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The service of authentication constitutes the spine of all security properties. It is the phase where entities prove their identities to each other and generally establish and derive cryptographic keys to provide confidentiality, data integrity, non-repudiation, and availability. Due to the heterogeneity and the particular security requirements of IoT (Internet of Things), developing secure, low-cost, and lightweight authentication protocols has become a serious challenge. This has excited the research community to design and develop new authentication protocols that meet IoT requirements. An interesting hardware technology, called PUFs (Physical Unclonable Functions), has been the subject of many subsequent publications on lightweight, low-cost, and secure-by-design authentication protocols. This has turned our attention to investigate the most recent PUF-based authentication protocols for IoT. In this paper, we review the security of these protocols. We first provide the necessary background on PUFs, their types, and related attacks. Also, we discuss how PUFs are used for authentication. Then, we analyze the security of PUF-based authentication protocols to identify and report common security issues and design flaws, as well as to provide recommendations for future authentication protocol designers.

CCS Concepts: · IoT security → Authentication protocols; · Authentication protocols → lightweight authentication protocols; · Lightweight authentication protocols → PUF-based authentication protocols.

Additional Key Words and Phrases: PUFs, IoT Security, Thing-to-Thing authentication, PUF-based authentication.

1 INTRODUCTION

IoT (Internet of Things) is an emerging networking paradigm that connects an exponentially increasing number of heterogeneous devices (Things), to the Internet. It actually expands the Internet from a Machine-to-Machine (M2M) communication system to a Things-to-Machine (T2M) and Things-to-Things (T2T) communication system. This has allowed the emergence of various smart applications in many fields (e.g., smart transportation, smart agriculture, and smart healthcare). Nevertheless, this remarkable evolution of the Internet has invited cybercriminals to exploit the new infrastructure and mount devastating large-scale distributed as well as local-scale cyberattacks [1–7]. These cyberattacks have demonstrated to the entire world how catastrophic and diversified cybercrimes could be in a world where everything is perceived as a connected computer [8].

Furthermore, most of these cyberattacks, if not all, are due to vulnerabilities in the adopted authentication protocols. Indeed, as the service of authentication constitutes the spine of all security properties\(^1\), any vulnerability residing on the adopted authentication protocol will be exploited to generate security attacks that may breach

\(^1\)In most, if not all, security mechanisms, and during the execution of the authentication protocol, cryptographic keys are generally established and derived to provide confidentiality, data integrity, non-repudiation, and availability. A vulnerable authentication protocol would result in security breaches on the confidentiality, data integrity, and availability.
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the authenticity, confidentiality, integrity, and availability of the system. Moreover, the impact of cyberattacks on IoT has become more serious than it used to be in classical information systems. In fact, in the classical scenario, cyberattacks used to be an unlawful way for stealing confidential and private information and asking for ransoms by threatening their owners to reveal the information in the case there is no payment. Nowadays, the loss of human lives is becoming a common consequence of cyberattacks. For example, a cybercriminal could bypass the authentication mechanism of a hospital, gain access to a patient’s medical record, and reveal confidential information, which just leads to the patient’s privacy violation. Nevertheless, if the cybercriminal gains access to the medical record of the patient and modifies the patient’s blood type, then it becomes serious as the latter cybercrime would lead to the death of the patient. Therefore, more research is required to develop new authentication protocols that are secure and reliable-by-design, and more importantly, conform with IoT heterogeneity, and with IoT security and performance requirements.

Developing secure and reliable authentication protocols for IoT is a mature and well-known research challenge. Many research works have been conducted for this purpose. In fact, ten years after the emergence of IoT (i.e., early 2010), a large number of authentication protocols, known as lightweight protocols (or ultra-lightweight), were designed and proposed for various IoT wired or wireless infrastructures (e.g., WSNs, VANETs, and Cloud) and IoT applications [109]. These protocols relied on the application of classical cryptographic mechanisms, where some of them adopted ECC (Elliptic Curve Cryptography) [110], whereas others employed lightweight cryptographic operations, such as simple hash functions and bitwise logical operators. Notwithstanding, these protocols suffered from known security vulnerabilities that are related to the incorrect usage of classical cryptographic mechanisms, which resulted in the re-occurrence of known cyberattacks but with an IoT flavor.

There has been a remarkable attraction and convergence from the research community and the industry to adopt PUFs (Physical Unclonable Functions) as a prominent physical security technology. Important industrial cores, such as NXP, Microsemi, Intel, and Xilinx, have already implemented the technology to develop secure integrated circuits [48–51]. In the meantime, researchers have turned their attention to PUF technology to develop lightweight and secure-by-design authentication protocols for IoT applications [9–24].

PUFs are physical one-way functions constructed from the unique nanoscopic-structure of physical objects (e.g., integrated circuits, crystals, magnets, lenses, solar cells, or papers) and their reaction to random events. This intrinsic uniqueness in the structure and reaction is due to the idiosyncrasies in the manufacturing process of the objects. It allows not only the unique identification of an object but also its authentication. Additionally, it is assumed to be impossible to clone the PUF of an object (and hence the object itself), which can be perceived as a security-by-design that will prevent any possible impersonation and cloning attacks. Therefore, PUFs are considered as a novel, reliable, and prominent physical security technology to develop secure integrated circuits and lightweight authentication protocols for IoT applications.

The motivation to adopt PUFs as a reliable physical security technology by a large number of researchers and industrial cores, is based on the following facts:

- Resource-constrained devices, such as RFID-tags, can only support 3K to 5K logic gates for implementing security algorithms [100, 101]. Nevertheless, classical cryptographic algorithms require between 12K to 22K logic gates [102], which makes them not suitable for this kind of devices. In the contrary, PUFs have a relatively lower hardware cost compared to other solutions, which makes them one of the perfect candidates for implementing security on resource-constrained devices.

- Many resource-constrained devices are low-cost devices that have no physical security (i.e., vulnerable to invasion attacks). Adding physical security to such devices would increase the cost. PUFs allow implementing physical security by using the device’s own circuit without adding any new component.
Lessons Learned: Analysis of PUF-based Authentication Protocols for IoT

Traditionally, cryptographic keys are stored on devices’ non-volatile memories (e.g., ROM, fuse, or EEPROM). These keys are generally used for authentication. This has a consequent cost for securing the non-volatile memory. With PUFs, authentication keys are no longer stored on the device. They are created and extracted on-the-fly from the device circuit.

PUFs allow conceiving unclonable circuits, which implies unclonable devices. Moreover, as cryptographic keys are not stored on the devices, the latter are deemed to be tamper-resistant.

Last but not least, PUFs have been accepted as a novel and promising candidate for implementing low-cost security of resource-constrained devices by a large number of multidisciplinary researchers and industrial cores.

The rapid convergence of adopting PUFs for authentication by the research community has resulted in many subsequent research work on lightweight, low-cost, and secure-by-design authentication protocols [9-24]. This has turned our attention to devote this research work for investigating the security of the most recent PUF-based authentication protocols.

In this paper, we analyze the security of recent PUF-based authentication protocols (published between the year of 2016 and 2020). We first provide the necessary background on PUFs, their types, and related attacks, as well as discuss how PUFs are used for authentication. Then, we analyze the security of existing PUF-based authentication protocols to identify possible attacks. Based on the identified attacks, we discuss possible security lessons to be considered by future authentication protocol designers so that newer protocol would be immune from the identified attacks.

To summarize, the contributions of this paper are twofold:

1. We analyze the security of PUF-based authentication protocols and identify possible attacks.
2. We draw lessons from the design flaws of the existing protocols and provide security recommendations for future authentication protocol designers.

The remainder of the paper is organized as follows. In Section 2, we provide an overview of PUFs, their types, and their related attacks, as well as discuss how PUFs are used for authentication. This would provide the necessary background needed for the remaining part of the paper. Section 3 reviews the design and the security of PUF-based authentication protocols. We draw lessons and recommendations for future PUF-based authentication protocol development. In Section 4, we summarize the lessons learned. We conclude the paper in Section 5.

2 PUFs (PHYSICAL UNCLONABLE FUNCTIONS)

2.1 PUFs Overview

PUFs (Physical Unclonable Functions), also known as POWFs (Physical One-Way Functions) [25] or PRFs (Physical Random Functions) [26], are physical one-way functions constructed from the unique nanoscopic-structure of physical objects (e.g., integrated circuits, crystals, magnets, lens, solar cells, or papers) and their reaction to random events. In fact, when a PUF is excited with a random event, called stimulus, the function returns a unique, unpredictable, and reproducible output. This unique output represents the actual fingerprint of a particular PUF and allows its distinction among others. In the field of information technology security (ITS), the stimulus is known as the challenge, whereas the output is known as the response. The set of all possible challenges and their corresponding responses is often referred to as the CRPs (Challenge-Response Pairs).

In the electronics and nanotechnology disciplines, PUFs are constructed from the idiosyncrasies in the manufacturing process of semiconductors [27-29] (e.g., inherent delay characteristics of wires and transistors [30]) to assign uniquely distinct fingerprints to semiconductor pieces [31]. Thus, physical cloning of a piece of semiconductor becomes very difficult. This for example, allows distinguishing a genuine integrated circuit from a...

\(^2\)When a PUF is constructed from a semiconductor, which is generally made of Silicon, the PUF is categorized as a Silicon-PUF (SPUF).
counterfeit one (including exact copies produced during the same manufacturing process [31]). Nowadays, PUFs are considered as a low-cost and a more sophisticated integrated-circuits-tagging technology than hard-printed serial numbers, bar codes, and holograms, which are readily reproducible and consequently not secure.

Formally, we can define a physical unclonable function as a function \( \Psi : C \rightarrow R \), where \( C \) is the set of challenges and \( R \) is the set of the corresponding responses. Also, the function \( \Psi(\cdot) \) should have the following properties:

- **Reliable.** At any time, the same challenge should return the same response, i.e., \( \forall c_i \in C, \Psi(c_i) = \Psi'(c_i) \), where \( t' > t \) (at different instants of time, \( t \) and \( t' \), such that \( t' \) is greater than \( t \), the response is the same for a given challenge \( c_i \in C \)).

- **Unique.** The function \( \Psi(\cdot) \) cannot have an equivalent function, i.e., \( \forall c_i \in C, \Psi(c_i) = \Psi'(c_i) \), then \( \forall \Psi(\cdot) = \Psi'(\cdot) \).

- **One-wayness.** The function \( \Psi(\cdot) \) is a one-way function and it is not invertible, i.e., \( \Psi \circ \Psi^{-1} \neq \text{id}_C \), where \( \text{id}_C \) is the identity function on the set of challenges \( C \).

- **Easy to evaluate.** For any challenge, the function \( \Psi(\cdot) \) is easy to evaluate, i.e., \( \forall c_i \in C, O(\Psi(c_i)) \leq O(1) \) (the temporal complexity for evaluating a PUF is constant).

- **Difficult to replicate.** Function \( \Psi(\cdot) \) cannot be copied or cloned, i.e., \( \forall c_i \in C, \Psi(\cdot) = \Psi'(\cdot) \), then \( O(\Psi'(\cdot)) \approx \infty \) (the temporal complexity of building a clone tends to be infinite).

- **Difficult to predict.** The responses of the function \( \Psi(\cdot) \) are difficult, or impossible, to guess or predict, i.e., \( \forall k \geq 0 = \{(c_0, \Psi(c_0)), \ldots, (c_k, \Psi(c_k)) \}, O(\Phi_{k}(\{(c_{n>k}, \Psi(c_{n>k}))\}) \approx \infty \), where \( \Phi(\cdot) \) is a prediction function based on the set \( \Gamma \geq 0 \) (the temporal complexity of predicting a response, knowing a set of CRPs, tends to be infinite).

When the cardinality of the set of challenge and response pairs (CRPs) is large, the function \( \Psi(\cdot) \) is called a **strong** PUF. Otherwise, the PUF is called a **weak** PUF [32]. Additionally, by increasing the size of the CRPs set, the size of the PUF circuit increases as well. Hence, there exists a proportional relationship between the size of the circuit implementing the PUF and the cardinality of its CRPs set (strength of the PUF). Principally, if the number of CRPs of a given PUF increases exponentially with the size of the PUF circuit, the function is considered strong, whereas if it scales in a linear or polynomial manner, the function is then considered weak [33]. In general, the output of a PUF is subject to noise, which may slightly change the output value for a given challenge. Thus, to generate the correct output for a given input in the presence of noise, a fuzzy extractor is commonly used [34, 35].

For the past twenty years, PUFs have attracted the attention of a large number of researchers. They are recognized as reliable and promising security tools for implementing future security solutions. The attraction is due to the following assets: (1) PUFs have a relatively lower hardware overhead compared to other hardware solutions. (2) PUFs provide higher physical security as they can be used to extract secret keys (volatile-secret keys) from a physical system instead of generating them using software and storing the keys in non-volatile memories (e.g., ROM, fuses, or EEPROM) that need to be secured as well (which is difficult and expensive). This makes them resilient to known physical invasive attacks. (3) They can be used as a hardware random number generators to generate purely random numbers. (4) PUFs do not require special manufacturing processes and treatments (programming and testing steps), which makes them low-cost security solutions. (5) PUFs are practically unclonable. They can be used to design and manufacture low-cost tamper-resistant circuits and devices. (6) PUFs can be used for key agreement between two resource-constrained devices that have never met with each other (no prior key sharing). (7) PUFs are multidisciplinary technologies, where researchers from different fields are contributing to their development.

\[\text{∞ means a very large value that can be considered as impractical to realize.}\]

\[\text{Strong PUFs, such as arbiter-PUF, are generally used for device authentication, whereas weak PUFs are mainly used in key generation.}\]
2.2 Types of PUFs
Since the emergence of PUFs, researchers have worked on designing PUFs by exploiting the physical characteristics of different materials, including Silicon, crystals, magnets, lens, solar cells, and papers. This has resulted in a large variety of PUFs, including but not limited to, delay-based PUFs (e.g., Arbiter-PUFs [26], ring oscillator-PUFs [36], and glitch-PUFs [37]), memory-based PUFs (e.g., SRAM-PUFs [38], DRAM-PUFs [39], SR Latch PUF [40], and Rowhammer-PUFs [41]), acoustical-PUFs [42], coating-PUFs [43], optical-PUFs (e.g., paper-PUFs [44], Compact Disc-PUF [45], and liquid crystal-PUF [46]), and magnetic-PUFs [47]. These PUFs differ from each other in their environmental application, source of randomness (e.g., semiconductors, lens, crystals, magnets, or solar cells), excitation mechanisms (e.g., electronic signals, beam of light or laser, or electromagnetic waves), or other parameters. Interested readers are referred to the work of McGrath et al. [33], where a comprehensive taxonomy of existing PUFs was extensively elaborated.

Despite the existence of various types of PUFs, the Silicon-PUFs (a.k.a., delay-based PUFs) are the most commonly researched and adopted in the electronics and nanotechnology disciplines. This type of PUFs relies on the timing and delay information retrieved from semiconductors (i.e., electronic components made of silicon material). Moreover, similar to delay-based PUFs, memory-based PUFs are becoming more and more popular in the research field as well as in the industrial field. Nowadays, most of the latest secure ICs adopt SRAM-based PUFs for secure storage. For example, the NXP company (the semiconductors division of Philips) has embedded an SRAM-based PUF on its SmartMX2 960 microcontroller and LPC54S0xx family of microcontrollers [48]. Also, Microsemi company has adopted SRAM-PUFs on their SmartFusion2 System-on-Chip FPGA devices [49]. Other hardware from various companies have adopted SRAM-PUFs to implement physical security, such as Coherent Logix HyperX, Intel Altera Stratix 10 FPGA [50], Redpine Signals WyzBee, and the Xilinx Zynq Ultrascale+ [51]. This attraction to SRAM-PUFs is due to the fact that this type of PUF is pervasively embedded within commodity electronics and hence no additional manufacturing is required. Additionally, SRAM-PUFs are considered more resilient to temperature variations and more compact than many other memory-based PUFs.

It is important to note that despite the type of the PUF that is being adopted, the reliability of PUFs, in general, is affected by environmental fluctuations, which include temperature variations, voltage variation, and ambient noise [53–57]. In the case of delay-based PUFs (Silicon-PUFs), the delay of wires and transistors strongly depend on these environmental fluctuations. This, for instance, could result in generating two different responses for a given challenge at two different times or under two different environmental conditions. Therefore, to improve the reliability of PUFs (as well as other properties, e.g., uniqueness), many researchers have proposed different solutions to guarantee a certain level of reliability. For example, fuzzy-extractors, error-correcting codes, and assisting computed helper data are usually applied to generate correct PUF responses.

2.3 PUFs for Authentication
One of the substantially explored security applications of PUFs is the development of on-the-fly and low-cost authentication protocols. These protocols would provide security for resource-constrained devices without having the devices to store any credentials on their limited non-volatile memories. This makes them resilient against physical invasive attacks [58, 59].

---

5Delay-based and memory-based PUFs are often classified as electronic CMOS (Complementary Metal Oxide Semiconductor)-PUFs.
6In some literature, coating-based and optical-based PUFs are often classified as MEMS (Micro-Electro-Mechanical Systems)-based PUFs.
7The reliability of a PUF is a performance metric that measures its reproducibility. A reliable PUF produces the same response for a given challenge at different times and under different environmental conditions [52].
To exploit the advantages of PUFs for integrated circuit authentication in general, and device authentication in particular, a typical challenge-response-based protocol is adopted [26]. The protocol consists of two main phases, the registration phase (a.k.a., enrollment phase) and the verification phase (a.k.a., authentication phase). During the registration phase, a device is enrolled in a database (a trust center) by registering pairs of challenges and responses (CRPs), generated from the PUF that is embedded in the device’s circuit. Therefore, each registered device \( d_{\text{id}} \) will have its proper set of challenge and response pairs in the database \( \Gamma_{\text{id}} = \{(c_0, r_0), \ldots, (c_n, r_n)\} \).

The authentication of a registered device \( d_{\text{id}} \) consists of randomly selecting a pair of registered challenge and response \( (c'_i, r'_i) \in \Gamma_{\text{id}} \) and interrogating the device \( d_{\text{id}} \) by sending the challenge value \( c'_i \) and obtaining the corresponding response \( r''_i \) from the device. Once the response \( r''_i \) is received, it is compared with the registered response \( r_i \) in the database. If both responses are identical (or closely identical), i.e., \( r'_i \approx r''_i \), the device \( d_{\text{id}} \) is authenticated, otherwise, it is rejected.

In general, the device is referred to as the prover \( v \), whereas the authenticator party (which could be the trust center or another device), is referred to as the verifier \( v \). This process is illustrated in the MSC\(^8\) of Fig. 1, where \( \Psi_{\text{p}}(\cdot) \) denotes the prover’s PUF. We note that for higher security, the challenge-response pass during the authentication phase can be run multiple times (i.e., rounds). Moreover, after an authentication round, the used CRP \( (c_i, r_i) \) is sometimes deleted from the verifier’s database to prevent replay attacks [60].

Finally, besides low-cost authentication, PUFs are used in many other applications such as, for the protection of intellectual property (IP) of hardware components (e.g., smart cards [61] and FPGA circuits [62–65]), software components (e.g., software IP binding [66] and images [67]), and embedded devices’ firmware integrity [68]. They are also employed for generating cryptographic keys and random numbers [69–73], and securing memories and processors.

2.4 Attacks on PUFs

In this subsection, we present some attacks on PUFs.

**PUF Invalidation Attack.** This attack assumes that the attacker has physical access to a device’s PUF. The attacker randomly tampers with the PUF circuit in such a way so that the behavior (i.e., output) of the PUF circuit changes and behaves as another PUF. For example, the attacker can spray the PUF circuit with some chemical substances so that the conductivity of the circuit gets affected. Also, the attacker can place some electromagnetic devices near the PUF circuit so that the PUF’s output gets altered. Therefore, any future authentication attempt

\(^8\)MSC (Message Sequence Chart) is a graphical language for the description of the interaction between different components of a system. This language is standardized by the ITU (International Telecommunication Union) [114].
### Table 1

This table summaries the differences between the reviewed PUF-based authentication protocols for T2M and T2T authentication schemes. We have entitled some columns with a numbered letter $P_i$, where $P_1$: Mutual authentication using PUFs, $P_2$: Lightweight (no asymmetric cryptography and no preshared keys), $P_3$: Scalability, $P_4$: Smart, $P_5$: Key establishment (for message authenticity, confidentiality, and integrity), $P_6$: Security evaluation, $P_7$: Performance evaluation, $P_8$: PUF-circuit size evaluation. The symbol ✓, ✗, and • indicate Yes, No, and Possible, respectively.

| Scheme         | Protocol       | Used PUF | Protocol properties | Evaluation | Implementation platform | Possible attacks on the protocol |
|----------------|----------------|----------|---------------------|------------|-------------------------|----------------------------------|
| T2M            |                |          |                     |            |                         |                                  |
| Boyapally et al., [9] (cf., Section 3.1.1) | 5-4 DAPUF | ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ | | Digilent Nexys-4 FPGA | Spoofing attacks, Replay attack |
| Qureshi et al., [11] (cf., Section 3.1.2) | Modified APUF | ✓ ✓ ✓ ✓ ✓ ✓ | | 7000 SoC Xilinx ZC-706 | Spoofing attacks, Replay attack, DoS attacks |
| Qureshi et al., [11] (cf., Section 3.1.2) | Modified APUF | ✓ ✓ ✓ ✓ ✓ ✓ | | 7000 SoC Xilinx ZC-706 | Spoofing attacks, Replay attack, DoS attacks |
| Yilmaz et al., [22] (cf., Section 3.1.9) | Unspecified | ✓ ✓ ✓ ✓ ✓ ✓ | | Zolertia RE-Mote | Spoofing attacks, CRPs disclosure, DoS attacks |
| T2T            |                |          |                     |            |                         |                                  |
| Bansal et al., [10] (cf., Section 3.2.1) | Unspecified | ✓ ✓ ✓ ✓ ✓ ✓ ✓ | | STM32F4-MCU | Spoofing attacks, Key disclosure, DoS attacks |
| Barbareschi et al., [19] (cf., Section 3.2.2) | SRAM-PUF | ✓ ✓ ✓ ✓ ✓ ✓ | | STM32F7-MCU Cubietruck-board | Desynchronization, CRPs disclosure, DoS attacks |
| Mahalat et al., [17] (cf., Section 3.2.3) | Unspecified | ✓ ✓ ✓ ✓ ✓ ✓ ✓ | | – | – |
| Feng et al., [21] (cf., Section 3.2.4) | SRAM-PUF | ✓ ✓ ✓ ✓ ✓ ✓ | | MSP-EXP430G2 & MSP430G2553 | Spoofing attacks, CRPs disclosure, DoS attacks |
| Clupek et al., [24] (cf., Section 3.2.5) | Unspecified | ✓ ✓ ✓ ✓ ✓ ✓ | | – | Message forging, CRPs disclosure, DoS attacks |
with the device's PUF will fail as the PUF has changed. To mitigate this attack, we need to physically secure the PUF circuit so that it does not get easily affected by any tampering action or environmental variation.

**PUF Spoofing Attack.** In this attack, a malicious insider has access to all the CRPs of another device. This could happen when the authenticator, generally, the trust center server (a.k.a., verifier), is compromised. In this case, the attacker can spoof the legitimate device and perform successful authentication with other devices that authenticate the spoofed device using the same CRPs. This could also occur in the T2T architecture where devices store CRPs of each other for authentication.

**Eavesdropping Attack.** An attacker intercepts authentication transactions that contain the challenge values and their response values that are computed by the PUF of a target device. The attacker then spoofs the device (prover) and responds correctly to the verifier. The success of this attack relies on the following two assumptions: (1) The number of possible challenge-response pairs is too small. (2) The same challenge is used twice. Such assumptions generally exist on weak PUFs and certain strong PUFs that are predictable.

**Machine-Learning Attack.** This attack is also known as PUF reverse-engineering or PUF modeling attack. In such an attack, an attacker collects a large number of challenge and response pairs (CRPs) used during an authentication or by interrogating a device’s PUF with many challenges to obtain their responses. The collected CRPs are then used to apply machine learning algorithms in order to produce a software model of the PUF that is capable of correctly predicting the responses of new challenges. The efficacy of this type of attack on a given PUF depends on the number of CRPs to be collected from the PUF and the time it requires to build the model given the collected CRPs. This type of attack has been demonstrated in a large number of subsequent publications [74–87].

**Side-Channel Attack.** Side-channel attacks on PUFs have been demonstrated in [82, 88–94]. The goal of these attacks is mostly to gain additional information about the PUF and use that information to improve machine-learning computation times (i.e., training times) from exponential to polynomial. For example, by applying power-based side-channel techniques, an attacker would aim to determine the amount of current drawn from the supply voltage during an output computation (e.g., transition from zero to one of a latch [89]) and hence the power consumption of the function. Additionally, by applying timing-based side-channel techniques, an attacker would aim to learn additional information about the delay of individual response bits. Nevertheless, this type of attack requires complete physical access to the PUF, which is not always possible.

**Replay Attack.** This attack is possible if the PUF-based authentication protocol allows the use of the same challenge twice and the challenges, as well as their responses, are sent in plaintext. An attacker can then intercept some challenge values as well as their corresponding response values to replay them later on. This would allow the attacker to impersonate the device whose challenge and response values were intercepted.

**CRP disclosure Attack.** As many PUF-based authentication protocols are designed by extending the typical authentication protocol illustrated in Fig. 1, these protocols are subject to CRP disclosure. In fact, as the CRPs are stored in plaintext at the verifier, if the latter is compromised, the stored CRPs of the concerned (registered) devices will be revealed. This would allow attackers to impersonate the PUFs of those devices.

In addition to the above mentioned attacks, other attacks on PUFs have been reported in the literature on specific physical unclonable functions. For example, Helfmeier et al., [103] demonstrated a PUF-cloning attack. They showed how they had managed to successfully reproduce the responses of a 2-kilobytes SRAM-based PUF by gaining access to the initial states of the SRAM cells after memory-startup. They applied the PEA (Photonic Emission Analysis) technique [104] to dynamically extract the full content of the SRAM and create a clone of the SRAM. Nevertheless, this attack requires physical access to the PUF circuit, extremely expensive equipments, as well as very long time, which makes it not affordable for most attackers. Nedospasov et al., [105] demonstrated a semi-invasive attack on SRAM-PUFs. They applied a laser probing to read the logic states of an SRAM cells.
Furthermore, some researchers have reviewed PUFs and examined their security issues, highlighted known attacks, and discussed potential countermeasures [113].

3 RECENT PUF-BASED AUTHENTICATION PROTOCOLS

In this subsection, we analyze the security of some recent PUF-based authentication protocols. We identify security flaws and report possible attack scenarios on the reviewed protocols. This would allow future authentication protocol designers to learn from the identified flaws; lessons to consider when designing new PUF-based authentication protocols. Furthermore, we have classified these protocols into two categories based on the communication scheme for which each protocol was designed for. The first category (discussed in Subsection 3.1) gathers protocols that were developed for the T2M communication scheme, where a resource-constrained device (e.g., a sensor) and a resourceful device (e.g., desktop) securely authenticate each other. The second category (discussed in Subsection 3.2), groups protocols that were designed for the T2T communication scheme, where two resource-constrained devices authenticate each other. This classification is based on the corresponding authors’ claim when implementing the protocols.

Throughout this subsection, when analyzing a particular protocol, we use the notation adopted by the original author of the protocol. This would help the reader refer to the original work. Also, for some of the reviewed protocols, we have used MSC (Message Sequence Chart) as a standard graphical tool to illustrate the protocol message flows and security protocol claims [114]. We note that every object or symbol in an MSC has a proper semantic. For example, a condition, denoted by a hexagon, is used to express that the system has entered a certain state (e.g., claimed a security property). Additionally, when using an MSC, we rely on the operational semantics of security protocols to express security properties as claims [115]. Therefore, when a claim is compromised, the related security property is compromised. In the operational semantics of security protocols, a claim is an event where an agent, e.g., an authenticating party, reaches a particular state in the protocol and assumes that a certain security property, e.g., key secrecy, is satisfied. If a particular claim is compromised by an attack, then the concerned agent would assume that the claim is true, where in reality it is not the case. In such a scenario, the protocol is considered compromised and vulnerable to that attack.

Table 1 summarizes the differences between the reviewed PUF-based authentication protocols. The protocols are compared using six characteristics (Column 1, and 3 to 8): (1) Authentication scheme indicates the considered architecture to be either a Thing-to-Thing, in the sense resource-constrained to resource-constrained device, or a Thing-to-Machine, in the sense resource-constrained device to a resourceful device architecture. (2) Used PUF shows the type of PUF being used for the implementation of the authentication protocol referred in Column 2. (3) Properties P1, P2, P3, P4, and P5 mean whether the referred protocol uses PUFs on both authenticating parties, is lightweight from a cryptographic perspective, scalable, smart, i.e., resilient to race-condition attacks [106–109], and allows the establishment of cryptographic keys, respectively. (4) Implementation platform specifies the type of hardware used to implement the PUF and the communicating parties. (5) Evaluation specifies whether the protocols were evaluated in terms of security P6, performance P7, and circuit size P8. (6) Possible attacks indicates the different attacks that can be generated on the referred protocol as we demonstrate in Section 3.

3.1 T2M PUF-based Authentication Protocols

3.1.1 Load Modification-Resistant Smart Meter Authentication. Boyapally et al., [9] proposed a PUF-based authentication protocol for smart meters in the context of smart grid applications. The protocol allows a smart meter to be authenticated to a server using PUFs. The protocol adopts the DAPUF (Double Arbiter-PUF) [111] augmented with a linear feedback shift register (LSFR) module to take a 64-bit challenge and outputs a 128-bit response (which makes it harder to guess). The authors showed that it is resilient to man-in-the-middle attacks as well as...
to PUF-modeling attacks. They implemented the protocol over the Digilent Nexys Artix-7 FPGA-board in a smart meter. The protocol operates symmetric encryption (using AES) along with some asymmetric computations, such as bilinear pairings, to encrypt the response of the smart meters and store it securely on the server. Also, the responses of the smart meter are never exchanged in plaintext, which would prevent modeling attacks. Although the protocol seems to perform an authentication of a smart meter to a server and establish a shared key using Diffie-Hellman key establishment protocol, we have found that the authentication (i.e., the authentication claim) can be easily breached and the server can be spoofed through a replay attack. We present the attack in the next paragraph.

**Attack Scenario.** During the authentication of the smart meter to the server, the smart meter initiates the authentication by sending an authentication request. Based on the source of the request, the server retrieves from the database a cryptographic information, denoted by \( \sigma = (C, \sigma_1, \sigma_2) \). This information contains the challenge \( C \) as well as two values, \( \sigma_1 \) and \( \sigma_2 \). The value of \( \sigma_1 \) was generated during the enrolment phase as \( \sigma_1 = E_{sk_A}(\alpha_2) \), where \( sk_A = H(C) \) is the secret key of the smart meter, \( \alpha_2 = H(sk_{id} | C | A) \). The identity of the smart meter, \( sk_{id} \) is the secret key of the server, \( \Psi(\cdot) \) is the smart meter PUF function, and \( H(\cdot) \) is a hash function. The authentication is illustrated in the MSC of Fig. 2. To generate the attack, upon receiving an authentication request from the meter, the attacker impersonates the server and sends the value \( \sigma \) and \( n = 1 \), where \( \sigma \) is the fixed cryptographic information intercepted from a previous authentication and \( n = 1 \) a nonce. The smart meter performs the computations shown in the MSC of Fig. 3 and sends the value \( \beta_2 = H(\sigma_1, \alpha_2 | n) \) to the attacker. The attacker receives the value of \( \beta_2 \), saves it in a variable \( w \) (i.e., \( w = \beta_2 \)), then drops the authentication. Upon a second authentication attempt from the smart meter, the attacker sends to the smart meter the value \( \sigma \) and \( n \). The smart meter performs the authentication computations and replies by sending the value \( \beta_2 = H(\sigma_1, \alpha_2 | n + 1) \). The attacker sends the value of \( w \) to the smart meter. The smart meter checks the value of \( w \) with the value of \( \beta_1 = H(\sigma_1, \alpha_2 | n) \) and finds that they are equal, which authenticates the attacker as the legitimate server. This attack is illustrated in Fig. 3. Additionally, an attacker can go even further and compromise the key-establishment claim of the protocol. A detailed description of the attack to smash the security of this authentication protocol can be found in [116].

**Lessons**

1. The nonces that are used by both parties are dependent (e.g., Server uses \( n \) and Meter uses \( n + 1 \)). Indeed, there is no randomness introduced by the Meter (i.e., no actual nonce). This consequently results in the non-uniqueness of authentication sessions, and hence the possibility of generating replay attacks.

2. The authentication proofs (i.e., \( \beta_2 \) and \( y_1 \)) used by both authenticating parties are strongly related. This would allow an attacker to easily find a way to construct forged authentication proofs with minimum
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3.1.2 Identity Preserving Protocol for IoT Authentication. Qureshi et al., [11] proposed a PUF-based identity-preserving authentication protocol, called PUF-IPA, for T2M authentication scheme. Similar to the concept used in [12], the protocol uses shuffling techniques to store obfuscated and uncorrelated information about the registered devices’ PUFs in the server instead of storing the challenge and response pairs (CRPs) of registered devices in plaintext. The server can authenticate the registered devices without having the original CRPs stored on its database. The authors showed that the authentication protocol is resilient to machine-learning attacks.

Unfortunately, the protocol is vulnerable to replay attacks. In fact, no verification at the server side is performed to check whether the random number (denoted as \( n_x \)), sent from the device to the server, was previously used or not. Thus, if an attacker intercepts the exchanged values (denoted as \( n_x \) and \( s'_x \)), it will be able to impersonate a server and perform a successful authentication.
the device and respond using the intercepted values. Additionally, the devices are subject to locking attacks (denial of service attacks). In fact, the protocol implements a countermeasure to prevent attackers from conducting a brute force attack. The countermeasure is based on FSM (Finite State Machine) and was first proposed in [98]. It works by locking the device’s PUF circuit after a certain number of authentication failures. Hence, an attacker can paralyze the availability of the system by brute-forcing the registered devices and locking them all.

By analyzing the protocol, we observe that the security of the server relies on the security of a pre-installed cryptographic key stored on the server. If that key is compromised, an attacker can decrypt the stored information and impersonate the server to send dangerous commands to the devices. Finally, the work did not specify what happens when the stored random numbers on the server are all consumed (since there is a finite number of values stored on the server). In the case where the protocol restarts from the beginning, it will be eventually subject to replay attacks.

**Lessons**

3. Authentication protocol designers should make sure that all involved authenticating parties use their own proper nonces during authentication sessions to make the sessions unique. Otherwise, replay attacks become feasible.

4. When adopting a countermeasure, protocol designers should verify whether the adopted countermeasures can be used against the system to cause a denial of service, e.g., not responding after a certain number of authentication failures. In fact, an attacker may have the intention to only make the system unavailable by abusing the countermeasure.

5. A secure system should not rely on a single secret information to protect many other confidential and critical assets (i.e., no single point of failure).

3.1.3 Energy-Efficient Authentication of Medical Devices. An FPGA PUF-based authentication protocol was proposed for medical IoT devices by Yanambaka et al., in [12]. The protocol allows a medical device to be authenticated to the server (one-way authentication). A prototype of the protocol was implemented using two FPGA-boards, a microcontroller (medical IoT device), and a Raspberry Pi (server). The protocol applies the classical challenge-response scheme but in an obfuscated way. In fact, the server first generates a challenge $c$ and computes its response $r$ (i.e., $\Psi_s(c) = r$, where $\Psi_s(\cdot)$ is the server’s PUF) using its embedded PUF. The server sends the response to the device, which uses the response as a challenge to produce a response $r'$ using its PUF (i.e., $\Psi_d(r') = r'$, where $\Psi_d(\cdot)$ is the device’s PUF). The device sends back the response to the server, which uses $r'$ as a challenge for its PUF to produce a final response $r''$ (i.e., $\Psi_s(r') = r''$) and store the tuple or CRP $(c, H(r''))$, where $H(\cdot)$ is a hash function. This protects the CRPs in the case where the server is compromised. In fact, if an attacker gains access to the stored CRPs, it will not obtain the device’s CRPs as the stored response $H(r''')$ is not the response $r'$ of the device’s PUF when the latter (i.e., PUF) is interrogated using the challenge $c$.

However, the authentication protocol contains security vulnerabilities that can be exploited to generate different attacks. The fact that the same challenge and response values can be used during two different sessions without being mixed with any nonces (although they are obfuscated), an attacker will be able to learn the obfuscated CRPs of the device and generate a PUF-modeling attack on the device. The attack can collect the tuple $(r, r')$, which constitutes a valid CRP of the device (since $r$ and $r'$ are sent in plaintext). Also, if the attacker is an insider, it will be able to disclose the CRPs of the server. The attacker just has to keep track of the challenge values that it has sent to the server. Furthermore, the protocol is vulnerable to replay attacks. In fact, the exchanged messages do not contain any timestamp for data freshness and do not contain any information about the authenticity of the source, in particular, the server, as it is not authenticated to the device.
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6. When adopting a challenge-response scheme, the protocol should not exchange the PUF-responses in plaintext. In fact, this would allow an eavesdropper to intercept the challenge values and their corresponding responses and disclose the CRPs. Additionally, by intercepting a large number of CRPs, PUF-modeling attacks become feasible. A straightforward approach would be to hash the PUF-responses along with nonces so that a same CRP could be securely used more than once.

7. The CRPs should never be stored on any trusted location (e.g., trust center) in the form where they can be directly used for impersonation.

8. All authentication messages that are exchanged during an authentication session should be fresh through the use of nonces. Moreover, each party should use a nonce. Otherwise, previously exchanged messages (old messages) will be reused for impersonation.

3.1.4 Machine-Learning Resilient Authentication Protocol. Nozaki et al., [13] proposed a XOR-arbiter PUF-based one-way authentication protocol that is resistant to machine-learning attacks. In this protocol, instead of having the verifier $v$ send one challenge value $c_p$ to the prover $p$ (in plaintext) to receive the corresponding response value $r_p$ (in plaintext), the verifier sends two challenge values $c_p$ and $c_p'$ to the prover $p$, which replies back with one value $w_2$, called distributed value [112]. This distributed value $w_2$ is computed by combining portions of the two response values $r_p$ and $r_p'$ for the challenges $c_p$ and $c_p'$, respectively. That is $w_2 = S_2 \oplus R_0 \ || \ S_1 \oplus R_1$, where $r_p = S_1 \ || \ S_2$ and $r_p' = R_0 \ || \ R_1$. The verifier stores one response (e.g., $r_p$) and one distributed value $w_0$ or $w_1$ (where $w_0 = S_0 \oplus R_0 \ || \ S_2 \oplus R_1$, $w_1 = S_1 \oplus R_0 \ || \ S_0 \oplus R_1$, and $S_0 = 0 \ldots 0$). The stored distributed value $w_0$ (or $w_1$) is used by the verifier to verify the response of the prover. By adopting this obfuscation approach, the prediction rate for a successful machine-learning attack is considerably reduced. Thus, if an attacker intercepts the exchanged distributed value $w_2$, it will not be able to learn the responses $r_p$ and $r_p'$ for the challenges $c_p$ and $c_p'$, respectively. The protocol was implemented on a Xilinx Virtex-5 XC5VLX30 FPGA-board. The protocol is vulnerable to spoofing and CRPs disclosure. In fact, the verifier is capable of constructing the CRPs of the prover (as it stores the first response $r$ and can compute $r'$ using the stored distributed value $w_0$ or $w_1$). Hence, it will be able to impersonate the prover. Also, if the verifier is compromised, the CRPs are disclosed.

3.1.5 CRPs Preserving Authentication Protocol. Chatterjee et al., [14] proposed a PUF-based authentication protocol for IoT. The protocol allows an IoT device (i.e., Thing) to get authenticated to a verifier (e.g., gateway) by using its proper PUF and applying elliptic curve operations (2 multiplications and 3 additions), pairing operations, and a hash function. It adopts a hierarchical architecture, where each verifier authenticates a set of IoT devices and all the verifiers communicate with a central root security association provider, which stores correlated information about the CRPs of IoT devices and their associated verifiers. The protocol was implemented using a
5-4 DAPUF (Double Arbiter-PUF with 5 inputs and a 4-bit output) on the Digilent Nexys-4 FPGA-board (which contains the Xilinx Artix-7-FPGA module) for a video surveillance system.

Notwithstanding, we have found that the protocol has some security issues, where attacks can be generated. For example, to prevent DoS (Denial of Service) attacks, the authors configured the devices (Things) to shut down (or slow down) the protocol execution (e.g., by adopting an exponential back-off algorithm) when a large number of requests are sent to the devices. This countermeasure can be exploited by an attacker whose intention is to shut down the devices for some time. Also, the verifier is configured to reject any further request that regards the same pair for which it has previously received a request. This can be exploited by an attacker since the initial request is not authenticated. The attacker has to spoof a device \( d_i \) and generate requests to devices \( d_j \neq d_i \) before the legitimate device does (cf., race-condition attacks [106–109]). This would make the verifier reject any request coming from the legitimate device \( d_i \) to communicate with another device \( d_j \).

Moreover, the protocol is designed in such a way so that IoT devices (which are assumed to be resource-constrained) perform 2 elliptic multiplications, 3 elliptic additions, one pairing operation, and 7 hash operations, before being able to authenticate the verifier. An attacker can send regular challenge requests to force the device to perform unnecessary operations that drain their power-source (usually a battery).

Furthermore, although the authors have suggested the use of a strong PUFs and to delete authentication information about provers from the verifier database, it is possible for a malicious insider verifier to spoof any prover that is associated to it. In fact, when a prover (denoted as \( A \)) starts an authentication, the verifier (denoted as \( S \)) retrieves authentication information, denoted as \((C_A, C_S, HLP_A, a, B, d_i)\), about the prover. This information can be used to impersonate the prover \( A \).

Finally, the authentication protocol assumes that the CRPs as well as security keys are stored in a secure “offline” database in a trusted environment. Also, it assumes that the secret keys of each prover (denoted as \( K_S \)) are stored in a secure non-volatile memory, i.e., tamper-proof NVM (which is an expensive approach). If these keys are compromised, the security of the system may be compromised as well.

Lessons

11. Setting up a countermeasure that can be used against the system itself is a major vulnerability. Protocol designers should evaluate the inverse consequences of a countermeasure (Similar to Lesson 4).

12. Protocols should be designed in such a way so that devices can decide whether to consider/drop a particular message by just performing fast and costless operations. Otherwise, attackers would flood the system with encrypted bogus messages to be unnecessary decrypted and processed before being dropped.

13. Authentication information, such as CRPs, should not be transmitted or stored in a form where they can be easily generated and reused for impersonation. This is actually a major security vulnerability that most PUF-based authentication protocols suffer from.

14. When designing a protocol, the cost of assumptions has to be estimated as certain assumptions are expensive and are not always feasible.

3.1.6 Service-Centric RFID Authentication Protocol for IoT. A PUF-based authentication protocol was developed for RFID systems in the context of IoT by Liang et al., in [15]. The protocol allows an RFID-tag to be authenticated to a back-end server by proving the possession of the PUF and the authentication of the server to the tag by proving that it knows the PUF model of the RFID-tag. The protocol consists of two phases, the seed generation phase and the verification phase. During the seed generation phase, the server (verifier) and the tag (prover) synchronize on a seed (denoted \( M_i \)) to be used as in input for a PRNG (Pseudo-Random Number Generator) to generate the challenges for the verification phase (s.t., \( c_i = \psi(M_i) \), where \( c_i \) is the challenge and \( \psi \) is the PRNG Digit. Threat. Res. Pract.
function). At each verification session, the seed is used to generate a challenge. The challenge is fed to the PUF to compute the response (i.e., $r_i = \Psi(c_i)$, where $r_i$ is the response and $\Psi$ is the PUF function). The prover divides the response into two parts ($r_i = A \mid B$), xores the two parts, $A$ and $B$, to obtain a value $PW = A \oplus B = C \mid D$, and then randomly pads the results with bits before sending the concatenation of the results, i.e., $(b_0 \ldots b_n \mid C \mid D$, where $b_i$ are random bits). The verifier, which has computed the response $r_i'$ using the PUF model and followed the same steps as the prover (i.e., xored the two parts to obtain $PW' = C' \mid D'$), searches for the presence of the two parts in the received sequence of bits. If both parts are found, the server (verifier) authenticates the RFID-tag (prover). A similar process is conducted to perform the authentication of the server to the tag using another seed, which is the XOR of the two previous parts of the response. The authors proposed a two-stage multiple-choice arbiter PUF (TSMCA-PUF) to design the protocol. The proposed PUF is claimed to be resilient to modeling attacks. It used the BAN (Burrows-Abadi-Needham) logic to prove the correctness of the protocol and performed an informal security analysis of the protocol with respect to modeling attacks, man-in-the-middle attack, replay attack, CRPs exposure, and spoofing attacks. A performance analysis was also performed. The protocol was implemented using the Virtex II-PRO FPGA-board and Xilinx XUPV5-LX110T development boards. Nevertheless, our analysis shows that it is possible to generate a desynchronization attack through message modification.

**Attack Scenario.** During the seed generation phase, the server (verifier $v$) generates a nonce $T_v$, constructs a message $M_1 = \{\mathcal{H}(T_v) \oplus T_v\}$, and sends it to the RFID-tag (prover $p$). The tag generates a nonce $T_p$, constructs a message $M_2 = \{M_1 \oplus T_p\}$, and sends $\{M_2 \mid T_p\}$ to the server (where $|$ is the concatenation). The server computes $T_v' = M_2 \oplus T_p \oplus \mathcal{H}(T_v)$ and checks if $T_v = T_v'$. If $T_v = T_v'$, the server sets up the seed to be $s = M_2$. An attacker $e$ could have changed the tag message to $\{M_2 \oplus T_p \oplus T_e \mid T_p \oplus T_e\}$, which would have made the server set the seed to $M_2 \oplus T_p$ instead of $M_2$. In this situation, both the tag and the server will be synchronized over a different seed, which would result in an authentication failure. The system can only be recovered by resetting (re-synchronizing) the tag and the server to use the same seed. Furthermore, the server keeps a PUF model of the registered tags on its database. Compromising the server (e.g., through a malicious insider) would result in the disclosure of the PUF models of the tags and hence their CRPs. Additionally, the server can spoof any registered tag as it knows how to generate all the CRPs of the tag.

**Lessons**

15. When an authentication protocol is based on synchronization, protocol designers have to make sure that information related to the synchronization has to have its integrity protected. Otherwise, any unauthorized modification would create desynchronization and hence a malfunction of the protocol.

16. Establishing authentication parameters using unauthenticated messages is a serious security issue when there is no way for the involved parties to verify and confirm that the parameters have not been modified.

17. The concept of distributed value, used in [13], can be used as a good obfuscation approach to solve the issue of keeping the CRPs of registered devices secure (Similar to Lessons 7, 10, and 13).

**3.1.7 Single CRP-based Authentication Protocol for IoT.** Kim et al., [16] proposed a PUF-based authentication protocol to allow a smart device to be authenticated by a server. The protocol tries to reduce the load issue of storing all the CRPs of all registered devices on a particular server (i.e., trust center) by storing only one CRP, $(c_{d_i}, r_{d_i})$, per device $d_i$, at a time. Therefore, at the registration phase, only one CRP per device is saved into the database. The stored CRP for a given device is updated after each authentication. That is, when a device $d_i$ is authenticated, it generates a new CRP, $(c_{d_i}, r_{d_i})$, and sends it to the server. A prototype of the protocol was
implemented on an STM32F4 MCU-board. The solution does not actually eliminate the storage-issue of storing all CRPs on a server. It only reduces the amount of space occupied by the storage of the CRPs. In fact, after deleting a used CRP, the server keeps a list of challenge values, which grows proportionally with the number of authentication attempts. Furthermore, we have found that the protocol is vulnerable to certain attacks:

**Attack Scenario 1.** In this protocol, the device starts by requesting an authentication from the server by sending its identity. The server replies back by sending a challenge $c_i$. The device responds to the server by computing the corresponding response $r_i$ and generating a symmetric key $K_0 = c_i + r_i$ to send an encrypted response message to the server. The response message contains a new CRP, $(c_j, r_j)$. The server computes the key, decrypts the message, and then verifies the value of the response. If the response is correct, the device is authenticated, the new CRP, $(c_j, r_j)$, is saved, and an acknowledgement is sent to the device. Thus, as the authentication of the device $d_i$ is based on successfully responding to one challenge $c_i$, an attacker can brute force the response $r_i$ by generating all possible values for $r_i$ until getting an acknowledgement from the server. This would eventually depend on the size of the response, which is in general smaller than the challenge. That is, if the responses are on $k$-bits, the attacker just has to try at most $2^k$ authentication attempts. Once the value of $r_j$ is disclosed, the secret key $K_0$ is cracked. Interestingly, if the attacker forges its authentication response messages in such a way so that the new CRP value is nonsense, e.g., $(c_j, r_j) = (0, 0)$, the server would then save the incorrect CRP. This would result in all future authentication attempts from the legitimate smart device to fail until a CRP-updating procedure is initiated to update the stored CRP with a new pair.

**Attack Scenario 2.** The server and the smart device are both subject to DoS (Denial of Service) attacks. With respect to the server, as authentication messages, sent from the device to the server, are completely encrypted, the server has to first decrypt the messages before authenticating the source (i.e., device). Thus, if an attacker floods the server with bogus messages, the server will perform decryption operations before dropping the messages. With respect to the device, as the server is not authenticated to the device, an attacker can flood the device with spoofed new CRP requests and force it to consume its battery to unnecessarily generate new CRPs (since here the server is the initiator of the CRP-updating procedure).

**Lessons**

18. Protocols should use variables (e.g., PUF-responses) of larger sizes to harden the feasibility of brute force attacks. Hash functions could be used to complement and enlarge the size of the PUF-responses by keeping the size of the PUF-circuits smaller.

19. Many IoT applications are built using resource-constrained devices that operate on rechargeable batteries. If authentication protocols are designed in a way where devices can be abused by performing unnecessary heavyweight computations, then the power-source of these devices will be drained and their availability will be breached (Similar to Lesson 12).

**3.1.8 Smart home Authentication Protocol for IoT.** Mughal et al., [18] proposed PAS (PUF-based Authentication Scheme), an authentication protocol for smart devices in IoT smart home applications. It allows users, equipped with smartphones, to be authenticated to a gateway so that they can send command-messages to connected smart devices (e.g., a light bulb or thermostat). However, the gateway is not authenticated to the users (no mutual authentication). Additionally, the protocol assumes that smart devices and the gateway share a pre-established symmetric key to encrypt the communication (i.e., the command-messages sent by the user). If the key is compromised (e.g., through device physical invasion), an attacker will be able to forge new command-message (e.g., turn camera Off) as well as modify command-messages sent to smart devices by the legitimate user (e.g., increase temperature instead of decreasing it). In fact, the command-messages are not authenticated. The protocol
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Lessons

20. Relying on a single point of security is a major flaw. We urge that protocol designers should perform a dedicated analysis where the dependence and relationship between systems’ assets is evaluated. For example, taking over an asset, e.g., a secret key, should not allow attackers to transitively take over the remaining assets (Similar to Lesson 5).

21. Message authentication code, in particular HMAC\(^a\), should be the last cryptographic operation to be performed after the encryption of a message and not the other way around. In fact, if devices have to decrypt a message to be able to verify the authenticity of the source of the message (i.e., verify the HMAC), then attackers may take advantage of this design flaw to overwhelm resource-constrained devices with nonsense messages forcing them to decrypt the messages and draining their batteries, which would make those devices become unavailable (Similar to Lessons 12 and 19).

\(^a\)HMAC (Keyed-Hash Message Authentication Code) provides a message integrity code that is computed over a message and using a shared authentication key. This allows the authentication of the source as well as the protection of the integrity of the message.

3.1.9 Neural Network-based Authentication Protocol for IoT. An arbiter PUF-based authentication protocol was proposed for the T2M authentication scheme by Yilmaz et al., in [22]. Based on the use of a neural network model of the PUF, the protocol allows a verifier \(v\) to authenticate a prover \(p\) without having to store the challenge and response pairs (CRPs) on the verifier’s memory (database). The protocol makes use of a device MAC address and a timestamp to obfuscate the PUF response by applying the RC5 cipher. They showed, using Zolertia RE-Motes, that the protocol performs better than DTLS (Datagram Transport-Layer Security) and UDP (User Datagram Protocol), in terms of memory and energy consumption. Nevertheless, the protocol relies on the assumption that creating a neural network model for a PUF is evident, which is not always the case. The authors have built a PUF-model for arbiter PUFs which are known to have the simplest structure. We have found that the protocol has some security vulnerabilities that can be exploited to generate various attacks.

The authentication proof that is generated by the prover, denoted as \(\alpha_d\), and the authentication proof that is generated by the verifier, denoted as \(\alpha_v\), are exactly the same, i.e., \(\alpha_d = \alpha_v = \text{RC5(MAC, } R_i \oplus T_d)\); where MAC is the 48-bit MAC-address of the device, \(R_i\) is the device PUF’s response to a challenge \(C_i\) and, \(T_d\) is the device’s timestamp. This technically means that there is no authentication. In fact, the verifier can just resend the authenticity proof that it has received from the prover to prove its authenticity to the prover. An attacker would eventually do the same to bypass the authentication. In addition, these authentication proofs are computed using RC5 symmetric cipher along with a pre-shared symmetric key. The size of the key has not been reported, which raises the question of RC5 cracking possibility, and hence PUF-responses and CRP disclosure attacks.

The protocol is vulnerable to insider attacks. A verifier knows the complete PUF model of the prover, it can generate all the CRPs of the prover. Hence, the verifier can easily impersonate the prover. Also, if the verifier is compromised, the PUF model of all registered provers will be disclosed and the security of the system is paralyzed.
22. The authentication proofs of the verifier and the prover to prove their identities to each other are identical $a_d = a_o$. This actually allows any device to impersonate the verifier and bypass the mutual authentication of the protocol. Authenticating parties should not be able to take advantage over one another to produce correct proofs. A straightforward approach would be to require each authenticating party to use a proper nonce, so that the proofs become unique per authentication session and per party (Similar to Lesson 2).

23. Since the verifier (server) stores neural network models of PUFs of all registered provers (devices), the protocol is vulnerable to insider attacks, as well as, to CRP disclosure through physical invasion. Whatever the level of trust that is assigned to the verifier, the latter should not be able to reconstruct the CRPs of any other device (Similar to Lesson 10).

3.1.10 Secret-Message Exchange Authentication Protocol. Idriss et al., [23] proposed a PUF-based authentication protocol with key exchange for resource-constrained systems, such as RFID systems. The protocol relies on a challenge-challenge scheme, where a verifier $v$ sends $m$ challenges (of size $n$), $\{c_1, \ldots, c_m\}$, to the prover which replies back with $2 \times m$ challenges, $\{(c_{1,1}, c_{1,2}), \ldots, (c_{m,1}, c_{m,2})\}$, such that for every challenge $c_i$ sent by the verifier the following equation should hold:

$$\Psi_p(c_i) = \Psi_p(c_{i,1}) \oplus \Psi_p(c_{i,2})$$

In the same way, the prover authenticates the verifier by sending $m$ challenges and obtaining $2 \times m$ challenges for verification. Basically, the authentication of the prover to the verifier relies on the prover proving that it has the authentic PUF, whereas the authentication of the verifier to the prover relies on the verifier proving that it has the model of the prover’s PUF to compute its CRPs. The authors analyzed the security of the authentication protocol against guessing and challenge collection attacks.

Nevertheless, based on the authors’ assumption of using the protocol for RFID systems (resource-constrained systems), this protocol has the following issues: (1) It requires from the device (which models the RFID-tag in [23]) to send $3 \times m \times n$ bits (transmission) and receive $2 \times m \times n$ bits (reception) to complete an authentication, which seems to be large amount of bits to be transferred on an RFID system. (2) Given a challenge value $c_i$, the prover as well as the verifier, have to go through a loop to generate the values $c_{i,1}$ and $c_{i,2}$ such that the condition $\Psi_p(c_{i,1}) = \Psi_p(c_{i,1}) \oplus \Psi_p(c_{i,2})$ holds. The probability to generate the values of $c_{i,1}$ and $c_{i,2}$ so that the previous equation is satisfied is $(1/2)$ for one challenge $c_i$ and $(1/2)^{-m}$ for all the challenges $c_i, i \in \{1, \ldots, m\}$. This means that there is 50% chance to fall into an infinite loop when looking for $c_{i,1}$ and $c_{i,2}$ for a given challenge $c_i$, which would make the system nonresponsive. In fact, when the server receives the challenge $(c_1, \ldots, c_m)$, it uses the PUF model ($\Psi_p(\cdot)$) of the device to compute the response $R' = (\Psi(c_1), \ldots, \Psi(c_m)) = (r_1, \ldots, r_m)$. Then, it takes each individual response $r_i$ and uses a True Random Generator (TRNG) to generate two independent values $c_{i,1}'$ and $c_{i,2}'$ such that condition $\Psi_p(c_{i,1}') \oplus \Psi_p(c_{i,2}') = r_i$ holds. For each response $r_i$, the server enters a loop and repeats the generation of the random numbers $c_{i,1}'$ and $c_{i,2}'$ till the condition holds. For each attempt, if at least one single bit in $c_{i,1}'$ or $c_{i,2}'$ is different from bit sequence of the real value of $c_{i,1}$ and $c_{i,2}$, the value of $r_i$ will be different and the condition will not hold. Thus, there is 50% of chance for the server to fail an attempt and hence there is 50% of chance that the server may go through an infinite loop. (3) The PUF model of the prover is stored at the verifier. This would allow the verifier to be able to spoof the prover. For example, if the verifier is a malicious insider, it will be able to impersonate the prover (tag). Additionally, since the PUF model is stored on the verifier as is, compromising the latter would disclose the PUF model and hence the CRPs of the prover, i.e., the tag.
24. A performance analysis has to be performed to demonstrate that the protocol conforms the performance requirements of the application for which it was developed for. In fact, many applications use low-cost and resource-constrained devices that cannot implement and operate certain heavyweight computations (e.g., using ECC on passive RFID-tags).

25. A formal verification of the protocol, using well-established tools should be performed to determine whether the protocol terminates, e.g., Issue 2 might end up in an infinite execution.

26. This authentication protocol allows a verifier to store PUF-models about other devices’ PUFs. This assumes that all verifiers are trustworthy, which is not always true. Authentication protocols should be designed in a way where insiders are considered part of the attacker’s model (Similar to Lesson 10).

3.2 T2T PUF-based Authentication Protocols

3.2.1 Vehicle-2-Grid Authentication Protocol. Bansal et al., [10] proposed a PUF-based authentication protocol with key establishment, called SUKA, for vehicles smartgrid infrastructures. The protocol uses PUFs to allow the authentication of electric vehicles (EVs) to aggregators (a.k.a., mediator) as well as to the grid-server (GS). This protocol can be perceived as a T2T authentication protocol as the electric vehicles as well as the aggregator are considered resource-constrained devices that embed a proper PUF circuit. The authors performed a formal security analysis using Mao-Boyd Logic to prove the security of their protocol. Nevertheless, we have found that the security of the protocol can be breached and attacks such as spooing and message forging can be generated. In fact, we discovered that it is possible to crack the derived session key between an aggregator and server (denoted $S_k$ as in [10]) and use the key to disclose all the CRPs (denoted as $(C'', K'')$ in [10]) of an electric vehicle. The attack can be repeated on each vehicle to disclose its CRPs.

**Attack Scenario.** To understand the attack, Fig. 4 illustrates the authentication part between the grid-server and the aggregator. The attacker starts by intercepting all the exchanged messages during the authentication. It uses the second message sent from the server to the aggregator to extract the values of $C$ and $V$. From the value $C$ the attacker can learn how many challenges are being used, i.e., the value of $m$. Then, using the value of $m$, the attacker computes $K_0$ (the aggregator’s PUF response for the first challenge $C_0$) using the value $N$ (i.e., $K_0 = m \oplus K_0 \oplus m$). Next, the attacker intercepts the third message and extracts the value $N'$ to compute the nonce $N_C$ using the previously learned value of $K_0$ (i.e., $N_C = N' \oplus K_0$). At this stage, to compute the secret key, $S_K = F(K_0, N_B) \oplus F(K_0, N_C)$, the attacker just needs to find the value of the nonce $N_B$. To that end, the attacker can run an offline brute force attack on the used message authentication code (MAC) function on the second message. The attacker holds the code value, i.e., MAC$(ID_m | M | m | N_B)$, as well as three out of four input parameters for the function. If the attacker cracks the nonce $N_B$, it will compute the secret key $S_K$ and decrypt all the vehicle’s CRPs that will be used next time (denoted as $(C^\#, K^\#)$ in [10]). In this case, the attacker will have to spoof the electric vehicle before the vehicle performs a new authentication with the system, otherwise, the CRPs will be updated at the server-side in the next authentication session.

Furthermore, the electric vehicle authenticates an aggregator by having the vehicle perform computations and infer that the aggregator knows the vehicle CRPs, which assumes that the aggregator already performed an authentication to the server and obtained the vehicle CRPs. In this case, there are two issues. The first issue is that if an attacker performs the attack described above, the attacker will be able to impersonate an aggregator and

---

9The reader might think that cracking a hash function could take a long time. However, these will depend on the size of the nonce $N_B$ and the type of the MAC-function. The nonce could be cracked in the same way as a Wi-Fi WPA-key is cracked after capturing the WPA 4-way-handshake packets.
Fig. 4. The authentication protocol by Bansal et al., [10] that allows an aggregator to be authenticated to a grid server and establish a shared secret session key $S_k$.

scam the vehicle. The second issue is that the grid server is considered a trusted party that stores “in plaintext” the CRPs of all registered electric vehicles as well as their identities. Thus, if the server is compromised (e.g., through a malicious insider), all the CRPs are disclosed and the security of the system is completely breached. Finally, it was claimed that the protocol preserves the identity of the vehicle owners to protect them from being tracked. However, the identity of the vehicle owners is sent in plaintext when initiating an authentication with an aggregator. This would allow an attacker to keep track of the owners, which invades its privacy.
Lessons

27. The XOR operator should not be applied to obfuscate secret information using easily derivable parameters. The XOR is a commutative and absorbent operator. In fact, \( \forall x, y, z \mid z = x \oplus y \), then \( z \oplus y = y \oplus z = x \). Thus, if we assume that \( x \) is a secret, there should be no way for the attacker to learn the value of \( y \) in the case where the attacker intercepts \( z \).

28. Use automatic security protocol provers, e.g., TAMARIN, to check whether there is any vulnerability related to how the protocol applies the XOR operator.

29. The CRPs should never be stored in plaintext in any location, whatever is the trust of that location. This flaw is usual as many security protocol designers do not consider the case of insider attacks.

3.2.2 Synchronous Authentication Protocol. Barbareschi et al., [19] proposed PHEMAP (PUF-based Mutual Authentication Protocol), an SRAM PUF-based protocol designed for terminal to terminal and terminal to gateway. It is based on the notion of chains, which are sequence of values generated by recursively invoking a PUF on a device. The chain is used to authenticate a device by other authenticating parties, which have to store parts of that chain, called links. The protocol strongly relies on synchronization. For example, at a given time \( t \), if a device \( v \) (verifier) wants to authenticate another device \( p \) (prover), then the verifier \( v \) has to be synchronized with the prover \( p \). This synchronization consists of having the verifier \( v \) store a specific link \( \ell^p_t \) about the prover \( p \) and having the prover \( p \) be aware that the verifier \( v \) is currently storing the link \( \ell^p_t \). In 2019, the protocol was extended and adopted for cloud-edges IoT systems [20]. The protocol was implemented using the STMicroelectronics STM32F7-board (for terminals) and the Cubieboard Cubietruck-board (for gateways). We have found that the protocol is vulnerable to desynchronization attacks. In the following, we discuss two attack scenarios:

**Attack Scenario 1.** During the verification phase of the authentication, an attacker may spoof a prover \( p \) (e.g., terminal) and send an incorrect response to the verifier \( v \) (e.g., gateway) before the legitimate prover does. Upon sending the correct response by the prover \( p \), the latter updates its link (e.g., \( \ell^p_t \)) to the next value on the chain (e.g., \( \ell^p_{t+1} \)). Then, when the verifier \( v \) receives the incorrect response, it drops the message and unauthenticates the prover \( p \) even if it receives the correct response later on. At that time, the prover \( p \) and the verifier \( v \) are synchronized over a different value of the link (\( p \) stores the link \( \ell^p_{t+1} \), whereas \( v \) stores the link \( \ell^p_t \)). Thus, any future authentication attempt would fail. This attack is illustrated in the MSC of Fig. 5. Also, we note that this attack scenario can be generated during the initialization phase of the protocol by spoofing the second message.
We can observe that the strength of the protocol resides in keeping the value of the nonce when hitting the correct value of $\ell^p_t$ (i.e., $\ell^p_{t+1}$). When the correct value is hit (viz., the first message in the MSC of Fig. 5), the prover $p$ authenticates the verifier $v$ and updates the current link to $\ell^p_{t+2}$, which desynchronizes the prover and the verifier. Although this second scenario seems to be time-consuming, its impact is worse than the one of the first scenario. In fact, after this attack scenario, the prover $p$ will be storing the link $\ell^p_{t+2}$, whereas the verifier $v$ will be storing the link $\ell^p_t$. The attacker can repeat this attack scenario multiple times in such a way so that the current chain gets invalidated.

**Lessons**

30. Synchronization information should not be updated before making sure that authentication is established. For example, in this protocol, a device updates the synchronization information “link” before confirming that it is communicating with the right counterpart, which caused the desynchronization of both devices, and hence a denial of service attack.

31. The PUF challenges and responses should be large enough to harden the feasibility of brute force attacks (Similar to Lesson 18). Also, as it is more common to adopt a countermeasure that increases the complexity of a brute force attack, e.g., by limiting the number of requests, protocol designers should be careful when adapting a countermeasure that can be used to abuse the system’s availability.

### 3.2.3 Secure Wi-Fi Authentication Protocol

A PUF-based authentication protocol was proposed for secure Wi-Fi authentication of IoT devices by Mahalat et al., in [17]. The protocol is adapted for a T2M authentication scheme, where a Wi-Fi IoT device gets authenticated to a Wi-Fi router. This protocol aims to add to the existing security mechanisms, e.g., WPA2 (Wireless Protected Access 2), a physical security to mitigate existing MAC-layer attacks.

For each registered Wi-Fi device, the protocol stores three CRPs on the Wi-Fi router. The router uses all three CRPs to authenticate the device (the device infers that it is communicating with the legitimate router as the router knows the device’s CRPs). Additionally, the CRPs are updated after each authentication to prevent replay attacks (in case the same nonce is used twice or the nonce is brute-forced). Similar to other protocols, this protocol stores the CRPs of registered Wi-Fi devices into the Wi-Fi router database in a plaintext format. Thus, if the access point is compromised, the CRPs of the registered Wi-Fi devices will be disclosed and the affected devices can be spoofed. Furthermore, the security of the protocol can be entirely compromised by observing two authentication sessions from the same Wi-Fi device as explained in the next paragraph.

**Attack Scenario 2.** If we assume that the links are encoded on $n$-bits, then at a given time $t$, the attacker may spoof the verifier $v$ and try all possible values for the current link $\ell^p_t$ (i.e., $2^n$ combinations). The attacker stops the attack when hitting the correct value of $\ell^p_t$ (i.e., $\ell^p_{t+1}$). When the correct value is hit (viz., the first message in the MSC of Fig. 5), the prover $p$ authenticates the verifier $v$ and updates the current link to $\ell^p_{t+2}$, which desynchronizes the prover and the verifier. Although this second scenario seems to be time-consuming, its impact is worse than the one of the first scenario. In fact, after this attack scenario, the prover $p$ will be storing the link $\ell^p_{t+2}$, whereas the verifier $v$ will be storing the link $\ell^p_t$. The attacker can repeat this attack scenario multiple times in such a way so that the current chain gets invalidated.
between the device and the router. Since the parameter $C_3$ is sent in plaintext during the authentication and the next new value for $C_3$ is $C_3 \oplus nonce$, the attacker will be able to compute the value $nonce = C_3 \oplus nonce \oplus C_3$. Using the value $nonce$ and the intercepted values $C_3'$, $C_2'$, $R_2'$, and $R_3'$, the attacker infers the value of $C_1$, $C_2$, $R_2$, and $R_1$. This would allow the attacker to infer the new value of the nonce and compute the next CRPs of the device to mount other attacks as illustrated in the last part of the MSC of Fig. 7.

32. The verifier (access point) stores the CRPs of the registered Wi-Fi stations in plaintext. This is fundamentally insecure as it allows attackers to disclose the CRPs using different types of attacks, as well as, to perform spoofing attacks in the case where the access point is hijacked. A secure PUF-based authentication protocol should store the CRPs in a way so that it cannot use them directly. For example, the concept of distributed value, as adopted in [13], can be used as a good obfuscation approach to solve this issue.

33. In this protocol, the authentication responses used in a former session are dependent on the authentication responses that are used in a later authentication session. This creates the possibility of generating...
Fig. 7. Attack on PUF-based mutual authentication protocol [17]. For clarification, the blue values are captured by the attacker during a previous authentication session (viz., Fig. 6), whereas the purple values represent the values that the prover computes in the current authentication session. The black values are the stored and transmitted ones. As can be seen at the end of the attack, the attacker has the CRPs of the prover that will be used in the next authentication session. The attacker can spoof both the router and the device, that can cause denial of service and generate more sophisticated attacks.
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replay attacks. Therefore, authentication protocol designers should ensure that authentication responses from one session to another differ significantly and cannot be reused (Similar to Lessons 1 and 2).

34. Incorrect usage of the XOR operator can affect the security of the entire protocol. Protocol verifiers such as AVISPA, Tamarin, and ProVerif, can verify the correctness of the usage of the XOR operator (Similar to Lessons 27 and 28).

3.2.4 Lightweight Attestation and Authentication Protocol. Feng et al., [21] proposed a PUF-based lightweight attestation and authentication protocol, called AAoT, for IoT (Internet of Things) and CPS (Cyber-Physical Systems). The protocol uses PUFs along with fuzzy extractors to derive a secret key that is used to establish mutual authentication between devices. SRAM-PUFs were adopted to implement the protocol on MSP-EXP430G2 development boards. The protocol is vulnerable to spoofing attacks, CRP disclosure, and replay attacks. In fact, the protocol stores the CRPs of the prover on the verifier database. This would allow the verifier (in case the verifier is a malicious insider) to impersonate the provers whose CRPs are stored on the verifier's database. If the verifier is compromised (e.g., through invasion attack), the provers' CRPs are disclosed.

The prover relies on a 16-bit random number generator (RNG) along with a response of a challenge $c$ (sent by the verifier) to operate a fuzzy extractor module and produce a helper data $h$ as well as a secret key $K$. The helper value $h$ is sent to the verifier which uses it along with the response $r$ (as it has the prover's CRPs) to compute the key $K$. An attacker can intercept an authentication session $S_j$ and use the intercepted parameter (e.g., $c_j$, $h_j$, and $M_j$) to spoof the verifier in another session $S_k$. To that end, the attacker employs brute-forcing and challenges the prover with the same challenge $c_j$ (intercepted during session $j$) until the prover responds with $h_j$. In that case, the attacker will be able to correctly respond using $M_j$ (intercepted during session $j$) and get authenticated. The attacker will just have to challenge the prover at most $2^{16} = 65536$ times with the same challenge $c_j$. This attack is possible as long as the prover does not implement any mechanism to limit the number of challenges with the same challenge in short time duration.

35. CRPs stored in plaintext make the protocol vulnerable to CRP disclosure and PUF impersonation. Obfuscation techniques, such as distributed value (adopted in [13]), can be used to secure the CRPs of other devices when they are stored or transmitted (Similar to Lessons 7, 10, and 29).

36. PUF responses are expressed in 16 bits, which is relatively small to thwart brute force attacks. In fact, the attacker will have to try at most 65536 values before revealing the correct PUF response. This would take few seconds on a modern computer. Therefore, protocol designers should consider at least 64 bits, to increase the temporal complexity for performing brute force attacks (Similar to Lesson 18).

3.2.5 Third Trusty Party-based Authentication Protocol. Clupek et al., [24] proposed a PUF-based mutual lightweight authentication protocol for T2T schemes. It uses a third trusty party (TTP) as a trusted authority to establish a robust authentication between Things. It relies on the use of low-cost PUFs, simple hash functions, and the binary eXclusive-OR operator. We have found that this protocol is vulnerable to certain attacks as follows:

**Attack Scenario 1.** During the authentication, the authenticating parties exchange their messages (5 messages) over an insecure channel in plaintext. An attacker can disclose the secret information $s$ and breach the confidentiality of the system. In fact, if the attacker intercepts the second messages of the protocol, it captures the response $r_p$.
that was sent by the prover \( p \) to the verifier \( v \). Then, by intercepting the fourth message, which contains the value \( s \oplus H(r_p) \), the attacker would be able to compute the secret information \( s \) by evaluating \( s \oplus H(r_p) \oplus H(r_p) \), where \( H(\cdot) \) is a public hash function. In this case, the secret information \( s \) has no longer become secret to the attacker (i.e., no confidentiality).

**Attack Scenario 2.** During the authentication, the challenge values and their corresponding response values are exchanged in plaintext. This would allow an attacker to intercept these values and perform a machine-learning attack [76–78]. In this attack, the attacker learns different challenge and response values (i.e., CRPs) and build a perception model of a given PUF. Using the constructed perception model, the attacker can impersonate the concerned PUF of a target device. This would compromise the authenticity of the protocol.

**Attack Scenario 3.** As an attacker can read the content of all messages exchanged during an authentication, the attacker can eventually tamper-with the secret information \( s \). In fact, by intercepting the challenge \( c_p \) (from message 1) and its corresponding response \( r_p \) (from message 2), the attacker would be able to forge the fourth message that contains the secret information \( s \) and include another information \( s' \). The attacker just has to make sure that its message is received the first before the legitimate verifier sends it secret information. This attack is possible as there is no way to authenticate the source of a given message. In addition, the hash function used for message integrity does not use any secret. It can be computed by any party, including the attacker. This attack scenario is illustrated in the MSC of Fig. 8.
37. The XOR operator can be used to break the security of the protocol and reveal the secret parameter due to its incorrect usage. This bitwise operator provides properties that allow the implementation of secure and lightweight cryptographic operation. However, it can destroy the security of the protocol if it is used incorrectly (Similar to Lessons 27, 28, and 34).

38. Transmitting the CRPs in plaintext allows eavesdroppers to construct a model of the concerned PUF function by just intercepting a certain number of CRPs, depending on the type of PUF that is being adopted. The concept of distributed value, adopted in protocol Nozaki et al., [13], is an interesting concept for obfuscating the PUF responses when being transmitted. Also, sending the hash of the PUF response along with nonce would be a good approach as well (Similar to Lesson 13).

**4 DISCUSSION**

In this section, we further discuss the lessons that we have drawn from analyzing the security of recent PUF-based authentication protocols in the previous section. We summarize the major lessons learned from the most common security design flaws as follows:

**CRP Disclosure Flaw.** We have observed that many PUF-based authentication protocols suffer from CRPs disclosure attacks and PUF impersonation (e.g., attacks on protocols proposed in [10], [12–15], and [21–23]). This issue is due to the incorrect design of the part of the protocol that is responsible for keeping the CRPs of registered devices secure when these CRPs are transmitted or stored. This actually could be an interesting research direction to design PUF-based authentication protocols with a focus on securing the CRPs of registered devices from attackers. This would make the protocols resilient to CRP disclosure and PUF’s impersonation through malicious insider attacks. Also, we urge that authentication protocol designers should use security protocol verifiers, such as Isabelle/HOL, Tamarin, and ProVerif, to prove security properties in their protocols. For example, one can verify the secrecy of the CRPs to check whether it is possible for an attacker to reveal the CRPs of other devices.

**XOR Operator Misuse Flaw.** We have found that various protocols adopt the logical bitwise exclusive OR operator (i.e., XOR, denoted by ⊕) as a secure operator to perform lightweight computations. However, if this operator is used in an incorrect way, e.g., with easily deducible parameters to protect a credential, then this operator becomes the key for revealing other related credentials in a transitive way. In fact, due to the absorption property of XOR, publicly-known parameters can easily be eliminated from a logical expression that was computed using XOR, disclosing the values of other parameters, which could be secret parameters (e.g., attacks on protocols proposed by Bansal et al., [10], Mahalat et al., [17], and Clupek et al., [24]). Therefore, authentication protocol designers should be really careful when using this powerful logical operator. Automatic security protocol verifiers can be used to identify security flaws resulting from the incorrect usage of the operator.

**Authentication Session Uniqueness Flaw.** We have identified a common protocol-design flaw when it comes to the use of nonces. We have found that in some authentication protocols, the nonces are not used per authenticating party to make an authentication session unique w.r.t. the involved variables. This opens the possibility of generating replay attacks. Additionally, in some protocols, the nonces from different authenticating parties are related (dependent), which makes it possible for an attacker (spoofing a prover) to generate authentication proofs by exploiting an authenticating party, usually the verifier, and using the obtained proofs to bypass authentication (e.g., attack on the protocol by Boyapally et al., [9]).

**Countermeasure Inverse Consequences Flaw.** Some authentication protocols (e.g., Chatterjee et al., [14] and Qureshi et al., [11]) implement a security measure (countermeasure) to mitigate or slowdown certain unusual and
“suspicious” activities when the latter (activities) are detected. For example, when a large amount of authentication requests (or messages, in general) coming from the same source is detected, the system starts ignoring any new message coming from that suspicious source. Notwithstanding, an attacker could take advantage of this countermeasure to attack the availability of the system by spoofing legitimate devices and flooding the system with bogus messages. This would make the system blacklist those legitimate devices and ignore any message coming from them. Therefore, protocol designers should evaluate the impact of any countermeasure to check whether the countermeasure can be used against the system.

**Critical Resource Abusing Flaw.** Certain authentication protocols (e.g., Chatterjee et al., [14], Kim et al., [16], and Mughal et al., [18]) are designed in such a way so that devices operate heavyweight computations (e.g., message decryption) before being able to determine whether a given message is to be considered or ignored (dropped). In this case, resource-constrained devices that operate on batteries of limited lifetime can be abused for the purpose of draining their batteries (battery depletion attack [109]) by flooding those devices with bogus encrypted messages. Therefore, authentication protocols should be designed in such a way so that devices can easily and with the lowest cost determine whether to process or ignore a received message. For example, a message authentication code can be varied by computing an HMAC function.

**Ignoring Insider Threats.** We have observed that a large number of the reviewed protocols do not consider insider threats (e.g., [10, 12–15, 17, 21, 23, 24]). This makes these authentication protocols vulnerable to CRP disclosure attacks in the case where the “trusted” server is compromised (either by a remote attacker or by an insider). In the field of Information Technology Security, in general, and security protocols, in particular, considering insider threats is important and critical. In fact, a disgruntled employee (insider) commonly represents a higher risk than a black-hat hacker (outsider). Although outsider threats are more common than insider threats, insider threats still constitute a serious threat that cannot be ignored. Therefore, we recommend to PUF-based authentication designers to consider both insider and outsider threats when developing a secure protocol.

Last but not least, we point out that all reviewed protocols are vulnerable to connection deprivation through race-condition attacks [106–109]. In fact, existing authentication protocols, in general, and the reviewed authentication protocols, in particular, follow a state machine that transits from one state to another based on the first unauthenticated message that is received. That is, if the protocol is in a state of expecting the reception of a message, then it will transit to another state upon the reception of that message so that it processes the message and takes further decisions (e.g., reply or abort). This sounds totally consistent with respect to standard protocol behaviors. Notwithstanding, if we consider an attacker model where it is possible for an attacker to interfere during the execution of the protocol, then the message that is received could be a modified copy (e.g., containing incorrect values) of the expected message. Consequently, if the modified message is received before the genuine one, then the receiving device will be misled to fail the execution of the protocol (e.g., wrong password derivation). This generally ends up on the occurrence of a denial of service attack, where devices are deprived from being able to successfully establish authentication and get connected to a network as it was demonstrated in [106–108]. For example, in the protocol of Boyapally et al., [9], during the authentication of a legitimate meter with a server (viz. Fig. 2), if the attacker injects the value of $x = 0$ before the meter sends the value of $\beta_2$, the server will check whether $\gamma_2$ is equal to 0. The server will find that it is not and abort the authentication. The attacker will repeat this attack again and again to deprive the legitimate meter from performing a successful authentication. The attack can also be run on the server, for example, by sending the value of $x = 0$ before the server sends the value of $\gamma_1$. The meter will find that $\beta_1$ is not equal to 0 and abort the authentication. Thus, future authentication protocols should implement a countermeasure to thwart these attacks.
5 CONCLUSION

The service of authentication constitutes the spine of all security properties. It is the phase where entities prove their identities to each other and generally establish and derive cryptographic keys to provide confidentiality, data integrity, non-repudiation, and availability. Due to the heterogeneity and the particular security requirements of IoT (Internet of Things), developing secure, low-cost, and lightweight authentication protocols has become a serious challenge.

There has been a significant attention from the research community and the industry to develop lightweight and secure-by-design authentication protocols for IoT applications by adopting PUFs (Physical Unclonable Functions) technology. Many subsequent works have been made to propose secure, and lightweight PUF-based authentication protocols. This has noticeably turned our attention to investigate the security of the most recently published PUF-based authentication protocols.

In this paper, we have started by giving a brief overview of PUFs, their types, and related attacks. Then, we have reviewed the security of recent PUF-based authentication protocols. For each protocol, we have demonstrated the feasibility of some attacks. We have drawn lessons and proposed recommendations to be considered while developing future PUF-based authentication protocols so that the future protocols can be free from the identified security design flaws. Finally, we have summarized the major lessons by presenting six common security design flaws: (1) CRP disclosure flaw, (2) Xor operator misuse flaw, (3) authentication session uniqueness flaw, (4) countermeasure inverse consequences flaw, (5) critical resource abusing flaw, and (6) ignoring insiders threats. Furthermore, we have pointed out the vulnerability of existing authentication protocols to race condition-based attacks and future authentication protocols should implement a countermeasure to make the protocols smart and resilient against those attacks.

Finally, we have taken advantage of the learned security design lessons to design and implement a PUF-based mutual authentication protocol (T2T-MAP) for Thing-to-Thing architectures [117]. The protocol is secure against the reported attacks and is conform to IoT security and performance requirements.
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