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ABSTRACT. Combinatorial $t$-designs have been an important research subject for many years, as they have wide applications in coding theory, cryptography, communications and statistics. The interplay between coding theory and $t$-designs has been attracted a lot of attention for both directions. It is well known that a linear code over any finite field can be derived from the incidence matrix of a $t$-design, meanwhile, that the supports of all codewords with a fixed weight in a code also may hold a $t$-design. In this paper, by determining the weight distribution of a class of linear codes derived from non-binary Kasami cyclic codes, we obtain infinite families of 2-designs from the supports of all codewords with a fixed weight in these codes, and calculate their parameters explicitly.
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1. INTRODUCTION

We begin this paper by a brief introduction to $t$-designs. Let $t, k$ and $v$ be positive integers satisfying $1 \leq t \leq k \leq v$. Let $\mathcal{P} = \{0, 1, \ldots, v-1\}$, $\mathcal{B}$ be a multi-set of $k$-subsets of $\mathcal{P}$, and the size of $\mathcal{B}$ be denoted by $b$. If every $t$-subset of $\mathcal{P}$ is contained in exactly $\lambda$ elements of $\mathcal{B}$, then we call the pair $\mathbb{D} = (\mathcal{P}, \mathcal{B})$ a $t$-$(v,k,\lambda)$ design, or simply a $t$-design. The elements of $\mathcal{P}$ are called points, and those of $\mathcal{B}$ are referred to as blocks. A $t$-design is simple when $\mathcal{B}$ does not contain repeated blocks, and a $t$-design is called symmetric if $v = b$ and trivial if $k = t$ or $k = v$. In general, researchers pay only attention to simple $t$-designs with $t < k < v$. When $t \geq 2$ and $\lambda = 1$, we call the $t$-$(v,k,\lambda)$ design a Steiner system. The following identity is a necessary condition for a $t$-$(v,k,\lambda)$ design.

$$b \binom{k}{t} = \lambda \binom{v}{t}.$$  

There is an intimate relationship between linear codes and $t$-designs which has been attracted a lot of attention during these decades. On one hand, a linear code over any finite field can be derived from the incidence matrix of a $t$-design and much progress has been made (see for example [4, 13, 28, 29]).
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On the other hand, linear and nonlinear codes both can give $t$-designs. There are two standard way to derive $t$-designs from linear codes. One is based on Assmus-Matterson Theorem \cite{2,3} and the other is via the automorphism group of a linear code $C$ which $C$ holds $t$-designs if the permutation part of the automorphism group acts $t$-transitively on the code $C$ \cite{11,26}. Very recently, infinite families of 2-designs and 3-designs were obtained from several different classes of linear codes by Ding \cite{11}, and Ding and Li \cite{12} by applying the Assums-Matterson Theorem. After that, with the latter method, Du et al. have derived infinite families of 2-designs from some different classes of affine-invariant codes \cite{14,15,16}. Some other constructions of $t$-designs can be found in \cite{5,6,26,27}. In this paper, following the approach of 2-transitivity, we will derive some infinitely classes of 2-designs from a class of linear codes derived from non-binary Kasami cyclic codes.

Now we review some basic definitions of linear codes. Let $p$ be an prime and $m$ a positive integer. Let $\mathbb{F}_q$ denote the finite field with $q = p^m$ elements and $\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}$. An $[n,k,d]$ linear code $C$ over $\mathbb{F}_p$ is a $k$-dimensional subspace of $\mathbb{F}_p^n$ with minimum Hamming distance $d$, and is called a cyclic code if each codeword $(c_0,c_1,\ldots,c_{n-1}) \in C$ implies $(c_{n-1},c_0,c_1,\ldots,c_{n-2}) \in C$. It is well known that any cyclic code $C$ can be expressed as $C = \langle g(x) \rangle$, where $g(x)$ is monic and has the least degree. The polynomial $g(x)$ is called the generator polynomial and $h(x) = (x^n - 1)/g(x)$ is referred to as the parity-check polynomial of $C$. We call the $[n,n-k]$ code, whose generator polynomial is $\lambda h(x^{-1})/h(0)$, the dual of $C$, denoted by $C^\perp$. Furthermore, we define the extended code $\overline{C}$ of $C$ to be

$$\overline{C} = \{(c_0,c_1,\ldots,c_n) \in \mathbb{F}_p^{n+1} : (c_0,c_1,\ldots,c_{n-1}) \in C \text{ with } \sum_{i=0}^{n} c_i = 0\}.$$

Let $A_i$ be the number of codewords with Hamming weight $i$ in a code $C$. The weight enumerator of $C$ is defined by $1 + A_1z + A_2z^2 + \ldots + A_nz^n$, and the sequence $(1,A_1,\ldots,A_n)$ is called the weight distribution of the code $C$. If the number of nonzero $A_i$’s with $1 \leq i \leq n$ is $w$, then we call $C$ a $w$-weight code. If we index the coordinates of a codeword by $\langle 0,1,\ldots,n-1 \rangle$, then for any codeword $c = (c_0,c_1,\ldots,c_{n-1}) \in C$, the support of $c$ is defined by

$$\text{Supp}(c) = \{0 \leq i \leq n-1 : c_i \neq 0\} \subseteq \{0,1,\ldots,n-1\}.$$

And so for each $i$ with $A_i \neq 0$, let $B_i$ define the set of the supports of all codewords with weight $i$ in a code $C$. Let $\mathcal{P} = \{0,1,\ldots,n-1\}$. Then the pair $(\mathcal{P},B_i)$ may be a $t$-(n,i,λ) design for some $\lambda$ with the well known results given in literature \cite{12}. In this case, we say that the codewords of weight $i$ in $C$ hold a $t$-design, which is called a support design of $C$. 

On the other hand, linear and nonlinear codes both can give $t$-designs. There are two standard way to derive $t$-designs from linear codes. One is based on Assmus-Matterson Theorem \cite{2,3} and the other is via the automorphism group of a linear code $C$ which $C$ holds $t$-designs if the permutation part of the automorphism group acts $t$-transitively on the code $C$ \cite{11,26}. Very recently, infinite families of 2-designs and 3-designs were obtained from several different classes of linear codes by Ding \cite{11}, and Ding and Li \cite{12} by applying the Assums-Matterson Theorem. After that, with the latter method, Du et al. have derived infinite families of 2-designs from some different classes of affine-invariant codes \cite{14,15,16}. Some other constructions of $t$-designs can be found in \cite{5,6,26,27}. In this paper, following the approach of 2-transitivity, we will derive some infinitely classes of 2-designs from a class of linear codes derived from non-binary Kasami cyclic codes.

Now we review some basic definitions of linear codes. Let $p$ be an prime and $m$ a positive integer. Let $\mathbb{F}_q$ denote the finite field with $q = p^m$ elements and $\mathbb{F}_q^* = \mathbb{F}_q \setminus \{0\}$. An $[n,k,d]$ linear code $C$ over $\mathbb{F}_p$ is a $k$-dimensional subspace of $\mathbb{F}_p^n$ with minimum Hamming distance $d$, and is called a cyclic code if each codeword $(c_0,c_1,\ldots,c_{n-1}) \in C$ implies $(c_{n-1},c_0,c_1,\ldots,c_{n-2}) \in C$. It is well known that any cyclic code $C$ can be expressed as $C = \langle g(x) \rangle$, where $g(x)$ is monic and has the least degree. The polynomial $g(x)$ is called the generator polynomial and $h(x) = (x^n - 1)/g(x)$ is referred to as the parity-check polynomial of $C$. We call the $[n,n-k]$ code, whose generator polynomial is $\lambda h(x^{-1})/h(0)$, the dual of $C$, denoted by $C^\perp$. Furthermore, we define the extended code $\overline{C}$ of $C$ to be

$$\overline{C} = \{(c_0,c_1,\ldots,c_n) \in \mathbb{F}_p^{n+1} : (c_0,c_1,\ldots,c_{n-1}) \in C \text{ with } \sum_{i=0}^{n} c_i = 0\}.$$
In the rest of this paper, we always suppose that \( p \) is an odd prime and \( m = 2s, l(l \neq s) \) are positive integers with \( 0 \leq l \leq m - 1, \gcd(s + l, 2l) = d' \) and \( \gcd(s, l) = d \). Let \( q = p^m \) and \( C \) be the cyclic code with length \( n = q - 1 \) and parity-check polynomial \( h_1(x)h_{p^s + 1}(x)h_{p^l + 1}(x) \), where \( h_1(x), h_{p^s + 1}(x) \) and \( h_{p^l + 1}(x) \) are the minimal polynomials of \( \alpha, \alpha^{p^s + 1} \) and \( \alpha^{p^l + 1} \) over \( \mathbb{F}_p \), respectively, and \( \alpha \) is a primitive element of \( \mathbb{F}_q \). One can see that \( C \) is the non-binary Kasami cyclic code. Luo et al. [24] determined the weight distribution of \( C \) by explicitly computing the exponential sums since the weight of each codeword can be expressed by certain exponential sums, and which is a general approach to investigate the weight distribution of cyclic code (see [18, 30] and the references therein).

With the definition of \( C \), we deduce the following linear codes \( \overline{C} \).

\[
\overline{C} := \{(Tr_s(ax^{p^s + 1}) + Tr_m(bx^{p^l + 1} + cx + h) : a \in \mathbb{F}_{p^r}, x, b, c \in \mathbb{F}_q, h \in \mathbb{F}_p\},
\]

where \( Tr_r(x) = x + x^p + \ldots + x^{p^{r-1}} \) is the absolute trace function from \( \mathbb{F}_{p^r} \) onto \( \mathbb{F}_p \) for any positive integer \( r \). In this paper, we will determine the weight distribution of the linear codes \( \overline{C} \) and obtain infinite families of 2-designs from its weight distribution.

The remainder of this paper is organized as follows. In Section 2, we introduce some preliminary results on exponential sums, cyclotomic fields, affine invariant codes and 2-designs, which will be used in subsequent sections. In Section 3, we describe the weight distribution of \( \overline{C} \) given in Eq. (2) and then present infinite families of 2-designs with the explicit parameters. In Section 4, we first prove the weight distribution of \( \overline{C} \) by computing certain exponential sums, and then present the proofs of the results of the 2-designs given in Section 3. Section 5 concludes the paper.

2. Preliminaries

In this section, we summarize some basic facts on affine-invariant codes, 2-designs, exponential sums and cyclotomic fields. We should mention that most of the known results hold for any positive integer \( m \) and prime \( p \) unless otherwise stated.

2.1. Affine-invariant codes and 2-designs. We begin this subsection by the introduction of affine-invariant codes.

The permutation automorphism group of \( C \), denoted by \( PAut(C) \), is the set of coordinate permutations that map a code \( C \) to itself. We define the
affine group $GA_1(\mathbb{F}_q)$ by the set of all permutations

$$\sigma_{a,b} : x \mapsto ax + b$$

of $\mathbb{F}_q$, where $a \in \mathbb{F}_q^*$ and $b \in \mathbb{F}_q$. An affine-invariant code is an extended cyclic code $\widehat{C}$ over $\mathbb{F}_p$ such that $GA_1(\mathbb{F}_q) \subseteq P Aut(\widehat{C})$ [19].

For any integers $r, s \in \mathbb{P}$, we define $r \preceq s$ if $r_i \leq s_i$ for all $0 \leq i \leq m - 1$, where $s = \sum_{i=0}^{m-1} s_i p^i$, $0 \leq s_i \leq p - 1$ and $r = \sum_{i=0}^{m-1} r_i p^i$, $0 \leq r_i \leq p - 1$ are the $p$-adic expansions of $s$ and $r$, respectively. Clearly, we have $r \leq s$ if $r \preceq s$.

Let $C_j$ be the $p$-cyclotomic coset modulo $n$ containing $j$, i.e.,

$$C_j = \{jp^i \pmod{n} : 0 \leq i \leq \ell_j - 1\},$$

where $j$ is any integer with $0 \leq j < n$ and $\ell_j$ is the smallest positive integer such that $j \equiv jp^{\ell_j} \pmod{n}$. The smallest integer in $C_j$ is called the coset leader of $C_j$. Thus the generator polynomial $g(x)$ of a code $C$ can be written as $g(x) = \prod_j \prod_{e \in C_j} (x - \alpha^e)$, where $j$ runs through some coset leaders of the $p$-cyclotomic cosets $C_j$ modulo $n$. The set $T = \bigcup_j C_j$ is referred to as the defining set of $C$, which is the union of these $p$-cyclotomic cosets.

Affine-invariant codes are a very important class of linear codes to present $t$-designs. The first item of following lemma given by Kasami, Lin and Peterson [21] is very important since it points out that one can determine whether a given extended primitive cyclic code $\widehat{C}$ is affine-invariant or not by analysing the properties of its defining set. The second item proposed by Ding [10] shows that one can get new affine-invariant codes from the known ones.

**Lemma 1.** Let $\widehat{C}$ be an extended cyclic code of length $p^m$ over $\mathbb{F}_p$ with defining set $\overline{T}$. Then

1. [21] The code $\widehat{C}$ is affine-invariant if and only if whenever $s \in \overline{T}$ then $r \in \overline{T}$ for all $r \in \mathbb{P}$ with $r \preceq s$.

2. [10] The dual of an affine-invariant code $\overline{C}$ over $\mathbb{F}_p$ is also affine-invariant.

**Theorem 2.** [10] For each $i$ with $A_i \neq 0$ in an affine-invariant code $\overline{C}$ with length $p^m$, the supports of the codewords of weight $i$ form a 2-design.

Lemma[1] and Theorem[2] are very attractive in the sense that they can be used to examine the existence of 2-designs. We will employ them later to present the main results of this paper.

The following theorem given by Ding in [10] presents the relation of all codewords with the same support in a linear code $C$, which will be used together with Eq.(1) to calculate the parameters of 2-designs later.
Theorem 3. [10] Let $C$ be a linear code over $\mathbb{F}_p$ with minimum weight $\delta$ and length $n$. Let $w$ be the largest integer with $w \leq n$ satisfying

$$w - \left\lfloor \frac{w + p - 2}{p - 1} \right\rfloor < \delta.$$ 

Let $c_1$ and $c_2$ be two codewords of weight $i$ with $\delta \leq i \leq w$ and $\text{Suppt}(c_1) = \text{Suppt}(c_2)$. Then $c_1 = ac_2$ for some $a \in \mathbb{F}_p^*$.

2.2. Exponential sums. Let $\zeta_N = e^{2\pi\sqrt{-1}/N}$ be a primitive $N$-th root of unity for any positive integer $N \geq 2$. An additive character of $\mathbb{F}_q$ is a nonzero function $\chi$ from $\mathbb{F}_q$ to the set of complex numbers of absolute value 1 such that $\chi(x + y) = \chi(x)\chi(y)$ for any pair $(x, y) \in \mathbb{F}_q^2$. For each $u \in \mathbb{F}_q$, the function

$$\chi_u(v) = \zeta_{p^*}^{Tr_p(au)}, \quad v \in \mathbb{F}_q$$

denotes an additive character of $\mathbb{F}_q$. Since $\chi_0(v) = 1$ for all $v \in \mathbb{F}_q$, we call $\chi_0$ the trivial additive character of $\mathbb{F}_q$. We call $\chi_1$ the canonical additive character of $\mathbb{F}_q$, and we have $\chi_u(x) = \chi_1(ux)$ for all $u \in \mathbb{F}_q$ [25].

Let $\alpha$ be a primitive element of $\mathbb{F}_q$. For each $j = 0, 1, \ldots, q - 2$, a multiplicative character of $\mathbb{F}_q$ is defined by the function $\psi_j(\alpha^k) = \zeta_{q-1}^{jk}$, for $k = 0, 1, \ldots, q - 2$. We denote by $\eta := \psi_{\frac{q-1}{2}}$, which is called the quadratic character of $\mathbb{F}_q$. Similarly, we may define the quadratic character $\eta'$ of $\mathbb{F}_p$.

For simplicity, we extend the quadratic characters by setting $\eta(0) = 0$ and $\eta'(0) = 0$.

The Gauss sum $G(\eta', \chi_1')$ over $\mathbb{F}_p$ is defined by $G(\eta', \chi_1') = \sum_{v \in \mathbb{F}_p} \eta'(v)\chi_1'(v) = \sum_{v \in \mathbb{F}_p} \eta'(v)\chi_1'(v)$, where $\chi_1'$ is the canonical additive character of $\mathbb{F}_p$. For Gauss sums, we have the following basic fact which is essential to examine the weight distribution of the code $C^\perp$ defined in Eq. (2).

Lemma 4. [25] With the notation above, we have

$$G(\eta', \chi_1') = \sqrt{(-1)^{\frac{p^* - 1}{2} \sqrt{p}}} = \sqrt{p^*},$$

where $p^* = (-1)^{\frac{p-1}{2}}p$.

To determine the weight distribution of the code $C^\perp$ defined in Eq. (2), we introduce the following function

$$S(a, b, c) = \sum_{x \in \mathbb{F}_p} \zeta_{p^*}^{Tr_p(ax^{q+1}) + Tr_m(hb^{q+1} + cx)}, \quad a \in \mathbb{F}_p, b, c \in \mathbb{F}_q.$$

For the the value distribution of $S(a, b, c)$, we introduce the earlier results presented by Luo et al. [24] in the following.
Lemma 5. [24] For \( m \geq 4 \), \( \gcd(s + l, 2l) = d' \), \( \gcd(s, l) = d \), \( \varepsilon = \pm 1 \) and \( j \in \mathbb{F}_p^* \), the value distribution of the \( \{S(a, b, c) : a \in \mathbb{F}_p, b, c \in \mathbb{F}_q\} \) is given in Table 8 when \( d' = d \) is odd, in Table 9 when \( d' = d \) is even and in Table 10 when \( d' = 2d \), respectively (see Tables 8, 9 and 10 in Appendix I).

2.3. Cyclotomic fields. We state the following basic facts on Galois group of cyclotomic fields \( \mathbb{Q}(\zeta_p) \) since \( S(a, b, c) \) is element in \( \mathbb{Q}(\zeta_p) \).

Lemma 6. [20] Let \( \mathbb{Z} \) be the rational integer ring and \( \mathbb{Q} \) be the rational field.

1. The ring of integers in \( K = \mathbb{Q}(\zeta_p) \) is \( \mathbb{O}_K = \mathbb{Z}[\zeta_p] \) and \( \{\zeta^i_p : 1 \leq i \leq p - 1\} \) is an integral basis of \( \mathbb{O}_K \).

2. The filed extension \( K/\mathbb{Q} \) is Galois of degree \( p - 1 \) and the Galois group \( \text{Gal}(K/\mathbb{Q}) = \{\sigma_y : y \in (\mathbb{Z}/p\mathbb{Z})^*\} \), where the automorphism \( \sigma_y \) of \( K \) is defined by \( \sigma_y(\zeta_p) = \zeta_p^y \).

3. \( K \) has a unique quadratic subfield \( L = \mathbb{Q}(\sqrt{p^*}) \). For \( 1 \leq y \leq p - 1 \), \( \sigma_y(\sqrt{p^*}) = \eta'(y)\sqrt{p^*} \). Therefore, the Galois group \( \text{Gal}(L/\mathbb{Q}) \) is \( \{1, \sigma_y\} \), where \( \gamma \) is any quadratic nonresidue in \( \mathbb{F}_p \).

3. Weight distributions of the linear codes and their 2-designs

In this section, we will describe the weight distribution of the code \( \overline{C^\perp} \) presented in Eq.(2) and then obtain infinite families of 2-designs from the weight distribution of \( \overline{C^\perp} \). We first present the weight distribution of the code \( \overline{C^\perp} \) in the following theorem.

Theorem 7. For \( m \geq 4 \), the weight distribution of the codes \( \overline{C^\perp} \) over \( \mathbb{F}_p \) with length \( p^m \) and \( \dim(\overline{C^\perp}) = \frac{5p^m}{2} + 1 \) is given in Table 1 when \( d' = d \) is odd, in Table 2 when \( d' = d \) is even and in Table 3 when \( d' = 2d \), respectively.

One can see that the code is at most ten-weight if \( d' = d \) is odd, twelve-weight if \( d' = d \) is even and eight-weight if \( d' = 2d \).

Theorem 8. Let \( m \geq 4 \) be a positive integer. Then the supports of the all codewords of weight \( i > 0 \) in \( \overline{C^\perp} \) form a 2-design, provided that \( A_i \neq 0 \).

We can deduce the parameters of the 2-designs derived from \( \overline{C^\perp} \) in the following theorem.

Theorem 9. Let \( \mathcal{B} \) be the set of the supports of the codewords of \( \overline{C^\perp} \) with weight \( i \), where \( A_i \neq 0 \). Then for \( m \geq 4 \), \( \overline{C^\perp} \) gives \( 2-(p^m, i, \lambda) \) designs for the following pairs:
TABLE 1. The weight distribution of $\overline{C_{d'}}^\perp$ when $d' = d$ is odd

| Weight | Multiplicity |
|--------|--------------|
| 0      | $1$          |
| $(p-1)(p^{m-1}-p^{s-1})$ | $\frac{1}{2}p^{m+d}(p^{s}+1)(p^m-1)/(p^d+1)$ |
| $p^{m-1}(p-1) + p^{s-1}$ | $\frac{1}{2}p^{m+d}(p^{s}+1)(p^m-1)/(p^d+1)$ |
| $(p-1)(p^{m-1}+p^{s-1})$ | $\frac{1}{2}p^{m+d}(p^{m-2p^{m-d}+1})(p'_1)$ |
| $p^{m-1}(p-1) - p^{s-1}$ | $\frac{1}{2}(p^d-1)$ |
| $p^{m-1}(p-1) \pm (-1)\frac{p^3s-2d}{2}p^{s+d-1}$ | $\frac{1}{2}p^{m-2d}(p^{3s-2d-1})(p^m-1)/(p^{2d}-1)$ |
| $p^{s+d-1}(p-1)(p^{s-d}+1)$ | $\frac{1}{2}p^{m-2d}(p^{s-d-1})(p^m-1)/(p^{2d}-1)$ |
| $p^{m-1}(p-1) - p^{s+d-1}$ | \(p(p^{3s-d}-p^{3s-2d}+p^{3s-2d-1}+p^{3s-3d}-p^{m-2d}+1)(p^m-1)\) |
| $p^{m-1}(p-1)$ | $p-1$ |
| $p^m$ | $p-1$ |

TABLE 2. The weight distribution of $\overline{C_{1/2}}^\perp$ when $d' = d$ is even

| Weight | Multiplicity |
|--------|--------------|
| 0      | $1$          |
| $p^{s-1}(p-1)(p^s-1)$ | $\frac{1}{2}p^{m+d}(p^{s}+1)(p^m-1)/(p^d+1)$ |
| $p^{s-1}(p^{s+1}-p^s+1)$ | $\frac{1}{2}p^{m+d}(p^{s}+1)(p^m-1)/(p^d+1)$ |
| $p^{s-1}(p-1)(p^s+1)$ | $\frac{1}{2}p^{m+d}(p^{m-2p^{m-d}+1})(p^m+1)(p^{s+1}-2p+2)$ |
| $p^{s-1}(p^{s+1}-p^s-1)$ | $\frac{1}{2}(p^d-1)$ |
| $p^{s-\frac{d}{2}}(p-1)(p^{s-\frac{d}{2}} \pm 1)$ | $\frac{1}{2}p^{3s-2d}(p^m-1)$ |
| $p^{s+\frac{d}{2}}(p^{s-\frac{d}{2}}+1) - p^{s-\frac{d}{2}} \pm 1)$ | $\frac{1}{2}p^{3s-2d}(p-1)(p^m-1)$ |
| $p^{s+d-1}(p-1)(p^{s-d}+1)$ | $\frac{1}{2}p^{m-2d}(p^{s-d-1})(p^m-1)/(p^{2d}-1)$ |
| $p^{s+d-1}(p^{s-d}+1) - p^{s+d-1}$ | $\frac{1}{2}p^{m-2d}(p^{s-d-1})(p^m-1)/(p^{2d}-1)$ |
| $p^{m-1}(p-1)$ | \(p(p^{3s-d}-p^{3s-2d}+p^{3s-3d}-p^{m-2d}+1)(p^m-1)\) |
| $p^m$ | $p-1$ |

(1) if $d' = d$ is odd,
Table 3. The weight distribution of $\mathbb{C}^\perp$ when $d' = 2d$

| Weight | Multiplicity |
|--------|--------------|
| 0      | 1            |
| $p^{s-1}(p-1)(p^s+1)$ | $\frac{p^{m+2d}(1+p^{m-2d}+p^{m-3d}+p^{s-2d}+p^{s-1})}{(p^{d+1})^2}$ |
| $p^{s-1}(p^s-1)$ | $\frac{p^{m+2d}(1+p^{m-2d}+p^{m-3d}+p^{s-2d}+p^{s-1})}{(p^{d+1})^2}$ |
| $p^{s-d}(p-1)(p^{s-d}-1)$ | $\frac{p^{m-d}(p^{s-d}+p^{s-2d}+p^{s-1}+1)}{(p^{d+1})^2}$ |
| $p^{s-1}(p^{s-d}+1-p^{s-d}+1)$ | $\frac{p^{m-d}(p^{s-d}+p^{s-2d}+p^{s-1})}{(p^{d+1})^2}$ |
| $p^{m-1}(p-1)$ | $\frac{p^{3s-d}+p^{3s-2d}+p^{3s-3d}+p^{3s-4d}+p^{3s-5d}+p^{3s-6d}+p^{m-2d}+p^{m-3d}}{(p^{d+1})^2}$ |
| $p^m$ | $\frac{p^{m-2d}+1}{(p^{d+1})^2}$ |

- $(i, \lambda) = ((p-1)(p^{m-1}-p^{s-1}), \frac{1}{2}p^{s+d-1}[(p-1)(p^{m-1}-p^{s-1})-1](p^{m-1})(p^{d+1}))$;
- $(i, \lambda) = (p^{m-1}(p-1)+p^{s-1}, \frac{1}{2}p^{s+d-1}(p^{s-1}+1)(p^{m-1}+1)(p^{d+1}));$
- $(i, \lambda) = ((p-1)(p^{m-1}-p^{s-1}), \frac{1}{2}p^{s+d-1}[(p-1)(p^{m-1}-p^{s-1})-1](p^{m-1})(p^{d+1}));$
- $(i, \lambda) = (p^{m-1}(p-1)-p^{s-1}, p^{s+d-1}p^{s-1}-(p-1)(p^{m-1}-p^{s-1})-1)(p^{m-1})(p^{d+1});$
- $(i, \lambda) = (p^{m-1}(p-1)+p^{s-1}, \frac{1}{2}p^{s+d-1}[(p-1)(p^{m-1}+p^{s-1})-1](p^{m-1})(p^{d+1}));$
- $(i, \lambda) = (p^{m-1}(p-1)-p^{s-1}, p^{s+d-1}p^{s-1}-(p-1)(p^{m-1}-p^{s-1})-1)(p^{m-1})(p^{d+1});$
- $(i, \lambda) = (p^{m-1}(p-1)+p^{s-1}, \frac{1}{2}p^{s+d-1}[(p-1)(p^{m-1}+p^{s-1})-1](p^{m-1})(p^{d+1}));$
- $(i, \lambda) = (p^{m-1}(p-1)-p^{s-1}, p^{s+d-1}p^{s-1}-(p-1)(p^{m-1}-p^{s-1})-1)(p^{m-1})(p^{d+1});$
- $(i, \lambda) = (p^{m-1}(p-1), (p^{m-1}+1)(p^{s-d}+1)(p^{s-d}+1)(p^{s-d}+1)(p^{s-d}+1));$
- $(i, \lambda) = (p^{m-1}(p-1), (p^{m-1}+1)(p^{s-d}+1)(p^{s-d}+1)(p^{s-d}+1));$

(2) if $d' = d$ is even,
- $(i, \lambda) = (p^{s-1}(p-1)(p^s-1), \frac{1}{2}p^{s+d-1}[(p-1)(p^s-1)-1](p^m-1))/(p^{d+1});$
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), \frac{1}{p}p^{s+d-1}(p^{s+1} - p^s + 1)[p^{s-1}(p^{s+1} - p^s + 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{d-2}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)

\((3)\) if \(d' = 2d,\)

• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{s+3d-1}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{s+3d-1}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{s+3d-1}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)
• \((i, \lambda) = (p^{s-1}(p^{s+1} - p^s + 1), p^{s+3d-1}[p^{s-1}(p^{s+1} - p^s + 1)(p - 1) - 1]/(p^{d+1})];\)

4. Proofs of the main results

In this section, we will prove the results of weight distribution given in Theorem 7 and the corresponding 2-designs described in Theorem 8 in Section 3. We also use Magma programs to illustrate some examples. We begin this section by the proof of the weight distribution of the code \(C^\perp.\)
Proof of Theorem 7. For each nonzero codeword \( c(a, b, c, h) = (c_0, c_1, \ldots, c_n) \) in \( \mathbb{C}^{n+1} \), the Hamming weight of \( c(a, b, c, h) \) is
\[
(4) \quad w_H(c(a, b, c, h)) = n + 1 - T(a, b, c, h) = p^m - T(a, b, c, h),
\]
where
\[
T(a, b, c, h) = |\{ x \in \mathbb{F}_q : \text{Tr}(ax^{p^d+1}) + Tr_m(bx^{p^d+1} + cx) + h = 0, \ a \in \mathbb{F}_p, b \in \mathbb{F}_q, h \in \mathbb{F}_p \}|.
\]
Then, it follows from the orthogonality of exponential sum and the definition of function \( S(a, b, c) \) in Eq. (5) that
\[
(5) \quad T(a, b, c, h) = \frac{1}{p} \sum_{y \in \mathbb{F}_p} \sum_{x \in \mathbb{F}_q} \zeta_p^{[\text{Tr}(ax^{p^d+1}) + Tr_m(bx^{p^d+1} + cx) + h]} = \frac{1}{p} \sum_{y \in \mathbb{F}_p} \zeta_p^{h} \sum_{x \in \mathbb{F}_q} \zeta_p^{[\text{Tr}(ax^{p^d+1}) + Tr_m(bx^{p^d+1} + cx)]} = p^{m-1} + \frac{1}{p} \sum_{y \in \mathbb{F}_p} \zeta_p^{h} \sigma_y(S(a, b, c)).
\]
Meanwhile, it follows from Lemma 5 that for \( \epsilon = \pm 1 \) and \( j \in \mathbb{F}_p^* \),
\[
S(a, b, c) \in \{ \epsilon p^s, \epsilon \zeta_p^{j} p^s, \epsilon \sqrt{p^s} p^{s+\frac{d-1}{4}}, \epsilon \zeta_p^{j} \sqrt{p^s} p^{s+\frac{d-1}{4}}, -p^{s+d}, -\zeta_p^{j} p^{s+d}, 0, p^m \}
\]
if \( d' = d \) is odd, and
\[
S(a, b, c) \in \{ \epsilon p^s, \epsilon \zeta_p^{j} p^s, \epsilon \sqrt{p^s} p^{s+\frac{d-2}{4}}, -p^{s+d}, -\zeta_p^{j} p^{s+d}, 0, p^m \}
\]
if \( d' = d \) is even, and otherwise
\[
S(a, b, c) \in \{ -p^s, -\zeta_p^{j} p^s, p^{s+d}, p^{s+d} \zeta_p, -p^{s+2d}, -p^{s+2d} \zeta_p, 0, p^m \}.
\]
Then, if \( d' = d \) is odd, plugging the corresponding values of \( S(a, b, c) \) into Lemma 6 leads to that
\[
\sigma_y(S(a, b, c)) = \begin{cases} 
S(a, b, c), & \text{if } S(a, b, c) \in \{0, \epsilon p^s, -p^{s+d}, p^m\}, \\
\epsilon p^s \zeta_p^{j}, & \text{if } S(a, b, c) = \epsilon p^s \zeta_p^{j}, \\
\epsilon \sqrt{p^s} p^{s+\frac{d-1}{4}} \eta^{y} \zeta_p, & \text{if } S(a, b, c) = \epsilon \sqrt{p^s} p^{s+\frac{d-1}{4}}, \\
\epsilon \sqrt{p^s} p^{s+\frac{d-1}{4}} \eta^{y} \zeta_p^{j}, & \text{if } S(a, b, c) = \epsilon \sqrt{p^s} p^{s+\frac{d-1}{4}} \zeta_p^{j}, \\
-p^{s+d} \zeta_p^{j}, & \text{if } S(a, b, c) = -p^{s+d} \zeta_p^{j}.
\end{cases}
\]
Therefore, following from the definition of \( T(a, b, c, h) \) and Eq. (5), together with a simple calculation, we obtain Table 4 which describes the values of \( T(a, b, c, h) \) and the corresponding conditions, where \( j \in \mathbb{F}_p \), which is different from others in this paper.
end, we first prove that the code is affine-invariant.

In a similar manner, we can obtain the weight distribution of

\[ p^{m-1} \pm (-1)^{\frac{m-1}{2}} p^{s+d-1} \]

in Table 5 when \( d' = d \) is odd.

In a similar manner, we can obtain the weight distribution of \( C_{\perp}^\perp \) in Table 6 when \( d' = d \) is even and in Table 7 when \( d' = 2d \), respectively.

Thus we completed the proof of Theorem 7 by applying the corresponding values of \( M_i \) or \( M_{i,j} \) in Tables 8-10 into Tables 5-7, respectively.

Below, we will derive infinite families of 2-designs from \( C_{\perp}^\perp \). To this end, we first prove that the code is affine-invariant.
Lemma 10. The extended code $\overline{C}^\perp$ is affine-invariant.

Proof. It is easy to know that the defining set $T$ of the cyclic code $C^\perp$ is $T = C_1 \cup C_{p^d+1} \cup C_{p^r+1}$. Since $0 \not\in T$, the defining set $\overline{T}$ of $\overline{C}^\perp$ is given by $\overline{T} = C_1 \cup C_{p^d+1} \cup C_{p^r+1} \cup \{0\}$. Let $u \in \overline{T}$ and $r \in \mathcal{P}$ with $r \preceq u$. In order to apply Lemma[1], we need to prove $r \in \overline{T}$.

If $r = 0$, it is easy to verify that $r \in \overline{T}$. We consider now the case $r > 0$. If $u \in C_1$, then the Hamming weight $wt(u) = 1$. Note the fact that $r \preceq u$ implies $wt(r) = 1$ and thus $r \in C_1 \subset \overline{T}$. If $u \in C_{p^d+1} \cup C_{p^r+1}$, then the Hamming weight $wt(u) = 2$. With the assumption that $r \preceq u$, either $wt(r) = 1$ or $r = u$.

---

**Table 6. The weight distribution of $\overline{C}^\perp$ when $d' = d$ is even**

| Value                                | Multiplicity                                  |
|--------------------------------------|-----------------------------------------------|
| $p^{s-1}(p-1)(p^s-1)$                | $M_1 + (p-1)M_3$                             |
| $p^{s-1}(p^{s+1} - p^s + 1)$         | $(p-1)M_1 + (p-1)^2M_3$                      |
| $p^{s-1}(p-1)(p^s+1)$                | $M_2 + (p-1)M_4$                             |
| $p^{s-1}(p^{s+1} - p^s - 1)$         | $(p-1)M_2 + (p-1)^2M_4$                      |
| $p^{s+d-1}(p^{s+1} - p^s - 1)$       | $(p-1)M_2 + (p-1)^2M_4$                      |
| $p^{s+d-1}(p^{s+1} - p^s - 1)$       | $(p-1)M_2 + (p-1)^2M_4$                      |
| $p^{s+d-1}(p^{s+1} - p^s - 1)$       | $(p-1)M_2 + (p-1)^2M_4$                      |
| $p^{s+1}(p-1)$                       | $pM_9$                                       |
| $p^m$                                | $p - 1$                                      |

---

**Table 7. The weight distribution of $\overline{C}^\perp$ when $d' = 2d$**

| Value                                | Multiplicity                                  |
|--------------------------------------|-----------------------------------------------|
| $p^{s-1}(p-1)(p^s+1)$                | $M_1 + (p-1)M_2$                             |
| $p^{s-1}(p^{s+1} - p^s - 1)$         | $(p-1)M_1 + (p-1)^2M_2$                      |
| $p^{s+d-1}(p-1)(p^{s-d} - 1)$        | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+d-1}(p^{s-d} - 1)$             | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+2d-1}(p-1)(p^{s-2d} + 1)$      | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+2d-1}(p^{s-2d} + 1)$           | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+2d-1}(p^{s-2d} + 1)$           | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+2d-1}(p^{s-2d} + 1)$           | $(p-1)M_2 + (p-1)^2M_2$                      |
| $p^{s+2d-1}(p^{s-2d} + 1)$           | $(p-1)M_2 + (p-1)^2M_2$                      |

---

By applying Lemma 10, we can conclude that the extended code $\overline{C}^\perp$ is affine-invariant.
In both cases, \( r \in \overline{T} \). The desired conclusion then follows from Lemma 1. Thus the proof is completed.

Now we are ready to prove Theorems 8 and 9.

**Proof of Theorem 8.** By Lemma 1(2) and Lemma 10, we know \( \overline{C^\perp} \) is affine-invariant. Thus we complete the proof by Theorem 2.

**Proof of Theorem 9.** One can easily verify that the minimum weight and the maximum weight of the code \( \overline{C^\perp} \) satisfy the condition of Theorem 3. Hence, the number of supports of all codewords with weight \( i \neq 0 \) in the code \( \overline{C^\perp} \) is equal to \( A_i/(p-1) \) for each \( i \), where \( A_i \) is described in Tables 1-3. Then the desired conclusions follow from Theorem 8 and Eq. (1).

We conclude this section by presenting some examples to illustrate the validity of the results.

**Example 1.** If \((p, s, l) = (3, 2, 1)\), then the code \( \overline{C^\perp} \) has parameters \([81, 11, 45]\) and weight enumerator \(1 + 6840z^{45} + 24300z^{48} + 27216z^{51} + 49920z^{54} + 48600z^{57} + 13608z^{60} + 6480z^{63} + 180z^{72} + 2z^{81}\), which agrees with the results given in Theorem 7.

**Example 2.** If \((p, s, l) = (3, 3, 2)\), then the code \( \overline{C^\perp} \) has parameters \([729, 16, 459]\) and weight enumerator \(1 + 1710072z^{459} + 5572476z^{468} + 6937164z^{477} + 12562368z^{486} + 11144952z^{495} + 3468582z^{504} + 1592136z^{513} + 58968z^{540} + 2z^{729}\), which agrees with the results given in Theorem 7.

**Example 3.** If \((p, s, l) = (3, 3, 1)\), then the code \( \overline{C^\perp} \) has parameters \([729, 16, 405]\) and weight enumerator \(1 + 3276z^{405} + 442260z^{432} + 20470320z^{477} + 11009544z^{486} + 10235160z^{504} + 884520z^{513} + 1638z^{648} + 2z^{729}\), which agrees with the results given in Theorem 7.

**Example 4.** If \((p, s, l) = (3, 2, 1)\), then the code \( \overline{C^\perp} \) has parameters \([81, 11, 45]\) and the weight distribution is given in Example 1. It gives 2-(81, \(i, \lambda\)) designs with the following pairs \((i, \lambda)\):

\[(45, 1045), (48, 4230), (51, 5355), (54, 11024),\]

\[(57, 11970), (60, 3717), (63, 1953), (72, 71),\]

which confirms the results given in Theorem 9.
TABLE 8. The value distribution of $S(a, b, c)$ when $d' = d$ is odd

| Value                          | Multiplicity                                                                 |
|-------------------------------|------------------------------------------------------------------------------|
| $p^s$                         | $M_1 = \frac{1}{2}p^{s+d-1}(p^s + 1)(p^s + p - 1)(p^m - 1)/(p^d + 1)$      |
| $-p^s$                        | $M_2 = \frac{1}{2}p^{s+d-1}(p^s - 1)(p^s - p + 1)(p^m - 2p^{m-d} + 1)/(p^d - 1)$ |
| $\zeta_p p^s$                 | $M_3 = \frac{1}{2}p^{s+d-1}(p^m - 1)^2/(p^d + 1)$                          |
| $-\zeta_p p^s$                | $M_4 = \frac{1}{2}p^{s+d-1}(p^m - 2p^{m-d} + 1)(p^m - 1)/(p^d - 1)$         |
| $\epsilon \sqrt{p} p^{s+d-1}$ | $M_5 = \frac{1}{2}p^{3s-2d-1}(p^m - 1)$                                    |
| $\epsilon \sqrt{p} p^{s+d-1} \zeta_p^j$ | $M_{6,e} = \frac{1}{2}p^{m-3d+1} \frac{1}{2}(p^{s-d+1} + \epsilon \eta'(-j))(p^m - 1)$ |
| $-p^{s+d}$                    | $M_7 = p^{s-d-1}(p^{s-d} - 1)(p^{s-d} - p + 1)(p^m - 1)/(p^{2d} - 1)$         |
| $-p^{s+d} \zeta_p^j$          | $M_8 = p^{s-d-1}(p^{m-2d} - 1)(p^m - 1)/(p^{2d} - 1)$                       |
| 0                             | $M_9 = (p^{3s-d} - p^{3s-2d} + p^{3s-3d} - p^{m-2d} + 1)(p^m - 1)$           |
| $p^m$                         | 1                                                                            |

5. CONCLUDING REMARKS

In this paper, we first determined the weight distributions of a class of linear codes derived from the duals of extended non-binary Kasami cyclic codes. Using the properties of affine-invariant codes, we then found that $\mathbb{C}^\perp$ could give infinite families of 2-designs and explicitly determined their parameters.

APPENDIX I

ACKNOWLEDGMENTS

The authors would like to thank the anonymous referees for their helpful comments and suggestions, which have greatly improved the presentation and quality of this paper. The research of X. Du was supported by NSFC No. 61772022. The research of C. Fan was supported by NSFC No. 11971395.

REFERENCES

[1] Assmus Jr. E F, Key J D. Designs and their codes. Cambridge: Cambridge Univ Press, 1992.
[2] Assmus Jr. E F, Mattson Jr. H F. New 5-designs. J. Combin. Theory, 1969, 6: 122–152.
[3] Assmus Jr. E F, Mattson Jr H F. Coding and combinatorics. SIAM Rev., 1974, 16: 349–388.
TABLE 9. The value distribution of $S(a, b, c)$ when $d' = d$ is even

| Value  | Multiplicity                                                                 |
|--------|-----------------------------------------------------------------------------|
| $p^s$  | $M_1 = p^{s+d-1}(p^s + 1)(p^s + (p-1)(p^m - 1))/(p^d + 1)$                  |
| $-p^s$ | $M_2 = p^{s+d-1}(p^s - 1)(p^s + (p-1)(p^m - 1))/(p^d + 1)$                  |
| $\zeta_p p^s$ | $M_3 = p^{s+d-1}(p^m - 1)^2/(p^d + 1)$                                    |
| $-\zeta_p p^s$ | $M_4 = p^{s+d-1}(p^m - 2p^m - d + 1)(p^m - 1)/(p^d + 1)$                   |
| $\varepsilon p^{s+\frac{d}{2}}$ | $M_5 = p^{m-\frac{3d}{2}+1}(p^s+\varepsilon(p-1))(p^m - 1)$             |
| $\varepsilon p^{s+\frac{d}{2}} \zeta_p$ | $M_6 = p^{m-\frac{3d}{2}+1}(p^s+\varepsilon(p-1))(p^m - 1)$             |
| $-p^{s+d}$ | $M_7 = p^{s+d-1}(p^s - d - 1)(p^s + (p-1)(p^m - 1))/(p^{2d} + 1)$          |
| $-p^{s+d} \zeta_p$ | $M_8 = p^{s+d-1}(p^s - d - 1)(p^s + (p-1)(p^m - 1))/(p^{2d} + 1)$          |
| $0$    | $M_9 = (p^{3s-d} - p^{3s-2d} + p^{3s-3d} - p^{m-2d} + 1)(p^m - 1)$       |
| $p^m$  | 1                                                                           |

TABLE 10. The value distribution of $S(a, b, c)$ when $d' = 2d$

| Value  | Multiplicity                                                                 |
|--------|-----------------------------------------------------------------------------|
| $-p^s$ | $M_1 = p^{s+d-1}(p^s - 1)(p^s - (p+1)(p^m - 2d - p^{m-3d} + p^{m-d} + 1))$ |
| $\zeta_p p^s$ | $M_2 = p^{s+d-1}(p^m - p^{m-2d} - p^{m-3d} + p^{m-d} + 1)(p^m - 1)$      |
| $p^{s+d}$ | $M_3 = p^{s+d-1}(p^m - p^{m-2d} - p^{m-3d} + p^{m-d} + 1)(p^m - 1)$      |
| $\varepsilon p^{s+d} \zeta_p$ | $M_4 = p^{s+d-1}(p^m - p^{m-2d} - p^{m-3d} + p^{m-d} + 1)(p^m - 1)$      |
| $-p^{s+2d}$ | $M_5 = p^{s+2d-1}(p^s - 1)(p^s - (p+1)(p^m - 1))$                         |
| $-p^{s+2d} \zeta_p$ | $M_6 = p^{s+2d-1}(p^s - 1)(p^s - (p+1)(p^m - 1))$                         |
| $0$    | $M_7 = (p^{3s-d} - p^{3s-2d} + p^{3s-3d} - p^{3s-4d} - p^{3s-5d} + p^{m-d} - 2p^{m-2d} + p^{m-3d} - p^{m-4d} + 1)(p^m - 1)$ |
| $p^m$  | 1                                                                           |

[4] Antweiler M, ömer L B. Complex sequences over $\text{GF}(p^M)$ with a two-level autocorrelation function and a large linear span. IEEE Trans. Inform. Theory, 1992, 38(1): 120–130.

[5] Beth T, Jungnickel D, Lenz H. Design theory. Vol. II, volume 78 of Encyclopedia of Mathematics and its Applications. Cambridge: Cambridge Univ Press, second edition, 1999.

[6] Colbourn C J, Mathon R. Steiner systems. In Handbook of Combinatorial Designs, Second Edition, pages 128–135. Chapman and Hall/CRC, 2006.
[7] Coulter R S. Explicit evaluations of some Weil sums. Acta Arith., 1998, 83(3): 241–251.
[8] Coulter R S. Further evaluations of Weil sums. Acta Arith., 1998, 86(3): 217–226.
[9] Ding C S. Codes from difference sets. World Scientific, 2015.
[10] Ding C S. Designs from linear codes. World Scientific, 2018.
[11] Ding C S. Infinite families of 3-designs from a type of five-weight code. Des. Codes Cryptogr., 2018, 86(3): 703–719.
[12] Ding C S, Li C. Infinite families of 2-designs and 3-designs from linear codes. Discrete Math., 2017, 340(10): 2415–2431.
[13] Ding K, Ding C S. A class of two-weight and three-weight codes and their applications in secret sharing. IEEE Trans. Inform. Theory, 2015, 61(11): 5835–5842.
[14] Du X N, Wang R, Tang C M, et al. Infinite families of 2-designs from two classes of linear codes. arXiv:1903.07459.
[15] Du X N, Wang R, Tang C M, et al. Infinite families of 2-designs from two classes of binary cyclic codes with three nonzeros. arXiv:1903.08153 [math.CO].
[16] Du X N, Wang R, Fan C L. Infinite families of 2-designs from a class of cyclic codes. J. Comb. Des., 2019, 1–14.
[17] Feng K Q, Luo J Q. Weight distribution of some reducible cyclic codes. Finite Fields Appl., 2008, 14(2): 390–409.
[18] Fitzgerald R W, Yucas J L. Sums of Gauss sums and weights of irreducible codes. Finite Fields Appl., 2005, 11(1): 89–110.
[19] Huffman W C, Pless V. Fundamentals of error-correcting codes. Cambridge: Cambridge Univ Press, 2003.
[20] Ireland K, Rosen M. A classical introduction to modern number theory, volume 84 of Graduate Texts in Mathematics. Springer-Verlag, New York, second edition, 1990.
[21] Kasami T, Lin S, Peterson W W. Some results on cyclic codes which are invariant under the affine group and their applications. Information and Control, 1967, 11: 475–496.
[22] Kennedy G T, Pless V. A coding-theoretic approach to extending designs. Discrete Math., 1995, 142(1-3): 155–168.
[23] Kim J L, Pless V. Designs in additive codes over GF(4). Des. Codes Cryptogr., 2003, 30(2): 187–199.
[24] Luo J Q, Tang Y, Wang H. Exponential sums, cycle codes and sequences: the odd characteristic Kasami case. arXiv: 2009, 0902.4508v1 [cs.IT].
[25] Lidl R, Niederreiter H. Finite fields, volume 20 of Encyclopedia of Mathematics and its Applications. Cambridge: Cambridge Univ Press, second edition, 1997.
[26] MacWilliams F J, Sloane N J A. The theory of error-correcting codes. I. North-Holland Publishing Co., Amsterdam-New York-Oxford, 1977. North-Holland Mathematical Library, Vol. 16.
[27] Reid C, Rosa A. Steiner systems S(2, 4, v) - a survey. The Electronic Journal of Combinatorics, 2010, #DS18: 1–34.
[28] Tonchev V D. Codes and designs. In V. Pless and W. C. Huffman, editors, Handbook of coding theory, Vol. I, II, pages 1229–1267. North-Holland, Amsterdam, 1998.
[29] Tonchev V D. Codes. In C. J. Colbourn and J. H. Dinitz, editors, Handbook of combinatorial designs, Discrete Mathematics and its Applications (Boca Raton), pages xxii+984. Chapman & Hall/CRC, Boca Raton, FL, second edition, 2007.
[30] Vlugt M van der. Hasse-Davenport curves, Gauss sums, and weight distributions of irreducible cyclic codes. J. Number Theory, 1995, 55(2): 145–159.
College of Mathematics and Statistics, Northwest Normal University, Lanzhou, Gansu 730070, China
E-mail address: rongw113@126.com

College of Mathematics and Statistics, Northwest Normal University, Lanzhou, Gansu 730070, China
E-mail address: ymldxn@126.com

School of Mathematics, Southwest Jiaotong University, Chengdu, China
E-mail address: cuilingfan@163.com