Abstract

Random Reshuffling (RR), which is a variant of Stochastic Gradient Descent (SGD) employing sampling without replacement, is an immensely popular method for training supervised machine learning models via empirical risk minimization. Due to its superior practical performance, it is embedded and often set as default in standard machine learning software. Under the name FedRR, this method was recently shown to be applicable to federated learning (Mishchenko et al., 2021), with superior performance when compared to common baselines such as Local SGD. Inspired by this development, we design three new algorithms to improve FedRR further: compressed FedRR and two variance reduced extensions: one for taming the variance coming from shuffling and the other for taming the variance due to compression. The variance reduction mechanism for compression allows us to eliminate dependence on the compression parameter, and applying additional controlled linear perturbations for Random Reshuffling, introduced by Malinovsky et al. (2021) helps to eliminate variance at the optimum. We provide the first analysis of compressed local methods under standard assumptions without bounded gradient assumptions and for heterogeneous data, overcoming the limitations of the compression operator. We corroborate our theoretical results with experiments on synthetic and real data sets.

1. Introduction

The primary approach for training supervised machine learning models in the modern machine learning world is Empirical Risk Minimization. While the ultimate goal of supervised learning is to train models that generalize well to unseen data, in practice, only a finite data set is available during training. ERM formulation leads to the following finite-sum optimization problem:

$$\min_{x \in \mathbb{R}^d} \left[ f(x) = \frac{1}{M} \sum_{m=1}^{M} g_m(x) \right],$$

where each function we also have finite-sum structure

$$g_m = \frac{1}{n} \sum_{i=1}^{n} f_{m,i}(x).$$

Big machine learning models are typically trained in a distributed setting. The training data is distributed across several workers, which compute local updates and then communicate them to the server. We are particularly interested in the Federated Learning setting. Federated Learning (Konečný et al., 2016) is a subarea of distributed machine learning, where the number of devices $n$ is enormous. Usually, millions of local devices are heterogeneous to local data and computational and memory resources. Also, users want to keep their privacy, so the algorithm should do training locally. Moreover, communication between workers should be conducted via a trusted aggregation server, which is very expensive.

**Communication as the bottleneck.** In literature, we have two strategies to overcome communication issues in federated learning. The first one is communication compression, where our goal is to reduce the number of communicated bits using gradient compression scheme (Mishchenko et al., 2019; Gorbunov et al., 2020) and compressed iterates (Khaled & Richtárik, 2019; Chraibi et al., 2019). There are many compression techniques such as quantization (Alistarh et al., 2017; Bernstein et al., 2018; Ramezani-Kebrya et al., 2019), sparsification (Aji & Heafield, 2017; Lin et al., 2017; Wangni et al., 2017; Alistarh et al., 2018) and other approaches (Shamir et al., 2014; Vogels et al., 2019; Wu et al., 2018). The second strategy to tackle this issue is increasing the number of local steps between the communication rounds. The most popular algorithm — FedAvg (McMahan et al., 2017)— is based on this idea. Many papers provide theoretical justifications for special cases of FedAvg such as local GD (Khaled et al., 2019) and local SGD (Khaled et al., 2020; Gorbunov et al., 2020; Stich, 2018; Lin et al., 2018). The natural union of communication compression and local computations is presented in Basu et al. (2020);
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Haddadpour et al. (2021). However, the theory provided in these papers is limited due to unrealistic assumptions.

**Sampling without replacement.** Stochastic first-order algorithms, in particular, have attracted much attention in the machine learning world. Of these, stochastic gradient descent (SGD) is perhaps the best known and the most basic. SGD has a long history (Robbins & Monro, 1951) and is therefore well-studied and well-understood (Gower et al., 2019). However, methods based on data permutations (Bottou, 2009), when data points are shuffled randomly and processed in order, without replacement, show better performance than SGD (Recht & Ré, 2013). Also, this method has software implementation advantages since these methods are friendly to cache locality (Bengio, 2012). The most popular model in this class is Random Reshuffling (Recht & Ré, 2012). Shuffle-Once (Safran & Shamir, 2020) uses a similar approach, but shuffling occurs only once, at the very beginning, before the training begins. Random Reshuffling and Shuffle-Once have a long history, and many theoretical works try to show the advantages of Random Reshuffling (Gürbüzbalaban et al., 2019; Haochen & Sra, 2019; Nagaraj et al., 2019) and Shuffle Once (Rajput et al., 2020).

**Federated Random Reshuffling.** Recent advances of Mishchenko et al. (2020) and providing extension for Federated Learning (Mishchenko et al., 2021) allow us to consider this technique as a particular variant of FedAvg with a fixed number of local computations and sampling without replacement.

**Variance Reduction.** Compression operators help to reduce the number of transmitted bits. However, at the same time, it starts to be a source of variance, which increases the neighborhood of the optimal solution. This variance can sufficiently slow down the algorithm. In order to overcome this challenge, we need to use a variance reduction mechanism. The idea of this approach is based on shifted compression operator, and firstly it was proposed for compressed gradients (Mishchenko et al., 2019). For compressed iterates, the variance reduction mechanism was proposed in Chraibi et al. (2019). Moreover, stochastic first-order methods become a source of variance due to their random nature. Hopefully, another variance reduction mechanism can help with this type of variance. There are many variance-reduced methods which use sampling with replacement such as SVRG (Johnson & Zhang, 2013), L-SVRG (Kovalev et al., 2020), SAGA (Defazio et al., 2014a), SAG (Roux et al., 2012), FiniTo (Defazio et al., 2014b) etc. For permutation-based algorithms, we have only a few variance-reduced methods (Ying et al., 2019; Park & Ryu, 2020; Mokhtari et al., 2018). A recent paper of Malinovsky et al. (2021) introduced linear perturbation reformulation that allows getting better rates for variance reduced Random Reshuffling.

**2. Contributions**

This section outlines our work’s key contributions and offers explanations and clarifications regarding some of the development.

**Compressed FedRR.** We propose the first method, which combines three ideas: compression, local steps, and sampling without replacement. This method is compressed federated random reshuffling. The basic approach is to apply the compression operator to the iterates after each epoch and then aggregate compressed updates. Applying compression to the iterates can significantly worsen convergence properties. We prove the following rate:

$$E\|x_T - x_*\|^2 \leq \frac{1}{1 - \gamma \mu} \frac{M}{\gamma \mu} E\|x_0 - x_*\|^2 + \frac{2 \omega}{M} \frac{1}{\gamma \mu} \frac{1}{M} \sum_{m=1}^{M} \|x^n_{*,m}\|^2 + \frac{2}{\mu} \left(1 + \frac{2 \omega}{M}\right) \gamma^2 L \frac{1}{M} \sum_{m=1}^{M} \left\|\nabla F_m(x_*)\right\|^2 + \frac{M \gamma \mu \epsilon}{\sigma^2}.$$  

As we can see, we have a part with linear rate: $\left(1 - \gamma \mu\right) \frac{N}{\gamma \mu} E\|x_0 - x_*\|^2$. Also there are three sources of variance in the optimum. The first one is $\frac{2 \omega}{M} \frac{1}{\gamma \mu} \frac{1}{M} \sum_{m=1}^{M} \|x^n_{*,m}\|^2$ and it caused by compression. It is equal to zero only if $\omega = 0$. This term cannot be eliminated by decreasing step-sizes strategies. The second term is $\frac{2}{\mu} \left(1 + \frac{2 \omega}{M}\right) \gamma^2 L \frac{1}{M} \sum_{m=1}^{M} \frac{1}{\sigma^2_{s,m}}$. This source of variance is caused by stochastically of Random Reshuffling method. This variance can be decreased by decreasing step-sizes. The third term is $\frac{2}{\mu} \left(1 + \frac{2 \omega}{M}\right) \gamma^2 L \frac{1}{M} \sum_{m=1}^{M} \left\|\nabla F_m(x_*)\right\|^2$. This source of variance is caused by heterogeneity of data. In other words, if we have the same optimum for all functions $F_m(x)$, we can get rid of this term. In heterogenous regime we need to use additional mechanism for controlling client drift such as SCAFFOLD (Karimireddy et al., 2019).

**Variance-reduced Compressed FedRR.** In the previous section, it was shown that using compressed iterates causes additional variance, which cannot be vanished by decreasing step-sizes strategies. Moreover, it forces us to have an additional assumption on the compression operator. We need to have very small compression parameter $\omega \leq \frac{M \gamma \mu \epsilon}{\sigma^2}$. In order to fix it, we propose Variance-reduced compressed FedRR (FedCRR-VR) that utilizes shifted compressed updates with learning shifts. The similar mechanism is used in Mishchenko et al. (2019) and Gorbunov et al. (2020).

**Double Variance-reduced Compressed FedRR.** We propose a modification of Variance-reduced Compressed Federated Random Reshuffling, which allows eliminating variance caused by stochasticity. We armed Variance-reduced Compressed FedRR with the linear permutation approach.
proposed by Malinovsky et al. (2021). Now we get both variance reduction mechanisms in one algorithm.

3. Preliminaries

3.1. L-smooth and \( \mu \)-strongly convex functions

Before introducing our convergence results, let us first formulate all concepts that we use throughout the paper. Firstly, we consider a class of \( \mu \)-strongly convex and L-smooth functions.

**Definition 1.** A differentiable function \( f \) is \( \mu \)-strongly convex if

\[
f(y) \geq f(x) + \nabla f(x)^T(y - x) + \frac{\mu}{2} \|y - x\|^2
\]

for \( \mu > 0 \) and all \( x, y \).

**Definition 2.** A differentiable function \( f \) is L-smooth if

\[
f(y) \leq f(x) + \nabla f(x)^T(y - x) + \frac{L}{2} \|y - x\|^2
\]

for some \( L > 0 \) and all \( x, y \).

There is the first assumption that we use in all theorems.

**Assumption 1.** Each \( f_{m,i} \) is \( \mu \)-strongly convex and L-smooth.

We also need to define Bregman divergence, which is often used in the analysis.

**Definition 3.** The Bregman divergence with respect to \( f \) is the mapping \( D_f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \) defined as follows:

\[
D_f(x, y) \overset{\text{def}}{=} f(x) - f(y) - \langle \nabla f(y), x - y \rangle.
\]

3.2. Compression operator

In order to overcome communication issues, we apply a compression operator to the iterates. Now we are going to extend Federated Random Reshuffling using compression. Let us define the concept of compressors.

**Definition 4.** We say that a randomized map \( C : \mathbb{R}^d \to \mathbb{R}^d \) is in class \( \mathcal{B}^d(\omega) \) if there exists a constant \( \omega \geq 0 \) such that the following relations hold for all \( x \in \mathbb{R}^d \):

\[
E[C(x)] = x, \quad E[\|C(x)\|^2] \leq (\omega + 1)\|x\|^2.
\]

**Assumption 2.** All compression operators are in class \( \mathcal{B}^d(\omega) \).

This class of compressor operators is classical in literature (Mishchenko et al., 2019; Horvath et al., 2019; Basu et al., 2020).

3.3. Random Reshuffling, Shuffle Once

In order to conduct analysis for sampling without replacement we need to establish specific notions. We sample a random permutation \( \{\pi_0, \pi_1, \ldots, \pi_{n-1}\} \) of the set \( \{1, 2, \ldots, n\} \), and proceed with \( n \) iterates of the form \( x_{i+1} = x_{i} - \gamma \nabla f_{\pi_i} (x_{i}) \) at each machine locally. We also consider option when we have only one random permutation, at the very beginning, and then algorithm uses this permutation during the whole process.

For a constant stepsize and a fixed permutation, we define intermediate limit point:

\[
x_*^i \overset{\text{def}}{=} x_* - \gamma \sum_{j=0}^{i-1} \nabla f_{\pi_j} (x_*), \quad i = 1, \ldots, n - 1.
\]

To measure the closeness between \( x_* \) and \( x_*^n \) we use definition from Mishchenko et al. (2021) of Shuffling radius.

**Definition 5.** For given a stepsize \( \gamma > 0 \) and a random permutation \( \pi \) of \( \{1, 2, \ldots, n\} \) shuffling radius is defined by

\[
\sigma^2_{\text{rad}} \overset{\text{def}}{=} \max_{i=1, \ldots, n-1} \left[ \frac{1}{\gamma^2} E[\pi] D_{f_{t,i}} (x_*^i, x_*) \right].
\]

We also need to define the most popular parameter for method’s stochasticity.

**Definition 6.** Variance at the optimum:

\[
\sigma^2_* \overset{\text{def}}{=} \frac{1}{n} \sum_{i=1}^{n} \| \nabla f_i (x_*) - \nabla f (x_*) \|^2.
\]

The shuffling radius for permutation-based algorithms is natural, and it is more convenient to work with this concept. However, we need to have an upper bound in terms of \( \sigma_*^2 \) to compare different methods. To get an upper bound for shuffling radius, we need to use a lemma in Mishchenko et al. (2020) that bounds variance of sampling without replacement.

**Theorem 1.** For any stepsize \( \gamma > 0 \) and any random permutation \( \pi \) of \( \{1, 2, \ldots, n\} \) we have

\[
\sigma^2_{\text{rad}} \leq \frac{L_{\text{max}}}{2 \gamma^2 n} \left( n \| \nabla f (x_*) \|^2 + \frac{1}{2} \sigma_*^2 \right).
\]

In case when we have only one node we obtain that \( \| \nabla f (x_*) \|^2 = 0 \). However, in multiple node case we will need this term.

3.4. Lifted problem reformulation

Let us consider a bigger product space by introducing dummy variables and the constraint \( x_1 = x_2 = \ldots = x_M \).

We need to define regularizer for this reformulation:

\[
\psi (x_1, \ldots, x_M) = \begin{cases} 
0, & x_1 = \cdots = x_M \\
+\infty, & \text{otherwise}.
\end{cases}
\]
We can see that there are two parts of variance. First, we need to have an upper bound for the shuffling radius of lifted problem is upper bounded by 

\[ \theta^2 \leq L \sum_{m=1}^{M} \left( \| \nabla F_m(x_*) \|^2 + \frac{n}{4} \sigma^2_{m,*} \right). \]

Now we need to use a lemma from (Mishchenko et al., 2021) to bound shuffled radius for the reformulated problem: 

**Lemma 1.** The shuffling radius \( \sigma^2_{\text{rad}} \) of lifted problem is upper bounded by 

\[ \sigma^2_{\text{rad}} \leq L \sum_{m=1}^{M} \left( \| \nabla F_m(x_*) \|^2 + \frac{n}{4} \sigma^2_{m,*} \right). \]

We can see that there are two parts of variance. First one depends on the sum of local variances \( \sum_{m=1}^{M} \sigma^2_{m,*} \). The second part depends on sum of local gradient norms \( \sum_{m=1}^{M} \| F_m(x_*) \|^2 \). Both of these terms appear in analysis of local SGD (Khaled et al., 2020).

### 4. Compressed Federated Random Reshuffling

In this section, we propose a direct application of compressed iterates to federated Random Reshuffling. In this procedure server distributes the current point to workers, then each worker computes the full epoch according to its local SGD (Khaled et al., 2020).

**Theorem 2.** Suppose that Assumption 2 and Assumption 1 hold. Additionally assume that compression parameter is sufficiently small: \( \omega \leq \frac{M - (1 - \gamma \mu)^2}{\gamma \mu}. \) If the stepsize satisfies \( \gamma \leq \frac{1}{L} \), the iterates generated by FedCRR or FedCSO (Algorithm 1) satisfy

\[
\begin{align*}
\mathbb{E} \left[ \| x_{t+1} - x_* \|^2 \right] & \leq (1 - \gamma \mu)^{2t} \| x_0 - x_* \|^2 \\
& + \frac{2 \gamma^2 L \sigma_{\text{max}}}{M} \sum_{m=1}^{M} \left( \| F_m(x_*) \|^2 + \frac{n}{4} \sigma^2_{m,*} \right) \\
& + \frac{2 \omega}{M} \frac{1}{\gamma \mu} M \sum_{m=1}^{M} \| x_{n,m} \|^2. 
\end{align*}
\]
We can see that the last term makes the largest contribution to the size of the neighborhood, and decreasing stepsizes cannot help. Now we establish communication complexity.

**Corollary 1.** Let the assumptions in the Theorem 2 hold. Also assume that \( \omega \leq \frac{\sqrt{n} \mu \eta}{\sqrt{F_0}} \). Then the communication complexity of Algorithm 1 is
\[
T = \tilde{O} \left( \left( \kappa + \frac{\sqrt{n}}{\mu \sqrt{\omega}} \Delta \right) \log \left( \frac{1}{\delta} \right) \right),
\]
where \( \Delta = \frac{1}{M} \sum_{m=1}^{M} \left( \| \nabla F_m(x_s) \| + \sqrt{n} \sigma_{s,m} \right) \).

**5. Variance Reduced Compressed Federated Random Reshuffling**

In this section, we introduce a variance reduction mechanism for compression in order to upgrade Algorithm 1. The main part of the algorithm remains the same. However, after each epoch, we apply the compression operator to the difference between local iterates and learning shifts. After that, at each node, we compute updates of learning shifts. To control the learning process of shifts, we use additional parameter \( \alpha \). To get convergence we need to satisfy \( \alpha < \frac{1}{\omega + 1} \). After that server aggregates updates by using a convex combination of previous iterate and average of updates. To control this convex combination, we use additional parameter \( \eta \). The next theorem shows that this mechanism helps to get rid of compression variance and the additional assumptions. To get the convergence rate, we introduce the Lyapunov function.

**Theorem 3.** Suppose that Assumption 1 and Assumption 2 hold. Then the provided stepsizes satisfy \( \gamma \leq \frac{1}{L}, \alpha \leq \frac{1}{\omega + 1} \) and \( \eta \leq \min \left( 1, \frac{(1-(1-\gamma\mu)^n)M}{12\omega(1-\gamma\mu)} \right) \). Then the iterates generated by

\[
\text{Algorithm 1} \quad \text{Federated Compressed Random Reshuffling (FedCRR) and Shuffle-Once (FedCSO)}
\]

1: **Parameters:** Stepsize \( \gamma > 0 \), initial vector \( x_0 = x_0^0 \in \mathbb{R}^d \), number of epochs \( T \)
2: For each \( m \), sample permutation \( \pi_{0,m}, \pi_{1,m}, \ldots, \pi_{n-1,m} \) of \( \{1, 2, \ldots, n\} \) (Only FedCSO)
3: for epochs \( t = 0, 1, \ldots, T - 1 \) do
4: for \( m = 1, \ldots, M \) locally in parallel do
5: \( x_{t,m} = x_t \)
6: Sample permutation \( \pi_{0,m}, \pi_{1,m}, \ldots, \pi_{n-1,m} \) of \( \{1, 2, \ldots, n\} \) (Only FedCRR)
7: for \( i = 0, 1, \ldots, n - 1 \) do
8: \( x_{t+1,i,m} = x_{t,i,m} - \gamma \nabla f_{\pi_i,m}(x_{t,i,m}) \)
9: end for
10: \( q_{t,m} = C(x_{t,i,m}^{}) \)
11: end for
12: \( x_{t+1} = \frac{1}{M} \sum_{m=1}^{M} q_{t,m} \);
13: end for

\[
\text{Algorithm 2} \quad \text{Variance Reduced Federated Compressed Random Reshuffling (FedCRR-VR) and Shuffle-Once (FedCSO-VR)}
\]

1: **Parameters:** Stepsize \( \gamma > 0 \), initial vector \( x_0 = x_0^0 \in \mathbb{R}^d \), number of epochs \( T \)
2: For each \( m \), sample permutation \( \pi_{0,m}, \pi_{1,m}, \ldots, \pi_{n-1,m} \) of \( \{1, 2, \ldots, n\} \) (Only FedCSO-VR)
3: for epochs \( t = 0, 1, \ldots, T - 1 \) do
4: for \( m = 1, \ldots, M \) locally in parallel do
5: \( x_{t,m} = x_t \)
6: Sample permutation \( \pi_{0,m}, \pi_{1,m}, \ldots, \pi_{n-1,m} \) of \( \{1, 2, \ldots, n\} \) (Only FedCRR-VR)
7: for \( i = 0, 1, \ldots, n - 1 \) do
8: \( x_{t+1,i,m} = x_{t,i,m} - \gamma \nabla f_{\pi_i,m}(x_{t,i,m}) \)
9: end for
10: \( q_{t,m} = C(x_{t,i,m}^{} - h_{t,m}) \)
11: \( h_{t+1,m} = h_{t,m} + \alpha q_{t,m} \)
12: end for
13: \( x_{t+1} = (1 - \eta) x_t + \eta \frac{1}{M} \sum_{m=1}^{M} (q_{t,m} + h_{t,m}) \)
14: end for

FedCRR-VR or FedCSO-VR (Algorithm 2) satisfy
\[
\mathbb{E} \Psi_T \leq \left( 1 - \min (\alpha, \eta (1 - (1 - \gamma \mu)^n)) \right)^T \Psi_0 + \frac{2 (\alpha + \eta + 2n \omega \delta \mu^3 \max L_{\text{max}} \sum_{m=1}^{M} \delta_m)}{M (\alpha, \eta (1 - (1 - \gamma \mu)^n))} \]

where Lyapunov function is defined as
\[
\Psi_t = \| x_t - x_s \|^2 + \frac{2 \omega \mu}{\alpha M} \sum_{m=1}^{M} \| h_{t,m} - x_{s,m} \|^2 \quad \text{and} \quad \delta_m = \left( \| \nabla F_m(x_s) \|^2 + \frac{\eta}{\sqrt{M}} \right).
\]

Now there is no compression variance term anymore. Next corollary demonstrates communication complexity.

**Corollary 2.** Let the assumptions in the Theorem 3 hold. Then the communication complexity of Algorithm 2 is
\[
T = O \left( \left( \frac{(1-\gamma)(1-\gamma \mu)n}{(1-(1-\gamma \mu)^n)} \right) \log \left( \frac{1}{\delta} \right) \right),
\]
where \( \Delta = \frac{1}{M} \sum_{m=1}^{M} \left( \| \nabla F_m(x_s) \| + \sqrt{n} \sigma_{s,m} \right) \).

We have the same second term, which depends on the sum of local gradients and local variances. Also, the linear rate is slightly worse since we can use any compression operator, and we also need to learn shifts. However, the main advantage of this method is the possibility of using any compression parameter \( \omega \).
Theorem 4. This section proposes another variance reduction mechanism to eliminate local variances caused by the method’s stochasticity. To achieve this goal, we need to use inner product sparsification as compression operator:

Let the assumptions in the Theorem 3 hold. Then the communication complexity of Algorithm 3 is

\[ T = O \left( \left( \frac{(\omega + 1)
\left(1-\frac{\gamma\mu}{\rho(n\alpha)}\right)^{2}}{(1-\frac{\gamma\mu}{\rho(n\alpha)})^{2}} + \frac{\sqrt{\mu}}{\mu^*} \Delta' \right) \right) \]

where \( \Delta' = \frac{1}{M} \sum_{m=1}^{M} \left\| \nabla F_m(x_{\star}) \right\| \).

6. Double Variance Reduced Compressed Federated Random Reshuffling

This section proposes another variance reduction mechanism to eliminate local variances caused by the method’s stochasticity. To achieve this goal, we need to use inner product reformulation introduced by Malinovsky et al. (2021). We can get an equivalent form of the local function. Let \( a_i, \ldots, a_n \in \mathbb{R}^d \) are vectors that sum to zero \( \sum_{i=1}^{n} a_i = 0 \):

\[ F_m(x) = \sum_{i=1}^{n} (f_{i,m} + (a_i,m,x)) = \sum_{i=1}^{n} f_{i,m}. \]  

Let us consider the following gradient estimate:

\[ g(x^i_t, y_t) = \nabla f_{\pi,m} (x^i_t) - \nabla f_{\pi,m} (y_t) + \frac{1}{n} \nabla F_m (y_t). \]

Obviously, the sum of these vectors is equal to zero:

\[ \sum_{i=1}^{n} a_i,m = - \sum_{i=1}^{n} \nabla f_{\pi,m} (y_t) + \frac{1}{n} \sum_{i=1}^{n} \nabla F_m (y_t) = 0. \]

Now we are ready to formulate the theorem of convergence guarantees.

**Theorem 4.** Suppose that Assumption 2 and Assumption 1 hold. Then the stepsize satisfies \( \gamma \leq \frac{\sqrt{\frac{1}{2}}}{\alpha \sqrt{\pi}} \), the iterate generated by FedCRR-VR-2 or FedCSO-VR-2 (Algorithm 3) satisfy

\[ \mathbb{E}\Psi_T \leq \left( 1 - \frac{1}{2} \min \left( \alpha, \eta \left(1 - (1 - \gamma \mu)^{\frac{1}{2}}\right)^{-1} \right) \right)^{T} \Psi_0 + \frac{2}{M} \min \left( \alpha, \eta \left(1 - (1 - \gamma \mu)^{\frac{1}{2}}\right)^{-1} \right) \left\| \nabla F_m(x_{\star}) \right\|^2, \]

where Lyapunov function is defined as \( \Psi_t = \left\| x_t - x_{\star} \right\|^2 + \frac{4\alpha^2}{\alpha M} \sum_{m=1}^{M} \left\| h_{t,m} - x_{n,m}^* \right\|^2. \)

We need to use smaller stepsize than applied variance reduction mechanism. However, we managed to vanish sum of local variances. The next theorem shows the communication complexity of Algorithm 3.

**Corollary 3.** Let the assumptions in the Theorem 3 hold. Then the communication complexity of Algorithm 3 is

\[ T = O \left( \left( \frac{(\omega + 1)\left(\frac{1}{\rho(n\alpha)}\right)^{\frac{2}{3}}}{\left(1-\frac{\gamma\mu}{\rho(n\alpha)}\right)^{\frac{2}{3}}} + \frac{\sqrt{\mu}}{\mu^*} \Delta' \right) \right) \],

where \( \Delta' = \frac{1}{M} \sum_{m=1}^{M} \left\| \nabla F_m(x_{\star}) \right\|. \)

7. Experiments

Model. In our experiments we solve the regularized ridge regression problem, which has the form \( 1 \) with \( f_{im}(x) = \frac{1}{2} \left\| A^m x - y^m \right\|^2 + \frac{\gamma}{2} \left\| x \right\|^2, \) where \( A^m \in \mathbb{R}^{n \times d}, y^m \in \mathbb{R}^n \) and \( \lambda > 0 \) is regularization parameter. Consider concatenated matrix \( A \in \mathbb{R}^{mn \times d}. \) This problem satisfies Assumption 1 for \( L = \max_i \left\| A_i \right\|^2 + \lambda \) and \( \mu = \frac{\rho_{\min}(A^T A)}{n} + \lambda, \) where \( \rho_{\min} \) is the smallest eigenvalue. In our experiments we set \( \lambda = \frac{1}{n}. \) In all plots \( x \)-axis is the number of communicated bits, and \( y \)-axis is the squared norm of difference between current iterate and solution.

Compression operator. In all experiments we used random sparsification as compression operator:

\[ C(x) = \frac{d}{k} \sum_{i \in S} x_i e_i, \]

where \( S \) is a random subset of \( \{1, 2, \ldots, d\} \) of cardinality \( k \) chosen uniformly at random, and \( e_i \) is the \( i \)-th standard unit basis vector in \( \mathbb{R}^d. \)

Hardware and software. We use real datasets from open LIB SVM corpus (Chang & Lin, 2011) (Modified BSD License www.csie.ntu.edu.tw/ cjlin/libsvm/) and synthetic datasets from scikit-learn.datasets (Pedregosa et al., 2011) (BSD License https://scikit-learn.org). We implemented all algorithms in Python. All methods were evaluated on a computer with an Intel(R) Xeon(R) Gold 6146 CPU at 3.20GHz.
having 24 cores. You can find more details and additional experiments in supplementary materials.

**Results.** We have a very tight match between our theory and the numerical results. As we can see, Compressed Federated Random Reshuffling cannot get appropriate accuracy since we have a huge compression variance term. It means that this method can be used only if the required accuracy is not high. However, we can see that variance-reduced methods show better convergence. While FedRR-VR has the same linear rate, the solution’s neighborhood is smaller in comparison to other methods. FedRR-VR-2 has a slower linear rate because of stepsize requirements, but the neighborhood of the solution is the smallest and allows to get a much better solution to the problem.

**8. Conclusion**

In this work, we propose three new algorithms: Compressed Federated Random Reshuffling and two variance-reduced variants. These methods are first-of-its-kind algorithms that include three popular approaches: periodic aggregation, compressed updates, and sampling without replacement. Moreover, we sequentially applied variance reduction mechanisms for compression and then for Random Reshuffling. We provide the first analysis under general assumptions. Experimental results confirm our theoretical findings. Thus, we gain a deeper theoretical understanding of how these algorithms work and hope that this will inspire researchers to develop further and analyze methods for Federated learning. In future work, we desire to get rid of the client drift term in the neighborhood of the solution and get an algorithm that will converge linearly to the exact solution. We also want to allow a method to have partial participation of clients since it is essential for a Federated Learning setting. We also believe that our theoretical and practical results can be applied to other aspects of machine learning and federated learning, leading to improvements in current and future applications.
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Supplementary materials

A. Basic Facts

Proposition 1. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be continuously differentiable and let \( L \geq 0 \). Then the following statements are equivalent:

- \( f \) is \( L \)-smooth
- \( 2D_f(x, y) \leq L\|x - y\|^2 \) for all \( x, y \in \mathbb{R}^d \)
- \( \langle \nabla f(x) - \nabla f(y), x - y \rangle \leq L\|x - y\|^2 \) for all \( x, y \in \mathbb{R}^d \)

Proposition 2. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be continuously differentiable and let \( \mu \geq 0 \). Then the following statements are equivalent:

- \( f \) is \( \mu \)-strongly convex
- \( 2D_f(x, y) \geq \mu\|x - y\|^2 \) for all \( x, y \in \mathbb{R}^d \)
- \( \langle \nabla f(x) - \nabla f(y), x - y \rangle \geq \mu\|x - y\|^2 \) for all \( x, y \in \mathbb{R}^d \)

Note that the \( \mu = 0 \) case reduces to convexity.

Proposition 3. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be continuously differentiable and \( L > 0 \). Then the following statements are equivalent:

- \( f \) is convex and \( L \)-smooth
- \( 0 \leq 2D_f(x, y) \leq L\|x - y\|^2 \) for all \( x, y \in \mathbb{R}^d \)
- \( \frac{1}{L} \|\nabla f(x) - \nabla f(y)\|^2 \leq \langle \nabla f(x) - \nabla f(y), x - y \rangle \) for all \( x, y \in \mathbb{R}^d \)

Proposition 4 (Jensen’s inequality). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a convex function, \( x_1, \ldots, x_m \in \mathbb{R}^d \) and \( \lambda_1, \ldots, \lambda_m \) be nonnegative real numbers adding up to 1. Then

\[
    f \left( \sum_{i=1}^{m} \lambda_i x_i \right) \leq \sum_{i=1}^{m} \lambda_i f (x_i)
\]

Proposition 5. For all \( a, b \in \mathbb{R}^d \) and \( t > 0 \) the following inequalities holds:

\[
    \langle a, b \rangle \leq \frac{\|a\|^2}{2t} + \frac{t\|b\|^2}{2}
\]

\[
    \|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2
\]

\[
    \frac{1}{2}\|a\|^2 - \|b\|^2 \leq \|a + b\|^2
\]

B. General lemmas

B.1. Proposition 1

We need to prove a basic fact which will be used later.

Proposition 6. Let us consider

\[
    x^n_{*,m} = x_* - \gamma \sum_{i=0}^{n-1} \nabla f_{x_*,m}(x_*),
\]

then

\[
    \frac{1}{M} \sum_{m=1}^{M} x^n_{*,m} = x_*.
\]
Proof. We start from the definition:

\[
\frac{1}{M} \sum_{m=1}^{M} x_{n,m}^{*} = \frac{1}{M} \sum_{m=1}^{M} \left( x_{*} - \gamma \sum_{i=0}^{n-1} \nabla f_{\pi_{i,m}}(x_{*}) \right) \\
= \frac{1}{M} \sum_{m=1}^{M} x_{*} - \frac{1}{M} \sum_{m=1}^{M} \sum_{i=0}^{n-1} \nabla f_{\pi_{i,m}}(x_{*}) \\
= x_{*} - \nabla f(x_{*}) \\
= x_{*}.
\]

\[
\square
\]

B.2. Proof of Theorem 1

For completeness we include the proof of important theorem introduced in Mishchenko et al. (2020).

Proof.

\[
\mathbb{E} [D_{f_{\pi_{i}}}(x_{*}^{i}, x_{*})] \leq \frac{L}{2} \|x_{*}^{i} - x_{*}\|^{2} \leq \frac{L_{\text{max}}}{2} \mathbb{E} \left[ \|x_{*}^{i} - x_{*}\|^{2} \right] \\
= \frac{\gamma^{2}L_{\text{max}}}{2} \mathbb{E} \left[ \left\| \sum_{j=0}^{i-1} \nabla f_{\pi_{j}}(x_{*}) \right\|^{2} \right] \\
= \frac{\gamma^{2}L_{\text{max}}}{2} \mathbb{E} \left[ \left\| \sum_{j=0}^{i-1} \nabla f_{\pi_{j}}(x_{*}) \right\|^{2} \right] \\
= \frac{\gamma^{2}L_{\text{max}}}{2} \mathbb{E} \left[ \|\tilde{\mathbf{X}}\|^{2} \right],
\]

where \(\tilde{\mathbf{X}} = \frac{1}{j} \sum_{j=1}^{i-1} X_{\pi_{j}}\) with \(X_{\pi_{j}} \overset{\text{def}}{=} \nabla f_{j}(x_{*})\) for \(j = 1, 2, \ldots, n\). Since \(\tilde{\mathbf{X}} = \nabla f(x_{*})\), by applying Lemma 1 in (Mishchenko et al., 2020).

\[
\mathbb{E} \left[ \|\tilde{\mathbf{X}}\|^{2} \right] = \|\mathbf{X}\|^{2} + \mathbb{E} \left[ \|\tilde{\mathbf{X}} - \mathbf{X}\|^{2} \right] = \|\nabla f(x_{*})\|^{2} + \frac{n-i}{i(n-1)} \sigma_{m}^{2}.
\]

It remains to combine both terms and use the bounds \(i^{2} \leq n^{2}\) and \(i(n - i) \leq \frac{n(n-1)}{2}\), which holds for all \(i \in \{1, 2, \ldots, n - 1\}\), and divide both sides of the resulting inequality by \(\gamma^{2}\).

B.3. Proof of Lemma 1

Proof. We start from Theorem 1. Then for reformulated problem we have

\[
n\sigma_{m}^{2} \overset{\text{def}}{=} \sum_{i=1}^{n} \|\nabla f_{i}(x_{*}) - \nabla f(x_{*})\|^{2} = \sum_{i=1}^{n} \sum_{m=1}^{M} \left\| \nabla f_{m,i}(x_{*}) - \frac{1}{n} \nabla F_{m}(x_{*}) \right\|^{2}.
\]

For inner sum we have a bound from Mishchenko et al. (2021):

\[
\sum_{i=1}^{n} \left\| \nabla f_{m,i}(x_{*}) - \frac{1}{n} \nabla F_{m}(x_{*}) \right\|^{2} \leq n\sigma_{m}^{2} + \|\nabla F_{m}(x_{*})\|^{2}.
\]

Also, we have

\[
n^{2} \|\nabla f(x_{*})\|^{2} = n^{2} \left\| \frac{1}{n} \sum_{i=1}^{n} \nabla f_{i}(x_{*}) \right\|^{2} = \sum_{m=1}^{M} \left\| \sum_{i=1}^{n} \nabla f_{m,i}(x_{*}) \right\|^{2} = \sum_{m=1}^{M} \|\nabla F_{m}(x_{*})\|^{2}.
\]

Plugging the last two inequalities back inside the first bound on \(\sigma_{m}^{2}\), we get the lemma’s statement.
C. Analysis of Algorithm 1

C.1. Proof of Theorem 1

**Proof.** We start from conditional expectation

\[
\mathbb{E} \left[ \left\| x_{t+1} - x_* \right\|^2 \mid x_{t,m}^n \right] = \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} C(x_{t,m}^n) - x_* \right\|^2 \mid x_{t,m}^n \right]
\]

\[
\leq \mathbb{E} \left[ \frac{1}{M} \sum_{m=1}^{M} C(x_{t,m}^n) - x_* \right\|^2 + \left\| \frac{1}{M} \sum_{m=1}^{M} x_{t,m}^n - x_* \right\|^2
\]

\[
\leq \frac{\omega}{M^2} \sum_{m=1}^{M} \left\| x_{t,m}^n - x_{*,m}^n \right\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left\| x_{t,m}^n - x_{*,m}^n \right\|^2
\]

\[
\leq \frac{2\omega}{M^2} \sum_{m=1}^{M} \left\| x_{t,m}^n - x_{*,m}^n \right\|^2 + \frac{1}{M} \sum_{m=1}^{M} \left\| x_{t,m}^n - x_{*,m}^n \right\|^2 + \frac{2\omega}{M^2} \sum_{m=1}^{M} \left\| x_{*,m}^n \right\|^2
\]

\[
\leq (1 - \gamma \mu)^{n} \left( 1 + \frac{2\omega}{M} \right) \left\| x_t - x_* \right\|^2 + \frac{2\omega}{M} \sum_{m=1}^{M} \left\| x_{*,m}^n \right\|^2
\]

\[
+ 2 \left( 1 + \frac{2\omega}{M} \right) \gamma^3 \sigma_{rad}^2 \left( \sum_{j=0}^{n-1} (1 - \gamma \mu)^j \right).
\]

Using tower property we get

\[
\mathbb{E} \left[ \left\| x_{t+1} - x_* \right\|^2 \right] = \mathbb{E} \left[ \mathbb{E} \left[ \left\| x_{t+1} - x_* \right\|^2 \mid x_{t,m}^n \right] \right].
\]

Utilizing this property we have

\[
\mathbb{E} \left[ \left\| x_{t+1} - x_* \right\|^2 \right] \leq (1 - \gamma \mu)^{n} \left( 1 + \frac{2\omega}{M} \right) \mathbb{E} \left[ \left\| x_t - x_* \right\|^2 \right] + \frac{2\omega}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| x_{*,m}^n \right\|^2 \right]
\]

\[
+ 2 \left( 1 + \frac{2\omega}{M} \right) \gamma^3 \sigma_{rad}^2 \left( \sum_{j=0}^{n-1} (1 - \gamma \mu)^j \right).
\]

Unrolling this recursion we get

\[
\mathbb{E} \left[ \left\| x_{t+1} - x_* \right\|^2 \right] \leq \left( 1 - \gamma \mu \right)^{n} \left( 1 + \frac{2\omega}{M} \right)^T \left\| x_0 - x_* \right\|^2
\]

\[
+ \sum_{i=0}^{T-1} \left( 1 - \gamma \mu \right)^{n} \left( 1 + \frac{2\omega}{M} \right)^i \frac{2\omega}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| x_{*,m}^n \right\|^2 \right]
\]

\[
+ 2 \sum_{i=0}^{T-1} \left( 1 - \gamma \mu \right)^{n} \left( 1 + \frac{2\omega}{M} \right)^i \left( 1 + \frac{2\omega}{M} \right) \gamma^3 \sigma_{rad}^2 \left( \sum_{j=0}^{n-1} (1 - \gamma \mu)^j \right).
\]

Using assumption of compression operator we have

\[
(1 - \gamma \mu)^{n} \left( 1 + \frac{2\omega}{M} \right) \leq (1 - \gamma \mu)^{\frac{n}{2}}.
\]
Also let us look at last term:

\[
\left( 1 + \frac{2\omega}{M} \right) \left( \sum_{i=0}^{T-1} (1 - \gamma \mu)^i \right) \leq \sum_{i=0}^{T-1} (1 - \gamma \mu)^i \left( 1 + \frac{2\omega}{M} \right) \\
\leq \sum_{j=0}^{T-1} \left( (1 - \gamma \mu) \left( 1 + \frac{2\omega}{M} \right) \right)^j \\
\leq \sum_{i=0}^{T-1} (1 - \gamma \mu)^{\frac{M}{2}}.
\]

Moreover, we have this bound for geometric sequence:

\[
\left( \sum_{i=0}^{T-1} (1 - \gamma \mu)^{\frac{M}{2}} \right) \left( \sum_{j=0}^{n-1} (1 - \gamma \mu)^j \right) \leq \sum_{i=0}^{T-1} \sum_{j=0}^{n-1} (1 - \gamma \mu)^{\frac{M}{2} + j} \leq \frac{1}{\gamma \mu}.
\]

The same bound we have for the second sum:

\[
\left( \sum_{i=0}^{T-1} (1 - \gamma \mu)^{\frac{M}{2}} \right) \leq \frac{1}{\gamma \mu}.
\]

Finally, we have the following:

\[
\mathbb{E} \left[ \|x_{t+1} - x_*\|^2 \right] \leq (1 - \gamma \mu)^{\frac{M}{2}} \|x_0 - x_*\|^2 + \frac{2\mu \gamma^2}{M} \frac{1}{\gamma \mu} \sum_{m=1}^{M} \mathbb{E} \|x_{*,m}\|^2.
\]

Using Lemma we have

\[
\mathbb{E} \left[ \|x_{t+1} - x_*\|^2 \right] \leq (1 - \gamma \mu)^{\frac{M}{2}} \|x_0 - x_*\|^2 + \frac{2\mu \gamma L_{\text{max}}}{M} \frac{1}{\gamma \mu} \sum_{m=1}^{M} \mathbb{E} \|F_m(x_*)\|^2 + \frac{n \sigma_{\text{rad}}^2}{4} + \frac{2\omega}{M} \frac{1}{\gamma \mu} \sum_{m=1}^{M} \mathbb{E} \|x_{*,m}\|^2.
\]

\[\square\]

**D. Analysis of Algorithm 2 and Algorithm 3**

**D.1. Lemma 2**

For Algorithm 2 and Algorithm 3 the following inequality holds:

\[
\mathbb{E} \left[ \|x_{t+1} - x_*\|^2 \mid x_t, h_{t,m} \right] \leq \frac{\eta^2}{M^2} \sum_{m=1}^{M} \|x^n_{t,m} - h_{t,m}\|^2 + (1 - \eta) \|x_t - x_*\|^2 + \eta \frac{1}{M} \sum_{m=1}^{M} \|x^n_{t,m} - x^n_{*,m}\|^2.
\]
Proof. Let us use property of compression operator:

\[
\mathbb{E} \left[ ||x_{t+1} - x^*||^2 \mid x_t, h_{t,m} \right] = \mathbb{E} \left[ \left( (1 - \eta) x_t + \eta \frac{1}{M} \sum_{m=1}^{M} (C(x_{t,m}^n - h_{t,m}) + h_{t,m}) \right)^2 \mid x_t, h_{t,m} \right] \\
= \mathbb{E} \left[ \left( \eta \frac{1}{M} \sum_{m=1}^{M} C(x_{t,m}^n - h_{t,m}) - \eta \frac{1}{M} \sum_{m=1}^{M} (x_{t,m}^n - h_{t,m}) \right)^2 \mid x_t, h_{t,m} \right] \\
+ \left( (1 - \eta) x_t + \eta \frac{1}{M} \sum_{m=1}^{M} x_{t,m}^n - x^* \right)^2 \\
\leq \frac{\eta^2}{M^2} \omega \sum_{m=1}^{M} ||x_{t,m}^n - h_{t,m}||^2 + (1 - \eta) ||x_t - x^*||^2 + \eta \frac{1}{M} \sum_{m=1}^{M} ||x_{t,m}^n - x_{*,m}^n||^2.
\]

\[\blacksquare\]

D.2. Lemma 3

For Algorithm 2 and Algorithm 3 the following inequality holds:

\[
\mathbb{E} \left[ ||h_{t+1,m} - x_{*,m}^n||^2 \right] \leq (1 - \alpha) \mathbb{E} ||h_{t,m} - x_{*,m}^n||^2 + \alpha \mathbb{E} ||x_{t,m}^n - x_{*,m}^n||^2.
\]

Proof. Let us start from conditional expectation:

\[
\mathbb{E} \left[ ||h_{t+1,m} - x_{*,m}^n||^2 \mid x_{t,m}^n, h_{t,m} \right] = \mathbb{E} \left[ ||h_{t,m} + \alpha q_{t,m} - x_{*,m}^n||^2 \mid x_{t,m}^n, h_{t,m} \right] \\
\leq ||h_{t,m} - x_{*,m}^n||^2 + 2\alpha \langle h_{t,m} - x_{*,m}^n, \mathbb{E}[q_{t,m}] \rangle + \alpha^2 \mathbb{E} [||q_{t,m}||^2] \\
\leq ||h_{t,m} - x_{*,m}^n||^2 + 2\alpha \langle h_{t,m} - x_{*,m}^n, x_{t,m}^n - h_{t,m} \rangle \\
+ \alpha^2 (\omega + 1) ||x_{t,m}^n - h_{t,m}||^2 \\
\leq ||h_{t,m} - x_{*,m}^n||^2 + 2\alpha \langle h_{t,m} - x_{*,m}^n, x_{t,m}^n - h_{t,m} \rangle \\
+ \alpha ||x_{t,m}^n - h_{t,m}||^2 \\
= ||h_{t,m} - x_{*,m}^n||^2 + \alpha \langle 2h_{t,m} - 2x_{*,m}^n + x_{t,m}^n - h_{t,m}, x_{t,m}^n - h_{t,m} \rangle.
\]

Let us consider last term:

\[
\langle 2h_{t,m} - 2x_{*,m}^n + x_{t,m}^n - h_{t,m}, x_{t,m}^n - h_{t,m} \rangle \\
= \langle h_{t,m} - x_{*,m}^n + x_{t,m}^n - x_{*,m}^n, x_{t,m}^n - h_{t,m} - (h_{t,m} - x_{*,m}^n) \rangle \\
= -||h_{t,m} - x_{*,m}^n||^2 + ||x_{t,m}^n - x_{*,m}^n||^2.
\]

\[\blacksquare\]

Using this result and previous inequality we get the following:

\[
\mathbb{E} \left[ ||h_{t+1,m} - x_{*,m}^n||^2 \mid x_{t,m}^n, h_{t,m} \right] \leq (1 - \alpha) ||h_{t,m} - x_{*,m}^n||^2 + \alpha ||x_{t,m}^n - x_{*,m}^n||^2.
\]

Taking full expectation we finish the proof.

D.3. Lemma 6

For completeness we include the proof of important theorem introduced in Mishchenko et al. (2021). Suppose that each \( f_i \) is \( L \)-smooth and \( \mu \)-strongly convex. Then the inner iterates satisfy

\[
\mathbb{E} \left[ ||x_{t+1}^i - x^*||^2 \right] \leq \left( 1 - \gamma \mu \right) \mathbb{E} \left[ ||x_{t}^i - x^*||^2 \right] - 2\gamma (1 - \gamma L) \mathbb{E} \left[ Df_{pi} (x_{t}^i, x^*) \right] + 2\gamma^3 \sigma_{rad}^2.
\]
Proof. By definition of $x_{t+1}^i$ and $x_{s}^i$, we have
\[
E \left[ \left\| x_{t+1}^i - x_{s}^i \right\|^2 \right] = E \left[ \left\| x_{t}^i - x_{s}^i \right\|^2 \right] - 2\gamma E \left[ \langle \nabla f_{\pi_i} (x_t^i) - \nabla f_{\pi_i} (x_s), x_t^i - x_s^i \rangle \right] + \gamma^2 E \left[ \left\| \nabla f_{\pi_i} (x_t^i) - \nabla f_{\pi_i} (x_s) \right\|^2 \right].
\]
Note that the third term can be bounded as
\[
\left\| \nabla f_{\pi_i} (x_t^i) - \nabla f_{\pi_i} (x_s) \right\|^2 \leq 2L \cdot D_{f_{\pi_i}} (x_t^i, x_s).
\]
Using the three-point identity we get
\[
\langle \nabla f_{\pi_i} (x_t^i) - \nabla f_{\pi_i} (x_s), x_t^i - x_s^i \rangle = D_{f_{\pi_i}} (x_t^i, x_s) + D_{f_{\pi_i}} (x_s, x_s) - D_{f_{\pi_i}} (x_t^i, x_s).
\]
Combining these bounds we have
\[
E \left[ \left\| x_{t+1}^i - x_{s}^i \right\|^2 \right] \leq E \left[ \left\| x_{t}^i - x_{s}^i \right\|^2 \right] - 2\gamma E \left[ \left\| D_{f_{\pi_i}} (x_t^i, x_s) \right\| \right] + 2\gamma E \left[ \left\| D_{f_{\pi_i}} (x_s, x_s) \right\| \right] - 2\gamma (1 - \gamma L) E \left[ \left\| D_{f_{\pi_i}} (x_t^i, x_s) \right\| \right].
\]
Using $\mu$-strong convexity of $f_{\pi_i}$, we derive
\[
\frac{\mu}{2} \left\| x_t^i - x_s^i \right\|^2 \leq D_{f_{\pi_i}} (x_t^i, x_s).
\]
Using definition of shuffling radius we have
\[
E \left[ D_{f_{\pi_i}} (x_s, x_s) \right] \leq \max_{i=1,\ldots,n} \ E \left[ D_{f_{\pi_i}} (x_s, x_s) \right] = \gamma^2 \sigma_{rad}^2.
\]
Putting all bounds together we get result.

D.4. Proof of Theorem 3

Proof. Let us define the Lyapunov function:
\[
\Psi_t = \left\| x_t - x_s \right\|^2 + \frac{4\eta^2 \omega}{\alpha M} \frac{1}{M} \sum_{m=1}^{M} \left\| h_{t,m} - x_{*,m}^n \right\|^2.
\]
Now we use Lemma 2 and Lemma 3:
\[
E \left[ \Psi_{t+1} \right] = E \left[ \left\| x_{t+1} - x_s \right\|^2 \right] + \frac{4\eta^2 \omega}{\alpha M} \frac{1}{M} \sum_{m=1}^{M} E \left[ \left\| h_{t+1,m} - x_{*,m}^n \right\|^2 \right]
\]
\[
\leq \frac{2\eta^2}{M^2} \omega \sum_{m=1}^{M} E \left[ \left\| x_{t,m}^n - x_{*,m}^n \right\|^2 \right] + \frac{2\eta^2}{M^2} \omega \sum_{m=1}^{M} E \left[ \left\| h_{t,m} - x_{*,m}^n \right\|^2 \right] + (1 - \eta) E \left[ \left\| x_t - x_s \right\|^2 \right]
\]
\[
+ \eta \left( 1 - \frac{\alpha}{2} \right) \frac{1}{M} \sum_{m=1}^{M} E \left[ \left\| h_{t,m} - x_{*,m}^n \right\|^2 \right] + \frac{4\eta^2 \omega}{\alpha M} \sum_{m=1}^{M} E \left[ \left\| h_{t,m} - x_{*,m}^n \right\|^2 \right] + \frac{4\eta^2 \omega}{\alpha M} \sum_{m=1}^{M} E \left[ \left\| h_{t,m} - x_{*,m}^n \right\|^2 \right].
\]
Using Lemma 6 and Theorem 2 from Mishchenko et al. (2021) we have
\[
E \left[ \Psi_{t+1} \right] \leq \frac{4\eta^2 \omega}{\alpha M} \left( 1 - \frac{\alpha}{2} \right) \frac{1}{M} \sum_{m=1}^{M} E \left[ \left\| h_{t,m} - x_{*,m}^n \right\|^2 \right] + \left( 1 - \eta + \eta(1 - \gamma \mu) n + \frac{6\eta^2 \omega}{M} (1 - \gamma \mu) n \right) E \left[ \left\| x_t - x_s \right\|^2 \right]
\]
\[
+ \left( \alpha + \frac{2\eta^2 \omega}{M} \right) 2\gamma^3 \sigma_{rad}^2 \left( \sum_{j=0}^{n-1} (1 - \gamma \mu)^j \right).
\]
Using the condition \( \eta \leq \min \left( 1, \frac{(1-(1-\gamma\mu)^n)M}{12\omega(1-\gamma\mu)^n} \right) \) we have

\[
\mathbb{E}[\Psi_{t+1}] \leq \max \left( 1 - \frac{\alpha}{2}, 1 - \eta \frac{(1-(1-\gamma\mu)^n)}{2} \right) \mathbb{E}[\Psi_t] + \left( \alpha + \eta + \frac{2\eta^2\omega}{M} \right) 2\gamma^3\sigma^2_{rad} \left( \sum_{j=0}^{n-1} (1-\gamma\mu)^j \right)
\]

Note that we have the following inequality:

\[
1 - \gamma\mu \leq 1 - \frac{1}{2} \eta \left( 1 - (1-\gamma\mu)^n \right)
\]

\[
-\gamma\mu \leq -\frac{1}{2} \eta \left( 1 - (1-\gamma\mu)^n \right)
\]

\[
\gamma\mu \geq \frac{1}{2} \eta \left( 1 - (1-\gamma\mu)^n \right).
\]

We have it since \( 0 < \eta \leq 1 \) and \( n > 1 \), so we have

\[
\gamma\mu \geq \frac{1}{2} \left( 1 - (1-\gamma\mu)^n \right)
\]

\[
\gamma\mu \geq \frac{1}{2} \left( 1 - (1-\gamma\mu) \right)
\]

\[
1 \geq \frac{1}{2}.
\]

Unrolling this recursion finishes the proof.

\[\square\]

**Lemma 4**

For completeness we include the proof of important theorem introduced in Malinovsky et al. (2021). Suppose that the functions \( f_1, \ldots, f_n \) are \( \mu \)-strongly convex and \( L \)-smooth. Fix constant \( 0 < \delta < 1 \). If the stepsize satisfies \( \gamma \leq \frac{\delta}{L} \sqrt{n^2 L} \) and if number of functions is sufficiently big:

\[
n > \log \left( \frac{1}{1-\delta^2} \right) \cdot \left( \log \left( \frac{1}{1-\gamma\mu} \right) \right)^{-1}
\]

and

\[
\delta^2 \leq (1-\gamma\mu)^\frac{n}{2} (1 - (1-\gamma\mu)^\frac{n}{2}).
\]

\[
\mathbb{E} \left[ \| x_t^n - x_*^n \|^2 \right] \leq (1 - \gamma\mu)^n \mathbb{E} \left[ \| x_t^n - x_*^n \|^2 \right],
\]

then we have

\[
\mathbb{E} \left[ \| x_t^n - x_*^n \|^2 \mid x_t \right] \leq (1 - \gamma\mu)^n \| x_t - x_* \|^2 + \frac{\gamma^3Ln}{2} \sigma^2 \left( \sum_{i=0}^{n-1} (1-\gamma\mu)^i \right)
\]

**Proof.** We start from Theorem 1 in Mishchenko et al. (2020):

\[
\mathbb{E} \left[ \| x_t^n - x_*^n \|^2 \mid x_t \right] \leq (1 - \gamma\mu)^n \| x_t - x_* \|^2 + \frac{\gamma^3Ln}{2} \sigma^2 \left( \sum_{i=0}^{n-1} (1-\gamma\mu)^i \right)
\]

Using property of geometric progression we can have an upper bound \( \sum_{i=0}^{n-1} (1-\gamma\mu)^i \leq \frac{1}{\gamma\mu} \):

\[
\mathbb{E} \left[ \| x_t^n - x_*^n \|^2 \mid x_t \right] \leq (1 - \gamma\mu)^n \| x_t - x_* \|^2 + \frac{\gamma^2Ln}{2\mu} \sigma^2.
\]
Using Lemma 1 in Malinovsky et al. (2021) we get
\[
\mathbb{E} \left[ \| x^n_t - x^n \|_2^2 \mid x_t \right] \leq \left( 1 - \gamma \mu \right)^n + \frac{2\gamma^2 L^3 n}{\mu} \| x_t - x^* \|_2^2.
\]
Let us use \( \gamma \leq \frac{\delta}{L} \sqrt{\frac{\mu}{2n \delta^2}} \). To get convergence we need
\[
(1 - \gamma \mu)^n + \delta^2 < 1.
\]
This leads to the following inequality:
\[
n > \log \left( \frac{1}{1 - \delta^2} \right) \cdot \log \left( \frac{1}{1 - \gamma \mu} \right)^{-1}.
\]
Also assume
\[
\delta^2 \leq (1 - \gamma \mu)^2 (1 - (1 - \gamma \mu)^2).
\]
Putting this into bound finishes the proof.

D.5. Lemma 5
For completeness we include the proof of important lemma introduced in Malinovsky et al. (2021).
Assume that each \( f_i \) is \( L \)-smooth and convex. If we apply the linear perturbation reformulation \( 6 \), then the variance of reformulated problem satisfies the following inequality:
\[
\hat{\sigma}^2 \leq 4L^2 \| y_t - x^* \|_2^2.
\]
**Proof.**
\[
\hat{\sigma}^2 = \frac{1}{n} \sum_{i=1}^{n} \| \nabla f_i (x^*) - \nabla f_i (y_t) + \nabla f (y_t) - \nabla f (x^*) \|_2^2
\]
Using Young’s inequality we have
\[
\hat{\sigma}^2 \leq \frac{1}{n} \sum_{i=1}^{n} \left( 2 \| \nabla f_i (y_t) - \nabla f_i (x^*) \|_2^2 + 2 \| \nabla f (y_t) - \nabla f (x^*) \|_2^2 \right)
\]
\[
\leq \frac{1}{n} \sum_{i=1}^{n} 4L_i D_{f_i} (y_t, x^*) + \frac{1}{n} \sum_{i=1}^{n} 4LD_f (y_t, x^*)
\]
\[
\leq 4LD_f (y_t, x^*) + 4LD_f (y_t, x^*)
\]
\[
= 8LD_f (y_t, x^*)
\]
\[
\leq 4L^2 \| y_t - x^* \|_2^2.
\]

D.6. Proof of Theorem 4
The proof is similar to the proof of 3.

**Proof.** Let us define the Lyapunov function:
\[
\Psi_t = \| x_t - x^* \|_2^2 + \frac{4\eta^2 \omega}{\alpha M} \sum_{m=1}^{M} \| h_{t,m} - x^*_{m} \|_2^2.
\]
Now we use Lemma 2 and Lemma 3:

\[
\mathbb{E}[\Psi_{t+1}] = \mathbb{E}\|x_{t+1} - x_s\|^2 + 4\eta^2 \omega \frac{1}{\alpha M} \sum_{m=1}^{M} \mathbb{E}\|h_{t+1,m} - x_{s,m}\|^2
\]

\[
\leq 2\eta^2 M^2 \omega \sum_{m=1}^{M} \mathbb{E}\|x_{t,m}^n - x_{s,m}^n\|^2 + 2\eta^2 M \sum_{m=1}^{M} \mathbb{E}\|h_{t,m} - x_{s,m}\|^2 + (1 - \eta)\mathbb{E}\|x_t - x_s\|^2
\]

\[
+ \eta \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}\|x_{t,m}^n - x_{s,m}^n\|^2 + 4\eta^2 \omega \frac{1}{\alpha M} (1 - \alpha) \sum_{m=1}^{M} \mathbb{E}\|h_{t,m} - x_{s,m}\|^2 + \frac{4\eta^2 \omega}{\alpha M} \alpha \sum_{m=1}^{M} \mathbb{E}\|x_{t,m}^n - x_{s,m}^n\|^2.
\]

Using Lemma 5 and Theorem 3 from Malinovsky et al. (2021) we have

\[
\mathbb{E}[\Psi_{t+1}] \leq \frac{4\eta^2 \omega}{\alpha M} \left(1 - \frac{\alpha}{2}\right) \frac{1}{M} \sum_{m=1}^{M} \mathbb{E}\|h_{t,m} - x_{s,m}\|^2 + \left(1 - \eta + \eta (1 - \gamma \mu)^{\frac{2}{2}} + \frac{6\eta^2 \omega}{M} (1 - \gamma \mu)^{\frac{2}{2}}\right)\mathbb{E}\|x_t - x_s\|^2
\]

\[
+ \left(\alpha + \eta + \frac{2\eta^2 \omega}{M}\right) 2\gamma^2 L \sum_{m=1}^{M} \|\nabla F_m(x_s)\|^2 \left(\sum_{j=0}^{n-1} (1 - \gamma \mu)^j\right)
\]

Using the condition \(\eta \leq \min\left(1, \frac{(1 - (1 - \gamma \mu)^{\frac{2}{2}})M}{12 \omega (1 - \gamma \mu)^{\frac{2}{2}}}\right)\) we have

\[
\mathbb{E}[\Psi_{t+1}] \leq \max\left(1 - \frac{\alpha}{2}, 1 - \frac{\eta (1 - (1 - \gamma \mu)^{\frac{2}{2}})}{2}\right) \mathbb{E}[\Psi_t]
\]

\[
+ \left(\alpha + \eta + \frac{2\eta^2 \omega}{M}\right) 2\gamma^2 L \sum_{m=1}^{M} \|\nabla F_m(x_s)\|^2 \left(\sum_{j=0}^{n-1} (1 - \gamma \mu)^j\right)
\]

Unrolling this recursion as we did previously finishes the proof.