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The f-electron spectral function of the Falicov-Kimball model is calculated within the dynamical mean-field theory using the numerical renormalization group method as the impurity solver. Both the Bethe lattice and the hypercubic lattice are considered at half filling. For small \( U \) we obtain a single-peaked f-electron spectral function, which for zero temperature exhibits an algebraic (X-ray) singularity \( (\omega \rightarrow 0) \) for \( \omega \rightarrow 0 \). The characteristic exponent \( \alpha \) depends on the Coulomb (Hubbard) correlation \( U \). This X-ray singularity cannot be observed when using alternative (Keldysh-based) many-body approaches. With increasing \( U \), \( \alpha \) decreases and vanishes for sufficiently large \( U \) when the f-electron spectral function develops a gap and a two-peak structure (metal-insulator transition).

PACS numbers: 71.27.+a, 71.20.Eh

I. INTRODUCTION:

One of the simplest lattice models for strongly correlated electron systems, the Falicov-Kimball model (FKM), consists of two types of spinless electrons, delocalized band \( (c-) \) electrons, localized f-electrons and a local Coulomb (Hubbard) interaction between \( c- \) and f-electron at the same site. The FKM Hamiltonian reads

\[ H = - \sum_{ij} t_{ij} c_i^\dagger c_j + \varepsilon_c \sum_i c_i^\dagger c_i + \varepsilon_f \sum_i f_i^\dagger f_i + U \sum_i c_i^\dagger c_if_i^\dagger f_i, \]

where \( \varepsilon_f \) denotes the one-particle energy of the f-electrons, \( \varepsilon_c \) the band center of the c-electrons, \( t_{ij} \) the c-electron hopping between site \( i \) and \( j \) and \( U \) the Coulomb (Hubbard) correlation. This model can be interpreted as a simplified version of the one-band Hubbard model, where \( c \) and \( f \) translates to the label of the different spin orientations, and the hopping term for the f-spin type is set to zero. The FKM was originally introduced as a model for metal-insulator and valence transitions. It can also be interpreted as a model for crystalization (identifying the ”heavy” f-particles with the nuclei, the c-particles with the electrons and for \( U < 0 \)). Furthermore, the FKM is of interest for academic reasons, because it is the simplest, non-trivial lattice model for correlated electron systems, for which certain exact results are available; for a recent review see Ref. 1. Therefore, the FKM may serve as a test case and benchmark for any many-body method and approximation, because such a method can also be applied to the FKM and comparisons of the approximate and the available exact results may help to judge the value and possible limitations of such many-body techniques.

Brandt and Mielisch solved the FKM exactly in the limit of infinite spatial dimensions, \( d \rightarrow \infty \), by mapping the problem onto an effective single site subject to a complex bath. Thereby, the complex bath field mimics the dynamics of the surrounding electrons on the lattice. Since the local f-electron number is conserved, \([H, f_i^\dagger f_i] = 0\), the c-electron problem is solved independently from the dynamics of the f-electrons which are static. However, the presence or absence of an f-electron on the effective site induces a significant change for the conduction electrons: the presence of an f-electron switches on an additional scattering potential \( U \) for the conduction electrons. Brandt and Mielisch were able to derive an exact, explicit expression for the self-energy of the c-electrons \( \Sigma_c(z) \), which is a functional of the local c-electron Green function and the (fixed) local f-electron occupation numbers. This functional is essentially equivalent to that obtained in the Hubbard-III-approximation of the Hubbard model, i.e. this approximation becomes exact for the c-electron self-energy of the FKM in the limit \( d \rightarrow \infty \).

But despite the conservation of the f-electron occupation, the f-electrons have a highly non-trivial dynamics. For \( U = 0 \) the f-electron spectral function is simply a delta-function, but for finite \( U \) the spectral function broadens due to the interaction with the fluctuating c-electrons. The f-electron Green function \( G_f(z) \) of the FKM is much more involved and less trivial than the c-electron Green function \( G_c \), in particular a Hubbard-III-type self-energy functional does not become exact for the f-electrons. Even for large dimensions, where the mapping on an effective impurity problem holds, it is not possible to derive an explicit analytical expression for the f-electron self-energy functional \( \Sigma_f \). On the contrary, the evaluation of \( \Sigma_f \) is nearly as complicated as the self-energy of the full Hubbard model. For \( d \rightarrow \infty \), the first explicit numerical evaluation of \( G_f \) (or the f-electron spectral function \( \rho_f \), respectively) was performed by Brandt and Urbanek. They started from a nonequilibrium, Keldysh based many-body formalism using a discretization along the Kadanoff-Baym contour and a subtle analytical continuation to obtain the dependence on real frequency numerically. Only relatively few explicit results were presented in Ref. 3. Therefore, this Keldysh based analysis was repeated very recently by Freericks et al presenting much more explicit results and investigating also the accuracy of the results by checking sum rules and the dependence on the numerical...
discretization and the cutoff in the time integrals.

On the other hand, it is clear that the problem to calculate the f-electron Green function \( G_f(\tau) = -\langle T(f_i(\tau)f_i^\dagger) \rangle \) must be related to the X-ray threshold problem, because the creation of a core hole, with which the conduction electrons then interact, is related to the creation of an f-electron at a certain time as pointed out by Si et al. and Möller et al. As in the X-ray problem the non-interacting Fermi sea of c-electrons has to relax into an orthogonal ground state through an infinite cascade of particle-hole excitations after an f-electron has been added to the system by \( f_i^\dagger \). However, though the relation to the X-ray problem is known, no observations of the characteristic X-ray singularities were made in previous studies of \( G_f \) for the FKM.

In this paper, we apply a different method to the FKM, namely the dynamical mean-field theory (DMFT), i.e. the (exact) mapping of the \( d \to \infty \) problem on an effective impurity problem\(^\text{13}\), and Wilson’s numerical renormalization group approach (NRG)\(^\text{13}\), as the impurity solver. Within this DMFT/NRG the typical X-ray singularities, in fact, occur for \( G_f \) of the FKM. The spectral function of \( G_f \) exhibits a power law \( |\omega|^{-\alpha} \) divergence for the half-filled homogeneous solution at the chemical potential when \( T \to 0 \). Since the norm of the spectral function is finite, the upper limit for \( \alpha \) is one: \( \alpha < 1 \).

This new finding has not been previously discussed in the existing literature on the \( f \)-spectral function of the FKM. The power-law scaling of the \( f \)-spectra is related to an infra-red problem - due to the logarithmic discretization - can properly be resolved within the NRG. We will show that the exponent \( \alpha \) is proportional to the imaginary part of the bath field. Since small frequencies correspond to a very large time scale, this X-ray threshold behavior cannot be seen in the Keldysh contour approach by integrating the equation of motion in real time up to a finite cutoff in time. For sufficiently high temperatures, where the X-ray singularities no longer exist, our results are in good agreement with Ref.\(^\text{8}\).

Our investigation can also be motivated as a test or benchmark of the different possible (numerical) many-body methods, which can be applied to the FKM (and thus to correlated electron models, in general). To resolve fine structures on a small frequency scale (around the chemical potential) the DMFT/NRG is clearly superior to the Keldysh based method. Furthermore, the numerical efforts and resources needed are smaller by magnitudes; whereas supercomputers had to be used in Ref.\(^\text{8}\), our results can be obtained on conventional PCs (or laptops) needing only seconds of computation time. Finally, as a byproduct we obtain also the c-electron Green function \( G_c \) and self-energy \( \Sigma_c \) within the DMFT/NRG approach, which is known independently from the exact self-energy functional. Though it is known that the NRG is slightly less accurate in the reproduction of high-frequency features\(^\text{13}\) (just because of the logarithmic discretization and the resulting lower resolution at higher frequencies), very good agreement is obtained also for this quantity.

## II. THEORY

### A. Dynamical Mean Field Theory

The FKM was solved exactly for \( d \to \infty \) by Brandt and Mielsch. Using the locality of the self-energy \( \Sigma_c \), they showed that the local conduction electron Green function for the homogeneous phase must have the form

\[
G^{loc}_c(z) = \frac{1-n_f}{z+\mu-\varepsilon_c-\Gamma(z)} + \frac{n_f}{z+\mu-\varepsilon_c-\Gamma(z)-\hat{U}}
\]

since the local \( f \)-electron number is conserved: \([H, f_i^\dagger f_i] = 0\). \( n_f = \langle f_i^\dagger f_i \rangle \) is the average number of \( f \)-electrons at site \( i \), and the complex dynamical field \( \Gamma(z) \) contains the dynamics due to the coupling of the effective site to the remainder of the system (lattice). The local Green function \( G_c(z) \) can also be obtained from the self-energy \( \Sigma_c \)

\[
\Sigma_c(z) = z + \mu - \Gamma(z) - [G_c(z)]^{-1}
\]

via Hilbert transformation

\[
G^{lat}_{e}(z) = \int d\varepsilon \frac{\rho_0(\varepsilon)}{z+\mu-\varepsilon-\Sigma_c}
\]

\[
G^{lat}_{c}(z) = G^{loc}_{c}(z)
\]

For given \( f \)-occupation \( n_f \), Eqs.\(^\text{2,10}\) form a set of self-consistency equations from which the dynamical field \( \Gamma(z) \) and the self-energy \( \Sigma_c(z) \) can be calculated. To this end, the level position \( \varepsilon_f \) has to be adjusted such that the average \( f \)-occupation is given by \( n_f \). For a fixed total particle number \( n_{tot} \) per site - \( n_{tot} = n_f + n_c \) - the chemical potential is adjusted accordingly.

### B. Dynamical Properties of the Effective Site

The effective site can also be viewed as an effective single impurity Anderson model (SIAM)\(^\text{11,15,16,17}\).

\[
H_{eff} = (\varepsilon_c-\mu)c^\dagger c + (\varepsilon_f-\mu)f^\dagger f
\]

\[
+ \int d\varepsilon \varepsilon d\varepsilon d\varepsilon + U n \hat{n}_f
\]

\[
+ \int d\varepsilon V \sqrt{\rho_{tot}(\varepsilon)} (d^\dagger c + c^\dagger d\varepsilon) \]

with an energy dependent hybridization function \( \Delta(\varepsilon) = V^2 \rho_{tot}(\varepsilon) = 3m\Gamma(\varepsilon-i0^+) \) describing the coupling of the \( c \)-electron to a fictitious bath of "conduction electrons" created by \( d^\dagger \) with density of states (DOS) \( \rho_{tot}(\varepsilon) \). The \( f \)-electron does not interact with the bath field. The
hybridization strength $V$ is chosen to be constant and defined via
\[ \pi V^2 = \int d\varepsilon \Delta(\varepsilon) \] (7)
and the DOS of the (fictitious) $d$ conduction electrons is given by $\rho_{cd}(\varepsilon) = \Delta(\varepsilon)/(\pi V^2)$.

Using the equation of motion for Fermionic Green functions,
\[ z \ll [A,B](\varepsilon) = \{[A,H],[B]\}(\varepsilon) \] (8)
with the commutators $[c,H_{eff}]$ and $[f,H_{eff}]$, it is straightforward to derive two exact relations for the local parameter set to zero.

Parameterizing the Green functions via a self-energy with the hybridization function $\Delta(\varepsilon)$, only a uni-

cyclic sequence of dimensionless NRG Hamiltonians:
\[ \hat{H} = \sum_{n,m} \left\{ \langle n|\rho(\varepsilon)|m\rangle \right\} \] (9)
\[ \rho_{AB}(\varepsilon) = \frac{1}{\pi} \sum_{n,m} (e^{-\beta E_n} + e^{-\beta E_m}) A_{nm} B_{mn} \]
\[ \times \delta(\varepsilon - E_n - E_m) \] (10)
where the matrix elements $A_{nm} = \langle n|A|m\rangle$ are calculated using an eigenbasis of the Hamiltonian $H$, $H|n\rangle = E_n|n\rangle$. The spectral functions of $G_{c,f}$ and $F_{c,f}$ are obtained from their Lehmann representation by broadening the $\delta$-function of the discrete spectrum on a logarithmic scale, i.e. $\delta(\varepsilon - E) \to e^{-\varepsilon^2/4} e^{-(\log(\varepsilon/E)/b)} / (\sqrt{\pi b}|E|)^{b_{c,f}}$. The broadening parameter is usually chosen as $0.5 < b < 1$, and we used $b = 0.8$. In order to minimize the broadening error, the physical Green functions are calculated indirectly using the self-energies $\Sigma_{c,f}(\varepsilon)$ given by Eqs. (11) and (12). The self-energy $\Sigma_c$ is redundant at this point since it was already obtained from the self-consistency cycle Eqs. (11, 12). However, it can be used to quantify the discretization error of the NRG, especially at high $\varepsilon$ energies. Since the $f$-electrons do not hybridize, only a spinless bath must be considered which makes the NRG calculations extremely fast.

C. The Numerical Renormalization Group (NRG)

The Hamiltonian is solved using the NRG. The core of the NRG approach is a logarithmic energy discretization of the effective $d$-conduction band around the Fermi energy, $\omega_n = \pm DA^{-n}$ and $\Lambda > 1$, and a unitary transformation of the basis $d_{\omega_n} + d_{-\omega_n}$. Only $b_0$ couples directly to the impurity degrees of freedom. Eq. (10) is recasted as a double limit of a sequence of dimensionless NRG Hamiltonians:
\[ \hat{H} = \lim_{\Lambda \to 1^+} \lim_{N \to \infty} \left\{ D_{\Lambda} \Lambda^{-(N-1)/2} \hat{H}_N \right\} \] (11)
with $D_{\Lambda} = D(1 + \Lambda^{-1})/2$, and
\[ \hat{H}_N = \Lambda^{N-1} \left\{ \left(\frac{\varepsilon + \mu}{\Lambda} \right)^{1/2} + \frac{\varepsilon_c - \mu}{\Lambda^{N-1}} \right\} \]
\[ + \left( V b_0^\dagger c + \text{H.c.} \right) \]
\[ + \sum_{n=0}^{N-1} \Lambda^{-\frac{n}{2}} \left\{ \alpha_{n+1} b_{n+1} + \text{H.c.} \right\} + \sum_{n=0}^{N} \Lambda^{-\frac{n}{2}} \eta_n b_n^\dagger b_n \]
\( \hat{V} \) is related to the hybridization width $V = D_{\Lambda} \hat{V}$
\[ \pi V^2 = \int d\varepsilon \Delta(\varepsilon) \] (14)
while the pre-factor $\Lambda^{(N-1)/2}$ guarantees that the low-
lying excitations of $\hat{H}_N$ are of order one for all $\Lambda_{\nu}^{12}$. The energy dependent hybridization function $\Delta(\varepsilon)$ de-
determines the coefficients $\xi_n$ by performing the unitary transformation from the basis $d_{\omega_n}$ to $b_n$.

The NRG is used to calculate the spectral function of the Green function for the Fermionic operators $A$ and $B$
\[ \rho_{AB}(\varepsilon) = \frac{1}{\pi} \sum_{n,m} (e^{-\beta E_n} + e^{-\beta E_m}) A_{nm} B_{mn} \]
\[ \times \delta(\varepsilon - E_n - E_m) \] (15)
III. RESULTS

A. Spectral functions for $T \to 0$

We investigate the FK model for the particle-hole symmetric case in the absence of a symmetry breaking using two different densities of states (DOS) for the unperturbed conduction electrons on the underlying lattice, namely a semi-circular DOS $\rho_0(\varepsilon) = \sqrt{4 - (\varepsilon/t)^2}/(2\pi t^2)$ (Bethe lattice) and a Gaussian DOS, $\rho_0(\varepsilon) = \text{exp}(-\varepsilon^2/(2\pi t^2))$ (hyper-cubic lattice). The energy unit will be $t^*$ throughout the paper. At half filling, $\eta_{\text{tot}} = 1$, and for a given set of parameters $\mu = U/2, \varepsilon_c = \varepsilon_f = 0$, we solved the Eqs. (11, 12) self-
consistently to determine the bath field $\Gamma(\varepsilon)$. Its imagi-
ary part $\Delta(\varepsilon) = 3m\Gamma(\varepsilon - i0^+)$ is used in the algorithm described in $^{12}$ to determine the parameter $\xi_n$ which en-
ters the NRG of the effective site of the problem; one has $\eta_n = 0$ in the particle-hole symmetric case for all $n$. 
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As mentioned before, the self-energy Σc provided by
the NRG is a redundant quantity. However, we ob-
tain \( G^{\text{lat}}_{\text{NRG}} \) from Eqn. 4 as well as \( G^{\text{loc}}_{\text{NRG}} \) via
\( G^{\text{loc}}_{\text{NRG}} = [z + μ - ε_c - Γ(z) - Σ_c(z)]^{-1} \) (cf. Eqn. 3) which we compare with the exact result from the self-
consistency equations (2-5). Their spectral functions are
plotted in figure 1 for two different values of \( U \) and two
different DOS \( ρ_0(ε) \). Fig. 1(a) shows a comparison for
\( U = 1 \) using the Gaussian DOS \( ρ_0(ε) \) while the spectral functions for the semi-circular DOS and \( U = 2 \) are plot-
ted in 1(b). The agreement is very good. For \( |ω| → 0 \),
the three spectral functions coincide within the numeri-
cal error, a sign of a highly accurate calculation of the
spectral function for low frequencies due to the equa-
tion of motion. For large frequencies, the NRG spectral func-
tions tend to be broadened too much which also yields
an overestimation of the imaginary part of the self-energy
\( Σ_c \). Therefore \( ρ^{\text{lat}}_{\text{NRG}}(NRG) \equiv \Im mG^{\text{lat}}_{\text{NRG}}(ω−i0^+)/(4π \) turns out to be slightly smaller than \( ρ^{\text{loc}}_{\text{NRG}} \) for large
frequencies. This error is controlled by the NRG discret-
ization parameter Λ and can be reduced by reducing
Λ while simultaneously increasing the number of states
\( N_s \) kept after each NRG iteration. For our calculation,
we used \( N_s = 500 \) and \( Λ = 1.6 \). We like to emphasize
that we only need to add a spin-less chain link in each
NRG iteration which increases the number of states by a
factor of 2 contrary to the usual single impurity Anderson
or Kondo model where 4 states are needed to describe
a new chain link which makes the NRG calculations ex-
tremely fast as mentioned before.

Two discretization errors determine the deviation of the
high energy curves: the discretization errors in the
determination of the NRG hopping parameters \( ξ_n \) by av-
eraging \( Δ(ω) \) over the energy intervals \( D[Λ^{−n}, Λ^{−n+1}] \)
and the artificial broadening of the \( δ \)-function in the
Lehmann representation of the spectral function [15]. It
is known that the latter is partially compensated using
the equation of motion. These systematic errors occur
in all applications of the NRG as solver of the effective
single-site problem in the dynamical mean field theory.
However, these errors do not have any influence on the
spectral properties for \( |ω| → 0 \). Here, the NRG furnishes
an unprecedented resolution due to the logarithmic dis-
cretization of the energy mesh. This enables us to reveal
the X-ray properties of the \( f \)-spectral function not vis-
ible in the previously published calculations [16], because
the –in principle exact– method used there requires a dis-
cretization and time cutoff in the numerical evaluation
limiting the accessible resolution.

![FIG. 1: Spectral function of the c-Green function of the ef-
fective site (solid line), the lattice c-Green function, Eqn. 4, (dashed line) both calculated using the NRG, in comparison
with the exact solution obtained from Eqns. 2 (dotted-
dashed line) for (a) a Gaussian DOS \( ρ_0(ε) \) and \( U=1 \) and (b)
a semi-circular DOS \( ρ_0(ε) \) and \( U = 2 \) for \( T → 0 \). NRG pa-
rameters: \( Λ = 1.6, N = 500, b = 0.55 \).](image1)

![FIG. 2: \( f \)-spectral function for different \( U \) for the semi-
circular \( ρ_0(ε) \). (a) shows the spectra on a linear-log scale,
(b) the same data on a log-log scale for positive frequencies.
For \( |ω| → 0 \), the spectral function has an algebraic singular-
ularity: \( ρ_{f}(ω) \propto |ω|^{-\alpha} \). The inset of (b) displays the lin-
ear dependence of \( α \) on the dimensionless coupling con-
stant \( g = Vρ_{\text{eff}}(0) \) for the metallic case \( g > 0 \). With increasing \( U \),
g decreases monotonically. NRG parameters as in Fig. 1](image2)
is shown in Fig. 2 for $T \to 0$. Clearly visible in the linear-log plot (a) is the divergence of the spectral function for $|\omega| \to 0$, while Fig. 2 (b) reveals its algebraic nature for the metallic case ($g > 0$): $\rho_f(\omega) \propto |\omega|^{-\alpha}$. The $f$-Green function describes the response of the system to the addition or removal of an $f$-electron onto a lattice site. This process suddenly changes the Coulomb potential for the itinerant conduction electrons. Since the $f$-electron number is conserved in the absence of a $t_{ff}$-hopping matrix element, the bath conduction electrons have to relax to the new ground state under the presence of the time-independent additional scattering potential in a similar way as in the X-ray edge problem. This infinite cascade of particle-hole excitations generates a logarithmic slow-down which yields an algebraic singularity in the spectral function $\rho_f(\omega)$. The connection between these two problems is mentioned in Refs. 9,10, for instance. But previous calculations of the $f$-spectral functions do not reveal this feature since the method used there is based on a real time integration along Keldysh contours. In order to see the algebraic singularities, numerical integrations at $T = 0$ to exponentially large time scales would have to be performed, which is not possible in practice also because of the possible accumulation of numerical errors.

The inset of Fig. 2(b) shows the dependence of the exponent $\alpha$ on the dimensionless coupling constant $g = V\rho_{\text{eff}}(0) = 3m\Gamma(0-i0^+/)(V\pi)$ at the chemical potential. With increasing $U$, $g$ is monotonically decreasing. At the same time, the exponent $\alpha$ is also reduced as can be seen in Fig. 2 (b). We find a linear connection between $g$, which is implicitly $U$ dependent, and the exponent $\alpha$. A relation between $U$ and $\alpha$ was already discussed in Ref. 8. There –for the (unphysical) assumption of a Lorentzian unperturbed DOS– a mapping on Nozieres’ original X-ray problem was made. But obviously the exponent $\alpha$ obtained within our DMFT/NRG treatment approaches 0 at a critical interaction strength $U_c$, at which the metal-insulator transition sets in, whereas no critical $U_c$ is obtained in Ref. 8 probably because only a single-impurity (and no selfconsistent DMFT-scheme) is considered there. Since the total spectral weight of $\rho_f$ is 1, the integral over a small interval around zero, on which the power law behavior is valid, must be finite, too, i.e.

$$\int_{-\eta}^\eta d\omega \rho_f(\omega) = a \int_{-\eta}^\eta d\omega |\omega|^{-\alpha} < 1$$

Therefore, $\alpha < 1$ must hold. The exponent $\alpha$ obtained by a power-law fit to the spectral function up to $|\omega| \approx 10^{-8}$ is consistent with this analytical requirement.

Figure 3 shows the evolution of the $f$-spectral function $\rho_f(\omega)$ for a Gaussian unperturbed DOS $\rho_0(\omega)$ as function of $U$ for the same NRG parameter as in Fig. 2. In the chosen units, the square of the effective hybridization strength, $V^2 = 0.5$ is half the size of the value for $V^2$ for the semi-circular DOS. Therefore, the metal-insulator transition occurs at a smaller value of $U$. Setting aside this difference and the slightly different shapes, the spectra are similar. As expected, the spectral functions also show a power law behavior for $|\omega| \to 0$.

We have also checked the basic sum rules $\rho_f$ has to fulfill. Whereas the basic rules $\int d\omega \rho_f(\omega) = 1$, $\int d\omega \rho_f(\omega) |\omega| = 0.5$ and $\int d\omega \rho_f(\omega) |\omega|^2 = U^2/4$ are exactly fulfilled, the rules $\int d\omega \rho_f(\omega) |\omega|^3 = U^3/4$ is slightly violated within our NRG-scheme. We obtain a proportionality to $U^2$ but with a larger prefactor, probably as the NRG is less accurate at higher frequencies which get a higher weight due to the exponential behavior.

**B. $f$-Electron Self-energy**

The imaginary part of $\Sigma_f(\omega-i0^+)$ is shown in Fig. 3 for 4 different values of $U$ and a semi-circular unperturbed DOS. For the metallic case, $U = 0.5, 1, 1.8 < U_c$, $3m\Sigma_f(\omega-i0^+) \to 0$ for $\omega \to 0$ as expected from the suppressed scattering processes on conduction electrons. However, obviously we observe here again a non-analytic, power-law behavior. Therefore, the $f$-electron spectral
function and self-energy of the FKM provides for an example and paradigm of a system exhibiting non Fermi liquid behavior. As it is well known, for a normal Fermi liquid the self-energy imaginary part has to vanish according to an \( \omega \)-behavior at the chemical potential. But here we have obviously no \( \omega \)-behavior but a non-analytic vanishing of \( \Im m \Sigma_f(\omega) \). Via \( G_f = [z - \varepsilon_f - \Sigma_f(z)]^{-1} \) this non-analytic self-energy behavior translates to a divergence in the spectral function for \( |\omega| \to 0 \). Above a critical value of the Coulomb interaction \( U \), namely for \( U = 2.2 > U_c \), the solution of the DMFT yields an insulating behavior, i.e. a gap in the \( f \)-electron spectral function. Then, the imaginary part of \( \Sigma_f(\omega - i\delta^+) \) has an additional \( \delta(\omega) \) peak, i.e. there \( \Sigma_f(\omega - i\delta^+) \) has a pole at \( \omega = 0 \), which leads to a vanishing \( f \)-spectral function in the energy-gap around the chemical potential. This metal insulator transition observed here is similar to the Mott-Hubbard transition occurring for the Hubbard model and for the \( c \)-electron spectral function of the FKM.

### C. Finite Temperature

We used a newly developed finite temperature algorithm, as described in appendix A, to calculate the NRG spectral functions which enter the Eqns. for the local self-energies, \( \Sigma_{l} \) and \( \Sigma_{f} \). Figure 5 shows the \( f \)-spectral function for different temperatures in the metallic phase for \( U = 1.5 \). At high temperatures, the peak at \( \omega = 0 \) is rather broad. Lowering the temperature, the algebraic singularity clearly gradually develops. Since we have established its existence in the normal metallic phase in the previous section, we truncated the height of the \( \rho(\omega) \)-axis in favor of the high temperature spectral information. These results agree nicely with those obtained recently by Freericks et. al.\(^8\), compare their Fig. 6. Since they obtain their spectral function at finite temperature by integration in the time domain, their spectral function is resolution limited by the largest time \( t_l \) of the numerical integration, \( \omega_{\text{min}} = 1/t_l \). For \( T \to 0 \), they extrapolate \( \rho_f(0) \) to a finite value, which is essentially displayed in the inset in Fig. 6 of Ref. 8. However, our work shows that \( \rho_f(0, T \to 0) \to \infty \) with a power law \( \rho_f(\omega) \propto |\omega|^{-\alpha} \) which could not be seen in Ref. 8 because of the limited frequency resolution inherent to the method used. Figure 6 displays the evolution of the finite temperature \( f \)-spectral function in the insulating phase for \( U = 2.5 \). While at high temperature, finite spectral weight is still found in the gap between the two sub-bands, it is rapidly vanishing for \( T < 0.1 \). NRG parameters as in Fig. 1.
We calculated the f-electron spectral function \( \rho_f \) of the FKM at half filling in the \( d \to \infty \) limit using the DMFT/NRG method. \( \rho_f \) is strongly temperature dependent, for small values of \( U \), it has a single peak structure with a power law singularity \( |\omega|^{2\alpha} \) for \( \omega \to 0 \) at zero temperature \( T = 0 \). For larger \( U > U_c \), a metal-insulator (Mott-Hubbard) transition occurs and \( \rho_f \) gets a two-peak structure with a gap at \( T = 0 \). Therefore, the obvious connection of the FKM with the X-ray threshold problem has been explicitly worked out and demonstrated here. The imaginary part of the f-electron self-energy vanishes for \( \omega \to 0 \) for small \( U < U_c \), but it does not follow the standard Fermi liquid \( \omega^2 \)-law, but it vanishes non-analytically, i.e. one obtains non Fermi liquid behavior, which leads to the power law singularity in \( \rho_f \). Above the metal-insulator transition, \( \alpha < 0 \) and the threshold \( E_0 = f(U - U_c) \) being a function of \( U - U_c \) is shifted to a finite energy. At finite temperatures, precursors of the algebraic singularities are found which are cut off by thermal fluctuations below \( |\omega| < T \). Furthermore, the present investigation demonstrates the strength and accuracy of the DMFT/NRG method. It is not only able to resolve low frequency or temperature features with unprecedented accuracy, it is also very efficient numerically requiring only minimal resources and computation time; typical run-times have been around 2 minutes on a Pentium M laptop.
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APPENDIX A: CALCULATION OF THE FINITE TEMPERATURE GREEN FUNCTION USING THE NRG

We used a slight modification of the algorithm for finite temperature Green functions by Bulla et. al. Our algorithm has originally been developed for multi-band models. In this case, collecting all matrix elements which contribute to \( \rho_{A,B} \) at each NRG iteration and patching them together as described in Fig. 2 of Ref. 21 is not practical in the two-band model: the number of matrix elements exceeds rather rapidly even the memory of modern supercomputers for accurate calculations. The patching of information from different iterations, however, is a very useful concept since (i) it increases the accuracy in combination with (ii) producing additional pole positions by shifting the eigenenergies slightly through iteration. Latter helps to mimic a continuum of states.

Instead of averaging individual matrix elements for different iterations, we average different \( \rho_{A,B}^M(\omega) \) for fixed frequency \( \omega \) but different iterations \( M \). The basic idea is to combine the method of Costi et. al. with the algorithm of Bulla et. al. The eigenstates of iteration \( M \) represent excitations on an energy scale \( \omega_M \)

\[
\omega_M = D^{-\frac{1+\Lambda^{-1}}{2}} \Lambda^{-M/2}
\]

For each iteration \( M \), we define a logarithmic grid interval \( I_M \) for \( 3L + 1 \) frequencies

\[
I_M = \omega_M \times \left[ \Lambda^{-1}, \Lambda^{-(L-1)/L}, \ldots, \Lambda = \Lambda^{(i-L)/L}, \ldots, \Lambda, \Lambda^2 \right]
\]

and evaluate \( \rho_{A,B}^M(\omega_M \Lambda_i) \) via (A15) for a fixed iteration \( M \). Since the information between even and odd iterations are collected separately, \( I_M \) overlaps with the \( I_{M-2} \), i.e. \( I_M \cap I_{M-1} = \omega_M \times [1, \ldots, \Lambda^2] \) and \( I_M \cap I_{M-4} = \omega_M \times [\Lambda, \ldots, \Lambda^2] \). Only the \( \rho_{A,B}^M(\omega) \) evaluated at the frequencies \( \omega = \omega_M \times [1, \ldots, \Lambda] \) provide accurate information. At each iteration, we add the new data points \( \rho_{A,B}^M(\omega_i) \) at \( \omega_i(M) = \omega_M \Lambda^{(i-L)/L}, i \in [0,3L] \) to the previously obtained set of spectral information by

\[
\rho'_{A,B}(\omega(M)) = \begin{cases} 
\rho_{A,B}(\omega_i(M)) \frac{\omega_i - \omega_L}{\omega_{3L} - \omega_L} & \text{for } i < L \\
\rho_{A,B}^M(\omega_i(M)) \frac{\omega_{3L} - \omega_i}{\omega_{3L} - \omega_L} & \text{for } i \geq L
\end{cases}
\]

We do the same for the spectral information at the negative frequencies \( -\omega_i(M) \). With this recursion relation,
we mimic the patching of the residua since residua far away from the frequency \( \pm w_i(M) \) will only contribute marginal through the broadening procedure. It turned out that \( L = 3 - 7 \) is a good choice, and for this work, we used \( L = 6 \). Since the spectral information \( \rho^N_{A,B}(\omega_i(N)) \) for \( i = 0, \ldots, L - 1 \) is not very reliable for the last NRG iteration \( N \), we drop these \( L \) frequencies.

The major advantage of this new algorithm is that any temperature dependent spectral function can be calculated on the fly. There is no need for storage of information of previous iterations other than the spectral function \( \rho_{A,B}(\omega) \) itself. We also use two different broadening functions

\[
\delta(\omega - E) \rightarrow \begin{cases} 
  e^{-b^2/4} e^{-(\log(\omega/E)/b)^2} / (\sqrt{\pi} b |E|) & \text{for } |E| \geq L_w T \\
  \frac{1}{\pi} \frac{L_T T}{(\omega - E)^2 + (L_T T)^2} & \text{for } |E| < L_w T 
\end{cases}
\]

(A4)

depending whether the pole position \( E \) is larger than a multiple of the temperature \( T, E \geq L_w T \) or \( E < L_w T \). \( L_w \) is a constant of the order of 1 as suggested in the literature\textsuperscript{21}. The parameter \( L_T \) controls the width of the Lorentzian on an energy scale of \( T \). Here, we used \( L_w = 0.3 \) and \( L_T = 0.1 \). Since the iteration \( M \) also represents a characteristic temperature scale\textsuperscript{22}, we only include spectral information up to iterations\textsuperscript{22} for which \( \omega_M > L_{iter} T \), where we chose \( L_{iter} = 0.1 \).
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