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Abstract

In this paper, we consider a new queueing model where queues balance themselves according to a mean field interaction with a time delay. Unlike other work with delayed information our model considers multi-server queues with customer abandonment. In this setting, our queueing model corresponds to a system of mean field interacting delay differential equations with a point of non-differentiability introduced by the finite-server and abandonment terms. We show that this system of delay differential equations exhibits a change in stability when the delay in information crosses a critical threshold. In particular, the system exhibits periodic oscillations when the delay in information exceeds this critical threshold and we show that the threshold surprisingly does not depend on the number of queues. This is in stark contrast to other choice based queueing models with delayed information. We compute this critical threshold in each of the relevant parameter regions induced by the point of non-differentiability and show numerically how the critical threshold transitions through the point of non-differentiability.

1 Introduction

In many queueing systems, customers are provided with information about waiting times or queue lengths which can impact their decision to wait for service. However, this information is usually not provided to customers in real time and consequently most of this information is
inherently delayed. Several factors could lead to information being delayed, such as the fact that it often takes time to process and send information to customers so that customers are receiving information from some amount of time in the past by the time it actually arrives to them. Much of the delayed information literature considers models where the customers are given the length of the queue from some amount of time in the past. This information is often modeled with a constant delay, as in Mitzenmacher [28], Raina and Wishik [42], Kamath et al. [17], Raina et al. [43], Lipshutz and Williams [22], Lipshutz [21], Atar and Lipshutz [1], Nirenberg et al. [29], Novitzky et al. [33], Doldo et al. [13], Novitzky et al. [32], Pender et al. [38, 39], Whitt [45]. Instead of a constant delay, a queueing model with updating information is considered in Doldo and Pender [12], Novitzky and Pender [31]. Queueing models with random delays are considered in Doldo and Pender [10], Novitzky and Pender [30], although these are typically examined through the lens of distributed delay equations which differ from standard models with the constant delay being replaced with a random variable, as discussed in Doldo and Pender [11]. Additionally, other types of information such as delayed velocity information or moving average information are considered in Dong et al. [14], Novitzky et al. [33], Pender et al. [38], Novitzky et al. [32].

In this paper, we present a new queueing model that uses the delayed queue length information in a new way. In particular, we consider a model where customers are informed by mean-field information. To illustrate what we mean by this, if customers are informed by standard queue length information from $\Delta > 0$ time units in the past and $Q_i(t)$ is the length of the $i$th queue in the system of $N$ queues at time $t$, then they are given the information

$$Q_i(t - \Delta)$$

for $i = 1, \ldots, N$. On the other hand, if customers are provided with mean field queue length information, then they are provided with

$$(Q_i(t - \Delta))^p - \frac{1}{N} \sum_{j=1}^{N} (Q_j(t - \Delta))^p$$

for $i = 1, \ldots, N$ where $p \geq 0$ is a parameter. Note that when $p = 1$, this reduces to the difference of the delayed queue length and the mean of all of the delayed queue lengths. When $p = 0$, the information associated with each queue is identical and thus it is equivalent to giving the customer no information at all which will result in the customer choosing any of the queues with equal probability. To the authors’ knowledge, there exists only two papers that explore the possibility of using a “mean field” type interaction to perform load balancing of queueing systems [3, 2]. However, this work does not consider the fact that the information about the queue length might be delayed in realistic situations. Thus, our goal is to explore how delayed queue length information impacts the dynamics of the queueing system with a mean field load balancing interaction.

Although mean field queues have only been considered in [3, 2] for load balancing considerations, mean field dynamics of stochastic systems and deterministic systems have been studied in a variety of application settings. For example in the financial mathematics literature there is a large effort to study mean field games and mean field stochastic differential equations [3, 4, 5, 6, 7, 16, 19, 34, 20, 41, 23]. However, this mean field interaction approach
has not been applied heavily in the context of queueing theory. Thus, one of our goals in this work is to make the appeal to the queueing and applied mathematics communities that the mean field interaction approach has some value for load balancing applications in queueing systems.

1.1 Main Contributions of Paper

The contributions of this work can be summarized as follows:

- We develop a new stochastic queueing model that incorporates mean field behavior with delayed information and uses a finite number of servers.

- We solve for the equilibrium solution and compute the critical delay at which the system exhibits a change in stability. We find that the critical threshold for stability does not depend on the number of queues, which highlights a stark difference between queueing models with mean field interactions and one with choice models.

- Finally, we provide a numerical examination of how the critical threshold varies as a point of non-differentiability in our model is approached and crossed. This provides insight on how the thresholds in the two different parameter regions are connected.

1.2 Organization of Paper

The remainder of this paper is organized as follows. In Section 2, we introduce the stochastic queueing model and the corresponding fluid limit which gives rise to the system of delay differential equations that we analyze the dynamics of. In Section 3, we perform the stability analysis of the queueing system by computing the equilibrium and critical delay of the system. We note that we do this for two parameter cases which are relevant due to the finite-server and abandonment terms in our model. In Section 4, we give concluding remarks and discuss possible extensions.

2 Mean Field Queues

In this section, we present a new stochastic queueing model where we have $N$ multi-server queues operating in parallel and customers choose which station to join via a mean field interaction model that depends on the queue lengths. Additionally, customers in the queue that are not immediately served have the possibility of abandoning in which case they exit the queue without receiving service. We assume that the total possible arrival rate to each queue is $\lambda > 0$, the service rate at each queue is given by $\mu > 0$, and the abandonment rate is given by $\beta > 0$.

To model the customer arrival process, we incorporate a use a mean field interaction approach. More specifically, we use a delayed mean field queue length information. Thus, the probability that a customer joins the $i^{th}$ queue is given by the following expression
\[ p_i \left( Q_i(t), Q_i^{(N)}(t), \Delta \right) = p_i \left( Q_i^p(t - \Delta) - Q_i^{(N,p)}(t - \Delta) \right) = p_i \left( Q_i^p(t - \Delta) - \frac{1}{N} \sum_{j=1}^{N} Q_j^p(t - \Delta) \right) \]  

where \( Q_i^{(N,p)}(t) = \frac{1}{N} \sum_{j=1}^{N} Q_j^p(t) \). It is important to note two things. The first is that \( Q_i^{(N,p)}(t) = \frac{1}{N} \sum_{j=1}^{N} Q_j^p(t) \) is the empirical \( p^{th} \) moment of the queue length processes. Second, the mean field interaction is depends on the parameter \( p \). When \( p = 1 \), we have a traditional mean field interaction term. When \( p \) is increased, the interaction of the queues is increased and when \( p \) is decreased the interaction is decreased. In fact when \( p = 0 \), there is no interaction between the queues at all and all queues are independent Erlang-A queues. It is common that one might use the logistic function as a function to weight the rate that a customer will choose the \( i^{th} \) queue. This yields the following expression for the rate at which customers will join the \( i^{th} \) queue

\[ p_i \left( Q_i(t), \Delta, p \right) = \frac{1}{\gamma + e^{\theta \left( Q_i^p(t - \Delta) - \frac{1}{N} \sum_{j=1}^{N} Q_j^p(t - \Delta) \right)}}. \]  

However, in what follows, we will use some differentiable function \( f : \mathbb{R} \to \mathbb{R} \), so that the logistic function is just a special case of what we consider where

\[ f(x) = \frac{1}{\gamma + \exp(\theta x)}. \]

Another common function that could be used is the probit function, which is the complementary cumulative distribution function of the standard Gaussian distribution i.e.

\[ f(x) = 1 - \Phi(x) = 1 - \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy = . \]

A stochastic model for our \( N \)-dimensional queueing network for \( t \geq 0 \) is given by

\[ Q_i(t) = Q_i([-\Delta, 0]) + \Pi_i^a \left( \int_0^t \lambda f \left( Q_i^p(s - \Delta) - \frac{1}{N} \sum_{j=1}^{N} Q_j^p(s - \Delta) \right) ds \right) - \Pi_i^d \left( \int_0^t \mu(Q_i(s) \wedge c) ds \right) - \Pi_i^c \left( \int_0^t \beta(Q_i(s) - c)^+ \right) \]  

where each \( \Pi(\cdot) \) is a unit rate Poisson process and \( Q_i(s) = \varphi_i(s) \) for all \( s \in [-\Delta, 0] \). In this model, for the \( i^{th} \) queue, we have that

\[ \Pi_i^a \left( \int_0^t \lambda f \left( Q_i^p(s - \Delta) - \frac{1}{N} \sum_{j=1}^{N} Q_j^p(s - \Delta) \right) ds \right) \]  

4
counts the number of customers that decide to join the $i$th queue in the time interval $(0, t]$. Note that the rate depends on the queue length at time $t - \Delta$ and not time $t$, hence representing a constant lag in information of size $\Delta$. Similarly

\begin{equation}
\Pi^d_i \left( \int_0^t \mu(Q_i(s) \land c) ds \right) \tag{2.6}
\end{equation}

counts the number of customers that depart the $i$th queue having received service from any of the $c$ servers in the time interval $(0, t]$. However, in contrast to the arrival process, the service process depends on the current real-time queue length and does not depend on the past queue length times in any way. Additionally,

\begin{equation}
\Pi^r_i \left( \int_0^t \beta(Q_i(s) - c)^+ ds \right) \tag{2.7}
\end{equation}

counts the number of customers that abandon their position in the $i$th queue without receiving service due to waiting too long to receive service in the time interval $(0, t]$. We note that the possibility of customer abandonment only occurs when the number of customers in the queue exceeds the number of servers $c$. This abandonment process also depends on the current real-time queue length and thus the arrival process is the only part of the model that depends on delayed queue lengths. Except for the arrival process, our queueing model has a stark resemblance to the Erlang-A queueing model, which has been extensively analyzed in \cite{25, 24, 46, 15, 8, 44, 27}. The Erlang-A queueing model is a canonical model for service systems, however, it is well known that the points of non-differentiability are challenging to overcome, see for example \cite{18, 26, 36, 35}.

### 2.1 Fluid Limits

In many service systems, the arrival rate of customers is high. For example in cloud computing systems, many customers are accessing their data or information at any given time \cite{37}. In amusement parks such as Disneyland there are thousands of customers moving around the park and deciding on which ride they should join \cite{29}. Motivated by the large number of customers, we introduce the following scaled queue length process by a parameter $\eta$

\begin{align}
Q^n_i(t) & = Q^n_i([-\Delta, 0]) + \frac{1}{\eta} \Pi^a_i \left( \eta \int_0^t \lambda f \left( Q^{p,n}_i(s - \Delta) - \frac{1}{N} \sum_{j=1}^N Q^{p,n}_j(s - \Delta) \right) ds \right) \\
& \quad - \frac{1}{\eta} \Pi^d_i \left( \eta \int_0^t \mu(Q^n_i(s) \land c) ds \right) - \frac{1}{\eta} \Pi^r_i \left( \eta \int_0^t \beta(Q^n_i(s) - c)^+ ds \right). \tag{2.8}
\end{align}

Note that we scale the rates of both Poisson processes. This is different from the many-server of Halfin-Whitt scaling, which would only scale the arrival rate and number of servers in the case of a multi-server queue. Letting the scaling parameter $\eta$ go to infinity gives us our first result.

**Theorem 2.1.** Let $\varphi_i(s)$ be a Lipschitz continuous function defined on the interval $[-\Delta, 0]$. If $Q^n_i(s) \to \varphi_i(s)$ almost surely for all $s \in [-\Delta, 0]$ and for all $1 \leq i \leq N$, then the sequence
of stochastic processes \(\{Q^n(t) = (Q^n_1(t), Q^n_2(t), ..., Q^n_N(t))\}_{n\in\mathbb{N}}\) converges almost surely and uniformly on compact sets of time to the functional differential equation \((q(t) = (q_1(t), q_2(t), ..., q_N(t))\) where

\[
q_i(t) = \lambda f \left( q_i^p(t - \Delta) - \frac{1}{N} \sum_{j=1}^{N} q_j^p(t - \Delta) \right) - \mu \cdot (q_i(t) \wedge c) - \beta \cdot (q_i(t) - c)^+ \quad (2.9)
\]

and \(q_i(s) = \varphi_i(s)\) for all \(s \in [-\Delta, 0]\) and for all \(1 \leq i \leq N\).

Proof. The proof is similar to the proof found in Pender et al. [40].

3 Hopf Bifurcations in the Mean Field Model

We can more compactly write our system of delay differential equations as

\[
\dot{q}_i(t) = \lambda f(x_i) - \mu \cdot (q_i(t) \wedge c) - \beta \cdot (q_i(t) - c)^+, \quad i = 1, ..., N \quad (3.10)
\]

where

\[
x_i := (q_i(t - \Delta))^p - \frac{1}{N} \sum_{j=1}^{N} (q_j(t - \Delta))^p.
\]

We aim to analyze the stability of our system of delay differential equations [3.10] by finding an equilibrium solution and linearizing the system about this equilibrium solution. However, the service and abandonment terms introduce a point of non-differentiability so that such a linearization will not always be valid. To get a better sense of this how these terms affect the behavior of the system, we look at how the system simplifies when \(q_i(t) \leq c\) or \(q_i(t) > c\) for \(i = 1, ..., N\). In the former case, the system [3.10] reduces to

\[
\dot{q}_i(t) = \lambda f(x_i) - \mu \cdot q_i(t), \quad i = 1, ..., N \quad (3.11)
\]

which is equivalent to the infinite-server case (in which abandonment never occurs). In the latter case, system [3.10] becomes

\[
\dot{q}_i(t) = \lambda f(x_i) - \beta \cdot q_i(t) - \mu c + \beta c, \quad i = 1, ..., N \quad (3.12)
\]

which can be viewed as an infinite-server system where the abandonment rate parameter \(\beta\) from our original model now takes on the role of the service rate and the system is shifted according to the constant term \(-\mu c + \beta c\) that is present.

Taking these cases into consideration, Theorem 3.1 makes clear the parameter regions of interest and their corresponding equilibrium solutions.

Theorem 3.1. The system of equations given in Equation [3.10] has an equilibrium point at \(q_1 = q_2 = \cdots = q_N = q^*\) where

\[
q^* = \frac{\lambda f(0)}{\mu} \quad \text{if} \quad \lambda f(0) \leq \mu c
\]
and
\[ q^* = \frac{\lambda f(0) - \mu c + \beta c}{\beta} \quad \text{if} \quad \lambda f(0) > \mu c. \]

Proof. When \( q_i(t) = q_i(t - \Delta) = q^* \) for all \( t \), we have that
\[ x_i = (q^*)^p - \frac{1}{N} \sum_{j=1}^{N} (q^*)^p = 0 \]
for all \( i \) and for all \( t \). Thus, each equation in system (3.10) becomes
\[ 0 = \lambda f(0) - \mu \cdot (q^* \wedge c) - \beta \cdot (q^* - c)^+ \quad (3.13) \]
if \( q^* \) is indeed an equilibrium point. We verify that the right-hand side of Equation (3.13) evaluates to 0 for the values of \( q^* \) and corresponding conditions stated in the theorem.

If \( \lambda f(0) \leq \mu c \), then we have
\[ \dot{q}_i(t) = \lambda f(0) - \mu \cdot \left( \frac{\lambda f(0)}{\mu} \wedge c \right) - \beta \cdot \left( \frac{\lambda f(0)}{\mu} - c \right)^+ \quad (3.14) \]
\[ = \lambda f(0) - \mu \left( \frac{\lambda f(0)}{\mu} \right) - \beta \cdot 0 \quad (3.15) \]
\[ = \lambda f(0) - \lambda f(0) \quad (3.16) \]
\[ = 0. \quad (3.17) \]
Thus, \( q_i = \frac{\lambda f(0)}{\mu} \) for \( i = 1, \ldots, N \) is an equilibrium point when \( \lambda f(0) \leq \mu c \).

If \( \lambda f(0) > \mu c \), then we have
\[ \dot{q}_i(t) = \lambda f(0) - \mu \cdot \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} \wedge c \right) - \beta \cdot \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} - c \right)^+ \quad (3.18) \]
\[ = \lambda f(0) - \mu \cdot \left( \frac{\lambda f(0)}{\beta} + c \wedge c \right) - \beta \cdot \left( \frac{\lambda f(0) - \mu c}{\beta} \right)^+ \quad (3.19) \]
\[ = \lambda f(0) - \mu c - \beta \frac{\lambda f(0) - \mu c}{\beta} \quad (3.20) \]
\[ = 0. \quad (3.21) \]
Thus, \( q_i = \frac{\lambda f(0) - \mu c + \beta c}{\beta} \) for \( i = 1, \ldots, N \) is an equilibrium point when \( \lambda f(0) > \mu c \).

We now have an equilibrium solution for each of the two parameter cases of interest, namely \( \lambda f(0) \leq \mu c \) and \( \lambda f(0) > \mu c \). However, moving forward we make the inequality strict when discussing the former region as the linearization analysis may break down at the point of non-differentiability \( \lambda f(0) = \mu c \). Next, in Theorem 3.2 we present the critical value of the delay parameter \( \Delta \) at which our system changes stability in each of the parameter regions \( \lambda f(0) < \mu c \) and \( \lambda f(0) > \mu c \). The key practical takeaway of this result is that if the delay in information is larger than the critical value relevant to the parameter region of interest, then the queue lengths will oscillate about the corresponding equilibrium point rather than converging to it.
Theorem 3.2. The system of equations given in Equation 3.10 exhibits a change in stability at a critical value of $\Delta_{cr}$ which has the following expressions

$$\Delta_{cr} = \frac{\mu^{p-1} \arccos \left( \frac{\mu^p}{p \lambda f(0)^{p-1} f'(0)} \right)}{\sqrt{p^2 \lambda^{2p} (f'(0))^{2p-2}} - \mu^{2p}}$$

if $\lambda f(0) < \mu c$

and

$$\Delta_{cr} = \frac{\beta^{p-1} \arccos \left( \frac{\beta^p}{p \lambda f'(0)(\lambda f(0) - \mu c + \beta c)^{p-1}} \right)}{\sqrt{p^2 \lambda^2 (f'(0))^2} - \beta^{2p}}$$

if $\lambda f(0) > \mu c$.

Proof. From Theorem 3.1, we obtained an equilibrium solution $q_1 = \cdots = q_N = q^*$ in each of the two parameter regions of interest, namely $\lambda f(0) < \mu c$ and $\lambda f(0) > \mu c$. We proceed by linearizing the system 3.10 about the equilibrium in each case. Let

$$q_i(t) = q^* + u_i(t) \quad i = 1, \ldots, N$$

where

$$q^* = \frac{\lambda f(0)}{\mu} \quad \text{if} \quad \lambda f(0) < \mu c$$

and

$$q^* = \frac{\lambda f(0) - \mu c + \beta c}{\beta} \quad \text{if} \quad \lambda f(0) > \mu c.$$

Applying this change of variables, the system becomes

$$\dot{u}_i(t) = F(u_i(t), u_1(t - \Delta), \ldots, u_N(t - \Delta))$$

$$:= F(u_i, u_{\Delta 1}, \ldots, u_{\Delta N})$$

$$= \lambda f \left( (q^* + u_i)^p - \frac{1}{N} \sum_{j=1}^{N} (q^* + u_{\Delta j})^p \right) - \mu ((q^* + u_i) \wedge c) - \beta (u_i + q^* - c)^+.$$

We want to consider the linearized system for $u_1$ and $u_2$ where we assume that $u_1$ and $u_2$ are initially arbitrarily small and nonzero with the understanding that our linearization is only necessarily a good approximation to the nonlinear system for sufficiently small values of $t$. In light of this consideration, we examine how the form of system simplifies in each case. First, when $\lambda f(0) < \mu c$ we have

$$\dot{u}_i(t) = \lambda f \left( \left( \frac{\lambda f(0)}{\mu} + u_{\Delta i} \right)^p - \frac{1}{N} \sum_{j=1}^{N} \left( \frac{\lambda f(0)}{\mu} + u_{\Delta j} \right)^p \right) - \mu \left( \left( \frac{\lambda f(0)}{\mu} + u_i \right) \wedge c \right)$$

$$- \beta \left( \frac{\lambda f(0)}{\mu} + u_i - c \right)^+$$

$$= \lambda f \left( \left( \frac{\lambda f(0)}{\mu} + u_{\Delta i} \right)^p - \frac{1}{N} \sum_{j=1}^{N} \left( \frac{\lambda f(0)}{\mu} + u_{\Delta j} \right)^p \right) - \mu \left( \frac{\lambda f(0)}{\mu} + u_i \right)$$

$$= \lambda f \left( \left( \frac{\lambda f(0)}{\mu} + u_{\Delta i} \right)^p - \frac{1}{N} \sum_{j=1}^{N} \left( \frac{\lambda f(0)}{\mu} + u_{\Delta j} \right)^p \right) - \mu u_i(t) - \lambda f(0)$$
where we note that making the inequality strict \( \lambda f(0) < \mu c \) was important to ensure that 
\[
\frac{\lambda f(0)}{\mu} + u_i \leq c
\]
for some arbitrarily small (but nonzero) \( u_i \). When \( \lambda f(0) > \mu c \) we have

\[
\dot{u}_i(t) = \lambda f \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} + u_i \right) - \frac{1}{N} \sum_{j=1}^{N} \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} + u_j \right)^p
\]

\[
- \mu \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} + u_i \right) \wedge c
\]

\[
- \beta \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} + u_i - c \right)^+ + \beta c - \beta \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} + u_i - c \right) - \beta u_i(t) - \lambda f(0).
\]

We notice that the form of the system is the same for each parameter region except for the equilibrium solution appearing inside \( f \) as well as the parameter on the linear non-delayed term. For the \( i \)th equation, we have

\[
\frac{\partial F}{\partial u_i} = \begin{cases} 
-\mu, & \lambda f(0) < \mu c \\
-\beta, & \lambda f(0) > \mu c
\end{cases}
\]

\[
\left. \frac{\partial F}{\partial u_i} \right|_{(u_i, u_{\Delta_1}, ..., u_{\Delta_N})=(0,0,...,0)} = \begin{cases} 
\lambda f'(0) \cdot \frac{N-1}{N} \cdot p \left( \frac{\lambda f(0)}{\mu} \right)^{p-1}, & \lambda f(0) < \mu c \\
\lambda f'(0) \cdot \frac{N-1}{N} \cdot p \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} \right)^{p-1}, & \lambda f(0) > \mu c
\end{cases}
\]

\[
\left. \frac{\partial F}{\partial u_{\Delta i}} \right|_{(u_i, u_{\Delta_1}, ..., u_{\Delta_N})=(0,0,...,0)} = \begin{cases} 
\lambda f'(0) \cdot (-\frac{1}{N}) \cdot p \left( \frac{\lambda f(0)}{\mu} \right)^{p-1}, & \lambda f(0) < \mu c \\
\lambda f'(0) \cdot (-\frac{1}{N}) \cdot p \left( \frac{\lambda f(0) - \mu c + \beta c}{\beta} \right)^{p-1}, & \lambda f(0) > \mu c
\end{cases}
\]

for \( j \neq i \).

After linearizing the system, we want to plug in \( e^{rt} \) and solve for the critical delay. Before doing this, we want to uncouple our system. Our linearized system is currently in the form

\[
\dot{u} = Au_\Delta - \theta u
\]

where

\[
\theta := \begin{cases} 
\mu, & \lambda f(0) < \mu c \\
\beta, & \lambda f(0) > \mu c
\end{cases}
\]

and

\[
A = C \begin{bmatrix} 
\frac{N-1}{N} & \frac{1}{N} & \frac{1}{N} & \cdots & \frac{1}{N} \\
-\frac{1}{N} & \frac{N-1}{N} & \frac{1}{N} & \cdots & \frac{1}{N} \\
-\frac{1}{N} & -\frac{1}{N} & \frac{N-1}{N} & \cdots & \frac{1}{N} \\
\vdots & & & & \ddots \\
-\frac{1}{N} & -\frac{1}{N} & -\frac{1}{N} & \cdots & \frac{N-1}{N}
\end{bmatrix}
\]
where

$$C := \begin{cases} 
  p\lambda f'(0) \left( \frac{\lambda f(0)}{\mu} \right)^{p-1}, & \lambda f(0) < \mu c \\
  p\lambda f'(0) \left( \frac{\lambda f(0) - \mu c + \beta c}{\mu} \right)^{p-1}, & \lambda f(0) > \mu c 
\end{cases}.$$ 

The matrix $A$ has eigenvalues 0 (with multiplicity 1) and $C$ (with multiplicity $N - 1$). Let $E$ be the matrix whose columns are the eigenvectors of $A$ (start with the eigenvector corresponding to 0 for ease of notation) so that

$$AE = ED$$

where

$$D = \begin{bmatrix} 
  0 & C & \cdots & C \\
  C & C & \cdots & C \\
  \vdots & \vdots & \ddots & \vdots \\
  C & \cdots & C & 0 
\end{bmatrix}.$$ 

Now we let $u = Ev$ and substitute this into our system.

$$\dot{u} = Au_\Delta - \theta u$$

$$\iff$$

$$Ev = AEv_\Delta - \theta Ev$$

$$\iff$$

$$Ev = EDv_\Delta - \theta Ev$$

$$\iff$$

$$\dot{v} = Dv_\Delta - \theta v$$

Thus, we have our uncoupled system. Less compactly written, the system is

$$\begin{align*}
\dot{v}_1 &= -\theta v_1 \\
\dot{v}_2 &= Cv_{\Delta 2} - \theta v_2 \\
&\vdots \\
\dot{v}_N &= Cv_{\Delta N} - \theta v_N.
\end{align*}$$

The first equation in the system has solution $v_1(t) = \tilde{c} \exp(-\theta t)$ which decays with time since $\theta > 0$ in both cases, so this first equation is not essential to the stability analysis as its solution is always stable. Now look at the $j^{\text{th}}$ equation and let $v_j = e^{rt}$ for $2 \leq j \leq N$. This gives us the characteristic equation

$$r - Ce^{-r\Delta} + \theta = 0.$$ 

Now let $r = i\omega$ to find where the stability changes.
\[ i\omega - C \cos(\omega \Delta) + iC \sin(\omega \Delta) + \theta = 0 \]

\[ \sin(\omega \Delta) = -\frac{\omega}{C} \quad \text{and} \quad \cos(\omega \Delta) = \frac{\theta}{C}. \]

\[ \omega = \sqrt{C^2 - \theta^2} \]

and

\[ \Delta = \frac{\arccos \left( \frac{\theta}{C} \right)}{\omega} \]

Thus, it follows that

\[ \Delta_{ct} = \frac{\mu^{p-1} \arccos \left( \frac{\mu^p}{p\lambda f(0)^2} \right)}{\sqrt{p^2 \lambda^{2p} (f'(0))^{2p-2} (f'(0))^2 - \mu^{2p}}} \quad \text{if} \quad \lambda f(0) < \mu c \]

and

\[ \Delta_{ct} = \frac{\beta^{p-1} \arccos \left( \frac{\beta^p}{p\lambda f'(0)(\lambda f(0) - \mu c + \beta c)^{p-1}} \right)}{\sqrt{p^2 \lambda^2 (f'(0))^2 (\lambda f(0) - \mu c + \beta c)^{2p-2} - \beta^{2p}}} \quad \text{if} \quad \lambda f(0) > \mu c. \]

### 3.1 Numerical Experiments of Mean Field Queueing Models

Now that we have calculated the critical delay corresponding to each of the two relevant parameter regions, we numerically verify our results in the figures below using \( f(x) = \frac{1}{1+\exp(\theta x)} \) and \( f(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \). In Figures 1 and 2 we consider examples where our system contains \( N = 2 \) queues with \( f(x) = \frac{1}{1+\exp(\theta x)} \). In Figure 1 we consider the parameter case where \( \lambda f(0) < \mu c \) when the delay parameter \( \Delta \) is both below and above the critical delay value. In the former (stable) case, we see that the queue lengths approach the equilibrium solution whereas in the latter (unstable) case the queue lengths oscillate about the equilibrium solution. In the unstable case, the oscillations of the queue length approach a limiting amplitude (which becomes more apparent after integrating for longer time). The phase diagrams included plot the derivative with respect to time of the queue lengths against the queue lengths and one can easily see the convergence to the equilibrium point in the stable case the existence of a periodic orbit in the unstable case. Figure 2 considers the analogous information in the other parameter case where \( \lambda f(0) > \mu c \). Similarly, Figures 3 and 4 consider both the stable and unstable cases for each parameter region when the system has \( N = 3 \) queues. In Figures 7 through 10 we consider the same but for \( f(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \).

Our formula for the critical delay is different depending on which parameter region is of interest and recall that this formula is only valid away from the point of non-differentiability that is present at the transition between these two parameter regions. In light of this, it is unclear in what way the value of the critical delay may vary as this transition region is approached and crossed. We can explore this numerically by varying \( c \) while keeping all other parameters fixed and numerically approximating the critical delay for each value.
of $c$ considered. The results of this procedure are demonstrated in Figures 5 and 6 for $f(x) = \frac{1}{1 + \exp(\theta x)}$ and Figures 11 and 12 for $f(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. We see that the value of the critical delay appears to smoothly vary as the transition region is crossed in each of the cases considered.

Figure 1: Before and after the change in stability in the case where $\lambda f(0) < \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 10$, $p = 1$, $f(x) = 1/(1 + \exp(\theta x))$. The left two plots are queue length versus time with $\Delta = .6$ (Left) and $\Delta = 2$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .6$ (Left) and $\Delta = 2$ (Right).

Figure 2: Before and after the change in stability in the case where $\lambda f(0) > \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 2$, $p = 1$, $f(x) = 1/(1 + \exp(\theta x))$. The left two plots are queue length versus time with $\Delta = .8$ (Left) and $\Delta = 4.5$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .8$ (Left) and $\Delta = 4.5$ (Right).
Figure 3: Before and after the change in stability in the case where $\lambda f(0) < \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$, $q_2 = 5.01$, and $q_3 = 5.005$, $N = 3$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 10$, $p = 1$, $f(x) = 1/(1 + \exp(\theta x))$. The left two plots are queue length versus time with $\Delta = .6$ (Left) and $\Delta = 2$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .6$ (Left) and $\Delta = 2$ (Right).

Figure 4: Before and after the change in stability in the case where $\lambda f(0) > \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$, $q_2 = 5.01$, and $q_3 = 5.005$, $N = 3$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 2$, $p = 1$, $f(x) = 1/(1 + \exp(\theta x))$. The left two plots are queue length versus time with $\Delta = .8$ (Left) and $\Delta = 4.5$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .8$ (Left) and $\Delta = 4.5$ (Right).

Figure 5: How $\Delta_{cr}$ varies with $c$ and $f(x) = 1/(1 + \exp(\theta x))$ keeping the other parameters fixed with $\mu = 1$, $\beta = 2$, and $\theta = 2$ for $\lambda = 10$ (Left), $\lambda = 20$ (Middle), and $\lambda = 50$ (Right). The parameter region is crossed when $c = \lambda f(0)/\mu$. The values of $\Delta_{cr}$ corresponding to the leftmost and rightmost values of $c$ plotted are $\Delta_{cr} = 0.4326$ and $\Delta_{cr} = 0.3618$ (Left), $\Delta_{cr} = 0.1809$ and $\Delta_{cr} = 0.1679$ (Middle), and $\Delta_{cr} = 0.0662$ and $\Delta_{cr} = 0.0645$ (Right).
Figure 6: How $\Delta_{cr}$ varies with $c$ and $f(x) = 1/(1 + \exp(\theta x))$ keeping the other parameters fixed with $\mu = 1$, $\beta = \frac{1}{2}$, and $\theta = 2$ for $\lambda = 10$ (Left), $\lambda = 20$ (Middle), and $\lambda = 50$ (Right). The parameter region is crossed when $c = \frac{\lambda f(0)}{\mu}$. The values of $\Delta_{cr}$ corresponding to the leftmost and rightmost values of $c$ plotted are $\Delta_{cr} = 0.3359$ and $\Delta_{cr} = 0.3618$ (Left), $\Delta_{cr} = 0.1623$ and $\Delta_{cr} = 0.1679$ (Middle), and $\Delta_{cr} = 0.0636$ and $\Delta_{cr} = 0.0645$ (Right).

Figure 7: Before and after the change in stability in the case where $\lambda f(0) < \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 10$, $p = 1$, $f(x) = 1 - \int_{-\infty}^{x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. The left two plots are queue length versus time with $\Delta = 0.3$ (Left) and $\Delta = 1$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = 0.3$ (Left) and $\Delta = 1$ (Right).

Figure 8: Before and after the change in stability in the case where $\lambda f(0) > \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$ and $q_2 = 5.01$, $N = 2$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 2$, $p = 1$, $f(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. The left two plots are queue length versus time with $\Delta = 0.3$ (Left) and $\Delta = 1$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = 0.3$ (Left) and $\Delta = 1$ (Right).
Figure 9: Before and after the change in stability in the case where $\lambda f(0) < \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$, $q_2 = 5.01$, and $q_3 = 5.005$, $N = 3$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 10$, $p = 1$, $f(x) = \int_x^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. The left two plots are queue length versus time with $\Delta = .3$ (Left) and $\Delta = 1$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .3$ (Left) and $\Delta = 1$ (Right).

Figure 10: Before and after the change in stability in the case where $\lambda f(0) > \mu c$ with constant history function on $[-\Delta, 0]$ with $q_1 = 4.99$, $q_2 = 5.01$, and $q_3 = 5.005$, $N = 3$, $\lambda = 10$, $\mu = 1$, $\beta = 2$, $c = 2$, $p = 1$, $f(x) = \int_x^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$. The left two plots are queue length versus time with $\Delta = .3$ (Left) and $\Delta = 1$ (Right). The right two plots are phase plots of the queue length derivative with respect to time against queue length for $\Delta = .3$ (Left) and $\Delta = 1$ (Right).
Critical Delta vs $c$, $\mu=1.00$, $\lambda=10.00$, $\beta=2.00$

Critical Delta vs $c$, $\mu=1.00$, $\lambda=20.00$, $\beta=2.00$

Critical Delta vs $c$, $\mu=1.00$, $\lambda=50.00$, $\beta=2.00$

Figure 11: How $\Delta_{cr}$ varies with $c$ and $f(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$ keeping the other parameters fixed with $\mu = 1$, $\beta = 2$, and $\theta = 2$ for $\lambda = 10$ (Left), $\lambda = 20$ (Middle), and $\lambda = 50$ (Right). The parameter region is crossed when $c = \frac{\lambda f(0)}{\mu}$. The values of $\Delta_{cr}$ corresponding to the leftmost and rightmost values of $c$ plotted are $\Delta_{cr} = 0.6072$ and $\Delta_{cr} = 0.4723$ (Left), $\Delta_{cr} = 0.2362$ and $\Delta_{cr} = 0.2143$ (Middle), and $\Delta_{cr} = 0.0842$ and $\Delta_{cr} = 0.0814$ (Right).

Figure 12: How $\Delta_{cr}$ varies with $c$ and $f(x) = \int_x^\infty \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy$ keeping the other parameters fixed with $\mu = 1$, $\beta = \frac{1}{2}$, and $\theta = 2$ for $\lambda = 10$ (Left), $\lambda = 20$ (Middle), and $\lambda = 50$ (Right). The parameter region is crossed when $c = \frac{\lambda f(0)}{\mu}$. The values of $\Delta_{cr}$ corresponding to the leftmost and rightmost values of $c$ plotted are $\Delta_{cr} = 0.4286$ and $\Delta_{cr} = 0.4723$ (Left), $\Delta_{cr} = 0.2051$ and $\Delta_{cr} = 0.2143$ (Middle), and $\Delta_{cr} = 0.0800$ and $\Delta_{cr} = 0.0814$ (Right).
4 Conclusion

In this paper, we analyze the stability of a new queueing model where the queues are balanced via a mean field interaction with a time delay. From our model, we obtain a system of \( N \) delay differential equations for a system of \( N \) queues. Additionally, our queueing model allows for customer abandonment which introduces a point of non-differentiability that splits the parameter space into two regions. We derive an exact expression for the critical delay of this system in each of the two parameter regions where performing a linearization analysis is valid and we consider numerically what happens to the value of the critical delay as the parameters are varied to cross between the two regions.

There are several problems that remain for future research. For example, it would be interesting to compute the amplitude of the oscillations that are present when the delay is larger than the critical delay. The calculation of the amplitude would be useful for quantifying how detrimental the oscillations are to the efficiency of the queueing network. Approximating the amplitude of the oscillations near the critical delay via perturbation methods is a possible approach Novitzky et al. [32]. Additionally, it may be interesting to consider other types of information such as the update model of Novitzky and Pender [31].
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