Pair distribution function analysis driven by atomistic simulations: Application to microwave radiation synthesized TiO₂ and ZrO₂
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A workflow is presented for performing pair distribution function (PDF) analysis of defected materials using structures generated from atomistic simulations. A large collection of structures, which differ in the types and concentrations of defects present, are obtained through energy minimization with an empirical interatomic potential. Each of the structures is refined against an experimental PDF. The structures with the lowest goodness of fit $R_w$ values are taken as being representative of the experimental structure. The workflow is applied to anatase titanium dioxide (a-TiO₂) and tetragonal zirconium dioxide (t-ZrO₂) synthesized in the presence of microwave radiation, a low temperature process that generates disorder. The results suggest that titanium vacancies and interstitials are the dominant defects in a-TiO₂, while oxygen vacancies dominate in t-ZrO₂. Analysis of the atomic displacement parameters extracted from the PDF refinement and mean squared displacements calculated from molecular dynamics simulations indicate that while these two quantities are closely related, it is challenging to make quantitative comparisons between them. The workflow can be applied to other materials systems, including nanoparticles.

I. INTRODUCTION

The atomic structure of good quality crystalline materials can be obtained from X-ray crystallography, which only measures the Bragg peaks that result from the atomic periodicity. Crystallography alone is not sufficient for specifying the atomic structure of nanocrystalline and/or highly-defected samples [1–4]. In pair distribution function (PDF) experiments, on the other hand, X-rays or neutrons are used and a wider angular range is detected so that both Bragg scattering and diffuse scattering are collected, the latter of which results from disorder, allowing for structural characterization without assuming periodicity [4–6, 8]. The PDF is thus a powerful tool for quantitatively characterizing short-range and long-range atomic structure [6].

The PDF, denoted by $G(r)$, provides the scaled probability of finding two atoms a distance of $r$ apart [2]. An experimentally-measured PDF can be analyzed by adjusting the parameters of an assumed structure model, such as the lattice constants, atomic positions, and grain/particle size. The structure is refined in real-space by minimizing the difference between its PDF and the experimental PDF [1, 2]. The refinement process to perform this analysis has been implemented in PDFgui [9], DiffPy-cmi [10], and TOPAS [11].

A major challenge in PDF modeling is the selection of the starting atomic structure [1, 2, 12]. Significant information about the sample (e.g., the crystal phase) is required to achieve satisfactory results. Typically, PDF modeling involves manual trial-and-error refinement of multiple structure models [12, 13]. There have been attempts to automate and accelerate this process, where a large number of structures are either pulled from a materials database or generated automatically [2, 13–15]. Such approaches can be efficient for the identification of the crystal structure of an unknown material. They may not be sufficient, however, when the material and phase are already known and detailed structural information is required. For example, if the sample is disordered and/or a nanoparticle, where there can be atomic displacements away from the perfect bulk structure due to defects and/or surfaces [7]. Since the crystal structures available in most databases are for perfect bulk phases [16–18], a method for generating candidate structures that takes into account the atomic displacements induced by disorder and/or surfaces is needed.

Atomistic simulations provide a solution to this challenge. While density functional theory (DFT) can perform first principles-based energy calculations, it is limited to small systems with minimal complexity by its large computational cost. Empirical interatomic potentials, on the other hand, can efficiently provide the total energy of a large, complex system as an explicit function of its atomic coordinates [19]. A well-parameterized potential can maintain high accuracy when compared to a DFT calculation.

In minimizing the energy of a system, the atomic positions will change to account for perturbations to the perfect structure (e.g., defects). Structure models generated via energy minimization with an interatomic potential can
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therefore be used to represent complex systems that are not available in materials databases. Furthermore, an energy minimization-based approach is advantageous compared to the reverse Monte Carlo (RMC) method. In RMC, atoms are allowed to move under certain constraints (e.g., bond angles, bond lengths) until the difference between the calculated and experimental structural characteristic of interest (e.g., the PDF) is minimized [20]. Incorrect structures, however, can be generated if the appropriate combinations of such constraints are not applied [21].

Defect-induced changes in the local atomic environment can be described by atomistic calculations if the crystal phase and defect information (e.g., types, concentrations) are specified. Herein, we describe a PDF analysis workflow for modeling defected crystals. Structures with different types and concentrations of defects are first created and then relaxed using energy minimization. The PDF of each relaxed structure is then refined against the experimental PDF. The defect types and concentrations are then estimated from the structures that yield refined PDFs with the smallest differences compared to the experimental PDF.

Measured PDFs of anatase titanium dioxide (TiO$_2$) and tetragonal zirconium dioxide (ZrO$_2$) grown using low temperature solution synthesis in the presence of microwave radiation (MWR) are used to demonstrate this method. External fields can induce defects that alter the diffusion of space charges across grain boundaries and ultimately lead to efficient processing [22–25]. Our goal is to identify the types and concentrations of point defects that are present in MWR-grown anatase TiO$_2$ and tetragonal ZrO$_2$. While we focus on structures with local disorder, this workflow can also benefit PDF analysis of nanoparticles [26] and perovskites [27], which are challenging to characterize using conventional methods.

The rest of the paper is organized as follows. In Secs. II A and II B, the atomistic calculations, structure generation, and PDF analysis are described. In Sec. III A, the interatomic potential selection process is presented, which is guided by predictions of lattice constants and elastic constants. In Sec. III B, defect formation energy predictions are compared with literature values. The PDF analysis is presented in Sec. IV. We find that Ti vacancy and Ti interstitial are the dominant defects in MWR-grown anatase TiO$_2$ and that O vacancy is the dominant defect in MWR-grown tetragonal ZrO$_2$.

II. METHODS

A. Atomistic calculations and structure model generation

The nature of the bonding in TiO$_2$ and ZrO$_2$, which have relatively strong covalent characteristics, makes it challenging to model the atomic interactions using an interatomic potential. We also require that the potential be able to handle heterogeneous, defected systems. Atomistic calculations of materials with electrostatic interactions typically maintain fixed charges on the ions. Charge transfer may happen around a defect site, however, causing deviations of the electrostatic energies and particle positions [28, 29]. A variable-charge potential allows for the redistribution of charges based on the local environment [30–32]. We identified two candidate variable charge potentials: second moment tight-binding charge equilibrium (SMTB-Q) [33, 34] and reactive force field (ReaxFF) [35–37], which are evaluated in Sec. III A.

All atomistic calculations are performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [38]. The space groups, supercell sizes, and number of atoms in the simulation boxes of anatase and rutile TiO$_2$, and tetragonal, cubic, and monoclinic ZrO$_2$ are listed in Table I. While we are focused on anatase TiO$_2$ and tetragonal ZrO$_2$, the other phases were included to best assess the potentials. Periodic boundary conditions are applied in all three directions. The long-range electrostatic interaction is calculated using the Wolf summation method [33, 39]. The time step for the molecular dynamics (MD) simulations is 0.2 fs. The charge on each atom is updated every time step using the charge equilibrium (Qeq) scheme developed by Rappé and Goddard [40].

We built structures with different types and concentrations of randomly-placed point defects and relaxed them at zero temperature by energy minimization. To investigate the sensitivity of the refined PDF to the defect locations, ten structures were created for each configuration. We consider common point defects for both the cation (Ti and Zr) and the anion (O): vacancies, interstitials, Frenkel pairs (a cation vacancy and interstitial pair), and anti-Frenkel pairs (an anion vacancy and interstitial pair), and combinations of these defect types.

B. Pair distribution function (PDF) analysis

We use measured PDFs for MWR-grown anatase TiO$_2$ and tetragonal ZrO$_2$ thin films from previous studies [6, 25]. The data acquisition was performed at the X-ray Powder Diffraction Beamline, 28-ID-2, at the National Synchrotron Light Source II at Brookhaven National Laboratory.
TABLE I. Space groups, supercell sizes, and number of atoms in the TiO$_2$ and ZrO$_2$ simulation boxes. $a$, $b$, and $c$ are the lattice constants.

| Phase          | Space Group | Supercell          | Number of Atoms |
|----------------|-------------|---------------------|-----------------|
| Anatase TiO$_2$| $I41/amd$   | $7a \times 7a \times 3c$ | 1764            |
| Rutile TiO$_2$ | $P42/mnm$   | $6a \times 6a \times 9c$ | 1944            |
| Tetragonal ZrO$_2$ | $P42/nmc$ | $7a \times 7a \times 5c$ | 1470            |
| Cubic ZrO$_2$  | $Fm3m$      | $5a \times 5a \times 5a$ | 1500            |
| Monoclinic ZrO$_2$ | $P21/c$  | $5a \times 5b \times 5c$ | 1500            |

The PDF refinement is performed using the DiffPy-cmi package [10]. The structure models are fit against the measured PDFs by refining global and phase-specific scaling factors, lattice parameters, isotropic atomic displacement parameters (ADPs, denoted by $U_{iso}$), a low-$r$ peak sharpening coefficient for correlated motion of nearby atoms, and a PDF peak envelope function, which dampens the signal as a function of separation to account for grain/particle size. The quality of the fit is quantified by a goodness-of-fit value $R_w$, which is calculated as [4]

$$
R_w = \sqrt{\frac{\sum_n (G_{obs,n} - G_{calc,n})^2}{\sum_n G_{obs,n}^2}},
$$

where $G_{obs,n}$ is the $n$th point on the experimentally measured PDF and $G_{calc,n}$ is the $n$th point on the refined PDF. The PDF refinement is done from 1.5 Å to 30 Å in an increment of 0.01 Å. Periodic boundary conditions are applied to the structure models [42]. This step is important because if the supercell is not periodic, the PDF peaks will dampen as the atomic separation approaches the simulation box size.

III. POTENTIAL SELECTION AND ASSESSMENT

A. Lattice constants and elastic constants

We performed atomistic calculations using SMTB-Q and ReaxFF for both TiO$_2$ and ZrO$_2$. The SMTB-Q potential [34] and two ReaxFF parametrizations, i.e., ReaxFF – TiO$_2$/H$_2$O [36] and ReaxFF – defect [37] for TiO$_2$ all produce stable structures in MD simulations and will be further considered in the lattice constant and elastic constant calculations. The ReaxFF parametrized for yttria-stabilized zirconia [35], however, does not generate stable structures in MD simulations for the tetragonal, cubic, and monoclinic phases of ZrO$_2$. The SMTB-Q potential for ZrO$_2$ [33] does generate stable structures for perfect and defected phases and will be used in the subsequent analysis.

The lattice constants and elastic constants of anatase TiO$_2$ calculated using the SMTB-Q and ReaxFF are presented in Table II along with experimental values from the literature [43, 44]. The calculation details are provided in Appendix A. The lattice parameters predicted by all three potentials are close to the experimental values with a largest deviation of 1.7%. The accuracy of the elastic constants is quantified by the root-mean-square error (RMSE) of the unique elements of the elastic constant tensor compared to the experimental values. The elastic constant RMSE from the SMTB-Q potential is 17.9 GPa, thirteen and five times smaller than those predicted by ReaxFF – TiO$_2$/H$_2$O and ReaxFF – defect. In addition, the elastic constants calculated by SMTB-Q maintain the crystal symmetry (i.e., $C_{11} = C_{22}$, $C_{13} = C_{23}$, and $C_{44} = C_{55}$), which is not the case with those calculated by ReaxFF – TiO$_2$/H$_2$O and ReaxFF – defect. Based on the lattice constant and elastic constant results, we decided to use the SMTB-Q potential in our further calculations of TiO$_2$. The lattice constants and elastic constants of rutile TiO$_2$ are provided in Table S1 of the Supplemental Material [45].

The lattice constants and elastic constants of tetragonal ZrO$_2$ calculated using the SMTB-Q potential are also reported in Table II. Although the ZrO$_2$ elastic constants have a larger RMSE compared to that for TiO$_2$, the lattice constants are well predicted with an average error of 2.4% compared to the experimental values [46, 47]. The elastic constants that represent the reaction to a normal stress (i.e., $C_{11}$, $C_{22}$, and $C_{33}$) are reasonably accurate, with an average error of 18%. The lattice constants and elastic constants of monoclinic and cubic ZrO$_2$ are provided in Table S2 of the Supplemental Material [45].
TABLE II. Lattice constants (a, c) (Å), elastic constants (c_{ij}) (GPa), bulk modulus (B_V) (GPa), and shear modulus (G_V) (GPa) calculated using the SMTB-Q and ReaxFF potentials, and literature experimental values.

|                  | Anatase TiO₂ | Tetragonal ZrO₂ |
|------------------|--------------|-----------------|
|                  | SMTB-Q       | ReaxFF-TiO₂/H₂O | ReaxFF-defect | Exp. [43, 44] | SMTB-Q       | Exp. [46, 47] |
| a                | 3.809        | 3.798           | 3.832         | 3.784         | 3.681        | 3.591         |
| c                | 9.597        | 9.550           | 9.673         | 9.515         | 5.285        | 5.169         |
| c_{11}           | 341          | 401             | 402           | 337           | 294          | 327           |
| c_{22}           | 341          | 401             | 412           | 337           | 294          | 327           |
| c_{33}           | 198          | 211             | 245           | 192           | 178          | 264           |
| c_{12}           | 104          | 87              | 101           | 139           | 191          | 100           |
| c_{13}           | 103          | 115             | 145           | 136           | 16.5         | 62            |
| c_{23}           | 103          | 113             | 155           | 136           | 16.5         | 62            |
| c_{44}           | 56           | -675            | -238          | 54            | 41.7         | 59            |
| c_{55}           | 56           | -58             | 90            | 54            | 41.7         | 59            |
| c_{66}           | 63           | 35              | 53            | 60            | 181          | 64            |
| c_{ij} RMSE      | 17.9         | 249             | 106           | -             | 190          | -             |
| B_V^a            | 167          | 182             | 207           | 178           | 135          | 152           |
| G_V^b            | 58           | -32             | -32           | 57            | 89           | 83            |

^a Eq. (A3)
^b Eq. (A4)

B. Defect formation energy

The relaxed point defect structures predicted by SMTB-Q in anatase TiO₂ and tetragonal ZrO₂, the phases that are grown under MWR, are shown in Figs. 1(a)–1(e) and 2(a)–2(e). The calculation details are presented in Appendix A. The resulting atomic displacements around the point defects in TiO₂ (denoted by arrows) are similar to those observed in previous DFT calculations [48] and range from 0.1 Å (O interstitial) to 0.4 Å (Ti vacancy). For ZrO₂, the atomic displacements around a point defect are less than 0.0001 Å and are not shown.

FIG. 1. Relaxed atomic structures of anatase TiO₂ from the SMTB-Q potential: (a) perfect, (b) Ti interstitial, (c) Ti vacancy, (d) O interstitial, and (e) O vacancy. The dashed circles indicate the defect sites. The arrows indicate the direction of displacements after relaxation. The structures are qualitatively similar to DFT-predicted structures [48].

The anatase TiO₂ defect formation energies predicted by SMTB-Q and from previous DFT calculations are provided in Table III. Also provided are the tetragonal ZrO₂ defect formation energies predicted by SMTB-Q, previous DFT calculations, and previous calculations for the polarizable Born-Mayer (BM) core-shell potential [49]. In the DFT studies, the defect formation energies depend on the charge states, the elemental chemical potentials, the Fermi level, and the valence-band maximum of the perfect crystal. As such, several discrete values are often reported for a given
FIG. 2. Relaxed atomic structures of tetragonal ZrO\(_2\) from the SMTB-Q potential: (a) perfect, (b) Zr interstitial, (c) Zr vacancy, (d) O interstitial, and (e) O vacancy. The dashed circles indicate the defect sites. The atomic displacements around a point defect are less than 0.0001 Å and are not shown.

TABLE III. Defect formation energies in eV for anatase TiO\(_2\) and tetragonal ZrO\(_2\) from the SMTB-Q potential, and previous DFT and BM potential calculations.

| Defect Type          | Anatase TiO\(_2\) | Tetragonal ZrO\(_2\) |
|----------------------|-------------------|----------------------|
|                      | SMTB-Q | DFT [51] | SMTB-Q | DFT [50] | BM [49] |
| O Vacancy            | 1.85   | 0.70 – 4.23 | 4.42   | -0.76 – 6.10 | 15.62   |
| Cation Vacancy       | 2.93   | -0.7 – 5.80 | 9.63   | 6.11       | 85.04   |
| O Interstitial       | 4.37   | 0.60 – 4.30 | 7.74   | 1.79       | -10.42  |
| Cation Interstitial  | 1.07   | 0.70 – 7.74 | 1.85   | 1.96       | -67.41  |
| O Frenkel Pair       | 3.86   | –         | 11.39  | 8.07 – 18.57 | 17.63   |
| Cation Frenkel Pair  | 5.38   | –         | 12.12  | 4.11 – 7.41 | 5.20    |

defect type. The full range is provided in Table III. The defect formation energies for other phases of TiO\(_2\) and ZrO\(_2\) are provided in Tables S3 and S4 of the Supplemental Material [45].

For anatase TiO\(_2\), the SMTB-Q defect formation energies fall within the DFT energy ranges except for the O interstitial (0.07 eV above the maximum DFT value). SMTB-Q predicts that the smallest formation energy is for a Zr interstitial. For tetragonal ZrO\(_2\), the SMTB-Q defect formation energies fall close to the DFT results except for the O interstitial. All SMTB-Q results are in better agreement with the DFT results than the BM potential. SMTB-Q predicts that the smallest formation energy is for a Ti interstitial.

IV. PAIR DISTRIBUTION FUNCTION (PDF) ANALYSIS

A. Anatase TiO\(_2\)

We now perform PDF analysis with starting structures obtained as described in Sec. II A to determine the defect types (vacancies, interstitials, Frenkel pairs, anti-Frenkel pairs) and concentrations present in MWR-grown anatase TiO\(_2\) (this section) and tetragonal ZrO\(_2\) (Sec. IV B). The variation of \(R_w\) with defect concentration for different defects in anatase TiO\(_2\) is plotted in Fig. 3. The concentration of a defect type is specified by dividing the number of that type of defect by the total number of atoms before defects are inserted. The mean values and standard deviations (as shown by the error bars) are obtained from ten randomly generated structures for each defect type and concentration.

For all six defect types, \(R_w\) first decreases starting from 0.325 (the perfect structure, plotted as a dashed horizontal line), reaches a minimum, and then increases as the defect concentration varies from 0 to 4.5%. Introducing Ti defects improves the PDF refinement more than O defects as indicated by the lower \(R_w\) across all concentrations. The small error bars indicate that \(R_w\) is insensitive to the defect configuration except at the higher concentrations, when clustering is possible. The lowest \(R_w\) (0.274) comes from the structure with 2.3% Ti Frenkel pairs.

Based on this result, we conducted a more comprehensive study. The concentrations of the four types of point defect (Ti vacancy, Ti interstitial, O vacancy, and O interstitial) were simultaneously varied and the PDFs of the
TABLE IV. Defect concentrations sampled for anatase TiO$_2$ structures.

| Defect Type       | Concentrations (%) |
|-------------------|--------------------|
| Ti Vacancy (V$_{Ti}$) | 1.70, 2.27, 2.83, 3.40, 4.00 |
| Ti Interstitial (Ti$_i$) | 1.13, 1.70, 2.28, 2.83 |
| O Vacancy (V$_O$) | 0, 0.28, 0.57, 0.85 |
| O Interstitial (O$_i$) | 0, 0.28, 0.57, 0.85 |

resulting structure models were refined against the experimental PDF. We considered 240 defect type combinations and generated ten random structures for each combination. The concentrations for each defect type are provided in Table IV. We then plotted the average $R_w$ values as two-dimensional contours based on the Ti vacancies and Ti interstitials, for a constant concentration of O defects. We considered sixteen combinations of O defects (Table IV), resulting in sixteen contours. The five contour plots containing the lowest $R_w$ values are shown in Figs. 4(a)-4(e) and the others are presented in Figs. S1 and S2 of the Supplemental Material [45]. The lowest $R_w$ (0.264) corresponds to the structure with 3.40% Ti vacancies, 1.70% Ti interstitials, and 0.28% O interstitials [indicated by the red star marker in Fig. 4(a)]. The refinement parameters associated with this structure are listed in Table S5 of the Supplemental Material [45]. Six other defected structures give a similar $R_w$ (within 3% of 0.264) after the PDF refinement [indicated by red square markers in Figs. 4(a)-4(e)]. All of these structures have the Ti vacancy as the dominant defect type, followed by the Ti interstitial.

The $R_w$ values of the perfect anatase phase and the defected anatase structure with the lowest $R_w$ (both refined against the same experimental PDF) are provided in Figs. 5(a)-5(f), where they are split into short range (0 – 10 Å), medium range (10 – 20 Å), and long range (20 – 30 Å) order. The short range $R_w$ decreases from 0.319 to 0.288 and the medium range $R_w$ decreases from 0.138 to 0.112. There are notable improvements for the peaks at 4.3 Å and 6.7 Å, both of which represent Ti–O pairs as identified by the dashed vertical lines. Improvement can also be seen for the Ti–Ti peak at 3.8 Å. The corresponding atom pairs are shown in Fig. S3(a) of the Supplemental Material [45]. The improved fit to Ti–O and Ti–Ti peaks suggest that the defected model, which is dominated by Ti vacancies and interstitials, is a good representation of the defected structure. The refinement results for the other six structures with low $R_w$ values have improved fitting at the same distances. The refinement to the long range leads to a smaller $R_w$ decrease from 0.271 to 0.266. This result suggests that despite the local disorder, the atomic structure of the MWR-grown TiO$_2$ remains anatase, which agrees with previous work by Nakamura et al. on the same experimental sample [6]. The introduction of the defects makes the local atomic environment in the lower $r$ region similar to that in the MWR-grown TiO$_2$.

The SMTB-Q results provided in Table III indicate that Ti interstitial has the lowest formation energy, followed by O vacancy, Ti vacancy, and O interstitial. The low-ends of the DFT ranges indicate that Ti vacancy has the lowest formation energy, followed by approximately the same value for O interstitial, Ti interstitial, and O vacancy. The defect concentrations predicted for the MWR-grown TiO$_2$ follow a different order, with a dominance of Ti vacancy and Ti interstitial. This finding may be due to the fact that the defect formation energies are calculated at zero

FIG. 3. Variation of $R_w$ with defect concentration for anatase TiO$_2$. The error bars represent the standard deviation from ten randomly-generated structures for each defect type and concentration.
FIG. 4. Variation of anatase TiO$_2$ $R_w$ with Ti and O defect concentrations. The red markers indicate the seven lowest $R_w$ values. The lowest $R_w$, the red star in (a), results from the PDF refinement of a structure model with 3.40% Ti vacancies, 1.70% Ti interstitials and 0.28% O interstitials.

Temperature without considering the electromagnetic field, while the experimental sample is synthesized under MWR at 140 – 160 °C.

B. Tetragonal ZrO$_2$

The variation of $R_w$ for different point defect concentrations in tetragonal ZrO$_2$ is shown in Figure 6. For Zr interstitials and Zr Frenkel pairs, $R_w$ increase monotonically as the concentration increases, while $R_w$ for Zr vacancies and O interstitials remains almost unchanged from the perfect crystal value of 0.236 (plotted as a dashed horizontal line). For O vacancies and O Frenkel pairs, $R_w$ reaches a minimum at a concentration of 4.6%. These results suggests that O point defects are the dominant defect types in MWR-grown ZrO$_2$ and that Zr-related defects are unlikely to exist.

Because only O defects contribute to lowering $R_w$ in the PDF refinements for the structures in Fig. 6, we built structures with different combinations of O vacancies and O interstitials and refined them against the experimental PDF. The resulting two-dimensional $R_w$ contour is shown in Fig. 7. The lowest $R_w$ (0.214) results for the structure with 4.8% O vacancies and no O interstitials (indicated by the red star marker in Fig. 7). The refinement parameters associated with this structure are listed in Table S6 of the Supplemental Material [45]. Four other defected tetragonal ZrO$_2$ structures give a similar $R_w$ (within 1% of 0.214) after the PDF refinement (indicated by the red square markers in Fig. 7). All of these structures have the O vacancy as the dominant defect type, followed by the O interstitial. It should be noted that some structures leading to low $R_w$ values are not included because the refined ADPs are not physical [52].

The PDFs of the perfect tetragonal phase and the defected structure with the lowest $R_w$ (both refined against the same experimental PDF) are split into short, medium, and long range order in Figs. 8(a)-8(f). The refinement to the MWR-grown tetragonal phase using the defected structure model shows improvement in the first peak at 2.1 Å (vertical dashed line), which corresponds to the nearest-neighbor Zr–O distance [see Fig. S3(b) of the Supplemental...
FIG. 5. PDF refinement for anatase TiO$_2$ separated into short, medium, and long range order. The green curves are the differences between the refined and experimental PDFs. (a)-(c) are the refined PDFs using the perfect structure and (d)-(f) are the refined PDFs using the defected structure with the lowest $R_w$.

Material [45]]. The short range $R_w$ decreases from 0.242 to 0.214, suggesting that the defected model with mainly oxygen vacancies describes the local atomic structure. The medium range $R_w$ slightly increases from 0.160 to 0.163 and the long range $R_w$ decreases from 0.228 to 0.213. This observation indicates that despite the local disorder, the atomic structure of the MWR-grown ZrO$_2$ remains tetragonal. The introduction of O vacancies and interstitials makes the local atomic environment more similar to that in the MWR-grown ZrO$_2$.

From Table III, Zr interstitial has the lowest formation energy based on the SMTB-Q potential, followed by O vacancy, O interstitial, and Zr vacancy. The low ends of the DFT ranges indicate an order of O vacancy, O interstitial, Zr interstitial, and Zr vacancy. Similar to the discussion about TiO$_2$, differences compared to the result of the PDF

FIG. 6. Variation of $R_w$ with defect concentration for tetragonal ZrO$_2$. The error bars represent the standard deviation from ten randomly-generated structures for each defect type and concentration.
FIG. 7. Variation of $R_w$ with O defect concentration for tetragonal ZrO$_2$. The red markers indicate the five lowest $R_w$ values. The lowest $R_w$, the red star, results from the PDF refinement of a structure model with 4.8% O vacancies.

refinement may be a result of the finite experimental temperature and the presence of MWR.

FIG. 8. PDF refinement for tetragonal ZrO$_2$ separated into short, medium, and long range order. The green curves are the differences between the refined and experimental PDFs. (a)-(c) are the refined PDFs using the perfect structure and (d)-(f) are the refined PDFs using the defected structure with the lowest $R_w$.

Our conclusion that O defects are present in MWR-grown ZrO$_2$ is consistent with a recent study by Nakamura et al. on defect-mediated phase transitions in ZrO$_2$ under MWR [25], where the authors used the same experimental PDF as this work. In addition to their experimental work, they generated 96 atom perfect structures and then created one or two O vacancies or interstitials. Each structure was relaxed using DFT and then refined against the experimental
PDF of their MWR-grown ZrO$_2$. They found that the tetragonal phase with 2.1% O vacancies best approximated the MWR-grown ZrO$_2$, which is lower than the concentration we obtained (5.1%). While DFT provides more accurate structures and energies than the SMTB-Q potential, the accessible system sizes and defect configurations are limited by the high computational cost. Furthermore, the periodicity of the defects in their small DFT computational cell, which has a minimum side length of 7 Å, will have a more pronounced effect than in our simulation box, which contains 1470 atoms and a minimum box side length of 26 Å (Table I).

### C. Lattice constants and atomic displacement parameters from PDF analysis

The refined PDFs provide additional information beyond the atomic structure. We now examine the lattice constants and ADPs of the perfect and defected structures extracted from the refined PDFs and compare the values with other experimental and modeling results. We do not refine the anisotropic ADPs because the crystallographic resolution $Q_{\text{max}}$ of the experiments we are analyzing is not high enough (16 Å$^{-1}$). Previous PDF analysis of TiO$_2$ refined the anisotropic displacement parameters when the $Q_{\text{max}}$ was larger than 22 Å$^{-1}$ [53–55] or when the radiation source was neutrons [56]. Our attempt to refine anisotropic ADPs did not yield physical ADP values or meaningful improvement of $R_w$ for both TiO$_2$ and ZrO$_2$ (See Tables S7 and S8 of the Supplemental Material). Values reported for the perfect TiO$_2$ structure are from the PDF measurement of an anatase powder sample using perfect anatase as the structure model [57]. There is no equivalent result for the perfect tetragonal ZrO$_2$ structure. Values for the defected TiO$_2$ and ZrO$_2$ structures are averaged over the low $R_w$ structures identified by red markers in Figs. 4(a)-4(e) and 7.

The anatase TiO$_2$ and tetragonal ZrO$_2$ lattice constants obtained directly from energy minimization with the SMTB-Q potential are compared with the PDF refinement of the lowest $R_w$ structures in Table V. In TiO$_2$, the lattice constant $a$ in the perfect structure expands from 3.809 Å to 3.905 Å after introducing defects, while the lattice constant $c$ contracts from 9.597 Å to 9.364 Å. From the PDF refinement, $a$ also expands from 3.772 Å to 3.793 Å after introducing defects, while $c$ changes by only 0.001 Å. In ZrO$_2$, both the lattice constants $a$ and $c$ contract after inserting defects into the structures ($a$ from 3.681 Å to 3.646 Å and $c$ from 5.285 Å to 5.205 Å).

The ADP, which has the dimension of length squared, quantifies static atomic displacements away from the perfect structure and thermal vibrations about the equilibrium positions [58]. We will present ADPs obtained from the PDF refinements and atomic mean squared displacements (MSDs) calculated from MD simulations at 300 K. While both of these quantities are impacted by local disorder and atomic vibrations, there are five factors that challenge a quantitative comparison.

(i) Thermal vibration versus static disorder. The ADPs obtained from crystal diffraction experiments provide time- and lattice-averaged probability density functions that contain contributions from thermal vibrations and static disorder, which cannot be distinguished at a given temperature [58]. The MSD, on the other hand, only accounts for thermal vibrations around the equilibrium positions.

(ii) The distribution of MSD amplitude across atoms. When a percentage of atoms of the same type have a larger MSD than the rest, fitting to one ADP can overestimate the average atomic displacement [4].

(iii) Anisotropic atomic displacements. The ADPs are refined isotropically by assuming that the vibrational amplitudes are equal in all directions [59]. This assumption is made to avoid refining more than one variable per atom type due to the scarcity of diffraction data.

(iv) Correlated atomic displacements. When two atoms are bonded, they have a tendency to move in a correlated fashion. Their displacement relative to each other is overestimated by the ADP if they move in the same direction, and is underestimated if the motions are anti-correlated [4, 60, 61].

(v) Crystallographic resolution. The accuracy of the ADP can be affected by the experimental resolution. If the resolution is insufficient, it is not possible to identify alternative atomic positions, which will be compensated by an increase of the ADP [59].

The anatase TiO$_2$ ADPs from the PDF refinement are provided in Table VI and Figs. 9(a) and 9(b). The ADPs for defected TiO$_2$ are larger than those of the perfect structure for both Ti (by 21%) and O (by 28%), suggesting that the defects induce a static displacement and/or larger thermal vibrations of Ti and O atoms. As to the latter, we used MD simulations to verify that increasing the defect concentration increases the thermal vibrations. The results are shown in Figs. S4 and S5 of the Supplemental Material [45].

We calculated species-dependent MSDs, $\langle (\Delta r)^2 \rangle_j$ ($j = \text{Ti}, \text{O}$), using MD simulations at a temperature of 300 K from

$$\langle (\Delta r)^2 \rangle_j = \frac{1}{N_j} \left\langle \sum_{i \in N_j} (r_i^{(t)} - r_{i,eq})^2 \right\rangle_t .$$

Here, $N_j$ is the number of atoms of type $j$, the summation is over all atoms of type $j$, $r_i^{(t)}$ is the atomic position at time $t$, $r_{i,eq}$ is the averaged atomic position, and the angle brackets denote a time average. The MD simulations were
run for 10 ps (50,000 time steps). The average atomic positions and MSDs were taken over the last 15,000 time steps. We note that MSDs calculated from MD simulations will be underestimated below the Debye temperature due to the exclusion of quantum statistics [62]. The Debye temperatures of anatase TiO$_2$ and tetragonal ZrO$_2$ are 520 K [63] and 515 K [64].

TABLE V. Lattice constants of perfect and defected anatase TiO$_2$ and tetragonal ZrO$_2$ obtained directly from energy minimization and from PDF refinement. The perfect phase values are refined using perfect structure models and the defected phases are refined using the low $R_w$ structures represented by red markers in Figs. 4(a)-4(e) and 7. The numbers in the brackets are the standard deviations among those structures. An experimental PDF of perfect tetragonal ZrO$_2$ is not available.

|          | Minimization | PDF refinement |
|----------|--------------|----------------|
|          | Perfect      | Defected       | Perfect      | Defected       |
| TiO$_2$ a (Å) | 3.809        | 3.905(0.008)   | 3.772        | 3.793(0.001)   |
| TiO$_2$ c (Å) | 9.597        | 9.364(0.016)   | 9.491        | 9.492(0.001)   |
| ZrO$_2$ a (Å) | 3.681        | 3.646(0.010)   | -            | 3.554(0.001)   |
| ZrO$_2$ c (Å) | 5.285        | 5.205(0.018)   | -            | 5.097(0.001)   |

The results for the perfect and defected TiO$_2$ structures are provided in Table VI. The Ti and O MSDs in the perfect structure are 0.0107 Å$^2$ and 0.0130 Å$^2$, with an O/Ti ratio of 1.2. The MSDs of Ti and O in the perfect structure are larger, 0.0142 Å$^2$ and 0.0167 Å$^2$, with no significant change of the O/Ti MSD ratio. This result is consistent with the ADPs and confirms that the defects induce a larger thermal vibration. For both the perfect and defected structures, the O MSDs are comparable to the O ADP values, while the Ti MSDs are more than twice as large as the Ti ADPs, leading to larger O/Ti ratios based on the ADP.

Jongmanns et al. [24] directly compared experimental O/Ti ADP ratio from in-situ PDF measurement during flash sintering of rutile TiO$_2$ [65] to MSD ratios calculated by MD simulations with Frenkel defects. The experimentally measured ADP O/Ti ratio is 1.51 – 2.02 [65], which, similar to our results, is larger than their calculated MSD O/Ti ratio of 0.99 – 1.23 [24].

The ADPs for tetragonal ZrO$_2$ are compared to the MSDs in Table VI. For the defected structures, the MSD of Zr (0.0118 Å$^2$) is higher than the ADP (0.0027 Å$^2$), similar to the anatase TiO$_2$ results. The O MSDs, however, are larger than the ADPs in the defected structures. In addition to the difference between how the atomic thermal displacements are accounted for in the MSD and ADP, which is discussed in more detail below, the larger discrepancies in tetragonal ZrO$_2$ may also be related to the performance of the SMTB-Q potential for ZrO$_2$ compared to TiO$_2$ (Table II). The MSDs in the defected structure are lower than those in the perfect structure, contrary to TiO$_2$. This observation could be related to the fact that pure tetragonal ZrO$_2$ is not stable at room temperature without dopants such as yttrium [66].

TABLE VI. A comparison of calculated MSDs using MD simulation and the ADP values ($U_{iso}$) obtained from PDF refinement for anatase TiO$_2$ and tetragonal ZrO$_2$. The ADPs for the perfect structures are refined using the perfect structure models. The ADPs for the defected structures are refined using the low $R_w$ structures represented by red markers in Figs. 4(a)-4(e) and 7. The numbers in the brackets are the standard deviations among those structures. The dimensionless O/cation ratio is also reported. The experimental PDF of perfect tetragonal ZrO$_2$ is not available.

|          | $U_{iso}$ ($\times 10^{-3}$ Å$^2$) | $\langle \Delta r \rangle^2$ ($\times 10^{-3}$ Å$^2$) |
|----------|-----------------------------------|-----------------------------------------------|
|          | Cation                            | O/Cation                                      | Cation                            | O/Cation                                      |
| Perfect  | 4.2                               | 12.8                                          | 3.0                               | 10.7                                           | 13.0                                           | 1.2                                           |
| Defected | 5.1(0.3)                          | 16.4(0.7)                                     | 3.2                               | 14.2(0.6)                                      | 16.7(0.6)                                      | 1.2                                           |
| Perfect  |                                  |                                                | 12.6                              | 22.2                                           |                                                | 1.8                                           |
| Defected | 2.7(0.7)                          | 27.4(0.8)                                     | 10.1                              | 11.8(0.5)                                      | 20.0(0.8)                                      | 1.7                                           |

The distinct roles played by thermal vibrations and static disorder [(i) above] is a potential source of the differences between the ADPs and MSDs. But, this effect cannot explain why the ADP (accounting for both thermal vibration and static disorder) is much lower than the MSD (accounting for thermal vibration only) for the cations. Below, we examine the distribution of MSD amplitude across atoms [(ii)] and their anisotropy [(iii)] as possible origins of the differences.

We calculated the MSD distributions for anatase TiO$_2$ and tetragonal ZrO$_2$ for the perfect structures and the defected structures with the lowest $R_w$ values. The average MSDs and their three orthogonal components, along with the standard deviation and the skewness $g_1$, which measures the asymmetry of the distribution, are provided in Table VII.
FIG. 9. (a) Cation and (b) O ion MSD and ADP values. The data are also provided in Table VI.

For anatase TiO$_2$, the standard deviation and skewness for both Ti and O in the defected structure are larger than those in the perfect structure. Introducing defects leads to a wider distribution of atomic displacements. This observation suggests a source of uncertainty in the fitted ADP compared to the true value. It does not, however, explain the differences between the ADPs and MSDs, as the Ti ADP (0.0042 Å$^2$) is much lower than the Ti MSD in the perfect structure (0.011 Å$^2$) (Table VI) despite having a narrower and more symmetric MSD distribution. The MSD distribution is also not a relevant factor in tetragonal ZrO$_2$. Although the skewness of the O MSD (19.9) is much higher than the Zr MSD (2.8) in the defected structures, the O MSD value is 27% lower than O ADP while the Zr MSD is four times the Zr ADP.

In TiO$_2$, the MSDs components increase anisotropically when defects are introduced, with the z-component having the largest increase of 42% for Ti and 37% for O. The z-components of the MSDs also have a larger positive skewness (20.8 for Ti and 21.8 for O), which may be caused by the enhancement of atomic vibrations around the defect sites. In ZrO$_2$, the MSDs in the defected structures are more isotropic than that in perfect structure. The anisotropic atomic displacement, however, cannot be the main factor for the difference between the MSD and ADP for Zr and Ti. The three components of the Zr MSD in the defected structures are the most isotropic values among all Ti, Zr, and O MSDs, but the Zr MSD in defected structures has the largest difference compared to the corresponding ADP from Table VI.

Correlated atomic motion [(iv)] is known to sharpen the widths of PDF peaks in the low $r$ region because those atoms tend to move in-phase [60]. For biomolecular crystals, it was found that rigid-body, highly correlated, anharmonic motion contributes to an underestimation of the ADPs [67]. Although the effect of correlated motion is partially accounted for by the low $r$ peak sharpening coefficient to the PDF refinement (See Sec. II B), it is based on a Debye model analysis for an isotropic elastic solid [61], which may behave differently compared to TiO$_2$ and ZrO$_2$.

The crystallographic resolution of the PDF measurements [(v)] used [6, 25] is 16 Å$^{-1}$, which is sufficient in most applications [4]. The resolution is unlikely to be a major factor here because an insufficient resolution would lead to an overestimated ADP, while in Table VI, the cation ADPs are lower than their MSDs.

We conclude that while it is challenging to make direct quantitative comparison between ADPs and MSDs, the ADP is qualitatively related to the MSD and they show the same trends when introducing defects. Based on the discussion of the five factors mentioned above, the ADP is best used as a qualitative measure to examine the static
displacement and the thermal vibration of the atoms relative to their lattice sites. The ADP can also be used as an indicator of the quality of the PDF refinement. For example, an abnormally high ADP could indicate that the structure model does not represent the experimental sample well, resulting in high static disorder.

D. X-ray vs. neutron PDF

We note that O is a weaker scatterer of X-rays compared to Ti and Zr. This situation makes background subtraction challenging, because small differences in the background scaling can lead to changes in the subtracted pattern, and subsequently to the PDF [41]. There could thus be higher uncertainties in the PDF peak intensities, particularly for the O-O peaks. The uncertainties in some of the refinement parameters (e.g., the oxygen ADP) could also be increased. Neutron PDF could be used to complement X-ray PDF for TiO$_2$, ZrO$_2$, or other metal oxides [68] because of the comparable absolute values of the atomic scattering lengths, which are listed for O, Ti, and Zr in Table S9 of the Supplemental Material [45]. Using neutron PDF analysis in addition to X-ray PDF analysis could thus reduce the uncertainty of the refined parameters related to oxygen and enable refinement of anisotropic ADPs, which would facilitate a better description of the atomic thermal displacements.

To evaluate the potential usefulness of neutron PDF to this study, we compared simulated X-ray and neutron PDFs for perfect and defected anatase TiO$_2$ and tetragonal ZrO$_2$ structures. The results are provided in Figs. S6 and S7 of the Supplemental Material [45]. Fewer features are visible in the neutron PDFs. For anatase TiO$_2$, this result is partially due to the negative scattering length of Ti, which leads to cancellation effects with the positive peaks that result from the positive scattering length of O. This effect has been observed in other materials systems [76]. We also find that the effect of the point defects on the X-ray and neutron PDFs are comparable.

V. CONCLUSION

We developed a workflow to incorporate atomistic simulations into structure model generation in PDF refinement. We applied the workflow to investigate the local defect structures and concentrations within MWR-synthesized anatase TiO$_2$ and tetragonal ZrO$_2$. The SMTB-Q interatomic potential was selected based on its good performance in calculating material properties and its ability to generate stable defected structures (Table II). Relaxing structure models with defects before the PDF refinement provides energetically-favorable structures. By refining the energy-minimized defected structures against the experimental PDFs, we found that Ti vacancy and Ti interstitial are the dominant point defects in anatase TiO$_2$ [Figs. 4(a)-4(e) and 5(a)-5(f)], while O vacancy is dominant in tetragonal ZrO$_2$ [Figs. 7 and 8(a)-8(f)]. We examined the ADPs from the PDF refinement and MSDs from MD simulations (Table. VI), finding that comparison is hindered by limitations of the experimental analysis.
While we focused on structures with local disorder, the proposed workflow can also benefit PDF analysis of nanoparticles, which is challenging due to their free surfaces and various sizes and shapes [1]. While there has been effort to automate modeling with structures mined from databases [2] or algorithmically generated [13], these structures are typically bulk-like and do not capture surface reconstructions. These approaches could be further refined by incorporating an energy minimization process. The surface reconstruction can be predicted using atomistic approaches such as energy minimization and/or molecular dynamics simulation, which allow the atoms near the nanoparticle surface to relax. These calculations will identify the stability of a given nanoparticle before using it as a structure model. Our workflow can also augment characterization of perovskites, where RMC is a popular approach due to their complex structures [27, 70, 71]. By relaxing structures with energy minimization, a large simulation cell can be modeled with RMC while preserving a physical configuration.
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Appendix A: Property predictions

1. Lattice constants

To calculate the lattice constants, we ran MD simulations in the isothermal-isobaric ensemble for 10 ps at a temperature of 300 K and zero pressure. We fix the box angles and apply known crystallographic constraints. For orthorhombic structures (anatase and rutile TiO$_2$, cubic and tetragonal ZrO$_2$), the angles are fixed at 90°. For monoclinic ZrO$_2$, the angles are fixed at $\alpha = 90^o$, $\beta = 99.1^o$, and $\gamma = 90^o$ [72]. The box dimensions are output every ten timesteps as they fluctuate to maintain the set conditions. The average box dimensions are calculated using the output of the last 4 ps. The lattice constants are then obtained by dividing by the number of unit cells in each direction.

2. Elastic constants

In linear elasticity, the stress components $\sigma$ may be expressed in terms of the strain components $\epsilon$,

$$\sigma_i = c_{ij}\epsilon_j,$$

(A1)

where the $c_{ij}$ are the elastic constants of the homogeneous crystal, and $i, j = 1, 2, ..., 6$ [73]. The elastic constant matrix is symmetric (i.e., $c_{ij} = c_{ji}$), which reduces the number of independent coefficients from 36 to 21. The elastic constants are calculated at zero temperature. The crystal structure is first relaxed to zero pressure using a conjugate gradient algorithm by iteratively adjusting the box volume and the atomic coordinates to minimize the system energy. A compressive strain $\epsilon_{xx}$ is then applied to the simulation box, followed by a minimization process at constant volume to relax the atomic positions. The six stress components are then calculated from the deformed structure. The same procedure is repeated for the other five independent strain components ($\epsilon_{yy}$, $\epsilon_{zz}$, $\epsilon_{xy}$, $\epsilon_{yz}$, $\epsilon_{xz}$) with the same magnitude. The full stress matrix for compressive deformation $\sigma_{ij}^{\text{comp}}$ is thus obtained. The same steps are then taken under tensile deformation to calculate $\sigma_{ij}^{\text{ten}}$. The elastic constant matrix elements are obtained from

$$c_{ij} = \frac{1}{2}\left(\frac{\sigma_{ij}^{\text{comp}}}{\epsilon_{ij}} + \frac{\sigma_{ij}^{\text{ten}}}{\epsilon_{ij}}\right).$$

(A2)

The bulk modulus $B$ and shear modulus $G$ are calculated using the Voigt approximation [74]:

$$B_V = \frac{1}{9}\left[(c_{11} + c_{22} + c_{33}) + 2(c_{12} + c_{23} + c_{13})\right],$$

(A3)

$$G_V = \frac{1}{15}\left[(c_{11} + c_{22} + c_{33}) - (c_{12} + c_{23} + c_{13})\right] + \frac{1}{5}\left[(c_{44} + c_{55} + c_{66})\right].$$

(A4)
3. Defect formation energy

The defect formation energies are calculated at zero temperature using energy minimization. A perfect crystal is first relaxed to zero pressure and its potential energy, $E_{\text{perfect}}$, is recorded. Next, one type of defect (i.e., a cation or anion vacancy, interstitial, or Frenkel pair) is created by inserting and/or deleting an atom. The defected structure is then relaxed to zero pressure allowing changes to the box size and its potential energy is recorded as $E_{\text{defected}}$. The defect formation energy $E_{\text{formation}}$ is then calculated from [75]

$$E_{\text{formation}} = E_{\text{defected}} - \frac{N_{\text{defected}}}{N_{\text{perfect}}} E_{\text{perfect}},$$

where $N_{\text{defected}}$ and $N_{\text{perfect}}$ are the number of atoms in the defected and perfect systems. For structures with a vacancy, interstitial, or Frenkel pair, we have $N_{\text{defected}} = N_{\text{perfect}} - 1$, $N_{\text{defected}} = N_{\text{perfect}} + 1$, or $N_{\text{defected}} = N_{\text{perfect}}$.

When creating a vacancy, an oxygen or cation atom is randomly deleted along with its charge. When creating an interstitial, an atom is inserted with its charge set to the average charge value of the same atom type in a perfect system. For both vacancies and interstitials, the system is thus no longer charge neutral. When creating a Frenkel pair, as the interstitial-vacancy pair is created by moving an atom to a random interstitial site along with its charge, the system remains charge neutral.
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Supplementary Material: Pair distribution function analysis driven by atomistic simulations: Application to microwave radiation synthesized TiO$_2$ and ZrO$_2$
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S1. LATTICE CONSTANTS AND ELASTIC CONSTANTS

A. Rutile and anatase TiO$_2$

TABLE S1. TiO$_2$ lattice constants (Å), elastic constants (GPa), bulk modulus (GPa), and shear modulus (GPa) calculated using SMTB-Q, ReaxFF, and the literature values.

|          | Rutile                      | Anatase                    |
|----------|-----------------------------|-----------------------------|
|          | SMTB-Q (TiO$_2$/H$_2$O) ReaxFF (defect) Exp. [1, 2] | SMTB-Q (TiO$_2$/H$_2$O) ReaxFF (defect) Exp. [1, 2] |
| a        | 4.623 4.615 4.625 4.593 | 3.809 3.798 3.832 3.784 |
| c        | 2.978 2.973 2.979 2.958 | 9.597 9.550 9.673 9.515 |
| $c_{11}$ | 277 226 278 269           | 341 401 402 337            |
| $c_{22}$ | 277 194 235 269           | 341 401 412 337            |
| $c_{33}$ | 371 476 515 480           | 198 211 245 192            |
| $c_{12}$ | 156 330 171 177           | 104 87 101 139             |
| $c_{13}$ | 138 277 152 146           | 103 115 145 136            |
| $c_{23}$ | 138 80 129 146            | 103 113 155 136            |
| $c_{44}$ | 108 96 81 124             | 56 -675 -238 54            |
| $c_{55}$ | 108 98 82 124             | 56 -58 90 54               |
| $c_{66}$ | 123 233 162 192           | 63 35 53 60                |
| $c_{ij}$ RMSE | 41.3 78.6 25.4 - | 17.9 249 106 - |
| $B_v$    | 199 252 215 218           | 167 182 207 178            |
| $G_v$    | 113 142 109 112           | 58 -32 -32 57              |

$^a$ Eq.(A3)

$^b$ Eq.(A4)
B. Monoclinic, tetragonal, and cubic ZrO$_2$

TABLE S2. ZrO$_2$ lattice constants (Å), elastic constants (GPa), bulk modulus (GPa), and shear modulus (GPa) calculated using SMTB-Q and the literature values.

|       | Monoclinic |               |               |               | Tetragonal |               |               |               | Cubic      |               |               |               |               |               |               |               |               |
|-------|------------|---------------|---------------|---------------|------------|---------------|---------------|---------------|------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|               |
|       | SMTB-Q     | Exp. [3, 4]   | SMTB-Q        | Exp. [5, 6]   | SMTB-Q     | Exp. [5, 7]   |               |               |            |               |               |               |               |               |               |               |
| $a$ (Å) | 5.211      | 5.146         | 3.681         | 3.591         | 5.197      | 5.108         |               |               |            |               |               |               |               |               |               |               |
| $c$ (Å) | 5.380      | 5.313         | 5.285         | 5.169         | 5.197      | 5.108         |               |               |            |               |               |               |               |               |               |               |
| $c_{11}$ | 287        | 358           | 294           | 327           | 458        | 401           |               |               |            |               |               |               |               |               |               |               |
| $c_{22}$ | 338        | 426           | 294           | 327           | 458        | 401           |               |               |            |               |               |               |               |               |               |               |
| $c_{33}$ | 275        | 240           | 178           | 264           | 458        | 401           |               |               |            |               |               |               |               |               |               |               |
| $c_{12}$ | 123        | 144           | 191           | 100           | 61.8       | 96            |               |               |            |               |               |               |               |               |               |               |
| $c_{13}$ | 94.4       | 67.0          | 16.5          | 62            | 61.8       | 96            |               |               |            |               |               |               |               |               |               |               |
| $c_{23}$ | 108        | 127           | 16.5          | 62            | 61.8       | 96            |               |               |            |               |               |               |               |               |               |               |
| $c_{44}$ | 76.5       | 99.1          | 41.7          | 59            | 55.6       | 56            |               |               |            |               |               |               |               |               |               |               |
| $c_{55}$ | 77.1       | 78.7          | 41.7          | 59            | 55.6       | 56            |               |               |            |               |               |               |               |               |               |               |
| $c_{66}$ | 91.2       | 130           | 181           | 64            | 55.6       | 56            |               |               |            |               |               |               |               |               |               |               |
| $c_{15}$ | 31.9       | -25.9         |               |               |            |               |               |               |            |               |               |               |               |               |               |               |
| $c_{25}$ | -4.46      | 38.3          |               |               |            |               |               |               |            |               |               |               |               |               |               |               |
| $c_{35}$ | -28.2      | -23.3         |               |               |            |               |               |               |            |               |               |               |               |               |               |               |
| $c_{46}$ | -6.50      | -38.8         |               |               |            |               |               |               |            |               |               |               |               |               |               |               |
| $c_{ij}$ RMSE | 154.3 |               | 190.5         |               | 115.1      |               |               |               |            |               |               |               |               |               |               |               |
| $B_v^a$ | 173        | 189           | 135           | 152           | 194        | 198           |               |               |            |               |               |               |               |               |               |               |
| $G_v^b$ | 87         | 107           | 89            | 83            | 113        | 95            |               |               |            |               |               |               |               |               |               |               |

---

$^a$ Eq.(A3)
$^b$ Eq.(A4)
S2. DEFECT FORMATION ENERGY

A. Rutile and anatase TiO$_2$

TABLE S3. Defect formation energy (eV) for a titanium or oxygen vacancy, interstitial, and Frenkel pair.

|                | Rutile                  |                  | Anatase                |                  |
|----------------|-------------------------|------------------|------------------------|------------------|
|                | SMTB-Q                  | DFT              | SMTB-Q                 | DFT              |
| O Vacancy      | 1.59                    | 0.80–4.41 [8]    | 1.85                   | 0.70–4.23 [8]    |
| Ti Vacancy     | 3.83                    | –                | 2.93                   | -0.7–5.80 [9]    |
| O Interstitial | 5.51                    | –                | 4.37                   | 0.60–4.30 [9]    |
| Ti Interstitial| 0.06                    | 0.26–7.50 [8]    | 1.07                   | 0.70–7.74 [8]    |
| O Frenkel Pair | 7.18                    | –                | 5.38                   | –                |
| Ti Frenkel Pair| 3.45                    | 1.98–3.84 [10]   | 3.86                   | –                |

B. Monoclinic, tetragonal, and cubic ZrO$_2$
|                  | Cubic                      | Tetragonal                  | Monoclinic                  |
|------------------|----------------------------|-----------------------------|-----------------------------|
|                  | SMTB-Q  DFT    BM | SMTB-Q  DFT    BM | SMTB-Q  DFT    BM |
| O Vacancy        | 4.08  -1.01–6.15 [11] | 4.42  -0.76–6.10 [12] | 3.82  -4.10–6.26 [13] | – |
| Zr Vacancy       | 10.22  15.27–16.53 [11] | 9.63  6.11 [12] | 8.29  5.71–16.53 [13] | – |
| O Interstitial   | 12.41$^a$, 7.82$^b$  5.28–15.70 [11, 14] | 7.74  1.79 [12] | 9.93  6.64–8.90 [13] | – |
| Zr Interstitial  | 1.29  -7.47–2.10 [11] | 1.85  1.96 [12] | 1.41  -7.08–3.61 [13] | – |
| O Frenkel        | 29.59$^a$, 11.86$^b$  1.87–5.30 [11] | 12.12  4.11–7.41 [12] | 13.91  4.26 [15] | – |
| Zr Frenkel       | 11.40  8.86–17.37 [11] | 11.39  8.07–18.57 [12] | 10.99  8.75 [15] | – |

$^a$ ⟨110⟩ site
$^b$ octahedral site
FIG. S1. Variation of $R_w$ with Ti defect concentration. The lowest $R_w$ results from the PDF refinement of a structure model with 3.4% Ti vacancies, 1.7% Ti interstitial and 0.28% O interstitial.
FIG. S2. Variation of $R_w$ with Ti defect concentration. The lowest $R_w$ results from the PDF refinement of a structure model with 3.4% Ti vacancies, 1.7% Ti interstitial and 0.28% O interstitial.
S4. PDF REFINEMENT PARAMETERS

TABLE S5. The refined parameters for the MWR-grown anatase TiO$_2$ using perfect structure and defected structure.

|                | Perfect     | Defected    |
|----------------|-------------|-------------|
| $a$ (Å)        | 3.788       | 3.793       |
| $c$ (Å)        | 9.487       | 9.492       |
| Ti $U_{iso}$ (Å$^2$) | 0.00665     | 0.00510     |
| O $U_{iso}$ (Å$^2$)  | 0.0238      | 0.0164      |
| $D_c$ (Å)      | 34.4        | 33.0        |
| $\delta_2$    | 2.93        | 2.54        |
| $R_w$          | 0.325       | 0.264       |

TABLE S6. The refined parameters for the MWR-grown tetragonal ZrO$_2$ using perfect structure and defected structure.

|                | Perfect     | Defected    |
|----------------|-------------|-------------|
| $a$ (Å)        | 3.551       | 3.554       |
| $c$ (Å)        | 5.097       | 5.097       |
| Zr $U_{iso}$ (Å$^2$) | 0.00848     | 0.00270     |
| O $U_{iso}$ (Å$^2$)  | 0.0170      | 0.0274      |
| $D_c$ (Å)      | 40.5        | 39.6        |
| $\delta_2$    | 1.87        | 3.32        |
| $R_w$          | 0.236       | 0.214       |
TABLE S7. Refined anisotropic ADPs, isotropic ADPs, and $R_w$ values for defected and perfect TiO$_2$. The refined $U_{22,\text{Ti}}$ is an order of magnitude smaller than that for the perfect structure, which is nonphysical. The $R_w$ values do not show significant improvement for either the defected or perfect structures.

|                | Defected |           | Perfect |           |
|----------------|----------|-----------|---------|-----------|
|                | Anisotropic | Isotropic | Anisotropic | Isotropic |
| $U_{11,\text{Ti}}$ ($\text{Å}^2$) | 0.00443 |           | 0.00817 |           |
| $U_{22,\text{Ti}}$ ($\text{Å}^2$) | = $U_{11,\text{Ti}}$ | 0.00510 |           | 0.00026 | 0.00420 |
| $U_{33,\text{Ti}}$ ($\text{Å}^2$) | 0.00520 |           | 0.00358 |           |
| $U_{11,\text{O}}$ ($\text{Å}^2$) | 0.0186 |           | 0.0242 |           |
| $U_{22,\text{O}}$ ($\text{Å}^2$) | = $U_{11,\text{O}}$ | 0.0164 |           | 0.00732 | 0.0128 |
| $U_{33,\text{O}}$ ($\text{Å}^2$) | 0.0141 |           | 0.0110 |           |
| $R_w$ | 0.264 | 0.264 | 0.101 | 0.107 |

TABLE S8. Refined anisotropic ADPs, isotropic ADPs, and $R_w$ value of defected ZrO$_2$. The refined $U_{11,\text{O}}$ is two orders of magnitude smaller the refined $U_{33,\text{O}}$ for the defected structure, which is nonphysical. The $R_w$ value does not show a significant improvement. No experimental sample for perfect ZrO$_2$ is available.

|                | Defected |           |
|----------------|----------|-----------|
|                | Anisotropic | Isotropic |
| $U_{11,\text{Zr}}$ ($\text{Å}^2$) | 0.00442 |           |
| $U_{22,\text{Zr}}$ ($\text{Å}^2$) | = $U_{11,\text{Zr}}$ | 0.00270 |           |
| $U_{33,\text{Zr}}$ ($\text{Å}^2$) | 0.00089 |           |
| $U_{11,\text{O}}$ ($\text{Å}^2$) | 0.0050 |           |
| $U_{22,\text{O}}$ ($\text{Å}^2$) | = $U_{11,\text{O}}$ | 0.0274 |           |
| $U_{33,\text{O}}$ ($\text{Å}^2$) | 0.1710 |           |
| $R_w$ | 0.203 | 0.213 |
S5. ILLUSTRATION OF ATOMIC SEPARATION CORRESPONDING TO PDF PEAKS

FIG. S3. Atom pairs that correspond to improved peak refinement for (a) TiO$_2$ and (b) ZrO$_2$.
S6. THE EFFECT OF DEFECT CONCENTRATION ON THERMAL VIBRATION

FIG. S4. The element-wise MSDs of a) rutile with Ti Frenkel defects, b) anatase with Ti Frenkel defects, c) rutile with O Frenkel defects and d) anatase with O Frenkel defects.

FIG. S4. The element-wise MSDs of a) rutile with Ti Frenkel defects, b) anatase with Ti Frenkel defects, c) rutile with O Frenkel defects and d) anatase with O Frenkel defects.
FIG. S5. The element-wise MSDs of a) cubic ZrO$_2$ with Zr Frenkel defects, b) cubic ZrO$_2$ with O Frenkel defects, c) tetragonal ZrO$_2$ with Zr Frenkel defects, d) tetragonal ZrO$_2$ with O Frenkel defects, e) monoclinic ZrO$_2$ with Zr Frenkel defects and f) monoclinic ZrO$_2$ with O Frenkel defects.
TABLE S9. The scattering factors used in DiffPy for Ti, Zr, and O.

| Element | X-ray (e/atom) | Neutron (fm) |
|---------|----------------|--------------|
| Ti      | 22.00          | -3.37        |
| Zr      | 39.98          | 7.16         |
| O       | 8.00           | 5.81         |

The X-ray and neutron PDFs of perfect anatase TiO$_2$ and tetragonal ZrO$_2$ are shown in Fig. S6. No refinement was performed and the calculation parameters were kept the same for the X-ray and neutron PDFs to enable a fair comparison. The strongly negative peaks in the neutron PDF are due to the negative neutron scattering length of Ti. These negative peaks lead to cancellation effects with the positive peaks that result from the positive scattering length of O.

FIG. S6. Comparisons of X-ray (blue) and neutron (red) PDFs for perfect (a) anatase TiO$_2$ and (b) tetragonal ZrO$_2$. 
The PDFs for defected and perfect structures based on X-ray and neutron scattering are shown in Fig. S7. The defected TiO$_2$ and ZrO$_2$ structures are the ones that result in the lowest $R_w$ when refined against the PDFs of the microwave radiation-grown experimental structures. The effect of the point defects on the lattice constants is removed by setting the lattice constants of the perfect and defected structures to be the same. The difference between the PDFs of the perfect and defected structures are comparable for X-rays and neutrons. Some features, such as the peaks indicated by the vertical dashed lines in Fig S6, that are visible in X-ray PDFs are harder to see in the neutron PDFs.

FIG. S7. Calculated X-ray and neutron PDFs for perfect and defected structures of anatase TiO$_2$ [(a) and (c)] and tetragonal ZrO$_2$ [(b) and (d)].
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