Effective Capacity Analysis in Ultra-Dense Wireless Networks with Random Interference

Yu Gu, Student Member, IEEE, Qimei Cui, Senior Member, IEEE, Yu Chen, Member, IEEE, Wei Ni, Senior Member, IEEE, Xiaofeng Tao, Senior Member, IEEE, Ping Zhang, Senior Member, IEEE

Abstract—Ultra-dense networks (UDNs) provide a promising paradigm to cope with exponentially increasing mobile traffic. However, little work has to date considered unsaturated traffic with quality-of-service (QoS) requirements. This paper presents a new cross-layer analytical model to capture the unsaturated traffic of a UDN in the presence of QoS requirements. The effective capacity (EC) of the UDN is derived, taking into account small-scale channel fading and possible interference. Key properties of the EC are revealed. The amount of traffic impacts effective capacity of the UDN due to the sophisticated interactions among small base stations operating in the same frequency. The maximization of total effective capacity is formulated as a non-cooperative game in the paper. The best-response function is derived, iteratively searching the Nash equilibrium point. System simulation results indicate that our proposed model is accurate. The simulations also show the maximum allowed arrival rate with the QoS guarantee, compared with the full interference model.

Index Terms—Effective capacity, QoS, unsaturated traffic, ultra-dense network (UDN).

I. INTRODUCTION

U"ltra-dense network (UDN) is a promising technology to address the ever and exponentially-increasing demand for mobile traffic [1], [2]. In UDNs, small base stations (SBSs) are densely deployed to allow user equipments (UEs) to be in proximity of SBSs. This can help improve signal qualities of the UEs. Moreover, the network densification can improve network capacity by allowing frequency to be spatially reused. On the other hand, the ultra-dense deployment would cause a severe issue of interference [3]. The interference distribution in UDNs is more unpredictable and unmanageable. Accurate characterization of the interference in UDNs is a fundamental step towards understanding the overall performance of dense networks.

Studies have been carried out to tackle the interference of ultra-dense networks, typically under the assumption of a spatial Poisson point process (PPP) in the placement of SBSs with saturated traffic. Analyses have been conducted on coverage probability, throughput and other performance metrics in the downlink of UDNs [4], [5]. However, these studies focus on the scenario where SBSs always have packets to transmit (i.e., saturated traffic). However, in practice, unsaturated traffic can have a strong impact on the distribution of interference in UDNs. This is because SBSs without traffic data can remain idle to prevent interference to other SBSs. Yu [6] and Kibria [7] considered an inactive BS probability using the stochastic geometry, which defined the probability that a randomly chosen BS did not have any UE in its Voronoi cell. Arvanitakis [8] developed an analytical model to capture load-based interference, assuming that the load of a SBS was \( \rho < 1 \) and the SBS caused interference only \( \rho \) of the time. However, the interference is time-varying according to the time-varying traffic. Little works can capture the random interference due to the unsaturated traffic. The performance studies based on PPP [4]–[8] could be restrictive. The consideration of traffic randomness is important to accurately analyze the performance of UDNs.

Another challenge in UDNs is how to guarantee the quality-of-service (QoS) of UEs, or more specifically, delay. Particularly, the time-varying wireless channel quality and random traffic arrival can significantly affect the signal-to-interference-plus-noise-ratio (SINR) at the UEs. To analyze the time-varying, random interference with unsaturated traffic and the QoS, there are a small number of studies on networks performance with aid of the queueing model [9], [10]. [9] developed a 3-dimensional (3-D) Markov chain models to capture the queue length and important QoS measures, such as delay, packet loss, and throughput, for practical 802.11 systems with finite buffer under finite load. [10] proposed an N-dimensional Markov chain to model the queue states. The queue states decided the interfering SBSs sets. The stationary probability of the queue length of each UE could be obtained, which enabled the calculations of the average delay and the average packet overflow probability. Most of the above works characterize the average queueing performance (i.e., average delay) in a deterministic way, and suppress the variations of wireless mobile fading channels. Meanwhile, satisfying a deterministic delay constraint is either different to achieve or at a cost of substantially reducing transmission rates [11].

In contrast to the above deterministic delay QoS bounds, effective capacity (EC) is a powerful tool for characterizing physical-layer channels under statistical QoS guarantee [12]. The analysis and application of EC in various scenarios have attracted lots of interest, such as cellular network [13] and random access network [14]. However, most existing works have focused on time-varying fading channels, and overlooked the time-varying interference caused by unsaturated traffic at the SBSs. In general, non-trivial effort would be required to have the EC extended to UDN scenarios.

In this paper, we investigate the prominent region between...
capacity and QoS in UDNs, under unsaturated traffic and statistically characterized QoS requirements. Unsaturated traffic can have a strong impact on the distribution of interference in UDNs. Hence, we develop a novel cross-layer analytical model for UDNs to capture the small-scale channel fading and possible interference. Comparing to the recent studies, breakthroughs are brought forth in developing the theory of the effective capacity in UDNs. The main contributions of this paper can be summarized as follows:

- First, we develop a cross-layer analytical model to calculate the idle probability of SBSs and the EC of UDNs. For the two–SBSs case, we derive the probability density function (PDF) of SINR and, in turn, the EC of the SBSs in the presence of unsaturated traffic and non-trivial QoS requirements.

- Second, we derive the EC for N–SBSs case, considering the $2^{(N-1)}$ sets account for all possible interfering SBSs and the multiple integrals accounting for small-scale fading. And some key properties of the EC are provided.

- Thirdly, to characterize the impact of the level of traffic saturation on the total effective capacity of UDN, a non-cooperative game is formulated to maximize QoS- guaranteed total average arrival traffic for UDN. The best-response function is derived and can be used to iteratively search the Nash equilibrium (NE) point.

- Last but not least, our simulations show that our proposed model is accurate, compared with existing models. Numerical simulations show the maximum traffic arrival rate with the QoS guarantee in UDNs, and an appreciable improvement of traffic arrival rate is observed as compared to the saturated traffic condition. Simulations show using the best-response function can coverage to the NE point at finite iterations, which is superior to other strategies of traffic unsaturation.

The remainder of this paper is organized as follows. Section II describes the system model. In Section III, we derive the new EC under unsaturated traffic, and infer key properties. In Section IV, we develop a simulation platform and validate our new analytical model, followed by conclusions in Section V.

II. SYSTEM MODEL

We consider the downlink of a UDN, composed of SBSs and their associated UEs, as shown in Fig. 1(a). Let $N = \{1, ..., N\}$ denote the set of SBSs. With an focus on the EC of the UDN, we assume that the association between SBSs and UEs are in place. We also assume that all SBSs operate in the same channel, serving one UE per SBS.

A First-Input-First-Output (FIFO) queue is used to buffer data traffic at each SBS for its associated UE. The traffic data requested by the UE randomly arrives at the queue. The queue is assumed to be sufficiently long, so that neither does it overflow nor incurs packet losses. The queues of some SBSs can be empty and the SBSs become idle over periods with no traffic arrival for their UEs. When there are no data to transmit, a SBS can be turned off to prevent interference. Let $P_n$ denote the idle probability of the $n$-th SBS, and $\mathcal{M}_n$ denote the set of interfering SBSs for the $n$-th SBS. $(\mathcal{N} - \mathcal{M}_n)$ is the set of idle SBSs for the $n$-th SBS.

The wireless channel from a UE to its associated SBS is modeled by Rayleigh block fading. In other words, the channels remain unchanged during a time frame $T$, and changes between frames. The SINR from the $n$-th SBS to its associated UE can be given by

$$\gamma_n = \frac{S_{n,n}}{I_{M_n} + \sigma^2} = \frac{S_{n,n}}{\sum_{j\in\mathcal{M}_n} S_{j,n} + \sigma^2}$$

$$= \frac{\alpha_{n,n}|H_{j,n}|^2}{\sum_{j\in\mathcal{M}_n} \alpha_{j,n}|H_{j,n}|^2 + \sigma^2},$$

where $S_{j,n}$ is the received signal strength from the $j$-th SBS to the UE associated with the $n$-th SBS, $I_{M_n}$ is the interference to the UE, $\sigma^2$ is the power of the additive white Gaussian noise, $\alpha_{j,n}$ captures the transmission power, large-scale path loss, and shadowing effect from the $j$-th SBS to the UE associated with the $n$-th SBS. $H_{j,n}$ is the Rayleigh fading coefficient with unit variance, and $|H_{j,n}|^2$ has an independent and identically distributed (i.i.d) exponential distribution with unit mean, i.e., $|H_{j,n}|^2 \sim \exp(1)$. Let $H = \{H_{j,n}, j \in \mathcal{N}, n \in \mathcal{N}\}$. For notational simplicity, we define

$$\beta_{j,n} = \frac{S_{j,n}}{\sigma^2} = \frac{\alpha_{j,n}|H_{j,n}|^2}{\sigma^2} = \frac{\alpha_{j,n}}{\sigma^2} |H_{j,n}|^2,$$

where $\bar{\beta}_{j,n} = \frac{\alpha_{j,n}}{\sigma^2}$. As a result, (1) can be rewritten as

$$\gamma_n = \frac{\beta_{n,n}}{\sum_{j\in\mathcal{M}_n} \beta_{j,n} + 1}.$$
For mathematic tractability, we assume that the amount of traffic (in bits) arriving at slot $t = 1, 2, 3, \ldots$, denoted by $a_n[t]$, follows an i.i.d Bernoulli process with the arrival probability $p_n$, and $a_n[t]$ follows an exponential distribution with mean $\bar{L}_n$. The average arrival rate is $\mu_n = \frac{\bar{L}_n}{t}$. 

III. EFFECTIVE CAPACITY OF UNSATURATED UDN

A. Analysis of Effective Capacity

In the context of EC, QoS is characterized statistically by employing the QoS exponent $\theta = \{\theta_n, n = 1, \cdots , N\}$, as given by \[ \theta_n = - \lim_{Q_n \to \infty} \frac{\log(\Pr\{Q_n[\infty] > Q_n^{th}\})}{Q_n^{th}}, \] (4)

where $Q_n[t]$ is the length of the FIFO queue at the $n$-th SBS at slot $t$, $Q_n^{th}$ is the threshold of the queue length to guarantee the QoS of the traffic, and $\Pr\{Q_n[\infty] > Q_n^{th}\}$ is the QoS-violation probability that the queue length exceed $Q_n^{th}$. In this sense, $\theta_n$ provides the exponential decaying rate of the probability that the threshold is violated.

For the arrival process $a_n[t]$ at the $n$-th SBS, the effective bandwidth, denoted by $A_n(\theta_n)$, specifies the minimum constant service rate with guaranteed QoS requirement. Given the Bernoulli traffic arrival, the effective bandwidth of the traffic can be calculated as \[ A_n(\theta_n) = \lim_{t \to \infty} \frac{1}{\theta_n T_n} \log(\mathbb{E}\{e^{\theta_n \sum_{i=0}^{\infty} a_n[i]}\}) = \frac{1}{\theta_n T_n} \log(p_n + \frac{p_n}{1 - \theta_n L_n} + 1 - p_n). \] Given a service process $r_n[i]$ of the $n$-th SBS, the EC, denoted by $C_n(\theta_n)$, specifies the maximum, consistent, steady-state arrival rate at the input of the FIFO queue, as given by \[ C_n(\theta_n) = \lim_{t \to \infty} \frac{1}{\theta_n T_n} \log(\mathbb{E}\{e^{-\theta_n \sum_{i=0}^{\infty} r_n[i]}\}). \] (6)

where $r_n[i]$ is the instantaneous maximum transmit rate at slot $i$ and $\mathbb{E}\{\cdot\}$ takes expectation. Given the i.i.d Rayleigh block fading, the EC can be rewritten as \[ C_n(\theta_n) = \frac{1}{\theta_n T_n} \log(\mathbb{E}\{e^{-\theta_n r_n T_n}\}), \] (7)

where $r_n = B \log(1 + \gamma_n)$ is the instantaneous transmission rate of the physical layer and $B$ is the bandwidth of the channel. Note that $r_n$ is a random variable, depending on small-scale fading and the idle/active probability of other SBSs.

We note that if the assumptions of the Gartner-Ellis theorem hold \cite{11, 13} and there is a unique QoS exponent $\theta_n^*$ that satisfies \[ A_n(\theta_n^*) = C_n(\theta_n^*), \] (8) then the queue of the $n$-th SBS is stable and \[ P(Q_n[\infty] > Q_n^{th}) \] can be approximated to \[ P(Q_n[\infty] > Q_n^{th}) = \eta_n \exp(-\theta_n^* Q_n^{th}), \] (9)

where $\eta_n$ is the probability of nonempty buffer at the $n$-th SBS. Given a delay bound $D_n^{\max}$, the probability that the steady-state traffic delay at the UE of the $n$-th SBS exceeds $D_n^{\max}$ can be given by \[ P_{th}^n = \eta_n e^{-\theta_n^* A_n(\theta_n^*)} D_n^{\max}, \] (10)

Given the Bernoulli traffic arrival per SBS, $\eta_n$ can be approximated to $\eta_n \approx 1 - \theta_n^* L_n$ \cite{13}. Let $d_n = \theta_n^* L_n$ for notation simplicity. The delay-violation probability can be rewritten as \[ P_{th}^n = (1 - d_n) e^{-\frac{d_n}{\theta_n^*}} \log(\frac{\eta_n}{\eta_n + 1 - p_n}) D_n^{\max}. \] (11)

The idle probability of the $n$-th SBS is equivalent to the probability that no traffic arrives at the SBS meanwhile the buffer is empty. The probabilities of traffic arrival and empty buffer can be assumed to be independent under unsaturated or light traffic conditions. Then, $P_n$ can be expressed as \[ P_n \approx (1 - \eta_n)(1 - p_n) = \theta_n^* L_n(1 - p_n). \] (12)

Note that $P_n, \forall n \in N$ is a steady-state probability. According to \cite{3} and \cite{12}, $P_n$ depends on the traffic arrival process at the $n$-th SBS, the idle probability of the other SBSs, $P_j, \forall j \in N, j \neq n$, and the channel condition of all SBSs.

To analyze the EC of the UDN, we first investigate a simple scenario which involves only two SBSs and two corresponding UEs. Then this scenario is extended to a general scenario involving more SBSs and UEs, as to be discussed later.

B. EC for Two-SBS Case

Consider two UEs and two corresponding SBSs, namely SBS 1 and SBS 2. For SBS 1, there are two possible scenarios that the SINR of the associated UE undergoes.

Type I: SBS 2 is idle. Then, the corresponding SINR is given by $\gamma_1 = \beta_1$. Due to $\beta_1 \sim \exp(\beta_1)$, the PDF of the SINR can be written as \[ f_1(x) = \frac{1}{\beta_1} e^{-\frac{x}{\beta_1}}. \] (13)

Type II: SBS 2 is active. Then, the corresponding SINR is given by $\gamma_1 = \frac{\beta_1}{\beta_2 + 1}$. The PDF of the SINR can be written as: \[ f_1(x) = \left(\frac{1}{\beta_1 + \beta_2 x} + \frac{\beta_2}{\beta_1 + \beta_2 x^2}\right) e^{-\frac{x}{\beta_1}}. \] (14)

Proof. See Appendix A. \hfill \Box

Thus, the EC of SBS 1 can be given by \[ C_1(\theta_1, P_2) = -\frac{1}{\theta_1 T_1} \log(\mathbb{E}\{e^{-\theta_1 r_1 T_1}\}) \] \[ = -\frac{1}{\theta_1 T_1} \log(P_2 \int_0^{\infty} e^{-\theta_1 B T_1 \log(1+x)} f_1(x) dx + (1 - P_2) \int_0^{\infty} e^{-\theta_1 B T_1 \log(1+x)} f_2(x) dx). \] (15)
Similarly, the EC of SBS 2 can be given by
\[
C_2(\theta_2, P_1) = -\frac{1}{\theta_2 T_2} \log(\mathbb{E}\{e^{-\theta_2 r_2 T_2}\}) \\
= -\frac{1}{\theta_2 T_2} \log(P_1 \int_{0}^{+\infty} e^{-\theta_2 BT_2 \log(1+x)} f_3(x) dx) \\
+ (1 - P_1) \int_{0}^{+\infty} e^{-\theta_2 BT_2 \log(1+x)} f_4(x) dx,
\]
where \(f_3(x)\) and \(f_4(x)\) are the PDFs of the SINR at SBS 2 in regards of the two types, and can be obtained by switching the roles of SBSs 1 and 2 in (13) and (14), respectively.

Substituting (12) into (15) and (16), we can obtain the EC of each of the SBSs, as given by,
\[
C_1(\theta_1, \theta_2) = C_1(\theta_1, \theta_2 \tilde{L}_2(1 - p_2)), \\
C_2(\theta_1^*, \theta_2) = C_2(\theta_2, \theta_1^* \tilde{L}_1(1 - p_1)).
\]

C. EC for N-SBS Case

We proceed to consider a UDN with \(N\) SBSs. For any SBS, a total of \(2^{(N-1)}\) sets are needed to account for all possible cases in terms of the “on” and “off” states of all other SBSs. The EC of the \(n\)-th SBS can be given by
\[
C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\theta_n T_n} \log(\mathbb{E}_{M_n, H}\{e^{-\theta_n r_n T_n}\}),
\]
where \(\mathbb{E}_{M_n, H}\{\cdot\}\) takes expectation over all other active sets and channel fading conditions. Despite the discussion of the two-SBS case can be readily applied to this case, unfortunately the PDF of SINR is intractable, due to multiple integrals accounting for \((N - 1)\) interfering SBSs per SBS.

We propose to decouple \(\mathbb{E}_{M_n, H}\{\cdot\}\), as given by
\[
\mathbb{E}_{M_n, H}\{e^{-\theta_n BT_n \log(1+\gamma_n)}\} = \mathbb{E}_{M_n}\left\{\mathbb{E}_H\{e^{-\theta_n BT_n \log(1+\gamma_n)}|M_n\}\right\},
\]
where (a) is due to the independence of other active sets and channel fading conditions, (b) is due to the fact that \(\mathbb{E}\{X\} = \int_{0}^{+\infty} P(X \geq t) dt\), and the probability \(\Pr(e^{-\theta_n BT_n \log(1+\gamma_n)} \geq t)\) is given by
\[
\Pr(e^{-\theta_n BT_n \log(1+\gamma_n)} \geq t) = \Pr(\gamma_n \leq 2^{-\frac{\theta_n}{\theta_n T_n} \ln t - 1}) = \Pr\left(\sum_{j \in M_n} \beta_{j,n} + 1 \leq 2^{-\frac{\theta_n}{\theta_n T_n} \ln t - 1}\right) = 1 - \Pr\left(\left|H_{n,n}\right|^2 \geq \frac{(2^{\frac{\theta_n}{\theta_n T_n} \ln t - 1})(\sum_{j \in M_n} \beta_{j,n} + 1)}{\beta_{n,n}}\right) \\
(a) = 1 - \mathbb{E}_H\left\{\exp(\sum_{j \in M_n, j \neq n} -s \beta_{j,n} + 1)\right\} \\
(b) = 1 - e^{-s} \prod_{j \in M_n, j \neq n} \mathbb{E}_H\{\exp(\sum_{j \in M_n, j \neq n} -s \beta_{j,n})\}
\]
\[
= 1 - e^{-s} \prod_{j \in M_n} \int_{0}^{+\infty} e^{-s \beta_{j,n} x} e^{-x} dx = 1 - e^{-s} \prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}}.
\]

In (21), (a) is due to the fact that the channel model \(|H_{n,n}|^2 \sim \exp(1)\). For notational simplicity, we denote \(s = 2^{-\frac{\theta_n}{\theta_n T_n} \ln t - 1}\), (b) is due to the independence of the fading channel coefficients.

Given the fact that \(\gamma_n > 0\), in the case of \(t > 1\), we have
\[
\Pr(e^{-\theta_n BT_n \log(1+\gamma_n)} \geq t) = \Pr(\gamma_n \leq 2^{-\frac{\theta_n}{\theta_n T_n} \ln t - 1}) = 0.
\]

Substituting (21) and (22) into (20), we have
\[
\mathbb{E}_{M_n, H}\{e^{-\theta_n BT_n \log(1+\gamma_n)}\} = \mathbb{E}_{M_n}\left\{\int_{0}^{+\infty} 1 - e^{-s} \prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}} dt\right\} \\
= 1 - \mathbb{E}_{M_n}\left\{\int_{0}^{1} e^{-s} \prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}} dt\right\} \\
= 1 - \int_{0}^{1} e^{-s} \mathbb{E}_{M_n}\left\{\prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}}\right\} dt.
\]

As a result, \(\mathbb{E}_{M_n, H}\{e^{-\theta_n BT_n \log(1+\gamma_n)}\}\) can be rewritten as
\[
\mathbb{E}_{M_n, H}\{e^{-\theta_n BT_n \log(1+\gamma_n)}\} = 1 - \int_{0}^{1} e^{-s} \mathbb{E}_{M_n}\left\{\prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}}\right\} dt.
\]

We introduce new auxiliary random variables: for \(j = 1, \ldots, N\),
\[
X_j = \begin{cases} \frac{1}{1 + s \beta_{j,n}}, & \text{when SBS } j \text{ is active} \\ 1, & \text{when SBS } j \text{ is idle} \end{cases}
\]
and let \(Y_n = \prod_{j \in N, j \neq n} X_j\). Due to the independence of \(X_j, \forall j \in N\), we have
\[
\mathbb{E}_{M_n}\left\{\prod_{j \in M_n} \frac{1}{1 + s \beta_{j,n}}\right\} = \mathbb{E}_{Y_n}\{Y_n\} = \prod_{j \in N, j \neq n} \mathbb{E}_X\{X_j\}.
\]

Note that (25) transforms the expectation over all other active sets into the expectation over each SBS, which reduce the computational complexity.

Substituting (25) into (24), (26) can be rewritten as
\[
\mathbb{E}_{M_n, H}\{e^{-\theta_n BT_n \log(1+\gamma_n)}\} = 1 - \int_{0}^{1} e^{-s} \prod_{j \in N, j \neq n} \left((1 - P_j) \frac{1}{1 + s \beta_{j,n}} + P_j\right) dt.
\]
and requirements), the maximum allowed average arrival rate is.

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (27), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (27), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (12) into (27), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,

\[ C_n(\theta_n, P_1, \ldots, P_{n-1}, P_{n+1}, \ldots, P_N) = -\frac{1}{\pi_n} \log \left( 1 - \int_0^1 e^{-s} \prod_{j \in N, j \neq n} \left( 1 - P_j \right) \frac{1}{1 + s \pi_j} + P_j \right) dt \]  

(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,
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Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,
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(27)

Substituting (26) into (19), we can obtain the EC of each of the SBSs, as given by,
and two corresponding SBSs, and the full interference model, where there are two UEs
the SBS case is verified by comparing with simulation results for every independent
average of 2000 independent runs and for every independent
the QoS (i.e., queue length or delay).

traffic arrival per SBS can have a strong impact on the EC and
other words, our analysis is accurate. There exist big gaps
results of the queue-violation probability are obtained by (9),
(15), (16) and (28). As traffic increases, the queue-violation
probability decreases. This is because SBSs are increasingly
close to UEs, which can help improve signal qualities of the
UEs. As the density of SBSs continues to increase, the queue
violation probability stabilizes. This is because the interference
between other SBSs also increase, counteracting the effect of the
improving signal qualities.

In Fig. 2, the accuracy of the proposed model for 2–
SBS case is verified by comparing with simulation results
and the full interference model, where there are two UEs
and two corresponding SBSs, $\bar{\beta} = [10, 1; 2, 20]$ dB. The full
interference model means that the interference for $n$-th UE
comes from all SBSs except the $n$-th SBS. The analytical
results of the queue-violation probability are obtained by (9),
(15), (16) and (28). As traffic increases, the the queue-violation
probability also increases. We can see that the analytical results
coincide the simulation results for both UEs 1 and 2, in
other words, our analysis is accurate. There exist big gaps
between the simulation results and the full interference model.
With the increasing density of SBSs, the queue-violation
probability decreases. This is because SBSs are increasingly
close to UEs, which can help improve signal qualities of the
UEs. As the density of SBSs continues to increase, the queue
violation probability stabilizes. This is because the interference
of other SBSs also increase, counteracting the effect of the
improving signal qualities.

Fig. 2. The QoS-violation probability of UE 1 and 2 in the two-SBS case.

In Fig. 3 the accuracy of the proposed model for $N$–SBS
case is verified by comparing with simulation results. The
analytical results of the QoS-violation probability are obtained by
(9), (27) and (28). We can see that the analytical results
coincide the simulation results. There also exist big gaps
between the simulation results and the full interference model.

The important region of EC in UDNs is plotted in Fig. 4,
and so is the tradeoff between the maximum total average
traffic arrival rate and the QoS requirement. Particularly, Fig. 4
plots the maximum total average traffic arrival rate with
the growing QoS requirement, where $d = d_1 = d_2 \cdots = d_N$
and $N = 8$. Given the network density, the QoS and traffic
amount that the SBSs can achieve in UDNs are captured in
the corresponding shaded area enclosed by a curve plotted
by Corollary 2. It is shown that the total average arrival rate
of our model overtops that of the full interference model,
due to the consideration of random interference. As $d \to 0,$
the analytical results approach to the full interference model,
which is consistent with Corollary 3.

Fig. 3. The average queue-violation probability of $N$ SBSs

IV. SIMULATION RESULT

In this section, simulations are carried out to verify the
accuracy of our proposed model and evaluate the performance
of UDNs, where $N$ SBSs with overlapping coverage are
uniformly distributed in an area of $500 \times 500$ m$^2$, and 1000
UEs are randomly and uniformly distributed within the area.
In the simulations there is one channel and each SBS serves
a single UE in a channel of every instant. The locations of
the SBSs follow a spatial Poisson process. The coverage of
each of the SBSs can then be specified to be the area, in
which the received signals of the SBS are stronger than those
from the rest of the SBSs. The user served by the SBS in a
channel is set to be uniformly randomly distributed within
the area. And the traffic arrival probability of the UE is
$p_n = 0.2$, the mean of traffic arrival per slot is $\bar{L}_n = 100$
bits, the queue length threshold is $Q_{th}^n = 10$, the channel
bandwidth is $B = 1$ MHz, and the duration of a slot is $T_s = 1$
ms. The transmit power of each SBS is $23$ dBm. The noise
spectral density is $-174$ dBm/Hz. The Large-scale path loss
is $PL_n = 60 + 37.6 \log(D_n)$, where $D_n$ is the distance from
the $n$-th SBS to its associated UE. Each point of figures is the
average of 2000 independent runs and for every independent
run, 100000 time slots are tested in the simulation.

In Fig. 2 the accuracy of the proposed model for 2–
SBS case is verified by comparing with simulation results
and the full interference model, where there are two UEs
and two corresponding SBSs, $\bar{\beta} = [10, 1; 2, 20]$ dB. The full
interference model means that the interference for $n$-th UE
comes from all SBSs except the $n$-th SBS. The analytical
results of the queue-violation probability are obtained by (9),
(15), (16) and (28). As traffic increases, the the queue-violation
probability also increases. We can see that the analytical results
coincide the simulation results for both UEs 1 and 2, in
other words, our analysis is accurate. There exist big gaps
between the simulation results and the full interference model,
indicating that random interference resulting from stochastic
traffic arrival per SBS can have a strong impact on the EC and
the QoS (i.e., queue length or delay).

In Fig. 3 the accuracy of the proposed model for $N$–SBS
case is verified by comparing with simulation results. The
analytical results of the QoS-violation probability are obtained by
(9), (27) and (28). We can see that the analytical results
coincide the simulation results. There also exist big gaps
between the simulation results and the full interference model.
Fig. 4. The maximum total average traffic arrival rate vs the QoS requirement.

Fig. 5. The maximum average traffic arrival rate of each SBS in the N-SBS case, where all UEs have the same QoS requirement, $d = d_n, \forall n$.

In Fig. 5 we evaluate the maximum traffic arrival rate of each SBS in UDNs, under different network densities and QoS requirements. We can see that the analytical results overtop the full interference model. And the gap between our model and the full interference model increases with the increasing density. This is because the dense deployment and the corresponding stochastic traffic arrival per SBS can have a stronger impact on the SINR distribution and the EC. With an increasing density of SBSs, the maximum total arrival rate of each SBS increases and gradually stabilizes. This conclusion matches that of Fig. 3. As the QoS requirement $d$ increases, the maximum allowed arrival rate of each SBS decreases.

In Fig. 6, the impact of the different traffic pattern on the network performance is evaluated, where $B = 0.1$ MHz and $\theta_n = 10^{-3}$. It is shown that using Corollary 4 the game can converge to the NE point at finite iterations and the NE point is superior to other strategies. We also observe that the total traffic amount has a linear relationship with the network density. This is because the capacity of each SBS has stabilized, as mentioned earlier in Fig. 5.

V. CONCLUSION

In this paper, we develop a cross-layer analytical model and derive the EC of UDNs under time-varying random inter-cell interference due to unsaturated traffic and statistically characterized QoS requirements. Our analysis reveals intrinsic interactions among network capacity, traffic and QoS. Validated by simulations, the proposed model is accurate. Using the proposed model, we obtain the maximum traffic arrival rate with QoS guarantee in UDNs. In our future work, we will maximize the total EC of $N$ SBSs in UDNs through optimization of bandwidth and transmit power.
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APPENDIX A

PROOF OF THE JOINT PDF OF THE SINR IN THE TWO-SBS CASE

The joint SINR is given by $\gamma_1 = \frac{\beta_{1,1}}{\beta_{2,1} + 1}$. Let $v = \beta_{2,1} + 1$. The PDF of $v$ is given by

$$f_v(x_2) = \frac{1}{\beta_{2,1}} e^{-\frac{x_2 - 1}{\beta_{2,1}}} , x_2 \geq 1$$
As $\beta_{1,1}$ and $\beta_{2,1}$ are independent, the joint PDF of $(\beta_{1,1}, v)$ can be given by

$$f_{\beta_{1,1},v}(x_1, x_2) = \frac{1}{\beta_{1,1}\beta_{2,1}} e^{-\frac{x_1}{\beta_{1,1}} - \frac{x_2}{\beta_{2,1}}}.$$  

(30)

Then using the bivariate transformation theory [15], [16], we denote $x = \frac{x_1}{\beta_{1,1}}$ and $y = x_2$. The Jacobian of the transformation is

$$J = \left| \frac{\partial x}{\partial x_1} \frac{\partial y}{\partial x_2} - \frac{\partial x}{\partial x_2} \frac{\partial y}{\partial x_1} \right| = \left| \begin{array}{cc} \frac{1}{\beta_{1,1}} & 0 \\ \frac{x_2}{\beta_{2,1}} & 1 \end{array} \right| = \frac{1}{\beta_{2,1}}.$$

As a result, the joint PDF of $(\gamma_1, v)$ is given by

$$f_{\gamma_1,v}(x_1, x_2) = \frac{f_{\beta_{1,1},v}(x_1, x_2)}{J} = \frac{x_2}{\beta_{1,1}\beta_{2,1}} e^{-\frac{x_1}{\beta_{1,1}} - \frac{x_2}{\beta_{2,1}}}.$$  

Then the PDF of $\gamma_1, f_2(x)$, is the marginal distribution of $f_{\gamma_1,v}(x_1, x_2)$, as given by

$$f_2(x) = \int_{1}^{\infty} f_{\gamma_1,v}(x_1, x_2) dx_2 = \frac{1}{\beta_{1,1}\beta_{2,1}} \int_{1}^{\infty} x_2 e^{-\frac{x_1}{\beta_{1,1}} - \frac{x_2}{\beta_{2,1}}} dx_2.$$  

Then the PDF of $\gamma_1, f_2(x)$, is the marginal distribution of $f_{\gamma_1,v}(x_1, x_2)$, as given by

$$f_2(x) = \int_{1}^{\infty} f_{\gamma_1,v}(x_1, x_2) dx_2 = \frac{1}{\beta_{1,1}\beta_{2,1}} \int_{1}^{\infty} x_2 e^{-\frac{x_1}{\beta_{1,1}} - \frac{x_2}{\beta_{2,1}}} dx_2.$$  

According to [17], we have

$$\int_{1}^{\infty} x^n e^{-\mu x} dx = e^{-\mu}\sum_{k=0}^{n} \frac{n!}{k!\mu^{n-k+1}}$$  

(32)

Substituting $n = 1, u = 1$ and $\mu = \frac{x}{\beta_{1,1}} + \frac{1}{\beta_{2,1}}$ into (32), we can obtain

$$f_2(x) = e^{-\left(\frac{x}{\beta_{1,1}} + \frac{1}{\beta_{2,1}}\right)} \sum_{k=0}^{n} \frac{n!}{k!\mu^{n-k+1}}$$  

(33)

Substituting (33) into (31), $f_2(x)$ can be derived as

$$f_2(x) = \frac{1}{\beta_{1,1} + \beta_{2,1}} e^{-\frac{x}{\beta_{1,1}}}.$$  

This concludes the proof.

References

[1] M. Kamel, W. Hamouda, and A. Youssef, “Ultra-dense networks: A survey,” IEEE Communications Surveys Tutorials, vol. 18, no. 4, pp. 2522-2545, Fourthquarter 2016.

[2] Q. Cui, Y. Gu, W. Ni, X. Zhang, X. Tao, P. Zhang, and R. P. Liu, “Preserving reliability to heterogeneous ultra-dense distributed networks in unlicensed spectrum,” IEEE Commun. Mag., to appear, 2018, http://arxiv.org/abs/1711.04614.

[3] C. Yang, J. Li, Q. Ni, A. Anpalagan, and M. Guizani, “Interference-aware energy efficiency maximization in 5G ultra-dense networks,” IEEE Trans. Commun., vol. 65, no. 2, pp. 728-739, Feb 2017.

[4] A. K. Gupta, X. Zhang, and J. G. Andrews, “SINR and throughput scaling in ultra-dense urban cellular networks,” IEEE Wireless Commun. Lett., vol. 4, no. 6, pp. 605-608, Dec 2015.

[5] C. Li, J. Zhang, and K. B. Letaief, “Throughput and energy efficiency analysis of small cell networks with multi-antenna base stations,” IEEE Trans. Wireless Commun., vol. 13, no. 5, pp. 2505-2517, May 2014.

[6] S. M. Yu and S. L. Kim, “Downlink capacity and base station density in cellular networks,” in 2013 11th International Symposium and Workshops on Modeling and Optimization in Mobile, Ad Hoc and Wireless Networks (WiOpt), May 2013, pp. 119–124.

[7] M. G. Kibria, G. P. Villardi, K. Nguyen, K. Ishizu, and F. Kojima, “Heterogeneous networks in shared spectrum access communications,” IEEE J. Sel. Areas Commun., vol. 35, no. 1, pp. 145–158, Jan 2017.

[8] G. Arvanitakis, T. Spyropoulos, and F. Kaltenberger, “An analytical model for flow-level performance of large, randomly placed small cell networks,” in 2016 IEEE Global Communications Conference (GLOBECOM), Dec 2016, pp. 1–7.

[9] R. P. Liu, G. J. Sutton, and I. B. Collings, “A new queuing model for qos analysis of ieee 802.11 dcf with finite buffer and load,” IEEE Trans. Wireless Commun., vol. 9, no. 8, pp. 2664–2675, August 2010.

[10] M. Sheng, W. Jiao, X. Wang, and G. Liu, “Effect of power control on performance of users in an interference-limited network with unsaturated traffic,” IEEE Trans. Veh. Technol., vol. 66, no. 3, pp. 2740–2755, March 2017.

[11] L. Musavian and Q. Ni, “Effective capacity maximization with statistical delay and effective energy efficiency requirements,” IEEE Trans. Wireless Commun., vol. 14, no. 7, pp. 3824–3835, July 2015.

[12] D. Wu and R. Negi, “Effective capacity: a wireless link model for support of quality of service,” IEEE Trans. Wireless Commun., vol. 2, no. 4, pp. 630–643, July 2003.

[13] J. Xu, Y. Chen, Q. Cui, and X. Tao, “Use of two-mode transceiver circuitry and its cross-layer energy efficiency analysis,” IEEE Commun. Lett., vol. PP, no. 99, pp. 1–1, 2017.

[14] Q. Cui, Y. Gu, W. Ni, and R. P. Liu, “Effective capacity of licensed-assisted access in unlicensed spectrum for 5G: From theory to application,” IEEE J. Sel. Areas Commun., vol. 35, no. 8, pp. 1754–1767, Aug 2017.

[15] H. Wang, X. Tao, and P. Zhang, “Adaptive modulation for dynamic point selection/dynamic point blanking,” IEEE Commun. Lett., vol. 19, no. 3, pp. 343–346, March 2015.

[16] Q. Cui, H. Song, H. Wang, M. Valkama and A. A. Dowhuszko, “Capacity Analysis of Joint Transmission CoMP With Adaptive Modulation,” IEEE Trans. Veh. Technol., vol. 66, no. 2, pp. 1876-1881, Feb. 2017.

[17] I. S. Gradshteyn and I. M. Ryzhik, Table of integrals, series, and products. Academic press, 2014.

[18] S. Saks, “Theory of the integral,” 1937.

[19] A. Al-Zahrani and F. Yu, “An energy-efficient resource allocation and interference management scheme in green heterogeneous networks using game theory,” IEEE Trans. Veh. Technol., no.99, Aug. 2015.