Anomalous localization at the boundary of an interacting topological insulator
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The boundary of a topological insulator (TI) hosts an anomaly restricting its possible phases: e.g. 3D strong and weak TIs maintain surface conductivity at any disorder if symmetry is preserved on average, at least when electron interactions on the surface are weak. However the interplay of strong interactions and disorder with the boundary anomaly has not yet been theoretically addressed. Here we study this combination for the edge of a 2D TI and the surface of a 3D weak TI, showing how it can lead to an “Anomalous Many Body Localized” (AMBL) phase that preserves the anomaly. We discuss how the anomalous Kramers parity switching with $\pi$ flux arises in the bosonized theory of the localized helical state. The anomaly can be probed in localized boundaries by electrostatically sensing nonlinear hopping transport with $e/2$ shot noise. Our AMBL construction in 3D weak TIs fails for 3D strong TIs, suggesting that their anomaly restrictions are distinguished by strong interactions.

I. INTRODUCTION: TOPOLOGY, CORRELATIONS AND DISORDER

Motivation. Topological insulator phases of weakly interacting electrons are known to exhibit anomalies on their boundaries. The anomalies imply that any phase that can emerge on the boundary has a response that cannot be emulated by a local lattice model with standard symmetries. This remains true even when the symmetry that protects the topological phase is locally broken, spontaneously or with symmetry-breaking disorder, as long as the symmetry broken order parameter is zero on average. For example (as we elaborate on below) the surface of a 3D strong or weak topological insulator is known to remain metallic and forbid localization (at least for weakly interacting electrons) if the symmetry broken domains occur with equal probability, through a mechanism that can be viewed as 2D percolation of domain walls. However the combination of arbitrary disorder or local symmetry breaking with arbitrarily strong interactions has not been as well explored, and in particular their consequences for the protected anomaly have not yet been understood.

Present work. Here we study the aforementioned constraints from a topological anomaly for the case of arbitrary disorder and interactions, focusing on electron 2D TIs and 3D weak TIs, and show that in these cases (but not for 3D strong TIs), combining interactions with disorder leads to an unusual localized phase that is not allowed with either interactions or disorder alone. We derive constraints for the interacting many-body-localized (MBL) phases that can occur and show how they differ from conventional MBL phases by virtue of exhibiting the anomaly, motivating the terminology “Anomalous-MBL” (AMBL) phases. In an l-bit description, the AMBL phase has at least one “bit” that is a non-localizable degree of freedom (hence not a complete set of l-bits), which allows for the anomaly response. Working from a recent result using bosonization to construct a localized spin-glass edge of a 2D TI, we show in detail how bosonization captures the anomaly in an anomalous-MBL fashion. Here the non-localizable bit is due to the spontaneous symmetry breaking of time reversal, and the localized objects carry charge $e/2$. We apply these ideas to construct a localized surface of a 3D weak TI (Fig. 1), and discuss the phenomenology of the localized state including conventional nonlinear IV and anomalous $e/2$ shot noise. As we will see construction does not extend to a 3D strong TI, thus providing a previously unappreciated distinction between 3D strong and weak TIs that manifests only in the presence of both disorder and strong interactions.

Theoretical context. Our present setting should be distinguished from two types of phases that are known to arise in the phase diagram of topological insulator surfaces. Interactions allow the surface of a 3D TI to enter a surface topological order phase with fractionalized excitations that transform anomalously under certain symmetries. Interactions can also lead to a state with a net (nonzero on-average) symmetry breaking order parameter, e.g. a ferromagnet in the strong TI case; such a surface appears trivial though the anomaly is still manifested in defects of the symmetry-breaking order such as domain walls. Here we are concerned strictly with states that do not show surface topological order and also do not show net on-average symmetry breaking, but that can show local symmetry breaking with zero average order parameter.

To study the phases that can arise on a TI surface upon introducing interactions and disorder it is important to prevent the bulk from undergoing a phase transition. A theoretically precise setting to avoid a bulk phase transition is to consider interactions and disorder that appear only on the surface. The results will continue to hold as interactions and disorder are increased in the bulk as long as they remain below the bulk gap. Note
FIG. 1. Three dimensional weak TI and its AMBL surface. The weak TI is pictured as a stack of 2D TIs with a translation vector (dashed arrow) defining its $Z_2$ symmetry. Helical Luttinger Liquids (thick black lines) are bound to dislocations (gray partial-plane), and are also bound to domain walls between $Z_2$-translation-broken hybridization domains (blue and red, shown schematically upon coarse graining) on side surfaces. Weak $Z_2$-symmetry-breaking disorder that preserves $Z_2$ on average produces a helical network with a spanning helical mode and sparse junctions. Stronger symmetry-preserving disorder then allows this spanning helical LL to localize as in Fig. 2.

also that experimentally it is quite reasonable to take disorder to be substantially stronger on the surface than in the bulk; it is also plausible for interactions to differ based on screening or superexchange via a substrate on a boundary compared to the bulk.

Early on, the topological protection for boundaries of topological insulators was studied for the case of arbitrary disorder using various tools constructed for non-interacting electrons. This led to the classification of topological insulators and superconductors and associated results applicable to this weakly interacting limit. Both strong and weak 3D TIs have been shown to be protected against localization from symmetry-breaking disorder, in a weakly interacting limit, via parallel mechanisms. (Recall that the protecting symmetry for strong TIs is time reversal symmetry; while for weak TIs, denoted by a triplet of $Z_2$ indices multiplying reciprocal lattice vectors whose sum corresponds to a stacking orientation of 2D TIs, it is the $Z_2$ subgroup of the translation symmetry along the stacking vector.) For example, creating local symmetry-breaking (via disorder or interactions) to the surface of 3D strong or weak electronic TIs leads to domains and a network of domain walls that are conducting. As long as the symmetry is preserved on average (“statistical symmetry”, i.e. the local symmetry-breaking order parameter can be viewed as drawn from a distribution that preserves the symmetry and is short ranged correlated, hence also the two domains appear with equal probability), this conducting network percolates.

Though the constructions have all relied on theoretical machinery based on noninteracting electrons, at least in some cases it seems natural to expect the conclusions to persist to strong interactions. For example, in the Fu-Kane approach, the protection of metallicity on both the 3D weak TI and 3D strong TI surface is given by a $Z_2$ index associated with the vortex fugacity in the strong/weak TI bulk. This vortex $Z_2$ index naively appears to be equivalent to the $Z_2$ index denoting the topological state which is known in both cases to be preserved by arbitrary interactions. But is the vortex $Z_2$ index and associated protected metallicity also necessarily preserved by arbitrary interactions?

The generic case of strong interactions and strong disorder has been explored for 2D TI edges through 1D bosonization, leading (for appropriate disorder and interaction strengths) to a zero-temperature state which breaks time-reversal locally but preserves it on average and may naively appear to be a many-body localized (MBL) phase. The phase can be thought of as a spin glass, where domain walls (kinks and anti-kinks) form localized puddles of charge-e/2 fermions (solitons). It is a non-Fermi glass and is gapless similarly to the conventional Bose glass. Taken at face value, within bosonization the phase and its entire spectrum (within the low energy theory) appears to be fully localized. Indeed the modern understanding of MBL with a locator expansion and the associated picture of l-bits, which are a complete set of mutually commuting local conserved quantities, gives strong constraints. Resolving how to modify this conventional l-bit MBL picture in the presence of the anomalies is the essence of the main result in Section II below, where we also make the notion of a regularized Hilbert space from bosonization more precise.

Here we consider TI systems in class AII with time reversal symmetry $T$ and electron charge $U(1)$ conservation. We shall refer to the 1D edge as an anomalous “helical Luttinger liquid (LL)” to distinguish it from non-anomalous pure-1D spin-orbit-coupled systems. Elsewhere 2D TIs have also been considered with an additional spin $U(1)$ symmetry of $S^z$ conservation. Localized boundaries of topological phases in symmetry classes other than AII have been previously studied, including recently via localization of a helical network on the surface of class CII spin chiral topological insulators. Class AII shows distinct anomalies. Note that in class CII, a surface helical network arises when one of the CII symmetry generators is locally broken while the other remains an exact symmetry; without this additional symmetry constraint the CII TI surface can be fully localized and fully gapped already in the free fermion case with symmetry-breaking-mass textures whose net order parameter vanishes, in contrast to the physics we consider below.
II. ANOMALY AND LOCALIZATION ON 2D TI EDGES

A. General argument for impossibility of full symmetry-preserving MBL in a 2D TI boundary

To see the restrictions on driving the 1D helical LL into a symmetry-preserving MBL phase, even with arbitrarily strong electron correlations and disorder, consider the manifestation of the anomaly of 2D TIs on their 1D helical edge. As we elaborate on below, the essential Eq. known from previous work is the response to boundary condition twists in the relation between the system’s many-body time-reversal Kramers parity $T^2$ and electron fermion parity,

$$T^2 = (-1)^{n_f \nu}, \nu \equiv e^{i\phi}$$

in the anomalous 1D helical LL, where $\phi = 0, \pi$ is the (time-reversal-invariant) flux enclosed by the 1D helical edge, or equivalently $\nu = -1$ for anti-periodic boundary conditions and +1 for periodic. A second anomalous feature of the 2D TI edge is the appearance of $\pm e/2$ electric charges at the pointlike domain wall between opposite time-reversal-broken domains; this feature appears straightforwardly in the localized states we discuss here, but we return to it in Section III C when discussing observable phenomenology. Below we first remind the reader of the physical content in Eq. (1), and then derive our various results for how Eq. (1) is realized and resolved in the anomalous localization case.

The reader new to Eq. (1) can contrast this with a pure 1D system, where the many-body action of $T^2$ is just given by the fermion parity. With the anomaly here, in contrast, $T^2$ gains an additional sign change with a $\pi$ twist in the boundary conditions. In the bulk of the 2D TI, the anomaly can be probed by threading a $\pi$ flux and observing that a Kramers doublet appears near the threaded flux. Eq. (1) is the manifestation of this 2D bulk anomaly on the 1D edge: the $\pi$ flux, seen by the edge as a twist of the electron wavefunction boundary conditions to anti-periodic boundary conditions, must also turn the many-body edge state into a Kramers doublet.

This factor $\nu$ of the helical LL anomaly is well known but for completeness let us recall simple arguments for its construction. Though here we are concerned with $Z_2$ 2D and 3D topological insulators, the factor $\nu$ can be seen most easily by adding for the moment an additional $U(1)$ spin conservation symmetry. Then the 2D TI is two copies of IQHE with opposite Chern-Simons responses for opposite spins, and one can simply use Laughlin’s argument of $2\pi$ flux insertion through a solenoid (which builds a circulating EMF and transfers an electron from the edge). Tracking spin here shows that threading $2\pi$ flux transfers a spin-1 quantum number to the vicinity of the threaded flux, while threading $\pi$ flux binds a spin quantum number of $\pm 1/2$. Without the additional $U(1)$ conservation this transferred spin-1/2 is nothing more than a Kramers doublet. On the 1D edge, the $U(1)$ spin conservation symmetry together with charge conservation implies that both species are conserved: this is exactly the setting for the 1+1D chiral anomaly. The chiral anomaly is manifested by coupling the fermions to a background gauge field. Inserting $\pi$ flux creates a spin current and pumps an imbalance $n_\uparrow - n_\downarrow = \pm 1$, corresponding to a single fermion filling the up/down state, hence a Kramers doublet with spin-1/2.

An alternative easy way to see the response of the edge, without a $U(1)$ spin symmetry, is just by filling the noninteracting band structure of the edge helical LL: antiperiodic boundary conditions shift all momentum states and thereby require changing the fermion occupancy of the $k$=0 state which is a Kramers doublet. This particular manifestation, known as level pair switching in the non-interacting case, no longer directly applies to the strongly correlated setting, but the associated Kramers-doublet-switching of Eq. (1) is robust to adding interactions.

Our key observation is that the anomaly features, including Eq. (1), persist in the presence of locally symmetry breaking disorder and interactions. Thus we now derive a restriction on localization that arises from the observation of Eq. (1), namely that the Hilbert space of the 1D helical LL is necessarily sensitive to a change in its boundary conditions. The sensitivity is that changing boundary conditions from periodic to antiperiodic switches the Kramers doublet characteristic of the system. Intuitively it is reasonable that a response to a twist in the boundary conditions implies that the system cannot be strictly localized. To see this explicitly, consider the time reversal operation acting on the many body system $T$; for clarity let us now write it with a subscript as $T_{MB}$. For certain classes of quantum wavefunctions that can be written as a product of local Hilbert spaces, in particular including l-bit MBL states, the action of $T_{MB}$ can be factorized into a product of local (but not necessarily on-site) time-reversal operators. As we shall see below, here we need only rely on such a decomposition for the squared time reversal operator, $T_{MB}^2$. Let us express it as a product of operations on individual l-bits, in a putative MBL state:

$$T_{MB}^2 = \prod_l T_l^2.$$  \hspace{1cm} (2)

Now consider the insertion of $\pi$ flux enclosed by the periodic 1D edge and its relation to $T_{MB}$. The state with $\pi$ flux still preserves time-reversal. The flux is represented as a twist in the periodic boundary conditions of the 1D system. As usual there are many ways to implement this twist that are all equivalent up to the gauge choice of locally redefining the electron operator $U(1)$ phase, representing gauge choices of the gauge-invariant $\pi$ flux. Some gauge choices explicitly preserve time-reversal: these involve a sign difference ($-1$) for the electron hopping across some chosen bond. (Viewing the 1D helical LL as the edge of a 2D TI, the sign offset bonds extend in a ray through the TI bulk.) Other gauge choices allow the $\pi$ flux to be implemented non-locally as a uniform $1/L$
perturbation (where $L$ is the system size) in the hopping phase across each bond, at the cost of losing the original $T_{MB}$ symmetry, instead replacing it with a modified symmetry operation $T^*_L$ which is related to $T_{MB}$ by the gauge phase transformation. But the phase transformation is purely unitary so $T^2_{MB}$ remains a symmetry and is unmodified. Now we can simply observe that a small $1/L$ perturbation cannot modify the $T^2_L$ action on any single 1-bit (at least if the l-bits have finite support – see below). This result is easy to see only for some gauge choices but as a gauge-invariant statement it is necessarily a general result on the impossibility of changing $T^2_{MB}$ with flux insertion. Strictly speaking this result assumes that at some parameter point within the putative MBL phase, the l-bits can be reached from the original lattice site by a unitary transformation whose spatial extent has only finite support. Generic l-bits involve a unitary transformation with exponentially decaying tails, and these tails could conceivably allow for a nonlocal response to a boundary condition twist; however in such a scenario the exponential tails would necessarily be always bounded from below, and so the resulting AMBL phase would be very different from any known MBL phases. Thus we conclude for a conventional l-bit MBL phase where the entire Hilbert space splits into a product of a complete set of localized l-bits, the many-body $T^2_L$ cannot change with an inserted $\pi$ flux, resulting in an inconsistency with the helical anomaly.

B. Anomaly manifestation within bosonization

Relaxing the condition of a complete set of l-bits permits a localized phase to occur in the helical LL. We begin in this section by considering a semi-microscopic description, within bosonization, of the Eq. $[\hat{1}]$ anomaly in such an AMBL phase. (See the following section for a discussion of how to conceptualize MBL within low energy bosonization in this particular context.) The description is especially useful for a spin glass localized state in a helical LL (Fig. 2), which has been proposed in early literature, and recently constructed in detail within re-fermionized bosonization in terms of localized Luther-Emery fermions, since as discussed above, a fully localized Hilbert space could not realize Eq. $[\hat{1}]$.

To define the transformation under time reversal we begin by setting bosonization conventions. Define electron right and left moving fields as usual by

$$c_{R,L}(x) \sim e^{i\phi(x)/2 \pm \theta(x)}.$$  \hspace{1cm} (3)

The electron density $\hat{n}$ and current $\hat{j}$ can be written as $\hat{n} = \partial_x \theta/\pi$ and $\hat{j} = -\partial_x \theta/\pi$. Time reversal $T$ acts on electrons by taking $c_R \to c_L$, $c_L \to -c_R$ and as always $i \to -i$, giving the required single particle $T^2_{\text{single-electron}} = -1$. The corresponding transformation of the $\theta$ and $\phi$ fields under time-reversal $T$ is

$$T: \phi \to -\phi + \pi/2, \ \theta \to \theta - \pi/2, \ i \to -i.$$  \hspace{1cm} (4)

At the Luther-Emery point of the Luttinger parameter, the interacting Hamiltonian can be mapped to non-interacting Luther-Emery fermion variables (“refermionized”); away from that parameter point the Luther-Emery fermions interact but can still serve as useful degrees of freedom. The Luther-Emery fermionic fields are conventionally given by

$$\Psi_{R,L}(x) \sim e^{i\phi(x)/2 \pm \theta(x)}.$$  \hspace{1cm} (5)

The Luther-Emery fermion density corresponds to $\pi/2$ kinks in the $\theta$ field. The action of time reversal on a single Luther-Emery fermion field is given by $\Psi_R \to e^{i3\pi/4} \Psi_L$, $\Psi_L \to e^{i3\pi/4} \Psi_R$ (and $i \to -i$). Importantly, both $\Psi_L$ and $\Psi_R$ acquire the same phase $e^{i3\pi/4}$ (since $\phi/2$ appears with the same sign in both); such a phase can be easily absorbed into the fields by an additional factor $e^{i3\pi/8}$.

Indeed regardless of the phase it is easy to see that on each Luther-Emery fermion, the action of time reversal squares to +1,

$$T^2_{\text{Luther-Emery fermion}} = +1.$$  \hspace{1cm} (6)

In other words, there are no Kramers doublets within the purely refermionized theory. This is consistent since an electron is not just two Luther-Emery fermions: while two Luther-Emery fermions correspond to the charge of one electron, they lack the spinful electron’s helical anomaly. As we now show, the bosonization theory captures time-reversal transformations by requiring two additional non-local degrees of freedom, with unusual transformation properties, beyond the Luther-Emery fermions. Within bosonization the combination of interactions and disorder leads to the spin-glass state of localized Luther-Emery fermions by producing an operator $\cos \theta$ (In contrast, $\cos 2\theta$ would break global $T$ symmetry and is forbidden.) This term stabilizes four states associated with shifting the overall field $\theta_0$ by $[0, \pi/2, \pi, 3\pi/2]$. (Depending on the sign of the $\cos 4\theta$ coefficient these shifts should be interpreted relative to a reference state with $\theta_0 = \pi/4$.) We may refer to them as “clock states” and drop the subscript on $\theta_0$ when no ambiguity arises. Counting degrees of freedom they are needed to supplement the Luther-Emery fermions, which are $\pi/2$ kinks in $\theta$. This can be understood by analogy to the total spin flip variable in an Ising system, that supplements its description in terms of domain walls; here the number of $\pi/2$ kinks obeys a constraint that reduces the degrees of freedom by a factor of four rather than two, namely $n_{\text{kinks}} = p \mod 4$, where the particular value of $p$ depends on whether the $\theta$ field obeys periodic boundary conditions ($p = 0$) or boundary conditions with a winding number $\pi$ across the system ($p = 2$) corresponding to anti-periodic boundary conditions for electrons. We return to this point below when discussing flux insertion, which is a twist of the boundary conditions. Note that there is of course nothing anomalous about the presence of these “clock states”, which arise quite generally; the anomaly arises based on the time-reversal transformation properties, to which we now turn.
To show how bosonization can consistently capture the anomaly of the helical LL we begin by carefully defining the action of time reversal on the clock states. (Recall that the Luther-Emery fermions have \( T^2 = +1 \).) According to Eq. (4) on the clock states time reversal acts as \( T : \theta \to -\theta - \pi/2 \). Define states of definite angular momentum on this clock variable:

\[
|k = k_0\rangle \equiv \sum_{n=0}^3 e^{i n k_0} |\theta = n \pi/2\rangle. 
\] (7)

The label \( k \) (periodic in \( 2\pi \)) is meant to be suggestive not only of angular momentum on the clock, but also of physical linear momentum, since \( \theta \to -\theta - \pi/2 \) is also the action of the global system translation operator \( \hat{O}_x \).

Time reversal acts on the four \( |k\rangle \) states in a simple manner: \( T |k = \pm \pi/2\rangle = \mp i |k = \mp \pi/2\rangle \), while \( T |k = 0\rangle = |k = 0\rangle \) and \( T |k = \pi\rangle = -|k = \pi\rangle \). Equivalently,

\[
T : |k\rangle \to e^{-ik} |k\rangle - k\rangle
\] (8)
in addition to complex conjugation. Hence \( T^2_{MB} = -1 \) on the states \( |k = \pm \pi/2\rangle \) while \( T^2_{MB} = +1 \) on the states \( |k = 0\rangle, |k = \pi\rangle \). Since within bosonization there is no other way to set the overall \( T^2_{MB} \) of the system, which of these two pairs is a physical state is set by the electron number parity: inserting an electron requires switching the sector of the \( k \) clock states. (This requirement must be imposed by hand from outside the low energy bosonization theory, as expected for electron insertion.) Within each physical electron parity sector there remain two states of the clock variables.

Let us contrast the time reversal transformation for an anomalous helical LL with the transformation of a non-anomalous 1D wire. Consider a spinless Luttinger liquid, where microscopic “electrons” each have \( T^2 = +1 \). bosonizing these leads to \( \theta' \) and \( \phi' \) fields that transform as \( T : \theta' \to -\theta', \theta' \to \theta' \) (and of course \( i \to -i \)), in contrast to Eq. (4). The invariance of \( \theta' \) means that corresponding \( k' \) states transform trivially as \( T : |k\rangle \to | -k\rangle \).

The case of a spinful 1D Luttinger liquid is distinguished already by having multiple \( \theta \) variables corresponding to the two independent spin species. We will return to these two cases after discussing the response to flux insertion below.

We now turn to the action of inserting \( \pi \) flux enclosed by the edge, or equivalently introducing a \( \pi \) twist in the electron’s boundary conditions in a periodic 1D helical LL (Fig. 3). This flux insertion does two things in the helical LL. (A) To account for the \( \pi \) shift in the boundary conditions for both right and left moving electrons, a consistent representation in terms of \( \phi, \theta \) is to leave \( \phi \) invariant while modifying \( \theta \) boundary conditions so that \( \theta(0) = \theta(L) + \pi \mod 2\pi \). This can be done by simply inserting two \( \pi/2 \) phase-slips/kinks in the \( \theta \) field. This corresponds to inserting two Luther-Emery fermions. To keep electric charge fixed this mathematical operation can be supplemented with electron removal/insertion as we elaborate on below. (An alternative representation of \( \pi \) flux, that modifies the field \( \phi \), would describe states with a finite current that explicitly breaks time reversal and hence are less transparent for the present purpose.) (B) Since flux insertion also shifts the corresponding linear momentum of states along the edge, and the \( |k\rangle \) states transform like linear momentum eigenstates, the \( \pi \) flux insertion also shifts the \( |k\rangle \) states by \( \pi \), namely as \( |k = k_0\rangle \to |k = k_0 + \pi\rangle \).

Now observe that action (A) changes the electric charge of the system by 1, since the Luther-Emery fermions each carry half an electron’s charge. However, since this action (unlike electron insertion) must be describable within the low energy bosonization theory, it
cannot (unlike electron insertion) force a change in the clock sector to give a corresponding change in $T^2$. The change in the clock variables so far is due to action (B): but importantly, since it is a $\pi$ shift, though it modifies the states it nevertheless preserves the sign of $T^2$. Thus the flux insertion changes the relation between electronic charge $n_f$ and Kramers parity $T^2$, consistent with the helical anomaly $T^2 = (-1)^n/\nu$ where the $\pi$ flux gives $\nu \to -1$. Flux insertion within a sector of fixed electric charge corresponds to the operation above together with an electron insertion or removal so as to keep electric charge fixed; but since this electron has $T^2 = -1$ (carried within the theory by the respective transformation of the $\theta_0$ clock variables), the relation between many body $T^2$ and electron number indeed becomes $T^2 = (-1) \times (-1)^n/\nu$, corresponding to $\nu = -1$. This defines the manner in which a charge-neutral Kramers doublet enters (via the 2D TI bulk) into the 1D helical LL, changing $T^2$ relative to charge $n_f$.

Let us again contrast this response to flux insertion to that of 1D non-anomalous spinless and spinful Luttinger Liquids. In the spinless case, both the “electrons” and the Luther-Emery fermions carry $T^2 = +1$ hence flux insertion at fixed charge trivially does nothing. In the spinful case, which can be considered as two copies of a helical LL, the insertion of $\pi$ flux is implemented as a $\pi$ kink in two different $\theta'$ fields, corresponding to four Luther-Emery fermions; fixing the total electric charge involves two electrons insertions/removals, which together are a Kramers singlet $T^2 = (-1)(-1) = +1$. No factor $\nu$ can appear.

The final physical states of the system are combinations of $|\theta\rangle$ or $|k\rangle$ states with definite $T^2$ but that break time reversal. Listing them by the $T^2$ sector (corresponding to fermion parity times $\pi$-flux parity per Eq. (1)), and in each sector by the two states that are time-reversal pairs, we find (writing in the $k$ and $\theta$ basis respectively),

\[ T^2 = +1 : \quad |k=0\rangle \pm |k=\pi\rangle \quad (9) \]
\[ \text{or } |\theta=0\rangle + |\theta=\pi\rangle, \quad |\theta=\pi/2\rangle + |\theta=3\pi/2\rangle; \quad (10) \]
\[ T^2 = -1 : \quad |k=\pi/2\rangle \pm |k=3\pi/2\rangle \quad (11) \]
\[ \text{or } |\theta=0\rangle - |\theta=\pi\rangle, \quad |\theta=\pi/2\rangle - |\theta=3\pi/2\rangle. \quad (12) \]

While superficially these physical states appear to still be cat state superpositions in terms of the clock variable $\theta_0$ (we now restore the $\theta_0$ subscript), that is a misleading consequence of the nonlocal $\theta_0$ representation: since it is only possible to measure $\theta_0 \mod \pi$ with local operators, but not to distinguish 0 from $\pi$, these states do not suffer any collapse or decoherence while measuring local operators within a single physical fermion parity sector, and thus are physical (non-cat) states that each belong to a single superselection sector.

C. Anomaly, l-bit and bosonization

Finally let us comment on the relation between this manifestation of the anomaly in bosonization to the general anomaly restrictions on l-bit MBL phases. One way to frame the question is as follows. The anomaly prevents a full lattice product space regularization with onsite action of $T$. How, then, can the anomalous system be captured within bosonization? Bosonization is a low energy theory, but it can sometimes be regularized as a lattice product Hilbert space in terms of some variables. The example relevant here is bosonization in its refermionized form: in the phase where the Luther-Emery fermions are localized, each Luther-Emery fermion can be viewed as defining a Fock space on a lattice site (where sites on the new lattice correspond to some of the bonds on the original microscopic lattice). Within the Luther-Emery fermion sector, this is a regularization with a finite dimensional Hilbert space on each site, and as such in principle could allow l-bit MBL.

However as the discussion above demonstrates, even as a low energy theory the bosonization must be taken to consist of the Luther-Emery fermion variables together with the four clock variables. One of the two clock “bits” corresponds to electron parity. The remaining degrees of freedom would form a complete set of l-bits. A state that localizes all remaining degrees of freedom into l-bits is disallowed. However, the remaining clock degree of freedom cannot be localized: it is responsible for the response to time reversal that gives the anomaly. Since time reversal symmetry is preserved on average, considering this clock degree of freedom as an l-bit makes it maximally delocalized across the entire system, since the two symmetry broken states differ by a product of time reversal across all l-bits. The proposed lattice regularization therefore fails in that there remains one degree of freedom which is completely nonlocal relative to the lattice.

We emphasize again that it is not the clock variable itself that is anomalous. Related variables are part of conventional bosonization. Rather, the transformation properties of the clock variables here, and their relation with time reversal and flux insertion, give the anomaly. This distinguishes the present state from states of a 1D system with spontaneous symmetry breaking of non-anomalous time reversal.

MBL has long been known to be allowed to coexist with spin-glass type spontaneous symmetry breaking (SG-SSB). The AMBL with SG-SSB described here is distinct (beyond exhibiting the anomalous responses) in that the SG-SSB is required to occur in every eigenstate as a condition for a fully localized phase to exist. Interestingly, a “bubble” instability of an MBL locator construction has been used to argue (assuming the instability implies delocalization) that in general the transition into MBL states should occur simultaneously for all eigenstates. Here we find that the anomaly forces the MBL transition to co-occur with SG-SSB simultaneously for all eigenstates through a mechanism that appears to
be quite different from the bubble argument.

III. ANOMALOUS MBL PHASE ON THE SURFACE OF A 3D WEAK TI AND ITS ANOMALY MANIFESTATION

A. Construction of 3D weak TI Anomalous-MBL surface

Here we construct a localized state on a weak TI surface (Fig. 1). Throughout this section we will consider a surface that is not perpendicular to the 3D weak TI stacking vector (the vector associated with its nontrivial $Z_2$ index), i.e. we may consider a side surface or any generic surface.

For context let us first recall the noninteracting electron results, namely the mechanism of enforced surface delocalization via symmetry preserving disorder in weak TI surface states with no electron interactions. While the clean surface is delocalized (with a dispersion consisting of two Dirac cones), breaking the protecting $Z_2$ translation symmetry can give a fully gapped localized state. (Recall that the protecting $Z_2$ symmetry is the translation, mod 2, along the stacking axis of the 2D TI stack; breaking this symmetry corresponds to a dimerization pattern of the stack, which is a $Z_2$ order parameter corresponding to hybridizing odd (or, for the other order parameter domain, even) numbered layers with the layer above, thus leading to a trivial gapped state within each dimerization pattern.) The anomaly is then carried on the surface by defects of the $Z_2$ order parameter, namely domain walls. If instead the broken symmetry arises due to disorder such that the net (average) symmetry-breaking order parameter exactly vanishes, then the translation-breaking domains on the surface constitute an ensemble in which each member breaks the symmetry but the ensemble itself is invariant under symmetry transformations. In this case the symmetry is said to be preserved on average and the ensemble describes a system at a transition between the two distinct $Z_2$-translation symmetry-broken states. For the weak TI this surface state, with disordered configurations of the two dimerization patterns and no net dimerization order, also corresponds to the boundary between 2D trivial and topological insulators. Physically, domain walls between the two dimerization patterns host an edge mode of a 2D TI namely a 1D helical LL. Since the symmetry is preserved on average, the network of 1D helical modes is tuned to its 2D percolation transition, and an extended helical LL spans the surface.

Naively, one might expect that disorder and interactions would lead the surface into such a percolating network of 1D helical modes that would then be localized, per the discussion in Section II above, by the very same disorder. However that is not the case since the effective disorder experienced by the 1D modes is correlated due to the network’s spatial optimization. In particular each surface helical LL shifts its spatial position to choose to sample optimized regions of the 2D disorder. The generic 1D disorder distribution necessary to localize the 1D helical LL can be avoided when the helical LL is embedded in 2D and preferentially samples a non-generic distribution. Pinning its position with stronger disorder also increases the density of the domain walls across the system and nucleates many helical modes arbitrarily close to the spanning mode. The strong disorder limit would then give a dense network of helical modes that interact through these junctions, a setting which is difficult to control theoretically.

Instead, we construct a localized 2D surface using a double disorder construction, as follows. Recall that disorder should be considered just on the surface so as to ensure the bulk gap is preserved. Each disorder realization we consider here preserves time reversal symmetry exactly.

(A) First we add weak disorder that locally breaks the $Z_2$-translation symmetry that protects the TI (this disorder corresponds to a spatially varying dimerization pattern) but preserves it on average. Each disorder realization locally breaks the symmetry, but the disorder distribution preserves it exactly. By the Imry-Ma mechanism\textsuperscript{[11]} (as extended to the marginally relevant case of 2D by Binder\textsuperscript{[42]}), weak amplitude random “field” disorder necessarily gives large domains of the two dimerization patterns, and a sparse configuration of domain walls. Since the symmetry is preserved on average the two domains are exactly in the 2D percolation transition, and there must be a domain wall that spans the system. The low energy theory is then a configuration of helical LLs bound to these domain walls including a helical LL that spans the system. We are interested in this spanning helical LL.

(B) Second we add stronger fully-symmetry-preserving disorder that drives the percolating helical LL to its spin-glass insulating phase\textsuperscript{[13]} (where time reversal symmetry is locally spontaneously broken but preserved on average). The “random field” disorder (A) is weak so that the Imry-Ma mechanism’s Larkin length separating domain walls is large, but its presence ensures that the percolating helical LL cannot move around to sample optimized regions of disorder (B), but rather is pinned into generic sampling of the disorder (B).

With only rare regions of LL junctions, whose density is controlled by an independent small parameter, the analytical control of the 1D theory persists to the 2D network on the surface, resulting in the localized surface phase. The critical interaction strength needed to drive the surface insulating may in fact be smaller than predicted by the helical LL theory because of the “clogging effect” pointed out in Ref.\textsuperscript{[35]}.
B. Nonlinear transport

There are two distinct ways to manifest helical modes in the 3D weak TI, as illustrate in Fig. 1 through its surface state or through a defect inserted in its bulk. For noninteracting electrons, the signatures of the topological state are a metallic surface, and an insulating bulk that shows unusual response to a “probe” dislocation defect: recall that a helical LL is bound to a dislocation when \( \mathbf{G}_0 \cdot \mathbf{b} = \pi \), where \( \mathbf{G}_0 \) is the reciprocal lattice vector corresponding to the weak TI stacking and \( \mathbf{b} \) is the dislocation’s Burgers vector (a lattice vector denoting the shift of all atoms on the 2D slice bounded by the dislocation). Now consider the case of strong electron interactions. The surface may show the new AMBL phase constructed above, which has gapless excitations localized to small regions as in the Bose glass phase, but not metallic. Similarly a helical LL bound to a dislocation in the bulk can show its own AMBL phase. How can this helical LL be observed if it is AMBL?

In this section we discuss the nonlinear hopping transport exhibited by the AMBL helical LL. This is conventional (non-anomalous) phenomenology for glassy systems, here also extended to SG-SSB MBL; direct experimental probes of the anomaly in AMBL will be discussed in the following section.

Before we begin, let us note an interesting feature of helical LLs arising in 3D weak TIs: they can naturally be finite-sized 1D systems even if the 3D system is infinite. On the surface in its AMBL construction above, the helical LLs away from the percolating mode are finite-sized. In the bulk, the anomaly is locally probed by a finite edge dislocation, e.g. an insertion of a finite 2D TI slice perpendicular to the surface such that the helical LL passes through the bulk in a “U” shape with finite length. To study the phenomenology of these would-be anomaly probes we are thus led to consider transport both in the thermodynamic limit and in finite sized 1D systems.

Transport in the AMBL helical LL shows a sub-linear current response to an applied voltage, which we now proceed to compute (Fig. 4). To discuss an electric field applied to a localized system, we assume that the electron Hilbert space connects to another Hilbert space at high energies, so as to avoid the trivial effect where a sufficiently large electric field trivially leads to enhanced localization with level spacing of the Bloch oscillation frequency. This can be resolved by e.g. coupling to a phonon bath, though the coupling should be weak: as always with MBL, to discuss states at finite temperature or finite energy density we assume that the system is effectively sufficiently closed at the time scales probed so that thermalization is avoided. With these assumptions we may consider both finite temperature \( T > 0 \) and zero temperature \( T = 0 \) transport, beginning with \( T > 0 \).

Recall the results of heterogeneous nucleation theory, which describes creep motion via collective rearrangements in many systems pinned by impurities and subject to an external perturbation, including pinned charge density waves and superconductor vortex lattices. With the external perturbation \( V \), the system finds itself in a metastable state that is separated from a favored lower energy state by large energy barriers \( U \). The energy barrier \( U \) for an advantageous rearrangement is a growing function of the size \( L \) of the rearranged region, \( U(L) \sim L^\theta \) with exponent \( \theta > 0 \). (Henceforth we use the symbol \( \theta \) to denote this exponent.) Given the external perturbation \( V \), the nucleation scaling theory predicts an optimal rearrangement involving a droplet of size \( L_\star(V) \sim V^{-\theta/\mu} \), with another exponent \( \mu > 0 \). A small external perturbation yields an optimal rearrangement of a large droplet, where for example this rearrangement may entail a de-pinning and minimal shift of a charge density wave within the \( L_\star(V) \) droplet region. Relaxation from the metastable state then occurs by nucleating such droplets with energy \( U(L_\star(V)) \sim V^{-\mu} \) at a frequency given by their Boltzmann weight \( e^{-U/T} \).

Here we apply the heterogeneous nucleation theory to the present case, the current response \( I \) to an applied voltage \( V \) of a pinned 1D array of Luther-Emery fermions. At thermal equilibrium, \( T > 0 \) in a 1D system would produce finite-energy barriers for large rearrangements i.e. \( \theta < 0 \), so that the putative metastable state is actually unstable as must be the case for \( T > 0 \) 1D ordered states in equilibrium, resulting in linear IV when \( V \) is small compared to temperature. However here the spin-glass-ordered AMBL state avoids thermal equilibrium and remains stable at finite energy density, so we expect it will be described by heterogeneous nucleation theory with \( \theta > 0 \), giving nonlinear IV even at finite energy density. Such finite-energy-density nonlinear IV in
1D serves as a fingerprint of MBL transport.

At zero temperature the conventional nucleation theory predicts rearrangements determined by their spacetime action cost $S(V) \sim V^{-\mu}$, where the $T = 0$ exponent $\mu$ can differ from the finite temperature one (and is likely larger corresponding to a larger exponent $\theta$ for the cost of spacetime rearrangements); and with their thermal excitation frequency replaced by a rate of quantum tunneling as $e^{-U/T} \rightarrow e^{-S/\hbar}$.

In both cases, the nonlinear IV that occurs for sufficiently large applied voltage or system size is thus cut off into linear exponentially-suppressed conductivity when the system size becomes smaller than the optimal rearrangement size $L_\ast(V)$, or equivalently

$$I \sim \begin{cases} e^{-1/V^\alpha} & \text{if } V > V_\ast(L) \sim L^{-\theta/\mu} \\ \sigma V & \text{if } V < V_\ast(L) \sim L^{-\theta/\mu} \end{cases} \quad (13)$$

where $\sigma \sim e^{-L^\alpha}$. This form is shown in Fig. 4.

It is instructive to compare these expressions with recent transport calculations for weakly interacting strongly disordered 2D TI edges in the large nonlinear voltage regime.In that case the linear response conductivity $I \sim V$ crosses over, at large currents or voltages, to the form $I \sim V^{1/3}$. However the mechanism in that case is due to the current explicitly breaking time reversal, and requires much larger voltages than the nonlinear form in Eq. (13).

C. Probing the anomaly via e/2 shot noise

To probe the anomaly, on a 2D TI edge or on the 3D weak TI surface, even when it enters an AMBL phase, we consider the anomaly feature of $\pm e/2$ electric charges on the point-like domain wall between opposite time-reversal-breaking domains. If a weak TI surface is in the AMBL phase, such $e/2$ charges will appear at finite density across the helical network spanning the surface, both in the percolating helical LL and in domain boundaries of finite domains.

The $e/2$ charges could be directly observed electrostatically using a local probe that can sense the local charge distribution. Local electrostatic sensing is routinely performed using Kelvin probes, including for topological states. Since the $e/2$ charges are confined to the helical LL, it is important that the probe couple to their electric field lines without requiring direct charge hopping. Such electrostatic coupling is related to capacitive coupling, albeit here the coupling is to an insulator; rather it can be better interpreted via image charges forming on the metallic probe, corresponding to the nearby charge on the insulator. However while such a static charge measurement is in principle possible, distinguishing a localized charge $e/2$ from an electron would be complicated by the local static polarizability of the insulator. The dielectric polarizability could possibly be measured independently by applying a strong uniform magnetic field so as to replace the AMBL phase with a ferromagnet of localized electrons, which (one can hope) may have a similar dielectric constant which could then be used for calibration.

Instead, a likely better measurement of the $e/2$ charges can be performed using shot noise associated with the hopping transport discussed above, as follows. First recall the setting for conventional current shot noise measured across a tunnel junction. The current noise across the junction, $S_I$, is simply related to the average current times the carrier charge, $S_I = 2eI$, at essentially all frequencies smaller than the inverse junction crossing time of a single electron. The measuring probe need not (and should not) resolve the time window of a single charge hopping event; instead the charge quantization is extracted from the statistics of many hopping events averaged over a large time window.

Similar considerations apply for shot noise in the present case. The measuring probe cannot directly couple to current of the $e/2$ charges (which only arise inside the helical LL), but instead can couple using a Kelvin-probe-type electrostatic measurement as discussed above (Fig. 4). It could be an STM-like scanning tip or a fixed electrode on a substrate. A probe with infinite capacitance would show instantaneous image charges. Though the fraction of electric field lines and thus of the image charge recorded by the probe would depend on the local geometry, in principle such a “charge efficiency factor” can be calibrated. The main distinction is in the possible introduction of an additional time scale $\tau$ arising from the kinematics of the hopping transport, as follows. The hopping transport occurs via local depinning of a cluster of domains and $e/2$ charged domain walls, which then hop to another position. The movement of the individual $e/2$ charges can be detected by the probe. Since the resulting shot noise arises from the induced electrostatic charge on the probe, rather than a current, it is modified from the current shot noise by a factor $\tau$ with dimensions of time, related to the time spent performing each hop. The time $\tau$ will depend e.g. on the size of the hopping cluster, though such detailed kinematics are not predicted by the stochastic nucleation scaling theory. However the dependence on kinematic details may be eliminated in an appropriate regime: when the Luther-Emery fermions are relatively sparse, so that the probe can measure the charge across a number of lattice sites that is still smaller than typical Luther-Emery fermion separation, then the time $\tau$ is effectively averaged across multiple hops so that only an average velocity needs to be known to extract the current shot noise. Leaving details of this proposed experiment aside, it is clear that it is at least in principle possible to directly probe the anomaly even in the AMBL state.

In addition to this specific measurement of the $e/2$ charges, it is worth noting that the AMBL localized state is distinguished from electron spin glasses by the fractionalized nature of the localized $\pm e/2$ Luther-Emery fermions. Their creation operators are related to ele-
tron creation operators in a nonlocal manner. This can be formulated via entanglement and information scrambling as follows. Consider an electron, entangled with a measurement device, for example in a singlet state with a reference electron, tunneling into the localized state. While in a conventional spin glass, the electron and its information will remain localized, in the AMBL spin glass the information encoded is quickly scrambled across the entire system, as the entanglement with the reference electron delocalizes. The quantum information conveyed by the tunneled electron becomes a nonlocal qubit, protected by the localized boundary anomaly.

IV. CONCLUSION AND OUTLOOK

In this work we studied how localization due to strong disorder and interactions can coexist with the boundary anomaly of a helical LL. The resulting AMBL phase shows interesting features both at the level of the Hilbert space and for direct experimental observables, that can distinguish it from conventional MBL states. The present study is applied to 2D TIs and 3D weak TIs.

In contrast, on the surface of 3D strong TIs locally-symmetry-breaking disorder leads to a network of chiral LLs non-localizable even with strong interactions, suggesting a qualitative distinction in allowed phases manifested by combining strong interactions and statistically-symmetric disorder. We find that symmetries that are preserved statistically (“on average”), though locally broken by disorder, play a key role even in the presence of arbitrarily strong electron interactions. They can preserve the symmetry-protected anomaly albeit with potentially modified consequences: here we found that a localized phase can arise, with a description in terms of electrons that satisfies certain constraints, thereby exhibiting the required anomaly responses to external probes.

Looking beyond electronic TIs more broadly at interacting symmetry-protected topological phases, it is intriguing to consider a more general viewpoint on boundary anomalies. As has been known for some time, a boundary anomaly can sometimes be viewed in terms of a Lieb-Schultz-Mattis (LSM) type theorem, which restricts the range of possible allowed phases under arbitrary interactions, if the lattice unit cell obeys certain conditions. For instance an array of spin-1 gapped Haldane chains has as its boundary a spin-1/2 lattice which obeys an LSM theorem. More recently it has been argued that spin-1/2 magnets should satisfy disordered-LSM-type restrictions even though the disorder breaks the translation symmetry that defines the unit cell, as long as translation symmetry is preserved on average. In 1D systems a robust argument is available and the disordered-LSM restriction can enforce nonlocal features such as at least $1/r^2$ long range average spin correlations. This is the “minimal anomaly manifestation” required for arbitrary interactions by the disordered-LSM restriction (which, interestingly, is realized in the random-singlet fixed point). For the helical LL, we find that the minimal anomaly manifestation is consistent with AMBL, a type of localization. This applies to 3D weak TIs but is not the case for 3D strong TIs. Understanding how to extract any particular minimal anomaly manifestation, in the presence of strong interactions and disorder, is an interesting question for framing future studies.
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Note added. During completion of this work, Ref. 56 was posted constructing a 1D lattice model for the boundary of a 2D time-reversal-protected fermionic topological insulator, using local spins and fermions with unusual (non-onsite) symmetry transformation. (See also a related preprint Ref. 57) A logical corollary that follows from the construction provides an AMBL state with anomalous responses and locally broken time-reversal symmetry. We note that though Ref 56 also discusses a particular bosonization theory on this Hilbert space, those bosonization fields do not seem to be related via any local transformation to the fields arising from bosonization of helical electrons, and in particular the anomaly manifestation of inserting $\pi$ flux (changing electronic boundary conditions) is distinct as well.
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