Transition from coherent cores to surrounding cloud in L1688
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ABSTRACT

Context. Stars form in cold dense cores showing subsonic velocity dispersions. The parental molecular clouds display higher temperatures and supersonic velocity dispersions. The transition from core to cloud has been observed in velocity dispersion, but temperature and abundance variations are unknown.

Aims. We aim to measure the temperature and velocity dispersion across cores and ambient cloud in a single tracer to study the transition between the two regions.

Methods. We use NH$_3$ (1,1) and (2,2) maps in L1688 from the Green Bank Ammonia Survey, smoothed to 1′, and determine the physical properties by fitting the spectra. We identify the coherent cores and study the changes in temperature and velocity dispersion from the cores to the surrounding cloud.

Results. We obtain a kinetic temperature map extending beyond dense cores and tracing the cloud, improving from previous maps tracing mostly the cores. The cloud is 4–6 K warmer than the cores, and shows a larger velocity dispersion ($\Delta v_T = 0.15–0.25$ km s$^{-1}$). Comparing to Herschel-based dust temperatures, we find that cores show kinetic temperatures that are $\approx 1.8$ K lower than the dust temperature, while the gas temperature is higher than the dust temperature in the cloud. We find an average p-NH$_3$ fractional abundance (with respect to H$_2$) of $(4.2 \pm 0.2) \times 10^{-9}$ towards the coherent cores, and $(1.4 \pm 0.1) \times 10^{-9}$ outside the core boundaries. Using stacked spectra, we detect two components, one narrow and one broad, towards cores and their neighbourhoods. We find the turbulence in the narrow component to be correlated with the size of the structure ($\text{Pearson-}r = 0.54$). With these unresolved regional measurements, we obtain a turbulence–size relation of $\sigma_T \propto r^{0.5}$, which is similar to previous findings using multiple tracers.

Conclusions. We discover that the subsonic component extends up to 0.15 pc beyond the typical coherent boundaries, unveiling larger extents of the coherent cores and showing gradual transition to coherence over $\sim 0.2$ pc.
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1. Introduction

Star formation takes place in dense cores in molecular clouds. Detailed studies of dense cores unveil their physical and chemical properties, which provide the initial conditions in the process of star formation. Across different molecular clouds, the star-forming cores are characterised by higher density and lower temperatures compared to the ambient cloud. Many of the cores also exhibit subsonic turbulence. However, the transition from core to cloud is still not well-understood.

The hyperfine structure of NH$_3$ inversion transitions allows its individual components to remain optically thin at high column densities (Caselli et al. 2017). Unlike carbon-bearing species, such as CO and HCO$^+$, NH$_3$ shows no depletion at high densities and cold temperatures characteristic of cores (Bergin & Langer 1997). Therefore, NH$_3$ is an important and useful high-density tracer of cold gas. Using NH$_3$ (1,1) line emission, Barranco & Goodman (1998) found that the line width inside the four cores studied was roughly constant, and slightly greater than the pure thermal value. These latter authors also reported that at the edge of the cores, the line widths begin to increase. By analysing the cores and their environments, Goodman et al. (1998) suggested that a transition to coherence might mark the boundaries of the dense cores. Using NH$_3$ (1,1) observations with the Green Bank Telescope, Pineda et al. (2010) studied the transition from inside a core to the surrounding gas, for the first time in the same tracer, and reported a similar, but sharper transition to coherence (an increase in the dispersion by a factor of two in a scale less than 0.04 pc) in the B5 region in Perseus. However, the exact nature of the transition from the subsonic cores to the surrounding molecular cloud is not well known. It is important to study these transition regions, as this could give us clues on how dense cores form and accrete material from the surrounding cloud.

In the Green Bank Ammonia Survey (GAS, Friesen et al. 2017), star-forming regions in the Gould Belt were observed using NH$_3$ hyperfine transitions. Their first data release included four regions in nearby molecular clouds: B18 in Taurus,
NGC1333 in Perseus, L1688 in Ophiuchus, and Orion A North. Using the results from this survey and H$_2$ column densities derived with Herschel, Chen et al. (2019) identified 18 coherent structures (termed 'droplet') in L1688 and B18. These latter authors observed that these droplets show gas at high density ($n_\text{H} \approx 5 \times 10^4 \text{cm}^{-3}$; from masses and effective radii of the droplets, assuming a spherical geometry) and near-constant, almost-thermal velocity dispersion, with a sharp transition in dispersion around the boundary.

The results from Pineda et al. (2010) and Chen et al. (2019) suggest that we can define the boundaries of coherent cores systematically as the regions with subsonic nonthermal line widths. It is to be noted that this approach does not necessarily define cores in the same way as when using continuum emission. Therefore, not all of the ‘coherent cores’ will have continuum counterparts.

The temperature profile inside cores has been studied, and the cores are found to be usually at a temperature $\approx 10$ K (e.g., Tafalla et al. 2002), and more dynamically evolved cores show a temperature drop towards the centre (Crapsi et al. 2007; Pagani et al. 2007). Crapsi et al. (2007) observed a temperature drop down to $\approx 6$ K towards the centre of L1544 (see also Young et al. 2004). Pagani et al. (2007) and Launhardt et al. (2013) also reported gradients in temperature outwards from the centres of cores with observations of $N_2H^+ - N_2D^+$, and far-infrared (FIR)-submillimetre continuum, respectively. However, the transition in gas temperature from cores to their immediate surroundings has not been studied. This is important, as dust and gas are not thermally coupled at volume densities below $10^3 \text{cm}^{-3}$ (Goldsmith 2001), as expected in inter-core material (average density in L1688 is $\approx 4 \times 10^4 \text{cm}^{-3}$; see Sect. 2.1). Therefore, the gas temperature can provide important constraints on the cosmic-ray ionisation rate (with cosmic rays being the main heating agents of dark clouds), as discussed in Ivlev et al. (2019). This transition in temperature, as well as in other physical properties, such as velocity dispersion, density and NH$_3$ abundance, from core to cloud, is the focus of the present paper.

In our previous paper (Choudhury et al. 2020, hereafter Paper 1) we reported a faint supersonic component along with the narrow core component, towards all cores. We suggested that the broad component traces the cloud surrounding the cores, and therefore, presents an opportunity to study the gas in the neighbourhood of the cores with the same density tracer. Here, we extend that analysis to study the changes in physical properties of these two components from cores to their surroundings.

In this project, we use the data from GAS in L1688 – smoothed to a larger beam – to study the transition in both velocity dispersion and temperature, from coherent cores, to the extended molecular cloud, using the same lines (NH$_3$ (1,1) and (2,2)). In Sect. 2, the primary NH$_3$ data from GAS and complimentary Herschel continuum maps, are briefly described. Section 3 explains the procedure used to determine the physical parameters in the cloud. The improved integrated intensity maps and the parameter maps are presented in Sect. 4. In Sect. 5, the selection of coherent cores, considered in this paper is explained, followed by a discussion on the observed transition of physical parameters and spectra, from cores to their surroundings.

2. Data

2.1. Ammonia maps

As our primary data set, we use the NH$_3$ (1,1) and (2,2) maps, taken from the first data release of Green Bank Ammonia Survey (GAS, Friesen et al. 2017). The observations were carried out using the Green Bank Telescope (GBT) to map NH$_3$ in the star forming regions in the Gould Belt with $\lambda_V > 7$ mag, using the seven-beam K-Band Focal Plane Array (KFPA) at the GBT Observations were made in frequency switching mode with a frequency throw of 4.11 MHz ($\approx 52 \text{km s}^{-1}$ at 23.7 GHz). The spectral resolution of the data is 5.7 kHz, which corresponds to $\approx 72.1 \text{ms}^{-1}$ at 23.7 GHz (approximate frequency of observations). The extents of the maps were selected using continuum data from Herschel or JCMT, or extinction maps derived from 2MASS (Two Micron All Sky Survey). To convert the spectra from frequency to velocity space, central frequencies for NH$_3$ (1,1) and (2,2) lines were considered as 23.6944955 and 23.7226333 GHz, respectively (Lovas et al. 2009).

Out of the four regions in the GAS DR1, we focus on L1688 in this paper, as we were able to obtain an extended kinetic temperature map of the cloud for this region. L1688 is part of the Ophiuchus molecular cloud at a distance of $\sim 138.4 \pm 2.6$ pc (Ortiz-León et al. 2018). The cloud mapped in NH$_3$ is $\sim 1$ pc in radius with a mass of $\approx 980 \text{M}_\odot$ (Ladjelate et al. 2020). Assuming spherical geometry and a mean molecular weight of 2.37 amu (Kauffmann et al. 2008), the average gas density is then $\sim 4 \times 10^3 \text{cm}^{-3}$.

The parameter maps of L1688, released in DR1, are not very extended, particularly for kinetic temperature, as a robust temperature measurement is restricted by the signal-to-noise ratio (S/N) of the (2,2) line. Therefore, in order to have a good detection, especially of the (2,2) line, in the outer and less dense part of the cloud, the data were smoothed by convolving them to a beam of $1\prime$ (GBT native beam at 23 GHz is $\approx 31\prime$). The data cube was then re-gridded to avoid oversampling. The relative pixel size was kept the same as the original GAS maps, at one-third of the beam-width. The mean root-mean-square (rms) noise level achieved as a result is 0.041 and 0.042 K in the (1,1) and (2,2), respectively. For comparison, the mean noise level in the GAS DR1 maps was 0.17 K. Figure 1 shows the integrated intensity maps obtained for NH$_3$ (1,1) and (2,2).

2.2. H$_2$ column density and dust temperature maps

L1688 was observed in dust continuum using the Herschel space observatory as part of the Herschel Gould Belt Survey (HGBS, André et al. 2010). In order to compare the dust-derived properties to our results with NH$_3$, we use the dust temperature and H$_2$ column density in Ophiuchus from the HGBS archive\(^1\) (Ladjelate et al. 2016). These maps were also convolved to a $1\prime$ beam, and then regridded to the same grid as the NH$_3$ maps. Figures 2 and 3 show the smoothed and re-gridded N(H$_2$) and dust temperature maps, respectively.

3. Analysis

3.1. Line fitting

We fit NH$_3$ line profiles to the data with the pyspeckit package (Ginsburg & Mirocha 2011), which uses a forward modelling approach. We follow the fitting process described in Friesen et al. (2017). The range in velocity to fit is determined from the average spectra of the entire region. As the ortho-to-para ratio in the region is not known, we only report the p-NH$_3$ column

\(^1\) www.herschel.fr/cea/gouldbelt/en/archives
density here, and do not attempt to convert it to total NH$_3$ column density\textsuperscript{2}.

The model produces synthetic spectra based on the guesses provided for the input parameters: excitation temperature ($T_{\text{ex}}$), kinetic temperature ($T_K$), para-ammonia column density ($N(p-$NH$_3)$), velocity dispersion ($\sigma_v$) and line-of-sight central velocity ($v_{\text{LSR}}$) of the gas (see Sect. 3.1 in Friesen et al. 2017). A non-linear gradient descent algorithm, MPFIT (Markwardt 2009) is then used to determine the best-fit model, and corresponding values of the parameters. A good set of initial conditions is necessary to ensure that the non-linear least-squares fitting does not get stuck in a local minimum. The value of $v_{\text{LSR}}$ is critical; therefore, we use the first-order moments of the (1,1) line as initial guesses. The second-order moments are used as guesses for velocity dispersion. For the other parameters, we use: $\log_{10}(N(p-$NH$_3$)/cm$^{-2}$) = 14, $T_K = 20$ K and $T_{\text{ex}} = 5$ K. These numbers are within the range of values reported in GAS DR1 maps, and are therefore reasonable guesses. As a test, we checked the fits with varying guesses, and determined that the exact values of the initial parameters do not affect the final results, as long as they are within a reasonable range.

In this work, we use the cold_ammonia model in pyspeckit library, which makes the assumption that only the (1,1), (2,2), and (2,1) levels are occupied in p-NH$_3$. It is also assumed that the radiative excitation temperature, $T_{\text{ex}}$, is the same for (1,1) and (2,2) lines, as well as their hyperfine components.

\textbf{3.2. Data masking}

To ensure that the parameters are well determined from the fit, several flags are applied on each parameter, separately. For a good fit to the (1,1) and (2,2) lines, a clear detection is necessary. For centroid velocity, velocity dispersion and excitation temperature, we mask the pixels with a $S/N < 5$ in the integrated intensity of the (1,1) line. Similarly, we remove pixels with $S/N < 3$ in the peak intensity of the central hyperfine of the (2,2), in the kinetic temperature and p-NH$_3$ column density maps. These lower limits for the $S/N$ in the (1,1) and (2,2) lines were chosen after a visual inspection of the spectra and the model fits in randomly sampled pixels in order to determine which flags most effectively filtered out the unreliable fits. As we

\textsuperscript{2} To compare to the total NH$_3$ column densities reported in other works, an easy conversion is to multiply $N(p-$NH$_3$) by 2, if the ortho-to-para ratio is assumed to be the LTE value of unity.
Fig. 2. \(N(H_2)\) in L1688, taken from Herschel Gould Belt Survey archive. Positions of the continuum cores reported in Motte et al. (1998) are indicated by arrows. The dashed rectangle shows the area used to calculate mean cloud properties (see Sect. 4.3). The solid black contours show the coherent cores in the region (described later in Sect. 4.4). The 1’ beam, which the data was convolved to, is shown in orange in the bottom-left corner, and the scale bar is shown in the bottom-right corner.

Fig. 3. Dust temperature in L1688, taken from Herschel Gould Belt Survey archive. The solid white contours show the coherent cores in the region (described later in Sect. 4.4). The vertical dotted line roughly separates the dark cloud (to the left of the line) from the molecular material affected by the external illumination, due to irradiation from HD147889 (Habart et al. 2003). The 1’ beam, which the data was convolved to, is shown in green in the bottom-left corner, and the scale bar is shown in the bottom-right corner.

use the pixels with a S/N of 5 or more in the integrated intensity of the (1,1), we expect the excitation temperature, centroid velocity, and velocity dispersion to be determined with reasonably high certainty. Similarly, for kinetic temperature, we only use the pixels with detection of the (2,2) with S/N of 3 in the peak intensity, and therefore \(T_K\) should also be well determined. Therefore, we mask the pixels with a fit determined error >20% of the corresponding parameter from the \(T_K\), \(v_{LSR}\) and \(\sigma_v\) maps. Calculation of \(N(p-NH_3)\) requires a good determination of excitation temperature, and pyspeckit reports \(\log(N(p-NH_3))\), and the error in \(\log(N(p-NH_3))\). We still expect \(N(p-NH_3)\) to be determined with reasonable accuracy, and therefore we set the relative error cut in \(N(p-NH_3)\) at 33% (3\(\sigma\)).

4. Results

4.1. Integrated intensity maps

While calculating the integrated intensity of the region, it is better to use a narrow range of velocities around the velocity
at each pixel than using a broad, average velocity range for the entire cloud, because there is a gradient in velocity present among different parts in L1688. Therefore, we employ the procedure described in Sect. 3.2 of Friesen et al. (2017) in deriving the moment maps. We use the best-fit model at each pixel and select the spectral range for which the model shows an intensity $>0.0125\,\text{K}^3$. In places where the fit was not satisfactory (based on fit-determined errors), we use the average value of $V_{\text{LSR}}$ and $\sigma_v$ for the cloud. We then use the known relative positions of the hyperfine transitions of (1,1) and (2,2) to define a range where any emission is expected. We then calculate the integrated emission (and the associated error) using only these channels.

The integrated intensity maps thus obtained for the smoothed data are presented in Fig. 1.

### 4.2. Property maps

Figures 4–6 show the velocity, velocity dispersion, $\text{NH}_3$ kinetic temperature and p-$\text{NH}_3$ column density maps for L1688 obtained...
from our fits. We obtain much more extended maps for velocity dispersion and kinetic temperature (73.4 and 65% of the total observed area, respectively), compared to the original GAS DR1 maps (Figs. 13 and 17 in Friesen et al. 2017, 19.2 and 13% of the total observed area respectively). Also, for the first time, we are able to map the temperature in the dense cores, as well as the surrounding gas in the same density tracer.

In the less dense, outer region of the cloud, the NH$_3$ (1,1) line becomes optically thin, and so, the excitation temperature is harder to determine satisfactorily$^4$. Correspondingly, the p-NH$_3$ column density (Fig. 6) is also not well determined away from some of the continuum cores (identified in Motte et al. 1998).

4.3. Variation of temperature and velocity dispersion throughout the cloud

Figure 5 shows the kinetic temperature in L1688. Motte et al. (1998) identify seven dense cores, namely Oph-A, Oph-B1, Oph-B2, Oph-C, Oph-D, Oph-E and Oph-F, from continuum observations in the cloud (these are shown in Fig. 2). It can be clearly seen from Fig. 5, that these continuum cores are at a lower temperature than the gas surrounding them. On average, the kinetic temperature in the N(H$_2$) peak inside the continuum
cores is ≈3.7 K lower than the mean ambient cloud temperature (calculated in the area shown by the dashed rectangle in Fig. 2).

To the west of the cloud, there is a strong radiation field due to a young, massive B2-type star (Houk & Smith-Moore 1988), HD147889 (RA:16h25m24.3s, Dec.:−24°27′56.57″, Gaia Collaboration 2018). The radiation field near the western edge is estimated to be ~400 $G_0^5$ (Habart et al. 2003). Due to this external illumination, the kinetic temperature is ≈7.8 K higher in the western edge of the cloud (considered as the region to the right of the vertical boundary shown in Fig. 5) compared to the mean cloud temperature. This increase in temperature can also be seen in the dust temperature map from Herschel (Fig. 3).

In the velocity dispersion map in Fig. 4, we see that the continuum cores identified in Motte et al. (1998, shown in Fig. 2), except Oph-B1 and Oph-B2, show less turbulent gas compared to the surrounding gas. The dispersion averaged over one beam around the continuum peaks of Oph-C, Oph-D, Oph-E and Oph-F is ≤0.2 km s$^{-1}$, and around the continuum peak of Oph-A is ≈0.3 km s$^{-1}$. Oph-B1 and Oph-B2 contain a cluster of Class 0/I and flat spectrum protostars, similar to Oph-F in type, number and luminosity. However, Oph-F shows gas in low dispersion, whereas the $\sigma_v$ observed in Oph-B is significantly higher (≈0.45 and 0.54 km s$^{-1}$, averaged over one beam around the continuum peaks of Oph-B1 and Oph-B2, respectively). A strong outflow is observed in the vicinity of Oph-B1 and Oph-B2 (Kamazaki et al. 2003; White et al. 2015), and no such outflow is seen near Oph-F. Therefore, the higher $\sigma_v$ observed in Oph-B might be associated with the presence of protostellar feedback.

Figure 7 shows how the kinetic temperature of the gas changes with respect to velocity dispersion in L1688. Due to the large number of data points, we show a density distribution plot instead of the actual data set in order to represent the distribution more clearly. Here, we use a Gaussian kernel density estimator (KDE) from the package scipy. The KDE replaces each data point with a Gaussian of a constant width, and the sum of the individual Gaussians is used as an estimate for the density distribution of the data. The width of the Gaussian is determined using Scott’s rule (Scott 1992), and depends on the number of data points.

### 4.4. Identification of coherent cores

In order to study the change in kinetic temperature and velocity dispersion from cores to the surrounding material, we first identify what we consider as ‘coherent cores’. For this purpose, we use the sonic Mach number, $M_S$, which is defined as the ratio of the non-thermal velocity dispersion to the sound speed in the medium:

$$M_S = \frac{\sigma_{v,NT}}{c_s},$$

(1)

where $c_s$ is the one-dimensional sound speed in the gas, given by:

$$c_s = \sqrt{\frac{k_B T_K}{\mu_{\text{gas}}}},$$

(2)

where $k_B$ is the Boltzmann’s constant, $T_K$ is the kinetic temperature in the region, and $\mu_{\text{gas}}$ is the average molecular mass (taken to be 2.37 amu, Kaufmann et al. 2008). The non-thermal component of the velocity dispersion is calculated by removing the thermal dispersion for the observed molecule ($\sigma_T$) from the total observed velocity dispersion ($\sigma_v$):

$$\sigma_{v,NT} = \sigma_v - \sigma_{T,nH_3} - \sigma_{\text{chan}},$$

(3)

where $\sigma_{\text{chan}}$ is the contribution due to the width of the channel. The thermal component of the dispersion observed in NH$_3$ is:

$$\sigma_{T,nH_3} = \sqrt{\frac{k_B T_K}{\mu_{nH_3}}},$$

(4)

with $\mu_{nH_3} = 17$ amu, being the mass of the ammonia molecule. For $T_K = 14$ K, the thermal component ($\sigma_{T,nH_3}$) is 0.082 km s$^{-1}$.

When a Hann-like kernel is used in the spectrometer, the correction factor for the measured velocity dispersion is given by (see Leroy et al. 2016; Koch et al. 2018):

$$\sigma_{\text{chan}} = \frac{\Delta}{\sqrt{2\pi}} (1.0 + 1.18k + 10.4k^2),$$

(5)

where $\Delta$ is the spectral resolution and $k$ is dependent on the Hann-like function applied. In the case of the VEGAS spectrometer used in the GAS observations, $k = 0.11$, which corresponds to a correction term of:

$$\sigma_{\text{chan}} = \frac{\Delta}{1.994} = 0.036 \text{ km s}^{-1}.$$

(6)

After applying this small correction, we obtain a typical non-thermal component of the velocity dispersion of $\sigma_{v,NT} = 0.182 \text{ km s}^{-1}$, for $\sigma_v = 0.2 \text{ km s}^{-1}$.

In Fig. 7, it can be observed that a group of points lies below the line depicting a Mach number of 1, and a much larger distribution lies in the supersonic part of the plot. This separation is taken as the basis for separating the subsonic cores from the extended, more turbulent cloud. We first identify a mask with the regions in L1688 having a sonic Mach number of 1 or lower.

---

\*Definition of $G_0$ from Hollenbach & Tielens (1999): $G_0$ represents the unit of an average interstellar flux of 1.6 erg cm$^{-2}$ s$^{-1}$ in the energy range 6–13.6 eV (Habing 1968).
Regions smaller than the beam size are removed from the mask. All the remaining regions are then considered as the ‘coherent cores’ in L1688. Based on this definition, we identify 12 regions in L1688 as coherent cores (same as Paper I). These include:

- five continuum cores, namely Oph-A, Oph-C, Oph-D, Oph-E and Oph-F. We identify two islands in Oph-A as coherent cores (Oph-A North, and Oph-A South), and consider them together as Oph-A;
- one DCO\(^*\) core, Oph-B3 (Loren et al. 1990; Friesen et al. 2009);
- two ‘coherent droplets’, L1688-d10 and L1688-d12, (Chen et al. 2019);
- one prestellar core Oph-H-MM1 (Johnstone et al. 2004). Apart from these previously identified cores\(^6\), we also identified three more subsonic regions : L1688-SR1 (south of Oph-B1), L1688-SR2 (three islands east of Oph-A) and L1688-SR3 (near the western edge of the map). These cores are shown in Fig. 8, along with the positions of Class 0/I and flat-spectrum protostars in L1688 (Dunham et al. 2015). Following the classification of Class-0 and -I protostars in the region according to Enoch et al. (2009), we find no significant difference between the positions of Class 0/I protostars and those of flat spectrum protostars with respect to the coherent cores. The continuum cores Oph-B1 and Oph-B2 are not subsonic, as previously discussed (Sect. 4.3, see also : Friesen et al. 2009), and therefore, they are not considered as ‘coherent cores’ by our definition.

Because we use a larger beam (almost twice in size) compared to the GAS data, our definitions of the coherent boundaries are expected to vary slightly compared to other analyses carried out with the original data (e.g. Chen et al. 2019, which also applied more stringent criteria\(^7\) in their definition). However, comparison with Chen et al. (2019) shows that the overall coherent boundaries in the two works are consistent within one beam (1\)'.

Ladjelate et al. (2020) identifies a prestellar core at the position of SR1, and an unbound starless core at the position of SR3. SR1 and SR3 are associated with a local peak in NH\(_3\) integrated intensity. SR2 does not contain any bound core in Herschel data, nor does it show a local NH\(_3\) peak. However, as can be seen from our later results (presented in Sect. 5.5), the ambient cloud in the line of sight to the cores has a higher temperature compared to the gas in the core. However, in the computation of N(H\(_2\)) from Herschel data, a single temperature was assumed for the entire line of sight. Therefore, it is possible that small clumps of overdensities at the position of coherent cores, which have a much lower temperature than that of the ambient cloud, will not be seen in the N(H\(_2\)) maps. Without allowing for different temperatures in different parts of the cloud along the line of sight in the calculations of N(H\(_2\)), we cannot dismiss the possibility of an over-density being associated with SR2.

In order to study the environment surrounding the coherent cores, we define two consecutive shells around each core. Shell-1 is defined as all the pixels around each coherent core, within a distance of one beam (the smallest resolved scale) from the boundary. Shell-2 is defined as all the pixels around shell-1 within one beam. This allows us to study the environment surrounding the cores in the two consecutive layers. The regions defined\(^8\) are displayed in Fig. 8.

As mentioned earlier, although considered as continuum cores, Oph-B1 and Oph-B2 are not coherent cores according to our definition. Being close to these two cores, the shells of Oph-B3 and L1688-SR1 might contain some high column densities at the position of coherent cores, which have a much lower temperature than that of the ambient cloud, nor does it show a local NH\(_3\) peak. However, as can be seen from our later results (presented in Sect. 5.5), the ambient cloud in the line of sight to the cores has a higher temperature compared to the gas in the core. However, in the computation of N(H\(_2\)) from Herschel data, a single temperature was assumed for the entire line of sight. Therefore, it is possible that small clumps of overdensities at the position of coherent cores, which have a much lower temperature than that of the ambient cloud, will not be seen in the N(H\(_2\)) maps. Without allowing for different temperatures in different parts of the cloud along the line of sight in the calculations of N(H\(_2\)), we cannot dismiss the possibility of an over-density being associated with SR2.

![Fig. 8. Coherent cores and their immediate neighbourhood, as defined in Sect. 4.4, shown in the velocity dispersion map. The coherent cores, and the shell-1 and shell-2 regions are shown with blue, red, and green contours, respectively. The white dashed contour shows the boundary considered for continuum cores Oph-B1 and Oph-B2 (see Sect. 4.4 for details). The white stars show the positions of Class 0/I and flat-spectrum protostars in the cloud. The beam and the scale bar are shown in the bottom left and bottom right corners, respectively.](image)

---

\(^6\) Oph-B3, Oph-D and H-MM1 are also identified as L1688-c4, L1688-d11 and L1688-d9, respectively, in Chen et al. (2019). The two structures that we identify as Oph-A are likely associated with Oph-A-N2 and Oph-A-N6, as identified in N(H\(_2\)) by Di Francesco et al. (2004).

\(^7\) Chen et al. (2019) had further requirements for the coherent regions to be identified as ‘droplets’ (such as associated local maxima in peak NH\(_3\) (1,1) intensity and N(H\(_2\)), and relatively smooth \(v_{\text{LSR}}\) distribution inside), whereas we consider the sonic Mach number as the only criterion.

\(^8\) For most cases, the shells of different cores have little to no overlap. For L1688-d10 and H-MM1, there would have been some overlap with the shell definitions, but we avoid this overlap by restricting the boundaries of respective shells-2, as can be seen in Fig. 8.
protostellar feedback, which is not representative of the cloud surrounding a coherent core. Therefore, we define a boundary roughly containing Oph-B1 and Oph-B2 based on column density $N$(H$_2$) > 2.1 \times 10^{22}$ cm$^{-2}$, shown in white dashed contours in Fig. 8, and remove the pixels inside this boundary from the shells of Oph-B3 and L1688-SR1 for all subsequent analyses.

5. Discussion

5.1. Transition from coherent cores to their immediate neighbourhood: a distribution analysis

We study the change in kinetic temperature and dispersion observed between the coherent cores and their surrounding environment (shell-1 and shell-2). The left panel of Fig. 9 shows the kernel density distribution of kinetic temperature with velocity dispersion for all the cores, and corresponding shell-1 and shell-2. The coherent cores are characterised by a kinetic temperature 3–7 K lower than shell-1 and shell-2. The velocity dispersion in the cores is also 0.2–0.4 km s$^{-1}$ lower than in the shells. Compared to the change in $T_K$ and $\sigma_r$, from core to shell-1, the values of the two parameters in shell-1 and shell-2 do not change as much. The kinetic temperatures of the two shells are within ±2 K of each other, and the difference in dispersion is ≤0.1 km s$^{-1}$.

The transition from the coherent cores to the surrounding molecular cloud in kinetic temperature is gradual, and there is no sudden jump, indicating that it changes smoothly from core to cloud at the angular resolution of the present work. By our definition of the cores, the transition in velocity dispersion at the core boundaries is sharp. The average kinetic temperature and velocity dispersion for the coherent cores are 12.107 ± 0.009 K and 0.1495 ± 0.0001 km s$^{-1}$, respectively\(^9\) with a standard deviation of 3.2 K and 0.047 km s$^{-1}$. Similarly, for the first shell, the average values are $T_K = 15.80 \pm 0.01$ K (std. dev. = 3.12 K) and $\sigma_r = 0.3175 \pm 0.0002$ km s$^{-1}$ (std. dev. = 0.127 km s$^{-1}$); and for the second shell, $T_K = 18.11 \pm 0.02$ K (std. dev. = 3.5 K) and $\sigma_r = 0.4176 \pm 0.0004$ km s$^{-1}$ (std. dev. = 0.127 km s$^{-1}$). We selected three roundish cores: Oph-E, Oph-H-MM1 and L1688-d12, and compared the radial profiles of velocity dispersion with those reported in Chen et al. (2019). We observed that $\sigma_r$ inside these coherent cores lies inside the 1σ distribution of pixels in each distance bin equal to the beam size for the corresponding droplet in Chen et al. (2019). Furthermore, we also observed that the radial profiles showed similar shape as compared to those in Chen et al. (2019), up to shell-2. Therefore, we see similar radial profiles to those of Chen et al. (2019), even though we are using a larger beam. On average, we see a kinetic temperature difference of ≈4 K between core and shell-2, i.e. ≈2′ from core. Harju et al. (2017) observed a similar increase in kinetic temperature, ≈5 K, 2′ away from the centre of the starless core H-MM1 (see also Crapsi et al. 2007). This is consistent with the temperature structure of externally heated dense cores (e.g. Evans et al. 2001; Zucconi et al. 2001).

Assuming the gas to be completely molecular, so that $N_{\text{H}} = 2 \times N$(H$_2$), and the relation between hydrogen column density and optical extinction to be $N_{\text{H}}$ (cm$^{-2}$) = \(2.21 \times 10^{13} \ A_V\) (mag) (Güver & Özel 2009), we find that the average extinction through the cores is ≈16 mag. Through shell-1 and shell-2, the average extinctions are $A_V \approx 13.16$ and $A_V \approx 11.2$ mag, respectively. As we do not have the p-NH$_3$ column density in the extended cloud (away from the cores), we fit the average spectra (see Sect. 5.2) of each core and their shells to get an idea of the average N(p-NH$_3$) in the regions. From that analysis, we find that the average p-NH$_3$ column density in the cores is ≈(8.99 ± 0.08) \times 10^{13}$ cm$^{-2}$; and that in shell-1 and shell-2 are (5.2 ± 0.1) \times 10^{13}$ cm$^{-2}$ and (3.7 ± 0.1) \times 10^{13}$ cm$^{-2}$, respectively.

As mentioned in Sect. 4.3, the west part of L1688 is affected by a strong external radiation field, the effect of which can be clearly seen in the kinetic temperature map (Fig. 5). The regions Oph-A, L1688-SR3, and L1688-SR2 lie in the affected region of the cloud. To get a clearer view of the behaviour of kinetic temperature and velocity dispersion in the embedded cores (without the effect of the outside illumination), we omit the regions L1688-SR3, L1688-SR2, and Oph-A, as well as their neighbourhoods. In order to remove any possible contribution from protostellar feedback in the regions, we also mask one beam at the positions of known protostars (Dunham et al. 2015). The distribution of the remaining cores and the shells is shown in the right panel of Fig. 9. When the effects of external illumination, and possible contributions from protostellar feedback are masked, the average kinetic temperature in the cores drops (11.66 ± 0.01 K, std. dev. = 1.71 K). The change in $\sigma_r$ is not as stark, with the average for the new distribution

\(^9\) All the averages reported in this section are weighted averages, with associated error on the weighted average.
being 0.1487 ± 0.0001 km s⁻¹ (std. dev. = 0.038 km s⁻¹). Similarly, masking the heating by the external radiation removes the high kinetic temperature region in shells 1 and 2, reducing the average temperature to 14.68 ± 0.02 K (std. dev. = 1.9 K) and 17.37 ± 0.02 K (std. dev. = 2.1 K), respectively. By comparison, the spread in \( \sigma \) remains almost constant, and its average value is unchanged (within errors). Therefore, our results suggest that the external irradiation is not accompanied by turbulence injection in the neighbourhood of the cores.

5.2. Transition from coherent cores to their immediate neighbourhood: analysis of individual cores

For the cores L1688-SR3, Oph-D, and d12, we have the kinetic temperature information for very few points in shells 1 and 2. The individual pixels in these shells do not have sufficient S/N for a good fit, and therefore direct determination of the kinetic temperature in the individual pixels is not possible. Moreover, \( T_K \) could not be determined in some pixels in the outer shells of d10, L1688-SR2, Oph-A and Oph-F either. Therefore, to get a fair comparison of the temperatures in the cores, shells-1 and shells-2, we average the spectra in each of these regions. Stacking the spectra for a large number of points results in significantly reduced noise levels, and we have sufficient S/N to be able to fit these spectra and obtain the kinetic temperature for each region. With the low noise, we are also able to look at minor details in the spectra towards each core and shell. To avoid any possible line broadening due to averaging in a region with velocity gradients, we align the spectra at each pixel within a region before averaging. For this, we take the velocity at a pixel, determined from the one-component fit at that pixel, and using the channelShift function from module gridregion in the GAS pipeline\(^{10}\), we shift the spectra at that pixel by the corresponding number of channels. We then average the resultant spectra from all pixels inside a region, now essentially aligned at \( v = 0 \).

Figures 10 and 11 show the velocity dispersion and kinetic temperature, respectively, at each individual core and their respective neighbourhoods, determined from one-component fits to the averaged spectra in those regions. This gives us an idea of the change in the parameters as we move from core to shell-1, and then to shell-2. The left panel of Fig. 10 shows the velocity dispersions of each individual core, shell-1 and shell-2. The right panel shows the \( \sigma_v \) of the shells, relative to their corresponding cores. Similarly, Fig. 11 shows this relation for kinetic temperature.

Figure 10 shows that, as expected, the velocity dispersion increases from core to shell-1 for all cores. For most cores, the dispersion steadily increases outwards to shell-2. Oph-E is an exception to this, where \( \sigma_v \) decreases slightly in shell-2. It is clearly seen that for all the cores, the kinetic temperature steadily increases from the cores to shells 1 and 2. For d12, we see a slight drop in temperature from shell-1 to shell-2, but the difference is within the error margin, and therefore not significant. It can be again seen that the highest kinetic temperatures for cores, shell-1 and shell-2 are for the regions affected by the outside illumination (Oph-A, L1688-SR2 and L1688-SR3). The temperature rise from shell-1 to shell-2 for Oph-C is very drastic, as the second shell includes part of the cloud heated by the external radiation (see Fig. A.1 for reference).

We estimate the volume densities in the core, shell-1, and shell-2, with the \( T_{ex} \), \( T_K \), and \( \tau \) measurements from the one-component fits using the following relation described in Foster et al. (2009):

\[
n = \frac{(J(T_{ex}) - J(T_{cmb}) k(T_K)) \times n_{crit} \times \beta}{h \nu(1,1)(1 - J(T_{ex}))},
\]

where \( T_{cmb} \approx 2.73 \) K, \( n_{crit} \approx 2 \times 10^4 \), \( k \) is the Boltzmann’s constant, \( h \) is the Planck’s constant, \( \beta \) is the escape probability estimated as \( \beta = (1 - e^{-\beta})/\tau \), and

\[
J(T) = \frac{h \nu(1,1)}{k(1 - e^{-\nu(1,1)/kT})}.
\]

We find the cores to have a mean density of 1.66 ± 0.09 \( \times 10^5 \) cm⁻³. Shell-1 and shell-2 have similar densities: 1.5 ± 0.1 \( \times 10^5 \) and 1.4 ± 0.2 \( \times 10^5 \) cm⁻³, respectively\(^{11}\). The

\(^{10}\) https://github.com/GBTAmmoniaSurvey/GAS/tree/master/GAS

\(^{11}\) Non-weighted averages.
densities in all of these three regions are more than an order of magnitude higher than the average density of the cloud traced by NH$_3$, calculated using the N(H$_2$) estimate from Herschel ($\sim 4 \times 10^5$ cm$^{-3}$, see Sect. 2.1). It should be noted that the density estimate from Foster et al. (2009) uses measurements with NH$_3$, which traces a higher density than dust continuum. Therefore, by design, the Foster et al. (2009) estimate is mainly sensitive to higher density regions, whereas the Herschel continuum measurements refer to a significantly larger volume (as dust is much more extended than NH$_3$). Also, the Herschel column density maps are obtained assuming a single line-of-sight dust temperature, which might create discrepancies in the N(H$_2$) estimate, especially towards the cores, which are much colder than the surrounding gas. Therefore, a systematic difference in the two density estimates (using NH$_3$, and from the N(H$_2$) map) is expected.

5.3. Comparison of kinetic temperature with dust temperature

In Fig. 11, we show the map of the difference between the kinetic temperature derived using NH$_3$ and the dust temperature derived from Herschel. The blue region in the map shows the gas with kinetic temperature less than dust temperature, and in shell-2, the difference is even stronger, $T_k - T_{dust} \approx 1.8$ K. The gas towards the western edge, which is affected by the strong external radiation (defined as the region to the right of the vertical dotted line shown in Fig. 3), shows ammonia at a temperature that is $\sim 5$ K higher than the dust temperature. Therefore, the gas temperature in this region is significantly higher than the dust temperature, as expected in a dense region with high external illumination (Koumpia et al. 2015), and as gas–dust coupling is not achieved at those densities.

5.4. Ammonia abundance

To see how the ammonia abundance varies going from the cores to the surrounding cloud, we separate the points in the coherent cores and the shells. It can be seen from Fig. 6, that we are not able to obtain a much extended map for the p-NH$_3$ column density. Consequently, we have too few points in shell-2 of the cores for a meaningful analysis. Therefore, we limit our analysis of NH$_3$ abundance to only the cores and shell-1. As mentioned in Sect. 3.1, in this work we focus on the column density of only para-ammonia. We do not attempt to convert this into the total NH$_3$ column density because the ortho-to-para ratio is unknown.

Figure 12 shows the distribution of N(p-NH$_3$) with N(H$_2$), inside the cores (left panel) and shell-1 (right panel). We note that the plots only show the pixels, for which a good determination of N(p-NH$_3$) was possible. To clearly show the distribution of a large number of points, we plot the KDE instead of the individual data points in the plots (the calculation of KDE distribution from the data is explained in Sect. 4.3). The error in p-NH$_3$ column density is considered in the calculation of the KDE.

To get an estimate of the para-ammonia abundance in the cores and shell-1, we fit a straight line of the form $y = mx + c$
to each data set. The slope of the line, \( m \), gives us the fractional para-ammonia abundance, \( X(p-NH_3) = N(p-NH_3)/N(H_2) \), in the region. We use `curve_fit` from the python package `scipy` to obtain the best linear fit. We take into account the error in our calculation of \( N(p-NH_3) \) in fitting this data. However, as the error associated with the \( H_2 \) column density was not available in the Herschel public archive, we do not incorporate any error in the x-axis for the fit.

The model in the core is a good fit to the data. The fit in shell-1 is slightly offset from the peak due to the presence of a small number of high \( N(p-NH_3) \) points. However, the fit still provides a good constraint on the slope, which is the parameter of interest. From this analysis, we report an average para-ammonia fractional abundance (with respect to \( H_2 \)) of \( 4.2 \pm 0.2 \times 10^{-9} \) in the coherent cores, and \( 1.4 \pm 0.1 \times 10^{-9} \) in shell-1. Therefore, the para-ammonia abundance drops by a factor of three from the cores to their immediate surroundings. The \( p-NH_3 \) abundance within the coherent cores reported here is comparable to that in L1544, as found by Tafalla et al. (2002), Crapsi et al. (2007), and Caselli et al. (2017), which is \( \approx 4 \times 10^{-9} \). Crapsi et al. (2007) also report a similar drop in abundance for a similar distance outside the core in L1544. These latter authors report an abundance of \( \approx 2 \times 10^{-9} \) at a distance \( \sim 10,000 \) au. This is comparable to the abundance we report for shell-1, which is at a similar distance \( \sim 10,000 \) au from the cores in our study\(^\text{12}\).

5.5. Presence of a second component: comparison with Paper I results

From the fits and corresponding residuals to the average spectra towards all the cores and most of the shells (Figs. B.1–B.12), we see that the single component fits do not recover all the flux. This indicates the presence of a second component in these spectra. In Paper I, we analysed the dual-component nature of the spectra

\(^\text{12}\) These studies report the total ammonia abundance \( (X(NH_3)) \). We convert this to \( X(p-NH_3) \) for comparison, using an ortho-para ratio of unity, as assumed in these studies.
towards the cores. It was shown that a faint supersonic component is present along with the narrow core component, towards all cores. We suggested that the narrow component is representative of the subsonic core, and the broad component traces the foreground cloud next to the cores. Here, we extend that analysis to shell-1 and shell-2 around the coherent cores, and study how the two components change going from the cores to their shells.

Similar to Paper I, we use the Akaike information criterion (AIC), which determines if the quality of the model improves significantly, considering the increase in the number of parameters used. We find that for all the regions, the two-component fit is a better model to the spectra. However, with a closer look at the spectra, we see that for shell-2 of d12, and shell-1 of SR3, one of the components fit by the model has very large $\sigma_1 > 1 \text{ km s}^{-1}$, and is very faint (peak $T_{MB, (1,1)} \approx 10 \text{ mK}$, which is comparable to, or lower than the noise in the spectrum). Therefore, we do not have reliable constraints for the fits to these components, and so we do not consider them for further analysis.

Extending the definition of the two components used in Paper I, we refer to the two components as ‘narrow’ and ‘broad’ based on their velocity dispersion. However, it should be noted that unlike towards the cores (in Paper I), the narrow components in the shells, especially shell-2, are not always subsonic. In this paper, our distinction of the components is merely based on the velocity dispersion, in order to be able to track the transition of each component from core to shell-2.

Figure 14 shows the variation of the peak main beam brightness temperature of the (1,1) across cores and shells for the narrow component (left panel) and the broad component (right panel). It can be seen that the intensity of the narrow component decreases sharply from core to shell-1, and less so from shell-1 to shell-2. In comparison, the intensity of the broad component remains largely constant for all three regions. This result agrees with the conclusions of Paper I, in that the narrow component is the core component, and the broad component is a single cloud component representative of the surrounding cloud. This figure also shows that the single component fit results would be skewed towards the narrow component in the core. The flux is dominated by the broad components in shell-2 because of the larger width, as the intensities are similar to those of the narrow components. For shell-1, neither component is clearly dominant.

The variation of velocity dispersion and kinetic temperature from the cores to the shells for the two components, are shown in Figs. 15 and 16, respectively. It can clearly be seen from Fig. 15 that the narrow component becomes more turbulent further away from the cores. The broad cloud component does not show any clear trend and is mostly invariant. The narrow component, even in shell-2, has lower $\sigma_v$ than the broad component towards the cores. This again agrees with the interpretation of Paper I, in that the narrow component traces the subsonic core, and the broad component traces the more turbulent surrounding cloud.

For the kinetic temperature, we do not see a clear trend in either of the two components (Fig. 16). It can be seen that the narrow component is slightly colder towards the cores compared to the shells. In general, the narrow component is at a lower temperature than the broad component. In shell-2 of Oph-C, the
(2,2) line could not be fit for the broad component, and therefore, the kinetic temperature of that component is not well defined. Hence, shell-2 of Oph-C is omitted from Fig. 16 (for the broad component).

Figure 16 shows that for H-MM1, the kinetic temperature of the narrow component shows an unusual trend, in that $T_K$ in shell-2 seems to be $\approx 20$ K higher than that in the core. A look at the spectra (Fig. B.7) reveals that the relative positions of the narrow and broad component seem to switch from core and shell-1, to shell-2. The narrow component in shell-2 seems to be brighter in (2,2) than in shell-1. These unexpected behaviours could be explained by the relatively small change in AIC in the two-component fit, from the one-component fit (see Table C.1). As mentioned in Appendix E of Paper I, the physical properties derived from two-component fit are not well constrained, for small $\Delta_{\text{AIC}}$ ($= \text{AIC}_{1\text{-comp}} - \text{AIC}_{2\text{-comp}}$). In particular, for H-MM1, we find that more restrictions (e.g., not allowing the two components to switch their relative positions) results in a different two-component fit, with only a slightly smaller $\Delta_{\text{AIC}}$ ($\approx 27$). This alternate fit (Fig. B.13) indicates that there is no subsonic component in shell-2, but rather, two supersonic components ($\sigma_v \approx 0.28$ km s$^{-1}$ for both). Therefore, as already mentioned in Paper I, we need to be cautious while considering the regions with low $\Delta_{\text{AIC}}$ values, and need to inspect the fits to the spectra carefully.

In Paper I, we reported that the ambient cloud in L1688 (considered to be represented by the rectangular box shown in Fig. 2) shows two supersonic components, with a small relative velocity. We suggested that a collision between these two cloud components might result in a local density increase, where the merging of the two broad components locally produces the narrow feature, following a corresponding dissipation of turbulence; thus creating the observed coherent cores with supersonic line widths. The gradual decrease in the dispersion of the narrow component, from shell-2 to core is congruent with this hypothesis.

Figure 17 shows the temperature of each coherent core (narrow component) as a function of the relative velocity between the two components towards the core. Here, we have not considered Oph-A, SR2, and SR3 to remove any possible contribution of the external radiation from the west. A general trend can be seen, with the core temperature increasing with the relative velocity of the two components. This might suggest that collision between the two components is responsible for a local temperature increase. However, owing to our relatively large beam, we cannot conclusively comment on the presence of local shocks (e.g. Pon et al. 2012), and would require higher resolution data in the region and observations in shock tracers to confirm or rule out this possibility.

5.6. Evidence of a subsonic component beyond previously identified coherent zones

The subsonic component seen in the cores is also detected in shell-1 for 10 out of the 12 coherent cores (except Oph-E, where there is no subsonic component in shell-1, and SR3, where the two-component fit in shell-1 of SR3 is not well constrained; see Sect. 5.5). Furthermore, in five regions (Oph-A, Oph-D, H-MM1, SR1 and SR2), the component with subsonic turbulence can be detected even in shell-2. This suggests that the subsonic component extends well beyond the typical boundary of the coherent cores, albeit much fainter in intensity (approximately one-fifth of the peak intensity in NH$_3$ (1,1)) than that towards the cores. This suggests that the transition to coherence is not sharp, as previously reported (e.g. Pineda et al. 2010; Friesen et al. 2017; Chen et al. 2019), but rather gradual. The sharp transition to coherence observed by Pineda et al. (2010) was within
a 0.04 pc scale, which is very similar to our spatial resolution (1′ at ≈138 pc). It is likely that the transition observed by Pineda et al. (2010) in B5 was the transition between the narrow and the broad component. Due to the poorer sensitivity of the data, the broad component towards the core and the subsonic component outside the core boundary were not detected in their work. With averaged spectra, we are able to detect the two components towards the cores and the shells, and we observe that the coherent cores in Ophiuchus are indeed more extended than previously found with a one-component fit.

It should be noted that due to the lack of sensitivity, even with the smoothed data, we are not able to detect the broad component across the entire region; and the two-component analysis is only possible with the stacked spectra in the coherent cores and the shells. Therefore, with our current sensitivity, we cannot use the narrow component to define the coherent core, which would be the ideal case, as we do not have a map of the narrow (or broad) component. We are therefore limited by the sensitivity to using the one-component fit, to define the coherent boundaries, as is the case in the existing literature. Our present results indicate that with more sensitive data, which would allow for a two-component fit, the coherent boundary could be improved.

We also observe that the core component smoothly broadens up to a supersonic velocity dispersion towards some cores, but the dispersion still does not reach that of the broad component at the corresponding position (see Fig. 15). Although the value of the broad component could be interpreted as the level of turbulence outside the core, it is more likely that the larger velocity dispersion is due to a change in the scale traced along the line of sight, which could include large-scale velocity structure.

5.7. Turbulence–size relation

We observe the subsonic component extending outside the typical boundary of the coherent cores. We also observe this component gradually broadening outwards from the cores (Fig. 15). Therefore, we looked at the relation between the turbulence (non-thermal velocity dispersion) in the component and the size of the regions. We define the equivalent radius ($r_{eq}$) for each region as

$$A = \pi r_{eq}^2,$$

where $A$ is the area inside that region (core, shell-1 or shell-2).

As we could only detect the subsonic component outside the typical coherent core using stacked spectra in the shells with our current data, we only have three data-points for each core with which to fit for the turbulence–size relation. Moreover, the $\sigma_{NT}$ for shell-2 often has relatively large errors (see Table C.1). Therefore, with the present sensitivity, we cannot obtain a reliable turbulence–size relation for each core separately, and so, we only fit an average relation considering all cores together. Figure 18 shows the turbulence in the narrow component towards each coherent core, shell-1 and shell-2 as a function of the respective equivalent radii.

We fit a power law, $\sigma_{NT} = a r^b$, to the whole sample using the uncertainty in the derived non-thermal velocity dispersion with emcee (Foreman-Mackey et al. 2013). As we fit for an average relation for all the cores, we allow for a Gaussian intrinsic scatter term (with variance $\sigma$) to the model, to account for the spread due to considering multiple cores. In the calculation of the likelihood parameter, the uncertainty in the model, $\sigma$, is then replaced by

$$\sigma_{eff} = \sqrt{\sigma^2 + V}.$$

We use uniform priors for the exponent ($b$) and the constant ($a$) with a range that includes both tails of the individual posterior probability distributions. We then sample the distribution using emcee with 32 walkers in a 2D Gaussian around the maximum-likelihood result, and run 5000 steps of Markov chain Monte Carlo (MCMC). With this, we obtain an auto-correlation time of $\approx$40 steps. We discard the first 200 steps to avoid effects of initialisation, and trim the distribution by half the auto-correlation time (20 steps). From this analysis, we determine the best fit to the data as

$$\sigma_{NT} = (0.57 \pm 0.06) r^{(0.5 \pm 0.2)}.$$  

The derived exponent is consistent with the one reported by Caselli & Myers (1995) within the error bar. However, in that study, the authors use a sample of mixed tracers, including $^{13}$CO. Our results focus this relation to a narrow range of small-scale structures, down to $=0.02$ pc. The similarity of the exponent with the results from Caselli & Myers (1995) suggest that the turbulence–size relation remains approximately the same on scales closer to the core centre. Chen et al. (2020) also observed similar exponents in line-width–size relations for Phase-I and -II cores in synthetic observations.\footnote{It should be noted that Chen et al. (2020) considered $\sigma_\nu$ in their relation. For comparison with their work, we calculated the relation (10) for $\sigma_\nu$.}

6. Conclusions

We present a new analysis of the GAS DR1 data with GBT towards L1688 smoothed to 1′ resolution. Our results can be summarised as follows:

1. For the first time, we obtain substantially extended kinetic temperature and velocity dispersion maps, covering 65% and 73.4% of the observed area, respectively, including dense cores and the surrounding molecular cloud, using the same density tracer. This ensures continuity in the physical properties from core to cloud.
2. We identify 12 coherent cores in L1688 (same as Paper I), including 3 previously unidentified subsonic regions, SR1, SR2 and SR3.
3. Using a one-component fit to the data, we observe that both the kinetic temperature and the velocity dispersion gradually increase outwards from the coherent cores. On average, the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig18.png}
\caption{Non-thermal velocity dispersions in the narrow component for each core, shell-1, and shell-2 as a function of their equivalent radii. The grey lines show the power-law fits for the range of parameters obtained from a MCMC fit, and the black line shows the best-fit model. The blue line shows the turbulence–size relation from Caselli & Myers (1995) for low-mass cores.}
\end{figure}
kinetic temperature $1' \approx 8000$ au and $2' \approx 16000$ au away from the core boundary is approximately 4 K and 6 K higher than the core temperature. Similarly, the velocity dispersion in these regions is 0.15 and 0.25 km s$^{-1}$ higher than that in the core, respectively.

4. We find that the external illumination at the western edge of the cloud is not accompanied by turbulence injection.

5. The kinetic temperature towards the coherent cores is, on average, $\approx 1.8$ K lower than the dust temperature. Outside the cores, the kinetic temperature of the gas is higher than the dust temperature.

6. We find an average para-ammonia fractional abundance (with respect to H$_2$) of $4.2 \pm 0.2 \times 10^{-9}$ in the coherent cores, and $1.4 \pm 0.1 \times 10^{-9}$ at $1'$ from the core. Previous works report a similar abundance within the core for L1544, and a similar drop in abundance for a similar distance outside the core.

7. By stacking the spectra towards the cores and their neighbourhoods, we are able to detect two velocity components, one narrow and one broad, superposed in velocity. For most cores, we observe that the component with subsonic turbulence is extended beyond the previously identified coherent regions. This suggests that the transition to coherence is gradual, in contrast to previous results. We observe that the subsonic component towards the cores becomes fainter and broader outwards, with a turbulence–size relation of $\sigma_v \propto r_0^{b}$, with $b = 0.5 \pm 0.2$, similar to what was found in other low-mass dense cores using multiple molecular tracers.

8. In contrast, the broad component shows near-constant intensity and dispersion towards core and cloud. This supports our conclusions from Paper I of the broad component tracing material across the larger scale cloud seen with ammonia.

9. We observe that on average the cores with higher velocities relative to the surrounding cloud show higher temperatures. With higher resolution maps of the region and with adequate sensitivity, it would be possible to determine whether or not there are any local shocks around the coherent cores.
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Appendix A: Selection of cores, and shells

Figures A.1 and A.2 show the cores, with shell-1 and shell-2 around each of them, similar to Fig. 8, but with kinetic temperature and sonic Mach number as the background colour-scale.

**Fig. A.1.** Coherent cores and shells-1 and -2, as defined in Sect. 4.4, are shown on the kinetic temperature map, with blue, red and green contours, respectively. The white stars show the positions of Class 0/I and flat-spectrum protostars in the cloud. The white dashed contour shows a rough boundary for Oph-B1 and Oph-B2 (see Sect. 4.4). The white dotted line roughly separates the dark cloud to the left from the molecular material affected by the external illumination to the right.

**Fig. A.2.** Similar to Fig. A.1, but with sonic Mach number as the background colour map.
Appendix B:  Averaged spectra in the cores, shell-1 and shell-2

Figures B.1–B.12 shows the average spectra in the respective coherent cores, used in Sect. 5.2. The final model determined by the fit is overlaid (in green) on the spectra. Figure B.13 shows an alternate two-component fit to shell-2 of H-MM1. Here, we have restricted the relative positions of the narrow and the broad components, so that the narrow component is always at a higher velocity than the broad component (Sect. 5.5).

Fig. B.1. Top panels: average NH$_3$ (1,1) and (2,2) spectra of Oph-A core, shell-1 and shell-2 with a one-component fit. Bottom panels: same spectra, but with a two-component fit (green). The narrow (red) and broad (blue) components are also shown separately.
Fig. B.2. Same as Fig. B.1, but for Oph-C.
Fig. B.3. Same as Fig. B.1, but for Oph-D.
Fig. B.4. Same as Fig. B.1, but for Oph-E.
Fig. B.5. Same as Fig. B.1, but for Oph-F.
Fig. B.6. Same as Fig. B.1, but for Oph-B3.
Fig. B.7. Same as Fig. B.1, but for Oph-H-MM1.
Fig. B.8. Same as Fig. B.1, but for L1688-d10.
Fig. B.9. Same as Fig. B.1, but for L1688-d12.
Fig. B.10. Same as Fig. B.1, but for L1688-SR1.
Fig. B.11. Same as Fig. B.1, but for L1688-SR2.
Fig. B.12. Same as Fig. B.1, but for L1688-SR3.
Appendix C: Fit parameters for average spectra

In Table C.1, we present the kinetic temperature, velocity dispersion and p-NH$_3$ column densities for the cores and shells-1 and -2, from one-component fits and two-component fits to the average spectra in the respective regions. We also show the improvement in the fit (as change in AIC value) from one- to two-component fit, and the noise level, for each spectrum.

Table C.1. Best-fit parameters for one- and two-component fits in cores and shells.

| Component  | $T_K$ (K) | $\log_{10}(N(p - NH_3)/cm^{-2})$ | $\sigma_v$ (km s$^{-1}$) | $v_{rel}$ (km s$^{-1}$) | $M_S$ | Noise (mK) | $\Delta$AIC |
|------------|-----------|-----------------------------------|--------------------------|-------------------------|-------|-----------|-------------|
| Oph-A: core | Single    | 19.1(2)                           | 13.86(2)                 | 0.253(3)                | $0.0^{(f)}$ | 0.9       | 6 761       |
|            | Narrow    | 15.8(4)                           | 13.74(4)                 | 0.156(4)                | $-0.001(2)$ | 0.6       | 17 761      |
|            | Broad     | 24.9(8)                           | $-0.001(2)$              | 0.004(4)                | $-0.014(6)$ | 1.5       |             |
| Oph-A: shell-1 | Single   | 20.7(1)                           | 13.88(1)                 | 0.366(2)                | $0.011(2)$ | 1.3       |             |
|            | Narrow    | 15.3(3)                           | 13.81(3)                 | 0.213(5)                | 0.009(3)    | 0.8       | 8 7 1404   |
|            | Broad     | 26.7(5)                           | 13.8(7)                  | 0.54(1)                 | $-0.019(5)$ | 1.7       |             |
| Oph-A: shell-2 | Single   | 22.7(2)                           | 13.72(3)                 | 0.5(3)                  | $-0.008(3)$ | 1.7       |             |
|            | Narrow    | 12.8(6)                           | $-0.004(3)$              | 0.214(8)                | 0.054(6)    | 0.9       | 6 671       |
|            | Broad     | 26.6(4)                           | $-0.042(5)$              | 0.598(8)                |             |           |             |
| Oph-C: core | Single    | 11.72(9)                          | 14.168(3)                | 0.177(1)                | $0.0^{(f)}$ | 0.8       | 6 7624      |
|            | Narrow    | 10.13(9)                          | 14.088(6)                | 0.137(6)                | $-0.0015(4)$ | 0.6       |             |
|            | Broad     | 17.7(3)                           | 14.13(3)                 | 0.477(7)                | $-0.033(5)$ | 1.9       |             |
| Oph-C: shell-1 | Single   | 14.9(1)                           | 13.81(1)                 | 0.346(2)                | $0.09^{(g)}$ | 1.5       |             |
|            | Narrow    | 10.7(2)                           | 13.74(2)                 | 0.195(2)                | 0.008(2)    | 0.9       | 5 5664      |
|            | Broad     | 20.1(2)                           | 13.79(5)                 | 0.59(7)                 | $-0.038(4)$ | 2.2       |             |
| Oph-C: shell-2 | Single   | 18.5(1)                           | 13.63(2)                 | 0.501(2)                | $-0.003(2)$ | 1.9       |             |
|            | Narrow    | $-0^{(g)}$                        | 13.4(2)                  | 0.2(1)                  | 0.139(9)    | $-0^{(g)}$ | 5 427       |
|            | Broad     | 20.0(2)                           | 13.66(4)                 | 0.538(4)                | $-0.04(4)$  | 2.0       |             |
| Oph-D: core | Single    | 9.9(2)                            | 13.94(1)                 | 0.104(1)                | $0.0005(5)$ | 0.4       | 22 383      |
|            | Narrow    | 9.7(3)                            | 13.89(2)                 | 0.088(1)                | $-0.006(1)$ | 0.3       | 22 21 383  |
|            | Broad     | 12.0(1)                           | 13.8(1)                  | 0.39(2)                 | $0.14(2)$   | 1.8       |             |
| Oph-D: shell-1 | Single   | 11.0(3)                           | 13.8(2)                  | 0.148(2)                | $0.016(3)$  | 0.7       |             |
|            | Narrow    | 9.6(6)                            | 13.77(4)                 | 0.098(4)                | $-0.001(2)$ | 0.4       | 13 351      |
|            | Broad     | 13.9(8)                           | 13.5(2)                  | 0.34(2)                 | $0.07(1)$   | 1.5       |             |

Notes. Kinetic temperatures, p-NH$_3$ column densities, velocity dispersions, and velocities, derived from one-component and two-component fits in the coherent cores and the shells. The values in parentheses represent the fit-determined error in the final decimal place of the corresponding parameter. These uncertainties do not include the calibration uncertainty, which is $\sim 10\%$. Also shown are the Mach numbers for each component, the rms noise in the averaged spectra, and the decrease in AIC parameter, from a one-component fit to two-component fit ($\Delta$AIC = AIC$_{1\text{comp}} - $AIC$_{2\text{comp}}$). $^{(a)}$One-component fit, or the individual components of the two-component fit. $^{(b)}$The channel response, $\sigma_{\text{chan}}$ (see Sect. 4.4), is not removed from the $\sigma_v$ value reported here (the contribution from $\sigma_{\text{chan}}$ is very small, changes only in the third decimal place in $\sigma_v$). $^{(c)}$Velocity from the fit. Since we align the spectrum in the core by the velocity at each pixel (determined from one-component fit), the velocities reported in this table are relative to the mean velocity in the corresponding core or shell. $^{(d)}$Noise level estimated for both NH$_3$ (1,1) and (2,2). In cases where the noise in NH$_3$ (1,1) and (2,2) are not the equal, the noise in both the line are shown. $^{(e)}$Excitation temperature could not be well-constrained from the fit (fit determined error $>30\%$), and therefore, the column density estimate is not very reliable. $^{(f)}$Value and error smaller than $10^{-4}$ km s$^{-1}$. $^{(g)}$Kinetic temperature not could be determined. See Sect. 5.5. $^{(h)}$Two-component fit not reliable, see Sect. 5.5.
| Component | $T_K$ (K) | $\log_{10}(N(p - NH_3)/cm^{-2})$ | $\sigma_v$ (b) (km s$^{-1}$) | $v_{\text{rel}}$ (c) (km s$^{-1}$) | $M_3$ | Noise (d) (mK) | $\Delta$AIC |
|-----------|-----------|----------------------------------|-----------------|-----------------|-------|----------------|--------|
| **Oph-D : shell-2** | | | | | | | |
| Single | 12.4(5) | 13.62(7) | 0.255(8) | 0.058(6) | 1.2 | 11 | 123 |
| Narrow | 7.0(4) | 13.7(1) | 0.104(6) | 0.091(6) | 0.6 | 24 | 3698 |
| Broad | 15.0(1) | 13.7(1) | 0.39(2) | 0.0(3) | 1.6 | | |
| **Oph-E : core** | | | | | | | |
| Single | 12.5(4) | 13.77(4) | 0.168(4) | 0.002(4) | 0.7 | | |
| Narrow | 11.7(3) | 13.73(3) | 0.126(2) | 0.023(2) | 0.5 | | |
| Broad | 17.9(6) | 13.7(1) | 0.76(2) | -0.92(3) | 3.0 | | |
| **Oph-E : shell-1** | | | | | | | |
| Single | 16.5(1) | 13.79(5) | 0.735(5) | 0.0(1) | 3.0 | | |
| Narrow | 13.4(5) | 13.48(6) | 0.36(1) | 0.56(1) | 1.6 | | |
| Broad | 18.1(2) | 13.49(7) | 0.63(2) | -0.34(4) | 2.5 | | |
| **Oph-E : shell-2** | | | | | | | |
| Single | 17.1(2) | 13.52(7) | 0.615(5) | 0.0(9) | 1.8 | | |
| Narrow | 17.5(4) | 13.3(1) | 0.45(2) | -0.14(1) | 2.5 | | |
| Broad | 16.3(6) | 13.7(1) | 0.8(2) | 0.34(5) | 3.3 | | |
| **Oph-F : core** | | | | | | | |
| Single | 13.9(1) | 13.91(1) | 0.174(2) | -0.0003(5) | 0.7 | | |
| Narrow | 12.6(1) | 13.81(1) | 0.128(1) | 0.006(1) | 0.5 | | |
| Broad | 19.1(4) | 13.87(7) | 0.55(1) | -0.144(9) | 2.1 | | |
| **Oph-F : shell-1** | | | | | | | |
| Single | 16.3(1) | 13.67(3) | 0.423(3) | -0.004(3) | 1.7 | | |
| Narrow | 13.5(2) | 13.59(3) | 0.23(4) | 0.058(3) | 1.0 | | |
| Broad | 18.8(3) | 13.79(5) | 0.638(8) | -0.148(7) | 2.5 | | |
| **Oph-F : shell-2** | | | | | | | |
| Single | 18.0(1) | 13.57(4) | 0.507(5) | 0.002(4) | 2.0 | | |
| Narrow | 18.0(5) | 13.57(4) | 0.507(5) | 0.002(4) | 2.0 | | |
| Broad | 18.1(7) | 13.6(2) | 0.72(3) | 0.06(2) | 2.9 | | |
| Single | 11.6(1) | 14.0(9) | 0.15(1) | 0.0008(5) | 0.6 | | |
| **Oph-H-MM1 : core** | | | | | | | |
| Single | 11.0(1) | 13.97(1) | 0.12(1) | 0.012(1) | 0.6 | | |
| Narrow | 16.9(7) | 13.99(8) | 0.47(2) | -0.43(1) | 1.9 | | |
| Broad | 14.7(2) | 13.6(5) | 0.387(5) | 0.015(4) | 1.7 | | |
| **Oph-H-MM1 : shell-1** | | | | | | | |
| Single | 7.0(1) | 13.54(5) | 0.171(5) | 0.182(5) | 1.0 | | |
| Narrow | 18.8(4) | 13.65(7) | 0.451(8) | -0.19(1) | 1.7 | | |
| Broad | 16.2(2) | 13.68(4) | 0.391(5) | 0.007(4) | 1.6 | | |
| **Oph-H-MM1 : shell-2** | | | | | | | |
| Single | 30.0(6) | 13.6(4) | 0.28(2) | -0.28(2) | 0.3 | | |
| Narrow | 15.2(3) | 13.66(5) | 0.392(6) | 0.05(1) | 1.7 | | |
| Broad | 14.7(2) | 13.79(2) | 0.137(2) | 0.005(1) | 0.6 | | |
| **L1688-d10 : core** | | | | | | | |
| Single | 12.1(2) | 13.79(2) | 0.137(2) | 0.005(1) | 0.6 | | |
| Narrow | 11.2(2) | 13.76(2) | 0.111(2) | 0.015(2) | 0.4 | | |
| Broad | 17.1(8) | 13.6(2) | 0.42(2) | -0.2(2) | 1.7 | | |
| **L1688-d10 : shell-1** | | | | | | | |
| Single | 14.7(2) | 13.51(5) | 0.304(5) | 0.011(4) | 1.3 | | |
| Narrow | 11.7(7) | 13.4(1) | 0.177(8) | 0.097(7) | 0.8 | | |
| Broad | 17.6(7) | 13.6(1) | 0.41(1) | -0.14(2) | 1.6 | | |
| **L1688-d10 : shell-2** | | | | | | | |
| Single | 16.2(2) | 13.59(7) | 0.328(5) | 0.017(4) | 1.3 | | |
| Narrow | 14.0(1) | 13.49(9) | 0.28(2) | 0.03(1) | 1.2 | | |
| Broad | 20.0(3) | 13.66(5) | 0.392(6) | 0.05(1) | 1.7 | | |
| **L1688-d12 : core** | | | | | | | |
| Single | 10.6(2) | 13.92(1) | 0.135(1) | -0.0004(4) | 0.6 | | |
| Narrow | 9.4(8) | 13.91(3) | 0.123(4) | -0.0009(7) | 0.6 | | |
| Broad | 18.0(3) | 13.6(4) | 0.26(5) | 0.0(1) | 1 | | |
| **L1688-d12 : shell-1** | | | | | | | |
| Single | 14.1(5) | 13.49(9) | 0.231(7) | -0.046(6) | 1.0 | | |
| Narrow | 10.0(2) | 13.7(1) | 0.15(1) | -0.08(1) | 0.7 | | |
| Broad | 18.0(2) | 13.5(2) | 0.33(4) | 0.01(3) | 1.3 | | |
| **L1688-d12 : shell-2** | | | | | | | |
| Narrow | 13.6(9) | 13.5(2) | 0.29(2) | 0.01(1) | 1.3 | | |
| Broad | – | – | – | – | – | | |
### Table C.1. continued.

| Component (a) | $T_K$ (K) | $\log_{10}(N(p - NH_3)/cm^{-2})$ | $\sigma_v$ (b) (km s$^{-1}$) | $v_{\text{rad}}$ (c) (km s$^{-1}$) | $M_\delta$ (d) (mK) | Noise (e) (mK) | $\Delta$AIC |
|---------------|-----------|----------------------------------|-----------------------------|----------------------------------|------------------|----------------|------------|
| **Oph-B3 : core** | | | | | | | |
| Single | 12.4(3) | 13.81(3) | 0.149(3) | −0.002(2) | 0.6 | | |
| Narrow | 11.4(3) | 13.67(3) | 0.117(2) | −0.028(2) | 0.5 | 26, 28 | |
| Broad | 19.0(1) | 13.8(2) | 0.58(3) | 0.56(4) | 2.2 | | |
| **Oph-B3 : shell-1** | | | | | | | |
| Single | 15.6(2) | 13.59(5) | 0.379(5) | −0.012(4) | 1.6 | | |
| Narrow | 12.9(3) | 13.54(4) | 0.219(6) | −0.131(4) | 1.0 | 8, 9 | |
| Broad | 20.1(6) | 13.5(2) | 0.56(2) | 0.37(3) | 2.1 | | |
| **Oph-B3 : shell-2** | | | | | | | |
| Single | 16.5(3) | | | 0.417(7) | 0.6 | | |
| Narrow | 15.8(8) | | | 0.27(2) | −0.05(9) | 1.1 | 8, 9 | |
| Broad | 17.0(8) | | | 0.66(4) | 0.14(3) | 2.7 | | |
| **L1688-SR1 : core** | | | | | | | |
| Single | 13.5(4) | 13.75(5) | 0.209(6) | 0.000(1) | 0.9 | | |
| Narrow | 10(1) | 13.3(1) | 0.102(5) | −0.033(4) | 0.4 | | |
| Broad | 18(0.1) | 13.7(2) | 0.43(2) | 0.11(2) | 1.7 | | |
| **L1688-SR1 : shell-1** | | | | | | | |
| Single | 15.5(3) | 13.6(1) | 0.334(6) | 0.002(6) | 1.4 | | |
| Narrow | 11.6(7) | 13.2(1) | 0.121(4) | −0.058(4) | 0.5 | | |
| Broad | 18.0(6) | 13.7(1) | 0.49(1) | 0.09(1) | 1.9 | | |
| **L1688-SR1 : shell-2** | | | | | | | |
| Single | 16.6(2) | 13.6(5) | 0.432(5) | 0.002(7) | 1.8 | | |
| Narrow | 13.1(9) | 13.1(3) | 0.142(8) | −0.136(7) | 0.6 | | |
| Broad | 17.5(4) | 13.6(7) | 0.498(9) | 0.072(8) | 2.0 | | |
| **L1688-SR2 : core** | | | | | | | |
| Single | 17.2(3) | 13.35(8) | 0.239(4) | −0.000(2) | 0.9 | | |
| Narrow | 15.4(5) | 13.3(1) | 0.178(6) | −0.009(4) | 0.7 | | |
| Broad | 24.0(2) | 13.0(4) | 0.6(5) | 0.08(3) | 2.0 | | |
| **L1688-SR2 : shell-1** | | | | | | | |
| Single | 18.2(2) | 13.24(8) | 0.328(4) | −0.002(2) | 1.2 | | |
| Narrow | 15.2(5) | 13.3(1) | 0.228(8) | −0.018(4) | 0.9 | | |
| Broad | 24.0(1) | | | 0.58(3) | 0.05(2) | 1.9 | | |
| **L1688-SR2 : shell-2** | | | | | | | |
| Single | 19.1(2) | | | 0.398(5) | −0.017(4) | 1.5 | | |
| Narrow | 16.6(7) | | | 0.25(1) | −0.02(6) | 1.0 | | |
| Broad | 21.3(9) | 13.6(2) | 0.59(3) | −0.01(1) | 2.1 | | |
| **L1688-SR3 : core** | | | | | | | |
| Single | 24.6(6) | | | 0.295(8) | 0.0 | 0.9 | | |
| Narrow | 24(1) | | | 0.24(2) | 0.05(2) | 0.8 | | |
| Broad | 27.0(5) | | | 0.41(7) | −0.2(2) | 1.3 | | |
| **L1688-SR3 : shell-1** | | | | | | | |
| Single | 24.9(6) | | | 0.39(1) | −0.084(7) | 1.3 | | |
| Narrow (b) | | | | | | | |
| Broad (b) | | | | | | | |
| **L1688-SR3 : shell-2** | | | | | | | |
| Single | 27.2(7) | | | 0.48(1) | 0.0(0) | 1.5 | | |
| Narrow | 21.0(3) | | | 0.36(6) | 0.05(4) | 1.3 | | |
| Broad | 38.0(8) | | | 0.61(6) | −0.2(1) | 1.6 | |