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ABSTRACT

Physiological data, such as heart rate and blood pressure, are critical to clinical decision-making in the intensive care unit (ICU). Vital signs data, which are available from electronic health records, can be used to diagnose and predict important clinical outcomes; While there have been some reports on the data quality of nurse-verified vital sign data, little has been reported on the data quality of higher frequency time-series vital signs acquired in ICUs, that would enable such predictive modeling. In this study, we assessed the data quality issues, defined as the completeness, accuracy, and timeliness, of minute-by-minute time series vital signs data within the MIMIC-III data set, captured from 16009 patient-ICU stays and corresponding to 9410 unique adult patients. We measured data quality of four time-series vital signs data streams in the MIMIC-III data set: heart rate (HR), respiratory rate (RR), blood oxygen saturation (SpO2), and arterial blood pressure (ABP). Approximately, 30% of patient-ICU stays did not have at least 1 min of data during the time-frame of the ICU stay for HR, RR, and SpO2. The percentage of patient-ICU stays that did not have at least 1 min of ABP data was ~56%. We observed ~80% coverage of the total duration of the ICU stay for HR, RR, and SpO2. Finally, only 12.5%, 9.9%, 7.5%, and 4.4% of ICU lengths of stay had ≥99% data available for HR, RR, SpO2, and ABP, respectively, that would meet the three data quality requirements we looked into in this study. Our findings on data completeness, accuracy, and timeliness have important implications for data scientists and informatics researchers who use time series vital signs data to develop predictive models of ICU outcomes.
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INTRODUCTION

Physiological data represent a major source of information in intensive care units (ICUs). In clinical practice, it is common for vital signs data to be continuously displayed by monitoring devices; however, these vital signs data are only intermittently recorded—typically hourly—by nursing personnel in the clinically deployed
electronic health record (EHR). Thus, clinical decision-making is largely based on these intermittent recordings. Increasingly, continuous recordings (eg, minute-to-minute) from vital signs monitors are being captured and stored within EHRs of ICU patients. These higher frequency vital signs recordings are a rich data source that can be harnessed to predict high-impact outcomes in the context of clinical decision support tools.1–3

Data quality poses an important challenge to the use of continuously streaming physiological data. Previous studies have addressed data quality issues for vital signs routinely entered in EHRs by healthcare practitioners.4–6 However, those studies have not assessed data quality for large-scale capture of higher frequency physiologic signals that is now possible within ICU settings.

Completeness, accuracy, and timeliness of clinical data have been suggested as fundamental data quality measures for operational purposes.7,8 Past studies have investigated data quality issues such as completeness and timeliness for physiologic signals, although not within ICU settings.9,10 Completeness refers to the presence of values in data fields7,8,11 and the availability of information for all relevant individuals.12–16 Accuracy refers to the degree that data “correctly” represents the parameter being represented or described.7,8 Biologically impossible values represent one instance for “incorrect” values. Timeliness is defined as the degree to which data represent reality from the required point in time.7,8

In this study, we explore the data quality, that is, completeness, accuracy, and timeliness, of higher frequency (minute-by-minute) time-series vital signs data captured in ICU settings.

METHODS

We used the Medical Information Mart for Intensive Care (MIMIC-III) database. MIMIC-III is a large, single-center database comprising information on patients admitted to critical care units at Beth Israel Deaconess Medical Center (BIDMC).17 MIMIC-III is a fully deidentified data archive that contains demographic and detailed clinical data associated with patients admitted to critical care units at BIDMC between 2001 and 2012.17 MIMIC-III data were downloaded from the curator later after completion of the applicable data use agreement. The study was reviewed by the Johns Hopkins Institutional Review Board and qualified for exemption of informed consent.

MIMIC-III Waveform Database contains thousands of recordings of multiple physiologic signals (“waveforms”) and time series of vital signs (“numerics”) collected from bedside patient monitors in ICUs. The MIMIC-III Waveform Database Matched Subset18 contains 22,247 time-series vital signs records which have been matched to the records in the Clinical Database of MIMIC-III. We developed a process to harmonize the physiological record frequencies and to match the records with individual ICU stays (see Supplementary Sections A, B, and C for details).

We measured the completeness, accuracy, and timeliness of four time-series (minute-by-minute) vital signs data streams: heart rate (HR), respiratory rate (RR), blood oxygen saturation (SpO2), and arterial blood pressure (ABP). We did not include data streams from blood pressure cuffs since they were not recorded minute-by-minute. We included a vital sign data stream in the analysis of a patient if at least 1 minute of the data (ie, represented by one data recording in a minute-by-minute data stream) was captured in the record for any of the four vital signs.

To assess the data quality of time series vital signs data, we applied three filtering steps based on three data quality metrics. Completeness of time series vital signs data was measured: (1) by the presence of a non-NULL record for a given physiologic variable (HR, RR, SpO2, ABP) corresponding to an ICU stay for a patient and (2) by the proportion of nonmissing data for each physiologic variable (HR, RR, SpO2, and ABP) in a given ICU stay for a patient. If an entire record corresponding to a physiologic variable was nonexistent or NULL, then the corresponding physiologic variable for that ICU stay for the patient was flagged as incomplete. Accuracy of the vital signs was measured by a series of rules examining the physiological limits of the vital signs (see Supplementary Section D). Among the methods discussed in references 7,8 to assess accuracy, applying validity checks for biologically impossible values would allow all time series data elements with higher-frequency measurements such as in this study, to be assessed. This is because the clinician-verified measurements considered as the gold standard would not be available at all these higher-frequency time points obtained by bedside monitors. Timeliness of the vital signs was assessed as the overlap of the minute-by-minute records with the ICU stay (see Supplementary Section E). Admission to and discharge from ICU was timestamped in the database allowing us to measure the temporal overlap of vital signs data with the ICU stay.

The average age of the population was calculated using the average age of each patient corresponding to each patient-ICU stay between 2001 and 2012. Our inclusion criteria were the patients had to be of age 16 or older and have an ICU stay with higher frequency time series vital signs data for at least one of these physiologic sign...
nals (HR, RR, SpO2, and ABP) (see Supplementary Sections A, B, and C). We flagged patient-ICU stays for any completeness, accuracy, and timeliness issues in their time series vital signs records for HR, RR, SpO2, and ABP. We then populated patient denominator specifications and data quality summary tables. We summarized the starting population, removed population (ie, not meeting the minimum data quality requirements as earlier defined by the application of filtering steps corresponding to timeliness, completeness, and accuracy metrics), and the remaining population for various levels of vital signs data completeness. This manuscript reports the results of our analysis when at least 1 min of complete and accurate vital sign data overlaps with an ICU stay (ie, the smallest unit of analysis for a minute-by-minute data stream). Population analysis for other rates of acceptable data quality, namely minimum thresholds of 25%, 50%, 75%, or 100% coverage of an ICU stay, were also calculated separately (see Supplementary Sections F and G). Finally, to summarize various thresholds of acceptable data quality on the number of ICU stays, we plotted the proportion of ICU stays against percentage of ICU length of stays covered by acceptable vital signs data. All analysis was performed using R version 3.5.19

RESULTS

Of the 22,474 time-series vital sign records in the MIMIC-III Waveform Database Matched Subset, 18 226 records were: (1) mappable to distinct ICU stays (see Supplementary, Sections B and C for details); and (2) associated with patients age 16 or older. The 21326 vital signs records corresponded to 16,009 distinct ICU stays and 9,410 unique patients.

We applied certain filtering steps to determine the ICU stays with at least 1 min vital signs data associated with the stay, and to assess time-series vital signs data quality from the perspective of timeliness, completeness, and accuracy metrics (Figure 1). When this data availability step was performed, the minimum 1 min HR, RR, and SpO2 records were found for most patients (>98%), but only 7,270 (45.4%) of patient-ICU stays had ABP records available. This finding was clinically anticipated, but we wanted to quantify the record missingness using this large-scale data set, which would have important implications for clinical data scientists and informatics researchers. We also observed a ~28% drop in the number of HR, RR, and SpO2 records per ICU stays after applying the filtering step for timeliness (step 2 in Figure 1, ie, having at least 1 min overlap with the vital sign’s associated ICU stay). This percentage for ABP time series records was ~13%. Within the 1 min timely vital signs, a small percentage of HR, RR, and SpO2 records (0.9–1.6%) contained incomplete or inaccurate data. For ABP records, this percentage was 4.1%. Overall, 4,907 patient-ICU stays (30.7% of the starting population) had at least 1 min of accurate data for all four physiologic vital signs data after applying completeness, accuracy, and timeliness filtering steps.

We summarized the population demographics (eg, age and gender), utilization (eg, ICU length of stay (LOS)), and the statistical summaries associated with vital signs after applying all four filtering steps listed in Figure 1 (see Table 1, and the Supplementary Section F for percentage of ICU LOS thresholds). On average, we have ~80% coverage for HR, RR, and SpO2 for the duration of ICU stay.

After identifying the patient-ICU stays with at least 1 min overlapping vital signs data within the timeframe of the ICU stay (filtering steps 1 and 2), we quantified the effect of applying filtering steps 3 (completeness) and 4 (accuracy) for this specific group of patient-ICU stays (Table 2), by categorizing the patient-ICU stay population into the “starting,” “removed” (not meeting the completeness and accuracy data quality measures) and “remaining” groups for each time series vital sign variable (ie, HR, RR, SpO2, and ABP), and the patient-ICU stays that have all four vital signs (AND). In other words, for the patient-ICU stays that have at least 1 min overlapping...
vital signs data within the timeframe of the ICU stay (output of filtering steps 1 and 2), Table 2 sheds more light on the effect of applying completeness and accuracy filtering steps on the vital signs data in terms of the change in the average length of the vital sign record corresponding to each vital sign. The percentage length of stay (LoS) was calculated as the ratio of each vital signs record’s length to the length of the ICU stay. We also calculated the specifications of the starting, removed, and remaining populations for various minimum percentages of ICU length of stay (see Supplementary Section G).

As shown in Table 2, vital signs data had different shares of the “removed” population (eg, ABP affecting 660 patient-ICU stays while HR affecting only 152 stays). We explored the overlap of the vital signs data quality challenges on the total number of “removed” patient-ICU stays ($n = 939$; not shown in Table 2). Figure 2 depicts...

### Table 1. Demographics and utilization rates of patients with at least 1-min of acceptable vital signs data during an ICU-stay (passing all four filtering steps in Figure 1)

| Patient population | Vital sign | No. of patients | No. of ICU stays | Avg length (Min) | % LoSa |
|--------------------|------------|-----------------|-----------------|------------------|--------|
| Starting           | HR         | 9396            | 11 511          | 4398             | 0.801  |
|                    | RR         | 9278            | 11 355          | 4410             | 0.800  |
|                    | SpO2       | 9291            | 11 369          | 4416             | 0.801  |
|                    | ABP        | 4988            | 5654            | 5596             | 0.779  |
|                    | AND        | 4955            | 5620            | 5607             | 0.779  |
| Removed            | HR         | 149             | 152             | 1370             | 0.724  |
|                    | RR         | 167             | 175             | 2701             | 0.827  |
|                    | SpO2       | 239             | 259             | 2352             | 0.818  |
|                    | ABP        | 607             | 660             | 5699             | 0.872  |
|                    | AND        | 43              | 43              | 1502             | 0.862  |
| Remaining          | HR         | 9290            | 11 359          | 4322             | 0.772  |
|                    | RR         | 9162            | 11 180          | 4184             | 0.753  |
|                    | SpO2       | 9132            | 11 110          | 3968             | 0.702  |
|                    | ABP        | 4520            | 4994            | 4311             | 0.576  |
|                    | AND        | 4449            | 4907            | 5024             | 0.683  |

We should note that the Avg Length and LoS values corresponding to AND in each group are not necessarily expected to have the lowest value in each group as these values are calculated for the group of ICU stays that have all the four vital signs (ie, AND category). ABP: arterial blood pressure; AND: HR and RR and SpO2 and ABP; ICU: intensive care unit; HR: heart rate; LoS: length of stay; OR: HR or RR or SpO2 or ABP; RR: respiratory rate; SD: standard deviation; SpO2: blood oxygen saturation.

### Table 2. Specification of the starting population (ie, output of timeliness filtering step listed in Figure 1), population removed due to not having at least 1-min of acceptable vital signs data (ie, passing completeness and accuracy measures or in other words, filtering steps 3 and 4) during an ICU-stay, and the remaining population

| Patient population | Vital sign | No. of patients | No. of ICU stays | Avg length (Min) | % LoSa |
|--------------------|------------|-----------------|-----------------|------------------|--------|
| Starting HR        | 9396       | 11 511          | 4398            | 0.801            |
| Starting RR        | 9278       | 11 355          | 4410            | 0.800            |
| Starting SpO2      | 9291       | 11 369          | 4416            | 0.801            |
| Starting ABP       | 4988       | 5654            | 5596            | 0.779            |
| Starting AND       | 4955       | 5620            | 5607            | 0.779            |
| Removed HR         | 149        | 152             | 1370            | 0.724            |
| Removed RR         | 167        | 175             | 2701            | 0.827            |
| Removed SpO2       | 239        | 259             | 2352            | 0.818            |
| Removed ABP        | 607        | 660             | 5699            | 0.872            |
| Removed AND        | 43         | 43              | 1502            | 0.862            |
| Remaining HR       | 9290       | 11 359          | 4322            | 0.772            |
| Remaining RR       | 9162       | 11 180          | 4184            | 0.753            |
| Remaining SpO2     | 9132       | 11 110          | 3968            | 0.702            |
| Remaining ABP      | 4520       | 4994            | 4311            | 0.576            |
| Remaining AND      | 4449       | 4907            | 5024            | 0.683            |

We should note that the Avg Length and LoS values corresponding to AND in each group are not necessarily expected to have the lowest value in each group as these values are calculated for the group of ICU stays that have all the four vital signs (ie, AND category).

ABP: arterial blood pressure; AND: HR and RR and SpO2 and ABP; ICU: intensive care unit; HR: heart rate; LoS: length of stay; OR: HR or RR or SpO2 or ABP; RR: respiratory rate; SD: standard deviation; SpO2: blood oxygen saturation.

%LoS = Duration of Vital Sign/ICU LOS.
the overlapping contribution of completeness and accuracy data quality issues (i.e. filtering steps 3 and 4 in Figure 1) for each physiological variable in the removed patient-ICU stays. In other words, for the “removed” population in Table 2, Figure 2 shows how many patient-ICU stays were affected by the quality of each of the vital signs corresponding to those stays, and mutually, which vital signs bore a higher burden in terms of completeness and accuracy data quality issues.

We finally explored the proportion of ICU stays (0–1) against the percentage of ICU length of stays (0% to 100%) that were covered by acceptable vital signs data (ie, complete, accurate, and timely, or in other words, passing all four filtering steps listed in Figure 1) in the study population (Figure 3). The proportion of patient-ICU stays that had ≥ 99% of their length covered by an acceptable vital sign data were 12.5% for HR, 9.9% for RR, 7.5% for SpO2, and 4.4% for ABP (represented by the lowest point, before zero, of each vital sign line in Figure 3). Inflection points of each physiologic variable were also extracted which corresponds to the specific percentage of ICU length of stay where the quality of vital signs data (a combination of timeliness, accuracy and completeness) starts to degrade considerably (Figure 3).

DISCUSSION

Data quality can significantly affect the analysis of healthcare data that informs clinical decisions. Previous studies have investigated data quality issues for vital signs recorded intermittently and manually into EHRs. Other studies have addressed data quality issues for physiologic signals acquired in out-of-the-hospital settings. In this study, we measured the completeness, accuracy, and timeliness of time series physiological data (ie, HR, RR, SpO2, and ABP) using the MIMIC-III database.

Our results show that most ICU stays had at least 1-min of complete, accurate, and timely HR, RR, and SpO2 data; however, the availability of these physiological data is dramatically reduced when the minimum coverage of ICU length of stay is set at 75% or higher (Figure 3). Thus, analytic models requiring a high coverage of acceptable HR, RR, or SpO2 vital signs during an ICU stay, especially a 75%+ coverage, may produce poor results if applied to all ICU stays. ABP vital sign is not required to be collected for all patients during an ICU stay, hence we anticipated, and the results confirmed, a lower coverage of ICU length of stays by acceptable ABP data. Indeed, while more than 96% of the patients had an ICU stay with at least 1-min of acceptable HR, RR, and SpO2 data, only ~48% of patients had an ICU stay with at least 1-min of acceptable ABP data. This finding would have important implications for clinical data scientists and informatics researchers as the low rates of acceptable ABP data during an ICU stay may limit the development and deployment of analytic models using ABP data for all patients.

Our study has several limitations. First, our analysis may not generalize to other ICU settings because MIMIC-III data is a preprocessed database, and certain data quality issues may have been rati-
ICU setting. Third, our results have limited applicability for patients 89+ years old, as MIMIC-III is a fully deidentified database and lumps together all ages above 89, as 89 years old. Fourth, we examined the quality of vital signs data using a minute-by-minute scale and measured the coverage of ICU length of stay by either a 1-min overlap or a specific percentage overlap of acceptable data (see Supplementary Sections F and G). Future studies should explore other minimum temporal thresholds of acceptable vital signs during an ICU stay (eg, having at least 60 min) as well as different temporal frequencies of vital signs (eg, second-by-second data).

Despite these limitations, our findings would be of particular importance to clinical data scientists and informatics researchers who would be interested in analyzing time series vital signs data from in-patient settings, extracting features, and developing statistical models for outcome prediction.
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