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Abstract

Higher order scrambled digital nets are randomized quasi-Monte Carlo rules which have recently been introduced by Dick (Ann Stat 39:1372–1398, 2011) and shown to achieve the optimal rate of convergence of the root mean square error for numerical integration of smooth functions defined on the $s$-dimensional unit cube. The key ingredient there is a digit interlacing function applied to the components of a randomly scrambled digital net whose number of components is $ds$, where the integer $d$ is the so-called interlacing factor. In this paper we replace the randomly scrambled digital nets by randomly scrambled polynomial lattice point sets, which allows us to obtain a better dependence on the dimension while still achieving the optimal rate of convergence. Our results apply to Owen’s full scrambling scheme as well as the simplifications studied by Hickernell, Matoušek and Owen. We consider weighted function spaces with general weights, whose elements have square integrable partial mixed derivatives of order up to $\alpha \geq 1$, and derive an upper bound on the variance of the estimator for higher order scrambled polynomial lattice rules. Employing our obtained bound as a quality criterion, we prove that the component-by-component construction can be used to obtain explicit constructions of good polynomial lattice point sets. By first constructing classical polynomial lattice point sets in base $b$ and dimension $ds$, to which we then apply the interlacing scheme of order $d$, we obtain a construction.
cost of the algorithm of order $O(dsmb^m)$ operations using $O(b^m)$ memory in case of product weights, where $b^m$ is the number of points in the polynomial lattice point set.
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1 Introduction

In this paper we study the approximation of multivariate integrals of smooth functions defined over the $s$-dimensional unit cube $[0, 1]^s$,

$$I(f) = \int_{[0, 1]^s} f(x) \, dx,$$

by averaging function values evaluated at $N$ points $x_0, \ldots, x_{N-1}$ with equal weights,

$$\hat{I}(f) = \frac{1}{N} \sum_{n=0}^{N-1} f(x_n).$$

While Monte Carlo methods choose the point set randomly, quasi-Monte Carlo (QMC) methods aim at choosing the quadrature points in a deterministic manner such that they are distributed as uniformly as possible. The Koksma–Hlawka inequality guarantees that such well-distributed point sets yield a small integration error bound, typically of order $N^{-1+\delta}$ for any $\delta > 0$, for any function which has bounded variation on $[0, 1]^s$ in the sense of Hardy and Krause, see for instance [20, Chapter 2, Section 5]. Digital constructions have been recognized as a powerful means of generating QMC point sets [14,26]. These include the well-known constructions for digital sequences by Sobol’ [40], Faure [16], Niederreiter [25], Niederreiter and Xing [28] as well as others, see [14, Chapter 8] for more information. Polynomial lattice point sets, first proposed in [27], are a special construction for digital nets and have been studied in many papers, see for example [11,12,19,21,22]. Polynomial lattice rules are QMC rules using a polynomial lattice point set as quadrature points. The major advantage of polynomial lattice rules lies in its flexibility, that is, we can design a suitable rule for the problem at hand.

In this paper we study randomized QMC rules, that is, the deterministic quadrature points are randomized such that their essential structure is retained. Owen’s scrambling algorithm can be used to randomize digital nets and sequences while maintaining their equidistribution properties [34–36]. This not only yields a simple error estimation but also achieves a convergence of the root mean square error (RMSE) of order $N^{-3/2+\delta}$, for functions of bounded generalized variation. Since the estimator is unbiased, this can also be stated in another way, namely that the variance of the estimator decays at a rate of $N^{-3+\delta}$. It is shown in [2] that the variance of the estimator based on a scrambled polynomial lattice rule constructed component-by-component (CBC) decays at a rate
of $N^{-(2\alpha+1+\delta)}$, for functions which have bounded generalized variation of order $\alpha$ for some $0 < \alpha \leq 1$.

Here we consider higher smoothness, namely $\alpha \geq 1$ for which we can improve the rate of convergence of the variance of the integration error further. The initial idea for our approach stems from the papers [6–8]. Therein higher order digital constructions of deterministic point sets and sequences were introduced whose corresponding QMC rules achieve an integration error of order $N^{-\alpha+\delta}$ for functions with square integrable partial mixed derivatives of order $\alpha \geq 1$ in each variable. An explicit construction of suitable point sets and sequences is the following interlacing algorithm. Let $d \geq 1$ and $b \geq 2$ be integers and $z \in [0, 1)^d$ with components $z_j = z_{j,1}b^{-1} + z_{j,2}b^{-2} + \ldots$ for $1 \leq j \leq ds$. Then let a point $x = (x_1, \ldots, x_s) \in [0, 1)^s$ be given by

$$x_j = \sum_{a=1}^{\infty} \sum_{r=1}^{d} z_{(j-1)d+r,a} b^{-r-(a-1)d},$$

for $1 \leq j \leq s$. Thus, every $d$ components of $z$ are interlaced to produce one component of $x$. To obtain a higher order digital net or sequence, one applies the interlacing algorithm to one of the above-mentioned digital constructions. Furthermore, as shown in [9], Owen’s scrambling algorithm can be used to achieve a convergence of the variance of the estimator of order $N^{-(2\min(\alpha,d)+1)+\delta}$ for $\alpha \geq 1$. For $d \geq \alpha$, this decay rate is best possible. For the algorithm in [9] it is important to note that one first applies Owen’s scrambling to a point $z$ of the digital net (or sequence) in dimension $ds$ and then interlaces the resulting point according to (1) to obtain $x \in [0, 1)^s$. We call this method Owen’s scrambling of order $d$, or order-$d$ scrambling for short here.

In the proof of the convergence rate, it was assumed in [9] that the underlying point set is explicitly given by some digital $(t, m, ds)$-net or $(t, ds)$-sequence. The $t$-value of digital $(t, ds)$-sequences, however, grows at least linearly with $s$, and consequently, it becomes hard to obtain a bound on the variance independent of the dimension.

In this paper we study order-$d$ scrambled polynomial lattice point sets for numerical integration. Our strategy is to construct classical polynomial lattice rules in dimension $ds$ using a suitable quality criterion, then apply Owen’s scrambling to the quadrature points of the polynomial lattice rule and finally to apply the interlacing algorithm of order $d$ to obtain a randomized quadrature rule for the domain $[0, 1)^s$. We refer to such quadrature rules by *interlaced scrambled polynomial lattice rules*. The major contributions of our study are to derive a computable upper bound on the variance of the estimator for higher order scrambled digital nets, which is an extension of the study in [9], and by employing our obtained bound as a quality criterion, to prove that the CBC construction can be used to obtain good polynomial lattice rules. Through our argument we need to overcome several non-trivial technical difficulties specific to the interlacing algorithm. The resulting advantage compared to the results in [9] is the weaker dependence on the dimension and the possibility to construct the rules for a given set of weights when the integrand has finite weighted bounded variation, see Sect. 3.3. As in [39], the weights model the dependence of the integrand on certain projections. With our approach, we are able to obtain tractability results under certain conditions on the weights. Furthermore, our results also apply to the simplified
scrambling schemes studied by Hickernell [17], Matoušek [23] and Owen [37]. Thus efficient implementations of the scrambling procedure are available for our interlaced scrambled polynomial lattice rules.

As in [9], the upper bound on the variance in this paper is, apart from the factor $N^{\delta}$, optimal in terms of the dependence on the number of points (see [29]), and compared to [9] improves the dependence of the upper bound on the dimension. We are not aware of any other randomized equal weight quadrature rule with the properties shown in this paper. An alternative (in general, non-equal weight) algorithm based on Monte Carlo and ‘separation of the main part’ is for instance discussed in [24, Section 7.4]. This algorithm also achieves the optimal rate of convergence in terms of the number of points, but they do not discuss the dependence of this method on the dimension. In fact [31, Open Problem 91] asks for the precise condition on the weights such that one obtains an upper bound independent of the dimension for a certain Sobolev space of smoothness $\alpha = 1$. Corollary 1 below provides an upper bound which is independent of the dimension for a different function space; however, we do not know whether our result is also best possible.

In the next section we describe the necessary background and notation, namely polynomial lattice rules, Owen’s scrambling and higher order digital constructions. We also describe the main results of the paper. Namely we introduce a component-by-component algorithm, state a result on the convergence behavior of the interlaced scrambled polynomial lattice rule and discuss randomized QMC tractability. In Sect. 3 we derive an upper bound on the variance of the estimator in the weighted function space with general weights where a function has square integrable partial mixed derivatives of order $\alpha \geq 1$ in each variable. Using this bound we show how the quality criterion for the construction of interlaced scrambled polynomial lattice rules is derived. In Sect. 4 we prove that interlaced scrambled polynomial lattice rules constructed using the CBC algorithm can achieve a convergence of the variance of the estimator of order $N^{-\left(2 \min(\alpha,d)+1\right)+\delta}$. Thereafter we assume product weights for simplicity of exposition and describe the fast CBC construction by using the fast Fourier transform as introduced in [32,33]. We show that the interlaced scrambled polynomial lattice rules in base $b$ can be constructed in order $O(dsmbm)$ operations using order $O(bm)$ memory, where $b^m$ is the number of points in $[0, 1]^s$. This is a significant reduction in the construction cost to previously obtained component-by-component algorithms for higher order polynomial lattice rules [4]. We conclude this paper with numerical experiments in Sect. 5.

## 2 Background, Notation and Results

In this section, as necessary tools for our study, we introduce polynomial lattice rules, Owen’s scrambling algorithm and higher order digital net constructions. Thereafter, we describe the main results of the paper.

Let $\mathbb{N}$ denote the set of positive integers and $\mathbb{N}_0$ denote the set of nonnegative integers. For $i, j \in \mathbb{N}$ such that $i \leq j$, we denote by $\{i : j\}$ the index set $\{i, i+1, \ldots, j-1, j\}$. For a prime $b$, let $\mathbb{F}_b$ be the finite field containing $b$ ele-
ments \{0, \ldots, b - 1\}. For simplicity we identify the elements of \( \mathbb{F}_b \) with the integers 0, 1, \ldots, \( b - 1 \in \mathbb{Z} \).

### 2.1 Polynomial Lattice Rules

We introduce some notation first. For a prime \( b \), we denote by \( \mathbb{F}_b((x^{-1})) \) the field of formal Laurent series over \( \mathbb{F}_b \). Every element of \( \mathbb{F}_b((x^{-1})) \) is of the form

\[
L = \sum_{l=w}^{\infty} t_l x^{-l},
\]

where \( w \) is some integer and all \( t_l \in \mathbb{F}_b \). Further, we denote by \( \mathbb{F}_b[x] \) the set of all polynomials over \( \mathbb{F}_b \). For a given integer \( m \), we define the map \( v_m \) from \( \mathbb{F}_b((x^{-1})) \) to the interval \([0, 1)\) by

\[
v_m \left( \sum_{l=w}^{\infty} t_l x^{-l} \right) = \sum_{l=\max(1,w)}^{m} t_l b^{-l}.
\]

We often identify \( k \in \mathbb{N}_0 \), whose \( b \)-adic expansion is given by \( k = \kappa_0 + \kappa_1 b + \cdots + \kappa_{a-1} b^{a-1} \), with the polynomial over \( \mathbb{F}_b[x] \) given by \( k(x) = \kappa_0 + \kappa_1 x + \cdots + \kappa_{a-1} x^{a-1} \).

For \( k = (k_1, \ldots, k_s) \in (\mathbb{F}_b[x])^s \) and \( q = (q_1, \ldots, q_s) \in (\mathbb{F}_b[x])^s \), we define the 'inner product' as

\[
k \cdot q = \sum_{j=1}^{s} k_j q_j \in \mathbb{F}_b[x], \tag{2}
\]

and we write \( q \equiv 0 \pmod{p} \) if \( p \) divides \( q \) in \( \mathbb{F}_b[x] \).

The definition of a polynomial lattice rule is given as follows.

**Definition 1** Let \( b \) be a prime and \( m, s \in \mathbb{N} \). Let \( p \in \mathbb{F}_b[x] \) such that \( \deg(p) = m \) and let \( q = (q_1, \ldots, q_s) \in (\mathbb{F}_b[x])^s \). Now we construct a point set consisting of \( b^m \) points in \([0, 1)^s\) in the following way: For \( 0 \leq n < b^m \), identify each \( n \) with a polynomial \( n(x) \in \mathbb{F}_b[x] \) of degree at most \( m \). Then the \( n \)-th point is obtained by setting

\[
x_n := \left( v_m \left( \frac{n(x) q_1(x)}{p(x)} \right), \ldots, v_m \left( \frac{n(x) q_s(x)}{p(x)} \right) \right) \in [0, 1)^s.
\]

The point set \( \{x_0, \ldots, x_{b^m-1}\} \) is called a **polynomial lattice point set** and a QMC rule using this point set is called a **polynomial lattice rule** with generating vector \( q \) and modulus \( p \).

We add one more notation and introduce the concept of the so-called **dual polynomial lattice** of a polynomial lattice point set. For \( k \in \mathbb{N}_0 \) with \( b \)-adic expansion \( k = \kappa_0 + \kappa_1 b + \cdots + \kappa_{a-1} b^{a-1} \), let \( \text{tr}_m(k) \) be the polynomial of degree at most \( m \) obtained by truncating the associated polynomial \( k(x) \in \mathbb{F}_b[x] \) as
\[ \text{tr}_m(k) = \kappa_0 + \kappa_1 x + \cdots + \kappa_{m-1} x^{m-1}, \]

where we set \( \kappa_a = \cdots = \kappa_{m-1} = 0 \) if \( a < m \). For a vector \( k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s \), we define \( \text{tr}_m(k) = (\text{tr}_m(k_1), \ldots, \text{tr}_m(k_s)) \). With this notation, we introduce the following definition of the dual polynomial lattice \( D^\perp \).

**Definition 2** The dual polynomial lattice of a polynomial lattice point set with modulus \( p \in \mathbb{F}_b[x] \), \( \deg(p) = m \), and generating vector \( q \in (\mathbb{F}_b[x])^s \) is given by

\[ D^\perp = \{ k \in \mathbb{N}_0^s : \text{tr}_m(k) \cdot q \equiv 0 \pmod{p} \}, \]

where the inner product is in the sense of \((2)\).

### 2.2 Owen’s Scrambling

We now introduce Owen’s scrambling algorithm. This procedure is best explained by using only one point \( x \). We denote the point obtained after scrambling \( x \) by \( y \). For \( x = (x_1, \ldots, x_s) \in [0, 1)^s \), we denote the \( b \)-adic expansion by

\[ x_j = x_{j,1} \frac{1}{b} + x_{j,2} \frac{1}{b^2} + \cdots, \]

for \( 1 \leq j \leq s \), where we assume that for each \( 1 \leq j \leq s \) infinitely many digits \( x_{j,k} \) are different from \( b-1 \). Let \( y = (y_1, \ldots, y_s) \in [0, 1)^s \) be the scrambled point whose \( b \)-adic expansion is represented by

\[ y_j = y_{j,1} \frac{1}{b} + y_{j,2} \frac{1}{b^2} + \cdots, \]

for \( 1 \leq j \leq s \). Each coordinate \( y_j \) is obtained by applying permutations to each digit of \( x_j \). Here the permutation applied to \( x_{j,k} \) depends on \( x_{j,l} \) for \( 1 \leq l \leq k-1 \). In particular, \( y_{j,1} = \pi_j(x_{j,1}), y_{j,2} = \pi_j(x_{j,1})(x_{j,2}), y_{j,3} = \pi_j(x_{j,1}, x_{j,2})(x_{j,3}) \) and in general

\[ y_{j,k} = \pi_j(x_{j,1}, \ldots, x_{j,k-1})(x_{j,k}), \]

where \( \pi_j(x_{j,1}, \ldots, x_{j,k-1}) \) is a random permutation of \( \{0, \ldots, b-1\} \). We choose permutations with different indices mutually independent from each other where each permutation is chosen uniformly distributed. Then, as shown in [34, Proposition 2], the scrambled point \( y \) is uniformly distributed in \([0, 1)^s\).

In order to simplify the notation, we denote by \( \Pi_j \) the set of permutations associated with \( x_j \), that is,

\[ \Pi_j = \{ \pi_j(x_{j,1}, \ldots, x_{j,k-1}) : k \in \mathbb{N}, x_{j,1}, \ldots, x_{j,k-1} \in [0, \ldots, b-1] \}, \]

and let \( \Pi \) be the set \( \Pi_1 \cup \ldots \cup \Pi_s \). With an abuse of notation we simply write \( y = \Pi(x) \) when \( y \) is obtained by applying Owen’s scrambling to \( x \) using the permutations in \( \Pi \).
As can be seen from the above description, Owen’s original scrambling is quite expensive to compute. In order to reduce the computational cost, various simplified scrambling schemes have been introduced which can be implemented more easily, see for example [17,23,37]. Although we only deal with Owen’s original scrambling in the remainder of this paper, the simplified scramblings cited above also apply here as long as they satisfy so-called Owen’s lemma [9, Lemma 6].

2.3 Higher Order Digital Nets

Quasi-Monte Carlo rules based on higher order digital nets exploit the smoothness of an integrand so that they can achieve the optimal order of convergence of the integration error for functions with smoothness $\alpha \in \mathbb{N}$. The result is based on a bound on the decay of the Walsh coefficients of smooth functions [7]. We refer readers to [8] for a brief introduction of the central ideas. Explicit constructions of higher order digital nets and sequences are given in [7].

There is also a component-by-component construction algorithm of higher order polynomial lattice rules [3]. Higher order polynomial lattice rules can be obtained in the following way. In Definition 1, we set $p$ with $\text{deg}(p) = n > m$ and replace $v_m$ with $v_n$ for the mapping function. Then a higher order polynomial lattice point set consists of the first $b^m$ points of a classical polynomial lattice point set with $b^n$ points (where $n = \alpha m$ for integrands of smoothness $\alpha$). The existence of higher order polynomial lattice rules achieving the optimal order of convergence was established in [13], and the CBC construction was proved to achieve the optimal order of convergence in [3]. However, we have no generalization of the scrambling algorithm to higher order polynomial lattice rules which preserves the higher order structure. To work around this problem we use a different approach in this paper. Namely, we use the approach from [6, 7] based on the interlacing of digital nets or sequences.

We describe the interlacing algorithm in more detail in the following. Since the interlacing is applied to each point separately, we use just one point to describe the procedure. Let $z \in [0, 1)^d$, with $z = (z_1, \ldots, z_d)$ and consider the $b$-adic expansion of each coordinate

$$ z_j = \frac{z_{j,1}}{b} + \frac{z_{j,2}}{b^2} + \cdots, $$

unique in the sense that infinitely many digits are different from $b - 1$. We obtain a point $x \in [0, 1)^s$ by interlacing the digits of $d$ components of $z$ in the following way: Let $x = (x_1, \ldots, x_s)$, where

$$ x_j = \sum_{a=1}^{\infty} \sum_{r=1}^{d} z_{(j-1)d+r,a} b^{-r-(a-1)d}, $$

for $1 \leq j \leq s$. We denote this mapping by $D_d : [0, 1)^d \to [0, 1)$ and we simply write $x_j = D_d(z_{(j-1)d+1}, \ldots, z_{jd})$. Further we write
\[ x = D_d(z) := (D_d(z_1, \ldots, z_d), D_d(z_{d+1}, \ldots, z_{2d}), \ldots, D_d(z_{(s-1)d+1}, \ldots, z_{sd})), \]

when \( x \) is obtained by interlacing the components of \( z \). Note that the interlacing procedure depends on the base \( b \). Throughout the paper we assume that the construction of polynomial lattice rules, Owen’s scrambling and the interlacing of digits all use the same prime base \( b \).

Order-\( d \) scrambling for \( z \in [0, 1)^{ds} \) proceeds as follows. Let \( \Pi \) be a uniformly chosen i.i.d. set of permutations. Then, the order-\( d \) scrambled point \( y \in [0, 1)^s \) is given by

\[ y = D_d(\Pi(z)). \]

Hence, as stated in the previous section, we first apply Owen’s scrambling to \( z \in [0, 1)^{ds} \) and then interlace the digits of the resulting point to obtain the point \( y \). Again, we choose permutations with different indices mutually independent from each other where each permutation is chosen with the same probability. Then, as shown in [9, Proposition 5], the order-\( d \) scrambled point \( y \) is uniformly distributed in \([0, 1)^s\).

In this paper we are interested in the use of polynomial lattice rules to generate a point set in \([0, 1)^{ds}\). For clarity, we give the definition of interlaced scrambled polynomial lattice rules below.

**Definition 3** Let \( b \) be a prime and \( m, s, d \in \mathbb{N} \). Let \( p \in \mathbb{F}_b[x] \) such that \( \deg(p) = m \) and let \( q = (q_1, \ldots, q_{ds}) \in (\mathbb{F}_b[x])^{ds} \). Now we construct a point set consisting of \( b^m \) points in \([0, 1)^s\). For \( 0 \leq n < b^m \), the \( n \)-th point is obtained by setting

\[ z_n = \left( v_m \left( \frac{n(x) q_1(x)}{p(x)} \right), \ldots, v_m \left( \frac{n(x) q_{ds}(x)}{p(x)} \right) \right) \in [0, 1)^{ds}. \]

Then let

\[ y_n = D_d(\Pi(z_n)), \]

where the permutations are chosen independently and uniformly distributed from the set \( \Pi \). We call \( \{y_0, \ldots, y_{b^m-1}\} \) an interlaced scrambled polynomial lattice point set (of order \( d \)) and a QMC rule using the point set \( \{y_0, \ldots, y_{b^m-1}\} \) an interlaced scrambled polynomial lattice rule (of order \( d \)).

### 2.4 The Results

We now describe the main results of this paper. In the following, let \( \{y_0, \ldots, y_{b^m-1}\} \subset [0, 1]^s \) be an interlaced scrambled polynomial lattice point set. Further, we denote by \( \{z_0, \ldots, z_{b^m-1}\} \subset [0, 1)^{ds} \) the polynomial lattice point set with \( ds \) components with modulus \( p \in \mathbb{F}_b[x] \), \( \deg(p) = m \), and with generating vector \( q = (q_1, \ldots, q_{ds}) \in (\mathbb{F}_b[x])^{ds} \). We approximate the integral \( I(f) = \int_{[0, 1]^s} f(x) \, dx \) by
\[ \hat{I}(f) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} f(y_n). \]

Since the order-\( d \) scrambled point is uniformly distributed in \([0, 1)^s\) as shown in [9, Proposition 5], this estimator is unbiased, that is, \( E[\hat{I}(f)] = I(f) \). It follows that the mean square error equals the variance of the estimator. Thus, in the following, we concentrate on the variance of the estimator denoted by

\[ \text{Var}[\hat{I}(f)] = E \left[ \left( \hat{I}(f) - E[\hat{I}(f)] \right)^2 \right]. \]

Let \( y = (y_u)_{u \subseteq \{1:s\}} \) be a vector of nonnegative real numbers. These numbers are called weights and are used to model the importance of projections of functions \( f : [0, 1]^s \rightarrow \mathbb{R} \), where \( y_u \) small means that the projection of \( f \) onto the components in \( u \) is of little importance and vice versa. This idea stems from [39]. For more details see Sect. 3.3 below. We assume that \( f \) has smoothness \( \alpha \in \mathbb{N} \) which we make precise by the assumption that \( V_{\alpha, y}(f) < \infty \). Here \( V_{\alpha, y}(f) \) is a variation of order \( \alpha \) which can be related to a Sobolev norm where partial derivatives of order up to \( \alpha \) in each variable are square integrable. See Sect. 3.3 for details on \( V_{\alpha, y}(f) \). In Corollary 2 we show that for an interlaced scrambled polynomial lattice rule of order \( d \) the variance of the estimator is bounded by

\[ \text{Var}[\hat{I}(f)] \leq V_{\alpha, y}^2(f) B_{\alpha, d, y}(q, p), \]

where \( B_{\alpha, d, y}(q, p) \) is a function which depends only on the interlaced scrambled polynomial lattice rule but does not depend on \( f \). The precise formula for \( B_{\alpha, d, y}(q, p) \) is derived in Sect. 3.4. In Lemma 4 we show that there is a concise formula for \( B_{\alpha, d, y}(q, p) \) given by

\[ B_{\alpha, d, y}(q, p) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq v \subseteq \{1:s\}} y_v D_{\alpha, d}(v) \prod_{j \in v} \left[ -1 + \prod_{k=1}^d (1 + \phi_{\alpha, d}(z_{n,(j-1)d+k})) \right], \]

where \( D_{\alpha, d} := 4^{\max(d-\alpha,0)} b^{(2d-1)\alpha} \), and for \( z \in [0, 1) \), let

\[ \phi_{\alpha, d}(z) := \frac{(b - 1) (b - 1 - b^{2 \min(\alpha,d)} |\log_b z| (b^{2 \min(\alpha,d)} + 1) - 1))}{b^{\alpha} (b^{2 \min(\alpha,d)} - 1)}, \]

where we set \( b^{2 \min(\alpha,d)} |\log_b 0| = 0 \). In particular, for product weights \( y_v = \prod_{j \in v} y_j \), we have
following, we choose an irreducible polynomial $p$ of lattice rules. The same approach can be applied to polynomial lattice rules. In the following we introduce the CBC algorithm.

For a prime base $b$, a dimension $s$, an interlacing factor $d$ and integer $m \geq 1$, we have

$$B_{\alpha, d, \gamma}(q, p) = -1 + \frac{1}{b^m} \sum_{n=0}^{b^m-1} \prod_{j=1}^{s} \left[ 1 - \gamma_j D_{\alpha, d} \right]$$

Thus $B_{\alpha, d, \gamma}(q, p)$ can be used as a quality criterion for searching for good generating vectors. In the following we introduce the CBC algorithm.

The CBC construction algorithm was first introduced by Korobov [18] and independently reinvented later by Sloan and Reztsov [38], to construct a generating vector of lattice rules. The same approach can be applied to polynomial lattice rules. In the following, we choose an irreducible polynomial $p$ such that $\deg(p) = m$ and restrict $q_j$, $1 \leq j \leq ds$, to nonzero polynomials over $\mathbb{F}_b$ such that its degree is less than $m$. Without loss of generality we can set $q_1 = 1$. We denote by $R_{b, m}$ the set of all nonzero polynomials over $\mathbb{F}_b$ with degree less than $m$, i.e.,

$$R_{b, m} = \{ q \in \mathbb{F}_b[x] : \deg(q) < m \text{ and } q \neq 0 \}.$$

We note that $|R_{b, m}| = b^m - 1$. Further, we write $q_{\tau} = (q_1, \ldots, q_{\tau})$ for $1 \leq \tau \leq ds$.

The idea is now to search for the polynomials $q_j \in R_{b, m}$ component-by-component. To do so, we need to define $B_{\alpha, d, \gamma}(q_{\tau}, p)$ for arbitrary $1 \leq \tau \leq ds$. This is done in the following way. Let $1 \leq \tau \leq ds$ and $\beta = \lceil \tau/d \rceil$.

$$B_{\alpha, d, \gamma}(q_{\tau}, p) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq v \subseteq \{1: \beta-1\}} \gamma_v D_{\alpha, d} \prod_{j \in v} \left[ -1 + \prod_{k=1}^{d} \left( 1 + \phi_{\alpha, d}(z_n(j-1)d+k) \right) \right]$$

$$+ \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\beta \leq v \subseteq \{1: \beta\}} \gamma_v D_{\alpha, d} \prod_{j \in v \setminus \{\beta\}} \left[ -1 + \prod_{k=1}^{d} \left( 1 + \phi_{\alpha, d}(z_n(j-1)d+k) \right) \right]$$

$$\times \left[ -1 + \prod_{k=1}^{\tau - (\beta-1)d} \left( 1 + \phi_{\alpha, d}(z_n(\beta-1)d+k) \right) \right].$$

For product weights we have

$$B_{\alpha, d, \gamma}(q_{\tau}, p) = -1 + \frac{1}{b^m} \sum_{n=0}^{b^m-1} \prod_{j=1}^{\beta-1} \left[ 1 - \gamma_j D_{\alpha, d} \right] + \gamma_j D_{\alpha, d} \prod_{k=1}^{d} \left( 1 + \phi_{\alpha, d}(z_n(j-1)d+k) \right)$$

$$\times \left[ -1 + \gamma_\beta D_{\alpha, d} + \gamma_\beta D_{\alpha, d} \prod_{k=1}^{\tau - (\beta-1)d} \left( 1 + \phi_{\alpha, d}(z_n(\beta-1)d+k) \right) \right].$$

The CBC construction intended for this study proceeds as follows.

**Algorithm 1** For a prime base $b$, a dimension $s$, an interlacing factor $d$ and integer $m \geq 1$ and weights $\gamma = (\gamma_u)_{u \in \{1:s\}}$:

$$\mathbb{F}_b[x] \ni q_{\tau} = \sum_{u=1}^{s} \gamma_u q_u \in R_{b, m}.$$
1. Choose an irreducible polynomial \( p \in \mathbb{F}_b[x] \) with \( \deg(p) = m \).

2. Set \( q_1 = 1 \).

3. For \( \tau = 2, \ldots, ds \), find \( q_\tau \) by minimizing \( B_{\alpha,d,\gamma}(q_{\tau-1}, \tilde{q}_\tau, p) \) as a function of \( \tilde{q}_\tau \in \mathbb{R}_{b,m} \).

In Sect. 4.2 we show that one can also use the fast CBC algorithm of [32,33] to find good generating vectors.

Next we show that the generating vector found by Algorithm 1 satisfies the bound in the following theorem.

**Theorem 1** Let \( b \) be a prime and \( p \in \mathbb{F}_b[x] \) be irreducible with \( \deg(p) = m \). Suppose that \( q = (q_1, \ldots, q_{ds}) \) is constructed using Algorithm 1. Then, for all \( \tau = 1, \ldots, ds \) we have

\[
B_{\alpha,d,\gamma}(q_\tau, p) \leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[ \sum_{\emptyset \neq u \subseteq \{1:j_0-1\}} \gamma_u^\lambda C_{\alpha,d,\lambda,d}^{[|u|]} + C_{\alpha,d,\lambda,d_0} \sum_{u \subseteq \{1:j_0-1\}} \gamma_u^\lambda \sum_{\lambda \subseteq \{1:j_0\}} C_{\alpha,d,\lambda,d}^{[|\lambda|]} \right]^{1/\lambda},
\]

for all \( 1/(2 \min(\alpha, d) + 1) < \lambda \leq 1 \), where \( \tau = (j_0 - 1)d + d_0 \) such that \( j_0, d_0 \in \mathbb{N} \) and \( 0 < d_0 \leq d \),

\[
C_{\alpha,d,\lambda,a} = D_{\alpha,d}^\lambda \left( -1 + (1 + \tilde{C}_{\alpha,d,\lambda})^a \right),
\]

and

\[
\tilde{C}_{\alpha,d,\lambda} = \max \left\{ \left( \frac{(b - 1)^2}{b^a(b^{2 \min(\alpha, d)} - 1)} \right)^\lambda, \frac{(b - 1)^{1+\lambda}}{b^\lambda(\alpha-1)(b^{2 \min(\alpha, d)+1}\lambda - b)} \right\}.
\]

The proof of this result is presented in Sect. 4.1.

By choosing the interlacing factor \( d \geq \alpha \), Theorem 1 implies a convergence rate of the variance \( \text{Var}[(\hat{I}(f)) \] of order \( N^{-2\alpha-1+\delta} \), for any \( \delta > 0 \). This rate of convergence is essentially best possible as explained in [10] (which follows by relating \( V_{\alpha,\gamma} \) to a Sobolev norm and then using [29, Section 2.2.9, Proposition 1(ii)].)

We discuss now the randomized QMC tractability properties of our constructed interlaced scrambled polynomial lattice rules. In the concept of tractability of multivariate problems, we study the dependence of \( B_{\alpha,d,\gamma}(q, p) \) on the dimension \( s \) and the number of points \( N = b^m \). Especially we are interested in the case when \( B_{\alpha,d,\gamma}(q, p) \) does not depend on \( s \) and the case when \( B_{\alpha,d,\gamma}(q, p) \) depends polynomially on \( s \). We restrict ourselves to randomized QMC rules \( Q_{N,s} \) and set

\[
N(\varepsilon, s) = \min\{N \in \mathbb{N} : \sqrt{\mathbb{E}[(I(f) - Q_{N,s}(f))^2]} < \varepsilon \text{ for all } f \text{ with } V_{\alpha,\gamma}(f) \leq 1 \}.
\]
Then randomized QMC polynomial tractability means that for all $\varepsilon > 0$ and $s \in \mathbb{N}$ we have

$$N(\varepsilon, s) \leq C \varepsilon^{-p} s^q$$

for some $p, q > 0$ and randomized QMC strong polynomial tractability means that the above bound holds for $q = 0$. In the following we show randomized QMC strong polynomial tractability and randomized QMC polynomial tractability under certain conditions on the weights by showing that the bound $B_{\alpha, d, \gamma}$ is bounded independently of the dimension or depends at most polynomially on the dimension. A comprehensive introduction to tractability studies can be found in [30,31].

For $p$ and $q$ constructed according to Algorithm 1, we have from Theorem 1 for $\tau = ds$

$$B_{\alpha, d, \gamma}(q, p) \leq \frac{1}{(N - 1)^{1/\lambda}} \left[ \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_u^\lambda C_{\alpha, d, \lambda, d}^{[u]} \right]^{1/\lambda},$$

for all $1/(2 \min(\alpha, d) + 1) < \lambda \leq 1$. In case of product weights $\gamma_u = \prod_{j \in u} \gamma_j$, we have

$$B_{\alpha, d, \gamma}(q, p) \leq \frac{1}{(N - 1)^{1/\lambda}} \left[ \sum_{\emptyset \neq u \subseteq \{1:s\}} \prod_{j \in u} \gamma_j^\lambda C_{\alpha, d, \lambda, d} \right]^{1/\lambda}$$

$$= \frac{1}{(N - 1)^{1/\lambda}} \left[ -1 + \prod_{j=1}^{s} \left( 1 + \gamma_j^\lambda C_{\alpha, d, \lambda, d} \right) \right]^{1/\lambda}.$$

Since the term in the bracket of these bounds is independent of the number of points, $B_{\alpha, d, \gamma}(q, p)$ depends polynomially on the number of points with its degree $-(2 \min(\alpha, d) + 1) < -1/\lambda \leq -1$. We then have the following corollary of Theorem 1.

**Corollary 1** Let $b$ be a prime base, $p \in \mathbb{F}_b[x]$ be irreducible with $\deg(p) = m$. Suppose that $q$ is constructed according to Algorithm 1. Then we have the following:

1. For general weights, assume that

$$\lim_{s \to \infty} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_u^\lambda C_{\alpha, d, \lambda, d}^{[u]} < \infty,$$

for some $1/(2 \min(\alpha, d) + 1) < \lambda \leq 1$. Then $B_{\alpha, d, \gamma}(q, p)$ is bounded independently of the dimension.

2. For general weights, assume that

$$\limsup_{s \to \infty} \left[ \frac{1}{s^q} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_u^\lambda C_{\alpha, d, \lambda, d}^{[u]} \right] < \infty,$$
for some $1/(2 \min(\alpha, d) + 1) < \lambda \leq 1$ and $q > 0$. Then the bound of $B_{\alpha,d,\gamma}(q, p)$ depends polynomially on the dimension with its degree $q/\lambda$.

3. For product weights $\gamma_u = \prod_{j \in u} \gamma_j$, assume that

$$\sum_{j=1}^{\infty} \gamma_j^\lambda < \infty,$$

for some $1/(2 \min(\alpha, d) + 1) < \lambda \leq 1$. Then $B_{\alpha,d,\gamma}(q, p)$ is bounded independently of the dimension.

4. For product weights $\gamma_u = \prod_{j \in u} \gamma_j$, assume that

$$A := \limsup_{s \to \infty} \frac{\sum_{j=1}^{s} \gamma_j}{\log s} < \infty.$$

Then the bound of $B_{\alpha,d,\gamma}(q, p)$ depends polynomially on the dimension with its degree $C_{\alpha,d,1,d}(A + \eta)$ for any $\eta > 0$.

**Proof** It is straightforward to show the results for general weights as in the proof of [15, Theorem 3] and the results for product weights by following the similar lines as the proof of [11, Corollary 4.5].

Further implications for tractability in the infinite dimensional setting of the results in this paper are discussed in more detail in [10], where in some cases optimal tractability results for so-called changing dimension algorithms were obtained.

### 3 Variance of the Estimator

To analyze the variance of the estimator we use Walsh functions, which we introduce in the next subsection.

#### 3.1 Walsh Functions

Walsh functions were first introduced in [41] for the case of base 2 and were generalized later, see for instance [5]. We first give the definition for the one-dimensional case.

**Definition 4** Let $b \geq 2$ be an integer and $\omega_b = e^{2\pi i/b}$. We represent $k \in \mathbb{N}_0$ in base $b$, $k = k_0 + k_1 b + \cdots + k_{a-1} b^{a-1}$ with $k_z \in \{0, 1, \ldots, b-1\}$. Then, the $k$-th $b$-adic Walsh function $b\text{wal}_k : [0, 1) \to \{1, \omega_b, \ldots, \omega_b^{b-1}\}$ is defined as

$$b\text{wal}_k(x) = \omega_b^{x_1 k_0 + \cdots + x_{a-1} k_{a-1}},$$

for $x \in [0, 1)$ with $b$-adic expansion $x = x_1 b^{-1} + x_2 b^{-2} + \cdots$, unique in the sense that infinitely many of the $x_z$ are different from $b-1$.

This definition can be generalized to higher dimensions.
Definition 5 For dimension $s \geq 2$, let $x = (x_1, \ldots, x_s) \in [0, 1)^s$ and $k = (k_1, \ldots, k_s) \in \mathbb{N}_0^s$. We define $b\text{wal}_k : [0, 1)^s \to \{1, \omega_b, \ldots, \omega_b^{b-1}\}$ by

$$b\text{wal}_k(x) = \prod_{j=1}^s b\text{wal}_{k_j}(x_j).$$

Since we will always use Walsh functions in a fixed base $b$ in the rest of this paper, we omit the subscript and simply write $\text{wal}_k$ or $\text{wal}_k$.

The following important lemma relates the dual polynomial lattice to numerical integration of Walsh functions.

Lemma 1 Let $\{x_0, \ldots, x_{b^m-1}\}$ be a polynomial lattice point set with modulus $p \in \mathbb{F}_b[x]$, $\deg(p) = m$, and generating vector $q \in (\mathbb{F}_b[x])^s$ and let $D^\perp$ be its dual polynomial lattice. Then we have

$$\frac{1}{b^m} \sum_{n=0}^{b^m-1} \text{wal}_k(x_n) = \begin{cases} 1 & \text{if } k \in D^\perp, \\ 0 & \text{otherwise}. \end{cases}$$

Proof This follows immediately from Definition 2, [14, Lemma 10.6] and [14, Lemma 4.75].

\[\Box\]

3.2 Variance Estimates

We consider the following Walsh series expansion for $f \in L_2([0, 1)^s)$

$$f(x) \sim \sum_{k \in \mathbb{N}_0^s} \hat{f}(k) \text{wal}_k(x),$$

where the Walsh coefficients $\hat{f}(k)$ are given by

$$\hat{f}(k) = \int_{[0,1)^s} f(x) \text{wal}_k(x) \, dx.$$

The following notation is needed for deriving the lemma below. Let $l = (l_1, \ldots, l_s) \in \mathbb{N}_0^{ds}$ where $l_j = (l_{(j-1)d+1}, \ldots, l_{jd})$ and

$$B_{d,l,s} = \{(k_1, \ldots, k_{ds}) \in \mathbb{N}_0^{ds} : \lfloor b^{l_j-1} \rfloor \leq k_j < b^{l_j} \text{ for } 1 \leq j \leq ds\}. \quad (3)$$

In an analogous manner to $\mathcal{D}_d$, we define a digital interlacing function $\mathcal{E}_d$ for non-negative integers. For $k_1, \ldots, k_{ds} \in \mathbb{N}_0$, we represent the $b$-adic expansion of $k_j$ by $k_j = \kappa_{j,0} + \kappa_{j,0}b + \cdots$ for $1 \leq j \leq ds$, where $\kappa_{j,u} \in \mathbb{F}_b$ (and where $\kappa_{j,u} = 0$ for all $u$ large enough). Then, $\mathcal{E}_d$ denotes the following mapping from $(k_1, \ldots, k_{ds}) \in \mathbb{N}_0^{ds}$ to $(k'_1, \ldots, k'_{ds}) \in \mathbb{N}_0^s$, where

$$\mathcal{E}_d : \mathbb{N}_0^{ds} \to \mathbb{N}_0^s.$$
\[ k'_j = \sum_{a=0}^{\infty} \sum_{r=1}^d k(j-1)d+r,a b^{r-1+ad}, \]

for \(1 \leq j \leq s\). Then we define the following sum of the Walsh coefficients of \(f\) over \(k \in B_{d,l,s}\),

\[ \sigma^2_{d,l,s}(f) = \sum_{k \in B_{d,l,s}} |\hat{f}(E_d(k))|^2, \]

and we introduce

\[ \Gamma_{l,d}(q, p) = \frac{1}{b^{2m}} \sum_{b^m-1}^{b^m-1} \prod_{j=1}^{ds} \mathbb{E}\left[ \text{wal}_{kj}(\prod_j(z_{n,j}) \ominus \prod_j(z_{n',j})) \right], \]

where \(k = (k_1, k_2, \ldots, k_{ds}) \in B_{d,l,s}\) is an arbitrary element and the operator \(\ominus\) denotes the digitwise subtraction modulo \(b\), that is, for \(x, y \in [0, 1)\) with \(b\)-adic expansions \(x = \sum_{i=1}^{\infty} x_i b^{-i}\) and \(y = \sum_{i=1}^{\infty} y_i b^{-i}\), \(\ominus\) is defined as

\[ x \ominus y = \sum_{i=1}^{\infty} \frac{z_i}{b^i}, \]

where \(z_i = x_i - y_i \pmod{b}\). We note that \(\Gamma_{l,d}(q, p)\) is independent of the choice of \(k \in B_{d,l,s}\) and depends only on the point set \([z_0, \ldots, z_{b^m-1}]\), see [9]. According to [9, Lemma 7], we have

\[ \operatorname{Var}[\hat{I}(f)] = \sum_{l \in [d^l \setminus \{0\}]^s} \sigma^2_{d,l,s}(f) \Gamma_{l,d}(q, p). \] (4)

By applying the property of polynomial lattice rules to this expression of \(\operatorname{Var}[\hat{I}(f)]\), we obtain the following lemma.

**Lemma 2** Let \(d \in \mathbb{N}\) and \(f \in L_2([0, 1]^s)\). Let the estimator \(\hat{I}\) be given by

\[ \hat{I}(f) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} f(y_n), \]

where \([y_0, \ldots, y_{b^m-1}]\) is an interlaced scrambled polynomial lattice point set with generating vector \(q\) and modulus \(p\). Then, we have

\[ \operatorname{Var}[\hat{I}(f)] = \sum_{\emptyset \neq u \subseteq \{1:ds\}} \frac{b^{|u|}}{(b-1)^{|u|}} \sum_{I_a \in [b^{|u|}]} \sigma^2_{d,(I_a,0),s}(f) \frac{1}{b^{|I_a|}} \sum_{k \in B_{d,(I_a,0),s} \cap D_+} 1, \] (5)
where \(|I_u|_1 = \sum_{j \in u} l_j\) and \(D^\perp\) is the dual polynomial lattice for the polynomial lattice point set with generating vector \(q\) and modulus \(p\).

**Proof** This follows immediately from [14, Corollary 13.7].

### 3.3 A Bound on the Walsh Coefficients

Below we define a variation \(V_{\alpha}^{(s)}(f)\) of order \(\alpha \geq 1\) for functions \(f : [0, 1]^s \rightarrow \mathbb{R}\). See [9, pp. 1386, 1387] for a derivation of this definition. In particular, in [9] it is shown that if the partial derivatives \(\frac{\partial^{\alpha_1 + \ldots + \alpha_s} f}{\partial x_1^{\alpha_1} \ldots \partial x_s^{\alpha_s}}\) are continuous for a given \(\alpha = (\alpha_1, \ldots, \alpha_s) \in \{1 : \alpha\}^s\), then

\[
V_{\alpha}^{(s)}(f) = \left(\int_{[0,1]^s} \left| \frac{\partial^{\alpha_1 + \ldots + \alpha_s} f}{\partial x_1^{\alpha_1} \ldots \partial x_s^{\alpha_s}} \right|^2 \, dx \right)^{1/2}.
\]

To define the variation \(V_{\alpha}^{(s)}\), let \(J = \prod_{j=1}^{\alpha_s} [a_j b^{-l_j}, (a_j + 1)b^{-l_j}]\), where \(0 \leq a_j < b^{l_j}\) and \(l_j \in \mathbb{N}\) for \(1 \leq j \leq \alpha s\). The set \(D_{\alpha}(J) = \{D_{\alpha}(x) : x \in J\}\) is the product of a union of intervals except for a countable number of points (see [9]). Let \(\alpha \in \{1 : \alpha\}^s\).

For \(t \in [0, 1]^s\) and \(x_1, \ldots, x_s \in (-1, 1)^s\) we define the difference operator

\[
\Delta_{\alpha}(t; x_1, \ldots, x_s) f = \sum_{v_1 \subseteq \{1 : \alpha_1\}} \ldots \sum_{v_s \subseteq \{1 : \alpha_s\}} (-1)^{|v_1| + \ldots + |v_s|} \times f \left(t + \sum_{i_1 \in v_1} x_1, i_1, \ldots, t + \sum_{i_s \in v_s} x_s, i_s\right).
\]

Then we define the generalized Vitali variation

\[
V_{\alpha}^{(s)}(f) = \sup_{\mathcal{P}} \left(\sum_{J \in \mathcal{P}} \text{Vol}(D_{\alpha}(J)) \sup \left| \frac{\Delta_{\alpha}(t; x_1, \ldots, x_s) f}{\prod_{j=1}^{\alpha_s} \prod_{r=1}^{x_j} x_{j,r}} \right|^2 \right)^{1/2},
\]

where the first supremum \(\sup_{\mathcal{P}}\) is over all partitions of \([0, 1)^{\alpha_s}\) into subcubes of the form \(J = \prod_{j=1}^{\alpha_s} [a_j b^{-l_j}, (a_j + 1)b^{-l_j}]\) with \(0 \leq a_j < b^{l_j}\) and \(l_j \in \mathbb{N}\) for \(1 \leq j \leq \alpha s\), and the second supremum is taken over all \(t \in D_{\alpha}(J)\) and \(x_j = (x_{j,1}, \ldots, x_{j,\alpha_j})\) with \(x_{j,r} = \tau_{j,r} b^{-\alpha_j(l_j-1)-r}\) where \(\tau_{j,r} \in \{1-b, \ldots, b-1\} \setminus \{0\}\) for \(1 \leq r \leq \alpha_j\) and \(1 \leq j \leq s\) and such that for all points at which \(f\) is evaluated in \(\Delta_{\alpha}(t; x_1, \ldots, x_s)\) are in \(D_{\alpha}(\prod_{j=1}^{\alpha_s} [b^{-l_j+1} [a_j/b], b^{-l_j+1} [a_j/b] + 1])\).

For \(\emptyset \neq u \subseteq \{1 : s\}\) let \(|u|\) denote the number of elements in \(u\) and let \(V_{\alpha}^{(|u|)}(f_u; u)\) denote the generalized Vitali variation with coefficient \(\alpha \in \{1 : \alpha\}^{|u|}\) of the \(|u|\)-dimensional function

\[
f_u(x_u) = \int_{[0,1]^{s-|u|}} f(x) \, dx_{\{1:s\} \setminus u}.
\]
For $u = \emptyset$ we set $f_\emptyset = \int_{[0,1]^s} f(x) \, dx$ and we define $V_{\alpha}^{(0)}(f_\emptyset; \emptyset) = |f_\emptyset|$. Now we define the generalized weighted Hardy and Krause variation of $f$ of order $\alpha$ by (cf. [9, p. 1387])

$$V_{\alpha,y}(f) = \left( \sum_{\nu \leq |s|} \gamma_{\nu}^{-1} \sum_{\nu \in |1:nu|} (V_{\alpha}^{(|\nu|)}(f_u; u))^2 \right)^{1/2},$$

where $(\gamma_{\nu})_{u \in U}$ is a sequence of nonnegative real numbers and $U = \{u \subset \mathbb{N} : |u| < \infty\}$.

Let $f : [0, 1]^s \to \mathbb{R}$ and let

$$f(x) = \sum_{u \subseteq \{1:s\}} g_u(x_u)$$

denote the ANOVA decomposition of $f$, that is, $g_\emptyset = \int_{[0,1]^s} f(x) \, dx$ and

$$g_u(x_u) = f_u - \sum_{v \subset u} g_v,$$

where $v \subset u$ means that $v$ is a proper subset of $u$. We have $\int_0^1 g_u(x_u) \, dx_j = 0$ for $j \in u$ and $\frac{\partial g_u}{\partial x_j} = 0$ for $j \notin u$. Then we have

$$V_{\alpha,y}(g_u) = \gamma_{\nu}^{-1/2} V_{\alpha}^{(|\nu|)}(g_u; u).$$

Let $l = (l_1, \ldots, l_d) \in \mathbb{N}^d_0$ and let $u = \{i \in \{1 : ds\} : l_i > 0\}$. Then we denote $l$ by $(l_u, 0)$. Let $v(u) \subseteq \{1 : s\}$ denote the set of $1 \leq i \leq s$ such that $u \cap \{(i-1)d + 1 : id\} \neq \emptyset$. Then

$$\sigma_{d,(l_u,0),s}(g_v) = 0 \text{ if } v \neq v(u).$$

Thus we have

$$\sigma_{d,(l_u,0),s}(f) = \sigma_{d,(l_u,0),s}(g_{v(u)}).$$

Using [9, Lemma 9], we therefore obtain

$$\sigma_{d,(l_u,0),s}(f) = \sigma_{d,(l_u,0),s}(g_{v(u)}) \leq 2^{v(u)} \max(d-\alpha,0)\beta(l_u, 0) \sqrt{\gamma_{v(u)} V_{\alpha,y}(f)},$$

where the definition of $\beta(l_v, 0)$ is given as follows. Let $u_i = u \cap \{(i-1)d + 1 : id\}$ and $\alpha_i = \min(\alpha, |u_i|)$ for $i \in v(u)$. Let $\beta'_j = (b - 1)b^{j-1}(l_i - 1)d$ for $j \in u_i$ and $1 \leq i \leq s$. Let $\beta_{i,1} < \beta_{i,2} < \cdots < \beta_{i,|u_i|}$ for $i \in v(u)$ be such that $\{\beta_{i,1}, \ldots, \beta_{i,|u_i|}\} = \{\beta'_j : j \in u_i\}$, that is, $\{\beta_{i,j} : 1 \leq j \leq |u_i|\}$ is just a reordering of the elements of the set $\{\beta'_j : j \in u_i\}$. We define $\beta(l_u, 0)$ as

$$\beta(l_u, 0).$$
In the following lemma we provide a bound on the coefficients $\beta(l_u, 0)$.

**Lemma 3** Let $\alpha, d, s \in \mathbb{N}$. For any $\emptyset \neq u \subseteq \{1 : s\}$ and $(l_u, 0) \in \mathbb{N}_0^{ds}$ such that $l_j > 0$ for $j \in u$, let $\beta(l_u, 0)$ be given as above. Then we have

$$
\beta(l_u, 0) \leq b^{(2d-1)|v(u)|/2} \prod_{j \in u} (b - 1)b^{-\min(\alpha, d)l_j - \alpha/2}.
$$

**Proof** First, we consider the case $d \leq \alpha$. Since $|u_i| \leq d \leq \alpha$ in this case, we always have $\alpha_i = |u_i|$. Thus, from the definition of $\beta(l_u, 0)$, we have

$$
\beta(l_u, 0) = \prod_{i \in v(u)} \prod_{j \in u_i} (b - 1)b^{-j + (i-1)d - (l_j - 1)d}.
$$

$$
= \prod_{i \in v(u)} \left( \prod_{j \in u_i} (b - 1)b^{-dl_j} \right) \left( \prod_{h=1}^{\alpha_i} b^{-d-h} \right)
$$

$$
= \prod_{i \in v(u)} b^{d|u_i| - |u_i||u_i|+1/2} \prod_{j \in u_i} (b - 1)b^{-dl_j}
$$

$$
\leq \prod_{i \in v(u)} b^{d\alpha_i - \alpha_i|u_i|+1/2} \prod_{j \in u_i} (b - 1)b^{-dl_j}
$$

$$
= b^{(2d-1)|v(u)|/2} \prod_{j \in u} (b - 1)b^{-dl_j - \alpha/2}.
$$

Next, we consider the case $d > \alpha$. Since $0 < \beta_{i,1} < \beta_{i,2} < \cdots < \beta_{i,|u_i|}$ for every $i \in v(u)$, it holds that

$$
\prod_{j=1}^{\alpha_i} \beta_{i,j} \leq \left( \prod_{j=1}^{\alpha_i} \beta_{i,j} \right)^{\alpha_i/|u_i|} = \prod_{j=1}^{\alpha_i/|u_i|} \beta_{i,j}^{\alpha_i/|u_i|}.
$$

Thus we have

$$
\beta(l_u, 0) \leq \prod_{i \in v(u)} \prod_{j \in u_i} \beta_{i,j}^{\alpha_i/|u_i|}
$$

$$
\leq \prod_{i \in v(u)} \prod_{j \in u_i} (b - 1)^{\alpha_i/|u_i|}b^{-d\alpha_i l_j / |u_i|} \prod_{h=1}^{\alpha_i} b^{(d-h)\alpha_i/|u_i|}
$$

$$
= \prod_{i \in v(u)} b^{d\alpha_i - \alpha_i(|u_i|+1)/2} \prod_{j \in u_i} (b - 1)^{\alpha_i/|u_i|}b^{-d\alpha_i l_j / |u_i|}.
$$
Since \( \alpha_i = \min(\alpha, |u_i|) \), we have \( \alpha_i/|u_i| \leq 1 \) and \( d\alpha_i/|u_i| \geq \alpha \). The latter inequality is obtained as follows: If \( \alpha < |u_i| \leq d \), then \( \alpha_i = \alpha \) and \( d\alpha_i/|u_i| = d\alpha/|u_i| \geq \alpha \). Otherwise if \( |u_i| \leq \alpha < d \), then \( \alpha_i = |u_i| \) and \( d\alpha_i/|u_i| = d\alpha > \alpha \).

Applying the inequalities \( \alpha_i/|u_i| \leq 1 \) and \( d\alpha_i/|u_i| \geq \alpha \) to (7), we have

\[
\beta(l_u, 0) \leq \prod_{i \in v(u)} b^{d\alpha - \alpha(|u_i| + 1)/2} \prod_{j \in u} (b - 1)b^{-\alpha l_j} = b^{(2d - 1)\alpha |v(u)|/2} \prod_{j \in u} (b - 1)b^{-\alpha l_j - \alpha/2}.
\]

Combining (6) and (8), the result follows.

3.4 A Bound on the Variance

Using Lemma 2 and the bound on the Walsh coefficients given in the previous subsection, we can now prove a bound on the variance of the estimator. We can then use this bound to introduce a quality criterion for the construction of interlaced scrambled polynomial lattice rules.

Let us define

\[
r_{\alpha,d}(k) := \begin{cases} 1 & \text{if } k = 0, \\ (b - 1)b^{-(2 \min(\alpha,d) + 1)\mu(k) - \alpha + 1} & \text{otherwise,} \end{cases}
\]

where we introduce the weight \( \mu(k) := a \) for \( k = \kappa_0 + \kappa_1 b + \cdots + \kappa_{a-1} b^{a-1} \) such that \( \kappa_{a-1} \neq 0 \). For \( k = (k_1, \ldots, k_{ds}) \in \mathbb{N}_{ds} \), let \( r_{\alpha,d}(k) = \prod_{j=1}^{ds} r_{\alpha,d}(k_j) \). The following corollary gives a bound on the variance of the estimator.

**Corollary 2** Let \( \alpha, d \in \mathbb{N} \). Let \( f : [0, 1]^s \to \mathbb{R} \) satisfy \( V_{\alpha,\gamma}(f) < \infty \). Let the estimator \( \hat{I} \) be given by

\[
\hat{I}(f) = b^m \sum_{n=0}^{b^m-1} f(y_n),
\]

where \( \{y_0, \ldots, y_{b^m-1}\} \) is an interlaced scrambled polynomial lattice point set of order \( d \geq 1 \) with generating vector \( q \in (\mathbb{F}_b[x])^{ds} \) and modulus \( p \). Then we have

\[
\text{Var}[\hat{I}(f)] \leq V_{\alpha,\gamma}^2(f) \sum_{\emptyset \neq u \subseteq \{1 : ds\}} \gamma_{v(u)} D_{\alpha,d}^{\gamma(v(u))} \sum_{k_u \in \mathbb{N}[u]} r_{\alpha,d}(k_u, 0),
\]

where \( D^\perp \) is a dual polynomial lattice of the polynomial lattice rule with generating vector \( q \) and modulus \( p \) as in Definition 2, \( v(u) \subseteq \{1 : s\} \) is the set of all \( i \in \{1 : s\} \) such that \( u \cap \{(i-1)d + 1 : id\} \neq \emptyset \), and \( D_{\alpha,d} := 4^{\max(d-\alpha,0)} b^{(2d-1)\alpha} \).
Lemma 3, we have

\[
\sigma_{d_z, (I, 0), s}^2(f) \leq V_{\alpha, \gamma}(f) V(\alpha, u) D_{\alpha, d}^{(u)} \prod_{j \in u} (b - 1)^{2b - 2 \min(\alpha, d) l_j - \alpha}
\]

\[
= V_{\alpha, \gamma}(f) V(\alpha, u) D_{\alpha, d}^{(u)} \left( b - 1 \right)^{2 |u|} \frac{b^{2 \min(\alpha, d) l_u + 1 + \alpha |u|}}{2 \min(\alpha, d) l_u |u|}.
\]

We note that it holds that \( \mu(k_j) = l_j \) for all \((k_u, 0) \in B_{d_z, (I, 0), s} \). Inserting the above inequality into (5), we have

\[
\text{Var}(I) \leq V_{\alpha, \gamma}(f) \sum_{\emptyset \neq u \subseteq [1 : ds]} V(\alpha, u) D_{\alpha, d}^{(u)} \sum_{l_u \in [n |u|]} \left( b - 1 \right)^{|u|} \sum_{k \in B_{d_z, (I, 0), s} \cap D^\perp} 1
\]

\[
= V_{\alpha, \gamma}(f) \sum_{\emptyset \neq u \subseteq [1 : ds]} V(\alpha, u) D_{\alpha, d}^{(u)} \sum_{k_u \in [n |u|]} \sum_{(k_u, 0) \in D^\perp} r_{\alpha, d}(k_u, 0).
\]

We denote the double sum in Corollary 2 by

\[
B_{\alpha, d_z, \gamma}(q, p) := \sum_{\emptyset \neq u \subseteq [1 : ds]} V(\alpha, u) D_{\alpha, d}^{(u)} \sum_{k_u \in [n |u|]} \sum_{(k_u, 0) \in D^\perp} r_{\alpha, d}(k_u, 0).
\]

This value depends on the smoothness \( \alpha \), the weights \((\gamma_d) \in [1 : s]\), both of which come from the function space, the interlacing factor \( d \) and the polynomial lattice rule with \( d s \) components. We note that it is independent of a particular function \( f \). Thus, it is possible to use \( B_{\alpha, d_z, \gamma}(q, p) \) as a quality criterion for the construction of interlaced scrambled polynomial lattice rules. The following lemma gives a more computable form of \( B_{\alpha, d_z, \gamma}(q, p) \).

Lemma 4 For \( z \in [0, 1) \), let

\[
\phi_{\alpha, d}(z) := \frac{(b - 1) (b - 1 - b^{2 \min(\alpha, d) |z|} (b^{2 \min(\alpha, d) + 1} - 1))}{b^{\alpha} (b^{2 \min(\alpha, d)} - 1)},
\]

where we set \( b^{2 \min(\alpha, d) |\log_b 0|} = 0 \). Let \( B_{\alpha, d_z, \gamma}(q, p) \) be given by (9). Then, we have

\[
B_{\alpha, d_z, \gamma}(q, p) = \frac{1}{b^m} \sum_{n=0}^{b^m - 1} \sum_{\emptyset \neq u \subseteq [1 : s]} \gamma_u D_{\alpha, d}^{(u)} \prod_{j \in u} \left[ -1 + \sum_{k=1}^{d} (1 + \phi_{\alpha, d}(z_n (j - 1) d + k)) \right].
\]
In particular, for product weights $\gamma_v = \prod_{j \in v} \gamma_j$, we have

$$B_{\alpha,d,\gamma}(q, p) = -1 + \frac{1}{b^m} \sum_{n=0}^{b^m-1} \prod_{j=1}^{s} \left[ 1 - \gamma_j D_{\alpha,d} \right] + \gamma_j D_{\alpha,d} \prod_{k=1}^{d} (1 + \phi_{\alpha,d}(z_n,(j-1)d+k)) \right].$$

Proof Using Lemma 1, we can rewrite (9) as follows

$$B_{\alpha,d,\gamma}(q, p) = \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_v(u) D_{\alpha,d}^{[v(u)]} \sum_{k_u \in \mathbb{N}^{|u|}} r_{\alpha,d}(k_u, 0) \frac{1}{b^m} \sum_{n=0}^{b^m-1} \text{wal}(k_u, 0)(z_n)$$

$$= \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_v(u) D_{\alpha,d}^{[v(u)]} \sum_{k_u \in \mathbb{N}^{|u|}} r_{\alpha,d}(k_u, 0) \text{wal}(k_u, 0)(z_n)$$

$$= \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq u \subseteq \{1:s\}} \gamma_v(u) D_{\alpha,d}^{[v(u)]} \prod_{j \in u} \left[ \sum_{k_j=1}^{\infty} r_{\alpha,d}(k_j) \text{wal}_j(z_{n,j}) \right].$$

Following along similar lines as in the proof of [1, Theorem 7.3], we have for $z \in [0, 1)$

$$\sum_{k=1}^{\infty} r_{\alpha,d}(k) \text{wal}_k(z) = (b - 1)b^{-\alpha+1} \sum_{l=1}^{b(2\min\alpha,d)+1} \frac{1}{b^{2\min\alpha,d-1}} \sum_{k=b^l-1} \text{wal}_k(z)$$

$$= (b - 1)b^{-\alpha+1} \frac{b^l-1}{b^l} \frac{b^l-1 - b^{2\min\alpha,d}[\log_b z]}{b^{2\min\alpha,d-1}} \left( b^{2\min\alpha,d} - 1 \right)$$

$$= \phi_{\alpha,d}(z).$$

Thus, the bracket in (10) reduces to $\phi_{\alpha,d}(z_{n,j})$. We further rearrange (10). For a given $\emptyset \neq w \subseteq \{1:s\}$ we now consider sets $\emptyset \neq u \subseteq \{1:s\}$ such that $v(u) = w$. Then $u$ has to contain at least one element from $(j-1)d + 1 : jd$ for any $j \in w$. We therefore obtain

$$B_{\alpha,d,\gamma}(q, p) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq w \subseteq \{1:s\}} \gamma_w D_{\alpha,d}^{[w]} \prod_{j \in w} \left[ -1 + \prod_{k=1}^{d} (1 + \phi_{\alpha,d}(z_n,(j-1)d+k)) \right].$$

In case of the product weights $\gamma_v = \prod_{j \in v} \gamma_j$, the last expression can be further simplified into
\[
B_{\alpha,d,\gamma}(q, p) = \frac{1}{b^m} \sum_{n=0}^{b^m-1} \sum_{\emptyset \neq w \subseteq \{1, \ldots, s\}} \prod_{j \in w} \gamma_j D_{\alpha,d} \left[-1 + \prod_{k=1}^{d} \left(1 + \phi_{\alpha,d}(z_n,(j-1)d+k)\right)\right]
\]
\[
= -1 + \frac{1}{b^m} \sum_{n=0}^{b^m-1} \prod_{j=1}^{r} \left[1 - \gamma_j D_{\alpha,d} + \gamma_j D_{\alpha,d} \prod_{k=1}^{d} \left(1 + \phi_{\alpha,d}(z_n,(j-1)d+k)\right)\right].
\]
Hence the result follows. \(\square\)

4 Component-by-Component Construction of Polynomial Lattice Point Sets

4.1 Convergence Rate of the Variance

In the proof of Theorem 1 and its subsequent remark, we shall use Jensen’s inequality, which states that for a sequence \((a_k)\) of nonnegative real numbers we have
\[
\left(\sum a_k\right)^\lambda \leq \sum a_k^\lambda,
\]
for any \(0 < \lambda \leq 1\).

Proof of Theorem 1  We prove the result by following along the same lines as in the proof of [11, Theorem 4.4]. We proceed by induction. First for \(\tau = 1\), that is, for \(j_0 = 1\) and \(d_0 = 1\), we have
\[
B_{\alpha,d,\gamma}(1, p) = \gamma_1 D_{\alpha,d} \sum_{k=1}^{b_m/k} r_{\alpha,d}(k)
\]
\[
= \gamma_1 D_{\alpha,d} (b - 1) b^{-\alpha+1} \sum_{l=1}^{\infty} b^{-(2 \min(\alpha,d)+1)} \sum_{k=b^m/l}^{b^m-1} 1
\]
\[
= \gamma_1 D_{\alpha,d} (b - 1) b^{-\alpha+1} \sum_{l=m+1}^{\infty} (b^l - b^{l-1}) b^{-m} b^{-(2 \min(\alpha,d)+1)}
\]
\[
= \frac{1}{b^{(2 \min(\alpha,d)+1)m}} \gamma_1 D_{\alpha,d} \left(\frac{(b - 1)^2}{b^{\alpha}(b^{2 \min(\alpha,d)} - 1)}\right)
\]
\[
\leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[\gamma_1^\lambda D_{\alpha,d}^\lambda \left(\frac{(b - 1)^2}{b^{\alpha}(b^{2 \min(\alpha,d)} - 1)}\right)^{1/\lambda}\right],
\]
for all \(1/(2 \min(\alpha,d) + 1) < \lambda \leq 1\). Consequently, we obtain
\[
B_{\alpha,d,\gamma}(1, p) \leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[\gamma_1^\lambda C_{\alpha,d,\lambda,1}\right]^{1/\lambda}.
\]
Next, suppose that for some \( \tau = (j_0 - 1)d + d_0 \) such that \( j_0, d_0 \in \mathbb{N} \) and \( 0 < d_0 \leq d \), we have \( q_\tau \in R_{b,m}^* \) which satisfies

\[
B_{\alpha,d,y}(q_\tau, p) \leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[ \sum_{\theta \neq u \leq \{1:j_0\}} \gamma_{\alpha}^\lambda C_{\alpha,d,\lambda,d}^{[u]} \right] \left[ \sum_{u \leq \{1:j_0\}} \gamma_{\alpha}^\lambda C_{\alpha,d,\lambda,d}^{[u]} \right]^{1/\lambda} + C_{\alpha,d,\lambda,d_0} \sum_{u \leq \{1:j_0\}} \gamma_{\alpha}^\lambda C_{\alpha,d,\lambda,d}^{[u]} \left[ \sum_{u \notin \{1:j_0\}} \gamma_{\alpha}^\lambda C_{\alpha,d,\lambda,d}^{[u]} \right]^{1/\lambda}.
\]

We denote \( \tau + 1 = (j_1 - 1)d + d_1 \) such that \( j_1, d_1 \in \mathbb{N} \) and \( 0 < d_1 \leq d \). It is obvious that we have

\[
(j_1, d_1) = \begin{cases} (j_0 + 1, 1) & \text{if } d_0 = d, \\ (j_0, d_0 + 1) & \text{otherwise}. \end{cases}
\]

Now we consider from (9)

\[
B_{\alpha,d,y}(q_\tau, q_{\tau + 1}) = \sum_{\theta \neq u \leq \{1:1:\tau + 1\}} \gamma_{\alpha}^u D_{\alpha,d}^{[u]} \sum_{k_u \in \mathbb{N}^{[u]}} r_{\alpha,d}(k_u, 0) \\
= \sum_{\theta \neq u \leq \{1:1:\tau\}} \gamma_{\alpha}^u D_{\alpha,d}^{[u]} \sum_{k_u \in \mathbb{N}^{[u]}} r_{\alpha,d}(k_u, 0) \\
+ \sum_{u \leq \{1:1:\tau\}} \gamma_{\alpha}^{u \cup \{1:1:\tau + 1\}} D_{\alpha,d}^{[u \cup \{1:1:\tau + 1\}]} \sum_{k_u \cup \{1:1:\tau + 1\} \in \mathbb{N}^{[u]}} r_{\alpha,d}(k_u \cup \{1:1:\tau + 1\}, 0)
\]

where we define

\[
\theta(q_{\tau + 1}) := \sum_{u \leq \{1:1:\tau\}} \gamma_{\alpha}^{u \cup \{1:1:\tau + 1\}} D_{\alpha,d}^{[u \cup \{1:1:\tau + 1\}]} \sum_{k_u \cup \{1:1:\tau + 1\} \in \mathbb{N}^{[u]}} r_{\alpha,d}(k_u \cup \{1:1:\tau + 1\}, 0).
\]

In order to minimize \( B_{\alpha,d,y}(q_\tau, q_{\tau + 1}) \), we only need to consider \( \theta(q_{\tau + 1}) \). Based on an averaging argument, that is, the minimum value of \( \theta(q_{\tau + 1}) \) is less than or equal to the average value of \( \theta(q_{\tau + 1}) \) over \( q_{\tau + 1} \in R_{b,m} \), we have for \( 1/(2 \min(\alpha, d) + 1) < \lambda \leq 1 \)

\[
\sum_{u \in \{1:1:\tau\}} \frac{\gamma_{\alpha}^{u \cup \{1:1:\tau + 1\}} D_{\alpha,d}^{[u \cup \{1:1:\tau + 1\}]} \sum_{k_u \cup \{1:1:\tau + 1\} \in \mathbb{N}^{[u]}} r_{\alpha,d}(k_u \cup \{1:1:\tau + 1\}, 0)}{\lambda}.
\]
\[
\theta^\lambda(q_{\tau+1}) \leq \frac{1}{b^m - 1} \sum_{\tilde{q}_{\tau+1} \in R_{b,m}} \theta^\lambda(\tilde{q}_{\tau+1})
\]
\[
\leq \frac{1}{b^m - 1} \sum_{\tilde{q}_{\tau+1} \in R_{b,m}} \sum_{u \subseteq \{1: \tau\}} \theta^\lambda_{v(u \cup \{\tau+1\})} D_{\alpha,d}^{\lambda|v(u \cup \{\tau+1\})|}
\times \sum_{k_{u \cup \{\tau+1\}} \in \mathbb{N}^{[u]+1}} r_{\alpha,d}^\lambda(k_{u \cup \{\tau+1\}}, 0)
\]
\[
= \sum_{u \subseteq \{1: \tau\}} \theta^\lambda_{v(u \cup \{\tau+1\})} D_{\alpha,d}^{\lambda|v(u \cup \{\tau+1\})|}
\times \frac{1}{b^m - 1} \sum_{\tilde{q}_{\tau+1} \in R_{b,m}} \sum_{k_{u \cup \{\tau+1\}} \in \mathbb{N}^{[u]+1}} r_{\alpha,d}^\lambda(k_{u \cup \{\tau+1\}}, 0),
\]
(11)

where we have used Jensen’s inequality in the second inequality. For a fixed \( u \subseteq \{1: \tau\} \) of the outermost sum in (11), if \( k_{\tau+1} \) is a multiple of \( b^m \), we always have \( \text{tr}_m(k_{\tau+1}) = 0 \) and the corresponding term becomes independent of \( \tilde{q}_{\tau+1} \), or otherwise we have \( \text{tr}_m(k_{\tau+1}) \neq 0 \) and \( \text{tr}_m(k_{\tau+1}) \tilde{q}_{\tau+1} \) cannot be a multiple of \( p \) by considering that \( p \) is irreducible. Hence we have

\[
\frac{1}{b^m - 1} \sum_{\tilde{q}_{\tau+1} \in R_{b,m}} \sum_{k_{u \cup \{\tau+1\}} \in \mathbb{N}^{[u]+1}} r_{\alpha,d}^\lambda(k_{u \cup \{\tau+1\}}, 0)
\]
\[
= \sum_{k_{\tau+1}=1}^{\infty} \sum_{k_u \in \mathbb{N}^{[u]}} r_{\alpha,d}^\lambda(k_{u \cup \{\tau+1\}}) \quad \sum_{b^m | k_{\tau+1}} \text{tr}_m(k_u) q_u = 0 \quad \text{(mod } p)\]

\[
+ \frac{1}{b^m - 1} \sum_{k_{\tau+1}=1}^{\infty} \sum_{k_u \in \mathbb{N}^{[u]}} r_{\alpha,d}^\lambda(k_{u \cup \{\tau+1\}}) \quad \sum_{b^m | k_{\tau+1}} \text{tr}_m(k_u) q_u \neq 0 \quad \text{(mod } p)\]
(12)

For the first term of the right-hand side in (12), we have

\[
\sum_{k_{\tau+1}=1}^{\infty} r_{\alpha,d}^\lambda(k_{\tau+1}) = (b - 1)^\lambda b^{-(\alpha - 1)} \sum_{l=1}^{\infty} b^{-(2 \text{min}(\alpha,d) + 1)l} \sum_{k_{\tau+1}=b^{l-1}}^{b^l - 1} \frac{1}{b^{m+\lambda(\alpha-1)}} \sum_{l=m+1}^{\infty} b^{(1-(2 \text{min}(\alpha,d)+1)l)}
\]
For the second term, on the other hand, we have

\[
\frac{1}{b^m - 1} \sum_{k_{r+1} = 1}^{\infty} r_{\alpha,d}^\lambda (k_{r+1}) = \frac{1}{b^m - 1} \sum_{l=1}^{m} \sum_{k_{r+1} = b^{l-1}}^{b^l - 1} r_{\alpha,d}^\lambda (k_{r+1})
\]

\[
+ \frac{1}{b^m - 1} \sum_{l=m+1}^{\infty} \sum_{k_{r+1} = b^{l-1}}^{b^l - 1} r_{\alpha,d}^\lambda (k_{r+1})
\]

\[
= \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \sum_{l=1}^{m} b^{(1-2 \min(\alpha,d)+1)\lambda l} \sum_{k_u \in [u]} r_{\alpha,d}^\lambda (k_u)
\]

\[
+ \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \sum_{l=m+1}^{\infty} b^{(1-2 \min(\alpha,d)+1)\lambda l} \sum_{k_u \in [u]} r_{\alpha,d}^\lambda (k_u)
\]

\[
= \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \left[ \frac{1}{b^m - 1} \sum_{l=1}^{m} b^{(1-2 \min(\alpha,d)+1)\lambda l} \right]
\]

By inserting these equalities into (12), we have

\[
\frac{1}{b^m - 1} \sum_{\bar{q}_{r+1} \in R_{b,m}} \sum_{k_u \cup \{\tau+1\} \in [u]\{\tau+1\}} r_{\alpha,d}^\lambda (k_u) \bigcup \{\tau+1\}, 0) \bigcup \{\tau+1\} \in \bar{D}^L
\]

\[
= \frac{(b - 1)^{1+\lambda}}{b^{m+1+\lambda(\alpha-1)}} \sum_{l=1}^{\infty} b^{(1-2 \min(\alpha,d)+1)\lambda l} \sum_{k_u \in [u]} r_{\alpha,d}^\lambda (k_u)
\]

\[
+ \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \sum_{l=m+1}^{\infty} b^{(1-2 \min(\alpha,d)+1)\lambda l} \sum_{k_u \in [u]} r_{\alpha,d}^\lambda (k_u) \mod (\bar{q}_{r+1} - q_u \neq 0)
\]

\[
\leq \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \sum_{l=1}^{\infty} b^{(1-2 \min(\alpha,d)+1)\lambda l} \sum_{k_u \in [u]} r_{\alpha,d}^\lambda (k_u)
\]

\[
= \frac{(b - 1)^{1+\lambda}}{(b^m - 1)b^{1+\lambda(\alpha-1)}} \cdot \frac{1}{b^{(2 \min(\alpha,d)+1)\lambda}} \prod_{j \in [u]} \sum_{k_{j+1} = 1}^{\infty} r_{\alpha,d}^\lambda (k_{j+1}).
\]

Here the sum in the product is given by
Thus, from (11) we obtain

$$
\theta^\lambda(q_{\tau+1}) \leq \frac{1}{b^m - 1} \sum_{u \subseteq \{1: \tau\}} \gamma^\lambda_{v(u \cup \{\tau+1\})} D^\lambda_{\alpha,d} \bar{C}^{|u|+1}_{\alpha,d,\lambda}.
$$

Recall that $\tau = (j_1 - 1)d + d_1 - 1$. Let $J_1 := \{1 : (j_1 - 1)d\}$ and $J_2 := \{(j_1 - 1)d + 1 : (j_1 - 1)d + d_1 - 1\}$. In case of $d_1 = 1$, the set $J_2$ is taken to be the empty set. Every subset $u \subseteq \{1 : \tau\}$ can be split into a subset of $J_1$ and a subset of $J_2$. Since $\{\tau + 1\}$ is one of $d$ components for the $j_1$-th coordinate, whether or not $u$ includes some element of $J_2$ does not affect $v(u \cup \{\tau + 1\})$. From this observation, we have

$$
\sum_{u \subseteq \{1 : \tau\}} \gamma^\lambda_{v(u \cup \{\tau+1\})} D^\lambda_{\alpha,d} \bar{C}^{|u|+1}_{\alpha,d,\lambda} = \sum_{u \subseteq J_2} D^\lambda_{\alpha,d} \bar{C}^{|u|+1}_{\alpha,d,\lambda} \sum_{u \subseteq J_1} \gamma^\lambda_{v(u) \cup \{j_1\}} D^\lambda_{\alpha,d} \bar{C}^{|u|}_{\alpha,d,\lambda}.
$$

By considering the terms associated with a certain $u$ ($u \subseteq \{1 : j_1 - 1\}$) in the inner sum, at least one component of $\{(j - 1)d + 1 : jd\}$ for all $j \in u$ must be chosen. Thus,

$$
\sum_{u \subseteq \{1 : \tau\}} \gamma^\lambda_{v(u \cup \{\tau+1\})} D^\lambda_{\alpha,d} \bar{C}^{|u|+1}_{\alpha,d,\lambda} = D^\lambda_{\alpha,d} \bar{C}^{|u|+1}_{\alpha,d,\lambda} \sum_{j \in u} \gamma^\lambda_{v(u) \cup \{j_1\}} \prod_{j \in u} D^\lambda_{\alpha,d} (-1 + (1 + \bar{C}_{\alpha,d,\lambda})^{d_j})
$$

$$
= (C_{\alpha,d,\lambda,d_1} - C_{\alpha,d,\lambda,d_1 - 1}) \sum_{u \subseteq \{1 : j_1 - 1\}} \gamma^\lambda_{v(u) \cup \{j_1\}} C^{|u|}_{\alpha,d,\lambda,\lambda,\lambda}.
$$

Finally, we have

$$B_{\alpha,d,\gamma}(q_{\tau+1}, p) = B_{\alpha,d,\gamma}(q_{\tau}, p) + \theta(q_{\tau+1})$$

$$
\leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[ \sum_{\theta \neq u \subseteq \{1 : j_0 - 1\}} \gamma^\lambda_{v(u) \cup \{j_0\}} C^{|u|}_{\alpha,d,\lambda,\lambda} + \sum_{u \subseteq \{1 : j_0 - 1\}} \gamma^\lambda_{v(u) \cup \{j_1\}} C^{|u|}_{\alpha,d,\lambda,\lambda,\lambda} \right]^{1/\lambda} + \frac{1}{(b^m - 1)^{1/\lambda}} \left[ (C_{\alpha,d,\lambda,d_1} - C_{\alpha,d,\lambda,d_1 - 1}) \sum_{u \subseteq \{1 : j_1 - 1\}} \gamma^\lambda_{v(u) \cup \{j_1\}} C^{|u|}_{\alpha,d,\lambda,\lambda,\lambda} \right]^{1/\lambda}.
$$
In case of $0 < d_0 < d$, we have $j_1 = j_0$ and $d_1 = d_0 + 1$. Using Jensen’s inequality, we obtain
\[
B_{\alpha, d, \gamma}(q_{\tau+1}, p) \leq \frac{1}{(b^m - 1)^{1/\lambda}} \left[ \sum_{\emptyset \neq u \subseteq \{1:j_1 - 1\}} \gamma_u^{\lambda} C_{\alpha, d, \lambda, d} \right]^{1/\lambda} + C_{\alpha, d, \lambda, d_1} \sum_{u \subseteq \{1:j_1 - 1\}} \gamma_u^{\lambda} C_{\alpha, d, \lambda, d}^{[u]} \cdot
\]
In case of $d_0 = d$, we have $j_1 = j_0 + 1$ and $d_1 = 1$. Again by using Jensen’s inequality, we obtain
\[
B_{\alpha, d, \gamma}(q_{\tau+1}, p) \leq \left[ \sum_{\emptyset \neq u \subseteq \{j_1 - 1\}} \gamma_u^{\lambda} C_{\alpha, d, \lambda, d} \right]^{1/\lambda} + C_{\alpha, d, \lambda, d_1} \sum_{u \subseteq \{1:j_1 - 1\}} \gamma_u^{\lambda} C_{\alpha, d, \lambda, d}^{[u]} \cdot
\]
Hence, the proof is complete. \qed

**Remark 1** We have shown that we can construct an interlaced polynomial lattice rule which satisfies
\[
B_{\alpha, d, \gamma}(q, p) \leq A_{\alpha, d, \gamma, \delta} b^{-\left(2 \min(\alpha, d) + 1\right)m + \delta},
\]
for all $\delta > 0$. Let $\alpha \leq \alpha' \leq d$ and $\gamma_w^{\prime} D_{\alpha', d}^{[w]} = (\gamma_w D_{\alpha, d}^{[w]})^{1+2\alpha' / 1+2\alpha}$ for all $w \subseteq \{1:s\}$. We simply write $\gamma' = (\gamma_w')_{w \subseteq \{1:s\}}$ and $\gamma = (\gamma_w)_{w \subseteq \{1:s\}}$. It follows from Jensen’s inequality that
\[
B_{\alpha', d, \gamma'}(q, p) = \sum_{\emptyset \neq u \subseteq \{1:d\}} \gamma'_w \left(D_{\alpha', d}^{[w]} \right)^{1+2\alpha' / 1+2\alpha} \sum_{k_u \in N^{[w]}_{\alpha', d}} r_{\alpha', d}(k_u, 0) \leq \sum_{\emptyset \neq u \subseteq \{1:d\}} \left(\gamma'_w \left(D_{\alpha, d}^{[w]} \right)^{1+2\alpha' / 1+2\alpha} \sum_{k_u \in N^{[w]}_{\alpha, d}} r_{\alpha, d}^{1+2\alpha'}(k_u, 0) \right) \leq B_{\alpha, d, \gamma}(q, p)^{1+2\alpha' / 1+2\alpha} \leq A_{\alpha, d, \gamma, \delta} b^{-\left(2 \alpha' + 1\right)m + 1+2\alpha' / 1+2\alpha \delta},
\]
for all $\delta > 0$. This means that interlaced polynomial lattice rules constructed component-by-component for functions of smoothness $\alpha$ using an interlacing factor of $d$ still achieve the optimal rate of convergence for functions of smoothness $\alpha'$ as
long as $\alpha \leq \alpha' \leq d$ holds. Our observation is similar to that of the classical polynomial lattice rule shown in [2], while we note that it is opposite from propagation rules [6, Theorem 3.3] which states that a higher order net which achieves an optimal rate of convergence for function of smoothness $\alpha$ can achieve an optimal rate of convergence for function of smoothness $\alpha'$ for all $1 \leq \alpha' \leq \alpha$.

4.2 Fast Construction for Product Weights

We now show how one can use the fast component-by-component construction to find suitable polynomials $q_1, \ldots, q_{ds} \in \mathbb{F}_q[x]$ of degree less than $m$ for product weights. From Definition 3 and Lemma 4, we have

$$B_{\alpha,d,y}(q_1, \ldots, q_{ds}), p) = -1 + \frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} \prod_{j=1}^{s} \left[ 1 - \gamma_j D_{\alpha,d} \gamma_j D_{\alpha,d} \left( v_m \left( \frac{n(x)q_{(j-1)d+k(x)}}{p(x)} \right) \right) \right].$$

According to Algorithm 1, set $q_1 = 1$ and construct the polynomials $q_2, \ldots, q_{ds}$ inductively in the following way. Assume that $q_2, \ldots, q_\tau$ are already found. Let $\tau = (j_0 - 1)d + d_0$ and $\tau + 1 = (j_1 - 1)d + d_1$ such that $j_0, d_0, j_1, d_1 \in \mathbb{N}$ and $0 < d_0, d_1 \leq d$. As in the proof of Theorem 1, $(j_1, d_1) = (j_0 + 1, 1)$ if $d_0 = d$, or otherwise $(j_1, d_1) = (j_0, d_0 + 1)$. Here we introduce the following notation

$$P_{n,\tau} := \prod_{j=1}^{j_1-1} \left[ 1 - \gamma_j D_{\alpha,d} \gamma_j D_{\alpha,d} \left( v_m \left( \frac{n(x)q_{(j-1)d+k(x)}}{p(x)} \right) \right) \right],$$

and

$$Q_{n,\tau} := \prod_{k=1}^{d_1-1} \left( 1 + \phi_{\alpha,d} \left( v_m \left( \frac{n(x)q_{(j_1-1)d+k(x)}}{p(x)} \right) \right) \right),$$

for $0 \leq n < b^m$. We note that $Q_{n,\tau} = 1$ when $d_1 = 1$ (or $d_0 = d$).

Since $p$ is an irreducible polynomial over $\mathbb{F}_q[x]$, there exists a primitive polynomial $g$ in $\mathbb{F}_q[x]/p$, that is $\{g^0(x) = g^{b^{m}-1}(x) = 1, g^1(x), \ldots, g^{b^{m}-2}(x) = (\mathbb{F}_q[x]/p) \setminus \{0\}$. Using the above notation, we have

$$B_{\alpha,d,y}(q_\tau, g^z), p) = -1 + \frac{1}{b^{m}} \sum_{n=0}^{b^{m}-1} P_{n,\tau} \left[ 1 - \gamma_j D_{\alpha,d} \gamma_j D_{\alpha,d} \left( v_m \left( \frac{g^z(x)g^{-n}(x)}{p(x)} \right) \right) \right].$$
for \(1 \leq z < b^m\), where \(g^{-1}(x) = g^{b^m-2}(x)\) is the multiplicative inverse of \(g(x)\) in \(\mathbb{F}_b[x]/p\) (which is also primitive). The aim here is to compute \(B_{\alpha,d,y}(\langle q_{\tau}, g^z \rangle, p)\) for \(1 \leq z < b^m\) and choose \(z_0\) such that \(B_{\alpha,d,y}(\langle q_{\tau}, g^{z_0} \rangle, p) \leq B_{\alpha,d,y}(\langle q_{\tau}, g^z \rangle, p)\) for all \(1 \leq z < b^m\). Since we only need to compare the values of \(B_{\alpha,d,y}(\langle q_{\tau}, g^{z_0} \rangle, p)\) for different values of \(z\), we only need to compute the terms which depend on \(z\). That is, it is sufficient to compute

\[
\sum_{n=1}^{b^m-1} P_{n,\tau} Q_{n,\tau} \phi_{\alpha,d} \left( v_m \left( \frac{g^{z-n}(x)}{p(x)} \right) \right).
\]

We define the circulant matrix

\[
A = \left( \phi_{\alpha,d} \left( v_m \left( \frac{g^{z-n}(x)}{p(x)} \right) \right) \right)_{1 \leq z, n < b^m},
\]

and \(a = (a_1, \ldots, a_{b^m-1})^\top\) with

\[
a_n = P_{n,\tau} Q_{n,\tau}.
\]

Let \(b = Aa\) with \(b = (b_1, \ldots, b_{b^m-1})^\top\). Then \(z_0\) is the integer \(1 \leq z_0 < b^m\) which satisfies \(b_{z_0} \leq b_z\) for \(1 \leq z < b^m\). Therefore we set \(q_{\tau+1} = g^{z_0}\).

Since the matrix \(A\) is circulant, the matrix vector multiplication \(Aa\) can be done using the fast Fourier transform as shown in [32,33]. Thus we obtain a fast computation of the vector \(b\).

After finding \(q_{\tau+1}, P_{n,\tau}\) and \(Q_{n,\tau}\) for \(0 \leq n < b^m\) are updated as follows. If \(d_1 = d\),

\[
\begin{align*}
P_{n,\tau+1} &= P_{n,\tau} \left[ 1 - \gamma_{j_1} D_{\alpha,d} + \gamma_{j_1} D_{\alpha,d} Q_{n,\tau} \left( 1 + \phi_{\alpha,d} \left( v_m \left( \frac{n(x)q_{\tau+1}(x)}{p(x)} \right) \right) \right) \right], \\
Q_{n,\tau+1} &= 1.
\end{align*}
\]

Otherwise if \(0 < d_1 < d\),

\[
\begin{align*}
P_{n,\tau+1} &= P_{n,\tau}, \\
Q_{n,\tau+1} &= Q_{n,\tau} \left( 1 + \phi_{\alpha,d} \left( v_m \left( \frac{n(x)q_{\tau+1}(x)}{p(x)} \right) \right) \right).
\end{align*}
\]

Then, we proceed to the next component. Unlike for classical polynomial lattice rules, such as [2,33], here we are required to store not one but two vectors \((P_{n,\tau})\) and \((Q_{n,\tau})\) in memory. By this slight increase in memory, the fast CBC construction using the fast Fourier transform can be applied. The construction cost is of order \(O(dsmb^m)\) operations using \(O(b^m)\) memory. This compares favorably with the construction of deterministic higher order polynomial lattice point sets in [4] where the construction cost was of order \(O(\alpha sN^\alpha \log N)\) operations using \(O(N^\alpha)\) memory.

The implementation of interlaced scrambled polynomial lattice rules also requires an efficient implementation of the scrambling procedure. Since our results also hold for
the simplifications of the scrambling scheme discussed in [17, 23, 37], computationally efficient algorithms are available for this purpose. We again refer to [17, 23, 37] for a discussion of the computational efficiency of the various methods.

5 Numerical Experiments

Finally, we present some numerical results for the bound $B_{\alpha,d,\gamma}(q,p)$ on the variance of the estimator in weighted function spaces with smoothness $\alpha \geq 1$. In our computation, the prime base $b$ is always fixed at 2 and only product weights are considered. As a reference, we also compute the following quality criterion $B_{\alpha,d,\gamma}(C_1, \ldots, C_{ds})$ by using the first $2^m$ terms of a Sobol’ sequence [40]:

$$B_{\alpha,d,\gamma}(C_1, \ldots, C_{ds}) = \sum_{\emptyset \neq u \subseteq \{1:ds\}} \gamma_0(u) D^{[\nu(u)]}_{\alpha,d} \sum_{(k_u,0) \in D^-}(k_u,0) r_{\alpha,d}(k_u,0),$$

where $C_1, \ldots, C_{ds}$ denote the $m \times m$ generating matrices over $\mathbb{F}_2$ of the $ds$-dimensional Sobol’ sequence and $D^- (C_1, \ldots, C_{ds})$ denotes the dual net of the first $2^m$ terms of Sobol’ sequence.

In Figs. 1, 2, 3 and 4, we show the values of $B_{\alpha,d,\gamma}(q,p)$ and $B_{\alpha,d,\gamma}(C_1, \ldots, C_{ds})$ from $m = 4$ to $m = 16$ with various choices of $\alpha$, $d$, $\gamma$ and $s$, where the values of $B_{\alpha,d,\gamma}(q,p)$ are obtained by using the fast CBC construction. As proved in Theorem 1, the CBC construction of interlaced scrambled polynomial lattice rules achieves the variance of the estimator of order $N^{-(2\min(\alpha,d)+1)}$ ($\delta > 0$). Since higher order scrambled Sobol’ point sets can also achieve the optimal convergence rate of the variance as shown in [9], our comparison is reasonable.

![Fig. 1](image_url) Values of $B_{\alpha,d,\gamma}(q,p)$ (left) and $B_{\alpha,d,\gamma}(C_1, \ldots, C_{ds})$ (right) for $s = 1$ and $\gamma_1 = D_{\alpha,d}^{-1}$ with various choices of $(\alpha, d) = (1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), (3,2), (3,3)$, marked, respectively, by square, circle, triangle, down triangle, diamond, pentagon, plus sign, cross and asterisk.
Figure 2 Values of $B_{\alpha,d,y}(q, p)$ (left) and $B_{\alpha,d,y}(C_1, \ldots, C_{ds})$ (right) for $s = 2$ and $\gamma_1 = \gamma_2 = D_{\alpha,d}^{-1}$ with various choices of $(\alpha, d) = (1, 1), (1, 2), (1, 3), (2, 1), (2, 2), (2, 3), (3, 1), (3, 2), (3, 3)$, marked, respectively, by square, circle, triangle, down triangle, diamond, pentagon, plus sign, cross and asterisk.

Figure 3 Values of $B_{\alpha,d,y}(q, p)$ (left) and $B_{\alpha,d,y}(C_1, \ldots, C_{ds})$ (right) with $(\alpha, d) = (2, 2)$ and $\gamma_j = D_{\alpha,d}^{-1}$ from $s = 1$ to $s = 5$, marked, respectively, by square, circle, triangle, down triangle and diamond.

Figure 1 shows the results for $s = 1$ and $\gamma_1 = D_{\alpha,d}^{-1}$ with various choices of $(\alpha, d)$. When $\alpha = 1$ (or $d = 1$), the decay rate is of order $N^{-3}$ as predicted by the theory. As $\alpha$ and $d$ increase simultaneously, the convergence rate increases to around $N^{-5}$ and $N^{-7}$ for $d = 2$ and $d = 3$, respectively, which is in accordance with our theory. There is no clear difference between $B_{\alpha,d,y}(q, p)$ and $B_{\alpha,d,y}(C_1, \ldots, C_{ds})$.

Figure 2 shows the results for $s = 2$ and $\gamma_1 = \gamma_2 = D_{\alpha,d}^{-1}$ with various choices of $(\alpha, d)$. In this case, we can see better convergence behaviors of $B_{\alpha,d,y}(q, p)$ as compared to $B_{\alpha,d,y}(C_1, \ldots, C_{ds})$, and the almost optimal order of the convergence rate is achieved for our constructed point sets.
In Figs. 3 and 4, we compare the values of $B_{\alpha, d, \gamma}(q, p)$ and $B_{\alpha, d, \gamma}(C_1, \ldots, C_{ds})$ with $(\alpha, d) = (2, 2)$ from $s = 1$ to $s = 5$ for two different product weights, respectively. One is $\gamma_j = D^{-1}_{\alpha, d}$, the other is $\gamma_j = D^{-1}_{\alpha, d} j^{-2}$. The latter implies a decreasing importance of the successive coordinates. We can see again better convergence behaviors of $B_{\alpha, d, \gamma}(q, p)$ as compared to $B_{\alpha, d, \gamma}(C_1, \ldots, C_{ds})$. It is clear that a better convergence of $B_{\alpha, d, \gamma}(q, p)$ can be observed for decreasing weights (see Fig. 4). This is reasonable, since our algorithm allows us to adjust our rules to the weights (which is not the case for the Sobol’ sequence).

Acknowledgments The first author is supported by JSPS Grant-in-Aid for JSPS Fellows No. 24-4020, and the second author is supported by a Queen Elizabeth 2 Fellowship (DP1097023) from the Australian Research Council. T.G. would like to thank Josef Dick for his hospitality while visiting the University of New South Wales where this research was carried out.

References

1. J. Baldeaux, Higher order nets and sequences, Ph.D. thesis, The University of New South Wales, 2010.
2. J. Baldeaux and J. Dick, A construction of polynomial lattice rules with small gain coefficients. Numer. Math. 119 (2011), 271–297.
3. J. Baldeaux, J. Dick, J. Greslehner and F. Pillichshammer, Construction algorithms for higher order polynomial lattice rules. J. Complexity 27 (2011), 281–299.
4. J. Baldeaux, J. Dick, G. Leobacher, D. Nuyens and F. Pillichshammer, Efficient calculation of the worst-case error and (fast) component-by-component construction of higher order polynomial lattice rules. Numer. Algorithms 59 (2012) 403–431.
5. H. E. Chrestenson, A class of generalized Walsh functions. Pacific J. Math. 5 (1955) 17–31.
6. J. Dick, Explicit constructions of quasi-Monte Carlo rules for the numerical integration of high-dimensional periodic functions. SIAM J. Numer. Anal. 45 (2007) 2141–2176.
7. J. Dick, Walsh spaces containing smooth functions and quasi-Monte Carlo rules of arbitrary high order. SIAM J. Numer. Anal. 46 (2008) 1519–1553.
8. J. Dick, On quasi-Monte Carlo rules achieving higher order convergence, Springer, Berlin, 2009, pp. 73–96.
9. J. Dick, Higher order scrambled digital nets achieve the optimal rate of the root mean square error for smooth integrands. Ann. Statist. 39 (2011) 1372–1398.
10. J. Dick and M. Gnewuch, Optimal randomized changing dimension algorithms for infinite-dimensional integration on function spaces with ANOVA-type decomposition. J. Approx. Theory 184 (2014) 111–145.
11. J. Dick, F.Y. Kuo, F. Pillichshammer and I.H. Sloan, Construction algorithms for polynomial lattice rules for multivariate integration. Math. Comp. 74 (2005) 1895–1921.
12. J. Dick, G. Leobacher, and F. Pillichshammer, Construction algorithms for digital nets with low weighted star discrepancy. SIAM. J. Numer. Anal. 43 (2005) 76–95.
13. J. Dick and F. Pillichshammer, Strong tractability of multivariate integration of arbitrary high order using digitally shifted polynomial lattice rules. J. Complexity 23 (2007) 436–453.
14. J. Dick and F. Pillichshammer, Digital nets and sequences: discrepancy theory and quasi-Monte Carlo integration. Cambridge University Press, Cambridge, 2010.
15. J. Dick, I. H. Sloan, X. Wang and H. Woźniakowski, Good lattice rules in weighted Korobov spaces with general weights. Numer. Math. 103 (2006) 63–97.
16. H. Faure, Discrépances de suites associées à un système de numération (en dimension s). Acta Arith. 41 (1982) 337–351.
17. F. J. Hickernell, The mean square discrepancy of randomized nets. ACM Trans. Modeling Comput. Simul. 6 (1996) 274–296.
18. N. M. Korobov, The approximate computation of multiple integrals/approximate evaluation of repeated integrals. Dokl. Akad. Nauk SSSR 124 (1959) 1207–1210.
19. P. Kritzer and F. Pillichshammer, Constructions of general polynomial lattices for multivariate integration. Bull. Austral. Math. Soc. 76 (2007) 93–110.
20. L. Kuipers and H. Niederreiter, Uniform distribution of sequences. Pure and Applied Mathematics. Wiley-Interscience, New York-London-Sydney, 1974.
21. G. Larcher, A. Lauss, H. Niederreiter and W. Ch. Schmid, Optimal polynomials for \((t, m, s)\)-nets and numerical integration of multivariate Walsh series. SIAM. J. Numer. Anal. 33 (1996) 2239–2253.
22. C. Lemieux and P. L’Ecuyer, Randomized polynomial lattice rules for multivariate integration and simulation. SIAM. J. Sci. Comput. 24 (2003) 1768–1789.
23. J. Matoušek, On the \(L_2\) discrepancy for anchored boxes. J. Complexity 14 (1998) 527–556.
24. T. Müller-Gronbach, E. Novak and K. Ritter, Monte Carlo-Algorithmen. (German) Springer-Lehrbuch. Springer, Heidelberg, 2012.
25. H. Niederreiter, Low-discrepancy and low-dispersion sequences. J. Number Theory 30 (1988) 51–70.
26. H. Niederreiter, Random number generation and quasi-Monte Carlo methods. in: CBMS-NSF Series in Applied Mathematics, vol. 63, SIAM, Philadelphia, 1992.
27. H. Niederreiter, Low-discrepancy point sets obtained by digital constructions over finite fields. Czechoslovak Math. J. 42 (1992) 143–166.
28. H. Niederreiter and C. P. Xing, Rational points on curves over finite fields: theory and applications. London Mathematical Society Lecture Note Series, 285. Cambridge University Press, Cambridge, 2001.
29. E. Novak, Deterministic and stochastic error bounds in numerical analysis. Lecture Notes in Mathematics, 1349. Springer-Verlag, Berlin, 1988.
30. E. Novak and H. Woźniakowski, Tractability of multivariate problems. Vol. 1: Linear information. EMS Tracts in Mathematics, 6. European Mathematical Society (EMS), Zürich, 2008.
31. E. Novak and H. Woźniakowski, Tractability of multivariate problems. Volume II: Standard information for functionals. EMS Tracts in Mathematics, 12. European Mathematical Society (EMS), Zürich, 2010.
32. D. Nuyens and R. Cools, Fast algorithms for component-by-component construction of rank-1 lattice rules in shift-invariant reproducing kernel Hilbert spaces. Math. Comp. 75 (2006) 903–920.
33. D. Nuyens and R. Cools, Fast component-by-component construction, a reprise for different kernels. Springer, Berlin, 2006, pp. 373–387.
34. A. B. Owen, Randomly permuted \((t, m, s)\)-nets and \((t, s)\)-sequences. in Monte Carlo and quasi-Monte Carlo Methods in Scientific Computing, Springer, New York, 1995, pp. 299–317.
35. A. B. Owen, Monte Carlo variance of scrambled net quadrature. SIAM. J. Numer. Anal. 34 (1997) 1884–1910.
36. A. B. Owen, Scrambled net variance for integrals of smooth functions. Ann. Statist. 25 (1997) 1541–1562.
37. A. B. Owen, Variance with alternative scramblings of digital nets. ACM Trans. Model. Comp. Simul. 13 (2003) 363–378.
38. I. H. Sloan and A. V. Reztsov, Component-by-component construction of good lattice rules. Math. Comp. 71 (2002) 263–273.
39. I. H. Sloan and H. Woźniakowski, When are quasi-Monte Carlo algorithms efficient for high-dimensional integrals? J. Complexity 14 (1998) 1–33.
40. I. M. Sobol’, The distribution of points in a cube and approximate evaluation of integrals. Zh. Vycisl. Mat. i Mat. Fiz. 7 (1967) 784–802.
41. J. L. Walsh, A closed set of normal orthogonal functions. Amer. J. Math. 45 (1923) 5–24.