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Abstract—Group testing with inhibitors (GTI) introduced by Farach et al. is studied in this paper. There are three types of items, \( d \) defectives, \( r \) inhibitors and \( n - d - r \) normal items in a population of \( n \) items. The presence of any inhibitor in a test can prevent the expression of a defective. For this model, we propose a probabilistic non-adaptive pooling design with a low complexity decoding algorithm. We show that the sample complexity of the number of tests required for guaranteed recovery with vanishing error probability using the proposed algorithm scales as \( T = O(d \log n) \) and \( T = O(\frac{d}{r} \log n) \) in the regimes \( r = O(d) \) and \( d = o(r) \) respectively. In the former regime, the number of tests meets the lower bound order while in the latter regime, the number of tests is shown to exceed the lower bound order by a \( \log \frac{d}{r} \) multiplicative factor. The decoding complexity of the proposed decoding algorithm scales as \( O(nT) \).

I. INTRODUCTION

Group testing, introduced by Dorfman [1], conventionally dealt with classifying unhealthy samples (items) called defectives and healthy ones in a huge population using a small number of tests. Classical group testing assumes binary outcome, i.e., the outcome of a test is positive if a defective item is present in a test and negative otherwise. Two categories of group testing problems are studied in the literature, namely probabilistic group testing (PGT) [1] and combinatorial group testing (CGT) [2]. In the former, a probability distribution on the number of defectives is assumed while in the latter, the number of defectives is fixed or an upper bound on the number of defectives is known. This paper deals with CGT in the context of Group testing with inhibitors (GTI). The philosophy of group testing is that when the number of defective items is small, by pooling the items carefully, the items can be classified in a relatively small number of tests than when the items are tested individually.

Two kinds of pooling designs have been vastly studied in the classical group testing literature - non-adaptive and \( k \)-stage adaptive pooling designs. In non-adaptive pooling designs, the pools are constructed all at once and tested parallely. This kind of pooling design is known to be economical as well as saves time in testing and they are of concern in biological applications [3]. A \( k \)-stage adaptive pooling design is comprised of pool construction and testing in \( k \)-stages, where the pools constructed for testing in the \( k \)th stage depend on the outcomes in the previous stages. A trivial two-stage adaptive pooling design was introduced by Knill [4] in the PGT context. A trivial two-stage adaptive pooling design comprises two stages. In the first stage, a superset of the defectives is declared, and in the second stage, confirmatory tests are done. A trivial two-stage algorithm was proposed in the CGT context in [5] and it was shown to perform asymptotically as good as the best adaptive algorithm.

GTI was introduced in [6] motivated by complications in blood testing [7] and drug discovery [8] where blocker compounds (i.e., inhibitors) block the detection of potent compounds (i.e., defectives). GTI involves three types of items - defectives, normal items and inhibitors. A test is positive if there is at least one defective and no inhibitors in the test. A randomized fully adaptive algorithm was proposed in [6] to identify up to \( r \) inhibitors and up to \( d \) defectives amidst \( n \) items. Identifying both the defectives and the inhibitors was termed as Sample Classification Problem (SCP). Many of the later works on GTI focussed on identifying the defectives alone, termed as Defective Classification Problem (DCP). However, identifying both the defectives and the inhibitors is of interest for the following reason. For example, not all species of a given virus might be pathogenic [9]. The pathogenic proteins in the context of this paper are represented by the defective items and the non-pathogenic ones by the normal items. Initial stages of drug discovery attempt to find blocker or lead compounds amidst billions of chemical compounds [9], [10]. These lead compounds which are referred to as the inhibitors are ultimately used to produce new drugs. Thus, the SCP intends to unify the process of finding both the pathogenic proteins and the lead compounds.

The focus of this paper is on \( \epsilon \)-error non-adaptive pooling design for SCP in the GTI model. A summary of known adaptive and non-adaptive pooling designs for GTI and comparison with this work is given below as well as in Table 1. A lower bound of \( \Omega((r + d) \log n) \) tests was identified for SCP as well as DCP in [6]. The fully adaptive algorithm proposed in [6] is order optimal in the expected number of tests. Non-adaptive pooling designs in the classical group testing framework is known to be related to the design of superimposed codes [11]. The connection between identifying the defectives amidst inhibitors and cover-free families, which is a generalization of superimposed codes, was exploited in [12] to obtain a better lower bound on the number of tests for DCP than in [6] for the zero-error scenario. Lower bounds for DCP for non-adaptive pooling designs was subsequently studied in [13] in the case where the upper bound on the number of inhibitors is given by \( r \) and the upper bound on the number of defectives is given by \( d \). For this case, an upper bound of \( O((r + d)^2 \log n) \) tests was obtained using the notion of \( (r, d) \)-inhibitory design introduced in [14]. This upper bound is away by a multiplicative factor of \( \log (r + d) \).

1A fully adaptive algorithm is where every pool constructed depends on its previous outcomes.

2For instance, out of five known species of ebolavirus, only four of them are pathogenic to humans (see p. 5 in [9]).
### TABLE 1

| Reference | No. of inhibitors (r)/(d) | Lower Bound | Upper Bound | Error/Pooling Design |
|-----------|---------------------------|-------------|-------------|----------------------|
| [5], SCP | UB/UB | $\Omega((r+d)\log n)$ | $O((r+d)\log n)$ | $\epsilon$-error, Adaptive |
| SCP | UB/UB | $\Omega\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$ | $O\left((r+d)^2\log n\right)$ | Fully adaptive, Deterministic |
| [13], DCP | UB/UB | $\Omega\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$ | $O\left((r+d)^2\log n\right)$ | Zero-error, Non-adaptive |
| SCP | UB/UB | $\Omega\left(\frac{r^2}{\log r}\log n + r\log n + d\log n\right)$, if $r \geq 2d.$ | $O\left(\frac{r^2}{\log r}\log n + d\log n\right)$, if $r \geq 2d.$ | Zero-error, k-stage adaptive |
| DCP | UB/Exact | $\Omega\left(\frac{r^2}{\log r}\log n + r\log n + d\log n\right)$, if $r \geq 2d.$ | $O\left(\frac{r^2}{\log r}\log n + r\log n + d\log n\right)$, if $r \geq 2d.$ | Trivial two-stage adaptive, Deterministic |
| SCP | UB/Exact | $\Omega\left(\frac{r^2}{\log r}\log n\right)$ | $O\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$ | $\epsilon$-error, Non-adaptive |
| [14], DCP | UB/UB | $O\left((r+d)^2\log n\right)$ | $O\left((r+d)^2\log n\right)$ | Non-adaptive, Deterministic |
| [12], SCP | UB/UB | $O(r^4\log n + d\log n)$ | $3$-Stage adaptive, Deterministic |
| [5], SCP | UB/Exact | $\Omega\left(\frac{r^2}{\log r}\log n\right)$ | $O\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$ | 4-Stage adaptive, Deterministic |
| SCP | Exact/Exact | $\Omega\left(\frac{r^2}{\log r}\log n\right)$, $r = O(d)$ | $O\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$, $r = O(d)$ | $\epsilon$-error, Non-adaptive |
| SCP | Exact/Exact | $\Omega\left(\frac{r^2}{\log r}\log n\right)$, $d = o(r)$ | $O\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$, $d = o(r)$ | Non-adaptive, Deterministic |

From the lower bound of $\Omega\left(\frac{(r+d)^2}{\log(r+d)}\log n\right)$ tests necessary for $(r, d)$-inhibitory designs as shown in [13]. However the decoding complexity of the algorithm in [14] is of the order $O(n(r+d)^2\log n)$ time units. Chang et al. proposed a non-adaptive pooling design with low decoding complexity for zero-error DCP in [15]. For this pooling design, the scaling of the number of tests is the same as in [14] but the decoding complexity is much less, i.e., $O(n(r+d)^2\log n)$ time units. A non-adaptive pooling design for zero-error SCP was also proposed in [15] for the case where the exact number of defectives and inhibitors is known. The design requires $O((r+d)^3\log n)$ tests and has a decoding complexity of $O(n(r+d)^3\log n)$ time units. A lower bound on the number of tests given by $\max\left\{\Omega\left(\frac{(r+d)^2}{\log(r+d)}\log n\right), \Omega\left(\frac{r^2}{\log r}\log n\right)\right\}$ was also identified in [15].

It was shown in [13] that, when the exact number of defectives is given by $d$ and the upper bound on the number of inhibitors is given by $r$, a lower bound on the number of tests for any $k$-stage adaptive pooling design for DCP with zero-error is given by

$$\Omega\left(\frac{r^2}{d\log r}\log n + r\log n + d\log n\right), \text{ if } r \geq 2d,$$

$$\Omega\left(r\log n + d\log n\right), \text{ if } r < 2d.$$

This lower bound is asymptotically met by a four-stage adaptive pooling design proposed in [5]. For zero-error DCP, when the upper bounds on the number of defectives and inhibitors are given by $d$ and $r$ respectively, a lower bound on the number of tests for any $k$-stage adaptive pooling design was shown to be $\Omega\left(\frac{r^2}{d\log r}\log n + d\log n\right).$ This lower bound is met up to a log $r$ multiplicative factor by the three-stage adaptive pooling design proposed in [12]. Further, [13] reported a trivial two-stage adaptive pooling design that meets the lower bound in [1] for $r < 2d$ and exceeds the lower bound by a log $r$ multiplicative factor for $r \geq 2d$.

In this paper, we propose a probabilistic non-adaptive pooling design for SCP that achieves the trivial lower bound of $\Omega(d\log n)$ tests in the regime $r = O(d)$, in the regime $d = o(r)$, the proposed algorithm is shown to exceed the lower bound by a log $r$ multiplicative factor. Tolerating an error probability that vanishes with the codeword length is known to offer significant gains in the rate of transmission compared to targeting zero-error estimation of messages in communication theory. A similar principle was observed with probabilistic non-adaptive pooling designs for classical group testing where the defectives can be classified in $O(d\log n)$ tests [16], with an error probability that vanishes with $n$, while it requires $O(\frac{d^2}{d\log d}\log n)$ tests if zero-error is insisted upon [2]. In this paper too, a significant gain in the number of tests is observed compared to the number tests required for non-adaptive pooling design for zero-error SCP derived in [15]. Like in [15], we assume that the exact number of inhibitors and defectives are given by $r$ and $d$ respectively.

The contributions and organization of this paper are summarized below.

- A probabilistic non-adaptive pooling design for the GTI model is proposed in Section IV. The number of tests

It is assumed throughout this paper that $r, d = o(n)$. 
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Some corrections and formatting have been made to enhance readability and accuracy.
required to guarantee an error probability of $cn^{-\delta}$, $c, \delta > 0$, is shown to be $T = O(d \log n)$ in the $r = O(d)$ regime, and $T = O\left(\frac{r^2}{d} \log n\right)$ in the $d = o(r)$ regime (derived in Section [IV-A]).

- The decoding complexity of the proposed algorithm is given by $O(nT)$.
- An asymptotic lower bound on the number tests given by $\Omega\left(\frac{r^2}{d} \log n\right)$ in the $d = o(r)$ regime for non-adaptive pooling designs is derived in Section [V]. Thus, the number of tests required for the proposed pooling design exceeds the lower bound by a $\log \frac{r}{d}$ multiplicative factor in the $d = o(r)$ regime.

In the next section, we formally introduce the GTI model. 

**Notation:** The probability of an event $\mathcal{E}$ is denoted by $\Pr\{\mathcal{E}\}$. The notation $f(n) \approx g(n)$ represents approximation of a function $f(n)$ by $g(n)$. Mathematically, the approximation denotes that for every $\epsilon > 0$, there exists $n_0$ such that for all $n > n_0$, $1 - \epsilon < \frac{|f(n)|}{|g(n)|} < 1 + \epsilon$. The notation $\log x$ denotes logarithm to the base two and $\ln$ denotes natural logarithm.

## II. Model

The pools are chosen according to a $T \times n$ binary test matrix $M$, where $T$ denotes the number of tests and $n$ denotes the number of items. If the items are indexed from 1 to $n$, item-$j$ participates in a test $i$ if $m_{ij} = 1$, where $m_{ij}$ denotes the $i^{th}$-row, $j^{th}$-column entry of the matrix $M$. In other words, a column of the matrix denotes an item and a row denotes a test. The outcome of a test $i$, denoted by $Y_i$, is positive or equal to one iff at least one defective and no inhibitors are present in the test, and negative or zero otherwise. For example, if item-1 is a defective, item-2 is an inhibitor, and item-3 is a normal item, then the outcome vector corresponding to the test matrix

$$ M = \begin{bmatrix} 1 & 1 & 0 \\ 1 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix} $$

is given by $\mathbf{Y} = [0 \ 1 \ 1]^T$. The goal is to identify all the $d$ defectives and $r$ inhibitors in the population using non-adaptive tests in as minimum a number of tests as possible.

This work is inspired by the noisy-CoMa algorithm [16] which is briefly reviewed in the next section.

## III. Review of Noisy CoMa Algorithm [16]

The pooling design and decoding algorithm proposed in this paper is inspired by the noisy column matching (CoMa) algorithm proposed in [16] for the classical group testing framework. We briefly summarize the CoMa algorithm and its noisy version in this section. An instance of classical group testing in the noiseless case and noisy case is given below. The first two columns of $M$ correspond to defective items and the last two columns correspond to normal items.

$$ M = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 1 & 0 & 1 \end{bmatrix} \Rightarrow \mathbf{Y} = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 1 \end{bmatrix} \quad \text{Noisy} $$

$$ \Rightarrow \mathbf{Y} = \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix} \quad \text{of} $$

In the noisy case, the noise flips an outcome with a probability $q$ and the noise is i.i.d. across tests. In the noiseless case, the CoMa algorithm “matches” the column of each item to the outcome. If an item participates only in positive outcome tests then, it is declared to be a defective and otherwise, it is declared to be a normal item. Clearly, a defective item participates only in positive outcome tests. But a normal item in any test could be masked by a defective item. Hence, when all the tests in which a normal item participates are masked by at least one defective, the normal item is erroneously declared as a defective. The example in (2) illustrates this. The normal item-4 is masked by item-1 in the fourth test and hence, is erroneously declared as a defective. However, item-3 is correctly declared to be a normal item because it participates in a negative outcome test, i.e., the third test. It is shown in [16] that when the entries of the test matrix $M$ is chosen according to i.i.d. $B(p)$, where $B(p)$ represents the Bernoulli distribution with parameter $p = \frac{1}{2}$, the probability of a normal item to be declared as a defective item vanishes with $n$, given sufficient number of tests, i.e., $O(d \log n)$ tests.

In the noisy case, even the defective items could participate in negative outcome tests on account of noise flipping the outcomes. So, the noisy CoMa algorithm proposes a threshold based algorithm to differentiate between the defectives and the normal items. In the example given in (3), the defectives can be correctly identified if the criterion for declaring the defectives is relaxed. For example, the criterion for the example in (3) could be that an item is declared to be a defective if it participates in not more than a single negative outcome test. With this criterion, both the defectives are correctly identified. This idea was generalized by the noisy CoMa algorithm as follows.

Denote the set of tests in which an item-$j$ participates by $T_j$ and the set of positive outcome tests in which an item-$j$ participates by $S_j$, for $j = 1, 2, \cdots, n$. Mathematically, $T_j$ and $S_j$ are defined as follows.

$$ T_j \triangleq \{i|m_{ij} = 1\}, $$

$$ S_j \triangleq \{i|m_{ij} = 1 \text{ and } Y_i = 1\}. $$

An item-$j$ is declared to be a defective if $|S_j| > |T_j|[1 - q(1 + \tau)]$, for some $\tau > 0$, and a normal item, otherwise, where $q$ is the probability that an outcome is flipped. It was shown that with an i.i.d. pooling design with $p = \frac{1}{d}$, appropriate choice of $\tau$ and a sufficient number of tests, all the items can be classified with $\epsilon$-error probability.

4Such a pooling design is referred to as an i.i.d. pooling design with parameter $p$. 

In the next section, we demonstrate an adaptation of the noisy CoMa algorithm for the GTI model SCP.

IV. POOLING DESIGN AND DECODING ALGORITHM

As summarized in the Section [1] the inhibitor model was motivated by “noisy” measurements due to presence of inhibitory compounds in blood testing. Hence, it is natural to consider an adaptation of the noisy CoMa algorithm for SCP where, from the view point of the defectives, the inhibitors behave as noise. In the noisy classical group testing, the noise is assumed to be independent across tests. A similar effect can be accomplished when an i.i.d. pooling design with parameter \( p \) is used. In this section, the “noise” parameter \( q \) denotes the probability of presence of at least one inhibitor in a test, which is given by \( 1 - (1 - p)^r \). Hence, with an i.i.d. pooling design, as far as the defectives are concerned, its positive outcomes are flipped with probability \( q \). However, unlike in the noisy classical group testing, the “noise” is asymmetric here. To see this, consider a test where a normal item and no defective items. The average number of negative outcome tests in which a defective participates is given by \( |T_j|q \). Hence, with an i.i.d. pooling design, the noise is given by \( cn \) as far as the defectives are concerned.

We note that the decoding rule for identifying the defectives is similar to that in the noisy CoMa algorithm. The difference is that the probability \( q \) is now dependent on the pooling design parameter. Now, it is not clear what the choice of the parameter must be so that the number of tests required is close to the lower bound. Non-trivial lower bounds for \( \epsilon \)-error non-adaptive schemes are also not known. In the following sub-section, using a suitable choice of \( p \), we show that the number of tests required for guaranteed classification of items with high probability scales as \( T = O(d \log n) \) and \( T = O(d^4 \log n) \) in the \( r = O(d) \) and \( d = o(r) \) regimes respectively. And, in the following section, we obtain a non-trivial lower bound for \( \epsilon \)-error non-adaptive pooling design.

A. Error Analysis of the Proposed Algorithm

The error analysis of the proposed algorithm follows similar techniques used in the analysis of CoMa algorithm in [10]. In the proposed algorithm, there are three possible error events for a given item that participates in at least one of the tests.

1) A defective might be wrongly identified as a normal item or an inhibitor, i.e., the defective falls under either region-1 or region-2 in Fig. 1.

2) A normal item might be wrongly identified as a defective, i.e., the normal item falls under region-3 in Fig. 1.

3) A normal item might be wrongly identified as an inhibitor, i.e., the normal item falls under region-1 in Fig. 1.

The other error events include non-participation of items in any of the tests. Clearly, an inhibitor cannot be wrongly identified as a normal item or a defective in the proposed decoding algorithm. Now, denote the set of defectives, normal items, and inhibitors by \( \mathcal{D}, \mathcal{N}, \) and \( \mathcal{I} \) respectively. Define the following error events which are related to the error events described above.

\[
\mathcal{E}_1(j) \triangleq \text{Item-} j \in \mathcal{D}, \text{ does not appear in any of the tests or it is declared as a normal item or an inhibitor.}
\]

\[
\mathcal{E}_2(j) \triangleq \text{Item-} j \in \mathcal{N}, \text{ does not appear in any of the tests or it is declared as a defective.}
\]

\[
\mathcal{E}_3(j) \triangleq \text{Item-} j \in \mathcal{N}, \text{ does not appear in any of the tests or it is declared as an inhibitor.}
\]

\[
\mathcal{E}_4(j) \triangleq \text{Item-} j \in \mathcal{I}, \text{ does not appear in any of the tests.}
\]

Clearly, the total error probability is equal to the probability of union of the error events defined above. We now evaluate the probability of each of these error events and show that, when \( r = O(d) \) and \( d = o(r) \), \( T = O(d \log n) \) and \( T = O(d^4 \log n) \) tests are sufficient respectively to guarantee that the total error probability decays as \( cn^{-\delta} \) for some positive constant \( \delta \) and \( c = 4 \) (corresponding to the union bound of the four error events defined above).
Let $T = \beta \log n$. Now, we have

$$\Pr \left\{ \bigcup_{j \in \mathcal{D}} \mathcal{E}_1^{(j)} \right\} \leq d \Pr \{ |\mathcal{S}_j| \leq T_j[1 - q(1 + \tau)] | j \in \mathcal{D} \}$$

$$= d \sum_{t=0}^{T} \left( \frac{T}{t} \right) p^t (1 - p)^{T-t} \sum_{v=tq(1+\tau)}^{t} \binom{t}{v} q^n (1 - q)^{t-v}$$

$$(a) \leq d \sum_{t=0}^{T} \left( \frac{T}{t} \right) p^t e^{-2(q\tau)^2} (1 - p)^{T-t}$$

$$(b) \leq d \left[ 1 + p e^{-2(q\tau)^2} \right]^{\beta \log n}$$

$$(c) \leq d \exp \left\{ -\beta p \log n \left( 1 - e^{-2(q\tau)^2} \right) \right\} \leq n^{-\delta}$$

$$(d) \Rightarrow d \exp \left\{ -\beta p \log n \left( 1 - e^{-2} \right) (q\tau)^2 \right\} \leq n^{-\delta}$$

$$\Rightarrow \beta \geq \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - e^{-2}) (q\tau)^2},$$

The constraint on $\beta$ corresponding to the third error event is obtained as follows.

$$\Pr \left\{ \bigcup_{j \in \mathcal{N}} \mathcal{E}_3^{(j)} \right\} \leq (n - d - r) \Pr \{ |\mathcal{S}_j| = 0 | j \in \mathcal{N} \}$$

$$= (n - d - r) \sum_{t=0}^{T} \left( \frac{T}{t} \right) p^t (1 - p)^{T-t} (1 - a)^t$$

$$\leq (n - d - r) (1 - ap)^T$$

$$\leq (n - d - r) \exp \left\{ -ap \beta \log n \right\} \leq n^{-\delta}$$

$$\Rightarrow \beta \geq \frac{\ln n \left( \ln n - \alpha \right) \ln 2}{p(1 - (1 - p)^\alpha)}. \quad (7)$$

Now, from the fourth error event we obtain

$$\Pr \left\{ \bigcup_{j \in \mathcal{T}} \mathcal{E}_4^{(j)} \right\} \leq (r - 1)p T \leq n^{-\delta}$$

$$\Rightarrow \beta \geq \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - e^{-2}) (1 - (1 - p)^\alpha)}. \quad (8)$$

Note that the term $\frac{1}{q\tau}$, which appears in (5), is a decreasing function of $\tau$ whereas $\frac{1}{(1 - q(1 + \tau) - a)}$, which appears in (6), is an increasing function of $\tau$. Therefore, the minimum of the two quantities is maximized when

$$\frac{1}{q\tau} = \frac{1}{(1 - q(1 + \tau) - a)} \Rightarrow \tau = \frac{1 - q - a}{2q}. \quad (9)$$

Note that the above value of $\tau$ satisfies the conditions $0 < q\tau < 1$ and $0 < (1 - q(1 + \tau) - a) < 1$ which were assumed in deriving (5) and (6) respectively. Substituting this value of $\tau$, we have

$$\frac{1}{(q\tau)^2} = \frac{1}{(1 - q(1 + \tau) - a)^2} = \frac{4}{(1 - q - a)^2} = \frac{4}{(1 - p)^{2(r + d)}}.$$ 

Therefore, from (5), (8) we have

$$\beta \geq \max \left\{ \frac{4 \left( \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - (1 - p)^\alpha)} \right) \ln 2}{p(1 - e^{-2}) (1 - (1 - p)^\alpha)}, \frac{4 \left( \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - (1 - p)^\alpha)} \right) \ln 2}{p(1 - e^{-2}) (1 - (1 - p)^\alpha)} \right\} \left( \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - e^{-2}) (1 - (1 - p)^\alpha)} \right) \left( \frac{\ln n \left( \ln n + \delta \right) \ln 2}{p(1 - e^{-2}) (1 - (1 - p)^\alpha)} \right). \quad (10)$$

Since $1 - p \leq e^{-p}$, if $p$ does not scale inversely with respect to $r + d$, the first two terms above would scale exponentially with $r$. Optimizing the denominators of the first two terms above, we have

$$p = \frac{1}{2(r + d) + 1}.$$ 

At large values of $r + d$, using the approximations $p \approx \frac{1}{2(r + d)}$ and $1 - p \approx e^{-\frac{1}{2(r + d)}}$, we obtain (11) (given at the top of the next page).

The scaling of the number of tests in the proposed algorithm in the two possible scenarios $r = O(d)$ and $d = o(r)$ is evaluated as given below.

1) For $r = O(d)$, i.e., $r \leq cd$ for some constant $c > 0$ and for all $n > n_0$, the third term in (11) can be upper bounded by

$$5$$This condition is necessary for application of Chernoff’s bound.
\[ \beta \geq \max \left\{ \frac{8e(r + d) \left( \ln \frac{d}{n} + \delta \right) \ln 2}{(1 - e^{-2})}, \frac{8e(r + d) \left( \ln \frac{n - d - r}{n} + \delta \right) \ln 2}{(1 - e^{-2})}, \frac{2(r + d) \left( \ln \frac{n - d - r}{n} + \delta \right) \ln 2}{e^{\frac{d}{n - r}}}, \frac{2(r + d) \left( \ln r \ln n + \delta \right) \ln 2}{(1 - e^{\frac{d}{n - r}})} \right\} \]

(11)

Since the rest of the terms in (11) scale as \( r + d \) and recalling that \( T = \beta \log n \), it is easily seen that the number of tests scales as \( T = O(d \log n) \).

1) For \( d = o(r) \), using the approximation \( 1 - e^{\frac{d}{n - r}} \approx \frac{d}{2r} \), the third term in (11) is approximated as

\[ 4e \frac{r(r + d)}{d} \left( \ln \frac{n - d - r}{n} + \delta \right) \ln 2 \]

Hence, the number of tests scales as \( T = O \left( \frac{r^2}{d} \log n \right) \) in the \( d = o(r) \) regime.

Remark 1: Note that the proposed algorithm identifies all the types of items. However, if the objective is to identify only the defectives, it can be done in \( T = O \left( (r + d) \log n \right) \) tests using the proposed algorithm. This is because only the first and the second terms in (11) matter as the third and the fourth terms correspond to the events of wrongly identifying normal items as defectives and inhibitors not appearing in any of the tests, respectively. Also, note that the time complexity of the proposed algorithm is given by \( O(nT) \).

Remark 2: Using (9), we observe that the threshold for differentiating the defectives from the normal items is given by

\[ T_j(1 - q(1 + \tau)) = T_j \frac{b + a}{2}, \]

where \( b = 1 - q \) represents the probability of a positive outcome given that a defective item \( j \) is present in the test. Note that the chosen threshold can be seen as the average of the statistics of the two different types of items. In general, if the threshold for differentiating two different types of items is fixed in this manner, where \( b > a \), the number of tests required to guarantee \( \epsilon \)-error probability scales inversely as

\[ T \propto \frac{1}{p(b - a)^2}. \]

We note that the first two terms in (10) take this form. This is expected because each item appears in a test with probability \( p \) and the number of tests must be inversely proportional to the statistical difference between the two different types of items. This observation might serve as a useful thumb rule in predicting the scaling of the number of tests required for i.i.d. pooling designs. For example, this thumb rule could be useful when i.i.d. pooling designs are used for stochastic threshold group testing which exploits statistical difference between a defective and a normal item in classifying the items, when the number of defectives in a pool is known to be exactly equal to the lower threshold [17].

Now, clearly, the proposed pooling design requires order optimal number of tests when \( r = O(d) \). But, for \( d = o(r) \), the lower bound is unknown in the \( \epsilon \)-error case. We now present a lower bound tighter than \( \Omega(r \log n) \) in the \( d = o(r) \) regime for non-adaptive pooling designs in the next section.

V. LOWER BOUND FOR NON-ADAPTIVE POOLING DESIGN

In this section, we show that the number of tests required in the proposed non-adaptive scheme exceeds the derived lower bound by a \( \log \frac{n}{r} \) multiplicative factor. The number of choices for the defectives and inhibitors is given by \( \binom{n}{r} \binom{n - r}{d} \). A lower bound on the number of tests is now given by

\[ T \geq \log \binom{n}{r} \binom{n - r}{d} (1 - P_e) - H_2(P_e) \max g \left( \frac{H(Y)}{Y} \right), \]

(12)

where \( g \) represents the size of a pool, \( H(Y) \) represents the outcome entropy, \( P_e \) denotes the average error probability, and \( H_2(P_e) \) denotes the binary entropy. Standard information theoretic arguments along with Fano’s inequality are used to obtain (12). The details can be found in [16] in the classical group testing framework. The average error probability \( P_e \) is assumed to vanish to zero with increasing \( n \). It is also assumed that the number of inhibitors \( r \) grows with the number of items \( n \) and \( r, d = o(n) \).

Now, let \( p_\gamma \) represent the probability of a positive outcome. If \( p_\gamma \leq \frac{1}{2} \), then, maximizing the outcome entropy is equivalent to maximizing \( p_\gamma \). In the regime \( d = o(r) \), for all sufficiently large \( n \geq n_0 \), we show that the optimum pool size that maximizes \( p_\gamma \) is given by

\[ g_{opt} \in \left\{ \left\lfloor \frac{n}{r} \right\rfloor, \left\lfloor \frac{n}{r} \right\rfloor + 1 \right\} \]

\[ \left\lfloor \frac{n}{r} \right\rfloor - 1 \] otherwise.

where \( \lfloor a, b \rfloor_z \) represents integers between \( a \) and \( b \) including the end points. In other words, the optimum pool size can be expressed as \( g_{opt} = \frac{n}{r} + \alpha \), where \(-1 \leq \alpha \leq 1\). We show that the maximum value of \( p_\gamma \) is approximately given by \( p_\gamma_{max} \approx \frac{\alpha}{r} \) which is less than half for large \( n \). Hence, the entropy \( H(Y) \) is also maximized at \( g_{opt} = \frac{n}{r} + \alpha \), for large \( n \).

7The average error probability is defined as \( \Pr \{ \hat{X} \neq X \} \), where \( X \) denotes the actual classification of the \( n \) items and \( X \) denotes the estimated classification of the \( n \) items. The probability is averaged over the randomness in the actual classification of the items.
The probability of positive outcome for a pool size of \( g \leq n - d - r \) is given by
\[
p_Y(g) = \frac{\binom{n-r}{g} - \binom{n-d-r}{g}}{\binom{n}{g}}.
\]

We now prove that \( p_Y(g) \) is an increasing function for \( g < g_0 \) and a decreasing function for \( g > g_1 \). This implies that the optimum value of \( g \), subject to the constraint that \( g \leq n - d - r \), lies between \( g_0 \) and \( g_1 \). In fact, it is shown that the real numbers \( g_0 \) and \( g_1 \) converge to \( \frac{d}{n} \) with increasing \( n \). It is shown later that the global optimum pool size falls in the interval \( g \leq n - d - r \), for all sufficiently large \( n \). Towards that end, the probability \( p_Y(g) \), for \( g \leq n - d - r \), is re-written as in \( \text{(13)} \) (given at the top of the next page).

Unless mentioned otherwise, hereafter, we assume that \( g \leq n - d - r \).

Lemma 1: The probability \( p_Y(g) \) is a decreasing function of \( g \) for \( g > g_1 \), where \( g_1 = \frac{\ln(1 + \frac{d}{n})}{\ln(1 + \frac{d}{n-d-r})} \).

Proof: It is shown below that \( p_Y(g) > p_Y(g+1) \), for \( g > g_1 \).
\[
\begin{align*}
\frac{g-1}{i=0} \left( 1 - \frac{r}{n-i} \right) \left( 1 - \frac{r}{n-g} \right) &> \frac{g-1}{i=0} \left( 1 - \frac{r+d}{n-i} - \frac{r}{n-g} \right) \\
&\approx \frac{g-1}{i=0} \left( 1 + \frac{d}{n-d-r-i} \right) > 1 + \frac{d}{r} \\
&\Rightarrow \frac{g-1}{i=0} \left( 1 + \frac{d}{n-d-r-i} \right) > 1 + \frac{d}{r} \\
&\Rightarrow g > g_1 = \frac{1}{\ln(1 + \frac{d}{n})} \approx \frac{n}{r}.
\end{align*}
\]

Hence, for sufficiently large \( n \), Lemma \( \text{(2)} \) implies that \( p_Y(g) \) is an increasing function of \( g \) for \( g \leq \left\lfloor \frac{n}{r} \right\rfloor \) if \( \frac{d}{n} \) is not an integer, and for \( g \leq \frac{n}{r} - 1 \) if \( \frac{d}{n} \) is an integer. Hence, for sufficiently large \( n \), the optimum pool size is given by
\[
g_{opt} \in \left\{ \left\lfloor \frac{n}{r} \right\rfloor, \left\lfloor \frac{n}{r} \right\rfloor + 1 \right\}.
\]

In other words, for \(-1 \leq \alpha \leq 1\), we have
\[
g_{opt} = r \frac{n}{r} + \alpha = \frac{n}{r} \left( 1 + \alpha \frac{r}{n} \right).
\]

We now prove the following asymptotic lower bound.

**Theorem 1:** An asymptotic lower bound on the number of tests required for non-adaptive pooling designs is given by \( \Omega\left( \frac{r^2}{d} \log n \right) \), in the \( d = o(r), r = o(n) \) regime.

Proof: Using the fact that \( g_{opt} = o(n) \) and using Stirling’s approximation for factorial functions in \( p_Y(g_{opt}) \), we have \( \text{(17)-(18)} \) (given at the top of the next page). For \( n - d - r < g \leq n - r \), the positive outcome probability is given by
\[
p_Y(g) = \frac{n-r\choose g}{n\choose g} = \frac{\prod_{i=0}^{g-1} \left( 1 - \frac{r}{n-i} \right) \left( 1 - \frac{r}{n-g} \right)}{\prod_{i=0}^{g-1} \left( 1 - \frac{r+d}{n-i} - \frac{r}{n-g} \right)} \\
\leq \left( 1 - \frac{r}{n} \right)^g \leq e^{-\frac{rg}{n}} \leq e^{-\frac{r(n-d-r)}{n}} \approx e^{-r}.
\]

Also, \( p_Y(g) = 0 \) for \( g > n - r \). Thus, for all sufficiently large \( n \), \( p_Y(g_{opt}) < p_Y(g) \), for all \( g > n - d - r \).

Since \( \max \{ H(Y) \} = -p_Y(g_{opt}) \log p_Y(g_{opt}) - \left( 1 - p_Y(g_{opt}) \right) \log \left( 1 - p_Y(g_{opt}) \right) \), substituting \( \text{(18)} \) in \( \text{(2)} \) with \( d = o(r) \) and noting that \( \binom{n-d}{r} \frac{n-d}{r} \approx \binom{n}{d} \), we have
\[
T = \Omega\left( \frac{r^2}{d} \log \frac{n}{r} \right).
\]

It is observed that the ratio notion of approximation used suffices because one is interested in order bound on the number of tests.

Hence, the proposed pooling design and decoding algorithm exceeds the lower bound by a multiplicative factor of \( \log \frac{n}{r} \) tests in the \( d = o(r) \) regime.

VI. CONCLUSION

A non-adaptive i.i.d. pooling design was proposed for SCP under the GTI model and a column-matching like decoding algorithm was proposed on the lines of \( \text{[16]} \). The proposed pooling design is order optimal in the number of tests in the \( r = O(d) \) regime and exceeds the lower bound by a \( \log \frac{n}{r} \) multiplicative factor in the \( d = o(r) \) regime. As noted in Section \( \text{[17]} \) inhibitors could be regarded as an asymmetric noise. Hence, a noisy channel coding approach of \( \text{[18]} \) could tighten the lower bound in the \( d = o(r) \) regime. Extensions to other known GTI models like the \( k \)-inhibitor model and the threshold GTI model with \( \epsilon \)-error targets are directions worth exploring.
\[ p_Y(g) = \frac{(n-r)(n-r-1) \cdots (n-r-g+1)}{n(n-1) \cdots (n-g+1)} - \frac{(n-d-r)(n-d-r-1) \cdots (n-d-r-g+1)}{n(n-1) \cdots (n-g+1)} \]
\[ = \prod_{i=0}^{g-1} \left( 1 - \frac{r}{n-i} \right) - \prod_{i=0}^{g-1} \left( 1 - \frac{r+d}{n-i} \right) \]
\[ = \prod_{i=0}^{g-1} \left( 1 - \frac{r}{n-i} \right) - \prod_{i=0}^{g-1} \left( 1 - \frac{r+d}{n-i} \right) \]
\[ \approx \left( 1 - \frac{r}{n} \right)^g - \left( 1 - \frac{r+d}{n} \right)^g \]
\[ = e^{-\frac{rg}{n}} - e^{-\frac{(r+d)g}{n}} \]
\[ \approx e^{-\frac{rg}{n}} \]
\[ \approx \frac{d}{re}. \]

\[ p_Y(g_{opt}) \approx e^{-\frac{rg_{opt}}{n}} \approx e^{-\frac{(r+d)g_{opt}}{n}} \]
\[ \approx e^{-\frac{rg_{opt}}{n}} \]
\[ \approx e^{-\frac{(r+d)g_{opt}}{n}} \]
\[ \approx e^{-\frac{rg_{opt}}{n}} \]
\[ \approx e^{-\frac{(r+d)g_{opt}}{n}} \]
\[ \approx e^{-\frac{rg_{opt}}{n}} \]
\[ \approx e^{-\frac{(r+d)g_{opt}}{n}} \]
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