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Abstract—Image harmonization task aims at harmonizing different composite foreground regions according to specific background image. Previous methods would rather focus on improving the reconstruction ability of the generator by some internal enhancements such as attention, adaptive normalization and light adjustment, etc. However, they pay less attention to discriminating the foreground and background appearance features within a restricted generator, which becomes a new challenge in image harmonization task. In this paper, we propose a novel image harmonization framework with external style fusion and region-wise contrastive learning scheme. For the external style fusion, we leverage the external background appearance from the encoder as the style reference to generate harmonized foreground in the decoder. This approach enhances the harmonization ability of the decoder by external background guidance. Moreover, for the contrastive learning scheme, we design a region-wise contrastive loss function for image harmonization task. Specifically, we first introduce a straight-forward samples generation method that selects negative samples from the output harmonized foreground region and selects positive samples from the ground-truth background region. Our method attempts to bring together corresponding positive and negative samples by maximizing the mutual information between the foreground and background styles, which desirably makes our harmonization network more robust to discriminate the foreground and background style features when harmonizing composite images. Extensive experiments on the benchmark datasets show that our method can achieve a clear improvement in harmonization quality and demonstrate the good generalization capability in real-scenario applications.

I. INTRODUCTION

IMAGE composition aims at combining different regions (denoted as foreground) from other images into a different background, composing a new composite image. However, here comes a more straightforward problem that the composite image inevitably suffers from the disharmonious appearance between the foreground and background regions caused by color, illuminations, etc., which can be visually distinguished by the human eyes. To address the inconsistent appearance, image harmonization task specializes in making foreground regions more compatible and realistic with background regions, which also has potential to solve contemporary problems in image editing [1], [2], relighting [3], enhancement [4], synthesis [5], [7], forgery detection [8]–[10] and video synthesis [11], [12], etc.

The key solution addressing image harmonization task is to adjust foreground appearance to make it more compatible with the corresponding background while also maintaining the unchanged structure and semantic information. Traditional harmonization methods intend to transfer handcrafted statistics and low-level features, such as color [13], [14], illumination [15] and texture [16], etc. While traditional solutions achieve unreliable performance in vastly different scenarios, several deep-learning based harmonization models have been proposed to address this challenging task. A number of recent works mainly concentrate on exploring the associations between the foreground and background regions, such as designing attention module to learn regional features [17], employing domain discriminator to identify the composite and natural foreground regions [18], extracting domain-aware guidance for harmonization [19] and adaptively transferring background style into foreground regions [20]. Above methods achieve promising results in image harmonization and particularly benefit from the strong reconstruction ability of the employed encoder-decoder UNet [21] architecture.

However, after extracting the context of composite image by the encoder in UNet, the frameworks in previous approaches not only confront limited ability to identify the foreground and background features, but also shows weakness in harmonizing the foreground region with background style only under supervision of the ground-truth image. In this paper, we propose an alternative, rather straightforward approach to address the above problems. Given specific patches in the foreground region, the style of the patches should be naturally consistent with the background patches for harmonization. To do so, we need to learn and focus on the appearance consistency between the two domains, the foreground and background, while being invariant to the necessarily different features including textures and structures in various regions. Hence, we achieve this by employing a kind of contrastive loss function, InfoNCE loss [22], which we redesign to associate the style of the foreground and background patches to each other for the first time. In this work, we firstly use it at a region-wise supervised scheme, where we simultaneously conduct multiple negative samples from the harmonized foreground and multiple positive samples from the ground-truth background. We find that drawing negative and positive samples internally and regionally from the respective foreground and background regions, rather than generally selecting samples from the whole image, enforces the decoder to generate foregrounds with more harmonious improvement.

Furthermore, we find that most of the existing methods attempt to improve the reconstruction ability by enhancing internal information (attention module [17], domain information [19] and normalization [20]) only within the decoder to avoid style information decreases. Differently, as several researches [2], [23], [24] show that the encoder will become sta-
bilized when extracting data-driven features during the training process, we approach to add appearance guidance from the encoder. Compared to the unstable background features that are reconstructed from the decoder, the unchanged background features convey more accurate region-specific details when extracting from the encoder and thus contribute to greater harmonization. The background appearance guidance (from encoder) and the reconstructed foreground appearance (from decoder) are further embedded and fused in the decoder via style fusion. This straightforward scheme shows a clear improvement in harmonization quality, without large computational cost. Extensive experiments demonstrate that the our approaches introduced above can effectively conspire together not only in discriminating the foreground and background features in a novel scheme, but also in further improving the harmonization quality and outperforming the state-of-the-art methods both on benchmark synthesis and real-scenario datasets.

Overall, the main contributions of this paper can be summarized as follows:

- We propose a novel region-wise contrastive loss function for discriminating the foreground and background features and further facilitating the harmonization model to learn better regional features.
- We first employ background style representations in feature extractor to guide the harmonization generator via the proposed external style fusion strategy, further improving harmonization quality of the foreground region.
- Experimental results show that our method outperforms other state-of-the-art methods qualitatively and quantitatively on the benchmark datasets and also achieves favorable results in real-scenario applications.

II. RELATED WORK

Image Harmonization Traditional image harmonization methods mainly focus on adjusting low-level features and handcrafted appearance of the foreground and background regions, such as adjusting global color distributions [25], [26], applying gradient domain composition [27], [28] or manipulating multi-scale transformation and statistical analysis [16]. Although above methods achieve preliminary results in image harmonization task, the quality of the coarse harmonized image cannot be visually guaranteed. Recently, several deep learning methods have been further investigated in solving image harmonization task. For instance, [29] first propose a pre-trained discriminator model to adjust the appearance of the composite images. Later, a few researches claim that the key solution to harmonize composite image is to maintain semantic consistency [30], [31]. Current methods in image harmonization task gradually focus on figuring out the differences between the foreground and background region features, such as employing attention module to learn regional spatial features [17], designing domain verification discriminator to identify the foreground and background regions [18], adding domain-aware guidance [19], redefining mask-guided spatial normalization [20], [32] and leveraging transformer to obtain regional consistency [33]. However, while above methods seem to enhance internal information only within their employed UNet decoder, their models reveal limitations not only in effectively identify the styles between foreground and background regions but also in reconstructing appropriate foreground appearance according to corresponding background appearance.

Contrastive learning. Contrastive learning has been proven as an effective method in unsupervised visual representation learning. Tracing back to [34], their methods first learn representations by contrasting positive pair against negative pairs. This scheme drives [22] to explore the latent space and propose a probabilistic contrastive loss to capture maximal mutual information between the positive and negative pairs, which is also an effective approach adopted and extended in several papers [35]–[38].

As the contrastive learning greatly benefits the visual representation learning, some researches have explored its efficiency in many downstream tasks. For example, CUT [39] is the pioneer contrastive learning approach in image-to-image translation tasks. Their approaches are to propose a patch-based contrastive loss to match style consistency between the positive samples and negative samples. Later, DCL-GAN [40] introduced a bidirectional patch-based contrastive loss to match the source and target domain. Additionally in super-resolution task, [41] and [42] have successfully attempted to embed the low-resolution and high-resolution samples into latent representations to obtain maximal mutual information. The designed choices of defining positive and negative samples play an essential and critical role in various image translation tasks. In this paper, we approach to investigate contrastive learning for image harmonization task by proposing a novel region-wise contrastive loss function.

III. PROPOSED METHOD

In this section, we first introduce the base network design to generate harmonized image. Then we describe how the proposed external style fusion block to provide background appearance guidance. After that, we mainly focus on illustrating our proposed region-wise contrastive learning scheme for image harmonization and explaining our strategy to generate positive and negative samples from foreground and background regions respectively. At last we introduce our loss functions.

A. Image Harmonization Network with External Style Fusion

Base Network. Formally, given the original composite image \( I \in \mathbb{R}^{3 \times H \times W} \) and its corresponding foreground mask \( M \in \mathbb{R}^{1 \times H \times W} \), we first downsample \( I \) and \( M \) to obtain low-resolution \( I' \) and \( M' \). Our base network takes \( I' \) and \( M' \) as inputs and generates harmonized image \( H \in \mathbb{R}^{3 \times H \times W} \), which consists of four modules: encoder \( G_{enc} \), decoder \( G_{dec} \), attention module and style fusion layer. We employ an encoder-decoder based residual-UNet (ResUNet) [43] as \( G_{enc} \) and \( G_{dec} \), which has been proven to better expand the receptive field and improve the quality of the recovered image. For attention module, we employ S^2 AM [17] following previous approaches [19], [20]. Our decoder network \( G_{dec} \) is inserted...
with S2AM module to enhance internal spatial information and style fusion layer to provide external style guidance. The whole architecture is illustrated in Figure 1.

**External Style Fusion.** With $G_{enc}$ and $G_{dec}$, we can obtain encoder feature maps $\{E_i\} = G_{enc}(I')$ and decoder feature maps $\{D_i\} = G_{dec}(G_{enc}(I'))$, where $i$ denotes the $i$-th layer. As the encoder and decoder are structurally symmetric, we reverse the order of encoder feature maps $\{E_i\}$ to equate the shapes of $D_i$ and $E_i$. Preliminarily, we divide the foreground and background regions in each feature map by multiplying the re-scaled foreground mask $M_i$ and background mask $(1 - M_i)$ in order to learn the foreground and background styles separately, which are formulated by:

$$E_{bg}^i = G_{enc}(I') \times (1 - M_i)$$

$$D_{bg}^i = G_{dec}(G_{enc}(I')) \times (1 - M_i)$$

$$D_{f}^i = G_{dec}(G_{enc}(I')) \times M_i$$

where $E_{bg}^i$ and $D_{bg}^i$ are $i$-th background feature map in $G_{enc}$ and $G_{dec}$, and $D_{f}^i$ is $i$-th foreground feature map in $G_{dec}$. Unlike the internal normalization in RAIN [20], we particularly leverage the external style guidance from the background of $E_i$ instead of $D_i$. To this end, we calculate the channel-wise mean $\mu_{E_i}^{bg}$ and standard variance $\sigma_{E_i}^{bg}$ of the foreground feature map $E_{bg}^i$. Particularly, we normalize the foreground region in $D_{f}^i$ to preliminarily harmonize the composite foreground regions, where the normalization in layer-$i$ is formulated by:

$$\text{\hat{D}}_{f}^i = \phi \left( D_{f}^i, \mu_{E_i}^{bg}, \sigma_{E_i}^{bg} \right) \frac{D_{f}^i - \mu_{E_i}^{bg}}{\sigma_{E_i}^{bg}}$$

To the best of our knowledge, we are the first approach to leverage the style features in encoder to guide the reconstruction of harmonious foreground, while previous methods use the basic normalization [19], [22] or style transfer [20] only within the decoder. Similarly, we calculate the channel-wise mean $\mu_{D_i}^{bg}$ and standard variance $\sigma_{D_i}^{bg}$ of the background feature map $D_{bg}^i$, and next normalize the the background region using the analytical formula:

$$\text{\hat{D}}_{bg}^i = \phi \left( D_{bg}^i, \mu_{D_i}^{bg}, \sigma_{D_i}^{bg} \right) \frac{D_{bg}^i - \mu_{D_i}^{bg}}{\sigma_{D_i}^{bg}}$$

Notice that for background normalization, we leverage the internal background style guidance only from $D_{bg}^i$ for the trade-off between reconstruction and over-fitting. After we obtain the foreground feature map $\text{\hat{D}}_{f}^i$ and background feature map $\text{\hat{D}}_{bg}^i$, we adopt a weighted fusion operation $\psi$ to filter out inaccurate appearance details, which facilitates the $\text{\hat{D}}_{f}^i$ and $\text{\hat{D}}_{bg}^i$ to produce the augmented foreground and background maps by:

$$\psi(\text{\hat{D}}_{f}^i) = f^b_i(\text{\hat{D}}_{f}^i) \times \text{\hat{D}}_{f}^i + f^b_i(\text{\hat{D}}_{f}^i)$$

$$\psi(\text{\hat{D}}_{bg}^i) = f^b_i(\text{\hat{D}}_{bg}^i) \times \text{\hat{D}}_{bg}^i + f^b_i(\text{\hat{D}}_{bg}^i),$$

where $f^b_i$ and $f^i_i$ are affine functions for calculating the scale $s_i$ and bias $b_i$ in AdaIN [44]. Finally we obtain the $i$-th augmented feature map $\hat{D}_i$ in decoder $G_{dec}$ by channel addition: $\hat{D}_i = \psi(\text{\hat{D}}_{f}^i) \oplus \psi(\text{\hat{D}}_{bg}^i)$. The entire style fusion procedure is briefly introduced in Figure 1. All the hyper-parameters are initialized as 0 and automatically optimized during the training process.

**B. Region-wise Contrastive Learning Approach**

With the augmented feature maps $\{\hat{D}_i\}$, we sequentially apply $\{\hat{D}_i\}$ into each layer of the decoder and finally generate harmonized image $\hat{H}$. Existing approaches are mainly used to supervising $\hat{H}$ with the ground-truth natural image $\hat{H}$ by pre-specific loss functions like $\mathcal{L}_1 = \|H - \hat{H}\|_1$ and $\mathcal{L}_2 = \|H - \hat{H}\|^2_2$. Although these conventional loss functions have achieved promising results in reconstructing desired images, they also have limitations in some specific tasks that needs regional feedback like image harmonization.

In this paper, we attempt to explore a more effective way to discriminate the difference between foreground and background appearance. Inspired by CUT [39], we first associate
the foreground and background appearance as the negative and positive samples in contrastive learning. Different from CUT that conducts samples from the whole image, our method is more task-specific in generating positive and negative samples from different regions within the same image. In the following subsections we introduce the details of our contrastive learning approaches.

1) Region-wise Positive and Negative Samples Generation:
Contrastive learning has been proven to be effective both at image and patch level [40], [45], [46]. Specifically in our harmonization task, we notice that not only both the complete foreground and background regions share similar style information [20], but also the corresponding patches respectively from the foreground and background regions do. Since contrasting pixel-to-pixel information is impractical in comparing style information, we denote the foreground of harmonized image $H$ as negative and the background of ground-truth image $\tilde{H}$ as positive, and we take valid and region-specific strategies to generate our negative and positive patches.

After obtaining the harmonized image $H \in \mathbb{R}^{3 \times H \times W}$, we perform matrix multiplication with its foreground mask $M'$ to generate foreground region $H^{fg} \in \mathbb{R}^{3 \times H \times W}$. We first down-sample $H^{fg}$ by factors $H/4$ and $W/4$ to obtain foreground sampling map $S^{fg}$, such that each pixel of sampling map correlates to a $4 \times 4$ region on original harmonized image $H$. Next, we randomly select $K$ pixels from $S^{fg}$ as negative locations and then crop $8 \times 8$ patches around the negative locations in $S^{fg}$. Hence, we embed the $K$ patches through a two-layer MLP following [39] and denote that the embedding features compose the negative set $\{\mathcal{N}_i\}$, where each negative vector is defined as follows:

$$\mathcal{N}_i = \left\{ S^{fg}_i \mid \mathcal{N}_i = \text{MLP} \left( \varphi \left( H^{fg}; S^{fg}_i \right) \right) \right\}$$

(8)

where $\varphi$ is the random cropping function and $S^{fg}_i$ denotes the $i$-th negative locations sampling map. Similarly, with the background mask $(1 - M')$, we can obtain background region $\hat{H}^{bg}$ from ground-truth image $\tilde{H}$. Following the above negative patches generation strategy, we also embed the patches through the same MLP to compose the positive set $\{\mathcal{P}_i\}$, where each positive vector is defined as follows:

$$\mathcal{P}_i = \left\{ S^{bg}_i \mid \mathcal{P}_i = \text{MLP} \left( \varphi \left( \hat{H}^{bg}; S^{bg}_i \right) \right) \right\}$$

(9)

One may have following questions: (1) Why not directly adopt the $H/8$ and $W/8$ down-sampling factor instead of $H/4$ and $W/4$? As we empirically set the image size of the output harmonized image $H$ as $256 \times 256$, the size of sampling map will become $32 \times 32$ using factor $H/8$ and $W/8$, such that not only the sampling locations will decrease by a large margin (from $64 \times 64$ to $32 \times 32$), but the overlaps of the cropped $8 \times 8$ patches also adjacent in increase. (2) The differences compared with CUT ([20])? As the CUT method selects patches from the whole image, it has limitation on selecting patches regionally and simultaneously according to different foreground masks in harmonization task while it restricts the patch locations both on positive and negative feature maps.

2) Contrastive Loss: Given the background query feature map $v^{bg}$ with its positive set $\{\mathcal{P}_i\}$ and the foreground query feature map as $v^{fg}$ with its negative set $\{\mathcal{N}_i\}$, we compute the probability that a positive vector $\mathcal{P}_i$ will be selected over all the negative vectors $\{\mathcal{N}_i\}$, which practically means that the harmonization model would rather choose to generate background styles than foreground styles. Mathematically, above problem can be formulate as a cross-entropy loss:

$$\mathcal{L}_{CL} \left( v^{fg}, v^{bg}, \mathcal{P}_i, \{\mathcal{N}_i\} \right) = - \log \frac{\exp \left( v^{bg} \cdot \mathcal{P}_i / \tau \right)}{\exp \left( v^{bg} \cdot \mathcal{P}_i / \tau \right) + \sum_{n=1}^{K} \exp \left( v^{fg} \cdot \mathcal{N}_n / \tau \right)},$$

(10)

where $\tau$ denotes a temperature parameter [22] and we use 0.07 as default. As we select $K$ patches in Section III-B1, our
contrastive loss for each pair of $v^{bg}$ and $v^{fg}$ is defined as follows:

$$\mathcal{L}_{C\text{L}}(v^{bg}, v^{fg}) = \frac{1}{K} \sum_{i=1}^{K} \log \frac{\exp(v^{bg} \cdot \rho_i / \tau)}{\exp(v^{bg} \cdot \rho_i / \tau) + \sum_{k=1}^{K} \exp(v^{fg} \cdot \hat{N}_i / \tau)}.$$  

(11)

Therefore, our total contrastive loss for training harmonization network is formulated as follows:

$$\mathcal{L}_{H\text{CL}} = \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}(H_i^{fg}, \hat{H}_i^{bg}),$$  

(12)

where $N$ is the total number of the training images.

C. Overall Loss Function

We consider our method as a supervised problem. To achieve faithful harmonization, we calculate the $L_1$ loss between the whole harmonized image $H$ and the ground-truth image $\hat{H}$. We also calculate the $L_1$ loss only within the foreground region (denoted as $L_{\text{pixel}}$) following [47] to learn better foreground appearance. At last, the above two loss functions and our proposed contrastive loss (Eq.12) conspire together to compose the overall loss of our method, which is a weighted formulation defined as:

$$\mathcal{L}_{\text{all}} = \lambda_1 \mathcal{L}_1 + \lambda_2 L_{\text{pixel}} + \lambda_3 \mathcal{L}_{H\text{CL}},$$  

(13)

where we empirically set $\lambda_1 = 0.4$, $\lambda_2 = 0.5$ and $\lambda_3 = 0.1$ for all our training experiments.

IV. EXPERIMENTS

A. Implementation Details

Settings. We implement our method in Pytorch [48] and train on a single NVIDIA TITAN V GPU with 12GB memory. All the images are resized to 256×256, random cropped and flipped for fair evaluation following previous methods [18]–[20]. For training the whole network, we use batch size 8 and learning rate 1e-3 for convergence. We leverage the AdamW optimizer [49] with default setting and $K = 256$ during all the training, where $K$ is the number of patches as introduced in Section [11].

B. Datasets

IHARMONY4 synthesis dataset. The IHARMONY4 dataset [18] is a synthetic dataset that contains 73146 image pairs for image harmonization, including the synthetic images, the corresponding foreground masks and the target images. The IHARMONY4 totally includes 65742 training images pairs and 7404 testing samples. Following previous methods [17]–[20], [32], we primarily train our framework on the training samples of IHARMONY4 and we preliminarily leverage the testing samples in IHARMONY4 dataset to estimate the harmonization performance of our model on synthetic dataset.

DIH real-scenario dataset. DIH real-scenario dataset [30] (DIH99) is a real-scenario dataset that covers a variety of real-scenario composite examples. It contains 99 copy-paste high-quality composite images with the corresponding foreground masks that are collected from various real scenarios and stylized images. Following previous methods [17]–[20], [32], we conduct subjective experiments on DIH99 dataset to evaluate the harmonization performance of our model on real-scenario dataset.

REALHM real-scenario dataset. REALHM dataset [50] is a novel real-scenario dataset that satisfies the real image harmonization evaluation demands. It contains 216 high quality, high-resolution foreground/background image pairs with corresponding mask and harmonized outputs, where the foregrounds and the backgrounds include different human portraits and general objects and cover diverse environments. Different from the IHARMONY4 synthetic dataset that perturbs the foreground objects by color-transfer methods [51], [52], the harmonized outputs in REALHM dataset are generated and adjusted by Photoshop tools and cover high-quality diverse environments. Hence, we additionally conduct qualitative comparisons on REALHM dataset to evaluate the harmonization performance of our model on real-world scenarios, while previous methods [17]–[20], [32] do not take this evaluation.

C. Evaluation Metrics

Objective Evaluation. For evaluation, we validate our approaches on the IHARMONY4 using Mean-Square-Errors (MSE), Peak Signal-to-Noise Ratio (PSNR), Structural Similarity (SSIM) as criteria metrics. Moreover, we also report foreground MSE (fMSE) and foreground SSIM (fSSIM) to evaluate the harmonization performance only for foreground regions, measuring how well the foreground is harmonized.

Subjective Evaluation. To validate the generalization capacity in real-scenario applications, we evaluate our method on real-scenario dataset. Following [18], [20], [32], we conduct subjective user study to compare our proposed method with current baseline methods on the DIH99 real composite dataset. In detail, we invite 28 participants from various majors to participate in subjective experiments. As shown in Figure 3 each participant can access to a collection of image groups, each of which contains the original composite input and the harmonized results that are respectively generated by DIH [30], BargainNet [19], RainNet [20] and our proposed method. To maintain unpredictability, we also shuffle the displaying order in each image group randomly. All subjects are not aware of image harmonization task, and are only required to choose the aesthetically superior image, contributing 28×99 groups in total.
TABLE II
QUANTITATIVE COMPARISONS ON BENCHMARK DATASET iHarmony4 [18]. THE BEST RESULTS ARE MARKED AS BOLDFACE.

| Methods       | #Param.↓ | HCOCO MSE↓ PSNR↑ | HAdobe5k MSE↓ PSNR↑ | HFlickr MSE↓ PSNR↑ | Hday2night MSE↓ PSNR↑ | All MSE↓ PSNR↑ |
|---------------|----------|------------------|---------------------|-------------------|----------------------|------------------|
| input composite | 67.89    | 34.07            | 342.27              | 28.14             | 260.98               | 28.35            |
| Zha et al. [29] | 79.82    | 33.04            | 414.31              | 27.26             | 315.42               | 27.52            |
| DIH [30]       | 41.76M   | 51.85            | 92.65               | 32.28             | 163.38               | 29.55            |
| S2AM [17]      | 66.70M   | 33.07            | 48.22               | 35.34             | 124.53               | 31.00            |
| DoveNet [18]   | 54.76M   | 36.72            | 52.32               | 34.34             | 133.14               | 30.21            |
| BargainNet [19] | 58.74M  | 24.84            | 39.94               | 35.20             | 97.32                | 31.34            |
| RainNet [20]   | 54.75M   | 31.12            | 42.84               | 36.20             | 117.59               | 31.33            |
| Ours           | 28.37M   | 19.91            | 21.16               | 38.33             | 66.14                | 34.00            |

D. Comparisons with State-of-the-art Methods

We compare our method with current solid image harmonization algorithms ([15], [29], DIH [30], S2AM [17], DoveNet [18], BargainNet [19], RainNet [20] and IIH [32]).

In Table II and Table III we report the quantitative comparisons of the harmonization performance across four sub-datasets of iHarmony4, where all the previous methods employ their official configurations and pre-trained models. All our experiments are trained and evaluated on the iHarmony4 dataset and our framework is optimized under the loss function in Eq 13. All the numeric metrics are calculated on the testing datasets in iHarmony4 and we additionally report the model size of each method.

From Table II, even with one-third fewer parameters, our approach substantially outperforms current solid baselines by a large margin at PSNR and MSE metrics, with 12.79 reduction at overall MSE metric and 1.6 improvement at overall PSNR metric. Additionally, we evaluate the foreground harmonization quality following [32]. All quantitative results are collected from [32] and we compare them with our method in Table III. Specifically for the foreground harmonization, our approach outperforms previous methods in terms of the pixel-level harmonization (120.83 reduction at fMSE metric) and the structure-level similarity harmonization (6.00 improvement at fSSIM metric).

In addition to the quantitative comparisons, we also present some qualitative comparisons in Figure 4. Our method achieves better harmonization quality compared to [18], [19], [20]. Significantly, we find that our method not only per-
forms well in harmonizing the composite foreground region according to the background appearance, but also has strong reconstruction ability for those foreground regions that have unusual styles, from which it also infers the limitations of previous methods.

Furthermore, we attempt to investigate the model performance in harmonizing higher resolution images. Following [53], the high-resolution images in HAdebe5k dataset are first re-scaled into $256 \times 256$, $512 \times 512$, $1024 \times 1024$ resolutions, and we evaluate the harmonization performance using the PSNR metric at different resolutions. We compare the quantitative performance with current low-resolution harmonization methods [17], [18], [19], [20], [32] and high-resolution harmonization method [53] using their default pre-trained settings, and we report the numeric results in Table IV. In Table IV, we find that the previous methods for low resolution harmonization confront a performance decline as the image resolution rises. We conjecture that the UNet-based structures show limitations in processing large scale feature map as the number of pixels that will present the vital details is significantly reduced. Particularly, those methods which approach to leverage global information (RAIN block in [20], global rendering curves in [53] and our proposed style fusion) obtain more stable or even better performance when harmonizing high-resolution images, where our method maintains the higher performance than others.

E. Performance on Real-scenario Datasets.

In addition to investigate the generalization ability in real-scenario applications, we evaluate our method on real-scenario datasets, DIH [30] and RealHM [50] and present some visualized harmonization results in Figure 5 and Figure 6. Our method obtains more favorable results in harmonizing real-scenario copy-paste image compared to previous methods.
From the visualized results in Figure 5 and Figure 6, we could see that our method also show advantages in generating more harmonious foregrounds that share similar style (hue, color, brightness, etc.) with the background images.

Moreover, we conduct subjective user study to compare our proposed method with baseline methods (original copy-paste image, DIH [30], BargainNet [19] and RainNet [20] on the DIH99 real composite dataset. The details of the user study is introduced in Section IV-C. We summarize the total voting times of each method and calculate the preference ranking in Table V. Our method receives the most votes in the subjective user study. The qualitative comparisons and the subjective user study demonstrate that our method has good generalization capacity in real-world scenarios.

### F. Ablation Study

In this section, we conduct the ablation experiments to investigate the effectiveness of each component in our method, including the proposed style fusion strategy and the employed loss functions.

**Effectiveness of External Style Fusion.** As we introduce that we add the background style guidance from the encoder to the decoder via the proposed style fusion, we first investigate its harmonization performance while only using the basic loss function $L_1$ and $L_{pixel}$. From the model $B$ and $C$ in Table VI, we find that our designed style fusion improves the baseline model by a large margin. It shows that adding external background guidance not only performs well in pixel level (PSNR, MSE and fMSE) but also structure level (SSIM and fSSIM) harmonization, which exactly proves the effectiveness of our proposed style fusion.

To further investigate its effectiveness, we compare our style fusion with AadIN [44] and RainNet [20], which apply adaptive instance normalization to the internal feature maps within the decoder. Specifically, we replace all of the style fusion layers in our framework with the AadIN blocks and RAIN blocks respectively, and preliminarily train for 60 epochs. We quantify the harmonization performance by PSNR metric and MSE metric, and report the validation results in
Fig. 6. Visual harmonization comparisons on real-scenario datasets RealHM [50]. Foreground regions are marked by green boxes in composite images.

Fig. 7. Visualized examples in ablation studies. S.F. denotes our proposed style fusion block.
TABLE VI

ABLATION STUDIES. S.F. DENOTES OUR PROPOSED STYLE FUSION STRATEGY.

| # | $L_1$ | $L_{\text{pixel}}$ | S.F. | $L_{\text{HCL}}$ | MSE ↓ | PSNR ↑ | fSSIM ↑ |
|---|---|---|---|---|---|---|---|
| 1 | ✓ |   |   |   | 54.55 | 34.56 | 85.68 |
| 2 | ✓ | ✓ |   |   | 42.14 | 35.53 | 88.14 |
| 3 | ✓ | ✓ | ✓ |   | 29.08 | 37.01 | 90.03 |
| 4 | ✓ | ✓ | ✓ | ✓ | 25.92 | 37.50 | 90.69 |

Figure 8. Comparisons of inserting AdaIN block [44], RAIN block [20] and the proposed style fusion in our framework at PSNR metric. The higher PSNR score denotes the better composite image has been harmonized.

Figure 9. Comparisons of inserting AdaIN block [44], RAIN block [20] and the proposed style fusion in our framework at MSE metric. The lower MSE score denotes the better composite image has been harmonized.

Figure 8 and Figure 9 respectively. When using style fusion instead of RAIN block during the entire training phrase, the model performance is considerably enhanced. Additionally in Figure 10, we present two groups of feature map examples that generated by encoder $G_{\text{enc}}$ and decoder $G_{\text{dec}}$, respectively. Because our style fusion relies on the encoder guidance, the comparisons also proves our proposition that the unmodified background features convey more accurate region-specific details when extracting from the encoder. The foregoing experiments effectively validate the proposed style fusion, making it useful and indispensable in our image harmonization task.

Effectiveness of Contrastive Loss Function. From model $A$ and $B$ in Table VII, we find that employing $L_{\text{pixel}}$ rather than only comparing the whole image with $L_1$ helps to improve the harmonization performance. From the model $B$ to $D$ in Table VII, the proposed contrastive loss further improve the harmonization quality after applying our style fusion. We present a visualized example in the ablation studies in Figure 7 and we find that although the style fusion achieves preliminary harmonization, the designed $L_{\text{HCL}}$ makes the foreground car more compatible with the background region. We conjecture that the importance of using our region-wise contrastive loss is due to the effective comparison between the background and foreground style features, making the reconstructed foreground more harmonious. Moreover, as our method is set as supervised scheme, the ground-truth background $H_{bg}$ provides more stable feature representations than the harmonized background $H_{bg}$.

The Quantities of Sampling Patches. Table VII compares the performance with different patch sampling numbers $K$ during the sample generation (Section 3.3.1). Although increasing sampling numbers theoretically improves contrast complexity between foreground and background style features, the ablation results reveal that capturing more than 256 patches degrades harmonization performance with a modest drop at PSNR and SSIM metrics. We conjecture that as the number of negative samples grows, more complex style representations emerge, and our method does not employ a well-designed feature extractor to obtain unified style representations following [39] but only uses a shared-MLP to obtain embedded positive and negative vectors (illustrated in Section 3.3.1). Moreover, when cropping and embedding more patches, the training resources also increase, such as computational cost and processing time. Overall, we set $K = 256$ for a trade-off between the harmonization performance and the training complexity.
TABLE VII
ABLATION STUDIES OF PATCH NUMBER K.

| Patches of K | MSE | PSNR↑ | SSIM↑ |
|--------------|-----|-------|-------|
| 128          | 29.06 | 37.00 | 98.92 |
| 256          | 25.90 | 37.50 | 99.04 |
| 512          | 30.87 | 36.79 | 98.88 |
| 1024         | 30.35 | 36.69 | 98.83 |

G. Limitations and Social Impacts.

Our proposed method achieves state-of-the-art performance specifically addressing the image harmonization task. However, we have not generalized our approaches to other harmonization models and we conduct harmonization only on low-resolution images as previous methods do. We would like to investigate the robustness of the proposed external style fusion and region-wise contrastive loss in more generalized applications for future work. Meanwhile, we notice that there are several potential negative impacts caused by image harmonization techniques. As our task aims to harmonized composite image, some may use it to create fake multimedia information and false data in academic papers, which may not be structurally detected by some effective forgery detection methods [8], [9], [54].

V. CONCLUSION

In this paper, we design a novel region-wise contrastive loss function for image harmonization to explore the information from both foreground and background regions as negative and positive, respectively. With the proposed contrastive learning scheme, it enables our method to bring together harmonized foreground styles and ground-truth background styles by regularizing the negative samples to be more relative to the positive samples. Furthermore, while previous works focus on reconstructing the foreground with background styles inside the generator, we design an efficient style fusion strategy that employs external background style representations as reference to generate more harmonized image. The external background representations are first extracted from the encoder of UNet-based structure and work as guidance conspired with adaptive Instance Normalization in each layer of the generator. The extensive experiments demonstrate the feasibility and the effectiveness of our method, which also maintains favorable generalization ability on real-scenario applications.
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