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ABSTRACT
In this paper, a class of non-Markovian forward-backward doubly stochastic systems is studied. By using the technique of functional Itô (or path-dependent) calculus, the relationship between the systems and related path-dependent quasi-linear stochastic partial differential equations (SPDEs in short) is established, and the well-known nonlinear stochastic Feynman-Kac formula of Pardoux and Peng \cite{17} is developed to the non-Markovian situation. Moreover, we obtain the differentiability of the solution to the forward-backward doubly stochastic systems and some properties of solutions to the path-dependent SPDEs.

1. Introduction
It is well-known that quasi-linear parabolic partial differential equations (PDEs in short) are related to Markovian forward-backward stochastic differential equations behind Bismut \cite{1} introduced the linear backward stochastic differential equations (BSDEs in short). Then, after Pardoux and Peng \cite{17} proved the existence and uniqueness for nonlinear BSDEs, Peng \cite{20} and Pardoux and Peng \cite{19} introduced the nonlinear Feynman-Kac formula, which provides a probabilistic representation for a large class of systems of quasi-linear PDEs and generalizes the classical Feynman-Kac formula for linear parabolic PDEs. Along this way, Pardoux and Peng \cite{18} introduced a new class of BSDEs, called backward doubly stochastic differential equations (BDSDEs in short), related to a class of quasi-linear parabolic backward stochastic PDEs (SPDEs in short). They gave a probabilistic representation for solutions of such systems of semi-linear SPDEs and used it to prove the existence and uniqueness result of such SPDEs. This result is summarized as the nonlinear stochastic Feynman–Kac formula, which permits us to solve BDSDE by SPDE and, conversely, we can also use BDSDE to solve SPDE. Since then, this important theory has attracted a lot of attention. For example, Buckdahn and Ma \cite{3,4} introduced a definition of stochastic viscosity solution to the nonlinear SPDEs. They also proved the existence and uniqueness of
the stochastic viscosity solution and further extended the nonlinear stochastic Feynman-Kac formula. The generalized BDSDEs and SPDEs with nonlinear Neumann boundary conditions have been investigated by Boufoussi et al. [2]. Diehl and Friz [8] established the connection between BSDEs with rough drivers and BDSDEs, and Xiong [29] obtained the strong uniqueness for the solution to a class of SPDEs with non-Lipschitz coefficients. Zhang and Zhao [30] obtained the pathwise stationary solutions of SPDEs and BDSDEs on the infinite horizon under non-Lipschitz coefficients. In application, Han et al. [13] investigated the optimal control problems for backward doubly stochastic control systems and obtained the maximum principle for backward doubly stochastic control systems. Shi et al. [26] developed BDSDEs of Volterra type, obtained the well-posedness of solutions, and studied the optimal control problems. For more recent developments concerning BSDEs and BDSDEs, we refer the reader to [14,27,31], and the references therein.

During the past two decades, tremendous efforts have been made to extend the nonlinear stochastic Feynman-Kac formulato the non-Markovian situation. To the best of our knowledge, very few works have been done for nonlinear stochastic Feynman-Kac formula in non-Markovian case. The main difficulty is that, in the non-Markovian situation, one can not find a proper probabilistic representation for the solution of SPDE.

In this paper, we will overcome the difficulties of establishing the nonlinear stochastic Feynman-Kac formula for non-Markovian BDSDEs of path-dependence and obtain a proper probabilistic representation for the solution of related SPDEs. The key technique of our approach is the functional Itô/path-dependent calculus introduced by Dupire [9] recently (see [6,7,32] and references cited therein). Dupire’s main idea is to define new path derivatives, which provides an excellent tool for studying path-dependence. This is an extension of the classical Itô calculus to functionals depending on whole paths of a stochastic process instead of its current values only. By using the functional Itô calculus, Ekren et al. [11,12] introduced a new notion of viscosity solution and proved the comparison and the existence for a class of fully nonlinear path-dependent PDEs by the dynamical nonlinear expectation theory. Buckdahn et al. [5] proposed a notion of pathwise viscosity solution for fully nonlinear forward SPDEs and connected a forward SPDE with a path-dependent PDE. Peng and Song [21] established the existence and uniqueness theorem of Sobolev solutions to semi-linear (fully nonlinear) path-dependent PDEs. Ren et al. [24] provides a probabilistic proof of the comparison result for viscosity solutions of path-dependent semilinear PDEs. In this non-Markovian situation, by using the technique of functional Itô calculus, the nonlinear Feynman-Kac formula was established by Ekren et al. [10], Peng and Wang [22], and Ji and Yang [15]. Motivated by functional Itô formulas, Zong et al. [33] investigates asymptotic properties of systems represented by stochastic functional differential equations, and uses degenerate Lyapunov functionals to investigate the stability of general delay-dependent stochastic functional differential equations.

By virtue of the functional Itô calculus, in this paper, we will systematically study the nonlinear stochastic Feynman-Kac formula for non-Markovian BDSDEs, and research the relation between the non-Markovian BDSDEs and related path-dependent SPDEs. In detail, consider the following system of non-Markovian forward-backward doubly stochastic differential equations,

\[
X^{\gamma t}(s) = \gamma_t(t) + \int_t^s b(X^{\gamma r}) \, dr + \int_t^s \sigma(X^{\gamma r}) \, dW(r), \quad s \in [t, T],
\]
\[
Y_t(s) = \Phi(X_t^\gamma) + \int_s^T f(X_t^\gamma, Y_t(r), Z_t^\gamma(r)) \, dr \\
+ \int_s^T g(X_t^\gamma, Y_t(r), Z_t^\gamma(r)) \, d\tilde{B}(r) - \int_s^T Z_t^\gamma(r) \, dW(r),
\]

(2)

where the integral with respect to \(d\tilde{B}\) is a backward Itô integral, the integral with respect to \(dW\) is a forward Itô integral, the coefficients \(b(\cdot), \sigma(\cdot), \Phi(\cdot), f(\cdot)\) and \(g(\cdot)\) are given continuous functions, and \(\gamma(\cdot)\) is a given initial function with \(\gamma_t\) denotes its path up to time \(t\).

First, we study the differentiability of the solution to the BDSDE (2) by the method of ‘frozen method’ introduced by Peng [23]. Second, by virtue of the classical nonlinear stochastic Feynman-Kac formula of Pardoux and Peng [18], the path regularity of the process \(Z\) is given. Finally, we connect the non-Markovian BDSDE (2) to the following path-dependent backward SPDE:

\[
u(\gamma_t) = \Phi(\gamma_T) + \int_t^T \left[ \mathcal{L}u(\gamma_s) + f(\gamma_s, u(\gamma_s), (\sigma D_xu)(\gamma_s)) \right] ds \\
+ \int_t^T g(\gamma_s, u(\gamma_s), (\sigma D_xu)(\gamma_s)) \, d\tilde{B}(s), \quad 0 \leq t \leq T,
\]

(3)

where

\[
\mathcal{L}u = \frac{1}{2} \text{tr}\left[ (\sigma \sigma^T) D_x^2 u \right] + \langle b, D_x u \rangle.
\]

On the one hand, we prove that BDSDE (2) can be seen as the solution to the quasi-linear path-dependent SPDE (3). Roughly speaking, the path-function \(u(\gamma_t) \equiv Y_t^\gamma(t)\) is the unique smooth solution of the path-dependent SPDE (3), which provides the probabilistic representation for the solution of SPDEs in non-Markovian situation. On the other hand, we can also use the path-dependent SPDE (3) to get the solution of BDSDE (2). The results non-trivially develop the famous nonlinear stochastic Feynman-Kac formula of Pardoux and Peng [18] to non-Markovian situation, which provides a new way for the study of BDSDE theory and SPDE theory. Recently, by using the technique of Malliavin calculus, Wen and Shi [28] obtained a result for the nonlinear stochastic Feynman-Kac formula in the non-Markovian situation, where they consider the case of random coefficients. Different from the tool of Malliavin calculus, we would like to emphasize that compared with [28], the approaches and conclusions of this paper are of fundamental difference.

This paper is organized as follows. In Section 2, some preliminary results about the functional Itô calculus and BDSDEs are presented. In Section 3, some regularities and estimates results for the solutions of non-Markovian BDSDEs will be established. In Section 4, we prove the main results—the nonlinear stochastic Feynman-Kac formula in non-Markovian situation (Theorems 4.1 and 4.2), which provide a one to one correspondence between non-Markovian BDSDEs and path-dependent PDEs.

2. Preliminaries

In this section, we recall some basic notions and results about functional Itô calculus and BDSDEs, which are needed in the sequels. The reader may refer to the articles such as
Dupire [9], Cont and Fournié [7], Ekren et al. [10], and Peng and Wang [22] for functional Itô calculus and Pardoux and Peng [18] for BDSDEs.

2.1. Functional Itô calculus

Let $T > 0$ be fixed. For each $t \in [0, T]$, we denote $\Lambda_t$ the set of bounded càdlàg (right continuous with left limit) $\mathbb{R}^d$-valued functions on $[0, t]$ and

$$\Lambda = \bigcup_{t \in [0, T]} \Lambda_t.$$ 

For each $\gamma \in \Lambda$, its value at time $t$ is denoted by $\gamma(t)$ and its path up to time $t$ is denoted by $\gamma_t$, i.e. $\gamma_t = \gamma(r)_{0 \leq r \leq t} \in \Lambda_t$. Then $\gamma(r) = \gamma_t(r)$, for $r \in [0, t]$. For each $\gamma \in \Lambda$, $t \leq s$ and $x \in \mathbb{R}^d$, we denote

$$\gamma^x(t) \triangleq (\gamma(t)1_{[0,t]}(r) + (\gamma(t) + x)1_{[t,\infty)}), \quad r \in [0, t],$$

$$\gamma_{t,s}(r) \triangleq (\gamma(r)1_{[0,t]}(r) + (\gamma(t) + \gamma(t_{t,s})(r)), \quad r \in [0, s].$$

It is clear that $\gamma^x_t \in \Lambda_t$ and $\gamma_{t,s} \in \Lambda_{s}$. For each $0 \leq t \leq s \leq T$ and $\gamma, \overline{\gamma} \in \Lambda$, we denote

$$\|\gamma_t\| \triangleq \sup_{r \in [0,t]} |\gamma_t(r)|,$$

$$\|\gamma_t - \overline{\gamma}_s\| \triangleq \sup_{r \in [0,s]} |\gamma_{t,s}(r) - \overline{\gamma}_s(r)|,$$

$$d_{\infty}(\gamma_t, \overline{\gamma}_s) \triangleq \sup_{r \in [0,t\wedge s]} |\gamma(r \wedge t) - \overline{\gamma}(r \wedge s)| + |t - s|^{\frac{1}{2}}.$$ 

It is obvious that $\Lambda_t$ is a Banach space with respect to $\| \cdot \|$.

**Definition 2.1:** A functional $F$ defined on $\Lambda$ is said to be continuous at $\gamma_t \in \Lambda$, if for any $\varepsilon > 0$ there exists $\delta > 0$ such that for each $\overline{\gamma}_t \in \Lambda$ with $d_{\infty}(\gamma_t, \overline{\gamma}_t) < \delta$, we have $|F(\gamma_t) - F(\overline{\gamma}_t)| < \varepsilon$. $F$ is said to be $\Lambda$-continuous if it is continuous at each $\gamma_t \in \Lambda$.

**Definition 2.2:** Let $F : \Lambda \rightarrow \mathbb{R}$ be given. If there exists $p \in \mathbb{R}^d$, such that

$$F(\gamma^x_t) = F(\gamma_t) + \langle p, x \rangle + o(|x|) \text{ as } x \rightarrow 0, x \in \mathbb{R}^d,$$

then we say that $F$ is vertically differentiable at $\gamma_t \in \Lambda$ and define $D_x F(\gamma_t) \triangleq p$. A functional $F$ is said to be vertically differentiable if $D_x F(\gamma_t)$ exists for each $\gamma_t \in \Lambda$. We can similarly define the Hessian $D_{xx} F(\gamma_t)$. It is an $\mathcal{S}(d)$-valued function defined on $\Lambda$, where $\mathcal{S}(d)$ is the space of all $d \times d$ symmetric matrices.

**Definition 2.3:** Let $F : \Lambda \rightarrow \mathbb{R}$ and $\gamma_t \in \Lambda$ be given. If there is $a \in \mathbb{R}$, such that

$$F(\gamma_{t,s}) = F(\gamma_t) + a(s - t) + o(|s - t|) \text{ as } s \rightarrow t, s \geq t,$$

then we say $F$ is horizontally differentiable at $\gamma_t$ and define $D_t F(\gamma_t) \triangleq a$. A functional $F$ is said to be horizontally differentiable if $D_t F(\gamma_t)$ exists for each $\gamma_t \in \Lambda$. 
The following space shall be used frequently in the following sections.

**Definition 2.4:** $F$ is said to be in $C^{1,2}_{l,lip}(\Lambda)$, if $D_tF$, $D_xF$, and $D_{xx}F$ exist and we have

$$|\varphi(\gamma_t) - \varphi(\overline{\gamma}_t)| \leq C(1 + \|\gamma_t\|^m + \|\overline{\gamma}_t\|^m)d_\infty(\gamma_t, \overline{\gamma}_t), \quad \forall\ \gamma_t, \ \overline{\gamma}_t \in \Lambda,$$

where $\varphi = F$, $D_tF$, $D_xF$, $D_{xx}F$ and $C$ and $m$ are two constants depending only on $\varphi$. Similarly, we can define $C^{0,1}_{l,lip}(\Lambda)$, $C^{0,2}_{l,lip}(\Lambda)$.

**Example 2.1:** If $F(\gamma_t) = f(t, \gamma(t))$ with $f \in C^{1,2}([0, T] \times \mathbb{R})$, then the path-derivatives reduce to the classical derivatives:

$$D_tF = \partial_t f, \quad D_xF = \partial_x f, \quad D_{xx}F = \partial_{xx} f.$$

In general, these derivatives also satisfy the classical properties: Linearity, product and chain rules.

The following functional Itô’s formula was firstly obtained by Dupire [9] and then generalized by Cont and Fournié [6,7].

**Theorem 2.1:** Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, T]}, \mathbb{P})$ be a probability space, if $X$ is a continuous semi-martingale and $F$ is in $C^{1,2}_{l,lip}(\Lambda)$, then for any $t \in [0, T]$,

$$F(X_t) = F(X_0) + \int_0^t D_sF(X_s) \, ds + \int_0^t D_xF(X_s) \, dX(s) + \frac{1}{2} \int_0^t \text{tr}[D_{xx}F(X_s)] \, d\langle X \rangle(s).$$

### 2.2. BDSDEs

Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ be a complete filtered probability space and $T > 0$ be a fixed terminal time. Let $\{W(t); 0 \leq t \leq T\}$ and $\{B(t); 0 \leq t \leq T\}$ be two mutually independent standard Brownian motions defined on $(\Omega, \mathcal{B}(\Omega), \mathbb{P})$ with values in $\mathbb{R}^d$ and in $\mathbb{R}^l$, respectively. Let $\mathcal{N}$ denote the class of $\mathbb{P}$-null sets in $\Omega$. For each $t \in [0, T]$, we define

$$\mathcal{F}_t^\mathbb{F} \triangleq \mathcal{F}_t^W \vee \mathcal{F}_{t,t}^\mathbb{F},$$

where for any process $\{\eta(t), \mathcal{F}_{S,t}^\eta = \sigma(\eta(r) - \eta(s); s \leq r \leq t) \vee \mathcal{N}\}$ and $\mathcal{F}_{t,t}^\eta = \mathcal{F}_{0,t}^\eta$. Note that the collection $\{\mathcal{F}_t; t \in [0, T]\}$ is neither increasing nor decreasing, and it does not constitute a filtration.

For any $t \in [0, T]$, we denote by $M^2(0, T; \mathbb{R}^n)$ the set of $n$-dimensional $\mathcal{F}_t$-measurable stochastic process $\{\varphi(t); t \in [0, T]\}$ which satisfies $\mathbb{E}\int_0^T |\varphi(t)|^2 \, dt < \infty$. Similarly, we denote by $S^2(0, T; \mathbb{R}^n)$ the set of $n$-dimensional continuous stochastic process $\{\varphi(t); t \in [0, T]\}$ which is $\mathcal{F}_t$-measurable and satisfies $\mathbb{E}(\sup_{0 \leq t \leq T} |\varphi(t)|^2) < \infty$.

Now consider the following assumptions:

- **H1** Let $b : \Lambda \to \mathbb{R}^d$ and $\sigma : \Lambda \to \mathbb{R}^{d \times d}$ be two given continuous functions, and there exists a constant $L \geq 0$ and $m \geq 0$, such that for each $\gamma_t, \overline{\gamma}_t \in \Lambda$,

$$|b(\gamma_t) - b(\overline{\gamma}_t)| + |\sigma(\gamma_t) - \sigma(\overline{\gamma}_t)| \leq L(1 + \|\gamma_t\|^m + \|\overline{\gamma}_t\|^m)\|\gamma_t - \overline{\gamma}_t\|. $$
Proposition 2.2: Suppose $f: \Lambda \times \mathbb{R}^k \times \mathbb{R}^{k \times d} \to \mathbb{R}^k$ and $g: \Lambda \times \mathbb{R}^k \times \mathbb{R}^{k \times d} \to \mathbb{R}^{k \times l}$ are two given continuous functions. Moreover, there exist constants $m \geq 0, C > 0$ and $0 < \alpha < 1$ such that for every $\gamma_t, \bar{\gamma}_t \in \Lambda, y, \bar{y} \in \mathbb{R}^k, z, \bar{z} \in \mathbb{R}^{k \times d},$

\[
|f(\gamma_t, y, z) - f(\bar{\gamma}_t, \bar{y}, \bar{z})| \\
\leq C(1 + \|\gamma_t\|^m + \|\bar{\gamma}_t\|^m)\|\gamma_t - \bar{\gamma}_t\| + |y - \bar{y}| + |z - \bar{z}|; \\
|g(\gamma_t, y, z) - g(\bar{\gamma}_t, \bar{y}, \bar{z})| \\
\leq C(1 + \|\gamma_t\|^m + \|\bar{\gamma}_t\|^m)\|\gamma_t - \bar{\gamma}_t\| + |y - \bar{y}| + \alpha|z - \bar{z}|.
\]

The existence and uniqueness of solutions for classical SDEs and BDSDEs are by now well known, for their proofs the reader is referred to Lipster and Shiryaev [16] and Pardoux and Peng [18]. The following Propositions 2.1 and 2.2 are the existence and uniqueness of solutions to SDEs and BDSDEs of path-dependent version, whose proofs are the same as in [16,18] without essential difference. Moreover, Proposition 2.3 is Lemma 1.3 of [18], and Proposition 2.4 is the path-dependent version of Theorem 3.1 of Shi et al. [25].

Proposition 2.1: Under the condition (H1), for each $\gamma_t \in \Lambda, t \in [0, T], the following SDE admits a unique solution in $M^2(0, T; \mathbb{R}^d)$,

\[
X^{\gamma}_t = \gamma_t(t) + \int_t^s b(X^{\gamma}_r) \, dr + \int_t^s \sigma(X^{\gamma}_r) \, dW(r), \quad s \in [t, T].
\]

Proposition 2.2: Under the condition (H2), for each $\xi \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^k)$ and for every $t \in [0, T]$, the following BDSDE

\[
Y^{\gamma}_t = \xi + \int_t^T f(X^{\gamma}_s, Y^{\gamma}_s, Z^{\gamma}_s) \, ds + \int_t^T g(X^{\gamma}_s, Y^{\gamma}_s, Z^{\gamma}_s) \, d\bar{B}(s) \\
- \int_t^T Z^{\gamma}_s \, dW(s),
\]

has a pair of unique solution $(Y, Z)$ in $S^2(0, T; \mathbb{R}^k) \times M^2(0, T; \mathbb{R}^{k \times d})$.

Proposition 2.3: Let $\Phi \in C^2(\mathbb{R}^k), \alpha \in S^2(0, T; \mathbb{R}^k), \beta \in M^2(0, T; \mathbb{R}^k), \gamma \in M^2(0, T; \mathbb{R}^{k \times l}), \delta \in M^2(0, T; \mathbb{R}^{k \times d})$ be such that

\[
\alpha(t) = \alpha(0) + \int_0^t \beta(s) \, ds + \int_0^t \gamma(s) \, d\bar{B}(s) + \int_0^t \delta(s) \, dW(s), \quad t \in [0, T].
\]

Then

\[
\Phi(\alpha(t)) = \Phi(\alpha(0)) + \int_0^t \{\Phi'(\alpha(s)), \beta(s)\} \, ds + \int_0^t \{\Phi'(\alpha(s)), \gamma(s) \, d\bar{B}(s)\} \\
+ \int_0^t \{\Phi'(\alpha(s)), \delta(s) \, dW(s)\} \\
- \frac{1}{2} \int_0^t tr[\Phi''(\alpha(s))\gamma(s)\gamma(s)^\top] \, ds + \frac{1}{2} \int_0^t tr[\Phi''(\alpha(s))\delta(s)\delta(s)^\top] \, ds.
\]
Proposition 2.4: Let $k = 1$. Given the generators $f_1, f_2$ and $g$ satisfying (H2), and two terminal value $\xi_1, \xi_2 \in L^2(\Omega, F_T, \mathbb{P}; \mathbb{R})$. We denote by $(Y_1, Z_1)$ and $(Y_2, Z_2)$ the solution of BDSDE with the generator $(\xi_1, f_1, g)$ and $(\xi_2, f_2, g)$, respectively. If $\xi_1 \geq \xi_2$, a.s., and $f_1 \geq f_2$, then $Y_1(t) \geq Y_2(t)$, a.s. for each $t \in [0, T]$.

3. Non-Markovian BDSDEs

In this section, we study the properties of solutions to non-Markovian BDSDEs by a stochastic calculus approach, which is helpful for us in studying the path-dependent SPDEs. First, let us recall some notations which will be used later.

- $C_{b,\text{Lip}}^n(\mathbb{R}^p; \mathbb{R}^q)$: The space of all bounded functions of class $C^n(\mathbb{R}^p; \mathbb{R}^q)$ such that all their partial derivatives up to order $n$ are bounded Lipschitz continuous functions.
- $C_{\text{Lip}}(\mathbb{R}^p; \mathbb{R}^q)$: The space of all $\mathbb{R}^q$-valued and continuous functions $\varphi$ defined on $\mathbb{R}^p$ such that
  $$|\varphi(x) - \varphi(y)| \leq C(1 + |x|^m + |y|^m)|x - y|, \quad \forall x, y \in \mathbb{R}^p,$$
  where $C$, $m$ are two constants depending only on $\varphi$.
- $C_{\text{Lip}}^n(\mathbb{R}^p; \mathbb{R}^q)$: The space of all functions of class $C^n(\mathbb{R}^p; \mathbb{R}^q)$ such that all their partial derivatives up to order $n$ are in $C_{\text{Lip}}(\mathbb{R}^p; \mathbb{R}^q)$.
- $C_{\text{Lip}}^n(\mathbb{R}^p \times \mathbb{R}^d; \mathbb{R}^q)$: The space of all $\mathbb{R}^q$-valued continuous functions $\varphi(x, y)$ defined on $\mathbb{R}^p \times \mathbb{R}^d$ such that $x \mapsto \varphi(x)$ is in $C^n(\mathbb{R}^p; \mathbb{R}^q)$, $y \mapsto \varphi(x, y)$ is in $C^n(\mathbb{R}^d; \mathbb{R}^q)$ and all these partial derivatives belong to $C_{\text{Lip}}(\mathbb{R}^p \times \mathbb{R}^d; \mathbb{R}^q)$.

Definition 3.1: Given $\mathbb{R}^k$-valued function $\Phi$ defined on $\Lambda_T$. We say that $\Phi$ is in $C^1(\Lambda_T)$ if for each $\gamma \in \Lambda_T$ and $t \in [0, T]$, there exists a vector $p = (p_1, \ldots, p_k) \in \mathbb{R}^{k \times d}$ such that for each $i \leq k$,
  $$\Phi_i(\gamma_{\gamma_i^{-}}) - \Phi_i(\gamma) = \langle p_i, x \rangle + o(|x|) \quad as \quad x \to 0, \quad x \in \mathbb{R}^d,$$
where $\gamma_{\gamma_i^{-}}(r) = \gamma(r)1_{[0,t)}(r) + (\gamma(r) + x)1_{[t,T)}(r)$. Then we denote $\Phi_i(\gamma) \triangleq p$. Similarly, the space $C^2(\Lambda_{\tilde{T}})$ could be defined for each $\tilde{T} \in [0, T]$.

Definition 3.2: We say $\Phi \in C^2(\Lambda_T)$ is in $C_{\text{Lip}}^2(\Lambda_T)$ if there exist two constants $C \geq 0$ and $m \geq 0$ depending only on $\Phi$ such that for each $\gamma, \overline{\gamma} \in \Lambda_T$, $r, s, \in [0, T]$,

$$\begin{aligned}
|\phi(\gamma) - \phi(\overline{\gamma})| &\leq C(1 + \|\gamma\|^m + \|\overline{\gamma}\|^m)\|\gamma - \overline{\gamma}\|, \\
|\phi_i(\gamma) - \phi_i(\overline{\gamma})| + |\phi''_{\gamma}(\gamma) - \phi''_{\overline{\gamma}}(\gamma)| &\leq C(1 + \|\gamma\|^m + \|\overline{\gamma}\|^m)(|r - s| + \|\gamma - \overline{\gamma}\|).
\end{aligned}$$

The spaces $C_{\text{Lip}}(\Lambda_{\tilde{T}})$ and $C_{\text{Lip}}^1(\Lambda_{\tilde{T}})$ can be defined similarly for each $\tilde{T} \in [0, T]$.

In the following, we shall make the following assumptions.

(H3) $\Phi$ is a $\mathbb{R}^k$-valued function defined on $\Lambda_T$. Moreover $\Phi \in C_{\text{Lip}}^2(\Lambda_T)$ with the Lipschitz coefficients $C$ and $m$. 

(H4) $f(\gamma_t, y, z) : \Lambda \times \mathbb{R}^k \times \mathbb{R}^{k \times d} \rightarrow \mathbb{R}^k$ and $g(\gamma_t, y, z) : \Lambda \times \mathbb{R}^k \times \mathbb{R}^{k \times d} \rightarrow \mathbb{R}^{k \times l}$ are two given continuous functions. For any $\gamma_t \in \Lambda$ and $s \in [0, t]$, $(x, y, z) \mapsto (f((\gamma_t)_{\gamma_s}, y, z), g((\gamma_t)_{\gamma_s}, y, z))$ is of class $C^2_{l, \text{Lip}}(\mathbb{R}^d \times \mathbb{R}^k \times \mathbb{R}^{k \times d}, \mathbb{R}^k)$ and $C^2_{l, \text{Lip}}(\mathbb{R}^d \times \mathbb{R}^k \times \mathbb{R}^{k \times d}, \mathbb{R}^{k \times l})$ respectively, and all of their derivatives are bounded and continuous in $t$; for and $(y, z)$, $\gamma_t \mapsto (f(\gamma_t, y, z), g(\gamma_t, y, z))$ is of class $C^2_{l, \text{Lip}}(\Lambda_t)$ and all of their derivatives are bounded and continuous in $t$. Moreover, there exists $C \geq 0$ and $0 < \alpha < 1$ such that $\|g(\gamma_t, y, z)\|_{\mathbb{R}^k} \leq \alpha z^T + C(|g(\gamma_t, 0, 0)|^2 + |y|^2)I$ and $g'_{\gamma}(\gamma_t, y, z)\theta \theta^T g'_{\gamma}(\gamma_t, y, z)^T \leq \theta \theta^T$, for all $\gamma_t \in \Lambda$, $y \in \mathbb{R}^k$, $z \in \mathbb{R}^k$, $\theta \in \mathbb{R}^{k \times d}$.

(H5) The function $f(\gamma_t, y, z) = f(t, \gamma(t), y, z)$ and $g(\gamma_t, y, z) = g(t, \gamma(t), y, z)$, where $f \in C^{0,2}_{l, \text{Lip}}([0, T] \times \mathbb{R}^d \times \mathbb{R}^k \times \mathbb{R}^{k \times d}, \mathbb{R}^k)$ and $g \in C^{0,2}_{l, \text{Lip}}([0, T] \times \mathbb{R}^d \times \mathbb{R}^k \times \mathbb{R}^{k \times d}, \mathbb{R}^{k \times l})$ and all of their derivatives are bounded and continuous in $t$. Moreover, there exists two constants $C \geq 0$ and $0 < \alpha < 1$ such that $\|g(\gamma_t, 0, 0)\|_{\mathbb{R}^k} \leq \alpha z^T + C(|g(\gamma_t, 0, 0)|^2 + |y|^2)I$ and $g'_{\gamma}(\gamma_t, y, z)\theta \theta^T g'_{\gamma}(\gamma_t, y, z)^T \leq \theta \theta^T$, for all $\gamma_t \in \Lambda$, $y \in \mathbb{R}^k$, $z \in \mathbb{R}^k$, $\theta \in \mathbb{R}^{k \times d}$.

Remark 3.1: The assumptions (H3)–(H5) are path-dependent versions of those in Pardoux and Peng [18], while (H5) is a bit stronger than that in [18]. In order to establish the existence of Dupire’s path derivative, we point out that the functions $\Phi, f$ and $g$ are needed to be defined on the space of càdlàg paths.

Note that under assumptions (H1)–(H4), which we will assume throughout this article, SDE (1) and BDSDE (2) have unique solution.

3.1. Regularity of solution of BDSDE

In this subsection, we make some estimates of the solution of BDSDE (2). Assume the Lipschitz constants with respect to $b, \sigma, \Phi, f, g$ are $C, m$ and $\alpha$. The following result concerning the estimates of the solution of BDSDE (2), is useful for our later discussion.

Lemma 3.1: For any $p \geq 2$, there exist two constants $C_p$ and $q$ depending only on $C, T, m, \alpha$ and $p$ such that

$$E\left[\sup_{s \in [t, T]} |Y^{\gamma_t}(s)|^p\right] \leq C_p(1 + \|\gamma_t\|^q),$$

(5)

$$E\left[\left(\int_t^T |Z^{\gamma_t}(s)|^2 ds\right)^{\frac{p}{2}}\right] \leq C_p(1 + \|\gamma_t\|^q).$$

$$E\left[\left(\int_t^T |Z^{\gamma_t}(s)|^2 ds\right)^{\frac{p}{2}}\right] \leq C_p(1 + \|\gamma_t\|^q).$$

(6)

Proof: The proof is similar to the proof of Theorem 1.4 in Pardoux and Peng [18], and to simplify the presentation, we only consider the case of $d = k = 1$ and $p = 2$. First, using the classical method of SDEs theory, there is a constant $C_0$ (which may be changed line by
Indeed, applying Itô’s formula to \(|X^{\gamma}(r)|^2\) on \([t, s]\) yields that
\[
|X^{\gamma}(s)|^2 = |\gamma(t)|^2 + 2 \int_t^s b(X^{\gamma})X^{\gamma}(r) \, dr + 2 \int_t^s \sigma(X^{\gamma})X^{\gamma}(r) \, dW(r)
\]
\[+ \int_t^s \sigma^2(X^{\gamma}) \, dr.\]

By inequality \(2ab \leq a^2 + b^2\) and Burkholder-Davis-Gundy’s inequality, we obtain
\[
E \left[ \sup_{r \in [t, s]} |X^{\gamma}(r)|^2 \right] 
\leq C_0 \left[ |\gamma(t)|^2 + E \int_t^s (|b(X^{\gamma})|^2 + |\sigma(X^{\gamma})|^2) \, dr + E \int_t^s |X^{\gamma}(r)|^2 \, dr \right].
\]

Then, from assumption (H1) and Gronwall’s inequality, we obtain (7).

Second, we prove (5) and (6). Using Itô’s formula (Proposition 2.3) to \(|Y^{\gamma}(r)|^2\) on \([s, T]\), one has
\[
|Y^{\gamma}(s)|^2 + \int_s^T |Z^{\gamma}(r)|^2 \, dr
\]
\[= |\Phi(X^{\gamma}_T)|^2 + 2 \int_s^T Y^{\gamma}(r)f(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r)) \, dr
\]
\[+ 2 \int_s^T Y^{\gamma}(r)g(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r)) \, dB(r)
\]
\[− 2 \int_s^T Y^{\gamma}(r)Z^{\gamma}(r) \, dW(r) + \int_s^T |g(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r))|^2 \, dr. (8)
\]

Hence
\[
E|Y^{\gamma}(s)|^2 + E \int_s^T |Z^{\gamma}(r)|^2 \, dr
\]
\[= E|\Phi(X^{\gamma}_T)|^2 + 2E \int_s^T Y^{\gamma}(r)f(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r)) \, dr
\]
\[+ E \int_s^T |g(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r))|^2 \, dr.
\]

Then from (H4), and using Hölder’s and Young’s inequalities, we obtain that there exists a constant \(\theta > 0\) such that for any \(s \in [t, T]\),
\[
E|Y^{\gamma}(s)|^2 + \theta E \int_s^T |Z^{\gamma}(r)|^2 \, dr
\]
\[\leq E|\Phi(X^{\gamma}_T)|^2 + C_0 E \int_s^T \left[ |f(X^{\gamma}_r, 0, 0)|^2 + |g(X^{\gamma}_r, 0, 0)|^2 \right] \, dr + C_0 E \int_s^T |Y^{\gamma}(r)|^2 \, dr.
\]
It then follows from (H3), (H4) and (7), and by using Gronwall’s inequality that

\[ \sup_{s \in [t, T]} E|Y^\gamma_t(s)|^2 + E \int_t^T |Z^\gamma_r|^2 \, dr \leq C_p (1 + \| \gamma_t \|^2 m). \]

Therefore, we obtain (6). On the other hand, by applying the same inequalities to Equation (8),

\[ |Y^\gamma_t(s)|^2 \leq |\Phi(X^\gamma_T)|^2 + C_0 \int_t^T \left[ |f(X^\gamma_r, 0, 0)|^2 + |g(X^\gamma_r, 0, 0)|^2 + |Y^\gamma_r|^2 \right] \, dr \]

\[ + 2 \int_t^T Y^\gamma_r(g(X^\gamma_r, Y^\gamma_r, Z^\gamma_r)) \, dB(r) - 2 \int_t^T Y^\gamma_r(Z^\gamma_r) \, dW(r). \]

Hence, from Burkholder-Davis-Gundy’s inequality,

\[ E \left[ \sup_{s \in [t, T]} |Y^\gamma_t(s)|^2 \right] \]

\[ \leq E|\Phi(X^\gamma_T)|^2 + C_0 E \int_t^T \left[ |f(X^\gamma_r, 0, 0)|^2 + |g(X^\gamma_r, 0, 0)|^2 + |Y^\gamma_r|^2 \right] \, dr \]

\[ + C_0 E \int_t^T |Y^\gamma_r|^2 |g(X^\gamma_r, Y^\gamma_r, Z^\gamma_r)|^2 \, dr \]

\[ + C_0 E \int_t^T |Y^\gamma_r|^2 |Z^\gamma_r|^2 \, dr. \]  

We estimate the term (10) as follows:

\[ E \int_t^T |Y^\gamma_r|^2 |Z^\gamma_r|^2 \, dr \leq E \left[ \sup_{s \in [t, T]} |Y^\gamma_t(s)| \sqrt{\int_t^T |Z^\gamma_r|^2 \, dr} \right] \]

\[ \leq \frac{\delta}{2} \left[ \sup_{s \in [t, T]} |Y^\gamma_t(s)|^2 \right] + \frac{1}{2\delta} E \left[ \int_t^T |Z^\gamma_r|^2 \, dr \right], \]

where \( \delta > 0 \) is a constant, and we choose it small enough so that \( C\delta < \frac{1}{3} \). The term (9) can be treated analogously, and we deduce that

\[ E \left[ \sup_{s \in [t, T]} |Y^\gamma_t(s)|^2 \right] \leq C_p (1 + \| \gamma_t \|^2 m). \]

Similarly, we can get the same result for \( p \geq 2 \). Finally, for multi-dimensional case, one can similarly obtain the results without substantial difficulty. This completes the proof. ■

Based on the above lemma, one could obtain the following general result for the estimates of the solution of BDSDEs.
Lemma 3.2: Suppose that functions \( u \) and \( v \) are in \( M^2(0, T; \mathbb{H}) \). Let \((Y^\gamma, Z^\gamma)\) be the solution of the following BDSDE:

\[
Y^\gamma(s) = \Phi(X^\gamma_T) + \int_s^T \left[f(X^\gamma_r, Y^\gamma(r), Z^\gamma(r)) + u(r)\right] \, dr \\
+ \int_s^T \left[g(X^\gamma_r, Y^\gamma(r), Z^\gamma(r)) + v(r)\right] \, d\overline{B}(r) - \int_s^T Z^\gamma(r) \, dW(r),
\]

where \((X^\gamma)\) is the adapted solution of SDE (1). Then for every \( p \geq 2 \), there exist two constants \( C_p \) and \( q \) depending only on \( C \), \( T \), \( m \), \( \alpha \) and \( p \) such that

\[
E \left[ \sup_{s \in [t, T]} |Y^\gamma(s)|^p + \left| \int_t^T |Z^\gamma(s)|^2 \, ds \right|^{\frac{p}{2}} \right] \leq C_p \left(1 + \|\gamma\|^q \right) + E \left[ \left| \int_t^T |u(s)| \, ds \right|^{p/2} \right] + E \left[ \left| \int_t^T |v(s)|^2 \, ds \right|^{p/2} \right].
\]  

(11)

**Proof:** For \( s \in [t, T] \), for simplicity of presentation, we denote

\[
U(s) = \int_t^s u(r) \, dr, \quad V(s) = \int_t^s v(r) \, d\overline{B}(r).
\]

Then, it is easy to see that \((Y^\gamma(s) + U(s) + V(s), Z^\gamma(s))\) is the solution of the following BDSDE:

\[
Y^\gamma(s) = \Phi(X^\gamma_T) + U(T) + V(T) + \int_s^T \tilde{f}(X^\gamma_r, Y^\gamma(r), Z^\gamma(r)) \, dr \\
+ \int_s^T \tilde{g}(X^\gamma_r, Y^\gamma(r), Z^\gamma(r)) \, d\overline{B}(r) - \int_s^T Z^\gamma(r) \, dW(r),
\]

where \( \tilde{f}(\gamma, y, z) = f(\gamma, y - U(s) - V(s), z) \) and \( \tilde{g}(\gamma, y, z) = g(\gamma, y - U(s) - V(s), z) \). Now, applying Lemma 3.1, we conclude that for some constant (we still denoted by \( C_p \)),

\[
E \left[ \sup_{s \in [t, T]} |Y^\gamma(s)|^p + \left| \int_t^T |Z^\gamma(s)|^2 \, ds \right|^{\frac{p}{2}} \right] \leq C_p E \left[ \left| \Phi(X^\gamma_T) \right|^p + \left| U(T) \right|^p + \left| V(T) \right|^p + \int_t^T |f(X^\gamma_t, 0, 0)|^p \, ds \\
+ \int_t^T |g(X^\gamma_t, 0, 0)|^p \, ds \right].
\]

By the definition of \( \tilde{f} \) and \( \tilde{g} \), using (H2), we have that

\[
|\tilde{f}(X^\gamma_s, 0, 0)| \leq |f(X^\gamma_s, 0, 0)| + C(|U(s)| + |V(s)|), \\
|\tilde{g}(X^\gamma_s, 0, 0)| \leq |g(X^\gamma_s, 0, 0)| + C(|U(s)| + |V(s)|),
\]

which, combining (7) and Burkholder-Davis-Gundy’s inequality, implies that (11) hold. This completes the proof. □
Now for the ‘parameter’ $\gamma_t$, we study the regularities of the solution of BDSDE (2) with respect to it. In the following, for the case of $0 \leq s < t \leq T$, we define that $Y^{\gamma_t}(s) = Y^{\gamma_t}(s \lor t) \text{ and } Z^{\gamma_t}(s) = 0$.

**Theorem 3.1:** For any $p \geq 2$, there exist two constants $C_p$ and $q$ depending only on $C$, $T$, $m, \alpha$ and $p$ such that for any $t, \bar{t} \in [0, T]$, $\gamma_t, \overline{\gamma}_t \in \Lambda$ and $h, \overline{h} \in \mathbb{R} \setminus \{0\}$,

\begin{align*}
(1) \quad &E \left[ \sup_{u \in [t \lor \bar{t}, T]} |Y^{\gamma_t}(u) - Y^{\overline{\gamma}_t}(u)|^p \right] \leq C_p (1 + \|\gamma_t\|^q + \|\overline{\gamma}_t\|^q) d^p_{\infty}(\gamma_t, \overline{\gamma}_t); \\
(2) \quad &E \left[ \int_{t \lor \bar{t}}^T |Z^{\gamma_t}(u) - Z^{\overline{\gamma}_t}(u)|^2 \, du \right]^\frac{p}{2} \leq C_p (1 + \|\gamma_t\|^q + \|\overline{\gamma}_t\|^q) d^p_{\infty}(\gamma_t, \overline{\gamma}_t); \\
(3) \quad &E \left[ \sup_{u \in [t \lor \bar{t}, T]} |\Delta^i_h Y^{\gamma_t}(u) - \Delta^i_h Y^{\overline{\gamma}_t}(u)|^p \right] \\
&\quad \leq C_p (1 + \|\gamma_t\|^q + \|\overline{\gamma}_t\|^q + |h|^q + |\overline{h}|^q) \\
&\quad \quad \times (|h|^p 1_{t < \bar{t}} + |\overline{h}|^p 1_{t < t} + |h - \overline{h}|^p + d^p_{\infty}(\gamma_t, \overline{\gamma}_t)); \\
(4) \quad &E \left[ \left( \int_{t \lor \bar{t}}^T |\Delta^i_h Z^{\gamma_t}(u) - \Delta^i_h Z^{\overline{\gamma}_t}(u)|^2 \, du \right)^\frac{p}{2} \right] \\
&\quad \leq C_p (1 + \|\gamma_t\|^q + \|\overline{\gamma}_t\|^q + |h|^q + |\overline{h}|^q) \\
&\quad \quad \times (|h|^p 1_{t < \bar{t}} + |\overline{h}|^p 1_{t < t} + |h - \overline{h}|^p + d^p_{\infty}(\gamma_t, \overline{\gamma}_t)),
\end{align*}

where

$$
\Delta^i_h Y^{\gamma_t}(s) = \frac{1}{h} \left( Y^{\gamma_t + h e_i}(s) - Y^{\gamma_t}(s) \right), \quad \Delta^i_h Z^{\gamma_t}(s) = \frac{1}{h} \left( Z^{\gamma_t + h e_i}(s) - Z^{\gamma_t}(s) \right),
$$

and $(e_1, \ldots, e_d)$ is an orthonormal basis of $\mathbb{R}^d$. 

Proof: Note that \((Y^\gamma - Y^\bar{\gamma}, \, Z^\gamma - Z^\bar{\gamma})\) can be formed as the following linearized BDSDE. To see this, we consider for each \(t \vee \bar{t} \leq s \leq T\),

\[
Y^\gamma (s) - Y^\bar{\gamma} (s) = \Phi (X^\gamma_T) - \Phi (X^\bar{\gamma}_T) + \int_s^T \left[ f (X^\gamma_t, \, Y^\gamma (r), \, Z^\gamma (r)) - f (X^\bar{\gamma}_t, \, Y^\bar{\gamma} (r), \, Z^\bar{\gamma} (r)) \right] \, dr \\
+ \int_s^T \left[ g (X^\gamma_t, \, Y^\gamma (r), \, Z^\gamma (r)) - g (X^\bar{\gamma}_t, \, Y^\bar{\gamma} (r), \, Z^\bar{\gamma} (r)) \right] \, dB (r) \\
- \int_s^T \left[ Z^\gamma (r) - Z^\bar{\gamma} (r) \right] \, dW (r)
\]

\[
= \Phi (X^\gamma_T) - \Phi (X^\bar{\gamma}_T) - \int_s^T \left[ Z^\gamma (r) - Z^\bar{\gamma} (r) \right] \, dW (r) \\
+ \int_s^T \left[ \tilde{f}_{\gamma, \bar{\gamma}} (r) (Y^\gamma (r) - Y^\bar{\gamma} (r)) + \tilde{f}_{\gamma, \bar{\gamma}} (r) (Z^\gamma (r) - Z^\bar{\gamma} (r)) + \tilde{f}_{\gamma, \bar{\gamma}} (r) \right] \, dr \\
+ \int_s^T \left[ \tilde{g}_{\gamma, \bar{\gamma}} (r) (Y^\gamma (r) - Y^\bar{\gamma} (r)) + \tilde{g}_{\gamma, \bar{\gamma}} (r) (Z^\gamma (r) - Z^\bar{\gamma} (r)) + \tilde{g}_{\gamma, \bar{\gamma}} (r) \right] \, dB (r),
\]

where (with \(U^\gamma = (Y^\gamma, \, Z^\gamma)\)),

\[
\tilde{f}_{\gamma, \bar{\gamma}} (r) = \int_0^1 \frac{\partial f}{\partial y} (X^\gamma_t, \, U^\bar{\gamma} (r) + \theta (U^\gamma (r) - U^\bar{\gamma} (r))) \, d\theta, \\
\tilde{g}_{\gamma, \bar{\gamma}} (r) = \int_0^1 \frac{\partial f}{\partial z} (X^\gamma_t, \, U^\bar{\gamma} (r) + \theta (U^\gamma (r) - U^\bar{\gamma} (r))) \, d\theta, \\
\tilde{f}_{\gamma, \bar{\gamma}} (r) = f (X^\gamma_t, \, Y^\bar{\gamma} (r), \, Z^\bar{\gamma} (r)) - f (X^\bar{\gamma}_t, \, Y^\gamma (r), \, Z^\gamma (r)),
\]

and \(\tilde{g}_{\gamma, \bar{\gamma}}, \tilde{f}_{\gamma, \bar{\gamma}}\) are defined analogously with \(f\) replaced by \(g\). Now, from (H3) and (H4), we have that

\[
|\tilde{f}_{\gamma, \bar{\gamma}}| + |\tilde{g}_{\gamma, \bar{\gamma}}| + |\Phi (X^\gamma_T) - \Phi (X^\bar{\gamma}_T)| \leq 3C (1 + \|X^\gamma_T\|^m + \|X^\bar{\gamma}_T\|^m) \|X^\gamma_T - X^\bar{\gamma}_T\|^m.
\]

Then, from Lemma 3.2 and Burkholder-Davis-Gundy’s inequality, note that (4) and (7), we obtain that the first two inequalities hold.

For the last two inequalities, similarly, we can write \((\Delta^i_h Y^\gamma, \, \Delta^i_h Z^\gamma)\) as the solution of the following linearized BDSDE:

\[
\Delta^i_h Y^\gamma (s) = \frac{1}{h} \left[ \Phi (X^{\gamma_{he, i}_T}) - \Phi (X^{\bar{\gamma}_{he, i}_T}) \right] - \int_s^T \Delta^i_h Z^\gamma (r) \, dW (r) \\
+ \int_s^T \left[ \tilde{f}_{\gamma_{he, i}, \gamma} (r) \Delta^i_h Y^\gamma (r) + \tilde{f}_{\gamma_{he, i}, \gamma} (r) \Delta^i_h Z^\gamma (r) + \frac{1}{h} \tilde{f}_{\gamma_{he, i}, \gamma} (r) \right] \, dr \\
+ \int_s^T \left[ \tilde{g}_{\gamma_{he, i}, \gamma} (r) \Delta^i_h Y^\gamma (r) + \tilde{g}_{\gamma_{he, i}, \gamma} (r) \Delta^i_h Z^\gamma (r) + \frac{1}{h} \tilde{g}_{\gamma_{he, i}, \gamma} (r) \right] \, dB (r),
\]
where \((e_1, \ldots, e_d)\) is an orthonormal basis of \(\mathbb{R}^d\), and \(\tilde{f}, \tilde{f}, \tilde{g}\) and \(\tilde{g}, \tilde{g}\) are defined similarly as in (12). Then the same calculus as the above implies that
\[
E \left[ \sup_{s \in [t, T]} |\Delta_h^i Y^{\gamma_i}(s)|^p + \left| \int_t^T |\Delta_h^i Z^{\gamma_i}(s)|^2 \, ds \right|^\frac{p}{2} \right] \leq C_p (1 + |h|^q + \|\gamma_i\|^q).
\]

Finally, we consider that
\[
\Delta_h^i Y^{\gamma_i}(s) - \Delta_h^i Y^{\bar{\gamma} \tau}(s) = \frac{1}{h} \left[ \Phi(X_T^{\gamma_i}) - \Phi(X_T^{\bar{\gamma} \tau}) \right] - \frac{1}{h} \left[ \Phi(X_T^{\gamma_i}) - \Phi(X_T^{\bar{\gamma} \tau}) \right] + \int_s^T \left[ \tilde{f}_{Y^{\gamma_i}, \gamma_i}(r) \Delta_h^i Y^{\gamma_i}(r) - \tilde{f}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \Delta_h^i Y^{\bar{\gamma} \tau}(r) \right] \, dr + \int_s^T \left[ \tilde{g}_{Y^{\gamma_i}, \gamma_i}(r) \Delta_h^i Z^{\gamma_i}(r) - \tilde{g}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \Delta_h^i Z^{\bar{\gamma} \tau}(r) \right] \, d\tilde{B}(r) + \int_s^T \left[ \tilde{g}_{Y^{\gamma_i}, \gamma_i}(r) \Delta_h^i Z^{\gamma_i}(r) - \tilde{g}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \Delta_h^i Z^{\bar{\gamma} \tau}(r) \right] \, d\tilde{B}(r)
\]
\[
- \int_s^T \Delta_h^i Z^{\gamma_i}(r) \, dW(r), \quad r \in [t \lor \bar{\tau}, T].
\]

Thus \((\tilde{Y}(s), \tilde{Z}(s)) \triangleq (\Delta_h^i Y^{\gamma_i}(s) - \Delta_h^i Y^{\bar{\gamma} \tau}(s), \Delta_h^i Z^{\gamma_i}(s) - \Delta_h^i Z^{\bar{\gamma} \tau}(s))\) solves the following linearized BDSDE:
\[
\tilde{Y}(s) = \frac{1}{h} \left[ \Phi(X_T^{\gamma_i}) - \Phi(X_T^{\bar{\gamma} \tau}) \right] + \int_s^T \tilde{f}_{Y^{\gamma_i}, \gamma_i}(r) \tilde{Y}(r) + \tilde{f}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \tilde{Z}(r) + \tilde{f}(r) \, d\tilde{B}(r),
\]
\[
\tilde{f}(r) \triangleq \left[ \tilde{f}_{Y^{\gamma_i}, \gamma_i}(r) - \tilde{f}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \right] \Delta_h^i Y^{\bar{\gamma} \tau}(r) + \left[ \tilde{f}_{Y^{\gamma_i}, \gamma_i}(r) - \tilde{f}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \right] \Delta_h^i Z^{\bar{\gamma} \tau}(r)
\]
\[
+ \left[ \tilde{f}_{Y^{\gamma_i}, \gamma_i}(r) - \tilde{f}_{Y^{\bar{\gamma} \tau}, \bar{\gamma} \tau}(r) \right].
\]
and \( \tilde{g}(r) \) is defined analogously. By (H3) and (H4), we have that

\[
\Phi(X_t^{Y_{\gamma}^{hei}}) - \Phi(X_t^{\gamma_t}) = h \int_0^1 \left\{ \Phi'(X_t^{Y_{\gamma}^{hei}}), e_i \right\} d\theta,
\]

and

\[
\tilde{f}_{\gamma_t^{hei}, \gamma_t}(r) = h \int_0^1 \left\{ f'_{\gamma_t^{hei}}(X_t^r), Y_{Y_t}^{\gamma_t}(r), Z_{\gamma_t}^{\gamma_t}(r), e_i \right\} d\theta,
\]

and \( \tilde{g}_{\gamma_t^{hei}, \gamma_t}(r) \) is analogous. So there exists a constant \( C'_p \), which depends only on \( C, T, m, \alpha \) and \( p \), and note that (4) and (7), such that

\[
E \left[ \left| \frac{1}{h} \left[ \Phi(X_t^{Y_{\gamma}^{hei}}) - \Phi(X_t^{\gamma_t}) \right] - \frac{1}{h} \left[ \Phi(X_t^{\gamma_t}) - \Phi(X_t^{Y_{\gamma}^{hei}}) \right] \right|^p \right] \\
\leq C'_p \left( 1 + \|\gamma_t\|^q + \|\nabla_{Y_t}^{\gamma_t}\|^q + |h|^q + |\tilde{h}|^q \right) \\
\times \left( |h|^p 1_{t < \tilde{t}} + |\tilde{h}|^p 1_{t < \tilde{t}} + |h - \tilde{h}|^p + d_\infty(C_{Y_t}, \nabla_{Y_t}) \right).
\]

Furthermore, we also have

\[
E \left[ \left| \int_t^T |\tilde{f}(r)| dr \right|^p \right] \\
\leq C'_p \left( 1 + \|\gamma_t\|^q + \|\nabla_{Y_t}^{\gamma_t}\|^q + |h|^q + |\tilde{h}|^q \right) \\
\times \left( |h|^p 1_{t < \tilde{t}} + |\tilde{h}|^p 1_{t < \tilde{t}} + |h - \tilde{h}|^p + d_\infty(C_{Y_t}, \nabla_{Y_t}) \right),
\]

and a similar result for \( \tilde{g} \) could be obtained by combining Burkholder-Davis-Gundy's inequality. Finally, using Lemma 3.2 once again, we can get the last two inequalities hold. ■

Based on the above theorem, we could obtain the following lemma concerning \( \{Y_t^{Y_{\gamma}^{x}}(\cdot)\} \).

**Lemma 3.3:** For every element \( \gamma_t \in \Lambda, \{Y_t^{Y_{\gamma}^{x}}(s), s \in [0, T], x \in \mathbb{R}^d \} \text{ has a version which is a.e. of class } \mathbb{C}^{0,2}([0, T] \times \mathbb{R}^d).\)

**Proof:** Applying the Kolmogorov's criterion, it is easy to see that Theorem 3.1 implies the existence of a continuous derivative of \( Y_t^{Y_{\gamma}^{x}}(s) \) with respect to \( x \), and the existence of a mean square derivative of \( Z_t^{Y_{\gamma}^{x}}(s) \) with respect to \( x \), which is mean square continuous in \( x \). Denote them by \( (D_x Y_t^{Y_{\gamma}^{x}}, D_x Z_t^{Y_{\gamma}^{x}}) \). From the proof of Theorem 3.1, we see that \( (D_x Y_t^{Y_{\gamma}^{x}}, D_x Z_t^{Y_{\gamma}^{x}}) \) is
the solution of the following linearized BDSDE:

\[ D_s Y^{\gamma}(s) = \Phi_t'(X_t^{\gamma}) - \int_s^T D_s Z^{\gamma}(r) \, dW(r) \]

\[ + \int_s^T \left[ f'_x(X_t^{\gamma}, Y^{\gamma}(r), Z^{\gamma}(r)) D_s Y^{\gamma}(r) + f'_x(X_t^{\gamma}, Y^{\gamma}(r), Z^{\gamma}(r)) D_s Z^{\gamma}(r) \right] \, dr \]

\[ + g'_y(X_t^{\gamma}, Y^{\gamma}(r), Z^{\gamma}(r)) D_s Y^{\gamma}(r) + g'_y(X_t^{\gamma}, Y^{\gamma}(r), Z^{\gamma}(r)) D_s Z^{\gamma}(r) \]

\[ + g'_z(X_t^{\gamma}, Y^{\gamma}(r), Z^{\gamma}(r)) \right] \, d\widetilde{B} (r). \]

One can check that the above BDSDE has a unique solution. From Corollary 3.2 (see below), we conclude that \( \sup_{T \in [t, T]} |Z^{\gamma}(s)| \) belongs to the space \( L^p(\Omega, \mathcal{F}_T, \mathbb{P}) \) for each \( t \geq 2 \). Thus using a similar fashion, the existence of a continuous second-order partial derivative of \( Y^{\gamma}(s) \) with respect to \( x \) can be proved. \( \blacksquare \)

Now we define

\[ u(\gamma_t) \triangleq Y^{\gamma}(t), \quad \text{for} \quad \gamma_t \in \Lambda. \quad (13) \]

Remark 3.2: It should be noticed that \( u(\gamma_t) \) defined in (13) is an \( \mathcal{F}_t, \gamma \)-measurable random field for each \( \gamma_t \in \Lambda \), because of the emergence of the backward Itô’s integral term ‘\( dB \)’ in (2). In fact, this is one of the essential difference between BSDEs and BDSDEs.

We have the following results about \( u(\gamma_t) \).

Lemma 3.4: For any \( \gamma_t \in [t, T] \), one has \( u(X^{\gamma}_t) = Y^{\gamma}(\gamma) \), a.s.

Proof: For any given \( \gamma_t \in \Lambda, t \leq \gamma_t \), set \( X_t = \gamma_t \). Consider the solution of SDE (1) and BDSDE (2) on \( [t, T] \):

\[ X^{\gamma}(s) = X^{\gamma}(t) + \int_t^s b(X^{\gamma}_r) \, dr + \int_t^s \sigma(X^{\gamma}_r) \, dW(r), \]

\[ Y^{\gamma}(s) = \Phi(X^{\gamma}_t) + \int_s^T f(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r)) \, dr \]

\[ + \int_s^T g(X^{\gamma}_r, Y^{\gamma}(r), Z^{\gamma}(r)) \, d\widetilde{B} (r) - \int_s^T Z^{\gamma}(r) \, dW(r). \]

We need to prove \( u(X^{\gamma}_t) = Y^{\gamma}(\gamma) \). For each fixed \( s \in [t, T] \) and positive integer \( n \), we introduce a mapping \( \gamma^n(\gamma_s) : \Lambda_s \mapsto \Lambda_s \):

\[ \gamma^n(\gamma_s)(r) = \gamma_s(r)I[0, t](r) + \sum_{i=0}^{n-1} \gamma_s(t_i^{\gamma} \wedge s)I(t_i^{\gamma}, t_{i+1}^{\gamma} \wedge s)(r) + \gamma_s(s)I[s](r), \quad 0 \leq r \leq s, \]

\[ \gamma^n(\gamma_s)(r) = \gamma_s(r)I[0, t](r) + \sum_{i=0}^{n-1} \gamma_s(t_i^{\gamma} \wedge s)I(t_i^{\gamma}, t_{i+1}^{\gamma} \wedge s)(r) + \gamma_s(s)I[s](r), \quad 0 \leq r \leq s, \]
where \( t_i^n = t + \frac{i(T-t)}{n} \), \( i = 0, 1, \ldots, n \). Denote
\[
\gamma^n(X_t^\gamma)(r) = X_t^{n,\gamma}(r), \quad t \leq r \leq \bar{t},
\]
and set
\[
X_t^{n,\gamma} \triangleq \sum_{j=1}^{N} I_{A_j} X_t^{j},
\]
where \( \{A_j\}_{j=1}^{N} \) is a division of \( \mathcal{F}_{\bar{t}} \), and \( X_t^j \in \Lambda, \ j = 1, 2, \ldots, N \). Then, for any \( j \), \((Y_t^j(s), Z_t^j(s))\) is the solution of the following BDSDE: for \( s \in [\bar{t}, T] \),
\[
Y_t^j(s) = \Phi(X_{\bar{t}}^j) + \int_{s}^{T} f(X_r^j, Y_r^j(r), Z_r^j(r)) \, dr
+ \int_{s}^{T} g(X_r^j, Y_r^j(r), Z_r^j(r)) \, d\overleftarrow{B}(r) - \int_{s}^{T} Z_r^j(r) \, dW(r).
\]
Multiplying by \( I_{A_j} \) and adding the corresponding terms, we obtain
\[
\sum_{j=1}^{N} I_{A_j} Y_t^j(s) = \Phi \left( \sum_{j=1}^{N} I_{A_j} X_{\bar{t}}^j \right) - \int_{s}^{T} \sum_{j=1}^{N} I_{A_j} Z_r^j(r) \, dW(r)
+ \int_{s}^{T} f \left( \sum_{j=1}^{N} I_{A_j} X_r^j, \sum_{j=1}^{N} I_{A_j} Y_r^j(r), \sum_{j=1}^{N} I_{A_j} Z_r^j(r) \right) \, dr
+ \int_{s}^{T} g \left( \sum_{j=1}^{N} I_{A_j} X_r^j, \sum_{j=1}^{N} I_{A_j} Y_r^j(r), \sum_{j=1}^{N} I_{A_j} Z_r^j(r) \right) \, d\overleftarrow{B}(r).
\]
From the existence and uniqueness theorem of BDSDE, we have
\[
Y_{t}^{n,\gamma}(s) = \sum_{j=1}^{N} I_{A_j} Y_t^j(s), \quad Z_{t}^{n,\gamma}(s) = \sum_{j=1}^{N} I_{A_j} Z_t^j(s), \quad a.s., \ s \in [\bar{t}, T].
\]
Then, by the definition of \( u \), we get
\[
Y_{t}^{n,\gamma}(\bar{t}) = \sum_{j=1}^{N} I_{A_j} Y_{\bar{t}}^j(\bar{t}) = \sum_{j=1}^{N} I_{A_j} u(x_t^j) = u(X_t^{n,\gamma}), \quad a.s.
\]
Note that
\[
\lim_{n \to \infty} X_t^{n,\gamma} = X_t^{\gamma}, \quad a.s.
\]
Hence the desired result is obtained. \( \blacksquare \)

Now by the definition of vertical derivative and Theorem 3.1 and Lemma 3.3, moreover, note that (13), we have the following corollary.

**Corollary 3.1:** For each \( \gamma_t \in \Lambda \), the Dupire’s path derivatives \( D_xu(\gamma_t) \) and \( D_{xx}u(\gamma_t) \) exist a.s., and \( u \) belongs to the space \( C_{l,\text{Lip}}^{0,2}(\Lambda) \).
3.2. Path regularity of process $Z$

In Pardoux and Peng [18], when the coefficients of SDE and BDSDE are state-dependent, i.e. the functions $\Phi = \Phi(\gamma(T)), b = b(t, \gamma(t)), \sigma = \sigma(t, \gamma(t)), f = f(t, \gamma(t), y, z)$ and $g = g(t, \gamma(t), y, z)$, it is shown that, under appropriate assumptions, $Y$ and $Z$ are connected in the following sense:

$$Z^{\gamma}(s) = \sigma(s, X^{\gamma}(s))\partial_x u(s, X^{\gamma}(s)), \quad \text{a.s.}$$

In this subsection, we shall extend this result to the case of path-dependence. Indeed, we have below a formula relating $Z$ with $Y$.

**Theorem 3.2:** For each fixed $\gamma_t \in \Lambda$, the process $(Z^{\gamma_t}(s))_{s \in [t, T]}$ has an a.s. continuous version with the form

$$Z^{\gamma_t}(s) = \sigma(X^{\gamma_t}_s)D_x u(X^{\gamma_t}_s), \quad \text{for all } s \in [t, T].$$

To prove the above theorem, we need the following lemma which is essentially from Pardoux and Peng [19] (see Lemma 2.5 of [19]).

**Lemma 3.5:** Let $\gamma_t \in \Lambda$ and some $\bar{t} \in [t, T]$ be given, suppose

$$\Phi(\gamma) = \varphi(\gamma(\bar{t}), \gamma(T) - \gamma(\bar{t})), \quad \text{where } \varphi \in \mathbb{C}^{2,0}_{l, \text{Lip}}(\mathbb{R}^d \times \mathbb{R}^d; \mathbb{R}^k),$$

$$b(\gamma_s) = b_1(s, \gamma_s(s))I_{[0,\bar{t}]}(s) + b_2(s, \gamma_s(s) - \gamma_s(\bar{t}))I_{[\bar{t}, T]}(s),$$

$$\sigma(\gamma_s) = \sigma_1(s, \gamma_s(s))I_{[0,\bar{t}]}(s) + \sigma_2(s, \gamma_s(s) - \gamma_s(\bar{t}))I_{[\bar{t}, T]}(s),$$

$$f(\gamma_s, y, z) = f_1(s, \gamma_s(s), y, z)I_{[0,\bar{t}]}(s) + f_2(s, \gamma_s(\bar{t}), \gamma_s(s) - \gamma_s(\bar{t}), y, z)I_{[\bar{t}, T]}(s),$$

$$g(\gamma_s, y, z) = g_1(s, \gamma_s(s), y, z)I_{[0,\bar{t}]}(s) + g_2(s, \gamma_s(\bar{t}), \gamma_s(s) - \gamma_s(\bar{t}), y, z)I_{[\bar{t}, T]}(s),$$

where $f_1$ and $g_1$ satisfy (H5), and $b_1, b_2, \sigma_1, \sigma_2, f_2, g_2 \in \mathbb{C}^{0,2}_{l, \text{Lip}}$. Then for each $s \in [t, T],

$$Z^{\gamma_s}(s) = \sigma(X^{\gamma_s}_s)D_x u(X^{\gamma_s}_s), \quad \text{a.s.}$$

**Proof:** We still only consider the one dimensional case. For $s \in [\bar{t}, T]$, SDE (1) and BDSDE (2) can be rewritten as

$$X^{\gamma_s}(u) = \gamma_s(s) + \int_s^u b_2(r, X^{\gamma_s}(r) - \gamma_s(\bar{t})) \, dr + \int_s^u \sigma_2(r, X^{\gamma_s}(r) - \gamma_s(\bar{t})) \, dW(r),$$

$$Y^{\gamma_s}(u) = \varphi(\gamma_s(\bar{t}), X^{\gamma_s}(T) - \gamma_s(\bar{t})) + \int_u^T f_2(r, \gamma_s(\bar{t}), X^{\gamma_s}(r) - \gamma_s(\bar{t}), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, dr$$

$$+ \int_u^T g_2(r, \gamma_s(\bar{t}), X^{\gamma_s}(r) - \gamma_s(\bar{t}), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, d\overline{B}(r)$$

$$- \int_u^T Z^{\gamma_s}(r) \, dW(r), \quad u \in [s, T].$$
Similarly, for \( s \in [t, \bar{t}] \),
\[
X^\gamma(s) = \gamma_s + \int_s^u b_1(r, X^{\gamma_s}(r)) \, dr + \int_s^u \sigma_1(r, X^{\gamma_s}(r)) \, dW(r), \quad u \in [s, \bar{t}],
\]
\[
X^{\gamma_s}(u) = X^{\gamma_s}(\bar{t}) + \int_{\bar{t}}^u b_2(r, X^{\gamma_s}(r) - X^{\gamma_s}(\bar{t})) \, dr
+ \int_{\bar{t}}^u \sigma_2(r, X^{\gamma_s}(r) - X^{\gamma_s}(\bar{t})) \, dW(r), \quad u \in [\bar{t}, T],
\]
\[
Y^{\gamma_s}(u) = \varphi(X^{\gamma_s}(\bar{t}), X^{\gamma_s}(T) - X^{\gamma_s}(\bar{t}))
+ \int_{\bar{t}}^T f_2(r, X^{\gamma_s}(\bar{t}), X^{\gamma_s}(r) - X^{\gamma_s}(\bar{t}), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, dr
+ \int_{\bar{t}}^T g_2(r, X^{\gamma_s}(\bar{t}), X^{\gamma_s}(r) - X^{\gamma_s}(\bar{t}), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, dB(r)
- \int_{\bar{t}}^T Z^{\gamma_s}(r) \, dW(r), \quad u \in [\bar{t}, T],
\]
\[
Y^{\gamma_s}(u) = Y^{\gamma_s}(\bar{t}) + \int_{\bar{t}}^T f_1(r, X^{\gamma_s}(r), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, dr
+ \int_{\bar{t}}^T g_1(r, X^{\gamma_s}(r), Y^{\gamma_s}(r), Z^{\gamma_s}(r)) \, dB(r)
- \int_{\bar{t}}^T Z^{\gamma_s}(r) \, dW(r), \quad u \in [s, \bar{t}].
\]
Now consider the following system of semi-linear parabolic stochastic partial differential equation defined on \([\bar{t}, T] \times \mathbb{R} \times \mathbb{R}\) and parameterized by \( x \in \mathbb{R} \),
\[
u_2(s, x, y)
= \varphi(x, y) + \int_s^T \left[ \mathcal{L} u_2(r, x, y) + f_2(r, x, y, u_2(r, x, y), \sigma_2(r, y) \partial_y u_2(r, x, y)) \right] \, dr
+ \int_s^T g_2(r, x, y, u_2(r, x, y), \sigma_2(r, y) \partial_y u_2(r, x, y)) \, dB(r),
\]
where
\[
\mathcal{L} u_2(r, x, y) = b_2(r, y) \partial_y u_2(r, x, y) + \frac{1}{2} \sigma^2_2(r, y) \partial_{yy} u_2(r, x, y).
\]
Recalling Theorem 3.1 and 3.2 in Pardoux and Peng [18], for each \( s \in [\bar{t}, T] \), \( \nu_2(s, \cdot) \) is of class \( C_{l, \text{Lip}}^{0,2}(\mathbb{R} \times \mathbb{R}; \mathbb{R}) \), a.s. Similarly, the following semi-linear parabolic stochastic partial differential equation defined on \([t, \bar{t}] \times \mathbb{R}\) also has a unique solution \( u_1 \in C_{l, \text{Lip}}^{0,2}(\mathbb{R} \times \mathbb{R}; \mathbb{R}) \) a.s.,
\[
u_1(s, x) = \nu_2(\bar{t}, x, 0) + \int_s^\bar{t} \left[ \mathcal{L} u_1(r, x) + f_1(r, x, u_1(r, x), \sigma_1(r, x) \partial_x u_1(r, x)) \right] \, dr
+ \int_s^\bar{t} g_1(r, x, u_1(r, x), \sigma_1(r, x) \partial_x u_1(r, x)) \, dB(r),
\]
where
\[ L u_1(r, x) = b_1(r, x) \partial_x u_1(r, x) + \frac{1}{2} \sigma_1^2(r, x) \partial_{xx}^2 u_1(r, x). \]

Then we get a.s.
\[
\begin{align*}
Y^\gamma_t(s) &= u_1(s, X^\gamma_t(s)), \quad t \leq s < \tilde{t}, \\
Y^\gamma_t(s) &= u_2(s, X^\gamma_t(\tilde{t}), X^\gamma_t(s) - X^\gamma_t(\tilde{t})), \quad \tilde{t} \leq s \leq T, \\
Z^\gamma_t(s) &= \sigma_1(s, X^\gamma_t(s)) \partial_x u_1(s, X^\gamma_t(s)), \quad t \leq s < \tilde{t}, \\
Z^\gamma_t(s) &= \sigma_2(s, X^\gamma_t(s) - X^\gamma_t(\tilde{t})) \cdot \partial_x u_2(s, X^\gamma_t(\tilde{t}), X^\gamma_t(s) - X^\gamma_t(\tilde{t})), \quad \tilde{t} \leq s \leq T.
\end{align*}
\]

Indeed, one can directly check it by the Itô's formula and the uniqueness of the solution of BDSDE. Therefore by the definition of vertical derivative, for each \( n \),
\[
\begin{align*}
Z^\gamma_t(s) &= \sigma(s, X^\gamma_t(s)) D_x u(X^\gamma_t(s)), \quad a.s.
\end{align*}
\]

Therefore, our conclusion follows.

**Remark 3.3:** Under the same conditions as Lemma 3.5, \( u(\gamma_s) \) satisfies the following equation:
\[
\begin{align*}
u(\gamma_t) &= \Phi(\gamma_T) + \int_t^T \left[ \frac{1}{2} \text{tr} \left[ (\sigma \sigma^T D_x u)(\gamma_s) \right] + \langle b(\gamma_s), D_x u(\gamma_s) \rangle \
&\quad + f(\gamma_s, u(\gamma_s), (\sigma D_x u)(\gamma_s)) \right] ds \
&\quad + \int_t^T g(\gamma_s, u(\gamma_s), (\sigma D_x u)(\gamma_s)) d\mathcal{B}(s), \quad \gamma \in \Lambda, t \in [0, T], ~ (14)
\end{align*}
\]

where \( u(\gamma) = \varphi(\gamma(\tilde{t}), \gamma(T) - \gamma(\tilde{t})) \). In particular, Equation (14) can be regarded as a discrete-type of path-dependent SPDE (17) (see below).

**Proof of Theorem 3.2:** For each fixed \( s \in [t, T] \) and positive integer \( n \), we introduce a mapping \( \gamma^n(\mathcal{V}_s) : \Lambda_s \mapsto \Lambda_s \),
\[
\gamma^n(\mathcal{V}_s)(r) = \mathcal{V}_s(r) I_{[0, t]}(r) + \sum_{i=0}^{n-1} \mathcal{V}_s(t^n_i \wedge s) I_{[t^n_i \wedge s, t^n_{i+1} \wedge s]}(r) + \mathcal{V}_s(s) I_{[s]}(r),
\]

where \( t^n_i = t + \frac{i(T-t)}{n} \), \( i = 0, 1, \ldots, n \). Denote
\[
\begin{align*}
\Phi^n(\mathcal{V}) &\triangleq \Phi(\gamma^n(\mathcal{V})), \quad b^n(\mathcal{V}) &\triangleq b(\gamma^n(\mathcal{V})), \quad \sigma^n(\mathcal{V}) &\triangleq \sigma(\gamma^n(\mathcal{V})), \\
f^n(\mathcal{V}, y, z) &\triangleq f(\gamma^n(\mathcal{V}), y, z), \quad g^n(\mathcal{V}, y, z) &\triangleq g(\gamma^n(\mathcal{V}), y, z).
\end{align*}
\]

Then for each \( n \), there exist some functions \( \phi_n \) defined on \( \Lambda_t \times \mathbb{R}^{n \times d} \), \( \varphi_n \) and \( \tilde{\varphi}_n \) defined on \( [t, T] \times \Lambda_t \times \mathbb{R}^{n \times d} \), and \( \psi_n \) and \( \tilde{\psi}_n \) defined on \( [t, T] \times \Lambda_t \times \mathbb{R}^{n \times d} \times \mathbb{R}^k \times \mathbb{R}^{k \times d} \) such
that
\[
\Phi^n(\psi) = \phi_n(\psi, t, \psi(t^n_0) - \psi(t), \ldots, \psi(t^n_n) - \psi(t^n_{n-1})),
\]
\[
b^n(\psi) = \varphi_n(s, \psi, \psi(t^n_1 \wedge s) - \psi(t), \ldots, \psi(t^n_n \wedge s) - \psi(t^n_{n-1} \wedge s)),
\]
\[
\sigma^n(\psi) = \tilde{\varphi}_n(s, \psi, \psi(t^n_1 \wedge s) - \psi(t), \ldots, \psi(t^n_n \wedge s) - \psi(t^n_{n-1} \wedge s)),
\]
\[
f^n(\psi, y, z) = \psi_n(s, \psi, \psi(t^n_1 \wedge s) - \psi(t), \ldots, \psi(t^n_n \wedge s) - \psi(t^n_{n-1} \wedge s), y, z),
\]
\[
g^n(\psi, y, z) = \tilde{\psi}_n(s, \psi, \psi(t^n_1 \wedge s) - \psi(t), \ldots, \psi(t^n_n \wedge s) - \psi(t^n_{n-1} \wedge s), y, z).
\]

Indeed, if we set
\[
\bar{\phi}_n(\psi, t, x_1, \ldots, x_n) \triangleq \Phi \left( \left( \psi(t)_I(t_0) + \sum_{i=0}^{n-1} x_i I_{t^n_i}^t(s) + x_n I_{t^n_0}(s) \right)_{0 \leq s \leq T} \right),
\]
\[
\phi_n(\psi, t, x_1, \ldots, x_n) \triangleq \bar{\phi}_n(\psi, t, x_1, \psi(t) + x_1 + x_2, \ldots, \psi(t) + \sum_{i=1}^n x_i),
\]
then from assumptions (H1)–(H4), we obtain that for each fixed \( \psi, t \) and \( i \in \{1, \ldots, n\} \),
\[
\phi^i_n(\psi, t, x_1, \ldots, x_n) \in C^0_{\text{Lip}} \left( \mathbb{R}^{(n-1)d} \times \mathbb{R}^d \right),
\]
where \( \phi^i_n(\psi, t, x_1, \ldots, x_n) = \phi_n(\psi, t, x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n), \forall x_i \in \mathbb{R}^d \). In particular, for each \( \psi \in \Lambda \),
\[
\partial_s \phi_n(\psi, t, \psi(t^n_1) - \psi(t), \ldots, \psi(t^n_n) - \psi(t^n_{n-1})) = \Phi^i_{\psi^n_{n-1}}(\psi^n(\psi)).
\]

Similar discussions can be used to \( \psi_n, \tilde{\varphi}_n, \psi_n \) and \( \tilde{\psi}_n \).

Now for any \( \psi, t, \bar{t} \geq t \), consider the following SDE and BDSDE,
\[
X^n(\psi)(s) = \psi(\bar{t}) + \int_{\bar{t}}^s b^n(X^n(\psi))(r) \, dr + \int_{\bar{t}}^s \sigma^n(X^n(\psi))(r) \, dW(r),
\]
\[
Y^n(\psi)(s) = \Phi^n(X^n(\psi)) + \int_{\bar{t}}^t f^n(X^n(\psi), Y^n(\psi)(r), Z^n(\psi)(r)) \, dr
\]
\[
+ \int_{\bar{t}}^T g^n(X^n(\psi), Y^n(\psi)(r), Z^n(\psi)(r)) \, d\bar{B}(r)
\]
\[
- \int_{\bar{t}}^T Z^n(\psi)(r) \, dW(r), \quad \bar{t} \leq s.
\]

Denote
\[
u^n(\psi(\bar{t})) \triangleq Y^n(\psi)(\bar{t}), \quad \psi \in \Lambda.
\] (15)

Iterating the same argument as Lemma 3.5, we get for each \( s \in [t, T] \),
\[
Z^n(\psi)(s) = \sigma^n(X^n(\psi))D^s_x \nu^n(X^n(\psi)), \quad \text{a.s.}
\]
Then, by the same calculus as in Theorem 3.1, and by the definition of $h^n$, $b^n$, $\sigma^n$, $f^n$, $g^n$, one can obtain that

$$
\lim_{n \to \infty} u^n(\bar{\gamma}_T) = u(\bar{\gamma}_T), \quad \lim_{n \to \infty} D_x u^n(\bar{\gamma}_T) = D_x u(\bar{\gamma}_T),
$$

$$
\lim_{n \to \infty} D_{xx} u^n(\bar{\gamma}_T) = D_{xx} u(\bar{\gamma}_T), \quad \text{a.s.}
$$

(16)

Also,

$$
\lim_{n \to \infty} E \left[ \sup_{s \in [t, T]} |D_x u^n(X^n_s, \gamma_t) - D_x u(X^n_s, \gamma_t)|^2 \right] = 0,
$$

$$
\lim_{n \to \infty} E \left[ \int_t^T |Z^n_x(s) - Z^n_x(s)|^2 \, ds \right] = 0.
$$

Therefore

$$
Z^n_x(s) = \sigma(X^n_x)_s D_x u(X^n_x)_s, \quad \text{for every } s \in [t, T], \text{ a.s.}
$$

This completes the proof. ■

Based on Theorem 3.2, the following result is direct.

**Corollary 3.2:** From the above continuous version of $Z^n_x$, for each $p \leq 2$, there is a constant $C_p$ depending only on $C$, $T$, $m$, $\alpha$ and $p$ such that

$$
|Z^n_x(s)| \leq C_p \left( 1 + \|X^n_x\|^q \right), \quad \forall s \in [t, T], \text{ a.s.,}
$$

and

$$
E \left[ \sup_{s \in [t, T]} |Z^n_x(s)|^p \right] \leq C_p \left( 1 + \|\gamma_t\|^q \right).
$$

**4. Path-dependent SPDE**

It is well known that BDSDE with time-state dependent coefficients provide probabilistic representation for solution to semi-linear parabolic SPDE. In this section, we shall establish the nonlinear stochastic Feynman-Kac formula for BDSDE with path-dependent coefficients, which generates a new class of SPDE called path-dependent SPDE. Based on this view, a (path-dependent) SPDE can be regarded as a BDSDE, which provides an alternative approach for the study of SPDE theory and BDSDE theory.

We now relate our non-markovian BDSDE to the following system of path-dependent semilinear backward stochastic partial differential equation:

$$
u(\gamma_t) = \Phi(\gamma_T) + \int_t^T \left[ \mathcal{L} u(\gamma_s, \sigma D_x u(\gamma_s)) + f(\gamma_s, u(\gamma_s), (\sigma D_x u(\gamma_s)) \right] ds
$$

$$
+ \int_t^T g(\gamma_s, u(\gamma_s), (\sigma D_x u(\gamma_s))) d\tilde{B}(s), \quad 0 \leq t \leq T,
$$

(17)

where $u : \Lambda \to \mathbb{R}^k$, with

$$
\mathcal{L} u = \frac{1}{2} \text{tr}[(\sigma \sigma^T) D_{xx} u] + \langle b, D_x u \rangle.
$$
Theorem 4.1: Let \( u(\gamma_t) \in C_{l, \text{Lip}}^1(\Lambda) \) be a random field such that \( u(\gamma_t) \) is \( \mathcal{F}^B_{t, T} \)-measurable for each \( \gamma_t \in \Lambda \), and \( u \) satisfies Equation (17). Then \( u(\gamma_t) = Y^\gamma(t) \), where \((Y^\gamma(s), Z^\gamma(s))\) with \( 0 \leq t \leq s \leq T \) is the unique solution of BDSDE (2).

Proof: It suffices to show that \( \{(u(X^\gamma_s), (\sigma D_xu)(X^\gamma_s)); 0 \leq t \leq s \leq T\} \) solves BDSDE (2). Let \( \pi : t = t_0 < t_1 < t_2 < \cdots < t_n = T \) be a partition of the interval \([t, T]\). Then we have that

\[
\sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] = \sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] + \sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})].
\]

(18)

For the first term of the right side of (18), from the equation satisfied by \( u \), one has

\[
\sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] = \sum_{i=0}^{n-1} \left[ \int_{t_i}^{t_{i+1}} \left( \mathcal{L}u(X^\gamma_s) + f(X^\gamma_s, u(X^\gamma_s), (\sigma D_xu)(X^\gamma_s)) \right) ds \right. \\
\left. + \int_{t_i}^{t_{i+1}} g(X^\gamma_s, u(X^\gamma_s), (\sigma D_xu)(X^\gamma_s)) \, d\mathcal{B}(s) \right].
\]

(19)

For the second term of the right side of (18), from the functional Itô’s formula (see Theorem 2.1), one has

\[
\sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] = -\sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} \mathcal{L}u(X^\gamma_s) \, ds + \int_{t_i}^{t_{i+1}} (\sigma D_xu)(X^\gamma_s) \, dW(s).
\]

(20)

Combining (18), (19) and (20), we obtain that

\[
\sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] = \sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})] + \sum_{i=0}^{n-1} [u(X^\gamma_{t_i}) - u(X^\gamma_{t_{i+1}})]
\]

\[
= \sum_{i=0}^{n-1} \left[ \int_{t_i}^{t_{i+1}} \left( \mathcal{L}u(X^\gamma_s) + f(X^\gamma_s, u(X^\gamma_s), (\sigma D_xu)(X^\gamma_s)) \right) ds \right. \\
\left. + \int_{t_i}^{t_{i+1}} g(X^\gamma_s, u(X^\gamma_s), (\sigma D_xu)(X^\gamma_s)) \, d\mathcal{B}(s) \right] \\
- \sum_{i=0}^{n-1} \int_{t_i}^{t_{i+1}} \mathcal{L}u(X^\gamma_s) \, ds + \int_{t_i}^{t_{i+1}} (\sigma D_xu)(X^\gamma_s) \, dW(s).
\]

Finally, by the existence and uniqueness theorem of BDSDE (2), it finally suffices to let the mesh \( \pi \) go to zero in order to conclude the result.  

By Theorem 4.1 and Proposition 2.4, we have the following comparison theorem of path-dependent SPDE.

Corollary 4.1: Assume \( k = 1 \). Let \( f = f_i \) and \( \Phi = \Phi_i \) (\( i = 1, 2 \)) satisfy the conditions:
(i) \( f_1(\gamma, y, z) \geq f_2(\gamma, y, z) \) for all \((\gamma, y, z) \in \Lambda \times \mathbb{R} \times \mathbb{R}^d;\)
(ii) \( \Phi_1(\gamma_T) \geq \Phi_2(\gamma_T) \) for every \( \gamma_T \in \Lambda_T.\)

If \( u_i(\gamma_t) \in \mathbb{C}^{1,2}_{l,\text{Lip}}(\Lambda) \) is the solution of SPDE (17) associated with \((\Phi_1, f_1, g)\) and \((\Phi_2, f_2, g), i = 1, 2,\) respectively, then \( u_1(\gamma_t) \geq u_2(\gamma_t) \) for each \( \gamma_t \in \Lambda.\)

Now we prove the converse to the above result.

**Theorem 4.2:** \( \{u(\gamma_t) \triangleq Y^{\gamma_t}(t), \ \gamma_t \in \Lambda\} \) is the unique \( \mathbb{C}^{1,2}_{l,\text{Lip}}(\Lambda)\)-solution of the path-dependent SPDE (17).

**Proof:** From Corollary 3.1, \( u \in \mathbb{C}^{0,2}_{l,\text{Lip}}(\Lambda), \) a.s. For each \( \delta > 0 \) satisfying \( t + \delta \leq T, \) by Lemma 3.4, we can get

\[
u(X^{\gamma_t}_{t+\delta}) = Y^{\gamma_t}(t + \delta), \quad a.s.
\]

Hence, by the proof of Theorem 3.2, we obtain a.s.

\[
u(\gamma_{t, t+\delta}) = \nu(\gamma_t) = \nu(\gamma_{t, t+\delta}) = \nu(X^{\gamma_t}_{t+\delta}) + \nu(X^{\gamma_t}_{t+\delta}) - \nu(\gamma_t)
\]

\[
= \lim_{n \to \infty} \left[ \nu^n(\gamma_{t, t+\delta}) - \nu^n(X^{\gamma_t}_{t+\delta}) \right] - \int_t^{t+\delta} f(X^{\gamma_t}_s, Y^{\gamma_t}(s), Z^{\gamma_t}(s)) \, ds
\]

\[
- \int_t^{t+\delta} g(X^{\gamma_t}_s, Y^{\gamma_t}(s), Z^{\gamma_t}(s)) \, dB_s + \int_t^{t+\delta} Z^{\gamma_t}(s) \, dW_s,
\]

where \( \nu^n(\cdot) \) is defined in (15). Now recalling Theorem 3.2 of [18] and Theorem 3.2 of [19], we deduce that

\[
u^n(\gamma_{t, t+\delta}) - \nu^n(X^{\gamma_t}_{t+\delta}) = \int_t^{t+\delta} D_s u^n(\gamma_{t, s}) \, ds - \int_t^{t+\delta} D_s u^n(X^{\gamma_t}_s) \, ds
\]

\[
- \int_t^{t+\delta} \mathcal{L} u^n(X^{\gamma_t}_s) \, ds - \int_t^{t+\delta} (\sigma^n D_s u^n)(X^{\gamma_t}_s) \, dW(s).
\]

Thus from (16) and the dominated convergence theorem, we get

\[
u(\gamma_{t, t+\delta}) - \nu(\gamma_t) = - \int_t^{t+\delta} \mathcal{L} u(X^{\gamma_t}_s) \, ds - \int_t^{t+\delta} (\sigma D_s u)(X^{\gamma_t}_s) \, dW(s)
\]

\[
- \int_t^{t+\delta} f(X^{\gamma_t}_s, Y^{\gamma_t}(s), Z^{\gamma_t}(s)) \, ds - \int_t^{t+\delta} g(X^{\gamma_t}_s, Y^{\gamma_t}(s), Z^{\gamma_t}(s)) \, dB_s
\]

\[
+ \int_t^{t+\delta} Z^{\gamma_t}(s) \, dW_s + \lim_{n \to \infty} C^n,
\]

where

\[
C^n = \int_t^{t+\delta} D_s u^n(\gamma_{t, s}) \, ds - \int_t^{t+\delta} D_s u^n(X^{\gamma_t}_s) \, ds.
\]
Now using Remark 3.3 and note that $u^n \in \mathbb{C}^{0,2}_{L,l\text{ip}}(\Lambda)$, a.s., there exists a constant $c$ depending only on $C$, $T$, $m, \alpha$ and $\gamma_t$ such that

$$|D_s u^n(\gamma_t, s) - D_s u^n(X^{\gamma_t}_s)| \leq c(1 + \sup_{u \in [t, s]} |X^{\gamma_t}(u) - X^{\gamma_t}(t)|^m) \|\gamma_t, s - X^{\gamma_t}_s\|.$$ 

Therefore

$$|C^n| \leq c\delta \sup_{s \in [t, t+\delta]} [(1 + |X^{\gamma_t}(u) - X^{\gamma_t}(t)|^m)|X^{\gamma_t}(s) - X^{\gamma_t}(t)|].$$

Finally, taking expectation on both sides of (21) yields that

$$\lim_{\delta \to 0} \frac{u(\gamma_{t+\delta}) - u(\gamma_t)}{\delta} = -\mathcal{L}u(\gamma_t) - f(\gamma_t, u(\gamma_t), (\sigma D_x u)(\gamma_t)).$$

Therefore $u(\gamma_t)$ belongs to $\mathbb{C}^{1,2}_{L,l\text{ip}}(\Lambda)$, a.s., and satisfies path-dependent SPDE (17). This completes the proof. 

From the above theorem, the following result is directly.

**Corollary 4.2:** The process $(u(X^{\gamma_t}_s), (\sigma D_x u)(X^{\gamma_t}_s))$ is the unique solution of BDSDE (2).

**Remark 4.1:** In the case of that when $\Phi(\gamma_T) = \phi(\gamma(T))$ with $\phi \in \mathbb{C}^2_{L,l\text{ip}}(\mathbb{R}^d, \mathbb{R}^k)$ and $f, g$ satisfy Assumption (H5), the above theorems degenerated to the famous nonlinear stochastic Feynman-Kac formulas, which were introduced by Pardoux and Peng [18].
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