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Abstract Elliptic interface boundary value problems with interfacial jump conditions appear in, and are a critical part of, numerous applications in fields such as heat conduction, fluid flow, materials science, and protein docking, to name a few. A typical example involves the construction of biomolecular shapes, where such elliptic interface problems are in the form of linearized Poisson-Boltzmann equations, involving discontinuous dielectric constants across the interface, that govern electrostatic contributions. Additionally, when interface dynamics are involved, the normal velocity of the interface is often comprised of not only solution values from the elliptic interface problem, but normal derivatives of them as well. Taking these aspects into consideration, we introduce here the Compact Coupling Interface Method, a finite difference method capable of obtaining second-order accurate approximations of not only solution values but their gradients, for elliptic interface problems with interfacial jump conditions. This method, which can be formulated in arbitrary spatial dimensions, combines elements of the highly-regarded Coupling Interface Method, for such elliptic interface problems, and Smereka’s second-order accurate discrete delta function. The result is a variation and hybrid with a more compact stencil than that found in the Coupling Interface Method, and with advantages, borne out in numerical experiments involving both geometric model problems and complex biomolecular surfaces, in more robust error profiles.
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1 Introduction

1.1 Applications

Elliptic interface problems with interfacial jump conditions can be found at the heart of a variety of physical and biological problems involving interfaces. These interfaces may be material interfaces or phase boundaries, static or dynamic, and in subjects relating to heat conduction, fluid dynamics, materials science, or electrostatics. The interfacial jump conditions are due, frequently, to material properties and sources that are discontinuous, or have discontinuous derivatives, across the interface. This leads to solutions that also have discontinuities in values or derivatives at the interface. These discontinuities, especially when they are large, are what presents the main difficulties in this problem.

Our motivating application that fits into this framework involves biomolecular shapes. Consider a set of solute atoms making up a biomolecule, or several biomolecules, such as proteins involved in a docking process. One interest in this situation is how the atoms affect the solvent that it resides in, usually a solution resembling salt-water. The implicit solvation approach introduces an interface to separate a continuously modeled solvent from the solute atoms and vacuum. It additionally pairs with this a free energy involving contributions such as nonpolar van der Waals forces, surface effects, and electrostatics, with the minimizer serving as the desired interface. The electrostatics portion here provides the elliptic interface problem with interfacial jump conditions we are interested in, arising from linearization approximations of the governing Poisson-Boltzmann equation.

1.2 Setup

Let \( \Omega \subseteq \mathbb{R}^d \) be a rectangular box and consider an interface \( \Gamma \) that separates it into an inside region \( \Omega^- \) and an outside region \( \Omega^+ \). Also let \( \mathbf{n} \) denote outward unit normal vectors on the interface (see Fig. 1). Then, for given functions \( \epsilon, f, a : \Omega \rightarrow \mathbb{R} \), possibly discontinuous across the interface, and given functions \( \tau, \sigma : \Gamma \rightarrow \mathbb{R} \), our specific elliptic interface problem of interest, with interfacial jump conditions, takes the form:

\[
\begin{cases}
-\nabla \cdot (\epsilon \nabla u) + au = f & \text{in } \Omega \setminus \Gamma, \\
[u] = \tau, \quad [\epsilon \nabla u \cdot \mathbf{n}] = \sigma & \text{on } \Gamma, \\
u = g & \text{on } \partial \Omega.
\end{cases}
\] (1)

Here, for any \( v : \Omega \rightarrow \mathbb{R} \) a function and \( x \in \Gamma \), we employ the commonly used notation of \([v]\) to denote the jump of \( v \) across the interface at \( x \):

\[
[v] = v^+ - v^-,
\] (2)

where

\[
v^+(x) = \lim_{x \to \Gamma^+} v(x), \quad v^-(x) = \lim_{x \to \Gamma^-} v(x),
\] (3)
are limiting values of $v$ when $x$ approaches from $\Omega^+$ and $\Omega^-$, respectively. Additionally, we will refer to $\epsilon \nabla u \cdot n$ as the flux; $\tau, \sigma: \Gamma \to \mathbb{R}$ as the value of the jump conditions; $\Omega$ as the computational domain; and $g$ as the value of the Dirichlet boundary conditions on $\partial \Omega$. Note, we allow the dimension $d$ to be general for the formulation of our method, but restrict to the case $d = 3$ for computations, which we find to have sufficient complexity for many real-world problems.

In our motivating application, this form is achieved in a linearized Poisson-Boltzmann equation for electric potential $u$, charge density $f$, and dielectric coefficient $\epsilon$, which can take on values of around 1 or 2 in the solute region and 80 in the solvent region [1][2][3].

![Fig. 1: Schematic for the elliptic interface problem. $\Gamma$ is an interface that separates a cubical domain $\Omega$ with boundary $\partial \Omega$ into $\Omega^+$ and $\Omega^-$. The normal to the interface is denoted as $n$. The dashed lines are the grid lines of the uniform mesh.](image)

1.3 Interface Dynamics and Gradients

In applications that concern both such elliptic interface problems and moving interfaces, the velocity of the interface may depend on the gradient of the solution. This makes it imperative to accurately calculate not only the solution’s values, but its gradient as well [4][5][6]. In fact, it is preferrable for errors to be measured under the infinity norm, to obtain accurate pointwise velocities that can be used in both front tracking methods and level-set methods for interface dynamics.

In our motivating biomolecular application, gradient descent on the free-energy functional can be used to capture the solute-solvent interface of interest
This introduces a time variable and interface dynamics into the originally static problem. Additionally, gradient descent in this case translates to a normal velocity that depends on the effective dielectric boundary force, which in turn depends on the jump of the normal derivative of the electrostatic potential at the interface.

In another and perhaps better known example, the Stefan problem is used to model an interface separating ice from water, where the interface moves when ice melts or water freezes. In simple terms, for a given configuration of the ice and water, an elliptic interface problem, with $\epsilon$ as thermal conductivity, can be solved for the temperature $u$. The interface between the ice and water then evolves due to this temperature, with its normal velocity depending on the jump in the normal derivative of the temperature.

From these considerations, we can finally formulate our goal: to accurately and efficiently solving elliptic interface problems with jump conditions for both solution and gradient.

1.4 Finite Difference Methods

Our approach towards this goal involves combining elements of CIM (the Coupling Interface Method) and Smereka’s grid-based work on second-order accurate discrete delta functions. As both these methods are finite difference methods, our resulting method is also a finite difference method. We thus restrict our comparisons to other finite difference methods and, actually, specifically to CIM and its variations, which are among the top performing ones. We do note, however, that there are numerous other accurate approaches to elliptic interface problems with jump conditions, including boundary integral methods, finite element methods, finite volume methods, and methods involving deep learning.

Finite difference methods work on values given over an underlying grid. This, in general, leads to advantages of simplicity in aspects of accuracy and resolution, notably in the case of uniform grids. Thus, for each problem found in mathematics or sciences, one can find numerous finite difference methods available for solving it. Especially for interface representations and dynamics, there exist level-set methods, as well as phase-field methods, that can capture moving curves and surfaces.

As discussed in [9], within finite difference methods, there are essentially three types of approaches: regularization, dimension unsplitting, and dimension splitting approaches. A regularization approach applies smoothing techniques to discontinuous coefficients, or regularization techniques to singular sources. An major example of this that is related to our problem of interest is the Immersed Boundary Method (IBM). In dimension unsplitting approaches, finite difference methods are derived from local Taylor expansions in multi-dimensions. One popular method in this category is the Immersed Interface Method and its various extensions, including the Maximum Principle Preserving Immersed Interface Method (MIIM), the Fast
Immersed Interface Method (FIIM) [29], and the Augmented Immersed Interface Method (AIIM) [30]. For dimension splitting approaches, the finite difference methods are derived from Taylor expansions in each dimension. This category includes the Ghost Fluid Method [31,32,33], the Explicit-jump Immersed Interface Method (EJIM) [34], the Decomposed Immersed Interface Method (DIIM) [35], the Matched Interface Method (MIM) [36], and the Coupling Interface Method (CIM) and its variation, Improved Coupling Interface Method (ICIM) [37]. For a more detailed discussion on these different types, we refer readers to [9].

1.5 The Coupling Interface Method

Among these finite difference methods, CIM is one of the top ones in terms of accuracy, in both solutions values and gradients; ease of use; and detail of study (see [37]). The main approach of CIM involves generating at gridpoints accurate approximations of principal second-order derivatives, especially in the case where standard central differencing stencils would cross the interface and hence do not apply. These approximations can then be used to handle terms like the Laplacian, which is perhaps the most complex term in the PDE of our elliptic interface problem. The process consists, at a gridpoint of interest, of first using second-order central differencing in all dimensions that apply. In those that do not, this will be because the gridpoint lies next to the interface in that dimension. To handle this, CIM considers polynomial approximations on either side of the interface, in each such dimension, and connects them with jump conditions at the interface. This leads, in total, to a coupled linear system of equations to be solved for the principal second-order derivatives in terms of values at gridpoints. Note, this linear system also involves mixed second derivative terms, which are approximated to varying degrees of accuracy depending on available finite differencing schemes with stencils that does not cross the interface.

One version of this approach, called CIM1, chooses linear polynomials and lower-order approximations of mixed derivatives for a lower-order but widely applicable approach; another, called CIM2, chooses quadratic polynomials and higher-order approximations of mixed derivatives for a higher-order approach that, however, requires certain larger stencils. CIM is a hybrid of these that uses CIM2 approximations at points where the stencils allow, and CIM1 approximations at all other gridpoints, called exceptional points. Note, these exceptional points do commonly exist but, as noted in [9], not in great numbers, allowing CIM to be second-order accurate in solution values under the infinity norm. For gradients, however, this approach is only first-order accurate, especially at exceptional points.

The Improved Coupling Interface Method (ICIM) [1] fixes this issue and achieves uniformly second-order accurate gradient by incorporating two recipes that handle exceptional points. One attempts to “shift”: at gridpoints where it is difficult to achieve a valid first-order approximation of the principal or
mixed second-order derivative, the finite difference approximations at adjacent gridpoints, on the same side, are instead shifted over. The other attempts to “flip”: at some gridpoints, the signature of the domain (inside or outside) can be flipped, so that the usual second-order CIM2 discretization may apply, allowing for second-order accurate solutions and gradients for the flipped interface. Extrapolation from neighboring nonflipped gridpoints originally on the same side can then be used to recover the solutions and gradients of the original and desired interface. Note, the decisions on when to use shifts and when to use flips are listed in [1].

1.6 Our Proposed Method

We propose what can be considered a hybrid that we call the Compact Coupling Interface Method (CCIM). Our method combines elements of CIM [9] and Smereka’s work on second-order accurate discrete delta functions by setting up an elliptic interface problem with interfacial jump conditions [10]. The use of Smereka’s setup, itself based on Mayo’s work in [38], allows us to remove the quadratic polynomial approximations of CIM2 and its need for two points on either side of the interface in a direction that crosses the interface, thus compacting the stencil and allowing more applicability in generating accurate principal second-order derivatives. Additional schemes are introduced to accurately handle mixed second-order derivatives by using more compact stencils on the same side or stencils from the opposite side, with the help of jump conditions, allowing for the removal of exceptional points. The result is that our constructed CCIM can approximate values and gradients of the solutions of elliptic interface problems with jump conditions with close to second-order accuracy in infinity norm for a variety interfaces, with observed advantages in robust convergence behavior in complex situations.

Note, while ICIM mostly improves on CIM2 through postprocessing, keeping the same coupling equations, which only includes the principal second-order derivatives, and similar finite difference stencils [1], our CCIM expands the coupling equations to include first-order derivatives as well, and utilizes more compact finite difference stencils, for the removal of additional exceptional points.

1.7 Outline

This paper is organized as follows. Section 2 outlines the derivation and algorithm of CCIM. In Section 3, we show the convergence tests in three dimensions on geometric surfaces and two complex protein surfaces. We also test our method on a moving surface driven by the jump of the gradient at the interface. Section 4 is the conclusion.
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Fig. 2: Examples of a (1) CIM2 stencil and a (2) CCIM stencil at \( \mathbf{x}_i \). The circles and disks are grid points on different sides of the interface. The asterisks are the intersections of the surface and the grid lines. CIM2 stencils require 2 points on the same side of the interface in each dimension \([9]\). Points that does not satisfy this requirement are handled in ICIM \([1]\). The CCIM stencil requires fewer points so it’s more compact. Both CIM2 and CCIM need some extra grid points on the diagonal of \( \mathbf{x}_i \) to approximate the mixed derivatives.

2 Method

In \( d \) dimensions, let \( \Omega = [-1, 1]^d \) and discretize the domain uniformly with mesh size \( h = 2/N \), where \( N \) is the number of subintervals on one side of the region \( \Omega \). Let \( \mathbf{i} = (i_1, \ldots, i_d) \) be the multi-index with \( i_k = 0, 1, \ldots, N \) for \( k = 1, 2, \ldots, d \). The grid points are denoted as \( \mathbf{x}_i \) with \( \mathbf{x}_k = -1 + i_k h \). Let \( \mathbf{e}_k \), \( k = 1, 2, \ldots, d \) be the unit coordinate vectors. We also write \( u(\mathbf{x}_i) = u_i \). Here we use \( \Delta u \) for the Laplacian of \( u \) and \( \nabla^2 u \) for the Hessian matrix of \( u \). We assume that \( \nabla^2 u \) is symmetric. We use \( \mathbf{x}_i \mathbf{x}_{i+\mathbf{e}_k} \) to denote the grid segment between \( \mathbf{x}_i \) and \( \mathbf{x}_{i+\mathbf{e}_k} \), and assume that the interface intersects with any grid segment at most once.

Let \( \mathbf{x}_i \) be a grid point at which we try to discretize the PDE. For notational simplicity, we drop the argument \( \mathbf{x}_i \) and the dependency on \( \mathbf{i} \) is implicit. We rewrite the PDE \([1]\) at \( \mathbf{x}_i \) as

\[
- \sum_{k=1}^{d} \frac{\partial^2 u}{\partial x_k \partial x_k} - e \sum_{j=1}^{d} \frac{\partial^2 u}{\partial x_k^2} + au = f
\]

(4)

If \( \mathbf{x}_{i-\mathbf{e}_k}, \mathbf{x}_i \) and \( \mathbf{x}_{i+\mathbf{e}_k} \) are in the same region in each coordinate direction, then we call \( \mathbf{x}_i \) an interior point, otherwise \( \mathbf{x}_i \) is called an interface point. At interior points, standard central differencing gives a local truncation error of \( O(h^2) \) in \( \mathbf{e}_k \) direction. Our goal is to construct finite difference schemes with \( O(h) \) local truncation error at interface points. The overall accuracy will still be second-order since the interface points belong to a lower dimensional
In this Section, we derive a first-order approximation for the term $\partial u / \partial x_k$ and $\partial^2 u / \partial x_k^2$ in terms of $u$-values on neighboring grid points. We denote the set of neighboring grid points of $i$ as $B_r = \{ j \ | \ ||j-i||_\infty \leq r \}$ and call $r$ the radius of our finite difference stencil.

2.1 Dimension-by-dimension discretization

This section follows the derivation found in [10]. Along the coordinate direction $e_k$, if the interface does not intersect the grid segment $x_i x_{i+e_k}$, then by Taylor’s theorem,

$$u_{i+e_k} - u_i = h \frac{\partial u}{\partial x_k} + \frac{h^2}{2} \frac{\partial^2 u}{\partial x_k^2} + \mathcal{O}(h^3). \quad (5)$$

Suppose the interface intersects the grid segment $x_i x_{i+e_k}$ at $\hat{x}_k$. Let $\alpha_k = ||\hat{x}_k - x_i|| / h$ and $\beta_k = 1 - \alpha_k$. Suppose $x_i$ is located in $\Omega^-$. Denote the limit of $u(x)$ as $x$ approaches $\hat{x}_k$ from $\Omega^-$ by $u^-$, and the limit from the other side by $u^+$ (see Fig 3). By Taylor’s theorem,

$$u_i = u^- - \alpha h \frac{\partial u^-}{\partial x_k} + \frac{(\alpha h)^2}{2} \frac{\partial^2 u^-}{\partial x_k^2} + \mathcal{O}(h^3),$$
$$u_{i+e_k} = u^+ + \beta h \frac{\partial u^+}{\partial x_k} + \frac{(\beta h)^2}{2} \frac{\partial^2 u^+}{\partial x_k^2} + \mathcal{O}(h^3). \quad (6)$$

Subtract the above two equations and write the right-hand side in terms of jumps and quantities from $\Omega^-$:

$$u_{i+e_k} - u_i = [u] + \beta h \left[ \frac{\partial u^-}{\partial x_k} + \frac{h^2}{2} \beta^2 \frac{\partial^2 u^-}{\partial x_k^2} + \frac{h^2}{2} (\beta^2 - \alpha^2) \frac{\partial^2 u^-}{\partial x_k^2} + \mathcal{O}(h^3) \right]. \quad (7)$$
We can approximate components of $\nabla u^-$ and $\nabla^2 u^-$ by
\[\frac{\partial u^-}{\partial x_i} = \frac{\partial u}{\partial x_i} + \alpha_k h \frac{\partial^2 u}{\partial x_i \partial x_k} + O(h^3),\]
with $1 \leq i \leq k \leq d$. Together with the given jump condition, $[u] = \tau$,
\[\frac{\partial u}{\partial x_i} - \frac{\partial u}{\partial x_k} = \frac{\partial^2 u}{\partial x_i \partial x_k} + O(h).\]

with $1 \leq i \leq k \leq d$. Together with the given jump condition, $[u] = \tau$,
\[\frac{\partial u}{\partial x_i} - \frac{\partial u}{\partial x_k} = \frac{\partial^2 u}{\partial x_i \partial x_k} + O(h).\]

2.2 Coupling Equation

This section then sets up coupling equations following the work of [9]. In (10), suppose we can approximate the jump $[\partial u / \partial x_k]$ and $[\partial^2 u / \partial x_k^2]$ in terms of $u_j$, $\partial u / \partial x_k$ and $\partial^2 u / \partial x_k^2$, with $1 \leq k \leq d$ and $j \in B_r$ for some stencil radius $r$. Then in each coordinate direction, for $1 \leq k \leq d$, we can write down two equations, (10) or (5), by considering the two grid segments $x_{i+s}$ for $s = \pm 1$. In $d$ dimensions we have $2d$ equations and $2d$ unknowns: the first-order derivatives $\partial u / \partial x_k$ and the principal second-order derivatives $\partial^2 u / \partial x_k^2$ for $1 \leq k \leq d$. This leads to a system of linear equations of the following form:
\[M \begin{bmatrix} \frac{\partial u}{\partial x_k} \\ \frac{\partial^2 u}{\partial x_k^2} \end{bmatrix}_{1 \leq k \leq d} = \frac{1}{h^2} \begin{bmatrix} D_{k,s} u + b_{k,s} \end{bmatrix}_{1 \leq k \leq d, s = \pm 1} + O(h)\]
(11)

where $D_{k,s} u = D_{k,s}(u_j)$, $j \in B_r$, is some linear function of neighboring $u$-values and $b_{k,s}$ is some constant. We call (11) the coupling equation and $M$ the coupling matrix. By inverting $M$, we can approximate $\partial u / \partial x_k$ and $\partial^2 u / \partial x_k^2$ in terms of $u$-values and obtain the finite different approximation of the PDE (4) at the interface point $x_i$.

In the next few sections, we describe the ingredients to construct the coupling equation (11). In Section 2.3, we derive expressions to approximate the jump of the first-order derivatives $[\partial u / \partial x_k]$ in (10). In Section 2.4, we approximate the jump of the principal second-order derivatives $[\partial^2 u / \partial x_k^2]$ in (10). In Section 2.5, we discuss how to approximate the mixed derivatives, which is used to approximate $[\partial u / \partial x_k]$ and $[\partial^2 u / \partial x_k^2]$. In Section 2.6, we combine all the ingredients and describe our algorithm to obtain the coupling equation.
2.3 Approximation of $\partial u / \partial x_k$

Let $n$ be the unit normal vector at the interface, and $s_1, \ldots, s_{d-1}$ be the unit tangent vectors. The tangent vectors can be obtained by projecting the coordinate vectors onto the tangent plane. We can write

$$[\nabla u] = [\nabla u \cdot n]n + \sum_{j=1}^{d-1} [\nabla u \cdot s_j]s_j. \quad (12)$$

In the $e_k$ coordinate direction, this gives

$$\left[ \frac{\partial u}{\partial x_k} \right] = [\nabla u \cdot n](n \cdot e_k) + \sum_{j=1}^{d-1} [\nabla u \cdot s_j](s_j \cdot e_k). \quad (13)$$

In the following derivation, we use the following trick repeatedly to decouple the jump:

$$[\epsilon v] = \epsilon^+[v] + [\epsilon]v^- \quad (14)$$

The jump condition $[\epsilon \nabla u \cdot n] = \sigma$ can be rewritten as

$$[\nabla u \cdot n] = \frac{1}{\epsilon^+}(\sigma - [\epsilon]u^- \cdot n). \quad (15)$$

Substitute (15) into (13), together with $[\nabla u \cdot s_k] = \nabla \tau \cdot s_k$, we have

$$\left[ \frac{\partial u}{\partial x_k} \right] = \frac{1}{\epsilon^+}(\sigma - [\epsilon]u^- \cdot n)(n \cdot e_k) + \sum_{j=1}^{d-1} (\nabla \tau \cdot s_j)(s_j \cdot e_k). \quad (16)$$

Approximate $\nabla u^-$ by Taylor’s theorem (8), we get

$$\left[ \frac{\partial u}{\partial x_k} \right] = \frac{1}{\epsilon^+} \left( \sigma - [\epsilon] \sum_{j=1}^d \left( \frac{\partial u}{\partial x_j} + \alpha_k h \frac{\partial^2 u}{\partial x_j \partial x_k} \right)(n \cdot e_j) \right) (n \cdot e_k)$$

$$+ \sum_{j=1}^{d-1} (\nabla \tau \cdot s_j)(s_j \cdot e_k). \quad (17)$$

Notice that the jump in the first-order derivative $[\partial u / \partial x_k]$ can be written as linear combinations of the first-order derivatives $\partial u / \partial x_l, 1 \leq l \leq d$ and the second-order derivatives $\partial^2 u / \partial x_l \partial x_m, 1 \leq l \leq m$:

$$\left[ \frac{\partial u}{\partial x_k} \right] = L(\nabla u, \nabla^2 u) + b. \quad (18)$$

where $L$ is some linear function and $b$ is some constant. Our goal is to approximate the mixed derivatives $\partial^2 u / \partial x_k \partial x_l, k \neq l$ in terms of the neighboring $u$-values $u_j, j \in B_r$, the first-order derivatives $\partial u / \partial x_k$, and the principal second-order derivatives $\partial^2 u / \partial x_k^2, 1 \leq k \leq d$ (see Section 2.4 and 2.5), which are the terms used in the coupling equation (11).
2.4 Approximation of $[\partial^2 u / \partial x_k^2]$  

To remove the jump of the principal second-order derivatives $[\partial^2 u / \partial x_k^2]$, $k = 1, 2, \ldots, d$ in (10), we need to solve a system of linear equations, whose unknowns are all the jump of the principal and the mixed second-order derivatives.

The first set of equations are obtained by differentiating the interface boundary condition in the tangential directions. For $m = 1, \cdots, d - 1$ and $n = m, \cdots, d - 1$, we get $d(d - 1)/2$ equations

$$\nabla [\nabla u \cdot s_m] \cdot s_n = \nabla (\nabla \tau \cdot s_m) \cdot s_n.$$  \hspace{1cm} (19)

Expand every term, and with the help of (14) and (16), we get

$$s_m^T [\nabla^2 u] s_m = s_m^T [\nabla^2 \tau] s_m + \frac{1}{\epsilon^+} (\sigma - [\epsilon] \nabla u^- \cdot n) s_m^T \nabla n s_m - (\nabla \tau \cdot n) s_m^T \nabla n s_m.$$  \hspace{1cm} (20)

By differentiating the jump of flux in the tangential directions, we get another $d - 1$ equations for $m = 1, \cdots, d - 1$,

$$\nabla [\epsilon \nabla u \cdot n] \cdot s_m = \nabla \sigma \cdot s_m.$$  \hspace{1cm} (21)

After expansion,

$$s_m^T [\nabla u] n = \frac{1}{\epsilon^+} \nabla \sigma \cdot s_m - \frac{[\epsilon]}{\epsilon^+} s_m^T \nabla^2 u^- n - \frac{[\epsilon]}{\epsilon^+} s_m^T \nabla n \nabla u^-$$

$$- \sum_{k=1}^{d-1} (\nabla \tau \cdot s_k) s_m^T \nabla n s_k - \frac{1}{(\epsilon^+)^2} (\nabla \epsilon^+ \cdot s_m) (\sigma - [\epsilon] \nabla u^- \cdot n)$$

$$- \frac{1}{\epsilon^+} [\nabla \epsilon \cdot s_m] (\nabla u^- \cdot n).$$  \hspace{1cm} (22)

The final equation comes from the jump of the PDE:

$$[- \nabla \cdot (\epsilon \nabla u) + au] = [f].$$  \hspace{1cm} (23)

After expansion, we have

$$[\Delta u] = - \left[ \frac{f}{\epsilon} \right] + \frac{a}{\epsilon} + \left[ \frac{a}{\epsilon} \right] u^-$$

$$- \frac{1}{\epsilon^+} \sum_{k=1}^{d-1} (\nabla \tau \cdot s_k) (\nabla \epsilon^+ \cdot s_k) - \left[ \frac{\nabla \epsilon}{\epsilon} \right] \cdot \nabla u^-.$$  \hspace{1cm} (24)

Combining (22), (20), and (24), we arrive at a system of linear equations whose unknowns are the jump of the second-order derivatives:

$$G \left( \left[ \frac{\partial^2 u}{\partial x_k \partial x_l} \right] \right)_{1 \leq k \leq l \leq d} = L (u^-, \nabla u^-, \nabla^2 u^-) + b.$$  \hspace{1cm} (25)

where $G$ is a matrix that only depends on the normal and the tangent vectors, $L$ stands for some general linear function and $b$ stands for some constant. In
two and three dimensions, through a direct calculation, the absolute value of the determinant of \( G \) is 1.

As an example, in two dimensions, let \( s = [s_1, s_2]^T \) and \( n = [n_1, n_2]^T \), and assume that \( \epsilon(x) \) is a piecewise constant function, then the system of linear equations is given by

\[
\begin{pmatrix}
    s_1^2 & s_2^2 & 2s_1s_2 \\
    s_1n_1 & s_2n_2 & s_1n_2 + s_2n_1 \\
    1 & 1 & 0
\end{pmatrix}
\begin{bmatrix}
    u_{xx} \\
    u_{yy} \\
    u_{xy}
\end{bmatrix}
= \begin{pmatrix}
    s^T \nabla^2 r s + \frac{1}{\epsilon} (\nabla u^- \cdot n) s^T \nabla u - (\nabla \cdot n) s^T \nabla ns \\
    \frac{1}{\epsilon} \nabla \cdot s - \frac{1}{\epsilon} (s^T \nabla^2 u^- n + s^T \nabla u \nabla u^-) - (\nabla \cdot s) s^T \nabla ns \\
    -[\frac{\tau}{\epsilon}] + a \frac{u^-}{\epsilon} - [\frac{u^+}{\epsilon}]
\end{pmatrix}.
\]  

(26)

By Taylor’s theorem as in (5), (8), and (9), \( u^- \), \( \nabla u^- \) and \( \nabla^2 u^- \) can all be approximated by \( u_j, j \in B_r \) and components of \( \nabla u \) and \( \nabla^2 u \) at the grid point. Therefore, after substitution, (25) has the form

\[
G \left( \frac{\partial^2 u}{\partial x_k \partial x_l} \right)_{1 \leq k \leq l \leq d} = L (u_j, \nabla u, \nabla^2 u) + b. \tag{27}
\]

where \( j \in B_r \). If we could approximate the mixed derivatives \( \partial^2 u / \partial x_k \partial x_l \), \( k \neq l \) in terms of \( u_j, j \in B_r \), \( \partial u / \partial x_k \), \( \partial^2 u / \partial x^2_k \), \( |\partial^2 u / \partial x_k \partial x_l|, 1 \leq k < l \leq d \) (See Section 2.5), then by re-arranging the equations and solving the linear systems, the jump of all the second-order derivatives \( |\partial^2 u / \partial x_k \partial x_l|, 1 \leq k \leq d \), can be approximated in terms of \( u_j, j \in B_r, \partial u / \partial x_k, \partial^2 u / \partial x^2_k \), \( 1 \leq k \leq d \), which are the terms used in the coupling equation (11). By back substitution, all the mixed derivatives \( \partial^2 u / \partial x_k \partial x_l, 1 \leq k \leq d \), can also be approximated by these terms. Then the jump of the first-order derivative \( |\partial u / \partial x_k| \) (13) can be approximated by these terms. Next, we describe how to approximate the mixed derivatives.

2.5 Approximation of the mixed derivative

Depending how the interface intersects the grid, different schemes are needed to approximate the mixed derivative \( \partial^2 u / \partial x_k \partial x_l, k \neq l \) at \( x_i \). Notice that we are allowed to make use of the first-order and the second-order derivatives, as they are the variables in the coupling equation (11). Though any \( O(h) \) approximation suffices, we prefer schemes with smaller local truncation error. Therefore, in all the following formula, we also compute the \( O(h) \) term explicitly. In Fig. 4 we demonstrate examples of different scenarios. In Fig. 4 case 1, we use the usual central difference formula,

\[
\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{1}{4h^2} (u_{i+e_k+e_l} - u_{i-e_k+e_l} - u_{i+e_k-e_l} + u_{i-e_k-e_l}) + O(h^2). \tag{28}
\]
Fig. 4: Approximation of the mixed derivative $\partial^2 u / \partial x_k \partial x_l$ at $x_i$. The circles and disks are grid points in $\Omega^- \text{ and } \Omega^+$. The $u$-values at the squares are used to approximate the mixed derivative. Case 1 is the usual central difference. Case 2 and 3 are biased difference. Case 4 uses the first-order derivatives at at $x_i$. Case 5 uses the first-order and the second-order derivatives at at $x_i$. Case 6 uses the jump $[\partial^2 u / \partial x_k \partial x_l]$ at $x_k$ and the mixed second-order derivative on the other side at $x_i + e_k$, which is approximated by central difference.

We can also use biased differencing as in Fig. 4 case 2 and case 3:

$$\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{1}{2h^2} \left( u_{i+e_k} - u_{i+e_k - e_l} - u_{i-e_k} + u_{i-e_k - e_l} \right) + \frac{1}{2} h \frac{\partial^3 u}{\partial x_k \partial x_l^2} + O(h^2) \quad (29)$$

$$\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{1}{h^2} \left( u_i - u_i - e_k - u_i - e_k - e_l \right) + \frac{1}{2} h \left( \frac{\partial^3 u}{\partial x_k \partial x_l} + \frac{\partial^3 u}{\partial x_k \partial x_l} \right) + O(h^2) \quad (30)$$

In case 4, we can make use of the first-order derivatives

$$\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{1}{2h^2} \left( 2h \frac{\partial u}{\partial x_k} + u_{i+e_k - e_l} - u_{i-e_k - e_l} \right) + \frac{1}{2} h \left( \frac{\partial^3 u}{\partial x_k \partial x_l} + \frac{1}{3} \frac{\partial^3 u}{\partial x_k^3} \right) + O(h^2) \quad (31)$$
In case 5, we can make use of the first-order and the principal second-order derivatives

\[
\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{1}{h^2} \left( \frac{\partial u}{\partial x_k} \right)_l - \frac{h^2}{2} \left( \frac{\partial^2 u}{\partial x_k^2} \right)_l - u_{i+e_l} + u_{i-e_l} + \mathcal{O}(h^2)
\]

(32)

In Fig. 4, case 6, when there are not enough grid points on the same side, we can make use of the mixed derivative on the other side of the interface and the jump of the mixed derivative

\[
\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{\partial^2 u}{\partial x_k \partial x_l} (x_{i+e_k}) - \left[ \frac{\partial^2 u}{\partial x_k \partial x_l} (x_i) \right]_{s_k} + \mathcal{O}(h)
\]

(33)

where \( \partial^2 u/\partial x_k \partial x_l \) \((x_i + h e_k)\) can be approximated by \( u \)-values on the other side of the interface using central difference as in case 1 to 3. In case 6, the finite difference stencil will have a radius \( r = 2 \), as \( u \)-values of more than one grid point away are used. In all the other cases, we have \( r = 1 \). In contrast, for CIM2 and ICIM, \( r \geq 2 \).

Though not illustrated in Fig. 4, it’s also possible to approximate the mixed derivative at \( x_k \) by the mixed derivative at any of its direct neighbor that is on the same side of the region, and can be approximated using only \( u \)-values:

\[
\frac{\partial^2 u}{\partial x_k \partial x_l} = \frac{\partial^2 u}{\partial x_k \partial x_l} (x_{i+s e_m}) + \mathcal{O}(h),
\]

(34)

where \( s = \pm 1 \) and \( 1 \leq m \leq d \). This is similar to the “shifting” strategy used in ICIM [1]. If \( m = k \) or \( l \), that is, we are shifting in the \( kl \)-plane, then the stencil have a radius \( r = 2 \). Otherwise, we are shifting out of the \( kl \)-plane, and the stencil has a radius \( r = 1 \). Therefore, shifting out of plane is preferred for a more compact stencil.

By approximating the mixed derivatives \( \partial^2 u/\partial x_k \partial x_l \), \( 1 \leq k < l \leq d \) in terms of \( u_{j, l} \in B_{u, k} \), \( \partial u_k/\partial x_k \), \( \partial^2 u_k/\partial x_k^2 \) and \( (\partial^2 u/\partial x_k \partial x_l) \) (if case 6 is needed), \( 1 \leq k \leq d \), we can write the right-hand side of (27) in terms of \( u_{j, l} \), \( \partial u_k/\partial x_k \) and \( \partial^2 u_k/\partial x_k^2 \), \( 1 \leq k \leq d \), thus eliminating the mixed derivatives. Then by solving the linear system (27), the jump of second derivatives \( (\partial^2 u/\partial x^2_k) \) and \( (\partial^2 u/\partial x_k \partial x_l) \) can be approximated in terms of \( u_{j, l} \), \( \partial u_k/\partial x_k \) and \( \partial^2 u_k/\partial x_k^2 \), \( 1 \leq k \leq d \). Therefore, we can eliminate \( (\partial^2 u/\partial x^2_k) \) in (10). By back substitution of \( (\partial^2 u/\partial x^2_k) \) into (33), all the approximations of the mixed derivative (case 1 to 6) are written in terms of \( u_{j, l} \), \( \partial u_k/\partial x_k \) and \( \partial^2 u_k/\partial x_k^2 \), \( 1 \leq k \leq d \). Therefore, we can also eliminate \( (\partial u_k/\partial x_k) \) in (10). As promised in Section 2.2, we can now assemble the coupling equation.

Multiple schemes to approximate the mixed derivatives might be available at the same grid point. We would like the scheme to be simple, compact and accurate. For simplicity, we prefer schemes that only use \( u \)-values, as in case 1, 2 and 3. For compactness, we want to have a smaller radius \( r \) for our finite
Fig. 5: An example of CCIM stencil at $\mathbf{x}_i$. The grid points in the stencil are labelled from 1 to 12. The disks and the circles are the grid points outside and inside the surface. $(1, 10, 11)$ are used to approximate $u_{yz}(\mathbf{x}_i)$ (see Fig. 4 case 4). $(1, 3, 12)$ are used to approximate $u_{xx}(\mathbf{x}_i)$ (Fig. 4 case 5). $(8, 9, 10, 11)$ can be used to approximate $u_{xy}(\mathbf{x}_i)$. Alternatively, $u_{xy}(\mathbf{x}_i)$ can be approximated by using $u_{xy}$ at the other side (any one of 2, 4, 5, 6 or 7) and the jump condition (see Fig. 4 case 6).

difference stencil. Therefore case 6 is the least preferable. And when shifting is used, we prefer shifting out-of-plane than shifting in-plane. For accuracy, we look at the $O(h)$ of the local truncation error. Central differencing (case 1) is preferred over biased differencing (and case 2 over case 3). When the derivatives are used, case 4 is preferred over case 5. And shifting will leads to larger local truncation error compared with case 1 to 5. However, case 3 or case 4 has similar local truncation error. Another consideration for accuracy is the condition number of the coupling equation. Solving a linear system with large condition number is prone to large numerical errors. Therefore, in cases where both case 3 and case 4 are available, we choose the scheme that leads to the coupling matrix with a smaller estimated condition number [39], and the effect is shown in Section 3. As a summary, here is how we rank the schemes: case 1; case 2; case 3 or case 4, whichever leads to coupling matrix with smaller estimated condition number; case 5; shifting (out-of-plane preferred over in-plane); case 6.
Though we can construct surfaces for a specific grid size such that none of the above schemes works, for smooth surfaces we can refine the grid such that the above schemes suffice. In addition, we note that case 5 and case 6 can be removed by refining the grid, while case 4 cannot \[1\].

2.6 Algorithm

We describe our method to obtain the coupling equation at an interface point in algorithmic order in Algorithm 1. Once we have the coupling equations (11), by inverting the coupling matrix, $\frac{\partial u}{\partial x_k}$ and $\frac{\partial^2 u}{\partial x^2_k}$, $1 \leq k \leq d$ can be approximated by linear functions of $u_j$, $j \in B_r$

Algorithm 1 Coupling equation at an interface point $x_i$

1: for $1 \leq k \leq d$ do
2: \hspace{1em} for $s = \pm 1$ do
3: \hspace{2em} if the interface intersects $x_i x_{i+s} \times (x_k \text{ at } \hat{x}_k)$ then
4: \hspace{3em} for $1 \leq j \leq d$, $j \neq k$ do
5: \hspace{4.1em} Approximate the mixed derivative $\frac{\partial^2 u}{\partial x_k \partial x_j}$ in terms of $u_j$, $j \in B_r$, $\frac{\partial u}{\partial x_l}$, $\frac{\partial^2 u}{\partial x^2_l}$, $1 \leq l \leq d$, and $[\frac{\partial^2 u}{\partial x_k \partial x_j}]$ (if we need to use information on the other side, as in Fig. 4 case 6. See Section 2.5).
6: \hspace{3em} end for
7: \hspace{2em} Differentiate the jump conditions and obtain a system of equations of the jump of second derivatives [27]. Plug in the approximation of the mixed derivatives. Invert the matrix $G$, then $[\frac{\partial^2 u}{\partial x_k \partial x_j}]$, $1 \leq k \leq j \leq d$, are approximated in terms of $u_j$, $j \in B_r$, $\frac{\partial u}{\partial x_j}$, $\frac{\partial^2 u}{\partial x^2_j}$, $1 \leq j \leq d$.
8: \hspace{2em} By back substitution, the mixed derivative $\frac{\partial^2 u}{\partial x_k \partial x_j}$ (if case 6 exists) and thus $[\frac{\partial u}{\partial x_k}]$ [17] can be expressed in terms of $u_j$, $j \in B_r$, $\frac{\partial u}{\partial x_j}$, $\frac{\partial^2 u}{\partial x^2_j}$, $1 \leq j \leq d$.
9: \hspace{2em} Substitute the expressions for $[\frac{\partial u}{\partial x_k}]$ and $[\frac{\partial^2 u}{\partial x^2_k}]$ into (10). After rearrangement, this gives one row of the coupling equations (11).
10: \hspace{2em} else
11: \hspace{3em} Direct application of Taylor’s theorem [5] gives one row of the coupling equations (11).
12: \hspace{2em} end if
13: \hspace{1em} end for
14: \hspace{1em} end for

To get more stable convergence results, at grid points where case 1 and 2 are not available, but case 3 and 4 are available, we use the algorithm to obtain two systems of coupling equations, and choose the system with a smaller estimated condition number of the coupling matrix. The effect of this criterion is demonstrated in Section 3.1.

3 Numerical results

We test our method in three dimensions with different surfaces. The first set of tests contains six geometric surfaces that are used in [1]. And the second set
of tests uses two complex biomolecular surfaces. These two sets are compared with our implementation of ICIM \([1]\) with the same setup. As tests in \([1]\) do not include the \(a(x)\) term, the third set of tests are the same six geometric surfaces with the \(a(x)\) term. The last test is a sphere expanding under a normal velocity given by the derivative of the solution in normal direction. Let \(u_e\) be the exact solution of \([1]\), and \(u\) be the numerical solution. For tests with a static interface, we look at the maximum error of the solution at all grid points, denoted as \(\|u_e - u\|_{\infty, r}\), and the maximum error of the gradient at all the intersections of the interface and the grid lines, denoted as \(\|\nabla u_e - \nabla u\|_{\infty, r}\).

For the expanding sphere, we look at the maximum error and the Root Mean Square Error (RMSE) of the radius at all the intersections of the interface and the grid lines. All the tests are performed on a 2017 iMac with 3.5 GHz Intel Core i5 and 16GB memory. We use the AMG method implemented in the HYPRE library \([10]\) to solve the sparse linear systems to a tolerance of \(10^{-9}\).

### 3.1 Example 1

We test several geometric interfaces as in \([1]\). The surfaces are shown in Fig.6. Their level set functions are given below:

- Eight balls: \(\phi(x, y, z) = \min_{0 < k < 7} \sqrt{(x - x_k)^2 + (y - y_k)^2 + (z - z_k)^2} - 0.3\), where \((x_k, y_k, z_k) = ((-1)^{[k/4]} \times 0.5, (-1)^{[k/2]} \times 0.5, (-1)^k \times 0.5)\).
- Ellipsoid: \(\phi(x, y, z) = 2x^2 + 3y^2 + 6z^2 - 1.3\).
- Peanut: \(\phi(x, y, z) = \phi(r, \theta, \psi) = r - 0.5 - 0.2 \sin(2\theta) \sin(\psi)\).
- Donut: \(\phi(x, y, z) = (\sqrt{x^2 + y^2} - 0.6)^2 + z^2 - 0.4^2\).
- Banana: \(\phi(x, y, z) = (7x + 6)^4 + 2401y^4 + 3601.5z^4 + 98(7x + 6)^2(y^2 + z^2) + 4802y^2z^2 - 94(7x + 6)^2 + 3822y^2 - 4606z^2 + 1521\).
- Popcorn: \[\phi(x, y, z) = \sqrt{x^2 + y^2 + z^2} - r_0\]

\[= \sum_{k=0}^{11} \exp(25((x - x_k)^2 + (y - y_k)^2 + (z - z_k)^2))\]

where \((x_k, y_k, z_k)\)

\[= \frac{r_0}{\sqrt{5}} \left(2 \cos \left(\frac{2k\pi}{5} - \left\lfloor \frac{k}{5} \right\rfloor \right), 2 \sin \left(\frac{2k\pi}{5} - \left\lfloor \frac{k}{5} \right\rfloor \right), (-1)^{\left\lfloor \frac{k}{5} \right\rfloor}\right), 0 \leq k \leq 9\]

\[= r_0(0, 0, (-1)^{k - 10}), 10 \leq k \leq 11\).

The exact solution and the coefficient are given by

\[u_e(x, y, z) = \begin{cases} xy + x^4 + y^4 + xz^2 + \cos(2x + y^2 + z^3) & \text{if } (x, y, z) \in \Omega^+ \\ x^3 + xy^2 + y^3 + z^4 + \sin(3(x^2 + y^2)) & \text{if } (x, y, z) \in \Omega^- \end{cases}\]
and
\[
\epsilon(x, y, z) = \begin{cases} 
80 & \text{if } (x, y, z) \in \Omega^+ \\
2 & \text{if } (x, y, z) \in \Omega^-.
\end{cases}
\] (36)

The source term and the jump conditions are calculated accordingly.

Fig. 6: The six interfaces (a) eight balls; (b) ellipsoid; (c) peanut; (d) donut; (e) banana; (f) popcorn

Fig. 7 shows the convergence result of the six interfaces. The convergence of the solution at grid points is second-order, and the convergence of the gradient at the interface is close to second-order.

Next we demonstrate the effect of choosing the approximation schemes for the mixed derivatives based on the estimated condition numbers of the coupling matrices. As mentioned in Section 2.5, when both case 3 and case 4 are available to approximate the mixed derivatives, we choose the scheme that gives a smaller estimated condition number of the coupling matrix. We denote this scheme as “CCIM”. Alternatively, we can fix the order of preference for different methods. In “scheme 1”, we always prefer case 4 to case 3. Fig. 8 demonstrates the effect of this decision using the banana shape surface as an example. For different \( N \) and for both schemes, Fig. 8a plots the maximum condition numbers (not estimated) of all the coupling matrices, and Fig. 8b plots the convergence results of these two schemes. From Fig. 8a we can see that the maximum condition numbers in CCIM are almost always smaller than those in scheme 1, except at \( N = 75 \). This is expected as we choose
the scheme with a smaller estimated condition number using the algorithm in [39], which provides good estimation instead of the exact conditional number, which is costlier to compute. As shown in Fig. 8b, for most of the tests, CCIM and scheme 1 have roughly the same maximum error. We noticed that for $N = 110$, with scheme 1, at the interface point with the maximum error in the gradient, the coupling matrix has an exceptionally large condition number. By choosing the method with a smaller estimated condition number, we can get smaller error and obtain more stable convergence result in the gradient. If we prefer case 3 to case 4, then the results are similar to scheme 1: at some grid points large condition number is correlated to large error, and CCIM has more stable convergence behavior.

Though we can get a more stable convergence behavior by considering the condition number of the coupling matrices, there is a small bump of the error of the gradient for the banana interface at $N = 110$ in Fig. 8b. A detailed analysis of the error reveals that it is caused by relatively large local truncation error when approximating $u_{xz}$. Fig. 9 shows the contour plot of the mixed derivative $u_{xz}$. Notice that $u_{xz}$ changes rapidly along the northeast direction. However, due to the alignment of the surface with the grid, at $x_{i,k}$, our algorithm uses the 4-point stencil $x_{i,k}$, $x_{i-1,k}$, $x_{i,k-1}$ and $x_{i-1,k-1}$ to approximate $u_{xz}(x_{i,k})$ and has a local truncation error 0.160723. If we use the three point stencil
Fig. 8: Comparison of maximum condition numbers and convergence results with banana surface between scheme 1 and CCIM. In scheme 1, case 4 is preferred to case 3. In CCIM, case 3 and case 4 are chosen based on estimated condition numbers of the coupling matrices. (a) The maximum condition number of coupling matrices with different methods. (b) Log-log plot of the maximum errors in solution and gradient at the interface. The relatively large error at \( N = 110 \) for CCIM can be reduced by a surgical fix that choose the stencil with a smaller local truncation error.

\[
x_{i,k}, x_{i-1,k}, x_{i-1,k+1},
\]
the local truncation error would be 0.041853, and the coupling matrix does not have large condition number. With this surgical fix, the final error would be in line with the rest of the data points, as shown in Fig. 8(b) at \( N = 110 \), marked as “Surgical fix”. This type of outliers happens rarely and does not affect the overall order of convergence. We apply this surgical fix only at this specific grid point to demonstrate a possible source of large error.

In summary, though the overall order of convergence is second-order no matter which scheme is used to approximate the mixed second-order derivatives, a relatively large error can be caused by a large condition number of the coupling matrix, or a large local truncation error when approximating the mixed second-order derivative. When different schemes to approximate the mixed second-order derivatives are available, ideally we prefer the scheme that produces smaller local truncation error and smaller condition number of the coupling matrix. However, these two goals might be incompatible sometimes. It’s time consuming to search through all the available schemes and find the one that leads the smallest condition number of the coupling matrix. It’s also difficult to tell a priori which scheme gives smaller local truncation error. Therefore we try to find a middle ground by only considering the condition number when both case 1 and 2 are not available but case 3 and case 4 are available.
Fig. 9: Contour of $u_{zz}$ at the grid point where the maximum error in the gradient occurs for the banana interface at $N = 110$. The disks and the circles are grid points outside and inside the surface. Grid points marked with squares (Fig. 4 case 3) are used to approximate $u_{zz}$ at $x_{i,k}$ due to its simplicity, while the three points stencil (Fig. 4 case 4) with $x_{i,k}$, $x_{i-1,k}$, $x_{i-1,k+1}$ has a smaller local truncation error.

The resulting linear system for the PDE is sparse and asymmetric, and can be solved with any “black-box” linear solvers. Fig. 10 shows the log-log plot for the number of iterations versus $N$. We used BiCGSTAB with ILU preconditioner and Algebraic Multigrid Method (AMG), both are implemented in the HYPRE library [40]. The number of iterations grows linearly with $N$ for BiCGSTAB and sub-linearly for AMG. Though AMG has better scaling property, for the range of $N$ in Fig 10 both solvers take approximately the same sCPU time.

3.2 Example 2

Next we test our method on two complex molecular surfaces and compare CCIM with our implementation of ICIM [1]. The solvent accessible surface describes the interface between solute and solvent. Such interfaces are complex and important in applications. We construct the surfaces as in [1]: from the PDB file of 1D63 [41] and MDM2 [42], we use the PDB2PQR [43] software to assign charges and radii using the AMBER force field. The PQR files contain information of the positions $p_i$ and radii $r_i$ of the atoms. We scale the positions and radii such that the protein fit into our computation box. Then we construct the level set function of the interface as the union of smoothed bumps:

$$
\phi(x) = c - \sum_i \chi_\eta(r_i - \|x - p_i\|),
$$

(37)
Fig. 10: The log-log plot of the number of iterations versus $N$ for the six surfaces. In each figure, $N$ ranges from 50 to 140 with the increment $\Delta N = 5$. Circles are the numbers of iterations using BiCGSTAB with ILU preconditioner. Diamonds are the numbers of iterations using AMG. $m$ is the slope of the fitting line. Though AMG has better scaling (smaller $m$), both solvers take approximately the same cpu time in this range of $N$.

where $\chi_\eta$ is a smoothed characteristic function
\[ \chi_\eta = \frac{1}{2} \left( 1 + \tanh \left( \frac{x}{\eta} \right) \right). \] (38)

The molecule 1D63 has 486 atoms and has a double-helix shape, as shown in Fig. 11(a). MDM2 has 1448 atoms, and the surface has a deep pocket to which other proteins can bind, as shown in Fig 12(a). We also implement ICIM [1] and compare the convergence results between CCIM and ICIM in Fig. 11 and Fig. 12.

As shown in Fig. 11 and Fig. 12, compared with our implementation of ICIM, the convergence results of CCIM is very robust even for complex interfaces. There is little fluctuation in the convergence results. In our ICIM implementation, the order of convergence exceeds second-order because large errors at coarse grid points skew the fitting line to have a more negative slope. The results demonstrate the advantage of the compactness in our CCIM formulation when dealing with complex surfaces.

3.3 Example 3

We also test our problem with the same exact solution (35) and coefficients (36), but with an $a(x, y, z)$ term, which is not handled in CIM and ICIM. We
Fig. 11: Convergence result for 1D63 interface with $c = 0.25$ and $\eta = 1/40$. (a) The smooth surface of 1D63. (b) log-log plot of error by CCIM. (b) log-log plot of error by ICIM. $N$ ranges from 100 to 340 with the increment $\Delta N = 5$.

Fig. 12: Convergence result for MDM2 interface with $c = 0.25$ and $\eta = 1/30$. (a) The smooth surface of MDM2. (b) log-log plot of error by CCIM. (b) log-log plot of error by ICIM. $N$ ranges from 100 to 340 with the increment $\Delta N = 5$.

take

$$a(x, y, z) = \begin{cases} 
2 \sin(x) & \text{if } (x, y, z) \in \Omega^- \\
80 \cos(z) & \text{if } (x, y, z) \in \Omega^+.
\end{cases} \quad (39)$$

As shown in Fig. 13, the convergence result is very similar to those without the $a(x, y, z)$ term.

3.4 Example 4

In this example we look at the evolution of an interface driven by the jump of the normal derivative of the solution using the level set method [20]. Suppose the surface $\Gamma$ is evolved with normal velocity $v_n = [\nabla u \cdot n]$. $\phi = \phi(x, t)$ is a
Fig. 13: The log-log plot of error with $a(x)$ term versus $N$ for the six surfaces. In each figure, $N$ ranges from 50 to 140 with the increment $\Delta N = 5$.

level set function representing the evolving surface $\Gamma = \Gamma(t)$, i.e., $\Gamma(t) = \{ x \mid \phi(x, t) = 0 \}$. The dynamics of the interface is given by the level set equation,

$$\phi_t + v_n |\nabla \phi| = 0.$$  \hspace{1cm} (40)

We use the forward Euler method for first-order accurate time discretization, Godunov scheme for the Hamiltonian, and the Fast Marching Method [44] to extend $v_n$ to the whole computational domain.

We start with the radially symmetric exact solution

$$u_e(x) = \begin{cases} \frac{1}{1+\|x\|^2} & x \in \Omega^- \\ \frac{1}{1+\|x\|^2} & x \in \Omega^+ \end{cases}$$  \hspace{1cm} (41)

and

$$a(x) = \begin{cases} 2 \sin(\|x\|) & x \in \Omega^- \\ 80 \cos(\|x\|) & x \in \Omega^+ \end{cases}.$$  \hspace{1cm} (42)

The coefficient $\epsilon$ is the same as [36]. The source term and the jump conditions are calculated accordingly.

If the surface is a sphere of radius $r$, by symmetry, the normal velocity is uniform over the sphere and is given by

$$v_n(r) = |\nabla u \cdot n| = \frac{4r}{(1 + r^2)^2}.$$  \hspace{1cm} (43)
Let the initial surface be a sphere of radius 0.5, then the motion of the surface is described by the ODE
\[
\frac{dr}{dt} = v_n(r), \quad r(0) = 0.5
\] (44)
which can be computed to high accuracy. The result is a sphere expanding at varying speed.

In Fig. 14a, we look at the maximum error and the Root Mean Squared Error (RMSE) of all the radii obtained from the intersections of the surface and the grid lines at the final time \( t = 0.1 \) for different grid size \( N \). The results are second-order accurate. In Fig. 14b, we plot the initial and final surface for \( N = 20 \). The shape is well-preserved. Without accurate gradient approximation, the surface might become distorted or oscillatory.

4 Conclusions

In this paper, we proposed the Compact Coupling Interface Method (CCIM) to solve elliptic interface boundary value problems in any dimension. Our method combines elements from the Coupling Interface Method (CIM) and Mayo’s approach to Poisson’s equation on irregular regions. Standard central difference schemes are used at interior points. At interface points, coupling equations of the first-order derivatives and principal second-order derivatives are derived in a dimension-splitting approach by differentiating the jump conditions. Our
method obtains second-order accurate solution at the grid points and second-order accurate gradient at the interface. The accurate approximation for the gradient is important in applications where the dynamics of the surface is driven by the jump of the solution gradient at the interface. Our method has more compact finite difference stencils compared with those in CIM2 and is suitable for complex interfaces. We tested our method in three dimensions with complex interfaces, including two protein surfaces, and demonstrated that the solution and the gradient at the interface are uniformly second-order accurate, and the convergence results are very robust. We also tested our method with a moving surface whose normal velocity is given by the jump in the gradient at the interface and achieved second-order accurate interface at the final time.
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