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Abstract—Hyperspectral images (HSIs) provide rich spectral–spatial information across a series of contiguous spectral bands. However, the accurate processing of the spectral and spatial correlation between the bands requires the use of energy-expensive 3-D Convolutional Neural Networks (CNNs). To address this challenge, we propose the use of Spiking Neural Networks (SNNs) that are generated from iso-architecture CNNs and trained with quantization-aware gradient descent to optimize their weights, membrane leak, and firing thresholds. During both training and inference, the analog pixel values of a HSI are directly applied to the input layer of the SNN without the need to convert to a spike-train. The reduced latency of our training technique combined with high activation sparsity yields significant improvements in computational efficiency. We evaluate our proposal using three HSI datasets on a 3-D and a 3-D/2-D hybrid convolutional architecture. We achieve overall accuracy, average accuracy, and kappa coefficient of 98.68%, 98.34%, and 98.20% respectively with 5 time steps (inference latency) and 6-bit weight quantization on the Indian Pines dataset. In particular, our models achieved accuracies similar to state-of-the-art (SOTA) with ~560.6× and ~44.8× less compute energy on average over three HSI datasets than an iso-architecture full-precision and 6-bit quantized CNN, respectively.
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I. INTRODUCTION

HYPERSPECTRAL imaging, which extracts rich spatial-spectral information about the ground surface, has shown immense promise in remote sensing [1]. It is currently used in several applications ranging from geological surveys [2], to the detection of camouflaged vehicles [3]. In hyperspectral images (HSIs), each pixel can be considered as a high-dimensional vector where each entry corresponds to the spectral reflectivity [1] of a particular wavelength. The goal of the classification task is to assign a unique semantic label to each pixel [4].

For HSI classification, several spectral feature-based methods have been proposed, including support vector machine [5], random forest [6], canonical correlation forest [7], and multinomial logistic regression [8]. To improve the accuracy of HSI classification, researchers have integrated spatial features into existing learning methods [9]. Some spectral–spatial methods for classifying HSIs include fusing correlation coefficient and sparse representation [10]. Boltzmann entropy-based band selection [11], joint sparse model and discontinuity preserving relaxation [12], and extended morphological profiles [13]. Some of these methods have also been proposed to exploit the spatial context with various morphological operations for HSI classification. However, these spectral–spatial feature extraction methods rely on hand-designed descriptions, prior information, and empirical hyperparameters [1].

Lately, convolutional neural networks (CNNs) have yielded higher accuracy than some hand-designed features [14]. CNNs have shown promise in multiple applications where visual information processing is required, including image classification [15], object detection [16], semantic segmentation [17], and depth estimation [18]. In particular, CNN-based methods act as an end-to-end feature extractor that consists of a series of hierarchical filtering layers for global optimization. The 2-D CNN stacked autoencoder [1] was the first attempt to extract deep features from its compressed latent space to classify HSIs. Following this work, [20] employed a 2-D CNN model to extract the spatial information in a supervised manner and classify the raw hyperspectral images. The multibranch selective kernel network with attention [21] and pixel-block pair based data augmentation techniques [22] were developed to address the gradient vanishing and overfitting problems. To extract the spectral–spatial features jointly from the raw HSI, researchers proposed a 3-D CNN architecture [23], which achieves even better classification results. Authors in [24], [25], [26] created multiscale spatiotemporal relationships using 3-D CNN and fused the features using a 2-D CNN to extract more robust representation of spectral–spatial information.

However, the performance and success of multi-layer CNNs are generally associated with high power and energy costs [27]. A typical hyperspectral image cube consists of several hundred spectral frequency bands, and hence, classifying these images using traditional CNNs require a large amount of computational power, especially when real time processing is necessary, as in target tracking or identification [28]. The high energy cost and the demand for deployment of HSI sensors in battery-powered edge devices motivates exploring alternative lightweight energy-efficient HSI classification models.

In particular, low-latency spiking neural networks (SNNs) [29] have gained attention because they can be more computationally efficient than CNNs for a variety of applications, including image analysis. To achieve this goal, analog inputs are first encoded into a sequence of spikes using one of a variety of proposed encoding methods, including rate coding [30], [31], direct coding [32], temporal coding [33], rank-order coding [34], phase coding [35], and other exotic coding schemes [36], [37]. Among these, rate and direct coding have
shown competitive performance on complex tasks [30], [31] while others are either limited to simpler tasks such as learning the XOR function and classifying MNIST images or require a large number of spikes for inference.

In particular, for rate coding, the analog value is converted to a spike train using a Poisson generator function with a rate proportional to the input pixel value. The number of timesteps \( T \) in each train is inversely proportional to the quantization error in the representation, as illustrated in Fig. 1(b). In contrast, in direct-input encoding, the analog pixel values are fed into the first convolutional layer as multi-bit values that are fixed for all \( T \) timesteps. [32]

In addition to accommodating various forms of encoding inputs, supervised learning algorithms for SNNs have overcome various roadblocks associated with the discontinuous derivative of the spike activation function [33], [39]. In particular, recent works have shown that SNNs can be efficiently converted from artificial neural networks (ANNs) by approximating the activation value of ReLU neurons with the firing rate of spiking neurons [31]. Low-latency SNNs trained using ANN-SNN conversion, coupled with supervised training, have been able to perform at par with ANNs in terms of classification accuracy in traditional image classification tasks [32]. This motivates this work which explores the effectiveness of SNNs for HSI classification.

More specifically, this paper provides the following contributions:

- We propose two convolutional architectures for HSI classification that can yield classification accuracies similar to state-of-the-art (SOTA) and are compatible with our ANN-SNN conversion framework.
- We propose a hybrid training algorithm that first converts an ANN for HSI classification to an iso-architecture SNN, and then trains the latter using a novel quantization-aware spike timing dependent backpropagation (Q-STDB) algorithm.
- We evaluate and compare the energy-efficiency of the SNNs obtained by our training framework, with standard ANNs, using appropriate energy models, which reveal that our SNNs trained for HSI classification can offer significant improvement in compute efficiency.

The remainder of this paper is structured as follows. In Section II we present necessary background and related work. Section III and IV describe our quantization-aware SNN training method and network architectures respectively. We present the detailed experimental evaluations of our proposal in Section V. We show the improvement in energy-efficiency of our proposed SNN for all the HSI classification tasks in Section VI. Finally, the paper concludes in Section VII.

II. BACKGROUND AND RELATED WORK

A. SNN Modeling

An SNN consists of a network of neurons that communicate via a sequence of spikes modulated by synaptic weights. The activity of pre-synaptic neurons modulates the membrane potential of postsynaptic neurons, generating an action potential or spike when the membrane potential crosses a firing threshold. The spiking dynamics of a neuron are generally modeled using either the Integrate-and-Fire (IF) [40] or Leaky-Integrate-and-Fire (LIF) model [41]. Both IF and LIF neurons accumulate the input current into their respective states or membrane potentials. The difference between the two models is that the membrane potential of a IF neuron does not change during the time period between successive input spikes while the LIF neuronal membrane potential leaks at a constant rate. In this work, we use the LIF model to convert ANNs trained with ReLU activations, to SNNs, because the leak term provides a tunable control knob that can reduce inference latency and spiking activity.

The IF model can be characterized by the following differential equation

\[
C \frac{dU_i(t)}{dt} = I_i(t) = \sum_j W_{ij} \cdot S_j(t)
\]

where \( C \) is the membrane capacitance, \( U_i(t) \) and \( I_i(t) \) are the membrane potential and input synaptic current of the \( i^{th} \) neuron at time \( t \). As illustrated in Fig. 1(a), \( U_i(t) \) integrates the incoming (pre-neuron) binary spikes \( S_j(t) \) multiplied by weights \( W_{ij} \). The neuron generates an output spike when \( U_i \) exceeds the firing threshold \( V \). However, because of its continuous-time representation, Eq. 1 is incompatible for implementation in common Machine Learning (ML) frameworks (e.g. Pytorch). Hence, we follow an iterative version evaluated in discrete time, within which spikes are characterized as binary values (1 represents the presence of a spike) [42].

\[
U_i(t) = U_i(t - 1) + \sum_j W_{ij}S_j(t) - V \cdot O_j(t - 1)
\]

\[
O_j(t - 1) = \begin{cases} 
1, & \text{if } U_i(t - 1) > V \\
0, & \text{otherwise}
\end{cases}
\]

\( O_i(t) \) is the output spike at time step \( t \). Note that the third term in Eq. 2 exhibits soft reset by reducing the membrane potential \( U_i \) by the threshold \( V \) at time step \( t \), if an output spike is generated at the \( (t - 1)^{th} \) time step. Alternatively,
hard reset implies resetting \( U_i \) to 0. Soft reset minimizes the information loss by allowing the spiking neuron to carry forward the surplus potential above the firing threshold to the next time step [42].

**B. SNN Training Techniques**

Recent research on training supervised deep SNNs can be broadly divided into three categories: 1) ANN-to-SNN conversion-based training, 2) Spike timing dependent backpropagation (STDB), and 3) Hybrid training.

1) **ANN-to-SNN Conversion**: Recent works have demonstrated that SNNs can be efficiently converted from ANNs by approximating the activation value of ReLU neurons with the firing rate of spiking neurons [43, 44, 45, 31, 46]. This technique uses standard backpropagation-based training for the ANN models and helps an iso-architecture SNN achieve superior classification accuracy in image recognition tasks [44, 31]. However, the SNNs resulting from these ANN-SNN conversion algorithms require an order of magnitude higher latency compared to other training techniques [31]. In this work, we use ANN-SNN conversion as an initial step in Q-STDB because it is of relatively low complexity and yields high classification accuracy on deep networks.

2) **STDB**: The threshold comparator in the IF neuronal model yields a discontinuous and thus non-differentiable function, making it incompatible with the powerful gradient-descent based learning methods. Consequently, several approximate training methodologies have been proposed to overcome the challenges associated with non-differentiability [38, 47, 48, 49]. The key idea of these works is to approximate the spiking neuron functionality with a continuous differentiable model or use surrogate gradients as an approximate version of the real gradients to perform gradient descent based training. Unfortunately, SNNs trained using this approach generally require a large number of time steps, in the order of few hundreds, to process an input. As a result, the backpropagation step requires the gradients of the unrolled SNN to be integrated over all these time steps. This multiple-iteration backpropagation-through-time (BPTT) coupled with the exploding memory complexity has hindered the applicability of surrogate gradient based learning methods to deep convolutional architectures.

3) **Hybrid Training**: A recent paper [42] proposed a hybrid training methodology where the ANN-SNN conversion is performed as an initialization step and is followed by an approximate gradient descent algorithm. The authors observed that combining the two training techniques helps the SNNs converge within a few epochs while requiring fewer time steps. Another recent paper [32] proposed a training scheme for deep SNNs in which the membrane leak and the firing threshold along with other network parameters (weights) are updated at the end of every batch via gradient descent after ANN-SNN conversion. Moreover, [32] applied direct-input encoding where the pixel intensities of an image are fed into the SNN input layer as fixed multi-bit values each timestep to reduce the number of required fewer time steps needed to achieve SOTA accuracy. Thus, the first convolutional layer composed of LIF neurons acts as both a feature extractor and spike-generator. This is similar to rate-coding except that the spike-rate of the first hidden layer is a function of its weights, membrane leak, and threshold parameters that are all learned by gradient descent. This work extends these hybrid learning techniques by incorporating weight quantization, as defined below.

**III. PROPOSED QUANTIZED SNN TRAINING METHOD**

In this section, we evaluate and compare the different choices for SNN quantization in terms of compute efficiency and model accuracy. We then incorporate the chosen quantization technique into STDB, which we refer to as Q-STDB.

A. **Study of Quantization Choice**

Uniform quantization transforms a weight element \( w \in [w_{\min}, w_{\max}] \) to a range \([-2^{b-1}, 2^{b-1} - 1]\) where \( b \) is the bit-width of the quantized integer representation. There are primarily two choices for the above transformation, known as affine and scale quantization. Detailed descriptions of these two types of quantization can be found in [50].

Our key motivation for SNN weight quantization is the hardware acceleration of inference using energy-efficient integer or fixed-point computational units implemented as crossbar array based processing-in-memory (PIM) accelerators. Note that the six transistor SRAM array based in-memory computing requires low-precision weights for multiply-and-accumulate (MAC) operations due to low density of the bit-cells. Previous research [51, 52] have proposed post-training SNN quantization tailored towards unsupervised learning, which may not scale to complex vision tasks without requiring high-precision (≥ 8 bits). In contrast, in this work, we propose quantization-aware training, where the weights are fake quantized (see [50]) in the forward path computations, while the gradients and weight updates are calculated using the full precision weights.

There are several choices for sharing quantization parameters among the tensor elements in a SNN. We refer to this choice as quantization granularity. We employ per-tensor (or per-layer) granularity where the same quantization parameters are shared by all elements in the tensor, because this reduces the computational cost compared to other granularity choices with no impact on model accuracy. Activations are similarly quantized, but only in the SNN input layer, since they are binary spikes in the remaining layers.

To evaluate the compute cost, let us consider a 3-D convolutional layer \( l \), the dominant layer in HSI classification models, that performs a tensor operation \( O_l = X_l \odot W_l \) where \( X_l \in \mathbb{R}^{H_l \times W_l \times C_l \times D_l} \) is the input activation tensor, \( W_l \in \mathbb{R}^{k^l_x \times k^l_y \times k^l_z \times C_0 \times C_l \times D_l} \) and \( O_l \in \mathbb{R}^{k^l_x \times k^l_y \times k^l_z \times C_0 \times D_l} \) is the output activation tensor, where \( H_l, W_l, C_l, D_l \) are the input height, width, channel size, and spectral size, respectively. Similarly, \( H_l^o, W_l^o, C_l^o \) and \( D_l^o \) are the output height, width, number of filters and the output spectral size, respectively, and \( k^l_x, k^l_y, k^l_z \) represent the filter size in the three spatial dimensions.

The result of the real-valued operation \( O_l = X_l \odot W_l \) can be approximated with quantized tensors \( X_l^Q \) and \( W_l^Q \), by first dequantizing them producing \( \hat{X}_l \) and \( \hat{W}_l \) respectively, and then performing the convolution. Note that both \( X_l^Q \) and \( W_l^Q \) have similar dimensions as \( X_l \) and \( W_l \) respectively. Assuming the tensors are scale-quantized per layer,

\[
O_l = X_l \odot W_l \approx \hat{X}_l \odot \hat{W}_l = X_l^Q \odot W_l^Q \odot \left( \frac{1}{s_X \cdot s_W} \right) \quad (4)
\]
where $s^X_l$ and $s^W_a$ are scalar values for scale quantization representing the levels of the input and weight tensor respectively. Hence, scale quantization results in an integer convolution, followed by a point-wise floating-point multiplication for each output element. Given that a typical convolution operation involves a few hundred MAC operations (accumulate for binary spike inputs) to compute an output element, a single floating-point operation for the scaling shown in Eq. 4 is a negligible computational cost. Note that $X_l$ only needs to be quantized if $l$ is the input layer. In all other cases, $X_l^Q = X_l$ and $s^X_l = 1$.

Although both affine and scale quantization enable the use of low-precision arithmetic, affine quantization results in higher computationally expensive inference as shown below.

$$O_l \approx \frac{X_l^Q - z^X_a}{s^X_a} \ast W_l^Q - z^W_a \ast (X_l^Q - z^W_a) - X_{l+1} \ast z^W_{l+1}$$

(5)

where $z^X_a$ and $z^W_a$ are tensors of sizes equal to that of $X_l^Q$ and $W_l^Q$ respectively that consist of repeated elements of the scalar zero-values of the input activation and weight tensor respectively. On the other hand, $s^X_a$ and $s^W_a$ are the corresponding scale values. The first term in the numerator of Eq. [5] is the integer convolution operation similar to the one performed in scale quantization shown in Eq. [4]. The second term contains integer weights and zero-points, which can be computed offline, and adds an element-wise addition during inference. The third term, however, involves the quantized activation $X_{l+1}^Q$, which cannot be computed offline. This extra computation, depending on the implementation, can introduce considerable overhead, reducing or even eliminating the throughput and energy advantage that low precision PIM accelerators offer over floating-point MAC units. Hence, we use scale quantization during inference.

Note, however, that our experiments detailed in Section VI-B show that using scale quantization during SNN training degrades the test accuracy significantly. Hence, we propose that training should use affine quantization of both the weights and input layer activations. Note that for a integer math unit or PIM accelerator, we do not necessarily need to quantize the SNN membrane potentials which are obtained as results of the accumulate operations of the weight elements. This is because the membrane potentials only need to be compared with the threshold voltage once for each time step, which consumes negligible energy, and can be performed using high precision fixed-point comparators (in the periphery of the crossbar array for PIM accelerators). However, quantizing the potentials can reduce the data movement cost as discussed in Section VI-B.

B. Q-STDB based Training

In this subsection, we derive the expressions to compute the gradients of the parameters at all layers for our training framework. Our framework, which is illustrated in Fig. 2 incorporates the quantization methodology described above into the STDB technique used to train SNNs [32], where the spatial and temporal credit assignment is performed by unrolling the network in time and employing BPTT.

Output Layer: The neuron model in the output layer $L$ only accumulates the incoming inputs without any leakage, does not generate an output spike, and is described by

$$u^t_L = u^{t-1}_L + \hat{w}_L a_{L-1}$$

(6)

where $N$ is the number of output labels, $u_L$ is a vector containing the membrane potential of $N$ output neurons, $\hat{w}_L$ is the fake quantized weight matrix connecting the last two layers ($L$ and $L-1$), and $a_{L-1}$ is a vector containing the spike signals from layer ($L-1$). The loss function is defined on $u_L$ at the last time step $T$. We employ the cross-entropy loss and compute the softmax of $u^T_L$. The output of the network is passed through a softmax layer that outputs a probability distribution. The loss function $\mathcal{L}$ is defined as the cross-entropy between the true output ($y$) and the SNN’s predicted distribution ($\hat{p}$).

$$\mathcal{L} = - \sum_{i=1}^{N} y_i \log(p_i), \quad p_i = \frac{e^{u^T_i}}{\sum_{j=1}^{N} e^{u^T_j}}$$

(7)

The derivative of the loss function with respect to the membrane potential of the neurons in the final layer is described by

$$\frac{\partial \mathcal{L}}{\partial u^t_L} = (p - y),$$

where $p$ and $y$ are vectors containing the softmax and one-hot encoded values of the true label respectively. To compute the gradient at the current time step, the membrane potential at the previous step is considered as an input quantity [32]. With the weights being fake quantized, gradient descent updates the network parameters $w_L$ of the output layer as
\[ w_L = w_L - \eta \Delta w_L \quad (8) \]
\[
\Delta w_L = \sum_t \frac{\partial L}{\partial w_L} = \sum_t \frac{\partial L}{\partial u_t} \frac{\partial u_t}{\partial w_L} = \frac{\partial L}{\partial w_L} = (p - y) \sum_t o_{t-1} \quad (9)
\]
\[
\frac{\partial L}{\partial o_{t-1}} = \frac{\partial L}{\partial u_t} \frac{\partial u_t}{\partial o_{t-1}} = (p - y) w_L \quad (10)
\]

where \( \eta \) is the learning rate (LR). Note that the derivative of the fake quantization function of the weights (\( \frac{\partial w}{\partial L} \)) is undefined at the step boundaries and zero everywhere, as shown in Fig. 3(a). Our training framework addresses this challenge by using the Straight-through Estimator (STE) \([33]\), which approximates the derivative to be equal to 1 for inputs in the range \([w_{\text{min}}, w_{\text{max}}]\) as shown in Fig. 3(b), where \( w_{\text{min}} \) and \( w_{\text{max}} \) are the minimum and maximum values of the weights in a particular layer. Note that \( w_{\text{min}} \) and \( w_{\text{max}} \) are updated at the end of every mini-batch to ensure all the weights lie between \( w_{\text{min}} \) and \( w_{\text{max}} \) during the forward and backward computations in each training iteration. Hence, we use \( \frac{\partial w}{\partial L} \approx 1 \) to compute the loss gradients in Eq. 9.

**Hidden layers:** The neurons in the hidden convolutional and fully-connected layers are defined by the quantized LIF model as

\[ u_t = \lambda_t u_{t-1} + \hat{w}_t o_{t-1} - v_t o_{t-1} \quad (11) \]
\[ z_t = \frac{u_t}{v_t} - 1, \quad o_t = \begin{cases} 1, & \text{if } z_t > 0 \\ 0, & \text{otherwise} \end{cases} \quad (12) \]

where \( \lambda_t \) and \( v_t \) represent the leak and threshold potential for all neurons in layer \( l \). All neurons in a layer possess the same leak and threshold value. This reduces the number of trainable parameters and we did not observe any significant improvement by assigning individual threshold/leak to each neuron. Given that the threshold is same for all neurons in a particular layer, it may seem redundant to train both the weights and threshold together. However, we observe that the number of time steps required to obtain the state-of-the-art classification accuracy decreases with this joint optimization. We hypothesize that this is because the optimizer is able to reach an improved local minimum when both parameters are tunable. The weight update in Q-STDDB is calculated as

\[ \Delta w_l = \sum_t \frac{\partial L}{\partial w_l} = \sum_t \frac{\partial L}{\partial z_t} \frac{\partial z_t}{\partial o_t} \frac{\partial o_t}{\partial u_t} \frac{\partial u_t}{\partial w_l} \]
\[ \approx \sum_t \frac{\partial L}{\partial z_t} \frac{1}{v_t} o_{t-1} \cdot 1 \quad (13) \]

where \( \frac{\partial z_t}{\partial o_t} \) and \( \frac{\partial z_t}{\partial o_t} \) are the two discontinuous gradients. We calculate the former using STE described above, while the latter is approximated using surrogate gradient \([48]\) shown below.

\[ \frac{\partial z_t}{\partial o_t} = \gamma \cdot \max(0, 1 - |z_t|) \quad (14) \]

Note that \( \gamma \) is a hyperparameter denoting the maximum value of the gradient. The threshold and leak update is computed similarly using BPTT \([32]\).

**IV. Proposed Architectures**

We developed two models, a 3-D and a hybrid fusion of 3-D and 2-D convolutional architectures, that are inspired by the recently proposed CNN models \([23], [26], [25]\) used for HSI classification and compatible with our ANN-SNN conversion framework. We refer to the two models CNN-3D and CNN-32H. The models are trained without the bias term because it complicates parameter space exploration which increases the conversion difficulty and tends to increase conversion loss. The absence of the bias term implies that batch normalization \([54]\) cannot be used as a regularizer during the training process. Instead, we use dropout \([55]\) as the regularizer for both ANN and SNN training. Moreover, our models employ ReLU nonlinearity after each convolutional and linear layer (except the classifier layer) to further decrease the conversion loss due to the similarity between ReLU and LIF neurons. Also, our pooling operations use average pooling because for binary spike based activation layers, max pooling incurs significant information loss. Additionally, we modified the number of channels and convolutional layers to obtain a reasonable trade-off between accuracy and compute efficiency. 2-D patches of sizes 5×5 and 3×3 were extracted for CNN-3D and CNN-32H respectively, without any reduction in dimensionality from each dataset. Higher sized patches increase the computational complexity without any significant improvement in test accuracy. Our model architectures are explicitly described in Table I.

**V. Experiments**

**A. Datasets**

We used three publicly available datasets, namely Indian Pines, Pavia University, and Salinas scene. A brief description follows for each one \([56]\).

**Indian Pines:** The Indian Pines (IP) dataset consists of 145×145 spatial pixels and 220 spectral bands in a range of 400 – 2500 nm. It was captured using the AVIRIS sensor over North-Western Indiana, USA, with a ground sample distance (GSD) of 20 m and has 16 vegetation classes.

**Pavia University:** The Pavia University (PU) dataset consists of hyperspectral images with 610×340 pixels in the spatial dimension, and 103 spectral bands, ranging from 430 to 860 nm in wavelength. It was captured with the ROSIS sensor with GSD of 1.3 m over the University of Pavia, Italy. It has a total of 9 urban land-cover classes.

**Salinas Scene:** The Salinas Scene (SA) dataset contains images with 512×217 spatial dimension and 224 spectral bands in the wavelength range of 360 to 2500 nm. The 20 water absorbing spectral bands have been discarded. It was captured with the AVIRIS sensor over Salinas Valley, California with a GSD of 3.7 m. In total 16 classes are present in this dataset.

For preprocessing, images in all the data sets are normalized to have a zero mean and unit variance. For our experiments, all the samples are randomly divided into two disjoint training and test sets. The limited 40% samples are used for training and the remaining 60% for performance evaluation.

**B. Experimental Setup**

1) **ANN Training:** We performed full-precision ANN training for 100 epochs using the standard SGD optimizer with an
TABLE I
MODEL ARCHITECTURES EMPLOYED FOR CNN-1 AND CNN-2. EVERY CONVOLUTIONAL AND LINEAR LAYER IS FOLLOWED BY RELU NON-LINEARITY. THE LAST CLASSIFIER LAYER IS NOT SHOWN.

| Layer type | Number of filters | Size of each filter | Stride value | Padding value | Dropout value |
|------------|-------------------|---------------------|--------------|---------------|---------------|
| 3-D Convolution 1 | 20 | (3,3,3) | (1,1,1) | 0.00 | - |
| 3-D Convolution 2 | 40 | (3,3,3) | (2,1,1) | 1.00 | - |
| 3-D Convolution 3 | 84 | (3,3,3) | (1,1,1) | 0.00 | - |
| 3-D Convolution 4 | 84 | (3,3,3) | (2,1,1) | 1.00 | - |
| 3-D Convolution 5 | 84 | (3,3,3) | (1,1,1) | 0.00 | - |
| 3-D Convolution 6 | 84 | (2,1,1) | (2,1,1) | 1.00 | - |

Architecture : CNN-3D

| Layer type | Number of filters | Size of each filter | Stride value | Padding value | Dropout value |
|------------|-------------------|---------------------|--------------|---------------|---------------|
| 3-D Convolution 1 | 90 | (18,3,3) | (7,1,1) | 0.00 | - |
| 3-D Convolution 2 | 64 | (3,3) | (1,1) | 0.00 | - |
| 2-D Convolution 1 | 128 | (3,3) | (1,1) | 0.00 | - |
| Avg. Pooling | - | (4,4) | (4,4) | 0.00 | - |
| Dropout | - | - | - | - | 0.2 |
| Linear | 30999528 | - | - | - | - |

Fig. 4. (a) Test accuracies for affine and scale quantization with CNN-3D over IP dataset (b) Test accuracies with 6, 9 and 12-bit weight precisions for post-training quantization with CNN-32H on IP dataset.

initial learning rate (LR) of 0.01 that decayed by a factor of 0.1 after 60, 80, and 90 epochs.

2) Conversion and SNN Training: We first examine the distribution of the neuron input values over the total number of time steps across all neurons of the first layer for a small batch of HSI images (of size 50 in our case) and set the layer threshold to the 99.7 percentile of the scaled value of the evaluated threshold [82]. In our experiments we scale the initial thresholds by 0.8. Similarly, we then compute the thresholds of the subsequent layers sequentially by examining the distribution of their input values. Note that we use 100 time steps to evaluate the thresholds, while the SNN training and inference are performed with only 5 time steps. We keep the leak of each layer set to unity while evaluating initial thresholds. At the start of SNN training, we initialize the weights with those from the trained ANN and initialize the leak parameters to 1.0. We then perform the quantization-aware SNN training described in Section III for another 100 epochs. We set $\gamma = 0.3$ [48] and used the ADAM optimizer with a starting LR of $10^{-4}$ which decays by a factor of 0.5 after 60, 80, and 90 epochs.

C. ANN & SNN Inference Results

We have used the Overall Accuracy (OA), Average Accuracy (AA), and Kappa Coefficient evaluation measures to evaluate the HSI classification performance for our proposed architectures, similar to [23]. Here, OA represents the number of correctly classified samples out of the total test samples. AA represents the average of class-wise classification accuracies, and Kappa is a statistical metric used to assess the mutual agreement between the ground truth map and classification map. Column-2 in Table II shows the ANN accuracies, column-3 shows the accuracy after ANN-SNN conversion with 50 timesteps. Column-4 shows the accuracy when we perform our proposed training without quantization, while columns 5 to 7 shows the SNN test accuracies obtained with Q-STDB for different bit precisions (4 to 6 bits) of the weights. We observe that for all the datasets, SNNs trained with 6-bit weights result in $5.33 \times$ reduction in bit-precision compared to full-precision (32-bit) models and perform almost at par with the full precision ANNs on both the architectures. 4-bit weights do not incur significant accuracy drop as well, and can be used for applications demanding high energy-efficiency and low latency. Fig. 5 shows the confusion matrix for the HSI classification performance of the ANN and proposed SNN over the IP dataset for both the architectures. Although the membrane potentials do not need to be quantized as described in Section III, we observed that the model accuracy does not drop significantly even if we quantize them, and hence, the SNN results shown in Table II correspond to 6-bit membrane potentials. Moreover, quantized membrane potentials can reduce the data movement cost as discussed in Section VI-B.

The performance of our ANNs and SNNs trained via Q-STDB are compared with the current state-of-the-art ANNs used for HSI classification in Table III. Note that mere porting the ANN architectures used in [23], [26] to SNNs, and performing 6-bit Q-STDB results in significant accuracy drop, and hence, shows the efficacy of our proposed architectures.

1) Q-STDB vs Post-Training Quantization (PTQ): PTQ cannot always yield ultra low-precision SNNs with SOTA test accuracy. For example, for the IP dataset and CNN-32H architecture, the lowest bit precision of the weights that the SNNs can be trained with PTQ for no more than 1% reduction in SOTA test accuracy is 12, if we limit the total number of time steps to 5. Fig. 4(b) shows the test accuracies for different bit precisions (≤12) of weights with PTQ on IP dataset. The weights can be further quantized to 8-bits if we increase the time steps to 10, which increases the latency. On the other hand, Q-STDB results in accuracy (≤1% deviation from ANN accuracy) 6 bit SNNs with only 5 time steps, which improves both the energy-efficiency and latency. The energy-efficiency of our proposed architectures trained with Q-STDB are quantified in Section VI.

2) Affine vs Scale Quantization during Training: As illustrated in Section III, performing scale quantization during the forward path in training degrades the SNN accuracy significantly. Fig. 4(a) shows the test accuracies for affine and scale quantization during training with CNN-3D architecture on IP dataset.

VI. IMPROVEMENT IN ENERGY-DELAY PRODUCT

A. Spiking Activity

To model energy consumption, we assume a generated SNN spike consumes a fixed amount of energy [43]. Based on this assumption, earlier works [42], [44] have adopted the average spiking activity (also known as average spike count) of an SNN layer $l$, denoted $\zeta^l$, as a measure of compute-energy of the model. In particular, $\zeta^l$ is computed as the ratio of the total spike count in $T$ steps over all the neurons of the layer.
TABLE II
MODEL PERFORMANCES WITH Q-STDB BASED TRAINING ON IP, PU, AND SS DATASETS FOR CNN-3D AND CNN-32H AFTER a) ANN TRAINING, b) ANN-TO-SNN CONVERSION, c) 32-BIT SNN TRAINING, d) 4-BIT SNN TRAINING, e) 5-BIT SNN TRAINING, AND f) 6-BIT SNN TRAINING.

| Dataset | A. ANN accuracy (%) | B. Accuracy after ANN-to-SNN conversion (%) | C. Accuracy after 32-bit SNN training (%) | D. Accuracy after 4-bit SNN training (%) | E. Accuracy after 5-bit SNN training (%) | F. Accuracy after 6-bit SNN training (%) |
|---------|---------------------|---------------------------------------------|------------------------------------------|------------------------------------------|------------------------------------------|------------------------------------------|
|         | OA | AA | Kappa | OA | AA | Kappa | OA | AA | Kappa | OA | AA | Kappa | OA | AA | Kappa |
| IP      | 98.86 | 98.42 | 98.55 | 57.68 | 58.88 | 52.88 | 98.92 | 98.76 | 98.80 | 97.08 | 95.64 | 95.56 | 96.38 | 97.78 | 98.03 |
| PU      | 99.69 | 99.22 | 99.58 | 91.16 | 88.84 | 90.03 | 99.27 | 99.06 | 99.30 | 98.21 | 97.54 | 97.75 | 99.26 | 98.48 | 98.77 |
| SS      | 98.89 | 98.47 | 98.70 | 81.84 | 76.72 | 80.07 | 98.47 | 97.84 | 98.06 | 96.37 | 93.16 | 94.58 | 97.22 | 95.03 | 95.58 |
| Architecture: CNN-3D |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP      | 97.60 | 97.08 | 97.84 | 70.88 | 66.56 | 67.89 | 97.27 | 96.29 | 96.35 | 96.63 | 95.81 | 95.89 | 97.23 | 96.08 | 96.56 |
| PU      | 99.50 | 99.09 | 99.30 | 94.96 | 90.12 | 93.82 | 99.38 | 98.84 | 99.13 | 99.17 | 98.84 | 98.68 | 99.25 | 98.84 | 98.86 |
| SS      | 98.88 | 98.39 | 98.67 | 88.16 | 84.19 | 85.28 | 97.92 | 97.20 | 97.34 | 97.34 | 96.32 | 96.77 | 97.65 | 96.81 | 96.97 |
| Architecture: CNN-32H |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| IP      | 97.60 | 97.08 | 97.84 | 70.88 | 66.56 | 67.89 | 97.27 | 96.29 | 96.35 | 96.63 | 95.81 | 95.89 | 97.23 | 96.08 | 96.56 |
| PU      | 99.50 | 99.09 | 99.30 | 94.96 | 90.12 | 93.82 | 99.38 | 98.84 | 99.13 | 99.17 | 98.84 | 98.68 | 99.25 | 98.84 | 98.86 |
| SS      | 98.88 | 98.39 | 98.67 | 88.16 | 84.19 | 85.28 | 97.92 | 97.20 | 97.34 | 97.34 | 96.32 | 96.77 | 97.65 | 96.81 | 96.97 |

Fig. 5. Confusion Matrix for HSI test performance of ANN and proposed 6-bit SNN over IP dataset for both CNN-3D and CNN-32H. The ANN and SNN confusion matrices look similar for both the network architectures. CNN-32H incurs a little drop in accuracy compared to CNN-3D due to shallow architecture.

Fig. 6. Layerwise spiking activity plots for CNN-3D on Indian Pines, Salinas Scene and Pavia University datasets.

denoted by \( \zeta \) which is computed by summing all the spikes in a layer over 5 time steps and dividing by the number of neurons in that layer. For example, the average spike count of the 3rd convolutional layer of the SNN is 0.568, which implies that over a 5 timestep period each neuron in that layer spikes 0.568 times on average over all input samples.

B. Floating point operations count (FLOPs) & Total Energy
Let us assume a 3-D convolutional layer \( l \) having weight tensor \( W^l \in \mathbb{R}^{H^l \times W^l \times C_l \times C^l_{in}} \) that operates on an input activation tensor \( I^l \in \mathbb{R}^{H^l \times W^l \times C_{in} \times D^l} \) where the notations are similar to the one used in Section III. We now quantify the energy consumed to produce the corresponding output activation tensor \( O^l \in \mathbb{R}^{H^l \times W^l \times C_{out} \times D^l} \) for an ANN and SNN, respectively. Our model can be extended to fully-connected layers with \( f_{in} \) and \( f_{out} \) as the number of input and output features respectively, and to 2-D convolutional layers, by shrinking a dimension of the feature maps. In particular,
For an ANN, the total number of FLOPs for layer \( l \), denoted \( F^{ANN}_l \), is shown in row 1 of Table IV [58], [59]. The formula can be easily adjusted for an SNN in which the number of FLOPs at layer \( l \) is a function of the average spiking activity at the layer \( \langle \xi \rangle \) denoted as \( F^{SNN}_l \) in Table IV. Thus, as the activation output gets sparser, the compute energy decreases.

For ANNs, FLOPs primary consist of multiply accumulate (MAC) operations of the convolutional and linear layers. On the contrary, for SNNs, except the first and last layer, the FLOPs are limited to accumulates (ACs) as the spikes are binary and thus simply indicate which weights need to be accumulated at the post-synaptic neurons. For the first layer, we need to use MAC units as we consume analog input\(^1\) (at timestep one). Hence, the compute energy for an ANN \( E^{ANN} \) and an iso-architecture SNN model \( E^{SNN} \) can be written as

\[
E^{ANN} = \sum_{l=1}^{L} F^{SNN}_l E_{MAC}
\]

\[
E^{SNN} = (F^{ANN})_1 E_{MAC} + \sum_{l=2}^{L} F^{SNN}_l E_{AC}
\]

where \( L \) is the total number of layers. Note that \( E_{MAC} \) and \( E_{AC} \) are the energy consumption for a MAC and AC operation respectively. As shown in Table V, \( E_{AC} \) is \( \sim 32 \times \) lower than \( E_{MAC} \) in 45 nm CMOS technology for 32-bit precision. To compute \( E_{MAC} \) and \( E_{AC} \) for any arbitrary bit precision \( Q \) (6-bits in our work), we use \( E_{MAC} \propto Q^{1.25} \) and \( E_{AC} \propto Q^{3} \). These numbers may vary for different technologies, but generally, in most technologies, an AC operation is significantly less expensive than a MAC operation and its’ energy scales close to linearly with bit precision.

### TABLE IV
**Floating point operations count (FLOPs) in Convolutional and Fully-connected layer for ANN and SNN models**

| Model | Notation | 3-D Conv. layer \( t \) | 2-D Conv. layer \( t \) | FC layer \( l \) |
|-------|----------|----------------|----------------|-------------|
| ANN   | \( F^{ANN}_N \) | \( k_w^2 \times k_h^2 \times o^2 \times \xi \) | \( k_w^2 \times k_h^2 \times o^2 \times \xi \) | \( k_w^2 \times k_h^2 \times o \times \xi \) |
| SNN   | \( F^{SNN}_N \) | \( k_w^2 \times k_h^2 \times o^2 \times \xi \) | \( k_w^2 \times k_h^2 \times o^2 \times \xi \) | \( k_w^2 \times k_h^2 \times o \times \xi \) |

Fig. 7 illustrates the compute energy consumption and FLOPs for full precision ANN and 6-bit quantized SNN models of the two proposed architectures while classifying the IP, PU, and SS datasets, where the energy is normalized to that of an equivalent ANN. We also consider 6-bit ANN models to compare the energy-efficiency of low-precision ANNs and SNNs. As seen in Fig. 7, 6-bit ANN models are 12.5\times energy-efficient compared to 32-bit ANN models due to the similar factor of improvement in MAC energy (see Table V). Note that we can achieve the HSI test accuracies shown in Table III with quantized ANNs as well.

The FLOPs for SNNs obtained by our proposed training framework is smaller than that for an ANN with similar number of parameters due to low spiking activity. Moreover, because the ACs consume significantly less energy than MACs for all bit precisions, SNNs are significantly more compute efficient. In particular, for CNN-3D on IP, our proposed SNN consumes \( \sim 199.3 \times \) and \( \sim 15.9 \times \) less compute energy than an iso-architecture full-precision and 6-bit ANN with similar parameters respectively. The improvements become \( \sim 560.6 \times \) and \( \sim 44.8 \times \) respectively on averaging across the two network architectures and three datasets. Note that we did not consider the memory access energy in our evaluation because it is dependent on the underlying system architecture. In general, SNNs incur significant data movement because both the membrane potentials and weights need to be fetched from the on-chip memory. Q-STDB addresses the memory cost by reducing their bit precisions by 5.33\times (see Section V-C) compared to full-precision models. Moreover, there have been many proposals to reduce the memory cost by data buffering [63], computing in non-volatile crossbar memory arrays [64], and data reuse with energy-efficient dataflows [65]. All these techniques can be complemented with Q-STDB to further decrease the memory cost.

### VII. CONCLUSIONS AND BROADER IMPACT

In this paper, we propose a spiking version of a 3-D and hybrid combination of 3-D and 2-D convolutional architectures for HSI classification. We present a quantization-aware training technique, that yields highly accurate low-precision SNNs, which can be accelerated by integer math units or PIM accelerators. Our quantized SNNs offer significant improvements in energy consumption compared to both full and low-precision ANNs for HSI classification.

Our proposal results in energy-efficient SNN models, which can be readily deployed in HSI sensors, thereby eliminating the bandwidth and privacy concerns of going to the cloud. Since the commercial applications of HSI analysis are broadly expanding and the models required to train HSI are becoming deeper, energy-efficiency becomes a key concern, as seen in traditional computer vision tasks. To the best of our knowledge, this work is the first to address energy-efficiency of HSI models, and can hopefully inspire more research in low power algorithm-hardware co-design of neural network models for HSI classification.
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