UNROLLING OF DEEP GRAPH TOTAL VARIATION FOR IMAGE DENOISING
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ABSTRACT
While deep learning (DL) architectures like convolutional neural networks (CNNs) have enabled effective solutions in image denoising, in general their implementations overly rely on training data, lack interpretability, and require tuning of a large parameter set. In this paper, we combine classical graph signal filtering with deep learning to create a competitive hybrid design—one that utilizes interpretable analytical low-pass graph filters and employs 80% fewer network parameters than state-of-the-art DL denoising schemes. Specifically, to construct a similar graph for graph spectral filtering, we first adopt a CNN to learn feature representations per pixel, and then compute feature distances to establish edge weights. Given a constructed graph, we next formulate a convex optimization problem for denoising using a graph total variation (GTV) prior. Via a $l_1$ graph Laplacian reformation, we interpret its solution in an iterative procedure as a graph low-pass filter and derive its frequency response. For fast filter implementation, we realize this response using a Lanczos approximation. Experimental results show that in the case of statistical mismatch, our algorithm outperformed DnCNN by up to 3dB in PSNR.

Index Terms— image denoising, graph signal processing, deep learning

1. INTRODUCTION
Image denoising is a basic image restoration problem, where the goal is to recover the original image (or image patch) $x$ given only a noisy observation $y$. Modern image denoising methods can be roughly categorized into model-based and learning-based. Model-based methods [1, 2, 3, 4] rely on signal priors like total variation (TV) [1, 4] and sparse representation [2] to regularize an inherently ill-posed problem. However, the assumed priors are simplistic and thus do not lead to satisfactory performance in complicated scenarios. In contrast, learning-based methods leverage powerful learning abilities of recent deep learning (DL) architectures such as convolutional neural networks (CNN) to compute mappings directly from $x$ to $y$. Given a large training dataset [5, 6, 7], these models are overly dependent on the training data (with risk of overfitting), often resulting in unexplainable filters that require tuning of a large set of network parameters. Large network parameter size is a significant impediment to practical implementation on platforms like mobile phones that require small memory footprints.

To reduce network parameters, we turn to graph signal processing (GSP) [8, 9]—the study of signals that reside on combinatorial graphs. Progress in GSP has led to a family of graph filtering tools tailored for different imaging applications, including compression [10, 11], denoising [12, 13, 14], dequantization of JPEG images [15] and deblurring [16]. Like early spatial filter work for texture recognition [17], analytically derived filters mean filter coefficients do not require learning, thus reducing the number of network parameters.

Such graph-based techniques provide explainable spectral interpretation of their filters, complete with a defined frequency response $f(\lambda)$ in the graph frequency domain. For example, a low-pass (LP) graph filter can be derived from graph Laplacian regularizer (GLR) [12] that assumes a signal $x$ is smooth with respect to (wrt) a graph, minimizing a regularization term $x^\top L x$, where $L$ is the graph Laplacian matrix. Other graph signal priors such as graph total variation (GTV) [18, 19, 20] are also possible.

Since a digital image is a signal on a 2D grid, the key to good graph filtering performance for imaging is the selection of an appropriate underlying graph. The conventional choice for edge weight $w_{ij}$ between pixels (nodes) $i$ and $j$ in graph spectral image processing [12, 15, 16] is based on bilateral filtering [21]: an exponential kernel $\exp(-\cdot)$ of the negative inter-pixel distance $||x_i - x_j||_2^2$ and pixel intensity difference $(x_i - x_j)^2$, resulting in a non-negative edge weight $0 \leq w_{ij} \leq 1$. This choice of edge weights means that graph connectivity is dependent on the signal, resulting in a signal-dependent GLR (SDGLR), $x^\top L(x)x$, which promotes piecewise smoothness (PWS) in the reconstructed signal [12, 15]. However, this choice is handcrafted and sub-optimal in general.

To learn a good similarity graph, Deep GLR (DGLR) [13] retained GLR’s analytical filter response $f(\lambda)$ but learned suitable feature vector $f_i$ per pixel $i$ via CNN in an end-to-end manner, so that graph edge weight $w_{ij}$ can be computed using feature distance $||f_i - f_j||_2^2$. Because feature vector $f_i$ is of low dimension, network parameters required are relatively few. This hybrid of graph spectral filtering and DL architecture for feature representation learning has demonstrated competitive denoising performance with state-of-the-art methods such as DnCNN [5]. A recent variant called depth analytical graph filter (DAGF) [14] replaced the derived LP filter with GraphBio [22]—a biorthogonal graph wavelet with perfect reconstruction property. DAGF is faster than DGLR with slightly worse denoising performance.

Extending these recent works on hybrid graph spectral filtering / DL architectures [13, 14], in this paper we propose a fast image denoising algorithm called Deep GTV (DGTV) via unrolling of signal-dependent GTV (SDGTV). Similar to [13, 14], we also learn appropriate per pixel feature vectors $f_i$ to first construct a graph with few network parameters. We formulate the denoising problem using SDGTV for regularization, which promotes PWS in reconstructed signals faster than SDGLR [16]. However, GTV is harder to optimize due to the non-differentiable $l_1$-norm. In response, we solve the optimization iteratively, where in each iteration, we rewrite GTV into a quadratic term using a $l_1$ graph Laplacian matrix [16], resulting in an analytical graph spectral filter. This interpretation allows us to approximate the filter response with a fast Lanczos approximation.
[23], implemented as a layer in a neural network, outperforming the popular Chebyshev approximation [24, 25].

Recent works in algorithm unrolling [26] include also graph-signal denoising [27]. However, the goal in [27] is to learn the most suitable prior for signal denoising on a fixed pre-determined graph, while we focus on image denoising, where learning a good graph is a key challenge.

Compared to classical model-based methods like BM3D [3], our algorithm has better denoising performance thanks to DL architecture’s power in feature representation learning. Compared to pure DL-based DnCNN [5], we reduce network parameter size drastically by 80% due to our deployment of analytical graph filters that are also interpretable\(^1\). Compared to DGLR [13], our algorithm reconstructs more PWS images for the same network complexity. Moreover, in case of statistical mismatch between training and test data, we show that DGTV outperformed DnCNN by up to 3dB in PSNR.

2. PRELIMINARIES

An 8-neighborhood graph \( G = (\mathcal{V}, \mathcal{E}, W) \) with nodes \( \mathcal{V} \) and edges \( \mathcal{E} \) is constructed to represent an \( N \)-pixel image patch. Each pixel \( i \) of the image is represented by a node \( i \in \mathcal{V} \). Denote by \( w_{ij} \) the weight of an edge \( (i, j) \in \mathcal{E} \) connecting nodes \( i \) and \( j \). Edge weights in \( G \) are defined in an adjacency matrix \( W \), where \( W_{ij} = w_{ij} \) for \( (i, j) \in \mathcal{E} \). These edge weights represent pairwise similarities between pixels, \textit{i.e.}, a larger weight \( w_{ij} \) indicates that samples at nodes \( i \) and \( j \) are more similar.

Given \( W \), a diagonal degree matrix \( D = \sum_{j \in \mathcal{E}} w_{ij} \). A combinatorial graph Laplacian matrix \( L \) [9] is defined as \( L = D - W \). Assuming \( w_{ij} \geq 0, \forall (i, j) \in \mathcal{E} \), then \( L \) is provably a positive semi-definite (PSD) matrix [8]. Given \( L \) is real and symmetric, one can eigen-decompose \( L \) into \( L = V \Lambda V^\top \), where columns of \( V \) are the eigenvectors, and \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_N) \) is a diagonal matrix with eigenvalues (graph frequencies) \( \lambda_k \) along its diagonals. \( V^\top \) is called the graph Fourier transform (GFT) [9] that transforms a graph signal \( x \) from the nodal domain to the graph frequency domain via \( \alpha = V^\top x \).

A popular graph signal prior for signal \( x \) is \textit{graph Laplacian regularizer} [12] (GLR), defined as

\[
x^\top L x = \sum_{(i,j) \in \mathcal{E}} w_{ij} (x_j - x_i)^2 = \sum_{k=1}^{N} \lambda_k \alpha_k^2
\]

where \( \lambda_k \) are the eigenvalues of \( L \) and \( \alpha_k \) are the GFT coefficients of signal \( x \). Minimizing (1) means reducing the signal \( x \)’s energy in the high graph frequencies, \textit{i.e.}, low-pass filtering. Since \( L \) is PSD, GLR is lower-bounded by 0, \( \forall x \in \mathbb{R}^N \). Another popular signal prior is \textit{Graph Total Variation} (GTV) [16, 19], defined as

\[
\|x\|_{\text{GTV}} = \sum_{(i,j) \in \mathcal{E}} w_{ij} |x_j - x_i|
\]

GTV is also lower-bounded by 0 when \( w_{ij} \geq 0, \forall (i, j) \in \mathcal{E} \).

3. ALGORITHM DEVELOPMENT

3.1. Architecture Overview

Our network architecture, as shown in Fig. 1, is composed of \( T \) layers, each implements an algorithm iteration. Each layer is implemented as a cascade of \( B \) blocks. At runtime, each block takes as input a noisy input image patch \( y \) and computes a denoised patch \( x \) of the same dimension. To assist in the denoising process, in each layer two CNNs are used to compute feature vector \( f \), per pixel and a weight parameter \( \mu \). Parameters of the CNNs are trained end-to-end offline using training data. We next describe the denoising algorithm we unroll into layers and the two CNNs in order.

3.2. Denoising with Graph Total Variation

Consider a general image formation model for an additive noise corrupting an image patch:

\[
y = x + n
\]

where \( y \in \mathbb{R}^N \) is the corrupted observation, \( x \in \mathbb{R}^N \) is the original image patch, and \( n \in \mathbb{R}^N \) is a noise term. Our goal is to estimate \( x \) given only \( y \). Given a graph \( G \) with edge weights \( w_{ij} \) (to be discussed), we formulate an optimization problem using GTV as a signal prior [16] to reconstruct \( x \) given noisy observation \( y \) as

\[
\min_x \|y - x\|^2 + \mu \sum_{(i,j) \in \mathcal{E}} w_{ij} |x_j - x_i|
\]

where \( \mu > 0 \) is a parameter trading off the fidelity and prior terms. Problem (4) is convex and can be solved using iterative methods such as \textit{proximal gradient} (PG) [19] but does not have a closed-form solution. Moreover, there is no spectral interpretation of the obtained solution.

Instead, as done in [16] we transform the GTV \( l_1 \)-norm term in (4) into a quadratic term as follows. We first define a new adjacency matrix \( \Gamma \) with edge weights \( \Gamma_{ij} \), given a signal estimate \( x’ \), as

\[
\Gamma_{ij} = \frac{w_{ij}}{\max\{w_{ij}, \rho\}}
\]

where \( \rho > 0 \) is a chosen parameter to circumvent numerical instability when \( |x’_i - x’_j| \approx 0 \). Assuming \( |x’_i - x’_j| \) is sufficiently large and estimate \( x’ \) sufficiently close to signal \( x \), one can see that

\[
\Gamma_{ij} (x_i - x_j)^2 \approx \frac{w_{ij}}{|x’_i - x’_j|} (x_i - x_j)^2 \approx w_{ij} |x_i - x_j|.
\]

This means that using \( \Gamma \), we can express GTV in quadratic form. Specifically, we define an \( l_1 \)-Laplacian matrix \( L_{\Gamma} \) as

\[
L_{\Gamma} = \text{diag}(\Gamma 1) - \Gamma
\]
where $1 \in \mathbb{R}^N$ is a length-$N$ vector of all one’s. We then reformulate (4) using a quadratic regularization term given $L_b$:

$$\mathbf{x}^* = \arg\min_{\mathbf{x}} \|\mathbf{y} - \mathbf{x}\|_2^2 + \mu \mathbf{x}^T L_b \mathbf{x}$$

(7)

For given estimate $\mathbf{x}^*$ and thus Laplacian $L_b$, (7) has a closed-form solution

$$\mathbf{x}^* = (\mathbf{I} + \mu L_b)^{-1} \mathbf{y}.$$  

(8)

To solve (4), (8) must be computed multiple times, where in each iteration $b+1$ the solution $\mathbf{x}_b^*$ from the previous iteration $b$ is used to update edge weights (5) in $\Gamma$. In our architecture, each block solves (8) once, and a layer composing of $B$ blocks solves (4). Cascading $T$ layers forms our DGTV architecture, shown in Fig. 1.

3.3. Feature and Weight Parameter Learning with CNNs

In (4), a graph $\mathcal{G}$ with edge weights $w_{ij}$ is assumed. As done in [13, 14], in each layer we use a CNN to compute an appropriate feature vector $f_i \in \mathbb{R}^K$ at runtime for each pixel $i$ in an $N$-pixel patch, using which we construct a graph $\mathcal{G}$. Specifically, given feature vectors $f_i$ and $f_j$ of pixels (nodes) $i$ and $j$, we compute a non-negative edge weight $w_{ij}$ between them using a Gaussian kernel:

$$w_{ij} = \exp \left(- \sum_{k=1}^K (f_i^k - f_j^k)^2 / \sigma^2 \right)$$

(9)

where $\sigma > 0$ is a parameter. To learn parameters in CNN, end-to-end that computes $f_i$, since $f_i$ is used to construct $L_b$ and $L_b$ appears in (8), we can compute the partial derivative of the mean square error (MSE) between the recovered patch $\mathbf{x}^*$ and the ground-truth patch $\mathbf{x}$ wrt $L_b$ and back-propagate it to update parameters in CNN. MSE is defined as

$$\mathcal{L}_{\text{MSE}} = \frac{1}{N} \sum_{i=1}^N (x_i^* - x_i)^2.$$  

(10)

Computed edge weights $w_{ij}$ compose the adjacency matrix $W$.

In each layer, we use another CNN—denoted by CNN—to compute weight parameter $\mu$ for a given noisy patch $y$. Similar to CNN, $\mu$ appears in (8), and thus we can learn CNN$_\mu$ end-to-end via back-propagation.

Each GTV-Layer in DGTV filters an image patch by solving (4), and hence we can learn all CNNs in DGTV in an end-to-end manner by supervising only the error between the final restored patch $\mathbf{x}_T^*$ and the ground-truth patch.

3.4. Fast Filter Implementation via Lanczos Approximation

Computing (8) requires matrix inversion. We can achieve fast execution from the frequency filtering perspective. By eigen-decomposing $L_b = \mathbf{U} \Lambda \mathbf{U}^T$, we can interpret (8) as a LP graph spectral filter with frequency response $f(\lambda)$:

$$\mathbf{x}^* = \mathbf{U} f(\Lambda) \mathbf{U}^T \mathbf{y}$$

$$f(\Lambda) = \text{diag} \left( (1 + \mu \lambda_1)^{-1}, \ldots, (1 + \mu \lambda_N)^{-1} \right).$$

(12)

The function in (12) is LP, because for large graph frequency $\lambda$, the frequency response $f(\lambda) = 1/(1 + \mu \lambda)$ is smaller. Given $f(\Lambda)$, we can avoid matrix inversion by using accelerated graph filter implementations. Chebyshev polynomials approximation [24, 25] and Lanczos method [23] are existing filter approximation methods in the literature.

For graph filter acceleration, we chose the Lanczos method [23] for our implementation. First, we compute an orthonormal basis $\mathbf{V}_M = [\mathbf{v}_1, \ldots, \mathbf{v}_M]$ of the Krylov subspace $K_M(L_b, \mathbf{y}) = \text{span}(\mathbf{y}, L_b \mathbf{y}, \ldots, L_b^{M-1} \mathbf{y})$ using the Lanczos method. The following symmetric tridiagonal matrix $\mathbf{H}_M$ relates $\mathbf{V}_M$ and $L_b$, where $\alpha$ and $\beta$ are scalars computed by the Lanczos algorithm.

$$\mathbf{H}_M = \mathbf{V}_M^T L_b \mathbf{V}_M = \begin{bmatrix} \alpha_1 & \beta_2 & \beta_3 & \cdots & \\ \beta_2 & \alpha_2 & \beta_3 & \cdots & \\ \beta_3 & \beta_4 & \alpha_3 & \cdots & \\ \vdots & \ddots & \ddots & \ddots & \\ \beta_M & \cdots & \cdots & \cdots & \alpha_M \end{bmatrix}. $$

(13)

The computational cost of the algorithm is $O(M |\xi|)$. The following approximation to the graph filter in (8) was proposed in [29]:

$$f(L) \approx \|y\|_2 \mathbf{V}_M f(H_M) e_1 := f_M$$

(14)

where $e_1$ is the first unit vector. Due to the eigenvalue interlacing property, the eigenvalues of $\mathbf{H}_M$ are inside the interval $[\alpha_1, \lambda_N]$, and this $f(M)$ is well-defined. The evaluation of (14) is inexpensive since $M \ll N$, leading to accelerated implementation of $f(L)y$.

4. EXPERIMENTS

4.1. Comparison between approximation methods

We first conducted experiments to compare the Lanczos method with the Chebyshev method in approximating the graph filter frequency response in (12). Specifically, we ran the graph filter (12) on 1000 random inputs using three filter implementations: i) the original filter (12), ii) Lanczos approximation with order $M$, and iii) Chebyshev approximation with order $M$. We measured the average MSE between the outputs of the original filter and the two approximation methods. The results are shown in Fig. 2: the left plot shows a sample frequency response of the LP filter for $M = 5$, and the right plot shows the approximation errors as a function of $M$. We observe that the Lanczos approximation outperformed the Chebyshev approximation significantly, especially for small $M$. We note again that these approximations are possible thanks to the analytical frequency response we derived in (12).

4.2. Denoising Performance Comparison

We compared our proposed DGTV against several state-of-the-art image denoising schemes: a well-known model-based method
BM3D [3], a pure deep learning method CDnCNN [5], and DGLR [13]—a hybrid of CNN and analytical graph filters derived from a convex optimization formulation regularized using GLR.

Dataset. We used a small subset of the RENOIR Dataset [30] for experiments. The subset selection criteria is described in Section 4.2 of [13]. This subset contained 10 pairs of high resolution images captured by a smartphone. Each pair contained a clean image and a noisy image (caused by low-light capturing). We used only the clean images, on which we added artificial Gaussian noise in our experiments. All images were 720×720 pixels and each was divided into patches of size 36×36. We randomly split the images into two sets, where each set contained five images. The average of peak signal-to-noise ratios (PSNR) and the average of structural similarity index measure (SSIM) of five test images were used for evaluation.

Network architecture & hyperparameters. The CNN architectures were as following. CNNF was a lightweight CNN with four 2D-convolution layers. The first layer had 3 and 32 input and output channels, respectively. The next two layers had 32 input and output channels. The last layer had 32 input channels and K output channels. We set $K = 3$. CNNM also had four 2D-convolution layers, where the first layer had 3 and 32 input and output channels, respectively, and the rest had 32 input and output channels, followed by a fully-connected (FC) layer with 32 input units and 1 output unit. A max pooling operator was used between two convolution layers. We used a Rectified Linear Unit (ReLU) after every convolution layer and FC layer. In each experiment, we trained our proposed GTV model for 50 epochs using stochastic gradient descent with batch size of 16. The learning rate is set to $10^{-4}$. We set $\epsilon = 0.3$, $\rho = 0.01$, $B = 6$ and $M = 20$.

![Fig. 3: Sample results of AWGN denoising. Training and testing on $\sigma = 25$.](image3)

![Fig. 4: Sample result in statistical mismatch situations. Training on $\sigma = 25$ and testing on $\sigma = 40$.](image4)

4.2.1. Additive White Gaussian Noise Removal

We first conducted experiments to test Gaussian noise removal ($\sigma = 25$). To achieve comparable complexity between DGLR and DGTV, we replace DGLR’s network architectures with the same described architectures of DGTV. The results are shown in Table 1. Generally, methods that require learning perform better than model-based method. Compared to CDnCNN, DGTV achieved comparable performance (within 0.04dB in PSNR) while employing 80% fewer network parameters. Compared to DGLR-M, DGTV performed better given the same number of layers. Specifically, at 1 layer, DGTV outperformed DGLR-M by 0.63dB in PSNR. Fig. 3 shows sample results of this experiment. As expected, we observe that DGTV reconstructed piecewise-smooth (PWS) image patches like English letters on light background very well.

4.2.2. Statistical Mismatch

To demonstrate robustness against statistical mismatch, i.e. the training and test data have different statistics, we trained all models on artificial noise $\sigma = 25$ and tested them with $\sigma = 40$. The final column of Table 1 shows the results of this experiment. We observe that DGTV performed better than DGLR-M consistently for the same number of layers, though the gap became smaller as we increased the number of layers. In particular, at 1 layer, DGTV outperformed DGLR-M by 0.93dB in PSNR. Compared to CDnCNN, our DGTV outperformed it by a large margin—more than 3dB. Because we employed 80% fewer network parameters than CDnCNN, one can interpret this result on robustness against statistical mismatch to mean that our implementation is less likely to overfit training data than CDnCNN. Fig. 4 shows sample results of this experiment.

| Method       | # Parameters | ($\sigma = 25$) | ($\sigma_{\text{test}} = 25.5$) |
|--------------|--------------|----------------|---------------------------------|
| BM3D         | N/A          | 30.19 | 0.802               |
| CDnCNN       | 0.56M        | 30.39 | 0.826               |
| DGLR (1 layer) | 0.45M        | 30.24 | 0.809               |
| DGLR-M (1 layer) | 0.06M        | 29.66 | 0.774               |
| DGTV (1 layer) | 0.06M        | 30.29 | 0.818               |
| DGLR (2 layers) | 0.9M         | 30.36 | 0.820               |
| DGLR-M (2 layers) | 0.12M        | 30.29 | 0.817               |
| DGTV (2 layers) | 0.12M        | 30.35 | 0.820               |

Table 1: Number of trainable parameters, average PSNR (left) and SSIM (right) in AWGN removal and statistical mismatch setting.

5. CONCLUSION

Despite the recent success of deep neural network architectures for image denoising, the required large parameter set leads to a large memory footprint. Using a hybrid design of interpretable analytical graph filters and deep feature learning called deep GTV, we show that our denoising performance is on par with state-of-the-art DnCNN, while reducing parameter size by 80%. Moreover, when the statistics of the training and test data differ, our scheme outperformed DnCNN by up to 3dB in PSNR. As future work, we plan to investigate more frugal neural network implementations that can result in even smaller memory requirements.
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