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In this section, we address the problem of multicollinearity in multiple regression analysis that appeared in the article titled, “Correlation between frailty and cognitive function in non-demented community dwelling older Koreans,” published in November 2014 by Kim et al. 1)

REVIEWER’S COMMENT: DID YOU CHECK THE MULTICOLLINEARITY?

This is one of the most frequent comments made about articles using multiple regression analysis. Multicollinearity indicates that independent (explanatory) variables are not mutually independent, but have some linearly correlated relationship. When we perform the multiple regression analysis, it is usually assumed that independent variables are deemed as given (fixed) values and only the dependent (response) variable is regarded as a random variable. This is why we adopt the term multicollinearity, instead of saying correlation, which denotes an association occurring among random variables. Depending on the situation, the term multicollinearity may represent a relationship of perfect linear combinations between independent variables. However, we confine its meaning to the case of near-linear dependence.

It is foredoomed that some degree of association will exist among the independent variables in a multiple regression analysis. The very reason we perform a multiple regression analysis is to control for the interdependency among independent variables. If there is no association among the independent variables, we do not have to conduct the multiple regression analysis. The results from the multiple regression analysis will be the same as those from simple regression analyses using independent variables one by one.

We do not have to worry about the multicollinearity problem when the degree of association between independent variables is not too high. However, in the case of an extremely high degree of association, some regression coefficients or their standard errors cannot be correctly calculated (estimated); that is, the phenomena are such that no regression coefficients can be obtained, or extremely large standard errors in the analysis results might occur. In these cases, we say, “We could not obtain proper estimates from the multiple regression model due to the multicollinearity (near-linear dependency).”

Hence, the reviewer’s comment, “Did you check the multicollinearity?” precisely implies that, “You
might present the wrong analysis results due to the multicollinearity. Did you check for this?" However, most authors provide tables that contain the final results of a multiple regression analysis. Therefore, if reviewers look at these tables carefully, they can find the problems caused by multicollinearity by themselves. Thus, if the problem is detected, it is appropriate either to point out concretely that the estimation of the regression model is wrong due to multicollinearity, or not to bring the issue up at all. If someone asks researchers loosely whether they have checked for it, it could be said that he or she does not understand the concept of multicollinearity.

In performing multiple regression analysis, the most popular measure used to check for multicollinearity is the variance inflation factor (VIF). The VIF of independent variable \(x_j\) is defined as follows: 

\[
VIF_j = (1 - R^2_j)^{-1},
\]

where \(R^2_j\) is the coefficient of determination obtained when \(x_j\) is regressed on all the remaining independent variables. If \(x_j\) is nearly orthogonal to the remaining independent variables, \(R^2_j\) is small and VIF\(_j\) is close to unity, while if \(x_j\) is nearly dependent on some subset of the remaining independent variables, \(R^2_j\) is near unity and VIF\(_j\) is large. Practical experience indicates that if any of the VIFs exceeds 5 or 10, it is a sure sign that the associated regression coefficients are poorly estimated because of multicollinearity.\(^2\)
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