Improvement of Marine Steam Turbine Conventional Exergy Analysis by Neural Network Application
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Abstract: This article presented an improvement of marine steam turbine conventional exergy analysis by application of neural networks. The conventional exergy analysis requires numerous measurements in seven different turbine operating points at each load, while the intention of MLP (Multilayer Perceptron) neural network-based analysis was to investigate the possibilities for measurements reducing. At the same time, the accuracy and precision of the obtained results should be maintained. In MLP analysis, six separate models are trained. Due to a low number of instances within the data set, a 10-fold cross-validation algorithm is performed. The stated goal is achieved and the best solution suggests that MLP application enables reducing of measurements to only three turbine operating points. In the best solution, MLP model errors falling within the desired error ranges (Mean Relative Error) MRE < 2.0% and (Coefficient of Correlation) $R^2 > 0.95$ for the whole turbine and each of its cylinders.
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1. Introduction

The dominant usage of steam turbines worldwide is related to electrical generator drive and electricity production [1,2]. Steam power plants, with steam turbines as essential components, can be assembled by following various methodologies. Along with conventional steam power plants [3] and nuclear power plants [4,5], the novel approach in steam power plant design is the usage of various renewable energy sources which can notably improve steam power plant operation and its efficiency, and which are very beneficial to the environment [6,7]. The reduction of harmful emissions from such plants is today one of the most important research and scientific topic and multiple researchers are developing various techniques and processes with a goal of emissions reduction [8–10].

In addition to being used as stand-alone systems, steam power plants can be integrated into more complex systems, such as combined cycle power plants [11]. In combined cycle power plants, waste heat from the gas turbine is used for superheated steam production—in such a way, the environment is protected from huge waste heat amount and the reduction in harmful emissions (in comparison to pure gas or pure steam power plants) is also notable [12,13]. Such an operation of combined cycle power plants results in high efficiency, much higher in comparison to the conventional or nuclear steam power plants [14,15].
In marine power systems, internal combustion engines take a dominant share in the entire world fleet [16]. Due to internal combustion engine dominancy, various researchers are involved in investigating improvements as well as in minimizing the overall harmful impact on the environment [17–19]. Steam power plants are generally rarely used in marine power systems. However, there are several marine engineering fields in which steam power plants are still dominant. Additionally, steam power plants can be found as a part of new, complex marine systems that are currently under development [20,21]. All aforementioned benefits of combined cycle power plants are also present in the marine power systems [22,23]. The complexity of combined cycle power plants, especially for marine usage, requires adequate control and regulation systems for its proper (or if possible, optimal) operation.

One of the marine fields in which steam power plants are still predominantly used is the propulsion of LNG (Liquefied Natural Gas) carriers, but it should be noted that the utilization share of internal combustion engines, especially dual-fuel engines, is also increasing [24,25]. There are several steam turbines in the steam propulsion plant of any steam-powered LNG carrier. Along with the main turbine used for the propulsion propeller (or several propellers) drive, in such plants two or more steam turbines are mounted for the electrical generators drive (turbo-generators) [26,27] and low power steam turbine for the main feed water pump drive [28].

Analysis of any component from the steam power plant can be performed by using various approaches and techniques presented in the literature [29,30]. For the analysis of the main marine steam turbine observed in this research, exergy analysis is used. Exergy analysis of any component or the entire system is a technique that offers many benefits in comparison to other analysis methods. Exergy analysis does not take into consideration processes that occur inside any component—for the exergy analysis, only fluid flows and heat transfer (to and from the analyzed component) as well as used or produced mechanical power are necessary. Therefore, for the exergy analysis, details about the analyzed component’s inner structure are not required, simplifying all necessary measurements [31,32]. On the other hand, a lack of information about the inner structure of the observed component does not allow research and analysis of many details and processes inside the component. All the exergy analysis benefits can be seen in a variety of scientific papers that take this analysis as the baseline.

If considering the analyses of the entire power plants, Ahmadi and Toghraie [33] applied exergy analysis for the investigation of Montazeri steam power plant in Iran, while Si et al. [34] used the same analysis for the investigation of a 1000 MW double reheat ultra-supercritical power plant. Ibrahim et al. [35] analyzed the thermal performance of the gas turbine power plant, while Aghbashlo et al. [36] observed the performance assessment of a wind power plant by using exergy analysis. AlZahrani and Dincer, I. [37] observed parabolic trough solar power plant and Abuelnuor et al. [38] investigated Garri “2” combined cycle power plant also by using exergy analysis.

Exergy analysis is successfully applied in the performance analysis of many components and processes from various plants. Zhao et al. [39] used exergy analysis for the investigation of the turbine system in a 1000 MW double reheat ultra-supercritical power plant. Medica-Viola et al. [40] used exergy analysis for the performance analysis of low-power steam turbine with one extraction used in marine applications. Presciutti et al. [41] applied exergy analysis for the investigation of glycerol combustion in an innovative flameless power plant. Szablowski et al. [42] used exergy analysis for the investigation of an adiabatic compressed air energy storage system. Arshad et al. [43] performed a review of the exergy analysis usage in the investigation of fuel cells. Lorencin et al. [44] applied exergy analysis for the analysis of steam mass flow rate leakage through steam turbine labyrinth (gland) seals.

Exergy analysis can also be a baseline for the economic analysis of various power plants or its components [45–47]. From the literature, it can be found that exergy analysis is used in the investigation and observation of many other plants, processes and components.

Along with exergy analysis, an extensive literature review also shows that many scientists and researchers used various artificial intelligence methods and processes in the analysis of power plants or its components.
One of the most used artificial intelligence methods in the energy sector is MLP (Multilayer Perceptron) neural network. Sun et al. [48] developed a new MLP-based soft sensor for SO$_2$ power plant emissions detection. Several researchers [49–52] used MLP for predicting electrical power output from various complex power plants. Wahid et al. [53] applied MLP for the prediction of energy consumption in the buildings. Tahan et al. [54] used MLP for condition-based maintenance of gas turbine, while Lorencin et al. [55] also used MLP for condition-based maintenance, but not for the gas turbine only, then for the entire marine CODLAG (Combined Diesel and Gas) propulsion system. Many other authors also used MLP for the condition-based maintenance problems of various plants and components [56,57].

MLP can also be used for predicting ship speed by using some of the ship propulsion system parameters [58]. Detecting and diagnosing faults by applying MLP in a steam turbine that operates in a thermal power plant was presented Dhini et al. [59], while Tian et al. [60] and Ayo-Imoru and Cilliers [61] used MLP for detecting various losses and prevention of accidents in the nuclear power plants. Various other neural network applications can also be found in the literature in many energy sectors and processes [62–64].

An extensive literature review shows that MLP is not used currently for tracking operating parameters or performances of the main marine steam turbine and all its cylinders. Additionally, the possibility that measurements are reduced by MLP neural network application is not investigated. During the possible reduction of measurements, the dominant goal for MLP must be high accuracy and precision in the prediction of any required operating parameter. The intention of this paper is not only to fill the literature gap but also to show possibilities that neural network applications offer in marine systems (or its components) and to be a guideline for other researchers interested in this field.

In the presented paper, exergy analysis of the main marine steam turbine (as well as both of its cylinders) is performed. The analysis is based on the measurement data obtained during steam turbine exploitation at 24 different loads. At the beginning, the conventional exergy analysis is performed, which requires many measurements at each turbine load. After conventional analysis, an exergy analysis is performed by the MLP neural network application. The application of MLP can significantly reduce the amount of performed measurements, while the accuracy and precision of the obtained exergy analysis parameters remain high, regardless of the observed load. This analysis can be a guideline for reducing control and measurement equipment inside the marine steam power plant, especially on new ships.

2. Description and Operation Principle of the Analyzed Main Marine Steam Turbine

The main marine steam turbine analyzed in this paper operates at the 100,450 tons (gross tonnage) commercial LNG carrier. A steam turbine is used for the LNG carrier propulsion. The maximum mechanical power that can be produced by the observed turbine is 29,420 kW, according to the manufacturer specifications [65]. The general scheme of the analyzed turbine, along with operating points required for the exergy analysis, is presented in Figure 1.

The main marine steam turbine is composed of two cylinders and these are High Pressure Cylinder (HPC) and Low Pressure Cylinder (LPC). Each marine steam propulsion system consists of two parallel operating steam generators which produce superheated steam and delivers the majority of cumulatively produced steam mass flow rate (it depends on the system load) to the HPC inlet [66]. HPC has one steam extraction used for steam delivery to various auxiliary steam plant processes—HFO (Heavy Fuel Oil) heater, BOG (Boil Off Gas) heater, water heater for the crew requirements, etc. Both steam generators in this marine steam plant simultaneously use HFO and BOG during operation. After extraction, the remaining steam mass flow rate expands through HPC until the cylinder outlet. HPC consists of one Curtis and seven Rateau stages.
The analyzed main steam turbine is an older variant of marine propulsion steam turbines and it is designed without steam reheating. Newer variants of marine propulsion steam turbines have one additional cylinder, Intermediate Pressure Cylinder (IPC), and steam reheating (steam reheaters are mounted inside steam generators) [67,68]. Such an upgrade increases plant overall efficiency, but simultaneously increases plant complexity and requires more stringent maintenance in comparison to older marine propulsion steam turbines.

Between the HPC and LPC of the analyzed turbine, one additional extraction is mounted for steam delivery to a high pressure feed water heating system. In the observed commercial LNG carrier, the high pressure feed water heating system consists of one high pressure feed water heater and deaerator [69]. In some operating regimes, when required, a part of steam extracted in this extraction (operating point 4, Figure 1), is delivered to air heaters used for heating of air at the steam generators entrance.

The remaining steam mass flow rate (operating point 5, Figure 1) expands through LPC. LPC, similar to HPC, has one steam extraction which is used for steam delivery to low pressure condensate heating system, which in the observed plant consists of one low pressure condensate heater and evaporator. An evaporator is a component used for the freshwater production (from sea water) and simultaneously for condensate heating [70]. After expansion in LPC, the remaining steam mass flow rate is delivered to the main marine steam condenser for condensation [71]. LPC consists of eight Rateau stages.

All three steam extractions from the observed turbine are not open all the time during the main turbine operation. Regulation valves opened and closed each of these extractions (and regulate extracted steam mass flow rate in each extraction) according to the predefined regulation procedure (following operation dynamic of the whole plant).
Both cylinders of the observed turbine are connected to the main marine gearbox through which one or two propulsion propellers are driven (in Figure 1 are shown two propulsion propellers, PP1 and PP2) [72]. It should be noted that in this exergy analysis (both conventional and with MLP application) several additional losses that occur in the plant, related to the main steam turbine, are neglected. For example, these losses are steam mass flow rate leakage through gland seals of each cylinder [73], heat losses in the pipelines and through the housing of each cylinder, mechanical losses [74], etc. Although important, all of these losses have a minor impact on the exergy analysis results of the observed steam turbine and each turbine cylinder.

3. Conventional Exergy Analysis of Main Marine Steam Turbine and Each of its Cylinders

Conventional exergy analysis of the main marine steam turbine and its cylinders is characterized by the fact that three steam operating parameters (steam temperature, pressure and mass flow rate) must be measured in each operating point presented in Figure 1 at each turbine load. Thus, each turbine load requires 21 measured data in order to be able to perform conventional exergy analysis at that particular load for the whole turbine and each cylinder. Change in turbine load requires new three measured data in each operating point. Therefore, conventional exergy analysis of observed main marine steam turbine and its cylinders require extensive measurements at each turbine load. Without these measurements (if any steam operating parameter, in any operating point from Figure 1 is missing), proper conventional exergy analysis cannot be performed or certain approximations must be used.

3.1. Overall Exergy Analysis Balances and Equations

In comparison to the energy analysis, of which results are not dependable on the ambient conditions [75,76], exergy analysis of any control volume or a system is dependable on the ambient conditions (ambient temperature and pressure) [77,78]. For the proper conventional exergy analysis of any control volume or a system, an overall exergy balance, mass flow rate balance and the most important variables should be defined. These overall equations and balances are valid in any exergy analysis, as well as in exergy analysis of the observed main marine steam turbine and both of its cylinders [79].

The overall steady-state exergy balance equation is defined as recommended in [80] by using an Equation (1):

\[ \dot{Q}_{\text{EX}} + P_{\text{INLET}} + \sum \dot{E}_{\text{INLET}} = P_{\text{OUTLET}} + \sum \dot{E}_{\text{OUTLET}} + \dot{E}_{\text{DES}}. \]  

(1)

where \( P \) is the mechanical power (used or produced) and \( \dot{E}_{\text{DES}} \) is exergy destruction (exergy loss). It should be highlighted that in the overall exergy balance equation, potential and kinetic energies are disregarded due to its low influence on the overall balance. For the analyzed main marine steam turbine and its cylinders potential and kinetic energies in above balance are also low, and their inclusion will not bring meaningful change in the obtained results [81]. \( \dot{Q}_{\text{EX}} \) is the exergy transfer by heat at the temperature \( T \), of which the definition can be found in the literature [82] through the following Equation (2):

\[ \dot{Q}_{\text{EX}} = \sum \left(1 - \frac{T_0}{T}\right) \dot{Q}. \]  

(2)

where \( \dot{Q} \) is an energy transfer by heat, \( T \) is temperature and index 0 corresponds to the state of the ambient. The last undefined variable from the overall exergy balance equation is a total exergy power of operating medium flow (\( \dot{E}_{\text{X}} \)), of which definition can be found in [83], Equation (3):

\[ \dot{E}_{\text{X}} = \dot{m} \cdot \epsilon. \]  

(3)
where \( \dot{m} \) is operating medium mass flow rate and \( \varepsilon \) is specific flow exergy of operating medium. Operating medium specific flow exergy is calculated according to the Equation (4), \[84\]:

\[
\varepsilon = (h - h_0) - T_0(s - s_0),
\] (4)

where \( h \) is operating medium specific enthalpy and \( s \) is operating medium specific entropy. During control volume or a system standard operation, mass flow rate leakage did not occur. By taking into account the fact that for the analyzed main marine steam turbine and its cylinders all the standard small steam leakages (as for example, leakage through gland seals of each cylinder) are neglected as described above, the valid mass flow rate balance is \[85\], Equation (5):

\[
\sum \dot{m}_{\text{INLET}} = \sum \dot{m}_{\text{OUTLET}}.
\] (5)

The overall definition of the exergy efficiency can be presented as proposed in \[86\], Equation (6):

\[
\eta_{\text{EX}} = \frac{\text{CUMULATIVE EXERGY OUTLET}}{\text{CUMULATIVE EXERGY INLET}},
\] (6)

with the note that exergy efficiency of any observed control volume or a system can significantly differ from the overall definition, which depends on operating characteristics and operation principles of each control volume or a system.

3.2. Equations for the Exergy Analysis of Main Marine Steam Turbine and Its Cylinders

For each cylinder and the whole turbine, the first step is the calculation of the developed mechanical power. This step represents the essential element in exergy analysis equations. After developing the mechanical power equations, equations for the calculation of exergy destruction and exergy efficiency will be presented for each cylinder and the whole turbine. All the equations are defined according to recommendations from the literature \[87,88\] and are related to operating points presented in Figure 1.

3.2.1. High Pressure Cylinder (HPC)

Developed mechanical power, Equation (7):

\[
P_{\text{HPC}} = \dot{m}_1(h_1 - h_2) + (\dot{m}_1 - \dot{m}_2)(h_2 - h_3).
\] (7)

Exergy destruction (exergy loss), Equation (8):

\[
\dot{E}_{\text{DES,HPC}} = \dot{E}_1 - \dot{E}_2 - \dot{E}_3 - P_{\text{HPC}}.
\] (8)

Exergy efficiency, Equation (9):

\[
\eta_{\text{EX,HPC}} = \frac{P_{\text{HPC}}}{\dot{E}_1 - \dot{E}_2 - \dot{E}_3}.
\] (9)

3.2.2. Low Pressure Cylinder (LPC)

Developed mechanical power, Equation (10):

\[
P_{\text{LPC}} = \dot{m}_5(h_5 - h_6) + (\dot{m}_5 - \dot{m}_6)(h_6 - h_7).
\] (10)

Exergy destruction (exergy loss), Equation (11):

\[
\dot{E}_{\text{DES,LPC}} = \dot{E}_5 - \dot{E}_6 - \dot{E}_7 - P_{\text{LPC}}.
\] (11)
Exergy efficiency, Equation (12):

$$\eta_{EX,LPC} = \frac{P_{LPC}}{\dot{E}_{x5} - \dot{E}_{x6} - \dot{E}_{x7}}.$$  (12)

3.2.3. Whole Turbine (WT)

Developed mechanical power, Equation (13):

$$P_{WT} = P_{HPC} + P_{LPC}.$$  (13)

Exergy destruction (exergy loss), Equation (14):

$$\dot{E}_{X_{DES,WT}} = \dot{E}_{x1} - \dot{E}_{x2} - \dot{E}_{x4} - \dot{E}_{x6} - \dot{E}_{x7} - P_{WT}.$$  (14)

Exergy efficiency, Equation (15):

$$\eta_{EX,WT} = \frac{P_{WT}}{\dot{E}_{x1} - \dot{E}_{x2} - \dot{E}_{x4} - \dot{E}_{x6} - \dot{E}_{x7}}.$$  (15)

In the equations for the exergy destruction and exergy efficiency of the whole turbine and each cylinder, total exergy power of steam flow ($\dot{E}_{x}$) and steam specific flow exergy ($\varepsilon$) should be calculated using Equations (3) and (4) in each operating point from Figure 1. Additionally, the overall exergy balance equation, Equation (1), and steam mass flow rate balance, Equation (5), should always be satisfied for each cylinder and the whole turbine at each load.

4. Exergy Analysis of Main Marine Steam Turbine and Each of its Cylinders by MLP Neural Network Application

MLP is a neural network that consists of artificial neurons arranged into multiple layers. MLP consists of at least three layers—an input layer, output layer and one or more hidden layers [89,90]. Neurons in input layers are used to set inputs for the MLP model. The number of neurons in that layer is equal to the number of inputs of the data set, and their values are set to the number of input values contained within the data set [89,91]. The subsequent layers consist of neurons whose values are calculated depending on inputs and connection weights—with each artificial neuron in the subsequent layer being connected to all the artificial neurons in the preceding neurons with weighted connections [92,93]. If it is assumed that the value of the neuron is $y_{ki}$, where $k$ represents the layer number and $i$ the neuron number within the layer, then the value of that particular artificial neuron is calculated as the activated weighted sum of artificial neurons of the previous layer [89], Equation (16):

$$y_{ki} = F\left(\sum_{j=0}^{n} \theta_{kj}^{k-1} \cdot y_{ij}^{k-1}\right),$$  (16)

where $\theta_{kj}^{k-1}$ represents the weight of the connection between the artificial neuron $j$ in layer $k-1$ ($y_{ij}^{k-1}$) and the artificial neuron $i$ in the layer $k$ ($y_{ki}^k$). $F$ represents the activation function—the function used to map the value of neuron into the desired range of values. Commonly used activation functions may [94,95]:

- Eliminate the unwanted values such as Rectified linear unit—ReLU ($y = \max(0, x)$)—used to eliminate negative values [95],
- Map the input files to a certain range such as sigmoid (logistic) function which maps the values to a range of $[0, 1]$ ($y = \frac{1}{1+e^{-x}}$) or hyperbolic tangent function which maps them to the range of $[-1, 1]$ ($y = \tanh(x)$),
Simply map the input directly to output as is the case with the identity activation function \((y = x)\) [96,97].

As MLP belongs to the family of machine learning algorithms, it has the ability to adjust itself to the data used for training it. This is done through the process of training, divided into forward and backward propagation [89,98]. In the forward propagation part of the training process, a single set of the input data values (steam temperature, pressure and mass flow rate in used operating points, Figure 1, along with the ambient pressure and temperature) are used as input neuron values (where the number of input neurons equals the total number of inputs). Then, weights of inter-neuron connections are set randomly and the values of neurons in the hidden layer. Finally, the output layer values are calculated using Equation (16) [89,92]. The output value is compared to the value of one of the outputs—either exergy destruction (exergy loss) or exergy efficiency—and the general output contained within the dataset is marked with \(y\). It can be expected that the MLP output, marked \(\hat{y}\), will have a certain error \(\epsilon = \sqrt{(y - \hat{y})^2}\). This error is then used in the backward propagation process in order to adjust the weights based on the gradient of the error (with a higher error values causing a larger adjustment being made to the weights). If the vector of the weights in a layer \(k\) is marked as \(\Theta^k = [\theta_1^k, \theta_2^k, \ldots, \theta_n^k]\), and learning rate with \(\alpha\), this can be written as [58,89], Equation (17):

\[
\Theta_{\text{new}}^k = \Theta_{\text{old}}^k - \alpha \frac{\partial \epsilon}{\partial \Theta_{\text{old}}^k}.
\]

By repeating the described training process for multiple sets of input and output values, the MLP weights can be finely adjusted and provide a very low error when used as a trained model. The dataset consists of 125 points, each of which has data entries for the ambient temperature and pressure, as well as steam mass flow rate, temperature and pressure in each of the seven operating points (Figure 1), as well as values of exergy destruction and exergy efficiency for high pressure cylinder, low pressure cylinder and the whole turbine. This means that each data point has 23 input values and 6 output values. It should be noted that by its nature, MLP can only regress a single value within a model, and the number of inputs need to be fixed. Due to this fact, each output and each separate input set need to have a separate model trained.

Each of the listed input combinations will have two models trained—one for each of the possible outputs—exergy destruction and exergy efficiency. Due to this, the total number of final models is 72. Each of the models trained will need to have hyperparameters adjusted to achieve a quality regression performance. Hyperparameters are values which describe the general architecture of the neural network used to train the model. Hyperparameters of the MLP need to be varied to achieve the best regression models for each case. One of the varied hyperparameters is the earlier described activation function of the hidden layer neurons [96]. Further hyperparameters include the number of hidden layers and the number of neurons per hidden layer expressed as \((k_1, k_2, \ldots, k_n)\) in which the total number of layers is \(n\) and \(k_i\) represents the number of neurons in layer \(i\). The algorithm used for calculating the weight values during the training process, called a solver, is also one of the varied hyperparameters [99]. Additional varied hyperparameters are the learning rate, which adjusts the rate of the weight adjustment during the backpropagation process, as well as the type of the learning rate—whether its value will remain constant or scale depending on the number of iterations [100]. Finally, hyperparameter is the L2 regularization parameter, which, if high, penalizes the inputs which have a high individual influence on the MLP output value—which can result in underfitted models [101].

In order to find the optimal set of hyperparameters, the Grid Search (GS) algorithm can be used. GS works in a way that it calculates all possible hyperparameter combinations. Then, a neural network is trained with each of this hyperparameter combinations [102]. In this manner, a wide range of hyperparameters can be tested. While the algorithm might not find the best possible combination of hyperparameters, with enough hyperparameters, it can find a hyperparameter combination which is
close to the best one [103]. If needed, for example, if none of the yielded models provide satisfactory performance, possible hyperparameter values can be expanded or further refined, around the hyperparameter combination that provides the best results [58,104].

Finally, the metrics that will define the quality of the model solution need to be defined. In machine learning algorithms, models are evaluated by splitting the data set into training and testing portions [89,98]. The training portion is used during the previously described training process, and the trained model is evaluated on the testing portion. This is done by performing solely the forward propagation of the training process in order to obtain pairs of predicted values ($\hat{y}_i$) which can then be compared to the real values ($y_i$) from the data set. This will provide the value that describes the performance of the model. Two such metrics are used in this paper and those are coefficient of correlation ($R^2$) and mean absolute error (MAE).

$R^2$ defines the ratio of variance which exists inside the data set with the amount of variance contained in the results of the trained models [105]. Less unexplained variance means that the model is tracking the real data better, with higher values of $R^2$, which is defined in the range from 0 to 1 [106]. $R^2$ is defined by the Equation (18), [105]:

$$R^2 = 1 - \frac{S_{\text{RESIDUAL}}}{S_{\text{TOTAL}}} = 1 - \frac{\sum_{i=1}^{n}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{n}(y_i - \frac{1}{n}\sum_{i=1}^{n}y_i)^2}.$$ (18)

MAE provides a clearer, direct value of the error which using the MLP model introduces when used for regression [107]. MAE is defined as [107,108], Equation (19):

$$\text{MAE} = \frac{1}{n}\sum_{i=1}^{n}|y_i - \hat{y}_i|.$$ (19)

As the data set used in this research is relatively small, the need for cross-validation arises. Cross-validation is a technique which allows a larger amount of data to be used for testing. As the splits of training and testing data are randomized, a situation can happen in which a bad model performs well on a randomized testing set—while its real performance on the entire dataset is comparatively low [50,109,110]. A K-fold cross-validation, with 10 folds, is performed. This technique is applied in the following manner: first, the data set is split into $K$ splits. Then, the model with the architecture provided from the grid search is trained on the training set consisting of the mix of $K-1$ subsets, with the remaining 1 being used as the testing set [92,111]. This process is performed $K$ times, with no repetitions of testing splits—in other words, until all the splits have been used as the testing split exactly once. In this manner, the entire dataset is used as the testing set, providing more detailed information on the model performance. In the case of the 10-fold K-fold cross-validation, each split is trained with 90% of the dataset (9 folds) used as the training set, and 10% used as the testing set (1 fold). The metrics defined with the Equations (18) and (19) are applied on all $K$ training/testing set combinations, and the final scoring is expressed as the average score over the K fold, along with the standard error of that value. To summarize, for each of the 72 input/output combinations, 6144 different MLP model architectures are trained for 10 cross-validation folds, and evaluated using $R^2$ and MAE metrics across all folds. This provides the average and standard error values which allow the models for each parameter combination to be compared and the best achieved model hyperparameter values to be determined. This process is illustrated in Figure 2.
Figure 2. The illustration of the Multilayer Perceptron (MLP) process used in the research, starting with the parameter search performed using a grid search (GS), yielding the MLP model, which is then applied on separate K-Fold splits and evaluated using $R^2$ and MAE metrics.

The implementation of the described algorithm is done in the Python programming language, using Scikit-Learn machine learning library. Scikit-Learn was chosen for this research because it implements all the necessary algorithms for the presented research. Namely, the described Multilayer Perceptron, as used for a regression problem, is implemented within the MLPRegressor function, which takes the hyperparameters as the input [99]. Grid Search and K-Fold cross validation were implemented using the GridSearchCV function, which takes the number of folds (10), the selected algorithm (MLPRegressor), possible hyperparameter values stored within a dictionary data structure (with the names of hyperparameters being used as keys) and the list of desired metrics as inputs [99,100]. Helpfully, the metrics used are also implemented within Scikit-Learn, or to be more precise, within the metrics module as mean absolute error and $R^2$; both of which take the least actual dataset values and a list of predicted values as inputs [99,101].

The training of the models was performed using University of Rijeka’s Bura supercomputer. Models for each output and input combination were trained on a single node, so a total of 72 nodes were used. Each node of the Bura supercomputer consists of an Intel Xeon E5 CPU, which provides 24 physical or 48 logical cores, and 64 GB of RAM. At the time of the research Bura supercomputer used Red Hat Enterprise Linux operating system, with kernel version 3.10.0-957 [112]. Use of Scikit-Learn was enabled through Anaconda Data Science platform, version 4.8.4. [113].

5. Steam Operating Parameters Required for the Exergy Analysis

For the purpose of conventional exergy analysis and exergy analysis by MLP neural network application of the main marine steam turbine and both its cylinders, in this research measurements are performed in each operating point from Figure 1 at 24 different turbine loads. Turbine load will be presented in relation to maximum turbine power (29,420 kW) specified by the turbine manufacturer. The maximum measured load equals to 84.31% of maximum power, which corresponds with minimum specific fuel consumption of the steam propulsion plant. Measurements on the LNG carrier were obtained at 24 steady-state conditions. It should be highlighted that the authors did not have any permission to get involved in the ship operation or to influence the ship crew.
The conventional exergy analysis the complete data will be presented in three turbine loads—low, medium, and high load, which correspond to 7.03%, 49.79% and 83.22% of the maximum turbine power, respectively.

For the turbine exergy analysis by MLP neural network application, all the collected data are used at all measured turbine loads. Those data will not be fully presented, for each measured steam operating parameter in each point from Figure 1 will be presented data range (from minimum to maximum) collected in all 24 turbine loads.

5.1. Conventional Exergy Analysis

Steam operating parameters in each operating point from Figure 1 at three different loads, required for the conventional exergy analysis of the main marine steam turbine and its cylinders are presented in Tables 1–3. In Table 1 steam data are presented for low turbine load, which corresponds to 7.03% of turbine maximum power, in Table 2 data are presented for medium turbine load (49.79% of maximum turbine power) and in Table 3 data are presented for high turbine load (83.22% of turbine maximum power).

| Table 1. Steam operating parameters at low load (7.03% of maximum power). |
|------------------|-----------------|------------------|
| Operating Point * | Temperature (°C) | Pressure (MPa) | Mass Flow Rate (kg/h) |
| 1 | 487 | 6.2 | 9622 |
| 2 | - | - | 0 |
| 3 | 235 | 0.097 | 9622 |
| 4 | - | - | 0 |
| 5 | 235 | 0.097 | 9622 |
| 6 | - | - | 0 |
| 7 | 62.13 | 0.00511 | 9622 |

* Operating point numeration refers to Figure 1.

| Table 2. Steam operating parameters at medium load (49.79% of maximum power). |
|------------------|-----------------|------------------|
| Operating Point * | Temperature (°C) | Pressure (MPa) | Mass Flow Rate (kg/h) |
| 1 | 511 | 6.065 | 51,419 |
| 2 | - | - | 0 |
| 3 | 259 | 0.401 | 51,419 |
| 4 | - | - | 0 |
| 5 | 259 | 0.401 | 51,419 |
| 6 | 158 | 0.085 | 2985 |
| 7 | 28.85 | 0.00397 | 74,364 |

* Operating point numeration refers to Figure 1.

| Table 3. Steam operating parameters at high load (83.22% of maximum power). |
|------------------|-----------------|------------------|
| Operating Point * | Temperature (°C) | Pressure (MPa) | Mass Flow Rate (kg/h) |
| 1 | 500 | 5.795 | 95,570 |
| 2 | 354 | 1.558 | 3398 |
| 3 | 250 | 0.590 | 92,172 |
| 4 | 250 | 0.590 | 13,172 |
| 5 | 250 | 0.590 | 79,000 |
| 6 | 154 | 0.120 | 4636 |
| 7 | 34.80 | 0.00557 | 74,364 |

* Operating point numeration refers to Figure 1.

Steam-specific enthalpy and specific entropy in each operating point at all loads are calculated from the measured steam temperature and pressure by using NIST-REFPROP 9.0 software [114]. Steam-specific flow exergy in each operating point for all turbine loads is calculated by using
Equation (4). The steam specific flow exergy calculation requires definition of the ambient state in which analyzed steam turbine operates—in this research, the ambient state is defined as proposed in the literature [115] through the ambient temperature of 25 °C and the ambient pressure of 1 bar.

By observing data from Tables 1–3, operation dynamics of the analyzed steam turbine can be seen during its load variations. At low turbine load (Table 1) all three steam extractions are closed—an increase in turbine load results in steam extractions opening, due to an increase in the steam mass flow rate delivered to the main turbine. The third and last steam extraction (operating point 6, Figure 1) is the first which will be open, through which a certain steam mass flow rate will be delivered to the components of low pressure condensate heating system (Table 2). A further increase in the turbine load results with opening of second steam extraction (operating point 4, Figure 1), and at high load follows the opening of first extraction. At the highest measured turbine loads, all three steam extractions will be opened, and through all of them, steam mass flow rate will be delivered to all required system components. Therefore, the first steam extraction (operating point 2, Figure 1) from the HPC is the last extraction which will be open at high turbine loads, Table 3.

Steam expansion process in the Mollier $h-s$ diagram for all three main turbine loads in conventional exergy analysis are presented in Figure 3 [114]. Operating points numeration is performed according to Figure 1, while markings a, b and c denote 7.03%, 49.79% and 83.22% of turbine maximum power, respectively. From Figure 3 it can be seen that at low turbine load, steam after expansion (operating point 7a) is still superheated. In marine steam power systems at low load, in the steam flow stream at the main condenser entrance is injected certain amount of water. Injected water cool superheated steam and transferred it to the saturated state (changing of steam aggregate state in condenser at any load can be performed only if the steam is saturated). At higher loads (medium and high load), steam after expansion through the main turbine cylinders is saturated, and it did not require additional cooling (operating points 7b and 7c, Figure 3). It is also important to observe that an increase in turbine load shifts the whole expansion process closer to the saturation line. Such occurrence resulted with a fact that steam at the LPC outlet has higher content of water droplets as turbine load increases.

![Figure 3. Steam expansion process in Mollier $h-s$ diagram for three observed turbine loads.](image)

5.2. Exergy Analysis by MLP Neural Network Application

The inputs (operating points) in Table 4 have been selected based on the physical relation to each output and part (HPC, LPC and WT) that was modeled. Performing the modeling of all possible combinations of input parameters (operating points) for each desired output would significantly increase the computational complexity. It should also be noted that each operating point consists of measurements for steam temperature, pressure and mass flow rate. In addition to the steam
temperature, pressure and mass flow rate in each of the listed points, each input set also includes
the ambient temperature and pressure, with the first combination in all cases only including those
two values.

Table 4. Operating points used for regression models for each set of outputs. For each operating point,
trained models use steam mass flow rate, temperature and pressure—in addition to ambient pressure
and temperature.

| Operating Points Combination | HPC * (Outputs: $\dot{E}_{\text{DES,HPC}}, \eta_{\text{EX,HPC}}$) | LPC * (Outputs: $\dot{E}_{\text{DES,LPC}}, \eta_{\text{EX,LPC}}$) | WT * (Outputs: $\dot{E}_{\text{DES,WT}}, \eta_{\text{EX,WT}}$) |
|-----------------------------|--------------------------------------------------|--------------------------------------------------|--------------------------------------------------|
| 1                           | -                                                 | -                                                 | -                                                 |
| 2                           | 1,2,3,4,5,6,7                                     | 1,2,3,4,5,6,7                                     | 1,2,3,4,5,6,7                                     |
| 3                           | 1,2,3,4,5                                        | 3,4,5,6,7                                         | 1,2,3,5                                          |
| 4                           | 1,2,3                                             | 4,6,7                                             | 2,6,7                                             |
| 5                           | 1,2                                               | 5,6,7                                             | 1,2,3                                             |
| 6                           | 1,3                                               | 6,7                                               | 5,6,7                                             |
| 7                           | 2,3                                               | 5,6                                               | 4,6,7                                             |
| 8                           | 3,4                                               | 4,6                                               | 3,6,7                                             |
| 9                           | 1,4                                               | 5,7                                               | 1,2,3,4,5                                        |
| 10                          | 2,4                                               | 4,7                                               | 2,4,6,7                                           |
| 11                          | -                                                 | -                                                 | 1,3,7                                             |
| 12                          | -                                                 | -                                                 | 1,4,7                                             |
| 13                          | -                                                 | -                                                 | 1,5,7                                             |
| 14                          | -                                                 | -                                                 | 2,4,6                                             |
| 15                          | -                                                 | -                                                 | 2,6,7                                             |
| 16                          | -                                                 | -                                                 | 1,3,5,7                                           |
| Count                       | 10                                                | 10                                                | 16                                                |

* Operating point numeration refers to Figure 1.

Exergy analysis of the observed steam turbine and both its cylinders by using the MLP neural
network is performed as follows:

1. By using all collected data, developed mechanical power, exergy destruction and exergy efficiency
   of each cylinder are calculated as well as the whole turbine at each of the 24 loads with the
   conventional exergy analysis.

2. Results obtained by conventional exergy analysis are then used for MLP training and testing.

3. MLP is trained for every hyperparameter combination given in Table 5, which results in a total of
   442,368 models when the aforementioned cross-validation process is applied.

4. The results of 442,368 models are compared across 72 input/output parameter combinations,
   given in Table 5, in order to determine the best possible model architecture for each of the
   aforementioned combinations.
Table 5. Possible values of hyperparameters used in grid search, with the number of the possible hyperparameter values being given in the column titled Total Count.

| Hyperparameter       | Possible Hyperparameter Values | Total Count |
|----------------------|--------------------------------|-------------|
| Hidden Layer Sizes   | (84,84,84,84)                  | 16          |
|                      | (84,84,84)                     |             |
|                      | (84,84)                        |             |
|                      | (84)                           |             |
|                      | (42,42,42,42)                  |             |
|                      | (42,42,42)                     |             |
|                      | (42,42)                        |             |
|                      | (21,21,21,21)                  |             |
|                      | (21,21,21)                     |             |
|                      | (21,21)                        |             |
|                      | (84,42,42,21)                  |             |
|                      | (42,21,21)                     |             |
|                      | (84,42,21)                     |             |
|                      | (42,21)                        |             |
| Activation Function  | ‘relu’                         | 4           |
|                      | ‘identity’                     |             |
|                      | ‘logistic’                     |             |
|                      | ‘tanh’                         |             |
| Solver               | ‘adam’                         | 2           |
|                      | ‘lbfgs’                        |             |
| Learning Rate Type   | ‘constant’                     | 3           |
|                      | ‘adaptive’                     |             |
|                      | ‘inverse scaling’              |             |
| Initial Learning Rate Value | 0.5                              | 4           |
|                      | 0.1                             |             |
|                      | 0.01                            |             |
|                      | 0.00001                         |             |
| L2 Regularization parameter | 0.1                              | 4           |
|                      | 0.01                            |             |
|                      | 0.001                           |             |
|                      | 0.0001                          |             |

The results achieved with each trained MLP model are evaluated using the MAE and $R^2$ metrics described in previous section. This allows the determination of the best models achieved by the MLP method. This also allows the comparison between various operating points in order to determine the best possible measurement combination, or in other words, such a combination which will allow us to obtain the output value with as few operating points, under the condition that the metrics are satisfactory.

Steam operating parameters range (minimum–maximum) in each operating point of the observed main steam turbine (Figure 1) for all 24 measured turbine loads are presented in Table 6. From this table, it can be seen that steam temperature and pressure at the HPC inlet (operating point 1) did not deviate significantly for the variety of turbine loads. This fact shows that both parallel operating steam generators delivers to the HPC steam with the highest temperature and pressure (specified by steam generators manufacturer) in the whole range of main turbine loads. Steam at the LPC outlet (operating point 7) can have high temperature at low turbine loads (which can reach up to 100 °C, Table 6).
Table 6. Steam operating parameters range (min–max) in each operating point for all 24 measured turbine loads.

| Operating Point * | Temperature (°C) | Pressure (MPa) | Mass Flow Rate (kg/h) |
|-------------------|------------------|----------------|-----------------------|
| 1                 | 485–513          | 5.795–6.2      | 3835–96,789           |
| 2                 | 283–365          | 0.08–1.565     | 0–3398                |
| 3                 | 229–279          | 0.048–0.593    | 3835–93,521           |
| 4                 | 229–279          | 0.048–0.593    | 0–13,202              |
| 5                 | 229–279          | 0.048–0.593    | 3835–80,319           |
| 6                 | 121–169          | 0.009–0.121    | 0–4772                |
| 7                 | 28.616–100.02    | 0.00392–0.00561| 3835–75,547           |

* Operating point numeration refers to Figure 1.

Figures 4 and 5 present the ranges of input parameters used in MLP training. Figure 4 shows the values of parameters used as inputs, with subfigure (a) showing the ranges of temperature, (b) the ranges of pressure and (c) the ranges of mass flow rate. The range of values is shown for each operating point, as indicated on the labels, along with the environment value range for temperature and pressure.
Figure 4. The ranges of measured values used as inputs into the MLP for (a) temperature, (b) pressure and (c) mass flow rate in each operating point, along with the environmental values for temperature and pressure (labeled as Env.).

Figure 5. The range of measured values used as outputs into the MLP for (a) exergy efficiency and (b) exergy loss measured for HPC, LPC and WT.
Figure 5 shows the range of output values, with subfigure (a) demonstrating the range of exergy efficiency values, while the subfigure (b) shows the exergy loss (exergy destruction) at each measurement point (HPC, LPC and WT).

It should be stated that exergy efficiency and exergy loss (exergy destruction) range starts from zero for the whole observed turbine and each of its cylinders. The reason of such occurrence is the first observed turbine load (of 24 overall loads). The first observed load is actually the heating of turbine (before start). In that load, the turbine and its cylinders did not produce useful power, so the exergy efficiencies and losses are equal to zero (losses are so small that it can be neglected).

5.3. Measuring Equipment

Measurements of steam temperature, pressure and mass flow rate in each operating point from Figure 1 are performed with a standard measuring equipment, calibrated and already mounted inside the power plant. That measuring equipment is used for the main steam turbine process control and regulation during exploitation. The list of used measuring equipment is presented in Table 7, while the detail specification of each measuring device can be found on the manufacturer website (provided in the list of references). Details related to measurement equipment accuracy and range of operation can be found in the Appendix A at the paper end. The measurement error did not have a significant influence on the obtained exergy analysis results.

| Operating Point * | Temperature (Immersion Probes) [116] | Pressure (Pressure Transmitters) [117] | Mass Flow Rate (Differential Pressure Transmitters) [118] |
|-------------------|-------------------------------------|--------------------------------------|--------------------------------------------------------|
| 1                 | Greisinger GTF 601-Pt100            | Yamatake JTG960A                     | Yamatake JTD960A                                       |
| 2                 |                                     |                                      |                                                        |
| 3                 |                                     |                                      |                                                        |
| 4                 | Greisinger GTF 401-Pt100            | Yamatake JTG940A                     | Yamatake JTD930A                                       |
| 5                 |                                     |                                      |                                                        |
| 6                 |                                     |                                      |                                                        |
| 7                 |                                     |                                      |                                                        |

* Operating point numeration refers to Figure 1.

6. Results and Discussion

This section will present the results obtained first by the conventional exergy analysis, followed by the results obtained by the application of described AI methodology.

6.1. The Results of the Conventional Exergy Analysis

In the conventional exergy analysis of any steam turbine, from measured steam operating parameters firstly should be calculated produced mechanical power. For the case of this particular marine steam turbine, produced mechanical power is calculated not only for the whole turbine, but also for both turbine cylinders (HPC and LPC), see Figure 6. An increase in turbine load is followed by the increase in developed mechanical power of the whole turbine. However, from Figure 6, the share of each turbine cylinder in the cumulative developed mechanical power is interesting and important to observe. At low load, the dominant mechanical power producer is HPC. An increase in turbine load results in a change in cylinder developed mechanical power share—at middle load the dominant mechanical power producer is LPC. At the highest measured loads, the share of both turbine cylinders in cumulative developed mechanical power is approximately the same; therefore, at the highest loads each cylinder develops approximately 50% of cumulative power. The same general conclusion about
this type of marine steam turbines related to cylinder share in cumulative developed mechanical power at various loads can be found in the literature [66].

![Figure 6. Mechanical power developed by the main turbine and each of its cylinders at three observed loads.](image)

For three observed turbine loads in the conventional exergy analysis, developed mechanical power of HPC and LPC increases from 1189 kW and 878 kW at low load, to 6645 kW and 8004 kW at middle load and finally to 12,237 kW and 12,246 kW at high turbine load, respectively (Figure 6). It should be noted that developed mechanical power at each load presented in Figure 6 and calculated in each of 24 turbine loads is mechanical power calculated according to measured steam operating parameters and real (polytropic) steam expansion process throughout each cylinder. According to Figure 1, the mechanical power used for propulsion propellers drive in each turbine load is lower than the mechanical power calculated and presented in this analysis. The reason of such a difference is, as mentioned earlier, neglecting mechanical and other losses in the bearings, shafts and main gearbox.

Conventional exergy analysis at three observed turbine loads results with exergy destruction (exergy loss) and exergy efficiency of the whole main steam turbine and both of its cylinders, Figure 7. Comparison of Figures 6 and 7 shows that the developed mechanical power and exergy destruction of each cylinder and the whole turbine are directly proportional—higher developed mechanical power results in higher exergy destruction and vice versa. It is interesting to note that at a high load (83.22% of maximum power), regardless of the low difference between HPC and LPC developed mechanical power, LPC exergy destruction is significantly higher in comparison to HPC. Exergy destruction of the whole turbine increases during the load increase (proportional to developed mechanical power)—from 1380.09 kW at the low load, to 4437.86 kW at the middle load and finally to 5814.43 kW at the high load.
Exergy efficiency results at three observed turbine loads in conventional exergy analysis show that an increase in turbine load increases the exergy efficiency of the whole turbine and each of its cylinders. The only deviation from this statement can be seen for the LPC, of which exergy efficiency slowly decreases from middle to high load (from 77.73% to 77.56%). Such a trend for LPC cannot be taken as relevant because the difference in exergy efficiency between middle and high load is so small that it can be the result of measurement equipment accuracy. By observing turbine cylinders, for low and high load a reverse proportionality between exergy destruction and exergy efficiency is valid—higher cylinder exergy destruction results in lower exergy efficiency. The mentioned reverse proportionality is not valid for the middle turbine load, where LPC, which has higher exergy destruction than HPC, also has higher exergy efficiency. An increase in the whole turbine load results in a simultaneous increase in its exergy efficiency—from 59.96% at a low load, followed by 76.76% at a middle load, to 80.80% at a high load (Figure 7).

In conclusion to previously described observations can be stated that the main marine steam turbine operation should be maintained at a high load where the whole turbine develops high mechanical power and has the highest exergy efficiency. Simultaneously, at a high load it should be taken into consideration that the whole turbine exergy destruction will be the highest, in comparison to lower loads. At a high load, both turbine cylinders will almost equally participate in cumulative developed mechanical power, but the exergy efficiency of HPC will be higher and its exergy destruction will be lower in comparison to LPC.

6.2. Exergy Analysis Results by MLP Neural Network Application

The results of MLP analysis are presented below. In order, the results for HPC, LPC and WT exergy destruction and efficiency are given. The graphs present the best results achieved using MLP per each given input combination, for each of the separate goals. In addition to MAE, Mean Relative Error (MRE) is used for presentation in order to demonstrate the error as a percentage of the range of the measured output. The results are not given for the case in which no input operating points have been used, using only ambient pressure and temperature, as the models for all possible hyperparameter combinations in all possible cases have failed to converge to a solution and as such have not provided any viable or meaningful results. The failure to converge in such a case suggests that such a regression, using only the ambient values, is insufficient for the desired outputs due to low or non-existent correlation between the ambient values and the desired outputs.

As for the acceptable error range, any MRE value that is smaller than 2% of the output range for a given output is considered to be acceptable, as this is precise enough estimation for the practical purposes in determining the exergy destruction and efficiency of a turbine in the marine environment. In the same manner, any $R^2$ value that is higher than 0.95 is considered within the acceptable range.
This means that all models obtained with a certain input combination that have achieved an $R^2$ value higher than 0.95 and an MRE lower than 2% are to be considered when the final model selection is performed.

For all figures in this subsection, numbers or ranges written on the abscissa (combination of input parameters) are related to operating points presented in Figure 1.

MAE and MRE scores in the case of HPC exergy destruction (exergy loss) estimation display low errors across all inputs ($MRE < 2\%$), but there are some outliers. Namely, input combinations lacking the operating point 2 (3,4; 1,4; 1,3) display the highest error, suggesting that operating point 2 is necessary to achieve a low model error in this case. This is shown in Figure 8.

![Figure 8. MAE and MRE values for HPC exergy destruction (exergy loss).](image)

Figure 8 shows the $R^2$ scores achieved being high across all input combinations, with all of them achieving scores in excess of 0.99. These suggest that all the input combinations may be used for modeling, since all models track the outputs well, as long as a higher error of some models does not present an issue. Still, it is evident that those combinations of operating points which do not include the operating point 2 achieve a lower $R^2$ score, which corresponds with the larger errors provided by those models. This further shows the importance of the operating point 2 in the modeling of HPC exergy loss—if higher precision than the one sought in this document is needed.

![Figure 9. $R^2$ values for HPC exergy destruction (exergy loss).](image)

While observing the MAE and MRE for HPC exergy efficiency estimation, given in Figure 10, it can be seen that all the input combinations achieve very low errors, namely below 1%. Interestingly, operating point 2, which seemed to have a large benefit, does not have as much
importance. It seems that this role is replaced by the operating points 3 and 4 used in all combinations that achieve lower errors. As with the previous models, all the models here achieve MAE scores low enough to be considered for use.

Figure 10. MAE and MRE values for HPC exergy efficiency.

Figure 11 shows that $R^2$ scores achieved for HPC exergy efficiency models are high, except in the case of input combination 1,2. Due to this combination being the only one which does not include operating points 3 or 4, it suggests the importance of these inputs in HPC exergy efficiency model as the previous graph. In line with the MAE scores, the $R^2$ scores achieved are high enough ($R^2 > 0.95$) to be considered usable in modeling HPC exergy efficiency.

Figure 11. $R^2$ values for HPC exergy efficiency.

While all the input combinations provide satisfactory metric values in terms of MRE ($MRE < 2\%$) for HPC exergy destruction and exergy efficiency estimators, it can be seen that there are some that do not achieve as high an $R^2$ value for exergy efficiency estimation ($R^2 > 0.99$). Namely, only input combinations which achieve $R^2$ scores 0.99 or higher are 1–7; 1,3 and 1,4. It can also be seen that $R^2$ scores of those operating point combinations which achieve a higher error are lower, which is to be expected.

By observing all the achieved scores for the output models of HPC it can be shown that the best scores are achieved, for both exergy efficiency and exergy destruction, when the input operating point combinations used are 1,4; 2,4; 2,3 and 1–7. These operating point combinations are obtained by considering both errors and $R^2$ value scores for both exergy efficiency and exergy loss, and while
they may not present the best possible model for an individual output, a high enough performance is evidenced in both observed output cases for HPC.

Figure 12 demonstrates the best $\text{MAE}$ and $\text{MRE}$ achieved by the MLP for each input combination in the case of exergy destruction estimation for LPC. It can be seen that the best results are achieved when all the inputs are used (1–7), with comparable results being achieved for all the input combinations, which include operating points 5, 6 and 7. Still, all the operating point combinations provide a satisfactory error below 1.5%, signifying that they may all be used in modeling the LPC exergy loss.

![Figure 12. MAE and MRE values for LPC exergy destruction (exergy loss).](image)

While observing the $R^2$ scores for LPC exergy destruction estimation presented in Figure 13, it can be seen that all input combinations achieve relatively high $R^2$ scores ($R^2 > 0.95$), meaning that all the models may be used in the LPC exergy destruction modeling. It should be noted that the input combination 5–7, despite a relatively low $\text{MAE}$ in comparison to other results, has the lowest $R^2$ score. This points to the fact that, despite achieving a low error, this input combination does not explain all the variations in the test data. It can be concluded that this is due to the lack of information being contained within this input combination. Through comparison with the input combination of operating points 5 and 7, which has achieved a higher score, it can be concluded that the inclusion of operating point 6 as an input is actually detrimental to the model, lowering instead of increasing performance.

![Figure 13. $R^2$ values for LPC exergy destruction (exergy loss).](image)

For the model of LPC exergy efficiency, as in the previous case the best results are achieved when all inputs are used together (case 1–7), with comparable results being achieved for input combination 3–7. Despite this, all input combinations have achieved a low error ($\text{MRE} < 1\%$), with the highest error
occurring when input combination 6,7 is used. Interestingly, the input combination 5–7 shows a lower error than combination 5,7, meaning that the inclusion of operating point 6 is beneficial in this case, but the use of the measurements in operating point 5 is largely beneficial to it. Because of this, we can conclude that the combination of values in operating points 5 and 6 is important to achieve extremely low scores in the LPC exergy efficiency modeling. However, as with the previous models, all the error values are low enough to conclude that all models may be used. These results are shown in Figure 14.

![Figure 14. MAE and MRE values for LPC exergy efficiency.](image1.png)

As for the $R^2$ scores of the model for LPC exergy efficiency in Figure 15, it can be seen that the lowest score is achieved by the input combination 6,7, which has the highest error (as can be seen in Figure 14). Still, this combination, and all others, provide a quality enough model of LPC exergy efficiency. This points to the lack of information necessary for a higher quality model when these inputs are used. Higher quality models being achieved in all other cases, which points to the fact that LPC exergy efficiency models require the use of operating point 4 or 5, in order to achieve higher regression quality, and the scores achieved show that operating points 5 and 6—when used in unison—provide enough information for MLP to successfully converge to a high-quality solution.

![Figure 15. $R^2$ values for LPC exergy efficiency.](image2.png)

When observing the LPC exergy destruction and exergy efficiency estimation outputs (Figures 12–15), it can be seen that the best results are achieved when all the inputs are used, but satisfactory results are achieved for all input combinations with $R^2$ values in excess 0.97, and MRE below 1.5%. Observing all the scores points towards the fact that the best results for the LPC outputs,
including both exergy destruction and exergy efficiency, are obtained when points used are 1–7; 5–7; 4,6,7 and 4,7.

Figure 16 demonstrates MAE and MRE values obtained by the models for WT exergy loss estimation. It can be seen that all the error values are extremely low. The only input combination which exceeds the error of 1% is the combination of operating points 1–3,5, which achieves an error below 1.2%. However, such an error is still within the acceptable error range, meaning that all the models of WT exergy loss achieve satisfactory performance in regards to the MAE.

Figure 16. MAE and MRE values for WT exergy destruction (exergy loss).

Figure 17 demonstrates the $R^2$ scores achieved by the WT exergy loss estimation fall in line with the MAE and MRE results achieved, with all the inputs achieving $R^2$ scores in excess of 0.985; meaning all are high enough to be considered for modeling. The lowest score is achieved by the input combination 1–3,5 which, with the value of 0.99, is still inside the acceptable range.

Figure 17. $R^2$ values for WT exergy destruction (exergy loss).

Observing both scores for WT exergy loss, it can be concluded that all models achieve similar high performance, with the exclusion of operating points 1,5,7 and 1–3,5, which achieve comparatively poorer scores. Still, all the model’s scores fall well within the satisfactory ranges, indicating that it is possible to use them for the given task.

Through observing Figure 18, MAE and MRE of the WT exergy efficiency estimation can be seen. The output combination 1–5 achieves the lowest results, which is, interestingly, higher than the input combinations of 1–3,5 and 1,3,5,7, which do not include the operating point 4. This signifies that
operating point 4 may be detrimental in this particular case, but not so much that its inclusion should be avoided, considering the error introduced by it is at its maximum below 0.3%. Due to all MRE values being below 0.5, this should not have a large influence on model selection.

Figure 18. MAE and MRE values for WT exergy efficiency.

Figure 19 shows the $R^2$ values achieved by the models for WT exergy efficiency estimation. The figure shows that the $R^2$ scores achieved mostly fall into line with the MAE achieved, with those models that show a higher error, also showing a lower $R^2$ score, but with less drastic differences. It can be seen that all the scores are in the excess of 0.99, which confirms that all the models are of high quality and that models with all the input combinations may be used during the model selection.

Figure 19. $R^2$ values for WT exergy efficiency.

In the case of the output analysis of the whole turbine, it can be seen that error values are extremely low, except for the model of exergy destruction when the input combination of operating points 1–3, 5 is used. When the input of 1–3, 5 operating points is used, the $R^2$ value drops below 0.99 and MRE grows above 1%. While these values are still within the limits of satisfactory results it can be concluded that they present the worst input combination in term of WT exergy destruction modeling, but may still be used if necessary. The best results achieved for both WT exergy destruction and efficiency are obtained when the following input parameters are used: 1–7; 1,4,7; 5–7; 2,4,6.

Considering that all the used operating point combinations achieve MAE of below 2% for the output value range and $R^2$ score higher than 0.95, all may be used for modeling the required outputs. For example, if a situation is observed in which the measuring equipment may already exist at the given
points and installing it in different ones may pose a difficulty, using a model with slightly poorer scores (but still within the satisfactory range) can be a good choice. All the input operating point combinations which achieve quality models show the importance of including domain experts in the artificial intelligence-based research. In the presented research, this allowed for lowering the number of input combinations that were tested and consequentially for a lower computational complexity—while still generating useable models.

By observing the presented graphs, the best input combination can be determined. This can be done by cross referencing the best scores achieved in order to find the combination of inputs that provides the best scores. For example, while the best scores across all the observed cases are obtained when input combinations 1–7 are used, this does not lower the amount of operating points needed. Due to all of the output metrics falling well within the satisfactory error range, the selection can concentrate on finding such a combination of input operating points, which allows for an as low as possible number of operating points. If the goal is to achieve satisfactory measurements with as few operating points as possible, then it can be concluded that this combination is 1, 4 and 7—or namely by utilizing operating points 1 and 4 for HPC, 4 and 7 for LPC and 1,4,7 for WT. The respective values achieved for each cylinder and the whole turbine are given in the graphs below.

Selected operating points (1, 4 and 7) reduce the number of the required measurements for more than half (from 21 to 9 overall measurements of the steam mass flow rate, temperature and pressure). Selected operating points are the most dominant operating points related to the marine steam turbine operation because steam operating parameters at the turbine inlet and outlet also gives information about steam generators and main steam condenser operation. Additionally, knowing steam operating parameters in only one extraction, mounted between turbine cylinders, will be satisfactory for MLP estimation of turbine exergy analysis parameters. Therefore, MLP application can be very beneficial for reducing the costs of measurement and regulation equipment. The same idea, applied to the main marine steam turbine and its cylinders in this paper, can be applied to the whole marine steam propulsion plant.

Figure 20 demonstrates MAE and MRE of the selected input combinations. All the selected models achieve the errors of below 1.5%, with the models for HPC and LPC exergy destruction estimation achieving MRE of 1.2%, and the WT exergy destruction model achieving the MRE of 0.6%.

![Figure 20. MAE and MRE values of the selected input combination (1,4,7) for exergy destruction (exergy loss).](image)

$R^2$ scores for exergy loss of the whole turbine and each cylinder, presented in Figure 21, show that the models for HPC and WT achieve high fidelity with $R^2$ scores in excess of 0.99. The lowest $R^2$
score is achieved by the LPC model which reach the $R^2$ score of 0.97. While lower than some scores, when coupled with the low error seen in Figure 20, it can be concluded that this model is satisfactory. The importance of using multiple metrics when evaluating the artificial intelligence-based models is shown here, as models with a high $R^2$ value may achieve a critically low error or vice-versa. Similarly, a model that may seem to achieve a relatively poor score when a single metric is used may show good performance when evaluated with other metrics, leading to the conclusion that such a model is still usable (providing all the metrics are within the satisfactory ranges).

Figure 21. $R^2$ values of the selected input combination (1,4,7) for exergy destruction (exergy loss).

By observing Figure 22, MAE and MRE values of selected models for exergy efficiency can be seen. As shown, all the models achieve a low error (below 1%), with the error for the HPC exergy efficiency model being less than 0.5% and WT exergy efficiency model showing the error of below 0.3%. The highest error is achieved for the LPC exergy efficiency model, which achieves an error of 0.8%, what is well within the satisfactory error range.

Figure 22. MAE and MRE values of the selected input combination (1,4,7) for exergy efficiency.

Finally, Figure 23 demonstrates the $R^2$ scores for the exergy efficiency estimation. With all the scores being in excess of 0.99, it can be concluded that all the selected models for exergy efficiency
estimation of LPC, HPC and WT achieve satisfactory results. All the results are relatively close, with the lowest being the result for the HPC exergy efficiency model, achieving a score just slightly lower than 0.99.

While individually the input parameters may not have the best scores achieved, they all achieve relatively high scores. Considering that errors of models are below 1.5% when these input combinations are used, this is satisfactory for the measurement needs, especially since only three operating points are used. The hyperparameter values and numerical values of metrics for exergy destruction achieved are given in Table 8, and the values for the hyperparameters used in the best models are presented in Table 9. In the same way, values are given for exergy efficiency in Tables 10 and 11.

Table 8. Metrics achieved by selected operating points, for modeling of exergy destruction.

| Operating Point | $R^2$          | $\pm$- | MAE           | $\pm$- |
|-----------------|----------------|-------|---------------|-------|
| 1,4 (HPC)       | 0.9914541639   | 0.02378781401 | 51.27713297   | 36.21271356 |
| 4,7 (LPC)       | 0.9712139368   | 0.09161658705 | 36.22307872   | 50.75836187 |
| 1,4,7 (WT)      | 0.9992643028   | 0.00172978046 | 20.44955009   | 12.32598431 |

Table 9. Hyperparameters used for best solutions achieved in selected operating points, for modeling of exergy destruction.

| Operating Point | 1,4 (HPC) | 4,7 (LPC) | 1,4,7 (WT) |
|-----------------|-----------|-----------|-----------|
| Activation Function | ReLU | ReLU | ReLU |
| L2 Regularization | 0.001 | 0.01 | 0.1 |
| Hidden Layer Sizes | (84) | (84, 84, 84) | (84, 84, 84) |
| Learning Rate Type | Adaptive | Constant | Adaptive |
| Initial learning rate | 0.1 | 0.01 | 1e-05 |
| Solver | LBFGS | LBFGS | LBFGS |

Table 10. Metrics achieved by selected operating points, for modeling of exergy efficiency.

| Operating Point | $R^2$          | $\pm$- | MAE           | $\pm$- |
|-----------------|----------------|-------|---------------|-------|
| 1,4 (HPC)       | 0.9894154031   | 0.03141286439 | 0.3393632265 | 0.3058120431 |
| 4,7 (LPC)       | 0.99061770758  | 0.02055184947 | 0.6985228666 | 1.1429986910 |
| 1,4,7 (WT)      | 0.9951798924   | 0.01330619104 | 1.6066829045 | 0.0133061910 |
Table 11. Hyperparameters used for best solutions achieved in selected operating points, for modeling of exergy efficiency.

| Operating Point | 1,4 (HPC) | 4,7 (LPC) | 1,4,7 (WT) |
|----------------|-----------|-----------|------------|
| Activation Function | ReLU | ReLU | ReLU |
| L2 Regularization | 0.1 | 0.1 | 0.1 |
| Hidden Layer Sizes | (84,42,21) | (84,84,84) | (84,84,84,84) |
| Learning Rate Type | Constant | Constant | Adaptive |
| Initial learning rate | 0.1 | 0.01 | 1e-5 |
| solver | LBFGS | LBFGS | LBFGS |

Table 8 demonstrates the scores achieved for the exergy destruction with the selected input operating point combinations. It can be seen that the HPC and WT outputs modeled with operating points 1,4 and 1,4,7, respectively, achieve $R^2$ scores in excess of 0.99, while the model for the LPC output, modeled with operating points 4,7, achieves a lower, but still satisfactory, $R^2$ score of 0.97. Maximal error ranges achieved during the cross-validation have also been provided next to the average of all 10 validation scores for both $R^2$ and MAE.

Table 9 provides the hyperparameters used to obtain models that have provided the solutions within the Table 8. The values of hyperparameters presented within Table 9 are a subset of hyperparameters provided within Table 5. Only the hyperparameters which have been used to obtain the best selected models are presented for brevity. It can be seen that a relatively large network, of 4 layers with 84 neurons each, has been used in the case of LPC and WT exergy destruction models, while the HPC exergy destruction model utilized a significantly smaller network—consisting of a single layer with 84 neurons. All the best models for exergy destruction used LBFGS solver and ReLU activation function.

Table 10 presents the scores for the exergy efficiency models, providing $R^2$ and MAE scores for LPC, HPC and WT models (input combinations being 1,4, 4,7 and 1,4,7 respectively). The table demonstrates that the $R^2$ scores achieved are in excess of 0.99 for LPC and WT exergy efficiency models, while the HPC model achieved the average $R^2$ score of 0.989 after the cross-validation process. MAE scores demonstrate an error of less than 1% of exergy efficiency for HPC and LPC models. MAE score grows to 1.6% for WT exergy efficiency, but the error is still within the previously stated satisfactory error range. As was the case in Table 8, the maximal error ranges obtained during the cross-validation are provided next to the obtained average $R^2$ and MAE scores in Table 10.

Hyperparameters used to obtain the solutions in the case of exergy efficiency are given in Table 11. As in Table 9, it can be seen that ReLU activation function and LBFGS solver have been used in all cases. Interestingly, the initial learning rates for each individual input operating point combination are the same as they were for exergy destruction models, indicating a similarity between the two regression problems. By observing the hidden layer size hyperparameter, it can be seen that the model for HPC exergy efficiency also required a lower number of neurons in comparison to the LPC and WT exergy efficiency models, as it did in the models of exergy destruction. Still, the number of neurons for HPC exergy efficiency model is much closer to the LPC and WT exergy efficiency models than it was the case for exergy destruction, indicating closer complexity in the problems.

From the hyperparameter tables (Tables 9 and 11), it can be seen that all solutions tended towards the larger number of hidden neurons. This, coupled with a high initial learning rate which was kept either constant or adaptive, signifies a hard to model problem [84]. It can also be seen that some models, namely those pertaining to the HPC exergy destruction and exergy efficiency, used smaller networks. The hidden layer sizes were (84) and (84, 42, 21) for exergy destruction and exergy efficiency, compared to the hidden layer sizes for other models, (84, 84, 84) and (84, 84, 84, 84), which are significantly higher. This may indicate that the HPC models were simpler to regress [84,93]. Still, it should be noted that the hidden layer values have tended towards the upper range of the possible hyperparameter values, indicating a relatively complex regression problem.
The regularization hyperparameter value is also the highest possible across all models, indicating that some of the inputs used initially had a larger influence on the output, which required lowering in order to achieve a precise model. It should be noted that this may not indicate an operating point by itself as an input, but one of the values (steam temperature, pressure or mass flow rate) that were measured in it. Additionally, it can be seen that across all models, regularization is kept high, the preferred solver is LBFGS and the activation function is ReLU in all cases. While these hyperparameters do not provide additional information about the problem complexity, they can be utilized in further research in order to lower the number of combinations in the GS algorithm and allow for faster training times.

7. Conclusions

From the presented results it can be concluded that the calculation of exergy destruction and exergy efficiency of a marine steam turbine and its cylinders can be performed using artificial intelligence methods, namely MLP. Through the analysis of the results it can be seen that, while the best results are still achieved when using all the operating points, good results can be achieved using only a subset with negligible loss in accuracy and precision when MLP is used for modeling.

By observing the hyperparameter values which defined the model architecture of the selected models it can be concluded that the best solutions used relatively complex architectures, pointing towards a high complexity of this problem. While it is possible that even more precise solutions could be found using even more complex architectures, as the results provided are within the satisfactory error range, a further increase of computational complexity is needless.

Furthermore, by selecting a subset of the inputs which achieves relatively high results in all six output measurements (exergy destruction and exergy efficiency for LPC, HPC and WT) it can be concluded that, through the application of an MLP model, the number of operating points which can be used to determine the outputs can be lowered. This means that the costs of measuring equipment can be significantly lowered when this method is utilized. This is especially apparent in the selected case of operating points used being 1, 4 and 7 considering that measuring points 1 and 7 are already equipped through the subsequent and prior equipment in the maritime environment that the turbine is placed in. While the selected points do not provide the best results within the tested operating point input combinations, they provide good results across the entire range of modeled outputs and allow for the lowest amount of measuring equipment to be utilized. It may be possible to find an input combination that provides an even better fit for the presented problem. However, it should be noted that this could only be done by performing an extensive search of all possible operating point combinations as inputs, which would significantly raise the computational complexity, when the presented methodology is applied. The increase in computational complexity, in combination with the fact that models obtained by selecting a subset of input combinations provide a high quality solution, means that such an approach is unnecessary for the presented problem.

Further research will be performed in the following direction:

(1) To determine optimal turbine operating points for the measurement of steam temperature, pressure and mass flow rate. The goal will be to find three or four operating points of which the measurement results, along with MLP application, can be used for exergy analysis parameters prediction of the whole turbine and each cylinder at any load, with the lowest possible errors.

(2) Extensive measurements during a long time period will allow determining performance degradation coefficients for the whole analyzed turbine and each of its cylinders. Implementation of such coefficients inside MPL structure will allow accurate and precise predicting of turbine exergy analysis parameters for the entire period of its operation.

(3) Investigate if the same technique can be applied for other main marine steam turbines (especially for newer variants, which consist of three cylinders and steam reheating).
The final goal will be to reduce the number of measurements (and to reduce the number of measuring equipment) for new ships with steam propulsion. The main idea is to perform MLP neural network training and testing on the manufacturer’s test data at various loads along with the implementation of performance degradation coefficients inside the MLP structure. Such an approach will allow that onboard the ship, measurements of steam temperature, pressure and mass flow rate can be performed only in three or four optimal operating points (not in seven operating points as at the moment). By using the measurement results from a reduced number of operating points, the MLP neural network will be used for predicting the main steam turbine (and each cylinder) exergy destruction and exergy efficiency. In the end, the application of performance degradation coefficients will allow accurate and precise prediction of the whole turbine and its cylinders exergy analysis parameters for the entire steam power plant operation period.

If possible, the same idea presented in this paper for the main marine steam turbine and its cylinders will be applied to the entire marine steam propulsion plant.
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Appendix A Specification of Used Measuring Equipment

| Table A1. Temperature Measurements. |
|-------------------------------------|
| **→ Greisinger GTF 601-Pt100**      |
| Measuring range: −200 to +600 °C    |
| Response time: approximate 10 s     |
| Standard: 1/3 DIN class B           |
| Error ranges: ±(0.10 + 0.00167|Temp. in °C|) |

| **→ Greisinger GTF 401-Pt100**      |
| Measuring range: −50 to +400 °C     |
| Response time: approximate 10 s     |
| Standard: DIN class B               |
| Error ranges: ±(0.30 + 0.00500|Temp. in °C|) |
Table A2. Pressure Measurements.

| Pressure Device | Measuring Span | Setting Range | Working Pressure Range | Accuracy |
|-----------------|----------------|---------------|------------------------|----------|
| → Yamatake JTG960A | 0.7 to 14 MPa | −0.1 to 14 MPa | 2.0 kPa to 14 MPa | ±0.15% for $\psi \geq 2.1$ MPa $\pm \left(0.05 + 0.1 \times \frac{\psi}{2.1}\right)$% for $\psi < 2.1$ MPa |
| → Yamatake JTG940A | 35 to 3500 kPa | −100 to 3500 kPa | 2.0 kPa to 3500 kPa | ±0.1% for $\psi \geq 0.14$ MPa $\pm \left(0.025 + 0.75 \times \frac{0.14}{\psi}\right)$% for $\psi < 0.14$ MPa |

$\psi$ = upper and lower limit of the calibration range (for both pressure measuring devices).

Table A3. Mass Flow Rate Measurements.

| Pressure Device | Measuring Span | Setting Span | Working Pressure Range | Accuracy |
|-----------------|----------------|--------------|------------------------|----------|
| → Yamatake JTG960A | 0.25 to 14 MPa | −100 to 14 MPa | 2.0 kPa to 14 MPa | $\pm 0.15\%$ for $\psi \geq 3.5$ MPa $\pm \left(0.1 + 0.05 \times \frac{3.5}{\psi}\right)$% for $\psi < 3.5$ MPa |
| → Yamatake JTD920A | 0.75 to 100 kPa | −100 to 100 kPa | 2.0 kPa to 14 MPa | $\pm 0.1\%$ for $\psi \geq 5.0$ kPa $\pm \left(0.025 + 0.075 \times \frac{5.0}{\psi}\right)$% for $\psi < 5.0$ kPa |

$\psi$ = upper and lower limit of the calibration range (for all mass flow rate measuring devices).
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