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Abstract

The performance of existing coded caching schemes is sensitive to the worst channel quality, a problem which is exacerbated when communicating over fading channels. In this paper, we address this limitation in the following manner: in short-term, we allow transmissions to subsets of users with good channel quality, avoiding users with fades, while in long-term we ensure fairness among users. Our online scheme combines (i) the classical decentralized coded caching scheme [1] with (ii) joint scheduling and power control for the fading broadcast channel, as well as (iii) congestion control for ensuring the optimal long-term average performance. We prove that our online delivery scheme maximizes the alpha-fair utility among all schemes restricted to decentralized placement. By tuning the value of alpha, the proposed scheme can achieve different operating points on the average delivery rate region and tune performance according to an operator’s choice.

We demonstrate via simulations that our scheme outperforms two baseline schemes: (a) standard coded caching with multicast transmission, limited by the worst channel user yet exploiting the global caching gain; (b) opportunistic scheduling with unicast transmissions exploiting the fading diversity but limited to local caching gain.
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I. INTRODUCTION

A key challenge for the future wireless networks is the increasing video traffic demand, which reached 70% of total mobile IP traffic in 2015 [2]. Classical downlink systems cannot meet this demand since they have limited resource blocks, and therefore as the number $K$ of simultaneous video transfers increases, the per-video throughput vanishes as $1/K$. Recently it was shown that scalable per-video throughput can be achieved if the communications are synergistically designed with caching at the receivers. Indeed, the recent breakthrough of coded caching [3] has inspired a rethinking of wireless downlink. Different video sub-files are cached at the receivers, and video requests are served by coded multicasts. By careful selection of sub-file caching and exploitation of the wireless broadcast channel, the transmitted signal is simultaneously useful for decoding at users who requested different video files. This scheme has been theoretically proven to scale well, and therefore has the potential to resolve the challenge of downlink bottleneck for future networks. Nevertheless, several limitations hinder its applicability in practical systems [4]. In this work, we take a closer look to the limitations that arise from the fact that coded caching was originally designed for a symmetric error-free shared link.

If instead we consider a realistic wireless channel, we observe that coded caching faces a short-term limitation. Namely, its performance is limited by the user in the worst channel condition because the wireless multicast capacity is determined by the worst user [5] Chapter 7.2]. This is in stark contrast with standard downlink techniques such as opportunistic scheduling [6–8], which serve the user with the best instantaneous channel quality. Thus, a first challenge is to modify coded caching for exploitation of fading peaks, similar to the opportunistic scheduling.

In addition to the fast fading consideration, there is also a long-term limitation due to a network topology. Namely, the ill-positioned users, e.g. users at the cell edge, may experience long spells of poor channel quality throughout the video delivery. The classical coded caching scheme is designed to provide video files at equal data rates to all users, which leads to ill-positioned users consuming most of the air time and hence driving the overall system performance to low efficiency. In the literature of wireless scheduling without caches at receivers, this problem has been resolved by the use of fairness among user throughputs [7]. By allowing poorly located users to receive less throughput than others, precious air time is saved and the overall system performance is greatly increased. Since the sum throughput rate and equalitarian fairness are typically the two extreme objectives, past works have proposed the use of alpha-fairness [9] which allows to select the coefficient $\alpha$ and
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drive the system to any desirable tradeoff point in between of the two extremes. Previously, the alpha-fair objectives have been studied in the context of (i) multiple user activations [6], (ii) multiple antennas [10] and (iii) broadcast channels [11]. However, in the presence of caches at user terminals, the fairness problem is further complicated by the interplay between user scheduling and designing codewords for multiple users. In particular, we wish to shed light into the following questions: Which user requests shall we combine together to perform coded caching? How shall we schedule a set of users to achieve our fairness objective while adapting to time-varying channel quality?

To address these questions, we study the content delivery over a realistic block-fading broadcast channel, where the channel quality varies across users and time. Although the decisions of user scheduling and codeword design are inherently coupled, we design a scheme which decouples these two problems, while maintaining optimality through a specifically designed queueing structure. On the transmission side, we select the multicast user set dynamically depending on the instantaneous channel quality and user urgency captured by queue lengths. On the coding side, we adapt the codeword construction of [1] to the set of users chosen by the appropriate routing which depends also on the past transmission side decisions. Combining with an appropriate congestion controller, we show that this approach yields our alpha-fair objective under the restriction that the entire request sequences for each user are different. This restriction is done for technical reasons, however, and it may not be necessary if the caching scheme proposed in [12] is used.

More specifically, our approaches and contributions are summarized below:

1) We design a novel queueing structure which decouples the channel scheduling from the codeword construction. Although it is clear that the codeword construction needs to be adaptive to channel variation, our scheme ensures this through our backpressure that connects the user queues and the codeword queues. Hence, we are able to show that this decomposition is without loss of optimality (see Theorem 6).

2) We then provide an online policy consisting of (i) admission control of new files into the system; (ii) combination of files to perform coded caching; (iii) scheduling and power control of codeword transmissions to subset of users on the wireless channel. We prove that the long-term video delivery rate vector achieved by our scheme is a near optimal solution to the alpha-fair optimization problem under the restriction to policies that are based on the decentralized coded caching scheme [1]. That is, the optimality is within the set of policies that are restricted to use caching from [1] but are free to schedule transmissions, admit video files, and tune the power in any unrestricted way.

3) Through numerical examples, we demonstrate the superiority of our approach versus (a) standard coded caching with multicast transmission limited by the worst channel condition yet exploiting the global caching gain, (b) opportunistic scheduling with unicast transmissions exploiting only the local caching gain. This shows that our scheme not only is the best among online decentralized coded caching schemes, but moreover manages to exploit opportunistically the time-varying fading channels.

A. Related work

Since coded caching was first introduced in [3] and its potential was recognized by the community, substantial efforts have been devoted to quantify the gain in realistic scenarios, including decentralized placement [1], non-uniform popularities [13], [14], and more general network topologies (e.g. [15]–[17]). A number of recent works have studied coded caching by replacing the original perfect shared link with wireless channels [18]–[23]. In particular, the harmful effect of coded caching over wireless multicast channels has been highlighted recently [18], [19], [22], [24], while similar conclusions and some directions are given in [18], [19], [21], [24]. Although [24] consider the same channel model and address a similar question as in the current work, they differ in their objectives and approaches. [24] highlights the scheduling part and provides rigorous analysis on the long-term average per-user rate in the regime of large number of users. In the current work, a new queueing structure is proposed to deal jointly with admission control, routing, as well as scheduling for a finite number of users.

Furthermore, most of existing works have focused on offline caching where both cache placement and delivery phases are performed once without capturing the random and asynchronous nature of video traffic. The works [25], [26] addressed partly the online aspect by studying cache eviction strategies, the delivery delay, respectively. In this work, we will explore a different online aspect. Namely, we assume that the file requests from users arrive dynamically and the file delivery is performed continuously over time-varying fading broadcast channels. For the case of dynamic file requests, authors in [27] derived a MaxWeight type of rule over a pre-specified set of coding actions. The focus of that work is, however, on delivering all requested file demands and neither fairness nor time varying channels are considered.

Finally, online transmission scheduling over wireless channels has been extensively studied in the context of opportunistic scheduling [6] and network utility maximization [28]. Prior works emphasize two fundamental aspects: (a) the balancing of user rates according to fairness and efficiency considerations, and (b) the opportunistic exploitation of the time-varying fading channels. There have been some works that study scheduling policies over a queued-fading downlink channel; [29] gives a maxweight-type of policy and [30] provides a throughput optimal policy based on a fluid limit analysis. Our work is the first to our knowledge that studies coded caching in this setting. The new element in our study is the joint consideration of user scheduling with codeword construction for the coded caching delivery phase.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Overview of the System Model

We consider a time-slotted content delivery network where a server (or a base station) wishes to convey requested files to $K$ user terminals over a wireless channel. Each device has a cache where it can store parts of the files. In this following subsection, we provide an overview of our system model while the details of queuing structure, file combining and codeword generation, and transmissions over the wireless channel are presented in Sections II-B, II-C, and II-D respectively.

At the beginning of slot $t$, user $k$ makes requests for $A_k(t)$ files, chosen uniformly at random among the $N$ files of the catalog. The files are named as $W_1, \ldots, W_N$, and each file is $F$ bits long. The request sequence is i.i.d. in time. However, we begin the paper with the “infinite reservoir” assumption, which means the number of requested files at each slot is so large that it is not possible to deliver it to the user by the end of the time slot (technically that the mean request vector is outside the feasibility region, please refer to Section III.A for more details). Alternatively, it is equivalent to assuming that there are always enough files that can be sent to a user. This assumption is essentially the same as the standard “infinite backlog” model for network utility maximization problems (see e.g. [28, Section III], [31]). We will lift this assumption in Section V.

The wireless channel is modeled by a standard block-fading broadcast channel, such that the channel state remains constant over a slot and changes from one slot to another in an i.i.d. manner. Let $\phi_k$ the probability that the vector of the channel states of all users is $h$. Each slot is assumed to allow for $T_{\text{slot}}$ channel uses. The channel output of user $k$ in any channel use of slot $t$ is given by

$$y_k(t) = \sqrt{h_k(t)} x_k(t) + \nu_k(t),$$

where the channel input $x_k \in \mathbb{C}^{T_{\text{slot}}}$ is subject to the power constraint $\mathbb{E}[|x|^2] \leq P T_{\text{slot}}$; $\nu_k(t) \sim N_{\mathbb{C}}(0, I_{T_{\text{slot}}})$ are additive white Gaussian noises with covariance matrix identity of size $T_{\text{slot}}$, assumed independent of each other; $\{h_k(t) \in \mathbb{C}\}$ are channel fading coefficients independently distributed across time. At each slot $t$, the channel state $h(t) = (h_1(t), \ldots, h_K(t))$ is perfectly known to the base station while each user knows its own channel realization.

Each user $k$ is equipped with cache memory $Z_k$ of $MF$ bits, where $M \in \{0, 1, \ldots, N\}$. We restrict ourselves to decentralized cache placement $1$. More precisely, each user $k$ independently caches a subset of $\frac{FM}{N}$ bits of file $i$, chosen uniformly at random for $i = 1, \ldots, N$, under its memory constraint of $MF$ bits. For later use, we let $m = \frac{M}{N}$ denote the normalized memory size. By letting $W_{i|\emptyset}$ denote the sub-file of $W_i$ stored exclusively in the cache memories of the user set $\emptyset \subseteq \{1, 2, \ldots, K\}$, and $W_{i|\emptyset}$ denoting the sub-file of $W_i$ stored in none of the users (throughout the paper we will also use an alternative notation, denoting files with capital letters and $A_\emptyset$ the sub-file of file $A$ that is stored exclusively in all users of set $\emptyset$), the cache memory $Z_k$ of user $k$ after decentralized placement is given by

$$Z_k = \{W_{i|\emptyset}: \emptyset \subseteq \{1, \ldots, K\}, k \in \emptyset, \forall i = 1, \ldots, N\}. \quad (2)$$

As in most previous works, we make the assumption of large file size ($F \to \infty$), therefore the size of each sub-file (measured in bits) can be well approximated by the law of large numbers as

$$|W_{i|\emptyset}| = m^{|\emptyset|} (1 - m)^{K-|\emptyset|} F, \quad (3)$$

where $|.|$ denotes here the size of the subfile. Note that we will assume that this placement is performed once, before the beginning of the system’s operation and stays constant.1

Placing parts of a file to each user cache gives the opportunity to exploit the broadcast nature of the wireless medium in order to send useful information to multiple of users. For example, assume users 1, 2 have made requests for files $W_1, W_2$ and $W_3, W_4$, respectively, and these files are at queues waiting to be transmitted. One way to deliver those files would be to make single-user transmissions, and transmit, at each slot, to each user the missing parts of files they requested. Alternatively, we could combine the files for both users by combining, for example, files 1, 3 and 2, 4. In this case, we can deliver the files by performing single user transmissions for the codewords $\{W_{i|\emptyset}\}_{i=1,2,3,4}$ (the parts of the files no user has stored) and multicast transmissions to both user for the codewords $W_{1|\{2\}} \oplus W_{3|\{1\}}$ and $W_{2|\{1\}} \oplus W_{4|\{1\}}$, where $\oplus$ denotes the bit-wise XOR operation. The latter scheme needs to transmit fewer information bits over the channel and may be preferable if/when both users have simultaneously good channel conditions. As file requests arrive dynamically and the channel states change over time, we need to continuously decide how to send the backlogged files: Sometimes it may be worth combining files that are requested among a set of users into codewords, that is bit sequences that have to be delivered to appropriate subsets of that set of users. In addition, we should decide when to send, over the wireless channel, bits from codewords created from such combinations (and if yes, send codeword bits corresponding to which subset of users) according to the channel realization; it is beneficial to attempt multicast transmissions to groups of users that have simultaneously a good channel realization.

The subsection that follows this problem in a queuing framework, while subsequent subsections detail how files are combined and how transmissions are performed over the wireless channel.

1In practice caches would be populated at off-peak hours and stay constant during a large period of time, e.g. populated at night and stay constant during the day.
Fig. 1. An example of the queueing model for a system with 3 users. Dashed lines represent wireless transmissions, solid circles files to be combined and solid arrows codewords generated.

B. High Level System Operation and Queueing Structure

The system operates as follows at each time slot $t$: (1) A number of files are admitted for each user and admitted files wait in a queue for each different user to be processed. (2) The transmitter chooses subsets of admitted but unprocessed files to combine. In our context, combining files to a user subset $J \subseteq \{1, 2, \ldots, K\}$ means that a "codeword" of bits that have to be delivered via a multicast transmission will be generated for each user subset $I \subseteq J$. These codewords (the respective bits) are stored in queues, with one queue for each user subset, where queue for subset $I$ is served by a multicast transmission towards all users in set $J$. (3) Transmission of codewords is performed over the Gaussian channel in an opportunistic fashion in order to exploit channel realizations that are favorable for transmitting to user subsets.

This operation is illustrated in Fig. 1 for $K = 3$ users.

At each time slot $t$, the controller admits $a_k(t)$ files to be delivered to user $k$, and hence $a_k(t)$ is a control variable. We equip the base station with the following types of queues, as illustrated in Fig. 1:

1) **User queues** to store admitted files, one for each user. The buffer size of queue $k$ is denoted by $S_k(t)$ and expressed in number of files.

2) **Codeword queues** to store codewords to be multicast. There is one codeword queue for each user subset $I \subseteq \{1, \ldots, K\}$, thus we have $2^K - 1$ such queues. The size of codeword queue $I$ is denoted by $Q_I(t)$ and expressed in bits.

A queueing policy $\pi$ performs the following operations: (i) it decides how many files to admit into the user queues $S_k(t)$ using $a_k(t)$ variables, (ii) it combines files destined to different users to create multiple codewords. We denote by $\sigma_J$ the codeword routing variable that defines the number of files combinations among requested files by users in subset $J$. The files combinations are decided through the routing variable $\sigma_J$ for each user subset $J$. For example: deciding on $\sigma_{1,2}$ to be equal to 1, means that we combine one requested file by user 1 (from user queue $S_1$) with one requested file by user 2 (from user queue $S_2$) according to the coded caching scheme in [3] for 2 users. This will generate 3 different subfiles intended to: only user 1, only user 2 or simultaneously to users 1 and 2. If $\sigma_{1,2} = n > 1$, we repeat the previous operation $n$ times for different files. Depending on the destination, the created subfiles are stored in the corresponding codeword.
queue (as mentioned in the following operation). The size of the user queue $S_k$ evolves as:

$$S_k(t + 1) = \left[ S_k(t) - \sum_{\beta \in \beta} \sigma_\beta(t) \right]^+ + a_k(t)$$

(4)

If $\sigma_\beta(t) > 0$, the server creates codewords by applying the coded caching framework of [1] (see also the next subsection) for this subset of users as a function of the cache contents $\{Z_j : \beta \in \beta\}$.

3) Scheduling: The codewords intended to the subset $\beta$ of users are stored in codeword queue whose size is given by $Q_{\beta}(t)$ for $\beta \subseteq \{1, \ldots, K\}$. Given the instantaneous channel realization $h(t)$ and the queue state $\{Q_{\beta}(t)\}$, the server performs multicast scheduling and rate allocation. Namely, at slot $t$, it determines the number $\mu_\beta(t)$ of bits per channel use to be transmitted for the users in subset $\beta$. By letting $b_{\beta, \beta}$ denote the number of bits generated for codeword queue $\beta \subseteq \beta$ when coded caching is performed to the users in $\beta$, codeword queue $\beta$ evolves as

$$Q_{\beta}(t + 1) = \left[ Q_{\beta}(t) - T_{\text{slot}}\mu_\beta(t) \right]^+ + \sum_{\beta \subseteq \beta} b_{\beta, \beta}\sigma_\beta(t).$$

(5)

A control policy is, therefore, fully specified by giving the rules with which the decisions $\{a(t), \sigma(t), \mu(t)\}$ are taken at every slot $t$. We will design a control policy and characterize its performance in Sections IV-V and in the remaining of the current Section we will detail our assumptions for codeword generation and wireless transmissions.

C. File Combining and Codeword Generation Scheme

In this work, we use the file encoding scheme of Maddah-Ali and Niesen [1, 3] in order to combine files for the selected sets of users. When a set of users $\beta$ for which combination of unprocessed files is decided to be done, the offline scheme proceeds to generating the corresponding codewords to be multicast. Assuming that the file for user $k \in \beta$ to be processed this way is $W_k$, the server generates and conveys the following codeword simultaneously useful to each subset $\beta \subseteq \beta$:

$$V_{\beta} = \bigoplus_{k \in \beta} W_k \setminus \{k\}. \quad \text{(6)}$$

We can show that the size of subfile intended to user subset $\beta$, after combining files requested by users in $\beta$, is given by

$$b_{\beta, \beta} = m^{|\beta|}(1 - m)^{|\beta| - 1}F, \beta \subseteq \beta. \quad \text{(7)}$$

It is worth noticing that, the coded delivery with XORs significantly reduces the number of transmissions. Compared to uncoded delivery, where the sub-files are sent sequentially and the number of transmissions are equal to $|\beta| \times |W_k \setminus \{k\}|$, the coded delivery requires the transmission of $|W_k \setminus \{k\}|$, yielding a reduction of a factor $|\beta|$. In a practical case of $N > K$, it has been proved that decentralized coded caching achieves the total number of transmissions, measured in the number of files, given by [1]

$$T_{\text{tot}}(K, m) = \frac{1}{m} (1 - m) \left\{ 1 - (1 - m)^K \right\}. \quad \text{(8)}$$

On the other hand, in uncoded delivery, the number of transmissions is given by $K(1 - m)$ since it exploits only local caching gain at each user. For a system with $K = 30$ users and normalized memory of $m = 1/3$, the minimum transmissions required by uncoded delivery is 20 and that of decentralized coded caching is 2, yielding a gain of factor 10.

In order to further illustrate the placement and codeword generation we consider in this paper, we provide a three-user example, illustrated in Fig. 2.

Example 1. Consider that we want to combine the admitted files $A, B, C$ for users 1, 2, 3, respectively. After the placement phase, a given file $A$ will be partitioned into 8 subfiles. The codewords to be pushed to their respective codeword queues are the following:

- $A_0, B_0$ and $C_0$ to user 1, 2 and 3 respectively.
- $A_2 \oplus B_1$ is intended to users $\{1, 2\}$. Once received, user 1 decodes $A_2$ by combining the received codeword with $B_1$ given in its cache. Similarly user 2 decodes $B_1$. The same approach holds for codeword $B_3 \oplus C_2$ to users $\{2, 3\}$ and codeword $A_3 \oplus C_1$ to users $\{1, 3\}$.
- $A_{23} \oplus B_{13} \oplus C_{12}$ is intended users 1, 2, 3. User 1 can decode $A_{23}$ by combining the received codeword with $\{B_{13}, C_{12}\}$ given in its cache. The same approach is used for user 2, 3 to decode $B_{13}, C_{12}$ respectively.

It is worth noticing that standard coded caching uses $\sigma_{\beta} = 1$ for $\beta = \{1, \ldots, K\}$ and zero for all the other subsets ($\sigma_{\text{max}}$ is the maximum number of requests that can be combine and is a system parameter). On the other hand, uncoded caching can be represented by $\sigma_{\beta} = 1$ for $\beta = k, k \in 1, \ldots, K$. Our scheme can, therefore, be seen as a combination of both, which explains its better performance.
the messages $\tilde{M}_1, \tilde{M}_2, \tilde{M}_3$ will be delivered. Then, at the beginning of slot $t$, combine as in Example 1. Then, at the start of the slot, assume that files $t$ and $J_t$ are present in the codeword queues. We require that each user $k$ must decode all messages $\{M_\beta\}$ for $\beta \ni k$. By letting $R_\beta$ denote the multicast rate of the message $M_\beta$, we say that the rate-tuple $R \in \mathbb{R}^{2^K-1}$ is achievable if there exists encoding and decoding functions which ensure the reliability and the rate condition as the slot duration $T_{slot}$ is taken arbitrarily large. The capacity region is defined as the supremum of the achievable rate-tuple as shown in (24), where the rate is measured in bit/channel use.

**Theorem 1.** The capacity region $\Gamma(h)$ of a $K$-user degraded Gaussian broadcast channel with fading gains $h_1 \geq \cdots \geq h_K$ and $2^K - 1$ independent messages $\{M_\beta\}$ is given by

$$\sum_{\beta \subseteq \{1, \ldots, K\}: k \in \beta} R_\beta \leq \log \frac{1 + h_k \sum_{j=1}^{k-1} P_j}{1 + h_k \sum_{j=1}^{K} P_j} \quad k = 1, \ldots, K$$

for non-negative variables $\{p_k\}$ such that $\sum_{k=1}^{K} P_k \leq P$.

**Proof.** The proof is quite straightforward and is based on rate-splitting and the private-message region of degraded broadcast channel. For completeness, see details in Appendix [VIII-A].

The achievability builds on superposition coding at the transmitter and successive interference cancellation at receivers. For $K = 3$, the transmit signal is simply given by

$$x = x_1 + x_2 + x_3 + x_{12} + x_{13} + x_{23} + x_{123},$$

where $x_\beta$ denotes the signal corresponding to the message $M_\beta$ intended to the subset $\beta \subseteq \{1, 2, 3\}$. We suppose that all $\{x_\beta: \beta \subseteq \{1, \ldots, K\}\}$ are mutually independent Gaussian distributed random variables satisfying the power constraint. User 3 (the weakest user) decodes $M_3 = \{M_3, M_{13}, M_{23}, M_{123}\}$ by treating all the other messages as noise. User 2 decodes first the messages $M_3$ and then jointly decodes $M_2 = \{M_2, M_{12}\}$. Finally, user 1 (the strongest user) successively decodes $M_3$, $M_2$ and, finally, $M_1$.

For the rest of the paper we will assume that the blocklength for transmission $T_{slot}$ is large enough so that transmissions at any rate within the capacity region $\Gamma(h)$ using the above achievability scheme is indeed feasible with no errors. Here we clarify that although we showed how to achieve the information-theoretic capacity region of a broadcast channel with fading, this does not solve our problem, but only clarifies how to use power control for the different codeword transmissions over the broadcast fading channel.

In order to correctly decode a requested file, a user $k$ must receive the codewords generated for all subsets containing user $k$ when this file was combined.

**Example 2** (A simple system operation). We conclude this Section with an example of the system operation for some slots for $K = 3$ users. Assume that the system starts ($t = 0$) with only files $A, B, C$ waiting in the user queue for users 1, 2, 3 and are combined as in Example 7. Then, at the start of $t = 1$ the codewords queues will be filled with the bits of the corresponding subfiles shown in Fig. 2. In that slot, assume that files $D$, $E$ and $F$ are admitted for users 1 and 2, respectively, and that codewords $A_{23} \oplus B_{12} \oplus C_{12}$ and $A_2 \oplus B_1$ are delivered. Then, at the beginning of slot $t = 2$, the content of the user queues will be $D$, $E$, $F$ and that of the codeword queues: $A_0, B_0, C_0$, empty, $A_3 \oplus C_1, B_3 \oplus C_2$, empty (user and codeword queues are empty).
ordered as in Fig. 7 from left to right). At this slot, no admissions are made, no combinations and all single user transmissions are made, emptying queues for 1, 2 and leaving half of the content of queue 3. At the next slot $t = 3$, file $G$ for user 2 is admitted, a transmission to subsets 3, 13, 23 are made so the queues are emptied and files for users 1 and 3 are combined. At the end of that slot, users 1,2,3 will be in a position to decode files $A, B, C$ and the queue states at the beginning of $t = 4$ will be empty, $E, G$, empty for user queues and $D_{0}, empty, F_{0}, empty, empty, D_{3} ⊕ F_{3} empty$ for codeword queues.

III. THE FAIR FILE DELIVERY PROBLEM

After having specified the operation of the system in high level, this section will formulate the problem of alpha-fair file delivery.

Now we are ready to define the feasible rate region as the set of the average number of successfully delivered files for $K$ users. We let $\tau_k$ denote time average delivery rate of user $k$, measured in files per slot. We let $\Lambda$ denote the set of all feasible delivery rate vectors.

**Definition 1** (Feasible rate). A rate vector $\overline{r} = (\overline{r}_1, \ldots, \overline{r}_K)$, measured in file/slot, is said to be feasible $\overline{r} \in \Lambda$ if there exist a file combining and transmission scheme such that

$$\tau_k = \lim \inf_{t \to \infty} \frac{\overline{D}_k(t)}{t},$$

where $\overline{D}_k(t)$ denotes the number of successfully delivered files to user $k$ up to $t$.

It is worth noticing that as $t \to \infty$ the number of decoded files $\hat{D}_k(t)$ shall coincide with the number of successfully delivered files $\overline{D}_k(t)$ under the assumptions discussed previously. In contrast to the original framework [1], [3], which focused on worst-case demands, our rate metric measures the ability of the system to continuously and reliably deliver requested files to the users. Since finding the optimal policy is very complex in general, we restrict our study to a specific class of policies given by the following mild assumptions:

**Definition 2** (Admissible class policies $\Pi^{CC}$). The admissible policies have the following characteristics:

1) The caching placement and delivery follow the decentralized scheme [7].
2) The users request distinct files, i.e. the IDs of the requested files of any two users are different.

Since we restrict our action space, the feasibility rate region, denoted by $\Lambda^{CC}$, under the class of policies $\Pi^{CC}$ is smaller than the one for the original problem $\Lambda$. However, the joint design of caching and online delivery appears to be a very hard problem; note that the design of an optimal code for coded caching alone (i.e. without considerations of scheduling, fading channels, and fairness) is an open problem and the proposed solutions are constant factor approximations. Restricting the caching strategy to the decentralized scheme proposed in [1] makes the problem amenable to analysis and extraction of conclusions for general cases such as the general setup where users may not have the symmetrical rates. For the assumption of two users requesting the same file simultaneously, it would have been more efficient to handle exceptionally the transmissions as naive broadcasting instead of using the decentralized coded caching scheme, yielding a small efficiency benefit but compounding further the problem. Note, however, the probability that two users simultaneously request the same parts of video is very low in practice, instead of using the decentralized scheme proposed in [1] makes the problem amenable to analysis and extraction of conclusions for general cases such as the general setup where users may not have the symmetrical rates. For the assumption of two users requesting the same file simultaneously, it would have been more efficient to handle exceptionally the transmissions as naive broadcasting instead of using the decentralized coded caching scheme, yielding a small efficiency benefit but compounding further the problem. Note, however, the probability that two users simultaneously request the same parts of video is very low in practice, hence to simplify our model we exclude this consideration altogether. We also point out here the work in [12], where the authors proposed a simple scheme to deal with the case where multiple users request the same file. This scheme improves has been considered also for the Gaussian Broadcast Channel in [32]. Although it is therefore possible to relax Assumption 2 using the delivery scheme of [12], [32], this is out of the scope of our paper.

Our objective is to solve the fair file delivery problem:

$$\overline{r}^* = \arg \max_{\overline{r} \in \Lambda^{CC}} \sum_{k=1}^{K} g_k(\tau_k),$$

(11)

where the utility function corresponds to the alpha fair family of concave functions obtained by choosing:

$$g_k(x) = \begin{cases} w_k(d+x)^{1-\alpha}, & \alpha \neq 1 \\ w_k \log(1+x/d), & \alpha = 1 \end{cases}$$

(12)

for $w_k \in [0, 1]$ and some arbitrarily small $d > 0$ (used to extend the domain of the functions to $x = 0$). Tuning the value of $\alpha$ changes the shape of the utility function and consequently drives the system performance $\overline{r}^*$ to different operating points: Let us first assume that $w_k = 1, \forall k$. Then: (i) $\alpha = 0$ yields max sum delivery rate, (ii) $\alpha \to \infty$ yields max-min delivery rate [9], (iii) $\alpha = 1$ yields proportionally fair delivery rate [33]. Choosing $\alpha \in (0, 1)$ leads to a tradeoff between max sum and proportionally fair delivery rates. We can achieve all other points in the region by using unequal values for the weights $w_k$. The optimization (11) is designed to allow us tweak the performance of the system; we highlight its importance by an example. Suppose that for a 2-user system $\Lambda$ is given by the convex set shown on Fig. 8. Different boundary points are obtained as solutions to (11). Let $w_k = 1, \forall k$. If we choose $\alpha = 0$, the system is operated at the point that maximizes the sum
Fig. 3. Illustration of the feasibility region and different performance operating points for $K = 2$ users. Point A corresponds to a naive adaptation of [3] on our channel model, while the rest points are solutions to our fair delivery problem.

The operation point A is obtained when we always broadcast to all users at the weakest user rate and use [3] for coded caching transmissions. Note that this results in a significant loss of efficiency due to the variations of the fading channel, and consequently A lies in the interior of $\Lambda$. To reach the boundary point that corresponds to $\alpha \to \infty$ we need to carefully group users together with good instantaneous channel quality but also serve users with poor average channel quality. This shows the necessity of our approach when using coded caching in realistic wireless channel conditions.

A. Feasibility Region

In order to proceed, we will characterize the set of feasible file delivery rates via characterizing the stability performance of the queueing system as Section ?? To this end, let $\bar{a}_k = \limsup_{t \to \infty} \frac{1}{t} \sum_{t=0}^{t-1} \mathbb{E}[a_k(t)]$, denote the time average number of admitted files for user $k$. We use the following definition of stability:

**Definition 3** (Stability). A queue $S(t)$ is said to be (strongly) stable if

$$\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[S(t)] < \infty.$$  

A queueing system is said to be stable if all its queues are stable. Moreover, the stability region of a system is the set of all vectors of admitted file rates such that the system is stable.

Note that the expectation above is over fading gains, arrival processes and possibly random service processes of the queues up to time slot $t$. If the queueing system we have introduced is stable the rate of admitted files (input rate) is equal to the rate of successfully decoded files (output rate), hence we can characterize the system performance by means of the stability region of our queueing system. We let $\Gamma(h)$ denote the capacity region for a fixed channel state $h$, as defined in Theorem 1. Then we have the following:

**Theorem 2** (Stability region). Define the set $\Gamma^{CC}$ to be

$$\Gamma^{CC} = \left\{ \bar{a} \in \mathbb{R}^{K}_+ | (13), (14), \bar{\mu} \in \sum_h \phi_h \Gamma(h), \bar{\sigma} \in [0, \sigma_{max}]^{2K-1} \right\},$$

where

$$\sum_{\beta: k \in \beta} \bar{\sigma}_{\beta} \geq \bar{a}_k, \forall k = 1, \ldots, K \quad (13)$$

$$T_{\text{slot}} \bar{\rho} \geq \sum_{\beta: J \subseteq \beta} b_{\beta} \bar{\sigma}_{\beta}, \forall J \subseteq \{1, 2, \ldots, K\}. \quad (14)$$

Then, the stability region of the system is the interior of $\Gamma^{CC}$, where the above inequalities are strict.

Constraint (13) says that the aggregate service rate is greater than the arrival rate, while (14) implies that the long-term average rate for the subset $J$ is greater than the arrival rate of the codewords intended to this subset. In terms of the queueing system defined, these constraints impose that the service rates of each queue should be greater than their arrival rates, thus rendering them stable \cite{4}. The proof of this theorem relies on existence of static policies, i.e. randomized policies whose decision

\footnote{We restrict vectors $\bar{a}$ to the interior of $\Gamma^{CC}$, since arrival rates at the boundary are exceptional cases of no practical interest, and require special treatment.}
distribution depends only on the realization of the channel state. See the Appendix, Section VIII-B for a definition and results on these policies.

We now restrict to the use of Markovian policies, i.e. policies that choose \( \{a(t), \sigma(t), \mu(t)\} \) based only the state of the system at the beginning of time slot \( t \), \( \{h(t), S(t), Q(t)\} \), and not the time index itself. Since the channel process \( h(t) \) is a sequence of i.i.d. realizations of the channel states (the same results hold if, more generally, \( h(t) \) is an ergodic Markov chain), we can obtain any admitted file rate vector \( \pi \) in the stability region by using such policies, therefore the restriction is without loss of optimality. In addition, under any Markovian policy, the state \( (S(t), Q(t)) \) evolves as a Markov chain, which implies that our stability definition is equivalent to that Markov chain being ergodic with every queue having finite mean under the stationary distribution. We can conclude that if we develop a policy that keeps user queues \( S(t) \) stable, then all admitted files will, at some point, be combined into codewords. Additionally, if codeword queues \( Q(t) \) are stable, then all generated codewords will be successfully conveyed to their destinations. This in turn means that all receivers will be able to decode the admitted files that they requested:

**Lemma 3.** The region of all feasible delivery rates \( \Lambda^{CC} \) is the same as the stability region of the system, i.e. \( \Lambda^{CC} = \text{Int}(\Gamma^{CC}) \).

**Proof.** Please refer to Appendix VIII-C.

Lemma 3 implies the following Corollary.

**Corollary 4.** Solving (11) is equivalent to finding a policy \( \pi \) such that

\[
\bar{\pi}^* = \arg \max_{\pi} \sum_{k=1}^{K} g_k(\pi_k)
\]

\[
\text{s.t. the system is stable.}
\]

This implies that the solution to the original problem (11) in terms of the long-term average rates is equivalent to the new problem in terms of the admission rates stabilizing the system. Next Section provides a set of the explicit solutions to this new problem.

### IV. Proposed Online Delivery Scheme

#### A. Admission Control and Codeword Routing

Our goal is to find a control policy that optimizes (15). To this aim, we need to introduce one more set of queues. These queues are virtual, in the sense that they do not hold actual file demands or bits, but are merely counters to drive the control policy. Each user \( k \) is associated with a queue \( U_k(t) \) which evolves as follows:

\[
U_k(t + 1) = U_k(t) - a_k(t) + \gamma_k(t)
\]

where \( \gamma_k(t) \) represents the arrival process to the virtual queue and is an additional control parameter. We require these queues to be stable: The actual mean file admission rates are greater than the virtual arrival rates and the control algorithm actually seeks to optimize the time average of the virtual arrivals \( \gamma_k(t) \). However, since \( U_k(t) \) is stable, its service rate, which is the actual admission rate, will be greater than the rate of the virtual arrivals, therefore giving the same optimizer. Stability of all other queues will guarantee that admitted files will be actually delivered to the users. With these considerations, \( U_k(t) \) will be a control indicator such that when \( U_k(t) \) is above \( S_k(t) \) then we admit files into the system else we set \( a_k(t) = 0 \). In particular, we will control the way \( U_k(t) \) grows over time using the actual utility objective \( g_k(x) \) such that a user with rate \( x \) and rapidly increasing utility \( g_k(x) \) (steep derivative at \( x \)) will also enjoy a rapidly increasing \( U_k(t) \) and hence admit more files into the system.

In our proposed policy, the arrival process to the virtual queues are given by

\[
\gamma_k(t) = \arg \max_{0 \leq \gamma \leq \gamma_{k,\text{max}}} [Vg_k(x) - U_k(t)x]
\]

In the above, \( V > 0 \) is a parameter that controls the utility-delay tradeoff achieved by the algorithm (see Theorem 6).

We present our on-off policy for admission control and routing. For every user \( k \), admission control chooses \( a_k(t) \) demands given by

\[
a_k(t) = \gamma_{k,\text{max}} \mathbf{1}\{U_k(t) \geq S_k(t)\}
\]

For every subset \( \mathcal{J} \subseteq \{1, \ldots, K\} \), routing combines \( \sigma_\mathcal{J}(t) \) demands of users in \( \mathcal{J} \) given by

\[
\sigma_\mathcal{J}(t) = \sigma_{\text{max}} \left\{ \sum_{k \in \mathcal{J}} S_k(t) > \sum_{\mathcal{J} \subseteq \mathcal{J}} b_{\mathcal{J},\mathcal{J}} \right\}. 
\]
B. Scheduling and Transmission

In order to stabilize all codeword queues, the scheduling and resource allocation explicitly solves the following weighted sum rate maximization at each slot \( t \), where the weight of the subset \( \beta \) corresponds to the queue length of \( Q_\beta \)

\[
\mu(t) = \arg \max_{r \in R(h(t))} \sum_{\beta \subseteq \{1, \ldots, K\}} Q_\beta(t)r_\beta.
\]  

(20)

Since there are \( 2^K - 1 \) codeword queues (one for each subset of users), the above is a potentially very complicated problem. However, by exploiting the properties of the capacity region \( \Gamma(h(t)) \), the problem can be simplified as the following result shows:

**Theorem 5.** Rearrange the user indices such that \( b_1(t) \geq b_2(t) \geq \cdots \geq b_K(t) \). Then, the weighted sum rate maximization with \( 2^K - 1 \) variables in (20) reduces to a simpler problem with \( K \) variables, given by

\[
\max_{\mathbf{p}} \sum_{k=1}^{K} \hat{\theta}_k \log \frac{1 + h_k(t) \sum_{j=1}^{k} p_j}{1 + h_k(t) \sum_{j=1}^{K} p_j}.
\]

(21)

where \( \mathbf{p} = (p_1, \ldots, p_K) \in \mathbb{R}_+^K \) is a positive real vector satisfying the total power constraint, and \( \hat{\theta}_k \) denotes the largest weight for user \( k \)

\[
\hat{\theta}_k = \max_{\mathbf{x} : k \in \mathbf{x} \subseteq \{1, \ldots, K\}} Q_x(t).
\]

Proof. The proof builds on the simple structure of the capacity region. We remark that for a given power allocation of users 1 to \( k-1 \), user \( k \) sees \( 2^{k-1} \) messages \( \{M_j\} \) for all \( j \) such that \( k \in j \subseteq \{1, \ldots, k\} \) with the equal channel gain. For a given set of \( \{p_j\}_{j=1}^{k-1} \), the capacity region of these messages is a simple hyperplane characterized by \( 2^{k-1} \) vertices \( \tilde{R}_i \mathbf{e}_i \) for \( i = 1, \ldots, 2^{k-1} \), where \( \tilde{R}_i \) is the sum rate of user \( k \) in the RHS of (9) and \( \mathbf{e}_i \) is a vector with one for the \( i \)-th entry and zero for the others. Therefore, the weighted sum rate is maximized for user \( k \) by selecting the vertex corresponding to the largest weight, denoted by \( \hat{\theta} \). This holds for any \( k \).

We provide an efficient algorithm to solve this power allocation problem as a special case of the parallel Gaussian broadcast channel studied in [34, Theorem 3.2]. Following [34], we define the rate utility function for user \( k \) given by

\[
u_k(z) = \frac{\hat{\theta}_k}{1/h_k(t) + z} - \lambda,
\]

(22)

where \( \lambda \) is a Lagrangian multiplier. The optimal solution corresponds to selecting the user with the maximum rate utility at each \( z \) and the resulting power allocation for user \( k \) is

\[
p_k^* = \left\{ z : \max_j [\nu_j(z)] = u_k(z) \right\}
\]

(23)

with \( \lambda \) satisfying

\[
P = \left[ \max_k \frac{\hat{\theta}_k}{\lambda} - \frac{1}{h_k(t)} \right]_+.
\]

(24)

Algorithm 1 summarizes our online delivery scheme.

C. Practical Implementation

When user requests arrive dynamically and the delivery phase is run continuously, it is not clear when and how the base station shall disseminate the useful side information to each individual users. This motivates us to consider a practical solution which associates a header to each sub-file \( W_{i|\beta} \) for \( i = 1, \ldots, N \) and \( \beta \subseteq \{1, \ldots, K\} \). Namely, any sub-file shall indicate the following information prior to message symbols: a) the indices of files; b) the identities of users who cache (know) the sub-files.

At each slot \( t \), the base station knows the cache contents of all users \( Z^K \), the sequence of the channel state \( \mathbf{h}^t \), as well as that of the demand vectors \( \mathbf{d}^t \). Given this information, the base station constructs and transmits either a message symbol or a header at channel use \( i \) in slot \( t \) as follows.

\[
x_i(t) = \begin{cases} f_{i,1}^h(d^t, Z^K) & \text{if header} \\ f_{i,1}^m(W_{d_k(\tau)} : \forall k, \tau \leq t, \mathbf{h}^t) & \text{if message} \end{cases}
\]

(25)

where \( f_{i,1}^h, f_{i,1}^m \) denotes the header function, the message encoding function, respectively, at channel use \( i \) in slot \( t \).

*We assume here for the sake of simplicity that the overhead due to a header is negligible. This implies in practice that each of sub-files is arbitrarily large.
Algorithm 1: Proposed delivery scheme

1: PLACEMENT (same as [1]):
2: Fill the cache of each user \( k \)

\[
Z_k = \{ W_i | J : \emptyset \subseteq \{1, \ldots, K\}, k \in J, \forall i = 1, \ldots, N\}.
\]

3: DELIVERY:
4: for \( t = 1, \ldots, T \):
5: Decide the arrival process to the virtual queues

\[
\gamma_k(t) = \arg \max_{0 \leq \gamma \leq \gamma_{k,\max}} \{ \mathbb{V} g_k(x) - U_k(t)x \}
\]
6: Decide the number of admitted files

\[
a_k(t) = \gamma_{k,\max} \mathbb{1}\{U_k(t) \geq S_k(t)\}.
\]
7: Update the virtual queues

\[
U_k(t + 1) = [U_k(t) - a_k(t)]^+ + \gamma_k(t)
\]
8: Decide the number of files to be combined

\[
\sigma_J(t) = \max \left\{ \sum_{k \in J} S_k(t) > \sum_{J : \emptyset \subseteq J} \frac{b_{J, \emptyset}}{F^2} Q_J(t) \right\}.
\]
9: Scheduling decides the instantaneous rate

\[
\mu(t) = \max_{r \in T(h(t))} \sum_{J : \emptyset \subseteq J} Q_J(t) r_J.
\]
10: Update user queues and codeword queues:

\[
S_k(t + 1) = [S_k(t) - \sum_{J : \emptyset \subseteq J} \sigma_J(t)]^+ + a_k(t),
\]

\[
Q_J(t + 1) = [Q_J(t) - T_{\text{slot}} \mu_J(t)]^+ + \sum_{J : \emptyset \subseteq J} b_{J, \emptyset} \sigma_J(t).
\]

---

**Example 3.** We conclude this section by providing an example of a slot for our online delivery scheme for \( K = 3 \) users as illustrated in Fig. 7.

We focus on the evolution of codeword queues between two slots, \( t \) and \( t + 1 \). The exact backlog of codeword queues is shown in Table II. Given the routing and scheduling decisions (\( \sigma_J(t) \) and \( \mu_J(t) \)), we provide the new states of the queues at the next slot in the same Table.

We suppose that \( h_1(t) > h_2(t) > h_3(t) \). The scheduler uses (20) to allocate positive rates to user set \( \{1, 2\} \) and \( \{1, 2, 3\} \) given by \( \mu_{\{1,2\}}(t), \mu_{\{1,2,3\}}(t) \) and multicasts the superposed signal \( x(t) = B_3 + B_3 + C_2 \). User 3 decodes only \( B_3 \oplus C_2 \). User 2 decodes first \( B_3 \oplus C_2 \), then substracts it and decodes \( B_3 \). Note that the sub-file \( B_3 \) is simply a fraction of the file \( B \) whereas the sub-file \( B_3 \oplus C_2 \) is a linear combination of two fractions of different files. In order to differentiate between each sub-file, each user uses the data information header existing in the received signal. In the next slot, the received sub-files are evacuated from the codeword queues.

For the routing decision, the server decides at slot \( t \) to combine \( D \) requested by user 1 with \( E \) requested by user 2 and to process \( F \) requested by user 1 uncoded. Therefore, we have \( \sigma_{\{1,2\}}(t) = \sigma_{\{1\}}(t) = 1 \) and \( \sigma_{\{3\}}(t) = 0 \) otherwise. Given this

---

| TABLE I | PARAMETERS |
|------------------|-------------|
| \( Q_J(t) \) | codeword queue storing XOR-packets intended users in \( J \). |
| \( S_k(t) \) | user queue storing admitted files for user \( k \). |
| \( U_k(t) \) | virtual queue for the admission control. |
| \( \sigma_J(t) \) | decision variable of number of combined requests for users \( J \) in \([0, \sigma_{\max}]\). |
| \( \mu_J(t) \) | decision variable for multicast transmission rate to users \( J \). |
| \( a_k(t) \) | decision variable of the number of admitted files for user \( k \) in \([0, \gamma_{\max}]\). |
| \( \gamma_k(t) \) | the arrival process to the virtual queue in \([0, \gamma_{\max}]\), given by eq. (17). |
| \( Z_k \) | cache content for user \( k \). |
| \( T_k(t) \) | number of successfully decoded files by user \( k \) up to slot \( t \). |
| \( A_k(t) \) | number of (accumulated) requested files by user \( k \) up to slot \( t \). |
| \( r_k \) | time average delivery rate equal to \( \lim_{t \to \infty} \frac{T_k(t)}{t} \) files/slot. |
| \( \lambda_k \) | mean of the arrival process. |
| \( b_{J, \emptyset} \) | length of codeword intended to users \( J \) from applying coded caching for user in \( \emptyset \). |
| \( T_{\text{slot}} \) | number of channel use per slot. |
| \( T(h) \) | the capacity region for a fixed channel state \( h \). |
| \( \mathcal{C} \) | the set of all possible channel states. |
| \( \phi \) | the probability that the channel state at slot \( t \) is \( h \in \mathcal{C} \). |
codeword construction, codeword queues have inputs that change its state in the next slot as described in Table II.

### D. Performance Analysis

Here we present the main result of the paper, by proving that our proposed online algorithm achieves near-optimal performance for all policies within the class $\Pi^{CC}$:

**Theorem 6.** Let $\tau_k^*$ the mean time-average delivery rate for user $k$ achieved by the proposed policy. Then

$$
\sum_{k=1}^{K} \frac{g_k(\tau_k^*)}{\tau_k} \geq \max_{\pi \in \Pi^{CC}} \frac{1}{T} \sum_{k=1}^{K} g_k(\tau_k) - \frac{B}{V}
$$

$$
\limsup_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}\left\{ \hat{Q}(t) \right\} \leq \frac{B + V}{\epsilon_0} \sum_{k=1}^{K} g_k(\gamma_{max,k}),
$$

where $\hat{Q}(t)$ is the sum of all queue lengths at the beginning of time slot $t$, thus a measure of the mean delay of file delivery. The quantities $B$ an $\epsilon_0$ are constants that depend on the statistics of the system and are given in equations (30) and (34)-(35) of the Appendix, respectively.

The above theorem states that, by tuning the constant $V$, the utility resulting from our online policy can be arbitrarily close to the optimal one, where there is a tradeoff between the guaranteed optimality gap $O(1/V)$ and the upper bound on the total buffer length $O(V)$. We note that these tradeoffs are in direct analogue to the converge error vs step size of the subgradient method in convex optimization.

**Sketch of proof.** For proving the Theorem, we use the Lyapunov function

$$
L(t) = \frac{1}{2} \left( \sum_{k=1}^{K} U_k^2(t) + S_k^2(t) + \sum_{j \in 2^N} \frac{1}{F_2} Q_j^2(t) \right)
$$

and specifically the related drift-plus-penalty quantity, defined as:

$$
\mathbb{E}\left\{ L(t+1) - L(t) | S(t), Q(t), U(t) \right\} - \mathbb{V} \left\{ \sum_{k=1}^{K} g_k(\tau_k) | S(t), Q(t), U(t) \right\}
$$

The proposed algorithm is such that it minimizes (a bound on) this quantity. The main idea is to use this fact in order to compare the evolution of the drift-plus-penalty under our policy and two “static” policies, that is policies that take random actions (admissions, demand combinations and wireless transmissions), drawn from a specific distribution, based only on the channel realizations (and knowledge of the channel statistics). We can prove from Theorem 4 that these policies can attain every feasible delivery rate. The first static policy is one such that it achieves the stability of the system for an arrival rate vector $\mathbf{a}'$ such that $\mathbf{a}' + \delta \in \partial \Lambda^{CC}$. Comparing with our policy, we deduce strong stability of all queues and the bounds on the queue lengths by using a Foster-Lyapunov type of criterion. In order to prove near-optimality, we consider a static policy that admits file requests at rates $\mathbf{a}^* = \arg \max_{\mathbf{a}} \sum_{k} g_k(a_k)$ and keeps the queues stable in a weaker sense (since the arrival rate is now in the boundary $\Lambda^{CC}$). By comparing the drift-plus-penalty quantities and using telescopic sums and Jensen’s inequality on the time average utilities, we obtain the near-optimality of our proposed policy.

The full proof, as well as the expressions for the constants $B$ and $\epsilon_0$, are in Section VIII-D of the Appendix (equations (30) and (34)-(35), respectively).
Theorem 6 holds for the case of dynamic arrivals as well.

The fact that file demands are not infinite and come as a stochastic process is dealt with by introducing one “reservoir queue” per user, \( L_k(t) \), which stores the file demands that have not been admitted, and an additional control decision on how many demands to reject permanently from the system, \( d_k(t) \). At slot \( t \), no more demands then the ones that arrived at the beginning of this slot and the ones waiting in the reservoir queues can be admitted, therefore the admission control must have the additional constraint

\[
a_k(t) \leq A_k(t) + L_k(t), \forall k, t,
\]

and a similar restriction holds for the number of rejected files from the system, \( d_k(t) \). The reservoir queues then evolve as

\[
L_k(t + 1) = L_k(t) + A_k(t) - a_k(t) - d_k(t).
\]

The above modification with the reservoir queues has only an impact that further constrains the admission control of files. Using the same ideas employed in the performance analysis of the case with infinite demands we can restrict ourselves to policies that are functions only of the system state at time slot \( t \) and the virtual queues \( U(t) \). Similar to the case with infinite demands we can restrict ourselves to policies that are strongly stable

\[
\text{s.t. the queues } (S(t), Q(t), U(t)) \text{ are strongly stable}
\]

\[
a_k(t) \leq \min[a_{\text{max}}, L_k(t) + A_k(t)], \forall t \geq 0, \forall k
\]

The rules for scheduling, codeword generation, virtual queue arrivals and queue updating remain the same as in the case of infinite demands in subsections C and D of Sec. IV. The only difference is that there are multiple possibilities for the admission control; see [7] and Chapter 5 of [31] for more details. Here we propose that at each slot \( t \), any demand that is not admitted get rejected (i.e. the reservoir queues hold no demands), the admission control must have the additional constraint

\[
a_k(t) \leq A_k(t) + L_k(t), \forall k, t,
\]

and the constants are set as \( \gamma_{k, \text{max}}, \sigma_{\text{max}} \geq A_{\text{max}} \). Using the same ideas employed in the performance analysis of the case with infinite demands and the ones employed in [7], we can prove that the \( O(1/V) - O(V) \) utility-queue length tradeoff of Theorem 6 holds for the case of dynamic arrivals as well.

**V. Dynamic File Requests**

In this Section, we extend our algorithm to the case where there is no infinite amount of demands for each user, rather each user requests a finite number of files at slot \( t \). Let \( A_k(t) \) be the number of files requested by user \( k \) at the beginning of slot \( t \). We assume it is an i.i.d. random process with mean \( \lambda_k \) and such that \( A_k(t) \leq A_{\text{max}} \) almost surely. In this case, the alpha fair delivery problem is to find a delivery rate \( \bar{F} \) that solves

\[
\text{Maximize } \sum_{k=1}^{K} g_k(\bar{F}_k)
\]

\[
\text{s.t. } \bar{F} \in A_{CC}
\]

\[
\bar{F}_k \leq \lambda_k, \forall k \in \{1, ..., K\},
\]

where the additional constraints \( \bar{F}_k \leq \lambda_k \) denote that a user cannot receive more files than the ones actually requested.

The rules for scheduling, codeword generation, virtual queue arrivals and queue updating remain the same as in the case of infinite demands in subsections C and D of Sec. IV. The only difference is that there are multiple possibilities for the admission control; see [7] and Chapter 5 of [31] for more details. Here we propose that at each slot \( t \), any demand that is not admitted get rejected (i.e. the reservoir queues hold no demands), the admission control must have the additional constraint

\[
a_k(t) \leq A_k(t) + L_k(t), \forall k, t,
\]

and a similar restriction holds for the number of rejected files from the system, \( d_k(t) \). The reservoir queues then evolve as

\[
L_k(t + 1) = L_k(t) + A_k(t) - a_k(t) - d_k(t).
\]

The above modification with the reservoir queues has only an impact that further constrains the admission control of files. Using the same ideas employed in the performance analysis of the case with infinite demands we can restrict ourselves to policies that are functions only of the system state at time slot \( t \) and the virtual queues \( U(t) \). Similar to the case with infinite demands we can restrict ourselves to policies that are strongly stable

\[
\text{s.t. the queues } (S(t), Q(t), U(t)) \text{ are strongly stable}
\]

\[
a_k(t) \leq \min[a_{\text{max}}, L_k(t) + A_k(t)], \forall t \geq 0, \forall k
\]

The rules for scheduling, codeword generation, virtual queue arrivals and queue updating remain the same as in the case of infinite demands in subsections C and D of Sec. IV. The only difference is that there are multiple possibilities for the admission control; see [7] and Chapter 5 of [31] for more details. Here we propose that at each slot \( t \), any demand that is not admitted get rejected (i.e. the reservoir queues hold no demands), the admission control must have the additional constraint

\[
a_k(t) \leq A_k(t) + L_k(t), \forall k, t,
\]

and the constants are set as \( \gamma_{k, \text{max}}, \sigma_{\text{max}} \geq A_{\text{max}} \). Using the same ideas employed in the performance analysis of the case with infinite demands and the ones employed in [7], we can prove that the \( O(1/V) - O(V) \) utility-queue length tradeoff of Theorem 6 holds for the case of dynamic arrivals as well.

**VI. Numerical Examples**

In this section, we compare our proposed delivery scheme with two other schemes described below, all building on the decentralized cache placement described in [2] and [3].

- **Our proposed scheme**: We apply Algorithm 1 for \( t = 10^5 \) slots. Using the scheduler [20], we calculate \( \mu_\beta(\tau) \) denoting the rate allocated to a user set \( \beta \) at slot \( \tau \leq t \). As defined in [10], the long-term average rate of user \( k \) measured in file/slot is given by

\[
r_k = \frac{T_{\text{slot}} \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=1}^{t} \sum_{\beta, k \in \beta} \mu_\beta(\tau)}{(1 - m)F}.
\]

Notice that the numerator corresponds to the average number of useful bits received over a slot by user \( k \) and the denominator \( (1 - m)F \) corresponds to the number of bits necessary to recover one file.

\[5\]The assumptions can be relaxed to arrivals being ergodic Markov chains with finite second moment under the stationary distribution.
Unicast opportunistic scheduling: For any request, the server sends the remaining \((1 - m)F\) bits to the corresponding user without combining any files. Here we only exploit the local caching gain. In each slot the transmitter sends with full power to the following user

\[
k^*(t) = \arg \max_k \frac{\log(1 + h_k(t)P)}{T_k(t)^{\alpha}},
\]

where \(T_k(t) = \frac{\sum_{1 \leq \tau < t} \mu_k(\tau)}{(t-1)}\) is the empirical average rate for user \(k\) up to slot \(t\). The resulting long-term average rate of user \(k\) measured in file/slot is given by

\[
\bar{r}_k = T_{\text{slot}} \lim_{t \to \infty} \frac{1}{t} \sum_{\tau=1}^{t} \log(1 + P h_k(\tau)) \mathbf{1}\{k = k^*(\tau)\} \left(1 - \beta \right) F.
\]

Standard coded caching: We use decentralized coded caching among all \(K\) users. For the delivery, non-opportunistic TDMA transmission is used. The server sends a sequence of codewords \(\{V_\beta\}\) at the worst transmission rate. The number of packets to be multicast in order to satisfy one demand for each user is given by \(\mathbb{I}\)

\[
T_{\text{tot}}(K, m) = \frac{1}{m} (1 - m) \left\{1 - (1 - m)^K\right\}.
\]

Thus the average delivery rate (in file per slot) is symmetric, and given as the following

\[
\bar{r}_k = \frac{T_{\text{slot}}}{T_{\text{tot}}(K, m)^F} \mathbb{E} \left[ \log(1 + P \min_{i \in \{1, \ldots, K\}} h_i) \right].
\]

We consider a system with normalized memory of \(m = 0.6\), power constraint \(P = 10 dB\), file size \(F = 10^3\) bits and number of channel uses per slot \(T_{\text{slot}} = 10^2\). The channel coefficient \(h_k(t)\) follows an exponential distribution with mean \(\beta_k\).

We compare the three algorithms for the cases where the objective of the system is sum rate maximization \((\alpha = 0)\) and proportional fairness \((\alpha = 1)\) in two different scenarios. The results depicted in Fig. 4 consider a deterministic channel with two classes of users of \(K/2\) each: strong users with \(\beta_k = 1\) and weak users with \(\beta_k = 0.2\). For Fig. 5 we consider a symmetric block fading channel with \(\beta_k = 1\) for all users. Finally, for Fig. 6 we consider a system with block fading channel and two classes of users: \(K/2\) strong users with \(\beta_k = 1\) and \(K/2\) weak users with \(\beta_k = 0.2\).

It is notable that our proposed scheme outperforms the unicast opportunistic scheduling and standard coded caching which transmit multicast packets with the worst user channel quality.

In Fig. 4 for the deterministic channel scenario with \(\alpha = 0\), the unicast opportunistic scheme serves only the \(K/2\) strong users in TDMA at a constant rate equal to \(\frac{T_{\text{slot}} \log(1 + P)}{1 - m} = 0.865\) in file/slot. For the standard coded caching, the sum rate increases linearly with the number of users. This is because the multicast rate is constant over the deterministic channel and the behavior of \(T_{\text{tot}}(K, m)\) is almost constant with \(m = 0.6\), which makes the per-user rate almost constant.

For the symmetric fading channel in Fig 5 the performance of unicast opportunistic and that of standard coded caching schemes are limited due to the lack of global caching gain and vanishing multicast rate, respectively.

Finally, for the case of both fading and differences in the mean SNRs, we can see from Fig. 6 that, again, our proposed scheme outperforms the unicast opportunistic scheduling and standard coded caching both in terms of sum rate and in terms of proportional fair utility.

---

Fig. 4. Deterministic channel with different SNR.
In all scenarios, the relative merit of our scheme increases as the number of users grows. This can be attributed to the fact that our scheme can exploit any available multicast opportunities. Our result here implies that, in realistic wireless systems, coded caching can indeed provide a significant throughput increase when an appropriate joint design of routing and opportunistic transmission is used. Regarding the proportional fair objective, we can see that the average sum utility increases with a system dimension for three schemes although our proposed scheme provides a gain compared to the two others.

VII. CONCLUSIONS

In this paper, we studied coded caching over wireless fading channels in order to address its limitation governed by the user with the worst fading state. By formulating an alpha-fair optimization problem with respect to the long-term average delivery rates, we proposed a novel queueing structure that allowed us to obtain an optimal algorithm for joint file admission control, codeword construction and wireless transmissions. The main conclusion is that, by appropriately combining the multicast opportunities and the opportunism due to channel fading, coded caching can lead to significant gains in wireless systems with fading. Low-complexity algorithms which retain the benefits of our approach as well as a delay-constrained delivery scheme, are left as interesting topics of future investigation.

VIII. APPENDIX: PROOFS

A. Proof of Theorem 1

Let \( M_\emptyset \) be the message for all the users in \( \emptyset \subseteq [K] \) and of size \( 2^{nR_\emptyset} \). We first show the converse. It follows that the set of \( 2^K - 1 \) independent messages \( \{ M_\emptyset : \emptyset \subseteq [K] \} \) can be partitioned as

\[
\bigcup_{k=1}^{K} \{ M_\emptyset : k \in \emptyset \subseteq [k] \}.
\]
We can now define \( K \) independent mega-messages \( \tilde{M}_k := \{ M_j : k \in \mathcal{J} \subseteq [k] \} \) with rate \( \tilde{R}_k := \sum_{\mathcal{J} : k \in \mathcal{J}} R_j \). Note that each mega-message \( k \) must be decoded at least by user \( k \) reliably. Thus, the \( K \)-tuple \( (\tilde{R}_1, \ldots, \tilde{R}_K) \) must lie inside the private-message capacity region of the \( K \)-user BC. Since it is a degraded BC, the capacity region is known [5], and we have

\[
\tilde{R}_k \leq \log \frac{1 + h_k \sum_{j=1}^{k} p_j}{1 + h_k \sum_{j=1}^{k} p_j}, \quad k = 2, \ldots, K,
\]

for some \( p_j \geq 0 \) such that \( \sum_{j=1}^{k} p_j \leq P \). This establishes the converse.

To show the achievability, it is enough to use rate-splitting. Specifically, the transmitter first assembles the original messages into \( K \) mega-messages, and then applied the standard \( K \)-level superposition coding [5] putting the \((k-1)\)-th signal on top of the \( k \)-th signal. The \( k \)-th signal has average power \( p_k, k \in [K] \). At the receivers’ side, if the rate of the mega-messages are inside the private-message capacity region of the \( K \)-user BC, i.e., the \( K \)-tuple \( (\tilde{R}_1, \ldots, \tilde{R}_K) \) satisfies (28), then each user \( k \) can decode the mega-message \( k \). Since the channel is degraded, the users to \( k-1 \) can also decode the mega-message \( k \) and extract its own message. Specifically, each user \( j \) can obtain \( M_\mathcal{J} \) (if \( \mathcal{J} \ni j \)), from the mega-message \( \tilde{M}_k \) when \( k \in \mathcal{J} \subseteq [k] \). This completes the achievability proof.

### B. Static policies

An important concept for characterizing the feasibility region and proving optimality of our proposed policy is the one we will refer to here as “static policies”. The concept is that decisions taken according to these policies depend only on the channel state realization (i.e. the uncontrollable part of the system) as per the following definition:

**Definition 4 (Static Policy).** Any policy that selects the control variables \( \{a(t), \sigma(t), \mu(t)\} \) according to a probability distribution that depends only on the channel state \( h(t) \) will be called a static policy.

It is clear from the definition that all static policies belong to the set of admissible policies for our setting. An important case is where actually admission control \( a(t) \) and codeword routing \( \sigma(t) \) are decided at random and independently of everything and transmissions \( \mu(t) \) are decided at by a distribution that depends only on the channel state realization of the slot: It can be shown using standard arguments in stochastic network optimization (see for example [6], [7], [28], [31]) that the optimal long term file delivery vector and any file delivery vector in the stability region of the queueing system can be achieved by such static policies, as formalized by the following Lemmas:

**Lemma 7 (Static Optimal Policy).** Define a policy \( \pi^* \in \Pi^{CC} \) that in each slot where the channel states are \( h \) works as follows: (i) it pulls random user demands with mean \( \bar{a}_k \), and it gives the virtual queues arrivals with mean \( \bar{\sigma}_k^* \) as well (ii) the number of combinations for subset \( \mathcal{J} \) is a random variable with mean \( \bar{\sigma}_k^* \) and uniformly bounded by \( \sigma_{\text{max}}^* \), (iii) selects one out of \( K+1 \) suitably defined rate vectors \( \mu^l \in \Gamma(h), l = 1, \ldots, K+1 \) with probability \( \psi_{l,h} \). The parameters above are selected such that they solve the following problem:

\[
\max_{\pi} \sum_{k=1}^{K} \sum_{j: k \in \mathcal{J}} g_k(\bar{a}_k^*)
\]

\[
s.t. \quad \sum_{\mathcal{J} : k \in \mathcal{J}} \bar{\sigma}_k^* \geq \bar{\sigma}_k^*, \forall k \in \{1, \ldots, K\}
\]

\[
\sum_{\mathcal{J} : \mathcal{J} \subseteq \mathcal{J}} b_{\mathcal{J}, \mathcal{J}} \bar{\sigma}_k^* \leq T_{\text{slot}} \sum_{h} \phi_h \sum_{l=1}^{K+1} \psi_{l,h} \mu^l(h), \quad \forall \mathcal{J} \subseteq \{1, 2, \ldots, K\}
\]

Then, \( \pi^* \) results in the optimal delivery rate vector (when all possible policies are restricted to set \( \Pi^{CC} \)).

**Lemma 8 (Static Policy for the \( \delta \)- interior of \( \Gamma^{CC} \)).** Define a policy \( \pi^\delta \in \Pi^{CC} \) that in each slot where the channel states are \( h \) works as follows: (i) it pulls random user demands with mean \( \bar{a}_k^\delta \) such that \( (\bar{a}_k + \delta) \in \Gamma^{CC} \), and gives the virtual queues random arrivals with mean \( \bar{\sigma}_k^\delta \leq \bar{\sigma}_k^* + \epsilon' \) for some \( \epsilon' > 0 \) (ii) the number of combinations for subset \( \mathcal{J} \) is a random variable with mean \( \bar{\sigma}_k^\delta \) and uniformly bounded by \( \sigma_{\text{max}}^\delta \), (iii) selects one out of \( K+1 \) suitably defined rate vectors \( \mu^l \in \Gamma(h), l = 1, \ldots, K+1 \) with probability \( \psi_{l,h} \delta \). The parameters above are selected such that:

\[
\sum_{\mathcal{J} : k \in \mathcal{J}} \bar{\sigma}_k^\delta \geq \epsilon + \bar{\sigma}_k^*, \forall k \in \{1, \ldots, K\}
\]

\[
\sum_{\mathcal{J} : \mathcal{J} \subseteq \mathcal{J}} b_{\mathcal{J}, \mathcal{J}} \bar{\sigma}_k^\delta \leq \epsilon + T_{\text{slot}} \sum_{h} \phi_h \sum_{l=1}^{K+1} \psi_{l,h} \delta \mu^l(h), \forall \mathcal{J} \subseteq 2^K
\]

for some appropriate \( \epsilon < \delta \). Then, the system under \( \pi^\delta \) has mean incoming rates of \( \bar{a}^\delta \) and is strongly stable.
C. Proof of Lemma 3

We prove the Lemma in two parts: (i) first we prove that $\Gamma^{CC} \subseteq \Lambda^{CC}$ and (ii) then that $(\Gamma^{CC})^c \subseteq (\Lambda^{CC})^c$.

For the first part, we show that if $\alpha \in \text{Int}(\Gamma^{CC})$ then also $\lambda \in \Lambda^{CC}$, that is the long term file delivery rate vector observed by the users as per (10) is $\mathbf{r} = \alpha$. Denote $A_k(t)$ the number of files that have been admitted to the system for user $k$ up to slot $t$. Also, note that due to our restriction on the class of policies $\Pi^{CC}$ and our assumption about long enough blocklengths, there are no errors in decoding the files, therefore the number of files correctly decoded for user $k$ till slot $t$ is $D_k(t)$. From Lemma 8 it follows that there exists a static policy $\pi^{RAND}$, the probabilities of which depending only on the channel state realization at each slot, for which the system is strongly stable. Since the channels are i.i.d. random with a finite state space and queues are measured in files and bits, the system now evolves as a discrete time Markov chain $(S(t), Q(t), H(t))$, which can be checked that is aperiodic, irreducible and with a single communicating class. In that case, strong stability means that the Markov chain is ergodic with finite mean.

Further, this means that the system reaches to the set of states where all queues are zero infinitely often. Let $T[n]$ be the number of timeslots between the $n$–th and $(n + 1)$–th visit to this set (we make the convention that $T[0]$ is the time slot that this state is reached for the first time). In addition, let $\tilde{A}_k[n], \tilde{D}_k[n]$ be the number of demands that arrived and were delivered in this frame, respectively. Then, since within this frame the queues start and end empty, we have

$$\tilde{A}_k[n] = \tilde{D}_k[n], \forall n, \forall k.$$  

In addition since the Markov chain is ergodic,

$$\overline{\alpha}_k = \lim_{t \to \infty} \frac{A(t)}{t} = \lim_{N \to \infty} \frac{\sum_{n=0}^{N} \tilde{A}_k[n]}{\sum_{n=0}^{N} T[n]}$$

and

$$\overline{\tau}_k = \lim_{t \to \infty} \frac{D(t)}{t} = \lim_{N \to \infty} \frac{\sum_{n=0}^{N} \tilde{D}_k[n]}{\sum_{n=0}^{N} T[n]}$$

Combining the three expressions, $\mathbf{r} = \alpha$ thus the result follows.

We now proceed to show the second part, that is given any arrival rate vector $\alpha$ that is not in the stability region of the queueing system we cannot have a long term file delivery rate vector $\mathbf{r} = \alpha$. Indeed, since $\alpha \notin \Gamma^{CC}$, for any possible $\mathbf{r}$ satisfying (13), for every $\mu \in \sum_{h \in \mathcal{C}} \phi_h \Gamma(h)$ there will be some subset(s) of users for which the corresponding inequality $\mathcal{L}$ is violated. Since codeword generation decisions are assumed to be irrevocable and $\sum_{h \in \mathcal{C}} \phi_h \Gamma(h)$ is the capacity region of the wireless channel, the above implies that there is not enough wireless capacity to satisfy a long term file delivery rate vector of $\alpha$. Therefore, $\alpha \notin \Lambda^{CC}$, finishing the proof.

D. Proof of Theorem 6

We first look at static policies, which take random decisions based only on the channel realizations. We focus on two such policies: (i) one that achieves the optimal utility, as described in Lemma 7 and (ii) one that achieves (i.e. admits and stabilizes the system for that) a rate vector in the $\delta$–interior of $\Lambda^{CC}$ (for any $\delta > 0$), as described in Lemma 8. Then, we show that our proposed policy minimizes a bound on the drift of the quadratic Lyapunov function and compare with the two aforementioned policies: Comparison with the second policy proves strong stability of the system under our proposed policy, while comparison with the first one proves almost optimality.

From Lemma 8 and Corollary 4 it suffices to prove that under the online policy the queues are strongly stable and the resulting time average admission rates maximize the desired utility function subject to minimum rate constraints.

The proof of the performance of our proposed policy is based on applying Lyapunov optimization theory \cite{28} with the following as Lyapunov function (where we have defined $Z(t) = (S(t), Q(t), U(t))$ to shorten the notation)

$$L(Z) = L(S, Q, U) = \frac{1}{2} \left( \sum_{k=1}^{K} U_k^2(t) + S_k^2(t) + \sum_{j \in 2^X} \frac{Q_j^2(t)}{F^2} \right).$$

We then define the drift of the aforementioned Lyapunov function as

$$\Delta L(Z) = \mathbb{E} \{ L(Z(t + 1)) - L(Z(t)) | Z(t) = Z \},$$

\footnote{We would also need to check the boundary of $\Gamma^{CC}$. Note, however, that by similar arguments we can show that for each vector on $\partial \Gamma^{CC}$ we need to achieve a rate vector on the boundary of the capacity region of the wireless channel. Since, as mentioned in the main text, we do not consider boundaries in this work, we can discard these points.}
where the expectation is over the channel distribution and possible randomizations of the control policy. Using the queue evolution equations \([4], [5], [16]\) and the fact that \(((|x|)^2 \leq x^2\), we have

\[
\Delta L(Z(t)) \leq B + \sum_{j \in 2^\mathcal{X}} Q_\beta(t) \mathbb{E} \left\{ \sum_{\beta \subset \beta, \beta \subset \beta} b_{\beta, \beta}(t) - T_{slo} \mu_\beta(t) \right| Z(t) \right) \\
+ \sum_{k=1}^K S_k(t) \mathbb{E} \left\{ a_k(t) - \sum_{j \in \mathcal{J}} \sigma_j(t) \right| Z(t) \right) + \sum_{k=1}^K U_k(t) \mathbb{E} \left\{ \gamma_k(t) - \alpha_k(t) \right| Z(t) \right) , \quad (29)
\]

where

\[
B = \sum_{k=1}^K \left( \frac{\gamma_{k, \max}^2 + \frac{1}{2} \left( \sum_{j \in \mathcal{J}} \sigma_{\max}^j \right)^2}{ \sum_{j \in \mathcal{J}} \sigma_{\max}^j } \right) + \frac{1}{2F^2} \sum_{j \in 2^\mathcal{X}} \sum_{\beta \subset \beta, \beta \subset \beta} (\sigma_{\max}^j b_{\beta, \beta})^2 + \frac{T_{slo}}{2F^2} \sum_{j \in 2^\mathcal{X}} \sum_{k \in \mathcal{J}} \mathbb{E} \left\{ \left( \log_2 (1 + Ph_k(t)) \right)^2 \right\} . \quad (30)
\]

Note that \(B\) is a finite constant that depends only on the parameters of the system. Adding the quantity \(-V \sum_{k=1}^K \mathbb{E} \{g_k(\gamma_k(t))|Z(t)\}\) to both hands of \((29)\) and rearranging the right hand side, we have the drift-plus-penalty expression

\[
\Delta L(Z(t)) - V \sum_{k=1}^K \mathbb{E} \{g_k(\gamma_k(t))|Z(t)\} \leq B - V \sum_{k=1}^K \mathbb{E} \{\gamma_k(t) - \alpha_k(t) - S_k(t) \} + \sum_{j \in 2^\mathcal{X}} \mathbb{E} \{\sigma_j(t)\} \left( \sum_{j \in \mathcal{J}} \frac{Q_\beta(t) b_{\beta, \beta}}{F^2} - \sum_{k \in \mathcal{J}} S_k(t) \right) + \sum_{k=1}^K U_k(t) \mathbb{E} \{a_k(t)\} | Z(t) \right) \\
- \sum_{j \in 2^\mathcal{X}} \frac{Q_\beta(t)}{F^2} T_{slo} \mathbb{E} \{\mu_\beta(t)\} | Z(t) \right) \quad (31)
\]

Now observe that the proposed scheme \(\pi\) minimizes the right hand side of \((31)\) given any channel state \(h(t)\) (and hence in expectation over the channel state distributions). Therefore, for every vectors \(\bar{a} \in [1, \gamma_{\max}]^K, \bar{\gamma} \in [1, \gamma_{\max}]^K, \bar{\sigma} \in \text{Conv}([0, \ldots, \sigma_{\max}]^K), \bar{\tau} \in \sum_{h \in \mathcal{H}} \phi_h t^\tau(h)\) that denote time averages of the control variables achievable by any static (i.e. depending only on the channel realization) randomized policies it holds that

\[
\Delta L^\pi(Z(t)) - V \sum_{k=1}^K \mathbb{E} \{g_k(\gamma_k(t))\} \leq B - V \sum_{k=1}^K \mathbb{E} \{\gamma_k(t) - \alpha_k(t) - S_k(t) \} + \sum_{j \in 2^\mathcal{X}} \mathbb{E} \{\sigma_j(t)\} \left( \sum_{j \in \mathcal{J}} \frac{Q_\beta(t) b_{\beta, \beta}}{F^2} - \sum_{k \in \mathcal{J}} S_k(t) \right) + \sum_{k=1}^K U_k(t) \mathbb{E} \{a_k(t)\} | Z(t) \right) \\
+ \sum_{j \in 2^\mathcal{X}} \mathbb{E} \{\sigma_j(t)\} \left( \sum_{j \in \mathcal{J}} \frac{Q_\beta(t) b_{\beta, \beta}}{F^2} - \sum_{k \in \mathcal{J}} S_k(t) \right) - \sum_{j \in 2^\mathcal{X}} \frac{Q_\beta(t)}{F^2} T_{slo} \mathbb{E} \{\mu_\beta(t)\} | Z(t) \right) \quad (32)
\]

We will use \((32)\) to compare our policy with the specific static policies defined in Lemmas [7, 8].

**Proof of strong stability:** Replacing the time averages we get from the static stabilizing policy \(\pi^\delta\) of Lemma [8] for some \(\delta > 0\), we get that there exist \(\epsilon, \epsilon' > 0\) such that (the superscript \(\pi\) denotes the quantities under our proposed policy)

\[
\Delta L^\pi(Z(t)) \leq B + V \sum_{k=1}^K \mathbb{E} \{g_k(a_k^\pi(t))\} - V \sum_{k=1}^K g_k(\gamma_k(t)) - \epsilon \left( \sum_{k=1}^K S_k(t) + \sum_{j \in 2^\mathcal{X}} \frac{Q_\beta(t)}{F^2} \right) - \epsilon' \sum_{k=1}^K U_k(t) .
\]

Since \(a_k(t) \leq \gamma_{\max,k} \forall t\), it follows that \(g_k(\pi_k^\pi(t)) < g_k(\gamma_{\max,k})\). In addition, \(g_k(x) \geq 0, \forall x \geq 0\) therefore

\[
\Delta L^\pi(Z(t)) \leq B + V \sum_{k=1}^K \mathbb{E} \{g_k(\gamma_{\max,k})\} - \epsilon \left( \sum_{k=1}^K S_k(t) + \sum_{j \in 2^\mathcal{X}} \frac{Q_\beta(t)}{F^2} \right) - \epsilon' \sum_{k=1}^K U_k(t)
\]

Using the the Foster-Lyapunov criterion, the above inequality implies that the system \(Z(t)\) under our proposed policy \(\pi\) has a unique stationary probability distribution, under which the mean queue lengths are finite. Moreover,

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \left\{ \sum_{j \in 2^\mathcal{X}} \frac{Q_\beta(t)}{F^2} + \sum_{k=1}^K (S_k(t) + U_k(t) \right) \right) \leq B + V \sum_{k=1}^K g_k(\gamma_{\max,k}) . \quad (33)
\]

\footnote{For the utility-related virtual queues, note that if \(g_k^*(0) < \infty\), then \(U_k(t) < V g_k^*(0) + \gamma_{k, \max}\), i.e. their length is deterministically bounded.}
Therefore the queues are strongly stable under our proposed policy. In order to prove the part of Theorem 6 regarding the guaranteed bound on the average queue lengths, we first note that the above inequality holds for every $\epsilon > 0$ and define $\epsilon_0$ as

$$
\epsilon_0 = \arg\max_{\epsilon > 0} \epsilon 
\text{ s.t. } \epsilon \mathbf{1} \in A^{CC}.
$$

(34)

Following the same arguments as in Section IV of [7], we can show that the Right Hand Side of (33) is bounded from below by

$$
B + V \sum_{k=1}^{K} g_k(\gamma_{\max, k}) \epsilon_0,
$$

therefore proving the requested bound on the long-term average queue lengths.

We now proceed to proving the near-optimality of our proposed policy.

**Proof of near optimal utility:** Here we compare $\pi$ with the static optimal policy $\pi^*$ from Lemma 7. Since $\pi^*$ takes decisions irrespectively of the queue lengths, we can replace quantities $\mathbf{a}, \mathbf{A}, \mathbf{B}$ on (32) with the time averages corresponding to $\pi^*$, i.e. $\mathbf{a}^*, \mathbf{A}^*, \mathbf{B}^*$. From the inequalities in Lemma 7 we have

$$
V \sum_{k=1}^{K} \mathbb{E} \{ g_k(\gamma_k^z(t)) \} \geq V \sum_{k=1}^{K} g_k(\pi_k^*) - B + \Delta L^z(\mathbf{Z}(t))
$$

Taking expectations over $\mathbf{Z}(t)$ for both sides and summing the inequalities for $t = 0, 1, \ldots, T - 1$ and dividing by $VT$ we get

$$
\frac{1}{T} \sum_{t=1}^{T-1} \sum_{k=1}^{K} \mathbb{E} \{ g_k(\gamma_k^z(t)) \} \geq \sum_{k=1}^{K} g_k(\pi_k^*) - B
$$

Assuming $\mathbb{E} \{ L^z(\mathbf{Z}(0)) \} < \infty$ (this assumption is standard in this line of work, for example it holds if the system starts empty), since $\mathbb{E} \{ L^z(\mathbf{Z}(T)) \} > 0, \forall T > 0$, taking the limit as $T$ goes to infinity gives

$$
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T-1} \sum_{k=1}^{K} \mathbb{E} \{ g_k(\gamma_k^z(t)) \} \geq \sum_{k=1}^{K} g_k(\pi_k^*) - B.
$$

In addition, since $g_k(x)$ are concave, Jensen’s inequality implies

$$
\sum_{k=1}^{K} g_k(\pi_k^*) = \sum_{k=1}^{K} g_k \left( \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \{ \gamma_k^z(t) \} \right) \geq \frac{1}{T} \sum_{t=1}^{T-1} \sum_{k=1}^{K} \mathbb{E} \{ g_k(\gamma_k^z(t)) \} \geq \sum_{k=1}^{K} g_k(\pi_k^*) - B
$$

Finally, since the virtual queues $U_k(t)$ are strongly stable, it holds $\pi_k^* > \gamma_k^z$. We then have

$$
\sum_{k=1}^{K} g_k(\pi_k^*) > \sum_{k=1}^{K} g_k(\gamma_k^z) \geq \sum_{k=1}^{K} g_k(\pi_k^*) - B
$$

which proves the near optimality of our proposed policy $\pi$.
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