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Abstract  
Counterfactual explanations (CFEs) are an emerging technique under the umbrella of interpretability of machine learning (ML) models. They provide “what if” feedback of the form “if an input datapoint were \( x' \) instead of \( x \), then an ML model’s output would be \( y' \) instead of \( y \).” Counterfactual explainability for ML models has yet to see widespread adoption in industry. In this short paper, we posit reasons for this slow uptake. Leveraging recent work outlining desirable properties of CFEs and our experience running the ML wing of a model monitoring startup, we identify outstanding obstacles hindering CFE deployment in industry.
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Introduction  
Machine learning (ML) models are deployed broadly. They now serve as components of morally-laden decisioning systems in hiring [27], criminal justice [31], healthcare [10], police patrolling [9], and finance [29], among others. Usage in such critical applications necessitates trust—a multifaceted concept—in the underlying ML model. Core components of trust in ML models include provisioning, measurement, and monitoring [22] of fairness, privacy, and explainability—all in the context of the requirements and levels of comprehension of experts [14] and non-experts [26] alike. In this
work, we focus solely on a specific family of explainability methods—counterfactual explanations—and identify barriers to their widespread deployment and use in industry.

**Counterfactual Explainability: A Tiny Primer**

Explainability research in ML either aims to develop inherently interpretable models [25] or to explain complex models. Examples of interpretable models include linear models, rule sets, shallow decision trees; examples of complex models include random forests and neural networks. Methods explaining complex models either take a holistic approach (global explanations) or explain individual predictions (local explanations). Global explanations generally approximate a complex model with an interpretable model; local explanations generally do not approximate the model.

Counterfactual explanations (CFEs) are an emerging technique of local explainability. They explain a prediction by calculating a change (usually minimal) in a datapoint that would cause the underlying ML model to classify it in a desired class. For example, if an individual were denied a loan request, a CFE might tell them that if they could increase their savings by $5000, then their request would be approved. CFEs do not necessarily approximate the ML model and are therefore fidelitous to it. Unlike other explainability methods, CFEs aim to provide a precise and actionable recommendation to achieve a desired outcome.

CFE in the context of ML was introduced by Wachter et al. [35] in 2017. (CFEs have existed in philosophy [20] and psychology [4] from decades.) A burgeoning ML literature addresses different parts of the CFEs’ desiderata, yet several challenges remain to be addressed before CFEs are widely adopted in industry. Counterfactual explainability is defined variously in the ML literature [33, 17]. Some works [19, 16] differentiate between contrastive and counterfactual explanations—largely based on the presence of and assumptions about the causal relations between features—while others do not [35, 6]. Yet, all CFEs—contrastive and counterfactual alike—share a high-level goal of communicating to stakeholders the underlying behavior of an ML model. Our present paper is largely agnostic to the detailed definition of CFEs; indeed, the obstacles we identify hold broadly, and interfere with industry deployment of even the “weaker” notions of CFEs. Our goal is to surface challenges and directions for HCI and AI/ML researchers.

**Desiderata of Counterfactual Explainability**

[Figure 1: Two possible paths for a datapoint (shown in blue), originally classified in the negative class, to cross the decision boundary. The end points of both the paths (shown in red and green) are valid counterfactuals for the original point. Figure adapted from Verma et al. [33].]

In this section, we list the desirable properties of CFEs as pointed out by recent surveys [33, 17]. These are, largely, the focus of the AI/ML sub-community focused on CFEs; their enumeration here enables discussion of some challenges we identify in the subsequent section.
• **Actionability:** CFEs should consider the mutability and actionability of features when suggesting changes to them, for e.g. a CFE should not change immutable features like one’s birth place or race.

• **Sparsity:** Instead of suggesting small changes to many features, a CFE is more amenable to action if it suggests changes to a few features, even if the magnitude of those individual changes are larger.

• **Adherence to data manifold:** Prior research has suggested a more actionable CFE to be closer to the manifold of the data used to train the underlying ML model. The training dataset represents the distribution of its features, and therefore a CFE far away from the dataset is likely unactionable. In Figure 1, the green CFE is closer to the data manifold than the red CFE.

• **Respect for causal relations:** In order to reflect real-world relations, a CFE should adhere to causal relations between features, for e.g. it should not suggest a decrease in one’s age and degrees.

The following are the desirable properties of the CFE generating algorithm.

• **Black-box and model agnostic CFEs:** An algorithm which can generate CFE for black-box models and is model-agnostic can be applied in various scenarios, including the case when the ML model is proprietary.

• **Fast CFEs:** An algorithm which can generate CFES for multiple datapoints (from the same distribution) after a single optimization is faster and easy to deploy.

### Challenges in Operationalizing CFEs

Research has taken strides toward addressing different desired components of CFES; however, much remains to be done before CFES see widespread adoption in practice. In this section, drawing on intuition from our recent survey [33] and our experience in industry, we enumerate some remaining challenges at the intersection AI/ML and HCI research, as well as policy and governance.

**Challenge 1.** Lack of a structural causal model (SCM).

An SCM gives constraints on one feature (unary) or between multiple features (n-ary) of the dataset in the form of equations, and is therefore dataset specific. Most datasets do not have a readily-available SCM, making it difficult to generate CFES that are actionable by individuals. A complete SCM is almost infeasible to have [23], but even partial SCMs are sufficient for generating meaningful CFES [21].

**Challenge 2.** Lack of interventional data.

Most of the current datasets used in research and industry are observational, and therefore learning the complete causal graph is impossible [23, 1, 24]. Several causal discovery techniques exist that can learn causal graphs from interventional data [13], e.g., data that shows how features of specific individuals evolved over time. Availability of such datasets can be useful in learning the causal relations and generating actionable CFES.

**Challenge 3.** ML models are not static (from [33]).

Most CFE generation approaches assume that the underlying ML model is stationary. However, this is not the case in many real-world settings; e.g., credit card companies and banks update their ML models frequently [12], and this must be taken into account when providing CFE to an individual.

**Challenge 4.** CFES should be an interactive service, while guarding against privacy attacks (from [33]).
CFE should be provided as an interactive service. This provides an updated suggestion to an individual who could not precisely follow the prior advice. This however, could lead to privacy attacks causing leak of the data used to train the models, as it has been shown that with lot of queries to a ML model, one can infer information about the data used to train it [28, 11, 15]. The CFE generating methods will need to guard against such concerns.

Challenge 5. CFEs should tell what should not change (from [33]).

Along with what should change, a CFE should tell what should not change. Consider a ML model used for loan prediction which takes income and years in job as input. The ML model rejected the loan request of an individual and suggested an increase in income. Consequently, the individual changed their job and the feature years in job was reset to 0. The model still rejected the loan request even after increase in income as it did not specify that the other feature should not change [2]. This situation could be averted if the individual could preemptively convey the proposed action and receive feedback (Challenge 4).

Challenge 6. Consider bias in the ML model (from [33]).

Most current CFE generation methods do not consider the potential bias in the ML model, which could lead to wide difference in difficult of attain a counterfactual state for different demographic groups [32]. Research in fairness in ML has developed metrics of bias [34] and methods to counteract it [8]. CFE research should integrate method for generating CFE with the model bias consideration.

Challenge 7. Capturing personal preferences (from [33]).

Along with considering the actionability of features in global sense, CFEs should also consider their actionability in a local sense, i.e., personal preferences of an individual [21]. Most current CFE generation methods ignore this aspect. Many industry applications further complicate this challenge by virtue of necessitating not just elicitation of personal preferences, but also aggregation of preferences across a diverse class of stakeholders.

Challenge 8. Generate common-sensical CFEs.

The suggestions made by CFEs should align with common-sensical knowledge and human intuition, for e.g. it should suggest one to decrease their income or degrees in order to get a loan. The goal of generating robust CFEs will be beneficial to this challenge.

Challenge 9. Lack of visualization of CFEs (from [33]).

Visualization can influence user behavior [5], and since CFEs will be directly served to consumers with varying levels of technical knowledge, we need better ways to visualize CFEs.

Challenge 10. Lack of understanding of how to apply CFEs in the regression (as opposed to classification) case.

CFEs are deemed to be a method of explanation for ML models which classify their input into discrete classes. It would be beneficial to define CFEs for regression and develop methods that can generate them.

Challenge 11. Unification of vocabulary and terminology within the CFE community.

Currently, the CFE community uses varied terms such as “contrastive,” “actionable recourse,” “algorithmic recourse,” and others to describe similar ideas in the broad space of finding minimal and feasible changes to the features of an input datapoint in order to achieve some desired classifica-
ution, perhaps subject to exogeneous constraints, stochasticity, and/or other forms of internal or external uncertainty. Recent articles have attempted to distinguish between, e.g., counterfactual and contrastive explanations [7, 30, 3, 18, 33] by way of broad literature review. Yet, those works also surface contradictory definitions and uses of some terminology by that literature. There is potential, and indeed need, to arrive at a consistent terminology to describe exactly different manifestations of the broad idea of this form of explainability. Consistent terminology will help researchers to specify and address relevant problems, stakeholders to arrive at the same concept when discussing explainability techniques, and regulatory bodies to do their jobs accurately and appropriately.

**Challenge 12.** Acceptance by regulatory bodies (from [33]).

The need for explainable methods in ML is driven in part by legal requirements, and the development of new explainability methods necessitates the creation of new policy. Our final challenge to the community is to curate and embrace the feedback loop between practitioners, researchers, and policymakers.

**Conclusions**

In this work, we have outlined a few important and challenging problems which need to addressed in order to promote wide acceptance of CFEs in AI/ML communities and consumer-facing industries. Among the set of challenges, **Challenge 4** and **Challenge 9** are perhaps more direct to address for computer science researchers. Learning or deciphering causal models is known to be difficult and, often, impossible (**Challenge 1** and **Challenge 2**); indeed, understanding the tradeoffs between . Capturing dynamism (**Challenge 3**), pre-defined notions of bias (**Challenge 6**), baking-in common sensical knowledge (**Challenge 8**), and encapsulating personal preferences (**Challenge 7**) in the CFE generating process are broad research directions with deep connections to computational social science and economics, operations research, and applied mathematics. **Challenge 11** and **Challenge 12** will necessarily involve dialogue with a diverse set of stakeholders, perhaps moreso than the other challenges we have identified. While each challenge brings important aspects to the utility of CFE methods, we believe that addressing these areas will increase the uptake of CFEs in practical application. These challenges should serve as promising future research directions.
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