Polarimetric Model-Based Decomposition with Refined Double-Bounce Orientation Angle and Scattering Model
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Abstract: Oriented manmade targets can produce significant cross-polarization power. The scattering mechanism interpretation of them is still challenging. Within the framework of traditional scattering models, the scattering mechanism of oriented manmade targets will be interpreted as volume scattering. Recently, many advanced approaches have been proposed to mitigate the cross-polarization terms of the coherency matrix or distribute the power of cross-polarization to new scattering models, such as orientation angle compensation and multiple scattering components decomposition. Among these methods, the general model-based decomposition with physically meaningful double-bounce and odd-bounce scattering models has been proposed by modeling their independent orientation angles and becomes a widely accepted method. However, the two vital parameters of generalized scattering models: double- and odd-bounce orientation angles are derived through nonlinear optimization procedure. These generalized models lead to a heavy computation burden for parameters inversion. In this paper, we disclose the latent relationship between the double-bounce orientation angle and polarization orientation angle by data fitting experiments. With this simplified relationship, a refined double-bounce scattering model is established. Then, the odd-bounce orientation angle can be derived through equations. In this way, the nonlinear optimization procedure can be converted to a linear solution. A fast generalized model-based decomposition is developed thereafter. The main contribution of this work is to inherit the generalized models while speeding up the parameter calculation procedure. The comparison studies are carried out with X-band airborne PiSAR, L-band spaceborne ALOS-2, and C-band spaceborne Radarsat-2 PolSAR datasets. Compared with the state-of-the-art approaches, the proposed decomposition achieves improved interpretation performance from both visual and quantitative investigations especially for oriented built-up areas.
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1. Introduction

Polarimetric target decomposition is a powerful tool for polarimetric synthetic aperture radar (PolSAR) data interpretation and achieves plenty of successful applications [1,2]. Among them, model-based decompositions, which can provide physically meaningful solutions have been widely used. The Freeman–Durden decomposition is one of the pioneer model-based decompositions [3]. From then on, many advances have been reported to overcome the negative power issues, volume-scattering overestimation, and scattering mechanism ambiguity [4]. Non-negative eigenvalue constrain was proposed to avoid the occurrence of negative power [5,6]. Meanwhile, the power of the volume-scattering component is primarily determined by the cross-polarization term within the scope of conventional scattering models [3,7]. In this vein, the orientation angle compensation (OAC), which aims at cross-polarization element minimization has been incorporated in model-based decomposition to alleviate volume-scattering overestimation [8,9]. Moreover, double unitary transformations have been included to further enhance the performance of...
model-based decomposition [10]. In addition, generalized volume-scattering models have been proposed to better fit forest canopy [11–15], including generalized volume-scattering model (GVSM) [13], simplified Neumann volume-scattering model (SNVSM) [14], and generalized volume-scattering model with vegetation index (GRVI) [15].

In principle, manmade targets such as oriented double-bounce and odd-bounce structures can also produce obvious cross-polarization power. An X-Bragg model has been developed to account for the cross-polarization term induced by oriented surfaces with an empirical fashion [16]. Similarly, other empirical double-bounce and odd-bounce scattering models fitting the cross-polarization term have been proposed [17]. Furthermore, with independent modeling of fundamental scattering structures’ orientation angles, physically sounded double-bounce and odd-bounce scattering models have been developed [18]. They can fit both cross-polarization and off-diagonal terms. In this vein, improved performance has been achieved especially over oriented built-up areas. Note that these generalized models make parameters’ inversion as a nonlinear optimization procedure.

According to the analysis of general model-based decomposition [18], the trigonometric functions of DBOA and OBOA are the mainly nonlinear terms during the derivation procedure. To simplify and accelerate the solution procedure of general model-based decomposition, this work aims at developing a fast model-based decomposition by converting the nonlinear model inversion to a linear solution. Polarization orientation angle (POA) describes the rotation of a coherency matrix along the sightline of radar. POA can be derived through the minimization of the cross-polarization term [9] or circular polarization method [19]. The estimated POA is a mixture among all the scattering mechanisms for a coherency matrix. While, the double-bounce orientation angle (DBOA) and odd-bounce orientation angle (OBOA) are proposed to describe the rotation of double-bounce and odd-bounce scattering separately. Theoretically, the rotation of double- or odd-bounce scattering will contribute to the POA. As is shown in [18], the DBOA and POA is highly correlated with each other. Therefore, the core idea of transforming the nonlinear model inversion is to excavate the latent relationship between POA and DBOA and develop a refined double-bounce scattering model through derived DBOA. With the derived DBOA, the OBOA can be easily derived through equations. Therefore, a fast general model-based decomposition is established. Finally, the performances are validated with different PolSAR datasets and compared with the state-of-the-art approaches.

This paper is organized as follows: In Section 2, the relationship between DBOA and POA is analyzed, and the refined double-bounce orientation angle and scattering model is introduced. Section 3 describes the procedure of the proposed model-based decomposition method. Then, in Section 4, the visual and quantitative analyses of decomposition results performed on different PolSAR datasets are demonstrated. Finally, conclusions of this work are drawn in Section 5.

2. Refined Double-Bounce Orientation Angle and Scattering Model

Incorporated with double-bounce orientation angle, the traditional double-bounce scattering model can be transformed into a generalized double-bounce scattering model [18], which can be represented as:

$$
\mathbf{T}_{\text{dbl}} = f_d \begin{bmatrix}
|\alpha|^2 & \alpha & 0 \\
\alpha^* & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} \Rightarrow \mathbf{T}_{\text{dbl}}(\theta_{\text{dbl}}) = f_d \begin{bmatrix}
|\alpha|^2 & \alpha \cos 2\theta_{\text{dbl}} & -\alpha \sin 2\theta_{\text{dbl}} \\
\alpha^* \cos 2\theta_{\text{dbl}} & \cos^2 2\theta_{\text{dbl}} & -\frac{1}{2} \sin 4\theta_{\text{dbl}} \\
-\alpha^* \sin 2\theta_{\text{dbl}} & -\frac{1}{2} \sin 4\theta_{\text{dbl}} & \sin^2 2\theta_{\text{dbl}}
\end{bmatrix}
$$

(1)

where $f_d$ is the double-bounce scattering power coefficient, and $\theta_{\text{dbl}}$ is the DBOA of scattering model. $\alpha$ is the model parameter.

In this way, the cross-polarization and off-diagonal term induced by oriented double-bounce structures will be reallocated to double-bounce scattering instead of volume scattering. In the former research of [18], double-bounce orientation angle is derived through the nonlinear least square optimization procedure as an unknown parameter. Experimental studies show that the DBOA is highly correlated with POA. A number of researchers have...
been devoted to exploring the relationship between polarization orientation angle and orientation angles of different scatterings [20–22]. However, POA describes the rotation of a coherency matrix and is a mixture orientation effect of separate scattering mechanisms. The oriented buildings will induce orientation of single-bounce and triple-bounce scattering components more than double-bounce scattering. In other words, the theoretical relationship between POA and DBOA is difficult to describe, even without existence.

Based on aforementioned facts, this work aims at disclosing their underlying statistics relationships and establishing a robust analytical expression through data fitting experiments on different PolSAR datasets such as X-band PiSAR, C-band Radarsat-2, and L-band ALOS-2 over oriented manmade areas. The experiment results of X-band PiSAR are shown below as an example.

The X-band Pi-SAR 8708 data were acquired on 12 February 2005, over Sendai, Japan, containing buildings with different orientation angles. The resolution is 2 m in the ground range direction at the scene center and 1.5 m in the azimuth direction. The full scene size is 5 km × 5 km. Three representative regions with variously oriented buildings of X-band PiSAR data are shown in Figure 1. The error bar plots are shown in Figure 2 with a POA interval of 5 degrees. The red dots indicate the mean values while the error bars represent the standard deviation. From Figure 2, it is observed that the error bar plots are rotational symmetry. Additionally, the relationship between DBOA and POA can be divided into 5 zones, as follows:

\[
\text{dbl} \hat{\theta} = \begin{cases} 
\hat{\theta} & \text{for } \hat{\theta} < 0 \\
\hat{\theta} + 10 & \text{for } \hat{\theta} 
\end{cases}
\]

Then, by putting \( \hat{\theta} \) into the model (1), a refined double-bounce scattering model can be developed, where the \( \hat{\theta} \) can be easily derived from POA with (2).

**Figure 1.** The optical images, Pauli images, polarization orientation angles, and double-bounce orientation angles of three patches selected from airborne X-band PiSAR data. Three patches of buildings are oriented in different directions. The orientation angle of (a1) is around 5 degree, (a2) is 35 degree, and (a3) is 45 degree. (a1–a3) are the optical images of three different patches and (b1-b3) are the Pauli images. The POAs of three different patches are shown in (c1–c3), while the DBOAs are shown in (d1–d3).
Figure 2. The histogram of POA and error bar plots of the relationship between POA and DBOA with airborne PiSAR data. (a–c) are the statistical distribution of POA for three different patches. (d–f) are the error bars. The red dots and blue error bars represent mean value and standard deviation of $\theta_{dbl}$. The green lines are the piecewise linear fitting results.

- **Zone A**: Negative linear zone ($-15^\circ \leq \text{POA} \leq 15^\circ$). According to the statistical distribution of POA and DBOA, the major part of the pixels are included in this interval. As shown in Figure 1(c1,d1), the relationship between POA and DBOA is approximate negative linear. As illustrated in [9], when the dominant polarization angle of a built-up area $|D_{\text{POA}}| \leq 22.5^\circ$, the overestimation of volume-scattering power after deorientation is not significant. In other words, when the POA is small, POA mainly describes the rotation of double-bounce scattering structure and is similar with DBOA. After statistics analysis of the negative linear interval, the boundary is finally set as $[-15^\circ, 15^\circ]$;

- **Zone B1 and B2**: Transition zone ($-25^\circ \leq \text{POA} \leq -15^\circ$ or $15^\circ \leq \text{POA} \leq 25^\circ$). As the POA increases, the negative linear relationship no longer holds. The probability density of these intervals is relatively high and the variance is large. The relationship of these two intervals is indistinct. Therefore, we design a linear function to concatenate Zone C and Zone A;

- **Zone C1 and C2**: Saturation zone ($-45^\circ \leq \text{POA} < -25^\circ$ or $25^\circ < \text{POA} \leq 45^\circ$). While the POA varies within this range, the DBOA has the trend of reaching the extreme value of $\pm 45^\circ$.

In this vein, a piecewise linear function is proposed to fit the relationship between POA and derived $\hat{\theta}_{dbl}$, as follows:

$$
\hat{\theta}_{dbl} = \begin{cases} 
-45^\circ & (-45^\circ \leq \theta < -25^\circ) \\
6 \cdot \text{POA} + 105^\circ & (-25^\circ \leq \theta < -15^\circ) \\
-\text{POA} & (-15^\circ \leq \theta \leq 15^\circ) \\
6 \cdot \text{POA} - 105^\circ & (15^\circ < \theta \leq 25^\circ) \\
45^\circ & (25^\circ < \theta \leq 45^\circ)
\end{cases}
$$

(2)
Then, by putting $\hat{\theta}_{dbl}$ into the model (1), a refined double-bounce scattering model $\hat{T}_{dbl}(\hat{\theta}_{dbl})$ is developed, where the $\hat{\theta}_{dbl}$ can be easily derived from POA with (2).

3. Proposed Decomposition Method

3.1. Model-Based Decomposition Framework

This section proposes a model-based decomposition framework. The main scheme is to convert the nonlinear model inversion as a linear solution with the proposed model and nonnegative eigenvalue constrain. Combined with the refined double-bounce scattering model, the framework of the fast model-based decomposition is

$$T = \langle T_{vol} \rangle + \hat{T}_{dbl}(\hat{\theta}_{dbl}) + T_{odd}(\theta_{odd}) + T_{hel} + T_{res}$$  \hspace{1cm} (3)

where $\langle T_{vol} \rangle, \hat{T}_{dbl}(\hat{\theta}_{dbl}), T_{odd}(\theta_{odd}), T_{hel}$ represent the coherency matrixes of volume, refined double-bounce, generalized odd-bounce, and helix scattering models, and $f_v, f_d, f_s, f_c$ are their scattering power coefficients separately. $\theta_{odd}$ is the odd-bounce orientation angle. $T_{res}$ is the residual matrix. To maintain the generality of the volume scattering, the proposed method adopts 4 different volume-scattering models as the volume-scattering lookup table, which is similar with [18]. The optimal volume-scattering model parameters are determined by the residual matrix minimization.

$$\min \| T_{res} \|_2$$  \hspace{1cm} (4)

The proposed model-based decomposition is shown in Figure 3.

3.1.1. Volume-Scattering Model

Volume scattering from vegetation is often described as randomly oriented dipoles with different probability density functions (pdf) $p(\theta)$ with respect to orientation angle and particle anisotropy [18]. The coherency matrix of the general volume-scattering model can be expressed as

$$\langle T_{vol} \rangle = \int_0^{2\pi} T(\theta)p(\theta)d\theta = \begin{bmatrix} a & d & e \\ d^* & b & f \\ e^* & f^* & c \end{bmatrix}$$  \hspace{1cm} (5)

where the elements $a, b, c$ are real-valued, while $d, e, f$ are complex-valued. The volume-scattering model lookup table is shown as follows.

In the classic Freeman–Durden three-component decomposition, the pdf is considered as a uniform distribution (known as random dipoles model). The corresponding coherency matrix is

$$\langle T_{vol1} \rangle = \frac{1}{4} \begin{bmatrix} 2 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (6)

Another two usual pdfs are sine and cosine distribution, proposed in the Yamaguchi four-component decomposition method, and are usually named as horizontal and vertical dipoles models.

$$\langle T_{vol2} \rangle = \frac{1}{30} \begin{bmatrix} 15 & 5 & 0 \\ 5 & 7 & 0 \\ 0 & 0 & 8 \end{bmatrix}, \langle T_{vol3} \rangle = \frac{1}{30} \begin{bmatrix} 15 & -5 & 0 \\ -5 & 7 & 0 \\ 0 & 0 & 8 \end{bmatrix}$$  \hspace{1cm} (7)

There are also another representative models such as the highest entropy model.

$$\langle T_{vol4} \rangle = \frac{1}{3} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (8)
3.2. Model Parameters Inversion

Figure 3. Flowchart of the proposed decomposition.

3.1.2. Odd-Bounce Scattering Model

The odd-bounce scattering model adopted by the vast majority of decomposition methods is the Bragg surface model, which is generated from Freeman–Durden decomposition [3,7]. The coherency matrix of odd-bounce scattering is

\[ T_{\text{odd}} = f_s \begin{bmatrix} 1 & \beta^* & 0 \\ \beta & |\beta|^2 & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad (9) \]

where \( \beta \) is the parameter of odd-bounce scattering model. Modeled with the odd-bounce orientation angle \( \theta_{\text{odd}} \), the generalized odd-bounce scattering scattering model can describe polarization basis rotation and the cross-polarization induced by the terrain slopes.

\[
T_{\text{odd}} \left( \theta_{\text{odd}} \right) = R_3(\theta_{\text{odd}}) T_{\text{odd}} R_3^H(\theta_{\text{odd}}) \\
= f_s \begin{bmatrix} 1 & \beta^* \cos 2\theta_{\text{odd}} & -\beta^* \sin 2\theta_{\text{odd}} \\ \beta \cos 2\theta_{\text{odd}} & |\beta|^2 \cos^2 2\theta_{\text{odd}} - \frac{1}{2} |\beta|^2 \sin 4\theta_{\text{odd}} & -\frac{1}{2} |\beta|^2 \sin 2\theta_{\text{odd}} \\ -\beta \sin 2\theta_{\text{odd}} & -\frac{1}{2} |\beta|^2 \sin 4\theta_{\text{odd}} & |\beta|^2 \cos^2 2\theta_{\text{odd}} \end{bmatrix} \quad (10) \]
3.1.3. Double-Bounce Scattering Model

The double-bounce scattering is modeled by scattering from a dihedral corner reflector, including ground-wall backscatters, where the reflector surfaces are made of different dielectric materials. The corresponding coherency matrix is

\[ T_{dbl} = f_d \begin{bmatrix} |\alpha|^2 & \alpha & 0 \\ \alpha^* & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \]  

(11)

where \( \alpha \) is double-bounce scattering model coefficient. \( \alpha \) is complex valued, and \(|\alpha| < 1\).

As illustrated in Section 2, the coherency matrix of refined double-bounce scattering model \( T_{dbl}(\hat{\theta}_{dbl}) \) is shown as (1).

3.1.4. Helix Scattering Model

The helix scattering model is proposed by Yamaguchi et al. to fit the reflection asymmetry condition [7]. The coherency matrix is

\[ T_{hel} = \frac{1}{2} f_c \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & \pm j \\ 0 & \mp j & 1 \end{bmatrix} \]  

(12)

3.2. Model Parameters Inversion

Traditionally, the helix scattering power is calculated from the imaginary part of \( T_{23} \) as \( P_c = 2|\text{Im}(T_{23})| \). However, the matrix \( T = T - P_c T_{hel} \) after helix scattering components derived cannot always guarantee positive semidefinite, and negative scattering power will be introduced. According to the nonnegative eigenvalue constrain [5,6,23], the maximum possible power of helix scattering can be derived through

\[ \det(T - \lambda H T_{hel}) = 0 \]  

(13)

where \( \det() \) denotes the matrix determinant. Note that there is only one solution as (13) is a one-order equation. Thus, the helix scattering power \( P_c \) can be obtained as

\[ P_c = \begin{cases} 2|\text{Im}(T_{23})|, & \lambda_H \geq 2|\text{Im}(T_{23})| \\ \lambda_H, & \text{otherwise} \end{cases} \]  

(14)

Similarly, volume-scattering power \( P_v \) is determined with the eigen equation

\[ \det(T' - \lambda T_{vol}) = 0 \]  

(15)

The volume-scattering power \( P_v \) can be derived as

\[ P_v = \min\{\lambda_1, \lambda_2, \lambda_3\} \]  

(16)

where \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) are the eigenvalues of (15).

After subtracting the helix and volume-scattering components, the remainder matrix \( T' \) is the summation of double-bounce and odd-bounce components

\[ T' = T - \langle T_{vol} \rangle - T_{hel} = T_{dbl}(\hat{\theta}_{dbl}) + T_{odd}(\theta_{odd}) \]  

(17)
Then, we can get the following equations:

\[
T_{11}^* = f_d |\beta|^2 + f_s \\
T_{12}^* = f_d \cos^2 2\beta_{dbl} + f_s |\beta|^2 \cos^2 \theta_{odd} \\
T_{13}^* = f_d \sin^2 2\beta_{dbl} + f_s |\beta|^2 \sin^2 \theta_{odd} \\
Re(T_{12}^*) = f_d \Re(\alpha) \cos 2\beta_{dbl} + f_s \Re(\beta) \cos 2\theta_{odd} \\
\Re(T_{13}^*) = -f_d \Re(\alpha) \sin 2\beta_{dbl} - f_s \Re(\beta) \sin 2\theta_{odd} \\
\Im(T_{12}^*) = f_d \Im(\alpha) \cos 2\beta_{dbl} - f_s \Im(\beta) \cos 2\theta_{odd} \\
\Im(T_{13}^*) = -f_d \Im(\alpha) \sin 2\beta_{dbl} + f_s \Im(\beta) \sin 2\theta_{odd} \\
Re(T_{23}^*) = -\frac{1}{2} f_d \sin 4\beta_{dbl} - \frac{1}{2} f_s |\beta|^2 \sin 4\theta_{odd}
\]

where \(T_{mn}^*\) is the \(m\) row, and \(n\) column element of the matrix \(T^*\).

According to (18), we can derive following equations.

\[
\begin{align*}
  f_d &= \frac{T_{13}^* \cos^2 2\theta_{odd} - T_{12}^* \sin^2 2\theta_{odd}}{\cos^2 2\beta_{dbl} \sin^2 2\beta_{dbl} - \sin^2 2\beta_{odd} \cos^2 2\beta_{dbl}} \\
  |\beta|^2 &= \frac{T_{13}^* \sin 2\theta_{odd} + T_{12}^* \cos 2\theta_{odd}}{\cos 2\beta_{dbl} \sin 2\beta_{dbl} - \sin 2\beta_{odd} \cos 2\beta_{dbl}} \\
  \Re(\alpha) &= \frac{\Re(T_{12}^*) \sin 2\beta_{odd} + \Re(T_{13}^*) \cos 2\beta_{odd}}{\sin(2\theta_{odd} - 2\beta_{dbl})} \\
  \Re(\beta) &= \frac{\Re(T_{12}^*) \sin 2\beta_{odd} + \Re(T_{13}^*) \cos 2\beta_{odd}}{\sin(2\theta_{odd} - 2\beta_{dbl})} \\
  \Im(\alpha) &= \frac{\Im(T_{12}^*) \sin 2\beta_{odd} + \Im(T_{13}^*) \cos 2\beta_{odd}}{\sin(2\theta_{odd} - 2\beta_{dbl})} \\
  \Im(\beta) &= \frac{\Im(T_{12}^*) \sin 2\beta_{odd} + \Im(T_{13}^*) \cos 2\beta_{odd}}{\sin(2\theta_{odd} - 2\beta_{dbl})}
\end{align*}
\]

Considering the equation

\[
\frac{|f_d \Re(\alpha)|^2 + |f_d \Im(\alpha)|^2}{f_d |\beta|^2} + \frac{|f_d \Re(\beta)|^2 + |f_d \Im(\beta)|^2}{f_d |\beta|^2} = T_{11}^*
\]

(20)

Substitute \(f_d \Re(\alpha), f_d \Im(\alpha), f_d \Re(\beta), f_d \Im(\beta), f_d, f_s |\beta|^2\) with (20), we can obtain an equation in terms of \(\tan \theta_{odd}\).

\[
a_1 \tan^4 \theta_{odd} + a_2 \tan^3 \theta_{odd} + a_3 \tan^2 \theta_{odd} + a_4 \tan \theta_{odd} + a_5 = 0
\]

(21)

where the coefficients \(a_1-a_5\) can be derived through equation transformation.

\[
\begin{align*}
a_1 &= (AT_{11}^* - |T_{11}^*|^2 + T_{11}^* T_{12}^* T_{13}^*) \cos^2 2\beta_{dbl} \\
a_2 &= -2 \Re(T_{12}^*) \Re(T_{13}^*) + \Re(T_{11}^* \Im(T_{13}^*)) \cos^2 2\beta_{dbl} - T_{12}^* T_{13}^* \sin 4\beta_{dbl} \\
a_3 &= (T_{11}^* T_{12}^* + |T_{12}^*|^2 - AT_{12}^*) \sin^2 2\beta_{dbl} - (T_{11}^* T_{13}^* + |T_{13}^*|^2 + AT_{13}^*) \cos^2 2\beta_{dbl} \\
a_4 &= 2 \Re(T_{12}^*) \Re(T_{13}^*) + \Re(T_{11}^* \Im(T_{13}^*)) \sin^2 2\beta_{dbl} + T_{13}^* T_{11}^* \sin 4\beta_{dbl} \\
a_5 &= (AT_{13}^* + |T_{13}^*|^2 + T_{11}^* T_{13}^*) \sin^2 2\beta_{dbl}
\end{align*}
\]

As \(\beta_{dbl}\) is derived, the intermediate quantity \(A\) is defined as

\[
A = \frac{|\Re(T_{12}^*) \sin 2\beta_{dbl} + \Re(T_{13}^*) \cos 2\beta_{dbl}|^2}{T_{12}^* \sin^2 2\beta_{dbl} - T_{13}^* \cos^2 2\beta_{dbl}} + \frac{|\Im(T_{12}^*) \sin 2\beta_{dbl} + \Im(T_{13}^*) \cos 2\beta_{dbl}|^2}{T_{12}^* \sin^2 2\beta_{dbl} - T_{13}^* \cos^2 2\beta_{dbl}}
\]

(23)

Note that there are four solutions for \(\theta_{odd}\). The appropriate solution is available with the following constraints.

\[
\begin{align*}
\emptyset \theta_{odd} \in & \left[ -\frac{\pi}{4}, \frac{\pi}{4} \right] \\
\emptyset f_d \geq 0 & , f_s \geq 0
\end{align*}
\]

(24)

The branch condition used in [8] is adopted to determine the dominance of double-bounce and odd-bounce scattering mechanisms, such as

\[
C_0 = T_{11} - T_{22} - T_{33} + P_c
\]

(25)
If \( C_0 > 0 \), the odd-bounce scattering mechanism is dominant, and parameter \( \alpha \) is set to zero. Otherwise, the double-bounce scattering mechanism is dominant, and parameter \( \beta \) is set to zero. Once \( \alpha \) or \( \beta \) is decided, their scattering power coefficients \( f_d \) and \( f_s \) can be derived and their scattering power are obtained as follows.

\[
P_d = f_d \left( 1 + |\alpha|^2 \right), \quad P_s = f_s \left( 1 + |\beta|^2 \right)
\]

4. Experiments Results

For comparison studies, the state-of-the-art model-based decompositions including Yamaguchi four-component decomposition method with OAC [8] (Y4D), general four-component decomposition method with unitary transformation [10] (G4U), general model-based decomposition [18] (GMD), and decomposition based on polarimetric symmetry [23] (PSD) are utilized. Meanwhile, different platforms and frequency bands PolSAR datasets from PiSAR, Radarsat-2, and ALOS-2 are applied for demonstration. The SimiTest approach is adopted for speckle filtering [24].

4.1. Comparison with X-Band Pi-SAR Data

The decomposition results from X-band Pi-SAR data are shown in Figure 4. The major portion of the scene are buildings and city blocks. Four patches labeled A–D are selected for further comparison, and their enlarged decomposition results are shown in Figure 5. Patch A is an urban area with buildings parallel to the flight direction. Patch B is an oriented urban area, and the major orientation angle is around 45 degrees. Patch C is a forest area, and Patch D is a ground area. Quantitative analysis of dominant scattering components is demonstrated in Table 1.

| Patch              | Method | Db1 | Vol | Odd | Hel | Patch              | Method | Db1 | Vol | Odd | Hel |
|-------------------|--------|-----|-----|-----|-----|-------------------|--------|-----|-----|-----|-----|
| Urban area (Patch A) | Y4D    | 59.39 | 8.96 | 31.53 | 0.12 | Oriented urban area (Patch B) | Y4D    | 20.67 | 42.10 | 36.27 | 0.96 |
|                   | G4U    | 60.67 | 7.31 | 31.92 | 0.10 |                   | G4U    | 25.29 | 36.91 | 36.96 | 0.84 |
|                   | GMD    | 62.63 | 6.37 | 30.84 | 0.16 |                   | GMD    | 23.37 | 36.26 | 39.29 | 1.07 |
|                   | PSD    | 61.29 | 3.33 | 35.32 | 0.06 |                   | PSD    | 40.26 | 14.16 | 45.00 | 0.58 |
|                   | Proposed | 62.12 | 2.56 | 35.30 | 0.03 |                   | Proposed | 42.88 | 11.11 | 45.69 | 0.32 |
| Forest area (Patch C) | Y4D    | 1.48  | 63.64 | 34.71 | 0.16 | Ground area (Patch D) | Y4D    | 2.41  | 6.53  | 90.99 | 0.07 |
|                   | G4U    | 1.82  | 62.43 | 35.59 | 0.16 |                   | G4U    | 2.55  | 6.17  | 91.21 | 0.07 |
|                   | GMD    | 3.63  | 60.77 | 35.55 | 0.05 |                   | GMD    | 5.17  | 5.50  | 89.53 | 0.00 |
|                   | PSD    | 6.96  | 37.79 | 55.05 | 0.20 |                   | PSD    | 5.17  | 2.37  | 92.46 | 0.00 |
|                   | Proposed | 5.86  | 38.21 | 55.86 | 0.07 |                   | Proposed | 5.31  | 2.17  | 92.52 | 0.00 |

For urban area, the dominant scattering mechanism is double bounce. Nevertheless, for oriented urban area, double-bounce scattering is interpreted as volume scattering in the results of Y4D and G4U. The volume-scattering overestimation is obvious. The GMD has an improved result, while the percentage of dominant volume scattering (36.26%) is still larger than that of dominant double-bounce scattering (23.37%). The PSD and proposed method reached the maximum percentage of dominant double-bounce scattering (40.26%, 42.88%). What is more, the proposed method has a minimum percentage of dominant volume scattering (11.11%) among five methods over both the urban area and oriented urban area. For the forests area, the percentage of dominant volume scattering of the proposed method is lower than that of dominant double-bounce. However, compared with the PSD method, its volume-scattering component is improved. As for patch D, for the major part of the ground area, the percentage of dominant odd-bounce scattering (92.52%) in the proposed method is the highest. From Figure 5(a4,d4), we can find that there are
oriented buildings around the ground area. In the decomposition results of (a4) and (b4), the dominant scattering of the boundaries is volume scattering, while in the result of the proposed method, the boundaries are interpreted as double-bounce scattering.

Figure 4. Decomposition results of PiSAR data. (a,b) are the optical image and Pauli image of the whole scene. The size is 1400 × 1400 pixels. (c-g) are the results of Y4D, G4U, GMD, PSD, and the proposed method. The images are colored by Pd (red), Pv (green), and Ps (blue).
In summary, the proposed decomposition method exhibits equivalent performance with the state-of-the-art methods over ground area and urban area with small orientation angles. Furthermore, the proposed method achieves improved performance over urban areas with large orientation angles, since the percentage of dominant double-bounce scattering increases, and the dominant volume scattering is the lowest.

4.2. Comparison with C-Band Radarsat-2 Data and L-Band ALOS-2 Data

Spaceborne C-band Radarsat-2 and L-band ALOS-2 PolSAR datasets over the San Francisco area are employed for comparison. The Radarsat-2 data were acquired on 9 April 2008. The resolution is 4.73 m in the ground range direction at the scene center and 4.82 m in the azimuth direction. The full scene size is 2000 × 2000 pixels. The incidence angle at the image center is 28.92 degrees. The ALOS-2 data were acquired on 21 August 2018. The resolution is 2.86 m in the ground range direction and 3.21 m in the azimuth direction. The full image size is 3000 × 4000 pixels. The incidence angle at the image center is 33.87 degrees. Four patches including buildings (Patch A, B), forest (Patch C), and ocean (Patch D) are selected and marked with red boxes in optical and Pauli images, accordingly. The orientation angles of buildings in Patch B are around 45 degrees. The decomposition results are shown in Figures 6–9. The enlarged decomposition results of selected patches are shown in Figures 7 and 9. Quantitative analyses are demonstrated in Tables 2 and 3.
Figure 6. Decomposition results of Radarsat-2 data. (a,b) are the optical image and Pauli image. (c–g) are the decomposition result of different decomposition methods. The images are colored by Pd (red), Pv (green), and Ps (blue).

From visual inspection, the percentage of dominant double-bounce scattering over the urban area in Figures 6f and 8f is increased compared with other decompositions. For manmade areas such as urban areas, the proposed method shows further improved performance. According to the quantitative analysis, the decomposition results of oriented urban areas have the largest percentage of dominant double-bounce scattering and the smallest percentage of dominant volume scattering. Note that all these model-based decompositions exhibit scattering mechanism ambiguity over Patch B for both RadarSat-2...
and ALOS-2 data, which require further efforts to mitigate. Over natural areas, the five methods have similar decomposition performance. The forest areas are entirely volume-scattering dominant, and ocean areas have 100% dominant surface scattering.

As a result, the decomposition performance of the proposed method is verified with different PolSAR datasets. In natural areas and urban areas of small orientation angles, the five methods have comparative decomposition performance. For oriented urban area, the proposed method achieves further improved performance.

Figure 7. Decomposition results of patches selected from spaceborne C-band RadarSat-2 data. (a1–e1) are the decomposition results over urban area (A). (a2–e2) are the results of oriented urban area (B). (a3–e3) are the results of forests area (C). The images are colored by Pd (red), Pv (green), and Ps (blue).

4.3. Residual Examination

The proposed decomposition uses residual minimization as a measure to determine the optimal volume-scattering models. The minimized residuals are normalized by the corresponding measured coherency matrices for further examination

\[ R_{\text{min}} = \frac{\| T_{\text{residual}} \|_2}{\| T \|_2} \]  

(27)

The histograms of the normalized minimum residuals Rmin for the GMD and proposed method used Pi-SAR, RadarSat-2, and ALOS-2 PolSAR datasets are shown in Figure 10. It is obvious that the residuals are relatively small. There is a long tail in the small value region. For the proposed method, the normalized residual corresponding to peak values of pixels numbers is $10^{-2}$, $10^{-4}$, and $10^{-4}$, respectively. However, for the GMD decomposition, they are $5 \times 10^{-3}$, $10^{-3}$, and $3 \times 10^{-3}$. The normalized residuals of the proposed method demonstrate a relatively low level compared with GMD. Theoretically, the major difference between the proposed method and GMD lies in the orientation
angle derivation procedure. With refined double-bounce orientation angles and scattering models, the proposed method appears to perform well and can fit mixed scenes well. However, there are still high residuals for some pixels. The four volume-scattering models used here may not be sufficient for these pixels, producing high residuals. Therefore, further efforts are needed to include more representative volume-scattering models to the volume-scattering lookup table.

Figure 8. Decomposition results of ALOS-2 data. (a,b) are the optical and Pauli image. (c–g) are the decomposition result of different decomposition methods. The images are colored by Pd (red), Pv (green), and Ps (blue).
Figure 8. Decomposition results of patches selected from spaceborne L-band ALOS-2 data. The images are colored by Pd (red), Pv (green), and Ps (blue).

Table 2. The percentage of dominant scattering mechanism from the decomposition results of RadarSat-2 data (%).

| Patch                | Method | Db1 | Vol | Odd | Hel |
|----------------------|--------|-----|-----|-----|-----|
| Urban area (Patch A) | Y4D    | 59.92 | 1.32 | 38.76 | 0.00 |
|                      | G4U    | 59.98 | 1.18 | 38.84 | 0.00 |
|                      | GMD    | 40.66 | 0.69 | 58.65 | 0.00 |
|                      | PSD    | 83.49 | 0.99 | 15.52 | 0.00 |
|                      | Proposed | 84.06 | 0.41 | 15.53 | 0.00 |
| Forest area (Patch C)| Y4D    | 0.64  | 91.70 | 7.66  | 0.00 |
|                      | G4U    | 0.65  | 91.57 | 7.78  | 0.00 |
|                      | GMD    | 0.92  | 87.65 | 11.44 | 0.00 |
|                      | PSD    | 2.15  | 91.91 | 5.94  | 0.01 |
|                      | Proposed | 3.92  | 89.34 | 6.74  | 0.00 |

| Patch                | Method | Db1 | Vol | Odd | Hel |
|----------------------|--------|-----|-----|-----|-----|
| Oriented urban area (Patch B) | Y4D    | 6.84  | 88.00 | 5.10  | 0.06 |
|                      | G4U    | 10.09 | 84.60 | 5.26  | 0.05 |
|                      | GMD    | 6.26  | 84.97 | 8.66  | 0.11 |
|                      | PSD    | 12.76 | 82.32 | 4.86  | 0.06 |
|                      | Proposed | 14.95 | 77.63 | 7.41  | 0.01 |
| Ocean area (Patch D)  | Y4D    | 0.00  | 0.00 | 100.00 | 0.00 |
|                      | G4U    | 0.00  | 0.00 | 100.00 | 0.00 |
|                      | GMD    | 0.00  | 0.00 | 100.00 | 0.00 |
|                      | PSD    | 0.00  | 0.00 | 100.00 | 0.00 |
|                      | Proposed | 0.00  | 0.00 | 100.00 | 0.00 |
Table 3. The percentage of dominant scattering mechanism from the decomposition results of ALOS-2 data (%).

| Patch              | Method | Db1 | Vol | Odd | Hel | Patch              | Method | Db1 | Vol | Odd | Hel |
|--------------------|--------|-----|-----|-----|-----|--------------------|--------|-----|-----|-----|-----|
| Urban area (Patch A)| Y4D    | 99.21 | 0.53 | 0.26 | 0.00 | Oriented urban area (Patch B) | Y4D    | 3.80 | 91.76 | 4.44 | 0.00 |
|                    | G4U    | 99.21 | 0.52 | 0.27 | 0.00 |                    | G4U    | 4.71 | 90.84 | 4.45 | 0.00 |
|                    | GMD    | 99.17 | 0.44 | 0.39 | 0.00 |                    | GMD    | 3.22 | 92.19 | 4.50 | 0.09 |
|                    | PSD    | 99.40 | 0.55 | 0.05 | 0.00 |                    | PSD    | 5.55 | 90.58 | 3.87 | 0.00 |
|                    | Proposed | 99.50 | 0.49 | 0.01 | 0.00 |                    | Proposed | 5.87 | 88.82 | 5.31 | 0.00 |
| Forest area (Patch C)| Y4D | 1.22 | 98.24 | 0.54 | 0.00 | Ocean area (Patch D) | Y4D | 0.00 | 0.00 | 100.00 | 0.00 |
|                    | G4U    | 1.22 | 98.22 | 0.56 | 0.00 |                    | G4U    | 0.00 | 0.00 | 100.00 | 0.00 |
|                    | GMD    | 1.28 | 96.20 | 2.52 | 0.00 |                    | GMD    | 0.00 | 0.00 | 100.00 | 0.00 |
|                    | PSD    | 1.62 | 97.96 | 0.42 | 0.00 |                    | PSD    | 0.00 | 0.00 | 100.00 | 0.00 |
|                    | Proposed | 1.28 | 97.80 | 0.92 | 0.00 |                    | Proposed | 0.00 | 0.00 | 100.00 | 0.00 |

Figure 10. Histograms of the normalized residuals. (a) PiSAR data. (b) Radarcat-2 data. (c) ALOS-2 data.

5. Conclusions

The scattering mechanism interpretation of oriented manmade targets, especially those with large POAs, is still a challenging task. The cross-polarization and off-diagonal terms induced by oriented double- and odd-bounce scattering are totally allocated to volume scattering in previous model-based decomposition. By modeling the double-bounce and odd-bounce structures with their independent orientation angles, general model-based decomposition mitigates this issue and achieves improved performance. However, the model inversion is a nonlinear optimization and is time consuming. To inherit the advantage of these generalized models while speeding up the decomposition parameters inversion, this paper proposed a refined double-bounce scattering model with simplified double-bounce orientation angle. The main breakthrough point lies in disclosing the latent relationship between the derived double-bounce orientation angle and the POA. However, there are difficulties in directly deriving the double-bounce scattering orientation angles from actual oriented buildings, and the theoretical relationship between DBOA and POA is not clear. Therefore, this paper proposed a piecewise linear function to approximately fit the relationship between DBOA and POA. Then, a refined double-bounce scattering model was developed. With the refined double-bounce scattering models, the proposed model-based decomposition derives the scattering power of four components with linear solutions. Comparison investigations have been carried out with three kinds of PolSAR datasets, including PiSAR, RadarSat-2, and ALOS-2. Compared with the state-of-the-art decomposition methods including the Y4D, G4U, GMD, and PSD, the proposed method...
achieves better performance especially for oriented urban areas. Future work will be focused on the volume-scattering components derivation procedure.
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