Many-body quantum sign structures as non-glassy Ising models
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Abstract: The non-trivial phase structure of the eigenstates of many-body quantum systems severely limits the applicability of quantum Monte Carlo, variational, and machine learning methods. Here, we study real-valued signful ground-state wave functions of frustrated quantum spin systems and, assuming that the tasks of finding wave function amplitudes and signs can be separated, show that the signs can be easily bootstrapped from the amplitudes. We map the problem of finding the sign structure to an auxiliary classical Ising model defined on a subset of the Hilbert space basis. We show that the Ising model does not exhibit significant frustrations even for highly frustrated parent quantum systems, and is solvable with a fully deterministic $O(K \log K)$-time combinatorial algorithm (where $K$ is the Ising model size). Given the ground state amplitudes, we reconstruct the signs of the ground states of several frustrated quantum models, thereby revealing the hidden simplicity of many-body sign structures.

INTRODUCTION

The concept of phase of a quantum state is the main distinctive feature that makes the realm of quantum physics so different from the classical statistical mechanics [1]. Although it is unobservant itself, the wave function phase structure stands behind such phenomena as quantum interference [2], Anderson localization [3], many-body coherence [4], and the Aharonov-Bohm non-locality [5, 6]. In many-body systems, the nodal surface, — the surface of zeros of the wave function, — encodes important information about the overall phase structure. It is intimately connected to the entanglement properties of quantum states [7]. For example, it has been demonstrated that real-valued non-negative wave functions cannot support extensive entanglement entropy scaling [8]. Vice versa, long-range entangled quantum critical states are conjectured to have highly non-trivial (and even fractal) nodal surfaces [9] implying that the phase is a physically relevant property of quantum systems rather than a mere numerical abstraction.

On top of causing interesting and counter-intuitive emergent phenomena, non-trivial phase structures make studying interacting many-body systems notoriously difficult, especially when dealing with frustrations [10] or finite-density fermionic matter [11]. Quantum Monte Carlo (QMC) algorithms suffer from the Sign Problem that spoils the sampling convergence [12] and represents the main barrier preventing researchers from routinely simulating generic quantum systems with classical hardware. Resorting to variational wave functions, such as variational Monte Carlo ansätze [13], tensor networks [14], or neural-network quantum states (NQS) [15], is one of the standard ways of getting around the Sign Problem. For instance, convolutional neural networks have been successfully applied in combination with deterministic QMC to identify phase transitions in many-body quantum systems suffering from sever forms of Sign Problem [16]. However, for the ground state search, optimizing the phases of many-body variational quantum states is a non-trivial problem either [17, 18] due to the excessive complexity in expressing phases [19] as well as the inability of the variational ansatz to generalize them from a limited sampled subset of the Hilbert space [17].

On the other hand, if one is lucky enough to have a good approximation for the nodal surface or the phase structure of a quantum state, further analysis of the correlation effects becomes algorithmically straightforward [20]. This principle underlies the fixed-node diffusion Monte Carlo [21] and path integral Monte Carlo algorithms [22]. Using a proper nodal surface as a starting point of variational optimization schemes helps achieve good results for diverse physical systems such as spin liquids [23, 24], strongly correlated superconductors [25], and strange metals [26]. This is one of the main reasons for success of some widely used variational ansätze such as the Slater-Jastrow [27, 28] or the Gutzwiller-projected wave functions [29–31].

The utmost practical importance of retrieving phases of many-body quantum states requires a deeper understanding of the Sign Problem and related structural properties of nodal surfaces. Computational complexity of the Sign Problem has been analyzed, and it was shown that, in its most general form, this problem is nondeterministic polynomially (NP) hard [32]. Its fundamental origins have been investigated and, within the framework of path integral QMC, have been related to topological properties of imaginary time evolution encoded in the analogue of the Aharonov-Anandan phase [33]. Analytical insights into the geometry of the nodal surfaces of few-electron systems have also been obtained [34, 35].

Despite the generally high formal complexity of the Sign Problem, in each particular case, bypassing it could turn out to be an easy or a very difficult task. Hence, it is natural to seek an approach for assessing the practical complexity of phase structures of generic many-body
systems. Here, we develop an alternative formal perspective on the problem of the reconstruction of many-body phase structures and relate its complexity to the complexity of combinatorial optimization of classical Ising models. For that, we reverse the perspective of fixed-node approaches and ask a complementary question: if the knowledge of the phase (or nodal) structure helps the optimization algorithm so much, could the knowledge of the wave function amplitudes be used to efficiently reconstruct its phases? Should this be true, amplitudes and phases could potentially be bootstrapped from each other in an algorithm such as variational Monte Carlo, where it has been shown that separating the tasks of optimizing amplitudes and phases leads to more accurate results [24] (originally, the idea of separating amplitude and sign structures was introduced in [36]).

In this paper, we address the problem of reconstructing many-body sign structures of ground states of time-reversal symmetric Hamiltonians. This class of systems embraces Heisenberg magnets with arbitrary couplings and types of anisotropy as well as Hubbard and extended Hubbard models on generic lattices, thus covering a plethora of phenomenologically important models. Specifically, we focus on several spin-$\frac{1}{2}$ frustrated Heisenberg models. We show that, if amplitudes of a ground-state wave function are known, the sign structure can be reconstructed efficiently and without an inaccuracy. This can be done by mapping the task of sign structure optimization onto an auxiliary classical Ising model that is defined on the Hilbert space basis. We show that this auxiliary model is much less frustrated than the original quantum model and can be solved with a fast greedy algorithm. Although this paper focuses mainly on the specific problem of reconstructing the sign structures from amplitudes and leaves the task of implementing a complete variational ground state optimization algorithm for future studies, we demonstrate that the signs of the wave function coefficients can be obtained even if the amplitudes are known only up to a large error, and we provide a precise description of the complete variational algorithm in Supplementary Note 5.

\section*{RESULTS}

Consider a real-valued quantum lattice Hamiltonian $\hat{H}$. Its ground state can be expressed in the computational basis as

$$|\psi\rangle = \sum_{i=1}^{D} \psi_i |i\rangle = \sum_{i=1}^{D} S_i |\psi_i\rangle |i\rangle,$$  

(1)

where $\psi_i$ are real-valued, $S_i = \text{sign}(\psi_i)$, and $D$ denotes the Hilbert space dimension. Energy of the ground state is given by the expectation value of $\hat{H}$:

$$E = \langle \psi | \hat{H} | \psi \rangle = \sum_{i,j=1}^{D} \langle i | \hat{H} | j \rangle |\psi_i\rangle |\psi_j\rangle S_i S_j.$$  

(2)

FIG. 1. Cartoon illustration of the auxiliary classical Ising model for signs. For the ground state of a quantum lattice model (a), the Hilbert space basis vectors with non-zero amplitudes (b) become sites of the classical Ising model (c). Couplings $J$ between classical spins representing signs are defined by matrix elements of the quantum Hamiltonian and amplitudes of the basis vectors.

Suppose, that the amplitudes $\{|\psi_i\rangle\}_i$ are known, and the signs $\{S_i\}_i$ are to be determined. Eq. (2) can be interpreted as the energy of a classical Ising model defined on the set of basis vectors of the Hilbert space, Fig. 1:

$$\mathcal{H} = \sum_{i,j=1}^{D} J_{i,j} S_i S_j,$$

where $J_{i,j} = |\psi_i\rangle \langle \psi_j | (i \hat{H} | j \rangle)$. The signs are binary variables, and the ground state sign structure is the ground state of the Ising model $\mathcal{H}$. The Ising model is defined on the graph with topology determined by the quantum Hamiltonian $\hat{H}$ (when viewed as an adjacency matrix).

This simple mapping allows one to think about the complexity of quantum many-body sign structures in terms of the optimization complexity of classical spin models. What are the conditions on $J_{i,j}$ to have a reachable global minimum of Eq. (3)? What is the difference between the auxiliary sign Ising models of simple and highly-frustrated quantum systems? Do sign structures exhibit glassy behavior [37]?

As an illustration, let us start by considering an unfrustrated quantum Hamiltonian $\hat{H}$ such as the Heisenberg model on a square lattice with nearest-neighbor interactions only. The absence of frustrations in the quantum model implies the absence of frustrations in the induced Ising model. A proof of this statement for the Heisenberg model on an arbitrary lattice with or without anisotropy is provided in Supplementary Note 1, but we believe that the statement can be generalized to other types of interactions. When the Ising model is unfrustrated, the sign structure can be obtained trivially with a greedy algorithm processing the graph in a depth-first or breadth-first manner [38]. Indeed, if some basis vector $|i\rangle$ has sign $S_i$, the sign of its neighbor $|j\rangle$ is simply given by $S_j = -S_i \cdot \text{sign}(\langle i | \hat{H} | j \rangle)$. Frustrated quantum systems are less trivial. Nevertheless, we will show that, somewhat counter-intuitively, the auxiliary Ising model has a simple optimization landscape even when the parental quantum model is frustrated and has a complicated sign structure that is hard
to obtain with traditional algorithms. To this end, we first employ combinatorial optimization in a form of Simulated Annealing (SA) algorithm [39], and then show that good results can be obtained even with an \( O(K \log K) \) greedy algorithm, where \( K \) is the size of the Ising model. Combinatorial optimization has been employed earlier in an attempt to learn the sign structures of some frustrated magnets [40]. However, in that paper, genetic optimization was used for the training of a neural network whereas here we directly optimize the sign structure.

In the following, we will demonstrate that

1. For relatively small quantum systems, SA finds exact ground states of the auxiliary Ising models with high probability, and the greedy algorithm even manages to find them in a deterministic way. The Hilbert space dimension is still large enough to claim that classical glasses of such size are not amenable to global optimization.

2. For larger quantum systems where global optimization is unfeasible, local optimization on small connected clusters of the Ising models yields a very good approximation to the global solution.

Together, these two findings indicate that the auxiliary Ising model is frustrated very mildly, and that the complexity of the sign structure identification is far below that of finding the ground state of a classical glass, at least in a number of non-trivial physically relevant cases.

**Small quantum systems**

Let us start by considering a few small clusters: antiferromagnetic Heisenberg model on 16 and 18-site Kagome lattices, \( J_1-J_2 \) model on 16-site square lattice with the nearest-neighbour (\( J_1 \)) and next-nearest-neighbour (\( J_2 \)) interactions, and 16-site Heisenberg model with random all-to-all exchange interaction. For the \( J_1-J_2 \) model, we focus on the case when \( J_2 = 0.55 J_1 \) which is considered to be one of the most difficult points for variational algorithms. For the random Heisenberg model we draw exchange couplings \( J_{i,j} \) from the Gaussian distribution with zero mean and variance 1. More details about the systems are provided in Supplementary Note 2.

These models are exactly solvable with the exact diagonalization (ED) method, and their ground states belong to the sectors of zero magnetization. The resulting dimensions of the auxiliary Ising models are then

\[
D = \binom{N}{N/2} = \begin{cases} 
12870, & \text{when } N = 16, \\
48620, & \text{when } N = 18 
\end{cases}
\]

If these sign Ising models had glassy energy landscapes, the task of finding their ground states would be far beyond the capacity of SA or devices such as D-Wave quantum annealers [Advantage™ QPU, for instance, can handle more than 5000 variables, but is limited to a special connectivity-15 graph [41]].

In Fig. 2 we show the probability of convergence for the Simulated Annealing algorithm (parameters of the algorithms are provided in Supplementary Note 3). We say that the algorithm has converged if it has reached at least 99.5% accuracy. This threshold is chosen, on one hand, to avoid problems arising from numerical inaccuracies — some basis vectors have zero amplitudes up to machine precision, and their signs cannot be determined faithfully. On the other hand, the threshold is still high enough to consider the results exact for all practical purposes.

It turns out that for the Heisenberg model on the Kagome lattices and for the \( J_1-J_2 \) model on the square lattice, the algorithm almost always converges if the number of Simulated Annealing sweeps is at least 50000. For the random all-to-all connected models, the chance of finding the exact sign structure depends on the particular realization, but still exceeds 50% when the number of sweeps is at least 10000. Hence, repeating SA 20 times (which can be done in parallel) with 10000 sweeps ensures that we find the ground state with more than 99.9999% probability. These results should be compared to Fig. 4 of Ref. [42] where SA is applied to spin glasses with 6400 spins, and even after \( 10^8 \) Monte Carlo steps, the residual energy is still above \( 10^{-3} \). Our experiments thus show
that, for rather generic and even random bi-local frustrated quantum systems, the sign optimization landscape is very mildly frustrated.

To understand the origin of such non-glassy behavior, it is instructive to take a look at the distributions of couplings of the auxiliary Ising models. They arise from the distributions of amplitudes $|\psi_i|$ of the corresponding Hamiltonian ground states, which are often strongly peaked with a relatively small fraction of large amplitudes. In turn, the distributions of $|J_{i,j}|$ are also peaked as shown in Fig. 3a. As a result, the model landscapes are likely dominated by a moderate number of strong couplings that are sparsely distributed across the Ising model graphs and do not strongly compete with each other. If it is truly the case, there is a possibility that a nearly optimal solution of the Ising model can be obtained even without full combinatorial optimization. As can be seen from Fig. 3b, the optimal sign structure does not induce frustration on most links with large values of $|J_{i,j}|$. To further explore this, we attempt to reproduce the exact solution by using a simple greedy algorithm that goes through each of the Ising spins only once and performs local optimization. The algorithm processes couplings in the decreasing order of $|J_{i,j}|$ and relies on simple heuristics to minimize frustrations. A detailed description of the algorithm is provided in the Methods section. Results of executing this algorithm on the 16- and 18-spin models are given in Tab. I. One can see that for the $J_1$-$J_2$ model, one of the Kagome lattices, and two instances of the all-to-all connected model with random couplings, our completely deterministic local optimization procedure gives exact results, and for the remaining models — imperfect, but high quality solutions. In contrast with SA, this algorithm is immanently non-stochastic and always produces the same solution, so there is no need to do many sweeps or run the algorithm a number of times to collect statistics. This indicates that frustrations in the auxiliary Ising models truly are almost negligible.

Importantly, this sign structure is not only retrievable with high accuracy in $O(K \log K)$ time (where $K$ is the number of Ising spins), but can be shown to be robust to noise in the amplitudes of the wave function. To this end, we corrupt amplitudes of the ground state by adding noise to the logarithms of the amplitudes:

$$\log |\psi_i^{\text{corrupt}}| = \log |\psi_i^{\text{exact}}| + \epsilon_i, \quad \epsilon_i \sim \text{Uniform}(-\epsilon, \epsilon),$$

and vary the maximal noise amplitude $\epsilon$. To gauge the overall magnitude of noise, we introduce a measure that we call amplitude overlap between the exact and the corrupted states:

$$O^A \equiv \sum_i |\psi_i^{\text{exact}}| \cdot |\psi_i^{\text{corrupt}}|,$$

where both the exact and corrupted wave functions are normalized. Without the noise $O^A = 1$, and smaller values of the amplitude overlap correspond to higher levels of noise. In particular, if $\psi_i^{\text{corrupt}}$ are fully random and bear no information about the true solution, the amplitude overlap approaches 0.3–0.5 for the models from Tab. I. Results for small regular lattices are shown in

| System                      | Accuracy | Overlap |
|-----------------------------|----------|---------|
| 16-site $J_1$-$J_2$ model   | 1.0      | 1.0     |
| 16-site Kagome lattice      | 1.0      | 1.0     |
| 18-site Kagome lattice      | 0.998    | 1.0     |
| 16-site random, $N=1$       | 1.0      | 1.0     |
| 16-site random, $N=2$       | 1.0      | 1.0     |
| 16-site random, $N=3$       | 0.945    | 0.885   |
Finding sign structures of large quantum systems

In the real cases of interest, the Hilbert space dimension would be too large to perform optimization of signs globally on the full basis. Hence, we need to make sure that it is possible to find the sign structure via local optimization on a subset of the basis. Given the efficiency of the greedy algorithm in the case of small systems, we use it for all numerical experiments in this section and provide some results of executing SA in Supplementary Note 6.

Let $C$ be a connected subset of the basis. Ising spins within $C$ are connected to each other and to “external” spins associated with Hilbert space vectors outside of $C$. The Ising Hamiltonian (3) can then be split into three parts

$$H = \sum_{i,j \in C} J_{ij} S_i S_j + \sum_{n \in \partial C} S_n \sum_{k \in C} J_{nk} S_k + \text{const}, \quad (7)$$

where $\partial C$ denotes the spins in $C$ that have at least one external connection. The energy contribution from the connections not involving $C$ is treated as a constant. If the greedy algorithm is used to perform the optimization on $C$, it does not change the state of spins outside of the subset, $S_n$, $k \notin C$, and they can be regarded as external magnetic fields $h_n = \sum_{k \notin C} J_{nk} S_k$. If $h_n$ are known, the optimization problem can be solved exactly when $C$ has a reasonable size (up to a few million elements). However, in reality, the states of the spins outside of $C$ are unknown, and one needs to make some assumptions about them. The simplest way to proceed is to impose $h_n = 0$ and optimize the signs in $C$ by taking into account just the internal connections. This approximation is valid only if the cumulative strength of the internal connections is much higher than that of the external fields.

This property can be ensured with a simple trick. Spins $S_i$ and $S_j$ of the classical Ising model are connected if the corresponding quantum Hamiltonian matrix element is nonzero: $\langle i | H | j \rangle = J_{ij} \neq 0$. One can construct a Hamiltonian extension $C^{(i)}$ of the cluster $C$ by adding all the external sites $S_k \notin C$ such that $J_{kj} \neq 0$, for $S_j \in \partial C$. That way, each spin $S_j$ that previously resided on the boundary $\partial C$ now belongs to the bulk. Fig. 5 illustrates this procedure. Higher order extensions $C^{(i)}$ can be obtained similarly. After two or three steps, one obtains a large cluster that is dominated by internal connections, and $h_n$ can be safely neglected when running combinatorial/greedy optimization on the extended cluster. The
original spins \( \mathcal{C} \) lie deep inside the larger cluster, and their signs can be reconstructed with good accuracy. It should be noted that, due to the sparsity of the quantum Hamiltonian, these extensions would be of much smaller size than the dimension of the Hilbert space even in the case of all-to-all connected Heisenberg model (see the bottom panel of Fig. 6).

To test the above procedure, we consider the ground states of the Heisenberg model on the 36-site Kagome lattice \([43]\) and 32-site pyrochlore lattice (the \(2 \times 2 \times 2\) configuration) \([24]\), and one realization of the random Heisenberg model with all-to-all connections on 32 sites. All these models can still be solved with ED, but the corresponding Hilbert spaces become large enough to serve as a test bed for studying the quality of the greedy optimization on smaller subsets. For the random Heisenberg model, the only symmetry we use is \(U(1)\) (magnetization conservation), and the Hilbert space dimension of the zero-magnetization sector is \(D = \binom{32}{6} \approx 6 \cdot 10^8\). For the pyrochlore and Kagome lattices, lattice symmetries can be taken into account, and the corresponding Hilbert space dimensions are approximately \(8 \cdot 10^9\) and \(3 \cdot 10^7\), correspondingly.

For each ground state, we sample random connected clusters \( \mathcal{C} \) of various sizes. For each of them, we construct extensions of the first and second orders, and run greedy optimization on both the original \( \mathcal{C} \) and the extended \( \mathcal{C}^{(i)} \) clusters ignoring the external fields. The quality of the obtained sign structure is measured by the normalized sign overlap between the variational wave function (with signs from the greedy optimization and amplitudes from ED) and the true one (with both signs and amplitudes from ED), which we compute on the basis states belonging to \( \mathcal{C} \):

\[
O^S_\mathcal{C} = \frac{1}{\sum_{i \in \mathcal{C}} |\psi_i|^2} \sum_{i \in \mathcal{C}} \frac{\langle \psi_i | S_i \rangle_{\text{exact}}}{\langle \psi_i | S_i \rangle_{\text{exact}}} \cdot \psi_i,
\]

where \( S_i \) are obtained from the greedy optimization.

In Fig. 6, we show the quality of the greedy optimization for \( \mathbf{a} \) the 32-site pyrochlore lattice, \( \mathbf{b} \) the 36-site Kagome lattice, and \( \mathbf{c} \) the 32-site random Heisenberg model. The overlap \( O^S_\mathcal{C} \) depends on the extension order, and, as can be seen from the complementary cumulative distribution functions, constructing the second order extension appears sufficient to reach \( O^S_\mathcal{C} \approx 0.9 \) with a chance of about 70% on all systems. Clusters \( \mathcal{C} \) were sampled in a way to ensure that their sizes are logarithmically distributed in the range \([50, 1000]\), which is a typical range of sizes that one would encounter in the context of variational Monte Carlo as described in Supplementary Note 5. There, we also analyze how the quality of the obtained sign structures is affected by noise in amplitudes. Just as for the smaller systems, the algorithm is robust to noise (Supplemental Note 4), but for optimal results, the optimization should be carried out on the third-order extensions \( \mathcal{C}^{(3)} \).

Fig. 7 shows that there is no real dependence of the quality of optimization on the original cluster size: probabilities of having the normalized sign overlap \( O^S_\mathcal{C} \geq 0.9 \) are approximately the same for the clusters of sizes \([50, 106]\), \([106, 224]\), \([224, 473]\), and \([473, 1000]\).

This, together with the fact that \( \mathcal{C}^{(2)} \) extensions are much smaller than the Hilbert space basis, Fig. 6 (bottom panel), tells us that the result of local cluster optimization is compatible with the global sign structure. In other words, the Ising model is not glassy.

**DISCUSSION**

In this paper, we have suggested a way of analyzing the sign structure of a many-body quantum system ground state through the lens of an auxiliary classical Ising model. The Ising model is defined by the quantum Hamiltonian and the amplitudes of the ground state. We have shown that such models turn out to be mildly frustrated and can be easily solved with the help of standard combinatorial optimization algorithms such as Simulated Annealing or even a simple greedy algorithm.

A naturally arising question is how having a close-to-optimal sign structure on a small subset of the Hilbert space basis helps in solving any practical problems. The most straightforward way to make use of the suggested approach is to incorporate it into the the context of variational Monte Carlo. There, one never accesses the complete Hilbert space. At every step of optimization, energy of the trial state and its gradient with respect to the variational parameters are computed based on Monte Carlo sampling. The sign structure thus only needs to be optimized on small set of nodes of the auxiliary Ising model that scales as \( O(N) \) with the size of the quantum system (see Supplementary Note 5 for the detailed explanation). Using the variational representation to only encode amplitudes and having explicit representation for the signs of the relevant basis vectors, one can hybridize the variational optimization of the amplitude structure with greedy or combinatorial sign optimization. Since the greedy algorithm is log-linear in time, complexity of the sign structure optimization step within the variational loop then scales as \( O(N^4 \log N) \) with the number of quantum spins if one is using the second-order extensions, as shown in Supplementary Note 5. Although the implementation of the complete algorithm goes beyond the scope of this paper, in Supplementary Note 5 we describe it in detail, and explain why nuances such as the necessity of optimization of disconnected clusters, possibly large number of relevant vectors, as well as noise unavoidable in stochastic approaches, do not diminish the applicability of this approach.

In particular, if successfully implemented, the combinatorial approach to sign reconstruction could aid the optimization of NQS representations. Since the signs can be bootstrapped directly from the amplitudes, they would not need to be encoded in a neural network at all, and
FIG. 6. Quality of the sign structures on random small connected clusters from the greedy algorithm. The results are shown for (a) the 32-site pyrochlore lattice, (b) 36-site Kagome lattice, and (c) 32-site all-to-all connected model with random couplings. The top panel shows the distribution (or the probability density function, PDF) of clusters as a function of the resulting normalized sign overlap \( O \). We run the greedy algorithm on the original cluster \( C \) as well as on its Hamiltonian extensions \( C^{(1)} \) and \( C^{(2)} \). The insets show complementary cumulative distribution functions (CCDF) showing the overall probability to obtain normalized sign overlap higher than a chosen value. The bottom panel shows how sizes of the clusters and their extensions are distributed. Subfigure (a) is plotted using 100,000 data points, subfigures (b) and (c) – using 80,000 data points.

FIG. 7. Sign structure quality and the cluster \( C \) size do not correlate. Complementary cumulative distribution functions (CCDF) of sign overlaps for different ranges of the original cluster \( C \) sizes (as shown in the legend) for the 36-spin Kagome model. Similarity of the curves clearly indicates that correlation between quality of optimization and cluster sizes is insignificant.

The typical issues with learning the sign structure, such as the sign structure generalization problem [17], simply would not arise. For example, it is instructive to compare the quality of sign structures obtained from mapping on the auxiliary Ising model with what has been achieved by training simple dense neural networks in a conceptually similar setting [17] (exactly known amplitudes, optimization of signs). In the current approach, for the 36-site Kagome lattice, we routinely get partial sign overlap of above 90%. In the prior studies [17], for the 30-site Kagome lattice, the neural networks could not even reach a 40% sign overlap. Moreover, here we sample clusters from a nearly uniform probability distribution \( p(i) \sim |\psi_i|^2 \) to ensure that signs of basis vectors with both large and small amplitudes are reconstructed correctly (see the Methods section). The NQS, on the other hand, fails to properly learn even the signs of the “dominant” basis vectors with large amplitudes sampled from \( p(i) \sim |\psi_i|^{1/10} \).

There are a few directions in which our work can be extended. We outline the ideas, but leave the implementation for future studies because we would like to keep the focus of the current paper on the introduced concepts. First of all, the way we treat the sign structures on the extended clusters is suboptimal. For instance, we make the simplest possible approximation that the magnetic field values at the boundary of the extensions are \( h_n = 0 \). However, one can think of designing a non-trivial self-consistent approximation for them, somewhat in the spirit of Dynamical Mean Field Theory [44] that would systematically improve the local sign structure by iterative adjustment of \( h_n \). Besides that, although the classi-
cal greedy algorithm is extremely fast, the combinatorial optimization might lead to more accurate results. Since it is much more time consuming, one can think of making it more efficient by executing it on hardware quantum annealers [45–47], and although the extended clusters might be too big for such devices at the moment, there are ways to overcome this limitation [48, 49].

In this paper, we have focused on quantum systems with binary sign structures. In general, when the Hamiltonian is complex-valued, the phases can be mapped onto an XY model [50] as shown in Supplementary Note 7. Finally, although we have studied only the ground states, the techniques are applicable to other problems for which a variational principle can be formulated. Searching for excited states [51] and simulating the time evolution [52] of a wave function are two examples.

**METHODS**

In this paper, we used exact ground state wave functions for quantum systems of up to 36 sites as the ground truth reference states, which we obtained with the SpinED package [53].

For systems of 16 or 18 spins, we determined the coefficients of the Ising model (3) and ran both SA and the greedy algorithm on the full Hilbert space graph to optimize the sign structure. The parameters of the SA algorithm are provided in Supplementary Note 3. The greedy algorithm is outlined in this section.

For larger systems of 32–36 spins, we first sampled small connected clusters C of around 100–1000 basis vectors, constructed their Hamiltonian extensions C(1) and C(2), and ran the greedy algorithm to optimize the signs on the extensions. Some results of running the SA algorithm are provided for comparison in Supplementary Note 6.

**Constructing small connected clusters within large Ising graphs**

To analyze whether the ground state sign structures were amenable to local optimization, we performed simulations on systems that have a large Hilbert space, but could still be diagonalized exactly. For each system, we have studied how well the greedy algorithm was able to predict the signs on random connected clusters.

The clusters were constructed by choosing a random starting point and then extending the cluster until it reached the desired size. The initial points were obtained by direct sampling from |ψ|1/10. This ensured that basis states with both high and low amplitudes were covered, but zero amplitudes (up to numerical noise) were not considered since even ED might not be accurate around those points. Algorithm 1 shows how the initial cluster was extended until it reached the required size.

**DATA:** x — initial point around which the cluster is built; N — size of the cluster; p — probability of keeping a site; Jkj — couplings of the auxiliary Ising model.

**RESULT:** Connected cluster C of size N.

**Algorithm 1:** Create a random cluster around the specified point x. In all our simulations, the parameter p was set to 1/2.

With the cluster C at hand, we ran the greedy algorithm on it as well as on its Hamiltonian extensions C(1) and C(2) to predict the wave function signs on C. The overlap with the exact ground state, computed on the basis vectors belonging to the cluster, was used to measure the quality of our optimization procedure.

**FIG. 8. The idea of the greedy algorithm.** The greedy algorithm first locally optimizes signs connected by strongest couplings.

**Deterministic greedy algorithm for signs reconstruction**

In this section we describe the greedy algorithm for sign structure optimization on a connected sub-graph G of the Ising model, where G can span the entire Hilbert space or a C(n) extension of some cluster of interest. Each edge k of the graph is a tuple (ik, jk, Jik, jk) where ik and jk are indices of Ising spins connected by the edge k.

The idea is to try to minimize the local energies of the strongest edges, Fig. 8. We iterate over edges in decreasing order of their |Jik, jk| and add them to an initially empty graph G’. In other words, all nodes in G’ have their signs assigned and all nodes in G \ G’ — not yet.
For each edge, we use the following heuristic for choosing the signs:

- If both $i_k$ and $j_k$ are in $G \setminus G'$ (i.e., do not yet have signs), we choose $S_{i_k}$ and $S_{j_k}$ such that the energy is minimized, or, in other words, such that $\mathcal{J}_{i_k,j_k} S_{i_k} S_{j_k} < 0$ (See Fig. 9a).

- If only one of the signs, say, $S_{i_k}$ is already assigned, we choose $S_{j_k}$ to minimize the energy, i.e. such that

$$S_{j_k} \sum_{i_n} S_{i_n} \mathcal{J}_{i_n,j_k} < 0$$

where the sum runs only over $i_n$ that belong to the same connected component of $G'$. Note that edges $(i_n, j_k, \mathcal{J}_{i_n,j_k})$ do not yet belong to $G'$ (See Fig. 9b).

- If both signs are assigned and belong to the same connected component of $G'$, we do nothing (See Fig. 9c).

Motivation: Since we process edges in the decreasing order of their coupling strengths, the coupling $\mathcal{J}_{i_k,j_k}$ cannot be stronger than any of the couplings in the connected component. Hence, even the edge turns out to be frustrated, it should not be optimized as flipping the sign of either $i_k$ or $j_k$ would increase the energy of the part of the Ising model that we have already processed.

- If both signs are assigned and belong to different connected components of $G'$, we merge the two components flipping, if necessary, all signs in the second one (when $S_{i_k} S_{j_k} \mathcal{J}_{i_k,j_k} > 0$). This again minimizes the energy of the already processed part of the Ising model (See Fig. 9d).

Data availability: Numerical data are stored in repository [54], and the scripts used to generate them are stored in repositories [55, 56].

Code availability: Exact diagonalization has been performed using the SpinED package [53]. We have used the lattice-symmetries package [57] for all other manipulations with many-body wave functions. The Simulated Annealing and greedy algorithms are implemented in the ising-glass-annealer package [58]. All other scripts that have been used to produce and process the data can be found in [55].

Acknowledgements: The work is supported by European Research Council via Synergy Grant 854843 - FASTCORR. We would like to thank Giuseppe Carleo, Jannes Nys, and Evgeny Stepanov for useful discussions. We thank SURF [59] for the support in using the National Supercomputer Snellius.

Author contributions: Tom Westerhout suggested the concept of auxiliary sign Ising models, implemented the codes, and ran the simulations. Andrey Bagrov participated in all project discussions, framed the project and wrote the manuscript. Mikhail Katsnelson provided general supervision of the research. All authors helped fine tune the manuscript.

Competing interests: The authors declare no competing interests.

REFERENCES

[1] Ming-Cheng Chen et al., Ruling out real-valued standard formalism of quantum theory, Phys. Rev. Lett. 128,
[2] Zbigniew Ficek and Stuart Swain, Quantum interference and coherence: theory and experiments, Springer Science & Business Media, 2005
[3] Philip W. Anderson, Absence of Diffusion in Certain Random Lattices, Phys. Rev. 109, 1492 (1958)
[4] Alexander Streitov, Gerardo Adesso, and Martin B. Plenio, Colloquium: Quantum coherence as a resource, Rev. Mod. Phys. 89, 041003 (2017)
[5] Yakir Aharonov and David Bohm, Significance of electromagnetic potentials in the quantum theory, Phys. Rev. 115, 485 (1959)
[6] S. Oliari and I. Iovitza Popescu, The quantum effects of electromagnetic fluxes, Rev. Mod. Phys. 57, 339 (1985)
[7] Nikolaos Kaplis, Frank Krüger, and Jan Zaamen, Entanglement entropies and fermion signs of critical metals, Phys. Rev. B 95, 155102 (2017)
[8] Tarun Grover and Matthew P. A. Fisher, Entanglement and the sign structure of quantum states, Phys. Rev. A 92, 042308 (2015)
[9] Frank Krüger and Jan Zaamen, Fermionic quantum criticality and the fractal nodal surface, Phys. Rev. B 78, 035104 (2008)
[10] Patrik Henelius and Anders W. Sandvik, Sign problem in Monte Carlo simulations of frustrated quantum spin systems, Phys. Rev. B 62, 1102 (2000)
[11] Steven R. White, Douglas J. Scalapino, Robert L. Sugar, E. Y. Loh, James E. Gubernatis, and Richard T. Scalettar, Numerical study of the two-dimensional Hubbard model, Phys. Rev. B 40, 506 (1989)
[12] Hans De Raedt and Ad Lagendijk, Monte Carlo simulation of quantum statistical lattice models, Physics Reports 127, 233 (1985)
[13] Sandro Sorella, Wave function optimization in the variational Monte Carlo method, Phys. Rev. B 71, 241103(R) (2005)
[14] Roman Orus, A practical introduction to tensor networks: Matrix product states and projected entangled pair states, Annals of Physics 349, 117 (2014)
[15] Giuseppe Carleo and Matthias Troyer, Solving the quantum many-body problem with artificial neural networks, Science 355, 602 (2017)
[16] Peter Broecker, Juan Carrasquilla, Roger G. Melko, and Simon Trebst, Machine learning quantum phases of matter beyond the fermion sign problem, Sci. Rep. 7, 8823 (2017)
[17] Tom Westerhout, Nikita Astrakhantsev, Konstantin S. Tikhonov, Mikhail I. Katsnelson, and Andrey A. Bagrov, Generalized properties of neural network approximations to frustrated magnet ground states, Nat. Comm. 11, 1 (2020)
[18] Attila Szabó and Claudio Castelnovo, Neural network wave functions and the sign problem, Phys. Rev. Research 2, 033075 (2020)
[19] Chae-Yeun Park, Michael J. Kastoryano, Expressive power of complex-valued restricted Boltzmann machines for solving non-stoquastic Hamiltonians, Phys. Rev. B 106, 134437 (2022)
[20] David M. Ceperley, Fermion nodes, Journal of Stat. Phys. 63, 1237 (1991)
[21] Peter J. Reynolds and David M. Ceperley, Fixed-node quantum Monte Carlo for molecules, J. Chem. Phys. 77, 5593 (1982)
[22] David M. Ceperley, Path-integral calculations of normal liquid $^4$He, Phys. Rev. Lett. 69, 331 (1992)
[23] Wen-Jun Hu, Wei Zhu, Yi Zhang, Shoushu Gong, Federico Becca, and D. N. Sheng, Variational Monte Carlo study of a chiral spin liquid in the extended Heisenberg model on the kagome lattice, Phys. Rev. B 91, 041124(R) (2015)
[24] Nikita Astrakhantsev, Tom Westerhout, Apoorv Tiwari, Kenny Choo, Ao Chen, Mark H. Fischer, Giuseppe Carleo, and Titus Neupert, Broken-symmetry ground states of the Heisenberg model on the pyrochlore lattice, Phys. Rev. X 11, 041021 (2021)
[25] Maxime Charlebois and Masatoshi Imada, Single-Particle Spectral Function formulated and calculated by variational Monte Carlo method with application to $d$-Wave superconducting state, Phys. Rev. X 10, 041023 (2020)
[26] Hong-Chen Jiang, Matthew S. Block, Ryan V. Mismash, James R. Garrison, D. N. Sheng, Olexi I. Motrunich, and Matthew P. A. Fisher, Non-Fermi-liquid $d$-wave metal phase of strongly interacting electrons, Nature 493, 39 (2013)
[27] Robert Jastrow, Many-body problem with strong forces, Phys. Rev. 98, 1479 (1955)
[28] J. Toulouse and C. J. Umrigar, Optimization of quantum Monte Carlo wave functions by energy minimization, J. Chem. Phys. 126, 084102 (2007)
[29] Martin C. Gutzwiller, Effect of correlation on the ferromagnetism of transition metals, Phys. Rev. Lett. 10, 159 (1963)
[30] Yusuke Nomura, Andrew S. Darmawan, Youhei Yamaji, and Masatoshi Imada, Restricted Boltzmann machine learning for solving strongly correlated quantum systems, Phys. Rev. B 96, 205152 (2017)
[31] Francesco Ferrari, Federico Becca, and Juan Carrasquilla, Neural Gutzwiller-projected variational wave functions, Phys. Rev. B 100, 125131 (2019)
[32] Matthias Troyer and Uwe-Jens Wiese, Computational complexity and fundamental limitations to fermionic quantum Monte Carlo simulations, Phys. Rev. Lett. 94, 170201 (2005)
[33] Mauro Iazzi, Alexey A. Solyanov, and Matthias Troyer, Topological origin of the fermion sign problem, Phys. Rev. B 93, 115102 (2016)
[34] Lubos Mitas, Structure of Fermion Nodes and Nodal Cells, Phys. Rev. Lett. 96, 240402 (2006)
[35] Michal Bajdich, Lubos Mitas, Gabriel Drobný, and Lucas K. Wagner, Approximate and exact nodes of fermionic wavefunctions: Coordinate transformations and topologies, Phys. Rev. B 72, 075131 (2005)
[36] Giacomo Torlai, Guglielmo Mazzola, Juan Carrasquilla, Matthias Troyer, Roger Melko, and Giuseppe Carleo, Neural-network quantum state tomography, Nature Physics 14, 447 (2018)
[37] S. Kobe and T. Klocz, Frustration: How it can be measured, Phys. Rev. E 52, 5660 (1995)
[38] Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, and Clifford Stein, Introduction to algorithms, MIT press (2022)
[39] Scott Kirkpatrick, C. Daniel Gelatt Jr, and Mario P. Vecchi, Optimization by simulated annealing, Science 220, 671 (1983)
[40] Ao Chen, Kenny Choo, Nikita Astrakhantsev, and Titus Neupert, Neural network evolution strategy for solving quantum sign structures, Phys. Rev. Research 4, L022026 (2022)
[41] Kelly Boothby, Paul Bunyk, Jack Raymond, and Aidan Roy, Next-generation topology of d-wave quantum processors, arXiv:2003.00133
[42] Bettina Heim, Troels F. Rønnow, Sergei V. Isakov, and Matthias Troyer, Quantum versus classical annealing of Ising spin glasses, Science 348, 6231 (2015)
[43] Pak Wo Leung, and Veit Elser, Numerical studies of a 36-site kagome antiferromagnet, Phys. Rev. B, 47, 9, 5459 (1993)
[44] Antoine Georges, Gabriel Kotliar, Werner Krauth, and Marcelo J. Rozenberg, Dynamical mean-field theory of strongly correlated fermion systems and the limit of infinite dimensions, Rev. Mod. Phys., 68, 13 (1996)
[45] Philipp Hauke, Helmut G. Katzgraber, Wolfgang Lechner, Hidetoshi Nishimori, and William D. Oliver, Perspectives of quantum annealing: methods and implementations, Rep. Prog. Phys., 83, 054401 (2020)
[46] C. McGeoch and P. Farré, The D-Wave Advantage system: an overview, Tech. Rep. (D-Wave Systems Inc, Burnaby, BC, Canada, 2020) D-Wave Technical Report Series 14-1049A-A
[47] D-Wave Systems, Technical description of the D-Wave quantum processing unit, Tech. Rep. (D-Wave Systems Inc., Burnaby, BC, Canada, 2020), D-Wave User Manual 09-1109A-V
[48] Jack Raymond, Radomir Stevanovic, William Bernoudy, Kelly Boothby, Catherine McGeoch, Andrew J. Berkley, Pau Farré, and Andrew D. King, Hybrid quantum annealing for larger-than-QPU lattice-structured problems, ACM Transactions on Quantum Computing, 4, 308, 1–30 (2023)
[49] Shuntaro Okada, Masayuki Ohzeki, Masayoshi Terabe, Shinichiro Taguchi, Improving solutions by embedding larger subproblems in a D-Wave quantum annealer, Scientific Reports 9, 2098 (2019)
[50] John Michael Kosterlitz, The critical properties of the two-dimensional XY model, Journal of Physics C: Solid State Physics 7, 1046 (1974)
[51] Ken M. Nakanishi, Kosuke Mitarai, and Keisuke Fujii, Subspace-search variational quantum eigensolver for excited states, Phys. Rev. Research 1, 033062 (2019)
[52] Jutho Haegeman, J. Ignacio Cirac, Tobias J. Osborne, Iztok Pizorn, Henri Verschelde, and Frank Verstraete, Time-Dependent Variational Principle for quantum lattices, Phys. Rev. Lett. 107, 070601 (2011)
[53] https://github.com/twesterhout/spin-ed
[54] https://zenodo.org/record/8221180
[55] https://github.com/twesterhout/annealing-sign-problem
[56] https://zenodo.org/record/8221332
[57] Tom Westerhout, lattice-symmetries: A package for working with quantum many-body bases, Journal of Open Source Software, 6(64), 3537, https://doi.org/10.21105/joss.03537, https://github.com/twesterhout/lattice-symmetries
[58] https://github.com/twesterhout/ising-glass-annealer
[59] www.surf.nl
Supplementary Information to the paper “Many-body quantum sign structures as non-glassy Ising models”
Tom Westerhout, Mikhail I. Katsnelson, Andrey A. Bagrov

Supplementary Note 1: Reconstructing signs in unfrustrated models

In the main text, we have stated that, for ground states of unfrustrated quantum systems, the auxiliary classical Ising model is not frustrated either, and that allows one to unambiguously reconstruct the exact ground state sign structure without performing combinatorial optimization. In what follows, we provide a proof of this statement for $U(1)$-symmetric bi-local spin-1/2 Hamiltonians.

Let $\hat{H}$ be such a Hamiltonian. The most general form of a two-site interaction term is

$$\hat{H}_{ij} = \begin{pmatrix} a_{ij} & 0 & 0 & 0 \\ 0 & b_{ij} & 2J_{ij} & 0 \\ 0 & 2J_{ij} & c_{ij} & 0 \\ 0 & 0 & 0 & d_{ij} \end{pmatrix},$$

where $\{a, b, c, d\}_{ij}$ are generic constants that do not enter the couplings of the sign Ising model (and will thus be ignored in the rest of the section), and the only off-diagonal matrix elements $2J_{ij}$ come from the $J_{ij}(\sigma_i^x \otimes \sigma_j^x + \sigma_i^y \otimes \sigma_j^y)$ interaction terms that connect Hilbert space basis vectors with flipped spins:

$$|...\uparrow_i \downarrow_j ...\rangle \leftrightarrow |...\downarrow_i \uparrow_j ...\rangle.$$  \hspace{1cm} (2)

If, in the ground state expansion, a basis vector $|a\rangle = |v\rangle \otimes |\uparrow_i \downarrow_j \rangle$ has a sign $S$ (with $|v\rangle$ defined over all sites except $i$ and $j$), then $|b\rangle = |v\rangle \otimes |\downarrow_i \uparrow_j \rangle$ should have the sign equal to $-\text{sign}(\mathcal{J}_{a,b}) \cdot S$, where $
abla_i = |\psi_a||\psi_b\rangle\langle a|H|b\rangle$. Then, for any closed loop on the Ising model graph, $|s_1\rangle \leftrightarrow |s_2\rangle \leftrightarrow \cdots \leftrightarrow |s_M\rangle \leftrightarrow |s_1\rangle$, we can define its parity as

$$P_{\text{Ising}} = (-1)^M \prod_{n=1}^{M} \text{sign}(\mathcal{J}_{s_n,s_{n+1}}), \quad \text{with } s_{M+1} = s_1.$$

We say that the Ising model is not frustrated if all non-self-intersecting closed paths have parity $P = 1$ (which we call even). If this is the case, the sign of a single basis vector unambiguously defines the signs of all of its neighbors, and the full sign structure becomes apparent.

Note, that each closed path on the auxiliary Ising model graph corresponds to a closed path of the same length on the physical lattice (see Sup. Fig. 1). Each edge in the Ising model corresponds to an exchange of spins at some positions $i$ and $j$, and it maps to the $i, j$-bond of the physical lattice (multiple Ising links can be mapped to the same physical link). By moving along a closed non-self-intersecting path, one flips every spin exactly two times, which implies that the corresponding bonds on the physical lattice form a closed path of the same length.

Parity of the loop on the physical lattice,

$$P_{\text{quantum}} = (-1)^M \prod_{n=1}^{M} \text{sign}(\mathcal{J}_{i_n,i_{n+1}}), \quad \text{with } i_{M+1} = i_1,$$
Supplementary Figure 1: Mapping of a path on the auxiliary classical Ising model onto the physical quantum spin lattice. On the left, we have a 4-site physical lattice, and on the right — the Hilbert space with a path on the auxiliary Ising model. Every edge on the right corresponds to a physical bond on the left connecting two sites. A continuous path on the right can result in a discontinuous one on the left as illustrated in red. Nevertheless, a closed loop on the Ising graph corresponds to a closed loop of the same length on the physical lattice.

is then exactly the same as $P_{\text{Ising}}$, because $\text{sign}(J_{i,j}) = \text{sign}(J_{a,b})$ for $|a|$ and $|b|$ that differ only by the exchange of spins at positions $i$ and $j$.

Hence, if any closed path on the physical lattice of the quantum model has even parity, the resulting auxiliary sign Ising model lacks frustrations, and the pattern of signs can be straightforwardly reconstructed. For instance, for the Heisenberg antiferromagnet on a bipartite lattice, the auxiliary classical sign Ising model is also bipartite and antiferromagnetic, and the alternating pattern of signs is trivially reconstructed. However, this statement remains correct for any bi-local $U(1)$-invariant spin-1/2 quantum magnet where every closed loop on its lattice has even parity $P = 1$. For example, the Heisenberg magnet on the triangular lattice with ferromagnetic exchange along one axis and antiferromagnetic exchange along the other two axes.

Supplementary Note 2: Physical systems for numerical simulations

Numerical simulations were performed on small- to medium-sized clusters that were still amenable to exact diagonalization. In “Small quantum systems” subsection of the main text we considered the following models:

- Heisenberg model on 18-site Kagome lattice with periodic boundary conditions (see Sup. Fig. 2(a));
- Heisenberg model on 16-site Kagome lattice with open boundary conditions (see Sup. Fig. 2(b));
- $J_1$-$J_2$ model on 16-site square lattice with periodic boundary conditions (see Sup. Fig. 2(c)), $J_2/J_1$ ratio was set to 0.55;
- 16-site all-to-all connected model with random Heisenberg interactions $J_{ij} \sim \text{Normal}(\mu = 0, \sigma = 1)$. 
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Supplementary Figure 2: **Some of the studied Heisenberg models.** (a) 18-site Kagome lattice, (b) 16-site Kagome lattice, and (c) 16-site square lattice. Periodic boundaries in 2 directions are indicated with dashed lines.

For all of these models we restricted the Hilbert space to the sector of zero magnetization.

In Fig. 6 of the main text we considered a few larger models, namely:

- Heisenberg model on 32-site Pyrochlore cluster [1];
- Heisenberg model on 36-site Kagome lattice [2];
- 32-site all-to-all connected model with random Heisenberg interactions $J_{ij} \sim \text{Normal}(\mu = 0, \sigma = 1)$.

For both 16- and 32-site random Heisenberg models we chose the interactions $J_{ij}$ to be distributed according to Normal (Gaussian) distribution with mean $\mu = 0$ and standard deviation $\sigma = 1$. However, changing $\sigma$ would only result in energy rescaling and would not affect our results.

**Supplementary Note 3: Details of running the Simulated Annealing algorithm on small systems**

In this section, we provide some more details about running SA algorithm [3] that was used to produce Fig. 2 in the main text. Specifically, we have implemented the algorithm [4] using tricks from [5] to improve its performance.

We determine the initial and final annealing temperatures automatically according to

$$\beta_{\text{min}} = \log 2 / \Delta E_{\text{max}},$$
$$\beta_{\text{max}} = \log 100 / \Delta E_{\text{min}}.$$  

Here, $\Delta E_{\text{max}}$ and $\Delta E_{\text{min}}$ are maximal and minimal energy changes which can result from a single spin flip. We refer the reader to our implementation [4] of the algorithm that estimates $\Delta E_{\text{max}}$ and $\Delta E_{\text{min}}$. In all simulations, we use exponential annealing schedule because it produced better results than linear. The exponential schedule is defined by the following equation:

$$\beta(t) = \beta_{\text{min}} \left( \frac{\beta_{\text{max}}}{\beta_{\text{min}}} \right)^{t/(T-1)}, \quad t = 0 \ldots T - 1$$
where $T$ is the total number of sweeps.

For every model, we perform 10 runs with difference random number generator seeds (to roughly estimate the statistical errors). Within each run, for a given number of sweeps, we perform SA 1024 times to estimate the probability of obtaining 99.5% accuracy.

**Supplementary Note 4: Robustness of the algorithm to noise in amplitudes**

Supplementary Figure 3: **Effect of the noise in the amplitudes on the quality of the reconstructed sign structure for random connected clusters $C$.** The experiments were performed on the 36-site Kagome lattice. We show the sign overlap $O^S_C$ as a function of the amplitude overlap $O^A_C$. Green circles depict median values of the sign overlap computed using $C^{(2)}$ extensions of the randomly sampled connected clusters, and orange squares — the median values computed using $C^{(3)}$ extensions. Shaded regions show the interquartile range of $O^S_C$. For each point on the plot, 6000 clusters of sizes 50–1000 have been sampled to collect statistics.

To demonstrate the robustness of the algorithm with respect to noise in the amplitudes for larger systems, where greedy optimization cannot be performed on the full Hilbert space basis, we use the ground state of the 36-site Kagome antiferromagnet and corrupt its amplitudes in the same way as outlined in the main text. Then, we randomly sample clusters $C$, construct their extensions $C^{(2)}$ and $C^{(3)}$, and use the greedy algorithm to retrieve sign structures on $C$. From Sup. Fig. 3, one can see that, for larger systems, stability of the algorithm is less pronounced than for smaller systems. This is likely because of the interplay between errors resulting from the noise in the amplitudes and errors corresponding to uncertainty in the “external magnetic fields” $h_i$ at the boundary of the cluster extension. However, if $O^A_C > 0.9$, optimization on $C^{(2)}$ leads to good, and on $C^{(3)}$ — to nearly perfect results. It should be noted that $O^A_C = 0.9$ corresponds to the noise level $\epsilon \approx 0.8$, and the maximal amplitude of the ground state, $\max_i |\psi_i^{exact}| = 0.017$, acquires corrupted values in the range $(0.007, 0.038)$. 


Supplementary Note 5: Sign optimization within variational Monte Carlo loop

Here, we outline how the approach to reconstructing sign structures via combinatorial optimization of the auxiliary classical Ising model can be used in conjunction with variational Monte Carlo (vMC) algorithms to solve larger-scale problems. Consider a variational ansatz:

$$\psi_W = \sum_i \psi(W, i) |i\rangle,$$

where $W$ are variational parameters of the ansatz (e.g., neural network weights in case $\psi_W$ is an NQS), $|i\rangle = |\ldots \uparrow \ldots \downarrow \ldots\rangle$ are basis vectors of the Hilbert space, and the sum runs over the whole basis.

Traditionally, within the vMC framework, the optimal approximation to the quantum Hamiltonian $\hat{H}$ ground state is obtained through step by step minimization of the energy of the variational ansatz:

$$E_n = \frac{\langle \psi_{W_n}|\hat{H}|\psi_{W_n}\rangle}{\langle \psi_{W_n}|\psi_{W_n}\rangle},$$

$$W_{n+1} = W_n - \gamma \frac{\partial E_n}{\partial W},$$

where $n$ is the current optimization step, and $\gamma$ is the learning rate.

The Hamiltonian expectation value is evaluated by means of Monte Carlo sampling as

$$E_W = \sum_i \frac{\langle i|\hat{H}|\psi_W\rangle}{\langle i|\psi_W\rangle} \frac{\langle i|\psi_W\rangle}{\langle \psi_W|\psi_W\rangle}^2 \simeq \frac{1}{K} \sum_{i=1}^{i_K} \frac{\langle i|\hat{H}|\psi_W\rangle}{\langle i|\psi_W\rangle} = \frac{1}{K} \sum_{i=1}^{i_K} E_{\text{loc}}(i),$$

where $K$ is the number of basis vectors sampled from probability distribution $p_W(i) = \left| \frac{\langle i|\psi_W\rangle}{\langle \psi_W|\psi_W\rangle} \right|^2$, which typically scales linearly with the size of the system, $K \sim 2000 \cdot N$.

More formally, the optimization algorithm can be outlined as follows:

1. $W_0 \leftarrow$ random weights
2. $n \leftarrow 0$
3. while not converged do
   4. $\{|i_1\>, \ldots |i_K\>\} \leftarrow p_W(i)$
   5. $E_n \leftarrow \frac{1}{K} \sum_{i=1}^{i_K} \frac{\langle \psi_{W_n}|\hat{H}|i\rangle}{\langle \psi_{W_n}|i\rangle}$
   6. $W_{n+1} \leftarrow W_n - \gamma \frac{\partial E_n}{\partial W_n}$
   7. $n \leftarrow n + 1$

Here, the variational ansatz $\psi_W$ encodes the wave function coefficients — both their amplitudes and phases/signs: $\langle \psi_W|i\rangle = \psi(W, i)$. To implement our idea of combinatorial optimization of sign structure, we shall instead use variational representation only for the amplitudes, which we denote as $A(W, i)$, while storing signs $S_i$ of relevant basis vectors explicitly: $\langle \psi_W|i\rangle = A(W, i)S_i$.

The Monte Carlo estimate of the energy of the combined representation becomes

$$E_W \simeq \frac{1}{K} \sum_{i=1}^{i_K} E_{\text{loc}}(i) = \frac{1}{K} \sum_{i=1}^{i_K} \sum_{j} A(W, j)S_j H_{ij} A(W, i)S_i,$$
At every optimization step, one needs the signs of basis vectors $|i⟩\in\{|i_1⟩,\ldots|i_K⟩\}$, as well as of all the vectors $|j⟩$ for which $⟨j|\hat{H}|i⟩ = H_{ij} \neq 0$ for some $|i⟩$. Let us denote a vector $|i⟩$ together with its Hamiltonian neighbours $\{|j⟩: H_{ij} \neq 0\}$ as $M_i$, and the complete set of vectors for which the signs are to be reconstructed as

$$M = \bigcup_{i=1}^{i_K} M_i$$

(8)

The optimization algorithm then acquires the form:

1. $W_0 \leftarrow$ random weights
2. $n \leftarrow 0$
3. **while** not converged **do**
   4. $\{i_1,\ldots|i_K⟩\} \leftarrow p_{W_n}(i)$
   5. $M \leftarrow C^{(1)}(\{i_1,\ldots|i_K⟩\})$
   6. $\{S_i : i \in M\} \leftarrow \text{Greedy}(C^{(2)}(M))$
   7. $E_{W_n} \leftarrow \frac{1}{K} \sum_{i=1}^{i_K} \sum_j A(W_n,j)S_j H_{ij}
      \frac{A(W_n,i)S_i}{A(W_n,i)S_i}$
      
      // In the following, $\{S_i : i \in M\}$ are kept fixed during differentiation
   8. $W_{n+1} \leftarrow W_n - \gamma \frac{\partial}{\partial W_n} E_n$
   9. $n \leftarrow n + 1$

Line 6 of this loop requires elaboration. In the main text of the paper, we have shown how greedy optimization can be used to find signs of connected (and not too large) clusters in the Hilbert space basis. Here, set $M$ is different from those clusters in two ways. First, with high probability this set itself, as well as its extension $C^{(2)}(M)$ (or a higher order one), have many disconnected components. Secondly, it can be pretty large. For example, if the underlying quantum Heisenberg Hamiltonian is defined on a regular lattice with coordination number $z$, every basis vector $|i⟩$ has up to $zN$ neighbours, and the size of $M$ is

$$\#M < zNK \sim 8 \cdot 10^7$$

(9)

for $K = 2000 \cdot N$, $z = 4$, $N = 100$. Its second extension would have

$$\#C^{(2)}(M) < \#M \cdot z^2N^2 < 1.28 \cdot 10^{13}.$$  

(10)

In practice, this upper bound is never reached because many vectors share common neighbours (and the actual size of $M$ is about two orders of magnitude smaller), but anyway the resulting set is way too large to run combinatorial optimization on it.

To prove applicability of the combinatorial approach to retrieving the signs, we shall now show two things: 1) optimization of signs can be performed on each disconnected component of $C^{(2)}(M)$ independently; 2) with probability approaching 1, all extensions $C^{(2)}(M_i)$ are disconnected from each other, and the optimization algorithm can be executed for each of $K$ small independent Ising subsystems.

The first point can be proven by simply noticing that, to correctly compute $E_{\text{loc}}(i)$, one needs to know only the relative signs of $|i⟩$ and $|j⟩$, and a flip of both $S_i$ and $\{S_j\}$ does not change the value of $E_{\text{loc}}(i)$:

$$E_{\text{loc}}(i) = \frac{\sum_j A(W,j)S_j H_{ij}}{A(W,i)S_i} = \frac{\sum_j A(W,j)(-S_j) H_{ij}}{A(W,i)(-S_i)}.$$  

(11)
This implies that, if two sampled basis vectors $|i_1\rangle$ and $|i_2\rangle$ have non-intersecting extensions of their neighbourhoods $M_{i_1}$ and $M_{i_2}$: $C^{(2)}(M_{i_1}) \cap C^{(2)}(M_{i_2}) = \emptyset$, their signs structures can be optimized independently. Though as a result of independent optimization, they may acquire incorrect relative sign, each of the two sign structures is nevertheless a good approximation to the true one (which is also defined up to an overall flip) and gives the correct result for $E_{loc}(i_1)$ or $E_{loc}(i_2)$ correspondingly.

However, if two or more extensions intersect, their joint sign structure must be optimized as a whole. Hence, the combinatorial optimization of signs would be possible only if large clusters unifying many extensions $C^{(2)}(M_i)$ do not generally form.

This can be proven by constructing the lower bound on the probability $P$ that the following statement holds:

$$\forall i \neq j \in \{i_1, \ldots, i_K\} : \ C^{(2)}(M_i) \cap C^{(2)}(M_j) = \emptyset. \quad (12)$$

Let us sample basis vectors $|i_1\rangle, |i_2\rangle, |i_3\rangle, \ldots$ from the uniform distribution. Once the first vector $|i_1\rangle$ is sampled (then $M_{i_1} = C^{(1)}(|i_1\rangle)$), the second sampled vector must not belong to $C^{(6)}(|i_1\rangle)$ to ensure that $C^{(2)}(M_{i_1}) \cap C^{(2)}(M_{i_2}) = \emptyset$. The size of $C^{(6)}(|i_1\rangle)$ is bounded from above by $z^6 N^6$ (much smaller in practice), so the probability of this event is

$$p(C^{(2)}(M_{i_1}) \cap C^{(2)}(M_{i_2}) = \emptyset) \geq 1 - \frac{z^6 N^6}{C_{N/2}}. \quad (13)$$

When the third vector is sampled, it must not belong to $C^{(6)}(|i_1\rangle) \cup C^{(6)}(|i_2\rangle)$, which has a maximal size of $2z^6 N^6$, etc. The lower bound on the probability that all sampled vectors produce disconnected clusters in the Hilbert space basis, and their sign structures can be optimized independently, is then

$$P > \prod_{n=1}^K (1 - \frac{n z^6 N^6}{C_N^{N/2}}) > (1 - \frac{K z^6 N^6}{C_N^{N/2}})^K. \quad (14)$$

E.g., for $z = 4$, $N = 100$, $K = 2 \cdot 10^5$, it gives

$$P > (1 - 8.12 \cdot 10^{-9})^{200000} \simeq 0.9983, \quad (15)$$

and it should be kept in mind that formation of small connected components unifying several $M_i$ sets does not cause problems for the greedy algorithm.

From here, the $O(N^4 \log N)$ complexity scaling can deduced. Sizes of individual connected $C^{(2)}(M_i)$ clusters scale as $O(N^3)$ (because $\#M_i = zN$), with the number of clusters $K$ being linear in $N$. Total runtime of the greedy algorithm then amounts to $K O(N^3 \log N^3) \sim O(N^4 \log N)$.

In practice, the sampling occurs from the probability distribution set by the wavefunction amplitudes, $p(i) \sim |A(W, i)|^2$, which is not uniform, but if this leads to formation of unwanted large connected clusters, those can be broken up by flattening the probability distribution through importance sampling.

Supplementary Note 6: Reconstructing sign structure on random clusters with Simulated Annealing

In the main text, we relied on the greedy algorithm to reconstruct signs on random small connected clusters sampled from the Hilbert space basis of several middle-size quantum
models – the Heisenberg antiferromagnet on 32-site pyrochlore lattice, 36-site Kagome lattice, and 32-site fully connected graph with random couplings. In Sup. Fig. 4, similar results obtained with SA algorithm are shown.

We considered 500 random clusters. Their sizes were distributed logarithmically between 100 and 5000. For each cluster and each of its Hamiltonian extensions, we ran simulated annealing 64 times using 5000 sweeps. The probability density in the top panel was obtained from the raw data using the Gaussian kernel density estimation algorithm.

Supplementary Figure 4: Quality of the sign structures reconstructed using SA on random small connected clusters. The results are shown for a the 32-site pyrochlore lattice, b 36-site Kagome lattice, and c 32-site all-to-all connected model with random couplings. The top panel shows the distribution (or the probability density function) of clusters as a function of the overlap $O_C$. We run SA on the original cluster $C$ as well as on its Hamiltonian extensions $C^{(1)}$, $C^{(2)}$, and $C^{(3)}$. The bottom panel shows the raw data from which the probability densities were estimated. Only $C$ and $C^{(3)}$ are shown to reduce the visual noise. There is no correlation between the overlap $O_C$ and the cluster size.

Supplementary Note 7: Extension to not time-reversal-symmetric Hamiltonians

If the quantum lattice model is not time-reversal symmetric, its Hamiltonian is inherently complex-valued. In that case, the phase structure cannot be reduced to binary signs, and the suggested mapping onto the classical Ising model is impossible. Instead, one can reconstruct the phase structure by optimizing the energy of a continuous rotor model, also known as the XY model. Indeed, the quantum state is

$$|\psi\rangle = \sum_i |\psi_i| e^{i\phi_i} |i\rangle,$$  

(16)
and the corresponding energy is

\[ E = \langle \psi | \hat{H} | \psi \rangle = \sum_{i,j} \langle i | \hat{H} | j \rangle | \psi_i \rangle \langle \psi_j | e^{i(\phi_i - \phi_j)} = \]

\[ \sum_{i,j} \frac{1}{2} \left( \langle i | \hat{H} | j \rangle e^{i(\phi_i - \phi_j)} + \langle j | \hat{H} | i \rangle e^{i(\phi_j - \phi_i)} \right) \cdot | \psi_i \rangle | \psi_j | = \]

\[ \sum_{i,j} \text{Re} \left[ \langle i | \hat{H} | j \rangle e^{i(\phi_i - \phi_j)} \right] \cdot | \psi_i \rangle | \psi_j | = \]

\[ \sum_{i,j} J_{i,j} \cos (\Delta_{i,j} + \phi_i - \phi_j), \]

where we have expressed the Hamiltonian matrix elements as \( \langle i | H | j \rangle = | H_{i,j} | \cdot e^{i\Delta_{i,j}} \) and have defined \( J_{i,j} = | H_{i,j} | \cdot | \psi_i \rangle | \psi_j | \).
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