I-Tuning: Tuning Language Models with Image for Caption Generation

Ziyang Luo\textsuperscript{1}, Yadong Xi\textsuperscript{2}, Rongsheng Zhang\textsuperscript{2}, Jing Ma\textsuperscript{1}

\textsuperscript{1} Department of Computer Science, Hong Kong Baptist University, Hong Kong, China
\textsuperscript{2} Fuxi AI Lab, NetEase Inc., Hangzhou, China

cszyluo@comp.hkbu.edu.hk, majing@hkbu.edu.hk
{xiyadong,zhangrongsheng}@corp.netease.com

Abstract

Recently, tuning the pre-trained language model (PLM) in a parameter-efficient manner becomes a popular topic in the natural language processing area. However, most of them focus on tuning the PLM with the text-only information. In this work, we propose a new perspective to tune the frozen PLM with images for caption generation. We denote our method as I-Tuning, which can automatically filter the vision information from images to adjust the output hidden states of PLM. Evaluating on the image captioning tasks (MSCOCO and Flickr30k Captioning), our method achieves comparable or even better performance than the previous models which have 2-4 times more trainable parameters and/or consume a large amount of cross-modal pre-training data.

1 Introduction

In recent years, tuning the frozen large-scale pre-trained language model (PLM) attracts a lot of attention in the natural language processing area. We have witnessed a lot of remarkable works, including Prefix tuning (Li and Liang, 2021), Adapter tuning (Houlsby et al., 2019; Pfeiffer et al., 2020a, 2021) and Prompt tuning (Liu et al., 2021b; Lester et al., 2021). Without updating the original parameters of the large PLM, these parameter efficient tuning methods can achieve comparable or even better performance than fully fine-tuning, leading to more flexible and efficient applications of such models. However, one can notice that most of them only focus on language-only tasks.

In this work, we introduce a novel perspective to extend the parameter efficient PLM tuning to the cross-modal vision-and-language generation scenario. Our goal is to tune the frozen large PLMs with images, so that PLMs can generate captions based on the visual information with the help of their remarkable language generation ability (Radford et al., 2018, 2019; Brown et al., 2020b). The most similar work is the ClipCap model (Mokady et al., 2021), which transforms the images into the fixed-length prefix embeddings and adopts the same method as Prefix tuning to tune the frozen GPT2-large model (Radford et al., 2019). However, the image captioning performance of ClipCap is less attractive, which cannot make full use of the power of large PLM. Therefore, how to leverage the great language generation ability of a frozen PLM effectively for captions generation is still an under-explored problem.

To fill up such gap, we propose a novel method, I-Tuning (Image-Tuning, see Figure 1). For Prefix tuning and Adapter tuning, PLMs leverage the task-specific knowledge in the Prefix embeddings or the Adapter modules to adjust their output hidden states, so that the PLMs can adapt to different downstream tasks without updating their pre-trained parameters. However, there exists a misalignment problem between the language and the vision modals, hindering us directly embedding...
the extra visual knowledge in PLMs. To solve this problem, we are inspired by the idea of Memory Network (Sukhbaatar et al., 2015). The visual information of Images is extracted by the state-of-the-art pre-trained model, CLIP-ViT (Radford et al., 2021) and treated as the fixed visual memory. The I-Tuning module serves as a cross-modal filter that picks the visual information from the visual memory to adjust the output hidden states of each PLM layer. Beyond this, we also propose I-Tuning Dropping, removing the I-Tuning modules in the first few layers to further reduce the computational overhead during training and inference.

Evaluating on the image captioning tasks (MSCOCO (Lin et al., 2015) and Flickr30k (Plummer et al., 2016)), I-Tuning can outperform the baseline systems without vision-and-language pre-training (VLP). After small-scale VLP, I-Tuning achieves comparable or even better performance than the baseline VLP systems which have 2-4 times more trainable parameters and/or consume millions of distinct VLP images. In addition, we show that I-Tuning are agnostic to the PLMs (e.g., base, medium, large), which makes our method broadly applicable.

Our contributions can be summarized as follows:

• We propose a novel method, I-Tuning to tune the frozen large PLMs with images for captions generation.

• We conduct extensive experiments to corroborate the effectiveness of our I-Tuning method.

• Evaluating on the image captioning tasks, I-Tuning achieves comparable or even better performance than the baseline systems which consume much more computational resources.

2 The I-Tuning Framework

In this part, we make a detailed illustration of our I-Tuning. First, we review the parameter efficient tuning and its relation with I-Tuning in section 2.1. Beyond this, we introduce the structure of our framework in section 2.2. Finally, we present our training objective in section 2.3.

2.1 The Recap of Parameter Efficient Tuning

Since 2019, the number of parameters in the PLMs are scaling from millions to trillions (Brown et al., 2020a; Shoeybi et al., 2020; Fedus et al., 2021; Zeng et al., 2021). Fine-tuning such gigantic PLMs on the downstream tasks consumes a huge amount of computational resources, which is not affordable for most researchers and companies. To leverage such PLMs, people come up with several parameter efficient tuning methods to adapt the PLMs on the downstream tasks without updating the pre-trained parameters (Houlsby et al., 2019; Pfeiffer et al., 2020a,b, 2021; Li and Liang, 2021; Liu et al., 2021a,b; Lester et al., 2021). Though these previous methods have different forms, He et al. (2022a) indicate that all of them can be unified as a simple composition function:

\[ h \leftarrow h + \Delta h, \] (1)

where \( h \) is the output hidden states of a PLM module. The difference between different methods is how to inject the extra information into the frozen PLMs through \( \Delta h \). Our I-Tuning framework follows the same paradigm to inject the visual information into large PLMs efficiently, so that the frozen PLMs can generate captions of given images.

2.2 Model Structure

Overview. For our framework, given an image \( v \), a visual encoder first generates the visual memory embeddings \( V_M \). Then the frozen PLM is tuned by the I-Tuning modules based on \( V_M \).

Visual Encoder and PLMs. In our framework, we adopt the state-of-the-art vision pre-trained model, CLIP-ViT (Radford et al., 2021) to generate the visual memory embeddings \( V_M \) of an image. Such model takes a sequence of image patches as input and visual representations for each patch as output. Since it has extraordinary visual recognition ability, it is widely used in the previous cross-modal vision-and-language works (Dou et al., 2021; Shen et al., 2021; Mokady et al., 2021; Luo et al., 2022). Our framework can benefit from the excellent visual representation ability of CLIP-ViT.

For the PLMs, we leverage the state-of-the-art auto-regressive PLM, GPT2 (Radford et al., 2019), which is a multi-layer Transformer Decoder model (Vaswani et al., 2017). Pre-trained with a large amount of text data, it shows remarkable language generation ability.

I-Tuning Module. In our framework, the I-Tuning module is the key component to align the cross-modal information, which is parallel to a specific PLM module (attention, feedforward or whole
language) in each layer. It is a bottleneck neural network, sharing a similar structure as the Adapter module (Pfeiffer et al., 2020a), but the non-linear activation function is replaced by a cross-attention memory network (see Figure 2). The calculation process is as follows:

\[ Q = W^Q_{\text{down}}(X) + b^Q, \]  
\[ K = W^K_{\text{down}}(V_M) + b^K, \]  
\[ V = W^V_{\text{down}}(V_M) + b^V, \]

where \( X \) is the input hidden states of a specific PLM module. Then we can get the attention scores across the visual memory embeddings:

\[ S = \text{softmax}(QK^T). \]  

Based on the scores, we can get the final I-Tuning output to adjust the output hidden states of the PLM module:

\[ \Delta h = \lambda W^O_{\text{up}} \left( \sum_i s_i V_M^i \right) + b^O, \]  

where \( \lambda \) is a scaling hyper-parameter, introduced by Hu et al. (2021).

Since the lower layers of PLMs have weaker representation ability (Jawahar et al., 2019; Rücklé et al., 2021), we also propose I-Tuning Dropping to remove the I-Tuning modules in the first-few layers (see Figure 3). As a result, backpropagating through fewer layers can further improve the training efficiency of our models.

2.3 Training Objective

The training objective is the auto-regressive language modeling conditioned on the visual information:

\[ L_{\text{ar}} = -\sum_{t=1}^{T} \log P(x_t|x_{<t}, V_M), \]  

where \( V_M \) represents the visual memory embeddings encoded by CLIP-ViT, \( T \) denotes the length of a sequence and \( x_{<t} = (x_0, ..., x_{t-1}) \). The probability of the token in the \( t \)th position is determined by all the past tokens and \( V_M \).

3 Experiments

In this section, we conduct extensive experiments to examine the effectiveness of our I-Tuning. Specifically, we first explore how to design and train our models without VLP in section 3.2. Then we compare our models with the previous works with/without VLP in section 3.3.

3.1 Setup

Default Model Configuration. In our experiments, we adopts CLIP-ViT B/16\(^1\) pre-trained model as our visual encoder and GPT2 pre-trained model as our language decoder. CLIP-ViT contains 12 transformer layers with 768 model size and 12 attention heads. For GPT2, we include 4 different model sizes, including GPT2-distill\(^2\) (6 layers), GPT2-base\(^3\) (12 layers), GPT2-medium\(^4\) (24 layers)

\(^1\)https://huggingface.co/openai/clip-vit-base-patch16
\(^2\)https://huggingface.co/distilgpt2
\(^3\)https://huggingface.co/gpt2
\(^4\)https://huggingface.co/gpt2-medium
and GPT2-large\(^5\)(36 layers). The number of parameters are ranging from 82M to 774M. For the I-Tuning modules, we initialize their parameters randomly. The other model parameters details can be seen in the Appendix.

Datasets. For VLP, we use a small-scale cross-modal datasets, Visual Genome\(^6\) which contains 110k distinct images and 5.4M captions. For evaluation, we choose to use two different datasets, including MSCOCO Captions\(^7\) and Flickr30k.\(^8\) In these two datasets, each image corresponds to 5 different captions. We follow the standard Karpathy’s split (Karpathy and Fei-Fei, 2015) to split 113.2k/5k/5k and 29.8k/1k/1k images for train/val/test, respectively. We adopt 4 standard evaluation metrics to evaluate the generated captions, including CIDEr (Vedantam et al., 2015), BLEU@4 (Papineni et al., 2002), METEOR (Banerjee and Lavie, 2005) and SPICE (Anderson et al., 2016). For simplicity, we also denote CIDEr as C, BLEU@4 as B@4, METEOR as M and SPICE as S.

Implementation Details. For all the experiments, the parameters of CLIP-ViT and GPT-like models are frozen. We train our models with the AdamW optimization algorithm (Loshchilov and Hutter, 2019), 4k batch size, mixed-precision training and FP16. For VLP, our models are pre-trained with 10 epochs. For training on downstream tasks, our models are trained with 30 epochs. We also adopt the linear learning rate decay strategy. The warm-up step is set to 10% of the total training steps. For inference, we use the beam search (beam size = 5) to generate captions. Each image is resized into the size of 288x288 with center-crop. The other hyper-parameters can be found in the Appendix. All experiments are conducted on 8 NVIDIA A100 GPUs.

Baseline System. To evaluate our method comprehensively, we include several previous works in the comparison. The first type is the works that do not use any VLP, including NBT (Lu et al., 2018), SGAE (Yang et al., 2018), AoANet (Huang et al., 2019), BUTD (Anderson et al., 2018), GVD (Zhou et al., 2019a) and ClipCap (Mokady et al., 2021). The last one, ClipCap shares a similar idea as ours, which parameter efficiently tunes GPT2-large with Prefix-tuning. The second type is the works with VLP, including OSCAR (Li et al., 2020), Unified VLP (Zhou et al., 2019b), XGPT (Xia et al., 2020), UNICORN (Yang et al., 2021), VL-BART/T5 (Cho et al., 2021) and VC-GPT (Luo et al., 2022). All of these VLP models contain 2-4 times more trainable parameters than ours and/or consume a large amount of cross-modal pre-training data. Beyond this, we also include the performance of the state-of-the-art VLP model, SimVLM (Wang et al., 2021b), as our upper bound, which is pre-trained with 1.8B un-publicly cross-modal datasets.

### Table 1: If the I-Tuning module is parallel to the Feedforward PLM module, it achieves the best performance.

| PLM Module      | MSCOCO (val) |
|-----------------|--------------|
|                 | C  | B@4 | M  | S  |
| Attention       | 109.1 | 32.9 | 27.6 | 20.6 |
| Feedforward     | 110.3 | 33.6 | 27.6 | 20.7 |
| Whole Layer     | 109.4 | 33.4 | 27.6 | 20.4 |

3.2 Exploration without VLP

Since pre-training is time-consuming, we perform exploration on how to design and train our models without cross-modal pre-training. We use the GPT2-base as our basic language decoder. All models are trained with the MSCOCO training set and evaluated on the MSCOCO validation set.

3.2.1 Where to Place the I-Tuning Module?

In a Transformer layer of the PLMs, there are two different sub-networks, Attention and Feedforward. Then, there are three ways for us to place our I-Tuning module in each layer: (1) parallel to Attention; (2) parallel to Feedforward; (3) parallel to the whole layer.

Table 1 compares these three different designs empirically. Placing the I-Tuning module parallel to Feedforward in each layer achieves the best performance, which is also inline with He et al. (2022a). Such design can be considered as a special MoE network (Fedus et al., 2021) without gating. The original Feedforward is a single-modal expert and the I-Tuning module is a cross-modal expert. In the following experiments, we choose this design as our default setting.

---

\(^5\)https://huggingface.co/gpt2-large
\(^6\)http://visualgenome.org/
\(^7\)https://cocodataset.org/#home
\(^8\)http://hockenmaier.cs.illinois.edu/DenotationGraph/
Figure 4: Comparison different scalar factors for I-Tuning on MSCOCO. When the scalar is set to 4, our model achieves the best overall performance.

Figure 5: Increasing the image resolution degenerates model performance.

### 3.2.2 Scaling Factor and Image Resolution

In this part, we intend to examine two tricks in our I-Tuning module. First, Hu et al. (2021) and He et al. (2022a) indicate that multiplying the output hidden states of the tuning module by a scaling factor $(\lambda \geq 1)$ leads to better performance. We compare different scaling factors for our models. Figure 4 reveals that setting the scaling factor to 4 achieves the best overall performance.

The second trick is for image resolution. Dou et al. (2021) find that increasing the image resolution can boost their model performance on downstream tasks. Similar results are also discussed by Yuan et al. (2021); Kim et al. (2021); Luo et al. (2022). To examine this trick, we compare different image resolutions for our models. Figure 5 indicates that increasing the image resolution degenerates our model performance. The possible reason is that the pre-training resolution of CLIP-ViT is different from ours. We need to first interpolate the position embeddings of CLIP-ViT. However, the parameters of the frozen vision encoder cannot be updated to adapt to the interpolation. As a result, increasing the image resolution leads to larger gaps. Therefore, we chose to use the smallest image size (288x288) as our default setting.

### 3.2.3 Scaling Law

According to the scaling law of neural language model (Kaplan et al., 2020), larger PLMs have better performance and are much more sample efficient. We examine such law in our cross-modal setting. We adopt four different sizes of the GPT2 model, including GPT2-Distill,\(^9\) GPT2-Base, GPT2-Medium and GPT2-Large. Table 2 indicates that scaling up frozen GPT2 can lead to better overall performance. Especially, the performances of Medium and Large are already comparable to some VLP models after pre-training.

### 3.2.4 I-Tuning Dropping

Since the lower layers of PLMs have weaker representation ability, we investigate whether we can drop the I-Tuning modules in the first few layers. In this part, we focus on the GPT2-Large, which is a 36-layer model. If we place the I-Tuning module in each layer, the number of trainable parameters is up to 94.5M. Though this number is far less than [9]GPT2-Distill is pretrained with the supervision of GPT2-Base with the OpenWebTextCorpus of Huggingface.
Table 3: Comparisons with previous models on MSCOCO and Flickr Image Captioning. **Bold** indicates the best score of our I-Tuning models. #Images represents the number of distinct images during VLP. #Params represents the number of trainable parameters. For our I-Tuning models, the number in “(xxx%)” represents the percentage of trainable parameters to the total number of parameters. All models are fine-tuned with cross-entropy loss.

3.3 Comparing with Previous Works

In section 3.2, we conduct an extensive exploration of our I-Tuning method without VLP. In this part, we compare with the previous works to verify the effectiveness of our method. All results are reported on the test sets.

3.3.1 Quantitative Evaluation

Table 3.3 reveals that our method achieves comparable or even better performance than the baseline systems which contains 2-4 times more trainable parameters and/or consume much more VLP data. Compared with ClipCap, it shares a similar idea as ours to tune the PLM in a parameter efficient manner, but one can notice that our method with GPT2-Base already outperforms ClipCap with GPT2-Large. For our model with I-Tuning Dropping, it only contains 47.2M trainable parameters, but it can retain the same level of performance as its counterpart without dropping.

All quantitative results corroborate the effectiveness of our method to leverage the great language generation power of the frozen GPT-like models.

3.3.2 Qualitative Evaluation

Table 4 presents the image captioning examples of our I-Tuning, OSCAR and ClipCap for the first 4 images in the MSCOCO test set. As can be seen, the generated captions of I-Tuning depict the image successfully. Compared with the baseline systems, our work can identify the movement of the people in the image. For example, our model can recognize that the little girl is blowing the candles, while ClipCap and OSCAR cannot. However, one can notice that our method cannot recognize the bike in the third image. The same error also exists in ClipCap. The possible reason is that the bike is
mixed with the man in the image, which is hard for models to recognize.

4 Visualization

In this section, we visualize the cross-attention maps in our I-Tuning to examine whether it learns the cross-modal alignment implicitly. We randomly choose an image in the MSCOCO dataset and present the cross-attention heatmaps in the final I-Tuning model of GPT2-Large. In Figure 7, our I-Tuning module can correctly attend to the corresponding regions given different tokens. These examples reveal that our method can learn visual grounding implicitly.

5 Related Work

Recently, we have witnessed that the model size of a PLM becomes larger and larger, which makes us hard to fully fine-tune such models. To make use of them without updating the pre-trained parameters, researchers have come up with several great works, including Prefix tuning (Li and Liang, 2021), Adapter tuning (Houlsby et al., 2019; Pfeiffer et al., 2020a,b, 2021; Wang et al., 2021a; Zhang et al., 2021) and Prompt tuning (Liu et al., 2021b,a; Lester et al., 2021; He et al., 2022b; Zhang et al., 2022). All of them provide effective methods to adapt the frozen PLMs on the downstream tasks. However, most of them only focus on the natural language processing area. Our I-Tuning extends the parameter efficient PLM tuning idea to the cross-modal setting.

In addition, the most similar works are proposed by Mokady et al. (2021) and Tsimpoukelli et al. (2021). Both of them extend the Prefix tuning into the cross-modal setting. However, their models are less competitive on the image captioning tasks. Li and Liang (2021) also points out that directly optimizing the prefix is very sensitive to the learning rate and the parameter initialization. Therefore, we choose not to design I-Tuning based on the Prefix tuning.

Beyond this, there is an explosion of works about cross-modal vision-and-language pre-training (Zhou et al., 2019b; Li et al., 2020; Xia et al., 2021).
et al., 2020; Cho et al., 2021; Wang et al., 2021b; Dou et al., 2021; Luo et al., 2022). Most of them focus on how to train a cross-modal from scratch, but the goal of our work is to parameter efficiently tune the PLMs with images for captions generation.

6 Conclusion

In this paper, we present I-Tuning for parameter efficient tuning PLMs with images for captions generation. Extensive experiments are conducted on how to design and train our framework. Evaluating on the image captioning tasks, I-Tuning achieves comparable or even better performance than the previous works which contain 2-4 times more trainable parameters and/or consume much more cross-modal pre-training data.
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### A Hyperparameters

This section is not ready for the preprint version.