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Abstract

The aim of this thesis is to question some of the basic assumptions that go into building the ΛCDM model of our universe. The assumptions we focus on are the initial conditions of the universe, the fundamental forces in the universe on large scales and the approximations made in analysing cosmological data. For each of the assumptions we outline the theoretical understanding behind them, the current methods used to study them and how they can be improved and finally we also perform numerical analysis to quantify the novel solutions/methods we propose to extend the previous assumptions.

The work on the initial conditions of the universe focuses on understanding what the most general, gauge invariant, perturbations are present in the beginning of the universe and how they impact observables such as the CMB anisotropies. We show that the most general set of initial conditions allows for a decaying adiabatic solution which can have a non-zero contribution to the perturbations in the early universe. The decaying mode sourced during an inflationary phase would be highly suppressed and should have no observational effect, thus, if these modes are detected they could potentially rule out most models of inflation and would require a new framework to understand the early universe such as a bouncing/cyclic universe.

After studying the initial conditions of the universe, we focus on understanding the nature of gravity on the largest scales. It is assumed that gravity is the only force that acts on large scales in the universe and we propose a novel test of this by cross-correlating two different types of galaxies that should be sensitive to fifth-force’s in the universe. By focusing on a general class of scalar-tensor theories that have a property of screening, where the effect of the fifth force depends on the local energy density, we show that future surveys will have the power to constrain screened fifth-forces using the method we propose.

Finally, to test theoretical models with observations a complete understanding of the statistical methods used to compare data with theory is required. The goal of a statistical analysis in cosmology is usually to infer cosmological parameters that describe our theoretical model from observational data. We focus on one particular aspect of cosmological parameter estimation which is the covariance matrix used during an inference procedure. The usual assumption in modelling the covariance matrix is that
it can be computed at a fiducial point in parameter space, however, this is not self-consistent. We check this claim explicitly by calculating the effect of including the parameter dependence in the covariance matrix on the constraining power of cosmological parameters.
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Chapter 1

Introduction

1.1 A brief history of the Universe

This thesis is about the origin and evolution of the Universe. The dynamics of all the particles traversing through spacetime under the forces of nature is what we call the Universe. In the Standard Model of particle physics we have a well established, quantum mechanical, framework to understand the fundamental particles and the forces that lead to interactions between them. In particle physics the convention is to classify the fundamental particles into quarks and leptons and the forces are characterised by force carrying particles called bosons. There are 12 fundamental particles, and 12 conjugate anti-particles, (6 quarks and 6 leptons) and 5 force carrying gauge bosons (4 spin 1 bosons and 1 spin 0 boson) corresponding to three fundamental forces: electromagnetism, weak nuclear force and strong nuclear force. A schematic diagram showing the Standard Model is shown in figure 1.1. This picture of the Universe has been tested and confirmed in experiments spanning over 5 decades [10]. A summary of the properties of the Standard Model particles is given in table 1.1.

There is one basic limitation of the Standard Model of particle physics, however, which is that it doesn’t contain gravity. In particular, there is no self-consistent quantum field theory of a spin 2 gauge boson that can describe gravity. The current best description of gravity is given by general relativity (GR). In GR gravity isn’t described as a force. Rather the fundamental description of gravitation relies on the existence of spacetime: a four dimensional hyperbolic geometric manifold that accounts for our three dimensions of space and one dimension of time. The two pillars upon which GR describes gravity are the following:

1. Particles traverse through spacetime on geodesics.

2. Particles in spacetime will change the geometry of spacetime.

The motion of particles through spacetime can be further divided into three categories. Particles that travel on timelike, null or spacelike geodesics. All the particles which have a positive mass follow timelike geodesics. In the Standard Model of particle physics all particles have a positive mass (anti-particles have a positive mass just the opposite electric charge to the conjugate particle) except two of the gauge bosons,
| Particle | Mass          | Spin |
|----------|--------------|------|
| t        | 173 GeV      | 1/2  |
| b        | 4 GeV        | 1/2  |
| c        | 2 GeV        | 1/2  |
| s        | 100 MeV      | 1/2  |
| d        | 5 MeV        | 1/2  |
| u        | 2 MeV        | 1/2  |
| \(\tau\) | 1777 MeV     | 1/2  |
| \(\mu\)  | 106 MeV      | 1/2  |
| e        | 511 keV      | 1/2  |
| \(\nu_\tau\) | < 0.6 eV | 1/2  |
| \(\nu_\mu\) | < 0.6 eV  | 1/2  |
| \(\nu_e\)  | < 0.6 eV    | 1/2  |
| \(W^\pm\) | 80 GeV      | 1    |
| \(Z\)    | 91 GeV       | 1    |
| \(\gamma\) | 0            | 1    |
| g        | 0            | 1    |
| \(H\)    | 125 GeV      | 0    |

Table 1.1: Summary of the mass and spin of the Standard Model particles

Figure 1.1: Schematic diagram of the Standard Model of particle physics [1]
the photon and gluon, which are massless (although gluons are never observed to be massless as Quantum-Chromo-Dynamics (QCD) is asymptotically free) and they follow null geodesics. Particles that follow spacelike geodesics must have an imaginary mass and are termed tachyons however these have never been observed in nature. The theory of GR has stood the test of all experiments conducted till today spanning over a century [11]. More impressively GR has been tested over a large range of energy scales, from the lab [12] to cosmological scales [13]. Most recently the detection of gravitational waves have provided further spectacular experimental confirmation of GR [14].

Cosmology is the study of all of the particles and forces in the Standard Model of particle physics on the largest scales. On the largest scales gravity is the most important force that needs to be accounted for, even though it is the weakest of all the forces, in order to determine the dynamics of objects. There are a few exceptions to this where the conditions can be more extreme when the other forces play a role, for instance in the very early Universe prior to the electroweak and QCD phase transitions and also in neutron stars and other compact objects. We will mention these exceptions when necessary, however, for the most part we will focus on the dynamics under gravity. Cosmology has come from being an unexplored territory, typically left to philosophers, to being one of the most precisely tested areas of experimental science. While GR and its implications have been known for around a century, its only in the last few decades that cosmology has become a field open to experimental investigation. Initially the experimental tests of cosmology were driven by measurements of the cosmic microwave background radiation (CMB) [15, 16, 17]. More recently measurements of the galaxy clusters [18] and the lensing of light from galaxies [19] have augmented the cosmological information obtained by the CMB by orders of magnitude making cosmology not only an experimental science but a science that is in the era of precision measurements. While these are the probes that will be the focus of this thesis, there are several other probes that also provide us with crucial cosmological information. In particular the measurement of the primordial abundance of elements and the measurements of distances using supernovae are crucial to understanding several cosmological parameters. As cosmology has entered the realm of precision science, the use of advanced statistical methods has become mandatory in order to extract cosmological information from increasingly large and complex datasets. We describe the details of the cosmological probes and statistical methods in upcoming sections, however, before doing that we describe the understanding of the Universe these cosmological observations have provided us with.

According to our current understanding the Universe starts roughly 13.7 billion years ago where the spacetime is expanding. All the particles in the Standard Model are relativistic in the very early Universe and we describe that phase to be the radiation dominated era. In this phase all the particles have perturbations in their energy densities as well as perturbations in the spacetime itself. The current standard model of cosmology, called the ΛCDM model, is the story of how the Universe starts from this initial radiation dominated era and forms the structure we see in it today.
1.2 ΛCDM model

1.2.1 Background

As GR is at the heart of the ΛCDM model we start by writing down its action.

\[ S_{GR} = \frac{1}{16\pi G} \int d^4x \sqrt{-g} R \quad (1.1) \]

we are using the standard notation where \( g_{\mu\nu} \) is the metric, \( g \) is the determinant of the metric, \( R_{\mu\nu} \) is the Riemann tensor, \( R = g^{\mu\nu}R_{\mu\nu} \) is the Ricci scalar. For generic matter content described by fields \( \Phi_i \), the action in the presence of gravity can be written as

\[ S_{\text{matter}} = \int d^4x \sqrt{-g} \mathcal{L}_{\text{matter}}(g, \Phi_i). \quad (1.2) \]

If the Standard Model of particle physics is the only matter content in the Universe, which is what has been proven so far, then the action that describes the full content of particles and spacetime in our Universe is given by the sum of the GR action and the Standard Model action \( S_{\text{SM}} \)

\[ S_{\text{Universe}} = S_{GR} + S_{\text{SM}}. \quad (1.3) \]

The equation of motion for the metric or the particles can be obtained by varying the equation w.r.t to the appropriate field. The Einstein Field Equations (EFE) that describe the dynamics of the metric are given by varying the \( S_{GR} \) w.r.t \( g_{\mu\nu} \)

\[ G_{\mu\nu} = 8\pi GT_{\mu\nu} \quad (1.4) \]

where \( G_{\mu\nu} \equiv R_{\mu\nu} - \frac{1}{2}Rg_{\mu\nu} \) with the stress-energy tensor

\[ T_{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta \left[ \sqrt{-g} \mathcal{L}_{\text{matter}} \right]}{\delta g^{\mu\nu}}. \quad (1.5) \]

One of the main assumptions in the ΛCDM model is that the Universe is isotropic (preserves SO(3) symmetry) and is homogenous on the largest scales. This is known as the cosmological principle. The solution of the EFE under these symmetries is given by the Friedmann-Robertson-Walker (FRW) metric, which in spherical coordinates, can be written as

\[ ds^2 = -dt^2 + a(t)^2 \left( \frac{dr^2}{1 - \kappa r^2} + r^2d\Omega_2^2 \right). \quad (1.6) \]

Here we have defined \( a(t) \) as the scale factor, which describes the expansion of the three spatial dimensions. \( r \) is the unit-less comoving radius normalised by the current radius of the Universe, \( \kappa \) is the curvature of spatial surfaces and \( d\Omega_2^2 = d\theta^2 + \sin^2 \theta d\phi^2 \) is the solid angle element. The curvature \( \kappa \) can take on three possible values:

\[ \kappa = \begin{cases} +1 & \text{open universe} \\ 0 & \text{flat universe} \\ -1 & \text{closed universe} \end{cases} \]

\[ \text{The full form of the SM action can be found here [20] - given its complexity and length we do not write it out in full here.} \]
• greater than zero for positive curvature (spherical),
• less than zero for negative curvature (hyperbolic),
• zero for zero curvature.

While all three of these values are consistent with the cosmological principle, observationally we find the Universe is consistent with being flat. The dynamics of the Universe can therefore be determined by scale factor $a(t)$. To solve for the scale factor we need information about the stress-energy tensor.

The most important stress-energy tensor in cosmology is that of a perfect fluid given by
\[ T^{\mu\nu} = (\rho + P)u^\mu u^\nu + P g^{\mu\nu}, \tag{1.7} \]
\(\rho\) is the energy density of the fluid, \(p\) is the pressure of the fluid and \(u^\mu\) is the 4-velocity of the fluid. The time-time component of the EFE gives the Friedmann equation
\[ H^2 = \frac{8\pi G}{3} \rho - \frac{\kappa}{a^2} + \frac{\Lambda}{3} \tag{1.8} \]
where $H \equiv \frac{\dot{a}}{a}$. In this equation we have also included \(\Lambda\) which represents the cosmological constant. This can be thought of as a fluid with a given equation of state, as we describe below, or as an additive constant to the Einstein-Hilbert action. It is often convenient to define the critical density of the Universe, at which there is no spatial curvature and no cosmological constant, as
\[ \rho_c \equiv \frac{3H_0^2}{8\pi G}. \tag{1.9} \]
Using this definition the density of different particle species is commonly defined as
\[ \Omega_i = \frac{\rho_i}{\rho_c}. \tag{1.10} \]

In a cosmological context the particle species are defined in a different way than in the Standard Model of particle physics. For the purposes of cosmological evolution the particle species are defined just by their equation of state (as we describe below). The particle content in our cosmological model are radiation, matter, curvature and dark energy (cosmological constant). There may be further species depending on what context the Friedmann equation is being solved, however we will introduce these new species as and when needed. It is also worth mentioning the distinction between different types of matter. In particular we know there is matter that interacts with light, which we call baryonic matter and matter that does not interact with light called dark matter. Our current understanding leads us to believe that dark matter does not carry any significant kinetic energy and thus termed cold dark matter (CDM).

The particle species in cosmology are usually defined in terms of their stress-energy tensor. The equation of motion of a fluid can be obtained from the conservation of the stress-energy tensor
\[ \nabla_\mu T^\mu_\nu = 0 \Rightarrow \dot{\rho} + 3H(\rho + P) = 0. \tag{1.11} \]
This is called the continuity equation. The space-space part of the EFE gives the only other equation (as there are no time-space terms), as called the acceleration equation,

\[
\frac{\ddot{a}}{a} = -4\pi G\left(\rho + 3P\right) + \frac{\Lambda}{3}.
\]  

(1.12)

This can also be obtained by the combination of the Friedman equation in Eq 1.8 and the continuity equation in Eq 1.11 and therefore is not an independent equation. In order to fully solve for the dynamics of the scale factor in the FRW metric one also needs to specify a relation between the energy density and pressure. This is typically written as

\[
P = w\rho
\]  

(1.13)

where \(w\) is called the equation of state parameter. The most common equations of state are for radiation where \(w = \frac{1}{3}\), dust \(w = 0\) and the cosmological constant \(w = -1\). For any of these constant values for \(w\) we can solve the continuity equation to get

\[
\rho = \rho_0 a^{-3(1+w)}.
\]  

(1.14)

In the case of radiation we see that \(\rho \propto a^{-4}\) and \(\rho \propto a^{-3}\) for dust, or pressure-less matter, as we expect. Solving the Friedmann and continuity equations can uniquely determine the evolution of any cosmology with a given matter content. Using the definition of the densities given in Eq 1.10 we can rewrite the Friedmann equation for the different particle species described above

\[
H^2 = H_0^2 \left[ \Omega_r \left( \frac{a_0}{a} \right)^4 + \Omega_m \left( \frac{a_0}{a} \right)^3 + \Omega_\kappa \left( \frac{a_0}{a} \right)^2 + \Omega_\Lambda \right].
\]  

(1.15)

Here we have defined the curvature as a density as well \(\Omega_\kappa \equiv -\frac{\kappa}{(a_0 H_0)^2}\). All quantities with a zero subscript are evaluated at \(z = 0\), i.e today. Using Eq 1.15 we can solve for the scale factor as a function of time. Before looking at some of the solutions to this equation it is worth defining a new time coordinate called conformal time. \(\tau\). It is related to the cosmic time variable \(t\) defined in the metric in Eq 1.6 by \(d\tau \equiv \frac{dt}{a(t)}\). In these coordinates the FRW metric becomes

\[
ds^2 = a(\tau)^2 \left( -d\tau^2 + \left( \frac{dr^2}{1 - \kappa r^2} + r^2 d\Omega_2^2 \right) \right).
\]  

(1.16)

By solving the Friedmann equation we can solve the dynamics of the scale factor, and thus the Universe on large scales, for three different regimes which correspond to our observed Universe.

- **Radiation domination:** This is when the Universe consists of a fluid of relativistic particles. The early Universe is extremely hot and dense and thus a single relativistic fluid is a good approximate description of the very early Universe. The equation of state is \(\omega = \frac{1}{3}\), the energy density evolution is \(\rho \propto a^{-4}\) and the evolution w.r.t cosmic and conformal time is \(a(t) \propto t^\frac{1}{2}\) and \(a(\tau) \propto \tau\) respectively.
• Matter domination: This is when the Universe consists only of a pressureless fluid. As the Universe expands and cools the phase after the radiation dominated phase is the matter dominated phase. The equation of state is \( \omega = 0 \), the energy density evolution is \( \rho \propto a^{-3} \) and the evolution w.r.t cosmic and conformal time is \( a(t) \propto t^\frac{1}{2} \) and \( a(\tau) \propto \tau^2 \) respectively.

• Vacuum energy (\( \Lambda \)) domination: We observe that the current evolution of the Universe is described by a vacuum energy dominated phase. The equation of state is \( \omega = -1 \), the energy density evolution is \( \rho = \) constant and the evolution w.r.t cosmic and conformal time is \( a(t) \propto e^{Ht} \) and \( a(\tau) \propto -\frac{1}{\tau} \) respectively.

Now that we know the evolution of the Universe we can analyse the interactions of the particles. The interactions between particles can be calculated in quantum field theory and depends on the coupling strength between the particles. The interaction rate is typically written as \( \Gamma \). In the early Universe, when the temperature and density is high, the Universe is a thermal soup of all radiation with all the particles being constantly created and annihilated. When the rate of the interaction between a specific species of particles drops below the Hubble expansion \( H \), then the particle species will decouple from the primordial plasma. Different particle species have different interaction rates and thus decouple from the primordial plasma at different times. This is a crucial concept that allows us to calculate when important events in the history of the Universe happen and thus test our model of the Universe.

We can briefly describe the important events in the history of the Universe chronologically. The origin of the Universe is described by a yet unknown mechanism, but the most widely accepted theory for this is inflation. Inflation encompasses a set of theories that predict there was a period prior to radiation domination in our Universe where the Universe expands at an accelerated rate (mostly assumed to be an exponential expansion) [21]. There are large number of theories that can be written in the context of inflation, however no single model has as yet been established as the true theory describing the beginning of the Universe [22]. Typically inflation is assumed to happen below the Planck scale (the Planck time is \( \approx 5 \times 10^{-44} \) s). There are, however, other models that can be used to describe the beginning of the Universe such as bounce/cyclic models of the Universe [23, 24]. Following some process that sets up the initial conditions for the evolution of the Universe, we expect a process called Baryogenesis to take place. This process that describes the origin of matter in our Universe. If there is equal amount of matter and antimatter in the Universe initially, then the Universe should just be filled with photons as all the particles annihilate. However, that is not what we see. It appears there is one additional matter particle to every \( 10^9 \) anti-matter particle. This is usually quantified as the ratio of baryons (which is most of the observed matter in the Universe) to photons that we observe in the Universe,

\[
\eta \equiv \frac{\#_{baryons}}{\#_{\gamma}} \approx 10^{-9}. \tag{1.17}
\]

The origin of the asymmetry in matter and anti-matter is still a mystery with many possible solutions being speculated [25]. We know that when the temperature of the
primordial plasma reaches 100 GeV the particles will get their mass through the Higgs mechanism and this is known as the Electroweak (EW) phase transition. At 150 MeV the quarks and gluons become coupled and form composite structures: baryons and mesons. One of the mysteries of the ΛCDM model is the origin and nature of dark matter. It is typically assumed that dark matter is a thermal relic, i.e is a particle that was present at the origin of the Universe and decouples from the primordial plasma at early times, after which it traverses our Universe un-impeded. The most popular theory of dark matter is that it consists of weakly interacting massive particles (WIMPs). These types of particles only interact through the weak force and typically decouple from the plasma at \( \sim 1 \text{ MeV} \). Neutrinos also interact only through the weak force (however are not massive enough to account for the required dark matter) and given their mass they decouple from the primordial plasma at 0.8 MeV. Following this the electrons and positrons are no longer in thermal equilibrium after the temperature reaches \( \sim 500 \text{ keV} \). At this stage the energy in the electrons and positrons gets transferred into the photons they produce, however the neutrinos do not receive any of the energy as they have already decoupled (this is why the temperature of the photons is higher than the temperature of the neutrinos today). At a temperature of around 100 keV the Universe has cooled enough such that the first nuclei start forming. This process is called Big Bang Nucleosynthesis (BBN). From the Friedmann equation in Eq 1.15 we can see that there will come at time at which the radiation will start to become subdominant to the matter in the Universe and thus the behaviour of the scale factor will change. This happens at \( z \sim 3400 \) and is called the matter-radiation equality. Below this redshift the first structures can start to form under the collapse of matter. At a temperature of \( \sim 0.3 \text{ eV} \) the photons and electrons decouple and the mean free path of light suddenly increases to \( \sim \infty \). At this time, \( z \approx 1100 \), the Universe first becomes transparent and this is called recombination. This is followed by a phase known as the “dark ages”. In this phase there are no stars and thus no light is being produced. Neutral hydrogen that is present in the Universe after recombination (produced during BBN) is ionised again by high energy photons in a process called reionisation. The source of these high energy photons is not well understood, however, popular candidates for ionising photons are dwarf galaxies, Quasars and population III stars. The redshift at which this happens is also unclear however the most popular ideas suggest it happens between \( \sim 5-20 \) [26].

Finally, again from the Friedmann equation we see there must also come a phase when dark energy dominates the energy content of the Universe and thus starts accelerating the expansion of the Universe. This happens at a redshift of \( \sim 0.4 \).

The precise values of the time/temperature at which these events happens can be used to test our cosmological model and infer the parameters that best fit the model given observational data. A summary of each of these events is given in figure 1.2. In the next section we briefly outline how we go about calculating predictions based on ΛCDM by describing perturbation theory in the context of ΛCDM.

\(^2\)The precise values depend on the model being used to describe the WIMP.
Figure 1.2: Schematic diagram showing the key events in the history of the Universe according to the ΛCDM model.

1.2.2 Perturbations

In order to make quantitative predictions from the ΛCDM model, we need to write down the perturbations to Einstein’s equations,

\[ \delta G_{\mu\nu} = 8\pi G \delta T_{\mu\nu}. \]  (1.18)

We start by analysing the metric first. We already know the metric is well approximated on large scales by the FRW metric. In general the metric has 10 degrees of freedom, in the absence of curvature, (as it is a 4x4 symmetric matrix) and the most general set of linear perturbations to the FRW metric can be written as [27]

\[ ds^2 = a^2(\tau) \left[ -(1 + 2A)dr^2 + 2B_idx^id\tau - (\delta_{ij} + h_{ij})dx^idx^j \right]. \]  (1.19)

It is typical to perform a scalar-vector-tensor (SVT) decomposition of the perturbations in order to identify the scalar, vector and tensor perturbations individually. A generic rank-2 symmetric matrix, \( h_{ij} \), can be decomposed into a scalar, vector and tensor variable as follows

\[ h_{ij} = 2C\delta_{ij} + 2 \left( \partial_i \partial_j - \frac{1}{3}\delta_{ij} \nabla^2 \right) E + \left( \partial_i \hat{E}_j + \partial_j \hat{E}_i \right) + 2\hat{E}_{ij}, \]  (1.20)

with \( \partial^i \hat{E}_i \equiv 0, \partial^i \hat{E}_{ij} \equiv 0, \hat{E}^i_i = 0 \). A generic vector can be written in terms of a scalar and a divergence-less vector

\[ B_i = \partial_i B + \hat{B}_i \]  (1.21)

where \( \partial^i \hat{B}_i \equiv 0 \). Using these transformations we see that there are indeed 10 degrees of freedom in the metric where 4 of them are scalars, \( A, B, C, E \), 4 are in the vectors
\( \hat{B}_i, \hat{E}_i \) and 2 are in the tensor \( \hat{E}_{ij} \). However, in GR one needs to make sure the terms we write down are the same in any coordinate system as any physical quantity should not change by the redefinition of coordinates (also called gauge). It can be shown that in the case of the FRW metric perturbations defined above, the following variables are invariant under any gauge transformation

\[
\begin{align*}
\Psi & \equiv A + \mathcal{H}(B - E') + (B - E)'', \\
\Phi & \equiv -C - \mathcal{H}(B - E') + \frac{1}{3} \nabla^2 E, \\
\hat{\Phi}_i & \equiv \hat{E}_i' - \hat{B}_i, \\
\hat{E}_{ij}. (1.22)
\end{align*}
\]

These are typically called the Bardeen variables.

One of the most common gauge choices is the Newtonian gauge which is useful for analysing scalar perturbations and is defined by setting \( B = E = 0, A = \Psi \) and \( C = -\Phi \)

\[
d s^2 = a^2(\tau) \left(- (1 + 2\Psi) d\tau^2 + (1 + 2\Phi) \delta_{ij} dx^i dx^j \right). \quad (1.23)
\]

We will use this when we come to describe the initial conditions of the Universe. There is one further simplification that is usually used: we assume there is no anisotropic stress, which implies \( \Phi = \Psi \). This however is not true, for example in the early Universe after neutrino decoupling as neutrinos then free stream and generate anisotropic stress. Along with this, a popular gauge for computational purposes is the synchronous gauge.

Similarly we can write down the general first order perturbations to the stress energy tensor of a perfect fluid as,

\[
\delta T^\mu_\nu = (\delta \rho + \delta P) \bar{U}^\mu \bar{U}_\nu + (\bar{\rho} + \bar{P}) (\delta \bar{U}^\mu \bar{U}_\nu + \bar{U}^\mu \delta \bar{U}_\nu) - \delta P \delta^\mu_\nu - \Pi^\mu_\nu. \quad (1.24)
\]

The quantities with a bar on top correspond to the background values. By applying the conservation of stress energy we arrive at the relativistic Euler and continuity equations respectively

\[
\begin{align*}
\vec{v}' + 3\mathcal{H} & \left( \frac{1}{3} - \frac{\bar{P}'}{\bar{\rho}} \right) \vec{v} = - \vec{\nabla} \delta P \left( \frac{\bar{\rho}}{\bar{\rho} + \bar{P}} \right) - \vec{\nabla} \Phi, \\
\delta' + 3\mathcal{H} & \left( \frac{\delta P}{\delta \rho} - \frac{\bar{P}}{\bar{\rho}} \right) \delta = - \left( 1 + \frac{\bar{P}}{\bar{\rho}} \right) (\vec{\nabla} \cdot \vec{v} - 3\Phi') \quad (1.25)
\end{align*}
\]

where \( ' \) is the derivative w.r.t conformal time and \( \mathcal{H} \) is the conformal Hubble parameter. The perturbed Einstein equations for the time-time, time-space and the trace part are respectively given by

\[
\begin{align*}
\nabla^2 \Phi &= 4\pi G a^2 \bar{\rho} \delta + 3\mathcal{H}(\Phi' + \mathcal{H}\Phi), \quad (1.26) \\
\Phi' + \mathcal{H}\Phi &= -4\pi G a^2 (\bar{\rho} + \bar{P}) \nu, \quad (1.27) \\
\Phi'' + 3\mathcal{H}\Phi' + (2\mathcal{H}' + \mathcal{H}^2)\Phi &= 4\pi G a^2 \delta P. \quad (1.28)
\end{align*}
\]

These equations hold for any perfect fluid without anisotropic stress. We will use these equations to build an intuition for the decaying adiabatic perturbation that we will describe in the chapter discussing the initial conditions of the Universe.
1.3 Probes of cosmology

The aim of this section is to outline the cosmological probes that can be used to test the ΛCDM model. We will discuss three probes in more detail that are used in the research presented in this thesis. There are several other probes that we only mention in passing, however, they also provide extremely valuable information for testing the ΛCDM model.

1.3.1 Cosmic microwave background

The Universe becomes transparent after recombination at a redshift of around 1100. This light was first detected in 1965 [15]. Followup experiments such as COBE [28] measured the statistical properties of the temperature of this light and found it to be the same in all parts of the sky to \( \sim 1 \text{ part in } 10^4 \). This is often interpreted as confirmation of the cosmological principle, however this is not the case as the to test this requires measurements of the CMB from at least two different points in spacetime. A more thorough discussion of this can be found in [29] and references therein - for the purposes of this thesis we assume the cosmological principle holds and thus the FRW metric is a fair representation of spacetime on large scales. The small differences in temperature, on the other hand, can further test our models as we can use perturbation theory to calculate the statistical properties of these temperature fluctuations for a given cosmological model. In recent years the temperature anisotropies have been mapped in exquisite detail by the WMAP [16] and Planck satellites [17]. In addition to temperature anisotropies, they have also mapped polarisation anisotropies from the CMB.
1.3.1.1 Temperature anisotropies

We start by analysing how the temperature anisotropies are produced in the CMB. As photons traverse through spacetime they will feel the effects of gravity and it is these effects that we can calculate and test against observations. Fundamentally, the temperature of a CMB photon measured by an observer on Earth is given by the dot product of the observer’s four vector and the photons four momentum\(^3\). The observer is usually situated on the Earth thus it will be in the reference frame of the Earth and its motion. To calculate the four vector of the photon observed today we need to account for the motion of the photon as it traverses along a geodesic towards the Earth. The photons follow null geodesics and the energy of a photon is simply given by the 0 component four momenta. Using the perturbed Newtonian metric in Eq 1.23 and the geodesic equation

\[
\frac{\partial P^\mu}{\partial \tau} = -\Gamma^\mu_{\alpha\beta} P^\alpha P^\beta
\]

where \(P^\mu\) is the four momentum, we can calculate the relative perturbation of the photon energy of CMB photons observed today

\[
\left(\frac{\delta \omega}{\omega}\right)_0 = \left(\frac{\delta \omega}{\omega}\right)_R + \Psi_R - \Psi_0 + \int_{\tau_s}^{\tau_o} (\Psi' - \Phi') d\tau + \hat{n} \cdot \vec{V}.
\]

\(\omega\) is the energy of the photon, the \(R\) index stands for quantities that are evaluated at recombination and 0 stands for quantities evaluated today. Here \(\hat{n}\) is the direction of the photon and \(\vec{V}\) is the relative velocity of the observer compared to the CMB rest frame. All of these terms have an intuitive physical meaning. First we see that there is a term that accounts for the energy of the photon when it is emitted, which is the first term in the equation above. The second term accounts for how the energy of the photon changes due to the gravitational redshift caused by the gravitational potentials at recombination and the third term is similar except it accounts for the integrated effect over the variation of the gravitational potentials (as they will also evolve with time as structures form in the Universe). These terms are called the Sachs-Wolfe (SW) and Integrated Sachs-Wolfe (ISW) effect respectively. The final term is a Doppler effect coming from the relative velocity of the observer. While the temperature of a photon coming from any point on the sky can be calculated by Eq 1.30, this is not an immediately useful quantity. This is because we cannot predict the properties of a photon coming from a specific location on the sky. Rather, only the statistical properties of the distribution of photons. This is a fundamental point as each photon will be a realisation of the underlying distribution describing all the photons and measuring individual photons cannot be used to test our cosmological model. While Eq 1.30 allows us to calculate the temperature of the photons given the gravitational potentials, we still need to calculate the gravitational potentials at recombination and how they evolve with time. This can be complicated as the particle species will couple to gravity and thus the evolution of all that needs to be

\(^3\)In units where \(\hbar = k_B = 1\).
accounted for as well. This is typically done by solving the thermodynamic Boltzmann equations in the presence of gravity. This is now a textbook subject and therefore we only briefly review them here following [30]. Schematically, the Boltzmann equation can be written in an innocent looking form

\[
\frac{df}{dt} = C[f].
\] (1.31)

\(f\) is the distribution function of the particle species that we are interested in, \(C[f]\) is the collision term which accounts for the interactions of the particle species under consideration with all the other particle species. When the collision term is zero the equation above is simply a manifestation of Liouville’s theorem in statistical mechanics which says that the phase space of particles in a closed system is conserved. The closed system here consists of gravitational interactions as well and to account for these we usually expand the total time derivative as follows

\[
\frac{df}{dt} = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial x^i} dx^i \frac{dt}{dt} + \frac{\partial f}{\partial p} dp + \frac{\partial f}{\partial \hat{p}^i} d\hat{p}^i \frac{dt}{dt}
\] (1.32)

where \(x^i\) are the spatial positions, \(p\) is the magnitude of the momentum and \(\hat{p}^i\) is the momentum unit vector. By looking at first order perturbations to the photon distribution of the form

\[
f(\vec{x}, p, \hat{p}, t) = 1 \exp\left(\frac{p}{T(t)(1+\Theta(x, \hat{p}, t))}\right) - 1
\] (1.33)

and using the perturbed FRW metric in the Newtonian gauge shown in Eq 1.23 gives the leading order correction to the Boltzmann equation

\[
\frac{df}{dt} \bigg|_{(1)} = -p \frac{\partial f^{(0)}}{\partial p} \left[ \frac{\partial \Theta}{\partial t} + \frac{\hat{p}^i}{a} \frac{\partial \Theta}{\partial x^i} + \frac{\partial \Phi}{\partial t} + \frac{\hat{p}^i}{a} \frac{\partial \Psi}{\partial x^i} \right].
\] (1.34)

A few comments are in order here. The terms containing the gravitational potentials show how the distribution of photons is affected by gravity. The first two terms account for free streaming of the photons after they are emitted. These affect the anisotropies of photons on small angular scales. The physical distance in the FRW metric is given by \(a\vec{x}\) and thus all \(x^i\) factors come with a factor of the scale factor. The collision term will depend on the species under consideration. For instance, in the case of photons, Compton scattering of electrons is a key scattering process in the formation of the CMB

\[
e^-(\vec{q}) + \gamma(\vec{p}) \leftrightarrow e^-(\vec{q}') + \gamma(\vec{p}').
\] (1.35)

The collision term of Compton scattering of photons is given by

\[
C[f(\vec{q})] = -p \frac{\partial f^{(0)}}{\partial p} n_e \sigma_T (\Theta_0 - \Theta(\vec{p}) + \hat{p} \cdot \vec{v}_b)
\] (1.36)
Figure 1.4: Feynmann diagram of Compton scattering.

\( v_b \) is the bulk velocity of the electrons, \( n_e \) is the number density of electrons, \( \sigma_T \) is the Thompson cross section computed from QED and we have defined the monopole of the perturbation as

\[
\Theta_0(\vec{x}, t) \equiv \frac{1}{4\pi} \int d\Omega' \Theta(\hat{r}', \vec{x}, t). \tag{1.37}
\]

This is typically solved in Fourier space and conformal time, so we define

\[
\Theta(\vec{x}) \equiv \int \frac{d^3k}{(2\pi)^3} e^{i\vec{k} \cdot \vec{x}} \tilde{\Theta}(\vec{k}) \tag{1.38}
\]

It is also convenient to define the cosine of the angle between the photon direction and the wavenumber \( \vec{k} \)

\[
\mu \equiv \frac{\vec{k} \cdot \hat{p}}{k} \tag{1.39}
\]

and the optical depth

\[
\tau(\eta) \equiv \int_{\eta_0}^{\eta} d\eta' \ n_e \sigma_T a \tag{1.40}
\]

to finally get the full Boltzmann equation for photons

\[
\dot{\tilde{\Theta}} + i k \mu \tilde{\Theta} + \dot{\tilde{\Phi}} + i k \mu \tilde{\Psi} = -\dot{\tau} \left[ \Theta_0 - \tilde{\Theta} + \mu v_b \right]. \tag{1.41}
\]

We can similarly calculate Boltzmann equations for all the particle species\(^4\)

\[
\dot{\phi} + i k \mu \phi = -\dot{\Phi} - i k \mu \Psi - \dot{\tau} \left[ \Theta_0 - \phi + \mu v_b - \frac{1}{2} L_2(\mu) \Pi \right] \tag{1.42}
\]

\[
\Pi = \Theta_2 + \Theta_{P2} + \Theta_{P0} \tag{1.43}
\]

\[
\dot{\Theta}_P + i k \mu \Theta_P = -\dot{\tau} \left[ -\Theta_P + \frac{1}{2} (1 - L_2(\mu)) \Pi \right] \tag{1.44}
\]

\[
\dot{\delta} + i k v = -3 \dot{\Phi} \tag{1.45}
\]

\[
\dot{v} + \frac{\dot{a}}{a} v = -i k \Psi \tag{1.46}
\]

\[
\dot{v}_b + i k v_b = -3 \dot{\Phi} \tag{1.47}
\]

\[
\dot{v}_b + \frac{\dot{a}}{a} v_b = -i k \Psi + \frac{\dot{\tau}}{R} [v_b + 3 \dot{\Theta}_1], \quad R \equiv \frac{3 \rho_b^{(0)}}{4 \rho_\gamma^{(0)}} \tag{1.48}
\]

\[
\dot{N} + i k \mu N = -\dot{\Phi} - i k \mu \Psi \tag{1.49}
\]

\(^4\)The full derivation can be found in [30].
where we have defined the general multipolar expansion of the temperature field

$$\Theta_\ell \equiv \frac{1}{(-i)^\ell} \int_{-1}^{1} d\mu \frac{\mathcal{L}_\ell(\mu)}{2} \Theta(\mu)$$

the $\mathcal{L}_\ell$ is the Legendre polynomial of order $\ell$, $\mathcal{N}$ stands for the neutrino perturbations. We have also dropped the tilde’s over the Fourier transformed variables as we will only be looking at Boltzmann equations in Fourier space from now on. Here we have assumed the neutrinos have zero mass, however the generalisation of that can be found in many resources [30]. There are numerical codes such as CAMB\(^5\) and CLASS\(^6\) that solve these Boltzmann equations in order to calculate various cosmological observables such as the angular power spectrum of the CMB anisotropies. The solutions to the Boltzmann equations can be divided into two distinct classes of solutions.

- Adiabatic solutions: When all particle species have the same fractional density perturbations.
- Isocurvature solutions: When different particle species can have different relative fractional densities. Typically the difference is defined w.r.t the energy density of photons.

We will describe these more in later chapters, however it is important to know that these two categories of solutions exist and lead to different anisotropies in the CMB.

The usual approach to analysing the CMB anisotropies is to decompose the temperature field into spherical harmonics

$$\Delta T(\vec{x}, \hat{p}, \eta) = \Theta(\hat{n}, \vec{p}, \eta) = \sum_{\ell m} a_{\ell m}(\vec{x}, \eta) Y_{\ell m}(\hat{p})$$

As the temperature field can only take on real numbers it must satisfy

$$T^*_{\ell m} = (-1)^m T_{\ell,-m}.$$ 

The $a_{\ell m}$’s are the amplitudes of the temperature fluctuation at a given location on the sky. We can rearrange Eq 1.51 to get

$$a_{\ell m}(\vec{x}, \eta) = \int d^3 k \frac{e^{i \vec{k} \cdot \vec{x}}}{(2\pi)^3} \int d\Omega Y_{\ell m}^*(\hat{p}) \Theta(\vec{k}, \hat{p}, \eta).$$

where $\vec{x}$ is the position of the observer. As we can only make statistical statements about the measurements, we can look at different moments of the distribution of $a_{\ell m}$’s. The first moment of the distribution is the mean and we expect this to be zero. The second moment is the variance and is typically denoted

$$\langle a_{\ell m} a_{\ell' m'}^* \rangle = \delta_{\ell \ell'} \delta_{mm'} C_\ell.$$ 

In addition we assume that distribution of the $a_{\ell m}$’s is Gaussianly distributed, although current constraints of non-gaussianity can be found in [31]. Thus the variance

\(^5\)https://camb.info
\(^6\)http://class-code.net
and the mean account for all the statistical information in the map of the CMB. Interestingly, we also notice another fact which is that for each $\ell$ there will be $2\ell + 1$ $m$’s and thus for low $\ell$’s there are fewer samples of the distribution. This makes sense intuitively as a lower value for $\ell$ corresponds to a higher angular size of the sky and we have fewer large angular samples of the sky then smaller ones. Thus there is a fundamental limit to how much information is accessible on the largest scales which is known as cosmic variance

$$\left[ \frac{\Delta C_\ell}{C_\ell} \right]_{\text{cosmic variance}} = \left( \frac{2}{2\ell + 1} \right)^{\frac{1}{2}}. \quad (1.54)$$

Solving for the $C_\ell$’s requires knowledge of the cosmological parameters which describe the $\Lambda CDM$ model. In the context of Boltzmann codes that compute these spectra, the anisotropies are typically computed as follows

$$C_{\ell}^{XY} = 4\pi \int \frac{dk}{k} P_\Phi(k)^{XY} |\Delta_{\ell}^X(k)\Delta_{\ell}^Y(k)|^2. \quad (1.55)$$

The $X, Y$ stand for the different initial conditions, i.e adiabatic or isocurvature, as they will have different transfer functions and are also parameterised by different $P_\Phi(k)$ parameters. $P_\Phi(k)$ is called the primordial power spectrum\(^7\) (PPS) and is defined as the two point correlation function of the primordial gravitational fluctuations

$$P_\Phi(k) \equiv \frac{2\pi^2}{k^3} \langle \Phi(k)^2 \rangle. \quad (1.56)$$

The PPS is usually parametrised as a power law of the form

$$P_\Phi(k) = A_s \left( \frac{k}{k_*} \right)^{n_s - 1}. \quad (1.57)$$

$A_s$ is the amplitude of scalar fluctuations and $n_s$ is the spectral index. The transfer function, $\Delta_{\ell}(k)$ contains the solutions of the Boltzmann equations and projection factors to compute the angular power spectrum. It is usually separated into a source function, $S(k, \tau)$ and a projection factor, $P_\ell(k, \tau)$, of the form

$$\Delta_{\ell}^X(k) = \int d\tau \ S^X(k, \tau) P_\ell(k, \tau). \quad (1.58)$$

The source function contains the other cosmological parameters such as the energy densities of the different particle species, the Hubble constant etc.

We can briefly explore the effect some of the cosmological parameters have on the CMB temperature anisotropies.

\(^7\)We have added a $\Phi$ subscript here to distinguish the primordial power spectrum from the matter power spectrum that is defined later in this chapter. In subsequent chapters on the initial conditions we will use $P(k)$ for the primordial power spectrum as the matter power spectrum is not mentioned in those chapters.
Figure 1.5: The left figure shows how Baryons effect the CMB peaks. They predominantly effect the gravitational potential in which the acoustic oscillations happen. The middle figure shows how dark matter effect the CMB peaks - predominantly by changing the time of matter-radiation equality. The figure on the right shows how the Hubble factor changes the CMB peaks.

- $\Omega_b h^2$: The baryonic density affects the amplitudes of the CMB peaks. Increasing it will increase the amplitude of the first peak while it lowers the second peak. Intuitively this is easy to understand as the first peak happens when the first sound waves reaches its maximum compression and increasing the $\Omega_b$ will compress the sound wave more. However the second peak is due to rarefaction (outward motion) of the sound wave and that is suppressed as the $\Omega_b$ will add gravity and act against the pressure of the radiation fluid. We see this in figure 1.5.

- $\Omega_c h^2$: Increasing the amount of dark matter means that overall there is more matter in the Universe and thus matter-radiation equality happens earlier. This means there is less time for the radiation fluid to oscillate and thus the peaks are generally shifted down in their amplitude as is shown in figure 1.6.

- $H_0$: The Hubble parameter can be inferred by the angular scale of the first acoustic peak (as it affects the inferred distance to it). Thus, it isn’t directly observed by the CMB, rather is inferred from angular size of the peak and the measurement of $\Omega_m$ (which defined the sound horizon). Thus changing $H_0$ changes the location of the peaks as seen in figure 1.7. Interestingly this is also the effect changing initial conditions has on the peaks of the CMB. For instance, CDM isocurvature initial conditions lead to acoustic peaks that are shifted.

1.3.1.2 Polarisation anisotropies

Understanding the details of how polarisation is generated in the CMB is a complex topic and thus we only describe it briefly here. More detailed derivations and calculations can be found in [32]. The polarisation anisotropies are generated by the quadrupole moment due to photon diffusion before last scattering. This is typically much smaller in amplitude when compared to the temperature anisotropies as the photon distribution is mostly isotropic. There are two times at which there is a local
quadrupole anisotropy in the photon distribution that can generate polarisation: once at recombination and once at reionisation [3, 33].

The formalism to describe polarisation is given by decomposing the polarisation tensor of the electric field, \( \vec{E} \), in terms of the Stokes parameters \( I, Q \) and \( U \) (defined in Cartesian coordinates below),

\[
P_{ij} \propto \langle |\vec{E}|^2 \rangle \propto \begin{pmatrix} I + Q & U \\ -U & I - Q \end{pmatrix}
\]

\[
I \equiv \langle |E_x|^2 \rangle + \langle |E_y|^2 \rangle \\
Q \equiv \langle |E_x|^2 \rangle - \langle |E_y|^2 \rangle \\
U \equiv \langle 2\text{Re}(E_x E_y^*) \rangle.
\]

(1.59)

We have implicitly assumed there is no circular polarisation here. Polarisation is a spin 2 field and thus it can be decomposed in spin weighted spherical harmonic functions, \( \pm_2 Y_{\ell m} \) as follows

\[
Q(\hat{n}) \pm iU(\hat{n}) = \sum_{\ell,m} (E_{\ell m} \pm iB_{\ell m})\pm_2 Y_{\ell m}(\hat{n}).
\]

(1.60)

Scalar perturbations can only generate temperature and E-mode perturbations. Furthermore, since E-modes have even parity, they can be correlated with the temperature anisotropies to give the cross correlation between the temperature and E-mode polarisation photons across the sky. B-mode polarisation can only be generated by primordial vector or tensor perturbations. We won’t discuss vector perturbations here however a description of them can be found in [30, 32]. We discuss tensor perturbations in more detail in chapter 3 when we discuss decaying tensor modes, however the reason they are usually considered interesting is that they can be generated in a pre-radiation phase of inflation and thus provide a signature of very high energy physics that could have described our Universe at such an early stage of its evolution. Interestingly, the B-modes have an odd parity and therefore at leading order they do not have a cross correlation term with the E-modes or temperature anisotropies. As B-modes can only be generated by tensor fluctuations (or in principle also vectors, however as mentioned before, we will not consider them here), detecting them could be sign of primordial gravitational waves. They can also be produced by lensing of CMB photons and thus to disentangle the primordial B-mode signal we need to accurately model the lensing signal as well. The anisotropies for polarisation can also be written in the form of Eq 1.55.

### 1.3.2 Galaxy clustering

Once the Universe is in matter domination, the primordial density perturbations seeded in the early Universe start to collapse under gravity and form compact structures such as galaxies. At a fundamental level we can describe this by tracking the evolution of the gravitational potentials from early times to late times and then relating them to the density perturbations using Poisson’s equation. The evolution of
the primordial gravitational potentials in the Newtonian gauge, $\Phi_P$, to the late time gravitational potential is given by

$$\Phi(\vec{k}, a) = \frac{9}{10} \Phi_P(\vec{k}) T(k) \frac{D(a)}{a}. \tag{1.61}$$

where $T(k)$ is the transfer function defining the scale independent transition from radiation to matter dominated eras of different $k$ modes. The transfer function has to be calculated numerically and Boltzmann codes are used for that. There are also numerical fitting functions for the transfer function such as the commonly used BBKS transfer function [34]:

$$T(x = k/k_{eq}) = \ln\left[1 + 0.171x\right] \left[1 + 0.284x + (1.18x)^2 + (0.399x)^3 + (0.490x)^4\right]^{-0.25}. \tag{1.62}$$

The growth factor $D(a)$ accounts for the overall growth as a function of time of fluctuations. Using Poisson’s equation in Fourier space we can relate the gravitational potential to the density perturbations $\delta$

$$\Phi(\vec{k}, a) = \frac{4\pi\rho_m a^2 \delta}{k^2} \tag{1.63}$$

using $\rho_m = \frac{\Omega_m \rho_c}{a^3}$ and $4\pi G \rho_c = \frac{3}{2} H_0^2$ we can write

$$\delta(\vec{k}, a) = 3 \frac{k^2}{5 \Omega_m H_0^2 \Phi_P(\vec{k}) T(k) D(a)}. \tag{1.64}$$

To fully solve for the dynamics of the density matter perturbations one would need to solve the full set of coupled Boltzmann equations. As we discussed in the context of CMB anisotropies, we cannot make predictions about individual density perturbations as we only know about the probability distribution they come from, which in the case of density perturbations is assumed to be Gaussian. Thus the canonical approach is to calculate the two point correlation function of the density perturbations. In Fourier space this is called the power spectrum, $P(k, a)$, which can be calculated from Eq 1.64

$$P(k, a) = 2\pi^2 A_s \frac{k^{n}}{H_0^{n+2}} T^2(k) \left(\frac{D(a)}{D(a = 1)}\right)^2. \tag{1.65}$$

Equivalently, one can define the dimensionless power spectrum

$$\Delta^2(k, a) \equiv \frac{k^3 P(k, a)}{2\pi^2}. \tag{1.66}$$

Now we have shown how the matter power spectrum of the matter density perturbations can be calculated. Figure 1.9 shows the matter power spectrum for the standard $\Lambda$CDM model at redshift zero. However, there remains an obvious question which is how can we measure the density perturbations. Of course, they cannot be observed directly, instead the best we can do is to look for things that correlate or trace the underlying density perturbations. An obvious candidate, in the late Universe once
structures have started to form, are galaxies. Thus we need to find a way to relate the matter density power spectrum to an observable related to the observed galaxies.

In a galaxy survey, one can observe galaxies at different locations in the sky across various depths (or redshifts). Thus we can correlate the angular positions of galaxies in the sky and relate that to the underlying density perturbations.

A galaxy at comoving distance $\chi(z)$ can be described by a three dimensional vector, as shown schematically in figure 1.10 and can be written as

$$\vec{x}(\chi(z), \vec{\theta}) = \chi(z)(\theta_1, \theta_2, 1).$$  \hspace{1cm} (1.67)

Here we have assumed a flat sky and defined the angular vector $\vec{\theta} \equiv (\theta_1, \theta_2)$.\footnote{This approximation breaks down when galaxies are not close to the z axis.} We can define the two dimensional overdensity, $\delta_2$, at location $\vec{\theta}$ as the integral over the line of sight of the three dimensional density

$$\delta_2(\vec{\theta}) \equiv \int_0^{\chi_{\infty}} d\chi W(\chi) \delta(\vec{x}(\chi, \vec{\theta})).$$  \hspace{1cm} (1.68)

Here we have defined a selection function which accounts for the redshift distribution of the sample. For instance, in a galaxy survey there will be some galaxies that are faint and will not be detected. This function is normalised as

$$\int_0^{\chi_{\infty}} d\chi W(\chi) \equiv 1.$$  \hspace{1cm} (1.69)

---

**Figure 1.9:** Matter power spectrum in ΛCDM model at redshift zero.
We can perform a two dimensional Fourier transform of the two dimensional density field as follows

$$\tilde{\delta}_2(\vec{l}) = \int d^2 \theta e^{-i \vec{l} \cdot \vec{\theta}} \delta_2(\vec{\theta}), \quad (1.70)$$

where $\vec{l}$ is the conjugate variable to $\vec{\theta}$. The two-dimensional power spectrum is defined analogously to the three dimensional power spectrum

$$P_2(l) \equiv \int d^2 l' \langle \tilde{\delta}_2(\vec{l}) \tilde{\delta}_2^*(\vec{l}') \rangle 2\pi^2. \quad (1.71)$$

We have assumed SO(2) symmetry in writing this equation and also assumed all modes are independent. Using Eq 1.68 and performing a series of integrals, Eq 1.71 can be written in terms of the three dimensional power spectrum and the selection function.

$$P_2(l) = \frac{1}{l} \int_0^\infty dk \, P(k) \, W^2(l/k). \quad (1.72)$$

Equivalently in real space we have

$$w(\theta) = \int_0^\infty dk \, k \, P(k) \, F(k, \theta),$$

$$F(k, \theta) = \frac{1}{k} \int_0^\infty dl \frac{J_0(l\theta)}{2\pi} W^2(l/k) \quad (1.73)$$

where $F(k, \theta)$ is the kernel of the angular correlation function where $J_0(l\theta)$ is the Bessel function of order zero (that comes from the inverse Fourier transform).

Thus far we have focused on calculations based on the underlying density perturbations. In a galaxy survey we can only measure the number of galaxies at a given
redshift and position \( \hat{n} \) in the sky. This can be related to the underlying density field as follows [35]

\[
\delta_z(\hat{n}, z) \equiv \frac{\rho(\hat{n}, x) - \langle \rho \rangle(z)}{\langle \rho \rangle(z)} = \frac{N(\hat{n}, z) - \langle N \rangle(z)}{\langle N \rangle(z)} - \frac{\delta V(\hat{n}, z)}{V(z)}. \tag{1.74}
\]

Where we have defined the volume mapped by a survey at a given redshift as \( V(\hat{n}, z) \). The perturbations in the metric will change the volume observed at a given location (for instance the lensing of photons will distort the past light cone as seen by an observer on Earth). This change be parameterised as

\[
V(\hat{n}, z) \equiv V(z) + \delta V(\hat{n}, z). \tag{1.75}
\]

Thus we can define

\[
\Delta(\hat{n}, z) \equiv \frac{N(\hat{n}, z) - \langle N \rangle(z)}{\langle N \rangle(z)} = \delta_z(\hat{n}, z) + \frac{\delta V(\hat{n}, z)}{V(z)}. \tag{1.76}
\]

The \( \Delta(\hat{n}, z) \) can be directly observed and the theoretical computation of it follows an analogous calculation to the one we did to obtain Eq 1.30. We do not reproduce the calculation for the \( \Delta(\hat{n}, z) \) here due to its length and complexity, it can be found in [36, 35]. The final result, to leading order in perturbations, is

\[
\Delta(\hat{n}, z) = D_g + \Phi + \Psi + \frac{1}{H} \left( \Phi + \partial_r (\vec{V} \cdot \hat{n}) \right) + \left( \frac{\dot{H}}{H^2} + \frac{2}{r_s H} \right) \left( \Psi + \vec{V} \cdot \hat{n} + \int_0^{r_s} d\lambda \left( \Phi + \Psi \right) \right) + \frac{1}{r_s} \int_0^{r_s} d\lambda \left( 2 - \frac{r_s - r}{r} \Delta_\Omega \right) (\Phi + \Psi) \tag{1.77}
\]

where the \( S \) index stands for the source, \( D_g \) is the density fluctuation on a uniform curvature hypersurface and

\[
\Delta_\Omega \equiv \left( \cot \theta \, \partial_\theta + \partial^2_\theta + \frac{1}{\sin^2 \theta} \, \partial^2_\phi \right). \tag{1.78}
\]

Using Eq 1.77 we can directly compare theoretical predictions to observed values from a galaxy survey. As we are interested in the statistical properties, it is common to decompose the observed number density field in spherical harmonics and compute the angular power spectra of the galaxy number density, which takes the form of Eq 1.55. In the case of galaxy number counts, the transfer function is given by Eq 1.77 convolved with the appropriate projection factors. These can also be found, with full derivations, in [36].
1.3.3 Galaxy lensing

In addition to the density field, we can define the *shear* field which describes the effect of lensing of photons due to matter between a galaxy and an observer. To understand the concept of shear we can start with the sketch shown in figure 1.11.

A photon arriving at earth from a galaxy with intensity $I_{\text{true}}$ from direction $\vec{\theta}_S$ is observed on earth coming from direction $\vec{\theta}$ and intensity $I_{\text{obs}}$ such that

$$I_{\text{obs}}(\vec{\theta}) = I_{\text{true}}(\vec{\theta}_S).$$

(1.79)

The cosmological information is contained in $I_{\text{true}}$ and $\vec{\theta}_S$ and thus we need to relate these to the observed values. The observed angle can be related to the true angle by using the spatial component of the geodesic equation

$$\partial^2_{\lambda} x^i = -\Gamma^i_{\alpha\beta} \partial_{\lambda} x^\alpha \partial_{\lambda} x^\beta.$$  

(1.80)

Here $\lambda$ is the affine parameter for the photons. If we use the Newtonian metric given in Eq 1.23 and using $\frac{d\chi}{d\lambda} = \frac{dx}{dt} \frac{dt}{d\lambda}$ we get

$$\vec{\theta}_S = \vec{\theta} + 2 \int_0^\chi d\chi' \frac{\partial \Phi}{\partial \vec{x}}(\vec{x}') \left( 1 - \frac{\chi'}{\chi} \right).$$

(1.81)

The relation between the observed and true angles is canonically parametrised by

$$A_{ij} \equiv \frac{\partial \vec{\theta}_S}{\partial \vec{\theta}} \equiv \begin{pmatrix} 1 - \kappa - \gamma_1 & 1 - \gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_1 \end{pmatrix}. $$

(1.82)

$\kappa$ describes how much the source image is magnified due to lensing and is called the *convergence* field. The $\gamma_{1/2}$ describe the change in shape of the galaxies. Collectively
the \( \gamma_1, \gamma_2 \) are components of the \textit{shear} field and are defined as
\[
\gamma_1 = -\frac{A_{11} - A_{22}}{2}, \\
\gamma_2 = -A_{12}.
\] (1.83)

As with other observables, we are interested in the statistical properties of the shear and convergence fields and thus we need their correlation function/power spectra. For the shear field, since we are interested in deflection of photons, it is natural to define a new tensor, called the \textit{distortional tensor}
\[
\psi_{ij} \equiv A_{ij} - \delta_{ij}
\] (1.84)

where \( \delta_{ij} \) is the identity matrix. The distortion tensor can be written in terms of the distribution function \( W(\chi) \), normalised as \( \int d\chi W(\chi) = 1 \), which parametrises the distribution of redshifts in a given survey,
\[
\psi_{ij}(\vec{\theta}) = \int_0^{\chi_*} d\chi \frac{\partial \Phi}{\partial x^i \partial x^j}(\vec{x}(\chi)) g(\chi), \\
g(\chi) = 2\chi \int_\chi^{\chi_*} d\chi' \left( 1 - \frac{\chi}{\chi'} \right) W(\chi').
\] (1.85)

It is assumed that the distortion is zero on average, \( \langle \psi_{ij} \rangle = 0 \). The power spectra for the distortion field and the convergence field are then given by
\[
P_{ijlm}(l) = \int_0^{\chi_*} d\chi \frac{g(\chi)^2 l^4 l^m l^l}{\chi^4} P_\Phi(l/\chi), \\
P_\kappa(l) = \frac{l^4}{4} \int_0^{\chi_*} d\chi \frac{g(\chi)^2}{\chi^6} P_\Phi(l/\chi).
\] (1.86)

These quantities can be computed from observed galaxy data by using ellipticity as a tracer of the shear field. The fundamental estimator of shear is the quadrupole moment of an image\(^9\)
\[
q_{ij} \equiv \int d^2 \theta I_{\text{obs}}(\theta) \theta_i \theta_j.
\] (1.87)

In a circular image \( q_{xx} = q_{yy}, q_{xy} = 0 \). The two canonical estimators for shear are therefore given by
\[
\epsilon_1 \equiv \frac{q_{xx} - q_{yy}}{q_{xx} + q_{yy}} \approx 2\gamma_1, \\
\epsilon_2 \equiv \frac{2q_{xy}}{q_{xx} + q_{xy}} \approx 2\gamma_2.
\] (1.88)

By calculating \( \epsilon_1, \epsilon_2 \) from images of galaxies, we can get a statistical measure of the shear field\(^{10}\).

There are several other probes of cosmology such as measurements of supernovae, intensity mapping, gravitational waves etc. However, as we do not use these probes directly in the work presented here, we do not elaborate further upon them.

\(^9\)The dipole can always be set to zero by using translation symmetry and centering the image at the origin of the \( \theta_x - \theta_y \) axis.

\(^{10}\)It is also common to decompose the shear into an E and B mode as it is also a spin 2 field.
1.4 Statistical methods for cosmology

1.4.1 The two schools

In simple terms, the goal of any scientific experiment is to test a given hypothesis. There is some general model that we think describes the Universe and we want to test if this model is correct by comparing it to observational data. This can be broken down into two questions; the first is to constrain the free parameters of the model (if indeed it has any) and second is to check how well the model fits the data.

There are two classical frameworks in statistics that can be used to test hypothesis and fit parameters with observed data: the frequentist approach and the Bayesian approach. The fundamental difference between the two approaches is the interpretation of probability. In the frequentist framework probability is interpreted as relative frequencies in experiments with many trials. On the other hand, the Bayesian framework defines probability as the a figure of belief in a given event or situation happening. This belief can be updated based on new events or data and this update is defined by Bayes rule.

Interestingly, within physics there are some subjects that naturally lend themselves to a frequentist or Bayesian approach. In particle physics there is a vast amount of data from particle accelerators that can be repeated many times under controlled conditions and thus most of the statistical analysis is done in frequentist framework. The data sets in cosmology are very different. For example, the CMB is unique thus inferences drawn from the CMB photons don’t have a natural interpretation in the frequentist framework and the analysis is done in a Bayesian framework. This is also true for other cosmological data sets and therefore from now on we will focus on Bayesian analysis.

1.4.2 Bayesian analysis

Bayes theorem follows trivially from the product rule of probabilities which states

\[ P(A \cap B) = P(A|B)P(B), \] (1.89)

or in words: the probability of A and B is given by the probability of B happening times the probability of A happening given than B has happened. It is obvious that reversing the order of A and B should have no effect, i.e \( P(A \cap B) = P(B \cap A) \).

Rewriting this equality using Eq 1.89 gives Bayes theorem

\[ P(A|B) = \frac{P(B|A)P(A)}{P(B)}. \] (1.90)

This simple equation has been at the heart of all cosmological analysis and is responsible for what we understand about our Universe today from an empirical point of view. The terms in this equation are usually defined as follows:

- \( P(A|B) \) is called the posterior probability distribution function. Obtaining this distribution is typically the end goal of a Bayesian analysis as it allows one
to measure the statistical properties of the quantity of interest, in this case $A$ (which represents cosmological parameters in our case).

- $P(B|A)$ is called the likelihood function. In cosmological analysis this requires a forward model that can computes the theoretical predictions (such as the temperature anisotropies in the CMB) from cosmological parameters.

- $P(A)$ is called the prior probability distribution function. This encompasses previous beliefs about $A$. For instance it could account for certain physical properties of the cosmological parameters (such as some of them having to be positive).

- $P(B)$ is called the Bayesian evidence. This is the probability of getting an observable $B$ given all possible values of the parameters $A$.\footnote{Mathematically this is written as follows}

The typical situation in cosmology is that we have a theoretical model $T$ that describes the Universe. In our case it is the $\Lambda$CDM model. The model contains a set of free parameters, $\vec{\theta}$ (such as the densities of different particle species, the Hubble parameter etc), that have to be fit to the observed data $D$. There is a natural way to extract information about cosmological parameters from observational data sets using Bayes theorem as follows

$$P(\vec{\theta}|D) = \frac{P(D|\vec{\theta})P(\vec{\theta})}{P(D)}. \tag{1.92}$$

The goal is to find the values of the cosmological parameters that best fit observed data. A crucial component of cosmological inference in a Bayesian framework is the likelihood function, often just called the likelihood. We describe how some of the likelihoods used in cosmology are derived and then briefly describe the role of priors and Bayesian evidence.

### 1.4.3 Likelihoods in cosmology

The likelihood function is often written as

$$\mathcal{L}(\vec{\theta}) = P(D|\vec{\theta}). \tag{1.93}$$

The r.h.s is the probability of getting a data set $D$ given a value of $\vec{\theta}$. Therefore the likelihood is a function of $\vec{\theta}$ however it is not a probability distribution function of $\vec{\theta}$ as it is not normalised over $\vec{\theta}$, rather it is normalised over $D$.

In order to get the value of the parameters $\vec{\theta}$ from a given sample of data, we need to write down an estimator of $\theta$. A common choice for estimators is the maximum likelihood estimator (MLE)

$$\vec{\theta}_{MLE} \equiv \max_{\vec{\theta}}[\mathcal{L}(\vec{\theta})]. \tag{1.94}$$
This can be obtained by setting the first derivative of the likelihood to zero and the ensuring the second derivative is negative. For optimisation tasks it is often easier to work with the logarithm of the likelihoods and that is what we will focus on from now on. The form of the likelihood function is determined by the statistical properties of the data being used. In cosmology we assume the data sets, for instance the temperature/polarisation anisotropies in the CMB, the distribution of galaxies etc., can be modelled as multivariate Gaussian random fields. Therefore we only need to estimate the mean and covariance of the data to get an accurate measure of the likelihood. The likelihood can then be written as follows

\[
\mathcal{L} = \exp\left[-\frac{1}{2} X^T C^{-1} X \right]\sqrt{\frac{2\pi}{C}},
\]

\[
X \equiv D - \mathbb{T}(\theta),
\]

\[
C \equiv \langle XX^T \rangle,
\]

where we have defined \(\mathbb{T}(\theta)\) as the theory vector that is computed given the cosmological parameters and a forward model, which for us is the ΛCDM model. This form of the likelihood holds for any field that follows a Gaussian distribution. The canonical argument for assuming a Gaussian form for likelihoods is the central limit theorem which states that the distribution of a large sample of independent events will tend to a Gaussian distribution. The covariance matrix needed to evaluate the likelihood is potentially computationally very expensive to compute and invert. Therefore, it is often assumed that the covariance matrix can be evaluated at a fixed point in parameter space while the theoretical prediction will be different for different parameters. We explore how good this approximation is for various likelihoods used in cosmology in chapter 5.

1.4.4 Inference

Having discussed the likelihood, we must remember that we are actually interested in the posterior probability distribution of the cosmological parameters which is related to the likelihood via Bayes theorem shown in Eq 1.92. In addition to the likelihood we also need to address the priors and the evidence terms. The first thing to note is that the evidence term is only there to normalise the posterior to one and thus it can be ignored when it comes to optimisation problems related to the cosmological parameters. It is typically used for model selection purposes; a model with a higher Bayesian evidence is a preferred model. For the prior one can use physical knowledge or lack of knowledge to give the form it takes. For instance, suppose any value a parameter can take is equally likely. In this case the prior is assumed to be a constant value, sometimes called an uninformative or flat prior. Under this assumption the likelihood is proportional to the posterior and optimising the likelihood is equivalent to optimising the posterior. In general, when the priors have a functional form and are not just constant, the peak of the likelihood is not guaranteed to correspond to the peak of the posterior. There is a well established method for obtaining the
posterior distribution for cosmological parameter which is the Markov Chain Monte Carlo (MCMC) method.

1.4.4.1 MCMC

In order to obtain a form of the posterior we need to able to sample a distribution of points from the parameter space. An MCMC algorithm gives a procedure to obtain this distribution of samples. In order to get a reasonable estimate for the full posterior distribution we must have enough samples from the underlying distribution function. This can become very large in high dimensional parameter spaces. Typically the number of points scales exponentially with the number of parameters and the standard ΛCDM model has order 10 parameters. If we choose 1000 points for each parameter, for 10 parameters we will need to compute \(10^{30}\) points to effectively sample the posterior. If each computation takes \(10^{-3}\) seconds, it will take \(10^{17}\) seconds to run such a computation which is roughly \(10^{10}\) larger than the age of the Universe. Therefore MCMC requires smarter ways to sample the underlying the distribution.

One of the crucial properties of a Markov chain is that it converges to a stationary state where after some number of iterations, called burn-in phase, the chain contains samples from the posterior distribution. This guarantees that we will eventually converge to the distribution we are interested in. The work presented in this thesis does not use MCMC explicitly at any point (although it is mentioned a few times) and thus we do not discuss the sampling methods in detail. Comprehensive reviews of MCMC can be found in [37, 38, 39].

1.4.4.2 Fisher analysis

An MCMC analysis is done when we have experimental data and theoretical predictions of a model. However, it is often useful to get an estimate of how well an experiment can constrain parameters before building it (to get an idea of how impactful it will be). A method to do this is called Fisher analysis and has been used in cosmology for over 20 years [40, 41].

For constant priors, maximising the posterior is equivalent to maximising the likelihood for the parameters we are interested. The value of the parameters that maximise the likelihood, \(\hat{\theta}_{MLE}\), are defined by

\[
\left[ \frac{\partial \mathcal{L}}{\partial \hat{\theta}} \right]_{\hat{\theta}_{MLE}} = 0. \tag{1.96}
\]

To find the maximum likelihood point we can Taylor expand the derivative of the likelihood around some initial guess \(\hat{\theta}_0\) and then use a root finding algorithm, such as the Newton-Raphson method to approach the maximum likelihood point. As discussed before, it is often easier to work with the log-likelihood and so we can work with that from now. Expanding the log-likelihood gives

\[
\left[ \frac{\partial \ln(\mathcal{L})}{\partial \hat{\theta}} \right]_{\hat{\theta}_{MLE}} = \left[ \frac{\partial \ln(\mathcal{L})}{\partial \hat{\theta}} \right]_{\hat{\theta}_0} + \left[ \frac{\partial^2 \ln(\mathcal{L})}{\partial \hat{\theta}^2} \right]_{\hat{\theta}_0} \left( \hat{\theta}_0 - \hat{\theta}_{MLE} \right) + \mathcal{O} \left( \left( \hat{\theta}_0 - \hat{\theta}_{MLE} \right)^2 \right) \tag{1.97}
\]
A quantity of particular interest here is the second derivative of the log-likelihood. If the likelihood is being expanded around the maximum likelihood parameters, then the first derivative of the likelihood is zero and the second derivative gives a measure of how quickly the parameters change affects the likelihood value. Thus, it is actually a measure of the errors of the parameters: if the curvature is large then the data is very constraining, i.e a small change in the parameters will lead to a large change in likelihood value. The second derivative of the likelihood is defined as the curvature matrix,

\[ F \equiv -\frac{\partial^2 \ln(L)}{\partial \theta^2}. \]

If we sample the likelihood many times then the mean curvature gives an estimate of the errors. The Fisher matrix is defined as the ensemble average (over signal and noise) of the curvature matrix

\[ F \equiv \left\langle -\frac{\partial^2 \ln(L)}{\partial \theta^2} \right\rangle. \]

The covariance matrix is given by the inverse of the Fisher matrix and gives a measure of the uncertainty in the parameters. In general the Fisher matrix can be computed at any point in parameter space and it will then inform us how well that set of parameters will be constrained. If the likelihood is Gaussian, as shown in Eq 1.95, then \( \sqrt{F^{-1}} \) will give the lowest possible errors on the parameters\(^{12}\). It is important to realise that the Fisher information does not provide any information about how well the parameters fit the data, it merely gives the errors with which the parameters can be measured with. Thus, it always relies on independent information about the best fit parameter values.

Even with this limitation the Fisher matrix can be a very useful object as it allows us to know how well a set of parameters can be measured in an experiment before doing the experiment itself. This is often the case in cosmology as we want to know how much constraining power a particular cosmological survey can have. An even more interesting question to ask is how well a given set of parameters can be measured in principle. We will return to this question several times when analysing the initial conditions of the Universe.

### 1.5 Overview of thesis

The thesis has four main chapters based on the work in four papers \([42, 43, 44, 45]\) and a concluding chapter that gives the summary of all the work presented in this thesis and potential future works.

- Chapter 2 is based on [42]: Describes the most general initial conditions for the scalar perturbations in our Universe. The novelty in this work is the model independent, non-parametric, Fisher analysis of the decaying modes in adiabatic perturbations.

\(^{12}\)This is known as the Cramer-Rao inequality \([38]\).
• Chapter 3 is based on [43]: Describes the most general initial conditions for the tensor perturbations in our Universe. We examine the decaying mode solution for tensors and see how it effects the CMB anisotropies. This has never been considered before and then we also perform a Fisher analysis similar to Chapter 3.

• Chapter 4 is based on [44]: Proposes a novel observable in the clustering of galaxies that arises due to screened modified gravity theories. The two point correlation function of different types of galaxies (i.e bright or faint galaxies) is calculated in the presence of screened modified gravity theories and a novel parity breaking component is shown to be present.

• Chapter 5 is based on [45]: This work attempts to quantify the effect of a long standing assumption of cosmological analysis, which is that the covariance matrix used in a likelihood is fixed. This is not true in general and we quantify this effect using analytic and numerical analysis of covariance matrices used in large-scale structure analysis.

• Chapter 6 contains a summary of all the work and the key results from the other chapters. It also contains a brief description of ongoing and future projects related to work presented in this thesis.
Chapter 2

Initial conditions of the universe: A sign of the sine mode

2.1 Introduction and historical context

Our current understanding of the Universe builds upon a widely accepted standard big bang model, in which the Universe starts out in a hot and dense radiation dominated phase. Precise initial conditions and an explanation of the homogeneity and isotropy of the large scale Universe are required to match current observations. An epoch of cosmological inflation has been the most widely accepted extension to the standard big bang model that could potentially resolve these issues. Most importantly, it provides a natural way to generate small perturbations in the metric and densities of particles that manifest themselves as the temperature and polarisation anisotropies in the cosmic microwave background (CMB) and density fluctuations that eventually grow into the large scale structure, which have been studied extensively over the last few decades [46, 47]. The simplest models of inflation predict Gaussian adiabatic initial conditions for the radiation dominated era. However these are not the only possible initial conditions.

After neutrino decoupling at around \( z \sim 10^9 \), the universe contains baryons, photons, dark matter and neutrinos. Each of these species has an equation governing its perturbations which are described by second order partial differential equations. In total there are 8 possible solutions for the densities of the particles that can exist in the early universe; two corresponding to each species [48, 49, 50, 51, 52, 53]. These solutions fall into two general classes, adiabatic or curvature and entropy or isocurvature fluctuations. The adiabatic solutions are defined as the solutions of the differential equations in which the densities and velocities of all the particle species are the same. These are known as curvature perturbations as they correspond to an overall shift in the curvature of spacelike surfaces. On the contrary, the isocurvature perturbations correspond to solutions where the fractional density and/or velocities of the particle species is not the same on spacelike surfaces. Thus isocurvature perturbations are defined between any two species. For example, there can be a relative difference in the densities or velocities of the baryons and cold dark matter. Canonically the isocurva-
ture is defined as the fractional difference in particle species to the photon density. In general there can be isocurvature between any of the particle species and therefore the most general initial conditions are given by a set of five possible linear combinations of modes: Adiabatic modes, CDM isocurvature, Baryon isocurvature, Neutrino density isocurvature and Neutrino velocity isocurvature [48, 51, 52, 53]. There have been many attempts to constrain the amplitude of these general set of initial conditions and most studies show that the amplitude of isocurvature fluctuations must be much smaller than the amplitude of adiabatic fluctuations [54, 55, 56, 57]. There is a further class of isocurvature known as compensated isocurvature in which there are isocurvature fluctuations due to both baryons and dark matter. This type of isocurvature has been shown to be more compatible with current observations [58, 59, 60].

In this study we do not consider isocurvature modes, instead we analyse the structure of adiabatic modes. Since the differential equations that govern all perturbations are second order differential equations, even for the adiabatic solution, there are two possible modes. One is called the decaying mode and the other is the more familiar growing mode. These names are motivated by the early time, super-horizon behaviour of these modes, as the decaying mode has a decaying behaviour whereas the growing mode remains constant. The amplitude of these modes is usually set initially during a pre-radiation dominated era. Since the perturbation solution is a linear combination of each of these modes, both of these modes will be sourced by any pre-radiation phase that gives rise to adiabatic initial conditions.

The decaying mode is qualitatively different to the growing mode as its amplitude is time dependent even on super-horizon scales as shown in Fig. 2.1. Furthermore, since we are not directly able to measure super-horizon modes it may also be sensible to define these modes by their sub-horizon behaviour. On sub-horizon scales, both of these modes are described by oscillatory functions. In a pure radiation Universe, the decaying solution is a sine wave and the growing solution is a cosine wave. We will use the names sine(cosine) modes or decaying(growing) modes interchangeably throughout this chapter. While it is difficult to source decaying modes from inflation, there are scenarios in which they might be generated. Specifically, there have been many studies of bouncing and cyclic universes in which decaying modes can be sourced. In particular growing modes in a pre-bounce contracting phase can become decaying modes in the post-bounce expanding phase [61, 62, 63, 64, 65]. There is currently no consensus on how the modes are matched across a bounce as this involves understanding the quantum behaviour of the fields causing the bounce in the large curvature regime. There have been some recent attempts at computing the propagation of perturbations across a bounce both classically and quantum mechanically in [66, 67] which suggest decaying modes could be present. More recent studies of the perturbations have gone beyond the leading order expansions and have shown that the decaying modes will also be sourced at second order in perturbation theory (for example from the neutrino velocity mode as it sources anisotropic stress) even if at leading order one only keeps growing modes [50]. Instead of studying a particular scenario in detail we instead use the studies above as motivation to study decaying modes in general.

There has only been one study [68] which has attempted to analyse the effect of
Figure 2.1: Schematic diagram showing that in general both the decaying and growing modes should be sourced by whatever pre-radiation dominated era sets the initial conditions of the universe. The amplitude of the decaying mode is time-dependent and therefore the amplitude of the decaying mode at recombination is very sensitive to the initial time the amplitudes are set. The amplitude is in log(linear) scale for the super(sub) horizon modes. While the numerical value of the amplitude appears to diverge super-horizon, it does not lead to divergent observable constraints.
decaying modes and our aim is to further elaborate and build on this analysis. In this study we quantify how large the amplitude of these decaying modes can be irrespective of how they are sourced. We do this by finding the Fisher information in each bin of $k$ in the decaying mode power spectrum, similar to what is done in studies that attempt to reconstruct the power spectrum for the growing mode [69, 70, 71, 72, 73]. This gives a direct handle on the fraction of decaying modes present on all scales in the universe at the time of recombination. We will show the constraints on the decaying mode power spectrum that come from using both the temperature and polarization angular power spectrum of the CMB.

The chapter is organised as follows. In section 2.2 we present an intuitive explanation for the growing and decaying modes in a pure radiation universe. We then extend this analysis to the describe the initial conditions in general in both the Synchronous and Newtonian gauge to analyse the gauge dependence of the gravitational potentials and confirm the time dependent behaviour of decaying modes on super-horizon modes. With the time dependence established we provide a normalisation procedure of decaying modes on subhorizon modes. In section 2.3 we describe our formalism to constrain the power in the decaying modes using a Fisher matrix formalism and present the results. We conclude and address possible future directions in 2.4.

2.2 Theory of the decaying mode

2.2.1 Review of radiation domination

The equations that govern the evolution of the perturbations in standard cosmology are the perturbed Einstein equations. In homogenous and isotropic models of the universe, the solution to the Einstein equations is given by the Friedmann-Robertson-Lemaitre-Walker (FRLW) metric. In the Newtonian (N) gauge, the perturbed FRLW metric for scalars is parametrised by

$$ds^2_N = a(\tau)^2 (-d\tau^2_N(1 + 2\Phi) + dx^i_N dx^j_N \gamma_{ij}(1 - 2\Phi)).$$ (2.1)

Here $a(\tau)$ is the conformal scale factor and $\gamma_{ij}$ is the flat three dimensional metric on spatial hyper-surfaces. This parametrisation of the metric is particularly useful to analyse the physical behaviour of perturbations as it is directly related to the gauge invariant Bardeen potentials, $\Psi = \Psi_B, \Phi = -\Phi_B$ [74]. The equation of motion for the gravitational perturbations in the presence of a pure radiation fluid in the Newtonian gauge, in the absence anisotropic stress, is given by [75]

$$\Phi'' + 3H(1 + c_s^2)\Phi' - c_s^2 \nabla^2 \phi + (2H' + (1 + 3c_s^2)H^2)\Phi = 4\pi G a^2 \tau \delta S.$$ (2.2)

Here $H \equiv a'/a$ is the conformal Hubble parameter and $\delta S$ is a source term (See Eq. (5.22) in [75] for full definitions). The source term is generated by isocurvature fluctuations and thus is zero for a pure adiabatic solution. If we restrict ourselves to the radiation dominated era of the universe and without isocurvature, Eq (2.2) simplifies to

$$\phi_k'' + \frac{4\phi_k'}{\tau} + \frac{k^2 \phi_k}{3} = 0,$$ (2.3)
which has a simple solution

\[ \phi_k = A_k \frac{j_1(x)}{x} + B_k \frac{n_1(x)}{x}. \]  

(2.4)

The amplitudes \( A_k \) and \( B_k \) are set by the initial conditions for the differential equation, which are the initial conditions for our universe. The \( k \) index shows that the amplitude can be different for different \( k \)'s. Here we have defined \( x \equiv \frac{k \tau}{\sqrt{3}} \). The \( j_1(x) \) and \( n_1(x) \) are the Bessel and Neumann functions of order 1 respectively. The term with the Bessel (Neumann) function is the growing (decaying) which have a cosinal and sinusoidal oscillation respectively. It is illuminating to look at the asymptotic limit of these modes. At early times on super-horizon scales, i.e. \( x \ll 1 \), the potential becomes

\[ \phi_k(x \ll 1) = \frac{A_k}{3} + \frac{B_k}{x^3}. \]  

(2.5)

Here we see that the decaying mode diverges as \( x \to 0 \). Furthermore, in most models of inflation the decaying mode will be suppressed by \( \mathcal{O}(e^{3N}) \), where \( N \) is the number of e-folds, as the curvature perturbations in inflation will have their amplitudes set at a much earlier time. These are the main reasons behind most cosmological analysis assuming \( B_k = 0 \). We also see that the growing mode is a constant on super-horizon scales. The usual procedure is to match the primordial curvature perturbation \( R_k \) to the amplitude of \( A_k \), i.e \( R_k(\tau = 0) = -\frac{3}{2} \phi_k(\tau = 0) \). Now lets analyse the large \( x \) limit (sub-horizon limit)

\[ \phi_k(x) = -\left( A_k \frac{\sin x}{x^2} + B_k \frac{\cos x}{x^2} \right). \]  

(2.6)

Here we see that both modes simply oscillate at late times on sub-horizon scales. Thus if there was any remaining non-negligible amount of decaying mode amplitude on sub-horizon scales, it would not decay away. It is therefore sensible to ask how large the amplitude of such a decaying mode has to be to lead to observable effects (or similarly, constrained by the data). That is the main question we set out to answer in this chapter.

### 2.2.2 CMB anisotropies

The angular power spectrum of the CMB anisotropies is given by \[76\]

\[ C_{XY}^\ell = \int_0^\infty d \ln k \ P_{XY}(k) | \Delta_{X}^\ell(k) \Delta_{Y}^\ell(k) | \]  

(2.7)

Here \( P(k) \) is the primordial power spectrum of curvature perturbations. \( X, Y \in \{T, E\} \) where \( T, E \) stand for temperature and polarization respectively. \( \Delta_{X}^\ell(k) \) is either temperature or polarization transfer function for adiabatic modes. In general, the transfer functions are computed using a line of sight approach by separating out the geometric projection effects (that depend on \( \ell \)) and the physical effects coming
from gravitational potentials and Doppler effects \[77\]. On large scales the source function for temperature anisotropies is given by the gravitational potential, \( \Delta T \approx T \Phi \). This effect is caused by photons from the CMB having to climb out of a gravitational well and is called the Sachs-Wolfe (SW) effect. Thus, on large scales the CMB power spectrum should directly see a change in the gravitational potential, such as the change due to decaying modes in Eq. 2.5.

We can check this explicitly by implementing the initial conditions for the decaying mode into the Boltzmann-solver CLASS \[78\] and in the synchronous (S) gauge these are parametrised by
\[
ds_S^2 = a^2(\tau) \left( -dx_S^2 + dx_S^i dx_S^j (\gamma_{ij}^S + h_{ij}) \right). \tag{2.8}
\]

We will focus on scalar perturbations in this chapter and it is canonical to separate \( h_{ij} \) into two scalars: its trace \( h \) and traceless \( 6\eta \) parts. The initial conditions in this gauge are given by \[68\]
\[
h(x, \phi) = x^2 + f_{GD} x^2 \sin \xi, \]
\[
\eta(x, \phi) = 2 - \frac{5 + 4R_\nu}{6(15 + 4R_\nu)} x^2 + \frac{f_{GD}}{x^2} \left[ \frac{11 - 16R_\nu}{5} \sin \xi + \frac{5\gamma}{8} \cos \xi \right], \]
\[
\delta_\nu(x, \phi) = -2x^2 + f_{GD} x^2 \left[ \left( \frac{1}{4R_\nu} - \frac{2}{5} \right) \sin \xi - \frac{\gamma}{4R_\nu} \cos \xi \right], \]
\[
\Theta_\nu(x, \phi) = -\frac{23 + 4R_\nu}{18(15 + 4R_\nu)} kx^3 + \frac{f_{GD}}{16R_\nu} kx^2 \left[ \left( -3 - \frac{72}{5} R_\nu \right) \sin \xi + \gamma \left( 3 - \frac{8R_\nu}{5} \right) \cos \xi \right], \]
\[
\Theta_r(x, \phi) = \Theta_b = -\frac{kx^3}{3(15 + 4R_\nu)} (\gamma \cos \xi - 5 \sin \xi), \]
\[
\sigma_\nu(x, \phi) = \frac{4}{3(15 + 4R_\nu)} x^2 + \frac{f_{GD}}{x^2} \left[ \frac{\gamma}{2} \cos \xi + \frac{11 - 16R_\nu}{10} \sin \xi \right], \]
\[
\delta_r(x, \phi) = -\frac{2}{3} x^2 - \frac{2f_{GD}}{3} x^2 \sin \xi, \]
\[
\delta_c(x, \phi) = \delta_b = -\frac{x^2}{2} - \frac{f_{GD} x^2}{2} \sin \xi, \tag{2.9}
\]

with the following definitions
\[
\xi \equiv \frac{\gamma}{2} \log x + \phi; \quad \gamma \equiv \sqrt{\frac{32}{5} R_\nu - 1}, \]
\[
x \equiv k\tau; \quad R_\nu \equiv \frac{\rho_\nu}{\rho_\nu + \rho_\gamma}. \tag{2.10}
\]

The amplitude \( f_{GD} \) is the ratio of the decaying mode to the growing mode. We have defined the densities \( \delta_i \), velocities \( \Theta_i \) for each of the species \( i \in \{ \text{radiation (r)}, \text{CDM (c)}, \text{Baryons (b)}, \text{neutrinos (\nu)} \} \). \( \sigma_\nu \) is the quadrupole moment of the neutrino phase space density and \( R_\nu \) is the relative energy density fraction of neutrinos. The physical
reason for the neutrinos having a quadrupole is that they will have anisotropic stress after they decouple. However this is also the case for the growing adiabatic mode [49, 48], which can be obtained by setting $f_{GD}$ equal to zero in the Eq. 2.9. We also note that the decaying mode has two independent variables $f_{GD}$ and $\phi$. This is because for decaying modes there is an additional equation of motion for the neutrino distribution. This can easily be seen if one considers a pure radiation fluid coupled to neutrinos, as was pointed out in [68]. It is known that the growing mode remains constant on super-horizon scales. However this is not the case for decaying modes. We have already seen this for a pure radiation universe in Eq. 2.6. The initial conditions in the synchronous gauge do not make the time dependence(or independence) apparent as it appears both growing and decaying modes are time dependent. However the metric potentials $\eta$ and $h$ are not gauge invariant quantities. It is, therefore, better to analyse the time dependence in the Newtonian gauge as the metric potentials are directly related to the gauge invariant Bardeen potentials. We can switch to Newtonian gauge by either solving the Boltzmann equations in the Newtonian gauge or, as we are only interested in the behaviour of the gravitational perturbations, we can relate the two metrics via,

$$g_{\mu\nu}^{(N)} = g_{\alpha\beta}^{(S)} \frac{\partial x_\alpha^{(S)}}{\partial x_\mu^{(N)}} \frac{\partial x_\beta^{(S)}}{\partial x_\nu^{(N)}},$$

(2.11)

where the variables with $\{(N)/S\}$ are in the Newtonian / Synchronous gauge which are defined in Eq. 2.1, 2.8 respectively. The relations between the metric potentials can then be calculated to be

$$\Psi(x, \phi) = \frac{1}{2k^2} \left[ \ddot{h}(x, \phi) + 6\dot{\eta}(x, \phi) + \frac{\dot{a}(\tau)}{a(\tau)} \left( \dot{h}(x, \phi) + 6\dot{\eta}(x, \phi) \right) \right],$$

$$\Phi(x, \phi) = \eta(x, \phi) - \frac{1}{2k^2} \frac{\dot{a}(\tau)}{a(\tau)} \left[ \dot{h}(x, \phi) + 6\dot{\eta}(x, \phi) \right].$$

(2.12)

Using these to evaluate the Newtonian potentials we get

$$\Psi(x, \phi) = \frac{20}{15 + 4R_\nu} + \frac{f_{GD}}{8x^2} \left( 6\gamma \cos \xi - (9 - \gamma^2) \sin \xi \right) + O(x^{-\frac{3}{2}})$$

$$\Phi(x, \phi) = \frac{4(5 + 2R_\nu)}{15 + 4R_\nu} + \frac{f_{GD}}{40x^2} \left[ (15\gamma \cos \xi + (25 - 16R_\nu) \sin \xi \right) + O(x^{-\frac{3}{2}})$$

(2.13)

We see that for the growing mode, i.e when $f_{GD} = 0$, the metric potentials are constant. Whereas for the decaying mode, the potentials are clearly time dependent. Thus, we need to specify the time at which the decaying modes start evolving as the constraints we get on the amplitude will be depend on this time, as is shown in Fig. 2.1. To get an idea of what the power spectrum of the decaying mode looks like we have implemented these initial conditions in the CLASS Boltzmann code and the resulting power spectra for the temperature, polarization and their cross spectrum are
shown in Fig. 2.2. The initial conditions in these plots are set by the default CLASS settings that can be found in [78]\(^1\). In Fig. 2.2 we have assumed a power spectrum of the decaying mode to be analogous to the growing mode and set the spectral index \(n_s^D = n_s^G = 0.96\) while the amplitude is defined by the scalar amplitude \(A_s^G\) and the fraction of decaying mode amplitude \(A_s^D = f_{GD} A_s^G\). We set \(\phi = 0\) and the rest of the cosmological parameters are set to the fiducial values given in table 2.1.

There is a clear divergence on large scales which comes from the divergence of the gravitational potential on super-horizon scales. The gravitational potential enters the \(C_\ell\)'s through the transfer function’s \(\Delta_\ell(k)\). These are (numerically) computed using a line of sight integral \([77]\) over the source function (which contains the Sachs Wolfe, Doppler and Integrated Sachs Wolfe effect terms) convolved with a projection function which is a Bessel function.

\[
\Delta_\ell(k) \equiv \int_{\tau_i}^{\tau_0} d\tau \, S_T(\tau,k) j_\ell(k(\tau_0 - \tau)) \tag{2.14}
\]

Here \(\tau_0\) is the time at recombination and \(\tau_i\) is the time at which the initial conditions are sourced. We show the transfer functions for \(\ell = 2, 582\) in Fig. 2.3.

The low \(\ell\)'s show the divergent behaviour for the decaying mode, whereas at \(\ell = 582\) we see that both modes are similar with the decaying mode having a lower amplitude. The precise shape of the large scale transfer functions depends on the smoothing scales used in the numerical integrator in the Boltzmann code, however the the amplitude of the transfer function is the same up to \(O(\text{few\%})\) irrespective of the numerical scheme. Furthermore, the observable effect and hence the constraining power of each of these modes comes from the effect they have on the \(C_\ell\)'s, which are obtained by integrating over the transfer functions. This the reason we choose

\(^1\)A summary of schemes used for setting the initial conditions is given in Fig. 10.
Table 2.1: Fiducial cosmological parameters and systematic parameters - these are the values used throughout this chapter unless stated otherwise. These are chosen to best fit the current CMB data - however as we are only interested in the difference between the decaying and growing mode amplitudes, for the purposes of this study, the precise values of the rest of the cosmological parameters are not important.

| Parameter | Value |
|-----------|-------|
| $A_s$     | $2.3 \times 10^{-9}$ |
| $h$       | 0.6711 |
| $\Omega_b h^2$ | 0.022068 |
| $\Omega_{cdm} h^2$ | 0.12029 |
| $k_s$     | 0.05 $Mpc^{-1}$ |
| $n_s$     | 0.9619 |
| $N_{eff}$ | 3.046 |
| $\ell_{max}$ | 2500 |
| $f_{sky}$ | 1 |

Figure 2.3: Transfer functions for growing and decaying modes for $\ell = 2, 582$. These scales are chosen to show that the decaying mode has most of its effect on large scales. Furthermore, we also notice that how different $k$ modes contribute to a given $\ell$, thus even large $\ell$’s will be effect by the large scale decaying mode perturbations.
the normalisation scheme shown in Eq. 2.15, as that smooths over the oscillatory transfer functions and is most directly related to the $C_ℓ$'s. This means a non-negligible amplitude of the adiabatic perturbations could be in decaying modes if they are generated at late times or on large scales. Furthermore a primordial power spectrum with a large spectral index could also allow for a non-negligible contribution of the decaying mode amplitude to the overall adiabatic perturbations.

Instead of focusing on setting the amplitude at early times, we use a renormalising procedure to set the amplitude of the decaying modes. There are two reasons to use this normalisation procedure. First, it provides a unique way to set the initial conditions as the decaying modes are time dependent and the time dependence is different in different gauges. For example the time dependence of decaying mode metric potentials in the Synchronous gauge in Eq. 2.9 is clearly different from the metric potentials in the Newtonian gauge in Eq. 2.13. Second, since both the growing and decaying solutions are described by regular (non-diverging) functions on sub-horizon scales we can set the amplitudes of the growing mode equal to that of the decaying mode deep inside the horizon. This makes it easier to see the effect of decaying modes that are set at late times as they would naturally be normalised on sub-horizon scales.

The normalisation of the two modes is done in terms of the transfer functions in $k$ space as opposed to the transfer functions in $ℓ$ space as we wish to isolate the physical effects of the gravitational potentials (which show the behaviour of the growing and decaying modes) from the projection effects. We equate the amplitudes of the decaying and growing modes on all scales below the fiducial horizon scale $k_{\text{horizon}} = 3 \times 10^{-3} \, \text{Mpc}^{-1}$. In practice it is not easy to do this since the transfer functions are highly oscillating functions. Our approach is to integrate the transfer function for each $ℓ$ for all $k$'s that are inside the horizon for both the growing mode and decaying mode. This gives a renormalisation function which is stable up to $\mathcal{O}(10\%)$. In practice this is not very important anyway, as the constraints on the decaying modes on large scales are several orders of magnitude greater than growing modes, thus a few percent difference in the absolute amplitude of the decaying mode will not change that constraint significantly. The ratio of these integrals will tell us the normalisation for the decaying mode transfer function for a given $ℓ$ that will ensure the decaying mode will have the same amplitude as the growing mode on sub-horizon scales. This would correspond to the case where the universe starts at $τ_1$ in Fig. 2.1.

Thus the renormalised decaying mode transfer function can be written as

$$\hat{\Delta}_ℓ^D(k) = \Delta_ℓ^D(k) \Sigma_ℓ, \quad \Sigma_ℓ \equiv \frac{\int_{k_{\text{horizon}}}^{k_{\text{max}}} dk \, \Delta_ℓ^G(k)}{\int_{k_{\text{horizon}}}^{k_{\text{max}}} dk \, \Delta_ℓ^D(k)},$$

(2.15)

We know a-priori that this is the most conservative one can be as for decaying modes to have the same amplitude as growing modes on sub-horizon scales they must have a very large amplitude on super-horizon scales (at least for modes that entered that horizon at early times) and thus they will be highly constrained. Any early universe model that is responsible for generating the initial conditions can be renormalised
in this way, thus allowing a direct comparison of the amplitudes of a model to our results by simply applying the renormalization function in Fig. 2.4.

2.3 Analysis

There are a variety of ways to model the primordial power spectrum. The most popular one, and the one which is normally constrained with data, is a power law with an amplitude and spectral index. There are a variety of ways to look for deviations from this. Here we take an unparameterised approach to constraining the decaying mode to keep our findings as general as possible. For that purpose, we model the power spectrum as a set of bins in $k$ with an independent amplitude and constrain the amplitude in each of those bins. The power spectrum is then given by

$$P(k, k_0, \epsilon) = \begin{cases} P(k)^{(G)} + \epsilon^{(G)} & \text{or} \quad (D) \\ P(k)^{(G)} & \text{if } k_0 \equiv k \\ \text{otherwise} \end{cases}$$

(2.16)

where $P(k)^{(G)} = A_s^{(G)} \left( \frac{k}{k_*} \right)^{n_s^{(G)} - 1}$. We choose 100 values for $k_0$ from an infrared cutoff of $3 \times 10^{-5}$ Mpc$^{-1}$ to $3 \times 10^{-1}$ Mpc$^{-1}$ with the precise values for each bin shown in Fig. 2.5.

To account for the information on smaller scales we would also need to account for CMB lensing due to large scale structure which we know can change the temperature power spectrum by $O(20\%)$ on scales below $\ell \sim 3000$, thus we do not look at larger
Figure 2.5: $k$ values at which we add power to the primordial power spectrum

\ell$’s. This parametrisation allows us to look for features in the primordial power spectrum that can arise by either the growing mode or the decaying mode. In the case where the feature is due to the decaying mode, i.e $\epsilon^{(D)}$ is added to the power spectrum, we also use the decaying mode transfer functions to evaluate the $C_\ell$’s. Since the $C_\ell$’s are a linear function of the power spectrum, the total $C_\ell$’s will just be the sum of the growing mode fiducial power spectrum $C_\ell$’s and a response due to the decaying mode being added. We will also consider the effect adding polarization information has on the constraints. Since the transfer function for the decaying mode is different for polarization and temperature, the same primordial power spectrum may not be able to account for the change in temperature and polarization. A similar analysis has been done for parametrised isocurvature modes [51] and it was shown that adding polarization significantly increases the constraining power of the CMB for the amplitude of isocurvature modes. In principle one could apply this un-parametrised approach to primordial isocurvature perturbations as well and we will leave this to future works.

To answer these questions we use the Fisher information as a metric to quantify the information in the decaying modes. The expression for the Fisher matrix for a Gaussian likelihood with a parameter independent covariance matrix can be written as

$$F_{\alpha\beta} = \sum_{l=2}^{l_{\text{max}}} \frac{f_{\text{sky}}(2l+1)}{2} \text{Tr} \left( C_l^{-1} \partial_{\alpha} C_l C_l^{-1} \partial_{\beta} C_l \right).$$

(2.17)

The matrix $C$ depends on the observables being used. When the temperature and polarization of the CMB are being used the matrix becomes

$$C_l \equiv \begin{pmatrix} C_l^{TT} + N_l^{TT} & C_l^{TE} \\ C_l^{ET} & C_l^{EE} + N_l^{EE} \end{pmatrix}. \quad (2.18)$$

The fiducial $C_l$ is assumed to be that of the growing mode only as we know it fits the data with the fiducial cosmology. The derivatives of the $C_l$ matrix will have either the growing or decaying transfer functions, depending on which mode is being constrained. Where $N_l^{TT}, N_l^{EE}$ represent the noise covariance for temperature, polarization respectively. We also assume the polarization and temperature noise are
Figure 2.6: This plot shows the errors for the decaying and growing modes in each of the 100 \( k \) bins. The analysis is done for four specifications: temperature anisotropies in a Planck like experiment and a cosmic variance limited experiment and the same analysis for temperature and polarisation data. The top plot shows the errors and the bottom plot shows the ratio of the errors of the decaying to growing modes. The vertical line is drawn at roughly the size of the horizon as inferred from the maximum scale observable by an observer at recombination. Since \( \ell = 2 \) is the largest mode observable in the CMB we compute the corresponding \( k \) using \( \ell = k\chi \). This expression is true in a flat sky, where \( \chi \) is the comoving distance to recombination \( \sim 10 \) Gpc/h, furthermore \( \ell = 2 \) corresponds to a mode wave with two wavelengths in a unit circle giving, thus giving a further factor of \( \pi/2 \) to the wavenumber giving \( k \sim 3 \times 10^{-4} \) Mpc\(^{-1} \). The horizontal line on the bottom plot is at one and we note that the ratio of the errors asymptotes to 1. This is just a manifestation of the fact that we have normalised the amplitudes (but not the phase) of both modes to be equal on sub-horizon scales.
uncorrelated thus the covariance between them is zero. We model the noise for the CMB polarization and temperature as Gaussian random noise per frequency channel as given in the Planck blue book \[79\]

\[
N_{TT(EE)}^l = (\sigma_{T(E)}^2 B_l^2)_{100} + (\sigma_{T(E)}^2 B_l^2)_{143} + (\sigma_{T(E)}^2 B_l^2)_{217} + (\sigma_{T(E)}^2 B_l^2)_{353})^{-1} \tag{2.19}
\]

where \(\sigma_{T(E)}\) represent the variance for temperature (polarization) and 100, 143, 217, 353 are the Planck frequency channels in GHz. The window function is given by \(B_l^2 = \exp \left( -\frac{l(l+1)\theta_{\text{beam}}^2}{8\ln 2} \right) \). The values of the beam size and variance are given in Tab. 2.2.

| Frequency (GHz) | \(\theta_{\text{beam}}\) (rad) | \(\sigma_T\) (\(\mu K\)-rad) | \(\sigma_E\) (\(\mu K\)-rad) |
|----------------|-------------------------------|-------------------------------|-------------------------------|
| 100            | 0.002763                      | 0.001984                      | 0.003174                      |
| 143            | 0.002065                      | 0.001746                      | 0.003333                      |
| 217            | 0.001454                      | 0.003809                      | 0.007785                      |
| 353            | 0.001454                      | 0.011665                      | 0.023647                      |

Table 2.2: Noise parameters used for the fisher analysis as taken from the Planck blue book \[79\].

If we only use the temperature spectrum from the CMB the expression for the Fisher matrix simplifies to

\[
F_{\alpha\beta} = \sum_{l=2}^{l_{\text{max}}} f_{\text{sky}} \frac{2l+1}{2} \frac{\partial C_{TT}^l}{\partial \alpha} \frac{\partial C_{TT}^l}{\partial \beta} \left( C_{TT}^l + N_{TT}^l \right)^{-2}. \tag{2.20}
\]

It is worth noting that the derivatives of the \(C_l\)’s wrt the parameters \(\epsilon^{(D)}_{k_0}/\epsilon^{(G)}_{k_0}\) will simply return the transfer function squared of the decaying/growing mode at \(k_0\). The errors on the parameters \(i, \sigma_i\) (which in our case will be the amplitudes in each \(k\) bin) can be obtained by \(\sigma_i = \sqrt{(F^{-1})_{ii}}\). We plot these variances in Fig. 2.6 along with the ratio of the errors of the decaying and growing modes. We see that most of the information is in the range \(k \sim 10^{-3} - 10^{-1}\)Mpc\(^{-1}\) and adding the polarization data increases the information content by up to 2 orders of magnitude in this range. Similar results for the growing mode have been found in previous studies, see for example [69, 80, 81]. We note that most of the analysis done so far focuses on providing detailed precision on growing modes and thus have more \(k\) bins in a narrower range of wavenumber. Our aim is to probe the errors on a much broader range of \(k\)’s which has not been done before, yet we still note that in regions of overlapping \(k\) space we recover similar results albeit without the same level of resolution. The highly oscillatory features on small scales can be further resolved by increasing the resolution of the \(k\) modes in those regions, however that requires significantly larger computation time. As the aim of this study is to get an idea of how the decaying modes effects the observable power spectra, as opposed to getting precision constraints on them, along
of with cosmological parameters, we do attempt this here.\textsuperscript{2}

We see that on larger scales cosmic variance dominates and most of the information is lost. The first thing to note about the decaying mode is that the overall difference in the Fisher information from the largest to the smallest scales is much lower than the growing mode. This is because on large scales we can see from the $C_l$'s there is a large rise in power for the decaying mode transfer functions. Therefore even with the large errors due to cosmic variance, the excessive power in decaying modes on large scales can be constrained. On subhorizon scales the errors on both modes are approximately the same as we have normalised both modes to have the same amplitudes on subhorizon scales. The second feature of the decaying mode is that there is a large increase in Fisher information, relative to the growing mode, when polarization information is included. This is to be expected because, as was mentioned before, the polarization transfer functions and temperature transfer functions are different. The fiducial cosmology we have assumed has been fitted to the temperature and polarization data with growing mode transfer functions, thus even if we allow a lot of freedom in the primordial power spectrum, the $C_l$'s, which are a convolution between the transfer functions and the primordial power spectrum, will struggle to accommodate the decaying mode power spectrum with the temperature and polarization transfer functions at the same time.

Finally it is interesting to note that modes that are smaller than $\sim 10^{-4} \text{Mpc}^{-1}$ will be larger than the universe’s horizon today and some modes that are even larger may never enter the horizon of our universe. Thus one has to ask the philosophical question of how modes that are beyond our observable universe can be observed, even indirectly. The physical mechanism for super-horizon modes effecting sub-horizon observables is through the gravitational effect of super-horizon modes on small scale structure. This has been at the heart of separate universe approach of describing super-horizon perturbations in which the local, sub-horizon, modes evolve in a different universe with different cosmological parameters such as curvature, Hubble rate etc. Such claims have to be backed up with careful analysis of the underlying physics, in particular the curvature of spacelike surfaces, as one has to understand how the equivalence principle, which would suggest large scale modes should not effect the curvature of spacelike surfaces, can allow for such super-horizon modes to effect the sub-horizon modes. There have been many attempts to address this issue and a long yet in-exhaustive list is given here \cite{82, 83, 84, 85, 86, 87}. Most of these attempts have focused on calculating the back-reaction of the growing super-horizon modes through the non-linear evolution of the modes due to Einstein’s equation. It would be interesting to see whether similar calculations can be used to evolve decaying modes and understand the physical origin on their effect on sub-horizon scales. We do not attempt to address this here and note that our current study will provide a direct way to test whether the methods used to understand super-horizon evolution of modes lead to testable predictions.

\textsuperscript{2}Indeed, to do this systematically one would need to do a full MCMC analysis of all the decaying mode parameters in addition to the standard $\Lambda$CDM parameters and we take this up in a future study.
2.4 Summary and future outlook

In this chapter we have analysed the constraints on the amplitudes of the primordial power spectrum across a broad range of scales for adiabatic initial conditions. Adiabatic initial conditions have two orthogonal set of modes that can be excited when the universe starts (during radiation domination) or at later times. These are the sine (decaying) mode or the cosine (growing) mode. In general both modes can be excited however most cosmological analysis assume only the cosine mode is excited and thus the constraints on the amplitudes of the primordial power spectrum is directly matched to the amplitude of the cosine mode.

The sine mode numerically appears to diverge at early times on super-horizon scales. Special care is needed to interpret super-horizon physics, and a mapping onto physical quantities is essential. Past work attempted to normalize the decaying mode at a super-horizon initial condition, making the allowed amplitudes for the sine mode sensitive to the numerical start time of the universe. Instead of taking a parametrised approach, in this analysis we have mapped the amplitude of the primordial power spectrum to the amplitude of both modes by looking for additional power spectrum features for discrete scales.

We have calculated the Fisher information for both the sine and cosine modes using a fiducial cosmology. The initial conditions for this cosmology are normalised to be equal for both modes on sub-horizon scales. We have computed the Fisher information for these modes for a cosmic variance limited experiment as well as a full sky Planck like experiment with temperature and polarization anisotropies. Both of the modes are best constrained on scales $k \sim 10^{-3} - 10^{-1} \text{Mpc}^{-1}$. The sine mode is almost equally well constrained on larger scales, $\sim 10^{-4}\text{Mpc}^{-1}$ due to the divergent growth of its amplitude, whereas the cosine mode is less well constrained on these scales as they are cosmic variance limited. The angular power spectrum for the anisotropies of the CMB are a convolution between the primordial power spectrum and the transfer function. Therefore allowing the primordial power spectrum to be a freely varying function may allow the decaying mode to fit the observed temperature anisotropies, it is unable to fit the polarization anisotropies at the same time as they have different transfer functions. It is worth emphasising that this argument only holds when we keep the cosmological parameters fixed. If we let the cosmological parameter vary at the same time as varying the primordial parameters one may be able to find new points in parameter space that fit the observed data that allow for non-negligible amounts of power in the sine mode.

This approach of constraining the initial conditions of the universe can be very useful in understanding the early universe models that set the initial conditions in radiation domination. While the simplest models of single field inflation give rise to nearly scale invariant adiabatic perturbations, alternative early universe models can give rise to localised features. In the context of inflation, these localised features will temporarily break the slow roll behaviour as the features usually come from (but not limited to) sharp features in the inflationary potential [88, 89, 90]. Perhaps the more interesting set of models to test using our approach are those of bouncing or cyclic universes. It is possible that cosine modes in a pre-bounce era source sine modes.
in the post-bounce era. Thus any signs of the sine mode in our current universe might also be a sign of a previous cycle of our universe. This intriguing possibility depends on how the perturbations are matched across the bounce. There are various approaches to how this matching is done however most approaches depend on the underlying model that causes the bounce [61, 62, 63, 64, 65].

There are various natural extensions to this paper. We have not looked at specific models in this paper however one could try to understand what is the best way to match perturbations across a bounce and what features they give rise to in the primordial power spectrum. Throughout this work we have assumed the cosmological parameters for the sine and cosine mode are the same. This does not have to be the case, as described above, and the best way to constrain the primordial and cosmological parameters together would be to do an MCMC analysis. We will leave a complete MCMC analysis of the adiabatic sine and cosine modes as well as the different types of isocurvature modes in addition to the cosmological parameters to future works. In addition to scalar perturbations, one can also ask whether the most general tensor perturbations have been understood. Since tensor perturbations also have a second order differential equation that is the equation of motion they also must have two independent solutions and these topics are currently being explored.
Chapter 3

Initial conditions of the universe: Decaying tensor modes

3.1 Introduction

The CMB is the dominant observational probe when it comes to constraining models of the early universe. The temperature and polarisation anisotropies in the CMB have been observed by several experiments over the last few decades [46, 47]. One of the main goals of future CMB experiments is to measure the polarisation anisotropies to greater precision, especially on large scales. In particular, the detection of B mode polarisation in the CMB is a primary target [91, 92] as they could be a signature of primordial tensor perturbations, i.e gravitational waves, which are predicted by a large number of inflationary theories (see [93, 94] and references therein). To calculate the effect of primordial tensor perturbations on the CMB we parametrise the primordial amplitude of the perturbations using a power law power spectrum and convolve that with the transfer functions for B-mode polarisation using a Boltzmann solver such as CAMB\textsuperscript{1} or CLASS\textsuperscript{2}.

One implicit assumption in current cosmological analysis that search for primordial gravitational waves is that the primordial perturbations only have a single solution, the so-called growing solution/mode. However, since the perturbations in the early universe are described by a second order differential equation, another solution exists known as the decaying solution/mode. In a recent study [43] the effect of this second, orthogonal, mode, was considered for scalar perturbations in radiation domination. By explicitly keeping the decaying scalar mode and describing the primordial power as a set of independent bins in $k$, the effects of the decaying scalar mode on the CMB anisotropies was studied. By constraining the amplitude of the primordial power spectrum for a broad range of band powers it was found that the decaying mode is equally well constrained as the growing mode on subhorizon scales, whereas on superhorizon scales there is a divergence in the decaying mode anisotropy spectrum which means they are more constrained then growing modes by several orders.

\textsuperscript{1}https://camb.info
\textsuperscript{2}http://class-code.net
of magnitude.

The aim of this chapter is to extend this analysis by calculating the effect of the decaying tensor mode in radiation domination on the CMB. To our knowledge, this has not been considered before, but given the broad theoretical interest in inflationary tensor modes and potentially far-reaching theoretical implications in case of a detection, it is timely to explore the effect such a mode could have on the CMB in case it was produced in the early Universe. Specifically, while inflation predicts negligible decaying modes, such modes can be generated in bouncing universe scenarios and a detection could open a new window onto the novel physics that describes the beginning of our universe. As was described in [43, 68], the decaying modes are not constant, but evolve with time outside the horizon. Therefore we must specify the time at which we start the evolution of these modes. In the case of scalar perturbations one has to be careful about which gauge we use to define the time at which we evolve the modes as they will have different dependence on time in different gauges (i.e Newtonian and Synchronous gauges). Tensor perturbations have a unique description in any gauge at linear order and therefore do not suffer from these ambiguities.

Canonically the form of the primordial power spectrum (PPS), $P_T(k)$, of tensor perturbations is assumed to come from the growing mode only and can be parametrised as a power law with an amplitude, $A_T$, and spectral index $n_T$:

$$P_T(k) = A_T \left( \frac{k}{k_*} \right)^{n_T}$$

(3.1)

Here $k_*$ is the pivot scale for tensor perturbations. We relax both of these assumptions, allowing the PPS to have a decaying mode solution while its power is described by a non-parametric binned form of the power spectrum. Similar approaches have recently been used to analyse the growing mode PPS for tensor perturbations [95, 96, 97].

The chapter is structured as follows: In section 3.2 we briefly describe the theoretical framework of primordial tensor perturbations and the form of decaying initial conditions. Section 3.3 describes the formalism we use to constrain the decaying tensor initial conditions using a Fisher matrix analysis and presents the results. Finally, we summarise in section 3.4.

3.2 Decaying tensor modes

3.2.1 Primordial perturbations

In this section we briefly review the formalism of computing tensor perturbations in the early universe and work out the form of the decaying modes (more detailed introductions can be found in [98], [75]). The tensor perturbations are uniquely defined by perturbing the flat Minkowski metric

$$ds^2 = a^2(\tau) \left( -d\tau^2 + (\delta_{ij} + h_{ij})dx^i dx^j \right),$$

(3.2)

where $h_{00} = h_{0i} = 0, |h_{in}| \ll 1$ and the perturbations are transverse and traceless $h_{ij,i} = h_{i}^{i} = 0$. To linear order, the transverse traceless perturbations in Eq. (3.2) are
gauge invariant. The tensor perturbations have two polarisation states denoted by $(+,\times)$. The equation of motion for the perturbations is given by solving the Einstein equation. It is easiest to solve it in Fourier space and therefore we decompose the tensor perturbations into plane waves of each polarisation mode

$$h_{ij}(\tau, \mathbf{x}) = \sum_{\lambda} \int \frac{d^3 k}{(2\pi)^3} h_{\lambda}(\tau, \mathbf{k}) e^{i \mathbf{k} \cdot \mathbf{x}} \epsilon_{ij}^\lambda(k).$$

(3.3)

Here we have defined $\epsilon_{ij}^\lambda$ to be the polarisation tensor and $\lambda \in \{+, \times\}$. To linear order the Einstein equations for metric perturbations is given by (in units of $c = \hbar = M_{pl} = 1$) a Klein-Gordon equation for a massless scalar field, for each polarisation mode, with a source term given by the anisotropic stress term

$$\ddot{h}_{k,\lambda} + 2 \frac{\dot{a}}{a} \dot{h}_{k,\lambda} + k^2 h_{k,\lambda} = 2a^2 \Pi_{ij},$$

(3.4)

where the dot denotes derivatives w.r.t conformal time. $\Pi_{in}$ is the anisotropic stress of the fluid with stress energy tensor $T_{in} = pg_{in} + a^2 \Pi_{in}$. The anisotropic stress is typically generated by neutrinos free-streaming in the early universe after they decouple at $z \sim 10^9$. It has been shown in [99] that the effect of this anisotropic stress is to damp the effects of primordial tensor perturbations in the $B$-mode power spectrum. As anisotropic stress is generated by causal mechanisms it will not have an effect on superhorizon scales. If we look at the solutions to Eq. (3.4), during radiation domination, and in the absence of anisotropic stress we find

$$h_{k,\lambda}^{\text{rad}}(x) = A_{k,\lambda}^{\text{rad}} j_0(x) + B_{k,\lambda}^{\text{rad}} y_0(x).$$

(3.5)

Here $x = k\tau$, where $j_0(x)$ and $y_0(x)$ represent the spherical Bessel functions of the first and second kind of zero order respectively

$$j_0(x) = \frac{\sin x}{x}, \quad y_0(x) = -\frac{\cos x}{x}. \quad (3.6)$$

The $k$ index represents the fact the amplitude can be different for different $k$ modes. The mode proportional to $A_{k,\lambda}^{\text{rad}}/B_{k,\lambda}^{\text{rad}}$ is the growing/decaying mode. The initial conditions are usually set when $x \ll 1$ (i.e early times superhorizon scales) and in this limit the behaviour of these modes is

$$h_{k,\lambda}^{\text{rad}}(x \ll 1) = A_{k,\lambda}^{\text{rad}} - \frac{B_{k,\lambda}^{\text{rad}}}{x}. \quad (3.7)$$

Moreover, if we look at solutions to Eq. (3.4) in a matter domination phase, which starts at $z \approx 3000$, then we find

$$h_{k}^{\text{mat}}(x) = 3 \left[ A_k^{\text{mat}} j_1(x) + B_k^{\text{mat}} y_1(x) \right],$$

$$j_1(x) = \frac{\sin x}{x^2}, \quad y_1(x) = -\frac{\cos x}{x^2} - \frac{\sin x}{x}. \quad (3.8)$$
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At late times, \( j_1(x \gg 1) \rightarrow -\frac{\cos x}{x} \) and \( y_1(x \gg 1) \rightarrow -\frac{\sin x}{x} \). So even if the decaying mode solution is ignored during radiation domination, it can still source two possible modes during matter domination. The key difference between these modes is that their phases during each era will be opposite, i.e. the modes are orthogonal to each other. We have shown this schematically in Figure 3.1. Our non-parametric approach allows us to analyse the effect of \( k \) modes with different amplitudes and phases precisely by isolating the effect they have on the CMB anisotropies. The two point correlation function of these modes is canonically defined as

\[
\sum_{\lambda} \langle |h_{\lambda,k}(\tau)|^2 \rangle \equiv \frac{2\pi^2}{2k^3} P_T(k)|T(\tau,k)|^2.
\]

Note that we have assumed the expectation value of the \( h_{\lambda,k} \) does not have any directional dependence (this is because we have assumed spatial isotropy, i.e. \( SO(3) \) symmetry). The correlation function is then separated into a time dependent and independent term. The time dependent term is often called the transfer function \( T(\tau,k) \) and only tracks the time evolution of a particular tensor mode. This is not the same as the transfer function for the CMB anisotropies which track the impact the perturbations have on the CMB photons. The growing mode transfer function is only time dependent on sub-horizon scales, while for the decaying mode it is time dependent on all scales. The time independent part is given by the PPS.

### 3.2.2 Review of CMB anisotropies

The tensor perturbations will leave an imprint on temperature and polarisation anisotropies in the CMB. We can gain some insight into their structure by exploring the computation of the anisotropies analytically. The structure of the anisotropies due to primordial tensors has been studied before in [100, 101, 33, 3]. Here we briefly review it in the presence of decaying modes. The Gaussian anisotropies of the CMB can be completely described by the angular correlation function, \( C_\ell \), which can be written as

\[
C_\ell^{XY} = 4\pi \int_0^\infty \frac{dk}{k} P(k)|\Delta_\ell^X(k)\Delta_\ell^Y(k)|.
\]

\( X, Y \in \{ T, E, B \} \) are the observables (temperature and two polarisation modes) that are computed from the CMB photons. \( \Delta_\ell^X(k) \) is the transfer function corresponding to the observable one is interested in. The temperature and polarisation transfer functions for tensor perturbations are given by [33, 3]

\[
\Delta_\ell^T(k) = \sqrt{\frac{(\ell + 2)!}{(\ell - 2)!}} \int_0^{\tau_0} d\tau S_T(k, \tau) P_T^2(x),
\]

\[
\Delta_\ell^E(k) = \int_0^{\tau_0} d\tau S_P(k, \tau) P_E^2(x)
\]

\[
\Delta_\ell^B(k) = \int_0^{\tau_0} d\tau S_P(k, \tau) P_B^2(x).
\]

\[^3\text{Further discussion on this can be found in [100, 101, 3].}\]
\(\tau_0\) is the conformal time today. The leading order source functions and projection factors for temperature and polarisation are given by

\[
S_T(k, \tau) = -\dot{h}(k, \tau)e^{-\kappa} + g(\tau)\Psi(k, \tau),
\]

\[
S_P(k, \tau) = -g(\tau)\Psi(k, \tau),
\]

\[
P_T^T(x) = \frac{j_\ell(x)}{x^2},
\]

\[
P_P^E(x) = -j_\ell(x) + j''_\ell(x) + 2\frac{j_\ell(x)}{x^2} + 4\frac{j'_\ell(x)}{x},
\]

\[
P_B^B(x) = 2j'_\ell(x) + 4\frac{j_\ell(x)}{x}.
\]

(3.12)

\(\Psi(k, \tau)\) is the Newtonian gravitational potential. \(\kappa\) is the integrated Thomson cross section between \(\tau\) and \(\tau_0\)

\[
\kappa = \int_{\tau}^{\tau_0} d\tau \ an_e x_e \sigma_T,
\]

(3.13)

where we have defined \(x_e\) as the ionisation fraction, \(n_e\) as the electron number density and \(\sigma_T\) is the Thomson cross section. We have also defined the visibility function \(g(\tau) \equiv \dot{\kappa} e^{-\kappa}\).

From the expressions in Eq. (3.11) and (3.12) we can see that the temperature source function has two distinct features. The first term, proportional to \(\dot{h}\), is a type of Integrated Sachs-Wolfe (ISW) effect. It describes the generation of anisotropies from the motion of photon geodesics in the presence of a time varying gravitational potential of the gravitational wave. The term proportional to the visibility function, \(g\), will be localised to the screen of recombination, which is assumed to be almost instantaneous. This term is small and is almost always subdominant to the ISW term\(^4\). For the polarisation anisotropies, there is no ISW term. This is because the ISW effect changes the energy of the photon which is directly related to its temperature, not the polarisation. The source of polarisation anisotropies will be strongly located at the surface of last scattering due to the scattering of free electrons from the local tensor quadrupole. Therefore, modes with \(k \approx \frac{\ell}{\tau_0 - \tau_{CMB}}\) dominate the contribution to the polarisation \(C_\ell\)'s. Intuitively one would expect the anisotropies to be proportional to the width of the surface of last scattering as a larger width will lead to more polarisation being generated. This is because the finite width adds time for the generation of quadrupolar scattering, which is what fundamentally gives rise to the polarisation anisotropy. In addition there will be more modes that can contribute to the anisotropy as the width increases. We show this schematically in the top panel of Figure 3.1 which has a blury CMB screen, whereas the bottom one has an almost instantaneous CMB. Recombination is not the only screen present for the local tensor quadrupole to generate polarisation: Reionisation also provides another screen at which polarisation is generated and this happens at larger angular scales \([33]\).

If we assume the Bessel functions and their derivatives, which are usually referred to as projection factors, in Eqs. (3.11) are approximately constant over the width of

\(^4\)See Figure 1 in [3] for instance.
the CMB screen the $C_\ell$'s for polarisation can be calculated analytically by integrating over the source function and projection factors to get [3]

\[
C_{\ell}^{EE/BB} \propto \int \frac{dk}{k} P_T(k) P_{\ell}^{E/B}(k(\tau_0 - \tau_R)) \hat{h}_k(\tau_{CMB})^2 \times \Delta \tau_{CMB}^2 e^{-(\kappa \Delta \tau_{CMB})^2}. \tag{3.14}
\]

Here we see that indeed the $C_\ell$'s are proportional to the finite time scale for recombination, $\Delta \tau_{CMB}$, and we also notice the $\hat{h}^2$ factor which will be sensitive to the initial conditions we choose. In particular, we see from Eq. (3.7) that the $C_\ell$'s will become large when $k\tau$ is small for the decaying modes (this is similar to what was seen in the case of decaying scalar perturbations [43]) and the difference in phase of $h(\tau)$, or equivalently $\dot{h}(\tau)$, will only effect the amplitude of the $C_\ell$'s as the tensor perturbation is evaluated locally at $\tau_{CMB}$. This was described in [3] as phase damping because the overall effect of multiple phases is to damp the observed perturbations (also shown schematically in Figure 3.1).

![Figure 3.1: Schematic diagram showing the phase damping effect, as described in [3], of primordial gravitational waves on the CMB photons. The top panel shows a situation where the last scattering screen is more diffuse then it is in the lower panel. A more diffuse screen will allow more of the gravitational wave amplitude to contribute to the production of polarisation anisotropy.](image-url)
3.3 Analysis

3.3.1 $C_\ell$ results

To constrain tensor initial conditions we will follow the standard convention of using the scalar-to-tensor ratio $r = \frac{\Delta T}{\Delta S}$ as the variable to quantify the amplitude of the tensor perturbations. We implement the general initial condition in Eq (3.7) in the CLASS Boltzmann code and plot the B mode power spectra in Figure 3.2a. We show the growing mode with $r = 0.05$ and the growing mode spectral index defined by the single field slow roll inflation consistency relation $n_T^{(G)} = -\frac{1}{8} r^{(G)}$. For the decaying mode we do not assume this relation (as we do not expect decaying modes from inflation to be detectable [102]) and set both the amplitude and index of the decaying mode independently. In Figure 3.2a we show the decaying mode B mode power spectra with the same amplitude as growing modes, $r^{(D)} = r^{(G)}$ and a scale invariant power spectrum, $n_T^{(D)} = 0$. Furthermore, as the amplitude of the decaying mode is time dependent, one needs to define a normalisation time of when the $r^{(D)}$ is set. In Figure 3.2 we plot the $C_\ell$’s for two different normalisations. First, when the amplitudes of the modes are set using the CLASS approximation schemes as described in [78]. Under this scheme the amplitude of the modes on superhorizon scales is set at $\sim 0.01 T_{CMB}$. The other normalisation procedure is the same as the one described in [43], where the tensor modes are renormalised such that the transfer function of both decaying and growing modes is the same on sub-horizon scales. The renormalised transfer function for the decaying mode, $\tilde{\Delta}_\ell^{(D)}$, is defined as

$$
\tilde{\Delta}_\ell^{(D)} = \Delta_\ell^{(D)} \Sigma_\ell,
$$

$$
\Sigma_\ell \equiv \frac{\int_{k_{\text{horizon}}}^{k_{\text{max}}} dk \Delta_\ell^{(G)}(k)}{\int_{k_{\text{horizon}}}^{k_{\text{max}}} dk \Delta_\ell^{(D)}(k)},
$$

where $k_{\text{horizon}} = 3 \times 10^{-3} \text{ Mpc}^{-1}$, $k_{\text{max}} = 2 \times 10^{-1} \text{ Mpc}^{-1}$. The renormalisation functions for each of the observables are shown in the bottom panels in Figure 3.2. The rest of the cosmological parameters are given in Table 3.1.

In Figure 3.2 we see that when the decaying mode is normalised on superhorizon scales the anisotropies are larger than the growing mode ones. Furthermore, the decaying mode anisotropies for $TT$ and $EE$ can be even larger than the ones generated by scalar perturbations$^5$. For temperature we see in Figure 3.2b that the decaying mode anisotropy is greater than scalar perturbations for $\ell$~90. For E mode polarisation, seen in Figure 3.2d, the decaying tensor mode contribution is always larger then the scalar contribution on large scales. This means that if the modes are sourced at very early times on superhorizon scales they could already be constrained by the temperature and E mode polarisation anisotropies from Planck and WMAP.

Next, if we look at the anisotropies for the decaying mode when they are renormalised on subhorizon scales, we see that the shape of the $C_\ell$’s is the same, but the

$^5$Here we are referring to the growing mode scalar perturbations, but the decaying scalar mode has a similar amplitude. See [43] for further discussion on this.
amplitude is smaller than the decaying mode sourced on superhorizon scales by a factor of $\sim 10^4$, which is as expected due to the superhorizon modes being sourced at $\sim 0.01 \tau_{CMB}$. In this case the decaying modes are indistinguishable from the growing tensor modes, except for a rise in anisotropy on very large scales. This rise is seen because we only renormalise based on the sub-horizon amplitude and the superhorizon amplitude will generally be larger on the large angular scales. The physical reason behind this is that the local quadrupole generated by the tensor modes is responsible for generating the polarisation in the CMB. As the decaying mode varies with time on superhorizon scales, the amplitude of the mode (and hence the polarisation it generates) depends on which time the mode is sourced. The amplitude and the time the mode is sourced are degenerate parameters when it comes to the generation of the CMB polarisation. To break this degeneracy one needs to be able to measure the decaying mode at least twice and thus it will be important to measure the signal from reionisation and recombination. In particular, since we normalise the modes at recombination, the decaying and growing modes leave an identical signal in the B mode spectrum at the recombination bump, as can be seen from Figure 3.2a. The decaying mode can be distinguished from the growing mode only by the reionisation bump where we see an increase in power from the decaying mode. Indeed we can get an idea as to how well the decaying mode can be measured from the B mode power spectrum by comparing the difference between the growing and decaying mode power spectra at the reionisation scale. By assuming a cosmic variance limited experiment, we know the variance in the $C_\ell$’s is given by

$$
\sigma(\ell)^2 = \frac{2}{2\ell + 1} (C_\ell^G)^2, \quad (3.16)
$$

where $C_\ell^G$ is the power spectra for the fiducial growing modes. The difference between the decaying and growing mode power spectra is

$$
\Delta C_\ell^2 \equiv (C_\ell^G - C_\ell^D)^2. \quad (3.17)
$$

| Table 3.1: Fiducial cosmological and systematic parameters |
|----------------------------------------------------------|
| $A_s$ | $2.15 \times 10^{-9}$ |
| $h$ | 0.67556 |
| $\Omega_b h^2$ | 0.02032 |
| $\Omega_{cdm} h^2$ | 0.12038 |
| $k_s$ | 0.002 Mpc$^{-1}$ |
| $n_s$ | 0.9619 |
| $N_{eff}$ | 3.046 |
| $r^{(G)}$ | 0.05 |
| $n_T^{(G)}$ | $-\frac{1}{2}r^{(G)}$ |
| $\ell_{\text{max}}$ | 2500 |
| $f_{\text{sky}}$ | 1 |
The $C^D_\ell$ is the decaying mode power spectrum with parameters given in Table 3.1. At $\ell = 2$, where the signal is largest from the decaying mode we see that $\frac{\Delta C^D_\ell}{\sigma_\ell} \approx 80$. Of course this can never be achieved as the cosmic variance limit of the $\ell = 2$ mode is $5/2$ and thus that will be the fundamental limit to how well we can distinguish between the growing and decaying tensor more. To get a complete result accounting for the full covariance between the polarisation and temperature anisotropies as well as the total sum over all the modes we compute the Fisher information matrix of the amplitude of the modes in the next section.

Before we move on to computing the Fisher information it is worth pointing out that the increase in power on superhorizon scales comes from the fact that the decaying mode has a $1/k\tau$ behaviour, which leads a divergent amplitude in the power spectrum. We also see that the divergence in the polarisation spectra at the reionisation scale is smaller than the divergence in the temperature spectrum. This is because of the fundamental difference between how temperature and polarisation anisotropies are generated by tensor perturbations: the temperature anisotropies are sourced continuously by tensor perturbations whereas the polarisation anisotropies are sourced at fixed screens as described above, thus more modes leave an imprint in the temperature power spectrum (and therefore increase the amplitude more).

We know that in addition to primordial gravitational waves sourcing B modes, lensing of the CMB photons can also generate B mode polarisation, which we call $C^{BB,(L)}_\ell$. This is given by \[ C^{BB,(L)}_\ell = \frac{1}{2\ell + 1} \sum_{\ell'\ell''} \left( S^{(-)}_{\ell\ell'\ell''} \right)^2 C^{EE}_{\ell'} C^{\phi\phi}_{\ell''}, \] (3.18)
where

\[ S^{(-)}_{\ell\ell'\ell''} = \left[ \frac{(2\ell + 1)(2\ell' + 1)(2\ell'' + 1)}{16\pi} \right]^{\frac{1}{2}} \times \begin{pmatrix} \ell & \ell' & \ell'' \\ 2 & -2 & 0 \end{pmatrix} \times [-\ell(\ell + 1) + \ell'(\ell' + 1) + \ell''(\ell'' + 1)], \] (3.19)

with the term in the circular brackets being a Wigner 3j symbol.

In addition to these two physical effects generating a B mode, an experiment will also have a noise contribution for the B modes. We parametrisate the effect of the noise by white noise with a smoothing beam assumed to be Gaussian \[ N^{BB}_\ell = \exp \left( \frac{\ell^2 \sigma_b^2}{2} \right) \left( \frac{\pi}{10800} \frac{w_p^{-\frac{1}{2}}}{\mu K \text{arc min}} \right)^2 \mu K^2\text{str}. \] (3.20)
We assume a LiteBird like experiment with $\sigma_b = 3.7 \times 10^{-3}$ and $w_p = 1 \mu K$ \[.\] The various components of lensing and noise contributions, along with the B modes from primordial tensors are shown in Figure 3.2a. In the next section we investigate this further in a model independent, non-parametric way, by computing the Fisher information.

\footnote{In principle there can also be a $\ell$ dependence in the noise but we do not address that in this study.}

\footnote{A satellite mission that will aim to measure the polarisation of the CMB \[.\]}
Figure 3.2: Anisotropies for the growing and decaying tensor modes. The decaying mode is shown when it is normalised on superhorizon scales and when it is renormalised on subhorizon scales. The renormalisation function for each observable is shown in the bottom panel of the plots. The temperature and E mode polarisation spectra also show the contribution from the fiducial scalar perturbations in the standard ΛCDM cosmology with cosmological parameters given in Table 3.1. Figures (3.2c, 3.2d) have the same legend as Figure 3.2b. The noise curves shown are for the LiteBird/Planck experiment for B/(T,E) modes which are defined in Eq. (3.20)/(2.2).
3.3.2 Fisher results

To obtain a model independent parameterisation of the PPS we model it as a set of 100 bins in \( k \) around a fiducial PPS for the standard growing mode

\[
P_T(k, k_0, \epsilon) = \begin{cases} 
P_T(k)^{(G)} + \epsilon^{(G)}_{k_0} \text{ or } \epsilon^{(D)}_{k_0} \\ P_T(k)^{(G)} \end{cases} \quad \text{if } k_0 = k \\
otherwise.
\]

where \( P_T(k)^{(G)} \) takes the form in Eq (3.1). \( \epsilon^{(D)}_{k_0} \) or \( \epsilon^{(G)}_{k_0} \) is the amplitude of additional power coming from the decaying or growing mode at the scale \( k_0 \). We treat the \( \epsilon \)'s in each \( k \) bin as free parameters and constrain them using the Fisher information matrix, \( F_{\alpha\beta} \). The \( k \) bins we use are shown in Figure 2.5.

For our Fisher analysis we focus solely on the decaying modes that are normalised on subhorizon scales as those are the physical modes we can observe at the time of decoupling. For modes that are sourced at early time and on superhorizon scales, the Fisher constraints can be scaled accordingly depending on what time the mode is sourced. For instance, if the mode is sourced at \( 0.01\tau_{CMB} \), the constraint will increase by \( \sim 10^4 \) for those scales due to the \( 1/k\tau \) behaviour of the decaying mode on superhorizon scales during radiation domination. We assume a Gaussian likelihood with a parameter independent covariance matrix for the \( C_\ell \)'s and the corresponding Fisher matrix is

\[
F_{\alpha\beta} = \frac{f_{sky}^2}{2} \sum_{\ell=2}^{\ell_{max}} (2\ell + 1) \text{Tr} \left( C_\ell^{-1} \partial_\alpha C_\ell C_\ell^{-1} \partial_\beta C_\ell \right)
\]

where

\[
C_\ell = \begin{pmatrix} \hat{C}_\ell^{TT} & C_\ell^{TE} & 0 \\ C_\ell^{ET} & \hat{C}_\ell^{EE} & 0 \\ 0 & 0 & \hat{C}_\ell^{BB} \end{pmatrix}.
\]

There are no correlations between E, T and B modes as long both polarisations of the tensor mode are equally generated (i.e there is no breaking of parity). The \( \hat{C}_\ell \) represents the theoretical \( C_\ell \) (computed from a modified version of the CLASS Boltzmann code) plus noise contributions. For each of these modes, these are defined by

\[
\hat{C}_\ell^{TT(EE)} = C_\ell^{TT(EE)} + N_\ell^{TT(EE)} \\
\hat{C}_\ell^{BB} = C_\ell^{BB} + N_\ell^{BB} + \lambda(L)C_\ell^{BB,(L)}
\]

where the B mode noise is defined in Eq (3.20). We have introduced a lensing parameter \( \lambda(L) \) which denotes how much the lensing B modes contribute to the signal. \( \lambda(L) = 0 \) corresponds to a situation where the lensing signal has been completely accounted for and removed from the signal. The T and E mode noise is modelled by Gaussian random noise in 4 frequency channels given in the Planck blue book [79].

The window function for the beam is defined by

\[
B_\ell^2 = \exp \left( -\frac{(\ell+1)^2 \theta_{22}^2}{8 \ln 2} \right)
\]

and the variance for each frequency channel is \( \sigma_{T(E)} \) for temperature/polarisation. The
Figure 3.3: Errors for decaying and growing tensor modes. We have shown the errors for the four cases described in Table 3.2. We have separated the noise contributions into the cosmic variance limited experiments, Planck noise for temperature and E mode polarisation and LiteBird for B mode polarisation. 

numerical values are given in Table 2.2 and the plot of the noise curves is shown in Figure 3.2b and 3.2d. Once the Fisher information matrix is computed, the errors on the parameters is simply given by \((F_{\alpha\alpha}^{-1})^{1/2}\).

We show the errors on the PPS parameters \(\epsilon_{k_0}\) in Eq. (3.21) for the growing and decaying tensor modes in Figure 3.3. We focus on four cases which are summarised in Table 3.2. The tracers used in the computation of the Fisher matrix are either B mode polarisation only, in which case \(C_\ell\) in Eq (3.23) is simply given by \(\hat{C}_{BB}\), or B mode + E mode polarisation with temperature anisotropies as well. In this case we use the full \(C_\ell\) given in Eq (3.23). This is denoted by T+E+B in Table 3.2. For each of these cases, we consider the case when the modes are lensed/delensed with \((\lambda(L) = 1)/(\lambda(L) = 0)\).

It is easiest to interpret the results in Figure 3.3 by focusing on three different scales. First is the region shaded red which represents modes that are outside the horizon at the time the CMB is emitted (in fact there are scales that are larger than the observable size of the universe, thus one must be careful in how to interpret those constraints as we discuss in section 3.4). This is also the region where cosmic variance
dominates and thus the error bars increase substantially. The region shaded in blue corresponds to scales which are subhorizon but on which the effect of lensing and noise (LiteBird experiment) for B modes is subdominant. Therefore the blue region is where most of the constraining power is. Finally, the green region is where the noise from LiteBird becomes very large and also the lensing contribution to B modes dominates over the primordial B mode signal.

We see that the decaying mode is equally well constrained as the growing modes for all four cases we consider, except on scales below the recombination scale, $k \lesssim 3 \times 10^{-4}$, where the decaying and growing mode amplitudes become distinguishable. On superhorizon scales the constraint is $\sim 10^4$ larger for the decaying mode amplitude, as expected by the normalisation on subhorizon scales and the divergence of the decaying mode on superhorizon scales. In the green region we see that the LiteBird noise dominates any signal and therefore the constraining power is reduced by 4-5 orders of magnitude. In the case of a cosmic variance limited experiment there is still the same amount of information in the green region as there is in the blue region when the CMB is delensed. If there is a lensing signal as well, the constraining power deteriorates by roughly 1-2 orders of magnitude. When the temperature and E mode information is added we see that the errors on superhorizon scales, in the red region, are smaller by roughly 5 orders of magnitude. There are two reasons for this increase in constraining power. First, there is an increase in the $TT$ and $EE$ power spectra on superhorizon scales for the decaying mode. Second, the $TT$ and $EE C_\ell$’s have different transfer functions to the $BB$, however the PPS for the decaying mode is the same for all of the observables. Therefore, the freedom in PPS is not able to compensate for the different transfer functions to the same extent when there are three observables.

The best constrained modes in all cases are at $k \approx 5 \times 10^{-4}$ Mpc$^{-1}$ and $\approx 7 \times 10^{-3}$ Mpc$^{-1}$. The physical reason behind this is that the polarisation is generated, and hence best constrained, when there is an anisotropic scattering of photons which happens at recombination and reionisation. The recombination scale corresponds to a scale of $\ell \sim 80$, which, in $k$ space corresponds to $k_{\text{recom}} \approx 6 \times 10^{-3}$ Mpc$^{-1}$. Similarly the reionisation scale is given by $k_{\text{reion}} \approx 6 \times 10^{-4}$ Mpc$^{-1}$.

---

Table 3.2: Summary of different cases used to compute the errors on the PPS.

| Case | Tracer used | De-lensed | Result |
|------|-------------|-----------|--------|
| 1    | B+E+T      | yes       | figure 3.3a |
| 2    | B+E+T      | no        | figure 3.3b |
| 3    | B          | yes       | figure 3.3c |
| 4    | B          | no        | figure 3.3d |

---

8This was also pointed out in this recent study [95].
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3.4 Discussion & future outlook

In this chapter we have analysed the effect a decaying tensor mode has on the CMB temperature and polarisation anisotropies. The decaying modes evolve on superhorizon scales and thus the amplitude of these modes is degenerate with the time at which they are sourced. We used a Fisher matrix formalism with a non-parametric binned PPS to understand the constraints on these modes. If the decaying modes are sourced at very early times before decoupling, then they are highly constrained. If they are sourced on sub-horizon scales with same power as the growing mode, then there could be an ambiguity as to which mode generates the observed $B$-mode polarisation pattern. The amplitudes of both modes start to become distinguishable around the reionisation bump, which suggests it could be important to measure the $B$ modes on large scales $\ell \sim 5$. If we only look on observable scales, i.e modes that are sub-horizon at the time of decoupling, the decaying and growing modes are constrained equally well. On super-horizon scales where the decaying mode becomes distinguishable from the growing mode it is more constrained. This is because it generates more power in the anisotropies due to its $1/k\tau$ scaling. Decaying modes generated during inflation would be highly suppressed in radiation domination. Thus, if such modes are observed, it will be a unique signature of new physics on very high energies in the early universe. In particular, bouncing models could be a source of decaying modes [43, 67]. There is a fundamental question that needs to be answered, however, in order to understand these modes. As the effect of the decaying mode is most apparent on super-horizon scales, it is worth asking how super-horizon tensor modes, specifically modes that are much larger than our current horizon, can or will effect our observable universe. In the case of scalar perturbations it is possible the effect of these super-horizon modes will come from either a modification to overall background density, as is modelled in separate universe approached to cosmological perturbations [82], or through the effects of spatial gradients [86]. For tensor modes, however, it is not clear what the dominant effect would be. For instance, it is possible that a large scale tensor mode modifies our patch of the universe to have an anisotropic metric, which for instance has been considered in the context of lensing in [105]. In this case the observable effect of the decaying tensor mode would actually be the presence of shear modes in the universe. More formal calculations of the shear modes can be found in [106, 107, 108]. Recent searches for shear modes in a general class of Bianchi models can be found in [109]. While shear modes are highly constrained, relating the decaying modes to the constraints on shear modes will require a gauge invariant description of matching super-horizon decaying tensor modes to the shear modes. This would be an interesting endeavour and we leave that for future works.
Chapter 4

Screened fifth forces in parity breaking correlation functions

4.1 Introduction

The standard cosmological model, Λ Cold Dark Matter (ΛCDM), relies on the assumption that gravity is described by a rank 2 symmetric tensor on large scales. The cosmological parameters fitted to observations such as the cosmic microwave background [110, 111] and large scale structure [112, 113, 4] assume General Relativity (GR) as the theory of gravity. However, fundamental puzzles in the ΛCDM model such as the nature of dark energy and dark matter have encouraged research into the cosmological implications of modifications to GR, dubbed modified gravity. There are a plethora of modified gravity models, ranging from the addition or alteration of terms in the Einstein-Hilbert action to the explicit coupling of additional scalar, vector or tensor fields (see e.g. [114] for a review). This motivates expanding the parameter space of traditional cosmological inferences, as well as designing novel probes with maximum sensitivity to new gravitational degrees of freedom.

The diversity of modified gravity models makes it inconvenient to test them individually. This has led to the development of generalised frameworks within which many theories may be tested simultaneously, for example the Effective Field Theory of Dark Energy [115] and Parametrised Post-Friedmannian framework [116]. Modified gravity theories may also be characterised by the screening mechanisms they incorporate to hide the effects of new interactions at small scales. As almost all viable theories employ one of just a handful of screening mechanisms, probing such a mechanism is tantamount to probing a potentially broad class of theories. These theories may often be cast as screened scalar–tensor theories (see [117, 118, 119] and references therein), in which a long-range dynamical field couples universally to matter, generating a new (“fifth”) force between masses. The Lagrangian is designed so that the strength or range of the force depends on the local gravitational environment: the fifth force is suppressed in high-density regions (such as within the Solar System where the most stringent constraints exist; see [120] and references therein) but emerges at the lower densities of the Universe at large. This leads to differences
in both inter-galaxy clustering and intra-galaxy morphology and dynamics between galaxies in stronger vs weaker gravitational fields. The latter class of signal has been the subject of a range of tests in recent years [121, 122, 123, 124, 125, 126, 127, 128]; our purpose here is to explore the former.

This chapter investigates the galaxy correlation function (CF) as a probe of screened fifth forces. It is well known that standard general relativistic effects in large scale structure give rise to odd CF multiples [129, 130] (or, in Fourier space, an imaginary part of the power spectrum [131, 132]). These CFs break two distinct symmetries, at different scales and with different physical causes:

1. In a cluster environment, the CF is asymmetric under a swapping of spatial locations of galaxies along the line of sight. This is because galaxies behind the centre of a deep potential well appear closer in redshift space (and therefore more strongly correlated) than galaxies in front, due to the redshift induced by the gravitational potential.\(^1\) This constitutes a breaking of the spatial isotropy symmetry group SO(3) into an SO(2) perpendicular to the line of sight, and is present for a *single* population of galaxies on cluster scales \(\sim 1 - 10 \text{ Mpc} \) [133, 134].

2. The second type of symmetry breaking is present only in the cross-correlation of two different populations of galaxies: \(\langle \Delta_B(\vec{x}_1)\Delta_F(\vec{x}_2) \rangle \neq \langle \Delta_F(\vec{x}_1)\Delta_B(\vec{x}_2) \rangle\). Here \(B\) and \(F\) denote “bright” and “faint” galaxies, meaning that they trace the underlying matter field in different ways or otherwise have different properties pertinent to their clustering. For example, even if the galaxies form within the same dark matter density field and hence gravitational potential, they may form at different rates and hence end up with different final number densities. This is manifest in a difference in their bias. These differences in their spatial statistics correlate most strongly with their \(z = 0\) halo masses [135, 136, 137], with secondary effects deriving from other galaxy and halo properties (“assembly bias”; e.g. [138, 139, 140]). Thus galaxy subsamples that differ in any observable that correlates with halo mass, e.g. luminosity or type, will manifest a parity-breaking CF. The formation of these different types of galaxy may be driven by the tidal field or other features of the cosmic web, making the effect a function of large-scale environment. This effect is present on larger scales than isotropy violation, \(\sim 100\ \text{Mpc}\), and breaks the qualitatively different symmetry group \(\mathbb{Z}_2\), which is parity under swapping the discrete \(B\) and \(F\) labels.

Although bias is the galaxy property conventionally responsible for giving the two populations different clustering, another possibility is sensitivity to a screened fifth force. Screened theories of gravity produce modifications to the gravitational force that depend on galaxies’ internal properties and environments (Sec. 4.2), in such a way that lower mass galaxies in lower density regions effectively feel stronger gravity. As we describe in detail in Sec. 4.3, this alters the Euler equation and hence the number densities predicted by relativistic perturbation theory. We illustrate the effect schematically in Fig. 4.1 where we

\(^1\)See fig. 2 of [129].
show two galaxies at different spatial locations $x_1$ and $x_2$ in the same gravitational potential, but with different biases and screening parameters due to their different environments. The environment is represented by the tree, which experiences wind at $x_2$ but not at $x_1$, delineating the fact that the environments are different at the two locations.

Both of these effects are proportional to the gradient of the gravitational potential and hence receive contributions from fifth forces. In particular, as noted in [129, 141], in GR the gravitational redshift term of the parity-breaking CF is precisely cancelled by the light-cone term and part of the Doppler term. This apparent coincidence is a result of the equivalence principle, whereby both light and matter feel the same potential. In contrast, theories that are conformally equivalent to GR yet include fifth forces effectively violate the equivalence principle due to the effect of the fifth force on timelike but not null geodesics. This reintroduces the redshift term, enabling relativistic effects to provide a consistency check on the validity of the Euler equation.

Figure 4.1: To tree or not to tree. Schematic of the effect of parity breaking in the CF. The two galaxies are located in regions of identical external dark matter density and hence gravitational potential (i.e. excluding the potential due to the galaxies’ halos themselves, which are responsible for their self-screening), but the larger-scale environments are different. This is illustrated by the surroundings of the trees, which are windy at $x_2$ but not $x_1$. This difference in environment affects various properties of the galaxy that impact its clustering, including its bias, magnification bias and, of particular interest here, sensitivity to a fifth force (quantified by $\delta G \equiv \Delta G/G_N$). Swapping these parameters between the galaxy overdensities at $x_1$ and $x_2$ alters the CF, so that it is not symmetric in the galaxy labels.
While this effect would also be present under an unscreened fifth force, the additional effect of screening is that the two types of galaxy that enter the CF may feel different fifth-force strengths due to their different gravitational environments endowing them with different scalar charges.\(^2\) Thus timelike geodesics are affected differentially by the fifth force as a function of their trajectory, in further violation of the strong as well as weak equivalence principle. We show in Sec. 4.3 that this introduces interesting novel behaviour into the parity-breaking CF. We emphasise that this is not a fundamental breaking of either parity or the equivalence principle at the level of the Lagrangian. Rather, it is an effective violation stemming from differences in galaxy properties.

The structure of this chapter is as follows. In Sec. 4.2 we provide theoretical background on screened fifth forces, and in Sec. 4.3 we lay out the formalism for calculating the CF in their presence, paying particular attention to the relativistic parity-breaking part. Sec. 4.5 presents our results for the dipole and octopole, specialising to a specific chameleon-screened theory, Hu-Sawicki \(f(R)\), when numerical results are required. Sec. 4.6 provides a summary of our results and a brief discussion of future work, including prospects for testing the effects observationally. Appendix B presents the full calculation of the CF, and Appendix C shows how our work could be made more general within the chameleon paradigm by casting the chameleon action in Horndeski form.

### 4.2 Screened fifth forces

To see the need for screening in theories with new dynamical degrees of freedom, consider the behaviour of a free light scalar \(\phi\). The Klein-Gordon equation for the scalar field in the quasi-static limit is

\[
\nabla^2 \phi = 8\pi \rho G \alpha,
\]

where \(\rho\) is the energy density and \(\alpha\) the coupling coefficient of the scalar field to matter. This is solved by \(\phi = 2\alpha GM/r\), which produces the fifth force

\[
F_5 = -\alpha \nabla \phi = -2\alpha^2 GM/r^2 = 2\alpha^2 F_N.
\]

This modifies the spatial part of the weak-field metric but not the temporal part, making it sensitive to tests of the Parametrised Post-Newtonian light-bending parameter \(\gamma\). The most stringent constraint derives from the radio link to the Cassini spacecraft, which requires \(\gamma < O(10^{-5})\) and hence \(\alpha \leq O(10^{-3})\) [142]. In a Friedman-Robertson-Walker (FRW) metric, the cosmological effect of the scalar field is given by

\[
\phi'' + 3H \phi' + \alpha G \rho = 0,
\]

where \(H\) is the Hubble parameter and prime denotes derivative with respect to cosmic time. For values of \(\alpha\) this small, the final term is negligible and hence the fifth

\(^2\)The screened fifth force that we invoke does not have to be mediated by a scalar field, but we will assume so for simplicity.
force is a tiny perturbation to GR dynamics. The operation of screening may be seen from the most general equation of motion the scalar field could obey

\[ \Sigma^{ij}(\phi_0) \partial_i \partial_j \phi + m_{eff}^2(\phi_0) \phi = 8\pi G \alpha(\phi_0) \rho, \]  

(4.4)

where \( \Sigma^{ij} \) is a matrix that allows for general non-linear and non-diagonal kinetic terms. The effective mass is given by the second derivative of the potential term in the Lagrangian, and \( \alpha \) is in general a function of the background field value \( \phi_0 \). The solution to this equation is

\[ \phi = 2\alpha(\phi_0) G \frac{M}{|\Sigma(\phi_0)| r} e^{-m_{eff}(\phi_0) r}, \]  

(4.5)

which illustrates the three qualitatively different mechanisms for removing the influence of the scalar field in high-density regions:

1. The field can be made short range by giving it a large effective mass at high density, i.e. \( m_{eff} \gg 1/R \) where \( R \) is the size of the system. This is called chameleon screening [143].

2. The amplitude of the force can be decreased by reducing the coupling to matter \( \alpha(\phi_0) \). This is most commonly done via spontaneous breaking of a \( Z_2 \) symmetry in the field configuration, in which case it is known as symmetron screening [144, 145].

3. The amplitude of the nonlinear kinetic terms can be increased, \( \Sigma^{ij} \gg 1 \), effectively decoupling the scalar field from matter. Depending on the precise implementation this is called kinetic [146] or Vainshtein screening [147].

Under any one of these mechanisms, the scalar charge of an object depends on its density and, in the case of chameleon or symmetron screening, also on its gravitational environment [148, 149, 150]. Low mass unscreened objects feel the full fifth force, which, in case the scalar field is light relative to their size, effectively causes them to feel an enhanced Newton’s constant \( G = G_N + \Delta G \). Conversely, high mass screened objects have no scalar charge and hence decouple from the fifth force and feel regular gravity. We describe this with a parameter \( \delta G \equiv \Delta G/G_N \), which takes the value \( 2\alpha^2 \) for fully unscreened objects and 0 for fully screened objects. For partial screening \( \delta G \) may take any value between these limits. We show in the following section how this behaviour is manifest in cross-correlation functions when the galaxy subpopulations have different degrees of screening. In this case we will label \( \delta G \) with a subscript to indicate which type of galaxy it refers to.

### 4.3 Correlation Functions under Screened Fifth Forces

The number density of galaxies traces the underlying density field in the universe on the largest scales. The overdensity in the number of galaxies at position \( \mathbf{x} \) is defined by \( \Delta(\mathbf{x}) \equiv \frac{N(\mathbf{x}) - \bar{N}}{\bar{N}} \), where \( N \) is the galaxy number density and \( \bar{N} \) is the
mean number density overall. These overdensities contain a wealth of information about both the initial conditions of the universe and the distribution and properties of matter on cosmological scales [35]. The derivation of the main effects contributing to galaxy overdensities at linear order, including observational effects, can be found in [35, 129, 151]. We summarise them here. At a given redshift \( z \), the overdensity of galaxies at an angular position \( \hat{n} \) on the sky is given by

\[
\Delta(z, \hat{n}) = \Delta^{st}(z, \hat{n}) + \Delta^{rel}(z, \hat{n}) + \Delta^{lens}(z, \hat{n}) + \Delta^{AP}(z, \hat{n})
\]

\[
\Delta^{st}(z, \hat{n}) = b \delta(z, \hat{n}) - H^{-1} \partial_r (v \cdot \hat{n})
\]

\[
\Delta^{rel}(z, \hat{n}) = H^{-1} \partial_r \Psi + H^{-1} \dot{v} \cdot \hat{n}
\]

\[
\Delta^{lens}(z, \hat{n}) = \left[ \frac{\dot{H}}{H^2} + \frac{2}{rH} - 1 + 5s \left( 1 - \frac{1}{rH} \right) \right] v \cdot \hat{n}
\]

\[
\Delta^{AP}(z, \hat{n}) = \left[ \frac{\partial_r - \partial_\eta}{\partial_\Theta} \right] \left[ \Delta^{st} + \Delta^{rel} + \Delta^{lens} \right] \frac{dr(z, \hat{n})}{\partial_\Theta} \delta \Theta.
\]

\( \Theta \) is the cosmological parameter vector and \( b \) is the linear bias between the galaxy density and the dark matter density \( \delta \): \( \Delta(x) = b \delta(x) \). \( H \) is the conformal Hubble parameter and \( \Psi \) and \( \Phi \) are the weak-field metric potentials in the conformal Newtonian gauge:

\[
ds^2 = a^2(\eta) \left[ - (1 + 2\Psi) d\eta^2 + (1 - 2\Phi) dx^i dx^j \delta_{ij} \right].
\]

\( s \) describes the magnification bias that derives from the slope of the luminosity function:

\[
s = \frac{2}{5} \left( \int df \, \epsilon(f) N_0(f) \right)^{-1} \int df \, \frac{df}{df} N_0(f).
\]

\( N_0(f)df \) is the number density of sources with flux \( f \pm \frac{df}{2} \) and \( \epsilon(f) \) is the detection efficiency of those sources. \( r \) is the comoving radial coordinate in the direction \( \hat{n} \).

The terms have been separated according to the physical effects that they embody. \( \Delta^{st} \) contains the standard terms that relate the galaxy overdensity to the dark matter overdensity and the anisotropy caused by redshift space distortions. This term is always accounted for in CF analyses. \( \Delta^{rel} \) contains the relativistic contributions such as the Doppler and integrated Sachs-Wolfe effects. This is the term which modified gravity effects alter: the acceleration terms are sourced by the Poisson equation and are therefore affected by the presence of a fifth force. \( \Delta^{lens} \) derives from the conversion of observed solid angle to physical solid angle given lensing along the line of sight. The final term describes the Alcock-Paczinski effect. We will only be interested here in the standard and relativistic terms, as it is their correlation that gives rise to the parity-breaking signal.

The expressions for the overdensities in Eqs. (4.6–4.10) are the same in all metric theories of gravity where photons travel along null geodesics. This includes all theories conformally identical to GR, which includes most screened theories. Galaxies on the
other hand are non-relativistic tracers of timelike geodesics, and are therefore directly affected by fifth forces. Their motion is governed by the Euler equation, which, in a perturbed FRW background can be written as

\[ \dot{v} \cdot \mathbf{n} + H v \cdot \mathbf{n} + \partial_r \Psi = 0. \]  \hspace{1cm} (4.13)

Here we are using the conformal Hubble parameter \( H \). This can be used in Eq. 4.7 to give

\[ \Delta_{rel}(z, \mathbf{n}) = - \left[ \frac{\dot{H}}{H^2} + \frac{2}{rH} + 5s \left( 1 - \frac{1}{rH} \right) \right] v \cdot \mathbf{n}. \]  \hspace{1cm} (4.14)

We see that the gravitational effects in the Euler equation cancel some of the terms, which is a manifestation of the equivalence principle. As noted in [141], this is no longer true in the presence of a fifth force. According to Eq. 4.2 a long-range fifth force behaves identically to Newtonian gravity, enabling us to capture its effect with the transformation

\[ \partial_r \Psi \to (1 + \delta G) \partial_r \Psi, \]  \hspace{1cm} (4.15)

which describes a fractional increase in the strength of gravity by an amount \( \delta G \). As discussed in Sec. 4.2, the logic of screening implies that this is different for different galaxies as a function of their mass distributions and environments. We make the simplifying assumption that \( \delta G \) is a constant for each galaxy population, thereby ignoring the effect of partial screening. As we consider one population to be fully screened and the other fully unscreened, this provides an upper bound on the magnitude of their asymmetric cross-correlation. The simple modification of Eq. 4.15 provides a clear intuitive picture of the physical origin of fifth force effects in the correlation function, and will also show clearly why these generate an octopole in the presence of screening, a key result of our chapter. Deriving the exact degree of screening of each object would require solving the equation of motion of the scalar field numerically in the presence of a given density field (e.g. [152]), which is beyond the scope of this work.

With this modification, the new expression for the relativistic part of the overdensity \( \Delta_{rel}(F) \) is the sum of the usual relativistic term in Eq. (4.7) and an additional term \( \Delta^F \) due to the fifth force:

\[ \Delta_{rel}(F)(z, \mathbf{n}) = \Delta_{rel}(z, \mathbf{n}) + \Delta^F(z, \mathbf{n}) \]  \hspace{1cm} (4.16)

where \( \zeta \equiv \left( \frac{\delta G}{1+\delta G} \right) \). This replaces \( \Delta_{rel} \) in the total expression for \( \Delta \). \( \zeta = 0 \) in the case of complete screening (fifth force fully suppressed) and \( \zeta = \zeta_{max} \) for objects that are fully unscreened. \( \zeta_{max} \) is set by the coupling coefficient of the scalar field to matter; for example it is 1/4 in \( f(R) \) where \( \delta G = 1/3 \). As \( \zeta \) for a given galaxy depends on

\(^3\)Our parametrisation of modified gravity is related to that of [141] by \( \Gamma = \delta G, \Theta = 0 \); thus, although somewhat more general, their model does not account for screening as it effectively assigns the same \( \delta G \) to all galaxies.
its mass distribution and gravitational environment via its degree of screening, we assign the two galaxy populations (which we denote “bright”, $B$, and “faint”, $F$, as in Sec. 4.1) different average values $\zeta_B$ and $\zeta_F$. We can now compute the parity-breaking CF. The cross-correlation between the $B$ and $F$ populations is given by $\langle \Delta_B(x_1)\Delta_F(x_2) \rangle$, which we write, with the geometry of Fig. 4.2, as

$$\xi(z, z', \theta)_{BF} = \langle \Delta_B(z, \hat{n})\Delta_F(z', \hat{n}') \rangle.$$  \hfill (4.17)

Due to the assumption of statistical isotropy this depends only on the angle $\theta$ between the galaxies as they are projected on the sky. Furthermore, it is important to remember that $z, z'$ and $\theta$ are observed redshifts and angular sizes. Converting these to physical quantities depends on the background cosmology, although to linear order the corrections from this are already accounted for in the expressions for the overdensities.

In principle there is a CF for each term in $\Delta$, although we are only interested here in the relativistic part $\xi^{rel(F)}$ which is sensitive to the fifth force

$$\xi^{rel(F)}(z, z', \hat{n}) = \langle \Delta_B^{st}(z, \hat{n})\Delta_F^{rel(F)}(z', \hat{n}') \rangle + \langle \Delta_F^{st}(z', \hat{n}')\Delta_B^{rel(F)}(z, \hat{n}) \rangle.$$  \hfill (4.18)

The individual CFs are calculated in Appendix B; here we show the final result, expanded to leading order in $d/r \ll 1$.

Figure 4.2: Geometry of the CF. The observer is at the origin. $B$ and $F$ denote “bright” and “faint” galaxies; we are interested in their cross-correlation.
\[ \xi^{\text{rel}(\mathcal{F})}(r, d, \beta) = \xi^{\text{rel}}(r, d, \beta) + \xi^{(\mathcal{F})}(r, d, \beta) \]
\[ \xi^{\text{rel}}(r, d, \beta) = \frac{2 A_s}{9 \pi^2 \Omega_m^2} \left\{ P_1(\cos \beta) \nu_1(d) \left[ (b_B - b_F) \left( \frac{\dot{H}}{H^2} + \frac{2}{r^2} \frac{1}{H} \right) \right] - \left( 1 - \frac{1}{r^2} \right) (5(s_B b_F - s_F b_B) + 3f(s_B - s_F)) \right\} + 2P_3(\cos \beta) \nu_3(d) \left( 1 - \frac{1}{r^2} \right) f(s_B - s_F) \]
\[ \xi^{(\mathcal{F})}(r, d, \beta) = \frac{2 A_s M}{9 \pi^2 \Omega_m^2} \left\{ P_1(\cos \beta) \nu_1(d) \left[ (b_F \zeta_B - b_B \zeta_F) - \frac{3}{5} f(\zeta_B - \zeta_F) \right] \left[ 2f \left( \frac{\dot{H}f + 2f^2 H^2 + f H^2}{H^2} \right) \right] \right\}. \]

We have defined \( f \equiv \frac{d \ln D}{d \ln a} \), where \( D \) is the linear growth factor. Throughout our calculations we have assumed these are scale-independent, following [141] \( P_n \) is the Legendre polynomials of order \( n \), \( b_B \) and \( b_F \) are the biases for the bright and faint galaxies respectively, and

\[ \nu_\ell(d) \equiv \int d \ln k (k \eta)^{n_s-1} \left( \frac{k}{H_0} \right)^3 j_\ell(kd) T^2(k), \]
\[ M(a) \equiv \frac{D^2}{H_0 H} \left( \dot{H}f + \dot{H}f + f^2 H^2 + f H^2 \right). \]

We have dropped all terms in \( \xi^{\text{rel}} \) that involve the correlation of two relativistic terms \( \langle \Delta^{\text{rel}} \Delta^{\text{rel}} \rangle \) as these are suppressed by factors of \( \frac{H}{k} \).

As anticipated in Sec. 4.1, besides modifying the cosmological background the fifth force affects the CF in two distinct ways. The first is the reintroduction of redshift terms due to the difference induced between null and timelike geodesics (first term in \( \xi^{(\mathcal{F})} \)). This would also be present under a universally-coupled (i.e. non-screened) fifth force and is the type of modified gravity considered by [141]. The second is the relative effect on the \( B \) and \( F \) populations due to their different sensitivities to fifth forces under a screening mechanism. This is shown by the remaining terms in \( \xi^{(\mathcal{F})} \) which are proportional to \( \zeta_B - \zeta_F \). We see that the fifth force introduces both a dipole (the term proportional to \( P_1 \nu_1 \)) and an octopole (the term proportional to \( P_3 \nu_3 \)). While the dipole is increased by both screened and universal fifth-force terms, in the absence of screening the octopole is only present if \( s_B \neq s_F \). Thus, as discussed in more detail below, the octopole may provide a particularly clean probe of screening.

\footnote{In principle this can be generalized and the growth factor made scale dependent. We plan on exploring this for more generic modified gravity theories in the modified Boltzmann code HiClass [153] in future works. We take the first steps in this direction by writing our screening model in Horndeski form in Appendix C.}
4.4 Correlation function parameter space

The CF of Eq. 4.19 depends on several parameters of standard $\Lambda$CDM, as well as those of modified gravity. The aim of this section is to explain and quantify the effects of these parameters. We begin by classifying them into two sets: 1) Those that affect the background cosmology and hence all CFs, and 2) Those that are specific to the parity-breaking CF and describe the environmental dependences of galaxy formation. We term the first set global and the second set, whose members carry a $B$ or $F$ index, local. The parameters are listed in Table 4.1, along with their fiducial values which we use throughout our analysis unless otherwise stated.

On a practical note, the global parameters take longer to evaluate as they affect background quantities such as the matter power spectrum: thus each point in parameter space corresponds to a run of a Boltzmann code. The local parameters are simply multiplicative factors in front of the functions of global parameters, making their parameter space in principle much quicker to explore.

| Parameter | Value |
|-----------|-------|
| $A_s$     | $2.1 \times 10^{-9}$ |
| $h$       | 0.7   |
| $\Omega_b h^2$ | 0.0224 |
| $\Omega_c h^2$ | 0.112 |
| $k_*$     | 0.05 Mpc$^{-1}$ |
| $n_s$     | 0.96  |
| $f_{R0}$  | 0     |
| $(b_B, b_F)_{z=0}$ | (1.7, 0.84) |
| $(b_B^{(R)}, b_F^{(R)})_{z=0}$ | (1.64, 0.8) |
| $(s_B, s_F)$ | (0.1, 0) |
| $(\delta G_B, \delta G_F)$ | (0, 1/3) |

Table 4.1: Global (upper) and local (lower) parameters, along with their fiducial values. The bias values used in the $f(R)$ plots are different from GR and are denoted by the $f(R)$ superscript index.

4.4.1 Global parameters

There are three groups of global parameters. The first contains the standard $\Lambda$CDM parameters. As the effects of these on CFs have already been extensively studied [154, 155, 156, 157, 158, 159], we do not investigate them further here. The second set quantifies the effects of “galaxy formation” physics, which generates non-linear corrections to the transfer function. We check the importance of this by using the Halofit fitting function [160] to obtain the non-linear matter power spectrum, and show its effect on the dipole in Fig. 4.3. We see that on scales below $\sim 10$ Mpc non-linearities lead to an $O(1)$ modification, but the difference decays away rapidly on larger scales. From now on we will only use the transfer functions and power spectra with these non-linearities included.
The final set of global parameters describes the effect of modified gravity on the background perturbations, specifically the transfer function and power spectrum. To compute this effect we specialise to the case of Hu-Sawicki $f(R)$ [161], an archetypal and well-studied chameleon-screened theory known to be stable to instabilities, propagate gravitational waves at the speed of light and be capable of screening the Milky Way to pass local fifth-force tests. Although representative of the chameleon mechanism, Hu-Sawicki occupies only a small part of the full chameleon parameter space. A general chameleon model introduces three new degrees of freedom. At the level of the Lagrangian these are, for example, the $\{n, \Lambda, M\}$ of [162] Eq. 2.5 (see also Appendix C). Phenomenologically they are the strength of the fifth force between unscreened objects (related to $\alpha$ in Eq. 4.1), the range of the fifth force (Compton wavelength of the scalar field) and the self-screening parameter $\chi$ (e.g. [162] eq. 3.2) that determines the threshold Newtonian potential at which screening kicks in. In $f(R)$ the coupling coefficient of the scalar field to matter is fixed at $\alpha = 1/\sqrt{6}$ ($\delta G = 1/3$) while the parameters $n$ and $\Lambda$ describing the field’s potential are related.

In the Jordan frame, the Hu-Sawicki action is given by

\[ S = \int d^4x \sqrt{-g} \left( \frac{M_p^2}{2}(R + f(R)) + \mathcal{L}_m \right), \quad (4.21) \]

where

\[ f(R) = -m^2 \frac{c_1(R/m^2)^k}{c_2(R/m^2)^k + 1}; \quad (4.22) \]

and $\mathcal{L}_m$ is the matter Lagrangian. The mass scale is set by the average density of the Universe, $m^2 = \rho_m/(3M_p^2)$, and $c_1, c_2$ and $k$ are dimensionless free parameters. It is shown in [163] that only $k$ and $\frac{c_1}{c_2}$ affect the matter power spectrum and thus the model only contains two relevant degrees of freedom. $k = 1$ is a standard choice that we adopt here. In the Einstein frame this is a scalar–tensor theory in which the scalar field is $f_R \equiv df/dR$, the present value of which is also completely determined by $\frac{c_1}{c_2}$. The field at the cosmological background value of $R$, $f_{R_0}$, determines the structure formation history of the Universe as well as the range and screening properties of the fifth force at a given epoch, and is effectively the theory’s only degree of freedom. GR is recovered in the limit $f_{R_0} \to 0$, and values in the range $\sim 10^{-4} - 10^{-6}$ have observable consequences in galaxy clustering, redshift space distortions, cluster abundance, intensity mapping and the matter bispectrum (see e.g. [164] and references therein). For the Solar System to be screened requires $f_{R_0} \lesssim 10^{-6}$. Smaller values may be probed by galaxy-scale tests [124, 125, 123, 127, 128], which now rule out $f_{R_0} > f_{\text{ew}} \times 10^{-8}$ [126].

For one of our galaxy types to self-screen and the other not, the screening parameter $\chi$ must be between their characteristic Newtonian potentials. This can be written in terms of the background scalar field value as $\chi \simeq 3/2 f_{R_0}$. The halo masses calculated in Sec. 4.4.2 imply $|\Phi_F| \simeq 1 \times 10^{-6}$ and $|\Phi_B| \simeq 6 \times 10^{-6}$ ($c \equiv 1$). The galaxies may however be partly environmentally screened, increasing the required value of $\chi$.\(^5\)

---

\(^5\)To determine the screening properties of both galaxy populations one would ideally solve the
Figure 4.3: The change to the $z = 0.3 \Lambda$CDM dipole when a linear or non-linear power spectrum/transfer function (from Halofit) is used, relative to the linear case.

$10^{-6} \lesssim f_{R0} \lesssim 10^{-5}$ is therefore likely to separate the galaxies by screening properties, and also causes the scalar field to mediate an astrophysical-range fifth force [161]. This is therefore the range that we consider.

We compute the matter power spectrum using a modified version of CAMB calibrated with $N$-body simulations in the $k = 1$ model [166], and plot this for different $f_{R0}$ values at various redshifts in Fig. 4.4. We see that the power spectrum changes by $\sim 20\%$ on scales smaller than $\sim 1$ Mpc for $f_{R0} = 10^{-5}$, while for $f_{R0} = 10^{-6}$ the change is only a few percent. This is propagated into the CF in Sec. 4.5.

### 4.4.2 Local parameters

We consider three local parameters: galaxy bias $b$, magnification bias $s$ and fifth-force sensitivity $\delta G$. The first two are present in $\Lambda$CDM and give rise to the standard parity-breaking CF, while the latter is the specific focus of our study. We describe our choices for these parameters below.

- $(b_B, b_F)$: As our fiducial case we take the $B$ galaxies to be luminous red galaxies and the $F$ galaxies to be emission line galaxies, with biases in $\Lambda$CDM of 1.7 and 0.84 respectively at $z = 0$ [4]. These are typical populations that will be measured by the forthcoming DESI survey, which will provide the next equation of motion for the scalar field given the mass distribution around the galaxies, or at least a proxy for the field such as the Newtonian potential [165]. However, as we are interested here in the general effects of a screened fifth force we leave this more detailed investigation for future work.
Figure 4.4: The matter power spectrum evaluated in ΛCDM and \( f(R) \) for a range of redshift and \( f_{R0} \) values. The percentage difference is plotted with respect to the ΛCDM values with the fiducial parameters of Table 4.1.

significant improvement in measurement of the parity-breaking CF.\(^6\) Under the Sheth–Tormen model \([167]\) these biases correspond to halo masses \( \sim 10^{13} \, h^{-1} M_\odot \) and \( \sim 10^{14} \, h^{-1} M_\odot \) respectively. When showing results for \( z > 0 \) we model the redshift dependence of the bias as \([168, 169, 170, 129]\)

\[
b_{B/F}(z) = 1 + (b_{B/F}(z = 0) - 1) \frac{D(z = 0)}{D(z)}
\]  

(4.23)

with \( D \) the regular growth factor. We check how the dipole is affected by a change in the bias and as a function of redshift in Fig. 4.5. To account for the fact that the bias is reduced in \( f(R) \) due to the action of the fifth force (e.g. \([171]\)), we take \( b_{B}^{f(R)}(z = 0) = 1.62, b_{F}^{f(R)}(z = 0) = 0.8 \) when we study \( f_{R0} = 10^{-5} \).\(^7\) We also use the growth function in \( f(R) \) theory to compute the change in bias at different redshifts. This leads to a \( \mathcal{O}(10\%) \) change in the bias at \( z = 1 \). These bias values are used for the \( f(R) \) cases of Figs. 4.6 and 4.7.

- \((s_B, s_F)\): If the magnification bias is the same for both galaxy populations then the octopole in ΛCDM is zero. Under this common assumption the octopole is a unique signature of screened fifth forces: as shown in Eq. 4.19, even modified

\(^6\)Forecasts for testing gravity with the parity-breaking CF for non-screened theories can be found in \([141]\).

\(^7\)Taken from fig. 14 of \([172]\) for galaxies of mass \( 10^{13} M_\odot/h \) and \( 10^{14} M_\odot/h \) for \( b_F(z = 0) \) and \( b_B(z = 0) \). We take the mean value from both box sizes and thus change the bias by \( \sim -4\% \) for both types of galaxies.
gravity without screening does not produce it. However, in order to gauge the relative importance of magnification bias and fifth force, we consider a plausible value of $s_B - s_F = 0.1$ [156, 173, 174].

- $(\delta G_B, \delta G_F)$: There are various considerations for setting the values of $\delta G_B$ and $\delta G_F$. $\delta G_B$ should be no larger than $\delta G_F$ because brighter galaxies should be more massive (and occupy denser environments), and hence more screened. Our requirement that $|\Phi_F| \lesssim \chi \lesssim |\Phi_B|$, and assumption of $f(R)$ in the background, implies $\delta G_B = 0$, $\delta G_F = 1/3$ as our fiducial choice. It is worth noting, however, that one can construct theories in which the change to the transfer function and growth rate is small but the unscreened $\delta G$ is $\mathcal{O}(1)$ or larger, in which case the predicted signal simply scales the ΛCDM result linearly with $\delta G$. The parity-breaking CF would provide maximal sensitivity to screening per se in such a scenario, due to the insignificance of modified gravity in the background.

### 4.5 Results

In this section we calculate the dipole and octopole numerically in our model. We use the Boltzmann code CAMB [175] to compute the transfer functions in ΛCDM, along with the modification presented in [166] for $f(R)$. Throughout the computations we use the fiducial parameters presented in Table 4.1 and a range of redshifts, $z \in \{0.1, 0.3, 0.5, 0.8\}$.

First we check the sensitivity of the dipole to local parameters. Fig. 4.5 shows the dipole at various redshifts for a range of galaxy bias, magnification bias and $\delta G$ values. We assume throughout that the $B$ galaxies are completely screened while varying the screening felt by the $F$ galaxies; conversely, when investigating bias we fix $b_F$ and $s_F$. We see that $\delta G_F = 1/3$, which corresponds to complete unscreening in $f(R)$, changes the dipole by $\sim \text{few} \times 0.1\%$ for $z = 0.1, 0.3$, whereas at $z = 0.5, 0.8$ the change is $\sim \text{few} \times 1\% - 10\%$. A $\sim 10\%$ change in the galaxy bias changes the dipole by the same amount. Decreasing the magnification bias by a factor of $(2, 5)$ decreases the dipole by $\sim (10, 15)\%$ at all redshifts except $z = 0.8$ where the effect is slightly smaller. Interestingly, at $z = 0.8$ the percentage change due to screening is roughly the same as the effect of varying the bias in the range we consider. This shows that to able to detect the modification due to screening it will be necessary to know or model the galaxy bias to $\sim 0.1 - 1\%$ for $z = 0.1, 0.3$, but only $\sim 5, 10\%$ for $z = 0.5, 0.8$. It is also worth noting that the galaxy bias is typically measured in combination with $\sigma_8$ in clustering analyses, while breaking the degeneracy with $\sigma_8$ requires information from weak lensing. The magnification bias would need to be known to a within a factor $\sim 10$ to constrain screening parameters at low redshift, while at higher redshift it must be known to within a factor $\sim 2$.

Next we show in Fig. 4.6a the dipole for $f_{R0} = 10^{-5}$, which generates a cosmological-range fifth force. We see that the dipole changes by $\mathcal{O}(1)$ on scales $\lesssim 10$ Mpc, but less at higher redshift. For $z = 0.5$ and below the change is $\mathcal{O}(0.1 - 1\%)$ on scales $\gtrsim 20$ Mpc. Thus the effect from the change in background in $f(R)$ theories appears to
Figure 4.5: CF dipole for various values of local parameters in a ΛCDM background, as listed in the legend of subfigure (a) and the same in all cases. Changes are defined with respect to the fiducial values listed in Table 4.1. Each subfigure corresponds to a particular redshift, as indicated. The lower panels show the magnitudes of the percentage changes with respect to the fiducial ΛCDM dipole (grey line).
(a) The dipole for a range of models involving local screening and/or modification to the cosmological background. The solid line is the fiducial ΛCDM dipole at each redshift, which the percentage differences are defined relative to. Figure 4.6a. The change in the octopole for different local parameter values can be read off from Eq. 4.19. We scale the blue line down by a factor of 10 in the percentage change in order for it to fit on the plot: the true value is \(\sim 200\%\).

(b) The absolute value of the octopole for the same models as in Fig. 4.6a. The octopole changes by few \(\times 1\%\) for \(z = 0.1, 0.3\), whereas for \(z = (0.5, 0.8)\) it changes by \(\sim (10\%, 25\%)\). This always dominates over the effect of background modification only (no local screening). It is worth bearing in mind that in ΛCDM (and non-screened modified gravity), an octopole only arises due to the difference in magnification bias between the two galaxy populations, which is typically assumed to be zero. In this case any octopole would be a sign of screening. The results for any local parameter choices can be readily constructed as they simply multiply the curves in Fig. 4.6b.

To summarise the effects of modified gravity, we show in Fig. 4.7 the variation of the percentage change with redshift in the range \(0.1 < z < 0.8\), at a fiducial scale of 30 Mpc. It is worth remembering that the octopole is always negative for our parameter choices, and the effect of screening is to reduce the dipole (hence the red line lying below the green in Fig. 4.7a). We see that the octopole is very sensitive to screening parameters at high redshift even with \(s_B = 0.1\) (which determines the size of the
Figure 4.7: Absolute values of percentage change in the dipole and octopole under local screening and/or background modification as a function of redshift at a scale of 30 Mpc. The percentage difference is defined relative to ΛCDM with the fiducial parameters of Table 4.1. The points, connected by straight lines, indicate the specific redshifts at which we perform the calculation. The legend is the same in the two panels.

octopole in our ΛCDM model). The change in dipole due to local screening is at most $\mathcal{O}(10\%)$ at high $z$, while the effect of background modification in non-screened modified gravity is roughly independent of redshift.

Current measurements of the dipole, for example from the LOWz and CMASS samples of the BOSS survey (e.g. [154] fig. 7), have a signal to noise ratio (SN) of < 1 in the dipole. In addition to the relativistic effects considered here, there are other terms that contribute to this and are in fact larger, including the wide angle and large angle effects. It is shown in [154] that the current data from BOSS is only able to detect (at $\sim 2\sigma$) the large angle effect, which is is a geometrical combination of the monopole and quadrupole and hence contains no additional physical information. Thus the detection of relativistic effects in the dipole will require data from future surveys such as DESI and SKA. As the modifications due to screening are $\mathcal{O}(10\%)$ in the dipole at high redshift one would need SN$\gtrsim 10$ to detect them, while the detection of local screening at low redshift would require an additional order of magnitude improvement (along with more precise modelling of the bias parameters). While it will be challenging for future surveys to detect the dipole at SN=100 (e.g. it is forecast in [154] that DESI will reach S/N≈7), it is shown in [155] that a combination of SKA intensity maps and galaxy number counts can reach this sensitivity. Therefore it may be feasible for future surveys to probe both modified gravity in general, and screening in particular, through the dipole. To quantify the exact sensitivity to screening parameters, folding in uncertainties in growth rate and bias as well as cosmological variables such as $m_{\nu}$, $\Omega_m$ and $\sigma_8$, one could perform a Fisher forecast for next-generation experiments with cross-correlations of tracers. Any measurement of the octopole may provide information on modified gravity.

Finally, it is worth noting that while we have computed the effect of the fifth
force on the CF across a wide range of scales, in general we expect the force to be suppressed beyond the Compton wavelength of the field responsible for it. Given a Compton wavelength one can simply read off the change in the CF from Fig. 4.6 up to that scale, and assume a rapid transition back to ΛCDM beyond that. This applies only to the local fifth-force modification, however, and not the background. A completely self-consistent model would require solving the equation of motion for the field numerically given the mass distribution of the volume under consideration, while ensuring that the same fundamental theory parameters source both local screening and cosmic structure formation.

4.6 Summary and future work

We have calculated the effect of a screened fifth force on the parity-breaking correlation function (CF) obtained by cross-correlating two populations of galaxies that differ in properties relevant to their clustering. We show that this generates new terms in the dipole and octopole that are not present in ΛCDM, and in some cases neither in non-screened modified gravity theories. In particular, provided the magnification bias is the same between the two galaxy populations the octopole is only present under screening. In general this will not be true and thus the magnification bias will have to be corrected for. Should the octopole be detected it could provide a relatively clean probe of a screened fifth force.

The CF is also affected by cosmological modified gravity in the background, which alters the transfer function and growth rate. To model this we use a version of CAMB that has been modified [166] to implement Hu-Sawicki $f(R)$, a canonical chameleon-screened theory. We find that Hu-Sawicki models with a fifth force on the scales in which we are interested ($10^{-6} \lesssim f_{R0} \lesssim 10^{-5}$) lead to deviations of $\mathcal{O}(10\%)$ in the dipole. To model the effect of screening we assume bright galaxies are completely screened in the Euler equation (i.e. feel GR), whereas faint galaxies feel the full fifth force. This is, of course, an approximation that is unlikely to be true in a cosmological setting, however it allows us to estimate the strength of the signal to screening. For fifth-force strengths $\sim 10-100\%$ of Newtonian gravity this leads to further changes in the dipole and octopole of a few percent at redshifts below $z = 0.3$, while for higher redshifts, e.g. $z = 0.8$, the dipole and octopole can change by $\sim 10-20\%$. We also show that uncertainties in the magnification and galaxy bias affect the dipole at the $\sim 10\%$ level across the redshift range we consider, and therefore need to be known or modelled to this precision in order to extract information about screening.

Current state-of-the-art data from BOSS has signal to noise $< 1$ in the dipole, and is not therefore able to detect these effects [154]. However, upcoming DESI data will increase the signal to noise to $\sim 7$, which will provide sensitivity to interesting modified gravity modifications to the cosmological background and local screening parameters at $z \approx 0.8$. The effect of screening at lower redshift may also be detectable using cross-correlations of multiple tracers, for example SKA intensity maps with galaxy number counts from Euclid or DESI [155]. Another interesting prospect is the cross-correlation of galaxies with voids, which have negative bias and hence maximise the
bias difference with the bright galaxy sample. This would however render the effect of screening further subdominant to the ΛCDM dipole. As the magnification and galaxy bias affect even multipoles of the CF as well, the best way to constrain the combination of bias parameters and screening (which affects the odd multipoles) will be to do a joint inference on all multipoles simultaneously.

We have quantified modified gravity at the background level for the chameleon-screened Hu-Sawicki model of \( f(R) \) only. Our analytic result in Eq. 4.19, however, holds for all screened theories, including those that employ qualitatively different mechanisms such as Vainshtein. Even within the chameleon paradigm Hu-Sawicki \( f(R) \) covers only a small fraction of the parameter space. In Appendix C we cast the general action for chameleon screening into Horndeski form. Therefore, a natural follow up would be to investigate the parity-breaking CF across the full chameleon (or more general) parameter space in the background, which could be achieved by implementing the general action in a modified gravity Boltzmann code such as HiClass [153].

It is worth recalling here the assumptions that go into our analytic calculation of the correlation function, which may limit its scope:

- Our main assumption is that the effect of screening can be accounted for by a simple modification to the acceleration of the form Eq. 4.15, with constant \( δG \). This amounts to the approximation that the two sets of galaxies we are correlating are either completely screened or completely unscreened. In reality galaxies may be partly screened, and the fifth force may be sourced by only a fraction of the matter that sources the Newtonian force. This generically reduces \( δG \) below \( 1/3 \) in \( f(R) \), and hence reduces the magnitude of \( ξ^{(F)} \). To account for this fully one would need to solve the scalar field equations numerically given the density field surrounding the galaxies (e.g. [152]).

- We have shown that the halo/galaxy bias is degenerate with the strength of screening in the dipole. It is therefore important for the bias to be known or modelled accurately in order to extract the screening signal. An order \( \mathcal{O}(10\%) \) change in the bias at high redshifts\(^8\) (which is expected in \( f(R) \) theory, e.g. [171]) will lead to a change in the dipole of a similar magnitude. Thus we must be able to model the galaxy bias to percent level precision in modified gravity in order to isolate the screening signal. We have attempted to account for this by taking the bias, as a function of mass, from \( f(R) \) simulations [172], and accounting for the change in bias self-consistently as a function of redshift by using the using the \( f(R) \) growth factor. The octopole however is independent of halo/galaxy bias, making it a particularly robust probe of screened fifth forces.

- Assembly bias will generically lead to differences in the bias of the two galaxy populations at fixed halo mass, and more generally to deviations from the Sheth–Tormen prediction. It is also a function of modified gravity, as halos

\(^8\)This also depends on mass.
tend to form earlier in cosmologies with larger $f_{R0}$. A more precise understanding of this phenomenon will aid in distinguishing bias differences from effects related to screening.

The effect of the environment in which the galaxies form (represented by the trees in Fig. 4.1), could also contribute to the breaking of parity. For example, as bright galaxies are likely to have more dust around them than faint galaxies, a faint galaxy in front of a bright one will appear brighter than an identical one behind [176, 129].

The fully self-consistent way to account for all of these effects is to run numerical simulation of structure formation under screened modified gravity (e.g. [177, 178, 179, 180, 181]) and then compute the parity-breaking correlation function directly from the resultant galaxy density field. The advantage of our analytic approach is that it brings out the physical processes underlying such parity breaking and hence reveals novel features such as the presence of an octopole, which is not typically calculated in simulations. More detailed numerical modelling than we have performed will in any case likely be necessary to extract, validate and interpret a signal from data.

In summary, the effects of modified gravity in the parity-breaking CF could be probed in the near future with surveys such as DESI and SKA, with the best hope for constraining screening parameters coming from cross-correlation of tracers at multiple wavelengths. These analyses, augmented by numerical simulations, should be included in the fundamental physics agenda of large scale structure surveys in the coming decade.
Chapter 5

The effect on cosmological parameter estimation of a parameter dependent covariance matrix

5.1 Introduction

We are entering a phase in which cosmological galaxy surveys will have remarkable constraining power. This arises from the fact that they will cover large areas of the sky, to large depths and, in consequence, with a high number density [182, 183, 184, 185, 186, 187]. As a result, the statistical power of these surveys will be astounding. To access their scientific potential, it will be necessary to control any systematic effects with exquisite accuracy. While there has been much focus on the instrumental and astrophysical limitations of any particular survey, care is now being given to the analysis pipeline and the approximations which are currently being used. In this chapter we focus on one such aspect: the covariance matrix in the likelihood analysis used for constraining cosmological parameters.

Given a set of cosmological observations, for example in the form of a map, a galaxy catalogue, a correlation function or power spectrum, the process for estimating cosmological parameters is straightforward. One feeds the data into a likelihood function which assesses the likelihood of a given theory, given the data. With a judicious use of Bayes theorem, one explores a range of theoretical parameters (that can be cosmological but also can characterise underdetermined properties of the survey or astrophysical effects that may be present) to find the subspace of parameters which is most compatible with the data. In doing so, one also derives uncertainties on these parameters. It is therefore equally important for this procedure to produce unbiased parameter estimates and precise error bars.

There are a number of effects that can plague cosmological parameter estimation. For a start there are errors due to the inaccurate modelling of simulated data, $x(p)$ and the corresponding, covariance matrix $\Sigma$ estimated from them. These can come from
not understanding the underlying model (e.g. baryonic effects in the matter power spectrum [188, 189, 190, 191], the precise nature of the galaxy-matter connection [192, 193] or the impact of intrinsic alignments [194, 195]). Then there are errors due to incorrect assumptions about the statistics of the data and covariance matrix. For example there may be non-Gaussian corrections to $\Sigma$ (i.e. corrections associated to the non-Gaussian nature of the fields being correlated). Then there are errors due to an incorrect model of the likelihood (e.g. assuming a Gaussian function of the data vector by default). Finally, even within the Gaussian approximation, there are errors that may arise from ignoring the parameter dependence of the covariance matrix. It is on this last source of errors that we will focus in this chapter.

There is a growing literature on the accuracy of likelihood functions and its impact on parameter estimation. A key focus has been on how well one needs to know the covariance matrix and how Gaussian the likelihood function is. Covariance matrices are generally estimated from a large number of simulations; there is now a clear understanding of the errors associated with such a process and how to correct for them [196, 197, 198, 199, 200, 201, 202, 203, 204]. A recent proposal in [205] provides a novel data compression algorithm that reduces the number of simulations needed by a factor of 1000 to estimate the covariance matrix for Gaussianly distributed data. There have also been attempts at constructing better models, or approximations, for the likelihood function that include the fact that it may be non-Gaussian [206, 207].

There have been attempts to analytically calculate the non-Gaussian contributions to the covariance matrix. The authors of [208] use a perturbation theory approach to compute the non-Gaussian contribution of the matter power spectrum to 1-loop and compare the results to simulations. A linear response approach to calculating the non-Gaussian contribution of the covariance matrix is presented in [209, 210]. In the case of large-scale structure observables like the cosmic shear power spectrum, it has been pointed out that that the dominant contribution to the non-Gaussian covariance is the term that comes from super-sample covariance (SSC) [211]. Separate-universe simulations have been used to evaluate the response functions for various observables such as weak lensing and the matter power spectrum [212, 213].

In this chapter, our aim is to quantify the impact on parameter estimation of including (or not) the parameter dependence of the covariance matrix for upcoming photometric redshift surveys. Previous work on this topic has focused on the Fisher information of a parameter-dependent covariance in the two-point likelihood of Gaussian random fields [214], and on the overall parameter dependence of the cosmic shear two-point covariance [215], where the authors quantified the effect on the likelihood contours of $\sigma_8$ and $\Omega_m$, using both analytic and ray tracing simulations. Here we will focus on galaxy clustering and galaxy shear for a tomographic survey, and we will systematically analyse the effect of a parameter-dependent covariance matrix (including the effects of super-sample covariance) in terms of information content, parameter biases and final uncertainties.

The chapter is structured as follows. In Section 5.2 we present the various types of likelihoods which we will be studying and show how we can use the Fisher forecast formalism to find an estimate of the bias and errors of the model parameters; we consider a few simplified models to get an idea of what one should expect in the
more general, realistic case. In Section 5.3 we look at a realistic survey scenario, involving a combination of weak lensing and galaxy clustering and calculate the bias and compare the errors depending on the choice of likelihood. In Section 5.4 we discuss the implications of our results while in Appendix A we present a few, key, technical aspects of our calculation of the covariance matrix.

5.2 Approximating the likelihood

The aim of this section we quantify the impact of a parameter-dependent covariance on the bias and variance of parameter estimates. The impact of biases on the data vector has been quantified in e.g. [216, 217], and the parameter dependence of the covariance has been explored in [215, 218]. In particular we calculate the bias in inferred parameters explicitly due to the parameter dependence of the covariance matrix, which is a key result that hasn’t been calculated before as far as we know.

In general, for a Gaussian data vector \( d \), the likelihood is given by

\[
p(d|\bar{\theta}) = \frac{\exp \left[ -\frac{1}{2} (d - t)^T \Sigma^{-1} (d - t) \right]}{\sqrt{\det (2\pi \Sigma)}},
\]

where both the mean \( t \) and the covariance matrix \( \Sigma \) may in principle depend on the parameters \( \bar{\theta} \).

To begin with, we will start with the simple scenario, well known in the literature, in which the data is a single Gaussian sky map. It will be instructive to review some basic points about Gaussian likelihoods and the role covariance matrices play in them. In doing so, we will identify two approximations to the true likelihood function (for parameter-dependent and independent covariances) and how one might assess the difference in the parameter estimates they lead to.

5.2.1 Likelihoods and covariances: the case of a 2-dimensional Gaussian field

Consider the harmonic coefficients \( a_{\ell m} \) of a single full-sky map. Under the assumption that they are statistically isotropic, their covariance matrix is diagonal, and given by the angular power spectrum \( C_\ell \):

\[
\langle a_{\ell m} a_{\ell' m'}^* \rangle \equiv C_\ell \delta_{\ell \ell'} \delta_{mm'}.
\]

If we further assume that the mean of the map is zero, and that it is Gaussianly distributed, its likelihood is completely determined by the power spectrum, and takes the form:

\[
p(a_{\ell m}|\bar{\theta}) = \prod_{\ell} \exp \left[ -\frac{2\ell + 1}{2} \frac{C_\ell^n}{C_\ell} \right] (2\pi C_\ell)^{-\frac{2\ell + 1}{2}},
\]

where \( C_\ell^n \equiv \sum_{m=-\ell}^{\ell} |a_{\ell m}|^2 / (2\ell + 1) \) is the estimated power spectrum. For simplicity, let us focus on a single multipole order \( \ell \), and we will also use the goodness of fit
\[ G = -2 \log p. \] Assuming flat priors on all parameters, the posterior distribution for \( \tilde{\theta} \) is simply given by this likelihood, and therefore
\[
G(\tilde{\theta} | a_{\ell m}) = (2\ell + 1) \left[ \frac{C_{\ell}^{e}}{C_{\ell}} + \log(C_{\ell}) \right] + \text{const.} \quad (5.4)
\]

It is often desirable to compress the data into a quadratic summary statistic, such as \( C_{e\ell} \). If we consider \( C_{e\ell} \) to be the data, then the likelihood is described by the Wishart distribution [219] given by
\[
G_{\text{exact}}(\tilde{\theta} | C_{e\ell}) = (2\ell + 1) \left[ \frac{C_{e\ell}}{C_{\ell}} + \log C_{\ell} - \frac{2\ell - 1}{2\ell + 1} \ln(C_{e\ell}) \right] \text{constant}, \quad (5.5)
\]
where we have used the label “exact” to distinguish this distribution from the two approximations below. The extra term in this expression is a Jacobian/volume term that comes about due to the change of variables from \( a_{e\ell m} \) to \( C_{e\ell} \). This expression effectively tells us that \( z = (2\ell + 1)C_{e\ell}/C_{\ell} \) obeys a \( \chi^2_{2\ell + 1} \) distribution.

For any distribution \( G \), the Fisher information matrix is given by
\[
\mathcal{F}_{\mu \nu} = \frac{1}{2} \langle \partial_{\mu} \partial_{\nu} G \rangle, \quad (5.6)
\]
where we have used the shorthand \( \partial_{\mu} = \partial/\partial \theta^\mu \equiv \partial/\partial \tilde{\theta} \). For the exact likelihood in Eq. 5.5 we find
\[
\mathcal{F}_{\mu \nu}^{\text{exact}} = \frac{2\ell + 1}{2} \frac{\partial_{\mu} C_{\ell} \partial_{\nu} C_{\ell}}{C_{e\ell}} \quad (5.7)
\]

Until now, all our calculations have been exact in the limit of Gaussian, full-sky maps. Let us now consider a simplification that can be made if we assume that \( C_{e\ell} \) itself is Gaussianly distributed. This is a valid approximation in the large-\( \ell \) limit, since the number of independent modes contributing to a given \( C_{\ell} \) grows like \( \ell \), and the Central Limit Theorem (CLT) eventually applies. Of course, one has to determine what sufficiently Gaussian means - the Planck likelihood code uses \( \ell < 29 \) as a low \( \ell \) cutoff for its likelihoods (for lower \( \ell \)'s it uses a pixel based likelihood), thus one can use this as a heuristic value for when Gaussianity is a good approximation. In this approximation, and under the assumption that the covariance is parameter-independent, the likelihood takes the form
\[
G_{\text{PI}}(\tilde{p} | C_{e\ell}) \simeq \tilde{G}(\tilde{p} | C_{e\ell}) = \left( \frac{C_{e\ell} - C_{\ell}}{\Sigma_{\ell}} \right)^2, \quad (5.8)
\]
where the label PI identifies this distribution with the case of a “parameter-independent” covariance matrix, and where we have defined the power spectrum covariance \( \Sigma_{\ell} \)
\[
\langle C_{e\ell} C_{e\ell}^{\prime} \rangle - \langle C_{e\ell} \rangle \langle C_{e\ell}^{\prime} \rangle \equiv \Sigma_{\ell} \delta_{\ell \ell}^{\prime}. \quad (5.9)
\]
Wick’s theorem can be used to relate \( \Sigma_{\ell} \) to the underlying fiducial power spectrum \( C_{\ell}^{f} \), finding the well-known result
\[
\Sigma_{\ell} = \frac{2C_{\ell}^{f}}{2\ell + 1}, \quad (5.10)
\]
where $C_f^\ell$ is a fiducial power spectrum which is independent of the cosmological parameters. One can show that this approximation can be obtained by Taylor expanding Eq. 5.5 in $\xi = (C_\ell - C_e^\ell)/C_e^\ell$ to get

$$\tilde{G}(\theta|C_e^\ell) = (2\ell + 1) \left[ \frac{1}{2} \xi^2 + \frac{2}{2\ell + 1} \log C_e^\ell \right] + \text{constant} \quad (5.11)$$

and assuming $C_e^\ell \simeq C_f^\ell$.

This approximate likelihood is similar to the original exact likelihood in two ways. First, their Fisher matrices coincide if $C_f^\ell$ is the true underlying power spectrum

$$F_{\mu\nu}^{\text{PI}} = \frac{2\ell + 1}{2} \frac{\partial_{\mu}C_\ell}{C_f^\ell} \frac{\partial_{\nu}C_\ell}{C_f^\ell}. \quad (5.12)$$

Secondly, in the simplest case, where our only free parameter is the amplitude of the power spectrum itself (i.e. $\theta \equiv C_\ell$), both likelihoods yield unbiased maximum likelihood estimators for this parameter:

$$\hat{C}_{\ell}^\text{exact} = \hat{C}_{\ell}^{\text{PI}} = C_e^\ell, \quad \langle C_e^\ell \rangle = C_f^\ell \quad (5.13)$$

Consider now a different approach and take the large $\ell$ limit of Eq (5.5). Applying the CLT we have that $\xi$ obeys a Normal distribution, $N[0, 1/(2\ell + 1)]$, i.e.:

$$G_{\text{PD}}(\theta|C_\ell) = \log(\Sigma_\ell) + \frac{(C_\ell - C_e^\ell)^2}{\Sigma_\ell} \quad (5.14)$$

where now the covariance matrix

$$\Sigma_\ell = \frac{2}{2\ell + 1} C_e^2 \quad (5.15)$$

depends on $\theta$ (and hence the label “PD”). Accounting for this parameter dependence, the Fisher matrix for this distribution is

$$F_{\mu\nu}^{\text{PD}} = \frac{2\ell + 5}{2} \frac{\partial_{\mu}C_\ell}{C_f^\ell} \frac{\partial_{\nu}C_\ell}{C_f^\ell}, \quad (5.16)$$

and the maximum likelihood estimator for the power spectra is

$$\hat{C}_{\ell}^{\text{PD}} = C_e^\ell \frac{2\ell + 1}{4} \left[ \sqrt{1 + \frac{8}{2\ell + 1} - 1} \right] \simeq C_e^\ell \left[ 1 - \frac{2}{2\ell + 1} \right], \quad (5.17)$$

where in the second line we have kept only the first-order term of the large-$\ell$ expansion of the first line. Therefore, $G^{\text{PD}}$ reduces to $G^{\text{exact}}$ in the large-$\ell$ limit.

We thus see that in this particular case, while assuming a parameter independent covariance matrix may lead to unbiased parameter estimates, it necessarily leads to a mis-estimate of the parameter uncertainties (unless the chosen fiducial covariance $\Sigma_f^\ell$ is the underlying true one). A parameter dependent covariance matrix (assuming
a Gaussian approximation for the likelihood) leads to both biased parameter estimates and a misestimate of the uncertainties but there is a well defined limit in which it recovers both correctly and this limit is set by the number of modes being considered in the analysis. This point was made by [214], who also show that using a parameter-dependent covariance when approximating the two-point likelihood of Gaussian random fields is formally incorrect.

The question then arises: how important, in practice, is the parameter dependence in the process of parameter estimation from current and future data sets? In this chapter, we go beyond the simple analysis of 2D full-sky Gaussian fields presented here to consider the case of tomographic analyses with non-Gaussian contributions to the covariance matrix.

5.2.2 Likelihoods and covariances: the general case

The aim of this section is to derive approximate expressions for the parameter uncertainties and biases associated to the parameter dependence of the covariance matrix. Using the identity \( \log \det M = \text{Tr} \log M \), let us start by writing the goodness of fit for the generic multi-variate Gaussian distribution (Eq. 5.1) as

\[
G_{\text{gen}}(d|\vec{\theta}) = (d - t)^T \Sigma^{-1} (d - t) + \text{Tr} (\log \Sigma).
\]  
(5.18)

Let us now define three sets of parameters

1. \( \vec{\theta}_T \): the true parameters that generate the data.
2. \( \vec{\theta}_{PD} \): the maximum-likelihood parameters found by minimizing \( G_{PD} \), the version of \( G_{\text{gen}} \) in which the covariance matrix depends on \( \vec{\theta} \).
3. \( \vec{\theta}_{PI} \): the maximum-likelihood parameters found by minimizing \( G_{PI} \), the version of \( G_{\text{gen}} \) in which the covariance matrix does not depend on \( \vec{\theta} \).

\( \vec{\theta}_T \) generate the data in the sense that 

\[
\langle d \rangle = t(\vec{\theta}_T)^1 \quad \text{and} \quad \left \langle [d - t(\vec{\theta}_T)] [d - t(\vec{\theta}_T)]^T \right \rangle = \Sigma(\vec{\theta}_T).
\]  
(5.19)

We will also assume that the PI likelihood uses the true covariance as the fiducial one, i.e. \( \Sigma^f = \Sigma(\vec{\theta}_T)^2 \). This will allow us to isolate the impact of the parameter dependence from the systematics effects associated with using an inaccurate covariance matrix. For brevity, we will often use the shorthand \( \Sigma_T = \Sigma(\vec{\theta}_T) \). Note that, at this stage, we have not made any statements about the validity of either \( G_{PI} \) or \( G_{PD} \),

---

1We note that this assumes that the theory we have, in this case \( \Lambda CDM \), is the true theory of the universe. This of course may not be true however answering that question is tangential to the goal of this chapter and thus we do not address this further.

2Note that this choice only simplifies the calculations, but does not affect our results. Choosing any other fiducial point (\( \vec{\theta}_{PD} \), or \( \vec{\theta}_{PI} \) for example) only leads to second-order corrections.

3Note however, that as pointed out in [214] and in Section 5.2.1 there is a clear distinction between both for Gaussian random fields, and using a parameter-dependent covariance produces fictitious information.
and we will focus only on the comparison of their associated parameter uncertainties and on their relative bias.

By definition
\[
\frac{\partial G_{PD}}{\partial \theta} \bigg|_{\theta_{PD}} = 0.
\]
(5.20)

Writing \( \theta_{PD} = \theta_{PI} + \Delta \theta \) and \( G_{PD} = G_{PI} + \Delta G \) we can expand the equation above to linear order, to find
\[
\frac{\partial^2 G_{PI}}{\partial \Delta \theta \partial \theta} \bigg|_{\theta_{PI}} \Delta \theta + \frac{\partial \Delta G}{\partial \theta} \bigg|_{\theta_{PI}} = 0,
\]
(5.21)

where \( \partial/\partial \theta \) and \( \partial^2/\partial \theta \partial \theta \) is shorthand for the parameter gradient and Hessian matrix respectively. Taking the expectation value of the equation above, the parameter bias can be estimated in this approximation as
\[
\Delta \theta = -\frac{1}{2} F_{PI}^{-1} \left\langle \frac{\partial \Delta G}{\partial \theta} \right|_{\theta_{PI}} \right\rangle,
\]
(5.22)

where \( F_{PI} \) is the Fisher matrix for the parameter-independent case, given simply by
\[
F_{PI,\mu \nu} \equiv \partial_{\mu} t^T \Sigma^{-1} \partial_{\nu} t.
\]
(5.23)

To evaluate \( \Delta \theta \) for the distribution in Eq. 5.18, let us start by writing \( \Delta G \) to first order in \( \Delta \Sigma \equiv \Sigma - \Sigma_T \)
\[
\Delta G = -(d - t)^T \Sigma_T^{-1} \Delta \Sigma \Sigma_T^{-1} (d - t) + \text{Tr} \left( \Sigma_T^{-1} \Delta \Sigma \right).
\]

Differentiating with respect to \( \theta \) we obtain
\[
\partial_{\mu} \Delta G = 2 \partial_{\mu} t^T \Sigma_T^{-1} \Delta \Sigma \Sigma_T^{-1} (d - t) + \text{Tr} \left[ \Sigma_T^{-1} \partial_{\mu} \Sigma \left( \Sigma_T^{-1} (d - t)(d - t)^T - 1 \right) \right],
\]

where in the second line we have used the fact that \( \partial_{\mu} \Delta \Sigma \equiv \partial_{\mu} \Sigma \). Before continuing, it is important to note that, according to Eq. 5.22, we must evaluate this expression at the parameter-independent best fit \( \theta_{PI} \). This best fit satisfies
\[
\frac{\partial G_{PI}}{\partial \theta_{\mu}} \bigg|_{\theta_{PI}} = -2 \partial_{\mu} t^T \Sigma_T^{-1} (d - t) = 0.
\]
(5.24)

Now let us define \( \delta d \equiv d - t(\Delta \theta) \) and \( \delta \theta \equiv \theta_{PI} - \theta_T \). To linear order in \( \delta \theta \), the equation above reads
\[
\partial_{\mu} t^T \Sigma_T^{-1} \left( \delta d - \partial_{\mu} t \delta \theta_{\nu} \right) = 0,
\]
(5.25)

and we can solve for \( \delta \theta \) as
\[
\delta \theta = F_{PI}^{-1} \frac{\partial t^T}{\partial \theta} \Sigma_T^{-1} \delta d
\]
(5.26)
or, equivalently
\[
d - t(\theta_{PI}) = \left[ 1 - \frac{\partial t^T}{\partial \theta} F_{PI}^{-1} \frac{\partial t^T}{\partial \theta} \Sigma_T^{-1} \right] \delta d.
\]
(5.27)
Substituting this in Eq. 5.24, making use of the fact that \( \langle \delta d \rangle = 0 \) and \( \langle \delta d \delta d^T \rangle \equiv \Sigma_T \), and after a little bit of algebra, we obtain

\[
\left\langle \frac{\partial \Delta G}{\partial \theta_\mu} \bigg|_{\tilde{\theta} \text{PI}} \right\rangle = -\text{Tr} \left[ \Sigma_T^{-1} \frac{\partial \Sigma}{\partial \theta_\mu} \Sigma_T^{-1} \frac{\partial t}{\partial \theta} \Sigma_T^{-1} \frac{\partial t}{\partial \theta}^T \right].
\]

(5.28)

With index notation then, the parameter bias is

\[
\Delta \theta_\mu = -\frac{1}{2} \mathcal{F}_{\text{PD},\mu\nu} \mathcal{F}_{\text{PD},\rho\tau} \partial_\rho t^T \Sigma^{-1} \partial_\nu \Sigma \Sigma^{-1} \partial_{\rho} \Sigma \Sigma^{-1} \partial_{\tau} t.
\]

(5.29)

This is a key result of our chapter.

The effect of the parameter-dependent covariance on the final parameter uncertainties can be taken into account simply by accounting for this parameter dependence when deriving the Fisher matrix. Such a calculation yields [40]

\[
\mathcal{F}_{\text{PD},\mu\nu} = \mathcal{F}_{\text{PL},\mu\nu} + \frac{1}{2} \text{Tr} \left[ \partial_\mu \Sigma \Sigma^{-1} \partial_\nu \Sigma \Sigma^{-1} \right].
\]

(5.30)

The parameter uncertainties can then be estimated by inverting the Fisher matrix in either case.

### 5.2.3 Large-scale structure likelihoods

Let us now specialise the discussion in the previous section to the case of a data vector made up of the collection of auto- and cross-power spectra between different sky maps, each labelled by a roman index (e.g. \( a_i^{\ell m} \) labels the harmonic coefficients of the \( i \)-th). In general, each sky map will correspond to an arbitrary projected astrophysical field, and the discussion below covers this general case. However, here we will only consider maps from two types of tracers, the galaxy number overdensity \( \delta_g \) and the cosmic shear \( \gamma \), each measured in a given tomographic redshift bin. The cross-power spectrum between two fields is

\[
\langle a_i^{\ell m} a_j^{\ell' m'} \rangle = C^{ij}_{\ell} \delta_{\ell \ell'} \delta_{mn}.
\]

(5.31)

\( C^{ij}_{\ell} \) can be related in general to the matter power spectrum in the Limber approximation [220] through [221]

\[
C^{ij}_{\ell} = \int_0^\infty d\chi q^i(\chi) q^j(\chi) \frac{P(z(\chi), k = \frac{\ell + 1/2}{\chi})}{\chi^2},
\]

(5.32)

where the window functions for \( \delta_g \) and \( \gamma \) are

\[
q^i_{\delta}(\chi) = b(\chi) \frac{dn^i}{dz}(\chi) \frac{H(\chi)}{\chi}
\]

(533)

\[
q^i_{\gamma}(\chi) = \frac{3H_0^2\Omega_M}{2a(\chi)} \int_\chi^{\chi'} d\chi' \frac{dn^i}{dz}(\chi') \frac{\chi' - \chi}{\chi' \chi^2}.
\]

(5.34)
Here $b(\chi)$ is the linear galaxy bias, $dn_i/dz$ is the redshift distribution of lens or source galaxies respectively in the $i$-th redshift bin, normalised to 1 when integrated over the full redshift range, and $\chi_H$ is the distance to the horizon.

Since our data vector is an ordered list of cross-power spectra between different pairs of maps $(ij)$ at different scales $\ell$, the covariance matrix depends on 6 indices

$$\Sigma_{mn,\ell}^{ij,\ell} \equiv \langle C_{ij}^{\ell} C_{mn}^{\ell} \rangle .$$ (5.35)

In order to account for the non-Gaussian nature of the late-times large-scale structure, we estimate the covariance matrix as a sum of both the Gaussian and super-sample covariance (SSC) contributions [222, 208]

$$\Sigma = \Sigma_G + \Sigma_{SSC}.$$ (5.36)

We neglect other non-Gaussian corrections from the connected trispectrum, which are known to be subdominant with respect to the SSC contribution, at least for cosmic shear studies [211].

Note that it is important to account for non-Gaussian contributions coupling different scales in order to address the relevance of the parameter dependence of the covariance matrix. As discussed in Section 5.2.1, for a single Gaussian map, the relative bias between the PI and PD likelihoods drops like $\sim 1/\ell$ for a single multipole order (see Eq. 5.17), and therefore as $\sim 1/\ell_{\text{max}}^2$ for a maximum multipole $\ell_{\text{max}}$, becoming negligible for a sufficiently large number of modes. This will in general also be true for an arbitrary number of maps, since the same arguments hold for each of the independent eigenmaps that diagonalize $C_{ij}^{\ell}$. Non-Gaussian contributions to $\Sigma$ will couple different scales, effectively reducing the number of independent modes, and therefore may enhance the impact of the parameter-dependent covariance.

The Gaussian contribution to the covariance matrix can be estimated as [223]

$$(\Sigma_G)_{mn,\ell}^{ij,\ell} = \delta_{\ell\ell'} \frac{C_{im}^{\ell} C_{jn}^{\ell} + C_{in}^{\ell} C_{jm}^{\ell}}{f_{\text{sky}}(2\ell + 1)}. $$ (5.37)

Note that we account for an incomplete sky coverage by scaling the full-sky covariance by $1/f_{\text{sky}}$ to account for the reduced number of available modes. This is not correct in detail, since measurements on a cut sky induce mode correlations, but it is a good enough approximation for forecasting [224]. It is also important to note that the power spectra entering Eq. 5.37 must contain both signal and noise contributions. The former are given by Eq. 5.32, while the latter are

$$N_{\ell}^{ij} = \frac{1}{n_g^i} \delta_{ij}, \quad N_{\gamma}^{ij} = \frac{\Sigma_\gamma^2}{n_g^i} \delta_{ij},$$ (5.38)

where $n_g^i$ is the mean angular number density of objects in the $i$-th redshift bin, and $\Sigma_\gamma = 0.28$ is the intrinsic ellipticity dispersion per component.

We compute the SSC contribution to the covariance matrix as described in appendix A. However, ignoring this contribution for the moment, we can use the simple dependence of the Gaussian covariance with $f_{\text{sky}}$ to study the importance of a
Figure 5.1: Left: distribution of maximum-likelihood estimates of an overall power spectrum amplitude parameter in the case of parameter-dependent (red) and parameter-independent (blue) covariances. The parameter dependence of the covariance matrix causes a downwards relative bias with respect to the parameter-independent case, as well as a mild shrinkage of the parameter uncertainties. Results are shown for a small maximum multipole ($\ell_{\text{max}} = 10$ in order to highlight the effects of the parameter dependence. Right: relative bias (red) and shift in uncertainties (blue) due to the parameter dependence of the covariance matrices as a function of the maximum multipole $\ell_{\text{max}}$ (note that both quantities are normalized by the parameter-independent error bars). The red circles show the values found by directly evaluating the exact likelihood for $10^6$ simulations, while the solid lines show the values found in our Fisher matrix approximation. The Fisher approach is able to reproduce the exact result with good accuracy for both quantities, slightly over-estimating the bias for small $\ell_{\text{max}}$. 
parameter-dependent covariance matrix as a function survey properties. Simple inspection of Eq. 5.22 shows that, since $F_{\text{PI}} \propto f_{\text{sky}}$, the parameter bias scales like $\propto f_{\text{sky}}^{-1}$. On the other hand, the effect on parameter uncertainties is

$$
\Sigma_\mu = \sqrt{(F^{-1})_{\mu\mu}} \quad (5.39)
$$

$$
= \sqrt{(F_{\text{PI}} + \Delta F)_{\mu\mu}} \quad (5.40)
$$

$$
\simeq \Sigma_{\mu}^{\text{PI}} - \frac{1}{2} \left( \frac{F_{\text{PI}}^{-1} \Delta F F_{\text{PI}}^{-1}}{\Sigma_{\mu}^{\text{PI}}} \right)_{\mu\mu}, \quad (5.41)
$$

where $\Delta F$ is the second term in Eq. 5.30, and in the last line we have expanded to first order in this parameter. Since $\Delta F$ does not scale with $f_{\text{sky}}$, the correction to the parameter errors (given by the second term above) is $\propto f_{\text{sky}}^{-3/2}$. Thus, in general the relevance of a parameter-dependent covariance matrix will decrease with the surveyed area. This results holds also in the presence of non-Gaussian contributions to the covariance. The SSC term arises from the non-linear coupling induced between different modes by the presence of super-survey, long-wavelength modes. Its impact will therefore increase for smaller sky areas, and therefore we can expect it to induce a slightly steeper dependence on $f_{\text{sky}}$ than the purely Gaussian case.

The expected behaviour with the smallest scale included in the analysis $\ell_{\text{max}}$ is also similar: increasing the number of modes reduces the relative impact of the parameter-dependent covariance. The non-Gaussian terms can somewhat modify this behaviour, due to mode coupling. However, the relative impact of the SSC contribution will also decrease for larger survey areas, or for more noise-dominated datasets.

### 5.2.4 Analytic example: the power spectrum amplitude

Before we study the importance of the parameter dependence in the covariance matrix in detail for the case of tomographic large-scale structure datasets, let us examine a particularly simpler scenario: a single sky map, and a single parameter quantifying the overall amplitude of the power spectrum (for instance, this would correspond to the case of $A_s$ or $\Sigma_8$ for linear power spectra). In this case, we can calculate the impact of the parameter-dependent covariance exactly, and therefore it allows us to quantify the validity of the Fisher approximations derived in the previous section. Let us label the amplitude parameter $A$, such that our model for the measured angular power spectrum is related to the a fiducial one as

$$
C_\ell = AC_\ell^f. \quad (5.42)
$$

We will assume a fiducial value of $A = 1$, and consider a purely Gaussian covariance with no noise

$$
\Sigma_{\ell\ell'} = \frac{(AC_\ell^f)^2}{n_\ell} \delta_{\ell\ell'}, \quad (5.43)
$$

where $n_\ell = \ell + 1/2$. 
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On the one hand, the parameter-dependent and independent likelihoods are (up to irrelevant constants) given by

\[
G_{PD}(A) = \sum_{\ell=0}^{\ell_{\text{max}}} n_{\ell} \left( \frac{r_{\ell}}{A} - 1 \right)^2 + 2(\ell_{\text{max}} + 1) \ln(A) \\ (5.44)
\]

\[
G_{PI}(A) = \sum_{\ell=0}^{\ell_{\text{max}}} n_{\ell} (r_{\ell} - A)^2 , \\
(5.45)
\]

where \( r_{\ell} = C_{\ell}^d / C_{\ell}^f \), and \( C_{\ell}^d \) is the measured power spectrum. The maximum-likelihood solutions for \( A \) for a given realisation of the data then are

\[
\hat{A}_{PD} = \frac{S_1}{2(\ell_{\text{max}} + 1)} \left[ \sqrt{1 + 4(\ell_{\text{max}} + 1)S_2 / (S_1)^2} - 1 \right] \\ (5.46)
\]

\[
\hat{A}_{PI} = \frac{S_1}{S_0} \\
(5.47)
\]

where \( S_n = \sum_{\ell} n_{\ell} r_{\ell}^{n} \). On the other hand, our Fisher predictions for the parameter bias and the parameter-independent and parameter-dependent errors (Eqs. 5.29 and 5.30) are

\[
\langle \Delta A \rangle = -(S_0)^{-1} = -\frac{2}{(\ell_{\text{max}} + 1)^2}, \quad (5.48)
\]

\[
\Sigma_{PI}(A) = (S_0)^{-1/2} = \frac{\sqrt{2}}{\ell_{\text{max}} + 1}, \quad (5.49)
\]

\[
\Sigma_{PD}(A) = \Sigma_{PI}(A) \left[ 1 + \frac{4}{(\ell_{\text{max}} + 1)^2} \right]^{-1/2} \quad (5.50)
\]

where \( \ell_{\text{max}} \) is the maximum multipole included in the analysis.

To validate these results, we generate \( 10^6 \) random Gaussian realisations of \( r_{\ell} \) with standard deviation \( \Sigma_{\ell} = n_{\ell}^{-1/2} \), and compute \( \hat{A}_{PD} \) and \( \hat{A}_{PI} \) for each of them. We then evaluate the mean and standard deviation of both quantities and compare them with the approximate results in Eqs. 5.48, 5.49 and 5.50. The results of this validation are shown in Figure 5.1. The left panel shows an example of the distributions of \( \hat{A}_{PI} \) (blue) and \( \hat{A}_{PD} \) (red) for the case of \( \ell_{\text{max}} = 10 \). As discussed above, the small number of modes in this case highlights the relevance of the parameter-dependent covariance, which produces a noticeable relative bias on \( A \) and a decrease in its uncertainty [219].

The right panel then shows the relative parameter bias and shift in uncertainties normalised by \( \Sigma_{PI} \) as a function of \( \ell_{\text{max}} \) for the simulated likelihoods (circles) and for our Fisher predictions (solid lines). The Fisher approximation is remarkably good, and remains accurate at the 10% level even for low values of \( \ell_{\text{max}} \sim 30 \).

5.3 Forecasts

We apply the results discussed in the previous section to the case of imaging surveys targeting a joint analysis of galaxy clustering and weak lensing. We start by describing
the assumptions we use to quantify the expected signal and noise of these surveys and then present our results regarding the relevance of the parameter dependence of the covariance matrix.

5.3.1 Survey specifications

We assume an LSST-like survey. For simplicity we assume the same redshift distribution for the clustering and lensing samples with a redshift dependence [7]

$$\frac{dN}{dz} \propto z^2 \exp \left[ -\left( \frac{z}{z_0} \right)^\alpha \right], \quad (z_0, \alpha) = (0.12, 0.7), \quad (5.51)$$

and a total number density $n_g = 27 \text{arcmin}^{-2}$. We split the total sample into 10 photometric redshift bins with approximately equal number of galaxies in each bin. The redshift distributions for each bin are calculated assuming Gaussian photometric redshift uncertainties with a standard deviation $\Sigma_z = 0.05 (1 + z)$. These are shown in Figure 5.2.

We produce forecasts for a set of 4 cosmological parameters: the fractional matter density $\Omega_M$, the matter power spectrum amplitude $\Sigma_8$ and equation of state parameters $w_0$ and $w_a$. The forecasts presented below are marginalized over 6 nuisance parameters corresponding to the values of the linear galaxy bias in 6 redshift nodes $z = (0.25, 0.75, 1.25, 1.85, 2.60, 3.25)$. We assume a linear dependence with redshift between these nodes, and our fiducial bias values correspond to $b(z) = 1 + 0.84 z$ [225]. Since the aim of this work is to explore the impact of parameter-dependent covariances, and not to produce forecast of the expected cosmological constraints, we do not consider any other sources of systematic uncertainty, such as intrinsic alignments, multiplicative shape biases or photometric redshift systematics.

Finally, our fiducial forecasts assume a sky fraction $f_{\text{sky}} = 0.4$, as expected for LSST, and a constant scale cut $\ell_{\text{max}} = 3000$ for all redshift bins. A more realistic choice of scale cuts would be motivated by modelling uncertainties, by removing all
scales smaller than the physical scale of non-linearities $k_{NL}$, necessarily in a redshift-dependent way. By not removing these scales at low redshifts ($\ell_{NL}(z = 0.5) \simeq k_{NL}d(z = 0.5) \approx 400$ for $k_{NL} = 0.3 \, h \, Mpc^{-1}$), our fiducial choice emphasizes the role of super-sample covariance, potentially highlighting the effects of parameter dependence in the covariance. At the same time, we have seen that these effects become less relevant as we increase the number of independent modes, and therefore we will also present results as a function of $\ell_{max}$ and $f_{sky}$.

### 5.3.2 Results

We compute the Fisher matrices for parameter-dependent and independent covariances as well as the bias due to the parameter dependence as described in Section 5.2.2, using Eqs. 5.23, 5.30 and 5.29. Here $t$ is the vector of all possible cross-power spectra between two tracers ($\delta_g$ or $\gamma$) in any pair of redshift bins, calculated using Eq. 5.1 (with noise power spectra given by Eq. 5.38), and $\Sigma$ is the covariance matrix of this data vector, calculated as in Eq. 5.36. To compute all angular power spectra we use the Core Cosmology Library\(^4\) [226], which we also modified to provide estimates of the super-sample covariance as described in Appendix A. Note that, we do not compute power spectra and covariance matrices for all integer values of $\ell$. Instead, we use 15 logarithmically-spaced bandpowers between $\ell = 20$ and $\ell = 3000$.

We report our results in terms of the relative parameter biases and the relative

\[^4\text{https://github.com/LSSTDESC/CCL}\]
error differences
\[
\frac{\Delta \theta_{\mu}}{\Sigma_{\text{PI},\mu}}, \quad \frac{\Delta \Sigma_{\mu}}{\Sigma_{\text{PI},\mu}} = \frac{\Sigma_{\text{PI},\mu} - \Sigma_{\text{PD},\mu}}{\Sigma_{\text{PI},\mu}},
\]
where $\Sigma_{\text{PI}}$ and $\Sigma_{\text{PD}}$ are computed from the inverse of the corresponding Fisher matrices. Results are reported for the 4 cosmological parameters ($\Omega_M$, $\sigma_8$, $w_0$, $w_a$). Since the aim of this chapter is to study the relevance of the parameter dependence in the covariance matrix, and not to produce cosmological forecasts for future surveys, we do not report absolute errors on these parameters.

Figure 5.3 shows the relative difference in the statistical uncertainties as a function of sky area for a fiducial $\ell_{\text{max}} = 3000$. Results are shown for galaxy clustering, weak lensing and for the combination of both. We also show the impact of the super-sample contribution to the covariance matrix by displaying results with (solid) and without it (dashed). In all cases, the information contained in the covariance matrix is very small, and would only lead to a $\sim 20\%$ suppression of the uncertainties for the smallest sky areas ($\sim 0.5\%$ of the sky), corresponding to e.g. CFHTLens [227] or the first data release of HSC [187]. The effect becomes even less important for larger sky areas, as more independent modes become available and concentrate most of the information on the power spectrum. For LSST-like areas ($f_{\text{sky}} \simeq 0.4$) the effect is, at most, of the order of $1\%$ of the statistical uncertainties.

The same results are shown in Figure 5.4 for the relative parameter biases, and similar conclusions hold. The effects are always smaller than $\sim 0.3\Sigma$ on small survey areas, and get suppressed to a percent fraction of the statistical uncertainties for larger areas. While these effects are small, it is interesting to note that they are enhanced by considering a more accurate model of the covariance matrix that includes the SSC term. Thus we see once again the effect of the super-sample covariance inducing a statistical coupling between modes which then reduces the effective number of independent degrees of freedom and and enhances the relative information content of the covariance matrix.
Figure 5.5: Left: relative error difference due to a parameter-dependent covariance for the four cosmological parameters studied here as a function of the maximum multipole $\ell_{\text{max}}$ included in the analysis for a fiducial sky fraction $f_{\text{sky}} = 0.4$. Right: same as the left panel for the relative parameter bias. As expected, the impact of the parameter dependence grows as we reduce the number of independent modes used in the analysis. In all cases, the effect is smaller than $\sim 20\%$ of the statistical uncertainties, even for $\ell_{\text{max}} \sim 20$, and becomes percent-level for realistic values ($\ell_{\text{max}} \sim 1000$).

For a fixed LSST-like sky fraction ($f_{\text{sky}} = 0.4$), Figure 5.5 shows the impact of the parameter dependence of the covariance matrix as a function of the maximum multipole $\ell_{\text{max}}$ included in the analysis. Results are shown for the error difference (left panel) and biases (right panel), and we also show the impact of the super-sample covariance term. Again, as expected based on our discussion in Section 5.2, the information content of the covariance matrix decreases as more independent modes are included in the analysis. The impact, both on the uncertainties and on the parameter biases, is smaller than $\sim 20\%$ of the overall statistical error budget (and this only for $\ell_{\text{max}} = 20$). For more realistic scale cuts ($\ell_{\text{max}} \sim 1000$), the effect is suppressed to the level of $O(1\%)$.

5.4 Summary

In the era of precision cosmology it is becoming increasingly important to understand the systematic and statistical errors that occur during parameter estimation. In this chapter we have analysed the effect of using a likelihood with a parameter dependent covariance matrix on the inference of cosmological parameters. The computation of covariance matrices for large-scale structure surveys is a numerically complex problem for which multiple approaches have been proposed in the literature. Therefore, assessing the need to estimate the covariance at every point of a given likelihood evaluation, rather than estimating it only once for a set of parameters sufficiently close to the maximum likelihood, is important for future surveys, where covariance estimation will become more computationally demanding.

We have focused our analysis on the two main aspects of parameter inference:
final statistical uncertainties and parameter biases. For multivariate Gaussian likeli-
hoods, we have quantified the impact on the statistical errors using a standard Fisher
matrix approach that accounts for the parameter dependence of both the mean and
covariance (Eq. 5.30). We have also derived an expression to estimate the expected
parameter bias by expanding the likelihood around its maximum. The resulting ex-
pression (Eq. 5.29) is easy to calculate and has not been presented before to our
knowledge. We have evaluated the accuracy of this approximation by comparing its
predictions with the analytical solutions available for a simplified case involving a
single amplitude parameter and a single sky map (Section 5.2.4). This exercise shows
that our approximate estimates are indeed accurate as long as the true parameter
bias is small, and that, if anything, our approximations will slightly overestimate this
bias. The methods used here are therefore perfectly applicable to the case we study,
and a more computationally expensive approach involving a full evaluation of the
likelihood through Monte-Carlo methods is unlikely to yield different results.

We have then evaluated the parameter shifts and error differences for the particular
case of a large-scale structure experiment targeting the joint measurement of galaxy
clustering and cosmic shear. The Fisher information for the parameter dependent
covariance matrix, in contrast to the parameter independent case, does not increase
with the survey area. This can be seen in Eq 5.30 where all factors of $f_{\text{sky}}$ in the
covariance matrix cancel out for the second term. The associated parameter bias,
on the other hand, is roughly inversely proportional to $f_{\text{sky}}$ (see Section 5.2.3). This
means there will always be a regime in which the parameter dependence becomes
important, the question is whether it will be important for any practical value of
$f_{\text{sky}}$. Our study of simple single-map cases (Sections 5.2.1 and 5.2.4) have shown that
the impact of a parameter-dependent covariance decreases with multipole order (e.g.
Eqs. 5.48 and 5.50), and therefore the generic message is that the relative information
content in a parameter-dependent covariance decreases as more independent modes are
included in the survey. To account for mode-coupling induced by non-linear evolution
of the matter overdensities, we have included the super-sample contribution to the
covariance matrix, which has been determined to be the most relevant contribution
in the range of scales considered here [208]. We note that we have not considered
additional nuisance parameters such as shifts in the photometric redshifts, the impact
of baryons or intrinsic alignments. We have also only taken into account the super-
sample covariance contribution to the Gaussian covariance matrix, neglecting all other
parts of the connected trispectrum. While this has been determined to be sufficiently
accurate for lensing observables [211] large-scale structure studies exploring the deeply
non-linear regime will require a more careful treatment. Nevertheless, we don not
expect any of these effects to change our results significantly. Furthermore it is
conceivable that in situations where the parameter space is extended, to include more
exotic models of dark energy for example, the likelihood may become Non-Gaussian
and then the parameter dependence of the covariance may need to be taken into
account.

Our findings, summarised in Figures 5.3, 5.4 and 5.5 show that, for any current
and future surveys, the parameter dependence of the covariance matrix can be safely
ignored, since it only leads to changes in the statistical errors and maximum-likelihood
parameters that are $\lesssim 1\%$ of the statistical uncertainties. For surveys targeting very
small sky fractions ($f_{\text{sky}} < 1\%$) or very large scales ($\ell \lesssim 20$), the impact of the
parameter dependence becomes more important, but the impact is at most at the
$\sim 0.2\Sigma$ level, both in biases and uncertainties. Note that the these effects are suf-
ficiently small that it strongly justifies the use of the Fisher formalism to undertake
this estimate, but a more thorough analysis of these effects in cases where informa-
tion content of the covariance is significant would require the use of a full likelihood
exploration. Since we can expect systematic and numerical uncertainties to be at
least as important, it is safe to say that the parameter dependence of the covariance
matrix can be ignored in all practical cases.
Chapter 6

Concluding remarks

6.1 Summary of thesis

In this thesis we have questioned some of the basic assumptions of the ΛCDM model. We summarise the results and conclusions from all the chapters now.

- We started by analysing the initial conditions for the perturbations that describe the formation of structure in the universe. In general there can be three types of perturbations; scalars, vectors and tensor perturbations. In chapter 2 we focus on analysing the scalar perturbations. The general scalar initial conditions can be adiabatic or isocurvature and we focused on the most general set of modes in adiabatic perturbations. Within adiabatic modes, we analyse the decaying modes which are usually ignored. This is because if inflation is assumed to happen before the radiation dominated era, then the decaying mode is suppressed by $\mathcal{O}(e^{-n_{\text{e-folds}}})$. We remain agnostic to the source of perturbations and allow both modes to exist. By parameterising the primordial power spectrum as a set of bins with independent amplitudes, we use the fisher information matrix to constrain the amplitudes in each of the modes. The best constrained modes, for both decaying and growing initial conditions, are in the range $k \sim 10^{-3} - 10^{-1}$ Mpc$^{-1}$. This is a new breakthrough as it shows the decaying modes are not highly constrained on subhorizon scales where we understand the physics well and therefore should not be neglected a priori in cosmological analysis. The decaying mode is also highly constrained on very large scales of order $k \sim 10^{-4}$ Mpc$^{-1}$ and smaller. This is because the decaying mode has a $\frac{1}{k^2}$ factor which diverges at early times and on superhorizon scales. Interpreting these constraints is not easy as there are modes of the order of $10^{-5}$ Mpc$^{-1}$ which will never enter our universe and thus it is not clear how they will effect the physics of inside our patch of the universe. We speculate on potential mechanisms for how this might happen, for instance in a separate universe approach, the effect of large scale scalar modes on our local patch of the universe might be change the background cosmological parameters such as the matter density in our universe.

- Most models of the early universe predict that there should be primordial tensor perturbations. These leave an imprint into the temperature and polarisation
anisotropies of the CMB. Like the scalar perturbations, the equation of motion for the tensor perturbations is also a second order differential equation and thus has two orthogonal solutions. We analyse the effect the decaying mode tensor perturbation has on the CMB anisotropies in chapter 3. By performing the same analysis as we did for the scalar modes we find that the best constrained modes for growing and decaying initial conditions are on scales of $k \sim 5 \times 10^{-4}$ Mpc$^{-1}$ and $k \sim 7 \times 10^{-3}$ Mpc$^{-1}$. The physical reason for this is that the tensor modes generate polarisation in the CMB photons during reionisation and recombination (due to the scattering of the photons from the local quadrupole of the gravitational waves) and these are the scales that are best constrained. This also means that the decaying and growing modes are indistinguishable if they are sourced at horizon crossing at the time of recombination. The only way to distinguish the decaying mode from the growing mode is by measuring the $B$ mode signal at reionisation. This qualitatively new understanding is crucial for our understanding of fundamental physics, for instance we will need to able to distinguish between growing and decaying modes to determine whether or not inflation happened. The interpretation of large scale tensor modes is also problematic. We speculate that the physical effect of large scale tensor modes might be to give rise to an anisotropic background metric to our universe, for instance in the form of one of the Bianchi models. This would mean the observables of large scale tensor modes might actually be the presence of shear modes. We leave the mathematical formulation of this equivalence for future works.

The next assumption of the ΛCDM model we challenge is the theory of gravity itself. In chapter 4 we present a novel test of gravity on galactic and cosmological scales. Cross-correlating two different types of galaxy gives rise to parity breaking in the correlation function that derives from differences in the galaxies’ properties and environments. This is typically associated with a difference in galaxy bias, describing the relation between galaxy number density and dark matter density, although observational effects such as magnification bias also play a role. In this chapter we show that the presence of a screened fifth force adds additional degrees of freedom to the correlation function, describing the effective coupling of the force to the two galaxy populations. These are also properties of the galaxies’ environments, but with different dependence in general to galaxy bias. We show that the parity-breaking correlation function can be calculated analytically, under simplifying approximations, as a function of fifth-force strength and the two populations’ fifth-force charges, and explore the result numerically using Hu-Sawicki $f(R)$ as a toy model of chameleon screening. We find that screening gives rise to an octopole, which, in the absence of magnification bias, is not present in any gravity theory without screening and is thus a qualitatively distinct signature. The modification to the dipole and octopole can be $O(10\%)$ and $O(100\%)$ respectively at redshift $z \gtrsim 0.5$ due to screening, but decreases towards lower redshift. The change in the background power spectrum in $f(R)$ theories induces a change in the dipole of roughly the
same size, but dominant to the effect of screening at low $z$. While current data is insufficient to measure the parity-breaking dipole or octopole to the precision required to test these models, future surveys such as DESI, Euclid and SKA have the potential to probe screened fifth forces through the parity breaking correlation function.

- In chapter 5 we test the assumptions made in cosmological data analysis and parameter inference. Cosmological large-scale structure analyses based on two-point correlation functions often assume a Gaussian likelihood function with a fixed covariance matrix. We study the impact on cosmological parameter estimation of ignoring the parameter dependence of this covariance matrix, focusing on the particular case of joint weak-lensing and galaxy clustering analyses. Using a Fisher matrix formalism (calibrated against exact likelihood evaluation in particular simple cases), we quantify the effect of using a parameter dependent covariance matrix on both the bias and variance of the parameters. We confirm that the approximation of a parameter-independent covariance matrix is exceptionally good in all realistic scenarios. The information content in the covariance matrix (in comparison with the two point functions themselves) does not change with the fractional sky coverage. Therefore the increase in information due to the parameter dependent covariance matrix becomes negligible as the number of modes increases. Even for surveys covering less than 1% of the sky, this effect only causes a bias of up to $O(10\%)$ of the statistical uncertainties, with a misestimation of the parameter uncertainties at the same level or lower. The effect will only be smaller with future large-area surveys. Thus for most analyses the effect of a parameter-dependent covariance matrix can be ignored both in terms of the accuracy and precision of the recovered cosmological constraints.

6.2 Ongoing work

There are various natural follow up studies to the work present in this thesis, several of which are currently in progress.

6.2.1 Future of initial conditions

The initial conditions for the scalar perturbations only focused on adiabatic perturbations. In principle we can also perform the same analysis for isocurvature perturbations by allowing their primordial power spectrum to also be a set of independent bins in $k$ space. Furthermore, to find the modes that are best constrained a principal component analysis can be performed. Finally, in our analysis so far we have only used the CMB as a probe to constrain the decaying modes. In principle one can also use other data sets such as galaxy clustering and lensing and compute the Fisher matrix for those as well.

Since we have real data from Planck we can constrain the amplitude of the decaying modes directly from data as opposed to using a Fisher approach. In addition, we
assume that the rest of the cosmological parameters are fixed when the amplitudes of
the decaying modes were analysed. While this was a more conservative approach, as
we effectively reduce the degrees of freedom to fit to the data by fixing the cosmological
parameters, it is not the most accurate approach. In general, we should constrain the
decaying mode along with the cosmological parameters and then marginalise over the
cosmological parameters to get the final posteriors for the decaying mode amplitude.

6.2.2 Advanced statistical methods

New data sets such as those from large galaxy surveys and weak lensing surveys are
becoming increasingly large and complex. Machine learning techniques are ubiquitous
in almost every field now, from applications in self driving cars to analysing speech
and text. The fundamental use of machine learning is in making predictions\(^1\). Ma-
chine learning techniques have been used in cosmology to solve a range of prediction
problems, for instance to predict the formation of large scale structure as supposed
to using costly N-body simulations \([228]\).

We have attempted to use it to analyse images of the CMB temperature anisotropies.
Images of the CMB can often be masked due to foreground sources or telescope noise.
This leaves images with holes/missing values and this limits the amount of information
available to construct the power spectra for temperature anisotropies. A method
to reconstruct masked images can potentially increase the amount of information in
CMB maps and thus increase constraining power. In an upcoming project we use
a variant of Generative Adversarial Networks \([229]\) to reconstruct CMB images and
temperature power spectra. Examples of the reconstructed images can be seen in
figure 6.1.

6.3 Final thoughts

Just over 50 years ago Penzias and Wilson made the first experimental measurement
that could directly be used to test cosmological models\(^2\). The field of cosmology
has evolved tremendously since then, both with new theoretical understandings and
new observational probes. This thesis has only focused on a small subset of both
theoretical and observation problems in our current understanding of cosmology. A
schematic diagram of the major problems in our current understanding of cosmology
is shown in figure 6.2. In the future there will be many new cosmological probes,
from gravitational waves observations to new galaxy surveys, that can help shed light
on the open problems in cosmology. To harness the full power of different datasets
it will be crucial to have a sound understanding about how to combine different
data sets, particularly when they measure different quantities such as the lensing of
galaxies and the polarisation anisotropies in the CMB. At present there is a tension

\(^1\)A very nice book describing an economist view on the use of machines can be found in this
book: http://predictionmachines.ai

\(^2\)One could even argue that Hubble starting testing the basic models of cosmology by studying
the expansion of the universe - however this was far from the precision science we study today.
between the value of the Hubble parameter inferred from large scale cosmological probes such as the CMB and local measurements of the expansion of the universe such as supernovae measurements [230, 17, 231, 232, 233]. This is just one example of a case where having a thorough understanding of how data sets should be combined could be very important for understanding the true nature of this tension, i.e. if it is a physical effect or a misunderstanding of the observations.

On the theory side, understanding the very early universe has been a topic that has been dominated by the inflationary paradigm. While this has been hugely successful, the observational evidence of inflation is still limited. As we have pointed out in this thesis, it is possible that novel early universe physics, such as bouncing/cyclic models, could also explain current CMB observations. As constraining individual models can be time consuming, it is important to find general frameworks/questions
Figure 6.2: Schematic diagram showing a non-exhaustive list of areas in cosmology that are likely to be developed in the future. The topics shaded in blue are the ones that have been partly addressed in this thesis. As the sketch shows, there are many more topics that need to be addressed. With the advent of many new observational surveys such as DESI [4], SKA [5], CHIME [6], LSST [7] and many more that will probe various different aspects of cosmology, it is likely that the progress in the future will be driven by tackling challenges related to observational cosmology. There are many areas that need to be explored in theoretical cosmology as well. Predominantly they are related to finding a model that describes the beginning of the universe, beyond the radiation domination era, and a model that can describe the dark sector physics. Ideally we would want a model that can describe both the early universe and the late universe (dark sector) physics. While coming up with these models can be difficult, generalised frameworks exist in which the phenomenology of a class of models can be worked out, for instance the Horndeski parametrisation of scalar tensor theories [8] and the effective field theory of inflation [9]. At the top of the figure, in dotted boxes, are two areas which may be crucial to understand. The first is the theoretical framework to test for entanglement in the early universe. This can in principle be done in a model independent way and can definitively answer the question of whether the structure in the universe originates from quantum fluctuations. Understanding how to combine datasets that measure different properties of the universe on large scales to infer cosmological parameters is going to be the other crucial question that will need answering to harness the full power of future observations.

that can augment our understanding of the universe and its origins. An example of such a question is whether the universe started in a quantum state. Most theorists will believe this to be true at some level, regardless of what model is used to describe the early universe [234, 235, 236]. Testing such a general question can be difficult
without focusing on a particular model. A novel approach to this could be to look for signs of entanglement between the quantum fields in the early universe. As entanglement has no classical analog, detecting it could lead to a fundamental breakthrough in our understanding about the quantum nature of our universe. Recent attempts at calculating the effect of entanglement on observables such as the CMB anisotropies can be found in [237, 238, 239, 240]. Many theories, from inflation, modified gravity and cyclic models, can give rise to primordial perturbations from quantum fluctuations. Thus, going forward it will be important to analyse the observations from various cosmological probes consistently and objectively while keeping an open mind about what theory best describes the observations in order to find out the true origin and evolution of our universe.
Appendix A

Computing the SSC using the Halo model

This appendix presents a complete description of the steps taken to estimate the super-sample contribution to the large-scale structure covariance matrix.

We follow the description in [241], and write the SSC in terms of the window functions of the tracers involved
\[
(\Sigma_{\text{SSC}})_{ij,\ell_1}^{m,n,\ell_2} = \int d\chi q^i(\chi)q^j(\chi)q^m(\chi)q^n(\chi) \frac{R(k_{\ell_1}, z)R(k_{\ell_2}, z)P(k_{\ell_1}, z)P(k_{\ell_2}, z)\sigma_b(f_{\text{sky}}, z)}{\chi^4},
\]
where the window functions $q^p$ are given by Eqs. 5.33 and 5.34 for galaxy clustering and weak lensing respectively, $k_\ell \equiv (\ell + 1/2)/\chi$, $z$ is the redshift at the comoving radial distance $\chi$ and $P(k, z)$ is the matter power spectrum. $R(k, z)$ is the response of the matter power spectrum to a long-wavelength density perturbation $\delta_b$
\[
R(k, z) \equiv \frac{d\log P(k, z)}{d\delta_b},
\]
and $\sigma_b$ is the projected variance of the density field within the footprint of your survey. For simplicity we assume a connected disc with an area corresponding to the sky fraction covered, in which case $\sigma_b$ can be estimated as
\[
\sigma_b(f_{\text{sky}}, z) = \int dk_{\perp}^2 P_L(k_{\perp}, z) \left| \frac{2J_1(k_{\perp}R_s)}{k_{\perp}R_s} \right|^2,
\]
where $P_L$ is the linear matter power spectrum, $J_1$ is the order-1 cylindrical Bessel function and
\[
R_s \equiv \chi(z)\theta_s, \quad \theta_s \equiv \arccos(1 - 2f_{\text{sky}}).
\]
The expressions above reproduce the results of previous work by [241], in the simplified scenario of linear galaxy bias. We refer the reader to these works for further details.

A standard approach to compute the power spectrum response $R$ is to make use of so-called “Separate-Universe” simulations [242, 243] in which the effects of a long-wavelength mode are modelled as modifying the effective background cosmology.
Figure A.1: Different contributions to the power spectrum response at $z = 0$ computed using the halo model (see Equation A.7)

Figure A.2: Power spectrum response as a function of redshift computing using the halo model.
Since our results will not depend strongly on the details of this calculation, we proceed as in [241] and estimate $R$ using a halo model approach.

As a brief review and to introduce the notation, we provide the details of the Halo model below [242]. In the Halo model the matter power spectrum can approximated as

$$P(k) = P_{1h}(k) + P_{2h}(k)$$

$$\equiv I_0^0(k) + [I_1^1(k)]^2 P_L(k) \quad (A.5)$$

where $P_{1h}(k)$ represents the contribution from correlations within a single halo and $P_{2h}(k)$ is the contribution from separate halos correlated by the linear power spectrum. Explicitly these are defined in terms of Halo model kernels $I_\beta^\alpha(k)$.

$$I_\beta^\alpha(k) = \int dM \frac{dn}{dM} b^\alpha(M) \left[ \frac{M}{\bar{\rho}_M} u(k|M) \right]^\beta \quad (A.6)$$

where $dn/dM$ is the Halo mass function and $b(M)$ is the halo bias. Both quantities were estimated using the fits from [244]. $u(k|M)$ is the Fourier transform of the halo density profile for a halo of mass $M$, which we model assuming a NFW profile with a concentration-to-mass relation given by [242].

In terms of these quantities, the response of the power spectrum to the background
density is given by [242]

\[ \mathcal{R}(k) = \mathcal{R}_{BC} + \mathcal{R}_{HSV} + \mathcal{R}_{LD} \]  
\[ \mathcal{R}_{BC}(k) = \frac{68 P_{2h}(k)}{21 P(k)} \]  
\[ \mathcal{R}_{HSV}(k) = -\frac{1}{3} \frac{d \log[k^3 P_{2h}(k)]}{d \log k} \frac{P_{2h}(k)}{P(k)} \]  
\[ \mathcal{R}_{LD}(k) = I_1^L(k) \]  

(A.7)  
(A.8)  
(A.9)  
(A.10)

A few comments on these terms are in order.

- The beat coupling (BC) term is the one that has been studied extensively in the literature. It represents the fact that a short wavelength mode will grow more in the presence of a larger background density (i.e. the large scale mode outside the window).

- The halo sample variance (HSV) term shows the change in the number of Halos in the presence of a large scale density mode.

- A large scale density mode will change the local scale factor and thus change the physical size of a mode that would otherwise be smaller. This is known as the linear dilation (LD) effect.

These different contributions at \( z = 0 \) are shown in Figure A.1, and the mild redshift evolution of the overall response is presented in Figure A.2.

Using this response we can compute the SSC matrix as shown in Figure A.3. It is worth noting that, when evaluating the parameter dependence of the covariance matrix, we vary all terms entering Eq. A.1 except for \( \mathcal{R} \), which we keep fixed.
Appendix B

Derivation of screened CF

In this section we calculate the relativistic component of the two-point CF, \( \xi^{\text{rel}(F)} \), in a theory with a screened fifth force:

\[
\xi^{\text{rel}(F)}(z, z', \theta) = \langle \Delta_B^\delta(z, \hat{n}) \Delta_F^{\text{rel}(F)}(z', \hat{n}') \rangle + \langle \Delta_F^\delta(z', \hat{n}') \Delta_B^{\text{rel}(F)}(z, \hat{n}) \rangle. \tag{B.1}
\]

We can substitute the expressions in Eqs (4.6, 4.7) into Eq (B.1). We work in Fourier space and use the following convention for the Fourier transform of some function \( f \):

\[
\mathcal{F}[f(x, \eta)] = \frac{1}{(2\pi)^3} \int d^3k \, e^{-ik \cdot x} F(k, \eta). \tag{B.2}
\]

We describe the Fourier transform of the density and velocity as

\[
\mathcal{F}[\delta(x, \eta)] = \mathcal{D}(k, \eta) \quad \mathcal{F}[v(x, \eta)] = \mathcal{V}(k, \eta). \tag{B.3}
\]

These can be directly related to the transfer functions for the metric potential and the underlying initial metric perturbations \( \Psi_i \).

\[
\mathcal{D}(k, \eta) = T_D(k, \eta) \Psi_i(k) \quad \mathcal{V}(k, \eta) = T_V(k, \eta) \Psi_i(k) \quad T_\Psi = T_\Phi = \frac{D(a)}{a} T(k) \quad T_D = -\frac{2a}{3\Omega_m} \left( \frac{k}{\mathcal{H}_0} \right)^2 T_\Psi = -\frac{2}{3\Omega} \left( \frac{k}{\mathcal{H}_0} \right)^2 D(a) T(k) \quad T_V = -\frac{T_D}{k} \left[ T_\Psi + \mathcal{H}^{-1} T_\Psi \right] = \frac{2}{3\Omega_m} \frac{\mathcal{H}}{\mathcal{H}_0} \frac{k}{\mathcal{H}_0} f(a) D(a) T(k) \tag{B.4}
\]

where in the last line we have followed the standard convention, following [141], of splitting the time-dependent component of the transfer function into the linear growth factor \( D(a) \) and the scale-dependent component into a time-dependent transfer function \( T(k) \). In general modified gravity theories, this type of separation may not be
possible as the growth can be scale dependent however we don’t include that in this analysis and leave that to future works. We need only calculate one of the terms in Eq. (B.1) as the other will be related to this under $B \leftrightarrow F$, $z \leftrightarrow z'$, $\hat{n} \leftrightarrow \hat{n}'$. 

\[
\langle \Delta_B^t(z, \hat{n}) \Delta_F^{rel}(z', \hat{n}') \rangle = \langle \Delta_B^t(z, \hat{n}) \Delta_F^{rel}(z', \hat{n}') \rangle + \langle \Delta_B^t(z, \hat{n}) \Delta_F^t(z', \hat{n}') \rangle
\]  

(B.5)

We compute each of these terms individually.

\[
\langle \Delta_B^t(z, \hat{n}) \Delta_F^{rel}(z', \hat{n}') \rangle = T^{(1)} - T^{(2)}
\]  

(B.6)

\[
T^{(1)} = \int \frac{d\ln k}{(2\pi)^3} (kr_0)^{n-1} G(r') T_V(k, r') b_B T_D(k, r) T^{(1)}
\]  

(B.7)

\[
T^{(1)} = \int d\Omega_k e^{i\mathbf{k} \cdot \mathbf{x'}} (i\hat{\mathbf{k}} \cdot \hat{n}')
\]  

(B.8)

\[
T^{(2)} = \int \frac{d\ln k}{(2\pi)^3} (kr_0)^{n-1} G(r') T_V(k, r') \frac{k}{\mathcal{H}(r')} T_V(k, r) T^{(2)}
\]  

(B.9)

\[
T^{(2)} \int d\Omega_k e^{i\mathbf{k} \cdot \mathbf{x'}} (i\hat{\mathbf{k}} \cdot \hat{n}') (\hat{\mathbf{k}} \cdot \hat{n})^2
\]  

(B.10)

where we have defined

\[
F(r) \equiv \frac{\mathcal{H}}{H^2} + \frac{2}{r \mathcal{H}(r)} + 5s_B(r) \left( 1 - \frac{1}{r \mathcal{H}(r)} \right).
\]  

(B.11)

To compute the angular integrals we use the following identities

\[
e^{i\mathbf{x'} \cdot \mathbf{x}} = e^{i\mathbf{k} \cdot \mathbf{n}} = 4\pi \sum_{LM} j_L(kd) Y^*_{LM}(\hat{\mathbf{k}}) Y_{LM}(\hat{\mathbf{n}})
\]

\[
\hat{\mathbf{k}} \cdot \hat{\mathbf{n}} = \frac{4\pi}{3} \sum_{m=-1}^1 Y^*_{1m}(\hat{\mathbf{k}}) Y_{1m}(\hat{\mathbf{n}})
\]

\[
(\hat{\mathbf{k}} \cdot \hat{\mathbf{n}})^2 = \frac{8\pi}{15} \sum_{m=-2}^2 Y^*_{2m}(\hat{\mathbf{n}}) Y_{2m}(\hat{\mathbf{k}}) + \frac{1}{3},
\]  

(B.12)

and we also make use of the *Gaunt* integral formula

\[
G_{l_1,l_2,l_3}^{l_4,l_5,m_1,m_2,m_3} = \int d\Omega Y_{l_1,m_1}(\hat{\mathbf{n}}) Y_{l_2,m_2}(\hat{\mathbf{n}}) Y_{l_3,m_3}(\hat{\mathbf{n}})
\]

\[
= \sqrt{\frac{(2l_1+1)(2l_2+1)(2l_3+1)}{4\pi}} \begin{pmatrix} l_1 & l_2 & l_3 \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} l_1 & l_2 & l_3 \\ m_1 & m_2 & m_3 \end{pmatrix}
\]  

(B.13)

where we have defined the usual Wigner 3j symbol. Now we compute the angular integrals as

\[
T^{(1)} = -4\pi \cos \alpha j_1(kd)
\]

\[
T^{(2)} = 4\pi \left[ -\frac{2}{5} \sin \alpha \sin \beta \cos \beta [j_1(kd) + j_3(kd)] + \frac{3}{5} \cos \alpha \cos(2\beta) \left[ \frac{j_3}{2} - \frac{j_1}{3} \right] 
\]

\[
+ \frac{1}{10} \cos \alpha [j_3(kd) - j_1(kd)] \right].
\]  

(B.14)
Using these we can now compute the $k$ integrals

\[
\mathcal{T}^{(1)} = \frac{2A_s}{9\Omega m^2} G(r') D(r) D(r') b_B(r) \cos \alpha \nu_1(d) f(r')
\]

\[
\mathcal{T}^{(2)} = \frac{2A_s}{9\pi^2\Omega m^2} G(r') D(r) D(r') f(r) f(r') \left[ \frac{2}{5} \sin \alpha \sin \beta \cos \beta [\nu_1(d) + \nu_3(d)] + \frac{3}{5} \cos \alpha \cos(2\beta) \left[ \frac{\nu_3(d)}{2} - \frac{\nu_1(d)}{3} \right] \right] \frac{1}{10} \cos \alpha [\nu_3(d) - 4\nu_1(d)] .
\]

Thus the final answer for the two-point CF is

\[
\langle \Delta_B^{st} (z, \hat{n}) \Delta_B^{rel} (z', \hat{n}') \rangle = \frac{2A_s G(r) D(r) D(r') f(r')}{9\pi^2\Omega m^2} \left[ \frac{2}{5} \sin \alpha \sin \beta \cos \beta [\nu_1(d) + \nu_3(d)] + \frac{3}{5} \cos \alpha \cos(2\beta) \left[ \frac{\nu_3(d)}{2} - \frac{\nu_1(d)}{3} \right] \right] \frac{1}{10} \cos \alpha [\nu_3(d) - 4\nu_1(d)] + b_B \nu_1(d) \cos \alpha .
\]

Next we compute the CF between the standard term for $B$ galaxies and the fifth-force term for $F$ galaxies.

\[
\langle \Delta_B^{st} (z, \hat{n}) \Delta_F^{rel} (z', \hat{n}') \rangle = A \int \frac{d^3k}{(2\pi)^3} e^{ik(-x'-x)} \left( \frac{k\eta_0}{k^3} \right)^{n-1} b_B T_D(k, r) - \frac{k}{\mathcal{H}(r)} (\hat{k} \cdot \hat{n})^2 T_V(k, r) \times \left[ \zeta_F (r') i (\hat{k} \cdot \nu') (\mathcal{H}^{-1}(r') \mathcal{T}_v(k, r) + T_v(k, r')) \right]
\]

\[
\equiv \mathcal{T}^{(3)} - \mathcal{T}^{(4)},
\]

where $\zeta_F \equiv \frac{\delta G_F}{1+\delta G_F}$ is the fifth-force sensitivity for faint galaxies. Here we define

\[
\mathcal{T}^{(3)} = A \int \frac{d\ln k}{(2\pi)^3} \zeta_F (r') \left[ \mathcal{H}^{-1}(r') \mathcal{T}_v(k, r') + T_v(k, r') \right] b_B T_D(k, r) \mathcal{T}^{(1)}
\]

\[
\mathcal{T}^{(1)} \equiv \int d\Omega k e^{ik(k' \cdot x)} (i\hat{k} \cdot \hat{n})
\]

\[
\mathcal{T}^{(4)} = A \int \frac{d\ln k}{(2\pi)^3} \zeta_F (r') \left[ \mathcal{H}^{-1}(r') \mathcal{T}_v(k, r') + T_v(k, r') \right] \mathcal{H}^{-1}(r') k T_V(k, r) \mathcal{T}^{(2)}
\]

\[
\mathcal{T}^{(2)} \equiv \int d\Omega k e^{-ik(k' \cdot x)} (i\hat{k} \cdot \hat{n}) (\hat{k} \cdot \hat{n})^2 .
\]
The other ingredients we need are the transfer functions

\[ \hat{T}_V = \frac{2}{3 \Omega_m H_0} \left( \frac{k}{H_0} \right) \left[ \hat{a} T_{\Psi} + \hat{T}_{\Psi} \left[ \hat{a} H^{-1} + \hat{a} \hat{H} \hat{H}^{-2} \right] + \hat{a} \hat{H}^{-1} \hat{T}_{\Psi} \right] \]

\[ = \frac{2}{3 \Omega_m} \left( \frac{k}{H_0} \right) T(k) \left[ \frac{H}{H_0} f(a) D(a) + \frac{H(a)}{H_0} \left( \hat{f}(a) D(a) + f(a)^2 D(a) \hat{H} \right) \right] \]

where \( f(a) = \frac{d \ln D(a)}{d \ln a} \). Further we can use \( \hat{D} = f D \hat{H} \). We then put these into \( \mathcal{T}^{(3)} \) and \( \mathcal{T}^{(4)} \):

\[ \mathcal{T}^{(3)} = \frac{2 A b_B \zeta_F \cos \alpha}{9 \pi^2 \Omega_m^2} D(r) D(r') \int \frac{d \ln k \left( k n_0 \right)^{n_3 - 1}}{(2 \pi)^3} \left( \frac{k}{H_0} \right)^3 T(k)^2 \left[ \frac{H(r')}{H_0} f(r') + \frac{\dot{H}(r')}{H_0} \dot{f}(r') + \frac{H^2(r')}{H_0(r')} f^2 \right] j_1(k d) + \frac{2 \cos \alpha A b_B \zeta_F}{9 \pi^2 \Omega_m^2} M(r') \nu_1(d) \]

where we have defined

\[ \nu_1(d) = \int \frac{d k}{k} \left( k n_0 \right)^{n_3 - 1} \left( \frac{k}{H_0} \right)^2 j_1(k d) T^2(k) \]

\[ M(r') = \frac{D^2(r')}{H_0 H} \left( \frac{H(r') f(r')}{} + \frac{\dot{H}(r') \dot{f}(r')}{} + f(r')^2 \frac{H(r')}{H(r')} + f(r') \frac{H^2(r')}{H(r')} \right) \]

Now we compute \( \mathcal{T}^{(4)} \) as

\[ \mathcal{T}^{(4)} = A \int \frac{d \ln k}{(2 \pi)^3} \zeta_F(r') \left[ \frac{2}{3 \Omega_m} \left( \frac{k}{H_0} \right) T(k) \left[ \frac{H(r')}{H_0} f(r') D(r') \right. \right. \]

\[ + \frac{\dot{H}(r')}{H_0} \left( \frac{\dot{f}(r') D(r') + f(r')^2 D(r') H(r')}{} \right) \left. \right] \]

\[ \times b_B \left( \frac{k}{H_0} \right) \left( \frac{k}{H(r')} \right) \left[ \frac{2}{3 \Omega_m} \frac{H(r)}{H_0} f(r') D(r) T(k) \right] \]

\[ \times 4 \pi \left[ -\frac{2}{5} \sin \alpha \sin \beta \cos \beta \left[ j_1(k d) + j_3(k d) \right] + \frac{3}{5} \cos \alpha \cos(2 \beta) \left[ \frac{j_3(k d)}{2} - \frac{j_1(k d)}{3} \right] \right] \]

\[ + \frac{1}{10} \cos \alpha \left[ j_3(k d) - j_1(k d) \right] \]

\[ = \frac{2 A \zeta_F f(r') M(r')}{9 \pi^2 \Omega_m^2 H(r')} \left[ -\frac{2}{5} \sin \alpha \sin \beta \cos \beta (\nu_1(d) + \nu_3(d)) + \frac{3}{5} \cos \alpha \cos(2 \beta) \left( \frac{\nu_3(d)}{2} - \frac{\nu_1(d)}{3} \right) \right] \]

\[ + \frac{1}{10} \cos \alpha (\nu_3(d) - \nu_1(d)) \]
Putting these pieces together, we find

\[
\langle \Delta_{st}^B(z, \hat{n}) \Delta_{F}^{(F)}(z', \hat{n}') \rangle = \frac{2A_s M(r') \zeta_F}{9\pi^2 \Omega_m^2} [b_B \cos \alpha \nu_1(d)

\frac{f(r')}{H(r')} \left[ \frac{2}{5} \sin \alpha \sin \beta \cos \beta (\nu_1(d) + \nu_3(d)) - \frac{3}{5} \cos \alpha \cos(2\beta) \left( \frac{\nu_3(d)}{2} - \frac{\nu_1(d)}{3} \right)

- \frac{1}{10} \cos \alpha (\nu_3(d) - \nu_1(d)) \right].
\]

(B.24)

\[
\langle \Delta_{F}^{(F)}(z', \hat{n}') \Delta_{B}^{(F)}(z, \hat{n}) \rangle \text{ is given by the appropriate relabelling of the indices and angles:}

\[
\langle \Delta_{F}^{(F)}(z', \hat{n}') \Delta_{B}^{(F)}(z, \hat{n}) \rangle = -\frac{2A_s M(r) \zeta_B}{9\pi^2 \Omega_m^2} [b_F \cos \beta \nu_1(d)

\frac{f(r)}{H(r)} \left[ \frac{2}{5} \sin \beta \sin \alpha \cos \alpha (\nu_1(d) + \nu_3(d)) - \frac{3}{5} \cos \beta \cos(2\alpha) \left( \frac{\nu_3(d)}{2} - \frac{\nu_1(d)}{3} \right)

- \frac{1}{10} \cos \beta (\nu_3(d) - \nu_1(d)) \right].
\]

(B.25)

By expanding (Eq. (B.24), Eq. (B.25)) and (Eq. (B.16), Eq. (B.17)) to leading order in \(d/r\) we obtain the expressions in Eq. (4.19) for \(\xi^{rel}\) and \(\xi^{(F)}\) respectively.
Appendix C

General chameleon screening in Horndeski theory

This section casts generic chameleon-screened scalar–tensor theories to Horndeski form. We anticipate that this will be useful for implementing a more general theory than \( f(R) \) in the background.

The general action for a scalar–tensor theory that is immune to instabilities and has second order equations of motion is the Horndeski action, given by [245, 246]:

\[
S = \int d^4x \sqrt{-g} \left[ \sum_{i=2}^{5} \mathcal{L}_i + \mathcal{L}_m[g_{\mu\nu}] \right]
\]

\[
\mathcal{L}_2 = G_2(\phi, X)
\]

\[
\mathcal{L}_3 = -G_3(\phi, X) \Box \phi
\]

\[
\mathcal{L}_4 = G_4(\phi, X) R + G_{4X}(\phi, X) \left[ (\Box \phi)^2 - \phi_{\mu\nu} \phi^{\mu\nu} \right]
\]

\[
\mathcal{L}_5 = G_5(\phi, X) G_{\mu\nu} \phi^{\mu\nu} - \frac{1}{6} G_{5X}(\phi, X) \left[ (\Box \phi)^3 + 2 \phi_{\mu\nu} \phi_{\rho\sigma} \phi^{\mu\nu} - 3 \phi_{\mu\nu} \phi^{\mu\nu} \Box \phi \right]
\]

This is written in the Jordan frame, in which the Lagrangian components \( \mathcal{L}_i \) determine the dynamics of the metric and the scalar field \( \phi \). \( X \) is the canonical kinetic term of a scalar field \( -\frac{1}{2} g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi \). The \( G_i \) are free functions of the scalar and its kinetic term, and we denote their derivatives by \( G_i \phi \equiv \partial \phi \).

Any scalar field minimally coupled to gravity has the action

\[
\tilde{S} = \int d^4x \sqrt{-\tilde{g}} \left[ \frac{M_p^2}{2} \tilde{R} - \tilde{g}_{\mu\nu} \frac{1}{2} \partial^\mu \phi \partial^\nu \phi - V(\phi) - \mathcal{L}_m(g_{\mu\nu}) \right],
\]

where variables are in the Jordan frame unless denoted by a tilde, in which case they are in the Einstein frame. In the Einstein frame, the scalar is decoupled from the metric and hence the gravitational part of the action is the same as in GR. Working in Planck units, we transform this action to the Jordan frame with the conformal transformation

\[
\tilde{g}_{\mu\nu} = e^{-2\alpha \phi} g_{\mu\nu}
\]

\[
\tilde{g} = e^{-8\alpha \phi} g
\]

\[
\tilde{R} = e^{2\alpha \phi} \left[ R - 6\alpha^2 g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi - 6\alpha \Box \phi \right]
\]
This yields the Jordan-frame action
\[ S = \int d^4x \sqrt{-g} \exp(-2\alpha \phi) \left[ \frac{1}{2} R + 3\alpha \Box \phi - \left( \frac{1}{2} + 3\alpha^2 \right) g_{\mu\nu} \partial^\mu \phi \partial^\nu \phi \right] \]
\[ - \exp(-2\alpha \phi) V(\phi) - L_m(g_{\mu\nu}) \]  \hspace{1cm} (C.4)

In this frame the scalar field has the Poisson equation \( \Box \phi = \partial_\mu V(\phi) + \alpha \rho \). The effective potential is then \( V_{\text{eff}}(\phi) = V(\phi) + \exp(\alpha \phi) \rho \). To implement the chameleon mechanism \( V(\phi) \) is chosen such that \( V_{\text{eff}} \) has a sharp minimum, corresponding to high mass, in regions of high density, and a shallow minimum, corresponding to low mass, in regions of low density. A canonical example is \( V(\phi) = \Lambda^{4+n}/\phi^n \) with \( \Lambda \) an energy scale and \( n \) an as-yet undetermined exponent [247, 162].

Comparing to the Horndeski form (Eq (C.1)) we find:
\[ G_2 = -\exp(-4\alpha \phi) V(\phi) + \exp(-2\alpha \phi) X (1 + 6\alpha^2) \]
\[ G_3 = -3\alpha \exp(-2\alpha \phi) \]
\[ G_4 = \frac{1}{2} \exp(-2\alpha \phi) \]
\[ G_{4X} = G_5 = G_{5X} = 0 \]  \hspace{1cm} (C.5)

We note that the recent neutron star merger that constrains the speed of gravitational waves to be the same of the speed of light implies \( G_5, G_{4X} = 0 \) [248] and thus our action is almost as general as possible given this constraint. The \( f(R) \) Hu-Sawicki model corresponds to the range \(-1 < n < -1/2 \) [162], with \( k = 1 \) corresponding to \( n = -1/2 \). Future work could explore the full parameter space of chameleon screening by implementing this action in a Boltzmann code such as HiClass [153].

\[ ^1 \text{Note however that only some choices for } n \text{ result in chameleon screening. The mass is an increasing function of density, as required, if } n > 0 , -1 < n < 0 \text{ or } n \text{ is an even negative integer. } n = 0 \text{ is simply a cosmological constant, } n = -1, -2 \text{ does not make mass a function of density, and there is no minimum of } V_{\text{eff}} \text{ when } n = -3, -5, -7, \ldots. \]
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