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ABSTRACT

Feature interaction has been recognized as an important problem in machine learning, which is also very essential for click-through rate (CTR) prediction tasks. In recent years, Deep Neural Networks (DNNs) can automatically learn implicit nonlinear interactions from original sparse features, and therefore have been widely used in industrial CTR prediction tasks. However, the implicit feature interactions learned in DNNs cannot fully retain the complete representation capacity of the original and empirical feature interactions (e.g., cartesian product) without loss. For example, a simple attempt to learn the combination of feature A and feature B \( <A, B> \) as the explicit cartesian product representation of new features can outperform previous implicit feature interaction models including factorization machine (FM)-based models and their variations. This indicates there is still a big gap between explicit and implicit feature interaction models. However, to learn all the explicit feature interaction (cartesian product) representations requires a very large sample size along with \( N \) times of original parameter space (where \( N \) is quite large in most industrial applications). In this paper, we propose a Co-Action Network (CAN) to approximate the explicit pairwise feature interactions without introducing too many additional parameters. More specifically, given feature A and its associated feature B, their feature interaction is modeled by learning two sets of parameters: 1) the embedding of feature A, and 2) a Multi-Layer Perceptron (MLP) to represent feature B. The approximated feature interaction can be obtained by passing the embedding of feature A through the MLP network of feature B. We refer to such pairwise feature interaction as feature co-action, and such a Co-Action Network unit can provide a very powerful capacity to fitting complex feature interactions. In addition, FM can be viewed as a special case of the CAN unit when the MLP is a single layer with only one output. Experimental results on public and industrial datasets show that CAN outperforms state-of-the-art CTR models and the cartesian product method. Moreover, CAN has been deployed in the display advertisement system in Alibaba, obtaining 12% improvement on CTR and 8% on Revenue Per Mille (RPM), which is a great improvement to the business. The code for experiments in this paper is open-sourced\(^1\).
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1 INTRODUCTION

With the growing complexity of machine learning models, especially those in recommendation systems, how to deal with abundant input features effectively and efficiently becomes a crucial problem. For online recommendation system in an industrial setting, models are often trained on billion-scale sparse features with one-hot encoding [3, 17, 28]. Each feature can also be seen as a unique ID, which is often mapped to a low-dimensional embedding before being fed into the model. A simple way to deal with the large-scale input is to consider each feature independently. Under this strategy, a DNN can be directly trained to estimate CTR based on the combination (e.g., concatenation) of features in which the feature interaction relies on the implicit modeling of fully connected layers. However, features like “candidate item” and “user click history” in the recommendation system are highly relevant [27, 28], i.e., there exist co-occurrence information. Another typical example is the story of “Beer and Nappies”. This kind of feature interaction is beneficial to better estimate CTR. As illustrated in Fig.1, if no feature interaction is considered, the effects of features A and B toward the final label (click or not in CTR prediction) are modeled independently, as shown by the blue lines. Feature interaction shown in the grey line explicitly bridges the correlations of feature pair (A, B) to the target label and brings more useful information for the learning objective. We will discuss it more deeply in Sec. 3.

To model feature interaction, the most simple way is to use cartesian product. Given two features A and B, once features A and B are selected, the co-occurrence \( <A, B> \) is treated as a new feature and fed into the model. As the co-occurrence information is provided

\(^1\)https://github.com/CAN-Paper/Co-Action-Network

\(^\dagger\)Hongbo Deng is the corresponding author (dhb167148@alibaba-inc.com).
directly in the form of additional input, the training process gets easier. Although the cartesian product is simple and effective, it has some serious defects, such as huge parameter volume and feature space, poor generalization ability. Different from cartesian product that introduces additional input information, several research efforts have been devoted to model feature interaction through careful combinations of input features. The typical examples are factorization based methods [12, 14, 16, 19, 23, 24] which emphasize both low- and/or high-order feature interactions by directly combining feature embeddings in latent vector space with various operators. As these methods consider feature interaction from model aspect and the operators are well-designed, they are usually more deployment-friendly compared with cartesian product. However, they still have some downsides that are nonnegligible. Regrettably, the shallow structures of some factorization based methods [9, 23] limit their representative power. More critically, the embeddings generated by their operators take the responsibility of representation learning and feature interaction modeling simultaneously which may hinder the training process. This kind of combination reduces the memory ability of feature interactions, thus degrading the model capacity.

To solve these issues, we propose Co-Action Network (CAN) that can capture feature interaction and utilize the mutual and common information of different feature pairs effectively. Specifically, for each feature pair, the embeddings of one side (induction feature) are used to construct an MLP applied to the other side (feed feature) in the co-action unit. This paradigm of feature interaction modeling reduces the additional parameter from $O(N^2 \times D)$ to $O(N \times (D' + D))$ ($N$ is the number of features, $D$ and $D'$ are the dimensions of parameter used in co-action unit, $D < D' \ll N$) compared with cartesian product. Further, CAN provides more powerful fitting ability and better non-linearity using MLP in the co-action unit compared with traditional factorization based methods. Besides, CAN differentiates the parameter space for representation learning and feature interaction modeling to avoid mutual interference in training. Multi-order enhancement and multi-level independence are further utilized to enrich the expression ability in CAN.

The main contributions of this work are summarized as follows:

• We investigate the effectiveness of cartesian product and point out the potential of implicit feature interaction modeling. Inspired by the independent coding of cartesian product, we design a new feature interaction paradigm that has comparable performance compared with cartesian product yet has much less resource consumption.
• We propose Co-Action Network (CAN) to model feature interaction among raw features at the input stage. Each feature ID in CAN will be distributed to an individual micro-MLP to model the interaction with other features. In this way, CAN improves the expressive ability of modeling feature interaction under limited parameters. The individual micro-MLP has a more powerful expressive ability than the ordinary operators utilized in factorization based methods.
• We conduct extensive experiments on both public and industrial datasets. The consistent superiority validates the effectiveness of CAN in modeling feature interaction compared with other state-of-the-art competitors. The deployment of CAN brings 12% CTR and 8% RPM lift in Alibaba’s display advertisement system.

2 RELATED WORK

Several research efforts have been devoted to model feature interactions in CTR prediction. These methods can be divided into several categories: aggregation, graph and factorization based methods. We give a brief introduction and discussion as follows.

Deep CTR prediction models generally follow an Embedding & MLP paradigm. Large-scale sparse input features, or IDs, are first mapped to low dimensional embedding vectors and then aggregated into fixed-length vectors in a group-wise manner. The finally concatenated vector is fed as the input to a multi-layer perceptron (MLP). A series of research work focuses on learning how to aggregate features to obtain discriminative representation for CTR prediction. DIN and DIEN [27, 28] uses attention to capture historical behaviors locally w.r.t. the given target item and successfully captures the diversity characteristics of user interest. MIND [11] uses sufficient multi-vectors to capture complicated patterns lying in the user and items. Moreover, inspired by the success of self-attention architecture in the tasks of sequence learning [2, 21], the transformer is introduced in Feng et al. [4] for feature aggregation. MIMN [13] proposes a memory-based architecture to aggregate features and tackle the challenge of long-term user interest modeling. These aggregation based methods only take feature interaction as the weight of each user action to represent user interest.

Graph based methods like Graph Neural Networks (GNNs) [5, 8] conduct feature propagation for each node, where the neighborhood information is aggregated. [1, 10, 22] propose a spectral graph-based extension of convolutional networks with a self-attention mechanism to graphs for feature propagation. There are also some works [18, 20, 26] that exploit meta-path between different nodes for embedding learning. Although graph-based methods achieve great success on graph data, feature interaction is modeled only by one-dimensional weight indicating the strength of connectives, resulting in insufficient expression of the interaction.

Factorization Machines (FM) [16] is a representative method in the age of shallow models. In FM, feature interaction is modeled as the inner product of latent vectors of features. However, FM uses the same latent vectors in different types of inter-field interactions. DeepFM [6] imposes a factorization machine as “wide” module in Wide&Deep [3] with no need of constructing cartesian product feature manually. In Product-Based Neural Network (PNN) [14, 15], a...
they either take feature interaction as the weights or learn the improving performance. Therefore, how to model the feature interaction effectively is crucial for in the example of "Beer and Nappies" in the previous section. There- interaction due to the existence of feature co-occurrence, as shown as binary terms:

\[ \hat{y} = \text{DNN}(E(u_1), \ldots, E(u_I), E(m_1), \ldots, E(m_J)) \]  

(1)

where \( U = \{u_1, \ldots, u_I\} \) is the set of user features including browsing and click history, user profile feature, etc., and \( M = \{m_1, \ldots, m_J\} \) is the set of item features. User and item features are usually unique IDs. \( E(\cdot) \in \mathbb{R}^d \) means the embedding with size \( d \) which maps the sparse IDs into learnable dense vectors as the inputs of DNNs. Besides these unary terms, previous works model feature interaction as binary terms:

\[ \hat{y} = \text{DNN}(E(u_1), \ldots, E(u_I), E(m_1), \ldots, E(m_J), \{F(u_i, m_j)\}_{i \in [1, \ldots, I], j \in [1, \ldots, J]}) \]  

(2)

where \( F(u_i, m_j) \in \mathbb{R}^d \) represents the interaction between user feature \( u_i \) and item feature \( m_j \). The model can benefit from feature interaction due to the existence of feature co-occurrence, as shown in the example of "Beer and Nappies" in the previous section. Therefore, how to model the feature interaction effectively is crucial for improving performance.

After carefully revisiting previous methods, it can be found that they either take feature interaction as the weights or learn the correlation implicitly with other objectives simultaneously that may produce unsatisfactory results. The most direct way to learn feature interaction is to treat feature combinations as new features and learn an embedding vector for each feature combination directly, e.g., cartesian product. Cartesian product provides independent parameter space and thus has enough flexibility to learn co-action information to improve the ability of prediction.

However, there are some serious defects. The first one is the parameter explosion issue. The parameter space of cartesian prod- uct of two features with size \( N \) will expand from \( O(N \times D) \) to \( O(N^2 \times D) \), where \( D \) is the dimension of embeddings, which will bring great burden to the online system. In addition, as cartesian product regards \( <A, B> \) and \( <A, C> \) as totally different features, there is no information sharing between combinations, which also limits the representation ability.

Taking into account both the advantages of cartesian product and the serving efficiency of calculation, we introduce a new way to model feature interaction. As illustrated in Fig.2(a), for each feature pair, its cartesian product produces a new feature and corresponding embedding. Since different feature pairs may share the same feature, there exists an implicit similarity between any two feature pairs, which is ignored by cartesian product. If the implicit similarity can be effectively dealt with, the feature interactions among these pairs could be modeled more effectively and efficiently with a smaller parameter scale than cartesian product. In this paper, inspired by the independent coding of cartesian product, we firstly differentiate the parameters for embedding and feature interaction so that mutual interference is avoided. Considering that DNNs have the powerful fitting ability, we design a co-action unit that parameterizes the feature embeddings in the form of a micro-network. As different feature pairs can share the same micro-network, the similarity information is learned and stored naturally in this micro-network as illustrated in Fig.2(b).

**3 REVISITING FEATURE INTERACTION FOR CTR PREDICTION**

In the advertisement system, the predicted CTR \( \hat{y} \) of a user \( u \) clicking on an ad \( m \) is calculated via:

\[ \hat{y} = \text{DNN}(E(u_1), \ldots, E(u_I), E(m_1), \ldots, E(m_J)) \]  

where \( U = \{u_1, \ldots, u_I\} \) is the set of user features including browsing and click history, user profile feature, etc., and \( M = \{m_1, \ldots, m_J\} \) is the set of item features. User and item features are usually unique IDs. \( E(\cdot) \in \mathbb{R}^d \) means the embedding with size \( d \) which maps the sparse IDs into learnable dense vectors as the inputs of DNNs. Besides these unary terms, previous works model feature interaction as binary terms:

\[ \hat{y} = \text{DNN}(E(u_1), \ldots, E(u_I), E(m_1), \ldots, E(m_J), F(u_i, m_j)) \]  

(2)

where \( F(u_i, m_j) \in \mathbb{R}^d \) represents the interaction between user feature \( u_i \) and item feature \( m_j \). The model can benefit from feature interaction due to the existence of feature co-occurrence, as shown in the example of "Beer and Nappies" in the previous section. Therefore, how to model the feature interaction effectively is crucial for improving performance.

After carefully revisiting previous methods, it can be found that they either take feature interaction as the weights or learn the correlation implicitly with other objectives simultaneously that may produce unsatisfactory results. The most direct way to learn feature interaction is to treat feature combinations as new features and learn an embedding vector for each feature combination directly, e.g., cartesian product. Cartesian product provides independent parameter space and thus has enough flexibility to learn co-action information to improve the ability of prediction.

However, there are some serious defects. The first one is the parameter explosion issue. The parameter space of cartesian prod- uct of two features with size \( N \) will expand from \( O(N \times D) \) to \( O(N^2 \times D) \), where \( D \) is the dimension of embeddings, which will bring great burden to the online system. In addition, as cartesian product regards \( <A, B> \) and \( <A, C> \) as totally different features, there is no information sharing between combinations, which also limits the representation ability.

Taking into account both the advantages of cartesian product and the serving efficiency of calculation, we introduce a new way to model feature interaction. As illustrated in Fig.2(a), for each feature pair, its cartesian product produces a new feature and corresponding embedding. Since different feature pairs may share the same feature, there exists an implicit similarity between any two feature pairs, which is ignored by cartesian product. If the implicit similarity can be effectively dealt with, the feature interactions among these pairs could be modeled more effectively and efficiently with a smaller parameter scale than cartesian product. In this paper, inspired by the independent coding of cartesian product, we firstly differentiate the parameters for embedding and feature interaction so that mutual interference is avoided. Considering that DNNs have the powerful fitting ability, we design a co-action unit that parameterizes the feature embeddings in the form of a micro-network. As different feature pairs can share the same micro-network, the similarity information is learned and stored naturally in this micro-network as illustrated in Fig.2(b).

**4 CO-ACTION NETWORK**

In this section, we propose Co-Action Network (CAN) to efficiently capture feature interaction which firstly introduces a pluggable module, co-action unit. The unit differentiates the parameters for embedding and feature interaction learning. Specifically, it is made up of two sides of information from raw features, i.e., induction and feed side. The induction side is used to construct a micro-MLP while the feed side provides the input for it. Moreover, to promote more non-linearity and deeply excavate feature interaction, multi-order enhancement and multi-level independence are introduced.

### 4.1 Architecture Overview

The whole architecture of CAN is shown in Fig.3. The features \( U \) and \( M \) of a user and the target item are fed into CAN in two manners. In the first manner, they are encoded using embedding layer to dense vectors \( \{E(u_1), \ldots, E(u_I)\} \) and \( \{E(m_1), \ldots, E(m_J)\} \) and further concatenated as \( c_{item} \) and \( c_{user} \), respectively. In the second manner, we select a subset \( U_{feed} \) and \( M_{induction} \) from \( U \) and \( M \) to model feature interactions \( \{F(u_i, m_j)\}_{i \in U_{feed}, j \in M_{induction}} \) using our proposed co-action unit. The detailed explanation and implementation of co-action unit will be elaborated in the next sub-section. The formulation of CAN is:
Figure 3: The overall framework of our Co-Action Network. Given target item and user features, the embedding layer encodes the sparse features into dense embeddings. Some selected features are divided into two sides $P_{induction}$ and $P_{feed}$ that are components of co-action unit. $P_{induction}$ parameterizes the micro MLP and $P_{feed}$ serves as the input. The output of co-action unit, together with the common feature embeddings, are used to make final CTR prediction.

$$\hat{y} = \text{DNN}(e_{\text{item}}, e_{\text{user}}, \{F(u_i, m_j)\}_{u_i \in U_{\text{feed}}, m_j \in M_{\text{induction}}})\Theta$$  \hspace{1cm} (3)

where $\Theta$ denotes the parameters in the model and $\hat{y} \in [0, 1]$ is the predicted probability of the click behavior. The ground truth click information is denoted as $y \in \{0, 1\}$. We finally minimize the cross-entropy loss function between the prediction $\hat{y}$ and label $y$:

$$\min_{\Theta} -y \log(\hat{y}) - (1 - y) \log(1 - \hat{y})$$ \hspace{1cm} (4)

4.2 Co-Action Unit

Generally speaking, the co-action unit is an independent MLP for each feature pair, namely micro-MLP with the weight, bias and input of MLP provided by the feature pair. For a specific user feature ID $u_i \in U_{\text{feed}}$, we use parameter lookup to obtain learnable parameters $P_{induction} \in \mathbb{R}^{D'}$ while item feature ID $m_j \in M_{\text{induction}}$ for $P_{feed} \in \mathbb{R}^{D}$ ($D < D'$). Next, $P_{induction}$ is reshaped and split into the weight matrix and bias vector for the micro-MLP. This process can be formalized as:

$$\left\| \begin{array}{l} P_{induction} \end{array} \right\| \hspace{1cm} (5)$$

$$\sum_{i=0}^{L-1} (|w_i| + |b_i|) = |P_{induction}| = D'$$ \hspace{1cm} (6)

where $w_i$ and $b_i$ denote the weight and bias of $i$-th layer of micro-MLP, $\|$ indicates the concatenation operation, $L$ determines the depth of micro-MLP, $|\cdot|$ gets the size of the variables. A visual illustration of this process is shown in the left part of Fig.3.

$P_{feed}$ is then fed into the micro-MLP and the feature interaction is realized via the concatenation of the output of each layer:

$$h_0 = P_{feed}$$ \hspace{1cm} (7)

$$h_i = \sigma(w_{i-1} \otimes h_{i-1} + b_{i-1}), \quad i = 1, 2, \ldots, L$$ \hspace{1cm} (8)

$$F(u_i^o, m_o) = H(P_{induction}, P_{feed}) = \left\| h_L \right\|$$ \hspace{1cm} (9)

where $\otimes$ denotes the matrix multiplication, $\sigma$ indicates the activation function, $H$ denotes the co-action unit with vector inputs $P_{induction}$ and $P_{feed}$ instead of original symbol $F$ whose inputs are features $u_i^o$ and $m_o$.

For sequential features like user behavior history $P_{seq} = \{P_{b(t)}\}_{t=1}^T$, the co-action unit is applied to each click behavior followed by a sum-pooling over the sequences:

$$H(P_{induction}, P_{seq}) = H(P_{induction}, \sum_{t=1}^T P_{b(t)})$$ \hspace{1cm} (10)

In our implementation, $P_{induction}$ gets the information from item features while $P_{feed}$ is from user features. However, $P_{feed}$ can also serve as the parameter of micro-MLP and vice versa for
$P_{\text{induction}}$: Empirically, in the advertisement system, the candidate items are a small part of all items so that their number is less than that of the items in user click history. Hence we choose $P_{\text{induction}}$ as the micro-MLP parameter to reduce the total parameter, which makes the learning procedure easier and more stable.

Note that the number of micro-MLP layers depends on the difficulty of learning. Empirically, a larger feature size usually requires deeper MLP. In fact, FM[6, 16] can also be regarded as a special case of CAN when the micro-MLP is one layer $1 \times D$ matrix without bias and activation function.

The proposed co-action unit has at least three advantages compared with other methods. First, different from previous works that use the same latent vectors in different types of inter-field interactions, the co-action unit utilizes the computational ability of micro-MLP and couples two component features $P_{\text{induction}}$ and $P_{\text{feed}}$ dynamically rather than a fixed model, which provides more capacity to guarantee the disentangled update of two field features. Second, a smaller scale of the parameters needs to learn. For instance, considering two features with both N IDs, the parameter scale of their cartesian product should be $O(N^2 \times D)$, where $D$ is the dimension of embeddings. However, by using co-action unit, this scale will decrease to $O(N \times (D' + D))$, where $D'$ is the dimension of the $P_{\text{induction}}$ in co-action unit. Fewer parameters are not only conducive to learning but also can effectively reduce the burden of the online system. Third, the co-action unit has a better generalization to new feature combinations compared with cartesian product.

Given a new feature combination, the co-action unit still works as long as their embeddings of two sides are trained before.

### 4.3 Multi-order Enhancement

The aforementioned feature is formed upon the first-order features. However, feature interaction can be estimated over high-orders. Although the co-action unit can implicitly learn the high-order feature interaction considering the non-linearity of micro-MLP, the learning process is supposed to be difficult because of the sparsity of feature interaction. To this end, we explicitly introduce multi-order information to obtain a polynomial input. This is achieved by applying micro-MLP to different orders of $P_{\text{feed}}$:

$$H_{\text{multi-order}}(P_{\text{induction}}, P_{\text{feed}}) = \sum_{c=1}^{C} H(P_{\text{induction}},(P_{\text{feed}})^c)$$  \hspace{1cm} (11)

where $C$ is the number of orders. We utilize Tanh to avoid the numerical problem caused by high-order terms. The multi-order enhancement effectively promotes the model’s non-linear fitting ability without bringing additional computational and storage costs.

### 4.4 Multi-level Independence

Learning independence is one of the main concerns for feature interaction modeling. To ensure learning independence, we propose a three-level strategy from different aspects.

The first level, parameter independence, which is necessary. As mentioned in Sec.4.2, our approach disentangles the update of representation learning and feature interaction modeling. The parameter independence is the basis of our CAN.

The second level, combination independence, which is recommended. The feature interaction grows linearly as the number of feature combinations increases. Empirically, the target item features like “item_id” and “category_id” are selected as the induction side while the user features are for the feed side. Since one induction side micro-MLP can be combined with several feed sides and vice versa, our approach can easily enlarge the expression capability of the model exponentially. We illustrated this idea in Fig.4. Formally, if the induction and feed sides have $Q$ and $S$ groups respectively, the combinations of feature interaction should satisfy:

$$|P_{\text{induction}}| = \sum_{s=1}^{S} \sum_{i=0}^{L_s-1} (|w_i(s)| + |b_i(s)|)$$ \hspace{1cm} (12)

$$|P_{\text{feed}}| = \sum_{q=1}^{Q} |x(q)|$$ \hspace{1cm} (13)

where $|x(q)|$ is the input dimension of the $q$-th micro-MLP. In the forward pass, the feed feature is divided into several parts to fulfill each micro-MLP.

The third level, orders independence, which is optional. To further improve the flexibility of feature interaction modeling in multi-order inputs, our approach makes different induction side embeddings for different orders. However, the dimension of these embeddings correspondingly increases $C$ times similar to Eq.12.

The multi-level independence helps the feature interaction modeling but at the same time, brings additional memory access and computations. There is a trade-off between the independence level and deployment cost. Empirically, the higher independence level the model uses, the more training data it needs. In our real system, three levels of independence are used yet only parameter independence is used in public datasets due to the lack of training samples.

### 5 EXPERIMENTS

In this section, we present the empirical studies in detail. In Sec.5.1, we first introduce general experimental settings. The results and discussions are elaborated in Sec.5.2. Sec.5.3 evaluates the effect of each component via the ablation studies.

#### 5.1 Experimental Settings

**Dataset.** We conduct experiments on three publicly accessible datasets for CTR prediction task: Amazon, Taobao and Avazu, whose statistics are summarized in Tab.1.
with state-of-the-art CTR prediction models focusing on feature interaction modeling. Meanwhile, we present additional DNN interaction modeling.

Amazon dataset\(^2\) contains product reviews and metadata from Amazon. Among 24 categories of products, we select the Books subset in our experiment. Following previous works [13, 27, 28], we randomly select products not rated by a specific user as negative samples and create corresponding user behavior sequence.

Taobao dataset\(^3\) is a set of user behaviors from Taobao’s recommender system. The dataset contains about 1 million users whose behaviors include click, purchase, adding items to the shopping cart, etc. The click behaviors for each user are taken and sorted according to the timestamp to construct the behavior sequence.

Avazu dataset\(^4\) is a mobile ad dataset including 11 days (10 days for training and 1 day for test) real industrial data provided by Avazu. Different from Amazon and Taobao datasets, we model the feature interaction using discrete features as this dataset contains various data fields, which is suitable to verify the effect of (non-)sequence to feature interaction modeling. During training, data of the 10th day is regarded as the validation set.

Competitors.

To verify the effectiveness of our approach, we compare CAN with state-of-the-art CTR prediction models focusing on feature interaction modeling.

- Cartesian product is the multiplication of two sets to form the set of all ordered pairs. The former of the produced pair belongs to the first set and the latter is from the second set.
- DeepFM [6] based on DNN and adopts a product layer to combine the power of factorization machines for recommendation.
- xDeepFM [12] aims to generate feature interactions in an explicit fashion and at the vector-wise level using the proposed Compressed Interaction Network (CIN).
- FFN & DeepFFM [9] is a variant of Factorization Machines (FMs) with field aware that can classify large sparse data. DeepFFM appends a DNN term to incorporate high order combination information implicitly.
- PNN [14] uses a product layer followed by a fully connected layer to explore high-order feature interactions.
- NCF [7] presents a neural network architecture to model collaborative filtering between the latent vectors.
- ONN [25] proposes Operation-aware Neural Networks which learns different representations for different operations.
- DIEN [27] designs an interest extractor layer to capture user interests from user behavior sequence. An interest evolving layer is further used to model the interest evolving process.

For a fair comparison, DNN is used as the base model (CAN-DNN) so that the differences of these methods (except DIEN) lie on the feature interaction modeling. Meanwhile, we present additional experiments based on DIEN (CAN-DIEN), which is a state-of-the-art method focusing on user interest, to evaluate the promotion of CAN on sequence-oriented modeling.

Implementation details. We implement CAN using TensorFlow. Specifically, for \(P_{\text{induction}}\), a two-layer MLP is used with input/output dimension set to 16/8 and 8/4. The order of \(P_{\text{feat}}\) is set to 3. The model parameters are initialized with a Gaussian distribution (with a mean of 0 and standard deviation of 0.01). We use Adam to optimize the training procedure with the batch size set to 128 and the learning rate set to 0.001. A three-layer MLP with layers 200 \(\times\) 80 \(\times\) 2 is used for final CTR prediction. The commonly used metric AUC is taken to evaluate the model performance. Note that all experiments are conducted 5 times independently from random train and validation partitions.

5.2 Results

Overall Performance. We report the performance of our proposed CAN and baselines on both three datasets in Tab.3 and Tab.4.

Tab.3 shows the experimental results on Amazon(book) and Taobao dataset. As mentioned in Tab.3, CAN-DNN outperforms other state-of-the-art approaches on both datasets and improves AUC by 3.86% and 4.23%, respectively, compared with the base model DNN. Meanwhile, CAN-DNN surpasses other feature interaction approaches with a large margin, outperforming the strongest feature interaction (non-sequential) baseline ONN in both two datasets. Therefore, it validates the effectiveness of our approach on interaction modeling. Since the two datasets contain rich user sequential data, sequence-oriented approaches (which are more suitable for real industrial systems) like DIEN performs better than DNN. Thus, we also use DIEN as the base model to evaluate the effects of CAN (CAN-DIEN). The results show that DIEN can still benefit from CAN with 1.46% and 1.36% improvement on AUC, respectively.

Tab.4 shows the experimental results on Avazu dataset. Although CAN is designed mainly for real industrial data that contain a lot of behavior sequences, it’s still capable of non-sequential input. The Avazu dataset contains 24 data fields among which we select 9 fields to construct 16 kinds of feature combinations. Empirical results show that CAN outperforms all the other approaches.

Compare with Cartesian Product. Firstly, it’s worth noting that, as a pure representation learning method, cartesian product method could achieve better performance compared with other embedding combination methods. It indicates that although those combination methods could extract some information of feature interaction, there is still a large gap to direct combination encoding, i.e., cartesian product. As shown in Tab.2, CAN achieves comparable results with the cartesian product by only 1/6 parameters.

Meanwhile, we found there is a strong overlap between CAN and cartesian product in feature interaction, for example, CAN (+3.86%) and cartesian product (+3.28%) only brings 5.42% lift on Amazon(book) dataset. The experimental results on Taobao dataset and Avazu dataset show a similar result and this reveals that CAN can effectively model the feature co-occurrence.

Parameter Number Analysis. Fig.5 shows the parameter number and corresponding test AUC of different methods on Amazon book dataset. In CAN (Small) model, we set the dimensions of tensor in co-action unit and extra embedding layers to a small value to

| Dataset       | Training | Validation | Feature Size |
|---------------|----------|------------|--------------|
| Amazon (book) | 1086120  | 121216     | 912642       |
| Taobao        | 691456   | 296192     | 5159463      |
| Avazu         | 36387240 | 403793     | 6763060      |
To investigate the effect of each component, we conduct several ablation studies, which are shown in Tab.5.

### 5.3 Ablation Study

To investigate the effect of each component, we conduct several ablation studies, which are shown in Tab.5.

---

### Table 2: The AUC performance of Cartesian Product and CAN based on DNN in Amazon (book), Taobao and Avazu datasets.

| Model  | Dataset    | Amazon (book) | Taobao | Avazu |
|--------|------------|---------------|--------|-------|
|        |            | AUC (mean ± std) | Parameter | AUC (mean ± std) | Parameter | AUC (mean ± std) | Parameter |
| DNN    |            | 0.7640 ± 0.0007 | 1.0x | 0.8470 ± 0.0011 | 1.0x | 0.7624 ± 0.0008 | 1.0x |
| + Cartesian |            | 0.7891 ± 0.0007 (3.29% ↑) | 17.0x | 0.8863 ± 0.0012 (4.64% ↑) | 16.5x | 0.8041 ± 0.0014 (5.47% ↑) | 21.0x |
| + CAN |            | 0.7935 ± 0.0007 (3.86% ↑) | 3.3x | 0.8828 ± 0.0016 (4.23% ↑) | 2.6x | 0.8037 ± 0.0013 (5.42% ↑) | 3.9x |
| + CAN + Cartesian |            | 0.8054 ± 0.0007 (5.42% ↑) | 18.8x | 0.8967 ± 0.0017 (5.87% ↑) | 15.3x | 0.8120 ± 0.0014 (6.51% ↑) | 23.4x |

---

### Table 3: The AUC performance on Amazon (book) and Taobao datasets (sequential).

| Model | Amazon (book) | Taobao |
|-------|---------------|--------|
| FFM   | 0.7523 ± 0.0004 | 0.7918 ± 0.0016 |
| DNN   | 0.7640 ± 0.0007 | 0.8470 ± 0.0011 |
| DeepFM | 0.7682 ± 0.0005 | 0.8500 ± 0.0012 |
| DeepFFM | 0.7711 ± 0.0004 | 0.8545 ± 0.0016 |
| xDeepFM | 0.7697 ± 0.0005 | 0.8573 ± 0.0012 |
| PNN   | 0.7801 ± 0.0002 | 0.8649 ± 0.0014 |
| NCF   | 0.7820 ± 0.0005 | 0.8717 ± 0.0023 |
| ONN   | 0.7851 ± 0.0007 | 0.8752 ± 0.0011 |
| DIEN  | 0.8346 ± 0.0007 | 0.9262 ± 0.0011 |
| CAN-DNN | 0.7935 ± 0.0007 | 0.8828 ± 0.0016 |
| CAN-DIEN | 0.8468 ± 0.0008 | 0.9388 ± 0.0013 |

---

### Table 4: Results on Avazu dataset (non-sequential).

| Model | Amazon (book) | Taobao | Avazu |
|-------|---------------|--------|-------|
| FFM   | 0.7580 ± 0.0014 | 0.7624 ± 0.0008 |
| DNN   | 0.7712 ± 0.0015 | 0.7746 ± 0.0013 |
| DeepFM | 0.7664 ± 0.0014 | 0.7871 ± 0.0011 |
| DeepFFM | 0.7871 ± 0.0011 | 0.7865 ± 0.0012 |
| PNN   | 0.7902 ± 0.0009 | 0.8037 ± 0.0014 |
| NCF   | 0.7887 ± 0.0009 | 0.7935 ± 0.0013 |
| ONN   | 0.8041 ± 0.0014 | 0.8037 ± 0.0013 |
| CAN-DNN | 0.8037 ± 0.0009 | 0.8037 ± 0.0013 |

---

**MLP Layer.** (mentioned in Sec. 4.2) First, we show the influences of \(M_{\text{can}}\) architecture to the feature interaction modeling. Specifically, we train models with a different number of MLP layers: 1 layer, 2 and 3 layers. The input/output dimension of each layer is set to 16/8, 8/4 and 4/4, respectively. In general, deeper MLP leads to higher performance. However, when the number of layers grows to 3, there is a decrease in AUC. The main reason may be that the network is not well trained as more complex network architecture usually requires more training data to get convergence.

**Activation Function.** Second, we study the influences of the activation function. As can be seen from Tab.5, the non-linearity improves AUC by 0.23%. The Tanh activation function plays the role of a normalizer to avoid numerical issues in high orders and helps the model to train stably.

**Multi-order Enhancement (mentioned in Sec. 4.3).** Third, we evaluate the influences of multi orders. Based on 1st order term, 2nd, 3rd and 4th order terms are added, gradually. From 1st order to 3rd order, AUC promotes a lot. Afterward, as the order grows, the gap starts to shrink even causing a negative effect. The multi orders have a marginal effect on the performance gain so that 2 or 3 power terms are proper in reality.

### 6 INDUSTRIAL EXPERIENCE

In this section, we share the industrial experiences of feature interaction modeling in our display advertising system.

Cartesian product is the most direct way in feature interaction modeling as discussed in previous sections. Nevertheless, cartesian product usually leads to heavy resource consumption. On one hand, the model size will expand at an extremely fast rate. The oversized model brings great challenges for storage and network transmission, which further affects the real-time update of the model. On the other
which causes much response latency. Moreover, the computational costs of feature interaction grow linearly according to the number of feature combinations which also brings considerable response latency to our system. To exert all energy of CAN, many efforts are allocated additional 21 embeddings due to feature interaction independence. As the user features are mostly behavior sequences with a length of more than 100, additional memory access is required under this situation. In our advertising system, 21 kinds of features including 6 ad features (e.g., ad_id, item_id, shop_id, etc.) and 15 kinds of user features (e.g., item_history, shop_history, etc.) are selected to construct feature interaction. We notice that CAN can achieve comparable performance compared with cartesian product with only one-tenth of model size.

As mentioned in Sec.4, given the 21 kinds of features, CAN allocates additional 21 embeddings due to feature interaction independence. As the user features are mostly behavior sequences with a length of more than 100, additional memory access is required which causes much response latency. Moreover, the computational costs of feature interaction grow linearly according to the number of feature combinations which also brings considerable response latency to our system. To exert all energy of CAN, many efforts are devoted to reducing the response latency. In the industrial deployment, we optimize CAN from three aspects:

- **Sequence cut-off.** The length of 16 kinds user features ranges from 50 to 200. We elegantly apply sequence cut-off to reduce memory cost, e.g., all user behavior sequences with length 200 are truncated at length 50. The most recent behaviors are kept. The sequence cut-off promotes the QPS (Query Per Second) by 47% QPS lift. Besides, we make a kernel fusion which combines several operations (such as Matmul and Tanh) as one to reduce the GPU memory I/O consumption. By doing so, the intermediate GPU memory writing of the matrix multiplication output is avoided, which brings another 47% QPS lift.

- **Multi-order Enhancement.** The series of optimizations make CAN capable of online serving stably in the main traffic of our advertisement system. In the case of our practice, the CTR prediction step of CAN takes about 10 ms and the system can handle nearly 1.3K QPS per Tesla T4 GPU.

### 6.1 Offline and Online Results

In all public datasets, CAN has an absolute increase of about 1.2% in AUC compared with DIEN as shown in Tab.3. Meanwhile, CAN also brings an additional 1.2% GAUC (Group AUC) lift in our 30-days industrial data compared with our online serving model. Tab.6 shows the online A/B test results of CAN on our two main scenes in feeds recommendation, Homepage Advertising and Post-purchase Advertising between Jul. 2020 and Oct. 2020. CAN achieves 11.4%/12.5% CTR and 8.8%/7.5% RPM promotions respectively, which are considerable in industrial practice.

### 7 CONCLUSION

In this paper, we stress the importance of feature interaction modeling, which is not fully explored by previous works. Inspired by cartesian product, we propose a new feature interaction paradigm using a specially designed network, Co-Action Network (CAN). The CAN disentangles the representation learning and feature interaction modeling via a flexible module, co-action unit. Moreover, multi-order enhancement and multi-level independence are introduced in co-action unit to further promote the ability of feature interaction modeling. The experiments show that the CAN outperforms the previous works. CAN has been deployed in the display advertisement system in Alibaba and served the main traffic. We believe this work has pushed feature interaction learning a step forward and multi-feature and lightweight interaction modeling will be further explored in the future.

---

**Table 5: Ablation studies on Amazon(book) dataset.**

| Components                          | AUC (mean ± std) |
|-------------------------------------|------------------|
| MLP in Co-Action Unit               |                  |
| 1 layer                             | 0.7889 ± 0.0007  |
| 2 layers                            | 0.7935 ± 0.0007  |
| 3 layers                            | 0.7913 ± 0.0013  |
| Activation Function                 |                  |
| w/o activation                      | 0.7917 ± 0.0008  |
| w/ Tanh                             | 0.7935 ± 0.0007  |
| Multi-order Enhancement             |                  |
| order=1                             | 0.7902 ± 0.0008  |
| order=2                             | 0.7921 ± 0.0012  |
| order=3                             | 0.7935 ± 0.0007  |
| order=4                             | 0.7934 ± 0.0014  |

**Table 6: The performance in real online advertising system.**

| Scene                      | CTR   | RPM   |
|----------------------------|-------|-------|
| Homepage Advertising       | +11.4%| +8.8% |
| Post-purchase Advertising  | +12.5%| +7.5% |
