Modeling the Warm Absorber in AGN

A. Rózańska\textsuperscript{1} R. Goosmann\textsuperscript{2} A.-M. Dumont\textsuperscript{2} B. Czerny\textsuperscript{1}

\textsuperscript{1}Copernicus Astronomical Center, Bartycka 18, 00-716 Warsaw, Poland
\textsuperscript{2}Observatoire de Paris-Meudon, LUTH, Meudon, France

Received ...; accepted ...

Abstract. We present a wide grid of models for the structure and transmission properties of warm absorbers in active galactic nuclei (AGN). Contrary to commonly used constant density models, our absorbing cloud is assumed to be under constant total (gas plus radiation) pressure. This assumption implies the coexistence of material at different temperatures and ionization states, which is a natural consequence of pressure and thermal equilibrium. Our photoionization code allows us to compute the profiles of the density, the temperature, the gas pressure, the radiation pressure and the ionization state across the cloud, and to calculate the radiative transfer of continuum and lines including Compton scattering. Therefore, equivalent widths of both saturated and unsaturated lines are properly modeled. For each pair of the incident spectrum slope and the ionization parameter at the cloud surface there is a natural upper limit to the total column densities of the cloud due to thermal instabilities. These maximum values are comparable to the observational constraints on the column density of warm absorbers which may give support to constant total pressure models. In all models we note considerable absorption around 6.4 keV which modifies the intrinsic relativistically broadened iron line profile originating in an accretion disk illuminated atmosphere. Our models can be applied to fitting the spectroscopic data from the XMM-Newton and Chandra satellites.
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1. Introduction

The first X-ray absorption feature due to ionized heavy elements was recognized by Halpern (1984) in the X-ray spectrum of the Sy1 galaxy MR 2251-178 observed by the \textit{EINSTEIN} satellite. The author related the observed jump in flux around 1 keV to the absorption edge of O\textsc{viii}. Therefore, as Halpern concluded, X-rays emitted from the central region of an active galaxy traveling toward an observer encounter a “warm absorber” — material with an electron temperature lower than the temperature of collisionally ionized gas with a similar level of ionization.

Results from \textit{EXOSAT}, \textit{ROSAT}, \textit{GINGA}, \textit{ASCA}, and \textit{Beppo-SAX} satellites showed that warm absorbers were common among Seyfert galaxies. Nandra & Pounds (1994) have suggested that more than 50\% of Sy1s contain a warm absorber, and later results confirmed such occurrence rate (e.g. Reynolds, 1997; George at al. 1998). Those conclusions were based exclusively on the detection of absorption edges (for instance in MCG-6-30-15, Nandra & Pounds 1992). The detector areas and the spectral resolution of those satellites did not allow us to see any absorption lines from highly ionized species.

The situation changed since 1999, when large X-ray telescopes \textit{Chandra} and \textit{XMM-Newton} started to operate, with their X-ray grating instruments working in the energy range up to almost 10 keV. Several tens of absorption or emission lines were observed and identified in NGC 3783 (Kaspi et al. 2002, Behar et al. 2003, Netzer et al. 2003, Krongold et al. 2003), NGC 5548 (Kaastra et al. 2002), NGC 1068 (Kinkhabwala et al. 2002), NGC 7469 (Blustin et al. 2003), MCG-6-30-15 (Turner et al. 2004). In other objects the number of fitted lines is lower and/or their detection is less firm, but the results still strongly support the presence of a warm absorber in those Seyferts (NGC 4051, Collinge et al. 2001; Mrk 509, Yaqoob et al. 2003; TonS180, Rózańska et al. 2004). Warm absorber lines were even detected in a distant blazar at $z = 4.4$ (Worsley et al. 2004).

Detected lines are basically consistent with the unification scheme of AGN based on the presence of the dusty/molecular torus. According to that scheme, Sy1 are objects seen face-on and Sy2 are objects seen edge-on (Antonucci & Miller 1985; for application to X-ray band see Mushotzky, Done & Pounds 1993). The major characteristic of the X-ray spectra of Sy2 galaxies is that they are strongly absorbed at low energies, and that their emission
lines, especially the iron Kα line, have large equivalent widths (Turner et al. 1997) since their intensity is measured with respect to the heavily obscured direct continuum (Weaver & Reynolds 1998) or only with respect to the scattered continuum (in Compton-thick objects), as discussed by Bassani et al. (1999). In some cases of Compton-thin Sy2 obscuration may be due to the host galaxy and unrelated to disk/torus orientation (Matt 2000, Guainazzi et al. 2001). The spectra of Sy1 galaxies are predominantly featureless, show low energy absorption, and the equivalent width of the iron Kα line is much lower than in Sy2. Some Sy1 show relativistically broadened iron Kα line profiles which additionally supports the view that in Sy1 we directly observe the innermost part of the nucleus. The scattering medium may be identical to the warm absorber and we have side view of this medium in Sy2 galaxies while we see the nucleus through it in Sy1. Indeed, X-ray spectra of some Sy2 galaxies show many narrow emission lines, (e.g. NGC 1068, Kinkhabwala et al. 2002; NGC 4507, Matt et al. 2004; Mkn 3, Pounds & Page 2005; NGC 4151, Schurch et al. 2004) indicating that ionized material may extend beyond the shielding torus. In Sy1 spectra mostly absorption lines are observed (e.g. NGC 3783, Kaspi et al. 2002; NGC 5548, Kaasstra et al. 2002; Mrk 509, Yaqoob et al. 2003) without strong absorption of continuum, suggesting that in those objects we see directly the nucleus through the ionized plasma. Some contribution of emission lines in Sy1 X-ray spectra is also expected (e.g. Netzer 1993, Collin, Dumont & Godet 2004) and seen in the data (e.g. NGC 3783, Behar et al. 2003; NGC 7469, Scott et al. 2005). However, the constraints from Sy2 galaxies for the ionized medium cannot be used directly to Sy1 galaxies since in Sy2 galaxies we may observe only the outer part of the plasma distribution, due to the obscuration by the torus, while warm absorber features may come predominantly from the inner part.

A majority of these absorption lines shows a velocity shift of the order of a few hundreds km/s (Kaspi et al. 2001, Kaasstra et al. 2002) suggesting that the warm absorber is outflowing. A strong high velocity outflow was recently reported in several objects, mostly radio-quiet quasars (e.g. 60 000 km/s and 120 000 km/s in APM 08279+5255, Chartas et al. 2002; 23 000 km/s in PG1211+143, Pounds et al. 2003a; 63 000 km/s in PG0844+349, Pounds et al. 2003b, 30 000 km/s in IRAS 13197-1627, Dadina & Cappi 2004; 26 000 km/s in PG 1404+226, Dasgupta et al. 2005). However, the results are based on a few detected lines, so line identifications and, consequently, the determined high outflow velocities can be questioned (Kaspi 2004a). The origin of the outflow and its geometry is still under discussion (Crenshaw, Kraemer & George 2003a, Blustin et al. 2005).

It is more difficult to estimate the radial distance of the warm absorber from the nucleus. Absorption lines most probably form somewhere between the broad line region (BLR) and the narrow line region (NLR) (i.e. from about 0.01-0.1 up to 10 pc from nucleus; see Crenshaw et al. 2003a, Blustin et al. 2005). Variability in the overall warm absorber properties was reported for a few sources (MR 2251-178, Halpern 1984, Kaspi et al. 2004b; MCG -6-30-15, Reynolds et al. 1995; H1419+480, Barcons et al. 2003; NGC 4395, Shih et al. 2003; NGC 3516, Netzer et al. 2002). Netzer et al. (2002) and Barcons et al. (2003) concluded that the changes observed are consistent with varying ionization of the gas. The lack of short-timescale (days) response of the warm absorber to the change of the continuum can be used to put lower limits to the warm absorber distance (e.g. 0.5 - 2.8 pc for NGC 3783, Behar et al. 2003; similar limits were given by Netzer et al. 2003). Krongold et al. (2005) detected a response of the warm absorber to the changes of the continuum on a timescale of 31 days in NGC 3783, deriving an upper limit of 6 pc for the distance of the warm absorber. The shortest variability timescale of $\sim 10^4$ s has been detected in the warm absorber in MCG -6-30-15 (Otani et al. 1996; see also Turner et al. 2004) locating the plasma responsible for the OVIII edge within the distance of 10$^{17}$ cm from the nucleus. The spectral analysis of this source indicates that the highly ionized warm absorber is dust-free, with dust contribution in this source coming from a distant zone, hundreds of pc from the nucleus (Ballantyne et al. 2003).

The same medium is most probably responsible for narrow absorption lines seen in the UV spectra of many AGN (for a review, see Crenshaw et al. 2003a). Some kinematic components discovered in UV coincide with those discovered in soft X-rays but for other components no such correspondence is seen (e.g. Behar et al. 2003 for NGC 3783, Crenshaw et al. 2003b for NGC 5548, Kaspi et al. 2004b for MR 2251-178; Scott et al. 2005 for NGC 7469; Gabel et al. 2005 for NGC 3783). However, the resolving power of the UV observations is high ($R \sim 20000$) while X-ray data resolution is much lower ($R \sim 1000$), which makes the comparison difficult, as discussed by Crenshaw et al. (2003a). Analysis usually suggests that UV and X-ray absorption features are consistent with arising in the same gas, but with stratified ionization (e.g. Barcons et al. 2003, Kaspi et al. 2004b, Scott et al. 2005, Gabel et al. 2005). Since the absorption features appear in the profiles of the broad emission lines like CIV, and are occasionally deep, this serves as an argument that the absorbing region is located outside the BLR.

The column density of the warm absorber is generally estimated to be about 10$^{21-23}$ cm$^{-2}$, and absorbing gas contains heavy elements mostly in the form of helium and hydrogen-like ions. However, accurate measurements of the column density are quite complex. Most determinations are based on detection of absorption edges, but in some cases edges are undetectable while lines are clearly seen (Kaasstra et al. 2002, Różańska et al. 2004). Also the estimates of column densities from edges do not always confirm estimates derived from the absorption line analysis (Kaspi et al. 2002).

The ionization state of the gas required to reproduce the observed absorption or emission lines seems to be quite complex. In many objects predictions based on a
The photoionization code Titan is used to model the warm absorber in AGN. We make the assumption that the total pressure within a cloud is constant. We use the radiative properties, and the only assumption is that the warm absorber is determined physically by radiation. Theoretically, this situation is considered as constant, and ionization stages. The main assumption is that there are two constant densities assumed to have the same dynamical ionization parameter, Ξ, which is the ratio of ionization pressure to the gas pressure. In such situation, calculations of transfer of X-ray radiation through two constant density zones are performed separately and then spectrum is merged together depending on covering factor.

The main assumption of our model is that the structure of a single warm absorber cloud is determined by the condition of constant total, \( P_{\text{gas}} + P_{\text{rad}} \), pressure. The value of this pressure is self-consistently determined by solving non-LTE ionization equilibrium, thermal equilibrium and radiative transfer throughout the cloud thus providing a density and ionization profile inside a cloud.

We model an irradiated cloud using a plane parallel approximation. The total column density of the cloud, \( N_H \), is a free parameter in our model. The second model parameter is the ionization parameter, \( \xi \), determined at the cloud surface

\[
\xi = \frac{L}{n_0 R^2} = \frac{4\pi F}{n_0},
\]

where \( L \) is the luminosity of the central source, \( n_0 \) is the number density at the cloud surface, at its illuminated side, and \( R \) is the distance of the cloud from the central source. There is no difference if we use small \( \xi \) or dynamical big \( \Xi \) ionization parameter which is defined as \( \Xi = F/(cP_{\text{gas}}) \) since both parameters are used only to specify the amount of X-ray flux illuminating the cloud surface. In our models both ionization parameters change with the optical depth due to the change in the density and in the irradiating flux, and this stratification is computed self-consistently.

The X-ray illuminating continuum is assumed to have a power-law shape, as it is usually observed in many Seyferts, and the power-law photon index, \( \Gamma \), is a model parameter.

The photoionization code Titan developed by Dumont et al. (2000) solves the full radiative transfer of the ionizing continuum in two stream approximation. The transfer method for the lines and continuum used in this code has been modified to use the accelerated lambda iteration (ALI) method, which is especially well suited to rapid convergence in the cores of lines which may be optically thick (Dumont et al. 2003). The computations are done assuming complete redistribution function in the lines. Partial redistribution is mimicked by a Doppler profile for some of the most intense resonant lines.

The comparison of proper ALI computations with escape probability approximation was shown in the recent papers by Dumont et al. (2003) and Collin, Dumont, Godet (2004). In the case of emission lines the errors in
the line fluxes are typically of the order of 30\% for column densities $10^{20}$ cm$^{-2}$ and a factor of five for column densities of $10^{23}$ cm$^{-2}$, compared to calculations using the escape probability formalism.

TITAN includes all relevant physical processes from each ion level. The population of each level is computed solving the set of ionization equations coupled with the set of statistical equations describing the excitation equilibrium. However, some low ionization states are more roughly treated.

The following processes are taken into account: radiative and collisional ionization in all levels, recombinations in all levels, and radiative and collisional excitations and de-excitation for all transitions.

We consider ten main heavy elements including iron. TITAN transfers “only” 900 lines while some photoionization codes ($\text{xstar}, \text{cloudy}$) collect over 4000 lines or more. On the other hand, TITAN is also designed to calculate radiative transfer in Compton thick media, which basically means that we are able to compute transfer of optically thick lines through any stratified cloud, and also through an atmosphere in hydrostatic equilibrium (Róžańska et al. 2002). The same code is applicable for a whole range of column densities (from small to large), and a whole range of ionization states.

The Compton heating/cooling balance through the cloud is taken into account since for hard photon index, $\Gamma = 1.5$, Compton heating is comparable to photoionization heating. Compton balance of photons up to 26 keV is computed in TITAN while Compton balance of photons between 26 up to 100 keV is computed using code NOAR (Dumont, Abrassart, & Collin 2000). The NOAR is a radiative transfer code, based on the Monte Carlo method, to compute a Compton heating profile for a plane stratified atmosphere. This Compton heating/cooling profile is read by the TITAN and taken into consideration for solving the radiative transfer. Usually three iterations between NOAR and TITAN are enough to determine Compton heating/cooling curve. For the sets of our models with the same $\Gamma$ the Compton heating does not vary much with $\xi$ and $N_{H_{\text{tot}}}$ of the warm absorber. Hence, we only derived a few representative Compton profiles, for different $\Gamma$ and we adopted them to all other models to perform our computations. Comptonization of line photons is included.

Generally our code models the reflected and outward spectrum from the slab with assumption that both are emitted isotropically. In Fig. 1 we present all spectra available for one particular cloud. The advantage of our code is that we do not separate absorbed and emitted spectra which are derived from two different parts of the solution of radiative transfer. This procedure is done in many previous attempts starting from Netzer (1993). In TITAN we solve transfer of absorption and emission continua and lines simultaneously producing outward spectrum (see Fig. 1), which is a mixture of absorption and emission features. Nevertheless, if a warm absorber cloud is on the line of sight to the observer, we see outward cloud spectrum emitted only in the direction normal to the slab, i.e. pointing to the observer.

In this first paper we want to examine only the absorption features, therefore the final spectra presented in the section below are purely absorption spectra, i.e., outward in the direction toward the observer (transmitted). This is equivalent to the situation where the covering factor of the warm absorber is small, but a single warm absorber cloud is large and located on the line of sight to the observer. The model is applicable to Seyfert 1 galaxies since in those objects we observe mostly absorption lines. Although the absorbed spectra do not contain any emission lines, the temperature and ionization structure were computed with full transfer of absorbed, emitted and reflected radiation. Reflected and outward spectra in other directions will be treated more carefully in the next paper.

In this paper generally we are discussing a grid of models with zero velocities to see the main trends in the properties of the absorbing matter. But we also present two models with non-zero turbulent velocity the same for all ions to trace how it affects final equivalent widths of lines (see also a special case considered in Róžańska et al. 2004).

3. Grid of parameters and numerical limitation

All computations are done assuming that the surface of a warm absorber has a number density $n_0 = 10^{11}$ cm$^{-3}$. The exact value of this parameter seems to be unimportant. We have checked that adopting a lower value of the
surface density does not change the cloud structure. The ionization parameter $\xi$ gives a direct information on the flux of the ionizing radiation which hits the surface of the warm absorber. In our model we vary $\xi$ from $10^3$ up to $10^5$ erg cm s$^{-1}$.

We assume that the ionizing continuum is coming from the center of an active nucleus and has a power law shape. The photon index varies from 1.5 up to 2.5 as observed for the hard X-ray band. The illuminating X-ray continuum in all models extends from 0.01 keV up to 100 keV.

When computing warm absorber models under constant pressure we deal with the well known problem of an illuminated atmosphere with heavy elements. If the incident spectrum is hard enough and/or the abundance of heavy elements is solar or higher, a thermal instability develops (Fields 1965, Krolik, Mckee & Tarter 1981) which affects the conditions in the surface layers of the irradiated stellar or accretion disk atmospheres, including AGN disks (e.g. Różańska & Czerny 1996).

The instability occurs when for a single value of the dynamical ionization parameter $\Xi = F_{tot}/c\rho_{gas}$, the energy balance equation has three solutions with different temperatures and densities. Therefore, in a constant density medium it is not possible to obtain any instability but they develop if the density of the medium can adjust to the local conditions. Among these three solutions, one is unstable, and two others are stable, but there is no stable solution which is continuous through the whole irradiated layer. In our case we assume constant pressure instead of constant density and we may expect thermal instabilities in the clouds with total column density high enough for the temperature to drop considerably inside the cloud (see Sec. 3).

Generally, for each set of $\Gamma$ and $\xi$ we consider a range of values for the logarithm of the column density, $\log N_H$, starting with 21. Whenever possible, we extended our grid to $\log N_H = 23.5$. However, for specific values of the initial ionization parameter and/or steepness of X-ray spectrum we were not able to achieve thermal equilibrium. There is a maximum total column density, $N_{H_{tot}}^{Max}$, for which instabilities are so strong that computations failed. For this reason our grid of total column densities is not the same for each set of $\Gamma$ and $\xi$. These maximum values of the total column density are shown in Fig. 2 for all combinations of $\Gamma$ and $\xi$.

The maximum value $N_{H_{tot}}^{Max}$ rises with an increase of the ionization parameter but the relation is not strictly monotonic, and the dependence on the spectral slope is even more complex. The most difficult case was $\Gamma = 1.5$ and $\xi = 10^4$, where a temperature fall appeared even for low total column densities, and we were able to find a stable cloud only up to the $N_{H_{tot}} = 3.16 \times 10^{22}$ cm$^{-2}$. Under those special conditions, line cooling due to a single iron ion strongly dominated all other cooling mechanisms, and the medium was optically thick in the emitted lines. Therefore, the local temperature strongly depended on the presence or absence of a layer behind the considered zone. The cooling of the outer zone served as a heating mechanism to the inner zone, compensating exactly the losses. As a result, the Thomson depth of the hot zone depended roughly linearly on the assumed $N_{H_{tot}}$.

In this paper we also study the case when absorbing matter has turbulent velocity. For this purpose we consider two cases, one with $v_{turb} = 100$ km/s, and one with $v_{turb} = 300$ km/s, the same for each ion.

4. Structure of the warm absorber

We expect that at the illuminated face of a cloud the temperature will be high and density low, and a high temperature equilibrium on the “S curve” (Krolik, Mckee & Tarter 1981) will be reached. This layer is expected to be optically thin despite some lines which may be saturated. Going deeper inside the warm absorber the illuminating continuum will be absorbed by heavy elements and we expect that the temperature structure will show a strong decrease with accompanying increase of the density, while the ionization state decreases, but not so rapidly. Therefore after this geometrically extended optically thin layer, we will get geometrically thin layers with strong temperature and density gradients becoming optically thicker.

The temperature structures of all computed clouds are given in Fig. 3. Models with $\Gamma = 1.5$ are presented in panels a, b, c for $\xi = 10^3$, $10^4$ and $10^5$ respectively. The same sequence of $\xi$, but for $\Gamma = 2$, is shown in panels d, e, f, and the softest intrinsic spectrum with photon index 2.5 is presented in g, h and i panels. The density structure for exactly the same set of models is presented in Fig. 4.

For each set of $\Gamma$ and $\xi$ we present results for a grid of column densities starting from $N_{H_{tot}} = 10^{21}$ up to $N_{H_{tot}}^{Max}$, depending on the appearance of thermal instabilities. We use a 0.5 step size in logarithm of the total column density.

In each panel (except for b, where $\Gamma = 1.5$ and $\xi = 10^4$) we see the same trend in the structure while increasing the value of the total column density. For the lowest total column densities the temperature does not decrease strongly, because the cloud is thin enough to exist only.
The temperature profiles within the irradiated clouds at constant pressure. The different panels show the dependence on the total column density, starting with $\log N_{\text{Htot}} = 21$, with step sizes of 0.5. The step size decreases to 0.1 when approaching the value of $\log N_{\text{MaxHtot}}$. Panels a, b, c show the results for $\xi = 10^3$, $10^4$ and $10^5$, and for $\Gamma = 1.5$. Panels d, e, f show respectively the same ionization parameters but for $\Gamma = 2$. The last three panels, g, h, i, present the cases for $\Gamma = 2.5$.

In the high temperature equilibrium. In such a case the warm absorber is well modeled by a constant density slab with low density of the order of $n = 10^{11}$ cm$^{-3}$. A temperature drop appears when $N_{\text{Htot}}$ increases, and the highly ionized hot layer is complemented by geometrically thin, dense zones reaching even $n = 5 \times 10^{14}$ cm$^{-3}$. Since the transition to solutions with the outer cool cloud layer occurs rapidly, we had to decrease the step in $\log N_{\text{Htot}}$ to 0.1, for the last two curves in almost each panel in order to resolve correctly the structure.

The exceptional case of $\Gamma = 1.5$, $\xi = 10^4$ (panel b in Fig. 3) which was discussed at the end of Section 3 shows a strong temperature jump even for $N_{\text{Htot}} = 10^{21}$ cm$^{-2}$. The dense layer on the back of the illuminated face has an unphysical temperature bump. Such a layer has a non negligible optical thickness and it is seen in modeled spectra, which possesses strong absorption (see Section below).

In Fig. 3 we present thermal equilibrium curves, $T(\Xi)$, for several clouds. The value of dynamical ionization parameter across the cloud was computed using relation $\Xi = P_{\text{rad}}/P_{\text{gas}}$. From this figure it is clearly seen the difference of our models with those when two constant density slabs are used to fit a data. We propose warm absorber as a single cloud which passes through all ionization states, and each layer interacts radiatively with another one as it is usually done in classical atmospheric calculations.

5. Modeled spectra

The transmitted spectra for the whole set of models are presented in Figs. 6, 7, and 8 for $\Gamma = 1.5$, 2 and 2.5 respectively. All figures are given in the range of energies between 0.1 and 4 keV, where most lines are present. The energy ranges of iron lines from 6 keV up to 8 keV are presented and discussed in Sec. 6.

For high ionization parameters and low total column densities the spectra are featureless since the matter is almost fully ionized and only changes in the continuum are caused by Comptonization. This effect is clearly seen in the upper panels of Figs. 6 and 7, where the whole outgoing continuum is lowered. The Compton heating reaches almost 50% of total heating, therefore the determination of the exact value of Compton heating was very important in such cases and we did it iteratively using the Monte Carlo code NOAR.

In the spectra corresponding to higher total column densities we observe many absorption features. The spectrum in the energy range from 0.8 keV up to 2 keV is especially strongly absorbed due to many transitions of highly ionized heavy elements.
Fig. 5. The thermal equilibrium curves for the clouds at constant pressure. Clouds with $\Gamma = 1.5$ are presented in the left panel, with $\Gamma = 2.0$ in the middle panel, and with $\Gamma = 2.5$ in the right panel. Lines have following meaning: dotted line - $\xi = 10^5$, dashed line - $\xi = 10^4$, and solid line for clouds with $\xi = 10^2$. In all cases we show clouds with maximum total column density.

Fig. 6. Set of transmission spectra for the photon index of the incident continuum $\Gamma = 1.5$ and $\xi = 10^5$ (upper panel), $\xi = 10^4$ (middle panel) and $\xi = 10^3$ (lower panel). The results for a range of $\log N_{H_{tot}}$ are shown in each panel starting from $\log N_H = 21$. up to $\log N_{H_{tot}}$.

The comparison of spectra for the same total column density of the cloud but for different ionization parameters is shown in Fig. 6. The upper panel presents the results for slabs with $N_{H_{tot}} = 10^{22}$ cm$^{-2}$ illuminated by radiation of photon index $\Gamma = 1.5$. The different spectra from the top to the bottom represent the cases for $\xi = 10^5$, $10^4$ and $10^3$ respectively. The same sequence of ionization parameters is presented in the middle panel but for $N_{H_{tot}} = 10^{23}$ cm$^{-2}$ and $\Gamma = 2.0$, and in the lower panel but for $N_{H_{tot}} = 3.16 \times 10^{22}$ cm$^{-2}$ and $\Gamma = 2.5$.

The spectrum in the case of $\Gamma = 1.5$ and $\xi = 10^4$ is again exceptional because of the numerical problems mentioned above. In this spectrum many absorption edges are seen. This is because the optically thick layer on the back of illuminated cloud is also geometrically thick and the absorption is much stronger. Additionally, the highly ionized optically thin layer on the front of illuminated cloud is thin enough to not interact with X-ray radiation at all, explaining the lack of lines above 1 keV in this spectrum.

Other spectra show an increase in the number of lines with decreasing ionization parameter. Also less energetic lines (below 1 keV) are much more numerous for lower $\xi$. This is because the back side of an illuminated cloud reaches lower temperatures and higher densities, and also lower ionization states for lower $\xi$.

5.1. Absorption edges

The detection of absorption edges in the spectra of AGN puts direct constraints to the total column density of the warm absorber. Therefore, we show in Fig. 10 the strength of the main ionization edges in our synthetic spectra for comparison with observations. Models with $\Gamma = 1.5$ are presented in panels a, b, c for $\xi = 10^5$, $10^4$ and $10^3$ respectively. The same sequence of $\xi$, but for $\Gamma = 2$ is shown.
Fig. 8. Set of transmission spectra for the photon index of the incident continuum $\Gamma = 2.5$ and $\xi = 10^5$ (upper panel), $\xi = 10^4$ (middle panel) and $\xi = 10^3$ (lower panel). The results for a range of $\log N_{H_{tot}}$ are shown in each panel starting from $\log N_H = 21$, up to $\log N_{H_{Max}}$.

In panels d, e, f, and the softest intrinsic spectrum with photon index 2.5 is presented in g, h and i panels.

The strength of an edge is measured by its total optical thickness defined by total absorption plus scattering opacity coefficient multiplied by the density and integrated over the geometrical size of cloud. We show only Ovii (filled triangles), Oviii (open squares), Cv (stars), and Cvi (open circles) edges above $\tau_{edge} = 0.003$, which can be resolved using presently working X-ray satellites.

Again panel b shows the exceptional case, and we see that the ionization edges are strong for the reason mentioned in the previous Section. In the other cases the edges become visible only when the total column densities are higher than $10^{23}$ cm$^{-2}$ for $\xi = 10^3$ (panels a, d, g). This minimum total column density decreases with decreasing ionization parameter reaching the value of $10^{22}$ cm$^{-2}$ for $\xi = 10^3$.

5.2. Strength of the absorption lines

Several physical conditions influence the amount of energy absorbed in lines: the heavy element abundance, temperature of the medium, the hardness of the illuminating continuum, the column densities of particular ions, and the turbulent velocity of the absorbing matter. It is not obvious which condition is the most important. The curve of growth analysis should be done, but at present in our basic models we didn’t allow for any velocity dispersion in the absorbing gas.

Fig. 9. Comparison of spectra for the same $N_{H_{tot}}$, but for different ionization parameters. In upper panel we compare clouds of $N_{H_{tot}} = 10^{22}$ cm$^{-2}$ illuminated by radiation with photon index $\Gamma = 1.5$, middle panel $N_{H_{tot}} = 10^{23}$ cm$^{-2}$ and $\Gamma = 2.0$, and lower panel $N_{H_{tot}} = 3.16 \times 10^{22}$ and $\Gamma = 2.5$. In each panel lines from the top to the bottom present cases for $\xi = 10^5, 10^4$ and $10^3$ respectively.

In order to study the strength of absorption lines in our spectra, in Figures 11, 12, 13, and 14 we show expanded views of the spectra corresponding to $\Gamma = 2$ (see Fig. 7). The range between 0.3 and 0.7 keV is shown in Fig. 11 between 0.7 and 1.5 keV in Fig. 12, from 1.5 up to 3.5 keV is presented in Fig. 13, and finally the range from 6.2 up to 9 keV is shown in Fig 14.

All lines are weak (see Table 1), with equivalent widths smaller than 1 eV, and only in a few cases (Sxiv Lyα, Sxvi Lyα, Fexxvi Lyα up to Lyγ, also some fluorescent iron lines) do they reach a few eVs. For a decreasing ionization parameter $\xi$ (going from upper to bottom panels on each figure) we see that the lines become stronger and are present even for lower total column densities.

Some lines do not change very much with increasing column densities. These lines are predominantly from the most highly ionized species. Lines from ions of slightly lower ionization degree are not present in cases when the total column density is low, because the dense zone does not exist on the back of illuminated cloud.

Several modeled lines do agree with those detected by X-ray satellites as is shown in Tab. But most of them are slightly lower which may indicate that the observed lines are blended. We do expect this effect with present resolution of X-ray gratings. Also, it may indicate that material is in turbulent motion.

Therefore, for one specific case ($\Gamma = 2.0, \xi = 10^4$) we calculate the models with the maximum value of $N_{H_{tot}}^{Max}$. In panels d, e, f, and the softest intrinsic spectrum with photon index 2.5 is presented in g, h and i panels.
Table 1. Equivalent widths in [eV] of absorption lines from clouds with different ionization parameters at the surface.

| \( \Gamma \) | 2.0 | 2.5 | 2.0 | 2.0 | Observed | ref. |
|---|---|---|---|---|---|---|
| \( \xi \) | \( 10^1 \) | \( 10^4 \) | \( 10^6 \) | \( 10^7 \) | \( 10^9 \) | \( 10^{-8} \) |
| \( \log(N_{H,\text{tot}}) \) | 23.5 | 23.5 | 23.5 | 23.5 | 23.5 | \( v_{\text{turb}} = 100 \text{ km/s} \) | \( v_{\text{turb}} = 300 \text{ km/s} \) |
| C\( \text{v} \) Ly\( \alpha \) | 0.18 | 0.24 | 0.25 | 0.31 | 0.46 | 1.27 | 0.98 ± 0.33 | (2) |
| N\( \text{v} \) Ly\( \alpha \) | 0.19 | 0.28 | 0.31 | 0.46 | 0.63 | 1.55 | 1.33 ± 0.24 | (2) |
| O\( \text{v} \) Ly\( \alpha \) | 0.54 | 0.65 | 0.79 | 0.98 | 1.13 | 2.97 | 1.85 ± 0.55 | (1) |
| O\( \text{vii} \) (0.7743) | 0.38 | 0.44 | 0.44 | 0.38 | 1.05 | 2.76 | 1.77 ± 0.44 | (1) |
| F\( \text{ex} \) (0.8211) | 0.002 | 0.35 | 0.53 | 0.90 | 0.7 | 1.24 | 1.4 ± 0.28 | (1) |
| F\( \text{ex} \) (0.8266) | 0.002 | 0.33 | 0.32 | 0.47 | 0.97 | 2.5 | 0.83 ± 0.24 | (1) |
| F\( \text{ex} \) (0.8731) | 0.01 | 0.45 | 0.38 | 0.47 | 1.0 | 2.37 | 1.52 ± 0.34 | (1) |
| F\( \text{ex} \) (0.8984) | – | 0.1 | 0.23 | 0.29 | 0.2 | 0.14 | 1.43 ± 0.52 | (2) |
| F\( \text{ex} \) (0.9184) | 0.1 | 0.96 | 1.17 | 0.96 | 1.47 | 3.48 | 1.84 ± 0.54 blend | (2) |
| N\( \text{ex} \) (0.9218) | 0.03 | 0.33 | 0.63 | 1.25 | 0.8 | 1.48 | 4.1 ± 0.48 | (1) |
| N\( \text{ex} \) (1.127) | 0.06 | 0.77 | 0.86 | 0.78 | 1.54 | 4.08 | 3.2 ± 0.24 blend | (1) |
| F\( \text{ex} \) (0.953) | 0.2 | 1.22 | 1.22 | 0.97 | 1.69 | 3.95 | 4.88 ± 0.42 blend | (1) |
| N\( \text{ex} \) (1.209) | 0.003 | 0.13 | 0.27 | 0.27 | 0.2 | 0.2 | all complex | (1) |
| F\( \text{ex} \) (1.127) | – | 0.04 | 0.22 | 0.22 | 0.07 | 0.07 | 4.66 ± 0.33 | (1) |
| F\( \text{ex} \) (1.127) | 0.964 | 3.82 | 2.86 | 1.12 | 4.54 | 9.55 | 2.15 ± 0.82 | (1) |
| N\( \text{e} \) (1.745) | 0.36 | 0.54 | 0.55 | 0.46 | 1.40 | 3.42 | 2.3 ± 0.24 | (1) |
| M\( \text{g} \) (1.556) | 0.47 | 0.99 | 1.08 | 0.82 | 2.09 | 5.45 | 4.39 ± 0.24 | (1) |
| M\( \text{g} \) (1.745) | 0.4 | 0.67 | 0.7 | 0.56 | 1.83 | 4.09 | 1.75 ± 0.22 | (1) |
| S\( \text{i} \) (1.865) | 0.46 | 1.47 | 1.92 | 1.91 | 2.66 | 6.6 | 4.18 ± 0.20 | (1) |
| S\( \text{i} \) (1.865) | 1.26 | 1.78 | 1.80 | 1.13 | 3.12 | 7.99 | 6.61 ± 0.26 | (1) |
| S\( \text{i} \) (2.370) | 0.8 | 0.97 | 0.94 | 0.71 | 2.72 | 6.64 | 5.03 ± 0.72 blend | (1) |
| S\( \text{i} \) (2.461) | 0.72 | 2.23 | 2.56 | 2.02 | 3.62 | 8.73 | 4.49 ± 0.59 | (1) |
| S\( \text{i} \) (2.500) | 0.48 | 0.84 | 0.85 | 0.63 | 2.33 | 4.48 | 1.96 ± 0.71 | (1) |
| S\( \text{i} \) (2.611) | 1.51 | 1.93 | 1.81 | 0.96 | 3.68 | 9.3 | 5.88 ± 0.66 | (1) |
| S\( \text{i} \) (2.883) | 0.3 | 0.93 | 1.04 | 0.86 | 2.87 | 6.15 | 1.81 ± 0.67 | (1) |
| S\( \text{i} \) (3.032) | 0.13 | 0.72 | 0.2 | 2.19 | 3.31 | 2.82 ± 0.82 | (1) |
| S\( \text{i} \) (3.100) | 0.9 | 1.11 | 1.04 | 0.69 | 3.10 | 6.48 | 2.87 ± 0.78 blend | (1) |
| F\( \text{ex} \) (6.700) | 6.74 | 9.0 | 5.35 | 0.25 | 11.99 | 25.19 | 13.76 ± 5.07 | (1) |
| F\( \text{ex} \) (7.881) | 3.37 | 3.57 | 2.22 | 0.047 | 8.25 | 17.75 | 33.06 ± 19.04 | (1) |

(1) NGC 3783, 900 ksec Chandra Kaspi et al. 2002; (2) NGC 5548, 86.4 ksec Chandra Kaastra et al. 2002; (3) Mrk 509, 59 ksec Chandra Yaqoob et al. 2003; (4) NGC 4051, 81.5 ksec Chandra Collinge et al. 2001.

assuming two values of the turbulent velocity: 100 km/s and 300 km/s. The turbulence affects the thermal structure of the cloud (see Fig. 15). The interior of the turbulent cloud is hotter than the interior of a 'static' cloud, and cloud interior is less dense. The continuum is slightly modified in the 2 - 3 keV range but absorption lines are naturally much more intense (see Fig. 16).

Quantitative results for the line intensities are shown in Tab. 1. We see that the line equivalent widths increase by a factor of a few. The same trend was already seen in a constant pressure models of Różańska et al. (2004). Higher value of the turbulent velocity even generally leads to overprediction of the line strength. However, some pre-
Fig. 10. The strength of absorption edges for irradiated clouds at constant pressure. The different panels show the dependence on the total column density, starting with \( \log N_{\text{Htot}} = 21 \), with step size of 0.5. The step size decreases to 0.1 when approaching the value \( \log N_{\text{Max}} \). Panels a, b, c show the results for \( \xi = 10^5, 10^4, \) and \( 10^3 \), and for \( \Gamma = 1.5 \). Panels d, e, f show respectively the same ionization parameters but for \( \Gamma = 2 \). Last three panels: g, h, i present the cases for \( \Gamma = 2.5 \). Filled triangles denote O\text{vii} edges, open squares are O\text{viii}, stars are C\text{v}, and open circles are C\text{vi} edges.

dicted iron lines are still definitively weaker than in the data.

We plan to consider more systematically the effects of turbulent velocities in our future work. Metal abundance is another free parameter in our model which should be studied more carefully in the next paper.

6. Influence of the warm absorber on the relativistic iron line

A broad, relativistically smeared iron line was discovered in a number of sources, MCG -6-30-15 being the first discovered and the best example of this phenomenon (Tanaka et al. 1995). It is produced by the reflection of the hard X-ray continuum on the disk surface very close to the black hole. If the radiation originating at the disk passes through the warm absorber before it reaches the observer the spectral shape of the line is modified.

To show this effect, we considered an example of the broad disk line. We have assumed that the disk is illuminated by a random distribution of flares following Czerny et al. (2004). Each flare produces a hot spot below, and each spot emits locally like an illuminated disk atmosphere. The final emissivity of the disk was computed by integrating over all disk radii. The black hole was assumed to be rotating, with a Kerr parameter \( a = 0.95 \) and an inclination to the observer of \( i = 30^\circ \). All effects of general relativity were included.

The spectral shape of the reflected disk component from this model (without any effect of the warm absorber)

Fig. 11. The expanded version of Fig. 7 (\( \Gamma = 2 \)) in the softest energy range between 0.3 and 0.7 keV. Models for different \( \xi = 10^5, 10^4, \) and \( 10^3 \) are presented in upper, middle and lower panel respectively. The lowest continuous lines in each panel correspond to \( N_{\text{Max}} \) appropriate for the set of \( \Gamma \) and \( \xi \) as seen if Fig. 2.

Fig. 12. The same as Fig. 11 but for energy range between 0.7 and 1.5 keV.
Fig. 13. The same as Fig. 11 but for energy range between 1.5 and 3.5 keV.

Fig. 14. The same as Fig. 11 but for energy range between 6.2 and 9 keV.

is shown in Fig. 17 as the dashed line in both a and b panels. Since the local reflection comes from the partially ionized disk surface, several components of the iron line complex are still visible in the resulting spectrum, although they are relativistically smeared. However, if we see the nucleus through the warm absorber with a total column density $N_{H\text{tot}} = 4.5 \times 10^{23}$ and an ionization parameter $\xi = 10^4$ (second spectrum from the bottom in Fig. 14 in the middle panel), the overall spectrum is suppressed and the narrow absorption features appear superimposed onto the broad emission line profile.

In panel a of Fig. 17 we show the result (solid line) as calculated with the resolution used in our computations $E/\Delta E = 390$, while in b panel we show the same result.
degraded down to the resolution of $E/\Delta E = 200$ characteristic of the Chandra HEG instrument at 6 keV.

We see that a strong absorption modifies the overall shape of the broad iron line. The absorbed shape of line seems to be more symmetric and closer to a Gaussian shape. Also the fitted representative energy (mean energy of the line) would be lower than derived for the intrinsic spectrum. The situation is therefore similar to the case of UV spectra where we see narrow absorption features in BLR lines.

7. Comparison with observations

Recent observations of Sy1 or Sy1.5 galaxies show the presence of absorption lines in soft X-ray spectra from Chandra or XMM satellites. The number of detected lines depends on the resolution and sensitivity of the detector, and the best observations were obtained for NGC 3783 (Kaspi et al. 2002, Behar et al. 2003, Netzer et al. 2003, Krongold et al. 2003). A 900 ksec observation allowed for the detection of over few tens of lines. In the cases of about 90 ksec observations or shorter, only a few lines were detected and fitted like in case of Mrk 509, TonS180, PG1211+143, or NGC 7469 (Blustin et al. 2003). Therefore, it is hard to fit our models with those observations, but we make some comparison by examining parameters already fitted by other authors.

First of all, the data suggest that the total column density of the warm absorber is never higher than $10^{23}$ cm$^{-3}$ (Piconcelli et al. 2004). In our models we have a physical limit of the column densities because of the presence of thermal instabilities. For each spectral index and ionization parameter there is a maximum value of the column density for which warm absorber exists (see Fig. 2). In all cases the values of this maximum total column densities agree with the column densities determined from observations of different object.

As we mentioned above, in a stratified medium it is difficult to determine the plasma parameters by comparing directly the EWs of individual lines. Therefore, in Tab. 2 we present the ratios of the EWs of lines for the same ion. In the first column names of ratios are given, in the second column those ratios are computed theoretically assuming that lines are optically thin (see formula 2 in Różańska et al. 2004). We have listed only those line ratios which were detected by X-ray satellites. Columns from 3 up to 7 present the observed ratios assuming the most pessimistic error, when the numerator has its maximal value, and the denominator has its minimal value (see Tab. 2).

The observed line ratios are usually much lower than predicted in the optically thin medium limit. Therefore, observations strongly suggest that lines are optically thick and radiative transfer is required to predict equivalent widths.

The same ratios computed for our models are presented in Tab. 3. For each set of models with spectral index and ionization parameter, the ratios are of the order of those observed when we consider clouds with higher total column densities. We conclude here that when the warm absorber have a total column density higher than $10^{22}$ cm$^{-2}$ the resonance lines of the main ions become optically thick and radiative transfer should be used to model them. For instance, the most popular Ly lines of: Oviii, Neix, Mgxx, Sixiv, and Sxvi for $\xi = 10^4 \Gamma = 2.0$ and $\log N_{Htot} = 23.5$ have optical depths integrated on the whole cloud equal respectively: 977, 363, 234, 436, and 216.

8. Discussion

We have calculated a grid of models of warm absorber with density stratification determined by the condition of the constant pressure. The assumption of constant pressure instead of constant density was motivated by recent observations of AGN. In most observed objects the ionization states implied by the observed lines span a large range, which cannot be accounted for a single photoionized region, or by collisionally ionized matter. At least two photoionized absorbing regions are required to fit the data and the properties of these two regions are consistent with pressure equilibrium.

Our models represent an essential improvement in the description of a single cloud over the models presented in the literature. All previous models adopted constant density approximation for the medium (Netzer 1993, Kaastra et al. 2002, Kinkhabwala et al. 2002, Krongold et al. 2005), or even constant temperature (Krolik & Kriss 1995). On...
For higher column densities, thermal instabilities do not affect the illuminated cloud, and the temperature falls dramatically. Therefore, absorbing matter contains saturated absorption lines and that full radiative transfer is required to model their equivalent widths properly. For full evaluation of this problem we will perform a curve of growth analysis in our future work.

Generally lines are easier to detect than ionization edges and this tendency is observed in several AGN (Kaastra et al. 2002, Różańska et al. 2004). Our models predict that edges are not observable up to column densities about $10^{22}$ cm$^{-2}$ and even higher, depending on $\Gamma$ and $\xi$.

The most interesting result of our computations is the shape of the spectrum around an iron Kα line. In almost all models there are strong and narrow absorption features due to highly ionized iron ions, above Fe xxv. Such absorption affects the shape of the broad iron emission line possibly originating in illuminated disk atmosphere. For instance, relativistic broad iron line profile after passing through warm absorber becomes disrupted into three line profiles, possibly originating in illuminated disk atmosphere.

In this paper we consider only single cloud but observations suggest that absorbing material forms distribution of clouds with covering factor which may depend on velocity of clouds (de Kool, Korista & Arav 2002). However, theoretical modeling of cloud distribution with complex velocity field is complicated. Also, the study of the trans-

### Table 2. Ratios of Equivalent Widths of lines from the same ion in the optically thin approximation. For comparison the results from observations are given if available. We calculate the error in the most pessimistic way, when the numerator has its maximal value $\text{EW}+\Delta\text{EW}$, and the denominator has its minimal value $\text{EW}-\Delta\text{EW}$.

| Name of Ratio   | Theory $f_{ij}/f_{ik}$ | NGC 3783 | NGC 5548 Kaspi et al. 2002 | Mrk 509 Yaqoob et al. 2003 | NGC 4051 Collinge et al. 2001 | Ton S180 Różańska et al. 2004 |
|-----------------|------------------------|----------|-----------------------------|----------------------------|-------------------------------|-------------------------------|
| $C_{\text{IV}}(\text{Ly}0)/(\text{Ly}3)$ | 4.6 ± 0.0 | 3.85 ± 23.15 | – | – | – | – |
| $C_{\text{VI}}(\text{Ly}0)/(\text{Ly}3)$ | 8.49 | 2.33 ± 2.99 | – | – | – | – |
| $C_{\text{VI}}(\text{Ly}0)/(\text{Ly}3)$ | 14.34 | 3.77 ± 14.94 | – | – | – | – |
| $C_{\text{VII}}(\text{Ly}0)/(\text{Ly}3)$ | 29.86 | – | – | 0.62 ± 0.53 | – | – |
| $N_{\text{VIII}}(\text{Ly}0)/(\text{Ly}3)$ | 5.25 | 1.53 ± 4.39 | 12.09 ± 1.18 | 0.86 ± 0.98 | – | – |
| $N_{\text{VIII}}(\text{Ly}0)/(\text{Ly}7)$ | 14.34 | 3.5 ± 8.3 | – | – | – | – |
| $N_{\text{VIII}}(\text{Ly}0)/(\text{Ly}8)$ | 29.92 | 1.48 ± 2.27 | – | – | – | – |
| $O\text{VII}(\text{Ly}0)/(\text{Ly}6)$ | 4.75 | 0.95 ± 1.76 | 1.32 ± 0.58 | 1.11 ± 1.45 | – | – |
| $O\text{VII}(\text{Ly}0)/(\text{Ly}7)$ | 1.26 | 0.73 ± 1.01 | 2.13 ± 2.21 | 1.43 ± 2.48 | – | – |
| $O\text{VII}(\text{Ly}0)/(\text{Ly}8)$ | 5.26 | 1.04 ± 0.75 | 1.16 ± 0.55 | 2.06 ± 1.37 | – | – |
| $O\text{VII}(\text{Ly}0)/(\text{Ly}9)$ | 14.34 | 0.89 ± 0.55 | 1.54 ± 1.17 | – | – | – |
| $O\text{VII}(\text{Ly}0)/(\text{Ly}10)$ | 29.92 | 0.71 ± 0.41 | 7.36 ± 1.46 | – | – | – |
| $\text{Mg}\text{XII}(1.352)/(1.579)$ | 4.84 | 1.15 ± 0.19 | – | – | – | – |
| $\text{Mg}\text{XII}(1.352)/(1.660)$ | 12.9 | 1.46 ± 0.34 | – | – | – | – |
| $\text{Si}\text{XII}(1.865)/(2.182)$ | 4.97 | 1.73 ± 0.51 | – | – | – | – |
| $\text{Si}\text{XII}(1.865)/(2.294)$ | 13.09 | 2.19 ± 1.37 | – | – | – | – |
| $\text{Si}\text{XII}(1.865)/(2.307)$ | 14.34 | 3.37 ± 2.12 | – | – | – | – |
| $\text{S}\text{XV}(2.461)/(2.883)$ | 4.76 | 2.48 ± 1.98 | – | – | – | – |
| $\text{S}\text{XV}(2.461)/(3.032)$ | 13.18 | 1.58 ± 0.95 | – | – | – | – |
| $\text{Fe}\text{XVII}(0.8211)/(0.9894)$ | 9.51 | 0.47 ± 0.24 | 0.88 ± 0.99 | – | – | – |
| $\text{Fe}\text{XVII}(0.8211)/(1.008)$ | 3.01 | 0.67 ± 0.22 | – | – | – | – |
| $\text{Fe}\text{XXV}(0.700)/(7.881)$ | 4.95 | 0.42 ± 0.93 | – | – | – | – |
mission spectra, including absorption lines, do not give us any diagnostic of the matter along other directions than the line of sight. The TITAN code can be used, however, to study the radiative transfer in all directions. We address both issues to the future work.
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Table 3. Ratios ofEquivalent widths of lines from the same ion computed for our models. We have chosen two column densities for each set of $\Gamma$ and $\xi$ where more transition from optically thin to optically thick cloud occurs.

| $\Gamma$ | 1.5 | 2.0 | 2.5 |
|----------|-----|-----|-----|
|          | $\log(N_{H\text{tot}})$ | $10^4$ | $10^5$ | $10^4$ | $10^5$ | $10^4$ | $10^5$ | $10^4$ | $10^5$ | $10^4$ | $10^5$ | $10^4$ | $10^5$ |
| CV(0,3079)/[0,3545] | 4.57 | 1.12 | 1.27 | 3.88 | 4.49 | 3.32 | 4.61 | 4.61 | 4.61 | 4.56 | 4.61 | 1.34 | 4.60 | 1.72 | 4.61 | 2.15 | 4.61 | 2.40 |
| CV(0,3079)/[0,3545] | 5.09 | 2.04 | 1.24 | 1.55 | 1.32 | 1.40 | 5.27 | 2.54 | 5.25 | 1.15 | 3.52 | 1.16 | 5.19 | 1.19 | 4.68 | 1.16 | 2.13 | 2.03 |
| CV(0,3079)/[0,3545] | 29.61 | 2.30 | 1.17 | 2.62 | 3.81 | 2.11 | 29.89 | 12.12 | 29.79 | 1.69 | 18.54 | 1.52 | 29.65 | 1.61 | 26.26 | 1.57 | 9.75 | 2.80 |
| NVIII(0,3079)/[O,95] | 5.25 | 1.73 | 0.97 | 1.35 | 1.64 | 1.26 | 5.26 | 3.12 | 5.27 | 1.18 | 4.08 | 1.17 | 5.23 | 1.24 | 4.87 | 1.20 | 2.58 | 1.86 |
| NVIII(0,3079)/[O,95] | 13.91 | 1.75 | 1.09 | 1.82 | 3.23 | 1.59 | 14.36 | 7.8 | 14.34 | 1.46 | 10.76 | 1.36 | 14.64 | 1.50 | 13.50 | 1.45 | 6.40 | 2.27 |
| NVIII(0,3079)/[O,95] | 29.61 | 1.82 | 1.61 | 2.32 | 6.25 | 2.18 | 29.89 | 15.88 | 28.57 | 1.99 | 22.18 | 1.62 | 29.79 | 1.74 | 27.38 | 1.69 | 12.57 | 2.56 |
| OVIII(0,574)/[O,6656] | 4.80 | 3.55 | 2.96 | 2.95 | 2.75 | 3.02 | 4.76 | 4.63 | 4.77 | 1.76 | 4.68 | 2.17 | 4.74 | 2.26 | 4.75 | 1.88 | 4.56 | 2.08 |
| OVIII(0,574)/[O,6656] | 12.83 | 4.96 | 3.39 | 5.06 | 6.66 | 6.06 | 12.66 | 12.26 | 12.67 | 3.62 | 12.39 | 2.93 | 12.54 | 2.90 | 12.56 | 2.31 | 9.41 | 5.87 |
| OVIII(0,574)/[O,6656] | 4.61 | 2.57 | 1.37 | 1.29 | 1.14 | 1.38 | 5.27 | 1.43 | 5.14 | 1.47 | 1.47 | 1.82 | 5.14 | 2.19 | 2.40 | 2.01 | 1.18 | 2.57 |
| OVIII(0,574)/[O,6656] | 12.47 | 3.88 | 1.33 | 1.50 | 1.34 | 1.52 | 14.35 | 2.14 | 13.96 | 1.64 | 2.74 | 1.95 | 13.86 | 2.38 | 5.64 | 2.16 | 1.50 | 2.92 |
| OVIII(0,574)/[O,6656] | 25.52 | 4.60 | 1.36 | 1.67 | 1.62 | 1.64 | 29.89 | 3.44 | 29.02 | 1.79 | 5.03 | 2.07 | 29.16 | 2.59 | 11.38 | 2.35 | 2.18 | 3.18 |
| MgX(1,352)/[O,577] | 4.85 | 1.89 | 2.82 | 1.64 | 2.42 | 1.32 | 4.87 | 4.34 | 5.36 | 1.43 | 4.49 | 1.72 | 4.94 | 2.27 | 4.88 | 2.15 | 2.17 | 2.59 |
| MgX(1,352)/[O,577] | 13.05 | 1.95 | 6.90 | 2.90 | 5.66 | 2.28 | 13.0 | 11.36 | 14.33 | 1.98 | 11.84 | 2.00 | 13.11 | 2.61 | 12.89 | 2.46 | 4.75 | 3.06 |
| SiXIII(1,865)/[O,121] | 4.99 | 1.62 | 4.72 | 1.55 | 1.63 | 1.62 | 5.02 | 2.82 | 5.05 | 2.04 | 3.26 | 2.34 | 5.14 | 2.99 | 4.28 | 2.85 | 1.64 | 2.64 |
| SiXIII(1,865)/[O,121] | 13.05 | 2.28 | 12.2 | 2.25 | 2.88 | 1.98 | 13.23 | 6.64 | 13.32 | 2.34 | 7.96 | 2.63 | 13.64 | 3.47 | 11.03 | 3.29 | 2.75 | 3.05 |
| SiXIV(1,904)/[O,121] | 13.10 | 7.18 | 14.18 | 2.06 | 2.24 | 1.66 | 14.41 | 2.64 | 14.09 | 2.11 | 5.66 | 2.11 | 13.84 | 2.26 | 5.89 | 2.18 | 3.52 | 1.79 |
| SXV(2,461)/[O,863] | 4.86 | 2.20 | 5.05 | 1.66 | 1.76 | 1.72 | 4.82 | 2.36 | 4.89 | 2.39 | 2.96 | 2.47 | 4.89 | 2.90 | 3.59 | 2.77 | 1.83 | 2.36 |
| SXV(2,461)/[O,863] | 13.14 | 4.83 | 13.7 | 2.64 | 3.27 | 2.21 | 13.36 | 5.47 | 13.51 | 2.79 | 7.42 | 2.84 | 13.93 | 3.48 | 9.66 | 3.32 | 3.68 | 2.81 |
| FeXXV(0,821)/[O,898] | 4.15 | 10.8 | 3.9 | 5.2 | 3.68 | 11.5 | 4.12 | 11.87 | 4.12 | 4.77 | 12.29 | 4.32 | 5.59 | 3.03 |
| FeXXV(0,821)/[O,898] | 2.07 | 3.20 | 1.95 | 1.93 | 1.90 | 3.39 | 1.83 | 3.43 | 1.76 | 1.65 | 3.51 | 1.54 | 2.00 | 1.18 |
| FeXXV(0,700)/[O,863] | 4.90 | 3.82 | 5.20 | 4.11 | 3.95 | 3.4 | 5.12 | 2.00 | 4.71 | 2.52 | 3.76 | 2.4 | 3.86 | 2.60 | 2.77 | 2.49 | 3.92 | 5.33 |