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Abstract
Passive mobile sensing for the purpose of human state modeling is a fast-growing area. It has been applied to solve a wide range of behavior-related problems, including physical and mental health monitoring, affective computing, activity recognition, routine modeling, etc. However, in spite of the emerging literature that has investigated a wide range of application scenarios, there is little work focusing on the lessons learned by researchers, and on guidance for researchers to this approach. How do researchers conduct these types of research studies? Is there any established common practice when applying mobile sensing across different application areas? What are the pain points and needs that they frequently encounter? Answering these questions is an important step in the maturing of this growing sub-field of ubiquitous computing, and can benefit a wide range of audiences. It can serve to educate researchers who have growing interests in this area but have little to no previous experience. Intermediate researchers may also find the results interesting and helpful for reference to improve their skills. Moreover, it can further shed light on the design guidelines for a future toolkit that could facilitate research processes being used. In this paper, we fill this gap and answer these questions by conducting semi-structured interviews with ten experienced researchers from four countries to understand their practices and pain points when conducting their research. Our results reveal a common pipeline that researchers have adopted, and identify major challenges that do not appear in published work but that researchers often encounter. Based on the results of our interviews, we discuss practical suggestions for novice researchers and high-level design principles for a toolkit that can accelerate passive mobile sensing research.
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1 Introduction

Understanding and modeling human behavior is essential for many studies in health, social science, and behavior sciences (Harari et al. 2017). Because of the difficulties of continuously collecting longitudinal behavioral data in the wild (Reis 2012), previous studies mainly investigated human daily behavior in the real world using an ethnographic methodology before the emergence of smartphones. Nowadays, smartphones, embedded with a number of rich sensors, have become ubiquitous and serve as a powerful sensing platform for passively capturing human behavior (Lane et al. 2010) at an unprecedented resolution.

In the past decade, researchers have been investigating how passive mobile sensing can be used for human state modeling, by applying this technique to many longitudinal behavior-related problems. It’s been applied to a wide range of fields: physical and mental health monitoring (Carreiro et al. 2015; Canzian and Musolesi 2015), affective computing (Zhang et al. 2018; Suhara et al. 2017; Mehrotra et al. 2017), academic/work performance evaluation (Mirjafari et al. 2019; Wang et al. 2015), routine modeling (Banovic et al. 2016; Qin et al. 2018), etc. The main focus of previous research has been on demonstrating the value of the passive sensing technique. A typical framing of a research question is: whether passive mobile sensing can model/detect/predict X, where X belongs to a kind of human state, such as emotions, mental health status, or substance usage. However, much less focus has been placed on the researchers
themselves. Researchers themselves do not often appear in their publications with their detailed practices, challenges, and needs often hidden beneath their papers. Actually, many interesting and informative questions can be asked about researchers. For example, what are the methodologies they followed when conducting passive sensing research? What are the common problems and difficulties they encountered when running their study? What are the needs they had when collecting and analyzing the data? Existing publications do include a research procedure, such as how authors collected and analyzed the data, which indicates researchers’ practices to some extent. However, many details are not included in papers, especially the difficulties and obstacles that do not directly contribute to the research goals but have to be solved by researchers nonetheless. For example, a typical publication about the application of passive mobile sensing often briefly describes the data collection procedure with a few paragraphs (e.g., (Bae et al. 2017; Xu et al. 2019)). It does not introduce the challenges the authors encountered during the data collection study and how they solved them (e.g., the difficulties of application development and data quality monitoring), because these are usually not the focus of their paper. However, knowing the challenges and potential solutions can help researchers who are new to this area, allowing them to conduct similar studies without so much pain.

In this paper, we address this gap by conducting interviews with experienced researchers in this area to deeply investigate their practices, challenges, and needs. Passive mobile sensing research is attracting more attention, and a larger number of researchers outside this area are looking to apply this approach to their problem domains. Answering these often hidden questions about researchers is of great importance and can benefit a wide range of audiences, especially for researchers who are interested in this research area but do not have much previous experience. First, our paper provides an overview of the current research practices and existing obstacles in the field of passive mobile sensing. There exists a few review papers on passive mobile sensing techniques and their applications (Choudhury et al. 2008; Harari et al. 2017; Trifan et al. 2019; Laport-López et al. 2020; Lane et al. 2010) but they do not cover researchers’ common practices and challenges. Our paper complements these review papers and provides valuable lessons for laymen and beginning researchers to better understand the state-of-the-art. Moreover, intermediate researchers can also benefit from the answers. They can learn from others to polish their own study pipelines, avoid unnecessary pitfalls, and better hone in on important research questions. Finally, an understanding of the practices and needs can further inform the design of a toolkit for assisting a wide range of researchers who plan to apply passive sensing in their studies.

Current passive mobile sensing research requires a significant amount of technological knowledge. Although researchers from psychology, social science, behavior science are often involved as collaborators, the majority of the researchers in this area have a technology background. Therefore, in this interview, our scope is focused on technical researchers, in the fields of computer science, electrical engineering, and information science. We interviewed ten experienced researchers that have at least 2 years of research experience and have at least one first-author publication in the past 3 years in top venues (including IMWUT, WWW, and JMRI).

Our interview results reveal a number of interesting details about researcher practices and pain points encountered by researchers that are not often discussed in their publications. For instance, the majority of the participants (seven out of ten) collected their own datasets instead of using a public dataset, during which a dashboard was commonly used to monitor data collection. Mobile application development, debugging hardware/software issues, communication with study participants, and workload were major challenges that stood out during the interview. Researchers also struggled when conducting data cleaning and data analysis, due to difficulties of data heterogeneity, model selection, vague evaluation, communication among the team, etc. Moreover, participants further expressed a wide range of needs, such as missing data imputation, outlier detection, feature extraction, and algorithm selection, which can potentially be assisted by a new toolkit. Their challenges and needs shed light on the design guidelines of such a toolkit.

Our paper is structured as follows. Section 2 provides a brief background of passive mobile sensing for human state modeling. Section 3 introduces the interview protocol, design, participants, the procedure, and the analysis method. Section 4 summarizes the common practices conducted by researchers during their research. Laymen and beginning researchers can best benefit from these results to learn about the state-of-the-art. Section 5 summarizes the common pain points and needs researchers often encounter. Intermediate researchers may find these results most meaningful for them to improve their own studies and research pipelines. Section 6 discusses important roles that researchers play in the research process and addressing the uniqueness of passive mobile sensing data. We envision that researchers from any background can potentially find these results interesting, provoking more reflections on this area. Section 7 discusses the implications for practical suggestions, toolkit design guidelines, as well as the limitations and future work. Finally, Sect. 8 concludes the paper.

2 Background

Nowadays, people carry their smartphones and wearable almost every day to almost everywhere they go. This equips these devices with the ability to passively capture,
understand, and model people’s daily behaviors at an unprecedented resolution (Lane et al. 2010). Researchers have applied a passive mobile sensing technique to a wide range of areas in human state modeling, such as health monitoring (Carreiro et al. 2015; Czanizian and Musolesi 2015; Biel et al. 2018; Chang et al. 2018), affective computing (Zhang et al. 2018; Suhara et al. 2017; Mehrrota et al. 2017), activity recognition (Yan et al. 2012; Sun et al. 2017; Vaizman et al. 2017), crime detection (Bogomolov et al. 2014, 2015), financial behavior prediction (Centellegher et al. 2018; Di Clemente et al. 2017), academic/work performance evaluation (Mirjafari et al. 2019; Wang et al. 2015), and routine modeling (Banovic et al. 2016; Qin et al. 2018), to name just a few.

As the adoption of passive sensing techniques becomes more widespread, the amount of literature has been growing quickly even within one single application domains. Take the area of healthcare for example. Recently, researchers have leveraged passive sensing for both physical and mental health (Madan et al. 2012; Lane et al. 2010). Example topics from the broad category of physical health include daily activities, such as sleep (Min et al. 2014; Chang et al. 2018; Sun et al. 2017), smoking (Shoaib et al. 2015; Naughton et al. 2016), cocaine usage (Carreiro et al. 2015, 2016; Chintha et al. 2018), and drinking (Bae et al. 2017, 2018), as well as physical diseases, such as Parkinson’s disease (Mazilu et al. 2016; Postolache and Postolache 2019), diabetes (Alexander et al. 2017; Sarda et al. 2019), and even on COVID-19 (Cho et al. 2020; Oliver et al. 2020). As for mental health, examples include emotion recognition (Zhang et al. 2018; Mehrrota et al. 2017), depression detection (Czanizian and Musolesi 2015; Salekin et al. 2018; Lu et al. 2018; Xu et al. 2019), schizophrenia diagnosis (Wang et al. 2016b, 2017; Ben-Zeev et al. 2016), and so on. However, despite the large diversity of research topics, mobile sensing data and analysis methods share many similarities among the different studies. We illustrate this by showing two examples in detail.

Wang et al. (2014) collected mobile sensing data from 48 undergraduate and graduate students over 10 weeks to investigate how mobile sensor data could reveal students’ life experiences. They collected data from a number of sensors: accelerometer, GPS, WiFi, Bluetooth, microphone, light, and phone screen. They also inferred higher-level behavior data from basic sensor streams: activity (based on accelerometer and GPS), conversation (base on sound), and sleep (a combination of accelerometer, light, sound, and screen). In addition, they used self-reported surveys to collect students’ academic records and mental health conditions. After the data collection, they extracted a number of behavior features from the data, and conducted a correlation analysis between the features and students’ mental health survey scores. They identified a number of significant correlations, e.g., conversation frequency is negatively correlated with stress level.

In the second example, Bae et al. (2017) employed the passive mobile sensing technique to detect alcohol consumption. They collected data from 38 young adults over 28 days. The sensors included the accelerometer, gyroscope, phone screen, on-screen keyboard, battery, call and message, light, network traffic, GPS, proximity sensor, telephony, microphone, mobile application, WiFi, and Bluetooth, all from participants’ own mobile phones. Similar to the first example, they also inferred higher-level behavior data of physical activity and conversation. They collected self-reported drinking episodes and the number of drinks consumed from participants as ground-truth. After extracting features from the data, they conducted a correlation analysis between the features and the amount of alcohol that young adults drank, and trained machine learning classifiers to detect drinking episodes.

Although these two examples focused on completely different topics, many sensors and features overlapped. Both studies leveraged data from the accelerometer, GPS, WiFi, Bluetooth, microphone, and phone screen. This overlap is fairly common across passive sensing studies involving mobile phones as most mobile phones have relatively uniform types of sensors. We further conducted a small-scale survey to identify some of these common sensors and features used in studies, as summarized in Table 1. This indicates that there is a lot of similarities in data collection and feature extraction across different mobile sensing studies. We refer readers to Harari et al. (2017), Trifan et al. (2019), and Laport-López et al. (2020) for more complete surveys. In addition to similarities in the data being collected, researchers also leverage common techniques such as correlation analysis (e.g., Wang et al. 2014, 2015; Bae et al. 2017; Zhang et al. 2018; Mehrrota et al. 2017; Wang et al. 2017), and building machine learning models (e.g., Wang et al. 2015; Bae et al. 2017; Doryab et al. 2019a; Wang et al. 2017; Saeb et al. 2015). The similarities and overlap in these publications suggest common practices and challenges that researchers have in their research. However, these are often not directly reflected in their publications, which focus more on the novel application areas, new algorithms, and data insights mined from the data. To our knowledge, our work is the first to summarize the common practices and needs of researchers in this area.

Interviews like the ones we are conducting in the area of passive mobile sensing, have also been conducted in related areas. Back in 2004, Klemmer et al. (2004) interviewed nine tangible user interface (TUI) researchers to inform the design of a toolkit for tangible input. Their results revealed a few challenges that researchers encountered, including the massive amount of programming when deploying novel ubiquitous hardware, the vague association between the interaction design and the specific software implementation, the difficult debugging process to figure out sensing...
error. In the work of Carter et al. (2008), they interviewed 28 developers in ubiquitous computing. Nine of them worked on mobile systems. The results showed that developers were concerned about valid evaluations and focused on field studies. However, it was difficult for developers to develop robust prototypes in uncontrolled settings, especially when deploying their applications to more than one type of device and across different infrastructures. Meanwhile, researchers also reported the difficulties of gathering data in field experiments. More recently, Min et al. (2016) conducted in-depth interviews with seven experienced mobile developers and conducted an online survey with 46 developers to understand their challenges when developing power-efficient mobile sensing applications. Developers’ key challenges were from the significant time and effort for repetitive power measurements since power use needed to be evaluated under a range of real-world usage scenarios and sensing parameters. To our knowledge, there is no previous work specifically focusing on researchers in the area of passive mobile sensing.

3 Interview with researchers

To obtain first-hand information about current research practices and needs, we conducted interviews with experienced researchers in the area of passive mobile sensing for human state modeling. In this section, we describe our inclusion criteria (Sect. 3.1), interview protocol (Sect. 3.2),
interview procedure (Sect. 3.3), as well as our analysis method (Sect. 3.4).

3.1 Researcher participants

3.1.1 Inclusion criteria

As mobile sensing is a technology-heavy area, almost all research teams involving passive mobile sensing have technical researchers as core members (e.g., (Xu et al. 2019; Doryab et al. 2019a; Wang et al. 2014; Mirjafari et al. 2019)). Therefore, we focus on experienced researchers in this area who have a technical background. We went through the past 3 years’ proceedings of three top relevant academic venues: Proceedings of the ACM on Interactive, Mobile, Wearable and Ubiquitous Technologies (IMWUT), Proceedings of the Web Conference (WWW), and Proceedings of the Journal of Medical Internet Research (JMIR). We identified close to one hundred papers related to passive mobile sensing, and sent invitation emails to 45 first authors as they had a background in computer science, electrical engineering, information science, or related fields.

3.1.2 Participants

We sent emails to 45 researchers and 10 of them replied with the willingness to participate in an interview (Male = 6, Female = 4, Age = 29.4 ± 5.9). The ten researchers are from different research teams in four countries. At the time the interviews were conducted, three of them were Ph.D. students, two were postdoctoral researchers, one was an assistant professor and four were senior researchers in research institutions or companies. All participants claimed research expertise in the area of longitudinal human state modeling using passive mobile sensing, and have at least 2 years of research experience in the area (7.0 ± 4.2 years). Table 2 summarizes the demographic information of participants.

3.2 Interview protocol design

We used a semi-structured interview protocol. The interviewer followed the protocol and asked follow-up questions based on participants’ answers. We conducted four iterations of the interview protocol based on two pilot interviews with colleagues. One of the authors first developed an initial protocol, discussed and iterated it with two other co-authors. Then, the authors conducted two rounds of pilot interviews, discussions, and iteration processes, until reaching a consensus on the final protocol. Table 3 lists the questions from the final version.

3.2.1 Project selection

Overall, the protocol consisted of five sections. In the first section, participants were asked to choose one of their recent projects (from the past 3 years) that they were deeply involved in and to provide a high-level overview of the project. The rest of the interview was based on the project they chose.

3.2.2 Detailed procedures

Next, the protocol had three sections about detailed research procedures, in the order of data collection, data cleaning, and data analysis. In these sections, participants were asked to walk the interviewer through these procedures in their selected project, respectively. If participants did not perform one of the steps, that section was skipped. The interviewer asked the initial questions shown in the protocol, e.g., how to deal with missing data and erroneous data in the data cleaning procedure and followed up with deeper questions as needed. For each section, participants were asked an explicit question about the “pain points” they had during each procedure, to make sure that researchers deliberately reflected on the difficulties,

| ID | Institute category | Country | Gender | Position       | Experience (y) |
|----|-------------------|---------|--------|----------------|----------------|
| 1  | University        | America | F      | Ph.D. student  | 3              |
| 2  | University        | America | F      | Ph.D. student  | 3              |
| 3  | University        | America | M      | Ph.D. student  | 3              |
| 4  | University        | China   | F      | Post-doc       | 7              |
| 5  | University        | America | M      | Post-doc       | 8              |
| 6  | University        | America | F      | Assistant Professor | 12           |
| 7  | Company           | America | M      | Researcher     | 2              |
| 8  | University        | Finland | M      | Researcher     | 6              |
| 9  | Company           | America | M      | Researcher     | 11             |
| 10 | Research Institute| Italy   | M      | Researcher     | 15             |
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challenges, and needs they encountered during their projects.

3.2.3 Summary

The interview ended with a summary section. First, the interviewer summarized the challenges mentioned by participants in Sect. 3.2.2 to confirm them, and then asked about the assistance that researchers would like from a supportive toolkit. Participants were encouraged to think broadly in these responses and not to place limits on a future tool’s abilities. This was designed to further explicitly inquire about the need of participants across their whole project. Finally, the interview closed with two questions: (1) one about the specific parts of the research that participants wanted to do themselves rather than relying on any tool. This helped us to understand researchers’ essential roles (i.e., cannot be replaced by an automated tool) across the whole research procedure; (2) one about the differences between passive mobile sensing behavior datasets and other ordinary machine learning datasets. This helped to understand how they viewed the uniqueness of data in this area.

3.3 Procedure

This study was approved by our University IRB. All interviews were conducted online and audio-taped after participants signed the consent form. In the beginning, the interviewer first briefly introduced the purpose of the interview. Then, the interviewer went through the questions listed in the interview protocol and followed up with deeper questions accordingly. Interviews lasted approximately 45 minutes on average. Each participant received a $15 gift card for compensation.
3.4 Interview analysis methods

We used DeDoose\(^1\) to analyze the transcribed interview text and the interview notes. One author first employed an inductive coding strategy to develop a codebook. They extracted bullet points from each participant’s interview data, as a summary of each participant’s answers. Note that we intentionally summarized the answers for the practices and the challenges separately, so that we could have a clear focus when analyzing each part. Then, the author compared and merged the responses across participants, which generated an ordered list ranked by the degree of commonality, i.e., how many participants followed similar practices or encountered similar challenges in their research. Finally, the author discussed with the other authors, and iterated the codebook until consensus was reached.

The following sections summarize the results and findings of the interview analysis, from the perspective of common practices (Sect. 4), as well as pain points and needs (Sect. 5). Moreover, we also summarize the results of the last two questions about researchers’ roles and the uniqueness of mobile sensing data in Sect. 6.

4 Results: common practices

In this section, we summarize the common practices that participants adopted during their research. Researchers with little or no previous experience can best benefit from this section as it provides an overall picture of the state-of-the-art research procedures in this area.

We first highlight the overall common pipeline adopted by participants in Sect. 4.1. We then present the results in the same order as the interview protocol, and summarize detailed common practices in the pipeline, including data collection (Sect. 4.2), data cleaning (Sect. 4.3), and data analysis (Sect. 4.4).

4.1 General pipeline

All of our participants have a technical education background. However, their high-level research goals were usually about human behavior such as mental health (P1, P3) and digital device usage (P4). Thus, collaboration with experts in a specific domain area is a very common practice. All participants established different levels of collaboration with one or more domain experts, and worked jointly with these experts to answer their research questions.

Overall, participants had a similar procedure throughout their research projects. Four major steps were involved: research question formulation, data collection (if needed), data cleaning, and data analysis (see Fig. 1).

\(^1\) https://www.dedoose.com/.
In the formulation step, participants mainly took two types of approaches: theory-driven and data-driven. Participants (six out of ten) often resorted to literature and their collaborators (i.e., domain-experts) before proposing their research questions. Literature and expertise provided well-established theories that could guide their research. Meanwhile, because of the richness of mobile sensing data, participants (seven out of ten) also used a data-driven approach. Before settling on a research question, they collected and investigated a dataset in an exploratory way to look for interesting questions to ask. “Let the data speak!” (P3, P8). Participants either focused on one method or leveraged both methods jointly to frame their research questions.

Although there are a few public passive mobile sensing repositories (e.g., (Wang et al. 2014)), their coverage is limited and many research questions require more specialized datasets. Therefore, researchers often collect their own datasets. Three participants used existing datasets collected by other research groups, while the remaining seven participants all conducted their own in the wild data collection studies. Nevertheless, regardless of whether a public dataset or a new dataset was used, data cleaning is a necessity after having the raw data, as mentioned by all participants. Then, data analysis is conducted on the cleaned data, during which domain-experts are often involved for feature engineering and results interpretation (as shown in the grey arrows in Fig. 1). It is noteworthy that sometimes research questions appeared to researchers not at the beginning of their work, but only after exploration of their dataset. For example, P9 published a paper about daily habit behavior mining, but the focus on daily habits was not determined at the beginning. “Initially, we did not have a clear research question. We mined the rules after we got the data and found some interesting rules, then the research questions became clear.” (P9)

This shows that there can be an interesting iteration between data analysis and research question formulation (P3, P6, P7, P9), as shown in Fig. 1. In addition, we point out another common iteration between data cleaning and analysis. Participants reported that it was often hard to complete data cleaning all at once because of the richness of the mobile sensing data. Participants mentioned an iterative process between the two steps. “We did some cleaning, and then we analyzed a bit... Then we cleaned our data in a better way.” (P8) Researchers often realized how they could improve data cleaning after some initial analysis, so they went back and modified the cleaning step, and use the refined data for further analysis.

### 4.2 Data collection: monitoring

Seven out of ten participants ran in-the-wild studies to collect passive sensing data. In order to obtain data from sensors in mobile phones and wearable devices, developing a mobile application has become the standard way. Three of the seven participants developed mobile applications based on the AWARE Framework\(^2\) (Ferreira et al. 2015). One participant used an internal application developed by a private company. The rest developed their own mobile applications for data collection.

Ensuring high data quality is one of the most important goals of data collection studies (Hernández et al. 2017; Ferreira and Ferreira 2017). Among the seven participants, six used monitoring methods during their studies. Data streams from multiple sensors on mobile phones and wearable devices (if any) are uploaded to a server and the size of the data is usually huge. Therefore, monitoring the incoming data is important for researchers to keep track of the study status. A dashboard that visualizes the status of incoming data streams (e.g., amount and quality) was commonly adopted by the majority of the participants (five out of six). For instance, P10 ran a study to collect GPS, WiFi, Bluetooth data from smartphones, and physical activity data from smart bands. “We developed a dashboard to visualize the amount of data from each sensor of each participant every day. This helped us a lot! We knew the cases where some sensors’ data did not come in.” (P10)

Other common methods include periodically querying study databases (P1, P2, P6), and checking whether new data files were generated (P5, P7). For example, P2 set up an automatic process on the server to monitor the data collection study. “We set up cronjobs to do automatic querying once every few hours to get a sense of the current data collection progress.” (P2)

When the monitoring process detects abnormal data behavior (e.g., some sensors’ data are missing), researchers can quickly react to it. Researchers often start with debugging the server or the mobile application, as reflected in the loop within the data collection block in Fig. 1. They also reach out to users when necessary. For example, P10 ran into a hardware issue and the server stopped collecting data from users’ phones. After they fixed the problem, “(...) some sensors’ data did not come in. Then we followed up with our participants to get a copy of their local data.” (P10)

The team found that the only way to collect the missing data was to ask users to send data that was being cached on the phone. Although such an effort was time-consuming, this helped to maintain the integrity of the data.

### 4.3 Data cleaning: problematic data

Due to frequent hardware and software issues (Matarazzo and Pakzad 2016; Wang et al. 2016a; Zhou et al. 2018), missing data and erroneous data are inevitable during data collection. Therefore, data cleaning is important to perform

\(^2\) https://awareframework.com/.
before doing any meaningful analysis. Participants used various methods to detect (Sect. 4.3.1) and handle (Sect. 4.3.2) problematic data. We highlight the common practices in these two steps.

### 4.3.1 Detecting—visualization, statistics, and prior knowledge

Visualization and statistical tools are methods widely used in a typical data cleaning process (Bilogur 2018; Valero-Mora et al. 2019), and mobile sensing data studies are no exception. Six participants used these methods to identify missing or erroneous data. For visualization, histograms (P1, P3, P6) and time-series line plots (P1, P2) were frequently mentioned. Participants also use simple statistics, such as direct data counts for missing data (P1, P2), confidence intervals (P4, P6, P7), duplication tests (P2, P3), and normality tests (P6, P7), to detect missing value and abnormal data. These methods are not specific to mobile sensing data.

Prior knowledge of the data also played a significant role in problematic data detection. The passively sensed data capture users’ daily behavior and researchers had certain expectations on how a user’s data should look like, based on their own commonsense and life experiences. If the visualization or statistics of the data deviates from expectations, then it suggests the possibility of abnormal data. For instance, the overall daily step count should fall into certain ranges, such as from 0 to 50,000, and the step count is time-dependent. With such an expectation, P3 found some abnormal step data. “There was some [data] like one person having zero steps during the night, but suddenly he had 100 steps at like 3:10 AM. A weird small peak. This was definitely an outlier and it should be filtered.” (P3) Another example is the location. P10 found that some users’ location data did not make sense. “You know, GPS can be very inaccurate. I have seen data showing this person is in a lake and obviously, they were not on a boat or swimming...” (P10) In these cases, participants relied on their prior knowledge to recognize problematic data that won’t necessarily be detected by statistical analysis.

### 4.3.2 Handling—imputation, exclusion, inspection, and synthesis

In data science, imputation and exclusion are the most popular methods for missing data and erroneous data, respectively (Zhang 2016; Pedersen et al. 2017). These methods are also very commonly used in the mobile sensing area. Seven participants used a range of methods to impute missing data, including previously last-seen imputation (P1, P3, P6, P7), average imputation (P1, P4, P9), nearest-neighbor imputation (P3, P8), etc. As for the erroneous data, participants usually excluded them from the dataset. P10 particularly pointed out the potential value of inspecting the data closely because some meaningful outliers (e.g., intentionally powering off the phone might reflect the mental state of social distancing) could easily be mistakenly recognized as problematic data.

One interesting method somewhat unique to mobile sensing data is that some sensors can complement each other because sensors capture different aspects of information in the same context. Both P1 and P6 synthesized GPS and WiFi data to obtain better location information when one of them was missing (WiFi SSID could be used to estimate physical location given the WiFi geolocation information). P5 synthesized weather and users’ comments to impute missing GPS data, e.g., if the weather was cold and a user claimed to be at home on particular days, locations were imputed with the home position. Multiple sensors capture the same environment from their own aspects. Therefore, these sensors can corroborate each other, allowing researchers to impute their data in a valid way.

### 4.4 Data analysis: from feature to interpretation

After cleaning the data, researchers conduct a variety of analysis steps to address their research questions. This is usually the core part of their research. Unsurprisingly, similar visualization techniques and statistics to those used in data cleaning (as summarized in Sect. 4.3.1), are used in data analysis. Beyond this, we further summarize other interesting analysis practices.

Other than activity recognition, most longitudinal in-the-wild studies have challenges in collecting valid ground truth labels, thus the number of data labels is often limited (e.g., (Wang et al. 2015; Xu et al. 2019)). Therefore, feature extraction is a common first step during data analysis after the data has been cleaned (Sect. 4.4.1). Sometimes, feature selection and model selection are needed, followed by the feature extraction (Sect. 4.4.2). In the end, researchers usually dive deep into their analysis to obtain meaningful interpretation (Sect. 4.4.3).

#### 4.4.1 Feature engineering strategy

Given the data collected from a number of sensors, researchers need to decide what features to extract in order to obtain meaningful information from the raw data. Participants mentioned three different strategies to tackle this issue: referring to literature, consulting collaborators, and being creative.

**Literature** Referring to related work is one of the most common strategies to get inspiration for feature extraction. Participants referred to two types of literature to obtain guidance: existing mobile sensing literature and domain-specific literature. With the increase in use of passive mobile sensing in recent years, there is an emerging literature of human
state modeling with mobile sensing data across a range of domains. Participants were easily able to find existing mobile sensing publications in related areas. Seven participants mentioned that they used the examples of effective features in existing papers and adapted these features for their own research projects. For example, P6 studied the relationship between mobile sensing features and depression. “Many of our location features were learned from the famous Saeb’s paper” (P1) Saeb et al. (2015). In addition to using existing research in the mobile sensing area, participants also searched for literature in the domain that was specific to their research goals. This was adopted by six participants. Continuing P6’s example, “Other than reading papers in our area, I also read a few psychology and psychiatry papers to see whether I could get any inspiration. And I did! I found that cyclical sleep patterns would reflect the influence of mental health. So I extracted this as a feature.” (P1) These domain-specific papers provided theoretical foundations, which could guide specific features that align with existing theories.

Expertise from domain experts As shown in Fig. 1, data analysis is another major step where domain-experts get deeply involved. “[W]e talked with experts with research questions to tweak our analysis methods.” (P10) Domain experts are familiar with the mediators and moderators that may influence behavioral outcomes of interest. However, they are often less familiar with technical details about the format and content of the data. On the contrary, mobile sensing researchers are more familiar with the data but have relatively less experience in the specific domain of interest. Interdisciplinary collaboration introduces expertise from both sides, which can point to directions for new feature extraction (P4, P8, P9). Specifically, participants often summarized the information embedded in the data so that it was straightforward and easy to understand. Then, they gave a high-level summary to their domain-specific collaborators. Experts commented on the existing features and provided ideas of new potential behavior features that could be captured by mobile/wearable devices. Since sometimes not all features were feasible (e.g., number of people that a user talked to, the amount of calorie consumed in a day), participants then created feature extraction code for the feasible ones. For instance, P7 worked with doctors to understand patients’ behavior captured by mobile phones. “When I was writing the code for feature extraction, I talked with my collaborator Dr. [anonymized] once a week to make sure these features make sense. I explained these features to him and got feedback. Sometimes he pointed out mistakes I made.” (P7) Continuous, iterative communication between mobile sensing researchers and domain experts not only benefits effective feature extraction, but also eliminates potential misunderstanding and increases the likelihood of obtaining a valid result.

Creativity As mobile sensing data capture users’ daily behaviors at a fine resolution, it is common for researchers to create some features that are not mentioned in the previous literature and that domain experts might not think of. For example, theories suggest a positive relationship between more exercise and better mental health (Deslandes et al. 2009; Morgan and Goldston 1987). These theories do not involve a particular time or context of exercising, but mobile sensing can capture these relationships in detail, e.g., a user often talks with someone else over the phone while exercising. A corresponding feature can be “the duration of conversation during exercise” but no existing theory would have directly suggested this feature. Five participants used their own life experiences and intuitions when designing new features for extraction. “Some features were extracted by the essence of the research question, intuitively.” (P1) Although there was no direct supportive literature, P1 extracted communication features specific to users’ family and close friends (e.g., number/duration of phone calls). In another example, besides consulting experts, P9 further relied on their own life experiences to extract additional location features. “We also used some rule-based heuristics to get features such as ‘from work to home’.” (P9) These creative features proposed by participants themselves were effective in their own projects.

4.4.2 Selecting the right features and models

After feature extraction, some participants further conducted feature selection for the purpose of their research goals. This was usually due to the large number of features compared to the data sample size or the collinearity among features (P1, P4). They used common techniques including visualization (P4, P9), information gain (P1, P6), gini index (P6), correlation analysis (P1, P7), principal component analysis (P7), and so on.

Six participants’ projects involved typical machine learning classification or regression tasks as one of their research goals. Off-the-shelf traditional machine learning models were used, such as linear mixed model (P2), random forest (P1, P4), extreme gradient boost (P3, P8), and support vector machine (P1, P6). Participants particularly mentioned not using deep learning because of the lack of data and the difficulties in interpretation. This is also reflected in a large amount of existing literature (e.g., (Mirjafari et al. 2019; Obuchi et al. 2020; Wang et al. 2018; Srinivasan et al. 2018)). When determining the specific model to use, participants generally tried a variety of machine learning models and chose the one with the best performance, using tools like Weka (Hall et al. 2009) (P4, P6) and packages such as Scikit-learn (Pedregosa et al. 2011) (P1, P2, P4, P5, P8, P9).
4.4.3 Results interpretation

Both feature selection and model training are optional processes. Some researchers may skip feature selection, or even skip both, as indicated by the arrows in the data analysis block in Fig. 1. But the analysis always ends with results interpretation, either directly on extracted features, such as correlation analysis between mobile features and behavior outcomes (P1, P6, P9), or on the trained models, such as feature importance comparison or instance inspection (P2, P6, P10). Researchers often resort to literature to triangulate and understand their results. Beyond this, similar to the feature engineering step (Sect. 4.4.1), domain-experts also get deeply involved in the process of the interpretation. These two steps are closely linked. The extracted features used for analysis (directly or through models) are the basis of the interpretation. As a proxy of human behavior, mobile features may not reflect a person’s behavior directly. Participants often summarized their low-level analysis results into high-level understandings and discussed with their collaborators. For example, P9 worked on a project about investigating daily routine behavior from a user group. He extracted group behavior rules from a cleaned mobile sensing dataset his team collected, and then leveraged domain experts to get a better understanding of the rules. “After getting the measure of [the rules’] group-fit, I started to cross-validate with experts to interpret the results.” (P9) Moreover, there is an interesting loop between feature engineering and result interpretation. Continuing the previous example, P9 realized a huge number of ordinary, uninformative rules after consulting with experts. “… so we go back to the mining algorithm and adjust the threshold [to obtain different rules].” (P9) Feature extraction establishes the basis of the interpretation, and the interpretation can in turn inform adjustment or additional directions for feature extraction.

Beyond the loop within the feature analysis, participants also mentioned iterations between the data analysis and the research question formulation, as well as between the analysis step and the cleaning step (as described in Sect. 4.1). Due to the large number of sensors and the richness of each sensor’s data, it is difficult for researchers to make a one-time pass on the overall pipeline. More importantly, these iterations are usually necessary before meaningful findings come out.

5 Results: challenges and needs

Knowing the common practices adopted by researchers can serve as an overall introduction and guidance for researchers who have interest but no previous experience in this area. In addition, it is important to understand the challenges and needs that researchers have during their research. This can not only provide more comprehensive guidance for laymen and beginning researchers, but also offer deep insights for intermediate researchers who already have some experience and are actively improving their skills.

We first summarize the results of the common challenges that stood out during participants’ research, following the order of data collection (Sect. 5.1), data cleaning (Sect. 5.2), and data analysis (Sect. 5.3).

5.1 Challenges of data collection

Seven participants conducted in-the-wild studies to collect data with their own research team. They ran into several challenges during the process, including software development (Sect. 5.1.1), problem debugging (Sect. 5.1.2), communication with users (Sect. 5.1.3), and researchers’ own stress (Sect. 5.1.4).

5.1.1 Efforts in mobile application development

As mentioned in Sect. 4.2, participants resorted to various methods to develop mobile applications. However, from their experience, no matter which method participants used, this procedure was quite time-consuming. “One pain-point is the app development, [it] took too much time.” (P2) Even with the help of an existing framework, participants spent extra effort to customize the app to their specific studies. For example, P6 added a graphics layer on the top of the AWARE framework in order to prevent users from changing sensor settings in their local application (a feature enabled by the original framework).

Different platforms required different data collection applications. Android and iOS are the two most popular platforms. Developing applications for both platforms doubles the workload. Therefore, some participants had to focus on only one platform (P5, P10). In particular, participants complained about the difficulties of getting data from iOS devices. The iOS platform imposes strong constraints on what an application can collect so it was hard to collect data such as application history even though researchers had consent from users. When asked about why they did not collect data from iOS users, P5 replied with what appeared to us as a bitter smile. “It’s painful to learn to develop an app on a completely different platform. But a more important thing is that iOS won’t give me the data I want. I need to get the foreground app that users were using. This is impossible on iOS... so it doesn’t make sense to collect data from iOS users” (P5). Moreover, updates of mobile operating systems could also create problems as related privacy policies changed. “The updates of the operating system can sometimes ruin the app. Some APIs were deprecated so I need to rewrite a few modules.” (P1) For example, Android 9.0 started to restrict access to the microphone, camera,
other sensors when an application is in idle mode or running in the background. A persistent notification will now appear on the phone if the application needs to access those sensors (and 2019). A change like this could significantly affect user experience during data collection studies.

Researchers also had a hard time improving battery consumption (Pérez-Torres et al. 2016; Min et al. 2016). Turning on high-frequency sensors, such as the gyroscope and microphone, significantly increases battery drain. P10’s team spent effort optimizing the location data collection. “The location sensor is energy-consuming. We spent a lot of time to optimize the battery life to minimize the effect on users’ phones.” (P10) A high energy consumption not only influences the data collection process (e.g., the phone dies more quickly), but also creates a negative user experience, which may affect participation compliance. Overall, researchers shared similar thoughts about application development difficulties. Building upon an existing framework could reduce the effort, but it was still demanding to build data collection applications.

5.1.2 Problem identification and debugging

As summarized in the common practices of data cleaning (Sect. 4.3), the hardware issue with sensors and servers, and software bugs in mobile applications are inevitable after a study is launched, no matter how well the study is designed and planned. This leads to problems of missing data, erroneous data, or even potential damage to the phone. Many participants actively monitored their studies, as indicated in Sect. 4.2. Therefore, they could quickly notice that there were some problems that were affecting the data collection. Identifying the causes and figuring out how to fix the problems while a study was running were important for ensuring the quality of the data. However, the process was often difficult and both time- and energy-consuming. Sometimes, even just identifying the origin of a problem took a long time (P1, P7, P10). “The biggest struggle was finding new bugs and debugging. Throwing the data away is easy. It is more important but also more challenging to solve the problem from the root.” (P4) Common issues include server database crashes, connection issues between servers and phones, application storage bugs, application sampling bugs, etc. However, participants often encountered unexpected bugs from the phones or servers and expended huge amounts of effort to fix them (P1, P2, P4, P6). “[I] tried to anticipate as much as I could, but always, there were some bugs not foreseen.” (P7) This was a big challenge for participants.

5.1.3 Difficulties of user communication

Sometimes, a problem cannot be completely solved by researchers themselves but requires coordinating with the users they are collecting data from. There are many problems that are related to users’ behaviors. For example, users may turn off certain sensors to extend battery life and forget to turn them on later. These sensors’ data will then be missing. In these situations, following up with users is often unavoidable. Communication with users can help researchers to (1) obtain a better knowledge of users’ behavior such as forgetting to charge wearable devices (P2, P7), or (2) fix hardware/software issues (P1, P6), e.g., granting permission to or turning on certain sensors (P2, P10), or (3) collecting local data if the mobile application loses connection to the server (P2, P6), or (4) collecting additional information such as follow up questionnaires (P6). However, participants found such communication with users difficult and demanding. P7’s study used a rolling-enrollment approach, where participants joined/ left the study at different times. “Participants were at different paces. Some joined earlier. Some joined later. Communication with them is difficult and hard to manage.” (P7) The communication becomes more challenging as the number of participants increases. “I prepared some email templates but I still had to customize some.” (P4) P6 found that her users were particularly concerned about privacy and reluctant to answer her follow-up surveys (they signed the consent but changed their minds). “Privacy is a big concern when we tried to reach out to them for more survey questions.” (P6) There were even cases when users completely disconnected from the research team. “They just didn’t reply... Sometimes they got back to me a few weeks later. What can I say?” (P5) All these problems forced participants to spend extra time on managing user communication. Some participants’ teams recruited study coordinators to help (P7, P10), but participants still needed to identify those users’ problems to decide what to communicate. The ultimate goal of passive mobile sensing is to completely remove user burden and seamlessly provide personalized services to facilitate users’ life experience. Nevertheless, the current state-of-the-art of passive sensing is still in the research stage and is not completely user-burden-free yet. Communication with participants is inevitable and it requires energy and time from researchers.

5.1.4 High stress of researchers

One interesting thing to highlight was that a few participants described themselves as being highly stressed during the study (P1, P2, P4, P5, P6). For example, P5 worked on a project involving intelligent interventions based on detected user behavior. “I was very stressed when the study was launched at that time. The study cost my supervisor thousands of dollars and I really wanted to get the data in a good shape. Otherwise, it would be a waste of time and money.” (P5) Participants reported a variety of stressors including the data quality, the high cost of the study, unexpected technical
issues during the data collection, etc. These stressors kept participants tense during the data collection period. When reflecting on their data collection studies, participants had mixed feelings. Some participants thought that being stressed was fine (P2, P7). “This was a big motivation for me.” (P4). While some thought they were stressed for no reason. “There was no need for being so stressed out... my worries won’t change anything.” (P5) However, no matter what thoughts they had, participants agreed that staying alert and responding in a timely manner to issues were necessary for obtaining high quality data.

5.2 Challenges of data cleaning

In spite of efforts in data monitoring (Sect. 4.2), application development (Sect. 5.1.1), and intensive debugging (Sect. 5.1.2), the issue of problematic data is inevitable. This leads to challenges in the data cleaning process (Sect. 5.2.1). Moreover, due to the heterogeneity of the data, how to leverage and reuse existing code also becomes a problem (Sect. 5.2.2).

5.2.1 The lack of objectivity, interpretability, and verifiability

As illustrated in Sect. 4.3, using standard visualization and statistical methods to detect and handle problematic data are common practices of data cleaning. Moreover, as the mobile sensing data are closely connected to daily routines, researchers can leverage intuitions on what the data should look like, which makes the data cleaning easier. However, participants were not satisfied with their data cleaning. There were three main perspectives: objectivity, interpretability, and verifiability.

(1) The lack of objectivity. Although using standard data science methods, participants still blamed themselves for making subjective decisions when cleaning the mobile data, such as setting a decision threshold (P3, P5, P8). “We had certain decisions with respect to the threshold of missing data [for excluding a feature or a participant], but the decision was too subjective.” (P5) (2) The lack of interpretability. Participants found it hard to understand the actual reasons for missing or erroneous data (P7, P10). Being able to interpret the reason would help guide the cleaning. “To detect potential outliers, [I] have to know what causes it and what it looks like... There was no ground truth for finding outliers. It was only based on estimated guesses.” (P7) When cleaning his data, P7 used established methods such as Z-score for outlier detection and DBSCAN for imputation. But he did not feel secure, as these methods did not tell him what caused the outliers or the missing data. And (3) the lack of verifiability. This was related to objectivity and interpretability. Without knowing the actual user behavior, it was difficult to evaluate the validity of data cleaning (P4, P5, P7). For example, P7 found it hard to determine whether an excluded data sample was actually erroneous or not. “The algorithm [Z-score] found a period with abnormal high physical activity, but maybe this user was doing some extreme exercise? I don’t know! The data did deviate from the majority but not too much.” (P7) Due to these reasons, the cleaning process was still regarded as challenging in spite of the close connection between mobile data and real-life experience.

5.2.2 Extra work for multiple sensors and datasets

Different sensors have different properties and formats, which need to be carefully taken care of when cleaning data. For example, P6’s dataset was collected from college students. When she tried to clean the phone call data, she found that the data was sparse and many days’ data was missing. “Then I realized that even I often have zero calls in a day. Young people get connected through social platforms...” (P6) Therefore, she did not do any imputation on the call data, while she did use standard imputation methods on other sensors’ data such as step counts. Participants could not simply use the same piece of code to deal with multiple sensors. Instead, they developed cleaning code for each sensor separately (P1, P10). This requires extra work.

Moreover, although the interview mostly focused on one project chosen by participants, they also mentioned the challenges beyond the single project when they were asked about their pain points. Eight out of ten participants were involved in multiple projects with different data collection studies. However, different studies had different settings, with different sensors of different sampling rates (Blunck et al. 2013). These differences made it hard for participants to have cleaning scripts that could handle multiple settings (P1, P3, P6, P9, P10). “There were too much data from different sensors that sometimes I was not aware of the error in my code. This became worse when I was cleaning multiple datasets because the data were different. The code worked on the first wouldn’t work on the other. So I ended up writing multiple repositories for the cleaning.” (P9) Participants paid extra effort to develop ad-hoc cleaning scripts and check the quality of the cleaned data. Beyond data cleaning, data heterogeneity further brings up more problems in the analysis step, as shown in Sect. 5.3.3.

Confronted with these challenges, five participants mentioned the need for a tool to ease the process of data cleaning, to address issues such as high-missing-rate warning (P4), automatic imputation (P1, P3), and outlier detection (P2, P6, P8), etc. P1 first expressed the need for an automatic process to address the missing data problem. “It would save my days if the software can provide the optimal way of handling missing data.” (P1) After considering different approaches, she took a step back from a completely automatic process and
thought about leaving space for manual decisions. “I guess it cannot have too much imputing, otherwise it will bring in too much fake data that biases the final results of the model. This can be a research topic itself. [smile] Maybe a tool that can provide multiple options to process missing data is good enough.” (P1) Support for manual decision making was echoed by other participants. They did not expect the tool to completely address the problematic data in an objective and reliable way. Instead, they wanted the tool to provide data cleaning functions, but at the same time, the tool should allow them to have control of the cleaning process. “An outlier detection tool is important. But there is no one-hundred-percent ‘correct’ way to detect outliers. Maybe the tool can detect some high-probability outliers and show them so I can take a look.” (P8) Participants would like the tool to provide flexible assistance with cleaning so that they could make final decisions. We will have more discussion on researchers’ desire for full control in Sect. 6.1.1.

5.3 Challenges of data analysis

In the data cleaning step, we showed that dealing with problematic data is not only a common practice (Sect. 4.3.2) but also a challenge (Sect. 5.2.1). We find a similar case in the data analysis procedure as well: both model selection and results interpretation are not only the common practices (Sect. 4.4.2, 4.4.3), but also the two main challenges (Sect. 5.3.1, 5.3.2). In addition, issues of data heterogeneity (Sect. 5.3.3) and communication with experts (Sect. 5.3.4) are also frequently encountered by researchers.

5.3.1 Great efforts to pick the right features, models and parameters

Because of the large number of extracted features commonly found in passive sensing studies, participants spent a large amount of time on testing and comparison, in order to find the most effective features, best algorithms, and the appropriate parameters that result in the best performance. This was regarded as one of the major challenges in data analysis. Five participants mentioned that trials of various algorithms for feature selection and model selection were time-consuming. For example, P6 needed to select from over six hundred mobile features. She tried both information gain and gini index as the selection criteria, which led to two close but different feature sets. Both methods were valid and supported by statistics and machine learning literature (Manek et al. 2017; Lee and Lee 2006). “I couldn’t tell which one worked better by just eyeballing. Both feature sets made sense.” (P6) She ended up comparing the performance of the two models trained on the two sets by going through the whole training and tuning pipeline, which was time-consuming. P8 had another example of model comparison, where he had to spend extra effort on writing model code from scratch. “If the models you’d use are all supported by scikit-learn [a Python package] then things are easy. But things were different in my project. I had to re-implement the models cuz I couldn’t find any existing implementation.” (P8) It became more demanding when parameter tuning was taken into account. Many participants’ machine learning models involved parameters that required extra tuning time. Three participants mentioned that parameter tuning was tedious. “We struggled at manually tuning the hyperparameters at the beginning... We developed our own automatic parameter tuning pipeline. But the training still took long.” (P4) Note that the challenges of feature selection, model selection, and parameter tuning stem from the areas of data science and machine learning rather than mobile sensing itself. Improving skills in these areas or collaborating with experts in machine learning may help researchers more easily tackle these problems. Six researchers also mentioned the need for a tool to help with comparing and tuning models.

An automated tool for features, models, and parameters searching could greatly facilitate the research process. “After setting up the input features, the tool can select the algorithms and tune the parameter automatically.” (P6) Similar to Sect. 5.2.2, the majority of the participants wanted the selection and tuning procedures to be available and transparent so that they could control them and make decisions on the final choices of features, models, and parameters. “A tool that can automatically select features and machine learning models and tune the hyper-parameters. It’s like a full system but gives the option to make some changes within a certain part of the pipeline and each component should be flexible.” (P5) Such a tool would allow researchers to focus on understanding the data and interpreting the results, which is an essential part of mobile sensing research (Sect. 6.1.2).

5.3.2 Vague evaluation and interpretation

Some research questions in passive mobile sensing have recognition and prediction tasks that can be directly evaluated, such as depression detection (Xu et al. 2019; Lu et al. 2018), emotion recognition (Zhang et al. 2018; Mehrotra et al. 2017), and application usage prediction (Wang et al. 2019b; Chen et al. 2019). However, there are also research questions that lack standard evaluation metrics, such as the quality of behavior rules. Participants mentioned that they had difficulties in defining their performance metrics (P5, P8, P9). Take P9’s routine behavior mining as an example. “We mined a set of behavior rules and they made sense to us. However, we had no idea how to evaluate their validity. We could only resort to users but that might easily be biased.” (P9) Finally, the team conducted interviews with users to evaluate the effectiveness of the rules. When lacking an objective metric like classification accuracy or regression
error, participants worried that the evaluations were not conclusive enough.

Moreover, mobile sensing data are only a proxy for human behavior. The information captured in mobile sensing data is ambiguous. Therefore, results interpretation is often not straightforward. Participants explicitly mentioned their hard time developing appropriate interpretations of the results (P4, P9, P10). For example, P4 developed an unsupervised clustering algorithm to understand mobile phone usage behavior patterns. The algorithm output a large number of clusters, but it did not help to answer how one usage pattern cluster was different from others. Interpreting the clusters required P4 to look deep into each cluster, summarize the difference between clusters, and generate human-understandable findings. “Using our algorithm, we obtained clear clusters of users’ app usage behavior. But I spent over one month to understand and make sense of these clusters.” (P4) She further tried to triangulate her findings by conducting user interviews. But the interview sample was a very small fraction of the mobile data sample. “Some participants gave me feedback that was contradictory to what they did on their phone... The data only reflected ‘when’ and ‘which’ mobile application users used, but did not tell us ‘why’.” (P4) As mentioned in Sect. 4.4.3, the use of literature and experts often help with the interpretation. However, due to the fine-grained data resolution provided by mobile sensing, sometimes findings are beyond the coverage of existing literature. This is also reflected in the feature engineering step (Sect. 4.4.1). “I found some really interesting behavior patterns in the data. But I did not find any papers to support my findings. I consulted a few experts in behavior science but did not get a satisfying answer.” (P9) In the final version of the publication, P9 presented these findings, provided shallow discussion, and encouraged domain-experts to explore this in future work. Both examples illustrate the difficulties that mobile sensing researchers face in trying to understand their results.

5.3.3 Data heterogeneity and low code re-usability

Similar to the challenge mentioned in data cleaning (Sect. 5.2.2), the heterogeneity of the data also causes difficulties in data analysis. Within the same dataset, developing an analysis pipeline that can be re-used for data from different sensors, formats, and platforms is difficult. Some mobile sensors are event-based (e.g., phone call) while others are sample-based (e.g., GPS location). Calculating the number of phone calls and the number of places that a user visits are completely different (P1, P2, P7). Even within the same feature type, only generic aggregation functions (e.g., calculating the minimum and the maximum) are common. In order to generate more specific features, participants had to develop individual feature engineering code for each sensor (P3, P6, P7).

Moreover, when multiple platforms are involved in one study, the differences between platforms are reflected in the data format. “There is a large variability in the data format. I iterated my code many times to deal with different mobile platforms.” (P7) For instance, the Bluetooth sensor from most Android devices usually provides the MAC address of the scanned Bluetooth sensors, but this is usually not available for iOS devices. Dealing with these differences hindered participants in re-using their code and required more programming effort.

Multiple datasets add another layer of heterogeneity. For example, P8 had a pipeline for an analysis algorithm. But the algorithm did not include any feature engineering and assumed well-structured feature inputs. So he had to unify the data from different studies before applying the algorithm. “Although my team had the code of the algorithm, it takes a standardized input at a feature level. I have multiple datasets with different data policies and raw formats... Preparing them for the algorithm is laborious.” (P8) Overall, due to data heterogeneity, participants found it hard to re-use their code for multiple purposes. They had to establish specific pipelines for different parts of the dataset (P3, P4, P7, P10) and different datasets (P8, P9).

Given the rich literature on mobile sensing in recent years, a large number of mobile features have been proven to be effective for various research questions, such as location-related features (Gonzalez et al. 2008; Imai et al. 2018; Canzian and Musolesi 2015; Xu et al. 2019) and physical activity features (Lane et al. 2011; Althoff et al. 2017; Doryab et al. 2019b; Aledavood et al. 2019; Xu et al. 2019). Five participants wanted a tool or a code library that could easily extract a set of predefined features from data so that they could quickly leverage these features. “The location features, you know, log variance, entropy... They are useful. When writing the feature extraction code, I was wondering, there should have been some standard library for these common features.” (P7) They also hoped that the tool would have the ability to automatically handle heterogeneous data such as different sensor settings and platform types. “For example, leave them [the settings] as the parameters of a feature extraction function so it can easily process the heterogeneous data.” (P4) Moreover, for specific research questions, the tool should support the use of new features that can be proposed based on the literature, suggestions from experts, and researchers’ own creativity (Sect. 4.4.1). P5 mentioned the need for flexibility in a tool to add new customized features when needed. Being able to add new features is also important for researchers.
5.3.4 Difficulties of the communication with domain-specific experts

Interestingly, communication appears to be a challenge not only with users in the studies (Sect. 5.1.3), but also with domain expert collaborators on the research team. Four participants mentioned that communication with the domain-specific collaborators was time-consuming. One of the main factors is the delayed synchronization. If the loop between the feature engineering and result interpretation (i.e., the data analysis block in Fig. 1) involves both domain experts and mobile sensing researchers, a low-latency communication channel needs to be maintained among the team in order to keep everyone on the same page. For instance, P5’s project was in collaboration with psychology researchers when designing behavior intervention techniques. “It occurred that after the code was implemented, the psych team proposed some ideas so that we had to modify the code. It would have been better to have the conversation beforehand.” (P5)

Delayed communication introduced unnecessary iterations and cost additional time.

Another contributing factor is misunderstanding that can happen on both sides. Mobile sensing researchers can make mistakes when translating experts’ advice into specific implementations. And, domain experts can misunderstand the actual meanings of mobile features and machine learning model outcomes. From our interview results, the latter appeared to be more common (P3, P7, P9). For example, P7 worked jointly with medical collaborators, who had limited technology backgrounds. “Sometimes we had to spend extra time explaining the calculation to the doctors because of their misunderstanding, since they were not familiar with the technical details.” (P7)

Mobile sensing researchers need to ensure the synchronization and obviate misunderstanding on the team. An open, transparent communication loop is a necessity for such an interdisciplinary collaboration. With the level of detail and the richness of mobile sensing data, this becomes particularly important.

6 Results: the role of researchers and mobile sensing data

Sections 4 and 5 present participants’ common practices, major challenges and needs during their research projects. In addition to knowing “what do researchers do” and “what do researchers need”, we are further interested in understanding for which aspects they regard themselves as being essential to in the whole research procedure (Sect. 6.1). As seen in the common practices for data analysis (Sect. 4.4), a large number of the research questions can be framed as machine learning problems (such as regression or classification). Knowing the similarity and the difference between these mobile-sensing-specific problems and traditional machine learning problems can provide insights useful to passive mobile sensing (Sect. 6.2).

We envision the findings in this section inspiring a wide range of researchers with or without previous research experience, and provoke more reflections on the essential role of mobile sensing researchers and the uniqueness of mobile sensing data.

6.1 Essential role of researchers

After answering the help that participants wanted to get from a tool (Q.21), they were further asked about a question in the opposite direction (Q.22): what were the essential parts that should be conducted by researchers rather than an intelligent tool. Participants were asked to reflect on their projects and identify the parts that relied on their input. Two main themes emerged from the answers: manual control of the whole procedure (Sect. 6.1.1) and the interpretation of the results (Sect. 6.1.2).

6.1.1 Control of the procedure

Interestingly, although visualization, problematic data handling, feature extraction, models selection, and parameter tuning stood out as pain-points, and participants did want a tool to help them (Sects. 5.2.2, 5.3.1, 5.3.3), they emphasized the importance of having full control of the research procedure, from the data collection, data cleaning, to data analysis. They did not want an end-to-end black box. “I do not trust a black box. Everything should be transparent in what it is doing!” (P2)

Participants stated that a transparent procedure and having tight control of it could leave space for human intelligence. “Having the tool X to automatic extract feature would be good... but as for the modeling, [we] would like to control the step. Modeling is the interesting part.” (P8)

Even if having an automated tool helps to address the challenges described, participants wanted to have the power to inspect and change the procedure so that they could make important decisions (P4, P9):

I did mention that I want the tool to help a lot. But it could not just do everything; otherwise, we researchers would become useless. [laughter] Perhaps in a customer product, the process could be automated, but that’s not gonna happen in the near future. We are still in the early stage. The tool can help to process the data, but it is we who leverage our intelligence to make the decision. (P4)

As reflected from P4’s quote, the decision making process was regarded as one of the main contributions of a publication. Researchers do not want to hand over this process to some tool, but would prefer a collaborative approach, i.e.,
the tool provides assistance for researchers to avoid mistakes and make better decisions. This coincides with the recent trend of human-AI collaboration (e.g., (Wang et al. 2019a)).

6.1.2 Data understanding and interpretation

Despite the fact that the difficulties of data interpretation were regarded as a big pain point and challenge (Sect. 5.3.2), participants had consensus that understanding the data and interpreting the results is one of the most important parts involving human intelligence. Especially for mobile data where the relationships between sensors are interleaved and complex, human knowledge from mobile sensing researchers and domain experts is the key to moving from data and models to final outcomes. This was also acknowledged by participants as the main contribution of researchers. “The focus of the researchers is to find some interesting conclusions from the data. This is the most interesting part, right? Readers often don’t care how you clean the data or extract features. They care about what you find eventually. So you need to really understand your data to dig out interesting findings.” (P6) Participants trust themselves more than a tool for understanding and interpretation (P1, P6, P7). “I don’t think a machine can be intelligent enough for interpretation.” (P7) They were also worried about the bias introduced by the tool (P2, P9, P10). “Researchers need to have a good familiarity with the dataset, otherwise [they] might be misled by visualization or algorithms.” (P2) If there existed such a powerful tool, most participants would leverage it up until the interpretation step of the results and leave this essential step for themselves.

6.2 Uniqueness of mobile sensing data

At the end of the interview, participants were asked how the mobile sensing data involved in their projects differed from other machine learning datasets. Mobile sensing data are a collection of longitudinal data from multiple mobile sensors that capture human behavior. Therefore, participants categorized it as a type of multi-dimensional time-series data (P1, P3, P5, P6). However, compared to other time-series data, mobile sensing data has its unique characteristics. Participants mentioned two aspects that complement each other: the data are information-rich but also information-vague.

On the one hand, passive mobile sensing data capture a wide range of users’ unspoken behavior in the wild since users carry mobile devices and wearables almost every day to almost everywhere they go (Lane et al. 2010) (P1, P6, P10). With multiple sensor streams, the data are a continuous, longitudinal representation of human behavior from various perspectives. “Although they are always messy, mobile sensors’ data are very rich and contains much useful information.” (P7) This makes mobile sensing data different from other time-series data such as inertial measurement unit (IMU) signals (Bulling et al. 2014) and electromyography (EMG) (Fan et al. 2018) which usually contain simple information of a single dimension. “A lot of mental health symptoms are manifested by daily behavior, often in the long run. Mobile sensing can capture that. I don’t think there exist other data that has a similar capability.” (P8) The richness of people’s daily behavior information in the data is the basis of any meaningful analysis and equips the mobile sensing technique with the capability of being applied to so many fields.

On the other hand, the information in the mobile sensing data is also vague. As a proxy for human daily behavior, it is hard for mobile data to capture and represent human behavior exactly (P4, P5, P7, P10). For instance, a combination of the GPS, WiFi localization, and ambient noise sensor could infer whether a user gets involved in an indoor activity (Wang et al. 2014), but it could not reflect the details of the activity or the exact behavior of the user. “Mobile sensing is ambiguous. The information is latent and just a representation. It requires a lot of interpretation. You can only estimate but cannot have the exact information.” (P8) Moreover, the relationship between the volume of data available and the amount of information can be mismatched. “… mobile sensors’ data are very rich... But the data size is not proportional to the amount of meaningful information. More data does not necessarily ensure more information.” (P7) Because of the intrinsic complexity of human behavior, for classification and regression problems with mobile sensing data, sometimes even the labels may be inaccurate. For example, P3 used self-reported emotion scores collected by ecological momentary assessment (EMA). He believed that self-report is one of the most accurate ways to measure users’ emotions because a person is the one who knows themselves best. However, he also had concerns because sometimes the results reported by users could be influenced by subtle factors such as environments in which users were completing EMAs, which could greatly affect the accuracy of their subjective feelings. This is different from other types of machine learning data such as computer vision or natural language processing where labels are usually accurate.

This interesting combination of being both information-rich but also information-vague highlights the uniqueness of mobile sensing data.

7 Discussion

Based on the results of the interviews, we discuss the implications of practices for researchers, especially for those who have interest but have little or no experience in passive mobile sensing (Sect. 7.1). We also discuss the design guidelines for a toolkit to help researchers during their studies, as
reflected from participants’ challenges and needs (Sect. 7.2). Finally, we reflect on the limitations of our work and opportunities for future work (Sect. 7.4).

7.1 Practices for future researchers

The findings summarized in Sects. 4 and 5 can serve as a good basis for practical guidance. We provide suggestions from four perspectives: combining the methodologies of data-driven and theory-driven (Sect. 7.1.1), monitoring data collection studies (Sect. 7.1.2), paying efforts on data cleaning and analysis (Sect. 7.1.4), and collaborating with domain-experts (Sect. 7.1.4).

7.1.1 Combining data-driven and theory-driven

In the projects chosen by participants for the interview, the majority of them (seven out of ten) mainly followed the data-driven methodology and the others started with the theory-driven method. However, these two methods are not exclusive. For instance, P4 started by extracting a number of behavior features from the data, which is a typical data-driven approach. She triangulated her results using the literature and additional interviews after she discovered something interesting. This follows a bottom-up path, where evidence from the data is used to support theories and literature. In contrast, the theory-driven method is a top-down path, where theories are leveraged to guide data processing and analysis. These two paths are compatible with each other. Researchers can leverage theories from the literature or experts to have a general direction for the research. Meanwhile, they should also explore the data to obtain intermediate results. The two approaches can be combined and used to support each other. Such a combination can leverage the value of theories to boost the efficiency of the analysis, and utilize the property of the data-driven method to have good coverage of the whole dataset, including aspects not covered by theories.

7.1.2 Monitoring to ensure data quality

If researchers plan to run their own studies to collect data in the wild, using a dashboard for monitoring is strongly encouraged. A visualization dashboard is a good tool that can facilitate the data collection process. It is more effective and intuitive than other methods such as direct database querying. Five out of seven participants employed a certain type of dashboard to monitor their own data collection studies. This greatly eases the burden for researchers to track the status of studies. Researchers should pay special attention to problematic data during the study, such as missing data and erroneous data, and respond instantly, e.g., fixing hardware and software bugs and contacting users if necessary. This can significantly improve the quality of the raw data, and ease data cleaning and the data analysis stages. However, researchers should also find a balance between the workload and their own mental health.

7.1.3 Leave time for data cleaning and analysis

Our interviews illustrated the importance of data cleaning and data analysis and the fact that they are demanding processes. Researchers should be patient during these stages, and pay special attention to the following aspects: problematic data handling, feature extraction, model selection, and parameter tuning. According to the participants in our interview, these parts are very time-consuming, sometimes even laborious and tedious. However, these steps are prerequisites before obtaining any valid scientific findings. Methods such as double-checking analysis scripts and creating unit tests (P2) are strongly encouraged during these processes. After getting all these prerequisites ready, data understanding and result interpretation are essential steps that researchers want to dive deep into. Researchers should establish a proper expectation of the effort required for data cleaning and data analysis, and leave enough time for these stages.

7.1.4 Close interdisciplinary collaboration with domain-experts

All participants in our interview are technology-focused. These researchers play important roles in system deployment, application development, data collection, cleaning, and analysis. Our interviews highlighted the role of domain experts in helping technically-focused researchers. Knowledge from domain experts can make a big difference at various stages during the research process: at the beginning of the study to point out directions to follow, in the middle of the iteration between theory and data to adjust the analysis, and also at the end when decoding the final outcomes to obtain meaningful interpretations. Having a close collaborative relationship with domain experts can help technically-focused researchers to obtain deeper and more valuable results. As summarized in Sect. 5.3.4, communication with experts could be difficult if not carefully attended to. Therefore, technically-focused researchers should have timely collaboration meetings with domain experts and provide detailed explanations of their work to avoid misunderstandings.

7.2 Design guidelines for a toolkit

Researchers wish to have a toolkit that can help them with data cleaning and analysis. Knowing the pain points and needs from researchers sheds light on the design of such a toolkit. It can provide common standardized computation
shortcuts, extract concise but meaningful information for stakeholders to quickly obtain insights from data, and help researchers save time and energy so it can be applied on more creative analysis. We discuss three high-level design guidelines for such a toolkit, including sensor-modularization (Sect. 7.2.1), preliminary model tuning (Sect. 7.2.2), as well as flexibility and transparency (Sect. 7.2.3).

### 7.2.1 Sensor-based modularization

The issue of data heterogeneity is one of the biggest pain points, as indicated in Sects. 5.2.1 and 5.3.3. The toolkit should treat each sensor as a module that is independent of other sensors. Within each sensor, the toolkit should provide a list of predesigned functions for data cleaning (Sect. 5.2.2), visualization (Sects. 4.3, 4.4), and feature extraction (Sect. 5.3.3). These are mentioned by researchers as common practices or needs. Having these functions would greatly help researchers, allowing them to easily choose what support they want to use. Note that these functions can also be modularized, so that a function can easily be applied on multiple sensors when appropriate, to support optimum flexibility. For instance, using the toolkit, researchers would be able to easily modify the analysis pipeline by adjusting or changing modules for different studies, where they usually have different settings and collect data from different sensors. Meanwhile, the modularized design also supports expandability. The toolkit should have good coverage of sensors using a predefined sensor set. However, as new sensors emerge, the predefined set can be expanded. The toolkit would allow researchers to add new customized sensors as new modules when needed. Moreover, researchers can also easily add more ad-hoc functions (e.g., extracting new features) to certain sensors without affecting any other sensors.

### 7.2.2 Tuning of models and parameters

Participants have strong needs for support in feature selection, model selection, and parameter tuning (Sect. 5.3.1). Using a sensor-based modularized design, the toolkit should further provide a list of popular standard models, together with the function of feature selection and parameter tuning, so that researchers can easily conduct some preliminary tests. Packages such as scikit-learn could serve as a good starting point. The input of the model needs to be flexible, either using a single sensor or a customized sensor list. Each sensor’s input feature list should also be easily modified to support selective training, where researchers can easily define the input as needed. Note that there is a trade-off between results and time. The more models and parameters the toolkit tests, the more complete the preliminary results will be, but the longer the selection and tuning will take. Therefore, the toolkit should allow participants to easily focus on a subset of feature lists, model lists, and the range of parameter tuning according to their needs. In addition, the toolkit should leave an open interface for researchers to add their own models. This can save them time when introducing their new models into the original pipeline. Such a design supports expandability and simplifies researchers’ future work if the same models will be used again.

### 7.2.3 Retain the flexibility and the transparency

Participants emphasized the necessity to control the whole of cleaning and analysis (Sect. 6.1.1), and the toolkit should reflect this theme. Both the modularized framework and the automatic tuning design leave flexible spaces for researchers to have their own specific settings, e.g., picking certain sensors or models in one analysis and a different set for another study or analysis. These designs also allow researchers to add their own customized components into the research pipeline, e.g., including a new sensor or algorithm for analysis. Researchers should be able to easily control and adjust the process whenever they need to. Moreover, every component in the toolkit, such as the visualization functions, the feature extraction methods, and the specific machine learning models, should never be designed as a black-box. They should be completely transparent and provide descriptions as clear as possible, so that researchers can easily understand the detailed work being performed by the tool. This can avoid potential misunderstandings and mistakes, and leave it for researchers to determine whether they want to directly use the provided functions or develop their own customized components. By providing enough flexibility and transparency, the toolkit can give researchers complete control of the research process.

### 7.3 Different practices among researchers

In addition to the commonness among researchers, we also emphasize that the differences should not be neglected. The results from Sects. 4 to 6 mainly reflect the general practices, challenges, and needs. When conducting specific projects, researchers might follow a subset of the complete pipeline in Fig. 1. For example, P1 and P2 only used the theory-driven method when formulating their research questions (the leftmost part in Fig. 1), and P8 resorted to data directly. The rest of them leveraged a hybrid approach. Participants also employed different procedures in data cleaning and analysis, e.g., some selected features, while some did not. P6 also mentioned multiple projects she was involved in, where the specific practices also differed slightly. Overall, the specific practices and challenges vary and largely depend on the research questions that researchers aim to address. And our
results serve as a general reference for future researchers and software designers.

7.4 Limitations and future work

Our study has some limitations. First, the participants’ backgrounds and coverage of the research application domains are limited. All 10 participants have a technical background, thus a large portion of the interview was focused on technical details and issues. None of the researchers come from a less-developed country. Moreover, there are some domains that none of the participants worked in, such as affective computing and activity recognition, where techniques such as deep learning are commonly involved. We plan to conduct more interviews with researchers from a wider range of backgrounds and domains in the future. Second, our interview approach mainly relies on participants’ memory, assisted by their publications, if any. Some projects ended a few months before our interviews. This could potentially introduce bias during interviews. Instead, in the future, we could observe researchers during their analysis, or invite researchers to work on a standardized dataset. Third, there are many details that the interview did not cover. For instance, a few participants mentioned that they used different sensor settings in different studies. The interview did not go deep into inquiring about the decision process and their considerations. We plan to conduct more expansive interviews in our future work. Nonetheless, despite these limitations, our interviews paint a detailed picture of the process that passive mobile sensing researchers undertake when trying to understand human behavior.

8 Conclusion

In this paper, we address an important gap between the rich literature on contributions being made to particular application domains by using mobile sensing and the lack of focus on the researchers themselves and the processes they use. We conducted semi-structured interviews with ten researchers with technical backgrounds who focus on human state modeling using longitudinal passive mobile sensing. Our interview results reflect two important aspects of the state-of-the-art research: (1) common practices when researchers conduct their projects, and (2) researchers’ challenges and needs during the stages of data collection, data cleaning, and data analysis. We also identified essential roles that researchers play in the research process, that is, roles that they would not want to give up, as well identifying the uniqueness of mobile sensing data for data collection and analysis. Our findings provide practical suggestions for future researchers and practitioners, and high-level design guidelines for a toolkit that could facilitate the whole research process. We envision our findings benefiting a wide range of audiences, but are especially for researchers who are interested in but do not have much previous experience in mobile passive sensing, and intermediate researchers who are working to improve their skills in the area.
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