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Abstract—In this work a web-based tool is presented for the simulation of a Prognostics and Health Management (PHM) system used for exploring and testing different machine learning experimental scenarios with the goal of predicting the Remaining Useful Life (RUL) of aircraft systems. With this tool, the user can select a set of options like the datasets to use, its size, the machine learning method to apply for the RUL prediction and the metrics used for comparing the results. The proposed datasets correspond to public data extracted from a model which aims to simulate a Turbofan Engine of an aircraft. Also, three different State of the Art machine learning techniques are made available to be applied and tested: a Similarity-based, a Neural Network-based and an Extrapolation-based approach. The results obtained by the different approaches can be graphically compared in the web interface. As the methods are executed remotely, the user incurs no computational costs, which constitutes an advantage of using this tool. This web tool aims to be a user-friendly interface used for simulating online experiments regarding the RUL prediction.
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1 Introduction

Aircraft play an important role in the modern society, as they are used more and more as a way of transport. According to the statistics from Flightradar24 [1], every day more than 100 000 flights are performed. As several flights are performed by the same airplanes, degradation and wastage is accumulated in the different subsystems of the airplane. Thus, in order to guarantee that the flights are performed successfully and safely, it is necessary to assure that the different aircraft subsystems are healthy, this means, that they do not have any failure or anomaly that prevents its operation.

Aircraft maintenance has an important role in this matter, as it is responsible to assure that the required conditions for the aircraft to fly are complied with. One important responsibility of the maintenance team concerns the parts replacement.
There are different strategies for executing the replacement of the different aircraft components or parts. One of the most common approaches is to use a preventive approach, where the interventions are performed at fixed interval times [2]. Nevertheless, using this strategy, the replacement time is not optimized.

Another promising and optimized approach for the components replacement is the Condition Based Maintenance (CBM) approach, in which the replacement is based on the real health condition of the aircraft components [3]. Using this strategy, the goal is to monitor the degradation of the different components and predict its future behavior. The health assessment is done through an intelligent analysis of the data retrieved from the different aircraft sensors. For prognostic purposes, the output of the CBM approach corresponds to the RUL of the component being analyzed, which is the number of hours/cycles remaining of useful life, that is, the remaining time that the component is estimated to be able to function without any fault or anomaly interfering with the normal operation [4]. There are different machine learning methods or techniques used to compute the RUL [5]. Hence, in order to visualize and compare the RUL obtained from different approaches applied over the same dataset, an online tool is proposed. Over the years, different web-based platforms have been developed with the goal of online experimentation, applied in many different contexts [6].

In this work, a web interface (http://planum.dei.uc.pt:8080) is developed for the simulation of a PHM model, where the goal is to predict the RUL of specific aircraft systems. Three state of the art machine learning techniques are considered: a Similarity-based approach [7], a Neural Network-based approach [8] and an Extrapolation-based approach [8]. Using this tool, a visual and comparative analysis of the RULs obtained by the different approaches can be performed. Furthermore, in the web interface, the user can setup the experimental scenario by configuring some options for the model simulation, and, this way, compare the results using different configurations. The web tool is composed by two main components: the Configuration Window and the Results Window.

2 Configuration window

The Configuration window is the first to be shown to the user. In this window, the user can configure and customize certain options for the execution of the PHM methodology, which aims to estimate the RUL of each trajectory in the dataset.
2.1 Datasets

In the web tool, four different datasets are proposed: **FD001, FD002, FD003** and **FD004**. These were extracted from the Turbofan Engine Degradation Data Set [9], that is publicly available in the NASA’s Prognostics Data Repository [10]. The four datasets have the same structure and organization, each one contains synthetic data of 21 sensors from a turbofan engine, obtained from a simulation of a model developed to simulate the behavior of an aircraft turbofan engine [11]. These sensors concern to measures of pressure, temperature and velocity of the different parts of the engine.

Each dataset contains several trajectories (flight sequences of the same airplane) and in each of them, the sensors values reflect the presence and evolution of a system fault. The dataset is divided into a train dataset, where the data reflects all the fault behavior, and a test dataset, where only the initial part of the fault behavior is reflected in the sensors data. The goal is to predict the RUL, that is, the number of remaining useful cycles, in each test trajectory, before the system total failure, due to the evolution of the initial fault. As each trajectory has different degradation patterns, a different RUL is obtained. The four datasets were simulated over different conditions, thus the complexity in predicting the fault evolution is different, the FD001 dataset is the easiest in predicting the RUL, and the FD004 is the most challenging.

2.2 Implemented methods

As observed, three different methods are proposed for the RUL computation: **Similarity-based approach**, **Neural Network-based approach** and **Extrapolation-based approach**. In each method, the RUL is computed based in the Health Indicator (HI)
values. The HI reflects the health condition of the system, and in this work, it is represented as a health percentage that varies between 0 and 1, where 0 means the system is unhealthy (due to failure or degradation) and 1 means the system is totally healthy.

**Similarity-based approach:** In this approach, a set of training trajectories is used to compute the RUL of a test trajectory by measuring the similarity amongst them, and then based on the results, calculate a weighted RUL. Firstly, the set of the training trajectories most similar to the test trajectory is determined, by comparing their degradation behavior using the Euclidean distance. The selected trajectories are the ones with lower distance to the test trajectory. After selecting the training trajectories, these are used for estimating the future degradation behavior of the test trajectory. Then the RUL is computed, based on the obtained degradation patterns.

Figure 2 illustrates an example of the RUL computation for a specific trajectory. Each red curve corresponds to a different training trajectory. The test trajectory is represented by the blue points, whose future degradation wants to be predicted. The RUL of the system associated to the trajectory corresponds to the difference between the last known trajectory cycle and the future cycle where the HI value will be 0.

![Fig. 2. RUL estimation using the Similarity Approach](http://www.i-joe.org)

As observed in Figure 2, each similar trajectory has a different RUL associated, which composes a set of possible RULs for the test trajectory. The RUL for the test trajectory is calculated using a weighed sum, represented by the following formula:

\[
RUL_{test \ traj.} = \left( \frac{13}{23} \min(RUL_{pool}) + \frac{10}{23} \max(RUL_{pool}) \right)
\]

Where \(RUL_{pool}\) corresponds to the set of RULs obtained by the similar trajectories.

**Neural network-based approach:** In this approach, a Multilayer Perceptron (MLP) is used for training a neural network capable of computing the HI based on the sensors
data. The network is trained using the training dataset, and it is simulated with the test dataset, the output corresponds to the HI values of each test trajectory. Then, an extrapolation of the HI is performed for estimating the RUL of the test trajectory.

Figure 3 illustrates the HI values computed by the Neural Network (NN), represented by the blue points. The HI values are extrapolated, and the RUL value is computed by calculating the difference between the last cycle (last blue point) and the cycle where the HI will reach 0.

Extrapolation-based approach: This last approach is identical to the previous one, but in this case, the HI values are computed in a more simplistic way. Using the training dataset, an exponential model is fitted, such that the sensors data have an assigned weight, to best represent the HI value (target). Using this model, the HI values for the test trajectories are computed. Then, similarly to the previous approach, the HI values are extrapolated, and the RUL of the trajectory is calculated.

Figure 4 illustrates the RUL prediction for a specific test trajectory.
2.3 Metrics

As depicted in Figure 1, three different metrics can be chosen for comparing the results obtained: Mean Square Error (MSE), Root Mean Square Error (RMSE) and Prognostic Horizon (PH). These metrics compute the accuracy in the estimation of the RUL of each test trajectory, as the RUL ground truth is provided.

**Mean Square Error (MSE):** The MSE value corresponds to the average of the squares of the difference between the estimated RULs and the true RULs. It is calculated using the following equation:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2 \quad (1)
\]

Where \(n\) is the number of trajectories, \(\hat{y}_i\) is the calculated RUL for the \(i\)-th trajectory and \(y_i\) the RUL ground truth of the \(i\)-th trajectory.

**Root Mean Square Error (RMSE):** This metric is obtained using the previous metric. As the name suggests, it corresponds to the root of the MSE value. Mathematically, it is calculated using the following equation:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2} \quad (2)
\]

**Prognostic Horizon (PH):** This metric is more suited for prognostic evaluations, as it analyzes the prognostics performed over time and not only on the last prediction.

According to the equation (3), this metric calculates the difference between the time index when the prediction satisfies the \(\alpha\)-bound criteria and the time index corresponding to the End of Life (EoL). The equation is the following:

\[
PH = t_{EoL} - t_{\alpha} \quad (3)
\]

Where \(t_{EoL}\) corresponds to the time index of EoL and \(t_{\alpha}\) is the first time index where the \(\alpha\)-bound is satisfied.
3 Results Window

On the completion of the setup scenario for the training and testing of the model, the Results Window, illustrated in Figure 5, is displayed.

![Results Window](image)

**Fig. 5. Results Window**

This window presents the results (RUL estimations) of the application of the trained model on the test dataset. The aim of this window is to provide a relevant environment for reaching conclusions regarding the accuracy of the RUL estimations using the different machine learning methods. On the left-hand side, the user may choose which methods’ results should be displayed and also which trajectory degradation should be displayed. According to these options, in the center pane, the degradation prediction of the chosen trajectories is illustrated, in terms of the HI. Each line in the graph is subtitled with the type of method associated and also the RUL obtained according to that degradation behavior. In the right pane, the ground truth is indicated, which is the true RUL value of the trajectory being displayed, and also the accuracy metrics obtained when applying the test dataset. These metrics were selected in the setup window. Combining all displayed information, the user can perform his/her analysis and reach conclusions regarding the suitability of each method for the RUL prediction. To perform a new simulation, the user can click on the “Run New Simulation” button.

4 Discussion of Results

Table 1 presents the results obtained by running each method in the four datasets.
Table 1. RMSE Error obtained after applying the three methods on the dataset

|                      | Turbofan Dataset |
|----------------------|------------------|
|                      | FD001 | FD002 | FD003 | FD004 |
| Similarity Approach  | 19.87 | 22.65 | 21.40 | 22.75 |
| NN Approach          | 25.63 | 31.16 | 26.58 | 32.92 |
| Extrapolation Approach| 25.15 | 38.77 | 55.18 | 43.85 |

As observed, the Similarity method yields the best results. This was already expected as it was based in the approach with the best score obtained at the PHM 2008 Challenge Competition. Also, the fact that degradation curves present irregular patterns increases this approach’s suitability. Regarding the NN approach and the Extrapolation approach, the results weren’t very interesting, especially due to the method used for the RUL computation. Thus, it can be concluded that the extrapolation method is not well suited for representing and forecasting irregular curves, also, the low amount of data in certain trajectories contributed to the poor results obtained.

5 Conclusion

The web interface presented and described in this work comprises a useful tool for experimenting, testing and comparing different PHM systems configured by the user. Different options for configuration are provided, like the size of the dataset, the methods to use for the RUL prediction and the metrics to apply for the results comparison.

The design of the web interface is meant to be simple and clear. The HI evolution, which represents the degradation behavior, and the respective RUL values are presented in a graph easy to understand and interpret. For the same test trajectory, the different degradation trajectories generated by the different chosen methods are illustrated in the same graph so that their comparison can be performed. Although only three state of the art machine learning methodologies are provided for computing the RUL, in the future, other methods, like Support Vector Machines (SVM) and Random Forests, may be added to diversify the RUL prediction. Hereafter, other datasets may be added by the user in order to experiment and apply the PHM system in other contexts besides aircraft field. Also, regarding future work, specific parameters, known as hyperparameters, may be added to the interface, as a way to have more control and customization of the models created for the RUL prediction.
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