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Abstract Let $f: C \to \mathbb{P}^1$ be a degree $k$ genus $g$ cover. The stratification of line bundles $L \in \text{Pic}^d(C)$ by the splitting type of $f_*L$ is a refinement of the stratification by Brill–Noether loci $W^r_d(C)$. We prove that for general degree $k$ covers, these strata are smooth of the expected dimension. In particular, this determines the dimensions of all irreducible components of $W^r_d(C)$ for a general $k$-gonal curve (there are often components of different dimensions), extending results of Pflueger (Adv Math 312:46–63, 2017) and Jensen and Ranganathan (Brill–Noether theory for curves of a fixed gonality, arXiv:1701.06579, 2017). The results here apply over any algebraically closed field.

1 Introduction

Brill–Noether theory characterizes the maps of general curves to projective space. Degree $d$ maps of a curve $C \to \mathbb{P}^r$ correspond to line bundles in the Brill–Noether locus

$$W^r_d(C) = \{ L \in \text{Pic}^d(C) : h^0(C, L) \geq r + 1 \}.$$
The fundamental Brill–Noether theorem [10] states that for a general curve $C$ of genus $g$, if $r \geq 0$ and $r > d - g$, then

$$\dim W_d^r(C) = \rho(g, r, d) := g - (r + 1)(g - d + r)$$

(if $r \leq d - g$ then $W_d^r(C) = \text{Pic}^d(C)$ by Riemann–Roch). Moreover, $W_d^r(C)$ is smooth away from $W_d^{r+1}(C)$ [9], and if $\rho(g, r, d) > 0$, then $W_d^r(C)$ is irreducible [8].

For certain special curves, $W_d^r(C)$ can be reducible and have components of larger than the expected dimension. In particular, Coppens–Martens showed that for a general $k$-gonal curve, $W_d^r(C)$ has a component of dimension $\rho(g, \alpha - 1, d) - (r + 1 - \alpha)k$ for $\alpha = 1, r, r + 1$ [3], which they later extended to $\alpha$ dividing $r$ or $r + 1$ [4]. In [20], Pflueger proved that for general $k$-gonal curves,

$$\dim W_d^r(C) \leq \rho_k(g, r, d) := \max_{\ell \in \{0, \ldots, r'\}} \rho(g, r - \ell, d) - \ell k,$$

(1.1)

where $r' := \min\{r, g - d + r - 1\}$. Jensen-Ranganathan [13] then established the existence of a component of the maximum possible dimension, thereby determining $\dim W_d^r(C) = \rho_k(g, r, d)$. However, many questions about its geometry remain: What are the dimensions of all components? How many components are there? Where are they smooth? This paper determines the dimensions of all irreducible components and shows that they are smooth away from “further degenerate loci.” The key insight is that splitting loci capture more precise information that yields better control over the geometry of $W_d^r(C)$.

We work on the Hurwitz space $\mathcal{H}_{k,g}$ parametrizing smooth degree $k$ covers $f : C \to \mathbb{P}^1$ over an arbitrary algebraically closed field $\mathbb{F}$. Given a line bundle $L$ on such a curve $C$, the push forward $f_*L$ is a rank $k$ vector bundle on $\mathbb{P}^1$. By Riemann–Roch, the degree of the push forward is

$$\deg(f_*L) = \chi(C, L) - k = d - g + 1 - k.$$

(1.2)

Every vector bundle on $\mathbb{P}^1$ is isomorphic to $\mathcal{O}(e_1) \oplus \cdots \oplus \mathcal{O}(e_k)$ for some collection of integers $\vec{e} = (e_1, \ldots, e_k)$ with $e_1 \leq \cdots \leq e_k$. We call such a collection $\vec{e}$ the splitting type and abbreviate the corresponding sum of line bundles by $\mathcal{O}(\vec{e})$. We then define Brill–Noether splitting loci by

$$\Sigma_{\vec{e}}(C, f) := \{L \in \text{Pic}^d(C) : f_*L \cong \mathcal{O}(\vec{e})\}.$$

Geometrically, line bundles in $\Sigma_{\vec{e}}(C, f)$ correspond to maps of $C$ into the rational scroll $\mathbb{P}\mathcal{O}(\vec{e})^\vee \to \mathbb{P}^1$ compatible with $f$. The expected codimension
A refined Brill–Noether theory is defined as
\[ u(\vec{e}) := h^1(\mathbb{P}^1, \text{End}(\mathcal{O}(\vec{e}))) = \sum_{i < j} \max\{0, e_j - e_i - 1\}. \]

The specialization of splitting types follows certain rules. Given two splitting types \( \vec{e}' = (e'_1, \ldots, e'_k) \) and \( \vec{e} = (e_1, \ldots, e_k) \), we define a partial ordering by \( \vec{e}' \leq \vec{e} \) if \( \mathcal{O}(\vec{e}) \) can specialize to \( \mathcal{O}(\vec{e}') \), that is if \( e'_1 + \cdots + e'_j \leq e_1 + \cdots + e_j \) for all \( j \) (see Sect. 2). We define Brill–Noether splitting degeneracy loci by
\[
\Sigma_{\vec{e}}(C, f) := \bigcup_{\vec{e}' \leq \vec{e}} \Sigma_{\vec{e}'}(C, f).
\]

Let \( H = f^* \mathcal{O}_{\mathbb{P}^1}(1) \) be the distinguished \( g^1_k \) on \( C \). One may readily check
\[
\Sigma_{\vec{e}}(C, f) = \{ L \in \text{Pic}^d(C) : h^0(C, L(mH)) \geq h^0(\mathbb{P}^1, \mathcal{O}(\vec{e})(m)) \text{ for all } m \}.
\]

Thus, splitting degeneracy loci provide a refinement of the stratification of \( \text{Pic}^d(C) \) by Brill–Noether loci \( W_d^r(C) \). In particular,
\[
W_d^r(C) = \bigcup_{|\vec{e}| = d-g+1-k} \bigcup_{\vec{e} \text{ maximal: } h^0(\mathcal{O}(\vec{e})) \geq r+1} \Sigma_{\vec{e}}(C, f), \quad (1.3)
\]
where \( |\vec{e}| = e_1 + \cdots + e_k \). The maximal splitting types among those with \( r + 1 \) global sections have a “balanced plus balanced” shape and are uniquely determined by the number of nonnegative summands. When the rank and degree are understood, we define \( \vec{w}_{r, \ell} \) to be the splitting type with \( r + 1 - \ell \) nonnegative parts that is maximal among those with \( r + 1 \) global sections (see Lemma 2.2). In terms of these splitting loci, we can rewrite Pflueger’s formula (1.1) suggestively to see
\[
W_d^r(C) = \bigcup_{\ell} \Sigma_{\vec{w}_{r, \ell}}(C, f) \quad \text{and} \quad \rho_k(g, r, d) = \max_{\ell} \left( g - u(\vec{w}_{r, \ell}) \right).
\]

The following example demonstrates the more subtle geometry splitting loci capture.

Example 1.1 Suppose \( f : C \to \mathbb{P}^1 \) is a general trigonal curve of genus 5. By (1.2), the push forward of a degree 4 line bundle on \( C \) is a rank 3, degree \(-3\) vector bundle on \( \mathbb{P}^1 \). The diagram below describes the partial ordering of splitting types in the stratification of \( \text{Pic}^4(C) \) by Brill–Noether splitting loci.
We have

\[ \Sigma_{(-1,-1,-1)}(C, f) = \text{Pic}^4(C) \quad \text{and} \quad \Sigma_{(-2,-1,0)}(C, f) = W_4^0(C). \]

Meanwhile, the Brill–Noether locus \( W_4^1(C) \) consists of two (intersecting) components, which are distinguished by splitting type of the push forward. If \( H \) is the trigonal class and \( K \) is the canonical divisor, we have

\[ \Sigma_{(-2,-2,1)}(C, f) = \{ L \in \text{Pic}^4(C) : h^0(C, L(-H)) \geq 1 \} = \{ H + p \}_{p \in C} \]
\[ \Sigma_{(-3,0,0)}(C, f) = \{ L \in \text{Pic}^4(C) : h^0(C, L(H)) \geq 4 \} = \{ K - H - q \}_{q \in C}. \]

We recognize these splitting types as \( \tilde{w}_{1,1} = (-2, -2, 1) \) and \( \tilde{w}_{1,0} = (-3, 0, 0) \). Finally, the splitting locus \( \Sigma_{(-3,-1,1)}(C, f) \) is the intersection of the two curves above. If \( p_0 \) and \( q_0 \) denote the unique pair of points such that \( p_0 + q_0 \sim K - 2H \), the intersection consists of the two points \( H + p_0 \sim K - H - q_0 \) and \( H + q_0 \sim K - H - p_0 \). This example will be revisited in Example 5.3.

Our main result determines the dimensions and smoothness of all Brill–Noether splitting loci for general degree \( k \) covers.

**Theorem 1.2** Let \( f : C \to \mathbb{P}^1 \) be a general degree \( k \), genus \( g \) cover. Let \( \tilde{e} = (e_1, \ldots, e_k) \) be a collection of integers with \( e_1 + \cdots + e_k = d - g - k + 1 \). If \( u(\tilde{e}) \leq g \), then \( \Sigma_{\tilde{e}}(C, f) \) is smooth of pure dimension \( g - u(\tilde{e}) \). If \( u(\tilde{e}) > g \) then \( \Sigma_{\tilde{e}}(C, f) \) is empty.
The case \( k = 2 \) is a classical result of Clifford. (In this case, \( \Sigma_\vec{e}(C, f) \) is the image of a certain symmetric power of \( C \) in \( \text{Pic}^d(C) \).) We therefore assume for the rest of the paper that \( k > 2 \).

**Remark** The Hurwitz space \( \mathcal{H}_{k,g} \) is only known to be irreducible when the characteristic of the ground field is greater than \( k \). If the characteristic is less than or equal to \( k \), then by “general degree \( k \) cover” we shall mean a general deformation of our degeneration, so the conclusion holds for general \( C \to \mathbb{P}^1 \) in some component of \( \mathcal{H}_{k,g} \).

**Remark** Since it has the expected codimension, the class of \( \Sigma_\vec{e}(C, f) \) is determined by the universal splitting degeneracy formulas of [17] (see Example 5.3).

**Key ideas of the proof.**

1. To prove that our splitting loci are smooth of the expected dimension, it suffices to show that for general \( C \), the natural map

\[
\text{Def}^1(L) = H^1(C, \mathcal{O}_C) \to H^1(\mathbb{P}^1, \text{End}(f_*L)) = \text{Def}^1(f_*L)
\]

is surjective for all \( L \in \text{Pic}^d(C) \). Equivalently, by Serre duality, we seek to show that

\[
H^0(\text{End}(f_*L)(-p - q)) \to H^0(\omega_C)
\]

is injective, where \( p, q \) are points on \( \mathbb{P}^1 \) (whose sum gives the dualizing sheaf).

2. To accomplish this, we degenerate \( C \) to a chain of elliptic curves, each mapping with degree \( k \) to a chain of \( \mathbb{P}^1 \)'s. On such reducible curves, (1.4) is not necessarily injective.

3. To solve this problem, we give an explicit description of which endomorphisms of \( f_*L \) deform with the curve. We then apply this description to the kernels of (1.4) to show that none of these sections deform with a general smoothing.

4. To show that the expected splitting loci are non-empty, we prove their expected classes are non-zero. Using the universal splitting degeneracy formulas in [17], we prove

\[
[\Sigma_\vec{e}(C, f)] = a_{\vec{e}} \cdot \theta^u(\vec{e}),
\]

where \( a_{\vec{e}} \in \mathbb{Q} \) depends only on \( \vec{e} \) and not on \( g \). In general, the formulas for \( a_{\vec{e}} \) are intractable to compute directly. Instead, we deduce \( a_{\vec{e}} \neq 0 \) for \( g \) sufficiently large by calculating \( a_{\vec{e}'} \) for suitably chosen specialization \( \vec{e}' \) of \( \vec{e} \) where the formulas become simple.

As a special case, Theorem 1.2 determines the dimensions of all components of \( W^d_g(C) \), thereby answering Question 1.12 of [20], which asked if all irreducible components of \( W^d_g(C) \) have dimension of the form below.
Corollary 1.3 Let $C$ be a general $k$-gonal curve of genus $g$. Let $\vec{w}_{r, \ell}$ denote the rank $k$, degree $d - g + k - 1$ splitting type with $r + 1 - \ell$ nonnegative parts that is maximal among those with $r + 1$ global sections. Every component of $W^d_d(C)$ is generically smooth. If $k \leq g - d + 2r + 1$, then $W^d_d(C)$ is of pure dimension $\rho(g, r, d)$, or empty if this number is negative. Otherwise, every component has dimension $g - u(\vec{w}_{r, \ell}) = \rho(g, r - \ell, d) - \ell k$ for some $\max\{0, r + 2 - k\} \leq \ell \leq \min\{r, g - d + 2r + 1 - k\}$. Such a component exists for each $\ell$ with $g - u(\vec{w}_{r, \ell}) \geq 0$.

In other words, splitting loci explain the different dimensions of components of $W^d_d(C)$ when $C$ is a general $k$-gonal curve. For example, when $f : C \to \mathbb{P}^1$ is a general trigonal curve of genus 6, we have $\vec{w}_{2, 1} = (-4, 0, 0)$ and $\vec{w}_{2, 2} = (-3, -2, 1)$, so

$$W^1_4(C) = \Sigma_{(-4,0,0)}(C, f) \cup \Sigma_{(-3,-2,1)}(C, f).$$

We have $u(-4, 0, 0) = 6$ so $\dim \Sigma_{(-4,0,0)} = 0$. This corresponds to the isolated $g^1_4$ associated to $C \subset \mathbb{P}^1 \times \mathbb{P}^1$ as a curve of bidegree $(3, 4)$. On the other hand, $u(-3, -2, 1) = 5$ so $\dim \Sigma_{(-3,-2,1)} = 1$, corresponding to the $g^1_3$ plus any base point.

Remark Upon completing this manuscript, the author learned that Cook-Powell–Jensen have a simultaneous and independent proof that $\Sigma_{\vec{w}_{r, \ell}}(C, f)$ has a component of the expected dimension [2].

This paper is organized as follows. In Sect. 2, we recall the splitting behavior of families of vector bundles on $\mathbb{P}^1$ and describe its application to Brill–Noether splitting loci. Assuming Theorem 1.2, Corollary 1.3 follows from the combinatorial structure of splitting loci stratifications. Section 3 bounds the dimension of $\Sigma_{\vec{w}_{r, \ell}}(C, f)$ from above by considering a degeneration to a chain of elliptic curves. Further analysis on this degeneration yields a proof of smoothness in Sect. 4. Finally, in Sect. 5, we prove existence of Brill–Noether splitting loci by showing enumerative formulas for their expected classes are non-zero.

2 Splitting loci

Let $B$ be a finite type scheme over a field and $\pi : \mathbb{P}^1 \times B \to B$ the projection. Given a vector bundle $E$ on $\mathbb{P}^1 \times B$, the base $B$ is stratified by splitting loci of $E$, defined by

$$\Sigma_{\vec{e}}(E) := \{b \in B : E|_{\pi^{-1}(b)} \cong \mathcal{O}(\vec{e})\}.$$ 

The list of integers $h^0(\mathbb{P}^1, \mathcal{O}(\vec{e})(m))$ for all $m \in \mathbb{Z}$ determines the splitting type $\vec{e}$: In fact, the multiplicity of $\mathcal{O}_{\mathbb{P}^1}(-j)$ as a summand of $E$ is equal to the second
difference function evaluated at \( j \) of the Hilbert function \( m \mapsto h^0(\mathbb{P}^1, E(m)) \) (see e.g. [7, Lemma 5.6]). In families, upper semi-continuity of cohomology on fibers of \( \pi \) constrains which splitting types can specialize to others. Given two splitting types \( \vec{e} = (e_1, \ldots, e_k) \) and \( \vec{e}' = (e'_1, \ldots, e'_k) \), we write \( \vec{e}' \leq \vec{e} \) if \( e'_1 + \ldots + e'_j \leq e_1 + \ldots + e_j \) for all \( j \). For each rank and degree, there is a unique maximal splitting type called the \textit{balanced} splitting type, which is characterized by the condition \( |e_i - e_j| \leq 1 \) for all \( i, j \). We denote the \textit{balanced} bundle of rank \( r \) and degree \( d \) by \( B(r, d) \). We define \textit{splitting degneracy loci} by

\[
\Sigma_{\vec{e}}(E) := \bigcup_{\vec{e}' \leq \vec{e}} \Sigma_{\vec{e}'}(E).
\]

We note that this description is set-theoretic. A scheme structure on \( \Sigma_{\vec{e}}(E) \) is discussed in [17, Sections 2 and 4].

Recall that the \textit{expected codimension} of \( \Sigma_{\vec{e}}(E) \) is

\[
u(\vec{e}) := h^1(\mathbb{P}^1, \text{End}(\mathcal{O}(\vec{e}))) = \sum_{i < j} \max\{0, e_j - e_i - 1\},
\]

which is the dimension of the deformation space of \( \mathcal{O}(\vec{e}) \). In general, \( \Sigma_{\vec{e}}(E) \) is always closed, but need not be the closure of \( \Sigma_{\vec{e}}(E) \). However, in the case that all splitting loci have the expected dimension, the following lemma shows \( \Sigma_{\vec{e}}(E) \) is the closure of \( \Sigma_{\vec{e}}(E) \). Thus, no confusion should result from this notation.

\textbf{Lemma 2.1} \textit{Let \( E \) be a vector bundle on \( \mathbb{P}^1 \times B \rightarrow B \) with \( B \) irreducible. If \( \Sigma_{\vec{e}}(E) \) is non-empty, then every component of \( \Sigma_{\vec{e}}(E) \) has at least the expected dimension. In particular, if all \( \Sigma_{\vec{e}}(E) \) have the expected dimension, then \( \Sigma_{\vec{e}}(E) \) is the closure of \( \Sigma_{\vec{e}}(E) \).}

\textbf{Proof} \textit{Let} \( \mathcal{E} \) \textit{be the universal bundle over the moduli stack} \( \mathcal{B} \) \textit{of vector bundles on} \( \mathbb{P}^1 \) \textit{bundles. Then} \( \Sigma_{\vec{e}}(\mathcal{E}) \) \textit{has codimension} \( u(\vec{e}) \) \textit{and} \( \Sigma_{\vec{e}}(E) \) \textit{is its preimage under the induced map} \( B \rightarrow \mathcal{B} \). \textit{Codimension can only decrease under pull-back so} \( \text{codim} \Sigma_{\vec{e}}(E) \leq u(\vec{e}) \). \textit{This applies on any open set of} \( B \), \textit{so every component of} \( \Sigma_{\vec{e}}(E) \) \textit{has at least the expected dimension. If all splitting loci have the expected dimension, every component of} \( \Sigma_{\vec{e}}(E) \setminus \Sigma_{\vec{e}}(E) \) \textit{has dimension less than the expected dimension of} \( \Sigma_{\vec{e}}(E) \). \textit{Thus, all of} \( \Sigma_{\vec{e}}(E) \setminus \Sigma_{\vec{e}}(E) \) \textit{must lie in the closure of} \( \Sigma_{\vec{e}}(E) \). \( \square \)

We now realize the Brill–Noether splitting loci defined in the introduction as splitting loci of a vector bundle on \( \mathbb{P}^1 \times \text{Pic}^d(C) \). Let \( f : C \rightarrow \mathbb{P}^1 \) be a degree \( k \), genus \( g \) cover and consider the following commuting triangle
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Let $\mathcal{L}$ be a Poincaré line bundle on $C \times \text{Pic}^d(C)$, that is, a line bundle with the property that $\mathcal{L}|_{\nu^{-1}([L])} \cong L$ (see e.g. [1, §IV.2]). The push forward $\mathcal{E} := (f \times \text{id})_* \mathcal{L}$ is a vector bundle on $\mathbb{P}^1 \times \text{Pic}^d(C)$ with the property that $\mathcal{E}|_{\pi^{-1}([L])} \cong f_* L$. In other words, the Brill–Noether splitting loci defined in the introduction are the splitting loci of $\mathcal{E}$:

$$\Sigma_{\mathcal{E}}(C, f) = \Sigma_{\mathcal{E}}(\mathcal{E}) \quad \text{and} \quad \overline{\Sigma}_{\mathcal{E}}(C, f) = \overline{\Sigma}_{\mathcal{E}}(\mathcal{E}).$$

By Riemann-Roch, the degree of $\mathcal{E}$ on a fiber of $\pi$ is

$$\deg \mathcal{E}|_{\pi^{-1}([L])} = \chi(C, \mathcal{E}|_{\pi^{-1}([L])}) - \text{rank} \mathcal{E}|_{\pi^{-1}([L])} = \chi(L) - k = d - g + 1 - k.$$

It follows from the definitions that

$$W_d'(C) = \bigcup_{\tilde{\mathcal{E}}} \Sigma_{\tilde{\mathcal{E}}}(C, f) = \bigcup_{\tilde{\mathcal{E}} \text{ maximal}} \overline{\Sigma}_{\tilde{\mathcal{E}}}(C, f). \quad (2.2)$$

That is, to characterize contributions of splitting loci to $W_d'(C)$ we are interested in splitting types that are maximal with respect to the partial ordering among those satisfying $h^0(\mathcal{O}(\tilde{\mathcal{E}})) \geq r + 1$.

**Lemma 2.2** Let $d' = d - g + 1 - k$ and suppose $r > d - g$. The maximal splitting types of rank $k$, degree $d'$ among those satisfying $h^0(\mathcal{O}(\tilde{\mathcal{E}})) \geq r + 1$ are

$$\tilde{w}_{r, \ell} := B(k - r - 1 + \ell, d' - \ell) \oplus B(r + 1 - \ell, \ell)$$

for $\max\{0, r + 2 - k\} \leq \ell \leq r$ such that $\ell = 0$ or $\ell \leq g - d + 2r + 1 - k$. Moreover,

$$u(\tilde{w}_{r, \ell}) = g - \rho(g, r - \ell, d) + \ell k.$$

**Remark** If $r \leq d - g$ we automatically have $W_d'(C) = \text{Pic}^d(C)$. As Pflueger points out in [20, Remarks 1.6 and 3.2], the codimension $g - \rho(g, r - \ell, d) + \ell k$ is quadratic in $\ell$, achieving its minimum at $\ell_0 = \frac{1}{2}(g - d + 2r + 1 - k)$. Our lower bound $r + 2 - k$ is the same distance from the minimum $\ell_0$ as Pflueger’s upper bound $g - d + r - 1$. From this, it is not hard to see that the minimum over $\ell$ in our range is the same as Pflueger’s minimum.
Proof The assumption \( r > d - g \) implies \( k - r - 1 + \ell < \ell - d' \) so \( B(k - r - 1 + \ell, d' - \ell) \) consists of entirely negative summands. Requiring that the rank of this vector bundle is positive gives our lower bound \( \ell \geq r + 2 - k \).

First we show every \( \bar{e} \) with \( h^0(\mathcal{O}(\bar{e})) \geq r + 1 \) is less than \( \bar{w}_{r, \ell} \) for some \( \ell \). We may write \( \mathcal{O}(\bar{e}) = N \oplus P \) where \( N \) consists of negative summands, and \( P \) consists of nonnegative summands. If \( h^0(\mathbb{P}^1, P) > r + 1 \), then the splitting type obtained from \( \bar{e} \) by decreasing the largest summand by one and increasing the lowest summand by one is more balanced than \( \bar{e} \) and still has at least \( r + 1 \) sections. Hence, it suffices to consider the case \( h^0(\mathbb{P}^1, P) = r + 1 \). Then, \( \bar{e} \leq \bar{w}_{r, \ell} \) for \( \ell = \deg P \).

Suppose \( \bar{e} \) is minimal among splitting types with \( \bar{e} > \bar{w}_{r, \ell} \). Then by construction, \( \bar{e} \) is obtained from \( \bar{w}_{r, \ell} \) by lowering a summand in \( B(r + 1 - \ell, \ell) \) and raising a summand in \( B(k - r - 1 + \ell, d' - \ell) \). Hence, \( \mathcal{O}(\bar{e}) \) has less than \( r + 1 \) global sections unless \( \ell > 0 \) and \( B(k - r - 1 + \ell, d' - \ell) \) has a summand of degree \(-1\). In that case, we see \( \bar{w}_{r, \ell} < \bar{w}_{r, \ell - 1} \). Thus, \( \bar{w}_{r, \ell} \) is maximal precisely when \( \ell = 0 \) or all summands of \( B(k - r - 1 + \ell, d' - \ell) \) are degree at most \(-2\). The latter means \( 2(k - r - 1 + \ell) \leq \ell - d' \), which is equivalent to \( \ell \leq g - d + 2r + 1 - k \).

Finally, the expected codimension of \( \bar{w}_{r, \ell} \) is

\[
u(\bar{w}_{r, \ell}) = h^1(\mathbb{P}^1, \text{End}(\bar{w}_{r, \ell}))
= h^1(\mathbb{P}^1, \text{Hom}(B(r + 1 - \ell, \ell), B(k - r - 1 + \ell, d' - \ell)))
= -\chi(\mathbb{P}^1, \text{Hom}(B(r + 1 - \ell, \ell), B(k - r - 1 + \ell, d' - \ell)))
= \ell(k - r - 1 + \ell) - (d' - \ell)(r + 1 - \ell) - (r + 1 - \ell)(k - r - 1 + \ell)
= \ell k - (r + 1 - \ell)(d - g - r + \ell).
\]

Example 2.3 The following table lists the “balanced plus balanced” splitting types of rank 5 and degree \(-4\) with at least 4 global sections. The first three are maximal.

| \( \ell \) | 0 | 1 | 2 | 3 |
|---|---|---|---|---|
| \( \bar{w}_{3, \ell} \) | \((-4, 0, 0, 0, 0)\) | \((-3, -2, 0, 0, 1)\) | \((-2, -2, -2, 1, 1)\) | \((-2, -2, -2, -1, 3)\) |
| \( u(\bar{w}_{3, \ell}) \) | 12 | 11 | 12 | 15 |

Notice that \( w_{3, 3} < w_{3, 2} \) in the partial ordering, showing necessity of the condition \( \ell \leq g - d + 2r + 1 - k \) in Lemma 2.2. Corollary 1.3 says that for a general pentagonal curve, every component of \( W_3^g(C) \) has dimension \( g - 11 \) or \( g - 12 \). Moreover, there is at least one component of dimension \( g - 11 \).
and at least two components of dimension $g - 12$ when these quantities are nonnegative.

Assuming Theorem 1.2, Corollary 1.3 now follows.

**Proof of Corollary 1.3** Equation (2.2) and Lemma 2.2 show that $W_d^r(C)$ is the union of $\Sigma w_{r,\ell}(C, f)$ for $\max\{0, r + 2 - k\} \leq \ell \leq r$ such that $\ell = 0$ or $\ell \leq g - d + 2r + 1 - k$. Theorem 1.2 asserts that $\Sigma w_{r,\ell}(C, f)$ is smooth of pure dimension $g - u(\tilde{w}_{r,\ell})$ whenever this quantity is nonnegative, and Lemma 2.1 guarantees that $\Sigma w_{r,\ell}(C, f)$ is its closure. \qed

## 3 The degeneration and dimension bounds

In this section, we describe our degeneration to a chain of elliptic curves and prove a smoothing theorem for endomorphisms of the push forwards of line bundles. This involves explicit compatibility conditions at the nodes, similar to Eisenbud–Harris’ proof of the Brill–Noether theorem [5] (see also [11, Ch. 5] for an exposition). Elliptic chains have been used previously in Brill–Noether theory, by Osserman [19], and earlier by Welters [21]. Here, to study $k$-gonal curves, we degenerate to a chain of elliptic curves whose attachment points differ by $k$ torsion (as first suggested by Pflueger [20, Remark 1.14]). A notable difference in our set up relative to previous work is that we do not use the framework of limit linear series: Instead of tracking vanishing sequences of different limit line bundles, we describe the sections that smooth from a fixed limit. The key technical difficulty will be to understand how the compatibility conditions from two nodes on the same component interact.

A consequence of our analysis will be that, for a general $k$-gonal curve $C$,

$$\dim\{L \in \text{Pic}^d(C) : h^0(\mathbb{P}^1, \text{End}(f_\ast L)) \geq \delta + k^2\} \leq g - \delta. \quad (3.1)$$

for all $\delta \geq 0$. Since $\text{End}(f_\ast L)$ is rank $k^2$ and degree 0 on $\mathbb{P}^1$,

$$u(f_\ast L) = h^1(\mathbb{P}^1, \text{End}(f_\ast L)) = h^0(\mathbb{P}^1, \text{End}(f_\ast L)) - k^2,$$

so (3.1) implies $\dim \Sigma \tilde{e}(C, f) \leq g - u(\tilde{e})$ for all $\tilde{e}$. (Notice that (3.1) does not refer to a particular splitting type!)

Basic cohomological observations determine all push forwards of line bundles from elliptic curves.

**Lemma 3.1** Let $X$ be an elliptic curve and $f : X \to \mathbb{P}^1$ a degree $k$ map. Let $L$ be a line bundle of degree $d = a + nk$ on $X$ with $0 \leq a < k$. We have

$$f_\ast L = \begin{cases} O_{\mathbb{P}^1}(n - 2) \oplus O_{\mathbb{P}^1}(n - 1) \oplus O_{\mathbb{P}^1}(n) & \text{if } L = f^\ast O_{\mathbb{P}^1}(n) \\
O_{\mathbb{P}^1}(n - 1) \oplus O_{\mathbb{P}^1}(n) & \text{otherwise.} \end{cases}$$
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Proof Let $H = f^*\mathcal{O}_{\mathbb{P}^1}(1)$. By the projection formula, $f_*L = \mathcal{O}_{\mathbb{P}^1}(n) \otimes f_*L(-nH)$, so it suffices to consider the case $n = 0$. First observe that $h^0(X, \mathcal{O}_X) = h^1(X, \mathcal{O}_X) = 1$. The only rank $k$ vector bundle on $\mathbb{P}^1$ with this cohomology is $\mathcal{O}_{\mathbb{P}^1}(-2) \oplus \mathcal{O}_{\mathbb{P}^1}(-1)^{\oplus k-2}$ so this must be $f_*\mathcal{O}_X$, completing the first case. Now suppose $L$ is non-trivial of degree $0 \leq a < k$. By Serre duality, $h^1(X, L) = h^0(X, L^\vee) = 0$, implying all summands of $f_*L$ are degree at least $-1$. Riemann-Roch shows $h^0(X, L) = a$ and moreover, $h^0(X, L(-H)) = 0$, because in this case $\deg L(-H) < 0$. It follows that $f_*L = \mathcal{O}(-1)^{\oplus k-a} \oplus \mathcal{O}^\oplus a_{\mathbb{P}^1}$, completing the second case. 

We now describe our degeneration. Let $X_0$ be a simply nodal chain of elliptic curves $X_1, \ldots, X_g$ with $X_i$ joined to $X_{i+1}$ at a point $p_i$. For each $i$, let $f_i : X_i \to \mathbb{P}^1$ be a degree $k$ map that is totally ramified at $p_{i-1}$ and $p_i$. Note then that $p_{i-1}$ and $p_i$ differ by a $k$-torsion element on $X_i$. Together, the $f_i$ define a map of $X_0$ to a simply nodal chain $\mathcal{P}_0$ of $\mathbb{P}^1$'s, labeled $P_1, \ldots, P_g$, with nodes $f_i(p_i) = f_{i+1}(p_i)$ for $1 \leq i \leq g-1$.

![Diagram of the degeneration process](image)

By the theory of admissible covers [12], the nodes smooth to obtain a family $\{ : X \to \mathcal{P}$, flat over a pointed smooth curve $(\Delta, 0)$, where the general fiber is a smooth curve of genus $g$ mapping to $\mathbb{P}^1$ and the central fiber is the map $X_0 \to \mathcal{P}_0$ restricting to $f_i$ on each component $X_i$. (For a treatment in positive characteristic see Section 5 of [18].) By slight abuse of notation, we also write $\{ \}$ for this map on the central fiber. We write $\tilde{X} \to \tilde{\mathcal{P}}$ for the family over the punctured curve $\Delta \setminus \{0\}$.

The curve $X_0$ is compact type. In particular, given a degree $d$ line bundle $\tilde{L}$ on $\tilde{X}$ and partition $d = d_1 + \ldots + d_g$, there is a unique extension $\mathcal{L}$ to $X$ so that the limit $\mathcal{L}_0 = \mathcal{L}|_{X_0}$ restricts to a degree $d_i$ line bundle $L_i$ on $X_i$. We wish to bound $h^0(\mathcal{P}_t, \text{End}(\{,\mathcal{L}_t\}))$ for general $t$. To do so, we study the subspace $V_{\mathcal{L}} \subset H^0(\mathcal{P}_0, \text{End}(\{,\mathcal{L}_0\}))$ of sections which arise as limits of sections in $H^0(\mathcal{P}_t, \text{End}(\{,\mathcal{L}_t\}))$ as $t \to 0$. 

 Springer
For simplicity, let us fix a partition \( d_1 + \cdots + d_g = d \) and write

\[
\text{Pic}^d(X) := \text{Pic}^{d_1}(X_1) \times \text{Pic}^{d_2}(X_2) \times \cdots \times \text{Pic}^{d_g}(X_g).
\]

Let \( \alpha_i : X_i \to X_0 \) denote the inclusion. Given \( \mathcal{L}_0 = (L_1, \ldots, L_g) \in \text{Pic}^d(X_0) \), we have a short exact sequence on \( X_0 \)

\[
0 \to \mathcal{L}_0 \to \bigoplus_{i=1}^g (\alpha_i)_* L_i \to \bigoplus_{i=1}^{g-1} \mathcal{O}_{p_i} \to 0.
\]

Let \( \beta_i : P_i \to P_0 \) be the inclusion. For each \( i \), let \( E_i = (f_i)_* L_i \). Applying \( \{ \_ \}_* \) to the above, we obtain an exact sequence on \( P_0 \)

\[
0 \to \{ \ast \mathcal{L}_0 \} \to \bigoplus_{i=1}^g (\beta_i)_* E_i \to \bigoplus_{i=1}^g \mathcal{O}_{f(p_i)} \to 0. \tag{3.2}
\]

**Warning** The map \( \{ \_ \}_0 : X_0 \to P_0 \) is not flat and \( \{ \ast \mathcal{L}_0 \} \) is not locally free at the nodes \( \{(p_i)\} \). Nevertheless, our family is flat over the curve \( \Delta \), so \( \{ \ast \mathcal{L}_0 \} = (\{ \ast \mathcal{L} \})|_{P_0} \) is the limit we wish to consider.

The restriction of \( \{ \ast \mathcal{L}_0 \} \) to each component \( P_i \) has an isomorphism

\[
(\{ \ast \mathcal{L}_0 \})|_{P_i} \cong E_i \oplus \mathcal{O}^{\oplus k-1}_{(p_i-1)} \oplus \mathcal{O}^{\oplus k-1}_{(p_i)} \tag{3.3}.
\]

In what follows, we will write \( L_i|_{kP} \) for \( L_i|_{f_i^{-1}(f(p))} \). Above, \( \mathcal{O}^{\oplus k-1}_{(p_i)} \) is identified with the subspace of \( H^0(L_{i-1}|_{kP_{i-1}}) \) of functions vanishing at \( p_{i-1} \) and \( \mathcal{O}^{\oplus k-1}_{(p_i)} \) is identified with the subspace of \( H^0(L_{i+1}|_{kP_i}) \) of functions vanishing at \( p_i \). The splitting of the middle term is defined by the map sending a section \( \sigma \) to \( \sigma|_{kP_{i-1}} - \sigma(p_{i-1}) \in H^0(L_{i-1}|_{kP_{i-1}}) \). We think of the \( k-1 \) factors \( \mathcal{O}^{\oplus k-1}_{f(p_i-1)} \) as remembering the values of the first \( k-1 \) derivatives of \( \sigma \) at \( p_{i-1} \) along \( X_{i-1} \), and similarly the \( k-1 \) factors \( \mathcal{O}^{\oplus k-1}_{f(p_i)} \) as remembering the values of the first \( k-1 \) derivatives of \( \sigma \) at \( p_i \) along \( X_{i+1} \).

Applying \( \text{Hom}(\{ \ast \mathcal{L}_0 \}, \_ \) to (3.2) and using (3.3), we obtain an injection of sheaves

\[
\text{End}(\{ \ast \mathcal{L}_0 \}) \hookrightarrow \bigoplus_{i=1}^g \text{Hom}(\{ \ast \mathcal{L}_0 \}, (\beta_i)_* E_i) \cong \bigoplus_{i=1}^g \text{Hom}(\{ \ast \mathcal{L}_0 \}|_{P_i}, E_i)
\]

\[
\cong \bigoplus_{i=1}^g \text{End}(E_i).
\]
We have dφ

\begin{proof}
It suffices to work locally around X such that ordyO inclusion torsion summands to a locally free sheaf. Taking global sections yields an inclusion

\[ \iota : H^0(\mathcal{P}_0, \text{End}(\xi \mathcal{L}_0)) \hookrightarrow \bigoplus_{i=1}^{g} H^0(P_i, \text{End}(E_i)). \]

We want to describe the image under \( \iota \) of the subspace \( V_{\mathcal{L}} \subset H^0(\mathcal{P}_0, \text{End}(\xi \mathcal{L}_0)) \) of sections that arise as limits from smooth curves. One necessary condition on each factor is described in the following definition. In what follows \( \mathbb{F} \), denotes the ground field, which is algebraically closed of any characteristic.

**Definition 3.2** Let \( L \) be a line bundle on an elliptic curve with a degree \( k \) map \( f : X \to \mathbb{P}^1 \) and let \( E = f_*L \). Given a point \( p \) of total ramification of \( f \), we say \( \phi \in H^0(\mathbb{P}^1_0, \text{End}(E)) \) is order preserving at \( p \) if \( \text{ord}_p(\phi(\sigma)) \geq \text{ord}_p(\sigma) \) for all \( \sigma \in H^0(U, L) \) for any \( U \ni p \). Equivalently, the restriction \( \text{res}_p \phi \in \text{End}(H^0(L|_{kp})) \cong \text{End}(\mathbb{F}[x]/(x^k)) \) is lower triangular with respect to the basis 1, \( x, x^2, \ldots, x^{k-1} \). Note that the diagonal entries \( d_p^{(j)}(\phi) := (\text{res}_p(\phi)(x^j))/x^j|_{x=0} \) are independent of choice of local coordinate \( x \).

We now describe agreement conditions near the nodes that are satisfied by every element of \( \iota(V_{\mathcal{L}}) \).

**Lemma 3.3** Given \( \mathcal{L}_0 = (L_1, \ldots, L_g) \in \text{Pic}^d(X_0) \), let \( \mathcal{L} \) be a line bundle on \( X \) such that \( \mathcal{L}|_{X_0} = \mathcal{L}_0 \). Let \( V_{\mathcal{L}} \subset H^0(\mathcal{P}_0, \text{End}(\xi \mathcal{L}_0)) \) be the subspace of sections that can be extended to \( H^0(\mathcal{P}, \text{End}(\xi \mathcal{L})) \). If \( (\phi_1, \ldots, \phi_g) \in \iota(V_{\mathcal{L}}) \) then the following conditions hold for each \( i = 1, \ldots, g - 1 \):

1. \( \phi_i \) is order preserving at \( p_i \)
2. \( \phi_{i+1} \) is order preserving at \( p_i \)
3. We have \( d_{p_i}^{(0)}(\phi_i) = d_{p_i}^{(0)}(\phi_{i+1}) \) and \( d_{p_i}^{(j)}(\phi_i) = d_{p_i}^{(k-j)}(\phi_{i+1}) \) for \( j = 1, \ldots, k-1 \).

**Proof** It suffices to work locally around \( p_i \). Let \( \mathbb{F} \) be the ground field, which is algebraically closed of any characteristic. We may choose formal local coordinates \( x, y, t \) near \( p_i \) so that \( \widehat{\mathcal{O}}_{X, p_i} = \mathbb{F}[x, y]/(xy - t) \) and \( \widehat{\mathcal{O}}_{\mathcal{P}, (p_i)} = \mathbb{F}[a, b]/(ab - t^k) \) and the map \( \iota \) is described locally by a map \( \mathbb{F}[a, b, t]/(ab - t^k) \to \mathbb{F}[x, y, t]/(xy - t) \) such that \( a \mapsto x^ku^{-1} \) and \( b \mapsto y^ku \) for \( u \) a power series in \( x, y \) with constant coefficient 1 (see [18, Section 5.3]. (If the characteristic of \( \mathbb{F} \) does not divide \( k \), we can extract a \( k \)th root of \( u|_{x=0} \) and absorb it into \( y \) and extract a \( k \)th root of \( u^{-1}|_{y=0} \) and absorb it into \( x \), and thereby assume \( u = 1 \) as in [12, p. 57, Section 4].)

Since \( \mathcal{L} \) is locally free, a section of \( \text{End}(\xi \mathcal{L}) \) is given locally near \( \{(p_i) \) by an an endomorphism \( \psi \) of \( \mathbb{F}[x, y, t]/(xy - t) \) viewed as an \( \mathbb{F}[a, b, t]/(ab - t^k) \).
module. On the central fiber, the monomials \(1, x, x^2, \ldots, x^{k-1}, y, y^2, \ldots, y^{k-1}\) generate \(\mathbb{F}[x, y]/(xy)\) as a module over \(\mathbb{F}[a, b]/(ab)\). By Nakayama’s lemma, these monomials generate \(\mathbb{F}[x, y, t]/(xy-t)\) as an \(\mathbb{F}[a, b, t]/(ab-t^k)\) module. Because \(\psi\) is a module homomorphism, we have

\[
(y^ku) \cdot \psi(x^j) = b \cdot \psi(x^j) = \psi(b \cdot x^j) = \psi(y^{k-j} \cdot u \cdot (y^j x^j)) = \psi(y^{k-j} \cdot u \cdot t^j) = \psi(y^{k-j} \cdot u) \cdot t^j = \psi(y^{k-j} \cdot u) \cdot x^j y^j.
\]

Thus, \(x^j\) divides \(\psi(x^j)\). A similar argument shows that \(y^j\) divides \(\psi(y^j)\).

Hence, \(x^j\) divides \(\psi(x^j)\). A similar argument shows that \(y^j\) divides \(\psi(y^j)\). Thus, \(\psi\) is order-preserving, so conditions (1) and (2) are satisfied. Moreover, since \(xy = t\), we see that \(x^j y^j\) divides

\[
\psi(x^j y^j) = \begin{cases} t^i \psi(y^{j-i}) = x^i y^i \psi(y^{j-i}) & \text{if } i \leq j \\ t^j \psi(x^{i-j}) = x^j y^j \psi(x^{i-j}) & \text{if } j \leq i \end{cases}
\]

for all \(i, j\). Since \(u = 1 + (x, y)\), it follows that \(\psi(y^{k-j} \cdot u) = \psi(y^{k-j}) + y^{k-j} \cdot (x, y)\). Dividing both sides of (3.4) by \(x^j y^k\), we see that

\[
u \cdot \frac{\psi(x^j)}{x^j} = \frac{\psi(y^{k-j} \cdot u)}{y^{k-j}} = \frac{\psi(y^{k-j})}{y^{k-j}} + (x, y).
\]

We have \(d_p^{(i)}(\phi_i) = (\psi(x^j)/x^j)|_{x=0, y=0}\), so setting \(x = y = 0\) in the equation above establishes part (3) for \(j = 1, \ldots, k-1\). The case \(d_p^{(0)}(\phi_i) = d_p^{(0)}(\phi_{i+1})\) follows from the fact that both are equal to the constant term of \(\psi(1)\). It follows that any collection \((\phi_1, \ldots, \phi_g)\) which arises as a limit of a section defined on smooth curves must satisfy these local compatibility properties near the nodes.

Notice that conditions (1) and (2) of Lemma 3.3 each represent \(k(k-1)/2\) linear conditions on \(\phi_i\) and \(\phi_{i+1}\). Condition (3) represents another \(k\) linear conditions on \(\phi_i\) and \(\phi_{i+1}\), for a total of \(k^2\) possible linear conditions near each node. Our next task is to show that these conditions are all independent for general \((L_1, \ldots, L_g)\), and bound the dimension of the subvarieties inside \(\text{Pic}^d(\Sigma_0)\) where they fail to be independent by a certain amount. The key technical lemma is to establish when the constraints on \(\phi_i \in H^0(P_i, \text{End}(E_i))\) coming from the two different nodes \(p_i\) and \(p_{i+1}\) are independent.

**Lemma 3.4** Suppose we have an elliptic curve with a degree \(k\) map \(f: X \to \mathbb{P}^1\) which is totally ramified over two distinct points \(p, q \in X\). Let \(L\) be a line bundle on \(X\) which is not isomorphic to \(f^*\mathcal{O}_{\mathbb{P}^1}(n)\) for any \(n\), and set \(E = f_*L\). Let \(W_p \subset H^0(\mathbb{P}^1, \text{End}(E))\) (respectively \(W_q \subset H^0(\mathbb{P}^1, \text{End}(E))\)) denote the subspace of sections which are order preserving at \(p\) (respectively \(q\)). Then,
We have
\[
\dim W_q = \begin{cases} 
\frac{k(k+1)}{2} + 1 & \text{if } L \cong \mathcal{O}_X(mq) \text{ for some } m \\
\frac{k(k+1)}{2} & \text{otherwise}
\end{cases}
\]

and
\[
\dim W_p \cap W_q = \begin{cases} 
\frac{k+1}{2} & \text{if } L \cong \mathcal{O}_X(np + mq) \text{ for some } m, n \\
k & \text{otherwise}.
\end{cases}
\]

(2) The map \( \partial_p : W_p \cap W_q \to \mathbb{P}^k \) defined by
\[
\phi \mapsto \left( d_p^{(0)}(\phi), \ldots, d_p^{(k-1)}(\phi) \right)
\]
is surjective.

(3) We have \( \ker(\partial_p) \cap W_p \cap W_q = \ker(\partial_q) \cap W_p \cap W_q \).

(4) If \( \phi \in \ker(\partial_p) \cap W_p \cap W_q \), then \( \phi \) can be represented by a matrix with at most one non-zero entry.

**Proof** The rough idea is to choose a decomposition of \( E \) so that the condition of being order preserving at \( p \) is that a matrix for an endomorphism is lower triangular, while the condition of being order preserving at \( q \) is that the matrix is upper triangular. We shall see that if \( L \not\cong \mathcal{O}_X(np + mq) \), then the conditions to be order preserving at \( p \) and at \( q \) are independent, while if \( L \cong \mathcal{O}_X(np + mq) \) we obtain one less condition. Twisting \( L \) by \( f^* \mathcal{O}_{\mathbb{P}^1}(1) \) does not change \( \text{End}(E) \), so we assume \( k \leq \deg L < 2k \).

We first prove the case when \( L \not\cong \mathcal{O}_X(np + mq) \). By Lemma 3.1,
\[
E \cong \mathcal{O}_{\mathbb{P}^1}^{\oplus k-a} \oplus \mathcal{O}_{\mathbb{P}^1}(1)^{\oplus a}
\]
where \( a = \deg L - k \). We now describe a specific isomorphism \( \mathcal{O}_{\mathbb{P}^1}^{\oplus k-a} \oplus \mathcal{O}_{\mathbb{P}^1}(1)^{\oplus a} \to E \). It will suffice to give the map on global sections. Let \( s, t \in H^0(X, f^* \mathcal{O}_{\mathbb{P}^1}(1)) \) denote sections defining the map \( f \) with \( V(s) = kq \) and \( V(t) = kp \). For each \( 0 \leq j \leq a - 1 \), and \( \alpha, \beta \in \mathbb{F} \), there is a section \( \tau_j(\alpha, \beta) = (\alpha s + \beta t) \cdot u_j \in H^0(X, L) \) where \( V(u_j) = jq + (a - 1 - j)q + r_j \). Note that \( r_j \neq p, q \) by assumption. For each \( j \), the \( \tau_j(\alpha, \beta) \) span a copy of \( H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(1)) \) inside \( H^0(\mathbb{P}^1, E) = H^0(X, L) \). For \( a \leq j \leq k - 1 \), we choose \( \sigma_j \in H^0(X, L) \) so that \( V(\sigma_j) = jp + (k + a - 1 - j)q + r_j \), where again \( r_j \neq p, q \). These \( \sigma_j \) are non-vanishing on fibers of \( f \), so each corresponds to an \( H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}) \) factor inside \( H^0(\mathbb{P}^1, E) = H^0(X, L) \). With respect to this decomposition of \( E \), an element of \( H^0(\mathbb{P}^1, \text{End}(E)) \) is represented by a block.
upper triangular matrix where the two diagonal blocks consist of elements of $\mathbb{F}$ and the upper block consists of linear forms.

\[
\phi = \begin{pmatrix}
  c_{0,0} & \cdots & c_{0,a-1} & \alpha_{0,a} + \beta_{0,a}t & \cdots & \alpha_{0,k-1} + \beta_{0,k-1}t \\
  c_{1,0} & \cdots & c_{1,a-1} & \alpha_{1,a} + \beta_{1,a}t & \cdots & \alpha_{1,k-1} + \beta_{1,k-1}t \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  c_{d-1,0} & \cdots & c_{d-1,a-1} & \alpha_{a-1,a} + \beta_{a-1,a}t & \cdots & \alpha_{a-1,k-1} + \beta_{a-1,k-1}t \\
  0 & \cdots & 0 & c_{a,a} & \cdots & c_{a,k-1} \\
  \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
  0 & \cdots & 0 & c_{k-1,a} & \cdots & c_{k-1,k-1}
\end{pmatrix}
\]

(3.5)

For $\ell \geq a$ and $j \geq a$, the coefficients $\alpha_{\ell,j}$ and $\beta_{\ell,j}$ specify which $\tau_{\ell}(\alpha_{\ell,j}, \beta_{\ell,j})$ appears in the image of $\sigma_j$ with respect to our chosen decomposition of $H^0(\mathbb{P}^1, E)$. The condition for $\phi$ to be order preserving at $p$ is that $\alpha_{\ell,j} = 0$ for all $\ell, j$ and $c_{\ell,j} = 0$ for all $\ell < j$. Hence, dim $W_p = k(k+1)/2$. The condition for $\phi$ to be order preserving at $q$ is that $\beta_{\ell,j} = 0$ for all $\ell, j$ and $c_{\ell,j} = 0$ for all $\ell > j$. It follows that dim $W_p \cap W_q = k$, proving part (1).

Moreover, with this decomposition, we have that $d_p^{(n)}(\phi) = c_{n,n}$ and $d_q^{(n)}(\phi)$ is also given by an appropriate diagonal entry. That is, $\delta_p$ and $\delta_q$ are related by a permutation of coordinates on $\mathbb{P}^k$, so (3) follows. As the diagonal entries of any $\phi \in W_p \cap W_q$ are unconstrained, the map $\delta_p$ is a surjection, proving (2), and ker($\delta_p$) $\cap$ $W_p \cap W_q = \{0\}$ proving (4).

Now suppose $L \cong \mathcal{O}_X(np + mq) \not\cong \mathcal{O}_X(kp)$. Without loss of generality, we may assume that $n \geq m > 0$. Since $n + m = a + k$ with $a < k$, we also have $n > a$. Again, we have $E \cong \mathcal{O}_{\mathbb{P}^1}^{k-a} \oplus \mathcal{O}_{\mathbb{P}^1}(1)^{\oplus a}$, but the argument in the previous paragraph must be modified because $r_{n-1} = p$ and $r_n = q$ (or when $n = k$, we have $r_{k-1} = p$ and $r_0 = q$). Instead, for $a \leq j \leq k - 1$, we choose $\sigma_j \in H^0(\mathbb{P}^1, E)$ so that $\text{ord}_p(\sigma_j) = j$ and

\[
\text{ord}_q(\sigma_j) = \begin{cases} 
  k + a - n & \text{if } j = n \\
  k + a - n - 1 & \text{if } j = n - 1 \\
  k + a - j - 1 & \text{otherwise}.
\end{cases}
\]

If $n = k$, then the first case above never occurs, but we must take $\tau_0(\alpha, \beta) = (\alpha s + \beta t) \cdot u_0$ where $V(u_0) = aq$. Otherwise, the vanishing orders of $\tau_j$ and $u_j$ may be taken as before. Again, this decomposition has the property that $\delta_p$ and $\delta_q$ are given by taking diagonal entries, establishing (3).

If $n \neq k$, then the condition for $\phi$ in (3.5) to be order preserving at $p$ is that $\alpha_{\ell,j} = 0$ for all $\ell, j$ and $c_{\ell,j} = 0$ for all $\ell < j$. The condition for $\phi$ to be order preserving at $q$ is that all $\beta_{\ell,j} = 0$; and $c_{\ell,j} = 0$ for all $\ell > j$ with
(ℓ, j) ≠ (n, n − 1); and c_{n−1,n} = 0. Note that c_{n,n−1} need not vanish because \( \text{ord}_q(\sigma_n) > \text{ord}_q(\sigma_{n−1}) \).

In the case \( n = k \), the condition for \( \phi \) to be order preserving at \( q \) is that \( c_{\ell,j} = 0 \) for all \( \ell > j \) and \( \beta_{\ell,j} = 0 \) for all \( (\ell, j) \neq (0, k−1) \). Note that \( \beta_{0,k−1} \) is not required to vanish because \( \text{ord}_q(\sigma_k−1) = a−1 < a = \text{ord}_q(u_0) \) so \( \beta_{0,k−1} \) is not required to vanish. Thus, \( \dim W_q = \frac{k(k+1)}{2} + 1 \). Note that \( n = k \) corresponds to the case when \( L \cong O((n + m)q) \). Our explicit description shows that \( \dim W_p \cap W_q = k + 1 \) (part (1)), and the intersection consists of matrices with arbitrary diagonal entries (part (2)) and at most one non-zero off-diagonal entry (part (4)).

Having characterized necessary compatibility conditions at the nodes and when they are independent, we now prove (3.1). This will be subsumed by the results of the next section, but we include it here as the proof indicates subvarieties of \( \text{Pic}^d(X_0) \) where the limits of line bundles with a certain splitting type must live.

**Lemma 3.5** Let \( f : C \to \mathbb{P}^1 \) be a general genus \( g \), degree \( k \) cover. Then

\[
\dim \Sigma_{\tilde{e}}(C, f) \leq g - u(\tilde{e}).
\]

**Proof** The case \( g = 1 \) was proved in Lemma 3.1, so we assume \( g > 1 \). Since we are also assuming \( k > 2 \), we can choose a degree distribution \( d = d_1 + \cdots + d_g \) so that no \( d_i \) is a multiple of \( k \). In particular, given \( L_0 = (L_1, \ldots, L_g) \in \text{Pic}^d(X_0) \), we may assume that \( L_i \not\cong f^*O(n) \). Define

\[
\epsilon_i = \begin{cases} 
1 & \text{if } i \neq 1, g \text{ and } L_i \cong O_{X_1}(np_{i−1} + mp_i) \\
1 & \text{if } i = 1 \text{ and } L_1 \cong O_{X_1}(mp_1) \\
1 & \text{if } i = g \text{ and } L_g \cong O_{X_g}(np_{g−1}) \\
0 & \text{otherwise.}
\end{cases}
\]

By Lemma 3.3 and Lemma 3.4 (1) and (2),

\[
\dim V_L \leq \sum_{i=1}^{g} \dim \{ \phi \in H^0(P_1, \text{End}(E_i)) : \phi \text{ order preserving at nodes on } X_i \} - k(g − 1)
\]

\[
\leq \frac{k(k+1)}{2} + \epsilon_1 + \frac{k(k+1)}{2} + \epsilon_g + \sum_{i=2}^{g−1} (k + \epsilon_i) - k(g − 1)
\]

\[
\leq k^2 + \delta
\]
where $\delta$ is the number of $i$ for which $L_i \cong \mathcal{O}_{X_i}(np_i-1 + mp_i)$ for some $m, n$ (with $m = 0$ if $i = 1$ and $n = 0$ if $i = g$). In particular, the codimension of the subvariety of line bundles $\mathcal{L}$ in $\text{Pic}^d(X)$ for which $V_{\mathcal{L}} \geq k^2 + \delta$ is at least $\delta$. This implies that for general $\{\mathcal{X}_t : X_t \to \mathcal{P}_t\}$ in the family $\{X : \mathcal{X} \to \mathcal{P}\}$,

$$\dim\{L \in \text{Pic}^d(X_t) : h^0(\mathcal{P}_t, End((\mathcal{I}_t)_*L)) \geq \delta + k^2\} \leq g - \delta.$$ 

To finish, note that $h^0(\mathcal{P}_t, End((\mathcal{I}_t)_*L)) \geq k^2 + \delta$ implies $u((\mathcal{I}_t)_*L) \geq \delta$, and so for each $\vec{e}$, we have $\dim \Sigma_{\vec{e}}(\mathcal{X}_t, f_t) \leq g - u(\vec{e})$ for general $t$. By upper semi-continuity, this upper bound on $\dim \Sigma_{\vec{e}}(C, f)$ holds for general degree $k$ covers $f : C \to \mathbb{P}^1$.

\section{Smoothness}

In this section, we prove that $\Sigma_{\vec{e}}(C, f)$ is smooth for general $f : C \to \mathbb{P}^1$. This should be thought of as an analogue of the Gieseker–Petri theorem, which was first proved by Gieseker [9], and later by Eisenbud–Harris [6] using a degeneration with elliptic tails.

For every $L \in \text{Pic}^d(C)$, there is a natural map

$$H^1(\mathbb{P}^1, f_*\mathcal{O}_C) = H^1(C, \mathcal{O}_C) = \text{Def}^1(L) \to \text{Def}^1(f_*L) = H^1(\mathbb{P}^1, End(f_*L)), \quad (4.1)$$

sending a first order deformation of $L$ to the induced deformation of the push forward. Above, the first equality follows from the fact that $f$ is finite, hence affine. The map $(4.1)$ is realized by taking cohomology of the map of sheaves $\eta : f_*\mathcal{O}_C \to End(f_*L)$ that locally sends a function $z$ on $C$ to the endomorphism “multiplication by $z$” on $L$, viewed as an $\mathcal{O}_{\mathbb{P}^1}$ module. The kernel of $(4.1)$ is the tangent space to $\Sigma_{\vec{e}}(C, f)$. Thus, our goal is to show that $(4.1)$ is surjective for all $L \in \text{Pic}^d(C)$. Indeed, this implies that if $\Sigma_{\vec{e}}(C, f)$ is non-empty,

$$\dim TL \Sigma_{\vec{e}}(C, f) \leq g - \dim \text{Def}(f_*L) = g - u(\vec{e}) \leq \dim \Sigma_{\vec{e}}(C, f),$$

so it is smooth.

We proceed by showing that the Serre dual of $(4.1)$,

$$\mu : H^0(\mathbb{P}^1, End(f_*L) \otimes \omega_{\mathbb{P}^1}) \to H^0(\mathbb{P}^1, (f_*\mathcal{O}_C)^\vee \otimes \omega_{\mathbb{P}^1}), \quad (4.2)$$

is injective. The kernel of this map is the “obstruction to smoothness.” We think of $H^0(\mathbb{P}^1, End(f_*L) \otimes \omega_{\mathbb{P}^1})$ as the subspace of $H^0(\mathbb{P}^1, End(f_*L))$ vanishing at two prescribed points. The map $\mu$ is thus a restriction of the map on global sections induced by

$$\tilde{\mu} : End(f_*L) \cong End(f_*L)^\vee \to (f_*\mathcal{O}_C)^\vee,$$
which is the composition of the canonical isomorphism $\text{End}(f_* L) \cong \text{End}(f^* L)^\vee$ with the map dual to $\eta$. For any vector bundle $E$, this isomorphism $\text{End}(E) \cong \text{End}(E)^\vee$ is induced by the perfect pairing $\text{End}(E) \times \text{End}(E) \to \mathcal{O}$ given by $(\phi, \psi) \mapsto \text{Tr}(\phi \cdot \psi)$. Therefore, $\tilde{\mu}$ sends an endomorphism $\phi \in \text{End}(f_* L)(U)$ to the linear functional on $(f_* \mathcal{O}_C)(U)$ given by $z \mapsto \text{Tr}(\phi \cdot \eta(z))$. We will need to know that this map is non-zero on certain elements over components of our degeneration.

**Lemma 4.1** Let $f : X \to \mathbb{P}^1$ be a degree $k$ map of an elliptic curve to $\mathbb{P}^1$ and let $L \in \text{Pic}^d(C)$. If $\phi \in H^0(\mathbb{P}^1, \text{End}(f_* L))$ is represented by a matrix with a single nonzero entry, then $\tilde{\mu}(\phi) \neq 0$.

**Proof** For each open subset $U \subset \mathbb{P}^1$, we have a commutative diagram

$$
\begin{array}{ccc}
H^0(\mathbb{P}^1, \text{End}(f_* L)) & \xrightarrow{\tilde{\mu}} & H^0(\mathbb{P}^1, (f_* \mathcal{O}_C)^\vee) \\
\downarrow & & \downarrow \\
H^0(U, \text{End}(f_* L)) & \xrightarrow{(\tilde{\mu})|_U} & H^0(U, (f_* \mathcal{O}_C)^\vee).
\end{array}
$$

It suffices to show that the image of $\phi$ in the lower right is non-zero. Choose $U$ small enough that $L$ is trivialized on $f^{-1}(U)$ and $f_* \mathcal{O}_C$ is trivialized on $U$, so we have isomorphisms $(f_* L)|_U \cong (f_* \mathcal{O}_C)|_U \cong \mathcal{O}_U^{\oplus k}$. By hypothesis, there exists a basis so that, $\phi|_U : \mathcal{O}_U^{\oplus k} \to \mathcal{O}_U^{\oplus k}$ is represented by a matrix with one non-zero entry, say in the $(i, j)$ slot. These basis vectors of $\mathcal{O}_U^{\oplus k}$ correspond to non-zero functions in $\mathcal{O}_C(f^{-1}(U))$. Shrinking $U$ further if necessary, we may assume they are non-vanishing. The ratio of the $j$th basis element over the $i$th basis element therefore now defines a function $z \in \mathcal{O}_C(f^{-1}(U))$ such that the $(j, i)$ entry of $\eta(z)$ is non-zero. Hence, $\text{Tr}(\phi|_U \cdot \eta(z)) \neq 0$, showing $\tilde{\mu}(\phi|_U)$ is non-zero. \qed

We now deduce the desired injectivity by studying limits on the central fiber of our degeneration from the previous section, continuing all notation developed there. Recall that for each $\mathcal{L}_0 \in \text{Pic}^d(X_0)$, we understood $V_\mathcal{L} \subset H^0(\text{End}(f_* \mathcal{L}_0))$ through its image under the inclusion $i$ as compatible tuples $(\phi_1, \ldots, \phi_g)$ in $\bigoplus_{i=1}^g H^0(P_i, \text{End}(E_i))$.

**Lemma 4.2** For general $X_t \to \mathbb{P}_t$ in our degeneration,

$$
\mu_t : H^0(P_t, \text{End}(f_* \mathcal{L}_t) \otimes \omega_{\mathbb{P}_t}) \to H^0(\mathbb{P}_t, (f_* \mathcal{O}_{X_t})^\vee \otimes \omega_{\mathbb{P}_t}),
$$

is injective for all $\mathcal{L}_t \in \text{Pic}^d(X_t)$. Hence, if it is non-empty, $\Sigma_{\mathbb{P}}(C, f)$ is smooth for general degree $k$ covers $f : C \to \mathbb{P}^1$.

**Proof** Let $\omega$ be the relative dualizing sheaf of $\mathbb{P} \to \Delta$. Recall that $p_0$ and $p_g$ are points of total ramification of $\{ X_0$ that are distinct from the nodes. We
set $\zeta_1 = f(p_0) \in P_1$ and $\zeta_g = f(p_g) \in P_g$, so we have an isomorphism $\omega|\mathcal{P}_0 \cong \mathcal{O}_{\mathcal{P}_0}(-\zeta_1 - \zeta_g)$.

Let $\mathcal{L}$ be given and define $V_{\mathcal{L}}(-\zeta_1 - \zeta_g) \subset V_{\mathcal{L}}$ to be the subspace of sections vanishing at $\zeta_1$ and $\zeta_g$. We have a commutative diagram

$$
\begin{align*}
V_{\mathcal{L}}(-\zeta_1 - \zeta_g) &\longrightarrow H^0(\mathcal{P}_0, \text{End}(f_\ast\mathcal{L}_0) \otimes \omega|\mathcal{P}_0) \longrightarrow H^0(\mathcal{P}_0, (f_\ast\mathcal{O}_{X_0})^\vee \otimes \omega|\mathcal{P}_0) \\
&\downarrow \quad \quad \downarrow \\
&H^0(\mathcal{P}_0, \text{End}(f_\ast\mathcal{L}_0)) \longrightarrow H^0(\mathcal{P}_0, (f_\ast\mathcal{O}_{X_0})^\vee) \\
&\oplus_{i=1}^{\tilde{s}} H^0(P_i, \text{End}(E_i)) \longrightarrow \oplus_{i=1}^{\tilde{s}} H^0(P_i, ((f_i)_\ast\mathcal{O}_{X_i})^\vee).
\end{align*}
$$

By upper semi-continuity, injectivity of $\mu_t$ for general $t$ follows from showing the composition along the top row is injective. We will show that the composition from the upper left to the lower right along the bottom is injective.

For each $i$, let $W^i_p \subset H^0(P_i, \text{End}(E_i))$ denote the subspace of endomorphisms on component $i$ that are order preserving at $p$. In addition, let $d^i_p : W^i_p \to \mathbb{P}^{\oplus k}$ be defined by $\phi_i \mapsto (d^0_p(\phi_i), \ldots, d^{k-1}_p(\phi_i))$. Let $(\phi_1, \ldots, \phi_g)$ be a compatible tuple. By Lemma 3.3, each $\phi_i$ is order preserving at the nodes on component $i$. Note that, taking a matrix representation for $\phi_1$ as in (3.5), the condition $\phi_1(\zeta_1) = 0$ is that $c_{j,\ell} = 0$ and $a_{\ell,j} = 0$ for all $\ell, j$. Thus, if $\phi_1(\zeta_1) = 0$, then $\phi_1 \in W^1_p \cap \ker(d^1_p)$. Similarly, if $\phi_g(\zeta_g) = 0$ then $\phi_g \in W^g_p \cap \ker(d^g_p)$. Lemma 3.3 (3), implies that if $\phi_{i-1} \in \ker(d^{i-1}_p)$ then $\phi_i \in \ker(d^i_p)$. Meanwhile, Lemma 3.4 (3) implies that if $\phi_i \in \ker(d^i_p)$ then $\phi_i \in \ker(d^i_p)$. Thus, the vanishing of diagonal entries “propagates” down the chain. In summary, Lemma 3.3 and Lemma 3.4 (3) give

$$
\iota(V_{\mathcal{L}}(-\zeta_1 - \zeta_g)) \subset \{(\phi_1, \ldots, \phi_g) : \phi_i \in W^i_{p_{i-1}} \cap W^i_{p_i} \cap \ker(d^i_p) \text{ for } 1 \leq i \leq g\}.
$$

If $g > 1$, then we can choose a degree distribution so that $\deg(L_i)$ is never a multiple of $k$, and hence $L_i$ is never $f_*\mathcal{O}(n)$. Lemma 3.4 (4) then ensures that each $\phi_i$ is represented by a matrix with at most one-nonzero entry. In the case $g = 1$, we need an additional argument if $L_1 = f_*\mathcal{O}(n)$. In this case, by Lemma 3.1 choosing any splitting of $f_*L_1$ induces a splitting $\text{End}(f_*L_1) \cong \mathcal{O}(-2) \oplus \mathcal{O}(-1)^{\oplus 2k-4} \oplus \mathcal{O}(k-2)^{\oplus 2} \oplus \mathcal{O}(1)^{\oplus 2k-4} \oplus \mathcal{O}(2)$, so all but one of the matrix entries of a global section consist of a constant or linear form, and one entry is quadratic. After imposing vanishing at $\zeta_1$ and $\zeta_g$, only the quadratic entry can be non-zero. In either case, all $\phi_i$ have at most one non-zero entry, so Lemma 4.1 now shows that the composition of the inclusion $\iota$ with $\oplus \tilde{\mu}_i$ is injective. □
5 Existence

In this section, we exploit the combinatorial structure of splitting loci stratifications to deduce existence from a simple calculation. This relies on universal enumerative formulas for splitting loci found in [17]. We shall only need the case of trivial $\mathbb{P}^1$ bundles, which simplifies the results of [17] slightly.

**Theorem 5.1** (Thm. 1.2 of [17]) If $E$ is a vector bundle on $\pi : B \times \mathbb{P}^1 \to B$ and codim $\Sigma(E) = u(\vec{e})$, then its class $[\Sigma(E)]$ is given by a universal formula in terms of Chern classes of $\pi_*E(m)$ and $\pi_*E(m - 1)$ for suitably large $m$. If this class is non-zero, then $\Sigma(E)$ is non-empty.

To make use of the above theorem, we need the Chern classes of push forwards of twists of the vector bundle $E$ defined in Sect. 2.

**Lemma 5.2** Let $f : C \to \mathbb{P}^1$ be a curve of genus $g$ with a degree $k$ map to $\mathbb{P}^1$. Let $L$ be a Poincaré line bundle on $C \times \text{Pic}^d(C)$ and let $E = (f \times \text{id})_*L$ on $\mathbb{P}^1 \times \text{Pic}^d(C)$. Let $\pi : \mathbb{P}^1 \times \text{Pic}^d(C) \to \text{Pic}^d(C)$ be the projection. Let $\theta$ denote the class of the theta divisor on $\text{Pic}^d(C) = \text{Jac}(C)$. Then we have $c_i(\pi_*E(m)) = (-1)^i\theta/I_i!$ modulo classes supported on $\text{Supp}(R^1\pi_*E(m))$.

**Proof** We have a commutative diagram

\[
\begin{array}{ccc}
C & \xrightarrow{f} & \mathbb{P}^1 \\
\alpha \uparrow & & \beta \uparrow \\
C \times \text{Pic}^d(C) & \xrightarrow{f \times \text{id}} & \mathbb{P}^1 \times \text{Pic}^d(C) \\
\nu \downarrow & & \downarrow \pi \\
& & \text{Pic}^d(C)
\end{array}
\]

Let $H = f^*(\mathcal{O}_{\mathbb{P}^1}(1))$. By the projection formula,

\[
E(m) = ((f \times \text{id})_*L) \otimes \beta^*\mathcal{O}_{\mathbb{P}^1}(m) = (f \times \text{id})_*L \otimes \alpha^*H^\otimes m,
\]

and so $\pi_*E(m) = \nu_*L \otimes \alpha^*H^\otimes m$. We have that $L \otimes \alpha^*H^\otimes m$ is the pullback of a Poincaré line bundle on $C \times \text{Pic}^d+mk(C)$ via the identification $\text{Pic}^d(C) \to \text{Pic}^d+mk(C)$ given by tensoring with $H^\otimes m$. Thus, it suffices to treat the case $m = 0$, where we wish to determine the Chern class of $\pi_*E = \nu_*L$.

If $d \geq 2g - 1$, then the argument in [1, p. 317-319] shows that $c(\nu_*L) = e^{-\theta}$. We claim that for arbitrary $d$, this formula holds modulo classes supported on $R^1\nu_*L$. Indeed, let $\Gamma$ be a collection of $n$ points so that $d + n \geq 2g - 1$. We have an exact sequence on $C \times \text{Pic}^d(C)$

\[
0 \to L \to L(\Gamma) \to L(\Gamma)|\Gamma \to 0.
\]
Moreover, \( R^1\nu_*\mathcal{L}(\Gamma) = R^1\nu_*\mathcal{L}(\Gamma)|_\Gamma = 0 \) and \( \nu_*(\mathcal{L}(\Gamma)|_\Gamma) \) is numerically trivial (see [1, p. 309]). It follows that \( c(\nu_*\mathcal{L}) = c(\nu_*\mathcal{L}(\Gamma)) \) modulo classes supported on \( R^1\pi_*\mathcal{L} \).

Given the Chern classes of \( \pi_*\mathcal{E}(m) \), the classes of splitting degeneracy loci are (in theory) computable by the techniques of [17].

**Example 5.3** Continuing Example 1.1, the classes of the Brill–Noether splitting degeneracy loci on \( \text{Pic}^4(C) \) for \( C \) a general trigonal curve of genus 5 are

\[
[\Sigma(-2,-1,0)(\mathcal{E})] = \theta, \quad [\Sigma(-2,-2,1)(\mathcal{E})] = [\Sigma(-3,0,0)(\mathcal{E})] = \frac{\theta^4}{24}, \\
[\Sigma(-3,-1,1)(\mathcal{E})] = \frac{\theta^5}{60}.
\]

The first three classes are computed using [17, Lemma 5.1]. The last class comes from twisting and substituting the Chern classes from Lemma 5.2 into the universal formula found in [17, Example 6.2]. Notice that \( [\Sigma(-3,-1,1)(\mathcal{E})] \) is twice the class of a point, as found in Example 1.1. Also, \( [\mathcal{W}^1_4(C)] = [\Sigma(-2,-2,1)(\mathcal{E})] + [\Sigma(-3,0,0)(\mathcal{E})] = \frac{\theta^4}{12} \) is the class computed by Kempf–Kleiman–Laksov [14–16].

The universal formulas guaranteed by Theorem 5.1 are difficult to compute in general, but Lemma 5.2 implies the following remarkable fact. Given a splitting type \( \vec{e} \), let \( |\vec{e}| = e_1 + \cdots + e_k \).

**Lemma 5.4** Fix \( k \) and \( \vec{e} = (e_1, \ldots, e_k) \). Given \( f : C \to \mathbb{P}^1 \) a genus \( g \) curve with degree \( k \) map to \( \mathbb{P}^1 \), let \( d = g + k + |\vec{e}| - 1 \). The expected class of \( \Sigma_{\vec{e}}(C, f) \) in \( \text{Pic}^d(C) \) is \( a_{\vec{e}} \cdot \theta^u(\vec{e}) \) for some constant \( a_{\vec{e}} \in \mathbb{Q} \) depending only on \( \vec{e} \) (independent of \( g \)).

**Proof** The loci \( \Sigma_{\vec{e}}(C, f) \) are splitting loci of the rank \( k \), degree \( |\vec{e}| \) vector bundle \( \mathcal{E} = (f \times \text{id})_*\mathcal{L} \) on \( \mathbb{P}^1 \times \text{Pic}^d(C) \). By Theorem 5.1, the expected class of \( \Sigma_{\vec{e}}(C, f) \) is given by a universal formula, depending only on \( \vec{e} \), in terms of the Chern classes of \( \pi_*\mathcal{E}(m) \) for suitably large \( m \). The \( i \)th Chern class of this vector bundle is a multiple of \( \theta^i \) that does not depend on \( g \) by Lemma 5.2. \( \square \)

**Remark** For a fixed \( k \), a choice of \( |\vec{e}| \) determines an allowed difference \( d - g = k + |\vec{e}| - 1 \). The above is therefore akin to the observation that the formula for the class of \( \mathcal{W}_d^g(C) \) for general \( C \) in \( \mathcal{M}_g \) computed by Kempf–Kleiman–Laksov [14–16] depends only on \( d - g \).

Lemma 5.4 allows us to leverage the combinatorics of the partial ordering to deduce existence from calculations for certain special splitting types. Following [17], let us write \( (-n, \ast, \ldots, \ast) \) to denote the splitting type of \( \mathcal{O}_{\mathbb{P}^1}(-n) \oplus \mathcal{B}(k - 1, |\vec{e}| + n) \).
Lemma 5.5 For every $\vec{e}$, there exists $n$ such that $(-n, *, \ldots, *) \leq \vec{e}$. We have $a_{(-n, *, \ldots, *)} = 1/u(-n, *, \ldots, *)$.

Proof We may take $n = -(|\vec{e}| + e_1 k)$. Notice that $\text{Supp}(R^1\pi_*\mathcal{E}(n-1)) = \Sigma(-n-1, *, \ldots, *)$, which has codimension larger than $u(-n, *, \ldots, *)$ by Lemma 3.5. Therefore, we may calculate the class of $\Sigma(-n, *, \ldots, *)$ on the complement of $\text{Supp}(R^1\pi_*\mathcal{E}(n-1))$. On the complement, Lemma 5.2 says that $c((\pi_*\mathcal{E}(n-1))^\vee) = c((\pi_*\mathcal{E}(n))^\vee) = e^\theta$. By [17, Lemma 5.1],

$$\left[\Sigma(-n,*,\ldots,*)\right] = \left[\frac{c((\pi_*\mathcal{E}(n-1))^\vee)^2}{c((\pi_*\mathcal{E}(n))^\vee)}\right] u(-n,*,\ldots,*)$$

$$= \left[\frac{(e^\theta)^2}{e^\theta}\right] u(-n,*,\ldots,*) = \frac{\theta u(-n,*,\ldots,*)}{u(-n,*,\ldots,*)}$$

as desired. \qed

Proof of Theorem 1.2 We will show that $a_{\vec{e}}$ is non-zero for all $\vec{e}$. By the second half of Theorem 5.1, this will imply $\Sigma_{\vec{e}}(C, f)$ is non-empty whenever $u(\vec{e}) \leq g$. Then, Lemmas 2.1 and 3.5 show that $\Sigma_{\vec{e}}(C, f)$ has dimension $g - u(\vec{e})$ and is the closure of $\Sigma_{\vec{e}}(C, f)$. Lemma 4.2 shows $\Sigma_{\vec{e}}(C, f)$ is smooth.

Fix $\vec{e}$ and choose $n$ such that $(-n, *, \ldots, *) \leq \vec{e}$. Choose any $g' \geq u(-n, *, \ldots, *)$ and let $f' : C' \to \mathbb{P}^1$ be a general point of $\mathcal{H}_k, g'$. Let $d' = g' + k + |\vec{e}| - 1$. By Lemma 5.5, $\Sigma_{(-n,*,\ldots,*)}(C', f') \subset \text{Pic}^{d'}(C')$ is non-empty. Thus, $\Sigma_{\vec{e}}(C', f') \subset \text{Pic}^{d'}(C')$ is non-empty too. By Lemmas 2.1 and 3.5, $\text{codim} \Sigma_{\vec{e}}(C', f') = u(\vec{e})$. Being non-empty of the expected codimension on a projective variety, $[\Sigma_{\vec{e}}(C', f')] = a_{\vec{e}} \cdot \theta u(\vec{e}) \neq 0$ on $\text{Pic}^{d'}(C')$. Hence $a_{\vec{e}} \neq 0$, as desired. \qed
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