Inequivalent quantization in the field of a ferromagnetic wire
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We argue that it is possible to bind neutral atom (NA) to the ferromagnetic wire (FW) by inequivalent quantization of the Hamiltonian. We follow the well known von Neumann’s method of self-adjoint extensions (SAE) to get this inequivalent quantization, which is characterized by a parameter \( \Sigma \in \mathbb{R}(\text{mod}2\pi) \). There exists a single bound state for the coupling constant \( \eta' \in [0, 1] \). Although this bound state should not occur due to the existence of classical scale symmetry in the problem. But since quantization procedure breaks this classical symmetry, bound state comes out as a scale in the problem leading to scaling anomaly. We also discuss the strong coupling region \( \eta' < 0 \), which supports bound state making the problem re-normalizable.
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I. INTRODUCTION

The quantum mechanics of a neutral atom (NA) or a neutral particle in the magnetic field \( \mathbf{B} \) created by a ferromagnetic wire (FW) [1] becomes a nontrivial problem when the spin \( \mathbf{S} \) of the neutral atom or the particle is taken into account. The interaction of the spin with the magnetic field generates a potential \( V = -\mu \cdot \mathbf{B} \) (\( \mu \) is the magnetic moment of the atom), which is inverse square in nature for a certain alignment of the magnetization of the wire. It is usually assumed that this system does not have any stable bound state [2] and depending on the sign of the potential it is either unbounded in the field of the wire or it falls to the center.

However, with the advance of research work on mathematical physics we now know that systems with inverse square potential in 1-dimension [3], 2-dimensions [4, 5], 3-dimensions [6, 7] and even higher dimensions [8] provide stable bound state solutions. It has been possible to obtain bound state solutions due to the consideration of nontrivial boundary condition at the singularity of the Hamiltonian. One possible way of constructing nontrivial boundary condition is to start with a very restricted boundary condition and then go for a possible SAE [3]. This method has been very successfully implemented in different branches of physics [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15].

In our present article we apply this well established method of SAE to explain the quantum dynamics of a neutral atom in the background magnetic field created by a ferromagnetic wire. Although the mathematical technicalities needed for this system is well know in the literature of mathematical physics, it is still not very frequently used especially in molecular physics. In our previous work we have used this same technique to explain the formation of bound state solution of polarizable neutral atom in the electric field of charged single-walled carbon nano-tube (SWNT) [16]. It is argued that this bound state could be a possible candidate for the smearing of the step edge of quantized conduction [17].

The article has been organized as follows: In Sec. II we review the system of neutral atom with spin in the magnetic field of a ferromagnetic wire. Due to the cylindrical symmetry, first the free motion along \( z \) direction has been separated out from the problem. The remaining two dimensional system has been reviewed and the radial eigenvalue equation has been constructed, which will be analyzed in the next section. In Sec. III Self-adjoint extensions (SAE) of the radial eigenvalue equation has been made using the von Neumann’s method and bound state solution has been obtained. Re-normalization techniques are discussed in Sec. IV to handle the strong attractive, \( \eta'^2 < 0 \), inverse square potential, which may arise in our problem of neutral atom (NA) system. In Sec. V classical scale symmetry of the full 3-dimensional problem has been discussed and the partial breaking of that classical scale symmetry due to our quantization has been shown. The consequence of the symmetry breaking is also discussed. Finally, we conclude in Sec. VI.

II. NEUTRAL ATOM IN THE FIELD OF FW

We review here briefly about the neutral atom system in the magnetic field \( \mathbf{B} \) of a ferromagnetic wire. The details can be found in Ref. [1]. Let us consider a neutral atom of mass \( \mu \) moving in the magnetic field \( \mathbf{B} \) of a ferromagnetic wire. For the cylindrical symmetry of the system we consider the wire along the \( z \) axis. The magnetization of the wire is considered along the \( x \) axis. The magnetic field is confined on the \( x-y \) plane and can be described in cylindrical coordinates \( \rho, \phi, z \) by \( \mathbf{B} = \frac{M}{2\rho}(\cos 2\phi i + \sin 2\phi j) \) at a distance \( \rho \) from the center of the wire. \( M \) is the magnetization per unit length of the wire. The motion of the atom along \( z \) direction is a free particle motion, given by the wave-function \( e^{ikz} \) (\( k \) is the wave-vector along the \( z \) direction). We therefore consider the 2-dimensional problem on \( x-y \) plane. In polar coordinates \( (\rho, \phi) \), then the time independent Schrödinger equation for neutral atom system is of the
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form \((\hbar = 2\mu = 1)\)
\[
(-\nabla^2 - \mu \cdot B - E) \Psi = 0 ,
\]
where \(E\) is the energy eigenvalue of the neutral atom, the magnetic moment \(\mu = -g\mu_B S/\hbar\), \(S\) is the spin of the atom, \(g\) is the Lande factor and \(\mu_B\) is the Bohr magneton. Eq. (1) is completely separable and after substituting \(\Psi(\rho, \phi, z) = (1/\sqrt{\rho}) R(\rho) \exp(i l \phi) \chi\) into the Schrödinger equation (1), the radial equation can be written in the following well known 1-dimensional eigenvalue problem with inverse square interaction:
\[
(H_{\rho} - E) R(\rho) = 0 ,
\]
where the radial Hamiltonian is given by \(H_{\rho} = -d^2/d\rho^2 + (\eta^2 - 1/4)/\rho^2\). The coupling constant \(\eta^2\) of this Hamiltonian \(H_{\rho}\) can be obtained by solving the spin part [1],
\[
[(l_z - 2S_z)^2 - \gamma S_x - \eta^2] \chi = 0 .
\]
Here we are not interested in spin part, because we concentrate mostly on inequivalent quantization of the radial Hamiltonian. We just state the results, which we need in our discussion. \(\eta^2 = l_z^2 + 1 \pm \sqrt{4l_z^2 + (\gamma/2)^2}\) for \(S = 1/2\) [1], where \(\gamma = 2g\mu_B M\). In order to solve (2) we need to define a domain so that the Hamiltonian \(H_{\rho}\) becomes self-adjoint. In the next section we perform the SAE of the Hamiltonian \(H_{\rho}\) and from that we determine the bound state eigenvalue.

III. SAE OF THE RADIAL HAMILTONIAN

We need to construct a domain for our Hamiltonian \(H_{\rho}\) because otherwise the Hamiltonian does not have any meaning. \(H_{\rho}\) is formally self-adjoint, but formal self-adjointness of an operator does not mean that it is self-adjoint. To start with, we search for a very restricted domain \(D(H_{\rho})\) so that \(H_{\rho}\) is symmetric (or hermitian) in that domain. \(H_{\rho}\) can be made symmetric for \(\forall \psi_1, \psi_2 \in D(H_{\rho})\), if the R.H.S of
\[
(H_{\rho}\psi_1(\rho), \psi_2(\rho)) - (\psi_1(\rho), H_{\rho}\psi_2(\rho)) = \Delta(\infty) - \Delta(0),
\]
where \(\Delta(r) = \psi_1(\rho)\psi_2(\rho) - \psi_1(\rho)\psi_2(\rho)\), is zero. The asymptotic limit of the functions \(\psi_1, \psi_2\) are assumed to fall to zero, so we get \(\Delta(\infty) = 0\). The condition for symmetric Hamiltonian thus reduces to \(\Delta(0) = 0\) and it can be easily achieved if the elements of \(D(H_{\rho})\) and their derivatives with respective to \(\rho\) becomes zero at origin. We then need to get the domain \(D(H_{\rho}^*)\) of the operator \(H_{\rho}^*\) (this operator is adjoint to the Hamiltonian \(H_{\rho}\)). Since \(H_{\rho}\) is formally self-adjoint, its adjoint \(H_{\rho}^*\) should have the same form and the elements \(\xi \in D(H_{\rho}^*)\) can now be found from
\[
(H_{\rho}^*\xi(\rho), \psi(\rho)) - (\xi(\rho), H_{\rho}\psi(\rho)) = 0, \forall \psi(\rho) \in D(H_{\rho}) .
\]
We see that the elements \(\psi(\rho) \in D(H_{\rho})\) are so restricted that no restriction on the elements \(\xi(\rho) \in D(H_{\rho}^*)\) are required in order to satisfy (3). Since the two domains \(D(H_{\rho})\) and \(D(H_{\rho}^*)\) are not equal, i.e., \(D(H_{\rho}) \neq D(H_{\rho}^*)\), the operator \(H_{\rho}\) is not self-adjoint in the domain \(D(H_{\rho})\). To find out the possible SAE we follow the well known von Neumann’s method. We have to find out the square integrable solutions of \(H_{\rho}^*\phi \pm \rho = \pm i \phi \pm \rho\). The square integrable solutions can be written in terms of Hankel functions \(H^{(1)}(\rho)\) and \(H^{(2)}(\rho)\) as \(\phi(\rho) = \sqrt{\rho} H^{(1)}(\rho^2 \eta^2)\) and \(\phi(\rho) = \sqrt{\rho} H^{(2)}(\rho^2 \eta^2)\). These solutions are square integrable at origin for \(\eta^2 \in [0, 1)\). This can be checked from the short distance behavior
\[
\lim_{\rho \to 0} |\phi_{\pm}(\rho)|^2 = (\rho + (\rho)^{2\eta+1} + (\rho)^{-2\eta+1} ,
\]
where (\_)s are constants, which are unimportant for this purpose. It can also be checked from (5) that for \(\eta^2 \geq 1\) \(\phi_{\pm}(\rho)\) are not square integrable at the origin. In this case \(H_{\rho}\) is essentially self-adjoint. Our next task is to get a SAE for \(\eta^2 \in [0, 1)\) and it will be characterized by a single parameter \(\Sigma\). The Hamiltonian \(H_{\rho}\) will now

![FIG. 1: (color online) A plot of the bound state energy \(E\) (dimension \(\text{length}^{-2}\)) as a function of the self-adjoint extension parameter \(\Sigma\). From top to bottom \(\eta = 0.7, 0.6, 0.5\) respectively.](image1)

![FIG. 2: (color online) A plot of the bound state energy \(E\) (dimension \(\text{length}^{-2}\)) as a function of the coupling constant \(\eta \neq 0\). From top to bottom \(\Sigma = \pi/6, \pi/7, \pi/8\) respectively.](image2)
be self-adjoint over the newly defined domain $D_{\Sigma}(H_{\rho}) \equiv D(H_{\rho}) + \phi_{+}(\rho) + \exp(i\Sigma)\phi_{-}(\rho)$, where $\Sigma \in R \ (\text{mod} \ 2\pi)$. Using $D_{\Sigma}(H_{\rho})$ we have to calculate the bound state solutions. The bound state eigenvalue $E$ of (2) can be calculated from

$$ E_{\rho} = \sqrt{\rho H_{\rho}^{(1)}}(\sqrt{E_{\rho}}), \quad \eta \neq 0 $$

$$ = \sqrt{-2E_{\rho}K_{0}}(\sqrt{-E_{\rho}}), \quad \eta = 0 \quad (6) $$

where $K_{0}$ is the modified Bessel function [18]. Note that for $\eta = 0$ we just mention the results, but the calculations should be done separately to get the results. The bound state eigenfunction of (2) is

$$ R(\rho) = \sqrt{\rho H_{\rho}^{(1)}}(\sqrt{E_{\rho}}), \quad \eta \neq 0 $$

$$ = \sqrt{-2E_{\rho}K_{0}}(\sqrt{-E_{\rho}}), \quad \eta = 0 \quad (6) $$

Equating the coefficients of $\rho^{n+1/2}$ and $\rho^{-n+1/2}$ from both sides of (7) and comparing between them we get a single bound state energy

$$ E = -\frac{\sqrt{\rho}}{\cos(\pi/2) + \cot(\pi/2 + \pi/4) \sin(\pi/2)}, \quad \eta \neq 0 $$

$$ = -\exp\left[\left(\pi/2\right)\cot(\pi/2)\right], \quad \eta = 0 \quad (8) $$

for a fixed value of $\eta^{2}$. Note that only those values of $\Sigma$ give bound state solution for which the quantity under third bracket in (8) is positive. Since for different values of the SAE parameter $\Sigma$ we get different boundary conditions and thus different systems, this can be recognized as inequivalent quantization. In FIG. 1, the bound state energy $E$ has been plotted as a function of the self-adjoint extension parameter $\Sigma$ for three different values of the coupling constant $\eta \neq 0$. In FIG. 2, the same bound state energy has been plotted as a function of the coupling constant $\eta$ for three different values of the self-adjoint extension parameter $\Sigma$. Since, for $\eta = 0$, the expression for the eigenvalue $E$ is different, it has thus been plotted in FIG. 3 separately. The 3-dimensional plot of the eigenvalue $E$ as a function of the two parameters $\eta$ and $\sigma$ is shown in FIG. 6.

### IV. RE-NORMALIZATION IN NA SYSTEM

For strong attractive ($\eta^{2} < 0$) inverse square potential, the usual analysis of the NA system will give a tower of spectrum [19] with ground state being $-\infty$. Even the self-adjointness technique [18] also gives the ground state to be $-\infty$. This implies that the system will collapse if $\eta^{2} < 0$. But re-normalization technique [20, 21, 22, 23] has a remedy for this problem to give a finite ground state, thus making the problem physically realizable. In re-normalization technique, the divergent Hamiltonian is regularized with an ultraviolet cut off $\rho = \Theta$, for example consider an infinite barrier regularized potential

$$ V(\rho) = \begin{cases} \infty, & \text{for } \rho < \Theta \\ \frac{g(\Theta)}{\rho^{2}}, & \text{for } \rho \geq \Theta \end{cases} \quad (9) $$

where now the coupling constant depends on the ultraviolet cut off, $g(\Theta) = (\eta^{2}(\Theta) - 1/4)$. The ultraviolet cut off allows the system to sustain a well defined bound state. This can be understood form the regularized time independent Schrödinger equation

$$ (H_{\rho}(\Theta) - E(\Theta))R(\rho, \Theta) = 0, \quad \rho \geq \Theta \quad (10) $$

with the boundary condition that $R(\rho = \Theta, \Theta) = 0$. The dependence of the coupling constant $\eta(\Theta)$ on the ultraviolet cutoff $\Theta$ is encoded in the relation

$$ \frac{dH_{\rho}(\Theta)}{d\Theta} = \left[ \frac{d}{d\Theta}, H_{\rho}(\Theta) \right]. \quad (11) $$

The relation of the coupling constant with the ultraviolet cut off can be obtained from (11) to be

$$ \frac{d\eta^{2}(\Theta)}{d\Theta} = \rho^{2} \left[ \frac{d}{d\Theta}, H_{\rho}(\Theta) \right]. \quad (12) $$

The coupling $\eta(\Theta)$ goes to zero in the limit $\Theta \to 0$ [20]. Thus $\eta = 0$ is the ultraviolet stable point for the system.

### V. SCALING ANOMALY OF NA SYSTEM

We now discuss scaling symmetry and its anomaly [24, 25, 26, 27, 28, 29] for the full 3-dimensional problem of a neutral atom in the magnetic field of a ferromagnetic wire. Classically the action constructed from the Hamiltonian $H = p^{2}/2\mu - \mu.B$ is scale invariant under the scale transformation $r \to \rho r$ and $t \to \rho^{2}t$, where $r = xi + yj + zk$, $\mu$ is the scale factor, $t$ is the time. The Hamiltonian transforms as $H \to (1/\rho^{2})H$ under the scale transformation. Lagrangian constructed from this Hamiltonian $H$ also transforms in the same way $L \to (1/\rho^{2})L$. So the action of our system is evidently scale invariant as stated above. The consequence of scale
invariance is that the system should not have any bound state. Because, the presence of bound state energy would provide a scale \[28\] for the system and consequently scale invariance will break down.

We have seen in our previous section that after inequivalent quantization of the Hamiltonian, the use of nontrivial boundary condition gives a single bound state in the interval \(\eta^2 \in [0, 1]\) for the 2-dimensional problem \((x-y)\) plane. This single bound state is however a characteristic feature of the of the inverse square potential and has been obtained in literature \[4,5,11,14,24,25,26,27,28,29,30\] before. Note that the motion along \(z\) direction is still given by a free particle solution \(e^{ikz}\). Bound state energy given by \[8\] provides a scale for the 2-dimensional
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**FIG. 4:** (color online) A plot of the absolute value of the quantity \(B = \frac{1}{|\lim_{\rho \to 0} \Lambda \phi(\rho)|}\) as a function of \(\rho\) for \(\eta = 0.2\). The straight line corresponds to \(\Sigma = -\frac{3\pi}{10}\) and curve line corresponds to \(\Sigma = -1.001\frac{3\pi}{10}\). The point \((\eta, \Sigma) \equiv (0.2, -\frac{3\pi}{10})\) associated with the straight line is the point in the \(\eta, \Sigma\) parametric space where scaling is unbroken on the other hand at the point \((\eta, \Sigma) \equiv (0.2, -1.001\frac{3\pi}{10})\) associated with the curve line, scale symmetry is broken.
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**FIG. 5:** (color online) A plot of the absolute value of the quantity \(B = \frac{1}{|\lim_{\rho \to 0} \Lambda \phi(\rho)|}\) as a function of \(\rho\) for \(\eta = 0.2\). The straight line corresponds to \(\Sigma = -\frac{3\pi}{10}\) and curve line corresponds to \(\Sigma = -1.001\frac{3\pi}{10}\). The point \((\eta, \Sigma) \equiv (0.2, -\frac{3\pi}{10})\) associated with the straight line is the point in the \(\eta, \Sigma\) parametric space where scaling is unbroken on the other hand at the point \((\eta, \Sigma) \equiv (0.2, -1.001\frac{3\pi}{10})\) associated with the curve line, scale symmetry is broken.

Invariance is that the system should not have any bound state. Because, the presence of bound state energy would provide a scale \[28\] for the system and consequently scale invariance will break down.
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V. CONCLUSION

In literature \[1\] it is usually said that the neutral atom would not have any stable bound state under the mag-
netic field of a ferromagnetic wire and depending on the coupling constant \(\eta^2\), it will either be unbounded (for \(\eta^2 > 0\)) or fall into the singularity (for \(\eta^2 < 0\)). In our work we have shown that the assumption in the literature is not true, if we allow nontrivial boundary condition to hold for the system, contrary to the result of the previous literature \[1\], where usual boundary condition has been considered. It is in fact possible to form stable bound state for the 2-dimensional problem in the field of a ferromagnetic wire. The dynamics along \(z\) direction is given by free state solution due to cylindrical symmetry of the system. We have also shown that scaling symmetry is partially violated due to nontrivial quantization of the system. Scaling symmetry in \(z\) direction still survives even after quantization, so there is no bound state solution in \(z\) coordinate. On the other hand on \(x\)-\(y\) plane, scaling symmetry is broken due to quantization, leading to bound state solution. For strong coupling region, \(\eta^2 < 0\), re-normalization technique can be used to find a physical bound state solution. \(\eta = 0\) is then identified as the ultraviolet stable fixed point for the neutral atom system.
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