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1 Introduction

1.1 Motivations and summary of our main results

An outstanding problem in higher spin gravity (HSG) is the quest for a geometric formulation suitable for computing physical observables. This is a highly non-trivial and impactful task as HSG requires a “stringy” generalization of geometry, in which gauge transformations mix fields of different spins and different numbers of derivatives, in such a way that the standard concepts of Riemannian geometry tied to the notion of a privileged spin-2 field lose meaning.

Vasiliev’s equations [1–7] provide a fully non-linear description of higher spin geometries using master fields given by horizontal differential forms on non-commutative fibered manifolds. The master fields are functions of fiber coordinates $Y$, and the base manifold is an extension of spacetime with additional coordinates $Z$, with $Y$ and $Z$ each making up a non-commutative twistor space. Originally, this construction was proposed as a method for encoding an infinite tower of Fronsdal fields together with highly non-local interactions into a remarkably simple set of constraints, but at the price of introducing ambiguities, entering via the resolution scheme for the $Z$-dependence, that affect the reading of the dynamics of physical fields from spacetime vertices and Witten diagrams. It remains an interesting open problem whether this approach to higher spin gravity will eventually bear fruit, e.g. by finding a suitable geometric principle for selecting (a class of) $Z$-space resolutions, and progress is currently being made [8–10].

An alternative strategy for obtaining physical information from Vasiliev’s equations is to gain guiding principles for higher spin geometry by studying their exact solutions. While extracting spacetime vertices is quite a delicate operation in the sense mentioned above, the form of the equations offers powerful ways of constructing solution spaces. Moreover, examining these solutions using classical observables given by geometrically constructed higher spin invariants opens up for an approach to higher spin gravity that sidesteps the issues of spacetime interactions vertices, which is one of the basic motivations behind this work.
Over the years, families of classical solutions to Vasiliev’s equations [11–23] have been constructed, including candidate asymptotically anti-de Sitter (AAdS) higher spin black holes in four dimensions\(^1\) and topologically non-trivial asymptotically locally anti-de Sitter (ALAdS) solutions. Large solution spaces, that are of relevance to this paper, exhibit the following characteristics:

(a) choices of gauge functions that trivialize all fluctuations in the spacetime gauge fields;

(b) zero-form integration constants (sometimes referred to as initial data) that contain local degrees of freedom in AAdS and ALAdS geometries;

(c) usage of special non-polynomial classes of symbols of horizontal forms presented in terms of auxiliary parametric integrals, including singular potentials for delta function sources, induced from solving the equations in Weyl order [15, 16, 20, 22, 23];

(d) a universal Z-space resolution that dresses any first-order initial datum into an exact solution in a convenient holomorphic gauge.

While very effective and natural for the basic structure of the Vasiliev equations, these ingredients blur the identification of Fronsdal fields within Vasiliev’s master fields in accordance with the Central On Mass Shell Theorem (COMST) [2–4], which makes use of normal order [2, 6, 28] and a gauge in twistor space that differs from that in (d). More precisely, as noted in (a), most of the known exact solutions have been constructed in gauges in which the spacetime connection encodes only the AdS background. Hence it remains uncorrected,\(^2\) i.e., it is not glued to the propagating degrees of freedom carried by the Weyl zero-form. The natural question is then whether such solutions admit an interpretation in terms of Fronsdal fields upon linearization.

In this paper, we construct a family of linearized gauge functions and integration constants that encode propagating Fronsdal fields with non-trivial Weyl tensors. The gauge functions are obtained by solving a gauge condition that relaxes the one used in the standard linearization of Vasiliev’s equations. In other words, the (relaxed) gauge functions provide the Chevalley-Eilenberg cocycle required by the COMST, that glues the on-shell curvatures of the Fronsdal fields, i.e. their Weyl tensors, to the corresponding components of the Weyl zero-form. In particular, our results spell out the relation at

\(^1\)The solutions that we refer to as higher spin black hole states are so called essentially because they possess a tower of Weyl tensors of all integer spins that include and generalize the spin-2 Weyl tensor of an AdS Schwarzschild black hole. However, at present there is no known higher-spin invariant quantity ensuring that the singularity of the individual Weyl tensors is physical, and whether there exists any invariant notion of an event horizon — as well as an entropy attached to it — remains an open problem. On the other hand, the fact that each such solution has identical black-hole asymptotics but is possibly non-singular and horizon-free may suggest an interpretation in terms of black-hole microstates, similar to fuzzballs [24–27]. In that sense, the name black-hole states may turn out to be appropriate in an even deeper sense. See [20] for more details on this proposal and on our usage of the terminology.

\(^2\)In fact, the spacetime connection remains uncorrected modulo a specific field redefinition, required for the perturbatively-defined master fields to transform properly under the local Lorentz symmetry generators [2, 4, 12]. At linear order however, this additional effect is concentrated outside the \(Z = 0\) slice, i.e. irrelevant for the spacetime approach.
linear order between the gauge function solution method [12, 13, 15–17, 19–23, 29] and the ordinary perturbative analysis of the Vasiliev equations [3, 4, 30, 31]. Equivalently, the relevant gauge functions appear as the gauge parameters that send field configurations obtained within a class of $Z$-space resolution schemes, satisfying certain assumptions, into field configurations obtained within the aforementioned relaxed version of Vasiliev’s original resolution scheme, which we shall refer to as the standard scheme. Hence, our construction encapsulates the propagating Fronsdal fields within (gauge equivalence classes of) gauge functions on twistor space with interesting properties that we will exhibit in the bulk of the paper.

Thus, in order to properly interpret families of exact solutions, it is in general important to connect various perturbative schemes by means of re-orderings and gauge transformations. One may then examine to what extent these transformations are large by evaluating classical observables given by functionals that are higher-spin gauge invariant up to total derivatives on the full non-commutative manifold.

Being able to relate the perturbative schemes in different orderings is also of importance from the point of view of the off-shell extension of the Vasiliev theory put forward in [32–34]. More precisely, in those works it has been proposed to

(i) embed Vasiliev’s higher spin geometries into the moduli space of a flat Quillen superconnection [35] valued in the direct product of the differential graded algebra of horizontal forms and an internal graded associative algebra;

(ii) treating the flat superconnections as semi-classical boundary states of a Frobenius-Chern-Simons (FCS) gauge theory with a star-product local Batalin-Vilkovisky master action of Alexandrov-Kontsevich-Schwarz-Zaboronsky (AKSZ) type [36, 37];

(iii) assign each boundary state an on-shell action in the form of a topological vertex operator [38];

(iv) identify the on-shell action evaluated on ALAdS higher spin geometries with the generating functional of a dual holographic conformal field theory (CFT) [41–43].

In the FCS model, the superconnection is represented by symbols defined using Weyl ordering. On the other hand, as mentioned above, in the standard scheme the horizontal forms are represented using normal ordering, as it allows to formulate the field equations in terms of regular symbols only. Hence, the identification of a Vasiliev branch within the FCS model relies on the possibility of going between Weyl and normal ordering in classical moduli spaces, which involves going beyond the class of analytic functions on twistor space.

\[3\text{In the FCS model, the on-shell actions are derived from Chern classes, whereas more generally, within the context of the AKSZ formalism, they need only be topological vertex operators, i.e. functionals whose total variation vanishes on-shell, that is, they are partial actions in the sense of [39, 40].}

\[4\text{Indeed, the Weyl-ordered symbol of one of the fundamental ingredients of the Vasiliev formulation, the Klein operator (2.19), is a delta function [14].}\]
In this paper, we resolve the above problem at the linearized level by showing the
gauge equivalence between $Z$-space resolutions schemes that arise naturally in Weyl and
normal order.\footnote{The act of exchanging any two ordering schemes is a similarity transformation on symbols generated by a
symmetric polyvector field that preserves the trace operation, known as a Kontsevich gauge transformation, as it is local in twistor space (but not in spacetime). The higher spin transformations arise as inner transformations generated by star product conjugations by functions on twistor space. The Kontsevich
gauge transformations can be made local also in spacetime by introducing additional spacetime gauge
fields. An interesting open problem is whether it is possible to source these additional gauge fields by
means of any generalization of the cocycle appearing in Vasiliev’s equations.} Indeed, the standard scheme can be connected by our procedure to what
we refer to as the Weyl-ordered $Z$-space resolution scheme, as it originates from solving
the Vasiliev equations using the standard resolution operator but applied in Weyl order
(or, equivalently, keeping the $Y$ and $Z$ dependence factorized). This method has been
used in a number of circumstances to obtain solution spaces in which the symbols have
then been mapped from Weyl to normal order; for example, see \cite{20}. As we show in
section 3.2, the re-ordering step maps the Weyl-ordered $Z$-space resolution operator to an
equivalent operator in normal order, different from the standard one; see also \cite{10}, where
a one-parameter family of $Z$-space resolution schemes in normal ordering, including the
Weyl-ordered scheme, is mapped to Vasiliev’s original resolution scheme via parameter-
dependent star-product re-orderings. In other words, the aforementioned solution spaces
can equivalently be obtained by working in normal order and using the new resolution
operator, as we prove in appendix C. For this reason, we refer to the latter resolution as
Weyl-ordered, even if it operates on normal-ordered symbols. Once in normal order, our
general results, presented in section 3, enable us to move to the relaxed Vasiliev gauge
by means of a gauge transformation. The required gauge parameter removes the non-
analyticities from the solutions obtained via the Weyl-ordered scheme (which are present in
normal as well as Weyl-order), leading to a real-analytic generating function for Fronsdal
gauge fields; see eq. (3.70). Essentially, this is possible because the singularities arising
within the Weyl-ordered scheme are cohomologically trivial.

In other words, motivated by the study of exact solutions, we prove that Vasiliev’s
equations admit a sensible free-field limit for master fields belonging to a class of symbols
which is larger than formal polynomials, thereby allowing us to relax one the assumptions
of Vasiliev’s original analysis. We exemplify the procedure explicitly for initial data from
specific higher-spin representations corresponding to linearized mode functions of massless
particle and higher spin black hole states, and we explicitly construct the gauge function
from which one can extract the linearized gauge fields.

In order to deal with the Weyl-order-induced singularities of symbols and the afore-
mentioned initial data that are non-polynomial functions and distributions in the non-
commutative twistor variables, it is important to specify their functional presentation. To
this end, a regular computational scheme \cite{15, 16, 20, 21, 23} based on auxiliary integral pre-
sentations of symbols has been set up in order to construct classical solutions from the clas-
sical moduli in (a) and (b) using various gauges and orderings. This scheme, to be spelled
out in yet more detail in the body of the paper, consists of the following three prescriptions:
(i) the symbols of perturbatively defined master fields are given regular presentations as auxiliary parametric integrals with kernels given by Gaussian operators;

(ii) star products and traces are performed prior to auxiliary integrals at each order of classical perturbation theory; and

(iii) the auxiliary integrals must provide ambiguity-free\textsuperscript{6} regular presentations at every order of classical perturbation theory.

Successfully implemented, the scheme can be used to ensure that the on-shell master fields form free differential graded associative algebras [20] with well-defined invariants.

In this paper, we shall refine and formalize the regular scheme as originally proposed and use it to map master field configurations built in Weyl order to corresponding unfolded Fronsdal fields on AdS spacetime glued to their Weyl curvatures in accordance with the COMST. We thereby close the apparent gap between the Weyl- and normal-ordered formalisms that has existed in the literature already at the linearized level.

Moreover, we propose a Fefferman-Graham-like scheme for the perturbative construction of AAdS solutions to Vasiliev’s equations whose on-shell action yields physically meaningful holographic two-point functions in the leading order of classical perturbation theory. This scheme involves fixing boundary conditions in both spacetime and twistor space; in particular, it is natural to expect that such a procedure will help in resolving the ambiguities that arise in integrating the $Z$-dependence perturbatively, and that it is instrumental to properly singling out the superselection sector that may be captured by the dual CFT. It is then conceivable that implementing this scheme at higher orders may provide a rationale for fixing the resolution of the $Z$-dependence and for selecting a class of twistor space functions (which is crucial in a non-commutative field theory).

Thus, the analysis carried out in this paper addresses a number of open issues in the literature on Vasiliev’s theory concerning exact solutions, perturbative schemes, admissible classes of symbols, and choices of gauge and ordering prescriptions. It also provides the starting block for an iterative procedure for constructing ALAdS higher spin geometries with non-trivial topology both in spacetime and twistor space and related on-shell actions. Non-trivial twistor space topology can be created within the regular scheme by inclusion of non-polynomial star product algebra extensions of the Weyl algebra that reach beyond naive real-analytic non-polynomial completions (which in general do not form star product algebras). Another advantage of the regular scheme is that it facilitates the evaluation of classical observables, allowing to directly address the hypothetical duality between the bulk HSG and the holographic CFT [44–48], thereby sidelining the passage via the non-local deformed Fronsdal theory on AdS [8, 9, 49–52]. More precisely, the evaluation of zero-form charges, that is, observables built from higher spin Weyl tensors on-shell, can be performed directly on the Weyl-ordered configuration. Indeed, the gauge function drops out from the zero-form charge, while the AAdS boundary conditions may require a modification

\textsuperscript{6}One potential source of ambiguity is the rise of singularities in complex auxiliary integration planes upon performing star products, that may interfere with an otherwise ambiguity-free choice of closed integration contours.
of the Weyl-ordered solution itself that yields a non-trivial deformations of the zero-form invariants. In this work, we show that they are protected for Weyl-ordered solutions based on uncorrected initial data, in the sense that, although there are sub-leading perturbative corrections to the observables, they are all proportional to the leading contribution.

1.2 ALAdS geometries and AKSZ quantization

Our working hypothesis is that the regular scheme gives rise to a global formulation of HSG based on the FCS model with

(i) a moduli space of ALAdS higher spin geometries;

(ii) higher spin invariant functionals serving as observables;

(iii) an on-shell action giving rise to a partition function of the FCS model.

We expect (i) to include asymptotically massless particle and higher spin black hole states [14–16, 19–21]. At the linearized level, these states are carried by Weyl zero-forms that are localizable inside the bulk of the ALAdS spacetime [15, 44], that is, that remain well-defined upon replacing conformal infinities by compact marked submanifolds. Thus, their on-shell action should depend on the Weyl zero-form but not the vacuum gauge function, that is, it should be an on-shell closed and gauge invariant spacetime zero-form, also known as a zero-form charge [12]. A natural candidate is the second Chern class on Vasiliev’s internal twistor space, which can indeed be added to the FCS bulk action without changing the classical equations of motion while giving rise to a non-trivial on-shell action [32].

In classical perturbation theory, the aforementioned on-shell action is given in the leading order by a bilinear function of the Weyl zero-form that defines a (positive or negative) definite bilinear form [15] on the higher spin representations containing massless particle and higher spin black hole states. Moreover, at the first sub-leading order, the back-reaction to the master fields from linearized particle states contains higher spin black hole states [20].

This suggests that the dual holographic CFT contains operators corresponding to higher spin black hole states, which form real higher spin multiplets, as well as particle states, which belong to ordinary unitarizable complex higher spin multiplets. The holographic CFT would thus be non-unitary but nonetheless equipped with a well-defined partition function in Lorentzian signature. As for its microscopic field content, one may think of $N$ conformal matter fields coupled to three-dimensional conformal higher spin gauge fields [53] induced by large gauge functions in the bulk, captured by an on-shell action given by the fourth Chern class of the generalized higher spin Lorentz connection [38], which encodes a mixture of localizable states and boundary states. In the case of the minimal bosonic HSG model, the resulting anomalous dimensions could blow up as $N \to 1$.

---

7A natural mechanism for the required quantization of Newton’s constant in the bulk is an embedding of the second Chern class defining the on-shell action into a Chern-Simons form for the full Quillen superconnection master field of the FCS model.
(unlike in the case of the Ising model-like $O(N)$-model), as suggested by the intriguing quantum shift in the inverse Newton’s constant from $1/N$ to $1/(N - 1)$ computed using the deformed Fronsdal theory on AdS$_4$ \cite{54}; for a recent treatment, see \cite{55}.

Thus, assuming that massless higher spin particles (but not the graviton) acquire large masses by spontaneous symmetry breaking mechanism (triggered by composite Goldstone modes), an ALAdS higher spin geometry can thus be trusted in its strongly coupled core region (but not its weakly coupled ALAdS region) where it provides a semi-classical realization of a microstate of a quantum theory of gravity with asymptotical observers in a broken phase described by ordinary gravity. In other words, we think of the core region as an unbroken bubble produced within a broken phase at finite temperature, i.e. created at the expense of switching on microstate on-shell actions while minimizing the free energy as the core region contains a large number of semi-classical microstates (labelled by topologies \cite{23} and higher spin charges).

We expect that the relation between the deformed Fronsdal and FCS formulations of HSG provides a prototype for a broader duality between relativistic quantum field theories (QFT) on metric backgrounds (including gravity and string theory) and topological field theories of AKSZ-type with infinitely many fields capable of describing local degrees of freedom, referred to as quasi-topological field theories (QTFT). The key feature of a QTFT vis-à-vis an ordinary topological QFT is that its AKSZ gluing operation \cite{36} leaves a gluing mark in the interior of the bulk manifold (where the AKSZ momenta vanish identically). Thus, letting $Z$ denote the corresponding hypothetical functor,\textsuperscript{8} the QTFT partition function

$$Z(S^1 \times \Sigma) = \text{Tr}_{Z(\Sigma)} e^{iK(\{0\} \times \Sigma)} ,$$

(1.1)

where $Z(\Sigma)$ is the space of boundary states of the QTFT and $K$ is an on-shell action given by a positive definite functional on $Z(\Sigma)$ evaluated at the marked $\{0\} \times \Sigma \subset S^1 \times \Sigma$. Thus, if the QFT/QTFT correspondence extends to macroscopic length scales, then it could provide new insights into holography, black hole physics and cosmology. In particular, a QTFT providing scattering amplitudes and other local QFT observables could bypass the problematic identification of the normalization of the partition function\textsuperscript{9} with the cosmological constant, as the latter quantity enters the QTFT action as a cubic vertex.

### 1.3 Outline of the paper

The paper is organized as follows.

In section 2, we formulate Vasiliev’s HSG geometrically on-shell starting from first principles, including the COMST, the gauge function method, and the regular perturbative scheme. Section 3 treats the linearization of the theory around its AdS vacuum. In particular, we show how to use gauge functions to map zero-form integration constants to properly unfolded Fronsdal fields on-shell, stressing the fact that the COMST only fixes

\textsuperscript{8}To our best understanding, the AKSZ extension of Atiyah’s geometric category of (unmarked) bordisms \cite{56} remains to be defined.

\textsuperscript{9}The normalization of the QTFT partition seems to be related to balancing the (infinite) numbers of even and odd forms by means of topological supersymmetry \cite{57, 58}.
the linearized gauge function up to $O(Z^2)$ in normal order. We also highlight occurrences of twistor space singularities in the linearized gauge function even though the physical master fields are real-analytic. In section 4, we spell out the aforementioned map on mass-shells consisting of massless particle and higher-spin black hole states, establishing that the linearized gauge function is real-analytic on twistor space for black hole states but non-real-analytic on twistor space for particle states. In section 5, we use the results of section 3 to propose a Fefferman-Graham-like scheme for imposing AAdS boundary conditions on Vasiliev’s master fields order by order in classical perturbation theory. In section 6, we review the construction of zero-form charges in Vasiliev’s higher-spin gravity, and their perturbative expansion on the classical moduli spaces constructed in the previous sections. In particular, we shall verify that the virtual twistor space spin-frame used in the holomorphic gauge indeed decouples from these observables up to the first sub-leading order in classical perturbation theory, in accordance with the map established in section 3. The paper is concluded in section 7. In appendix A we spell out our conventions; in appendices B, D and E we collect some relevant algebraic properties of those solutions and some useful identities; in appendix C we show that the solutions of [20] can be obtained by solving recursively to all orders the perturbative expansion based on the standard homotopy operator in Weyl ordering.

2 Vasiliev’s equations

We review Vasiliev’s on-shell formulation of HSG, starting with the formal definition in terms of locally defined horizontal forms on non-commutative fibered spaces and higher spin geometries supporting globally defined classical observables, after which we spell out the regular scheme for perturbative expansions that we shall implement in the following sections.

2.1 Local formulation

Correspondence space. Vasiliev’s master fields are differential forms defined locally on a direct product manifold $X_4 \times Z_4$, where $X_4$ is a commutative four-manifold with a real differential structure and $Z_4$ is a non-commutative four-manifold with complex (almost) symplectic structure (that blows up at points at infinity). The master fields are valued in an associative algebra given by distributions (including real-analytic functions as well as Dirac delta functions) on the non-commutative $\mathcal{Y}_4 \cong \mathbb{C}^2$ with complex symplectic structure. Thus, we may think of the master fields as horizontal forms on a total bundle space $\mathcal{C}$ with fiber $\mathcal{Y}_4$ and base $X_4 \times Z_4$, referred to as the correspondence space, as reductions from the total space to either $X_4 \times \mathcal{Y}_4$ or $Z_4 \times \mathcal{Y}_4$ yield dual formulations of the full dynamics. To the latter end, we shall take $X_4$ and $Z_4$ to be closed manifolds with marked points where master field configurations are allowed to blow up, corresponding to boundaries and other defects.

Non-commutative differential Poisson structure. We assume that $\mathcal{C}$ has a differential Poisson structure with trivial pre-connection; see [57] and references therein. Thus, the quantized versions of the wedge product and the de Rham differential on $\mathcal{C}$, denoted
by $\star$ and $d_C$, respectively, obey the standard homotopy relations

\begin{align}
\frac{d_C^2}{=0},
\quad d_C(f \star g) &= (d_C f) \star g + (-1)^{\deg f} f \star (d_C g), \\
\quad f \star (g \star h) &= (f \star g) \star h,
\end{align}

(2.1)

where $f, g, h \in \Omega(C|\mathcal{R})$, a space of symbols on $C$ forming the representation $\mathcal{R}$ of a star product algebra.\footnote{The regular representation of a star product algebra is the algebra itself.} The triviality of the pre-connection implies that there exist local coordinates $(x^\mu; Y^\alpha; Z^\beta)$ in charts $\mathcal{U} \subseteq \mathcal{X}_4 \times \mathcal{Z}_4$, and corresponding operator ordering schemes, such that

\begin{equation}
\Omega(\mathcal{U}|\mathcal{R}) \cong \Omega_{(0)}(\mathcal{U}|\mathcal{R}) \otimes \mathbb{C}[dx^\mu, dY^\alpha, dZ^\beta],
\end{equation}

(2.3)

where $\mathbb{C}[dx^\mu, dY^\alpha, dZ^\beta]$ is the algebra generated by anti-commuting line-elements, and

\begin{equation}
d_C|_U = dx^\mu \partial_\mu + dY^\alpha \partial_\alpha^{(Y)} + dZ^\alpha \partial_\alpha^{(Z)},
\end{equation}

(2.4)

i.e. the de Rham differential on $U$ acting on the symbols in $\mathcal{R}$.

**Horizontal forms.** Locally, the horizontal subalgebra is given by\footnote{The definition of a horizontal subalgebra of $\Omega(\mathcal{C})$ requires the existence of a closed and central volume form on the fiber [58].}

\begin{equation}
\Omega_{\text{hor}}(\mathcal{U}|\mathcal{R}) \cong \Omega_{(0)}(\mathcal{U}|\mathcal{R}) \otimes \mathbb{C}[dx^\mu, dZ^\beta],
\end{equation}

(2.5)

that is, a horizontal form $f$ on $C$ is represented locally by a symbol $f(x, Y, Z; dx, dZ)$ with $Y$ and $Z$ dependence given by a symbol in $\mathcal{R}$. We denote the horizontal projection of $d_C$ by $\hat{d}$, which we decompose as

\begin{equation}
\hat{d} = d + q, \\
d : = dx^\mu \partial_\mu, \\
q : = dZ^\alpha \partial_\alpha^{(Z)},
\end{equation}

(2.6)

where thus $d$ and $q$ are the de Rham differentials on $\mathcal{X}_4$ and $\mathcal{Z}_4$, respectively.

**Holomorphic symplectic structure and chiral twisted convolutions.** Letting

\begin{equation}
Y^\alpha = (y^\alpha, \gamma^a) \\
Z^\beta = (z^\alpha, \bar{\gamma}_a),
\end{equation}

(2.7)

be canonical, that is,

\begin{equation}
[Y_\alpha, Y_\beta]_* = 2iC_{\alpha\beta}, \\
[Z_\alpha, Z_\beta]_* = -2iC_{\alpha\beta}, \\
[Y_\alpha, Z_\beta]_* = 0,
\end{equation}

(2.8)

where $C_{\alpha\beta}$ is the Sp(4)-invariant tensor; for spinor conventions, see appendix A\footnote{Pairs of spinor indices are contracted from north-west to south-east as in eq. (A.3).} The canonical commutation rules equip the space of arbitrary polynomials on $\mathcal{Y}_4 \times \mathcal{Z}_4$ with an associative product, which defines the Weyl algebra on $\mathcal{Y}_4 \times \mathcal{Z}_4$. Higher spin master fields obeying non-trivial boundary conditions belong, however, to more general classes of symbols, which in general contain Dirac delta functions and their derivatives as well as
regular functions. In these classes of symbols, the star product can be realized as a twisted convolution formula,

$$(f * g)(Y, Z) = \int_{\mathbb{R}^4} \frac{d^4U d^4V}{(2\pi)^4} e^{iYU} f(Y + U, Z + U) g(Y + V, Z - V), \quad (2.9)$$

where $f, g \in \Omega[0] (\mathcal{Y} \times Z_{\mathcal{R}})$, and the integration measure is chiral, that is, $U_o = (u_\alpha, \bar{u}_\dot{\alpha})$ and $V_o = (v_\alpha, \bar{v}_{\dot{\alpha}})$ and $u_\alpha$ and $\bar{u}_{\dot{\alpha}}$ are integrated separately over one copy of $\mathbb{R}^2$. As we shall see, the chiral measure facilitates

(i) the definition of holomorphic delta functions; and

(ii) Fourier transformation of phase space realizations of operators in Fock and anti-Fock spaces;

which are crucial objects in the construction of ALAdS solutions with particle and black hole states.

**Separation of variables versus Weyl order.** The star product (2.9) obeys

$$f(Y - Z) * g(Y + Z) = f(Y - Z) g(Y + Z), \quad (2.10)$$

that is, it provides the representation of an operator algebra in terms of symbols given in the normal order in which $Y - Z$ and $Y + Z$ are treated as creation and annihilation operators, respectively; for this reason, the above composition rule is referred to as the normal-ordered star product. From $Y \star Z = Z \star Y$, it follows that if $f = f_1(Y) * f_2(Z)$ and $g = g_1(Y) * g_2(Z)$, then $f * g = f_1 * g_1 * f_2 * g_2$ where $f_1 * g_1$ and $f_2 * g_2$ are Groenewold-Moyal star products. Thus, the normal ordered star product is equivalent to the Groenewold-Moyal star product provided that the dependence of the master fields on the $Y$ and $Z$ variables can be separated.

**(Anti-)automorphisms.** The star product algebra admits the linear outer automorphisms,

$$\pi (f(x, z, \bar{z}; y, \bar{y}; dx, dz, d\bar{z})) = f(x, -z, \bar{z}; -y, \bar{y}; dx, -dz, d\bar{z}), \quad (2.11)$$

$$\bar{\pi} (f(x, z, \bar{z}; y, \bar{y}; dx, dz, d\bar{z})) = f(x, z, -\bar{z}; y, \bar{y}; dx, dz, -d\bar{z}), \quad (2.12)$$

and the graded anti-automorphisms

$$\tau (f(x, z, \bar{z}; y, \bar{y}; dx, dz, d\bar{z})) = f(x, -iz, -i\bar{z}; iy, i\bar{y}; dx, -idz, -id\bar{z}), \quad (2.13)$$

$$(f(x, z, \bar{z}; y, \bar{y}; dx, dz, d\bar{z}))^\dagger = (f(x, z, \bar{z}; y, \bar{y}; dx, dz, d\bar{z}))^*, \quad (2.14)$$

of which $\tau$ is linear and $^\dagger$ is anti-linear. Thus,

$$\pi(f * g) = \pi(f) * \pi(g), \quad \bar{\pi}(f * g) = \bar{\pi}(f) * \bar{\pi}(g), \quad (2.15)$$

$$\tau(f * g) = (-)^{\text{deg} f \text{deg} g} \tau(g) * \tau(f), \quad (f * g)^\dagger = (-)^{\text{deg} f \text{deg} g} f^\dagger * f^\dagger. \quad (2.16)$$

---

13These automorphisms can be made inner by extending the star product algebra by outer Klein operators.
The associativity of the star product ensures that the graded bracket and twisted graded bracket defined by

\[ [f, g]_* = f \ast g - (-)^{\deg f \deg g} g \ast f, \quad (2.17) \]
\[ [f, g]_\pi = f \ast g - (-)^{\deg f \deg g} g \ast \pi(f), \quad (2.18) \]

obey graded Jacobi identities.

**Twisted central closed two-form.** The star product algebra is assumed to contain the inner Klein operators

\[ \kappa = e^{iyz}, \quad \overline{\kappa} = e^{-iy\bar{z}} \]

such that

\[ \pi(f_{[pq,q]} \ast \kappa) = (-1)^q \kappa \ast f_{[pq,q]} \ast \kappa, \quad \overline{\pi}(f_{[pq,q]} \ast \overline{\kappa}) = (-1)^{\overline{q}} \overline{\kappa} \ast f_{[pq,q]} \ast \overline{\kappa}, \quad (2.19) \]

for horizontal forms \( f_{[pq,q]} \) of degree \( p \) on \( X_4 \) and mixed holomorphic and anti-holomorphic degree \( q \) and \( \overline{q} \) on \( Z_4 \), respectively. It follows that the two-form

\[ J := -\frac{i\beta}{4} dz^\alpha \wedge d\overline{z}_\alpha \kappa - \frac{\overline{\beta}}{4} d\overline{z}_\alpha \wedge d\overline{z}_\alpha \overline{\kappa}, \quad b = e^{i\theta}, \quad \overline{b} = e^{-i\overline{\theta}}, \quad (2.21) \]

is de Rham closed, anti-hermitian and twisted central in the sense that for any horizontal form one has

\[ f \ast J = J \ast \pi(f). \quad (2.22) \]

The inner Klein operators enjoy the following factorization property

\[ \kappa = \kappa_y \ast \kappa_z, \quad \kappa_y := 2\pi \delta^2(y), \quad \kappa_z := 2\pi \delta^2(z), \quad \kappa_y \ast \kappa_y = \kappa_z \ast \kappa_z = 1; \quad (2.23) \]
\[ \kappa = \kappa_y \ast \kappa_z, \quad \kappa_y := 2\pi \delta^2(y), \quad \kappa_z := 2\pi \delta^2(z), \quad \kappa_y \ast \kappa_y = \kappa_z \ast \kappa_z = 1; \quad (2.24) \]

where the chiral delta functions are assumed to be real-analytic,\(^{14}\) i.e. \( \delta^2(My) = (\det M)^{-1} \delta^2(y) \) where \( (My)^\alpha = M^\alpha{}^\beta y_\beta \), idem \( \delta^2(z) \). As a consequence,

\[ J = \kappa_y \ast j_z + \overline{\kappa}_y \ast \overline{j}_z, \quad j_z := -\frac{ib}{4} dz^\alpha \wedge d\overline{z}_\alpha \kappa_z, \quad \overline{j}_z := -\frac{\overline{b}}{4} d\overline{z}_\alpha \wedge d\overline{z}_\alpha \overline{\kappa}_z \]

(2.25)

One also has

\[ J \ast J = -\frac{1}{8} \kappa_y \ast \overline{\kappa}_y \ast (\kappa_z d\overline{z}_\alpha d\overline{z}_\alpha) \ast (\kappa_z d\overline{z}_\alpha d\overline{z}_\alpha). \quad (2.26) \]

**Master field equations.** The dynamical fields of the (duality unextended\(^{15}\)) Vasiliev system are two horizontal forms \( \Phi \) and \( A \) of degrees zero and one, respectively, obeying

\[ \hat{d} A + A \ast A + \Phi \ast J = 0, \quad \hat{d} \Phi + [A, \Phi]_\pi = 0, \]

\[ (2.27) \]

\(^{14}\)In the sense that they preserve real-analyticity of the test function.

\(^{15}\)In the FCS off-shell formulation, the field content is unified into a Quillen superconnection whose linearized field content consists of an equal number of even and odd forms (in isomorphic representations) \([32, 33]\); this topological supersymmetry implies that the AKSZ partition function is finite at one-loop on manifolds with boundary.
which are compatible with homotopy relations of $\hat{d}$ and $\ast$, thereby defining a Cartan integrable system. As a consequence, Cartan curvatures transform covariantly under

$$\delta A = \hat{d}\epsilon + [A, \epsilon]_\ast, \quad \delta \Phi = -[\epsilon, \Phi]_\ast,$$

(2.28)

where $\epsilon$ are infinitesimal parameter defined locally on coordinate charts (hence not subject to any boundary conditions).

**Bosonic models.** The equations of motion are compatible with the reality conditions

$$\Phi^\dagger = \pi(\Phi), \quad A^\dagger = -A,$$

(2.29)

and linear projection conditions

$$\pi\tilde{\pi}(\Phi) \equiv \tau^2(\Phi) = \Phi, \quad \pi\tilde{\pi}(A) \equiv \tau^2(A) = A,$$

(2.30)

which define the bosonic model. This model can be projected further by imposing

$$\tau(\Phi) = \pi(\Phi), \quad \tau(A) = -A,$$

(2.31)

which defines the minimal bosonic model.

**Type A and B model.** The parity operation $P$ is an automorphism of $\Omega_{\text{hor}}(U|\mathcal{R})$ that acts non-trivially on its coefficient fields as well as the basis of $\mathcal{R}$. The action on the latter is induced from

$$P(y^\alpha, \bar{y}^\dot{\alpha}; z^\alpha, \bar{z}^{\dot{\alpha}}) = (\bar{y}^\dot{\alpha}, y^\alpha; -\bar{z}^{\dot{\alpha}}, -z^\alpha),$$

(2.32)

the action on the coefficient fields is then induced by constraining $P(\Phi)$ and $P(A)$. There are two possibilities corresponding to taking the Lorentz singlet component of $\Phi$ to be either even or odd under $P$, viz.

Type A model (parity even scalar) : $P(\Phi, A, J) = (\Phi, A, J), \quad b = 1$,

Type B model (parity odd scalar) : $P(\Phi, A, J) = (-\Phi, A, -J), \quad b = i$.

(2.33)

(2.34)

### 2.2 Unfolded Fronsdal fields and COMST

Upon decomposing

$$A = A_{[1;0,0]} + A_{[0;1,0]} + A_{[0;0,1]},$$

(2.35)

and defining

$$U := A_{[1;0,0]} = dx^\mu U_\mu, \quad V = A_{[0;1,0]} + A_{[0;0,1]} = dZ^2 V_2,$$

(2.36)

the equations of motion split into

$$q\Phi + [V, \Phi]_\ast = 0, \quad d\Phi + [U, \Phi]_\ast = 0,$$

(2.37)

$$qV + V \ast V + \Phi \ast J = 0, \quad qU + dV + [U, V]_\ast = 0, \quad dU + U \ast U = 0.$$

(2.38)
In the context of a perturbative expansion around AdS$_4$, subject to suitable boundary and gauge conditions in twistor space that we shall exhibit in detail in the next section, the linearized initial data

$$W^{(1)} := U^{(1)}|_{Z=0}, \quad C^{(1)} := \Phi^{(1)}|_{Z=0},$$

(2.39)

turn out to obey

$$D_{\text{ad}}^{(0)} W^{(1)} = -\frac{i b}{4} e^{\alpha\dot{\alpha}} e_{\alpha}^\dot{\alpha} \partial_\alpha \partial_{\dot{\alpha}} C^{(1)}|_{g=0}, \quad \frac{i b}{4} e^{\alpha\dot{\alpha}} e_{\dot{\alpha}}^\alpha \partial_\dot{\alpha} \partial_{\alpha} C^{(1)}|_{\dot{g}=0},$$

(2.40)

$$D_{\text{tw}}^{(0)} C^{(1)} = 0,$$

(2.41)

which decompose under Sp(4) into unfolded equations of motion for a set of Fronsdal fields of spins $s \in \{0, 1, 2, 3, \ldots\}$ under the bosonic projection (2.30) and $s \in \{0, 2, 4, \ldots\}$ under the minimal bosonic projection (2.31). This result is known as the Central On Mass Shell Theorem (COMST). In other words, the Vasiliev system can be subjected to boundary and gauge conditions in twistor space such that its linearization around anti-de Sitter spacetime describes the gluing of a Weyl zero-form $W^{(1)}$ to an adjoint one-form $\Phi^{(1)}$ via the two-form cocycle appearing in the constraint on the linearized curvature two-form $D_{\text{ad}}^{(0)} W^{(1)}$ in (2.40).

A key feature of the linearization procedure is that the aforementioned cocycle assumes the canonical form as stated by the Central On Mass Shell Theorem (COMST) in a basis where the spin-$s$ Fronsdal field is identified as

$$\phi_{\mu(s)} := e_{(\mu_1} \alpha_1 \alpha_2 \ldots e_{\mu_{s-1}} \alpha_{s-1} (\partial_\alpha) \partial_{\dot{\alpha}} (\partial_{\dot{\alpha}})^{s-1} W_{\mu_s})|_{Y=0},$$

(2.42)

where $e_{\mu}^{\alpha\dot{\alpha}}$ is the AdS$_4$ vierbein, and the generalized spin-$s$ Weyl tensor as

$$C_{\alpha(2s)} := (\partial_{\alpha})^{2s} C|_{Y=0}, \quad C_{\dot{\alpha}(2s)} := (\partial_{\dot{\alpha}})^{2s} C|_{Y=0}. $$

(2.43)

### 2.3 Locally defined solution spaces

**Gauge functions and virtual configurations.** Vasiliev system can be integrated on a coordinate chart $U_4 \subset X_4$ by applying a locally defined gauge function

$$M : U_4 \times Z_4 \to G(Y_4),$$

(2.44)

valued in a Cartan gauge group $G(Y_4)$ to a particular solution $(\Psi', \Phi')$ to

$$q\Psi' + [V', \Psi'] = 0, \quad qV' + V' \ast V' + \Phi' \ast J = 0, \quad d\Phi' = 0, \quad dV' = 0,$$

(2.45)

on $Z_4$, referred to as a virtual twistor space configuration, viz.

$$U = M^{-1} \ast dM, \quad V = M^{-1} \ast qM + M^{-1} \ast V' \ast M, \quad \Phi = M^{-1} \ast \Phi' \ast \pi(M).$$

(2.46)
Integration constants. The virtual configuration encodes

(i) a zero-form integration constant

\[ C' := \mathcal{P} \Phi', \tag{2.47} \]

where \( \mathcal{P} \) projects onto the \( q \)-cohomology in form degree zero. This data can be given equivalently in terms of

\[ \Psi' := C' \ast \kappa_y, \quad qC' = q\Psi' = 0; \tag{2.48} \]

(ii) a flat twistor space connection

\[ \theta' := V'|_{\Psi'=0}, \tag{2.49} \]

obeying

\[ q\theta' + \theta' \ast \theta' = 0. \tag{2.50} \]

We refer to \((\Psi'; \theta')\) as the integration constants for the Vasiliev system on \( U_4 \times \mathcal{Z}_4 \).

Classical perturbative expansion. We shall consider perturbative expansions

\[ \Psi' = \sum_{n=1}^{\infty} \Psi'^{(n)}, \tag{2.51} \]

inducing expansions

\[ \Phi' = \sum_{n=1}^{\infty} \Phi'^{(n)}, \quad V' = \sum_{n=0}^{\infty} V'^{(n)}, \quad M = M^{(0)} \ast \left( 1 + \sum_{n \geq 1} H^{(n)} \right), \tag{2.52} \]

around

\[ \Phi'^{(0)} = 0, \quad V'^{(0)} = \theta', \tag{2.53} \]

where \((\Phi'^{(n)}, V'^{(n)}, H^{(n)})\) are \( n \)th order in \( \Psi'^{(1)} \), and \( M^{(0)} \) is a \( \Psi' \)-independent gauge function. As we propose in section 5, the perturbative expansions of \( M \) and \( \Psi' \) may be induced by boundary conditions on \( \mathcal{C} \).

Holomorphic gauge and spin-frame on \( \mathcal{Z}_4 \). In ALAdS geometries, it is convenient to give the virtual twistor space configuration in the holomorphic gauge \( \text{[20]} \)

\[ \Phi' = \Phi'(Y) = \Psi' \ast \kappa_y, \quad V'_\alpha = V'_\alpha(Y; z) = \sum_{n=1}^{\infty} \Psi'^{(n)} \ast v'_{\alpha,n}(z), \tag{2.54} \]

where we have assumed that \( \theta' = 0 \), and \( v' := dz^{\alpha} \sum_{n=1}^{\infty} \nu^{\alpha} v'_{\alpha,n} \) is a particular solution to

\[ qv' + v' \ast v' + v'j_z = 0, \tag{2.55} \]

built from distributions on \( \mathcal{Z}_4 \) using a spin-frame \( u^{\pm}_{\alpha} \) (see appendix A), that is, a holomorphic metric

\[ ds^2_z := \mathcal{D}_{\alpha\beta}dz^{\alpha}dz^{\beta}, \quad \mathcal{D}_{\alpha\beta} := 2u^{-}_{(\alpha}u^{+}_{\beta)}, \quad u^{+}u^{-} = 1. \tag{2.56} \]

\(^{16}\)Examples of non-trivial flat twistor space connections are given in \([13]\).
2.4 Global formulation

Moduli spaces and Cartan gauge orbits. A classical solution space $\mathcal{M}$ consists of globally defined master field configurations on $\mathcal{C}$ obtained by gluing together chartwise defined master fields $(A, \Phi)$ using transition functions $T$ from a principal bundle $\mathcal{P}$ with structure group $\mathcal{G} \subseteq \mathcal{G}$. The space $\mathcal{M}$ is coordinatized by classical observables given by globally defined functionals

$$\mathcal{O} : (T; A, \Phi) \in \mathcal{M} \mapsto \mathcal{O}[T; A, \Phi] \in \mathbb{R}. \quad (2.57)$$

The configurations are constructed from classical moduli parameters given by gauge functions $M \in \Gamma(\mathcal{M}; \mathcal{X}_4 \times \mathcal{Z}_4)$, where $\mathcal{M} := [\mathcal{P} \times_\mathcal{G} \mathcal{G}]$ is associated$^{17}$ to a principal $\mathcal{G}$-bundle $\mathcal{P}$, and by virtual configurations $(T'; A', \Phi')$ associated to $\mathcal{P}$. Thus, $\mathcal{M}$ can be sliced into Cartan gauge orbits

$$(T^{(M)})^{\xi}_\eta = (M^{\xi})^{-1} \ast (T'^{\xi}_\eta) \ast M^\eta, \quad (A^{(M)})^\xi = (M^\xi)^{-1} \ast (\tilde{d} + A^\xi_2) \ast M^\xi, \quad (\Phi^{(M)})^\xi = (M^\xi)^{-1} \ast \Phi^\xi \ast \pi(M^\xi), \quad (2.58)$$

(2.59) (2.60)

where $\xi$ and $\eta$ are chart indices, and $(T^{(M)}; A^{(M)}, \Phi^{(M)})$ obey boundary conditions, namely, $T^{(M)}$ must belong to $\mathcal{G}$ and the sections must fall off correctly in asymptotic regions of $\mathcal{C}$, which thus constrain the virtual data $(T'; A', \Phi')$ and the gauge function $M$. The Cartan gauge orbits decompose into equivalence classes

$$[M_1] \sim [M_2] \iff \forall \mathcal{O}, \quad \mathcal{O}[T^{(M_1)}; A^{(M_1)}, \Phi^{(M_1)}] = \mathcal{O}[T^{(M_2)}; A^{(M_2)}, \Phi^{(M_2)}]. \quad (2.61)$$

As usual, the gauge parameter $S := M_2^{-1} \ast M_1$ and the corresponding gauge transformation are said to be small, or proper, if $[M_1] \sim [M_2]$ in the above sense and large, or improper, otherwise. We shall refer to both types simply as gauge transformations, keeping in mind that the large ones comprise classical moduli. Thus, the classical moduli space $\mathcal{M}$ has the structure of a locally fibered space, viz.

$$\Gamma(\mathcal{M}; \mathcal{X}_4 \times \mathcal{Z}_4) \hookrightarrow \mathcal{M} \xrightarrow{\text{Proj}} \mathcal{I}, \quad (2.62)$$

where $\mathcal{I}$ consists of $\mathcal{G}$-equivalence classes of zero-form integration constants $(\Psi', \nu')$, that is, two pairs of integration constants are considered equivalent of they reside on the same Cartan gauge orbit.

The construction of classical field configurations thus requires the specification of spaces of virtual data and physical boundary conditions, to which we turn next.

---

$^{17}$We recall that a principal $\mathcal{G}$-bundle is a space $P$ on which $\mathcal{G}$ acts freely and transitively from the right; its fibers are $\mathcal{G}$-torsors and its projection map $\pi : P \to P/\mathcal{G}$. Its local trivializations are equivariant isomorphisms $\phi_\xi : U_\xi \times \mathcal{G} \to \pi^{-1}(U_\xi)$, viz. $\phi_\xi(p, g) = \phi_\xi(p, e)g$. The gauge functions $M_\xi : U_\xi \to \mathcal{G}$ are locally defined sections of the associated bundle $[P \times_\mathcal{G} \mathcal{G}]$, where $[u, g] \sim [ug, e]$, viz. $M_\xi(p) = [\phi_\xi(p, M_\xi(p)), e] = [\phi_\xi(p, e), M_\xi(p)]$. 
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Perturbative global formulation. In the context of a perturbative expansion (2.52), we take the master fields to belong to
\[ \Gamma(\mathcal{M};\mathcal{X}_4 \times \mathcal{Z}_4) \equiv \mathcal{E} := \bigoplus_{n > 0} \mathcal{E}^{(n)}, \]
which is a perturbatively defined differential graded associative algebra with a graded trace operation \( \text{STr}_E \). Likewise, we assume that gauge functions and transition functions, respectively, belong to formally defined groups
\[ \mathcal{G} := \bigoplus_{n > 0} \mathcal{G}^{(n)}, \quad \tilde{\mathcal{G}} := \bigoplus_{n > 0} \tilde{\mathcal{G}}^{(n)}, \quad \tilde{\mathcal{G}}^{(n)} \subseteq \mathcal{G}^{(n)}, \]
to which we associate corresponding connections that act on the sections in adjoint representations, that is, we assume that
\[ \text{Ad}_E^\gamma \tilde{\mathcal{E}} = \mathcal{E}. \]

Separation of twistor space variables and chiral traces. Over a chart \( \mathcal{U}_4 \subset \mathcal{X}_4 \), we shall assume that the dependence on \( \mathcal{Y}_4 \) and \( \mathcal{Z}_4 \) of master fields and gauge functions can be separated, viz.
\[ f \mid_{\mathcal{U}_4 \times \mathcal{Z}_4} = \sum_{\lambda, \lambda'} f_{\lambda, \lambda'}(x, dx) \Delta_{Z}^{\lambda}(Z, dZ) \star \Theta_{Z}^{\lambda}(Y), \]
where, at a given point \( x \in \mathcal{U}_4 \), \( \Theta_{Z}^{\lambda}(Y) \) span an associative algebra \( \mathcal{A}(\mathcal{Y}_4) \) of symbols on \( \mathcal{Y}_4 \) and \( \Delta_{Z}^{\lambda}(Z, dZ) \) span a differential graded associative algebra of forms on \( \mathcal{Z}_4 \); and where \( f_{\lambda, \lambda'} \) are locally defined forms on \( \mathcal{U}_4 \). Notice that the index can be discrete or continuous. In the latter case, eq. (2.66) takes the form
\[ f \mid_{\mathcal{U}_4 \times \mathcal{Z}_4} = \int d\lambda d\lambda' f_{\lambda, \lambda'}(x, dx) \Delta_{Z}^{\lambda}(Z, dZ) \star \Theta_{Z}^{\lambda}(Y). \]
In particular, for bosonic symbols \( f \) that are sections, the statement is that they belong to
\[ \mathcal{E}(\mathcal{U}_4) := \Omega(\mathcal{U}_4) \otimes \frac{1}{2}(1 + \pi \bar{\pi}) \left( \Omega(\mathcal{Z}_4|J) \otimes \mathcal{A}(\mathcal{Y}_4) \right), \]
where

(i) \( \mathcal{A}(\mathcal{Y}_4) \) is a star-product algebra of functions of \( Y \) that is equipped with a (cyclic) trace operation \( \text{Tr}_{\mathcal{A}(\mathcal{Y}_4)} \) used to define classical observables.\(^{18,19} \) The Klein operators \( \kappa_y \) and \( \bar{\kappa}_y \) are also assumed to belong to \( \mathcal{A}(\mathcal{Y}_4) \).

\(^{18}\)Asking for a finite trace is appropriate to construct solutions from initial data given in compact basis, such as the ones considered in section 4. This condition is relaxed in the context of amplitude computations \([45, 48]\), where the initial datum for bulk-to-boundary propagators is given in non-compact basis, and where the resulting observable are expected to diverge at colliding points on the boundary.

\(^{19}\)In appendix B, we give possible definitions of trace operations, including one that is relevant for field configurations obtained from massless particle and black hole states.
(ii) $\Omega(Z_4|J)$ is the space of forms on $Z_4$ given by

$$\Omega(Z_4|J) = \Omega(S^2|j_z) \otimes \Omega(\bar{S}^2|\bar{j}_z), \quad \Omega(\bar{S}^2|\bar{j}_z) = (\Omega(S^2|j_z))^\dagger, \quad (2.69)$$

and

$$\Omega(S^2|j_z) := \Omega(S^2) \cup \Omega(j)(S^2) \ast j_z, \quad \Omega(S^2) = L^1(S^2) \cap L^\infty(S^2), \quad (2.70)$$

equipped with the chiral graded cyclic trace operation

$$\int_{Z_4} f(z, dz) * f(\bar{z}, d\bar{z}) := \int_{S^2} f(z, dz) \int_{S^2} f(\bar{z}, d\bar{z}), \quad (2.71)$$

i.e., we assume that $Z_4 \cong S^2 \times \bar{S}^2$ where $S^2$ and $\bar{S}^2$ are treated as two separate real non-commutative two-spheres each given by the non-commutative $\mathbb{R}^2$ with a (commuting) point added at infinity. The relation to the usual trace $\int d^4Z$ associated with the Groenewold-Moyal product induced on $\Omega(Z_4)$ from (2.9) is given by the definition of integrals of forms. In terms of the spin frame (D.2), the real two-dimensional measure is

$$d^2z = dz^+ dz^- = \frac{1}{2} dz^\alpha dz_\alpha, \quad \int_{S^2} dz^\alpha dz_\alpha \kappa_z = 4\pi. \quad (2.72)$$

The full supertrace operation on $\mathcal{E}$ is then defined via the factorisation property (2.66) as

$$\text{STr}_\mathcal{E} := \int_{Z_4} \text{Tr}_{\mathcal{A}(\mathcal{Y}_4)}. \quad (2.73)$$

**Fronsdal branch.** $\mathcal{E}$ is assumed to contain a branch $\mathcal{E}_{Fr}$ whose sections have restrictions to submanifolds $\mathcal{X}_{Fr}$ of $\mathcal{X}_4$ that admit interpretations in terms of Fronsdal fields defined as in (2.42), (2.43),\(^{21}\) that is, the sections in $\mathcal{E}_{Fr}$ are valued in a subspace $\mathcal{A}_{Fr}(\mathcal{Y}_4)$ of $\mathcal{A}(\mathcal{Y}_4)$ that consists of non-polynomial functions on $\mathcal{Y}_4$ that are analytic at $Y = 0$ and that need not form a star-product algebra.\(^{22}\) In the linearized analysis to be performed in section 4, we shall work, however, with a subspace of $\mathcal{E}_{Fr}$ whose elements restricted to $\mathcal{X}_{Fr}$ take value in a star-product algebra, that is given by an operator algebra (of endomorphisms of an extended Fock space).

---

\(^{20}\)The space $\Omega(S^2)$, which consists of chiral forms that are bounded and integrable, forms a star product subalgebra of $\Omega(Z_4|j_z)$, and $\Omega(\bar{S}^2|\bar{j}_z)$ is not equal to $\Omega(j)(S^2) \ast j_z$. The element $\kappa_z$ is excluded from $\Omega(\bar{S}^2|\bar{j}_z)$, as $\kappa_z \ast \bar{j}_z$ does not have a finite chiral trace; likewise $dz^\alpha \kappa_z$ is excised from $\Omega(j)(S^2|j_z)$.

\(^{21}\)In the original interpretation [2-4] of the theory as a deformation of Fronsdal theory, $\mathcal{X}_{Fr}$ was taken to coincide with $\mathcal{X}_4$. In section 5.2, however, we shall assume $\mathcal{X}_{Fr}$ to be a neighborhood of the conformal boundary of AdS$_4$.

\(^{22}\)The space of real-analytic functions at $Y = 0$ does not form a star product algebra. For example, given a star-invertible Fourier transformable function $f$ (e.g. a generic gaussian in $Y$), one has $f \ast F(f^{-1}) = f \ast (f^{-1} \ast (\kappa_y \ast \bar{\kappa}_y)) = \kappa_y \bar{\kappa}_y$. 

---
2.5 Regular computational scheme

As shown in [12, 13, 15, 19, 20, 22, 23, 59], the virtual configurations corresponding to physically interesting solution spaces are non-polynomial in twistor space. In order to facilitate perturbative computations on-shell using virtual classical moduli, it is convenient to adopt the following rules:

(i) Regular presentations. When master fields and gauge functions are presented in factorized form with respect to $Y$ and $Z$ as in (2.66), the oscillator dependence of each factor is expanded over a set of elements closed under star product (see for example [20]). For example, for the master fields of the solution spaces that have been studied in [15, 16, 19, 20, 23], this step amounts to:

- expanding their $Y$-dependence by means of a contour-integral presentation of elements $P_{m_1,m_2|n_1,n_2}$, $m_i,n_i \in \mathbb{Z} - 1/2$, that correspond to endomorphisms $|m_1,m_2\rangle\langle n_1,n_2|$ of two-dimensional (anti-)Fock spaces. For such cases, $\mathcal{A}(Y_4) = \text{End}(\mathcal{F}^{(+)} \oplus \mathcal{F}^{(-)})$. In section 4 we shall review a subset of these solutions representing massless particle and higher-spin black-hole states: the regular presentation of their virtual configuration $\Phi^{(1)}$ is given by (4.47) for particles, and by the same element star-multiplied by $\kappa_y$ for black holes;

- expanding the $Z$-dependence of the $Z$-space connection in terms of open parametric integrals realizing deformed oscillators in $Z$-space, with deformation term proportional to $\kappa_z$ (as we review in appendix C.2). In particular, such integrals realize the deformed oscillators in terms of gaussian elements in $z$ (and $\bar{z}$ for their complex conjugates) as in (C.22), (C.23), and at first order in perturbation theory such integral realize a potential for a delta-function source, see appendix C.3.

The above two examples can be unified into a more general notation for regularly-presented master fields and gauge functions

$$T[f](Y, Z, dZ) := \int_{S \in \text{sym}_k(C), T \in \mathbb{C}^8} d^{36}Sd^8T \ f(S, T; dZ) \ E_{S,T},$$  

using chiral integration measures, where

$$E_{S,T}(\Xi) := \exp \left( \frac{i}{2} \Xi^t S \Xi + iT^t \Xi \right), \quad \Xi = \begin{pmatrix} Y \\ Z \end{pmatrix}.$$  

and $f(S, T; dZ)$ may contain additional parametric integrals. However, whether one can actually choose the kernel $f(S, T; dZ)$ so as to represent symbols taking value outside the algebra generated by the two above examples is left for future studies.

\footnote{We would like to stress that (i) and (ii) do not imply that (iii) is automatically satisfied.}
(ii) **Nested integration order.** The following operations involving the twistor variables $Y_\alpha$ and $Z_\dot{\alpha}$:

- Derivatives

$$g(\partial_Y, \partial_Z) \mathcal{T}[f](Y; Z, dZ) := \int d^{36} S d^8 T f(S, T; dZ) g(\partial_Y, \partial_Z) E_{S; T}; \quad (2.76)$$

- Traces\(^{24}\)

$$\text{Tr}_{A(Y_\alpha)} \mathcal{T}[f](Y; Z, dZ) := \int d^{36} S d^8 T \int_{Z_\alpha} f(S, T; dZ) \text{Tr}_{A(Y_\alpha)} E_{S; T}; \quad (2.77)$$

where the trace operation requires a factorization of $E_{S; T}$;

- Star products

$$\mathcal{T}[f] \ast \mathcal{T}[g] := \int d^{36} S d^8 T \int d^{36} S' d^8 T' f(S, T; dZ) g(S', T'; dZ) \left( E_{S; T} \ast E_{S'; T'} \right), \quad (2.78)$$

where $E_{S; T} \ast E_{S'; T'}$ is computed using (2.9);

- Homotopy integrals (cf (3.40))

$$q^{(E+V)} \mathcal{T}[f] = \int_{S \in \text{sym}_n(C)} d^{36} S d^8 T \int_0^1 dt \frac{1}{t} e^{+V} f(S, T; tdZ) E_{S; T}|_Z \to tZ+(t-1)V, \quad (2.79)$$

are performed prior to the auxiliary integrals.

(iii) **Ambiguity-free nesting.** At each order of classical perturbation theory, the on-shell master fields must have unambiguous regular presentations, such as to generate a perturbatively defined differential graded associative algebra.

In the following, we shall employ the above calculational scheme in moving from the simple factorized regular presentations such as (4.47) and (C.22), cast the resulting $Z$-space connection in normal order and then integrating the equations for the gauge fields subject to a gauge choice and to specific boundary conditions, thereby obtaining “induced” regular presentations for the spacetime one-form and for the gauge functions in normal ordering.

We would like to make the following remarks:

(a) Although rule (ii) requires to perform all parametric integrals as the very last step, the result should stay unchanged if one first performs sub-integrals that do not interplay with the $Y_\alpha$ and $Z_\dot{\alpha}$ variables. This relaxed prescription allows one to define the $\diamond$-product (D.10) as in [11] and to establish the algebra (4.34) as in [15, 20].

(b) Rule (iii) provides a non-trivial condition which in some cases may actually resolve apparent ambiguities in the choice of regular presentation; for an example, see appendix E of [23].

\(^{24}\)The regularised trace discussed in appendix B should be generalised in a way that is compatible with this prescription.
(c) The expansion is not unique, and in fact can always be rewritten in the form \( f(S, T) = \delta^{36}(S) f(T) \), as the Gaussians can be Fourier transformed.\(^\text{25}\) This basis is also interesting because of the property

\[
E_{0,T} = e^{i\varphi(T)} E_{0,T_Y} \ast E_{0,T_Z}, \quad \partial^2_Z E_{0,T_Y} = \partial^2_Y E_{0,T_Z} = 0, \tag{2.80}
\]

where \( \varphi(T) \) can be computed using eq. (2.9) which makes eq. (2.67) manifest.

(d) A generalization of this kind may actually help avoiding the ambiguity in the expansion (B.3), but a regularized trace adapted to elements as general as (2.74) is yet to be defined.

(e) The generic mode functions \( E_{S,T} \) of the expansion (2.74) belong to the group algebra \( C^{\text{SpH}}(8) \) where \( \text{SpH}(8) \) is the semi-direct product of \( \text{Sp}(8) \) with the Heisenberg group.\(^\text{26}\) Indeed, one can show\(^\text{27}\) that its generic element can be written

\[
\exp(\frac{i}{2} \Xi^t A \Xi + i \Lambda \Xi) = \frac{1}{\sqrt{\det \cosh(A)}} \exp(\frac{i}{2} \Xi^t S(A) \Xi + i T(A, \Lambda) \Xi - i \Lambda T(A, \Lambda) - \frac{i}{2} T(A, \Lambda) A T(A, \Lambda));
\]

in particular, if

\[
A = \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}, \quad \Lambda = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \tag{2.82}
\]

then \( S(A) \) and \( T(A, \Lambda) \) are given by

\[
S = \begin{pmatrix} \tanh(A) & 0 \\ 0 & 0 \end{pmatrix} = \begin{pmatrix} 1-e^{-2A} & 0 \\ 0 & 1+e^{-2A} \end{pmatrix}, \quad T = \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \tag{2.83}
\]

which is the Cayley transform of the group element obtain from the generator \( 2iA \), thereby giving the identification [60] between Weyl ordered gaussians and group elements.

(f) The group algebra contains elements whose symbols in normal order are not Gaussians but that are nonetheless included in the integral representation (2.74) as boundary limits. An example of such elements are those of the form (2.82) for which \((1 + e^{-2A})\) is not invertible.

(g) There is a set of matrices \( S \) for which \( E_{S,T} \) (2.75) does not belong to the group algebra. For example, from (2.83) it follows that this is the case of \( S = \begin{pmatrix} B & 0 \\ 0 & 0 \end{pmatrix} \) with \( B \)

\(^{25}\)\( f(T) \) itself can contain distributions, which happens for example in the case where the support of \( f(S, T) \) contains points \((S, T)\) where \( S \) is not invertible.

\(^{26}\)\( \text{SpH}(8) \) is itself a twist of \( \text{ISp}(8; \mathbb{R}) \) by the same cocyle as the one defining the Heisenberg algebra.

\(^{27}\)The case of \( A \) squaring to a number was proven in [19] (see also [50]). The general proof works in the same way, except that one writes a first order equation for \( S(A) \) rather than postulating that it is proportional to \( A \).
outside the image of the tanh map. It similarly happens for the $Z$-space counterpart of this example, as in the case of the elements (D.6); \( \frac{1}{2} \frac{1}{1-z^2} \) \( D \) is indeed outside the image of tanh for the limiting points \( s = \pm 1 \) of the integration domain as well as for the central point \( s = 0 \). This parametric integral is thus expanded in the closure of the group algebra \( \mathbb{C} \mathrm{Sp}(8) \) rather than in the algebra itself.

(h) The composition rule for \( E_{S,T} \ast E_{S', T'} \) obtained using (2.9) is the analytic continuation of the product in \( \mathrm{Sp}(8, \mathbb{C}) \) [46].

(i) The higher-spin initial datum (4.51) is expanded as
\[
\Phi^{(1)}_{\mathrm{pt}} = T \left[ \delta^{36}(S - S_\eta) \delta^8(T + iX) \right], \quad \Xi S_\eta \Xi = 4i\eta E, \quad X \Xi = \chi y + \bar{\chi} \bar{y}. \tag{2.84}
\]
This Weyl tensor are expanded within \( \mathrm{Sp}(8) \), as \( S_\eta \) is in the image of tanh for \( \eta \) encircling \( \epsilon \). Notice however that the \( \eta \) contour in eq. (4.47) is not the image of a closed contour in the group algebra, as it unavoidably crosses a branch cut of the inverse tanh map. Similarly, one possibility for the black hole modes (4.52) is to expand them over the Heisenberg group generators as
\[
\Phi^{(1)}_{\mathrm{bh}} = T \left[ \frac{1}{2\pi} \delta^{36}(S) \delta^6(1 - \Pi_\eta - X(1 - \Pi_h)) \exp(-T\Pi_h X) \right], \tag{2.85}
\]
\[
\Xi_1 \Pi_\eta \Xi_2 = y_1 (y_2 - i\sigma_0 \bar{y}_2), \quad \Xi_1 \Pi_h \Xi_2 = y_1 y_2.
\]
In both cases (\( \Phi^{(1)}_{\mathrm{pt}} \) and \( \Phi^{(1)}_{\mathrm{bh}} \)), the expansion not only facilitates computations but also regularizes the formally divergent star product \( \mathcal{P}_1 \ast \mathcal{P}_1 \) [15, 20].

3 Linearized solution spaces and unfolded Fronsdal fields

In this section, we linearize Vasiliev’s equations around anti-de Sitter spacetime and describe a linearized solution space that contains properly unfolded Fronsdal fields, as stated by the COMST. We would like to stress that

- the linearized fields as well as the vacuum are configurations on \( \mathcal{C} \) given by regular presentations that make sense in various ordering schemes;

- the unfolded Fronsdal fields arise in an adjoint one-form \( W^{(1)} \) and twisted adjoint zero-form \( C^{(1)} \) that can be obtained from the master fields on \( \mathcal{C} \) by localizing the latter to \( Z = 0 \) in normal order;

- the COMST requires the twistor space connection on \( \mathcal{C} \) to obey a relaxed twistor space gauge condition that only determines the linearized gauge function up to \( O(Z^2) \) in normal order.

In the next section, we shall map the linearized fields in the holomorphic gauge to the relaxed gauge in the cases of black hole and particle states, thereby corroborating the compatibility between the gauge function method and the COMST in these cases. In section 5, we shall extend these results to a proposal for a Fefferman-Graham-like perturbative construction of ALAdS solution spaces to Vasiliev’s equations.
3.1 Linearization around anti-de Sitter background

**Vacuum.** The (proper) anti-de Sitter vacuum AdS$_4$ of Vasiliev’s equations is obtained by taking

\[ X^4_{\text{top}} = S^1 \times S^3, \quad X'_4 \equiv \left( S^1 \setminus \{ N \} \right) \times \mathbb{R}^3, \]  

where $N$ is a point on $S^3$, and choosing a vacuum gauge function

\[ L : X'_4 \times Z_4 \to \text{SO}(2, 3), \quad qL = 0, \]

that is homotopic to\(^{28}\) a section of $\text{SO}(1, 3) \hookrightarrow \text{SO}(2, 3) \to \text{SO}(2, 3)/\text{SO}(1, 3) \equiv \text{AdS}_4$. The vacuum field configuration is given by

\[ U^{(0)} = \Omega^{(0)} := L^{-1} \ast dL, \quad \Phi^{(0)} = V^{(0)} = 0, \]  

that is, in accordance with eq. (2.46), we have

\[ M^{(0)} = L, \quad \Phi' = V' = 0. \]

If $L$ is a section, then $\Omega^{(0)} = L^* \Theta$, the pull-back of the Maurer-Cartan form $\Theta$ on SO(2, 3) to $X'_4$, that is

\[ \Omega^{(0)} = \frac{1}{4i} \omega^{(0)\alpha\beta} y^\alpha y^\beta \equiv \frac{1}{4i} \left( \omega^{(0)\alpha\beta} y^\alpha y^\beta + \omega^{(0)\hat{\alpha}\hat{\beta}} \hat{y}^{\hat{\alpha}} \hat{y}^{\hat{\beta}} + 2\epsilon^{(0)\alpha\beta} y^\alpha y^\beta \right), \]

where $\epsilon^{(0)\alpha\beta}$ is a vierbein on AdS$_4$ with compatible spin connection $(\omega^{(0)\alpha\beta}, \omega^{(0)\hat{\alpha}\hat{\beta}})$.

In what follows, we shall work with a vacuum gauge function corresponding to the stereographic coordinate for AdS$_4$ \cite{61}; for details, see appendix A.

**Linearized equations of motion** In a perturbative expansion around the AdS$_4$ vacuum, the linearized Vasiliev system reads

\[ q\Phi^{(1)} = 0, \]  
\[ D_{\text{ad}}^{(0)} \Phi^{(1)} = 0, \]  
\[ qV^{(1)} + \Phi^{(1)} \ast J = 0, \]  
\[ qU^{(1)} + D^{(0)}_{\text{ad}} V^{(1)} = 0, \]  
\[ D^{(0)}_{\text{ad}} U^{(1)} = 0, \]

which is a Cartan integrable set of curvature constraints.

The adjoint and twisted-adjoint background covariant derivatives of a master field $f$, i.e. a horizontal differential form $f = f(x, Z, dx, dZ; Y)$ on $Y_4 \rightarrow X_4 \times X_4 \times Z_4 \rightarrow X_4 \times Z_4$, are defined by

\[ D^{(0)}_{\text{ad}} f := L^{-1} \ast d \left( L \ast f \ast L^{-1} \right) \ast L = df + \left[ U^{(0)}, f \right]_\pi, \]  
\[ D^{(0)}_{\text{tw}} f := L^{-1} \ast d \left( L \ast f \ast \pi(L^{-1}) \right) \ast \pi(L) = df + \left[ U^{(0)}, f \right]_\pi, \]

\[^{28}\text{The section condition need only hold in a tubular neighbourhood of the boundary } S^1 \times \{ N \}.\]
respectively. It follows that
\[ D_{ad}^{(0)} = d + \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Y^\underline{\beta} - i \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Z^\underline{\beta}, \]
\[ D_{tw}^{(0)} = d + \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Y^\underline{\beta} - i \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Z^\underline{\beta} \]
\[ + \frac{i}{2} \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Y^\underline{\beta} + \frac{i}{2} \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Z^\underline{\beta} + \frac{i}{2} \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Z^\underline{\beta}, \]
where
\[ \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} \partial_{\underline{\beta}} Y^\underline{\beta} := \frac{1}{2} (1 \pm \pi) \Omega^{(0)}\partial_{\underline{a}} Y^\underline{a} Y^\underline{\beta}. \]

**Symmetries.** The background is left invariant under Cartan gauge transformations with rigid group elements \( G^{(0)} \) obeying
\[ D^{(0)} G^{(0)} = 0, \quad qG^{(0)} = 0, \]
that is,
\[ G^{(0)} = L^{-1} \ast G^{(0)} \ast L, \quad dG^{(0)} = 0 = G^{(0)}, \]
referred to as Cartan-Killing symmetries.

As for the linearized equations of motion (3.6)–(3.10), they exhibit two types of symmetries. Indeed, in addition to Cartan-Killing transformations
\[ (U^{(1)}, V^{(1)}; \Phi^{(1)} \ast \kappa_\mu) \rightarrow (G^{(0)})^{-1} \ast (U^{(1)}, V^{(1)}; \Phi^{(1)} \ast \kappa_\mu) \ast G^{(0)}, \]
they are also invariant under abelian linearized gauge transformations
\[ \delta_{\epsilon} U^{(1)} = D^{(0)} \epsilon^{(1)}, \quad \delta_{\epsilon} V^{(1)} = q\epsilon^{(1)}, \quad \delta_{\epsilon} \Phi^{(1)} = 0, \]
with unconstrained local parameters. Thus, \( \Phi^{(1)} \) is invariant under the abelian gauge transformations, while \( U^{(1)} \) and \( V^{(1)} \) decompose into sections and connections defined by the structure group.

**Linearized solution spaces.** Linearized solution spaces can be generated by applying finite gauge transformations with vacuum gauge function \( L \) and (linearized) gauge function \( H^{(1)} \) to a twisted-adjoint integration constant \( C^{\prime(1)} \) for the Weyl zero-form \( \Phi^{(1)} \), viz.\(^{29}\)
\[ U^{(1)} = D^{(0)} H^{(1)}, \quad \Phi^{(1)} = C^{(1)} = L^{-1} \ast C^{\prime(1)} \ast \pi(L), \]
\[ V^{(1)} = L^{-1} \ast V^{\prime(1)} \ast L + qH^{(1)}, \]
where \( V^{\prime(1)} \) a particular solution to
\[ qV^{\prime(1)} + C^{\prime(1)} \ast J = 0, \quad dV^{\prime(1)} = 0. \]

The resulting classical solution space thus decomposes into Cartan gauge orbits which can be exhibited by defining
\[ H^{(1)} = L^{-1} \ast H^{(1)} \ast L, \quad \epsilon^{(1)} = L^{-1} \ast \epsilon^{(1)} \ast L, \]
\[ ^{29}\text{Note that, due to (3.6), at first order } \Phi^{(1)} \text{ and } C^{(1)} \text{ defined in (2.39) coincide. We shall therefore use these two notations interchangeably at first order.} \]
such that
\[
U^{(1)} = L^{-1} \ast dH^{(1)} \ast L, \quad \Phi^{(1)} = L^{-1} \ast C^{(1)} \ast \pi(L),
\]
\[
V^{(1)} = L^{-1} \ast (V^{(1)} + qH^{(1)}) \ast L;
\]
(3.24)

the gauge orbits are then generated by
\[
\delta_c H^{(1)} = c^{(1)}, \quad \delta_c V^{(1)} = 0, \quad \delta_c C^{(1)} = 0.
\]
(3.26)

Thus, the solution space has the structure of proper gauge orbits over a linearized moduli space coordinatized by \(C^{(1)}\) and equivalence classes \([H^{(1)}]\) defined such that \([H^{(1)}] \sim [\tilde{H}^{(1)}]\) if \(L^{-1} \ast (\tilde{H}^{(1)} - H^{(1)}) \ast L\) is a small gauge parameter.

### 3.2 Twistor space decomposition and spacetime unfolded system

**Resolution operators and cohomology projectors.** In order to embed unfolded Fronsdal fields into the gauge function, we decompose a form field \(f\) given by a regular presentation in \(\Omega(U_4) \otimes \Omega(Z_4|S) \otimes \mathcal{A}(Y_4)\), where \(U_4 \subseteq X_4\), as
\[
f = q^*g + qh + c,
\]
(3.27)

where

- \(g := qf\) is the source of \(f\);
- \(q^*\) is a resolution operator providing a particular co-source;
- \(h\) is a gauge function (or form);
- \(c\) represents an element in the \(q\)-cohomology \(H(q) \subset \Omega(Z_4|S)\) valued in \(\Omega(U_4) \otimes \mathcal{A}(Y_4)\), that is,
\[
c = Pf, \quad \mathcal{P} : \Omega(Z_4|S) \to H(q), \quad \mathcal{P}^2 = \mathcal{P};
\]
(3.28)

- the decomposition is compatible with the regular presentation, i.e.
\[
f = q^*qf + qh + Pf,
\]
(3.29)

where \(q^*q\) and \(\mathcal{P}\) act on the Gaussian building blocks of \(f\) prior to performing the auxiliary integrals.

For \(Z_4 \cong S^2 \times S^2\), \(H(q)\) is generated by \(1, j_2, \bar{j}_2\) and \(j_2 \bar{j}_2\), and \(Pf\) contains form fields on \(U_4\) in corresponding co-form degrees valued in \(\mathcal{A}(Y_4)\).

Thus, the projection of \((\Phi^{(1)}, U^{(1)}, V^{(1)})\) onto \(H_{[0]}(q)^{30}\) yields a differential zero-form \(\mathcal{P}\Phi^{(1)}\) and a spacetime one-form \(\mathcal{P}U^{(1)}\) on \(U_4\); while there is no cohomological part associated to \(V^{(1)} \in \Omega^1(Z_4)\).

\[30\] Notice that \(H_{[0]}(q)\) is the only cohomology that is relevant for the (duality unextended) Vasiliev system. The cohomologies in degrees greater than one are activated in the Frobenius-Chern-Simons system \([32, 33]\) as well as in other extensions of the Vasiliev system \([62, 63]\) involving higher-degree forms.
Twistor space gauges. Given a decomposition using \( (q^{(A)\ast}, P^{(A)}) \), we shall refer to the projection
\[
f^{(A)} := q^{(A)\ast}g + c^{(A)} = \left( q^{(A)\ast}q + P^{(A)} \right) f,
\]
of \( f \) obtained by setting \( h^{(A)} \) to zero, as the twistor space \( A \)-gauge. Two such gauges may be physically distinct, as the gauge function carries physical degrees of freedom (arising via boundaries or other topological defects).

Projection to unfolded system on \( X_4 \). From eq. (3.6), it follows that \( (1) \) is given by its cohomological part, that is,
\[
\Phi^{(1)} = P\Phi^{(1)},
\]
individually of the choice of \( P \), as the notation indicates. From now on, we shall assume that \( \Phi^{(1)}(x, Y) \) is analytic in \( Y \) at \( Y = 0 \), as is required for the interpretation \( (2.43) \) as Weyl tensor generating function.\(^{31}\) Decomposing \( V^{(1)} \) and \( U^{(1)} \), respectively, using \( (q^{(A)\ast}, P^{(A)}) \) and \( (q^{(B)\ast}, P^{(B)}) \), it follows from eqs. (3.8) and (3.9) that
\[
\begin{align*}
V^{(1)} &= -q^{(A)\ast}(\Phi^{(1)} \ast J) + qh^{(1,A)}; \\
U^{(1)} &= q^{(B)\ast}D_{ad}^{(0)}(q^{(A)\ast}(\Phi^{(1)} \ast J) - qh^{(1,A)}) + W^{(1,A,B)},
\end{align*}
\]
where the cohomological part
\[
W^{(1,B)} = P^{(B)}U^{(1)},
\]
is a one-form field on \( X_4 \) that does not depend on the \( Z \) variables. Thus, in the \( A \)-gauge,
\[
\begin{align*}
V^{(1,A)} &= -q^{(A)\ast}(\Phi^{(1)} \ast J), \\
U^{(1,A)} &= q^{(B)\ast}D_{ad}^{(0)}q^{(A)\ast}(\Phi^{(1)} \ast J) + W^{(1,A,B)};
\end{align*}
\]
as the notation indicates, the choice of \( (q^{(B)\ast}, P^{(B)}) \) affects \( W^{(1,A,B)} \) but not \( U^{(1,A)} \).

The remaining linearized field equations, that is, eqs. (3.7) and (3.10), now read
\[
\begin{align*}
D_{ad}^{(0)}W^{(1,A,B)} &= -(D_{ad}^{(0)}q^{(B)\ast})(D_{ad}^{(0)}q^{(A)\ast})(\Phi^{(1)} \ast J), \\
D_{tw}^{(0)}\Phi^{(1)} &= 0,
\end{align*}
\]
which constitute a free differential algebra on \( X_4 \). The Cartan integrability of the original system on \( X_4 \times Z_4 \) implies that as the left-hand side of eq. (3.37) is \( Z \)-independent so is its right-hand side, whose normal and Weyl ordered forms are hence equal; for further details, see for example [31].

\(^{31}\)Strictly speaking, this requirement is necessary only at generic spacetime locations, where the interpretation in terms of Fronsdal fields holds. For example, this is not the case at the singular point of the black-hole-like solutions that are discussed in section 4.
Resolution from homotopy contraction. A particular form of resolution operator on \( V_4 \subset Z_2 \) can be obtained by choosing a vector field \( \tilde{V} \) on \( V_4 \) such that every point on \( V_4 \) is connected by a unique vector field to a base point \( p_0 \) (where thus \( \tilde{V}|_{p_0} = 0 \)). We then let

\[
q^{(V)} := \int_{0}^{1} \frac{dt}{t} t \tilde{V} \tilde{\gamma},
\]

(3.39)

denote the resolution operator given by homotopy contraction along \( \tilde{V} \). For example, we may take \( Z(p_0) = 0 \) and contract along the Euler vector field \( \tilde{E} := Z^\alpha \partial_\alpha Z \). In particular, if \( V_\alpha \) is \( Z \)-independent, then

\[
q^{(E+V)} = \int_{0}^{1} \frac{dt}{t} g(x, tZ + (t-1)V; dx, tdZ; Y).
\]

(3.40)

The homotopy contractions square to zero. In trivial topology, the homotopy contraction \( q^{(E+V)} \) has the property that

\[
P^{(E+V)} := 1 - qq^{(E+V)} - q^{(E+V)} q,
\]

(3.41)

projects on the \( q \) cohomology [31]. This projector is the one appearing in eq. (3.29), as can be shown by acting on both sides of eq. (3.27). Different linearized solution spaces can be constructed by using resolution schemes referring to different homotopy contracting vector fields in twistor space, as we shall exemplify next.

Standard homotopy contraction procedure. Taking \( q^{(A)} = q^{(B)} = q^{(E)} \), i.e. resolving the \( Z \)-space equations for \( V^{(1)} \) and \( U^{(1)} \) using homotopy contraction along \( \tilde{E} \), yields

\[
D_{ad}^{(0)} W^{(1,E)} = -\frac{ib}{4} e^\alpha e_\alpha \partial_Y \Phi^{(1)}(x; 0, y) - \frac{ib}{4} e^\alpha e_\alpha \partial_Y \Phi^{(1)}(x; y, 0),
\]

(3.42)

which provides a cocycle \( \Sigma(e, e; \Phi^{(1)}) \) that glues the twisted-adjoint zero-form module to the adjoint one-form module in a manifestly Lorentz covariant fashion in accordance with the COMST.

However, as we shall see in section 3.4, the above procedure amounts to imposing a gauge condition on the twistor space connection that can be relaxed without violating the COMST’s requirements.

Weyl-ordered procedure. Another possible choice is to resolve the \( Z \)-space equations for \( V^{(1)} \) and \( U^{(1)} \) using homotopy contraction along \( \tilde{E} + i\tilde{\gamma} \) with \( \tilde{\gamma} := \partial_Y \partial_\alpha Z \),

\[
q^{(E+i\gamma)} := \int_{0}^{1} \frac{dt}{t} \int d^4 Y' g(x, tZ + i(t-1)\partial_Y; dx, tdZ; Y') \delta^4 \left( Y - Y' \right).
\]

(3.43)

This choice is equivalent to homotopy contracting in Weyl order using \( q^{(E)} \), viz.

\[
q^{(E+i\gamma)} = \hat{\tau}^{-1} q^{(E)} \hat{\tau},
\]

(3.44)

where

\[
\hat{\tau} f(Y, Z) := \int \frac{d^4 Y' d^4 Z'}{(2\pi)^4} \exp \left( -i(Y - Y')(Z - Z') \right) f(Y', Z'),
\]

(3.45)
maps symbols from normal to Weyl order, that is, if \( f_N \) and \( f_W \), respectively, are the Weyl and normal ordered symbol of an operator, then \( f_W = \hat{\tau} f_N \).

The advantage of homotopy contracting in Weyl order is the factorisation property
\[
q^{(E+i\partial \gamma)}(f(Y) \ast g(Z; dZ)) = f(Y) \ast q^{(E)} g(Z; dZ),
\]
which, as shown in appendix C.1, facilitates an explicit all order perturbative solution to the Vasiliev system provided that \( q^{(E)} j_z \) can be regularized.\(^{32}\) Following the regular scheme, we use the regular presentation \( (D.16) \), which yields
\[
V^{(1,E+i\partial \gamma)} = -\frac{b}{2} \frac{\partial}{\partial \rho^3} \int \frac{d^2 u}{2\pi} \Phi^{(1)}(u-z, \bar{y}) e^{iy(z-u)} \int_{-1}^{1} ds \exp \left( i \frac{1-s}{1+s} uD u + i \frac{1}{1+s} \rho u \right) \bigg|_{\rho=0},
\]
\[
U^{(1,E+i\partial \gamma)} = W^{(1,E+i\partial \gamma, E+i\partial \gamma)}.
\]
As reviewed in appendix C, the all order completion of this solution gives the exact (particular) solution studied in \([15, 19, 22]\) (in the symmetric gauge).

**L-rotated procedure.** An alternative scheme, which was used in \([12]\), consists of homotopy contracting in the primed gauge in normal order using \( q^{(E)} \) (prior to switching on the vacuum gauge function \( L \)). This procedure is equivalent to using the resolution operator
\[
q^{(E+\bar{V})} g := L^{-1} \ast q^{(E)} \ast (L \ast g \ast L^{-1}) \ast L,
\]
which defines the \( \text{Sp}(4) \) spinor \( \bar{V} = \bar{V} \exp \bar{Z} \). In particular, using the vacuum gauge function \( (A.29) \) corresponding to stereographic coordinates, one has
\[
\bar{v}_a := 2i \left( \partial_\alpha^y + \frac{1}{1-h} x_\alpha \frac{\partial^y}{\partial x_\alpha} \right), \quad \bar{\bar{v}}_a := 2i \left( \partial_\alpha^y + \frac{1}{1-h} \bar{v}_\alpha \frac{\partial^y}{\partial \bar{v}_\alpha} \right).
\]

### 3.3 Mapping between different resolution schemes

Two linearized solution spaces obtained using decompositions\(^{33}\) \((q^{(A)})^*; q^{(B)}, P^{(B)})\) and \((q^{(A)}); q^{(B)}); P^{(B')})\) are related by a gauge transformation with parameter \( H^{(1,A \to A')} \), viz.
\[
V^{(1,A')} = V^{(1,A)} + qH^{(1,A \to A')},
\]
\[
U^{(1,A')} = U^{(1,A)} + D^{(0)}_{ad} H^{(1,A \to A')},
\]
and a map relating the initial data for the spacetime one-form induced by first replacing \( q^{(B)} \) by \( q^{(B')} \) in \( U^{(1,A')} \), viz.
\[
U^{(1,A')} = q^{(B')} D^{(0)}_{ad} q^{(A')} \ast (\Phi^{(1)} \ast J) + W^{(1,A',B)}
\]
\[
\equiv q^{(B')} D^{(0)}_{ad} q^{(A')} \ast (\Phi^{(1)} \ast J) + W^{(1,A',B')},
\]
\(^{32}\)Applying \( q^{(E)} \) to \( j_z \) yields the formal expression
\[
q^{(E)} j_z = \frac{ib}{2} dz \int_0^1 dt \frac{1}{t} z_\alpha \delta^2(z),
\]
which is a divergent integral multiplied by 0 requiring regularization.
\(^{33}\)We assume that the \( q \) cohomology is trivial on one-forms.
and then performing the gauge transformation (3.52), which yields the redefinition

\[ W^{(1,A',B')} = \mathcal{P}(B') q^{(B')}* D^{(0)} \Phi^{(A)}* (\Phi^{(1)}* J) + \mathcal{P}(B') D^{(0)} H^{(1,A\rightarrow A')} + W^{(1,A,B)}. \]  

**Twistor space gauge condition.** If the \( A' \)-gauge is specified by a condition

\[ \mathcal{O}_{A'} V^{(1,A')} = 0, \]  

rather than an explicit choice of \( q^{(A')}* \), then the \( A' \)-gauge can be reached from the \( A \)-gauge by means of a gauge transformation with parameter \( H^{(1,A\rightarrow A')} \) obeying

\[ \mathcal{O}_{A'} \left( V^{(1,A)} + q^{(1,A\rightarrow A')} H^{(1,A\rightarrow A')} \right) = 0, \]  

which fixes \( H^{(1,A\rightarrow A')} \) up to a residual gauge parameter \( h^{(1,A\rightarrow A')} \in \text{ker}(\mathcal{O}_{A'}q) \).

**Preferred projection.** We observe that a change of cohomology projector \( \mathcal{P}^{(B)} \) induces a field redefinition of \( W^{(1,A,B)} \) that, if completely unconstrained, can be used to trivialise it. Indeed, given a preferred integration constant \( W^{(1)} \), one can always choose \( (q^{(B')}*, \mathcal{P}^{(B')}) \) such that

\[ W^{(1,A,B')} = W^{(1)}; \]  

by rewriting eq. (3.36) as

\[ U^{(1,A)} = q^{(B')}* D^{(0)} q^{(A')}* (\Phi^{(1)}* J) + W^{(1,A,B)} - W^{(1)} + W^{(1)}; \]  

and defining

\[ q^{(B')}* g := q^{(B')}* g + W^{(1,A,B)} - W^{(1)}. \]  

Hence it is necessary to choose a preferred projector that defines the gauge field, the dynamics of which are then provided by the procedure of section 3.4.

### 3.4 Relaxed twistor space gauge condition and COMST

In what follows, we shall give a family of relaxed gauge conditions \( \mathcal{O}_G \) and a projection \( \mathcal{P}^{(G)} \) such that

(a) \( \mathcal{O}_G \) has an infinite-dimensional kernel that we shall employ in section 5 in imposing ALAdS boundary conditions;

(b) \( W^{(1,G,G)} \) is a generating functional for unfolded Fronsdal fields (embedded as in eq. (2.42)) in accordance with the COMST;

(c) the relaxed gauge can be reached from any twistor space gauge \( A \) in which \( U^{(1,A)} \) and \( V^{(1,A)} \) are real-analytic in \( Z \) at \( Z = 0 \).\(^{34}\)

\(^{34}\)In principle, such a gauge \( A \) can always be obtained from a preliminary gauge transformation, as the connection \( U^{(1,A)} \) and \( V^{(1,A)} \) is sourced by \( \Phi^{(1)}* J \), itself regular in \( Z \). However, we do not discuss how to systematically perform this transformation.
The condition (b) amounts to using the following projector when solving the equation for \( U^{(1)} \):

\[
\mathcal{P}^{(G)} f := f|_{Z=0},
\]

where \( Z \) is set to zero in normal order prior to performing all auxiliary integrals. The existence of this projection itself requires \( U^{(1,G)} \) to be analytic in \( Z \) at \( Z = 0 \). The condition (b) moreover amounts to requiring \( W^{(1,G,G)} \equiv \mathcal{P}^{(G)} U^{(1,G)} \) to be real analytic in \( \mathcal{Y} \) at \( Y = 0 \). The gauge condition is taken to be the following relaxed version of the standard one:

\[
O_G V^{(1,G)} := i_E V^{(1,G)} - \vec{E} H_2^{(1,G)} = 0,
\]

where \( H_2^{(1,G)} \) is an arbitrary symbol such that

\[
\mathcal{P}^{(G)} D_{ad}^{(0)} H_2^{(1,G)} = 0,
\]

i.e. any linearized gauge parameter that has no influence on the gauge curvature, in which case this condition implies that \( H_2^{(1,G)} \) is an \( O(Z^2) \) function. It follows that \( H_2^{(1,G)} \) produces a deviation of the solution satisfying the conditions (a)–(c) from the standard one built using \( q^{(E)} \) (3.40), viz.

\[
V^{(1,G)} = -q^{(E)} \Phi^{(1)} + J + q_{\text{ad}} H_2^{(1,G)},
\]

\[
U^{(1,G)} = q^{(E)} \Phi^{(1)} + J + D_{ad}^{(0)} H_2^{(1,G)} + W^{(1,G,G)}.
\]

**Reaching the relaxed gauge.** Starting in a gauge \( A \) satisfying condition (c), it follows that (3.61) is equivalent to

\[
H^{(1,A\rightarrow G)} = -\frac{1}{E} i_E V^{(1,A)} + h^{(1,A\rightarrow G)} + H_2^{(1,A\rightarrow G)}
\]

\[
= -\int_0^1 dt Z^2 V^{(1,A)}(x,tZ,Y) + h^{(1,A\rightarrow G)} + H_2^{(1,A\rightarrow G)},
\]

where \( H_2^{(1,A\rightarrow G)} \) is a function satisfying eq. (3.62) and where \( h^{(1,A\rightarrow G)} \) is homogeneous in degree zero in \( Z \), i.e. \( h^{(1,A\rightarrow G)}(x,Z,Y) \) depends on \( Z \) only through ratios \( Z^2/Z^2 \). Because of the analyticity requirements, \( h^{(1,A\rightarrow G)} \) cannot contain such ratios, that is

\[
q h^{(1,A\rightarrow G)} = 0.
\]

**Generating function for unfolded Fronsdal fields.** The generating function for the spacetime gauge fields is given by

\[
W^{(1,G,G)} = \mathcal{P}^{(G)} U^{(1,A)} + \mathcal{P}^{(G)} D_{ad}^{(0)} H^{(1,A\rightarrow G)}
\]

\[
= \mathcal{P}^{(G)} U^{(1,A)} + i \Omega_{\alpha}^{\beta} \phi^\beta_\alpha \mathcal{P}^{(G)} \phi^\alpha_\beta \int_0^1 dt Z^2 V^{(1,A)}(x,tZ,Y) + D_{ad}^{(0)} h^{(1,A\rightarrow G)}
\]

\[
= \mathcal{P}^{(G)} U^{(1,A)} + i \Omega_{\alpha}^{\beta} \phi^\beta_\alpha \mathcal{P}^{(G)} V^{(1,A)} + D_{ad}^{(0)} h^{(1,A\rightarrow G)},
\]

[35] The standard procedure, that was recalled in section 3.2, makes use of the stronger condition \( H_2^{(1,G)} = 0 \).

[36] Strictly speaking, it would be enough that it have no influence on the gauge curvature, in which case the procedure of section 3.5 would be modified by the introduction of the term \( \mathcal{P}^{(G)} D_{ad}^{(0)} H_2^{(1,A\rightarrow G)} \) in the definition of \( O^{(A,a)} \) in eq. (3.72).
whose real-analyticity in \( Y_4 \) at \( Y = 0 \) fixes \( h^{(1)} \) modulo its real-analytic part, as we shall analyze in more detail in section 3.5. Formally, it follows that

\[
D^{(0)}_{ad} W^{(1,G,G)} = D^{(0)}_{ad} \mathcal{P}(G) U^{(1,A)} + i \left( \Omega^{a \beta} \partial^Y_{a} D^{(0)}_{ad} \right) \mathcal{P}(G) V^{(1,A)}_a
\]

\[
= D^{(0)}_{ad} \mathcal{P}(G) U^{(1,A)} - i \Omega^{a \beta} \partial^Y_{a} D^{(0)}_{ad} \mathcal{P}(G) V^{(1,A)}_a
\]

\[
= i \Omega^{a \beta} \partial^Y_{a} \mathcal{P}(G) \left( \partial^2_{Y} U^{(1,A)} - D^{(0)}_{ad} V^{(1,A)}_a \right) + \Omega^{a \beta} \partial^Y_{a} \Omega^{a \beta} \partial^Y_{a} \mathcal{P}(G) \partial^2_{Y} V^{(1,A)}_a
\]

\[\tag{3.68}\]

in agreement with the COMST (see appendix D of [22]) albeit under the assumption that

(i) derivatives with respect to twistor variables commute, used to prove (3.68).

This is not guaranteed for singular functions of the twistor variable, as for example the factorised twistor space connection (3.47). The regular prescription ensures that property. However, according to this prescription, the whole chain of derivatives should be taken prior to performing the homotopy integrals, whereas the latter operation is in principle necessary in order to use the field equations after (3.68). Hence, we separately require the following assumption:

(ii) equations of motion hold inside a chain of twistor space derivatives.

In section 4, we shall verify that the latter assumption holds within the regular scheme in the case of massless particle and black hole solutions that have been studied in [14–16, 19, 20].

Because of eq. (3.69), \( W^{(1,G,G)} \) is in the same cohomology class as the generating function for unfolded fields. Since the linearised Weyl zero-form \( \Phi^{(1)} \) is real analytic in \( Y \) at \( Y = 0 \), it follows that the singular part of \( W^{(1,G,G)} \), if it exists, is pure gauge. Notice that, in the case where the starting point is a gauge \( (\bar{L}) \) such that \( U^{(1,\bar{L})} = 0 \) and \( V^{(1,\bar{L})} \) is real analytic in both \( Y \) and \( Z \) at \( Y = Z = 0 \), then

\[
W^{(1,G,G)} = i \Omega^{a \beta} \partial^Y_{a} \mathcal{P}(G) V^{(1,\bar{L})}_a, \tag{3.70}\]

provides a compact generating function of Fronsdal fields.

### 3.5 Real analyticity and refined gauge fixing

According to the COMST and to eq. (3.69), if one can extract \( \phi^{(1)}_{\mu(s)} \) from \( W^{(1,G,G)} \) as in eq. (2.42), then they are actually Fronsdal fields on the mass shell. This requires that \( W^{(1,G,G)} \) be smooth at \( Y = 0 \). We claim that \( h^{(1,A\rightarrow G)} \) can be used to reach a gauge where this condition is satisfied. The solution will be given as in eq. (3.71), by the sum of a completely gauge fixed part and of a residual gauge parameter that preserves both the analyticity in \( Y \) and the gauge condition (3.61).
Residual gauge parameters. Because of eq. (3.37) (resp. (3.69)), $W^{(1,A,B)}$ (resp. $W^{(1,G,G)}$) is defined up to a pure gauge piece, viz.

$$W^{(1,A,B)} = W^{(1,(A,a),B)} + D^{(0)}_{ad} h^{(1,(A,a))}, \quad W^{(1,G,G)} = W^{(1,(G,g),G)} + D^{(0)}_{ad} h^{(1,(G,g))},$$

(3.71)

where $(A,a)$ (resp. $(G,g)$) is a field-independent operator defined by the latter equality. For example, if one refines the initial $A$-gauge given by the factorised homotopy contraction (3.43) by imposing the additional condition

$$W^{(1,(E+i\partial \gamma,0),E+i\partial \gamma)} = 0,$$

(3.73)

then the resulting operator $\mathcal{O}^{(1,(E+i\partial \gamma,0))}_{\alpha \beta}$ is given by

$$\mathcal{O}^{(1,(E+i\partial \gamma,0))}_{\alpha \beta} F(x,y,\bar{y}) := \frac{b}{2} \int d^2 w \int_{-1}^1 \frac{ds}{(1+s)^2} \exp \left( i \frac{1-s}{1+s} w D w + i w \gamma \right) \left( -iw_{\alpha \beta} \frac{1}{2} w_{\alpha \beta} \frac{1}{2} \partial_{\alpha} \frac{1}{2} \partial_{\beta} \gamma \right) F(x,w,\bar{y}) + \text{h. c.}.$$ (3.74)

Since only real analytic residual transformations ($h^{(1)}$ valued in the higher-spin algebra $\mathfrak{hs}(2,3)$) are allowed in the end, what we need is to find a particular relaxed Vasiliev gauge $(G,g)$ such that $W^{(1,(G,g),G)}$ is smooth in $Y$. According to the choice of the $(A,a)$-gauge, from where one starts the procedure of section 3.4, $h^{(1,(A,a)\rightarrow (G,g))} = 0$ may already be solution to that problem. In the remaining part of the section, we discuss two different techniques to obtain a particular solution when it is not the case.

Cartan integration. One way to find $h^{(1)} := h^{(1,(A,a)\rightarrow (G,g))}$ yielding a regular $W^{(1,(G,g),G)}$ is to embed (3.72) into the following system:

$$d\Omega^{\alpha \beta} + \Omega_{\alpha} \Omega^{\alpha \beta} = 0,$$ (3.75)

$$\left( d + \omega^{\alpha \beta \gamma a \partial_{\beta} g} \right) Y^{(1)}(y,\bar{y}) = 0,$$ (3.76)

$$\left( d + \Omega^{\alpha \beta \gamma a \partial_{\beta} g} \right) h^{(1)}(y,\bar{y}) = 0,$$ (3.78)

If $\Phi_{(1)}(y,\bar{y})$, $W^{(1,(G,g),G)}(y,\bar{y})$ and $h^{(1)}(y,\bar{y})$ are seen as two infinite families of fields labelled by continous indices $Y_{\alpha}$, and if the Weyl zero-form $\Phi^{(1)}(y,\bar{y})$ is assumed to fall off at the
boundary of $Y$ space, then this system is formally integrable and one can use Cartan’s integration formula to solve it. The only field allowed to live outside the space of regular functions is $h^{(1)}$, and the only operator that can make a field leave this class is $O_{\partial_2^2}^{(A,a)}$. Hence the subsystem (3.75), (3.76), (3.77) will provide us with a regular solution for $W^{(1,(G,g),G)}$, while equation (3.78) will give a (a priori not regular) solution for the gauge function $h^{(1,(A,a)-\rightarrow (G,g))}$. We leave the resolution of the above system for future work.

**Homotopy integration.** If $\Phi^{(1)}(x,Y)$ is analytic in $Y$, a solution for $W^{(1,(G,g),G)}$ is given by the action on the right hand side of (3.69) of a resolution $(D^{(0)}_{ad})^{(g)*}$ for $D^{(0)}_{ad}$ that squares to zero and preserves the analyticity in $Y$, i.e.

$$W^{(1,(G,g),G)} = -\frac{ib}{4} \left( D^{(0)}_{ad} \right)^{(g)*} \left( e^{\alpha\bar{\alpha}} e^a_\alpha \partial_\alpha \partial_{\bar{\alpha}} \Phi^{(1)}(x;0,y) + \bar{b} e^{\alpha\bar{\alpha}} e^a_\alpha \partial_\alpha \partial_{\bar{\alpha}} \Phi^{(1)}(x;y,0) \right).$$  \hspace{1cm} (3.79)

$h^{(1,(A,\rightarrow G)}$ can then be retrieved as a solution to (3.72):

$$h^{(1,(A,\rightarrow G)} = - \left( D^{(0)}_{ad} \right)^{(g)*} \left( \Omega_{\partial_2^2}^{(A,a)} \Phi^{(1)} \right).$$  \hspace{1cm} (3.80)

Given a resolution operator $d^{(g)*}$ for $d$ satisfying the aforementioned requirements, a resolution operator $(D^{(0)}_{ad})^{(g)*}$ for $D^{(0)}_{ad}$ is provided by equation (3.11):

$$\left( D^{(0)}_{ad} \right)^{(g)*} f := L^{-1} * d^{(g)*} \left( L * f * L^{-1} \right) * L,$$  \hspace{1cm} (3.81)

which preserves the analyticity in $Y$ for $Z$-independent symbols, as it is equivalent to preserving the one in $Y_L$, that was defined in (A.24). For example, the choice of homotopy

$$d^{(FS)*} g(x,Z;dx,dZ;Y) := x^\mu \frac{\partial}{\partial dx^\mu} \int_0^1 \frac{dt}{t} g(tx,Z;tdx,dZ;Y),$$  \hspace{1cm} (3.82)

yields

$$\left( D^{(0)}_{ad} \right)^{(FS)*} g(x,Z;dx,dZ;Y_L) := x^\mu \frac{\partial}{\partial dx^\mu} \int_0^1 \frac{dt}{t} g(tx,Z;tdx,dZ;Y_L).$$  \hspace{1cm} (3.83)

The particular spacetime connection

$$W^{(1,(G,FS),G)} = -\frac{i}{4} \left( D^{(0)}_{ad} \right)^{(FS)*} \left( b e^{\alpha\bar{\alpha}} e^a_\alpha \partial_\alpha \partial_{\bar{\alpha}} \Phi^{(1)}(x;0,y) + \bar{b} e^{\alpha\bar{\alpha}} e^a_\alpha \partial_\alpha \partial_{\bar{\alpha}} \Phi^{(1)}(x;y,0) \right)$$  \hspace{1cm} (3.84)

is hence regular in $Y$. This gauge is the Fock-Schwinger gauge, characterised by

$$x^\mu \frac{\partial}{\partial dx^\mu} W^{(1,FS)} = 0,$$  \hspace{1cm} (3.85)

as can be seen from

$$x^\mu \frac{\partial}{\partial dx^\mu} \left( D^{(0)}_{ad} \right)^{(FS)*} = 0.$$  \hspace{1cm} (3.86)

The $Z$-independent part of the gauge parameter used to reach this gauge from $(A,a)$-gauge is

$$h^{(1,(A,a)-\rightarrow (G,FS))}(x;Y) = \int_0^1 dt x^\mu \Omega_{\partial_2^2}(tx) \left[ O_{\partial_2^2}^{(A,a)} \Phi^{(1)}(tx;L(x)\partial_2 L^{-1}(tx) \frac{\partial_2 Y}{2}) \right].$$  \hspace{1cm} (3.87)
4 Fronsdal fields carrying particle and black hole states

We shall now apply the procedure described in section 3 to massless particle [20] and black hole [14, 15] modes. In sections 4.1 and 4.2, we review the construction of their Weyl tensors starting from initial data valued in an associative operator algebra $A(1)(Y_4)$. In sections 4.3 to 4.6, we shall map those Weyl zero-forms to linearised master fields in the relaxed Vasiliev gauge, in particular extracting gauge field generating functions that properly encode Fronsdal fields in accordance with the COMST. The starting point will be either initial data for both particles and black holes in factorised gauge (3.47), (3.48), or alternatively black hole states in Didenko-Vasiliev gauge [14].

4.1 Algebra of zero-form integration constants

In what follows, we describe the construction of linearized particle and black hole initial data as elements of the associative algebra $A(1)(Y_4)$ of (generally complex) endomorphisms of the extended supersingleton Fock space. More precisely, we consider an initial datum $\Phi$ in $A(1)(Y_4)$ given by an expansion of the form (B.3) where the coefficients $f_{\ell,\bar{\ell}}$ are endomorphisms of the (anti-)supersingleton Fock space obeying additional reality conditions.

The algebra $A(1)(Y_4)$ itself is left invariant under the transformation (4.41) that exchanges particle and black hole states [20] (which is reminiscent of a Tannaka-Krein duality transformation). We then provide regular presentations for such elements, that will be useful in constructing the aforementioned map to properly unfolded Fronsdal fields.

Scalar and spinor singleton endomorphisms. The massless particle and black hole states of the bosonic model are unified into the even subalgebra

$$A(1)(Y_4) := \frac{1}{2}(1 + \pi \bar{\pi}) \text{End}(F)$$

of the algebra of endomorphisms of the extended Fock space

$$F = \bigoplus_{\sigma = \pm} F^{(\sigma)},$$

where $F^{(+)}$ and $F^{(-)}$, respectively, are the Fock and anti-Fock spaces of two sets of harmonic oscillators given by linear combinations

$$y_i^{\pm} := y_i^{\pm} \varnothing \varnothing, \quad \left[ y_i^{\ell'}, y_j^{\ell''} \right] = \delta_{ij} \epsilon^{\ell' \ell''}, \quad y_i^{-} = (y_i^{+})^\dagger, \quad i = 1, 2,$$

where $\epsilon^{+-} = -\epsilon^{-+} = 1$. The $y_i^{\pm}$ can be extracted from the $Y$ oscillators [15] by means of the spin-frame $(u_\alpha^\pm, \bar{u}_\dot{\alpha}^\pm)$ as

$$y_1^{+} = \frac{1}{2} (y^{+} + iy^{-}), \quad y_2^{+} = \frac{1}{2} (-y^{-} + iy^{+}),$$
$$y_1^{-} = \frac{1}{2} (\bar{y}^{+} - iy^{-}), \quad y_2^{-} = \frac{1}{2} (-\bar{y}^{-} - iy^{+}).$$

Thus, the Weyl-ordered number operators

$$w_i := \frac{1}{2} (y_i^{+} * y_i^{-} + y_i^{-} * y_i^{+}), \quad [w_i, y_j^{\ell}] = \epsilon \delta_{ij},$$
span a compact Cartan subalgebra of $\mathfrak{so}(2,3)$ (see (4.31)), while $w_i$ is the compact Cartan generator of the $\mathfrak{osp}(1|2)$ algebra generated by $(y^+_i, y^-_i)$: accordingly,

$$
\mathcal{F}^{(\pm)} \downarrow_{\mathfrak{osp}(1|2)} \cong S^{(\pm)}(\pm 1/4)_1 \otimes S^{(\pm)}(\pm 1/4)_2,
$$

where $S^{(\pm)}(1/4)$ and $S^{(\pm)}(-1/4)$, respectively, are lowest and highest weight superquartions (see [64] and references therein). These decompose under $\mathfrak{sp}(2)$ as

$$
S^{(\pm)}(\pm 1/4) \downarrow_{\mathfrak{sp}(2)} = \mathcal{D}^{(\pm)}(\pm 1/4) \oplus \mathcal{D}^{(\pm)}(\pm 3/4),
$$

where $\mathcal{D}^{(\pm)}(\pm 1/4)$ and $\mathcal{D}^{(\pm)}(\pm 3/4)$ are the lowest and highest weight quartons of $\mathfrak{sp}(2)$.

Thus, $A_0^{(1)}(Y_4) = M = A_0^{(1)}(Y_4)$;

$$
(4.9)
$$

where

$$
F^{(\pm)} = D^{(+)1}(1; (0)) \oplus D^{(+)1}(1; (1)),
$$

and $F^{(\pm)}$ respectively, are the extended scalar and spinor singletons.

Mixing of particle and black hole states under extended HS transformations. Letting

$$
K := \kappa_y \ast \tilde{\kappa}_y,
$$

which obeys $K \ast K = 1$ and $K^\dagger = K$, one can show that\textsuperscript{37}

$$
\Pi_\epsilon \ast A_\epsilon^{(1)}(Y_4) = \delta_{\epsilon,\epsilon'} A_{\epsilon'}^{(1)}(Y_4), \quad \Pi_\pm = \frac{1}{2}(1 \pm K).
$$

Thus, $A_\pm^{(1)}(Y_4)$ are two decoupled algebras each consisting of massless particle and black hole states. Each one of these two subalgebras decompose further under the (unextended) Weyl algebra into four subsectors

$$
A^{(1;\sigma,\sigma')}_\pm(Y_4) = F^{(\sigma)}_\pm \otimes (F^{(\sigma')}_\pm)^*,
$$

which are mixed under general extended higher spin transformations, as $\kappa_y \ast F^{(\pm)} \cong F^{(\mp)}$.

To exhibit these transformations, we define

$$
h_+ := \frac{1}{2}(\kappa_y + \tilde{\kappa}_y) = \kappa_y \ast \Pi_+,
\quad
h_- := \frac{i}{2}(\kappa_y - \tilde{\kappa}_y) = i\kappa_y \ast \Pi_-,
$$

it follows from

$$
(h_\pm)^\dagger = h_\pm,
\quad
h_\pm \ast F_\pm = 0,
\quad
h_\pm \ast h_\pm = \pm \Pi_\pm,
$$

that

$$
g_+ := e^{ih_+ \theta_+} = (\cos \theta_+ + i\kappa_y \sin \theta_+) \ast \Pi_+ + \Pi_-,
$$

$$
g_- := e^{ih_- \theta_-} = (\cosh \theta_- - \kappa_y \sinh \theta_-) \ast \Pi_- + \Pi_+,
$$

\textsuperscript{37}As can be recovered from a limit of eq. (2.81), one has $K = \exp,(2i\pi E)$ [23].
that is, the extended higher spin group contains a subgroup

\[ G_+ \times G_- \cong \text{SO}(2) \times \text{SO}(1,1), \quad (4.18) \]

that is represented in the extended Fock space as

\[ \rho_{\mathcal{F}_+ \oplus \mathcal{F}_-}(g_+, g_-) = g_+ \Pi_+ + g_- \Pi_. \quad (4.19) \]

Thus, the extended scalar and spinor singletons decompose under \( G_+ \times G_- \) into doublets, and hence \( \mathcal{A}^{(1)}_\pm (Y_4) \) decompose under the adjoint action of \( G_+ \times G_- \) into singlets and triplets arising in the anti-symmetric and symmetric direct products, respectively.

In other words, the notion of particle, anti-particle and higher spin black hole states at the linearized level, as defined above, is not left invariant under (rigid) extended higher spin symmetry transformations. On the other hand, these transformations factor out from the adapted traces used to form higher spin invariants provided that one follows the regular scheme (and that this scheme gives a finite result at the leading order). Under these conditions, these invariants can be interpreted physically (for example, as higher spin amplitudes) in a given duality frame of particle, anti-particle and black holes states provided that this frame can be fixed globally on the base manifold, which we shall assume in what follows.

**Massless particle modes in compact weight basis.** The particle modes are obtained from initial data expanded over non-polynomial function \( T_{e;(s)} \) of the \( \text{so}(2,3) \) generators that are enveloping-algebra realizations of AdS\(_4\) massless particle states \( |e,(s)\rangle \): as such, they have definite eigenvalues under the twisted-adjoint action of the compact Cartan generators \( E := P_0 \) and \( J := M_{12} \) and of the quadratic Casimir \( \frac{1}{2}M^{rs} \ast M_{rs} \) of \( \text{so}(3) \),

\[ [E, T_{e;(s)}]_\pi = \{ E, T_{e;(s)} \}_* = eT_{e;(s)}, \quad (4.20) \]

\[ \frac{1}{2} [M^{rs}, [M_{rs}, T_{e;(s)}]]_\pi = \frac{1}{2} [M^{rs}, [M_{rs}, T_{e;(s)}]]_* = s(s+1)T_{e;(s)}, \quad (4.21) \]

where each \( T_{e;(s)} \) is a \((2s+1)-plet\) with elements distinguished by the eigenvalue \( j_s \) of \( J \), \( j_s = -s, -s+1, \ldots, s-1, s \), and they span lowest-weight modules (highest-weight modules for the anti-particle states) built via the action of energy-raising (lowering) operators \( L^+_r \) (\( L^-_r \)) on a lowest-weight (highest-weight) state \( T_{e_0;(s_0)} \) (\( T_{-e_0;(s_0)} \)),

\[ [L^-_r, T_{e_0;(s_0)}]|_\pi = L^-_r \ast T_{e_0;(s_0)} - T_{e_0;(s_0)} \ast L^+_r = 0, \quad \text{for} \quad e_0 = s_0 + 1. \quad (4.22) \]

All massless particle and anti-particle states have

\[ |e| > s, \quad (4.23) \]

and can in fact be built via \( \mathfrak{hs}(2,3) \) action on the \( \mathfrak{D}(1,0) \) massless scalar particle lowest weight state \( [59] \quad T_{1;(0)} \leftrightarrow |1,(0)\rangle \) and on the \( \mathfrak{D}(-1,0) \) massless scalar anti-particle highest weight state \( T_{-1;(0)} \leftrightarrow |-1,(0)\rangle \), projectors that admit the realization \( (\epsilon := \pm 1) \)

\[ T_{e;(0)} \equiv \mathcal{P}_\epsilon = 4 \exp(-4\epsilon E) = 4 \exp(\epsilon \sigma_0 \gamma) \quad (4.24) \]
The $Y$-space elements built that way actually diagonalize the separate left and right action of the compact Cartan generators: in fact, from the point of view of the left and right action of $so(2,3)$, the $T_{c(s)}$ correspond to enveloping algebra realizations of (anti-)singleton states [59]. This is a reflection, at an operatorial level, of the compositeness of massless particle states. Thus, each element $T_{c(s)}$ corresponds to a specific linear combination of operators on the (anti-)singleton Hilbert space, i.e., is an enveloping-algebra realization of the specific tensor product of singleton states corresponding to any specific massless particle state according to the Flato-Fronsdal theorem [65]. For example,

$$E*T_{1;0} = \frac{1}{2} T_{1;0} = T_{1;0} * E,$$

$$L_r^- * T_{1;0} = 0 = T_{1;0} * L_r^+,$$

(4.25)

thus

$$T_{1;0} = \frac{1}{2}; (0) \langle \frac{1}{2}; (0) | \leftrightarrow \frac{1}{2}; (0) \langle 1; (0) | 1; (0) \rangle_2 = |1; (0) \rangle,$$

(4.26)

where $|\frac{1}{2}; (0) \rangle$ is the singleton lowest-weight state. The massless particle lowest-weight states of spin $s$ can be analogously encoded in the element

$$T_{s+1; (s)} = \mathcal{N}_s \sum_{k=0}^{s} f_{s;k} (-1)^{s-k} L_{r_1}^+ * \ldots * L_{r_k}^+ * T_{1;0} * L_{r_{k+1}}^- \ldots L_{r_s}^-,$$

(4.27)

where the normalization constant is given in [59],

$$f_{s;k} = \binom{s}{k} \frac{(\frac{1}{2} - s)_k}{(\frac{1}{2})_k},$$

(4.28)

with $(a)_n$ denoting the Pochhammer symbol, and the curly brackets around the indices denote symmetric and traceless projection. The relative coefficients between the terms forming the linear combination (4.27) are fixed by the lowest-weight condition (4.22). For instance, the spin-1 lowest-weight element is

$$T_{2; (1)} \propto L_r^+ * e^{-4E} + e^{-4E} * L_r^- \propto M_{0r} e^{-4E}.$$

(4.29)

**Massless particle modes in Fock-space basis.** The particle states can thus be reflected into operators on the (anti-)singleton Hilbert space [59]. All such operators can be obtained from the ground state projectors (4.24) and realized in terms of linear combinations of operators $P_{m|n} = |m_1, m_2 \rangle \langle n_1, n_2|$ on a two-dimensional (anti-)Fock-space, with all $m_i$ and $n_j$ being strictly positive (negative) half-integers. In the following, the set of such $(m, n)$ will be referred to as $\mathcal{N}$. $P_{m|n}$ is an eigenfunction under the left and right star-product actions, respectively, of the number operators $w_i$ with eigenvalues $m_i$ and $n_i$, viz.

$$(w_i - m_i) * P_{m|n} = 0 = P_{m|n} * (w_i - n_i).$$

(4.30)

These number operators are related to the energy $E$ and spin $J$ as [15]

$$w_1 := E - J, \quad w_2 := E + J.$$

(4.31)
The $e$ and $j_s$ eigenvalue under twisted-adjoint action can thus be obtained from the left and right eigenvalues of $P_{m|n}$ as
\begin{equation}
e = \frac{m_1 + m_2 + n_1 + n_2}{2}, \quad j_s = \frac{m_2 - m_1 + n_1 - n_2}{2}.
\end{equation}

The operators $P_{m|n}$ satisfy
\begin{equation}
P_{m|n} = \pi \bar{\pi}(P_{m|n}),
\end{equation}
and
\begin{equation}
P_{m|m'} \star P_{n|n'} = \delta_{m',n} P_{m|n'}.
\end{equation}
The lowest-weight and highest-weight projectors (4.24) correspond to $P_e \equiv P_{\frac{3}{2}|\frac{3}{2}} \star \epsilon^* \epsilon$, and all (anti-)particle modes can be written as appropriate linear combinations of
\begin{equation}
P_{m|n} = P_{m_1|n_1}(y_1^+, y_1^-) * P_{m_2|n_2}(y_2^+, y_2^-) = P_{m_1|n_1}(y_1^+, y_1^-)P_{m_2|n_2}(y_2^+, y_2^-)
\end{equation}
\begin{equation}
\propto (y_1^+)^{m_1-n_1} - \frac{1}{2} \star (y_2^+)^{n_2-m_2} - \frac{1}{2} \star P_e \star (y_1^-)^{m_1-n_1} - \frac{1}{2} \star (y_2^-)^{n_2-m_2} - \frac{1}{2} ,
\end{equation}
where $y_i^\pm$ are the creation and annihilation operators (4.4), (4.5), $w_i = y_i^+ y_i^-$, and
\begin{equation}y_i^- \star P_e = 0 = P_e \star y_i^+.
\end{equation}
In Weyl-ordered form, each factor $P_{m_i|n_i}$ in (4.35) can be rewritten as\(^{38}\) [23]
\begin{equation}
P_{m_i|n_i} \propto (y_i^+)^{m_i-n_i} L_{n_i-1/2}^{(m_i-n_i)}(4w_i) e^{-2w_i},
\end{equation}
when $m_i \geq n_i$ and
\begin{equation}
P_{m_i|n_i} \propto (y_i^-)^{n_i-m_i} L_{m_i-1/2}^{(n_i-m_i)}(4w_i) e^{-2w_i},
\end{equation}
for $n_i \geq m_i$, where $L_k^{(a)}(x)$ are generalized Laguerre polynomials.

The generalized Fock-space operators $P_{m|n}$ correspond to the elements of the $so(3)$ multiplets $T_{e(s)}$ with definite $e$ and $j_s$ eigenvalues. For instance, the two terms in (4.29), degenerate in the eigenvalues $e = 2$ and $s = 1$, split with respect to $J$ into the elements
\begin{equation}L_r^+ \star e^{-4E} = (P_1 5 1 \frac{1}{2} \frac{1}{2} \frac{3}{2} \frac{3}{2} \frac{5}{2} \frac{5}{2}) \begin{cases} j_s = 1 & j_s = 0 & j_s = -1 \end{cases},
\end{equation}
\begin{equation}e^{-4E} \star L_r^- = (P_1 1 \frac{3}{2} \frac{3}{2} \frac{3}{2} \frac{3}{2} \frac{3}{2} \frac{3}{2}) \begin{cases} j_s = 1 & j_s = 0 & j_s = -1 \end{cases}.
\end{equation}

**Black hole states.** As was previously mentioned, $\mathcal{A}^{(1)}(\mathcal{Y}_4)$ also includes what we call black hole states, that is to say operators that mix the singleton and the anti-singleton sectors. Each black hole mode is associated to a particle mode through the chiral $Y$-space Fourier transform
\begin{equation}\Psi_{bh} := \Psi_{pt} \star \kappa_y.
\end{equation}

\(^{38}\)Note that the expressions (4.37), (4.38) include the cases when $m_i, n_i < 0$, since via Kummer’s transformation $e^{-2w} L_{n-1/2}(4w) = \frac{\Gamma(n+1/2)}{\sin(n+1/2)\pi} e^{2w} L_{m-1/2}(-4w).$
In other words, we consider an expansion of the Weyl zero-form of type
\[
\Phi^{(1)} = \sum_{(m,n) \in \mathcal{N}} \left( \mu_{m|n} P_{m|n} + \nu_{m|n} P_{m|n} \ast \kappa_{y} \right),
\]
generalizing to arbitrary spin the expansion studied in [20]. It turns out that the constraints imposed by the reality condition (2.29) on the deformation parameters \(\mu_{m|n}\) and \(\nu_{m|n}\) are different [20], the condition (2.29) being incompatible with the duality (4.41). As \(\kappa_{y} \ast w_{1} = -w_{2} \ast \kappa_{y}\), from the point of view of the eigenvalues of the twisted-adjoint action of the Cartan generators \(E\) and \(J\) the twisted Fock-space operator \(P_{m|n} \ast \kappa_{y}\) behaves as
\[
P_{m_{1},m_{2}|n_{1},n_{2}} \ast \kappa_{y} \propto P_{m_{1},m_{2}|-n_{2},-n_{1}},
\]
which implies that black-hole states fill the wedge in weight space in between particle and anti-particle modules, i.e. satisfy
\[
|\epsilon| \leq s.
\]
In particular, the operator that maps the singleton and anti-singleton ground states into one another can be computed from (4.24) as
\[
\mathcal{P}_{\epsilon} \ast \kappa_{y} = 8\pi \delta^{2}(y - i\epsilon\sigma_{0}\bar{y}).
\]
The delta function appearing in that expression means in particular that it does not make any sense to look at the Lorentz tensor components of the Weyl zero-form at the unfolding point \(x^{a} = 0\). However, as we shall see after turning on the spacetime dependence (see also [15, 20]), \(\Phi^{(1)}(x;Y)\) is a regular function of \(Y\) at generic locations (i.e., away from \(x^{a} = 0\)), and the conventional interpretation in terms of Lorentz tensor fields is therefore restored.

**Regular presentation.** The enveloping-algebra realisation of the (anti-)particle lowest-weight (highest-weight) state (4.24) ensures their idempotency, but results in a divergent product between \(\mathcal{P}_{1}\) and \(\mathcal{P}_{-1}\). As shown in [15, 20], the latter can be regularised to 0 by representing \(\mathcal{P}_{\epsilon}\) with an integral presentation
\[
\mathcal{P}_{\epsilon} = 2\epsilon \oint_{C(\epsilon)} \frac{d\eta}{2\pi i} \frac{\eta + \epsilon}{\eta - \epsilon} e^{\eta y\sigma_{0}\bar{y}},
\]
where \(C(\epsilon)\) is a complex contour that encircles \(\epsilon\) in the complex plane, and prescribing that all star-product computations be performed before evaluating the contour integral (see section 2.5). One simple way of encoding all the other massless particle modes, such as (4.27), is by means of a generating function, as
\[
T_{\epsilon}(s) = \Pi_{\epsilon}(s) \left( \frac{\partial}{\partial X_{\alpha}} \right) 2\epsilon \oint_{C(\epsilon)} \frac{d\eta}{2\pi i} \frac{\eta + \epsilon}{\eta - \epsilon} \exp(\eta y\sigma_{0}\bar{y} + \chi y + \bar{\chi}\bar{y}) \Bigg|_{X=0},
\]
where \(X_{\alpha} = (\chi_{\alpha}, \bar{\chi}_{\dot{\alpha}})\) are polarisation spinors, \(\Pi_{\epsilon}(s)\left( \frac{\partial}{\partial X_{\alpha}} \right)\) are differential operators in \((\chi_{\alpha}, \bar{\chi}_{\dot{\alpha}})\) endowed with the appropriate projections onto the irreducible \(\mathfrak{so}(3)\)-irrep cor-
responding to a given massless particle mode as well as normalization factors,\(^{39}\) and \\
\(\epsilon = \text{sign}(\epsilon)\). For instance, \(\Pi_{1;0}(\partial_X) = 1\), while \\
\(T_{2;1}(Y) = \int [\partial^\alpha \partial^\beta - (\partial_X)^\alpha (\partial_X)^\beta] \int_{C(1)} \frac{d\eta \oplus 1}{2\pi i \eta - 1} \exp(\eta \sigma_0 \hat{y} + \chi y + \bar{\chi} \bar{y})]_{X=0} \) .

A similar operation can be performed on the black hole modes. The expansion (4.42) can \\
hence be rewritten \\
\[ \Phi^{(1)}(Y) = \sum_{(m,n)\in \mathcal{N}} \left( \mu_{m|n} \Pi_{m|n} \left( \frac{\partial}{\partial X^2} \right) \mathcal{O}_{\eta,\epsilon} \Phi^{(1)}_{\text{pt}}(Y; \eta; X) \right. \]
\[ + \nu_{m|n} \Pi_{m|n} \left( \frac{\partial}{\partial X^2} \right) \mathcal{O}_{\eta,\epsilon} \Phi^{(1)}_{\text{bh}}(Y; \eta; X) \left|_{X=0} \right. , \tag{4.49} \]
where we have denoted \\
\[ \mathcal{O}_{\eta,\epsilon} := \int_{C(\epsilon)} \frac{d\eta \oplus \epsilon}{2\pi i \eta - \epsilon} , \tag{4.50} \]
\(\Pi_{m|n}\) is the operator that differentiates with respect to \(X^2\) as to reproduce the appropriate polynomial characterizing each \(P_{m|n}\) according to (4.37), (4.38), and we have defined the generating functions \\
\[ \Phi^{(1)}_{\text{pt}}(Y; \eta; X) = \exp(\eta \sigma_0 \hat{y} + \chi y + \bar{\chi} \bar{y}) , \tag{4.51} \]
\[ \Phi^{(1)}_{\text{bh}}(Y; \eta; X) = 2\pi \delta^2(y - i\eta \sigma_0 \hat{y} + i\chi) \exp(\bar{\chi} \bar{y}) , \tag{4.52} \]
encoding the initial data for particle and black hole modes, respectively.

Since we are expanding the spacetime-independent equations (2.45) around the trivial \\
vacuum \(V^{(0)} = 0\), the field \(\Phi^{(1)}\) can be identified with its integration constant \\
\(C^{(1)}\) in (2.48). In particular, one has \\
\[ \Psi^{(1)}_{\text{pt}}(Y; \eta; X) = \Phi^{(1)}_{\text{pt}}(Y; \eta; X) \ast \kappa_y = 2\pi \delta^2(y - i\eta \sigma_0 \hat{y} + i\chi) \exp(\bar{\chi} \bar{y}) , \tag{4.53} \]
\[ \Psi^{(1)}_{\text{bh}}(Y; \eta; X) = \Phi^{(1)}_{\text{bh}}(Y; \eta; X) \ast \kappa_y = \exp(\eta \sigma_0 \hat{y} + \chi y + \bar{\chi} \bar{y}) . \tag{4.54} \]
The spacetime dependence can then be obtained by computing the star products in (4.55) \\
and using (A.29) on the adjoint quantity \(\Psi^{(1)}\).

### 4.2 Weyl zero-form

Using a gauge function \(L\) and applying (A.29) to (4.52), the Weyl zero-form constant \\
\(C^{(1)} = \Psi^{(1)} \ast \kappa_y\) can be mapped to a Weyl zero-form \\
\[ \Phi^{(1)} = L^{-1} \ast C^{(1)} \ast \pi(L) = \Psi^{(1)} \ast \kappa_y , \quad \Psi^{(1)} = L^{-1} \ast \Psi^{(1)} \ast L . \tag{4.55} \]

---

\(^{39}\)Alternatively, one may consider integral presentations also for the polynomials in \(Y\) that dress the exponential for the lowest- (highest-) weight (anti-)particle state, as done in specific examples in [15, 20, 22, 23]. Such fully integral presentation is in general crucial in order to go beyond the first order in perturbation theory and satisfy (4.34). As the analysis of the present paper is purely linear, we shall use the above simpler, mixed presentation (4.47), and we shall not fix the normalization factors as they will not be necessary.
In what follows, we shall use the vacuum gauge function $L$ (A.28) defined on the (inner) stereographic coordinate chart.\footnote{The metric\[^{40}\] gives a global cover of proper AdS spacetime, with $x^2 = 1$ serving as a two-sheeted boundary, while the stereographic gauge function $L$ is defined for $x^2 < 1$.}

**Massless particle states.** The adjoint action of the gauge function $L$ on (4.53) gives

$$
\Psi_{\text{pt}}^{(1)}(x; Y; \eta; X) = 2\pi \delta^2 (A y + B \bar{y} + i \chi) \exp(\bar{\chi} y L),
$$

from which it follows that the spacetime-dependent massless particle mode generating function is

$$
\Phi_{\text{pt}}^{(1)}(x; Y; \eta; X) = \Psi_{\text{pt}}^{(1)}(x; Y; \eta; X) \ast \kappa_y
$$

where we have defined

$$
A_{\alpha}^{\beta} := \frac{1}{h} (\epsilon_{\alpha}^{\beta} - i \eta \sigma_{0\alpha} \bar{x} \epsilon_{\alpha}^{\beta}) =: A_{\alpha}^{\beta}, \quad B_{\alpha}^{\beta} := \frac{1}{h} (x_{\alpha}^{\beta} - i \eta \sigma_{0\alpha}^{\beta}) =: B_{\alpha}^{\beta},
$$

with

$$
det A = \frac{1 - 2i \eta x_0 + \eta^2 x^2}{1 - x^2},
$$

and

$$
M_{\alpha}^{\beta} := A_{\alpha}^{-1 \beta} B_{\beta}^{\alpha} = f_1(x, \eta) x_{\alpha}^{\beta} - i f_2(x, \eta) (\sigma_0)_{\alpha}^{\beta} =: M_{\alpha}^{\beta},
$$

$$
f_1 := \frac{1 - 2i \eta x_0 + \eta^2}{1 - 2i \eta x_0 + \eta^2 x^2}, \quad f_2 := \eta \frac{1 - x^2}{1 - 2i \eta x_0 + \eta^2 x^2}.
$$

For $\chi_{\alpha} = \bar{\chi}_{\bar{\alpha}} = 0$ the generating function (4.57) reduces to the one for massless rotationally-invariant scalar field modes already studied in [20].

**Black hole states.** Analogously, the expansion of the Weyl zero-form and its dual over black hole states are based on the $x$-dependent generating functions

$$
\Phi_{\text{bh}}^{(1)}(x; Y; \eta; X) = -\frac{i}{\sqrt{\eta^2 r}} \exp\left(-\frac{1}{2\eta} y (L)_{-1}^{-1} y + iy (L)_{-1} v L \bar{y} - \frac{1}{\eta} y (L)_{-1} x L \right)
$$

$$
\times \exp\left(\frac{\eta}{2} y (L - v L)_{-1} v L \bar{y} + \frac{1}{2\eta} x (L)_{-1} x L + y (L)_{-1} x L + \bar{y} v L (L)_{-1} x L + \bar{x} L \bar{y} \right),
$$

and

$$
\Psi_{\text{bh}}^{(1)}(x; Y; \eta; X) = \exp\left(\frac{i}{2} y x L y + \eta y v L \bar{y} + \frac{\eta}{2} y v L \bar{y} + x L y + \bar{x} L \bar{y} \right),
$$

where

$$
\chi L := \frac{1}{h} (\chi - x \bar{x}), \quad \bar{\chi} L := \frac{1}{h} (\bar{\chi} - \bar{x} \bar{\chi}),
$$

$$
L^{\alpha} := \frac{1}{h^2} (\sigma_0 \bar{x} - \bar{x} \sigma_0), \quad L := \frac{1}{h^2} (\sigma_0 x - x \sigma_0), \quad v L := \frac{1}{h^2} (\sigma_0 - x \sigma_0 x),
$$

$$
(L)_{-1}^{\alpha \beta} = \frac{L^{\alpha \beta}}{x^2}; \quad \det (L)_{-1}^{\alpha \beta} = \frac{1}{2} x L \bar{x} L \bar{x} L = -r^2.
$$

\[^{40}\]The metric \[^{40}\] provides a global cover of proper AdS spacetime, with $x^2 = 1$ serving as a two-sheeted boundary, while the stereographic gauge function $L$ is defined for $x^2 < 1$.\[^{40}\]
(analogously for the hermitian conjugate, with $\det x^L_{\alpha \beta} = \det \bar{x}^L_{\alpha \beta}$). The Weyl zero-form is indeed divergent at the point $r = 0$, which is one of the motivations for the black-hole interpretation \cite{14, 15}. For $\chi_\alpha = \bar{\chi}_\alpha = 0$ the generating function (4.62) reduces to the one for spherically-symmetric higher-spin black hole states studied in \cite{15, 20}.

### 4.3 Connections in factorized gauge

In what follows, we shall start from the Weyl zero-forms (4.57), (4.62) for particle and black-hole modes, and we give the associated $Z$-space and spacetime one-form connections in factorized gauge using (3.47), (3.48). For the ground states, i.e. when the polarizations are turned off, such linear solutions correspond to the first-order solutions given in \cite{20} with $n = \epsilon$.

#### Particle states.

Applying (3.47), (3.48) to equation (4.56) gives

$$U_{\text{pt}}^{(1,E+i\partial_Y)} = W_{\text{pt}}^{(1,E+i\partial_Y, E+i\partial_Y)},$$

$$V_{\text{pt}}^{(1,E+i\partial_Y)} = \frac{ib}{2} (d\bar{y}D\bar{y}) \exp \left( i\bar{y}z \right) \int_{-1}^{1} \frac{ds}{(1+s)^2} \exp \left( i \frac{1-s}{2(1+s)} \bar{y}D\bar{y} \right) \Phi^{(1)} \bigg|_{y=0} - \text{h.c.},$$

where $\bar{y}$ was defined as

$$\bar{y}_\alpha := y_\alpha + M_\alpha^\beta \bar{y}_\beta + i(A^{-1})_\alpha^\beta \chi_\beta.$$  \hspace{1cm} (4.69)

#### Black hole states.

The corresponding connection in factorised gauge is given by the application of (3.47), (3.48) on (4.62)

$$U_{\text{bh}}^{(1,E+i\partial_Y)} = W_{\text{bh}}^{(1,E+i\partial_Y, E+i\partial_Y)},$$

$$V_{\text{bh}}^{(1,E+i\partial_Y)} = -\frac{b}{2} \Phi^{(1)} \bigg|_{y=0} \left( d\bar{y}\partial_y \right) \int_{-1}^{1} \frac{ds}{(1+s)^2} \sqrt{\det G} \exp \left( \frac{1}{2} \bar{y}G^{-1}\bar{y} + \frac{i}{1+s} \rho \left( 1 + i \frac{1-s}{1+s} G^{-1}D \right) z \right)$$

$$\times \exp \left( -\frac{1}{1+s} \rho G^{-1}\bar{y} - \frac{1}{1+s} \bar{y}D G^{-1}\bar{y} + \frac{i}{2} \frac{1-s}{1+s} \left( D + i \frac{1-s}{1+s} DG^{-1}D \right) z \right) \bigg|_{\rho=0} - \text{h.c.},$$

where the following definitions were introduced

$$\bar{y} := y + (x^L)^{-1}v^L \bar{y} - \frac{1}{\eta} (x^L)^{-1} x^L,$$

$$G := \frac{1}{\eta r^2} x^L - i \frac{1-s}{1+s} D,$$

and where the inverse is meant in the sense of NW-SE contraction (A.3). More details about the relevant computations are given in appendix E.

### 4.4 COMST from factorised solution

In this subsection we show that one can start from the factorised particle and black hole linearised solutions (4.68), (4.71) and apply the procedure of section 3.4 to get the COMST. As mentioned in that section, the regular prescription allows to get all the way to (3.68), and what we will show in the following is that performing the subsequent steps is compatible with said prescription. In other words, we shall now show explicitly that assumption ii) below (3.69) is verified for the massless particle and black hole solutions, starting from the factorised gauge.
Spacetime dependence of internal connection. The vanishing of the first term in eq. (3.68) is compatible in both cases with the regular prescription. This comes from the fact that the solution is factorised as eqs. (C.2), (C.3), that $\Phi^{(1)}$ was built using eq. (4.55) and that neither of those observations need the parametric integral to be performed. Then, one has

$$D^{(0)}_{ad} V^{(1,E+i\partial_Y)} = D^{(0)}_{ad} \left( L^{-1} \ast \Psi^{(1)} \ast L \ast v_1(z) \right) + h.c.$$ $$= D^{(0)}_{ad} \left( L^{-1} \ast \Psi^{(1)} \ast L \right) \ast v_1(z) + h.c.$$ $$= L^{-1} \ast d\Psi^{(1)} \ast L \ast v_1(z) + h.c. = 0,$$

prior to doing any (parametric or contour) integral.

Particle states. After ensuring the vanishing of the first term in eq. (3.68), using eq. (4.68) one has

$$\begin{align*}
D^{(0)}_{ad} W^{(1,G,G)}_{pt} &= \Omega_\alpha^{\beta\gamma} \Omega_\alpha^{\beta\gamma} \partial^Y \partial^Y \partial^Y \left( \partial^Z V^{(1,E+i\partial_Y)} \right) \bigg|_{Z=0} \\
&= -\frac{b}{4} \int_{-1}^{1} \frac{ds}{(1+s)^2} \Omega_\alpha^{\beta\gamma} \Omega_\alpha^{\beta\gamma} \partial^Y \partial^Y (\tilde{y} \partial \tilde{y}) \exp \left( \frac{i}{2} \frac{1-s}{1+s} \tilde{y} \partial \tilde{y} \right) \Phi^{(1)}_{pt} \bigg|_{y=0} + h.c. \\
&= -\frac{ib}{4} e^{\alpha \beta} \partial^Y \partial^Y \partial^Y \Phi^{(1)}_{pt} \bigg|_{y=0} + h.c. . \tag{4.74}
\end{align*}$$

The final line was obtained using eq. (D.20). The one before comes from the following procedure. First one does the change of variables $(y, \tilde{y}) \rightarrow (\tilde{y}, \bar{y})$ and writes the derivatives as

$$\begin{align*}
\Omega_\alpha^{\beta\gamma} \Omega_\alpha^{\beta\gamma} \partial^Y \partial^Y = \left( \left( \omega^\alpha^\beta \partial^\alpha \partial^\beta \right) + e^{\alpha \beta} \partial^\alpha \partial^\beta \right) \left( \left( \omega^\alpha^\beta \partial^\alpha + e^{\alpha \beta} \partial^\alpha \right) \right) . \tag{4.75}
\end{align*}$$

What one has to show is then that the action of respectively one and two $\tilde{y}$-derivatives is trivial on

$$v := \int_{-1}^{1} \frac{ds}{(1+s)^2} (\tilde{y} \partial \tilde{y}) \exp \left( \frac{i}{2} \frac{1-s}{1+s} \tilde{y} \partial \tilde{y} \right) , \tag{4.76}$$

with the prescription that all the derivatives are taken one the integrand and that the $s$-integral is performed as the very last step. Using standard integration tools as well as eqs. (D.18), (D.20), (D.21), one finds respectively

$$\begin{align*}
\partial^\alpha \bar{y} v &= 2\pi (\partial^\alpha)_{\bar{y}} \delta^2(\bar{y}) = 0 \tag{4.77} \\
\partial^\beta \partial^\alpha \bar{y} v &= 2\pi \partial^\beta_{\bar{y}} (\partial^\alpha)_{\bar{y}} \delta^2(\bar{y}) + 2\pi (\partial^\beta)_{\bar{y}} \partial^\alpha \delta^2(\bar{y}) = 0 , \tag{4.78}
\end{align*}$$

concluding the proof.
Black-hole states. Starting again from the second term in (3.68), this time for the Z-space connection (4.71), one has

\[
D_{\text{ad}}^{(0)} W_{\text{bh}}^{(1,G,G)} = \Omega_{\alpha^2} \Omega_{\beta^2} \frac{\partial^2 Y}{\partial z^2} \left( \partial^2 Z^{(\frac{1}{2},E+i\partial_Y)}_{\text{bh},a} \right)_{z=0} = -i \frac{b}{4} \Omega_{\alpha^2} \partial_{\alpha^2} \frac{\partial}{\partial z} \left( v(\tilde{y}) \Phi_{\text{bh}}^{(1)}(y=0) \right) - \text{h.c.}
\]

\[
= -i \frac{b}{4} e^{\alpha^2} \partial_{\alpha^2} \frac{\partial}{\partial z} \left( \Phi_{\text{bh}}^{(1)}(y=0) \right) - \text{h.c.},
\]

(4.79)

where \( v(\tilde{y}) \) was defined as

\[
v(\tilde{y}) := \int_{-1}^{1} \frac{ds}{(1+s) \sqrt{\det G}} \left[ \text{Tr} \left( 1 + i s G^{-1} \frac{1}{1+s} G^{-1} \right) + i s \tilde{y} \right] G^{-1} G^{-1} \exp \left( \frac{1}{2} \tilde{y} G^{-1} \tilde{y} \right),
\]

(4.80)

and where the conclusion comes from doing the change of variables \((y, \bar{y}) \rightarrow (\tilde{y}, \bar{y})\) and then noticing that

\[
v(\tilde{y}) = 1, \quad \partial_{\alpha} \tilde{y} v(\tilde{y}) = 0, \quad \partial_{\alpha} \partial_{\beta} \tilde{y} v(\tilde{y}) = 0.
\]

(4.81)

The latter statement is compatible with the regular prescription, as we will now show. First, using the lemmas collected in appendix E, it is possible to check that

\[
v(\tilde{y}) = \left[ -\frac{1}{\sqrt{\det G}} \frac{1-s}{1+s} \exp \left( \frac{1}{2} \tilde{y} G^{-1} \tilde{y} \right) \right]^{-1}_{-1}.
\]

(4.82)

The evaluation of the upper boundary term uses the fact that \( G \) tends to become \( s \)-independent for \( s \rightarrow 1 \), hence one has a regular prefactor multiplying \((1-s)\), which then gives 0 in the limit. In the case of the lower boundary, one has

\[
G = -\frac{2i}{1+s} + O(1), \quad \det G = \frac{4}{(1+s)^2} + O \left( \frac{1}{1+s} \right),
\]

(4.83)

implying in turn

\[
v(\tilde{y}) = \lim_{s \rightarrow -1} \frac{1-s}{2} = 1.
\]

(4.84)

The action of \( \tilde{y} \)-derivatives is to take down powers of \( G^{-1} \), that behaves as a constant toward the upper boundary of the integration domain, and falls off towards the lower one, thereby proving (4.82). This concludes the proof.

4.5 Master fields in relaxed Vasiliev gauge

In this section, we shall give the linearised master fields for massless particles and black hole states that satisfy the relaxed Vasiliev gauge discussed in section 3.4, reaching it from the factorised gauge (3.47), (3.48), and more precisely from the refined gauge (3.73). This procedure gives the gauge function in the relaxed Vasiliev gauge. Indeed, since the spacetime connection \( U \) is trivial in factorised gauge, it is characterised by the AdS gauge function \( L \), up to a regular residual transformation. The gauge function (2.44) in relaxed Vasiliev gauge is hence given perturbatively by

\[
G = L * \left( 1 + H^{(1,E+i\partial_Y \rightarrow G)} \right) + G^{(\geq 2)}
\]

(4.85)
**Particle states.** In the particle case, the gauge parameter needed to go from factorised to the relaxed Vasiliev gauge is given by eq. (3.65)

\[
H^{1,(E+i\bar{a}y \to G)}_{\text{pt}} = -\frac{ib}{2 \det A} (z D\bar{y}) \exp \left( -\frac{i}{\hbar} \bar{x} A^{-1} x + \frac{1}{\hbar} \bar{\chi} (1 - \bar{x} M) \bar{y} \right) \int_0^1 dt \exp \left( it\bar{y}z \right) \\
\times \int_{-1}^1 ds \frac{1}{(1+s)^2} \exp \left( \frac{i}{2} \frac{1-s \bar{y}}{1+s} D\bar{y} \right) \left|_{\rho=0} \right. + h^{1,(E+i\bar{a}y \to G)}_{\text{pt},2} + H^{1,(E+i\bar{a}y \to G)}_{\text{pt}}.
\]

(4.86)

Because of the lemma (D.20), it is clear that it is singular at the point \( \bar{y} = 0 \). From there, the particular spacetime connection (3.72) is

\[
W^{1,(G,g),G)}_{\text{pt}} := D^{(0)}_\text{ad} H^{1,(E+i\bar{a}y,0) \to (G,g)}_{\text{pt}} \big|_{x=0} = \frac{ib}{2 \det A} \exp \left( -\frac{i}{\hbar} \bar{x} A^{-1} x + \frac{1}{\hbar} \bar{\chi} (1 - \bar{x} M) \bar{y} \right) \int_0^1 ds \frac{1}{1+s} \exp \left( \frac{i}{2} \frac{1-s \bar{y}}{1+s} D\bar{y} \right) \\
\times \left[ \text{Tr}((\omega - e\bar{M})D) + \frac{1-s}{1+s} \bar{y} D(\omega - e\bar{M}) D\bar{y} + \frac{1}{\hbar} \bar{\chi} (1 - \bar{x} M) eD\bar{y} \right] \\
- \text{h. c.} + D^{(0)}_\text{ad} h^{1,(E+i\bar{a}y,0) \to (G,g)}_{\text{pt}}.
\]

(4.87)

Because again of the same lemma, we see that, although eq. (4.74) shows that it would anyway give rise to COMST, the solution \( W^{1,(G,0),G)}_{\text{pt}} \) with \( h^{1,(E+i\bar{a}y \to G)}_{\text{pt}} = 0 \) would not be a genuine generating function for unfolded Fronsdal fields. Such a generating function can be constructed choosing the Fock-Schwinger gauge \((G, FS)\) given by (3.87), viz.

\[
h^{1,(E+i\bar{a}y,0) \to (G,FS)}_{\text{pt}} = \frac{b}{2} \int_0^1 dt \int_{-1}^1 ds \frac{1}{(1+s)^2} \left( m_1 + \bar{y} M_2 \bar{y} + \bar{\chi} M_3 \bar{y} \right) \\
\times \exp \left( \bar{y} M_4 \bar{y} + \bar{\chi} M_5 \bar{y} + \bar{\chi} \bar{y} L \right) + \text{h. c.},
\]

(4.88)

where we have defined

\[
m_1 := i\gamma \text{Tr} (x^a \sigma_0 A) ,
\]

(4.89)

\[
M_2 := \eta \frac{1-s}{1+s} \bar{A} (1 - it\gamma x \bar{\sigma}_0) D(x^a \sigma_0) D(1 - it\gamma x \bar{\sigma}_0) A ,
\]

(4.90)

\[
M_3 := -\frac{\bar{x} - it\gamma x^2 \bar{\sigma}_0}{1 - 2it\gamma x_0 + t^2 \eta^2 x^2} (1 - it\gamma x \bar{\sigma}_0) A ,
\]

(4.91)

\[
M_4 := \frac{i}{2} \frac{1-s}{1+s} \bar{A} (1 - it\gamma x \bar{\sigma}_0) D(1 - it\gamma x \bar{\sigma}_0) A ,
\]

(4.92)

\[
M_5 := -t \frac{\bar{x} - it\gamma x^2 \bar{\sigma}_0}{1 - 2it\gamma x_0 + t^2 \eta^2 x^2} ,
\]

(4.93)

\[
\bar{A} := \frac{1}{\hbar} (1 - it\gamma \bar{\sigma}_0) .
\]

(4.94)

One fact that is crucial for this construction is that \( A\bar{y} = -\bar{y} \bar{A} = y^L - \eta \gamma x \bar{y}^L + i\chi \) is not affected by the homotopy integral.
Black hole states. The gauge function can be found again from eq. (3.65), and in this case is

\[
H_{bh}^{(1,E+i\partial_Y \to G)} = \frac{b}{2} \Phi_{pt}^{(1)} \bigg|_{y=0} \int_0^1 dt \int_{-1}^1 \frac{ds}{\sqrt{\det G(1 + s)^2}} \left( zG^{-1}y + t \frac{1 - s}{1 + s} zG^{-1}Dz \right) \\
\times \exp \left( \frac{1}{2} \frac{1}{y} D \tilde{y} - t \frac{1 - s}{1 + s} zD \tilde{G}^{-1} \tilde{y} + \frac{2}{2} \frac{1 - s}{1 + s} \left( D + i \frac{1 - s}{1 + s} D \tilde{G}^{-1}D \right) \tilde{z} \right) \left. \right|_z \\text{h. c.} + h_{bh}^{(1,E+i\partial_Y \to G)} + H_{bh,2}^{(1,E+i\partial_Y \to G)}.
\]

(4.95)

The \(O(Z^2)\) piece \(H_{bh,2}^{(1,E+i\partial_Y \to G)}\) may be redefined so as to give

\[
H_{bh}^{(1,E+i\partial_Y \to G)} = \frac{b}{2} \Phi_{bh}^{(1)} \bigg|_{y=0} \int_0^1 dt \int_{-1}^1 \frac{ds}{\sqrt{\det G(1 + s)^2}} \left( zG^{-1}y \right) \\
\times \exp \left( \frac{1}{2} \frac{1}{y} D \tilde{y} - t \frac{1 - s}{1 + s} zD \tilde{G}^{-1} \tilde{y} + \frac{2}{2} \frac{1 - s}{1 + s} \left( D + i \frac{1 - s}{1 + s} D \tilde{G}^{-1}D \right) \tilde{z} \right) \left. \right|_z \\text{h. c.} + h_{bh}^{(1,E+i\partial_Y \to G)} + \tilde{H}_{bh,2}^{(1,E+i\partial_Y \to G)}.
\]

(4.96)

The determined part of this expression is analytic around \(\tilde{y} = 0\) for a generic spacetime point. Indeed, it has been argued in [20] that det \(G\) (given by eq. (E.16)) has no pole inside the interval \([-1, 1]\). Towards \(s = -1\), eq. (4.83) allows to show that the integrand stays finite. The spacetime connection (3.72) is then given by

\[
W_{bh}^{(1,(G,g),G)} := B_{ad}^{(0)} h_{bh}^{(1,(E+i\partial_Y,0) \to (G,g))} \bigg|_{z=0} \\
= \frac{ib}{4} \Phi_{bh}^{(1)} \bigg|_{y=0} \int_0^1 dt \int_{-1}^1 \frac{ds}{\sqrt{\det G(1 + s)^2}} \exp \left( \frac{1}{2} \frac{1}{y} G^{-1} \tilde{y} \right) \\
\times \left[ m_6 + \tilde{y} M_7 \tilde{y} + m_8 \right] \\text{h. c.} + D_{ad}^{(0)} h_{bh}^{(1,(E+i\partial_Y,0) \to (G,g))},
\]

(4.97)

where

\[
m_6 = \text{Tr} \left( (\omega + e\bar{\nu}^L(\kappa^L)^{-1})G^{-1} \right), \\
M_7 = G^{-1}(\omega + e\bar{\nu}^L(\kappa^L)^{-1})G^{-1}, \\
m_8 = (\eta \bar{\nu}^L(\kappa^L)^{-1} - \bar{\chi}^L(\kappa^L)^{-1} \bar{\nu}^L + \bar{\chi}^L) \bar{\nu} G^{-1} \tilde{y}.
\]

(4.98, 4.99, 4.100)

It is regular, because the particular part of \(H_{bh}^{(1,i\partial_Y \to G)}\) is. This makes \(h_{bh}^{(1,(E+i\partial_Y,0) \to (G,g))} = 0\) an acceptable choice.

4.6 Black-hole solutions in Didenko-Vasiliev gauge

In this section, we discuss another way to resolve the \(z\)-dependence in the case of black-hole initial data, which provides us with a example of a gauge \((DV)\) where \(U^{(1,DV)}\) is non trivial, and from which we perform the procedure of section 3.4. It corresponds to the polarised generalisation of the linearisation of the solution studied in [14], and we hence refer to this resolution as the Didenko-Vasiliev, or \((DV)\), gauge. The construction of the exact solution of [14] requires that \(\Psi_{bh}^{(1)}\) be a projector, which is the case when \(\eta = \pm 1\) and \(X_{\eta} = 0\). Since here the aim is simply to give an example of the linearised procedure where
$U^{(1, DV)}$ is non-trivial, we restrict ourselves to the first order analysis. One property that is crucial in this construction is

$$\Psi^{(1)}_{bh} \ast f(Z) = \Psi^{(1)}_{bh} \int \frac{d^4U}{(2\pi)^2} f(A - U) \exp \left( -\frac{1}{\eta} \left( u\sigma^L u + \bar{u}\bar{\sigma}^L \bar{u} + 2u\nu^L \bar{u} \right) \right), \quad (4.101)$$

where $A_\alpha = (a_\alpha, \bar{a}_\alpha)$ is defined as

$$a : = z + \eta \sigma^L y + i\eta \nu^L y - i\chi^L = z + \eta \sigma^L y, \quad \bar{a} : = \bar{z} + \eta \bar{\nu}^L y + i\eta \bar{\sigma}^L \bar{y} - i\bar{\chi}^L. \quad (4.102)$$

This allows in particular to rewrite the source in equation (3.8) as

$$-\Phi^{(1)}_{bh} \ast J = -\Psi^{(1)}_{bh} \ast j_z + h. \ c. = \frac{b}{4r} \Psi^{(1)}_{bh} \exp \left( -\frac{1}{2\eta} a(\sigma^L)^{-1} a \right) dz\bar{dz} + h. \ c. \ . \quad (4.104)$$

One choice of resolution is the homotopy contraction along $a_\alpha$:

$$\Psi^{(1)}_{bh, \alpha} = -\frac{b}{4r} \Psi^{(1)}_{bh} a_\alpha \int_0^1 d\tau \exp \left( -\frac{\tau}{2\eta} a(\sigma^L)^{-1} a \right). \quad (4.105)$$

The Didenko-Vasiliev gauge for the internal connection is defined as

$$\Psi^{(1, DV)}_{bh, \alpha} = -\frac{b}{2r} \Psi^{(1)}_{bh} a_{E, \alpha}^+ \int_0^1 d\tau \exp \left( -\frac{\tau}{2\eta} a(\sigma^L)^{-1} a \right), \quad (4.106)$$

where $a_{E, \alpha}^+$ is defined as

$$a_{E, \alpha}^+ := \frac{1}{2} \left( e_\alpha^\beta \pm \frac{1}{r} (\sigma^L)_\alpha^\beta \right) a_\beta = \pm u_{E, \alpha}^\tau u_{E, \alpha}^\bar{\tau} a_\beta \quad (4.107)$$

in terms of the $E$-adapted spin-frame (E.7). That $\Psi^{(1, DV)}_{bh, \alpha}$ and its antiholomorphic counterpart solve (3.8) comes from the following key property

$$\partial^\eta_{(\alpha} ((u^\tau_E - a_{E, \alpha})_{\beta}) f(a z^L a) = 0, \quad (4.108)$$

for any function $f$. The spacetime connection in Didenko-Vasiliev gauge is defined as

$$U^{(1, DV)}_{bh} = \frac{b}{4r} \Psi^{(1)}_{bh} a_{E, \alpha}^\tau a_{E, \beta}^\tau \int_0^1 d\tau (1 - \tau) \exp \left( -\frac{\tau}{2\eta} a(\sigma^L)^{-1} a \right) - h. \ c. \ + W^{(1, DV, DV)}_{bh}. \quad (4.109)$$

It solves (3.9) because of the property that

$$D^{(0)}_{ad} \Psi^{(1, DV)}_{bh, \alpha} - \partial^\alpha_{(\alpha} U^{(1, DV)}_{bh} = \int_0^1 d\tau \frac{d}{d\tau} \left( (\tau - 1) \exp \left( -\frac{\tau}{2\eta} a(\sigma^L)^{-1} a \right) \right) = 0. \quad (4.110)$$

The latter result is a consequence of the identity

$$D^{(0)}_{ad} \left( \Psi^{(1)}_{bh} f(x, a) \right) = \Psi^{(1)}_{bh} \left( dx^\alpha \partial^\alpha_{\mu} - \frac{\eta}{2} d(\sigma^L)^{\alpha\beta} \partial^\alpha_{(\alpha} \partial^\beta_{\beta)} f(x, a) \right), \quad (4.111)$$

where $\partial^\alpha_{\mu}$ only acts on the explicit $x$-dependence of $f(x, a)$, and not on the one in $a$. 

\[ -46 - \]
COMST. We start from (3.68). The first term vanishes, since the application of $Y$-derivatives on the middle hand side of (4.110) can only bring down positive powers of $\tau$, hence not spoiling the vanishing. The second term works as in (4.79), where here $v(\tilde{y})$ should be replaced by

$$w(\tilde{y}) := \left[ t \exp \left( \frac{H}{2} (1 - t) \tilde{y} \bar{\xi} L \tilde{y} \right) \right]_{t=0}^1 = 1.$$  \hspace{1cm} (4.112)

The vanishing after taking derivatives is again consistent with the prescription of taking them before evaluating the boundary term, as each $\tilde{y}$-derivative will bring down positive powers of $(1 - t)$.

Relaxed Vasiliev gauge. The gauge parameter is constructed using eq. (3.65)

$$H^{(1, DV \to G)}_{bh} = \frac{b}{4\sqrt{4\pi r}} \Psi_{bh}^{(1)} \int_0^1 d\tau \int_0^1 dt \left( \frac{t}{r} z \xi^L z + i \eta z (r + \xi^L) \right) \times \exp \left( \frac{z}{2\eta r} (tz - i \eta z \xi^L) (z \bar{\xi}^L(z + i \eta z \xi^L) \right) + h^{(1, DV \to G)}_{bh} + H^{(1, DV \to G)}_{bh, 2}. \hspace{1cm} (4.113)$$

It is regular as the integrand and the volume on which one integrates are. The particular connection contains an additional contribution with respect to the previous one:

$$W^{(1)}_{bh, \text{part}} := D^{(0)}_{ad} H^{(1, DV \to G)}_{bh} \bigg|_{z=0} + U^{(1, DV)} \bigg|_{z=0}. \hspace{1cm} (4.114)$$

The first term benefits from $H^{(1, DV \to G)}_{bh}$ being analytic around $\tilde{y} = 0$ while the second one inherits from the regularity of the particular part of $U^{(1, DV)}$ that was given in eq. (4.109). This makes again $h^{(1, DV \to G)}_{bh} = 0$ an acceptable choice.

5 A proposal for asymptotically anti-de Sitter geometries

In what follows, we shall examine the following aspects of the Fefferman-Graham-like expansions of AAdS higher spin geometries:

(i) AAdS boundary conditions: taking $\mathcal{X}'_4$ as in eq. (3.1), the full master fields are required to reduce to the AdS vacuum plus free master fields consisting of properly unfolded Fronsdal fields in a tubular neighborhood of $\partial \mathcal{X}'_4 \times \mathcal{Z}_4$ following the perturbative procedure consisting of steps (1)–(4) on page 51, which determines perturbatively defined equivalence classes of gauge functions and zero-form integration constants as in eqs. (5.28)–(5.30);

(ii) Maximal subtraction scheme: we propose to organize the perturbative expansion obtained in (i) by taking the asymptotically free master fields to be given by the linearized master fields, which determines the equivalence classes of sub-leading data in terms of the linearized data as in eq. (5.38);
(iii) **Dual boundary condition:** the requirement that the Weyl zero form belongs to $\mathcal{E}$ may require further conditions narrowing down the classes of gauge functions, i.e. the Cartan gauge group $G$, thereby making it possible to implement (ii) successfully and for classical observables to be class functions;

(iv) **Finite on-shell action:** it may be required to further constrain zero-form integration constants $\Phi^{(n)}$ so that the on-shell action (5.40) is finite (viewed as a functional of $\Phi^{(1)}$).

To spell out the above scheme in more detail, we start in section 5.1 by pushing the procedure of section 3 to interacting orders in perturbation. We then impose the AAdS boundary condition (i) in section 5.2, after which we turn to the maximal substraction scheme (ii) in section 5.3. In section 5.4, we examine (iv) and comment on the potential role played by (iii).

### 5.1 Perturbatively defined solution spaces

Spaces of solutions to eqs. (2.37), (2.38) can be obtained by expanding perturbatively around the AdS$_4$ vacuum (3.3), viz.

$$
\Phi = \sum_{n=1}^{\infty} \Phi^{(n)}, \quad V = \sum_{n=1}^{\infty} V^{(n)}, \quad U = \Omega + \sum_{n=1}^{\infty} U^{(n)},
$$

which leads to the following perturbatively defined equation systems:

$$
q\Phi^{(n)} = -\sum_{k=1}^{n-1} \left[ V^{(k)}, \Phi^{(n-k)} \right]_{\pi},
$$

$$
D_{tw}^{(0)} \Phi^{(n)} = -\sum_{k=1}^{n-1} \left[ U^{(k)}, \Phi^{(n-k)} \right]_{\pi},
$$

$$
qV^{(n)} + \Phi^{(n)} \star J = -\sum_{k=1}^{n-1} V^{(k)} \star V^{(n-k)},
$$

$$
qU^{(n)} + D_{ad}^{(0)} V^{(n)} = -\sum_{k=1}^{n-1} \left\{ V^{(k)} \star V^{(n-k)} \right\}_{\star},
$$

$$
D_{ad}^{(0)} U^{(n)} = -\sum_{k=1}^{n-1} U^{(k)} \star U^{(n-k)}.
$$

**$n$th-order solution space.** Assuming the solution is known up to order $n-1$ in classical perturbation theory, a particular solution $(\Phi^{(n,A)}_{1.o.}, V^{(n,A)}_{1.o.}, U^{(n,A)}_{1.o.})$ to the $n$th order equation system can be constructed from the moduli of orders $n' < n$. Therefore, as was discussed in section 3, the $n$th order solution space is given by

$$
\Phi^{(n)} = C^{(n,A)} + \Phi^{(n,A)}_{1.o.},
$$

$$
V^{(n)} = V^{(n,A)}[C^{(n,A)}] + qH^{(n,A)} + V^{(n,A)}_{1.o.},
$$

$$
U^{(n)} = U^{(n,A)}[C^{(n,A)}] + D^{(0)}_{ad} H^{(n,A)} + U^{(n,A)}_{1.o.},
$$
where \( C^{(n,A)} \) are homogeneous solutions annihilated by both \( q \) and \( D^{(0)}_{tw} H^{(n,A)} \) is a gauge function, and \( \Psi^{(n,A)} \) and \( \mathcal{U}^{(n,A)} \) are linear functionals obeying

\[
q \Lambda^{(n,A)}[f^{(n)}] + f^{(n)} \ast J = 0, \quad q \mathcal{U}^{(n,A)}[f^{(n)}] + D^{(0)}_{ad} \Psi^{(n,A)}[f^{(n)}] = 0, \quad D^{(0)}_{ad} \mathcal{U}^{(n,A)}[f^{(n)}] = 0, \tag{5.10}
\]

for any symbol \( f^{(n)} \) such that \( q f^{(n)} = D^{(0)}_{tw} f^{(n)} = 0 \). The perturbative moduli are hence \( H^{(n,A)} \) and \( C^{(n,A)} \), or equivalently \( H^{(n,A)} \) and \( \Psi^{(n,A)} \), where \( C^{(n,A)} \) and \( \Psi^{(n,A)} \) are defined as

\[
C^{(n,A)} = L^{-1} \ast C^{(n,A)} \ast \pi(L), \quad \Psi^{(n,A)} = C^{(n,A)} \ast \kappa_y, \quad dC^{(n,A)} = d\Psi^{(n,A)} = 0, \tag{5.11}
\]

where \( L \) is the AdS gauge function (3.2). In the above, \( A \) labels an infinite sequence of (possibly different) perturbatively defined resolution operators (rather than a single resolution operator).

**Mapping between different resolution schemes.** Starting from the \( A \)-gauge, in which

\[
\begin{align*}
\Phi^{(n,A)} &= C^{(n,A)} + \Phi^{(n,A)}_{1.o.}, \tag{5.12} \\
V^{(n,A)} &= \psi^{(n,A)}[C^{(n,A)}] + V^{(n,A)}_{1.o.}, \tag{5.13} \\
U^{(n,A)} &= \mathcal{U}^{(n,A)}[C^{(n,A)}] + U^{(n,A)}_{1.o.}, \tag{5.14}
\end{align*}
\]

we may reach another gauge, \( G \) say, characterized by an infinite sequence of resolution operators as well, by means of a perturbatively-defined gauge transformation (2.46), viz.

\[
M^{(A \rightarrow G)} = 1 + \sum_{n=1}^{\infty} H^{(n,A \rightarrow G)} , \tag{5.15}
\]

\[
\begin{align*}
\Phi^{(G)} &= \left( M^{(A \rightarrow G)} \right)^{-1} \ast \Phi^{(A)} \ast \pi \left( M^{(A \rightarrow G)} \right) , \tag{5.16} \\
V^{(G)} &= \left( M^{(A \rightarrow G)} \right)^{-1} \ast V^{(A)} \ast M^{(A \rightarrow G)} + \left( M^{(A \rightarrow G)} \right)^{-1} \ast q M^{(A \rightarrow G)} , \tag{5.17} \\
U^{(G)} &= \left( M^{(A \rightarrow G)} \right)^{-1} \ast U^{(A)} \ast M^{(A \rightarrow G)} + \left( M^{(A \rightarrow G)} \right)^{-1} \ast d M^{(A \rightarrow G)} . \tag{5.18}
\end{align*}
\]

The solution \( G \) is still general, although we only have modified the gauge function and not the integration constants \( \Psi^{(n,G)} \). Indeed, a change of initial data \( C^{(n,G)} \) is equivalent to a modification of \( C^{(n,A)} \), that was so far kept arbitrary\(^{13}\). The perturbative expansion

\(^{13}\)The part of \( \mathcal{U}^{(n,A)} \) that is in the \( q \)-cohomology, corresponding to \( W^{(1,\Lambda,B)} \) in eq. (3.36) has been split between a particular solution included in \( \mathcal{U}^{(n,A)}[C^{(n,A)}] \) and a fluctuating pure gauge part in \( D^{(0)}_{ad} H^{(n,A)} \).

\(^{22}\)As the geometry is non-commutative, the moduli of the full theory also include a non-trivial flat connection (2.50), that is here already fixed by the choice of the vacuum \( V^{(0,A)} = 0 \).

\(^{22}\)A solution with independent \( n \)-th order homogeneous integration constants for the Weyl zero-form can be obtained from an all-order solution defined in terms of a single initial datum \( C^{(1)} \) by replacing \( C^{(1)} \) by \( \sum_{n=1}^{\infty} C^{(n)} \) and re-expanding perturbatively.
of the solution $G$ can be obtained by plugging eqs. (5.12)–(5.14) into eqs. (5.16)–(5.18), which yields

\begin{align}
\Phi^{(n,G)} &= C^{(n,A)} + \Phi^{(n,G)}_{1.0}, \\
V^{(n,G)} &= V^{(n,A)}[C^{(n,A)}] + qH^{(n,A\to G)} + V^{(n,G)}_{1.0}, \\
U^{(n,G)} &= U^{(n,A)}[C^{(n,A)}] + D^{(0)}_{ad}H^{(n,A\to G)} + U^{(n,G)}_{1.0},
\end{align}

(5.19)–(5.21)

where $\Phi^{(n,G)}_{1.0}$, $V^{(n,G)}_{1.0}$ and $U^{(n,G)}_{1.0}$ form a particular solution that only depends on the lower order moduli contained in $C^{(n' G)}$ and $H^{(n' A\to G)}$. The perturbative moduli of this solution $G$ are hence $C^{(n,A)}$ and $H^{(n,A\to G)}$, that can be constraint to obey boundary conditions, as will be discussed in section 5.2 for the conditions discussed on page 47.

**Gauge function.** If the spacetime connection $U^{(L)}$ is uncorrected in the $A$-gauge, which we denote in this case by $(L)$, viz.

\begin{align}
\Phi^{(L)} &= L^{-1} \ast \Phi \ast \pi(L), \\
V^{(L)} &= L^{-1} \ast V \ast L, \\
U^{(L)} &= \Omega,
\end{align}

(5.22)

where $(\Phi', V')$ is a solution to eq. (2.45) and $L$ is an AdS gauge function (3.2); then it follows that the field configuration in the physical gauge $G$ is given by

\begin{align}
\Phi^{(G)} &= G^{-1} \ast \Phi \ast \pi(G), \\
V^{(G)} &= G^{-1} \ast V \ast G + G^{-1} \ast qG, \\
U^{(G)} &= G^{-1} \ast dG,
\end{align}

(5.23)

with the full gauge function

\begin{align}
G &= L \ast \left( 1 + \sum_{n \geq 1} H^{(n,L\to G)} \right).
\end{align}

(5.24)

**5.2 AAdS boundary conditions**

Letting $r$ be a coordinate on $\mathcal{X}'_d$ such that $r(N) = \infty$, we expand the full master fields ($\Phi, U, V$) in powers of $1/r$ in a tubular neighbourhood of $\partial \mathcal{X}_d \times Z_4$ using a basis $\mathcal{B}$ for $\mathcal{A}(\mathcal{Y}_4)$ that is of $O(1)$. The AAdS boundary conditions in eq. (i) on page 47 are then equivalent\(^{44}\) to writing

\begin{align}
\Phi^{(G)} &= \tilde{\Phi}^{(G)} + O_B(1/r), \\
V^{(G)} &= \tilde{V}^{(G)} + O_B(1/r), \\
U^{(G)} &= \tilde{U}^{(G)} + O_B(1/r),
\end{align}

(5.25)

\(^{44}\)It is a priori not equivalent to asking

\begin{align}
qV^{(G)} + \Phi^{(G)} \ast J &= O_B(1/r), \\
qU^{(G)} + D^{(0)}_{ad} V^{(G)} &= O_B(1/r), \\
D^{(0)}_{tw} \Phi^{(G)} &= O_B(1/r), \\
D^{(0)}_{tw} U^{(G)} &= O_B(1/r).
\end{align}

These relations are consequences of eqs. (5.26), (5.27) if and only if the basis $\mathcal{B}$ is such that the derivatives $q$, $D^{(0)}_{ad}$ and $D^{(0)}_{tw}$ act faithfully on the sub-leading part, viz.

\begin{align}
q : O_B(1/r) &\rightarrow O_B(1/r), \\
D^{(0)}_{ad} : O_B(1/r) &\rightarrow O_B(1/r), \\
D^{(0)}_{tw} : O_B(1/r) &\rightarrow O_B(1/r).
\end{align}
where $O_B(1/r)$ stands for forms on the tubular neighbourhood of $\partial X_4 \times \mathbb{Z}_4$ that are sub-leading in the $1/r$ expansion; and $\Phi^{(G)}$, $\tilde{V}^{(G)}$ and $\tilde{U}^{(G)}$ form a solution to the linearized Vasiliev equations (3.6)–(3.10)

$$q\Phi^{(G)} = 0, \quad D_{tw}^{(0)}\Phi^{(G)} = 0, \quad (5.26)$$
$$q\tilde{V}^{(G)} + \Phi^{(G)} * J = 0, \quad q\tilde{U}^{(G)} + D_{ad}^{(0)}\tilde{V}^{(G)} = 0, \quad D_{ad}^{(0)}\tilde{U}^{(G)} = 0, \quad (5.27)$$

that encode free unfolded Fronsdal fields. Expanding the AAdS boundary conditions in eq. (5.25) in classical perturbation theory and using (5.19)–(5.21), one has

$$\tilde{\Phi}^{(n,G)} = C^{(n,A)} + \Phi^{(n,G)}_{1.o.} + O_B(1/r), \quad (5.28)$$
$$\tilde{V}^{(n,G)} = V^{(n,A)}[C^{(n,A)}] + qH^{(n,A\rightarrow G)} + V^{(n,G)}_{1.o.} + O_B(1/r), \quad (5.29)$$
$$\tilde{U}^{(n,G)} = U^{(n,A)}[C^{(n,A)}] + D_{ad}^{(0)}H^{(n,A\rightarrow G)} + U^{(n,G)}_{1.o.} + O_B(1/r), \quad (5.30)$$

where thus $(\tilde{\Phi}^{(n,G)}, \tilde{V}^{(n,G)}, \tilde{U}^{(n,G)})$ obey the free master field equations (5.26), (5.27) for each separate value of $n$.

**Perturbative implementation scheme.** Assuming that the AAdS boundary conditions are satisfied up to order $m$ in classical perturbation theory with $H^{(m,A\rightarrow G)}$ containing a term $H_2^{(m,A\rightarrow G)}$ that is an arbitrary solution to eq. (3.62), we propose to

(1) Use $H_2^{(m,A\rightarrow G)}$ and $C^{(m+1,A)}$ to impose the AAdS boundary conditions\(^{45}\) at order $m+1$, that is, to ensure eq. (5.25), or, equivalently, that the right hand sides of (5.28)–(5.30) obey the linearized field equations (5.26)–(5.27). In particular, one has

$$\Phi^{(m+1,G)}_{1.o.} = L^{-1} * \Psi^{(m+1,G)}_{1.o.} * \kappa * \pi(L) + O_B(1/r), \quad (5.31)$$
$$d\Psi^{(m+1,G)}_{1.o.} = q\Psi^{(m+1,G)}_{1.o.} = 0; \quad (5.32)$$

(2) Use $H^{(m+1,A\rightarrow G)}$ to eliminate the possible singular part in $Z$ of $\tilde{V}^{(m+1,G)}$ and $\tilde{U}^{(m+1,G)}$;

(3) Use the part of $H^{(m+1,A\rightarrow G)}$ that is analytic in $Z$ to impose the relaxed gauge condition (3.61), that is,

$$\iota_B \tilde{V}^{(m+1,G)} \in \tilde{E} \ker \left( \mathcal{P}^{(G)} D_{ad}^{(0)} \right), \quad (5.33)$$

which fixes $H^{(m+1,A\rightarrow G)}$ up to $h^{(m+1,A\rightarrow G)} \in \ker q$ and $H_2^{(m+1,A\rightarrow G)} \in \ker \left( \mathcal{P}^{(G)} D_{ad}^{(0)} \right)$;

(4) Use $h^{(m+1,A\rightarrow G)}$ from (3) to ensure the regularity in $Y$ of the asymptotically defined connection

$$\tilde{W}^{(m+1,G)} := \mathcal{P}^{(G)} \tilde{U}^{(m+1,G)}. \quad (5.34)$$

Provided that step (1), which is non-trivial, can be taken, the success of steps (2)–(4) is guaranteed,\(^{46}\) as they are equivalent to the procedure detailed in section 3.4. Finally, the fact that $H_2^{(m+1,A\rightarrow G)}$ remains undetermined at order $m+1$ allows the procedure to be repeated at order $m+2$.

\(^{45}\)The dual boundary condition (iv) holds provided that the right hand side of eq. (5.19) belongs to $\mathcal{E}(X_4)$ as well.

\(^{46}\)The success of step (2) is in principle guaranteed by the one of step (1), see footnote 34.
5.3 Maximal subtraction scheme

Assuming that the above procedure has been carried out, one may adopt a **maximal subtraction scheme** by requiring the leading order in the $1/r$ expansion to coincide with the first order in classical perturbation theory around the AdS background as follows:\footnote{Imposing this boundary condition amounts to adopting a Fefferman-Graham-like scheme in which each order in classical perturbation theory would be sub-leading in the $O(1/r)$ expansion with respect to the previous order (and not just with respect to the leading order).}

(a) The background is the AdS$_4$ solution (3.3);

(b) The linearised configuration is obtained from a given initial datum $C^{(1)}$ following the procedure of section 3;

(c) At order $n > 1$, the configurations are given by the method above, where in step (1), eq. (5.25) is replaced by the following stronger condition:

$$\Phi^{(n,G)} = O_B(1/r), \quad V^{(n,G)} = O_B(1/r), \quad U^{(n,G)} = O_B(1/r).$$

(5.35)

If the maximal subtraction scheme has been implemented up to a given order $m$ in classical perturbation theory, the admissibility of (5.35) at order $m + 1$ is guaranteed by that of the AAdS boundary conditions in eq. (5.25) at the same order. To show this, we consider a particular solution $\{C^{(m+1,A)}_{\text{part.}}, H^{(m+1,A\rightarrow G)}_{\text{part.}}, H^{(1,A\rightarrow G)}\}$ with corresponding asymptotic fields $\{\tilde{\Phi}_{\text{part.}}^{(m+1,G)}, \tilde{V}_{\text{part.}}^{(m+1,G)}, \tilde{U}_{\text{part.}}^{(m+1,G)}\}$ properly encoding unfolded Fronsdal fields. Since both $\{\Phi_{\text{part.}}^{(m+1,G)}, V_{\text{part.}}^{(m+1,G)}, U_{\text{part.}}^{(m+1,G)}\}$ and $\{\tilde{\Phi}_{\text{part.}}^{(m+1,G)}, \tilde{V}_{\text{part.}}^{(m+1,G)}, \tilde{U}_{\text{part.}}^{(m+1,G)}\}$ solve the linearized equations (5.26), (5.27), these two solutions are related by a gauge parameter $H_{\text{part.}}^{(m+1,A\rightarrow G)}$:

$$\tilde{V}_{\text{part.}}^{(m+1,G)} = V^{(m+1,A)}(\Phi^{(m+1,G)}_{\text{part.}}) + q \tilde{H}_{\text{part.}}^{(m+1,A\rightarrow G)};$$
$$\tilde{U}_{\text{part.}}^{(m+1,G)} = U^{(m+1,A)}(\tilde{\Phi}_{\text{part.}}^{(m+1,G)}) + D^{(0)}_{\text{ad}} \tilde{H}^{(m+1,A\rightarrow G)}_{\text{part.}}.$$  

(5.36)

(5.37)

Therefore, the configuration

$$C^{(m+1,A)}_{\text{max.sub.}} = C^{(m+1,A)}_{\text{part.}} - \Phi^{(m+1,A)}_{\text{part.}}, \quad H^{(m+1,A\rightarrow G)}_{\text{max.sub.}} = H^{(m+1,A\rightarrow G)}_{\text{part.}} - \tilde{H}^{(m+1,A\rightarrow G)}_{\text{part.}},$$

(5.38)

satisfy the condition (5.35), as can be seen by plugging it into eqs. (5.28)–(5.30), which concludes the proof. The maximal subtraction (5.38) translates to the integration constant $\Psi^{(m+1,A)}$ as

$$\Psi^{(m+1,A)} = -\Psi^{(m+1,G)}_{l.o.},$$

(5.39)

thereby completely fixing it. By applying, this relation iteratively, one may express $\Psi^{(n,A)}$ as an $n$-linear functional of $\Psi^{(1)}$ (valued in $A^{(n)}(\mathcal{Y}_4)$). However, $H^{(m+1,A\rightarrow G)}$ is only determined by eq. (5.38) up to a piece $H^{(m+1,A\rightarrow G)}_{1/r}$ that decays fast enough so as to preserve eq. (5.35).
5.4 On-shell action

**Topological vertex operators.** Following the adaptation of the AKSZ approach to non-commutative quasi-topological field theories [37], the FCS formulation of HSG gives rise to a partition function given in the saddle-point approximation by a sum (1.1) over classical field configurations weighted by \( \exp(iK) \), where \( K \) is an on-shell action. The latter is a classical observable that can be resolved off-shell as a functional whose total variation vanishes on-shell, referred to as a topological vertex operator [38], which can be added to the BV master action of AKSZ type without ruining the nilpotency of the BRST operator. Thus, for higher spin representations in which \( K \) is a (positive) definite function on the classical moduli space (at least to the leading order in classical perturbation theory), \( e^{iK} \) regularizes the AKSZ partition function such that the QTFT functor can assign infinite-dimensional state spaces to boundaries.

**On-shell action from twistor space Chern class.** In the case of the FCS model, the topological vertex operators are (duality-extended) Chern classes [32]. On \( \mathcal{X}_4 \times \mathbb{Z}_4 \) of topology \( S^1 \times S^3 \times S^2 \times S^2 \), a natural on-shell action is the second Chern class on \( \mathbb{Z}_4 \),

\[
K = \int_{\mathbb{Z}_4} \text{Tr}_{A(\mathcal{Y}_4)} (F \ast F) , \quad F := \bar{d}A + A \ast A .
\]

Upon using the field equations (2.27), the identities (2.22), (2.26), the reality condition (2.29), and the relation (2.72) between \( dz \, dz \) in \( J \) and the integration measure \( d^2z \) as well as their analogues in the anti-holomorphic sector, the resulting on-shell action is a bilinear function of the Weyl zero-form \( \Phi \), viz.

\[
K = \int_{\mathbb{Z}_4} \text{Tr}_{A(\mathcal{Y}_4)} \left( \Phi \ast \Phi^\dagger \ast J^{*2} \right) ,
\]

\[
= -\frac{1}{4} \int d^4z \text{Tr}_{A(\mathcal{Y}_4)} \left( (\Phi \ast \kappa) \ast (\Phi \ast \kappa) \ast (\kappa \ast \bar{\kappa}) \right) ,
\]

that is positive definite for particle states. This functional is a particular case of the Wilson loop observables, or zero-form charges, discussed in section 6.1. More precisely, in the language of eq. (6.22), it reads

\[
K = -\pi^2 I_{2,1}(0) .
\]

In particular, when applied on localizable states, it has a series of properties, discussed in section 6.1, that are expected from an on-shell action. As a zero-form charge, it is constructed to be independent of the gauge function \( M \) in eq. (2.46), hence depending only on the integration constants \( \Psi^{(n,A)} \) for a perturbative solution submitted to the \( \text{AdS} \) boundary conditions. In particular, if the starting solution \( A \) is the factorised solution (C.1)–(C.3), the on-shell action reads

\[
K = -\pi^2 \sum_{n,n'} \text{Tr}_{A(\mathcal{Y}_4)} \left( \Psi^{(n,A)} \ast \Psi^{(n',A)} \ast (\kappa_y \ast \bar{\kappa}_y) \right) .
\]
Under the maximally subtractive boundary condition (5.35), it is given by

\[ K = -\pi^2 \sum_{n,n'} \text{Tr}_{\mathcal{A}(Y_4)} \left( \Psi_{l_0}^{(n,G)} \ast \Psi_{l_0}^{(n',G)} \ast (\kappa_y \ast \bar{\kappa}_y) \right), \]  

(5.45)

where we recall that \( \Psi_{l_0}^{(n,G)} \) are \( n \)-linear functionals of \( \Psi^{(1)} \) fixed by the maximal subtraction scheme. Hence, if the maximal subtraction scheme triggers non-trivial integration constants \( \Psi^{(n,A)} \) of arbitrarily high orders, then \( K \), despite being a bilinear function of \( \Phi \), will have an indefinite perturbative expansion in \( \Psi^{(1)} \).

**Finiteness.** We expect that the AAdS boundary conditions determine equivalence classes \( [H^{(n,A\rightarrow G)}] \) and \( [\Psi^{(n,A)}] \) of gauge functions and integration constants, respectively. Although the maximal subtraction scheme (5.38) trivialises the latter, the choice of representative for \( [H^{(n,A)}] \) influences \( \Psi^{(n,A)} \) through its dependence on the lower order gauge functions \( H^{(n',A\rightarrow G)} \) with \( n' < n \).

Thus, in order for the on-shell action functional to be well-defined it must be a class function. To achieve this, further reduction of the equivalence classes may be required for which the dual boundary condition (iii) on page 48 may serve a purpose.

### 6 Wilson loop observables

In this section, we discuss the observables that are insensitive to any (small or large) gauge function. In section 6.1, we first review their construction as open Wilson lines in \( \mathcal{Z}_4 \), after which we re-interpret them as closed Wilson lines with an insertion of a transition function. In section 6.2, we discuss their perturbative computation in the factorised gauge described in appendix C. In particular, we isolate the first sub-leading correction, which is thus due to the interactions in \( Z \)-space, and verify that, just like the leading contribution, it is independent of the spin-frame (D.2) used to build the solution. This result supports the usage of the regular prescription discussed in section 2.5.

We would like to remark that, as discussed in section 2, the set of classical observables also contains functionals that are only invariant under small gauge transformations. These can be constructed by choosing a structure group that is a proper subgroup of \( \mathcal{G} \), as discussed in [38], after which observables can be defined as integrals of globally defined (hence central) and on-shell closed composite spacetime \( p \)-forms built from the ingredients of the model.\(^{48}\) An alternative construction was provided in [66], based on a modification of the Vasiliev system via the introduction of additional central forms in spacetime. It would be interesting to study the relation between these two approaches.

#### 6.1 Construction

The classical observables that are least sensitive to the topology of \( \mathcal{X}_4 \) are Wilson loops in \( \mathcal{Z}_4 \). Using the regular computation scheme, these objects, which are zero-forms on \( \mathcal{X}_4 \), are

\(^{48}\)In [38], it was shown that taking the structure group to be generated by \( \pi \)-odd parameters, the resulting de Rham cohomology consists of one complex element in every even form degree. Although not stressed in [38], also trivial elements can be used to construct classical observables, provided that they are integrated over open cycles and that boundary conditions are imposed to make them finite.
invariant under (large) Cartan gauge transformations, hence on-shell de Rham closed [12].
They are furthermore interpretable as extensive variables [15, 44], thus serving as natural
building blocks for the on-shell action and thereby also the higher spin amplitudes [45]. For
these reasons, they are referred to interchangeably as Wilson loop observables, zero-form
charges and quasi-amplitudes. 49

Holonomy and closed Wilson loop. To construct the Wilson loops, one starts from
an oriented curve

\[ \mathcal{C}_{p_0 \to p_1}(M) = \{ p(t) \in \mathcal{X}_4 \times \mathbb{Z}_4 \mid t \in [0,1] \} , \quad p(0) = p_0 , \quad p(1) = p_1 , \]  

(6.1)

which consists of its projection \( \text{Proj}_{\mathcal{X}_4}(\mathcal{C}_{p_0 \to p_1}(M)) \) to \( \mathcal{X}_4 \) (which is an ordinary open curve
on a commuting space), and its projection \( \text{Proj}_{\mathbb{Z}_4}(\mathcal{C}_{p_0 \to p_1}(M)) \) to \( \mathbb{Z}_4 \), given by a
classical curve

\[ \mathcal{C}(M) = \{ Z^\alpha_C(t) \mid t \in [0,1] \} , \quad Z^\alpha_C(0) = 0 , \quad Z^\alpha_C(1) = M^\alpha , \]  

(6.2)

emanating from a non-commutative base point, that we may take to be \( \text{Proj}_{\mathbb{Z}_4}(p_0) \), to a
commutative chiral point 50 \( M^\alpha = (\mu^\alpha, -\tilde{\mu}^\alpha) \in \mathbb{R}^2 \times \mathbb{C}^2 \), viz.

\[ z^\alpha(p(t)) := z^\alpha + z^\alpha_C(t) , \quad z^\alpha := z^\alpha(p_0) . \]  

(6.3)

The resulting path ordered integral

\[ H_{\mathcal{C}_{p_0 \to p_1}(M)}[A] = \text{P} \exp \star \int_{\mathcal{C}_{p_0 \to p_1}(M)} A , \]  

(6.4)

defines a holonomy element 51 in \( \mathcal{G} \), which transforms under Cartan gauge transformations as

\[ H_{\mathcal{C}_{p_0 \to p_1}(M)}[A^{(G)}] = (G|_{p_0})^{-1} \star H_{\mathcal{C}_{p_0 \to p_1}(M)}[A] \star (G|_{p_1}) . \]  

(6.5)

Taking \( p_0 = p_1 = p \), the resulting closed Wilson loop

\[ W_{\mathcal{C}(0)}[V] := \int_{Z(p) \in \mathbb{Z}_4} \frac{d^4 Z}{(2\pi)^2} \text{Tr}_{\mathcal{A}(\mathcal{X}_4)} H_{\mathcal{C}_{p \to p}(0)}[A] , \]  

(6.6)

is invariant under (large) Cartan gauge transformations, and hence independent of
\( \text{Proj}_{\mathcal{X}_4}(p) \), as indicated above, provided that it can be evaluated using the regular scheme.
Moreover, from the fact that \( i_p F = 0 \) for \( \tilde{v} \) tangent to \( \mathcal{X}_4 \), it follows that \( W_{\mathcal{C}(M)} \) is
independent of \( \text{Proj}_{\mathcal{X}_4}(\mathcal{C}_{p \to p}(0)) \), hence \( U \), as also indicated above.

The closed Wilson loop does not encode any non-commutative structure in any non-trivial fashion. On a non-commutative symplectic space, the exists, however, an alternative
closed Wilson loop.

49 The existence of the infinite tower of conserved zero-form charges reflects the formal integrability of
Vasiliev’s theory. In principle, there is nothing preventing the existence of analogous conserved quantities
for gravity with a finite cosmological constant; for further discussions, see [67].

50 Strictly speaking, we need to extend the hermitian conjugation map so as to act on \( M^\alpha \) in accordance
with real form of \( \mathbb{Z}_4 \).

51 If the path passes from one chart of \( \mathcal{X}_4 \) to another, the corresponding transition function is inserted
into the trace.
Wigner deformed oscillators. The symplectic non-commutativity of $Z_4$ implies that
\begin{equation}
V^\# := T^\# \ast (V + q) \ast T^\# = -V - idZ^2Z_\omega, \quad T^\# := \kappa \tilde{\kappa},
\end{equation}
is a gauge equivalent connection; thus,
\begin{equation}
S := i(V^\# - V) = dZ^2(Z_\omega - 2iV_\omega),
\end{equation}
is an adjoint quantity, obeying
\begin{equation}
S^\# = T^\# \ast S \ast T^\# = -S.
\end{equation}
From Vasiliev’s equations it follows that $S$ generate a Wigner deformed oscillator algebra with (adjoint) deformation parameters
\begin{equation}
\chi := \Phi \ast \kappa, \quad \bar{\chi} := \Phi \ast \bar{\kappa},
\end{equation}
and central elements $dz^2$ and $d\tilde{z}^2$, viz.\footnote{The deformations are non-trivial \cite{1,2} since $(1 - \chi)^{(-1/2)} \ast (dz^a S_a) \notin \Omega^1(S^2|j_s)$, as $dz^a \kappa_s$ is excised from $\Omega^1(S^2|j_s)$; see footnote 20.}
\begin{equation}
S \ast S = id\tilde{z}^2(1 - b\chi) + idz^2(1 - \bar{b}\bar{\chi}), \quad [S, \chi]_\ast = 0;
\end{equation}
the remainder of the equations amount to the covariant constancy conditions
\begin{equation}
dS + [U, S]_\ast = 0, \quad d\chi + [U, \chi]_\ast = 0.
\end{equation}
Open Wilson lines in $Z_4$. Since the geometry is non-commutative, more zero-form observables can be constructed as traces of new adjoint quantities. Indeed, using the lemma
\begin{equation}
f(Z) \ast e^{iM^2Z_\omega} = e^{iM^2Z_\omega} \ast f(Z - 2M),
\end{equation}
and choosing a path $C_{p_0 \rightarrow p_1}(M)$ such that $\text{Proj}_{X_4}(p_0) = \text{Proj}_{X_4}(p_1)$ while $\text{Proj}_{Z_4}(C_{p_0 \rightarrow p_1}(M))$ is left open, one has
\begin{equation}
H_{C_{p_0 \rightarrow p_1}(M)}[A(G)] \ast e^{iM^2Z_\omega/2} = (G|_{p_0})^{-1} \ast H_{C_{p_0 \rightarrow p_1}(M)}[A] \ast e^{iM^2Z_\omega/2} \ast (G|_{p_0}).
\end{equation}
Thus, the open Wilson line
\begin{equation}
W_{C(M)}^{(\text{open})}[A] := \int_{Z(p) \in Z_4} \frac{d^4Z}{(2\pi)^2} \text{Tr}_{A(Y_4)} \left( H_{C_{p_0 \rightarrow p_1}(M)}[A] \ast e^{iM^2Z_\omega/2} \right),
\end{equation}
is invariant under large Cartan gauge transformations and independent of $\text{Proj}_{X_4}(C_{p_0 \rightarrow p_1}(M))$, hence $U$, provided that it can be evaluated using the regular scheme.

The contour $C(M)$ in the holonomy element $H_{C_{p_0 \rightarrow p_1}(M)}$ can be deformed (while keeping $H_{C_{p_0 \rightarrow p_1}(M)}$ fixed) at the expense of inserting curvature corrections along the path-ordered integral. As was argued in \cite{68}, this can be used to rewrite
\begin{equation}
W_{C(M)}^{(\text{open})}[A] = \int_{Z(p) \in Z_4} \frac{d^4Z}{(2\pi)^2} \text{Tr}_{A(Y_4)} \left( O_{C(M)}[A] \ast H_{L_{p_0 \rightarrow p_1}(M)}[A] \ast e^{iM^2Z_\omega/2} \right),
\end{equation}
where the holonomy is computed along a straight line $L_{p_0 \to p_1}(M)$ in $\mathcal{Z}_4$ with classical piece
\[
L(M) := \{ tM_{\alpha\beta} | t \in [0, 1] \},
\]
and the adjoint decoration
\[
OC(M)[V] := \sum_{m,n,p} \Sigma_{n,p}^{(m)}[C(M)] (S_{\underline{\alpha}})^m * \chi^* * (\kappa \bar{\kappa})^p,
\]
encodes the geometry of $C(M)$. As was shown in [48],
\[
H_{L_{p_0 \to p_1}(M)}[A] * e^{iM_{\underline{\alpha}\underline{\beta}}Z_{\underline{\alpha}}}/2 = e_*^{iM_{\underline{\alpha}\underline{\beta}}S_{\underline{\alpha}}(p_0)/2}.
\]
It follows that
\[
W_{C(M)}[A] = \sum_{m,n,p} \Sigma_{n,p}^{(m)}[C(M)] \int_{\mathcal{Z}_4} \frac{d^4Z}{(2\pi)^2} \text{Tr}_{A(\mathcal{Y}_4)} \left( (S_{\underline{\alpha}})^m * V_n(M/2) * (\kappa \bar{\kappa})^p \right),
\]
where
\[
V_n(M) := \chi^* * H_{L_{p_0 \to p_1}(2M)}[A] * e^{iM_{\underline{\alpha}\underline{\beta}}Z_{\underline{\alpha}}}, \quad n = 0, 1, \ldots.
\]
Thus, the quantities
\[
I_{n,p}(M) := \int_{\mathcal{Z}_4} \frac{d^4Z}{(2\pi)^2} \text{Tr}_{A(\mathcal{Y}_4)} \left( V_n(M/2) * (\kappa \bar{\kappa})^p \right), \quad p \in \{0, 1\},
\]
and their derivatives with respect to $M$ form a basis of the ring of zero-form charges.

**Closing the straight Wilson line.** The decorated straight Wilson line (6.22) can be rewritten in a way that can be straightforwardly generalised to more general differential Poisson manifolds, where the translation operator cannot be generated by means of star products.

To this end, one observes that $H_{L_{p_0 \to p_1}(M)}[V]$ can be combined with
\[
T^# * H_{L_{p_1 \to p_0}(M)}[V] * T^# = H_{L_{p_1 \to p_0}(M)}[V^#],
\]
to form a non-trivial closed Wilson loop
\[
W_{L(M) \cup \overline{L(M)}}[V] := \int_{\mathcal{Z}_4} \frac{d^4Z}{(2\pi)^2} \text{Tr}_{A(\mathcal{Y}_4)} \left( H_{L_{p_0 \to p_1}(M)}[V] * H_{L_{p_1 \to p_0}(M)}[V^#] \right),
\]
with classical closed path in $\mathcal{Z}_4$ given by $L(M) \cup \overline{L(M)}$, which is invariant under large Cartan gauge transformations and independent of $\text{Proj}_{X_4}(p_0)$, provided that it can be evaluated using the regular scheme. In other words, $W_{L(M) \cup \overline{L(M)}}$ is the trace of the holonomy resulting from parallel transporting an object from $Z$ to $Z + M$ along $L(M)$ using $V$, and then back along the same path using $V^#$. The non-triviality of the closed Wilson loop follows from
\[
H_{L_{p_0 \to p_1}(M)}[V] * H_{L_{p_1 \to p_0}(M)}[V^#] = H_{L_{p_0 \to p_1}(M)}[V] \left( H_{L_{p_0 \to p_1}(M)}[V^#] \right)^{-1} = e_*^{iM_{\underline{\alpha}\underline{\beta}}S_{\underline{\alpha}}(p_0)/2} * e_*^{iM_{\underline{\alpha}\underline{\beta}}Z_{\underline{\alpha}}}/2 * e_*^{-iM_{\underline{\alpha}\underline{\beta}}S_{\underline{\alpha}}(p_0)/2} * e_*^{-iM_{\underline{\alpha}\underline{\beta}}Z_{\underline{\alpha}}}/2)^{-1} = e_*^{iM_{\underline{\alpha}\underline{\beta}}S_{\underline{\alpha}}(p_0)},
\]
using $S^\# = -S$, from which it follows that

$$W_{L(2M)}^{(\text{open})}[V] = W_{L(M)\cup L(M)}[V],$$

(6.26)

that is, the open Wilson line equals a folded closed Wilson loop consisting of two holonomy segments with two gauge equivalent connections, one in the opposite direction of the other.

### 6.2 Perturbative expansion

The observables (6.22) can be evaluated on solutions that are built perturbatively around the AdS$_4$ vacuum (3.3). Their vacuum value is

$$\mathcal{I}^{(0)}_{n,p} = \delta_{n,0} \mathrm{Tr}_A(\gamma_4) \left( (\kappa_g \delta_4)^* p \right).$$

(6.27)

The perturbative expansion of $\mathcal{I}_{n,p}$ actually starts at order $n$, where $\mathcal{I}^{(n)}_{n,p}$ is clearly a function of the initial datum $\Phi^{(1)}$ only. The resolution used to solve the Z-space dependence of the fields are only expected to have an effect in sub-leading corrections to the zero-form charges. Because they are constructed as traces of adjoint quantities, those observable are in principle invariant under all transformations of the form (2.28). Although singular gauge functions can affect the cyclicity of the trace, this is prevented if one uses the regular computational scheme presented in section 2.5. In particular, the zero-form charges are independent of the gauge function $M$ in eq. (2.46), and can be written only in term of the virtual master fields $\Psi'$ and $\theta'$; hence only in terms of the virtual moduli $\Psi'$ and $\theta'$. This means that the only perturbative moduli that they depend on are the zero-form integration constants $\Psi^{(n)}$.

**Localised states and extensive nature of zero-form charges.** In [15, 44], it was argued that for initial data of the form $\Phi^{(1)} = \sum_\zeta \Psi^{(1)}_\zeta$, where $\Psi^{(1)}_\zeta$ are linearized Weyl zero-forms that are localized at mutually well-separated points $x_\zeta \in \mathcal{X}_4$ (as can be achieved for particle and black hole states), a zero-form charge $\mathcal{I}_n$ evaluated on the corresponding full solution has a perturbative multi-body expansion of the form

$$\mathcal{I}_n(\Psi^{(1)}) = \sum_\zeta \mathcal{I}_n(\Psi^{(1)}_\zeta) + \sum_{\zeta < \eta} \Delta(\Psi^{(1)}_\zeta, \Psi^{(1)}_\eta) + \cdots,$$

(6.28)

where $\mathcal{I}_n(\Psi^{(1)}_\zeta) := \mathcal{I}_n(\Psi^{(1)}_\zeta) |_{\eta \neq \zeta, \Psi^{(1)}_\eta = 0}$ is the full one-body zero-form charge, and the two-body corrections obey

$$\left| \Delta(\Psi^{(1)}_\zeta, \Psi^{(1)}_\eta) \right| \ll \left| \mathcal{I}_n(\Psi^{(1)}_\zeta) \right|, \quad \left| \mathcal{I}_n(\Psi^{(1)}_\eta) \right|.$$

(6.29)

More generally, it is expected that the zero-form charges cluster decompose over well-separated subsets of localizable states. Thus, when evaluated on a dilute gas of localizable states, the zero-form charges are extensive variables, hence natural building blocks for an on-shell action in the micro-canonical ensemble.

Thus, for localizable states, as first proposed in [69], the zero-form charges are expected to have classical perturbative expansions in terms of building blocks for higher
spin amplitudes, referred to as quasi-amplitudes \cite{44}. Indeed, the above properties have been verified in the Type A as well as Type B models \cite{45, 46} for particle states, whose quasi-amplitudes reproduce the correlation functions of the free $U(N)$ vector model in the leading order. In \cite{48}, this correspondence was enhanced to cyclic structures, supportive of the underlying topological open string picture \cite{69}.

**Factorised solutions.** The Wilson loop observables can be evaluated on the factorised solution (C.1)–(C.3). In particular, one can write

$$V(E+i\theta^V) = \sum_{k=1}^{\infty} \sum_{k=1}^{\infty} \frac{1}{k!k!} \Psi^{*k} \star \bar{\Psi}^{*\tilde{k}} \star (\partial_{\nu})^k (\partial_{\bar{\nu}})^{\tilde{k}} V_{\nu,\bar{\nu}} \Bigg|_{\nu=\bar{\nu}=0}$$

$$= \sum_{k,\tilde{k}} \frac{1}{k!k!} \Psi^{*(k+\tilde{k})} \star (\kappa_\nu \bar{\kappa}_{\bar{\nu}})^* \star (\partial_{\nu})^k (\partial_{\bar{\nu}})^{\tilde{k}} V_{\nu,\bar{\nu}} \Bigg|_{\nu=\bar{\nu}=0}, \quad (6.30)$$

$$V_{\nu,\bar{\nu}}(Z) = \sum_{k=1}^{\infty} \nu^k \nu_{\bar{k}}(z) + \sum_{k=1}^{\infty} \bar{\nu}^k \bar{\nu}_{\bar{k}}(\bar{z}). \quad (6.31)$$

The advantage of this formulation is that it allows to rewrite the holonomies (6.4) as

$$H_{C_{p_0 \to p_1}(M)} [U + V]$$

$$= \sum_{k=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{k!k!} \Psi^{*(k+\tilde{k})} \star (\kappa_\nu \bar{\kappa}_{\bar{\nu}})^* \star (\partial_{\nu})^k (\partial_{\bar{\nu}})^{\tilde{k}} H_{C_{p_0 \to p_1}(M)} [U + V_{\nu,\bar{\nu}}] \Bigg|_{\nu=\bar{\nu}=0}, \quad (6.32)$$

and in turn the zero-form charges (6.22) as

$$I_{n,p}(M) = \sum_{N=n}^{\infty} \sum_{P=0}^{\infty} \alpha_{n,p;N,P} \text{Tr}_{A(Y_4)} \left( \Psi^{*N} \star (\kappa_\nu \bar{\kappa}_{\bar{\nu}})^* P \right) \quad (6.33)$$

$$= \sum_{N=n}^{\infty} \sum_{P=0}^{\infty} \alpha_{n,p;N,P} \text{Tr}_{A(Y_4)} \left( \Psi^{*N} \star (\kappa_\nu \bar{\kappa}_{\bar{\nu}})^* P \right), \quad (6.34)$$

$$\alpha_{n,p;N,P} := \sum_{\substack{0 \leq k \leq N-n \leq \tilde{k},k \leq P-p \mod 2}} B_{n,p;N-n-k,k}, \quad (6.35)$$

$$B_{n,p;N-n-k,k} := \frac{\nu^k \bar{\nu}_{\bar{k}}}{k!k!} \int_{\mathbb{Z}_4} \frac{d^4 Z}{(2\pi)^2} H_{C_{p_0 \to p_1}(M)} [V_{\nu,\bar{\nu}}] \star e^{iM\nu Z_\nu Z_{\bar{\nu}} + i2\kappa_\nu^{(p+n)} \bar{\kappa}_{\bar{\nu}}^{*p+\nu}} \Bigg|_{\nu=\bar{\nu}=0}. \quad (6.36)$$

The equivalence between the forms (6.33) and (6.34) is in principle guaranteed by the regular presentation of the gauge functions. Such an equivalence is moreover ensured for the traces (B.1), (B.4) by the fact that their respective definitions are invariant under linear transformations of the $Y$ variables, such as the one in eq. (A.24).

The lesson that comes out of this result is that for a given initial datum $\Psi'$, the Wilson loop observables of the full solution are proportional to the ones of the linearised solution. In particular, if the initial data are bulk-to-boundary propagators of particle states, and
the solution is the factorised one, those observables give correlators of the dual CFT to all orders in perturbation theory. Because of the regular presentation of the gauge function 
$H^{(1, E + i d_r \to G)}$ that relates them to a solution satisfying the COMST, there is in principle a solution satisfying COMST and whose observables are the correlators of the dual CFT to all orders in perturbation theory. However, imposing boundary conditions on the solution, such as the dual boundary conditions discussed in section 5, can have a non trivial effect on the zero-form charges if they require to activate the higher order initial data $\Psi^{(n,A)}$ for $n > 1$.

**Protection.** Some of the coefficients $B_{n,p; k}$ in eq. (6.36) are protected, in the sense that the contribution they get from terms that are sub-leading in perturbation theory vanish identically. To show that, one starts by factorising them using eq. (6.19)

$$B_{n,p; k} = \beta_{p+n,k},$$

$$\beta_{m;k} := \frac{(\partial_\nu)^k}{k!} \int_{S^2} \frac{d^2 z}{2\pi} (\bar{S}_\nu_{,\alpha} - \sum_{k=1}^\infty \nu^k \frac{\partial}{\partial d\bar{z}^k} \bar{S}_\nu_{,\alpha}),$$

$$\bar{\beta}_{p;k} := \frac{(\bar{\partial}_\nu)^k}{k!} \int_{S^2} \frac{d^2 \bar{z}}{2\pi} (\bar{S}_{\nu;\dot{\alpha}} - \sum_{k=1}^\infty \bar{\nu}^k \frac{\partial}{\partial d\bar{z}^k} \bar{S}_{\nu;\dot{\alpha}}),$$

in terms of the quantities

$$S_{\nu,\alpha}(z) := \bar{z}_a - 2i \sum_{k=1}^\infty \nu^k \frac{\partial}{\partial d\bar{z}^k} \bar{v}_k(z), \quad \bar{S}_{\nu;\dot{\alpha}}(\bar{z}) := z_{\dot{\alpha}} - 2i \sum_{k=1}^\infty \bar{\nu}^k \frac{\partial}{\partial d\bar{z}^k} \bar{v}_{\dot{k}}(\bar{z}),$$

that star-commute with each other. The protection argument concerns $\beta_{1;k}$ for $k \geq 1$ and $\bar{\beta}_{1;\dot{k}}$ for $\dot{k} \geq 1$, and is based on the bosonic projection (2.30), that yields in particular

$$\pi(S_{\nu,\alpha}) = -S_{\nu,\alpha}, \quad \bar{\pi}(\bar{S}_{\nu;\dot{\alpha}}) = -\bar{S}_{\nu;\dot{\alpha}}.$$

The coefficients $\beta_{1;k}$ (resp. $\bar{\beta}_{1;\dot{k}}$) can be expanded in powers of $\mu$ (resp. $\bar{\mu}$) and read

$$\beta_{1;k} = \delta_{k,0}, \quad \bar{\beta}_{1;\dot{k}} = \delta_{\dot{k},0}.$$

While the value of the $M$-independent part is straightforward to compute, the proof of the $\mu$-independence of $\beta_{1;k}$ relies on the cyclicity of the trace and on eqs. (2.19), (2.20) as follows

$$\int_{S^2} d^2 z (\mu S_\nu)_{**k_z} = -\int_{S^2} d^2 z (\mu S_\nu)_{**k_z} (\mu S_\nu) = -\int_{S^2} d^2 z (\mu S_\nu)_{**k_z} ,$$

and similarly for the $\bar{\mu}$-independence of $\bar{\beta}_{1;\dot{k}}$.

**Spin-frame independence.** By their definition (6.35), the coefficients $\alpha_{n,p;N,P}$ might a priori depend on the specific solution for the auxiliary connection $V$. However, they cannot depend on $V$, as ensured by their independence on the gauge function, itself resulting from the regular prescription introduced in section 2.5. A test of said prescription would be to evaluate the zero-form charges on different solutions with the same Weyl tensors $C$, and
verify their matching. In particular, one can compute them on the family of solutions derived in appendix C.2, and verify their independence on the spin-frames $u^\pm$ and $\bar{u}^\pm$. Asking for this independence to be manifest, this would mean that the $M$-dependence of the coefficients should be given by

$$
\alpha_{n;p;N;P}(M) = \alpha_{n;p;N;P}^{(0,0)} + \alpha_{n;p;N;P}^{(1,0)} \delta^2(\mu) + \alpha_{n;p;N;P}^{(0,1)} \delta^2(\bar{\mu}) + \alpha_{n;p;N;P}^{(1,1)} \delta^4(M). \quad (6.44)
$$

The result (6.33)–(6.36) is compatible with the leading part of the observables being completely determined by the initial datum $V_0$, as the holonomy factor would be the one of the trivial connection $V_{0,0} = 0$. More precisely, the leading order results are given by

$$
\begin{align*}
\alpha_{2n,0;2n,0} &= 64\pi^2 \delta^4(M), & \alpha_{2n+1,0;2n+1,0} &= 8\pi \delta^2(\bar{\mu}), \\
\alpha_{2n,1;2n,1} &= 1, & \alpha_{2n+1,1;2n+1,1} &= 8\pi \delta^2(\mu),
\end{align*}
$$

the other coefficients being trivial. To explore to first sub-leading order, one starts by using eqs. (6.4), (6.17), (C.27) to write

$$
H^{(1)}_{L_{0\mu} \rightarrow p_1}(M)(V_{\mu,\nu}) = -\frac{b\pi}{2} \mu^\alpha \partial_\alpha \int_0^1 dt \int_{-1}^1 \frac{ds}{1 + s} \exp \left( \frac{i}{2} \frac{1 - s}{1 + s}(z + t\mu)D(z + t\mu) + \frac{i}{1 + s}\rho(z + t\mu) \right) \bigg|_{\rho = 0} - \text{h.c.}. \quad (6.47)
$$

As can be shown using eqs. (D.19), (D.20), the non-trivial coefficients at this order are:

$$
\begin{align*}
\alpha_{2n,0;2n+1,0} &= b(2\pi)^2 \delta^2(\mu), & \alpha_{2n+1,0;2n+2,1} &= b, \\
\alpha_{2n,0;2n+1,1} &= \bar{b}(2\pi)^2 \delta^2(\bar{\mu}), & \alpha_{2n+1,1;2n+2,1} &= b. \quad (6.48)
\end{align*}
$$

These results show that the spin frame independence (6.44) is reached at least at the first two orders in perturbation theory, thereby supporting the regular prescription.

7 Conclusions and outlook

In this paper, we have revisited Vasiliev’s equations at the linearized level, and demonstrated explicitly in the cases of particle and black hole states how to use gauge functions to go from the holomorphic gauge given in Weyl order, suitable for integrating the system to all orders, to a relaxed Vasiliev gauge given in normal order, suitable for identifying Fronsdal fields on-shell in accordance with the COMST and imposing asymptotically locally anti-de Sitter boundary conditions. More specifically, we have found that working in normal order, the symbols for $\Phi^{(1)}$ and $U^{(1)} \equiv D^{(0)}H^{(1)}$ are indeed regular in twistor space at $Z = 0$, where they serve as generating functions for linearized Weyl tensors and spacetime gauge fields, respectively, even though the linearized gauge function $H^{(1)}$ has singularities in twistor space. The latter, however, have no impact on the spacetime gauge fields, as the singular part of $U^{(1)}|_{Z=0}$ is cohomologically trivial with respect to the AdS covariant derivative $D^{(0)}$. In other words, the $D^{(0)}$-cohomology provides a splitting of $U^{(1)}|_{Z=0}$ into a regular part, which thus defines the unfolded Fronsdal fields on-shell, and
a singular part that can be cancelled by choosing the $Z$-independent part of $H^{(1)}$, as we have done explicitly in the case of particle states.

The construction of $H^{(1)}$ involves replacing Vasiliev's original gauge condition on the twistor space connection $[3, 30]^5$ with a relaxed version that only fixes $H^{(1)}$ up to terms of $O(Z^2)$ (in normal order), as the latter do not affect the COMST. Instead, we argue that this freedom in $H^{(1)}$ is of use in imposing asymptotically (locally) AdS boundary conditions. To this end, we have proposed a Fefferman-Graham-like expansion in which the full master fields linearize asymptotically. The perturbative corrections to the bulk master fields involve star-product interactions that may affect their leading order in the asymptotic expansion, in which case corrections to the zero-form initial data as well as to the gauge function will be required, that we plan to report on elsewhere.

The analysis is facilitated by the usage of a regular computation scheme, whereby master fields and gauge functions are presented by means of parametric integrals with integrands given by regular Gaussian functions in twistor space. We have proposed a prescription for how to nest auxiliary integrals and star products so as to maintain associativity in perturbative computations. We have tested this scheme at the linearized level in the aforementioned mapping between gauges, and at the fully nonlinear level in constructing perturbatively exact solutions in the holomorphic gauge in Weyl order [20].

Following the QTFT approach to HSG advocated in [32–34], the HSG partition function is given by a sum over classical field configurations weighted by an on-shell action. Starting from first principles, the simplest such on-shell action is given by the zero-form charge obtained from the second Chern-class on twistor space. In the leading order, this quantity has been shown to produce physically meaningful holographic two-point functions in the case of a perturbative expansion around anti-de Sitter spacetime with boundary conditions corresponding to free holographic CFTs. We plan to report elsewhere on whether the sub-leading terms in the perturbative expansion of the on-shell action due to the aforementioned corrections to the zero-form initial data will induce the physically desired $n$-point functions as well. We have verified, however, that the first sub-leading corrections to a related set of classical observables, given by Wilson loops in twistor space, also known as zero-form charges, are well-defined in the sense that they do not depend on an auxiliary spin-frame structure introduced in the holomorphic gauge.

The formalism advocated in this paper shifts the focus of HSG away from the issue of finding classes of non-local vertices for Fronsdal fields in quasi-Riemannian spacetimes to that of constructing star-product local functionals for curvatures of non-commutative higher spin geometries. In this spirit, we have proposed a set of dual boundary conditions on Vasiliev's nonlinear master fields for higher spin geometries containing asymptotically locally anti-de Sitter spacetimes as well as a globally defined on-shell action functional given by an integral over twistor space. If successful, the resulting framework may open up

\footnote{In particular, in [49] it was shown that combining the original Vasiliev gauge with a computational scheme in which the master fields are expanded in formal power series in $Y$ prior to performing star products leads to ill-defined second-order corrections to the resulting Fronsdal field equations. To our best understanding, it remains an open problem whether relaxing the original Vasiliev gauge condition or switching to the regular computation scheme, or a combination of the two, may yield finite results.}
a dual approach to quantum field theory in which each particle is described by an infinite collections of topological fields making up a horizontal form on a (non-commutative) fibered space, rather than a finite set of propagating fields on a (commutative) quasi-Riemannian manifold.
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A Conventions

Indices. Throughout the paper, we use the following types of indices:

- Greek letters from the end of the alphabet are world indices;
- Lower case letters from the beginning of the alphabet are Lorentz indices;
- Lower case letters from the end of the alphabet are \( (3) \) indices;
- (Possibly dotted) greek letters from the beginning of the alphabet are \( \text{Sp}(2) \) spinor indices;
- Underlined greek letters from the beginning of the alphabet are \( \text{Sp}(4) \) spinor indices.

The Lorentz metric \( \eta_{ab} \) is taken as \( \text{diag}(-+++) \). Every \( \text{Sp}(4) \) spinor \( A_\underline{\alpha} \) consist in two \( \text{Sp}(2) \) spinors \( (a_\alpha, \bar{a}_\bar{\alpha}) \). The symplectic matrices

\[
C_{\alpha\beta} = \left( \begin{array}{cc} \epsilon_{\alpha\beta} & 0 \\ 0 & \epsilon_{\bar{\alpha}\bar{\beta}} \end{array} \right), \quad C_{\alpha\beta} = \left( \begin{array}{cc} \epsilon_{\alpha\beta} & 0 \\ 0 & \epsilon_{\bar{\alpha}\bar{\beta}} \end{array} \right),
\]

are defined with the convention that

\[
\epsilon^{\alpha\beta} \epsilon_{\alpha\gamma} = \delta^\beta_\gamma, \quad \epsilon^{\bar{\alpha}\bar{\beta}} \epsilon_{\bar{\alpha}\bar{\gamma}} = \delta^\bar{\beta}_{\bar{\gamma}}.
\]

They are used to raise, lower and contract all the spinor indices with the so-called NW-SE convention. For example, for two \( \text{Sp}(2) \) spinors \( \lambda_\alpha \) and \( \mu_\alpha \), one has

\[
\lambda^\alpha = \epsilon^{\alpha\beta} \lambda_\beta, \quad \lambda_\alpha = \lambda^\beta \epsilon_{\beta\alpha}, \quad \lambda_\mu = \lambda^\alpha \mu_\alpha = -\mu \lambda.
\]
The convention is the same for dotted and underlined indices. The convention is often used implicitly to omit all spinorial indices. Another related convention is that the same symbol can be used for different indices in the same expression to indicate that they must be completely symmetrized (with weight one). Let us define a spin-frame \((u^+_\alpha, \bar{\nu}^+_{\dot{\alpha}})\) such that \(u^+\alpha u^-_\alpha = \bar{\nu}^+_{\dot{\alpha}} \bar{\nu}^-_{\dot{\alpha}} = 1\). That is to say the convention for the symplectic metric reads in this basis
\[
\epsilon_{\alpha\beta} := u^-_\alpha u^+_\beta - u^+_\alpha u^-_\beta, \quad \epsilon_{\dot{\alpha}\dot{\beta}} := \bar{\nu}^-_{\dot{\alpha}} \bar{\nu}^+_{\dot{\beta}} - \bar{\nu}^+_{\dot{\alpha}} \bar{\nu}^-_{\dot{\beta}}. \tag{A.4}
\]
We usually use that property to expand spinors in that basis as
\[
\lambda^\pm = u^{\pm\alpha} \lambda_\alpha, \quad \lambda_\alpha = u^-_\alpha \lambda^+ - u^+_\alpha \lambda^-, \quad \bar{\lambda}^\pm := \bar{\nu}^{\pm\dot{\alpha}} \bar{\lambda}_{\dot{\alpha}}, \quad \bar{\lambda}_{\dot{\alpha}} = u^-_{\dot{\alpha}} \bar{\lambda}^+ - u^+_{\dot{\alpha}} \bar{\lambda}^- . \tag{A.5}
\]
Vector and spinor indices are related by the Van der Waerden symbols, that have the following properties
\[
\sigma_a \bar{\sigma}_b = \eta_{ab} + \sigma_{ab}, \quad \bar{\sigma}_a \sigma_b = \eta_{ab} + \sigma_{ab}, \quad \sigma_{ab} := \frac{1}{2}(\sigma_a \bar{\sigma}_b - \bar{\sigma}_b \sigma_a), \tag{A.6}
\]
\[
(\sigma^a)_{\alpha\dot{\alpha}} (\sigma_a)_{\beta\dot{\beta}} = -2\epsilon_{\alpha\beta} \epsilon_{\dot{\alpha}\dot{\beta}}. \tag{A.8}
\]
For a Lorentz vector \(v^a\), one has
\[
v_{\alpha\dot{\alpha}} := v^a (\sigma_a)_{\alpha\dot{\alpha}} = : v_{\dot{\alpha}\alpha} =: v_\alpha^\dot{\alpha}, \quad v^a = -\frac{1}{2} (\sigma^a)_{\alpha\dot{\alpha}} v^{\alpha\dot{\alpha}} . \tag{A.9}
\]
The Van der Waerden symbols can be realised in terms of the spin-frame as
\[
(\sigma_0)_{\alpha\dot{\alpha}} = u^+_\alpha \bar{\nu}^-_{\dot{\alpha}} + u^-_\alpha \bar{\nu}^+_{\dot{\alpha}} = (\bar{\sigma}_0)_{\dot{\alpha}\alpha}, \quad (\sigma_1)_{\alpha\dot{\alpha}} = u^+_\alpha \bar{\nu}^-_{\dot{\alpha}} + u^-_\alpha \bar{\nu}^+_{\dot{\alpha}} = (\bar{\sigma}_1)_{\dot{\alpha}\alpha}, \tag{A.10}
\]
\[
(\sigma_2)_{\alpha\dot{\alpha}} = i(u^+_\alpha \bar{\nu}^-_{\dot{\alpha}} - u^-_\alpha \bar{\nu}^+_{\dot{\alpha}}) = (\bar{\sigma}_2)_{\dot{\alpha}\alpha}, \quad (\sigma_3)_{\alpha\dot{\alpha}} = u^+_\alpha \bar{\nu}^-_{\dot{\alpha}} - u^-_\alpha \bar{\nu}^+_{\dot{\alpha}} = (\bar{\sigma}_3)_{\dot{\alpha}\alpha}. \tag{A.11}
\]

**AdS\(_4\) generators and connection.** We use the following convention for the isometry algebra of AdS\(_4\)
\[
[M_{ab}, M_{cd}] = 4i\eta_{[d]a} M_{b[c],} \quad [M_{ab}, P_c] = 2i\eta_{c[b} P_{a]} , \quad [P_a, P_b] = i M_{ab} , \tag{A.12}
\]
which corresponds to giving to the cosmological constant the constant value -3. We usually redefine them into the compact generators \(M_{rs}\) and \(E\) and the ladder operators \(L^\pm_r\), with the definitions
\[
E := P_0 , \quad L^\pm_r := M_{0r} \mp i P_r . \tag{A.13}
\]
The Cartan connection of AdS\(_4\) is the pull-back of a Maureer-Cartan form, that is to say it is an algebra-value 1-form field \(U^{(0)}\) satisfying
\[
dU^{(0)} + \frac{1}{2} [U^{(0)}, U^{(0)}] = 0 . \tag{A.14}
\]
It can be splitted as
\[
U^{(0)} := -i \left( e^{(0)a} P_a + \frac{1}{2} \omega^{(0)ab} M_{ab} \right) , \tag{A.15}
\]
where \( e^a \) is the vierbein and \( \omega^{ab} \) is the spin connection, satisfying
\[
d\omega^{(0)ab} + \omega^{(0)a}_{\ c} \omega^{(0)cb} + e^{(0)a} e^{(0)b} = 0, \quad d e^{(0)a} + \omega^{(0)a}_{\ b} e^{(0)b} = 0. \tag{A.16}
\]
The algebra can be realized in terms of the star-product (2.9) with the following definition of the generators
\[
M_{ab} = -\frac{1}{8} (\sigma_{ab})^{\alpha\bar{\alpha}} y_\alpha y_{\bar{\alpha}}, \quad P_a = \frac{1}{4} (\sigma_a)^{\alpha\bar{\alpha}} y_\alpha y_{\bar{\alpha}}. \tag{A.17}
\]
In this language, the Cartan connection becomes eq. (3.5), viz.
\[
U^{(0)} = \frac{1}{4i} \Omega^{(0)\alpha\beta} Y_\alpha Y_\beta = \frac{1}{4i} \left( \omega^{(0)\alpha\beta} y_\alpha y_\beta + \tilde{\omega}^{(0)\dot{\alpha}\dot{\beta}} y_{\dot{\alpha}} y_{\dot{\beta}} + 2 e^{(0)\alpha\beta} y_\alpha y_\beta \right), \tag{A.18}
\]
with the spinorial components defined as
\[
e^{(0)a} = (\sigma^a)^{\alpha\dot{\alpha}} e^{(0)\alpha\dot{\alpha}}, \quad \omega^{(0)ab} = \frac{1}{2} \left( (\sigma^{ab})^{\alpha\alpha} \omega^{(0)\alpha\alpha} + (\tilde{\sigma}^{ab})^{\dot{\alpha}\dot{\alpha}} \tilde{\omega}^{(0)\dot{\alpha}\dot{\alpha}} \right), \tag{A.19}
\]
\[
e^{(0)\alpha\dot{\alpha}} = \frac{1}{2} (\sigma_\alpha)^{\alpha\dot{\alpha}} e^{(0)a}, \quad \omega^{(0)\alpha\alpha} = \frac{1}{4} (\sigma_{ab})^{\alpha\beta} \omega^{(0)ab}, \quad \tilde{\omega}^{(0)\dot{\alpha}\dot{\alpha}} = -\frac{1}{4} (\tilde{\sigma}_{ab})^{\dot{\alpha}\dot{\alpha}} \omega^{(0)ab}, \tag{A.20}
\]
and satisfying
\[
d\omega^{(0)\alpha\beta} + \omega^{(0)\beta\beta} e^{(0)\alpha\beta} e^{(0)\alpha\dot{\beta}} = 0, \quad d \tilde{\omega}^{(0)\dot{\alpha}\dot{\beta}} + \omega^{(0)\dot{\beta}\dot{\beta}} e^{(0)\dot{\alpha}\dot{\beta}} e^{(0)\dot{\alpha}\dot{\beta}} = 0, \tag{A.21}
\]
\[
d e^{(0)\alpha\dot{\alpha}} + \omega^{(0)\alpha\beta} e^{(0)\dot{\beta} \dot{\beta}} e^{(0)\alpha\beta} = 0. \tag{A.22}
\]
\(U^{(0)}\) is pure gauge, in the sense that it can be written
\[
U^{(0)} = L^{-1} \ast dL, \tag{A.23}
\]
where \( L \) is a \( x \)-dependent Gaussian in \( Y \). Its adjoint action on \( Z \)-independent symbols reads
\[
L^{-1} \ast f(x; Y) \ast L = f \left( x; Y^L_\alpha \right), \quad Y^L_\alpha(x) = L(x)^{\beta} L^{-1} Y_\beta, \tag{A.24}
\]
where \( L(x)^{\beta}_{\alpha} \) is a \( x \)-dependent Sp(4) matrix corresponding to \( L \).

**Stereographic coordinates.** Whenever we need to make the spacetime dependence explicit, we choose to do it with the help of stereographic coordinates, that can be written in Lorentz covariant fashion
\[
x^a \in \mathbb{R}^4, \quad x^2 \neq 1, \quad ds^2 = \frac{4}{(1-x^2)^2} dx^2. \tag{A.25}
\]
The radial coordinate of the global AdS_4 spherical coordinate system, that appears in the analysis of the black hole states, can be related to the stereographic coordinates via
\[
r = 2 \sqrt{(x_0)^2 + x^2} \left( \frac{1}{1 - x^2} \right). \tag{A.26}
\]
Two useful definitions are
\[
h := \sqrt{1 - x^2}, \quad \xi := |x^2|^{-\frac{1}{2}} \tanh^{-1} \left( \frac{1 - h}{1 + h} \right).
\] (A.27)

The vacuum gauge function corresponding to stereographic coordinates can be given in terms of those quantities
\[
L = \exp_\star \left( 4i \xi x^a P_a \right) = \frac{2h}{1 + h} \exp \left( - \frac{i}{1 + h} yx\bar{y} \right).
\] (A.28)

The associated $\text{Sp}(4)$ matrix allows to rewrite eq. (A.24) as
\[
L^{-1} \star f(x; y, \bar{y}) \star L = f \left( x; \frac{1}{h} (y + x\bar{y}), \frac{1}{h} (\bar{y} + \bar{x}y) \right), \quad y^L = \frac{1}{h} (y + x\bar{y}), \quad \bar{y}^L = \frac{1}{h} (\bar{y} + \bar{x}y).
\] (A.29)

**B Definition of the trace on $\mathcal{A}(\mathcal{Y}_4)$**

Although the precise definition of the trace operation on $\mathcal{A}(\mathcal{Y}_4)$ does not enter the derivation of the main results of this paper, the following remarks are in order. A trace operation that is naturally associated with the Groenewold-Moyal product induced on $\mathcal{A}(\mathcal{Y}_4)$ by (2.9) is
\[
\text{Tr}_\star f := \int d^4 Y f(Y).
\] (B.1)

However, some of the functions of $Y$-oscillators that we work with in this paper are non-integrable. For example, the twisted Fock-space endomorphisms $P_{mn} \star \kappa_y$ (see [20] and section 4) have infinite $\text{Tr}_\star$. To regularise their traces, one may introduce a projector $p$ to $L^1(\mathcal{Y}_4)$, or equivalently a projector $\tilde{p}$ to the space $\mathcal{F}_{Y=0}(\mathcal{Y}_4)$ of functions that have a finite value at $Y = 0$. The associated linear map
\[
\text{Tr}_p f := \int d^4 Y p f(Y) = (2\pi)^2 \tilde{p}(f \star \kappa_y \kappa_{\bar{y}})|_{Y=0},
\] (B.2)

is a trace operation provided that it is cyclic. The existence of such a regularized trace depends on the details of the algebra $\mathcal{A}(\mathcal{Y}_4)$.

An example is provided by the extension of the Weyl algebra [19] spanned by elements of the form
\[
f(Y) = f_{0,0} + f_{1,0} \star \kappa_y + f_{0,1} \star \kappa_{\bar{y}} + f_{1,1} \star \kappa_y \star \kappa_{\bar{y}},
\] (B.3)

where $f_{ij}(Y)$ are analytic functions of $Y$ that form a star-product algebra, i.e. the algebra has basis elements $Y^k \star \kappa_y \kappa_{\bar{y}}$, that is, monomials in $Y$ of arbitrary degree together with monomials multiplied with delta functions in $Y$ and their derivatives. The extended Weyl algebra admits the non-degenerate trace operation
\[
\text{Tr}_p(f) := (2\pi)^2 f_{1,1}|_{Y=0},
\] (B.4)

where $\rho$ is the projection whose Fourier dual $\tilde{\rho}$ is defined by
\[
\tilde{\rho}(Y^k \star \kappa_y \kappa_{\bar{y}}) = \delta_{p0} \delta_{q0} Y^k.
\] (B.5)
Thus, for instance, the regularized trace of a non-polynomial (anti-)Fock-space endomorphism $P_{m_1,m_2|n_1,n_2}$, where $m_i, n_i$ are all positive (negative) semi-integers (see [15, 20] and section 4), is finite, and can be appropriately normalized as to give $\text{Tr}_\rho(P_{m_1,m_2|n_1,n_2}) \propto \langle n_1,n_2|m_1,m_2 \rangle = \delta_{n_1,m_1}\delta_{n_2,m_2}$. From $P_{m_1,m_2|n_1,n_2} \ast \kappa_y \sim P_{m_1,m_2|n_2,n_1}$, it follows that $\text{Tr}_\rho(P_{m_1,m_2|n_1,n_2} \ast \kappa_y) = 0$.

The generalisation of the regularized trace (B.4) to algebras that contain the Klein operators but are not a semi-direct product of $1, \kappa, \tilde{\kappa}, \kappa \tilde{\kappa}$ with an algebra of analytic function, needs more care. Indeed, the expansion (B.3) is ambiguous for any $g$ such that $g \ast \kappa^\delta \tilde{\kappa}^\delta$ is itself an analytic function. One can resolve these ambiguities by prescribing that such functions enter the trace via a specific projection. For instance, for the symmetry-enhanced projectors $P_n(E)$ considered in [15, 20], that are eigenstates of $\kappa_y \tilde{\kappa}_y$, $P_n(E) \ast \kappa_y \tilde{\kappa}_y = (-1)^n P_n$, the ambiguity can be resolved by using $\text{Tr}_{\rho \pi_n}$ instead, where $\pi_n := \frac{1}{2}(1 + (-1)^n \kappa_y \tilde{\kappa}_y)$, hence $\text{Tr}_{\rho \pi_n}(P_n(E)) := 2\pi^2 (-1)^n P_n(E)|_{y = 0}$. Elements of the group $\text{SpH}(8)$, that is discussed in section 2.5, present the same difficulty, the study of which we defer to a future work.

C Perturbatively exact factorised solutions

In this appendix, we shall solve eq. (2.27) perturbatively around the anti-de Sitter background (3.3) using the Weyl-order resolution operator (3.43), and more precisely taking advantage of its factorisation property (3.46). As we will see, the perturbation theory based on this homotopy integral can be performed to all orders. Notice that, as this resolution operator is the only one we use in this appendix, we will drop the label $(E + i\partial^Y)$ on the various fields.

C.1 Factorised perturbation theory

We will prove in this subsection that an all-order result is

$$\Phi^{(m)} = \delta_{m,1} \left( \Psi^{(1)} \ast \kappa_y + \Psi^{(1)} \ast \tilde{\kappa}_y \right), \quad \text{(C.1)}$$

$$V^{(m)} = (\Psi^{(1)})^{*m} \ast v_m(z) + (\Psi^{(1)})^{*m} \ast \bar{v}_m(\bar{z}), \quad \text{(C.2)}$$

$$U^{(m)} = \delta_{m,0} \Omega, \quad \text{(C.3)}$$

where

$$\Psi^{(1)}(Y) := C^{(1)}(Y) \ast \kappa_y, \quad \Psi^{(1)}(Y) := C^{(1)}(Y) \ast \tilde{\kappa}_y, \quad \text{(C.4)}$$

where $v_m(z)$ and $\bar{v}_m(\bar{z})$ will be determined in the other subsections and where the integration constants have consistently been chosen to be zero, aside from $C^{(1)}(Y)$. The solution (C.1)–(C.3) is factorised in accordance with eq. (2.66). The bosonic projection (2.30) manifests itself on $\Psi^{(1)}$ and $\Psi^{(1)}$ as

$$\pi \pi \left( \Psi^{(1)} \right) = \Psi^{(1)}, \quad \pi \pi \left( \Psi^{(1)} \right) = \Psi^{(1)}, \quad \Psi^{(1)} \ast \Psi^{(1)} = \Psi^{(1)} \ast \Psi^{(1)}. \quad \text{(C.5)}$$

---

54 Having specified the resolution operator, the procedure should yield a unique solution. However, $g^{(E) \ast \kappa_z}$ is not a uniquely defined symbol, and we will see in the next subsection that for the family of representations of $\kappa_z$ that we will use, the result depends on the chosen spin-frame.
The generic solution to eq. (3.6) is $\Phi^{(1)} = C^{(1)}(Y)$ and it is straightforward to show that eq. (3.7) is equivalent to

$$D^{(0)}_{\text{ad}} \Phi^{(1)} = D^{(0)}_{\text{ad}} \tilde{\Phi}^{(1)} = 0.$$  \hfill (C.6)

Then all we want to use is eq. (3.43). We rewrite eq. (3.8) as

$$qV^{(1)} = -\Psi^{(1)} \star j_z - \tilde{\Psi}^{(1)} \star \bar{j}_z,$$  \hfill (C.7)

and solve it as

$$V^{(1)} = -\Psi^{(1)} \star q^{(E)} \star j_z - \tilde{\Psi}^{(1)} \star q^{(E)} \star \bar{j}_z.$$  \hfill (C.8)

Since $D^{(0)}_{\text{ad}}$ annihilates $\Psi^{(1)}$ and $\tilde{\Psi}^{(1)}$, we can rewrite eq. (3.9) as

$$qU^{(1)} = \Psi^{(1)} \star dq^{(E)} \star j_z + \tilde{\Psi}^{(1)} \star dq^{(E)} \star \bar{j}_z.$$  \hfill (C.9)

From now on, we assume that $q^{(E)} \star j_z$ and $q^{(E)} \star \bar{j}_z$ are $x$-independent, which is a non-trivial condition on the representation of $\kappa_z$ and $\bar{\kappa}_z$ that one uses to construct a solution. Since $q^{(E)} \star$ is linear, we have

$$U^{(1)} = W^{(1)},$$  \hfill (C.10)

which we decide to gauge fix to zero by virtue of eq. (3.10), thereby proving eqs. (C.1), (C.2), (C.3) for $m = 1$.

Now we assume having proven it up to a certain order $n$ and will prove it for $m = n+1$. At order $n + 1$, the equations (3.6)–(3.10) read

$$q\Phi^{(n+1)} + \sum_{k=1}^{n} \left[ V^{(k)} , \Phi^{(n+1-k)} \right]_{\pi} = 0,$$  \hfill (C.11)

$$D^{(0)}_{\text{tw}} \Phi^{(n+1)} + \sum_{k=1}^{n} \left[ U^{(k)} , \Phi^{(n+1-k)} \right]_{\pi} = 0,$$  \hfill (C.12)

$$qV^{(n+1)} + \sum_{k=1}^{n} V^{(k)} \star V^{(n+1-k)} + \Phi^{(n+1)} \star J = 0,$$  \hfill (C.13)

$$qU^{(n+1)} + D^{(0)}_{\text{ad}} V^{(n+1)} + \sum_{k=1}^{n} \left\{ V^{(k)} , V^{(n+1-k)} \right\} = 0,$$  \hfill (C.14)

$$D^{(0)}_{\text{ad}} U^{(n+1)} + \sum_{k=1}^{n} U^{(k)} \star U^{(n+1-k)} = 0.$$  \hfill (C.15)

We start solving the equations in that order using the previous results. Eq. (C.11) reads

$$q\Phi^{(n+1)} = -\left[ V^{(n)} , \Phi^{(1)} \star \kappa_y + \tilde{\Psi}^{(1)} \star \bar{\kappa}_y \right]_{\pi} = 0,$$  \hfill (C.16)

$$= -\left[ (\Psi^{(1)})^{n} \star v_{n}(z) + (\tilde{\Psi}^{(1)})^{n} \star \bar{v}_{n}(\bar{z}) , \Phi^{(1)} \right] \star \kappa_y$$

$$- \left[ (\Psi^{(1)})^{n} \star v_{n}(z) + (\tilde{\Psi}^{(1)})^{n} \star \bar{v}_{n}(\bar{z}) , \tilde{\Psi}^{(1)} \right] \star \bar{\kappa}_y = 0,$$
where eq. (2.30) was used to get the second line and eq. (C.5) was used to get the conclusion. We can choose \( \Phi^{(n+1)} = 0 \) as a solution, consistently with eq. (C.12) that has become

\[
\mathcal{D}_{\text{ad}}^{(0)} \Phi^{(n+1)} = 0.
\]

This simplifies eq. (C.13) that, considering that \( V_z(z) \) and \( \tilde{V}_z(z) \) anticommute, takes the form

\[
qV^{(n+1)} = -(\Psi^{(1)})^{*n+1} \sum_{k=1}^{n} (v_k(z) \ast v_{n+1-k}(z)) - (\Psi^{(1)})^{*n+1} \sum_{k=1}^{n} (\tilde{v}_k(z) \ast \tilde{v}_{n+1-k}(z)).
\]

It admits as a solution eq. (C.2) with

\[
v_{n+1}(z) = q^{(E)*} \left( - \sum_{k=1}^{n} (v_k(z) \ast v_{n+1-k}(z)) \right),
\]

\[
\tilde{v}_{n+1}(z) = q^{(E)*} \left( - \sum_{k=1}^{n} (\tilde{v}_k(z) \ast \tilde{v}_{n+1-k}(z)) \right).
\]

Assuming again that \( v_m(z) \) are \( x \)-independent, the two remaining equations become

\[
qU^{(n+1)} = \mathcal{D}_{\text{ad}}^{(0)} U^{(n+1)} = 0,
\]

that admit \( U^{(n+1)} = 0 \) as a solution, thereby concluding the proof.

### C.2 Recursive solution using symbol calculus

In this subsection we show that eq. (C.8) can give eq. (3.47), and that eq. (C.19) can be solved recursively to provide this initial datum with an all order completion. This is achieved by using a suitable representation\(^{55}\) of \( \delta^2(z) \) and \( \delta^2(\tilde{z}) \), that is described in more details in appendix D.

The all order solution to eq. (C.19) is given by

\[
v_n(z) = dz^\alpha \partial^\alpha \int_{-1}^{1} \frac{ds}{1+s} f_n(s) \exp \left( \frac{i}{2} \frac{z^\alpha}{1+s} z \mathcal{D} z + \frac{i}{2} \frac{1}{1+s} \rho z \right) \bigg|_{\rho=0},
\]

\[
f_n(s) = -\frac{b}{2} \frac{(2(n-1))!}{n!(n-1)!^2} \left( \frac{b}{8} \log \left( \frac{1}{s} \right) \right)^{n-1},
\]

that can be plugged into eq. (C.2) an exact solution for the internal connection

\[
V = -\frac{b}{2} \Psi^{(1)*} \int_{-1}^{1} \frac{ds}{1+s} \frac{\Gamma(1)}{\Gamma(2)} \left. \frac{1}{2} \frac{b}{2} \log \left( \frac{1}{s} \right) \Psi^{(1)} \right| \ast dz^\alpha \partial^\alpha \exp \left( \frac{i}{2} \frac{z^\alpha}{1+s} z \mathcal{D} z + \frac{i}{2} \frac{1}{1+s} \rho z \right) \bigg|_{\rho=0} - \text{h.c.}.
\]

\(^{55}\)As detailed in appendix D, one can think of this representation as the \( Z \)-space Fourier transform of a similar representation of 1.
This corresponds to the solution already studied in [15, 16, 19, 20] in a particular gauge.\footnote{This gauge, that is referred to as symmetric gauge, corresponds to taking $f^+ = f^- = f$ in the notation of appendix C of [20].} In particular, the holomorphic component of the first order part is

$$V^{(1)}_\alpha = -\Psi^{(1)} \star \frac{b}{2} \partial^{\alpha}_a \int_{-1}^{1} \frac{ds}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z \partial Dz + \frac{i}{1+s} \partial Dz \right) \bigg|_{\rho=0}$$

$$= -\frac{b}{2} \partial^{\alpha}_a \int \frac{d^2u}{2\pi} \Psi^{(1)}(y-u,y)e^{iuz} \int_{-1}^{1} \frac{ds}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} u \partial Du + \frac{i}{1+s} \partial Du \right) \bigg|_{\rho=0}$$

$$= -\frac{b}{2} \partial^{\alpha}_a \int \frac{d^2u}{2\pi} \Psi^{(1)}(u-z,y)e^{iy(z-u)} \int_{-1}^{1} \frac{ds}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} u \partial Du + \frac{i}{1+s} \partial Du \right) \bigg|_{\rho=0}, \quad (C.25)$$

which proves indeed eq. (3.47).

In the remaining part of this section we shall give the detailed proof of eqs. (C.22), (C.23).

The right hand side of (C.8) can be rewritten using (2.25) and (D.16) as

$$j_z = -\frac{ib}{2} dz^\alpha d\alpha \int_{-1}^{1} \frac{ds}{1+s} \delta(1+s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z \partial Dz \right), \quad (C.26)$$

where one should think of this $\delta$ distribution as a limit $s \to -1$ rather than an evaluation at the singular point $s = -1$. The homotopy integral is then performed using the lemma (D.23)

$$v_1(z) = -\frac{b}{2} dz^\alpha \partial^{\alpha}_a \int_{-1}^{1} \frac{ds}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z \partial Dz + \frac{i}{1+s} \partial Dz \right), \quad (C.27)$$

which proves the result for $n = 1$. Notice that any spin frame allows to get this linear solution for $V$, even one that depends on the spacetime coordinates $x$. However, eq. (C.10) is not guaranteed with a $x$-dependent spin-frame.\footnote{In fact, performing the integral gives eq. (C.39), which shows that the result is $x$-dependent if and only if $D$ is.} For this reason, we assume from now on that the spin frame in eq. (D.3) is spacetime-independent.

The proof of the higher-order part of eqs. (C.22), (C.23) begins with the $\star$-product in (C.19), which is performed using the lemma (D.9)

$$v_k(z) \star v_{\ell}(z) = -\frac{i}{4} dz^\alpha d\alpha \int_{-1}^{1} \frac{ds}{(1+s)^2} f_k \circ f_{\ell}(s) \left( 1 + \frac{i}{2} \frac{1-s}{2+s} z \partial Dz \right) \exp \left( \frac{i}{2} \frac{1-s}{2+s} z \partial Dz \right), \quad (C.28)$$

where $\circ$ is the commutative and associative product defined in (D.10). Plugging that expression into (C.19) and using the lemma (D.25) gives

$$v_{n+1}(z) = dz^\alpha \partial^{\alpha}_a \int_{-1}^{1} \frac{ds}{(1+s)^2} \left( -\frac{1}{4} \sum_{k=1}^{n} f_k \circ f_{n+1-k}(s) \right) \exp \left( \frac{i}{2} \frac{1-s}{2+s} z \partial Dz + \frac{i}{1+s} \partial Dz \right) \bigg|_{\rho=0} \quad (C.29)$$
This translates (C.19) as a recursion for $f_n$

$$f_{n+1}(s) = -\frac{1}{4} \sum_{k=1}^{n} f_k \circ f_{n+1-k}(s),$$  \hfill (C.30)

with the base case given by eq. (C.27):

$$f_1(s) = -\frac{b}{2}. \quad \hfill (C.31)$$

This is solved by

$$f_n(s) = -\frac{b}{2} C_{n-1} \left( \frac{b}{8} \right)^{n-1} 1^{\circ n}, \quad \hfill (C.32)$$

where $C_n$ are the Catalan numbers, that are defined recursively as

$$C_0 = 1, \quad C_{n+1} = \sum_{k=0}^{n} C_k C_{n-k}, \quad \hfill (C.33)$$

and that can be written

$$C_n = \frac{(2n)!}{n!(n+1)!}. \quad \hfill (C.34)$$

It can then be shown recursively that

$$1^{\circ k} = \frac{1}{(k-1)!} \left( \log \left( \frac{1}{x^2} \right) \right)^{k-1}. \quad \hfill (C.35)$$

Indeed, beyond the trivial $k=1$ case, one can use (D.11) to get

$$1^{\circ k+1} = \frac{1}{(k-1)!} \left( \log \left( \frac{1}{x^2} \right) \right)^{k-1} \circ 1$$

$$= \frac{2}{(k-1)!} \int_{|s|}^{1} \frac{dt}{t} \left( \log \left( \frac{1}{x^2} \right) \right)^{k-1}$$

$$= -\frac{1}{(k-1)!} \int_{\log \left( \frac{1}{x^2} \right)}^{0} d \left( \log \left( \frac{1}{x^2} \right) \right) \left( \log \left( \frac{1}{x^2} \right) \right)^{k-1}$$

$$= \frac{1}{k!} \left( \log \left( \frac{1}{x^2} \right) \right)^{k}, \quad \hfill (C.36)$$

ty thereby concluding the proof of (C.22), (C.23).

\section*{C.3 Alternative interpretations of $v_1(z)$}

As it is intuitive from (C.7), given the distributional nature of $j_z$, the $z$-dependent coefficient $v_1(z)$ cannot be a regular function. Thus, according to the regular presentation scheme of section 2.5, a faithful representation, encoding the properties of $v_1(z)$ under star product, is given by (C.27), and only at the last step of the computation (that is, when all algebraic operations have been carried out and the resulting master fields are supposed to contain physical spacetime fields as coefficients of their power series expansion in oscillators) the auxiliary integrals are supposed to be evaluated. However, it can be interesting to compute the auxiliary integral in eq. (C.27) in order to understand what interpretation can be given to $v_1(z)$ as a distribution and how exactly the integral presentation takes care of it.
As the inverse of a $z$ oscillator in Schwinger parametrization. The integral defining $v_1(z)$ can be written as

$$v_{1\alpha} = -\frac{ib}{2} z_\alpha \int_{-1}^{1} \frac{dt}{(t+1)^2} e^{-\frac{i}{2} (t-1) z D z} = -\frac{ib}{4} z_\alpha \int_{0}^{+\infty} d\tau e^{-i\tau w_z}, \tag{C.37}$$

where we recall that $w_z = -\frac{1}{2} z D z$, and converges provided that $\Im(z D z) > 0$. In other words, this integral can be regularized by means of a $-i\epsilon$ prescription, and interpreted as a standard Schwinger parametrization, i.e.,

$$\int_{0}^{+\infty} d\tau e^{-i\tau w_z} = \lim_{\epsilon \to 0} \int_{0}^{+\infty} d\tau e^{-i\tau(w_z-i\epsilon)} = \lim_{\epsilon \to 0} \frac{-i}{w_z - i\epsilon}. \tag{C.38}$$

Indeed, this is how (D.20) is obtained, as well as the last step of the computation leading to the COMST for particle states (4.74). Hence, taking the limit $\epsilon \to 0$,

$$v_1(z) = q(E)^* j_z = -\frac{b}{2} z_\alpha z D z; \tag{C.39}$$

or, projecting with the spin-frame,

$$v_1^\pm = -\frac{b}{4} \frac{1}{z^\pm}. \tag{C.40}$$

Note however that the latter is not, per se, a faithful representation of $v_1^\pm$ as far as its star-product properties are concerned. For a start, (C.40) does not satisfy $qv_1 = -j_z$ (see (C.7) and (C.2)), whereas the integral presentation (C.37) does. In particular we recall that, as shown in [15], the delta function comes from a boundary term: using that $w_z = -\frac{1}{2} z D z$,

$$\frac{\partial}{\partial z}[\alpha \beta] \int_{0}^{+\infty} d\tau e^{-i\tau w_z} = \epsilon_{\alpha\beta} \int_{0}^{+\infty} d\tau \left[ 1 + \frac{i\tau}{2} z D z \right] e^{-i\tau w_z}$$

$$= \epsilon_{\alpha\beta} \int_{0}^{+\infty} d\tau \left[ 1 + \frac{\tau}{d\tau} \right] e^{-i\tau w_z} = \epsilon_{\alpha\beta} \lim_{\tau \to +\infty} \tau e^{-i\tau w_z} = \epsilon_{\alpha\beta} \kappa_z, \tag{C.41}$$

where the second equality on the second line is obtained via integration by parts.

As a limit representation of a $\theta\delta$ distribution. A different regularization of the integral defining $v_1$ indeed shows that, in getting (C.40), one is essentially neglecting a boundary term. One could in fact evaluate (C.37) as

$$v_{1\alpha} = -\frac{ib}{2} z_\alpha \int_{-1}^{1} \frac{dt}{(t+1)^2} e^{-\frac{i}{2} (t-1) z D z} = \frac{b}{2} z_\alpha \left( 1 - \lim_{\epsilon \to 0} e^{-\frac{i}{2\epsilon} z^\pm} \right), \tag{C.42}$$

that is

$$v_1^\pm = -\frac{b}{4} \frac{1}{z^\pm} \left( 1 - \lim_{\epsilon \to 0} e^{-\frac{i}{2\epsilon} z^\pm} \right). \tag{C.43}$$

The boundary term in (C.43) accounts for the delta function source term without having to use the integral presentation — the proviso here being, naturally, that the limit $\epsilon \to 0$ must be taken after $z$-derivatives. Indeed,

$$\partial_- v_1^- = -\frac{b}{4} \frac{1}{z^+} \left( 1 - \lim_{\epsilon \to 0} e^{-\frac{i}{2\epsilon} z^\pm} \right) = -\frac{b}{4} \lim_{\epsilon \to 0} e^{-\frac{i}{2\epsilon} z^\pm} = -\frac{ib}{4} \kappa_z. \tag{C.44}$$

Analogously for $\partial_+ v_1^+$. 

---
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This result can also be obtained by considering the integral
\[
\lim_{\epsilon \to 0} \int_0^{z^\pm} dz' \frac{1}{\epsilon} e^{-\frac{i}{\epsilon} z' z^\mp} = -\frac{i}{z^\mp} \left( 1 - \lim_{\epsilon \to 0} e^{-\frac{i}{\epsilon} z^\pm z^-} \right). \tag{C.45}
\]
In fact, the evaluation of \( v_1 \) as in (C.43) is coherent with the interpretation of the integral in (C.45) obtained by taking the limit on the integrand,
\[
\lim_{\epsilon \to 0} \int_0^{z^\pm} dz' \frac{1}{\epsilon} e^{-\frac{i}{\epsilon} z' z^\mp} = \int_0^{z^\pm} dz' \delta(z') \delta(z^\mp) = \theta(z^\pm) \delta(z^\mp), \tag{C.46}
\]
which obviously lead to a two-dimensional delta function after taking a \( z \)-curl. By following this route, one can operate with \( z \)-derivative on the result of the integral (C.42) without invoking any integral presentation; hence, one obtains immediately the correct identity (C.52).

Hence, the result we derived via the Schwinger parametrization (C.40) makes sense as long as it is possible to consider
\[
\lim_{\epsilon \to 0} e^{-\frac{1}{\epsilon} z^+ z^-} = 0, \tag{C.47}
\]
which actually follows from the delta sequence \( \kappa_z = \lim_{\epsilon \to 0} \frac{1}{\epsilon} e^{-\frac{1}{\epsilon} w_z} \). The discussion above suggests that the limit \( \epsilon \to 0 \), enforcing (C.47), should be taken only after all oscillator derivatives (or star products) have been performed, lest the \( z \)-dependence of \( v_1 \) be altered. This is in accordance, for example, with the way the result in (4.74) was obtained. Whether a limit representation like (C.43) can be considered truly faithful from the star product point-of-view, thus providing an alternative to the integral presentation (C.37), is yet to be fully investigated.

As a \( z \)-space integral. It is also possible to write \( v_1(z) \) as an integral of a delta sequence in \( z \) (as shown before in (C.45) and (C.47) as intermediate steps in order to relate the limit representation (C.43) to (C.46)). One can thus identify
\[
v_1^\pm(z) = -\frac{b}{4} \lim_{\epsilon \to 0} \frac{i}{\epsilon} \int_0^{z^\pm} dz' e^{-\frac{i}{\epsilon} z' z^\mp}. \tag{C.48}
\]
The nature of \( v_1^\pm(z) \) as potential for \( j_z \) is then clear from referring to their integral definition (C.48), since for instance
\[
\frac{\partial}{\partial z^-} v_1^\pm(z) = -\frac{b}{4} \lim_{\epsilon \to 0} \frac{i}{\epsilon} e^{-\frac{i}{\epsilon} z^- z^+} = -\frac{ib}{2} \pi \delta^2(z). \tag{C.49}
\]
Moreover, the representation (C.48) is also consistent with differentiating with respect to the other \( z \)-component. In particular, note that, in all cases in which one is allowed to use (C.47), one has
\[
\frac{\partial}{\partial z^+} v_1 = \frac{\partial}{\partial z^+} \frac{1}{z^+ z^+} = \lim_{\epsilon \to 0} \frac{i}{\epsilon} \int_0^{z^-} dz' \left( -\frac{i}{\epsilon} z' \right) e^{-\frac{i}{\epsilon} z' z^+}
\]
\[
= \lim_{\epsilon \to 0} -\frac{i}{\epsilon z^+} \int_0^{z^-} dz' z' \frac{\partial}{\partial z} e^{-\frac{i}{\epsilon} z' z^+}
\]
\[
= \lim_{\epsilon \to 0} \frac{i}{\epsilon z^+} \left( z^- e^{-\frac{i}{\epsilon} z' z^+} - \frac{\epsilon}{iz^+} + \frac{\epsilon}{iz^+} e^{-\frac{i}{\epsilon} z' z^+} \right)
\]
\[
= 2i\pi \frac{z^-}{z^+} \delta^2(z) - \frac{1}{(z^+)^2}. \tag{C.50}
\]
The first term is a bit unexpected, but it can be regularised to zero by using
\[ \frac{1}{z^+} \delta(z^+) = -\delta'(z^+) \, . \quad (C.51) \]

The latter identity can be derived by letting both sides act on an analytic test function:
\[ \int_{-\infty}^{+\infty} dz \frac{1}{z^+} \delta(z)f(z) = \int_{-\infty}^{+\infty} dz \frac{1}{z^+} \delta(z) \left( f_0 + zf_1 + O(z^2) \right) = f_1 = -\int_{-\infty}^{+\infty} dz \delta'(z)f(z) \, , \]
where the vanishing of the first term comes from Cauchy’s principal value prescription, using that \( \delta(z^+) = \delta(-z^+) \). Hence, we have
\[ \frac{\partial}{\partial z^+} \frac{1}{z^+} = -\frac{1}{(z^+)^2} \, , \quad (C.52) \]
hence ensuring consistency between this integral representation (C.48) and the previous ones proposed within the regular scheme.

**As the degree-one cohomology of \( S^1 \).** Finally, note that (C.49) is suggestive of yet another interpretation of \( v_1(z) \) as a distributional potential of \( j_z \), provided the coordinates of the \( z \) complex sphere can be rewritten as
\[ z^\pm = re^{\pm i\varphi} \, , \quad (C.53) \]
where \( \varphi \) is real and \( r \) is possibly complex.\(^{58}\) Then, rewriting (C.39) as
\[ q^{(E)*} j_z = \frac{b}{4} \left( \frac{dz^+}{z^+} - \frac{dz^-}{z^-} \right) = -\frac{ib}{2} d\varphi \quad (C.54) \]
one can observe that, while the action of \( q \) on this expression vanishes away from the origin of \( z \)-space, the analysis at \( z = 0 \) requires the additional use of either the residue formula or Stokes’ theorem. One has
\[ \int q q^{(E)*} j_z = \frac{b}{4} \left( \oint \frac{dz^-}{z^-} - \oint \frac{dz^+}{z^+} \right) = -\frac{ib}{2} \int_0^{2\pi} d\varphi = -i\pi b \, , \quad (C.55) \]
from which one deduces
\[ j_z = -i\pi b d^2 z \delta^2(z) = -\frac{ib}{4} \kappa z dz\alpha dz\alpha \, , \quad (C.56) \]
which is consistent with eqs. (2.25), (2.72).

**D Parametric integrals**

The exact solution that we find using \( q^{(E)*} \) uses a representation of \( \kappa_z \) that we shall detail below. Every time such integrals appear, the prescription is to perform all star products and derivatives between integrands and perform the integral as the very last step.

\(^{58}\)The compatibility with the convergence of integrals such as eq. (C.37) would require \( \Im(r^2) < 0 \), in turn compatible with the regularization \( r = \Re(r) - i\epsilon \).
D.1 $\circ$-product algebra

This formalism relies on the introduction of a spin-frame $(u^+, u^-)$ satisfying $u^+ u^- = 1$. It has the property
\[
\varepsilon^{\alpha \beta} = u^{-\alpha} u^{\beta} - u^{+\alpha} u^{-\beta}. \tag{D.1}
\]
Hence for a spinor $v^\alpha$, we have the following relations
\[
v^\alpha = u^{-\alpha} v^+ - u^{+\alpha} v^- , \quad v^\pm := u^{\pm\alpha} v_\alpha. \tag{D.2}
\]
It can then be used to define the following metric in twistor space:
\[
\mathcal{D}_{\alpha \beta} = u^\alpha u^\beta + u^- u^+. \tag{D.3}
\]
The prescription is to expand functions of $z$ over the following basis:
\[
G_1, \ldots, G_n (s) := \partial_{s_1} \cdots \partial_{s_n} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho z \right) \big|_{\rho = 0}. \tag{D.4}
\]
In particular
\[
G_s := \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right) = \exp \left( -i \frac{1-s}{1+s} z^+ z^- \right). \tag{D.5}
\]
Most of the functions that appear in the construction of the factorised exact solution are of the form:
\[
F := \int_{-1}^1 \frac{dz}{1+s} f(s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right), \tag{D.6}
\]
\[
F_{(a,b)} := dz^\alpha (ae^{\beta} + b D^\beta) \partial^\rho \int_{-1}^1 \frac{dz}{1+s} f(s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho z \right) \bigg|_{\rho = 0}, \tag{D.7}
\]
where $f(t)$ is a function or distribution, referred to as symbol. What makes this representation interesting is the following self-replication property:
\[
\frac{1}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho z \right) * \frac{1}{1+s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho' z \right)
= \frac{1}{2(1+s s')} \exp \left( \frac{i}{2} \frac{1-s's'}{1+s s'} z D_z + \frac{i}{1+s s'} \left( \rho \left( \frac{1+s}{2} + \frac{1-s}{2} D \right) + \rho' \left( \frac{1+s}{2} - \frac{1-s}{2} D \right) \right) z \right)
\times \exp \left( \frac{\rho'}{2} \frac{1-s'}{1+s s'} \rho' D \rho + \frac{i}{4} \frac{1-s'}{1+s s'} \rho' D \rho' - \frac{i}{2(1+s s')} \rho \rho' \right). \tag{D.8}
\]
In the context of this work we are particularly interested in one of its consequences:
\[
F_{(1,0)} * F'_{(1,0)} = -\frac{i}{4} d z^\alpha dz_\alpha \int_{-1}^1 \frac{dz}{1+S} f \circ f' (S) \left( 1 + \frac{i}{2} \frac{1-S}{1+S} z D_z \right) \exp \left( \frac{i}{2} \frac{1-S}{1+S} z D_z \right), \tag{D.9}
\]
where the $\circ$-product was defined as in [11]
\[
f \circ f' (S) := \int_{-1}^1 dz \int_{-1}^1 dz' f(s) f'(s') \delta(S - s s'). \tag{D.10}
\]
It is commutative and associative. Moreover, in the case of two even functions of \( s \), it can be reexpressed as

\[
f^{(+)} \circ g^{(+)}(S) = \int_{-1}^{1} ds \int_{-1}^{1} ds' f^{(+)}(s) g^{(+)}(s') \delta(S - ss')
\]

\[
= \int_{-1}^{1} \frac{ds}{|s|} f^{(+)}(s) g^{(+)} \left( \frac{S}{s} \right) \theta \left( 1 - \left| \frac{S}{s} \right| \right)
\]

\[
= 2 \int_{-1}^{1} \frac{ds}{|s|} f^{(+)}(s) g^{(+)} \left( \frac{S}{s} \right).
\]

(D.11)

### D.2 Fourier transform and \( \delta \) distribution

As for any function of \( z \), the Fourier transform is given by the star-multiplication by \( \kappa_z \), as can be seen using equations (2.9), (2.23)

\[
f(z) \ast \kappa_z = \int \frac{d^2 u}{2\pi} f(u) e^{-iu z}.
\]

(D.12)

This property translates on symbols as

\[
F \ast \kappa_z = \int_{-1}^{1} \frac{ds}{1 + s} f(-s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right),
\]

\[
F_{(a,b)} \ast \kappa_z = dz^a (aD_\alpha \beta + b e_\alpha \beta) \partial_\beta \int_{-1}^{1} \frac{ds}{1 + s} f(-s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho z \right) \bigg|_{\rho = 0}.
\]

(D.13)

In particular, from

\[
1 = 2 \int_{-1}^{1} \frac{ds}{1 + s} \delta(1 - s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right),
\]

(D.15)

one deduces

\[
\delta^2(z) = \frac{1}{\pi} \int_{-1}^{1} \frac{ds}{1 + s} \delta(1 + s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right).
\]

(D.16)

The latter expression is nothing but a rewriting of the delta sequence

\[
\delta^2(z) = \lim_{\epsilon \to 0^+} \frac{1}{\pi \epsilon} \exp \left( - \frac{i}{\epsilon} z^+ z^- \right).
\]

(D.17)

Its derivative can be expressed in the same basis as

\[
\partial^2_\alpha \delta^2(z) = \frac{2i}{\pi} (D_z)_\alpha \int_{-1}^{1} \frac{ds}{(1 + s)^2} \delta(1 + s) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right).
\]

(D.18)

Other useful identities (which, according to the regular scheme, are meant to be used after all star-products have been evaluated, see appendix C.3) can be recovered using standard integration tools:

\[
\int d^2 z \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z + \frac{i}{1+s} \rho D \rho \right) = 2\pi \frac{1 + s}{1 - s} \exp \left( \frac{i}{2} \frac{1-s}{1+s} \rho D \rho \right),
\]

(D.19)

\[
\int_{-1}^{1} \frac{ds}{(1 + s)^2} \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right) = \frac{i}{z D_z},
\]

(D.20)

\[
\int_{-1}^{1} \frac{ds}{(1 + s)^2} \left( 1 + \frac{i}{2} \frac{1-s}{1+s} \right) \exp \left( \frac{i}{2} \frac{1-s}{1+s} z D_z \right) = \pi \delta^2(z).
\]

(D.21)
In particular, the change of variables \( \zeta = \frac{1 - s}{1 + s} \) gives eq. (D.20) as a Schwinger integral. It is important to stress that eq. (D.21) holds only when it has no singular prefactor, as it makes use of the fact that \( z_0 \delta^2(Z) = 0 \).

### D.3 Homotopy contractions

We will now show how the resolution operation \( q^{(E)} \star \) acts on two different kind of sources expanded in this basis. First, on

\[
J(z; dz) := dz^\alpha dz_\alpha \int_{-1}^{1} \frac{ds}{1 + s} j(s) \exp \left( \frac{i}{2} \frac{1 - s}{1 + s} z_D z \right), \tag{D.22}
\]

one gets

\[
q^{(E)} \star J = \int_{0}^{1} dt \frac{2 t^2}{t} z^\alpha dz_\alpha \int_{-1}^{1} \frac{ds}{1 + s} j(s) \exp \left( \frac{i}{2} \frac{1 - s}{1 + s} z_D z \right) \exp \left( \frac{i}{2} \frac{1 - s}{1 + s} t^2 z_D z \right) \tag{D.23}
\]

Then, on a source that might result from (D.9)

\[
J(z; dz) := dz^\alpha dz_\alpha \int_{-1}^{1} \frac{ds}{(1 + s)^2} j(s) \left( 1 + \frac{i}{2} \frac{1 - s}{1 + s} z_D z \right) \exp \left( \frac{i}{2} \frac{1 - s}{1 + s} z_D z \right), \tag{D.24}
\]

one finds

\[
q^{(E)} \star J = \int_{0}^{1} dt \frac{2 t^2}{t} z^\alpha dz_\alpha \int_{-1}^{1} \frac{ds}{(1 + s)^2} j(s) \left( 1 + \frac{i}{2} \frac{1 - s}{1 + s} z_D z \right) \exp \left( \frac{i}{2} \frac{1 - s}{1 + s} t^2 z_D z \right) \tag{D.25}
\]

### E Black-hole-like solutions

In this appendix we generalize some results first presented in [15] about the spherically symmetric black-hole-like solutions to the black-hole state generating function (4.52), endowed with polarization spinors, and we provide some additional useful lemmas.

It is convenient to start from the particle initial datum (4.51) and compute

\[
\Psi^{(1)}_{\text{bh}} = \Psi^{(1)}_{\text{pt}} \star \kappa = \Psi^{(1)}_{\text{pt}} = \exp (\eta \gamma_0 \vec{y} + \chi y + \bar{\chi} \bar{y}) \tag{E.1}
\]

Focusing on stereographic coordinates, the L-rotation is performed using eq. (A.29) and reads

\[
\Psi^{(1)}_{\text{bh}}(Y; X) = \exp \left( \frac{1}{2} \gamma y \gamma^L y + \eta \gamma^L \gamma^L \bar{y} + \frac{1}{2} \gamma \gamma^L \gamma^L \gamma \bar{y} + \chi y + \bar{\chi} \bar{y} \right), \tag{E.2}
\]

\[
\chi^L := \frac{1}{\hbar} (\chi - x \bar{\chi}), \quad \bar{\chi}^L := \frac{1}{\hbar} (\bar{\chi} - \bar{x} \chi) \tag{E.3}
\]
in terms of the matrices
\[
\begin{align*}
\zeta^L &:= \frac{1}{\hbar^2} (\sigma_0 \bar{x} - x \sigma_0), \\
\bar{\zeta}^L &:= \frac{1}{\hbar^2} (\bar{\sigma}_0 x - \bar{x} \sigma_0), \\
v^L &:= \frac{1}{\hbar^2} (\sigma_0 - x \sigma_0 x).
\end{align*}
\] (E.4)

They have the following properties:
\[
\begin{align*}
(\zeta^L)^2 &= (\bar{\zeta}^L)^2 = r^2, \\
v^L \bar{v}^L &= \bar{v}^L v^L = -(1 + r^2), \\
v^L v^L &= -v^L \bar{v}^L,
\end{align*}
\] (E.5)

where the products and squares are meant in terms of matrix notation, with the NW-SE contraction (A.3). These relations are reflected in the possibility the write the matrices as
\[
\begin{align*}
(\zeta^L)^{\alpha\beta} &= r (u_E^+ \sigma_0^+ u_E^{-\beta} + u_E^{-\alpha} u_E^{+\beta}), \\
(\bar{\zeta}^L)^{\dot{\alpha}\dot{\beta}} &= r (\bar{u}_E^+ \bar{\sigma}_0^+ \bar{u}_E^{-\dot{\beta}} + \bar{u}_E^{-\dot{\alpha}} \bar{u}_E^{+\dot{\beta}}), \\
(v^L)^{\alpha\beta} &= \sqrt{1 + r^2} (u_E^+ \sigma_0^+ u_E^{-\beta} + u_E^{-\alpha} u_E^{+\beta}) = (v^L)^{\beta\alpha},
\end{align*}
\] (E.7)

in terms of the \textit{E-adapted spin-frame}, whose expression can be found in appendixE of [15].

The corresponding Weyl zero-form then reads
\[
\begin{align*}
\Phi_{bh}^{(1)}(x; Y; X) &= -\frac{i}{\sqrt{\eta^2 r}} \exp \left( -\frac{1}{2\eta} y (\zeta^L)^{-1} y + iy (\zeta^L)^{-1} v^L \bar{y} - \frac{i}{\eta} y (\zeta^L)^{-1} \chi^L \right) \times \\
&\quad \times \exp \left( \frac{\eta}{2} \bar{y} (\zeta^L - \bar{v}^L (\zeta^L)^{-1} v^L) \bar{y} + \frac{1}{2\eta} \chi^L (\zeta^L)^{-1} \chi^L + \bar{y} \bar{v}^L (\zeta^L)^{-1} \chi^L + \bar{v}^L \bar{y} \right) \\
&= \exp \left( -\frac{1}{2\eta} y (\zeta^L)^{-1} y + iy (\zeta^L)^{-1} v^L \bar{y} - \frac{i}{\eta} y (\zeta^L)^{-1} \chi^L \right) \Phi_{bh}^{(1)}(x; 0, \bar{y}; X).
\end{align*}
\] (E.9)

The internal connection can be computed using eq. (3.47)
\[
V_{bh}^{(1, E + i\partial_Y)} = -\frac{b}{2} \Phi_{bh}^{(1)} \bigg|_{y=0} d\zeta d\partial_Y \int_{-1}^{1} \frac{ds}{(1 + s)\sqrt{\text{det} G}} \left. \exp \left( -\frac{1}{2} \zeta G^{-1} \zeta + \frac{i}{2} \frac{1-s}{1+s} z \partial z + \frac{i}{1+s} \rho \right) \right|_{\rho=0} \\
- \text{h.c.},
\] (E.11)

\[
\zeta := iy + i (\zeta^L)^{-1} v^L \bar{y} - \frac{1}{\eta} (\zeta^L)^{-1} \chi^L - i \frac{1-s}{1+s} z \partial - \frac{1}{1+s} \rho,
\] (E.12)

\[
G := \frac{1}{\eta r^2} \zeta^L - i \frac{1-s}{1+s} \partial.
\] (E.13)

Up to the polarisation term, this result agrees with the one presented in [20]. If we further define
\[
\bar{\bar{y}} := y + (\zeta^L)^{-1} v^L \bar{y} - \frac{1}{\eta} (\zeta^L)^{-1} \chi^L,
\] (E.14)

we can rewrite the result
\[
V_{bh}^{(1, E + i\partial_Y)} = -\frac{b}{2} \Phi_{bh}^{(1)} \bigg|_{y=0} \partial^\rho \int_{-1}^{1} \frac{ds}{(1 + s)\sqrt{\text{det} G}} \left. \exp \left( \frac{1}{2} \bar{y} G^{-1} \bar{y} + \frac{i}{1+s} \rho \left( 1 + i \frac{1-s}{1+s} z \partial G^{-1} \partial \right) z \right) \right|_{\rho=0} \\
\times \exp \left( -\frac{1}{1+s} \rho G^{-1} \bar{y} - \frac{1-s}{1+s} z \partial G^{-1} \bar{y} + \frac{i}{2} \frac{1-s}{1+s} \left( \partial + i \frac{1-s}{1+s} z \partial G^{-1} \partial \right) z \right) \bigg|_{\rho=0}.
\] (E.15)
The square and determinant of the matrix $G$ are given by

$$
G^2 = \frac{(1 + s)^2 - i\eta(1 + s)(1 - s) \mathrm{Tr}(\xi L D) - \eta^2 r^2(1 - s)^2}{\eta^2 r^2(1 + s)^2} = -\det G. \tag{E.16}
$$

Let us give a series of additional lemmas, relevant for the derivation of the COMST for black-hole states.

$$
d\frac{1}{\sqrt{\det G}} = -\frac{1}{(1+s)^2 \sqrt{\det G}} \frac{i\eta(1+s) \mathrm{Tr}(\xi L D) + 2(1-s)\eta^2 r^2}{(1+s)^2 - i\eta(1-s)(1+s) \mathrm{Tr}(\xi L D) - \eta^2 r^2(1-s)^2}, \tag{E.17}
$$

$$
d\frac{1}{\sqrt{\det G} \ 1+s} = -\frac{1}{(1+s)^2 \sqrt{\det G}} \frac{2(1+s) - i\eta(1+s) \mathrm{Tr}(\xi L D)}{(1+s)^2 - i\eta(1-s)(1+s) \mathrm{Tr}(\xi L D) - \eta^2 r^2(1-s)^2}, \tag{E.18}
$$

$$
\mathrm{Tr}(G^{-1} D) = G^{-2} \left( \frac{1}{\eta r^2} \mathrm{Tr}(\xi L D) - 2\frac{1-s}{1+s} \right), \tag{E.19}
$$

$$
\big( G^{-1} D G^{-1} \big)_{\alpha\beta} = \frac{i}{2} \left( 1+s \right)^2 \frac{d}{ds} \left( \frac{1}{\sqrt{\det G} \ 1+s} \right), \tag{E.20}
$$

$$
(G^{-1} D G^{-1})_{\alpha\beta} = \frac{i}{2} \left( 1+s \right)^2 \frac{d}{ds} (G^{-1})_{\alpha\beta}. \tag{E.21}
$$

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

**References**

[1] M.A. Vasiliev, *Consistent equation for interacting gauge fields of all spins in (3 + 1)-dimensions*, Phys. Lett. B 243 (1990) 378 [arXiv:hep-th/0402218 [nSPIRE]].

[2] M.A. Vasiliev, *Properties of equations of motion of interacting gauge fields of all spins in (3 + 1)-dimensions*, Class. Quant. Grav. 8 (1991) 1387 [arXiv:hep-th/0402218 [nSPIRE]].

[3] M.A. Vasiliev, *More on equations of motion for interacting massless fields of all spins in (3 + 1)-dimensions*, Phys. Lett. B 285 (1992) 225 [arXiv:hep-th/0402218 [nSPIRE]].

[4] M.A. Vasiliev, *Higher spin gauge theories: Star product and AdS space*, hep-th/9910096 [arXiv:hep-th/9910096 [nSPIRE]].

[5] M.A. Vasiliev, *Nonlinear equations for symmetric massless higher spin fields in (A)dS(d)*, Phys. Lett. B 567 (2003) 139 [hep-th/0304049 [nSPIRE]].

[6] X. Bekaert, S. Cnockaert, C. Iazeolla and M.A. Vasiliev, *Nonlinear higher spin theories in various dimensions*, in *Higher spin gauge theories: Proceedings, 1st Solvay Workshop, Brussels, Belgium, 12–14 May 2004*, pp. 132–197 (2004) [hep-th/0503128 [nSPIRE]].

[7] V.E. Didenko and E.D. Skvortsov, *Elements of Vasiliev theory*, arXiv:1401.2975 [nSPIRE].

[8] M.A. Vasiliev, *On the Local Frame in Nonlinear Higher-Spin Equations*, JHEP 01 (2018) 062 [arXiv:1707.03736 [nSPIRE]].

[9] V.E. Didenko, O.A. Gelfond, A.V. Korybut and M.A. Vasiliev, *Homotopy Properties and Lower-Order Vertices in Higher-Spin Equations*, J. Phys. A 51 (2018) 465202 [arXiv:1807.00001 [nSPIRE]].
[10] V.E. Didenko, O.A. Gelfond, A.V. Korybut and M.A. Vasiliev, Limiting Shifted Homotopy in Higher-Spin Theory and Spin-Locality, arXiv:1909.04876 [nSPIRE].

[11] S.F. Prokushkin and M.A. Vasiliev, Higher spin gauge interactions for massive matter fields in 3-D AdS space-time, Nucl. Phys. B 545 (1999) 385 [hep-th/9806236] [nSPIRE].

[12] E. Sezgin and P. Sundell, An Exact solution of 4-D higher-spin gauge theory, Nucl. Phys. B 762 (2007) 1 [hep-th/0508158] [nSPIRE].

[13] V.E. Didenko and M.A. Vasiliev, Static BPS black hole in 4d higher-spin gauge theory, Phys. Lett. B 682 (2009) 305 [Erratum ibid. B 722 (2013) 389] [arXiv:0906.3898] [nSPIRE].

[14] C. Iazeolla, E. Sezgin and P. Sundell, Families of exact solutions to Vasiliev’s 4D equations with spherical, cylindrical and biaxial symmetry, JHEP 12 (2011) 084 [arXiv:1107.1217] [nSPIRE].

[15] C. Iazeolla and P. Sundell, Families of exact solutions to Vasiliev’s 4D equations with spherical, cylindrical and biaxial symmetry, JHEP 12 (2011) 084 [arXiv:1107.1217] [nSPIRE].

[16] C. Iazeolla and P. Sundell, Families of exact solutions to Vasiliev’s 4D equations with spherical, cylindrical and biaxial symmetry, JHEP 12 (2011) 084 [arXiv:1107.1217] [nSPIRE].

[17] S.S. Gubser and W. Song, An axial gauge ansatz for higher spin theories, JHEP 11 (2014) 036 [arXiv:1405.7045] [nSPIRE].

[18] C. Iazeolla and J. Raeymaekers, On biaxially symmetric solutions to 4D higher-spin gravity, J. Phys. A 46 (2013) 214004 [arXiv:1208.4077] [nSPIRE].

[19] P. Sundell and Y. Yin, New classes of bi-axially symmetric solutions to four-dimensional Vasiliev higher spin gravity, JHEP 01 (2017) 043 [arXiv:1610.03449] [nSPIRE].

[20] C. Iazeolla and P. Sundell, 4D Higher Spin Black Holes with Nonlinear Scalar Fluctuations, JHEP 10 (2017) 130 [arXiv:1705.06713] [nSPIRE].

[21] C. Iazeolla, E. Sezgin and P. Sundell, On Exact Solutions and Perturbative Schemes in Higher Spin Theory, Universe 4 (2018) 5 [arXiv:1711.03550] [nSPIRE].

[22] R. Aros, C. Iazeolla, J. Noreña, E. Sezgin, P. Sundell and Y. Yin, FRW and domain walls in higher spin gravity, JHEP 03 (2018) 153 [arXiv:1712.02401] [nSPIRE].

[23] R. Aros, C. Iazeolla, P. Sundell and Y. Yin, Higher spin fluctuations on spinless 4D BTZ black hole, JHEP 08 (2019) 171 [arXiv:1903.01399] [nSPIRE].

[24] O. Lunin and S.D. Mathur, AdS/CFT duality and the black hole information paradox, Nucl. Phys. B 623 (2002) 342 [hep-th/0109154] [nSPIRE].

[25] O. Lunin and S.D. Mathur, Statistical interpretation of Bekenstein entropy for systems with a stretched horizon, Phys. Rev. Lett. 88 (2002) 211303 [hep-th/0202072] [nSPIRE].

[26] S.D. Mathur, The Fuzzball proposal for black holes: An Elementary review, Fortsch. Phys. 53 (2005) 793 [hep-th/0502050] [nSPIRE].

[27] K. Skenderis and M. Taylor, The fuzzball proposal for black holes, Phys. Rept. 467 (2008) 117 [arXiv:0804.0552] [nSPIRE].

[28] M.A. Vasiliev, Star-Product Functions in Higher-Spin Theory and Locality, JHEP 06 (2015) 031 [arXiv:1502.02271] [nSPIRE].

[29] M.A. Vasiliev, Algebraic aspects of the higher spin problem, Phys. Lett. B 257 (1991) 111 [nSPIRE].

[30] E. Sezgin and P. Sundell, Analysis of higher spin field equations in four-dimensions, JHEP 07 (2002) 055 [hep-th/0205132] [nSPIRE].
[31] V.E. Didenko, N.G. Misuna and M.A. Vasiliev, *Perturbative analysis in higher-spin theories*, JHEP **07** (2016) 146 [arXiv:1512.04405] [SPIRE].

[32] N. Boulanger, E. Sezgin and P. Sundell, *4D Higher Spin Gravity with Dynamical Two-Form as a Frobenius-Chern-Simons Gauge Theory*, arXiv:1505.04957 [SPIRE].

[33] R. Bonezzi, N. Boulanger, E. Sezgin and P. Sundell, *Frobenius-Chern-Simons gauge theory*, J. Phys. A **50** (2017) 055401 [arXiv:1607.00726] [SPIRE].

[34] C. Arias, R. Bonezzi and P. Sundell, *Bosonic Higher Spin Gravity in any Dimension with Dynamical Two-Form*, JHEP **03** (2019) 001 [arXiv:1712.03135] [SPIRE].

[35] D. Quillen, *Superconnections and the Chern character*, Topology **24** (1985) 89 [SPIRE].

[36] M. Alexandrov, A. Schwarz, O. Zaboronsky and M. Kontsevich, *The Geometry of the master equation and topological quantum field theory*, Int. J. Mod. Phys. A **12** (1997) 1405 [hep-th/9502010] [SPIRE].

[37] N. Boulanger, N. Colombo and P. Sundell, *A minimal BV action for Vasiliev’s four-dimensional higher spin gravity*, JHEP **10** (2012) 043 [arXiv:1205.3339] [SPIRE].

[38] E. Sezgin and P. Sundell, *Geometry and Observables in Vasiliev’s Higher Spin Gravity*, JHEP **07** (2012) 121 [arXiv:1103.2360] [SPIRE].

[39] P.O. Kazinski, S.L. Lyakhovich and A.A. Sharapov, *Lagrange structure and quantization*, JHEP **07** (2005) 076 [hep-th/0506093] [SPIRE].

[40] S.L. Lyakhovich and A.A. Sharapov, *Quantizing non-Lagrangian gauge theories: An Augmentation method*, JHEP **01** (2007) 047 [hep-th/0612086] [SPIRE].

[41] B. Sundborg, *Stringy gravity, interacting tensionless strings and massless higher spins*, Nucl. Phys. Proc. Suppl. **102** (2001) 113 [hep-th/0103247] [SPIRE].

[42] E. Sezgin and P. Sundell, *Massless higher spins and holography*, Nucl. Phys. B **644** (2002) 303 [Erratum ibid. B **660** (2003) 403] [hep-th/0205131] [SPIRE].

[43] I.R. Klebanov and A.M. Polyakov, *AdS dual of the critical O(N) vector model*, Phys. Lett. B **550** (2002) 213 [hep-th/0210114] [SPIRE].

[44] N. Colombo and P. Sundell, *Twistor space observables and quasi-amplitudes in 4D higher spin gravity*, JHEP **11** (2011) 042 [arXiv:1012.0813] [SPIRE].

[45] N. Colombo and P. Sundell, *Higher Spin Gravity Amplitudes From Zero-form Charges*, arXiv:1208.3880 [SPIRE].

[46] V.E. Didenko and E.D. Skvortsov, *Exact higher-spin symmetry in CFT: all correlators in unbroken Vasiliev theory*, JHEP **04** (2013) 158 [arXiv:1210.7963] [SPIRE].

[47] V.E. Didenko, J. Mei and E.D. Skvortsov, *Exact higher-spin symmetry in CFT: free fermion correlators from Vasiliev Theory*, Phys. Rev. D **88** (2013) 046011 [arXiv:1301.4166] [SPIRE].

[48] R. Bonezzi, N. Boulanger, D. De Filippis and P. Sundell, *Noncommutative Wilson lines in higher-spin theory and correlation functions of conserved currents for free conformal fields*, J. Phys. A **50** (2017) 475401 [arXiv:1705.03928] [SPIRE].

[49] N. Boulanger, P. Kessel, E.D. Skvortsov and M. Taronna, *Higher spin interactions in four-dimensions: Vasiliev versus Fronsdal*, J. Phys. A **49** (2016) 095402 [arXiv:1508.04139] [SPIRE].
[50] X. Bekaert, J. Erdmenger, D. Ponomarev and C. Sleight, Quartic AdS Interactions in Higher-Spin Gravity from Conformal Field Theory, JHEP 11 (2015) 149 [arXiv:1508.04292] [inSPIRE].

[51] M.A. Vasiliev, Current Interactions and Holography from the 0-Form Sector of Nonlinear Higher-Spin Equations, JHEP 10 (2017) 111 [arXiv:1605.02662] [inSPIRE].

[52] C. Sleight and M. Taronna, Higher-Spin Gauge Theories and Bulk Locality, Phys. Rev. Lett. 121 (2018) 171604 [arXiv:1704.07859] [inSPIRE].

[53] B.E.W. Nilsson, Towards an exact frame formulation of conformal higher spins in three dimensions, JHEP 09 (2015) 078 [arXiv:1312.5883] [inSPIRE].

[54] S. Giombi and I.R. Klebanov, One Loop Tests of Higher Spin AdS/CFT, JHEP 12 (2013) 068 [arXiv:1308.2337] [inSPIRE].

[55] D. Ponomarev, E. Sezgin and E. Skvortsov, On one loop corrections in higher spin gravity, arXiv:1904.01042 [inSPIRE].

[56] M. Atiyah, Topological quantum field theories, Inst. Hautes Etudes Sci. Publ. Math. 68 (1989) 175 [inSPIRE].

[57] C. Arias, N. Boulanger, P. Sundell and A. Torres-Gomez, 2D σ-models and differential Poisson algebras, JHEP 08 (2015) 095 [arXiv:1503.05625] [inSPIRE].

[58] C. Arias, P. Sundell and A. Torres-Gomez, Differential Poisson σ-models with Extended Supersymmetry, arXiv:1607.00727 [inSPIRE].

[59] C. Iazeolla and P. Sundell, A Fiber Approach to Harmonic Analysis of Unfolded Higher-Spin Field Equations, JHEP 10 (2008) 022 [arXiv:0806.1942] [inSPIRE].

[60] V.E. Didenko and M.A. Vasiliev, Free field dynamics in the generalized AdS (super)space, J. Math. Phys. 45 (2004) 197 [hep-th/0301054] [inSPIRE].

[61] K.I. Bolotin and M.A. Vasiliev, Star product and massless free field dynamics in AdS$_4$, Phys. Lett. B 479 (2000) 421 [hep-th/0001031] [inSPIRE].

[62] N. Boulanger and P. Sundell, An action principle for Vasiliev's four-dimensional higher-spin gravity, J. Phys. A 44 (2011) 495402 [arXiv:1102.2219] [inSPIRE].

[63] M.A. Vasiliev, Invariant Functionals in Higher-Spin Theory, Nucl. Phys. B 916 (2017) 219 [arXiv:1504.07289] [inSPIRE].

[64] D.P. Sorokin and D.V. Volkov, D = (0/2) Dirac-Maxwell-Einstein theory as a way for describing supersymmetric quartons, Int. J. Mod. Phys. A 9 (1994) 1555 [hep-th/9306158] [inSPIRE].

[65] M. Flato and C. Fronsdal, One Massless Particle Equals Two Dirac Singletons: Elementary Particles in a Carved Space. 6., Lett. Math. Phys. 2 (1978) 421 [inSPIRE].

[66] V.E. Didenko, N.G. Misuna and M.A. Vasiliev, Charges in nonlinear higher-spin theory, JHEP 03 (2017) 164 [arXiv:1512.07626] [inSPIRE].

[67] N. Boulanger, C. Iazeolla and P. Sundell, Unfolding Mixed-Symmetry Fields in AdS and the BMV Conjecture: I. General Formalism, JHEP 07 (2009) 013 [arXiv:0812.3615] [inSPIRE].

[68] D.J. Gross, A. Hashimoto and N. Itzhaki, Observables of noncommutative gauge theories, Adv. Theor. Math. Phys. 4 (2000) 893 [hep-th/0008075] [inSPIRE].

[69] J. Engquist and P. Sundell, Brane partons and singleton strings, Nucl. Phys. B 752 (2006) 206 [hep-th/0508124] [inSPIRE].