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ABSTRACT

We investigate the Schrödinger operators $H_\varepsilon = -\Delta + W + V_\varepsilon$ in $\mathbb{R}^2$ with the short-range potentials $V_\varepsilon$ which are localized around a smooth closed curve $\gamma$. The operators $H_\varepsilon$ can be viewed as an approximation of the heuristic Hamiltonian $H = -\Delta + W + a\partial_\nu\delta_\gamma + b\delta_\gamma$, where $\delta_\gamma$ is Dirac’s $\delta$-function supported on $\gamma$ and $\partial_\nu\delta_\gamma$ is its normal derivative on $\gamma$. Assuming that the operator $-\Delta + W$ has only discrete spectrum, we analyse the asymptotic behaviour of eigenvalues and eigenfunctions of $H_\varepsilon$. The transmission conditions on $\gamma$ for the eigenfunctions $u_+ = \theta u_\varepsilon - \partial_\nu u_\varepsilon$ which arise in the limit as $\varepsilon \to 0$ reveal a nontrivial connection between spectral properties of $H_\varepsilon$ and the geometry of $\gamma$.

1. Introduction

Solvable type operators with interactions supported by manifolds of a lower dimension have attracted considerable attention both in the physical and mathematical literature in recent years. Such operators are of interest in applications of mathematics in different fields of science and engineering because they reveal unquestioned effectiveness whenever the exact solvability together with a non-trivial description of an actual physical phenomenon is required. The Schrödinger operators with pseudo-potentials that are distributions supported by curves, surfaces, metric graphs are used successfully for modelling quantum systems with charged inclusions, leaky quantum graphs, quantum waveguides, etc. There exists a large body of results on this subject, but we confine ourselves to the case of hypersurfaces (i.e. manifolds of codimension one) as interaction supports. This case is a natural generalization to higher dimensions of the one-dimensional Hamiltonians with point interactions such as $\delta$- or $\delta'$-interactions.

The Schrödinger operators formally written as

$$-\Delta + \beta\delta_S$$

with $\delta$ potentials supported by compact or non-compact orientable hypersurfaces $S$ have attracted special attention in the last decade. The pseudo-potential $\beta\delta_S$ is a distribution in $\mathcal{D}'(\mathbb{R}^n)$ acting as

$$\langle \beta\delta_S, \phi \rangle = \int_S \beta \phi \, d\sigma$$
for any $\phi \in C_0^\infty(\mathbb{R}^n)$, where $\beta$ is an integrable function on $S$ and $\sigma$ is the natural measure on $S$ induced by the Riemannian metric. The physical motivation comes from nuclear, molecular and solid-state physics [1–4], where the so-called SDI model (surface delta interaction) has been used since 1965.

If the hypersurface $S$ is smooth enough, one can give meaning to the heuristic expression (1) in different ways. We can suppose that $H_{\beta,S}$ is the Laplacian acting on the functions $f \in W^2_2(\mathbb{R}^n \setminus S)$ satisfying the transmission conditions

$$f^+ = f^-, \quad \partial_\nu f^+ - \partial_\nu f^- = \beta f \quad \text{on } S. \tag{2}$$

Here, $f^-$ and $f^+$ denote the one-side traces of $f$ on $S$ and $\nu$ is the normal vector field on $S$. The formal expression (1) can also be defined rigorously via the symmetric sesquilinear form

$$b(f,g) = (\nabla f, \nabla g)_{L_2(\mathbb{R}^n;\mathbb{C}^n)} + \int_S \beta f|_S g|_S d\sigma, \quad \text{dom } b = W^1_2(\mathbb{R}^n),$$

where $f|_S$ denotes the trace of function $f \in W^2_2(\mathbb{R}^n)$ on $S$. The form $b$ is a densely defined, closed, and semibounded in $L_2(\mathbb{R}^n)$, and hence there exists a self-adjoint operator $B_{\beta,S}$ in $L_2(\mathbb{R}^n)$ such that $(B_{\beta,S} f, g)_{L_2(\mathbb{R}^n)} = b(f,g)$ for all $f \in \text{dom } B_{\beta,S}$ and $g \in \text{dom } b$.

An essential advantage of this model is its ‘stability’ with respect to regularizations by the Schrödinger operators with short-range potentials. If a family of potentials $U_\varepsilon$ with compact supports converges to $\beta \delta_S$ in the space of distributions, then the operators $-\Delta + U_\varepsilon$ converge to $H_{\beta,S}$ in the norm resolvent sense, as $\varepsilon \to 0$ [5–7]. The self-adjointness, spectral properties, scattering behaviour of the Schrödinger operators with $\delta_S$-interactions were investigated in numerous articles in the recent past; we mention here [5,6,8–12] for interactions on finite or infinite families of concentric spheres, [7,13–20] on closed hypersurfaces and hypersurfaces with boundary, and [21,22] for interactions concentrated near conical surfaces.

Similarly, one can also generalize to higher dimensions the four-parameter family of singular point interactions on the line, see [23]. However, for some reason a very popular interaction in the literature, of course, in addition to the $\delta_S$-interaction, is the so-called $\delta^\prime$-interaction supported on hypersurfaces [20,24–26]. This interaction is characterized by the transmission conditions

$$\partial_\nu f^+ = \partial_\nu f^-, \quad f^+ - f^- = \beta \partial_\nu f \quad \text{on } S.$$

Despite all advantages of the solvable models, they give rise to many mathematical difficulties. One of them deals with the multiplication of distributions; many Schrödinger operators with singular potentials are often only formal expressions without a precise or unambiguous mathematical meaning. The aim of the present paper is to find proper solvable models, i.e. proper transmission conditions on an interaction support, for the pseudo-Hamiltonians

$$H = -\Delta + W + a \partial_\nu \delta_\gamma + b \delta_\gamma \tag{3}$$

in $\mathbb{R}^2$, where $W$ is a regular potential, $a$ and $b$ are some functions on the closed curve $\gamma$, and $\delta_\gamma$ is Dirac’s $\delta$-function supported on $\gamma$. The pseudo-potential $a \partial_\nu \delta_\gamma + b \delta_\gamma$ is a distribution in $\mathcal{D}'(\mathbb{R}^2)$ acting as

$$\langle a \partial_\nu \delta_\gamma + b \delta_\gamma, \phi \rangle = \int_\gamma (-\partial_\nu (a \phi) + b \phi) \, d\gamma$$

for all test functions $\phi \in C_0^\infty(\mathbb{R}^2)$.

In contrast to (1), heuristic expression (3) is more singular, and the problem of giving its strictly mathematical meaning is more subtle. First of all, $H$ is ‘unstable’ under regularizations by the Hamiltonians $H_\varepsilon = -\Delta + W + V_\varepsilon$ with short-range potentials $V_\varepsilon$. From a physical viewpoint, it means that the quantum systems with $(a \partial_\nu \delta_\gamma + b \delta_\gamma)$-like localized potentials of different shapes possess slightly
Our purpose is to find solvable models describing with admissible fidelity the real quantum processes governed by $H_\varepsilon$ for given $V_\varepsilon$ suitably scaled in the normal direction to $\gamma$. The mathematical motivation for studying such operators are also that they exhibit nontrivial relations between some spectral properties and the geometry of $\gamma$ which arise (upon passing to the limit) in the transmission conditions

$$f^+ = \theta f^-, \quad \theta \partial_\nu f^+ - \partial_\nu f^- = \beta f^- \quad \text{on } \gamma. \tag{4}$$

We describe a class of short-range potentials for which the operators $H_\varepsilon$ approximate a subfamily of singular interaction (4), where $\theta$ is a real constant and $\beta$ is a real-valued smooth function. Assuming that the unperturbed operator $-\Delta + W$ has only point spectrum, we analyse the asymptotic behaviour of eigenvalues and eigenfunctions of $H_\varepsilon$ as $\varepsilon \to 0$.

The one-dimensional case of the problem was studied in [27–31]. For the Schrödinger operators with $(a\delta' + b\delta)$-like potentials, the norm resolvent convergence was established and a family of exactly solvable models was obtained (see also [32–34] for regularizations of $a\delta' + b\delta$ by piecewise constant potentials).

The distribution $-\partial_\nu \delta_\gamma$ can be interpreted as the Laplacian of the indicator (or the characteristic function) $\mathbb{1}_{x \in \Omega}$ of the bounded domain $\Omega$ enclosed by $\gamma$. Namely,

$$\partial_\nu \delta_\gamma = -\Delta \mathbb{1}_{x \in \Omega}$$

in the sense of distributions. Suppose that $\chi^\varepsilon$ is a sequence of smooth functions which are identically one on $\Omega$, vanish arbitrarily close to $\Omega$, and $\chi^\varepsilon \to \mathbb{1}_{x \in \Omega}$ in $L^1(\mathbb{R}^2)$ as $\varepsilon \to 0$. Then $V_\varepsilon = -\Delta \chi^\varepsilon$ is an example of $\partial_\nu \delta_\gamma$-like potentials, see Figure 1. Obviously, $V_\varepsilon$ converges to $\partial_\nu \delta_\gamma$ in $D'(\mathbb{R}^2)$ as $\varepsilon \to 0$.

Such potentials are interesting not only in the context of Schrödinger operators, they also arise in the Navier–Stokes equations, free boundary problems, and in the potential theory for parabolic and elliptic PDE in bounded domains. The Laplacian of the indicator function with its grid adaptations is the base of the front-tracking method. This numerical method allows simulating unsteady multifluid flows in which a sharp interface separates incompressible fluids of different density and viscosity [35], a time-dependent two-dimensional dendritic solidification of pure substances [36], flow-flexible body interactions with large deformation [37]. The Laplacian of the indicator and its regularizations have been used to establish some relationships between the Dirichlet and Neumann boundary value problems for the heat and Laplace equations and the theory of the Feynman path integrals [38].

The rest of the paper is organized as follows. In Section 2, we introduce several notions and state the main results of the paper: the convergence of spectra of the Schrödinger operators $H_\varepsilon$ with singularly

**Figure 1.** The $\partial_\nu \delta_\gamma$-like potential (part of the plot is cut out for better visualization).
perturbed potentials, Theorems 2.1 and 2.2. Also some auxiliary properties of the limit operators are proved. In Section 3, we construct the formal asymptotics of eigenvalues and eigenfunctions of the perturbed operators both in the case of zero-energy resonance and in the case of its absence. Finally, in Section 4, we prove Theorems 2.1 and 2.2.

2. Statement of problem and main results

We study the family of Schrödinger operators

\[ H_\varepsilon = -\Delta + W + V_\varepsilon \]

in \( L^2(\mathbb{R}^2) \), where the potential \( W \) belongs to \( L_\text{loc}^\infty (\mathbb{R}^2) \) and increases as \( |x| \to +\infty \). Let \( \gamma \) be a closed smooth curve in \( \mathbb{R}^2 \) without self-intersection points. Assume also that \( W \) is smooth in a neighbourhood of \( \gamma \). We define the short-range potentials \( V_\varepsilon \) as follows. Let \( \omega_\varepsilon \) be the \( \varepsilon \)-neighbourhood of \( \gamma \), i.e. the union of all open balls of radius \( \varepsilon \) around a point on \( \gamma \). For \( \varepsilon \) small enough, \( \omega_\varepsilon \) is a domain with smooth boundary. To specify an explicit dependence of \( V_\varepsilon \) on \( \varepsilon \) we introduce the Fermi normal coordinates in \( \omega_\varepsilon \) [39]. Let \( \alpha : [0,|\gamma|) \to \mathbb{R}^2 \) be a unit-speed smooth parametrization of \( \gamma \) with the natural parameter \( s \), and \( |\gamma| \) is the length of \( \gamma \). Then the vector \( v = (-\dot{\alpha}_2, \dot{\alpha}_1) \) is a unit normal on \( \gamma \). Set \( x = \alpha(s) + rv(s) \) for \( (s,r) \in [0,|\gamma|) \times (-\varepsilon,\varepsilon) \), where \( r \) is the signed distance from \( x \) to \( \gamma \) (see Figure 2). Suppose that \( V_\varepsilon \) has the form

\[ V_\varepsilon(\alpha(s) + rv(s)) = \varepsilon^{-2}V(\varepsilon^{-1}r) + \varepsilon^{-1}U(s,\varepsilon^{-1}r), \tag{5} \]

where \( V \) and \( U \) are smooth functions such that the supports of \( V \) and \( U(s,\cdot) \) lie in the interval \([-1,1]\) for all \( s \). Hence, supp \( V_\varepsilon \subset \omega_\varepsilon \). In general, the potentials \( V_\varepsilon \) diverge in the space of distributions \( D(\mathbb{R}^2) \); \( V_\varepsilon \) converge only if \( V \) is a zero mean function, as we will show below. In this case, \( V_\varepsilon \to a\partial_s\delta_\gamma + b\delta_\gamma \) in \( D'(\mathbb{R}^2) \), where \( a \) and \( b \) are some functions on \( \gamma \). The unperturbed operator \( H_0 = -\Delta + W \) is self-adjoint in \( L^2(\mathbb{R}^2) \) and its spectrum is discrete, since \( W \) increases at infinity [40, Ch.3.3]. Obviously, the operators \( H_\varepsilon \) are also self-adjoint with discrete spectrum and dom \( H_\varepsilon = \text{dom } H_0 \). The main task is to describe the limiting behaviour of the spectrum of \( H_\varepsilon \) by constructing the asymptotics of eigenvalues \( \lambda_\varepsilon \) and eigenfunctions \( u_\varepsilon \) of the problem

\[ -\Delta u_\varepsilon + (W + V_\varepsilon)u_\varepsilon = \lambda_\varepsilon u_\varepsilon \quad \text{in } \mathbb{R}^2. \tag{6} \]

We say that the one-dimensional Schrödinger operator \( -\frac{d^2}{dx^2} + V \) in \( L^2(\mathbb{R}) \) possesses a zero-energy resonance if there exists a nontrivial solution \( h \) of the equation \( -h'' + Vh = 0 \) that is bounded on the whole line. We call \( h \) the half-bound state. The half-bound state is unique up to a scalar factor and has nonzero limits

\[ h(-\infty) = \lim_{r \to -\infty} h(r), \quad h(+\infty) = \lim_{r \to +\infty} h(r). \]

The closed curve \( \gamma \) divides the plane into two domains \( \Omega^- \) and \( \Omega^+ \), \( \mathbb{R}^2 = \Omega^- \cup \gamma \cup \Omega^+ \). Suppose \( \Omega^+ \) is unbounded. Let us introduce the space \( \mathcal{W}^+ \subset L^2(\Omega^+) \) as follows. We say that \( f \) belongs to \( \mathcal{W}^+ \) if there exists a functions \( f_0 \) belonging to dom \( H_0 \) such that \( f = f_0 \) in \( \Omega^+ \). Also, we set \( \mathcal{W} = \{ f \in L^2(\mathbb{R}^2) : f|_{\Omega^-} \in W^2_2(\Omega^-), f|_{\Omega^+} \in \mathcal{W}^+ \} \). Recall that \( v^+ \) denote the one-side traces of \( v \) on \( \gamma \).

Let \( \mathcal{E} \subset (0,1) \) be an infinite set, for which zero is an accumulation point. Our main result reads as follows.

**Theorem 2.1:** Assume that the operator \( -\frac{d^2}{dx^2} + V \) in \( L^2(\mathbb{R}) \) possesses a zero-energy resonance with the half-bound state \( h \).
(i) Suppose that \( \{ \lambda^\varepsilon \} \sub_{\varepsilon \in \mathcal{E}} \) is a sequence of eigenvalues of \( H^\varepsilon \) and \( \{ u^\varepsilon \} \sub_{\varepsilon \in \mathcal{E}} \) is the corresponding sequence of eigenfunctions such that \( \| u^\varepsilon \|_{L^2(\mathbb{R}^2)} = 1 \). If

\[
\lambda^\varepsilon \to \lambda, \quad u^\varepsilon \to u \quad \text{in } L^2(\mathbb{R}^2) \text{ weakly}
\]

as \( \mathcal{E} \ni \varepsilon \to 0 \), and \( u \) is a nonzero function, then \( \lambda \) is an eigenvalue with the eigenfunction \( u \) of the operator

\[
H = -\Delta + W \quad \text{acting on the domain}
\]

\[
\text{dom } H = \{ v \in \mathcal{W} : v^+ = \theta v^-, \theta \partial_\nu v^+ - \partial_\nu v^- = (\frac{1}{2}(\theta^2 - 1) \kappa + \mu) v^- \text{ on } \gamma \}.
\]

Here, \( \theta = h(\infty)/h(-\infty), \kappa = \kappa(s) \) is the curvature of \( \gamma \), and

\[
\mu(s) = \frac{1}{\hbar^2(-\infty)} \int_{\mathbb{R}} U(s,r) h^2(r) \, dr.
\]

(ii) If (7) holds and \( \lambda \) is not a point of \( \sigma(H) \), then the sequence of eigenfunctions \( u^\varepsilon \) converges to zero as \( \mathcal{E} \ni \varepsilon \to 0 \) in the weak topology of \( L^2(\mathbb{R}^2) \).

(iii) For each eigenvalue \( \lambda \) of \( H \) and all \( \varepsilon \) small enough there exists an eigenvalue \( \lambda^\varepsilon \) of \( H^\varepsilon \) such that

\[
|\lambda^\varepsilon - \lambda| \leq c \varepsilon \text{ with the constant } c \text{ depending only on } \lambda.
\]

**Remark 2.1:** The operator

\[
-\frac{d^2}{dr^2} + V
\]

with the trivial potential \( V = 0 \) possesses a zero-energy resonance with the half-bound state \( h = 1 \). Then \( V_\varepsilon(x) = \varepsilon^{-1} U(s,\varepsilon^{-1}r) \) and \( V_\varepsilon \to \mu_0 \delta_\gamma \) in the space of distributions, where

\[
\mu_0(s) = \int_{\mathbb{R}} U(s,r) \, dr.
\]

Since \( \theta = 1 \), the interface conditions on \( \gamma \)

\[
v^+ = \theta v^-, \quad \theta \partial_\nu v^+ - \partial_\nu v^- = (\frac{1}{2}(\theta^2 - 1) \kappa + \mu) v^-
\]

become

\[
v^+ = v^-, \quad \partial_\nu v^+ - \partial_\nu v^- = \mu_0 v, \text{ which correspond to the } \delta \text{-interaction supported on the curve } [7].
\]

**Remark 2.2:** Note that the potentials \( V \) for which the operator

\[
-\frac{d^2}{dr^2} + V
\]

has a zero-energy resonance are not something exotic. For any \( V \) of compact support, there exists a discrete infinite set of real coupling constants \( c \) such that

\[
-\frac{d^2}{dr^2} + c V
\]

has a zero-energy resonance [27,29].
Let us introduce two operators
\[ D^- = -\Delta + W \quad \text{in } L^2(\Omega^-), \quad \text{dom } D^- = \{ v \in W^2_0(\Omega^-) : v = 0 \text{ on } \gamma \}, \]
\[ D^+ = -\Delta + W \quad \text{in } L^2(\Omega^+), \quad \text{dom } D^+ = \{ v \in W^1 : v = 0 \text{ on } \gamma \}. \]

**Theorem 2.2:** Suppose that the operator \(-\frac{d^2}{dt^2} + V\) in \(L^2(\mathbb{R})\) has no zero-energy resonance, \((\lambda^\varepsilon)_{\varepsilon \in \mathcal{E}}\) is a sequence of eigenvalues of \(H_\varepsilon\) and \(\{u_\varepsilon\}_{\varepsilon \in \mathcal{E}}\) is the corresponding sequence of eigenfunctions such that \(\|u_\varepsilon\|_{L^2(\mathbb{R})} = 1\).

(i) If \(\lambda^\varepsilon \to \lambda\) and \(u_\varepsilon \to u\) in \(L^2(\mathbb{R}^2)\) weakly, as \(\varepsilon \not\to 0\), and the limit function \(u\) is different from zero, then \(\lambda\) is an eigenvalue of the direct sum \(D^- \oplus D^+\) and \(u\) is the corresponding eigenfunction.

(ii) In the case when \(\lambda^\varepsilon \to \lambda\), as \(\varepsilon \not\to 0\), and \(\lambda \not\in \sigma(D^- \oplus D^+)\), the eigenfunctions \(u_\varepsilon\) converge to zero in \(L^2(\mathbb{R}^2)\) weakly.

(iii) If \(\lambda \in \sigma(D^- \oplus D^+)\), then for all \(\varepsilon\) small enough we can find an eigenvalue \(\lambda^\varepsilon\) of \(H_\varepsilon\) such that \(|\lambda^\varepsilon - \lambda| \leq c\varepsilon\), where the constant \(c\) does not depend on \(\varepsilon\).

The thin structure that is the support of \(V_\varepsilon\) can produce an infinite series of eigenvalues that go to the negative infinity as \(\varepsilon \to 0\). Although for each \(\varepsilon > 0\) the number of negative eigenvalues is finite, for some potentials \(V_\varepsilon\) it can increase infinitely as \(\varepsilon \to 0\). In particular, this means that the family of operators \(H_\varepsilon\) is not generally uniformly bounded from below with respect to \(\varepsilon\). In this case, any real number can be an accumulation point of the eigenvalues \(\lambda^\varepsilon\) of \(H_\varepsilon\). Theorems 2.1 and 2.2 point out the principal difference between the eigenvalues of the limit operators and all other real points. This difference is that only the points of \(\sigma(\mathcal{H})\) in the resonant case or \(\sigma(D^- \oplus D^+)\) in the non-resonant case can be approximated by the eigenvalues \(\lambda^\varepsilon\) of \(H_\varepsilon\) so that the corresponding eigenfunctions \(u_\varepsilon\) converge to nontrivial limits in \(L^2(\mathbb{R}^2)\). The asymptotics of the negative low-lying eigenvalues remains an open problem for the time being.

Returning to the local coordinates \((s, r)\), we see that the couple of vectors \(\alpha = (\dot{\alpha}_1, \dot{\alpha}_2), \nu = (-\dot{\alpha}_2, \dot{\alpha}_1)\) gives the Frenet frame for \(\gamma\). The Jacobian of transformation \(x_1 = \dot{\alpha}_1(s) - r\dot{\alpha}_2(s), x_2 = \dot{\alpha}_2(s) + r\dot{\alpha}_1(s)\) has the form
\[
J(s, r) = \begin{vmatrix}
\dot{\alpha}_1(s) - r\dot{\alpha}_2(s) & -\dot{\alpha}_2(s) \\
\dot{\alpha}_2(s) + r\dot{\alpha}_1(s) & \dot{\alpha}_1(s)
\end{vmatrix}
= \dot{\alpha}_1^2(s) + \dot{\alpha}_2^2(s) - r(\dot{\alpha}_1(s)\dot{\alpha}_2(s) - \dot{\alpha}_2(s)\dot{\alpha}_1(s)) = 1 - r\kappa(s),
\]
where \(\kappa = \det(\dot{\alpha}, \ddot{\alpha})\) is the signed curvature of \(\gamma\). We see that \(J\) is positive for sufficiently small \(r\), because the curvature \(\kappa\) is bounded on \(\gamma\). Note also that \(\kappa\) is defined uniquely up to the reparametrization \(s \mapsto -s\). Interface conditions (9) contain the parameters \(\theta, \kappa\) and \(\mu\) which depend on the particular parametrization chosen for curve \(\gamma\). These parameters change along with the change of the Frenet frame.

**Proposition 2.1:** The operator \(\mathcal{H}\) in Theorem 2.1 does not depend upon the choice of the Frenet frame for \(\gamma\).

**Proof:** Every smooth curve admits two possible orientations of the arc-length parameter and consequently two possible Frenet frames. Let us change the Frenet frame \(\{\alpha, \nu\}\) to the frame \(\{-\alpha, -\nu\}\) and prove that conditions (9) will remain the same. The change leads to the following transformations:
\[
h(\pm \infty) \mapsto h(\mp \infty), \quad \theta \mapsto \theta^{-1}, \quad \kappa \mapsto -\kappa, \quad \mu \mapsto \theta^{-2}\mu, \quad u_\pm \mapsto u_\mp, \quad \partial_r u_\pm \mapsto -\partial_r u_\mp.
\]
The first condition \(u^+ - \theta u^- = 0\) in (9) transforms into \(u^- - \theta^{-1} u^+ = 0\) and therefore remains unchanged. For the second condition, we obtain
\[-\theta^{-1}\partial_r u^- + \partial_r u^+ - (\frac{1}{2}(\theta^{-2} - 1)\kappa + \theta^{-2}\mu) u^+ = 0.\]
Multiplying the equality by $\theta$ yields

$$\theta \partial_{\nu} u^+ - \partial_{\nu} u^- - (\frac{1}{2}(\theta^2 - 1) x + \mu) \theta^{-1} u^+ = 0,$$

since $-\theta(\theta^2 - 1) = \theta^{-1}(\theta^2 - 1)$. It remains to insert $u^-$ in place of $\theta^{-1} u^+$, in view of the first interface condition.

The metric tensor $g = (g_{ij})$ in the orthogonal coordinates $(s, r)$ has the form

$$g = \begin{pmatrix} f^2 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

In fact, we have $g_{11} = |x_1|^2 = |\alpha + r\dot{\nu}|^2 = |(1 - r \kappa)\dot{\alpha}|^2 = f^2$, by the Frenet–Serret formula $\dot{\nu} = -r \kappa \dot{\alpha}$, and $g_{22} = |x_1|^2 = |\nu|^2 = 1$. Then the gradient and the Laplace–Beltrami operator in the local coordinates become

$$\nabla \phi = J^{-1} \partial_s \phi \alpha + \partial_r \phi \nu, \quad \Delta \phi = J^{-1}(\partial_s(J^{-1} \partial_s \phi) + \partial_r(J \partial_r \phi)).$$

(10)

All the results presented in Theorems 2.1 and 2.2 concern arbitrary potentials $V_\varepsilon$ of the form (5) that generally diverge in the distributional sense. However, the spectra of $H_\varepsilon$ converge to the spectra of the limit operators without reference to the convergence of potentials. The following statement shows that the convergence conditions for $V_\varepsilon$ and for the spectra of $H_\varepsilon$ are quite different.

**Proposition 2.2:** The family of potentials $V_\varepsilon$ converges in the space of distributions if and only if $\int_{\mathbb{R}} V \, dr = 0$. In this case,

$$V_\varepsilon \to \mu_1 \partial_\nu \delta_\gamma + (\mu_1 x + \mu_0) \delta_\gamma \quad \text{in} \ D'(\mathbb{R}^2),$$

where $\mu_1 = -\int_{\mathbb{R}} rV(r) \, dr$ and $\mu_0$ is given by (8).

**Proof:** It is evident that the sequence $\varepsilon^{-1} U(s, \varepsilon^{-1} r)$ converges to $\mu_0 \delta_\gamma$ in $D'(\mathbb{R}^2)$. Write $g_\varepsilon = \varepsilon^{-2} V(\varepsilon^{-1} r)$ and $n = \varepsilon^{-1} r$. Then we have

$$\int_{\mathbb{R}^2} g_\varepsilon \phi \, dx = \int_{\omega_\varepsilon} g_\varepsilon \phi \, dx = \varepsilon^{-2} \int_{-\varepsilon}^\varepsilon \int_0^{\gamma} V(\varepsilon^{-1} r) \phi(s, r)(1 - r x(s)) \, ds \, dr$$

$$= \varepsilon^{-1} \int_{-1}^1 \int_0^{\gamma} V(n) \phi(s, \varepsilon n)(1 - \varepsilon n x(s)) \, ds \, dn = \varepsilon^{-1} \int_{-1}^1 V(n) \, dn \int_0^{\gamma} \phi(s, 0) \, ds$$

$$+ \int_{-1}^1 V(n) \, dn \int_0^{\gamma} (\partial_\nu \phi(s, 0) - x(s) \phi(s, 0)) \, ds + O(\varepsilon)$$

as $\varepsilon \to 0$ for all $\phi \in C_0^\infty(\mathbb{R}^2)$. The sequence $g_\varepsilon$ has a finite limit in $D'(\mathbb{R}^2)$ iff $\int_{\mathbb{R}} V \, dn = 0$. In this case, we have

$$\int_{\mathbb{R}^2} g_\varepsilon \phi \, dx \to \mu_1 \int_\gamma \partial_\nu \delta_\gamma + \varepsilon \delta_\gamma \phi \, dy,$$

which completes the proof.
3. Formal asymptotics

Now, we will show how interface conditions (9) can be found by direct calculations. Here, we use the asymptotic methods similar to those in [41–43]. In the sequel, the normal vector field $v$ on $\gamma$ will be outward to the domain $\Omega^−$. Hence the local coordinate $r$ increases in the direction from $\Omega^-$ to $\Omega^+$. Also, it will be convenient to parameterize the curve $\gamma$ by points of a circle. It will allow us not to indicate every time that functions on $\gamma$ are periodic on $s$. Let $S$ be the circle of the length $|\gamma|$. Then $\omega_\varepsilon$ is diffeomorphic to the cylinder $Q_\varepsilon = S \times (-\varepsilon, \varepsilon)$. We denote by $\gamma_t$ the curve that is obtained from $\gamma$ by flowing for ‘time’ $t$ along the normal vector field, i.e. $\gamma_t = \{x \in \mathbb{R}^2 : x = \alpha(s) + tv(s), s \in S\}$. Then the boundary of $\omega_\varepsilon$ consists of two curves $\gamma_{-\varepsilon}$ and $\gamma_\varepsilon$.

We look for the approximation to eigenvalues and eigenfunctions of (6) in the form

$$\lambda_\varepsilon \approx \lambda, \quad u_\varepsilon(x) \approx \begin{cases} u(x) \\ v_0(s, \frac{r}{\varepsilon}) + \varepsilon v_1(s, \frac{r}{\varepsilon}) + \varepsilon^2 v_2(s, \frac{r}{\varepsilon}) \end{cases} \quad \begin{array}{l} \text{in } \mathbb{R}^2 \setminus \omega_\varepsilon, \\ \text{in } \omega_\varepsilon. \end{array} \quad (11)$$

To match the approximations in $\omega_\varepsilon$ and $\mathbb{R}^2 \setminus \omega_\varepsilon$, we hereafter assume that

$$[u_\varepsilon]_\pm = 0, \quad [\partial_r u_\varepsilon]_\pm = 0, \quad (12)$$

where $[w]_\Gamma$ stands for the jump of $w$ across $\gamma_t$ in the positive direction of the local coordinate $r$. Since $u_\varepsilon$ solves (6) and the domain $\omega_\varepsilon$ shrinks to $\gamma$, the function $u$ must be a solution of the equation

$$-\Delta u + Wu = \lambda u \quad \text{in } \mathbb{R}^2 \setminus \gamma \quad (13)$$

subject to appropriate transmission conditions on $\gamma$. To find these conditions, we consider equation (6) in the local coordinates $(s, n)$, where $n = r/\varepsilon$. By (10), the Laplacian can be written as

$$\Delta = \frac{1}{1 - \varepsilon n_\kappa} \left( -\varepsilon^2 \partial_n (1 - \varepsilon n_\kappa) \partial_n + \partial_s \left( \frac{1}{1 - \varepsilon n_\kappa} \partial_s \right) \right) \quad \text{in the cylinder } Q = S \times (-1, 1).$$

From this, we readily deduce the representation

$$\Delta = -\varepsilon^2 \partial_n^2 - \varepsilon^{-1} \kappa(s) \partial_n - n \kappa^2(s) \partial_n + \partial_s^2 + \varepsilon P_\varepsilon, \quad (14)$$

where $P_\varepsilon$ is a PDE of the second-order on $s$ and the first one on $n$ whose coefficients are uniformly bounded in $Q$ with respect to $\varepsilon$.

Substituting (14) and $v_0 + \varepsilon v_1 + \varepsilon^2 v_2$ into Equation (6) in particular yields

$$\begin{align*}
-\partial_n^2 v_0 + V v_0 &= 0, \\
-\partial_n^2 v_1 + V v_1 &= -\kappa \partial_n v_0 - U v_0, \\
-\partial_n^2 v_2 + V v_2 &= -(\varepsilon \partial_n + U) v_1 + (\partial_s^2 - n \kappa^2 \partial_n - W(\cdot, 0) + \lambda) v_0 
\end{align*} \quad (15)$$

in $Q$. From (12), we see that necessarily

$$u^-(s) = v_0(s, -1), \quad u^+(s) = v_0(s, 1), \quad (16)$$

$$\partial_n v_0(s, -1) = 0, \quad \partial_n v_0(s, 1) = 0, \quad (17)$$

$$\partial_n v_1(s, -1) = \partial_r u^-(s), \quad \partial_n v_1(s, 1) = \partial_r u^+(s). \quad (18)$$

Combining (17)–(18), we conclude that $v_0$ and $v_1$ solve the problems

$$\begin{align*}
\begin{cases}
-\partial_n^2 v_0 + V(n) v_0 &= 0 \quad \text{in } Q, \\
\partial_n v_0(s, -1) &= 0, \quad \partial_n v_0(s, 1) = 0, \quad s \in S;
\end{cases} 
\end{align*} \quad (19)$$
Hereafter, we fix value problem function on equation differential operator respectively. Hence we have the boundary value problems in Q including the ‘non-elliptic’ partial differential operator \(-\partial_n^2 + V\). These problems can also be regarded as the boundary value problems on \((-1, 1)\) for ordinary differential equations which depend on the parameter \(s \in S\).

### 3.1. Case of zero-energy resonance

Assume that \(-\frac{d^2}{dt^2} + V\) has a zero-energy resonance with the half-bound state \(h\). Set \(I = (-1, 1)\). Since the support of \(V\) lies in \(I\), the function \(h\) is constant outside \(I\) as a bounded solution of the equation \(h'' = 0\). Therefore, the restriction of \(h\) to \(I\) is a nonzero solution of the Neumann boundary value problem

\[
-h'' + Vh = 0 \quad \text{in } I, \quad h'(-1) = 0, \quad h'(1) = 0. \tag{21}
\]

Hereafter, we fix \(h\) by the additional condition \(h(-1) = 1\). Then \(h(\pm \infty) = h(\pm 1)\) and \(\theta = h(1)\).

In this case, (19) admits the infinitely many solutions \(v_0(s, n) = a_0(s)h(n)\), where \(a_0\) is an arbitrary function on \(S\). From (16), we deduce that

\[
u^- = a_0, \quad u^+ = h(1)a_0 = \theta a_0\]

and hence that \(v_0(s, n) = u^-(s)h(n)\) and

\[
u^+ = \theta u^- \quad \text{on } \gamma. \tag{22}
\]

Next, problem (20) is in general unsolvable, since (19) admits nontrivial solutions. To find solvability conditions, we rewrite the equation in (20) in the form \(-\partial_n^2 v_1 + Vv_1 = -(\zeta(s)h'(n) + U(s, n)h(n))u^- (s)\), multiply by \(a(s)h(n)\), \(a \in L^2(S)\), and then integrate over \(Q\)

\[
\int_Q (-\partial_n^2 v_1 + Vv_1)a(s)h(n) \, dn \, ds = -\int_Q (\zeta(s)h'(n) + U(s, n)h(n))u^- (s) a(s)h(n) \, dn \, ds. \tag{23}
\]

Since \(h\) is a solution of (21), integrating by parts twice on the left-hand side yields

\[
\int_S \int_I (-\partial_n^2 v_1 + Vv_1)ah \, dn \, ds = -\int_S (\partial_n v_1 h - v_1 h')\bigg|_{n=1}^{n=-1} a \, ds - \int_S \int_I a v_1 (-h'' + Vh) \, dn \, ds = -\int_S (\theta \partial_r u^+ - \partial_r u^-) a \, ds,
\]

in view of the boundary conditions for \(v_1\). Hence (23) becomes

\[
\int_S (\theta \partial_r u^+ - \partial_r u^-) a \, ds = \int_S u^- a \int_I (\zeta h' + Uh^2) \, dn \, ds.
\]

The equality \(hh' = \frac{1}{2}(h^2)'\) implies

\[
\int_I hh' \, dn = \frac{1}{2} (h^2(1) - h^2(-1)) = \frac{1}{2} (\theta^2 - 1). \tag{24}
\]
Therefore, we obtain
\[
\int_S (\theta \partial_r u^+ - \partial_r u^-) a \, ds = \int_S \left( \frac{1}{2} (\theta^2 - 1) \kappa + \mu \right) u^- a \, ds
\]
for all \( a \in L^2(S) \), where \( \mu(s) = \int_I U(s, n) h^2(n) \, dn \). From this, we deduce
\[
\theta \partial_r u^+ - \partial_r u^- = (\frac{1}{2} (\theta^2 - 1) \kappa + \mu) u^- \quad \text{on } \gamma,
\]
which is necessary for solvability of (20). Moreover, it is a jump condition for the normal derivative of \( u \) at the interface \( \gamma \), since \( \partial_n u^\pm = \partial_n u^\pm \) on \( \gamma \). On the other hand, if (25) holds for almost all \( s \in S \), then problem (20) admits a solution. The assertion follows from the Fredholm alternative if (20) is regarded as the boundary value problem on \( I \) for the operator \(-\frac{\partial^2}{\partial s^2} + V\) and fixed \( s \). Therefore, \( \lambda \) and \( u \) in (11) must solve the problem
\[
-\Delta u + Wu = \lambda u \quad \text{in } \mathbb{R}^2 \setminus \gamma,
\]
\[
u^+ - \theta \nu^- = 0, \quad \theta \partial_n u^+ - \partial_n u^- = \left( \frac{1}{2} (\theta^2 - 1) \kappa + \mu \right) u^- \quad \text{on } \gamma,
\]
which can be equivalently rewritten as the spectral equation \( \mathcal{H}u = \lambda u \).

Assume that \( \lambda \) is an eigenvalue of \( \mathcal{H} \) and \( u \) is an eigenfunction for this eigenvalue. Now, we can calculated the trace \( u^- \) on \( \gamma \) and finally determine \( v_0(s, n) = u^-(s) h(n) \). Since the second condition in (27) holds, problem (20) is solvable and \( v_1 \) is defined up to the term \( a_1(s) h(n) \). Let us fix a solution of (20) so that
\[
v_1(s, -1) = 0, \quad s \in S.
\]
Finally Equation (15) admits a unique solution \( v_2 \) satisfying the conditions
\[
v_2(s, -1) = 0, \quad \partial_n v_2(s, -1) = 0, \quad s \in S.
\]
The functions \( v_k \) are smooth in \( Q \) due to the smoothness of \( V \), \( U \) and \( \varphi \). Recall also that \( W \) is smooth in an neighbourhood of \( \gamma \). So we have constructed all terms in asymptotics (11).

### 3.2. Non-resonant case

Now, we suppose that \(-\frac{\partial^2}{\partial s^2} + V\) has no zero-energy resonance. Then problem (21), and hence problem (19), admit the trivial solutions \( h = 0 \) and \( v_0 = 0 \) only, and (16) imply \( u^- = 0 \) and \( u^+ = 0 \) on \( \gamma \). We thus get
\[
-\Delta u + Wu = \lambda u \quad \text{in } \mathbb{R}^2 \setminus \gamma, \quad u|_{\gamma} = 0.
\]
Let us suppose that \( \lambda \) is an eigenvalue of the direct sum \( D^- \oplus D^+ \) and \( u \) is the corresponding eigenfunction. In this case, problem (20) has the form
\[
-\partial_n^2 v_1 + V(n) v_1 = 0 \quad \text{in } Q,
\]
\[
\partial_n v_1(s, -1) = \partial_n u^-, \quad \partial_n v_1(s, 1) = \partial_n u^+
\]
and admits a unique solution. Let us substitute \( v_0 = 0 \) into Equation (15) and assume that \( v_2 \) is a solution of the Cauchy problem
\[
-\partial_n^2 v_2 + V(n) v_2 = -\varphi(s) \partial_n v_1 + U(s, n) v_1 \quad \text{in } Q,
\]
\[
v_2(s, -1) = 0, \quad \partial_n v_2(s, -1) = 0, \quad s \in S.
\]
3.3. Quasimodes of $H_\varepsilon$

To prove that $\lambda$ belonging to either $\sigma(\mathcal{H})$ or $\sigma(D^- \oplus D^+)$ is an accumulation point for a sequence of eigenvalues $\lambda^\varepsilon$ of $H_\varepsilon$, we will apply the method of quasimodes. Let $A$ be a self-adjoint operator in a Hilbert space $L$. We say a pair $(a, \phi) \in \mathbb{R} \times \text{dom} \, A$ is a quasimode of $A$ with the accuracy $\delta$, if $\phi \neq 0$ and $\| (A - a)\phi \|_L \leq \delta \| \phi \|_L$.

**Proposition 3.1** ([44, p.139]): Assume $(a, \phi)$ is a quasimode of $A$ with accuracy $\delta > 0$ and the spectrum of $A$ is discrete in the interval $[a - \delta, a + \delta]$. Then there exists an eigenvalue $\lambda^\varepsilon$ of $A$ such that $|\lambda^\varepsilon - a| \leq \delta$.

Since its proof is so simple, we reproduce it here for reader’s convenience. If $a \in \sigma(A)$, then $\lambda^\varepsilon = a$. Otherwise, the distance $d_a$ from $a$ to the spectrum of $A$ can be computed as

$$d_a = \|(A - a)^{-1}\|^{-1} = \inf_{\psi \neq 0} \frac{\| \psi \|_L}{\| (A - a)^{-1} \psi \|_L},$$

where $\psi$ is an arbitrary vector of $L$. Taking $\psi = (A - a)\phi$, we deduce

$$d_a \leq \frac{\| (A - a)\phi \|_L}{\| \phi \|_L} \leq \delta,$$

from which the assertion follows.

In order to construct the quasimodes of $H_\varepsilon$, we must modify the approximation

$$\hat{v}_\varepsilon(x) = \begin{cases} u(x) & \text{in } \mathbb{R}^2 \setminus \omega^\varepsilon, \\ v_0 \left( s, \frac{r}{\varepsilon} \right) + \varepsilon v_1 \left( s, \frac{r}{\varepsilon} \right) + \varepsilon^2 v_2 \left( s, \frac{r}{\varepsilon} \right) & \text{in } \omega^\varepsilon \end{cases}$$

obtained above. The approximation does not in general belong to $\text{dom} \, H_\varepsilon$, because $\hat{v}_\varepsilon$ has jump discontinuities on $\partial \omega^\varepsilon$. Let us define the function $\zeta$ plotted in Figure 3. This function is smooth outside the origin, $\zeta(r) = 1$ for $r \in [0, \beta/2]$ and $\zeta(r) = 0$ in the set $\mathbb{R} \setminus [0, \beta)$. We choose $\beta$ small enough such that the Fermi normal coordinates are well-defined in $\omega_{2\beta}$. Set

$$\eta_\varepsilon = \left( \left[ \hat{v}_\varepsilon \right]_{\varepsilon} + [\partial_\varepsilon \hat{v}_\varepsilon]_{\varepsilon}(r - \varepsilon) \right) \zeta(r - \varepsilon) + \left( \left[ \hat{v}_\varepsilon \right]_{-\varepsilon} + [\partial_\varepsilon \hat{v}_\varepsilon]_{-\varepsilon}(r + \varepsilon) \right) \zeta(-r - \varepsilon). \quad (30)$$

It is easy to check that $\eta_\varepsilon$ and $\partial_\varepsilon \eta_\varepsilon$ have the same jumps across the boundary of $\omega^\varepsilon$ as $\hat{v}_\varepsilon$ and $\partial_\varepsilon \hat{v}_\varepsilon$, respectively. In addition, $\eta_\varepsilon$ is different from zero in the set $\omega_{\beta + \varepsilon} \setminus \omega^\varepsilon$ only. Therefore, the function

$$v_\varepsilon(x) = \begin{cases} u(x) - \eta_\varepsilon(x) & \text{in } \mathbb{R}^2 \setminus \omega^\varepsilon, \\ v_0 \left( s, \frac{r}{\varepsilon} \right) + \varepsilon v_1 \left( s, \frac{r}{\varepsilon} \right) + \varepsilon^2 v_2 \left( s, \frac{r}{\varepsilon} \right) & \text{in } \omega^\varepsilon \end{cases}$$

belongs to the domain of $\mathcal{H}_\varepsilon$. We have not changed $\hat{v}_\varepsilon$ too much, since

$$\sup_{x \in \mathbb{R}^2 \setminus \overline{\omega^\varepsilon}} (|\eta_\varepsilon(x)| + |\Delta \eta_\varepsilon(x)|) \leq c \varepsilon. \quad (31)$$

It follows from explicit formula (30) and the smallness of jumps of $\hat{v}_\varepsilon$ and $\partial_\varepsilon \hat{v}_\varepsilon$ across $\partial \omega^\varepsilon$. Indeed, using (16)--(18), (28) and (29) for the case of resonance we deduce

$$\left[ \hat{v}_\varepsilon \right]_{-\varepsilon} = v_0(s, -1) - u(s, -\varepsilon) = u^-(s) - u(s, -\varepsilon) = O(\varepsilon),$$

$$\left[ \hat{v}_\varepsilon \right]_{\varepsilon} = u(s, \varepsilon) - v_0(s, 1) - \varepsilon v_1(s, 1) - \varepsilon^2 v_2(s, 1)$$

$$= u(s, \varepsilon) - \theta u^-(s) + O(\varepsilon) = u(s, \varepsilon) - u^+(s) + O(\varepsilon) = O(\varepsilon),$$
Figure 3. Plot of the function $\zeta$.

\[
[\partial_\nu \hat{v}_\varepsilon]^- = \varepsilon^{-1} \partial_n v_0(s, -1) + \partial_n v_1(s, -1) - \partial_\nu u(s, -\varepsilon) = \partial_\nu u^- (s) - \partial_\nu u(s, -\varepsilon) = O(\varepsilon),
\]

\[
[\partial_\nu \hat{v}_\varepsilon]^- = \partial_\nu u(s, \varepsilon) - \varepsilon^{-1} \partial_n v_0(s, 1) - \partial_n v_1(s, 1) - \varepsilon \partial_\nu v_2(s, 1) + O(\varepsilon) = \partial_\nu u^+ (s) - \partial_\nu u(s, \varepsilon) + O(\varepsilon) = O(\varepsilon),
\]

as $\varepsilon \to 0$. Here, we also have utilized condition (22) and the inequality

\[
|u(s, \pm \varepsilon) - u^\pm (s)| + |\partial_\nu u(s, \pm \varepsilon) - \partial_\nu u^\pm (s)| \leq c\varepsilon.
\]

Note that the eigenfunction $u$ is smooth in a neighbourhood of $\gamma$. Obviously the jumps are also of order $O(\varepsilon)$ in the non-resonant case, when $v_0 = 0$ and $u^\pm = 0$.

**Lemma 3.1:** The pairs $(\lambda, v_\varepsilon)$ constructed above are the quasimodes of $H_\varepsilon$ with the accuracy $O(\varepsilon)$ as $\varepsilon \to 0$.

**Proof:** Write $\varrho_\varepsilon = (H_\varepsilon - \lambda) v_\varepsilon$. Thus (13) implies

\[
\varrho_\varepsilon = (-\Delta + W - \lambda)(u - \eta_\varepsilon) = (-\Delta + W - \lambda)\eta_\varepsilon
\]

outside $\omega_\varepsilon$. Therefore, $\sup_{x \in \mathbb{R}^2 \setminus \omega_\varepsilon} |\varrho_\varepsilon(x)| \leq c_1 \varepsilon$, because of (31). Recall $\eta_\varepsilon$ is a function of compact support. Applying representation (14) of the Laplace operator in the local coordinates, we deduce

$$
-\Delta + W(x) + V_\varepsilon(x) = -\varepsilon^{-2} \partial_n^2 + \varepsilon^{-1} \varepsilon \partial_n + n \varepsilon^2 \partial_n - \partial_\nu^2 - \varepsilon P_\varepsilon + W(s, \varepsilon n)
$$

$$
\quad + \varepsilon^{-2} V(n) + \varepsilon^{-1} U(s, n) = \varepsilon^{-2} \ell_0 + \varepsilon^{-1} \ell_1 + \ell_2 + W(s, \varepsilon n) - \varepsilon P_\varepsilon
$$

for $x \in \omega_\varepsilon$, where $\ell_0 = -\partial_n^2 + V$, $\ell_1 = \varepsilon \partial_n + U$ and $\ell_2 = n \varepsilon^2 \partial_n - \partial_\nu^2$. Then

\[
\varrho_\varepsilon = (-\Delta + W + V_\varepsilon - \lambda) v_\varepsilon = (\varepsilon^{-2} \ell_0 + \varepsilon^{-1} \ell_1 + \ell_2 + W(s, \varepsilon n) - \varepsilon P_\varepsilon - \lambda)(v_0 + \varepsilon v_1 + \varepsilon^2 v_2)
\]

\[
= \varepsilon^{-2} \ell_0 v_0 + \varepsilon^{-1} (\ell_0 v_1 + \ell_1 v_0) + (\ell_0 v_2 + \ell_1 v_1 + (\ell_2 + W(s, 0) - \lambda) v_0)
\]

\[
+ (W(s, \varepsilon n) - W(s, 0)) v_0 + \varepsilon (\ell_1 v_2 + (\ell_2 + W(s, \varepsilon n) - \lambda)(v_1 + \varepsilon v_2) - P_\varepsilon v_\varepsilon)
\]

for $x \in \omega_\varepsilon$. From our choice of $v_\varepsilon$, we derive that the first three terms of the right-hand side vanish. The potential $W$ is a $C^\infty$-function in a neighbourhood of $\gamma$, then we have $\sup_{x \in \omega_\varepsilon} |\varrho_\varepsilon(x)| \leq c_2 \varepsilon$. Hence

\[
\| (H_\varepsilon - \lambda) v_\varepsilon \|_{L^2(\mathbb{R}^2)} = \| \varrho_\varepsilon \|_{L^2(\mathbb{R}^2)} \leq |\omega_{2\beta}|^{1/2} \sup_{\mathbb{R}^2} |\varrho_\varepsilon| \leq c_3 \varepsilon,
\]

since $\sup \varrho_\varepsilon \subset \omega_{\beta + \varepsilon} \subset \omega_{2\beta}$ for $\varepsilon$ small enough. On the other hand, the main contribution to the $L^2(\mathbb{R}^2)$-norm of $v_\varepsilon$ is given by the eigenfunction $u$. Therefore, $\| v_\varepsilon \|_{L^2(\mathbb{R}^2)} \geq \frac{1}{2} \| u \|_{L^2(\mathbb{R}^2)}$ for $\varepsilon$ small enough. Finally, we obtain

\[
\| (H_\varepsilon - \lambda) v_\varepsilon \|_{L^2(\mathbb{R}^2)} \leq c_3 \varepsilon \leq 2 c_3 \varepsilon \| u \|_{L^2(\mathbb{R}^2)}^{-1} \| v_\varepsilon \|_{L^2(\mathbb{R}^2)} \leq c_4 \varepsilon \| v_\varepsilon \|_{L^2(\mathbb{R}^2)},
\]

and this is precisely the assertion of the lemma. 

\[\blacksquare\]
4. Proof of main results

Let \( \{ \lambda^\varepsilon \}_\varepsilon \in \mathcal{E} \) be a sequence of eigenvalues of \( H_\varepsilon \) and \( \{ u^\varepsilon \}_\varepsilon \in \mathcal{E} \) be the sequence of the corresponding eigenfunctions and \( \| u^\varepsilon \|_{L^2(\mathbb{R}^2)} = 1 \). Let \( \chi^\varepsilon \) be the characteristic function of \( \mathbb{R}^2 \setminus \omega^\varepsilon \).

Lemma 4.1: Assume that \( \lambda^\varepsilon \to \lambda \) and \( u^\varepsilon \to u \) in \( L^2(\mathbb{R}^2) \) weakly as \( \mathcal{E} \ni \varepsilon \to 0 \).

(i) For any bounded or unbounded domain \( D \) in \( \mathbb{R}^2 \) such that \( \overline{D} \cap \gamma = \emptyset \) the eigenfunctions \( u^\varepsilon \) converge to \( u \) in \( W^2_2(D) \) weakly, and \( u \) solves the equation

\[
- \Delta u + Wu = \lambda u \quad \text{in } \mathbb{R}^2 \setminus \gamma. 
\]

(ii) \( \chi^\varepsilon \nabla u^\varepsilon \to \nabla u \) in \( L^2(\Omega^+) \) weakly.

(iii) Treating \( u^\varepsilon(x) \) as \( u^\varepsilon(s, r) \), we have

\[
u^\varepsilon(\cdot, -\varepsilon) \to u^- \quad \text{and} \quad u^\varepsilon(\cdot, \varepsilon) \to u^+ \quad \text{in } L^2(S) \text{ weakly.}
\]

Proof: (i) Recall that \( \text{supp } V^\varepsilon \) lies in \( \omega^\varepsilon \) and chose \( \varepsilon \) so small that \( D \cap \omega^\varepsilon = \emptyset \). Then for any \( \phi \in C_0^\infty(D) \) we conclude from (6) that

\[
\int_D \Delta u^\varepsilon \phi \, dx = \int_D (W - \lambda^\varepsilon) u^\varepsilon \phi \, dx.
\]

The right-hand side has a limit as \( \mathcal{E} \ni \varepsilon \to 0 \) by the assumptions, thus the left-hand side also converges for all \( \phi \in C_0^\infty(D) \). From this, we deduce that \( u^\varepsilon \to u \) in \( W^2_2(D) \), and hence that

\[
\int_D \Delta u \phi \, dx = \int_D (W - \lambda) u \phi \, dx.
\]

Since \( D \) is an arbitrary domain such that \( \overline{D} \cap \gamma = \emptyset \), we have

\[
\int_{\mathbb{R}^2} \Delta u \phi \, dx = \int_{\mathbb{R}^2} (W - \lambda) u \phi \, dx
\]

for all test functions \( \phi \in C_0^\infty(\mathbb{R}^2) \) for which \( \text{supp } \phi \cap \gamma = \emptyset \). Therefore, \( u \) is a solution of (32).

(ii) We conclude from

\[
\int_{\mathbb{R}^2 \setminus \omega^\varepsilon} \Delta u^\varepsilon \psi \, dx = \int_{\mathbb{R}^2 \setminus \omega^\varepsilon} (W - \lambda^\varepsilon) u^\varepsilon \psi \, dx, \quad \psi \in C_0^\infty(\mathbb{R}^2)
\]

that the family of functionals \( \chi^\varepsilon \Delta u^\varepsilon \in L^2(\mathbb{R}^2) \) is pointwise bounded, since the right-hand side is bounded as \( \varepsilon \to 0 \). In view of the uniform boundedness principle, we have \( \| \chi^\varepsilon \Delta u^\varepsilon \|_{L^2(\mathbb{R}^2)} \leq c_1 \), from which the estimate \( \| u^\varepsilon \|_{W^2_2(\mathbb{R}^2 \setminus \omega^\varepsilon)} \leq c_2 \) follows. Now for \( \psi \in C_0^\infty(\Omega^+) \) and \( \varepsilon \) small enough, we have

\[
\int_{\Omega^+} (\chi^\varepsilon \nabla u^\varepsilon - \nabla u) \psi \, dx = \int_{\text{supp } \psi} (\nabla u^\varepsilon - \nabla u) \psi \, dx \to 0
\]

as \( \varepsilon \to 0 \), in view of (i). Therefore, \( \chi^\varepsilon \nabla u^\varepsilon \to \nabla u \) in \( L^2(\Omega^+) \) weakly, because \( C_0^\infty(\Omega^+) \) is dense in \( L^2(\Omega^+) \). Similar considerations apply to \( \Omega^- \).
where ζ is plotted in Figure 3. Let a be a smooth function on γ. Multiplying Equation (6) by a(s)ζε(r) and integrating by parts yield
\[ \int_{\gamma} u_\epsilon a \, d\gamma = \int_{\omega_{\epsilon,\beta}} (W - \lambda^\epsilon) u_\epsilon a \zeta_\epsilon \, dx - \int_{\omega_{\epsilon,\beta}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx, \]
where ζ0(r) = rζ(r). It is evident that
\[ \int_{\omega_{\epsilon,\beta}} (W - \lambda^\epsilon) u_\epsilon a \zeta_\epsilon \, dx \to \int_{\omega_{0,\beta}} (W - \lambda) ua \zeta_0 \, dx, \]
because ζε converges to ζ0 uniformly on R. Next, we have
\[ \int_{\omega_{\epsilon,\beta}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx = \int_{\omega_{\beta/2,\beta}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx + \int_{\omega_{\epsilon,\beta/2}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx. \]
The first integral of the right-hand side converges to
\[ \int_{\omega_{\beta/2,\beta}} u \Delta(a \zeta_0) \, dx, \]
since Δ(aζε) → Δ(aζ0) uniformly on [\frac{\beta}{2}, \beta]. Recalling (10), we can write
\[ \Delta(a \zeta_\epsilon) = (\zeta_\epsilon \partial_s (a^\epsilon J^{-1}) + \partial_t (a \partial_s \zeta_\epsilon)) = J^{-1} ((r - \epsilon) \partial_s (a^\epsilon J^{-1}) - a \zeta) \]
in the set ωε,β/2, since ζε(r) = r - \epsilon for r ∈ [\epsilon, \frac{\beta}{2}]. From this, we conclude that
\[ \int_{\omega_{\epsilon,\beta/2}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx = \int_0^{\beta/2} \int_S u_\epsilon(s, r)((r - \epsilon) \partial_s (a^\epsilon J^{-1}(s, r)) - a(s) \zeta(s)) \, ds \, dr \]
\[ \to \int_0^{\beta/2} \int_S u(s, r)(r \partial_s (a^\epsilon J^{-1}(s, r)) - a(s) \zeta(s)) \, ds \, dr = \int_{\omega_{0,\beta/2}} u \Delta(a \zeta_0) \, dx \]
as E \ni \epsilon \to 0, and finally that
\[ \int_{\omega_{\epsilon,\beta}} u_\epsilon \Delta(a \zeta_\epsilon) \, dx \to \int_{\omega_{0,\beta}} u \Delta(a \zeta_0) \, dx. \]
Combining now (33)–(34), we at last deduce \( \int_{\gamma} u_\epsilon a \, d\gamma \to \int_{\gamma} u^+ a \, d\gamma \) for all \( a \in C^\infty(\gamma) \), hence \( u_\epsilon(\cdot, \epsilon) \to u^+ \) in \( L^2(S) \) weakly. The proof of the weak convergence for \( u_\epsilon(\cdot, -\epsilon) \) is similar. \( \blacksquare \)
4.1. Proof of Theorem 2.1

Assume first that the operator $-\frac{d^2}{dr^2} + V$ possesses a zero-energy resonance. Let $\Psi_\theta$ be the class of functions $\psi$ of compact support that are twice differentiable in $\mathbb{R}^2 \setminus \gamma$, bounded together with their first and second derivatives in the closure of $\Omega^+$ and $\Omega^-$ and $\psi^+ = \theta \psi^-$ on $\gamma$. We also set

$$\Phi = \{ \phi \in W^1_2(\mathbb{R}^2) : \phi \text{ has a compact support} \}.$$ 

If $\lambda$ and $u$ are the eigenvalue and the corresponding eigenfunction of $\mathcal{H}$, then

$$\int_{\Omega^+} \nabla u \nabla \psi \, dx + \int_{\Omega^-} \nabla u \nabla \psi \, dx + \int_{\mathbb{R}^2} (W - \lambda) u \psi \, dx + \int_{\gamma} \Upsilon u^- \psi^- \, d\gamma = 0$$

for all $\psi \in \Psi_\theta$, where $\Upsilon = \frac{1}{2}(\theta^2 - 1) \nu + \mu$. We want to take the limit as $\varepsilon \to 0$ in the identity

$$\int_{\mathbb{R}^2} (\nabla u_\varepsilon \nabla \phi + (W + V_\varepsilon - \lambda \varepsilon) u_\varepsilon \phi) \, dx = 0, \quad \phi \in \Phi,$$

and to obtain (35) for the limiting function $u$. But identities (36) and (35) hold for the different sets of test functions. If $\theta \neq 0$, the set $\Psi_\theta$ is not contained in $\Phi$, because the functions from $\Psi_\theta$ have jump discontinuities on $\gamma$.

We introduce the family of operators $R_\varepsilon : \Psi_\theta \to \Psi_0$ as follows. Let $h_1 = h_1(n)$ and $h_2 = h_2(s, n)$ be solutions of the Cauchy problems

$$-h_1'' + V h_1 = 0, \quad h_1(-1) = 0, \quad h'_1(1) = 1;$$
$$-h_2'' + V h_2 = \varepsilon h' + U h, \quad h_2(s, -1) = 0, \quad \partial_v h_2(s, -1) = 0$$

on the interval $I$, where $h$ is a half-bound state of $-\frac{d^2}{dr^2} + V$ such that $h(-1) = 1$. Given $\psi \in \Psi_\theta$, we write

$$\psi_0^\delta (s, n) = \psi(s, -\varepsilon)h(n), \quad \psi_1^\varepsilon (s, n) = \partial_v \psi(s, -\varepsilon)h_1(n) - \psi(s, -\varepsilon)h_2(s, n).$$

Then we set

$$\hat{\psi}_\varepsilon(x) = \begin{cases} 
\psi(x), & \text{if } x \in \mathbb{R}^2 \setminus \omega_\varepsilon, \\
\psi_0^\varepsilon(s, \frac{r}{\varepsilon}) + \varepsilon \psi_1^\varepsilon(s, \frac{r}{\varepsilon}) & \text{if } x \in \omega_\varepsilon.
\end{cases}$$

The function $\hat{\psi}_\varepsilon$ is continuous on $\gamma_{-\varepsilon}$ by construction. But it does not in general belong to $W^1_2(\mathbb{R}^2)$, because it has a discontinuity on $\gamma_\varepsilon$. Let $R_\varepsilon \psi = \hat{\psi}_\varepsilon + \rho_\varepsilon$, where

$$\rho_\varepsilon(x) = \begin{cases} 
-\hat{\psi}_\varepsilon |_{\omega_\varepsilon} \xi (r - \varepsilon), & \text{if } x \in \omega_\varepsilon \setminus \omega_\varepsilon, \\
0, & \text{otherwise}.
\end{cases}$$

The direct calculations show that $[R_\varepsilon \psi]_\varepsilon = 0$ and, therefore, $R_\varepsilon \psi$ belongs to $W^1_2(\mathbb{R}^2)$. We immediately see that $R_\varepsilon \psi \to \psi$ in $L^2(\mathbb{R}^2)$ as $\varepsilon \to 0$, since $\psi_0^\varepsilon$ and $\psi_1^\varepsilon$ are bounded in the small set $\omega_\varepsilon$ and

$$[\hat{\psi}_\varepsilon]_\varepsilon (s) = \psi(s, \varepsilon) - \psi_0^\varepsilon (s, 1) - \varepsilon \psi_1^\varepsilon (s, 1) = \psi(s, \varepsilon) - \theta \psi(s, -\varepsilon) + O(\varepsilon)$$

$$= \psi(s, +0) - \theta \psi(s, -0) + O(\varepsilon)$$

as $\varepsilon \to 0$ uniformly in $S$. 

Proposition 4.1: For any \( \psi \in \Psi_\theta \), we have

\[
\int_Q \left( \partial_n u_\varepsilon \partial_n \psi_0^\varepsilon + V u_\varepsilon \right) J_\varepsilon \, dn \, ds = \varepsilon \int_Q \partial_n \psi_0^\varepsilon \, dn \, ds, 
\]

\[
\int_Q \left( \partial_n u_\varepsilon \partial_n \psi_1^\varepsilon + V u_\varepsilon \psi_1^\varepsilon + U u_\varepsilon \psi_0^\varepsilon \right) J_\varepsilon \, dn \, ds = \int_S (u_\varepsilon (s, -\varepsilon) \partial_r \psi (s, -\varepsilon) (1 + \varepsilon \varkappa(s))) 
- \theta^{-1} u_\varepsilon (s, \varepsilon) (\partial_r \psi (s, -\varepsilon) - \Upsilon \psi (s, -\varepsilon)) \psi \nu (1 - \varepsilon \varkappa(s))) \, ds 
- \int_Q \partial_n \psi_0^\varepsilon \, dn \, ds + \varepsilon \int_Q \partial_n \psi_0^\varepsilon \, dn \, ds,
\]

where \( J_\varepsilon (s, n) = 1 - \varepsilon n \varkappa(s) \) and \( \psi_0^\varepsilon \) are given by (39).

Proof: The function \( \psi^\varepsilon_0 \) solves \( \partial^2_n^2 \psi + V \psi = 0 \) in \( Q = S \times \mathcal{I} \) and satisfies the conditions \( h'(-1) = \theta' \) and \( h'(1) = 0 \). Then

\[
0 = \int_Q u_\varepsilon (-\partial_n^2 \psi_0^\varepsilon + V \psi_0^\varepsilon) J_\varepsilon \, dn \, ds = -\int_S (\psi (s, -\varepsilon) (u_\varepsilon ^I I) h') \bigg|_{n=-1}^{n=1} \, ds \n+ \int_Q (\partial_n u_\varepsilon \partial_n \psi_0^\varepsilon + V u_\varepsilon \partial_n \psi_0^\varepsilon) J_\varepsilon \, dn \, ds + \int_Q u_\varepsilon \partial_n J_\varepsilon \partial_n \psi_0^\varepsilon \, dn \, ds 
- \int_Q \partial_n \psi_0^\varepsilon \, dn \, ds + \varepsilon \int_Q \partial_n \psi_0^\varepsilon \, dn \, ds,
\]

from which (41) follows. Since \( h(1) = \theta \), the Lagrange identity \( (h_1 \theta' - h_1') n )_{n=1} \) is 0 for (37) implies

\[
h_1' (1) = \theta^{-1}. 
\]

Multiplying the equation in (38) by \( h \) and integrating by parts twice yield

\[
(h_2' \nu - \partial_n h_2) \bigg|_{n=-1}^{n=1} = \varkappa(s) \int \mathcal{I} \, hh' \, dn + \int \mathcal{I} \, U(s, n) \nu^2 (n) \, dn.
\]

Recalling now (24), we derive that \( \partial_n h_2 (s, 1) = -\frac{1}{2} (\theta^2 - 1) \varkappa(s) - \mu (s) \) and finally that

\[
\partial_n h_2 (s, 1) = -\theta^{-1} \Upsilon \psi(s).
\]

Next, \( \psi_0^\varepsilon \) is a solution of \( \partial_n^2 \nu + V \nu = -\varkappa \partial_n \psi_0^\varepsilon - U \psi_0^\varepsilon \), which follows from (37) and (38). Hence

\[
\int_Q u_\varepsilon (-\partial_n^2 \psi_0^\varepsilon + \partial_n \psi_0^\varepsilon + U \psi_0^\varepsilon) J_\varepsilon \, dn \, ds = -\int_Q \partial_n \psi_0^\varepsilon \, dn \, ds.
\]

On the other hand, integrating by parts with respect to \( n \), we find

\[
- \int_Q u_\varepsilon \partial_n^2 \psi_0^\varepsilon J_\varepsilon \, dn \, ds = \int_Q (J_\varepsilon \partial_n u_\varepsilon - \varepsilon \varkappa u_\varepsilon) \partial_n \psi_0^\varepsilon \, dn \, ds 
- \int_S (u_\varepsilon (s, -\varepsilon) (\partial_r \psi (s, -\varepsilon) h_1' (n) + \psi (s, -\varepsilon) \partial_n h_2 (s, n)) \bigg|_{n=-1}^{n=1} \, ds 
= \int_Q (J_\varepsilon \partial_n u_\varepsilon - \varepsilon \varkappa u_\varepsilon) \partial_n \psi_0^\varepsilon \, dn \, ds.
\]
in view of initial conditions (37) and (38) and equalities (44) and (45). Substituting the last equality
into (46), we obtain (42). 

Lemma 4.2: Under the assumptions of Lemma 4.1, we have

\[
\int_{\mathbb{R}^2 \setminus \omega_{\epsilon}} \nabla u_{\epsilon} \nabla (R_{\epsilon} \psi) \, dx \to \int_{\Omega^+} \nabla u \nabla \psi \, dx + \int_{\Omega^-} \nabla u \nabla \psi \, dx, \\
\int_{\omega_{\epsilon}} \nabla u_{\epsilon} \nabla (R_{\epsilon} \psi) + V_{\epsilon} u_{\epsilon} R_{\epsilon} \psi \, dx \to \int_{\gamma} \gamma u^{-1} \psi^{-1} \, d\gamma
\]
as $\epsilon \to 0$ for all $\psi \in \Psi_{\theta}$.

Proof: Set $\psi_{\epsilon} = R_{\epsilon} \psi$. Recalling (10), we write

\[
\int_{\mathbb{R}^2 \setminus \omega_{\epsilon}} \nabla u_{\epsilon} \nabla \psi_{\epsilon} \, dx = \int_{\Omega^+} \chi_{\epsilon} \nabla u_{\epsilon} \nabla \psi \, dx + \int_{\Omega^-} \chi_{\epsilon} \nabla u_{\epsilon} \nabla \psi \, dx \\
- \int_{\epsilon}^{2\beta} \int_s \int \frac{\hat{\psi}_{\epsilon}}{s} d\eta d\rho dr ds \\
- \int_{\epsilon}^{2\beta} \int s \zeta (r - \epsilon) \partial_s u_{\epsilon} \partial_s [\hat{\psi}_{\epsilon}] \zeta J^{-1} \, dr ds.
\]

Hence assertion (47) follows from Lemma 4.1(ii) and (40). Next, we have

\[
\int_{\omega_{\epsilon}} (\nabla u_{\epsilon} \nabla \psi_{\epsilon} + V_{\epsilon} u_{\epsilon} \psi_{\epsilon}) \, dx = \epsilon^{-1} \int_Q (\partial_n u_{\epsilon} \partial_n \psi_{\epsilon}^{(\epsilon)} + V u_{\epsilon} \psi_{\epsilon}^{(\epsilon)}) \, dn ds \\
+ \epsilon \int_Q (\partial_n u_{\epsilon} \partial_n \psi_{1}^{(\epsilon)} + V u_{\epsilon} \psi_{1}^{(\epsilon)} + U u_{\epsilon} \psi_{0}^{(\epsilon)}) \, dn ds \\
+ \epsilon^2 \int_Q \partial_s u_{\epsilon} \partial_s \psi J_{\epsilon}^{-1} \, dn ds.
\]

In view of Proposition 4.1, we deduce

\[
\int_{\omega_{\epsilon}} (\nabla u_{\epsilon} \nabla \psi_{\epsilon} + V_{\epsilon} u_{\epsilon} \psi_{\epsilon}) \, dx = \int_S \left( u_{\epsilon}(s, -\epsilon) \partial_r \psi(s, -\epsilon)(1 + \epsilon \chi(s)) \\
- \theta^{-1} u_{\epsilon}(s, \epsilon) \partial_r \psi(s, -\epsilon) - \chi(s) \psi(s, -\epsilon)(1 - \epsilon \chi(s)) \right) ds \\
+ \epsilon \int_Q u_{\epsilon}(\epsilon^2 \partial_n \psi_{0}^{(\epsilon)} - \chi \partial_n \psi_{1}^{(\epsilon)} + U \psi_{1}^{(\epsilon)} J_{\epsilon}) \, dn ds \\
+ \epsilon^2 \int_Q \partial_s u_{\epsilon} \partial_s \psi J_{\epsilon}^{-1} \, dn ds.
\]

For any sequence $\{w_{\epsilon}\}_{\epsilon > 0}$ bounded in $L^2(Q)$, the estimate

\[
\left| \int_Q u_{\epsilon}(s, \epsilon n) w_{\epsilon}(s, n) \, dn ds \right| \leq \left( \int_Q |u_{\epsilon}(s, \epsilon n)|^2 \, dn ds \right)^{1/2} \|w_{\epsilon}\|_{L^2(Q)}
\]
\[ \leq c_1 \left( e^{-1} \int_{\omega_\varepsilon} |u_\varepsilon(x)|^2 \, dx \right)^{1/2} \leq c_2 e^{-1/2} \]

holds, since \( \|u_\varepsilon\|_{L^2(\mathbb{R}^2)} = 1 \). Also, we have

\[ \left| \int_Q \partial_s u_\varepsilon \partial_s \psi_\varepsilon J^{-1}_\varepsilon \, dn \right| = \left| \int_Q u_\varepsilon \partial_s (J^{-1}_\varepsilon \partial_s \psi_\varepsilon) \, dn \right| \leq c_3 \varepsilon^{-1/2}, \]

because \( \varepsilon \in C^\infty(\gamma) \) and \( \psi \in \Psi_\varepsilon(\mathbb{R}^2) \) and, therefore, the function \( \partial_s (J^{-1}_\varepsilon \partial_s \psi_\varepsilon) \) is bounded on \( Q \) uniformly on \( \varepsilon \). Then (50) and Lemma 4.1(iii) imply

\[
\int_{\omega_\varepsilon} (\nabla u_\varepsilon \nabla \psi_\varepsilon + V_\varepsilon u_\varepsilon \psi_\varepsilon) \, dx \\
\quad \to \int_S (u(s,-0)\partial_r \psi(s,-0) - \theta^{-1} u(s,0) (\partial_r \psi(s,0) - \Upsilon(s)(\psi(s,-0)))) \, ds \\
= \int_\gamma \left( u^- \partial_r \psi^- - \theta^{-1} u^+(\partial_r \psi^- - \Upsilon \psi^-) \right) \, dy = \int_\gamma \Upsilon u^- \psi^- \, dy,
\]

since \( \theta^{-1} u^+ = u^- \). \hfill \Box

Now, we can finish the proof of Theorem 2.1. If \( \lambda^\varepsilon \to \lambda \) and \( u_\varepsilon \to u \) in \( L^2(\mathbb{R}^2) \) weakly as \( \mathcal{E} \ni \varepsilon \to 0 \), then for all \( \psi \in \Psi_\theta \)

\[
\int_{\mathbb{R}^2} (\nabla u_\varepsilon \nabla \psi_\varepsilon + (W + V_\varepsilon - \lambda^\varepsilon) u_\varepsilon \psi_\varepsilon) \, dx \\
= \int_{\mathbb{R}^2 \setminus \omega_\varepsilon} \nabla u_\varepsilon \nabla \psi_\varepsilon \, dx + \int_{\omega_\varepsilon} (\nabla u_\varepsilon \nabla \psi_\varepsilon + V_\varepsilon u_\varepsilon \psi_\varepsilon) \, dx + \int_{\mathbb{R}^2} (W - \lambda^\varepsilon) u_\varepsilon \psi_\varepsilon \, dx \\
\to \int_{\Omega^+} \nabla u \nabla \psi \, dx + \int_{\Omega^-} \nabla u \nabla \psi \, dx + \int_\gamma \Upsilon u^- \psi^- \, dy + \int_{\mathbb{R}^2} (W - \lambda) u \psi \, dx,
\]

in view of Lemma 4.2. Hence the identity (35) holds for the pair \( (\lambda, u) \). If the limit function \( u \) is different from zero, then it must be an eigenfunction of the operator \( \mathcal{H} \) associated with the eigenvalue \( \lambda \). If \( \lambda \notin \sigma(\mathcal{H}) \), then \( u = 0 \). In view of Lemma 3.1 and Proposition 3.1, there exists an eigenvalue \( \lambda^\varepsilon \) of \( H_\varepsilon \) such that

\[ |\lambda^\varepsilon - \lambda| \leq c_4 \varepsilon \]

for all \( \varepsilon \) small enough, not only for \( \varepsilon \in \mathcal{E} \).

### 4.2. Proof of Theorem 2.2

Suppose now that the operator \( -\frac{d^2}{dr^2} + V \) has no zero-energy resonance. First, we note that the assertions of Lemmas 3.1 and 4.1 are independent of whether \( -\frac{d^2}{dr^2} + V \) has a zero-energy resonance or not.

Set \( \Phi_\gamma = \{ \phi \in \Phi : \phi = 0 \text{ on } \gamma \} \). If \( \lambda \) is an eigenvalue with eigenfunction \( u \) of the direct sum \( D^- \oplus D^+ \), then \( u \) belongs to \( \Phi_\gamma \) and

\[ \int_{\mathbb{R}^2} (\nabla u \nabla \phi + (W - \lambda) u \phi) \, dx = 0 \quad \text{for all } \phi \in \Phi_\gamma. \tag{51} \]

In this case, the proof is much easier, because \( \Phi_\gamma \) is a subspace of \( \Phi \). Setting \( R_\varepsilon = I \) and arguing as in the proof of Theorem 2.1, we can take the limit as \( \mathcal{E} \ni \varepsilon \to 0 \) in (36) for all \( \Phi_\gamma \) and obtain identity (51). It remains to prove that \( u = 0 \) on \( \gamma \).
Lemma 4.3: Under the assumptions of Theorem 2.2, we have as \( E \ni \varepsilon \to 0 \) that

\[ u_{\varepsilon}(\cdot, \pm \varepsilon) \to 0 \text{ in } L^2(S) \text{ weakly.} \]

Proof: Let \( h_0 \) be the solution of the Cauchy problem

\[-h_0'' + Vh_0 = 0 \text{ in } I, \quad h_0(-1) = 1, \quad h'_0(-1) = 0.\]

Set \( \theta_0 = h_0(1) \) and \( \psi^\varepsilon_0(x) = \psi(s, -\varepsilon)h_0(\frac{x}{\varepsilon}) \) for some \( \psi \in \Psi_{\theta_0} \). Then the function

\[ \psi_\varepsilon(x) = \begin{cases} 
\psi(x) + (\theta_0 \psi(s, -\varepsilon) - \psi(s, \varepsilon)) \zeta(r - \varepsilon), & \text{if } x \in \mathbb{R}^2 \setminus \omega_\varepsilon, \\
\psi^\varepsilon_0(x) & \text{if } x \in \omega_\varepsilon
\end{cases} \]

belongs to \( \Phi \). Reasoning as in (43), we obtain

\[ \int_Q (\partial_n u_{\varepsilon} \partial_n \psi^\varepsilon_0 + V u_{\varepsilon} \psi^\varepsilon_0) d\varepsilon ds = -h'_0(1) \int_S u_{\varepsilon}(s, \varepsilon) \psi(s, -\varepsilon) ds \\
+ \varepsilon h'_0(1) \int_S \zeta(s) u_{\varepsilon}(s, \varepsilon) \psi(s, -\varepsilon) ds + \varepsilon \int_Q \zeta u_{\varepsilon} \partial_n \psi^\varepsilon_0 d\varepsilon ds \]

instead of (41) in the resonant case. From (49), we deduce

\[ \int_{\omega_\varepsilon} (\nabla u_{\varepsilon} \nabla \psi^\varepsilon_0 + V_{\varepsilon} u_{\varepsilon} \psi^\varepsilon_0) dx = -\varepsilon^{-1} h'_0(1) \int_S u_{\varepsilon}(s, \varepsilon) \psi(s, -\varepsilon) ds + o(1), \]

as \( \varepsilon \to 0 \). In the non-resonant case, \( h'_0(1) \) is always different from zero. However, from identity (36) and Lemma 4.1 (ii) it follows immediately that

\[ \left| \int_{\omega_\varepsilon} (\nabla u_{\varepsilon} \nabla \psi^\varepsilon_0 + V_{\varepsilon} u_{\varepsilon} \psi^\varepsilon_0) dx \right| \leq C \]

for all \( \varepsilon \in E \). Hence

\[ \left| \int_S u_{\varepsilon}(s, \varepsilon) \psi(s, -\varepsilon) ds \right| \leq c \varepsilon, \]

where \( c \) does not depend of \( \varepsilon \). By the arbitrariness of \( \psi \), we have that \( u_{\varepsilon}(\cdot, \varepsilon) \to 0 \) in \( L^2(S) \) weakly. To prove the weak convergence of \( u_{\varepsilon}(\cdot, -\varepsilon) \) to zero, we can choose \( h_0 \) as a solution of \( -h''_0 + Vh_0 = 0 \) in \( I \), \( h_0(1) = 1, h'_0(1) = 0 \). ■

Using Lemma 4.3 and part (iii) of Lemma 4.1, we get \( u^\pm = 0 \). The rest of the proof runs as before.
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