The Determinant of Pentadiagonal Centrosymmetric Matrix Based on Sparse Hessenberg’s Algorithm
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ABSTRACT
The algorithm of general pentadiagonal matrix has been evaluated before for computational purpose. The properties of this matrix on sparse structure are exploited to compute an efficient algorithm. This article propose a new construction of pentadiagonal matrix having centrosymmetric structure called pentadiagonal centrosymmetric matrix. Moreover, by applying the algorithm of determinant sparse Hessenberg matrix, an explicit formula of pentadiagonal centrosymmetric matrix’s determinant is developed.
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1. INTRODUCTION
Pentadiagonal matrix is the one construction of sparse matrix widely applied in areas of science and engineering, such in numerical solution of ordinary and partial differential equations (ODE and PDE), interpolation problems and boundary value problems (BVP) [1]. The rule of this matrix is necessary at many areas, then the evaluation of this matrix is needed, particularly at determinant process. Based on the special structure of this matrix, some researchers focus on determinant problem based on computation stand point.

The main basic research about pentadiagonal matrix is started by [2] using two-term recurrence for evaluating determinant general matrix. Based on previous research [3] at computing the determinant of a tridiagonal matrix, generalization of the DETGTRI algorithm are obtained. This algorithm as the major concept for the next discussion on constructing determinant of pentadiagonal matrix [4-11].

On the other side, centrosymmetric matrix also has a special structure arise at some applications, for instance pattern recognition process [12]. By using analytical process this special entries of centrosymmetric matrix, the computation of determinant matrix is important to be evaluated. Studies about this topics are given at some papers [13-16] for a number of fast algorithm for computing determinant process by applying Hessenberg algorithm of determinant. This kind of matrix having rules on numerical analysis and arise at determinant centrosymmetric matrix [17-18].

The aim of this paper is to construct a new form of pentadiagonal matrix with centrosymmetric structure. Due to application both matrices and evaluation the structure, the algorithm of determinant of this matrix is proposed by using Hessenberg rule.

2. PRELIMINARIES
First of all, some definitions and properties are given for clear discussion at determinant process of pentadiagonal centrosymmetry matrix, as follows.

Definition 1 [11]. The matrix is called as $n \times n$ general pentadiagonal matrix which has definition such $D = \{d_{ij}\}_{i,j \in \mathbb{N}_0}$, where the entry $d_{ij} = 0$ for $|i - j| > 2$ or can be written as

$$D = \begin{pmatrix}
  d_{11} & d_{12} & d_{13} & \cdots & d_{1n} \\
  d_{21} & d_{22} & d_{23} & \cdots & d_{2n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  d_{n-1,n-3} & d_{n-1,n-2} & d_{n-1,n-1} & \cdots & d_{n,n} \\
  d_{n,n-2} & d_{n,n-1} & d_{n,n} & \cdots & d_{n,n-2}
\end{pmatrix} \quad (1)$$
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Definition 2 [13]. The entries of \(n\)-by-\(n\) lower Hessenberg matrix is the form as follows
\[
H = \begin{pmatrix}
    h_{1,1} & h_{1,2} & 0 & 0 & 0 \\
    h_{2,1} & h_{2,2} & h_{2,3} & 0 & 0 \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    h_{n-1,1} & h_{n-1,2} & \ldots & h_{n-1,n-1} & h_{n-1,n} \\
    h_{n,2} & h_{n,3} & \ldots & h_{n,n-1} & h_{n,n}
\end{pmatrix}
\]  
(2)

Definition 3 [15]. The \(n\) order of sparse Hessenberg matrix is the matrix with the contraction as
\[
S = \begin{pmatrix}
    h_{1,1} & h_{1,2} & h_{1,3} & h_{1,4} & h_{1,5} & \ldots & h_{1,n-2} & h_{1,n-1} & h_{1,n} \\
    h_{2,1} & h_{2,2} & h_{2,3} & h_{2,4} & h_{2,5} & \ldots & h_{2,n-2} & h_{2,n-1} & h_{2,n} \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
    h_{n-1,1} & h_{n-1,2} & \ldots & h_{n-1,n-2} & h_{n-1,n-1} & h_{n-1,n} \\
    h_{n,1} & h_{n,2} & \ldots & h_{n,n-2} & h_{n,n-1} & h_{n,n}
\end{pmatrix}
\]  
(3)

Definition 4 [14]. The centrosymmetric matrix is the matrix where \(A = (a_{ij})_{n \times n} \in \mathbb{R}^{n \times n}\) and has the entries as
\[
a_{ij} = a_{n+i-n-j} \quad \text{for} \quad 1 \leq i \leq n, 1 \leq j \leq n
\]  
(4)

3. RESULTS AND DISCUSSION

This section discuss about the main result of this paper on constructing a new form of pentadiagonal centrosymmetric matrix. Then, the algorithm to compute determinant of this matrix is proposed also. Based on the rule of sparse Hesssenberg matrix, the steps of this algorithm is explained for deeper understanding

The construction of general pentadiagonal matrix and its algorithm for computing determinant has been found by [4]. As the different point of view from general structure of pentadigonal matrix, this article shows a new construction pentadiagonal matrix having centrosymmetric structure. The formation of this matrix we called as pentadiagonal centrosymmetric matrix. After constructing new form of the matrix, next we derive numerical algorithm for computing this new matrix. Based on the algorithm of sparse Hesssenberg, the explanations of this algorithm are written as follows.

First, let consider transforming the general pentadigonal matrix (1) into the formation of pentadigonal centrosymmetric matrix. In this discussion, we focus on general pentadigonal matrix, where is even number as its matrix ordo only. Based on the definition before about general pentadigonal (1) and centrosymmetric matrix (4), the formation pentadigonal centrosymmetric matrix is formed by the step:

3.1. Construct Sparse Hessenberg Matrix

Based on definition of pentadigonal and centrosymmetric matrix, then the pentadigonal centrosymmetric matrix is written as (1) where the entries have centrosymmetric structure \(d_{ij} = d_{n+i-j} \) for \(1 \leq i \leq n, 1 \leq j \leq n\). For a deeper understanding, let we show an example the form of \(8 \times 8\) pentadigonal matrix to be the specific matrix called pentadigonal centrosymmetric matrix such:

\[
D = \begin{pmatrix}
    d_{11} & d_{12} & d_{13} & \ldots & d_{1n} \\
    d_{21} & d_{22} & d_{23} & \ldots & d_{2n} \\
    \vdots & \vdots & \ddots & \ddots & \vdots \\
    d_{n1} & d_{n2} & \ldots & d_{nn}
\end{pmatrix}
\]  
is pentadigonal form matrix. Then it constructed to be pentadigonal having centrosymmetric structure such

\[
\tilde{D} = \begin{pmatrix}
    d_{11} & d_{12} & \ldots & d_{1n} \\
    d_{21} & d_{22} & \ldots & d_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{n1} & d_{n2} & \ldots & d_{nn}
\end{pmatrix}
\]  
(5)

After getting this form matrix, the next work is transforming pentadigonal into sparse Hessenberg matrix. This step is useful for applying Hesssenberg algorithm at determinant computation. Based on the definition of pentadigonal form (1), then constructing with centrosymmetric entries, it continues by constructing sparse Hessenberg matrix \(H = (d_{ij})_{8 \times 8}\) written as [4]

\[
H = \begin{pmatrix}
    d_{11} & d_{12} & d_{13} & d_{14} & \ldots & d_{1n} \\
    d_{21} & d_{22} & d_{23} & d_{24} & \ldots & d_{2n} \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
    d_{n1} & d_{n2} & \ldots & d_{nn}
\end{pmatrix}
\]  
(6)
From the above matrix, we choose \( \lambda_{1,1} \) from the matrix of

\[
\lambda_{1,1} = \begin{pmatrix}
1 & 0 \\
\lambda_{2,1} & 1 \\
& I_{n-1}
\end{pmatrix}
\] (7)

As the illustration, for 8\times8 pentadiagonal centrosymmetric matrix (5) then by choosing

\[
\lambda_{n,2} = -\frac{d_{n-1}}{d_{n-3}}
\]

to transform matrix where :

\[
\lambda_{1,2} = \begin{pmatrix}
1 & 0 \\
-\frac{d_{3,1}}{d_{3,3}} & 1 \\
& I_{n-1}
\end{pmatrix}
\]

\[
\lambda_{i,2} = \begin{pmatrix}
\cdots & \cdots \\
1 & 0 \\
& \cdots \\
& 1
\end{pmatrix}
\]

For a general formula, the number of \( \lambda_{n,k} \) is defined as \( \lambda_{n,k} = -\frac{d_{n,k+1}}{d_{n-k}} \) where \( d_{n-k} = d_{n-k} \). By the concept of \( V = \lambda_1 \lambda_2 \cdots \lambda_n \) , it has the form of \( VD = H \) [14]. Therefore,

\[
\det(D) = \det(V) \cdot \det(D) = \det(VD) = \det(H),
\]

with the \( \det(V) = 1 \)

Based on the element of \( D \) which integer numbers or \( d_i \in \mathbb{Z} \), then it can use the following matrix

\[
\lambda_{i,1} = \begin{pmatrix}
1 & 0 \\
-d_{i+1,i} & 1 \\
& I_{n-1}
\end{pmatrix}
\] (10)

Moreover, the computation of determinant of Hessenberg matrix is equal for computing the determinant of pentadiagonal centrosymmetric matrix. It means that the next step is how to compute Hessenberg matrix.

### 3.2. Construct the Algorithm of Determinant Pentadiagonal Centrosymmetric Matrix

Based on the study before about algorithm of determinant matrix, this determinant is constructed by using the two-term recurrence takes the following explanation.

First, take \( n \times n \) matrix \( Z_n = \begin{pmatrix} p_{n-1} \\ r_{n-1} \\ q_{n-1} \\ s_{n-1} \end{pmatrix} \), where \( Z_{n-1} \) has \( (n-1) \times (n-1) \). \( q_{n-1}, s_{n-1} \) are the scalar and \( r_{n-1} \) has \( 1 \times (n-1) \) as size of this block matrix. Next, the determinant of \( Z_n \) recursively is written as [14] :

\[
f_n = \begin{cases}
1 & \\
\alpha_i f_{i-1} & \text{if } i = 1, 2, \ldots, n.
\end{cases}
\]

Generally, the determinant of \( Z_i \) matrix is written by

\[
\det(Z_i) = f_i, \quad \text{where } i = 1, 2, \ldots, n.
\]
Futhermore, by applying previous algorithm at sparse Hessenberg matrix having the following recursive.

\[
\begin{align*}
\alpha_n &= d_{nn} - h_{nn} e^T_{n-1} H^{-1} e_{n-1} (d_{n-2,n} e_{n-2} + d_{n-1,n} e_{n-1}) \\
\alpha_n &= d_{nn} - d_{nn-1} (d_{n-2,n} e^T_{n-1} H^{-1} e_{n-1} + d_{n-1,n} e^T_{n-1} H^{-1} e_{n-1})
\end{align*}
\]

where \( e \) is vector unit.

By substitute the equations

\[
\begin{align*}
\alpha_n &= -\frac{f_{n-2}}{f_{n-1}} d_{n-1,n-2} \\
\alpha_n &= -\frac{f_{n-2}}{f_{n-1}} d_{n-1,n-2} + \frac{f_{n-3}}{f_{n-1}} d_{n-1,n-2} - \frac{f_{n-2}}{f_{n-1}} d_{n-1,n}
\end{align*}
\]

Moreover, by multiply the equation with \( f_{n-1} \), we have

\[
\begin{align*}
f_n = f_n f_{n+1} = f_{n+1} d_{n,n} + d_{n-1,n} \left( f_{n,n} d_{n-1,n-2} d_{n-2,n} - f_{n-2} d_{n-1,n} \right)
\end{align*}
\]

For a final step, construction of the algorithm of determinant pentadiagonal centrosymmetric matrix written as

\[
\begin{align*}
f_1 &= d_{11} \\
f_2 &= f_1 d_{22} - d_{21} d_{12} \\
f_3 &= f_2 d_{33} + d_{23} (d_{33} d_{13} - f_1 d_{23}) \\
& \quad \text{for } i = 4, 5, \ldots, n \\
f_i &= f_{i-1} d_{i,i} + d_{i-1,i} \left( f_{i-1} d_{i-1,i-2} d_{i-2,i} - f_{i-2} d_{i-1,i} \right) \\
\end{align*}
\]

This algorithm shows the rule of determinant of Hessenberg matrix can be contructed for general determinant of pentadiagonal centrosymmetric matrix.

To sum up of our work, the following construction of the algorithm of determinant of pentadiagonal centrosymmetric matrix is proposed as :

\[
\text{Input : Pentadiagonal Matrix } \mathbf{D} \quad (1) \\
\text{Output : } \det(\mathbf{D})
\]

Step 1 Transform Sparse Hessenberg Matrix
- Propose Pentadiagonal Centrosymmetric Matrix (5)
- Form Sparse Hessenberg Matrix (8)

Step 2 Construct the Algorithm of Determinant Pentadiagonal Centrosymmetric Matrix
- Applying Determinant of Sparse Hessenberg Matrix

Compute \( \det(\mathbf{D}) = f_n \)

4. CONCLUSION

The algorithm of sparse Hessenberg matrix is applied on constructing the algorithm of determinant general pentadiagonal centrosymmetric matrix. This algorithm is used caused by same structure of main matrix is sparse Hessenberg matrix, therefore it will be applicable.
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