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Abstract

Efficient and precise prediction of plasticity by data-driven models relies on appropriate data preparation and a well-designed model. Here we introduce an unsupervised machine learning-based data preparation method to maximize the trainability of crystal orientation evolution data during deformation. For Taylor model crystal plasticity data, the preconditioning procedure improves the test score of an artificial neural network from 0.831 to 0.999, while decreasing the training iterations by an order of magnitude. The efficacy of the approach was further improved with a recurrent neural network. Electron backscattered (EBSD) lab measurements of crystal rotation during rolling were compared with the results of the surrogate model, and despite error introduced by Taylor model simplifying assumptions, very reasonable agreement between the surrogate model and experiment was observed. Our method is foundational for further data-driven studies, enabling the efficient and precise prediction of texture evolution from experimental and simulated crystal plasticity results.
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1. Introduction

Microstructural science seeks to connect material structure to composition, process history, and properties \[1\]. In crystalline engineering materials, the orientation and distribution of crystals, and their evolution over the course of deformation, are critical microstructural features \[2\]. Polycrystalline texture impacts several physical \[3, 4\], mechanical \[5\], optical \[6, 7\], chemical \[8, 9\], and thermal \[10\] properties.

The multitude of crystal plasticity data published in the literature now serves as feedstock for machine learning (ML) stud-
ies, in some cases replacing expensive experiments or computationally demanding models [11]. Generally there are two sources of data:

i) Experimental measurements: Since the early '90s, electron backscatter diffraction (EBSD) has been the primary tool to generate quantitative information of texture, and track changes during deformation in metal alloys, mainly via ex situ and semi in situ experiments [12, 13]. Data can be collected in 2D or via destructive methods in 3D. New developments at synchrotron X-ray sources have led to breakthrough in non-destructive characterization of crystalline systems, which enable in situ characterization of metals in four dimensions (over time in 3D) [14, 15].

ii) Modelling results: Crystal plasticity models, paired with experiments, track texture evolution during deformation, and do so despite limitations imposed by necessary assumptions. The Taylor model [16] assumes equality of macroscopic and in-grain plastic deformation rates. Visco-plastic self-consistent (VPSC) model [17] approximates grains ellipsoidal in interaction with a homogeneous effective medium. ALAMEL [18] and GIA [19], assume velocity gradients is identical to a cluster of grains, rather than individual ones. Crystal plasticity finite element model [20], which is the computationally costly but more accurate. This approach is capable of achieving stress equilibrium at the element boundaries, while also maintaining geometrical consistency throughout the entire representative volume element [21]. Finally, though limited in time and size scale, atomistic simulations address fundamental questions in work hardening mechanisms and crystal rotation during deformation (see e.g. [22]).

Three categories of ML (supervised learning [23–27], semi- and un-supervised learning [28–31] and reinforcement learning [32–34]) have been used extensively to predict material properties. For polycrystalline metallic systems, ML has been used to reduce the computational expense of data generation for nonlinear elastic problems [35], predict fracture patterns in crystalline solids [36] and develop constitutive models representing the average properties of the effective medium [37, 38]. An entire category of has been efforts devoted to systematic design of a platform to meaningfully prepare the data of polycrystalline samples in 3D and/or 4D [39, 40].

According to these attempts, regardless of the source of the data, two parameters are essential for a reliable model of plasticity via ML: sufficient data of the representative volume element [35] and a suitable model for handling temporal data [41]. However, even when these two parameters are satisfied, ML surrogate crystal plasticity models for spatio-temporal orientation evolution under deformation still report a significant presence of anomalies [42–44]. Such anomalous behaviour is related to the non-linearity of Euler space, and the presence of multiple equivalent Euler angles in the Euler space due to crystal symmetry [37]. To improve trainability of crystal plasticity data, two solutions have been suggested: 1) defining loss function as averaged disorientation angle to take into account all crystallographic symmetry operators [45], 2) transferring the data points away from the boundary of the representative space, where identified as prone to low trainability [42]. These solutions have been partially effective, however, have come at the cost of significant compromise in the computation time. In these cases, the data was sampled from a subdomain of Euler space, whereas,
extrapolating forward, one could anticipate that if such a surrogate model is trained to represent the entirety of Euler space, the quantity of outliers should increase, and the trainability should correspondingly decrease.

Here we identify the common source of error, a solution is proposed, and the trained model is tested with experimentally measured data. Crystal orientation evolution data during a rolling process is generated from the entire Euler space using a full-constraint Taylor model (FCTM). The crystal plasticity data first is trained in conventional representations 1) “as-is”, and 2) after transfer to the fundamental zone. The purpose is to identify the root cause of poor trainability of the data in conventional presentations. After detailing the cause of anomaly a three-step method combining unsupervised machine learning and clustering algorithms is proposed. The method eliminates anomalies and results in the accurate and rapid training of crystal plasticity data. The efficacy of the method is examined using feed forward and recurrent neural networks, and finally, the validity of the orientation evolution modelled by ML, with data from the Taylor model, is assessed by a semi in situ crystal rotation measurements during rolling. This new preconditioning approach enables ML-generated high fidelity results and generalization, which opens new avenues in predicting texture evolution.

2. Nature of the data

2.1. Euler angle and Euler space

Crystallographic orientation is described by three Euler angles ($\phi_1$, $\Phi$, $\phi_2$), that represent the relation between the axes of the crystal lattice with respect to a fixed coordinate system. For the rolling process, the reference coordinate system is the rolling, transverse and normal directions (RD, TD and ND, respectively). By employing the three Euler angles, an orientation can be represented by a coordinate in the Euler space with perpendicular axes of length $2\pi$, $\pi$ and $2\pi$ for $\phi_1$, $\Phi$ and $\phi_2$, respectively. Lattice deformation results in rotation of the crystal, which is equivalent to the change of coordinate in the Euler space. As shown schematically in Figure 1 crystal orientation of any scanned point is mapped to a coordinate in the Euler space, thus, during deformation a trajectory is described. This work proposes preconditioning the data such that the surrogate model for trajectory prediction represents the minimum deviation from the experimentally measured values, no matter the initial data’s origin in Euler space.

Depending on the stacking sequence and arrangement of atoms, a crystal lattice will show certain elements of symmetry. The presence of crystal symmetry will result in a different but equivalent number of points in the Euler space, which all represent the same orientation. For instance, Aluminum (used in this work), with face centred cubic lattice, is invariant under 24 different symmetry operators; thus, for any given orientation, 24 equivalent points appear in the Euler space. The so-called fundamental zone (FZ) of the Euler space is the subset of Euler space (or orientation space in general) within which each orientation appears only once. The FZ of the Euler space is defined in the range of $[0, 2\pi]$, $[0, \pi/2]$ for $\phi_1$ and $\phi_2$, respectively. $\Phi$ varies in the range of $[0, \pi/2]$, and $\cos \Phi > \frac{\cos \phi_2}{\sqrt{1+\cos^2 \phi_2}}$ and $\cos \Phi > \frac{\cos (\frac{\pi}{2} - \phi_2)}{\sqrt{1+\cos^2 (\frac{\pi}{2} - \phi_2)}}$ are also satisfied.
The Euler space, axis and FZ, are shown in Figure 1. A comprehensive description of the orientation representation, Euler angles, Euler space, FZ, the method of calculation and the corresponding Python code are available in the Supplementary Information (SI).
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Figure 1: Any crystal orientation is represented by a coordinate in Euler space, a tetragonal space with \( \phi_1 \), \( \Phi \) and \( \phi_2 \) axes, coloured in blue. Each crystal orientation with cubic symmetry has 24 equivalent coordinates in Euler space. A change of crystal orientation due to deformation results in a trajectory in this space. The fundamental zone, coloured in copper, is a subset of Euler space in which any orientation appears only once. Our approach is aiming for prediction of this trajectory.

Our ML algorithms are trained on the dataset generated by the fully constrained Taylor model (FCTM) \[46\]. FCTM is perhaps one of the simplest computational approaches to predicting plasticity in metals. It has relatively low computational overhead and yet has been shown to be able to capture many features of e.g., texture evolution in metals \[47\]. FCTM neglects the interactive/constraining effects of neighbouring grains on the path of deformation. This assumption imposes error on the prediction of texture evolution in real materials; however, this method is an ideal candidate for data generation for the purpose of testing the trainability of the crystal plasticity data due to three reasons: (i) it is possible to sample the entire Euler space, which is not easily achievable by other models, (ii) the only input of the Taylor model is the initial orientation of the crystal and the mode of deformation, thus, there is no size limitation for the generated dataset, and (iii) the simplification assumption of the Taylor model eliminates the features of the training set which are related to interactions between neighbouring crystals. Thus, the intrinsic error associated with the representation of the data in Euler space will be measurable. When generating the training and test set, we discretized the Euler space in increments of 8 degrees, wherein each initial orientation was deformed up to 30% with increments of 1%, for a total of 1,336,500 data points.

Two metrics are used to compare model prediction and the ground truth: 1) the absolute difference between the predicted Euler angles and the ground truth (\( \Delta \phi \)), and 2) disorientation angle, defined as the smallest possible rotation angle among all symmetrically equivalent misorientations.

3. Anomaly in training of CP data

Initially, two conventional formats of CP data representation are trained: 1) Orientation evolution obtained from FCTM, and 2) prior training, as-is. In this case, the initial orientation is uniformly distributed in the Euler space and the subsequent orientation change due to deformation is tracked. 2) Prior to training,
the data is transferred to the FZ. The results are used to identify the shared features of outliers reported previously \cite{12, 11}, and used to inform the solution accordingly.

3.1. Outliers for uniformly distributed data in Euler space

The architecture of the feed forward artificial neural network (ANN) and the models predictions are shown in Figure S6(a). The input layer includes 4 features of initial Euler angles ($\phi^i_1$, $\Phi^i$, $\phi^i_2$) and the applied reduction ($\varepsilon$) via rolling process. The output layer consists of Euler angles after plane strain compression mode of deformation. Figure 2(a) shows the comparison between the predicted Euler angle of the test set at the end of the training process, and the ground truth (FCTM). $\phi_1$, $\Phi$ and $\phi_2$ are coloured in blue, red and green respectively. There are significant number of outliers, mainly at $\phi_1 = \pi$ and $\phi_2 = 0$ and $2\pi$. The disorientation distribution and absolute difference between the ground truth and predicted Euler angles are presented in Figure 2(b) and (c), respectively. For ANN with $N_I = 5$ and $N_n = 100$, disorientations are as high as $\pi/5$ and form almost two distinct peaks, implying two regimes in the data. This effect is also observed in $\Delta\phi$ map in the $\phi_1 - \Phi$ projection of Euler space. While the data far from the boundaries of the Euler space shows reasonable trainability, the error increases in the vicinity of the boundary. Let us define Orientation evolution path (OEP), as the curve resulting from connecting the coordinates in the Euler space from the least to the most reduction value (0 to 30% in this case). Figure 2(d) displays 7 OEPs, whose initial orientations alter along $\phi_2$ in increments of 8 degrees. Overall, the path is smooth and the associated error is reasonably small. The major error, however, results from cases such as the one shown in Figure 2(d), with discontinuity in EOP due to exiting the Euler space and re-entering from a different region.

3.2. Outliers after transferring data to fundamental zone

In FCC systems, crystal symmetry results in 24 dissimilar but equivalent OEPs in Euler space, such as those shown in Figure S7. Presenting the Euler angles that lie within the FZ is an approach to avoid the repetition of equivalent data \cite{43, 48}. Treatment of data by transferring to the FZ, Figure S8(b) shows the distribution of the Euler angles. Due to the irregular geometry of the FZ, the data distribution is non-uniform. A comparison between the predicted Euler angles and the ground truth (calculated by FCTM) for the test set is shown in Figure 2(a). Even though many data points lie on the centre line, significant outliers are scattered, indicating poor prediction of the model, mainly for $\phi_1$ and $\phi_2$. The distribution of the disorientation angle between measured and predicted Euler angles is shown in Figure 2(b). Although increasing the number of NN hidden layers shifts the disorientation curve to smaller values, it is not sufficient to serve as a reliable surrogate model. Figure 2(c) shows the projection of $\Delta\phi$ on $\phi_2 - \Phi$ and $\phi_1 - \Phi$ planes, respectively. In a loose generalization, hotspots of the error map are concentrated in two parts: adjacent to the boundary of the FZ, and at the multiples of $\pi/2$. Considering the non-linear nature of the crystal plasticity problems, curvature, direction, smoothness and uniformity of OEPs is inconsistent (12 examples of OEPs are shown in the Figure S9). However, the main source of error
is discontinuity of OEP due to exit from the FZ and entry from another location. An example of such OEP is displayed in Figure 2(d3). The initial Euler angles are (1.68, 1.54, 0.70). Deformation results in departure of FZ and a sudden change of direction and corresponding jump in the OEP. Such data points have low trainability.

4. OEP preconditioning via discontinuity removal

Having identified discontinuity of OEP as the cause of poor data trainability, here we suggest a data preconditioning procedure. The procedure includes three major steps that are shown in Figure 3, and the corresponding codes are available in the SI.

Step 1: Generate the equivalent OEPs. Any given OEP, consisting of 31 orientation matrices ($g^j$), where $j$ is the deformation increments and varies in the range of [0, 30]. An example is shown in Figure 3(a). FCC crystals with cubic symmetry possess 24 symmetry operators ($O_i$), where $1 \leq i \leq 24$. Thus, $g^j_i = O_i g^j$, including $24 \times 31$ orientation. Figure 3(b) shows $g^j_i$, in which orientations with equal $i$ share the same colour.
Step 2: Cluster the orientations. Data points labeled by the deformation increment in the range of (0-30) are clustered. The total number of clusters $N_c \geq 24$, depends on the initial crystal orientation. 24 clusters form when none of the OEPs intersect with the boundary of the Euler space, whereas when intersection occurs, the number of clusters increases. Local density-based clustering algorithm [49], DBSCAN, is the method be suited to clustering such data, since there is no need to specify the number of clusters, and it also excels at identifying clusters of non-spherical shapes. Only clusters of size 31 with unique labels of 0 to 30 are selected, as shown and coloured in Figure 3(c).

Step 3: Select the cluster. If multiple clusters satisfy this criteria, the one with the highest number of data points inside the FZ is selected. One such cluster is highlighted and magnified in Figure 3(c) and (d). Although OEPs in Figure 3(a) and (d) are equivalent, the latter does not exhibit a discontinuity due to constraints of the representative space including the Euler space and FZ. Hereafter, the modified OEP is referred to as MOEP and the combination of the MOEP and the ANN is referred to as MOEP-ANN.

Figure 3(e) shows the number of MOEPs and their relative position with respect to FZ. For enhanced visualization, only data points for which $\epsilon$ is a multiple of 6 are plotted. Comparing the data before and after modification, this procedure only modifies the OEPs which cross the boundary of the FZ; those which are fully embedded in the FZ are identical in both cases. Paths 1-5 are examples of the former, while paths labeled 6 - 10 in Figure 3(e) are examples of the latter.

The effect of the precondition procedure on the trainability of the data is presented in Figure 4. Very good agreement between the predicted Euler angles for the test set vs. the ground truth is observed in Figure 4(a). No significant outliers and very limited deviation from the centre line indicates the effectiveness of the preconditioning algorithm. The distribution of the disorientation angle for models with 2 and 5 hidden layers is embedded in Figure 4(a). The peak in error distribution occurs at 0.8 degrees, with 95% of disorientation angles less than 3°. Figure 4(b) is the direct comparison between the trajectory of orientation evolution from the Taylor model (blue arrows) and MOEP-ANN (red arrows). A group of trajectories, such as that in Figure 4(b) form a smooth path, and the model has a very good agreement with the ground truth. Over 90% of the MOEPs are from this type. There are, however, some MOEPs for which sudden changes in the trajectory are observed. Such sharp changes in direction can be attributed to activation of a different set of slip systems. Such abrupt change was successfully captured in the cases of Figure 4(b), while the model could not capture the essence of the ground truth in case Figure 4(b). While this can be a normal response of a crystalline system to deformation, in some cases another possibility explains the irregular MOEPs: Taylor ambiguity. Taylor model searches for a set of five independent slip systems which minimize the sum of the internal work done to accommodate the imposed deformation. The set of activated slip systems determines the lattice rotation during plastic deformation and eventually the direction of the MOEPs. However, a problem arises when there is more than one combination of five independent slip systems with the same minimum of total shear [50, 51]. In this case, each combina-
Figure 3: Steps of OEP modification: (a) for any given OEP in the FZ, there is a possibility of abrupt orientation change. (b) 24 equivalent OEPs are generated. (c) Data points are clustered using a density based clustering algorithm and clusters of the size 31 with non-repeating labels strain are saved. If more than one cluster satisfies the criteria, that with the maximum data points in the FZ is chosen. (d) The abrupt change in the direction and length of OEP due to the geometrical restriction of the FZ is removed. (e) Examples of OEP after applying DBSCAN clustering algorithm, which eliminates the data point discontinuity. The modified orientation evolution path is referred to as MOEP. Paths 1-5 are examples of the modified paths, while paths 6 - 10, which are are fully within the FZ, remain the same.

5. Recurrent neural network results

In section 3 the input layer consists of the crystal orientation before deformation and the applied strain. An alternative approach to modeling the CP data is fitting a RNN to learn from the crystal orientation of the previous increments to predict the orientation in the current increment. Here we employed GRU, a gating mechanism in recurrent neural networks, to describe crystal orientation as a map that depends on the orientation history of previous increments in deformation. Trajectories of lengths 6 and 9 with increments of 1% reduction served as model inputs, and GRUs then compute the crystal orientation in the next immediate strain increment. The steps of constructing the sequential data is available in the Figure S10. The GRU architecture is shown in Figure S6(d). Prior to training the sequential data, the preconditioning process presented in section 4 is applied. GRUs use history-dependent hidden states $h(\varepsilon_{j-1})$ to compute the outputs $\phi_o^1(\varepsilon_j)$, $\Phi_o(\varepsilon_j)$, $\phi_o^2(\varepsilon_j)$.

The comparison Figure 5 shows excellent agreement between the predicted orientation and the ground truth for trajectories of the length of 5 strain increments. The disorientation distribution between the GRU model prediction and the FCTM is embedded in Figure 5. The mode of distribution is 0.2°, indicating the GRU model employed in this work is able to predict the spatially and temporally resolved 3D microstructure evolution under plane strain compression loading (rolling process).
Figure 4: (a) The MOEP-ANN predicted Euler angles versus the ground truth (FCTM) for the test dataset, also, Graph of disorientation distribution between MOEP-ANN and FCTM, for both 2 and 5 hidden layers and 100 neurons. The peak of the disorientation curve is at 0.8 degrees for both neural network architectures. (b) Comparison between the predicted and ground truth OEPs. Two regimes of OEPs are observed: 1) \( (b_1-b_3) \) are examples of smooth paths, for which, prediction of the model is in very good agreement with the ground truth. Over 90% of the OEPs are from this type. 2) \( (b_4-b_6) \) are the other regime of OEPs, which include sharp change of directions. The abrupt change can be attributed to the switch between different slip systems or the Taylor model ambiguity.

6. Prediction of rolling texture evolution from ML results

To further examine the surrogate model trained by FCTM data, the performance was tested on experimentally measured texture evolution data. Fully recrystallized commercially pure aluminum sheet was rolled at room temperature in four consecutive steps to apply \( \varepsilon = 6\% \), 12\%, 18\% and 24\% reduction. Using EBSD analysis, local crystallographic orientations were measured at each rolling step. To ensure that the same group of grains from the bulk were tracked throughout the series of deformation, a semi in situ technique known as split-sample was conducted. The sample preparation details and EBSD measurements are presented in [52].

Euler angles at each EBSD scan point (step size of 2\( \mu m \) \( \approx \) 590,000 data points) were extracted and the evolution was tracked over the course of deformation. Figure 6 (a) and (b) shows the RD-inverse pole Figure (RD-IPF) contours of the samples in annealed state, and after subsequent deformation. Predication of MOEP-ANN and MOEP-RNN are presented in Figure 6 (c) and (d) respectively. While MOEP-ANN shows good prediction of the experiment up to \( \varepsilon = 12\% \), the contours resulting from the MOEP-RNN are in excellent agreement with EBSD measurements for the entire range of deformation. An alternative presentation of crystallographic orientations is through IPF colour assignment. Figure S11 (b1-b5) illustrates the pixel-by-pixel prediction.
of the orientation evolution for MOEP-ANN, wherein Figure S11 d1 shows the distribution in disorientation angle between all grain pairs (predicted by MOEP-ANN model and experiment). Where the deformation is below 15%, the average disorientation angle for all orientations is below $\pi/18$, and by gradually increasing the deformation the curves shift to larger values. This degree of error is exactly in the range of intrinsic error of the Taylor model [52]. Since in the best case scenario the surrogate model is as accurate as the ground truth (in this case FCTM), any improvement will come from training the model with more accurate data.

The more accurate prediction in MOEP-RNN compared to MOEP-ANN is partially due to higher model accuracy; however, the primary source of improvement is due to the relatively short input trajectory length in the MOEP-RNN, at an interval of 6 yielding an intrinsic error of FCTM of up to 6%. In MOEP-ANN, by contrast, the trajectory may deviate from the experiment by up to 24%. A detailed discussion on the source of error of the two models is available in SI 12.
The results show that crystal plasticity temporal data exhibit excellent trainability, with removal of the source of anomaly. A summary of the architecture performance differences and the effect of the preconditioning procedure used in this work are shown in Table S1. Two major benefits in our preconditioning approach are identified: 1) the test score is significantly enhanced: from 0.83 to nearly unity (perfect), and 2) the convergence condition is met after only 16 iterations, while without preconditioning the convergence condition is not satisfied even with a magnitude more iterations.

7. Methods

7.1. Feed-forward neural network

We trained ANN with 4 features in the input layer including three Euler angles, representative of the crystal orientation before deformation ($\phi_i^1$, $\Phi_i^1$, $\phi_i^2$), and the applied reduction ($\varepsilon$). The output layer has three neurons that are the Euler angles after deformation via rolling process ($\phi_f^1$, $\Phi_f^1$, $\phi_f^2$). $N_l$ hidden layers, with equal numbers of neurons, $N_n$, are designed. $N_l$ and $N_n$ vary and are specified for each case. Rectified Linear Unit (ReLU) and a stochastic gradient-based optimizer (adam) were used as the activation function and the solver for weight optimization, respectively. In each case, 60%, 20% and 20% of the data is used in training, validation and test sets, respectively, unless stated otherwise.

7.2. Gated recurrent neural network

RNN are a class of neural networks designed to learn from sequential events. We used a specific subset of RNN, gated recurrent unit (GRU) [53]. The advantage of GRU is in its capability to avoid the vanishing gradients phenomenon by using multiple data-gate mechanisms that control the flow of storing or forgetting information in hidden states and outputs. Compared to Long Short-Term Memory (LSTM), GRU’s formulation is less prone to overfitting.

The CP data of this work, in the sequential form, is a trajectory including Euler angles $\phi_i^1(\varepsilon_j)$, $\Phi_i^1(\varepsilon_j)$, $\phi_i^2(\varepsilon_j)$, where $0 \leq j \leq 30$ is the incremental deformation. Each trajectory is split into $t + 1$ steps, where $t$ is the length of history and the Euler angles at increment $t + 1$ is the ground truth or the output. For instance, at $t = 9$, Euler angles at $[\varepsilon_0, \varepsilon_8]$, $[\varepsilon_10, \varepsilon_18]$, $[\varepsilon_20, \varepsilon_28]$ are the input array and $[\varepsilon_9]$, $[\varepsilon_19]$, $[\varepsilon_29]$ are the ground truth or output. The data point at $[\varepsilon_{30}]$ is ignored. In this work, $t = 6$ is considered. Input data is normalized to a range between 0 and 1.

7.3. Fully Constrained Taylor Model

For any given crystal orientation, FCTM determines the texture evolution by searching for a set of five independent slip systems (out of 12 possible systems in FCC alloys) which minimize the sum of the internal work done in the grain, and which accommodate the imposed deformation. The main assumption of this model is that, in a polycrystalline system, the deformation of all grains is identical to the macroscopic deformation. We used the MTM-FHM software [54] for the FCTM simulations of deformed textures with plane strain compression as the imposed mode of deformation.

$\Delta \varphi$ as one of the error metrics is calculated by discretizing the domain to the cubic volume elements of the side size of $\pi/25$ and the error is averaged in each grid. The discrete values of error are then interpolated by gaussian process regression
The details of disorientation angle calculations are available in the SI.

8. Conclusion

We have developed a preconditioning approach which overcomes a fundamental problem in learning from crystal plasticity data which arises due to the strong influence of data anomalies. The anomaly source was identified by applying ANN to two datasets: (i) Sampling from the entire Euler space by equally discretizing the Euler space, followed by 30% deformation. (ii) Transferring the orientations to the fundamental zone as a subspace with a single representation of any given orientation. Such formats are conventional representations of crystal plasticity data; however, these models exhibit poor performance in the vicinity of the spaces boundary. The three step unsupervised preconditioning approach then used to modify the orientation evolution path by removing the anomalies for those close to the boundary of the space, and enhanced trainability dramatically.

The efficacy of this approach was also examined by RNN. The mean disorientation between ground truth and predicted value is smaller than 0.2°, indicating that the proposed surrogate model serves as an effective substitute for crystal plasticity calculations. The proposed algorithm is applicable to any mode of deformation. Training the data under any loading condition enables obtaining a coefficient which can be used to reliably model the crystallographic orientation evolution for the corresponding mode of deformation. Another advantage of this method is that the training set has not been limited to a local region of the Euler space, but rather covers the entire Euler space.

Finally, the validity of the deformation texture calculated from the surrogate model is assessed by a semi in situ measurements of crystal rotation during rolling. Generally, the model is in good agreement with the experimentally measured texture.

9. Supporting Information

The following file is available free of charge.

- SI.pdf: Includes representation of Euler angle and space, fundamental zone, misorientation, IPF color assignment, curves of loss functions and more examples of OEPs.

- SI.files: Includes python codes for calculation of disorientation angles, IPF colours, transfer to FZ and training the data sets for ANN and GRU. Matlab codes for procedure of OEP modification is also available. [http://clean.energyscience.ca/codes](http://clean.energyscience.ca/codes)

10. Acknowledgement

The financial support received from NSERC / UNENE Research Chair in Nuclear Materials is greatly acknowledged. I.T. acknowledges NSERC and performed work at the NRC under the auspices of the AI4D and MCF Programs.
References

[1] D. A. Molodov, *Microstructural design of advanced engineering materials*. John Wiley & Sons, 2013.

[2] H.-J. Bunge, *Texture analysis in materials science: mathematical methods*. Elsevier, 2013.

[3] K. E. Bean and P. S. Gleim, “The influence of crystal orientation on silicon semiconductor processing,” *Proceedings of the IEEE*, vol. 57, no. 9, pp. 1469–1476, 1969.

[4] N. K. Sauter, J. Hattne, A. S. Brewster, N. Echols, P. H. Zwart, and P. D. Adams, “Improved crystal orientation and physical properties from single-shot xfel stills,” *Acta Crystallographica Section D: Biological Crystallography*, vol. 70, no. 12, pp. 3299–3309, 2014.

[5] H. Somekawa, T. Tsuru, A. Singh, S. Miura, and C. A. Schuh, “Effect of crystal orientation on incipient plasticity during nanoindentation of magnesium,” *Acta Materialia*, vol. 139, pp. 21–29, 2017.

[6] A. A. Zaki, H. Ahmed, and M. Hagar, “Impact of fluorine orientation on the optical properties of difluorophenylazophenyl benzoates liquid crystal,” *Materials Chemistry and Physics*, vol. 216, pp. 316–324, 2018.

[7] L. A. Muscarella, E. M. Hutter, S. Sanchez, C. D. Dieleman, T. J. Savenije, A. Hagfeldt, M. Saliba, and B. Ehrler, “Crystal orientation and grain size: do they determine optoelectronic properties of mapbi3 perovskite?,” *The journal of physical chemistry letters*, vol. 10, no. 20, pp. 6010–6018, 2019.

[8] H. S. Han, S. Shin, D. H. Kim, I. J. Park, J. S. Kim, P.-S. Huang, J.-K. Lee, I. S. Cho, and X. Zheng, “Boosting the solar water oxidation performance of a bivo4 photoanode by crystallographic orientation control,” *Energy & Environmental Science*, vol. 11, no. 5, pp. 1299–1306, 2018.

[9] Y. Zhu, Z. He, Y. Choi, H. Chen, X. Li, B. Zhao, Y. Yu, H. Zhang, K. A. Storzinger, Z. Feng, et al., “Tuning proton-coupled electron transfer by crystal orientation for efficient water oxidation on double perovskite oxides,” *Nature communications*, vol. 11, no. 1, pp. 1–10, 2020.

[10] T.-H. Liu and C.-C. Chang, “Anisotropic thermal transport in phosphorene: effects of crystal orientation,” *Nanoscale*, vol. 7, no. 24, pp. 10648–10654, 2015.

[11] K. Guo, Z. Yang, C.-H. Yu, and M. J. Buehler, “Artificial intelligence and machine learning in design of mechanical materials,” *Materials Horizons*, 2020.

[12] B. L. Adams, S. I. Wright, and K. Kunze, “Orientation imaging: the emergence of a new microscopy,” *Metallurgical Transactions A*, vol. 24, no. 4, pp. 819–831, 1993.

[13] A. J. Wilkinson and T. B. Britton, “Strains, planes, and elsd in materials science,” *Materials today*, vol. 15, no. 9, pp. 366–376, 2012.

[14] L. Renversade, R. Quey, W. Ludwig, D. Menasche, S. Maddali, R. M. Suter, and A. Borbely, “Comparison between diffraction contrast tomography and high-energy diffraction microscopy on a slightly deformed aluminium alloy,” *IUCrJ*, vol. 3, no. 1, pp. 32–42, 2016.

[15] A. J. Shahani, X. Xiao, E. M. Lauridsen, and P. W. Voorhees, “Characterization of metals in four dimensions,” *Materials Research Letters*, vol. 8, no. 12, pp. 462–476, 2020.

[16] G. Taylor, “Plastic strain in metals: Journal of the institute of metals, v. 62,” 1938.

[17] R. A. Lebensohn and C. Tomé, “A self-consistent anisotropic approach for the simulation of plastic deformation and texture development of polycrystals: application to zirconium alloys,” *Acta metallurgica et materialia*, vol. 41, no. 9, pp. 2611–2624, 1993.

[18] P. Van Houtte, S. Li, M. Seefeldt, and L. Delannay, “Deformation texture prediction: from the taylor model to the advanced lamel model,” *International journal of plasticity*, vol. 21, no. 3, pp. 589–624, 2005.

[19] O. Engler, M. Crumbach, and S. Li, “Alloy-dependent rolling texture simulation of aluminium alloys with a grain-interaction model,” *Acta materialia*, vol. 53, no. 8, pp. 2241–2257, 2005.

[20] F. Roters, P. Eisenlohr, L. Hantherli, D. D. Tjahjanto, T. R. Bieler, and D. Raabe, “Overview of constitutive laws, kinematics, homogenization and multiscale methods in crystal plasticity finite-element modeling: Theory, experiments, applications,” *Acta
[21] F. Roters, P. Eisenlohr, T. R. Bieler, and D. Raabe, Crystal plasticity finite element methods: in materials science and engineering. John Wiley & Sons, 2011.

[22] L. A. Zepeda-Ruiz, A. Stukowski, T. Oppelstrup, N. Bertin, N. R. Barton, R. Freitas, and V. V. Bulatov, “Atomistic insights into metal hardening,” Nature materials, vol. 20, no. 3, pp. 315–320, 2021.

[23] S. Kotha, D. Ozturk, and S. Ghosh, “Parametrically homogenized constitutive models (phcms) from micromechanical crystal plasticity fe simulations: Part ii: Thermo-elasto-plastic model with experimental validation for titanium alloys,” International Journal of Plasticity, vol. 120, pp. 320–339, 2019.

[24] H. Salmenjoki, M. J. Alava, and L. Laurson, “Machine learning plastic deformation of crystals,” Nature communications, vol. 9, no. 1, pp. 1–7, 2018.

[25] K. Yang, X. Xu, B. Yang, B. Cook, H. Ramos, N. A. Krishnan, M. M. Smedskjaer, C. Hoover, and M. Bauchy, “Predicting the young’s modulus of silicate glasses using high-throughput molecular dynamics simulations and machine learning,” Scientific reports, vol. 9, no. 1, pp. 1–11, 2019.

[26] Q. Zhao, H. Yang, J. Liu, H. Zhou, H. Wang, and W. Yang, “Machine learning-assisted discovery of strong and conductive cu alloys: Data mining from discarded experiments and physical features,” Materials & Design, vol. 197, p. 109248.

[27] H. Yang, H. Qiu, Q. Xiang, S. Tang, and X. Guo, “Exploring elastoplastic constitutive law of microstructured materials through artificial neural network?a mechanism-based data-driven approach,” Journal of Applied Mechanics, vol. 87, no. 9, 2020.

[28] A. Rovinelli, M. D. Sangid, H. Proudhon, and W. Ludwig, “Using machine learning and a data-driven approach to identify the small fatigue crack driving force in polycrystalline materials,” npj Computational Materials, vol. 4, no. 1, pp. 1–10, 2018.

[29] A. Mansouri Tehrani, A. O. Oliynyk, M. Parry, Z. Rizvi, S. Couper, F. Lin, L. Miyagi, T. D. Sparks, and J. Broch, “Machine learning directed search for ultraincompressible, superhard materials,” Journal of the American Chemical Society, vol. 140, no. 31, pp. 9844–9853, 2018.

[30] X. Lei, C. Liu, Z. Du, W. Zhang, and X. Guo, “Machine learning-driven real-time topology optimization under moving morphable component-based framework,” Journal of Applied Mechanics, vol. 86, no. 1, 2019.

[31] X. Liu, C. E. Athanasiou, N. P. Padture, B. W. Sheldon, and H. Gao, “A machine learning approach to fracture mechanics problems,” Acta Materialia, 2020.

[32] X. Chen, H. Zhou, and Y. Li, “Effective design space exploration of gradient nanostructured materials using active learning based surrogate models,” Materials & Design, vol. 183, pp. 216–241, 2019.

[33] K. Wang and W. Sun, “Meta-modeling game for deriving theory-consistent, microstructure-based traction–separation laws via deep reinforcement learning,” Computer Methods in Applied Mechanics and Engineering, vol. 346, pp. 633–667, 2017.

[34] M. Bessa, R. Bostanabad, Z. Liu, A. Hu, D. W. Apley, C. Brinson, W. Chen, and W. K. Liu, “A framework for data-driven analysis of materials under uncertainty: Countering the curse of dimensionality,” Computer Methods in Applied Mechanics and Engineering, vol. 320, pp. 633–667, 2017.

[36] Y.-C. Hsu, C.-H. Yu, and M. J. Buehler, “Using deep learning to predict fracture patterns in crystalline solids,” Matter, 2020.

[37] A. Mangal and E. A. Holm, “Applied machine learning to predict stress hotspots i: Face centered cubic materials,” International Journal of Plasticity, vol. 111, pp. 122–134, 2018.

[38] A. Mangal and E. A. Holm, “Applied machine learning to predict stress hotspots ii: Hexagonal close packed materials,” International Journal of Plasticity, vol. 114, pp. 1–14, 2019.

[39] H. Chan, M. Cherukara, T. D. Loeffler, B. Narayanan, and S. K. Sankaranarayanan, “Machine learning enabled autonomous microstructural characterization in 3d samples,” npj Computational Materials, vol. 6, no. 1, pp. 1–9, 2020.
[40] M. Dai, M. F. Demirel, Y. Liang, and J.-M. Hu, “Graph neural networks for an accurate and interpretable prediction of the properties of polycrystalline materials,” arXiv preprint arXiv:2010.05851, 2020.

[41] M. Mozaffar, R. Bostanabad, W. Chen, K. Ehmann, J. Cao, and M. Bessa, “Deep learning predicts path-dependent plasticity,” Proceedings of the National Academy of Sciences, vol. 116, no. 52, pp. 26414–26420, 2019.

[42] Y.-F. Shen, R. Pokharel, T. J. Nizolek, A. Kumar, and T. Lookman, “Convolutional neural network-based method for real-time orientation indexing of measured electron backscatter diffraction patterns,” Acta Materialia, vol. 170, pp. 118–131, 2019.

[43] A. Pandey and R. Pokharel, “Machine learning based surrogate modeling approach for mapping crystal deformation in three dimensions,” Scripta Materialia, vol. 193, pp. 1–5, 2020.

[44] A. Pandey and R. Pokharel, “Machine learning enabled surrogate crystal plasticity model for spatially resolved 3d orientation evolution under uniaxial tension,” arXiv preprint arXiv:2005.00951, 2020.

[45] D. Jha, S. Singh, R. Al-Bahrani, W.-k. Liao, A. Choudhary, M. De Graef, and A. Agrawal, “Extracting grain orientations from ebsd patterns of polycrystalline materials using convolutional neural networks,” Microscopy and Microanalysis, vol. 24, no. 5, pp. 497–502, 2018.

[46] H. Bunge, “Some applications of the taylor theory of polycrystal plasticity,” Kristall und Technik, vol. 5, no. 1, pp. 145–175, 1970.

[47] U. F. Kocks, C. N. Tomé, and H.-R. Wenk, Texture and anisotropy: preferred orientations in polycrystals and their effect on materials properties. Cambridge university press, 2000.

[48] E. Demir, “A taylor-based plasticity model for orthogonal machining of single-crystal fcc materials including frictional effects.” The International Journal of Advanced Manufacturing Technology, vol. 40, no. 9-10, pp. 847–856, 2009.

[49] M. Ester, H.-P. Kriegel, J. Sander, X. Xu, et al., “A density-based algorithm for discovering clusters in large spatial databases with noise:,” in Kdd, vol. 96, pp. 226–231, 1996.

[50] T. Mániík and B. Holmedal, “Review of the taylor ambiguity and the relationship between rate-independent and rate-dependent full-constraints taylor models,” International Journal of Plasticity, vol. 55, pp. 152–181, 2014.

[51] B. Holmedal, “Regularized yield surfaces for crystal plasticity of metals,” Crystals, vol. 10, no. 12, p. 1076, 2020.

[52] H. Pirgazi and L. A. Kestens, “Semi in-situ observation of crystal rotation during cold rolling of commercially pure aluminum,” Materials Characterization, p. 110752, 2020.

[53] K. Cho, B. Van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares, H. Schwenk, and Y. Bengio, “Learning phrase representations using rnn encoder-decoder for statistical machine translation,” arXiv preprint arXiv:1406.1078, 2014.

[54] P. Van Houtte, MTM-FHM & MTM-Taylor Software, Version 2, Users Manual. KU Leuven.

[55] C. E. Rasmussen, “Gaussian processes in machine learning,” in Summer School on Machine Learning, pp. 63–71, Springer, 2003.