Abstract

As part of the Exascale Computing Project (ECP), a recent focus of development efforts for the SUite of Nonlinear and Di ff erential/A Lgebraic equation Solvers (SUNDIALS) has been to enable GPU-accelerated time integration in scientific applications at extreme scales. This effort has resulted in several new GPU-enabled implementations of core SUNDIALS data structures, support for programming paradigms which are aware of the heterogeneous architectures, and the introduction of utilities to provide new points of flexibility. In this paper, we discuss our considerations, both internal and external, when designing these new features and present the features themselves. We also present performance results for several of the features on the Summit supercomputer and early access hardware for the Frontier supercomputer, which demonstrate negligible performance overhead resulting from the additional infrastructure and significant speedups when using both NVIDIA and AMD GPUs.
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1. Introduction

The SUite of Nonlinear and Di ff erential/A Lgebraic equation Solvers (SUNDIALS) is a freely available open source library of robust and scalable time integrators for ordinary di ff erential equations (ODEs) and differential-algebraic equations (DAEs) as well as solvers for systems of nonlinear algebraic equations. The library is comprised of six independent packages: CVODE and IDA provide adaptive order and step implicit linear multistep methods for ODEs and DAEs, respectively, CVODES and IDAS are extensions of CVODE and IDA with forward and adjoint sensitivity analysis capabilities, ARKODE includes adaptive step additive Runge-Kutta methods as well as multirate methods for ODEs, and KINSOL implements solvers for nonlinear systems. The packages are all built on a set of shared vector, matrix, and solver classes and are designed to be easily incorporated into existing application codes. As such, SUNDIALS has been integrated into numerous mathematical libraries and application codes including projects for block-structured adaptive mesh refinement, high-order finite elements, cosmology, combustion, and materials science, all targeting exascale computing systems.

The computational power provided by exascale systems will enable these and other application codes to simulate far larger and more detailed models than ever before, incorporating more physical processes and scales, giving rise to increased predictive capabilities. A robust mathematical library infrastructure providing novel algorithms and highly performant implementations is a key component in ensuring the numerical stability, accuracy, and computational efficiency of these complex models. Thus, as applications prepare for the challenges that heterogeneous computing architectures present, i.e., extreme levels of concurrency, deep memory hierarchies, new conceptual and programming paradigms, etc., mathematical libraries must adapt to these challenges as well.

As SUNDIALS resides in the middle of the typical numerical software stack, both being called by applications or discretization frameworks and calling other mathematical libraries, we must address these challenges in a manner that will accommodate the approaches utilized by application codes and other packages to achieve performance and portability. Meeting these challenges includes supporting various memory management strategies (distinct host and device memory spaces, unified virtual memory, memory pools, etc.) and programming models (vendor specific languages, open standards, and performance portability layers). Additionally, the SUNDIALS time integration packages need to be able to support vastly different application use cases: (1) evolving large coupled systems of ODEs, and (2) evolving numerous small independent systems. These use cases each include distinct requirements for algebraic solvers and kernel optimizations critical to performance. Naturally, fulfilling such solver requirements necessitates seamless and performant interoperability with other libraries on heterogeneous systems. Moreover, addressing these challenges must also be done while managing the complexity and ensuring the sustainability of the library.

As detailed in [9], we have recently made several enhancements to SUNDIALS as part of the United States Department of Energy’s Exascale Computing Project (ECP) to increase the modularity and extensibility of SUNDIALS by creating new abstract classes for linear and nonlinear solvers and enhancing the capabilities of the abstract vector class. These class interfaces are briefly summarized below and provide the founda-
tions for new class implementations, described in this work, that address the aforementioned challenges in supporting applications running on hybrid CPU+GPU systems. This paper details the design considerations that went into creating the SUNDIALS GPU features, presents the current GPU capabilities, and demonstrates the GPU performance of the SUNDIALS time integrators on a demonstration problem.

In the following section we present an overview of the object-oriented structure of SUNDIALS and the typical GPU use cases that inform the design of GPU support in SUNDIALS. Advanced memory management features for GPUs are discussed in Section 4 and are followed by a presentation of the suite’s GPU enabled vector, matrix, and solver structures in Sections 4 and 5. Section 6 highlights key considerations when using SUNDIALS on hybrid CPU+GPU systems. Results from a demonstration code illustrating the SUNDIALS GPU capabilities are given in Section 7. Finally, in Section 8 we summarize the state of the SUNDIALS GPU capabilities and identify next steps for development.

2. Design Considerations

As mentioned above, SUNDIALS packages are designed to be utilized by application codes or discretization frameworks and, in turn, SUNDIALS often calls other libraries that provide the algebraic solvers needed for the solution of nonlinear and linear systems that arise within implicit integration methods. As a result, SUNDIALS occupies a position in the middle of the typical numerical software stack and must accommodate application and framework data layouts and parallelization approaches while simultaneously providing the flexibility for data to be seamlessly transferred to external solvers. This situation is further complicated in the GPU context by the variety of memory spaces and programming paradigms used by different accelerated hardware. Moreover, the transfer of data and control must be done in a way that allows the solver packages to fully exploit the power of GPUs.

To address these challenges, SUNDIALS utilizes an object-oriented design where mathematical operations are written fully in terms of abstract operations on generic objects or calls to user-supplied callback functions. As a result, most of the core time-integration and solver algorithms are agnostic to underlying data layouts and parallelism. This encapsulation relies on four base SUNDIALS classes that define generic vector, matrix, linear solver, and nonlinear solver operations. In the case of vectors, these operations are either streaming operations like adding two vectors or scaling a vector, or reduction operations, like norms or dot products. Similarly, the generic matrix class defines operations like scaling and adding matrices or computing a matrix-vector product. The linear and nonlinear solver objects, working in conjunction with the vector and, if necessary, matrix objects, provide generic operations to set up and solve linear and nonlinear systems, respectively. Implementations of these classes may utilize different algorithms in order to better leverage the unique features of the target hardware or programming model. Readers interested in more details on the object-oriented design of SUNDIALS should see [9], or the CVODE user documentation [10] for information on how users can define their own implementations of the base classes.

As the specific details for carrying out an operation are completely contained within a class implementation, the SUNDIALS integrators can be utilized within many different parallel contexts simply by providing class implementations tailored to the desired data structure(s) and target architecture(s). This flexibility provides a means to accommodate many programming models, including those necessary to utilize NVIDIA, AMD, and Intel GPUs with the same integrator source code. As this design approach suggests, the integrator control logic resides on the host (CPU) while the class implementations operate on data that resides in whatever memory space the object dictates. Thus, users are able to deploy approaches best suited to their application use case in terms of memory management and programming paradigm by providing their own class implementations. Alternatively, SUNDIALS provides a variety of native GPU class implementations (see Sections 4 and 5) that are designed to meet the needs of the most common SUNDIALS use cases.

The SUNDIALS integration packages are primarily used in two contexts. In the first case, a SUNDIALS integrator is invoked to evolve the full application model in time, i.e., advancing the nodes in a large-scale spatially discretized partial differential equation from one time step to the next. In the second case, a SUNDIALS integrator is used to evolve many small, independent systems within a larger application. This use case, for example, arises in combustion simulations where local chemical kinetics systems must be advanced in each grid cell of the spatial domain. We will refer to these use cases as “full model” and “submodel” throughout the remainder of this paper, respectively.

In both scenarios, minimizing data movement between the host and device is critical to performance. As such, object data should remain resident in device memory as much as possible, ideally for the full duration of the simulation. User-defined class implementations fully control their memory management; however, for the native SUNDIALS data structures a minimal
interface is provided to allow for greater flexibility in the allocation, deallocation, and movement of data (see Section 4).

Additionally, performance hinges on providing a sufficient amount of work to occupy the device. In the full model use case, saturating the device is less of a concern than in the sub-model use case as each independent system on its own may not constitute a sufficient amount of work to efficiently utilize the GPU. In such cases, the small systems can be grouped together into a larger single system and integrated together. A caveat is that large variations in stiffness among the small systems can result in overly-restrictive step sizes for the larger system. As such, the performance benefits of this approach can depend on the variation in difficulty between the smaller systems and how the smaller systems are grouped to from the larger system and how well this potential expense is balanced by increased performance with longer vectors. When using this approach with implicit integration methods, the resulting Jacobian of the system has a block diagonal structure (for an example see Figure 1) which can be exploited for greater concurrency in linear solves. With implicit integration methods and the full model use case, performant general purpose and application-specific algebraic solvers on GPUs are also essential for efficiency. SUNDIALS includes native solver objects targeting these distinct cases (see Section 5) and, for other use cases, SUNDIALS’ object-oriented design allows users to provide application-specific or third party solvers as needed.

Finally, we note that SUNDIALS data structures must be able to adjust their device utilization in order to optimize operations for both the large and small local problem sizes that arise in either use case. To this end, where possible, the native data structures provide a means for setting execution policies for different classes of operations (see Section 4 and 5).

3. Memory Management

The memory hierarchies of exascale supercomputers introduce memory management challenges that vary depending on the machine and programming model. In some cases, applications and libraries will explicitly manage data coherency between distinct CPU (host) and GPU (device) memory spaces. Alternatively, they may utilize unified virtual memory (UVM) that is addressable from the host or device. This is often referred to as managed memory, since the programming model and runtimes handle the necessary data migration implicitly. In addition, some programming models allow for other types of memory to be allocated, e.g., CUDA page-locked (pinned) memory, that may be useful in some contexts.

To handle these memory management complexities, many applications provide memory management data structures, or employ a memory management library such as Umpire [11]. To support these applications, SUNDIALS provides a set of utilities collectively referred to as the SUNMemoryHelper API. This API is not designed to be a full featured resource management abstraction like Umpire. Rather the intent is to provide a minimal common interface that the native SUNDIALS data structures (i.e., vector, matrix, and solver objects) can leverage to maximize code reuse and allow for user-provided memory management. As such, most of the GPU-enabled, native SUNDIALS data structures utilize the SUNMemoryHelper API to abstract away the specific details of allocating and deallocating memory, as well as copying data from one memory space to another.

The SUNMemoryHelper API is comprised of the SUNMemory structure and the SUNMemoryHelper class. The SUNMemory structure encapsulates three fields which are crucial to allowing the SUNMemoryHelper class to define generic operations for allocating, deallocating, and copying memory. These fields are: a void data pointer for the memory wrapped by the structure, a flag indicating ownership of the pointer to keep track of who is responsible for freeing the allocated data (SUNDIALS or the user), and a memory type identifier (host, device, UVM, or pinned). The ownership flag is needed to allow for user-provided data pointers, and the memory type identifier is used by the SUNMemoryHelper to determine how to copy data from the data pointer in one SUNMemory object to the data pointer in another SUNMemory object which may store data in a different memory space (host vs device). The SUNDIALS data structures that use the SUNMemoryHelper API hold SUNMemory objects, instead of raw pointers for data arrays, and also hold a SUNMemoryHelper object for performing the necessary memory operations. Natively, SUNDIALS provides SUNMemoryHelper implementations that interface to each device-specific language that we support.

4. Vectors

An important architectural feature of modern extreme-scale supercomputers is high compute-density. Thus, achieving high utilization of the available computational power requires a hybrid parallelism approach. A common form of hybrid parallelism is the so-called “MPI+X” paradigm where cross-node parallelism is achieved with MPI and further on-node parallelism is achieved with some programming model X. The MPI+X approach can be expanded upon to create complex combinations of MPI and multiple forms of on-node parallelism as well.

To support such complex combinations, SUNDIALS provides a “many-vector” implementation of the SUNDIALS N_Vector class, an abstraction layer of a mathematical vector that the time integrators utilize to perform operations on data. The ManyVector implementation allows for an arbitrarily complex partitioning of vector data across different computational resources and memory spaces, by wrapping n distinct vectors into a single cohesive vector for the integrators and algebraic solvers to operate on. For further details about the abstract N_Vector base class and the SUNDIALS ManyVector implementation, readers should refer to [10].

For the simpler MPI+X partitioning, SUNDIALS provides a thin wrapper around the ManyVector, known as the MPIPlusX vector. Users of SUNDIALS who wish to employ the MPI+X approach to hybrid parallelism create an MPIPlusX vector from any node-local vector object and an MPI communicator to connect the local vectors, as illustrated in Figure 2. The MPIPlusX
Figure 2: An illustration of the MPI+X vector with three MPI tasks. The MPI+X vector contains the MPI communicator and a reference to the node-local vector. The MPI+X vector invokes the node-local vector operations and then performs any necessary communication between the node-local vectors on each processor.

vector is a specific type of ManyVector where the main vector handles MPI communication between vectors that perform node-local operations.

All streaming operations with an MPIPlusX vector use the on-node parallelism defined by the node-local vector. In the case of this work, these vectors are enabled with CUDA [12], RAJA [13], HIP [14], and OpenMP [15] (CPU-only and also with target offloading). Similarly, for reduction operations the local contributions to the global value are computed using the node-local vector, and the MPIPlusX vector performs the global reduction necessary to obtain the final result.

The MPIPlusX vector is important for the long term sustainability of SUNDIALS, as it removes the need to create nearly identical MPI-parallel and node-local versions of vectors. For users, the MPIPlusX API, detailed in the SUNDIALS documentation [10, Section 7.15], provides enough flexibility that switching between different node-local vectors in an application can be done by simply changing which vector constructor function is called, e.g. see the code snippet in Listing 1 from the demonstration program discussed in Section 7 (simplified to show switching between just two vectors for brevity).

Listing 1: The MPIPlusX vector can be used to combine MPI parallelism with on-node parallelism. Any on-node vector can be supplied to the MPIPlusX constructor, and the resulting vector uses both forms of parallelism.

```c
// Local vector length.
int N;

// Create a node-local vector.
N_Vector LocalNvector;
#if defined(USE_GPU)
// CUDA version.
LocalNvector = N_VNew_Cuda(N);
#else
// Serial version.
LocalNvector = N_VNew_Serial(N);
#endif

// Create the solution vector.
N_Vector y;
y = N_VMake_MPIPlusX(..., LocalNvector);
```

Several node-local N_Vector implementations are provided with SUNDIALS. The serial vector, as the name implies, performs all operations on a single CPU core. The Pthreads and OpenMP vectors provide CPU multi-threading, while the OpenMPDEV, CUDA, HIP, and RAJA vectors utilize GPU acceleration to perform the vector operations. Specifically the OpenMPDEV vector utilizes OpenMP target offloading, the CUDA vector utilizes the NVIDIA CUDA programming model, the HIP vector utilizes the AMD HIP programming model, and the RAJA vector utilizes the RAJA performance portability layer to target CUDA or HIP. Future work will introduce additional vectors that leverage the Kokkos performance portability library [16] as well as Intel’s oneAPI. While maintaining a plethora of GPU vector implementations is not sustainable for the long-term, SUNDIALS provides these distinct GPU vectors for maximum flexibility during the current era of rapid growth in GPU programming models and architectures. In the future, once specific GPU programming models have become more established, these node-local implementations may be coalesced.

4.1. GPU Accelerated Vectors

A unique feature of the GPU accelerated vectors is that they must handle different memory management strategies. The CUDA, HIP, and RAJA vectors are designed to utilize distinct host and device memory spaces or unified virtual memory. This is achieved through the SUNMemory class, discussed in Section 3, that allocates, deallocates, and moves the vector data appropriately. Therefore, the CUDA, HIP, and RAJA vectors can also leverage application-defined memory manager or memory pools. The OpenMPDEV vector is currently limited to using distinct host and device memory spaces and employs the OpenMP standard-defined omp_target_alloc function to allocate device memory and malloc to allocate host memory. All of the SUNDIALS-provided GPU vectors perform operations on the GPU and require that the data is coherent and accessible on the GPU as a one-dimensional array. For access to the underlying data pointers, the GPU vectors define functions of the form N_VGet<Host|Device>ArrayPointer_* where the * is the name of the vector implementation. To move the internal data from one memory space to another, the vectors define the functions N_VCopy<From|To>Device_*.

As explained in Section 2, the data operations defined by the SUNDIALS N_Vector class can be grouped into streaming and reduction operations. For reduction operations, the SUNDIALS GPU vectors perform reductions entirely on the GPU and the scalar result is returned to the host through a memory transfer, thus synchronizing the host and the device. When possible and applicable, the reduction result is stored in page-locked (pinned) memory to maximize the efficiency of the
transfer. In contrast, the streaming vector operations are executed asynchronously from the host. Thus, a transfer of control from SUNDIALS to the user program must be followed by a synchronization of the host and the device before accessing data on the host or outside of the stream of execution used with the GPU vector. The listing demonstrates this concept.

Listing 2: Streaming vector operations are executed asynchronously with the host thus, a user must ensure the device and host are synchronized before accessing the data on the host. The CUDA code in this listing demonstrates this with an explicit call to a CUDA synchronization function.

```c
// Create a CUDA N_Vector of length 10.
N_Vector y1 = N_VNew_Cuda(10);
N_Vector y2 = N_VNewManaged_Cuda(10);

// Set all entries of the vector y1 to zero.
N_VSet(0.0, y1);

// Copying from device has an implicit synchronize.
N_VCopyFromDevice_Cuda(y1);

// Now we can access the y1 data on the host.
double* data1 = 
    N_VGetHostArrayPointer_Cuda(y1);
my_function_that_prints_vector(data1);

// Set all entries of the vector y2 to zero.
N_VSet(0.0, y2);

// Since y2 uses managed memory, we don't need to copy.
// Instead, we explicitly synchronize to ensure N_VConst completed.
cudaDeviceSynchronize();

// Now we can access the y2 data on the host.
double* data2 = 
    N_VGetHostArrayPointer_Cuda(y2);
my_function_that_prints_vector(data2);
```

The CUDA and HIP vector implementations provide two more notable features, not currently supported by the RAJA and OpenMPDEV implementations, both of which allow users to have further control over how the operations execute on the GPU. One of these features is the ability to use CUDA/HIP streams. Once the desired stream is set, all of the vector operations, including data movement, will execute in that stream. Thus, the vector operations may be overlapped with other application operations, allowing for greater concurrency as discussed further in Section 4.2 The second feature enables varying the kernel parameters, that is the CUDA/HIP kernel grid and block sizes, to optimize execution for differing application contexts and vector lengths. Therefore, for maximum flexibility, the CUDA and HIP vectors also provide a function `N_VSetKernelExecPolicy_` which takes an an object derived from the `ExecPolicy` class. This class defines virtual functions that return the kernel parameter values for the grid size, block size, and stream. SUNDIALS natively provides two execution policy implementations for streaming vector operations. The `ThreadDirectExecPolicy` maps a single GPU thread to a single vector element, while the `GridStrideExecPolicy` maps multiple elements to a GPU thread for a “grid-stride loop” strategy. For reduction operations SUNDIALS provides the `BlockReduceExecPolicy` implementation for block reductions. Additionally, users may define their own implementation of the `ExecPolicy` to employ alternative strategies for their applications.

### 4.2. Vector Performance

In this section, we present performance results of the native SUNDIALS vectors in isolation by measuring performance of each individual `N_Vector` operation on random double precision data. All tests utilize SUNDIALS version 5.6.0 and are run on the Summit supercomputer at Oak Ridge National Laboratory The tests of the node-local vectors are run without MPI, and the GPU vectors utilize one of the NVIDIA V100 GPUs on a Summit compute node. The OpenMP vector utilizes 42 threads, one per core available on a Summit compute node.

The node-local vector results are plotted in Figure with all of the streaming vector operations and all of the reduction operations plotted separately. These results are generated by performing each individual vector operation on random data 50 times and taking the mean execution time. We observe that the serial vector is faster than the accelerated vectors until the vector length reaches $10^4$. This crossover point is easily explainable: until the vector reaches a sufficient length, the serial operation execution time is less than the approximately 8 microseconds it takes to launch the kernel (measured by launching an empty kernel one hundred thousand times). Furthermore, when using RAJA and OpenMPDEV, additional kernel launch overhead is observed. Thus, it is unsurprising that the GPU vectors do not show benefit until the serial operation execution time exceeds $10^{-5}$ seconds.

For longer vectors, the speedup provided by the accelerated vectors is significant for both streaming and reduction operations. The `N_VConstMask` operation achieves the maximum observed speedup of 385x with a vector that has $10^7$ entries. Since this study performs the vector operations in isolation, e.g. not as part of the simulation of an ODE or DAE problem, it is important to note that this study should not be interpreted as the only, or most important, guidance on which node-local vector to use. In a complete simulation other factors, such as the required data movement between memory spaces, the expense of the ODE right hand side function or DAE residual supplied by an application, and the linear solvers needed by the application play a larger role in determining the optimal vector choice (as shown in Section 7).

To demonstrate the low overhead of the MPIPlusX vector, we also conducted tests comparing the standalone SUNDIALS MPI-parallel vector implementation, and the MPIPlusX vector with the serial node-local vector. Again, these tests performed each individual vector operation on random data and the timings were averaged. The tests were run with 42 MPI tasks per Summit node and 1, 2, 4, 16, 64, 128, and 256 nodes with local vector lengths of $10^3$, $10^4$, and $10^5$ per task. We define

---

1 All tests were compiled with the IBM XL compiler version 16.1.1-8. The CUDA version used was 10.1.243. The RAJA version used was v0.12.1
2 The MPI version used was IBM spectrum-mpi 10.3.1.2-20200121.
the performance threshold as the minimum execution time of all operations of the same type (streaming or reduction) for the MPIPlusX vector at each length and number of tasks. The results displayed in Figure 4 show that the overhead associated with the MPIPlusX vector is negligible in most cases. However, with a local vector length of $10^6$, we observed one reduction case and one streaming case where the MPIPlusX vector time was larger than the performance threshold. In these cases, the performance difference was 3 and 1.3 times the magnitude of the error threshold respectively.

5. Matrix and Solver Structures

As described above, SUNDIALS employs an object-oriented approach to algebraic solvers, assuming only that matrix and linear and nonlinear solver implementations supply a minimum set of functionality in order to be used underneath the SUNDIALS time integration modules. The existing set of matrix-free Krylov iterative linear solvers provided by SUNDIALS (GMRES, FGMRES, BiCGStab, TFQMR, and PCG) rely only on vector implementations to both store and operate on simulation data, these solvers may immediately leverage the GPU-based vector implementations discussed in Section 4 as well as user-defined vectors. Additionally, both of the existing nonlinear solvers provided by SUNDIALS, Newton and accelerated fixed-point, rely on vector and linear solver implementations to store and operate on simulation data, and thus they may leverage corresponding GPU-based implementations of those classes.

To complement these iterative linear solvers, we have constructed a new direct linear solver object, and corresponding cuSparse module. This batchQR and SUNMatrix Vector implementation. The cuSparse module includes two versions of the sparse matrix-vector product operation. For matrices in the cuSPARSE CSR matrix format, we directly call NVIDIA’s cusparseSpMV routine to perform the multiply. However, for matrices stored in our custom low-storage format, we provide our own implementation of the low-storage matrix-vector product that leverages the block-diagonal structure and shared sparsity pattern.

As with the SUNDIALS-provided GPU vectors, the cuSPARSE matrix and linear solver implementations require that the data is coherent and accessible on the GPU as a one-dimensional array. A set of utility routines are provided to allocate both CSR and block-CSR matrices in device memory and to access the underlying data arrays for the nonzero entries in these matrices. These matrix and linear solver implementations may optionally be used with CUDA streams, so long as the same stream is provided to the vector, matrix, and linear solvers that will be used together. Additionally, more nuanced control over the kernel parameters is used when launching the CUDA kernels, as discussed in Section 4.

6. Using SUNDIALS on CPU+GPU Systems

In this section, we discuss how to properly use SUNDIALS on CPU+GPU systems. Interested readers and prospective users should refer to Chapter 6 of the CVODE documentation [10] for specific details.

When using SUNDIALS with GPUs, the integrator control logic is executed on the CPU, and, whenever SUNDIALS is in control of the program, simulation data resides in whatever memory space the vector or matrix object dictates. As such, the general structure of a user’s calling program in the GPU-accelerated use case is largely the same as in the CPU-only case; in fact, all of the calls to integrator (e.g., CVODE) functions are the same. Rather than using class implementations and providing user-defined functions targeting CPU hardware, the user should utilize GPU-enabled objects and define any user-supplied function to perform calculations on the device as much as possible. When compiling SUNDIALS with specific GPU features enabled, the produced libraries will have both the CPU and GPU symbols available. Therefore, it is possible to mix CPU objects with GPU objects, but this generally should be avoided for performance reasons expanded upon below. To summarize, for SUNDIALS simulations on CPU+GPU systems, a user should generally:

1. Compile SUNDIALS with GPU features enabled.
2. Utilize a GPU-enabled N_Vector implementation.
3. Utilize a GPU-enabled SUNNonlinearSolver implementation (if required by the time integrator).
4. Utilize a GPU-enabled SUNLinearSolver implementation (if required by the nonlinear solver or integrator).
5. Utilize a GPU-enabled SUNMatrix implementation (if using a matrix-based linear solver).
6. Supply user-defined callback functions that compute the necessary quantities using GPU acceleration. Examples

Here, all of the block matrices, $A_j$, are square and share the same sparsity pattern, as encountered in the submodel SUNDIALS use case described in Section 2 (evolving many small, independent systems within a larger application). This shared sparsity pattern is leveraged through storing only a single copy of the CSR integer indexing arrays for a generic block $A$, resulting in a significant memory savings when using a large number of blocks. Furthermore, since the sparsity pattern within the QR factorization may also be shared between blocks, this shared sparsity pattern is leveraged within the cuSOLVER library.

For matrix-vector product operations that occur within SUNDIALS, this SUNMatrix_cusparse module includes two versions of the sparse matrix-vector product operation. For matrices in the cuSPARSE CSR matrix format, we directly call NVIDIA’s cusparseSpMV routine to perform the multiply. However, for matrices stored in our custom low-storage format, we provide our own implementation of the low-storage matrix-vector product that leverages the block-diagonal structure and shared sparsity pattern.
of these functions include the ODE right-hand side function(s) or the DAE residual function, the Jacobian evaluation function, or the preconditioner setup and solve functions. These callbacks must be host functions, and can internally launch GPU kernels.

Two key considerations must be made when using SUNDIALS with GPUs: (1) the user must ensure data coherency between the CPU-host and GPU-device, and (2) for optimal performance it is critical to minimize data movement between the host and device. For this latter point, it is recommended to only access data in the device memory space (unless an atypical data partitioning is used) as much as possible. Ideally, data would reside in device memory for the entire duration of the simulation.

SUNDIALS integrators do not internally migrate data from one memory space to another, and the location of the data depends entirely on the N_Vector and, if applicable, SUNMatrix implementations that are utilized. With the SUNDIALS-provided GPU-enabled vectors and matrices, the data is kept resident in the GPU-device memory space. Thus, when control is passed from the user’s calling program to SUNDIALS, simulation data in vector or matrix objects must be up-to-date in the device memory space if using separate host and device memory (when using UVM, this requirement is handled by the underlying memory system). Similarly, when control is returned to the user, it should be assumed that any simulation data in vector and matrix objects are only up-to-date in the device memory space. To put it succinctly, it is the responsibility of the user’s calling program to manage data coherency between the host and device memory spaces unless unified virtual memory is being utilized. Furthermore, in order to achieve good performance, this means that users need to ensure that the callback functions...
they supply to the integrators only operate on simulation data in the device memory space otherwise excessive memory transfers will be required. In the case of hybrid data partitioning via the SUNDIALS ManyVector, or a custom NVector and SUN-Matrix implementation, the considerations are the same, but the details can be more complex. Generally, users just need to be aware that the vector and matrix objects determine where the data must reside and be updated.

In the submodel use case, additional parallelism can be obtained by grouping the small independent systems into multiple separate bundles that are integrated concurrently in different GPU streams by unique integrator instances. Since integrator function calls are blocking on the host execution thread, each integrator instance must be associated with a different host CPU thread and a corresponding GPU stream to enable concurrent execution. In this case, the user must also, in addition to the above considerations, ensure that (a) objects are assigned to the appropriate GPU stream so that synchronizations across streams do not occur and (b) the kernel execution policies are set appropriately such that different instances of the integrator may utilize the GPU resources simultaneously. Such a setup with CVODE is illustrated in Figure 5 where different CVODE instances are created by and associated with an OpenMP thread on the host. In a loop over multiple grid cells, groups of cells are assigned to a different OpenMP thread and the corresponding CVODE instance which utilizes GPU-enabled objects employing a particular GPU stream. The different CVODE instances are able to integrate their group of cells in parallel to the other CVODE instances and, once that work is complete, return to the pool of cells to integrate another group. This process continues until all the cells have been integrated forward in time.

7. Demonstration Problem

In this section, we present a demonstration problem that highlights many of the SUNDIALS features for GPUs. The example code is located in the file examples/arkode/CXX_parallel/Ark_Brusselator1D_Task_Local_nls.cpp distributed with SUNDIALS and can be downloaded from the SUNDIALS web page [19] or from GitHub [20]. The problem, a variation of the standard “brusselator” test problem from chemical kinetics, solves a one-dimensional advection-reaction system of partial differential equations given by

\[
\begin{align*}
\frac{\partial u}{\partial t} &= -c \frac{\partial u}{\partial x} + A - (w + 1)u + vu^2 \\
\frac{\partial v}{\partial t} &= -c \frac{\partial v}{\partial x} + wu - vu^2 \\
\frac{\partial w}{\partial t} &= -c \frac{\partial w}{\partial x} + \frac{B - w}{\varepsilon} - wu
\end{align*}
\]

where \( u, v, \) and \( w \) are the chemical concentrations, \( t \) is time, \( x \) is the spatial variable, \( c = 0.01 \) is the advection speed, \( A = 1 \) and \( B = 3.5 \) are the concentrations of chemical species that remain constant over space and time, and \( \varepsilon = 5 \times 10^{-6} \) is a parameter that varies the stiffness of the system. We solve the problem on the domain \( x \in [0, b] \) with periodic boundary conditions over the time interval \( t \in [0, t_f] \). The initial condition is

\[
\begin{align*}
    u(0, x) &= A + p(x) \\
    v(0, x) &= \frac{B}{A} + p(x) \\
    w(0, x) &= 3.0 + p(x) \\
    p(x) &= \sigma \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right).
\end{align*}
\]

where \( \sigma = 0.1, \mu = b/2, \) and \( \sigma = b/4. \) A first order upwind finite difference scheme is used to discretize the spatial derivatives on a uniform mesh with \( n_1 \) points that are distributed across \( n_p \) MPI tasks with \( n_d \) mesh points per task. As such, there are \( 3n_d \) ODEs per MPI task. The discretized system is evolved in time using an implicit-exlicit (IMEX) method from the ARKODE package in SUNDIALS in a way that falls under the full model use case described in Section 2. The advection terms are integrated explicitly and the stiff reaction terms are integrated implicitly. The state variables \( u, v, \) and \( w \) are organized into an MPIMplusX vector, and different GPU-enabled node-local vectors are used for evaluating performance.

Since the reactions are purely local to each mesh point, a custom SUNNonlinearSolver implementation that exploits this locality, and that requires no parallel communication, has been implemented specifically for this example. On each MPI task the custom solver employs a Newton iteration to solve the \( n_d \) implicit systems simultaneously. Each Newton iteration gives rise to a \( 3n_d \times 3n_d \) block-diagonal linear system that is solved by applying the inverse of each \( 3 \times 3 \) block matrix to the corresponding block vector. Since each block shares the same structure the operations needed to invert each block matrix are identical; thus, these operations are generated offline with a symbolic Gauss-Jordan method and then are embedded in the demonstration code [21]. Figure 6 illustrates the different code objects used in this configuration of the example. As noted in [9], in older versions of SUNDIALS users could not supply a custom nonlinear solver. As such, it would not have been possible to implement the task-local method described above. Therefore, the example code also has an option to solve all of the \( n_1 \) implicit systems together by employing the native SUNDIALS Newton SUNNonlinear and GMRES SUNLinearSolver with the problem-specific block linear solver method previously described serving as a preconditioner.

In the following subsection we therefore compare results using both of the nonlinear solver approaches above; these require different types of MPI communication and global synchronization. In both solvers, global reduction operations are required for assessing temporal error; these operations occur by CPU-to-CPU communication. Additionally, point-to-point communication is required for evaluating the explicit advection operator; when using a GPU vector this communication occurs directly between GPUs, otherwise the transfers occur between CPUs. For the task-local Newton solver, the only additional communication consists of CPU-to-CPU global reduction operations to assess the success or failure of the ensemble of task-local nonlinear solves; if any one solve fails then the
entire time step is recomputed using a smaller step size. For
the global Newton solver, global CPU-to-CPU reduction op-
erations are additionally required for each Newton iteration and
for all GMRES iterations therein however, no additional point-
to-point communications are required due to the task locality of
the stiff reaction terms.

For all configurations of the problem, RAJA is utilized to
write the problem-specific code, i.e. the code specific to the
demonstration problem similar to what a user would write when
employing SUNDIALS, not code internal to SUNDIALS. Some
examples of problem-specific code are the custom nonlinear
solver, the preconditioner, the advection operator, and the re-
action operator. Using RAJA for the problem-specific code
allows us to switch between different forms of on-node par-
allelism with minimal code duplication in the demonstration
problem; this approach is found in many large-scale applica-
tions targeting exascale machines. It is important to note that
using RAJA for the problem-specific code does not necessitate
using the RAJA node-local vector, as we will demonstrate in
the following sections.

7.1. Performance on Summit

To provide a robust look at the GPU performance of SUN-
DIALS, we now present a weak-scaling study using the 1D
advection-reaction problem described above. Nine different con-
figurations of the problem were run. We define a configuration
as a combination of a nonlinear solver option (task-local or
global) and a node-local vector: serial, CUDA, CUDA with uni-
fied virtual memory (CUDA-UVK), RAJA targeting CUDA,
and OpenMP with target offloading (OpenMPDEV). For brevity
we will refer to these configurations as solver+vector, e.g.
global+serial refers to the global nonlinear solver and the se-
erial node-local vector. All of the runs for this study were con-
ducted on the Summit supercomputer with the goal of maximiz-
ing the usage of the relevant computational resources on each
node. The same versions of XL, Spectrum MPI, CUDA, and
RAJA used for the vector tests in Section 4.2 were utilized for
this weak-scaling study. For configurations which utilize the
NVIDIA V100 GPUs, the problem is distributed so that there
is one MPI task per GPU, resulting in 6 MPI tasks per node.
This MPI partitioning results in primarily GPU-GPU commu-
nication over the NVIDIA NVLink interconnect, which has a
peak bandwidth of 50 GB/s [22]. The MPI-only configurations
use 40 MPI tasks per node, thus using 40 of the 42 available
CPU cores per node while maintaining the same n_{dl} for all MPI
tasks. With this MPI partitioning, most communications are
core–core and via shared-memory copies; the peak memory
bandwidth for these transfers is 170 GB/s [22]. All configu-
ration use a fixed spatial resolution b/n_x = 1.67 \times 10^{-3}, and
the domain size, b \in \{10, 40, 160, 640, 2560\}, is increased with
the number of MPI tasks to keep n_{dl} constant. The configu-
ration are run with the number of nodes \in \{1, 4, 16, 64, 256\},
thus \(n_x\) ranges from \(6 \times 10^3\) to \(1.536 \times 10^4\), i.e. \(n_{dl} = 10^5\) for the
GPU-enabled configurations and \(n_{dl} = 1.5 \times 10^4\) for the MPI-
only configurations. The simulations with the task-local solver
are run to \(t_f = 10.0\) while the global configurations are run to
\(t_f = 3.0\) since they take significantly longer. Every configu-
rations is run 25 times, and the timing results are averaged.

Figures 7 and 8 plot the weak-scaling results for all of the
configurations. When using the same nonlinear solver, the runs
using the CUDA node-local vector are the fastest, besting the
runs using the RAJA vector and OpenMPDEV vector. The per-
formance difference between the CUDA and RAJA vectors is
more significant than in the vector tests discussed in Section
4.2; this is largely due to the fact that the demonstration prob-
lem is reliant on a small subset of the vector operations, e.g.
N_VLinearSum and N_VScale, where the performance differ-
ence is larger than the mean over all operations presented above.
Figure 6: An illustration of the objects utilized in the 1D advection-reaction demonstration code. In this case the example utilizes the CUDA N_Vector implementation as the node-local vector which is wrapped by the MPIPlusX N_Vector (left/light green box). The user code provides a problem-specific implementation of the nonlinear solver class (center/red box) leveraging several the SUNDIALS Newton solver to solve the task-local nonlinear systems. A custom linear solver method is embedded in the TaskLocalLSolve routine.

Figure 7: Weak scaling of the 1D advection-reaction problem using the task-local nonlinear solver with the CUDA node-local vector with distinct host and device memory versus with unified virtual memory. The error bars represent the standard deviation of the MPI+CUDA execution times. Since we carefully manage data movement in the demonstration problem, the performance difference is always negligible (within one standard deviation).

Comparing the task-local+CUDA to the task-local+serial runs, the results show a speedup of 3.7x – 4.9x. That is, to solve the problem with the same number of spatial grid points and on the same domain, the task-local+CUDA configuration is 3.7x – 4.9x faster than the task-local+serial. Using this same definition of speedup, the global+CUDA configuration is 3.3x – 4.7x faster than the global+serial configuration. At the largest problem size, the task-local+serial configuration achieves only 60% parallel efficiency while the task-local+CUDA, task-local+RAJA, and task-local+OpenMPDEV achieve 79%, 83%, and 85% respectively. The global configurations generally scale less efficiently; at the largest problem size the global+serial achieves 43% parallel efficiency and the global+CUDA, global+RAJA, global+OpenMPDEV achieve 63%, 74%, and 75% efficiency respectively. In addition, the results also demonstrate that the performance difference between runs that use UVM and those that do not (see Figure 7) are within the standard deviation of the measured execution times with the CUDA vector and no UVM. As such, the performance difference can be considered to be negligible.

To provide a better understanding of where the execution time is spent and where speedup is obtained we compare (see Figure 9) the timing of four different code regions for the task-local+CUDA configuration and task-local+serial configuration. The explicit advection operator category includes the time spent communicating values at process boundaries and the finite difference stencil computations. The implicit reaction operator includes the computation time only, since there is no communication required. The linear solve category includes computing the Jacobian, setting up the linear system, and then solving it. Finally, the other category includes everything else. Specifically “other” includes core integrator functionality such as computing and controlling errors, and the nonlinear solve excluding the linear solve phase — all of which involve vector operations (streaming and reduction).

Summarizing, our weak-scaling study on Summit shows the importance of SUNDIALS algorithmic flexibility as it allows us to employ the much faster and more scalable task-local nonlinear solver. Moreover, these experiments demonstrate the low overhead of the additional infrastructure SUNDIALS required for flexibility and GPU-enabled computing as well as the significant performance benefit of using the GPU-enabled features of SUNDIALS.
7.2. Performance on Frontier EAS

In addition to the above weak-scaling study conducted on Summit, we also execute tests on the Tulip early access system (EAS) for the upcoming Frontier exascale supercomputer. We again utilize the 1D advection-reaction problem, but only two configurations are tested: the task-local nonlinear solver with the CUDA vector and the HIP vector. Simulations are run to \( t_f = 10.0 \), with \( n_x \in \{10^3, 10^5, 10^7\} \), \( b \in \{10, 100, 1000\} \), and only one MPI task is employed. The CUDA vector configuration targets a NVIDIA V100 GPU while the HIP vector targets either an AMD MI60 or MI100 GPU.

Figure 10 shows the results from these tests. The task-local+CUDA configuration is the fastest for the smallest problem size \( (n_x = 10^3) \), but the task-local+HIP targeting the AMD MI100 is 10% faster than the task-local+CUDA for the largest problem size \( (n_x = 10^7) \). As demonstrated in the Summit weak-scaling study, the bulk of the execution time is spent inside of the “other” category, i.e. mostly vector operations. The SUNDIALS vector operations accounting for most of the runtime for this particular problem are memory-bound; thus, the aforementioned performance can be explained by examining both the theoretical memory bandwidth of the different GPU devices and the achieved memory bandwidth. Profiling of the demonstration problem shows that the N\(_{\text{VLinearSum}}\) operation is the most costly integrator operation in terms of cumulative execution time, thus in Table 1 we list the mean achieved memory bandwidth of N\(_{\text{VLinearSum}}\) (obtained by taking the averaged achieved bandwidth of each call to the operation). The data in this table contextualizes the behavior of the execution time – for the smallest problem size (when the V100 run is fastest) the achieved memory bandwidth is much higher with the V100 GPU and the CUDA vector, but for the largest problem size
8. Conclusions

SUNDIALS follows an object-oriented design that allows extreme flexibility with respect to the underlying data structures and algebraic solvers; in this work we leverage this design to enable efficient GPU-based simulations within the SUNDIALS time integrators. Specifically, we target two main GPU use cases, (1) the full model case where the time integrator evolves the full application model in time, and (2) the submodel case where a SUNDIALS time integrator evolves many, small, independent systems within a larger application. To facilitate these use cases, SUNDIALS needed to be equipped with vector data structures to support several GPU programming models. In addition, the SUNDIALS implicit time integrators further need GPU-enabled algebraic solvers, both iterative and direct. To these ends, we developed new vector structures based on CUDA, HIP, RAJA (with a CUDA backend), and OpenMP with device offloading, as well as an MPI+X hybrid structure that utilizes MPI for distributed memory parallelism along with node-level acceleration for GPU programming models. With these GPU-enabled vectors in place, the SUNDIALS iterative algebraic solvers, such as Krylov methods for linear systems and Newton methods for nonlinear systems, as needed in the full model use case, were immediately able to run with GPUs. Motivated by the submodel use case, we further enabled CUDA-based direct linear solvers, through construction of a SUNDIALS matrix structure that supports both CSR and block-CSR formats, as well as accelerator-level matrix access and arithmetic operations. This matrix infrastructure will easily support solvers based on other GPU programming models, including HIP and DPC++, as linear solvers based on those models become more available.

In addition, we added a set of utilities to allow easy tuning of GPU kernels and use of application-based memory management infrastructures underneath the SUNDIALS-provided data structures and solvers. These utilities provide a minimal common interface that the native SUNDIALS structures can leverage to maximize code reuse within SUNDIALS and flexibility for users.

Results given above indicate that the overhead of using the MPI+X vector structure is generally negligible. An examination of our node-local vectors (minus HIP) both in isolated tests and in a weak-scaling study of an advection-reaction problem on Summit, showed that the CUDA vector performed the best out of the SUNDIALS CUDA-enabled node-local vectors. Results from the advection-reaction problem also showed 3.3x-4.9x speedup using MPI+CUDA over MPI+Serial depending on the nonlinear solver used. In tests on the Tulip early access system for Frontier, the HIP vector targeting the AMD MI100 GPUs provided a 10% performance benefit for the largest problem size over the CUDA vector targeting NVIDIA V100 GPUs largely due to the greater memory bandwidth.

These results show that the additions we have made to the SUNDIALS suite to support GPUs, including the new MPI+X vector infrastructure and flexibility for new algebraic solver classes, have little performance overhead and allow the suite to exploit GPUs for significant performance benefit. Future work will expand on these capabilities through inclusion of DPC++ based vectors to target Intel GPUs as well as HIP and DPC++ compatible direct solvers.

Finally, we part with some broader observations based on our personal experiences developing GPU support for SUNDIALS. First, our work suggests that targeting GPUs directly through the vendor specific programming models and languages typically results in better performance at this time. While better performance is excellent, we have also demonstrated that current performance portable GPU programming models (RAJA and OpenMP offloading) can still provide significant speedup compared to using the CPU exclusively. Performance portable GPU programming models also offer sustainability benefits, including a lower maintenance burden and reduced reliance on developers knowing vendor specific language details. Furthermore, based on our demonstration problem, it seems that a combination of a performance portability layer and vendor specific code could offer the best of both approaches to GPU programming. We advise that other software developers enabling GPU
computing in mathematical libraries consider the effort required to implement and support multiple programming models in the context of their projects and weigh the trade-offs of portability against achieving the best possible performance.
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