Migration Traps as the Root Cause of the Kepler Dichotomy
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Abstract

It is often assumed that the “Kepler dichotomy”—the apparent excess of planetary systems with a single detected transiting planet in the Kepler catalog—reflects an intrinsic bimodality in the mutual inclinations of planetary orbits. After conducting 600 simulations of planet formation followed by simulated Kepler observations, we instead propose that the apparent dichotomy reflects a divergence in the amount of migration and the separation of planetary semimajor axes into distinct “clusters.” We find that our simulated high-mass systems migrate rapidly, bringing more planets into orbital periods of less than 200 days. The outer planets are often caught in a migration trap—a range of planet masses and locations in which a dominant corotation torque prevents inward migration—which splits the system into two clusters. If clusters are sufficiently separated, the inner cluster remains dynamically cold, leading to low mutual inclinations and a higher probability of detecting multiple transiting planets. Conversely, our simulated low-mass systems typically bring fewer planets within 200 days, forming a single cluster that quickly becomes dynamically unstable, leading to collisions and high mutual inclinations. We propose an alternative explanation for the apparent Kepler dichotomy in which migration traps during formation lead to fewer planets within the Kepler detection window, and where mutual inclinations play only a secondary role. If our scenario is correct, then Kepler’s Systems with Tightly packed Inner Planets are a sample of planets that escaped capture by corotation traps, and their sizes may be a valuable probe into the structure of protoplanetary disks.

Unified Astronomy Thesaurus concepts: Planet formation (1241); Planetary system formation (1257); Protoplanetary disks (1300); Dynamical evolution (421); Exoplanet migration (2205)

1. Introduction

NASA’s Kepler mission has revolutionized exoplanet science with the discovery of thousands of super-Earth-size planets in close-in orbits around their host stars (Borucki et al. 2010; Batalha et al. 2013). One of the most interesting puzzles arising from Kepler data is the apparent excess of single-transiting systems, known as the Kepler dichotomy, relative to what might be expected based on the number of systems with multiple transiting planets detected. Briefly, several models for the population of planetary systems that reproduce key properties of the multiple transiting systems predict fewer systems with a single detected transiting planet than observed (Lissauer et al. 2011; Johansen et al. 2012; Fabrycky et al. 2014; Ballard & Johnson 2016; Mulders et al. 2018; He et al. 2019).

One early model for the Kepler dichotomy was a literal excess in the number of systems with a single planet within the range of orbital periods and sizes detectable by Kepler. He et al. (2019) rejected this model by simultaneously modeling the number of planets detected, the transit observables that probe system architectures, and the Kepler detecting and vetting efficiency. They showed that after setting aside the fraction of stars needed to explain the multiple transiting planet systems, there were not enough stars remaining to explain the Kepler dichotomy—even if 100% of the remaining stars were assigned a single planet.

Perhaps the most commonly proposed explanation for the Kepler dichotomy has been that the systems with a single detected planet—the “Kepler singles”—are a distinct population of dynamically hot multiplanet systems with high mutual inclinations such that very few viewing angles allow for multiple transiting planets. For example, Moriarty & Ballard (2016) have sought to reproduce the Kepler dichotomy by invoking a bimodal distribution of mutual inclinations so that planetary systems belong to either a dynamically hot or dynamically cold population. This could be caused by spin-orbit misalignment, where stellar rotation exerts a torque on misaligned planetary orbits, exciting mutual inclinations between planets and sometimes causing planets to become dynamically unstable (Spalding & Batygin 2016). Similarly, others have proposed that a bifurcation of formation pathways in which some planetary systems experience dynamical instabilities and some do not could also explain the Kepler dichotomy (Johansen et al. 2012; Izidoro et al. 2017, 2021). This is consistent with evidence that single transiting planets generally have higher eccentricities than observed multiplanet systems (Van Eylen et al. 2019; He et al. 2020). Both proposals postulate that the observed dichotomy is caused by an inherent divergence in the formation history of planetary systems, leading to distinct differences in system architectures and especially mutual orbital inclinations.
It has also been proposed that the Kepler dichotomy is merely an artifact from the Kepler detection pipeline; Zink et al. (2019) inferred this by using Kepler field stars with artificially injected planet signals, as the pipeline experiences a significant loss in transit detection efficiency after the first transit (with the strongest signal) has been detected. However, their model for the detection efficiency shows that variations with multiplicity are only significant for planets near the threshold of detection. Since most planets detected by Kepler are well above the detection threshold, the Zink et al. (2019) results may be due to a combination of their detection efficiency model and their model for the distribution of planetary systems.

Others have explored the idea that Kepler singles descended from Systems with Tightly packed Inner Planets (STIPs) that destabilized over billions of years, consolidating or destroying the system and leaving few or no surviving planets (e.g., Pu & Wu 2015; Volk & Gladman 2015). While there is a rich literature of further possible explanations for the apparent Kepler dichotomy, such as a flat inner disk (Bovaird & Lineweaver 2017), most literature on the Kepler dichotomy relies on the fact that planetary systems with high mutual inclinations are more likely to be identified as single-planet systems (e.g., Moritarty & Ballard 2016; Lai & Pu 2017; He et al. 2019; Mulders et al. 2019; He et al. 2020; Mulders et al. 2020; Millholland et al. 2021). This work explores other factors that may contribute to the apparent Kepler dichotomy.

1.1. Planet Formation

In this study we generate a population of planetary systems using a modern planet formation model, so as to explore factors that may contribute to the apparent Kepler dichotomy. This section provides a succinct overview of key processes included in our model. Planet formation begins with small solid particles embedded in a gaseous protoplanetary disk around a young star. Gas turbulence leads to collisions between particles (Weidenschilling 1977) which, depending on the collision speed and material strength, can result in coagulation or fragmentation of these dust grains (Güttler et al. 2010; Zsom et al. 2010; Blum 2018). The solids likely overcome the fragmentation barrier via a hydrodynamic process—the streaming instability—which concentrates solids into dense filaments that undergo gravitational collapse (e.g., Youdin & Goodman 2005; Johansen et al. 2007; Bai & Stone 2010; Carrera et al. 2015; Yang et al. 2017; Nesvorny et al. 2019), resulting in the formation of 1–100 km bodies called planetesimals. Planetesimals then collide and grow, first through runaway growth (Greenberg et al. 1978; Wetherill & Stewart 1989; Kokubo & Ida 1996), followed by slower oligarchic growth (e.g., Kokubo & Ida 2000; Thommes et al. 2003; Chambers 2006). These processes may also be aided by the aerodynamically enhanced capture of pebbles from the disk (Lambrechts & Johansen 2012; Levison et al. 2015). Once a planet reaches roughly the size of Mars, it can alter the nearby structure of the disk: Lindblad resonances cause a spiral-like overdensity near the planet, trapping some gas in horseshoe orbits near the planet (Goldreich & Tremaine 1979). This structure induces a torque on the planet, which causes the planet to experience Type I migration. Typically the Lindblad torque is dominant and negative, leading to inward planet migration. It is expected that most observed close-in planets with significant gas envelopes experienced inward migration before arriving at their final orbital location (Inamdar & Schlichting 2015). However, for a roughly Earth-size planet the (positive) corotation torque can significantly slow down migration or even reverse its direction (Papaloizou & Larwood 2000; Paardekooper et al. 2010, 2011).

As planets migrate they experience dampening of orbital eccentricity and inclination (Tanaka & Ward 2004). Planets can also be captured into long chains of mutual mean motion resonances (e.g., Cresswell & Nelson 2006; Terquem & Papaloizou 2007; Cresswell & Nelson 2008). While a lone planet would stop migrating once it reaches the inner edge of the disk, a resonant chain will continue to push the planet inward as long as the outer planets in the chain experience sufficiently strong torques. The result is that resonant chains can push multiple planets well past the inner edge of the protoplanetary disk (Brasser et al. 2018; Carrera et al. 2019).

1.2. Dynamical Stability

Previous studies have suggested that the Kepler dichotomy may be connected to dynamical stability. We say that a planetary system is Hill stable if planet orbits never cross. Gravitational interactions between closely spaced planets often cause sudden changes in orbital elements and rapid chaotic evolution that inevitably leads to planet ejections and/or collisions (e.g., Chambers et al. 1996; Rasio & Ford 1996; Chatterjee et al. 2008; Jurić & Tremaine 2008). While the gas disk is still present, planets experience dampening of orbital eccentricities and inclinations (Papaloizou & Larwood 2000; Tanaka & Ward 2004), which help stabilize the system. However, once the gas dissipates, the system will often evolve chaotically and become dynamically unstable, beginning a new phase of collisions (Izidoro et al. 2017).

An intuitive way to think about dynamical stability is in terms of the total angular momentum deficit (AMD) of the system. Planets readily exchange angular momentum (and therefore AMD) through secular interactions. A system is said to be AMD unstable if there is enough AMD in the system to allow two orbits to either cross or enter a region of mean motion resonance overlap (Laskar & Petit 2017; Petit et al. 2017). Otherwise the system is said to be AMD stable. AMD stability is a conservative criterion—a system that is AMD stable is very likely to be Hill stable, but a system that is AMD unstable may be able to survive for several Gyr before experiencing orbit crossing. A good example is our own Solar System. The Solar System is AMD unstable because there is more than enough AMD in Jupiter’s orbit to make the orbits of the terrestrial planets cross. One can take a more nuanced view of stability and note that a planetary system that is AMD unstable in principle may survive for several Gyr if it is difficult to transfer AMD between planets. It is worth noting that some authors have shown that there is a small probability of Mercury one day colliding with the Sun or Venus (Batygin & Laughlin 2008). Later in this paper we will propose that when planet formation produces two distinct planet clusters with a large separation between them, the system is more likely to be stable than if all the planets form a single cluster. This can be understood in terms of the difficulty of transferring AMD from one planet cluster to another.
1.3. The Origin of System Architectures

Planet migration and dynamical instabilities are the underlying processes that shape the architectures of planetary systems. Therefore, simplistic simulations (i.e., those that ignore migration, traps, instabilities, etc.) may not give accurate predictions for the key architectural properties of planetary systems. Such properties include planet semimajor axes, orbital separations, inclinations, radii, and potentially other properties that affect the apparent transit multiplicities. In this work we use a sophisticated model for both planet formation and the observation biases of the Kepler mission. We use these simulations to investigate the relative contributions of different effects on the relative abundance of apparently single and multiple-planet systems.

Another key variable is the amount of solid mass available to form planets, both in terms of the total solid mass in the disk and the solid surface density in a given area of the disk. Other studies have shown that these factors can have a significant impact on the architecture of a final planetary system (Dawson et al. 2016; Moriarty & Ballard 2016; MacDonald et al. 2020, e.g.). We use simulations that vary both the total solid mass in the disk and the solid surface density profile to investigate the impact of different possible disks on the Kepler dichotomy.

The paper is organized as follows. In Section 2 we summarize our planet formation simulations and how we model detection biases of the Kepler mission. We present our results in Section 3. The implications of those results are discussed in Section 4, and we conclude in Section 5.

2. Methods

We use the same planet formation model as Carrera et al. (2019), but with different initial conditions. We use a modified version of the MERCURY N-body code’s hybrid integrator (Chambers 1999), adding a user-defined force that implements the Type I disk torques caused by a protoplanetary disk (Section 2.2). We model the disk as a one-dimensional steady-state accretion disk with alpha-viscosity $\nu = \alpha c_s H$ (Shakura & Sunyaev 1973), so that the accretion rate is given by

$$M_{\text{acc}} = 3 \pi \nu \Sigma = 3 \pi c_s H \Sigma \Omega.$$  

Here, $c_s = \sqrt{kT/\mu}$ is the isothermal sound speed, $k$ is the Boltzmann constant, $\mu$ is the mean molecular mass, $T$ is the disk temperature, $H = c_s / \Omega$ is the scale height, $\Omega$ is the Keplerian orbital frequency, and $\Sigma$ is the gas surface density. All of our simulations have a stellar mass of 1 $M_\odot$. We implement the disk temperature profile of Bitsch et al. (2015), following their prescription for the accretion rate

$$\log_{10} \left( \frac{M_{\text{acc}}}{M_\odot/\text{yr}} \right) = -8 - 1.4 \log_{10} \left( \frac{t_{\text{disk}} + 10^5 \text{yr}}{10^7 \text{yr}} \right)$$

with the nominal value $\alpha = 0.0054$. Together, these formulas fully define the disk structure (i.e., $T(r, t)$, $\Sigma(r, t)$, $H(r, t)$, etc.). All of our simulations begin when the disk is 1 Myr old. We allow the disk to evolve until $t_{\text{disk}} = 5$ Myr, at which point we hold $T(r)$ fixed and lower the disk mass exponentially from 5 to 5.1 Myr with an e-folding timescale of $10^4$ yr. At 5.1 Myr we remove the disk entirely and the run proceeds as a pure N-body simulation up to 100 Myr.

2.1. Experiment Setup

We run three sets of 200 simulations. Each simulation begins with 135, 155, or 229 embryos with masses of 0.05–0.20 $M_\oplus$ and dynamical separations of at most 3 mutual Hill radii,

$$\Delta_j = \frac{a_j + 1}{R_{JH}} \leq 3$$

$$R_{JH} = \left( \frac{2m_j}{3M_r} \right)^{1/3} a_j,$$  

where $m_j$ and $a_j$ are the mass and semimajor axis of the $j$th embryo. The exact masses and separations of the embryos are determined by a target surface density profile,

$$\Sigma_{\text{emb}} = \Sigma_0 \left( \frac{r}{1 \text{ au}} \right)^{-\gamma}.$$  

Each set of runs begins with a different choice of $\gamma$. As in Carrera et al. (2019), we assume that planetesimal formation occurs early and that planetesimals do not experience significant migration until they reach the size of planetary embryos, which is when our simulations begin. For that reason, in all our models the disk is in the order of $0.01 \Sigma_{\text{gas}}(r = 1 \text{ au})$ at $t_{\text{disk}} = 10^4$ yr. The innermost embryo is always placed at $a_1 = 1$ au and given an initial mass of $m_1 = 0.05 M_\oplus$. The next few embryos are placed at $\Delta = 3$, and given a mass of

$$m_{j+1} = \int_{a_j}^{a_{j+1}} 2\pi r \Sigma_{\text{emb}}(r) \, dr$$

$$a_{j+1} = a_j + 3R_{JH}.$$  

With each step the embryo mass increases slightly until it reaches $m_j = 0.2 M_\oplus$. At that point, we stop increasing the embryo mass and instead allow the embryos to be more closely spaced than $\Delta = 3$,

$$m_{j+1} = 0.2M_\oplus = \int_{a_j}^{a_{j+1}} 2\pi r \Sigma_{\text{emb}}(r) \, dr,$$  

and solve for $a_{j+1}$. This setup ensures the initial embryos are both small and closely spaced, so that our simulations model the final formation of isolation-mass bodies. We stop iterating when the $j$th embryo reaches $6$ au. Table 1 shows the $\gamma$ values that we selected for each model, along with the resulting total embryo mass $M_{\text{total}}$ and the initial number of embryos $N_{\text{emb}}$. We chose those parameters such that

1. Models A and B have the same $\Sigma_{\text{op}}$.
2. Models A and C have the same $\gamma$, and
3. Models B and C have the same mass between 1–6 au.

This allowed us to simultaneously test the effects of $\Sigma_{\text{op}}$, $\gamma$, and total solid mass.

We run 200 simulations of each model to obtain a statistically useful sample. In each iteration the embryos are given small but nonzero initial eccentricities ($e = 0.002$) and inclinations ($I = 0^\circ$–$10^\circ$). All other orbital elements ($\omega$, $\Omega$, $M$) are chosen uniformly randomly between $0^\circ$ and $360^\circ$.

Model A is based on the assumption that $\Sigma_{\text{emb}} \approx Z \Sigma_{\text{gas}}$, where $Z = 0.01$ is the disk metallicity, and that the initial planetesimals that gave rise to the embryos formed when the disk was very young. In the disk model of Bitsch et al. (2015), $\Sigma_{\text{gas}} \propto r^{-0.5}$ near 1 au, so we set $\gamma = 0.5$ as the power law for model A. To obtain models B and C we consider the possibility...
that radial drift of solids may steepen the solid surface density profile (e.g., Birnstiel et al. 2012), or that planetesimal formation may be less efficient or occurs less early or later than assumed in model A.

2.2. Disk Torques

Our planet formation model only produces sub-Neptune mass planets, which are not massive enough to form gaps or significantly alter the structure of the disk. As a result, we only need to consider Type I migration in our model. In Type I migration, the direction and magnitude of the planet’s migration are determined by a combination of the Lindblad and corotation torques,

$$\Gamma_{\text{total}} = \Gamma_L + \Gamma_C,$$

where $$\Gamma_L$$ is the Lindblad torque, and $$\Gamma_C$$ is the corotation torque. The Lindblad torque is caused by spiral density waves induced by Lindblad resonances; it is almost always negative (i.e., drives inward migration) and it is usually the dominant torque. The corotation torque is caused by gas in horseshoe orbits near the planet. As fluid elements execute the U-turns in the orbit they form a density gradient that gives the planet a positive torque. For an introduction, see Kley & Nelson (2012) and Armitage (2007).

The formulas implemented in our code were derived by numerous authors, including Papaloizou & Larwood (2000), Tanaka & Ward (2004), Cresswell & Nelson (2006), Cresswell & Nelson (2008), Paardekooper et al. (2010), Paardekooper et al. (2011), Coleman & Nelson (2014), Fendyke & Nelson (2014). Since the full set of formulas is long and some are fairly complex, we refer the reader to the appendix of Carrera et al. (2019), where they are described in full.

Here we simply note that the corotation torque has an interesting dependence on planet mass that can be seen in Figure 1. The figure shows how the disk torques vary with planet mass, semimajor axis, and disk age. The corotation torque is maximized when the libration period of the horseshoe is equal to the thermal diffusion timescale of the gas in the disk. As a result, there is a particular planet mass range where the corotation torque is strongest and exceeds the Lindblad torque to drive outward migration. For higher and lower masses, the corotation torque is smaller, and the Lindblad torque generally dominates. Therefore, it is possible for some planets to become caught in a migration trap while others continue to migrate inward, which would give rise to distinct planet clusters.

2.3. Observational Biases

For the purpose of understanding the results presented in this paper, it is particularly important to highlight the effect of the finite observation window. For any transit mission, the probability of detecting small planets decreases for long orbital periods due to the combination of geometric transit probability and decreased the number of transits occurring within the duration of the mission. Given the small number of such planets, as well as the increased difficulty in distinguishing planets from false positives for periods approaching 1 yr due to Kepler’s ~3.5 yr primary mission, this study focuses on planets with orbital periods of less than 200 days.

To simulate the detection biases of the Kepler mission, we take into account both the geometric transit probability and the detection efficiency of the Kepler pipeline. We use the following steps to obtain a simulated catalog of “observed” planets that may be directly compared to the Kepler catalog.

Step 1. For each model (Table 1) we perform 200 N-body simulations. Each simulation begins with the same set of initial (a, e, I), but all other orbital elements (Ω, ω, λ) are initialized randomly. Each planet is assigned a radius following the core radius model of Zeng et al. (2016), assuming a rocky planet with 30% iron.

Step 2. For each run, we “observe” the final simulated planetary system from 2000 different viewing angles distributed randomly across the sky. We select each viewing angle that results in at least one transiting planet.

Step 3. We use ExoplanetsSysSim\(^{6}\) (Hsu et al. 2019) to compute the detection probability of each planet, given that the planet transits. To compute the detection probability of each planet, we use the corresponding transit depth and the number of transits to compute the signal and draw the level of noise (due to a combination of photon noise, unmodeled instrumental variability, and stellar variability) based on drawing the properties of a random G star that was surveyed by Kepler (after applying the same cuts to filter for main-sequence dwarfs that are unlikely to be binary stars; see Hsu et al. 2019). The detection efficiency model uses the 1σ depth function and window function interpolated to the observed orbital period and transit duration. Planet detection probabilities for two sample G dwarfs are shown in Figure 2.

Step 4. We record the detection probability of each permutation of transiting planets. If an observation angle gives N transiting planets, we record all \(2^N - 1\) possible detection combinations and their respective probabilities.

To better understand how probabilities are recorded in Step 4, consider an example observation that results in \(N = 2\) transiting planets, called planets A and B. Let \(p_A\) and \(p_B\) be their respective detection probabilities. In this instance, we would record three possible transit events, shown in Table 2.

The number of possible transit events for a system with \(N\) transiting planets is given by \(2^N - 1\), and we record the probability of each possible event per observed system with at least one transiting planet.

This process results in a simulated catalog of observed planets that is weighted by the probability of detection averaged over all viewing angles. The resulting simulated catalogs accurately model the biases that sculpt the Kepler catalog so that comparisons between simulations and the Kepler catalog are meaningful.

---

Table 1

| Model | \(100 \frac{\Sigma_{\text{gas,0}}}{\Sigma_{\text{gas,0}}} \) | \(\gamma\) | \(M_{\text{total}}\) | \(N_{\text{emb}}\) |
|-------|----------------|--------|----------------|--------------|
| A     | 1.000          | 0.5    | 43.8 \(M_{\oplus}\) | 229          |
| B     | 1.000          | 1.0    | 24.1 \(M_{\oplus}\) | 135          |
| C     | 0.563          | 0.5    | 24.9 \(M_{\oplus}\) | 155          |

\(^{6}\) https://github.com/ExoJulia/ExoplanetsSysSim.jl
3. Results

3.1. Solid Mass as a Key Parameter

Models A, B, and C were designed to be able to test the effects of three parameters: $\Sigma_0$, $\gamma$, and $M_{\text{total}}$ (Table 1). Models B and C, which had the same total embryo mass but different $\Sigma_0$ and $\gamma$ values, produced nearly indistinguishable transit multiplicities, highlighting the importance of total solid mass as a key parameter for formation outcomes (which has also been highlighted in other studies, e.g., Dawson et al. 2016 and MacDonald et al. 2020). For the remainder of the paper we compare only models A and B to focus on the differences between high- and low-mass systems.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Event & $N_{\text{transits}}$ & Event Frequency \\
\hline
only A detected & 1 & $p_A(1-p_B)$ \\
only B detected & 1 & $p_B(1-p_A)$ \\
A&B detected & 2 & $p_A p_B$ \\
\hline
\end{tabular}
\caption{Transit Frequencies for a Hypothetical Two Planet System}
\end{table}

3.2. Migration Traps and Planet Clusters

Figure 3 shows the final periods of all the planetary systems formed in our simulations. We have sorted the systems by the period of the innermost planet and added horizontal lines from the inner planet to the outer. Note that in both the Kepler database and our simulations we exclude all planets beyond $t_{\text{disk}} = 5$ Myr.
200 days; at longer periods the occurrence rate is poorly characterized due to the reduced geometric transit probability, smaller number of transits during the Kepler mission, and increased concerns about contamination of Kepler’s planet candidate catalog (Hsu et al. 2019). However, all of the systems plotted in Figure 3 have additional planets beyond 200 days. We warn the reader that Figure 3 makes it appear that the innermost planet pair is more widely spaced than the other planet pairs in a given system. This is an optical illusion caused by sorting the systems by the period of the inner planet. We have verified that the period ratio distribution for the innermost pair and the second innermost pair are indistinguishable.

We characterize the occurrence of clustering in each model by examining whether a large gap exists in a given planetary system. We define the relative gap size in a system, $G_{\text{max}}/G_{\text{in,med}}$, as the largest period ratio in a system ($G_{\text{max}}$) divided by $G_{\text{in,med}}$, the median period ratio of all planets interior to and including the planets that define $G_{\text{max}}$. Systems with no clustering should have a relative gap size close to 1, while systems with a clearly defined inner and outer cluster will have a larger relative gap size. In order to compare clustering in each model, we select 1.5 as the gap ratio cutoff. Model A resulted in 64.5% of systems (129/200) with a maximum gap ratio greater than 1.5 (large gap, indicative of clustering), while model B only resulted in 18% of systems (36/200) having evidence of clustering. This is shown in Figure 4, which shows the location and size of gaps for systems in models A and B, excluding embryos that did not experience any collisions. Here, the maximum gap period is defined as the mean period of the two planets with the largest period ratio. The scatter plot shows that model A tends to form systems with larger relative gap sizes than model B, with most of the largest gaps centered around 200 days. The rightmost histogram shows the distribution of relative gap sizes in models A and B. Model A frequently forms systems with high relative gap sizes, indicative of a clear inner and outer cluster. Model B systems form distinct clusters less frequently, as shown by the strong peak in the histogram around a relative gap size of 1. The lack of clustering in model B systems is related to the observed dichotomy in transit multiplicities, as systems that do not form clusters are less likely to have multiple Kepler-detectable planets.

Model A simulations experience more disk migration due to the higher total mass, frequently pushing planets past the inner edge of the disk ($P \sim 10$ days). The lower-mass runs (model B), on the other hand, very rarely migrate that far. The top histogram in Figure 4 highlights the lack of short-period model B planets compared to model A. Model A exhibits a bimodal distribution of planet locations, with the lack of planets corresponding to the large gaps near 200 days. While model B also shows a bimodal distribution of planet locations, each peak is less well-defined compared to model A, and there are not a significant number of large gaps that correspond to this region. This indicates that the migration traps seen in the high-mass simulations (model A) frequently cause systems to form distinct inner and outer planet clusters. There is evidence of this clustering in observational data; Millholland et al. (2022) recently found that the “edge-of-the-multis,” the outer edge of Kepler’s STIPs, tends to occur around orbital periods of 100-300 days.

We find that the low-mass runs (model B) are less stable than our high-mass runs (model A), experiencing more collisions and producing systems with higher eccentricities and inclinations. At first this may appear to differ from a common rule of thumb that more massive systems are more likely to be dynamically excited (e.g., Chambers et al. 1996; Faber & Quillen 2007). However, this conventional wisdom is based on simulations that initialized planets on random initial orbits and do not consider the effects of migration and planet traps.

Figure 5 explains this result: the low-mass runs (model B; right column) typically form smaller planets that become caught in the migration trap produced by corotation torques. When this happens, the simulation typically produces a single cluster of planets that quickly becomes dynamically unstable. Our high-mass runs (model A; left column) frequently form several inner planets above the mass scale where corotation torques are effective, causing the inner planets to quickly migrate inward and split off from the outer planet, ultimately resulting in two distinct planet clusters that are largely dynamically isolated. When this happens, the outer planet cluster still becomes unstable, but the inner cluster often appears mostly unaffected by the dynamical havoc in the outer system.
The runs in Figure 5 are chosen to highlight the difference between the formation of one planet cluster versus two. However, the typical simulation results are as not clear cut. Figure 6 shows a representative sample of the planetary architectures typically produced by our two models. The general trend is that the high-mass model (model A; left column) (a) often, but not always, produces two distinct planet clusters with a visible gap between them; (b) produces approximately four planets within 200 days (versus ~2 for the low-mass model); and (c) is more likely to produce compact close-in dynamically cold systems. We speculate that close-in compact Kepler systems may be comprised of planetary systems that separate into two distinct dynamically isolated clusters.

3.3. No Dichotomy in System Architectures

Many authors have argued that the Kepler dichotomy points to inherent differences in system architectures in which the Kepler sample is composed of two exoplanet populations, one population that is dynamically hot and characterized by high mutual inclinations, and one population that is dynamically cold (Johansen et al. 2012; Moriarty & Ballard 2016; Izidoro et al. 2017). Some authors have estimated the sizes of these populations (Moriarty & Ballard 2016; Izidoro et al. 2017; He et al. 2019), and some have identified these supposed populations with dynamical instabilities (Johansen et al. 2012; Izidoro et al. 2017).

When we started this investigation, one of our primary goals was to better understand the nature of these “hot” and “cold” populations, taking into account the effect of Kepler detection biases as well as any correlations that arose from the planet formation process. However, we find that planet formation models do not seem to produce drastically different formation histories. Dynamical instabilities are not a simple on/off process; there is a smooth continuum of simulation outcomes from systems that experience virtually no dynamical excitation after the disk dissipates to those that have strong interactions, and everything in between.

The mutual orbital inclinations of the final planetary system have a substantial effect on the probability that a system is observed to have multiple transiting planets. While the final planetary systems have a range of mutual inclinations, we find no apparent bimodality in their mutual inclinations or formation histories. Figure 7 shows some of our attempts to search for any potential bimodality in the mutual inclination

![Figure 3. Overview of all the planetary systems formed in each of our models (Table 1). Each planet is shown as a circle proportional to the planet’s core radius, and each planetary system is shown in a different row. We only include planets with $P < 200$ days. For systems with at least two planets within 200 days we draw a horizontal line from the inner to the outer planets. Models B and C produce comparable sets of planetary systems with similar transit multiplicities, while model A differs significantly, highlighting the impact of total solid mass on formation outcomes.](image-url)
The left plots show the distribution of median mutual inclination for each system in models A and B. In both cases, the histogram shows a wide distribution of outcomes with only one peak. While models A and B clearly have their peaks at different places, the distribution of median inclinations is sufficiently broad that the combined model does not end up having two peaks, but instead the combination effectively has a single peak somewhere in the middle. Though not shown, we also looked for bimodalities in the minimum and maximum inclinations and other architectural features.

Finally, we considered the possibility for a dichotomy in the classification of systems as single or multiple transiting systems, even in the absence of a bimodality in the inclination distribution. Indeed, we did find evidence of a dichotomy in the probability of Kepler detecting a single transiting planet, with model B systems being much more likely to be identified as a single transiting system than model A systems. This is related to the dichotomous relative gap distribution in models A and B, where model B gap sizes are indicative of the infrequent formation of inner clusters with multiple Kepler-detectable planets compared to model A (see the rightmost histogram in Figure 4). Note that the distribution of relative gap sizes is not equivalent to “the Kepler dichotomy” (as used in the literature), but the relative gap sizes of systems generated from a mixture of models A and B could be considered dichotomous because the resulting distribution is best described by two distinct populations, i.e., systems that form a compact inner cluster reminiscent of Kepler STIPs and systems that do not. The right
Figure 5. Snapshots from a sample run from both our high-mass model A (left) and low-mass model B (right). Planetary embryos are shown as circles with size proportional to their rocky core radius. The vertical line, at 200 days, roughly matches Kepler’s completeness limit. Between 3 and 4 Myr, the high-mass model (left) sees rapid growth that takes the inner embryos above the migration trap (black curve). Freed from the trap, the inner embryos migrate quickly and become dynamically separated from the outer embryos. This helps the inner planets remain dynamically colder after the disk phase. In the low-mass model (right), all embryos remain together and form a single dynamically hot cluster. See Figure 6 for typical outcomes.
panels of Figure 7 show histograms of the probability that a planetary system will be classified as a single transit. There is a large excess of systems with \( \text{Prob}(1t) \approx 1 \). In the “A+B” plot, 60% of the peak is caused by two-planet systems with a mutual inclination above 5°8 (median around 12°6), a further 33.7% are systems with only one planet within 200 days, and the remaining 6.3% comes from 11 three-planet systems with more complex orbital configurations. Note that the mutual inclinations of these two-planet systems are not exceptionally high compared to the overall distribution. However, in combination with a low inherent planet multiplicity, they seem to drive a peak in single-transiting detections.

3.4. The Cause of the Kepler Dichotomy

We compare our transit multiplicities of models A and B to a sample of Kepler planets. The sample contains Kepler planet candidates with disposition scores >0.5, radii of 1–3 \( R_{\oplus} \), and periods <200 days around G dwarf stars (i.e., 5300 K < \( T_{\text{eff}} \) < 6000 K). We find that the low-mass model (model B) produces a greater excess of systems with only one
transiting planet (i.e., an exaggerated Kepler dichotomy) than model A or observed in the Kepler sample. A roughly equal mix of models A and B closely mimics the relative frequencies of systems with one, two, and three or more planets detected by Kepler. More specific values for observed occurrences of single-transiting (1t), double-transiting (2t), or three-or-more-transiting (3+t) systems are shown in Table 3.

In this section we take a deeper look at which planetary system properties are most responsible for the fraction of single-transiting systems. To do this, we conduct a series of thought experiments, which we summarize in Figure 8. The figure shows the distribution of transit multiplicities in models A and B (columns labeled “A” and “B”, respectively), as well as for the four thought experiments:

Experiment A₁—Effects of Detection Probability. We took the simulation results of model A, multiplied all the planet masses by half, recomputed the planet radii, and then simulated Kepler observations. Smaller planets have a lower transit depth, and thus a lower detection probability. But there is a subtle effect here: when the probability of planet detection decreases, a higher percentage of detected systems will appear to be single-planet systems. To understand this, consider a toy model where all planetary systems have two planets with identical detection probability $p$. The probability of detecting two planets is $p^2$ and the probability of detecting exactly one planet is $2p(1 - p)$. Therefore, the apparent ratio of 1t to 2t systems is $2(1 - p)/p$, and as $p$ decreases, that ratio increases.

Experiment A₁ is a rough way to estimate the size of this effect.

Experiment B₁—Effects of Migration. We took the simulated systems from model B and multiplied their orbital periods by 0.21 in order to bring the median period of the innermost planet ($P_{i1}$) in line with that of model A, before simulating Kepler observations. We can think of this experiment as a rough indicator of the effect of overall migration. Greater planet migration brings more planets into the Kepler detection window (red line of Figure 5). In addition, close-in planets have a higher transit probability and more transits, further increasing their probability of detection.

Experiment B₂—Effects of True Number of Planets. We took the systems from B₁ and multiplied all planet–planet separations (i.e., $\Delta a = a_{i1} - a_i$) by 0.55 (while keeping $a_1$ constant) to make the total number of planets within 200 days match the value for model A. Since Kepler’s completeness is small for orbital periods greater than

| Table 3 | Effect of Nodal Alignment in Transit Multiplicities |
|---------|-----------------------------------------------|
| Sample  | Randomized Nodes | 1t | 2t | 3+t |
| Model A | No              | 65.4% | 22.1% | 12.5% |
| Model A | Yes             | 67.0% | 23.0% | 10.0% |
| Model B | No              | 90.9% | 5.0% | 4.1% |
| Model B | Yes             | 92.3% | 4.1% | 3.6% |
| Kepler  | N/A             | 80.47% | 14.12% | 5.41% |

Note. The second and fourth rows are the result of randomizing the arguments of ascending nodes before performing simulated Kepler observations. The columns labeled “1t,” “2t,” and “3+t” show the fraction of observations that reveal one, two, or three-or-more transiting planets. Figures for the Kepler sample are also included for comparison.
200 days, this experiment approximates how much the intrinsic number of planets in a system impacts the observed transit multiplicity. 

Experiment $B_3$—Effects of Mutual Inclinations. We took the systems from $B_2$ and multiplied all inclinations by 0.53 to make the mean mutual inclination match that of model A. Previous work on the Kepler dichotomy has often focused on inclinations (e.g., Moriarty & Ballard 2016) because planetary systems with high mutual inclinations are more likely to be observed as having only one transiting planet. This experiment estimates the effect of mutual inclinations on observed transit multiplicity.

We emphasize that these thought experiments are only meant to quantify the importance of these effects, which have previously been largely neglected in studies of the Kepler dichotomy, rather than fitting a specific planet formation model. Figure 8 shows that these four effects (period of innermost planet, number of planets in the system with period <200 days, mutual inclinations, and planet sizes) explain nearly all of the difference in the distribution of transit multiplicities between the two models presented here. Figure 8 allows us to quantify how much each variable contributes to the difference in 1t frequency between models A and B. To do this, we take the 1t frequency of each thought experiment model (i.e., the height of the corresponding 1t bar in Figure 8), subtract it from the 1t frequency of either model A or B, and divide by the difference in 1t frequency of models A and B. This yields a percent difference in 1t frequency corresponding to the factors isolated by each of the thought experiments. Because models $B_2$ and $B_3$ are built on models $B_1$ and $B_2$, respectively, we also subtract the contributions from the base models when calculating these percentages. This results in the following contributions to the difference in 1t frequency:

1. $18.4 \pm 1.7\%$ is probably due to planet sizes
2. $32.2 \pm 2.5\%$ is probably due to inclinations
3. $43.9 \pm 4.2\%$ is due to the number of planets in the system
   (a) $19.7 \pm 1.8\%$ is due to planet separations
   (b) $24.2 \pm 2.4\%$ is due to overall periods
4. $5.5 \pm 5.8\%$ is unaccounted for (but see Section 3.5)

Uncertainties on these values and the values shown in Figure 8 were computed by bootstrap resampling our catalog of simulated planetary systems, drawing 200 systems with replacement. We took 10,000 resampled catalogs and recomputed transit frequencies for each. The error bars indicate values falling into the central 50% of the 10,000 resampled catalogs.

We emphasize that these results suggest that mutual orbital inclinations are not the primary driver of the Kepler dichotomy, at least not for our simulated planetary systems. The excess of 1t systems is the result of multiple correlated properties of planetary systems, where inclinations are but one component. The most important variable that determines the number of 1t systems in our simulations is simply the number of planets within Kepler’s detection window; this effect is responsible for nearly half of the difference between our two models. Mutual inclinations play a significant, but secondary role. Finally, there is a modest but clearly detectable effect of small-planet systems being more likely to be interpreted as 1t systems.

However, the small-planet selection effect is not strictly about planet size—anything that makes planets difficult to detect, such as stellar noise, will increase the magnitude of the Kepler dichotomy. We have verified that the fraction of planetary systems detected by Kepler with only one planet detected increases for Kepler targets with a higher level of stellar noise, as measured by the 4.5 hr CDPP (Figure 9). This pattern holds regardless of whether we use our Kepler sample (i.e., $1–3 \ R_\odot$ and $T < 200$ days around stars with $5300 \ K < T_{\text{eff}} < 6000 \ K$) or a more carefully selected sample of FGK stars that were selected based on Gaia data likely to be
main-sequence G stars without significant binary contamination (see Section 3.1 of Hsu et al. 2019). The pattern is also robust to the planet size range included in the sample (we tested size cutoffs at 2, 2.5, 3, 4, and 5 $R_\oplus$). This demonstrates that in order to discern whether patterns are intrinsic properties of the distribution of planetary systems or purely the result of selection effects, it is important to couple formation models with a detailed model for planet detection and vetting efficiency.

As an aside, the 6.37% of the difference that we could not account for corresponds to 1.6% of the “observed” systems. We do not think that this difference is just statistical noise since our 200,000 observations per model should be able to detect selection effects much smaller than 1%. It is more likely that the handful of variables we have explored in this section do not cover all of the differences in the formation of a low-mass and high-mass planetary system. Incidentally, this 1.6% effect is comparable to the effect of nodal alignment that we discuss in Section 3.5.

### 3.5. Even Unstable Systems Show Nodal Alignment

For a planetary system with high or even moderate mutual inclinations, the only way to detect two planets is to observe the system along an angle near the line where two orbital planes meet. The only way to detect three or more planets is if the ascending nodes of the planetary orbits are aligned such that multiple orbital planes intersect near the same region in space. Therefore, the observed sample multiple-planet systems are expected to show significant nodal alignment, even if the intrinsic distribution of ascending nodes is independent. In other words, the very act of selecting systems with multiple transit preferentially selects systems with aligned nodes. Most previous studies of multiple-planet statistics have assumed that the ascending nodes of planets within a system are independent of each other. Over the course of this investigation, we considered the possibility that the intrinsic population of planetary systems might include planets with correlated ascending nodes and that this could play a role in the apparent Kepler dichotomy. We found five interesting results:

1. All planetary systems typically form with some amount of clustering of the ascending nodes. Even major dynamical instabilities with many collisions and drastic increases in eccentricities and inclinations seem to retain some degree of nodal alignment—that is to say, the planet formation process results in nonuniformly distributed ascending nodes.

2. Planetary systems, in both models, where the probability of detecting three or more planets is greater than the probability of detecting exactly two do show significantly more clustering of ascending nodes than the other planetary systems.

3. The nodal alignments seen arising from our planet formation simulations have only a modest effect on the number of systems observed to have a single transiting planet.

4. The nodal alignments that arise from our planet formation simulations appear to have a potentially significant effect on the relative frequency of many-planet systems observed in transit (14%–25% for systems with three or more transiting planets). If this apparent trend extends to higher multiplicities, the effects of nodal alignment may be substantial for high-multiplicity systems.

5. The amount of nodal alignment does not seem to be a distinguishing feature between our high-mass and low-mass models. It does not contribute to explaining why the low-mass model produced more 1t systems than the high-mass model.

Some of these results can be gleaned from Figure 10. The figure shows the inclination and ascending node of every planet within 200 days. We exclude simulations with fewer than three planets within 200 days because it does not make sense to talk about nodal alignment for a two-planet system. The 200-day cutoff removes most simulations from model B, but it is important to focus our analysis to the group of planets that are actually within Kepler’s detection window. The inclination is computed relative to the invariant plane. For the ascending node, we use $\Delta \Omega = \Omega - \bar{\Omega}$ where $\bar{\Omega}$ is the average of all ascending nodes within one system. In other words, if the ascending nodes are aligned, $\Delta \Omega$ values will be clustered near the $\Delta \Omega = 0^\circ$ line.

All plots in Figure 10 show some degree of clustering toward $\Delta \Omega = 0^\circ$, indicating nodal alignment. We find that, as expected, systems where the probability of detecting three or more transiting planets (“Pr(3 + t)”) is greater than the probability of detecting exactly two transiting planets (“Pr(2t)”) show a higher degree of nodal alignment than the other systems.

Finally, we conducted one final thought experiment: We randomized the ascending nodes of all the planets in both models and performed a new set of simulated Kepler observations. Eliminating nodal alignment slightly increased the percentage of 1t systems by about 1.5% points in both models, and slightly increased the percentage of 2t systems by 0.9 percentage points in both models (see Table 2). However, the fractional change in the number of 3t+ systems was more significant; eliminating nodal alignment actually decreased the percentage of three-or-more transiting systems by 2.5% and 0.5% for models A and B, respectively. If planetary systems...

---

**Figure 9.** The occurrence of 1t systems as a function of stellar noise (obtained by the 4.5 hr CDPP) for a sample of Kepler planet candidates with radii of 1–3 $R_\oplus$ and periods <200 days around G dwarf stars. Error bars are shown assuming a binomial distribution. The noisiest stars tend to have larger fractions of 1t systems, effectively increasing the magnitude of the Kepler dichotomy. We have verified that this trend is robust to the choice of planet radii included, especially for the noisiest 20% of stars.
indeed form with some amount of nodal alignment, as in our simulations, then that alignment will increase the frequency of multiple-planet systems.

### 4. Discussion

#### 4.1. Implications for Statistical Models

Most statistical models of planetary systems treat orbital parameters and planet masses as largely independent variables (e.g., He et al. 2019) draw the parameters independently and reject those that are likely to be unstable). Our work shows that during the formation process, these parameters may become correlated in ways that impact key observables like the number of transiting planets and their period ratios.

1. First, much of the correlation between orbital separations and eccentricity is probably well captured by a simple stability test that requires that orbits do not cross (e.g., Hsu et al. 2019) or forces a minimum separation between the apastron of one orbit and the periastron of the next (e.g., He et al. 2019)

\[
a_2(1 - e_2) - a_1(1 + e_1) > \Delta_{\text{crit}}/R_{\text{Hill}}
\]

2. The correlation between eccentricity and mutual inclination requires a more sophisticated notion of dynamical stability. A good strategy adopted by He et al. (2020) is to determine the maximum amount of angular momentum deficit (AMD) that allows for secular stability (Laskar & Petit 2017) and assume some form of AMD equipartition of energy between epicyclic motion in the vertical and radial directions that sets the orbital inclinations and eccentricities. He et al. (2020) have shown that this strategy naturally reproduces many observed features of the Kepler sample.

3. We are not aware of any statistical model that captures the correlation between planet masses and disk migration (i.e., high-mass systems experience more disk migration). In fact, the simple stability criteria in Equation (10)
would be expected to produce a correlation with the opposite sign since it is easier for a naive simulation (i.e., one without migration or N-body dynamics) to produce a compact stable system from low-mass planets. We suggest that future research further investigate this correlation by introducing a new parameter, e.g., the critical mass of the corotation trap.

4. Finally, statistical models usually assign the planets to uniform random longitudes of ascending nodes. We have shown that ascending nodes are not distributed uniformly and that randomizing them will slightly increase the frequency of 1t systems relative to multiple transiting systems. However, the effect is somewhat small, increasing the frequency of 1t systems by only about 1.5%, increasing the frequency of 2t systems by only about 1.5%, and decreasing the frequency of 3+ t systems by 0.5%–2.5%. It is unclear whether this effect is small enough to avoid significantly impacting statistical studies.

4.2. Implications for Disk Structure Models

Our results point to a deep connection between Kepler’s STIPs and the thermal structure of the parent protoplanetary disks, as it sets the balance between corotation and Lindblad torques. However, this study only scratches the surface of this connection. Ideally, future work would help answer the question of whether the masses of observed STIPs can be used to constrain the structure of their parent disks. To address this question, we recommend future investigations run simulations where the disk thermal gradient is a simple power law and investigate how the exponent affects the frequency and mass of STIPs planets.

4.3. Planet Clusters and Stability

The stabilizing effect of separating the planets into distinct clusters does not seem to be captured by commonly used stability criteria, or by AMD stability (Laskar & Petit 2017). Case in point, the solar system has survived for billions of years despite being “AMD unstable.” The reason for that longevity is that the terrestrial planets are relatively poorly coupled to the outer planets. We can see two concrete examples of this:

First, the inner terrestrial planets would be an AMD-stable system on their own. The reason that the solar system is AMD unstable is that the giant planets hold so much AMD that if it were transferred to the terrestrial planets, the terrestrial planets could easily cross orbits.

Second, it is relatively easy to show that leading-order secular interactions alone will never trigger close encounters (but higher-order terms can lead to instability, as shown by Batygin et al. 2015). To see this, let \( (h_j, k_j) = (e_j \sin \varpi_j, e_j \cos \varpi_j) \) be the complex eccentricity of the \( j \)th planet, where \( e_j \) is the planet’s eccentricity and \( \varpi_j \) is its longitude of pericenter. A full review of secular theory is beyond the scope of this work (for that, see Murray & Dermott 1999), but briefly, the orbital evolution of a coplanar system of \( N \) spherical planets can be written as

\[
h_j = \sum_{i=1}^{N} e_{ji} \sin(g_i t + \beta_i) \tag{11}
\]

\[
k_j = \sum_{i=1}^{N} e_{ji} \cos(g_i t + \beta_i) \tag{12}
\]

where the terms \( e_{ji}, g_i, \) and \( \beta_i \) are set by the initial conditions \( (a_i, e_i, \varpi_i) \). The precise definition of these terms can be found in chapter 6 of Murray & Dermott (1999). Computing them is slightly tedious but not difficult (around 160 lines of code). With this we can easily compute an upper bound on each planet’s eccentricity

\[
e_{ji}^2 = h_j^2 + k_j^2 = e_{ji,max}^2 = \sum_{i=1}^{N} \sum_{k=1}^{N} |e_{ji} e_{jk}|. \tag{13}
\]

When we compute \( e_{ji, max} \) for the solar system we find that none of the solar system planets can ever cross orbit. Of course, higher-order terms make the true long-term behavior of the solar system far more complex (Batygin et al. 2015). But the key point is that a quick calculation of \( e_{ji, max} \) as defined in Equation (13) can identify systems with the potential to be long lived.

Perhaps the most important limitation of the AMD stability criterion is that it allows the unconstrained transfer of angular momentum. While AMD instability is one of the best tools available today, we caution that planetary systems with well-separated clusters of planets may be effectively stable for gigayear timescales. Further research in how to apply secular theory could prove valuable for identifying AMD unstable systems that may nevertheless be long lived.

5. Conclusion

Numerous studies have attempted to interpret the relative rate of planetary systems observed to have one or more transiting planets by NASA’s Kepler mission (e.g., Lissauer et al. 2011; Fabrycky et al. 2014). Several authors have proposed that Kepler systems are composed of two distinct exoplanet populations: a dynamically hot population characterized by high mutual inclinations, and a dynamically cold population (Johansen et al. 2012; Moriarty & Ballard 2016; Izidoro et al. 2017). In this paper we present sets of planet formation simulations that share many of the key properties of Kepler’s planetary systems. We probe the formation histories of our planetary systems and investigate the architectural properties that cause systems to be identified as a single transiting planet system. We show that a bimodality in inclinations is neither required by observation, nor is it supported by theory (Figure 7). Instead, the differences in mutual orbital inclinations between planetary systems with one transiting planet and those with multiple transiting planets are dynamically insignificant.

We find that the number of transiting planets does not stem from qualitative differences in the formation history of the planetary systems. However, each of our models has a large spike of planetary systems with a very high probability of being detected as single transiting (Figure 8). Since the distribution of mutual inclinations is similar, the strongest predictor of low transit multiplicities is a planetary system that only has a small number of detectable planets in the first place (see Section 3.4). This implies that Kepler’s multiple planetary systems could be much more representative of planetary systems in general than previously thought.

We propose an alternative explanation for the apparent Kepler dichotomy. We suggest that orbital migration traps break the planetary system into clusters, causing some systems to have only a small number of Kepler-detectable planets (see Section 3.2). We found that some simulations build relatively
large (super-Earth-size) planets whose migration is completely dominated by Lindblad torques. These planets migrate rapidly and form a cluster of short-period planets that is relatively isolated from the dynamical instabilities that typically occur in the outer system (Figure 5, left). Other simulations produce more planets that are smaller (roughly Earth-sized) and become caught in the corotation trap, causing them to retain larger periods and remain more dynamically coupled to the outer planets. The first formation history is associated with more planets within the Kepler detection region, for two reasons:

1. More migration and shorter periods make it easier to fit more planets into the inner region of the planetary system (which this study defines as orbital periods less than ~200 days).

2. A population of planetary systems with fewer late-stage instabilities is more likely to lead to compact planetary systems. In turn, this makes it easier to fit more planets in the inner region of the planetary system.

We find that the first formation history is frequently associated with simulations that contain a higher total solid mass (i.e., model A). The model B simulations contained half the total solid mass of model A, and we did not observe this strong clustering effect.

In addition, instabilities that produce larger separations and fewer planets in the inner planetary system also cause high mutual inclinations, which can further decrease the probability that more than one planet will transit the same line of sight. Finally, the smaller planets that get caught in the corotation trap also have smaller transit depths and thus lower detection probability. Kepler’s lower detection efficiency for smaller planets means that even if multiple planets transit, there is a disproportionately lower probability that multiple planets will be discovered.

One of the most interesting aspects of these results is that all of these variables could naturally become correlated in the planet formation process. Systems with shorter orbital periods, are more likely to: (1) be more compact, (2) host more planets within 200 days, (3) have lower mutual inclinations, and (4) have larger transit depths. Perhaps the most interesting aspect is that all of this is connected to the corotation torque and therefore the structure of the protoplanetary disk. In other words, if our proposed explanation for the apparent Kepler dichotomy is correct, then the sizes of Kepler’s STIPs may be a probe into the otherwise unobservable structure of the inner protoplanetary disks where they formed. This prediction can be tested via extremely precise radial velocity follow-up observations, targeting planets with single and multiple transiting planets.
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