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Abstract—Massive MIMO uses a large number of antennas to increase the spectral efficiency (SE) through spatial multiplexing of users, which requires accurate channel state information. It is often assumed that regular pilots (RP), where a fraction of the time-frequency resources is reserved for pilots, suffices to provide high SE. However, the SE is limited by the pilot overhead and pilot contamination. An alternative is superimposed pilots (SP) where all resources are used for pilots and data. This removes the pilot overhead and reduces pilot contamination by using longer pilots. However, SP suffers from data interference that reduces the SE gains. This paper proposes the Massive-MIMO Iterative Channel Estimation and Decoding (MICED) algorithm where partially decoded data is used as side-information to improve the channel estimation and increase SE. We show that users with precise data estimates can help users with poor data estimates to decode. Numerical results with QPSK modulation and LDPC codes show that the MICED algorithm increases the SE and reduces the block-error-rate with RP and SP compared to conventional methods. The MICED algorithm with SP delivers the highest SE and is especially effective in scenarios with short coherence blocks like high mobility or high frequencies.

I. INTRODUCTION

Next generation wireless networks need to accommodate a large amount of data and number of devices while fulfilling a variety of requirements like high data rates and low energy consumption. Massive MIMO is a multiuser multiple-input multiple-output (MIMO) technology able to serve several user equipments (UEs) on the same time-frequency resources by means of spatial multiplexing in which the base station (BS) utilizes a large number of antennas. This technology has received large attention from both academia and industry for its ability to greatly increase the spectral efficiency (SE) compared to current cellular networks [1]–[3].

To enable the spatial multiplexing of UEs in Massive MIMO, the signals from all BS antennas are processed coherently for which accurate channel state information (CSI) is required. A standard approach for channel estimation, called regular pilots (RP), is to reserve some time-frequency resources for UEs to send known orthogonal signals in the uplink (UL), called pilots. This method can provide channel estimates of sufficient quality at the expense of having a pilot overhead, due to the fact that not all time-frequency resources can be used for data transmission. Typically, the SE has the form $SE = \text{prelog} \times \log_2(1 + \text{SINR})$ where SINR stands for the signal-to-interference plus noise ratio, and prelog refers to the fraction of time-frequency resources used for data transmission. Having a pilot overhead means that $\text{prelog} < 1$, and as more pilots are used the SE decreases linearly with the prelog. On the other hand, using more pilot symbols results in better channel estimates and thereby higher SINR. Thus, there is a non-trivial trade-off between channel estimation quality and pilot overhead to obtain the highest SE [4].

In a multicell Massive MIMO system, many UEs are expected to be active which means that there are not enough time-frequency resources to assign orthogonal pilot signals to each UE. Thus, some pilots would need to be reused causing interference in the channel estimation process which, in turn, results in lower coherent MIMO signal gain and the presence of coherent interference that reduces the SE. This phenomenon is known as pilot contamination [2], [3].

The problem of pilot contamination has been well studied in the Massive MIMO literature resulting in many methods for its mitigation. For instance, (semi) blind channel estimation methods making use of angle domain representation and amplitude interference rejection have been proposed in [5]–[8]. Other approaches in [3], [9]–[11], exploit the structure of the spatial correlation matrices to mitigate pilot contamination. In particular, [11] has shown that the capacity of multicell Massive MIMO systems grows without bound with the number of BS antennas if the correlation matrices are known and advanced processing is used. A simpler method to reduce the pilot contamination is to increase the pilot overhead to afford longer pilots that are reused more sparsely in the spatial domain by introducing a pilot reuse factor [4], [12]–[14].

In the aforementioned methods, the transmission of pilots and data is done on disjoint time-frequency resources. An alternative approach is to send a superposition of pilots and data to support longer pilot sequences and eliminate the pilot overhead. This is called superimposed pilot (SP) transmission [15], [16]. In Massive MIMO, the SP method has been proposed to mitigate the pilot contamination effect by allowing the use of longer pilots that can support sparser pilot reuse [17], [18]. However, when pilot and data symbols

\begin{equation}
\text{SE} = \text{prelog} \times \log_2(1 + \text{SINR})
\end{equation}
are superimposed, there is interference from data symbols in the channel estimation process. This interference reduces the coherent gain and creates coherent interference that limits the SE gains of SP over RP [19].

In summary, RP channel estimation provides sufficiently accurate CSI to obtain high SINR, which translates into high SE in Massive MIMO. However, this comes at the expense of having a pilot overhead, which in turn, limits the maximum achievable SE through the prelog factor. On the other hand, SP channel estimation gives comparable SE to that of RP and it is instead limited by the data interference. Thus, a potential way to further improve the SE in Massive MIMO is to use SP with data-aided channel estimation to reduce the data interference.

A. Contributions

This paper evaluates the potential improvements of data-aided channel estimation in the UL of multicell Massive MIMO systems with RP and SP methods while considering the effect of channel coding and spatially correlated fading among BS antennas.

The idea of using partially decoded data to improve channel estimation with SP has been proposed a couple of decades ago for single antenna systems [15]. Extensions to single-user point-to-point MIMO systems [20], [21] show an improvement in terms of bit-error-rate (BER) with SP, which translates into higher SE compared to RP since SP removes the pilot overhead. In the case of Massive multiuser MIMO, [17], [18] depict that iterative data-aided channel estimation with SP has the potential to increase the SE compared to RP systems. However, this was only shown for uncoded data estimates where the effect of channel coding was not considered. Recently, [22] used partially decoded data to improve channel estimation in the UL of a multicell single-input multiple-output (SIMO) system (only one UE served per cell) with RP, while considering i.i.d. Rayleigh fading and maximum ratio (MR) combining (also known as maximal ratio combining [23]). The results show that the pilot contamination effect can be reduced by means of iterative data-aided channel estimation which in turn reduces the BER. However, in [22] the main analysis considers a single UE per cell, disregarding the effect of inter-user interference. An extension to the Massive multiuser MIMO case was done in [24] showing that SP outperforms RP in scenarios with high mobility and high number of spatially multiplexed UEs. However, in [24] although the paper considers a multi-cell setup, the authors approximate the intercell interference as i.i.d. Gaussian noise, which removes all the structure that intercell interference has and effectively reduces the model to a single-cell setup. Thus, the effect of data-aided channel estimation considering channel coding in a multicell Massive MIMO system remains to be investigated. In addition, theoretical analysis on the impact of spatial correlation, inter-user and intercell interference in the aforementioned system is missing in the literature.

In this article, data-aided channel estimation refers to the use of partially decoded bits as side information to increase the channel estimation quality. That is, initial channel estimates from pilots are used to obtain soft data estimates which, in turn, are utilized to revise the channel estimates. This process is done in an iterative form using previous soft data estimates to update the channel estimates. The revised data-aided channel estimates are then used to decode the data symbols to reduce errors.

The Massive-MIMO Iterative Channel Estimation and Decoding (MICED) algorithm is proposed to harvest the benefits of data-aided channel estimation in multicell Massive MIMO systems. To obtain insights into the benefits of the MICED algorithm, closed-form expressions for the error correlation matrices of data-aided channel estimates are computed assuming Gaussian data symbols. These expressions are analyzed to indicate how the mean squared error (MSE) of data-aided channel estimates behaves in terms of the data estimation quality and number of time-frequency resources. Note that in contrast to [5]–[8] the MICED algorithm does not rely on asymptotic results, angle domain representations, or separability of power levels between UEs, which are conditions that might not be satisfied in practice. For example, having similar received power levels between UEs in the UL is often desired to mitigate the near-far effect of pathloss and to have signals with a low dynamic range which is important for the use of low-resolution analog-to-digital converters in the BSs [25].

To evaluate the SE, MR and single-cell MMSE (S-MMSE) combining are assumed to assess the differences between maximizing coherent combination and suppressing inter-user interference through linear signal processing. The S-MMSE method is based on [3, Ch. 4] while considering no CSI exchange among BSs.

The MICED algorithm is also implemented with finite-alphabet modulated symbols indicating how the redundancy of channel coding can be used to obtain estimates of complex modulated data symbols. Finally, numerical analysis with quadrature phase shift keying (QPSK) modulation and low-density parity check (LDPC) codes is used to evaluate the performance of the MICED algorithm compared to conventional pilot-based channel estimation in terms of the block-error-rate (BLER) and the achievable SE. The results show that the MICED algorithm increases the SE and reduces the BLER compared to pilot-based channel estimation with both RP and SP. The highest SE is found when implementing the MICED algorithm with SP since there is no pilot overhead and the data interference is mitigated by the data-aided channel estimation process. The use of SP with the MICED algorithm increases the SE in scenarios with high mobility and high carrier frequencies. In addition, it allows for aggressive spatial multiplexing that can enable other services such as machine type communications.

Notation

Bold lower and upper case letters denote column vectors and matrices respectively. The trace, matrix inversion, transpose, conjugate, and conjugate transpose operations are denoted as\(\text{tr}(\cdot), (\cdot)^{-1}, (\cdot)^{T}, (\cdot)^*, (\cdot)^H\) respectively. The sets of natural, real, and complex numbers are denoted as\(\mathbb{N}, \mathbb{R}, \text{ and } \mathbb{C}\)

\footnote{Here, the term inter-user refers to UEs that are served by the same BS via spatial multiplexing.}
respectively. The element on the $i^{th}$ row and $j^{th}$ column of a matrix $X$ is denoted as $[X]_{ij}$, the $j^{th}$ column of $X$ is denoted as $[X]_j$. The matrix composed of the first $n$ columns of $X$ is denoted as $[X]_{1:n}$. The $j^{th}$ element of vector $x$ is denoted as $[x]_j$. The identity matrix of size $N$ is denoted as $I_N$. For $A, B \in \mathbb{C}^{N \times N}$, the ordering notations $A \succeq B$ and $A > B$ indicate that $A - B$ is a positive semi-definite and definite matrix, respectively.

II. SYSTEM MODEL

Consider the UL of a multicell Massive MIMO system where each base station (BS) has $M$ antennas and serves $K$ single-antenna user equipments (UEs) via spatial multiplexing. The BS serving the UEs in cell $l \in \Phi$ is denoted as $B_l$ where $\Phi$ is a set containing all the cell indices. The UE $k$ in cell $l$ is denoted as $UE_{lk}$. A standard block fading channel model is assumed where the channel is considered static over a time period of $T_c$ [s] and frequency-flat within a bandwidth of $B_c$ [Hz] [2]. The total system bandwidth is $B_w$ and is equally divided between all coherence blocks, such that $B_w/B_c$ is an integer. The time-frequency block in which the channel is considered time-invariant and frequency-flat is called a coherence block and it is comprised of $\tau_c = T_c/B_c$ complex samples. The block fading model assumes that the channel is constant within a coherence block and changes independently from one coherence block to another to account for the effect of frequency selectivity and time variations [2].

The communication channel is modeled as a random variable that has an independent realization in each coherence block. Let $h_{lk} \sim \mathcal{CN}(0, R_{lk})$ be the channel between $B_l$ and $UE_{lk}$ where $R_{lk}$ is the spatial correlation matrix and $\beta_{lk} = \text{tr}(R_{lk})/M$ is the average channel gain. The received signals at $B_l$ in the UL is

$$Y_l = \sum_{\ell \in \Phi} \sum_{k=1}^K h_{lk} x^T_{lk} x_{lk} + N \in \mathbb{C}^{M \times T_c}$$

where $N = [n_1, \ldots, n_{T_c}]$ is the thermal noise with i.i.d. columns distributed as $n_j \sim \mathcal{CN}(0, \sigma^2 I_M)$ with $\sigma^2$ being the average noise energy per symbol. The signal transmitted from $UE_{lk}$ is

$$x_{lk} = \left\{ \begin{array}{ll}
q_{lk}^\text{RP} \phi_{lk}^T & \text{with RP} \\
q_{lk}^\text{SP} & \text{with SP}
\end{array} \right.$$  

where $q_{lk}^\text{RP}$, $\rho_{lk}^\text{RP}$, $q_{lk}^\text{SP}$, $\rho_{lk}^\text{SP}$, and $\phi_{lk}$ are the pilot and data energy per symbol with RP, and SP respectively. Note that with SP, the available transmission energy per symbol $q_{lk}$ is divided between pilot and data symbols such that $q_{lk}^\text{SP} + \rho_{lk}^\text{SP} = q_{lk}$. On the other hand, with RP, the same energy per symbol is used for pilot and data symbols since they are transmitted disjointly. Thus,

$$q_{lk}^\text{RP} = \rho_{lk}^\text{RP} = q_{lk} \quad \text{with RP}$$

$$q_{lk}^\text{SP} = \Delta_{lk} q_{lk}, \quad \rho_{lk}^\text{SP} = (1 - \Delta_{lk}) q_{lk} \quad \text{with SP}$$

This can be accomplished, for example, by utilizing orthogonal frequency division multiplexing (OFDM) modulation [2].

Figure 1: Time-frequency resource allocation with RP and SP over codewords of equal length.

where $\Delta_{tk} \in [0, 1]$ is the proportion of power used for pilots. The pilot symbols are given by $\phi_{lk} \in \mathcal{C}^{T_p}$ and $\varphi_{lk} \in \mathcal{C}^{T_c}$ with RP and SP respectively. The UL data symbols are denoted as $s_{lk} \in \mathcal{C}^{T_d}$ with both RP and SP. In the case of RP, the pilot and data symbols are sent disjointly, thus $\tau_p \leq \tau_c$. UL samples of the coherent block are used for pilots and $\tau_d = \tau_c - \tau_p$ for UL data symbols. With SP, all UL symbols are used for data and pilots, thus $\tau_d = \tau_c$. Figure 1 illustrates the allocation of samples in the coherence block corresponding to the complex symbols transmitted in codewords of equal size. Note that since RP has a pilot overhead, it needs more coherence blocks to transmit a full codeword compared to SP. Section V explains in more detail how the information bits are mapped into the complex symbols transmitted over the channel within coherence blocks.

In this article, all deterministic quantities (e.g., transmission powers, spatial correlation matrices, etc.) are considered known. Since they are deterministic, the signaling overhead for estimating them is negligible. In practice, they can be estimated by aggregating observations from several coherence blocks [26].

Pilot-based Channel Estimation

In this section, standard pilot-based channel estimation with RP and SP is described. Consider the channel realizations to be estimated based on the UL pilot symbols. Let $\mathcal{U}_{trp}$ be a set of $T_p$ mutually orthogonal pilot sequences with elements having unit modulus such that for $\phi_a, \phi_b \in \mathcal{U}_{trp}$, $||\phi_a|| = ||\phi_b|| = 1 \forall j \in [1, \ldots, T_p]$, $\phi_a^H \phi_b = 0$ if $a \neq b$, and $\phi_a^H \phi_a = T_p$ if $a = b$. The choice of pilot sequences having elements with unit modulus is done to have equal energy per symbols, more information on how to generate such sequences can be found in [3, Sec. 3.1.1]. The pilot sequence used by $UE_{lk}$ is $\phi_{lk} \in \mathcal{U}_{trp}$ and $\varphi_{lk} \in \mathcal{U}_{trc}$ with RP and SP respectively. In a large multicell network, the total number of UEs is larger than the available pilots, which means that these pilots need to be reused among cells. The sets containing all UEs that share the same pilot as $UE_{lk}$ (itself included) are defined as

$$P_{lk}^\text{RP} = \{(l', k') : \phi_{lk}^H \phi_{lk'} \neq 0\} \quad \text{with RP}$$

$$P_{lk}^\text{SP} = \{(l', k') : \varphi_{lk}^H \varphi_{lk'} \neq 0\} \quad \text{with SP}$$

Note that since SP the pilots are much longer than with RP, the number of elements in $P_{lk}^\text{SP}$ is far less than that of $P_{lk}^\text{RP}$.
For example, if \( \tau_c = 100 \) and \( \tau_p = 10 \) there will be ten times less UEs sharing pilots with SP than with RP.

To estimate the channel from UE_{ilk} at BS_j, the received UL pilot signal is multiplied with the pilot sequence of UE_{ilk}, which is equivalent to a de-spreading operation, to obtain the noise after the de-spreading operation with RP. The linear

Lemma 1. Based on the observations \( \mathbf{Z}_{\text{ilk}}^{\text{RP}} \) and \( \mathbf{Z}_{\text{ilk}}^{\text{SP}} \), the LMMSE estimates of \( \mathbf{h}_{\text{ilk}} \) are

\[
\mathbf{h}_{\text{ilk}}^{\text{RP}} = R_{\text{ilk}} \mathbf{Y}_{\text{ilk}} \mathbf{S}_{\text{ilk}}^{\text{RP}} - I_{\text{ilk}}^{\text{RP}}
\]

\[
\mathbf{h}_{\text{ilk}}^{\text{SP}} = R_{\text{ilk}} \mathbf{Y}_{\text{ilk}} \mathbf{S}_{\text{ilk}}^{\text{SP}} - I_{\text{ilk}}^{\text{SP}}
\]

where

\[
\mathbf{Y}_{\text{ilk}} = \left( \sum_{(t,k) \in \mathcal{P}_{\text{ilk}}^{\text{RP}}} R_{\text{ilk}} \mathbf{r}_{\text{ilk}}^{\text{RP}} \right) \mathbf{q}_{\text{ilk}}^{\text{RP}} + \frac{\sigma^2}{\tau_p q_{\text{ilk}}^{\text{RP}}} I_{\text{ilk}}^{\text{RP}}
\]

The channel estimates are uncorrelated to the channel estimation errors which are defined as

\[
\mathbf{e}_{\text{ilk}}^{\text{RP}} = \mathbf{h}_{\text{ilk}} - \mathbf{h}_{\text{ilk}}^{\text{RP}},
\]

\[
\mathbf{e}_{\text{ilk}}^{\text{SP}} = \mathbf{h}_{\text{ilk}} - \mathbf{h}_{\text{ilk}}^{\text{SP}}.
\]

Proof: It follows from employing standard LMMSE estimation techniques to the problem at hand where the LMMSE estimate of a vector \( \mathbf{h} \) from an observation \( \mathbf{z} \) is given by \( \mathbb{E}\{\mathbf{H}^{\text{H}}\} \mathbb{E}\{\mathbf{z}\mathbf{z}^{\text{H}}\}^{-1} \mathbf{z} \) (assuming all random variables have zero mean) [3, Ch. 3, [27, Ch. 15].

Notice that the MSE of the channel estimates, that is \( tr(C_{\text{ilk}}^{\text{RP}})/M \) and \( tr(C_{\text{ilk}}^{\text{SP}})/M \) with RP and SP respectively, can be reduced by increasing the pilot length. Having more pilot symbols would lower the number of shared pilots (i.e., the number of elements in \( \mathcal{P}_{\text{ilk}}^{\text{RP}} \)) and also decrease the effect of noise. However, the pilot length (being \( \tau_p \leq \tau_c \) with RP and \( \tau_c \) with SP) is ultimately limited by the size of the coherence block \( \tau_c \) which is set by physical properties of the channels and cannot be made arbitrarily large. Thus, the estimation errors cannot be alleviated and interference management would be a potential way to improve the channel estimation quality.

III. UPLINK COMBINING AND ACHIEVABLE SE

This section introduces the process of coherently combining signals in Massive MIMO with RP and SP, as well as, the definition of an achievable SE for performance evaluation. Linear signal processing is assumed where the combining vector for UE_{ilk} is defined as

\[
\mathbf{v}_{\text{ilk}} = \left( \sum_{k=1}^{K} q_{\text{ilk}} (h_{\text{ilk}} h_{\text{ilk}}^{*} + C_{\text{ilk}}) + \sigma^2 I_{\text{ilk}}^{\text{RP}} \right)^{-1} h_{\text{ilk}} q_{\text{ilk}}
\]

where the superscripts indicating RP and SP are dropped to show that these combining methods can be applied with RP and SP alike. MR combining aims at maximizing the received power from UE_{ilk}, whereas S-MMSE balances interference suppression and signal amplification while only using CSI available at BS_j. This means, that S-MMSE only relies on CSI obtained from UL pilots and does not require sharing CSI among BSs.

After combining the received signal from all BS antennas, the following observations of the data symbols within one coherence block are obtained, with RP and SP respectively:

\[
\mathbf{\hat{y}}_{\text{ilk}}^{\text{RP}} = \mathbf{v}_{\text{ilk}}^{\text{H}} \mathbf{Y}_{\text{ilk}}^{\text{RP}},
\]

\[
\mathbf{\hat{y}}_{\text{ilk}}^{\text{SP}} = \mathbf{v}_{\text{ilk}}^{\text{H}} \mathbf{Y}_{\text{ilk}}^{\text{SP}}.
\]

To compute an achievable SE, which is a rigorous lower bound on the ergodic capacity, the data symbols are assumed as i.i.d. \( s_{\text{ilk}} \sim C/N(0,1) \), recall that \( \tau_d = \tau_c - \tau_p \) with RP and \( \tau_d = \tau_c \) with SP. Since the data symbols are i.i.d. and the channel is memoryless, it is enough to focus on one arbitrary data symbol, denoted as \( s_{\text{ilk}} \), taken from \( s_{\text{ilk}} \). The corresponding data observation taken from (15) with RP, or (16) with SP is denoted as \( \hat{y}_{\text{ilk}} \), and can be expressed as

\[
\hat{y}_{\text{ilk}} = \mathbb{E}\{\hat{y}_{\text{ilk}} s_{\text{ilk}}^{*}\} s_{\text{ilk}} \tag{17}
\]

\[
\text{channel gain} \quad \text{effective noise}
\]

\(3\) Recall that the MSE of \( \mathbf{h}_{\text{ilk}} \) is defined as \( \mathbb{E}\{|\mathbf{h}_{\text{ilk}} - \mathbf{h}_{\text{ilk}}|^{2}\}/M \).
where adding and subtracting the first term in (17) results in an equivalent single-input single-output (SISO) system with deterministic known channel gain and uncorrelated non-Gaussian effective noise. Then, a lower bound on the ergodic capacity is obtained by considering the effective noise to be Gaussian since the Gaussian distribution maximizes the entropy, and therefore, corresponds to the worst-case distribution for the effective noise. This bounding technique is sometimes called the “use-and-then-forget” bound and it is commonly used effective noise. This bounding technique is sometimes called the “use-and-then-forget” bound and it is commonly used effective noise. Then, a lower bound on the ergodic capacity. Thus, an achievable SE is given by

\[
\text{SE}_{lk} = \frac{\tau_d}{\tau_c} \log_2 \left( 1 + \frac{\left| \mathbb{E} \{ \hat{y}_{lk} s_{lk}^* \} \right|^2}{\text{var} \{ \hat{y}_{lk} - \mathbb{E} \{ \hat{y}_{lk} s_{lk}^* \} s_{lk} \} } \right),
\]

the superscripts for RP and SP are removed since the same bound can be applied in both cases.

IV. MICED - MASSIVE-MIMO ITERATIVE CHANNEL ESTIMATION AND DECODING

In this section, the proposed MICED algorithm is defined, explained and analyzed in terms of channel estimation quality, and SE, while discussing its feasibility in terms of computational complexity. First, the basis of the MICED algorithm is illustrated in Algorithm 1. Second, a detailed analysis of the data-aided channel estimation process is given. Third, the computational complexity of the MICED algorithm is discussed. Fourth, numerical examples with Gaussian data symbols illustrate the possible gains of the MICED algorithm in terms of MSE of channel estimates and achievable SE.

A. Basis of the MICED algorithm

The main principle of using data estimates to perform channel estimation is to spread the interference effect between UEs. That is, to trade the main interfering sources in the channel estimation for reduced interference coming from all cells. The main source of interference in the channel estimation with RP is pilot contamination, and the use of data estimates reduces this effect. On the other hand, with SP the pilot contamination is reduced by having longer pilots and the main interference in the channel estimation is due to data symbols, thus the aim of using data estimates in this case is to reduce the data intracell (same cell as UE lk) interference.

At the start of the MICED algorithm, pilot-based channel estimation is performed once (at iteration i = 0) as shown in lines 3-5 of Algorithm 1. Afterwards, linear combining is performed followed by data decoding (see lines 6-11 of Algorithm 1). This initial decoding procedure provides soft estimates of the data symbols which are then used to improve the quality of channel estimates with the aim of achieving lower data decoding errors in the next iterations.

Once the received signals have been linearly combined, the data observations in (15) and (16) are used to detect which symbols were sent. Due to the effects of interference and noise, some symbols may be detected erroneously leading to a failure in retrieving the desired information. In practice, the redundant information in the channel code is used to detect when the decoding procedure fails, for instance cyclic redundancy check codes are often used for this purpose. In such cases, the data observations in (15) and (16) can also be used to obtain estimates of the data symbols and, in turn, use those to improve the channel estimation as shown in lines 13-15 of Algorithm 1. These improved channel estimates can then be used to perform linear combining again (see lines 16-18 of Algorithm 1), and obtain updated data observations as follows:

\[
\hat{y}_{lk}^{\text{RP}_i} = \mathbf{y}_{lk}^{\text{RP}_i} T \mathbf{H}_{lk}^{\text{RP}_i} \mathbf{Y}_{\tau_i+1: \tau_c} - \sum_{k' = 1}^{K} \mathbf{h}_{lk}^{\text{RP}_i} \mathbf{q}_{lk}^{\text{RP}_i} \mathbf{s}_{lk}^{\text{RP}_i} (T)
\]

(19)

\[
\hat{y}_{lk}^{\text{SP}_i} = \mathbf{y}_{lk}^{\text{SP}_i} T \mathbf{H}_{lk}^{\text{SP}_i} \mathbf{Y}_{I} - \sum_{k' = 1}^{K} \mathbf{h}_{lk}^{\text{SP}_i} \mathbf{q}_{lk}^{\text{SP}_i} \mathbf{s}_{lk}^{\text{SP}_i} (T)
\]

(20)

with RP and SP respectively. Note that updated channel estimates and previous data estimates are also used to subtract the intracell interference. Thus, the updated data observations may contain less interference and, in turn, lead to fewer decoding errors. This procedure is done iteratively to improve data and channel estimates in each iteration as shown in Figure 2. Each iteration starts with the channel estimation, followed by linear combining, and finishing with the data decoding. The MICED algorithm ends when the maximum number of iterations is reached or the data from all UEs is successfully decoded.

Algorithm 1 MICED basic algorithm. The following abbreviations are used: calculate (cal.), and observation (obs.)

1: Initialize:
2: \text{set } i = 0 \text{ and define } i_{\text{max}} \in \mathbb{N}
3: Pilot-based channel estimation for UE lk \forall k \in \{1, . . . , K\}
4: \text{cal. channel obs. } \mathbf{y}_{lk}^{(i)} \Rightarrow \text{use (4) with RP and (5) with SP}
5: \text{cal. channel estimates } \mathbf{h}_{lk}^{(i)} \Rightarrow \text{use Lemma 1}
6: Linear combining
7: \text{cal. combining vector } \mathbf{v}_{lk}^{(i)} \Rightarrow \text{use (14)}
8: \text{cal. data obs. } \mathbf{y}_{lk}^{(i)} \Rightarrow \text{use (15) with RP and (16) with SP}
9: Data decoding for UE lk \forall k \in \{1, . . . , K\} \Rightarrow \text{See Section V for details}
10: \text{decode data and extract data estimates } \mathbf{s}_{lk}^{(i)}
11: \text{set } i = i + 1
12: \text{while } i \leq i_{\text{max}} \text{ or at least one UE has decoding errors do}
13: \text{Data-based channel estimation for UE lk \forall k \in \{1, . . . , K\}}
14: \text{cal. channel obs. } \mathbf{y}_{lk}^{(i)} \Rightarrow \text{use (22) with } \mathbf{s}_{lk}^{(i-1)}
15: \text{cal. channel estimates } \mathbf{h}_{lk}^{(i)} \Rightarrow \text{use Lemma 1 with } \mathbf{s}_{lk}^{(i)}
16: \text{Linear combining}
17: \text{cal. combining vector } \mathbf{v}_{lk}^{(i)} \Rightarrow \text{use (14) with } \mathbf{h}_{lk}^{(i)}
18: \text{cal. data obs. } \mathbf{y}_{lk}^{(i)} \Rightarrow \text{use (19) with RP, (20) with SP}
19: \text{Data decoding for UE lk \forall k \in \{1, . . . , K\}} \Rightarrow \text{See Section V for details}
20: \text{decode data and extract data estimates } \mathbf{s}_{lk}^{(i)}
21: \text{set } i = i + 1
22: \text{end while}
\[ \mathbf{Y}_{i} = \mathbf{H}_{i} \mathbf{X}_{i} + \mathbf{Z}_{i} \]

Intracell interference

Intercell interference

Noise

\[ \Psi_{i} = \mathbf{R}_{i} + \sum_{k=1}^{K} \mathbf{R}_{i} \mathbb{E} \left[ \mathbf{u}_{i}^{H} \mathbf{s}_{i}^{(i)} \right] + \sum_{\ell \in \Phi \land k=1}^{K} \mathbf{R}_{\ell} \mathbb{E} \left[ \mathbf{u}_{i}^{H} \mathbf{x}_{\ell k} \right] + \sigma^{2} \mathbb{E} \| \mathbf{u}_{i} \|^{2} \mathbf{I}_{M} \]

\[ \hat{s}^{(i)}_{i k} = \frac{1}{\sqrt{\lambda}} \mathbf{H}_{i}^{H} \mathbf{Y}_{i k} \]

Based on the estimates of the data from UEs within the same cell, the BS can obtain an estimate of the transmitted signal from UEs in cell \( l \) as

\[ \hat{x}^{(i)}_{i k} = \frac{1}{\sqrt{\lambda}} \mathbf{H}_{i}^{H} \mathbf{Y}_{i k} \]

where \( \hat{x}^{(i)}_{i k} = x_{i k} - \hat{s}^{(i)}_{i k} \) is the signal estimation error at the \( i^{th} \) iteration.

By collecting these signal estimates from the \( K \) UEs served by BS \( l \) within an arbitrary coherence block, and stacking them into the matrix \( \mathbf{X}^{(i)} = [\hat{x}^{(i)}_{1 k}, \ldots, \hat{x}^{(i)}_{K k}] \in \mathbb{C}^{d \times K} \), a new observation of the channel \( \mathbf{h}_{i k} \) can be obtained by projecting the received signal in (1) with \( \mathbf{u}_{i k}^{(i)} \)

\[ \mathbf{z}^{(i)}_{i k} = \mathbf{Y}_{i} \mathbf{u}_{i k}^{(i)} \]

with correlation matrix (i.e., \( \Psi_{i} = \mathbb{E} \left[ \mathbf{z}^{(i)}_{i k} \mathbf{z}^{(i)H}_{i k} \right] \)) given in (21) at the top of the page. The superscripts denoting RP and SP are removed to indicate that the correlation matrix in both cases has the same formulation, thus the difference lies in what goes into the expectations.

The use of \( \mathbf{u}_{i k}^{(i)} \) to obtain the channel observation \( \mathbf{z}^{(i)}_{i k} \) is aimed at reducing the intracell interference in the channel estimation process. Thus, the more accurate the data estimates are, the less intracell interference will be present in the data-aided channel estimates.

**Remark 1.** The quality of data estimates differs among UEs due to the large-scale fading, transmission power, and interference conditions. Thus, a particular case of interest for the MICED algorithm is when some UEs have high data estimation quality and others not. In this case, the high quality data estimates can be used to improve the data decoding of the UEs with low data estimation quality.

Notice that the expectations in (21) are non-trivial to compute since they involve inverse moments of non-central complex Wishart matrices. To obtain insights into the performance and behavior of data-aided channel estimation, the following theorem introduces closed-form expressions that bound the correlation matrices in (21) in the positive semi-definite sense.
the denominator in the first term of (25) (note that this term decreases with $\bar{\sigma}_{ik}'^2$). This means that the influence of the intracell interference from data symbols decreases with the quality of the data estimates. Moreover, the higher quality the data estimates have, the lower influence the interference has on the data-aided channel estimates. This confirms the intuition provided in Remark 1 that accurate data estimates of UEs within a given cell can be useful to improve the data decoding of other UEs in the same cell.

Third, consider the influence of $\tau_d$ with RP, by inspecting the denominator of the first term in (25) it follows that for

$$\tau_d = \frac{q_{ik}^R \tau_p}{\rho_{ik}^R \sigma_{ik}^2} + K$$

the term $\text{tr}(\Psi_{il}^{R(i)})$ is a decreasing function of $\sigma_{ik}^2$. Moreover, $\text{tr}(\Psi_{il}^{SP(i)})$ is also a decreasing function of $\sigma_{ik}^2$. Thus, the higher quality the data estimates have, the lower influence the interference effect is reduced. On the other hand, with SP, the trace of the first and last terms in (26) is a decreasing function of $\tau_c$, whereas, the trace of the second term in (26) has a more involved dependency on $\tau_c$ since the number of elements in $\Psi_{il}^{SP}$ decreases with $\tau_c$. This means that the data interference and noise are reduced with higher $\tau_c$ while the effect of pilot contamination, in turn, is reduced by having more sparse pilot reuse factors as $\tau_c$ increases.

In the case of RP, comparing (8) with (23) and (25) shows that by using the data estimates the pilot contamination is traded for interference from all UEs that decreases with the quality of data estimates and number of data symbols, which in turn might be substantially smaller. Whereas with SP, comparing (9) with (24) and (26) shows that the intracell interference from data symbols decreases with the quality of data estimates and the size of the coherence block.

In summary, the purpose of utilizing data estimates to revise the channel estimation is to trade a few terms that cause high interference with many terms that cause low interference.

C. Computational complexity

In the past few years, several real-time testbeds for Massive MIMO have been built to evaluate its performance in real
Table I: Simulation parameters.

| Parameter                  | Value                        |
|----------------------------|------------------------------|
| System bandwidth           | $B_w = 20$ [MHz]             |
| Maximum transmission       | $10 \log_{10}(\varphi_{MAX}B_w) = 20$ [dBm] |
| power per UE               | $\Delta = 0.3$               |
| Proportion of pilot power  |                              |
| with SP                    | $\sigma^2_Bw = -94$ [dBm]    |
| Noise power                |                              |
| Inter-BS distance          | $\alpha = 3.76$              |
| Pathloss exponent          | $\omega = 148.1$ [dB]        |
| Pathloss at 1 km           | $\sigma_{df} = 10$ [dB]      |
| Shadow fading std.         | $\sigma_{ang} = 10^\circ$   |
| deviation                  |                              |

propagation scenarios [30]. In particular, the Lund University Massive MIMO testbed (LuMaMi) [31] runs a real-time Massive MIMO system with RP, $M = 100$, and $K = 12$, using a 20 MHz bandwidth with 1200 subcarriers and an OFDM symbol length of 71.4 $\mu$s. In the LuMaMi testbed, the main contributor to the usage of the processing resources is the QR-decomposition which is used to invert the Gramian matrix (e.g., $(\hat{\mathbf{H}}^H\hat{\mathbf{H}})^{-1}$ where $\hat{\mathbf{H}}$ is a $M \times K$ channel estimates matrix). This matrix inversion is employed for interference suppression techniques in the spatial domain like zero-forcing (ZF) or regularized ZF (RZF). However, the latency evaluation in [32] shows that the overall time for performing UL channel estimation and transmitting precoded signals in the downlink\(^5\) (called precoding turnaround time) is 132 $\mu$s. Furthermore, the largest contributor to the latency is OFDM modulation/demodulation whereas the impact of channel estimation and precoding is negligible in comparison.

To implement the MICED algorithm, the additional computational complexity comes from re-estimating the channel, performing the linear combining, and decoding the data in each iteration. Moreover, to obtain the data-aided channel estimates another $K \times K$ matrix inversion needs to be made corresponding to the Gramian of signal estimates (i.e., $(\hat{\mathbf{X}}_i^H\hat{\mathbf{X}}_i)\^{-1}$ see Section IV-B). This would for sure add an important burden to the signal processing. However, this can be addressed through parallel computing techniques similar to the ones used in the LuMaMi testbed [31], [32] where even if the extra processing duplicates the delay, it would still be less than 285 $\mu$s which is their constraint for the precoding turnaround time. Thus, based on the existing developments in digital signal processing applied to Massive MIMO systems [30], [31] it is indeed possible to implement the MICED algorithm in practice for at least a few tens of iterations.

\(^{5}\)Note that this time includes the computation of matrix inversions to perform ZF or RZF in the downlink.

The term $\omega$ is the fixed pathloss at a reference distance of 1 km to account for propagation effects independent of the distance, for example, antenna gains, and wall penetration losses. The distance between $UE_{i,k}$ and $BS_j$ is denoted by $d_{i,k}$, and the shadow fading is defined by $10 \log_{10}(\beta_{i,k}) \sim \mathcal{N}(0, \sigma_{\text{df}}^2)$.\(^6\) The spatial correlation matrices are computed based on the Gaussian local scattering model with angular standard deviation $\sigma_{\text{ang}}$ defined in [3, Ch. 2]. Statistical channel inversion power control is considered such that $\beta_{i,k} = \min\{\varphi/\beta_{i,k}, \varphi_{\text{MAX}}\}$ where $\varphi$ is a design parameter to set the average transmission energy per symbol and $\varphi_{\text{MAX}}$ is the maximum transmission energy per symbol for each UE. In the case of SP, the proportion between pilot and data power is fixed as $\Delta_k = \Delta$.\(^7\) A summary of the main simulation parameters are given in Table I. To calculate the SE per UE in Figure 4, the achievable SE in Section III is used.

Figure 3 depicts the MSE of the channel estimates versus the data estimation quality and size of the coherence block. Note that with RP $\tau_d = \tau_c - \tau_p$ and with SP $\tau_d = \tau_c$, thus $\tau_c$ is always proportional to the number of transmitted data symbols. Figure 3a shows that with RP having $T_p = K$, and SP the MSE of the channel estimates is a decreasing function of the data estimation quality. Moreover, with relatively low values of data estimation quality (i.e., $\sigma_{\text{est}}^2 > 0.2$), the MSE of the channel estimates improves with respect to their initial value with pilot-based channel estimation only. In practice, one might have good data estimation quality for some UEs and utilize that to reduce the MSE for the channels to other UEs. Figure 3a also shows the MSE of the channel estimates with RP having $T_p = 3K$, that is a pilot reuse of 3, which is a standard approach to mitigate the effect of pilot contamination. The same channel quality as in that case can be achieved by the MICED algorithm when the data estimation quality is high enough.

The performance of the MICED algorithm depends on the size of the coherence block. In Figure 3b, as $\tau_c$ increases with RP, the use of data-aided channel estimation continuously decreases the MSE and the improvement over pilot-based channel estimation increases accordingly which is a result from having more observations. On the other hand, with SP, the MSE of the channel estimates with both pilot-based and data-aided methods decreases at the same pace with $\tau_c$ since the number of observations is the same in both cases. However, the data-aided channel estimation reduces the MSE compared to pilot-based channel estimation. In addition, when the coherence block is large enough, the data-aided channel estimation quality is higher compared to the standard pilot-based approach with RP and pilot reuse 3.

Figure 4a shows that when the quality of the data estimates is very low, the use of the MICED algorithm provides little or no improvement in terms of SE per UE since the use of corrupted data estimates fails to reduce the intracell interference. However, when the data estimation quality is above a

\(^6\)This stands in contrast to the simulation setup in [24] where the large-scale fading and intercell interference are fixed.

\(^7\)Note that $\Delta$ has been selected to maximize the SE with pilot only channel estimation based on numerical results that are omitted in this paper for brevity. See [33] for more details on power control optimization with SP.

\[^a\]Note that $\Delta$ has been selected to maximize the SE with pilot only channel estimation based on numerical results that are omitted in this paper for brevity. See [33] for more details on power control optimization with SP.
In summary, when the quality of the data estimates is high enough, the MICED algorithm can lower the MSE of the channel estimation, and in turn, increase the SE per UE. By comparing the SE with RP and SP, the former provides higher SE in most cases except when the number of samples in the coherence block is low and data-aided channel estimation is used. Thus, the MICED algorithm with RP is more beneficial in low mobility scenarios or low carrier frequencies where the size of the coherence block is short. In addition, notice that in Figure 4b there is a cross point between RP and SP using the MICED algorithm, and this point depends on the number of multiplexed UEs $K$. Note that when $K$ increases and $\tau_c$ remains fixed, the pilot overhead with RP limits the SE making SP the preferred choice. The aforementioned cross point between RP and SP can also be observed in Figure 4c where the sum SE per cell is plotted versus $K$ with MR. The same behavior is found with S-MMSE but the plots are omitted for ease of illustration.

**Remark 2.** The cross point between the SE with RP and SP with respect to $\tau_c$ (see in Figure 4b), and $K$ (see Figure 4c) indicates that the MICED algorithm with SP also has the possibility to utilize more aggressive spatial multiplexing that not only increases SE but also facilitates the implementation of machine type communication systems where many UEs need to be served.

Figure 4d depicts the SE per UE versus the number of BS antennas. In the case with RP, the benefit of the MICED algorithm is higher when using MR processing and it becomes less significant for S-MMSE when the number of BS antennas grows large. This indicates that due to the additional interference in the data-aided channel estimation with RP the interference suppression capabilities of S-MMSE are less effective compared to performing MR combining and then subtracting the estimated intracell interference as shown in (19). On the other hand, with SP, the benefit of using the MICED algorithm compared to pilot-based channel estimations grows with the number of BS antennas and it is higher for S-MMSE processing. Here, the pilot-based channel estimates have interference from all UEs and the MICED algorithm reduces the intracell interference, which in turn, enhances the interference suppression of S-MMSE.

V. **Finite Alphabet Symbols**

The MICED algorithm was introduced in Section IV and evaluated under the assumption of Gaussian data symbols to perform a tractable theoretical analysis. This gave key insights into the cases where the MICED algorithm can provide gains compared to pilot-based channel estimation in terms of channel estimation quality and SE. In this section, the implementation of the MICED algorithm with finite-alphabet modulation is described and evaluated in terms of achievable SE and BLER to further assess its potential benefits in real systems.
of modulated symbols tends to span several coherence blocks, are made up of long sequences of bits, the resulting number codewords are then modulated into complex symbols which in words by using a predefined channel code. This procedure a communication system are encoded into finite length code-
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Figure 4: Sum SE per cell versus $K$, and SE per UE versus $\sigma^2_{\text{EST}}$, $\tau_c$ and $M$ for $\varphi = \sigma^2$ (SNR = 0 dB). The data estimation quality is selected such that $\sigma^2_{\text{EST}} = \sigma^2_{\text{EST}} \forall k \in \{1, \ldots, K\}$.
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Figure 5: Commun. model over several coherence blocks.

In practical implementations, the information bits sent over a communication system are encoded into finite length codewords by using a predefined channel code. This procedure adds redundant information to combat the errors introduced by the variations of the channel. The bits that make up the codewords are then modulated into complex symbols which in turn are transmitted over the channel. Since typical codewords are made up of long sequences of bits, the resulting number of modulated symbols tends to span several coherence blocks, as illustrated in Figure 5. Moreover, the pilot symbols are inserted into each coherence block along with the modulated data symbols, as shown in Figure 1, resulting in different number of coherence blocks that contain a full codeword with RP or SP. To successfully decode the received bits and retrieve the information bits at the receiver, the complex symbols containing the bits that form a full codeword need to be received. Based on the observations of the complex symbols obtained at the receiver, log-likelihood ratios (LLR) for each bit in the codeword are computed, and then fed into the decoding algorithm.

Let $N_{\text{mod}}$ be the size of the alphabet used by the modulation scheme, and $N_b = \log_2(N_{\text{mod}})$ the number of bits per complex modulation symbol. Denote by $\{b_{1k}, \ldots, b_{K N_b}\}$ a set of bits transmitted by UE$_{ik}$, and modulated into an arbitrary complex symbol represented by $s_{ik} = [s_{ik}]_j$ for any $j \in \{1, \ldots, \tau_d\}$ in a given coherence block. Then, the corresponding observation $\hat{y}_{ik} = [\hat{y}_{ik}]_j$ obtained from (15) with RP, and (16) with SP, is given by (30) and (31) respectively, at the top of the next page. Notice that to fully utilize the side information of the channel and data estimates, an estimate of the received intra-
cell interference is subtracted, see third term of the effective noise in (30) and (31). The LLR of an arbitrary bit $b_{kn}$ for $n \in \{1, \ldots, N_b\}$ is given by

$$\text{LLR}_{kn} = \log \frac{\Pr(b_{kn} = 0 | \hat{y}_{ik})}{\Pr(b_{kn} = 1 | \hat{y}_{ik})} = \log \left( \frac{\sum_{i = 1}^{N_{mod}} \Pr(\hat{y}_{ik} | b_{kn} \in \mathcal{H}_c, b_{kn} = 0) \Pr(b_{kn} \in \mathcal{H}_c, b_{kn} = 0)}{\sum_{i = 1}^{N_{mod}} \Pr(\hat{y}_{ik} | b_{kn} \in \mathcal{H}_c, b_{kn} = 1) \Pr(b_{kn} \in \mathcal{H}_c, b_{kn} = 1)} \right)$$

(29)

where the set $\mathcal{H}_c, b_{kn} = 1 = \{b_{k1}, \ldots, b_{kn} = 1, \ldots, b_{kN_b}\}$ is defined as one of the $N_{mod}/2$ possible sets of modulated bits where $b_{kn} = 1$ and $b_{kn}' \in \{0, 1\}$ for $n' \neq n$. After computing the LLRs for each bit, the decoder utilizes the redundancy in the channel code to correct errors, and obtain the maximum likelihood estimate of the originally transmitted bits. Notice that due to interference and noise, this procedure is not always perfect leading to errors that cannot be corrected by the decoder. For example, the decoder might be able to decode the signal from UEs that are close to the BS (since they would have a high channel gain with respect to the interference and noise), but not for cell-edge UEs that are more susceptible to interference. Similarly, UEs that are subject to strong pilot contamination are more likely to get decoding errors.

The performance of the decoder depends on the effective SNR between the power of the equivalent channel and the effective noise (see (30) with RP, and (31) with SP), that is denoted as SNEF $= \mathbb{E}\{g_{ik}^2\}/\mathbb{E}\{|n_{ik}|^2\}$. At this stage, the interference mitigation processing has already been done and therefore the effective noise is treated as a noise rather than interference, even though it is made up of interference terms as well as noise. The relation between SNEF and the SNR required to successfully decode the information determines how the decoder performs. Notice, that SNEF depends on the channel estimation accuracy and the linear combining strategy, as well as the interference level and pilot contamination effect. If SNEF is too low, the decoder will fail and there will be some erroneous bits. However, the LLRs at the output of the decoder could still be used, as side information, to estimate the complex modulated data symbols that were sent. More importantly, if the information of some other UEs is decoded successfully, then, perfect knowledge of their complex modulated data symbols will be available.

The data estimates are obtained from LLRs at the output of the decoder which, in turn, require the data observations (see (30) and (31)) corresponding to all bits in a full codeword. Thus, let $N_cw$ be the number of bits that make a full codeword, and denote by $\hat{y}_{ik} \in \mathbb{C}^{N_cw} | N_b$ the observations of the corresponding complex symbols obtained by taking several instances of (30) and (31), with RP and SP respectively. To obtain the estimates of the complex data symbols, the LLRs of each bit (after the decoding procedure) are mapped into complex symbols based on the modulation scheme used. Assume that the complex symbol alphabet is given by the set $\mathcal{A} = \{s(1), \ldots, s(N_{mod})\}$ where each symbol maps $N_b$ bits such that $\mathcal{B}_j = \{b_j(1), \ldots, b_j(N_b)\}$ corresponds to the set of bits mapped into a given symbol $s(j)$. At the $i^{th}$ iteration the MMSE estimate of an arbitrary data symbol $s_{ik}$ is

$$\hat{s}_{ik}^{(i)} = \mathbb{E}\{s_{ik} | \hat{y}_{ik}^{(i)}\} = \sum_{j = 1}^{N_{mod}} s(j) \Pr(s_{ik} = s(j) | \hat{y}_{ik}^{(i)})$$

$$= \sum_{j = 1}^{N_{mod}} s(j) \prod_{n = 1}^{N_b} \Pr(b_{kn} = b_j(n) | \hat{y}_{ik}^{(i)})$$

where the conditional probabilities of each bit are given by

$$\Pr(b_{kn} = 0 | \hat{y}_{ik}^{(i)}) = \frac{1}{1 + \exp(-\text{LLR}_{kn}^{(i)})},$$

$$\Pr(b_{kn} = 1 | \hat{y}_{ik}^{(i)}) = \frac{1}{1 + \exp(\text{LLR}_{kn}^{(i)})},$$

(32)

and LLR$^{(i)}_{kn}$ represents the LLR after the decoding procedure for the $i^{th}$ iteration. Then, the variance of the data estimates is given by $\sigma_{n_{ik}}^{(i)} = \mathbb{E}\{|\hat{s}_{ik}^{(i)}|^2\}$, which can be estimated by taking a sample mean for all estimated symbols in a codeword.

It is worth mentioning that the MICEED algorithm does not depend on the channel code being used, and thus, it can be implemented with any state of the art decoder. This stands in contrast to [24] which focuses on the design of a forward-error-correction channel code.

### A. Numerical examples with finite-alphabet symbols

To illustrate the gains of the MICEED algorithm in a practical system, the same simulation setup as in Section IV-D is used but now considering LDPC codes and QPSK modulation. The

---

8Recall that one codeword spans several coherence blocks, see Figure 5.
To evaluate the reliability of the transmitted data, the BLER is calculated assuming that each codeword corresponds to one block. The choice of parity check matrix is done following the new radio (NR) 3GPP specifications [34]. Two code rates are evaluated: $R_{cd} \in \{1/2, 3/4\}$ with a codeword length of 3840 and 3888 bits respectively. Note that for these simulations, the channel error correlation matrices in (21) are computed numerically. This is done to obtain more accurate results compared to using the closed-form expressions Theorem 1, given that the data symbol distribution is no longer Gaussian. To evaluate the reliability of the transmitted data, the BLER is calculated assuming that each codeword corresponds to one block. The results of implementing the MICED algorithm with RP assume pilot reuse one ($\tau_p = K$). In the case of SP, the pilot reuse is the closest to $\tau_c/K$ that is allowed in an hexagonal grid. To establish a benchmark, the performance of standard pilot-based channel estimation with RP is included with pilot reuse 1 and 3.

Figure 6 depicts the BLER versus the number of iterations, SNR, and the number of BS antennas with a code rate $R_{cd} = 1/2$. Figure 7 shows the achievable SE versus the size of the coherence block and the number of BS antennas with a code rate of $R_{cd} = 3/4$. Note that when the BLER is low (e.g., $10^{-2}$) the resulting changes in the achievable SE are very small. Thus, different code rates for BLER and achievable SE curves are chosen to observe the potential difference between the evaluated methods within a few hundred BS antennas. The achievable SE at the $i^{th}$ iteration is obtained from the mutual information between the input bits, and the soft symbol estimates at the output of the decoder. The number of encoded bits in a codeword is denoted as $N_{\text{ENC}}$, and these encoded bits are staked into the vector $\mathbf{b}_{lk}$ such that $\mathbf{b}_{lk,m} \in \{0, 1\}$ for $m \in \{1, \ldots, N_{\text{ENC}}\}$. Assuming that the bits at the output of the decoder are independent, then the achievable SE is

$$R_{lk} = \frac{\tau_d N_b R_{cd}}{\tau_c N_{\text{ENC}}} \sum_{m=1}^{N_{\text{ENC}}} \left( 1 + \sum_{d=0}^{1} \Pr \left( [\mathbf{b}_{lk}]_m = d | \mathbf{y}_{lk}^{(i)} \right) \log_2 \left( \Pr \left( [\mathbf{b}_{lk}]_m = d | \mathbf{y}_{lk}^{(i)} \right) \right) \right)$$

(33)
where the probabilities in (33) are obtained as in (32). Note that the achievable SE in (33) accounts the overhead from coding and using dedicated pilot symbols in the case of RP.

Figure 6a depicts the BLER versus the number of iterations. It can be seen after 8 iterations the results stabilize and therefore that is the number of iterations selected for the rest of the figures. In addition, as the iterations progress the MICED algorithm decreases the BLER with MR combining further than with S-MMSE when compared to its initial state at $i = 0$. Figure 6b shows the BLER versus the average SNR per symbol indicating that the benefits of the MICED algorithm are achieved for both low and high SNR regimes. In Figures 6c and 6d the BLER is shown as a function of the number of BS antennas. It can also be seen that compared to pilot-based channel estimation, the use of the MICED algorithm is more beneficial for MR combining and when the number of antennas grows it outperforms S-MMSE. This effect is due to the presence of poor quality data estimates in the data-aided channel estimation, which in turn, make the interference suppression capabilities of S-MMSE less effective when compared to subtracting the estimated intracell interference (see third term of the effective noise in (30) and (31)). Moreover, when using the MICED algorithm with RP, the BLER is lower compared to S-MMSE combining with pilot reuse 3 which means that greater reliability can be achieved despite the 3 times lower pilot overhead. By comparing the BLER with RP and SP, it can be seen that RP provides lower BLER than SP; however for practical number of BS antennas (e.g. $M = 100$) the difference between RP and SP is rather small.

Figure 7 shows the achievable SE as a function of the coherence block size and number of BS antennas. In this case, the use of the MICED algorithm provides the greatest gains for MR combining which is in line with the results in Section IV-D. Furthermore, the SE with the MICED algorithm for MR and S-MMSE is very close which means that the benefit of the interference suppression with S-MMSE is comparable to removing the intracell interference with MR (see third term of the effective noise in (30) and (31)). The reason for this behavior, is the presence of inaccurate
data estimates in the data-aided channel estimation process. Therefore, the performance of the MICED algorithm with S-MMSE combining can be further improved by controlling the use of data estimates based on their accuracy.

In addition, Figure 7 shows that the MICED algorithm with SP achieves higher SE than RP since it does not have a pilot overhead (i.e., all symbols in the coherence block are used for data). The most benefit of the MICED algorithm is obtained for small coherence block size which corresponds to high mobility scenarios or higher carrier frequencies.

VI. CONCLUSION

This article evaluates the use of iterative data-aided channel estimation in multicell Massive MIMO systems, where the partially decoded bits are used to improve the channel estimates and reduce the decoding errors at the receiver. The MICED algorithm with SP, the terms in (21) are statistically independent [2], [3]. To obtain the close do-
in (21) are scalar quantities, taking lower bounds on the circularly symmetric complex Gaussian symbols (i.e., $\mathbf{a}_{\ell k}^{(i)}$, $\mathbf{b}_{\ell k}^{(i)}$) holds by applying Lemma 2 in Appendix B and taking the expectation over the inverse of the diagonal elements. Finally, by applying Jensen’s inequality the expression for the pilot intercell interference (see second term in (25)) is found. For the third term in (21) (noise), the following result holds

$$\mathbb{E}\left\{\left|\mathbf{u}_{\ell k}^{(i)}\right|^2\right\} \geq \mathbb{E}\left\{\left(\hat{\mathbf{X}}_{\ell k}^{(i)} \hat{\mathbf{X}}_{\ell k}^{(i)*}\right)^{-1}\right\}_{kk} \geq \mathbb{E}\left\{\left(\mathbf{P}_{\ell k}^{RP} \mathbf{P}_{\ell k}^{SP} \sigma_{\ell k}^{(i)} \mathbf{X}_{\ell k}^{(i)}\right)^{-1}\right\},$$

then, by means of the Jensen’s inequality the third term in (25) is obtained.

In the case of the expression in (24) and (26) with SP, notice that $\hat{\mathbf{X}}_{\ell k}^{(i)} = \sqrt{\mathbf{P}_{\ell k}^{SP}} \mathbf{X}_{\ell k}^{(i)}$, then, because of independence between data estimates and error, the result in (37) holds. Here, (c1) holds by taking the inverse of diagonal elements based on Lemma 2 in Appendix B, and the expressions in the second term of (24) and first term in (26) follow from Jensen’s inequality. Notice that the term $b_{\ell k}^{(i)}$ in (37) is also used to calculate the noise influence (i.e., the last term in (21)).

APPENDIX A

PROOF OF DATA-AIDED CORRELATION MATRICES

Consider a square matrix $\mathbf{A}$ that is positive semi-definite and constants $a, b \in \mathbb{R}$ such that $a \geq b \geq 0$, then it follows that $\mathbf{A}a \geq \mathbf{A}b$. Note that all correlation matrices are positive semi-definite by definition, and since the expectations in (21) are scalar quantities, taking lower bounds on the expectations would result in correlation matrices that fulfill Theorem 1. It is also worth mentioning that by assuming circularly symmetric complex Gaussian symbols (i.e., $\mathbf{s}_{l k} \sim \mathcal{CN}(\mathbf{0}, \mathbf{I}_{T_R})$) the resulting MMSE data estimate and its error are statistically independent [2], [3]. To obtain the closed-form expression in (23) and (25) with RP, the terms in (21) are analyzed separately, let $\mathbf{D}_{\rho} = \text{diag}(\rho_{1 1}^{RP}, \ldots, \rho_{T_R 1}^{RP})$ and $\mathbf{D}_{\rho} = \text{diag}(\rho_{1 1}^{RP} \mathbf{P}_{11}^{RP}, \ldots, \rho_{T_R 1}^{RP} \mathbf{P}_{11}^{RP})$. Then, the calculations in (34) at the top of the page hold, where ($a_1$) follows from the independence between data estimates and errors (i.e., $\mathbf{u}_{\ell k}^{(i)}$ and $\tilde{\mathbf{x}}_{\ell k}^{(i)}$ are independent). The second equality ($a_2$) is obtained by expanding the Gramian of $\tilde{\mathbf{X}}_{\ell k}^{(i)}$ and applying known properties of the matrix inverse operator. Note that $\mathbf{T}_{\ell k}^{(i)}$ is Hermitian and positive semi-definite, thus from the result in Lemma 2 of Appendix B, it holds that $[(\mathbf{T}_{\ell k}^{(i)})^{-1}]_{kk} \geq 1/|\mathbf{A}|_{kk}$. In addition, the diagonal elements of $\tilde{\mathbf{S}}_{\ell k}^{RP} \mathbf{S}_{\ell k}^{RP}$ are independent and have a chi-squared distribution. Thus, (a3) holds for $\chi_\alpha \sim 0.5x_2(\tau_{\ell}+1-K)$ and $\chi_\beta \sim 0.5x_2(\tau_{\ell}2)$ [2, App. B]. Then, a final lower bound on $\hat{\mathbf{a}}_{\ell k}^{(i)}$ is obtained based on Jensen’s inequality since $\mathbb{E}\{1/x\} \geq 1/\mathbb{E}\{x\}$, which yields the expression of the second term in (23) and first term in (25).

For the second term in (21) (intercell interference), note that the data symbols between UEs are independent, thus, $\mathbf{s}_{l k}$ and $\mathbf{u}_{\ell k}^{(i)}$ are independent for $\ell \neq l$. Let $\mathbf{P}_{\ell k}^{RP} = [\phi_{l 1}, \ldots, \phi_{l K}]$, then the calculations in (35) and (36) at the top of the page hold.

Notice that interference from pilot symbols (see the first term in (35)) is only non-zero if $\mathbf{UE}_{l k}^{RP}$ shares a pilot with a UE in cell $l$, and in particular, the largest interference will come from UEs sharing the same pilots as $\mathbf{UE}_{l k}$. Thus, (b1) holds by discarding the pilot interference that does not come from UEs sharing the same pilots as $\mathbf{UE}_{l k}$ (see the first term of (36)) and by applying the same method as in (34) for the data interference (see the second term of (36)). Then, (b2) holds by applying Lemma 2 in Appendix B and taking the expectation over the inverse of the diagonal elements. Finally, by applying Jensen’s inequality the expression for the pilot intercell interference (see second term in (25)) is found. For the third term in (21) (noise), the following result holds

APPENDIX B

Lemma 2. Let $\mathbf{A} \in \mathbb{C}^{N \times N}$ be Hermitian (i.e., $\mathbf{A} = \mathbf{A}^H$) and positive semi-definite, then it holds that

$$[(\mathbf{A})^{-1}]_{kk} \geq \frac{1}{|\mathbf{A}|_{kk}}.$$  

(39)
\begin{align*}
\sum_{k=1}^{K} R_{llk} E \left\{ \left( u_{lk}^{(i)} \right)^{H} s_{lk}^{(i)} \right\} ^{2} & \stackrel{(a)}{=} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{RP} (1 - \sigma_{lk}^{(i)})^{2} E \left\{ \left\| S_{l}^{(i)} D_{p}^{H} \left( \hat{X}_{l}^{(i)} H \hat{X}_{l}^{(i)} \right)^{-1} \right\| \right\} \\
& \stackrel{(b)}{=} \sum_{k=1}^{K} \frac{R_{llk} \rho_{llk}^{RP} (1 - \sigma_{lk}^{(i)})^{2}}{2 q_{lk}^{RP} \tau_{p}} E \left\{ \left\{ \frac{q_{lk}^{RP} \tau_{p}}{2 \rho_{lk}^{RP} \sigma_{lk}^{(i)} \gamma_{a}} + \frac{1}{2 \tau_{p}} D_{q}^{H} \left( \hat{S}_{l}^{(i)} \hat{S}_{l}^{(i)} \right)^{-1} + I_{K} \right\} \right\} \frac{1}{k_k} \\
& \stackrel{(c)}{=} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{SP} (1 - \sigma_{lk}^{(i)})^{2} E \left\{ \left\{ q_{lk}^{SP} \tau_{p} + \rho_{lk}^{SP} \sigma_{lk}^{(i)} \gamma_{b} \right\} ^{-2} \right\} + \sum_{\ell \in \Phi \setminus k_{c}} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{SP} E \left\{ \left\{ T_{i}^{(i)} \right\} ^{-1} \right\} \frac{1}{k_k} \\
& \stackrel{(d)}{=} \sum_{(\ell,k) \in p_{lk}^{SP}} R_{llk} \rho_{llk}^{SP} E \left\{ \left\{ q_{lk}^{SP} \tau_{p} + \rho_{lk}^{SP} \sigma_{lk}^{(i)} \gamma_{b} \right\} ^{-2} \right\} + \sum_{\ell \in \Phi \setminus k_{c}} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{SP} E \left\{ \left\{ q_{lk}^{SP} \tau_{p} + \rho_{lk}^{SP} \sigma_{lk}^{(i)} \gamma_{b} \right\} ^{-2} \right\} \\
& \stackrel{(e)}{=} \sum_{\ell \in \Phi \setminus k_{c}} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{SP} E \left\{ \left\{ q_{lk}^{SP} \tau_{p} + \rho_{lk}^{SP} \sigma_{lk}^{(i)} \gamma_{b} \right\} ^{-2} \right\} + \sum_{\ell \in \Phi \setminus k_{c}} \sum_{k=1}^{K} R_{llk} \rho_{llk}^{SP} E \left\{ \left\{ q_{lk}^{SP} \tau_{p} + \rho_{lk}^{SP} \sigma_{lk}^{(i)} \gamma_{b} \right\} ^{-2} \right\}
\end{align*}

**Proof:** The matrix \( A \) can be expressed as \( A = \begin{bmatrix} a & b^{H} \end{bmatrix} \) where \( a \in \mathbb{R}, \ b \in \mathbb{C}^{(N-1) \times 1} \), and \( C \in \mathbb{C}^{(N-1) \times (N-1)} \). By applying results from the inverse of a partitioned matrix and the Sherman–Morrison–Woodbury formula [35, Ch. 0] it follows that

\[
\left( (A)^{-1} \right)_{11} = \left( a - b^{H} C^{-1} b \right)^{-1}
\]
where \((e_i)\) holds by discarding the second positive term since \(C - \frac{bb^H}{a} > 0\) given that \(A\) is Hermitian and positive semi-definite [35, Ch. 7]. Let \(\Pi \in \mathbb{R}^{N \times N}\) be a permutation matrix that moves the \(k^{th}\) row of a matrix towards the first position such that \([A]_{kk} = [\Pi A \Pi^H]_{11}\) and \(\Pi^T = \Pi^H\), it follows that

\[
[A]^{-1}_{kk} = [\Pi A^{-1} \Pi^H]_{11} = \left( [\Pi A^H]^{-1} \right)_{11} \geq \frac{1}{[\Pi A^H]_{11}} = [A]_{kk}.
\]
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