Analysis of MPPT Failure and Development of an Augmented Nonlinear Controller for MPPT of Photovoltaic Systems under Partial Shading Conditions
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Abstract: The output–voltage–power curves of photovoltaic (PV) arrays exhibit complex multi-peak shapes when local shading occurs. The existing maximum power point tracking (MPPT) algorithms to solve this multi-peak problem do not consider the possibility of tracking failures due to the time of the irradiance change. In this study, first, the reason for the failure of the global MPPT (GMPPT) algorithm is analyzed based on the PV array mathematical model and its output characteristics under partial shading conditions; then, in order to estimate the MPP voltage, an artificial neural network (ANN) is trained using environmental information such as irradiance. A hybrid MPPT method using an augmented state feedback precise linearization (AFL) controller combined with an ANN is proposed to solve problems such as the shift of the static operating point of the DC/DC boost converter. Finally, numerical simulations are conducted to validate the proposed method and eliminate the possibility of MPPT failure. The proposed hybrid MPPT method is compared with the conventional perturb and observe (P & O) method and the improved P & O method through simulations. Using the proposed neural network and nonlinear control strategy, the MPP can be tracked rapidly, accurately, and statically, proving that the method is feasible and effective.
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1. Introduction

Global energy consumption has increased noticeably due to the increase in the population. The sustainable use of renewable energy solves one of the major concerns of the world community, since the amount of fossil energy sources is no longer sufficient [1]. Energy generated from photovoltaic (PV) systems is inexhaustible; hence, PV systems are suitable candidates for a long-term, reliable, and environmentally friendly source of electricity [2]. The output power of a PV systems varies with the intensity of the solar irradiance and the environmental temperature. Due to the nonlinear current–voltage (I–V) characteristics of the solar cell, there is a unique maximum power point (MPP) on the power–voltage (P–V) curve. Global maximum power point tracking (GMPPT) is one of the basic measures to improve the overall efficiency of the PV power generation systems. However, real environments experience partial shading, which is a condition whereby a portion of the PV module (or array) is shaded, while the other parts remain uniformly irradiated. When a PV array is subjected to partial shading, a considerable amount of energy is lost because the shaded module is short-circuited by its bypass diode. This forces its voltage, and consequently power, to be reduced to zero and the
P–V curve exhibits a complex multi-peak shape. In this case, the traditional algorithms using gradient information, such as the perturb-and-observe (P & O) and incremental conductance (INC) algorithms, become invalid [3–8].

In the last decade, several researchers have compared various MPPT techniques [9,10], focusing on the P–V characteristics [11–15], models [16–19], and methods [20–33] to track the maximum power of PV modules/arrays under partial shading conditions (PSC). The research on the PV output characteristics is mainly focused on the analysis of failure, power loss, and voltage variations in the MPPT method under the PSC. The research on the PV model mainly concentrates on a unified model of the PV array and an accurate model of the PV unit under complex environments. In general, the results of the studies on PV output characteristics and models are often fed back for updating the GMPPT algorithm; thus, they are significant for the applications of the PV system.

The maximum power tracking algorithms, which are the core of the PV power generation systems, can be broadly divided into three categories:

**In the first category,** the GMPP can be obtained by traversing all the maximum points in the PV array, which are the local maximum power points (LMPPs), and then sorting this maximum group [20–22]. The advantage is that the GMPP can be found accurately, and the algorithm is simple and stable; however, the optimization process is slow, redundant, and wastes hardware and software resources.

**In the second category,** the region of maximum power is determined according to the PV and model characteristics, and the multi-peak problem is transformed into a unimodal problem of the region. Then, the traditional method is used to track the MPP [23–26]. The advantage of the methods in this category is that they can reduce the traversal region; however, they have a higher dependency on the analysis of the local shadow models and output characteristics, which means that the determination of the MPP region is difficult and the robustness is poor.

**In the third category,** using a heuristic and intelligent optimization algorithm, the global maximum power of the PV system is directly calculated using an iterative method [27–33], to achieve MPPT. The advantages of these methods are that they do not depend on the model or PV characteristics, and can even update the algorithm through online follow-ups and self-learning. However, it is difficult to deal with the problems of GMPPT under frequent, continuous, and rapid changes in irradiance, because the iterative process is usually slow and can be easily trapped in a local optimal solution. In addition, the accuracy of the steady-state solution is not high.

In summary, a large number of scholars have conducted in-depth studies on the local shadowing in PV GMPPT. However, most of the algorithms still have problems such as slow global search speed, local optimality, and over-dependence on system models. In addition, the verification methods for these algorithms are based on the static multi-peak problem, and they ignore the possible MPPT failures caused by irradiance changes. To the best of the authors’ knowledge, there has been no published paper presenting a framework using an intelligent hybrid method for PV systems in the grid-connected mode. The major contributions of this paper, toward overcoming the drawbacks of the above references, are outlined below:

1. **The output characteristics of the PV arrays are analyzed using the PV array model under PSC, and the V–P curve is found to demonstrate a multi-peak trend. The reasons for the failure of the conventional MPPT algorithm are analyzed under the premise of rapid and continuous irradiance changes.**

2. **For the MPPT failures caused by the timings of the irradiance changes, this paper proposes a hybrid MPPT method that uses an artificial neural network (ANN) to estimate the MPP and an augmented state feedback precise linearization (AFL) controller for the DC/DC converter to meet the fast and frequent changes in irradiance.**

3. **Considering the influence of the multi-peak output of the PV array on the small signal of the DC/DC converter under PSC, this paper designs a nonlinear control method with precise state feedback linearization.**
The remainder of this paper is organized as follows: Section 2 presents the structure of the PV system proposed in this paper, a nonlinear mathematical model of the PV array under PSC, and the reason for the failure of GMPP under PSC. Section 3 introduces the proposed training results of the ANN structure used for MPPT, based on the environment information, and analyzes the error in the network. Section 4 presents an AFL nonlinear controller to track the output reference voltage of the ANN over a wide range, based on the nonlinear mathematical analysis of the DC/DC converter, and designs the controller of the DC/AC converter to accomplish the whole scheme of PV system connection to grid. Section 5 illustrates the performance of the proposed solution using detailed simulations executed under various conditions to validate the effectiveness of the hybrid MPPT method proposed in this paper. Simulations for the comparison of the proposed MPPT method with the conventional P & O method and the improved P & O method are also illustrated. The conclusions are presented in Section 6, which is the last part of this paper.

2. Grid-Connected PV Generation System

2.1. Structure of the Proposed System

Irradiance, temperature, and other environmental information present nonlinear characteristics with respect to the PV output power. The output-voltage–power curves of the PV arrays exhibit complex multi-peak shapes when local shading occurs. Because the ANN has the capability to be used in nonlinear applications and can respond rapidly to changes in reference, its usage in different areas has been growing. An ANN does not require reprogramming as it is based on a learning process. Therefore, in this paper, the irradiiances of different solar cells are detected to train the ANN controller to obtain an MPP reference.

The power electronic converter model is a typical nonlinear system model. Conventional controllers such as the PI controllers based on small-signal modeling cannot track the reference rapidly and precisely when the converter quiescent operating point shifts over a wide dynamic range. The static operating point of the boost DC/DC converter will vary widely under PSC. This paper proposes an AFL controller based on the DC/DC converter to solve the problems that exist in conventional controllers.

Figure 1 shows the structure of a grid-connected PV system in which a PV generator interacts with a DC/DC converter controlled by an MPPT algorithm using ANN. By detecting the irradiance and temperature information, the ANN provides maximum power with offline training. According to the theory of exact feedback nonlinear linearization, an AFL controller is utilized to track the MPP reference given by the ANN. The control of the DC/AC inverter can maintain the DC-link voltage at a constant reference value (700 V, in this paper).

![Figure 1. Structure of a PV (photovoltaic) system with a classical MPPT (maximum power point tracking)-based ANN (artificial neural network).]
2.2. PV Array Model under PSC

A PV array consists of a number of solar panels according to the load capacity requirements. When \( R_s = 0 \) and \( R_{sh} = \infty \), the mathematical model \([19,30]\) of the PV array under uniform irradiance can be described by the following equation:

\[
I_{app} = I_{scn}N_p\left[1 - C_1\left(\frac{V_{app}/N_s}{C_2V_{ocn}} - 1\right)\right],
\]

where \( C_1 = (1 - I_m/I_{scn})e^{-V_n/(C_2V_{ocn})} \), \( C_2 = (V_m/V_{ocn} - 1)\ln(1 - I_m/I_{scn})^{-1} \), \( I_{scn}, V_{ocn}, I_m, V_m, N_s, N_p, I_{app}, \) and \( V_{app} \) are the parameters of the PV panels under standard test conditions (STCs), the short-circuit current, open-circuit voltage, MPP current, MPP voltage, number of PV modules in series, number of PV modules in parallel, PV array output current, and PV array output voltage, respectively. Although the model in Equation (1) is no longer applicable under shaded conditions, the mathematical model for the PV array under local shadow conditions can be established based on a similar principle. A series of PV modules in a PV array is described as a substring, and is shown in Figure 2a. For the PV substring in Figure 2a under irradiance, the solid curve (blue and pink) in Figure 2b is the actual output curve. It can be seen that the \( V-I \) characteristic curve is clearly divided into two sections. Under non-uniform irradiance conditions, the current \( I_{sc1} \) generated by the substring \( N_{s1} \) is not equal to the current \( I_{sc2} \) generated by the substring \( N_{s2} \), and \( I_{sc1} > I_{sc2} \). For example, a single-string array current equation with two substrings connected in series can be represented by the following piecewise function \([16]\):

\[
I_{pu} = \begin{cases} 
I_{sc1}\left[1 - C_1\left(\frac{V_{pu}/N_s}{C_2V_{ocn}}\right) - 1\right], & I_{sc} \leq I_{sc1} \\
I_{sc2}\left[1 - C_1\left(\frac{V_{pu}/(N_s+N_1)}{C_2V_{ocn}}\right) - 1\right], & 0 \leq I \leq I_{sc2}\\
\end{cases}
\]

where \( I_{sc1} \) and \( I_{sc2} \) represent the short-circuit currents at different irradiances, as shown in Figure 2b. \( V_{pu} \) is the PV substring voltage and \( I_{pu} \) is the PV substring current.

![Figure 2. Schematic model of PV array: (a) PV substring under shading condition; (b) V–I characteristic curve corresponding to (a); (c) PV array model.](image-url)
The PV array distribution into rows and columns is shown in Figure 2c below. From (1) and (2), the mathematical model of the array under PSC can be expressed as follows:

\[
\begin{align*}
I_{apv} &= \sum_{1}^{N_p} I_{p} = M(V_{apv}), \\
V_{apv} &= \max\{V_{p}\}
\end{align*}
\]

(3)

where \(I_{apv}\) and \(V_{apv}\) are the total output current and voltage in one series, provided by Equation (3).

2.3. Failure Analysis of GMPPT under PSC

The PV array model proposed in this paper, based on (2) and (3), is shown in Figure 2c, where \(G_{ij}\) (i = 1–3; j = 1–12) is region A, and the other region is region B. \(N_s = 6\), \(N_p = 12\), and \(N_{s1} = 3\). The parameters of a single solar panel are shown in Table 1. For regions A and B with different lighting conditions, the PV output characteristic curve can be measured as shown in Figure 3.

Table 1. Parameters of the solar cell.

| Parameter                      | Value |
|--------------------------------|-------|
| \(V_{oc}\) (open-circuit voltage) | 65.2 V |
| \(I_{sc}\) (short-circuit current) | 5.96 A |
| \(V_m\) (MPP (maximum power point) voltage) | 54.7 V |
| \(I_m\) (MPP current) | 5.58 A |
| \(P_m\) (MPP power) | 305.2 W |

![Figure 3. V–P characteristics of PV array under PSC (maximum power point).](image)

It can be observed from Figure 3 that the MPP of the entire PV array is changed if the irradiance of the area A is 200 W/m² and the illumination condition of area B is changed. Considering the possibilities of dynamic irradiance changes, we make the following assumptions, to make the simulation conditions as specific as possible:

1. Assuming that the illumination characteristic of the PV array at the moment \(t\) is given by the L3–R3 curve, and that the lighting condition changes at moment \(t + 1\), the output characteristic curve of the PV array becomes L1–R1, and the actual PV output becomes S1. As the PV curve exhibits a multi-peak shape, the traditional MPP R1 cannot be obtained by searching the LMPP L1 using the gradient information as in the P & O and INC methods. Some experts found that the overall output power of the PV array changed greatly in this process. Global search algorithms such as the particle swarm optimization (PSO) algorithm or the artificial bee colony (ABC)
algorithm can be used for global optimization, by using the amplitudes of the output power variations and the \( f + 1 \) global optimal solution R1 to solve the local shadow problems of the PV output characteristics with multiple peaks.

(2) The light characteristic curve of the PV array is assumed to be the L1–R1 curve at moment \( t \), and the curve of the PV characteristic becomes L3–R3 at moment \( f + 1 \), which indicates that the MPP of the PV system should change from R1 to L3.

In this process, as the suboptimal solution R3 of the L3–R3 curve is near R1, the power change is not very large. Therefore, the global search algorithm can be started, which results in the failure of the MPPT algorithm. As can be seen in Figure 4, in this failure case, the power loss ratio is approximately three.

![Figure 4](image-url)  
**Figure 4.** Structure of ANN in MPPT: (a) Typical ANN structure; (b) ANN structure proposed in this paper.

The threshold of the algorithm is inversely proportional to the starting frequency. However, the global optimization search algorithm usually needs a long time to search in an iterative manner, and it is difficult to perform the maximum power search in time when the irradiance changes frequently or continuously.

Therefore, it is difficult to solve the multi-peak problem of local shadowing using the traditional method. The global search algorithm has the problem of slow convergence, and it is difficult to start the global optimization search algorithm using only the current and voltage definitions.

Therefore, it is necessary to use the environment information to make the search judgments, and to utilize fast and efficient tracking algorithms to solve the multi-peak problem of GMPPT under dynamic local shadow conditions.

3. ANN Method for Maximum Power-Point Tracking (MPPT)

3.1. Neural Network Construction for MPPT

ANNs have recently been developed further, not only in theory but also in practice. A common ANN for MPPT [34,35], showed in Figure 4, has three layers: input, hidden and output layers. In this paper, the ANN input can be the PV-array environmental parameters such as irradiance or temperature and the output is the maximum power. The ANN output is used as the reference power for the DC/DC controller as Formula (4) shows. The input vector \( x_i \) in Figure 4a is equal to \( G_i \), which indicates the PV cells’ irradiance for the weights \( \gamma_j \) and \( \lambda_{ij} \), while \( b_i \) and \( c \) are the biases for each joint from the input layer to the output layer.

\[
\begin{align*}
V_m &= \theta(\sum_{j=1}^{m} \gamma_j \phi_j(G) + c) \\
\phi_j(G) &= \beta_j(\sum_{i=1}^{n} (\lambda_{ij}G_i + b_j))
\end{align*}
\]

(4)

The training data are determined by using MATLAB/Simulink (R2016b, Mathworks, Natick, MA, USA) to simulate the PV array based on parameters supplied by the manufacturer. For every case,
the specific irradiance and temperature values are recorded as the input data to the ANN. The MPP corresponding to each input combination is also recorded as the output data of the ANN. The network is implemented for determining the maximum power of the PV array, when the PV array is subjected to various environmental parameter conditions. The network is obtained through training (supervised) using a training function—the Levenberg–Marquardt algorithm. However, the parameters of a specific PV array have changed over the years; hence, the data used to train the ANN may not be accurate. Therefore, the output reference power is not the exact optimal power. Nevertheless, this reference operation point is close to the MPP.

The DC-DC boost-converter proposed in this paper shows clear advantages over conventional methods, especially under the condition of irradiance mutation.

3.2. Neural Network Analysis for MPPT

In order to show the training result of neural network, according to the irradiance condition in Section 2.3, the regions with the same irradiance are taken as an integrated whole to simplify the structure of the neural network shown in Figure 4a.

According to Figure 5b, it is noted that the output of the PV system varies over time and with the environmental conditions, so the periodic training of the ANN is crucial. A total of 361 sample data points (irradiance between 100 W/m² to 1000 W/m² of part A and B, starting at 100 W/m² in steps of 50 W/m² to 1000 W/m²) were generated to train the network. To perform the ANN, the number of layers, number of neurons of each layer, transmission function of each layer, and kind of training network needs to be assigned. The proposed ANN has three layers; the first and second layers have 10 neurons, while the third layer has one. The first and second layers of the transfer functions are Tansig and the third layer is Purelin. The training data are obtained by simulating the PV system in Matlab/Simulink using the Levenberg–Marquardt algorithm. Two hundred fifty training epochs and applying training as a training function are enough to get good results in Figure 5a. The error computation is performed by algorithm of mean square error method (MSE) during the training process. The admissible of MSE for the ANN is assigned to be approximately $10^{-4}$ in Figure 5b.

![Image of ANN training results](image_url)

**Figure 5.** Testing data of ANN controller: (a) The output of the neural network training with the amount of target data; (b) the mean squared error (MSE) in converging process; (c) the absolute error of neural network training.
Figure 5c shows the changing trend surfaces of the absolution and relative errors at the different irradiances between part A and B. Obviously, in most cases, the absolution errors of ANN output max power are within ±0.15 V. Thus, the results of ANN training are better and are regarded as the reference voltage that is followed by DC/DC converter controller.

4. Topology and Control Strategy for Proposed Power Converter

4.1. Nonlinear Model of DC/DC Converter

A simplified circuit scheme of the PV system is presented in Figure 6. The circuit uses a boost converter because of the wide adoption of such a step-up DC/DC structure in PV systems; nevertheless, the analysis presented in this paper can be extended to other DC/DC topologies also. The scheme uses a voltage source as the system load, to model the DC links of double-stage structures in commercial PV inverters where the DC/AC stage regulates the DC-link voltage (C_{dc} capacitor voltage) [36]. This voltage-source model is widely used to represent the closed-loop grid-connected inverters owing to its satisfactory balance between accuracy and simplicity, which is confirmed in [30–40]. In the topological structure, P_m is the ANN output, namely, the reference power. The control goal of the boost converter is that the actual output power of the PV should be compatible with the P_m of the DC/DC controller.

![Figure 6. Topology of DC-DC boost converter in PV system.](image)

The dynamic behavior of the DC-DC converter is modeled by the Equations (5) and (6) [41], where \( i_L \) represents the inductor current, \( V_{apv} \) is the PV array voltage, \( I_{apv} \) represents the PV array current and \( P_{apv} = V_{apv} \times I_{apv}, V_{dc} \) is the DC-link voltage, and \( L \) and \( C_{in} \) represent the inductor and capacitor values:

\[
\frac{di_L}{dt} = \frac{V_{apv} - V_{dc}(1 - u)}{L} \tag{5}
\]

\[
\frac{dV_{apv}}{dt} = \frac{I_{apv} - i_L}{C_{in}}. \tag{6}
\]

4.2. Augmented-State Feedback Linearization (AFL) Control for Nonlinear Systems

The nonlinear equation system formed by Equations (5) and (6) describes the PV system dynamic behavior under all operating conditions. The traditional PI controller is designed as a linear system. In general, the engineers linearize the nonlinear systems using small-signal modeling methods and adjust the parameters of PI in the linear systems. However, in this method, we need a steady-state point that is to be fixed as the converter working state. In other words, in the fast changing irradiance cases under partial shadow conditions, a linear method such as small-signal modeling cannot satisfy the requirements.

As can be seen from Figure 3, in the PV array under the local shadow conditions there is a significant shift in the static operating point: the voltage at the maximum power point is changed at a large range.
Based on the nonlinear control theory presented in Appendix A, and in conjunction with Equations (2), (3), (5), and (6), we can establish a transformational matrix that varies with time to linearize the nonlinear system under a particular condition [42–44]. Then, the state feedback controller is projected onto the linear system to accomplish dynamic tracking. However, the control effect of ordinary state feedback produces steady-state errors.

In order to eliminate the dynamic voltage tracking error under the steady-state condition, a state variable \( x_3 \) is defined as
\[
x_3 = \int (V_{pv} - V_m) dt.
\]
The augmented state-space description of the nonlinear system \( \Sigma \) can be written as follows:
\[
\begin{align*}
\dot{x}_1 &= \frac{x_2 - V_{dc}}{L} + \frac{V_{dc} u}{L} \\
\dot{x}_2 &= \frac{M(x_2) - x_1}{C_{in}} \\
\dot{x}_3 &= M(x_2) - V_m,
\end{align*}
\]
where the state variable \( x_1 \) is the inductor current and \( x_2 \) is the capacitor \( C_{in} \) voltage, which is the PV output voltage as well.

The description of \( \Sigma \) could be written as
\[
\dot{x} = f(x) + g(x)u
\]
\[
f(x) = \begin{bmatrix}
\frac{x_2 - V_{dc}}{M(x_2) - x_1} \\
\frac{M(x_2) - V_m}{C_{in}}
\end{bmatrix},
\]
\[
g(x) = \begin{bmatrix}
\frac{V_{dc}}{L} \\
0 \\
0
\end{bmatrix}.
\]

According to the nonlinear control theory and definitions mentioned in Appendix A, the augmented system \( \Sigma \) could be partially feedback linearized by constructing a considered output function. Assuming the output function \( y = \omega(x) \), the criteria \( L_g \omega(x) = 0 \), \( L_g L_f \omega(x) = 0 \) and \( L_g L_2 f \omega(x) \neq 0 \) should be met.

By analyzing the characteristic of control matrix \( g(x) \), the criteria could be met when the output function is considered as \( \omega(x) = x_3 \). A new state variable \( Z \) could be defined as
\[
Z = \varphi(x) = [\omega(x), L_f \omega(x), L_2 f \omega(x)]^T
\]
to construct a coordinate transformation.

The augmented system \( \Sigma \) could be mapped to a third-order linear time-invariant system \( \Pi \) as follows:
\[
\dot{Z} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \\ z_3 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix} \nu, \tag{8}
\]
where \( \nu \) is the controlled variable in system \( \Pi \).

The controlled variable \( u \) in system \( \Sigma \) can be written as:
\[
u = -L_3 f \omega(x) + \nu \frac{L_2 f \omega(x)}{L_3 f \omega(x)}.	ag{9}
\]

From Equation (9), it can be seen that the controlled variables in system \( \Sigma \) could be described by the controlled variable \( \nu \) in the third-order linear time-invariant system \( \Pi \). The response curve of system \( \Sigma \) is determined by the controlled variable \( \nu \).

The control law \( \nu = -KZ = -k_1 z_1 - k_2 z_2 - k_3 z_3 \) could be designed according to the theory of linear system, then, substituting it into Equation (8), it could be written as Equation (10):
\[
\begin{align*}
\dot{z}_1 + k_3 \dot{z}_1 + k_2 z_1 + k_1 \int z_1 dt &= 0, \tag{10}
\end{align*}
\]
where \( z_1 = \omega(x) = x_3 = \int (V_{pv} - V_{mpp}) dt \).
The state variable $z_1$ is determined by feedback coefficient matrix $K = [k_1, k_2, k_3]$ in the third-order differential equation, and the effect of PV output voltage $V_{pv}$ given by ANN tracking reference $V_m$ is determined as well.

A third-order system could be considered as a product of a first-order system and a second-order system. The system can be reduced to a reasonable order according to the system distribution of the roots, which means by designing the dominant pole placement. The system is designed as a second-order system in this paper, that is, the distance between the roots and the imaginary axis in the first-order system is larger than three times the distance between the roots and the imaginary axis in the second-order system. The state variables $z_{1,1}, z_{1,2},$ and $z_{1,3}$ could be written as $z_{1,1} = \omega_n$, $z_{1,2} = -\xi \omega_n + \omega_n \sqrt{\xi^2 - 1}$, and $z_{1,3} = -\xi \omega_n - \omega_n \sqrt{\xi^2 - 1}$. $\xi$ is the second-order system damping ratio that affects the system dynamic performance. In order to be an overdamped system, $\xi$ should be greater than or equal to 3. $\omega_n$ is the system natural frequency that affects the steady-state precision and corresponding velocity, and $\omega_n$ is supposed to be $k$ times the $LC_{in}$ circuit resonant frequency. The control parameters of the system could be written as (11):

$$\begin{align*}
k_1 &= \omega_n^3 = k(1/\sqrt{LC_{in}})^3 \\
k_2 &= (2\xi + 1)\omega_n^2 \\
k_3 &= (2\xi + 1)\omega_n
\end{align*}$$

(11)

The augmented state-space feedback linearization control strategy is presented in Figure 7.

**Figure 7.** Augmented state-space feedback linearization control strategy.

**4.3. DC/AC Inverter and Control**

Figure 8 shows a typical topology of a two-stage grid-connected PV system, which includes a DC/DC boost converter and a DC/AC converter. The first-stage DC/DC boost converter connected to the PV panel steps up the output DC voltage of the DC bus to a level appropriate for the DC/AC inverter, based on the MPPT algorithm.

**Figure 8.** Control strategy of DC/AC inverter.
The DC/AC inverter control strategy is based on the instantaneous powers of the $d$–$q$ frame references applied for pulse-width modulation (PWM) control. According to the instantaneous power theory, the active power $p$ and reactive power $q$ can be written as in Equation (10):

\[
\begin{align*}
p &= \frac{3}{2}(e_d i_d + e_q i_q) \\
q &= \frac{3}{2}(e_d i_q - e_q i_d)
\end{align*}
\tag{12}
\]

where $e_d$, $e_q$, $i_d$, and $i_q$ are $d$–$q$ components of the grid voltage and $d$–$q$ components of the output current, respectively. $|E|$ is the amplitude of the grid voltage. On the $d$–$q$ frame references under the voltage-oriented control (VOC) method, $e_d = |E|$, $e_q = 0$. Thus,

\[
\begin{align*}
p &= \frac{3}{2}e_d i_d \\
q &= \frac{3}{2}e_q i_q
\end{align*}
\tag{13}
\]

Ignoring the inverter attenuation losses, the instantaneous value of the DC-link power $p_{dc}$ can be described as shown in Equation (14):

\[
p_{dc} = i_{dc} u_{dc}.
\tag{14}
\]

The active power $p$ and $p_{dc}$ could be represented as

\[
i_{dc} u_{dc} = p = \frac{3}{2}e_d i_d.
\tag{15}
\]

The control scheme of the grid-side inverter is shown in Figure 8. The internal $d$–$q$ current loop references can be calculated from the external loop, and the PI controller is used to regulate the $d$–$q$ grid currents $[45–47]$. The outputs of the $d$–$q$ current controllers, $\Delta V_{gd}$ and $\Delta V_{gq}$, which denote a variation of the grid voltage, are added to the $d$–$q$ grid voltages to obtain the dynamic response with the feedforward of the grid voltage $[48]$. In order to operate in terms of unity power factor with grid, $I_q^\text{ref}$ is set to 0.

5. Digital Simulation Experiments and Analysis

5.1. Simulation Case 1

The purpose of testing the rapidity and effectiveness of tracking the MPP voltage of PV arrays under PSC is to verify the GMPPT nonlinear control method proposed in simulation case 1.

The performance of the proposed MPPT method based on nonlinear control is evaluated under conditions where the irradiance changes rapidly, by using Matlab/Simulink. The PV array model proposed in this paper is shown in Figure 2b, where $N_s = 6$, $N_p = 12$, and $N_{s1} = 3$ is region A, and $N_{s2} = 3$ is shown as area B. The parameters of the solar module are presented in Table 1. The irradiances of regions A and B are shown in Figure 9. The simulation parameters are presented in Appendix B, and the simulation results are shown in Figures 9–14.

The peaks under 200 V in Figure 9 are defined as the left peaks and the peaks above 200 V are defined as the right peaks.
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voltage quickly, accurately, and statically.

to the new voltage reference. As can be observed in Figure 10, the AFL method can track the MPP
dynamic tracking process produces a large overshoot, the controller can still respond within 0.03 s
slowly or rapidly; this is obviously superior to the FL method.

It can be seen from Figure 9 that during the simulation the irradiance can change gradually or
abruptly. The amplitude of the MPP voltage also deviates frequently by more than 150 V; that is, the
MPP keeps moving between the left and right peaks with changes in irradiance. The MPP is on the
right peak in area a of Figure 9A. As the irradiance increases, the MPP moves to the left peak at 0.16 s
and keeps increasing, as shown in Figure 9B. At 0.35 s, the MPP is still on the left peak when the
irradiance decreases from 1000 W/m² to 550 W/m² suddenly. At 0.4 s, the MPP on the left peak shifts
to the right peak when the irradiance decreases from 550 W/m² to 250 W/m², as shown in area d of
Figure 9A. At 0.45 s, 0.5 s, 0.55 s, and 0.74 s, the irradiance changes as shown in Figure 9a, accompanied
by a shift of the MPP from the left peak to the right peak.

In order to verify the method proposed in this paper, the simulation conditions are designed
to simulate a variety of changes in the PV array. The simulation conditions are consistent with the
analysis in Section 2.3.

It can be observed from Figure 10 that, in areas a, b, c, e, g, and h, the AFL method can track the
MPP voltage quickly and without steady-state errors, under conditions where the irradiance changes
slowly or rapidly; this is obviously superior to the FL method.

In areas (A) to (B) and stages d–h, even if the MPP voltage changes in a wide range and the
dynamic tracking process produces a large overshoot, the controller can still respond within 0.03 s
to the new voltage reference. As can be observed in Figure 10, the AFL method can track the MPP
voltage quickly, accurately, and statically.

Figure 9. (a) Irradiances of different parts of the PV array; (b) voltage of the PV array.

Figure 10. Cont.
Figure 10. Output voltage of PV systems with AFL (augmented state feedback precise linearization) and FL (state feedback precise linearization) controller: (A) Output voltage (overall); (B) output voltage (detailed): (a) output voltage (0.05–0.15 s); (b) output voltage (0.15–0.35 s); (c) output voltage (0.35–0.40 s); (d) output voltage (0.40–0.45 s); (e) output voltage (0.45–0.50 s); (f) output voltage (0.50–0.55 s); (g) output voltage (0.55–0.74 s); (h) output voltage (0.74–0.95 s).

At the same time, the hybrid control method (ANN + AFL) proposed in this paper can achieve MPPT and eliminate the possibility of GMPPT failures, regardless of the changes in the PV shielding conditions.

The control effect of MPPT focuses on the output power of the PV system, as shown in Figure 11. It can be seen from Figure 11 that the AFL controller can realize the MPP with high efficiency and can accurately track the MPP voltage.
It can be observed in Figure 11 that the MPPT can accurately track the voltage in different parts of the PV system. Although the voltage drops in the dynamic processes, the MPPT can still respond quickly, especially during the transients. The voltage follows the actual power curve, and the controller, whether AFL or FL, can eliminate the failures and ensure a precise output. In the specific power range (0.05–0.15 s), the output power can reach a peak at 0.15 s. In the range (0.15–0.35 s), the output power (0.45–0.50 s) remains stable. In the range (0.35–0.40 s), the output power increases rapidly, reaching 0.40 s approximately. In the range (0.40–0.45 s), the output power (0.50–0.55 s) remains stable. In the range (0.40–0.74 s), the output power (0.55–0.74 s) remains stable, and in the range (0.74–0.95 s), the output power reduces slightly. The output power curve for the FL controller is more stable and efficient compared to AFL, especially in the range (0.35–0.40 s).
Although the transients in the PV output current cause a power surge at the point of MPP voltage mutation, especially in the case of a wide range of mutations, the AFL controller eliminates the dynamic processes in a short period and stabilizes the output power.

It can be seen from Figures 11 and 12 that in parts a, d, e, and h of the simulation process, which indicate MPP in the right peaks, the currents in regions A and B are equal because of low irradiances.

![Figure 12. Output current and voltage in different parts of the PV array.](image)

As regions A and B of different lighting conditions result in different MPP voltages, the PV array output power comes from regions A and B together.

In the simulation process of b, c, f, and g, the irradiance of region B is much higher than that of region A, and the output power of region B is larger than the sum of the powers of regions A and B.

Therefore, the bypass diode of region A turns on, and the region A voltage is clamped by the diode conduction voltage. At this time, the PV output voltages and powers generated by the region B from 0.16 s to 0.4 s and from 0.5 s to 0.74 s are shown in Figure 13.

The DC-link voltage and the output current of the PV grid-connected inverter are depicted in Figure 13a. It can be observed that the DC-link voltage is maintained at 700 V and that the fluctuations are within an acceptable range of approximately 15 V.

The effectiveness of the hybrid MPPT method presented in this paper is shown in Figure 13b. The output current is consistent with the PV output characteristic curve in Figure 9a.

![Figure 13. DC-link voltage and inverter output current: (a) DC-link voltage; (b) three-phase output current.](image)

5.2. Simulation Case 2

In this case, simulations are carried out under different scenarios to compare the proposed MPPT method with other methods such as the conventional P & O method [5] and the improved P & O
When the shading condition changes to SP2 from SP3, the PV output characteristic changes from SP1. As shown in Part I of Figure 14, when the shading condition changes to SP2 from SP1, the PV output characteristic changes from the pink curve to the brown curve. The traditional P & O algorithm (the green curve in Figure 14) can track the MPP (point a) in section SP1. However, only the local MPP (point b) in section SP2 can be tracked by the traditional P & O algorithm, which indicates that the traditional P & O algorithm for MPPT fails to track the GMPP in section SP2. Since the instantaneous power change \( \Delta P \) is large, the improved P & O algorithm (the blue curve in Figure 14) can start the global search module and track the GMPP (point c), similar to the method proposed in this paper (the red curve in Figure 14). It is clear from the dynamic process that the response time of the proposed method is much less than that of the improved P & O algorithm, and that the tracking speed is increased more than 6-fold. By combining this inference with the information in Table 3, it can be inferred that the steady-state maximum power of the proposed method is also superior to that of the improved P & O algorithm.

From Table 2 and Figure 14, it can be observed that the simulation process consists of three different partial shading processes. It is assumed that under the simulation pattern 1 (SP1), all three methods can achieve MPP.

![Figure 14](image)

**Figure 14.** Comparison of proposed MPPT method with the P & O (perturb and observe) and improved P & O methods, under different scenarios.

1. As shown in Part I of Figure 14, when the shading condition changes to SP2 from SP1, the PV output characteristic changes from the pink curve to the brown curve. The traditional P & O algorithm (the green curve in Figure 14) can track the MPP (point a) in section SP1. However, only the local MPP (point b) in section SP2 can be tracked by the traditional P & O algorithm, which indicates that the traditional P & O algorithm for MPPT fails to track the GMPP in section SP2. Since the instantaneous power change \( \Delta P \) is large, the improved P & O algorithm (the blue curve in Figure 14) can start the global search module and track the GMPP (point c), similar to the method proposed in this paper (the red curve in Figure 14). It is clear from the dynamic process that the response time of the proposed method is much less than that of the improved P & O algorithm, and that the tracking speed is increased more than 6-fold. By combining this inference with the information in Table 3, it can be inferred that the steady-state maximum power of the proposed method is also superior to that of the improved P & O algorithm.

2. When the shading condition changes to SP2 from SP3, the PV output characteristic changes from the brown curve to the black curve, as shown in Figure 14II. It can be seen that the MPP (point c) of the SP2 shading condition is near the local MPP (point d) of the SP3 shading condition. It is difficult to start the global search because the power change due to the shading condition change is not large enough. Therefore, the improved P & O and traditional P & O algorithms track the local MPP (point d) in identical manners, which indicates that the GMPP tracking fails in the cases of the improved P & O and traditional P & O algorithms. It can be seen from Table 3 that the power loss caused by MPPT failure is 699 W, which accounts for approximately 10% of the maximum power. The method proposed in this paper can track the MPP (point e) quickly and accurately, and effectively solve the MPPT failure problem caused by local shadow conditions.

---

**Table 2.** Considered shading conditions.

| Section No. | Time (s) | Shading Pattern \([G_{1,1-12}, G_{1,1-12}, G_{3,1-12}, G_{5,1-12}, G_{6,1-12}] \) (W/m²) |
|-------------|----------|----------------------------------------------------------------------------------|
| SP1         | 0.1–0.3  | \([300, 300, 300, 1000, 700, 700]\)                                               |
| SP2         | 0.3–1.5  | \([300, 300, 300, 1000, 500, 500]\)                                               |
| SP3         | 1.5–2.0  | \([300, 300, 300, 1000, 300, 300]\)                                               |

---
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Table 3. Performances of the different MPPT (maximum power point tracking) methods under different scenarios.

| Section No. | Ideal Maximum Power (W) | Output Power Obtained (W) |
|-------------|--------------------------|----------------------------|
|             | P & O                    | Improved P & O             | ANN + AFL ¹               |
| SP1         | 8393.4                   | 8282.9                     | 8283.1                     | 8381.4                        |
| SP2         | 7341.3                   | 5989.2                     | 7225.3                     | 7311.2                        |
| SP3         | 7811.6                   | 7108.4                     | 7112.6                     | 7798.8                        |

¹ ANN: artificial neural network; AFL: augmented state feedback precise linearization.

6. Conclusions

Control methods for MPPT and for the entire grid-connected PV power generation system under PSC were proposed in this paper. An ANN was combined with the nonlinear controller of a DC/DC converter to obtain good tracking, especially in case of fast irradiance changes. Under the simulation conditions discussed in the paper, the following conclusions could be drawn:

(1) The PV output characteristics were modeled and analyzed under PSC, and the complex nonlinear multi-peak morphology of the PV array output was verified. It was found that the timings of irradiance changes might cause the failure of traditional MPPT methods or make it difficult to define the starting conditions, especially for MPPT algorithms based on voltage or current information.

(2) Based on the above analysis, an artificial neural training network model was designed based on environmental variables and irradiance information, and GMPPT was realized efficiently and effectively using the hybrid method (ANN + AFL) for the DC/DC converter. A comparison of the proposed MPPT method with the conventional P & O method and the improved P & O method was illustrated through simulations. The GMPPT failure caused by the timing of the irradiance change was solved.

(3) For the problems caused by the partial shading process, such as the MPP voltage of the PV output being shifted greatly, the static operating point of the system being changed, or the difficulty of designing a PI controller to eliminate the steady state under small-signal modeling, this paper proposed an AFL control method for nonlinear systems to accurately track the MPP without static errors. The control parameters were clear and easy to design and apply.
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Appendix A. Nonlinearity Control Theory and Parameter Analysis in Third-Order Systems

A.1. Some Definitions in Nonlinearity Control Theory

(1) Vector field: Given a subset \( S \) in \( \mathbb{R}^n \), a vector field is represented by a vector-valued function \( V: S \rightarrow \mathbb{R}^n \) in standard Cartesian coordinates \( (x_1, \ldots, x_n) \). If each component of \( V \) is continuous, then \( V \) is a continuous vector field, and more generally \( V \) is a \( C_k \) vector field if each component of \( V \) is \( k \) times continuously differentiable. A vector field can be visualized as assigning a vector to individual points within an \( n \)-dimensional space.

A vector field defines a unique dynamical system, described as a differential equation:

\[
\dot{x} = f(x),
\]  

(A1)
i.e., a vector field $f$, with initial condition $x_0$, determine an integral curve $t \rightarrow (x_1(t), \ldots, x_n(t))$, which is a solution to (A1) such that $x(0) = x_0$.

(2) Lie derivative: If $f$ is a smooth vector field on $U$ and $h$ a smooth function on $U$ then $f(h)$ is the smooth function on $U$ defined by

$$f(h(x)) = \sum_{i=1}^{n} f_i(x) \left( \frac{\partial h(x)}{\partial x_i} \right). \quad (A2)$$

A vector field may be interpreted as an operator mapping the function $h$ into the function $f(h)$. The function $f(h)$ is called the Lie derivative of the function $h$ along the vector field $f$; it is usually denoted as $L_fh$, which is a more convenient notation in the case of repeated operations:

$$L_{f_1}L_{f_2}L_{f_3} \ldots L_{f_l}h = f_1(f_2(f_3(\ldots f_l(h) \ldots))).$$

Repeated Lie derivatives along the same vector field $f$ are denoted as $L^l_f h = L_f(L_{f-1}^l h), L_0^0 h = h$. The Lie derivative $L_f h$ of a smooth function $h$ along a vector field $f$ is also denoted by $(dh, f)$.

(3) Lie bracket: If $f$ and $g$ are a smooth vector field on $U$ and $h$ a smooth function on $U$ then $[f, g](h)$ is the smooth function on $U$ defined by

$$[f, g](h) = f(g(h)) - g(f(h)) = L_fL_g h - L_gL_f h. \quad (A3)$$

The Lie bracket $[f, g]$ of two vector fields $f$ and $g$ is also denoted by $ad_fg$. $[f, g]$ is a vector field. Repeated Lie brackets are denoted as $ad_f^l g = ad_f(ad_f^{l-1} g), ad_f^0 g = g$.

A.2. Multi-Input Feedback Linearization Theorem

The nonlinear system $\dot{x} = f(x) + \sum_{i=1}^{m} g_i(x) u_i = f(x) + G(x)u, x \in \mathbb{R}^n$ is locally feedback linearizable, i.e., locally transformable in $V_0$, a neighborhood of the origin contained in $U_0$, into a linear controllable system in the Brunovsky controller form by means of:

(i) a nonsingular state feedback:

$$u = K(x) + \beta(x)v, K(0) = 0,$$

where $K(x)$ is a smooth function from $V_0$ into $\mathbb{R}^n$, $\beta(x)$ is an $m \times m$ matrix with smooth entries, nonsingular in $V_0$;

(ii) a local diffeomorphism in $V_0$: $z = T(x), T(0) = 0$,

if, and only if, in $U_0$:

(i) $\Theta_l = \text{Span}\{ad_f^i g_i : 1 \leq i \leq m, 0 \leq j \leq l\}, 0 \leq l \leq n - 2$, is involutive and of constant rank.

(ii) $\text{Rank} \Theta_{n-1} = n, \text{Rank} G_{n-1} = n$.

Appendix B. Description of the Detailed Model

B.1. Simulation Parameters

Output power of PV array under the standard test condition = 21.96 kW, assuming the temperature is 25 °C; Carrier frequency in $V_M$ PWM generator = 5 kHz and in grid-side controller = 10 kHz; boost converter parameters: $L = 0.5$ mH, $C_{in} = 330$ uF, $C_{dc} = 630$ uF, $U_{dc} = 700$ V, $\omega_0 = 1/\sqrt{LC_{in}} = 2.46 \times 10^3$, $\xi = 5$, $k = 2$, $\omega_n = k\omega_0 = 1.23 \times 10^7$, $k_1 = \omega_n^2 = 1.875 \times 10^9$, $k_2 = \omega_n^2(2\xi + 1) = 1.656 \times 10^9$, $\omega_n = 1.875 \times 10^9$. $k_2 = \omega_n^2(2\xi + 1) = 1.656 \times 10^9$. $\omega_n = 1.875 \times 10^9$. $k_2 = \omega_n^2(2\xi + 1) = 1.656 \times 10^9$.
The nonlinear system
\[ (\alpha, x, y) \rightarrow f(x, y) + g(x, y) \]
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