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Abstract
This paper describes the solution of the QIAI lab sent to the Radiology Report Summarization (RRS) challenge at MEDIQA 2021. This paper aims to investigate whether using multimodality during training improves the summarizing performances of the model at test-time. Our preliminary results shows that taking advantage of the visual features from the x-rays associated to the radiology reports leads to higher evaluation metrics compared to a text-only baseline system. These improvements are reported according to the automatic evaluation metrics METEOR, BLEU and ROUGE scores. Our experiments can be fully replicated at the following address: https://github.com/jbdel/vilmedic.

1 Introduction
Radiology report summarization is a growing area of research. Given the Findings and Background sections of a radiology report, the goal is to generate a summary (called an impression section in radiology reports) that highlights the key observations and conclusion of the radiology study. Automating this summarization task is critical because the impression section is the most important part of a radiology report, and manual summarization can be time-consuming and error-prone.

This paper describes the solution of the QIAI lab sent to the Radiology Report Summarization (RRS) challenge at MEDIQA 2021 (Ben Abacha et al., 2021). This challenge aims to promote the development of clinical summarization models that generate radiology impression statements by summarizing textual findings written by radiologists. Since for most reports, the associated x-rays are available, we aim to evaluate if incorporating visual features from x-rays helps our systems for the report summarization task. This task could be defined as Multimodal Radiology Report Summarization (MRRS) as depicted in Figure 1.

Figure 1: An example of Multimodal Radiology Report Summarization.

2 Data Collection
The training set consists of 91,544 examples taken from the MIMIC-CXR v2.0 dataset (Johnson et al., 2019). Each training example is a free-text chest radiology report that contains the Background, Findings and Impression sections. Two validation sets, each with 2,000 reports were used. One validation set was collected from MIMIC, and the other was collected from the Indiana University Chest X-Rays Report dataset (Indiana-University). The test set contains 300 reports from the Indiana University dataset, and 300 reports from Stanford University School of Medicine. All report sections were tokenized using the Stanford CoreNLP tokenizer (Manning et al., 2014).

| split            | #report | #report w/o image |
|------------------|---------|-------------------|
| mimic-train      | 91,544  | 0                 |
| mimic-dev        | 2,000   | 0                 |
| indiana-dev      | 2,000   | 53                |
| stanford-test    | 300     | 300               |
| indiana-test     | 300     | 4                 |

Table 1: Splits statistics from the MEDIQA 2021 challenge.
3 Model

This section describes the two architectures that will be benchmarked in the result section. We start by describing the text-based monomodal architecture at section 3.1. This model only takes as input the findings section and outputs the impression section (the summary). In section 3.2, we incorporate visual information into the monomodal architecture to make it multimodal.

3.1 Monomodal architecture

Given the report’s Findings section of M words \( \mathbf{X} = (x_1, x_2, \ldots, x_M) \), an attention-based encoder-decoder model (Bahdanau et al., 2014) outputs its summary \( \mathbf{Y} = (y_1, y_2, \ldots, y_N) \). We denote \( \vartheta \) as the model parameters, then \( \vartheta \) is learned by maximizing the likelihood of the observed sequence \( \mathbf{Y} \) or in other words by minimizing the cross entropy loss. The objective function is given by:

\[
\mathcal{L}(\vartheta) = - \sum_{t=1}^{n} \log p_{\vartheta}(y_t | y_{<t}, \mathbf{X}) \tag{1}
\]

The encoder-decoder model consists of three components: an encoder, a decoder and an attention mechanism.

**Encoder** At every time-step \( t \), an encoder creates an annotation \( \mathbf{h}_t \) according to the current embedded word \( x'_t \) and internal state \( \mathbf{h}_{t-1} \):

\[
\mathbf{h}_t = f_{\text{enc}}(x'_t, \mathbf{h}_{t-1}) \tag{2}
\]

Every word \( x_t \) of the input sequence \( \mathbf{X} \) is an index in the embedding matrix \( \mathbf{E}^{\mathbf{x}} \) so that the following formula maps the word to the \( f_{\text{enc}} \) size \( S \):

\[
x'_t = \mathbf{W}^{\mathbf{x}} \mathbf{E}^{\mathbf{x}} x_t \tag{3}
\]

The total size of the embeddings matrix \( \mathbf{E}^{\mathbf{x}} \) depends on the source vocabulary size \( |\mathcal{Y}_s| \) and the embedding dimension \( d \) such that \( \mathbf{E}^{\mathbf{x}} \in \mathbb{R}^{|\mathcal{Y}_s| \times d} \). The mapping matrix \( \mathbf{W}^{\mathbf{x}} \) also depends on the embedding dimension because \( \mathbf{W}^{\mathbf{x}} \in \mathbb{R}^{d \times S} \).

The encoder function \( f_{\text{enc}} \) is a bi-directional GRU (Cho et al., 2014). The following equations define a single GRU block (called \( f_{\text{gru}} \) for future references):

\[
z_t = \sigma (x'_t + \mathbf{W}^z \mathbf{h}_{t-1})
\]

\[
r_t = \sigma (x'_t + \mathbf{W}^r \mathbf{h}_{t-1})
\]

\[
\mathbf{h}_t = \tanh \left( x'_t + r_t \odot (\mathbf{W}^h \mathbf{h}_{t-1}) \right)
\]

\[
\mathbf{h}_t = (1 - z_t) \odot \mathbf{h}_{t-1} + z_t \odot \mathbf{h}_t
\]

where \( \mathbf{h}_t \in \mathbb{R}^S \). Our encoder consists of two GRUs, one is reading the input sentence from 1 to M and the second from M to 1. Therefore the encoder annotation \( \overline{\mathbf{h}}_t \) for timestep \( t \) is the concatenation of both GRUs annotations \( \mathbf{h}_t \). The encoder set of annotations \( \mathbf{H} \) contains the annotations \( \overline{\mathbf{h}} \) of each timestep and is of size \( M \times 2S \).

**Decoder** At every time-step \( t \), a decoder outputs probabilities \( p_t \) over the target vocabulary \( \mathcal{Y}_d \) according to previously generated word \( y_{t-1} \), internal state \( s_{t-1} \) and encoder annotations \( \mathbf{H} \):

\[
y_t \sim p_t = f_{\text{dec}}(y'_{t-1}, s_{t-1}, \mathbf{H}) \tag{5}
\]

Every word \( y_t \) of the summarized report \( \mathbf{Y} \) is an index in the embedding matrix \( \mathbf{E}^{\mathbf{y}} \) so that the following formula maps the word in the \( f_{\text{dec}} \) size \( D \):

\[
y'_t = \mathbf{W}^{\mathbf{y}} \mathbf{E}^{\mathbf{y}} y_{t-1} \tag{6}
\]

The decoder function \( f_{\text{dec}} \) consists of two parts: a conditional GRU \( f_{\text{cgru}} \) and a bottleneck function \( f_{\text{bot}} \).

The following equations describe the cGRU function \( f_{\text{cgru}} \):

\[
s'_t = f_{\text{gru}}(y'_t, s_{t-1})
\]

\[
c_t = f_{\text{att}}(s'_t, \mathbf{H})
\]

\[
s_t = f_{\text{gru}}(s'_t, c_t) \tag{7}
\]

where \( f_{\text{att}} \) is the soft linguistic attention module over the set of source annotation \( \mathbf{H} \):

\[
a'_t = \mathbf{W}^a \tanh (\mathbf{W}^s s'_t + \mathbf{W}^B \mathbf{H})
\]

\[
a_t = \text{softmax}(a'_t)
\]

\[
c'_t = \sum_{i=0}^{M-1} a_t i \mathbf{h}_i
\]

\[
c_t = \mathbf{W}^c c'_t \tag{8}
\]
The bottleneck function $f_{bot}$ projects the cGRU output $s_t$ into probabilities over the target vocabulary. It is defined as such:

$$b_t = \text{tanh}(W_{bot}[s_t, c_t])$$

$$y_t \sim p_t = \text{softmax}(W_{proj}b_t)$$  \hspace{1cm} (9)

where $[\cdot, \cdot]$ denotes the concatenation operation.

### 3.2 Multimodal architecture

In the MIMIC dataset, a report can be associated with multiple x-rays images. We pick only one image according to the following priority: PA, AP, LATERAL, AP AXIAL, LL. Using this setting, we can select one image to each report. The Indiana dataset has at most one image associated with each report. In case no image is provided, we input a representation of "zeros" to the pipeline.

For each image, we extract the "pool0" representation of a DenseNet121 (Huang et al., 2017) architecture pretrained on x-rays images made available by the TorchXRayVision library (Cohen et al., 2020). The representation for each image is a vector of 1024 features that we call $v$ in the following equations.

We consider three approaches to integrate the vector $v$ to the monomodal architecture presented in Section 3.1. First, the $\text{encdecinit}$ policy that consists of initializing both the encoder and decoder state $h_0$ and $s_0$ with the visual features as such:

$$h_0 = \text{tanh}(W^{vh0}v)$$

$$s_0 = \text{tanh}(W^{vs0}v)$$  \hspace{1cm} (10)

The second one is $\text{ctxmul}$ that performs the element-wise product of each encoder annotations $h_i$ with $v$:

$$\overline{h}_i = h_i \odot W^{vh}v$$  \hspace{1cm} for $i = 1$ to $M$  \hspace{1cm} (11)

Finally, the $\text{trgmul}$ policy consists of the element-wise product of each target embedding of equation 6 with $v$:

$$y'_t = y'_t \odot W^{vy}v$$  \hspace{1cm} (12)

Matrices $W^{vh}$, $W^{vs0}$, $W^{vh0}$, $W^{vy}$ are trainable weights that transform and map $v$ to right dimension.

Finally, we define a fourth approach, $\text{allv}$, using all the aforementioned interactions.

### 4 Settings

Both monomodal and multimodal architectures use a 2-layered bi-directional GRU for the encoder, and 1-layered GRU for the decoder. Each GRU has a hidden size of 320 units and our embeddings are of size 200. We apply dropout of 0.4 on the source embeddings $x'_t$, 0.5 on the source annotations $H$ and 0.5 on the bottleneck $b_t$.

We chose Adam (Kingma and Ba, 2014) as the optimizer with a learning rate of 0.0004 and batch size 64. Model parameters are initialized using the He initialization method (He et al., 2015). We evaluate the model performance using the ROUGE-2 F1 metrics (Lin, 2004), which is commonly used for evaluating machine summarization task. We stop training when the ROUGE score does not improve for 10 evaluations on the validation set. In the experiment section, we also report the METEOR (Banerjee and Lavie, 2005) and BLEU metrics (Papineni et al., 2002).

In the scope of this paper, we only use the findings section as input to our models and discard the background section.

### 5 Experiments

The experiments are carried out as follows:

1. We define two settings for the dataset splits. The first one is dictated by the challenge as defined in Table 1. We call it $\text{regular-split}$. The second setting consists of injecting 1500 out of the 2000 indiana-dev samples into the training set. We keep the remaining 500 for development. This setting allows more training homogeneity compared to regular-split, we refer to it as the $\text{mix-split}$.

2. We use our monomodal architecture to predict summarization for both the stanford and indiana test sets. We use the multimodal architecture to predict summarization only on the indiana test set (the stanford test set having no x-rays available). Note that both architectures are trained with the same number of samples.

Figure 2 and 3 depict the results of the best scoring configurations for the monomodal and multimodal models on the development sets. Each results is obtained by using beam-search with width varying from 8 to 12. Finally, E5 means results are
from an ensemble of 6 trained models (i.e. model ensembling).

A few observations can be made. First, three of four best scoring models (highlighted in bold) is the multimodal variant. Each time, the multimodal model is using the allv interaction. It means that injecting the visual features from the x-rays in both the encoder and the decoder improves summarization.

Secondly, the only instance where the monomodal variant is better is on the indiana-dev set using the regular-split. One could hypothesize that the multimodal model is sensitive to distribution shift; indeed no indiana samples (and therefore indiana x-rays) are in the training set for this configuration. Though using model ensembling seems to mitigates the performance drop, it is still lower that the monomodal baseline.

Finally, we underline the ROUGE scores from systems that are significantly different (p-value ≤ 0.05) than the baseline mono models using the approximate randomization test of multeval (Clark et al., 2011). The underlined scores are all from multimodal systems.

Figure 2: Effect of ensembling and beam-size width for model Multi E5 allv (mix-split setting). Left concerns split indiana-dev and right mimic-dev.

6 Related Work

Though relatively new, a few previous work can be denoted in the field of radiology report summarization. Zhang et al. (2018) first studied the problem of automatic generation of radiology impressions by summarizing textual radiology findings, and showed that an augmented pointer-generator model achieves high overlap with human references. This model has been extended with an ontologyaware pointer-generator and showed improved summarization quality (MacAvaney et al., 2019). RL-based approaches have been investigated by Li et al. (2018) and (Liu et al., 2019).

More recently, (Zhang et al., 2020) developed a general framework where the evaluation of the factual correctness of a generated summary is done by factchecking it automatically against its reference using an information extraction module.

To our knowledge, this work is the first attempt to use multimodality for radiology report summarization.
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## A Multimodal results

| Model             | BLEU | METEOR | R2-F1 |
|-------------------|------|--------|-------|
| **indiana-dev**   |      |        |       |
| Multi E5 allv     | 15.27| 17.12  | **30.42** |
| Multi E5 encdecinit | **15.37** | **17.32** | 30.05 |
| Multi E5 ctxmul   | 14.57| 16.75  | 29.85 |
| Multi E5 trgmul   | 15.26| 16.75  | 29.75 |
| **mimic-dev**     |      |        |       |
| Multi E5 allv     | **29.31** | **26.24** | **48.86** |
| Multi E5 trgmul   | 29.0 | 26.10  | 42.56 |
| Multi E5 ctxmul   | 28.90| 26.02  | 48.47 |
| Multi E5 encdecinit | 28.38 | 25.58  | 48.42 |

Table 4: Results of our multimodal architectures on the development sets (regular-split).

| Model             | BLEU | METEOR | R2-F1 |
|-------------------|------|--------|-------|
| **indiana-dev**   |      |        |       |
| Multi E5 allv     | **28.32** | **25.30** | **54.38** |
| Multi E5 trgmul   | 27.50| 24.72  | 53.90 |
| Multi E5 ctxmul   | 26.86| 24.53  | 53.20 |
| Multi E5 encdecinit | 26.65 | 24.52  | 52.10 |
| **mimic-dev**     |      |        |       |
| Multi E5 allv     | **28.97** | **26.10** | **48.98** |
| Multi E5 trgmul   | 28.83| 25.90  | **48.98** |
| Multi E5 ctxmul   | 28.83| 25.87  | 48.81 |
| Multi E5 encdecinit | 28.31 | 25.65  | 48.39 |

Table 5: Results of our multimodal architectures on the development sets (mix-split).