Exploring Factors Associated with Subjective Health of Older-Old using ReLU Deep Neural Network and Machine Learning
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Abstract—Resolving the health issues of the elderly has emerged as an important task in the current society. This study developed models that could predict the subjective health of the older-old based on gradient boosting machine (GBM), naive Bayes model, classification and regression trees (CART), deep neural network, and random forest by using the health survey data of the elderly and compared their prediction performance (i.e., accuracy, sensitivity, specificity) the models. This study analyzed 851 older-old people (≥75 years old) who resided in the community. This study compared the accuracy, sensitivity, and specificity of the developed models to evaluate their prediction performance. This study conducted 5-fold cross-validation to validate the developed models. The results of this study showed that the deep neural network with an accuracy of 0.75, a sensitivity of 0.73, and a specificity of 0.81 was the model with the best prediction performance. The normalized importance of variables derived from deep neural network analysis showed that depression, subjective stress recognition, the number of accompanying chronic diseases, subjective oral conditions, and the number of days walking more than 30 minutes were major predictors for the subjective health of the older-old. Further studies are needed to identify factors associated with the subjective health of the older-old with considering the age-period-cohort effects.
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I. INTRODUCTION

The elderly population is increasing rapidly in South Korea. As of 2018, South Korea has entered the aging society because the elderly population (≥65 years old) exceeded 14% of the total population [1,2]. Moreover, it is expected that South Korea will become a super-aged society, where the elderly population is at least 20% of the total population [1,2]. If this trend continues, it was estimated that the elderly population will be 16.16 million people, 3.7 folds of that in 2005 [1]. In particular, as the average life expectancy is extended, the older-old (75 years or older) is also expected to increase by 8.6 times compared to 2005 [1].

The increased elderly population due to aging caused health problems such as an increase in geriatric diseases and social problems such as an increase in the burden of medical expenses [3,4]. Resolving the health issues of the elderly has emerged as an important task in the current society [5]. In particular, as the baby boomer generation is rapidly turning into an elderly population, South Korean society needs to prepare measures for faces more serious and complex elderly issues to be resolved [6,7,8]. Consequently, the subjective health of the elderly has been studied extensively [6,7,8]. However, these previous studies have limitations. First, most previous studies [9, 10] that identified factors affecting the subjective health status of the elderly usually treated the elderly, ≥ 65 years old, as a homogeneous group and developed a model for predicting a subjective health condition without categorizing them into different age groups. Second, it is difficult to generalize and extrapolate the results of previous studies [11] to the whole elderly population in South Korea because they mostly targeted a small elderly group in a specific area. Third, previous studies [12] targeting the elderly in South Korea mainly used tools that were developed in South Korea to measure subjective health or quality of life, and as a result, it is difficult to compare the results of these studies with those published in other countries that do not speak Korean. In particular, as researchers began to recognize issues associated with defining the elderly, ≥ 65 years old, as a homogenous group [13], some studies [14,15] subdivided the elderly into the young-old (<75 years old) and the older-old (≥75 years old).

As South Korea entered the aging society in 2017, it is necessary to explicitly identify the subjective health-related factors of the older-old whose daily living ability has declined. Previous studies [16,17,18,19,20,21,22] evaluated factors related to the subjective health of the older-old and reported that the number of accompanying chronic diseases, depression, socioeconomic status, gender, and social network with friends and relatives as the predictors of subjective health. However, since these previous studies used regression analysis to develop a prediction model, it was efficient to identify individual risk factors but the model is limited in identifying multiple risk factors such as lifestyle and socioeconomic level [23]. In addition, the regression model assumes independence, normality, and homoscedasticity [24]. If the model is developed using data that violate the normality assumption, it may produce biased results [24].

Recently, machine learning has been widely used in various fields as a way to solve the limitations of this regression model. Machine learning can accurately analyze even data that somewhat violate the normality assumption and nonlinear data in the estimation process, which are advantages of machine learning [25]. This study developed models that could predict
the subjective health of the older-old based on gradient boosting machine (GBM), naïve Bayes model, classification and regression trees (CART), deep neural network, and random forest by using the health survey data of the elderly and compared their prediction performance (i.e., accuracy, sensitivity, specificity) the models.

II. METHODS AND MATERIALS

A. Study Subjects

This study analyzed the raw data of the 2016 Seoul Panel Study Data (SPS-data). The SPS-data was carried out from June 1 to August 31, 2016, for understanding the status of the welfare vulnerable class living in Seoul and estimating the welfare level of citizens. The population was the households living in Seoul at the time of the 2005 Population and Housing Census, a complete enumeration census. The sample was extracted from the census data using the randomized stratified sampling method for 25 districts in Seoul. This study excluded those who were imprisoned, were admitted to a nursing hospital, or moved to a silver town, and foreigners. As for the survey method, the interviewer visited the target household and conducted a computer-aided personal interview. This study analyzed 851 older-old people who resided in the community and completed the survey.

B. Measurements and Definitions of Variables

Subjective health status, outcome variable, was measured on a 5-point Likert scale (very good, good, moderate, bad, and very bad). Explanatory variables included age, sex, smoking (smoker or non-smoker), drinking (once a week or less or more than twice a week), economic activity (yes or no), mean number of days walking for 30 minutes or more (1 or less than 3 days per week or 2 days per week or more), depression, subjective oral conditions, body mass index, disease/accident/addition experience in the past two years, social activities in the past month (yes or no), living with a spouse (living together, bereavement/separation, or single), disease/accident/addition experience in the past two weeks (yes or no), subjective stress recognition (yes or no), number of accompanying chronic diseases, body mass index, number of days walking for 30 minutes or more (1 or less than day per week or 2 days per week or more), depression, subjective oral conditions, self-perceived diet, frequency of meeting with neighbors (once a month or less or more than twice a month), and meeting frequency with relatives (once a month or less or more than twice a month).

The number of chronic diseases (e.g., diabetes, hypertension, and hyperlipidemia) was classified into none, 1, 2, and 3 or more. The body mass index (BMI) was classified as “underweight” when it was less than 18.5, “normal” when it was 18.5 or more and less than 25, “overweight” when it was 25 or more and less than 30, and “obesity” when it was 30 or more. Subjective stress was defined as a “high-stress group” when the respondents said they felt a lot of stress and a “low-stress group” when they answered that they felt a little stress. Depressive symptoms were classified as “depressed” when feeling depressed for more than two weeks in a row and “not depressed” when not feeling depressed for two weeks or more in a row. Subjective oral conditions were defined as “good”, “normal”, and “bad”. The self-perceived dietary life was classified into “sufficient diet life” when the respondents answered “ate enough quantity of food and a variety of foods in the last year” or “ate enough quantity of food and not various foods” and “insufficient diet life” when they answered “insufficient food from time to time due to economic difficulties” or “frequently insufficient food due to economic difficulties”.

C. Development of Prediction Models: GBM

GBM is a machine learning algorithm that creates a strong learner by combining weak learners of a decision tree by using an ensemble technique [26]. This model generalizes the model by generating a model for each step like other boosting methods and optimizing a loss function that can be arbitrarily differentiated. A model is created, even if the accuracy is low, and the errors of the generated model are compensated by the following model. Through this process, the accuracy of the current model becomes better than that of the previous model: a more accurate model (or a stronger learner). The basic principle is to increase accuracy by repeating this process. GBM's algorithm is presented in Fig. 1.

D. Naïve Bayes Classification

Naïve Bayes classification is a method of classifying observations into different groups using Bayes theory (Fig. 2) [27]. Bayes theory refers to a way of calculating the posterior probability by using an observation when there is a prior probability.

E. CART

CART is one of the analysis algorithms of the statistical decision classification model, which measures impurity using the Gini Index [28]. It is an algorithm based on a binary split, which generates only two child nodes from a parent node [28]. The advantages of CART are that it is easy to interpret the generated rules and can analyze both continuous and categorical variables. For continuous variables, a separation rule is created in the form of “X \leq C?” or “X \geq C?” [28]. For categorical variables, a rule of binary separation is created in the form of “X \in \{A, B\}” [28]. In the model of this study, the criterion for separating and merging decision rules for CART was set to 0.05. The number of child nodes was limited to 100, the number of parent nodes was limited to 200, and the number of branch branches was limited to 5.
F. Deep Neural Network

Deep neural network is an algorithm made up of an input layer composed of independent variables, an output layer composed of dependent variables, and two or more hidden layers between the input and output layers [29]. Each layer has independent nodes and a node is connected to other nodes in other layers by weighted neurons (connecting lines) (Fig. 3).

This study used H2O Deep Learning among various deep learning types. H2O’s Deep Learning is based on a multi-layer feedforward artificial neural network that is trained with stochastic gradient descent using back-propagation.

In this study, the number of hidden layers was set to 2, nodes of each layer were set to 10 (total of 20), and epochs (number of repetitions) were set to 5. In this study, a model was developed using the Rectifier Linear Unit (ReLU) designated as a default as the active function of deep learning (Fig. 4).

G. Random Forest

Random Forest is an ensemble method that learns an independent decision tree for each sample after generating a large number of random samples from training data using bootstrap (conduct random restoration sampling of the same sample size from a given data) and decides a final model by synthesizing the results (Fig. 5).

H. Validation of the Prediction Models

This study developed models for predicting the subjective health of the older-old using GBM, naive Bayes model, cart, deep neural network, and random forest. This study compared the accuracy, sensitivity, and specificity of the developed models to evaluate their prediction performance. This study conducted 5-fold cross-validation to validate the developed models.

In the analysis stage, models containing randomness, such as a random forest, were developed while fixing the seed number to “9876543”. This study defined the model with the highest accuracy as the best prediction model (best prediction performance) after comparing prediction performance. If two models had the same accuracy, a model with a higher sensitivity was defined as a better prediction model. All analyzes were performed using R version 3.6.2 (Foundation for Statistical Computing, Vienna, Austria).

III. RESULTS

The accuracy of five models (GBM, naive Bayes model, cart, deep neural network, and random forest) for predicting the subjective health of the older-old is presented in Fig. 6. The results of this study showed that the deep neural network with an accuracy of 0.75, a sensitivity of 0.73, and a specificity of 0.81 was the model with the best prediction performance.
The normalized importance of variables derived from deep neural network analysis showed that depression, subjective stress recognition, the number of accompanying chronic diseases, subjective oral conditions, and the number of days walking more than 30 minutes were major predictors for the subjective health of the older-old (Fig. 7). Among them, depression had the highest importance (Fig. 7).

![Fig. 6. Comparing the Sensitivity of a Machine Learning Model and a Deep Learning Model for Predicting the Subjective Health of the Older-Old.](image_url)

![Fig. 7. The Importance of Variables in the Prediction Model for the Subjective Health of the Older-Old (Only the Top 5 Variables are Presented).](image_url)

**Fig. 6.** Comparing the Sensitivity of a Machine Learning Model and a Deep Learning Model for Predicting the Subjective Health of the Older-Old.

**Fig. 7.** The Importance of Variables in the Prediction Model for the Subjective Health of the Older-Old (Only the Top 5 Variables are Presented).

### Conclusions

This study compared the accuracy of prediction models for the subjective health of the older-old in South Korea and confirmed that the deep neural network-based prediction model had the best prediction performance among GBM, naive Bayes model, cart, deep neural network, and random forest. These results are consistent with the results of da Silva et al. [33], which predicted the health condition of the elderly and showed that the performance of deep learning was superior to that of machine learning methods such as naive Bayes, J48 Decision Tree, and SVM.

Another finding of this study is that depression, subjective stress recognition, number of accompanying chronic diseases, subjective oral conditions, and the number of days of walking more than 30 minutes were identified as the main factors for the subjective health of the older-old. The result was different from the previous studies [34,35,36] that identified the subjective health of the elderly using regression analysis and reported that social network (e.g., the presence of a spouse), education level, job status, and household income level were the main factors for subjective health. It is believed that these results reflected the interactions of the aging effect, period effect, and cohort effect, indicating the similar socioeconomic level of the older-old in South Korea, where unhealthy elderly people have already passed away. However, Kim et al. [37] evaluated the subjective health of the elderly and reported that the higher the household income level improved the satisfaction of subjective health. Further studies are needed to identify factors associated with the subjective health of the older-old with considering the age-period-cohort effects. Furthermore, additional studies are needed to compare prediction performance such as accuracy, sensitivity, and specificity using data of various diseases in order to prove the effectiveness of deep learning in epidemiological data.
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