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ABSTRACT

Physics-informed neural networks (PINN) have recently emerged as a promising application of deep learning in a wide range of engineering and scientific problems based on partial differential equation (PDE) models. However, evidence shows that PINN training by gradient descent displays pathologies that often prevent convergence when solving PDEs with irregular solutions. In this paper, we propose the use of a particle swarm optimization (PSO) approach to train PINNs. The resulting PSO-PINN algorithm not only mitigates the undesired behaviors of PINNs trained with standard gradient descent but also presents an ensemble approach to PINN that affords the possibility of robust predictions with quantified uncertainty. We also propose PSO-BP-CD (PSO with Back-Propagation and Coefficient Decay), a hybrid PSO variant that combines swarm optimization with gradient descent, putting more weight on the latter as training progresses and the swarm zeros in on a good local optimum. Comprehensive experimental results show that PSO-PINN with the proposed PSO-BP-CD algorithm outperforms PINN ensembles trained with other PSO variants or with pure gradient descent.

1 Introduction

Physics-informed machine learning is an emerging area that promises to have a lasting impact in science and engineering. Physics-informed neural networks (PINNs) [1], in particular, have shown remarkable success in a variety of problems modeled by partial differential equations [2, 3]. PINNs exploit the universal approximation capabilities of neural networks [4]. Unlike traditional neural networks, PINNs employ a multi-part loss function containing data-fitting and PDE residual components. And differently from traditional numerical methods, PINNs are meshless, producing a solution over an entire, possibly irregular, domain, rather than on a pre-specified grid of points.

Standard gradient descent tools already in widespread use for training deep neural networks, such as stochastic gradient [5] and ADAM [6], were promptly adopted as the methods of choice to train PINN. However, an accumulating body of evidence shows that gradient descent exhibits pathological behavior when training PINNs, especially when the differential equation solution contains irregular and fast varying features [7, 8]. Numerous approaches have been proposed to mitigate this undesirable behavior, including weighting the loss function [8, 9, 10], domain decomposition [11, 12], and changes to the neural network architecture [7]. Recent work attributed this behavior to stiffness in the gradient flow dynamics of the PINNs loss functions, which leads to unstable convergence for gradient-based optimization algorithms [7, 8].

In this work, we propose to address this issue by moving away from pure gradient descent by employing particle swarm optimization (PSO) [13], a metaheuristic algorithm used in numerous applications, including neural network training [14, 15, 16, 17, 18]. Indeed, the original paper on PSO [13] was motivated in part by neural network training. The resulting PSO-PINN algorithm not only mitigates the pathologies associated with
gradient-based optimization, but also produces a diverse ensemble of neural networks [19], which enables the application of ensemble methods to PINNs, such as variance reduction[20] and uncertainty quantification[21]. Indeed, ensemble methods have become popular in deep learning as they combine the outputs of a diverse set of neural networks, thus reducing prediction variance and producing uncertainty estimates [22, 23, 24, 25]. To our knowledge, PSO-PINN is the first algorithm for training PINNs based on swarm optimization. However, PSO-PINN is not the only ensemble approach to PINNs; the ensemble approach was used to progressively train PINNs forward in time in a recent publication [26].

In this paper, we consider and contrast three variants of the PSO algorithm to train PINNs: the PSO method in its original form [13], a variant called PSO-BP (PSO with Back-Propagation), which adds a gradient descent component to the particle velocity vectors [27], and PSO-BP-CD (PSO-BP with Coefficient Decay), a proposed modification of PSO-BP that includes a decreasing schedule for the behavioral coefficients. PSO-BP-CD puts more weight on the gradient descent component near the end of training, when the swarm should have already converged on a good local optimum. Experimental results with several ODE and PDE benchmarks show that PSO-PINN, using the proposed PSO-BP-CD algorithm, consistently outperforms the other PSO variants for training PINNs, as well as PINN ensembles trained with standard ADAM [6], in diverse scenarios under various parameter settings. These results demonstrate the potential of PSO-PINN in providing accurate prediction with quantified uncertainty.

This paper is organized as follows. Section 2 provides a brief overview of deep neural networks, physics-informed neural networks, and particle swarm optimization. Section 3 introduces the PSO-PINN algorithm based on three variants of PSO, plain, PSO-BP, and PSO-BP-CD, whereas Section 4 studies PSO-PINN through experimental results using various ODE and PDE benchmarks. Section 5 provides concluding remarks and future directions.

2 Background

In this section, we define PINNs and describe the PSO-BP optimization algorithm.

2.1 Deep Neural Networks

The feed-forward fully-connected neural network is the basic architecture used in deep learning algorithms[28]. A fully-connected neural network with $L$ layers is a function $f_\theta : \mathbb{R}^d \rightarrow \mathbb{R}^k$ described by

$$f_\theta(x) = W^{[L-1]} \sigma \circ (\cdots \circ (W^{[0]}x + b^{[0]}) + \cdots) + b^{[L-1]}$$

where $\sigma$ is an entry-wise activation function, $W^{[l]}$ and $b^{[l]}$ are respectively the weight matrices and the bias corresponding to each layer $l$, and $\theta$ is the set of weights and biases:

$$\theta = (W^{[0]}, \cdots, W^{[L-1]}, b^{[0]}, \cdots, b^{[L-1]})$$

Among popular choices for the activation function are the sigmoid function, the hyperbolic tangent function (tanh), and the rectified linear unit (ReLU) [29]. To fit the neural network $f_\theta(x)$ to data $\{(x_i, y_i)\}_{i=1}^n$, one minimizes a suitable loss function. A popular choice in traditional deep learning is the mean square error (MSE):

$$\mathcal{L} = \frac{1}{n} \sum_{i=1}^{n} ||f_\theta(x_i) - y_i||^2.$$  \hspace{1cm} (3)

2.2 Physics-Informed Neural Networks

Consider a non-linear differential equation of the general form:

$$\mathcal{N}[u(x)] = g(x), \quad x \in \Omega,$$

$$u(x) = h(x), \quad x \in \partial \Omega,$$ \hspace{1cm} (4)

where $\Omega \subset \mathbb{R}^d$, $g : \Omega \rightarrow \mathbb{R}^k$, $\mathcal{N}[-]$ is a differential operator, and $g, h : \Omega \rightarrow \mathbb{R}^k$ specify forcing and boundary conditions, respectively. We employ a neural network $f_\theta(x)$ to approximate the unknown function $u(x)$. The PDE is enforced through the loss function

$$\mathcal{L}_r = \frac{1}{n_r} \sum_{i=1}^{n_r} ||\mathcal{N}[f_\theta(x_i^r)] - g(x_i^r)||^2,$$ \hspace{1cm} (5)
where $\{x^r_i\}_{i=1}^{n_r} \subset \Omega$ are collocation points, and $N[f_\theta(x)]$ is computed accurately using automatic differentiation methods [30]. The neural network is fitted to the initial and boundary condition $h(x)$ using a traditional data-fitting loss function:

$$
L_b = \frac{1}{n_b} \sum_{i=1}^{n_b} ||f_\theta(x^b_i) - h(x^b_i)||^2
$$

where $\{x^b_i\}_{i=1}^{n_b} \subset \partial\Omega$ are initial and boundary points. If there are experimental or simulation data $\{(x^d_i, y^d_i)\}_{i=1}^{n_d}$ available, they may be included in the usual way through the loss:

$$
L_d = \frac{1}{n_d} \sum_{i=1}^{n_d} ||f_\theta(x^d_i) - y^d_i||^2.
$$

The previous multi-objective optimization problem is typically solved by simple linear scalarization, in which case the PINN is trained by minimizing the total loss function $L$:

$$
L = L_r + L_b + L_d.
$$

This framework is easily extended to more complex initial and boundary conditions involving derivatives of $u(x)$.

2.3 Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm [31, 32] is a population-based stochastic optimization algorithm that emulates the swarm behavior of particles distributed in a $n$-dimensional search space [33]. Each individual in this swarm represents a candidate solution. At each iteration, the particles in the swarm exchange information and use it to update their positions. Particle $\theta^t$ at iteration $t$ is guided by a velocity determined by three factors: its own velocity inertia $\beta v^t$, its best-known position $p_{best}$ in the search-space, as well as the entire swarm’s best-known position $g_{best}$:

$$
v^{t+1} = \beta v^t + c_1 r_1 (p_{best} - \theta^t) + c_2 r_2 (g_{best} - \theta^t),
$$

where $c_1$ and $c_2$ are the cognitive and social coefficients, respectively, referred to jointly as the behavioral coefficients, and $r_1$ and $r_2$ are uniformly distributed random numbers in range $[0, 1)$. Then the particle position is updated as

$$
\theta^{t+1} = \theta^t + v^{t+1}.
$$

Many variations of the PSO algorithm were proposed over time. PSO can be combined with gradient descent to train neural networks, with the gradients computed efficiently by automatic differentiation (backpropagation), as was done in [27]. In this algorithm, which was called PSO-BP by the authors, the particle velocity has an additional component, namely, the gradient vector of the loss function $\nabla L(\theta)$:

$$
v^{t+1} = \beta v^t + c_1 r_1 (p_{best} - \theta^t) + c_2 r_2 (g_{best} - \theta^t) - \alpha \nabla L(\theta^t),
$$

where $\alpha$ is a learning rate. Therefore, the gradient participates in the velocity magnitude and direction, by an amount that is specified by the learning rate, which helps guide the swarm to a good local optimum. See Figure 1 for an illustration of the PSO-BP update.

3 PSO-PINN Algorithm

In this section, we describe three variants of the PSO algorithm that we use to train PINNs, how to initialize them, and a few possible ways to summarize the ensemble results.

3.1 The PSO variants

We consider the following three variants of the PSO algorithm:

1. **PSO** - The algorithm in its original form, as described in (9) and (10).
2. **PSO-BP** - This version adds a component based on the gradient of the loss function, as described in (11).
3. **PSO-BP-CD** In this variant, we introduce a behavioral coefficient schedule. The behavioral components $c_1$ and $c_2$ in PSO-BP-CD decay linearly according to the iteration number as follows:

$$c_{k}^{t+1} = c_{k}^{t} - \frac{2c_{k}^{t}}{n}$$

for $k = 1, 2$ and $t = 1, 2, \ldots, n$, where $n$ is the total number of iterations.

We propose PSO-BP-CD as a variant of PSO-BP, which puts more weight on the gradient vector near the end of training, when the swarm should already have zeroed in on a good local optimum, and less communication between the particles is needed. This allows PSO-BP-CD to be more effective than the PSO-BP and pure PSO methods in training PINN ensembles, as will be seen in the experimental results section.

### 3.2 The Algorithm

The PSO-PINN swarm is an ensemble of PINN candidates. Each particle in the swarm is a vector $\theta$ containing the weights and bias of the corresponding PINN. The population $\Theta$ of all particles is randomly initialized, as will be detailed later in Section 4.2. The objective function $f_{\theta}(\cdot)$ is the total loss function in (8). The $p_{best}$ vector should be initialized to the values in the original population $\Theta$, as the particles know nothing but their initial point at this time. The $g_{best}$ parameter is equal to the value of $\theta \in \Theta$ that achieves the minimum value of $f(\theta)$. After the initialization step, the updates to the swarm attempt to minimize the expected value of the objective function. Each particle velocity is updated following (11). Despite the use of the gradient update $\alpha \nabla \mathcal{L}(\theta)$ in the previous equation, in practice, the update is made using ADAM optimization [6]. After the velocity update, the particle locations (i.e., the network weights) are updated according to (10). The values of $p_{best}$ and $g_{best}$ are updated accordingly. The training loop runs until a maximum number of iterations is reached. The procedure is summarized in Algorithm 1.

### 3.3 The Ensemble Solution

Besides the fact that swarms are a well-established optimization method, they also provide an ensemble of solutions. Thus, we can take advantage of the various properties provided by ensembles. This category of learning methods combines several individual models to create a “collective” solution, which is expected to display improved performance and stability with respect to any of the individual models. There are different methods to seek the consensus decision in an ensemble [25]. The most straightforward one perhaps would be simply choosing the best-fitted model according to the loss function. Although this may yield a good model, it could fail due to overfitting. To avoid this, a better approach exploits the ensemble diversity through model averaging:

$$\hat{f}(x) = \frac{1}{|\Theta|} \sum_{\theta_i \in \Theta} f_{\theta_i}(x).$$

(13)
Algorithm 1: PSO-PINN

Require: $\alpha$: step size;
Require: $\beta$: inertia;
Require: $c_1, c_2$: behavioral coefficients;
Require: $L$: total loss function for the PINN;

Initialize population $\Theta$;

$p_{\text{best}}(i) \leftarrow \theta_i$, for $i = 1, \ldots, |\Theta|$;

$g_{\text{best}} \leftarrow \arg \min_{\theta \in p_{\text{best}}} L(\theta)$;

for $t = 1, 2, \ldots, \text{MAX}$ do:

for $i = 1, \ldots, |\Theta|$ do:

$r_1, r_2 \leftarrow U(0, 1)$;

$V = \beta V + c_1 r_1 (p_{\text{best}}(i) - \theta_i) + c_2 r_2 (g_{\text{best}} - \theta_i)$

if BP:

$V = V + \alpha \nabla L(\theta_i)$

$\theta_i = \theta_i + V$;

if $L(\theta_i) < L(p_{\text{best}}(i))$:

$p_{\text{best}}(i) \leftarrow \theta_i$

end

$g_{\text{best}} \leftarrow \arg \min_{\theta \in p_{\text{best}}} L(\theta)$;

if coefficient decay:

$c_1 = c_1 - \frac{2c_1}{t}$;

$c_2 = c_2 - \frac{2c_2}{t}$;

end

Uncertainty of the prediction at each point $x$ of the domain can be quantified naturally through the sample variance:

$$\hat{\sigma}^2(x) = \frac{1}{|\Theta| - 1} \sum_{\theta_i \in \Theta} (f_{\theta_i}(x) - \hat{f}(x))^2.$$  \hspace{1cm} (14)

4 Experimental Results

In this section, we study the performance of PSO-PINN empirically, using the three PSO variants discussed earlier, by means of several classical ODE and PDE benchmarks. In addition, PSO-PINN ensembles are compared to traditional ensembles of PINNs trained with ADAM gradient descent. All experiments employ fully-connected architectures, with the hyperbolic tangent activation function and Glorot initialization of the weights [34]. The main figure of merit used is the $L_2$ error:

$$L_2 \text{ error} = \sqrt{\frac{\sum_{i=1}^{N_U} |\hat{f}(x_i) - U(x_i)|^2}{\sum_{i=1}^{N_U} |U(x_i)|^2}}.$$  \hspace{1cm} (15)

where $\hat{f}(x)$ is the prediction and $U(x)$ is the analytical solution or a high-fidelity approximation over a test mesh $\{x_i\}_{i=1}^{N_U}$. All experiments in this section were performed using Tensorflow 2 [35].

4.1 A Simple PSO-PINN Example

First, we use the 1D Poisson equation to illustrate the PSO-PINN algorithm. Due to its simplicity, this example allows us to visualize the evolution of training and the results. The 1D Poisson equation considered here is:

$$u_{xx} = g(x), \quad x \in [0, 1],$$

$$u(0) = u(1) = 0.$$  \hspace{1cm} (16)

where $g(x) = -\frac{(2\pi)^2}{2} \sin(2\pi x)$ is manufactured so that the solution is $u(x) = \sin(2\pi x)$. For this simple problem, we use a relatively shallow architecture consisting of 3 layers of 10 neurons. The PSO-PINN ensemble was composed by 50 particles and used the proposed PSO-BP-CD optimization method, with hyperparameter values $\alpha = 0.005$, $\beta = 0.9$, $c_1 = 0.08$, and $c_2 = 0.5$. 
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Figure 2: **Poisson Equation** - First row: solutions in the PSO-PINN ensemble as training progresses, using the PSO-BP-CD method. Second row: Best individual, mean and variance of PSO-PINN ensemble. Third row: PSO-PINN mean loss error. The grey band is the two-sided 1-standard deviation region.

We can see in Figure 2 the progression of training, and how the PSO-PINN swarm zeros in on the solution, rather quickly, after only 90 iterations. We can observe that, initially, the mean is off and the variance is large, which is the desired behavior, as the variance is supposed to quantify the uncertainty associated with the approximation. As training progresses, the swarm approaches a consensus, the mean converges to the solution, and the variance simultaneously shrinks to zero, indicating more confidence in the final result. The PSO-PINN swarm is thus accurate, with well-calibrated uncertainty quantification.

4.2 **PSO-PINN Performance using Different PSO Variants**

In this section, we use classical PDE benchmarks to study the performance of PSO-PINN using the three PSO variants described in 3.1. The number of training iterations was fixed at 2,000, while the architecture of the neural networks was fixed at 5 layers and 8 neurons per layer. The ensemble size was kept fixed at 100 neural networks. We kept the same number of initial condition points, boundary condition points and residual points for all experiments in this section. In all experiments, we used 1024 evenly spaced points for the initial condition, 512 evenly spaced points for the boundary conditions, and 1000 residual points randomly distributed over the solution domain using latin hypercube sampling. For the basic PSO algorithm, the hyperparameters were set to $\beta = 0.9$, $c_1 = 0.8$ and $c_2 = 0.5$ in all experiments.

4.2.1 **Advection Equation**

The advection equation models the transport of a substance by bulk motion of a fluid. In this example, we are assuming a linear univariate advection equation [36]:

\[
\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} = 0
\]
\[ q_t + u q_x = 0 \]  

where \( u \) is the constant velocity. The Riemann initial condition is

\[
q(x, 0) = \begin{cases} 
q_l, & 0 \leq x < x_0, \\
q_r, & x_0 < x \leq L.
\end{cases}
\]  

This simple problem has as solution:

\[
q(x, t) = \begin{cases} 
q_l, & 0 \leq x < x_0 + ut, \\
q_r, & x_0 + ut < x \leq L.
\end{cases}
\]  

for \( 0 \leq t < (L - x_0)/u \). In other words, the initial discontinuity in concentration is simply advected to the left with constant speed \( u \).

For both the PSO-BP and the PSO-BP-CD methods, the hyperparameters were set to \( \alpha = 0.005 \), \( \beta = 0.99 \), \( c_1 = 0.08 \), and \( c_2 = 0.5 \) were used. Table 1 displays the performance of PSO-PINN using the three PSO variants, which shows that the PSO-BP-CD method produced the best average \( L_2 \) error over 10 independent repetitions of the experiment. Figure 3 displays the evolution of training of the PSO-PINN ensemble using the PSO-BP-CD method, in one of the 10 tests. We can observe that the PSO-PINN ensemble shows a reasonable solution after 500 iterations, and has converged at 2000 iterations. As expected, the variance of the ensemble is largest when the approximation is off and it shrinks to nearly zero upon convergence to the analytical solution.

### 4.2.2 Heat Equation

Next, we consider the classical 1D Heat equation. This PDE models temperature dissipation in a heat-conducting bar:

\[
\frac{\partial u}{\partial t} = \alpha \frac{\partial^2 u}{\partial x^2}, \quad x \in [0, L], \quad t \in [0, 1] \\
u(0, t) = u(L, t) = 0, \\
u(x, 0) = \sin \left( \frac{\pi x}{L} \right), \quad 0 < x < L,
\]  

where \( L = 1 \) is the length of the bar. The reference solution is \( u(x, t) = e^{\frac{\pi^2 \alpha t}{L^2}} \sin \left( \frac{\pi x}{L} \right) \).
Figure 4: Heat Equation - Evolution of the PSO-PINN ensemble using the PSO-BP-CD method, showing the mean and two-sided 1-standard deviation of the ensemble.

The hyperparameters used for PSO-BP and the PSO-BP-CD methods are the same as in the previous benchmark. The results are displayed in Table 1, where again we can see that the PSO-BP-CD variant performed the best. Figure 4 represents the training of the PSO-PINN for the heat equation. Figure 5 illustrates the evolution of training for the PSO-BP-CD variant in one of the experiments. Once again, the PSO-PINN ensemble produces a reasonable solution after 500 iterations, has converged at 2,000 iterations, and displays larger variance when the approximation is farther from the reference solution.

4.2.3 Burgers Equation

Finally, we consider a nonlinear benchmark, namely, the well-known viscous Burgers equation with sinusoidal initial condition:

\[
\begin{align*}
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} &= \nu \frac{\partial^2 u}{\partial x^2}, & x \in [-1, 1], & t \in [0, 1] \\
u(0, x) &= -\sin(\pi x), \\
u(t, -1) &= \nu(t, 1) = 0,
\end{align*}
\]

with kinematic viscosity \( \nu = 0.02/\pi \).

The nonlinearity of the PDE necessitated adjusting slightly the hyperparameter values used in the PSO-BP and the PSO-BP-CD methods to \( \alpha = 0.001, \beta = 0.9, c_1 = 0.08 \) and \( c_2 = 0.05 \). The results can be seen in Table 1. It can be seen that the proposed PSO-BP-CD variant is better, by more than an order of magnitude, than the other variants. Figure 5 illustrates the evolution of training for the PSO-BP-CD variant in one of the experiments. As in the case of the previous linear benchmarks, the PSO-PINN ensemble produces, for this much more complex PDE, a reasonable solution after 500 iterations, and has converged at 2,000 iterations. Note how the variance is larger when the approximation is farther from the reference solution.
Figure 5: Burgers Equation - Evolution of the PSO-PINN ensemble using the PSO-BP-CD method, showing the mean and two-sided 1-standard deviation of the ensemble.

Table 1: PSO-PINN results comparing the PSO variants, displaying the mean, standard deviation, and minimum (in parenthesis) of the L2 error of the PSO-PINN combined prediction across 10 independent repetitions of the experiment.

| Problem | PSO variant | $L_2$ error |
|---------|-------------|-------------|
| Advection | PSO        | $0.1177 \pm 0.0714 (0.0391)$ |
|          | PSO-BP     | $0.0234 \pm 0.0017 (0.0212)$ |
|          | PSO-BP-CD  | $0.0232 \pm 0.0016 (0.0213)$ |
| Heat    | PSO        | $0.3974 \pm 0.0834 (0.2617)$ |
|          | PSO-BP     | $0.0068 \pm 0.0020 (0.0027)$ |
|          | PSO-BP-CD  | $0.0051 \pm 0.0026 (0.0023)$ |
| Burgers | PSO        | $0.4197 \pm 0.0711 (0.2819)$ |
|          | PSO-BP     | $0.1470 \pm 0.0826 (0.0579)$ |
|          | PSO-BP-CD  | $0.0125 \pm 0.0502 (0.0057)$ |
4.3 Comparison with Traditional Ensembles of PINNs

In this section we show that PSO-PINN ensembles produce better results than traditional ensembles of PINNs trained individually with ADAM gradient descent. For this, we selected two particularly hard examples, in order to appreciate the improvement over traditional ensembles afforded by PSO-PINN over traditional ensembles. In both benchmarks, the PSO-BP-CD variant is used with the PSO-PINN, with $\alpha = 0.005$, $\beta_1 = 0.99$, and $c_2 = 0.5$, while the ADAM parameters were set to $\alpha = 0.001$, $\beta_1 = 0.99$, and $\beta_2 = 0.999$.

4.3.1 Forced Heat Equation

This benchmark features a 1D forced heat equation:

$$\frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} = 1 + x \cos(t), \quad x \in [-1, 1], \quad t \in [0, 1]$$

subject to

$$\left. \frac{\partial u}{\partial x} \right|_{x=0} = \left. \frac{\partial u}{\partial x} \right|_{x=1} = \sin(t),$$

and the initial condition

$$u(x, 0) = 1 + \cos(2\pi x).$$

This problem has an exact solution, given by

$$u(x, t) = 1 + t + e^{-4\pi^2 t} \cos(2\pi x) + x \sin(t).$$

In this benchmark, we set the number of initial, boundary, and residual points to 1024, 512, and 512, respectively. We used 20 neural networks of 5 hidden layers of 8 neurons in both PSO-PINN and traditional ADAM ensembles, which are trained for 2,000 iterations. Figure 6 displays the solution obtained by the PSO-PINN and ADAM ensembles at the end of training, where the approximation displayed is the mean of the ensemble, as before. It is clear that the PSO-PINN solution is close to the analytical solution, while the ADAM solution is rather poor. After running over 10 independent repetitions the $L_2$ error obtained by the PSO-PINN solution was $0.014 \pm 0.006$, while the error for the ADAM ensemble was $0.102 \pm 0.005$.

4.3.2 The Allen-Cahn Equation

The Allen-Cahn is a nonlinear reaction-diffusion PDE, which is used in phase-field models of the evolution of phase separation in a multi-component metal alloy. The Allen-Cahn equation considered here is:

$$\frac{\partial u}{\partial t} - D \frac{\partial^2 u}{\partial x^2} - 5(u - u^3) = 0, \quad x \in [-1, 1], \quad t \in [0, 1]$$

subject to

$$u(-1, t) = u(1, t),$$

$$\left. \frac{\partial u}{\partial x} \right|_{x=-1} = -\left. \frac{\partial u}{\partial x} \right|_{x=1},$$

and the initial condition

$$u(x, 0) = x^2 \cos(\pi x),$$

where $D = 0.0001$ is the diffusivity coefficient. The Allen-Cahn PDE is a challenging benchmark for PINNs due to sharp space and time transitions in its solutions and the periodic boundary condition. In order to deal with the latter, the PINN boundary loss term has to be modified, as specified, e.g., in [9].

In this experiment, we set the number of initial, boundary, and residual points to 256, 400, and 2000, respectively. In addition to these data, we use 2000 data points randomly sampled throughout the spacial-temporal domain using latin hypercube method. We used 100 neural networks of 5 hidden layers of 8 neurons in both PSO-PINN and traditional ADAM ensembles, which are trained for 2,000 iterations. Over 10 independent repetitions of the experiment, the PSO-PINN ensemble achieved and $L_2$ error of 0.093 $\pm$ 0.032, while the ADAM ensemble achieved 0.327 $\pm$ 0.029. The results at the end of training for one of the repeated experiments are displayed in Figure 7. We can observe that the PSO-PINN ensemble had converged to the reference solution, while the ADAM ensemble had not.

4.4 Discussion

The experimental results displayed promising results for PINN training using swarm intelligence and ensemble models. It was seen in Section 4.2 that both PSO-BP and PSO-BP-CD show superior results to using a basic
PSO algorithm. This is no doubt due to the extra information contained in the gradient of the function. We also observed that PSO-BP-CD, the variant we proposed in this paper, performed better than PSO-BP, especially in the case of the nonlinear Burgers benchmark.

PSO-PINN provides the advantages of an ensemble approach, allowing the use of the mean of the ensemble as the predictor and its variance as a measure of the corresponding prediction uncertainty. However, PSO-PINN has clear advantages over a standard ensemble of PINNs trained with ADAM, as seen in the results of Section 4.3. The PSO-PINN ensembles are more precise and converge faster, with well-calibrated variance, leading to a greater confidence in the solution. This no doubt results from the fact that there is communication between the PINNs in a PSO-PINN swarm, while the traditional ensemble the PINNs do not communicate.

Setting the hyperparameters of the PSO-PINN ensemble, i.e., $\alpha$, $\beta$, $c_1$, and $c_2$, is a model selection problem comparable to setting the correct learning rates and initialization in training a deep neural neural network. Indeed, the hyper parameter $\alpha$ is directly comparable to the learning rate used in traditional gradient descent. We observed in our experimental results that suitable hyperparameter values were fairly consistent across experiments. Also, there was no need to set a schedule for the learning rate hyperparameter $\alpha$, as is usually needed in traditional gradient descent algorithms.

5 Conclusion

In this paper, we proposed PSO-PINN, a particle-swarm optimization methodology for training physics-informed neural networks. PSO-PINN can be employed with any variant of PSO; here, we proposed PSO-BP-CD, a modification of the existing hybrid PSO-gradient descent PSO-BP method, which puts more weight on the gradient descent component as training progresses. PSO-BP-CD was observed in our experiments to be the best-performing variant of PSO for use with PSO-PINN.
PSO-PINN produces an ensemble of PINN solutions, which allows variance estimation for quantifying the uncertainty in the prediction. A more considerable degree of agreement among the PINNs leads to small variance and a higher degree of confidence in the predicted values. Our experimental result indicate a clear advantage of PSO-PINN over traditional ensembles of PINNs. Other ensemble techniques, such as stacking [37] and snapshot [38], could be readily introduced into the PSO-PINN framework to produce even better predictions and uncertainty quantification.

As an ensemble approach, PSO-PINN incurs a larger computational cost than training a single PINN. However, some of the cost could be mitigated by using parallelization. There are out-of-the-shelf implementations in TensorFlow to parallelize tensors calculations, and PSO-PINN is already taking advantage of that. Nevertheless, there is room for improvement, mainly regarding distributed training strategies. Such procedures would allow PSO-PINN to distribute its training across multiple GPUs, clusters, multiple machines, or even Cloud TPUs.

Some other aspects of swarm optimization are yet to be explored, such as multi-objective optimization, which would be quite suitable for PINNs, since its total loss function is nothing more than a scalarization of multiple losses (often minimized as the sum of the losses). Using distributing computing strategies will unleash further improvements in scalability and new approaches for optimization. Future work will explore these and other improvements in the PSO-PINN methodology in order to tackle more challenging problems, including inverse mapping for the determination of equation parameters and solving high-dimensional problems with unobserved boundary conditions.
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