Tutorial: Crystal orientations and EBSD – Or which way is up?
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Abstract
Electron backscatter diffraction (EBSD) is an automated technique that can measure the orientation of crystals in a sample very rapidly. There are many sophisticated software packages that present measured data. Unfortunately, due to crystal symmetry and differences in the set-up of microscope and EBSD software, there may be accuracy issues when linking the crystal orientation to a particular microstructural feature. In this paper we outline a series of conventions used to describe crystal orientations and coordinate systems. These conventions have been used to successfully demonstrate that a consistent frame of reference is used in the sample, unit cell, pole figure and diffraction pattern frames of reference. We establish a coordinate system rooted in measurement of the diffraction pattern and subsequently link this to all other coordinate systems. A fundamental outcome of this analysis is to note that the beamshift coordinate system needs to be precisely defined for consistent 3D microstructure analysis. This is supported through a series of case studies examining particular features of the microscope settings and/or unambiguous crystallographic features. These case studies can be generated easily in most laboratories and represent an opportunity to demonstrate confidence in use of recorded orientation data.

1. Introduction
Electron backscatter diffraction (EBSD) is a common laboratory based tool used to measure crystal orientations from crystalline samples. The emergence of the technique can be traced to rapid image analysis routines stemming from both the Yale [1] and Risø [2,3] research labs, which transformed the technique to the heavily automated method we enjoy today. In commercial tools, rapid data acquisition (up to 1200 patterns per second) can be performed with on-line orientation analysis which enables capture of highly detailed maps from very large sample areas.

This pattern analysis is routinely carried out using sophisticated software algorithms to produce extremely rich data sets that can be interrogated for crystallographic texture, grain orientation, grain shape, and local deformation structure. There are several reviews that cover the history of the technique and some examples of its use including a recent review by Wilkinson and Britton [4], as well as excellent reviews by Dingley [5] and Humphreys [6].

In the quest for rapid automation and easy to use software tools it can be difficult to accurately describe the various reference frames for sample orientation and crystal orientation with ease. This difficulty principally concerns the relationship between the indexing step, data recording and beam movement (once around the loop in Fig. 1). This process is repeated for every pattern captured to generate maps for a typical EBSD experiment.

Samples are increasingly being shared between microscopes and labs where different instrument engineers may have established different in-house conventions for these three important steps, often through a simple checkbox during equipment installation, or due to the nature of the SEM environment and detector configuration. These complications, such as choice of scan rotation and beam scan direction, are similar to scan rotation issues found in TEM based techniques such as precession electron diffraction (PED) [7–9]. Further complications are found when using more unusual scanning geometries, such as transmission...
EBSD (also known as transmission Kikuchi diffraction, TKD) [10,11], or when samples are shared between techniques, such as 3D Laue X-ray diffraction and high resolution EBSD (HR-EBSD) [12]. This problem is also shared when data is used to populate simulations such as crystal plasticity finite element methods [13] or FFT methods [14].

In many cases the convention with which these data are described may be sufficient, as the data is either qualitatively used (such as for grain size estimation or an indication of phase distribution, relative mis-orientation, or grain morphology), or sample/crystal symmetry renders much of this detail unimportant (such as for texture mapping).

In cases where a precise understanding of the crystal orientation is critical, its determination involves an accurate description of the relation between the sample orientation and mapped crystal orientation, which then allows e.g. the description of the precise grain boundary plane in the coordinate system of the sample. In our experience, the necessary information is often difficult to obtain from the documentation of commercial tools, and the issue can be further complicated by inconsistent appearance of axis systems in the software. Historically, in order to mitigate these problems, individual laboratories have devised test cases that are sufficient for the problem at hand, but may not be universal.

Discussion of our issues with other members of the community reveals that this is a shared concern and this has motivated the current work. Indeed, a recent tutorial paper by Rowenhorst et al. on extending EBSD to 3D volumes highlights this problem [15]. Rowenhorst et al. extend exploration of the problem significantly, in particular in converting between different descriptions of orientation including use of the quaternion, axis angle, and rotation matrices in a more general sense. As a complementary study and for simplicity in this manuscript, we will only use one method of converting from Euler angles to a crystal orientation matrix and demonstrate how this is used to rotate Cartesian vectors. This is expanded and explored in the context of generation of microstructure maps.

In order to regain confidence in accurate descriptions of the crystal orientation, for instance to export data to third party analysis tools, a set of samples and examples are outlined below. This will enable users to exploit conventions where possible, and confidently describe their microscope and orientation convention. We focus on establishing a coordinate system for the diffraction pattern and the convention that the Z axis points out of the sample to establish a consistent set of descriptions for the frames of reference, crystal rotations, and the generation of microstructure maps.

The paper is structured to provide a few key equations and demonstration of a consistent frame of reference which is essential to establish early on. These equations are used to generate a series of conventions, which are suitable for use in our labs but may not be universal. We hope that providing our motivations for these conventions, as well as some simple example code (written in Python and MATLAB®), will be sufficient to convey the ethos of this paper more general. The foundation of this approach is followed by a few case studies that outline validation of our choice in convention, based upon the Bruker convention used in some of our labs, and make its use reproducible in other laboratories when required.

1.1. Frames of reference

Establishing a consistent coordinate frame, with appropriate transformations between the sample, the crystal structure, and the diffraction pattern is at the heart of successful and confident use of EBSD orientation data. Fundamentally there are several ‘simple’ coordinate systems with respect to different aspects of an EBSD experiment that one could choose.

We start by defining that all coordinate systems used will be right handed, which also implies the right hand rule for the sense of rotations.\(^\text{a}\)

\(^\text{a}\) This adheres to Convention 1 of Rowenhorst et al. [15].
In principle, the crystal orientations are determined from features in the recorded electron backscatter pattern (EBSP), which is measured as a gnomonic projection of angle-dependent intensities. In the transformation formulas which follow below, we use row vectors which are written here as \((x, y, z)\) and the transformation matrices thus act from the right. The transformation formulas for column vectors are obtained by using the respective transposed matrix from the left.

A natural choice of coordinate system is based upon the gnomonic projection used to capture the angular diffraction data on a flat phosphor screen, starting with the source point at the electron beam position on the sample, and the central \(Z\)-axis of the gnomonic projection meeting the detector plane at the point that is called the “pattern centre” (PC). The gnomonic projection transforms polar angles \(\theta\) into radial distances \(\rho = \tan(\theta)\) measured from the pattern centre. This is why, for the detector plane, we define a gnomonic, two-dimensional \((X_g, Y_g)\) coordinate system with \((0,0)\) at the pattern centre, where \((X_g, Y_g)\) are the respective components of the radial distance \(\rho\). We define \(X_g\) as pointing right from PC, and \(Y_g\) pointing to the top from PC, as seen in Fig. 2A, when viewed with the sample placed behind the screen (as most EBSD cameras are arranged).

The gnomonic coordinate system is defined on the two-dimensional \((X_d, Y_d)\) detection plane in the three-dimensional detector coordinate system \((X_a, Y_a, Z_d)\) in which we measure all distances on a common length scale (pixels, mm, or fractions of the pattern size). The \(Z_d\)-axis points from a position on the sample towards the screen and calibrates the gnomonic coordinates via \(X_d = x_d/z_d\) and \(Y_d = y_d/z_d\).

Thus, after calibration of the PC, angular distances \(\tan(\theta)\) can be directly measured from the pattern center PC for vectors with polar angle \(\theta\) away from the \(Z_d\) axis. Knowledge of the horizontal and vertical screen size and the relative position of PC on the screen allow us to calibrate the maximum and minimum gnomonic \(X_g\) and \(Y_g\) values in Fig. 2A according to the projection of \(\rho\) on these axes.

The relative PC position \((X_g = 0, Y_g = 0)\) in an EBSP can be described in terms of parameters \(P_{xy}\), \(P_{xy}^\prime\), and \(DD\), which the Bruker software defines in the following way:

- (a) \(P_{xy}\) is measured from the left border of the EBSP in units of the pattern width (parallel and in the same direction to \(X_d\) in Fig. 2A). This is parallel to our sample tilt axis.
- (b) \(P_{xy}^\prime\) is measured from the top border of the EBSP in units of the pattern height (parallel but in the opposite direction to \(Y_d\) in Fig. 2A).
- (c) \(DD\) as the detector distance \(L\) normalised with respect to the pattern height.

Other packages describe the PC position starting from the bottom left of the EBSP instead of the top left as used here. These packages may record this with respect to a square/circular EBSP. Illustrating that care must be taken when using rectangular screens, as the aspect ratio of the EBSP is important when converting pattern fractions into effective pixels or mm. The two-dimensional gnomonic system embedded into the detector system will be used to analyse crystallographically meaningful features that appear in the EBSP, as will shortly be outlined now. Actual parameter conventions and transformation formulas will appear later.

The EBSP is produced from the oriented crystalline region described by a crystal lattice at the origin of the detector coordinate system. The crystal lattice is defined by conventional lattice parameters \((a, b, c, \alpha, \beta, \gamma)\).

To conveniently describe the orientation of general, non-orthonormal crystal lattices, we introduce a Cartesian orthonormal system (“standard Cartesian frame”), which will be rigidly fixed to the crystal lattice. For simplicity, we can imagine this Cartesian frame as a small crystalline reference cube that is initially aligned with its \((X_a, Y_a, Z_a)\) axes parallel to the \((X_d, Y_d, Z_d)\) axes of the detector coordinate system. The transformation from the Cartesian basis coordinates to the lattice basis vector coordinates is obtained from the so-called structure matrix \(A\) (Eq. (5)).

To fully describe the local orientation of the crystal lattice at the beam spot relative to the detector system, the Cartesian reference frame is rotated from being coincident with the detector system into congruence with the crystal structure of the grain. It is important to note that the Euler angles that appear in the orientation description in the Bunge convention, denote such an “active” rotation of the reference frame basis vectors. By virtue of the orthogonality of rotation matrices, the orientation matrix describing this reference system rotation also provides the “passive” coordinate transformation of a fixed vector from the unrotated into the rotated system.\(^3\)

---

\(^3\) For a general transformation matrix of the basis vectors, the respective coordinate transformation from the “old” into the “new” system is given by the transpose of the inverse matrix. This subtle difference is easily overlooked since the inverse of the transpose of a rotation matrix is the initial matrix itself. The Bunge convention explicitly describes the active, “rigid body” rotation of the three basis vectors, by which the passive coordinate transformation is then implied. Accidentally, this specific coordinate transformation involves the same rotation matrix, however, with a different interpretation.
As will be shown below, the overall transformation from the detector system to the crystal lattice can be split into three basic conceptual steps:

1) Start with the standard Cartesian frame aligned with the detector frame and bring it into coincidence with the sample coordinate system by a rotation \( R_{\text{det}} \) (Eq. (9), Eq. (16), and Eq. (17)). This will define the null position of the Euler angles.

2) Rotate the Cartesian standard frame from this detector-independent reference position into coincidence with the frame of the local lattice. This rotation \( \mathbf{O} \) will define the orientation of the grain under investigation by the Euler angles, measured in the specimen frame of reference established in step 1. In this way, the orientation data obtained by EBSD can be compared with the results from alternative techniques.

3) Transform the rotated Cartesian basis vectors to the crystal lattice basis vectors using the structure matrix \( \mathbf{A} \) (Eq. (5)).

This shows that, for an independent determination of the grain orientation \( \mathbf{O} \), we need to define a convention for the structure matrix \( \mathbf{A} \), and we need to calibrate the transformation \( R_{\text{det}} \) from the detector system to the sample system.

In order to extract the orientation \( \mathbf{O} \) from the combined action of all three steps discussed above, in principle, one needs to identify the position of crystallographic features (lattice plane traces and zone axes) appearing in the gnomonic system of the Kikuchi diffraction pattern ("index the pattern"). This defines an observed total coordinate transformation from the crystal coordinates \( (u_x, v_y, w_z) \) to the detector coordinates \( (x_k, y_s, z_d) \), in which \( \mathbf{O} \) is implicitly included. Both sets of coordinates refer to the same direction but are described in different reference systems. Finally, in the EBSD, the fixed direction \( (u_x, v_y, w_z) \) will be found at gnomonic coordinates \( x_g = x_d/2d \) and \( y_g = y_d/2d \). We see that it is central to this procedure to be able to transform vector coordinates between the systems which are linked by transformation matrices (which are also defined according to specific conventions).

This qualitative discussion outlines the importance of correctly linking the different frames of reference and their coordinate systems, notably:

- \( g \) — 2D gnomonic projection system of the EBSD with the \( (x_g = 0, y_g = 0) \) at \( \text{PC}_g \), \( \text{PC}_s \).
- \( d \) — Detector system with \( z = 0 \) on the sample, i.e. at the beam position, a distance DD away from the screen.
- \( s \) — Sample system, with the 2D EBSD map system as the \( X_s-Y_s \)-plane of the specimen.
- \( c \) — Cartesian standard frame of the crystal, defined in a fixed relation to the crystal lattice \( k \).
- \( k \) — Bravais or crystal lattice, defined by Fig. 4 and Eqs. (1)–(4), (see later).

Unfortunately a poor description and validation of conventions used for the coordinate systems and the transformation matrices lead to improper, or even wrong, interpretation of the crystallographic orientations reported by EBSD. This motivates our choice of experiments, associated mathematical descriptions and example MATLAB® and Python codes as described next.

1.2. Frames of reference — sample

Linking of an electron micrograph, or map of scanned points, to the sample coordinate system \( S \) needs the precise scanning locations of the beam to be mapped for a particular instrument and camera. This frame of reference needs to be expressed in a form that is useful to the scientist and we aim to establish a ‘natural’ sample frame that lies on the sample surface (see Fig. 2B).4

One way to explore the relationship between the mapping position of the electron beam and the detector system is to measure the systematic changes in the PC which are caused by the movement of the beam relative to the detector screen. This PC movement is routinely measured by the EBSD software packages, as an accurate PC is required to accurately describe the crystal orientation for large area maps. Typically PC measurement is performed through optimisation of the best PC to maintain the angles between recorded planes. Furthermore, correlation between the SEM image and the EBSD can be confirmed through direct tracking of features moving within patterns captured.

To reduce ambiguity due to the choice for \( \text{PC}_s \) (in the Bruker software \( \text{PC}_s \) is counted from the top of the recorded EBSD), we will only use the systematic variations in detector distance DD, describing the distance between interaction volume and EBSD phosphor screen, and variations in \( \text{PC}_s \) to validate our choice of convention. Changes in DD are readily apparent as a change in ‘zoom’ of the pattern (magnification increases as the detector is retracted away from the sample).

Validation of the relationship between the EBSD axes system and a mapped area can be performed using a simple large area map of a single crystal of undeformed silicon wafer. As the crystal orientation of this sample does not change, scanning a large area only results in movement of the PC.

A map spanning 3000 µm in X and 2200 µm in Y was performed using a Zeiss Auriga-40 SEM equipped with Bruker ESPRIT 1.9. The sample was tilted to the EBSD configuration using the stage (a tilt about the sample \( X_s \) axis). The sample was scanned using tilt correction in the Zeiss SmartSEM software and no scan rotation correction was employed.

The movement of the PC is shown schematically in Fig. 3A. Four points are indicated and their relative expected positions within a map are indicated:

1) The top left of the sample — a long detector distance and a small value of \( \text{PC}_s \).
2) The top right of the sample — a long detector distance and a large value of \( \text{PC}_s \).
3) The bottom right of the sample — a short detector distance and a large value of \( \text{PC}_s \).
4) The bottom left of the sample — a short detector distance and a small value of \( \text{PC}_s \).

Note that these four points have been chosen to run clockwise when looking down the negative Z axis towards the sample.

Fig. 3B reveals that the detector distance and \( \text{PC}_s \), measurements with respect to the beam X and beam Y positions are rotated 180° about the \( Z_s \) axis with respect to the EBSD coordinate system, in order that the numbered coordinates match the expected PC positions. This is highlighted in Fig. 3C. This rotation of 180° about \( Z_s \) maintains a right hand set. This creates a sample coordinate system that can be overlaid on maps of EBSD measurements, indicated in Fig. 3C, which is different to beam positions as noted within associated coordinate files (e.g. “.ctf” or “.ang” files) and therefore requires care when establishing a position grid from a captured map if the data is to be processed by third party software/code.

The orientation of our sample system corresponds directly to the “global” system suggested by Jackson et al. [16] for use in an open data format for EBSD.

2. The unit cell

Linking the EBSD to the orientation of a unit cell is greatly simplified by defining a Cartesian reference frame for the crystal lattice. This enables rapid and consistent transformation between the crystal lattice and a right handed orthonormal coordinate system.
The unit cell is commonly described using three lengths, a, b and c, and three angles α, β, γ. α describes the angle between the b and c axes, β between c and a, and γ between a and b. These values describe a primitive unit cell with lattice vectors a, b and c.

In principle, the reference crystal lattice can be oriented arbitrarily in the Cartesian reference system. However, to ensure meaningful data and consistency, we assume a convention (shown in Fig. 4) which leads to:

- a and c form a right-handed set.
- c is parallel to the Zc axis.
- b lies in the yc-zc plane, at an angle α to c.
- a is pointed such that it is an angle β to c and γ to b.

This convention results in the following algebraic descriptions of the reference crystal base vectors in the Cartesian frame for a general triclinic lattice:

$$f = \sqrt{1 - \cos^2 \alpha - \cos^2 \beta - \cos^2 \gamma + 2 \cos \alpha \cos \beta \cos \gamma}$$  \hspace{1cm} (1)
uses the transformation means that all three vectors, using the transpose of the structure matrix, can have signiﬁcations are described, both numerically and geometrically. For example, the crystal lattice to the Cartesian system is different from another by 30° (translating conventions for monoclinic systems, where the unique axis is placed along the b axis (instead of c). If this is desired, then the relevant Miller indices can be transformed using a cyclic change of indicies [19].

3. Orientation

A crystal orientation O can be defined by an active rotation which brings the set of Cartesian basis vectors (Eqs. (1)–(4)) into coincidence with the Cartesian test frame associated with the crystal lattice, starting from the reference position parallel to the sample system. The respective orientation matrix can be constructed from a series of ordered rotations parameterized with Euler angles, where each Euler angle describes a rotation about a characteristic axis. An arbitrary rotation can be based upon two rotation matrices:

\[
R_z = \begin{pmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

\[
R_x = \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{pmatrix}
\]

The Bunge convention for orientations [20] uses the transformation matrices defined above to construct an orientation matrix via matrix multiplication in which each successive transformation left multiplies the previous one in a ZXY-axis sequence:

\[
O = R_z(\phi_z)R_y(\phi_y)R_x(\phi_x)
\]

The order of operations described in Eq. (10) means that all three Cartesian basis vectors are first rotated \(\phi_1\) about Z, followed by \(\phi_2\) about the new X axis, followed by \(\phi_3\) about the updated Z axis. The rotation matrix \(O\), acting on fixed column vectors in the unrotated system, also gives the new coordinates of a fixed vector with respect to the rotated basis (a passive rotation). Acting on row vectors from the right, the rotation matrix \(O\) described in Eq. (10) transforms the Cartesian coordinates of a vector \(u_c\), from the rotated system back to the coordinates \(u_r\) in the unrotated sample system:

\[
u_r = u_c O.
\]

A combination of the operations defined so far can be used to describe the conversion of the coordinates of a direction,uvw, from the crystal into the sample frame of reference:

\[
(x\ y\ z)_s = (u\ v\ w)_k A^T O = (u\ v\ w)_k G_{\text{sample}}.
\]

Similarly, the rotation of a crystal plane with reciprocal lattice coordinates hkl into the reciprocal sample frame of reference can be

\[^5\text{Note that this is not the definition of the orientation in the Bunge convention, but rather a result following from that definition.}\]
performed:

\[(x' y' z')_s = (h k l)_i A^{-1} O.\] (14)

Inversion of Eq. (13) can be used to obtain the crystal lattice coordinates \(u_k = (u v w)_k\) of a fixed crystallographic feature that is known in the sample frame:

\[(u v w)_k = (x y z)_A O^T A^{-1}.\] (15)

Here we note that the use of \(A^T\) and \(A^{-1}\) must be considered with significant care, as this is not necessarily an orthogonal matrix. However \(O\) is a rotation matrix and therefore \(O^T = O^{-1}\) which disguises the need for inversion in Eq. (15). This can lead to confusion in connection with non-orthogonal matrices like \(A\), which again emphasizes the need for consistent definitions. We note that Eq. (15) can clearly be extended beyond vector transformation towards higher rank tensors as needed.

The actual coordinate systems and rotation axes are likely to be different for different EBSP software and hardware vendors and tools. We have chosen to follow the convention used within the Bruker ESPRIT software (see later), and it is likely to be different for different software vendors and tools. Use of different conventions can represent complications when common data structures (such as ".ang" or ".ctf" files) are used without an appropriate numerical example or header file describing the convention employed (this must include scan axis system and rotation convention).

3.1. Relationship between the EBSP coordinate system and the sample

In the simplest case, transformation from the detector coordinate system, containing the EBSP, to the coordinate system of the sample is assumed to involve a tilt about the \(X_s\) axis. Typically, EBSD cameras are inserted at a slight angle into the chamber and the sample is tilted. Therefore the effective rotation angle, \(\alpha\), can be calculated from a combination of the camera tilt angle, \(\theta_{\text{detector}}\), and the sample tilt, \(\theta_{\text{sample}}\):  

\[\alpha = (\theta_{\text{sample}} - 90^\circ) - \theta_{\text{detector}}.\] (16)

If the reference crystal, with Euler angles \((\phi_1 = 0, \Phi = 0, \phi_2 = 0)\), is in the sample frame of reference (with the appropriate choice of origin and sense for mapped coordinates with respect to sample coordinates, as shown in Fig. 3) then the rotation from the sample to the detector can be performed using a further rotation about \(X_s\) if the sample coordinate system is aligned such that the \(X_s\) axis of the specimen is co-linear with the \(X_d\) axis of the detector frame. The crystal coordinates in the detector frame are then obtained via:

\[(x y z)_d = (u v w)_h O_{\delta(h)}(u v w)_A G_{\text{detector}}.\] (17)

3.2. Validation of conventions

Several case studies will be used to demonstrate that the chosen conventions are consistent and useful in describing crystal orientations of materials.

Example 1. — rotation of a single crystal.

In most SEMs a rotation of a single crystal using an in-plane crystal rotation is trivial to perform in the chamber when the sample is tilted using the stage tilt axis. This is a very useful test to check whether the sense of rotation is maintained between the secondary electron (SE) map and the EBSP. A deformed single crystal of Ni-based superalloy was scanned and pattern captured (Fig. 5). The sample imaged containing two specks of dust which act as fiducial markers.

Comparison of the SE images, rotated by 180° as per the convention established in Fig. 3, and the EBSP reveal that a clockwise rotation of the pattern approximately about the sample normal. This confirms that both mapping of the sample and the EBSP have the same handedness, such that we are viewing the EBSP from the viewpoint illustrated in Fig. 2B and Fig. 3A. Note that the 180° correction is not needed for this test to be passed,
The subsurface inclination of the crystal can be important, especially when using EBSD data to precisely inform crystal plasticity simulations or extracting out of plane materials properties. Surface trace analysis, e.g. of slip bands or coherent twin interfaces, is insufficient to describe the inclination of planes with respect to the sample. Instead subsurface information is required.

A sample of polycrystalline Ni-based superalloy was selected as it has many coherent $\Sigma 3$ boundaries due to the presence of annealing twins, as Ni has a low stacking fault energy. The $\Sigma 3$ boundary describes a boundary where the ABC-ABC stacking of the crystal is interrupted to give a CAB-C-BAC type stacking of the crystal lattice. This can be described in terms of a 60° rotation about the $\langle 111 \rangle$ crystal axis. For a coherent twin, this orientation relationship is supplemented by the boundary plane lying on a (111) plane. This motivates the use of a twinned FCC material with many coherent annealing twins as a calibrant for the 3D orientation relationship between EBSD and mapped coordinate system using the twin habit plane as confirmation. These are readily available (e.g. oxygen free high conductivity copper or nickel) and many twins are readily observed. The coherent boundaries are long and straight.

Confirmation of the twin relationship can easily be performed through analysis of pole figures from the twin and the parent grains obtained using EBSD. Plotting of the shared orientation relationship components (e.g. twin plane normal or rotation axis) will reveal a shared point between pole figures from twin and parent. In the case of FCC materials the traces of the twin habit plane on the top and subsurface planes should be consistent with the (111) twin system (for a $\Sigma 3$ twin). This analysis on its own con

Example 2. — confirmation of cubic twin planes in 3D.

The subsurface inclination of the crystal can be important, especially when using EBSD data to precisely inform crystal plasticity simulations or extracting out of plane materials properties. Surface trace analysis, e.g. of slip bands or coherent twin interfaces, is insufficient to describe the inclination of planes with respect to the sample. Instead subsurface information is required.

A sample of polycrystalline Ni-based superalloy was selected as it has many coherent $\Sigma 3$ boundaries due to the presence of annealing twins, as Ni has a low stacking fault energy. The $\Sigma 3$ boundary describes a boundary where the ABC-ABC stacking of the crystal is interrupted to give a CAB-C-BAC type stacking of the crystal lattice. This can be described in terms of a 60° rotation about the $\langle 111 \rangle$ crystal axis. For a coherent twin, this orientation relationship is supplemented by the boundary plane lying on a (111) plane. This motivates the use of a twinned FCC material with many coherent annealing twins as a calibrant for the 3D orientation relationship between EBSD and mapped coordinate system using the twin habit plane as confirmation. These are readily available (e.g. oxygen free high conductivity copper or nickel) and many twins are readily observed. The coherent boundaries are long and straight.

Confirmation of the twin relationship can easily be performed through analysis of pole figures from the twin and the parent grains obtained using EBSD. Plotting of the shared orientation relationship components (e.g. twin plane normal or rotation axis) will reveal a shared point between pole figures from twin and parent. In the case of FCC materials the traces of the twin habit plane on the top and subsurface planes should be consistent with the (111) twin system (for a $\Sigma 3$ twin). This analysis on its own con

Figure 6. Analysis of a twin habit plane to confirm that a 180° rotation about Z is required to map the crystallographic data to the SE image. (A) SE & IPF Z map showing the twin arrangement, including the subsurface inclination; (B) a 3D schematic of the twinned grain; (C) pole figures are generated using ESPRIT 1.9 with the common [111] habit plane highlighted as a member of the dashed zone, only poles in the positive hemisphere are shown; (D) rotation of the pole figure by 180° to match inclination of the sub-surface traces.
projection in the EBSP coordinate system and spherical projection, combined with a unit cell in both the sample and EBSP coordinate systems, and pole figures in the sample coordinate system. The code can be modified for other EBSD measurement systems and is attached for use by the reader (in MATLAB® and Python forms).

A diffraction pattern from Ni was captured for analysis. The system was calibrated in Bruker ESPRIT 1.9. The detector was tilted to 4.6° and the sample was tilted to 70°. The crystal orientation was measured as Euler angles: \((\phi_1 = 127°, \Phi = 38°, \phi_2 = 273°)\). The PC, in Bruker coordinates, was measured as: \([PC_x = 0.48, PC_y = 0.28, DD = 0.64]\) with a pattern aspect ratio of 1.39 (width/height).

The Ni crystal diffraction pattern was simulated with cubic symmetry (i.e. \(\alpha = \beta = \gamma = 90°\), and \(a = b = c = 0.361\) nm). We follow the conventions described in Eqs. (1)-(19) to use these values and generate a diffraction pattern. The position of bands on the screen was calculated for the \((111), (200), (220),\) and \((311)\) families of planes.

The position of a band on a screen using a gnomonic projection can be described as a line that goes between two points, \(P_1\) and \(P_2\), where the PC is \((0,0,DD)\). For the creation of the simulated EBSP showing the geometry of the diffracting planes in the gnomonic projection, we used the properties of the Hesse normal form of lines and planes to obtain the intersection of a plane with a normal vector, \(n = (n_x, n_y, n_z)\) originating from \((0,0,DD)\) and the screen:

\[
\chi = a \tan \left( \frac{n_y}{n_x} \right) \quad (18)
\]

\[
\theta = a \cos (n_z) \quad (19)
\]

\[
R_{\text{gnomonic}} = \tan \theta \quad (20)
\]

\[
d_{\text{Hesse}} = \tan \left( \frac{\pi}{2} - \theta \right) \quad (21)
\]

\[
\alpha_{\text{Hesse}} = a \cos \left( \frac{d_{\text{Hesse}}}{10} \right) \quad (22)
\]

Two points that sit on a circle (of radius 10 in pattern fractions, i.e. extending far beyond the screen dimensions) within the gnomonic projection, away from the PC with angles \(\alpha_1\) and \(\alpha_2\) are:

\[
\alpha_1 = \chi - \pi + \alpha_{\text{Hesse}} \quad (23)
\]

\[
\alpha_2 = \chi - \pi - \alpha_{\text{Hesse}} \quad (24)
\]

The points in the plane of the phosphor are therefore:

\[
P_1 = 10[\cos(\alpha_1), \sin(\alpha_1)] \quad (25)
\]
\[ P_2 = 10(\cos(\alpha_2), \sin(\alpha_2)). \]  

(26)

Plotting these two points for each reflection is sufficient to generate a plot of the band centres and represents the geometry of the underlying diffraction pattern.

Representation of the diffraction pattern shown in Fig. 7 is demonstrated in Fig. 8. The simulated pattern accurately captures the precise location of the diffracting planes in the EBSP frame of reference.

Accurate reproduction of the gnomonic projection can be verified through comparison of a spherical projection and the simulated EBSP (an explicit description of this projection is provided in the Python and MATLAB® codes). Generation of the unit cell in the detector frame of reference is consistent, as the yellow diffraction planes are the \{200\} which are represented appropriately.

The \{111\} pole figure shown in Fig. 8 is one of the points shown within the pole figures reported in Fig. 6. This is the green twin system, illustrating consistency between this code and representation of object morphologies in the sample frame of reference.

**Fig. 9.** Confirmation of crystal orientations and slip trace analysis for deformation in commercially pure titanium: (A) Argus foils center image showing slip bands and the deformation twin; (B) example diffraction patterns; (C) demonstration that simulated patterns and crystal orientations match the twin and parent orientations; (D) slip trace analysis confirming that the prominent slip bands in (A) are from \langle a \rangle prismatic slip in Ti. Arrows indicate the directions of the surface traces, as highlighted in (A), and the dashed lines overlap with each of the prism planes.
MATLAB® code for generation of this figure is included in the supplementary information and Python code for generation of the simulated EBSP is also included for completeness.

**Example 4.** – slip band identification in a lower symmetry material.

Examples 1–3 so far have focussed on cubic crystals. The 24 symmetry operators commonly found in cubic materials may hide some important details when precisely describing crystal orientations. For instance, one of these is the choice of convention for the \(<a>, <b>, <c>\) with respect to the reference frame (described formally using Eq. (1) to Eq. (4)). If validation is performed exclusively against a cubic crystal then this is not sufficient for general understanding of a system of rotations and unit cell conventions.

This example extends our analysis to a hexagonal closed packed material, specifically commercially pure titanium, and accurately simulates the geometry of a diffraction pattern. The crystal orientation reported is used to identify physically reasonable slip bands for the active slip system, observed near a deformation twin.

The sample was measured in a Zeiss Merlin equipped with a Bruker e³ FlashHR and ESPRIT 1.9 software. Image tilt correction was used on the Zeiss SmartSEM software and no image rotation was applied. The scanning coordinate system of this instrument was confirmed to be similar to the Zeiss Auriga instrument used for other case studies presented in this paper.

The PC for this map was: \([PC_x = 0.44, PC_y = 0.71, DD = 0.71]\). The detector was tilted to 4° and the sample was tilted to 70°. The crystal orientation of the parent was measured as: \((\phi_1 = 337°, \phi = 29°, \phi_2 = 5°)\); and the twin as \((\phi_1 = 87°, \phi = 50°, \phi_2 = 270°)\). The titanium crystal was simulated with \(a = 0.295\) nm, \(c = 0.468\) nm. Reflectors of: \(\langle 1-10 \rangle, \langle 002 \rangle, \langle 1-11 \rangle, \langle 1-1,2 \rangle, \langle 110 \rangle, \langle 1-13 \rangle, \langle 112 \rangle, \langle 2-21 \rangle\) were used for the simulations.

Diffraction patterns from the twin and parent match the simulations well, as shown in Fig. 9. Furthermore, comparison of the slip plane traces with potential slip systems – \(<a>\) basal, \(<a>\) prismatic, and \(<c + a>\) pyramidal – confirm that these slip traces are \(<a>\) prismatic which is the slip system with the lowest critical resolved shear stress in this material [21].

This example demonstrates that lower symmetry materials can be correctly represented. This is best highlighted through accurate reproduction of the diffraction patterns. Furthermore, it also highlights that analysis of slip bands from unknown slip systems can act as an indirect (but not conclusive) check for consistency between the sample map and the underlying crystal orientation. This case is not conclusive as it does not verify the 180° rotation between sample map and crystal orientations, as surface trace analysis is insensitive to this 180° rotation.

**4. Discussion**

This paper has outlined a method to accurately capture conventions used to describe crystal orientations with EBSD. Conventions used by different manufacturers, and potentially instruments, may be different and this generates complications when importing the data into 3rd party software for further analysis. We note that the definition of the sample reference frame underpins any description of rotation between reference crystal orientation and test orientation, and therefore this frame must be described with extreme care and clarity. This is in addition to a precise description of the reference unit cell within this frame and the relationship between map grid, sample geometry, and detector position.

The examples presented here and fundamental assessment of beam shift and EBSP coordinate systems can be used to confidently establish a consistent convention for use by any EBSD users.

At a minimum, analysis of a single crystal of silicon will inform the user of the orientation of the EBSP image with respect to the mapped coordinate system. As much EBSD analyses focusses only on the surface plane of a sample, a rotation of 180° about the surface normal may be missed. To check this requires careful analysis of a particular microstructural feature in 3D, such as the habit plane of a coherent \(\{111\}\) twin plane in Ni, in 3D which requires precise knowledge of the out of plane crystal direction.

Lower symmetry materials can represent further complications with EBSD analysis. Significant development of EBSD systems focussed almost exclusively on highly symmetric cubic materials, and so simple conventions involving the alignment of the reference crystal with particular external reference frames is often overlooked. This can be found when comparing data from one system with another and, for example in HCP materials, the direction of the \(<a>\) axis is either parallel to the X or Y axis in the reference configuration that can render a 30° rotation error with respect to...

---

Fig. 10. Recommendations to validate a consistent description of scanning coordinates and description of a crystallographic unit cell as described in the sample coordinate system.
interpretation of the crystal orientation perpendicular to the \(<c>\) axis. In many EBSD analyses, especially of cubic systems, this is unimportant. However increasing application of EBSD to study lower symmetry materials, such as titanium and many common geological minerals, requires more precise descriptions of the reference cell.

In many instances use of EBSD data is confined to direct analysis within the highly sophisticated software tools provided by the manufacturers and many users will be content with these walled gardens. This is a strong statement of support for the excellent work by each of the manufacturers to take a complicated technique and make it tractable to solve real engineering challenges. However, for many intermediate and advanced users data is routinely taken out of these gardens and explored in 3rd party tools, such as MATLAB® using MTEX [22–24], crystal plasticity tools [25,26], further computational processing such as HR-EBSD [27–29], or sophisticated packages for microstructural analysis such as Dream3D [30]. Here precise knowledge of conventions employed as well as use of simple unambiguous validation samples will provide increased confidence in results obtained from supplied hardware and software systems.

In practice not all of the examples shown here are required to validate the use of crystal orientation, but each in turn offers a subtle change in complexity that can be used to diagnose where a chosen convention is not behaving as expected. Formally, representation of a low symmetry example combined with the sub-surface sectioning would be sufficient, however it is unlikely that most labs have routine access to a sample of this sort.

Users are recommended to perform a beam scan on a silicon single crystal wafer that establishes whether the beamshift and pattern representation are behaving as expected. The handedness of the axis systems in the sample and EBSD can be validated with a simple rotation of the sample about the surface normal (a change in tilt is possible but complex if the sample is not mounted in a eucentric position). Then sectioning of a cubic sample containing coherent twins can verify the out of plane orientation and reproduction of an EBSD from a lower symmetry crystal, such as the titanium example shown here, would confirm that the unit cell in the reference orientation is reasonable. A summary of our recommended approach is outlined in Fig. 10.

5. Recommendations

EBSD is a commonly used technique that fundamentally interprets a diffraction pattern to understand the unit cell many times to generate rich microstructure maps. In light of increasing access to data, as well as new and exciting data analysis strategies, it is important that both users and manufacturers offer suitable descriptors of their data.

We suggest the following:

Users test their conventions using one or more of the strategies outlined above.

Testing accurate reproduction of a suitable convention should be part of the acceptance trial of any new EBSD system.

Manufacturers store data with sufficient information that reproduction of examples above are routine and transparent. This may include provision of exemplar code in a simple language (we suggest Python as this is a free and simple to read language).

Data is stored in a more accessible format with plain language meta data and that suitable methods to store patterns, coordinate maps, and interpreted crystallographic data are easily readable with common data formats (we are excited by coordinated efforts which suggest integrated formats, such as the HDF5 data format proposed by Jackson et al. [16,31]).

6. Conclusions

EBSD is a routinely used crystallographic measurement tool and advanced software packages supplied with hardware systems can be used for sophisticated analysis of microstructural components. Care must be taken when considering numerous conventions required to describe: (a) the crystallographic unit cell in a reference configuration; (b) the relationship of this reference configuration to the recorded diffraction pattern; (c) the relationship between the recorded diffraction pattern and the scanned microstructural map. If the user wants to extend beyond these tools and export the data for third party analysis, or validate their analysis with the software packages, then a series of experiments outlined here can be performed to confidently (and independently) verify the convention used to describe crystal orientation.
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Appendix A

Use of the crystal orientation shown in Example 3.

The pattern was indexed with:

1. Euler angles: \([\phi_1 = 127°, \phi = 38°, \phi_2 = 273°]\)

2. Detector tilt = 5°

3. Sample tilt = 70°.

This results in the following rotation matrices:

\[
R_{\phi_1} = \begin{pmatrix}
-0.6018 & 0.7986 & 0 \\
-0.7986 & 0.6018 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
R_{\phi_2} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0.7880 & 0.6157 \\
0 & -0.6157 & 0.7880
\end{pmatrix},
\]

\[
R_{\phi_3} = \begin{pmatrix}
0.0523 & -0.9986 & 0 \\
0.9986 & 0.0523 & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

\[
R_{\alpha} = \begin{pmatrix}
1 & 0 & 0 \\
0 & 0.9063 & -0.4226 \\
0 & 0.4226 & 0.9063
\end{pmatrix}.
\]

Which can be combined to generate:

\[
G_{\text{sample}} = \begin{pmatrix}
0.5970 & 0.5154 & -0.6148 \\
-0.6339 & 0.7727 & 0.0322 \\
0.4917 & 0.3705 & 0.7880
\end{pmatrix}.
\]
phi1,phi,phi2:

(2.2113321622768156, 0.6614797865058508, 4.750786223928564)
(126.7, 37.899999999999999, 272.199999999999999)

U_S = Rx(alpha):

[[ 1. 0. 0. ]
 [ 0. 0.90938136 -0.41596338]
 [ 0. 0.41596338 0.90938136]]

Rz(phi1):

[[-0.59762515  0.80177564  0. ]
 [-0.80177564 -0.59762515  0. ]
 [ 0. 0. 1. ]]

Rx(Phi):

[[ 1. 0. 0. ]
 [ 0. 0.78908408 0.6142852]
 [ 0. -0.6142852  0.78908408]]

Rz(phi2):

[[ 0.03838781 -0.99926292  0. ]
 [ 0. 0.38387812 0.99926292]
 [ 0. 0. 1. ]]}

U_O = G_sample:

[[ 0.60926055  0.50200731 -0.61383242]
 [-0.6214714  0.78308188  0.02358106]
 [ 0.49251891  0.36711228  0.78908408]]

U_O*U_S = G_detector:

[[ 0.60926055  0.20118428 -0.76702442]
 [-0.6214714  0.72192893 -0.30428921]
 [ 0.49251891  0.66207515  0.56487309]]

U_K=U_A*U_O*U_S:

[[ 0.60926055  0.20118428 -0.76702442]
 [-0.6214714  0.72192893 -0.30428921]
 [ 0.49251891  0.66207515  0.56487309]]

Structure Matrix A:

[[ 1.0000000000e+00  0.0000000000e+00  0.0000000000e+00]
 [ 6.12323400e-17  1.0000000000e+00  0.0000000000e+00]
 [ 6.12323400e-17  6.12323400e-17  1.0000000000e+00]]

column vector, direct lattice:

[[ 1]]
column vector, sample frame:

\[
\left[ \begin{array}{c}
-2.11123899 \\
0.96683422 \\
-2.93392255
\end{array} \right]
\]

column vector, detector frame:

\[
\left[ \begin{array}{c}
-2.11123899 \\
-0.34118333 \\
-3.07022212
\end{array} \right]
\]

\[
\mathbf{G}_{\text{detector}} = \left( \begin{array}{ccc}
0.5970 & 0.2073 & -0.7750 \\
-0.6339 & 0.7139 & -0.2974 \\
0.4917 & 0.6688 & 0.5576
\end{array} \right).
\]

This can be used to rotate an example vector:

\[
\mathbf{v}_K = [1 \ 2 \ -3]
\]

\[
\mathbf{v}_{\text{detector}} = \mathbf{v}_K \mathbf{G}_{\text{detector}} = [-2.15 \ -0.37 \ -3.04].
\]

\[
\mathbf{v}_{\text{sample}} = \mathbf{v}_K \mathbf{G}_{\text{sample}} = [-2.15 \ 0.95 \ -2.91].
\]

Python plotEBSDLatticeGeo.py for Ni_Example3.bmp:

Appendix B. Supplementary data

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.matchar.2016.04.008.
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