Abstract Fully-convolutional neural networks (FCN) were proven to be effective for predicting the instantaneous state of a fully-developed turbulent flow at different wall-normal locations using quantities measured at the wall. In Guastoni et al. (J Fluid Mech 928:A27, 2021. https://doi.org/10.1017/jfm.2021.812), we focused on wall-shear-stress distributions as input, which are difficult to measure in experiments. In order to overcome this limitation, we introduce a model that can take as input the heat-flux field at the wall from a passive scalar. Four different Prandtl numbers $Pr = \nu/\alpha = (1, 2, 4, 6)$ are considered (where $\nu$ is the kinematic viscosity and $\alpha$ is the thermal diffusivity of the scalar quantity). A turbulent boundary layer is simulated since accurate heat-flux measurements can be performed in experimental settings: first we train the network on aptly-modified DNS data and then we fine-tune it on the experimental data. Finally, we test our network on experimental data sampled in a water tunnel. These predictions represent the first application of transfer learning on experimental data of neural networks trained on simulations. This paves the way for the implementation of a non-intrusive sensing approach for the flow in practical applications.
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1 Introduction

Several approaches have been proposed over the years in order to perform a reliable non-local estimation of the velocity field in wall-bounded flows. When considering linear methods, an optimal solution can be obtained using extended proper orthogonal decomposition [EPOD, 7], which is equivalent to linear stochastic estimation (LSE, [10]). Recent works on transfer functions [35] have highlighted the benefits of using non-linear methods. In this regard, neural-network models have shown excellent results in monitoring the instantaneous state of the flow using quantities measured at the wall since the seminal work of Milano and Koumoutsakos.
and as recently highlighted in our contributions (see, e.g. [13–16]). Fully-convolutional networks (FCNs) provide an accurate reconstruction of the flow field at a given wall-normal location, when highly-resolved wall-shear-stress fields are used as inputs [14]. Other architectures have been tested in the literature for the same task, e.g. super-resolution generative adversarial networks (SR-GANs, [16]). While it is straightforward to measure the wall-shear-stress components in direct numerical simulations (DNSs), sampling the same quantities in an experiment is much more difficult, in particular if a high resolution is required. This highlights the need of other input quantities, whose acquisition is more practical in experiments. In particular, [1] report significant similarities between the wall-normal heat flux fluctuations and the streamwise wall-shear-stress fluctuations. Several examples in the literature demonstrate the feasibility of time-resolved convective heat flux measurements [17,19,29,32], hence this quantity is used by our neural-network model to reconstruct the flow field. Previously, [23] used convolutional neural networks (CNNs) to predict the instantaneous wall-normal heat flux from the two wall-shear-stress components. Their approach still relies on the knowledge of the shear stresses at the wall and both the measurements and the predictions are at the same location. In this work, on the other hand, we consider input measurements at the wall and target flow-state estimation above the wall.

In this work we aim to use FCNs to reconstruct the experimental data sampled in the water-tunnel facility at Universidad Carlos III de Madrid using InfraRed (IR) thermography for convective heat transfer [5] and Particle Image Velocimetry (PIV, [31]) for velocity-field measurements. Despite machine-learning-based control having been tested in experimental settings with promising results [12], it is difficult to acquire from experimental facilities the large datasets that are needed to train neural network models. Additionally, experimental uncertainty needs to be taken into account and the possibility to assess the effect of the spatial resolution of the samples is limited. For these reasons, in this study, we perform the training of the networks using the data obtained from numerical flow simulations. A zero-pressure-gradient turbulent boundary layer is simulated, matching the experimental values in terms of Prandtl and Reynolds numbers. First, we consider flow fields sampled from DNSs at full resolution, performing predictions of increasing difficulty depending on the inputs of the neural network. Second, we cut, filter and downsample the DNS data to match the characteristics of the experimental data. The neural-network models are optimized using these synthetic experimental data. Finally, the trained neural networks are tested on the data from the water tunnel.

After this introduction, the paper is organized as follows. In Sect. 2, the setup of the numerical simulation of a zero-pressure-gradient turbulent boundary layer is described, along with the number of fields that are sampled for training, validation and testing. The experimental setup is also described in this section. In Sect. 3, the neural-network architecture and training details are reported, as well as the preparation of DNS data to mimic the experimental ones. In Sect. 4, the performance of several neural networks with varying numbers of convolutional layers is compared for predictions with different inputs. The capability of the neural networks to reconstruct the synthetic and real experimental data is also analyzed. Finally, concluding remarks and future research directions can be found in Sect. 5.

2 Dataset

2.1 Numerical dataset

The direct numerical simulation (DNS) from which the measurements and the target output fields are sampled is performed using the pseudo-spectral code SIMSON [8]. While our previous work [14] focused on a fully-developed flow, namely a turbulent open-channel flow, in this work we simulate a zero-pressure-gradient (ZPG) turbulent boundary layer (TBL). The inflow condition for the velocity is a laminar profile. A random trip forcing is applied to trigger the transition to a turbulent boundary layer. A fringe forcing is applied at the outflow in order to achieve periodicity at the boundary, as requested by the solution method. Four passive scalars representing the temperature of the fluid are also simulated. We consider Prandtl number $Pr = \{1, 2, 4, 6\}$, indicating them with $(\theta_1, \theta_2, \theta_3, \theta_4)$, respectively. For all the passive scalar we impose an isothermal wall boundary condition $\theta_i|_{y=0} = 0$, for $i = 1, 2, 3, 4$. The highest Prandtl number $Pr = 6$ is the result of a trade-off between the value that can be measured in our experimental setting and the computational cost of simulating such a flow with a DNS. The higher the Prandtl number, the smaller the thermal boundary layer, increasing the simulation resolution required to resolve all the relevant turbulent scales. The use of the same model for different Prandtl numbers allows us to investigate how the different thermal diffusivity influences the reconstruction performance. The choice of a spatially-developing flow implies an additional degree of
complexity in the predictions with respect to the previously-studied channel flow, since the friction Reynolds number \(Re_f\) (based on the boundary-layer thickness and the friction velocity \(u_f = \sqrt{\tau_w/\rho}\), where \(\tau_w\) is the wall-shear stress and \(\rho\) is the fluid density) increases with the streamwise location \(x\) within the sampled fields. The highest considered \(Re_f\) is 396, which is similar to the \(Re_f\) of our experimental setting. Few numerical simulation results are reported in the literature with a similar highest Prandtl number \(Pr\). [2] simulated a channel flow resolving all the turbulent scales with \(Pr = 6\) and \(Re_f = 500\). [25] performed a DNS of a turbulent channel flow at lower Reynolds number \(Re_f = 395\), however, the maximum considered Prandtl number was \(Pr = 7\). A statistical characterization of the scalars and the comparison with the results from the previously-cited works are available in the work by [6].

In our simulations, we sample the wall-shear-stress components, as well as the wall pressure. Note that we considered a reference friction velocity at the middle of the computational domain, which implies that the actual inner-scaled location that is actually sampled slightly varies along the streamwise direction. However, the variation is within \(\pm 0.1 \ y^+\). Here the ‘+’ denotes viscous scaling, i.e. in terms of the friction velocity \(u_f\) or the viscous length \(l^* = v/\nu\) (where \(v\) is the fluid kinematic viscosity). Furthermore, the flux of a passive scalar \(\partial \theta / \partial y\) is sampled at the wall. The velocity-fluctuation fields (whose streamwise, wall-normal and spanwise components are denoted as \(u\), \(v\) and \(w\), respectively) are sampled at four wall-normal locations: \(y^+ = 15, 30, 50\) and 100.

Note that the sampled fields also include both the initial, transitional part of the flow and the final region affected by the fringe forcing. On the other hand, the neural-network models predict only a portion of the field. Depending on the size, we can identify two different types of samples, as shown in Fig. 1: full domain (FD) samples have streamwise and spanwise lengths of \(x_s/\delta_0^* = 600\) and \(z_s/\delta_0^* = 50\), respectively. Here \(\delta_0^*\) is the displacement thickness of the laminar boundary layer at the inflow, defined as:

\[
\delta_0^* = \int_0^\infty \left(1 - \frac{u(0, y)}{U}\right) dy,
\]

with \(U\) indicating the free-stream velocity. The samples do not include the initial \((x/\delta_0^* < 200)\) and the final region \((800 < x/\delta_0^* < 1000)\). When the streamwise length of the samples is reduced to \(x_s/\delta_0^* = 300\), we refer to them as half-domain (HD) samples. The grid points considered in the FD case are \(N_{x,s} \times N_{z,s} = 1960 \times 320\), while for HD they are \(980 \times 320\).

In order to obtain a sufficiently large number of fields, five different realizations of the simulation are performed using five trip-forcing at the same location, but with different random seeds. The training dataset includes 7474 samples obtained from three of the five simulations. The validation dataset consists of 2195 samples, taken from a separate DNS to avoid unwanted correlations with the training dataset. The test dataset is obtained from the remaining simulation, it includes 1973 samples and the overall sampled time for testing is sufficient to obtain converged turbulence statistics.

2.2 Experimental dataset

This section describes the experimental setup designed to obtain a ZPG turbulent boundary layer, as well as the measurement techniques employed to provide simultaneous measurements of the flow field and wall heat transfer maps. The heat-transfer model and measurement uncertainties are also discussed briefly. Figure 2 shows a schematic of the experimental setup.

The experiments were conducted in the water tunnel facility of the Department of Aerospace Engineering at the Universidad Carlos III de Madrid, with a rectangular test section of \(0.5 \times 0.55\) m\(^2\), a length of 2.5 m, a speed ranged from 0.1 to 2 m/s, and the free-stream turbulence intensity below 1%. For the experiments,
the tunnel was operated in an open channel configuration, with a free-stream velocity, $U_\infty$, set at 0.24 m/s. The turbulent boundary layer develops on a vertically-mounted flat plate spanning the full length of the test section. Turbulent-flow transition is induced by a zigzag-trip turbulator of 10 mm width and 2 mm thickness, which is mounted 120 mm downstream of the leading edge, thus 1080 mm upstream of the heat transfer sensor. The tripping is followed by a V-shape embossed tape. A full description of the characteristics of the flat plate is reported in the work by [11].

Convective heat transfer measurements were carried out using a flush-mounted heated-thin-foil sensor embedded in the wall and an IR camera used as a temperature transducer. The IR images are recorded at 59 Hz with a FLIR SC4000 camera. The noise equivalent temperature difference (NETD) of the sensor is 18 mK. The spatial resolution is approximately 1.1 pixels per mm. The heat transfer sensor was installed on the flat plate at approximately 1.2 m from the leading edge. The TBL parameters, estimated with Ensemble Particle Tracking Velocimetry as in [34], are reported in Table 1.

The sensor, made of a thin constantan foil of 28 μm thickness, was heated by Joule effect, providing a constant heat flux. For a detailed description of this sensor the reader is referred to the work by [11]. Measuring the input heat flux along with the foil temperature allows us to estimate the convective heat transfer coefficient ($h$) between the foil and the flow from the unsteady energy balance on the foil as in the work by [28] and [32]. Taking into account tangential conduction and the foil thermal inertia, the instantaneous convective heat transfer coefficient $h$ was recovered. This can be reported later in terms of Nusselt number ($Nu = h\delta_{99}/k$), where $\delta_{99}$ is the local boundary layer thickness, and $k$ is the thermal conductivity of water at wall temperature.

Figure 3 reports an example of an instantaneous wall $Nu$ field in the streamwise/spanwise plane obtained using IR thermography. The white cross corresponds to a masked region due to the presence of the foil-support structure to minimize its bending and deformation on the foil due to water pressure. Using this sensor, the Nusselt-number uncertainty was estimated to be lower than 6%, accounting for measurement uncertainties, following the same uncertainty-characterization process described by [11].

Velocity fields were measured with wall-parallel planar PIV, in the logarithmic layer of the TBL profile centred at $y^+ \approx 25$. The laser sheet thickness is approximately 1 mm, i.e. 11 wall units. The PIV images have been captured at a frequency equal to 1/4 of the IR acquisition one. The PIV images have been captured with a resolution of 26.4 pixels per mm employing an Andor Zyla sCMOS camera (with a sensor of 2160 × 2560 pixels). The raw images were pre-processed to remove background reflections [26], and the velocity fields were evaluated using custom-made software developed at the University of Naples Federico II [3, 4]. The PIV code applies digital correlation [39] with an iterative multi-grid/multi-pass algorithm [37] and image deformation [36] as the interrogation strategy, with final interrogation windows of $40 \times 40$ pixels and 75% overlap.

Overall, we have about 5600 samples for training and 1300 for validation. The test dataset includes approximately 1100 samples.

### 3 Methodology

#### 3.1 Neural-network model

In this work, we consider several network architectures for different types of predictions. Based on the quantities sampled at the wall that are provided as input to the neural network, three types of predictions are investigated, as summarized in Table 2.

In the first problem, a neural-network model is trained to predict the velocity-fluctuation fields farther from the wall using the streamwise and spanwise wall-shear-stress components, as well as the wall-pressure fields. The predictions of the first problem are denoted as type I. These predictions use the same inputs and outputs as those of our previous work [14]. In the second problem, the streamwise wall-shear stress is substituted...
Fig. 2 Sketch of the experimental setup in lateral view (adapted from Foroozan et al. [year]). The flat plate is indicated in yellow, the water-tunnel walls in magenta, and the periscope box in grey. PIV and IR measurement planes are shown in green and red, respectively.

Fig. 3 Heat-flux and flow-field visualizations, as sampled from the water tunnel. Note the foil support, which limits the possibility of measuring the heat-flux field.

Table 2 Summary of inputs and outputs for different prediction types. The inputs are measured at the wall, the outputs are sampled at a given wall-normal location. The different types of predictions are performed for the four available Prandtl numbers.

| Type | Inputs | Outputs |
|------|--------|---------|
| I    | $\partial u/\partial y$, $\partial w/\partial y$, $p$ | $u$, $v$, $w$ |
| II   | $\partial \theta_i/\partial y$, $\partial w/\partial y$, $p$ | $u$, $v$, $w$ |
| III  | $\partial \theta_i/\partial y$ | $u$, $v$, $w$ |

with the heat flux field corresponding to a passive scalar. We refer to these predictions as type-II predictions. Finally, a third problem is considered, using only the heat-flux field as input (type III). The latter two types of predictions are performed using all four Prandtl numbers sampled from the DNSs. Type III predictions aim to reproduce our experimental setting, in which we will be able to measure only the wall heat-flux field.

All the trained models are fully-convolutional neural networks (FCNs), meaning that the input information is processed by a sequence of convolutional layers, but there are no fully-connected layers at the end, as it is typical of convolutional neural networks that are employed for classification tasks on the entire input. The
inputs of the FCN model are normalized with the mean and standard deviation computed on the training samples. The velocity-fluctuation fields predicted by the FCN are scaled with the ratio of the corresponding root-mean-squared (RMS) values and the streamwise RMS value, following [14]. The scaled output quantities are indicated with $\hat{\cdot}$.

FCNs allow an accurate reconstruction of the flow fields thanks to their capability to identify simple features and to combine them into progressively more complex ones. The FCN used as reference [14] is relatively shallow (i.e. few convolutional layers), with a high number of kernels per layer. On the other hand, the network architectures tested in this work have a higher number of layers with fewer kernels per layer. These modifications are designed to enhance the compositional capabilities of the model without increasing its GPU-memory footprint and computational-training cost. Note that deeper networks can be harder to train, since they are more evidently subjected to vanishing-gradient problems. Several solutions have been proposed in the literature, including but not limited to batch normalization [22] and dropout [20]. We include the former in our architecture but not the latter, since dropout has been mostly used after fully-connected layers in the literature, which are not present in our models. Additionally, it should be noted that the output of each convolutional layer is slightly smaller than the input, depending on the size of the convolutional kernel [9]. When a very high number of layers is used, the output can become significantly smaller than the input. In our work, the size of the output is kept constant by modifying the size of the input field according to the architecture. This is realized by sampling a larger area in the streamwise direction and by padding periodically the field in the spanwise direction. Different models with a varying number of layers and parameters are trained in order to identify the best combination of these network architecture parameters. Such comparison is performed using HD DNS data, on type-III predictions at $y^+ = 30$ with $\theta_4$ heat flux as input. The objective is to optimize the network performance for its experimental use, as further detailed in Sect. 4.1. Unless stated otherwise, all the considered neural-network models are trained using the hyperparameters described in Table 3. Note that the number of samples per batch is limited only by the memory of the GPU used for training. On the same GPU, we are able to use a larger batch-size when HD samples are used.

The FCN is trained using the Adam [24] optimization algorithm to minimize the mean-squared error (MSE) of the predictions with respect to the turbulent fields sampled from the DNS:

$$L(\mathbf{u}_{\text{FCN}}; \mathbf{u}_{\text{DNS}}) = \frac{\sum_{i=1}^{N_x,s} \sum_{j=1}^{N_z,s} (\mathbf{u}_{\text{FCN}}(i, j) - \mathbf{u}_{\text{DNS}}(i, j))^2}{N_x,s N_z,s},$$

where boldface indicates the vectors containing the three velocity components and $|\cdot|$ represents the $L_2$ norm. We refer to the error in the individual components using $L(\cdot)$ for brevity.

For type-III predictions, an additional auxiliary loss function is considered: streamwise and spanwise wall-shear stress as well as wall-pressure field are predicted by the network as an intermediate output, in an effort to drive the internal flow representation of the FCN towards physically-meaningful and interpretable quantities. Also in this case, the network parameters are updated based on the gradient with respect to the MSE between the reference DNS quantities and the FCN predictions.

### 3.2 Transfer learning from synthetic experimental data

Our objective is to perform the predictions on the experimental data with the highest possible accuracy. Our dataset only includes few thousands of samples, as reported in Sect. 2.2 and the limited availability of data may hinder the prediction performance of the FCNs. To address this issue, we modify the DNS data in order to obtain a dataset of synthetic experimental samples. Using this data, we can optimized a neural network model.
and then use transfer learning [30]. With this approach, we fine-tune the trained model on the experimental data.

In order to improve the transfer effectiveness, the synthetic data need to match the size and resolution of the experimental samples as much as possible. The experimental data have a lower resolution than their DNS counterpart, they are obtained in a relatively small region and they encompass a very limited range of Reynolds numbers. The sensor field of view is approximately equal to 0.04 m · 0.04 m, which approximately translates to 24δ₀ · 24δ₀. We take a subset of the DNS fields of size 30δ₀ · 30δ₀, with x/δ₀ ∈ [760, 790]. The Reynolds number at the center of the samples is Reτ ≈ 390, similar to the value measured in the experiments. The resulting input and output fields have a resolution of 96 × 96. Taking DNS fields of this size would result in a limited number of points per sample for the neural networking training. In order to address this issue, we increased the number of samples by considering a wider streamwise range (x/δ₀ ∈ [745, 805]), from which we take three samples of size 30δ₀ · 30δ₀, with 15δ₀ overlap in the streamwise direction. Since our simulation domain has a spanwise size Lz = 50δ₀, it is possible to take two rows of samples with overlap 10δ₀. Overall, we obtain six samples from each DNS field.

While in the DNS we have heat-flux information in every point at the wall, in the experiment we need to take into account the limitations of the measurement system. The support used to limit the heat-transfer sensor deformation prevents the heat flux measurements at that location. In our synthetic data, we remove information from the input in the same way, setting to zero the heat-flux value at the points corresponding to the support.

Since the wall-normal component of the velocity fluctuations is not measured in the experiments, we train the FCN to predict only the streamwise and spanwise components.

4 Results and discussion

4.1 Network-architecture choice and predictions on DNS data

The quality of the network predictions is assessed on the test dataset, which consists of samples that are uncorrelated to the data used for training. The comparison is performed using the MSE with respect to the corresponding DNS fields and the turbulence statistics accuracy. The pre-multiplied two-dimensional power-spectral densities are also computed, to assess the amount of energy reconstructed for the different scales. We compare different FCN architectures with varying number of layers and trainable parameters by analyzing the performance in terms of MSE and root-mean-squared (RMS) error in the streamwise velocity fluctuations. All the models are trained to perform type-III predictions. The number of layers in the network appears to be the most impacting factor on the accuracy of the predictions, as highlighted in Fig. 4a, c. The MSE decreases as the number of layers is increased. The error in the statistics also follows a similar trend, however, it should be noted that the deepest network considered shows a slightly higher error than the one immediately shallower. Increasing the number of trainable parameters in the network does not have a clear effect on the MSE (Fig. 4b) and on the RMS error (Fig. 4d).

The network architecture trained in [14] and the deepest network in this work have roughly the same number of trainable parameters, however, the latter network shows a prediction error that is about 50% lower than the former. This result suggests higher importance of the compositional capabilities of the network over its capacity. Despite achieving the best performance in the comparison, our deepest network was not selected for the subsequent analysis primarily because of the low ratio between the output and input field size. In particular, in an experimental setting, we would not be able to increase the size of the input fields as done in this numerical investigation, hence a deeper network would inevitably result in a smaller output field in which fewer turbulent features are represented. In the remainder of this work, we present the results obtained with the second best architecture, which has about half of the layers as our deepest one, allowing us to maintain a more acceptable output/input size ratio, while providing a comparable performance in terms of MSE. This architecture also provides a slightly smaller error in the RMS error for the streamwise fluctuations, as shown in Fig. 4c. Note that this network has a higher number of trainable parameters, having a higher number of kernels per layer than the deepest network trained.

Given the network architecture, the predictions on the full-domain and on the half-domain datasets are compared. One of the advantages of the FCN is that the architecture does not depend on the size of the input. Either datasets can then be used to train the neural-network model. Despite providing more information per sample during training, the predictions of the model optimized on the full-domain dataset are less accurate than the ones on the half-domain dataset. This can be explained by considering that the boundary layer is
**Fig. 4** MSE and RMS error in the predictions as a function of the number of layers of the network or the number of trainable parameters, for *type-III* predictions. \( \partial \theta / \partial y \mid_{\text{wall}} \) is used as input. The numbers are indexes to identify the different architectures, sorted by the number of layers. The filled square marker represents the network model used in [14], while the filled circle is the model proposed in this work. These two latter models are compared in all the subsequent analysis.

**Fig. 5** MSE in the predictions as a function of the streamwise location for *type-III* predictions at \( y^+ = 30 \). The curve represents the average over the spanwise direction and the samples in the test dataset.

A spatially-developing flow. This means that each sample contains a range of Reynolds numbers that need to be predicted. If we consider the error in the predictions along the streamwise direction shown in Fig. 5, the trend exhibits a minimum at the center of the sample. This is a result of the use of MSE as training objective function. Furthermore, the larger the sample, the lower the Reynolds number at which we can achieve the highest accuracy. If we consider a smaller range encompassing only the higher Reynolds numbers (i.e. we use HD samples), more accurate predictions can be obtained at high \( Re \). This result is encouraging for experimental applications, since the input data that can be obtained are limited to a small interrogation window (e.g. obtained from particle-image velocimetry), with a small Reynolds-number range. It should be noted, however, that training the models on a smaller portion of the domain reduces the overall amount of data available for optimization for a given size of the training dataset. Further shrinking of the domain size
Fig. 6 MSE (left) and turbulence-statistics error (right) obtained in type-I predictions with respect to target fields at different wall-normal locations. The error for each velocity component is normalized with the square of the corresponding fluctuation intensity.

Fig. 7 Pre-multiplied two-dimensional power-spectral densities for type-I predictions at $y^+ = 30$. The three columns represent $k_z k_x \phi_{uu}$ (left), $k_z k_x \phi_{uv}$ (center), $k_z k_x \phi_{ww}$ (right). The contour levels contain 10%, 50%, and 90% of the maximum DNS power-spectral density. Shaded contours refer to the reference data, while contour lines refer to the FCN proposed here (solid) and the network by [14] (dashed), respectively.

will eventually yield a performance reduction because of this trade-off. Because of these observations, the prediction results in the subsequent part of the paper will be only related to the half-domain dataset.

Once the network architecture and the dataset are chosen, the model is trained three times, unless noted otherwise. Each training run is performed with different random initialization in order to verify the consistency of the stochastic optimizations. The reported results show the average performance of the three models. When three inputs are considered (type-I and type-II predictions), the present network is able to reconstruct the non-linear relation between input and output fields with higher accuracy than the FCN proposed in [14], as shown in Fig. 6 (type-I predictions). The improvement is consistent across the entire range of investigated wall-normal locations. On the other hand, the performance degrades in a similar way as we move farther away from the wall. The accuracy of the present network at $y^+ = 50$ is comparable to that of the FCN in [14] at $y^+ = 30$. At $y^+ = 100$, the MSE in the wall-normal and spanwise directions is similar for both architectures. The accuracy improvement is even more pronounced when considering the predicted turbulent statistics. In short, the error is lower at all $y^+$ locations and even at $y^+ = 100$, the current FCN performs substantially better than its predecessor. The difference in the compositional capability is evident when comparing the pre-multiplied power-spectral densities of the predictions of the two networks in Fig. 7. The small-scale features at $y^+ = 30$ are well predicted by both networks, however, the deeper FCN can better reproduce the larger-scale features, especially in the spanwise direction.

Type-II predictions represent an intermediate step toward the flow estimation using only the heat flux. When passing from type I to type II, the error is higher for all the velocity components, however, the streamwise
Table 4  Normalized MSE comparison for the different velocity components in Type-I and Type-II predictions at $y^+ = 15$. Type-II predictions results are shown using different scalar fields as inputs

|                        | Type I | Type II ($\theta_1$) | Type II ($\theta_2$) | Type II ($\theta_3$) | Type II ($\theta_4$) |
|------------------------|--------|-----------------------|-----------------------|-----------------------|-----------------------|
| $L(u)/u_{RMS}$         | 0.019  | 0.027                 | 0.024                 | 0.027                 | 0.036                 |
| $L(v)/v_{RMS}$         | 0.023  | 0.029                 | 0.023                 | 0.025                 | 0.031                 |
| $L(w)/w_{RMS}$         | 0.026  | 0.030                 | 0.024                 | 0.025                 | 0.034                 |

Fig. 8 MSE (top) and turbulence-statistics error (bottom) obtained in type-II predictions with respect to target fields at different wall-normal locations, using different scalar fields as inputs. The error for each velocity component is normalized with the square of the corresponding fluctuation intensity

component is the most affected, as shown in Table 4. The heat flux at the wall is less correlated to the velocity-fluctuations away from the wall than the streamwise wall-shear stress. Despite neural networks provide a non-linear mapping between input and output, a performance reduction can be anticipated by observing the linear-correlation measures in Appendix A. A higher Prandtl number for the scalar determines a higher error in the predictions, especially close to the wall. As shown in Fig. 8, the difference between the different scalars is less pronounced farther away from the wall. Including the spanwise wall-shear stress and the pressure as inputs makes the Prandtl dependence less evident in this type of predictions. The bottom row of Fig. 8 highlights an apparent inconsistency in the relation between the statistical error and the Prandtl number. Since we do not train the model for statistical accuracy directly, the error has a higher variance between models than the MSE on the individual predictions. Furthermore, only one model per Prandtl number and wall-normal location has been trained in this case. Averaging the results from different models helps retrieving the relation between the error and the Prandtl number that can be observed in the MSE. The percentual increment of the MSE due to the added difficulty of the predictions is similar for both the network proposed in this work and the one in [14]; note however that the predictions from the former are significantly more accurate than those of the latter. For this reason, the current FCN is found to perform better across the entire range of wall-normal locations, even for type-II predictions.

When Type-III predictions are performed, the resulting MSE is about three times higher when compared to type-II predictions, confirming that information in the spanwise wall-shear stress and wall pressure has an important role in the reconstruction of the fields away from the wall. Figure 9 shows how the use of a different scalar does affect the prediction quality. Close to the wall, the predictions become progressively more challenging as the Prandtl number increases. Interestingly, the difference is negligible at $y^+ = 100$ with $Pr = 4$ and $Pr = 6$ perform better than the models trained with lower-Prandtl-number inputs. Note, however, that the error in all these reconstructions is quite significant and only
the largest structures are predicted. The degradation in the prediction quality with respect to the wall-normal distance was already reported in [14].

Note that, closer to the wall, the predictions become more and more difficult as the Prandtl number increases. This can be linked with the change of the heat-flux features that can be observed by the neural network as the Prandtl number changes. When the mean-squared error is used to optimize the neural network, the predicted fields tend to span a smaller range of values than the corresponding DNS fields. The correct localization and estimation of the strongest fluctuations becomes very relevant to obtain accurate predictions. Figure 10 compares the highest and lowest fluctuations of the input and output fields at $y^+ = 30$ for two different Prandtl numbers. At $Pr = 1$, the features in the output have a spatial correspondence with the features in the input, and this is particularly evident for the lowest fluctuations. Since the neural network provides a localized relation between input and output, an accurate reconstruction is possible. The spacing between the higher and lower values in the input becomes smaller in the spanwise direction as the Prandtl number increases. In this case, the prediction becomes more challenging because a larger number of high/low-value streaks are present in the receptive field of the network and the spatial location of the output features is more difficult to identify.

In order to obtain a more quantitative perspective on the previous observations, we compute the spectra of the filtered input and output fields, as shown in Fig. 11a. We identify the regions of the flow with high (resp. low) fluctuations by considering only the points where the value is above (resp. below) a threshold of $1.1\sigma$ (resp. $-1.1\sigma$), where $\sigma$ is the standard deviation of the considered quantity, as computed from the training dataset. Indeed, the strongest fluctuations at the higher Prandtl number exhibit a shift towards shorter spanwise wavelengths, with a reduced superposition to the output frequency content, when compared to lower Prandtl numbers. Note that these observations are aligned with the power-spectral-density analysis reported in [6]. In Fig. 11b, we compare the region match as the percentage of points of high/low fluctuations that are present in both the fields considered. The region match between the heat-flux field and the DNS velocity field is higher for the lowest fluctuations than the highest, as observed in Fig. 10. The percentage match reduces as we move farther away from the wall: this is expected as the flow features close to the wall are similar to their wall footprint. Note, however, that the match does not go below 15% even at $y^+ = 100$. The effect of the Prandtl number is very evident close to the wall, the higher the Prandtl number, the smaller is the region match: for instance, we can observe a match reduction of about 20% between $Pr = 1$ and $Pr = 6$ at $y^+ = 15$. The region match between the heat flux field and the FCN predictions is similar close to the wall but as we move farther away, the match is smaller. This is particularly evident in the highest-fluctuation region. Differently from the DNS fields, the match farther away from the wall gets progressively smaller, reaching near-zero value at $y^+ = 100$. The increase in the $Pr$ number is associated with a reduction of the region match. Finally, the match between the DNS fields and the corresponding predictions quantifies the error in the predictions at different wall-normal locations and Prandtl numbers, separating the contributions of the highest and lowest fluctuations. The regions of lowest fluctuations are better predicted at all wall-normal locations, so the high-fluctuation regions have a larger contribution to the error in the FCN predictions.

The statistical error for type III predictions can be further improved with the use of the auxiliary loss. We tested it for the predictions using $\partial \theta_4 / \partial y|_{wall}$ as input: while the MSE is only about 5% lower, the predicted turbulence statistics are up to 20% better than when the auxiliary loss function is not used, as shown in Table 5. The use of an auxiliary loss function also reduces the variance between models in the statistical of all the velocity components. The error comparison with [14] shows how a deeper FCN is necessary to achieve satisfactory predictions of this type. A sample type-III prediction at $y^+ = 30$ using the auxiliary loss function is shown in Fig. 12, when $\partial \theta_4 / \partial y|_{wall}$ is used as input. From this figure, it is possible to observe that the FCN...
Fig. 10 Comparison of the regions of highest and lowest fluctuations in the input fields (top row), and the output fields at $y^+ = 30$ from DNS and FCN prediction. The second and third rows show the highest fluctuations in the DNS and FCN prediction, respectively. The fourth and fifth rows show the lowest fluctuations. The grey contours represent the corresponding positive or negative fluctuations in the input field. The left column shows a sample type-III prediction using the heat flux at $Pr = 1$. The right column shows the predictions with input at $Pr = 6$. Blue and red indicate the regions where the fluctuations are smaller than $-1.1\sigma$ and larger than $1.1\sigma$, respectively.

Fig. 11 a) Pre-multiplied two-dimensional power-spectral densities of wall-heat flux and streamwise velocity fluctuation at $y^+ = 30$ (shaded contours), for the data-points that have $\|q\| > 1.1\sigma$, where $q = \{\partial \theta_1 / \partial y, \partial \theta_4 / \partial y, u\}$. The contour levels contain 10%, 50% and 90% of the maximum DNS power-spectral density. b) Percentage match in the highest (blue) and lowest (orange) fluctuations between input and DNS fields (left), input and FCN predictions (center), DNS fields and FCN predictions (right). The comparison is performed for all the sampled $Pr$ numbers.
is able to reconstruct the large-scale features of the flow in all three velocity components starting from the heat-flux field only. The smaller-features reconstruction is less accurate, in particular, the maximum positive and negative fluctuations are typically underestimated. This is related to the use of the mean-squared error as loss function for the optimization.

We now focus on the predictions whose setup is similar to the experimental setting. For this, we analyze more in depth type III predictions using the heat flux at $Pr = 6$. A more comprehensive overview of the predicted energy at the different scales is provided by the spectra, shown in Fig. 13. We compare the spectra of type-II and type-III predictions at $y^+ = 30$. The amount of reconstructed energy is lower in type-III predictions than in type-II. Furthermore, it is possible to observe that eliminating the spanwise wall-shear stress and wall pressure has a higher impact on the prediction of the shorter wavelengths, both in the streamwise and spanwise direction. The accuracy reduction is more evident in the pre-multiplied wall-normal and spanwise spectra. This is expected, as the wall-pressure is well correlated with the wall-normal component of the velocity and the spanwise wall-shear stress helps to improve the prediction of the corresponding velocity-fluctuation component.

### 4.2 Predictions on experimental data

In order to train a network on the experimental data, we first need to optimize a copy of the same neural network on the DNS data and then perform transfer learning, as described in Sect. 3.2. In the previous section we selected the network architecture based on trade-off between the model performance and the input/output ratio. Note, however, that the fields sampled from the experiment are relatively small ($82 \times 82$) and they cannot be extended. For this, we have to resort to zero-padding the fields, even if this comes at the cost of a larger error close to the edges. Also for these predictions, the performance is assessed using the mean-squared error with respect to the ground truth velocity-fluctuations fields. The use of the synthetic experimental data for training determines an increase of the MSE in the predictions with respect to the FCN models trained with the full-fields from DNS, as reported in Table 6. The error in the wall-parallel velocity-fluctuation components is more than two times larger with respect to the values reported in Table 5. Figure 14a allows a qualitative comparison of the DNS fields and the corresponding predictions. Only the larger scales of the turbulent motions are reconstructed and we can observe the prediction of regions of large positive fluctuations that are not present in the DNS field. These regions are typically located close to the foil support, where the lack of information makes the predictions harder. The streamwise component is predicted with higher accuracy than the spanwise component.

Once the FCN is fine-tuned on the experimental dataset, it is possible to assess its performance on the experimental test data. In this case, the error is about 50% higher than the predictions on the synthetic data from DNS, as reported in Table 6. The input fields show a much smoother variation of the heat flux, as shown in Fig. 14b. This is to be addressed to the spatial modulation of the heat flux sensor. The resulting predictions are less detailed than all the previous ones: in the streamwise component, a general reconstruction of the larger scales of the flow is provided. By contrast, the spanwise component reconstruction is lacking. After gradually increasing the difficulty of the prediction, first by reducing the number of inputs and then using less and less informative ones, we are now testing the FCN network on a very challenging task.

The fine-tuning on the experimental training dataset can only partially compensate for the small amount of data available: the fact that the error in the prediction is higher than the DNS synthetic fields, reported in

### Table 5 Error comparison in Type-III predictions at $y^+ = 30$ using the network model from [14] and the one proposed here. The variance of the statistical error is computed across the different training runs.

|                  | Guastoni et al. | FCN ($\theta_1$, no aux) | FCN ($\theta_2$, no aux) | FCN ($\theta_3$, no aux) | FCN ($\theta_4$, no aux) | FCN ($\theta_4$, aux) |
|------------------|-----------------|---------------------------|---------------------------|---------------------------|---------------------------|------------------------|
| $L(u)/u_{RMS}^2$ | 0.592           | 0.191                     | 0.235                     | 0.268                     | 0.284                     | 0.271                  |
| $L(v)/v_{RMS}^2$ | 0.638           | 0.311                     | 0.357                     | 0.360                     | 0.351                     | 0.335                  |
| $L(w)/w_{RMS}^2$ | 0.850           | 0.276                     | 0.312                     | 0.330                     | 0.350                     | 0.330                  |
| $E_{RMS}(u)$ [%] | 36.82 ± 0.67    | 7.43 ± 2.27               | 7.47 ± 0.90               | 13.61 ± 1.41              | 13.64 ± 2.05              | 11.87 ± 0.49           |
| $E_{RMS}(v)$ [%] | 39.48 ± 0.92    | 14.56 ± 2.39              | 13.16 ± 2.98              | 20.42 ± 1.84              | 22.09 ± 2.03              | 14.14 ± 0.93           |
| $E_{RMS}(w)$ [%] | 57.26 ± 1.24    | 12.31 ± 2.25              | 13.23 ± 2.18              | 18.28 ± 1.04              | 20.35 ± 3.25              | 14.04 ± 0.74           |
Fig. 12 Sample result for type-III prediction at $y^+ = 30$, obtained using the proposed FCN with auxiliary loss functions. The first row corresponds to the DNS input heat flux for $Pr = 6$, normalized with the mean and standard deviation computed on the training samples. The second and third rows show the streamwise DNS velocity-fluctuation field and the corresponding prediction obtained from FCN, respectively. Similarly, the fourth and fifth rows represent the wall-normal velocity fluctuation of the target and predicted fields. Finally, the sixth and seventh rows show the spanwise velocity fluctuation component of the target and predicted fields, respectively. The velocity-fluctuation fields are scaled by the respective RMS quantities.

Table 6 Normalized MSE comparison for the wall-parallel velocity components in the predictions of DNS and experimental fields

|                | DNS data | Experimental data |
|----------------|----------|-------------------|
| $\mathcal{L}(u)/u_{RMS}^2$ | 0.587    | 0.873             |
| $\mathcal{L}(w)/w_{RMS}^2$   | 0.790    | 1.000             |
Fig. 13 Pre-multiplied two-dimensional power-spectral densities of different prediction types using $\frac{\partial \theta_4}{\partial y}|_{\text{wall}}$ as input. The three columns represent $k_x k_z \phi_{uu}$ (left), $k_x k_z \phi_{vv}$ (center), $k_x k_z \phi_{ww}$ (right). The contour levels contain 10%, 50% and 90% of the maximum DNS power-spectral density. Shaded contours refer to the reference data, while contour lines refer to type-II (blue) and type-III (orange) predictions, respectively.

Fig. 14 Sample result of predictions obtained using the FCN with auxiliary loss functions, trained on (a) DNS data and (b) experimental data. In both panels, the top row represents the input, i.e. the wall heat flux field at $Pr \approx 6$, the second represents the ground truth from the simulation and the experiment, respectively. Finally, the third row shows the corresponding network predictions.

Table 6, is expected. In these conditions, the reconstruction performance of the neural network is relatively limited. These results partially depend on the reduced amount of data, but it can also be explained by the discrepancies between simulation settings and experimental conditions. In Fig. 15, we compare the power-spectral densities of the inputs: because of the inherent limitations of the experimental procedures, the energy content at the higher frequencies is reduced. Furthermore, the choice of the loss function plays a role also in this context: the minimization of the MSE tends to smooth out the peaks in the predictions. For zero-mean fields, this translates to an effective reduction of the value range in the predictions. Despite the limitations, this study represents the first attempt to perform these type of predictions using experimental data. As such, it represents an important step towards the implementation of non-intrusive sensing in experiments. Our analyses describe most of the important challenges related to the deployment of a neural network model in an engineering
context, especially when the training is performed on synthetic data rather than real ones, which are often very expensive or difficult to obtain.

5 Conclusions

In this work, we assessed the prediction capabilities of a fully-convolutional network (FCN) using DNS data sampled from a turbulent boundary layer flow, with a maximum Reynolds number of $Re_\tau = 396$. We optimize the architecture of the FCN in order to minimize the MSE in the predictions, while maintaining a satisfactory output/input ratio of the field size. For type II and type III predictions, we describe the effect of using as input heat flux fields at progressively higher Prandtl number. Closer to the wall, the predictions become more challenging as the Prandtl number is increased. With the highest Prandtl number tested ($Pr = 6$), the resulting network yields type-III predictions at $y^+ = 30$ with an error that is 50% lower than that of the previously-studied architectures [14]. A higher number of layers determines a larger receptive field for the network, and it enhances its compositional capabilities. The prediction accuracy is proven to be more sensitive to this parameter than the network capacity (i.e. the number of trainable parameters). The use of alternative, yet similar network architectures, e.g. ResNet by [18] or UNet by [33] was only partially explored and for this reason not reported, preventing a more comprehensive analysis of the available network architectures. The performance of completely different models, such as transformers [38] and diffusion models [21] could also be compared with our FCN, once they have been adapted for the described prediction task. The architectural improvements described here are essential to achieve a satisfactory velocity field reconstruction, given the additional difficulties related to the choice of a spatially-evolving flow, and the use of input quantities that are less informative than the ones used in the previous studies. In this study we limit ourselves to the a-posteriori analysis of the results of several trained networks, highlighting the need for deeper networks in order to obtain a satisfactory accuracy in the reconstruction. The number of layers in a network, as well as the number of trainable parameters per layer (e.g. the number of kernels per convolutional layer) are hyperparameters that need to be tuned to obtain the best performance of a neural network model. Automated hyperparameter searches can be conducted using evolutionary algorithms or Bayesian optimization, however, several networks still need to be trained depending on the number of hyperparameters that need to be adjusted. It should be noted that we focus our attention on improving the network performance when the heat flux is chosen as input instead of the wall-shear stress components and the wall pressure, but we have not explored possible solutions to maintain the prediction accuracy as the Prandtl number increases. In this regard, the design of a Pr-invariant neural network model represents an appealing research direction, in order to perform accurate predictions at even higher Prandtl numbers.

After assessing the prediction capabilities of the FCN using full DNS data, we trained the selected architecture with synthetic experimental data, obtained by modifying the samples from the numerical simulation to resemble the measurements from a water tunnel. The FCN is then further optimized using samples from
the experiments through transfer learning. These predictions represent the first attempt towards non-intrusive-sensing applications in experimental settings through deep learning. Despite the limitations of the experimental measurements, the neural-network model is able to provide acceptable predictions for the streamwise fluctuations. It is important to highlight that the receptive field of the FCN is large compared to the size of the experimental samples. This, combined with the use of zero-padding, may have a detrimental effect on the model performance, as shown in Appendix B. The network architecture can be further optimized by taking these elements into account. The predicted fields exhibit an error with respect to the original fields that is 50% larger than the model trained and tested only on synthetic experimental data. Future work will be devoted to improving the training procedure to reduce the performance gap between the two models.
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7 Appendix A: Linear correlation of inputs and outputs

Neural-network models such as FCNs are optimized to approximate the relation between input and output using a non-linear function. This capability provides a fundamental advantage with respect to techniques such as extended proper orthogonal decomposition [7], allowing for a better reconstruction, in particular when the output plane is far from the wall [14]. Nonetheless, the analysis of the linear correlation between different input–output pairs can provide a quantitative perspective on the difficulty of the individual prediction tasks. We compute the linear correlation between two variables \( r \) and \( s \) as:

\[
R_{rs} = \frac{\langle (r - \langle r \rangle)(s - \langle s \rangle) \rangle}{\langle (r^{\text{RMS}})^2 \rangle^{\text{RMS}}},
\]

(A1)

| \( \partial u / \partial y \) | \( \partial \theta_1 / \partial y \) | \( \partial \theta_2 / \partial y \) | \( \partial \theta_3 / \partial y \) | \( \partial \theta_4 / \partial y \) |
|---|---|---|---|---|
| \( u(y^+ = 15) \) | 0.516 | 0.515 | 0.386 | 0.285 | 0.240 |
| \( v(y^+ = 15) \) | -0.379 | -0.413 | -0.327 | -0.245 | -0.204 |
| \( w(y^+ = 15) \) | -0.0007 | -0.001 | -0.004 | -0.006 | -0.007 |
where $\langle \bullet \rangle$ indicates the average over the samples and in the homogeneous directions. Table 7 lists the correlation of the inputs–streamwise wall-shear stress and the heat fluxes at different Pr numbers–and the outputs, i.e. the velocity fluctuations in the three components. The streamwise shear stress and the heat flux at $Pr = 1$ show a similar linear correlation with the velocity components. These quantities are the most correlated among all the possible inputs considered. The linear correlation decreases when the Prandtl number is higher, highlighting how predicting the velocity field based on the heat flux information at the wall represents a more and more challenging task as the $Pr$ number increases.

8 Appendix B: Effect on the prediction accuracy of the padding in the convolutional layers

The region close to the boundaries of the input samples deserve special attention, since the lack of information outside the domain can negatively impact the prediction quality. Since FCNs perform predictions based on local information, [14] showed that periodic boundary conditions can be enforced analytically by periodically padding the input fields. This approach can improve the results also for other boundary conditions, however, it requires information outside the boundaries of the individual samples. Here, we seek to quantify the effect...
of the boundary treatment on the prediction performance. We consider predictions using the synthetic DNS fields, using three different boundary treatments:

- **Case I**: Small zero-padding in all layers. In this case the filtered fields after each convolution maintain the same size. Input and output have the same size $(82 \times 82)$
- **Case II**: large zero-padding of the input. The filtered fields after each convolution are progressively smaller after the application of a convolution operation. The padding of the initial field depends on the receptive field of the FCN and it is computed to obtain an output field of the desired size. In this case the input has size $120 \times 120$
- **Case III**: large informative padding of the input. Similar to the previous case, but the padding is performed by considering additional points from the original input fields along the streamwise and spanwise direction. The input size is $120 \times 120$ also in this case.

The first two cases provide the same amount of information, in different forms. The resulting error in both the streamwise and spanwise direction follows a similar trend, as shown in Fig. 16. The additional information at the boundaries significantly improves the predictions close to the edges in both homogeneous directions and velocity components. Table 8 reports the average error on the training dataset. Case I and II provide very similar error values, highlighting how the two procedures are essentially equivalent. By contrast, case III reduces the MSE by about 10% with respect to Case I and II, allowing for a better reconstruction if the additional information is available. It should also be noted that the first two approaches yield similar results also after the fine-tuning on the experimental fields.

### Table 8 Normalized MSE comparison for the wall-parallel velocity components in the predictions of DNS fields using different boundary treatments

| Case | $\mathcal{L}(u)/u_{\text{RMS}}^2$ | $\mathcal{L}(w)/w_{\text{RMS}}^2$ |
|------|---------------------|---------------------|
| I    | 0.667               | 0.880               |
| II   | 0.643               | 0.892               |
| III  | 0.587               | 0.790               |
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