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Abstract

The partition function and free energy of a quantum many-body system determine its physical properties in thermal equilibrium. Here we study the computational complexity of approximating these quantities for $n$-qubit local Hamiltonians. First, we report a classical algorithm with poly$(n)$ runtime which approximates the free energy of a given 2-local Hamiltonian provided that it satisfies a certain denseness condition. Our algorithm combines the variational characterization of the free energy and convex relaxation methods. It contributes to a body of work on efficient approximation algorithms for dense instances of optimization problems which are hard in the general case, and can be viewed as simultaneously extending existing algorithms for (a) the ground energy of dense 2-local Hamiltonians, and (b) the free energy of dense classical Ising models. Secondly, we establish polynomial-time equivalence between the problem of approximating the free energy of local Hamiltonians and three other natural quantum approximate counting problems, including the problem of approximating the number of witness states accepted by a QMA verifier. These results suggest that simulation of quantum many-body systems in thermal equilibrium may precisely capture the complexity of a broad family of computational problems that has yet to be defined or characterized in terms of known complexity classes. Finally, we summarize state-of-the-art classical and quantum algorithms for approximating the free energy and show how to improve their runtime and memory footprint.

1 Introduction

Predicting properties of a quantum many-body system that emerge from its microscopic description in terms of constituent particles and interactions among them is a fundamental problem in physics. Many properties of a system in thermal equilibrium are determined by the partition function

$$Z = \text{Tr}[e^{-\beta H}],$$

where $\beta$ is the inverse temperature and $H$ is the Hamiltonian describing the system. The partition function appears as a normalization factor in the thermal equilibrium Gibbs state
\[ \rho = e^{-\beta H}/Z \] and determines important thermodynamic quantities such as the Helmholtz free energy
\[ F = -(1/\beta) \log Z. \quad (1) \]

The ability to calculate the free energy and its derivatives with respect to the temperature and Hamiltonian parameters such as external fields is instrumental for mapping out the phase diagram of the system and predicting physical properties of each phase. Accordingly, the problem of estimating the free energy has been extensively studied, both in the physics and computer science communities. Here we investigate this problem for \( k \)-local Hamiltonians [1] that describe a system of \( n \) qubits with interactions among subsets of at most \( k \) qubits. Despite its fundamental significance, little is known about the computational complexity of estimating the free energy of a local Hamiltonian to a given additive error (or equivalently the partition function to a given relative error). All we can say is that the problem is QMA-hard, even for 2-local Hamiltonians [2], and can be solved in polynomial time using a \#P oracle [3]. As we discuss below, precisely characterizing the complexity of this problem appears to be challenging. Nevertheless, the QMA-hardness result indicates that the best one can hope for is an efficient algorithm for the free energy of some special classes of local Hamiltonians, or which achieves a less stringent approximation.

**Efficient approximation algorithm for dense 2-local Hamiltonians**

Our first contribution is an efficient classical algorithm that approximates the free energy for any \( n \)-qubit 2-local Hamiltonian \( H = \sum_{i,j} H_{ij} \) satisfying a denseness condition
\[ \max_{i,j} \| H_{ij} \| \leq O(1/n^2) \sum_{i,j} \| H_{ij} \|. \quad (2) \]

In other words, if one picks a pair of qubits \( i, j \) uniformly at random then the average interaction strength \( \mathbb{E}_{i,j} \| H_{ij} \| \) is within a constant factor of the maximum interaction strength \( \max_{i,j} \| H_{ij} \| \). For example, if qubits are located at vertices of a graph such that \( \| H_{ij} \| = 1 \) whenever \( i, j \) are connected by an edge and \( H_{ij} = 0 \) otherwise then the Hamiltonian is dense iff the graph has \( \Omega(n^2) \) edges. Our algorithm takes as input a dense 2-local Hamiltonian \( H \), the inverse temperature \( \beta \), a precision parameter \( \epsilon \), and outputs an estimator \( \tilde{F} \) satisfying
\[ |F - \tilde{F}| \leq \epsilon \sum_{i,j} \| H_{ij} \|. \quad (3) \]

The algorithm has runtime \( n^{O(1/\epsilon^2)} \) which is polynomial in \( n \) for any constant \( \epsilon > 0 \). Note that the runtime does not depend on the temperature. Moreover, while the above result applies to 2-local Hamiltonians, we believe that a very similar approach can be used to prove the analogous statement for \( k \)-local Hamiltonians. A more precise statement of our result can be found in Theorem 1 in Section 2.

In most cases of interest the right hand side of Eq. (3) is expected to increase with \( n \) (even for constant \( \epsilon \)), so our result falls short of providing a small constant additive error approximation of \( F \). However, we do not expect that the latter approximation guarantee can be achieved by any polynomial time algorithm. Indeed, it can be easily shown that the problem of approximating the free energy with a small additive error has the same
complexity for dense and for general 2-local Hamiltonians\(^1\). As noted above, the latter problem is QMA-hard. The assumption that the Hamiltonian is dense also cannot be removed without compromising the quality of approximation or the runtime of the algorithm. Indeed, the famous PCP theorem \(^4\) implies that approximating the ground energy of general (not necessarily dense) 2-local Hamiltonians with an additive error \(\epsilon \sum_{i,j} ||H_{ij}||\) and a sufficiently small constant \(\epsilon > 0\) is NP-hard, see for instance \(^5\). This is true even for classical (diagonal) Hamiltonians associated with optimization problems such as Max-Cut \(^5\). This hardness of approximation carries over to the free energy \(F\) since the latter approximates the ground energy for large \(\beta\). In particular, a straightforward argument\(^2\) shows that the free energy with \(\beta = O(n\delta^{-1})\) attains a \(\delta\)-additive error approximation to the ground energy.

Our result complements existing classical methods for simulating quantum systems in thermal equilibrium. For example, quantum Monte Carlo (QMC) is a suite of classical simulation methods that map the quantum partition function to the one describing a classical spin system and approximate the latter using Markov Chain Monte Carlo algorithms \(^6\). However, the quantum-to-classical mapping employed by all QMC algorithms is well defined only for Hamiltonians avoiding the so-called sign problem (aka stoquastic Hamiltonians) \(^7\). Furthermore, the efficiency of QMC hinges on the rapid mixing property of the underlying Markov Chain which has been rigorously proved only in a few special cases \(^8, 9\). Another popular technique for estimating the free energy is the high-temperature expansion \(^10, 11\). It works by computing the Taylor series of the log-partition function \(\log Z\) considered as a function of the variable \(\beta\) at the point \(\beta = 0\) and truncating the series at a sufficiently high order. The method is provably efficient assuming that the partition function is zero-free in a neighborhood of the interval \([0, \beta]\) in the complex plane \(^11\). The desired zero-freeness property is expected to hold for all temperatures above the phase transition point where a complex zero of the partition function approaches the real axis.

Our result also extends a body of work on efficient approximation algorithms for dense instances of classical and quantum optimization problems which are NP- and QMA-hard respectively in the general case \(^12, 13, 14\). For example, Ref. \(^14\) described an algorithm for dense local Hamiltonians and showed that it gives a good approximation to the minimum energy \(\text{Tr}(H\rho)\) achieved by any \(n\)-qubit product state \(\rho = \rho_1 \otimes \rho_2 \ldots \otimes \rho_n\). Later it was shown \(^13\) that the same algorithm gives a good approximation to the true ground energy. Ref. \(^13\) also described a different approximation algorithm based on convex relaxation methods for the ground energy of 2-local Hamiltonians on graphs with low threshold rank (see \(^13\) for a definition of this property). As far as we know, the techniques used in these papers for minimizing ground energies cannot be directly applied to the problem of estimating the free energy.

Instead, the starting point for our algorithm is a beautiful paper by Risteski \(^15\) that showed how to approximate the free energy of classical Ising-type Hamiltonians satisfying a denseness condition analogous to Eq. (2). Following Risteski \(^15\), we use a variational

\(^1\)Indeed, suppose \(H_1\) is a 2-local Hamiltonian on \(n\) qubits and \(H_2\) is a dense 2-local Hamiltonian on \(m\) qubits such that the free energy of \(H_2\) is easy to compute (for example, one can choose \(H_2 = \sum_{1 \leq i < j \leq m} Z_i Z_j\)). Then a Hamiltonian \(H = H_1 \otimes I + I \otimes H_2\) is dense for \(m = \text{poly}(n)\) and the free energy of \(H\) is \(F = F_1 + F_2\), where \(F_i\) is the free energy of \(H_i\).

\(^2\)Using the fact that the derivative of the free energy with respect to temperature \(T = \beta^{-1}\) is upper bounded by the entropy of the Gibbs state, which is at most \(n \log(2)\).
characterization of the free energy, namely
\[ F = \min_{\rho} f(\rho) \quad \text{where} \quad f(\rho) = \text{Tr}(\rho H) + (1/\beta)\text{Tr}(\rho \log \rho) \]  

and the minimization is over all \( n \)-qubit density matrices \( \rho \). To make this optimization problem tractable, we consider its relaxation defined in terms of all \( m \)-qubit reduced density matrices satisfying local consistency conditions. The optimal value \( \tilde{F} \) of the relaxed problem gives a lower bound on the free energy \( F \). Here \( m \), which determines the size of the convex program, depends only on the precision \( \epsilon \) and a parameter quantifying the denseness of the Hamiltonian. Since we consider 2-local Hamiltonians, the \( m \)-qubit reduced density matrices suffice to give a relaxation for the average energy term in \( f(\rho) \). This idea has been used previously in classical computer science to obtain efficient algorithms for dense instances of constraint satisfaction problems; the relaxed program there is defined in terms of marginals of classical probability distributions [16]. Risteski’s insight was that a suitable relaxation to the entropy term in Eq. (4), a pseudo-entropy function, can be computed from these marginals [15].

We define a relaxation to the quantum free energy minimization problem following a similar roadmap. We show that the relaxed problem is convex (though it is not a semidefinite program). Thus its optimal value \( \tilde{F} \) can be computed efficiently using known convex optimization methods [17, 18]. The last step of our algorithm is a rounding map that converts the optimal solution of the relaxed problem (i.e. a collection of \( m \)-qubit reduced density matrices) to an \( n \)-qubit density matrix \( \rho \) such that \( f(\rho) \leq \tilde{F} + \epsilon \sum_{ij} \| H_{ij} \| \). This is the only step of our algorithm that requires the denseness condition Eq. (2). Combining the inequalities \( \tilde{F} \leq F \leq f(\rho) \leq \tilde{F} + \epsilon \sum_{ij} \| H_{ij} \| \) gives the desired approximation error bound Eq. (3).

A key technical component is our rounding technique, which has its origins in the propagation sampling method of Ref. [19] and its quantum variant proposed by Brándao and Harrow [13] to obtain an approximation algorithm for the ground energy of 2-local Hamiltonians on graphs with low threshold rank. For the considered family of graphs the quantum rounding map proposed in Ref. [13] has the feature that the value of the energy \( \text{Tr}(\rho H) \) of the output of the map can be bounded in terms of its value before rounding. Here we require this energy preservation property for a different family of graphs, but more importantly we require a version of the quantum rounding map that also plays nicely with the relaxation to the entropy. We are able to make this work by combining technical ingredients from Refs. [15, 16, 13]; in addition to the energy preservation property we show that the quantum rounding map has the crucial feature that the von Neumann entropy of its output (a density matrix) is at least as large as the pseudo-entropy function of its input (a collection of \( m \)-qubit reduced density matrices).

Our result simultaneously generalizes the efficient algorithm for the ground energy of dense 2-local Hamiltonians from Refs.[13, 14] (obtained as a special case in which \( \beta \) is sufficiently large) and the one for the free energy of dense classical Ising models [15]. It is worth noting, however, that if we consider the special case of ground energies of dense 2-local Hamiltonians, our algorithm is different and arguably simpler than the one from Refs. [13, 14]3.

---

3The algorithm in those works is based on approximating the minimum ground energy over \( n \)-qubit
Complexity of partition functions  Next we consider the computational complexity of approximating the free energy $F$ for more general Hamiltonians describing a system of $n$ qubits with $k$-qubit interactions, where $k = O(1)$. Such a system can be described by a $k$-local Hamiltonian

$$H = \sum_{S \subseteq \{1,\ldots,n\}} H_S$$

where each term $H_S$ is a hermitian operator acting non-trivially only on the subset of qubits $S$ and $H_S = 0$ unless $|S| \leq k$. Below we assume that $\|H_S\| \leq \text{poly}(n)$ for all $S$. Since a small additive error approximation of the free energy is equivalent to a small relative error approximation of the partition function, we shall focus on the latter. Thus we are interested in the following problem.

**Problem (Quantum Partition Function (QPF)).** Given a $k$-local Hamiltonian $H$ acting on $n$ qubits, inverse temperature $\beta \leq \text{poly}(n)$, and a precision parameter $\delta \geq \text{poly}(1/n)$. Compute an estimate $\tilde{Z}$ such that

$$(1 - \delta)Z \leq \tilde{Z} \leq (1 + \delta)Z.$$ 

Here $Z = \text{Tr}(e^{-\beta H})$.

We note that it is crucial here that we consider relative error estimation of the partition function. Previous works have considered the less challenging problem of additively approximating the (normalized) partition function $[20, 21, 22]$. These works show that the latter problem admits an efficient quantum algorithm and, for Hamiltonians with locality $k = O(\log(n))$, is complete for the complexity class $\text{DQC}_1$ of problems that can be solved in polynomial time with only “one clean qubit” $[23]$.

In contrast to the ground energy, the partition function $Z$ depends on all eigenvalues of the Hamiltonian as well as their degeneracy. Thus one can view the QPF problem as a quantum analogue of approximate counting — a fundamental task in classical computational complexity. In particular, it is known that the problem of approximating the partition function of a classical local Hamiltonian with a small relative error is contained in the complexity class $\text{BPP}^{\text{NP}}$, essentially due to a fundamental result of Stockmeyer $[24]$. We can interpret this result as stating that the classical version of the QPF problem is not much harder than $\text{NP}$, which is surprising because computing the partition function exactly is $\#\text{P}$-hard. On the other hand, if we allow $\beta$ to be complex, the task of approximating $Z$ with a constant relative error is known to be $\#\text{P}$-hard $[25]$, even in the case of classical Hamiltonians. The discrepancy between the problem complexity for real and complex $\beta$’s suggests that non-negativity of the Gibbs state should play an important role in the complexity analysis.

The fact that Stockmeyer’s approximate counting method does not generalize to the quantum case has been observed previously $[26]$. This may explain why the complexity of the QPF problem — a basic and natural question from a physics perspective, remains largely open. A recent result by Cubitt et al. $[27]$ gives us hope that this question may have a mathematically appealing answer. The work $[27]$ introduced the notion of universal quantum product states $[14]$ and then uses the fact $[13]$ that the optimal product state energy is a good approximation to the true ground energy.
Hamiltonians and showed (among other things) that the QPF problem for $k$-local Hamiltonians has the same complexity for any constant $k \geq 2$. (In fact, one can further specialize 2-local Hamiltonians to the anti-ferromagnetic Heisenberg model on a two-dimensional lattice of qubits or even certain 1D qudit systems [27, 28].) The same universality result also applies to natural families of fermionic Hamiltonians relevant for quantum chemistry and material science [27]. This suggests that the QPF problem is complete for some “universal” complexity class that can be defined in terms of a suitable computational model and does not depend on details of the considered Hamiltonians, such as the locality parameter $k$ (as long as $k \geq 2$) or whether the underlying system consists of qubits (spins) or fermions.

Given this state of affairs, and the apparently challenging nature of characterizing the complexity of the QPF problem in terms of known complexity classes, here we use a standard computer science dodge – we look for other computational problems which are equivalent to QPF under polynomial time reductions with the hope that these other problems may ultimately be easier to understand. Namely, we show that the QPF problem is equivalent to approximating the following quantities:

1. The expected value of a local observable in the Gibbs state of a $k$-local Hamiltonian.
2. The number of eigenvalues of a $k$-local Hamiltonian $H$ within a given interval.
3. The number of witness states accepted by a QMA verifier

We require an approximation within a small additive error in case (1) and a small relative error in cases (2,3). For a formal definition of the above problems see Section 3.1. Problems (1,2) are ubiquitous in condensed matter physics since expected values of local observables and the density of states (i.e. the number of eigenstates contained in a given energy interval) provide important insights into properties of a quantum material. Problem (3) can be viewed as a natural quantum generalization of the approximate counting task (the exact version of this problem introduced by Brown et al [3] is known to be $\#P$-hard). We also reproduce the result of Cubitt et al. [27] showing that the QPF problems for 2-local and $k$-local Hamiltonians with any constant $k$ are equivalent to each other. Our proof is slightly more direct than the one of [27] as we do not use perturbation theory gadgets; our technique appears to share some features of later works which used Kitaev’s circuit-to-Hamiltonian mapping [28, 29, 30]. Note however that reducing $k$-local partition functions to 2-local partition functions is simpler than showing that such Hamiltonians are universal in the sense considered in Refs. [27, 28, 29, 30].

**Improved exponential-time algorithms via Clifford compression** We conclude the paper by revisiting exponential-time classical and quantum algorithms solving the QPF problem for general local Hamiltonians. We show that a Clifford compression technique [31, 32] based on the unitary 2-design property of the Clifford group [33, 34] can be used to improve the runtime of state-of-the art classical algorithms for QPF. We also show how

---

4Here QMA verifier is a polynomial-size quantum circuit followed by a measurement of some designated output qubit. The circuit takes as input a witness state and possibly ancilla qubits initialized in $|0\rangle$. A witness state is accepted if the probability of the measurement outcome ‘1’ is above a specified threshold.
the Clifford compression technique can be used to almost halve the memory footprint of state-of-the-art quantum algorithms for QPF without compromising their runtime.

First, we give a classical algorithm that solves the QPF problem for any $n$-qubit $k$-local Hamiltonian $H$ with $\beta\|H\| \leq b$ in time

$$O \left( \left( b + \log \frac{1}{\delta} \right) \ell 2^n \delta^{-1} + n^2 2^n \delta^{-1} + \delta^{-4} \right),$$

where $\ell \leq O(n^k)$ is the number of non-zero $k$-local terms that appear in $H$. For example, if $H$ is a geometrically local Hamiltonian on a regular lattice with bounded strength interactions then $\|H\| = O(n)$ and $\ell = O(n)$. For such Hamiltonians the runtime in Eq. (5) becomes $O((1 + \beta)n^2 2^n / \delta)$, ignoring terms logarithmic in $1/\delta$ and assuming $2^n \geq 1/\delta^3$. Our algorithm is based on the so-called Hutchinson’s estimator [35] and its improved version known as Hutch++ [36]. Namely, suppose $A$ is a positive semidefinite real matrix of size $d \times d$ such that a matrix-vector product $A|\psi\rangle$ can be computed in time $t(A)$ for any input vector $|\psi\rangle \in \mathbb{R}^d$. Hutch++ [36] is a classical algorithm that approximates $\text{Tr}(A)$ within a relative error $\delta$ and has runtime $O(t(A)/\delta + d/\delta^2)$. This algorithm is asymptotically optimal in the query complexity model [36]. We report a modified version of Hutch++ which has runtime $O(t(A)/\delta + d \log^2 (d)/\delta)$, assuming that $d \geq 1/\delta^3$. This improves the runtime scaling with $\delta$ almost quadratically. Our construction applies the original Hutch++ algorithm to a certain compressed version of the matrix $A$ obtained by projecting $A$ onto the logical subspace of a random stabilizer code with $O(\log 1/\delta)$ logical qubits. It shares some features of the methods used in Refs. [31, 32] to obtain compressed classical descriptions of quantum states. We emphasize that the improved Hutch++ algorithm is purely classical, even though its analysis relies on quantum techniques. Specializing the improved Hutch++ to the case $A = \text{Re}(e^{-\beta H})$ with a $k$-local Hamiltonian $H$ gives a classical algorithm for the QPF problem with runtime Eq. (5), see Section 4 for details.

Secondly, we give a memory-efficient quantum algorithm for the QPF problem which requires only $O(\log(n) + \log(1/\delta))$ ancilla qubits. This is an improvement in space requirements over an earlier algorithm due to Poulin and Wocjan [37] which needed an $\Omega(n)$-sized ancilla register. The original algorithm constructs a quantum circuit to prepare a purification of a finite-temperature Gibbs state using Hamiltonian simulation and quantum phase estimation. There, the normalized partition function $Z/2^n$ becomes the probability of post-selecting the purified Gibbs state and can be determined with quantum amplitude estimation [38]. The overhead of $\Omega(n)$ ancilla qubits in this approach is a consequence of purifying an $n$-qubit mixed state, and cannot be reduced using, e.g., modern methods for eigenvalue transformations [39, 40, 41].

We use the unitary 2-design construction of Section 4 to circumvent the purification step. Instead, we approximate the normalized partition function as a transition probability in a randomly chosen “compressed” quantum circuit which acts on fewer qubits. The runtime of our algorithm is $\tilde{O}(\sqrt{2^n/Z} \cdot \beta/\delta)$, comparable to the running-time obtained by improving the algorithm of Ref. [37] with newer techniques [39, 40, 41]. For technical reasons, the quantum algorithm assumes that each local term in the Hamiltonian is also positive semi-definite but note that this is not critical for the savings in ancilla.

The rest of this paper is organized as follows. We describe our approximation algorithm for the free energy of dense 2-local Hamiltonians in Section 2. We establish polynomial time
reductions between the QPF problem and three other quantum approximate counting problems in Section 3. We review the Hutch++ algorithm and describe the Clifford compression technique that leads to its improved version in Section 4. Finally, in Section 5 we show how Clifford compression can be incorporated into a quantum algorithm for the QPF problem leading to a reduced memory footprint.

2 Approximation algorithm for dense 2-local Hamiltonians

In this Section we describe our efficient classical approximation algorithm for the free energy of dense 2-local Hamiltonians.

Let us consider an $n$-qubit Hamiltonian

$$ H = \sum_{i,j=1}^{n} H_{ij} $$

where each local term $H_{ij}$ acts nontrivially only on qubits $i, j$. Let $\Gamma_{ij} = \|H\|_{ij}$ and

$$ \Gamma = \sum_{i,j} \Gamma_{ij} $$

We assume without loss of generality that $\Gamma_{ii} = 0$ for all $i$. We say that the Hamiltonian $H$ is $\Delta$-dense if

$$ \Gamma \geq \Delta n^2 \max_{i,j} \Gamma_{ij}. $$

We shall be interested in the free energy Eq. (1). For ease of notation and without loss of generality in this Section we consider the case $\beta = 1$ and

$$ F \equiv -\log(\text{Tr}(e^{-H})). \quad (6) $$

Here and below we use the natural logarithm. The free energy at any other value $\beta \neq 1$ can be obtained by computing Eq. (6) with the substitution $H \leftarrow \beta H$ in Eq. (6) and then dividing by $\beta$, i.e. $F \leftarrow F/\beta$. Using this procedure to estimate the free energy Eq. (1) for any value of $\beta$ we obtain the same runtime and approximation guarantee stated in Theorem 1.

Risteski [15] described a nontrivial approximation algorithm for dense classical 2-local Hamiltonians. Here we establish the following quantum generalization of Risteski’s result.

**Theorem 1.** Suppose $H$ is a $\Delta$-dense 2-local $n$-qubit Hamiltonian and let $\epsilon \in (0, 1)$ be given. Suppose $n \geq \epsilon^{-3} \Delta^{-2}$. There is a classical algorithm with runtime $n^{O(\Delta^{-1} \epsilon^{-2})}$ which computes an estimate $\hat{F}$ such that $|F - \hat{F}| \leq \epsilon \Gamma$.

The proof of Theorem 1, following the strategy from Ref. [15], begins with a variational characterization of the free energy which is given below. This variational characterization

---

5To see this, note that $\Gamma_{ij} \leftarrow \beta \Gamma_{ij}$ and $\Gamma \leftarrow \beta \Gamma$ as well.
involves optimizing over the set of $n$-qubit density matrices, which is too costly for our purposes. We then describe a relaxation of the free energy which involves optimizing over a convex set of *pseudodensity matrices* of comparatively much smaller size. The optimal value of the convex relaxation can be computed efficiently on a classical computer using known techniques \[17\]. Finally, we show that the optimal value of the relaxation is close to the true free energy. This step uses a rounding which maps pseudodensity matrices to density matrices in a suitable way.

Let us write $B$ for the set of $n$-qubit density matrices. For any $\sigma \in B$, define $S(\rho) = -\text{Tr}(\rho \log(\rho))$ to be its von Neumann entropy. Our starting point is the following expression for the free energy.

**Lemma 1** (Variational characterization of free energy).

$$F = \min_{\rho \in B} f(\rho) \quad \text{where} \quad f(\rho) \equiv \text{Tr}(H\rho) - S(\rho). \quad (7)$$

**Proof.** The lemma is a simple consequence of the fact \[42\] that for any two density matrices $\rho, \sigma$, the quantum relative entropy is nonnegative, i.e.,

$$S(\rho) \leq -\text{Tr}(\rho \log(\sigma)).$$

Applying this with $\sigma = e^{-H}/\text{Tr}(e^{-H})$ we see that for any density matrix $\rho$ we have

$$\text{Tr}(H\rho) - S(\rho) \geq F = f(\sigma).$$

We are interested in algorithms which run in time $\text{poly}(n)$ so we cannot afford to even store a single $n$-qubit density matrix, which means that directly computing Eq. (7) is off the table. As noted above, we will consider a relaxation of this optimization problem which involves optimizing over a data structure with smaller size. In particular, a $k$-local pseudodensity matrix $\rho$ is a collection of density matrices on subsets $S$ of qudits of size at most $k$,

$$\rho = \{\rho_S : S \subseteq [n], |S| \leq k\}. \quad (8)$$

Each $\rho_S$ must be a valid $|S|$-qubit density matrix, i.e.,

$$\rho_S \in \mathbb{C}^{2^{|S|} \times 2^{|S|}} \quad \text{and} \quad \text{Tr}(\rho_S) = 1 \quad \text{and} \quad \rho_S \geq 0. \quad (9)$$

Moreover, the collection of density matrices must be consistent in the sense that for all subsets $C, D$ of size at most $k$ we have

$$\text{Tr}_{C \setminus D}(\rho_C) = \text{Tr}_{D \setminus C}(\rho_D). \quad (10)$$

We write $B_k$ for the set of $k$-local, $n$-qubit pseudodensity matrices.

Note that the function $f(\rho)$ is well defined for density matrices $\rho \in B$ and we would like a substitute which takes pseudodensity matrix input. To this end we define a quantum pseudo-entropy function $S_k : B_k \rightarrow \mathbb{R}$ as follows:

$$S_k(\sigma) \equiv \min_{C \subseteq [n], |C| < k} \{S(C)_{\sigma} + \sum_{j \notin C} S(j|C)_{\sigma}\}, \quad (11)$$
where \( S(C)_\sigma \equiv S(\sigma_C) \) and
\[
S(j|C)_\sigma \equiv S(C \cup \{j\})_\sigma - S(C)_\sigma.
\]
(12)

Note that these entropies are all well defined since \(|C| \leq k - 1\) and \(\sigma \in \mathcal{B}_k\).

By analogy with Eq. (7) we define \( f_k : \mathcal{B}_k \to \mathbb{R} \) as
\[
f_k(\sigma) = \sum_{i,j} \text{Tr}(H_{ij}\sigma_{ij}) - S_k(\sigma).
\]

Let us define
\[
f_k^* \equiv \min_{\sigma \in \mathcal{B}_k} f_k(\sigma).
\]
(13)

**Lemma 2.** The optimal value \( f_k^* \) can be computed on a classical computer with runtime \( n^{O(k)} \).

Lemma 2 follows from the fact that \( \mathcal{B}_k \) is a convex set and for each \( C \subseteq [n] \) of size \( < k \) the function \( S(C)_\sigma + \sum_{j \notin C} S(j|C)_\sigma \) is a concave function of the pseudodensity matrix (represented suitably as a real vector, see Section 2.2 for details). Therefore \( S_k(\sigma) \), a minimum of concave functions, is concave, and the function \( f_k(\sigma) \) is convex. We may then compute the minimum \( f_k^* \) over \( \sigma \) using efficient convex optimization algorithms such as the one from Ref. [17] which takes time \( n^{O(k)} \) as we discuss in Section 2.2.

It remains to show that \( f_k^* \) is a good approximation to the free energy \( F \) for suitably chosen \( k \). To show this we will use the following two lemmas.

**Lemma 3.** Suppose \( \rho \in \mathcal{B} \) is an \( n \)-qubit density matrix. Then \( S_k(\rho) \geq S(\rho) \).

**Proof.** The definition of the quantum conditional entropy for any density matrix \( \rho \) gives
\[
S(\rho) = \sum_{j=1}^{n} S(j|1, \ldots, j-1)_{\rho} \leq \sum_{j=1}^{n} S(\rho_j),
\]
(14)
the second step following from the non-negativity of the quantum mutual information.

Now let \( C \subseteq [n] \) be such that \( S_k(\rho) = S(C)_\rho + \sum_{j \notin C} S(j|C)_\rho \). For ease of notation let us suppose that \( C = \{1, 2, \ldots, |C|\} \). Similarly to the above argument we may write
\[
S(\rho) = S(C)_\rho + \sum_{j=|C|+1}^{n} S(j|C \cup \{j-1, j-2, \ldots, |C|+1\})_{\rho}
\]
\[
\leq S(C)_\rho + \sum_{j=|C|+1}^{n} S(j|C)_\rho
\]
\[
= S_k(\rho).
\]
(17)
the second step now following from the strong subadditivity of the quantum mutual information [43].
Lemma 4. There exists a *rounding* which maps any pseudodensity matrix $\sigma \in B_k$ to a density matrix $\rho \in B$ such that

$$S(\rho) \geq S_k(\sigma).$$

(18)

Furthermore, if $n \geq \epsilon^{-3}\Delta^{-2}$ then we may choose $k = O(\Delta^{-1}\epsilon^{-2})$ such that

$$\sum_{i,j} \text{Tr}(H_{ij}\sigma_{ij}) - \text{Tr}(\rho H) \leq \epsilon\Gamma. \quad (19)$$

The proof of Lemma 4 is provided in Section 2.1

**Proof of Theorem 1.** Let us choose $k = O(\Delta^{-1}\epsilon^{-2})$ as prescribed in Lemma 4 so that Eqs. (18, 19) hold. With this choice our estimate of the free energy is $f_k^*$. Lemma 2 states that we can compute $f_k^*$ using a runtime $n^{O(\Delta^{-1}\epsilon^{-2})}$. Below we show that

$$0 \leq F - f_k^* \leq \epsilon\Gamma. \quad (20)$$

To this end, let $\sigma \in B_k$ be such that $f_k^* = f_k(\sigma)$, and let $\rho$ be the image of $\sigma$ under the rounding map described in Lemma 4. We have

$$F - f_k^* = F - f_k(\sigma) \leq f(\rho) - f_k(\sigma)$$

where we used the fact that $F \leq f(\rho)$ for all $\rho \in B$. Substituting the definitions in the above gives

$$F - f_k^* \leq \text{Tr}(H\rho) - \sum_{i,j} \text{Tr}(H_{ij}\sigma_{ij}) + S_k(\sigma) - S(\rho) \quad (21)$$

$$\leq \text{Tr}(H\rho) - \sum_{i,j} \text{Tr}(H_{ij}\sigma_{ij}) \quad (22)$$

$$\leq \epsilon\Gamma \quad (23)$$

where in the second line we used Eq. (18) and in the last line we used Eq. (19). This establishes the upper bound in Eq. (20). For the lower bound we use Lemma 3 from which we directly see that $f(\rho) \geq f_k(\rho)$ for any $\rho \in B$. Therefore

$$F = \min_{\rho \in B} f(\rho) \geq \min_{\rho \in B} f_k(\rho) \geq \min_{\sigma \in B_k} f_k(\sigma) = f_k^*,$$

which completes the proof. In the above we used the fact that the marginals on $\leq k$ qubits of any $n$-qubit density matrix $\rho$ define a valid pseudodensity matrix $\sigma \in B_k$, and therefore the minimum of $f_k$ over the latter set can only be smaller than the minimum over $B$. 

$\Box$
2.1 The rounding map

In this Section we define the rounding map from Lemma 4 and prove the lemma. Let $P_1 = X, P_2 = Y, P_3 = Z$ be the single-qubit Pauli operators. For $b = \{1, 2, 3\}$ let $|\psi_{b,0}\rangle, |\psi_{b,1}\rangle$ denote eigenstates of $P_b$ with eigenvalues 1 and $-1$ respectively. For $x = (b, r)$ with $b = \{b_1 b_2 \ldots b_m \in \{1, 2, 3\}^m \text{ and } r = r_1 r_2 \ldots r_m \in \{0, 1\}^m$ we write

$$|\psi_x\rangle = |\psi_{b_1, r_1}\rangle \otimes |\psi_{b_2, r_2}\rangle \otimes \ldots \otimes |\psi_{b_m, r_m}\rangle.$$  

$x = (b, r) \in \{1, 2, 3\}^m \times \{0, 1\}^m$.

Let us write $I(m) = \{1, 2, 3\}^m \times \{0, 1\}^m$ for the index set.

To round a pseudodensity matrix $\sigma \in B_k$ to a density matrix $\rho \in B$, we use a modification of the procedure used by Brándao and Harrow in Ref. [13]. In particular,

$$\rho = \mathbb{E}_{0 \leq m < k} \mathbb{E}_{C \subseteq [n], |C| = m} \sum_{x \in I(m)} p_C(x) |\psi_x\rangle \langle \psi_x|_C \otimes \prod_{i \notin C} \rho_i^{(x)}.$$  

(24)

Here each expectation is taken with respect to the uniform distribution, i.e., $\mathbb{E}_{0 \leq m < k} (\cdot) = \frac{1}{k} \sum_{m=0}^{k} (\cdot)$. Moreover, $p_C$ is a probability distribution and $\rho_i^{(x)}$ is a single-qubit state defined by

$$p_C(x) = 3^{-m} \langle \psi_x | \sigma_C | \psi_x \rangle \quad \rho_i^{(x)} = \frac{\text{Tr}_C (|\psi_x\rangle \langle \psi_x|_C \otimes I) \sigma_{C \cup \{i\}}}{3^m p_C(x)}.$$  

(25)

Note that since $\sigma \in B_k$ and $|C| = m < k$, the density matrix $\sigma_{C \cup \{i\}}$ appearing above is well defined.

Proof of Eq. (18) For a fixed $m \in \{0, \ldots, k - 1\}$ and $C \subseteq [n]$ of size $|C| = m$ let

$$\eta = \sum_{x \in I(m)} p_C(x) |\psi_x\rangle \langle \psi_x|_C \otimes \prod_{i \notin C} \rho_i^{(x)}.$$  

(26)

be the state associated with $m, C$ in Eq. (24). For ease of notation we suppress the dependence of $\eta$ on $m, C$. Below we show that

$$S(\eta) \geq S_k(\sigma).$$  

(27)

Eq. (18) then follows using Eq. (24) and concavity of the Von Neumann entropy.

Lemma 5. We have

$$S(C)_{\eta} \geq S(C)_{\sigma}.$$  

(28)

Ordering the qubits so that $C = \{1, 2, \ldots, m\}$, we have, for each $i \geq m + 1$,

$$S(i|\{1, 2, \ldots, i - 1\})_{\eta} \geq S(i|C)_{\sigma}.$$  

(29)

Proof. We first show Eq. (29). Using Eq. (26) and writing $x = (b, r)$, we see that for $i \geq m + 1$ the reduced density matrix of $\eta$ on qubits $\{1, \ldots, i\}$ is

$$\sum_{(b, r) \in I(m)} p_C(b, r) |\psi_{b, r}\rangle \langle \psi_{b, r}| \otimes \prod_{m < j \leq i} \rho_j^{(b, r)} = \mathbb{E}_b [\eta_b]$$  

(30)
where
\[ \eta_b = 3^m \sum_r p_C(b,r) |\psi_{b,r}\rangle \langle \psi_{b,r}| \otimes \prod_{k \leq j \leq i} \rho_j^{(b,r)}. \] (31)

Using Eq. (30) and concavity of the conditional entropy (cf. Ref. [42] Corollary 11.13) we have
\[ S(i|\{1,2,\ldots,i-1\})_{\eta} \geq E_b [S(i|\{1,2,\ldots,i-1\})_{\eta_b}]. \] (32)

For any \( b \), the state \( \eta_b \) has the special feature that

**Claim 1.** For each \( i \geq m + 1 \) we have
\[ S(i|\{1,2,\ldots,i-1\})_{\eta_b} = S(i|C)_{\eta_b}. \]

**Proof.** The claim states that \( \eta_b \) achieves equality in the strong subadditivity inequality \( S(Z|X,Y) \leq S(Z|X) \) with respect to subsystems \( Z = \{i\}, X = C, Y = \{m + 1, \ldots, i - 1\} \). To see this note from Eq. (31) that the reduced density matrix of \( \eta_b \) on subsystems \( XYZ \) has the form
\[ (\eta_b)_{XYZ} = \sum_r q_r e_X^r \otimes d_Y^r \otimes e_Z^r \] (33)
where \( \{q_r\} \) is a probability distribution, and for each \( r \), \( c_r^r, d_r^r, e_r^r \) are quantum states of subsystems \( X, Y \) and \( Z \) respectively. Moreover, \( c_r^r \) and \( c_r^{r'} \) have support on orthogonal subspaces whenever \( r \neq r' \). Using the form Eq. (33) of our density matrix and standard facts about Von Neumann entropy (e.g., Eq. 11.57 of Ref. [42]) we can explicitly compute
\[ S(Z|XY)_{\eta_b} = \sum_r q_r S(e_Z^r) = S(Z|X)_{\eta_b}. \]

Using Claim 1 in Eq. (32) we get
\[ S(i|\{1,2,\ldots,i-1\})_{\eta_b} \geq E_b [S(i|C)_{\eta_b}]. \] (34)

To complete the proof of Eq. (29) we now show that \( S(i|C)_{\eta_b} \geq S(i|C)_\sigma \) for all \( b \). This follows from the fact that the reduced density matrix of \( \eta_b \) on \( C \cup \{i\} \) is
\[ (\eta_b)_{C\cup\{i\}} = \sum_r 3^m p_C(b,r) |\psi_{b,r}\rangle \langle \psi_{b,r}| \otimes \rho_i^{(b,r)} \] (35)
\[ = \sum_r |\psi_{b,r}\rangle \langle \psi_{b,r}| \otimes \sigma_{C\cup\{i\}} \] (36)
\[ = \mathcal{E}_b \otimes I_\sigma(\sigma_{C\cup\{i\}}) \] (37)
where \( \mathcal{E}_b \) is the CPTP map that describes measurement in the basis described by \( b \). Since CPTP maps do not increase mutual information (cf. Thm 11.15 of Ref. [42]), Eq. (30) implies
\[ S(i)_\sigma - S(i|C)_\sigma \geq S(i)_{\eta_b} - S(i|C)_{\eta_b}. \] (38)
Looking at Eq. (36) we see that the reduced density matrix of \( \eta_b \) on qubit \( i \) is equal to \( \sigma_i \). Therefore \( S(i)_{\eta_b} = S(i)_{\sigma} \) and Eq. (38) implies

\[
S(i|C)_{\eta_b} \geq S(i|C)_{\sigma}. \tag{39}
\]

Plugging Eq. (39) into Eq. (34) gives Eq. (29).

To show Eq. (28) note that the reduced density matrix of \( \eta \) on subsystem \( C \) is given by

\[
\eta_C = 3^{-m} \sum_b \mathcal{E}_b(\sigma_C) \tag{40}
\]

where as before, \( \mathcal{E}_b \) is the CPTP map corresponding to a measurement in the orthonormal basis defined by \( b \). Using Eq. (40) and fact that Von Neumann entropy is concave, we get

\[
S(C)_{\eta} \geq 3^{-m} \sum_b S(\mathcal{E}_b(\sigma_C)).
\]

Now we have \( S(\mathcal{E}_b(\sigma_C)) \geq S(\sigma_C) \) for each \( b \) since \( \mathcal{E}_b \) describes measurement in a complete orthonormal basis (cf. Theorem 11.9 of Ref. [42]). Plugging into the above we arrive at \( S(C)_{\eta} \geq S_{\sigma}(C) \).

Finally, we establish Eq. (27), completing the proof of Eq. (18).

**Corollary 1.**

\[
S(\eta) \geq S(C)_{\sigma} + \sum_{i \notin C} S(i|C)_{\sigma} \geq S_k(\sigma) \tag{41}
\]

**Proof.** Let us order the qubits so that \( C = \{1, \ldots, m\} \). We have

\[
S(\eta) = S(C)_{\eta} + \sum_{j=m+1}^{n} S(j|\{1, 2, \ldots, j-1\})_{\eta}
\]

Substituting Eqs. (28, 29) into the above completes the proof of the first (leftmost) inequality in Eq. (41). The second inequality follows from the definition Eq. (11) and the fact that \( |C| = m < k \).

**Proof of Eq. (19)** To establish the bound Eq. (19) on the energy difference before and after rounding, we follow a strategy from Ref. [13]. In particular, we relate the pseudodensity matrix \( \sigma \) and its rounding \( \rho \) to certain classical pseudodistributions (a classical analogue of pseudodensity matrices, defined below), and the difference in their energies to a certain expression involving the 1-norm distances between these pseudodistributions. To bound this expression involving 1-norm distances, we use the following lemma which is a direct consequence of Corollary 1 from Ref. [16]. For completeness we include a proof below.

A \( t \)-local pseudodistribution \( \rho \) over \( n \) \( d \)-ary variables is a collection \( \{p_S\} \) of probability distributions corresponding to all subsets \( S \subseteq [n] \) of size \( |S| \leq t \). Here \( p_S : \{1, 2, \ldots, d\}^{|S|} \to \mathbb{R} \) is a probability distribution over variables which each can take \( d \) values. The distributions \( p_S \) and \( p_T \) are required to have consistent marginals on variables in \( S \cap T \).
Lemma 6 ([16]). Suppose $\omega : [n] \times [n] \rightarrow \mathbb{R}$ is a probability distribution such that $\omega(i, i) = 0$ for all $i$ and $\Delta n^2 \omega(i, j) \leq 1$ for all $i, j \in [n]$. Let $p$ be any $t$-local pseudodistribution over $n$ $d$-ary variables. Then for any $k < t$ we have
\[
\frac{1}{k} \sum_{0 \leq m < k} \mathbb{E}_{C \subseteq [n] \mid |C| = m} \mathbb{E}_{(i, j) \sim \omega} (\| p_{ij} - \mathbf{E}_{x_C} p_{ij|x_C} \mathbf{p}_{j|x_C} \|_1) \leq \sqrt{\frac{2 \log(d)}{k \Delta}}. \tag{42}
\]

We include a proof for completeness below, following Ref. [16].

Proof. For ease of notation we will use the notation $\mathbb{E}_R$ to denote expectations over random variables $R$ (i.e., our notation suppresses the distribution from which $R$ is drawn).

To begin, note that for a fixed $m, C, i, j$ we have
\[
\| p_{ij} - \mathbf{E}_{x_C} p_{ij|x_C} \mathbf{p}_{j|x_C} \|_1 = \| \mathbf{E}_{x_C} (p_{ij|x_C} - p_{i|x_C} p_{j|x_C}) \| \leq \mathbf{E}_{x_C} \| p_{ij|x_C} - p_{i|x_C} p_{j|x_C} \|_1
\]
and therefore the left hand side of Eq. (42) is upper bounded as
\[
\mathbb{E}_{m, C, i, j} \| p_{ij} - \mathbf{E}_{x_C} p_{ij|x_C} \mathbf{p}_{j|x_C} \|_1 \leq \mathbb{E}_{m, C, i, j} \| p_{ij|x_C} - p_{i|x_C} p_{j|x_C} \|_1 \leq (\mathbb{E}_{m, C, i, j} \| p_{ij|x_C} - p_{i|x_C} p_{j|x_C} \|_1^2)^{1/2} \tag{43}
\]

Using Pinsker’s inequality we have $\| q - q' \|_1^2 \leq 2D_{KL}(q||q')$ for any probability distributions $q, q'$, where $D_{KL}$ is the Kullback-Leibler divergence. Using this inequality in the above we get
\[
(\mathbb{E}_{m, C, i, j} \| p_{ij} - \mathbf{E}_{x_C} p_{ij|x_C} \mathbf{p}_{j|x_C} \|_1^2)^{1/2} \leq \mathbb{E}_{m, C, i, j} 2D_{KL}(p_{ij|x_C} || p_{i|x_C} p_{j|x_C}) = 2\mathbb{E}_{m, C, i, j} (H(i|C) - H(i|j \cup C)), \tag{44}
\]

where $H(A|B)$ is the conditional Shannon entropy (with respect to the pseudodistribution $p$). Note that since $|C| < k < t$ and $p$ is a $t$-local pseudodistribution, all the distributions such as $p_{ij|x_C}$ discussed above are well defined.

To complete the proof, below we show that
\[
\mathbb{E}_{m, C, i, j} (H(i|C) - H(i|j \cup C)) \leq \frac{\log(d)}{\Delta k}. \tag{46}
\]

To this end, write
\[
\mathbb{E}_{m, C, i, j} (H(i|C) - H(i|j \cup C)) = \frac{1}{k} \sum_{0 \leq m < k} \binom{n}{m} \sum_{|C| = m} \sum_{i, j} \omega(i, j) (H(i|C) - H(i|j \cup C)) \tag{47}
\]\n\[
\leq \frac{1}{k \Delta n^2} \sum_{0 \leq m < k} \binom{n}{m} \sum_{|C| = m} \sum_{i, j = 1}^n (H(i|C) - H(i|j \cup C)). \tag{48}
\]
where we used the fact that $n^2 \Delta \omega(i, j) \leq 1$. Next observe that terms in Eq. (48) with $j \in C$ are equal to zero, and therefore

$$\mathbb{E}_{m,C,i,j}(H(i|C) - H(i|j \cup C))$$

\begin{equation}
\leq \frac{1}{k \Delta n^2} \sum_{0 \leq m < k} \frac{1}{m} \left( \sum_{|C| = m} \sum_{i=1}^{n} \sum_{j \not\in C} (H(i|C) - H(i|j \cup C)) \right)
\end{equation}

\begin{equation}
= \frac{1}{k \Delta n^2} \sum_{i=1}^{n} \sum_{0 \leq m < k} \left( \sum_{|C| = m} \frac{(n-m)}{m} H(i|C) - \sum_{|C| = m+1} \frac{(n-m)}{m+1} H(i|C) \right).
\end{equation}

Now we see that the sum over $m$ is telescopic in Eq. (52) and is upper bounded by

$$\frac{1}{k \Delta n^2} \sum_{i=1}^{n} \frac{(n-0)}{i} H(i) \leq \frac{\log(d)}{k \Delta},$$

where we upper bounded $H(i) \leq \log(d)$. We have shown Eq. (46), completing the proof. \qed

**Lemma 7.** Let $H$ be a $\Delta$-dense, 2-local, $n$-qubit Hamiltonian. Let $\sigma$ be a $k$-local pseudodensity matrix and let $\rho \in \mathcal{B}$ be its image under the rounding map Eq. (24). Suppose $\epsilon \in (0, 1)$ is such that $n \geq \epsilon^{-3} \Delta^{-2}$. We can choose $k = O(1/(\Delta \epsilon^2))$ such that

$$| \text{Tr}(\rho H) - \sum_{i,j} \text{Tr}(H_{ij} \sigma_{ij}) | \leq \epsilon \Gamma.$$

**Proof.** Let $q$ be the $k$-local pseudodistribution obtained from $\sigma$ via the map $q_S = \Lambda^{\otimes |S|}(\sigma_S)$ for all subsets $S \subseteq [n]$ of size at most $k$. Here $\Lambda$ is the map which corresponds to choosing a single qubit Pauli basis $X, Y, Z$ uniformly at random and then measuring in that basis. The outcomes of such a single-qubit measurement are indexed by $b, r \in \{1, 2, 3\} \times \{0, 1\}$ and so $q$ is a $k$-local pseudodistribution over $n$, $d$-ary variables with $d = 6$. In particular, we may write

$$q_S(x) = \frac{1}{3^{|S|}} \langle \psi_x | \sigma_S | \psi_x \rangle \quad x \in \mathcal{I}(|S|).$$

By definition we have

$$q_{ij} = \Lambda^{\otimes 2}(\sigma_{ij}).$$

We can also see from Eqs. (25,26) that for any subset $C \subseteq [n]$ of size $|C| = m < k$, $x_C \in \mathcal{I}(|C|)$, and for any $i, j \not\in C$ with $i \neq j$ we have

$$\Lambda(x^{(xC)}_{i}) = q_{i|x_C} \quad \text{and} \quad \Lambda \otimes \Lambda(\eta_{ij}) = \mathbb{E}_{x_C} [q_{i|x_C} q_{j|x_C}].$$

Now let us use Lemma 6 with $\omega(i, j) \equiv \Gamma_{ij}/\Gamma$. Using the lemma and Eqs. (54,55) gives

$$\frac{1}{k} \sum_{0 \leq m < k} \frac{1}{m} \sum_{C \subseteq [n]} \mathbb{E}_{|C|=m} \mathbb{E}_{(i,j) \sim \omega} \delta(i, j \not\in C) \left\| \Lambda \otimes \Lambda (\sigma_{ij} - \eta_{ij}) \right\|_1 \leq \sqrt{\frac{2 \log(6)}{k \Delta}},$$
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where we also used the fact that \( \omega(i, i) = 0 \).

The expression Eq. (56) does not contain terms with \( i \in C \) or \( j \in C \), but it will be helpful to add them back in (and bound their contribution to the sum). Note that for any \( i, j \) with \( i \neq j \) we have \( \| \Lambda \otimes \Lambda (\sigma_{ij} - \eta_{ij}) \|_1 \leq 2 \) by the triangle inequality. Therefore

\[
\mathbb{E}_{m < k} \mathbb{E}_{|C| = m} \mathbb{E}_{(i,j) \sim \omega} (1 - \delta(i, j \notin C)) \| \Lambda \otimes \Lambda (\sigma_{ij} - \eta_{ij}) \|_1
\]

(57)

\[
\leq \mathbb{E}_{m < k} \mathbb{E}_{|C| = m} \sum_{i,j} \omega(i, j) 2 (1 - \delta(i, j \notin C))
\]

(58)

\[
\leq \mathbb{E}_{m < k} \mathbb{E}_{|C| = m} \sum_{i,j} \frac{1}{\Delta n^2} 2 (1 - \delta(i, j \notin C))
\]

(59)

\[
= \mathbb{E}_{m < k} \frac{1}{\Delta n^2} 2m(2n - m)
\]

(60)

\[
\leq \frac{4k}{\Delta n}.
\]

(61)

Combining Eqs. (56, 61) and using the fact that \( n \geq \epsilon^{-3} \Delta^{-2} \) gives

\[
\frac{1}{k} \sum_{0 \leq m < k} \mathbb{E}_{|C| = m} \mathbb{E}_{(i,j) \sim \omega} \| \Lambda \otimes \Lambda (\sigma_{ij} - \eta_{ij}) \|_1 \leq \sqrt{\frac{2 \log(6)}{k \Delta}} + 4k \epsilon^3 \Delta.
\]

(62)

Following Ref. [13] we use the fact that the map \( \Lambda \) does not “distort” the 1-norm too much:

**Claim 2.** For any \( \ell \geq 1 \) and any Hermitian \( \ell \)-qubit operator \( Q \) we have \( \| \Lambda^{\otimes \ell}(Q) \|_1 \geq 6^{-\ell} \| Q \|_1 \).

We give a proof of the claim below. Using the claim with \( \ell = 2 \) and Eq. (62) gives

\[
\frac{1}{k} \sum_{0 \leq m < k} \mathbb{E}_{|C| = m} \mathbb{E}_{(i,j) \sim \omega} \| \sigma_{ij} - \eta_{ij} \|_1 \leq 36 \sqrt{\frac{2 \log(6)}{k \Delta}} + 144k \epsilon^3 \Delta.
\]

(63)

Using the fact that for any Hermitian matrices \( A, B \) with \( \| B \| = 1 \) we have \( \| A \|_1 \geq \text{Tr}(BA) \) gives

\[
\frac{1}{k} \sum_{0 \leq m < k} \mathbb{E}_{|C| = m} \mathbb{E}_{(i,j) \sim \omega} \| \sigma_{ij} - \eta_{ij} \|_1 \geq \left| \frac{1}{k} \sum_{0 \leq m < k} \mathbb{E}_{|C| = m} \mathbb{E}_{(i,j) \sim \omega} \text{Tr}(H_{ij}/\| H_{ij} \|)(\sigma_{ij} - \eta_{ij}) \right|
\]

(64)

\[
= \frac{1}{\Gamma} \left| \text{Tr}(H \rho) - \sum_{i,j} \text{Tr}(H_{ij} \sigma_{ij}) \right|.
\]

(65)

Combining Eqs. (63, 65) we see that we may choose a \( k = O(1/\epsilon^2 \Delta)) \) such that

\[
\left| \text{Tr}(H \rho) - \sum_{i,j} \text{Tr}(H_{ij} \sigma_{ij}) \right| \leq \epsilon \Gamma.
\]

(66)

\[\square\]
Proof of Claim 2. The map $\Lambda$ is defined by

$$\Lambda(A) = \frac{1}{3} \sum_{b \in [3]} \sum_{r \in \{0,1\}} |b, r\rangle \langle b, r| \langle \psi_{b,r}| A |\psi_{b,r}\rangle.$$ 

and therefore $\Lambda(P_0) = I$ and $\Lambda(P_b) = 3^{-1}(|b\rangle \langle b| \otimes Z)$ for $b = 1, 2, 3$, where $P_0 = I$, $P_1 = X$, $P_2 = Y$, $P_3 = Z$. Any $\ell$-qubit Hermitian operator $Q$ can be expanded in the Pauli basis as

$$Q = \sum_{b \in \{1,2,3\}^\ell} q_b P(b) \quad P(b) = P_{b_1} \otimes P_{b_2} \otimes \ldots P_{b_\ell},$$

(67)

where $q_b \in \mathbb{R}$ for each $b \in [3]^\ell$. Then

$$\|Q\|_1 \leq 2^{\ell/2}\|Q\|_2 = 2^{\ell/2}\sqrt{\text{Tr}(Q^\dagger Q)} = 2^\ell \left( \sum_b (q_b)^2 \right)^{1/2},$$

(68)

and

$$\|\Lambda \otimes \ell(Q)\|_1 \geq \|\Lambda \otimes \ell(Q)\|_2 = 2^{\ell/2} \left( \sum_b (q_b 3^{-\omega(b)})^2 \right)^{1/2} \geq 2^{-\ell/2} 3^{-\ell} \|Q\|_2,$$

(69)

where $\omega(b)$ is the number of nonzeros in $b$. Combining Eqs. (68, 69) we get

$$\frac{\|\Lambda \otimes \ell(Q)\|_1}{\|Q\|_1} \geq 3^{-\ell/2} 2^\ell = 6^\ell.$$ 

\[ \square \]

2.2 Optimization over pseudodensity matrices

Here we review efficient algorithms for minimizing convex functions over the set of pseudodensity matrices, following Ref. [44] which proposed this application of the convex optimization algorithm [17].

Theorem 2 (Bertsimas and Vempala[17]). Suppose $K \subseteq \mathbb{R}^m$ is a convex set and $g : K \rightarrow [-1,1]$ is a convex function. Suppose that, given $\gamma \in \mathbb{R}^m$, we can compute whether or not $\gamma \in K$ using a runtime at most $T$. Suppose also that $g(x)$ can be computed for a given $x$ using runtime at most $T$. Suppose $R, r \in \mathbb{R}$ and $y \in K$ are such that: $K$ is contained in the ball of radius $R$ centered at the origin, and $K$ contains the ball of radius $r$ centered at $y$. Then we may compute $\min_{x \in K} g(x)$ to within an additive error $\delta$ using a runtime

$$O((m^5 T + m^7) \log(R/r) \log(\delta^{-1})).$$

In Section 2 we use the following corollary with objective function $g \propto f_k$. Note that here and in Theorem 2 it is assumed that we can decide membership in $B_n$, and compute the function $g$ exactly. In practice of course we can only hope to compute using real numbers represented with poly$(n)$ bits of precision. It is known that convex optimization of convex functions can be performed in the presence of such errors (see for example Theorem 4.3.13 of Ref. [18]).
Corollary 2. Suppose \( g : B_k \to [-1, 1] \) is a convex function which can be computed using runtime at most \( T \). Then we can compute

\[
g^* = \min_{\rho \in B_k} g(\rho)
\]

to within an additive error \( \delta \) using a runtime \( n^{O(k)} T \log(\delta^{-1}) \).

Proof. From Eqs. (8,9, 10) one can directly verify that the set of \( k \)-local pseudodensity matrices is convex. Let \( P_n \) denote the set of \( n \)-qubit Pauli operators \( P_n = \{ P_1 \otimes P_2 \otimes \ldots \otimes P_n : P_i \in \{X, Y, Z, I\} \} \) and let \( Q_n = P_n \setminus \{ I \otimes I \otimes \ldots \otimes I \} \). Write \( \text{wt}(P) \) for the weight of the Pauli operator (number of non-identity tensor factors). We can express an \( n \)-qubit density matrix \( \rho \) as

\[
\rho = 2^{-n} I + \sum_{P \in Q_n} \alpha_P P, \quad \alpha_P = 2^{-n} \text{Tr}(\rho S P)
\]

(70)

and identify \( \rho \) with the real vector \( \alpha \) of length \( 4^n - 1 \). Any \( k \)-local pseudodensity matrix \( \sigma \) is identified with a real vector

\[
\beta_P = 2^{-n} \text{Tr}(\sigma P), \quad P \in Q_n, \text{wt}(P) \leq k
\]

of length \( m = \sum_{j=1}^k 3^j \binom{n}{j} = O(3^k n^k) \). In this way we can view the set of pseudodensity matrices as a convex subset \( B_k \subseteq \mathbb{R}^m \).

If we are given a vector \( \gamma \in \mathbb{R}^m \), we can decide whether or not \( \gamma \in B_k \) by checking that each reduced density matrix (on every subset \( S \subseteq [n] \) of size \( |S| \leq k \)) defined by \( \gamma \) is a valid density matrix. This is equivalent to checking that all such reduced density matrices are positive semidefinite. A \( t \)-qubit density matrix defined by \( \gamma \) can be constructed from \( O(4^t) \) entries of \( \gamma \) and its eigenvalues can be computed with runtime \( O(4^3 t) \). Therefore to confirm \( \gamma \in B_k \) takes a runtime \( O(\binom{n}{k} 4^{3k}) = n^{O(k)} \).

Therefore we can use Theorem 2 to minimize the convex function \( g \) over the set \( B_k \). To understand its runtime we need to bound the quantities \( R, r \) from Theorem 2. Note from Eq. (70) that \( \alpha_P \leq 2^{-n} \) for all \( P \) and therefore a density matrix \( \rho \) is identified with a vector \( \alpha \) of norm at most \( \|\alpha\|_2 \leq 1 \). Therefore any \( k \)-local pseudodensity matrix is also identified with a real vector \( \beta \) of norm at most \( R = 1 \).

Moreover, from Eq. (70) and the triangle inequality we see that any vector \( \alpha \) such that \( \|\alpha\|_1 \leq 2^{-t} \) defines a valid \( t \)-qubit density matrix. So to ensure all \( t \)-qubit density matrices defined by \( \beta \) are valid, for all \( t \leq k \) it suffices that our vector \( \beta \) satisfy \( \|\beta\|_2 \leq \|\beta\|_1 \leq 2^{-k} \). We have shown that any vector \( \beta \in \mathbb{R}^m \) of norm at most \( 2^{-k} \) defines a valid \( k \)-local pseudodensity matrix. Therefore we may take \( r = 2^{-k} \) and \( y \) as the all zeros vector. The stated runtime then follows from Theorem 2 with the above computed values of \( m, R, r \).

\[\square\]

3 Quantum Partition Function problem

Recall that the partition function of a local Hamiltonian \( H \) at inverse temperature \( \beta > 0 \) is

\[
Z(\beta) = \text{Tr}[e^{-\beta H}] \tag{71}
\]
To simplify notation, in the following it is often convenient to absorb the inverse temperature and the minus sign in the Boltzmann exponent into the definition of $H$, i.e., to consider the function $\text{Tr}(e^H)$. We are interested in the problem of approximating the partition function to within a given relative error.

**Problem 1 (Quantum Partition Function ($k$-QPF)).** Given a $k$-local Hamiltonian $H$ acting on $n$ qubits and a precision parameter $\delta = \text{poly}(1/n)$, compute an estimate $\tilde{Z}$ such that

$$(1 - \delta)\text{Tr}(e^H) \leq \tilde{Z} \leq (1 + \delta)\text{Tr}(e^H).$$

Note that the problem with any constant $\delta' \in (0, 1)$ is polynomial time equivalent to the QPF problem with $\delta = \text{poly}(n)^{-1}$. This can be seen as follows. Consider $L$ independent copies of the system which will have a Hamiltonian $G = H \otimes I^{\otimes L-1} + I \otimes H \otimes I^{\otimes L-2} + \ldots$. Clearly, $Z_G = \text{Tr}(e^{-\beta G}) = Z^L$. We estimate $Z_G$ with precision $\delta' \in (0, 1)$ and then take the $L$-th root of the estimate $Z_G$. We get

$$(1 - \delta')^{1/L} Z \leq Z_G^{1/L} \leq Z(1 + \delta')^{1/L}. \quad (72)$$

We may then choose $L = O(\text{poly}(n))$ so that $Z_G^{1/L}$ is a $\delta = \text{poly}(n)^{-1}$ estimate of $Z$.

In Section 3.1 we establish that for any $k \geq 2$, the $k$-QPF problem is equivalent to the 2-QPF problem. We also show that 2-QPF is polynomial-time equivalent to three other computational problems which (respectively) involve computing

- The mean value of a Pauli observable in the Gibbs state $\rho = e^H/Z$ (within a given additive error).

- The number of eigenstates of $H$ within a given interval (within a given relative error).

- The number of witnesses that lead a QMA verifier to accept (within a given relative error).

### 3.1 Computational problems equivalent to QPF

In this Section we describe three computational problems and we show that each of them is (polynomial-time) equivalent to QPF.

The first problem concerns counting the number of eigenvalues of a given local Hamiltonian (with multiplicity) inside a given interval. More precisely, given an $n$-qubit, $k$-local Hamiltonian $H$, denote its eigenvalues as $e_1 \leq e_2 \leq \ldots \leq e_{2^n}$. For any interval $[a, b] \in \mathbb{R}$ let

$$m_{[a, b]} = |\{i : e_i \in [a, b]\}|$$

be the number of eigenvalues of $H$ in the given interval.

**Problem 2 (Quantum Density of States ($k$-QDOS)).** Given a $k$-local Hamiltonian $H$ acting on $n$ qubits, precision parameters $\delta, \epsilon = \text{poly}(1/n)$, and two thresholds $a, b$ such that $a < b$. We are asked to output an estimate $m$ satisfying

$$(1 - \delta)m_{[a, b]} \leq m \leq (1 + \delta)m_{[a - \epsilon, b + \epsilon]}.$$  \quad (73)
The second problem is to estimate the mean value of a simple (Pauli) observable with respect to the quantum Gibbs state $\rho = e^H/\text{Tr}(e^H)$, to a given additive error.

**Problem 3 (Quantum Mean Value (k-QMV)).** Given a $k$-local Hamiltonian $H$ acting on $n$ qubits, a Pauli observable $P$ acting non-trivially on at most $k$ qubits, and a precision parameter $\epsilon = \text{poly}(1/n)$, compute an estimate $\bar{\mu}$ such that

$$\left| \bar{\mu} - \frac{\text{Tr}(Pe^H)}{\text{Tr}(e^H)} \right| \leq \epsilon.$$  (74)

The third and final problem is different from the ones defined above in that it concerns quantum circuits rather than Hamiltonians. We define the problem of quantum approximate counting (QAC) as follows. We consider a polynomial-size verifier circuit of the following form. It takes as input an $n$-qubit state, adjoins $n_a = \text{poly}(n)$ ancilla qubits in the $|0\rangle$ state, and then applies a quantum circuit $U$ of size $\text{poly}(n)$ followed by measurement of a single output qubit. Such a circuit implements an $n$-qubit two-outcome POVM $\{A, I - A\}$ where the operator $A$ corresponds to measurement outcome ‘1’ and satisfies $0 \leq A \leq I$. Formally we have

$$A = (I \otimes \langle 0^n_a |) U|1\rangle\langle 1|_{\text{out}} U^\dagger (I \otimes |0^n_a\rangle).$$

For any $n$-qubit input state $\psi$, the probability that it is accepted by the verifier circuit is given by $\langle \psi | A | \psi \rangle$. For any $\lambda \in [0, 1]$ we write $L_\lambda$ for the linear subspace spanned by all eigenstates of $A$ with eigenvalues greater than or equal to $\lambda$, and $\Pi_\lambda$ for the projector onto this subspace. The dimension of this subspace is denoted

$$N_\lambda \equiv \text{dim}(L_\lambda) = \text{Tr}(\Pi_\lambda).$$  (75)

Informally, this is the number of witnesses accepted with probability at least $\lambda$.

**Problem 4 (Quantum Approximate Counting (QAC)).** Suppose we are given a verifier circuit with $n$ input qubits and size $\text{poly}(n)$, a precision parameter $\delta = \text{poly}(1/n)$, and two thresholds $a, b$ such that $0 < b < a \leq 1$ and $a - b = \Omega(1/\text{poly}(n))$. We are asked to output an estimate $N$ satisfying

$$(1 - \delta)N_a \leq N \leq (1 + \delta)N_b.$$  (76)

Below we establish that all of the above problems can be reduced to one another in polynomial time.

**Theorem 3.** For any $k \geq 2$, $k$-QPF is polynomial time equivalent to 2-QPF, QAC, $k$-QDOS, and $k$-QMV.

In the remainder of this section we prove the Theorem. In particular, we prove five Lemmas which establish polynomial-time reductions as depicted in Fig. 1.

**Lemma 8.** QAC can be solved in polynomial time using an oracle which solves 2-QPF.

**Proof.** Firstly note that using the standard Marriott-Watrous in-place error reduction for the complexity class QMA [45] we may without loss of generality assume that $a$ is very close to 1 and $b$ is very close to zero. That is, suppose we are given a verifier circuit with POVM
Figure 1: Polynomial-time reductions established in Section 3.1. An arrow \( A \rightarrow B \) indicates that problem \( B \) can be solved in polynomial time using an oracle which solves problem \( A \).

\[\{A, I - A\}\] and thresholds \( a, b \) satisfying \( a - b = \Omega(1/poly(n))\). Marriott and Watrous show that for any constant \( c \geq 1 \) we can efficiently compute a new verifier circuit corresponding to an \( n \)-qubit POVM \( \{A', I - A'\} \) such that

\[
\langle \psi | A | \psi \rangle \geq a' \rightarrow \langle \psi | A' | \psi \rangle \geq 1 - 2^{-n^c}
\]

(77)

\[
\langle \psi | A | \psi \rangle \leq b \rightarrow \langle \psi | A' | \psi \rangle \leq 2^{-n^c}.
\]

(78)

Let \( a' = 1 - 2^{-n^c} \) and \( b' = 2^{-n^c} \) and write \( N'_\lambda \) for the number of witnesses accepted by \( A' \) with probability at least \( \lambda \) (cf. Eq. (75)). From Eq. (77) we see that every state \( \psi \) in the subspace \( L_a \), which has dimension \( N_a \), satisfies \( \langle \psi | A' | \psi \rangle \geq a' \). Therefore, by the Courant-Fischer min-max theorem, the operator \( A' \) has at least \( N_a \) eigenvalues larger than \( a' \). In other words,

\[ N_a \leq N'_{a'} \]  

(79)

By a very similar reasoning, from Eq. (78) we get

\[ N'_{b'} \leq N_b. \]

(80)

Combining Eqs. (79, 80) we see that we will achieve the desired estimate Eq. (76) (for the given verification circuit with POVM \( \{A, I - A\} \)) if we can compute an estimate \( N \) satisfying

\[(1 - \delta)N'_{a'} \leq N \leq (1 + \delta)N'_{b'}.
\]

(81)

for the new verification circuit with POVM \( \{A', I - A'\} \). In the following we shall use the above with \( c = 1 \) and assume WLOG that \( a = 1 - 2^{-n} \) and \( b = 2^{-n} \).

We shall now make use of the 2-local variant [2] of Kitaev’s circuit-to-Hamiltonian mapping. This maps the given verifier circuit to a 2-local Hamiltonian \( H \) with the following properties.

**Theorem 4** (Kempe, Kitaev, Regev [2]). *Given a polynomial-size verifier circuit with \( n \)-qubit input, there exists an efficiently computable 2-local Hamiltonian \( H \) acting on \( q(n) = poly(n) \) qubits and an isometry \( \text{hist} : (\mathbb{C}^2)^\otimes n \rightarrow (\mathbb{C}^2)^\otimes q(n) \) such that \( \langle \text{hist}(\psi) | H | \text{hist}(\psi) \rangle \geq 0 \) for all \( \psi \in (\mathbb{C}^2)^\otimes n \), and*

1. *Suppose \( \psi \) is an \( n \)-qubit state that is accepted with probability at least \( a \) by the verifier. Then*

\[
\langle \text{hist}(\psi) | H | \text{hist}(\psi) \rangle \leq 1 - a.
\]

(82)

2. *Let \( \mathcal{W} \subseteq (\mathbb{C}^2)^\otimes n \) be a subspace such that all states in \( \mathcal{W} \) are accepted with probability at most \( b \) by the verifier. Let \( \mathcal{R} = \text{hist}(\mathcal{W}^\perp) \). Then*

\[
\min_{\phi \in \mathcal{R}^\perp} \langle \phi | H | \phi \rangle \geq 1/2 - b.
\]
In Appendix A we describe how Theorem 4 is a simple consequence of Lemma 3 from Ref. [2] and we also provide a description of the isometry hist. Informally, this is the mapping from a given \( n \)-qubit input state \( \psi \) to the "history state" which encodes the history of the quantum computation in which the verifier circuit is applied gate-by-gate to \( \psi \).

Using part (i) of Theorem 4 with \( a = 1 - 2^{-n} \) we see that there is a subspace \( S = \text{hist}(L_a) \) of dimension \( N_a \) such that the restriction of \( H \) to this subspace has norm upper bounded as \( \|H|_S\| \leq 2^{-n} \). Therefore

\[
\text{Tr}[e^{-\beta H}] \geq N_a e^{-\beta/2^n} \quad \text{for all } \beta \geq 0. \tag{83}
\]

Next we use part (ii) of Theorem 4 with the subspace \( \mathcal{W} = L_b^\perp \), so that \( \mathcal{R} = \text{hist}(L_b) \). The theorem implies that the smallest eigenvalue of the restriction \( H|_{\mathcal{R}} \) is at least \( 1/2 - b \).

Let \( B_\mathcal{R} \) be an orthonormal basis of \( \mathcal{R} \) and let \( B_{\mathcal{R}^\perp} \) be an orthonormal basis of \( \mathcal{R}^\perp \). For any \( \beta \geq 0 \) we see that

\[
\text{Tr}[e^{-\beta H}] \leq \sum_{\psi \in B_\mathcal{R}} \langle \psi | e^{-\beta H} | \psi \rangle + \sum_{\psi \in B_{\mathcal{R}^\perp}} \langle \psi | e^{-\beta H} | \psi \rangle \leq N_b + 2^{q(n)} e^{-\beta(1/2 - b)} \leq N_b + 2^{q(n)} e^{-\beta/4} \tag{84}
\]

where we used part (ii) of Theorem 4 for the second term. For the first term we used the fact that \( \dim(\mathcal{R}) = N_b \), and that the restriction \( H|_{\mathcal{R}} \) is positive semidefinite which follows from \( \langle \text{hist}(\psi) | H | \text{hist}(\psi) \rangle \geq 0 \) for all \( \psi \).

Let us now fix \( \beta = \text{poly}(n) \) so that

\[
2^{q(n)} e^{-\beta/4} \leq \delta/4 \quad \text{and} \quad e^{-\beta/2^n} \geq 1 - \delta/4. \tag{85}
\]

Using our QPF oracle we can compute an estimate \( Z \) such that

\[
(1 - \delta/4) \text{Tr}[e^{-\beta H}] \leq Z \leq \text{Tr}[e^{-\beta H}](1 + \delta/4) \tag{86}
\]

Combining the above with Eqs. (83,84,85) gives

\[
(1 - \delta/4)^2 N_a \leq Z \leq (N_b + \delta/4)(1 + \delta/4). \tag{87}
\]

Now consider two cases depending on the value of our estimate \( Z \). Firstly suppose \( Z \leq 1/2 \). The lower bound in Eq. (87) implies that \( N_a = 0 \) in this case (since \( \delta \in (0,1) \) and \( N_a \) is a nonnegative integer) so we obtain an exact solution to the given instance of QAC in this case by outputting \( N = 0 \).

Next suppose \( Z \geq 1/2 \). Then we output \( N = Z \). The upper bound in Eq. (87) implies that \( N_b \neq 0 \) and thus \( N_b \geq 1 \). Substituting \( \delta/4 \leq N_b \delta/4 \) in Eq. (87) then gives

\[
(1 - \delta) N_a \leq (1 - \delta/4)^2 N_a \leq N \leq N_b(1 + \delta/4)^2 \leq N_b(1 + \delta) \tag{88}
\]

We have shown that in either case our estimate \( R \) satisfies Eq. (76).

Lemma 9. \( k \)-QDOS can be solved in polynomial time using an oracle for QAC.
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Proof. Suppose we are given an instance of $k$-QDOS specified by a $k$-local Hamiltonian $H$, precision parameters $\delta, \epsilon$ and real numbers $a, b$. Without loss of generality we shall assume that $0 \leq H < I$, which can always be achieved by shifting and scaling the given local Hamiltonian. For convenience we also assume $\delta \leq 1/2$.

We shall first construct a polynomial-sized quantum verifier circuit $V$ which measures the energy of $H$ to within additive error $\epsilon/2$ and then flips an output bit ('accepts') if the measured eigenvalue is in $[a - \epsilon/2, b + \epsilon/2]$. The verifier circuit may fail with probability at most $f = \Theta(2^{-n}/\text{poly}(n))$ (we fix it below). That is, $f$ is an upper bound on the probability that, either (A) given as input an eigenstate $\psi$ of $H$ with energy $e \in [a, b]$, the verifier rejects, or (B) given as input an eigenstate $\psi'$ of $H$ with energy $e \notin [a - \epsilon, b + \epsilon]$, the verifier accepts.

The verifier circuit $V$ is constructed using quantum phase estimation applied to the unitary operator $U = e^{iH}$, as described in Ref. [42] with target precision $\epsilon/2$ and failure probability at most 1/3. In order to reduce the failure probability to the small value $f$ we repeat the phase estimation circuit $O(n)$ times sequentially, computing the phase into $O(n)$ different registers, and then the median of these estimates is used as the output\footnote{This error reduction procedure reduces the failure probability exponentially in the number of registers. To see this, observe that if the circuit erred on the median of the estimates, then it must have erred on at least $1/2$ of the estimates. Also note that this is a different method for reducing the failure probability than the one given in Ref. [42].}

Note that the phase estimation circuit, and thus also the circuit $V$, has size $O(\text{poly}(n))$. Indeed, the total number of ancilla qubits used by the algorithm is $t = O(\log(n))$ and the algorithm uses $O(t^2)$ two-qubit gates along with one gate $CU$ which acts on $t + n$ qubits as $CU|j\rangle\phi = |j\rangle U^j|\phi\rangle$ for $0 \leq j \leq 2^t - 1$. The latter gate can be implemented using a poly($n$) sized quantum circuit using well-known Hamiltonian simulation algorithms (see e.g. Ref [46, 47]).

Let $A$ be the POVM element corresponding to measurement outcome 'accept' for the above verifier circuit $V$. Recall that for $\lambda \in [0, 1]$ we write $N_\lambda$ for the dimension of the subspace spanned by eigenvectors of $A$ with eigenvalues $\geq \lambda$, and $\Pi_\lambda$ for the projector onto this subspace, so that $N_\lambda = \text{Tr}(\Pi_\lambda)$. Note that for any $\lambda \in [0, 1]$ we have the operator inequalities

$$\lambda \Pi_\lambda \leq A \leq \Pi_\lambda + (I - \Pi_\lambda) \lambda.$$  \hspace{1cm} (89)

For each eigenvector $\psi$ of $H$ with eigenvalue in the interval $[a, b]$, the verifier circuit accepts with probability at least $1 - f$, that is:

$$1 - f \leq \langle \psi | A | \psi \rangle \leq \langle \psi | \Pi_\lambda + (I - \Pi_\lambda) \lambda | \psi \rangle,$$

for any $\lambda \in [0, 1]$, where we used the upper bound from Eq. (89). Choosing $\lambda = \delta/2$ and upper bounding $\langle \psi | (I - \Pi_{\delta/2}) | \psi \rangle \leq 1$ gives

$$\langle \psi | \Pi_{\delta/2} | \psi \rangle \geq 1 - f - \delta/2.$$

Since the above holds for each vector $\psi$ in an orthonormal basis consisting of $m_{[a,b]}$ eigenvectors of $H$ with eigenvalues in $[a, b]$, we get

$$N_{\delta/2} = \text{Tr}(\Pi_{\delta/2}) \geq (1 - f - \delta/2)m_{[a,b]}.$$  \hspace{1cm} (90)
Next suppose $\psi'$ is any eigenvector of $H$ with eigenvalue $e$ satisfying $e \notin [a - \epsilon, b + \epsilon]$. Then the phase estimation errs if it accepts $\psi'$, that is
\[ f \geq \langle \psi' | A | \psi' \rangle \geq \lambda \langle \psi' | \Pi \lambda | \psi' \rangle \]
for any $\lambda \in [0, 1]$, where we used the lower bound from Eq. (89). Choosing $\lambda = \delta / 4$ and rearranging gives
\[ \langle \psi' | \Pi \delta / 4 | \psi' \rangle \leq \frac{4f}{\delta} \]
and therefore
\[ N_{\delta / 4} = \text{Tr}(\Pi \delta / 4) \leq m_{[a - \epsilon, b + \epsilon]} + 4\delta^{-1}f \cdot 2^n. \] (92)
Here we used Eq. (91) and the naive upper bound of $2^n$ on the number of eigenvectors of $H$ with eigenvalue outside the interval $[a - \epsilon, b + \epsilon]$.

Now let us use our oracle for QAC to solve the instance defined by the verifier circuit $V$, $\delta' = \delta / 4$, $a = \delta / 2$ and $b = \delta / 4$. This gives an estimate $N$ satisfying
\[ (1 - \delta / 4)N_{\delta / 2} \leq N \leq (1 + \delta / 4)N_{\delta / 4} \]
Substituting Eqs. (90, 92) we arrive at
\[ (1 - \delta / 4)(1 - f - \delta / 2)m_{[a, b]} \leq N \leq (1 + \delta / 4) \left( m_{[a - \epsilon, b + \epsilon]} + 4\delta^{-1}f \cdot 2^n \right) \] (93)
Now choose
\[ f = \frac{\delta^2}{16 \cdot 2^n}. \]
Substituting in Eq. (93) and using the loose lower bound $(1 - f - \delta / 2)(1 - \delta / 4) \geq 1 - \delta$ gives
\[ (1 - \delta)m_{[a, b]} \leq N \leq (1 + \delta / 4) \left( m_{[a - \epsilon, b + \epsilon]} + \delta / 4 \right) \] (94)
Now we describe our estimate $m$ which solves the given instance of $k$-QDOS. We consider two cases. Firstly, if $N < (1 - \delta)$ then Eq. (94) implies $m_{[a, b]} = 0$ and we output $m = 0$, which satisfies Eq. (73) in this case. If instead $N \geq (1 - \delta)$ then from the upper bound Eq. (94) we see that $m_{[a - \epsilon, b + \epsilon]} \geq 1$. Indeed, otherwise, if $m_{[a - \epsilon, b + \epsilon]} = 0$ then from Eq. (94) we would conclude $1 - \delta \leq N \leq (1 + \delta / 4)\delta / 4$ which is not possible for any $\delta \in [0, 1/2]$. Since $m_{[a - \epsilon, b + \epsilon]} \geq 1$ we have $\delta / 4 \leq (\delta / 4)m_{[a - \epsilon, b + \epsilon]}$ and substituting on the right-hand-side of Eq. (94) gives
\[ (1 - \delta)m_{[a, b]} \leq N \leq (1 + \delta / 4)^2m_{[a - \epsilon, b + \epsilon]} \leq (1 + \delta)m_{[a - \epsilon, b + \epsilon]} \]. (95)
So in this case we output $m = N$ and the above shows that it satisfies Eq. (73) as desired. \qed

**Lemma 10.** $k$-QPF can be solved in polynomial time using an oracle for $k$-QDOS.

**Proof.** Suppose we are given a $k$-local, $n$-qubit Hamiltonian $H$. We assume for convenience that $H$ is normalized so that $0 \leq H < I$ and in the following we give an algorithm that produces an estimate of $Z(\beta) = \text{Tr}(e^{-\beta H})$ for a given $\beta = O(\text{poly}(n))$. We will show that the estimate satisfies
\[ (1 - \delta)Z(\beta) \leq Z \leq (1 + \delta)Z(\beta) \] (96)
for a constant value $\delta = 0.8$. This can be amplified to the given value $\delta = 1/\text{poly}(n)$ as described at the beginning of Section 3.

Divide up the unit interval as $[0, 1) = I_1 \cup I_2 \cup \ldots I_T$ where

$$I_j = [(j - 1)/T, j/T).$$

(97)

Here $T = O(\text{poly}(n))$ will be chosen later. We are going to use the oracle for $k$-QDOS to estimate the number of eigenvalues $m_I$ of $H$ within each of the intervals $I_j$. In particular, for each $j$ we solve the instance of $k$-QDOS with $\delta' = 0.01$, $a = (j - 1)/T$, $b = j/T$ and $\epsilon = j/2T$. This gives estimates $m_j$ satisfying

$$(0.99)m_{I_{j-1+j}} \leq m_j \leq (1.01)m_{I_{j-1+j}}.$$  

(98)

Noting that

$$\left[\frac{j}{T} - \frac{3}{2T}, \frac{j}{T} + \frac{1}{2T}\right] \subset I_{j-1} \cup I_j \cup I_{j+1} \quad \text{and} \quad I_j \subset \left[\frac{j-1}{T}, \frac{j}{T}\right]$$

we arrive at

$$(0.99)m_{I_j} \leq m_j \leq (1.01)(m_{I_{j-1}} + m_{I_j} + m_{I_{j+1}}).$$ 

(99)

Define

$$Z = \sum_{j=1}^{T} m_j e^{-\beta(j-1)/T}.$$ 

We have

$$(0.99)Z(\beta) \leq \sum_{j=1}^{T} (0.99)m_{I_j} e^{-\beta(j-1)/T} \leq Z$$

where in the last inequality we used the lower bound from Eq. (98). Using the upper bound from Eq. (98) gives

$$Z \leq \sum_{j=1}^{T} (m_{I_{j-1}} + m_{I_j} + m_{I_{j+1}})(1.01)e^{-\beta(j-1)/T} \leq (1.01)\left(1 + e^{\beta/T} + e^{2\beta/T}\right) Z(\beta)$$

(99)

We choose $T = 4\beta$ which ensures $(1.01)(1 + e^{\beta/T} + e^{2\beta/T}) \leq 4$ and therefore

$$(0.99/4)Z(\beta) \leq Z/4 \leq Z(\beta)$$

Our estimate of the partition function is $Z/4$ and the above shows that it satisfies Eq. (96) with $\delta = 1 - 0.99/4 \leq 0.8$. As noted previously, this can be amplified to $\delta = \text{poly}(n)^{-1}$.

Next we show that the problem QPF of multiplicatively approximating quantum partition functions of local Hamiltonians is equivalent to the problem QMV of additively approximating mean values of local observables on the thermal Gibbs state. The following lemmas provide a reduction from QMV to QPF and vice versa.

**Lemma 11.** $k$-QMV can be solved in time $\text{poly}(n)$ using an oracle which solves $k$-QPF.
Proof. Let
\[ \mu = \frac{\text{Tr}(Pe^H)}{\text{Tr}(e^H)} \]
be the desired mean value. Define a function
\[ Z(\epsilon) = \text{Tr}(e^{H+\epsilon P}). \] (100)
Note that \( H + \epsilon P \) is a \( k \)-local Hamiltonian. Let \( \delta = \epsilon^2/100 \). Call the QPF oracle to obtain estimates \( \tilde{Z}(0) \) and \( \tilde{Z}(\epsilon) \) satisfying
\[ |\tilde{Z}(0) - Z(0)| \leq \delta Z(0) \quad \text{and} \quad |\tilde{Z}(\epsilon) - Z(\epsilon)| \leq \delta Z(\epsilon). \] (101)
Define our estimate of the mean value \( \mu \) as
\[ \tilde{\mu} = \frac{\tilde{Z}(\epsilon) - \tilde{Z}(0)}{\epsilon \tilde{Z}(0)}. \] (102)
We claim that \( |\tilde{\mu} - \mu| \leq \epsilon \). Indeed, Duhamel’s formula for derivatives of the matrix exponential gives
\[ Z'(\epsilon) := \frac{dZ(\epsilon)}{d\epsilon} = \text{Tr}(Pe^{H+\epsilon P}) \] (103)
and
\[ Z''(\epsilon) := \frac{d^2Z(\epsilon)}{d\epsilon^2} = \int_0^1 dt_1 \int_0^{t_1} dt_2 \text{Tr} [e^{(1-t_1+t_2)(H+\epsilon P)}Pe^{(t_1-t_2)(H+\epsilon P)}P]. \] (104)
Note that \( \mu = Z'(0)/Z(0) \). Furthermore, the standard calculus gives
\[ \left| Z'(0) - \frac{Z(\epsilon) - Z(0)}{\epsilon} \right| \leq \frac{\epsilon}{2} \max_{0 \leq s \leq \epsilon} |Z''(s)|. \] (105)
To bound \( |Z''(s)| \) we note that for any \( n \)-qubit positive semi-definite operators \( A, B \) one has
\[ \max_{U,V} |\text{Tr}(BUAV)| = \sum_{j=1}^{2^n} \lambda_j(A)\lambda_j(B), \] (106)
where \( \lambda_j \) denotes the \( j \)-th largest eigenvalue and the maximization is over all \( n \)-qubit unitary operators \( U, V \). The bound Eq. (106) is stated as a problem on page 77 of Ref. [48]. Choose \( A = e^{(t_1-t_2)(H+\epsilon P)} \) and \( B = e^{(1-t_1+t_2)(H+\epsilon P)} \). Note that \( \lambda_j(A) = e^{(t_1-t_2)\lambda_j(H+\epsilon P)} \) with a similar formula for \( \lambda_j(B) \). Combining Eqs. (104,106) and recalling that \( P \) is unitary one gets
\[ |Z''(\epsilon)| \leq \int_0^1 dt_1 \int_0^{t_1} dt_2 \sum_{j=1}^{2^n} e^{(1-t_1+t_2)\lambda_j(H+\epsilon P)+(t_1-t_2)\lambda_j(H+\epsilon P)} = \frac{1}{2} \sum_{j=1}^{2^n} e^{\lambda_j(H+\epsilon P)} = \frac{1}{2} Z(\epsilon). \] (107)
Define an estimate
\[ \tilde{Z}'(0) = \frac{\tilde{Z}(\epsilon) - \tilde{Z}(0)}{\epsilon}. \] (108)
Note that $\tilde{\mu} = \tilde{Z}'(0)/\tilde{Z}(0)$ while $\mu = Z'(0)/Z(0)$. By triangle inequality,

$$|Z'(0) - \tilde{Z}'(0)| \leq \left| Z'(0) - \frac{Z(\epsilon) - Z(0)}{\epsilon} \right| + \frac{1}{\epsilon} |\tilde{Z}(0) - Z(0)| + \frac{1}{\epsilon} |\tilde{Z}(\epsilon) - Z(\epsilon)|.$$  \hfill (109)

Bound the first term using Eqs. (105,107). Bound the second and the third term using Eq. (101). We arrive at

$$|Z'(0) - \tilde{Z}'(0)| \leq \frac{\epsilon}{4} Z(s) + \frac{\delta}{\epsilon} Z(0) + \frac{\delta}{\epsilon} Z(\epsilon)$$  \hfill (110)

for some $s \in [0, \epsilon]$. By Weyl's inequality, $\lambda_j(H + sP) \leq \lambda_j(H) + \|sP\| = \lambda_j(H) + s$ for any $s \geq 0$. Thus

$$Z(s) = \sum_{j=1}^{2^m} e^{\lambda_j(H+sP)} \leq e^s \sum_{j=1}^{2^m} e^{\lambda_j(H)} = e^s Z(0) \leq e^s Z(0).$$  \hfill (111)

Substituting this into Eq. (110) one gets

$$|Z'(0) - \tilde{Z}'(0)| \leq Z(0) \left( \frac{\epsilon e^s}{4} + \frac{\delta}{\epsilon} + \frac{\delta e^s}{\epsilon} \right) \leq \frac{\epsilon}{2} Z(0)$$  \hfill (112)

if $\delta = \epsilon^2/100$. We arrive at

$$|\tilde{\mu} - \mu| \leq \frac{\epsilon}{2} + \tilde{Z}'(0) \left| \frac{1}{Z(0)} - \frac{1}{\tilde{Z}(0)} \right| \leq \frac{\epsilon}{2} + \delta \tilde{\mu}.$$  \hfill (113)

This implies

$$\tilde{\mu} \leq \frac{\mu + \epsilon/2}{1 - \delta} \leq 2$$  \hfill (114)

for small enough $\epsilon$ since $\mu \leq 1$. Substituting Eq. (114) into Eq. (113) gives $|\tilde{\mu} - \mu| \leq \epsilon/2 + 2\delta \leq \epsilon.$ \hfill \Box

**Lemma 12.** $k$-QPF can be solved in time $\text{poly}(n)$ using an oracle which solves $k$-QMV.

**Proof.** Define a function

$$Z(\beta) = \text{Tr}(e^{\beta H}).$$

Our goal is to approximate $Z(1)$ within a multiplicative error $\delta = \text{poly}(1/n)$. Note that we can express $Z(1)$ as a telescoping product\textsuperscript{7}

$$Z(1) = 2^n \prod_{p=0}^{m-1} \frac{Z(\beta_{p+1})}{Z(\beta_p)} \quad \text{where} \quad \beta_p = \frac{p}{m}$$  \hfill (115)

\textsuperscript{7}Such multistage approach is often employed in Markov Chain Monte Carlo methods for estimating partition functions (see, for instance, [49] and the references therein). In the methods it is assumed that one can sample from the Gibbs distributions at the different temperatures $\beta_i$ of cooling schedule with the help of certain rapidly mixing Markov chains. The ratios correspond to the means of certain random variables defined with respect to these Gibbs distributions.
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and estimate the ratios in each stage with sufficient precision. Here \( m \) is a parameter to be chosen later. We have

\[
\frac{Z(\beta_{p+1})}{Z(\beta_p)} = 1 + \frac{\text{Tr}(He^{\beta_p H})}{m \text{Tr}(e^{\beta_p H})} + O \left( \frac{\|H\|^2}{m^2} \right). \tag{116}
\]

Since \( H \) is a linear combination of Pauli observables acting on at most \( k \) qubits, one can call the QMV oracle \( m \cdot \text{poly}(n) \) times to obtain estimates \( \tilde{\mu}_p \) satisfying

\[
\left| \tilde{\mu}_p - \frac{\text{Tr}(He^{\beta_p H})}{\text{Tr}(e^{\beta_p H})} \right| \leq \delta/100. \tag{117}
\]

Define our estimate of \( Z(1) \) as

\[
\tilde{Z}(1) = 2^n \prod_{p=0}^{m-1} \left( 1 + \frac{\tilde{\mu}_p}{m} \right). \tag{118}
\]

Choose \( m \) large enough so that the last term in Eq. (116) is at most \( \delta/100m \). Then

\[
\left| 1 + \frac{\tilde{\mu}_p}{m} - \frac{Z(\beta_{p+1})}{Z(\beta_p)} \right| \leq \frac{\delta}{10m} \cdot \frac{Z(\beta_{p+1})}{Z(\beta_p)}. \tag{119}
\]

A simple algebra then shows that \( (1 - \delta)Z(1) \leq \tilde{Z}(1) \leq (1 + \delta)Z(1) \).

\[\square\]

4 Improved classical algorithm for the QPF problem

In this section we describe a classical algorithm for approximating the partition function \( \text{Tr}(e^{-\beta H}) \) where \( H \) is a \( k \)-local Hamiltonian on \( n \) qubits such that \( \beta \|H\| \leq b \). The algorithm has runtime

\[
O \left( (b + \log(1/\delta))2^n / \delta + n^2 2^n / \delta + 1/\delta^4 \right). \tag{120}
\]

It scales as \( \tilde{O}(2^n) \), assuming that \( \|H\|, \beta, \text{ and } 1/\delta \) are at most polynomial in \( n \). To the best of our knowledge, this achieves a nearly quadratic improvement over “brute-force” approaches such as the exact diagonalization (e.g., the Lanczos algorithm) or simulation of the imaginary time evolution which appear to have runtime at least \( 4^n \).

It will be convenient to state our result for a slightly more general problem – estimating the trace of a positive semidefinite matrix. The main result of this section is as follows.

**Theorem 5 (Stochastic Trace Estimation).** Suppose \( A \) is a positive semidefinite matrix\(^8\) of size \( d \) such that a matrix-vector product \( A|\psi\rangle \) can be computed classically in time \( t(A) \) for any vector \( |\psi\rangle \). There exists a classical randomized algorithm that takes as input an error tolerance \( \delta > 0 \) and outputs an estimate \( \xi(A) \in \mathbb{R} \) satisfying

\[
(1 - \delta) \text{Tr}(A) \leq \xi(A) \leq (1 + \delta) \text{Tr}(A) \tag{121}
\]

with probability at least 0.99. The algorithm has runtime

\[
O \left( \frac{t(A) + d \log^2 d}{\delta} + \frac{1}{\delta^4} \right). \tag{122}
\]

\(^8\)Unless stated otherwise, here and below we consider square matrices.
Specializing this theorem to the matrix exponential function \( A = e^{-\beta H} \) we obtain a classical algorithm for approximating the quantum partition function \( \text{Tr}(e^{-\beta H}) \) with a small relative error. To simplify the notations, below we absorb the inverse temperature \( \beta \) and the minus sign into the definition of \( H \).

**Corollary 3.** Suppose \( H \) is a hermitian matrix of size \( d \) such that a matrix-vector product \( H|\psi\rangle \) can be computed classically in time \( t(H) \) for any vector \( |\psi\rangle \). There exists a classical randomized algorithm that takes as input an error tolerance \( \delta > 0 \), a real number \( b > 0 \) such that \( \|H\| \leq b \), and outputs an estimate \( \xi'(H) \in \mathbb{R} \) satisfying

\[
(1 - \delta)\text{Tr}(e^H) \leq \xi'(H) \leq (1 + \delta)\text{Tr}(e^H)
\]

with probability at least 0.99. The algorithm has runtime

\[
O \left( \frac{t(H)(b + \log(1/\delta)) + d\log^2 d + 1}{\delta^4} \right).
\]

We defer the proof of the corollary until the end of this section. Suppose \( H \) is a \( k \)-local Hamiltonian on \( n \) qubits, where \( k = O(1) \). Let \( \ell \leq O(n^k) \) be the number of non-zero \( k \)-local terms in \( H \). Computing the matrix-vector product for a single \( k \)-local term takes time \( O(2^n) \) since each term acts non-trivially on \( O(1) \) qubits. Thus \( t(H) \leq O(\ell 2^n) \). Substituting this and \( d = 2^n \) into Eq. (124) gives a classical algorithm solving the QPF problem for \( k \)-local \( n \)-qubit Hamiltonians with the runtime Eq. (120).

**Proof of Theorem 5.** Our main technical tools are stochastic trace estimation algorithm by Meyer et al [36] known as Hutch++ and unitary 2-designs [34, 33].

Let us first summarize the Hutch++ algorithm. This algorithm aims to estimate \( \text{Tr}(A) \) with a relative error \( \delta \), where \( A \) is a positive semidefinite real matrix of size \( d \). The same algorithm can be applied to complex matrices using the identity \( \text{Tr}(A) = (1/2)\text{Tr}(A + A^*) \). Fix an integer \( m \gg 1 \) and choose \( 2m \) random vectors

\[
|\psi_1\rangle, |\psi_2\rangle, \ldots, |\psi_{2m}\rangle \in \mathbb{R}^d
\]

such that the entries of \( |\psi_i\rangle \) are \( \{+1, -1\} \)-valued random i.i.d. variables. Define a linear subspace

\[
Q = \text{span}(A|\psi_1\rangle, \ldots, A|\psi_m\rangle) \subseteq \mathbb{R}^d.
\]

Let \( Q \) be the orthogonal projector onto \( Q \). Define

\[
h(A) := \text{Tr}(QA) + \frac{1}{m} \sum_{i=m+1}^{2m} \langle \psi_i|(I - Q)A(I - Q)|\psi_i\rangle.
\]

The following fact was proved in [36].

**Fact 1 (Hutch++ algorithm).** For any parameters \( \delta, \eta > 0 \) one can choose

\[
m = O \left( \frac{\sqrt{\log(1/\eta)}}{\delta} + \log(1/\eta) \right)
\]

30
such that the random variable \( h(A) \) defined in Eq. (127) obeys

\[
(1 - \delta)\text{Tr}(A) \leq h(A) \leq (1 + \delta)\text{Tr}(A)
\]  

(129)

with probability at least \( 1 - \eta \).

We now determine the runtime of Hutch++.

**Proposition 1.** Suppose a matrix-vector product \( A|\psi\rangle \) can be computed in time \( t(A) \) for any vector \( |\psi\rangle \). Then Hutch++ has runtime

\[
O\left(\frac{t(A)}{\delta} + \frac{d}{\delta^2}\right)
\]

(130)

for any constant failure probability \( \eta > 0 \).

**Proof.** Since \( \eta \) is a constant, we have \( m = O(1/\delta) \). Generating \( 2m \) random vectors \( |\psi_i\rangle \) takes time \( O(md) \). Computing \( m \) vectors \( A|\psi_1\rangle, \ldots, A|\psi_m\rangle \) takes time \( mt(A) \). An orthonormal basis in the subspace \( Q \) spanned by \( A|\psi_1\rangle, \ldots, A|\psi_m\rangle \) can be found in time \( O(dm^2) \) using the Gram-Schmidt process. Let this orthonormal basis be \( |\phi_1\rangle, \ldots, |\phi_\ell\rangle \in \mathbb{R}^d \) for some \( \ell \leq m \) such that

\[
Q = \sum_{i=1}^\ell |\phi_i\rangle \langle \phi_i|.
\]

(Note that \( \ell = m \) with high probability if \( A \) has full rank.) Now the first term in Eq. (127) becomes

\[
\text{Tr}(QA) = \sum_{i=1}^\ell \langle \phi_i|A|\phi_i\rangle.
\]

By assumption, each vector \( A|\phi_i\rangle \) can be computed in time \( t(A) \) and thus computing \( \text{Tr}(QA) \) takes time \( O(dm^2) + O(\ell d) + \ell t(A) \leq mt(A) + O(dm^2) \). Vectors

\[
|\tilde{\psi}_i\rangle := (I - Q)|\psi_i\rangle = |\psi_i\rangle - \sum_{j=1}^\ell \langle \phi_j|\psi_i\rangle |\phi_j\rangle
\]

with \( m+1 \leq i \leq 2m \) can be computed in time \( O(dm^2) \). Finally, the second term in Eq. (127) becomes

\[
\frac{1}{m} \sum_{i=m+1}^{2m} \langle \tilde{\psi}_i|A|\tilde{\psi}_i\rangle.
\]

We conclude that this term can also be computed in time \( mt(A) + O(dm^2) \). It remains to note that \( m = O(1/\delta) \). In the case of complex matrices \( A \) the runtime of Hutch++ is still given by Eq. (130) since \( t(A + A^*) \leq 2t(A) \).

Applying Hutch++ directly to the matrix \( A \) in Theorem 5 leads to an undesirable term in the runtime scaling as \( d/\delta^2 \). To get rid of this term we shall apply Hutch++ to a certain...
compressed matrix of much smaller size. To this end we need the notion of a unitary 2-design [34, 33]. Let \( U(d) \) be the group of \( d \times d \) unitary matrices. A finite subset \( \mathcal{D} \subseteq U(d) \) is called a unitary 2-design if for any matrices \( P, Q \in \mathbb{C}^{d \times d} \) one has

\[
\frac{1}{|\mathcal{D}|} \sum_{U \in \mathcal{D}} UPU^\dagger \otimes UQU^\dagger = \int d\mu(U) UPU^\dagger \otimes UQU^\dagger
\]

where \( d\mu(U) \) is the uniform (Haar) distribution on the unitary group \( U(d) \). Thus a 2-design reproduces the second order moments of the Haar distribution.

Assume wlog that \( d = 2^n \) for some integer \( n \) (otherwise pad the matrix \( A \) with zeros). Let \( \mathcal{D} \subseteq U(2^n) \) be some fixed unitary 2-design on \( n \) qubits. For concreteness, below we assume that \( \mathcal{D} \) is the \( n \)-qubit Clifford group which is known to be a 2-design [34]. Any \( n \)-qubit Clifford operator can be specified by \( O(n^2) \) bits using the standard stabilizer formalism [50]. Efficient algorithms for generation of random uniformly distributed Clifford operators are described in Refs. [51, 52]. In particular, the algorithm of [52] runs in time \( O(n^2) \) and outputs a quantum circuit of size \( O(n^2) \) that implements a random uniform element of the Clifford group. We are now ready to define a Clifford compression of a matrix.

**Definition 1.** Suppose \( A \) is a complex matrix of size \( 2^n \) and \( k \in [0, n] \) is an integer. A \( k \)-qubit Clifford compression of \( A \) is defined as a matrix \( \phi_U(A) \) of size \( 2^k \) with matrix elements

\[
\langle x | \phi_U(A) | y \rangle = \langle 0^{n-k} x | UAU^\dagger | 0^{n-k} y \rangle, \quad x, y \in \{0, 1\}^k,
\]

where \( U \) is picked uniformly at random from the \( n \)-qubit Clifford group.

The following lemma shows that the trace of any positive semidefinite matrix \( A \) can be approximated with a small relative error by a properly normalized trace of the compressed matrix \( \phi_U(A) \).

**Lemma 13 (Clifford compression).** Suppose \( A \) is a positive semidefinite matrix of size \( 2^n \). Let \( \phi_U(A) \) be a \( k \)-qubit Clifford compression of \( A \) for some \( k \in [0, n] \). Then

\[
(1 - \delta) \text{Tr}(A) \leq 2^{n-k} \text{Tr}(\phi_U(A)) \leq (1 + \delta) \text{Tr}(A)
\]

with probability at least \( 1 - \eta \) as long as

\[
2^k \geq \frac{1}{\eta \delta^2}.
\]

**Proof.** Let \( I_k \) be the identity matrix of size \( 2^k \). Consider a projector

\[
P_U = U^\dagger (|0^{n-k}\rangle \langle 0^{n-k}| \otimes I_k) U.
\]

We shall need the following fact stated as Claim 2 in Ref. [31].

**Fact 2.** Suppose \( \mathcal{D} \subseteq U(2^n) \) is a unitary 2-design on \( n \) qubits. Then

\[
\frac{1}{|\mathcal{D}|} \sum_{U \in \mathcal{D}} P_U = 2^{k-n} I
\]
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and
\[
\frac{1}{|D|} \sum_{U \in D} P_U \otimes P_U = aI \otimes I + b \cdot \text{SWAP},
\]
for some coefficients \(a, b\) satisfying
\[
a \leq 4^{k-n} \quad \text{and} \quad b \leq 2^k 4^{k-n}.
\]
Here \(\text{SWAP}|x\rangle \otimes |y\rangle = |y\rangle \otimes |x\rangle\) for all \(x, y \in \{0, 1\}^n\).

Define a random variable
\[
\xi_U(A) = 2^{n-k} \text{Tr}(\phi_U(A)) = 2^{n-k} \text{Tr}(P_U A),
\]
where \(U\) is picked uniformly at random from some \(n\)-qubit unitary 2-design \(D\) and \(\phi_U(A)\) is defined by Eq. (131). From Eq. (133) one infers that \(\xi_U(A)\) is an unbiased estimator of \(\text{Tr}(A)\), that is,
\[
\mu := \frac{1}{|D|} \sum_{U \in D} \xi_U(A) = \text{Tr}(A).
\]
From Eq. (134) one infers that the second moment of \(\xi_U(A)\) is
\[
\Phi := \frac{1}{|D|} \sum_{U \in D} (\xi_U(A))^2 = 4^{n-k} a (\text{Tr}(A))^2 + 4^{n-k} b \text{Tr}(A^2) \leq (\text{Tr}(A))^2 + 2^{-k} \text{Tr}(A^2).
\]
Thus \(\xi_U(A)\) has the variance
\[
\Phi - \mu^2 \leq 2^{-k} \text{Tr}(A^2) \leq 2^{-k} (\text{Tr}(A))^2 = 2^{-k} \mu^2 \leq \eta \delta^2 \mu^2,
\]
where we used that \(\text{Tr}(A^2) \leq (\text{Tr}(A))^2\) since \(A\) is positive semidefinite. The approximation guarantee Eq. (132) now follows from the Chebyshev inequality. Choosing \(D\) as the \(n\)-qubit Clifford group concludes the proof.

We are now ready to prove Theorem 5. Recall that our goal is to approximate \(\text{Tr}(A)\) within a relative error \(\delta\) with probability at least 0.99. Choose \(k\) as the smallest integer satisfying
\[
2^k \geq \frac{800}{\delta^2}.
\]
Choose the estimator \(\xi(A)\) in the statement of the theorem as
\[
\xi(A) = 2^{n-k} \text{Tr}(\phi_A(U))
\]
where \(\phi_U(A)\) is the \(k\)-qubit Clifford compression. Lemma 13 implies that \(\xi(A)\) approximates \(\text{Tr}(A)\) within a relative error \(\delta/2\) with probability at least 1\(−1/200\). Thus it suffices to show that \(\text{Tr}(\phi_A(U))\) can be approximated within a relative error \(\delta/2\) with probability at least \(1−1/200\) in time quoted in Eq. (122). To this end we employ Hutch++, as stated in Fact 1 and Proposition 1 with \(A\) replaced by
\[
\hat{A} \equiv \phi_U(A).
\]
We claim that the cost of computing a matrix-vector product $\hat{A}|\psi\rangle$ with $|\psi\rangle \in \mathbb{C}^{2^k}$ is

$$t(\hat{A}) = t(A) + O(n^2 2^n) = t(A) + O(d \log^2 d). \quad (137)$$

Indeed, by definition of $\hat{A}$ one has

$$\hat{A}|\psi\rangle = \langle 0^{n-k}|UAU^\dagger|0^{n-k} \otimes \psi\rangle. \quad (138)$$

Given $|\psi\rangle$, one can compute the vector $|0^{n-k} \otimes \psi\rangle \in \mathbb{C}^{2^n}$ in time $O(2^n)$ by padding $|\psi\rangle$ with zeros. The action of any $n$-qubit Clifford operator on an $n$-qubit state vector can be computed in time $O(n^2 2^n)$ by compiling $U$ into a quantum circuit with $O(n^2)$ two-qubit gates [50] and simulating the circuit using the standard state vector simulator. By assumption, the matrix-vector multiplication by $A$ can be computed in time $t(A)$. Thus one can compute the vector $UAU^\dagger|0^{n-k} \otimes \psi\rangle$ in time $t(A) + O(n^2 2^n)$. Finally, the state $\hat{A}|\psi\rangle$ is obtained by restricting this vector onto the first $2^k$ coordinates. This proves Eq. (137).

Applying Fact 1 and Proposition 1 to the matrix $\hat{A}$ of size $2^k$ and using the cost of matrix-vector multiplication $t(\hat{A})$ from Eq. (137) one concludes that $\text{Tr}(\hat{A})$ can be estimated within a relative error $\delta/2$ and any constant failure probability in time

$$\frac{O(t(\hat{A}))}{\delta} + O\left(\frac{2^k}{\delta^2}\right) = \frac{O(t(A) + d \log^2 d)}{\delta} + \frac{O(2^k)}{\delta^2} = \frac{O(t(A) + d \log^2 d)}{\delta} + O(1/\delta^4). \quad (139)$$

Here the last equality uses the bound $2^k = O(1/\delta^2)$, see Eq. (136).

**Proof of Corollary 3.** We shall apply Theorem 5 with $A = T_k(H)$, where

$$T_k(x) = \sum_{p=0}^{k} \frac{x^p}{p!},$$

is the truncated Taylor series for the function $e^x$ at $x = 0$. We shall choose the truncation order $k$ large enough so that

$$(1 - \delta)e^x \leq T_k(x) \leq (1 + \delta)e^x \quad \text{for all} \quad x \in [-b,b]. \quad (140)$$

To this end we need the following simple lemma.

**Lemma 14.** Suppose $\epsilon > 0$ and $b \geq 1$ are real numbers. Let $k$ be any integer such that

$$k \geq \frac{4b}{\log(2)} + \frac{\log(1/\epsilon)}{\log(2)}. \quad (141)$$

Here we use the natural logarithm. Then

$$\max_{x \in [-b,b]} |e^x - T_k(x)| \leq \epsilon. \quad (142)$$

**Proof.** Taylor’s theorem implies that

$$\max_{x \in [-b,b]} |e^x - T_k(x)| \leq \frac{e^b}{(k + 1)!} b^{k+1} := R_k(b).$$
Using the identity $(k + 1)! = \Gamma(k + 2) = \int_0^\infty y^{k+1}e^{-y}dy$ one gets
\[
\frac{1}{R_k(b)} = e^{-b}b^{-k-1} \int_0^\infty y^{k+1}e^{-y}dy = e^{-b}b^k \int_0^\infty z^{k+1}e^{-bz}dz \geq e^{-b} \int_2^3 z^{k+1}e^{-bz}dz \geq 2^k e^{-4b}.
\]
Here in the second equality we performed a change of variables $y = bz$. The last inequality follows from the bounds $z^{k+1} \geq 2^k$ and $e^{-bz} \geq e^{-3b}$ for $z \in [2, 3]$. Thus $R_k(b) \leq \epsilon$ if $k$ satisfies Eq. (141).

Set $\epsilon = \delta e^{-b}$. Then for all $x \in [-b, b]$ one has
\[
T_k(x) \leq e^x + \epsilon \leq e^x + \epsilon e^b e^x = (1 + \delta) e^x
\]
and
\[
T_k(x) \geq e^x - \epsilon \geq e^x - \epsilon e^b e^x = (1 - \delta) e^x.
\]
Applying Lemma 14 with $\epsilon = \delta e^{-b}$ one infers that Eq. (140) is satisfied if the Taylor series is truncated at the order
\[
k = O(b + \log (1/\delta)). \tag{143}
\]
Set $A = T_k(H)$. Since $T_k(x)$ has real coefficients, $A$ is a hermitian operator. We claim that $A$ is positive semidefinite. Indeed, the assumption $\|H\| \leq b$ implies that any eigenvalue of $H$ lies in the interval $[-b, b]$. From Eq. (140) one gets $T_k(x) \geq (1 - \delta) e^x > 0$ for any $x \in [-b, b]$. Thus $A = T_k(H)$ is a positive operator.

Let $\lambda_1, \ldots, \lambda_d \in [-b, b]$ be the eigenvalues of $H$. Since $H$ and $A$ are diagonal in the same basis, we have
\[
\text{Tr}(A) = \sum_{i=1}^d T_k(\lambda_i) \leq (1 + \delta) \sum_{i=1}^d e^{\lambda_i} = (1 + \delta) \text{Tr}(e^H).
\]
Likewise
\[
\text{Tr}(A) = \sum_{i=1}^d T_k(\lambda_i) \geq (1 - \delta) \sum_{i=1}^d e^{\lambda_i} = (1 - \delta) \text{Tr}(e^H).
\]
Here we used Eq. (140). Thus $\text{Tr}(A)$ approximates $\text{Tr}(e^H)$ with a relative error $\delta$. Since $A$ is positive semidefinite, we can estimate $\text{Tr}(A)$ with a relative error $\delta$ using Theorem 5. Thus the desired estimator $\xi'(H)$ satisfying Eq. (123) can be choses as $\xi'(H) = \xi(A)$, where $\xi(A)$ is the estimator of Theorem 5. The runtime quoted in Eq. (122) depends on the cost of the matrix-vector multiplication $t(A)$. For any vector $|\psi\rangle \in \mathbb{C}^d$ one has
\[
A|\psi\rangle = \sum_{p=0}^k \frac{1}{p!} H^p |\psi\rangle.
\]
Thus computing $A|\psi\rangle$ amounts to computing $k$ vectors $(H^p/p!|\psi\rangle$ with $p = 1, \ldots, k$ and performing $k$ vector additions. This takes time roughly $k(t(H) + d)$. Assume wlog that $t(H) \geq d$. Then
\[
t(A) \leq 2k \cdot t(H) = O(t(H)(b + \log (1/\delta))).
\]
Here the second equality uses Eq. (143). Substituting this into Eq. (122) gives the runtime quoted in Eq. (124).
Remark 1. The runtime of the trace estimation algorithms discussed above depends on the desired success probability $1 - \eta$. We note that it suffices to choose $\eta$ to be any constant smaller than $\frac{1}{2}$. One can then boost the success probability to any desired value $1 - e^{-\ell}$ by invoking the algorithm only $O(\ell)$ times and outputting the median.

5 Quantum algorithm for the QPF problem

The Clifford-compression method introduced in the previous section also leads to a qubit-efficient quantum algorithm for estimating the partition function. In this section, we consider a Hamiltonian given as a positive-weighted sum of $L = \text{poly}(n)$ non-commuting projectors

$$H = \sum_{l=1}^{L} \gamma_l \Pi_l, \quad \gamma_l \geq 0 \quad \text{and} \quad \sum_{l=1}^{L} \gamma_l = 1,$$

(144)

where $\Pi_l$ acts non-trivially only on a constant number of qubits. These conditions also ensure that the Hamiltonian satisfies $0 \leq H \leq 1$. Given a Hamiltonian as a sum of local terms, we can find such a decomposition by diagonalizing each local term, shifting by multiples of the identity and then re-scaling. The shifting and re-scaling does change the partition function, but this is generally unavoidable even if we only want to ensure that $H$ has bounded norm and is positive semidefinite.

We apply quantum algorithms for eigenvalue transformation to obtain a “block-encoding” of the operator $A = \exp(-\beta H/2)$. Combining the block-encoding of $A$ with Clifford compression, we can approximate the trace of $A$ as the transition probability on a Hilbert space with a small number of additional ancilla qubits. The rank of the compressing Clifford projector determines the number of these additional qubits. The main result of this section is the following theorem.

Theorem 6 (Quantum partition function estimation). Let $H$ be an $n$-qubit Hamiltonian as in Eq. (144) and let $\beta \geq 0$ be an inverse temperature. Then, there is a quantum algorithm to estimate the partition function $Z(\beta) = \text{Tr}(e^{-\beta H})$ with relative error $\epsilon$ and high probability, which has running-time

$$O \left( \frac{1}{\epsilon} \cdot \sqrt{\frac{2^n}{Z(\beta)}} \cdot \text{poly}(n) \cdot (\beta + \log(1/\epsilon)) \right)$$

(145)

and uses a total of $n + O(\log n + \log(1/\epsilon))$ qubits.

Aside from the $n$ qubits used for the system Hamiltonian $H$, our algorithm requires only $O(\log n + \log(1/\epsilon))$ ancilla qubits, improving upon the $n + O(\log(1/\epsilon))$ ancillas needed by an earlier algorithm due to Poulin and Wocjan [37]. Informally, we achieve this by using Clifford compression to avoid an intermediate step of the previous algorithm which involved purifying an $n$-qubit mixed state. The running-time we report here is also better than the one reported in Ref. [37], but note that this is immediate using new techniques for block-encoding and eigenvalue transformations [39, 41, 40].

To prove this theorem, we need to introduce quantum trace estimation and approximate block encoding of the imaginary time evolution $\exp(-\beta H/2)$. This is done in the next two subsections.
5.1 Quantum trace estimation

We begin by defining the notion of block-encoding.

**Definition 2.** $[40]$ We say that a unitary $S$ is an $a$-ancilla block-encoding of an operator $A$ with sub-normalization factor $\alpha$ whenever

$$
(\langle 0^\otimes a | \otimes I \rangle S (| 0^\otimes a \rangle \otimes I)) = \frac{A}{\alpha}.
$$

(146)

The operator $A$ acts on the system register $\mathcal{H} = (\mathbb{C}^2)^n$. The unitary $S$ acts on the tensor product $\mathcal{A} \otimes \mathcal{H}$, which is composed of an ancilla register $\mathcal{A} = (\mathbb{C}^2)^a$ and the system register $\mathcal{H}$.

We point out that the condition $\|A\| \leq 1$ is a necessary condition for such block encoding to exist as $A$ is a submatrix of the unitary matrix $S$. Our final algorithm uses an approximate block-encoding $\tilde{A}$ of $\exp(-\beta H/2)$ whose details we discuss in the next subsection.

**Theorem 7 (Quantum trace estimation).** Let $M$ be a positive semidefinite operator acting on $\mathcal{H} = (\mathbb{C}^2)^n$. Let $S$ be an $a$-ancilla unitary block encoding, with sub-normalization factor $\alpha = 1$, of an operator $A$ acting on $\mathcal{H}$ such that $M = A^\dagger A$. Then, there is a quantum algorithm that outputs an estimate of the normalized trace $\tau(M) = 2^{-n} \text{Tr}(M)$ within relative error $\epsilon_{\text{TR}}$ with probability at least $\frac{3}{4}$. The algorithm invokes $S$ and $S^\dagger$ $O\left(\frac{1}{\epsilon_{\text{TR}}} \cdot \frac{1}{\sqrt{\tau(M)}}\right)$ many times and needs an additional $O(\text{poly}(n))$ quantum gates per invocation of $S$. The total number of qubits used by the algorithm is $(n + a + k)$ where $k = O(\log(1/\epsilon_{\text{TR}}))$.

Owing to the use of Clifford compression, our trace-estimation introduces only $\log(1/\epsilon_{\text{TR}})$ ancilla qubits, in addition to those needed by the block-encoding $S$.

For convenience, we repeat here some facts about Clifford compression (see Definition 1 and Lemma 13). Let $D$ be the $n$-qubit Clifford group. Consider a random uniformly distributed Clifford operator $U \in D$. Define a projector

$$
P_U = U^\dagger (| 0^n \rangle \langle 0^n | \otimes I_k) U
$$

(148)

and an estimator

$$
p_U(M) = 2^{-k} \text{Tr}(P_U M).
$$

(149)

Using Lemma 13 and the identity $p_U(M) = 2^{-k} \text{Tr}(\phi_U(M))$ one infers that $p_U(M)$ approximates the normalized trace

$$
\tau(M) = 2^{-n} \text{Tr}(M)
$$

(150)

with relative error $\epsilon_{\text{CE}}$ and success probability $1 - \delta_{\text{CE}}$ provided that

$$
k \geq 2 \log_2 (1/\epsilon_{\text{CE}}) + \log_2 (1/\delta_{\text{CE}}).
$$

(151)
Below we refer to the random variable \( p_U(M) \) as a Clifford estimator.

We decompose the system register \( \mathcal{H} \) as \( \mathcal{H} = \mathcal{H}' \otimes \mathcal{H}'', \) where \( \mathcal{H}' = (\mathbb{C}^2)^{\otimes (n-k)} \) and \( \mathcal{H}'' = (\mathbb{C}^2)^{\otimes k} \). The Clifford projector \( P_U \) and the Clifford operator \( U \) both act on \( \mathcal{H} \), the projector \( |0^{n-k}\rangle \langle 0^{n-k}| \) acts on the first subregister \( \mathcal{H}' \), and the identity \( I_k \) acts on the second subregister \( \mathcal{H}'' \).

**Lemma 15** (Clifford estimator as transition probability). Let \( M \) and \( S \) be as in Theorem 7. Then, the normalized Clifford estimator \( p_U(M) = 2^{-k} \text{Tr}(P_U M) \) can be expressed as a transition probability

\[
p_U(M) = \|\langle 0^n | \otimes I_n \otimes I_k \rangle (S \otimes I_k) |\Psi_U\rangle\|^2, \tag{152}
\]

on the composite Hilbert space

\[\mathcal{A} \otimes \mathcal{H}' \otimes \mathcal{H}'' \otimes \mathcal{E}\] (153)

where \( |0^n\rangle \in \mathcal{A} \), \( \mathcal{E} = (\mathbb{C}^2)^{\otimes k} \) is a new ancilla register and the state \( |\Psi_U\rangle \) can be prepared with \( O(\text{poly}(n)) \) gates.

**Proof.** The unitary \( S \) acts on \( \mathcal{A} \otimes \mathcal{H}' \otimes \mathcal{H}'' \). The state \( |\Psi_U\rangle \) is defined as

\[|\Psi_U\rangle = (I_n \otimes U \otimes I_k) (|0^n\rangle \otimes |0^{n-k}\rangle \otimes |\Phi_k\rangle) \in \mathcal{A} \otimes \mathcal{H}' \otimes \mathcal{H}'' \otimes \mathcal{E}, \tag{154}\]

where \( |\Phi_k\rangle \) denotes the maximally entangled state

\[|\Phi_k\rangle = \frac{1}{\sqrt{2^k}} \sum_{x \in \{0,1\}^k} |x\rangle \otimes |x\rangle \in \mathcal{H}'' \otimes \mathcal{E}. \tag{155}\]

From the statement of Theorem 7, we see that

\[
(\langle 0^n | \otimes I_n \otimes I_k \rangle (S \otimes I_k) |\Psi_U\rangle = \langle (\langle 0^n | \otimes I_n \rangle S(I_n \otimes U) \otimes I_k) (|0^n\rangle \otimes |0^{n-k}\rangle \otimes |\Phi_k\rangle) = (AU \otimes I_k) (|0^{n-k}\rangle \otimes |\Phi_k\rangle) \tag{156}\]

since \( S \) block-encodes \( A \). Further

\[
\|AU|0^{n-k}\rangle \otimes |\Phi_k\rangle\|^2 = \langle (0^{n-k}) \otimes \langle \Phi_k | (U^\dagger A^\dagger AU \otimes I_k) (|0^{n-k}\rangle \otimes |\Phi_k\rangle) = 2^{-k} \text{Tr}(P_U M). \tag{157}\]

The cost of preparing the state \( |\Psi_U\rangle \) is \( O(\text{poly}(n)) \), which consists of both preparing the maximally entangled state \( |\Phi_k\rangle \) and implementing the Clifford unitary \( U \).

We are now ready to complete the proof of Theorem 7.

**Proof of Theorem 7.** The task is to estimate the normalized trace \( \tau(M) \) with relative error \( \epsilon_{\text{TR}} \). As explained in the discussion preceding Lemma 15, we use the normalized Clifford estimator \( p_U(M) \) to approximate \( \tau(M) \). Lemma 15 equates \( p_U(M) \) to the transition probability in Eq. (152). The algorithm uses quantum amplitude estimation to return an estimate \( \hat{p}_U(M) \) of the transition probability in Eq. (152) as the final output.

We first prove that our algorithm returns an accurate estimate. There are two independent sources of error: the Clifford compression and amplitude estimation.
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(i) For the normalized Clifford estimator \( p_U(M) \), we choose the parameters \( \epsilon_{CE} = \epsilon_{TR}/3 \) and \( \delta_{CE} = 1/8 \) so that the estimate \( p_U(M) \) for the normalized trace \( \tau(M) \) satisfies

\[
(1 - \epsilon_{CE}) \cdot \tau(M) \leq p_U(M) \leq (1 + \epsilon_{CE}) \cdot \tau(M)
\]

(159)

with probability at least \( 1 - \delta_{CE} = 7/8 \). To achieve this, it suffices to set

\[
k = O(\log(1/\epsilon_{TR})).
\]

(160)

(ii) For the amplitude estimation algorithm in [53, Theorem 3], we choose the parameters \( \epsilon_{AE} = \epsilon_{TR}/3 \) and \( \delta_{AE} = 1/8 \) to get an estimate \( \hat{p}_U(M) \) such that

\[
(1 - \epsilon_{AE}) \cdot p_U(M) < \hat{p}_U(M) < (1 + \epsilon_{AE}) \cdot p_U(M)
\]

(161)

holds with probability at least \( 1 - \delta_{AE} = 7/8 \).

The union bound implies that the probability that Clifford compression or amplitude estimation fails is at most \( \delta_{CE} + \delta_{AE} = 1/4 \). In the case that both succeed, we can bound the overall approximation error as follows

\[
|\hat{p}_U(M) - \tau(M)| \leq |\hat{p}_U(M) - p_U(M)| + |p_U(M) - \tau(M)|
\]

(162)

\[
\leq \epsilon_{AE} \cdot p_U(M) + \epsilon_{CE} \cdot \tau(M)
\]

(163)

\[
\leq \epsilon_{AE} \cdot (1 + \epsilon_{CE}) \cdot \tau(M) + \epsilon_{CE} \cdot \tau(M)
\]

(164)

\[
\leq \epsilon_{TR} \cdot \tau(M).
\]

(165)

This shows that the estimator \( \hat{p}_U(M) \) is correct within the desired relative precision with probability at least \( 3/4 \).

The time-complexity of this algorithm is essentially determined by that of amplitude estimation. From [53, Theorem 3], it follows that we need to use the unitary \( S \), its inverse \( S^\dagger \), and a quantum circuit that prepares \( |\Psi_U\rangle \) many times. The lower bound on \( p_U(M) \) in (159) implies that \( \frac{1}{2} \tau(M) \leq p_U(M) \) as \( \epsilon_{CE} < \frac{1}{2} \). Using this lower bound on \( p_U(M) \) in (166), and the fact that \( |\Psi_U\rangle \) can be prepared with \( O(\text{poly}(n)) \) gates, we see that the number of invocations of \( S \) and \( S^\dagger \), as well as the number of additional gates, is as stated. The total number of qubits used is then \( n + a + k \), where implementing \( S \) requires \( n + a \) qubits by definition, and \( k = O(\log(1/\epsilon_{TR})) \) from Eq. (160).

\[\square\]

5.2 Quantum partition function estimation

We now specialize the above results to the problem of estimating the partition function.

The operator \( M \) is now an imaginary-time evolution operator \( \exp(-\beta H) \) for a positive semi-definite Hamiltonian \( H \). Note that the lower bound \( 2^n e^{-\beta} \leq \text{Tr}(M) \) holds since the maximal eigenvalue of \( H \) is less or equal to 1. The Lemma below shows that there is quantum circuit which is an approximate block-encoding of \( A := \exp(-\beta H/2) \) up to a constant factor.
Lemma 16. Suppose $H$ is a Hamiltonian as in Eq. (144). For $\epsilon_{BE} \geq 0$, there exists an efficiently computable quantum circuit which is a $O(\log n)$-ancilla block-encoding of an operator $\tilde{A}$, such that
\[
\left\| \tilde{A} - \frac{1}{2} \exp(-\beta H/2) \right\| \leq \epsilon_{BE}.
\] (167)

The quantum circuit can be implemented with $O(\text{poly}(n)(\sqrt{\beta} + \log(1/\epsilon_{BE})))$ gates.

The proof requires us to introduce a couple of new ideas. At a high level, we use quantum eigenvalue transformation to implement an operation $\exp(-\beta H'/2)$, where $H'$ is an operator that acts as an “effective square root” of $H$.

Following Ref. [54], we define the operator $H'$ as
\[
H' = \sum_{l=1}^{L} \sqrt{\gamma_l} \Pi_l \otimes (|l\rangle\langle 0|_{a_1} + |0\rangle\langle l|_{a_1}),
\] (168)
where $\gamma_l$ and $\Pi_l$ are as in Eq. (144). This $H'$ is a Hamiltonian acting on a Hilbert space $\mathcal{H} \otimes \mathcal{A}_1$ where $\mathcal{A}_1 = \mathbb{C}^{L+1}$ and behaves like a square root of $H$ in the following sense:
\[
(I \otimes \langle 0|_{a_1}) (H'^{2k}) (I \otimes |0\rangle_{a_1}) = H^k \quad \text{for all } k \in \mathbb{N}.
\] (169)

A simple Taylor expansion then shows that
\[
(I \otimes \langle 0|_{a_1}) \left( e^{-\beta H'^2/2} \right) (I \otimes |0\rangle_{a_1}) = e^{-\beta H/2}.
\] (170)

The eigenvalue transformation methods of Ref. [40] require us to provide a unitary block-encoding of $H'$. Such a construction was shown in Ref. [22], which we briefly outline below for completeness. We define two new operators
\[
T = \left( I \otimes |0\rangle_{a_1} + \sum_{l=1}^{L} \Pi_l \otimes |l\rangle\langle l|_{a_1} \right),
\] (171)
\[
G |0\rangle_{a_1} = \sum_{l=1}^{L} \sqrt{\gamma_l} |l\rangle_{a_1}
\] (172)
where $G$ is unitary (recall that $\sum_l \gamma_l = 1$). It can be verified that
\[
H' = T (I \otimes G) (I \otimes |0\rangle\langle 0|_{a_1}) + (I \otimes |0\rangle\langle 0|_{a_1}) (I \otimes G^\dagger) T^\dagger.
\] (173)

The projectors $T$ and $I \otimes |0\rangle\langle 0|_{a_1}$ can be written as the sum of the identity and a reflection. Using these, we express $H'$ as a positive-weighted sum of at most $8 = 2^3$ unitaries, where the coefficients in the sum add up to 4. Standard techniques [55, Lemma 5] can be used to get a unitary block-encoding $W$ of $H'$ such that
\[
(I \otimes I_{a_1} \otimes \langle 0^\otimes 3|) W (I \otimes I_{a_1} \otimes |0^\otimes 3\rangle) = \frac{H'}{4}.
\] (174)
The unitary $W$ is thus a 3-ancilla block-encoding of $H'$ with sub-normalization factor 4. Moreover, $W$ can be implemented with a quantum circuit of size $O(\text{poly}(n))$. It follows from the results in Ref. [22] that if $0 \leq H \leq 1$, then $H'$ has spectrum in $[-1, 1]$.

We now discuss how to block-encode the operator $\exp(-\beta H'^2/2)$ using a general result from Ref. [40] which we restate below.

**Lemma 17** (Theorem 56 in [40]). Suppose that $W$ is an $a$-ancilla block-encoding of a Hermitian matrix $H$, $-1 \leq H \leq 1$ with sub-normalization factor $\alpha$. If $\varepsilon \geq 0$ and $Q \in \mathbb{R}[x]$ is a degree-$k$ polynomial satisfying $|Q(x)| \leq \frac{1}{2}$ for all $x \in [-1, 1]$. Then, there is a quantum circuit $\tilde{W}$ which is an $(a+2)$-ancilla block-encoding of an operator $A'$ with sub-normalization factor 1 such that

$$\|A' - Q(H/\alpha)\| \leq \varepsilon .$$

The quantum circuit $\tilde{W}$ consists of $k$ applications of $W$ and $W^\dagger$ gates, a single application of controlled-$W$ and $O((a+1)k)$ other one- and two-qubit gates, and its description can be computed with a classical computer in time $O(\text{poly}(k, \log(1/\varepsilon)))$.

We now have all the tools to prove Lemma 16.

**Proof of Lemma 16.** Let $S_{k'}(x)$ denote the truncated Taylor series of $\exp(-8\beta x^2)$ at order $k'$

$$S_{k'}(x) = \sum_{j=0}^{k'} \frac{(-8\beta)^j x^{2j}}{j!} .$$

Define

$$Q(x) = \frac{1}{2} S_{2k+1}(x)$$

for an integer $k$ to be specified shortly. Applying Lemma 14 with $x \to x^2$ and $b = 2\sqrt{2\beta}$, we see that choosing $k = \Theta(\sqrt{\beta} + \log(1/\varepsilon_{\text{BE}}))$ is sufficient to get

$$0 \leq \max_{x \in [-1, 1]} \left( \frac{1}{2} \exp(-8\beta x^2) - Q(x) \right) \leq \frac{\varepsilon_{\text{BE}}}{2} .$$

The first inequality holds because $Q(x)$ is obtained by truncating the Taylor series of the exponential at an odd-integer term. Since $\exp(-\beta H'^2/2) = \exp[-8\beta (H'/4)^2]$, it follows from Eq. (178) that

$$\|Q(H'/4) - \frac{1}{2} \exp(-\beta H'^2/2)\| \leq \frac{\varepsilon_{\text{BE}}}{2} .$$

Then, Eq. (178) and that $\max_{x \in [-1, 1]} |\exp(-8\beta x^2)| \leq 1$ imply $Q(x) \leq 1/2$, i.e., $Q(x)$ satisfies the conditions of Lemma 17. Recall that the unitary $W$ in Eq. (174) gives a 3-ancilla block-encoding of $H'$ with sub-normalization factor 4. We set $\varepsilon = \varepsilon_{\text{BE}}/2$ in Lemma 17 and obtain
the following: there is a quantum circuit \( \tilde{W} \) which is a 5-ancilla block-encoding of an operator \( A' \) such that
\[
\| A' - \frac{1}{2} \exp(-\beta H'^2/2) \| \leq \epsilon_{\text{BE}} .
\] (180)

Define \( \tilde{A} = (|0\rangle_{a_1} \otimes I) A' (|0\rangle_{a_1} \otimes I) \) where \( |0\rangle_{a_1} \) is a state of \( O(\log n) \) qubits. The above and Eq. (170) imply
\[
\| \tilde{A} - \frac{1}{2} \exp(-\beta H/2) \| \leq \epsilon_{\text{BE}} .
\] (181)

The quantum circuit \( \tilde{W} \) is then a \( O(\log n) \)-ancilla block-encoding of \( \tilde{A} \). Using Lemma 17 and the fact that the unitary block-encoding \( W \) of \( H' \) has a quantum circuit of size \( O(\text{poly}(n)) \), it follows that \( \tilde{W} \) can be implemented with \( O(\text{poly}(n)(\sqrt{\beta} + \log(1/\epsilon_{\text{BE}}))) \) gates.

Finally, we prove the main result of this section.

**Proof of Theorem 6.** Set \( \epsilon_{\text{TR}} = \epsilon/3 \). First, we use Lemma 16 with approximation error \( \epsilon_{\text{BE}} \leq \frac{e^{-\beta}}{2} \cdot \epsilon_{\text{TR}} \) to obtain a block-encoding \( \tilde{A} \) such that \( \| \tilde{A} - \exp(-\beta H/2) \| \leq \epsilon_{\text{BE}} \) using a number of gates that is
\[
O(\text{poly}(n)(\beta + \log(1/\epsilon))).
\] (182)

Second, we apply the quantum trace estimation algorithm in Theorem 7 to the positive semidefinite operator \( M = \tilde{A} \) and relative error \( \epsilon_{\text{TR}} \). Let \( \zeta \) denote the estimate of the normalized trace \( \tau(A) \) output by the quantum trace estimation. We obtain
\[
|\zeta - \tau(A)| \leq |\zeta - \tau(\tilde{A})| + |\tau(\tilde{A}) - \tau(A)| \leq \epsilon_{\text{TR}} \cdot \tau(A) + \epsilon_{\text{BE}}
\] (183)
\[
\leq \epsilon_{\text{TR}} \cdot (1 + \epsilon_{\text{TR}}) \cdot \tau(A) + \epsilon_{\text{TR}} \cdot \tau(\tilde{A})
\] (184)
\[
\leq 3 \cdot \epsilon_{\text{TR}} \cdot \tau(A)
\] (185)
\[
\leq \epsilon \cdot \tau(A)
\] (186)

Our choice of \( \epsilon_{\text{BE}} \) ensures \( \frac{1}{2} \tau(A) \leq \tau(\tilde{A}) \).

Therefore, the number of times the block encoding of \( \tilde{A} \) has to be invoked inside quantum trace estimation is \( O\left(1/(\epsilon \sqrt{\tau(A)})\right) \). Combining this with the cost of realizing the block encoding of \( \tilde{A} \) in Eq. (182) gives the overall running-time as in the theorem statement. The desired estimator for the partition function \( \mathcal{Z} \) is \( 2^{n+1} \zeta \).

For the qubit count, note that we need \( n \) qubits for the system Hamiltonian, and \( O(\log n) \) ancilla qubits to implement the unitary block-encoding of \( \tilde{A} \). Lastly, a further \( O(\log(1/\epsilon)) \) qubits are needed for quantum trace-estimation.

\( \square \)
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A Proof of Theorem 4

Let $Q_k \equiv (C^2)^\otimes k$ be the Hilbert space describing a $k$-qubit register. Suppose $U = U_T \cdots U_2 U_1$ is the verifier circuit acting on $Q_n \otimes Q_{n_a}$. For each $t \in \{0, 1, \ldots, T\}$ define a $T$-qubit clock state

$$|\hat{t}\rangle = |11\ldots10\ldots0\rangle_{T-t} \in Q_T.$$  (188)

The desired isometry $\text{hist} : Q_n \rightarrow Q_n \otimes Q_{n_a} \otimes Q_T$ is defined as

$$|\text{hist}(\psi)\rangle = \frac{1}{\sqrt{T+1}} \sum_{t=0}^{T} (U_t \cdots U_2 U_1 |\psi\rangle \otimes |0^{n_a}\rangle) \otimes |\hat{t}\rangle,$$  (189)

where $|\psi\rangle \in Q_n$ is an arbitrary state. Accordingly, we set $q(n) = n + n_a + T$. Let

$$S_{\text{hist}} = \text{span}(|\text{hist}(\psi)\rangle : |\psi\rangle \in Q_n)$$

be the image of this isometry. Below we write $\lambda(H)$ for the smallest eigenvalue of a Hamiltonian $H$. We write $H|S$ for the restriction of a Hamiltonian $H$ onto a subspace $S$. We shall use the following facts established by Kempe, Kitaev, and Regev [2].

**Lemma 18 (Projection Lemma [2]).** Suppose $G_1$ and $G_2$ are Hamiltonians acting on the same Hilbert space $H = S \oplus S^\perp$ such that $S$ is an eigenspace of $G_2$ with the zero eigenvalue and any eigenvector of $G_2$ in $S^\perp$ has the eigenvalue at least $J > 2\|G_1\|$. Then

$$\lambda(G_1 + G_2) \geq \lambda(G_1|S) - \frac{\|G_1\|^2}{J - 2\|G_1\|}.$$  (190)

**Lemma 19 (2-local history Hamiltonian [2]).** Suppose the verifier circuit $U$ consists of single-qubit and controlled-Z gates. For any $J \leq \text{poly}(n,T)$ there exists a 2-local Hamiltonian $H_{\text{hist}}$ acting on $Q_n \otimes Q_{n_a} \otimes Q_T$ such that $\langle \phi|H_{\text{hist}}|\phi\rangle = 0$ for all $|\phi\rangle \in S_{\text{hist}}$ and

$$\lambda(H_{\text{hist}} + H_{\text{out}}) \geq \lambda(H_{\text{out}}|S_{\text{hist}}) - \frac{1}{4}$$  (191)

for any hermitian operator $H_{\text{out}}$ with $\|H_{\text{out}}\| \leq J$.

(Although Lemma 19 is not explicitly stated in [2], it is a straightforward corollary of the proof of Lemma 3 thereof).

---

9Using the notations of Ref. [2], $H_{\text{hist}} = J_{\text{in}} H_{\text{in}} + J_1 H_{\text{prop1}} + J_2 H_{\text{prop2}} + J_{\text{clock}} H_{\text{clock}}$.  
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We shall choose a 2-local Hamiltonian satisfying conditions (i) and (ii) of Theorem 4 as
\[ H = H_{\text{hist}} + (T + 1)I \otimes |0\rangle \langle 0|_\text{out} \otimes |1\rangle_1 |1\rangle_T \]  
(192)
where \( H_{\text{hist}} \) is the Hamiltonian of Lemma 19 with the parameter \( J \) to be chosen later. The second term in \( H \) acts trivially on the witness register \( \mathcal{Q}_a \), the projector \(|0\rangle \langle 0|_\text{out} \) acts on the output qubit measured by the verifier, and the projector \(|1\rangle_1 |1\rangle_T \) acts on the last qubit of the clock register \( \mathcal{Q}_T \). Recall that the verifier accepts a witness if the measurement of the output qubit has outcome ‘1’. Thus the second term in \( H \) penalizes witness states rejected by the verifier. Since the second term in \( H \) is positive semidefinite, one has \( \langle \text{hist}(\psi)|H|\text{hist}(\psi)\rangle \geq \langle \text{hist}(\psi)|H_{\text{hist}}|\text{hist}(\psi)\rangle = 0 \) for all \(|\psi\rangle \in \mathcal{Q}_n \). Here the last equality follows from Lemma 19.

Let us verify condition (i) of Theorem 4. Suppose the verifier accepts a witness state \(|\psi\rangle \in \mathcal{Q}_n \) with the probability at least \( a \). Equivalently, \( \langle \psi|A|\psi\rangle \geq a \) where
\[ A = (I \otimes \langle 0^n_a |) U_1 |1\rangle_{\text{out}} U (I \otimes |0^n_a \rangle). \]
By Lemma 19,
\[ \langle \text{hist}(\psi)|H|\text{hist}(\psi)\rangle = (T + 1)\|\langle \text{hist}(\psi)|I \otimes |0\rangle_{\text{out}} \otimes |1\rangle_T\|^2 = \langle \psi|I - A|\psi\rangle \leq 1 - a. \]
Here we noted that the projector \(|1\rangle_1 |1\rangle_T \) acting on the clock register annihilates all clock states \(|\hat{t}\rangle \) with \( t < T \) and acts trivially on the clock state \(|\hat{T}\rangle \), see Eqs. (188,189). Thus \( H \) obeys condition (i).

Let us verify condition (ii) of Theorem 4. By assumption, we are given a subspace \( \mathcal{W} \subseteq \mathcal{Q}_n \) such that the verifier accepts any state \(|\psi\rangle \in \mathcal{W} \) with the probability at most \( b \). Equivalently, \( \langle \psi|A|\psi\rangle \leq b \) for all \(|\psi\rangle \in \mathcal{W} \). Consider a subspace
\[ \mathcal{R} = \text{hist}(\mathcal{W}^\perp) \subseteq \mathcal{Q}_n \otimes \mathcal{Q}_{na} \otimes \mathcal{Q}_T \]
and let \( \Pi_{\mathcal{R}} \) be the projector onto \( \mathcal{R} \). Choose the operator \( H_{\text{out}} \) in Lemma 19 as
\[ H_{\text{out}} = (T + 1)I \otimes |0\rangle \langle 0|_\text{out} \otimes |1\rangle_1 |1\rangle_T + 6\Pi_{\mathcal{R}}. \]
(193)
From Eqs. (188,189) one gets
\[ \langle \text{hist}(\psi)|H_{\text{out}}|\text{hist}(\phi)\rangle = \langle \psi|I - A + 6\Pi_{\mathcal{W}^\perp}|\phi\rangle \]
(194)
for all states \( \psi, \phi \in \mathcal{Q}_n \), where \( \Pi_{\mathcal{W}^\perp} \) is the projector onto \( \mathcal{W}^\perp \). Equivalently, \( H_{\text{out}}|S_{\text{hist}} = I - A + 6\Pi_{\mathcal{W}^\perp} \). Thus
\[ \lambda(H_{\text{out}}|S_{\text{hist}}) = \lambda(I - A + 6\Pi_{\mathcal{W}^\perp}). \]
Applying the Projection Lemma with \( G_1 = I - A, G_2 = 6\Pi_{\mathcal{W}^\perp}, \) and \( \mathcal{S} = \mathcal{W} \) one gets
\[ \lambda(H_{\text{out}}|S_{\text{hist}}) = \lambda(I - A + 6\Pi_{\mathcal{W}^\perp}) \geq \lambda((I - A)|\mathcal{W}) - \frac{1}{4}. \]
(195)
Here we noted that \( \|G_1\| \leq 1 \). Combining this and Eq. (191) of Lemma 19 gives
\[ \lambda(H_{\text{hist}} + H_{\text{out}}) \geq \lambda(H_{\text{out}}|S_{\text{hist}}) - \frac{1}{4} \geq \lambda((I - A)|\mathcal{W}) - \frac{1}{2} \geq \frac{1}{2} - b \]
if we choose the parameter \( J \) of Lemma 19 as \( J = \|H_{\text{out}}\| = (T + 1) + 6 = T + 7 \), see Eq. (193). Consider any normalized state \(|\phi\rangle \in \mathcal{R}^\perp \). By definition, \( \langle \phi|\Pi_{\mathcal{R}}|\phi\rangle = 0 \) and thus
\[ \langle \phi|H|\phi\rangle = \langle \phi|H_{\text{hist}} + H_{\text{out}}|\phi\rangle \geq \lambda(H_{\text{hist}} + H_{\text{out}}) \geq \frac{1}{2} - b. \]
(196)
Thus \( H \) satisfies condition (ii) of Theorem 4.
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