In this paper we investigate the asymptotic dynamics of inflationary cosmological models that are based in scalar-tensor theories of gravity. Our main aim is to explore the global structure of the phase space in the framework of single-field inflation models. For this purpose we make emphasis in the adequate choice of the variables of the phase space. Our results indicate that, although single-field inflation is generic in the sense that the corresponding critical point in the phase space exists for a wide class of potentials, along given phase space orbits – representing potential cosmic histories – the occurrence of the inflationary stage is rather dependent on the initial conditions. For the non-minimal coupling model with the $\phi^2$-potential, we have been able to give a rough estimate of the relative probability for initial conditions leading to slow-roll inflation: $10^{-13} \lesssim RP \ll 10^{-8} \%$. These bonds are greatly improved in the scalar-tensor models, including the Brans-Dicke theory, where the relative probability $RP \sim 50 \%$. Hence slow-roll inflation is indeed a natural stage of the cosmic expansion in Brans-Dicke models of inflation. We also clarify an issue with the emergence of the $\Lambda$CDM cosmological model from the Brans-Dicke theory. It is confirmed as well that the dynamics of vacuum Brans-Dicke theories with arbitrary potentials are non-chaotic.

I. INTRODUCTION

Due to its relative simplicity scalar fields represent a fruitful arena where to test several of the most relevant physical theories. These can be found in the low-energy limit of string theory which is equivalent to Brans-Dicke (BD) theory with the dilaton playing the role of the BD scalar field, as well as in models designed to explain the primordial inflation where the inflationary stage is driven by a self-interacting scalar field called as inflaton. Scalar fields may appear also as mediators of fundamental interactions as in the scalar-tensor theories (STT) of gravity where the gravitational interactions are mediated both by the metric and by a scalar field.

Of particular importance to understand several issues of standard cosmology such as flatness, horizon and monopole problems, is the inflationary paradigm. Single field inflation models are based on the possibility that a given scalar field $\phi$ – the inflaton – slowly rolls down its self-interaction potential $V(\phi)$. If the slow roll occurs (starts to be precise) in a regime of very high potential energy ($V \gg 1$), the resulting scenario is called as chaotic inflation. Multi-field inflation models represent an interesting alternative where two or several scalar fields may interact to produce the required amount of inflation. Hybrid inflation is, perhaps, the most successful model of the latter kind. No matter whether one deals with multi-field or single field inflation models, their common feature is the high complexity of the mathematical structure: Only through the slow-roll approximation one may retrieve some useful analytic information on the inflationary dynamics. Otherwise one has to rely either on the numeric investigation or on the application of the tools of the dynamical systems theory. The use of the dynamical systems is specially
useful when one deals with scalar-field cosmological models \cite{28-33}. By means of the dynamical systems tools one may obtain very useful information on the asymptotic dynamics of the mentioned cosmological models. The asymptotic dynamics is characterized by: i) attractor solutions to which the system evolves for a wide range of initial conditions, ii) saddle equilibrium configurations that attract the phase space orbits in one direction but repel them in another direction, iii) source critical points which may be pictured as past attractors, or iv) limit cycles, among others.

At this point we have to mention that there is some tension between the existence of true attractor behavior and the Liouville’s theorem \cite{34}. This result is correct only for Hamiltonian systems where the state space or phase space is spanned by ‘canonically’ conjugated variables.\footnote{We use the primes to mean that these are not really canonical variables.} Take, for instance, a self-interacting scalar field that is minimally coupled to gravity. The model is given by the action (throughout the paper we use the units where $8\pi G = M_{\text{Pl}}^{-2} = c = 1$),

$$S_{MC} = \int d^4x \sqrt{|g|} \left[ \frac{1}{2} R - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right],$$

where $R$ is the curvature scalar, $(\partial \phi)^2 \equiv g^{\mu\nu}\partial_\mu \phi \partial_\nu \phi$ and $V = V(\phi)$ is the self-interaction potential. In terms of homogeneous and isotropic Friedmann-Robertson-Walker (FRW) metric parametrized in the following way (we consider the case with flat spatial sections): $ds^2 = -dt^2 + e^{2\alpha(t)} \delta_{ij} dx^i dx^j$, where $\alpha(t)$ is the time-dependent scale factor, the above action can be written as:

$$S_{MC} = \int d^3x dt L_{MC}(\alpha, \dot{\alpha}, \phi, \dot{\phi}),$$

where the Lagrangian density,

$$L_{MC} = e^{3\alpha} \left[ -3\dot{\alpha}^2 + \frac{\dot{\phi}^2}{2} - V(\phi) \right],$$

and the overdot denotes derivative with respect to the cosmic time $t$. In this case one may introduce the following ‘canonically’ conjugated momenta:

$$\pi_\alpha = \frac{\partial L_{MC}}{\partial \dot{\alpha}} = -6e^{3\alpha} \dot{\alpha}, \quad \pi_\phi = \frac{\partial L_{MC}}{\partial \dot{\phi}} = e^{3\alpha} \dot{\phi},$$

and to write the 'Hamiltonian' for this system:

$$H_{MC} = \frac{e^{-3\alpha}}{12} \left[ -\pi_\alpha^2 + 6\pi_\phi^2 + 12e^{6\alpha} V \right].$$

The equations of motion are then written in the form of Hamilton’s equations:

$$\ddot{\pi}_\alpha = -\frac{\partial H_{MC}}{\partial \alpha}, \quad \dot{\alpha} = \frac{\partial H_{MC}}{\partial \pi_\alpha},$$

$$\ddot{\pi}_\phi = -\frac{\partial H_{MC}}{\partial \phi}, \quad \dot{\phi} = \frac{\partial H_{MC}}{\partial \pi_\phi},$$

or, written in detail:

$$\dot{\alpha} = -\frac{1}{6} e^{-3\alpha} \pi_\alpha, \quad \ddot{\pi}_\alpha = \frac{1}{4} e^{-3\alpha} \left[ -\pi_\alpha^2 + 6\pi_\phi^2 \right] - 3e^{3\alpha} V,$$

$$\dot{\phi} = e^{-3\alpha} \pi_\phi, \quad \ddot{\pi}_\phi = -e^{3\alpha} V.$$

where $V_\phi \equiv \partial V/\partial \phi$. These four ordinary differential equations (ODE) together with the Hamiltonian constrain $H_{MC} = 0$, amount to the well known cosmological equations:
\[
3\dot{\alpha}^2 = \frac{\dot{\phi}^2}{2} + V, \\
\ddot{\alpha} = -\frac{\dot{\phi}^2}{2}, \\
\ddot{\phi} + 3\dot{\alpha}\dot{\phi} = -V\phi.
\]

The phase space variables \(\alpha, \phi, \pi_\alpha\) and \(\pi_\phi\) are appealing because these allow to apply the Hamiltonian formalism to scalar-field cosmological models, so that one may endow the mathematical equations of the model with well-known physical meaning. However, scalar-field cosmological models admit in general more than one plausible set of phase space coordinates. In the above example, for instance, we may as well introduce the following dimensionless variables:

\[
2x = \frac{\dot{\phi}}{\sqrt{6}\alpha}, \quad y = \frac{V\phi}{\sqrt{V}},
\]

which are the phase space variables of certain two-dimensional (2D) state space. In terms of these new variables the cosmological equations (2) are traded by the following system of two ODE-s:

\[
\frac{dx}{d\alpha} = -\left(3x + \sqrt{\frac{3}{2}}y\right)(1 - x^2), \\
\frac{dy}{d\alpha} = \sqrt{6}xy^2(\Gamma - 1),
\]

where now the scale factor \(\alpha\) plays the role of 'time-ordering' variable or, simply, the time in the new state space and \(\Gamma \equiv VV_{\phi\phi}/V_\phi^2\). For a wide class of self-interaction potentials, depending of the concrete functional form of the potential \(V = V(\phi)\), the latter quantity is either a constant or it can be written as a function of the phase space variable \(y\): \(\Gamma = \Gamma(y)\). It can be shown, in particular, that \(\Gamma = 1\) for the exponential potential \(V \propto \exp(\sigma\phi)\), while for the quadratic potential \((V \propto \phi^2)\) \(\Gamma = 1/2\) (for the quartic potential \(V \propto \phi^4\), \(\Gamma = 3/4\)). For other potentials it can be a function instead. For the symmetry-breaking potential \(V = \lambda(\phi^2 - \mu^2)/4\), for instance:

\[
\Gamma = 4\left[3\phi_+^2(y) - \mu^2\right]/\phi_+^2(y) - \mu^2, \quad \phi_\pm(y) = \frac{2}{y}\left(1 \pm \sqrt{1 + \frac{\mu^2y^2}{4}}\right).
\]

In (4) we used the Friedmann constraint (first equation in (2)):

\[
\frac{V}{3\dot{\alpha}^2} = 1 - x^2,
\]

in order to eliminate the term with the potential from the equations.

Then we have – at least – two different dynamical systems that amount to different plausible phase space representations of the cosmological equations (2): i) a three-dimensional (3D) Hamiltonian dynamical system on the variables \(\alpha, \phi, \pi_\phi\),

\[
\dot{\alpha} = \mp \frac{e^{-3\alpha}}{6}\sqrt{6\pi_\phi^2} + 12e^{6\alpha}V, \\
\dot{\phi} = e^{-3\alpha}\pi_\phi, \\
\dot{\pi}_\phi = -e^{3\alpha}V, \\
\pi_\alpha = \pm \sqrt{6\pi_\phi^2} + 12e^{6\alpha}V,
\]

where the Hamiltonian constraint:

\[\pi_\alpha = \pm \sqrt{6\pi_\phi^2} + 12e^{6\alpha}V,\]

\[2\text{ Notice that due to our choice of units where } 8\pi G = M_{\text{Pl}}^{-2} = c = 1, \text{ the scalar field is a dimensionless quantity.}\]
has been explicitly considered in order to eliminate the variable $\pi_s$, and ii) the 2D non-Hamiltonian dynamical system on the variables $x, y$. In addition to the different dimensionality, the structure of the phase space is different in both cases so that these are not equivalent. Actually, the only critical point of \[3\] is the attractor point corresponding to a static universe ($\alpha = \alpha_0 = \text{const.}$) with the scalar field sitting on a extremum of $V$ where the potential vanishes. I. e., in this equilibrium configuration the scalar field has vanishing energy since both its kinetic energy $\propto \dot{\phi}^2$, and its potential energy density $V$, vanish. Meanwhile, in the general case without specifying the functional form of the potential $V$, the dynamical system \[3\] has three critical points, $P_i: (x_i, y_i)$, that are associated with non-trivial cosmological evolution,\footnote{For both choices of phase space variables the mentioned equilibrium points do not exhaust the whole phase space structure since there can be critical points that are located at infinities. However, for the purposes of the present discussion it is not necessary to take into account the whole phase space structure.} the stiff-matter solutions,
\[
P_{\text{stiff}}: (\pm 1, 0) \Rightarrow 3\dot{\alpha}^2 = \frac{1}{2} \dot{\phi}^2 \Rightarrow \alpha(t) = \mp \frac{\phi(t)}{\sqrt{6}} + C_0,
\]
where $C_0$ is an arbitrary integration constant, and 2) de Sitter expansion,
\[
P_{\text{DS}}: (0, 0) \Rightarrow \dot{\alpha} = \sqrt{\frac{V_0}{3}} \Rightarrow \alpha(t) = \sqrt{\frac{V_0}{3}} t + C_0,
\]
where $C_0$ and $V_0$ are constants. This means that there is a clear difference between the above choices of the phase space variables. The dimensionality of the phase space, which is different for the above choices, plays a fundamental role in particular in the search for chaotic behavior. Recall that, based on the Poincaré-Bendixson theorem \[34\], it can be concluded that chaos may arise only in phase spaces with dimension higher than two. Hence, an adequate choice of the phase space variables is of particular importance in the discussion about possible chaotic behavior in scalar-field cosmological models \[40–43\].

Given that the choice of variables in \[3\] leads to trivial static space solution and that, besides, due to Liouville’s theorem the true attractor character of the solution is unclear \[34\], in the present paper, as in most papers on the study of scalar-field cosmological models \[1, 28–33\], we choose variables of the phase space that do not lead to Hamiltonian dynamics, so that we do not have to care about Liouville’s theorem. What one really should care about are those variables that: i) are dimensionless so that the results of the analysis do not depend on the chosen units, ii) span the phase space with the lowest dimensionality, and iii) are able to cover the whole phase space.

The aim of the present paper is twofold. On one hand, there is a widespread belief that on the basis of the dynamical systems analysis it may be concluded that inflation is a fairly general property of solutions of scalar-field models \[25, 26\]. Such a conclusion may be correct if the inflationary behavior can be associated with attractor critical points in the phase space so that, no matter what initial conditions to choose, the corresponding phase space orbit, representing plausible cosmological dynamics, are attracted towards the inflationary point. However, due to the unclear identification of those critical points that may be associated with inflationary behavior in the bibliography (see, for instance, the discussion in \[24\]), it is interesting to revise the mentioned result. On the other hand, despite of the widespread use of the dynamical systems tools in cosmology \[1, 25, 33\], there are few published studies where the inflationary dynamics are correlated with equilibrium points in some phase space. In this regard, here we want to explore the global phase space dynamics of single-field scalar-tensor models of inflation, with emphasis in the search for critical points that may be correlated with the inflationary dynamics. We shall focus in scalar-tensor theories of gravity that are based in the following action:\footnote{Notice that under the innocuous scalar field redefinition $\phi \rightarrow \varphi : \phi = h(\varphi)$, the gravitational piece of the above action can be recast into the alternative form:
\[
S = \frac{1}{2} \int d^4x \sqrt{-\tilde{g}} \left[ F(\varphi)R - \omega(\varphi)(\partial \varphi)^2 - 2V(\varphi) \right],
\]
where $\omega(\varphi) \equiv h^2(\varphi)$.}
\[
S = \frac{1}{2} \int d^4x \sqrt{-g} \left[ FR - (\partial \phi)^2 - 2V + 2\mathcal{L}_m \right],
\]
\[ F G_{\mu \nu} = T_{\mu \nu}^{(m)} + \partial \mu \phi \partial \nu \phi - \frac{1}{2} g_{\mu \nu} (\partial \phi)^2 - g_{\mu \nu} V + F_{\phi \phi} \left[ \partial \mu \phi \partial \nu \phi - g_{\mu \nu} (\partial \phi)^2 \right] + F_{\phi} \left( \nabla_{\mu} \nabla_{\nu} \phi - g_{\mu \nu} \nabla^2 \phi \right), \]
\[
\nabla^2 \phi + \frac{F_{\phi}(1 + 3F_{\phi \phi})}{2F + 3F_{\phi}^2} (\partial \phi)^2 = \frac{F_{\phi} T_{\mu \nu}^{(m)}}{2F + 3F_{\phi}^2} + \frac{2F V_{\phi} - 4F_{\phi} V}{2F + 3F_{\phi}^2}, \tag{8}
\]

where \( T_{\mu \nu}^{(m)} = -2\delta (\sqrt{-g} L_m) / \delta g^{\mu \nu} \) is the stress-energy tensor of matter, \( T_{\mu \nu} = g^{\mu \nu} T_{\mu \nu}^{(m)} \) its trace and \( \nabla^2 \equiv g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \). Besides, we are using the following notation: \( X_\phi \equiv \partial X / \partial \phi, \ X_{\phi \phi} \equiv \partial^2 X / \partial \phi^2 \), etc.

We have organized the paper in the following way. In section II we make a detailed revision of the dynamical systems study of FRW cosmological models of a massive scalar field. No matter how simple the model seems, the existing papers did not succeed in identifying any actual critical points that may be associated with inflationary dynamics. In this section, through using appropriate variables of the phase space, we identify the critical points that are quite independent of the coupling function \( F(\phi) \) and of the potential \( V(\phi) \). Among these we identify points that belong in a critical manifold that corresponds to the slow-roll inflation. Then we focus in particular coupling functions, as the one for non-minimal coupling (NMC) theories: \( F = 1 - \epsilon \phi^2 \), in section IV and for Brans-Dicke theory: \( F = \epsilon \phi^2 \), in section V. The results of the present study are discussed in detail in section VI. In this section we focus in three interesting issues to which the results of the present investigation contribute: i) the question on how natural primordial inflation really is in what regards to the required initial conditions, ii) the issue on the emergence of the \( \Lambda \text{CDM} \) cosmological model from BD theory and iii) the possibility of chaotic behavior of the scalar field dynamics in the phase space. In section VII concluding remarks are given.

II. DYNAMICAL SYSTEMS STUDY OF \( \phi^2 \)-INFLATION

In this section we shall revise the dynamical systems study of FRW cosmological models with a minimally coupled massive scalar field also known as \( \phi^2 \)-inflation \[25, 26\]. The action of the model is given by:

\[ S = \frac{1}{2} \int d^4x \sqrt{|g|} \left[ R - (\partial \phi)^2 - m^2 \phi^2 \right], \tag{9} \]

where \( m \) is the mass of the scalar (inflaton) field. In an FRW spacetime with flat spatial sections, whose line element is given by:\[5\]

\[ ds^2 = -dt^2 + a^2(t) \delta_{ik} dx^i dx^k, \tag{10} \]

the equations of motion read:

\[ H^2 = \frac{1}{6} \left( \dot{\phi}^2 + m^2 \phi^2 \right), \]
\[ \dot{H} = -\frac{1}{2} \dot{\phi}^2, \]
\[ \ddot{\phi} = -3H \dot{\phi} - m^2 \phi. \tag{11} \]

The slow-roll conditions that are necessary for early inflation to occur, amount to \[19, 21\]:

\[ |\ddot{\phi}| \ll H |\dot{\phi}|, \quad \dot{\phi}^2 \ll V. \tag{12} \]

From the dynamical systems perspective this model have been studied for the first time in \[27\] and since then similar qualitative studies have been performed \[20\]. In the pioneering work \[25\] the authors chose a mix of dimensionful

---

[5] Here and for the rest of the paper we use a different parametrization for the metric than the one in the introductory part.
FIG. 1: Phase portrait of the dynamical system (15) for the positive and negative branches (left and right hand panels respectively). The small circles enclose the critical points $P_i : (x_i, z_i)$ of the dynamical system, but for the diamond that encloses the top center saddle critical point $P_{inf} : (0, 1)$, which is the one associated with primordial inflation. The thick dash-dot curves correspond to the slow-roll condition (16): $z_{\pm} = \sqrt{1 - x^2}/(\sqrt{1 - x^2} \pm 3x)$. These joint the inflationary saddle point $P_{inf}$ with the future attractor: either the stiff matter solution $(-1, 0)$ in the left hand panel, or $(1, 0)$ in the right hand panel. The slow-roll conditions (16) and (17) are jointly satisfied in the neighborhood of the inflationary point. The thick solid circle that encloses the diamond represents a $\rho$-ball around the slow-roll inflation point. The ball of radius $\rho$ is reached by those orbits that stay enough time in the neighborhood of the de Sitter point as to produce the required amount of inflation.

and dimensionless variables: $\tilde{x} = \phi/3m$, $\tilde{y} = \dot{\phi}/3$ and $\tilde{z} = H/m$. Their analysis did not reveal inflationary attractor solutions but rather asymptotic inflationary behavior at $t \to -\infty$ that is associated with unstable critical points. In the following set of dimensionless variables,

$$\dot{x} = \frac{\dot{\phi}}{\sqrt{6}H}, \quad \dot{y} = \frac{m\dot{\phi}}{\sqrt{6}H}, \quad \dot{z} = \frac{m}{H},$$

was used. The authors of this work took the projection of the phase space into the $\dot{x}\dot{y}$-plane as the meaningful space where to look for inflationary behavior and regarded the variable $\tilde{z}$ as a 'control parameter'. In that paper, as in the former [25], it was not possible to find actual critical points that could be associated with the inflationary dynamics. Despite of the lack of success in the identification of equilibrium states in the phase space that could be associated with inflationary dynamics, the authors of [25] came to the conclusion that the inflationary stage is a fairly general property of the massive scalar field model. Here we want to revise this result by correctly identifying critical points that represent slow-rolling inflationary behavior.

The first step is to identify appropriate variables of some state space. If introduce the following dimensionless and bounded variables:

$$x = \frac{\dot{\phi}}{\sqrt{6}H}, \quad y = \frac{m\dot{\phi}}{\sqrt{6}H}, \quad z = \frac{H}{H + m},$$

where, due to the Friedmann constraint

---

6 The authors of REF. [26] themselves recognize that, what they called as scalar-field dominated critical points, were not fixed points in the strict sense since these depended on the third phase space coordinate $\tilde{z}$.

7 There are divided opinions on whether or not single-field inflation arises naturally [3, 14, 18].
\[ x^2 + y^2 = 1 \Rightarrow y = \pm \sqrt{1 - x^2}, \] (14)

one of the above variables is not independent from the others, the two-dimensional dynamical system corresponding to the cosmological equations (11) is given by the following pair of ordinary differential equations on the independent variables \( x, z \):

\[
\begin{align*}
x'_{\pm} &= \sqrt{1 - x^2} \left[ -3x\sqrt{1 - x^2} \mp (1 - z) \right], \\
z' &= -3x^2 z^2 (1 - z),
\end{align*}
\] (15)

where the comma denotes derivative with respect to the time variable \( \tau = mt + \ln a \), and the ‘\( \mp \)’ signs account for two branches of the dynamical system. Our variables \( x, z \) are bounded so that the global asymptotic dynamics of the \( \phi^2 \)-inflation model is contained within the rectangle: \( \Psi = \{(x, z)| -1 \leq x \leq 1, 0 \leq z \leq 1\} \). This means that we do not have to apply the procedure based on the projection of points at infinity onto the equator of the Poincaré sphere, as in [25] (see also [32, 49]).

It will be useful to write the slow-roll conditions (12) in terms of the phase space variables (13):

\[
|\ddot{\phi}| \ll H|\dot{\phi}| \rightarrow 3H\dot{\phi} \simeq -m^2 \phi \rightarrow z_{\pm} \simeq \frac{\sqrt{1 - x^2}}{\sqrt{1 - x^2} \pm 3x},
\] (16)

and

\[
\dot{\phi}^2 \ll V \rightarrow 3H^2 \simeq \frac{1}{2} m^2 \phi^2 \rightarrow y^2 \simeq 1 \rightarrow x \simeq 0.
\] (17)

The first of the slow-roll conditions above is represented by an epsilon-neighborhood around the curves \( z_{\pm} = z_{\pm}(x) \), while the second one is depicted by the epsilon-neighborhood of the point \( x = 0 \). Notice that both slow-roll conditions coincide in the epsilon-neighborhood of the phase space point \((x, z) = (0, 1)\).

The critical points \( P_i : (x_i, z_i) \) of the dynamical system (15) – positive branch pictured in left-hand panel of FIG. 1 – are:

- Four stiff-matter equilibrium points: the past attractors \((\pm 1, 1)\), the saddle point \((1, 0)\) and the future attractor \((-1, 0)\). The latter points are associated with a static universe \((H = 0)\), while the former ones correspond to \( H \gg m \). All of these critical points correspond to stiff matter solutions since \( x = \pm 1 \Rightarrow 3H^2 = \dot{\phi}^2/2 \).
- The saddle point corresponding to primordial de Sitter inflation, \( P_{dS} : (0, 1) \). In this case \( x \rightarrow 0 \Rightarrow \phi \approx \phi_0 = \text{const.}, \) i. e.,

\[
H \approx H_0 = \frac{m\phi_0}{\sqrt{6}}.
\]

The condition \( z = 1 \) implies either the formal limit \( m \rightarrow 0 \) – massless scalar field – or \( H \gg m \) which, in turn, may be associated with large values \( \phi_0 \gg 1 \). Therefore, the de Sitter equilibrium configuration \( P_{dS} \) is attained at large field values, far from the minimum of the potential.

The negative branch of the dynamical system (right-hand panel of FIG. 1) has the same equilibrium points. The only difference is in the stability properties of the points \((\pm 1, 0)\). In this case \((-1, 0)\) is a saddle while \((1, 0)\) is the future attractor.

Unlike former works [25, 26], here we have been able to find the critical point \( P_{dS} \) that is associated with inflationary behavior. This equilibrium state is easily recognizable since, as seen from FIG. 1 the slow-roll conditions (17):

\[
x \approx 0, \quad z_{\pm} = \frac{\sqrt{1 - x^2}}{\sqrt{1 - x^2} \pm 3x} \approx 1,
\]

are jointly met, precisely, at the inflationary de Sitter point \((0, 1)\) – enclosed within the small diamond in the figure. From the phase portrait it is seen, also, that all of the phase plane orbits emerge from either of the stiff-matter past attractors \((-1, 1)\) or \((1, 1)\). The fact that the inflationary equilibrium state is a saddle critical point instead of an
attractor entails that: i) inflation in this model is not as generic as concluded, for instance, in REF. [25] and ii) inflation is a transient stage of the cosmic evolution so that exit from inflation is a natural phenomenon. The fact that the attractor solution is the stiff-matter point \( H = -\dot{\phi}\sqrt{\Omega} \), with \( H \approx 0 \) means that the end-point of the expansion is a static universe. This is due of course to the fact that the present model is not designed to describe the late-time dynamics of our universe. In the following subsection we shall modify the model by including a cosmological constant term and we shall look for the corresponding modification of the late-time dynamics.

It is seen that our variables [13] do not differ too much from the variables of [26]: \( x = \hat{x}, y = \hat{y}, z = 1/(1 + \hat{z}) \). Then, why the authors of that reference did not find the correct critical point that is associated with the inflationary behavior? The major difference of our study is in the correct identification of the independent variables that span the physically meaningful 2D phase space: the variables \( x, z \), instead of \( \hat{x}, \hat{y} \) that are actually dependent of each other due to the Friedmann constraint: \( \hat{x}^2 + \hat{y}^2 = 1 \). In terms of the variables \( \hat{x}, \hat{y}, \hat{z} \), the dynamical system corresponding to the cosmological equations [2] reads (equations (5a), (5b) and (5c) of [26]):

\[
\begin{align*}
\dot{x}' &= -3\hat{x}(1 - \hat{x}^2) - \hat{y}\hat{z}, \\
\dot{y}' &= 3\hat{x}^2\hat{y} + \hat{x}\hat{z}, \\
\dot{z}' &= 3\hat{x}^2\hat{z},
\end{align*}
\] (18)

where the comma is for derivative with respect to the number of e-foldings \( N = \ln a \). Notice that if in the first and second equations above we substitute the Friedmann constraint \( \hat{y} = \pm \sqrt{1 - \hat{x}^2} \), where

\[
\dot{y}' = -\frac{\hat{x}\hat{x}'}{\sqrt{1 - \hat{x}^2}},
\]

we obtain one and the same equation, so that only one of them is an independent ordinary differential equation. Let us to choose the first one. Then we are left with the following 2D dynamical system:

\[
\begin{align*}
\dot{x}' &= -3\hat{x}(1 - \hat{x}^2) \pm \hat{z}\sqrt{1 - \hat{x}^2}, \\
\dot{z}' &= 3\hat{x}^2\hat{z},
\end{align*}
\] (19)

where the ‘±’ signs account for two possible branches as in [15]. This is the physically meaningful dynamical system and the phase space where to look for the critical points of (19) is the semi-infinite plane \( \Psi = \{(\dot{x}, \dot{z})| -1 \leq \dot{x} \leq 1, 0 \leq \dot{z} < \infty \} \). In this regard it is not difficult to see that the choice of the phase plane \( \Psi_* = \{(\dot{x}, \dot{y})| -1 \leq \dot{x} \leq 1, 0 \leq \dot{y} \leq 1, \dot{x}^2 + \dot{y}^2 = 1 \} \) in [26] as the physically meaningful region where to look for critical points, is an illusion since, due to the Friedmann constraint \( \Psi_* \) is not a phase plane but a unit circle on the plane \( \dot{x}\dot{y} \). There are three critical points of the dynamical system [10] in the phase plane \( \Psi \): i) the stiff-matter source points \((\dot{x}, \dot{z}) = (\pm1, 0)\) and ii) the inflationary saddle point at the origin \((0, 0)\). Other two stiff-matter critical points are located at \( \dot{z} \to \infty \), so that projection of points at infinity onto the equator of the Poincaré sphere is required in order to complement the investigation in the \( \dot{x}\dot{z} \)-plane. The critical point at the origin \((0, 0)\) in the \( \dot{x}, \dot{z} \)-coordinates is equivalent to our \( P_{\text{DS}} : (0, 1) \) above in terms of \( x, z \), so that it is in fact the inflationary critical point the authors of [25, 26] were searching for.

### A. \( \phi^2 \)-inflation plus a cosmological constant

If in the action [9] add a Lagrangian piece corresponding to a cosmological constant term: \( 2\Lambda \), then the dynamical system corresponding to [11] is the following 3D system of autonomous ODE-s:

\[
\begin{align*}
x' &= -3x(1 - x^2)z - y(1 - z), \\
y' &= x(1 + 3xyz - z), \\
z' &= -3x^2z^2(1 - z),
\end{align*}
\] (20)

where, as above, the comma denotes derivative with respect to the number of e-foldings \( N = \ln a \), and the constraint \( x^2 + y^2 = 1 \) has been replaced by the modified Friedmann constraint:

\[
\Omega_A = 1 - x^2 - y^2,
\] (21)
FIG. 2: Phase portrait of the dynamical system (20). The different views from the directions \((\theta, \varphi, \psi) = (-130, 75, -5)\) and \((-45, 75, -5)\) are shown. The small circles enclose the critical points \(P_i : (x_i, y_i, z_i)\) of the dynamical system but for the inflationary saddle point \(P_{\text{inf}} : (0, 1, 1)\), which is enclosed by the diamond. The dash-dot straight line \(P_{\text{ds}} : (0, 0, z)\) represents the de Sitter attractor manifold. The gridded surface corresponds to the slow-roll condition (16): \(z = \sqrt{1 - x^2 / (\sqrt{1 - x^2} - 3)}\). The region in the phase portrait where the slow-roll conditions (16) and (17) are jointly satisfied corresponds to that small neighborhood of the inflationary point \(P_{\text{inf}}\) that lies on the gridded surface.

with \(\Omega_\Lambda = \Lambda / 3H^2\) – the dimensionless energy density of the cosmological constant \((\Omega_\Lambda \geq 0)\).

The physically meaningful phase space where to search for critical points of (20) is the cylinder:

\[
\Psi_\Lambda = \{(x, y, z) \mid -1 \leq x \leq 1, -1 \leq y \leq 1, x^2 + y^2 \leq 1, 0 \leq z \leq 1\}.
\]

The critical points \(P_i : (x_i, y_i, z_i)\) of (20) in \(\Psi_\Lambda\) are listed below (see FIG. 2).

- **De Sitter attractor manifold** \(P_{\text{ds}} : (0, 0, z)\), for which \(\Omega_\Lambda = 1, q = -1\) and
  \[
  \lambda = \left\{0, -\frac{3}{2}z \pm \frac{1}{2}\sqrt{5z^2 + 8z - 4}\right\}.
  \]
  The vanishing eigenvalue of the linearization matrix is associated with the eigenvector along the \(z\)-direction, i.e., along the critical manifold.

- **Stiff-matter solutions** \(P_{\text{sm}}^\pm : (\pm 1, 0, 1)\), with \(q = 2, \lambda = \{6, 3, 3\}\), represent isolated source critical points (past attractors).

- **Slow-roll inflation solution** \(P_{\text{inf}} : (0, 1, 1)\) \(\Rightarrow\) \(\Omega_\Lambda = 0\), with \(q = -1, \lambda = \{0, 0, 3\}\). Given that two of the eigenvalues of the linearization matrix are vanishing, nothing can be said about the stability of this critical point. The numeric computations show that this is in fact an isolated saddle point.

Then, as expected, the addition of a cosmological term modified the late-time dynamics by replacing the stiff-matter (quasi-static) attractor in the classical vacuum case with the de Sitter attractor associated with the energy density of the quantum vacuum, i.e., the cosmological constant \(\Lambda\). In this case two inflationary stages coexist together: the slow-roll (primordial) inflation stage associated with the saddle de Sitter point \(P_{\text{inf}}\) and the late-time inflation states at the attractor manifold \(P_{\text{ds}}\).
B. Arbitrary potentials

For arbitrary potentials the cosmological equations read:

\[ 3H^2 = \frac{\dot{\phi}^2}{2} + V(\phi), \]
\[ \dot{H} = -\frac{1}{2} \frac{\dot{\phi}^2}{\phi}, \]
\[ \ddot{\phi} = -3H \dot{\phi} - V(\phi). \] (22)

In this case it is convenient to introduce the following phase space variables:

\[ x = \frac{\dot{\phi}}{\sqrt{6}H}, \quad y = \frac{\sqrt{V}}{\sqrt{3}H}, \quad v = \frac{V_\phi}{V}. \] (23)

In terms of these variables the Friedmann constraint looks the same as above: \( x^2 + y^2 = 1 \), so that only one of these variables is an independent phase space variable. We choose \( x \). The cosmological equations (22) are traded by the following 2D dynamical system:

\[ x' = -\sqrt{\frac{3}{2}} (1 - x^2)(\sqrt{6}x + v), \]
\[ v' = \sqrt{\frac{6}{\alpha}} x v^2, \] (24)

where \( \alpha = \Gamma_V - 1 \) with \( \Gamma_V = VV_\phi/V_\phi^2 \). The slow-roll conditions (12) amount to:

\[ \left| \frac{\dot{H}}{H^2} \right| \ll 1 \Rightarrow 3x^2 \ll 1 \Rightarrow x^2 \approx 0, \quad \frac{\dot{\phi}}{H \phi} \ll 1 \Rightarrow v \approx -\frac{\sqrt{6}x}{1 - x^2} \rightarrow 0. \] (25)

These conditions are jointly satisfied at the origin \((x, v) = (0, 0)\), where \( \phi \rightarrow \phi_0 \) - a constant, and \( v \rightarrow 0 \), i.e., \( V_\phi/V \rightarrow 0 \). The corresponding critical point \( P_{\text{inf}} : (0, 0) \) is the one to be associated with the slow-rolling inflationary dynamics: \( H = H_0 = \sqrt{V/3} \). The bond \( v \approx 0 \) restricts the kind of potentials that drive the inflationary stage. The exponential potential \( V = V_0 \exp(\sigma \phi) \), for instance, does not lead to slow-roll inflation since, in this case:

\[ v = \frac{V_\phi}{V} = \sigma, \]

so that the critical point \( P_{\text{inf}} \) exists only if \( \sigma \rightarrow 0 \), i.e., for the constant potential or at large field values for the exponential potential with a very flat tail.

In general the slow-roll inflationary critical point \( P_{\text{inf}} \) exists for potentials with extrema such that the potential is non-vanishing (at least) at one of the extrema and/or at very large field values far from the extrema. Take, for instance, the symmetry-breaking type of potential

\[ V(\phi) = \frac{\lambda}{4} (\phi^2 - \mu^2)^2, \]

where \( \lambda \) is a dimensionless constant and \( \mu \) is the mass parameter. In this case,

\[ v = \frac{4\phi}{\phi^2 - \mu^2}, \]

so that, \( v \rightarrow 0 \), implies either that \( \phi = 0 \), where the potential is a local maximum, \( V_{\text{max}} = V(0) = \lambda \mu^4/4 \), or that the critical point is approached at very large field values, \( \phi \gg \mu \), where

\[ V(\phi) = \frac{\lambda}{4} (\phi^2 - \mu^2)^2 \rightarrow \frac{\lambda}{4} \phi^4. \]
Another very interesting choice corresponds to the power-law type of potentials: \( V(\phi) = V_0 \phi^{2n} \), where \( n \) is a real number. In this case:

\[
v = \frac{2n}{\phi} \to 0,
\]

so that slow-roll inflation occurs at very large field values \( \phi \gg 2n \). Hence, in general, the critical point associated with slow-roll inflation is approached if initial conditions are given at very large field values, so that what we have is a chaotic inflationary scenario.

We want to conclude this section by noting that the quadratic potential, that is usually associated with the massive scalar model, is not the only one that leads to slow-roll inflation in the framework of minimally coupled scalar field models. As a matter of fact any potential of the power-law type (positive power) leads to the existence of the slow-roll inflationary critical point \( P_{\text{inf}} \). The same is true for the symmetry-breaking type of potential. The distinctive feature in these cases is that the slow-roll inflation occurs at large field values so that \( P_{\text{inf}} \) can be associated with chaotic inflation. In other words, in the framework of single-field inflationary models where the scalar field is minimally coupled, chaotic inflation is quite generic in the sense that it is attained for a large class of potentials.

### III. SCALAR-TENSOR THEORIES OF GRAVITY IN THE PHASE SPACE

In terms of the FRW metric the motion equations (8) for scalar-tensor theories can be written in the following way:

\[
3F H^2 = \frac{\dot{\phi}^2}{2} + V - 3F_\phi H \dot{\phi} + \rho_m, \\
-2FH = (1 + F_{\phi\phi}) \dot{\phi}^2 + F_\phi \left( \frac{\dot{\phi}}{H} \right) + p_m + \rho_m, \\
\ddot{\phi} + 3H \dot{\phi} + \frac{F_\phi (1 + 3F_{\phi\phi})}{2F + 3F_\phi^2} \dot{\phi}^2 = \frac{4F_\phi V - 2F V_\phi}{2F + 3F_\phi^2} + \frac{F_\phi (\rho_m - 3p_m)}{2F + 3F_\phi^2},
\]

where the overdot means derivative with respect to the cosmic time \( t \), while \( \rho_m \) and \( p_m \) are the energy density and barotropic pressure of matter, respectively. The following slow-roll parameters can be defined \cite{50}:

\[
\xi_1 := -\frac{\dot{H}}{H^2}, \quad \xi_2 := \frac{\ddot{\phi}}{H \dot{\phi}}, \quad \xi_3 := \frac{F_\phi \dot{\phi}}{2FH}, \quad \xi_4 := \frac{E_{\phi\phi}}{2EH},
\]

with \( \xi_i \ll 1 \) and \( \xi_4 \approx 0 \) during inflation. Here, the quantity \( E \) is defined as \( E := (2F + 3F_\phi^2)/2 \).

In what follows we shall focus in the search for inflationary behavior, therefore we shall omit the matter contribution.

#### A. Dynamical System

As it has been explained above, in general one can trade the very complex system of second order equations (26) by a system of autonomous ordinary differential equations through choosing adequate variables of some state space. Let us start by choosing the following phase space variables:

\[
x \equiv \frac{\dot{\phi}}{\sqrt{6FH}}, \quad y \equiv \frac{F_\phi}{\sqrt{F}}, \quad z \equiv \frac{V_\phi \sqrt{F}}{V}.
\]

In terms of these variables the Friedmann equation in (26) can be written as the following constraint:

\[
\tilde{\Omega}_V \equiv \frac{V}{3H^2F} = 1 + \sqrt{6}xy - x^2.
\]

This constraint can be used to remove terms with the potential \( V \) from further equations. The equations (26) can be traded by the following dynamical system on the variables \( x, y \) and \( z \):

\[
\ddot{x} + 3H \dot{x} = \frac{4F_\phi V - 2F V_\phi}{2F + 3F_\phi^2} + \frac{F_\phi (\rho_m - 3p_m)}{2F + 3F_\phi^2},
\]

\[
\ddot{y} + 3H \dot{y} = \frac{F_\phi \left( \frac{\dot{\phi}}{H} \right)}{2F + 3F_\phi^2} - \frac{4F_\phi V - 2F V_\phi}{2F + 3F_\phi^2} \frac{\dot{\phi}^2}{2F + 3F_\phi^2} + \frac{F_\phi (\rho_m - 3p_m)}{2F + 3F_\phi^2} \frac{\dot{\phi}^2}{2F + 3F_\phi^2}
\]
\[ x' = \frac{\ddot{\phi}}{\sqrt{6} F H^2} - \sqrt{\frac{3}{2}} y - \frac{\dot{H}}{H^2}, \]
\[ y' = \sqrt{\frac{3}{2}} xy^2 (2 \Gamma_F - 1), \]
\[ z' = \sqrt{\frac{3}{2}} xz [y + 2 z (\Gamma_V - 1)], \]

(30)

where the prime denotes derivative with respect to the number of e-foldings \( N = \ln a, \Gamma_X \equiv XX / X^2 \phi, \) and
\[ \ddot{\phi} = -3 x \left[ 2 + \sqrt{6} xy (1 + y^2 \Gamma_F) - y^2 \right] + \sqrt{6} (2 y - z \Omega_V), \]
\[ \dot{H} / H^2 = \frac{\sqrt{6} x \left[ 4 y - \sqrt{6} x (1 + y^2 \Gamma_F) \right] - 3 y (2 y - z \Omega_V)}{2 + 3 y^2}. \]

(31)

While deriving the equations (30) and (31) we have taken into account the constraint (29).

**B. Generic critical points**

In general the functions \( V(\phi) \) and \( F(\phi) \) must be known in order to find the critical points of the 3D dynamical system (30). However, there are three equilibrium configurations that can be found quite independent of both \( V(\phi) \) and \( F(\phi) \). The corresponding critical points are the following ones:\(^8\)

- **Source points**, \( P_{\text{stiff}} : (\pm 1, 0, 0) \). These correspond to stiff-matter solutions since for these critical points \( \Omega_V = V / 3 H^2 F \rightarrow 0 \Rightarrow 3 F H^2 \gg V \), and
  \[ x = \pm 1 \Rightarrow 3 F H^2 = \frac{\ddot{\phi}^2}{2} \gg V. \]

- **Inflationary manifold**, \( P_{\text{dS}} : (0, z/2, z) \). Points in this manifold correspond to the de Sitter solution since, by substituting \( x = 0 \) and \( y = z/2 \) in the second equation in (31), and taking into account that \( x = 0 \Rightarrow \Omega_V = 1 \), it follows that \( \dot{H} / H^2 = 0 \Rightarrow H = H_0 \). For points in \( P_{\text{dS}} \) we obtain, besides, that
  \[ \frac{V_{\ddot{\phi}}}{V} = \frac{2 F_{\ddot{\phi}}}{F} \Rightarrow V(\phi) = V_0 F^2(\phi). \]

(32)

This means that for the coupling function \( F = c \phi^2 \) the de Sitter solution exists, in particular, for potentials that at large field values \( \phi \gg 1 / \sqrt{c} \), asymptote to the quartic potential \( V \propto \phi^4 \). Meanwhile, for \( F = 1 - c \phi^2 \) it exists for the symmetry-breaking type of potential:\(^9\)

\[ V \propto (\phi^2 - \phi_0^2)^2, \quad \phi_0 = 1 / \sqrt{c}. \]

The stiff-matter equilibrium configurations above exist but for the cases when \( y^2 (2 \Gamma_F - 1) \) has no zeroes. In this case the only surviving critical points are those in the inflationary manifold \( P_{\text{dS}} \) (see below).

We want to underline that the above conclusions are valid only in general terms. When more specific scenarios are considered, other possibilities arise, including new equilibrium configurations not included above and/or other potentials that can lead to de Sitter expansion. In the next sections we shall illustrate this statement by considering specific functional forms for the coupling function that are frequently encountered in the bibliography.

---

\(^8\) Since neither \( F(\phi) \) nor \( V(\phi) \) are known we can not say anything about the stability of the given critical points.

\(^9\) We underline that, although integration in quadratures of the condition (32) leads to specific type of potentials, other potentials may as well fulfill this condition. In these cases (32) determines the values of the scalar field that are to be associated with the de Sitter attractor. Below we shall come back to this issue again.
Non-minimal coupling theories are given by the following choice of the coupling function:

\[ F(\phi) = 1 - \epsilon \phi^2 \Rightarrow \Gamma_F = -\frac{1 - \epsilon \phi^2}{2c\phi^2} = -\frac{2\epsilon}{y^2}, \tag{33} \]

where, in order to have attractive gravity \(|\phi| \leq 1/\sqrt{\epsilon}\). When \(\epsilon = 1/6\) it is known as conformal coupling theory. Meanwhile, when \(\epsilon = 0\), we deal with the minimal coupling theories where the scalar field has not gravitational effects beyond those of a matter source.

For the above choice of the coupling function it is verified that

\[ y^2(2\Gamma_F - 1) = -(4\epsilon + y^2) \neq 0, \]

has no zeroes. The dynamical system corresponding to the vacuum NMC theory reads:

\[
\begin{align*}
    x' &= -\sqrt{\frac{3}{2}} x^2 y - x \frac{\dot{H}}{H^2} + \frac{\dot{\phi}}{\sqrt{6F H^2}}, \\
    y' &= -\sqrt{\frac{3}{2}} x (y^2 + 4\epsilon), \\
    z' &= \sqrt{\frac{3}{2}} x z (2\alpha z + y),
\end{align*}
\tag{34}
\]

where the phase space variables are defined in (28) and \(\alpha \equiv \Gamma_V - 1\). Besides,

\[
\begin{align*}
    \frac{\dot{H}}{H^2} &= \frac{\sqrt{6} x [4y - \sqrt{6}(1 - 2\epsilon)x] - 3y(2y - z\bar{\Omega}_V)}{2 + 3y^2}, \\
    \frac{\ddot{\phi}}{\sqrt{6F H^2}} &= \frac{-3x [2 + \sqrt{6}(1 - 2\epsilon)yx - y^2] + \sqrt{6}(2y - z\bar{\Omega}_V)}{2 + 3y^2},
\end{align*}
\tag{35}
\]

where \(\bar{\Omega}_V\) is given by (29): \(\bar{\Omega}_V \equiv 1 + \sqrt{6}xy - x^2\).

A crude inspection of the dynamical system (34) shows that, as expected, the only equilibrium configurations belong in the inflationary de Sitter manifold:\(^{10}\)

\[ \mathcal{P}_{dS} : \left(0, \frac{z}{2}, z\right), \]

whose critical points are attractors, as shown by the numeric investigation. Since at the de Sitter point:

\[ y = \frac{z}{2} \Rightarrow \frac{V_\phi}{V} = 2 \frac{F_\phi}{F}, \]

these configurations exist, in particular, for the "symmetry-breaking" type of potential

\[ V = \frac{\lambda}{4} (\phi^2 - \phi_0^2)^2, \quad -\phi_0 \leq \phi \leq \phi_0, \]

where \(\phi_0 \equiv 1/\sqrt{\epsilon}, \lambda \equiv 4V_0\epsilon^2\). In this case the equilibrium configuration is not associated with the minima of the symmetry-breaking potential, since at the minima, which in the present case coincide with the end points of the allowed \(\phi\)-interval: \(\phi = \pm\phi_0\), the self-interaction potential vanishes \(V = 0\), which is not compatible with the de Sitter condition: \(\bar{\Omega}_V = 1 \Rightarrow 3H^2F = V \propto F^2 \Rightarrow 3H^2 \propto F\), as long as at the minima of the potential the coupling function vanishes as well, \(F = 0\). This leads, in turn, to \(H = 0\), i.e., we get static universe instead of de Sitter expansion.

\(^{10}\) As a matter of fact there can be other critical points at infinity, but in order to find them one needs of a complementary study.
Given that for the de Sitter attractor \( x = 0 \) \( \Rightarrow \phi = \text{const.} \), which means that \( \Omega_V = 1 \), a look at the dynamical system (34) shows that the equilibrium point exists for arbitrary potentials as long as the condition:

\[
y = \frac{z}{2} \Rightarrow \frac{V_\phi}{V} = 2 \frac{F_\phi}{F} = \frac{4\epsilon \phi}{\epsilon \phi^2 - 1},
\]

is fulfilled. Although integration in quadratures of (36) straightforwardly leads to the symmetry-breaking type of potential, this is not the only type of potential that can be associated with the de Sitter critical point. Take, for instance, the well-known exponential potential \( V = V_0 \exp(\sigma \phi) \). In this case fulfillment of the condition (36) is possible when:

\[
\phi_\pm^* = \frac{2}{\sigma} \left( 1 \pm \sqrt{1 + \frac{\sigma^2}{4\epsilon}} \right).
\]

For very small values of the non-minimal coupling \( \epsilon \), as dictated by the physical evidence, the slow-roll de Sitter attractor is approached at large field values: \( \phi_\pm \approx \pm \sqrt{\epsilon} / \sqrt{\epsilon} \), similar to the minimal coupling case discussed above. Yet another example is given by the power-law potentials: \( V = V_0 \phi^{2n} \), where \( n \) is a real number. In this case (36) entails that:

\[
\phi_\pm^* = \pm \sqrt{\frac{n}{(n-2)\epsilon}},
\]

which is again a large quantity if \( \epsilon \) is small enough. Notice that, in the particular case of the quartic potential fulfillment of the condition (36) requires that \( \epsilon \phi^2 \gg 1 \) which is physically dismissed since we expect gravity to be attractive. Hence, in the framework of NMC single-inflation models the quartic potential can not drive the slow-roll inflation.

Below we shall investigate the physically outstanding case of the Brans-Dicke (BD) theory. In this case a certain simplification of the dynamics is achieved so that we can perform an exhaustive study of the phase space global dynamics.

V. INFLATIONARY DYNAMICS OF VACUUM BRANS-DICKE THEORY

In this section we study the scalar-tensor gravity that is specified by the following choice of the function \( F = F(\phi) \) in (26):

\[
F(\phi) = \epsilon \phi^2,
\]

where \( \epsilon \) is a dimensionless coupling constant. It can be easily checked that, under the simultaneous replacement (13):

\[
\phi \rightarrow \frac{1}{2} \epsilon \phi^2, \quad \omega_{\text{BD}} \rightarrow \frac{1}{4\epsilon},
\]

the theory given by the choice (37) maps into the Jordan frame (JF) BD theory,

\[
\mathcal{L}_{\phi}^2 = \frac{1}{2} \epsilon \phi^2 R - \frac{1}{2} (\partial \phi)^2 \rightarrow \mathcal{L}_{\phi}^{\text{JF}} = \phi R - \frac{\omega_{\text{BD}}}{\phi} (\partial \phi)^2,
\]

so that the choice (37) corresponds to choosing Brans-Dicke theory \( c = 3 \). The equations of motion (26) are greatly simplified in this case:

\[
H^2 = \frac{1}{6\epsilon} \left( \frac{\dot{\phi}}{\phi} \right)^2 - 2 \frac{\dot{\phi}}{\phi} H + \frac{V}{3\epsilon \phi^2} + \frac{\rho_m}{3\epsilon \phi^2},
\]

\[
\dot{H} = -\frac{1}{2\epsilon} \left( \frac{\dot{\phi}}{\phi} \right)^2 + 4H \frac{\dot{\phi}}{\phi} - \frac{4V - \phi V_\phi}{(1 + 6\epsilon)\phi^2} - \frac{p_m + (1 + 8\epsilon)\rho_m}{2\epsilon(1 + 6\epsilon)\phi^2},
\]

\[
\ddot{\phi} + 3H \frac{\dot{\phi}}{\phi} + \left( \frac{\dot{\phi}}{\phi} \right)^2 = \frac{4V - \phi V_\phi}{(1 + 6\epsilon)\phi^2} + \frac{\rho_m - 3p_m}{(1 + 6\epsilon)\phi^2}.
\]
Before we continue with the investigation of the asymptotic dynamics of BD theory (40), we want to mention that a similar study has been performed before in references [51] and [52]. In REF. [51] the dynamics of the Brans-Dicke theory in the Jordan frame was investigated. Cosmological models that are based in the following JFBD Lagrangian density:

\[ L_{\text{JFBD}}^{\text{JF}} = \phi R - \frac{\omega_{\text{BD}}}{\phi} (\partial \phi)^2 - 2V, \]  

(41)

were considered with the inclusion of the matter Lagrangian. The work [51] was focused in the search for global attractor dynamics representing a de Sitter state, however the authors were not interested in the whole global dynamics since not all of the existing critical points were found. As a matter of fact, at least one of the variables of the phase space chosen in [51]:

\[ x^* = \frac{\dot{\phi}}{H \phi}, \quad y^* = \sqrt{\frac{V}{3 \phi^2 H}}, \quad \lambda^* = -\frac{\dot{\phi}}{3 \phi^2 H}, \]

the variable \( \lambda^* \) to be specific, is unbounded so that, in order to find the critical points at \( \lambda^* \)-infinity, a complementary study – not performed in the mentioned reference – is required. According to the results of [51] there are values of the BD coupling parameter \( \omega_{\text{BD}} \) for which a global attractor in the phase space representing the de Sitter stage exists.

The investigation of [51] was revisited in [52], where it was concluded that in the JFBD the de Sitter solution is found only for the quadratic potential. The authors of [52] considered the BD theory in the dilatonic frame (also string frame) that is given by the Lagrangian density:

\[ L_{\text{dilBD}} = e^{\phi} \left[ R - \omega_{\text{BD}} (\partial \phi)^2 \right] - 2V. \]  

(42)

Under the replacement \( \phi = e^{\varphi} \), the latter Lagrangian is transformed into the JFBD Lagrangian density (41) above. In this work the authors considered the exponential self-interaction potential and its combinations, such as the cosh and sinh potentials (the trivial case with the constant potential was also considered). In this regard we should notice that, since the dilatonic BD theory was the considered framework, then in terms of the usual JFBD theory field variables (41), the exponential and its combinations: cosh and sinh potentials, all of them amount to the power-law potential and its combinations:

\[ e^{k \varphi} = \phi^k, \quad \cosh(k \varphi) = \frac{1}{2} \left( \phi^k + \phi^{-k} \right), \quad \text{etc.} \]

In the present paper we explore the BD theory in the formulation given by the Lagrangian density:

\[ L_{\text{BD}}^{\phi^2} = \frac{\epsilon \phi^2}{2} R - \frac{1}{2} (\partial \phi)^2 - V, \]  

(43)

that, as shown, is equivalent to the JFBD Lagrangian (41). Besides, we consider the exponential potential \( V \propto \exp(\sigma \phi) \) which under the above replacements transforms into the exponential in the JFBD theory: \( \exp(\sigma \phi) \rightarrow \exp(\sigma \sqrt{8 \omega_{\text{BD}} \phi}) \), and also the symmetry-breaking potential \( V \propto (\phi^2 - \mu^2)^2 \) which transforms into \( V \propto (\phi - \mu^2 / 8 \omega_{\text{BD}})^2 \), in the JFBD formulation. Due to its role in the study of the inflationary dynamics, we also dedicate a separate subsection to discussing on the role of the power-law potentials \( V \propto \phi^{2n} \).

The investigation in this section differs from the ones in [51] and in [52], in the following aspects: i) here we use a different framework for the BD theory that is evident from (43), ii) but for the power-law potential here we consider self-interaction potentials that were not explored in [52], and also make general statements that are independent of the type of potential as in [51], and iii) we use a different set of phase space variables than the ones used in the mentioned references, which allows us to expose the whole global dynamics of the phase space of the Brans-Dicke theory. Besides, we complement the study with the numeric investigation as well.

A. The dynamical system

The cosmological equations (40) can be written in terms of the following phase space variables:
\[ x = \frac{\dot{\phi}}{\sqrt{6\epsilon \phi H}}; \quad z = \sqrt{\epsilon} \frac{\dot{\phi}V}{V}, \quad w = \sqrt{\rho_m} \frac{1}{\sqrt{3\epsilon \phi H}} \]  

(44)

In the present case, since \( F = \epsilon \phi^2 \), \( y \) in (28) is not a variable of the phase space but it is a real number: \( y = 2\sqrt{\epsilon} \).

The Friedmann equation in (40) can be written as the following Friedmann constraint relating the kinetic and potential energy densities of the scalar field with the matter energy density:

\[ \bar{\Omega}_V^2 \equiv \frac{V}{3\epsilon \phi^2 H^2} = 1 + 2\sqrt{6\epsilon} x - x^2 - w^2. \]  

(45)

The latter equation allows us to remove terms with the potential \( V \) from the subsequent equations. We have that:

\[ \frac{\ddot{\phi}}{\phi H^2} = -3\sqrt{6\epsilon} x - 6\epsilon x^2 + \frac{3\sqrt{\epsilon} [\sqrt{\epsilon}(4 - 3\gamma_m)w^2 + (4\sqrt{\epsilon} - z)\bar{\Omega}_V^w]}{1 + 6\epsilon}, \]  

which can be written in the following alternative form:

\[ \frac{\ddot{\phi}}{\phi H} = -3 - \sqrt{6\epsilon} x + \sqrt{\frac{3}{2} [\sqrt{\epsilon}(4 - 3\gamma_m)w^2 + (4\sqrt{\epsilon} - z)\bar{\Omega}_V^w]} \]  

(46)

and

\[ \frac{\dot{H}}{H^2} = 4\sqrt{6\epsilon} x - 3x^2 - \frac{3 [(\gamma_m + 8\epsilon)w^2 + 2\sqrt{\epsilon}(4\sqrt{\epsilon} - z)\bar{\Omega}_V^w]}{2(1 + 6\epsilon)}, \]  

(47)

where we have assumed the following relationship, \( p_m = (\gamma_m - 1) \rho_m \), between the pressure and the energy density of the matter fluid (\( \gamma_m \) is the barotropic index of the fluid).

The motion equations (40) can be traded by the following 3D dynamical system:

\[ x' = \frac{1}{\sqrt{6\epsilon}} \left( \frac{\ddot{\phi}}{\phi H^2} - \sqrt{6\epsilon} x^2 - x \frac{\dot{H}}{H^2} \right), \]

\[ z' = \sqrt{6} x z (\alpha z + \sqrt{\epsilon}), \]

\[ w' = -w \left( \frac{3\gamma_m}{2} + \sqrt{6\epsilon} x + \frac{\dot{H}}{H^2} \right), \]  

(49)

where, as before, the prime means derivative with respect to the time variable \( N = \ln a \), and \( \alpha \equiv \Gamma_V - 1 \). In the above equations \( \ddot{\phi}/\phi H^2 \) and \( \dot{H}/H^2 \) should be substituted from equations (46) and (48), respectively. While deriving the third equation in (49) we have taken into account the continuity equation for pressureless matter: \( \dot{\rho}_m = -3\gamma_m \dot{H} \rho_m \).

Below, for simplicity, we shall omit the matter component, i.e., in the above equations we set \( w = 0 \). In this case the dynamical system (49) simplifies to the following 2D dynamical system:

\[ x' = \sqrt{\frac{3}{2}} \bar{\Omega}_V^{0} \left( -\sqrt{6} x + \frac{(1 + \sqrt{6\epsilon} x)(4\sqrt{\epsilon} - z)}{1 + 6\epsilon} \right), \]

\[ z' = \sqrt{6} x z (\alpha z + \sqrt{\epsilon}), \]  

(50)

where

\[ \bar{\Omega}_V^{0} \equiv \bar{\Omega}_V^{w=0} = 1 + 2\sqrt{6\epsilon} x - x^2. \]  

(51)
Since \( \Omega^0 \geq 0 \) is a non-negative quantity, from (51) it follows that the variable \( x \) is a bounded variable: \( a_- \leq x \leq a_+ \), where \( a_{\pm} = \sqrt{6\epsilon} \pm \sqrt{6\epsilon + 1} \).

The slow-roll conditions (27) amount to given trajectories \( z = z(x) \) in the phase plane \( xz \). We have, in particular, that:

\[
\left| \frac{\dot{H}}{H^2} \right| \ll 1 \Rightarrow z_* = 4\sqrt{\epsilon} - \frac{(1 + 6\epsilon)x(4\sqrt{6\epsilon} - 3x)}{3\sqrt{\epsilon}(1 + 2\sqrt{6\epsilon}x - x^2)},
\]

(52)

\[
\left| \frac{\dot{\phi}}{\phi H} \right| \ll 1 \Rightarrow z_{**} = 4\sqrt{\epsilon} - \frac{(1 + 6\epsilon)x(\sqrt{6} + 2\sqrt{\epsilon}x)}{1 + 2\sqrt{6\epsilon}x - x^2}.
\]

(53)

Here we shall not specify the type of potential by considering arbitrary \( \alpha = \alpha(x, z) \), but in order to perform the numeric investigation we shall explore very simple particular cases when \( \alpha \) is either a known function of the phase space variables or a constant parameter. We shall consider, in particular, two well-known potentials of cosmological interest: the exponential potential (EXP),

\[
V(\phi) = V_0 \exp(\sigma \phi) \Rightarrow \Gamma_V = 1 \Rightarrow \alpha = 0,
\]

(54)

where \( \sigma \) is a free parameter, and the symmetry-breaking potential (SBP),

\[
V(\phi) = \frac{\lambda}{4} (\phi^2 - \mu^2)^2 \Rightarrow \alpha = \frac{2\sqrt{\epsilon} - z}{2z},
\]

(55)

where \( \mu \) and \( \lambda \) are free constants. In consequence, for the EXP the second equation in (50) can be written as

\[
z' = \sqrt{6\epsilon} x z,
\]

(56)

while for the SBP we have that:

\[
z' = \sqrt{\frac{3}{2}} x z (4\sqrt{\epsilon} - z).
\]

(57)

### B. Bounded variables (bounded phase space)

The problem with the dynamical system (50) is that, although \( x \) is a bounded variable: \( a_- \leq x \leq a_+ \), the phase plane \( x, z \in \mathbb{R}^2 \) is infinite in general since \( z \) is unbounded. In consequence one or several critical points of the dynamical system may be located at \( z \)-infinities. In such a case it is recommendable to work in a different set of variables. An approach frequently used is to keep working with the unbounded variables and then to complement the study with the procedure based on the projection onto the equator of the Poincaré sphere – also known as Poincaré compactification – in order to bring the points at infinity into a finite region \([32, 49]\). This was the approach followed, for instance, in the early paper \([25]\). However, there are other possible approaches as, for instance, the one exposed in \([53]\), where a regular dynamical system on a bounded state space is obtained by introducing polar coordinates. A similar procedure was proposed in \([27]\).

Here we follow a different approach that is applicable to any unbounded variables. The main idea is to introduce bounded variables \( |X_i^\pm| \leq 1 \) that are related with the original unbounded ones, \( -\infty < \bar{X}_i < \infty \), in the following way \([54]\):

\[
X_i^+ = \frac{\bar{X}_i}{1 + \bar{X}_i}, \quad 0 \leq \bar{X}_i < \infty \quad \mid \quad X_i^- = \frac{\bar{X}_i}{1 - \bar{X}_i}, \quad -\infty < \bar{X}_i \leq 0.
\]

As seen, our approach operates at the cost of introducing several sets of bounded variables since, in general, one single set of them is not enough to cover the whole phase space. In the present case we use two sets of variables: \((x, v_+\) and \((x, v_-)\), where, in place of \( z \) we introduce the new variables:
FIG. 3: Phase portrait of the dynamical system (50) for the exponential potential (54) – top panels – and for the symmetry-breaking potential (55) – bottom panels – for different values of the free parameter $\epsilon$. From left to the right $\epsilon = \{0.01, 0.1, 1\}$, respectively. The small circles enclose the critical points of the dynamical system but for the slow-roll de Sitter critical point, $P_{dS} : (0, 4\sqrt{\epsilon}/(4\sqrt{\epsilon} + 1))$, that is enclosed within the small diamond. The thin dashed curve corresponds to the slow roll condition $|\dot{H}/H^2| \ll 1$, meanwhile the thick dash-dot curve corresponds to the slow roll condition $|\ddot{\phi}/\phi H| \ll 1$. All of the slow-roll conditions, including $\dot{\phi}/\phi H \ll 1 \Rightarrow x \approx 0$, are jointly satisfied only in the neighborhood of the local de Sitter attractor.

\[ v_+ \equiv \frac{z}{1+z} \quad (z \geq 0), \quad v_- \equiv \frac{z}{1-z} \quad (z \leq 0). \]  

The set of variables: $a_- \leq x \leq a_+$, $0 \leq v_+ \leq 1$, covers the ‘upper’ half of the phase plane:

\[ \Psi^+(x, z) = \{(x, z)|a_- \leq x \leq a_+, 0 \leq z \leq \infty\} \Rightarrow \Psi^+(x, v_+) = \{(x, v_+)|a_- \leq x \leq a_+, 0 \leq v_+ \leq 1\}, \]  

while a second set $x, v_-$ where $-1 \leq v_- \leq 0$, covers the lower half of the phase plane:

\[ \Psi^-(x, z) = \{(x, z)|a_- \leq x \leq a_+, -\infty < z \leq 0\} \Rightarrow \Psi^-(x, v_-) = \{(x, v_-)|a_- \leq x \leq a_+, -1 \leq v_- \leq 0\}. \]  

The whole phase plane is then the union: $\Psi^{wh}(x, u) = \Psi^+(x, v_+) \cup \Psi^-(x, v_-)$, where $u = v_+ \cup v_-$. In terms of the bounded variables (58) we have that

\[
\left(\frac{\dot{H}}{H^2}\right)_{\pm} = 4\sqrt{6\epsilon}x - 3x^2 - \frac{3\sqrt{\epsilon}(1 + 2\sqrt{6\epsilon}x - x^2)[4\sqrt{\epsilon} \mp (4\sqrt{\epsilon} \pm 1)v_{\pm}]}{(1 + 6\epsilon)(1 \mp v_{\pm})},
\]

while the dynamical system (50) is written as:
FIG. 4: Zoom of the phase plane around the slow-roll de Sitter critical point $P_{dS}$ in FIG. 3 for the exponential potential (54) (left-hand panel) and for the symmetry-breaking potential (55) (right-hand panel) for $\epsilon = 0.1$. It is seen that while for the EXP the de Sitter point is always a local attractor (initial conditions in the upper half of the plane), for the SBP it can be either a local attractor for initial conditions obeying $0 \leq u \leq \frac{4\sqrt{\epsilon}}{4\sqrt{\epsilon} + 1} = 0.558$, or a saddle point for initial conditions fulfilling $0.558 \leq u \leq 1$.

\[
\frac{dx}{dT_{\pm}} = \frac{\sqrt{3}(1 + 2\sqrt{6}x - x^2)}{\sqrt{2}(1 + 6\epsilon)} \left\{ -\sqrt{6}(1 + 6\epsilon)x(1 \mp v_{\pm}) + (1 + \sqrt{6}\epsilon x) \left[ 4\sqrt{\epsilon} \mp (4\sqrt{\epsilon} \pm 1)v_{\pm} \right] \right\},
\]
\[
\frac{dv_{\pm}}{dT_{\pm}} = \sqrt{6}xv_{\pm}(1 \mp v_{\pm}) \left[ (\alpha \mp \sqrt{\epsilon})v_{\pm} + \sqrt{\epsilon} \right].
\]

where we have introduced the time variables $dT_{\pm} = dN/(1 \mp v_{\pm})$, with $N = \ln a$ as in (30) and (50) above. In the sub-indexes '±' and '∓' in (61) and (62), the upper sign is for the upper half of the phase space while the lower sign is for the lower half. For the EXP (54) the second equation in (62) reads: 

\[
\frac{dv_{\pm}}{dT_{\pm}} = \sqrt{6}\epsilon xv_{\pm}(1 \mp v_{\pm})^2,
\]

while for the SBP (55) we have that:

\[
\frac{dv_{\pm}}{dT_{\pm}} = \sqrt{3}xv_{\pm}(1 \mp v_{\pm}) \left[ 4\sqrt{\epsilon} \mp (4\sqrt{\epsilon} \pm 1)v_{\pm} \right].
\]

For the power-law potential $V \propto \phi^{2n}$ ($n$ is a real number), $v_{\pm} = v_{\pm}^0$ are constants so that the second equation in (62) is an identity and the dynamical system simplifies to a single autonomous ordinary differential equation. This case will be studied in the next subsection.

The slow-roll conditions (27) amount to:

\[11\] Compare with equations (56) (exponential potential) and (57) (symmetry-breaking potential).
\[
\frac{\dot{\phi}}{\phi} \ll 1 \Rightarrow x \approx 0, \quad \frac{H}{H^2} \ll 1 \Rightarrow v_*^+ \approx \frac{z_*}{1 \pm z_*}, \quad \frac{\ddot{\phi}}{\phi H} \ll 1 \Rightarrow v_*^{**} \approx \frac{z_*}{1 \pm z_*},
\]
(65)

where \(z_*\) and \(z_*^{**}\) are given by equations (52) and (53), respectively. By looking at FIG. 3 one may notice that the curve, \(\lambda(x) = v_*^{**} \cup v_*^{*} \), approaches to the separatrix in \(\Psi^{wh}(x, u)\) – at least – along of the heteroclinic orbit joining the de Sitter critical point \(P_{dS}\) with the scaling saddle point \(P_{sc}\) (see below).

The critical points \(P_i : (x_i, u_i)\) of the dynamical system (62) in \(\Psi^{wh}(x, u)\), are the following ones (see FIG. 3):

- **Stiff-matter solutions,**
  \[P_{\text{stiff}}^\pm : (a_\pm, 0),\]
  where \(a_\pm = \sqrt{6\epsilon} \pm \sqrt{6\epsilon + 1}\). The point \(P_{\text{stiff}}^+\) is a source point while \(P_{\text{stiff}}^-\) is a saddle critical point. In this case:
  \[x = a_\pm \Rightarrow \phi H = \frac{\phi}{a_\pm \sqrt{6\epsilon}}, \quad \frac{V}{3\phi^2 H^2} \rightarrow 0 \Rightarrow \phi H \gg \sqrt{V/3\epsilon}.
  \]
  Hence, \(\dot{\phi}/\sqrt{2} \gg a_\pm \sqrt{V}\). For the symmetry-breaking potential (55), due to the condition,
  \[v_\pm = 0 \Rightarrow \frac{\phi V_\phi}{V} \rightarrow 0,
  \]
  these solutions are associated with the maximum of the potential. Actually, in this case:
  \[\frac{\phi V_\phi}{V} = \frac{4\phi^2}{\phi^2 - \mu^2} \rightarrow 0 \Rightarrow \phi \rightarrow 0.
  \]
  Since at the minimum \(V = \lambda \mu^4/4\), then: \(\phi \gg a_\pm \sqrt{\lambda/2\mu^2} \).

For the EXP (54), the condition that \(\phi V_\phi/V \rightarrow 0\), implies that these critical points are approached at very small field values: \(\phi \ll 1/\sigma\). For the power-law potential \(V \propto \phi^{2n}\), since \(\phi V_\phi/V = 2\), the stiffness solutions \(P_{\text{stiff}}^\pm\) do not exist.

- **Special stiff-matter solutions,**
  \[P_{\text{s-stiff}}^\pm : (a_\pm, \frac{4\sqrt{\epsilon}}{4\sqrt{\epsilon} + 1}),\]
  which exist only for potentials that asymptotically approach to the quartic potential such as, for instance, the SBP. Actually, in this case:
  \[z = 4\sqrt{\epsilon} \Rightarrow \frac{\phi V_\phi}{V} = 4 \Rightarrow V \propto \phi^4,
  \]
  and, since at this point \(V = 0\), it is necessarily linked with the minimum of the quartic potential. The point \(P_{\text{s-stiff}}^-\) is a source point while \(P_{\text{s-stiff}}^+\) is a saddle instead.

For other potentials the point does not exist. Take, for instance, the power-law potential \(V = V_0 \phi^{2n}\). We get that \(z = 4\sqrt{\epsilon} \Rightarrow 2n = 4\), so that only for \(n = 2\) – the quartic potential – the critical point exists. Meanwhile, for the exponential potential: \(V = V_0 \exp(\sigma \phi)\), we have that
  \[z = 4\sqrt{\epsilon} \Rightarrow \sigma \phi = 4 \Rightarrow V = V_0 e^4 \neq 0,
  \]
  i.e., the condition \(V = 0\) is never fulfilled.

- **Slow-roll de Sitter solution,**
  \[P_{\text{dS}} : \left(0, \frac{4\sqrt{\epsilon}}{4\sqrt{\epsilon} + 1}\right).\]
  It can be either a local attractor or a saddle point. From FIG. 3 (see FIG. 4 for more detailed view) it is seen that for the EXP the de Sitter point is always a local attractor. Meanwhile, for the SBP the slow-roll inflationary
solution can be either a local attractor for initial conditions obeying \( 0 \leq u \leq 4\sqrt{\epsilon}/(4\sqrt{\epsilon} + 1) \), or a saddle point for initial conditions fulfilling \( 4\sqrt{\epsilon}/(4\sqrt{\epsilon} + 1) \leq u \leq 1 \). For initial conditions in the lower half of the phase plane \((u \leq 0)\) the de Sitter critical point may not be approached.

Given that \( x = 0 \Rightarrow \phi = \phi_0 \), and, at the same time,
\[
V = \frac{3e\phi^2 H^2}{2}, \quad \frac{\phi V_\phi}{V} = 4 \Rightarrow V \propto \phi^4,
\]
for the BD theory the de Sitter critical point \( P_{\text{dS}} \) exists, in particular, for potentials that asymptotically approach to the quartic potential. We want to underline that, as it has been discussed in section IV for the NMC theory, for the BD theory the de Sitter point also exists for other potentials beyond the quartic one. Take, for instance, the EXP: \( V = V_0 \exp(\sigma \phi) \). In this case the condition \( z = 4\sqrt{\epsilon} \) means that, \( \sigma \phi = 4 \). Hence, for the EXP, at the de Sitter point
\[
H = \frac{\sigma}{4} \sqrt{\frac{V_0}{3e}}.
\]

Another example can be the symmetry-breaking potential \([55]\). For this potential the de Sitter solution is approached at constant \( \phi_0 \gg \mu \Rightarrow V \propto \phi_0^4 \), and the Friedmann constraint leads to: \(^{12}\)
\[
H^2 = \frac{\lambda \phi_0^2}{12e} \Rightarrow H = H_0 = \frac{\phi_0}{2} \sqrt{\frac{\lambda}{3e}}.
\]

Hence, as in the minimally coupled and NMC theories, for the SBP the de Sitter equilibrium configuration is attained at large field values \( \phi_0 \gg \mu \).

- Scaling between the kinetic and potential energy densities (saddle point),
\[
P_{sc} : \left( \frac{2\sqrt{6e}}{3(2\epsilon + 1)}, 0 \right).
\]

For this equilibrium configuration we get that both,
\[
\frac{\dot{\phi}}{\sqrt{6e} \phi H} = \frac{2\sqrt{6e}}{3(2\epsilon + 1)}, \quad \frac{V}{3e\phi^2 H^2} = \frac{60e^2 + 28\epsilon + 3}{3(2\epsilon + 1)^2},
\]
are constants, so that the kinetic and the potential energies are related by a constant:
\[
\frac{\dot{\phi}^2}{2V} = \frac{8e}{60e^2 + 28\epsilon + 3}.
\]

The Hubble parameter evolves like,
\[
H = \frac{2\epsilon + 1}{4e(t - t_0)}, \quad t_0 = -\frac{2\epsilon + 1}{4e} C_0,
\]
where \( C_0 \) is an integration constant. Given that at \( P_{sc}, \phi V_\phi/V \to 0 \), the scaling solution does not exist for the power-law potentials.

- Generic stiff-matter solutions,
\[
P_{\pm \text{stiff}} : (a_{\pm}, \pm 1),
\]
for which \( \phi V_\phi/V \to \infty \). For the SBP \([55]\) these solutions are associated with the minima of the potential since,
\[
\frac{\phi V_\phi}{V} = \frac{4\phi^2}{\dot{\phi}^2 - \mu^2} \to \infty \Rightarrow \phi \to \pm \mu.
\]

\(^{12}\) Throughout the paper we consider expanding cosmologies exclusively, so that we take into account only non-negative \( H \geq 0 \).
FIG. 5: Phase portrait of the dynamical system (68) for the quartic potential $V \propto \phi^4$ for different values of the free parameter $\epsilon$. From left to the right $\epsilon = \{0.01, 0.1, 1\}$, respectively. The small circles enclose the critical points of the dynamical system but for the de Sitter attractor, $P_{\text{dS}} : (0, 0)$, that is enclosed within the small diamond. The thin dashed curve corresponds to the slow roll condition $|H/H^2| \ll 1$, meanwhile the thick dash-dot curve corresponds to the slow-roll condition $|\dot{\phi}/\phi H| \ll 1$.

Meanwhile, for the exponential potential (54), since:

$$\phi V_\phi \rightarrow \infty,$$

the points $P^{\pm}_{g,\text{stiff},\pm}$ are asymptotically approached a very large values of the field: $\phi \gg 1/\sigma$. For the power-law potential these solutions do not exist.

The point $P^{+}_{g,\text{stiff},+} : (a, 1)$ is a saddle for the EXP and a source critical point for the SBP, meanwhile $P^{-}_{g,\text{stiff},+} : (a, -1)$ is a saddle for the EXP and a local attractor for the SBP. The points $P^{+}_{g,\text{stiff},-} : (a, -1)$ and $P^{-}_{g,\text{stiff},-} : (a, -1)$ are a local attractor and a source critical points, respectively, for both potentials.

As seen, but for the special stiff-matter solutions, $P^{\pm}_{g,\text{stiff}}$ that are found only for the SBP potential (55), the remaining critical points are common to both potentials (54) and (55). Notice, in particular, that the de Sitter solution arises for any potential that leads to $\alpha$ being a function of the phase space variable $z$: $\alpha = \alpha(z)$, including the cases when $\alpha$ is a constant. This can be seen by a simple inspection of (50), or, in terms of the compact variables:

$$v'_\pm = \sqrt{6}xv_\pm \left[(\alpha \mp \sqrt{\epsilon})v_\pm \mp \sqrt{\epsilon}\right],$$

i. e., the de Sitter critical point ($x = 0$) exists for any $\alpha = \alpha(v_\pm)$. We recall, however, that not every potential admits writing $\alpha = \Gamma V - 1$ as a function of $v_\pm$ (or of $z$).

The above results will be discussed in section VI where we shall compare these results with the ones in the references [52] and [51], respectively.

C. Power-law potential

Given its singular properties, here we dedicate a particular space to study the power-law potential in the BD theory. For this potential we have that:

$$V = V_0 \phi^{2n} \Rightarrow V_\phi = 2nV_0 \phi^{-1},$$

where $n$ is a free constant, so that $z = 2n \sqrt{\epsilon}$ is not a variable. For the vacuum case the dynamical system (50) reduces to a single ordinary differential equation:

$$x' = \sqrt{\frac{3}{2}} \left\{ \frac{[2(n + 1)\epsilon - 1] \sqrt{6}x + 2(2 - n)\sqrt{\epsilon}}{1 + 6\epsilon} \right\} \tilde{\Omega}_V,$$
where, according to (45),
\[
\Omega_V = \frac{V}{3\epsilon \phi^2 H^2} = 1 + 2\sqrt{6\epsilon} x - x^2.
\]

As seen from (67), only for the quartic potential \((n = 2)\) the de Sitter critical point exists. This potential corresponds to the quadratic potential in the formulation of BD theory given by the Lagrangian \(L_{BD}\) in (39).

In order to check the role of the de Sitter critical point in the case of the quartic potential: \(V = V_0 \phi^4\), it is instructive to add a cosmological constant term \(\Lambda\) into the cosmological equations. This corresponds to setting \(\gamma_m = 0\) and \(z = 4\sqrt{\epsilon}\) in equations (45)-(49). We end up with the following plane-autonomous dynamical system:

\[
\begin{align*}
x' &= -3x(1 + 2\sqrt{6\epsilon} x - x^2) + \frac{[2\sqrt{6\epsilon} - 3(1 + 2\epsilon)x]w^2}{1 + 6\epsilon}, \\
w' &= -w \left(5\sqrt{6\epsilon} x - 3x^2 - \frac{12\epsilon w^2}{1 + 6\epsilon}\right),
\end{align*}
\]

where according to (44) the variable \(w = \sqrt{\frac{\Lambda}{3\epsilon}} \phi H\) and, as before, the prime denotes derivative with respect to the time variable \(N = \ln a\). The critical points of (68) are located within the disk:

\[
\Psi = \left\{(x, w)|a_\pm \leq x \leq a_+, \left(x - \sqrt{6\epsilon}\right)^2 + w^2 \leq 1 + 6\epsilon\right\}, a_\pm = \sqrt{6\epsilon} \pm \sqrt{6\epsilon + 1}.
\]

The slow-roll conditions (27) correspond to the following curves:

\[
\begin{align*}
\left|\frac{\dot{H}}{H^2}\right| &\ll 1 \Rightarrow w_\pm^* \approx \pm \sqrt{\frac{1 + 6\epsilon}{12\epsilon} x(4\sqrt{6\epsilon} - 3x)}, \\
\left|\frac{\dot{\phi}}{\phi H}\right| &\ll 1 \Rightarrow w_{\pm}^{**} \approx \pm \sqrt{\frac{1 + 6\epsilon}{2\sqrt{6\epsilon}} x(3 + \sqrt{6\epsilon} x)}.
\end{align*}
\]

From FIG. 5 it is seen that the curve \(\lambda = \lambda(x) = \{w_\pm^* \cup w_{\pm}^{**}\}\) (thick dash-dot curve), coincides with the separatrices in \(\Psi\).

Below we list the critical points of (68) and make a few comments on their properties.

- **de Sitter attractor**, \(P_{dS} : (0, 0)\). At this equilibrium configuration we have that

\[
\{x = 0 (\phi = \phi_0), w = 0\} \Rightarrow \Omega_V^0 = 1 \Rightarrow H = H_0 = \phi_0^2 \sqrt{\frac{V_0}{3\epsilon}}.
\]

- **Stiff-mater solutions**, \(P_{\text{stiff}}^\pm : (a_\pm, 0)\), for which

\[
\left.\frac{\dot{\phi}}{a_\pm \sqrt{6\epsilon}} = \phi H \gg V.\right.
\]

These are source critical points in \(\Psi\).

- **Scaling solutions**, \(P_{\text{sc},*}^\pm : \left(\frac{2\sqrt{6\epsilon}}{3(1 + 2\epsilon)}, \pm \frac{\sqrt{180\epsilon^2 + 84\epsilon + 9}}{3(1 + 2\epsilon)}\right)\),

which are saddle points in the phase disk. These represent scaling of the type: \(\dot{\phi}/\sqrt{2\Lambda} = \text{const.}\), so that \(\phi(t) \propto t\). Notice that this scaling solution has nothing to do with the scaling point \(P_{\text{sc}}\) discussed above, since \(P_{\text{sc},*}^\pm\), representing scaling between the kinetic energy of the scalar field and the energy density of vacuum \(\Lambda\), can not be found for the dynamical system (62) since in that case the cosmological constant was not considered.
FIG. 6: Towards a definition of a qualitative measure for estimating the relative amount of initial data leading to slow-roll inflation. For the $\phi^2$-inflation model of section II the chosen measure is a geometric probability that may be defined as the ratio of the area of the isosceles triangle with vertices at $(-1, 1), (0, 0.8)$ and at $(1, 1)$, to the area enclosed by the phase square (see FIG. 1). The ratio equals $\delta z/2$, which in the figure has been arbitrarily set to $\delta z = 0.2$. Hence, in this example 10% of the initial data leads to slow-roll inflation. Although there is a small amount of initial data leading to inflation that falls outside of the defined triangle, nevertheless this does not affect the estimates.

An interesting property of the global dynamics of the BD-theory in the form (43), with the quartic potential $V = V_0 \phi^4$ and a cosmological constant $\Lambda$, is that unlike in the minimal coupling case where the slow-roll inflation is a saddle critical point and the $\Lambda$-de Sitter solution is the global attractor, in the present case there is not any critical point that can be associated with $\Lambda$-dominated energy density and the slow-roll inflation persists as the global attractor. This may be due to the fact that the dynamics of the scalar field is determined not by the potential $V$ but by an effective potential $W_{\text{eff}}$ such that (see equations (78) and (79) below):

$$\frac{dW_{\text{eff}}}{d\phi} = \frac{4}{1 + 6\epsilon} \left[ \phi \frac{dV}{d\phi} - 2V - 2(\Lambda) \right],$$

where we have introduced the scalar field variable $\varphi = \phi^2$. The addition of a cosmological constant does not appreciably modify the main properties of the effective potential. In the present case we are interested in the quartic potential $V = V_0 \phi^4$, so that integration in quadratures of the equation above for this potential yields:

$$W_{\text{eff}} = \frac{8V_0 \Lambda \varphi}{1 + 6\epsilon} = \frac{8V_0 \Lambda \varphi^2}{1 + 6\epsilon}.$$

As seen, the effective potential is a maximum at the same value $\phi = 0$ at which the quartic potential is a minimum. This is why the stiff-matter solutions – the ones associated with the maximum of the effective potential – represent source points in the phase space, while solutions with larger values of the field are preferred.

VI. DISCUSSION

There is an ongoing discussion in the bibliography on how natural primordial inflation really is in the framework of single-field inflation models [44–48]. In this regard, in REF. [48] an interesting statement is made that “local dynamical systems analysis seems to show that the initial conditions for inflation do not have to be finely tuned.” Perhaps the author refers to the kind of results discussed in [25, 26] and/or in [34], even if these references were not included in [48]. The statement is based in the known result that although the inflationary slow-roll trajectory is not a global attractor, it is a local attractor in initial condition space.

Our results challenge the above statements, at least in what regards to minimal-coupling models such as the massive scalar or $\phi^2$-inflation model [9]. In this paper we have demonstrated that single-field slow-roll inflation is quite a
generic stage of the expansion in the sense that the corresponding critical point exists for a large class of potentials (this includes power-law potentials with any non-negative power) and a variety of couplings of the scalar field to the curvature. Nevertheless, at least for minimal-coupling theories primordial inflation is not as a general property of single-field inflation models as thought, since it is rather depending of the initial conditions. Take, for instance, the minimal-coupling $\phi^2$-inflation model (see section II). The phase portrait corresponding to this case is given in FIG. I. Notice that in this case the slow-roll heteroclinic trajectory (thick dash-dot curves in the figure):

$$|\ddot{\phi}| \ll H|\dot{\phi}| \rightarrow 3H\dot{\phi} \approx -m^2\phi \rightarrow z_\pm \approx \frac{\sqrt{1-x^2}}{\sqrt{1-x^2} \mp 3x},$$

where we use the variables (13), is not actually an orbit of the phase space representing a potential cosmic history. Besides, there is yet another slow-roll condition (17):

$$\dot{\phi}^2 \ll V \rightarrow 3H^2 \approx \frac{1}{2} m^2\phi^2 \rightarrow y^2 \approx 1 \rightarrow x \approx 0,$$

that is to be fulfilled if primordial inflation is expected to take place. Both slow-roll conditions above coincide in the epsilon-neighborhood of the phase space point $(x, z) = (0, 1)$ (the one enclosed by the diamond in FIG. I). This epsilon-neighborhood is represented by the $\rho$-ball around of the saddle slow-roll inflationary point $P_{\text{inf}}$ – enclosed by the diamond – so that orbits that reach the $\rho$-ball stay in the neighborhood of the inflationary point for enough time as to produce the $N \approx 60$ e-foldings of inflation required by the observational evidence. Of course, the radius of the ball depends on the number of e-foldings, and it completely determines the “cross-section” of the bundle of orbits that may lead to the correct amount of primordial inflation.

In other words, the radius of the ball determines the size of the set of initial conditions giving rise to the orbits that form the bundle.

In order to give an estimate of the relative amount of initial values that lead to slow-roll inflation we may choose an appropriate measure. We do not intend to choose a very strict measure but one that does the job. In FIG. 10 we illustrate the type of measure we use in order to obtain an order of magnitude estimate: it is a geometric probability. We draw an isosceles triangle with vertices at the source critical points $(-1, 1)$ and $(1, 1)$ and the third vertex at $(0, 1 - |\delta z|)$, where $\delta z = \rho$ coincides with the radius of the ball around of the saddle inflationary point. It is seen from the figure that only a small amount of initial data leading to the inflationary critical point falls outside of this triangle. But this does not affect the estimates. The area of the triangle equals $\delta z$, while the area of the whole phase plane is 2 (see FIG. I). Hence the ratio is $\delta z/2$ and the relative probability of the initial conditions for slow-roll inflation: $RP \approx |\delta z/2| \times 100\%$. In the figure it was arbitrarily chosen the value $\delta z = 0.2$, so that 10% is the relative percent of initial data that leads to slow-roll inflation. In order to give physically motivated estimates, let us to write (see the definition of the variable $z$ in (13)):

$$\delta z = \frac{m\delta H}{(H + m)^2} = \frac{m\dot{H}}{(H + m)^2} \delta t.$$

This equation can be put into a simpler form if take into account the motion equations (11) in the slow-roll approximation:

$$H^2 = \frac{4\pi}{3M^2_{\text{Pl}}} m^2\phi^2,$$

$$\dot{H} = -\frac{m^2}{3}, \quad \phi = -\frac{m^2}{3H} \phi,$$

where we returned to standard units ($1 \rightarrow M^2_{\text{Pl}}/8\pi$). We obtain:

$$\delta z = -\frac{m^3\delta t}{3(H + m)^2},$$

or, if take into account typical initial conditions for inflation at very large field values

$$\frac{M_{\text{Pl}}}{\sqrt{12\pi}} \ll \phi \lesssim \sqrt{\frac{3}{4\pi} \frac{M^2_{\text{Pl}}}{m}},$$

(72)
and $H \lesssim M_{Pl}$ [40], then:

$$\delta z \approx -\frac{m^3}{3M_{Pl}^2} \delta t.$$  \hspace{1cm} (73)

Besides,

$$\dot{\phi} = -\frac{m^2}{3H} \phi = -\frac{mM_{Pl}}{\sqrt{12\pi}} \Rightarrow \phi(t) = \phi_0 - \frac{mM_{Pl}}{\sqrt{12\pi}} t.$$  \hspace{1cm} (74)

If substitute $\phi(t)$ from this last equation into the Friedmann equation in (71) we get that [8]:

$$H = \pm \sqrt{\frac{4\pi}{3} M_{Pl}} \left( \phi_0 - \frac{mM_{Pl}}{\sqrt{12\pi}} t \right) \Rightarrow a(t) = a_0 \exp \left[ \pm \sqrt{\frac{4\pi}{3} M_{Pl}} \left( 1 - \frac{mM_{Pl}}{2\sqrt{12\pi} \phi_0} \right) t \right].$$  \hspace{1cm} (74)

For sufficiently small $t \ll 2\sqrt{12\pi \phi_0/mM_{Pl}}$, the above evolution law represents de Sitter expansion: $a(t) \approx a_0 \exp(Ht)$ with $H = H_0 \approx \sqrt{4\pi/3 m \phi_0/M_{Pl}}$. Hence, since the initial value $\phi_0$ must obey the bonds (72), the typical time at which the Universe considerably expands,

$$\delta t \sim H_0^{-1} = \sqrt{\frac{3}{4\pi} M_{Pl} \phi_0} \Rightarrow \frac{1}{M_{Pl}} \lesssim \delta t \ll \frac{3}{m},$$

so that we get the following estimated bonds:

$$\frac{m^3}{3M_{Pl}^2} \lesssim |\delta z| \ll \frac{m^2}{M_{Pl}^2} \Rightarrow 10^{-15} \lesssim |\delta z| \ll 10^{-10},$$  \hspace{1cm} (75)

i. e., $10^{-13} \% \lesssim RP \ll 10^{-8} \%$, are the bonds for the relative probability of initial conditions that lead to slow-roll inflation in this model.

For other models and potentials the choice of the measure is not as trivial. This is the case, for instance, of BD theory with the symmetry-breaking type of potential and with the exponential potential (see FIG. 3). In these cases, although not every choice of the initial conditions leads to the slow-roll inflationary equilibrium configuration, the relative probability of appropriate initial conditions is much larger than in the above discussed case. A crude inspection of FIG. 3 shows that the relative percent of appropriate initial conditions in the BD inflationary model with the exponential potential is about 50%, while for the symmetry-breaking type of potential it is of the similar order of magnitude. This huge jump in the relative probability of slow-roll inflation is due to the fact that the corresponding critical point, which in the minimal coupling case is always a saddle critical point, in the BD models can be a local attractor for a non-vanishing set of initial conditions. For the particular case with the quartic potential (quadratic potential in the JFBD formulation), as seen in subsection V C, the slow-roll inflation critical point is a global attractor in the phase space (see FIG. 5). This means that, no matter which initial conditions to choose, in this model slow-roll inflation is the inevitable fate of the cosmic expansion and so the relative probability is 100%.

Notice that the latter slow-roll inflation equilibrium configuration may not be associated with primordial inflation but rather with the present stage of the cosmic expansion of the Universe. Actually, in this case if add matter with energy density $\rho_m$ and pressure $p_m$, instead of a cosmological constant, before the de Sitter attractor is approached, given phase space orbits evolve in the vicinity of the saddle scaling point $P_{sc,*}$, where $\dot{\phi}^2/\rho_m =\text{const}$. It is clear that it is a non-sense to associate the de Sitter attractor with primordial inflation in this case. Contrary to common wisdom, if a slow-roll inflationary equilibrium configuration is to be associated with primordial inflation it is required that it be a saddle critical point instead of an attractor. This means that early times inflation is a transient stage of the cosmic evolution so that the exit from inflation is a natural consequence of the stability properties of the de Sitter critical point.

A. On the emergence of the $\Lambda$CDM cosmological model from BD theory

As stated in section V a similar dynamical systems study of the BD theory has been performed in references [51] and [52]. While in REF. [51] the dynamics of the Brans-Dicke theory was investigated in the Jordan frame, in [52]...
the BD theory in the dilatonic frame (also string frame) was considered instead. The work [51] was focused in the search for global attractor dynamics representing a de Sitter state, however the authors were not interested in the whole global dynamics since not all of the existing critical points were found. According to the results of [51] there are values of the BD coupling parameter $\omega_{BD}$ for which a global attractor representing the de Sitter stage exists in the phase space. Meanwhile, in [52] it was concluded that in the JFBD the de Sitter solution is found only for the quadratic potential. Here we want to clarify the issue. As seen from the first equation of the dynamical system (50):

$$x' = \sqrt{\frac{3}{2} \Omega_0^e} \left[-\sqrt{6} x + \frac{(1 + \sqrt{6} \epsilon x)(4 \sqrt{\epsilon} - z)}{1 + 6 \epsilon}\right],$$

(76)

where $\Omega_0^e$ is given by (51), at $x = 0$, $z = 4 \sqrt{\epsilon}$, since $x' = 0$ and $z' = 0$, there is a critical point of the dynamical system: the de Sitter solution ($\Omega_0^e = 1$). Since $z = \sqrt{\epsilon} \phi V_0 / V$, the condition $z = 4 \sqrt{\epsilon}$, means that, $\phi V_0 / V = 4$. Straightforward integration of this latter equation leads to the quartic potential: $V = V_0 \phi^4$. This strict interpretation of the condition $z = 4 \sqrt{\epsilon}$ is what led the authors of [52] to conclude that the de Sitter critical point exists only for the quartic potential (quadratic potential in the JFBD or exponential potential in the dilaton frame). Nevertheless, in principle the existence of the de Sitter critical point $(x, z) = (0, 4 \sqrt{\epsilon})$, is independent of the type of potential since the information on the specific functional form of the potential is comprised in the quantity $\alpha$ in the second equation of (50):

$$z' = \sqrt{6} x z (\alpha z + \sqrt{\epsilon}),$$

and for $x = 0$, $z' = 0$ independent of $\alpha$. The examples in FIG. 3 for instance, correspond to the exponential and to the symmetry-breaking potentials. Although the latter approaches to the quartic potential at large field values, the former potential does not approach to $\phi^4$. For the EXP we have that

$$\phi \frac{V_0}{V} = \sigma \phi = 4,$$

but the point $\phi = 4 / \sigma$ is not a singular point of the exponential potential. Hence, why could the point $(0, 4 \sqrt{\epsilon})$ be a critical point in the phase space for the EXP? In order to understand the physical explanation behind this result it is necessary first to put the BD Klein-Gordon (BDKG) equation in the costumed “minimal-coupling” form:

![Graph of the effective potential $W_{eff}$ vs $\phi$ for the EXP: $V = V_0 \exp(\sigma \phi)$ (left-hand panel) and for the SBP: $V = \lambda (\phi^2 - \mu^2) / 2$ (right-hand panel). The following values of the free parameters have been arbitrarily chosen: $V_0 = \sigma = \lambda = \mu = 1$ and $\epsilon = 0.1$.](image)
\[ \nabla^2 \phi = \frac{dV}{d\phi} \Rightarrow \ddot{\phi} + 3H\dot{\phi} = -\frac{dV}{d\phi}. \] (77)

The KGBD equation derived from (7) – third equation in (40) – reads:

\[ \nabla^2 \phi = \frac{dV}{d\phi} - \frac{1}{2} F\phi R \Rightarrow \ddot{\phi} + 3H\dot{\phi} = -V_\phi + 3F\phi \left( \dot{H} + 2H^2 \right), \]

so that in order to put it in the minimal coupling form it is required to introduce an effective potential \( W_{\text{eff}} \) such that:

\[ \nabla^2 \phi = \frac{dW_{\text{eff}}}{d\phi} \iff \frac{dW_{\text{eff}}}{d\phi} = V_\phi - 3F\phi \left( \dot{H} + 2H^2 \right). \]

This effective potential is the one that drives the dynamics of the expansion in the STT models.

In the present case we start with the BDKG equation in the form given by the third equation in (40). In order to put this latter equation into the minimal-coupling form we redefine the scalar field: \( \phi = \phi^2 \), so that:

\[ \ddot{\phi} + 3H\dot{\phi} = -\frac{2}{1 + 6\epsilon} \left( 2\phi \frac{dV}{d\phi} - 4V \right). \] (78)

Then we introduce the effective potential \( W_{\text{eff}} \) such that:

\[
\frac{dW_{\text{eff}}}{d\phi} = \frac{2}{1 + 6\epsilon} \left( 2\phi \frac{dV}{d\phi} - 4V \right) \Rightarrow W_{\text{eff}} = \frac{2}{1 + 6\epsilon} \int \left( 2\phi \frac{dV}{d\phi} - 4V \right) d\phi + W_0,
\]

where \( W_0 \) is an integration constant. It is chosen so that the effective potential be always a non-negative quantity.

For the exponential potential:
\[ V = V_0 \exp(\sigma\phi) = V_0 \exp(\sigma\sqrt{\phi}), \]

we get that:
\[
W_{\text{eff}} = \frac{4V_0 e^{\sigma\sqrt{\phi}}}{\sigma^2(1 + 6\epsilon)} (\sigma^2 \phi - 6\sigma \sqrt{\phi} + 6) + W_0. \]

The minimum of this effective potential is at \( \phi = \sqrt{\phi} = 4/\sigma \), where:
\[ W_{\text{eff}}^{\text{min}} = -8V_0 e^{4/\sigma^2(1 + 6\epsilon)} + W_0, \]

so that we set \( W_0 = 8V_0 e^{4/\sigma^2(1 + 6\epsilon)} \). In terms of the original variable \( \phi \) the resulting effective potential reads (left-hand-panel of FIG. 7):

\[
W_{\text{eff}} = W_{\text{eff}}(\phi) = \frac{4V_0 e^{\sigma \phi}}{\sigma^2(1 + 6\epsilon)} (\sigma^2 \phi^2 - 6\sigma \phi + 6) + \frac{8V_0 e^{4}}{\sigma^2(1 + 6\epsilon)}. \] (80)

Hence, for the exponential potential the de Sitter attractor is associated with the minimum of this effective potential at \( \phi = 4/\sigma \).

For the SBP (55) the effective potential is of the symmetry-breaking type\(^\text{13}\) as well (right-hand panel of FIG. 7):

\[
W_{\text{eff}} = \frac{\lambda \mu^2}{1 + 6\epsilon} (\phi - \mu^2)^2 = \frac{\lambda \mu^2}{1 + 6\epsilon} (\phi^2 - \mu^2)^2,
\]

where we have set \( W_0 = 0 \). The stiff-matter and generic stiff-matter solutions \( P_{\text{stiff}}^\pm \) and \( P_{\text{g-stiff}, \pm}^\pm \), respectively, are associated with the extrema of \( W_{\text{eff}} \). The stiff-matter points \( P_{\text{g-stiff}, \pm}^\pm \) correspond to the minima of \( W_{\text{eff}} \) at \( \phi = \pm \mu \), while \( P_{\text{stiff}}^\pm \) corresponds to its local maximum at \( \phi = 0 \). The slow-roll de Sitter solution arises at large field values \( \phi \gg 1 \).

Let us to summarize the above results:

\(^{\text{13}}\) For the quartic potential \( V \propto \phi^4 = \varphi^2 \) the effective potential \( W_{\text{eff}} = W_0 \) is a constant.
• Although slow-roll inflation is a critical point in the phase space of the BD theory for a wide class of self-interaction potentials, only less than (about) 50% of the initial conditions lead to the inflationary dynamics. The fact that the slow-roll inflation is a saddle point for a part of the initial conditions means that exit from inflation is a natural consequence of the properties of the dynamical system.

• Not all of the allowed potentials lead to primordial slow-roll inflation: For the quartic potential (quadratic potential in the JFBD formulation/exponential potential in the dilatonic formulation) the inflationary dynamics is associated with late-time evolution so that, in this specific case, the de Sitter attractor can be linked with the ΛCDM cosmological evolution.

• The fact that for the exponential potential the de Sitter solution is a local attractor means that it is to be associated with the late-time dynamics rather than with the early-time evolution. Hence, for appropriate initial conditions the EXP can be associated with ΛCDM cosmological evolution as well.

These results are independent of the parameter $\epsilon$, i.e., of the BD parameter $\omega_{\text{BD}}$ (see Eq. (38)).

B. Singular properties of the $\phi^2$-potential

Let us to show that the quadratic potential – quartic potential in the alternative formulation of BD theory given by the Lagrangian density (43) – represents a singular case among the self-interaction potentials of physical interest. We shall start by demonstrating that the $\phi^2$-potential in the framework of JFBD theory (41) corresponds indeed to the quartic potential $V \propto \phi^4$ in the alternative formulation of Brans-Dicke theory given by (43).

As discussed in the introductory part of section V, the Lagrangian of the alternative formulation (43) maps into the JFBD Lagrangian (41) under the simultaneous replacements:

$$\frac{1}{2} \epsilon \phi^2 \rightarrow \phi, \quad \epsilon \rightarrow \frac{1}{4\omega_{\text{BD}}}.$$  (81)

It is straightforward to check that under these replacements the quartic potential in the alternative formulation maps into the quadratic potential in the JFBD:

$$V(\phi) = \frac{\lambda}{4} \phi^4 \rightarrow V(\phi) = \frac{1}{2} m^2 \phi^2,$$  (82)

where $\lambda$ is a dimensionless constant and $m^2 = 2\lambda/\epsilon^2$. Summarizing: under (81):

$$\frac{\epsilon \phi^2}{2} R - \frac{1}{2} \left( \partial \phi \right)^2 - \frac{\lambda}{4} \phi^4 \rightarrow \phi R - \frac{\omega_{\text{BD}}}{\phi} \left( \partial \phi \right)^2 - m^2 \phi^2.$$  

That the quartic potential (in the $\phi^2$-formulation of the BD theory) plays a singular role within the framework of the scalar field models is well illustrated if consider the conformal coupling case: $\epsilon = 1/6$. It is well-known that the action:

$$S = \int d^4 x \sqrt{|g|} \left[ \phi^2 \frac{12}{12} R + \frac{1}{2} \left( \partial \phi \right)^2 \pm \frac{\lambda}{4} \phi^4 \right],$$  (83)

where the scalar field enters with the wrong sign so it is a ghost degree of freedom, is invariant under the Weyl rescalings:  

$$g_{\mu \nu} \rightarrow \Omega^{-2} g_{\mu \nu}, \quad \phi \rightarrow \Omega \phi.$$  (84)

14 Being a ghost mode is not a problem since, thanks to the invariance under (84), the scalar field may be gauged away through an appropriate choice of the conformal factor $\Omega$.

15 The importance of scale-invariance or Weyl-invariance in gravitational physics has been the aim of a number of well-known papers. The reader is invited to check, for instance, REF. [55–62].
Under these transformations the combination $\sqrt{|g|} \phi^2 R + 6(\partial \phi)^2$, as well as the scalar density, $\sqrt{|g|} \phi^4$, are kept unchanged. Then, under the assumption that the dimensionless constant $\lambda$ is not transformed by the Weyl rescalings, the action (83) is invariant under (84). The same conclusion is true for the JFBD theory with $\omega_{BD} = -3/2$ and with the quadratic potential:

$$S = \int d^4x \sqrt{|g|} \left[ \phi R + \frac{3}{2\phi} (\partial \phi)^2 - m^2 \phi^2 \right]. \quad (85)$$

It is not difficult to check that the latter action is invariant under the Weyl rescalings:

$$g_{\mu\nu} \rightarrow \Omega^{-2} g_{\mu\nu}, \quad \phi \rightarrow \Omega^2 \phi.$$

Any other potential than the quartic one in (83) or the quadratic one in (85), breaks the Weyl invariance of the theory.

The singular role the quadratic/quartic potential plays within the framework of those cosmological models that are based in the scalar-tensor theories of gravity is illustrated also by the results of the present investigation (see also [52]). Actually, as shown in subsection V C, within the class of the power-law potentials $V \propto \phi^n$, only the quartic potential $V \propto \phi^4$ leads to slow-roll inflationary dynamics. Besides, other potentials like the SBP (55), lead to slow-roll inflation only because at large field values these approach to the quartic one.

C. Non chaotic dynamics of Brans-Dicke cosmological models

There has been a debate on whether chaos arises in the phase space of scalar-tensor cosmological models [40–43, 63, 64]. The possibility of chaos in the dynamical systems corresponding to scalar-tensor cosmological models has been established numerically [40] and also semi-analytically through a perturbative approach [41]. In these papers the dynamical system was written in the form of a Hamiltonian system. In [63, 64] the occurrence of chaos has been challenged through a general dynamical system approach to classical self-consistent scalar field cosmology in the framework of spatially flat FRW spacetimes, for arbitrary potentials and arbitrary non-minimal coupling. In [43] the non occurrence of chaos in scalar-field cosmologies with arbitrary couplings and potentials has been confirmed through using the conformal transformations approach. Here we shall to confirm this conclusion for the Brans-Dicke theory with arbitrary potentials for the flat FRW cosmologies.

It is a well-known fact that, according to the Poincaré-Bendixson theorem [37, 38], strange attractors do not arise in 2D dynamical systems, so that the corresponding dynamics do not undergo chaos. This has been, precisely, the basis of the demonstration in [63, 64] of the absence of chaos in flat FRW scalar-tensor cosmological models. According to the present study this result is confirmed for vacuum Brans-Dicke theory. Actually, as shown in section V the BD equations of motion for vacuum (see (40)):

$$H^2 = \frac{1}{6\epsilon} \left( \frac{\phi}{\phi} \right)^2 - 2 \frac{\phi}{\phi} H + \frac{V}{3\epsilon \phi^2}.$$

$$\dot{H} = -\frac{1}{2\epsilon} \left( \frac{\phi}{\phi} \right)^2 + 4H \frac{\phi}{\phi} \frac{4V - \phi V_{\phi}}{(1 + 6\epsilon)\phi^2},$$

$$\ddot{\phi} + 3H \frac{\phi}{\phi} + \left( \frac{\phi}{\phi} \right)^2 = \frac{4V - \phi V_{\phi}}{(1 + 6\epsilon)\phi^2},$$

may be traded by the 2D dynamical system [50]:

$$x' = \sqrt{\frac{3}{2}} \left( 1 + 2\sqrt{6\epsilon} \cdot x - x^2 \right) \left[ -\sqrt{6} \cdot x + \frac{(1 + \sqrt{6\epsilon} \cdot x)(4\sqrt{\epsilon} - z)}{1 + 6\epsilon} \right],$$

$$z' = \sqrt{6} \cdot xz(\alpha z + \sqrt{\epsilon}),$$

on the state space variables:

$$x = \frac{\phi}{\sqrt{6\epsilon} \phi H}, \quad z = \sqrt{\epsilon} \frac{\phi V_{\phi}}{V}.$$
In the above dynamical system $\alpha = \Gamma_V - 1$ contains the information on the functional form of the potential. For a wide class of potentials $\alpha$ is either a number or a function of the variable $z$. For instance, for the exponential potential $\alpha = 0$, while for the power-law potential $V \propto \phi^{2n}$, $\alpha = -1/n$. For the symmetry-breaking potential (55):

$$
\alpha = \alpha(z) = \frac{2\sqrt{e} - z}{2z},
$$

etc. Hence, in those cases there is no chaos in the asymptotic dynamics of the flat FRW BD cosmological models.

VII. CONCLUSION

In this paper we have done a quite general study of the phase space dynamics of single-field scalar-tensor cosmological models with arbitrary couplings and self-interaction potentials. In order to gain more insight we have specialized to NMC and BD theories. In the latter case a detailed study of the phase space dynamics has exposed the global dynamics of the vacuum for a wide variety of potentials and, also, the global dynamics of BD theory with a cosmological constant for the power-law type of potentials. Especial attention has been paid to the choice of the variables of the state space so that the global dynamics could be exposed. We have complemented the study with numeric calculations for specific potentials that made possible to draw the corresponding phase portraits.

We may conclude that the non-minimal coupling of the scalar field to the curvature in the STTs appreciably improves the bonds on the allowed initial data-set, pointing to the naturalness of slow-inflation in what regards to the allowed space of initial conditions. This is to be contrasted with the very strong bonds on minimal coupling theories, where the relative probability of slow-roll inflation is almost vanishing. This conclusion has been possible thanks to our choice of measure that enabled us to give order of magnitude estimates. In forthcoming work we want to perform a similar study for multi-field models.
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