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ABSTRACT

Introduction: Zimbabwe is still burdened with HIV epidemic and the government has an ambitious aim in the post-2015 era to end the AIDS epidemic by 2030. To achieve this, the government has set up the 90-90-90 strategic milestones to be achieved by 2020. It is a daunting task to increase HIV testing uptake from the current estimate of 56% to 90% to meet these targets. The current government’s initiative requires an understanding of determinants of HIV testing.

Objectives: The specific objectives of this study are to: (i) identify the individual and community-level determinants of HIV testing, focusing on predisposing, enabling and perceived need factors (PREP); and (ii) establish gender differences.

Materials and Methods: We applied multilevel logistic regression models to nationally-representative samples of 17,797 women and 14,587 men from the 2005/2006 and 2010/2011 Zimbabwe Demographic and Health Surveys (ZDHS) to examine the determinants of HIV testing.

Results: HIV testing uptake increased significantly between 2005/2006 and 2010/2011, especially for women (females OR=5.60; males OR=2.57). Most PREP factors associated with HIV testing are largely consistent with patterns in Southern Africa (e.g., higher uptake by women and those who are wealthier), but unique patterns have also emerged. In particular, results reveal important gender differences: rural residence is associated with lower uptake of HIV testing for women (OR=0.74) but higher for men (OR=1.16); community wealth is a more important factor in enabling HIV testing than household wealth for women, but the converse is true for men; and individual-level, rather than community-level stigma is important for women, while for men, it is community-level stigma that is important.

Conclusion: Observed gender disparities in determinants of HIV testing calls for gender-specific response. Couple-oriented HIV counselling and testing services where men accompany their spouse to HIV screening during pregnancy may help increase HIV testing uptake for males and reduce gender disparities.
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INTRODUCTION

A national HIV testing program was implemented a decade ago in Zimbabwe, providing HIV treatment to millions of HIV-positive individuals, many of whom previously struggled with the illness due to unknown HIV status. By 2015, Zimbabwe sought to half new HIV infection prescribed by the World Health Organisation’s (WHO’s) strategic plan. Although, it has been a daunting task, adult HIV prevalence in Zimbabwe has almost halved from its peak of nearly 30% around 1997 to around 13.7% in 2011. HIV related deaths have also been reduced by over 60% as a result of a successful HIV testing, treatment and support programme. However,
despite government’s efforts to stem HIV scourge, Zimbabwe remains one of the countries in Sub-Saharan African countries still burdened with HIV epidemic. The current aim in the post-2015 era is to end the AIDS epidemic by 2030. To achieve this, the government, in collaboration with its partners have set up the 90-90-90 strategic milestones to be achieved by 2020. The milestones means that by 2020, 90% of all people living with HIV will know their HIV status, 90% of all people with diagnosed HIV infection will receive sustained antiretroviral therapy and 90% of all people receiving antiretroviral therapy will have viral load suppression. HIV testing has been used as an entry point for both HIV prevention and treatment; and an early detection of HIV can add 15 years to a person’s life span. People have to get tested and know their HIV status to enable them to seek treatment and to choose preventative strategies. For this reason, HIV testing services need to be available and accessible to all people to enable easy utilisation.

To ensure targets are met, Zimbabwe needs to improve HIV testing coverage, but scaling up HIV testing coverage; currently estimated at 56% can be daunting, given that HIV testing is voluntary. The success of the HIV self-testing programme will require a better understanding of the factors that influence people’s HIV testing behaviour, which this study seeks to achieve. Existing studies have identified a range of factors to be associated with HIV testing, including: place of residence, gender, marital status, and socio-economic status. Extant literature from Sub-Saharan African countries indicates that gender has been an important determinant of HIV testing behaviour. Specifically, the studies found that females were more likely to get tested for HIV than males due to reasons such as frequent access to health care services through maternal care.

Besides gender, marital status has been found to be strongly associated with HIV testing and findings have been consistent across gender. Individuals who are divorced, widowed and married tend to have higher odds of HIV testing than never married individuals. For example, married individuals were found to be 2.54 times more likely to be tested for HIV than never married individuals in South Africa. Similarly, a study in Ivory Coast found that never married individuals were 66% less likely to be tested than married people.

HIV testing is also influenced by enabling factors such as wealth status, education, HIV awareness and media exposure. Several studies have found that poorer individuals were less likely to test for HIV than those from wealthy households. It has been noted that poverty is likely to be associated with lack of education, and lack of education implies that messages regarding HIV testing are often inaccessible. Education is a key indicator of socio-economic status and more educated individuals are more likely to have better health due to their ability to have better access to health information and to understand and respond to such information. Socio-economic challenges may also decrease the likelihood of HIV testing, due to lack of financial resources that would enable individuals to have access to health care services.

The effect of HIV/AIDS factors (e.g., stigma and discrimination, risk perception of HIV infection, risky behaviour, HIV awareness, or knowing someone who died of HIV/AIDS) on HIV testing may depend on an individual’s predisposing factors such as age, education, marital status, social and economic status. These interactions may lead to an increased risk perception of HIV infection which may in turn decrease the willingness to utilise health care services that are linked to HIV. The risk perception of contracting HIV may either increases or decreases the likelihood of using health care services. An example of this phenomenon could be that, since HIV prevalence is reported to be positively associated with higher socio-economic status and education, individuals with higher educational attainment and those who are wealthier may perceive themselves to be at risk of HIV infection, and therefore have recourse for HIV testing, compared to those who are less well-off.

There is also evidence of a positive association between HIV awareness and HIV testing, and awareness and education are highly correlated. However, Lepine et al. have argued that HIV awareness may be negatively associated with HIV testing if the awareness affects risk perception and associated behaviours. Firstly, because individuals who have a good understanding of HIV prevention and transmission methods could be less likely to adopt risky behaviour and thus may perceive themselves to have less need for HIV testing as they think they are less at risk. Secondly, people who overestimate their likelihood of getting infected through their poor health knowledge could have higher odds of HIV testing thinking they are more at risk. This notion resonates with Musheke et al. who assert that the effect of HIV knowledge on HIV testing may be heterogeneous in the population. For instance education may determine access and exposure to HIV information and will affect the way this information is used to modify attitudes towards HIV testing.

Also, many studies have linked HIV infection with risky sexual behaviours, including multiple sexual partners, limited ability to negotiate safer sex, which may lead to lower rates of condom use and disclosure of HIV status. All of these may lead to an increased risk perception of HIV infection, leading to lower or higher uptake of HIV testing. In line with the effects of risk perception on healthcare utilisation, studies have shown that perceived susceptibility as a result of risky sexual behaviour exacerbates risk perception of HIV infection, in turn leading to underutilisation of health care services. On the other hand, existing literature also suggests that perception of being at risk of a disease is a prerequisite for behaviour change, and that perceived high risk of infection causes people to take precautionary measure including HIV testing and knowing the results in order to reduce the risk of getting the virus. According to health behavioural models, perceived susceptibility to a particular health problem (e.g., am I at risk of HIV?), perceived seriousness of the condition (e.g., how serious is HIV/AIDS?, how hard would my life be if I get it?), and cues to action (e.g., witnessing the death or illness of a close friend
or a family member due to HIV) may move an individual to take necessary action or change their behaviour. Therefore, knowing someone who died because of HIV is also a significant cue to action to an individual to test for HIV.

At community level, the likelihood of HIV testing may increase for individuals who reside in communities with higher HIV prevalence, high poverty, high risk perception of HIV infection, or within easy access of HIV intervention programmes, compared to individuals living in other communities. While HIV/AIDS stigma may exist within self as a result of imagined fear due to perceived risk of HIV infection based on self-assessment, stigma can also be observed and exerted from the outside world (health care providers, family, community, and friends). Either form of stigma may lead to more people underutilising health care services.

Since risky sexual behaviour may be linked to poverty in the community, people living in poor communities may perceive themselves to be at a high risk of HIV infection, and this may reduce the likelihood of uptake of HIV testing services in such communities. Furthermore, availability and quality of health care services, for example availability of family planning and HIV testing services in the community, may motivate individuals to seek help.

Research on the determinants of HIV testing has received considerable research attention. However, different studies have come up with different positions and it is challenging to reconcile existing findings and use them to inform our knowledge about HIV testing in Zimbabwe. Most available literature has focused on the association between HIV testing and individual-level factors. However, implications of community influence on HIV testing has received limited attention. Also, most studies have tended to analyse the association of predisposing factors such as age, gender, marital status, etc., without taking into account the enabling factors such as resources and enabling environment that facilitates individual’s behaviour. Working from the premises that community inequalities in access to health care services is as significant as individual level factors, it is essential and worthwhile to investigate and understand the effects of both individual and community-level determinants of HIV testing in the context of Zimbabwe.

CONCEPTUAL FRAMEWORK

The trajectory to HIV testing first needs to be explained before undertaking the analysis. In this regard, Andersen provided a useful analytical framework for examining determinants of HIV testing. This theoretical framework is grounded in the notion that utilisation of health care services is dependent upon contextual situations, which in turn influences individual circumstances. The framework is conceptualised based on the predisposition, enablement and need for health care use. What is vital in this approach is its emphasis on the joint effects of community and individual level factors that influence health care service utilisation. First, the level of HIV testing uptake is affected by predisposing factors which usually includes personal attributes of an individual such as demographic characteristics (i.e., age, gender, marital status, religion, ethnicity and others). Secondly, predisposing factors are assumed to operate through enabling and perceived need factors and these comprise of contextual and sometimes personal circumstance, representing the ability to use health care services. In this study, enabling factors are composed of an individual’s income, access to media, and awareness of HIV, observed HIV stigma, HIV disclosure and confidential concern. Thirdly, enabling factors are assumed to facilitate or inhibit individuals from accessing HIV testing services. However, whether an individual has a means to access health care services, there must be a need for them taking that action. The need factors pertain to the perceived and evaluated assessment of one’s health status which may compel the need for seeking health care services. For that reason, perceived/need factors such as whether an individual had engaged in risky behaviour

---

**Figure 1:** Conceptual Framework for the Analysis of Determinants of HIV Testing in Zimbabwe.
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such as having multiple sex partners, or had history of sexually transmitted diseases (STD) and whether one knew someone who had died of HIV were also considered in the framework. The conceptual framework in Figure 1 provides a schematic display of the perceived determinants of HIV testing in Zimbabwe.

The accumulated effects of predisposing, enabling and need factors govern one’s trajectory to HIV testing behaviour. Given the background of growing inequality in access to health care services in Zimbabwe, issues of community influence on HIV testing becomes at fore. A growing need exists for implication of both individual and community level effects on HIV testing. Such information will help the HIV prevention programs identify communities with high concentration of individuals who are likely to have been ever tested for HIV, as well as sub-populations that are not likely to be tested. Guided by this conceptual framework, this study aims to understand individual and community-level factors associated with HIV testing. Specifically, the study aims to identify the predisposing, enabling and perceived need factors associated with HIV testing with particular focus on gender differences.

MATERIALS AND METHODS

The Data

This is a secondary data analysis study based on the 2005-2006 and 2010-2011 Zimbabwe demographic and health surveys (ZDHS), the first 2 nationally representative surveys to include HIV testing. The surveys were designed to provide national estimates of HIV in the population, including HIV testing coverage. The analyses is based on respondents aged between 15-59 years residing in 402 clusters, and the sample size was 32,384 of which 27.8% of males (n=14,587) and 43.7% of females (n=17,797) were ever tested for HIV. Overall, about 93% of those who tested for HIV received their test results. The individuals responded to a questionnaire survey asking questions related to their HIV testing history, socio-economic and demography background and health indicators such as individual’s sexual behaviour, HIV related knowledge, attitude and behaviour and media exposure. The sample excluded the institutional population, which includes individuals living in hospitals, prisons and other institutions.

Outcome Variables

The key outcome variables of interest were whether the respondent was ever tested for HIV and received results. For each outcome variable, possible responses were ‘yes’ or ‘no’ if an individual had ever been tested for HIV or have received results or not.

Explanatory Variables

We identified a range of independent variables based on the conceptual framework described above, their presence in existing empirical literature and the sample distribution in the ZDHS datasets. The explanatory variables were clustered into specific categories; individual and community-level predisposing, enabling and perceived/need factors. These categories were considered to give the best representation of community and individual characteristics that are associated with HIV testing behaviour. Community-level HIV awareness, stigma and media exposure variables were imputed from relevant individual-level factors.

Individual-Level Socio-Economic and Demographic

Predisposing Variables

While inclusion of wealth, occupation, education and media exposure may indicate the manifestation of economic position of an individual, demographic factors such as gender, parity, religion, marital status and age are considered important because they may capture behavioural factors such as the perception of risk, acceptance of testing and sexual practice. The following are factors which were included at individual level.

Gender: Gender plays a key role in health seeking behaviour and there is evidence from existing literature suggesting that women, due to reasons such as frequent access to health care services through antenatal care (ANC), are more likely to test and receive HIV test results than men. The variable was used to compare utilisation of HIV testing services between males and females. This is a binary measure coded 1 if female and 0 if males.

Age: The ZDHS sample included females (aged 15-49) and males (aged 15-59) of reproductive age. Age was recorded into 5 categories: 15-24; 25-29; 30-34; 35-39; 40+. The variable was used to compare HIV testing behaviour between different age groups.

Marital status: This variable captures differentials in HIV testing behaviour between marital status categories. It was recoded into 4 categories: never-married, married, widowed and divorced.

Type of place of residence: This variable captures HIV testing behaviour of individuals by urban/rural residence.

Level of education: This was one of the key variables, which captured socio-economic characteristics of individuals. The variable was recoded into 3 categories: primary, secondary and higher educational attainment.

Religion: Catholic and protestant followers tend to have higher odds of health care service utilisation. This behaviour has been interpreted as a consequence of greater social diversity within mainstream religious groups that facilitates change of behaviour towards health care services utilisation. A categorical variable based on religious affiliation classified into: traditional/Catholic, Protestant, Pentecostal and Apostolic categories is included in the analysis.

Occupation: Economic dependency has been one of the major barriers to women’s control over their health behaviour in developing countries. However, studies have shown that a woman’s occupation is an important factor that influences her access to
health care services. This is due to the fact that women who are working and earning money will have greater autonomy and control over financial resources, and thus they are more able to pay for health care services. A categorical variable based on occupation is also included in the analysis.

**Enabling Factors**

Another explanatory domain in the conceptual framework relates to enabling factors. These are factors which promote or inhibit use of HIV testing services and they include enabling resources and environmental factors.

**Household wealth:** This variable was used as a measure of economic well-being. The index was constructed by DHS using principal component analysis to assign indicator weights based on household ownership of assets. This was a key variable of interest, and five wealth quintiles (poorest, poorer, middle, richer, and richest) were used in analysing the relationship between wealth and HIV testing behaviours.

**Media exposure:** This variable captures how individuals’ exposure to media was associated with their HIV testing behaviour. Exposure to HIV/AIDS information through mass media may lead to high levels of awareness, which may in turn influence self-assessed risk of HIV infection and the need to test for HIV. This variable was measured by 3 items relating to frequency of watching television, reading newspapers and listening to radio. An additive scale was imputed and classified into 3 level categorical variables: low, medium and high.

**AIDS awareness:** (1) AIDS awareness was derived from eight HIV related questions which consists of prevention and misconceptions about transmission. AIDS awareness index, was classified into 3 categories: low: if participants answered 3 or less questions correctly; medium: if answered up to 5 questions correctly; and high: if answered 6-8 questions correctly.

**HIV related stigma:** This referred to the respondent’s attitude towards HIV developed from 4 questions of HIV related stigma, namely; ‘If the respondent would buy vegetables from a vendor with HIV’, ‘can care for relative with HIV’, ‘would want an HIV-positive teacher to continue teaching’, and ‘would want others to know if a family member became infected with HIV’. The variable was classified into 3 categories: low: if not experienced any of the stigma indicators; medium: if experienced 1-2 of the stigma indicators; and high: if experienced 3-4 stigma indicators.

**Observed stigma:** Like in Sambisa, this study uses this variable to assess individual’s attitude towards people living with HIV. People act upon what they see happening around them. People may have been discouraged from being tested for HIV if they observed people living with HIV being discriminated against in their communities or families. In a study by the Government of Zimbabwe, a significantly number of people living with HIV reported that they had been forced to change residency or denied accommodation. We therefore, constructed observed ‘stigma variable’ from the following set of prompt items; whether participant knows someone suspected to have HIV/AIDS who has been denied health services, knows someone suspected to have HIV/AIDS who has been denied involvement in social events and knows someone suspected to have HIV who has been verbally abused. For the observed stigma variable, the additive scale was split into two categories: yes (1 or more) or no (0)

**Disclosure and confidentiality:** Not much attention has been given to HIV status disclosure and confidentiality dynamics within private and public places. People do not worry about how to disclose their HIV sero-status only, but they also worry about how their health information is shared. Mashuba and Hemalata pointed out that people living with HIV may have to disclose their HIV status to their family members, health care workers, employers, religious leaders, counsellors and community members. The disclosure and issues with how health information is going to be shared if results come out positive can act as a barrier to access to HIV testing services. Disclosure and confidentiality concern was a variable measured by a single item; ‘would want others to know if a family member became infected with HIV and coded ‘yes’ if someone reported that they would want others to know if a family member became infected, and ‘no’ if they didn’t want others to know.

**HIV and risky sexual behaviour variables**

Finally the perceived need factors were considered. The conceptual framework suggests that for someone to take an action on his/her health there must be a perceived risk and a need to do so. Here the perceived need factors are operationalized by whether someone feels he/she is at risk HIV infection because of their history of STI, multiple sex practice or knowing someone who died of HIV. Literature suggests that people get tested for HIV following the Illness or death of people they know. Each perceived need variable was coded ‘yes or no’.

**Condom used in the last sex encounter:** This is a binary variable. Those who had not used condom takes the value of 0, and those who have used take the value of 1.

**Multiple sex partners:** This also is a binary variable, which takes the value of zero if an individual did not have sex or had sex with only one partner and takes the value of one if an individual had sex with more than one sex partner in the last 12 months preceding the survey.

**History of Sexually Transmitted Infection (STI):** This is a binary variable. Those who have never had STI take the value of 0, and those who have ever had STI takes the value of 1.

**Methods of Analysis**

A two-level logistic regression model for binary response was
employed. Individuals who responded to the questionnaire were considered as level-1. Other studies which investigated multilevel determinants of HIV testing behaviour considered household and couples, as levels of analysis. This study did not consider household as a level of analysis because the average number of individuals in a household who have been ever tested for HIV as contained in the dataset was too small to be considered as a level of analysis. The study did not also consider couples; this was premised on the fact that never married people are less likely to be tested for HIV than married, divorced or widowed people. Therefore, in this study of the determinants of HIV testing, level-2 of analysis was represented by a cluster, which is defined as a community.

Multilevel Logistic Models

We recognize that communities may share similar socio-economic and demographic characteristics, resources and experiences and it is therefore, reasonable to assume that residents of one community maybe more similar to each other with respect to their HIV testing behaviour. With such background knowledge, it can be argued that variations in HIV testing in Zimbabwe may not have been as a result of individual characteristics alone, but of the effects of community effects in which they live as whole. For this reason, this study used 2 level logistic regression models to investigate the community and individual level factors that influence HIV testing behaviour. The basic form of 2 level random intercepts logistic regression model used can be expressed as:

\[
\logit(\pi_{ij}) = \log \left( \frac{\pi_{ij}}{1-\pi_{ij}} \right) = \beta_0 + \beta X_{ij} + u_0
\]

Where \(\pi_{ij}\) is the probability of having ever been tested for HIV for an individual \(i\) in the \(j\)th community. \(\beta_0\) is the regression intercept, \(X_{ij}\) is the vector of covariates defined at individual or community level; \(\beta\) is the associated vector of usual regression parameter estimates, and is shared by all communities, while the random effect \(u_0\) is specific to community \(j\).

Before including any explanatory variables in the models, it was crucial to know how much between communities variations were there in the propensity to test for HIV. To assess this, we look at the estimated value of \(\sigma^2_u\), which is the variance of the \(u_0\) terms. We use a threshold model approach which measures proportions at group level:

\[
\rho = \frac{\sigma^2_u}{\sigma^2_u + \sigma^2}\]

Where \(\sigma^2_u\) is the total variance at community level, and \(\sigma^2\) is the total variance at individual level. For the multilevel logistic regression model, the level-1 residuals are assumed to have a standard logistic distribution with mean zero and variance \(\pi(1-\pi)/3\) where \(\pi\) is the constant 3.14159. Thus, \(\rho = \sigma^2_u/\sigma^2 = 0.39\).

Modelling Approaches

Since our analysis is based on hierarchical data given the ZDHS multi-stage sampling design, it is necessary to use techniques that consider the possible dependence of individuals clustered in the community. Conventional regression analysis techniques assume that individual observations are independent from one another. If this assumption is violated, estimates of the regression coefficients can be biased and standard errors may be underestimated. Multilevel regression techniques make it possible to take into account the possible dependence of the outcome variable between people in the same community. Four models were fitted in the analysis. Model 0 was an empty model with year of survey as the only co-variate. This was fitted to decompose the total variance between individual and community level. Background demographic and socio-economic factors were then added in Model 1. The next model (Model 2) was composed of background demographic/socio-economic factors and HIV and risky sexual behaviour; enabling and need factors. The final model (Model 3) took account of community factors.

Measures of fixed effects, that is the effects of individual-level and community-level determinants of HIV testing were reported in terms of odds ratios, whilst the measures of variation (random effects) were expressed in terms of intra-class correlation coefficient (ICC). The estimation procedure was based on quasi-likelihood methods, starting with the default procedure 1st order marginalized quasi-likelihood methods (MQL) and extending to 2nd order penalized quasi likelihood (PQL). The 2nd order estimation was preferred because it is an improved approximation procedure.

RESULTS

Descriptive and Bivariate Analysis

Cross-tabulation analysis, including chi-square tests were undertaken to assess the distribution of individuals who were ever tested for HIV by predisposing, enabling and need factors. Relevant means or proportions were imputed for community-level variables. The proportions of individuals who were ever tested for HIV and received their results are presented in Table 1, based on 2005-2006 and 2010-2011 ZDHS.

Percentage Distribution of Individuals Ever Tested for HIV and those Who Received the Results

Table 1 presents the proportion of individuals who ever tested for HIV; and the proportion that received results among those who were ever tested for HIV in the 2005-2006 and 2010-2011 surveys. The coverage of HIV testing was significantly higher for females (26%) versus males: (18 %), \((p<0.005)\) in the 2005-2006 survey. By 2010-2011 the coverage of HIV testing increased for both males and females to 62 % for females; versus males: 38% \((p<0.005)\). Among those who ever tested for HIV, 89% of males and 85% of females received results in the 2005/2006 survey; these percentages increased to 93% for males.
and 96% for females in the 2010-2011 survey.

**Distribution of HIV Testing by Background Characteristics**

A bivariate analysis was used to assess the association between each independent variable set out in the framework and the study outcomes. The Chi-square tests showed association between key variables and HIV testing, but not with receipts of HIV test results. The sample size of those who did not receive results after HIV test was too low to allow for a meaningful multivariate multilevel logistic regression analysis. Therefore, the determinants of receipts of HIV test results were excluded from further analysis. Given that over 90% of those who tested for HIV collected their results, policies need to focus mainly at increasing uptake of HIV testing in Zimbabwe.

The results in Table 2 indicated that there was an association between HIV testing and the following factors: age, place of residence, marital status, educational attainment, occupation, household wealth, exposure to media, and HIV awareness. The highest proportion (58%) was observed among females in the age group (25-29); compared to males (38%) in same age group. For both males and females, HIV testing coverage was lowest among individuals below the age of 20 years, followed by those aged 40 years and above. Because of disparities in socio-economic development between urban and rural areas, place of residence was also a key factor in determining access to HIV testing services. A higher proportion of people who ever tested for HIV were from urban than rural areas for both males and females. With respect to marital status, for females, the highest coverage of HIV testing was observed among those who were married (52%), whilst for men it was among those who were widowed (41%). As we expected, HIV testing coverage increased by educational attainment. For example only 19% of males and 36% of females with primary education ever tested for HIV, compared to 53% and 65% males and females with higher educational attainment, respectively.

**Distribution of HIV Testing by Enabling and Need Factors**

Table 3 shows differentials in HIV testing based on enabling and need factors, including household wealth, media exposure, HIV/AIDS awareness, observed stigma, and HIV test results disclosure concern. The proportion of individuals who were ever tested for HIV was higher among those from wealthier households. For example, 21% of males from poorest households versus 39% from richest household reported ever being tested for HIV. Whilst, HIV testing was higher among individuals who reported having higher media exposure or HIV awareness, it was lower among those who reported having observed HIV stigma and those with HIV disclosure concerns.

Individuals who engage in multiple sexual partnerships, have history of (STI), and do use condoms or those who knew someone who had died of HIV may consider themselves to be at a high risk of HIV infection. Therefore, they may perceive themselves as having a need to test for HIV. In our sample, a higher proportion of individuals (35% of males and 57% of females) who mentioned that they have a history of STI had been tested for HIV than those who did not have a history of STI (28% of males and 43% of females). Furthermore, a higher proportion who reported having used condoms in the last sexual intercourse had been tested for HIV compared with individuals who did not use condoms (e.g. 62% versus 42% for females). For both males and females, those who reported having multiple sexual partners and those who knew someone who died of HIV/AIDS, contrary to expectation.

The results from bivariate analysis suggested a significant association between variables considered in the framework. However, given that bivariate associations can be influenced by confounding factors, a multivariate analysis that simultaneously takes into account these effects was used to accurately establish the independent predictors of HIV testing behaviour.

**Multivariate Multilevel Analyses**

Multivariate analyses here start with combining the data for males and females across the 2 surveys to assess gender differ-
Table 2: Distribution of HIV Testing by Background Socio-Economic and Demographic Characteristics.

| Background characteristics | Proportion ever been tested for HIV by background characteristics |   |   |   |
|----------------------------|-------------------------------------------------|---|---|---|
|                            | Weighted % | N | p-value | Weighted % | N | p-value | All Cases (unweighted) |
| Age groups*                |            |   |         |            |   |         |                       |
| 15-24                      | 16.7       | 6533 | <0.05   | 35.4       | 7717 | <0.05   | 14250                  |
| 25-29                      | 37.7       | 2218 | 0.05     | 57.9       | 3089 | 0.05     | 5307                   |
| 30-34                      | 36.3       | 1838 | 0.05     | 51.6       | 2470 | 0.05     | 4308                   |
| 35-39                      | 37.1       | 1462 | 0.05     | 48.0       | 1859 | 0.05     | 5321                   |
| 40+                        | 34.6       | 2536 | 0.05     | 36.5       | 2360 | 0.05     | 5196                   |
| Residence*                 |            |   | <0.05   |            |   | <0.05   |                       |
| Urban                      | 34.6       | 4992 | 0.05     | 47.9       | 6571 | 0.05     | 11563                  |
| Rural                      | 24.4       | 9595 | 0.05     | 41.3       | 11224| 0.05     | 20819                  |
| Marital status*            |            |   | <0.05   |            |   | <0.05   |                       |
| Never married              | 17.7       | 6724 | 0.05     | 22.9       | 4696 | 0.05     | 11419                  |
| Married                    | 36.7       | 7154 | 0.05     | 51.9       | 10529| 0.05     | 17683                  |
| Widowed                    | 41.1       | 180  | 0.05     | 46.5       | 1231 | 0.05     | 1411                   |
| Divorced                   | 34.2       | 529  | 0.05     | 49.1       | 1340 | 0.05     | 1869                   |
| Education level *          |            |   | <0.05   |            |   | <0.05   |                       |
| Primary                    | 18.8       | 4176 | 0.05     | 35.5       | 6065 | 0.05     | 10241                  |
| Secondary                  | 29.6       | 9523 | 0.05     | 46.9       | 11083| 0.05     | 20606                  |
| Higher                     | 52.8       | 888  | 0.05     | 64.5       | 647  | 0.05     | 1535                   |
| Religion*                  |            |   | <0.05   |            |   | <0.05   |                       |
| Roman catholic             | 26.9       | 6837 | 0.05     | 42.2       | 4754 | 0.05     | 11591                  |
| Protestant                 | 29.4       | 2202 | 0.05     | 41.3       | 3734 | 0.05     | 5936                   |
| Pentecostal                | 33.6       | 1944 | 0.05     | 47.2       | 3343 | 0.05     | 5287                   |
| Apostolic sect             | 25.8       | 3604 | 0.05     | 44.4       | 5964 | 0.05     | 9568                   |
| Occupation*                |            |   | <0.05   |            |   | <0.05   |                       |
| Unemployed                 | 18.5       | 4634 | 0.05     | 40.7       | 10278| 0.05     | 14912                  |
| Professional               | 52.1       | 1056 | 0.05     | 72.6       | 1796 | 0.05     | 2852                   |
| Manual work                | 46.0       | 2121 | 0.05     | 70.8       | 729  | 0.05     | 2850                   |
| Agriculture                | 36.4       | 1842 | 0.05     | 58.6       | 1218 | 0.05     | 3060                   |

*All variables statistically sig at 5% level <0.05

ences. Although, the association patterns observed in bivariate analysis were relatively consistent with gender, it is reasonable to recognise that the determinants of HIV testing among males and females are likely to be different. For this reason, multivariate analysis is presented separately for males and females to explore the differences in predictors of HIV testing by gender. Results for the combined sample are given in Annexure, while tables 4 and 5 present estimates for females and males respectively. There is evidence of a significant gender disparity in HIV testing, with females being about twice as likely to be tested (average OR=1.8) as compared to males of similar characteristics (See Annexure).

The Determinants of HIV testing among females

Table 4 presents the odds ratios (ORs) associated with HIV testing for females. With all variables excluded, the results show females were 5.4 times more likely to have been HIV tested in 2010/2011 than in 2005/2006 survey. When all predisposing variables were included in Model 1, the odds of HIV testing substantially increased to 6.9. Females from rural areas were 36% less likely to test for HIV than those from urban areas. As females grow older, they have a tendency to avoid HIV testing. For example, females aged between 30-34 years and those who were 40 years and above were 31% and 65% less likely than young individuals aged 15-24 years to test for HIV, respectively. Married females were 2.1 times while those who were widowed and divorced were 2.4 and 1.8 times more likely to test for HIV compared with those who never married. Also females who were professionals and those with manual jobs had 1.4 times higher odds of HIV testing than those who were unemployed. Again, the likelihood of HIV uptake increased significantly with birth order. For instance, birth order 2 was associated with 5.4 times higher odds of HIV testing than birth order 0. Furthermore, in-
Table 3: Distribution of HIV Testing by Enabling and Need Factors.

| Variable                      | Proportion ever been tested for HIV by enabling and need factors | Males | Females | p-value | Males | Females | p-value | All cases |
|-------------------------------|------------------------------------------------------------------|-------|---------|---------|-------|---------|---------|-----------|
|                               | Weighted % | N     | p-value | Weighted % | N     | p-value | N       |           |
| Wealth *                      |           |       |         |           |       |         |         |           |
| Poorest                       | 20.7      | 2513  | <0.05   | 38.1      | 3227  | <0.05   | 5740    |           |
| Poorer                        | 21.3      | 2638  |         | 39.6      | 3143  |         | 5781    |           |
| Middle                        | 24.3      | 2712  |         | 42.9      | 3165  |         | 5877    |           |
| Richer                        | 30.1      | 3475  |         | 48.6      | 3925  |         | 7400    |           |
| Richest                       | 39.1      | 3249  |         | 46.9      | 4335  |         | 7584    |           |
| Media exposure *              |           |       |         |           |       |         |         |           |
| Low                           | 24.3      | 9446  | <0.05   | 44.1      | 12396 | <0.05   | 22742   |           |
| Medium                        | 37.8      | 3245  |         | 48.2      | 2662  |         | 5907    |           |
| High                          | 28.7      | 1877  |         | 34.4      | 1804  |         | 3681    |           |
| HIV awareness *               |           |       |         |           |       |         |         |           |
| Low                           | 19.2      | 661   | <0.05   | 23.8      | 1117  | <0.05   | 1778    |           |
| Medium                        | 33.8      | 7694  |         | 51.6      | 10174 |         | 17868   |           |
| High                          | 21.6      | 6232  |         | 34.7      | 6504  |         | 12736   |           |
| Observed stigma *             |           |       |         |           |       |         |         |           |
| No                            | 16.5      | 5148  | <0.05   | 47.3      | 14782 | <0.05   | 19930   |           |
| Yes                           | 22.4      | 9439  |         | 30.6      | 3013  |         | 12452   |           |
| Disclosure concern *          |           |       |         |           |       |         |         |           |
| No                            | 28.7      | 8226  | <0.05   | 44.3      | 9982  | <0.05   | 18208   |           |
| Yes                           | 26.9      | 6361  |         | 42.9      | 7813  |         | 14174   |           |
| Need/risk perception factors  |           |       |         |           |       |         |         |           |
| History of STI *              |           |       |         |           |       |         |         |           |
| No                            | 27.7      | 14204 | <0.05   | 43.3      | 17248 | <0.05   | 31452   |           |
| Yes                           | 35.2      | 383   |         | 57.2      | 547   |         | 930     |           |
| Condom use *                  |           |       |         |           |       |         |         |           |
| No                            | 36.0      | 12057 | <0.05   | 42.1      | 16374 | <0.05   | 28431   |           |
| Yes                           | 37.1      | 2530  |         | 62.4      | 1421  |         | 3951    |           |
| Multiple sexual partners *    |           |       |         |           |       |         |         |           |
| No                            | 31.2      | 7501  | <0.05   | 47.4      | 11698 | <0.05   | 19199   |           |
| Yes                           | 24.5      | 6576  |         | 36.7      | 5931  |         | 12507   |           |
| Know someone died of HIV *    |           |       |         |           |       |         |         |           |
| No                            | 29.9      | 11089 | <0.05   | 47.3      | 14313 | <0.05   | 25402   |           |
| Yes                           | 21.7      | 3490  |         | 30.7      | 3261  |         | 6751    |           |

*Statistical significance at 5% level p<0.05.

Individuals with secondary or higher educational attainment were found to be 1.8 and 3.6 times more likely to have been tested for HIV compared with those with primary or no educational attainment. Compared with empty model 0, the inclusion of individual level variables in Model 1 increased the intra-community correlation to 6.8%, with approximately 21.4% of proportional change in variance unexplained.

Model 2 controlled for the enabling, perceived and need factors. The results showed that, although slightly reduced, the background characteristic factors remained significantly associated with HIV testing when enabling, perceived and need factors were controlled for. However, controlling for model 2 factors substantially explained the effect of place of residence such that place of residence was no longer significantly associated with HIV testing for females. Enabling factors such as wealth, media exposure and HIV awareness were found to be associated with HIV testing for females. Being wealthier was associated with increased odds of HIV testing. For instance, females in the richest quintile households were 1.3 times more likely to test for HIV.
### Table 4: Average Odds of HIV Testing from Multilevel Logistic Regression Models (95% Confidence Intervals are given in Square Brackets)-Females.

| Parameters                          | Model 1         | Model 2         | Model 3         |
|-------------------------------------|-----------------|-----------------|-----------------|
| **Survey (2005-6)**                 |                 |                 |                 |
| 2010-11                             | 5.39 [4.83-6.02]* | 6.89 [6.08-7.79]* | 6.91 [6.11-7.82]* |
| **Residence (urban)**               |                 |                 |                 |
| Rural                               | 0.74 [0.67-0.83]* | 0.96 [0.82-1.11] | 1.08 [0.91-1.29] |
| **Age groups (15-24)**              |                 |                 |                 |
| 25-29                               | 1.02 [0.91-1.14] | 0.93 [0.83-1.05] | 0.93 [0.83-1.05] |
| 30-34                               | 0.69 [0.61-0.79]* | 0.62 [0.54-0.71]* | 0.62 [0.54-0.71]* |
| 35-39                               | 0.51 [0.44-0.59]* | 0.46 [0.39-0.53]* | 0.46 [0.39-0.53]* |
| 40+                                 | 0.35 [0.30-0.40]* | 0.31 [0.27-0.36]* | 0.31 [0.26-0.36]* |
| **Marital status (never married)**  |                 |                 |                 |
| Married                             | 2.12 [1.85-2.43]* | 2.23 [1.94-2.57]* | 2.23 [1.94-2.57]* |
| Widowed                             | 2.43 [2.00-2.95]* | 2.40 [1.97-2.92]* | 2.39 [1.97-2.91]* |
| Divorced                            | 1.78 [1.47-2.11]* | 1.71 [1.45-2.10]* | 1.74 [1.45-2.09]* |
| **Occupation(unemployed)**          |                 |                 |                 |
| Professional                        | 1.41 [1.24-1.63]* | 1.34 [1.17-1.54]* | 1.34 [1.17-1.54]* |
| Manual work                         | 1.41 [1.17-1.70]* | 1.36 [1.12-1.64]* | 1.34 [1.11-1.63]* |
| Agriculture                         | 1.03 [0.88-1.19] | 0.98 [0.84-1.15] | 0.98 [0.84-1.14] |
| Religion (Catholic)                 |                 |                 |                 |
| Protestant                          | 1.10 [0.99-1.22] | 1.05 [0.94-1.17] | 1.04 [0.94-1.17] |
| Pentecostal                         | 1.08 [0.97-1.21] | 1.05 [0.94-1.17] | 1.04 [0.93-1.17] |
| Apostolic                           | 0.93 [0.85-1.02] | 0.96 [0.87-1.06] | 0.96 [0.87-1.05] |
| Education (primary)                 |                 |                 |                 |
| Secondary                           | 1.78 [1.63-1.94]* | 1.56 [1.43-1.71]* | 1.55 [1.42-1.70]* |
| Higher                              | 3.60 [2.91-4.44]* | 2.79 [2.24-3.47]* | 2.78 [2.24-3.46]* |
| **Enabling and perceived/need factors** |                 |                 |                 |
| Wealth (poorest)                    |                 |                 |                 |
| Poorer                              | 1.05 [0.93-1.19] | 1.03 [0.91-1.17] | 1.03 [0.91-1.17] |
| Middle                              | 1.20 [1.06-1.37]* | 1.14 [0.99-1.13] | 1.14 [0.99-1.13] |
| Richer                              | 1.24 [1.07-1.45]* | 1.15 [0.97-1.36] | 1.15 [0.97-1.36] |
| Richest                             | 1.27 [1.05-1.53]* | 1.16 [0.95-1.42] | 1.16 [0.95-1.42] |
| Media exposure (low)                |                 |                 |                 |
| Medium                              | 1.21 [1.09-1.35]* | 1.21 [1.09-1.34]* | 1.21 [1.09-1.34]* |
| High                                | 1.67 [1.42-1.97]* | 1.67 [1.42-1.97]* | 1.67 [1.42-1.97]* |
| HIV/AIDS Awareness(low)             |                 |                 |                 |
| Medium                              | 1.59 [1.31-1.93]* | 1.59 [1.31-1.93]* | 1.59 [1.31-1.93]* |
| High                                | 2.04 [1.72-2.43]* | 2.04 [1.71-2.43]* | 2.04 [1.71-2.43]* |
| **Observed AIDS stigma(no)**        |                 |                 |                 |
| Yes                                 | 1.07 [0.90-1.27] | 1.06 [0.90-1.26] | 1.06 [0.90-1.26] |
| HIV disclosure concern(no)          |                 |                 |                 |
| Yes                                 | 0.82 [0.74-0.90]* | 0.81 [0.74-0.89]* | 0.81 [0.74-0.89]* |
| Knows someone died with Aids(no)    |                 |                 |                 |
| Yes                                 | 1.23 [1.08-1.41]* | 1.23 [1.08-1.41]* | 1.23 [1.08-1.41]* |
| **History of STI (no)**             |                 |                 |                 |
| Yes                                 | 1.55 [1.27-1.89]* | 1.55 [1.27-1.90]* | 1.55 [1.27-1.90]* |
| **Community factors**               |                 |                 |                 |
| Poverty – gm                        | 0.73 [0.56-0.94]* |                 |                 |
| Random Variance (SE)                | 0.239 (0.025)*   | 0.22 (0.024)*    | 0.218 (0.024)*   |
| (VPC)=ICC(%)                        | 6.8             | 6.3             | 6.2             |

VPC=Variance Partition Coefficient, ICC=intra-cluster correlation. *Statistical significance at 5% level p<0.05.
than those from the poorest households. Similarly, those with higher levels of media exposure and HIV awareness had higher odds of HIV testing compared with their counterparts with lower levels of media exposure or HIV AIDS awareness. The results relating to perceived and need factors suggest that having disclosure concerns was associated with reduced odds of being tested for HIV by 18% compared with females with no disclosure concerns. On the other hand, having a history of STIs and knowing someone who died of HIV was associated with increased odds of HIV testing. The results provide no evidence of a relationship between HIV testing and observed stigma among females.

In the final model (Model 3), poverty in the community was the only community-level variable found to be significantly associated with HIV testing for females. Living in a community with a high proportion of individuals living in poverty was associated with reduced odds of HIV testing. The estimates for household wealth diminished after we controlled for community poverty such that household wealth was no longer significantly associated with HIV testing.

The results of the variance components model (i.e. the empty model) and other models in Table 4 suggest that most of the variation in HIV testing for females was at the individual level. However, there were also some variation at the community level as indicated by the significant random variance in reporting of ever being tested for HIV across communities. As shown by the variance partition coefficient (VPC), the ICC was estimated at about 6-7%, even after controlling for individual and community level factors in Table 4. Thus, about 6% of the total unexplained variation in HIV testing could be attributed to unobserved community-level effects with the remaining 94% of unexplained variation attributable to individual-level factors.

The Determinants of HIV testing among males

The results for males (Table 5) slightly differed from those for females. As with females, the odds of HIV testing for males were higher in 2010/2011 than in 2005/2006, but the odds of HIV testing for males were lower by 3.03 points compared with the odds for females between the same periods (OR=5.60 females versus OR=2.57 males). This suggests that the increase in uptake of HIV testing was greater for women than men. In comparison with female’s estimates, some results for males also differ when we controlled for background characteristics. It is noticeable that males residing in rural areas were about 1.2 times more likely than those from urban areas to have ever been tested for HIV. This finding differs with that of female which suggested that rural residence was associated with lower odds of HIV testing than urban residence. Results also revealed that being older is associated with lower odds of HIV testing for females, but not for males. Being married was associated with reduced odds of HIV testing by 32% for males, while being widowed was associated with increased odds by 47% compared to being never married. Unlike females, being a manual worker or working in agricultural sector was associated with increased odds of HIV testing for males.

Also differing from females, the odds of being tested for HIV was 21% higher for individuals belonging to Pentecostal church and 16% lower for those belonging to Apostolic faith, compared with those from Roman catholic church for males, but not for females. Education was found to be positively associated with HIV testing, with those with higher educational attainment exhibiting increased odds of HIV testing for both males and females.

Model 2 controlled for enabling, perceived and need factors. Comparing female and male, both wealth and media exposure were found to be associated with HIV testing. Like for females, being wealthier and having exposure to media were associated with increased odds of HIV testing for males. Similarly, males exposed to media messages were more likely than their counterparts with less media exposure to have tested for HIV. Among perceived and need factors that were associated with HIV testing were condom use, knowing someone who died of HIV and history of STI. The results suggest that those who did use condoms in their last sex encounter were 1.6 times more likely to have been tested for HIV than those who did not use condoms. Meanwhile, those who reported knowing someone who died of AIDS and those with a history of STI were 1.3 and 1.7 times more likely to test for HIV than their counterparts who did not know of anyone who had died of AIDS or had no history of STI. Circumcised males were about 1.3 times more likely to have been tested than those not circumcised. In the final model 3, the results showed that living in a community with a high proportion of individuals with stigma was associated with reduced odds of HIV testing. Other community level factors such as poverty and media exposure were not associated with HIV testing for males. Controlling for community-level stigma in Model 3 considerably reduced the estimates for place of residence such that rural residence was no longer significant for males.

The results for different models in Table 5 showed that most of the variation in HIV testing for males was at the individual level, but there were also some variation at community level as indicated by significant community-level random variance. The VPC (i.e., the ICC) was estimated at about 2.5%, which was the proportion of total unexplained variability in HIV testing that could be attributed to unobserved community level effects. This implies that most (i.e., about 97.5%) of the unexplained variation in HIV testing was attributable to unobserved individual-level factors.

DISCUSSION, CONCLUSION AND RECOMMENDATION

Key Findings

The main objectives of this study were to identity individual and community-level factors associated with HIV testing in Zimbabwe, and establish gender disparities. Overall the results show
### Table 5: Average Odds of HIV Testing from Multilevel Logistic Regression Models (95% Confidence Intervals are given in Square Brackets)-Males.

| Parameters                      | Model 1                  | Model 2                  | Model 3                  |
|---------------------------------|--------------------------|--------------------------|--------------------------|
| Survey (2005-6)                 |                          |                          |                          |
| 2010-11                         | 2.57 [2.28-2.91]*        | 2.92 [2.53-3.37]*        | 3.04 [2.63-3.53]*        |
| Residence (urban)               |                          |                          |                          |
| Rural                           | 1.16 [1.01-1.33]*        | 1.17 [1.02-1.34]*        | 1.13 [0.99-1.30]         |
| Age groups (15-24)              |                          |                          |                          |
| 25-29                           | 0.30 [0.24-0.38]*        | 0.37 [0.29-0.48]*        | 0.37 [0.29-0.48]*        |
| 30-34                           | 1.04 [0.85-1.27]         | 1.04 [0.85-1.27]         | 1.04 [0.85-1.27]         |
| 35-39                           | 0.93 [0.76-1.14]         | 0.93 [0.76-1.14]         | 0.93 [0.76-1.14]         |
| 40+                             | 0.94 [0.76-1.15]         | 0.94 [0.76-1.16]         | 0.94 [0.76-1.15]         |
| Marital status (never married)  |                          |                          |                          |
| Married                         | 0.68 [0.59-0.77]*        | 0.68 [0.59-0.77]*        | 0.57 [0.49-0.68]*        |
| Widowed                         | 1.47 [1.06-2.03]*        | 1.47 [1.06-2.03]*        | 1.23 [0.87-1.74]         |
| Divorced                        | 1.00 [0.82-1.22]         | 1.00 [0.82-1.22]         | 0.77 [0.62-0.96]*        |
| Occupation (unemployed)         |                          |                          |                          |
| Professional                    | 1.18 [1.00-1.39]         | 1.17 [0.98-1.38]         | 1.16 [0.98-1.38]         |
| Manual work                     | 1.37 [1.20-1.58]*        | 1.35 [1.17-1.55]*        | 1.35 [1.18-1.55]*        |
| Agriculture                     | 1.20 [1.03-1.39]*        | 1.18 [1.02-1.37]*        | 1.20 [1.03-1.40]*        |
| Religion (Catholic)             |                          |                          |                          |
| Protestant                      | 1.21 [1.05-1.40]*        | 1.25 [1.09-1.45]*        | 1.26 [1.09-1.45]*        |
| Pentecostal                     | 0.96 [0.84-1.09]         | 0.99 [0.87-1.12]         | 0.99 [0.87-1.13]         |
| Apostolic                       | 0.84 [0.74-0.95]*        | 0.85 [0.75-0.96]*        | 0.85 [0.75-0.96]*        |
| Education (primary)             |                          |                          |                          |
| Secondary                       | 1.89 [1.29-2.76]*        | 1.62 [1.24-2.66]*        | 1.68 [1.28-2.75]*        |
| Higher                          | 3.03 [2.01-4.57]*        | 2.90 [1.92-4.37]*        | 3.00 [1.98-4.54]*        |
| Enabling and perceived/need factors |                        |                          |                          |
| Wealth (poorest)                |                          |                          |                          |
| Poorer                          | 1.01 [0.88-1.18]         | 1.02 [0.88-1.19]         |                          |
| Middle                          | 1.16 [1.01-1.35]*        | 1.18 [1.02-1.36]*        |                          |
| Richer                          | 1.25 [1.06-1.47]*        | 1.26 [1.07-1.49]*        |                          |
| Richest                         | 1.62 [1.34-1.96]*        | 1.65 [1.36-2.00]*        |                          |
| Media exposure (low)            |                          |                          |                          |
| Medium                          | 1.12 [1.01-1.25]*        | 1.12 [1.01-1.25]*        |                          |
| High                            | 1.53 [1.35-1.73]*        | 1.54 [1.36-1.74]*        |                          |
| Condom used (no)                |                          |                          |                          |
| Yes                             | 1.63 [1.43-1.86]*        | 1.63 [1.43-1.86]*        |                          |
| Knows someone died of Aids (no)  |                          |                          |                          |
| Yes                             | 1.26 [1.11-1.43]*        | 1.26 [1.11-1.44]*        |                          |
| History of STI (no)             |                          |                          |                          |
| Yes                             | 1.46 [1.15-1.85]*        | 1.45 [1.14-1.84]*        |                          |
| Community factors               |                          |                          |                          |
| Stigma – gm                    |                          |                          |                          |
| Random effects                  |                          |                          |                          |
| Variance (SE)                   | 0.082 [0.019]*           | 0.084 [0.019]*           | 0.083 [0.019]*           |
| (VPC)=ICC(%)                    | 2.4                      | 2.5                      | 2.5                      |

VPC = Variance Partition Coefficient; ICC = intra-cluster correlation; *Statistical significance at 5% level p<0.05.
that, HIV testing is improving as indicated by higher odds in 2010/2011 than in 2005/2006 surveys. This finding applies to both males and females, but the main difference lies in the degree females were more influenced to test for HIV in the 2010/2011 survey. This may be that most of females have been responding to calls for HIV testing during maternal health care services than males. Although, males have not been a focal target for HIV testing during antenatal care, recent initiatives have encouraged men to accompany their partners to health facility for HIV testing during pregnancy.

The two objectives were addressed by applying multilevel logistic regression models to separate samples by gender to identify and compare individual and community-level determinants of HIV testing among women and men. Measures of individual-level predisposing factors (i.e., gender, age, educational attainment, marital status, household wealth, media exposure) showed significant associations with HIV testing. As expected, higher odds of having been tested for HIV were observed among females than males. Several studies conducted outside Zimbabwe, reported similar results to those found here with reference to differences in HIV testing between sexes. For example, a study conducted by Weiser et al. in Botswana and Mitchell et al. in ten Southern African countries are comparable to the results found here, showing a significantly higher uptake of HIV testing for females than males. This may be explained as follows: First, it is possible that women with little control over their sexual activities of their partners and more vulnerable to infection by their partners, may have perceived themselves to be at a high risk of HIV infection and consequently this may have acted as a cue for HIV testing. The second explanation could be the fact that females are more likely to be exposed than man to health care services through maternal health care. As such, the disparity may have been as a result of the increased testing uptake during antenatal care.

The person’s age was found to be a significant predictor of health care service utilisation. The effect of age on HIV testing behaviour observed was consistent with other studies; although the study by Weiser suggested that coverage of HIV testing begins to increase after 40 years. This study found lower odds of HIV testing among individuals over 30 years for females and those between the ages of 25-29 for males. This could be that older adults may have already experienced feeling of isolation due to illness or loss of someone they know who died of HIV. Having an HIV diagnosis may increase that sense of isolation. Older people may also face unique issues such as being widowed or divorced and are dating again, but they may have less knowledge of HIV and are less likely to protect themselves than younger people. Although studies have shown that older people visit health care services more frequently than younger people, they are less likely than younger people to discuss their sexual health with the doctors, who in turn may be less likely to ask older people about these issues. Older women who are less worried about getting pregnant may have less of a perceived need for HIV testing since they will not pass HIV to unborn babies.

We did not find evidence of lower uptake of HIV testing among males over 30 years of age. Further, studies are needed to examine why being older for males was not associated with HIV testing.

We found that being married, divorced and widowed were associated with higher odds of HIV testing than being never married for females, but not for males. The finding that these females are more likely to test for HIV than those who never married has also been noted in previous studies. This pattern is likely to relate to the fact that never married females perceive themselves to be at lower risk of HIV; thus see no need to test for HIV. It may also be that those married or divorced may have had an opportunity for HIV testing during marriage and as partner involvement during ANC visit. This study did not come to the same conclusion with other studies in regards to HIV testing for males based on marital status. The study found that married and divorced males were less likely to have been tested compared to those who were never married. This could indicate that married and divorced males may be relying on proxy testing if their partners were ever tested for HIV during antenatal care.

Several studies have found significantly higher odds of HIV testing among individuals with higher educational attainment than those with primary education. The results presented here further confirm that the odds of having been tested for HIV were significantly higher among individuals with secondary or higher educational attainment. This finding applies to both males and females, but the main difference lies in the degree to which males were influenced by education. Disparities in HIV testing by education may be caused by differences in awareness of the importance of testing, access to testing centres and riskier sexual behaviour. People with higher education may have better access to health care services generally, and particularly more uptake of antenatal care among females with higher education.

Wealth may make it easy to afford payment of transport to go to testing centres consultation fees since health care services are paid for in Zimbabwe. The results observed here show increased odds of having been tested for HIV among the wealthier than the poorer for males, and no association between wealth and HIV testing for females after controlling for community wealth/poverty. This finding is consistent with previous studies from similar settings in Sub-Saharan African countries which found level of HIV testing increasing with wealth for males. Several hypotheses may explain this outcome. Firstly, HIV prevalence has been found to be positively correlated with socio-economic status in many sub-Saharan African countries. Thus, individuals (particularly males) who are wealthy may perceive themselves more at risk, and therefore have a higher recourse to HIV testing compared to the poor. Another explanation could be that HIV testing promotion and programmes are failing to reach the most deprived populations. Thirdly, the adverse living conditions associated with low socio-economic status may itself constitute a barrier to access to HIV testing.
and that the wealthier may have the opportunity to access health service easily and to choose a health service which they are comfortable with. The fact that household wealth is more important for males, while community wealth is more important for females may suggest that most of males are economically empowered and have more resources enabling them to access healthcare services than females, while females rely on public health care which is cheaper or free in Zimbabwe.

Exposure to messages about HIV testing and counseling or campaigns about condom use or abstinence can be an important factor in motivating individuals to adopt HIV testing. Several studies have found positive associations between HIV testing and higher media exposure. This study found similar results and suggests that being exposed to media (i.e. listening to radio daily, watching and reading newspapers frequently) increased the odds of having been tested for HIV for both males and females. This might reflect the fact that individuals who are exposed to mass media may have the opportunity to learn the benefits of HIV testing, where and how HIV counselling and testing is given, and this subsequently improve their awareness towards HIV related knowledge and stigma.

Females who were exposed to HIV stigma and HIV awareness were also more likely to have tested than those who were not. The possible reason could be those who had better knowledge or comprehensive knowledge about HIV/AIDS are more likely to know how HIV/AIDS is transmitted, the prevention mechanism and the benefit of HIV testing. The positive association between exposures to stigma could be as a result of success of HIV awareness programs aimed at reducing stigma in the communities. There is no evidence suggesting an association between HIV testing and HIV stigma and awareness for males.

The association between most of the sexual behaviour factors and HIV testing conform to what might be expected. For both males and females, the odds of having been tested for HIV were higher among individuals, who used condom during their last sexual contact, and those who had multiple sex partners. Several studies have found that people are more likely to be tested if they have risky sexual behaviours, such as having multiple sex partners and inconsistent condom use. In regards to HIV knowledge and awareness, the highest estimates for HIV testing coverage are observed among individuals with medium to higher HIV/AIDS awareness, echoing the results found in the previous studies.

At community level, community poverty, HIV-related stigma and media exposure were found to be associated with HIV testing. Community level risky sexual behaviour and HIV awareness were not associated with HIV testing, consistent with findings from previous studies. In the general population, it was living in the communities with higher proportions of individuals with HIV-related stigma and media exposure that were associated with HIV testing. Living in a community with higher levels of media exposure was positively associated with HIV testing. Meanwhile, the results suggest that living in communities with proportion of individuals with higher HIV-related stigma was negatively associated with HIV testing in the general population. Similarly, the results showed that males living in communities with higher levels of stigmatisation were less likely to have reported ever testing for HIV. An explanation of this behaviour could be that men may be reluctant to know their HIV status if they feel that doing so they become defined in the community as ill or weak, or feel that they can be denied opportunities such as employment. Living in a community with high levels of poverty was associated with reduced HIV testing for females, but not for males. Overall, there is no evidence of an association between HIV testing and other community level factors (i.e community education and risky sexual behaviour).

Finally, the analysis focused on ascertaining the intra-community correlation to obtain a clear picture of between-community variation in HIV testing. The study found significant community variations in HIV testing, partly attributed to the individual level factors. As shown in tables 4 and 5, the random part showed that about 6-7% of the total variation in HIV testing among females (and 2-3% for males) in Zimbabwe was attributed to differences across the communities. The results were fairly consistent with the literature where the proportion of total variation in HIV testing attributed to community level factors ranged from 4% to 15%. As in other countries, the community level variation obtained supports the theory that some differences in health outcomes are attributed to the community characteristics in which the individuals live. The study sheds light beyond the contribution of individual characteristics to the determinants of HIV testing in Zimbabwe.

**STUDY LIMITATIONS**

The data used in this study came from two nationally representative surveys with household and individual response rates of 98% and 97% respectively. The missing data was lower than 5%, thus not likely to have affected the estimates in the study. However, the data had some weakness which might have affected the results. Firstly, the study did not control for the availability of HIV health care services at community level. The ZDHS does not provide data to distinguish whether the number of people having an HIV test is limited by the availability of testing services or whether the testing services were underutilised and why. There is a possibility that inclusion of factors regarding health care services would have helped to explain some of the variance in the model. While knowing one’s own HIV status is a proxy for person’s having received counselling, the indicator does not provide the quality of the counselling services. In countries like Zimbabwe, where scaling up of HIV testing services is happening; population-based surveys conducted every few years will not capture annual progress. The information in the survey was self-reported, so to some extent under-reporting of socially unacceptable behaviours and attitudes (such as stigma) and over reporting of socially desirable behaviours were likely. In Zimbabwe, HIV testing has been heavily promoted as a responsible thing to do, so it is
possible that some people may say they have been tested when in fact they were not. Another limitation was that the HIV testing and risk measures did not include assessments of time since the behaviours occurred, not allowing this study to examine whether people who were recently tested or who recently engaged in risk sexual behaviour differed from practising these behaviours less or more recently. Although, variables for females domain such as ‘problems of getting money, permission and transport to go to a health care centre are related to HIV testing behaviour, it would be a mistake to use them to make a general claim about their relative importance using variables available in ZDHS because most of these questions were not completed by the respondents. Otherwise the representation of the whole county is a major strength of this study as it allows generalization of findings for the country as a whole, for both genders.

CONCLUSION AND WAY FORWARD

Overall the multilevel results showed little variations in HIV testing across communities in Zimbabwe. The variations were mainly explained by individual level variables such as background characteristics rather than enabling, perceived need factors that were included in the models for both sexes. At community level, variables found to be contributing to the variations in HIV testing differed by gender. It was found that community poverty was negatively associated with HIV testing for females, while community stigma was important for males. Controlling for community level factors did not have much effect on community variation in HIV testing. Therefore, policies should focus on predisposing and enabling factors in order to improve HIV testing in Zimbabwe. For males’ household wealth and HIV factors such as risky sexual behaviour are critical for improvements in HIV testing. Given that household wealth was a significant predictor of HIV testing for males, the introduction of financial incentives may stimulate males to access HIV testing services by providing compensation for transport cost and opportunity cost of time associated with accessing HIV testing services. Monetary incentives could reduce barriers and stigma as it may provide a broader reason for going to testing centres. More importantly perhaps for both sexes, awareness creation on HIV counselling and testing service utilization should focus on avoiding stigmatizing and discriminatory behaviours, so that clients can develop positive attitudes towards people living with HIV/AIDS. Introducing couple-oriented HIV counselling and testing services where men accompany their spouse to HIV screening during pregnancy may help increase the HIV testing uptake for males.

CONFLICTS OF INTEREST

The authors declare that they have no conflicts of interest.

REFERENCES

1. World Health Organization (WHO). PMTCT Strategic Vision 2010-2015. Preventing Mother-To-Child Transmission of HIV to Reach the UNGASS and Millennium Development Goals. Geneva. Website. http://www.who.int/hiv/pub/mtct/strategic_vision.pdf. Accessed December 4, 2016.

2. Zimbabwe National Statistics Agency (ZIMSTAT) and ICF International (ICFI). Zimbabwe Demographic and Health Survey (ZDHS) 2010-2011. Calvert, Maryland, USA: USAID: Measure DHS: Demographic and Health surveys. 2012. Website. http://dhsprogram.com/Data/. Accessed December 4, 2016.

3. World Health Organisation (WHO). United Nations Programme on HIV/AIDS (UNAIDS) and United Nations Children’s Fund (UNICEF). Towards universal access: Scaling up Priority HIV/AIDS interventions in the Health Sector. Progress report 2010. Website. http://www.who.int/hiv/pub/2010progressreport/en/. Accessed December 4, 2016.

4. United Nations Programme on HIV/AIDS (UNAIDS). Down to the details. Fast-tracking the response to end the AIDS epidemic by 2030. Joint United Nation Programme on HIV/AIDS. New York. 2014. Website. http://www.unaids.org/en /resources/presscentre/unaidsspeeches/2014/20141209_SP-_EXD_PCB-35. Accessed December 4, 2016.

5. Wringe A, Isingo R, Urassa M, et al. Uptake of HIV voluntary counselling and testing services in rural Tanzania: Implications for effective HIV prevention and equitable access to treatment. Trop Med Int Health. 2008; 13(3): 319-327. doi: 10.1111/j.1365-3156.2008.02005.x

6. Kayeyi N, Sambay IF, Fyenes K. Effects of neighbourhood -level educational attainment on HIV prevalence among young women in Zambia. BMC Public Health. 2014; 9: 310. doi: 10.1186/1471-2458-9-310

7. Mitchell S, Cockerell A, Lamothe G, Andersson N. Equity in HIV testing: evidence from a cross-sectional study in ten Southern African Countries. BMC Int Health Hum Rights. 2010; 10: 23. doi: 10.1186/1472-698X-10-23

8. Stephenson R, Elfstrom KM, Winter A. Community influence on married men’s uptake of HIV testing in eight African countries. AIDS Behav. 2013; 17(7): 2352-2366. doi: 10.1007/s10461-012-0223-0

9. Godif M, Assefa H, Alemayehu M, Terefe W. Factors associated with HIV counselling and testing among males and females in ethiopia: Evidence from ethiopian demographic and health survey data. AIDS & Clinical Research. 2015; 6(3): 429. doi: 10.4172/2155-6113.1000429

10. Mwangi M, Kellogg TA, Sufia S, et al. Factors associated with uptake of HIV testing results in a nationally representative population-based AIDS indicator survey. Open AIDS J. 2014; 8: 7-16. doi: 10.2174/187463601408010007

11. Peltzer K, Matseke G, Mzolo M, et al. Determinants of knowledge of HIV status in South Africa: Results from a popu-
luation-based HIV survey. *BMC Public Health*. 2009; 9: 174. doi: 10.1186/1471-2458-9-174

12. Lepine A, Terris-Prestholt F, Vickerman P. Determinants of HIV testing among Nigerian couples: A multilevel modelling approach. *Health Policy Plan*. 2014; 30(5): 579-592. doi: 10.1093/heapol/czu036

13. Obermeyer AM, Neuman M, Hardon A, et al. Socio-economic determinants of HIV testing and counselling: A comparative study in four African countries. *Trop Med Int Health*. 2013; 18 (9): 1110-1118. doi: 10.1111/tmi.12155

14. Weiser SD, Heisler M, Leiter K. Routine HIV testing in Botswana: A population-based study on attitude, practices, and human rights concerns. *PLoS Med*. 2006; 3(7): e261. doi: 10.1371/journal.pmed.0030261

15. Venkatesh KK, Madiba P, De Bruyn G, et al. Who gets tested for HIV in a South African urban township? Implications for test and treat and gender-based prevention interventions. *J Acquir Immune Defic Syndr*. 2011; 56(2): 151-165. doi: 10.1097/QAI.0b013e318202c82

16. Jean K, Anglaret X, Moh R, Lert F, Dray-Spira R. Barriers to HIV testing in Cote d’Ivoire: The role of individual characteristics and testing modalities. *PLoS One*. 2012; 7(7): e41353. doi: 10.1371/journal.pone.0041353

17. Hendriksen E, Hlibinka D, Charilyalertsak S, et al. Keep talking about it: HIV/AIDS-related community and prior HIV testing in Tanzania, Zimbabwe, south Africa and Thailand. *AIDS Behav*. 2009; 13: 1213-1221. doi: 10.1007/s10461-009-9608-0

18. Bond L, Lauby J, Batson H. HIV Testing and the role of individual and structural level barriers and facilitators. *AIDS Care*. 2005; 17(2): 125-140. doi: 10.1080/0954012051233132565

19. Daftary A, Padayatchi N, Padilla M. HIV testing and disclosure. A qualitative analysis of TB patients in South Africa. *AIDS Care*. 2007; 19(4): 572-577. Web site. http://www.tandfonline.com/doi/abs/10.1080/09540120701203931?journalCode=caic20. Accessed December 4, 2016.

20. Martin-Herz SP, Shetty AK, Bassett MT, et al. Perceived risks and benefits of HIV test and predictors of acceptance of HIV counselling and testing among pregnant women in Zimbabwe. *Int J STD AIDS*. 2006; 17(12): 835-841.

21. Mlay R, Lugina H, Becker S. Couple counselling and testing for HIV at antenatal clinics: Views from men, women and counsellors. *AIDS Care*. 2008; 20(3): 356-360

22. Murire MN, Campbell C, Gregson C. Community group membership and stigmatising attitudes towards people living with HIV in Eastern Zimbabwe. *J Community Health*. 2014; 39(1): 72-82. doi: 10.1007/s10900-013-9741-6

23. Chirawu P, Langhaug L, Mavhu W, et al. Acceptability and challenges of implementing voluntary counselling and testing (VCT) in rural Zimbabwe: Evidence from the Regai Dzive Shiri Project. *AIDS Care*. 2010; 22(1): 81-88. doi: 10.1080/0954012090312577

24. De Paoli MM, Manongi R, Klepp K. Factors influencing acceptability of voluntary counselling and HIV-testing among pregnant women in Northern Tanzania. *AIDS Care*. 2004; 16(4): 411-425. doi: 10.1080/09540120410001683358

25. Agha S. Factors associated with HIV testing and condom use in Mozambique. Implications for programs. *Reproductive Health*. 2012; 9: 20. doi: 10.1186/1742-4755-9-20

26. Sambisa W. AIDS stigma and Uptake of HIV Testing in Zimbabwe. 2008. ZDHS Working Paper 49. Web site. http://www.dhsprogram.com/publications/publication-WP49-Working-Papers.cfm. Accessed December 4, 2016.

27. Izugbara CO, Undie CC, Mudege NN, Ezeh AC. Male youth and voluntary counselling and HIV-testing: The case of Malawi and Uganda. *Sex Educ*. 2009; 9(3): 243-259. doi: 10.1080/14681810903059078

28. Musheke M, Ntalasha H, Gari S, et al. A systematic review of qualitative findings on factors enabling and deterring uptake of HIV testing in Sub-Saharan Africa. *BMC Public Health*. 2013; 13: 220. doi: 10.1186/1468-1458-13-220

29. Mucheto P, Chadambuka A, Shambira G, Tshimanga M, Gombe N, Nyamayaro W. Determinants of nondisclosure of HIV status among women attending the prevention of mother to child transmission programme, Makonde district, Zimbabwe. *Pan Afr Med J*. 2011; 8: 51. doi: 11.1064/pamj.2011.8.51.482

30. Uthman OA. Does it really matter where you live? A multilevel analysis of social disorganisation and risky sexual behaviours in sub-Saharan Africa. 2010. Working papers No.78: Demographic and Health Research. Web site. https://dhsprogram.com/pubs/pdf/ WP78/WP78.pdf. Accessed December 5, 2016.

31. Iriyama S, Nakahara S, Jimba M, Ichikawa M, Wakai S. AIDS health beliefs and intention for sexual abstinence among male adolescent students in Kathmandu, Nepal: A test of perceived severity and susceptibility. *Public Health*. 2007; 121(1): 64-72. doi: 10.1016/j.puhe.2006.08.016

32. Meiberg AE, Bos AE, Onya HE, Schaalma HP. Fear of stigmatization as barrier to voluntary HIV counselling and testing in South Africa. *East Afr J Public Health*. 2008; 5(2): 49-54.

33. Nyblade LC, Menken J, Waver MJ, et al. Population-based HIV testing and counselling in rural Uganda: participation and
risk characteristics. *J Acquir Immune Defic Syndr.* 2001; 28 (5): 463-470. Web site. http://journals.lww.com/jaids/pages/articleviewer.aspx?year=2001&issue=12150&article=00010&type=abstract. Accessed December 5, 2016.

34. Jürgensen M, Tube M, Fylkesnes K, Blystad A. The burden of knowing: Balancing benefits and barriers in HIV testing decisions. A qualitative study from Zambia. *BMC Health Serv Res.* 2012; 12: 2. doi: 10.1186/1472-6963-12-2

35. Takarinda KC, Madyira LK, Mnangara M. Factors associated with HIV testing in the 2010-11 Zimbabwe Demographic Survey. 2014. Working paper No 11. Web site. http://dhsprogram.com/pubs/pdf/WP110/WP110.pdf. Accessed December 5, 2016.

36. Andersen RM. Revisiting the behavioural model and access to medical care: Does it matter. *J Health Soc Behav.* 1995; 36, 1-10.

37. Mashuba S, Hemalata K. HIV status disclosure among HIV positive women in Zimbabwe. *The International Asian Research Journal.* 2015; 3(1): 44-50.

38. Zimbabwe National HIV And AIDS Strategic Plan [ZNASP II] (2011-2015). Delivering our commitment to, Zero new HIV infections, Zero discrimination, Zero AIDS-related deaths, Republic of Zimbabwe. Website. http://www.nac.org.zw/sites/default/files/ZNASP%20II%20Final%20(1).pdf. Accessed December 3, 2016.

39. Kalichman SC, Simbayi LC. HIV testing attitudes, AIDS stigma, and voluntary counselling and testing in a black township in Cape Town, South Africa. *Sex Transm Infect.* 2003; 79(6): 442-447. doi: 10.1136/sti.79.6.442

40. Goldstein H. *Multilevel Statistical Models.* 3rd ed. Arnold, London: John Wiley; 2003.

41. Rasbash J, Steele F, Browne W, Goldstein H. Centre for multilevel modelling. *A Users Guide to MLwiN, Version 2.0.* Bristol, UK: University of Bristol; 2005.

42. Snijders T, Bosker R. *Multilevel Analysis: An Introduction to Basic and Advanced Multilevel Modelling.* SAGE Publications; 1999.

43. MacPhail C, Pettitfor A, Moyo W, Rees H. Factors associated with HIV testing among sexually active South African youth aged 15-24 years. *AIDS Care.* 2009; 21: 456-467. doi: 10.1080/095530009028822586

44. Nakanjako D, Kamya M, Kyabayinze D, et al. Acceptance of routine testing for HIV among adult patients at the medical emergency unit at a national referral hospital in Kampala. *AIDS Behav.* 2006; 11(5): 753-758. doi: 10.1007/s10461-006-9180-9

45. Taegtmeyer M, Kilonzo N, Mung’ala L, Morgan G, Theobald S. Using gender analysis to build voluntary counselling and testing responses in Kenya. *Trans R Soc Trop Med Hyg.* 2006; 100(4): 305-311. doi: 10.1016/j.trstmh.2005.06.001

46. Theuring S, Mbezi P, Luvanda H, Jordan-Harder B, Kunz A, Harms G. Male involvement in PMTCT services in Mbuya region, Tanzania. *AIDS Behav.* 2009; 13(Suppl 1): 92-102. doi: 10.1007/s10461-009-9543-0

47. Frank E. The relation of HIV testing and treatment to identity formation in Zambia. *Afr J AIDS Res.* 2009; 8(4): 515-524. doi: 10.2989/AJAR.2009.8.4.15.1052

48. Sherr L, Lopman B, Kakowa M, et al. Voluntary counselling and testing: Uptake, impact on sexual behavior, and HIV incidence in a rural Zimbabwean cohort. *AIDS.* 2007; 21: 851-860. doi: 10.1097/QAD.0b013e32805e8711

49. Loewenson R, Kadungure A, Shamu S. Assessment of facilitators and barriers to maternal and child health services in four rural and urban districts of Zimbabwe. Report C-Core. 2012; Website. www.tarsc.org. Assessed December 5, 2016.

50. Magadi M, Desta M. A multilevel analysis of determinants and cross-national variations of HIV sero-positivity in sub-Saharan Africa: Evidence from the DHS; Health and Place. 2011; 17: 1067-1083. doi: 10.1016/j.healthplace.2011.06.004

51. Kayiki SP, Forste R. HIV/AIDS related knowledge and perceived risk associated with condom use among adolescents in Uganda. *Afr J Reprod Health.* 2011; 15: 57-63.
Annexure: Average Odds of HIV Testing from Multilevel Logistic Regression Models (95% Confidence Intervals are given in Square Brackets) Males and Females.

| Parameters                          | Model 1          | Model 2          | Model 3          |
|-------------------------------------|------------------|------------------|------------------|
| Survey (2005-6)                     |                  |                  |                  |
| 2010-11                             | 4.16 [3.80-4.55]*| 5.30 [4.67-6.02]*| 5.60 [4.90-6.37]*|
| Gender (males)                      |                  |                  |                  |
| Females                             | 1.98 [1.85-2.13]*| 1.84 [1.63-2.07]*| 1.83 [1.63-2.07]*|
| Residence (urban)                   |                  |                  |                  |
| Rural                               | 0.79 [0.72-0.86]*| 1.12 [1.00-1.26]*| 1.18 [1.04-1.34]*|
| Age groups (15-24)                  |                  |                  |                  |
| 25-29                               | 1.30 [1.17-1.43]*| 1.20 [1.08-1.33]*| 1.20 [1.08-1.33]*|
| 30-34                               | 0.90 [0.80-1.01]  | 0.83 [0.74-0.94]*| 0.83 [0.74-0.94]*|
| 35-39                               | 0.75 [0.66-0.86]*| 0.69 [0.61-0.79]*| 0.69 [0.61-0.79]*|
| 40+                                 | 0.60 [0.53-0.69]*| 0.55 [0.49-0.63]*| 0.55 [0.49-0.63]*|
| Marital status (never married)      |                  |                  |                  |
| Married                             | 2.01 [1.79-2.26]*| 2.30 [2.03-2.60]*| 2.30 [2.03-2.59]*|
| Widowed                             | 2.39 [1.98-2.88]*| 2.50 [2.07-3.03]*| 2.51 [2.07-3.04]*|
| Divorced                            | 1.83 [1.56-2.16]*| 1.80 [1.52-2.13]*| 1.80 [1.52-2.13]*|
| Occupation (unemployed)             |                  |                  |                  |
| Professional                        | 1.31 [1.18-1.46]*| 1.21 [1.08-1.35]*| 1.21 [1.09-1.35]*|
| Manual work                         | 1.28 [1.15-1.42]*| 1.20 [1.08-1.34]*| 1.21 [1.08-1.34]*|
| Agriculture                         | 1.03 [0.93-1.14]  | 1.00 [0.91-1.11]  | 1.01 [0.91-1.11]  |
| Religion (Catholic)                 |                  |                  |                  |
| Protestant                          | 1.08 [0.98-1.18]  | 1.04 [0.95-1.15]  | 1.05 [0.96-1.15]  |
| Pentecostal                         | 1.18 [1.08-1.29]*| 1.17 [1.06-1.26]*| 1.17 [1.06-1.29]*|
| Apostolic                           | 0.98 [0.90-1.05]  | 1.01 [0.93-1.09]  | 1.01 [0.93-1.09]  |
| Secondary                           | 1.67 [1.55-1.80]*| 1.49 [1.38-1.61]*| 1.50 [1.39-1.62]*|
| Higher                              | 3.62 [3.04-4.31]*| 2.82 [2.36-3.38]*| 2.84 [2.37-3.40]*|
| Enabling and perceived/need factors |                  |                  |                  |
| Wealth (poorest)                    |                  |                  |                  |
| Poorer                              | 1.00 [0.90-1.11]  | 1.01 [0.90-1.12]  |                  |
| Middle                              | 1.12 [1.01-1.25]*| 1.13 [1.01-1.28]*|                  |
| Richer                              | 1.25 [1.10-1.42]*| 1.24 [1.09-1.41]*|                  |
| Richest                             | 1.40 [1.20-1.62]*| 1.38 [1.18-1.60]*|                  |
| Media exposure (low)                |                  |                  |                  |
| Medium                              | 1.22 [1.12-1.34]*| 1.21 [1.10-1.32]*|                  |
| High                                | 1.62 [1.36-1.92]*| 1.52 [1.28-1.82]*|                  |
| HIV/AIDS Awareness (low)            |                  |                  |                  |
| Medium                              | 1.75 [1.51-2.02]*| 1.76 [1.52-2.03]*|                  |
| High                                | 1.85 [1.58-2.16]*| 1.86 [1.59-2.17]*|                  |
| Observed AIDS stigma (no)           |                  |                  |                  |
| Yes                                 | 0.81 [0.73-0.91]*| 0.81 [0.73-0.91]*|                  |
| HIV disclosure concern (no)         |                  |                  |                  |
| Yes                                 | 0.83 [0.76-0.91]*| 0.83 [0.76-0.91]*|                  |
| Knows someone died with AIDS (no)   |                  |                  |                  |
| Yes                                 | 1.30 [1.14-1.48]*| 1.29 [1.13-1.48]*|                  |
| History of STI (no)                 |                  |                  |                  |
| Yes                                 | 1.66 [1.38-2.00]*| 1.66 [1.38-1.96]*|                  |
| Community factors                   |                  |                  |                  |
| HIV/AIDS stigma-gm                  | 0.62 [0.42-0.92]*| 0.62 [0.42-0.92]*|                  |
| Media exposure-gm                   | 1.47 [1.14-1.89]*| 1.47 [1.14-1.89]*|                  |
| Random Variance (SE)                | 0.129 (0.016)*    | 0.112 (0.015)*    | 0.11 (0.015)*     |
| (VPC)=ICC(%)                        | 3.8              | 3.3              | 3.3              |

VPC=Variance Partition Coefficient, ICC=Intra-cluster correlation, *Statistical significance at 5% level p<0.05.