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Abstract—Resilience becomes vital for power grids facing the increasingly frequent extreme weather events. Microgrid formation is a promising way to achieve resilient distribution networks (RDN) when the utility power is unavailable. This paper proposes a RDN-oriented microgrid formation (RoMF) method based on the deep reinforcement learning (DRL) technique, which integrates the OpenDSS as an interaction object and searches for optimal control policies in a model-free fashion. Specifically, we formulate the microgrid formation problem as a Markov decision process, taking into account complex factors such as unbalanced three-phase power flow and microgrid operation constraints. Next, a simulator-based RoMF environment is constructed and integrated into the OpenAI Gym, providing a standard agent-environment interface for applying DRL algorithms. Then, the deep Q-network is used to search for optimal microgrid formation strategies, and an offline-training and online-application framework of the DRL-based RoMF is given. Finally, extensive numerical results validate the effectiveness of our proposed method.
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I. INTRODUCTION

THE RELIABLE and efficient operation of power systems is essential for the new global economy. Grid resilience refers to the capability to endure and curtail the adverse impact of disruptions, comprising three main factors, i.e., absorb, adapt, and recover from extreme events [1]. For the power distribution network, recent breakthrough smart grid technologies enable it to enhance its resilience via the microgrid formation when the utility power from main grids is lost. The microgrid formation refers to using distributed generators (DGs) to supply loads at distribution feeders and form multi islanded microgrids with dynamic boundaries [2]. By adopting such a bottom-up load restoration strategy in parallel with conventional top-down strategies, i.e., the reenergization of transmission networks using bulk generators, grid resilience can be considerably improved.

The resilient distribution network (RDN) has become an essential research field for the planning and operation of power systems. The factors influencing grid resilience were explored in [3], [4]. A generic research framework for assessing the impact of weather on grid resilience was outlined in [5]. The modeling approaches for energy infrastructure resilience were investigated in [6]. A review on resilience studies in active distribution systems was given in [7]. The hardening and operational measures toward distribution system resilience were discussed in [8].

For low-probability or extreme events, the restoration measures in the post-disruption stage are considered vital. As per IEEE Std. 1547-2018 [9], microgrids can improve grid resilience by providing the islanded power during an area outage. Moreover, microgrid formation as a potential solution for resilience enhancement has become a major focus of research [10]. A comprehensive review on modeling and operational strategies on microgrids and resilience is given in [11]. A critical load restoration (CLR) approach by forming multiple microgrids energized by DGs was proposed in [2], and a self-healing strategy for the distribution system with both dispatchable and nondispatchable DGs was proposed in [12]. Subsequently, more factors, e.g., topology reconfiguration [13], [14], multi-energy microgrids [15], mobile energy storage [16], demand response [17], renewable energy resources [18], [19], damage assessment [20], the adequacy of generation resources [21], [22], frequency dynamics [23], microgrid stability and dynamic performance of DGs [24] have been explored in microgrid-based CLR studies.

Notably, most existing CLR studies are carried out based on Mathematical Programming (MP), where the CLR problem is formulated as a mixed-integer (or integer) linear (or nonlinear) program and solved with optimization algorithm-based solvers. For MP-based studies, building an explicit mathematical model that functions as a digital twin of the research object while meeting the requirements of optimization algorithms for solvability is the basis of their optimality and robustness. Such model-based schemes require much effort in establishing specific models and thus has a high threshold for practical application, and may suffer in complex object modeling, new feature embedding, and computational efficiency for large-scale systems, that deserve our attention.
Machine Learning (ML) provides a promising way to tackle these challenges. Specifically, reinforcement learning (RL) has recently been applied to address many power system control tasks such as voltage control [25], [26], demand response [27], [28], [29], electric vehicle charging navigation [30], [31], network reconfiguration [32], power management of networked microgrid [33], [34], and resilience operation of distribution networks [35]. This paper studies the RDN-oriented microgrid formation (RoMF) using a model-free deep reinforcement learning (DRL) scheme, and optimal control policies are directly learned through the simulator-based agent-environment interaction (SAEI) [36]. Compared to the MP-based environment in [35], this paper implements a simulator-based environment, where the OpenDSS is integrated to perform unbalanced three-phase power flow calculations. Since simulators are generally feature-rich and not limited to a specific task, learning from SAEI can facilitate complex object-oriented learning and new feature embedding, and thus seems adaptive for real-world applications. In addition, the knowledge learned by DRL is represented as neural network parameters and applied based on input-output mapping, which supports a near-zero time-consuming decision-making style.

Specifically, the RoMF is used to enhance the distribution network resilience through restoring critical loads at distribution feeders with DGs when the utility power from main grids is lost. Moreover, the RoMF is a dynamic problem, indicating that the decision-making of the microgrid formation is performed sequentially, and the decision at each time step takes into account current observable states and future uncertainties. To achieve that, the RoMF problem is first analysed, including the object and constraints. Next, the RoMF problem is formulated into a Markov decision process (MDP), and a RoMF simulation environment is constructed based on the OpenDSS. The implemented environment is integrated into the OpenAI Gym [37], providing a standard agent-environment interface to perform DRL algorithms. Then, we apply the deep Q-network [38], [39] to search for optimal control policies, and an offline-training and online-application framework of the DRL-based RoMF scheme is proposed. At last, case studies based on three modified IEEE test feeders were conducted, where other learning-based methods and the MP method in [2] are used for comparison to validate the proposed method.

Main contributions of this paper include: 1) By formulating the RoMF problem as a MDP, and establishing a simulator-based environment where the OpenDSS is integrated to perform unbalanced three-phase power flow calculations, it provides a new model-free scheme for the microgrid formation problem with complex scenarios. 2) By introducing the DRL framework, and implementing an offline-training and online-application mode, a microgrid formation agent is built in this paper, which can provide near-optimal solutions with extremely fast application efficiency.

The remainder of this paper is organized as follows: Section II is the problem formulation, including the introduction of the RoMF problem and its MDP formulation, and the implementation of the simulator-based environment. Section III introduces the DRL algorithm used to search for optimal policies, and the training-application framework of the DRL-based RoMF. Case studies are presented in Section IV, followed by Section V that concludes this paper.

II. PROBLEM FORMULATION

In this section, the RoMF problem is first introduced, and its MDP formulation is given by defining corresponding MDP elements (i.e., action, state, reward, etc.). Then, the implementation of the SAEI is presented.

A. RDN-Oriented Microgrid Formation

The distribution network is denoted as a graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$, where $\mathcal{N}$ and $\mathcal{E}$ denote the set of nodes and the set of edges (i.e., power lines), respectively, $|\mathcal{N}| = N$, $|\mathcal{E}| = E$. The set of nodes that DGs connected to is denoted by $\mathcal{M} \subset \mathcal{N}$, $|\mathcal{M}| = M$. The set of sectionalizing switches is denoted by $\mathcal{W}$, $|\mathcal{W}| = W$. The real and reactive power demands at each node $i \in \mathcal{N}$ are represented as $p_{i,t,\phi}$ and $q_{i,t,\phi}$, respectively, where subscript $t$ denotes the time step, and $\phi$ denotes the phase. The weight coefficient associated with the load at node $i$ is denoted by $\omega_i$.

A major fault, occurred at the main grid due to natural disasters or other extreme events, may result in that the distribution network cannot be energized through the main grid for a period of time. During the outage, by means of switch devices and DGs, the distribution system operator (DSO) can disassemble the distribution network into multiple islanded microgrids to sustain power services. For the RoMF problem, as shown in Fig. 1, the post-disturbance recovery period is discretized and denoted as a set $\mathcal{T}$, $|\mathcal{T}| = T$. At each time step $t \in \mathcal{T}$, the DSO will generate and execute a microgrid formation strategy. Specifically, the strategy denotes a combination of switch operations that is used to determine the supply areas of islanded microgrids. Its aim is to maximize the expected cumulative restored load throughout the recovery period while satisfying operational constraints. Such a dynamic decision-making manner helps the DSO to generate a strategy that is optimal.

---

1 Both MP and ML are highly sophisticated advanced techniques, so these challenges are not inevitably applicable to all MP methods and solvable by any ML methods.

2 The term “model-free” denotes that the agent learns without knowing the exact environment model, but a model-based RDN environment is still need for interacting with the agent.
for the whole post-disruption recovery while just observing current partial system states.

Before formulating the RoMF problem into a MDP, the object and operational constraints of the RoMF problem will be first discussed, which serve as the basics for defining corresponding MDP elements and modeling the SAEI.

1) Object of RoMF: At each time step, the DSO aims to maximize the expected sum of restored critical loads during whole restoration period. The object is formulated as:

$$\max \ E_s \left[ \sum_{t \in T, i \in N', \phi \in \Phi} \omega_t \hat{P}_{i,t,\phi} \right]$$  \hspace{1cm} (1)

where $E_s$ denotes the expectation that considers the random perturbation of the system state $s$; $\hat{P}_{i,t,\phi}$ denotes the actual restored load, and $\hat{P}_{i,t,\phi} = v_{i,t,\phi} \cdot P_{i,t,\phi}$, where $v_{i,t,\phi}$ is a binary variable indicating whether the load $P_{i,t,\phi}$ is energized ($v_{i,t,\phi} = 1$) or not ($v_{i,t,\phi} = 0$). Considering the limited generation capacity and the high generation cost, it is impractical to supply all end-use loads on distribution feeders using microgrids, hence critical loads have much higher restoration priority, i.e., $\omega_t$, than non-critical loads.

2) Constraints of RoMF: We classify the constraints that the microgrid formation should obey into three categories: distribution system operational constraints, microgrid operational constraints, and the customer satisfaction constraint.

- Distribution System Operational Constraints
  Unbalanced three-phase power flow equations should be satisfied.

$$P_{i,t,\phi} - jq_{i,t,\phi} = (\bar{V}_{i,t,\phi})^* \sum_{j \in \Omega_i, \phi'} Y_{ij,\phi\phi'} \bar{V}_{j,t,\phi'},$$  \hspace{1cm} (2)

where $\bar{V}_{i,t,\phi}$ denotes the complex voltage at time step $t$ at bus $i$ for a given phase $\phi$; $\Omega_i$ denotes the set of buses directly connected to bus $i$; $Y_{ij,\phi\phi'}$ denotes the nodal admittance matrix element corresponding to bus $i$ (phase $\phi$) and bus $j$ (phase $\phi'$). Notably, in this paper, constraint (2) is satisfied by establishing the power flow models of test systems in the OpenDSS.

Bus voltages should be maintained within acceptable operating limits.

$$V_{i,t,\phi} \in [V_{i,t,\phi}^{\min}, V_{i,t,\phi}^{\max}], \forall i \in \hat{N}, \phi \in \{a, b, c\}$$  \hspace{1cm} (3)

where $V_{i,t,\phi}$ denotes the voltage magnitude at time step $t$ at node $i$ for a given phase $\phi$; $V_{i,t,\phi}^{\min}$ and $V_{i,t,\phi}^{\max}$ denote the lower and upper limits of node voltage magnitude, respectively; $\hat{N}$ denotes the energized node set, $\hat{N} \subseteq N$. In this paper, $V_{i,t,\phi}^{\min} = 0.95 \text{ pu}$ and $V_{i,t,\phi}^{\max} = 1.05 \text{ pu}$.

Line currents should not exceed their limits.

$$I_{e,t,\phi} \leq I_{e,t,\phi}^{\max}, \forall e \in \hat{E}, \phi \in \{a, b, c\}$$  \hspace{1cm} (4)

where $I_{e,t,\phi}$ denotes the current magnitude at time step $t$ on line $e$ for a given phase $\phi$; $I_{e,t,\phi}^{\min}$ and $I_{e,t,\phi}^{\max}$ denote the lower and upper limits of current magnitude on line $e$, respectively; $\hat{E}$ denotes the energized line set, $\hat{E} \subseteq E$.

- Microgrid Operational Constraints
  In the post-disruption stage, a microgrid can restore critical loads outside the microgrid with its surplus capacity via dynamic boundaries and formation. We take the master-slave control strategy [40], where the voltage and frequency of each islanded microgrid are controlled by only one DG, i.e., the master DG, and do not consider the microgrid cluster technique [41]. Assuming that a radial network structure should be maintained when disassembling the distribution network into several islanded microgrids and each microgrid is only energized by the master DG. Hence, each load is served by one DG through one path, and there is no path between any two DGs. For a distribution network with tie-lines, the topology constraint is formulated as:

$$\sum_{i \in M} I_{ij} \leq 1, i \in N$$  \hspace{1cm} (5)

where $I_{ij}$ is binary variable indicating whether there is a path between node $i$ and node $j$ ($I_{ij} = 1$) or not ($I_{ij} = 0$). For a radial distribution network, (5) can be simplified as:

$$\sum_{i,j \in M} I_{ij} = 0$$  \hspace{1cm} (6)

Actually, maintaining a radial structure helps to simplify many operation issues, e.g., synchronization and load sharing among microgrids, and the relay settings can be easily adjusted to protect the system from potential subsequent faults.

Furthermore, we regard DGs as emergency response resources and assume their fuels are adequate during the restoration period, and only consider their capacity constraints to keep the learning task concise.

$$P_{DG,\min} \leq P_{DG,t,\phi} \leq P_{DG,\max}, \forall t \in T, k \in M$$  \hspace{1cm} (7)

$$Q_{DG,\min} \leq Q_{DG,t,\phi} \leq Q_{DG,\max}, \forall t \in T, k \in M$$  \hspace{1cm} (8)

where $P_{DG,t,\phi}$ and $Q_{DG,t,\phi}$ denote the real and reactive power output of DG $k$ at time step $t$, respectively; $P_{DG,\min}$ and $Q_{DG,\min}$ denote the lower limits of real and reactive power output of DG $k$ at time step $t$, respectively; $P_{DG,\max}$ and $Q_{DG,\max}$ denote the upper limits. The effect of ramp rate limits has been considered in these output limits, as shown in Appendix A.

- Customer Satisfaction Constraint
  Customer satisfaction is commonly found in power system reliability studies [42], [43], which is used to evaluate the quality of power services from the perspective of customers through reliability indices such as the customer interruption frequency and duration. In this paper, we consider the customer satisfaction constraint in terms of the interruption frequency, and assume that during the restoration period, the DSO will not shed a load to restore another when the two are of similar importance (i.e., the weighted load), and the DSO only need to consider whether the current strategy will cause the restored load at the last time step to be shed or not, regardless of all the other states before that. Because the importance of loads has been considered in (1), we can consider the customer satisfaction constraint by punishing the action of opening a closed switch.

B. MDP Formulation of RoMF

1) Preliminary: MDP is a classical formalization of sequential decision-making, its definition is given as follows:
Definition 1: A MDP is defined by a 5-tuple \(\{S, A, P, r, \gamma\}\), where \(S\) is a state space; \(A\) is an action space; \(P(s' | s, a)\) is the probability of reaching state \(s'\) while performing action \(a\) in state \(s\); \(r(s, a, s')\) is the scalar reward associated to the transition from \(s\) to \(s'\) with action \(a\); \(\gamma\) is a discount factor determining the agent’s horizon, \(\gamma \in [0, 1]\).

MDP learns from the SAEI to achieve a goal, where at time step \(t\), the agent selects an action \(a_t \in A\) based on the environment state \(s_t \in S\), then the environment reaches \(s_{t+1}\) according to the probability \(P(s_{t+1} | s_t, a_t)\), and the agent receives a reward \(r_t = r(s_t, a_t, s_{t+1})\). The agent’s goal is to maximize its value in a given state \(s\) or state-action pair \((s, a)\), which can be estimated by the expected cumulative reward. The action-value (also known as state-action-value) function \(Q_\pi(s, a)\) is defined as:

\[
Q_\pi(s, a) = \mathbb{E}_{t \sim \pi} \left[ G_t | s_t = s, a_t = a \right], \forall s \in S, a \in A
\]  

where \(\pi\) denotes a mapping from states to probabilities of selecting each possible action; \(Q_\pi(s, a)\) denotes the expected discounted return starting from state \(s\), taking action \(a\), and following policy \(\pi\) thereafter; \(t\) denotes a trajectory of states, actions, and rewards; \(G_t\) denotes the discounted return along an episode, which is a sub-trajectory starting at step \(t\) and ending at step \(T\), \(G_t = \sum_{k=t}^{T-1} \gamma^{k-t} r_k\). The discount factor \(\gamma\) indicates how many steps are considered in the return. For the RoMF problem, it refers to how many future restoration steps are considered in the current step. For example, the RoMF is reduced to a one-shot problem when \(\gamma = 0\), but a multi-step (about one hundred) problem when \(\gamma = 0.99\).

Then, we formulate the RoMF problem as a MDP by identifying corresponding MDP elements, including agent, environment, action, state, and reward.

2) Agent and Environment: For the RoMF problem, the agent is identified as the DSO from a centralized perspective, whose function is to develop formation strategies based on partially observable system states. The environment is identified as a distribution system simulator capable of action execution, state analysis, and reward generation. In this paper, we build an OpenDSS-based RoMF environment, and the details of its implementation is introduced in the subsequent subsection.

3) Action: The action at time step \(t\) is formulated as below:

\[
a_t = \{ o_{t,w} | t \in T, w \in W \}
\]  

where \(o_{t,w}\) is a binary variable denoting the operation of switch \(w\) at time step \(t\). To be specific, \(o_{t,w} = 0\) for the close operation, and \(o_{t,w} = 1\) for the open operation. Notably, since we adopt a simulator-based environment, and the DGs perform as voltage sources during power flow calculations, their outputs are determined as power flow calculation results rather than given in the action. The action space \(A\) is discrete since it is composed of limited binary variables.

4) State: The system state at time step \(t\) is formulated as below:

\[
S_t = \{ p_{t,i,\phi}, q_{t,i,\phi}, P_{t,k}, q_{t,k} | \phi \in \Phi, k \in M, w \in W \}
\]  

where \(o_{t,w}\) is a binary variable indicating the state of switch \(w\) at time step \(t\). To be specific, \(o_{t,w} = 1\) for the open state and \(o_{t,w} = 0\) for the closed state. We can find that \(o_{t,w} = o_{t-1,w}\) when the action takes effect. The state space \(S\) is continuous since it comprises continuous variables such as real and reactive power. Actually, \(s_t\) only comprises partially system parameters. For the impact of other parameters (e.g., bus voltage, line current, and load fluctuation) on the microgrid formation, we assume that the agent can learn it actively from the SAEI.

5) Reward: The decision-making ability of the agent arises from the pursuit of a reward that is designed specifically to elicit that ability [44]. Hence, both the restoration object and constraints should be carefully considered when designing the reward function. The constraints discussed in the previous subsection are classified into two categories: hard and soft constraints, as shown in Table I. Furthermore, it is considered that the restoration process will fail due to hard constraint violations, but continue with soft constraint violations. The criterion to classify a constraint violation as hard or soft is whether it is impossible or unacceptable. If it is, then it is considered as hard; otherwise, it is considered as soft. Notably, both hard and soft constraint violations will cause penalties in the reward function, and further lead the agent to avoid the violations.

The reward function is formulated as:

\[
r_t = \left\{ \begin{array}{ll}
-c_0 & \text{for hard violations} \\
c_1 a_{1,t} - c_2 a_{2,t} - c_3 a_{3,t} & \text{for others}
\end{array} \right.
\]  

\[
a_{1,t} = \sum_{i \in N, \phi \in \Phi} o_{i,\phi} \tilde{p}_{i,\phi}
\]  

\[
a_{2,t} = \sum_{i \in N, \phi \in \Phi} \left[ \max(0, V_{t,i,\phi} - V_{\max}) + \max(0, V_{\min} - V_{t,i,\phi}) \right]
\]  

\[
a_{3,t} = \sum_{i \in S} \max(0, o_{t,w} - o_{t,w}')
\]  

where \(a_{1,t}\) denotes the sum of restored loads at time step \(t\); \(a_{2,t}\) denotes the bus voltage violation; \(a_{3,t}\) denotes the customer satisfaction violation; \(c_0, c_1, c_2, c_3\) are positive coefficients. In order to punish the actions that violate hard constraints, the value of \(c_0\) is much larger than others.

C. Simulator-Based Environment

In the SAEI, the environment needs to accept the action from the agent and then feedback the system state and the reward. To achieve that, we should guarantee that all parameter related to the action, state, and reward are available, and

| TABLE I |
| --- |
| Categories of Constraint Violations |
| Constraints | Hard | Soft |
| power balance constraint | ✓ | | ✓ |
| bus voltage constraint* | ✓ | | ✓ |
| line current constraint | ✓ | | ✓ |
| topological constraint | ✓ | | ✓ |
| microgrid capacity constraint | ✓ | | ✓ |
| customer satisfaction constraint | ✓ | | ✓ |

* A voltage offset of more than ±0.1 p.u will also cause restoration failure.
Algorithm 1 Environment Implementation

1: Build a distribution system in the OpenDSS and save its topology data in .json format.
2: Receive an action $a_t$ from the agent.
3: if actions violating the topology constraint are not removed in advance then
4: Perform topology analysis based on graph theory.
5: end if
6: if violate the topology constraint (5) or (6) then
7: Let $s_{t+1}$ be the terminal state, and $r_t = -c_0$.
8: else
9: Execute $a_t$ and then perform power flow calculations.
10: Read and analyze the power flow results.
11: if violate hard constraints then
12: Let $s_{t+1}$ be the terminal state, and $r_t = -c_0$.
13: else
14: Form $s_{t+1}$ according to (11);
15: calculate $r_t$ according to (12)-(15).
16: end if
17: end if
18: Feedback $s_{t+1}$ and $r_t$ to the agent.

All constraint violations can be checked in the environment. In general, two basic functions are required in the RoMF simulation environment: topology analysis and unbalanced three-phase power flow analysis. Topology analysis is used to check the radial topology constraint violation. Power flow analysis plays as the core to generate the state and reward, and other constraint violations can be checked based on power flow results. For example, the bus voltage violation is checked by comparing voltage results with corresponding limits.

In this paper, the environment is implemented in a simulator-based style, where the OpenDSS, a comprehensive electrical system simulation tool for electric utility distribution systems [45], is used to perform unbalanced three-phase power flow calculations. The OpenDSS provides rich interfaces that can be used to interact with other software such as Python and MATLAB. It means that the SAEI can be easily expanded by customizing or embedding other software to include more features. The pseudocode of environment implementation is shown in Algorithm 1. Firstly, the power flow models of distribution systems to be analyzed are built in the OpenDSS, where the DGs are modeled as constant voltage sources and their outputs will be given as power flow results. In addition, the graph of the distribution network is built and saved for the topology analysis. Then, we receive the action $a_t$ from the agent, if the actions that violate the topology constraint are not removed in advance,3 by searching for the paths between load nodes and source nodes based on deep first search [46], the radial topology constraint (5) can be checked. Notably for a radial distribution network, the radial topology constraint (6) is used and checked by searching for the paths between source nodes. Then, the action is executed and the power flow calculation is performed in the OpenDSS. Once the topology analysis and power flow calculations are finished, we will read the results (e.g., bus voltage, line current, outputs of DGs, actual loads, switch states, etc.), based on that constraint violations can be determined, and $s_{t+1}$ and $r_{t+1}$ can be obtained using (11)-(15) and then fed back to the agent.

Furthermore, the implemented environment is integrated into the OpenAI Gym that provides a standard agent-environment interface for DRL tasks. By doing so, we can easily compare the proposed method with other learning-based methods.

III. ALGORITHM AND FRAMEWORK

RL is a framework for solving decision-making problems that can be represented as MDPs. In Section II, we have formulated the RoMF problem as a MDP, which has a continuous state space and a discrete action space. On this basis, we use the DQN to search for optimal policies of the RoMF without incorporating additional prior knowledge.

A. DQN and Its Training

Using value functions to organize and structure the search for good policies is a key idea of RL. The optimal action-value function is defined by:

$$Q_*(s, a) = \max_{\pi} \mathbb{E}_{\tau \sim \pi} \left[ G_\tau \mid s_t = s, a_t = a \right]$$

(16)

which obeys the Bellman equation. Then, the optimal strategy is to select the action $a'$ maximizing the expected value of $r + \gamma Q_*(s', a')$, formulated as:

$$Q_*(s, a) = \mathbb{E}_{s'} \left[ r + \gamma \max_{a'} Q_*(s', a') \mid s_t = s, a_t = a \right]$$

(17)

The action-value function can be estimated by using the Bellman equation as an iteration update:

$$Q_{t+1}(s, a) = \mathbb{E}_{s'} \left[ r + \gamma \max_{a'} Q_t(s', a') \mid s_t = s, a_t = a \right]$$

(18)

Such value iteration algorithms converge to the optimal action value function, $Q_t \rightarrow Q_*$ as $i \rightarrow \infty$. A neural network function approximator with weight $\theta$, referred as a Q-network and formulated as $Q(s, a; \theta)$, is used to estimate the action value function. The Q-network has observations as inputs and action-values as outputs.

The Q-network can be trained by adjusting the parameters $\theta_i$ at iteration $i$ to reduce the mean-squared error in the Bellman equation, where the optimal target values $r + \gamma \max_{a'} Q_*(s', a')$ are substituted with approximate target values $y = r + \gamma \max_{a'} Q(s', a'; \theta_i)$, using parameters $\theta_i$ from some previous iteration. The loss function $L(\theta_i)$ that changes at each iteration $i$ is formulated as:

$$L(\theta_i) = \mathbb{E}_{s,a,r,s'} \left[ (y - Q(s, a; \theta))^2 \right]$$

(19)

By differentiating the loss function with respect to the weights, we arrive at the following gradient:

$$\nabla_\theta L(\theta_i) = \mathbb{E}_{s,a,r,s'} \left[ (y - Q(s, a; \theta)) \nabla_\theta Q(s, a; \theta) \right]$$

(20)

Then, the mini-batch stochastic gradient descent (SGD) can be used to optimize the loss function and update the weight.
The algorithm of training deep Q-networks, i.e., the deep Q-learning, is presented in Appendix B.

### B. Offline-Training and Online-Application

The offline-training and online-application framework of the DRL-based RoMF is shown in Fig. 2. According to training or application, environment or agent, the whole framework is divided into four parts, denoted by ① to ④ in Fig. 2. In part ①, the simulator-based environment is used to interact with the agent, i.e., feedback the experience \((s, a, r, s')\) after accepting the agent’s action. Part ② denotes the training process of the DQN, where experiences are stored as replay memory and mini-batch SGD is applied to experience samples. Every \(C\) updates the Q-network is cloned to abtain the target Q-network that is used to generate the target values. The training is terminated after a specified number of training steps, which is determined experimentally. Then, the trained Q-network is saved as the policy Q-network and used for application. In part ③, the state of the distribution system is transferred into the input layer of the policy Q-network, and the action with the highest value in the output layer is regarded as the optimal action. In addition, to address the black-box issue of deep learning, a safety check mechanism is added in the application process. The DRL-based action will be checked, and only the action that does not violate hard constraints will be applied in part ④, which refers to the microgrid formation operation in the application process. If an action cannot pass the safety check, the action with the highest value among the remaining actions will be selected and checked again.

Furthermore, by separating training and application, we can continuously improve the agent’s decision-making ability with an offline style, and the agent with better performance is available for online application. Notably, by transferring massive calculations to the offline-training section, this framework has a very concise application mode, i.e., the input-output mapping. Hence, the application efficiency can be extremely advantageous, which makes the proposed method effective for online solving. Moreover, we believe that this framework is of value to other tasks in power system with machine learning applications.

### IV. CASE STUDIES

In this section, the proposed method is validated via three modified IEEE test feeders, i.e., IEEE 13-bus feeder [47], IEEE 37-bus feeder [48], and IEEE 123-bus feeder [49], based on three-phase analysis. Python 3.6.12 and PyTorch 1.8.1 with CUDA 10.2 are used to solve the DRL-based problem. In addition, the mixed-integer linear program (MILP) method in [2] is used as a comparison, and solved with MATLAB 2021b and CPLEX 12.8.0. All experiments were performed on a personal computer with Intel Core i7-8700 CPU at 3.20 GHz, 8.00 GB RAM, and NVIDIA GeForce GT 1030.

#### A. Setting of Test Systems

1) 13-Bus Feeder: The three-phase diagram of the modified 13-bus feeder is shown in Fig. 3. There are 2 DGs and 4 switches that are used to conduct the microgrid formation. The load data and microgrid capacity data are shown in Tables II and III, respectively. The capacitor at node 675 is adjusted from 200 kVar per phase to 100 kVAr per phase. Other parameters are consistent with [47]. The system state of the 13-bus feeder comprises 42 parameters, including 30 load parameters (i.e., the nonzero real and reactive loads of all nodes) where...
TABLE II
BASIC CRITICAL LOAD DATA OF MODIFIED IEEE 13-BUS FEEDER

| Node | \( P_1 \) (kW) | \( Q_1 \) (kVar) | \( P_2 \) (kW) | \( Q_2 \) (kVar) | \( P_3 \) (kW) | \( Q_3 \) (kVar) |
|------|----------------|----------------|----------------|----------------|----------------|----------------|
| 634  | 2              | 80             | 55             | 60             | 45             | 60             |
| 645  | 1              | 0              | 0              | 0              | 0              | 0              |
| 646  | 1              | 0              | 0              | 0              | 0              | 0              |
| 652  | 2              | 64             | 43             | 0              | 0              | 0              |
| 670  | 1              | 17             | 10             | 66             | 38             | 117            |
| 671  | 2              | 50             | 30             | 50             | 30             | 50             |
| 675  | 4              | 120            | 47             | 17             | 15             | 72             |
| 692  | 2              | 0              | 0              | 0              | 0              | 85             |
| 611  | 2              | 0              | 0              | 0              | 0              | 85             |

TABLE III
MICROGRID CAPACITY DATA OF MODIFIED IEEE 13-BUS FEEDER

| Microgrid | Real Power (kW) | Reactive Power (kVar) |
|-----------|----------------|-----------------------|
| 1         | [0, 930]       | [-550, 550]           |
| 2         | [0, 570]       | [-300, 300]           |

node 671 is represented by its total real and reactive power since its three-phase load is balanced. Considering the fewer switches, the action space includes all possible switch operation combinations. Thus, the size of the action space at each step is 16.

2) 37-Bus Feeder: The single-line diagram of the modified 37-bus feeder is shown in Fig. 4. It includes 4 DGs and 6 switches to conduct the microgrid formation. Its load data and microgrid capacity data are shown in Tables IV and V, respectively. Other parameters are consistent with [48]. With this setting, the system state of the 37-bus feeder comprises 82 parameters, and the size of the action space at each step is 30.

3) 123-Bus Feeder: The single-line diagram of the modified 123-bus feeder is shown in Fig. 5. There are 8 DGs and 17 switches, including 2 tie-line switches, that are used to conduct the microgrid formation. There are six line switches in open status (at fault). The DG capacity data are shown in Table VI. The loads and other parameters are consistent with [49]. Furthermore, the system state of the 123-bus feeder comprises 225 parameters, and the size of the action space at each step is 576.

Fig. 4. Single-line network diagram of the modified 37-bus feeder.

Fig. 5. Single-line network diagram of the modified 123-bus feeder. The tie-lines are denoted by the dashed lines. S10 and S12 are tie-line switches that are normally open. There are six switches are in open status (at fault).
B. Training Performance

In the training process, by trial and error, the structure of Q-networks is determined as a neural network consisting of four fully-connected linear layers. The neurons of all layers are followed by rectified linear units (ReLU). The number of neurons in the input layer equals to the number of state parameters. Each hidden layer includes 512 rectifier neurons. The number of neurons in the output layer equals to the size of the action space at each step. The hyperparameters required for training Q-networks are listed in Table VII, and the Adam [50] is adopted as the SGD algorithm. Furthermore, by integrating the environments into the OpenAI Gym, two reliable DRL algorithms implemented in the Stable Baselines3 (SB3) [51], i.e., advantage actor critic (A2C) and proximal policy optimization (PPO), are used as comparative learning-based algorithms.

There are two indices, i.e., mean episode length (MEL) and mean episode return (MER), that are used to describe whether the agent can improve its control policy during the agent-environment interaction. Their definitions are given in Appendix C. The training performance is illustrated by their temporal evolution, as shown in Figs. 6 and 7. We can find that the two training indices of ours are lower than the other two methods, which is expected considering the exploration mechanism of DQN. DQN allows the agent to randomly select actions with a decaying probability $\epsilon$ ($\epsilon_{\infty} = 0.1$) in the training process, which may result in the episode to terminate with a low return due to hard constraint violations.

Fig. 6. Training curves of the agent’s mean episode length.

Notably, this difference does not affect the final application performance because a deterministic control policy is adopted in the application process. In addition, the MEL of A2C and PPO converges to the upper limit quickly, but PPO scores higher than A2C on the MER, which indicates that PPO can learn better control strategies than A2C.

In terms of the proposed method, the evolution curve of MER can be analyzed from two factors: the episode’s length and the transition’s reward. Its early convergence means that the agent can quickly learn a decent control policy. After that, the agent tends to take some actions with higher rewards. But higher rewards come with higher risks, that may shorten the episode’s length, also result in negative rewards. Hence, when the risk-reward tradeoff is not coordinated well, the agent may be too conservative or aggressive. The risk-reward tradeoff also applies to MEL. Furthermore, by monitoring the output of the Q-network, we found that the temporal evolution of action-value can be divided into two categories. One converges to their expected discount return, which corresponds to legal actions. The other converges to zero, which corresponds to illegal actions (e.g., the actions that violate the topology constraint for the 13-bus feeder), indicating that hard constraints can be effectively learned.

In addition, the training performance is sensitive to the setting of the action space. The action space is relatively small for the 13-bus feeder. But its illegal actions account for more since it use a full action space. For the other two feeders, although their action space is larger, but their illegal actions account for less, which results in a better training performance. In general, the action space at each step should not be too large, and using specific rules to reduce the proportion of illegal actions, e.g., eliminating the actions that violate the topological constraint, can be effective to stable the training.

The result of training efficiency is shown in Table VIII. It takes several hours to train an agent, and the training efficiency of different DRL algorithms is similar.

Fig. 7. Training curves of the agent’s mean episode return.

4According to the definition of reward, the value of illegal actions (i.e., actions that inevitably violate hard constraints) should be negative. However, the neurons of the output layer are followed by ReLU, whose formulation is $f(x) = \max(0, x)$, so the value of illegal actions converges to zero instead of negative values.
C. Application Performance

The application performance of trained agents is tested in this subsection. By virtue of the input-output mapping of the neural network, i.e., feeding the system state into the neural network and selecting the optimal action based on the outputs, we can easily get a RoMF solution. Two application indices are used to measure the application performance, i.e., average success rate (ASR) and average optimality gap (AOG). Their definitions are given in Appendix C. ASR denotes the probability that the agent taking a legal action, mainly used to address the black box characteristics of neural networks. AOG measures the proximity of the DRL-based solution and the benchmark solution in terms of the restoration target (i.e., (1)). The closer it is, the better the performance of the agent on decision optimality.

The benchmark solution for an episode is obtained by solving a sequence of one-shot static CLR problems. Each one-shot static CLR process, corresponding to a transition in the episode, is solved by executing all possible actions in turns in the OpenDSS-based environment, and the action with maximum restored load is regarded as the optimal solution. By doing so, the size of action space of an episode of length $T$ is simplified from $n^T$ to $n \cdot T$ where $n$ is the number of actions at each step. Since the benchmark method neglects the constraints between transitions, its solution might be over-optimistic. Hence, we take it as a reference and believe that the closer the learning-based solution is to the reference (the proximity between the two is described by the index AOG), the better the performance of the learning-based method.

The application results are shown in Table IX. For the proposed method, the ASR reaches 99.40%, 99.98% and 99.66% for 13-bus, 37-bus and 123-bus feeders, respectively. Moreover, the safety check mechanism is considered in the ASR-sub. To be specific, the sub-optimal solution (i.e., the action with the second highest output value) will be selected if the optimal solution violates hard constraints, and at most one reselection can be performed in one transition. With this setting, the ASR-sub is basically 100% for all test feeders. In addition, A2C and PPO have higher ASR but worse AOG. It actually means that the agents of A2C and PPO are too conservative.

A pair of DQN-based solutions and benchmark solutions of the 13-bus feeder are used to illustrate the reason for the optimality gap, as shown in Fig. 8. We can find that the optimality gap mainly comes from two aspects: 1) The agent will make some conservative decisions, e.g., the 84th and 87th transitions in Fig. 8. 2) After considering the customer satisfaction constraint, the agent will make some decisions with higher immediate rewards but smaller restored load, e.g., the 43th and 55th transitions in Fig. 8. The former reflects agent’s risk-averse characteristics, while the latter exactly embodies its effectiveness of dealing complex constraints.

Furthermore, the MILP method in [2] is used as a comparison to illustrate the differences in decision-making features and computational efficiency between the proposed method and the MP-based method. Fig. 9 shows the one-shot microgrid formation results for the 123-bus feeder obtained by the proposed method and the MILP method. Eight microgrids are formed separately by operating switches, and each one is energized by one DG. The voltage of nodes are within the range specified. The loads picked up are labeled by solid circles in Fig. 9.

The MILP method in [2] has a similar restoration object and constraints with the proposed method, but it assumes that all islands caused by the failure before recovery have been identified and isolated, and all loads are controllable and no new islands will be formed during the recovery process. Such assumptions are common in MP-based works to make mathematical models normative. However, these feature are actually allowed in power flow calculations. By learning from the interaction with the simulator-based environment, the proposed method allows the existence of uninterruptible loads and the new islands caused by the microgrid formation, as shown in Fig. 9. The proposed method provides a promising way to address more complex objects by integrating more features into the simulator-based environment. As for the MP-based...
method, by establishing an accurate mathematical model, a richer action space can be considered.

Moreover, the application efficiency for different methods is shown in Table X. The efficiency denotes the average time taken per decision-making. We can find that the proposed method provides near-zero time-consuming application efficiency, which is thousands of times faster than the benchmark method and the MILP method. The difference between the proposed method and other learning-based methods is mainly resulted by the different ways of saving and calling neural networks. Moreover, with similar neural network architectures, the efficiency of learning-based methods is less affected by the scale of the test system. Notably, the benchmark and MILP methods are both one-shot style, and hard or even impossible to solve dynamic problems that include numerous scenarios.

V. CONCLUSION

In this work, we propose a novel resilience-oriented microgrid formation scheme based on DRL techniques. By interacting with a simulator-based environment, the proposed method supports a model-free decision-making manner. Case studies have demonstrated that, with well-tuned hyperparameters, the proposed DRL-based method can effectively learn control policies without incorporating additional prior knowledge. In the application process, the decision success rate can be effectively guaranteed by incorporating a safety check mechanism. In general, the proposed method provides near-optimal solution with near-zero time-consuming application efficiency.

We also realize that this work still has many limitations. Currently, we are working on using multi-agent reinforcement learning to deal with large-scale distribution networks and complex restoration actions. Furthermore, we plan to develop the resilience-oriented microgrid formation environment on open-source platforms, and new features such as black-start DGs, transient features of DGs, fuel adequacy and renewable energy resources may be included. We think that interesting future research directions open up for this work.

APPENDIX A

FORMULATIONS OF DG OUTPUT LIMITS

\[
\begin{align*}
&D_{G,\text{min},k} = \max\left(D_{G,\text{min},k}, D_{G,\text{min}} - \delta_k D_{G,\text{max}}\right) \\
&D_{G,\max,k} = \min\left(D_{G,\max,k}, D_{G,\max} + \delta_k D_{G,\max}\right) \\
&Q_{L,\text{min},k} = \max\left(Q_{L,\text{min},k}, Q_{L,\text{min}} - \delta_k Q_{L,\max}\right) \\
&Q_{L,\max,k} = \min\left(Q_{L,\max,k}, Q_{L,\max} + \delta_k Q_{L,\max}\right)
\end{align*}
\]

where \(D_{G,\text{min}}, D_{G,\text{max}}, Q_{L,\text{min}}, D_{G,\text{max}}, Q_{L,\text{max}}\) denote the capacity limits of DG \(k\); \(\delta_k\) and \(\delta_k\) respectively denote the ramp rate of real and reactive power of DG \(k\).

APPENDIX B

TRAINING ALGORITHM

The training algorithm is shown in Algorithm 2, where the agent selects and executes actions according to the following \(\epsilon\)-greedy policy \[38\]:

\[
\epsilon = \epsilon_0 + \left(\epsilon_0 - \epsilon_\infty\right)e^{-t_\epsilon/c_\epsilon}
\]

where \(\epsilon_0\) and \(\epsilon_\infty\) denote the initial and final exploration rate, respectively; \(t_\epsilon\) denotes the transition step; \(c_\epsilon\) denotes the decay coefficient of exploration.

Two tricks are used to make this algorithm suitable for training large neural networks without diverging, i.e., experience replay and target network \[38\], \[39\]. In addition, the failure probability of the microgrid formation is not so low that the memory pool may contain a proportion of negative experiences...
Algorithm 2 Deep Q-Learning

1: Initialize replay memory D to the replay start size.
2: Initialize action value function Q with random weights \( \theta \) and target action value function \( \tilde{Q} \) with weights \( \tilde{\theta} = \theta \).
3: for episode = 1, \( H^5 \) do
4: \( s \leftarrow s_1 \) Initialize the environment.
5: for \( t = 1, T \) do
6: With probability \( \epsilon \) select a random action \( a_t \).
7: Otherwise select \( a_t = \text{argmax}_a Q(s_t, a; \theta) \).
8: Execute action \( a_t \) in simulator and observe reward \( r_t \) and state \( s_{t+1} \).
9: Store transition \((s_t, a_t, r_t, s_{t+1})\) in \( D \).
10: Sample a random minibatch of transitions \( \eta_j \).
11: if all \( s_{j+1} \) in the minibatch are terminals then
12: Resample a minibatch of transitions from \( D \).
13: end if
14: if episode terminates at step \( j + 1 \) then
15: \( y_j = r_j \)
16: else
17: \( y_j = r_j + \gamma \text{max}_a \tilde{Q}(s_{j+1}, a'; \tilde{\theta}) \)
18: end if
19: Perform gradient descent on \((y_j - Q(s_j, a_j; \theta))^2\) with respect to the network parameters \( \theta \).
20: Every \( C \) steps reset \( Q = \tilde{Q} \).
21: end for
22: end for

(i.e., experiences with terminal states as next-states). Hence, to avoid that the training is terminated prematurely due to the sampling of a mini-batch of all negative experiences, a resampling technique is developed, as shown in Algorithm 2.

APPENDIX C
DEFINITIONS OF EVALUATION INDICES

A. Training Indices

\[
\text{MEL} = \frac{1}{n_{\text{eps}}} \sum_{i=1}^{n_{\text{eps}}} T_i
\]

\[
\text{MER} = \frac{1}{n_{\text{eps}}} \sum_{i=1}^{n_{\text{eps}}} \sum_{j=1}^{T_i} r_{i,j}
\]

where \( T_i \) denote the length of episode \( i \); \( n_{\text{eps}} \) denotes the number of episodes.

B. Application Indices

For ASR, we invoke the Q-network to generate 10 episodes without failed transition, and their length is set to 100. Then, AOG is defined as the average optimality gap between the DRL-based method and the benchmark method, and formulated as:

\[
\text{AOG} = \frac{1}{10} \sum_{i=1}^{10} \left(1 - \frac{\sum_{t \in \mathcal{T}_i} \sum_{j \in \mathcal{N}} \sum_{\phi\in\Phi} w^{\mathcal{BM}}_{t, j, \phi, i}}{\sum_{t \in \mathcal{T}_i} \sum_{j \in \mathcal{N}} \sum_{\phi\in\Phi} w^{Q}_{t, j, \phi, i}} \right)
\]

where \( w^{\mathcal{BM}}_{t, j, \phi, i} \) denotes the actual restored load in the benchmark solution.
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