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Abstract

We study the approximation properties of the class of nonstationary refinable ripplets introduced in [19]. These functions are solution of an infinite set of nonstationary refinable equations and are defined through sequences of scaling masks that have an explicit expression. Moreover, they are variation-diminishing and highly localized in the scale-time plane, properties that make them particularly attractive in applications. Here, we prove that they enjoy Strang-Fix conditions and convolution and differentiation rules and that they are bell-shaped. Then, we construct the corresponding minimally supported nonstationary prewavelets and give an iterative algorithm to evaluate the prewavelet masks. Finally, we give a procedure to construct the associated nonstationary biorthogonal bases and filters to be used in efficient decomposition and reconstruction algorithms.

As an example, we calculate the prewavelet masks and the nonstationary biorthogonal filter pairs corresponding to the $C^2$ nonstationary scaling functions in the class and construct the corresponding prewavelets and biorthogonal bases. A simple test showing their good performances in the analysis of a spike-like signal is also presented.
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1 Introduction

A ripplet is a function \( f \) whose integer translate are totally positive \([26]\), i.e. for any ordered real numbers \( x_1 < \cdots < x_r \), and any ordered integers \( \alpha_1 < \cdots < \alpha_r, r \geq 1 \), it holds

\[
\det (f(x_i - \alpha_t))_{1 \leq i, t \leq r} \geq 0. \tag{1.1}
\]

Total positivity implies that the integer translates of \( f \) are variation diminishing, i.e. for any finite sequence \( c = \{ c_\alpha \} \)

\[
S^- (\sum_\alpha c_\alpha f(\cdot - \alpha)) \leq S^- (c), \tag{1.2}
\]

where \( S^- \) denotes the strict sign changes of its argument. The disequality (1.2) in turn implies that the system \( \{ f(\cdot - \alpha) \} \) has shape-preserving properties, which are known to play a crucial role in several applications, from approximation of data to CAGD \([11, 28]\).

The concept of a ripplet was first introduced by Goodman and Micchelli in \([15]\), where the authors focused their interest on two-scale refinable ripples, i.e. ripples that are solution of a two-scale refinable equation

\[
\varphi = \sum_\alpha a_\alpha \varphi(2 \cdot -\alpha), \tag{1.3}
\]

where the scaling mask \( a = \{ a_\alpha \} \) is a suitable real sequence. Well known examples of refinable ripples are the cardinal B-splines, i.e. the polynomial B-splines on integer nodes. Starting from the seminal paper of Goodman and Micchelli, many families of two-scale refinable ripples were constructed (see, for instance, \([2, 17]\)). More recently, \( M \)-scale refinable ripples, with dilation \( M \) greater than 2, were addressed in \([16]\) and refinable ripples with dilation 3 were constructed in \([20]\) (see also \([21]\)).

The interest in refinable ripples lies in the fact that they give rise to convergent subdivision algorithms for the reconstruction of curves and the limit curves they generate preserve the shape of the initial data \([13, 28]\). Refinable ripples can also be proved to solve the cardinal interpolation problem \([28]\). For instance, the construction of cardinal interpolants by by means of the refinable ripples in \([17]\) was addressed in \([30]\).
Refinable ripplets have good properties not only in the context of geometric modeling and function approximation but they also enjoy some optimality properties useful in signal processing. In fact, refinable ripplets induces a multiresolution analysis in $L^2(\mathbb{R})$ that allows us to generate a nested sequence of wavelet spaces. Actually, it is always possible to construct compactly supported semiorthogonal wavelet bases starting from a refinable ripplet \[27\]. Moreover, refinable ripplets have asymptotically, i.e. when their smoothness tends to infinity, the same optimal time-frequency window achieved by the Gaussian function \[2\]. Since the rate of convergence can be proved to be very fast for a large class of ripplets, including, for instance, the refinable ripplets introduced in \[17\], refinable ripplets can approximate the Gaussian with high accuracy giving rise to efficient algorithms for signal analysis \[1\]. Finally, a ripplet can be seen as a discrete kernel satisfying a causality property so making the refinable ripplets particularly attractive in the scale-time analysis of signals \[12\].

All the refinable ripplets quoted above are stationary in the sense that they satisfy the functional equation \[1.3\] with the same mask sequence at each dyadic scale. For this reason usually \[1.3\] is referred to as a stationary two-scale equation. From the point of view of signal processing this means that the same analysis and synthesis filters are used at all dyadic scales \[31\]. Nevertheless, the use of the same set of filters at each scale does not give great flexibility in applications, especially when some preprocessing steps with different filters are required. From the functional point of view, the use of different filters at different scales gives rise to a nonstationary multiresolution analysis (see, for instance, \[8\], \[14\], \[22\], \[29\]). A nonstationary multiresolution analysis can be generated by a set of nonstationary refinable functions, i.e. an infinite set of functions \(\{\varphi^m : m \in \mathbb{Z}_+\}\) satisfying an infinite set of nonstationary two-scale equations

\[
\varphi^m = \sum_{\alpha \in \mathbb{Z}} a^m_{\alpha} \varphi^{m+1}(\cdot - 2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+ , \tag{1.4}
\]

for some infinite sequence of masks \(\{a^m : m \in \mathbb{Z}_+\}\), each mask \(a^m = \{a^m_{\alpha}\}\) being different at each dyadic scale.

The use of different scaling masks at different scales allows us to construct refinable functions endowed with properties that cannot be achieved in the stationary setting. For instance, the nonstationary process generated by the B-spline masks of increasing support gives rise to a refinable function that is compactly supported while belongs to $C^\infty(\mathbb{R})$ \[10\], \[29\]. Other
families of $C^\infty(\mathbb{R})$ nonstationary refinable functions based on pseudo-spline masks were constructed in [24]. Exponential splines too can be associated to a nonstationary process [8, 9]. They reproduce exponential polynomials and the associated wavelet bases can be successfully used in the analysis of signals with exponential behavior [32]. Families of nonstationary refinable ripplets were introduced in [5] and [19]. In particular, the latter are highly localized in the scale-time plane, a property that is crucial in many applications. For this reason, in the present paper we focus our interest in this family of nonstationary refinable ripplets and prove that these ripplets enjoy several properties which are relevant in the context of both geometric modeling and signal processing. Then, we construct the associated wavelet bases. We notice that, since the refinable ripplets we are considering are non orthogonal, compactly supported orthogonal wavelets belonging to the space generated by their translates do not exists. This motivates us to construct nonstationary semiorthogonal prewavelets. In fact, giving up the orthogonality condition we can build wavelet bases with compact support. Moreover, we give a procedure to construct the nonstationary compactly supported biorthogonal bases associated with the nonstationary refinable ripplets we are considering. Since we are interested in implementing efficient nonstationary decomposition and reconstruction algorithms for signal processing, we construct also the corresponding pairs of nonstationary filters to be used in the analysis and synthesis of a given discrete signal.

The paper is organized as follows. In Section 2 we give some basic definition concerning nonstationary multiresolution analysis and wavelet spaces and recall some results about the existence of solutions of the nonstationary refinable equations (1.4). The class of nonstationary refinable functions we are interested in is described in Section 3, while in Section 4 we proved some approximation properties that were not addressed in [19]. In Section 5 we construct the nonstationary prewavelet bases associated with the nonstationary refinable ripplets in the class and give an efficient algorithm to evaluate nonstationary prewavelet masks. The construction of compactly supported biorthogonal bases and filters, which give rise to efficient decomposition and reconstruction formulas for discrete signals, is addressed in Section 6. Finally, in Section 7 some examples of nonstationary masks and refinable bases are given and the corresponding nonstationary filters are constructed. A simple test on the analysis of a spike-like signal is also shown.
2 Nonstationary Multiresolution Analysis and Wavelet Spaces

Wavelet spaces are usually constructed starting from a multiresolution analysis that is a sequence \( \{V^m\} \) of nested subspaces which are dense in \( L_2(\mathbb{R}) \) and enjoy the separation property. Thus, the corresponding wavelet space \( W^m \subset V^{m+1} \) is defined as the orthogonal complement of \( V^m \) in \( V^{m+1} \) [7]. In the stationary case all the spaces \( \{V^m\} \) are generated by the dilates and translates of a unique refinable function \( \varphi \in V^0 \), solution of the stationary two-scale equation (1.3), while the spaces \( W^m \) are generated by the dilates and translates of a unique wavelet \( \psi \in W^0 \subset V^1 \).

In contrast, in the nonstationary setting any space \( V^m \) (resp. \( W^m \)) is generated by the \( 2^{-m} \)-shifts of a different refinable function \( \varphi^m \) (resp. wavelet \( \psi^m \)), which are not dilates of one another. As a consequence, the spaces \( \{V^m\} \) and \( \{W^m\} \) are not scaled versions of the spaces \( V^0 \) and \( W^0 \), respectively.

Nonstationary multiresolution analysis are addressed in several papers in the literature (see, for instance, [8], [4], [9], [14], [22], [23], [29] and references therein). Here, following [8] and [29], we say that a space sequence \( \{V^m : m \in \mathbb{Z}_+\} \) forms a nonstationary multiresolution analysis of \( L_2(\mathbb{R}) \) if

(i) \( V^m \subset V^{m+1}, m \in \mathbb{Z}_+; \) (ii) \( \bigcup_{m \in \mathbb{Z}_+} V^m = L_2(\mathbb{R}); \) (iii) \( \bigcap_{m \in \mathbb{Z}_+} V^m = \{0\}; \)

(iv) for any \( m \in \mathbb{Z}_+ \), there exists a \( L_2(\mathbb{R}) \)-stable basis \( \varphi^m \) in \( V^m \) such that \( V^m = \text{span} \ \{\varphi^m(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z}\} \).

Property (i) implies that the refinable functions \( \{\varphi^m : m \in \mathbb{Z}_+\} \) satisfy a set of nonstationary refinable equations, i.e.

\[
\varphi^m = \sum_{\alpha \in \mathbb{Z}} a^m_\alpha \varphi^{m+1}(\cdot - 2^{-(m+1)} \alpha), \quad m \in \mathbb{Z}_+, \quad (2.1)
\]

for some sequence of scaling masks \( \{a^m : m \in \mathbb{Z}_+\} \), where \( a^m = \{a^m_\alpha : \alpha \in \mathbb{Z}\} \in \ell_2(\mathbb{Z}) \) and

\[
\sum_{\alpha \in \mathbb{Z}} a^m_\alpha = 1. \quad (2.2)
\]

Properties (ii) and (iii) are always true if any \( \varphi^m \) is compactly supported.
As for (iv), the function system \( \{ \varphi^m(\cdot - 2^{-m}\alpha) : \alpha \in \mathbb{Z} \}, m \in \mathbb{Z}_+ \) is \( L_2(\mathbb{R}) \)-stable if and only if the Fourier transform of \( \varphi^m \) has no \( 2^{m+1}\pi \)-periodic real zeros (cf. [8]).

The existence of a unique set of functions \( \{ \varphi^m : m \in \mathbb{Z}_+ \} \) solution to (2.1), as well as their properties, are related to the properties of the mask sequence \( \{ a^m : m \in \mathbb{Z}_+ \} \). Since we are interested in the case of compactly supported masks, we assume that any mask \( a^m \) is compactly supported with

\[
\text{supp} (a^m) \subseteq \Omega \subset \mathbb{Z}, \quad m \in \mathbb{Z}_+, \tag{2.3}
\]

and there exists a fundamental mask \( a = \{ a_\alpha : \alpha \in \Omega \} \) satisfying the sum rules

\[
\sum_{\alpha \in \mathbb{Z}} a_{2\alpha + \gamma} = 1, \quad \gamma \in \mathbb{Z}, \tag{2.4}
\]

such that

\[
\sum_{m \in \mathbb{Z}_+} \left| a^m_\alpha - a_\alpha \right| < \infty, \quad \alpha \in \Omega, \tag{2.5}
\]

(cf. [14]). Even if the assumption above excludes the mask sequence associated with the up function and the nonstationary mask sequence considered in [22], nevertheless it covers many nonstationary scaling masks, such as those associated with the exponential splines [9], [32] and the mask families associated with the ripplets introduced in [5], [19]. For the case of mask sequences with growing support we refer the reader to [4], [29].

The nonstationary refinable equations (2.1) can be associated to a nonstationary cascade algorithm [14], which generates at any iteration \( k \in \mathbb{Z}_+ \) the sequence of functions \( \{ h^m_k : m \in \mathbb{Z}_+ \} \) by

\[
h^m_{k+1} = \sum_{\alpha \in \Omega} a^m_\alpha h^{m+1}_k(\cdot - 2^{-(m+1)}\alpha), \quad k \in \mathbb{Z}_+, \quad m \in \mathbb{Z}_+. \tag{2.6}
\]

Without loss of generality, we assume that the starting function \( h^0_0 \) is the same for all \( m \in \mathbb{Z}_+ \), i.e. \( h^0_0 = h_0 \), where \( h_0 \) is a given \( L_2(\mathbb{R}) \)-stable function with \( \hat{h}_0(0) = 1 \), so that \( \hat{h}^m_0(0) = 1 \) for any \( k, m \in \mathbb{Z}_+ \).

The convergence of the cascade algorithm is related to the spectral properties of the fundamental transition operator \( T : \ell_0(\mathbb{Z}) \rightarrow \ell_0(\mathbb{Z}) \), defined as

\[
(T \Lambda)_\alpha = 2 \sum_{\beta \in \mathbb{Z}} \tilde{a}_{2\alpha - \beta} \lambda_\beta, \quad \alpha \in \mathbb{Z}, \tag{2.7}
\]
where
\[ \hat{a} = \{ a_\alpha \in \mathbb{Z} \}, \quad \hat{a}_\alpha = \sum_{\beta \in \mathbb{Z}} a_\beta \ a_{\beta - \alpha}, \quad \alpha \in \mathbb{Z}, \] (2.8)
is the autocorrelation of the fundamental mask \( a \). The cascade sequence \( \{ h_k^m : k \in \mathbb{Z}_+ \} \) converges strongly to \( \varphi^m \) in \( L_2(\mathbb{R}) \) as \( k \to \infty \), uniformly in \( m \), if and only if the fundamental transition operator has unit spectral radius, 1 is the unique eigenvalue on the unit circle and is simple [14, Th. 1.3]. Under these hypotheses the sequence \( \{ \varphi^m : m \in \mathbb{Z}_+ \} \) converges strongly to the solution of the stationary refinable equation
\[ \varphi = 2 \sum_{\alpha \in \Omega} a_\alpha \ \varphi(2 \cdot -\alpha). \] (2.9)

We notice that any nonstationary mask sequence \( \{ a^m : m \in \mathbb{Z}_+ \} \) having a B-spline mask as fundamental mask, gives rise to a convergent cascade algorithm [9, 14].

The nonstationary refinable equations in the Fourier space read
\[ \hat{\varphi}^m(\omega) = A^m(e^{-i\frac{\omega}{2^{m+1}}}) \hat{\varphi}^{m+1}(\omega), \quad m \in \mathbb{Z}_+, \] (2.10)
where the Laurent polynomials
\[ A^m(z) = \sum_{\alpha \in \Omega} a^m_\alpha \ z^\alpha, \quad m \in \mathbb{Z}_+, \quad z \in \mathbb{C}, \] (2.11)
are the mask symbols. We notice that any refinable function \( \varphi^m \) is normalized so that \( \hat{\varphi}^m(0) = 1 \). In case the nonstationary cascade algorithm converges, the Fourier transform of \( \varphi^m \) is given by
\[ \hat{\varphi}^m(\omega) = \prod_{k=m}^{\infty} A^k(e^{-i\frac{\omega}{2^{k+1}}}), \quad \omega \in \mathbb{R}. \] (2.12)

Given a nonstationary multiresolution analysis \( \{ V^m : m \in \mathbb{Z}_+ \} \), at any level \( m \in \mathbb{Z}_+ \), the wavelet space \( W^m \) is defined as the orthogonal complement of \( V^m \) in \( V^{m+1} \), i.e.
\[ W^m = V^{m+1} \ominus V^m, \quad m \in \mathbb{Z}_+. \] (2.13)
Any wavelet space is generated by the \( 2^{-m} \)-shifts of a wavelet function \( \psi^m \), i.e.
\[ W^m = \text{span} \{ \psi^m(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z} \}, \] (2.14)
any $\psi^m$ being different at any scale $m$. The existence of a set of generating wavelets $\{\psi^m, m \in \mathbb{Z}_+\}$ is always assured when all the refinable functions $\{\varphi^m, m \in \mathbb{Z}_+\}$ are compactly supported. Moreover, it is always possible to construct compactly supported $L_2(\mathbb{R})$-stable wavelets associated with compactly supported $L_2(\mathbb{R})$-stable refinable functions [8, §4].

3 A Class of Bell-shaped Nonstationary Refinable Ripplets

The class of univariate compactly supported nonstationary masks and refinable functions we are interested in was introduced in [19]. Let us denote the masks in the class by

$$\{ a^{(n,m)} : m \in \mathbb{Z}_+ \}, \quad a^{(n,m)} = \{ a_0^{(n,m)}, \ldots, a_{n+1}^{(n,m)} \}, \quad m \in \mathbb{Z}_+, \quad (3.1)$$

where $n$ is an integer $\geq 2$, related to the support of the mask $a^{(n,m)}$.

The explicit expression of $a^{(n,m)}$ is as follows. For any $n$, the starting mask $a^{(n,0)}$ has entries

$$\begin{cases} a_0^{(n,0)} = a_1^{(n,0)} = \frac{1}{2}, \\
a_\alpha^{(n,0)} = 0, & \text{otherwise}, \end{cases} \quad (3.2)$$

while the entries of the higher level masks $a^{(n,m)}$, $m \geq 1$, have expression

$$\begin{cases} a_\alpha^{(n,m)} = \frac{1}{2^{n+1+m-\mu}} \left[ \binom{n+1}{\alpha} + 4(2^{m-\mu} - 1) \binom{n-1}{\alpha-1} \right], & 0 \leq \alpha \leq n + 1, \\
a_\alpha^{(n,m)} = 0, & \text{otherwise}. \end{cases} \quad (3.3)$$

(We assume $\binom{n}{0} = 0$ when $\alpha < 0$ or $\alpha > n$.)

We notice that $\mu > 1$ is a real parameter that acts as a tension parameter. In fact, the larger $\mu$ the faster the factor $2^{m-\mu}$ in the nonstationary mask coefficients goes to 1 when $m \to \infty$. This means that the nonstationary process behaves in practice as a stationary one if we choose large values of $\mu$. Thus, the more interesting cases are obtained for values of $\mu$ that are close to 1.

For any $n$ and $\mu$, the mask $a^{(n,m)}$ is compactly supported on $[0, n + 1]$ and is bell-shaped, i.e. its entries are positive, centrally symmetric and strictly
increasing on $[0, [\frac{n+1}{2}]]$.

We notice that for any $n \geq 2$ the 0-level scaling mask $a^{(n,0)}$ is the mask of the characteristic function of the interval $[0,1]$, while the $m$-level scaling masks $a^{(n,m)}$, $m > 0$, are related to the class of stationary masks introduced in [17]. Any mask sequence $\{a^{(n,m)} : m \in \mathbb{Z}_+\}$ can be associated with the set of nonstationary refinable equations

$$
\varphi^{(n,m)} = \sum_{\alpha \in \sigma^{(n,m)}_{a}} a^{(n,m)}_{\alpha} \varphi^{(n,m+1)}(\cdot - 2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+, 
$$

where

$$
\sigma^{(n,m)}_{a} = \text{supp } (a^{(n,m)}_{a}) = \begin{cases}
[0, 1], & m = 0, \\
[0, n+1], & m > 0.
\end{cases} 
$$

(3.5)

From [19] it follows that for any $n \geq 2$ and $\mu > 1$, $\varphi^{(n,m)}$, $m \in \mathbb{Z}_+$, is compactly supported with

$$
\text{supp } \varphi^{(n,m)} = [0, L_{(n,m)}] = \begin{cases}
[0, \frac{n}{2} + 1], & m = 0, \\
[0, 2^{-(m+1)}(n+1)], & m > 0,
\end{cases} 
$$

(3.6)

and belongs to $C^{m-1}(\mathbb{R})$. Moreover, any system

$$
\Phi^{(n,m)} = \{\varphi^{(n,m)}(\cdot - 2^{-m}\alpha) : \alpha \in \mathbb{Z}\}, 
$$

(3.7)

is linearly independent and $L_2(\mathbb{R})$-stable, forms a partition of unity, is \textit{totally positive}, and enjoys the variation diminishing property.

For any $n \geq 2$ and $\mu > 1$, the mask sequence $\{a^{(n,m)} : m \in \mathbb{Z}_+\}$ has the sequence

$$
a^{(n)} = \{a^{(n)}_{\alpha}, 0 \leq \alpha \leq n + 1\}, \quad a^{(n)}_{\alpha} = \frac{1}{2^{n+1}} \binom{n+1}{\alpha}, 
$$

(3.8)

as fundamental mask [19]. Since $a^{(n)}$ is the mask of the B-spline of degree $n$ having integer knots on $[0, n+1]$, the sequence of functions $\{h^{(n,m)}_{k} : k \in \mathbb{Z}_+\}$, generated by the cascade algorithm

$$
h^{(n,m)}_{k+1} = \sum_{\alpha \in \sigma^{(n,m)}_{a}} a^{(n,m)}_{\alpha} h^{(n,m+1)}_{k}(\cdot - 2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+, 
$$

(3.9)
converges strongly to $\varphi^{(n,m)} \in L_2(\mathbb{R})$. The convergence of the cascade algorithm implies that the Fourier transform of $\varphi^{(n,m)}$ is

$$\hat{\varphi}^{(n,m)}(\omega) = \prod_{k=m}^{\infty} A^{(n,k)} \left( e^{-i\frac{\omega}{2^{k+1}}} \right), \quad \omega \in \mathbb{R},$$

where

$$A^{(n,m)}(z) = \sum_{\alpha \in \sigma^{(n,m)}} a^{(n,m)}_{\alpha} z^\alpha.$$ (3.11)

A straightforward computation gives

$$A^{(n,0)}(z) = \frac{1}{2} (1 + z) = A^{(0)}(z),$$

$$A^{(n,m)}(z) = \frac{1}{2^{n+1+m-\mu}} (1 + z)^{n-1} (z^2 + 2^{1+m-\mu} - 1) z + 1) = \frac{1+z}{2} A^{(n-1,m)}(z) = A^{(0)}(z) A^{(n-1,m)}(z), \quad m > 0.$$ (3.12)

It is worthwhile to observe that any symbol $A^{(n,m)}(z)$ is a Hurwitz polynomial \cite{17}, i.e. it has only zeros with negative real part. Moreover, the fundamental symbol of $A^{(n,m)}(z)$ is the B-spline symbol

$$A^{(n)}(z) = \sum_{\alpha=0}^{n+1} a^{(n)}_{\alpha} z^\alpha = \frac{1}{2} (1 + z)^{n+1}.$$ (3.13)

4 Properties of the nonstationary refinable ripples $\varphi^{(n,m)}$

In this section we analyze some properties of the refinable ripples $\varphi^{(n,m)}$ that are useful in both geometric modeling and signal processing applications.

First of all, let us denote by $B^{(n,m)}$ the $2^m$-dilates of the B-spline of degree $n$ with knots on $2^{-m}\mathbb{Z}$, normalized so that $\hat{B}^{(n,m)}(0) = 1$, $n \geq 1$, $m \in \mathbb{Z}_+$. In the Fourier space $\hat{B}^{(n,m)}$ satisfies the refinable equation

$$\hat{B}^{(n,m)}(\omega) = A^{(n)} \left( e^{-i\frac{\omega}{2^{m+1}}} \right) \hat{B}^{(n,m+1)}(\omega).$$ (4.1)

Its Fourier transform is given by

$$\hat{B}^{(n,m)}(\omega) = \prod_{k=m}^{\infty} A^{(n)} \left( e^{-i\frac{\omega}{2^{k+1}}} \right) = \left( 1 - e^{-i\frac{\omega}{2^{m+1}}} \right)^{n+1}.$$ (4.2)
The refinable functions \( \varphi^{(n,m)} \) are generated by a convolution low involving the B-spline \( B^{(n,m)} \).

**Theorem 4.1.** For \( n \geq 3 \), \( \varphi^{(n,m)} \), \( m \in \mathbb{Z}_+ \), satisfies the convolution property

\[
\varphi^{(n,0)} = B^{(0,1)} \ast \varphi^{(n-1,0)},
\]

\[
\varphi^{(n,m)} = B^{(0,m)} \ast \varphi^{(n-1,m)}, \quad m > 0.
\]

**Proof.** From (3.10), (3.12) and (4.2) it follows

\[
\hat{\varphi}^{(n,m)}(\omega) = \prod_{k=m}^{\infty} A^{(0)}(e^{-i \frac{\omega}{2^{k+1}}}) \prod_{k=m}^{\infty} A^{(n-1,k)}(e^{-i \frac{\omega}{2^{k+1}}}) =
\]

\[
= \hat{B}^{(0,m)}(\omega) \hat{\varphi}^{(n-1,m)}(\omega)
\]

for \( m > 0 \), and \( \hat{\varphi}^{(n,0)}(\omega) = \hat{B}^{(0,1)}(\omega) \hat{\varphi}^{(n-1,0)}(\omega) \), for \( m = 0 \). The claim follows by applying the inverse Fourier transform to the relations above. \( \square \)

As a first consequence of the theorem above, we can prove that \( \varphi^{(n,m)} \) satisfies suitable Strang-Fix conditions.

**Corollary 4.2.** For any \( n \geq 2 \) and \( m > 0 \), \( \hat{\varphi}^{(n,m)}(\omega) \) has a zero of order \( n-1 \) for \( \omega = 2^{m+1} \pi \alpha, \alpha \in \mathbb{Z} \setminus \{0\} \). \( \hat{\varphi}^{(n,0)}(\omega) \) has a simple zero for \( \omega = 2 \pi \alpha, \alpha \in \mathbb{Z} \setminus \{0\} \).

**Proof.** By repeated application of Th. 4.1 we get

\[
\hat{\varphi}^{(n,m)}(\omega) = \hat{B}^{(n-2,m)}(\omega) F^{(m)}(\omega), \]

\[
\hat{\varphi}^{(n,0)}(\omega) = \hat{B}^{(n-2,1)}(\omega) F^{(0)}(\omega), \quad (4.4)
\]

where

\[
F^{(m)}(\omega) = \prod_{k=m}^{\infty} A^{(1,k)}(e^{-i \frac{\omega}{2^{k+1}}}).
\]

Since the symbols \( A^{(1,m)}(z) \) have the hat function symbol \( A^{(1)}(z) \) as fundamental symbol, the infinite product converges \[14]. Moreover, for \( m > 0 \) the symbol \( A^{(1,m)}(z) \) has no zeros on the unit circle, so that \( F^{(m)}(\omega) \) has no zeros, too. Thus, \( \hat{\varphi}^{(n,m)}(\omega), m > 0 \), has zeros of the same order as \( \hat{B}^{(n-2,m)} \).
does, and the claim follows.
For \( m = 0 \),
\[
\hat{\varphi}^{(n,0)}(\omega) = \hat{B}^{(n-2,1)}(\omega) A^{(0)}(e^{-i\frac{\omega}{2}}) F^{(1)}(\omega).
\]
\( A^{(1,0)}(e^{-i\frac{\omega}{2}}) \) has a simple zero for \( \omega = 2(2\alpha + 1)\pi, \alpha \in \mathbb{Z} \), while \( \hat{B}^{(n-2,1)} \) has a zero of order \( n - 1 \) for \( \omega = 4\alpha\pi, \alpha \in \mathbb{Z}\{0\} \). Thus, \( \hat{\varphi}^{(n,0)}(\omega) \) has a simple zero for \( \omega = 2\alpha\pi, \alpha \in \mathbb{Z}\{0\} \).

The Strang-Fix conditions allow us to conclude that polynomials of suitable degree are contained in the space generated by the \( 2^{-m} \)-translates of \( \varphi^{(n,m)} \), i.e. the space
\[
V^{(n,m)} = \text{span} \{ \varphi^{(n,m)}(\cdot - 2^{-m}\alpha) : \alpha \in \mathbb{Z} \}, \quad m \in \mathbb{Z}_+. \tag{4.5}
\]

**Theorem 4.3.** Let \( \Pi_d \) be the space of polynomials up to degree \( d \). For any \( n \geq 2 \) and \( m > 0 \), the space \( V^{(n,m)} \) contains \( \Pi_{n-2} \), i.e. for any polynomial \( p \in \Pi_{n-2} \) there exists a sequence of real numbers \( \{\gamma^{(n,m)}_\alpha : \alpha \in \mathbb{Z}\} \) such that
\[
p = \sum_{\alpha \in \mathbb{Z}} \gamma^{(n,m)}_\alpha \varphi^{(n,m)}(\cdot - 2^{-m}\alpha). \tag{4.6}
\]

The space \( V^{(n,0)} \) contains the space of the constants \( \Pi_0 \).

**Note.** The roots of the nonstationary symbols (3.12) cannot fulfill the hypotheses of Th. 1 in [32]. Thus, the refinable functions \( \varphi^{(n,m)} \) cannot generate exponential polynomials. Actually, we are interest in the construction of efficient decomposition and reconstruction formulas for general (possibly non exponential) signals. To this end high algebraic polynomial generation is more effective since it induces a high number of vanishing moments in the analyzing wavelet.

From the results above it follows the approximation order of the system \( \Phi^{(n,m)} \) [25].

**Corollary 4.4.** For any \( n \geq 2 \) and \( m > 0 \), the system \( \Phi^{(n,m)} \) has approximation order \( n - 1 \), i.e. for any \( f \in L^2(\mathbb{R}) \) there exists a constant \( C_f \), independent from \( m \), such that
\[
\inf_{f_m \in V^{(n,m)}} \| f - f_m \|_2 \leq C_f 2^{-m(n-1)}. \tag{4.7}
\]

The system \( \Phi^{(n,0)} \) has approximation order 1.
Note. Even if the system $\Phi^{(n,0)}$ reproduces just the constants, polynomials of higher degree can be represented by suitable integer translates of $\varphi^{(n,0)}(2^{-1} \cdot \cdot)$. In fact, $\varphi^{(n,0)}(2^{-1} \cdot \cdot) \in C^{n-1}(\mathbb{R})$ and its Fourier transform has a zero of order $n - 1$ for $\omega = 2\alpha\pi$, $\alpha \in \mathbb{Z}\\{0\}$. Thus, polynomials of degree $n - 2$ can be represented by the integer shifts of the dilate $\varphi^{(n,0)}(2^{-1} \cdot \cdot)$ and the system $\{\varphi^{(n,0)}(2^{-1} \cdot \cdot - \alpha) : \alpha \in \mathbb{Z}\}$ has approximation order $n - 1$ (cf. [6]).

Interestingly enough, the convolution property (4.3) allows us to prove a differentiation rule for the functions $\varphi^{(n,m)}$.

**Theorem 4.5.** Let $\nabla_h^r$ be the backward finite difference operator defined recursively as

$$\nabla_h f = \frac{1}{h} \left( f - f(\cdot - h) \right), \quad \nabla_h^0 f = f, \quad \nabla_h^r f = \nabla_h (\nabla_h^{r-1} f), \quad r \geq 1.$$ 

For $n \geq 2$, the derivatives of $\varphi^{(n,m)}$ are given by

$$D^r \varphi^{(n,0)} = \nabla_{2^{-1}}^r \varphi^{(n-r,0)}, \quad r \leq n - 1,$$

$$D^r \varphi^{(n,m)} = \nabla_{2^{-m}}^r \varphi^{(n-r,m)}, \quad r \leq n - 1, \quad m > 0. \quad (4.8)$$

**Proof.** We will prove (4.8) just for $m > 0$; the case $m = 0$ can be proved in a similar way.

From (4.2) and the first of (4.4) it follows

$$(D \hat{\varphi}^{(n,m)})(\omega) = i\omega \hat{\varphi}^{(n,m)}(\omega) = i\omega \hat{B}^{(n-2,m)}(\omega) F^{(m)}(\omega) =$$

$$= \left( \frac{1-e^{-i2^{-m}\omega}}{2^{-m}} \right) \hat{B}^{(n-3,m)}(\omega) F^{(m)}(\omega) =$$

$$= \left( \frac{1-e^{-i2^{-m}\omega}}{2^{-m}} \right) \hat{\varphi}^{(n-1,m)}(\omega).$$

The inverse Fourier transform gives

$$D \varphi^{(n,m)} = \nabla_{2^{-m}} \varphi^{(n-1,m)},$$

which is the derivation rule for $r = 1$. Repeated applications of this rule give the derivation rules of higher order. \qed
From (4.8) and the variation diminishing property, we can infer that the derivative
\[ D_r \varphi^{(n,m)}(n,m), m \in \mathbb{Z}_+, \]
has the same behavior of the finite difference
\[
\nabla_r \varphi^{(n,0)} = \frac{1}{h^r} \sum_{\alpha=0}^{r} (-1)^\alpha \binom{r}{\alpha} \varphi^{(n-r,m)}(\cdot - h \alpha), \quad m \in \mathbb{Z}_+, \quad (4.9)
\]
with \( h = 2^{-1} \) for \( m = 0 \) and \( h = 2^{-m} \) for \( m > 0 \). In particular, the number of strict sign changes of \( D_r \varphi^{(n,m)} \) is not greater than the number of strict sign changes of the sequence
\[
C^r = \{c^r_\alpha : 0 \leq \alpha \leq r\} = \{(-1)^\alpha \binom{r}{\alpha} : 0 \leq \alpha \leq r\},
\]
so that we can infer the shape of \( \varphi^{(n,m)} \) from \( S^- (C^r) \).

**Theorem 4.6.** For any \( n > 2 \) and \( m \in \mathbb{Z}_+ \), \( \varphi^{(n,m)} \) is bell-shaped, i.e. \( \varphi^{(n,m)} \) is centrally symmetric, strictly increasing on \([0, |\text{supp } \varphi^{(n,m)}|/2]\), and its second derivative has just 2 sign changes.

**Proof.** Since any mask \( a^{(n,m)} \) is centrally symmetric, any \( \varphi^{(n,m)} \) is centrally symmetric, too. As a consequence \( D \varphi^{(n,m)} \) is centrally antisymmetric and \( D^2 \varphi^{(n,m)} \) is centrally symmetric. For \( m > 0 \) (4.8) and (4.9) give
\[
D \varphi^{(n,m)} = \frac{1}{h} \left( \varphi^{(n-1,m)} - \varphi^{(n-1,m)}(\cdot - h) \right),
\]
\[
D^2 \varphi^{(n,m)} = \frac{1}{h^2} \left( \varphi^{(n-1,m)} - 2 \varphi^{(n-1,m)}(\cdot - h) + \varphi^{(n-1,m)}(\cdot - 2h) \right),
\]
where \( h = 2^{-m} \), while for \( m = 0 \) (4.8)-(4.9) together with (3.4) yield
\[
D \varphi^{(n,0)} = \frac{1}{h} \left( \frac{1}{2} \varphi^{(n-1,1)}(x) - \frac{1}{2} \varphi^{(n-1,1)}(x - 2h) \right),
\]
\[
D^2 \varphi^{(n,0)} = \frac{1}{h^2} \left( \frac{1}{2} \varphi^{(n-1,1)}(x) - \frac{1}{2} \varphi^{(n-1,1)}(x - h) - \frac{1}{2} \varphi^{(n-1,1)}(x - 2h) + \frac{1}{2} \varphi^{(n-1,1)}(x - 3h) \right),
\]
where \( h = 2^{-1} \). Since \( \varphi^{(n-1,m)} \) is positive in \((0, |\text{supp } \varphi^{(n-1,m)}|)\) and vanishes for \( x \leq 0 \), \( D \varphi^{(n,m)} \) and \( D^2 \varphi^{(n,m)} \) are positive for \( 0 < x < h \). Now, by the variation diminishing property from the first relations in (4.10) and
it follows that $D\varphi^{(n,m)}$ has just one sign change which has to be in $|\text{supp } \varphi^{(n,m)}|/2$; thus, $D\varphi^{(n,m)} > 0$ in $(0, |\text{supp } \varphi^{(n,m)}|/2)$ and $D\varphi^{(n,m)} < 0$ in $(|\text{supp } \varphi^{(n,m)}|/2, |\text{supp } \varphi^{(n,m)}|)$. As for the second derivative, a direct computation shows that $D^2\varphi^{(n,m)}$ is negative in $|\text{supp } \varphi^{(n,m)}|/2$ so that $D^2\varphi^{(n,m)}$ has at least two sign changes; but from the variation diminishing property and the second relations in (4.10) and (4.11) it follows that $D^2\varphi^{(n,m)}$ cannot have more than two sign changes, so proving the claim.

5 Nonstationary Prewavelets

From the results in the previous sections it follows that, for any $n \geq 2$ held fix, the spaces $V^{(n,m)}$, $m \in \mathbb{Z}_+$, generate a nonstationary multiresolution analysis as defined in Section 2.

We note that the $L_2(\mathbb{R})$-stability of the basis $\Phi^{(n,m)}$ implies that the symbol of the autocorrelation of $\varphi^{(n,m)}$, i.e. the polynomial

$$
\rho_{\varphi}^{(n,m)}(\omega) = \sum_{\alpha \in \mathbb{Z}} \left( \int_{\mathbb{R}} \varphi^{(n,m)}(\varphi^{(n,m)}(\cdot + 2^{-m}\alpha)) e^{-i\omega 2^{-m}\alpha} \right) = 2^m \sum_{\alpha \in \mathbb{Z}} |\hat{\varphi}^{(n,m)}(\omega + 2^{m+1}\pi\alpha)|^2,
$$

is non vanishing for any $\omega \in \mathbb{R}$. The vector $\eta^{(n,m)} = [\eta_{\alpha}^{(n,m)}]^T$, where $\eta_{\alpha}^{(n,m)} = \int_{\mathbb{R}} \varphi^{(n,m)}(\varphi^{(n,m)}(\cdot + 2^{-m}\alpha))$, is the eigenvector corresponding to the eigenvalue $1$ of the transition operator

$$
(T^{(n,m)} \Lambda)_{\alpha} = 2 \sum_{\beta \in \mathbb{Z}} \hat{a}_{\alpha-\beta}^{(n,m)} \lambda_{\beta}, \quad \alpha \in \mathbb{Z}, \quad \Lambda \in \ell_0(\mathbb{Z}),
$$

where $\hat{a}^{(n,m)} = \{\hat{a}_{\alpha}^{(n,m)} = \sum_{\beta \in \mathbb{Z}} \hat{a}_{\beta}^{(n,m)} \hat{a}_{\beta-\alpha}, \alpha \in \mathbb{Z}\}$, is the autocorrelation of the mask $a^{(n,m)}$. The sequence $\{\eta_{\alpha}^{(n,m)}\}$ is positive, compactly supported with

$$
\sigma^{(n,m)}_{\eta} = \text{supp}\{\eta_{\alpha}^{(n,m)}\} = \begin{cases} 
[-\left\lfloor \frac{n}{2} \right\rfloor + 1, \left\lceil \frac{n}{2} \right\rceil], & m = 0, \\
[-n - 1, n + 1], & m > 0,
\end{cases}
$$
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and centrally symmetric. As a consequence \( \rho^{(n,m)}(2^m \pi) \leq \rho^{(n,m)}(\omega) \leq \rho^{(n,m)}(0) = 2^m \). (5.3)

Since
\[
\rho^{(n,m)}(2^m \pi) = \sum_{\alpha \in \mathbb{Z}} (-1)^{\alpha} \left( \int_{\mathbb{R}} \varphi^{(n,m)}(\cdot + 2^{-m} \alpha)) \right) = \\
= \sum_{\alpha \in \mathbb{Z}} (-1)^{\alpha} \left( \varphi^{(n,m)}(L(n,m) + 2^{-m} \alpha),
\]

at any level \( m \) the basis \( \Phi^{(n,m)} \) is a non orthogonal basis.

The nonstationary multiresolution analysis \( \{ V^{(n,m)} : m \in \mathbb{Z}_+ \} \) allows us to define a wavelet space sequence \( \{ W^{(n,m)} : m \in \mathbb{Z}_+ \} \), where each space \( W^{(n,m)} \) is the orthogonal complement of \( V^{(n,m)} \) in \( V^{(n,m+1)} \). Since \( \varphi^{(n,m)} \) is non orthogonal, orthogonal wavelets with compact support do not exist. On the other hand, due to the \( L_2(\mathbb{R}) \)-stability and the compact support of each \( \varphi^{(n,m)} \), it is always possible to construct compactly supported semiorthogonal wavelets [8, Th. 3.12].

The explicit expression of the prewavelet of minimal support can be obtained generalizing to the nonstationary case the results in [27] (see also [18]).

**Theorem 5.1.** For any \( n \geq 2 \), the functions
\[
\psi^{(n,0)} = \sum_{\alpha = -n}^{n+1} (-1)^{\alpha} g^{(n,0)}_{\alpha-1} \varphi^{(n,1)}(\cdot - 2^{-m} \alpha),
\]

\[
\psi^{(n,m)} = \sum_{\alpha = -2n}^{n+1} (-1)^{\alpha} g^{(n,m)}_{\alpha-1} \varphi^{(n,m+1)}(\cdot - 2^{-(m+1)} \alpha), \quad m > 0,
\]

where
\[
g^{(n,m)}_{\alpha} = \int_{\mathbb{R}} \varphi^{(n,m)} \varphi^{(n,m+1)}(\cdot + 2^{-(m+1)} \alpha), \quad \alpha \in \mathbb{Z},
\]

are the prewavelets generating the wavelet spaces
\[
W^{(n,m)} = \text{span} \left\{ \psi^{(n,m)}(\cdot - 2^{-m} \alpha) : \alpha \in \mathbb{Z} \right\}, \quad m \in \mathbb{Z}_+.
\]

The functions \( \psi^{(n,m)} \) are compactly supported. Moreover, any system
\[
\Psi^{(n,m)} = \{ \psi^{(n,m)}(x - 2^{-m} \alpha) : \alpha \in \mathbb{Z} \}
\]

is \( L_2(\mathbb{R}) \)-stable and linearly independent. Finally, \( \psi^{(n,m)} \) has \( n-1 \) vanishing moments.
Proof. A straightforward computation yields
\[
\int_{\mathbb{R}} \psi^{(n,m)}(\cdot, -2^{-m} \beta) = \\
= \sum_{\alpha} (-1)^{\alpha} g^{(n,m)}_{\alpha-1} \int_{\mathbb{R}} \varphi^{(n,m+1)}(\cdot, -2^{-(m+1)} \alpha) \varphi^{(n,m)}(\cdot, -2^{-m} \beta) = \\
= \sum_{\alpha} (-1)^{\alpha} g^{(n,m)}_{\alpha-1} g^{(n,m)}_{2^{\beta-\alpha}} = 0,
\]
for any \( \beta \in \mathbb{Z} \), i.e. \( \psi^{(n,m)} \) is orthogonal to the space \( V^{(n,m)} \). Due to the support of \( \varphi^{(n,m)} \) it follows
\[
\sigma_{g}^{(n,m)} = \text{supp} \{ g^{(n,m)}_{\alpha} \} = \begin{cases} 
[-n - 1, n], & m = 0, \\
[-2n - 1, n], & m > 0,
\end{cases}
\]
so that \( \psi^{(n,m)} \) is compactly supported with
\[
\text{supp } \psi^{(n,m)} = \begin{cases} 
[-\frac{n}{2}, n + 1], & m = 0, \\
[-2^{-m}n, 2^{-m}(n + 1)], & m > 0,
\end{cases}
\]
(5.9)
Now, the wavelet equations (5.5) in the Fourier space reads
\[
\hat{\psi}^{(n,m)}(\omega) = d^{(n,m)}(e^{-i\frac{\omega}{2^{m+1}}}) \hat{\varphi}^{(n,m+1)}(\omega), \quad m \in \mathbb{Z}+, \]
where \( d^{(n,m)}(z) = \sum_{\alpha} d^{(n,m)}_{\alpha} z^{\alpha}, d^{(n,m)}_{\alpha} = (-1)^{\alpha} g^{(n,m)}_{\alpha-1} \). An explicit calculation gives
\[
d^{(n,m)}(e^{-i\frac{\omega}{2^{m+1}}}) = -e^{-i\frac{\omega}{2^{m+1}}} A^{(n,m)}(-e^{i\frac{\omega}{2^{m+1}}}) \rho^{(n,m+1)}_{\varphi}(\omega + 2^{m+1} \pi). \quad (5.10)
\]
As a consequence,
\[
\rho^{(n,m)}_{\psi}(\omega) = \sum_{\alpha \in \mathbb{Z}} \left( \int_{\mathbb{R}} \psi^{(n,m)} \psi^{(n,m)}(\cdot + 2^{-m} \alpha) \right) e^{-i\omega 2^{-m} \alpha} = \\
= 2^{m} \sum_{\alpha \in \mathbb{Z}} \left| \hat{\psi}^{(n,m)}(\omega + 2^{m+1} \pi \alpha) \right|^{2} = \\
= 2^{m} \sum_{\alpha \in \mathbb{Z}} |A^{(n,m)}(-e^{i\frac{\omega}{2^{m+1}} + \pi \alpha})|^{2} \left| \rho^{(n,m+1)}_{\varphi}(\omega + 2^{m+1} \pi (\alpha + 1)) \right|^{2} \times \\
\times \left| \hat{\varphi}^{(n,m+1)}(\omega + 2^{m+1} \pi \alpha) \right|^{2}, \quad \omega \in \mathbb{R},
\]
is non-vanishing. It follows that at any level \( m \), the system \( \Psi^{(n,m)} \), generating the wavelet space \( W^{(n,m)} \), is linearly independent and \( L_2(\mathbb{R}) \)-stable. Moreover, \( \psi^{(n,m)} \) is non orthogonal with

\[
\int_{\mathbb{R}} \psi^{(n,m)}(\cdot + 2^{-m} \alpha) = \sum_{\beta} (-1)^\beta \Pi^{(n,m+1)}_{\gamma_{2\alpha-\beta}} g^{(n,m)}_{\beta}, \quad \alpha \in \mathbb{Z},
\]

where \( \{g^{(n,m)}_{\alpha}\} = \{\sum_{\gamma} g^{(n,m)}_{\gamma} g^{(n,m)}_{-\gamma}\} \) is the autocorrelation of the sequence \( \{g^{(n,m)}_{\alpha}\} \).

Finally, since \( W^{(n,m)} \perp V^{(n,m)} \), from Th. \ref{thm:orthogonality} it follows that \( \int_{\mathbb{R}} x^d \psi^{(n,m)}(x) = 0, \quad 0 \leq d \leq n - 2 \), so concluding the proof.

**Theorem 5.2.** For any \( n \geq 2 \) and \( m \in \mathbb{Z}_+ \), \( \psi^{(n,m)} \) is the unique minimally supported wavelet generating the wavelet space \( W^{(n,m)} \).

**Proof.** The orthogonality conditions \( \int_{\mathbb{R}} \psi^{(n,m)}(x) \varphi^{(n,m)}(x - 2^{-m} \beta) dx = 0, \quad \beta \in \mathbb{Z}, \) can be proved to be equivalent to the conditions

\[
\sum_{\alpha} d^{(n,m)}_{\alpha} g^{(n,m)}_{2\beta - \alpha} = 0, \quad \beta \in \mathbb{Z}. \tag{5.11}
\]

Let \( d^{(n,m)}_{e}(z) = \sum_{\alpha} d^{(n,m)}_{2\alpha} z^{\alpha}, \quad d^{(n,m)}_{o}(z) = \sum_{\alpha} d^{(n,m)}_{2\alpha+1} z^{\alpha} \), and, similarly, for the polynomial \( g^{(n,m)}(z) = \sum_{\alpha} g^{(n,m)}_{\alpha} z^{\alpha} \), let \( g^{(n,m)}_{e}(z) = \sum_{\alpha} g^{(n,m)}_{2\alpha} z^{\alpha}, \quad g^{(n,m)}_{o}(z) = \sum_{\alpha} g^{(n,m)}_{2\alpha+1} z^{\alpha} \), so that \( d^{(n,m)}(z) = d^{(n,m)}_{e}(z^2) + z d^{(n,m)}_{o}(z^2) \), and \( g^{(n,m)}(z) = g^{(n,m)}_{e}(z^2) + z g^{(n,m)}_{o}(z^2) \). It follows that conditions \((5.11)\) are equivalent to

\[
d^{(n,m)}_{e}(z) g^{(n,m)}_{e}(z) + z d^{(n,m)}_{o}(z) g^{(n,m)}_{o}(z) = 0. \tag{5.12}
\]

Thus, \( \psi^{(n,m)} \) is the minimally supported prewavelet if and only if \( d^{(n,m)}_{e}(z) \) is the minimally supported polynomial satisfying \((5.12)\), i.e. if and only if \( d^{(n,m)}_{e}(z) \) and \( d^{(n,m)}_{o}(z) \) have no common zeros or, equivalently, \( d^{(n,m)}(z) \) and \( d^{(n,m)}(-z) \) have no common zeros for \( z = e^{i \omega} \). But this easily follows from \((5.10)\) since any symbol \( A^{(n,m)}(z) \) has only zeros with negative real part and \( \rho^{(n,m+1)}_e(\omega) \) is positive.
We note that $\psi^{(n,m)}$ is the $2^m$-dilate of the prewavelet constructed in [19] and Th. 5.1 and Th. 5.2 generalize to the nonstationary case the stationary prewavelet constructed in [27].

Even if the prewavelet coefficients $\{g^{(n,m)}_\alpha\}$ do not have an explicit expression, they can be evaluated efficiently by an iterative algorithm.

**Theorem 5.3.** Let $M^{(n,m)} = [g^{(n,m)}_\alpha, \alpha \in \sigma^{(n,m)}_g]^T$ be the nonstationary prewavelet coefficients, and let $M^{(n)} = [g^{(n)}_\alpha, \alpha \in \sigma^{(n)}_g]^T$ be the prewavelet coefficients corresponding to the stationary fundamental mask $a^{(n)}$.

For any $n \geq 2$ and $m \in \mathbb{Z}_+$ held fixed, consider the iterative procedure

$$
\begin{align*}
P^{(n,m)}_0 &= M^{(n)}, \\
P^{(n,m)}_{k+1} &= C^{(n,m)} P^{(n,m+1)}_k, \quad k \geq 0,
\end{align*}
$$

(5.13)

where $C^{(n,m)} = (c^{(n,m)}_{2^\alpha-\beta})$ with

$$
c^{(n,m)}_\alpha = \sum_{\beta \in \sigma^{(n,m)}_a} a^{(n,m)}_\beta a^{(n,m+1)}_{\alpha+2\beta}, \quad \beta \in \sigma^{(n,m)}_c,
$$

(5.14)

and

$$
\sigma^{(n,m)}_c = \left\{ \begin{array}{ll}
[-2, n+1], & m = 0, \\
[-2(n+1), n+1], & m > 0.
\end{array} \right.
$$

(5.15)

The sequence $\{P^{(n,m)}_k\}$ converges strongly to $M^{(n,m)}$ when $k \to \infty$. Moreover, the following error estimate holds

$$
\|P^{(n,m)}_k - M^{(n,m)}\| \leq \gamma_{n,m} \|M^{(n)} - M^{(n,m+k)}\|,
$$

(5.16)

where $\gamma_{n,m}$ is a positive constant independent from $k$.

**Proof.** Using the refinable equation (3.4) in (5.6) we get $g^{(n,m)}_\alpha = \sum_{\beta} c_{2^\alpha-\beta} g^{(n,m)}_\beta$, which in matrix form can be written as $M^{(n,m)} = C^{(n,m)} M^{(n,m+1)}$. Repeated applications of both algorithm (5.13) and the relation above give

$$
\|P^{(n,m)}_{k+1} - M^{(n,m)}\| = \|\prod_{l=0}^k C^{(n,m+l)} (M^{(n)} - M^{(n,m+k+1)})\| \leq \\
\leq \|\prod_{l=0}^k C^{(n,m+l)}\| \cdot \|M^{(n)} - M^{(n,m+k+1)}\|.
$$
Now, let \( C^{(n)} = (c_{2^n}^{(n)}) \), where \( c_{a}^{(n)} = \sum a_{\beta}^{(n)} a_{2^n+\beta}^{(n)} \). We note that \( \rho(C^{(n)}) = 1 \). Since \( a^{(n)} \) is the fundamental mask of the mask sequence \( \{a^{(n,m)}\} \), it follows \( \sum_{m \in \mathbb{Z}^+} \|C^{(n,m)} - C^{(n)}\| < \infty \), and

\[
\| \prod_{l=m}^{m+k} C^{(n,l)} \| \leq \exp \left( \sum_{m \in \mathbb{Z}^+} \|C^{(n,m)} - C^{(n)}\| \right) < \infty ,
\]

(cf. [14, Prop. 2.1]). Moreover, \( \lim_{k \to \infty} M^{(n,k)} = M^{(n)} \), thus,

\[
\lim_{k \to \infty} \|P^{(n,m)}_{k+1} - M^{(n,m)}\| = 0 ,
\]

and the claim follows with \( \gamma_{n,m} = \exp \left( \sum_{m \in \mathbb{Z}^+} \|C^{(n,m)} - C^{(n)}\| \right) \).

\section{6 Nonstationary Biorthogonal Bases}

The refinable functions \( \varphi^{(n,m)} \) and the prewavelets \( \psi^{(n,m)} \) are linearly independent and \( L^2(\mathbb{R}) \)-stable, but they are not orthogonal. As a consequence, the dual bases of \( \varphi^{(n,m)} \) and \( \psi^{(n,m)} \) in \( V^{(n,m)} \) and \( W^{(n,m)} \), respectively, have infinite support. Nevertheless, compactly supported bases giving rise to efficient reconstruction and decomposition formula of a given discrete signal, can be obtained introducing biorthogonal bases.

The theory of biorthogonal bases in the stationary case [3] can be generalized to the nonstationary framework (cf. [22, 24, 32]). For any multiresolution analysis \( \{V^{(n,m)} : m \in \mathbb{Z}^+\} \) we can introduce a biorthogonal multiresolution analysis \( \overline{\{V^{(n,m)} : m \in \mathbb{Z}^+\}} \) with

\[
\overline{V^{(n,m)}} \subset V^{(n,m+1)} , \quad m \in \mathbb{Z}^+ ,
\]

(6.1) and biorthogonal wavelet spaces \( \{W^{(n,m)} : m \in \mathbb{Z}^+\} \) and \( \{\overline{W}^{(n,m)} : m \in \mathbb{Z}^+\} \), such that for any \( m \in \mathbb{Z}^+ \)

\[
W^{(n,m)} = V^{(n,m+1)} \ominus V^{(n,m)} , \quad \overline{W}^{(n,m)} = \overline{V}^{(n,m+1)} \ominus \overline{V}^{(n,m)} ,
\]

(6.2)

\[
W^{(n,m)} \perp \overline{V}^{(n,m)} , \quad \overline{W}^{(n,m)} \perp V^{(n,m)} .
\]

At each level \( m \), the spaces \( V^{(n,m)} \), \( \overline{V}^{(n,m)} \), \( W^{(n,m)} \) and \( \overline{W}^{(n,m)} \) are generated by the \( 2^{-m} \)-integer translates of the biorthogonal functions \( \varphi^{(n,m)} \), \( \varphi^{(n,m)} \),
\( \psi^{(n,m)} \) and \( \tilde{\psi}^{(n,m)} \), respectively, satisfying the following biorthogonality conditions:

\[
\langle \varphi^{(n,m)}(\cdot, -2^{-m}\alpha), \tilde{\varphi}^{(n,m)}(\cdot, -2^{-m}\beta) \rangle = \delta_{\alpha\beta},
\]

\[
\langle \psi^{(n,m)}(\cdot, -2^{-m}\alpha), \tilde{\psi}^{(n,m)}(\cdot, -2^{-m}\beta) \rangle = \delta_{\alpha\beta},
\]

\[
\langle \varphi^{(n,m)}(\cdot, -2^{-m}\alpha), \psi^{(n,m)}(\cdot, -2^{-m}\beta) \rangle = 0,
\]

\[
\langle \psi^{(n,m)}(\cdot, -2^{-m}\alpha), \tilde{\varphi}^{(n,m)}(\cdot, -2^{-m}\beta) \rangle = 0.
\]

We stress that all the biorthogonal functions \( \varphi^{(n,m)}, \tilde{\varphi}^{(n,m)}, \psi^{(n,m)} \) and \( \tilde{\psi}^{(n,m)} \), \( m \in \mathbb{Z}_+ \), cannot be obtained each other by dilation. Thus, none of the biorthogonal spaces at level \( m \) is a scaled versions of the spaces at level 0.

Biorthogonal bases for the exponential splines were constructed in [32]. Here, we want to construct the biorthogonal bases associated with the non-stationary refinable functions \( \varphi^{(n,m)}, m \in \mathbb{Z}_+ \).

As a consequence of (6.1) and (6.2), the wavelet \( \psi^{(n,m)} \) belongs to \( V^{(n,m+1)} \), while the biorthogonal functions \( \psi^{(n,m)} \) and \( \tilde{\varphi}^{(n,m)} \) belong to \( \tilde{V}^{(n,m+1)} \), so that

\[
\psi^{(n,m)} = \sum_{\alpha \in \mathbb{Z}} q^{(n,m)}_{\alpha} \varphi^{(n,m+1)}(\cdot, -2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+,
\]

\[
\tilde{\varphi}^{(n,m)} = \sum_{\alpha \in \mathbb{Z}} \tilde{a}^{(n,m)}_{\alpha} \varphi^{(n,m+1)}(\cdot, -2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+,
\]

\[
\tilde{\psi}^{(n,m)} = \sum_{\alpha \in \mathbb{Z}} \tilde{q}^{(n,m)}_{\alpha} \varphi^{(n,m+1)}(\cdot, -2^{-(m+1)}\alpha), \quad m \in \mathbb{Z}_+.
\]

Moreover, perfect reconstruction at each level \( m \) is guaranteed if for any \( m \in \mathbb{Z}_+ \) the biorthogonal symbols

\[
A^{(n,m)}(z) = \sum_{\alpha \in \mathbb{Z}} a^{(n,m)}_{\alpha} z^\alpha, \quad \tilde{A}^{(n,m)}(z) = \sum_{\alpha \in \mathbb{Z}} \tilde{a}^{(n,m)}_{\alpha} z^\alpha,
\]

\[
Q^{(n,m)}(z) = \sum_{\alpha \in \mathbb{Z}} q^{(n,m)}_{\alpha} z^\alpha, \quad \tilde{Q}^{(n,m)}(z) = \sum_{\alpha \in \mathbb{Z}} \tilde{q}^{(n,m)}_{\alpha} z^\alpha,
\]

satisfy

\[
A^{(n,m)}(z) \tilde{A}^{(n,m)}(z^{-1}) + A^{(n,m)}(-z) \tilde{A}^{(n,m)}(-z^{-1}) = 1,
\]

with

\[
Q^{(n,m)}(z) = -\tilde{A}^{(n,m)}(-z^{-1}), \quad \tilde{Q}^{(n,m)}(z) = A^{(n,m)}(-z^{-1}).
\]

Identity (6.6) is a Bezout’s equation which has a unique polynomial solution \( \tilde{A}^{(n,m)} \) of a given degree \([7]\).
Under mild conditions on the symbols $A^{(n,m)}$ and $\tilde{A}^{(n,m)}$, biorthogonality conditions (6.3) guarantee that the biorthogonal bases

$$
\Phi^{(n,m)} = \{ \phi^{(n,m)}(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z} \}, \quad \Psi^{(n,m)} = \{ \psi^{(n,m)}(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z} \},
$$

$$
\tilde{\Phi}^{(n,m)} = \{ \tilde{\phi}^{(n,m)}(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z} \}, \quad \tilde{\Psi}^{(n,m)} = \{ \tilde{\psi}^{(n,m)}(\cdot - 2^{-m} \alpha), \alpha \in \mathbb{Z} \},
$$

are $L^2(\mathbb{R})$-stable, so that, for any $f \in L^2(\mathbb{R})$, the following decomposition formula holds

$$
f = f_{m_0} + \sum_{m \geq m_0} \sum_{\alpha \in \mathbb{Z}} \langle f, \tilde{\psi}^{(n,m)}(\cdot - 2^{-m} \alpha) \rangle \psi^{(n,m)}(\cdot - 2^{-m} \alpha),
$$

(6.9)

where

$$
f_{m_0} = \sum_{\alpha \in \mathbb{Z}} \langle f, \tilde{\phi}^{(n,m_0)}(\cdot - 2^{-m_0} \alpha) \rangle \phi^{(n,m_0)}(\cdot - 2^{-m_0} \alpha)
$$

(6.10)

is the $m_0$-level approximation. Some examples of nonstationary biorthogonal bases will be given in the next section.

The sequences $\{a_\alpha\}, \{\tilde{a}_\alpha\}, \{q_\alpha\}, \{\tilde{q}_\alpha\}$ are pairs of biorthogonal FIR filters that give rise to the decomposition and reconstruction algorithms

$$
\lambda^m_\alpha = \frac{1}{\sqrt{2}} \sum_{\beta \in \mathbb{Z}} \tilde{a}^{(n,m)}_{\beta-2\alpha} \lambda^{m+1}_\beta, \quad \zeta^m_\alpha = \frac{1}{\sqrt{2}} \sum_{\beta \in \mathbb{Z}} \tilde{q}^{(n,m)}_{\beta-2\alpha} \lambda^{m+1}_\beta,
$$

(6.11)

$$
\lambda^{m+1}_\alpha = \frac{1}{\sqrt{2}} \left[ \sum_{\beta \in \mathbb{Z}} a^{(n,m)}_{\alpha-2\beta} \lambda^m_\beta + \sum_{\beta \in \mathbb{Z}} q^{(n,m)}_{\alpha-2\beta} \zeta^m_\beta \right],
$$

(6.12)

which can be efficiently used for the analysis and synthesis of a given data sequence $\Lambda^0 = \{\lambda^0_\alpha : \alpha \in \mathbb{Z}\}$.

7 A case study

In this section we give some examples of both nonstationary prewavelets and biorthogonal bases in the case when $n = 3$. In this case the nonstationary refinable functions $\varphi^{(3,m)}$, $m \geq 0$, belong to $C^2(\mathbb{R})$, i.e. they have the same smoothness as the cubic B-spline. Interestingly enough, any $\varphi^{(3,m)}$ with $m > 0$ has the same support as $B^{(3,m)}$, i.e. $[0, 4 \cdot 2^{-m}]$, while $\varphi^{(3,0)}$ is more localized in the scale-time plane having $\text{supp} \varphi^{(3,0)} = [0, 5/2]$, a property that appears very useful in applications (see the example below). In order to
Table 1: Numerical values (rounded to the forth digit) of the mask coefficients $a_{0}^{(3,m)}$, $a_{1}^{(3,m)}$, $a_{2}^{(3,m)}$ for $m = 0, \ldots, 8$. Here $\mu = 1.1$

| $m$ | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  |
|-----|----|----|----|----|----|----|----|----|----|
| $a_{0}^{(3,m)}$ | 0.5 | 0.0313 | 0.0452 | 0.0508 | 0.0537 | 0.0555 | 0.0567 | 0.0576 | 0.0583 |
| $a_{1}^{(3,m)}$ | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 | 0.2500 |
| $a_{2}^{(3,m)}$ | 0.4375 | 0.4095 | 0.3984 | 0.3925 | 0.3889 | 0.3895 | 0.3889 | 0.3865 | 0.3848 | 0.3835 |

Figure 1: The nonstationary mask coefficients listed in Tab. 1 (left) and $\varphi^{(3,0)}$ (right). The stationary mask of the cubic B-spline and the cubic B-spline itself are also displayed (dashed line)

obtain refinable b-splines and nonstationary filters significantly different from those ones generated by the cubic B-spline, we choose $\mu = 1.1$ as a value for the tension parameter.

The coefficients of the mask $\mathbf{a}^{(3,0)} = \{a_{0}^{(3,0)}, a_{1}^{(3,0)}\}$ are $a_{0}^{(3,0)} = a_{1}^{(3,0)} = \frac{1}{2}$, while the coefficients of the mask $\mathbf{a}^{(3,m)} = \{a_{0}^{(3,m)}, a_{1}^{(3,m)}, a_{2}^{(3,m)}, a_{3}^{(3,m)}, a_{4}^{(3,m)}\}$ for $m > 0$ are

$$a_{0}^{(3,m)} = a_{4}^{(3,m)} = 2^{-4-\mu}, \quad a_{1}^{(3,m)} = a_{3}^{(3,m)} = \frac{1}{4}, \quad a_{2}^{(3,m)} = \frac{1}{2} - 2^{-3-\mu}.$$ 

The numerical values (rounded to the forth digit) of the mask coefficients are listed in Tab. 1 while their behavior is shown in Fig. 1 (right). The behavior of $\varphi^{(3,0)}$ in comparison with $B^{(3,0)}$ is displayed in Fig. 1 (left). The
nonstationary prewavelets $\psi^{(3,m)}$ are given by:

$$\psi^{(3,0)} = \sum_{\alpha=-4}^{3} (-1)^\alpha g^{(3,0)}_{\alpha-1} \varphi^{(3,1)}(\cdot - 2^{-1}\alpha),$$

$$\psi^{(3,m)} = \sum_{\alpha=-6}^{4} (-1)^\alpha g^{(3,m)}_{\alpha-1} \varphi^{(3,m+1)}(\cdot - 2^{-(m+1)\alpha}), \quad m > 0,$$

where the prewavelet coefficients $\{g^{(3,m)}_{\alpha}\}$ can be evaluated by the algorithm in Th. 5.3. From (5.9) it follows that \text{supp} \psi^{(3,0)} = [-3/2, 4], while for $m > 0$ \text{supp} \psi^{(3,m)} = [-2^{-m}3, 2^{-m}4].$ We notice that $\psi^{(3,0)}$ is more localized in the scale-time plane than both $\psi^{(3,m)}, m > 0,$ and the B-spline prewavelet. The prewavelet mask coefficients, rounded to the forth digit, are $g^{(3,0)}_{-4} = -0.0015,$ $g^{(3,0)}_{-3} = -g^{(3,0)}_{2} = 0.0259,$ $g^{(3,0)}_{-2} = -g^{(3,0)}_{1} = -0.1479,$ $g^{(3,0)}_{1} = -g^{(3,0)}_{0} = 0.3244.$

In Fig. 2 the behavior of $\{g^{(3,0)}_{\alpha}\}$ and $\psi^{(3,0)}$ are displayed. Finally, we give the explicit expression of the biorthogonal masks $\tilde{\alpha}^{(3,m)}, m \geq 0.$ It is well known that the biorthogonal mask of $\alpha^{(3,0)}$ is $\tilde{\alpha}^{(3,0)} = \{\tilde{\alpha}^{(3,0)}_{0}, \tilde{\alpha}^{(3,0)}_{1}\} = \{\frac{1}{2}, -\frac{1}{2}\}.$

In order to fulfill conditions ensuring the existence of the biorthogonal refinable function $\tilde{\varphi}^{(3,m)},$ for $m > 0$ we construct the biorthogonal mask $\tilde{\alpha}^{(3,m)}$ with support $[0, 14].$ Its explicit expression is given by
\( \tilde{a}_{0}^{(3,m)} = \tilde{a}_{14}^{(3,m)} = \frac{8^{-3-h}}{-4 + 2h}(128 + 2^{6+h} + 5 \cdot 4^{1+h} + 5 \cdot 8^h) \)

\( \tilde{a}_{1}^{(3,m)} = \tilde{a}_{13}^{(3,m)} = -\frac{4^{-5-h}}{-4 + 2h}(128 + 2^{6+h} + 5 \cdot 4^{1+h} + 5 \cdot 8^h) \)

\( \tilde{a}_{2}^{(3,m)} = \tilde{a}_{12}^{(3,m)} = -\frac{8^{-3-h}}{-4 + 2h}(640 + 7 \cdot 2^{6+h} + 33 \cdot 4^{1+h} + 29 \cdot 8^h - 5 \cdot 16^h) \)

\( \tilde{a}_{3}^{(3,m)} = \tilde{a}_{11}^{(3,m)} = \frac{2^{-9-2h}}{-4 + 2h}(128 + 3 \cdot 2^{6+h} + 17 \cdot 4^{1+h} + 17 \cdot 8^h) \)

\( \tilde{a}_{4}^{(3,m)} = \tilde{a}_{10}^{(3,m)} = \frac{8^{-3-h}}{-4 + 2h}(1152 + 15 \cdot 2^{6+h} + 133 \cdot 4^{1+h} + 89 \cdot 8^h - 39 \cdot 16^h) \)

\( \tilde{a}_{5}^{(3,m)} = \tilde{a}_{9}^{(3,m)} = \frac{4^{-5-h}}{-4 + 2h}(128 + 2^{6+h} - 123 \cdot 4^{1+h} - 123 \cdot 8^h) \)

\( \tilde{a}_{6}^{(3,m)} = \tilde{a}_{8}^{(3,m)} = -\frac{8^{-3-h}}{-4 + 2h}(640 + 9 \cdot 2^{6+h} - 81 \cdot 2^{1+h} + 105 \cdot 4^{1+h} + 577 \cdot 8^h) \)

\( \tilde{a}_{7} = -\frac{4^{-4-h}}{-4 + 2h}(128 + 3 \cdot 2^{6+h} + 81 \cdot 4^{1+h} - 175 \cdot 8^h) \)

where \( h = 3 + m^{-\mu} \). The biorthogonal mask coefficients \( \{\tilde{a}_{\alpha}^{(3,m)}\} \) (rounded to the forth digit) are listed in Tab. 2. In Fig. 3 the behavior of \( \{\tilde{a}_{\alpha}^{(3,m)}\} \) and \( \tilde{\varphi}^{(3,0)} \) are displayed. The biorthogonal wavelet mask coefficients \( q_{\alpha}^{(3,m)} \) and \( \tilde{q}_{\alpha}^{(3,m)} \) can be obtained by \( q_{\alpha}^{(3,m)} = (-1)^{\alpha} \tilde{a}_{\alpha+1}^{(3,m)} \), \( \tilde{q}_{\alpha}^{(3,m)} = -(-1)^{\alpha} \tilde{a}_{\alpha+1}^{(3,m)} \). In Fig. 4 the behavior of \( \tilde{\psi}^{(3,0)} \) and \( \tilde{\psi}^{(3,0)} \) is displayed.

Just to show how the properties of the constructed nonstationary biorthogonal filters can affect the analysis of a given signal, we evaluate the coefficients \( \{\lambda_{\alpha}^{m}\} \) and \( \{\zeta_{\alpha}^{m}\} \), obtained after three steps of the decomposition algorithm (6.11), when the starting sequence is a spike-like signal (see Fig. 5 (left)). The coefficients are plotted in Fig. 5 (right) in comparison with the coefficients obtained when using the stationary cubic spline biorthogonal filters. The figure shows that the nonstationary decomposition algorithm has higher compression properties: actually the number of nonzero coefficients are 26 in the nonstationary case, while they are 39 in the B-spline case.
Table 2: Numerical values (rounded to the forth digit) of the mask coefficients \( \tilde{a}_{\alpha}^{(3,m)} \), for \( \alpha = 0, \ldots, 7 \), and \( m = 0, \ldots, 8 \)

| \( m \) | \( 0 \) | \( 1 \) | \( 2 \) | \( 3 \) | \( 4 \) | \( 5 \) | \( 6 \) | \( 7 \) | \( 8 \) |
|------|------|------|------|------|------|------|------|------|------|
| \( \tilde{a}_{0}^{(3,m)} \) | 0.5  | 0.5  | 0.5  | 0.5  | 0.5  | 0.5  | 0.5  | 0.5  | 0.5  |
| \( \tilde{a}_{1}^{(3,m)} \) | -0.0085 | -0.0114 | -0.0129 | -0.0138 | -0.0288 | -0.0148 | -0.0151 | -0.0154 | -0.0154 |
| \( \tilde{a}_{2}^{(3,m)} \) | 0.0066 | 0.0028 | 0.0005 | -0.0010 | -0.0039 | -0.0027 | -0.0032 | -0.0036 | -0.0036 |
| \( \tilde{a}_{3}^{(3,m)} \) | 0.0574 | 0.0760 | 0.0857 | 0.0914 | 0.1905 | 0.0979 | 0.0999 | 0.1014 | 0.1014 |
| \( \tilde{a}_{4}^{(3,m)} \) | -0.0810 | -0.0790 | -0.0768 | -0.0752 | -0.1480 | -0.0732 | -0.0725 | -0.0720 | -0.0720 |
| \( \tilde{a}_{5}^{(3,m)} \) | 0.1998 | -0.5108 | -0.2834 | -0.2998 | -0.6211 | -0.3180 | -0.3236 | -0.3278 | -0.3278 |
| \( \tilde{a}_{6}^{(3,m)} \) | 0.3233 | 0.3241 | 0.3237 | 0.3232 | 0.6456 | 0.3225 | 0.3222 | 0.3220 | 0.3220 |
| \( \tilde{a}_{7}^{(3,m)} \) | 0.8019 | 0.8816 | 0.9212 | 0.9443 | 1.9187 | 0.9698 | 0.9776 | 0.9835 | 0.9835 |

Figure 3: The first 8 nonstationary biorthogonal masks \( \tilde{a}_{3}^{(3,m)} \) (left) and \( \tilde{\varphi}^{(3,0)} \) (right)

Figure 4: Graphs of \( \psi^{(3,0)} \) (left) and \( \tilde{\psi}^{(3,0)} \) (right)
Figure 5: The spike-like initial sequence (left) and the decomposition coefficients obtained after 3 steps of the nonstationary decomposition algorithm (upper right). The decomposition coefficients obtained by the stationary cubic biorthogonal filters are also shown (bottom right).

8 Conclusion

We studied the properties of a class of refinable ripplets associated with sequences of nonstationary scaling masks. One of the most interesting property of these functions is in that they have a smaller support than the stationary refinable ripplets with the same smoothness. This localization property is crucial in several applications, from geometric modeling to signal processing. After proving some approximation properties, such as Strang–Fix conditions, polynomial reproduction and approximation order, we proved also that any refinable function in the family is bell-shaped, so that they can efficiently approximate a Gaussian. Moreover, since these refinable functions generate nonstationary multiresolution analyses, we constructed the minimally supported nonstationary prewavelets and proved that their $2^{-m}$-shifts form $L_2$-stable bases. We note that this construction can be generalized to other class of nonstationary refinable functions, like exponential splines. Moreover, we constructed nonstationary biorthogonal bases and filters to be used in efficient decomposition and reconstruction algorithms.

The localization property of the refinable ripplets we studied implies that the corresponding nonstationary wavelets have a small support too, a property which is very desirable in the case when the relevant information of a function to be approximated or of a signal to be analyzed are focused in small regions of the scale-time plane. The preliminary test in Section 6 shows the good performances of the constructed nonstationary wavelets in a simple compression test. More tests will be the subject of a forthcoming paper.
References

[1] L. H. Y. Chen, T. N. T. Goodman, and S. L. Lee. Asymptotic normality of scaling functions. *SIAM J. Math. Anal.*, 36(1):323–346, 2004.

[2] C. K. Chui and J. Z. Wang. A study of asymptotically optimal time-frequency localization by scaling functions and wavelets. *Ann. Num. Math.*, 4(1-4):193–216, 1997.

[3] A. Cohen, I. Daubechies, and J.-C. Feauveau. Biorthogonal bases of compactly supported wavelets. *Comm. Pure Appl. Math.*, 45(5):485–560, 1992.

[4] A. Cohen and N. Dyn. Nonstationary subdivision schemes and multiresolution analysis. *SIAM J. Math. Anal.*, 27(6):1745–1769, 1996.

[5] C. Conti, L. Gori, and F. Pitolli. Totally positive functions through non-stationary subdivision schemes. *J. Comput. Appl. Math.*, 200(1):255–265, 2007.

[6] W. Dahmen and C. A. Micchelli. Continuous refinement equations and subdivision. *Adv. Comput. Math.*, 1(1):1–37, 1993.

[7] I. Daubechies. *Ten lectures on wavelets*, volume 61 of CBMS-NSF Regional Conference Series in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1992.

[8] C. de Boor, R. A. DeVore, and A. Ron. On the construction of multivariate (pre)wavelets. *Constructive Approximation*, 9(2-3):123–166, 1993.

[9] N. Dyn and D. Levin. Subdivision schemes in geometric modelling. *Acta Numer.*, 11:73–144, 2002.

[10] N. Dyn and A. Ron. Multiresolution analysis by infinitely differentiable compactly supported functions. *Appl. Comput. Harmon. Anal.*, 2(1):15–20, 1995.

[11] M. Gasca and C. A. Micchelli, editors. *Total positivity and its applications*, volume 359 of *Mathematics and its Applications*. Kluwer Academic Publishers Group, Dordrecht, 1996.
[12] S. S. Goh, T. N. T. Goodman, and S. L. Lee. Causality properties of refinable functions and sequences. *Adv. Comput. Math.*, 26(1-3):231–250, 2007.

[13] T. N. T. Goodman. Total positivity and the shape of curves. In *Total positivity and its applications (Jaca, 1994)*, volume 359 of *Math. Appl.*, pages 157–186. Kluwer Acad. Publ., Dordrecht, 1996.

[14] T. N. T. Goodman and S. L. Lee. Convergence of nonstationary cascade algorithms. *Numer. Math.*, 84(1):1–33, 1999.

[15] T. N. T. Goodman and C. A. Micchelli. On refinement equations determined by polya frequency sequences. *SIAM J. Math. Anal.*, 23(3):766–784, 1992.

[16] T. N. T. Goodman and Q. Sun. Total positivity and refinable functions with general dilation. *Appl. Comput. Harmon. Anal.*, 16(2):69–89, 2004.

[17] L. Gori and F. Pitolli. A class of totally positive refinable functions. *Rend. Mat. Appl. (7)*, 20:305–322, 2000.

[18] L. Gori and F. Pitolli. Multiresolution analyses originated from nonstationary subdivision schemes. *J. Comput. Appl. Math.*, 221(2):406–415, 2008.

[19] L. Gori and F. Pitolli. Nonstationary subdivision schemes and totally positive refinable functions. In M. Neamtu and Schumaker L. L., editors, *Approximation Theory XII: San Antonio 2007*, Mod. Methods Math., pages 169–180. Nashboro Press, Brentwood, TN, 2008.

[20] L. Gori, F. Pitolli, and E. Santi. Refinable ripplets with dilation 3. *Jaen J. Approx.*, 3(2):173–191, 2011.

[21] L. Gori, F. Pitolli, and E. Santi. On a class of shape-preserving refinable functions with dilation 3. *J. Comput. Appl. Math.*, 245:62–74, 2013.

[22] B. Han. Pairs of frequency-based nonhomogeneous dual wavelet frames in the distribution space. *Appl. Comput. Harmon. Anal.*, 29(3):330–353, 2010.

[23] B. Han. Nonhomogeneous wavelet systems in high dimensions. *Appl. Comput. Harmon. Anal.*, 32(2):169–196, 2012.
[24] B. Han and Z. Shen. Compactly supported symmetric $c^\infty$ wavelets with spectral approximation order. *SIAM J. Math. Anal.*, 40(3):905–938, 2008.

[25] R.-Q. Jia. Shift-invariant spaces on the real line. *Proc. Amer. Math. Soc.*, 125(3):785–793, 1997.

[26] S. Karlin. *Total positivity. Vol. I.* Stanford University Press, Stanford, CA, 1968.

[27] C. A. Micchelli. Using the refinement equation for the construction of pre-wavelets. *Numer. Algorithms*, 1(1):75–116, 1991.

[28] C. A. Micchelli. *Mathematical aspects of geometric modeling*, volume 65 of *CBMS-NSF Regional Conference Series in Applied Mathematics*. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 1995.

[29] I. Ya. Novikov, V. Yu. Protasov, and M. A. Skopina. *Wavelet theory*. American Mathematical Society, Providence, RI, 2011.

[30] F. Pitolli. Refinement masks of hurwitz type in the cardinal interpolation problem. *Rend. Mat. Appl. (7)*, 18:473–487, 1998.

[31] G. Strang and T. Nguyen. *Wavelets and filter banks*. Wellesley-Cambridge Press, Wellesley, MA, 1996.

[32] C. Vonesch, T. Blu, and M. Unser. Generalized Daubechies wavelet families. *IEEE Trans. Signal Proc.*, 55(9):4415–4429, 2007.