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We establish the existence of ground states on $\mathbb{R}^N$ for the Laplace operator involving the Hardy-type potential. This gives rise to the existence of the principal eigenfunctions for the Laplace operator involving weighted Hardy potentials. We also obtain a higher integrability property for the principal eigenfunction. This is used to examine the behaviour of the principal eigenfunction around 0.

1. Introduction

In this paper, we investigate the existence of ground states of the Schrödinger operator associated with the quadratic form

$$Q_V(u) = \int_{\mathbb{R}^N} \left( |\nabla u|^2 - \Lambda_V V(x) u^2 \right) \, dx, \quad u \in C^\infty_0(\mathbb{R}^N), \quad N \geq 3,$$

(1.1)

where $V$ belongs to the Lorentz space $L^{N/2, \infty}(\mathbb{R}^N)$ and $\Lambda_V$ is the largest constant (whenever exists) for which the form $Q_V$ is nonnegative. This assumption implies, when $V \geq 0$, that the potential term $\int_{\mathbb{R}^N} V(x) u^2 \, dx$ is continuous in $D^{1,2}(\mathbb{R}^N)$, where $D^{1,2}(\mathbb{R}^N)$ is the Sobolev space obtained as the completion of $C^\infty_0(\mathbb{R}^N)$ with respect to the norm

$$\|u\|_{D^{1,2}}^2 = \int_{\mathbb{R}^N} |\nabla u|^2 \, dx.$$

(1.2)
We are mainly interested in the case of the Hardy-type potential $V(x) = m(x)/|x|^2$ with $m \in L^\infty(\mathbb{R}^N)$. Assuming that $V$ is positive on a set of positive measure, the constant $\Lambda_V$ is given by the variational problem

$$
\Lambda_V = \inf_{u \in D^{1,2}(\mathbb{R}^N), \|u\|_{D^{1,2}} = 1} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx,
$$

(1.3)

and the continuity of $\int_{\mathbb{R}^N} V(x)u^2 \, dx$ implies that $\Lambda_V > 0$. If problem (1.3) has a minimizer $u$, then it satisfies

$$
- \Delta u - \Lambda_V V(x)u = 0.
$$

(1.4)

A solution of (1.4) is understood in the weak sense

$$
\int_{\mathbb{R}^N} \nabla u \nabla \phi \, dx = \Lambda_V \int_{\mathbb{R}^N} V(x)u\phi \, dx,
$$

(1.5)

for every $\phi \in D^{1,2}(\mathbb{R}^N)$.

Since $|u|$ is also a minimizer for $\Lambda_V$, we may assume that $u \geq 0$ a.e. on $\mathbb{R}^N$. In particular, when $V(x) = m(x)/|x|^2$ with $m \in L^\infty(\mathbb{R}^N)$, then $u > 0$ on $\mathbb{R}^N$ by the Harnack inequality [1]. If the potential term is weakly continuous in $D^{1,2}(\mathbb{R}^N)$, for example, when $V(x) = m(x)/|x|^2$ with $m \in L^\infty(\mathbb{R}^N)$ and $\lim_{|x| \to \infty} m(x) = \lim_{x \to 0} m(x) = 0$, then there exists a minimizer for $\Lambda_V$. We will call the minimizer of (1.3) a ground state of finite energy. In general, (1.3) may not have a minimizer. This is the case for the Hardy potential $V(x) = 1/|x|^2$ with the corresponding optimal constant $\Lambda_V = \Lambda_N = ((N-2)/2)^2$. In fact, the ground state of finite energy is a particular case of the generalized ground state, defined as follows (see [2–4]).

**Definition 1.1.** Let $\Omega \subset \mathbb{R}^N$ be an open set, and let $Q_V$ be as in (1.1). A sequence of nonnegative functions $v_k \in C^\infty_0(\Omega)$ is said to be a null sequence for the functional $Q_V$ if $Q_V(v_k) \to 0$, as $k \to \infty$, and there exists a nonnegative function $\psi \in C^\infty_0(\Omega)$ such that $\int_{\Omega} \psi v_k \, dx = 1$ for each $k$.

Let us recall that the capacity of a compact set $E$ relative to an open set $\Omega \subset \mathbb{R}^N$, with $E \subset \Omega$, is given by

$$
\text{cap}(E, \Omega) = \inf \left\{ \int_{\Omega} |\nabla u|^2 \, dx; u \in C^\infty_0(\Omega), \text{ with } u(x) \geq 1 \text{ on } E \right\}.
$$

(1.6)

In the case $\Omega = \mathbb{R}^N$, we use notation $\text{cap}(E)$ (see [5]).

We can now formulate the following “ground state alternative” (see [3, 4]).

**Theorem 1.2.** Let $V$ be a measurable function bounded on every compact subset of $\Omega = \mathbb{R}^N - Z$, where $Z$ is a closed set of capacity zero, and assume that $Q_V(u) \geq 0$ for all $u \in C^\infty_0(\Omega)$. Then, if $Q_V$ admits a null sequence $v_k$, then the sequence $v_k$ converges weakly in $H^1_{\text{loc}}(\mathbb{R}^N)$ to a unique (up to a multiplicative constant) positive solution of (1.4).

This theorem gives rise to the definition of the generalized ground state.
Definition 1.3. A unique positive solution \( v \) of (1.4) is called a generalized ground state of the functional \( Q_V \), if the functional admits a null sequence weakly convergent to \( v \).

If \( V(x) = 1/|x|^2 \), then the functional \( Q_V \) has a ground state \( v(x) = |x|^{(2-N)/2} \) of infinite \( D^{1,2} \) norm, while (1.3) has no minimizer in \( D^{1,2}(\mathbb{R}^N) \).

It is important to note that the functional \( Q_V \) with the optimal constant \( \Lambda_V \) does not necessarily have a ground state. We quote the following statement from [4].

Theorem 1.4. Let \( V \) be a measurable function bounded on every compact subset of \( \Omega = \mathbb{R}^N - Z \), where \( Z \) is a closed set of capacity zero, and assume that \( Q_V(u) \geq 0 \) for all \( u \in C_0^\infty(\Omega) \). Then either \( Q_V \) admits a null sequence, or there exists a function \( W \), positive and continuous on \( \Omega \), such that

\[
Q_V(u) \geq \int_{\mathbb{R}^N} W(x)u^2\,dx. \tag{1.7}
\]

For example, let \( m \) be a continuous function on \( \mathbb{R}^N - \{0\} \) such that \( m(x) = 1/|x|^2 \) for \( 0 < |x| \leq 1 \), \( m(x) \in [1/2, 1] \) for \( |x| \in (1, 2) \) and \( m(x) = 1/2|x|^2 \) for \( |x| \geq 2 \). Then, \( \Lambda_V = ((N-2)/2)^2 \) and the functional \( Q_V \) does not admit a null sequence. From Theorem 1.4 follows that \( Q_V \) satisfies (1.7) with some function \( W \) positive on \( \mathbb{R}^N - \{0\} \).

Obviously, ground states of finite \( D^{1,2} \) norm are principal eigenfunctions of (1.4). There is a quite extensive literature on principal eigenfunctions with indefinite weight functions for elliptic operators on \( \mathbb{R}^N \) or unbounded domains of \( \mathbb{R}^N \), with the Dirichlet boundary conditions. We mention papers [2, 6–13], where the existence of principal eigenfunctions has been established under various assumptions on weight functions. These conditions require that a potential belongs to some Lebesgue space, for example \( L^p(\mathbb{R}^N) \) with \( p > N/2 \). These results have been recently greatly improved in papers [14, 15], where potentials from the Lorentz spaces have been considered. To describe the results from [14, 15] we recall the definition of the Lorentz space [16–18].

Let \( f : \mathbb{R}^N \to \mathbb{R} \) be a measurable function. We define the distribution function \( \alpha_f \) and a nonincreasing rearrangement \( f^* \) of \( f \) in the following way

\[
\alpha_f(s) = \left| \left\{ x \in \mathbb{R}^N; \ |f(x)| > s \right\} \right|, \quad f^*(t) = \inf\left\{ s > 0; \alpha_f(s) \leq t \right\}. \tag{1.8}
\]

We now set

\[
\|f\|_{(p,q)} = \begin{cases} 
\left( \frac{\int_0^\infty \left[ t^{1/p} f^*(t) \right]^q \, dt}{t} \right)^{1/q}, & \text{if } 1 \leq p < q < \infty, \\
\sup_{t > 0} t^{1/p} f^*(t), & \text{if } 1 \leq p \leq \infty, \quad q = \infty.
\end{cases} \tag{1.9}
\]

The Lorentz space \( L^{p,q}(\mathbb{R}^N) \) is defined by

\[
L^{p,q}(\mathbb{R}^N) = \left\{ f \in L^1_{\text{loc}}(\mathbb{R}^N); \ \|f\|_{(p,q)} < \infty \right\}. \tag{1.10}
\]
The functional \( \|f\|_{(p,q)}^* \) is only a quasinorm. To obtain a norm we replace \( f \) by \( f^{**}(t) = (1/t) \int_0^t f^*(s)ds \) in the definition of \( \|f\|_{(p,q)}^* \), that is, the norm is given by

\[
\|f\|_{(p,q)} = \begin{cases} 
\left( \int_0^\infty \left[ t^{1/p} f^{**}(t) \right]^q dt \right)^{1/q}, & \text{if } 1 \leq p, \ q < \infty, \\
\sup_{t>0} t^{1/p} f^{**}(t), & \text{if } 1 \leq p \leq \infty, \ q = \infty.
\end{cases}
\] (1.11)

\( L^{p,q}(\mathbb{R}^N) \) equipped with the norm \( \|f\|_{(p,q)} \) is a Banach space.

In paper [15] the existence of principal eigenfunctions has been established for weights belonging to \( \bigcup_{1 \leq q < \infty} L^{N/2, q}(\mathbb{R}^N) \). This was extended in [14] to a larger class of weights \( \mathcal{F}_{N/2} \) obtained as the completion of \( C^\infty_0(\mathbb{R}^N) \) in norm \( \| \cdot \|_{N/2, \infty} \).

However, these conditions do not cover the singular weight functions considered in this paper. By contrast, in our approach, we give an exact upper bound for the principal eigenvalue which allows us to prove the existence of the principal eigenfunction. We point out that if \( V \in L^{N/2, \infty}(\mathbb{R}^N) \), then the functional \( \int_{\mathbb{R}^N} V(x)u^2dx \) is continuous on \( D^{1,2}(\mathbb{R}^N) \), but not necessarily weakly continuous.

The paper is organized as follows. In Section 2, we prove the existence of minimizers with finite norm \( D^{1,2}(\mathbb{R}^N) \) and also with infinite norm \( D^{1,2}(\mathbb{R}^N) \). In Section 3 we discuss perturbation of a given quadratic form \( Q_v \) with \( V_0 \in L^{N/2, \infty}(\mathbb{R}^N) \). We show that if \( Q_v \) has ground state, then this property is stable under small perturbations of \( V_0 \). This is not true if \( Q_v \) does not have a ground state; rather it is stable under larger perturbation of \( V_0 \). The final Section is devoted to a higher integrability property of minimizers of \( Q_v \) in the case where \( V_0(x) = m(x)/|x|^2 \) with \( m \in L^{\infty}(\mathbb{R}^N) \). We also examine the behaviour of the principal eigenfunction around 0.

Throughout this paper, in a given Banach space, we denote strong convergence by \( \rightharpoonup \) and weak convergence by \( \rightharpoonup_w \). The norms in the Lebesgue space \( L^p(\Omega) \), \( 1 \leq p \leq \infty \), are denoted by \( \|u\|_p \).

### 2. Existence of Minimizers

We consider the Hardy-type potential \( V(x) = m(x)/|x|^2 \) with \( m \in L^\infty(\mathbb{R}^N) \). In Theorem 2.2 we formulate conditions on \( m \) guaranteeing the existence of a principal eigenfunction. Let \( \gamma_+ > 1 \) and \( \gamma_- > 1 \). In our approach to problem (1.3), the following two limits play an important role: it is assumed that the following limits exist a.e.

\[
m_\pm(x) = \lim_{j \in \mathbb{N}, j \to \infty} m(\gamma_\pm^j x),
\] (2.1)

\[
m_\pm(x) = \lim_{j \in \mathbb{N}, j \to \infty} m(\gamma_\pm^{-j} x).
\] (2.2)

Both functions \( m_\pm \) satisfy \( m_\pm(\gamma_\pm x) = m_\pm(x) \). We now define the following infima:

\[
\Lambda_m = \inf_{u \in D^{1,2}(\mathbb{R}^N) - \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 dx}{\int_{\mathbb{R}^N} \left( m(x)/|x|^2 \right) u^2 dx},
\] (2.3)
(we use the notation \( \Lambda_m \) instead of \( \Lambda_N \)) and

\[
\Lambda = \inf_{u \in D^{1,2}(\mathbb{R}^N) - \{0\}} \frac{\int_{\mathbb{R}^N} \| \nabla u \|^2 \, dx}{\int_{\mathbb{R}^N} \left( m(x)/|x|^2 \right) u^2 \, dx}.
\]  

(2.4)

**Lemma 2.1.** The following holds true

\[
\Lambda_m \leq \min(\Lambda_+, \Lambda_-).
\]  

(2.5)

**Proof.** Let \( u \in D^{1,2}(\mathbb{R}^N) - \{0\} \). Testing \( \Lambda_m \) with \( y^{-2}u(y^{-2}x) \) gives

\[
\Lambda_m \leq \frac{\int_{\mathbb{R}^N} \| \nabla u \|^2 \, dx}{\int_{\mathbb{R}^N} \left( m(\gamma, x)/|x|^2 \right) u^2 \, dx}.
\]  

(2.6)

Letting \( j \to \infty \) and using the Lebesgue dominated convergence theorem, we obtain

\[
\Lambda_m \leq \frac{\int_{\mathbb{R}^N} \| \nabla u \|^2 \, dx}{\int_{\mathbb{R}^N} \left( m_0(x)/|x|^2 \right) u^2 \, dx}.
\]  

(2.7)

The inequality \( \Lambda_m \leq \Lambda_+ \) follows. The proof of the inequality \( \Lambda_m \leq \Lambda_- \) is similar. \( \square \)

In the case when the inequality (2.5) is strict problem, (2.2) has a minimizer.

**Theorem 2.2.** Assume that the convergence in (2.1) is uniform on sets \( \{ x \in \mathbb{R}^N; |x| \geq R \} \) for every \( R > 0 \) and that the convergence in (2.2) is uniform on sets \( \{ x \in \mathbb{R}^N; |x| \leq \rho \} \) for every \( \rho > 0 \). If \( \Lambda_m < \min(\Lambda_+, \Lambda_+) \), then problem (2.3) has a minimizer.

**Proof.** Let \( \{ u_k \} \subset D^{1,2}(\mathbb{R}^N) \) be a minimizing sequence for \( \Lambda_m \), that is,

\[
\int_{\mathbb{R}^N} \| \nabla u_k \|^2 \, dx \to \Lambda_m, \quad \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u_k^2 \, dx = 1.
\]  

(2.8)

We can assume, up to a subsequence, that \( u_k \to w \) in \( D^{1,2}(\mathbb{R}^N), L^2(\mathbb{R}^N, dx/|x|^2) \), and \( u_k \to w \) in \( L^2_{loc}(\mathbb{R}^N) \) for some \( w \in D^{1,2}(\mathbb{R}^N) \). Let \( v_k = u_k - w \). We then have

\[
1 = \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u_k^2 \, dx = \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} w^2 \, dx + \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} v_k^2 \, dx + o(1),
\]  

(2.9)

\[
\Lambda_m = \int_{\mathbb{R}^N} \| \nabla u_k \|^2 \, dx + o(1) = \int_{\mathbb{R}^N} \| \nabla w \|^2 \, dx + \int_{\mathbb{R}^N} \| \nabla v_k \|^2 \, dx + o(1).
\]  

(2.10)
We define a radial function \( \chi^j \in C^1(\mathbb{R}^N) \) such that \( 0 \leq \chi^j(x) \leq 1 \), \( \chi^j(x) = 0 \) for \( |x| \leq 2^j \) and \( \chi^j(x) = 1 \) for \( |x| > 2^j \). Let \( \chi^j(x) = 1 - \chi^j(x) \). In what follows, we use \( o_{k \to \infty}^{(j)}(1) \) to denote a quantity such that for each \( j \in \mathbb{N} \), \( o_{k \to \infty}^{(j)}(1) \to 0 \) as \( k \to \infty \). Thus,

\[
\int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} v^2_k dx = \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v_k x^j \right)^2 dx + \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v_k x^j \right)^2 dx + o_{k \to \infty}^{(j)}(1) \tag{2.11}
\]

where

\[
v^-_k(x) = \gamma^{-(N-2)/2} v_k \left( \gamma^{-j} x \right) \chi^- \left( \gamma^{-j} x \right),
\]

\[
v^+_k(x) = \gamma^{-(N-2)/2} v_k \left( \gamma^{-j} x \right) \chi^+ \left( \gamma^{-j} x \right). \tag{2.12}
\]

We now estimate the integrals involving \( v^-_k \) and \( v^+_k \). We have

\[
\left| \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v^-_k \right)^2 dx - \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v^-_k \right)^2 dx \right| \leq \int_{|x| < 2^j} \frac{m(x) - m(x)}{|x|^2} \left( v^-_k \right)^2 dx + \int_{2^j < |x| < 2^{j+1}} \frac{m(x) - m(x)}{|x|^2} \left( v^-_k \right)^2 dx \tag{2.13}
\]

\[
= J_1 + J_2.
\]

By the uniform convergence of \( m(\gamma^{-j} x) \to m(x) \), we see that \( J_1 \leq \epsilon \) for \( j \) sufficiently large uniformly in \( k \). For \( J_2 \) we have

\[
J_2 \leq 2\|m\|_\infty \int_{2^{j+2} < |x| < 2^{j+3}} \frac{v^2_k dx}{|x|^2} \tag{2.14}
\]

It is clear that \( J_2 \) is a quantity of type \( o_{k \to \infty}^{(j)}(1) \). Therefore, we have

\[
\left| \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v^-_k \right)^2 dx - \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} \left( v^-_k \right)^2 dx \right| \leq \epsilon + o_{k \to \infty}^{(j)}(1). \tag{2.15}
\]
In a similar way, we obtain

\[
\left| \int_{\mathbb{R}^N} \frac{m(y|x)}{|x|^2} (v_k^+)^2 \, dx - \int_{\mathbb{R}^N} \frac{m_-(x)}{|x|^2} (v_k^+)^2 \, dx \right| \leq e + o_k \rightarrow \infty (1)
\]  

(2.16)

for \( j \) sufficiently large. We now fix \( j \in \mathbb{N} \) so that (2.15) and (2.16) hold. Consequently, we have

\[
1 \leq \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} w^2 \, dx + \int_{\mathbb{R}^N} \frac{m_-(x)}{|x|^2} (v_k^+)^2 \, dx + \int_{\mathbb{R}^N} \frac{m_+(x)}{|x|^2} (v_k^+)^2 \, dx + 2e + o_k \rightarrow \infty (1).
\]  

(2.17)

We now estimate \( \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx \) in the following way

\[
\int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx = \int_{\mathbb{R}^N} \left| \nabla \left( v_k \chi_j^i + v_k \chi_j^i \right) \right|^2 \, dx \\
= \int_{\mathbb{R}^N} \left| \nabla \left( v_k \chi_j^i \right) \right|^2 \, dx + \int_{\mathbb{R}^N} \left| \nabla \left( v_k \chi_j^i \right) \right|^2 \, dx \\
+ 2 \int_{\mathbb{R}^N} \nabla \left( v_k \chi_j^i \right) \nabla \left( v_k \chi_j^i \right) \, dx \\
= \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + 2 \int_{\mathbb{R}^N} |\nabla v_k|^2 \chi_j^i \chi_j^i \, dx \\
+ 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx + 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx + 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx \\
\geq \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx \\
+ 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx + 2 \int_{\mathbb{R}^N} v_k \nabla v_k \nabla \chi_j^i \chi_j^i \, dx.
\]  

(2.18)

Since \( v_k \rightarrow 0 \) in \( L^2_{\text{loc}}(\mathbb{R}^N) \), we obtain the following estimate

\[
\int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx \geq \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + o_k \rightarrow \infty (1).
\]  

(2.19)
This, combined with (2.9), gives the following estimate

\[
\Lambda_m \geq \int_{\mathbb{R}^N} |\nabla w|^2 \, dx + \int_{\mathbb{R}^N} |\nabla v_k|^2 \, dx + \int_{\mathbb{R}^N} |\nabla v_k^*|^2 \, dx + o_k^{(i)}(1) \\
\geq \Lambda_m \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} w^2 \, dx + \Lambda_- \int_{\mathbb{R}^N} \frac{m_-(x)}{|x|^2} (v_k^*)^2 \, dx \\
+ \Lambda_+ \int_{\mathbb{R}^N} \frac{m_+(x)}{|x|^2} (v_k^*)^2 \, dx + o_k^{(i)}(1).
\]

(2.20)

Let \( \Lambda_* = \min(\Lambda_-, \Lambda_+) \). We deduce from (2.17) and (2.20) that

\[
(\Lambda_* - \Lambda_m) \left( \int_{\mathbb{R}^N} \frac{m_-(x)}{|x|^2} (v_k^*)^2 \, dx + \frac{m_+(x)}{|x|^2} (v_k^*)^2 \, dx \right) \leq 2\varepsilon \Lambda_m + o_k^{(i)}(1).
\]

(2.21)

Letting \( k \to \infty \), we obtain

\[
\limsup_{k \to \infty} \left( \int_{\mathbb{R}^N} \frac{m_-(x)}{|x|^2} (v_k^*)^2 \, dx + \frac{m_+(x)}{|x|^2} (v_k^*)^2 \, dx \right) \leq \frac{2\varepsilon \Lambda_m}{(\Lambda_* - \Lambda_m)}.
\]

(2.22)

It then follows from (2.17) that

\[
1 \leq \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} w^2 \, dx + \frac{2\varepsilon \Lambda_m}{(\Lambda_* - \Lambda_m)}.
\]

(2.23)

Since \( \varepsilon > 0 \) is arbitrary, we get \( \int_{\mathbb{R}^N} (m(x)/|x|^2) w^2 \, dx = 1 \), and the result follows. \( \square \)

In what follows, we denote \( m(\infty) = \lim_{|x| \to \infty} m(x) \), assuming that this limit exists. As a direct consequence of Theorem 2.2, we obtain the following result.

**Theorem 2.3.** Let \( m \in L^\infty(\mathbb{R}^N) \), and assume that \( m \) is continuous at 0. Further, suppose that \( m(\infty) > 0 \) and \( m(0) > 0 \). If \( \Lambda_m < \Lambda_N \min(1/m(\infty), 1/m(0)) \), then there exists a minimizer for \( \Lambda_m \).

**Remark 2.4.** \( \Lambda_m \) has a minimizer also in the following cases, corresponding formally to \( \Lambda_+ \) or \( \Lambda_- \) taking the value \( +\infty \).

(i) Let \( m(0) = 0 \) and \( m(\infty) > 0 \). If \( \Lambda_m < \Lambda_N / m(\infty) \), then a minimizer for \( \Lambda_1(m) \) exists.

(ii) Let \( m(0) > 0 \) and \( m(\infty) = 0 \). If \( \Lambda_m < \Lambda_N / m(0) \), then a minimizer for \( \Lambda_1(m) \) exists.

(iii) If \( m(0) = m(\infty) = 0 \), \( m(x) \geq 0 \) and \( \not\equiv 0 \) on \( \mathbb{R}^N \), then \( \Lambda_m \) has a minimizer.

We point out that Theorem 2.3 and the results described in Remark 2.4 can be deduced from [19, Theorem 1.2]. Unlike in paper [19], to obtain Theorem 2.3 we avoided the use of the concentration-compactness principle.

We now give examples of weight functions \( m \) satisfying conditions of Theorems 2.2 and 2.3. In general, functions satisfying this condition have large local maxima.
Example 2.5. Let

\[ m_A(x) = \begin{cases} 
  m_1(x), & \text{for } 0 < |x| < 1, \\
  A m_2(x), & \text{for } 1 \leq |x| \leq 2, \\
  m_3(x), & \text{for } 2 < |x|,
\end{cases} \quad (2.24) \]

where \( A > 0 \) is a constant to be chosen later and \( m_1 : B(0,1) - \{0\} \to [0,\infty), m_2 : (1 \leq |x| \leq 2) \to [0,\infty), \) and \( m_3 : \mathbb{R}^N \setminus B(0,2) \to [0,\infty) \) are continuous bounded functions satisfying the following conditions: \( m_1(x) = 0 \) for \( |x| = 1, m_2(x) = 0 \) for \( |x| = 1, m_2(x) = 0 \) for \( |x| = 2, \) and \( m_2(x) > 0 \) for \( 1 < |x| < 2, m_3(x) = 0 \) for \( |x| = 2. \) Further we assume that

\[ m_3(x) = \frac{a + |x_1||x_2| + \cdots + |x_{N-1}||x_N|}{b + |x|^2}, \quad (2.25) \]

for \( |x| \geq R > 2, \) where \( a > 0, b > 0 \) and \( R \) constants. A function \( m_1(x) \) for small \( \delta > 0 \) is given by

\[ m_1(x) = \frac{|x_1| + \cdots + |x_N|}{|x|}, \quad (2.26) \]

for \( 0 < |x| \leq \delta < 1. \) We have

\[
\lim_{j \to \infty} m_A(y^{-j} x) = \lim_{j \to \infty} \frac{y_j^{-2} a + |x_1||x_2| + \cdots + |x_{N-1}||x_N|}{y_j^{-2} b + |x|^2} = \frac{|x_1||x_2| + \cdots + |x_{N-1}||x_N|}{|x|^2} = m_+(x),
\]

\[
\lim_{j \to \infty} m_A(y^{-j} x) = \frac{|x_1| + \cdots + |x_N|}{|x|} = m_-(x).
\]

Both limits are uniform. Since \( m_- \) and \( m_+ \) are bounded, \( \Lambda_- \) and \( \Lambda_+ \) are positive and finite. We have

\[
\Lambda_m = \inf_{D^{1,2}(\mathbb{R}^N) - \{0\}} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}{\int_{\mathbb{R}^N} \left( m_2(x)/|x|^2 \right) u^2 \, dx} \quad (2.28)
\]

\[
\leq \frac{1}{A_{D^{1,2}(\mathbb{R}^N) - \{0\}}} \inf_{|u| \leq 2} \frac{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}{\int_{|u| \leq 2} \left( m_2(x)/|x|^2 \right) u^2 \, dx} < \min(\Lambda_-, \Lambda_+),
\]

for \( A \) large. By Theorem 2.2, \( \Lambda_m \) with \( m = m_A \) has a minimizer.

Example 2.6. Consider a sequence of functions of the form \( m_k(x) = BM_k(x) + Af(x), \) \( k = 1, 2, \ldots, \) where \( A > 0, B > 0 \) are constants and \( M_k \) and \( f \) are continuous functions satisfying
the following conditions:

(a) \( M_k(0) = 1, M_k(x) > 0 \) on \( \mathbb{R}^N \), \( M_k(\infty) = 0 \), for \( k = 1, 2, \ldots \),

(b) \( M_k(x) = k \) on \( 1 < |x| < 2 \) for \( k = 1, 2, \ldots \),

(c) \( f(x) \geq 0 \) on \( \mathbb{R}^N \), \( f(0) = 0 \) and \( f(\infty) = 1 \).

Then \( m_k(0) = B \) and \( m_k(\infty) = A \) for \( k = 1, 2, \ldots \). We show that for \( k \) sufficiently large \( m_k \) satisfies the conditions of Theorem 2.3. Let \( u(x) = \exp(-|x|) \) (one can take any other function from \( D^{1,2}(\mathbb{R}^N) \) which is \( \neq 0 \) on \( (1 < |x| < 2) \)). Thus

\[
\Lambda_{m_k} \leq \frac{\int_{\mathbb{R}^N} |\nabla (\exp(-|x|))|^2 dx}{\int_{\mathbb{R}^N} \left( (BM_k(x) + Af(x)) / |x|^2 \right) \exp(-2|x|) dx}
\leq \frac{\int_{\mathbb{R}^N} |\nabla (\exp(-|x|))|^2 dx}{B \int_{\mathbb{R}^N} (M_k(x) / |x|^2) \exp(-2|x|) dx} \to 0 , \tag{2.29}
\]

as \( k \to \infty \). So we can find \( k_0 \geq 1 \) so that

\[
\Lambda_{m_k} < \Lambda_N \min \left( \frac{1}{A}, \frac{1}{B} \right) \quad \text{for} \quad k \geq k_0 . \tag{2.30}
\]

In Proposition 2.7, we described a class of weight functions \( m \) satisfying conditions of Theorem 2.3.

**Proposition 2.7.** Let \( m \in C(\mathbb{R}^N) \). Suppose that \( m(x) \geq 0, m(0) > 0 \), and \( m(\infty) > 0 \). Assume that there exists a ball \( B(x_M,r) \) such that \( m(x) \geq m(x_M) > 0 \) for \( x \in B(x_M,r) \) and \( 0 \notin B(x_M,r) \). If

\[
\frac{m(0)}{m(x_M)} \geq \frac{m(\infty)}{m(x_M)} < \frac{r^2(N-2)^2}{2(r + |x_M|)^2(N+1)(N+2)} . \tag{2.31}
\]

Then \( \Lambda_m < \Lambda_N \min(1/m(0), 1/m(\infty)) \). (Hence, there exists a minimizer for \( \Lambda_m \).)

**Proof.** Let \( u \in H_2^1(B(x_M,r)) - \{0\} \). Then

\[
\int_{B(x_M,r)} \frac{m(x)}{|x|^2} u^2 dx \geq m(x_M) \int_{B(x_M)} \frac{u^2}{|x|^2} dx \geq \frac{m(x_M)}{(r + |x_M|)^2} \int_{B(x_M,r)} u^2 dx . \tag{2.32}
\]

Hence,

\[
\frac{\int_{B(x_M,r)} |\nabla u|^2 dx}{\int_{B(x_M,r)} \left( m(x) / |x|^2 \right) dx} \leq \frac{(r + |x_M|)^2 \int_{B(x_M,r)} |\nabla u|^2 dx}{m(x_M) \int_{B(x_M,r)} u^2 dx} . \tag{2.33}
\]
Since $H^1_0(B(x_M, r)) \subset \{ u \in D^{1,2}(\mathbb{R}^N); \int_{\mathbb{R}^N} (m(x)/|x|^2) u^2 \, dx > 0 \}$, we deduce from the above inequality that

$$\Lambda_m \leq \frac{(r + |x_M|)^2}{m(x_M)} \lambda_1^D(B(x_M, r)), \quad (2.34)$$

where $\lambda_1^D(B(x_M, r))$ denotes the first eigenvalue for $\Delta$ in $B(x_M, r)$ with the Dirichlet boundary conditions. We now estimate $\lambda_1^D = \lambda_1^D(B(x_M, r))$. We test $\lambda_1^D$ with $v(x) = r - |x - x_M|$ for $x \in B(x_M, r)$. We have

$$\int_{B(x_M, r)} v^2 \, dx = \int_{B(0, r)} (r - |x|)^2 \, dx = \omega_N \int_0^r (r - s)^2 s^{N-1} \, ds = \frac{2\omega_N r^{N+2}}{N(N + 1)(N + 2)},$$

$$\int_{B(x_M, r)} |\nabla v|^2 \, dx = \frac{\omega_N r^N}{N}.$$ 

Hence

$$\lambda_1^D \leq \frac{\int_{B(x_M, r)} |\nabla v|^2 \, dx}{\int_{B(x_M, r)} v^2 \, dx} = \frac{(N + 1)(N + 2)}{2r^2}.$$ 

Combining this with (2.34), we derive

$$\Lambda_m \leq \frac{(N + 1)(N + 2)(r + |x_M|)^2}{2r^2 m(x_M)}. \quad (2.37)$$

Therefore $\Lambda_m < \Lambda_N \min(1/(m(0)), 1/(m(\infty)))$ if (2.31) holds. $\square$

The estimate (2.31) has terms that are easy to compute but are of course not optimal. In particular, the factor $((N + 1)(N + 2))/2$ can be replaced by the first eigenvalue of the Laplacian on a unit ball with Dirichlet boundary conditions.

If $m(x)$ is a continuous bounded and nonnegative function such that $m(x) \leq m(0)$ on $\mathbb{R}^N$ and $m(0) > 0$ (or $m(x) \leq m(\infty)$ on $\mathbb{R}^N$, $m(\infty) > 0$), then $\Lambda_m$ does not have a minimizer. Indeed, suppose that $m(x) \leq m(0)$ on $\mathbb{R}^N$ and that $\Lambda_m$ has a minimizer $u$. Then, by the Hardy inequality, we obtain

$$\frac{\Lambda_N}{m(0)} \geq \frac{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}{\int_{\mathbb{R}^N} \left( m(x)/|x|^2 \right) u^2 \, dx} \geq \frac{\int_{\mathbb{R}^N} |\nabla u|^2 \, dx}{m(0) \int_{\mathbb{R}^N} \left( u^2/|x|^2 \right) \, dx} \geq \frac{\Lambda_N}{m(0)}. \quad (2.38)$$

So $u$ is a minimizer for $\Lambda_N$, which is impossible.

We now construct a ground state with infinite $D^{1,2}$ norm.

**Theorem 2.8.** Let $\gamma > 1$, and assume that the function $m \in L^\infty(\mathbb{R}^N)$ satisfies

$$m(\gamma x) = m(x) \quad \text{for } x \in \mathbb{R}^N. \quad (2.39)$$
Then the form \( Q \) with \( V(x) = m(x)/|x|^2 \) and \( \Lambda_0 = \Lambda_0 \) (see (2.41) below) admits a ground state \( v \) satisfying

\[
v(yx) = y^{(2-N)/2}v(x) \quad \text{for } x \in \mathbb{R}^N. \tag{2.40}
\]

The function \( v \) is uniquely defined by its values on \( A_T = \{ x \in \mathbb{R}^N; \ 1 < |x| < \gamma \} \), and, moreover, the function \( v_{|A_T} \) is a minimizer for the problem

\[
\Lambda_0 = \inf \left\{ \frac{\int_{A_T} |\nabla v|^2 \, dx}{\int_{A_T} \left( m(x)/|x|^2 \right) u^2 \, dx} ; \ u \in H^1(A_T) - \{0\}, \ u(yx) = y^{(2-N)/2}u(x) \text{ for } |x| = 1 \right\}.
\tag{2.41}
\]

**Proof.** The problem (2.41) is a compact variational problem that has a minimizer \( v \) which satisfies

\[
-\Delta v = \Lambda_0 \frac{m(x)}{|x|^2} v, \quad x \in A_T,
\tag{2.42}
\]

with the Neumann boundary conditions. Since the test functions satisfy \( u(yx) = y^{(2-N)/2}u(x) \) for \( |x| = 1 \), one has

\[
\frac{\partial v}{\partial r}(yx) = y^{-N/2} \frac{\partial v}{\partial r}(x) \quad \text{for } |x| = 1.
\tag{2.43}
\]

Note that \( |v| \) is also a minimizer, so we may assume that \( v \) is nonnegative. We now extend the function \( v \) from \( A_T \) to \( \mathbb{R}^N - \{0\} \) by using (2.40) and denote the extended function again by \( v \). Since \( v \) satisfies (2.41), the extended function \( v \) is of class \( C^1(\mathbb{R}^N - \{0\}) \) and satisfies

\[
-\Delta v = \Lambda_0 \frac{m(x)}{|x|^2} v,
\tag{2.44}
\]

in a weak sense. From this and the Harnack inequality on bounded subsets of \( \mathbb{R}^N - \{0\} \) it follows that \( v \) is positive on \( \mathbb{R}^N - \{0\} \) and subsequently there exists a constant \( C > 0 \) such that

\[
C^{-1}|x|^{(2-N)/2} \leq v(x) \leq C|x|^{(2-N)/2}.
\tag{2.45}
\]

We can now explain the choice of the exponent \( 2 - N \) in the constraint \( u(yx) = y^{(2-N)/2}u(x) \) from (2.41): with any other choice, the resulting Neumann condition would not yield the continuity of the derivatives of the extended function \( v \) on the spheres \( |x| = \gamma^j \), \( j \in \mathbb{N} \). Finally, we show that \( v \) is a ground state for the corresponding quadratic form \( Q \) with
V(x) = \Lambda x m(x)/|x|^2$. Using the ground state formula (2.10), from [20] and (2.45), we have $w_k(x) = |x|^{1/k}$ for $|x| \leq 1$ and $w_k(x) = |x|^{-1/k}$ for $|x| \geq 1$,

$$Q(vw_k) = \int_{\mathbb{R}^N} v^2|\nabla w_k|^2 \, dx \leq C \int_{\mathbb{R}^N} |x|^{2-N}|\nabla w_k|^2 \, dx$$

$$\leq \frac{C}{k^2} \int_0^1 r^{-1+(2/k)} \, dr + \frac{C}{k^2} \int_1^\infty r^{-1-(2/k)} \, dr \leq \frac{C}{k} \to 0,$$

(2.46)
as $k \to \infty$. Since $vw_k \to v$ uniformly on compact sets, this implies that $v$ is a ground state for $Q$. By (2.45) and the Sobolev inequality, $v \notin D^{1,2}(\mathbb{R}^N)$.

3. Perturbations from Virtual Ground States

In this section, we show that if a potential term admits a (generalized or large or virtual) ground state, then its weakly continuous perturbations in the suitable direction will admit a ground state with the finite $D^{1,2}$ norm. Then, we investigate potentials that do not give rise to a ground state with finite $D^{1,2}$ norm.

We need the following existence result.

**Proposition 3.1.** Let $V_0 \in L^{N/2,\infty}(\mathbb{R}^N)$ be positive on a set of positive measure, and let

$$\Lambda_0 = \inf_{u \in D^{1,2}(\mathbb{R}^N), \int_{\mathbb{R}^N} V_0 u^2 \, dx = 1} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx.$$

Assume that $V_1 \in L^{N/2,\infty}(\mathbb{R}^N)$ is positive on a set of positive measure and that the functional $\int_{\mathbb{R}^N} (V_1(x) - V_0(x))u^2 \, dx$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$, and let

$$\Lambda_1 = \inf_{u \in D^{1,2}(\mathbb{R}^N), \int_{\mathbb{R}^N} V_1 u^2 \, dx = 1} \int_{\mathbb{R}^N} |\nabla u|^2 \, dx.$$

If $\Lambda_1 < \Lambda_0$, then there exists a minimizer for $\Lambda_1$.

**Proof.** Let $\{u_k\} \subset D^{1,2}(\mathbb{R}^N)$ be a minimizing sequence for (3.2), that is, $\int_{\mathbb{R}^N} V_1(x) u_k^2 \, dx = 1$ and $\int_{\mathbb{R}^N} |\nabla u_k|^2 \, dx \to \Lambda_1$. We may assume that, up to a subsequence, $u_k \rightharpoonup w$ in $D^{1,2}(\mathbb{R}^N)$ and $L^2(\mathbb{R}^N)$, $V_1(x) \, dx$). Let $v_k = u_k - w$. Then,

$$1 = \int_{\mathbb{R}^N} V_1(x) u_k^2 \, dx = \int_{\mathbb{R}^N} V_1(x) v_k^2 \, dx + \int_{\mathbb{R}^N} V_1(x) w^2 \, dx + o(1) = \int_{\mathbb{R}^N} V_1(x) w^2 \, dx$$

$$+ \int_{\mathbb{R}^N} (V_1(x) - V_0(x))v_k^2 \, dx + \int_{\mathbb{R}^N} V_0(x)v_k^2 \, dx + o(1)$$

$$= \int_{\mathbb{R}^N} V_0(x)v_k^2 \, dx + \int_{\mathbb{R}^N} V_1(x)w^2 \, dx + o(1).$$

(3.3)
Let $t = \int_{\mathbb{R}^N} V_1(x)w^2\,dx$. Then $\int_{\mathbb{R}^N} V_0(x)v_k^2\,dx \to 1 - t$. Assuming that $t < 1$ we get

$$
\Lambda_1 = \int_{\mathbb{R}^N} |\nabla v_k|^2\,dx + \int_{\mathbb{R}^N} |\nabla w|^2\,dx + o(1) \geq \Lambda_0(1-t) + \Lambda_1 t + o(1).
$$

(3.4)

From this, we deduce that $\Lambda_1 \geq \Lambda_0$ which is impossible. Hence, $\int_{\mathbb{R}^N} V_1(x)w^2\,dx = 1$. From this and the lower semicontinuity of the norm with respect to weak convergence, we derive that $w$ is a minimizer and $u_k \to w$ in $D^{1,2}(\mathbb{R}^N)$.

Proposition 3.1 is related to [19, Theorem 1.7] which asserts that a potential of the form $V(x) = (1/|x|^2) + g(x)$, with a subcritical potential $g$ (for the definition of a subcritical potential see [19]), has a principal eigenfunction. This follows from the fact that $g$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$ (see [12]) and the potential $g$ admits a principal eigenfunction. \hfill $\square$

**Remark 3.2.** (i) If $V_1 > V_0$, then $\Lambda_1 \leq \Lambda_0$, but not necessarily $\Lambda_1 < \Lambda_0$.

(ii) If, in Proposition 3.1, assumption $\Lambda_1 < \Lambda_0$ is replaced by $\Lambda_0 < \Lambda_1$, then $\Lambda_0$ is attained.

**Example 3.3.** Let $M$ be a continuous function $\mathbb{R}^N$ such that $M \geq 0$, $\neq 0$ on $\mathbb{R}^N$ and $M(0) = M(\infty) = 0$. Define $m_{AB}(x) = BM(x) + A$, where $A > 0$ and $B > 0$ are constants. Let $V_1(x) = m_{AB}(x)/|x|^2$ and $V_0(x) = A/|x|^2$. The functional $\int_{\mathbb{R}^N} (V_1(x) - V_0(x)) u^2\,dx = \int_{\mathbb{R}^N} (BM(x)/|x|^2) u^2\,dx$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$. It is easy to show that for every $A > 0$ there exists $B_0 > 0$ such that $\Lambda_1 < \Lambda_0$ for $B > B_0$. By Proposition 3.1 $\Lambda_1$ has a minimizer for $B > B_0$.

We now give a sufficient condition for the inequality $\Lambda_1 < \Lambda_0$.

**Theorem 3.4.** Suppose that $V_1$ and $V_0$ satisfy assumptions of Proposition 3.1. Moreover, assume that the quadratic form $Q_{V_0}$ has a positive ground state $v$, possibly with infinite $D^{1,2}$ norm, and that if $\{v_k\} \subset C_c^\infty(\mathbb{R}^N)$ is a null sequence corresponding to $\Lambda_0$, then

$$
\limsup_{k \to \infty} \int_{\mathbb{R}^N} (V_1(x) - V_0(x))v_k^2\,dx > 0.
$$

(3.5)

Then $\Lambda_1 < \Lambda_0$ and $\Lambda_1$ has a minimizer.

**Proof.** It suffices to show that the inequality

$$
\int_{\mathbb{R}^N} |\nabla u|^2\,dx - \Lambda_0 \int_{\mathbb{R}^N} V_1(x)u^2\,dx \geq 0
$$

fails for some $u \in D^{1,2}(\mathbb{R}^N)$. We have

$$
\int_{\mathbb{R}^N} |\nabla v_k|^2\,dx - \Lambda_0 \int_{\mathbb{R}^N} V_1(x)v_k^2\,dx = Q_{V_0}(v_k) - \Lambda_0 \int_{\mathbb{R}^N} (V_1(x) - V_0(x))v_k^2\,dx
$$

$$
= o(1) - \Lambda_0 \int_{\mathbb{R}^N} (V_1(x) - V_0(x))v_k^2\,dx < 0,
$$

(3.7)

for sufficiently large $k$, which completes the proof of the theorem. \hfill $\square$
Note that the conditions of Theorem 3.4 are satisfied if, in particular, $V_1 \geq V_0$ on $\mathbb{R}^N$, with the strict inequality on a set of positive measure. Indeed, the sequence $\{v_k\}$ converges weakly in $H^1_{\text{loc}}(\mathbb{R}^N)$ to $v > 0$, and the condition $\limsup_{k \to \infty} \int_{\mathbb{R}^N} (V_1(x) - V_0(x))v_k^2 \, dx > 0$ follows from the Fatou lemma.

The situation becomes different if $Q_{V_0}$ does not have a ground state. The absence of the ground state is stable property under small (in some sense) compact perturbation, but not under compact perturbations that are not small.

**Theorem 3.5.** Assume that $V_0$ satisfies the conditions of Proposition 3.1 and that (1.7) holds. (This occurs under conditions of Theorem 1.4 if $Q_{V_0}$ has no ground state.) Let $W$ be as in (1.7). Then, for every $t \in (0, 1/\Lambda_0)$, the functional $Q_{V_0+tW}$ has no ground state and $\Lambda_{V_0+tW} = \Lambda_{V_0}$. Furthermore, if the functional $\int_{\mathbb{R}^N} W(x)u^2dx$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$, the same conclusion holds for $-\infty < t < 0$.

**Proof.** First, we observe that the constants $\Lambda_0$ and $\Lambda_1$ corresponding to $V_0$ and $V_1 = V_0 + tW$, respectively, are equal. Indeed, since $V_1 > V_0$, one has $\Lambda_1 \leq \Lambda_0$ by monotonicity. On the other hand, it follows from (1.7) that

$$
\int_{\mathbb{R}^N} |\nabla u|^2 \, dx - \Lambda_0 \int_{\mathbb{R}^N} (V_0(x) + tW(x))u^2 \, dx \geq 0,
$$

for $t \in (0, 1/\Lambda_0)$ which implies $\Lambda_1 \geq \Lambda_0$. Let $v_k \in C^\infty_0(\mathbb{R}^N - Z)$ satisfy $Q_{V_0}(v_k) \to 0$. Then

$$
(1 - \Lambda_0 t) \int_{\mathbb{R}^N} Wv_k^2 \, dx \leq Q_{V_1}(v_k) \to 0,
$$

which implies that, up to subsequence, $v_k \to 0$ a.e. If $v_k$ were a null sequence, it would converge in $H^1_{\text{loc}}(\mathbb{R}^N)$ and it would have a limit zero. Therefore, $Q_{V_0}$ admits no null sequence and consequently no ground state. Assume now that the functional $\int_{\mathbb{R}^N} W(x)u^2dx$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$. Let $\{w_k\} \subset D^{1,2}(\mathbb{R}^N)$ be a minimizing sequence for $\Lambda_0$. If $\{w_k\}$ has a subsequence weakly convergent in $D^{1,2}(\mathbb{R}^N)$ to some $w \neq 0$, then it is easy to see that $|w|$ would be a minimizer for $\Lambda_0$ and thus a ground state for $Q_{\Lambda_0}$. Therefore, $w_k \to 0$. By the weak continuity of $\int_{\mathbb{R}^N} W(x)u^2dx$, we get

$$
\int_{\mathbb{R}^N} V_1(x)w_k^2 \, dx = \int_{\mathbb{R}^N} V_0(x)w_k^2 \, dx + o(1) = 1 + o(1),
$$

and thus

$$
\Lambda_1 \leq \int_{\mathbb{R}^N} |\nabla w_k|^2 \, dx = \Lambda_0 + o(1).
$$
This yields $\Lambda_1 \leq \Lambda_0$. Then,
\[
\int_{\mathbb{R}^N} |\nabla u|^2 dx - \Lambda_1 \int_{\mathbb{R}^N} V_1(x) u^2 dx \\
\geq \frac{\Lambda_1}{\Lambda_0} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx - \Lambda_0 \int_{\mathbb{R}^N} V_1(x) u^2 dx \right) \\
= \frac{\Lambda_1}{\Lambda_0} \left( Q_{V_1}(u) - t \Lambda_0 \int_{\mathbb{R}^N} W(x) u^2 dx \right) \geq \Lambda_1 \int_{\mathbb{R}^N} \left( \Lambda_0^{-1} - t \right) W(x) u^2 dx.
\]  
(3.12)

Since $t < 0$, this implies that $Q_{V_1}$ has no ground state. \hfill $\Box$

Theorem 3.5 concerns with small perturbations of a potential that does not change the constant $\Lambda$ or the absence of a ground state. The next theorem shows that a large compact perturbation of the potential term yields a ground state of finite $D^{1,2}(\mathbb{R}^N)$ norm.

**Theorem 3.6.** Assume that $V_0$ satisfies conditions of Proposition 3.1 and that $W \in L^{2,\infty}(\mathbb{R}^N)$ is such that the functional $\int_{\mathbb{R}^N} W(x) u^2 dx$ is weakly continuous in $D^{1,2}(\mathbb{R}^N)$. Then, for every $\lambda \in (0, \Lambda_0)$ there exists $\sigma \in \mathbb{R}$ such that $Q_{V_0 + \sigma W}$ has a ground state of finite $D^{1,2}(\mathbb{R}^N)$ norm corresponding to the energy constant (3.2).

**Proof.** Assume without loss of generality that $W$ is positive on a set of positive measure. Let $0 < \lambda < \Lambda_0$ and consider
\[
\sigma = \inf_{u \in D^{1,2}(\mathbb{R}^N), \int_{\mathbb{R}^N} W(x) u^2 dx = \lambda} \frac{1}{\lambda} \left( \int_{\mathbb{R}^N} |\nabla u|^2 dx - \lambda \int_{\mathbb{R}^N} V_0(x) u^2 dx \right). \quad (3.13)
\]

Since $(\int_{\mathbb{R}^N} |\nabla u|^2 dx - \lambda \int_{\mathbb{R}^N} V_0(x) u^2 dx)^{1/2}$ defines an equivalent norm on $D^{1,2}(\mathbb{R}^N)$, it is easy to show that there exists a minimizer for $\sigma$. It is clear that this minimizer is also a ground state of $Q_{V_0 + \sigma W}$ corresponding to the optimal constant $\lambda$. \hfill $\Box$

If we assume additionally that $W$ is positive on a set of positive measure, then it is easy to show that $\sigma$ is a continuous decreasing function of $\lambda$ with $\lim_{\lambda \to 0} \sigma(\lambda) = +\infty$ and $\sigma_0 = \lim_{\lambda \to \Lambda_0} \sigma(\lambda) \geq 0$. In particular, if (1.7) holds with a weight $W_0$ satisfying $W_0 \geq \alpha W$, then $\sigma_0 \geq \alpha$. In other words, given $V_0$ and $W$ as in Theorem 3.6, the potential $V_0 + \sigma W$ admits a ground state whenever $\sigma \geq \sigma_0$.

For further results of that nature, we refer to paper [19].

### 4. Behaviour of a Ground State Around 0

In what follows we consider the potential of the Hardy-type $V(x) = m(x)/|x|^2$, where $m(x)$ is continuous and $m(0) > 0$ and $m(\infty) > 0$. The corresponding ground state, if it exists, is denoted by $\phi_1$, which is chosen to be positive on $\mathbb{R}^N$. Obviously the ground state $\phi_1$ satisfies
\[
\Delta u = \frac{m(x)}{|x|^2} u \quad \text{in } \mathbb{R}^N
\]  
(4.1)
in a weak sense.
International Journal of Differential Equations

We need the following extension of the Hardy inequality: let $\Omega \subset \mathbb{R}^N$ be a bounded domain and $0 \in \overline{\Omega}$, then for every $\delta > 0$, there exists a constant $A(\delta, \Omega) > 0$ such that

$$
\int_{\Omega} \frac{u^2}{|x|^2} \, dx \leq \left( \frac{1}{\Lambda_N} + \delta \right) \int_{\Omega} |\nabla u|^2 \, dx + A(\delta, \Omega) \int_{\Omega} u^2 \, dx,
$$

(4.2)

for every $u \in H^1(\Omega)$ (see [21]).

**Proposition 4.1.** Let

$$
\Lambda_m < \Lambda_N \min\left( \frac{1}{m(0)}, \frac{1}{m(\infty)} \right).
$$

Then $\phi_1 \in L^{2(1+\delta)}(B(0, r))$ for some $\delta > 0$ and $r > 0$.

**Proof.** Let $\Phi \in C^1(\mathbb{R}^N)$ be such that $\Phi(x) = 1$ on $B(0, r)$, $\Phi(x) = 0$ on $\mathbb{R}^N - B(0, 2r)$, $0 \leq \Phi(x) \leq 1$ on $\mathbb{R}^N$ and $|\nabla \Phi(x)| \leq 2/r$. For simplicity, we set $\lambda = \Lambda_m$, $u = \phi_1$. We define $v = \Phi^2 u \min(\rho, L)^{p-2} = \Phi^2 u u_0^{p-2}$, where $L > 0$ and $p > 2$. Testing (4.1) with $v$, we get

$$
\int_{\mathbb{R}^N} \left( |\nabla u|^2 u_0^{p-2} \Phi^2 + (p-2) \nabla u \nabla u_0 u_0^{p-2} \Phi^2 + 2 \nabla u \nabla \Phi u u_0^{p-2} \Phi \right) \, dx = \lambda \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u_0^{p-2} \Phi^2 \, dx.
$$

(4.4)

Applying the Young inequality to the third term on the left side, we get

$$
(1 - \eta) \int_{\mathbb{R}^N} |\nabla u|^2 u_0^{p-2} \Phi^2 \, dx + (p-2) \int_{\mathbb{R}^N} \nabla u \nabla u_0 u_0^{p-2} \Phi^2 \, dx \leq \lambda \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u_0^{p-2} \Phi^2 \, dx + C(\eta) \int_{\mathbb{R}^N} u^2 u_0^{p-2} |\nabla \Phi|^2 \, dx,
$$

(4.5)

where $\eta > 0$ is a small number to be suitably chosen. Since the second integral on the left side is nonnegative, this inequality can be rewritten in the following form:

$$
(1 - \eta) \int_{\mathbb{R}^N} |\nabla u|^2 u_0^{p-2} \Phi^2 \, dx + (1 - \eta)(p-2) \int_{\mathbb{R}^N} \nabla u \nabla u_0 u_0^{p-2} \Phi^2 \, dx \leq \lambda \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u_0^{p-2} \Phi^2 \, dx + C(\eta) \int_{\mathbb{R}^N} u^2 u_0^{p-2} |\nabla \Phi|^2 \, dx.
$$

(4.6)
Multiplying this inequality by \((p + 2)/4\) and noting that \((p + 2)/4 > 1\), we get

\[
(1 - \eta) \left[ \int_{\mathbb{R}^N} |\nabla u|^2 u^{p-2}_L \Phi^2 \, dx + \frac{p^2 - 4}{4} \int_{\mathbb{R}^N} \nabla u \nabla u_L u^{p-2}_L \Phi^2 \, dx \right]
\leq \frac{\lambda (p + 2)}{4} \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u^{p-2}_L \Phi^2 \, dx
\]
\[+ \frac{C(\eta)(p + 2)}{4} \int_{\mathbb{R}^N} u^2 u^{p-2}_L |\nabla \Phi|^2 \, dx. \tag{4.7} \]

We now observe that

\[
\int_{\mathbb{R}^N} \left| \nabla \left( uu_L^{(p/2) - 1} \right) \right|^2 \Phi^2 \, dx = \int_{\mathbb{R}^N} |\nabla u|^2 u^{p-2}_L \Phi^2 \, dx + \frac{p^2 - 4}{4} \int_{\mathbb{R}^N} |\nabla u_L|^2 u^{p-2}_L \Phi^2 \, dx. \tag{4.8} \]

Hence, (4.7) takes the form

\[
(1 - \eta) \int_{\mathbb{R}^N} \left| \nabla \left( uu_L^{(p/2) - 1} \right) \right|^2 \Phi^2 \, dx \leq \frac{\lambda (p + 2)}{4} \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u^{p-2}_L \Phi^2 \, dx
\]
\[+ \frac{C(\eta)(p + 2)}{4} \int_{\mathbb{R}^N} u^2 u^{p-2}_L |\nabla \Phi|^2 \, dx. \tag{4.9} \]

Since \(\lambda m(0) / \Lambda_N < 1\), we can choose \(\epsilon_1 > 0\) so that \((\lambda / \Lambda_N)(m(0) + \epsilon_1) < 1\). By the continuity of \(m\), there exists \(0 < r_1 < r\) such that \(m(x) \leq m(0) + \epsilon_1\) for \(x \in B(0, r_1)\). This is now used to estimate the first integral on the right side of (4.9):

\[
\frac{\lambda (p + 2)}{4} \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u^{p-2}_L \Phi^2 \, dx \leq \frac{\lambda (p + 2)}{4} \int_{B(0, r_1)} \frac{m(0) + \epsilon_1}{|x|^2} u^2 u^{p-2}_L \, dx
\]
\[+ \frac{\lambda (p + 2)\|m\|_\infty}{4r_1^2} \int_{B(0, 2r)} u^2 u^{p-2}_L \, dx. \tag{4.10} \]

Applying the Hardy inequality (4.2), we get

\[
\frac{\lambda (p + 2)}{4} \int_{B(0, r_1)} \frac{m(x)}{|x|^2} u^2 u^{p-2}_L \, dx \leq \frac{\lambda (p + 2)}{4} (m(0) + \epsilon_1) \left( \frac{1}{\Lambda_N} + \epsilon \right) \int_{B(0, r_1)} \left| \nabla \left( uu_L^{(p/2) - 1} \right) \right|^2 \, dx
\]
\[+ \left( \frac{\lambda (p + 2)}{4} A(B(0, r_1), \epsilon) + \frac{\lambda (p + 2)\|m\|_\infty}{4r_1^2} \right) \int_{B(0, 2r)} \left( uu_L^{p/2-1} \right)^2 \, dx, \tag{4.11} \]
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for every $\epsilon > 0$. Inserting this estimate into (4.9), we obtain

$$
\left(1 - \eta - \frac{\lambda(p+2)}{4} (m(0) + \epsilon) \left( \frac{1}{\Lambda_N} + \epsilon \right) \right) \times \int_{B(0,r)} \left| \nabla \left( uu_L^{(p/2)-1} \right) \right|^2 dx \leq C_1 \int_{B(0,2r)} \left( uu_L^{(p/2)-1} \right)^2 dx,
$$

(4.12)

where $C_1 = (\lambda(p + 2)/4) A(B(0,r_1), \epsilon) + (\lambda(p + 2)\|m\|_\infty) / (4r_1^2) + (p + 2)C(\eta)/r^2$. We put $p = 2 + \delta, \delta > 0$. We now observe that we can choose $\delta$ and $\epsilon$ so small that

$$
\lambda \left(1 + \frac{\delta}{4}\right) (m(0) + \epsilon) \left( \frac{1}{\Lambda_N} + \epsilon \right) = \frac{\lambda}{\Lambda_N} \left(1 + \frac{\delta}{4}\right) (m(0) + \epsilon) + \lambda \epsilon \left(1 + \frac{\delta}{4}\right) (m(0) + \epsilon) < 1.
$$

(4.13)

We point out that we have used here the inequality $(\lambda/\Lambda_N)(m(0) + \epsilon) < 1$. With this choice of $\epsilon$ and $\delta$, we now choose $\eta > 0$ so small that

$$
C_2 := 1 - \eta - \lambda \left(1 + \frac{\delta}{4}\right) (m(0) + \epsilon) \left( \frac{1}{\Lambda_N} + \epsilon \right) > 0.
$$

(4.14)

Finally, we apply the Sobolev inequality in $H^1(B(0,r))$ and deduce

$$
SC_2 \left( \int_{B(0,r)} \left| uu_L^{(p/2)-1} \right|^2 dx \right)^{2/2'} \leq (C_1 + C_2) \int_{B(0,2r)} \left( uu_L^{(p/2)-1} \right)^2 dx,
$$

(4.15)

where $S$ denotes the best Sobolev constant of the embedding of $H^1(B(0,r))$ into $L^{2'}(B(0,r))$. Letting $L \to \infty$ we deduce that $u \in L^{2'}(B(0,r))$. So the assertion holds with $\delta_0 = \delta/2$.

We now establish the higher integrability property of the principal eigenfunction on $\mathbb{R}^N \setminus B(0,R)$. Although this will not be used in the sequel, we add it for the sake of completeness. We denote by $D^{1,2}(\mathbb{R}^N \setminus B(0,R))$ the Sobolev space defined by

$$
D^{1,2}(\mathbb{R}^N \setminus B(0,R)) = \left\{ u : \nabla u \in L^2(\mathbb{R}^N \setminus B(0,R)) \text{ and } u \in L^2(\mathbb{R}^N \setminus B(0,R)) \right\}.
$$

(4.16)

**Lemma 4.2.** For every $\delta > 0$, there exists a constant $A = A(\delta, R) > 0$ such that

$$
\int_{|x| \geq R} \frac{u^2}{|x|^2} dx \leq \left( \frac{1}{\Lambda_N} + \delta \right) \int_{|x| \leq R} |\nabla u|^2 dx + A \int_{R \leq |x| \leq R+1} u^2 dx,
$$

(4.17)

for every $u \in D^{1,2}(\mathbb{R}^N \setminus B(0,R))$. 
Suppose that 
\begin{equation}
\int_{|x|\geq R} \frac{u^2}{|x|^2} \, dx = \int_{|x|\geq R} \frac{(u\Phi)^2}{|x|^2} \, dx + \int_{|x|\geq R} \frac{(1 - \Phi^2)u^2}{|x|^2} \, dx
\end{equation}
and the result follows with \( A(\delta, R) = \left( 4/R^2 \right) (\Lambda_N^{-1} + C(\delta)) + 1/R^2 \).

**Proposition 4.3.** Suppose that \( m(\infty) > 0 \) and \( \Lambda_m < \Lambda_N \min(1/m(0), 1/m(\infty)) \). Let \( \phi_1 \) be the principal eigenfunction of problem (4.1). Then there exist \( \delta > 0 \) and \( R > 0 \) such that \( \phi \in L^{2(1+\delta)}(\mathbb{R}^N \setminus B(0, R)) \).

**Proof.** We modify the argument used in the proof of Proposition 4.1. Since \( \Lambda_m < (\Lambda_N/m(\infty)) \), there exist \( e > 0 \) and \( R > 0 \) such that \( (\Lambda_m / \Lambda_N) (m(\infty) + e) < 1 \) and \( m(x) < (m(\infty) + e) \) for \( |x| > R \). Let \( \Psi \in C^1(\mathbb{R}^N) \) be such that \( \Psi(x) = 0 \) on \( B(0, R) \), \( \Psi(x) = 1 \) on \( \mathbb{R}^N \setminus B(0, R + 1) \), \( 0 \leq \Psi(x) \leq 1 \) on \( \mathbb{R}^N \), and \( |\nabla \Psi(x)| \leq (2/R) \) on \( \mathbb{R}^N \). Let \( \lambda = \Lambda_m \), \( u = \phi_1 \), and \( v = uu_L^{p-2}\Psi^2 \), where \( L > 1, p > 2 \), and \( u_L = \min(u, L) \). It is clear that \( v \in D^{1,2}(\mathbb{R}^N) \). Testing (4.1) with \( v \) and applying the Young inequality, we obtain

\begin{equation}
(1 - \eta) \int_{\mathbb{R}^N} |\nabla u|^2 u_L^{p-2}\Psi^2 \, dx + (p - 2) \int_{\mathbb{R}^N} \nabla u \nabla u_L u_L^{p-2}\Psi^2 \, dx
\end{equation}

From this, as in the proof of Proposition 4.1, we derive that

\begin{equation}
(1 - \eta) \int_{\mathbb{R}^N} \left| \nabla (uu_L^{(p/2) - 1}) \right|^2 \Psi^2 \, dx \leq \frac{\lambda (p + 2)}{4} \int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u_L^{p-2}\Psi^2 \, dx
\end{equation}
We now estimate the first integral on the right side of (4.20). Using Lemma 4.2, we have, for every $\epsilon_1 > 0$,

$$
\int_{\mathbb{R}^N} \frac{m(x)}{|x|^2} u^2 u_{L}^{(p/2)-1} \psi^2 \, dx \leq (m(\infty) + \epsilon) \int_{|x| \geq R+1} \frac{(uu_{L}^{(p/2)-1})^2}{|x|^2} \, dx + (m(\infty) + \epsilon)
$$

$$
\times \int_{R \leq |x| \leq R+1} \frac{(uu_{L}^{(p/2)-1})^2}{|x|^2} \, dx
$$

$$
\leq \left( \Lambda_N^{-1} + \epsilon_1 \right) (m(\infty) + \epsilon) \quad (4.21)
$$

Inserting this into (4.20), we obtain

$$
\left[ 1 - \eta - \frac{1}{4} \left( \Lambda_N^{-1} + \epsilon_1 \right) (m(\infty) + \epsilon) \right] \int_{|x| \geq R+1} \left| \nabla \left( uu_{L}^{(p/2)-1} \right) \right|^2 \, dx
$$

$$
\leq C_1(\delta, \epsilon_1, R) \int_{R \leq |x| \leq R+2} (uu_{L}^{(p/2)-1})^2 \, dx, \quad (4.22)
$$

where

$$
C_1(\delta, \epsilon_1, R) := \frac{1}{4} \left( \Lambda_N^{-1} + \epsilon_1 \right) (m(\infty) + \epsilon) + \frac{1}{4R^2} (m(\infty) + \epsilon) + \frac{C(\eta)(p+2)}{R^2}. \quad (4.23)
$$

We now set $p = 2 + \delta$. We choose $\delta > 0$ and $\epsilon_1 > 0$ such that

$$
\lambda \left( 1 + \frac{\delta}{4} \right) \left( \Lambda_N^{-1} + \epsilon_1 \right) (m(\infty) + \epsilon) < 1. \quad (4.24)
$$

Then we choose $\eta > 0$ small enough to guarantee the inequality

$$
C_2 := 1 - \eta - \lambda \left( 1 + \frac{\delta}{4} \right) \left( \Lambda_N^{-1} + \epsilon_1 \right) (m(\infty) + \epsilon) > 0. \quad (4.25)
$$

Having chosen $\epsilon_1$ and $\delta$, we apply the Sobolev inequality to deduce from (4.22)

$$
SC_2 \left( \int_{|x| \geq R+1} \left| uu_{L}^{(p/2)-1} \right|^2 \, dx \right)^{2/2'} \leq C_1 \int_{R \leq |x| \leq R+1} (uu_{L}^{(p/2)-1})^2 \, dx, \quad (4.26)
$$
where $S$ is the best Sobolev constant for the embedding of $D^{1,2}(\mathbb{R}^N - B(0, R + 1))$ into $L^2(\mathbb{R}^N - B(0, R + 1))$. Letting $L \to \infty$, the result follows.

Continuing with the above notations $\lambda = \Lambda_m$, $u = \phi_1$, we put $u = |x|^{-s} v$, with $s > 0$ to be chosen later. We have

$$
\text{div} \left( |x|^{-2s} \nabla v \right) = -\lambda |x|^{-2s} m(x) u + u \left( -s^2 |x|^{-s-2} + sN |x|^{-s-2} - 2s|x|^{-s-2} \right).
$$

We now consider the above equation in a small ball $B(0, r)$. Since

$$
\lambda = \Lambda_m < \Lambda_N \min \left( \frac{1}{m(0)}, \frac{1}{m(\infty)} \right) \leq \frac{\Lambda_N}{m(0)},
$$

there exists $r > 0$ (small enough) such that $\lambda \max_{x \in B(0, r)} m(x) < \Lambda_N$. Let $s = \sqrt{\Lambda_N} - \sqrt{\Lambda_N - \lambda \overline{m}}$, with $\overline{m} = \max_{x \in B(0, r)} m(x)$, then

$$
- \text{div} \left( |x|^{-2s} \nabla v \right) \leq 0 \quad \text{in } B(0, r).
$$

Let $\underline{m}_r = \min_{x \in B(0, r)} m(x)$, and set $s = \sqrt{\Lambda_N} - \sqrt{\Lambda_N - \lambda \underline{m}_r}$. Then

$$
- \text{div} \left( |x|^{-2s} \nabla v \right) \geq 0 \quad \text{in } B(0, r).
$$

**Proposition 4.4.** Let $m(0) > 0$ and

$$
\lambda = \Lambda_m < \Lambda_N \min \left( \frac{1}{m(0)}, \frac{1}{m(\infty)} \right).
$$

Then, there exists $r > 0$ such that

$$
M_1 |x|^{-\left( \sqrt{\Lambda_N - \lambda m} \right)} \leq \phi_1(x) \leq M_2 |x|^{-\left( \sqrt{\Lambda_N - \lambda \underline{m}_r} \right)},
$$

for $x \in B(0, r)$ and some constants $M_1 > 0, M_2 > 0$.

The lower bound follows from [22, Proposition 2.2]. To apply it, we need inequality (4.30). To establish the upper bound, we modify the argument used in paper [23]. Let $\eta$ be a $C^1$ function such that $\eta(x) = 1$ on $B(0, \rho)$, $\eta(x) = 0$ on $\mathbb{R}^N \setminus B(0, \rho)$, and $|\nabla \eta(x)| \leq 2/(\rho - r)$ on $\mathbb{R}^N$, where $0 < r < \rho$. We use as a test function in (4.29) $w = \eta^2 v \eta^{2(t-1)} = \eta^2 v \min(v, 1)^{2(t-1)}$, where $l, t > 1$. Substituting into (4.29), we obtain

$$
\int_{\mathbb{R}^N} |x|^{-2s} \left( 2 \eta \nabla \eta^{2(t-1)} \nabla v \nabla \eta + \eta^2 \nabla \eta^{2(t-1)} |\nabla v|^2 + 2(t-1) \eta^2 \nabla \eta^{2(t-1)} |\nabla v|^2 \right) dx \leq 0,
$$

(4.33)
where \( s = \sqrt{\Lambda_N} - \sqrt{\Lambda_N - \lambda m_r} \). By the Young inequality, for every \( \epsilon > 0 \), there exists \( C(\epsilon) > 0 \) such that

\[
2 \int_{\mathbb{R}^N} |x|^{-2s} \eta \nu v_t^{2(t-1)} \nabla \eta \nabla v \, dx \leq \epsilon \int_{\mathbb{R}^N} |x|^{-2s} \eta^2 \nu_t^{2(t-1)} |\nabla \nu|^2 \, dx \\
+ C(\epsilon) \int_{\mathbb{R}^N} |x|^{-2s} |\nabla \eta|^2 \nu_t^{2(t-1)} \, dx.
\]

(4.34)

Taking \( \epsilon = 1/2 \), we derive from (4.33) that

\[
\int_{\mathbb{R}^N} |x|^{-2s} \left( \eta^2 \nu_t^{2(t-1)} |\nabla \nu|^2 + 2(t-1)\eta^2 \nu_t^{2(t-1)} |\nabla \nu_t|^2 \right) \, dx \\
\leq C \int_{\mathbb{R}^N} |x|^{-2s} |\nabla \eta|^2 \nu_t^{2(t-1)} \, dx,
\]

(4.35)

where \( C > 0 \) is a constant independent of \( l \). To proceed further we use the Caffarelli-Kohn-Nirenberg inequality [24]:

\[
\left( \int_{B(0,\rho)} |x|^{-bp} |w|^p \, dx \right)^{2/p} \leq C_{a,b} \int_{B(0,\rho)} |x|^{-2a} |\nabla w|^2 \, dx,
\]

(4.36)

for every \( w \in H^1_0(B(0,\rho),|x|^{-2a} \, dx) \), where \(-\infty < a < (N-2)/2\), \( a \leq b \leq (a+1) \), \( p = 2N/((N-2)+2(b-a)) \), and \( C_{a,b} > 0 \) is a constant depending on \( a \) and \( b \). We choose

\[
a = b = \sqrt{\Lambda_N} - \sqrt{\Lambda_N - \lambda m_r} < \frac{N-2}{2}.
\]

(4.37)

In this case we have \( p = 2^* \). We then deduce from (4.35) and (4.36) with \( w = \eta \nu v_t^{l-1} \) that

\[
\left( \int_{\mathbb{R}^N} |x|^{-2s} |\eta \nu v_t^{l-1}|^2 \, dx \right)^{2/2^*} \\
\leq C_{a,b} \int_{\mathbb{R}^N} |x|^{-2s} |\nabla (\eta \nu v_t^{l-1})|^2 \, dx \\
\leq 2C_{a,b} \int_{\mathbb{R}^N} |x|^{-2s} \left( |\nabla \eta|^2 \nu_t^{2(t-1)} + \eta^2 \nu_t^{2(t-1)} |\nabla \nu|^2 + (t-1)^2 \eta^2 \nu_t^{2(t-1)} |\nabla \nu_t|^2 \right) \, dx \\
\leq Ct \int_{\mathbb{R}^N} |x|^{-2s} |\nabla \eta|^2 \nu_t^{2(t-1)} \, dx.
\]

(4.38)

We now observe that

\[
\int_{\mathbb{R}^N} |x|^{-2s} |\eta|^2 \nu_t^{2(t-1)} \, dx \leq \int_{\mathbb{R}^N} |x|^{-2s} |\eta \nu v_t^{l-1}|^2 \, dx.
\]

(4.39)
Indeed, to show this, we need to check that \( v^2 v_i^{2l-2} \leq v_i^{2(0-1)} v^2 \) on supp \( \eta \). This can be verified by considering the cases \( v_l = l \) and \( v_l = v \). The above inequality allows us to rewrite (4.38) as

\[
\left( \int_{\mathbb{R}^N} |x|^{-2s} |\eta|^2 v_i^{2l-2} \, dx \right)^{2/2^*} \leq C t \int_{\mathbb{R}^N} |x|^{-2s} |\nabla \eta|^2 v_i^{2(l-1)} \, dx.
\]  

(4.40)

Due to the properties of the function \( \eta \), the above inequality becomes

\[
\left( \int_{B(0,r_j)} |x|^{-2s} v_i^{2l-2} \, dx \right)^{1/2^*} \leq \left( \frac{C t_j}{(\rho - r_j)^2} \right)^{1/2l_j} \left( \int_{B(0,\rho)} |x|^{-2s} v_i^{2l-2} \, dx \right)^{1/2l_j}.
\]  

(4.42)

One can easily check that the resulting integral on the right side is of (4.41) is finite. We now choose \( N/(N-2) < t^* < (1 + \delta o) (N/(N-2)) \), where \( \delta o \) is a constant from Proposition 4.1. We define the sequence \( t_j = t_j^*(2^*/2)^j \), \( j = 0, 1, \ldots \). Setting \( t = t_j \) in (4.41), we obtain

\[
\left( \int_{B(0,r_j)} |x|^{-2s} v_i^{2l-2} \, dx \right)^{1/2l_j} \leq \left( \frac{C t_j}{(\rho - r_j)^2} \right)^{1/2l_j} \left( \int_{B(0,\rho)} |x|^{-2s} v_i^{2l-2} \, dx \right)^{1/2l_j}.
\]  

(4.43)

Iterating gives

\[
\left( \int_{B(0,r_{j+1})} |x|^{-2s} v_i^{2l_{j+1}-2} \, dx \right)^{1/2l_{j+1}} \leq \left( \frac{C}{\rho_0 - \rho_0^2} \right)^{\Sigma_{j=0}^{\infty} 1/t_j} \left( \int_{B(0,\rho_0)} |x|^{-2s} v_i^{2l_j-2} \, dx \right)^{1/2l^*}.
\]  

(4.44)

We now notice that infinite sums and the infinite product in the above inequality are finite. Since \( 2^* < 2t^* < (1 + \delta o)2^* \), we have

\[
\int_{B(0,r_j)} |x|^{-2s} v_i^{2l_j-2} \, dx \leq \int_{B(0,\rho_0)} |x|^{2t^*-2s} |u|^{2t} \, dx \leq r_0^{2(t^*-2s)} \int_{B(0,\rho_0)} |u|^{2t} \, dx < \infty.
\]  

(4.45)
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We now deduce from (4.44) and (4.45) that

\[
\|v_l\|_{L^{p_{l+1}}(B(0,r_{l+1}^j))} \leq \|v_l\|_{L^{p_{l+1}}(B(0,r_{l+1}^{j-1}))}
\leq r_{l+1}^{(2s)/2l_{l+1}} \left( \int_{B(0,r_{l+1}^{j-1})} |x|^{-2s} \sigma v_l^{-l+2} \, dx \right)^{1/2l_{l+1}} \leq C, \tag{4.46}
\]

where \(C > 0\) is a constant independent of \(l\) and \(j\). Letting \(t_j \to \infty\), we get \(\|v_l\|_{L^{\infty}(B(0,r_{l+1}^j))} \leq C\). Finally, if \(l \to \infty\), we obtain \(\|v_l\|_{L^{\infty}(B(0,r_{l+1}^j))} \leq C\), and this completes the proof of Proposition 4.4.

References

[1] D. Gilbarg and N. S. Trudinger, *Elliptic Partial Differential Equations of Second Order*, vol. 224 of Grundlehren der Mathematischen Wissenschaften, Springer, Berlin, Germany, 2nd edition, 1983.
[2] M. Murata, “Structure of positive solutions to \((-\Delta + V)u = 0\) in \(\mathbb{R}^N\),” *Duke Mathematical Journal*, vol. 53, no. 4, pp. 869–943, 1986.
[3] Y. Pinchover and K. Tintarev, “A ground state alternative for singular Schrödinger operators,” *Journal of Functional Analysis*, vol. 230, no. 1, pp. 65–77, 2006.
[4] Y. Pinchover and K. Tintarev, “Ground state alternative for \(p\)-Laplacian with potential term,” *Calculus of Variations and Partial Differential Equations*, vol. 28, no. 2, pp. 179–201, 2007.
[5] V. G. Maz'ja, *Sobolev Spaces*, Springer Series in Soviet Mathematics, Springer, Berlin, Germany, 1985.
[6] W. Allegretto, “Principal eigenvalues for indefinite-weight elliptic problems in \(\mathbb{R}^N\),” *Proceedings of the American Mathematical Society*, vol. 116, no. 3, pp. 701–706, 1992.
[7] K. J. Brown, C. Cosner, and J. Fleckinger, “Principal eigenvalues for problems with indefinite weight function on \(\mathbb{R}^N\),” *Proceedings of the American Mathematical Society*, vol. 109, no. 1, pp. 147–155, 1990.
[8] K. J. Brown and A. Tertikas, “The existence of principal eigenvalues for problems with indefinite weight function on IR,” *Proceedings of the Royal Society of Edinburgh A*, vol. 123, no. 3, pp. 561–569, 1993.
[9] Z. Jin, “Principal eigenvalues with indefinite weight functions,” *Transactions of the American Mathematical Society*, vol. 349, no. 5, pp. 1945–1959, 1997.
[10] L. Leadi and A. Yechou, “Principal eigenvalue in an unbounded domain with indefinite potential,” *Nonlinear Differential Equations and Applications*, vol. 17, no. 4, pp. 391–409, 2010.
[11] N. B. Rhouma, “Principal eigenvalues for indefinite weight problems in all of \(\mathbb{R}^N\),” *Proceedings of the American Mathematical Society*, vol. 131, no. 12, pp. 3747–3755, 2004.
[12] D. Smets, “A concentration—compactness lemma with applications to singular eigenvalue problems,” *Journal of Functional Analysis*, vol. 167, no. 2, pp. 463–480, 1999.
[13] A. Szulkin and M. Willem, “Eigenvalue problems with indefinite weight,” *Studia Mathematica*, vol. 135, no. 2, pp. 191–201, 1999.
[14] T. V. Anoop, M. Lucia, and M. Ramaswamy, “Eigenvalue problems with weights in Lorentz spaces,” *Calculus of Variations and Partial Differential Equations*, vol. 36, no. 3, pp. 355–376, 2009.
[15] N. Visciglia, “A note about the generalized Hardy-Sobolev inequality with potential in \(L^p(\mathbb{R}^N)\),” *Calculus of Variations and Partial Differential Equations*, vol. 24, no. 2, pp. 167–184, 2005.
[16] J. Bergh and J. Löfström, *Interpolation Spaces: An Introduction*, Grundlehren der Mathematischen Wissenschaften, no. 223, Springer, Berlin, Germany, 1976.
[17] R. A. Hunt, “On \(L(p, q)\) spaces,” *L’Enseignement Mathématique*, vol. 12, no. 2, pp. 249–276, 1966.
[18] G. G. Lorentz, “Some new functional spaces,” *Annals of Mathematics*, vol. 51, pp. 37–55, 1950.
[19] A. Tertikas, “Critical phenomena in linear elliptic problems,” *Journal of Functional Analysis*, vol. 154, no. 1, pp. 42–66, 1998.
[20] Y. Pinchover, A. Tertikas, and K. Tintarev, “A Liouville-type theorem for the \(p\)-Laplacian with potential term,” *Annales de l’Institut Henri Poincaré C*, vol. 25, no. 2, pp. 357–368, 2008.
[21] J. Chabrowski, “On the nonlinear Neumann problem involving the critical Sobolev exponent and Hardy potential,” *Revista Matemática Complutense*, vol. 17, no. 1, pp. 195–227, 2004.
[22] J. Chen, “Exact local behavior of positive solutions for a semilinear elliptic equation with Hardy term,” *Proceedings of the American Mathematical Society*, vol. 132, no. 11, pp. 3225–3229, 2004.
[23] P. Han, “Asymptotic behavior of solutions to semilinear elliptic equations with Hardy potential,” *Proceedings of the American Mathematical Society*, vol. 135, no. 2, pp. 365–372, 2007.

[24] L. Caffarelli, R. Kohn, and L. Nirenberg, “First order interpolation inequalities with weights,” *Compositio Mathematica*, vol. 53, no. 3, pp. 259–275, 1984.
