NON-COMMUTATIVE INTERSECTION THEORY AND UNIPOTENT
DELIGNE–MILNOR FORMULA
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Abstract. We apply methods of derived and non-commutative algebraic geometry to understand intersection theoretic phenomena on arithmetic schemes. Specifically, we categorify Bloch’s intersection number (in the formulation provided by Kato–Saito). Combining this with Toën–Vezzosi non-commutative Chern character, we obtain a generalization of Bloch conductor conjecture in several new cases, including the unipotent Deligne–Milnor formula.
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1. Introduction

This paper is a contribution to intersection theory on arithmetic schemes by means of derived and non-commutative algebraic geometry, a program envisioned by Toën–Vezzosi ([21]).

Specifically, we categorify the localized intersection product introduced by Kato–Saito ([10]) and, as an application, we prove the unipotent case of the Deligne–Milnor conjecture, see [8, Exposé XVI]. With the same method, we also prove several new cases of the unipotent Bloch conductor conjecture.
The results of the present paper, combined with those of [3] where we provide a non-commutative interpretation of the total dimension of arithmetic schemes, will settle the Deligne–Milnor conjecture in full generality (that is, without the unipotence assumption).

1.1. The Deligne–Milnor conjecture.

1.1.1. Let \( f : \mathbb{C}^{n+1} \to \mathbb{C} \) be an analytic function with an isolated critical point \( x \in \mathbb{C}^{n+1} \) lying in the special fiber \( X_0 := f^{-1}(0) \). The celebrated Milnor formula states that the dimension of the Jacobian ring of \( f \) at \( x \) (also called Milnor number) equals the number of vanishing cycles, see [13].

1.1.2. In [8, Exposé XVI], Deligne formulated a (conjectural) algebro-geometric version of this formula. In this situation, the map \( f \) (or rather, its germ near the preimage of \( 0 \in \mathbb{C} \)) is replaced by a map of schemes \( p : U \to S \), where:

- the base \( S \) is a strictly henselian trait\(^1\). For concreteness, the reader could consider \( S = \text{Spec}(\mathbb{Z}_p) \), the spectrum of the strict henselization of the ring of \( p \)-adic integers, or \( S = \text{Spec}(k[t]) \) for some separably closed field \( k \) of arbitrary characteristic. Denote by \( s \) the closed (or special) point of \( S \), by \( \eta \) the generic point and by \( \bar{\eta} \) the geometric generic point.
- the total space \( U \) is regular, while \( p \) is a flat morphism that is smooth everywhere except for a closed point \( x \) in the special fiber \( U_s := U \times_S s \). Moreover, we assume that \( U \) is purely of relative dimension \( n \).

1.1.3. Denote by \( \Omega^1_{U/S} \) the coherent sheaf of relative Kahler differentials. In this situation, the Deligne–Milnor number is defined by

\[
\mu_{U/S} := \text{length}_{O_{U,x}} (\text{Ext}^1(\Omega^1_{U/S}, O_U)_x).
\]

This is a generalization of the dimension of the Jacobian ring to the algebro-geometric situation and it will be the left-hand-side of the Deligne–Milnor formula.

1.1.4. We now discuss the right-hand side of the Deligne–Milnor formula. Let \( \ell \) be a prime number different from the residue characteristics of \( S \).

Denote by \( U_\eta \) and \( U_\bar{\eta} \) the generic and geometric generic fibers, respectively. We know that \( U_\eta \) (and therefore its cohomology) carries a natural action of the inertia group \( I \), which coincides with the absolute Galois group of the generic point of \( S \) (since we are assuming that \( S \) is strict).

1.1.5. Next, recall the sheaf of vanishing cycles of \( U/S \): this is an \( \ell \)-adic sheaf on the special fiber, supported on the singular locus of \( U/S \). For more details, see [7, 8]. In our case (where \( U/S \) has only an isolated singularity), the sheaf of vanishing cycles can be identified with a \( \mathbb{Q}_\ell \)-vector space \( \Phi_x \), placed in cohomological degree \( n \), equipped with a canonical action of the inertia group \( I \). The Swan conductor \( Sw(\Phi_x) \) is an integer related to the action of the wild inertia subgroup: see [8, Exposé XVI], [1] and [10] for a precise definition. Following Deligne, we define the total dimension of \( \Phi_x \) by the formula

\[
\dim_{\text{tot}}(\Phi_x) = \dim(\Phi_x) + Sw(\Phi_x).
\]

Conjecture 1.1.6 (Deligne–Milnor formula, [8, Exposé XVI]). In the above situation, we have:

\[
\mu_{U/S} = (-1)^n \dim_{\text{tot}}(\Phi_x).
\]

1.1.7. The following cases of the above conjecture where proven by Deligne in [8, Exposé XVI]:

1. when \( S \) has pure characteristic;
2. when the relative dimension of \( U \) over \( S \) is zero;
3. when the singularity at \( x \) is ordinary quadratic.

In [15], Orgogozo showed that Conjecture 1.1.6 is equivalent to a special case of Bloch conductor conjecture, see below. In particular, by looking at the list of known cases of the latter conjecture, we see that Conjecture 1.1.6 holds true when \( n = 1 \).

Besides these cases, the conjecture remains open when \( S \) has mixed characteristic. We can now state the first main theorem of this paper.

**Theorem A.** The Deligne–Milnor conjecture holds true as soon as the inertia group acts unipotently on \( \Phi_x \).

\(^1\)It is not necessary to assume that the trait is strict. However, it turns out that there is no loss of generality in doing so.
Remark 1.1.8. As mentioned, the present paper provides a non-commutative interpretation of the left-hand side of the Deligne–Milnor formula (1).

In the companion paper [3], we will interpret the right-hand side from this perspective as well. The results of these two papers, combined, will allow us to settle the whole conjecture.

1.2. Bloch conductor conjecture. We now recall the statement of Bloch conductor conjecture (BCC) and its connection with the Deligne–Milnor conjecture.

1.2.1. Consider an $S$-scheme $p : X \to S$ which is regular, flat, proper and generically smooth. Notice that $p_s : X_s \to s$ might very well be singular. Here the singular locus can be arbitrary, we no longer require it to be a point. Bloch conductor conjecture describes the difference of the $\ell$-adic Euler characteristics of $X_s$ and $X_{\bar{s}}$ as follows:

**Conjecture 1.2.2** (Bloch conductor formula, [5]). For $p : X \to S$ as above, we have

$$\chi(X_s; \mathbb{Q}_\ell) - \chi(X_{\bar{s}}; \mathbb{Q}_\ell) = \text{Bl}(X/S) + \text{Sw}(X_{\eta}/\eta; \mathbb{Q}_\ell),$$

where $\text{Bl}(X/S)$ denotes Bloch intersection number and $\text{Sw}(X_{\eta}/\eta)$ the Swan conductor of $X_{\eta}$.

1.2.3. The intersection number $\text{Bl}(X/S)$ is an algebro-geometric invariant of $X/S$: it was defined by Bloch in [5, §1], with the notation $\langle \Delta_X, \Delta_X \rangle_S$, as the top localized Chern number of the coherent sheaf $\Omega^1_{X/S}$. In this paper, we will use a different characterization of $\text{Bl}(X/S)$, due to Kato–Saito, which is more suitable for our computations, see Theorem 1.4.2.

1.2.4. As mentioned above, the Swan conductor

$$\text{Sw}(X_{\eta}/\eta; \mathbb{Q}_\ell) := \text{Sw} \left( H^1_{\text{et}}(X_{\bar{s}}, \mathbb{Q}_\ell) \right)$$

has an arithmetic origin: it vanishes if and only if the action of the inertia group on the $\ell$-adic cohomology of $X_{\bar{s}}$ is tame, so it is strictly related to wild ramification. Thus, an intriguing aspect of (2) is that it relates topological, algebraic and arithmetic invariants of $X/S$.

**Remark 1.2.5.** It is convenient to rewrite (2) as

$$\text{Bl}(X/S) = - \left( \text{Sw}(X_{\eta}/\eta; \mathbb{Q}_\ell) - \chi(X_s; \mathbb{Q}_\ell) + \chi(X_{\bar{s}}; \mathbb{Q}_\ell) \right).$$

The quantity

$$\text{Sw}(X_{\eta}/\eta; \mathbb{Q}_\ell) - \chi(X_s; \mathbb{Q}_\ell) + \chi(X_{\bar{s}}; \mathbb{Q}_\ell)$$

is sometimes called the Artin conductor of $X/S$. However, we prefer to set

$$\dim_{\text{tot}}(X/S) := \text{Sw}(X_{\eta}/\eta) - \chi(X_s; \mathbb{Q}_\ell) + \chi(X_{\bar{s}}; \mathbb{Q}_\ell)$$

and call this number the **total dimension** of $X/S$. With these conventions, Conjecture 1.2.2 reads

$$\text{Bl}(X/S) = - \dim_{\text{tot}}(X/S).$$

1.2.6. Several cases of Conjecture 1.2.2 have been established:

- in his seminal paper [5], Bloch proves it for $X/S$ a family of curves.
- relative dimension zero: in this case, BCC is the conductor discriminant formula from algebraic number theory.
- when $S$ is of pure characteristic zero; this case can be extracted from work of Kapranov [9]. Also, this case follows from [10] by combining their result with Hironaka resolution of singularities in characteristic zero.
- in [10], Kato and Saito use logarithmic algebraic geometry to prove BCC under the hypothesis that $(X_s)_{\text{red}} \to X$ is a normal-crossing divisor.
- in [19], Saito develops the theory of characteristic cycles in positive characteristic, obtaining the proof of Conjecture 1.2.2 in pure-characteristic, under the hypothesis that $X/S$ is projective.
- In [1], Abbes highlights that a similar formula makes sense for all $S$-endomorphisms of $X$ and generalizes the proof of Bloch to give a formula valid for arithmetic surfaces with an $S$-automorphism. This point of view is adopted in [10] too.
1.2.7. In particular, the first item, combined with [15], implies that the Deligne–Milnor conjecture is true in relative dimension 1. In fact, Orgogozo shows that the formula proposed by Bloch coincides with that proposed by Deligne in the situation of an isolated singularity. However, like the Deligne–Milnor conjecture, Conjecture 1.2.2 remains open in general.

1.3. A generalization of Bloch conductor conjecture. In this section, we state the second and third main results of this paper, which are a contribution to the list of Section 1.2.6. Our methods are well suited to tackle the more general situation where the map $X/S$ is not necessarily proper. This is the setting of the generalized Bloch conductor conjecture, stated below.

1.3.1. It turns out that the number $\text{Bl}(X/S)$ can be defined even when $p : X \to S$ is not proper: one just needs the singular locus of $p$ to be proper over $S$. Accordingly, as suggested in [15], Bloch conductor conjecture may be generalized as follows.

In what follows, we will use the notation $\Phi_{X/S}$ as a shortcut for $\Phi_p(\mathbb{Q}_\ell,X)$, i.e. the sheaf of $\ell$-adic vanishing cycles with coefficients in $\mathbb{Q}_\ell$. Notice that $\Phi_{X/S}$ is supported on the singular locus $Z$ of $X/S$. In particular, with our assumption:

$$H^s_{\text{ét}}(X_s, \Phi_{X/S}) \simeq H^s_{\text{ét}, c}(X_s, \Phi_{X/S}),$$

where the right hand side denotes cohomology with compact support.

**Conjecture 1.3.2** (Generalized Bloch conductor formula). Let $p : X \to S$ be flat morphism of finite type, generically smooth. Assume that $X$ is regular and that its singular locus is proper over $S$. Then

$$\text{Bl}(X/S) = -\dim_{\text{tot}} \left( H^s_{\text{ét}}(X_s, \Phi_{X/S}) \right) := -\chi \left( H^s_{\text{ét}}(X_s, \Phi_{X/S}) \right) - Sw \left( H^s_{\text{ét}}(X_s, \Phi_{X/S}) \right).$$

When $p : X \to S$ is proper

$$Sw \left( H^s_{\text{ét}}(X_s, \Phi_{X/S}) \right) = Sw \left( H^s_{\text{ét}}(X_{\tilde{s}}, \mathbb{Q}_\ell) \right)$$

and

$$\chi \left( H^s_{\text{ét}}(X_s, \Phi_{X/S}) \right) = -\chi(X_s; \mathbb{Q}_\ell) + \chi(X_{\tilde{s}}; \mathbb{Q}_\ell),$$

so that the generalized Bloch conductor formula agrees with the original one in this case.

1.3.3. In the main body of the paper, we will prove this conjecture in the following two cases.

**Theorem B.** The generalized Bloch conductor conjecture holds true provided that the following two assumptions are satisfied:

- $X$ embeds as a hypersurface in a smooth $S$-scheme;
- the inertia group acts unipotently on $\Phi_{X/S}$.

**Theorem C.** Assume that $S$ is of pure characteristic. Then the generalized Bloch conductor conjecture holds true provided that the inertia group acts unipotently on $\Phi_{X/S}$.

**Remark 1.3.4.** As in [1], we can consider a generalized Bloch conductor formula where endomorphisms other than the identity are allowed. Thus, we will actually prove a more general version of Theorem B, see Theorem 4.4.1. A similar modification works for Theorem C, and it is left to the reader.

1.3.5. It turns out that Theorem A is an easy consequence of Theorem B. This follows from [15] and from the fact that we can replace $U$ with any Zariski neighborhood of $x$: since $U$ is locally a hypersurface in a smooth $S$-scheme, Theorem B applies in this case.

1.3.6. In the remainder of this introduction, we outline the proof of Theorem B (the proof of Theorem C is largely parallel). There are two main steps, roughly corresponding to the two sides of (3).

1.4. Categorifying Bloch intersection number. Our main construction shows that $\text{Bl}(X/S)$ is induced by a dg-functor of differential-graded (dg) categories upon taking $K$-theory. This construction requires $X$ to be a presented as a hypersurface in a smooth $S$-scheme, but no unipotence assumption of the action of the inertia group.
1.4.1. Let \( G_0(Y) \) denote the G-theory of a scheme \( Y \). The starting point is the following crucial result.

**Theorem 1.4.2 ([10, §5.1]).** For \( n \gg 0 \), the Tor-sheaves \( \text{Tor}^n_{X \times S}^{X, X} (\Delta_X, E) \) are supported on the singular locus \( Z \) of \( X/S \). Moreover, the difference

\[
(-1)^n \left[ \text{Tor}^n_{X \times S}^{X, X} (\Delta_X, E) \right] + (-1)^{n+1} \left[ \text{Tor}^n_{X \times S}^{X, X} (\Delta_X, E) \right]
\]

stabilizes for \( n \gg 0 \), providing a uniquely defined element of \( G_0(Z) \).

1.4.3. In particular, we get a well defined map

\[
[[\Delta_X, -]]_S : G_0(X \times_S X) \rightarrow G_0(\mathbb{S}) \simeq \mathbb{Z}
\]

\[
[E] \mapsto (-1)^n \deg \left[ \text{Tor}^n_{X \times S}^{X, X} (\Delta_X, E) \right] + (-1)^{n+1} \deg \left[ \text{Tor}^{n+1}_{X \times S}^{X, X} (\Delta_X, E) \right] \quad \text{(for } n \gg 0)\]

The expression on the right is called the degree of the difference of the stable Tors and it can be used to recover Bloch intersection number as follows.

**Theorem 1.4.4 ([10, §5.1]).** The following identity holds

\[
[[\Delta_X, \Delta_X]]_S = \text{Bl}(X/S).
\]

We will refer to the map \( [[\Delta_X, -]]_S \) as the Kato–Saito localized intersection product and take \( [[\Delta_X, \Delta_X]]_S \) as the definition of Bloch intersection number.

1.4.5. Now assume that \( p : X \rightarrow S \) can be written as a hypersurface in a smooth \( S \)-scheme \( P \), that is, \( X \) is the zero locus of a section of a line bundle \( L \) over \( P \). We will use this extra piece of structure to categorify \( [[\Delta_X, -]]_S \).

1.4.6. The appearance of the stable Tors in (4) suggests that the dg-functor in question could be expressed via matrix factorizations or, more generally, dg-categories of singularities. Recall that the dg-category of singularities \( D_{\text{sg}}(W) \) of a bounded derived scheme \( W \) is the quotient of \( D^\text{b}_{\text{coh}}(W) \) by its full subcategory \( D_{\text{perf}}(W) \), see Section 2.2.1. In our case, consider \( D_{\text{sg}}(X \times_S X) \): applying \( \text{HK}^\mathbb{Q} \) (homotopy-invariant non-compact rational K-theory), we obtain a natural map

\[
G_0(X \times_S X) \rightarrow \text{HK}^\mathbb{Q}_0(X \times_S X).
\]

1.4.7. Hence, we look for a dg-functor out of \( D_{\text{sg}}(X \times_S X) \). A naive guess is the pullback along the diagonal \( \delta_X : X \rightarrow X \times_S X \). This does not work, since \( \delta_X \) is not quasi-smooth. To fix this, we use the presentation to define a derived thickening

\[
d\delta_X : K(X, L, 0) \hookrightarrow X \times_S X
\]

of the diagonal, where \( K(X, L, 0) \) is the derived self-intersection of the zero section of \( L|_X \). Contrarily to \( \delta_X \), the map \( d\delta_X \) is quasi-smooth, hence the dg-functor \( d\delta_X \) descends to a well-defined functor

\[
D_{\text{sg}}(X \times_S X) \rightarrow D_{\text{sg}}(K(X, L, 0))
\]

between dg-categories of singularities.

**Remark 1.4.8.** By a version of Orlov’s theorem ([4, 17]), the dg-category \( D_{\text{sg}}(K(X, L, 0)) \) is equivalent to the dg-category of \( L \)-twisted matrix factorizations on \( X \).

1.4.9. We will then check that (5) lands in the full subcategory \( D_{\text{sg}}(K(X, L, 0))_Z \subseteq D_{\text{sg}}(K(X, L, 0)) \) consisting of those \( L \)-twisted matrix factorizations that are set-theoretically supported on the singular locus \( Z \) of \( X/S \). We will then observe that there is a canonical degree map

\[
\text{HK}_0^\mathbb{Q} \left( D_{\text{sg}}(K(X, L, 0))_Z \right) \rightarrow \mathbb{Q}.
\]
1.4.10. Denote by
\[ (6) \quad \int_{X/S} : \text{HK}_0^Q(\text{D}_{\text{sg}}(X \times_S X)) \xrightarrow{\text{HK}_0^Q(d\delta_X)} \text{HK}_0^Q(\text{D}_{\text{sg}}(K(X, L, 0)_Z)) \to \mathbb{Q} \]
the resulting map. We will prove (Theorem 3.3.6) that this integration map coincides with the Kato–Saito localized intersection product.

**Theorem 1.4.11.** For \( E \in \text{D}^{\text{coh}}_b(X \times_S X) \), let \([E]\) be its class in \( \text{HK}_0^Q(\text{D}_{\text{sg}}(X \times_S X)) \). We have
\[ \int_{X/S} [E] = \langle [\Delta_X], E \rangle_S. \]
In particular, \( \int_{X/S} [\Delta_X] \) equals Bloch intersection number \( \text{Bl}(X/S) \).

1.5. The categorical total dimension. In the above step, we recovered Bloch intersection number by decategorifying our functor (5), and composing with a degree map. We now decategorify (5) in a different way and find (a number related to) the total dimension.

1.5.1. This other decategorification procedure, constructed in [4], goes under the name of \( \ell \)-adic realization of dg-categories. Consider the symmetric monoidal dg-category \( \text{Shv}_{Q\ell}(S) \) of ind-constructible \( \ell \)-adic sheaves and let
\[ Q\ell,S(\beta) := \bigoplus_{j \in \mathbb{Z}} Q\ell,S(j)[2j], \]
viewed as a commutative algebra object in \( \text{Shv}_{Q\ell}(S) \). The \( \ell \)-adic realization constructed by [4] is a lax-monoidal \( \infty \)-functor \( r^{\ell}_S : \text{dgCat}_S \to \text{Mod}_{Q\ell,S(\beta)}(\text{Shv}_{Q\ell}(S)) \) with the following properties:
- it is compatible with filtered colimits;
- it is sends Drinfeld–Verdier localization sequences to fiber/cofiber sequences;
- for \( u : Y \to S \) a quasi-compact quasi-separated \( S \)-scheme, we have
\[ r^{\ell}_S(D_{\text{perf}}(Y)) \simeq u_* Q\ell,Y \otimes_{Q\ell,S} Q\ell,S(\beta). \]

1.5.2. The last item above implies that \( r^{\ell}_S(D_{\text{perf}}(S)) \simeq Q\ell,S(\beta) \). Consider now the dg-functor
\[ D_{\text{perf}}(S) \to \text{D}_{\text{sg}}(X \times_S X) \]
induced by pull-push along \( S \xleftarrow{p} X \xrightarrow{\delta} X \times_S X \). Composing this arrow with (5), we obtain a dg-functor
\[ D_{\text{perf}}(S) \to \text{D}_{\text{sg}}(X \times_S X) \xrightarrow{(5)} \text{D}_{\text{sg}}(K(X, L, 0)_Z). \]

1.5.3. Applying \( r^{\ell}_S \) to this composition, we find a map
\[ (7) \quad Q\ell,S(\beta) = r^{\ell}_S(D_{\text{perf}}(S)) \to r^{\ell}_S(\text{D}_{\text{sg}}(K(X, L, 0)_Z)). \]
Similarly to Section 1.4.9, there is a further canonical map
\[ r^{\ell}_S(\text{D}_{\text{sg}}(K(X, L, 0)_Z)) \to i_* Q\ell,s(\beta). \]
Combining these, we obtain a \( Q\ell,s(\beta) \)-linear arrow
\[ Q\ell,S(\beta) = r^{\ell}_S(D_{\text{perf}}(S)) \to r^{\ell}_S(\text{D}_{\text{sg}}(K(X, L, 0)_Z)) \to i_* Q\ell,s(\beta), \]
which is determined in \( H^0 \) by a single element of \( Q\ell \). We define the \( \ell \)-adic rational number \( \dim_{\text{tot}}(X/S) \) to be the negative of such element.
1.5.4. From this, we immediately obtain the equality
\[ \int_{X/S} [\Delta_X] = - \dimtot^{\text{cat}}(X/S). \]
Indeed, the two decategorifications HK_q^S and r_\ell are related by Toën–Vezzosi’s non-commutative \( \ell \)-adic Chern character, see [21, §2.3]; in the case at hand, this Chern character is simply the inclusion \( \mathbb{Q} \subseteq \mathbb{Q}_\ell \). In passing, notice that the left-hand side is an integer that is independent of \( \ell \) and of the presentation of \( X \) as a hypersurface, hence the same is true for the right-hand side.

In view of the above discussion, Theorem B is equivalent to the following.

**Conjecture 1.5.5.** Suppose that \( X \) is presented as a hypersurface in a smooth \( S \)-scheme and that the inertia group acts unipotently on \( H^*(\overline{X_\eta}, \mathbb{Q}_\ell) \). Then the categorical total dimension equals the classical one:
\[ \dimtot^{\text{cat}}(X/S) = \dimtot(X/S). \]

1.5.6. The last step of our proof amounts to proving this conjecture in the case of unipotent monodromy (we had not used this assumption yet). Of course, one of the simplifications of the unipotent case is that the Swan conductor vanishes.\(^2\)

1.6. Outline of the paper. This paper is organized as follows:
- In Section 2, we introduce the necessary background and recall the non-commutative trace formula proven by Toën–Vezzosi. We then construct an explicit duality datum for \( T = D_{\text{sg}}(X_s) \), the dg-category of singularities of the special fiber.
- In Section 3, we construct a categorification of the Kato–Saito localized intersection product (in particular, we obtain a categorification of Bloch intersection number).
- In Section 4 we use the constructions of the previous sections to prove Theorem B, which includes Theorem A as a special case.
- Finally, in Section 5, we prove Theorem C.
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2. Preliminaries

The purpose of this section is to recollect the results of [4] and [21] in order to fix some background and some notation. In addition to this, we construct an explicit duality datum for a dg-category that will play a key role in the proofs: the dg-category \( T := D_{\text{sg}}(X_s) \) of singularities of the special fiber.

2.1. Trace formalism in non-commutative algebraic geometry.

2.1.1. We will use the theory of \( \infty \)-categories as developed in [11, 12]. We always denote by \( S = \text{Spec}(A) \) a strictly henselian trait. No assumption is made on \( S \): it can be of mixed or of pure characteristics.

2.1.2. We denote by \( \text{dgCat}_A \) the \( \infty \)-category of small \( A \)-linear dg-categories up to Morita equivalence and by \( \text{dgCAT}_A \) the \( \infty \)-category of presentable \( A \)-linear dg-categories and continuous (\( A \)-linear) functors (see [20]). Both \( \text{dgCat}_A \) and \( \text{dgCAT}_A \) are symmetric monoidal under the tensor product \( \otimes_A \) and the ind-completion functor
\[ \widehat{(-)} : \text{dgCat}_A \rightarrow \text{dgCAT}_A \]
is symmetric monoidal. So we regard \( \text{dgCat}_A \) as a non-full subcategory of \( \text{dgCAT}_A \) and call small those morphisms in \( \text{dgCAT}_A \) that belong to \( \text{dgCat}_A \).

\(^2\)The proof in the non-unipotent case requires new ideas and will appear in [3].
2.1.3. For $B$ a small monoidal $A$-linear dg-category, we denote by $\text{dgCat}_B$ the $\infty$-category of left $B$-modules and $B$-linear functors.

A monoidal $A$-linear dg-category $B$ determines a second monoidal $A$-linear dg-category $B^{\text{rev}}$, which has the same underlying dg-category as $B$ but where the monoidal structure has been reversed: if $\ast$ denotes the product in $B$, then

$$b \ast^{\text{rev}} b' = b' \ast b.$$ Clearly, the $\infty$-category of right $B$-modules $\text{dgCat}_B$ is equivalent to the $\infty$-category of left $B^{\text{rev}}$-modules.

2.1.4. For $B$ as above, the dg-category $B^{\text{rev}} \otimes_A B$ is a monoidal $A$-linear dg-category (with the component-wise tensor structure) and it acts on $B$ from the left and from the right. We denote by $B^L$ (respectively, $B^R$) the dg-category $B$ regarded as a left (respectively, right) $B^{\text{rev}} \otimes_A B$-module. Now, given a left $B$-module $T$ and a right $B$-module $T'$, the monoidal dg-category $B^{\text{rev}} \otimes_A B$ naturally acts on $T' \otimes_A T$ and we have

$$T' \otimes_B T \simeq (T \otimes_A T') \otimes_{B^{\text{rev}} \otimes_A B} B^L.$$ 2.1.5. It is well-known that for $T \in \text{dgCat}_B$, the ind-completion $\widehat{T}$ is dualizable with dual equal to $\widehat{T}^{\text{op}}$. This implies that if $T$ is a left $B$-module, $\widehat{T}^{\text{op}}$ is a right $B$-module with the dual action.

2.1.6. Denote by

$$\mu : \widehat{B} \otimes_A \widehat{T} \rightarrow \widehat{T},$$ $$\mu^{\text{op}} : \widehat{T}^{\text{op}} \otimes_A \widehat{B} \rightarrow \widehat{T}^{\text{op}}$$

the left action of $\widehat{B}$ on $\widehat{T}$ and the right action of $\widehat{B}$ on $\widehat{T}^{\text{op}}$. We say that $T$ is cotensored over $B$ if $\mu^{\text{op}}$ is a small morphism, that is, if the right $B$-module structure on $\widehat{T}^{\text{op}}$ comes from a right $B$-module structure on $T^{\text{op}}$.

2.1.7. Let $\mu^* : \widehat{T} \rightarrow \widehat{B} \otimes_A \widehat{T}$ denote the right adjoint to $\mu$. It determines (by adjunction) a morphism $h : \widehat{T}^{\text{op}} \otimes_A \widehat{T} \rightarrow \widehat{B}$. We say that $T$ is proper over $B$ if $h$ is a small morphism (that is, $T$ is enriched over $B$).

2.1.8. By [21, Proposition 2.4.6] if $T \in \text{dgCat}_B$ is cotensored over $B$, then $\widehat{T}$ has a right dual as a left $\widehat{B}$-module whose underlying dg-category is $\widehat{T}^{\text{op}}$.

**Definition 2.1.9** ([21, Definition 2.4.7]). We say that $T$ is saturated over $B$ if it is cotensored over $B$ and if the two big morphisms above are small. In this case, we will denote them by $\text{ev}_{T/B}$ and $\text{coev}_{T/B}$, respectively. We will write $\text{ev}$ and $\text{coev}$ if this will not cause confusion.

2.1.10. Define the *Hochschild homology* of $B$ over $A$ to be the dg-category

$$\text{HH}_*(B/A) := B^R \otimes_{B^{\text{rev}} \otimes_A B} B^L.$$ Denote by

$$\text{ev}_{\text{HH}} = \text{ev}_{T/B}^{\text{HH}} : \text{T}^{\text{op}} \otimes_B \text{T} \rightarrow \text{HH}_*(B/A)$$

the functor defined by the composition

$$\text{T}^{\text{op}} \otimes_B \text{T} \simeq (T \otimes_A \text{T}^{\text{op}}) \otimes_{B^{\text{rev}} \otimes_A B} B^L \xrightarrow{\text{ev} \otimes \text{id}} B^R \otimes_{B^{\text{rev}} \otimes_A B} B^L = \text{HH}_*(B/A).$$ Using this new functor, we can define non-commutative traces as follows.

**Definition 2.1.11** ([21, Definition 2.4.4] and [12, §4.2.1]). Assume that $T$ is saturated over $B$ and let $f : T \rightarrow T$ be a $B$-linear endomorphism. We define the non-commutative trace of $f$ to be the object

$$\text{Tr}_B(f : T) \in \text{HH}_*(B/A)$$

corresponding to the composition

$$D_{\text{perf}}(A) \xrightarrow{\text{coev}} \text{T}^{\text{op}} \otimes_B \text{T} \xrightarrow{\text{id} \otimes f} \text{T}^{\text{op}} \otimes_B \text{T} \xrightarrow{\text{ev}_{\text{HH}}} \text{HH}_*(B/A).$$ 2.2. *K"unneth formula for dg-categories of singularities.* Here we review an equivalence, due to To"en–Vezzosi, see [21, Theorem 4.2.1]. It will play a crucial role in our computations.
2.2.1. For a (bounded, noetherian derived) scheme $W$ over $S$, we will consider:

- $\mathcal{D}^b_{\text{coh}}(W)$, the dg-category of complexes of $\mathcal{O}_W$-modules with bounded and coherent total cohomology;
- $\mathcal{D}_{\text{perf}}(W)$, the dg-category of perfect complexes on $W$;
- $\mathcal{D}_{\text{qcoh}}(W)$, the dg-category of quasi-coherent complexes on $W$;

Moreover, for such a $W$, we will consider

$$\mathcal{D}_{\text{sg}}(W) := \mathcal{D}^b_{\text{coh}}(W)/\mathcal{D}_{\text{perf}}(W),$$

the dg-category of singularities of $W$. This dg-category vanishes if and only if $W$ is regular.

2.2.2. Let $p : X \to S$ be as in the generalized Bloch conductor formula and consider the special fiber $p_s : X_s \to s$. The dg-category $T := \mathcal{D}_{\text{sg}}(X_s) \in \text{dgCat}_A$ is dualizable, and our goal is to make the duality datum explicit.

2.2.3. Consider the derived groupoid $G := s \times_S s$, which acts naturally on $X_s$. We denote the action map by $\mu : G \times s X_s \to X_s$.

We also set $\mathcal{B}^+ := D^b_{\text{coh}}(G)$: this is an algebra object of $\text{dgCat}_A$ under convolution and it acts naturally on $\mathcal{D}^b_{\text{coh}}(X_s)$.

2.2.4. Set also $B := \mathcal{D}_{\text{sg}}(G) := D^b_{\text{coh}}(G)/D_{\text{perf}}(G)$ and $T := D^b_{\text{coh}}(X_s)/D_{\text{perf}}(X_s)$. The above $\mathcal{B}^+$-action on $D^b_{\text{coh}}(X_s)$ descends to an action of $\mathcal{B}$ on $T$ (see [21, Proposition 4.1.5 and §4.1.3]).

By [21, Proposition 4.1.7], we know that $T$ is cotensored over $\mathcal{B}$. This means that the dual action morphism is a small morphism: for any $\phi \in T^{\text{op}}$ and $b \in \mathcal{B}$, the functor $\text{Hom}_T(\phi, b \cdot -$) preserves colimits.

2.2.5. Since $T$ is cotensored, we can form the tensor product

$$T^{\text{op}} \otimes_B T \in \text{dgCat}_A.$$

There is an equivalence $T^{\text{op}} \otimes_B T \to D_{\text{sg}}(X \times_S X)$ of $(A, A)$-bimodule dg-categories. This equivalence comes from an equivalence

$$D^b_{\text{coh}}(X_s)^{\text{op}} \otimes_{\mathcal{B}^+} D^b_{\text{coh}}(X_s) \xrightarrow{\sim} D^b_{\text{coh}}(X \times_S X)_{X_s \times X_s},$$

which in turn is induced by the functor

$$\tilde{\delta} : D^b_{\text{coh}}(X_s)^{\text{op}} \otimes_A D^b_{\text{coh}}(X_s) \to D^b_{\text{coh}}(X \times_S X)_{X_s \times X_s},$$

$$(E, F) \mapsto j_* (D E \boxtimes_s F),$$

where $j : X_s \times_X X_s \hookrightarrow X \times_S X$ is the obvious closed embedding, $D E := \text{Hom}(E, \mathcal{O}_{X_s})$ and $- \boxtimes_s -$ denotes the external tensor product relative to $s$.

Let us recall the following result proven by Toën–Vezzosi.

**Theorem 2.2.6 ([21, Theorem 4.2.1]).** The above functor induces an equivalence

$$\tilde{\delta} : T^{\text{op}} \otimes_B T \xrightarrow{\sim} D_{\text{sg}}(X \times_S X).$$

**Corollary 2.2.7 ([21, Proposition 4.3.1]).** Let $T$ and $\mathcal{B}$ be as above. Then $T$ is saturated over $\mathcal{B}$.

**Remark 2.2.8.** We believe that, though the theorem above is enough to conclude that $T$ is saturated over $\mathcal{B}$ (i.e. that there exists a duality datum) and this is all is needed for the proofs in [21], it takes a bit of work to construct an *explicit* duality datum by means of it.

2.3. **An explicit duality datum for $T/\mathcal{B}$.** We use the above equivalence to exhibit an explicit duality datum for $T$ as a left $\mathcal{B}$-module.
2.3.1. Unsurprisingly, the candidate dual is the right B-module $T^{op}$. Then the evaluation must be a functor 

$$\mathrm{ev} : T \otimes_A T^{op} \to B$$

of $(B, B)$-bimodules, while the coevaluation must be a functor

$$\mathrm{coev} : \mathcal{D}_{\text{perf}}(S) \to T^{op} \otimes_B T$$

in $\text{dgCat}_A$. After exhibiting these functors, we will need to show that the compositions

$$T \simeq T \otimes_A \mathcal{D}_{\text{perf}}(A) \overset{\text{id} \otimes \text{coev}}\to T \otimes_A T^{op} \otimes_B T \overset{\text{ev} \otimes \text{id}}\to B \otimes_B T \simeq T$$

are homotopic to the identity functors.

2.3.2. To define the coevaluation, we use the equivalence of Theorem 2.2.6. Thus, coev is the functor

$$\ell : \mathcal{D}_{\text{perf}}(S) \to \mathcal{D}_{\text{coh}}^b(X \times_S X) \overset{\text{proj}}\to \mathcal{D}_{\text{sg}}(X \times_S X)$$

$$M \mapsto \delta_\ast(p^\ast(M)) \mapsto \text{proj} \left( \delta_\ast(p^\ast(M)) \right),$$

where $\delta : X \to X \times_S X$ is the diagonal. We set $\Delta_X := \delta_\ast(D_X) \in \mathcal{D}_{\text{coh}}^b(X \times_S X)$, alerting the reader that we will often abuse notation and regard $\Delta_X$ as an object of $\mathcal{D}_{\text{sg}}(X \times_S X)$ via the projection functor.

2.3.3. Let us now construct the evaluation. Consider the tautologic al maps

$$q : X_s \times_S X_s \overset{q}{\leftarrow} X_s \times X_s \overset{r}{\to} G := S \times_S s.$$

We denote by $q_1, q_2$ the compositions $X_s \times_X X_s \to X_s \times_S X_s \xrightarrow{r} X_s$ of $q$ with the two projections. Observe that we have an isomorphism

$$G \times X_s \simeq X_s \times_X X_s$$

$$(g, x) \mapsto (g \cdot x, x).$$

Under this isomorphism, the maps $q_1, q_2$ correspond to $\mu, \text{pr} : G \times X_s \xrightarrow{\cong} X_s$ respectively, while $r$ corresponds to the projection $\text{pr}_G : G \times X_s \to G$ onto $G$.

2.3.4. Now consider the functor

$$\tilde{\mathrm{ev}} : \mathcal{D}_{\text{coh}}^b(X_s) \otimes_A \mathcal{D}_{\text{coh}}^b(X_s)^{op} \to B^{+}$$

$$(E, F) \mapsto r_s q^\ast (E \boxtimes_S D\text{F}).$$

Here $- \boxtimes_S -$ denotes the external tensor product relative to $S$, i.e. $E \boxtimes_S E' = q_1^! E \otimes q_2^! E'$. This functor does indeed land in $B^{+} = \mathcal{D}_{\text{coh}}^b(G)$, since $X$ is regular and $r$ proper.

Remark 2.3.5. In view of the above observations, an alternative way to write $\tilde{\mathrm{ev}}$ is as

$$(E, F) \mapsto (\text{pr}_G)_\ast (\mu^\ast E \otimes \text{pr}_s^\ast (D\text{F})), $$

where $\text{pr}_G : G \times X_s \to G$ is the projection.

Lemma 2.3.6. The above functor $\tilde{\mathrm{ev}}$ descends to a functor

$$\mathcal{D}_{\text{sg}}(X_s) \otimes_A \mathcal{D}_{\text{sg}}(X_s)^{op} \to B$$

that we call $\mathrm{ev}$.

Proof. We need to show that $\tilde{\mathrm{ev}}(E, F) \in \mathcal{D}_{\text{perf}}(G)$, as soon as at least one between $E$ and $F$ is perfect. Suppose that $F$ is perfect (the other case is completely analogous). Since $i : X_s \to X$ is affine, the functor $i_\ast : \mathcal{D}_{\text{qcoh}}(X_s) \to \mathcal{D}_{\text{qcoh}}(X)$ is conservative and thus $\mathcal{D}_{\text{perf}}(X_s)$ is Karoubi-generated by the essential image of $i^\ast : \mathcal{D}_{\text{perf}}(X) \to \mathcal{D}_{\text{perf}}(X_s)$. In particular, we may assume that $F = i^\ast P$ for some $P \in \mathcal{D}_{\text{perf}}(X)$. Thus, we need to prove that the object

$$M := r_s q^\ast (E \boxtimes_S D\text{F}) \simeq r_s q^\ast (E \boxtimes_S i^\ast (P^\vee)) = r_s q^\ast (\text{pr}_1^\ast E \otimes \text{pr}_2^\ast i^\ast (P^\vee))$$

is perfect. Denoting by $q_1, q_2 : X_s \times_X X_s \xrightarrow{\cong} X_s$ the two projections, we obtain that

$$M \simeq r_s (q_1^\ast E \otimes q_2^\ast i^\ast (P^\vee)) \simeq r_s (q_1^\ast (E \otimes i^\ast (P^\vee))),$$

that we call $\mathrm{ev}$.  

Proof.
where the last step used $q_2 \circ i = q_1 \circ i$. Now, $E' := E \otimes i^* (P^\vee)$ belongs to $\mathcal{D}_{\coh}^b(X_s)$, so it suffices to prove that $r_* \circ q_1^*(E')$ is perfect for any $E' \in \mathcal{D}_{\coh}^b(X_s)$. To this end, consider the “swap” autoequivalence $\sigma : X_s \times X_s \simeq X_s \times X_s$. Let $E'' = \sigma^* E'$. Then $q_1^* E' \simeq q_2^* E''$ and the isomorphism $X_s \times X_s \simeq X_s \times G$, together with base-change, implies that

$$r_* \circ q_1^*(E') \simeq \mathcal{O}_G \otimes_k H^*(X_s, E''),$$

with $H^*(X_s, E'') = (p_{X_s})_* (E'')$. Since we may assume without loss of generality that $E''$ is supported on the singular locus of $X \to S$, which is proper over $s$, $H^*(X_s, E'')$ is a finite dimensional $k$-vector space and the assertion follows.

2.3.7. We now define the functor

$$\phi : \mathcal{D}_{\coh}^b(X_s) \otimes_A \mathcal{D}_{\coh}^b(X \times_S X)_{X \times_s X, s} \to \mathcal{D}_{\qcoh}^b(X_s)
(E, H) \mapsto (pr_1)_* (pr_2^* E \otimes j^* H).$$

Our main computation is the following:

**Proposition 2.3.8.** The diagram

$$\begin{align*}
\mathcal{D}_{\coh}^b(X_s) \otimes_A \mathcal{D}_{\coh}^b(X \times_S X)_{X \times_s X, s} & \xrightarrow{\mathcal{ev} \otimes \id} \mathcal{B}^+ \otimes_{\mathcal{B}^+} \mathcal{D}_{\coh}^b(X_s) \\
\mathcal{D}_{\coh}^b(X_s) \otimes_A \mathcal{D}_{\coh}^b(X \times_S X)_{X \times_s X, s} & \xrightarrow{\sim} \mathcal{D}_{\qcoh}^b(X_s)
\end{align*}$$

(10)

is naturally commutative. Here $\ast : \mathcal{B}^+ \otimes_{\mathcal{B}^+} \mathcal{D}_{\coh}^b(X_s) \to \mathcal{D}_{\qcoh}^b(X_s)$ denotes the dg-functor induced by the action of $\mathcal{B}^+$ on $\mathcal{D}_{\coh}^b(X_s)$.

**Proof.** Let $E, F_1, F_2 \in \mathcal{D}_{\coh}^b(X_s)$. The upper path sends $(E, F_1, F_2)$ to

$$\mathcal{ev}(E, F_1) \ast F_2,$$

which simplifies as

$$M := (q_1)_* (r^* r_* q^* (E \boxtimes_S \mathbf{D} F_1) \otimes q_2^* (F_2)),$$

where we recall that $q_1, q_2 : X_s \times_X X_s \to X_s$ are the two projections.

The bottom path sends $(E, F_1, F_2)$ to

$$N := (pr_2)_* (pr_1^* (E) \otimes j^* j_* (\mathbf{D} F_1 \boxtimes_S F_2)).$$

Our goal is to construct a functorial isomorphism $M \simeq N$.

We start by manipulating $M$. Using Section 2.3.3, we have:

$$M \simeq \mu_* (r^* r_* q^* (E \boxtimes_S \mathbf{D} F_1) \otimes pr^* F_2).$$

Next, base-change along the fiber square

$$\begin{align*}
G \times_s X_s \times_s X_s & \xrightarrow{\id \otimes \pr_1} G \times_s X_s \\
G \times_s X_s & \xrightarrow{\id \otimes \pr_2} G \times_s X_s \\
G \times_s X_s & \xrightarrow{r} G
\end{align*}$$

and the projection formula yield

$$M \simeq \mu_* \left( (\id \otimes \pr_2)_* (\id \otimes \pr_1)^* q^* (E \boxtimes_S \mathbf{D} F_1) \otimes pr^* F_2 \right)$$

$$\simeq \mu_* (\id \otimes \pr_2)_* \left( (\id \otimes \pr_1)^* q^* (E \boxtimes_S \mathbf{D} F_1) \otimes (\id \times \pr_2)^* pr^* F_2 \right).$$

We now use the observation of Section 2.3.3 to replace $q^* (E \boxtimes_S \mathbf{D} F_1)$ with $\mu^* E \otimes pr^* (\mathbf{D} F_1)$. This yields

$$M \simeq \mu_* (\id \otimes \pr_2)_* \left( (\id \otimes \pr_1)^* \mu^* E \otimes (\id \times \pr_1)^* pr^* (\mathbf{D} F_1) \otimes (\id \times \pr_2)^* pr^* F_2 \right).$$
Now, it is obvious that

\[(\text{id}_G \times \text{pr}_1)^* \text{pr}^*(\mathbb{D}F_1) \otimes (\text{id}_G \times \text{pr}_2)^* \text{pr}^*F_2 \simeq \mathcal{O}_G \boxtimes F_1 \boxtimes F_2,\]

where the external product is the one given by the three projections of \(G \times_s X_s \times_s X_s\).

It remains to simplify the compositions \(\mu \circ (\text{id}_G \times \text{pr}_i)\) for \(i = 1, 2\). To this end, we consider the diagonal action of \(G\) on \(X_s \times_s X_s\). Denoting by \(\nu\) the action map, it is clear that

\[\mu \circ (\text{id}_G \times \text{pr}_i) \simeq \text{pr}_i \circ \nu.\]

for \(i = 1, 2\). All in all, we obtain

\[M \simeq (\text{pr}_2)_* \nu_* \left(\nu^*(\text{pr}_1)^* E \otimes \mathcal{O}_G \boxtimes \mathbb{D}F_1 \boxtimes F_2\right) \simeq (\text{pr}_2)_* \left((\text{pr}_1)^* E \otimes \nu_* (\mathcal{O}_G \boxtimes \mathbb{D}F_1 \boxtimes F_2)\right).\]

To conclude our proof, we just need to show that \(\nu_* (\mathcal{O}_G \boxtimes -) \simeq j^* j_* (-)\). For this, we look at the fiber square

\[
\begin{array}{ccc}
G \times_s X_s \times_s X_s & \xrightarrow{\text{pr}_G \times \text{id}_{X_s \times_s X_s}} & X_s \times_s X_s \\
\downarrow \nu & & \downarrow j \\
X_s \times_s X_s & \xrightarrow{j} & X \times X
\end{array}
\]

and apply base-change. Since all the equivalences in the steps above are functorial (base-change equivalences and projection formulas), we are done. \qed

**Corollary 2.3.9.** The essential image of \(\tilde{\phi}\) is contained in \(\mathbb{D}^b_{\text{coh}}(X_s)\). Thus, from now on we consider \(\tilde{\phi}\) as a functor \(\phi: \mathbb{D}^b_{\text{coh}}(X_s) \otimes_A \mathbb{D}^b_{\text{coh}}(X \times_s X)_{X_s \times_s X_s} \rightarrow \mathbb{D}^b_{\text{coh}}(X_s)\).

**Proof.** Recall that the \(\mathbb{B}^+\)-action functor \(\mathbb{B}^+ \otimes_A \mathbb{D}^b_{\text{coh}}(X_s) \rightarrow \mathbb{D}^b_{\text{coh}}(X_s)\) lands in \(\mathbb{D}^b_{\text{coh}}(X_s)\). Then the assertion follows from the commutativity of (10) and the fact that \(\mathbb{F}\) Karoubi-generates the target. \qed

**Corollary 2.3.10.** The functor \(\phi\) descends to a functor

\[\phi: \mathbb{D}_{\text{sg}}(X_s) \otimes_A \mathbb{D}_{\text{sg}}(X \times_s X) \rightarrow \mathbb{D}_{\text{sg}}(X_s).\]

**Proof.** Using the commutativity of (10) and the equivalence \(\mathbb{F}\) again, it suffices to prove the following claim. Given three objects \(F_0, F_1, F_2\) in \(\mathbb{D}^b_{\text{coh}}(X_s)\), the object \(\text{ev}(F_0, F_1) \ast F_2\) is perfect as soon as one among the \(F_i\)’s is. Since the \(\mathbb{B}^+\)-action on \(\mathbb{D}^b_{\text{coh}}(X_s)\) preserves \(\mathbb{D}_{\text{perf}}(X_s)\), the assertion is clear in the case \(F_2\) is perfect. In the other two cases, Lemma 2.3.6 guarantees that \(\text{ev}(F_0, F_1) \in \mathbb{D}_{\text{perf}}(G)\) and we are done. \qed

**Corollary 2.3.11.** The diagram

\[
\begin{array}{ccc}
\mathbb{D}_{\text{sg}}(X_s) \otimes_A \mathbb{D}_{\text{sg}}(X_s)^{\text{op}} \otimes_B \mathbb{D}_{\text{sg}}(X_s) & \xrightarrow{\text{ev} \otimes \text{id}} & B \otimes_B \mathbb{D}_{\text{sg}}(X_s) \\
\downarrow \text{id} \otimes \mathbb{F} & & \downarrow * \\
\mathbb{D}_{\text{sg}}(X_s) \otimes_A \mathbb{D}_{\text{sg}}(X \times_s X) & \xrightarrow{\phi} & \mathbb{D}_{\text{sg}}(X_s).
\end{array}
\]

(11)

commutes naturally.

**Lemma 2.3.12.** The functor

\[\phi(-, \Delta_X): \mathbb{D}_{\text{sg}}(X_s) \rightarrow \mathbb{D}_{\text{sg}}(X_s)\]

is naturally homotopic to \(\text{id}_{\mathbb{D}_{\text{sg}}(X_s)}\).
Proof. We will prove a stronger statement. By Proposition 2.3.8 we have the commutative diagram

\[
\begin{array}{c}
D_{\text{coh}}^b(X_s) \otimes_A D_{\text{coh}}^b(X_s)^{\text{op}} \otimes_B D_{\text{coh}}^b(X_s) \\
\downarrow \text{id} \otimes \delta \downarrow \downarrow \phi \\
D_{\text{coh}}^b(X_s) \otimes_A D_{\text{coh}}^b(X \times_S X)_{X_s \times X_s} \otimes \phi \downarrow \downarrow \incl \\
D_{\text{coh}}^b(X_s) \otimes_A D_{\text{coh}}^b(X \times_S X) \otimes \phi \downarrow \incl \\
D_{\text{qcoh}}(X_s).
\end{array}
\]

Unraveling the definition, we see that
\[\tilde{\phi}(-, \Delta_X) \simeq (\text{pr}_2)_* (\text{pr}_1^* (-) \otimes j^*(\Delta_X)).\]

Now, observing that the diagram
\[
\begin{array}{ccc}
X_s & \rightarrow & X_s \times X_s \\
\downarrow \delta_X & & \downarrow \delta \\
X & \rightarrow & X \times_S X
\end{array}
\]

is a (derived) fiber square, we get that \(j^* \Delta_X \simeq \Delta_{X_s} := (\delta)_*(\mathcal{O}_{X_s})\) and the assertion follows from the projection formula.

To conclude, observe that \(X/S\) is generically smooth and so the functor \(D_{\text{coh}}^b(X \times_S X)_{X_s \times X_s} \rightarrow D_{\text{coh}}^b(X \times_S X)\) induces an equivalence
\[D_{\text{sg}}(X \times_S X)_{X_s \times X_s} \simeq D_{\text{sg}}(X \times S X).
\]
Thus the claim for the singularity category follows. \(\square\)

2.3.13. We can now conclude the proof that the pair \((\text{ev}, \text{coev})\) is a duality datum for \(T\) over \(B\).

Proposition 2.3.14. The functors
\[\text{coev} : D_{\text{perf}}(S) \rightarrow T^{\text{op}} \otimes_B T, \quad \text{ev} : T \otimes_A T^{\text{op}} \rightarrow B\]
defined above form a duality datum for the left \(B\)-module \(T\).

Proof. It follows immediately from (11) and Lemma 2.3.12 that the composition
\[T \simeq T \otimes_A A \rightarrow T \otimes_A T^{\text{op}} \otimes_B T \rightarrow \text{ev} \otimes \text{id} \rightarrow B \otimes_B T \simeq T\]
is homotopic to the identity. The proof that the composition
\[T^{\text{op}} \simeq A \otimes_A T^{\text{op}} \rightarrow T^{\text{op}} \otimes_B T \otimes_A T^{\text{op}} \rightarrow \text{id} \otimes \text{ev} \rightarrow T^{\text{op}} \otimes_B B \simeq T^{\text{op}}\]
is homotopic to the identity is similar and left to the reader. \(\square\)

Remark 2.3.15. Let \(f : X \rightarrow X\) be an \(S\)-linear endomorphism which preserves the singular locus. Observe that \(f\) is quasi-smooth (because \(X\) is regular). Therefore, it induces an endofunctor
\[(f_s)_* : T \rightarrow T,\]
where \(f_s\) denotes the endomorphism of \(X_s\) induced by \(f\). It is easy to check that \((f_s)_*\) is \(B\)-linear and that the diagram
\[
\begin{array}{c}
T^{\text{op}} \otimes_B T \rightarrow T^{\text{op}} \otimes_B T \\
\downarrow \delta \\
D_{\text{sg}}(X \times_S X) \rightarrow D_{\text{sg}}(X \times_S X)
\end{array}
\]
is commutative. In particular, we obtain that the composition
\[
D_{\text{perf}}(S) \rightarrow T^{\text{op}} \otimes_B T \rightarrow T^{\text{op}} \otimes_B T
\]
corresponds to the dg functor
\[ D_{\text{perf}}(S) \to D_{\text{sg}}(X \times_S X) \]
determined by the structure sheaf of the graph of \( f \).

### 3. K-theoretic intersection theory on arithmetic schemes

In this section, we begin the proof of Theorem B. Using the presentation of \( X \) as a hypersurface, we construct a dg-functor whose decategorification recovers Bloch intersection number \( \text{Bl}(X/S) \). For this construction, we do not need the unipotence hypothesis of Theorem B.

#### 3.1. Construction of the dg-functor of “intersection with the diagonal”.

**3.1.1.** We need to fix some notation. For \( W \) an \( S \)-scheme and \( L \) a line bundle on it, we denote by \( K(W, L, 0) \) the derived self-intersection of the zero section of \( W \) in the total space of \( L \). The letter \( K \) stands for “Koszul”. When the line bundle is trivial, we omit it from the notation: in other words, we define
\[ K(W, 0) := W \times_{A^1} W. \]
When \( W \) is regular, the scheme \( K(W, L, 0) \) is quasi-smooth over \( W \).

**3.1.2.** We will consider the dg-category of singularities \( D_{\text{sg}}(K(W, L, 0)) \). By a version of Orlov’s theorem, \( D_{\text{sg}}(K(W, L, 0)) \) is equivalent to the dg-category \( \text{MF}(W, L, 0) \) of \( L \)-twisted matrix factorizations on \( W \). This equivalence
\[ \Xi : D_{\text{sg}}(K(W, L, 0)) \to \text{MF}(W, L, 0) \]
is induced by the dg-functor
\[ \Xi^+ : D_{\text{coh}}^b(K(W, L, 0)) \to \text{MF}(W, L, 0) \]
\[ (M, d, h) \mapsto \left[ \ldots \oplus_{\text{deg } j} M^{2i+j} \otimes L^i d^{i+1} \oplus_{\text{deg } j+1} M^{2i+j+1} \otimes L^i d^{i+1} \ldots \right]. \]
Here \( (M, d) \) is a bounded complex of coherent sheaves on \( W \) and \( h : M \to M[-1] \otimes L \) is such that \( h^2 = 0 \) (super)commuting with \( d \).

**3.1.3.** We now impose the first hypothesis of Theorem B: we write \( X = V(s) \), for a global section \( s \in H^0(P, L) \) of a line bundle \( L \) on a smooth \( S \)-scheme \( P \). This presentation yields the following two fiber squares:

\[
\begin{array}{ccc}
X \times_P X & \to & P \\
\downarrow d\delta_X & & \downarrow \delta_P \\
X \times_S X & \to & P \times_S P \\
\downarrow & & \downarrow s \times s \\
P \times_S P & \to & L \times_S L.
\end{array}
\]

Observe that the diagonal \( \delta_X : X \to X \times_S X \) factors as the composition
\[ X \xrightarrow{\iota} K(X, L, 0) \simeq X \times_P X \xrightarrow{d\delta_X} X \times_S X, \]
with \( \iota \) a derived thickening of \( X \). We say that \( d\delta_X \) is a derived enhancement of \( \delta_X \).
3.1.4. By construction, the closed embedding $d\delta_X$ is quasi-smooth (while $\delta_X$ is not). This is an immediate consequence of the fact that $d\delta_X$ is the pullback of the diagonal $\delta_P : P \to P \times_S P$, which is quasi-smooth since $P$ is assumed to be smooth over $S$. Hence, the quasi-coherent pullback dg-functor $d\delta_X^*$ preserves both coherent and perfect objects, thereby inducing a dg-functor

$$d\delta_X^* : D_{sg}(X \times_S X) \to D_{sg}(K(X, L, 0))$$

between the singularity categories.

**Lemma 3.1.5.** The dg-functor (13) factors through the full subcategory

$$D_{sg}(K(X, L, 0))_Z \subseteq D_{sg}(K(X, L, 0)),$$

where $Z \subseteq X$ denotes the singular locus of $X/S$.

**Proof.** Recall that $D_{sg}(K(X, L, 0))_Z$ is defined as the kernel of the restriction functor

$$D_{sg}(K(X, L, 0)) \to D_{sg}(K(U, L|_U, 0)),$$

with $j : U \to X$ the open complement of $Z \subseteq X$. Thus, we have to show that the composition

$$D_{sg}(X \times_S X) \xrightarrow{d\delta_X} D_{sg}(K(X, L, 0)) \xrightarrow{j^*} D_{sg}(K(U, L|_U, 0))$$

is identically zero. We will show, equivalently, that the composition

$$D_{coh}^b(X \times_S X) \xrightarrow{d\delta_X} D_{coh}^b(K(X, L, 0)) \xrightarrow{j^*} D_{coh}^b(K(U, L|_U, 0))$$

factors through

$$D_{perf}(K(U, L|_U, 0)) \subseteq D_{coh}^b(K(U, L|_U, 0)).$$

The following square is clearly commutative:

$$\begin{array}{ccc}
D_{coh}^b(X \times_S X) & \xrightarrow{d\delta_X^*} & D_{coh}^b(K(X, L, 0)) \\
\downarrow{(j \times_S j)^*} & & \downarrow{j^*} \\
D_{coh}^b(U \times_S U) & \xrightarrow{d\delta_U^*} & D_{coh}^b(K(U, L|_U, 0)).
\end{array}$$

To conclude, observe that $U \times_S U$ is a regular scheme (since $U \to S$ is smooth), hence

$$D_{coh}^b(U \times_S U) \cong D_{perf}(U \times_S U)$$

and the lemma follows from the fact that $d\delta_U^*$ preserves perfect complexes. \qed

**Definition 3.1.6.** We define

$$(-, \Delta_X) : D_{sg}(X \times_S X) \to D_{sg}(K(X, L, 0))_Z$$

to be the dg-functor obtained from the above lemma. We will refer to it as the intersection with the diagonal.

3.2. Motivic realization of dg-categories.

3.2.1. Let $S\mathcal{H}_S$ denote the stable homotopy category of schemes introduced by Morel and Voevodsky in [14] (see [18] for an $\infty$-categorical version of the construction). It is a stable and presentable symmetric monoidal $\infty$-category.

3.2.2. For $Y$ a quasi-compact quasi-separated $S$-scheme, denote by $B\mathbb{U}_Y \in S\mathcal{H}_Y$ the spectrum of non-compact homotopy-invariant algebraic $K$-theory.

3.2.3. Recall that in [4] the motivic realization of dg-categories was defined. This is a lax-monoidal functor

$$M^\otimes_S : dgCat_A \to Mod_{B\mathbb{U}_S}(S\mathcal{H}_S)$$

that satisfies the following properties.

(1) If $q : Y \to S$ is a quasi-compact, quasi-separated $S$-scheme, then $M^\otimes_S(D_{perf}(Y)) \cong q_*B\mathbb{U}_Y$.

(2) In particular, $M^\otimes_S(D_{perf}(S)) \cong B\mathbb{U}_S$.

(3) $M^\otimes_S$ preserves filtered colimits.

(4) $M^\otimes_S$ sends exact sequences of dg-categories to exact triangles.
3.2.4. By tensorization with HQ (the spectrum of rational singular cohomology), we obtain a similar ∞-
functor
\[ \mathcal{M}^\vee_{Q,S} : \text{dgCat}_A \to \text{Mod}_{B\mathbb{U}_S,Q}(\mathcal{SH}_S), \]
where \( B\mathbb{U}_S = B\mathbb{U}_S \otimes \text{HQ} \) is the spectrum of non-connective homotopy-invariant rational K-theory.

3.3. The integration map. We wish to “extract” Bloch intersection number from our dg-functor \((-, \Delta_X)\). To this end, we need to study its motivic realization. Specifically, we explicitly compute the motive of \( \text{MF}(X,L,0)_Z \), as well as that of \( \text{MF}(S,0)_s \). These computations will reveal the existence of a natural map
\[ \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)_Z) \to \mathcal{M}^\vee_{Q,S}(\text{MF}(S,0)_s). \]
Combining this map with the motivic realization of \((-, \Delta_X)\), we obtain our integration map, which recovers the localized intersection product of Kato–Saito (and, in particular, Bloch intersection number).

**Proposition 3.3.1.** Let \( i : Z \hookrightarrow X \) denote the singular locus of \( X/S \). There is an equivalence
\[ (14) \quad \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)_Z) \simeq p_* (i_* i^! \mathbb{U}_Q,X \otimes i_* i^! \mathbb{U}_Q,X[1]) \]
of \( B\mathbb{U}_Q,S \)-modules. Moreover,
\[ \text{HK}^Q_0(\text{MF}(X,L,0)_Z) \simeq \text{HK}^Q_0(\mathcal{D}^\text{b}_{\text{coh}})(Z) \simeq \mathbb{G}_0(Z) \otimes \mathbb{Q}. \]

**Proof.** Since \( \mathcal{M}^\vee_{Q,S} \) sends localization sequences to exact triangles, \( \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)_Z) \) is equivalent to the fiber of
\[ \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)) \to \mathcal{M}^\vee_{Q,S}(\text{MF}(U,L|_U,0)). \]
In view of [16, §3], we know that
\[ \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)) \simeq p_* \text{coFib}(B\mathbb{U}_Q,X \xrightarrow{i_* i^! \text{id} - L^\vee} B\mathbb{U}_Q,X), \]
\[ \mathcal{M}^\vee_{Q,S}(\text{MF}(U,L,0)) \simeq (p|_U)_* \text{coFib}(B\mathbb{U}_Q,U \xrightarrow{i_* i^! \text{id} - L^\vee|_U} B\mathbb{U}_Q,U). \]
By [10, Lemma 5.1.3], the restriction \( L^\vee|_Z \) is equivalent to \( \mathcal{O}_Z \) in G-theory, so we obtain the claim by combining the above equivalences. The last formula of the proposition is an easy consequence of the first one. \( \square \)

3.3.2. Let \( i_S : s \to S \) be the embedding of the special point of \( S \). The proof above shows that
\[ (15) \quad \mathcal{M}^\vee_{Q,S}(\text{MF}(S,0)_s) \simeq (i_S)_* \circ i_S^! (\mathbb{U}_Q,S) \oplus (i_S)_* \circ i_S^! (\mathbb{U}_Q,S)[1] \]
and
\[ \text{HK}^Q_0(\text{MF}(S,0)_s) \simeq \text{HK}^Q_0(\mathcal{D}^\text{b}_{\text{coh}}(s)) \simeq \mathbb{Q}. \]

3.3.3. Thanks to the regularity of \( X \), we have a canonical isomorphism \( B\mathbb{U}_Q,X \simeq p^! B\mathbb{U}_Q,S \), see [21, Lemma 3.3.2]. Consider now the natural arrow
\[ (16) \quad p_* i_* i^! (B\mathbb{U}_Q,X) \simeq (i_S)_* p_Z p_Z^! i_S^! (B\mathbb{U}_Q,S) \to (i_S)_* i_S^! (B\mathbb{U}_Q,S), \]
obtained by adjunction, where \( p_Z \) denotes the morphism \( Z \to s \). Notice that \( i_S \circ p_Z = p \circ i \). Combining (16) with the equivalences (14) and (15), we obtain a natural arrow
\[ (17) \quad \overline{\text{deg}} : \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)_Z) \to \mathcal{M}^\vee_{Q,S}(\text{MF}(S,0)_s) \]
of \( B\mathbb{U}_Q,S \)-modules. In G-theory, this map corresponds to the degree map
\[ \text{deg} = (p_Z)_* : \mathbb{G}_0(Z) \otimes \mathbb{Q} \to \mathbb{G}_0(s) \otimes \mathbb{Q}, \]
which is well-defined since \( Z/s \) is proper.
3.3.4. We define the integration map in $\mathcal{M}_X^\vee$-modules
\[
\int_{X/S}^{M^\vee_{Q,S}}: \mathcal{M}^\vee_{Q,S}(D_{sg}(X \times_S X)) \to \mathcal{M}^\vee_{Q,S}(\text{MF}(S,0)_s)
\]
to be the composition
\[
\mathcal{M}^\vee_{Q,S}(D_{sg}(X \times_S X)) \xrightarrow{M^\vee_{Q,S}(-,\Delta_X)} \mathcal{M}^\vee_{Q,S}(\text{MF}(X,L,0)Z) \xrightarrow{\text{deg}} \mathcal{M}^\vee_{Q,S}(\text{MF}(S,0)_s).
\]
We then define the integration map to be the map induced by $f_{X/S}^{M^\vee_{Q,S}}$ in HK-theory:
\[
\int_{X/S}: \text{HK}^0_0(D_{sg}(X \times_S X)) \xrightarrow{\text{HK}^0_0(-,\Delta_X)} \text{HK}^0_0(\text{MF}(X,L,0)Z) \xrightarrow{\text{deg}} \text{G}^0_0(s) = Q.
\]
3.3.5. The canonical dg-functor $D^b_{\text{coh}}(X \times_S X) \to D_{sg}(X \times_S X)$ induces a canonical map
\[
\text{G}^0_0(X \times_S X) \to \text{HK}^0_0(D_{sg}(X \times_S X)).
\]
Hence, we can apply $\int_{X/S}$ to classes in $\text{G}^0_0(X \times_S X)$. The following is the main result of this section.

**Theorem 3.3.6.** Our integration map agrees with the localized intersection product of Kato–Saito: for $[E] \in \text{G}^0_0(X \times_S X)$, we have
\[
\int_{X/S} [E] = [\Delta X, E]|_S.
\]

The proof depends on the following more refined result, which shows that our construction agrees with that of Kato–Saito before taking the degree.

**Proposition 3.3.7.** Let
\[
[\Delta X, -]: \text{G}_0(X \times_S X) \otimes Q \to \text{HK}^0_0(D_{sg}(X \times_S X)) \to \text{HK}^0_0(\text{MF}(X,L,0)Z)
\]
denote the morphism induced by $M^\vee_{Q,S}(-,\Delta_X)$. Then
\[
[\Delta X, -] = [\Delta, -]|_{X \times_S X},
\]
where the right-hand side was defined by Kato–Saito in [10, Definition 5.1.5].

**Proof.** It is proven in [10] that, for $n \gg 0$, there are equivalences
\[
\text{Tor}_n^{X \times_S X}(\Delta X, E) \simeq \text{Tor}_{n-2}^{X \times_S X}(\Delta X, E) \otimes L
\]
of coherent $\mathcal{O}_X$-modules supported on $Z$. Accordingly, Kato–Saito defined the element
\[
[[X,E]|_{X \times_S X} \in \text{K}_0(X)_Z/(1-[L]|_Z) \simeq \text{G}_0(Z)
\]
as the difference
\[
[[X,E]|_{X \times_S X} := \text{Tor}_n^{X \times_S X}(\Delta X, E) - \text{Tor}_{n+1}^{X \times_S X}(\Delta X, E) = [\mathcal{H}^{-2n}(\delta_X^* E)] - [\mathcal{H}^{-2n-1}(\delta_X^* E)].
\]
We will express these Tor-sheaves in terms of the derived enhancement $d\delta_X$ of $\delta_X$.

The factorization $\delta_X \simeq d\delta_X \circ \iota$, see (12), yields
\[
\delta_X, \delta_X E \simeq d\delta_X, (d\delta_X(E) \otimes \iota_* \mathcal{O}_X).
\]
Let $\psi: K(X,L,0) = X \times_P X \to P$ denote the obvious map. The object $\iota_* \mathcal{O}_X \in D^b_{\text{coh}}(K(X,L,0))$ can be resolved as
\[
\iota_* \mathcal{O}_X \simeq \left[\ldots \xrightarrow{\psi^* L^\vee[1] \otimes^L \psi^* L^\vee[1]} \xrightarrow{\psi^* L^\vee[1]} \mathcal{O}_K(X,L,0)\right],
\]
so that $d\delta_X^* E \otimes \iota_* \mathcal{O}_X$ is equivalent to the totalization of the cochain complex
\[
\ldots \xrightarrow{h} d\delta_X^* E \otimes (L^\vee[1]) \otimes 2 \xrightarrow{h} d\delta_X^* E \otimes L^\vee[1] \xrightarrow{h} d\delta_X E.
\]
Next, notice that this totalization is eventually two-periodic: for $n \gg 0$, the 3-term cochain complex
\[
\text{Tot} \left(\ldots \xrightarrow{h} d\delta_X^* E \otimes L^\vee[1] \xrightarrow{h} d\delta_X^* E\right)_{-2n-1} \to \text{Tot} \left(\ldots \xrightarrow{h} d\delta_X^* E \otimes L^\vee[1] \xrightarrow{h} d\delta_X^* E\right)_{-2n} \to \text{Tot} \left(\ldots \xrightarrow{h} d\delta_X^* E \otimes L^\vee[1] \xrightarrow{h} d\delta_X^* E\right)_{-2n+1}
\]
identifies with
\[ \bigoplus_{i \in \mathbb{Z}} (d\delta^*_X E)^{2i} \otimes L^{\otimes -i} \xrightarrow{d + h} \bigoplus_{i \in \mathbb{Z}} (d\delta^*_X E)^{2i} \otimes L^{\otimes -i} \xrightarrow{d + h} \bigoplus_{i \in \mathbb{Z}} (d\delta^*_X E)^{2i+2} \otimes L^{\otimes -i}. \]

The resulting two-periodic complex is by definition the object
\[ \Xi(d\delta^*_X E) \in \text{MF}(X, L, 0)_Z. \]

In particular, we have that (for \( n \gg 0 \))
\[ H^0(\Xi(d\delta^*_X E)) \simeq \mathcal{H}^{-2n}(\delta_X \cdot \delta^*_X (E)) =: \text{Tor}_{2n}^{X \times_s X} (\Delta_X, E), \]
\[ H^1(\Xi(d\delta^*_X E)) \simeq \mathcal{H}^{-2n-1}(\delta_X \cdot \delta^*_X (E)) =: \text{Tor}_{2n+1}^{X \times_s X} (\Delta_X, E). \]

This immediately implies that
\[ [d\delta^*_X E] = [\text{Tor}_{2n}^{X \times_s X} (\Delta_X, E)] - [\text{Tor}_{2n+1}^{X \times_s X} (\Delta_X, E)] \in \text{HK}_Q^0 (\text{MF}(X, L, 0)_Z) \simeq G_Q^0 (\mathbb{Z}) \]
as claimed. \( \square \)

4. The case of unipotent monodromy

Here we explain the second (and last) part of the proof of Theorem B. In Section 4.1, we use the \( \ell \)-adic Chern character to define the categorical total dimension and to deduce a categorical version of the generalized Bloch conductor formula. Then, starting from Section 4.2, we use the unipotence assumption to prove that the categorical version agrees with the classical version.

4.1. The \( \ell \)-adic realization of dg-categories and the categorical total dimension.

We now recall the \( \ell \)-adic realization of dg-categories (defined in [4]) and the \( \ell \)-adic Chern character (defined in [21]). We use the former to define the categorical total dimension and the latter to obtain a version of the generalized Bloch conductor conjecture.

4.1.1. Following [4], consider the \( \ell \)-adic realization \( \infty \)-functor

\( \mathcal{X}_S^\ell : \text{Mod}_{\text{BU}, s}(\mathcal{H}_S) \to \text{Mod}_{\ell, s}(\text{Shv}_{\mathcal{Q}_!}(S)) \)
defined in [6, 2] and consider the composition

\( r_S^\ell := \mathcal{X}_S^\ell \circ \mathcal{M}^\vee_{\mathcal{Q}, S} : \text{dgCat}_A \to \text{Mod}_{\ell, s}(\text{Shv}_{\mathcal{Q}_!}(S)). \)

This is the \( \ell \)-adic realization of dg-categories. It is immediate that \( r_S^\ell \) has similar properties to those of \( \mathcal{M}^\vee_{\mathcal{Q}, S} \) (as both \( - \otimes \mathcal{H}Q \) and \( \mathcal{X}_S^\ell \) preserve them).

4.1.2. As in [21, Section 3.1], we will choose an isomorphism

\[ \lim_{(n, p) = 1} \mu_n(k) \simeq \tilde{\mathbb{Z}}'. \]

Consequently, we get isomorphisms \( \mathcal{Q}_\ell \simeq \mathcal{Q}_\ell(n) \), for all \( n \in \mathbb{Z} \), which trivialize the Tate twists.

4.1.3. As explained in [21, §2.3], there exists a unique (up to a contractible space of choices) lax-monoidal natural transformation

\[ \text{Ch}^\ell_S : \text{HK} \to | r_S^\ell |, \]
called the non-commutative \( \ell \)-adic Chern character. Here, \( | - | \) denotes the Dold–Kan construction. We now use this Chern character to obtain an equality of \( \ell \)-adic rational numbers starting from the dg-functors introduced in Section 3.
4.1.4. Consider the $A$-linear dg-functor
\[ D_{\text{perf}}(S) \to D_{\text{coh}}^b(X \times_S X) \to D_{sg}(X \times_S X) \]
determined by $\Delta_X$ (viewed as an object of $D_{sg}(X \times_S X)$). By abuse of notation, we denote this dg-functor by $\Delta_X$. Now consider its image under $\mathcal{M}_{q,S}^\vee$ and compose it with the integration map
\[ \int_{X/S} : \mathcal{M}_{q,S}^\vee(D_{sg}(X \times_S X)) \to \mathcal{M}_{q,S}^\vee(MF(S,0)_s), \]
thus obtaining a morphism
\[ BU_{q,S} \simeq \mathcal{M}_{q,S}^\vee(D_{\text{perf}}(S)) \xrightarrow{\mathcal{M}_{q,S}^\vee(\Delta_X)} \mathcal{M}_{q,S}^\vee(D_{sg}(X \times_S X)) \xrightarrow{\int_{X/S}} \mathcal{M}_{q,S}^\vee(MF(S,0)_s). \]

4.1.5. Recall that, at the level of $HK^Q_S$, the above morphism is the linear map $Q \to Q$ determined by $Bl(X/S)$. We now apply $\mathcal{R}_{\ell}$ to (20) and obtain a $Q_{\ell,S}(\beta)$-linear map
\[ Q_{\ell,S}(\beta) \simeq r'_S(D_{\text{perf}}(S)) \xrightarrow{r'_{S}(\Delta_X)} r'_S(D_{sg}(X \times_S X)) \xrightarrow{\int_{X/S}} r'_S(MF(S,0)_s) \simeq (i_S)_*Q_{\ell,S}(\beta). \]
This map is determined by an element of
\[ \pi_0\left( \text{Hom}_{Q_{\ell,S}(\beta)}(Q_{\ell,S}(\beta), r'_S(MF(S,0)_s)) \right) \simeq Q_\ell, \]
whose negative we call the \textit{categorical total dimension}.

**Corollary 4.1.6.** In the setting of Theorem B (but we no need for the unipotent assumption yet), the $\ell$-adic rational number $\dim^\text{cat}_{\ell}(X/S)$ belongs to $\mathbb{Z}$ and we have
\[ Bl(X/S) = -\dim^\text{cat}_{\ell}(X/S). \]

**Proof.** For the dg-category $MF(S,0)_s$, the $\ell$-adic Chern character is simply the inclusion $Q \hookrightarrow Q_\ell$. Hence, we obtain an equality
\[ \int_{X/S}[\Delta_X] = -\dim^\text{cat}_{\ell}(X/S) \]
of $\ell$-adic rational numbers. Since the left-hand side is an integer, so is the right-hand side. \qed

4.1.7. We conjecture that the above formula coincides with the generalized Bloch conductor formula. We will prove this, under the unipotence assumption, by showing that $\dim^\text{cat}_{\ell}(X/S) = \dim\text{tot}(X/S)$. The rest of Section 4 is devoted to showing that these two total dimensions agree.

4.2. A \textbf{duality datum}. Recall that $T$ is dualizable as a left $B$-module and that the explicit duality datum was exhibited in Section 2.3. In general, $r'_S$ does not preserve dualizability; however, we claim that $r'_S(T)$ is dualizable over $r'_S(B)$. In this section, we construct this duality datum.

4.2.1. Consider the arrow
\[ r'_S(\text{coev}) : r'_S(A) \to r'_S(T^{\text{op}} \otimes_B T). \]
By [21, Proof of Theorem 5.2.2], this induces an arrow
\[ \text{coev}_{r'_S(T)} : r'_S(A) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T). \]

4.2.2. Recall now that $B$ is not symmetric monoidal. However, the algebra object
\[ r'_S(B) \simeq i_*Q_{\ell,S}(\beta) \in \text{Mod}_{Q_{\ell,S}(\beta)}(\text{Shv}_{Q_0}(S)) \]
is commutative. In view of this observation, we see that $r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T)$ is a $r'_S(B)$-module and so (21) induces a map
\[ r'_S(B) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T), \]
which is our candidate coevaluation. We call it $\text{coev}_{r'_S(T)}$. 

\[ r'_S(B) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T), \]
which is our candidate coevaluation. We call it $\text{coev}_{r'_S(T)}$. 

\[ r'_S(B) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T), \]
which is our candidate coevaluation. We call it $\text{coev}_{r'_S(T)}$. 

\[ r'_S(B) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T), \]
which is our candidate coevaluation. We call it $\text{coev}_{r'_S(T)}$. 

\[ r'_S(B) \to r'_S(T^{\text{op}} \otimes_{r'_S(B)} r'_S(T), \]
which is our candidate coevaluation. We call it $\text{coev}_{r'_S(T)}$. 

4.2.3. Let us now turn to the construction of the candidate evaluation for \( r^l_S(B) \). Start with the evaluation functor \( ev : T \otimes_A T^{\text{op}} \to B \), which is \( B^{\text{rev}} \otimes_A B \)-linear. Applying \( r^l_S \) to it, we have the map
\[
r^l_S(ev) : r^l_S(T \otimes_A T^{\text{op}}) \to r^l_S(B)
\]
which we can pre-compose with the arrow
\[
\mu : r^l_S(T) \otimes_{r^l_S(A)} r^l_S(T^{\text{op}}) \to r^l_S(T \otimes_A T^{\text{op}})
\]
given by the lax-monoidal structure on \( r^l_S \). We obtain an arrow
\[
ev_{r^l_S(T)} : r^l_S(T) \otimes_{r^l_S(A)} r^l_S(T^{\text{op}}) \to r^l_S(B)
\]
which is, by construction, \( r^l_S(B^{\text{rev}}) \otimes_{r^l_S(A)} r^l_S(B) \)-linear. Tensoring up with \( r^l_S(B) \), we obtain an arrow
\[
r^l_S(T) \otimes_{r^l_S(B)} r^l_S(T^{\text{op}}) \to \text{HH}_*(r^l_S(B)/r^l_S(A))
\]
4.2.4. Since \( r^l_S(B) \) is a commutative ring, there is a canonical morphism \( \text{HH}_*(r^l_S(B)/r^l_S(A)) \to r^l_S(B) \). Composing with this, we obtain a map
\[
(23) \quad r^l_S(T) \otimes_{r^l_S(B)} r^l_S(T^{\text{op}}) \to r^l_S(B)
\]
which is our candidate evaluation for \( r^l_S(T) \) over \( r^l_S(B) \). We will denote it by \( ev_{r^l_S(T)} \).

**Proposition 4.2.5.** With the above notation, the morphisms
\[
\text{coev}_{r^l_S(T)} : r^l_S(B) \to r^l_S(T^{\text{op}}) \otimes_{r^l_S(B)} r^l_S(T)
\]
\[
ev_{r^l_S(T)} : r^l_S(T^{\text{op}}) \otimes_{r^l_S(B)} r^l_S(T) \to r^l_S(B)
\]
appearing in (22) and (23) exhibit \( r^l_S(T) \) as a dualizable \( r^l_S(B) \)-module.

**Proof.** Consider the commutative diagram below, where the unnamed arrows are induced by the lax-monoidal structure of \( r^l_S \). To reduce clutter, we write \( r \) in place of \( r^l_S \).

\[
\begin{array}{c}
\xymatrix{
r(\mathcal{T}) \ar[r]^-{\sim} & r(\mathcal{T}) \otimes_{r(A)} r(A) \ar[r]^-{\id \otimes \text{coev}_{r(\mathcal{T})}} & r(\mathcal{T}) \otimes_{r(A)} r(\mathcal{T}^{\text{op}}) \otimes_{r(B)} r(\mathcal{T}) \ar[r]^-{\ev_{r(\mathcal{T})} \otimes \id} & r(B) \otimes_{r(B)} r(\mathcal{T}) \ar[r]^-{\sim} & r(\mathcal{T}) \\
\zeta \ar[u] & r(\mathcal{T} \otimes_A A) \ar[u] \ar[r]^-{\id \otimes r(\text{coev})} & r(\mathcal{T} \otimes_A T) \otimes_{r(B)} T \ar[u] & r(\mathcal{T} \otimes_A T^{\text{op}}) \otimes_{r(B)} T \ar[u] & r(\mathcal{T} \otimes_A T^{\text{op}}) \otimes_{r(B)} T \ar[u] \\
r(\mathcal{T} \otimes_A A) \ar[r]^-{\id \otimes \text{coev}} & r(\mathcal{T} \otimes_A T^{\text{op}}) \otimes_{r(B)} T \ar[r]^-{r(\text{ev}) \otimes \id} & r(B \otimes_B T) \ar[u] & r(\mathcal{T} \otimes_A T^{\text{op}}) \otimes_{r(B)} T \ar[u] & r(\mathcal{T} \otimes_A T^{\text{op}}) \otimes_{r(B)} T \ar[u]}
\end{array}
\]

A diagram chase shows that
\[
(ev_{r^l_S(T)} \otimes \id) \circ (\id \otimes \text{coev}_{r^l_S(T)}) \simeq r^l_S \left( \left( \text{ev} \otimes \id \right) \circ (\id \otimes \text{coev}) \right) \simeq \id_{r^l_S(T)}.
\]
The other identity
\[
(\id \otimes ev_{r^l_S(T)}) \circ (\text{coev}_{r^l_S(T)} \otimes \id) \simeq \id_{r^l_S(T)}
\]
is proven similarly.

**Remark 4.2.6.** Notice that \( r^l_S(T) \simeq r^l_S(T^{\text{op}}) \), so that the above proposition implies that \( r^l_S(T) \) is self-dual.

**Remark 4.2.7.** Notice that in Proposition 4.2.5 only the hypothesis of unipotent action is needed. In particular, the proposition is valid regardless of the fact that \( X \) embeds as an hypersurface in a smooth \( S \)-scheme.
4.3. Integration and evaluation. The goal of this section is to relate the integration map

\[ \int_{X/S} : r_S^f (D_{sg}(X \times_S X)) \to r_S^f (MF(S,0)_s). \]

with the evaluation \( ev_{r_S^f} \). Namely, we will prove the following compatibility.

**Proposition 4.3.1.** The diagram

\[ \begin{array}{ccc}
  r_S^f (T) \otimes_{r_S^f (A)} r_S^f (T) & \xrightarrow{\sim} & r_S^f (D_{sg}(X \times_S X)) \\
  \downarrow{ev_{r_S^f}} & & \downarrow{f_{X/S}} \\
  r_S^f (B) & \xrightarrow{f_{X/S}} & r_S^f (MF(S,0)_s)
\end{array} \]

is commutative.

4.3.2. Before starting the proof, let us introduce the following notation. Let

\[ i_T : r_S^f (T) \otimes_{r_S^f (A)} r_S^f (T) \to r_S^f (D_{sg}(X \times_S X)) \]

be the morphism obtained by the lax monoidal structure on \( r_S^f \), the canonical morphism \( T \otimes_A T^{op} \to T^{op} \otimes_B T \) and \( \tilde{\Phi} : T^{op} \otimes_B T \to D_{sg}(X \times_S X) \).

**Lemma 4.3.3.** The diagram

\[ \begin{array}{ccc}
  r_S^f (T) \otimes_{r_S^f (A)} r_S^f (T) & \xrightarrow{i_T} & r_S^f (D_{sg}(X \times_S X)) \\
  \downarrow{\tilde{ev}_{r_S^f}} & & \downarrow{f_{X/S}} \\
  r_S^f (B) & \xrightarrow{f_{X/S}} & r_S^f (MF(S,0)_s)
\end{array} \]

(24)

is commutative.

**Proof.** We proceed in steps.

**Step 1.** Both \( r_S^f (T) \) and \( r_S^f (B) \) are dualizable over \( r_S^f (A) \). An easy computation shows that

\[ \tilde{ev}_{r_S^f} : r_S^f (T) \otimes_{r_S^f (A)} r_S^f (T) \to r_S^f (B) \]

identifies via duality to a morphism

\[ r_S^f (B) \otimes_{r_S^f (A)} r_S^f (T) \to r_S^f (T). \]

(25)

This is the action of \( r_S^f (B) \) on \( r_S^f (T) \). By [4, Proposition 4.27, Theorem 4.39], (25) is equivalent to a morphism

\[ (i_S)_*(p_s)_* (Q^1_{\ell,X}(\beta) \otimes_{Q_{\ell,X}(\beta)} \mathcal{Y}_{X/S}^1[-1]) \to (i_S)_*(p_s)_* \mathcal{Y}_{X/S}^1[-1], \]

which is the image along \( (i_S)_*(p_s)_* \) of the morphism

\[ a : Q^1_{\ell,X}(\beta) \otimes_{Q_{\ell,X}(\beta)} \mathcal{Y}_{X/S}^1[-1] \to \mathcal{Y}_{X/S}^1[-1] \]

induced by the action of \( Q^1_{\ell,X}(\beta) \) on \( \mathcal{Y}_{X/S}^1[-1] \).

**Step 2.** Thanks to the equivalences

\[ r_S^f (B) \simeq r_S^f (MF(S,0)_s) \simeq (i_S)_* Q^1_{\ell}(\beta), \]

the morphism \( f_{X/S} \circ i_T : r_S^f (T) \otimes_{r_S^f (A)} r_S^f (T) \to r_S^f (B) \) identifies, via duality, to a morphism

\[ r_S^f (B) \otimes_{r_S^f (A)} r_S^f (T) \to r_S^f (T). \]

Invoking once again [4, Proposition 4.27, Theorem 4.39], this identifies with a morphism

\[ (i_S)_*(p_s)_* (Q^1_{\ell,X}(\beta) \otimes_{Q_{\ell,X}(\beta)} \mathcal{Y}_{X/S}^1[-1]) \to (i_S)_*(p_s)_* \mathcal{Y}_{X/S}^1[-1]. \]

(27)
Step 3. Next, we describe the latter morphism explicitly. The $D_{\text{perf}}(P)$-linear dg-category $D_{\text{sg}}(X_s)$ carries an action of $MF(P,L,0)$. This follows immediately from the isomorphism

$$X \simeq P \times_{r,L,0} P.$$ 

In particular, we find that $r^P_\tau(MF(P,L,0))$ acts on $r^P_\tau(D_{\text{sg}}(X_s))$. Let $k : Z \to P$ denote the closed embedding of $Z$ inside $P$ and let us identify $\mathcal{Y}_{X/S}$ with an $\ell$-adic sheaf on $Z$. Then, since ([4, Theorem 4.39])

$$r^P_\tau(D_{\text{sg}}(X_s)) \simeq k_* \mathcal{Y}_{X/S}[1],$$

this action of $r^P_\tau(MF(P,L,0))$ factors through the canonical morphism of algebras

$$r^P_\tau(MF(P,L,0)) \to k_* k^* r^P_\tau(MF(P,L,0)).$$

However, just as in Proposition 3.3.1, we find that

$$k_* k^* r^P_\tau(MF(P,L,0)) \simeq k_* Q^1_{\ell,Z}(\beta).$$

Then (27) identifies with the image along $(i_\Sigma)_*(Z \to s)_*$ of this action of $Q^1_{\ell,Z}(\beta)$ on $\mathcal{Y}_{X/S}[1]$. We introduce the following notation for future reference:

$$(28) \quad a' : Q^1_{\ell,Z}(\beta) \otimes Q_{\ell,z}(\beta) \mathcal{Y}_{X/S}[1] \to \mathcal{Y}_{X/S}[1].$$

Step 4. Thanks to the steps above, in order to prove that $\int_{s/S} \circ \varepsilon_T$ and $\int_{X/S} \circ i_T$ are homotopic, it suffices to show that $a$ and $a'$ are so, which is a local statement. Hence, from now we assume that

$$X \simeq S \times_{A^1_S} P$$

is the zero locus of a function $f : P \to A^1_S$.

Step 5. Using $P_s := P \times_S s$, we obtain the following alternative presentations of $X_s$ as a fiber product:

$$X_s \simeq s \times_{A^1_S} P_s$$

$$X_s \simeq S \times_{A^1_S} P_s.$$

These two expressions make it evident that $X_s$ is endowed with actions of the derived groups

$$G_{\text{comm}} = s \times_{A^1_S} s$$

$$G_{\text{comm}} = S \times_{A^1_S} S.$$

Since $P_s$ is a regular scheme, we obtain actions of $D_{\text{sg}}(G_{\text{comm}})$ and $D_{\text{sg}}(G_{\text{comm}})$ on $D_{\text{sg}}(X_s)$. By construction, the former action induces the morphism (28), while the morphism (26) is induced by the usual action of $D_{\text{sg}}(G)$ on $D_{\text{sg}}(X_s)$.

To conclude, it suffices to notice that these action coincide at the level of $\ell$-adic sheaves. The reason they do is that they are both induced by the action of $D_{\text{sg}}(G_{\text{comm}})$. Namely, consider the commutative diagram

$$\begin{array}{ccc}
D_{\text{sg}}(G_{\text{comm}}) & \xrightarrow{r^F_\tau} & D_{\text{sg}}(G_{\text{comm}}) \\
\downarrow \simeq & & \downarrow \simeq \\
D_{\text{sg}}(G) & \xrightarrow{r^F_\tau} & (i_\Sigma)_*(i_\Sigma)^* Q^1_{\ell}(\beta).
\end{array}$$

Under the equivalence $r^F_\tau(D_{\text{sg}}(G_{\text{comm}})) \simeq Q^1_{\ell,Z}(\beta)$, both arrows $r^F_\tau(D_{\text{sg}}(G_{\text{comm}})) \to (i_\Sigma)_*(i_\Sigma)^* Q^1_{\ell,Z}(\beta)$ identify with the canonical arrow $Q^1_{\ell,Z}(\beta) \to (i_\Sigma)_*(i_\Sigma)^* Q^1_{\ell,Z}(\beta)$. 

4.3.4. To deduce Proposition 4.3.1 from the above lemma, it suffices to observe that the arrows of (24) are all $r^F_\tau(B)$-linear.
4.4. Conclusion of the proof of Theorem B. Here we show that, in the setting of Theorem B, the categorical total dimension we defined in Section 4.1 coincides with the usual total dimension. In view of Corollary 4.1.6, this proves Theorem B.

Theorem 4.4.1. Let \( p : X \to S \) as in Theorem B. For \( f : X \to X \) an \( S \)-endomorphism, denote by \( \Gamma_f = (\text{id}, f)_* \mathcal{O}_X \) the structure sheaf of the graph of \( f \). Then

\[
[[\Delta_X, \Gamma_f]]_S = \text{Tr}_\ell \left( ((f)_*, H^\ast_\mathcal{et}(X, \mathbb{Q}_\ell)) - \text{Tr}_\ell \left( ((f)_*, H^\ast_\mathcal{et}(X, \mathbb{Q}_\ell)) \right) \right).
\]

In particular, for \( f = \text{id} \), we obtain

\[
\text{Bl}(X/S) = \chi(X_S; \mathbb{Q}_\ell) - \chi(X_S; \mathbb{Q}_\ell) = - \text{dim}_{\mathbb{Q}_\ell} (H^\ast_\mathcal{et}(X_S, \Phi_{X/S})).
\]

The remaining part of Section 4.4 is devoted to the proof of this theorem.

4.4.2. Proposition 4.3.1 implies that the diagram

\[
\begin{array}{ccc}
H^0_\mathcal{et} \left( S, r^f_S(T^\text{op}) \otimes r^f_B \right) & \xrightarrow{\cong} & H^0_\mathcal{et} \left( S, r^f_S(T^\text{op}) \otimes B \right) \\
\downarrow & & \downarrow \text{id}_{X/S} \\
H^0_\mathcal{et} \left( S, r^f_B \right) & \xrightarrow{\cong} & H^0_\mathcal{et} \left( S, r^f_S(\text{MF}(S, 0)) \right)
\end{array}
\]

is commutative, where the composition

\[
H^0_\mathcal{et} \left( S, r^f_S(T^\text{op}) \otimes r^f_B \right) \to H^0_\mathcal{et} \left( S, r^f_B \right)
\]

is, by definition, the map induced by \( \text{ev}_{r^f_T(B)} \).

4.4.3. By Remark 2.3.15, the map \( (\text{id} \otimes (f)_*) \circ \text{coev}_{r^f_T(T)} \) corresponds to the cohomology class

\[
\text{Ch}_{r^f_S}([\Gamma_f]) \in H^0_\mathcal{et} \left( S, r^f_S(\text{MF}(S, 0)) \right).
\]

In particular, we find that

\[
\int_{X/S} \left( \text{Ch}_{r^f_S}([\Gamma_f]) \right) = \text{Tr}_{(i_S)_*, Q_\ell}( ( (f)_*, r^f_S(T) ) )
\]

as elements of \( H^0_\mathcal{et} \left( S, r^f_S(\text{MF}(S, 0)) \right) \cong \mathbb{Q}_\ell \).

4.4.4. The main theorem in [4] yields

\[
r^f_S(T) \simeq (i_S)_*, H^\ast_\mathcal{et}(X_S, \mathcal{T}_{X/S})^\ast[-1],
\]

that is, the \( \ell \)-adic realization of \( T \) recovers inertia-invariant vanishing cycles. Moreover, by [21, Lemma 5.2.5], taking fixed points with respect to \( I \) behaves as a symmetric monoidal functor when applied to complexes with unipotent action. Thus,

\[
\text{Tr}_{(i_S)_*, Q_\ell}( ( (f)_*, r^f_S(T) ) ) = \text{Tr}_{Q_\ell} \left( ((f)_*, r^f_S(X_S, \Phi_{X/S}) [-1]) \right).
\]

4.4.5. On the other hand,

\[
\int_{X/S} \left( \text{Ch}_{r^f_S}([\Gamma_f]) \right) = \text{Ch}_{r^f_S} \left( \int_{X/S} [\Gamma_f] \right)
\]

and the map

\[
\text{Ch}_{r^f_S} : \mathbb{Q} \simeq H^0 \left( \text{MF}(S, 0)_S \right) \to H^0_\mathcal{et} \left( S, r^f_S(\text{MF}(S, 0)) \right) \simeq \mathbb{Q}_\ell
\]

is just the inclusion of the rational numbers into the \( \ell \)-adic rational numbers. We will implicitly compose with such a map in the computation that follows.
4.4.6. Summarizing all the steps above, we have obtained the following chain of equalities:

\[
[\Delta X, \Gamma_f]_S = \int_{X/S} [\Gamma_f] \\
= \int_{X/S} (\text{Ch}_S([\Gamma_f])) \\
= \text{Tr}_{(i_s)_*}((f_s)_*; r_S^f(T)) \\
= \text{Tr}_{Q_s} ((f_s)_*, H^*_S(X_s, \Phi_{X/S}[-1])).
\]

5. The pure characteristic case

The goal of this section is to prove Theorem C. The strategy is very similar to the one employed for Theorem B. The only difference is that the categorification of the Kato–Saito localized intersection product can be done canonically (that is, we do not need the presentation of \(X\) as a hypersurface).

5.1. Intersection with the diagonal in the pure characteristic case.

5.1.1. Assume that \(S\) is of pure characteristic and let \(p : X \to S\) be as in the statement of the generalized Bloch conductor formula. The arrow \(S \to s\) (a feature of the pure characteristic case) lets us consider the following diagram, where both squares are Cartesian:

\[
\begin{array}{ccc}
K(X, 0) & \longrightarrow & X \\
\downarrow d\delta_X & & \downarrow \\
X \times_S X & \longrightarrow & X \times_s X \\
\downarrow & & \downarrow \\
S & \delta_S & \longrightarrow & S \times_s S.
\end{array}
\]

Similarly to the hypersurface case, we have a factorization of the diagonal

\[\delta_X : X \xrightarrow{i} K(X, 0) \xrightarrow{d\delta} X \times_S X,\]

so that \(d\delta_X\) is a derived enhancement of the diagonal.

5.1.2. Notice that, since \(X\) is smooth over \(s\), the diagonal \(X \to X \times_s X\) is quasi-smooth. Therefore, \(d\delta_X\) is a quasi-smooth closed embedding and so it induces a dg-functor

\[d\delta^*_X : D_{\text{sg}}(X \times_S X) \to D_{\text{sg}}(K(X, 0)).\]

The proof of Lemma 3.1.5 works in this case too, \textit{mutatis mutandis}. Hence, just as in the hypersurface case, this dg-functor factors through

\[d\delta^*_X : D_{\text{sg}}(X \times_S X) \to D_{\text{sg}}(K(X, 0))_Z.\]

Recall that \(Z\) denotes the singular locus of \(X \times_S X\).

5.1.3. The next step is simpler than the corresponding one for Theorem B. Namely, the push-forward along \(K(X, 0) \to K(S, 0)\) induces a dg-functor

\[D_{\text{sg}}(K(X, 0))_Z \to D_{\text{sg}}(K(S, 0))_s.\]

Pre-composing with (32), we obtain a dg-functor

\[\int_{X/S}^{\text{dg}} : D_{\text{sg}}(X \times S X) \to D_{\text{sg}}(K(S, 0))_s.\]
Proposition 5.1.4. Let
\[ [\Delta_X, -] : G_0(X \times_S X) \to HK_0(D_{sg}(X \times_S X)) \to HK_0(MF(X, 0)_Z) \simeq G_0(Z) \]
denote the morphism induced by \( d\delta^* \). Then
\[ [\Delta_X, -] = [[X, -]], \]
where the right-hand side denotes the localized intersection product defined by Kato–Saito in [10, Definition 5.1.5].

Proof. The proof of Theorem 3.3.6 works in this case as well. Since the line bundle is trivial in this case, we don’t need to invoke [16, §3]; we invoke [4, §3] instead, so that we don’t need to tensor with \( Q \). □

Corollary 5.1.5. The dg-functor \( f_{X/S}^d : D_{sg}(X \times_S X) \to D_{sg}(K(S, 0)) \) induces the Kato-Saito localized intersection product
\[ G_0(X \times_S X) \to G_0(s) \simeq \mathbb{Z} \]
\[ [E] \mapsto [[\Delta_X, E]], \]
where \( [E] \in G_0(X \times_S X) \) represents an element in \( G_0(X \times_S X) \).

In particular, we have that \( f_{X/S}^d[\Delta_X] = Bl(X/S) \).

5.2. Proof of Theorem C.

5.2.1. Recall that the setting of this theorem requires \( S \) to have pure characteristic. The main extra feature of this case is that the closed embedding \( s \hookrightarrow S \) admits a retraction \( S \twoheadrightarrow s \). As a consequence, the convolution monoidal structure on \( B \) is symmetric. In fact, by Koszul duality,
\[ B \simeq D_{perf}(k[u, u^{-1}]), \]
where \( u \) is a free variable of degree 2. Under this equivalence, the symmetric monoidal on \( B \) corresponds to the canonical symmetric monoidal structure on \( D_{perf}(k[u, u^{-1}]) \).

Remark 5.2.2. The above equivalence can alternatively be written as
\[ B \simeq MF(s, 0), \]
again with the usual symmetric monoidal structure on the right-hand side.

5.2.3. Since \( B \) is symmetric monoidal, the structure morphism \( B \to HH_*(B/A) \) admits a retraction
\[ m : HH_*(B/A) \to B. \]
We will make essential use of this morphism in the computations below.

5.2.4. Consider the canonical morphism
\[ D_{sg}(X \times_S X) \simeq T^{op} \otimes_B T \to HH_*(B/A) \]
and the composition
\[ D_{sg}(X \times_S X) \simeq T^{op} \otimes_B T \to HH_*(B/A) \overset{m}{\to} B. \]
Taking \( HK_0 \), we obtain arrows
\[ G_0(X \times_S X) \to HK_0(D_{sg}(X \times_S X)) \to HK_0(B) \simeq \mathbb{Z}. \]
We now show that map computes the difference of the stable Tors.

Proposition 5.2.5. The above map (34) sends \([E] \in G_0(X \times_S X)\) to
\[ \deg \left[ sTor^1_{0}X \times_S X(\Delta_X, E) \right] - \deg \left[ sTor^1_{0}X \times_S X(\Delta_X, E) \right]. \]
The proof is obtained by looking at the two circuits of the diagram below.
Lemma 5.2.6. The diagram

\[
\begin{array}{ccc}
T^\otimes_B T & \simeq & D_{\text{sg}}(X \times_S X) \\
\downarrow^{\text{ev}_{\text{HH}}}_{\text{Tr}_{\text{MC}}^B} & & \downarrow^{f^S_{X/S}} \\
\text{HH}_s(B/A) & \overset{m}{\longrightarrow} & B \simeq \text{MF}(s,0)
\end{array}
\]

is commutative. Here, the right vertical map is induced by the push-forward along $K(S,0) \to K(s,0)$.

Proof. Since $B$ is symmetric monoidal, the dg-categories $T^\otimes_B T$ and $\text{HH}_s(B/A)$ admit natural actions of $B$. It is clear that the lower circuit of the square is clearly $B$-linear. One checks that the upper circuit is $B$-linear too. Hence, we are comparing two objects of the dg-category $\text{Hom}_B (T^\otimes_B T, B)$.

Recalling that $T^\otimes_B T \simeq (T \otimes_A T^\otimes_B T)$, we find a canonical equivalence $\text{Hom}_B (T^\otimes_B T, B) \simeq \text{Hom}_{B^{\text{rev}}} (T \otimes_A T^\otimes_B T, B)$ induced by the restriction along the dg-functor $T^\otimes_B T \to T^\otimes_B T$. Then the assertion is a diagram chase, using the definitions and the fiber squares

\[
\begin{array}{ccc}
K(s,0) & \xleftarrow{i} & K(X,0) \\
\downarrow \quad & & \downarrow^{d^S} \\
K(S,0) & \xleftarrow{j} & K(X,0) \times_S X.
\end{array}
\]

To see that the right square is cartesian, observe that $(X \times_S X) \times_S s \simeq X_s \times_s X_s$ and then use the canonical isomorphism $K(W,0) \times_W W' \simeq K(W',0)$ valid for any map $W' \to W$. □

5.2.7. We then obtain a commutative diagram

\[
\begin{array}{ccc}
r^S_T(T^\otimes_B T) & \xrightarrow{\text{ev}_{r^S_T(T)}} & r^S_T(D_{\text{sg}}(X \times_S X)) \\
\downarrow^{r^S_T(\text{ev}_{T^\otimes_B T})} & & \downarrow^{r^S_T(f^S_{X/S})} \\
r^S_T(B) & \xrightarrow{r^S_T(m)} & r^S_T(\text{HH}_s(B/A)) \simeq r^S_T(B)
\end{array}
\]

and we conclude as follows:

\[
\begin{align*}
\text{Bl}((X/S) = & \int_{X/S} \lfloor \Delta_X \rfloor \\
= & \text{ev}_{r^S_T(T)} (\text{Ch}^\ell(\Delta_X)) \\
= & \text{Tr}r^S_T(B) (\text{id} : r^S_T(T)) \\
= & - \text{Tr}r^S_T(B) (\text{id} : \text{H}_{\text{et}}^*(X_s, \Phi_{X/S})) \\
= & - \text{dim}_{\text{tot}} (\text{H}_{\text{et}}^*(X_s, \Phi_{X/S})).
\end{align*}
\]

Notice that we have implicitly used that the $\ell$-adic non commutative Chern character $\text{Ch}^\ell : \text{HK}_0(B) \to \text{H}_{\text{et}}^0 (S, r^S_T(B))$ identifies with the inclusion $Z \subseteq \mathbb{Q}_\ell$.

Remark 5.2.8. Notice that the proof of Theorem C works in the same situation as in Theorem 4.4.1.
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