Self-supervised pre-training enhances change detection in Sentinel-2 imagery
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Abstract. This is the preprint version of the paper published in the Pattern Recognition and Remote Sensing workshop (PRRS) 2021, held in ICPR 2020/2021 (virtual). For the postprint, please refer to the official LNCS publication of the conference proceedings.

While annotated images for change detection using satellite imagery are scarce and costly to obtain, there is a wealth of unlabeled images being generated every day. In order to leverage these data to learn an image representation more adequate for change detection, we explore methods that exploit the temporal consistency of Sentinel-2 times series to obtain a usable self-supervised learning signal. For this, we build and make publicly available (https://zenodo.org/record/4280482) the Sentinel-2 Multitemporal Cities Pairs (S2MTCP) dataset, containing multitemporal image pairs from 1520 urban areas worldwide. We test the results of multiple self-supervised learning methods for pre-training models for change detection and apply it on a public change detection dataset made of Sentinel-2 image pairs (OSCD).
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1 Introduction

Large amounts of remote sensing images are produced daily from airborne and spaceborne sensors and can be used to monitor the state of our planet. Among the last generation sensors, the European Copernicus program has launched a series of satellites with multispectral sensors named Sentinel-2 (S2 hereafter). S2 has a revisit time between five days (at the Equator) and 2-3 days at mid-latitudes. With such high revisit rate, change detection, i.e. the comparison of images acquired over the same geographical area at different times to identify changes [1], allows for near real-time monitoring of dynamics that are observable though remote sensing, including forest monitoring [2,3], urbanisation mapping [4,5] and disaster monitoring [6,7].

Many change detection methods have been proposed in the literature [8]. They tend to identify changes either by comparing classification maps [9] or by
first extracting some kind of index to be thresholded to highlight changes [10].

Recently, deep learning has been considered to learn how to align data spaces,
so that changes are better highlighted and easier to detect [11,12,13,14,15].

Despite the success of these approaches, the lack of a relevant and large
labeled dataset limits their applicability [16]. In computer vision tasks using
natural images, it is common to use models that have been pre-trained on a
large dataset for a loosely related task. A different number of bands and image
structure limits the usability of these models to S2 imagery. This exacerbates
the need for a tailored change detection ground truth, which is often difficult to
obtain: especially when change is a rare anomaly (e.g. after a disaster), there
are no labeled sets to train deep learning models on.

To decrease the amount of supervision, one can revert to models using types
of annotation requiring less human effort. One could use exploit the geometry of
data manifolds by using semi-supervised models, or change the type of annota-
tions, for example by considering weak supervision, e.g. image-level annotations
rather than pixel level ones [17] or imprecise labels [18]. These approaches are
successful, but still require some level of supervision provided by an annotator.

In this paper, we explore the possibility of reducing this requirement to a min-
uminum. We consider strategies based on self-supervised learning [19,20], where a
neural network is trained using labels extracted directly from the images them-
selves. Rather than training the model on the change detection task, we train
it on a pretext task for which the labels can be extracted from the image pairs
directly (e.g. relative locations of patches). By doing so, we can pre-train the
majority of the weights and then teach the model to recognize changes with
a minimal amount of labels. We create a large and global dataset of S2 im-
age pairs, S2MTCP, where we train our self-supervised learning model, before
then fine-tuning it on the OSCD change detection dataset [21] for pixel-level
change detection. The results show that achieving state of art change detection
is possible with such a model pre-trained without labels, opening interesting
perspectives on the usage of self-supervised learning in change detection.

2 Methods

In this section, we present our entire pipeline (Section 2.1) and then detail the
self-supervised pretext tasks used for pre-training (Section 2.2).

2.1 Change detection pipeline

Let $I^1$ and $I^2$ be two multispectral images acquired over the same geographical
area at time $t^1$ and $t^2$ respectively. We want to pre-train a model on a set of
unlabeled images $\{U = (I^1_u, I^2_u)_i\}_{i=1}^N$ such that it can be easily fine-tuned on a
small set of labeled image pairs $\{L = (I^1_c, I^2_c)_i\}_{i=1}^M$.

The overall pipeline comprises three phases: first the network is trained on
the pretext task (see Section 2.2), then the layer with the best features for
change detection is manually selected. Finally, these features are used in a second
network performing change detection. Figure 1 presents the overview of the methodology.

**Phase 1: self-supervised pre-training.** Ideally, we would like the change detection network to be able to focus on learning the changed areas. To do so, one would hope that the low level features in the change detection network align the two image radiometric spaces, so that the features for \( I^1 \) and \( I^2 \) become similar for areas were no changes have occurred.

To facilitate this process, we learn such features using a self-supervised task on a large, unlabeled dataset, \( U \). This task has to be related to the task of change detection so that the learned features become useful. We test two different pretext tasks: (1) discriminate between overlapping and non-overlapping patches and (2) minimizing the difference between overlapping patches in feature space. Both pretext tasks are described in detail in the next Section 2.2.

**Phase 2: feature selection.** The deeper layers in the network are likely to be more task-specific, which means that earlier layers might be more suitable for the downstream task [22]. Therefore, we add a feature layer selection step to extract the feature layer that results in the highest change detection performance. Image pairs \( (I^1_c, I^2_c) \) are passed as input to the network and, at each layer the activation...
features $f_L^{l,i}$ and $f_L^{l,i}$ are extracted. A linear classifier is then trained on top of features extracted from a specific layer $l$. Performance of each layer is manually compared, and the layer with the highest performance is selected for the change detection task.

**Phase 3: change detection.** The selected layer is used to extract features from the change detection image pairs. We discriminate between unchanged ($\omega_{nc}$) and changed ($\omega_c$) pixels, based on the assumption that the unchanged pixels result in similar features and the changed pixels yield dissimilar features. Two classifiers are compared for this task: (1) a linear classifier and (2) Change vector analysis (CVA, [8]). The linear classifier is trained in a supervised way on the complete training set $L$, by minimizing the weighted cross entropy loss. CVA is an unsupervised method and does not require any training. However, note that the classification with CVA is not fully unsupervised as at this stage ground reference maps were used to select the optimal feature layer. However, solutions can be designed to make the selection procedure unsupervised.

### 2.2 Pretext tasks for self-supervision

In self-supervised learning, a pretext task is an auxiliary learning objective on which the model is pre-trained. Although not identical to the final task (self-supervised learning is there to pre-train models when there are not enough labels for the final task), this auxiliary objective is designed such that it helps the model learn features that are expected to be useful on the final task.

Several pretext tasks have been proposed in self-supervised learning literature: for example, [19] predicts relative positions of nearby patches, while [22] rotates patches and predicts such rotation for enforcing invariances. Regardless of the specific implementations, the common denominators are that (1) the pretext labels must be extracted from the images themselves without external supervision and (2) the pretext task must help learn features that are relevant for the real downstream task (in our case detecting changes). In the previous section we discussed the need of the change detection network to learn features that project unchanged pixels pairs in the same part of the feature space (i.e. unchanged areas become more similar [10]). To learn features in this direction, we propose two pretext tasks:

1. The first pretext task is defined by a binary classification that requires the network to predict whether or not a patch pair is overlapping. Each training example $P_j$ contains a patch pair $\{(p^i, p^g)_j, y_j\}$. The associated pseudo label equals $y_j = 0$ for spatially overlapping pairs and $y_j = 1$ for spatially non-overlapping ones. The patch pairs are spatially and temporally randomly sampled from the unlabelled image pairs, and equally divided over the two classes. The task is illustrated in Figure 2a-2c.
Fig. 2: Illustration of the patch sampling strategy for the self-supervised learning tasks. (a) Patches are spatially and temporally randomly sampled in the unlabelled image pair \((I_1^u, I_2^u)\). The colored squares represent the patches locations. (b) Overlapping patch pair (red and green) for pretext Task 1. The associated pseudo label \(y_j = 0\). (c) Non-overlapping patch pair (red and blue) for pretext Task 1. The associated pseudo label \(y_j = 1\). (d) Patch triplet for pretext Task 2.

The underlying hypothesis is that sampling \(p^1\) and \(p^2\) randomly from either \(I_1^u\) or \(I_2^u\) learns the model to ignore irrelevant radiometric variations due to acquisition conditions and to focus on relevant spatial similarity/dissimilarity between patches. The parameters of the network are optimized by minimizing binary cross-entropy loss, given by

\[
L = -(y_j \cdot log(P(y_j)) + (1 - y_j) \cdot log(1 - P(y_j)))
\]  \hspace{1cm} (1)
where $P(y_j)$ is the probability of pseudo label $y_j$ given input $P_j$ as calculated by the logistic sigmoid function in the output layer of the network.

2. The second pretext task aims to learn image representations that project overlapping patches close to each other in the high dimensional feature space and non-overlapping patches far away. The patch sampling strategy is similar to the one of the first pretext task, with patches spatially and temporally randomly sampled in unlabelled image pairs. However, each training example $P_j$ contains one extra patch to form patch triplets $(p^1, p^2, p^3)_j$. Patches $p^1$ and $p^2$ are spatially overlapping, while $p^3$ is not (Figure 2a and 2d).

The distance between features extracted from overlapping patches $p^1$ and $p^2$ should be close to zero, while the distance between feature extracted from disjoint patches $p^1$ and $p^3$ should be larger by a margin $m$. This can be accomplished by minimizing the triplet margin loss with an additional $\ell_1$ loss. The complete loss function is given by

$$L = \max(||f^1 - f^2||_2 - ||f^1 - f^3||_2 + m, 0) + \gamma \cdot |f^1 - f^2|$$

(2)

where $f^i$ is the feature vector for patch $p^i$ and $\gamma$ is a hyperparameter to balance the triplet loss and the $\ell_1$ loss functions.

The network for the first pretext tasks is implemented as a Siamese architecture with three convolutional layers per branch and a fusion layer, as shown in Fig. 3a, while the second one does not require the fusion layer, Fig. 3b.

![Schematics of the architecture of the self-supervised CNNs](image_url)
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Fig. 3: Schematics of the architecture of the self-supervised CNNs.

3 Data and setup

3.1 Datasets

**Change detection.** For the change detection task, we use the OSCD benchmark dataset [21] with annotated urban changes. It contains 24 S2 image pairs
Fig. 4: Location of the cities sampled in the generated S2MTCP dataset.

with dense reference labels \( \{ (I^1_c, I^2_c)_{i}, \Omega \}_{i=1}^{24} \) where \( \Omega \in \{ \omega_{nc}, \omega_c \} \). Images are approximately 600x600 pixels and contain scenes with different levels of urbanisation. The dataset is originally divided into 14 labeled pairs with freely available ground reference maps. The labels of the remaining 10 test pairs are only available through the DASE data portal (http://dase.grss-ieee.org/) for independent validation. In this work, 12 images are used as training set; we used the two remaining images to evaluate the change maps qualitatively. Quantitative results in the discussion section are computed on the 10 undisclosed images, after upload of the obtained maps to the DASE data portal.

**Sentinel-2 multitemporal cities pairs (S2MTCP) dataset** A dataset of S2 level 1C image pairs \( U = \{ (I^1_u, I^2_u)_{i} \}_{i=1}^{N} \), was created for self-supervised training. As the scope of this research is limited to urban change detection, the image pairs were focused on urban areas. Locations are selected based on two databases containing central coordinates of major cities in the world [23,24] with more than 200,000 inhabitants.

Image pairs \( (I^1_u, I^2_u)_{i} \) are selected randomly from available S2 images of each location with less than one percent cloud cover. Bands with a spatial resolution smaller than 10 m are resampled to 10 m and images are cropped to approximately 600x600 pixels centered on the selected coordinates. Hence, every image covers approximately 3.6km\(^2\). According to the Sentinel User Guide [25], level 1C processing includes spatial registration with sub-pixel accuracy. Therefore no image registration is performed.

The S2MTCP dataset contains \( N = 1520 \) image pairs, spread over all inhabited continents, with the highest concentration of image pairs in North-America, Europe and Asia (Fig. 4). The size of some images is smaller than 600x600 pixels. This is a result of the fact that some coordinates were located close to the edge of a Sentinel tile, the images were then cropped to the tile border. It is available at the URL [https://zenodo.org/record/4280482](https://zenodo.org/record/4280482).
3.2 Setup

**Self-supervised pretraining setup.** We use 85% of the S2MTCP dataset \(U\) to train the model, and use 10% to validate it. We keep the remaining 5% as a blind test set for numerical evaluation.

The parameters are optimized using the Adam optimization algorithm \([26]\) with the suggested defaults for the hyperparameters \((\beta_1 = 0.9, \beta_2 = 0.999)\). The training is stopped when the validation loss does not decrease by 1% in between epochs. We use a fixed learning rate of 0.001 and weight decay (0.0001). The \(\gamma\) parameter in Eq. (2) is set to 1 experimentally. At each iteration, we sample 5 patch pairs (or triplets for pretext Task 2) from each image to generate 6350 patch pairs per epoch. Data augmentation (90 degrees rotation and horizontal/vertical flips) are applied.

To assess the performance on the pretext tasks, we use the blind test set extracted from \(U\). For pretext Task 1, we assess the success rate in the task itself in percentage, while for Task 2, we consider the value of the loss. We also run the pretext tasks on the 12 images composing OSCD test set to assess domain shifts. Note that no OSCD labels are used at this stage.

**Feature layer selection setup** The performance of features \(f_l\) on the change detection task is compared using 3-fold cross validation on the OSCD labeled set. As discussed in Section 3.1, the OSCD labeled set contains 12 image pairs \((I_1^c, I_2^c, \Omega)\), hence, we use 4 pairs per fold. We consider features (i.e. activation maps) at different levels of the self-supervised model as candidates for the selection. In other words, we retain features \(f_l^{(1,2)}\), with \(l = [1, \ldots, 3]\), where \(l\) is the depth of the CNN considered (see schematics of Fig. 3) for images \(I_1^c\) and \(I_2^c\), respectively. We use the differences of the corresponding features as inputs for the change detection classifier. For pretext Task 1, we also consider \(l = 4\), i.e. the substraction layer where \(f_3^1\) and \(f_3^2\) are fused.

The linear classifiers are trained for a maximum of 250 epochs and stopped if the validation loss does not improve for 50 epochs. The same optimizer and augmentation used in the previous step are used. We sample 100 patches pairs per image of the OCSD dataset. To make sure that the results for each experiment (varying layer and pretext task) are comparable, the patches are passed to the classifiers in the same order. Performance is evaluated based on F1-score, sensitivity, specificity and precision.

**Change detection setup** Two classifiers are compared for the change detection task:

- **Supervised linear classifier**, trained in a supervised way on the OSCD training dataset. This model consists of a single linear layer followed by a softmax activation function returning the probability scores \(\{\omega_c, \omega_{nc}\}\). The threshold to obtain the change binary map was set based on the F1-score on the training set.
– CVA \cite{27}, with detection threshold optimised using either Otsu’s method or the triangle method \cite{28}.

The CV folds and extracted patches are the same as in the feature layer selection step. Same goes for optimization and augmentation strategies. The learning rate was decreased to $10^{-5}$.

4 Results and discussion

Pretext tasks performance The validation and test results for pretext Task 1 (i.e. predicting whether two patches are spatially overlapping) are reported in Table 1. The test accuracy was consistently high in both datasets: in all cases the model was able to correctly predict whether the patches were overlapping in over 97% of the patch pairs. The low number of epochs required to reach this high accuracy indicates the pretext task was easy to solve. Regarding Task 2, the lowest validation loss was reached after 17 epochs and training stopped. The loss on the OSCD dataset was slightly higher than on the S2MTCP dataset (result not shown), as a result of a larger contribution of the triplet loss. We argue that this does not indicate overfitting, but rather a domain gap between the two datasets, since the difference between the validation and test loss on the S2MTCP dataset remains small.

| Dataset | Data split | Loss   | Accuracy |
|---------|------------|--------|----------|
| S2MTCP  | validation | 0.043  | 98.93    |
| S2MTCP  | test       | 0.052  | 98.28    |
| OSCD    | -          | 0.083  | 97.67    |

Selection of optimal feature layer for change detection. Table 2 presents the average accuracy over the three folds for change detection performed with features $f_l$ for layers $l \in [1, 4]$. The features of the second convolutional layer ($l = 2$) perform best in both cases, although the differences are overall small. The performance of the deeper layers in the network trained on pretext task 1 decreases faster than the performance of the ones trained on pretext task 2. It is not surprising that features from deeper layers perform worse on the change detection task, Yosinski et al. \cite{29} have shown that deeper layers of a CNN are specific to the task and dataset used for training, while the first layers are general-purpose. This effect has also been observed when transferring features from a pretext task to the target task in self-supervised learning \cite{30}.

Based on these results, the second convolutional layer is selected for the change detection task.
Table 2: Evaluation of features per layer as measured by Average Accuracy (%) on the change detection task by cross validation. \( l = \{1, 3\} \) represents which convolutional layers of the self-supervised model is used. For each pretext task the best performance is highlighted in bold text.

| Pretext task | \( l = 1 \) | \( l = 2 \) | \( l = 3 \) | \( l = 4 \) |
|--------------|-------------|-------------|-------------|-------------|
| Pretext Task 1 | 76.06 | \textbf{77.82} | 75.92 | 74.26 |
| Pretext Task 2 | 78.03 | \textbf{79.11} | 78.19 |

Table 3: Comparison between supervised State of Art (S-o-A) and Self-supervised models on the undisclosed test set of OCSD. All metrics are expressed in percentage. The best performance as measured by each metric are highlighted in bold text. 'Linear' corresponds to a learned linear classifier for change detection.

| Method | Sensitivity | Specificity | Precision | F1 |
|--------|-------------|-------------|-----------|----|
| Self-supervised |
| Task 1 CVA + Otsu | 65.78 | 86.18 | 20.60 | 31.37 |
| Task 1 CVA + Triangle | 41.14 | 96.11 | 36.55 | 38.71 |
| Task 1 linear | 50.00 | 96.66 | 37.98 | 40.51 |
| Task 2 CVA + Otsu | \textbf{83.85} | 81.99 | 20.24 | 32.61 |
| Task 2 CVA + Triangle | 52.80 | 95.76 | 40.42 | 45.79 |
| Task 2 linear | 35.37 | \textbf{97.76} | \textbf{46.30} | 43.17 |
| S-o-A |
| Siamese | \textbf{85.63} | 85.35 | 24.16 | 37.69 |
| Early fusion | \textbf{84.69} | 88.33 | 28.34 | 42.47 |
| FC-EF | 50.97 | \textbf{98.51} | \textbf{64.42} | 56.91 |
| FC-Siam-Conv | 65.15 | 95.23 | 42.93 | 51.36 |
| FC-Siam-Diff | 57.99 | 97.73 | 57.81 | \textbf{57.91} |

Numerical results on the OCSD test set. As a final step, we compare the results of our self-supervised model with those obtained by fully supervised models on the undisclosed test set on the DASE algorithm testbed data portal (see section 3.1 for details).

The best performance among the self-supervised approaches, top half of Tab. 3, was achieved by the model pretrained on pretext Task 2 combined with the CVA classifier using the triangle method. This leads to the highest F1-score. The CVA with the Otsu method has the highest sensitivity (recall, meaning that the most changes are detected), but at the price of a very low precision due to the very high number of false positives; see also the maps in Fig. 5. This is most probably due to the setting of the Otsu threshold, which needs to be very high to favor sensitivity. The learned classifiers ('linear') in Table 3 provide the best results for pretext Task 1 and also the best results in both tasks in terms of specificity, but also show lower sensitivity scores. This results in a slightly lower F1-score for pretext Task 2. Compared with current state of art in the OSCD dataset, the self-supervised models perform remarkably well, given its shallow architecture and the fact that they are pre-trained in an unsupervised way.
Finally, Fig. 5 illustrates some change maps for the Beirut image of the OCSD dataset. Looking at the maps, we observe that the CVA detection is accurate on the top right corner, but also that it tends to generate more false positives (in magenta), and, when using the Otsu method, most of the image is predicted as changed. We therefore conclude that Otsu’s method is inferior to the other two, which can be both considered usable. Remarkably, the learned classifier reduces
the false positive and shows the most visually pleasant results, but at the price of less precise delineation of the change than CVA with the triangle method.

5 Conclusions

In this paper, we explored the possibility of pre-training a convolutional neural network for change detection without labels. We perform such training by forging a pretext task inherent in the data, which aims at learning a feature space where unchanged pixels are close and far from abnormal situations. We use two self-supervised learning approaches and then fine tune the network trained this way to detect changes. Experiments in the benchmark Sentinel-2 OCSD dataset shows that training a model this way can lead to results close to state of the art deep learning change detection. It is available at the URL https://zenodo.org/record/4280482.
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