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ABSTRACT
In this paper, we present Duplex Conversation, a multi-turn, multimodal spoken dialogue system that enables telephone-based agents to interact with customers like a human. We use the concept of full-duplex in telecommunication to demonstrate what a human-like interactive experience should be and how to achieve smooth turn-taking through three subtasks: user state detection, backchannel selection, and barge-in detection. Besides, we propose semi-supervised learning with multimodal data augmentation to leverage unlabeled data to increase model generalization. Experimental results on three subtasks show that the proposed method achieves consistent improvements compared with baselines. We deploy the Duplex Conversation to Alibaba intelligent customer service and share lessons learned in production. Online A/B experiments show that the proposed system can significantly reduce response latency by 50%.
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Figure 1: The illustration of Simplex, Half-Duplex, and Full-Duplex.

1 INTRODUCTION
How to make intelligent service robots interact with people like humans is a critical and difficult challenge in spoken dialogue systems (SDS) [34]. With the rapid development of artificial intelligence, the application of SDS has made significant progress in recent years [31, 32, 49, 53]. Intelligent assistants, such as Alexa, Siri, Cortana, Google Assistant, and telephone-based intelligent customer service, such as Alibaba intelligent service robots, have entered people’s daily life. However, most existing commercial SDS only focus on what the agent should say to fulfill user needs, ignoring the importance of when to interact with the user. Rather than waiting for a fixed-length silence after user speech and then triggering a system response, the agent should be able to coordinate who is currently talking and when the next person could start to talk [44]. It is difficult for the agent to make flexible turn-taking with small gaps and overlaps [39] as humans do.

We use the concepts of simplex, half-duplex, and full-duplex in telecommunication to better illustrate what flexible turn-taking is, as shown in Figure 1. First, the simplest form of communication is simplex. In this situation, the sender and receiver are fixed, and the communication is unidirectional, such as TV or radio broadcasting. Second, half-duplex allows changing the sender and receiver,
Figure 2: Examples of problems in spoken dialogue systems and how duplex conversation solves them.

and the communication is bidirectional, but not simultaneously. For example, pagers or most telephone-based intelligent customer service fall into this category. Finally, full-duplex allows simultaneous two-way communication without restrictions, such as natural human-to-human interaction.

In full-duplex, the ultimate goal is to improve the efficiency of communication. For full-duplex in SDS, agents should be able to take turns with customers as smoothly as human-to-human communication by reducing the time when both parties are talking or silent at the same time [42]. Therefore, the agent should be able to speak, listen, and think simultaneously when necessary, as shown in Figure 1c. It also needs to determine whether it is the right time to insert the backchannel response, or whether the user wants to interrupt the agent or has not finished speaking. By reducing the time when both parties are talking or silent simultaneously, agents should be able to take turns with customers as smoothly as human-to-human communication.

There are several attempts to model full-duplex behavior and apply it to SDS agents in the literature. For example, Google Duplex [27] integrates the backchannel response, such as "Um-hum, Well...", into SDS agent for restaurant booking agents and dramatically improves the naturalness. Microsoft Xiaoice [68] proposes the rhythm control module to achieve better turn-taking for the intelligent assistant. Jin et al. [22] demonstrate an outbound agent that could recognize user interruptions and discontinuous expressions. Inoue et al. [21] built an android called ERICA with backchannel responses for attentive listening.

Nonetheless, there are still room for improvement in the above works. First, most systems remain experimental and only have part of full-duplex capability. Second, most models only consider the transcribed text and ignore audio input when making decisions. It fails to capture acoustic features such as prosody, rhythm, pitch, and intensity, leading to poor results. Finally, there is no large-scale application in the telephone-based intelligent customer service with the ability to generalize across domains.

In the paper, we propose Duplex Conversation, a system that enables SDS to perform flexible turn-taking like humans. Our system has three full-fledged capabilities, including user state detection, backchannel selection, and barge-in detection for the full-duplex experience. Unlike previous systems that only consider the transcribed text, we propose a multimodal model to build turn-taking abilities using audio and text as inputs [11]. By introducing audio into the decision-making process, we can more accurately detect whether the user has completed their turn or detect background noise such as chatter to avoid false interruption. Furthermore, we also propose multimodal data augmentation to improve robustness and use large-scale unlabeled data through semi-supervised learning to improve domain generalization. Experimental results show that our approach achieves consistent improvements compared with baselines.

We summarize our contribution as follows. First, we present a spoken dialogue system called Duplex Conversation, equipped with three full-fledged capabilities to enable a human-like interactive experience. Second, we model turn-taking behaviors through multimodal models of speech and text, and propose multimodal data augmentation and semi-supervised learning to improve generalization. Experiments show that the proposed method yields significant improvements compared to the baseline. Finally, we deploy the proposed system to Alibaba intelligent customer service and summarize the lessons learned during the deployment. To the best of our knowledge, we are the first to describe such a duplex dialogue system and provide deployment details in telephone-based intelligent customer service.

2 DUPLEX CONVERSATION

In this section, we first outline the three capabilities included in the duplex conversation, with examples to aid understanding. Then, we describe three subtasks in detail: user state detection, backchannel selection, and barge-in detection.

2.1 Overview

We show three pairs of duplex conversation examples in Figure 2. The first skill is to give robots a human-like backchannel response. For example, Figure 2a is a regular question-answering...
process in the spoken dialogue system. We can quickly insert backchannel responses, such as ‘yeah, um-hum’, before the official responds, as shown in Figure 2b, thereby reducing the response latency experienced by the user.

The second skill is to detect the hesitant query and guide the user to finish it. In Figure 2c, due to the user’s natural delay or pause in the process of speaking, the user’s request is incorrectly segmented by the robot and responded. As shown in Figure 2d, if the model detects that the user’s recent speech has not finished speaking, the robots would use a backchannel response to guide the user to finish their words. After the complete request is obtained by concatenating user utterances, it is sent to the core dialogue engine to improve the dialogue effect.

The third skill is to identify user barge-in intent while rejecting false interruptions from noise. As shown in Figure 2e, most existing user interruptions are judged based on simple rules, such as ASR confidence, acoustic intensity, etc. However, simple rule-based strategies can easily lead to false interruptions and recognize noises and chatter around the user as normal requests. In Figure 2f, it demonstrates that the agents should be able to reject noise and handle user barge-in requests correctly.

To achieve the above three capabilities, we build three models and corresponding tasks, including user state detection, backchannel selection, and barge-in detection. Note that user state detection and barge-in detection are multimodal models whose inputs are audio and text, while the input for backchannel selection is text.

### 2.2 User State Detection

User state detection could be considered an extension of end-of-turn detection, including three user states: turn-switch, turn-keep, and turn-keep with hesitation. We build a multimodal model with audio and text as input to obtain a more accurate classification and design different policies for each state, as shown in Table 1.

| Turn-switch | Turn-keep | Turn-keep with hesitation |
|-------------|-----------|--------------------------|
| IPU threshold (200ms silence) | Backchannel response | Keep |
| VAD threshold (800ms silence) | End-of-turn | Keep |
| VAD threshold ~Timeout | - | Concatenate ASR results |
| Timeout (3000ms silence) | - | End-of-turn |

If the user state is turn-keep, it means the user has not finished speaking, and the agent will not end the user’s turn unless the silence duration reaches the timeout. Assuming that the user continues to speak before the timeout, the system will concatenate the ASR transcript and re-monitor the silence duration.

Assuming the user state is turn-keep with hesitation, it will additionally request the backchannel selection module at the IPU threshold on top of turn-keep logic. User requests are often semantically incomplete in such cases, so we let agents insert appropriate backchannel responses to guide users to finish their sentences.

### 2.3 Backchannel Selection

The backchannel selection module is designed to respond appropriately to the given query and user state. Since the set of suitable backchannels is limited, we mine and count all possible backchannel responses and select the ten most suitable responses from crowdsourcing customer service conversations.

There may be multiple possible backchannel responses for the same query. We construct training data for multi-label classification by merging identical user queries and queries with the same dialogue acts. We also group similar queries by hierarchical clustering and count the distribution of backchannel responses for each cluster. After normalization, we get the probability distribution of backchannel responses for corresponding clusters, and use it as the soft label in the multi-label classification.

Since the model input relies only on the transcribed text, we choose a simple text convolutional neural network with binary cross-entropy as the classifier and select the one with the highest probability as the response. If there are multiple responses with a probability above the threshold, we choose a response by weighted random selection for better diversity.

![Figure 3: The analysis of rule-based barge-in detection.](image-url)
2.4 Barge-in Detection

Allowing the user to interrupt while the robot is speaking is an essential feature of duplex conversations. However, simple rule-based policies often lead to many false interruptions, resulting in a poor experience.

We conduct an empirical analysis of user barge-in behavior in historical traffic with the rule-based policy. If the streaming ASR has intermediate results and the recognition confidence is above the threshold, we consider that the user wants to interrupt the agent. As shown in Figure 3, only 11% are user barge-in requests and the rest 89% are all false interruptions. Therefore, how to reduce false interruptions becomes the core of the problem.

We divide false barge-in into four categories: (1) User has no intention to interrupt, such as greeting or backchannel (2) Noises, such as environment noises and background vocals, etc. (3) Echoes, the robot hears its own voice and is interrupted by itself (4) Misplaced-turn, the robot responds before the user has said the last word, which causes the robot to be interrupted by the misplaced utterance. To detect the above false barge-in, relying on audio or transcribed text alone is insufficient. Therefore, we build an end-to-end multimodal barge-in detection model to robustly detect whether the user has the intention to interrupt the robot.

When designing this feature, we consulted customer service professionals about whether robots should be allowed to interrupt users. Since most human customer services are not allowed to interrupt users, we did not design the function for robots to interrupt users when users are speaking.

Note that the inference timing for user state detection and backchannel selection is when the user is speaking, while barge-in detection is when the agent plays the audio stream. The former models perform inference on IPUs, while barge-in detection continually infers when intermediate results of streaming ASR change.

3 MODELING

In this section, we describe the multimodal model used by user state detection and barge-in detection. The proposed method is shown in Figure 4, and could be divided into four steps: feature extraction, multimodal data augmentation, modality fusion, and semi-supervised learning.

3.1 Feature Extraction

Due to resource constraints, all modules are deployed on CPUs. Therefore, we choose lightweight models as feature encoders for lower CPU usage and faster runtime.

Text Encoder First, the model inputs include user text $t_{user}$, user audio $a_{user}$, and bot previous response $t_{bot}$. We use a 1D convolutional neural network (CNN)[24] with $k$ kernels followed by max-pooling to obtain representation $r_t$:

$$r_t = \text{MaxPooling}(\text{CNN}(t))$$  

where $r_t \in \mathbb{R}^{k \times n_{filters}}$. We concatenate the extracted representation of the user and bot and feed into the fully-connected layer to obtain text features $f_t \in \mathbb{R}^{H}$:

$$f_t = \text{ReLU}(W_1([t_{user}, t_{bot}]))$$

where $W_1 \in \mathbb{R}^{H \times d}$ is learnable parameters, $H$ is the hidden layer size, and $d \in \mathbb{R}^{2k \times n_{filters}}$ is the size of concatenating representation from user and bot.
Audio Encoder We extract audio features by using a single layer of gated recurrent unit (GRU) network. We take the last output vector of the GRU network as audio features \( f_a \in \mathbb{R}^H \), where \( H \) is the hidden layer size the same as text features.

We have tried using a single-layer transformer, LSTM, or bidirectional recurrent neural networks as the audio encoder. We found no significant differences between these models trained from scratch. Furthermore, the results of 1D-CNN on audio are slightly worse than the above models. Therefore, we eventually chose GRU as our audio encoder.

3.2 Multimodal Data Augmentation

In this section, we demonstrate how to perform multimodal data augmentation during training to improve the model generalization.

First, we obtain sample \( i \) from the data in the original order, and sample \( j \) from the randomly shuffled order, where \( i, j \in \{1, \ldots, n\} \) and \( n \) is the training batch size. Second, we mix the audio and text features of sample \( i \) and \( j \), respectively. We can obtain the augmented audio features \( \hat{f}_a \) and text features \( \hat{f}_t \):

\[
\hat{f}_a = f_a + \lambda f_a + (1 - \lambda) \\
\hat{f}_t = f_t + \lambda f_t + (1 - \lambda)
\]

where the \( \lambda \in [0, 1] \) is the mixing ratio sampled from beta distribution:

\[
\lambda \sim \text{Beta}(\alpha, \alpha) \tag{5}
\]

where \( \alpha \) is the empirical hyper-parameter. Third, we also mix the corresponding label \( y_i \) and \( y_j \), and then get the augmented soft label \( \hat{y} \):

\[
\hat{y} = y_i + \lambda y_j + (1 - \lambda)
\]

Next, we will perform modality fusion and calculate the corresponding cross-entropy for classification.

3.3 Modality Fusion

Here we introduce the bilinear gated fusion module for modality fusion. First, we let text features \( \hat{f}_t \) and audio features \( \hat{f}_a \) interact through a gated linear unit, and only keep informative text features \( \hat{f}_{t,g} \) and audio features \( \hat{f}_{a,g} \):

\[
\hat{f}_{t,g} = \hat{f}_t \odot \sigma(\hat{f}_a) \\
\hat{f}_{a,g} = \hat{f}_a \odot \sigma(\hat{f}_t)
\]

where \( \odot \) is the dot product and \( \sigma \) is the sigmoid function.

Second, text features \( \hat{f}_{t,g} \) and audio features \( \hat{f}_{a,g} \) are fed to the bilinear layer to get multimodal features \( \hat{f}_m \):

\[
\hat{f}_m = \hat{f}_{t,g} W_2 \hat{f}_{a,g} + b_2
\]

Third, we feed multimodal features \( \hat{f}_m \) into the classification layer with softmax activation to get the predicted probability \( \hat{p} \), and calculated the supervised cross-entropy \( L_{sup} \):

\[
L_{sup} = - \sum_{k=1}^{K} \hat{y}_k \log \hat{p}_k - (1 - \hat{y}_k) \log (1 - \hat{p}_k) \tag{10}
\]

where \( K \) is the number of classes in the classification.

3.4 Semi-Supervised Learning

We introduce semi-supervised learning methods to incorporate massive unlabeled data into multimodal models. First, we calculate the prediction result \( \hat{p} \) without data augmentation. Second, we calculate self-supervised label \( \hat{y}_{semi} \) as follow:

\[
y_{semi} := \begin{cases} 1, & \text{if } p > p_{\text{threshold}} \\ 0, & \text{else} \end{cases}
\]

where \( p_{\text{threshold}} \) is an empirical probability threshold. If the values of \( y_{semi} \) are all 0, the sample does not participate in the calculation of the loss function.

Finally, we calculate the cross-entropy for semi-supervised learning \( L_{semi} \) between prediction \( \hat{p} \) with data augmentation and \( y_{semi} \). Here we define auxiliary semi-supervised cross-entropy \( L_{semi} \) as follows:

\[
L_{semi} = - \sum_{k=1}^{K} \hat{y}_{semi,k} \log \hat{p}_k - (1 - \hat{y}_{semi,k}) \log (1 - \hat{p}_k) \tag{12}
\]

For inference, we will not perform data augmentation, and use the features \( \hat{f}_t, \hat{f}_a, \hat{f}_m \) without MDA to obtain the predicted probability \( p \), and calculate the classification result \( y \) as follow:

\[
y = \arg \max_p \frac{p}{p}
\]

4 EXPERIMENTS

4.1 Datasets

Since there are no large-scale public multi-turn and multi-modal benchmark datasets, we construct three in-house datasets and conduct experiments. We extract the audio-text pairs for labeling from 100k crowdsourced Chinese conversation recordings with transcripts, including human-to-human and human-machine interactions. Note that each word in the transcript has a corresponding timestamp for alignment. All data is recorded, obtained, and used under the consent of users.

4.1.1 User State Detection. It is a multi-class classification task containing three types of user states, including turn-switch, turn-keep, and turn-keep with hesitation. We labeled 30k data by crowdsourcing and introduced an additional 90k unlabeled data from in-house audio clips. Each clip contains 1 to 5 seconds of the latest user audio, current user transcript, and bot’s previous response text.

4.1.2 Backchannel Selection. We construct a multi-label classification task with 70k utterances containing ten kinds of common backchannel responses mining from corpus, such as Um-hum, Sure, Well ∙ ∙ ∙. Note that we only use text as input in this task.

4.1.3 Barge-in Detection. A binary classification task to determine whether the user wants to interrupt the machine or not. We labeled 10k data by crowdsourcing and introduced an additional 10k noise clips from MUSAN dataset [45] and 100k unlabeled data from in-house audio clips. Similarly, each clip contains 1 to 5 seconds of the latest user audio, current user transcript, and the bot’s previous response text.

The crowdsourcing annotation accuracy for user state detection and barge-in is around 90%. We split the dataset into train, dev, and test sets in a ratio of 80:10:10 and report metrics on the test set.
Table 2: The experimental results of user state detection.

| #   | Model              | Accuracy | F1   |
|-----|--------------------|----------|------|
| 1   | Text encoder       | 76.39    | 62.31|
| 2   | Audio encoder      | 79.47    | 58.14|
| 3   | (1) + (2)          | 86.47    | 77.06|
| 4   | (3) + Dialogue context | 87.34    | 78.63|
| 5   | (3) + MDA          | 88.32    | 79.92|
| 6   | (3) + Semi-supervised | 88.77    | 82.73|
| 7   | (4) + (5) + (6)     | 91.05    | 85.08|

Table 3: The experimental results of barge-in detection.

| #   | Model                | Precision | Recall | F1   |
|-----|----------------------|-----------|--------|------|
| 1   | Text encoder         | 53.96     | 42.79  | 47.73|
| 2   | Audio encoder        | 78.40     | 74.35  | 76.32|
| 3   | (1) + (2)            | 89.38     | 70.01  | 78.52|
| 4   | (3) + Barge-in timing | 90.02    | 73.97  | 81.21|
| 5   | (3) + Dialogue context | 89.95    | 76.60  | 82.74|
| 6   | (3) + MDA            | 89.91     | 78.70  | 83.93|
| 7   | (3) + Semi-supervised | 89.26    | 83.20  | 86.12|
| 8   | (4) + (5) + (6) + (7)    | 91.27    | 86.21  | 88.67|

4.2 Evaluation Metrics

For evaluation metrics, we adopt metrics widely used in previous studies for classification tasks. For user state detection, we use accuracy and macro F1 score. For barge-in selection, we adopt Hamming Loss [48] for multi-label classification.

We also use manual labeled correctness, which could be viewed as accuracy, as the human evaluation metrics. For barge-in detection, we adopt precision, recall and macro F1 score. All metrics range from 0 to 1 and are displayed as percentages (%). The higher the score, the better the performance, except that the Hamming loss is lower the better.

4.3 Results and Discussion

We show the results of user state detection, barge-in, and backchannel selection in Table 2, 3, and 4, respectively. The tables show that the proposed method achieves the best results on all three tasks.

4.3.1 Overall Results. For user state detection, as shown in Table 2, the accuracy of our proposed model reaches 91.05% in accuracy, which is 4.58% absolute improvement compared with the audio-text fusion baseline. Through qualitative analysis, we found that by joint modeling of audio and text, the model could more effectively capture subtle acoustic features, such as whether the user pitch gradually decreases, or hesitation, gasping, and stuttering.

We show the results of barge-in detection in Table 3. The proposed method achieves an absolute improvement of 16.2% in recall and 10.15% in F1 score compared with the baseline method while maintaining the precision around 90%. Experimental results show that our multimodal model is able to identify false barge-in requests and is robust to various noises.

4.3.2 Importance of Different Modality. We investigate the influence of different modalities on different tasks. In user state detection, both audio and text modes are essential. Audio or text alone cannot achieve satisfactory results, and the accuracy is even lower than 80%. In barge-in detection, the importance of audio is much greater than that of text, and the F1 score of the text model is below 50%. In spoken dialogue systems, it is difficult to determine whether the recognized speech is from a normal customer query or background noise based on the transcribed text alone.

To sum up, experiments show that relying solely on text or speech modalities cannot achieve satisfactory user state detection or barge-in detection results. The multimodal model can make good use of the information of different modalities and achieve better results.

4.3.3 Influence of Multimodal Data Augmentation (MDA). We further discuss the improvements brought about by multimodal data augmentation. In user state detection, MDA can bring an absolute accuracy improvement of 1.85%. However, MDA can significantly improve the F1-score in barge-in detection, resulting in a 5.41 improvement compared to the multimodal baseline.

We speculate there are two possible reasons why MDA achieves better improvement on barge-in detection. First, in barge-in detection, noise and non-noise classes are complimentary, and MDA can effectively improve the diversity of data, thereby making the results more robust. Second, by introducing additional external noise data in the barge-in detection, this part of the data plays an important role and improves the generalization ability of the model.

4.3.4 Influence of Semi-supervised Learning (SSL). Whether user state or barge-in detection, the performance is greatly improved after introducing massive unlabeled data through semi-supervised learning. Compared with the multimodal baseline, SSL achieves f1 score improvements of 5.67 and 7.6 in user state detection and barge-in detection, respectively. The experimental results show that in multimodal models, semi-supervised learning can make good

Table 4: The experimental results of backchannel selection.

| #   | Method                        | Correctness | \(L_{\text{Hamming}}\) |
|-----|-------------------------------|-------------|------------------------|
| 1   | Weighted random               | 77.6        | 23.74                  |
| 2   | Single-label                  | 84.3        | 21.94                  |
| 3   | Multi-label                   | 90.1        | 11.04                  |
| 4   | Multi-label + w/ Soft-label   | 91.2        | 10.53                  |

For the backchannel selection in Table 4, the proposed multi-label with soft-label method also achieved 91.2% correctness, an absolute improvement of about 6.9% compared with the single-label baseline. The agent’s response latency could be significantly reduced by inserting the backchannel response before the answer. Table 5 is the latency analysis in the online environment where our system has been deployed. The results show that the response latency is reduced from 1400ms to 700ms, saving 50% of user waiting time and resulting in a better user experience.

In the following discussion, we will focus on the multimodal models for in-depth analysis.
use of massive unlabeled data, which has great potential to improve model performance.

4.4 Deployment Lessons
The proposed method has been deployed in Alibaba intelligent customer service for more than half a year, serving dozens of enterprise customers in different businesses. The following are our lessons learned during the deployment and application.

4.4.1 Latency leads to inconsistent online and offline data distribution. Due to the latency of streaming ASR recognition in an online environment, there is a delay between transcribed text and audio, resulting in data misalignment. There is typically a 300 to 600 ms delay between audio and text in our deployment experiments, and audio is faster than text. This delay will lead to the inconsistent distribution of offline data and online traffic, which will lead to poor model results.

We take two empirical approaches to solve it. The first method is to reduce ASR latency as much as possible, such as deploying middleware and models on the same machine. The second method is to simulate the misalignment of online text and audio in advance when constructing offline training data to ensure that the distribution of offline data and online traffic is consistent.

Another way is to align older audio streams with text intentionally. However, we found that using the latest audio stream for inference - even without text alignment, resulted in better model performance, so we did not go with the third method.

4.4.2 System throughput. We observe that the number of ASR requests will double when the duplex conversation capability is activated. Most of the pressure comes from streaming recognition for barge-in detection. The maximum system throughput will be reduced to half of the original.

4.4.3 Middleware support. The duplex conversation cannot be deployed if the online environment only adopts the traditional MRCP (Media Resource Control Protocol) without customized middleware. We rely on customized Interactive Voice Response (IVR) middleware to send customized audio streams and transcribed text to our models.

5 RELATED WORK
Turn-taking [39] is the core concept of duplex conversation. It has been extensively studied in different fields, including linguistics, phonetics, and sociology for the past decades [44]. The user state detection we proposed could be considered as a variant of turn-taking behavior. Previous studies [40, 42] use a non-deterministic finite-state machine with six states to describe the turn-taking behavior between system and user in spoken dialogue systems (SDS). It illustrates all possible states of turn-taking in SDS, and defines the goal of turn-taking is to minimize the time of mutual silence or speech between the two interlocutors, thereby improving communication efficiency.

There are three essential concepts of turn-taking. The first is turn-taking cues [8, 9], including speech, rhythm, breathing, gaze, or gesture. The agents can use these turn-taking cues to determine whether to take the turn from the user, or the agent can use cues to release the turn. The second is end-of-turn detection [5, 15, 26] or prediction [10, 25, 41]. The difference between detection and prediction is that detection determines whether the agent should take a turn at the present moment. In contrast, prediction determines when to take a turn in the future. Note that our proposed user state detection falls into the former category. The third is overlap, which mainly includes two situations. When the speech of user and agent overlap, if the user wants to take the turn from agents, then we define the behavior as an interruption, or barge-in [23, 35, 43, 63]. If the user has no intention to take the turn, we call the behavior backchannel or listener responses [14, 55], such as “Um-hum, Yeah, Right”. We could have a deeper understanding of turn-taking behavior in duplex conversation through the above concepts.

Traditional dialogue systems [17, 33] usually consist of three components: natural language understanding (NLU) [28, 30, 59, 60], dialogue management (DM) [6, 7, 18], and natural language generation (NLG) [51, 64, 66, 67] modules. Empirically, NLU plays the most important role in task-oriented dialogue systems, including tasks such as intent detection [12, 13, 29, 58], slot filling [62], and semantic parsing [19, 20, 50]. In spoken dialogue system, spoken language understanding (SLU) can be viewed as a subset of NLU. Most studies [11, 34] ignore audio modality and focus only on transcribed text obtained through ASR and treat it as an NLU task. In this work, we leverage speech and transcribed text to jointly
capture complex behaviors beyond words in human-machine interaction for duplex conversation.

Multimodal modeling is a research hotspot that has attracted the attention of many scholars in recent years [2, 65]. The key to multimodal modeling includes multimodal fusion [54, 57], consistency and difference [16, 56], modality alignment [47]. We recommend the survey [2] for a comprehensive understanding. Semi-supervised learning (SSL) [1] is also an area that has attracted much attention in the field of machine learning in recent years. Modern semi-supervised learning methods in deep learning are based on consistency regularization and entropy minimization. Most of the methods utilize data augmentation [61] to create learning objective for consistency regularization. Such as MixMatch [4],UDA [52], ReMixMatch [3], and FixMatch [46]. Our approach to SSL is closest to FixMatch in computer vision. We extend the FixMatch method from images to the multimodal scenario, using different data augmentation methods and loss functions.

6 CONCLUSION

In this paper, we present Duplex Conversation, a telephone-based multi-turn, multimodal spoken dialogue system that enables agents to communicate with customers in human-like behavior. We demonstrate what a full-duplex conversation should look like and how we build full-duplex capabilities through three subtasks. Furthermore, we propose a multimodal data augmentation method that effectively improves model robustness and domain generalization by leveraging massive unlabeled data through semi-supervised learning. Experimental results on three in-house datasets show that the proposed method outperforms multimodal baselines by a large margin. Online A/B experiments show that our duplex conversation could significantly reduce response latency by 50%.

In the future, two promising directions are worth noting for duplex conversation. One is introducing reinforcement learning to update parameters online. Another is the application beyond telephone phones, such as digital human agents with multimodal interactions, including real-time audio-visual responses such as gaze, facial expressions, and body language, for smooth turn-taking and human-like experiences.
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A APPENDIX

A.1 Experimental Settings

We empirically set the hyperparameter $\alpha$ as $0.25$ for multimodal data augmentation. Note that when $\alpha = 1$, the beta distribution becomes a uniform distribution. We initialize our word embedding with the pre-trained GloVe [38]. The training batch size is $256$, and the learning rate for user state detection, backchannel, and barge-in is $4 \times 10^{-4}$, $2 \times 10^{-4}$, and $5 \times 10^{-4}$, respectively. All models are implemented in PyTorch [37]. We use the audios in WAV format with $8k$ sample rates. We use Librosa [36] to transform PCM data in WAV files and audio streams into log Mel-filterbank (FBANK) as input of the audio encoder. We set the number of mel bands, length of the FFT window, and the number of samples between successive frames as $64$, $1024$, $512$, respectively.

A.2 Hamming Loss

Given that $\hat{y}_i$ is the predicted values of the $i$-th label of the sample, we define $L_{\text{Hamming}}$ as follow:

$$L_{\text{Hamming}}(y, \hat{y}) = \frac{1}{n_{\text{labels}}} \sum_{i=0}^{n_{\text{labels}}-1} 1(\hat{y}_i \neq y_i)$$

where $1(x)$ is the indicator function.

A.3 Selection of Evaluation Metrics

The reason we choose precision and recall instead of accuracy for barge-in is twofold: on the one hand, since most requests are not barge-in, accuracy could not truly reflect the performance of the model. If the model identifies all requests as not barge-in, it may have high accuracy despite many false-negative requests. On the other hand, precision is more important than recall because false positives can interrupt agents and result in a poor experience. In contrast, false negatives still have a chance to be correctly identified during continuous prediction.

A.4 Design Choice for Feature Extraction

The reason we choose simple models for feature extraction modules is twofold. We found that using complex architecture, such as replacing GRU with bidirectional LSTM or vanilla transformer, does not achieve significant improvements compared with the simple one. Another is latency and computational cost. Since there is no significant difference in accuracy, using a simple model can result in faster runtime, lower CPU usage, and cost savings.