Generating gapless land surface temperature with a high spatio-temporal resolution by fusing multi-source satellite-observed and model-simulated data
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Abstract: Land surface temperature (LST) is a key parameter when monitoring land surface processes. However, cloud contamination and the tradeoff between the spatial and temporal resolutions greatly impede the access to high-quality thermal infrared (TIR) remote sensing data. Despite the massive efforts made to solve these dilemmas, it is still difficult to generate LST estimates with concurrent spatial completeness and a high spatio-temporal resolution. Land surface models (LSMs) can be used to simulate gapless LST with a high temporal resolution, but this usually comes with a low spatial resolution. In this paper, we present an integrated temperature fusion framework for satellite-observed and LSM-simulated LST data to map gapless LST at a 60-m spatial resolution and half-hourly temporal resolution. The global linear model (GloLM) model and the diurnal land surface temperature cycle (DTC) model are respectively performed as preprocessing steps for sensor and temporal normalization between the different LST data. The Landsat LST, Moderate Resolution Imaging Spectroradiometer (MODIS) LST, and Community Land Model Version 5.0 (CLM 5.0)-simulated LST are then fused using a filter-based spatio-temporal integrated fusion model. Evaluations were implemented in an urban-dominated region (the city of Wuhan in China) and a natural-dominated region (the Heihe River Basin in China), in terms of accuracy, spatial variability, and diurnal temporal dynamics. Results indicate that the fused LST is highly consistent with actual Landsat LST data (in situ LST measurements), in terms of a Pearson correlation coefficient of 0.94 (0.97–0.99), a mean absolute error of 0.71–0.98 K (0.82–3.17 K), and a root-mean-square error of 0.97–1.26 K (1.09–3.97 K). The generated diurnal Landsat-like LSTs under all weather conditions are able to support diurnal dynamic studies that are the most relevant to human
activities, such as the study of urban heat islands (UHIs) and water resource management at the field scale.
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1. **Introduction**

Land surface temperature (LST) exerts an important role in the land-atmosphere energy budget, water and carbon cycles, and energy fluxes at field, regional, and global scales (Anderson et al. 2012; Bojinski et al. 2014; Hansen et al. 2010; Li et al. 2013). Diurnal fine-resolution LST data with spatial integrity are particularly important for detecting the fluxes (such as soil heat flux) and surface properties (such as thermal inertia and urban heat island intensity) that are important to climate change, the urban thermal environment, and heat-related epidemiological studies (Fu et al. 2019; Liu and Weng 2012; Weng et al. 2014). However, how to obtain such LST data is facing a great challenge.

Thermal infrared (TIR) remote sensing represents a unique way to provide accurate long-term LST estimates over vast regions (Wu et al. 2019). However, TIR algorithms are severely constrained by cloud contamination and poor atmospheric conditions. For instance, about 60% of the MODIS LST products are cloud-contaminated, with higher percentages occurring at the low-mid latitudes (Cornette and Shanks 1993). Moreover, there is a tradeoff between the spatial and temporal resolutions in TIR remote sensing data, due to the hardware technology limitations and budget constraints (Zhan et al. 2013). For example, geostationary satellite sensors (e.g., MSG SEVIRI: ~ 3 km × 3 km and 15-min resolutions) have a high temporal resolution but a coarser spatial resolution, while polar-orbiting satellite sensors (e.g., Landsat Enhanced Thematic Mapper Plus (ETM+): 60 m × 60 m and 16-day resolutions) possess high spatial variability but loses temporal variability. The deficiencies in the TIR algorithms result in difficulties in obtaining spatially complete and high-spatio-temporal resolution LST data for use in potential applications.

With regard to the spatial incompleteness of LST data due to cloud contamination, a number of studies have aimed to fill the gaps in LST data (Shen et al. 2015). These gap-filling methods can be grouped into the following categories: 1) reconstruction methods dependent on spatial, temporal, or spatio-temporal information (Li et al. 2021; Pede and Mountrakis 2018; Wang et al. 2019; Yang et al. 2019; Zhao and Duan 2020); 2) surface energy balance (SEB)-based methods (Jia et al. 2021; Lu et al.
The first type of methods considers the neighboring LST pixels in space and time, and has been widely used for LST gap filling. Nevertheless, the reconstruction is usually based on clear-sky pixels and does not take the cloud cooling effect into account, thus resulting in a hypothetical clear-sky LST rather than real cloudy-sky LST (Zeng et al. 2018). In response to this issue, SEB-based methods have been proposed to estimate the actual LST under cloudy-sky conditions by considering related physical parameters (such as radiation and atmospheric forcing products). However, these physical process data are sometimes difficult to obtain and with a low accuracy in remote and less-developed regions. Compared with the other methods, the fusion-based methods do not necessitate additional auxiliary data, and have been proven effective in resolving the missing information of LST data (Zhang et al. 2021). A feasible approach is fusing TIR LST and passive microwave (PMW) LST which is available under cloudy conditions. For example, Zhang et al. (2019) introduced a method to merge the LST retrievals from PMW and TIR remote sensing based on temporal component decomposition. In addition, Xu and Cheng (2021) reported good LST reconstruction results by employing a fusion strategy combining cumulative distribution function matching and multiresolution Kalman filtering. However, PMW LST data adversely suffer from swath gaps and the swath depth, which greatly hinders the availability of continuous LST data (Duan et al. 2017).

With regard to obtaining high-spatio-temporal resolution LST data, the techniques fall into three main categories: 1) spatial downscaling methods; 2) temporal interpolation methods; and 3) spatio-temporal data fusion methods. The spatial downscaling methods are aimed at downscaling LST data with a coarse spatial resolution but frequent records, such as geostationary satellite data, by linking the spatial indicators (e.g., the normalized difference vegetation index (NDVI), the leaf area index (LAI), or the digital elevation model (DEM)) via linear/non-linear functions (Hutengs and Vohland 2016; Keramitsoglou et al. 2013; Zakšek and Oštir 2012). However, nearly no study has been able to downscale geostationary satellite LST data to a spatial resolution of greater than 100 m, because of the large scale difference (Quan et al. 2018). The temporal interpolation methods focus on interpolating temporally sparse thermal observations, but with high spatial details, typically for polar-orbiting satellites. The existing temporal interpolation methods mainly involve in diurnal temperature cycle (DTC) modeling and SEB modeling (Huang et al. 2014; Zhan et al. 2016). Despite obtaining a diurnal LST cycle, the
spatial resolution usually remains unchanged (e.g., 1 km for MODIS LST) after temporal interpolation, which greatly constrains its application. Spatio-temporal data fusion (STF) methods have received much attention for leveraging the advantages of different data sources (Belgiu and Stein 2019). The basic principle of STF is integrating temporal change information from low-resolution data (e.g., MODIS imagery) and spatial detail information from high-resolution data (e.g., Landsat imagery), to obtain synthesized data with a high spatio-temporal resolution. Among the STF methods, the spatial and temporal adaptive reflectance fusion model (STARFM) (Gao et al. 2006) is the most widely used STF method. On the basis, a series of STF models have been proposed to improve the fusion accuracy in heterogeneous areas (Cheng et al. 2017; Huang and Zhang 2014; Liu et al. 2019a; Song and Huang 2012; Wang and Atkinson 2018; Zhu et al. 2010; Zhu et al. 2016b). Although STF methods were originally proposed for use with reflectance data, they appear to hold great potential for mapping LST. Most STF methods were initially devised to fuse LST data from two sensors (Yin et al. 2020; Zhu et al. 2021). However, in the case of a large scale difference, fusion from two sensors can result in step discontinuities or excessive smoothness in LST spatial pattern reconstruction (Xu and Cheng 2021). To alleviate this problem, Wu et al. (2015) developed a spatio-temporal integrated temperature fusion model to neutralize the negative impacts of large scale gaps by introducing intermediate-resolution data into the fusion process.

As an alternative, land surface models (LSMs) can provide long-term LST estimates with complete spatial coverage and a high temporal resolution (e.g., an hourly time scale), but usually with a low spatial resolution (e.g., 0.0625° × 0.0625° for China Land Data Assimilation System (CLDAS) LST and 0.25° × 0.25° for Global Land Data Assimilation System (GLDAS) LST). In addition, due to the indirect retrieval (i.e., modeling in a prognostic way) of the LSTs, the LSM output can reflect real rather than hypothetical LSTs on cloudy days, which can be selected as a promising background field for data fusion. A few studies have attempted to blend TIR and LSM-based LST to derive spatio-temporally complete LSTs. For example, Siemann et al. (2016) creatively merged the High-Resolution Infrared Radiation Sounder (HIRS) LST and NCEP Climate Forecast System Reanalysis LST to generate all-weather LST estimates at a 0.5° × 0.5° spatial resolution by the use of a Bayesian postprocessing procedure. To generate spatially complete LST data at a moderate/high spatial scale, Long et al. (2020) put forward a fusion framework combining MODIS LST and CLDAS LST based on the enhanced
STARFM (ESTARFM) algorithm. In addition, Zhang et al. (2021) blended GLDAS/CLDAS reanalysis LST and MODIS LST based on a merging method by decomposing LST time series. On the basis, Abowarda et al. (2021) incorporated Landsat LST into a two-step fusion approach to obtain gapless LST with 30-m and daily spatio-temporal resolutions for soil moisture downscaling. These studies made full use of the LSM output to map gapless and moderate/high spatial resolution LST. However, the advantage of LSM-simulated LST in high temporal resolution was not fully exploited. As a result, the fused LST is commonly at a daily time scale, which cannot fulfill the need for diurnal fine-resolution LSTs for use in practical applications.

To the best of our knowledge, few studies have been able to provide real LST estimates with concurrent spatial continuity and high spatial and temporal resolutions (e.g., tens of meters and hourly scales). In this context, a satellite-LSM integrated temperature fusion framework is proposed for resolving the tradeoff between spatial completeness and the spatial and temporal resolutions in satellite-observed and LSM-simulated LST, with the aim being to reconstruct real, 60-m, and half-hourly all-weather LST data for both urban- and natural-dominated areas. The generated LST data under all weather conditions will be beneficial for the quantification of diurnal UHI intensity and will enable monitoring of the vulnerability of humans to vector-borne diseases.

2. Study area and data

2.1. Study area

Two typical urban- and natural-dominated areas were selected as the study areas (Fig. 1). The urban-dominated area is located in the center of the Wuhan metropolis in central China, spanning from 30°25’ N to 30°42’ N in latitude and from 114°11’ E to 114°30’ E in longitude (Fig. 1a, hereafter termed Wuhan_sub). The land use in this area is dominated by impervious surfaces (33.6%), cropland (34.1%), and water (21.8%). Wuhan has a subtropical monsoon climate, with the annual precipitation ranging from 1150 to 1450 mm and the maximum temperature in summer reaching up to 314 K. As one of the hottest “stove cities” in China, Wuhan is suffering from summer heat stress and heat-related health issues (Shen et al. 2016). It is therefore of special significance to conduct fine-scale heat-related studies in Wuhan.

The natural-dominated area is located in the middle reaches of the Heihe River Basin (HRB) within 38°43’N–39°00’N and 100°16’E–100°37’E in northwest China (Fig. 1b, hereafter termed Heihe_sub).
The land-cover types in this area are mainly composed by cropland (55.5%), bare land (18.7%), and grassland (10.4%). The climate of the HRB is dry, with annual precipitation of ~150 mm and annual mean temperature of ~281 K. The three weather sites used in the study are the Daman site (100.372°E, 38.856°N), the Zhangye wetland site (100.446°E, 38.975°N), and the Heihe remote sensing site (100.476°E, 38.827°N), which are part of the Heihe Integrated Observatory Network (details in Section 2.2.3). The observatory network in the HRB provides us with an ideal experimental field for the validation of land surface parameters (Liu et al. 2018; Xu and Cheng 2021).

Fig. 1. Location of the two study areas (30 km × 30 km subsets), weather stations, and land-cover types in (a) Wuhan and (b) the HRB. The land-cover images with a 30-m resolution are from FROM_GLC_2015 (Wang et al. 2015).

2.2. Data

In this study, three kinds of data were used: 1) satellite data; 2) LSM simulations; and 3) in situ observations. Model-simulated LST and satellite-observed LST were used to generate LST data at a 60-
m spatial resolution and a half-hourly temporal resolution. In situ LST data were used as the ground truth to validate the fusion results. Before fusion implementation, the model-simulated LST, MODIS LST, and Landsat LST needed to be resampled and re-projected to a common spatial grid and coordinate system. The details of the aforementioned data used in this study are provided in Table 1.

2.2.1. Satellite Data

We first collected the recently released Landsat-7 ETM+ Collection 2 Level-2 (L2C2) LST products covering the study area, which were acquired from the United States Geological Survey (https://earthexplorer.usgs.gov/). The Landsat-7 TIR band has a 60-m spatial resolution and a 16-day revisit cycle. Note that the Landsat LST data had been resampled to a 30-m resolution when downloaded, the fusion was therefore performed at this scale. The Landsat L2C2 LST product is generated from the Landsat Collection 2 Level-1 top of atmosphere (TOA) brightness temperature, TOA reflectance, the Advanced Spaceborne Thermal Emission and Reflection Radiometer Global Emissivity Dataset (ASTER GED), ASTER NDVI, and atmospheric profiles from reanalysis data using a single-channel algorithm (U.S. Geological Survey, 2021). To recover the missing pixels in the ETM+ scan line corrector-off (SLC-off) imagery, the weighted linear regression (WLR) based on a multi-temporal information method (Zeng et al. 2013) was applied in this study.

The MODIS Terra Land Surface Temperature/Emissivity Daily L3 Global 1 km SIN Grid
(MOD11A1) product in Collection 6 was collected. The MOD11A1 product provides LST estimates with an approximate view time of 10:30 a.m./10:30 p.m. (local solar time) in ascending/descending orbit, with a spatial resolution of 1 km × 1 km, and is obtained using the generalized split-window algorithm (Wan and Dozier 1996). The MOD11A1 v6 product has been found to have an accuracy of within 2 K in most cases (Wan 2014). Note that only MODIS LST data flagged as “good quality”, according to the quality control (QC) flags, and with view angles less than 30°, were used in the LST fusion. The MYD21A1 emissivity product was used to calculate the broadband emissivity for the in situ LST estimation. Both of the MODIS products can be obtained from the NASA Earth Observing System Data and Information System (https://ladsweb.modaps.eosdis.nasa.gov/).

2.2.2. Land surface model forcing and surface data

The China Meteorological Forcing Dataset (CMFD) (He et al. 2020) was used to force the Community Land Model Version 5.0 (CLM 5.0). The CMFD was produced based on several meteorological forcing datasets and observations from 753 operational stations of the China Meteorological Administration (CMA) from 1979 to 2018, with a 0.1° × 0.1° spatial resolution and a 3-h temporal resolution. The dataset is composed of seven meteorological forcing variables: precipitation rate, air temperature, air pressure, specific humidity, wind speed, downward shortwave radiation and downward longwave radiation. The CMFD has been widely used in climate, hydrological, and diurnal land surface modeling studies, and is regarded as one of the best forcing datasets for China (Li et al. 2018). The surface data with a 0.05° × 0.05° resolution, such as percent plant functional types, percent urban, and percent lake, were acquired from the CLM surface data pool (Oleson et al. 2010).

2.2.3. In situ data

LST measurements from one superstation and two ordinary weather stations with different land-cover types in the Heihe Integrated Observatory Network were acquired to evaluate the accuracy of the fused LST. This integrated observatory network was established and is maintained by the Heihe Watershed Allied Telemetry Experimental Research (HiWATER) project. The Daman site (DM), Zhangye wetland site (ZY), and Heihe remote sensing site (HHRS) are equipped with four-component radiometers for providing surface upwelling and atmospheric downwelling longwave radiation every 10 min (available at http://data.tpdc.ac.cn/zh-hans/). Moreover, a homogeneity test for the three sites was conducted. We calculated the mean standard deviation (STD) of the Landsat LSTs at base and the
predicted time of the fusion with subsets of $34 \times 34$ pixels within a MODIS LST pixel at the three weather stations. The results showed that the mean STDs of the LST at the DM, ZY, and HHRS sites were 0.94 K, 1.42 K, and 2.09 K, respectively, which reveals that the three sites possess reasonable spatial representativeness for a homogeneity validation. Table 2 lists the summary information for the three weather stations.

Ground-based LSTs were retrieved based on the method of Wang and Liang (2009), which can be expressed by the Stefan-Boltzmann law:

$$T_s = \left[\frac{L^1 - (1-\varepsilon)L_4}{\varepsilon \sigma}\right]^{1/4}$$ (1)

where $T_s$ is the surface radiometric temperature or LST; $L^1$ and $L_4$ are the surface upwelling and atmospheric downwelling longwave radiation, respectively; and $\sigma$ is the Stefan-Boltzmann constant ($5.67 \times 10^{-8}$ W m$^{-2}$ K$^{-4}$). The broadband emissivity $\varepsilon$ was estimated from a linear regression equation (Wang et al. 2005) as follows:

$$\varepsilon = 0.2122 \cdot \varepsilon_{29} + 0.3859 \cdot \varepsilon_{31} + 0.4029 \cdot \varepsilon_{32}$$ (2)

where $\varepsilon_{29}$, $\varepsilon_{31}$, and $\varepsilon_{32}$ are the MODIS band 29, 31, and 32 narrowband emissivities.

| Site | Longitude | Latitude | Elevation (m) | Land cover | Instrument height (m) |
|------|-----------|----------|---------------|------------|-----------------------|
| DM   | 100.372°E | 38.856°N | 1556          | cropland (maize) | 12                    |
| ZY   | 100.446°E | 38.975°N | 1460          | wetland    | 6                     |
| HHRS | 100.476°E | 38.827°N | 1560          | artificial pasture | 1.5                  |

3. Methodology

Fig. 2 shows the overall framework of the developed approach, including two stages for generating LST estimates of spatial completeness at 60-m and half-hourly resolutions in two 30 km × 30 km areas. The first stage is the preprocessing before the data fusion, including CLM-based LST modeling and temporal and sensor normalization for the input LST data (see Section 3.2). The second stage is data fusion based on the preprocessed and normalized LST data using a filter-based spatio-temporal integrated fusion model, including the selection and weight calculation of similar pixels (see Section 3.3). Finally, the validation was conducted based on two evaluation schemes (see Section 4).
3.1. High-resolution land surface modeling

The Community Land Model Version 5.0 (CLM 5.0) is the latest global land model embedded in the Community Earth System Model (CESM2), which was developed by the CESM Land Model Working Group (LMWG) and the National Center for Atmospheric Research (NCAR) in 2019 (Lawrence et al. 2019). In CLM 5.0, spatial land surface heterogeneity is represented as a nested subgrid hierarchy in which grid cells are composed of multiple land units, snow/soil columns, and plant functional types (Lawrence et al. 2019). Compared with previous versions of CLM, CLM 5.0 contains notable improvements. The most important development is the introduction of a new soil evaporation resistance parameterization, which has been shown to strongly impact soil moisture and LST estimation (Chen et al. 2018; Deng et al. 2020; Swenson and Lawrence 2014). It is worth noting that an urban parameterization scheme of CLM(CLMU) has been adopted since CLM 4.0, and a new building energy model has been
integrated into the CLM 5.0 urban model, which can result in a better performance in LST simulation in urban areas (Oleson and Feddema 2020; Oleson et al. 2010). Serving as the state-of-the-art LSM, CLM 5.0 is becoming a new favorite in studies associated with land surface process modeling (Lombardozzi et al. 2020; Song et al. 2020).

In our study, CLM 5.0 was forced with the CMFD in an off-line mode. The default parameters in CLM 5.0 were adopted. Before the model simulation, a 10-year (2003–2012) spin-up experiment was run to obtain a stable initial condition for CLM 5.0. Simulations between January 1, 2013 and December 31, 2016 at a 30-min interval and with a spatial resolution of 0.05° × 0.05° (~ 5 km × 5 km) were then conducted for the two study domains.

3.2. Temporal and sensor normalization between different LST data

One prerequisite for STF is that the data pairs are comparable spatially and temporally, which calls for stability of the residual between data pairs at the reference time and target time (Gao et al. 2006). Specific to LST fusion, most of the residual results from two aspects, i.e., the view time difference and the sensor difference between the fine-resolution and coarse-resolution LST images. Hence, it makes great sense to conduct temporal and sensor normalization before LST fusion.

3.2.1 Temporal normalization

In our study, the view time of the Landsat-7 ETM+ (taking the Wuhan_sub study area as an example) is around 11:00 a.m. local solar time, while the view time of Terra MODIS daytime ranges from 10:00 a.m. to 11:42 a.m. local solar time. The existing mismatched view time between the MODIS LST and Landsat LST adversely hinders the implementation of data fusion. DTC models can be used to generate temporally continuous LST dynamics from discrete thermal observations, and are thus considered effective tools for temporal normalization (Duan et al. 2012; Zhu et al. 2016a). In this study, the GOT09 model, a semi-empirical DTC model combining extraterrestrial solar irradiation and the energy balance equation for the land surface, was utilized for the MODIS LST temporal normalization (Göttsche and Olesen 2009; Hong et al. 2018). The GOT09 model can be defined as follows:

\[
\begin{align*}
T_{\text{day}}(t) &= T_0 + T_a \frac{\cos(\theta_2)}{\cos(\theta_{z\text{min}})} \cdot e^{[m_{\text{min}}-m(\theta_2)]r}, t < t_s \\
T_{\text{night}}(t) &= T_0 + \delta T + \left[ T_a \frac{\cos(\theta_2)}{\cos(\theta_{z\text{min}})} \cdot e^{[m_{\text{min}}-m(\theta_2)]r} - \delta T \right] e^{-\frac{12}{\pi}r(\theta_2), t \geq t_s}
\end{align*}
\]

with
\[ \theta = \frac{\pi}{12} (t - t_m) \]  

where \( T_{\text{day}}(t) \) and \( T_{\text{night}}(t) \) are the daytime and nighttime LST at time \( t \), respectively; \( T_0 \) is the residual temperature around sunrise; \( T_a \) is the temperature amplitude; \( \delta T \) is the temperature difference between \( T_0 \) and \( T \); \( t_s \) is the starting time of free attenuation; \( t_m \) is the time when the temperature reaches its maximum; \( \theta_z \) denotes the solar zenith angle; \( \theta_{z,\text{min}} \) denotes the minimum zenith angle when \( t = t_m \); \( \theta_z \) denotes the thermal hour angle when \( t = t_z \); \( \theta_{zs} \) denotes the thermal zenith angle when \( \theta = \theta_{zs} \); \( m(\theta_{zs}) \), \( m_{\text{min}} \), and \( m(\theta_z) \) are the relative air mass at \( \theta_{zs} \), \( \theta_{z,\text{min}} \), and \( \theta_z \), respectively; \( \tau \) is the total optical thickness (TOT); and \( k \) is the attention rate of the nighttime temperature decrease. The formulas for calculating \( \theta_z \), \( m(\theta_{zs}) \), and \( k \) can be found in Göttzsche and Olesen (2009).

The DTC model was initially developed based on sparse satellite thermal observations (e.g., MODIS LST). However, clouds are prevalent over most of the Earth’s surface, which can lead to an inadequate number of MODIS LSTs (i.e., less than four) available for DTC modeling. A feasible solution is to use LSM-simulated LSTs instead to reconstruct the diurnal LST cycle, since the basic laws of the diurnal variation of LSTs are not limited to satellite-based LST (Huang et al. 2014; Jin and Dickinson 1999). In this study, CLM LSTs at base time (\( t_1 \)) were used to generate the diurnal LST cycle (hereafter termed CLM_DTC) based on GOT09. The obtained CLM_DTC was then utilized to normalize the view time of the MODIS LST to be consistent with that of the Landsat LST, based on the assumption that the change of LST at the view times between MODIS and Landsat is approximately linear (Duan et al. 2014). The transformation can be defined as follows:

\[
LST_M(t_{\text{cor}}, d) = LST_M(t_{\text{ori}}, d) + LST_c(t_{\text{cor}}, d) t_n - LST_c(t_{\text{ori}}, d)
\]  

where \( LST_M \) is the MODIS LST (resampled to 30 m); \( LST_c \) is the CLM LST (resampled to 30 m) fitted by CLM_DTC; \( t_{\text{ori}} \) and \( t_{\text{cor}} \) are the view times before and after temporal normalization; and \( d \) denotes the date. At base time (\( t_2 \)) and predicted time (\( t_p \)), the temporal linear interpolation method (i.e., interpolation between the two adjacent half-hourly CLM LST values) was used for the CLM LST temporal normalization. Fig. 3 shows the schematic of temporal normalization for the input LST in the case of Wuhan_sub.
3.2.2 Sensor normalization

Due to the different LST inversion methods, air conditions, viewing geometries, etc., the sensor bias between Landsat LST and MODIS LST is not constant. To eliminate or at least limit the bias between the sensors, the global linear model (GloLM) (Gan et al. 2014) was utilized for the sensor normalization in this study. Since the MODIS LST has been validated to be more reliable than the Landsat LST, we selected the MODIS LST as the reference axis (Shen et al. 2020). Note that the MODIS LST used here was the LST after temporal normalization based on the DTC model, so that it shared the same view time as the corresponding Landsat LST. It was assumed that there is a linear relationship between the MODIS LST and Landsat LST in the GloLM. The least-squares estimator was used to fit the parameters based on the point sets of pure pixels from the reference MODIS LST and aggregated Landsat LST (resampled to 1 km × 1 km). This linear relationship was then applied to the under-normalized Landsat LST pixels. To limit the scale effect in the process of sensor normalization, the purity of the coarse-resolution pixels was calculated based on the land-cover data.

3.3. LST fusion with a filter-based spatio-temporal integrated fusion model

In this study, we first attempted to blend the multi-source satellite-observed and model-simulated LST data through a filter-based spatio-temporal integrated fusion model, to generate gapless LST estimates with high spatial and temporal resolutions. The implementation of the integrated fusion model involves three main steps: 1) selection of similar pixels within a predetermined moving window; 2)
determination of the spatio-temporal weighting function and calculation of the weights of similar pixels; and 3) estimation of the fine-resolution LSTs at the predicted time (Wu et al. 2015). On this basis, the integrated fusion algorithm was used to blend the Landsat LST map (60 m × 60 m), MODIS LST maps (1 km × 1 km), and CLM LST maps (~ 5 km × 5 km), to generate LST maps at 60 m × 60 m and half-hourly resolutions. The equations are given as follows:

$$L(x_{w/2}, y_{w/2}, t_p) = \sum_{i=1}^{N} W_i \ast \left( \frac{L(x_i, y_i, t_1) - M(x_i, y_i, t_1) + M(x_i, y_i, t_2) - C(x_i, y_i, t_2) + C(x_i, y_i, t_p)}{\sum_1^{N} C_i SD_i} \right)$$  \hspace{1cm} (6)

where $L, M, C$ respectively represent the LST values from Landsat, MODIS, and CLM with successive descending resolutions; $w$ is the size of the sliding window; $L(x_{w/2}, y_{w/2}, t_p)$ is the final fused LST of the central pixel $(x_{w/2}, y_{w/2})$ within the sliding window at the predicted time of $t_p$; $(x_i, y_i)$ is the location of the $i$-th similar pixel; $N$ refers to the number of similar pixels; $t_1$ and $t_2$ are the base times; and $W_i$ refers to the spatio-temporal weighting function. It is noteworthy that only pixels similar to the central pixel in the fine resolution were selected to compute the LST. In this fusion algorithm, similar pixels are selected by the estimated number of land-cover classes and the standard deviation for the LST data, which can be expressed as:

$$\left| L(x_{i}, y_{i}, t_1) - L(x_{w/2}, y_{w/2}, t_1) \right| \leq \sigma * 2/m$$  \hspace{1cm} (7)

where $L(x_{i}, y_{i}, t_1)$ and $L(x_{w/2}, y_{w/2}, t_1)$ respectively denote the neighboring pixel and the central pixel of the Landsat LST at the base time of $t_1$ within the sliding window; $\sigma$ denotes the standard deviation for the Landsat LST; and $m$ denotes the estimated number of land-cover classes.

In the integrated fusion algorithm, the spatio-temporal weighting function $W_i$ consists of the similarity difference, the scale difference, and the geometric distance difference (Wu et al. 2015), which can be defined as follows:

$$W_i = \frac{1/(C_i SD_i)}{\sum 1/(C_i SD_i)}$$  \hspace{1cm} (8)

$$SD_i = \frac{\exp(-|k(x_i,y_i,t_1)-k(x_{w/2},y_{w/2},t_1)|)}{\sum \exp(-|k(x_i,y_i,t_1)-k(x_{w/2},y_{w/2},t_1)|)}$$  \hspace{1cm} (9)

where $SD_i$ is the degree of similarity between the central pixel and surrounding similar pixels in the sliding window of the fine-resolution data; and $C_i$ is the combination of the scale difference and the distance difference, which can be defined as follows:

$$C_i = \frac{\ln(R_i+100+1)\cdot D_i}{\sum \ln(R_i+100+1)\cdot D_i}$$  \hspace{1cm} (10)

$$R_i = \left| L(x_{i}, y_{i}, t_1) - M(x_{i}, y_{i}, t_1) + M(x_{i}, y_{i}, t_2) - C(x_{i}, y_{i}, t_2) + C(x_{i}, y_{i}, t_p) \right|$$  \hspace{1cm} (11)
where $R_i$ is the scale difference between the three different-resolution LST data sources. $D_i$ is the relative geometric distance between the $i$-th similar pixel and the central predicted pixel.

4 Results

On the premise of preprocessing (i.e., temporal and sensor normalization) of the input data, two fusion scenarios were considered: in the first scenario, we fused the LST data from Landsat, MODIS, and CLM (hereafter termed L-M-C fusion), while in the second scenario, we fused only the Landsat and CLM LST (hereafter termed L-C fusion). Furthermore, to investigate the applicability of the developed approach for urban- and natural-dominated landscapes, two experiments (EXP1 and EXP2) were conducted. For EXP1 (Wuhan_sub), the fused LST values were evaluated only with the real Landsat LST at the predicted time, since there are no LST observations available for this area. For EXP2 (Heihe_sub), the fused LST values were jointly evaluated against real Landsat LST as well as in situ LST observations. For a quantitative evaluation of the LST predictions, four common statistical metrics are used in this paper: the Pearson correlation coefficient ($R$), the mean absolute error (MAE), the root-mean-square error (RMSE), and the overall bias (BIAS).

4.2 Accuracy evaluation of the land surface modeling LST

Before the data fusion, the CLM-simulated LST was first assessed using the MODIS LST. Fig. 3 shows a comparison between the CLM LST (resampled to 1 km) and the cloud-free MOD11A1 LST in the 2013 Wuhan_sub and 2016 Heihe_sub areas, for both daytime and nighttime. Compared with the MOD11A1 product, the CLM LST shows a reasonable accuracy, with $R$ ranging from 0.94 to 0.98, MAE ranging from 1.59 K to 4 K, and BIAS ranging from −1.2 K to 1.54 K. It is also apparent that the accuracy of CLM LST at nighttime is better than that at daytime in regard to $R$ and MAE, which is consistent with the conclusions of previous studies (Ma et al. 2021; Siemann et al. 2016). The above results indicate that the CLM 5.0 model has the potential to generate a consistent and reliable LST dataset, which could be chosen as a qualified background for the subsequent data fusion.
Fig. 4. Scatter plots between the MOD11A1 clear-sky LST (mean view time of \( \sim 10:30 \) a.m. and \( \sim 22:30 \) a.m. local solar time in the daytime and nighttime, respectively) and the corresponding CLM LST in the Wuhan_sub area in 2013 (a)–(b) and the Heihe_sub area in 2016 (c)–(d). The color bar denotes the density of the samples. N denotes the sample size. Local solar time = UTC+7.6 (6.7) h in Wuhan_sub (Heihe_sub).

4.3 Experimental results for the urban-dominated area

To investigate the feasibility of the proposed integrated fusion framework in a highly heterogeneous case, this experiment (EXP1) was aimed at deriving half-hourly “Landsat-like” LSTs in the urban-dominated area. Fig. 5 shows the observed and predicted LSTs for the data fusion in the Wuhan_sub area. Figs. 5a–c and e were used as the reference data for the L-M-C fusion, while the 48 (every 30 min) CLM LSTs on August 8, 2013 were used as the input data for deriving the half-hourly LST estimations. For simplicity, we only present the CLM LST at 02:52 UTC on August 8, 2013 in Fig. 5f. Note that the proposed fusion framework also allows for the fusion of two data sources. Fig. 5d was used as the coarse-resolution reference data to obtain the “Landsat-like” prediction in the L-C fusion. Figs. 5g and h show the L-C and L-M-C predicted LSTs, respectively. The observed ETM+ LST at 02:52 UTC on August 8,
2013 (Fig. 5i) was selected as the actual high-resolution LST for the validation.

![Images of observed and predicted LSTs](image)

Fig. 5. Observed and predicted LSTs for the LST fusion in EXP1: (a) observed ETM+ LST on October 11, 2013; (b) observed MODIS LST after temporal normalization on October 11, 2013; (c) observed MODIS LST on August 8, 2013; (d) observed CLM LST after temporal normalization on October 11, 2013; (e) and (f) are the observed CLM LSTs after temporal normalization at 03:14 UTC and 02:52 UTC on August 8, 2013, respectively; (g) and (h) are the predicted “Landsat-like” LSTs under the L-C and L-M-C fusion scenarios on August 8, 2013; (i) observed actual ETM+ LST on August 8, 2013.

Overall, the two predicted LSTs resemble the actual Landsat LST reasonably well in regard to spatial patterns, but still showing a difference in LST magnitude. For a detailed visual judgment, two subsets of the actual and predicted LSTs under the two scenarios from Figs. 5g–i are shown in Fig. 6. When comparing the subsets, obvious overestimation can be observed in the L-C predicted LST, particularly over water and impervious surfaces. After integration of the MODIS LST in the L-M-C fusion, the predicted LSTs share considerable similarities with the actual LST in terms of spatial...
heterogeneity and LST magnitude, which largely makes up for the LST overestimation.

Fig. 6. Detailed comparison between the observed LSTs and predicted LSTs from Figs. 5g–i. The columns from left to right denote subsets of the L-C, L-M-C predicted LSTs and the actual LSTs, respectively. The first and second rows denote subsets A and B in the northwest and eastern middle of the Wuhan_sub area.

For a quantitative assessment, Fig. 7 shows the scatter density plots of the actual Landsat LST and predicted Landsat-like LST under the two scenarios on August 8, 2013. General agreement can be observed in the L-M-C prediction, with an R of 0.94, RMSE of 1.26 K, MAE of 0.98 K, and a small BIAS value, indicating the reliability of the proposed approach in Landsat-like LST prediction (Fig. 7b). Fig. 7 also shows the superiority of L-M-C fusion over L-C fusion across all the metrics. This phenomenon can be largely explained by the introduction of the moderate-resolution MODIS LST in the data fusion process, which can neutralize the negative impacts of the large-scale difference between the CLM LST and Landsat LST.
Fig. 7. Scatterplots of actual Landsat LST versus (a) the L-C predicted LST and (b) the L-M-C predicted LST in EXP1 on August 8, 2013. The color bar denotes the density of the samples.

To better depict the LST diurnal cycle, Fig. 8 displays the 48 predicted LSTs based on L-M-C fusion for August 8, 2013. Benefiting from the spatial continuity of the background data (i.e., the CLM LST), the fusion results successfully inherit gapless features. Moreover, the predicted diurnal LSTs contain the vast majority of the spatial details found in the observed images, including surface features such as rivers and lakes with low LSTs and urban areas with high LSTs. Notable LST variation over the course of the day can also be observed. The diurnal LST peak is observed at UTC 06:00 (local time 13:42), which is in accordance with the results of other studies (Gao et al. 2019). Overall, the proposed integrated temperature fusion framework is able to reproduce diurnal LSTs in magnitude and time evolution reasonably well for landscapes with high heterogeneity.
Fig. 8. The 48 predicted gapless Landsat-like LSTs at a half-hourly temporal resolution for the Wuhan_sub area on August 8, 2013.

4.4 Experimental results for the natural-dominated area

In this experiment (EXP2), the integrated fusion framework was tested over a natural-dominated area. The observed and predicted LSTs for the data fusion in EXP2 (Heihe_sub) are shown in Fig. 9. Similarly, for the L-M-C fusion, the data from Figs. 9a–c, and e served as the input base data. For the L-C fusion, only Figs. 9a and d were selected as the input base data, while Fig. 9f was used as the input coarse-resolution data at the predicted time for both fusion scenarios. The corresponding L-M-C and L-C predictions at the predicted time are shown in Figs. 9g and h, respectively. The 48 “Landsat-like” LST predictions for March 15, 2016 with a 30-min time step were also obtained in a similar manner, but are not shown here due to the space limitations. Fig. 9i was chosen as the actual LST for the validation.
It is noticeable that the L-M-C prediction is considerably more in agreement with the actual observations in terms of LST magnitude and spatial details, while the L-C prediction shows an overall underestimation, especially on the bare land class (Figs. 9g–i). Error histograms of the LST predictions versus the actual Landsat LST under the two scenarios are shown in Fig. 10. The error distribution of the L-M-C fusion is much better than that of the L-C fusion, with mean values for the L-M-C fusion and L-C fusion of $-0.13$ K and $-0.41$ K and STDs of 0.96 K and 1.85 K, respectively. The MODIS LST was not only used to improve the LST details that cannot be captured by the CLM LST, but was also used as
a complement to provide the temporal variation and constrain the fusion process, ultimately improving the LST fusion.

Fig. 10. Error histograms of (a) the L-C predicted LST and (b) the L-M-C predicted LST versus actual Landsat LST in EXP2 on March 15, 2016.

To evaluate the predicted LSTs in the diurnal cycle, ground-truth LSTs from three sites with different land-cover types were used to validate the performance of the proposed method. Fig. 11 shows a comparison of the L-M-C predicted LSTs and L-C predicted LSTs with the in situ LSTs. It can be seen that overall agreement can be observed for all the predictions at the three sites in terms of R greater than 0.98, indicating the feasibility of diurnal LST cycle modeling using LSM-simulated LSTs as the background field. Furthermore, the L-M-C predicted LSTs are closer to the in situ LSTs than the L-C predicted LSTs, especially at the DM and ZY sites. The prediction error of the L-M-C fusion (MAE = 0.82–2.6 K) is lower than that of the L-C fusion (MAE = 2.58–3.2 K), reflecting again the necessity of integrating moderate-resolution LST to serve the role of “scale transition” in data fusion. The underestimation of the LST peaks at the HHRS site can be mainly attributed to the relatively large-scale difference between the ground-measured LST and Landsat LST (Fig. 11c), which has also been observed in other studies (Wang et al. 2021a). Overall, the above results demonstrate that it is viable to obtain diurnal LSTs with a high spatial resolution based on the proposed integrated temperature fusion framework.
Fig. 11. Diurnal cycle of LSTs obtained from the L-C (green crosses) and L-M-C (blue pluses) fusion scenarios compared with that of the in situ LSTs (red line) on March 15, 2016 at the three sites, i.e. (a) the Daman site, (b) the Zhangye site, and (c) the Heihe remote sensing site.

To further analyze the transferability of the proposed approach for other predicted (consecutive) dates, Fig. 12 shows the time-series variation of the L-M-C and L-C predicted LSTs versus the ground-measured LSTs at the three weather sites during March 13, 2016–March 19, 2016. The high-quality (i.e., cloud free and within 30° view angles) MODIS LST is only available on March 13th, March 15th, and March 17th. The diurnal LST estimates on these dates were produced based on L-M-C fusion using separate MODIS LST as the reference data (i.e., reference moderate-resolution LST data at t₂). Meanwhile, on the other dates, the MODIS LST acquired on an adjacent date was used to generate the diurnal LST predictions, even though this does introduce some additional error. As a result, we produced the consecutive diurnal LST estimates for March 13, 2016–March 19, 2016.

From Fig. 12, it can be found that the L-M-C predicted LST at the three sites is in good consistency with the in situ LST measurements, and the diurnal LST variation at each site is basically reproduced well. Table 3 further lists the statistical metrics for the comparison results. For the L-M-C predictions, the MAE (RMSE) varies from 1.86 K (2.39 K) to 3.17 K (3.97 K), the BIAS varies from 0.09 K to 2.41 K,
and R ranges from 0.97 to 0.98, indicating the robust performance of the proposed method in LST time-series reconstruction. In general, better agreements can be observed on the dates on which the available MODIS LST was involved in the fusion, demonstrating the important role of MODIS LST in the integrated fusion process. However, the LST reconstruction results obtained by L-M-C fusion do not match well with the in situ LST at certain times, especially for the lowest temperatures at the DM and HHRS sites (such as around 00:00 UTC, DOY: 77–78) (Figs. 12a and c). It is demonstrated that CLM model tends to overestimate LST at night due to the deficiency of the parameterization scheme, which is also shown in Fig. 4d, and the overestimation can be transmitted to the subsequent fusion process. Wang et al. (2014a) and Trigo et al. (2015) also reported obvious warm nighttime bias over most global land areas in LSM-based LST.
Fig. 12. Comparison between the L-C and L-M-C predicted diurnal LST time series versus the in situ LST measurements at the three sites, i.e. (a) the Daman site, (b) the Zhangye site, and (c) the Heihe remote sensing site during March 13, 2016–March 19, 2016. DOY denotes the day of year.

Compared with the L-M-C fusion, the L-C fusion demonstrates a relatively poor ability in capturing the LST peaks of the diurnal cycle and shows severe overestimation of the LST, especially for the DM and ZY sites, resulting in a poor performance across all the metrics (Table 3). The performance of the spatio-temporal LST fusion was found to be directly associated with the site domain characteristics, while the best and worst performances were respectively observed at the ZY site in the wetland area and the HHRS site in the artificial pasture area.

Table 3
Comparison of the metrics between the L-C and L-M-C predicted LSTs versus in situ LST measurements at the three sites during March 13, 2016–March 19, 2016.

| Site | RMSE (K) L-C | RMSE (K) L-M-C | MAE (K) L-C | MAE (K) L-M-C | BIAS (K) L-C | BIAS (K) L-M-C |
|------|-------------|----------------|-------------|--------------|-------------|-------------|
| DM   | 0.983       | 0.983          | 5.315       | 3.061        | 4.956       | 2.583       |
| ZY   | 0.97        | 0.974          | 4.674       | 2.391        | 4.057       | 1.861       |
| HHRS | 0.981       | 0.981          | 4.394       | 3.967        | 3.764       | 1.422       |

5 Discussion

5.1 Perspectives on the view time inconsistency between the different LST data

In the usual study, the view time matching of the base data pairs in the spatio-temporal fusion will be only approximate (e.g., the view times are approximately 10:30 a.m. for MOD11A1 daytime and 11:00 a.m. local solar time for Landsat), which can introduce errors into the subsequent fusion process. In this study, we utilized a DTC model to perform the correction. To further evaluate the influence of the temporal normalization on the fusion accuracy, we conducted a comparison of fusion with temporal normalization (hereafter termed Tnor fusion) and without temporal normalization (hereafter termed No_Tnor fusion) versus actual Landsat LST in a Landsat-scale evaluation of the two regions. The results indicate a slight improvement with the Tnor fusion, with the RMSE decreasing from 0.98 K–1.27 K to 0.97–1.26 K. Furthermore, we conducted a comparison in the diurnal cycle. Fig. 13 shows the comparison of the Tnor and No_Tnor predicted diurnal LSTs versus the in situ LST measurements at the three sites. A large improvement is found with the Tnor prediction at the DM and ZY sites, in terms of the RMSE decreasing from 3.92 K (1.53 K) to 2.78 K (1.09 K) and the MAE decreasing from 3.77 K (1.22 K) to 2.55 K (0.82 K) at the DM (ZY) site. Comparable results are found in the Tnor and No_Tnor fusion at the HHRS site, followed by a decrease of MAE and an increase of RMSE, which is partly due to the relatively high heterogeneity found at the HHRS site. It can be explained that after the implementation of the temporal normalization, the bias due to the view time difference between the reference data pairs is largely eliminated, thus improving the fusion accuracy, but this improvement may occasionally be minimal (Liu et al. 2019b). The magnitude of the improvement relies on the gap size of the view time difference and the quality of the satellite-derived LSTs themselves.

The above results indicate that it is effective to perform temporal normalization to maintain, or even improve the fusion accuracy, and it definitely enhances the generalization ability of spatio-temporal fusion, especially for the case of a large view time gap. Nevertheless, we have to mention that it can also
introduce some uncertainty, even if such uncertainty can be neutralized by the benefits it brings. CLM_DTC normalization is implemented based on the assumption that the diurnal LST cycle generated by the LSM-simulated LSTs is similar to that of the satellite-observed LSTs. However, there are differences between the data sources due to the different LST retrieval mechanisms. Furthermore, the uncertainty can also be associated with the coarse resolution of the CLM-simulated LST, which may yield a relatively coarse LST difference between the times before and after the temporal normalization, and consequently a deviated prediction when the difference is added back to the MODIS LST to be normalized (Zhao et al. 2019).

5.2 Perspectives on the LSM simulation uncertainty

As a background, LSM-simulated LST plays an important role in providing temporal change information for data fusion and temporal normalization. The accuracy of the LSM-simulated LST is highly dependent upon the parametric scheme of the model and the quality of the input atmospheric forcing dataset and surface dataset (Lawrence et al. 2019). The latest LSM (i.e., CLM 5.0) was applied to simulate real and high-quality LSTs in this study. However, as investigated in Ma et al. (2021), the performance of LST modeling in CLM is strongly related to the sensible heat roughness length scheme.
and soil thermal conductivity scheme, especially on bare ground surfaces, which needs to be further improved in CLM 5.0. The CMFD is regarded as one of the best atmospheric forcing datasets in China (He et al. 2020). However, the distribution of the operational CMA stations used in the CMFD is severely uneven, with few stations in western China (covering Heihe_sub). This increases the uncertainty of the CMFD over this region, consequently leading to deviations in the simulated LST. Uncertainties may also arise from the static and outdated land surface datasets used in CLM 5.0. In light of this issue, some scholars have attempted to apply bias correction to the LSM-based LST, to make them comparable to fine-resolution LST data (e.g., MODIS LST) (Long et al. 2020; Zhang et al. 2021). However, in this study, we focused on deriving half-hourly LSTs, where there were no corresponding diurnal high-accuracy LSTs as reference data for bias correction. Future studies can be expected to conduct such bias correction by introducing geostationary satellite data.

5.3 Perspectives on the MODIS view angles

In this study, the experiments were conducted only for a single day (EXP1) and a week (EXP2). In theory, the proposed method could also be used to produce more consistent LST estimates (e.g., one month or longer). However, in addition to the overpass time, MODIS LST is also sensitive to the view angle and sun geometry. As investigated in Wang et al. (2021b), the anisotropy over the MODIS view angles can reach up to 6.6 K for Terra day (around 11:00 a.m. local time) in urban areas. In the generation of such a time series of LST, it is necessary to address the angular anisotropy in the MODIS LST (Cao et al. 2019). Although some studies have attempted to conduct correction of the angular effects through semi-empirical or physical models, they have usually been subject to the requirement for accurate prior knowledge (e.g., on canopy structure or spectral properties) or sufficient input parameters, which badly hampers their practical application (Cao et al. 2021). To restrict the angular effect, only MODIS LST obtained under small viewing angles (less than 30°) was used in this study. Future studies will need to explore a more practical method for satellite-derived LST angular normalization, to further extend the fusion condition and produce longer time series of LST estimates.

5.4 Perspectives on the land-cover change and scaling effects

The proposed satellite-LSM integrated fusion model has been shown to be effective in generating gapless LSTs with high spatial and temporal resolutions. However, it has a limitation in predicting LST in the case of land-cover type change. An unmixing-based method could be incorporated into the
integrated model for predicting land-cover changes. For example, Quan et al. (2018) proposed a linear temperature mixing model (LTMM) to account for the impacts of landscape heterogeneity and land-cover type change. Another solution is to add one or more spatially complete Landsat-MODIS LST pair into the integrated fusion process, as in the research into ESTARFM (Zhu et al. 2010), even though it could be hard to find such data pairs over a close time period in practical applications (Zhao et al. 2018).

The scaling effects caused by spatial mismatch can be a significant problem (Bei et al. 2020). Despite the relatively high spatial resolution (i.e., 5 km × 5 km) of CLM-simulated LST compared with other reanalysis LST data, the land surface heterogeneities can still be hardly represented, which may cause a discrepancy in CLM-simulated diurnal LST patterns. Although we have confirmed the spatial representativeness of the ground LST measurements in the corresponding 1-km LST for validation, the point-to-pixel LST match cannot be totally guaranteed. The four-component radiometer heights at the HHRS, ZY, and DM sites are 1.5 m, 6 m, and 12 m, respectively, which has a major impact on the footprint size. The weather sites can only represent a scale of several to tens of meters, while Landsat-like LST estimation is at a 60-m scale, thus resulting in a discrepancy in the comparison of fused LST and in situ LST.

6 Conclusion

To date, few studies have been able to provide real LST estimates with concurrent spatial completeness and high spatio-temporal resolutions. In this paper, we proposed a satellite-LSM integrated temperature fusion framework aiming at generating real, gapless, and high spatio-temporal resolution (i.e., half-hourly, 60-m resolution) LST data, which is not achievable through the use of a single technique. After temporal and sensor normalization, the fused LST estimates on predicted dates showed good agreement with the high-resolution Landsat LSTs over both urban- and natural-dominated regions, in terms of an R value of 0.94 and MAE of 0.71–0.98 K. Furthermore, the generated time series of all-weather diurnal LST estimates (March 13, 2016–March 19, 2016) showed good agreement with the ground-measured LSTs from three sites in northwest China, with R ranging from 0.97 to 0.98 and MAE ranging from 1.86 K to 3.17 K. The predictions from three data sources (i.e., Landsat, MODIS, and CLM) reflected the spatial variability and diurnal temporal dynamics in LST well under all weather conditions, and were much better than the predictions obtained from two data sources (i.e., Landsat and CLM) across all the metrics. In the Landsat-scale evaluation, the temporal normalization showed a positive but limited
improvement on the fusion accuracy, while in the site-scale evaluation, this improvement was somewhat increased. Overall, the developed data fusion framework makes full use of the complementary information of satellite-based and LSM-based LST datasets in accuracy, spatio-temporal resolution, and continuity, as well as extending the condition of spatio-temporal LST fusion. Benefiting from the parsimony in other ancillary data (i.e., NDVI, DEM, ground-based LST, etc.), the developed integrated temperature fusion framework expands the transferability to other similar areas for producing all-weather LST estimates. The mechanism of the proposed integrated fusion approach also advances the capability of fusing additional multi-source data (e.g., GF-5, FY-4A, MTSAT-2, MSG SEVIRI) to generate LST estimates of a finer spatio-temporal resolution. Moreover, although the proposed method was developed to generate LST estimates, it could also be transferred to other ecological or environmental parameters, such as evapotranspiration or soil moisture. In our future work, it is anticipated to develop strategies for obtaining more accurate LSM-simulated LST, conduct angular normalization for satellite-observed LST, and design approaches to counter land-cover change in the fusion framework.
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