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Abstract

Recent works have been applying self-attention to various fields in computer vision and natural language processing. However, the memory and computational demands of existing self-attention operations grow quadratically with the spatiotemporal size of the input. This prohibits the application of self-attention on large inputs, e.g., long sequences, high-definition images, or large videos. To remedy this drawback, this paper proposes a novel decomposed attention (DA) module with substantially less memory and computational consumption. The resource-efficiency allows more widespread and flexible application. Empirical evaluations on object recognition demonstrated the effectiveness of these advantages. DA-augmented models achieved state-of-the-art performance for object recognition on MS-COCO 2017 and significant improvement for image classification on ImageNet. Further, the resource-efficiency of DA democratizes self-attention to fields where the prohibitively high costs have been preventing its application. The state-of-the-art result for stereo depth estimation on the Scene Flow dataset exemplified this.

1. Introduction

Long-range dependency modeling has been a central challenge for deep learning. The most successful architectures, e.g., convolutional and recurrent neural networks, process a local neighborhood at a time. To model long-range dependencies, the operations must apply repeatedly to increase the receptive field. For example, a 256x256 input image requires 128 consecutive 3x3 convolutions to reach a global receptive field and ensure the ability to model dependencies between any two pixels. Stacking many layers leads to computational inefficiency. In addition, propagating information through a deep network between two distant points might cause optimization difficulties. Furthermore, multi-hop dependency modeling multiplies the resource requirements. For example, modeling 3-hop dependencies on a 256x256 image demands 384 3x3 convolutions. This further reinforces the computational inefficiency and optimization difficulties.

To mitigate this problem, [1] introduced the self-attention mechanism, which computes the response at every location as a weighted average of features at all locations in the previous layer. In contrast to convolution and recurrence, a single self-attention module expands the receptive field to the entire input. Using self-attention to efficiently model long-range dependencies allows convolution and recurrence to focus on local dependency modeling, in which they specialize. Since the advent of self-attention, the method has been remarkably successful. Self-attention-based models now hold state-of-the-art records on virtually all tasks in natural language processing (NLP) [33, 24, 9, 25]. The non-local module [35], an adaptation of self-attention for vision networks, achieved state-of-the-art performance on video classification [35] and generative adversarial image modeling [38, 3] and demonstrated significant improvements on object detection [35], instance segmentation [35], person re-identification [18], and image de-
puts, e.g. long sequences, high-definition images, and large videos, remains an open problem. The quadratic\(^1\) memory and computational complexities of existing self-attention modules inhibit their application on such inputs. For instance, a non-local module uses over 1 GB of memory and over 50 GMACC\(^2\) of computation for a 128x128 feature map or over 68 GB and over 3.2 TMACC for a 64x64x32 video feature volume. This constrains the application of self-attention to the low-resolution parts of models [35, 38, 3] and prohibits its use for resolution-sensitive and resource-hungry tasks.

The need for global dependency modeling on large inputs greatly motivates the exploration for a resource-efficient self-attention algorithm. An investigation into the non-local module revealed an intriguing phenomenon. The attention masks at each location, despite generated independently, are correlated. As [35] and [38] analyzed, the attention mask of a location mainly focuses on semantically related regions. Figure 2 shows the learned attention masks in a non-local module. When generating the image of a bird before a bush, pixels on the bird’s legs tend to attend to other leg pixels for structural consistency. Similarly, body pixels mainly attend to the body, and background pixels focus on the bush.

This observation inspired the design of the decomposed attention module. Given an input, the module generates a set of basis masks, a coefficient for each mask at every location, and a value feature map. Figure 1 shows the conceptual structure of the module. Scaling each mask by its coefficient at a location and summing the scaled masks gives the attention mask for that location. In practice, the module first aggregates the value map by each basis mask and then combines the aggregated contextual features at each location by the coefficients. This procedure avoids the generation of the huge pairwise attention matrix containing the attention mask for every location and hence removes the quadratic terms in the module’s memory and computational complexities.

The principal contribution of this paper is the decomposed attention (DA) module, which:

1. has linear memory and computational complexities in terms of the spatiotemporal size of the input, as section 3.3 proves;
2. possesses similar expressive power as conventional attention modules, as section 4.1.8 shows;
3. allows the insertion of significantly more attention modules that brings substantial performance boosts over conventional attention-based models, as the state-of-the-art results for object detection and instance segmentation on MS-COCO 2017 in section 4.1 and significant improvement for image classification on ImageNet in section 4.3 demonstrate; and
4. facilitates application of self-attention on resource-hungry tasks, as the state-of-the-art result for stereo depth estimation on the Scene Flow dataset in section 4.2 exemplifies.

2. Related Works

2.1. Self-Attention Mechanism

[1] proposed the initial formulation of the self-attention mechanism to improve word alignment in machine translation. Successively, [33] proposed to completely replace recurrence with self-attention and named the resultant architecture the Transformer. They achieved state-of-the-art performance on machine translation and constituency parsing. Following this work, [24] pretrained a deep Transformer on a large corpus for language modeling and achieved state-of-the-art performance on a broad set of NLP tasks, including natural language inference, semantic similarity, and reading comprehension. Subsequently, [9] proposed to use masked language modeling and next sentence prediction for pretraining to incorporate bidirectional information. With this work, Transformers now hold the state-of-the-art records on virtually all NLP tasks and outperform humans on many.

[35] first adapted the self-attention mechanism for computer vision. They achieved state-of-the-art performance on video classification and demonstrated significant improvements on object detection, instance segmentation, and pose estimation. The paper named the proposed component the non-local module. Subsequent works applied it to various fields in computer vision, including image restoration.

---

\(^1\)The complexities are quadratic with respect to the spatiotemporal size of the input, or quartically w.r.t. the side length of an input image, or sextically w.r.t. the dimension of an input video.

\(^2\)MACC stands for multiply-accumulation. 1 MACC means 1 multiplication or addition operation.
[21], de-raining [16], video person re-identification [18], salient segmentation [15], and cardiac motion scoring [37]. Notably, SAGAN [38] and BigGAN [3] incorporated the non-local module to generative adversarial networks and achieved substantial advancements of the state-of-the-art.

2.2. Other Types of Visual Attention

Besides self-attention, there are a separate set of techniques the literature refer to as attention. This section refers to them as scaling attention. While self-attention is effective for global dependency modeling, scaling attention focuses on emphasizing important features and suppressing uninformative ones. [34] proposed to replace the ResBlock with a complex attention module as the backbone component of convolutional networks. The module consists of a convolutional branch and an hourglass attention branch. It multiplies the attention map generated by the hourglass branch to the output of the convolutional branch to achieve effective scaling. This architecture outperformed ResNet with less resource consumption. In comparison to this method, the squeeze-and-excitation (SE) module [14] is a significantly more economical approach. An SE block uses global average pooling and a linear layer to compute a scaling factor for each channel. The low cost allows the insertion of an SE block at every layer of a network, which allowed SE-enhanced models to achieve state-of-the-art performance on image classification and substantial improvements on scene segmentation and object detection. CBAM [36] built upon the SE module by adding global max pooling beside global average pooling and introducing an extra spatial attention submodule. CBAM further improved SE’s performance on image classification and object detection.

2.3. Object Detection

Since the introduction of R-CNN [11], deep learning methods have achieved remarkable progress on object detection. Most CNN detectors belong to one of the two categories: two-stage detectors and single-stage detectors. Two-stage models first generate proposals that likely contain objects and then refine the box coordinates and perform classification. Notable two-stage methods after the R-CNN include Fast R-CNN [10], Faster R-CNN [29], and R-FCN [7]. In contrast, single-stage detectors directly output detection boxes from the features extracted by the backbone network. SSD [22] and the YOLO family [26, 27, 28] are popular architectures in this category.

Various works have attempted to improve the detection pipeline. [19] proposed feature pyramid networks, which aggregate features across scales and network depths. Mask R-CNN [12] incorporated a segmentation head to perform instance segmentation in parallel with detection. [8] introduced deformable convolution that replaces the fixed square receptive field of standard convolution by a learnable receptive field. Cascade R-CNN [4] stacks multiple detectors with increasing IoU thresholds to adapt to different IoU requirements at test time. RetinaNet [20] introduced the focal loss to address class imbalance and tackle hard examples.

3. Method

3.1. Decomposed Attention

For an input tensor $x$, it first passes through three separate functions $b, c, v$, which generate the basis $b(x)$, the coefficients $c(x)$, and the value $v(x)$, respectively. Then, a context extraction function $n$ takes in $b(x)$ and $v(x)$ and gives the attention context $n(b(x), v(x))$. Finally, an attention application function $m$ uses the coefficients and the context to produce the attended output. In summary, a mathematical representation of the DA module is

$$d(x) = m(c(x), n(b(x), v(x))).$$

In equation (1), the functions $c, b, v, n, m$ are abstract. In the baseline instantiation, $c, b, v$ are each a flattening operation followed by a pointwise linear layer. The outputs $c(x), b(x)$ have the same channel count. The context extraction function $n$ transposes $b(x)$, divides $v(x)$ by the size of the input\(^3\) for normalization, and multiplies them. The attention application function $m$ returns the matrix product of $c(x)$ and $n(b(x), v(x))$. A mathematical formulation of this instantiation is

$$d_{\text{baseline}}(x) = CX \left( (BX)^T \frac{VX}{s} \right),$$

for $X$ the flattened version of $x$, $s$ the size of $x$, and $C, B, V$ parameter matrices.

There are several aspects of the baseline instantiation that are flexible to change. Following subsections introduce a set of design variables that lead to different instantiations of DA.

3.2. Design Variables

3.2.1 Attention Normalization

The baseline instantiation implements attention normalization as the scaling operation on $v(x)$. This version is scaling normalization. Scaling normalization does not involve any non-linearities. Therefore, it is easy to implement and facilitates smooth flow of gradients.

An alternative implementation is softmax normalization. This version applies a channel-wise softmax on $b(x)$ and a location-wise softmax on $c(x)$, before they enter subsequent computation. Softmax normalization provides better interpretability. Each channel in $b(x)$ sums up to one and

\(^3\)The spatiotemporal size, i.e. $t$ for sequence features, $h \times w$ for 3D feature maps, and $h \times w \times d$ for 4D feature volumes.
represents a distribution of attention over the entire input. Similarly, the feature vector at each location in \( c(x) \) sums up to one and represents a distribution of attention over the basis masks.

### 3.2.2 Multi-Head Mechanism

The multi-head mechanism is a method to augment an attention module [33]. A DA module accepts a hyperparameter \( h \) as the number of heads. The channel depth of the outputs of \( c, b, v \) each reduces by a factor of \( h \). Then, \( h \) DA modules with identical structures but separate weights process the input in parallel. A concatenation along the channel dimension of their results makes the final output. The concatenation restores the channel count to the same as in a single-head DA module. Following is a formal representation of a multi-head DA module:

\[
d_{\text{multi}}(x) = (h-1) \bigoplus_{i=0}^{h-1} d_i(x),
\]

### 3.2.3 Other Design Choices

**Basis, coefficients, and value functions.** The baseline instantiation uses pointwise linear layers to implement \( b, c, v \). An alternative to pointwise layers is convolution. Functions \( b, c, v \) can instantiate as \( 3 \times 3 \) convolutional layers. Convolution with larger kernels or more complex modules are possible. However, their high costs defeat the purpose of DA. Therefore, the experiments did not test such instantiations of \( b, c, v \).

**Reprojection and skip connection.** A DA module can have an additional linear reprojection of the output. Such an operation allows changing the number of output channels. For instance, this feature enables the bottleneck structure, where \( v \) reduces the channel count and the reprojection restores it. This structure with appropriate hyperparameters further saves computation and memory. In addition, an optional skip connection might ease gradient flow and improve performance.

### 3.3. Complexity Analysis

This section analyzes the memory and computational complexities of DA and conventional attention modules. In the following analysis, \( b, k, m, c \) represent the channel counts of the basis, the key, the value, and the input, respectively; \( s \) stands for the spatiotemporal size of the input; and \( h \) denotes the number of attention heads.

As Table 1 shows, the memory and computational complexities of a DA module are both \( O(s) \), same as for a Res-Block and significantly less than the \( O(s^2) \) complexities of a conventional attention module. Figure 3 shows the calculation for the DA module.

![Diagram of DA module](Image)

**Figure 3. Architectural illustration of a DA module with annotations for resource usage.** \( M \) represents the memory consumption in number of floats. \( C \) is the computational consumption in MACC. \( \otimes \) and \( \oplus \) stand for matrix multiplication and element-wise addition, respectively. The top-left box shows the total resource usage of the module.

![Resource requirements](Image)

**Figure 4. Resource requirements under different input sizes.** The blue and red bars depict the resource requirements of DA and conventional attention modules, respectively. The calculation assumes 64 input channels. The figure is in log scale.

To exemplify the difference, Figure 4 compares the resource consumption of DA and conventional attention for different input sizes. Directly substituting the conventional attention module on the 64x64 feature map in SAGAN [38] yields a 17x saving of memory and 32x saving of computation. The gap widens rapidly with the increase of the input size. For a 256x256 feature map, a conventional attention module would require impractical amounts of memory (17.2 GB) and computation (412 GMACC). With the same input size, a DA module uses 260x less memory and 515x less computation, which are less than the consumption of a conventional attention module on a 64x64 input.

The difference is more prominent for videos. Replacing the conventional attention module on the tiny 28x28x4 feature volume in \( \text{res}_3 \) of the non-local I3D-ResNet-50 net-
work [35] results in 2x memory and computational saving. On a larger 64x64x32 feature volume, a DA module requires 32x less memory and 1025x less computation.

The multi-head mechanism further enlarges the efficiency disparity between DA and conventional attention. A conventional module with \( h \) heads generates \( h \) attention maps of size \( s \times s \) in a forward pass. When \( s \) is large, the multi-head architecture is prohibitively costly. In contrast, a multi-head DA module does not compute any \( s \times s \) attention map. Counter-intuitively, it demands less computation and memory with a larger \( h \). DA thereby enables the application of the multi-head mechanism on large inputs. Rows 1 and 2 of Table 1 show the different patterns of complexity change with the increase of \( h \).

Figure 5 provides a concrete comparison between conventional and DA Transformers. Transformers make extensive use of multi-head attention. The calculations follow the settings of BERT [9], which holds the state-of-the-art records in virtually all NLP tasks. As the figure demonstrates, when the length of the sequence increases, the advantage of the DA Transformer grows quadratically. On a hyper-long sequence with 8192 entries, the memory consumption of the conventional Transformer is impractical, while the demand of the DA Transformer is still manageable.

### Table 1. Comparison of resource usage of ResBlock, the DA module, and the conventional attention module.

| Module                  | ResBlock | DA Module | Conventional Attention |
|-------------------------|----------|-----------|-----------------------|
| Memory (floats)/Computation (MACC) | \( 5cs \) | \((2b + 3c)s + \frac{c}{K} \) | \((2k + 3c)s + hs^2 \) |
| Assuming \( b = k = \frac{s}{2}, h = \frac{c}{K} \) | \( 36c^2s + cs \) | \((6bc + c^2 + 2\frac{bc}{K})s \) | \((4kc + 2c^2 + c)s + (2hk + 2c)s^2 \) |
| Complexities in \( s \) | \( O(s) \) | \( O(s) \) | \( O(s^2) \) |

Table 2. Experiments for attention normalization methods. All experiments inserted a single DA module after res3 and used \( b = 64, h = 1 \).

### 4. Experimental Results

#### 4.1. MS-COCO Task Suite

##### 4.1.1 Experimental Setup

This section evaluates the proposed method on the MS-COCO 2017 dataset for object detection and instance segmentation. The baseline is a ResNet-50 Mask R-CNN with a 5-level feature pyramid [19]. All models trained for 24 epochs on 32 NVIDIA GTX 1080 Ti GPUs. The batch size is 64 for ResNet-50 backbones and 32 for ResNet-101 and ResNeXt-101. The learning rate is 1.25e-4 at the beginning of training and drops by a factor of 10 at the start of the 18th and 21st epochs. All experiments used the baseline instantiation with skip connection and set the basis dimensionality to 64 unless otherwise specified.

##### 4.1.2 Attention Normalization

These experiments empirically validated the necessity of attention normalization and compared the two methods Section 3.2.1 specified, namely scaling and softmax normalization. Table 2 reports the experimental outcomes. The results demonstrate that while attention normalization is critical for the training of DA-augmented models. The effectiveness does not depend on the specific normalization technique. Following [35], subsequent experiments used softmax normalization.

#### 4.1.3 Basis, Coefficients, and Value Functions

This section presents experiments contrasting different basis, coefficients, and value functions. Table 3 shows the
results using pointwise linear layers and 3x3 convolutions. As the table shows, 3x3 convolution gives slightly better performance. However, it also results in significantly more computational costs. Therefore, subsequent experiments continued to use pointwise linear layers.

4.1.4 Number of Attention Heads

These experiments explored the effect of the number of attention heads on the performance of DA. Table 4 reports the experimental outcomes. The results demonstrate, in contrary to the findings in [33], the multi-head mechanism did not improvement performance. We hypothesize that this is due to the small channel count of the basis and coefficient matrices in our settings. Further splitting the 64 channels might have made the dimensionality of the basis not enough to capture sufficient semantic information. Therefore, we suppose the multi-head mechanism will demonstrate its effectiveness with bases of higher dimensionalities.

4.1.5 Position of Insertion

Table 5 shows experiments contrasting models with DA modules inserted at different positions. When adding a single module, inserting it after $\text{res}_3$ lead to the largest improvement, 0.8 in box AP and 0.9 in mask AP. The high resolution and the small effective receptive field might explain the effectiveness of self-attention there. The insertion position $\text{res}_3$ is the only that lead to degraded performance. A hypothesis is that the low-resolution and large gap between the feature map channel count (2048) and the chosen basis dimensionality (64) might have been the cause. A defect in the implementation caused the experiments for $\text{res}_1$ and $\text{res}_2$ to fail, so the results are not available for report in this paper.

Among all FPN levels, insertion after $\text{fpn}_1$ resulted in the best performance. The rightmost column of Table 5 lists the sizes of the feature maps in $\text{res}_3$, $\text{res}_4$, and all FPN levels. Contrasting the column with other columns shows a strong positive correlation between the size of the feature map and the performance gain when inserting a DA module there. This confirmed the theoretical analysis in Section 1 that high resolution magnifies the advantage of self-attention over convolution. Note that the resource-efficiency of DA enabled these explorations. It allowed the flexibility of inserting the module at different positions of the model. In contrast, the high resource demands of conventional attention modules confines the insertions to the low-resolution parts of a model.

Subsequent experiments explored adding multiple DA modules to a network. Incorporating a DA module at each FPN level gave a 1.2 increase in box AP and a 1.1 increase in mask AP. Adding a DA block to $\text{res}_3$, $\text{res}_4$, and every FPN level resulted in an improvement of 1.8 box AP and 1.6 mask AP. The results back the hypothesis in Section 1 that a core advantage of self-attention is the ability to model multi-hop long-range dependencies.

Interestingly, although a single insertion of a DA module at $\text{res}_4$ decreased performance, removing the module at $\text{res}_4$ from the $\text{fpn}_{all}\&\text{res}_3$ scheme caused a significant decrease in performance. This result further reinforces the importance of multi-hop dependency modeling, as even DA modules which cannot improve performance independently can make contributions when collaborating with other DA modules. The low complexities of the DA module enable multiple insertion and realize this previously hypothetical advantage of self-attention.

4.1.6 Dimensionality of the Basis

These experiments tested the impact of the basis dimensionality on the effect of DA. As in Table 6, decreasing the basis dimensionality from 128 to 32 caused minimal performance change. This result reinforces the hypothesis in Section 1 that most masks can be expressed as linear combinations of a limited set of basis masks. Therefore, when using DA modules, researchers can reduce the dimensionality of the
### Experiments with different basis dimensionalities

All experiments used the fpn$_{all}$&res$_{3,4}$ insertion scheme, softmax normalization, and $h = 1$.

| $b$   | Box AP | Mask AP |
|-------|--------|---------|
| 32    | 40.4   | 36.1    |
| 64    | 40.6   | 36.2    |
| 128   | 40.3   | 36.1    |

Table 6.

### Experiments with different backbone architectures

The +DA variants used the fpn$_{all}$&res$_{3,4}$ insertion scheme, softmax normalization, and $b = 64, h = 1$.

| Model          | Box AP | Mask AP |
|----------------|--------|---------|
| ResNet-50      | 39.4   | 35.1    |
| +DA            | +1.8   | +1.6    |
| ResNet-101     | 41.3   | 36.6    |
| +DA            | +1.8   | +1.3    |
| ResNeXt-101    | 43.5   | 38.5    |
| +DA            | +1.4   | +1.0    |

Table 7.

basis to further save resources. Combining this result with the findings in Section 4.1.5 leads to the conclusion that it is more effective to distribute computational and memory resources across multiple DA modules spread in the network than to concentrate the resources into a single DA module.

### 4.1.7 Backbone Architecture

This section reports experiments with different backbone networks. Table 7 reports the results using three selected architectures, ResNet-50, ResNet-101 and ResNeXt-101. The significant and robust performance gains across all three backbone architectures demonstrate the generalizability of DA.

### 4.1.8 Comparison with Conventional Attention

These experiments empirically compared DA and conventional attention. Table 8 reports the results. As rows res$_3$ and fpn$_3$ show, inserting a DA module or a conventional attention module at the same position in a network has nearly identical effects on the performance. However, at positions where the input in large, inserting a conventional attention module lead to out-of-memory errors, while inserting a DA module improved performance significantly and consumed little additional resources. Consequently, using the best insertion schemes for DA and conventional attention respectively, DA outperforms conventional attention by 0.9 box AP and 0.8 mask AP. The best insertion scheme for DA was fpn$_{all}$&res$_{3,4}$, the best among all schemes that experiments in Table 5 tried. Another set of experiments tried all the

---

4Table 8 did not show input sizes for space constraints. Refer to Table 5 for the input size for each layer.

| Position(s) | DA         | Conventional |
|-------------|------------|--------------|
| res$_3$     | 40.2/36.0  | 40.3/35.9    |
| fpn$_1$     | 39.9/35.8  | OOM          |
| fpn$_2$     | 39.7/35.7  | OOM          |
| fpn$_3$     | 39.7/35.5  | 39.8/35.5    |
| Best        | 41.2/36.7  | 40.3/35.9    |

Table 8.

### Comparison between DA and conventional attention

Results in the table are in the format box AP/mask AP. All experiments used softmax normalization and $b = 64, h = 1$. The best insertion schemes for DA and conventional attention are fpn$_{all}$&res$_{3,4}$ and res$_3$, respectively. Details on the way the experiments searched for the best insertion schemes are in Section 4.1.8.

### 4.1.9 Comparison with the State-of-the-Art

Table 9 compares DA-augmented detectors with other state-of-the-art methods on the MS-COCO 2017 dataset. DA Mask R-CNN with a ResNeXt-101 backbone set a new state-of-the-art. The version with a ResNet-101 backbone also outperformed all other ResNet-101-based models.

| Model          | Backbone     | AP  |
|----------------|--------------|-----|
| Single-model methods |
| TDM Faster R-CNN [30] | Inc.-ResNet-v2 | 36.8 |
| Mask R-CNN [12] | ResNeXt-101 | 39.8 |
| Soft-NMS [2] | Aligned-Inc.-ResNet | 40.9 |
| LH R-CNN [17] | ResNet-101 | 41.5 |
| Fitness-NMS [32] | ResNet-101 | 41.8 |
| DA Mask R-CNN | ResNet-101 | 43.1 |
| DA Mask R-CNN | ResNeXt-101 | 45.9 |
| Non-single-model method |
| Cascade R-CNN [4] | ResNet-101 | 42.8 |

Table 9.

### Comparison with state-of-the-art on MS-COCO 2017

Inc.-ResNet-v2 and Aligned-Inc.-ResNet represent Inception-ResNet-v2 and Aligned-Inception-ResNet, respectively.

settings in Table 5 using conventional attention. The best scheme was res$_3$.

### 4.1.10 Visualization

Figure 6 shows visualization of the basis masks generated for various examples by the DA module after fpn$_1$ in the fpn$_{all}$&res$_{3,4}$ model. The figure illustrates 3 set of basis masks each with a distinct and meaningful focus. Column 2 tends to capture the foreground, column 3 tends to capture the core parts of objects, and column 4 tends to capture the peripheral of objects. The semantic distinctiveness of each set of basis masks supports the analysis in Section 1 that the attention masks are linear combinations of a set of basis masks each focusing on a semantically significant area.
Figure 6. Visualization of basis masks. The left-most column displays 4 images from the MS-COCO 2017 dataset. The other three columns show three of the corresponding basis masks extracted from the DA module after fpn1 for each respective example.

Table 10. Experiments on the Scene Flow dataset. DA-PSMNet is the proposed approach. OOM indicates the model could not fit into the memory.

| Model                  | EPE   |
|------------------------|-------|
| PSMNet (original)      | 1.09  |
| PSMNet (baseline)      | 0.513 |
| DA-PSMNet              | 0.477 |
| Nonlocal-PSMNet        | OOM   |

Table 11. Comparison with state-of-the-art on the Scene Flow dataset. EPE stands for end-point error and is lower the better. The table rounded EPE for DA-PSMNet to the second decimal place following the format of previous works.

| Position(s) | Accuracy (%) | Improvement (%) |
|-------------|--------------|-----------------|
| Baseline    | 76.052/92.952 | 0.000/0.000     |
| res1        | 76.932/93.252 | 0.880/0.300     |
| res2        | 76.532/93.274 | 0.480/0.322     |
| res1, res2  | 77.312/93.650 | 1.260/0.698     |

Table 12. Experiments on ImageNet. All results are in the form top-1/top-5. All experiments used single-crop testing.

### 4.2. Stereo Depth Estimation

This section will present the experimental results of DA-augmented models for stereo depth estimation. The experiments used the Scene Flow dataset. The proposed model set a new state-of-the-art on the dataset.

**Experimental setup.** The baseline is the state-of-the-art published model, PSMNet [5]. Some exploratory experiments suggested that the hyperparameter settings had considerable room for improvement. The optimal settings of hyperparameters use a batch size of 24, a learning rate of 2e-3, and 100 training epochs. Other hyperparameters remain the same as in [5]. Optimizing the hyperparameters lead to a significant increase in performance, reducing the previous state-of-the-art end-point error (EPE) from 1.09 to 0.513.

**Network architecture.** The experiment inserted a single DA module after the final residual block in the monocular backbone. The team also attempted to use conventional attention. However, inserting a single conventional attention module anywhere in the network leads to out-of-memory errors, even when using a batch size of 1.

**Experimental results.** As Table 10 shows, the proposed DA-PSMNet demonstrated significant improvement over the highly competitive baseline, which already surpassed the former state-of-the-art by a substantial margin.

### 4.3. Image Classification

This section presents the experimental results of DA-augmented models on the ImageNet dataset for image classification. The baseline of the experiments is ResNet-50 [13]. As in Table 12, insertions at res1 and res2 both lead to significant improvements. Inserting simultaneously to both positions resulted in the largest gain of performance.

### 5. Conclusion

This paper has presented the decomposed attention mechanism, a quadratically more memory- and computationally-efficient algorithm for self-attention. By dramatically reducing the resource usage of self-attention, DA enables a large number of new use cases of the mechanism, particularly in domains with tight resource constraints or large inputs.

The experiments verified its effectiveness on four distinct tasks, object detection, instance segmentation, stereo depth estimation, and image classification. DA brought significant improvement for each task. On object detection and stereo depth estimation, DA-augmented models have set new states-of-the-art. Besides the tasks this paper evaluated DA on, it has promising potential in other fields where self-attention has demonstrated effectiveness. These fields include generative adversarial image modeling [38, 3] and most tasks in natural language processing [33, 24, 9, 25]. Future plans include generalizing DA to these fields, as well as other fields where the prohibitive costs have been preventing the application of self-attention.
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