Identification of Behavioral Features of Bridge Structure Based on Static Image Sequences
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This paper aims to further enhance the accuracy and efficiency of large bridge structural health monitoring (SHM) through noncontact remote sensing (NRS). For these purposes, the authors put forward an intelligent NRS method that collects the holographic geometric deformation of the test bridge, using the static image sequences. Specifically, a uniaxial automatic cruise acquisition device was designed to collect the dynamic and static images on bridge facade under different damage conditions. Considering the strong spatiotemporal correlations of the sequence data, the relationships between the time history images in six fixed fields of view were identified through deep learning under spatiotemporal sequences. On this basis, the behavioral features of the bridge structure were obtained under vehicle load. Finally, the global holographic deformation of the test bridge and the envelope spectrum of the global holographic deformation were derived from the deformation data. The research results show that the output data of our NRS method were basically consistent with the finite-element prediction (maximum error: 11.11%) and dial gauge measurement (maximum error: 12.12%); the NRS method is highly sensitive to the actual deformation of the bridge structure under different damage conditions and can capture the deformation in a continuous and accurate manner. Compared with the limited number of measuring points, holographic deformation data also shows higher sensitivity in damage identification.

1. Introduction

With the elapse of time, it is inevitable for a bridge to face structural degradation under the long-term effects of natural factors (e.g., climate and environment). In extreme cases, the bridge structure will suffer from catastrophic damage if the traffic volume and the number of heavy vehicles continue to grow due to the booming economy [1]. The traditional approach of structural management, mainly manual periodic inspection, can no longer satisfy the demand of modern transport facilities. The traditional approach is inefficient, uncertain, and highly subjective, lacking scientific or quantitative bases [2–5].

Since the 1990s, structural health monitoring (SHM) systems have been set up on important large-span bridges across the globe. The main functions are to monitor the state and behavior of the bridge structure, while tracking and recording the environmental conditions. On the upside, these systems have high local accuracy, run on an intelligent system, and support long-term continuous observation. On the downside, these systems are too costly to construct, the sensors cannot be calibrated periodically, and the layout of monitoring points is limited by local terrain and structure type. The geometric deformation of the bridge structure can only be collected by a few discrete monitoring points, making it difficult to characterize the local or global holographic geometry of bridge safety [6–10].

In recent years, great progress has been made in fields like communication, material science, remote sensing, machine vision measurement, data analysis, and artificial intelligence (AI). The advancement in these fields provides the theories and techniques needed to develop more direct, economic, and quantifiable SHM methods, shedding new light on full-lifecycle SHM. For example, many scholars have
acquired structural monitoring data through machine vision measurement and diagnosed structural diseases by analyzing these data with the AI [11–14].

Numerous algorithms and software systems have been developed for the SHM applications of machine vision measurement, disease image recognition, and feature extraction, namely, automatic threshold segmentation, spatial edge detection, crack detection based on artificial neural network (ANN), and wavelet-based crack detection [15–21]. For instance, Harrington et al. [16] analyzed the ground penetrating radar (GPR) images of asphalt pavement with convolutional neural network (CNN), thereby completing the identification, positioning, measurement, and 3D reconstruction of reflection cracks. Aimin et al. [17] employed the CNN and image data analysis to identify and measure the pavement diseases. Li et al. [18] conducted data mining and analysis of the massive data collected by the engineering structure monitoring system, using the latest results of applied mathematics, information technology, and the AI. Tianshu et al. [19] adopted an improved ANN algorithm to predict and quantify the full-lifecycle SHM data. Ying et al. [20] identified the mechanical parameters of structures by noncontact measurement technology. Xiaomei et al. [21] used fractional-order total variation theory to deblur machine vision measurement images. However, the above algorithms require strong computing power, need complex operations, and remain vulnerable to light and shadow. Structural displacement monitoring based on computer vision has been applied in many tasks of bridge health monitoring, such as bridge deflection measurement [22], bridge alignment [23], bearing capacity evaluation [24], finite-element model calibration [25], modal analysis [26], damage identification [27], cable force detection [28], and dynamic weighing assistance [29].

Based on the above applications of the AI in structural monitoring, there are six problems with the machine vision measurement and structural safety interpretation of bridge diseases, which are nonlinear detection targets [15, 30–38]: (1) The learning and identification require a huge amount of labelled data and rely heavily on the reference dataset, owing to the complex, variable background of the structure, the heavy presence of speckle noises, and the low signal-to-noise ratios (SNRs) of bridge and targets. (2) The contrast between targets and environment is rather low. (3) The target pixels have poor spatial continuity. (4) The mapping relationship between mechanical parameters and structural safety states is complicated, under the influence of complex, uncertain factors. (5) The network models that interpret and learn structural states are too sensitive to machine vision bias, leading to a high error and even mistake. (6) The samples for model training and test are randomly extracted from a limited number of long-term SHM data, and such a standard paradigm is not desirable. That is why real-time holographic information of bridge structure cannot be obtained by general methods designed to identify mechanical parameters and extract disease features of bridge structure. These methods can only acquire information on a part of the structure.

In the light of the above, our research team carried out load tests on the reduced-scale model of a super long span self-anchored suspension bridge and obtained the spatiotemporal sequences’ holographic images of the test bridge structure under multiple damage conditions by fixed axis rotation. Next, the behavioral features of the bridge structure were recognized through deep learning of the spatiotemporal sequences of these images, revealing the actual deformations of the structure under load. Considering the defect of the contact sensors in traditional SHM systems (i.e., the observed data are discrete due to the limited number of sensors), the noncontact remote sensing (NRS) was adopted to fully capture the exact global damage and local damage of the structure and meet the engineering requirement on measurement accuracy and low cost.

2. System Composition Principle

2.1. Intelligent NRS System. This paper designs an intelligent NRS system for holographic monitoring of bridge structure based on virtual pixel sensors and several cutting-edge techniques (i.e., modern panoramic vision sensing, pattern recognition, and computer technology). As shown in Figure 1, this intelligent NRS system mainly consists of an active image acquisition device, an automatic cruise remote control platform, an environmental monitoring unit, a signal transmission unit, and a data storage and analysis unit.

To monitor the holographic geometry of the bridge structure, the automatic cruise parameters (preset position, watch position, cruise time, and sampling time) are configured by computer to remotely control the active image acquisition device and the environmental monitoring unit. In this way, the dynamic and static images of the bridge structure can be captured in the current field of view. Figure 2 is a photo of the intelligent NRS system for our load tests on the reduced-scale model of a super long span self-anchored suspension bridge.

In this paper, the static image of the bridge facade obtained by a high-definition camera is mainly analyzed. To achieve the desired accuracy, the acquisition view of the whole bridge is divided according to the single factor scaling method, as shown in Figure 3. There is a 20%–30% overlap between the field of view and another. Take pictures from left to right or from right to left in turn and then continuously patrol to collect images.

During the test, the digital image of the specimen is also collected using Canon EOS 5Ds R low-cost digital camera; the camera and lens parameters are shown in Table 1.

The fields of view are equivalent to fixed points. Each monitors an area of fixed size. During the monitoring, the intelligent NRS system cruised continuously in the same field of view. In this way, the time dimension was added to the 2D images, forming 3D data. Then, it is possible to extract the spatiotemporal features of the data using 3D convolutional kernels. Hence, the author created a 3D CNN based on 3D convolutional feature extractor. The 3D CNN was adopted to generate multichannel information from continuous images, convolute, and downsample 7 time-continuous static contour images in each channel and...
Figure 1: The architecture of the intelligent NRS system.

Figure 2: The intelligent NRS system for our load tests.

Figure 3: The principle of image collection.

Table 1: Parametric table of camera and lens.

| Number of pixels | Size of sensor | Data interface | Aspect ratio | Photo-sensors | Image amplitude | Pixel size (μm) | Lens type | Focal length (mm) | Lens relative aperture |
|------------------|---------------|----------------|--------------|---------------|-----------------|-----------------|-----------|------------------|------------------------|
| 50.6 million     | 36 × 24 mm    | USB 3.0        | 3 : 2        | CMOS          | 8688 × 5792     | 4.14            | EF 24–70 mm f/2.8 L | 50            | F2.8–F22              |
integrate the information of all channels to characterize the behavioral features of the bridge structure.

The 3D CNN is compared with 2D CNN in Figure 4. The 2D CNN conducts 2D convolution of the image data \((n\)-channel, \(w\)-frames, \(h\)) in each channel, using \(n\)-channel kernels of the size \((k, k)\), and then adds up the \(n\) results. By contrast, the 3D CNN convolutes each volume \((n\)-frames, \(w\), \(h)\) of the image data \((n\)-channel, \(n\)-frames, \(w\), \(h)\), using \(n\)-channel kernels of the size \((d, k, k)\), and then adds up the \(n\)-channel volumes. The 2D CNN can only extract the features of each frame, that is, the spatial features, while the 3D CNN can also extract the temporal features through 3D convolution and pooling. Therefore, 2D CNN always outputs an image, whether it is applied to analyze an image on bridge structure or a video/temporal image sequence (with multiple frames and channels) on bridge structure. Meanwhile, 3D CNN can obtain the temporal features of the input signals if it is adopted to analyze a video on bridge structure [39].

Figure 5 is to explain the training of the 3D CNN deep learning model on how to extract the structural deformation features. As shown in Figure 5, the model mainly consists of a hardwired kernel layer, 3 convolution layers, and 1 fully connected layer.

With the 3D CNN (Figure 5), five different features were obtained by the hardwired kernels: grayscale, \(x\)-direction gradient, \(y\)-direction gradient, \(x\)-direction optical flow, and \(y\)-direction optical flow. The gradient and optical flow characterize the edge distribution of the image and the motion trend of object. The two parameters were extracted by 3D CNN to identify the behavioral features of the bridge structure.

Unlike 2D CNN, 3D CNN introduces the optical flow fields in the horizontal and vertical fields. The optical flow represents the change of the image and contains the information on target motion, which enables the observer to judge the motion state of the target. From the definition of optical flow, the concept of optical flow field can be drawn as a 3D instantaneous velocity field covering all the pixels in the image. The 2D velocity vector is the projection of the 3D velocity vector of the visible point in the scene on the imaging surface. Therefore, the optical flow contains not only the motion information of the object but also rich information about the 3D structure of the scene.

The algorithm using optical flow must satisfy two hypotheses: (1) constant brightness, where brightness of the same point does not change with time. (2) Small motion: the position will not change drastically with the elapse of time, such as to find the derivative of grayscale relative to position. In our research, both hypotheses are satisfied by the data collected by the NRS. The brightness of each point in the collected images remained constant, because of the small data interval of the seven time sequences; compared with the monitoring objects in each field of view, the magnitude of structural deformation belongs to small deformation.

Optical flow is the instantaneous velocity of a point on a spatial object moving on the imaging plane. Considering the similarity between 2D velocity field and luminance field, Horn and Schunck [40] introduced the optical flow constraint equation and proposed the basic method of optical flow calculation (see equation (1)):

\[ f_x u + f_y v + f_t = 0, \]

where \(f_x\) and \(f_y\) are the spatial change rates of the brightness of the image point \((x, y)\) in the \(x\)- and \(y\)-directions, respectively; \(u\) and \(v\) are the components of the optical flow of the point in the \(x\)- and \(y\)-directions, respectively; \(f_t\) is the temporal change rate of the brightness of the point. The object motion between adjacent frames can be derived from the spatiotemporal variation of pixels in the image sequence.

Similarly, an additional dimension should be added to the activation function of 3D CNN kernel. Based on the deformation on the \(x\)-\(y\) plane, the optical flow weight, denoted as \(z\), was introduced, and \(\tanh\) was selected as its activation function. Thus, the 3D CNN can be transformed as equation (2):

\[ v_{ij}^{xyz} = \tanh \left( \sum_{m} \sum_{q} \sum_{r} \mathbf{W}_{ijm} \mathbf{u}^{pqr} \right) \]

In summary, the workflow of the intelligent NRS system is explained in Figure 6.

### 2.2. Characteristics of Holographic Deformation Applied in Damage Identification

According to the technical methods mentioned in 2.1, the holographic deformation shape of the main beam of the test bridge can be obtained. Compared with the traditional contact measurement or the measurement of a limited number of measuring points, the holographic deformation information is more abundant, which can provide more real and rich data for damage identification or subsequent machine learning. In this paper, the curvature difference between damaged and nondestructive conditions is taken as an example to show the more important significance of structural deformation information for damage identification.

The deformation shape cannot quantify damage location and damage degree easily and is rarely employed directly in damage identification. However, the curvature has a satisfactory effect on damage identification. The displacement of each node is first calculated by taking the curvature as an example; then the curvature matrix is obtained through difference approximation.

\[ K_i = \frac{y_{i+1} - 2y_i + y_{i-1}}{I_{i-1} - I_i}, \]

where \(y_i(x)\) represents displacement value, \(i\) is the \(i\)th measurement points, and \(I_{i-1}\) is the distance between two adjacent measuring points \(i-1\) and \(i\). The modal curvature difference \(\Delta\) before and after damage is

\[ \Delta = K_u - K_d, \]

where \(K_u\) and \(K_d\) represent the matrix of the curvature before and after damage, respectively, obtained through difference calculation.
Structural damage identification can be realized by using the property of the maximum value $\delta$ of the curvature change vector, and the degree of damage can be reflected by its size.

\[ \delta = \max|\Delta|. \]  

(5)

Structural damage identification can be realized by using the property of the maximum value $\delta$ of the curvature change vector, and the degree of damage can be reflected by its size.

### 3. Test Overview

Based on the previous research of our research team [41–43], a 1:30 model was constructed for Taohuayu Yellow River Bridge. Besides, 52 concrete deck slabs (1.16 m × 0.45 m × 0.2 m) were prepared and laid on the steel box girder to simulate vehicle driving on the bridge and serve as the counterweight. Figure 7 is a photo of the reduced-scale model.

The intelligent NRS system was set up at 5 m away from the bridge facade. Then, a computer-controlled camera was rotated by fixed angles to collect the images on specific sections of the bridge from fixed positions. The layout of the lab and the principle of image collection are shown in Figure 8.

To verify the feasibility of the image collection method, 11 dial gauges were arranged along the axis of the bridge to
capture the shape change, while the camera took photos of the bridge. DH5902N is adopted for data acquisition equipment. The arrangement of the dial gauges is displayed in Figure 9 below.

The structural deformation data of the bridge were collected under two scenarios to capture more behavioral features with the intelligent NRS system and provide more samples for deep learning. In the first scenario, the bridge had no damage, the test vehicle drove at the speed of a normal vehicle across the bridge, and the data on the structural change was collected. In the second scenario, different suspension cables were damaged to simulate varied degrees of bridge damages at different positions, the test vehicle drove at the speed of a normal vehicle across the bridge, and the data on the structural change was collected. Table 2 lists the position and number of damaged suspension cables. The serial number of suspension cables is given in Figure 10.

4. Image Data Acquisition and Preprocessing

Considering the advantages of deep learning in feature extraction over traditional machine learning, this paper obtains the structural deformations of the bridge and the behavioral features of the bridge structure in the same field of view and different time sequences through the deep learning of the grayscale and contours in the images collected by the intelligent NRS system.

4.1. Contour Extraction. The images collected by the intelligent NRS system contain the time sequences in a fixed field of view. Hence, the grayscales and contours were extracted from six images by Matlab edge function [44].

The Canny edge detector was adopted for the extraction process. This operator finds the edge points in four steps: smoothing the images with a Gaussian filter, computing the gradient amplitude and direction through finite-difference computing with first-order derivative, applying non-maximum suppression to gradient amplitude; and using double threshold to detect and connect the edges.

The Canny edge detector can effectively extract the contours of the bridge structure from the static images collected by the intelligent NRS system. The extracted contours were further processed by graphics processing software to decontextualize the contours of the useless parts, leaving only the lower edge contour of the deck slabs to reflect the variation in structural shape.

Since the fields of view in the six images are fixed, the contours of the bridge structure were located by the following method. The six images containing the initial boundary of the bridge structure were taken as the original images. The coordinates of each pixel in the boundary were extracted from the six images. Based on these coordinates, each pixel was marked in the original images, revealing the position of the initial boundary. The manual marking helps to suppress the noises in the images. In the subsequent deep learning, the contours can be automatically tracked based on the marked pixels, revealing the change features of the bridge structure. The specific flow of the denoising and marking is shown in Figure 11.

Because the scale ratio of the test bridge to the actual bridge is 1 : 30 in the longitudinal direction, the test vehicle was accelerated to 0.74 m/s—0.93 m/s by a traction motor, about 1 : 30 of the speed of normal vehicles (80 km/h—100 km/h). The test vehicle drove back and forth on the bridge. Meanwhile, each camera responsible for six fields of view (overlap ratio: 20—30%) cruised seven times under each damage condition. In other words, seven sets of images were collected on the vehicle in the same field of view under each damage condition.

4.2. Dataset Construction based on Spatiotemporal Static Image Sequences. To realize the holographic monitoring of bridge structure with the uniaxial automatic cruise acquisition device, the key lies in setting up the global and local holographic data based on the dynamic and static image sequences, which were captured at different times from multiple angles and fields of view.

The data in static image sequences have four main features: multitime, multifield of view, multiangl, and strong correlation between time and space. First, the holographic data collected in different fields of view differed in time history; second, based on technical and economic considerations, the local details of the bridge structure were monitored with a few devices in different fields of view, yielding the local holographic data in each field of view; third, the data were collected by the automatic cruise device at different watch positions, and the resulting angle difference should be adaptively equalized in data processing; fourth, the spatiotemporal features of the original data were determined by the random impact of the entire bridge at the current moment or period, and the structural response in local field of view reflects the overall state of the whole structure to different degrees.

The load on the test bridge is generated by the moving test vehicle. Since the load is not static, the images from the six fields of view were not captured at the same moment and not suitable for stitching. Thus, the behavioral features of the bridge structure in all fields of view were obtained from each field of view and then summed up through deep learning.

During data acquisition, the time pointer and the space pointer were constructed based on the features of the
intelligent NRS system and the image sequences. The former (time dimension) indicates the current damage condition and field of view, and the latter (spatial dimension) reflects the position of the current local area relative to the global structure. The spatiotemporal features of the data sequences in the static images are presented in Figure 12 below.

Because of the data features, the temporal information and spatial information were added to the dataset as labels before deep learning. The temporal information indicates variation in damage condition and the order of images in the same field of view, and the spatial information reflects the correlation between a local structure with the global structure in a field of view. On this basis, the temporal, spatial, and angular data were constructed for the original data and then integrated with environmental data (i.e., temperature, humidity, and illumination). The labels can be expressed as
where \( i \) is the serial number of damage conditions of the test bridge \((i = 1 \sim 6)\); \( j \) is the label position under different damage conditions \((1 \text{ for } \text{Time}, 2 \text{ for } \text{Space}, 3 \text{ for } \text{Angle} \ldots)\); \( m \) is the invocation parameter of the data on labels \( \text{Time}, \text{Space}, \text{Angle}, \text{and Environment} \) in a local field of view; \( n \) is the serial number of measurements under the same damage condition, that is, the time history of the same damage condition in the same field of view; \( \text{Time}_\text{label}, \text{Space}_\text{label}, \text{Angle}_\text{label}, \text{and Env.}_\text{label} \) are the matrices of labels \( \text{Time}, \text{Space}, \text{Angle}, \text{and Environment} \), respectively.

\[
\text{labels}(i, j)(m, n) = \text{np.arange}(\text{Time}_\text{label}, \text{Space}_\text{label}, \text{Angle}_\text{label}, \text{Env.}_\text{label}),
\]

5. Extraction and Discussion of Behavioral Features of Bridge Structure

The Matlab edge function and the Canny edge detector were adopted to extract the grayscale and contour from each image in the static image sequences of the test bridge under different damage conditions. Based on the extracted feature, the contours were marked on the original images. Then, the marked images and the subsequently taken images were compiled into a dataset. After that, the 3D CNN was applied.
to the deep learning and identification of behavioral features of the bridge structure, based on the images collected by the NRS method (our method).

In the machine vision displacement measurement, because of the limited measuring points, even if the computing power of the equipment itself is limited, it can also achieve real-time measurement, and the delay can be controlled within 1 second. However, compared with the method proposed in this paper, although the number of measuring points has increased hundreds of times, all of them are processed by high-performance computer (CPU is intel i7-7700k, GPU is NVIDIA GTX 1070, and ram is 32 GB). The images collected under the six working conditions described in this paper are training within 10 minutes. It can also be seen that, with the increase of damage, the deformation of the main beam increases, which means that the search range of each pixel increases, and the training time increases nonlinearly. The shortest training time of condition 1 is 6 minutes 13 seconds, and the training time of condition 6 is 9 minutes 27 seconds.

The deformation curves of the bridge structure in different fields of views are displayed in Figure 13. The theoretical deformation curves predicted by the finite-element method were also plotted (Figure 13).

As shown in Figure 13, the deformation curves of our method were less smooth than those of the finite-element method. There are two possible reasons for the lack of smoothness. Firstly, the lower edge of deck slabs marked in the original images, which was considered as the contour of the bridge structure, is not smooth and even discrete in some places. Secondly, the positions of the marked pixels changed greatly after the bridge deformed and were not captured accurately through deep learning.

The first problem was solved through contour stacking analysis on structural deformation monitoring, a method previously developed by our research team. This method treats the initial contours as known white noises of the system and subtracts them from the contours acquired under different damage conditions. The second problem calls for improvement of the capture algorithm. Here, the improvement is realized through manual intervention. In this way, the bridge deformation data in the six fields of view were integrated into the global holographic deformation of the test bridge (Figure 14), and the envelope spectrum of the global holographic deformation was obtained based on all the deformation data (Figure 15).

The deformation map of the test bridge based on the 11 dial gauges is not presented here. Even if fitted, the data collected by these gauges were discrete to demonstrate the global deformation features of the test bridge. Moreover, the initial state of the test bridge was not measured at the completion, making it impossible to know the actual stress state of the bridge structure at that moment. However, the relative deformation of the test bridge in the monitoring period can be obtained from Figure 14. The obtained results were compared with the relative deformation recorded by the dial gauges, with the aim to verify the accuracy of our method.

Out of the many damage conditions, the greatest difference lies between damage condition 1 (no damage) and damage condition 6 (suspension cables 20~24 are damaged). Thus, these two damage conditions were subjected to stacking analysis and compared in detail (Table 3).

Table 3 shows that our NRS method accurately derives the deformation features of the bridge structure from those collected in local fields of view. Compared with the dial gauge measurement and finite-element results, the maximum errors of our method were 11.11% on the 11th measuring point and 12.12% on the 12th measuring point. This means the global holographic deformation curves obtained through stacking analysis of contours are accurate enough for engineering practices.

Comparing Figure 14 and Table 3, the maximum deformation in Table 3 was recorded at the 5th measuring point, but the most severely deformed place actually appeared in the 10.7 m long section between the 5th and 6th measuring points. It can also be seen from Figure 14 that the deformed positions of the bridge structure continued to change with the damage conditions. It is difficult to rationalize the layout of measuring points for traditional methods like dial gauge measurement. After all, a single, fixed layout cannot capture the deformation features of the bridge structure under the stiffness variation at different positions. Our NRS method greatly outperformed dial gauge measurement in that it captured the pixel-level variation at any position of the bridge structure and met the engineering requirement on measurement accuracy.

Through the method proposed in this paper, more abundant deformation information can be obtained under different working conditions. Although the damage can be recognized by comparison, it is impossible to qualitatively analyze the location and degree of damage. The curvature difference described in Section 2.2 can further reflect the advantage of holographic contour information in damage identification. According to the theory described in Section 2.2, the curvature of each measuring point is obtained through the dial gauges and the method proposed in this paper. The curvature difference under each damage condition is obtained by comparing the curvature under each damage condition with that under undamaged condition, as shown in Figure 16. It can be seen from Figure 16(a) that the curvature difference obtained by dial gauges or limited measuring points is difficult to find out the change rule and identify the damage under different damage conditions. As can be seen in Figure 16(b), more holographic structural deformation information can be obtained by the method proposed in this paper, and, according to that, the curvature difference under each damage condition can be one-to-one corresponding to the change of damage location, and the change degree is also corresponding to the change of damage degree. However, due to the complexity of the suspension bridge structure, it is necessary to do further research to quantify the damage degree.
Figure 13: Continued.
Figure 13: Continued.
Figure 13: The deformation curves of the bridge structure in different fields of views. (a) Deformation curves of finite-element method for field of view 1. (b) Deformation curves of our method for field of view 1. (c) Deformation curves of finite-element method for field of view 2. (d) Deformation curves of our method for field of view 2. (e) Deformation curves of finite-element method for field of view 3. (f) Deformation curves of our method for field of view 3. (g) Deformation curves of finite-element method for field of view 4. (h) Deformation curves of our method for field of view 4. (i) Deformation curves of finite-element method for field of view 5. (j) Deformation curves of our method for field of view 5. (k) Deformation curves of finite-element method for field of view 6. (l) Deformation curves of our method for field of view 6.
Figure 14: The global holographic deformation under different damage conditions.

Figure 15: The envelope spectrum of the global holographic deformation under different damage conditions.

Table 3: Comparison results.

| No. | Dial gauge measurement $R_1$ | Finite-element method $R_2$ | Noncontact remote sensing $R_3$ | Measured deviation (%) | Relative error (%) |
|-----|-----------------------------|----------------------------|---------------------------------|------------------------|--------------------|
| 1   | 0.11                        | 0                          | 0.1                             | 9.09                   | —                  |
| 2   | 0.99                        | 1                          | 1.08                            | 9.09                   | 8.00               |
| 3   | 1.56                        | 1.55                       | 1.68                            | 7.69                   | 8.39               |
| 4   | 5.42                        | 5.55                       | 5.87                            | 8.30                   | 5.77               |
| 5   | 17.46                       | 17.32                      | 18.75                           | 7.39                   | 8.26               |
| 6   | 15.16                       | 15.3                       | 16.43                           | 8.38                   | 7.39               |
| 7   | 5.18                        | 5.24                       | 5.67                            | 9.46                   | 8.21               |
| 8   | 0.93                        | 0.96                       | 1.02                            | 9.68                   | 6.25               |
| 9   | 0.37                        | 0.38                       | 0.41                            | 10.81                  | 7.89               |
| 10  | 0.35                        | 0.33                       | 0.37                            | 5.71                   | 12.12              |
| 11  | 0.09                        | 0                          | 0.08                            | 11.11                  | —                  |

Figure 16: Continued.
6. Conclusions

In this paper, the geometric deformation of a reduced-scale model for a 24 m span self-anchored suspension bridge under multiple damage conditions was captured with the NRS method, and the global behavioral features of the test bridge were identified using the 3D CNN algorithm. The results were compared with finite-element prediction and dial gauge measurement. The main conclusions are as follows:

(1) A fixed point uniaxial automatic cruise acquisition device was designed to collect the dynamic and static images on bridge facade under different damage conditions. Then, the spatiotemporal sequences of static images were processed by Matlab edge function, Canny edge detector, and 3D CNN. In this way, the global holographic deformation of the test bridge under different damage conditions was obtained, shedding new light on the development of an economic, efficient, and direct SHM technology.

(2) In our previous research, the NRS was also applied to acquire the global holographic deformation of the bridge structure. But the previous method needs to stitch the bridge images into a panorama. This problem has been overcome in this research. The bridge image sequences taken in fixed fields of view were learned and identified by 3D CNN, outputting the global holographic deformation data of the test bridge. The output data were basically consistent with the finite-element prediction and dial gauge measurement. The global holographic deformation curves of the test bridge exhibited similar trends under different damage conditions, with an error less than 12%. This means our method satisfies the engineering requirement on measurement accuracy.

(3) The bridge deformation was also measured at multiple points with dial gauges. However, the measured data could not reflect the actual deformation features of the bridge structure under different damage conditions. The abnormal data on damage-induced local deformations were mostly lost. By contrast, the deck analysis on the lower edge contours of deck plates managed to produce the global holographic deformation data, laying a solid basis for damage identification.

(4) The deflection of the main beam of the test bridge under multiple damage conditions obtained by dial gauges and our method is taken as the basic data, and the deflection curvature difference is used to identify the damage. It can be seen that the damage location and damage degree cannot be reflected only through a limited number of measuring points. The holographic deformation information can be obtained by our method, which can identify the change of damage location and damage degree.

(5) This paper is the first attempt to test the effect of the intelligent NRS method on bridge deformation monitoring. The authors have not investigated the automatic feedback adjustment of parameters in the mathematical network model and the optimization of the activation function. These two issues will be tackled in further analysis. The other issues to be studied include manual interventions (e.g., feature engineering and labelling) in the dataset of holographic deformation samples based on the original dynamic and static images, and the construction of intelligent sensing network. At the same time, the effect of damage identification is only a preliminary attempt. For damage identification method is more suitable for the intelligent NRs, further research is needed.
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