Kibble-Zurek mechanism in a one-dimensional incarnation of deconfined quantum critical point
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The conventional Kibble-Zurek mechanism (KZM) describes the driven critical dynamics in the Landau-Ginzburg-Wilson (LGW) spontaneous symmetry-breaking phase transitions. However, whether the KZM is still applicable in the deconfined quantum criticality, which is beyond the LGW paradigm, has not been explored. In this paper, we study the driven critical dynamics near a one-dimensional incarnation of deconfined quantum critical point between a ferromagnetic (FM) phase and a valance-bond-solid (VBS) phase. By investigating the dependence of the density of the topological defects on the driving rate, we verify the KZM in this Landau-forbidden critical point. Moreover, we find that both the FM and the VBS order parameters satisfy the finite-time scaling in the whole driven process. The effects of the emergent symmetry in the nonequilibrium dynamics are also studied.

**Introduction.**— Fathoming universal properties of phase transitions is among the central issues in modern statistical mechanics and condensed matter physics [1–3]. A prevalent understanding of phase transitions is based on the Landau-Ginzburg-Wilson (LGW) paradigm [4–5], which shows that the continuous phase transition is characterized by the spontaneous symmetry breaking from a disordered phase to an ordered phase. However, recently this paradigm has been challenged by a series of examples, in which continuous phase transitions were found between two ordered phases, such as the phase transition between the Neel antiferromagnetic (AFM) phase and the valence-bond-solid (VBS) phase in (2+1)-dimension (D) Heisenberg spin magnets [6, 7]. To understand these Landau-forbidden critical phenomena, a concept of deconfined quantum critical point (DQCP) was proposed [5, 8]. The DQCP theory asserts that deconfined fractionalized particles emerge near the critical point and their fluctuations dominate the phase transition properties [6, 7]. Although great efforts have been spent on examining the DQCP theory in various systems, ambiguities among the nature of the transition are still not completely clarified [6, 10].

In nature equilibrium state is the exception rather than the rule. In particular, near a critical point the equilibration time diverges owing to the critical slowing down. This has stimulated intensive investigations on the nonequilibrium critical dynamics in both classical and quantum systems [14–18]. Among them, the driven critical dynamics under external driving stands out remarkably, partly spurred by its potential application in quantum simulation and quantum computer [17, 18]. For the driven dynamics in the LGW symmetry-breaking phase transitions, the celebrated Kibble-Zurek mechanism (KZM) provides a description of the generation of the topological defects and the scaling of their number after the quench [19–20]. While the KZM was originally proposed in cosmological physics [19], it has been generalized to condensed phase matter phase transitions in classical and quantum systems [20–24]. Moreover, the KZM has been verified in various experiments [21–27]. Besides, recent theoretical and experimental studies also pay close attentions to the full scaling behavior in the whole driven process [24–26]. For example, a finite-time scaling (FTS) theory gives a full scaling theory and shows that the critical dynamics near the critical point is dominated by the time scale induced by the external driving [25–27]. The FTS theory has been verified in the driven critical dynamics of the Rydberg atomic systems [27]. Furthermore, these full scaling forms have been employed to numerically detect the critical properties in both classical and quantum phase transitions [48–50].

However, for the DQCP, the nonequilibrium critical dynamics therein has not been explored. It is natural to ask whether the KZM and the FTS are still applicable in the DQCP. But directly studying on the real-time dynamics in (2 + 1)D DQCP is hindered by the lack of reliable method. For example, the quantum monte carlo fails as a result of the sign-problem [50–51], while the tensor-network method still needs tremendous improvements to simulate the long-time dynamics [52–55].

In this paper, we take a detour and investigate the driven dynamics in a (1 + 1)D incarnation of DQCP [56], in which a Landau-forbidden continuous phase transition happens between a ferromagnetic (FM) phase and a VBS phase. By driving the system across its critical point, we find that the density of residual topological defects after the quench satisfies the KZM. In addition, we explore the evolution of the FM and the VBS order parameters and show that their scaling behaviors in the whole driven process can be described by the FTS theory. Moreover, since at the DQCP there are some emergent symmetries, which manifest themselves in the corresponding correlation functions [55], we also study the FTS of the correlation functions. Although there are some differences between this (1 + 1)D DQCP and
the (2 + 1)D DQCP [6, 7, 56], for example, the deconfined spinons already exist in the excited states of ordered phases on both sides of the critical point, because of the lack of confining potential, we take a first step in this issue and the remarkable similarities between them indicate that our conclusions can be generalized to the (2 + 1)D case with some proper modifications.

Model and its static properties.— We begin our study with a quantum spin model proposed by Jiang and Motrunich [56]. The Hamiltonian reads

\[ H = \sum_i (-J_x S_i^x S_{i+1}^x - J_z S_i^z S_{i+1}^z) + \sum_i (K_x S_i^x S_{i+2}^x + K_z S_i^z S_{i+2}^z), \]

in which \( S_i^{x(z)} \) is the spin-1/2 operator in \( x(z) \) direction at \( i \) site. Besides the translational symmetry, two \( Z_2 \) symmetries, i.e., \( Z_x^z \) and \( Z_z^x \), corresponding to the spin inversion in \( x \) and \( z \) directions, respectively, are respected in model [1].

With fixed parameters \( K_x = K_z = 1/2 \) and \( J_x = 1 \), a gapped FM phase, whose order parameter is \( m \equiv \langle S_i^2 \rangle \), appears for large \( J_z \), while a VBS phase, whose order parameter is \( \psi \equiv \langle S_i^x S_{i+1}^x - S_i^z S_{i+1}^z \rangle \), appears when \( J_z \) is small. In particular, when \( J_z = 1 \), the system is at the Majumdar-Ghosh point with an exact VBS ground state wave function. By tuning \( J_z \), there is a direct phase transition occurring at \( J_{zc} = 1.4645 \) between the FM and the VBS phases [55]. According to the LGW paradigm, this phase transition should be first-order, since the FM phase and the VBS phase break different symmetries. However, both theoretical and numerical results show that this is a continuous phase transition [55, 56, 61], in analogy to the (2 + 1)D DQCP [6, 7], in which the order parameters in two sides of the transition point can be regarded as different composites of fractionalized quasiparticles. Moreover, it was shown that the equilibrium universal behavior of this (1 + 1)D DQCP is described by the Luttinger liquid theory with continuously tunable Luttinger parameters [56, 55]. For the set of the parameters chosen above, the critical exponent \( \nu \), defined as \( \xi \propto |g|^{-\nu} \) with \( g \equiv J_z - J_{zc} \) and \( \xi \) being the correlation length, is \( \nu \approx 1.61 \), and the dynamic exponent \( z = 1 \). According to the self-duality of the parton description of this DQCP, the order parameter exponent \( \beta \) in the ferromagnetic phase is identical with that in the VBS phase and \( \beta \approx 0.53 \) [55].

Similar to the case in the (2 + 1)D DQCP [12, 13], an emergent \( O_d(2) \times O_d(2) \) symmetry arises at \( J_{zc} \) [55]. \( O_d(2) \) corresponds to the rotation symmetry in the plane spanned by the FM operator and the VBS operator, and \( O_d(2) \) corresponds to the rotation in the plane spanned by the FM operator in \( x \)-direction and the AFM operator in \( y \)-direction [55]. This emergent symmetry imposes strong constraint on the scaling of the correlation function [55]. For example, it was shown that the correlation of the \( xy \)-dimer, \( G_\Gamma(r) \equiv \langle \Gamma_i \Gamma_{i+r} \rangle \) with \( \Gamma_i \) being the \( xy \)-dimer operator defined as \( \Gamma_i \equiv S_i^x S_{i+1}^y \), must satisfy \( G_\Gamma(r) \sim 1/r^2 \) [58].

KZM in (1 + 1)D DQCP.— The KZM is a mechanism describing the production of the topological defects and their scaling behaviors after a quench across a critical point. We consider the driven dynamics by changing \( g \) as \( g(t) = Rt \). This linear quench imposes a driving rate \( \zeta_d \equiv \langle |g|^{-1} \frac{dg}{dt} \rangle = t^{-1} \) on the system [17, 20]. By comparing \( \zeta_d \) and the intrinsic relaxation time scale of the system \( \zeta_s \), which scales with the energy gap \( \Delta \) as \( \zeta_s \sim \Delta^{-1} \) [3], the KZM separates the whole driven process into three regions: one impulse region and two adiabatic regions. In the adiabatic regions, \( \zeta_s < \zeta_d \); while in the impulse region, \( \zeta_s > \zeta_d \).

![FIG. 1. Schematic diagram of the KZM in (1 + 1)D DQCP.](image-url)

By tuning \( J_z \), a direct continuous phase transition happens at \( J_{zc} \), between the VBS phase (left) and the FM phase (right). This phase transition is beyond the LGW paradigm. We generalize the KZM into this phase transition. By comparing the relaxation time \( \zeta_s \) and the inverse transition rate \( \zeta_d \), the KZM separates the driven process into three regions: one impulse region and two adiabatic regions. In the adiabatic regions, \( \zeta_s < \zeta_d \); while in the impulse region, \( \zeta_s > \zeta_d \).

\[ n \propto R_{zc}^{\frac{1}{\nu}}, \]

in which \( r \equiv z + 1/\nu \). Although the complete freezing of the evolution in the impulse region has been shown to be an oversimplified assumption [37], the KZM prediction Eq. (2) has been verified in various LGW phase transitions [32, 37].
Here, we examine the KZM in the $(1 + 1)$D DQCP of model 1. We first consider the driving process from the FM phase to the VBS phase. According to the KZM, the topological defects emerge in the VBS phase. The ground states of the VBS order are of two-fold degeneracy, corresponding to two kinds of dimerized configurations. The topological defect therein is just the unpaired spin between two different ordered segments as shown in Fig. 2(a). For the sake of simplicity, we measure the density of the topological defects at the Majumdar-Ghosh point with $J_z = 1\, [57]$. In this way, the density of the topological defects is

$$n_{\text{VBS}} = \frac{1}{8} \left| \langle S_i \cdot S_{i+1} \rangle - 1 \right|, \quad (3)$$

in which $1/8$ is the average of the expectation value of $S_i \cdot S_{i+1}$ at each bond for the ground state.

We use the infinite time-evolving block decimation method to simulate the driven dynamics and calculate Eq. (3) for various driving rates. Figure 2(c) shows the dependence of $n_{\text{VBS}}$ on $R$. The power-law fitting gives $n_{\text{VBS}} \propto R^{0.6123}$, confirming the KZM Eq. (2), in which $1/\nu \approx 0.617$.

Similarly, we consider the reverse driving from the VBS phase to the FM phase. The topological defect in the FM phase is the domain wall between two segments of degenerate FM states, as shown in Fig. 2(b). Quantitatively, the density of the topological defects reads 21 22

$$n_{\text{FM}} = \left| \langle S_i^z S_{i+1}^z \rangle - \langle S_i^z S_{i+1}^z \rangle_G \right|, \quad (4)$$

in which $\langle \rangle_G$ represents the expectation value in a ground state far from the critical point. By calculating Eq. 4 for different $R$, one finds that $n_{\text{FM}} \propto R^{0.6124}$ as shown in Fig. 2(d), confirming the KZM again. From these results, one concludes that the KZM is still applicable in the $(1 + 1)$D DQCP of model 1.

**FTS in $(1 + 1)$D DQCP.** In the impulse region, the KZM states that the system does not evolve. However, it has been shown that this is an oversimplified assumption. The FTS improves the understanding of the driven critical dynamics by demonstrating that in this region the system evolves according to the characteristic time scale $\zeta \sim R^{-2/\nu}$. In analogy to the finite-size scaling, the FTS theory shows that the evolution of the macroscopic quantities should satisfy the scaling forms with $\zeta$ in them. For example, the VBS order parameter $\psi$ for changing $J_z$ from the VBS to the FM phase should obey 12 44

$$\psi(g, R) = R^{\beta/\nu} f_1(g R^{-1/\nu}) \quad (5)$$

in which $f_1$ is the scaling function. Similarly, for the reverse driving the FM order parameter $m$ should satisfy 12 44

$$m(g, R) = R^{\beta/\nu} f_2(g R^{-1/\nu}) \quad (6)$$

Besides these local operators, correlation functions were also measured in experiments 37. At the critical point, the scaling form of the FTS for $G_z(x) = \langle S_i^z S_{i+x}^z \rangle$...
is \([42-44]\)

\[
G_{x}(x) = x^{-\eta}f_{3}(xR^{1/r}),
\]

(7)

with \(\eta \simeq 0.68\) \([50, 58]\). In addition, the emergent \(O(2) \times O(2)\) symmetry gives an exact exponent in the \(xy\)-dimer correlation \([58]\), which under external driving should satisfy \([42-44]\)

\[
G_{r}(x) = x^{-2}f_{4}(xR^{1/r}),
\]

(8)

according to the scaling analysis of the FTS.

Figure 3 (a) shows our numerical results of the evolution of the VBS order parameters for various \(R\). After rescaling according to Eq. (5), one finds in Fig. 3 (b) that all curves collapse onto a single one. Similarly, as shown in Figs. 3 (c) and (d), for the reverse driving, all curves of the FM order parameters match with each other after rescaling according to Eq. (6). In addition, by noting that the critical exponents employed to rescale the FM and the VBS order parameters are the same, we verify the self-dual property of this DQCP \([55]\) from the nonequilibrium dynamics.

From Fig. 3 one finds that both \(G_{x}\) and the \(G_{r}\) decay faster than power law. And the larger the driving rate, the faster the correlations decay. This demonstrates that the external driving imposes an effective length scale in the correlations. Their FTS forms are confirmed in Fig. 3 (b) and (d), respectively. These results verify the FTS theory in the \((1 + 1)D\) DQCP of model \([1]\). In addition, from Eq. (8), one finds that the dynamic scaling provides alternative evidences in detecting emergent symmetries in DQCP \([58]\).

Discussion.— Here, we pursue the reason for the robustness of the KZM and the FTS. Although the field theories in the LGW phase transition and the \((1 + 1)D\) DQCP are different, the scaling properties in low-energy levels are quite similar. For example, for both cases the expectation values in these low-energy levels are all controlled by the critical point at the ground state. In the driven dynamics, low-energy excitation modes are generated by the external driving and begin to occupy the low-energy excited levels owing to the diabatic process in the impulse region, and the proportion of these excitation modes depends on the driving rate. This gives rise to the KZM and the FTS. This picture should be applicable in both the LGW phase transition and the \((1 + 1)D\) DQCP. Actually, the driven dynamics was also studied in topological phase transitions \([64, 67]\), which are also beyond the LGW paradigm. These studies show that the KZM breaks down for the open boundary condition. The reason is that for these systems the structure of the energy levels is different from the usual LGW phase transition and the present \((1 + 1)D\) DQCP owing to the appearance of the edge state \([64, 67]\).

Phenomenologically, the \((1 + 1)D\) DQCP is analogous to the \((2 + 1)D\) DQCP in the sense that both of them happen between two ordered phases and exhibit emergent symmetries. Theoretically, various field theoretical descriptions of the \((2 + 1)D\) DQCP can find their parallel counterparts in the \((1 + 1)D\) case \([55]\). These similarities indicate that our results could be generalized to the \((2 + 1)D\) DQCP. However, the fractionization dynamics, such as the splitting of the spin wave into the spinons, is not included here. We note that a recent study has investigated the \((1 + 1)D\) DQCP in a long-range interaction model \([68]\). The deconfinement process can be studied therein. Moreover, in the \((2 + 1)D\) DQCP, dangerously irrelevant variables may complicate the FTS analysis \([11]\). Works on these projects are in progress.

Summary.— Summarizing, in this paper we have taken a first study in the nonequilibrium critical dynamics of the DQCP. We presented a detailed study of the driven dynamics in a \((1 + 1)D\) incarnation of the DQCP. This phase transition happens between the FM phase and the VBS phase and is beyond the LGW paradigm. By studying the scaling of topological defects in both the FM phase and the VBS phase after the quench, we have confirmed the KZM. Moreover, we have also shown that the evolutions of macroscopic physical quantities, including the FM and the VBS order parameters and the correlation functions, satisfy the FTS theory. In particular, we have also explored the nonequilibrium dynamic version of the correlation scaling constrained by the emergent symmetry. In this way, we have generalized the KZM and the FTS into the \((1 + 1)D\) DQCP. Our conclusions can be generalized to the 1D fermion systems, in which the \((1 + 1)D\) DQCP between a charge-density-wave phase and a dimerized phase was also found \([69]\). Moreover, al-
though exploring the real-time dynamics of the (2 + 1)D DQCP still needs a tremendous amount of work, it is expected that some of our results should be applicable therein with some modifications. Recently, reliable platforms based on the Rydberg-atom systems were realized to manipulate and detect the critical dynamics in spin systems with programmable interactions [37]. Our results could be examined experimentally in these systems.
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SUPPLEMENTAL MATERIAL
S-1. NUMERICAL METHOD AND CALCULATION SET UP

In this work we have utilized infinite matrix product state (MPS) \cite{1, 2} based numerical methods to study the driven dynamics. As shown in Fig. S1(b), a MPS is a generic class of quantum many body state which is represented as multiplication of matrices, which is the underlying ground state structure of the famous density matrix renormalization group method \cite{3}. At each site there is a set of matrices, the dimension $\chi$ of which controls the upper bound of entanglement in a MPS. It has been shown MPS based methods can accurately describe ground states of gapped quantum lattice models and generally generic low entangled states in 1D. In recent years MPS based methods have been widely used to study both the static and dynamic properties of (quasi)1D quantum systems \cite{4, 5}.

To study the driven dynamics of a quantum lattice model, one first needs to calculate the ground state $\psi(0)$ at $g(0)$, then carry real time evolution calculation to obtain $\psi(t)$. Since $g(0)$ is far away from the quantum critical point, the system has a large energy gap and $\psi(0)$ is a low entangled state. Moreover it has already been shown the entanglement entropy is very limited in the driven dynamics due to the external driving field \cite{6}. So that both $\psi(0)$ and $\psi(t)$ have limited entanglement and can be accurately described using the MPS.

Ground state calculation

We use an infinite MPS to variationally optimize the ground state. To be consistent with both the FM and the VBS phase, a two site unit-cell in the MPS was used during the calculation. In order to obtain an accurate MPS wave function for the ground state $\psi(0)$, we adopt the recent proposed tangent space MPS variational method \cite{7}. One can

\[ \text{FIG. S1. Schematic figure of a quantum chain (a) and MPS (b) after combining each two neighbor spins together.} \]
directly calculate the energy gradient in the given $\chi$ MPS sub-manifold, and use that to optimize the ground state energy until it becomes convergent.

**Real time evolution**

After obtaining the ground state $\psi(0)$, we use the infinite time-evolving block decimation (TEBD) method \[9\] to carry the real time evolution. Upon the evolution for a very small time slice $t$, one first needs to decompose the full time evolution operator $\exp(-iHt)$ into local evolution ones via Suzuki-Trotter decomposition and then update the matrices in the MPS after imposing the evolution operator.

However an extra difficulty lies in the present model we study. The next nearest neighbor (NN) interactions in the Hamiltonian can complicate the higher order Suzuki-Trotter decomposition. To avoid the complex decomposition and its following evolution procedure, we combine every two neighbor sites into a single one, as shown in Fig. S1. The dimension for the local Hilbert space raises from 2 to 4. In this way, the NN term becomes nearest neighbor again and the conventional TEBD procedure can be used to carry the real time evolution.

**Convergence and Stability**

We have taken the following setup for the MPS simulation to ensure the convergence and stability. During the ground state calculation, the energy gradient with respect to the matrix elements was required to be smaller than $10^{-12}$ to obtain converged wave function. Moreover we have taken several random initial MPS for the variational calculation to find the best approximated state, so that local minimum can be avoided. During the time evolution calculation, a small single time slice $t = 0.01$ and the fourth order Suzuki-Trott decomposition were used. This ensures the Trotter error in one single time step is about $10^{-10}$. The largest $\chi$ for the MPS in our calculation is 200, and larger $\chi$ has been used to check the convergence of our results. Moreover, a pseudo-inverse of the singular value decomposition spectra was used, in which extremely small elements have been dropped, to ensure the stability.

![FIG. S2. (a-c) The correlation functions defined in Eq. S1 for various driving rates before (a-c) and after (d-f) rescaling. The exponents $\eta_x = \eta_y = 1/\eta$ and $\eta_\psi = \eta$.](image-url)
S-2. CORRELATION FUNCTION

Besides the spin-spin and the xy dimer correlation functions discussed in the main text, we also examine other correlation of scaling operators

\begin{align}
G_x(r) &= \langle S_i^x S_{i+r}^x \rangle, \\
G_y(r) &= (-1)^r \langle S_i^y S_{i+r}^y \rangle, \\
G_{\Psi}(r) &= (-1)^r \langle \Psi_i \Psi_{i+r} \rangle, \\
\end{align}

where \(\Psi_i = S_i \cdot S_{i+1}\) is the dimer operator. According to the finite time scaling (FTS) theory, their leading contribution satisfy similar scaling behavior

\begin{align}
G_x(r) &= x^{-\eta_x} f_4(xR^1/r), \\
G_y(r) &= x^{-\eta_y} f_5(xR^1/r), \\
G_{\Psi}(r) &= x^{-\eta_{\Psi}} f_6(xR^1/r), \\
\end{align}

where \(\eta_x = \eta_y = 1/\eta\) and \(\eta_{\Psi} = \eta\).

The numerical results from the MPS calculation for the various correlations defined in Eq. (S1) are shown in Fig. S2(a-c). Their scaling behavior is confirmed in Fig. S2(d-f). These results verify the FTS theory again. Moreover, from the result that the dimer-dimer correlation \(G_{\Psi}\) and the spin-spin correlation \(G_z\) has the same exponent, we confirm the self-duality of the 1 + 1D DQCP again.
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