High Capacity Blind Information Hiding Based on Autoencoder
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Abstract. To realize image information hiding, we train a multi-layers autoencoder includes an encoder and a decoder. Using encoder architecture, we input the secret color image and generate the cover image where the size stays the same directly. In addition, we reconstruct the secret color image by inputting the stego images passing on the decoder which accomplish the secret image blind extraction. Our method realizes a high resolution and high payload color image steganography. Experimental results show that we can realize the high capacity blind specified secret images information hiding automatically by our method.
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1. Introduction
With the development of Internet. The communication in the Internet is becoming more and more frequently. However, sometimes we want to transmit some secret images between the sender and the receiver through a public network channel which is full of sniffing and automatic detection. How can we transmit it like an innocent normal image and avoid to be noticed. We don’t want to arouse too much awareness from other people or automatic detection programs so that the communication can be in a safe and secret environment. Image information hiding is to hide secret images in an undetectable way. In traditional steganography algorithms, secret image was embedded into cover image. There were lots of stego-embedding algorithms, for example, the Least Significant Bit (LSB)\cite{1} matching in the spatial domain. Concealing secret messages based on image transformation such as DCT (Discrete Cosine Transform)\cite{2} and DWT (Discrete Wavelet Transform)\cite{3} had achieved impressive results. Besides, considering the content of image itself, adaptive steganography\cite{4} selected the embedding location of the cover image so that the security and visual quality of stego images were enhanced. The improvement in information hiding was various. Based on the molecular key, \cite{5} utilized the Ugi four-component reaction of perfluorinated acids to establish datasets and the molecular keys could be concealed by adsorption onto coffee and other things. Based on signal-pixel imaging (SPI), \cite{6} proposed a compressive optical steganography which sparse-sampled the secret image and then encoded it into the illumination patterns. By implementing an inverse Fourier transform on the result reflected light signals, the potential eavesdroppers could be reconstructed. Based on the chaotic random number generator, \cite{7} hid an image data with different color into color image in bit space. Based on modified histogram shifting, \cite{8} incorporated multi-bit secret data hiding. In recently
published literature, there are many new ideas in information hiding. By making use of the similarity of the pixels, [9] proposed a new optimization-based steganography method.

Nowadays deep learning has achieved impressive results in many fields. Using deep learning in image information hiding is also a hotspot in research. [10] used a deep learning model to recognize the text from images and documents which was further encrypted by an improved encryption method and then was hidden into an image using image steganography. Based on generic encoder-decoder architecture, [11] proposed an automatic steganography method for hiding one image to another. However, it could only embed a unary channel image.

In this paper, we generate the color images with resolution 256×256 which contains secret color images and is similar to the cover images directly, and we can automatically recover the secret color images with resolution 256×256 by the decoder. The framework of blind information hiding based on autoencoder is shown in Figure 1.

Figure 1. The framework of our proposed method to hide the image information based on autoencoder.

Remainder of this paper is organized as follows. Section 2 refers to the application and development course of Autoencoder and deep learning in information hiding. In section 3, we introduce our approach from the formulation and the neural network architecture. Section 4 illustrates the training details and presents the experimental results. In section 5, we further discuss the metrics and defects of our approach.

2. Related works
Autoencoder [12] was a neural network model which used a set of recognition weights to convert an input vector into a code vector, then used a set of generative weights to convert the code vector into an approximate reconstruction of the input vector. Autoencoder was an important deep learning model which could not be ignored in many fields such as image recognition[13], image generation[14], voice recognition[15], image compression[16]. The research of improved method of autoencoder attracted the attention of many scholars. [17] introduced a stochastic variational inference and learning algorithm that scaled to large datasets and, under some mild differentiability conditions, even works in the intractable case. [18] proposed generative adversarial networks (GAN) to perform variational inference by matching the aggregated posterior of the hidden code vector of the autoencoder with an arbitrary prior distribution.
Recently, autoencoder carries out its functions continuously. [19] proposed to utilize deep autoencoder to learn latent representation of high-dimensional mass spectrometry data which was a feasible and powerful instrument for mass spectrometry feature learning and also cancer diagnosis. [20] described a vehicles acoustic event classification algorithm based on sparse autoencoder to analysis the traffic state.

Many methods by Deep learning for image information hiding and steganography had been proposed. Based on Deep Convolutional Generative Adversarial Networks (DCGAN)[21], [22] generated image-like containers and more setanalysis-secure message embedding using Least Significant Bit(LSB)[1] algorithm. [23] used WGAN[24] and GNCNN[25] instead of DCGAN[21] and the discriminator of SGAN[22] to obtain faster convergence speed, better image quality and training stability. [26] proposed an image steganography algorithm and implemented using Multistage Feed-Forward Artificial Neural Network. [27] hided arbitrary binary data in images using generative adversarial networks which optimized the perceptual quality of the images produced by the model.

Recently, [28] proposed three different architectures based on the 3-players game. The first-architecture was proposed as a rigorous alternative to two recent publications. The second took into account stego noise power. Finally, the third architecture enriched the second one with a better interaction between the embedding and extracting networks. Based on image retrieval of DenseNet features and DWT sequence mapping, [29] proposed a novel coverless image steganography which could resist the existing steganalysis tools effectively.

3. Image information hiding based on autoencoder

3.1. formulation
Define x is the secret image, \( x \sim p_{data}(x) \) is the distribution of the secret image \( x \), y is the cover image, encoder G, decoder F. Encoder G generates the encoded image as close as the cover image, decoder has the ability to recover the secret image when input the encoded images. As a result, we propose an encoded loss function as shown in formula (1):

\[
L(G) = E_{x \sim p_{data}(x)} \| G(x) - y \|_2
\]  
(1)

And then we propose a decoded loss function as shown in formula (2):

\[
L(F) = E_{x \sim p_{data}(x)} \| F(G(x)) - x \|_2
\]  
(2)

Finally, we combine the encoded loss function and decoded loss function as our full loss function:

\[
L(G, F) = L(G) + L(F)
\]  
(3)

3.2. Neural network architecture
According to the resolution of secret image and stego image, the structure of encoder and decoder neural network in this paper adopt the generator neural network structure of CycleGAN model[30]. This neural network contains one stride-one convolution and two strides-two convolutions then 9 residual blocks[31] then two strides 1/2 convolutions and one stride-one convolution.

4. Experiments

4.1. training details
In the experiment, Adam solver[32] is selected as the parameter optimizer with a batch size of 1, and the initial learning rate is 0.0002, then decrease to a half after 600 epochs then decrease to a half after 200 epochs then decrease to a half after 100 epochs.
We reshape the image from high resolution DIV2K training set with resolution $256 \times 256$ set as our secret images training set. We resize pictures of Lena with resolution $256 \times 256$ as our cover image.

**Figure 2.** lists two randomly chosen secret images, the cover images, the stego images where the secret image was embedded to the cover image and the reconstructed images which is recovered from the stego images. As can be seen in **Figure 2**, our method can transform a totally different secret image to the picture of Lena, and change it back to the original image automatically.

| Secret image | Cover image | Stego image | Reconstructed image |
|--------------|-------------|-------------|---------------------|
| ![Secret image](image1.png) | ![Cover image](image2.png) | ![Stego image](image3.png) | ![Reconstructed image](image4.png) |

**Figure 2.** Secret images, Cover images, Stego images and Reconstructed images used or obtained by our method.

### 4.2. Hiding and extracting effects analysis

In order to illustrate the hiding effects of our method, we analysis the histogram of cover image and the stego image. As we can see in **Figure 3**, the histograms of the cover image and the stego image in RGB space are almost the same, which proves our method has a good effect in information hiding. In terms of quantitative indicators, we calculate the peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) between the cover image and the stego image. As shown in **Table 1**, the indicators further prove the cover image and the stego image is extremely similar, and our method can recover the secret image good enough either.

| | R | G | B |
|---|---|---|---|
| Cover image | ![Histogram](image5.png) | ![Histogram](image6.png) | ![Histogram](image7.png) |
| Stego image | ![Histogram](image8.png) | ![Histogram](image9.png) | ![Histogram](image10.png) |

**Figure 3.** Comparative analysis of the RGB channel decomposition of picture of Lena before and after hiding.
Table 1. The PSNR and SSIM values between the cover image and the stego image, between reconstructed image and secret image.

| Quantized index | between reconstructed image and secret image | between cover image and stego image |
|-----------------|---------------------------------------------|-----------------------------------|
| PSNR            | 41.4026                                     | 39.6868                           |
| SSIM            | 0.9256                                      | 0.9777                            |

4.3. Information hiding capacity analysis

Information hiding capacity refers to the maximum information capacity can be embedded without changing the appearance characteristics of the carriers. The information hiding ability\cite{33} is defined as Equation (4). Table 2 illustrates one pixel of secret image can embed into one pixel of cover image by our method that shows our method has a large hiding capacity.

\[
\text{Relative capacity} = \frac{\text{Absolute capacity}}{\text{The size of the image}} \tag{4}
\]

Table 2. Quantitative analysis of hide capacity of our method

| Absolute capacity (bits/pixel) | Image size | Relative capacity (bits/pixel) |
|--------------------------------|------------|--------------------------------|
| 256×256                        | 256×256    | 1                              |

5. Conclusion

In order to hide image information automatically and improve the steganography capacity, in this paper, we introduce a method of blind information hiding method based on the autoencoder. The encoder embeds the secret image into the cover image and the decoder recover the secret image from stego image. Experimental results show our method has a good ability in image information hiding and steganography capacity. In the future, the resistance ability to multi-attacks of this method should be further considered.
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