Gels of semi-flexible polymers, network glasses made of low valence elements, softly compressed ellipsoid particles and dense suspensions under flow are examples of floppy materials. These systems present collective motions with almost no restoring force. To study theoretically and numerically the frequency-dependence of the response of these materials, and the length scales that characterize their elasticity, we use a model of isotropic floppy elastic networks. We show that such networks present a phonon gap for frequencies smaller than a frequency $\omega^*$ governed by coordination, and that the elastic response is characterized, and in some cases localized, on a length scale $l_c \sim 1/\sqrt{\omega^*}$ that diverges as the phonon gap vanishes (with a logarithmic correction in the two dimensional case). $l_c$ also characterizes velocity correlations under shear, whereas another length scale $l^* \sim 1/\omega^*$ controls the effects of pinning boundaries on elasticity. We discuss the implications of our findings for suspensions flows, and the correspondence between floppy materials and amorphous solids near unjamming, where $l_c$ and $l^*$ have also been identified but where their roles are not fully understood.

1 Introduction

In 1864 Maxwell\(^4\) showed that in order to be mechanically stable, the average coordination $z$ of structures made of points connected by rigid bars must be larger than a threshold value $z_c$. Most common solids satisfy a microscopic version of this constraint\(^2\)\(^3\)\(^4\)\(^5\)\(^6\)\(^7\)\(^8\)\(^9\) If the constraint is violated, collective modes with no restoring forces (floppy modes) exist. These materials will be referred as strictly floppy systems. However, in some cases these modes are stabilized by weak interactions: the bending energy of semi-flexible polymers confers a finite elasticity to gels\(^1\)\(^2\) as do van der Waals interactions in weakly-coordinated covalent glasses\(^9\). Floppy modes can also be stabilized by the pre-stress applied on the system, as is the case for generally compressed packings of ellipsoid particles\(^6\)\(^8\). Fluids, on the other hand, can display modes that are strictly floppy. For example, in granular systems or suspensions of hard particles, large and sometimes percolating clusters of connected particles can be formed\(^7\)\(^8\)\(^10\) and motion within these clusters can only occur along floppy modes where no particles overlap. As the density increases toward jamming, the viscosity\(^11\)\(^12\)\(^13\) and the length scale\(^11\)\(^12\)\(^13\)\(^14\)\(^15\)\(^16\) characterize the correlation of the dynamics diverge, up to the point where floppy modes disappear and the dynamics stops.

In simplified numerical models of ellipsoid particles\(^12\) covalent networks\(^12\), gels of semi-flexible polymers\(^13\) and suspensions flows\(^10\), it has been observed that the density of vibrational modes $D(\omega)$ displays a gap at low frequency (in addition to the floppy or nearly-floppy modes present at zero-frequency). In suspension flows the amplitude of the gap was shown to affect the divergence of the viscosity near jamming\(^10\). An early work by Garboczi and Thorpe\(^20\) supported the idea that a gap of modes exist in floppy materials. However, the dependence of the gap on the microscopic structure, and its consequences on the material properties and the different length scales characterizing the elastic response are not understood.

In this manuscript, we study the elastic properties of isotropic harmonic spring networks that are strongly disordered, but where spatial fluctuations of coordination are weak. The model networks we use are presented and analyzed numerically in section 2. In section 3 we show, using both mean-field methods\(^20\)\(^21\)\(^22\)\(^23\) and numerical simulations, that strictly floppy elastic networks present a vibrational gap between floppy modes (zero frequency modes) and a frequency $\omega^* \sim z_c - z \equiv \delta z$. The absence of low frequency phonons suppress the elastic propagation of the response at frequencies smaller than $\omega^*$. As a consequence, we show that the main response to a local perturbation (local strain) is localized, displaying an exponential decay with a characteristic length $l_c \sim 1/\sqrt{\delta z}$. We also predict a logarithmic correction to the scaling for two dimensional systems. In section 4 we go beyond mean field and estimate the fluctuations around the mean response. We show that fluctuations dominate the amplitude over the mean value, however, the fluctuation around the mean response also decays with the same length scale $\sim l_c$. Even though $l_c$ can be considered to be the localization length of floppy modes, we show that these modes can not exist in a region of typical radius smaller than $l^* \sim 1/\delta z$. Surprisingly, floppy modes can be be strictly localized (have a compact support) only on the much larger scale $l^*$. In section 5 we study the floppy networks stabilized by weak interactions, which confer a finite but small restoring force to the material. We model the weak interaction by adding springs whose
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stiffnesses is very small. We find that localization is lost even when weak interactions have a vanishingly small amplitude, showing that the response of strictly floppy systems is a singular limit. However, \( l \) still characterizes the response near the applied strain. In section 6 we compare our results with recent observations in the affine solvent model, a simplified model for suspension flows of hard spheres. For this strictly floppy system the spectrum associated to the evolution operator shares both commonalities and striking differences with the density of states of the isotropic floppy networks considered here, leading to a prediction on some dynamical length scale in flow. Finally, our results raise questions associated with the respective role of \( l \) and \( l^* \) both in floppy materials and in jammed packings, which are discussed in the last section.

2 Model description and simulation

We consider a network of \( N \) point particles of mass \( m \), connected by \( N_c \) harmonic un-stretched springs in spatial dimension \( d \). The elastic energy following a deformation vector field \( \{ \delta \mathbf{R}^i \}_{i=1...N} \) is:

\[
\delta E = \frac{1}{2} \sum_{ij} k_{ij} (|\delta \mathbf{R}_i - \delta \mathbf{R}_j| \cdot \mathbf{n}_{ij})^2 + o(\delta \mathbf{R}^2),
\]

where the index \( \langle ij \rangle \) runs over the \( N_c \) springs, whose stiffnesses are \( k_{ij} \) and whose directions are along the unit vectors \( \mathbf{n}_{ij} \). Floppy modes correspond to displacements for which \( \delta E = 0 \). Since the energy is the sum of \( N_c \) positive definite terms, it vanishes only if all these terms are zero. Such modes always exist if the number of degrees of freedom \( N d \) is larger than the number of constraints \( N_c \), or equivalently if \( \varepsilon \equiv 2N_c/N < z_c = 2d \).

The force field \( \mathbf{F} \) generated by displacements can be obtained by taking the derivative of Eq. (1). One obtains \( \mathbf{F} = \mathbf{M} \delta \mathbf{R} \), where:

\[
\mathbf{M} = \sum_{ij} k_{ij} \mathbf{n}_{ij} \otimes \mathbf{n}_{ij} (|i\rangle - |j\rangle)(\langle i| - \langle j|)
\]

is the stiffness matrix. We have used the bra-ket notation for which \( \langle i| \delta \mathbf{R} \rangle = \delta \mathbf{R}_i \). The normal modes are given by the eigenvectors of \( \mathbf{M} \), and their frequencies are given by the square root of their associated eigenvalues. Herein, we will investigate the spectrum of \( \mathbf{M} \) and the spatial properties of its eigenvectors when \( z < z_c \).

As a model system we consider isotropic disordered elastic networks, generated by following the method of Ref. \(^{25}\), we prepare amorphous packings of compressed soft elastic particles with a coordination significantly larger than \( z_c \). The centers of the particles are the nodes of our networks, and the contacts between particles are replaced by un-stretched springs of stiffness \( k \). Springs are then removed until the desired coordination \( z \) is reached. Removal takes place randomly from the set of most connected pairs of nodes, leadings to isotropic networks with low heterogeneity in density and coordination. Such networks are appropriate models of amorphous solids for which large spatial heterogeneities are not energetically favorable.\(^{23,25}\) In rigidity percolation,\(^{20,23}\) spring removal is completely random, resulting in networks with large fluctuations that affect the elastic properties.

For these networks, we diagonalize \( \mathbf{M} \) numerically to compute the density of states \( D(\omega) \) for various \( z < z_c \). As appears in the inset of Fig. 1 we find that a gap in the vibrational spectrum appears below some frequency \( \omega^* \) that decreases as \( z \rightarrow z_c \). If spatial fluctuations of coordination were large, one would expect this gap to be filled-up in the thermodynamic limit due to Griffiths-like singularities, but we do not observe this effect in the network considered here. The role of this gap in elasticity can be analyzed by considering the response to a local strain. We change the rest length of one spring and let the system relax to zero energy under over-damped dynamics. Such a response can also be obtained in the absence of damping, by imposing a local oscillatory strain at a vanishing small frequency. As shown in Fig. 2 the elastic information does not propagate: the response is localized on some length scale that appears to diverge as the gap vanishes, i.e as \( z \rightarrow z_c \). The response appears to be very heterogeneous. In what follows we will investigate its mean and its fluctuations.

![Fig. 1 Rescaled density of states vs. rescaled frequency for \( z \in [3.2, 3.95] \) using \( N = 10000 \) nodes in two dimensions. The continuous line corresponds to the theoretical prediction of Eq. (9). Inset: Non-rescaled density of states \( D(\omega) \) vs \( \omega \). Floppy modes lead to a delta function at \( \omega = 0 \) and are not presented.](image-url)
3 Effective medium theory (EMT)

3.1 General formalism

We use EMT, also known as coherent potential approximation, to investigate the behavior of floppy networks as the one observed in the previous section. EMT is a mean field approximation and neglects spatial fluctuations in the coordination. Therefore, it does not properly describe rigidity percolation. However, it was shown to describe materials for which spatial fluctuations of coordination are small. EMT attempts to describe disordered materials as ordered materials with a frequency-dependent effective stiffness $k_{\text{eff}}$. We apply this technique to isotropic lattices of coordination $z_{\text{in}} \gg z_c$, where bonds are then randomly removed with a probability $(1-p)$, so that the stiffness coefficients $k_{ij}$ take the values 0 or $k$ with a probability $(1-p)$ or $p$ respectively, and the final coordination is $z = p z_{\text{in}}$. The Green’s function $G(\omega)$ of the disordered floppy system is defined as $-m \omega^2 + \mathcal{M} \mathbf{G}(\omega) = -1$.

$G_0$ is the Green’s function of the effective medium, corresponding to the initial ordered lattice with an undetermined effective stiffness coefficient $k_{\text{eff}}$. Standard calculations lead to the Dyson relation $G = G_0 + G_0 \mathcal{T} G_0$, where the operator $\mathcal{T}$ can be expressed as an infinite series in terms of increasing numbers of interacting contacts:

$$\mathcal{T} = \sum_{\langle ij \rangle} T_{\langle ij \rangle} + \sum_{\langle i \rangle \neq \langle k \rangle} T_{\langle i \rangle} G_0 T_{\langle k \rangle} + \ldots.$$  

The transfer matrix is found to be:

$$T_{\langle ij \rangle} = \frac{(\langle i \rangle - \langle j \rangle) (k_{ij} - k_{\text{eff}}) (\langle i \rangle - \langle j \rangle)}{1 - (k_{ij} - k_{\text{eff}}) n_{ij} (\langle i \rangle - \langle j \rangle) G_0 (\langle i \rangle - \langle j \rangle) n_{ij}} n_{ij} \otimes n_{ij}.  \tag{3}$$

We seek an effective stiffness $k_{\text{eff}}$ that captures the average behavior of the system, i.e. $G = G_0$, where the average is taken over the disorder on the stiffness coefficients $k_{ij}$. This condition leads to $\langle \mathcal{T} \rangle = 0$. In the EMT this constraint is approximated by $\langle T_{\langle ij \rangle} \rangle = 0$. Using standard identities for the Green’s function on isotropic lattices, one can express this condition as

$$m \omega^2 \text{tr} \left[ G_0(r = 0, \omega) \right] = \frac{\delta z + (z_{\text{in}} - 2d) k_{\text{eff}}}{2(1 - k_{\text{eff}})},  \tag{4}$$

where $\text{tr}[\bullet]$ stands for the trace, and $k_{\text{eff}} = k_{\text{eff}} / k$.

Since we are interested in low frequencies $\omega << \sqrt{k/m}$, we approximate $G_0$ by its continuum limit and use a Debye cut-off $q_0$. We introduce the bulk modulus $K$ and the shear modulus $\mu$ of the ordered lattice without an effective stiffness, and use the approximation:

$$G_0(r, \omega) = \sum_\alpha \int_0^{q_0} dq_\alpha d\omega \frac{e^{i q_\alpha r}}{m \omega^2 - c_\alpha k_{\text{eff}} q_\alpha^2} q_\alpha \otimes q_\alpha.  \tag{5}$$

The sum is taken over all polarization vectors $q_\alpha$, where $c_\alpha = \frac{\gamma}{N} (K + \frac{4}{3} \mu)$ for pressure waves and $c_\alpha = \frac{\gamma}{N} \mu$ for shear waves.

3.2 Scaling analysis near $z = z_c$

We now perform a scaling analysis of Eqs.[4][5] as $z \rightarrow z_c$ from below. Eq.(5) implies that $\text{tr}[G_0(0, \omega)] = \frac{1}{k_{\text{eff}}} f(\frac{m \omega^2}{k_{\text{eff}}})$, where the function $f$ is independent of $z$ and $\omega$. As $z \rightarrow 0$, the elastic moduli of floppy systems vanishes and $k_{\text{eff}} \rightarrow 0$. Eq.(4) then leads to $\lim_{\omega \rightarrow 0} \frac{m \omega^2}{k_{\text{eff}}} = \epsilon$, where $\epsilon$ satisfies the equation

$$\epsilon f(\epsilon) = \delta z / 2.  \tag{6}$$

For spatial dimensions $d \geq 3$, Eq.(6) implies that $f(0)$ is a positive constant, therefore in the regime $\delta z << 1$ one finds

$$\epsilon \approx \delta z / (2f(0)).$$

Using Eq.(4) together with the assumption that $m \omega^2 / k_{\text{eff}} \ll 1$ and $|k_{\text{eff}}| << 1$ (which can be shown to be true a posteriori in the limit of $\delta z << 1$ and $\omega << \sqrt{k/m}$) one finds:

$$k_{\text{eff}} \approx -\frac{\delta z + \sqrt{-8 f(0) (z_{\text{in}} - 2d)} m \omega^2 + \delta z^2}{2(z_{\text{in}} - 2d)}.  \tag{7}$$

For $d = 2$, Eq.(5) leads to a logarithmic divergence in the small $\epsilon$ limit:

$$f(\epsilon) \approx -\frac{V}{2\epsilon} (c_\alpha^{-1} + c_s^{-1}) \log(\epsilon) + \Gamma,  \tag{8}$$

where $\Gamma$ is a constant that depends on the elastic moduli and the Debye cut-off. The weak divergence of $f$ does not modify...
the perturbation analysis performed for $d \geq 3$, except that $f(0)$ must now be replaced by $f(\varepsilon)$ in Eq. (7). Only $f(\varepsilon)$ remains undetermined.

The asymptotic value for $\varepsilon$ in the limit $\delta z \to 0$ can be obtained from Eq. (6), which leads to $\varepsilon \sim \frac{1}{\log(\delta z)}$ and therefore $f(\varepsilon) \sim -\log(\delta z)$. This behavior is only valid for values of $|\log(\delta z)| \gg 1$, a difficult limit to observe empirically. Therefore, to compare our theoretical predictions with two dimensional numerical observations we compute $\varepsilon(\delta z)$ by solving Eq. (6) numerically using Eq. (8). We find that the relation $\varepsilon(\delta z)$ depends on the initial network via only one parameter $\Lambda(c_p, c_s, \Gamma)$. To compare the theory and numerical simulations, we use $\Lambda(c_p, c_s, \Gamma)$ as a fitting parameter.

The mechanical response of floppy systems is therefore fully determined by the Green’s function in Eq. (5) and the effective stiffness given by Eq. (7). We start by computing the density of states $D(\omega)$ using the relation $D(\omega) = 8m\pi \Im[\text{tr}(G_0(0, \omega))]$. For $0 < \omega < \omega^*$, where $\omega^* = \frac{\delta z}{\sqrt{8f(\varepsilon)|\delta z|}},$ we find that $D(\omega) = 0$. For $\omega > \omega^*$ we obtain:

$$D(\omega) \approx \sqrt{\frac{2f(\varepsilon)|\delta z| - 2d\varepsilon}{\pi^2}} \sqrt{1 - \left(\frac{\omega^*}{\omega}\right)^2}. \quad (9)$$

Thus the size of the gap scales linearly with $\delta z$ for $d \geq 3$, where $f(\varepsilon) \approx f(0)$, whereas for $d = 2$, a logarithmic correction exists. According to Eq. (9), rescaling the frequency by $\omega^*$ and $D(\omega)$ by $f(\varepsilon)^{1/2}$ should collapse the low-frequency part of the spectrum. Figure 1 shows that the quality of the collapse is very good. For all considered coordinations, we used the same fitting parameter $\Lambda(c_p, c_s, \Gamma) = 1.3$, which is fixed by this measurement.

### 3.3 Linear response to a local strain

The response to a local force $G_0(\omega, r_ij)$ diverges as $\omega \to 0$ due to the presence of floppy modes. One must rather consider the response field due to an imposed displacement. Changing the rest length of a spring placed between nodes $i$ and $k$ at a fixed frequency $\omega_0$ corresponds to imposing a displacement $(\delta R_i - \delta R_k) \cdot n = e^{i\omega t} \hat{n}$, with $\hat{n}$ being the unit vector along the connecting bond. The force required to impose such a displacement is

$$|F| = \frac{e^{i\omega t} \hat{n}}{2n \cdot (G_0(\omega_0, 0) - G_0(\omega_0, r_{ik}))} \cdot |k| - |i|).$$

In the small frequency regime, the last expression is found to be $|F| \sim k_{\text{eff}} e^{i\omega t} |n| |k| - |i|).$ The magnitude of the force vanishes as $\omega_0 \to 0$, which is consistent with the existence of floppy modes.

The response at the zero frequency limit in two dimensions, at distances $r = |r|$ larger than the typical springs length (i.e. $r \approx 0$), can be calculated using the continuum limit

$$\langle \delta R(r) \rangle = g(r - r_1) - g(r - r_k), \quad (10)$$

where

$$g(r) = \frac{1}{\pi \varepsilon} \left( \nabla \times (\nabla \times K_0(\varepsilon \hat{r})/c_0 \hat{n}) - \nabla \cdot K_0(\varepsilon \hat{r})/c_0 \hat{n} \right)$$

and $K_0$ is the modified Bessel function of the second kind, that behaves exponentially at long distances. Thus, the mean response to a local strain decays exponentially in floppy systems with a characteristic length $l_c \sim 1/\sqrt{\varepsilon}$. The mean perturbation induced by changing the rest length of a spring has a quadrupolar symmetry shown in Fig 3. After averaging over 6000 realizations, we obtain good agreement with our theoretical prediction, shown in Fig 3b.

The asymptotic solution in any dimension has an exponential decay. Indeed, taking the angular average one gets

$$\delta R_m(r) \equiv |\langle \delta R(r) \rangle|^2 \sim e^{(d-1)/2} \varepsilon^{(d-1)/2} r/l_c(r)^{(d-1)/2}, \quad (11)$$

where the over-line stands for angular average. In two dimensional networks, rescaling the distance by $l_c$ and the amplitude by $\sqrt{\varepsilon}$ collapses the response to a local strain at different co-ordination values into a single curve, as shown in Fig 3a-b.

The zero frequency limit can be extended to finite frequencies $\omega \ll \sqrt{k/m}$ by replacing $\varepsilon \to -\omega^2/k_{\text{eff}}$ in equation (10). The asymptotic behavior is then given by $\log(|\langle \delta R(r) \rangle|) \sim -r/l_c(\omega) + i\omega r/v(\omega)$, where

$$l_c(\omega) = \frac{|k_{\text{eff}}|}{\sqrt{m\omega}|\text{Im}(k_{\text{eff}}^2)|} \quad v(\omega) = \frac{|k_{\text{eff}}|}{\sqrt{m\Re(k_{\text{eff}}^2)}}.$$

---
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characteristic length scale \( l_c(\omega) \) differs from the recent result of Tighe\textsuperscript{28}. In our opinion, the difference stems from an incorrect definition of the length scale characterizing the elastic response in floppy materials (see footnote\textsuperscript{1}).

### 4 Beyond mean field

#### 4.1 Fluctuations

The obvious difference between the mean response to a local strain (Fig.\textsuperscript{3}) and a typical one (Fig.\textsuperscript{2}) indicates large fluctuations. A priori mean field models as the effective medium do not enable to capture those. However, it is possible to combine EM results with additional considerations to estimate the amplitude of these fluctuations.

We denote the dipole of forces \( \langle \mathbf{F}_{ij} \rangle \) generated by changing the rest length of the spring \( ij \) by a distance one:

\[
\langle \mathbf{F}_{ij} \rangle = n_{ij} (|\mathbf{j}|-|\mathbf{j}|),
\]

where the stiffness coefficient \( k \) is set to unity. From the definition of the stiffness matrix, Eq.\textsuperscript{(2)}, and Eq.\textsuperscript{(12)}, we can write:

\[
\mathcal{M} = \sum_{ij} \langle \mathbf{F}_{ij} \rangle |\mathbf{F}_{ij}|,\quad (13)
\]

where the sum is taken over all the bonds. Note that any floppy mode \( \langle \mathbf{R}_0 \rangle \) has by definition no restoring force \( \mathcal{M} \langle \mathbf{R}_0 \rangle = 0 \), implying that \( \langle \mathbf{F}_{ij} \rangle \langle \mathbf{F}_{ij} \rangle = 0 \) for all contacts \( ij \).

Thus, the response \( \langle \mathbf{R}_{ij} \rangle \) to the elongation of a spring \( ij \), which is equivalent to the response to a force dipole \( |\mathbf{F}_{ij}| \), has no components along floppy modes. Therefore the equation \( \mathcal{M} \langle \mathbf{R}_{ij} \rangle = |\mathbf{F}_{ij}| \) can be inverted. Using the spectral decomposition of \( \mathcal{M} \), one gets:

\[
\langle \mathbf{R}_{ij} \rangle = \sum_{\omega>0} \frac{1}{\omega^2} \langle \mathbf{R}_{i0} \rangle |\mathbf{F}_{ij}|,\quad (14)
\]

where \( \omega^2 \) and \( \langle \mathbf{R}_{i0} \rangle \) are the non-zero eigenvalues and the corresponding eigenvectors of the stiffness matrix \( \mathcal{M} \textsuperscript{12,25} \).

\textsuperscript{†} Tighe\textsuperscript{28} defines a length scale \( \lambda_f = f/F \) as the ratio between the typical contact force \( f \) carried by springs to the viscous forces \( F \) exerted by the fluid. \( F \) is proportional to the velocity of the particles, and therefore to their displacements time the frequency \( \omega \). It is thus readily extractable from our results. The contact forces \( f \) are such that forces are balanced on each node, which implies on average that the spatial derivative of the contact forces \( f \) are the external forces \( F \). If one considers for example the response to a local perturbation, our result implies that \( \langle f \rangle / |\mathbf{F}| \rangle \) is of order of the length scale \( l_c(\omega) \) on which the mean elastic response decays. Thus this definition is consistent with our results. However a different result is obtained if one considers the ratio \( \sqrt{|\mathbf{F}|^2}/|\mathbf{F}^2| \), as done by Tighe. These two quantities differ because the mean response is much smaller than the fluctuations around it (see section 4.1). Therefore, associating the quantity \( l_f \sim \sqrt{|\mathbf{F}|^2}/|\mathbf{F}^2| \) to a length appears unjustified. In the zero frequency limit we can actually calculate this last expression using the formalism developed in.\textsuperscript{29} For isotropic random floppy networks one gets \( (f^2) \sim \omega^{-1} \) and \( (F^2) \sim \omega^{-1} \), leading to a ratio \( \sqrt{(f^2)/(F^2)} \sim \omega^{-1} \sim l_f^2 \) consistent with the numerical results of Tighe.
Eq. [14] implies that the norm of the response follows $\langle \delta R_{i,j} \delta R_{i,j} \rangle = \sum_{\omega > 0} \langle \delta R_{i,j} | F_{i,j} \rangle^2 / \omega^4$. Introducing the average amplitude of the response $\langle \delta R^2 \rangle = \frac{1}{N_c} \sum_{\omega > 0} \langle \delta R_{i,j} | \delta R_{i,j} \rangle$, one gets using Eq. [13]:

$$\delta R^2 = \frac{1}{N_c} \sum_{\omega > 0} \sum_{(i,j)} \langle \delta R_{i,j} | F_{i,j} \rangle^2 / \omega^4 = \frac{1}{N_c} \sum_{\omega > 0} \frac{1}{\omega^3} \langle \delta R_{i,j} | \delta R_{i,j} \rangle.$$ 

For comparison, the total amplitude of the mean response can be calculated from Eq. [11], and one obtains for the norm square $\int \delta R_m(r)^2 d^d r \sim \varepsilon ^{d-1}$. Thus for $d \geq 2$, the norm of the mean response vanishes as $\delta \varepsilon \to 0$, whereas the norm of the fluctuations diverge. Thus relative fluctuations must diverge at small $\varepsilon$, as observed in our data.

The most simple scenario is that the fluctuations of the response $\langle \delta R(r)^2 \rangle$ decays with the same characteristic length $\sim l_c$ characterizing the mean response. Making this assumption, which is numerically verified (see below), and using the result of Eq. [15], the angular average must read:

$$\delta R_i(r) = \langle \delta R(r)^2 \rangle_r^{1/2} \sim \varepsilon ^{(d-2)/4} h(r/l_c),$$

where $\log(h(x)) \sim -x$ for $x >> 1$, and the $\varepsilon$ dependence is determined by Eq. [15]. Rescaling the distance by $l_c$ leads to a very good collapse of the response at different coordination values, as shown in Fig. (3). Note that in two dimensions the amplitude does not need to be rescaled.

### 4.2 Pinning boundaries

We now turn to the spatial properties of floppy modes. The response to the stretch of a spring, exemplified in Fig. 2, is a floppy mode of the network where this spring is removed. We have thus shown that floppy modes can be localized (in the sense of presenting an exponential decay) on a length scale $l_c \sim 1/\sqrt{\delta \varepsilon}$ (with a log correction for $d = 2$). We now extend a previous counting argument to packings $z > z_c$ in $\mathbb{R}^2$, to floppy networks (see also 29) and show that floppy modes are also characterized by another length scale $l^* \sim 1/\delta \varepsilon >> l_c$. Below $l^*$ strict localization is impossible: floppy modes cannot have a smaller compact support. Essentially, $l^*$ is the length at which the number of constraints $r_f^{l-1}$ that result from freezing the boundary of a system of size $r_f$ is equal to the number of floppy modes in the bulk $\delta \varepsilon/r_f^*$. This counting argument suggests that if the boundaries are frozen on a scale $l^*$ or smaller, floppy modes must vanish.

To test this prediction, we fix all the nodes outside a circle of radius $r_f$. A frozen boundary induces a rigid region where floppy modes are forbidden. We determine this region using the pebble algorithm as shown in Fig. 5(a). As $r_f$ decreases, all floppy modes eventually vanish. For any $z$ we can define $n^*$, the number of nodes involved in the last floppy mode, and $l^* \equiv n^{1/d} = \sqrt{n^*} = 2$. Our measurements are shown in Fig. 5(b) and follow the prediction $l^* \sim 1/\delta \varepsilon$. This result implies that exponentially small displacement at distances $r > l_c$ cannot be neglected when the rigid-floppy transition induced by freezing boundary conditions is considered. On the other hand, our results imply that floppy networks that are stabilized by pinning boundaries on the scale $l^*$ present soft modes with exponentially small frequencies near the center of the sub-system, since there are floppy modes with displacements of very tiny amplitude near the boundaries, of order $\exp(-l^*/l_c) \sim \exp(-1/\sqrt{\delta \varepsilon})$.

### 5 Weak interactions

As discussed in introduction, in some materials floppy modes are stabilized by weak interaction, as is the case in covalent glasses. In order to model these weak interactions, we consider (see for example floppy networks with $k = 1$ and add a number of weak springs of stiffness $k_{\text{weak}} \ll m \varepsilon ^2$, which gives a finite elasticity to the network. Floppy modes then gain finite frequencies, of order the characteristic frequency scale associated with the weak interaction $\omega_0 \equiv \sqrt{k_{\text{weak}}/m}$. A gap in the density of states remain present in the frequency range $[\omega_0, \omega^*$], if the weak interaction is weak enough, i.e. $\sqrt{k_{\text{weak}}/m} \ll \omega^*$. In this limit the elastic moduli scale as $\mu_{\text{weak}} \sim k_{\text{weak}}/\delta \varepsilon^{24}$ where $\delta \varepsilon$ is the excess coordination of the network of strong interaction. At long enough wavelengths the material, to good approximation, must behave as a contin-
uous elastic medium, and for \( \omega << \omega_c \) the density of states must follow a Debye behavior \( D(\omega) \sim \omega^{d-1} \). Extracting a velocity of sound from the elastic moduli and computing the wavelength at \( \omega = \omega_c \), one obtains a wave length of order \( l_c \), which thus characterizes as well the length scale above which a continuum description becomes a good approximation.

In Fig. 6b the response to a local strain for \( \delta z = 0.2 \) and \( k_{weak} = 10^{-7} \) is shown. The deformation field clearly differs from the response of the same network with \( k_{weak} = 0 \) (Fig. 6b). We now argue that the limit \( k_{weak} \rightarrow 0 \) is singular: for any \( k_{weak} > 0 \), the response decays as a power-law at large distances \( r >> l_c \), even in the limit \( k_{weak} \rightarrow 0 \). The singularity of this limit can be seen by decomposing the response to a local strain in two parts. First, we consider the displacement of characteristic amplitude \( \delta R \) that would follow such a strain in the absence of weak interactions, i.e. with \( k_{weak} = 0 \) (Fig. 6c). Second, we consider the additional displacement induced by the presence of weak springs (Fig. 6d). Indeed due to the weak springs forces are not balanced after step one, and forces of order \( F_{weak} \sim k_{weak} \delta R \) have appeared on the nodes. In the limit \( k_{weak} \rightarrow 0 \), these forces are vanishingly small and lead to no relaxation on the modes of non-vanishing frequency \( \omega > \omega^* \). However the spectrum now presents modes (stemming from the floppy modes that exist as \( k_{weak} = 0 \)) of characteristic frequency \( \omega_c \). These modes relax due to the unbalanced weak forces with amplitude \( x \) that must satisfy \( m \delta R \delta R_c K \sim k_{weak} \delta R \) implying that \( x \) is independent of \( k_{weak} \). The convergence of the response \( \delta R(\delta R, k_{weak}) \) in the small \( k_{weak} \) limit is shown in Fig. 6d.

We can define

\[
C_{weak} = \frac{\int_{0}^{L} |\delta R_r(r, k_{weak}) - \delta R_r(r, 0)|^2 dr}{\int_{0}^{L} |\delta R_r(r, 0)|^2 dr}
\]

to quantify the difference between the response of the networks with weak springs and the ones strictly floppy. In the Inset of Fig. 6d one can clearly see that \( C_{weak} \) converge to a non-zero value showing the singularity of this limit.

Although localization is lost, the coordination continues to influence the response to a local strain (see Fig. 7a). In particular, near the imposed strain for \( r << l_c \), the response is weakly-influenced by the weak interaction, and decays with the same characteristic length, as appears in Fig. 7b. Note that we expect this scenario to hold also for gently compressed, hypostatic soft ellipse.\(^1\)

\(^1\) In the case of ellipses the pre-stress stabilizes the system, shifting the zero frequencies of floppy modes to finite values\(^7\). We believe that the pre-stress plays a similar role to the weak springs of our network model. Accordingly, we expect the response to a local strain to be extended, even when the pre-stress is vanishingly small. Finally, note that our theoretical description of the vibrational spectrum does not capture the singular coupling that occurs between translational and rotational modes when the ellipticity \( \alpha \) is small. We thus expect our approach to apply only for rather large values of \( \alpha \).
6 Rheology of dense suspensions

6.1 Random networks under a global shear

It is interesting to consider the behavior of the present networks under shear, if they were placed in a viscous solvent. This problem is formally related\(^{6,28}\) to the affine solvent model of suspension flow of hard particles, where hydrodynamic interactions between particles are neglected. We consider that our networks are made of point particles, subjected to a viscous drag \(\mathbf{F}\) proportional to the particles velocities \(\mathbf{V}\) in the reference frame of the solvent, which is assumed to follow an affine shear. One can show, from the definition of this model, that the viscosity \(\eta\) is proportional to the non-affine velocity squared of the particles.\(^{19,28,31}\) The viscosity is proportional to the ratio \(P/\dot{\gamma}^2\), where \(P\) is the total power dissipated and \(\dot{\gamma}\) is the strain rate. The power dissipated follows \(P \sim (\mathbf{F} \cdot \mathbf{V}) \sim |\mathbf{V}|^2\). It is convenient to write the velocity field in terms of the non-affine displacement following an infinitesimal strain \(\delta \mathbf{R}/\delta \dot{\gamma}\), i.e., \(\mathbf{V} = \dot{\gamma} \delta \mathbf{R}/\delta \dot{\gamma}\). One finds that \(\eta \sim \langle (\delta \mathbf{R}/\delta \dot{\gamma})^2 \rangle\), which relates the viscosity to the non-affine response to shear.

For isotropic floppy networks it was found numerically\(^{25}\) that \(\langle |\delta \mathbf{R}/\delta \dot{\gamma}| \rangle \sim 1/\sqrt{\delta z}\), implying \(\eta \sim 1/\delta z\). Using our previous result on the response to a dipole in floppy materials and a simple hypothesis it is straightforward to derive this result, thus extending a previous derivation valid for \(z > z_c\).\(^{25}\) See also.\(^{23}\) Here we perform this calculation for completeness, and because the present argument can be extended to predict that the correlation length under shear is \(l_c\). We consider an affine shear strain \(\dot{\gamma}\) applied on the network. After such a strain, unbalanced forces appear on the nodes: \(\langle \delta F_{\dot{\gamma}} \rangle = \sum_{i,j} \gamma_i \langle F_{ij} \rangle\), where the sum is taken over all the bonds and \(F_{ij}\) correspond to a dipole of force as defined in Eq (12). The coefficients \(\gamma_i\) are equal to \(n_i \cdot \Gamma \cdot n_j\), where \(\Gamma\) is the strain tensor, which is linear in \(\delta \dot{\gamma}\) at first order. The displacement field can be written as a linear combination of responses to local dipoles \(\langle \delta \mathbf{R}_{\dot{\gamma}} \rangle = \sum_{i,j} \gamma_i \langle \delta \mathbf{R}_{ij} \rangle\), where \(|\delta \mathbf{R}_{ij}\rangle\) is defined in Eq (14). Two-point displacement correlations in space obey

\[
C_{\delta \gamma}(\mathbf{r}) = \langle \delta \mathbf{R}_{\delta \gamma}(\mathbf{x} + \mathbf{r}) \cdot \delta \mathbf{R}_{\delta \gamma}(\mathbf{x}) \rangle = \sum_{(ij)(kl)} \langle \gamma_i \gamma_k \delta \mathbf{R}_{ij}(\mathbf{x} + \mathbf{r}) \cdot \delta \mathbf{R}_{kl}(\mathbf{x}) \rangle.
\]

We now make the assumption that in random isotropic networks (as those considered here), the response of different dipoles is weakly correlated (this assumption turns out to be incorrect for flow of particles where subtle correlations are present in the structures visited by the dynamics). Using this assumption:

\[
C_{\delta \gamma}(\mathbf{r}) \sim \dot{\gamma}^2 \sum_{(ij)} \langle \delta \mathbf{R}_{ij}(\mathbf{x} + \mathbf{r}) \cdot \delta \mathbf{R}_{ij}(\mathbf{x}) \rangle,
\]

where we used \(\gamma_i^2 \sim \dot{\gamma}^2\). Combining with Eq. (15) one finds

\[
C_{\delta \gamma}(0) = \langle \delta \mathbf{R}_{\delta \gamma}(\mathbf{x}) \cdot \delta \mathbf{R}_{\delta \gamma}(\mathbf{x}) \rangle \sim \dot{\gamma}^2 \delta R_{ij} \sim \frac{\dot{\gamma}^2}{\epsilon},
\]

implying that the viscosity is proportional to the non-affine response to shear.

Moreover, Eq. (18) indicates that the correlation length in Eq. (18) is essentially the length scale appearing in the response to a dipole \(l_c\). \(\langle \delta \mathbf{R}_{ij}(\mathbf{x} + \mathbf{r}) \cdot \delta \mathbf{R}_{ij}(\mathbf{x}) \rangle\) must vanish when \(r\) is larger than the length \(l_c\) where the response to a dipole is localized. On the other hand, correlations are not expected to vanish on a scale much smaller than \(l_c\), since the mean dipolar response will already give correlations on that scale:

\[
\frac{\dot{\gamma}^2}{N} \sum_{(ij)} \langle \delta \mathbf{R}_{ij}(\mathbf{x} + \mathbf{r}) \cdot \delta \mathbf{R}_{ij}(\mathbf{x}) \rangle d\mathbf{x} \sim e^{-\mathbf{r}/l_c}.
\]
Numerical results show the appearance of a single mode below \( \omega^* \) [39] however a theoretical estimation in the large \( N \) limit supports that the distribution of modes between \( \omega_{\text{min}} \) and \( \omega^* \) is given by \( D_{\text{min}}(\omega) \propto \omega(\omega^2 - \omega_{\text{min}}^2)^{(d-2)/2} \) [32]. Following the argument of section 4.1 the average amplitude of the response is given by

\[
\frac{1}{N_c} \sum_{\langle ij \rangle} \langle \delta R_{ij} \delta R_{ij} \rangle \sim \int_{\omega_{\text{min}}}^{\omega^*} \frac{D_{\text{min}}(\omega)}{\omega^2} d\omega + \int_{\omega^*}^{\infty} \frac{D(\omega)}{\omega^2} d\omega.
\]

The relative contribution follows \( I_{\text{min}}/I^* \sim \delta z^{(d-1)} \) (with a logarithmic correction in two dimensions), indicating that in the limit \( \delta z \ll 1 \) the contribution of the modes below \( \omega^* \) becomes vanishingly small and can be neglected. The modes above \( \omega^* \) in flow have the same density of states and are expected to have the same properties than those of isotropic networks. Thus the response to a local disturbance in flow must decay exponentially with a typical length \( l_c \), as could be tested empirically in two dimensional granular flows where imaging is possible, or perhaps using confocal imaging in slow emulsion flows. This simple argument does not hold for the velocity correlation in flow: the modes in the plateau do not contribute significantly to the response to shear, which is rather dominated by the lowest frequency modes.

7 Discussion and open questions

We have argued that the elasticity of floppy networks is characterized by a gap in the vibrational spectrum, and by two length scales \( l_c \) and \( l^* \) that diverge near jamming (i.e. \( \delta z \to 0 \)). The existence of two lengths raises the question of which properties are governed by which scale. Our work supports that the length scale characterizing the response to imposed forces, and to most standard observations, is \( l_c \). On the other hand \( l^* \) characterizes the effect of pinning boundaries. Such effects are subtle, and can depend on surprising ways on the type of elastic networks considered [33].

For the strongly disordered floppy isotropic networks that we consider, one example of a question that remains to be explored is the evolution of elasticity (e.g. the shear modulus \( G \)) when boundaries are pinned at a distance \( L \). For \( L > l^* \), the system remains floppy and \( G = 0 \). For \( L < l_c \), one expects a mean-field argument to apply: pinning boundaries is equivalent to adding springs, leading to an increase of coordination \( \Delta z \sim 1/L \). For \( z > z_c \) it is known that \( G \sim z - z_c \) [34] and thus we expect \( G \sim 1/L \). The behavior of \( G \) at intermediate length \( l^* > L > l_c \) remains to be explored.

Finally we compare our results with previous works in amorphous solids made of soft repulsive particles, for which \( z > z_c \). Near the unjamming transition where pressure vanishes the coordination approaches the Maxwell threshold from above \( (z \to z_c) \). A vanishing frequency scale \( \omega^* \sim z - z_c \) was predicted to characterize the low-frequency part of the spectrum [35,36] as confirmed numerically [37]. The same theoretical argument [35] indicated that boundaries affect elasticity on a length scale \( l^* \sim 1/(z - z_c) \). It was later argued [38] based on numerical observations, that \( l^* \) characterizes the response to a point force in packings of particles. Another length scale \( l_c \) was observed numerically to characterize the response at a frequency \( \omega^* \) and to affect transport behaviors that were well-captured by effective medium [39]. Our work extends these results to floppy materials with \( z < z_c \), where these lengths and frequency scales characterize the phonon gap and the localization of floppy modes. However the comparison underlines an important disparity: for floppy networks we find both numerically and theoretically that \( l_c \) characterizes the response to a local force, whereas \( l^* \) appears to characterize the response to a point force in packings [38]. More numerical and theoretical investigations are needed to understand this difference.
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