Microscopic optical potentials including breakup effects for elastic scattering
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We construct a microscopic optical potential including breakup effects for the elastic scattering of weakly binding projectiles within the Glauber model, in which a nucleon–nucleus potential is derived using the $g$-matrix folding model. The derived microscopic optical potential is referred to as the eikonal potential. For $d$ scattering, calculation with the eikonal potential, i.e., the EP model, reasonably reproduces the result of the exact calculation with the continuum-discretized coupled-channels method at intermediate energies. From the properties of the EP model, the inaccuracy of the eikonal approximation used in the Glauber model is partially excluded. Also analyzed with the eikonal potential is the scattering of $^6$He from $^{12}$C, and its applicability to scattering with many-body projectiles is shown.
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1. Introduction

A microscopic understanding of the nucleon–nucleus ($NA$) and nucleus–nucleus ($AA$) optical potentials is one of the most important issues in the theory of nuclear reactions. Optical potentials are necessary for describing not only elastic scattering but also reactions including higher-order processes. For example, the distorted-wave Born approximation and the continuum-discretized coupled-channels method (CDCC) [1–3] require the optical potentials between constructs of a projectile (P) and a target (T) to describe inelastic scattering, breakup, and transfer reactions.

The $g$-matrix folding model has been widely used as a reliable method for describing optical potentials [4–10]. The $g$ matrix is an effective nucleon–nucleon interaction [11–28] in nuclear matter and depends on the density $\rho_m$ of the nuclear matter. In the $g$-matrix folding model, optical potentials are derived by folding the $g$ matrix with the target density $\rho_T$ for $NA$ scattering and with $\rho_T$ and the projectile one $\rho_P$ for $AA$ scattering. The procedures are referred to as the single-folding (SF) model for $NA$ scattering and the double-folding (DF) model for $AA$ scattering.

In the SF model, $\rho_T$ is regarded as being $\rho_m$ in the $g$ matrix via the local density approximation. The $NA$ optical potential thus obtained becomes nonlocal by taking into account knock-on exchange processes. The nonlocal potential is impractical in many applications but can be localized with good accuracy by using the Brieva–Rook approximation [14–16]. The localized potential is quite successful in reproducing experimental data systematically when reliable $g$ matrices such as the Melbourne [23], complex effective Gaussian [19,20,25–27], and chiral effective field theory [28] ones are used.

On the other hand, it is more difficult to calculate the optical potential with the DF model for $AA$ scattering than it is with the SF model for $NA$ scattering. The main problem with the DF model is how to treat $\rho_m$ in the $g$ matrix for $AA$ scattering. In general, the sum of $\rho_P$ and $\rho_T$ is taken as $\rho_m$ in the $g$ matrix, a procedure known as the frozen-density approximation (FDA). To reproduce experimental
data, the optical potential derived using the DF model with the FDA often requires a normalization factor for its real and imaginary parts. Thus, the choice of $\rho_m$ in the $g$ matrix for the DF model is a longstanding open problem.

In previous work on the scattering of $^{3,4}$He from various targets [29,30], we proposed the target-density approximation (TDA) in the DF model, where $\rho_m$ is estimated using only $\rho_T$. The DF model with the TDA (the DF-TDA model) does well at reproducing experimental data for $^{3,4}$He scattering at intermediate energies with no adjustable parameter, and it has been validated theoretically by using multiple-scattering theory [31–33]. Furthermore, as a practical version of the DF-TDA model, we also proposed the double–single folding (DSF) model for $^{3,4}$He scattering, in which the optical potential between $^{3,4}$He and the target is derived by folding the localized NA optical potential of the SF model with the $^{3,4}$He densities.

However, the optical potential calculated by the DSF model does not account for breakup effects in elastic scattering. In fact, as shown in Fig. 3(a) in Ref. [30], results with the DSF model differ slightly from experimental data for $^3$He scattering at low energies. This discrepancy is due to the breakup effects of $^3$He and can be corrected by applying a CDCC calculation, which can describe breakup effects accurately. The CDCC has been used successfully to analyze the scattering of weakly binding two- and three-body projectiles. However, although the CDCC is reliable for analyzing breakup reactions, it is difficult to apply it to the scattering of projectiles with more than five bodies (e.g., $^8$He) because of the high computational cost.

The Glauber model [34] has been proposed as a means of treating P and T excitation effects for many-body systems. In the Glauber model, the excitation effects are described under the adiabatic and eikonal approximations, which work well for scattering at high incident energies. An advantage of the Glauber model is that it allows an optical potential to be constructed that includes excitation effects. The obtained optical potential is referred to as the eikonal potential (EP) [34–36]. Because the eikonal potential is based on the adiabatic and eikonal approximations, it is expected to be highly valid for scattering at high incident energies. However, the validity of the eikonal potential for scattering at low incident energies is yet to be investigated, and the corresponding validity of the adiabatic and eikonal approximations has hardly been discussed to date.

In this paper, we investigate the validity of the eikonal potential by comparing with CDCC results for $d$ scattering at 20–200 MeV/nucleon, which is described by a $p + n + T$ three-body model. How the adiabatic and eikonal approximations affect the elastic scattering is also discussed. The optical potentials for $p–T$ and $n–T$ systems are derived using the SF model with the Melbourne $g$ matrix. In the analysis, we also discuss the validity of the adiabatic and eikonal approximations for low-energy scattering. Furthermore, to show the applicability of the eikonal potential to many-body systems, we use it to analyze $^6$He scattering that is described by a $^4$He $+ n + n + T$ four-body model. Herein, we compare the EP model and the four-body CDCC for the first time.

The paper is organized as follows. In Sect. 2, we describe the theoretical framework for deriving the eikonal potential for $d$ scattering. In Sect. 3, we present numerical results and discuss the properties of the eikonal potential. Finally, we summarize the paper in Sect. 4.

2. Theoretical framework

2.1. Glauber model

We consider $d$ scattering on $T$ using a $p + n + T$ three-body model. The scattering is described by the three-body Schrödinger equation
\[
\left[ -\frac{\hbar^2}{2\mu} \nabla_R^2 + U(r, R) + h_d - E \right] \Psi(r, R) = 0,
\]

(1)

where \( R \) and \( \mu \) are the relative coordinate and the reduced mass of the \( d-T \) system, respectively. The potential \( U \) between \( d \) and \( T \) is represented by

\[
U(r, R) = U_n(r, R) + U_p(r, R) + V_C(R),
\]

(2)

where \( U_n \) (\( U_p \)) is the optical potential between \( n \) (\( p \)) and \( T \). In the present analysis, we neglect Coulomb breakup processes, and the Coulomb potential \( V_C \) therefore depends only on \( R \). As the internal Hamiltonian \( h_d \) for \( d \), we adopt a simple form with the Ohmura potential between \( p \) and \( n \) [37].

Initially, \( d \) is the ground state and has \( \hbar K \) as its relative momentum according to \( Z = -\infty \), where \( Z \) is the \( z \)-axis component of \( R \) and \( K \) is set to be parallel to \( Z \). Under this initial condition, \( \Psi \) is described as

\[
\Psi(r, R) \rightarrow_{Z \to -\infty} e^{iKZ} \Phi_0(r),
\]

(3)

where the ellipsis ”…” represents the effects of the Coulomb distortion. The ground-state wave function \( \Phi_0 \) of \( d \) satisfies

\[
h_d \Phi_0(r) = \epsilon_0 \Phi_0(r),
\]

(4)

and the total energy conservation is defined as

\[
\frac{\hbar^2 K^2}{2\mu} = E - \epsilon_0 \equiv E_0.
\]

(5)

The Glauber model is based on the adiabatic and eikonal approximations. In the adiabatic approximation, \( h_d \) in Eq. (1) is replaced by \( \epsilon_0 \). In the eikonal approximation, \( \Psi \) is described as the product of a plane wave and a new function \( \hat{\Psi} \),

\[
\Psi(r, R) = e^{iKZ} \hat{\Psi}(r, R).
\]

(6)

Substituting Eq. (6) into Eq. (1) with the adiabatic approximation leads to the equation for \( \hat{\Psi} \), namely,

\[
\left[ -\frac{\hbar^2}{2\mu} \nabla_R^2 - i\hbar v \frac{\partial}{\partial Z} + U(r, R) \right] \hat{\Psi}(r, R) = 0,
\]

(7)

where \( v = \hbar K / \mu \). For scattering at high energy, \( \hat{\Psi} \) is expected to vary smoothly in \( R \). We then assume that the second-order derivative of \( \hat{\Psi} \) for \( R \) is negligible with respect to the first-order derivative of \( \hat{\Psi} \) for \( Z \). This assumption is an essential part of the eikonal approximation. Accordingly, Eq. (7) is rewritten as

\[
i\hbar v \frac{\partial}{\partial Z} \hat{\Psi}(r, R) = U(r, R) \hat{\Psi}(r, R).
\]

(8)

The conditions for the accuracy of the eikonal approximation are well known as

\[
\frac{|U|}{E_0} << 1, \quad a_U K >> 1,
\]

(9)

where \( a_U \) is the radius of \( U \).
If $V_C$ is omitted in $U$, then Eq. (8) can be solved analytically under the initial condition as
\begin{equation}
\hat{\Psi}(r,R) = \exp \left[ -\frac{i}{\hbar v} \int_{-\infty}^{\infty} U(r,b,Z)dZ \right] \Phi_0(r), \tag{10}
\end{equation}

where $b$ is the projection of $R$ on the $x$–$y$ plane. In the eikonal approximation, the elastic scattering amplitude is given by
\begin{equation}
f_{el}(q) = \frac{iK}{2\pi} \int db e^{-iq \cdot b} [1 - S(b)], \tag{11}
\end{equation}

where the forward-scattering approximation is adopted and $q$ is the transfer momentum. The eikonal $S$ matrix, $S_N$, is defined as
\begin{equation}
S_N(b) = \langle \Phi_0 | e^{i\chi_N(r,b)} | \Phi_0 \rangle \tag{12}
\end{equation}

with the phase-shift function
\begin{equation}
\chi_N(r,b) = -\frac{1}{\hbar v} \int_{-\infty}^{\infty} \left[ U_n(r,R) + U_p(r,R) \right] dZ, \tag{13}
\end{equation}

where $S_N$ depends on only $b = |b|$ because $U_n$ and $U_p$ are only the central parts, as mentioned later. In the Glauber model, the breakup effects of $d$ are included in $S_N$ within the adiabatic and eikonal approximations. The details of the Glauber model are given in Ref. [34].

If $U$ includes $V_C$, then a special treatment is required because of the well-known logarithmic divergence of $\chi_N$. To date, various approaches have been proposed to describe scattering with the Coulomb interaction in the Glauber model. In this study, we use the relatively simple means of a sharply cut screened Coulomb potential with cut-off radius $a_C$, and thus the elastic scattering amplitude is rewritten as
\begin{equation}
f_{el}^G(q) = [f_{Ruth}(q) + f_N(q)] e^{-2i\eta \ln(2ka_C)}. \tag{14}
\end{equation}

Here, $f_{Ruth}$ is the Rutherford amplitude with the Zommerfeld parameter $\eta$, and the nuclear part of the scattering amplitude $f_N$ is defined as
\begin{equation}
f_N(q) = \frac{iK}{2\pi} \int db e^{-iq \cdot b+2i\eta \ln(kb)} [1 - S_N(b)]. \tag{15}
\end{equation}

Note here that although $f_{el}^G$ of Eq. (14) depends on $a_C$, the differential cross section defined as $|f_{el}^G(q)|^2$ does not. In this paper, we refer to the calculation with $f_{el}^G(q)$ as the Glauber model.

### 2.2. Eikonal potential model

According to the approach proposed by Glauber [34], we can derive the local optical potential $U_E$ including breakup effects. The $d$–$T$ scattering with $U_E$ is described by the two-body Schrödinger equation as
\begin{equation}
\left[ -\frac{\hbar^2}{2\mu} \nabla_R^2 + U_E(R) + V_C(R) - E_0 \right] \Psi_{EP}(R) = 0. \tag{16}
\end{equation}

If $U_E$ includes breakup effects perfectly, then we can obtain the exact scattering amplitude of the $d$–$T$ scattering by solving Eq. (16) with no approximations. Following the approach of Ref. [34], we consider the eikonal $S$ matrix of Eq. (16) defined as
\begin{equation}
S_{eik}(b) = \exp \left[ -\frac{i}{\hbar v} \int_{-\infty}^{\infty} U_E(R)dZ \right], \tag{17}
\end{equation}
which can be obtained by solving Eq. (16) with the eikonal approximation. To incorporate breakup effects into $U_E$, $S_{\text{eik}}$ is replaced by $S_N$ in the Glauber model, and solving Eq. (17) for $U_E$ with $U_E(\infty) = 0$ leads to

$$U_E(R) = \frac{\hbar v}{i \pi} \int_\infty^R db \frac{\ln S_N(b)}{\sqrt{b^2 - R^2}}$$  \hspace{1cm} (18)$$

Note here that $U_E$ takes into account breakup effects within the adiabatic and eikonal approximations because $S_N$ includes those effects as mentioned in Sect. 2.1. In Ref. [35], the difference between $U_E$ and the DSF potential was discussed by using the cumulant expansion of $U_E$, and the first term of the expansion corresponds to the DSF potential defined as

$$U_{\text{DSF}}(R) = \langle \Phi_0 | U_\nu(r, R) + U_\rho(r, R) | \Phi_0 \rangle,$$  \hspace{1cm} (19)$$

in which breakup effects are not taken into account. On the other hand, the higher-order terms of the expansion represent breakup effects and give the dynamical polarization (DP) potential defined as

$$U_{\text{DP}}(R) = U_E(R) - U_{\text{DSF}}(R).$$  \hspace{1cm} (20)$$

The details of $U_E$ are given in Refs. [34–36], and $U_E$ thus obtained is referred to as the “eikonal potential”.

In the eikonal potential model (EP model), we solve Eq. (16) without the eikonal approximation, namely, with a fully quantum-mechanical approach. Meanwhile, solving Eq. (16) with the eikonal approximation leads to the same result as that of the Glauber model by definition. Therefore, the difference between the Glauber model and the EP model is whether the eikonal approximation is used, and we expect that the inaccuracy of the eikonal approximation in the EP model may be absent from the Glauber model even though $U_E$ is based on the adiabatic and eikonal approximations. The validity of the conjecture for the EP model will be investigated by analyzing $d$–$T$ scattering.

2.3. NA optical potential

In the present analysis, we derive $U_\nu$ and $U_\rho$ by using the $g$-matrix folding model, in which the optical potential is calculated by folding the $g$ matrix with the target density, and the knock-on exchange processes between the two interacting nucleons are considered as the dominant component of the antisymmetrization [38,39]. The folding potential is generally nonlocal because of the knock-on exchange process, but the nonlocality is localized well by using the Brieva–Rook method [14–16]. The localized folding potential is composed of the direct (DR) and exchange (EX) terms, namely

$$U_j(R_j) = U_j^{\text{DR}}(R_j) + U_j^{\text{EX}}(R_j),$$  \hspace{1cm} (21)$$

where $j = n$ or $p$ and $R_j$ is the relative coordinate between particle $j$ and T. Each term is written with the one-body and mixed densities $\rho_T$ and $\tilde{\rho}_T$, respectively, as

$$U_j^{\text{DR}}(R_j) = \sum \nu \int dR_{j\nu}^{\text{DR}}(s, \rho) \tilde{\rho}_T^{(\nu)}(r_T),$$  \hspace{1cm} (22)$$

$$U_j^{\text{EX}}(R_j) = \sum \nu \int dR_{j\nu}^{\text{EX}}(s, \rho) \tilde{\rho}_T^{(\nu)}(r_T, R_j) j_0(K(R_j)s).$$  \hspace{1cm} (23)$$

Here, the index $\nu$ represents the $z$-component of isospin of the nucleons in T, $r_T$ is the internal coordinate of T, and $s = r_T - R_j$. The $g$ matrix $g^{\text{DR(EX)}}$ is the direct (exchange) term of the $g$ matrix.
among the considered nucleons. The $g$ matrix is written as

$$g_{pp}^{\text{DR}} = g_{nn}^{\text{DR}} = \frac{1}{4} (g_{01}^{01} + 3g_{11}^{11}),$$

(24)

$$g_{pp}^{\text{EX}} = g_{nn}^{\text{EX}} = \frac{1}{4} (g_{01}^{01} - 3g_{11}^{11}),$$

(25)

$$g_{pn}^{\text{DR}} = g_{np}^{\text{DR}} = \frac{1}{8} (3g_{10}^{10} + g_{01}^{01} + g_{00}^{00} + 3g_{11}^{11}),$$

(26)

$$g_{pn}^{\text{EX}} = g_{np}^{\text{EX}} = \frac{1}{8} (3g_{10}^{10} + g_{01}^{01} - g_{00}^{00} - 3g_{11}^{11}),$$

(27)

in terms of $g^{ST}$, the spin–isospin component ($S = 0$ or 1 and $T = 0$ or 1) of the $g$ matrix. The mixed density can be described by using the one-body density with the local Fermi gas approximation [40] as

$$\tilde{\rho}_T(r_T, R_j) = \rho_T(|r_T - s/2|) \frac{3 j_1(k_T^r s)}{k_T^r s}.\quad (28)$$

In the present study, we use the Melbourne $g$ matrix [23] constructed from Bonn-B nucleon–nucleon interaction [41]. The Melbourne $g$ matrix reproduces well the nucleon elastic scattering either with or without localization of the exchange term [23,42]. For $^{208}\text{Pb}$, the matter density is calculated using the spherical Hartree–Fock method with the Gogny-D1S interaction [43], and the spurious center-of-mass motion is removed using the standard procedure [10]. For $^{12}\text{C}$, we take the phenomenological proton density determined from electron scattering [44]; here, the finite-size effect of the proton charge is unfolded using the standard procedure [45], and the neutron density is assumed to have the same geometry as the proton one.

### 3. Results and discussion

#### 3.1. Differential cross section for $d$ scattering

We consider the scattering of $d$ from $^{12}\text{C}$ and $^{208}\text{Pb}$ at $E_{in}/A_p = 20–200$ MeV. In the present analysis, the CDCC results are regarded as the exact solution. The CDCC has been used to analyze the scattering of $d$, and it reproduced the experimental data well. Figure 1 shows the differential cross section as the ratio to Rutherford cross section for $d$ scattering calculated using the CDCC and the DSF model, where the latter neglects the breakup effects of $d$. The solid and dashed lines are the CDCC and DSF results, respectively. Clearly, the present CDCC calculations reproduce the experimental data well. The minor differences between the data and the calculation around the dips are due to neglecting the spin–orbit interaction between $d$ and the target.

In Fig. 2, we compare the results of the CDCC with those of the EP model. The solid, dashed, and dot-dashed lines are the results of the EP model, DSF, and CDCC, respectively. The EP model reproduces the CDCC results well at high incident energies, thereby showing that the EP model can treat the breakup effects of $d$ reasonably. At low incident energies, there are some deviations between the results of the CDCC and EP model due to the inaccuracies of the adiabatic and eikonal approximations used in the EP model. We will discuss the validity of the adiabatic and eikonal approximations for $d$ scattering.

Figure 3 shows the results of the Glauber model, adiabatic-CDCC, and CDCC for $d$ scattering. For the adiabatic-CDCC, we solve the CDCC equation with the adiabatic approximation, where the excited energy of each state is replaced by the ground-state energy. The solid, dashed, and
Fig. 1. Differential cross section as the ratio to Rutherford cross section depending on transfer momentum $q$ for $d$ scattering from $^{12}$C targets at $E_{\text{in}}/A_p = 20–80$ MeV and $^{208}$Pb targets at $E_{\text{in}}/A_p = 40$ MeV. The solid line is the result of the CDCC and the dashed line is that of the DSF model. The experimental data are from Refs. [46–48]. Each cross section is multiplied by the factor shown in the figure, as are the corresponding experimental data.

dot-dashed lines are the results of the CDCC, adiabatic-CDCC, and Glauber model, respectively. The difference between the CDCC and adiabatic-CDCC results is due to the inaccuracy of the adiabatic approximation, and that between the Glauber model and adiabatic-CDCC results is due to the inaccuracy of the eikonal approximation. Clearly, the three calculations are consistent at high incident energies, where both the adiabatic and eikonal approximations work well. For the scattering at low incident energies, the results of the Glauber model are distinct from those of the adiabatic-CDCC and CDCC while the latter two are almost the same. This shows that the eikonal approximation worsens quickly as the incident energy decreases, whereas the adiabatic approximation still holds even at $E_{\text{in}}/A_p = 20$ MeV. Furthermore, it is difficult to apply the eikonal approximation to the scattering of a heavy target. In fact, the results of the Glauber model for the scattering of $d$ from $^{208}$Pb are inconsistent with the CDCC results even at forward angles. This is because the eikonal approximation cannot describe exactly the scattering with the Coulomb interaction, as shown in Sect. 2.1.

In Fig. 4, we compare the results of the EP model with those of the Glauber model and adiabatic-CDCC for $d$ scattering at $\sim 20–40$ MeV. Clearly, the results of the EP model reproduce those of the adiabatic-CDCC well. In particular, the EP model is more consistent with the adiabatic-CDCC around $q = 2 \text{ fm}^{-1}$ than with the CDCC. This shows that the deviations between the results of the CDCC and EP model at low energies as shown in Fig. 2 come mainly from the inaccuracy of the adiabatic approximation. On the other hand, the inaccuracy of the eikonal approximation in the EP model is partially excluded. Thus we conclude that the eikonal potential can be regarded as an
Fig. 2. Differential cross section as the ratio to Rutherford cross section depending on transfer momentum $q$ for $d$ scattering from (left) $^{12}\text{C}$ and (right) $^{208}\text{Pb}$ targets at $E_{\text{in}}/A_p = 20–200$ MeV. The solid line is the result of the EP model, the dashed line is that of the DSF model, and the dot-dashed line is that of the CDCC. Each cross section is multiplied by the factor shown in the figure.

optical potential that includes breakup effects within the adiabatic approximation only, even though the eikonal potential is based on both the eikonal and adiabatic approximations.

3.2. Differential cross section of $^6\text{He}$ scattering

Next, we use the EP model to analyze $^6\text{He} + ^{12}\text{C}$ scattering, which is described as a $^4\text{He} + n + n + T$ four-body model. As the exact calculation for the four-body scattering system, we adopt the four-body CDCC that has been successful in analyzing the breakup reaction of $^6\text{He}$ [49–51]. In the EP model for the four-body system, the eikonal $S$ matrix defined in Eq. (12) is rewritten as

$$S_N(b) = \langle \Phi_0 | e^{i\chi_N(\xi, b)} | \Phi_0 \rangle,$$

and the phase-shift function is defined as

$$\chi_N(\xi, b) = -\frac{1}{\hbar v} \int_{-\infty}^{\infty} U(\xi, R) dZ$$

with

$$U(\xi, R) = U_n(\xi, R) + U_n(\xi, R) + U_\alpha(\xi, R).$$

Here, $\xi$ is the internal coordinate of $^6\text{He}$ and $U_n$ ($U_\alpha$) is the optical potential between $n$ ($^4\text{He}$) and $T$. For $U_n$, we use the same potential as that used in the analysis of $d$ scattering, and $U_\alpha$ is obtained by folding $U_n$ and $U_p$ with the $^4\text{He}$ density. The ground-state wave function $\Phi_0$ of $^6\text{He}$ is calculated using the Gaussian expansion method (GEM) with a $^4\text{He} + n + n$ three-body model. In the GEM,
Fig. 3. Differential cross section as the ratio to Rutherford cross section depending on transfer momentum $q$ for $d$ scattering from (left) $^{12}\text{C}$ and (right) $^{208}\text{Pb}$ targets at $E_{\text{in}}/A_P = 20–200$ MeV. The solid line is the result of the CDCC, the dashed line is that of the adiabatic-CDCC, and the dot-dashed line is that of the Glauber model. Each cross section is multiplied by the factor shown in the figure.

Fig. 4. Differential cross section as the ratio to Rutherford cross section depending on transfer momentum $q$ for $d$ scattering from (left) $^{12}\text{C}$ and (right) $^{208}\text{Pb}$ targets at $E_{\text{in}}/A_P = 20–40$ MeV. The solid line is the result of the EP model, the dashed line is that of the Glauber model, and the dot-dashed line is that of the adiabatic-CDCC. Each cross section is multiplied by the factor shown in the figure.

the model Hamiltonian of $^6\text{He}$ and the parameter set of the Gaussian basis functions are the same ones used in Ref. [52].

Figure 5 shows the results of the EP model (solid line), DSF model (dotted line), and CDCC (dot-dashed line) for $^6\text{He}$ scattering from $^{12}\text{C}$ at $E_{\text{in}}/A_P = 20–200$ MeV. The dots are the experimental
Fig. 5. As Fig. 1 but for $^6$He scattering from $^{12}$C at $E_{in}/A_P = 20–200$ MeV. The experimental data are from Ref. [53].

data [53]. Clearly, the breakup effects of $^6$He as represented by the differences between the results of the DSF model and CDCC are stronger than those for $d$ scattering. Furthermore, the EP model reproduces the CDCC results well, even at $E_{in}/A_P \leq 40$ MeV. One reason for this is that the condition represented by Eq. (9) is satisfied well because $K$ of the $^6$He scattering is larger than that of the $d$ scattering for the same $E_{in}/A_P$. Thus we expect the EP model to work well for scattering with heavier projectiles.

3.3. Dynamical polarization potential

Finally, we discuss the breakup effects of the optical potential for $^6$He scattering. Figure 6 shows the optical potentials derived using the EP and DSF models for $^6$He scattering from $^{12}$C at $E_{in}/A_P = 40$ MeV. The solid line corresponds to the eikonal potential and the dashed line corresponds to the DSF potential, the latter excluding as it does the breakup effects of $^6$He. The dot-dashed line corresponds to the DP potential $U_{DP}$ defined as Eq. (20), which represents the breakup effects of $^6$He on the optical potential between $^6$He and $^{12}$C. In Fig. 6, the strength of the DP potential is multiplied.
Fig. 6. $R$ dependence of potentials for $^6$He scattering from $^{12}$C at $E_{in}/A_p = 40$ MeV. The solid and dashed lines represent the eikonal potential and the DSF potential, respectively. The dot-dashed line represents the DP potential and is multiplied by four.

Fig. 7. $S$ matrices for $^6$He scattering from $^{12}$C at $E_{in}/A_p = 40$ MeV plotted from the grazing angular momentum. The crosses, circles, and squares are the results of the EP, DSF models, and the CDCC, respectively. $L$ is the orbital angular momentum and increases toward $S = (1, 0)$.

by four. In the EP model, the DP potential is independent of the orbital angular momentum $L$, although the DP potential calculated using the CDCC with the equivalent approach [1,49] depends on $L$ and has singularities at the nodes of the total wave function. As another approach to obtain the
$L$-independent DP potential from the coupled-channels calculation, the weight mean approach has been proposed [54]. It will be interesting to compare the DP potentials in future work.

In Fig. 6, the real part of the DP potential is repulsive in the peripheral region and the imaginary part is absorptive in the whole region. The behavior of the DP potential is almost the same as the previous result of the $L$-dependent DP potential in Ref. [49]. To understand the behavior, we calculate the $S$ matrices for the scattering. In the eikonal approximation as shown in Eqs. (29) and (30), the real part of the optical potential is related to the argument of the $S$ matrix, and the imaginary part of the optical potential is the absolute value of the $S$ matrix. Figure 7 shows the $S$ matrices for the scattering. The crosses, circles, and squares are the results of the EP, DSF models, and the CDCC, respectively. The $S$ matrices are plotted from the grazing angular momentum $L = 25$. Here, this momentum is defined as the position of the peak in the partial breakup cross section. The differences between the results of the DSF model and the CDCC represent the breakup effects on the $S$ matrix, and the results of the EP model agree well with those of the CDCC. Clearly, the absolute value of the $S$ matrix for the CDCC is smaller than that for the DSF model, and the argument of the $S$ matrix for the CDCC is also smaller than that for the DSF model. This shows that the breakup effects make the real part of the optical potential shallow and the imaginary one deep.

4. Summary

We constructed a microscopic optical potential including the excitation effects of P and T based on the Glauber model, namely, the eikonal potential. To investigate the validity of the eikonal potential, we analyzed deuteron scattering from $^{12}$C and $^{208}$Pb at 20–200 MeV and compared the results of the EP model with those of the CDCC. The EP model reproduced the CDCC results well with increasing incident energy, from which we found the eikonal potential to be a reliable potential including the breakup effects of $d$ at intermediate energies. Meanwhile, for low-energy scattering, there were some deviations between the results of the EP model and those of the CDCC. Those deviations came from the inaccuracy of the adiabatic approximation in the EP model. On the other hand, the eikonal approximation could be partially excluded from the EP model. Thus, the EP model provides results similar to those of the adiabatic approximation, and the eikonal potential is regarded as an optical potential that includes breakup effects within the adiabatic approximation.

We also used the EP model to analyze $^6$He+$^{12}$C scattering at 20–200 MeV, which was described by a $^4$He + $n + n + ^{12}$C four-body model. In the analyses, the EP model also reproduced well the results of the four-body CDCC, which has been successful in analyzing the breakup reactions of $^6$He. This shows the applicability of the EP model to many-body systems. In future work, we will use the EP model to analyze $^8$He scattering, which is described by a $^4$He + $n + n + n + n + T$ six-body model.

On the other hand, the EP model has some problems, such as the inaccuracy of the adiabatic approximation and the treatment of the Coulomb interaction, which are important for various breakup reactions. Some approaches have been proposed to solve these problems [55,56]. For example, an eikonal-CDCC could reduce the eikonal potential without the inaccuracy of the adiabatic approximation.
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