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\textbf{ABSTRACT} In some special circumstances (e.g., tsunamis, battlefields, and earthquakes), communication infrastructures are damaged or nonexistent. For communication among people, mobile smart devices (MSDs) can be used to construct mobile ad hoc networks (MANETs). This paper focuses on the problem of data delivery in MANETs aiming to improve the quality of service (QoS) and quality of experience (QoE) users receive. MANETs, however, have the well-known problems of frequent disconnections and high rates of failed transmissions as MSDs move in and out of network coverage areas, and the topology constantly changes. To solve these issues, the main contributions of this work are as follows: (1) we provide and investigate the QoE-driven multipath TCP (MPTCP)-based data delivery model in MANETs; (2) we present hidden Markov model-based optimal-start multipath routing, which can effectively predict a mobile node's near future network connection state according to its past connection state; (3) we leverage MPTCP to simultaneously transmit data via multiple interfaces of MSDs and improve the establishment method for MPTCP subpaths; and (4) we study and improve the algorithm of multihop routing in MANETs. The test results show that our algorithms can offer more efficient use of multiple subpaths and better network traffic load balancing than using standard MPTCP alone.

\textbf{INDEX TERMS} Data delivery, hidden Markov, MANET, multipath routing, multipath TCP, quality of experience.

\section{I. INTRODUCTION}

Natural disasters, e.g., earthquakes, tsunamis, and battlefields, often cause breakdowns or interruptions in communication infrastructures. An example is the Wenchuan earthquake, which had a magnitude of 8.0 Ms/7.9 Mw and occurred at 14:28:01 China Standard Time on May 12, 2008. Over 69,000 people lost their lives in the quake. In the aftermath of earthquakes, it is vital to speed up earthquake disaster relief. The rescue center must determine what resources are needed to shelter people and to help people recover from the disaster. Hence, it is essential for rescue centers to identify the location of disaster victims who may be trapped or isolated and to bring them to safety and medical attention. To this end, it is important to provide concise position information. However, fast, reliable damage assessment is extremely difficult, particularly in large disaster earthquakes. To evaluate the scope and severity of earthquakes and improve the efficiency of search-and-rescue, advanced damage-detection methods are needed. One key to enhancing the effectiveness of response is to adopt communication technologies. It is necessary to provide normal communication among people or mobile smart devices (MSDs). Smartphones are more powerful and can be used to construct mobile ad hoc networks (MANETs). The appeal of MANETs is the capacity for rapid deployment and reorganization. In MANETs, each node can serve as a router and host. Basic types of routing algorithms are single-hop and multihop. In multihop MANETs, nodes cooperate to relay traffic on behalf of one another to reach remote nodes. Mobile applications are sensitive to latency, as the quality of experience (QoE) is negatively affected when data are delayed. Due to the mobility of MSDs and the multihop wireless transmission, MANETs lack the performance and reliability of wired networks, which results in a reduced
quality of service (QoS). Currently, it is a challenge to provide reliable data delivery over MANETs in disaster areas.

Now, MSDs are equipped with multiple communication interfaces (e.g., WiFi, 4G/5G, etc.). Various methods for improving the QoE of latency-sensitive mobile applications are active subjects of research [1]. However, a weakly explored area is determining whether utilizing all available network interfaces on the MSDs could improve the QoE. Thus, it is necessary to optimize the QoS of mobile applications and improve the QoE. For instance, how to efficiently use multiple network interfaces simultaneously to reliably transfer data for fewer failed communications. Multipath transmission is an ideal solution. Unfortunately, the current dominant transport layer protocols (e.g., TCP) cannot control multiple paths. The main problem with the existing protocols is that mobile applications cannot change a communication session to another path. Hence, we use multipath TCP (MPTCP) [2]–[5], a new transport layer protocol, to solve this issue. MPTCP is a TCP extension and is being standardized by the Internet Engineering Task Force (IETF). MPTCP provides concurrent data transmission over multiple paths and supports compatibility with a single TCP. In this case, there is only one network interface. MPTCP creates only one subflow on the interface and requires the stack on both ends. MPTCP can help to improve the utilization of network resources by aggregating multiple communication interfaces.

Although MPTCP has been shown to be more resilient to link failures and can aggregate capacity to provide more throughput, because it still uses TCP in its subflows, there are some disadvantages of MPTCP with unreliable connections. For example, subflows are built on several links that will be disconnected, rather than using links that will remain connected in the future. Thus far, whether MPTCP is suitable for mobile applications transmitting latency-sensitive traffic in special emergency MANET scenarios has not been thoroughly investigated. The lack of performance and reliability in MANETs is a challenge for reliable and efficient data communication. To achieve reliable and efficient multipath data transmission, we provide and investigate the QoE-driven MPTCP-based data delivery model in MANETs. The proposed model, we consider both symmetric and asymmetric multipath communication and set up various levels of emergency applications. Each level corresponds to a set of QoS parameters that will be transferred to the network layer and then act on route generation, path selection, packet scheduling and so on. These are transparent to users.

In this paper, we have four main contributions. First, to achieve optimal data transmission in MANETs constructed by MSDs with multiple network interfaces, we provide and design a QoE-driven MPTCP-based data delivery model. Second, we present the hidden Markov model (HMM)-based optimal-start multipath routing scheme, which can effectively predict a mobile node’s near future network connection state according to its past connection state and improve OSPF (Open Shortest Path First) MANET Designated Routers (MDR) to add routing table entries according to the number of next-hops and network interface number. Third, we improve the establishment method for MPTCP subpaths. To the best of our knowledge, this is the first time that the method of adding routing table entries and the method of establishing MPTCP subpaths have been simultaneously considered to offer more efficient use of multiple subpaths and better network traffic load balancing to increase throughput and reliability. Finally, we implement and evaluate the data delivery model in MANETs.

The rest of the paper is organized as follows. Section II discusses related work. Section III introduces an overview of the proposed QoE-driven MPTCP-based data delivery model in MANETs. Section IV discusses MPTCP in QoE-Oriented MANETs and provides a QoE-driven packet scheduling framework and algorithm. Section V presents the implementation of MPTCP in MANETs and shows the measurement results. Finally, Section VI concludes the paper and discusses possible future work.

II. RELATED WORK

QoE enhancement for real-time data transmission in MANETs is a challenging and important issue. The authors in [6] developed an optimal bandwidth allocation strategy in MANETs. The authors in [7] analyzed major factors influencing the QoE of voice communication in MANETs. However, they did not consider multipath transmission using MPTCP. Multipath provides new opportunities for improving mobile application performance. Hence, industry has also been enthusiastically adopting MPTCP. In September 2013, some built-in apps in iOS, e.g., Siri, began supporting multipath [8]. MPTCP v0.86 was ported to Android 4.4.4 on Samsung Galaxy S3 smartphones [2]. MPTCP v0.89.5 was ported to Android 4.4.4 [9]. By adding redundancy to data segments, it is possible to improve the performance of MPTCP in lossy environments [10], [11].

Paasch et al. [12] provided a detailed study of MPTCP schedulers and their impact on performance. To date, several schemes based on MPTCP have been proposed to prevent goodput degradation. In [13], congestion window adaptation and a proactive scheduler were proposed to prevent goodput degradation. Although some transmission strategies have been proposed in terms of delay [12], [14], these schemes mainly focus on the buffer blocking phenomenon. One solution is to schedule data to subflows to independently operate both application-dependent functions and network-dependent functions. In [12], the impact of scheduling in MPTCP was evaluated, and MPTCP was shown to improve performance by scheduling strategies considering network conditions. Some scheduling schemes [14], [15] have been proposed to prevent goodput degradation. The authors in [16] showed how path selection for a subflow affects network throughput. The authors in [12] addressed the problem of head-of-line blocking in the network. In MPTCP, this phenomenon is caused by the packets that are scheduled on the low-delay subflow, which have to wait for the high-delay subflow’s packets to arrive in the out-of-order queue of the receiver.
QoE-driven packet scheduling is based on MPTCP and has already been extensively investigated in existing studies [17]–[23], and each work focused on a very specific and detailed problem, e.g., mobile energy consumption, video streaming quality, and throughput optimization. We consider the QoE optimization for only one application in our work because the QoE metrics for different applications are completely different. For instance, delay is the most important for audio applications, while video applications have widely used QoE metrics, such as the structural similarity score (SSIM) [24]–[26] and rebuffering ratios. The authors in [27] explored concepts and feasibility of realizing MPTCP with path awareness, in which the path-aware information was leveraged to reinforce the MPTCP transmissions. The authors in [28] developed a comprehensive approach that is capable of assessing the performance of long-lived MPTCP flows with joint WiFi and cellular network access. Relying on a parallel queueing model, the authors developed a framework that features the controllable network parameters, such as the retransmission limit and the buffer sizes, to capture their impact on the TCP-level performance. However, they did not consider both the method of adding routing table entries and the method of establishing MPTCP subpaths simultaneously. The proposed MPTCP scheduling is modified based on the proposed multipath routing in this paper.

Several difficult problems (e.g., routing, reliability and QoS) can arise due to the frequent disconnections of nodes in MANETs. How to generate a routing table is the core issue. Many routing protocols have been developed for MANETs, which differ in their protocols characteristics, techniques used, and network structure [29]. The two most popular dynamic routing protocols are distance vector routing and link state routing, both of which require each router to periodically broadcast routing advertisements. These routing algorithms are not efficient in MANETs. Thus far, routing protocols used in MANETs can be classified as table-driven, on-demand, and hybrid [30].

### III. QoE-DRIVEN DATA DELIVERY MODEL IN MANETS

#### A. QoE-DRIVEN DATA DELIVERY MODEL

It is essential to deliver real-time data such as audio and video in MANETs. Therefore, MANETs must be able to provide the required QoS for the delivery of real-time data that request a QoS routing and improving user QoE. QoS is defined as a set of measurable prespecified service requirements such as delay, bandwidth, packet loss, and jitter that a network needs to make them available for the end-users while transporting a packet stream from a source to its destination [30]. QoE extends the QoS by making statements about the user experience. In contrast to QoS, QoE does not provide numeric values about the bandwidth. QoE is a user-centric concept reflecting the end-user satisfaction of a service. QoE is identified as the degree of satisfaction or annoyance of the user with an application or service [31]. However, in MANETs, there are some challenges that need to develop efficient routing procedures, packet scheduling for efficient use of partial bandwidth and communication capacity. Thus, to provide efficient QoS and high QoE in MANETs, we provide and design a QoE-driven data delivery model, which contains 3 parts: users, applications, and network (TCP/IP) in MANETs, as shown in Fig. 1.

Fig. 1 shows the relationships among QoE, QoS, users, applications, and network (TCP/IP). In the proposed model, we simultaneously consider both symmetric and asymmetric multipath communication. Various priorities are set up for different types of applications, and each priority corresponds to a set of QoS parameters. Users do not have to consider QoS and QoE that are transparent to them. Usual QoS metrics include bandwidth, delay, loss rate and jitter. The relationship between the proposed scheduling and proposed multipath routing is that the former is modified based on the latter. A detailed description will be given in Section IV.

The **application layer** shows the operation method of application, which is directly related to the real experience perceived by users.

The **network layer** is the key to the model and involves the QoS parameters listed in Table 1. QoS parameters act on route generation, path selection, packet scheduling and so on.

#### B. APPLICATION PRIORITY IN MANETS

Different applications have different network requirements, which can be described in terms of metrics such as bandwidth, delay, jitter and packet loss. Real-time applications require more bandwidth and are sensitive to latency in MANETs. It is difficult to support different applications with

---

**TABLE 1. Description of QoS parameters.**

| Parameters     | Description                                      |
|----------------|--------------------------------------------------|
| bandwidth      | the rate at which a request’s traffic must be passed by the network |
| delay          | time to deliver a packet to its destination     |
| jitter         | the variation in latency                        |
| packet loss    | the percentage of lost data                     |

---
appropriate QoS in MANETs with MPTCP. In some situations, applications with low-priority and high-bandwidth usage can consume so much bandwidth that other high-priority applications become unavailable or limited. This case can lead to a decrease in users’ QoE. Hence, it is impossible to meet the needs of various applications simultaneously. In fact, all parameters considered for packet scheduling have already been discussed in previous studies.

In our proposed model, different priorities are assigned to different applications. The application priority dictates a set of QoS parameters required from the network for a specific application. The application priority is used to assist in packet scheduling, which attempts to match each defined application to the most appropriate network resource.

C. HMM FOR NODE CONNECTION STATE IN MANETS

Disconnections are quite common in MANETs. To improve the packet delivery ratio and QoS of data transmission, it is necessary to devise efficient routing schemes. However, it is a challenge to design an efficient routing scheme to deliver a packet in a timely manner with a low drop rate in MANETs. Due to the mobility of the node and the periodicity of routing table updating, the current valid routing entries may soon become invalid in the update cycle, and QoS might decrease.

The key to solving this problem is to effectively predict the future connection state for each node based on its past connection state. The HMM is exploited to make predictions; hence, we devise the HMM-based optimal-start multipath routing scheme to improve the quality of routing and ensure more reliable and timely data transmission in MANETs. Our proposed scheme chooses the node that has a better connection state as the next-hop. This section focuses on HMM for the node connection state in MANETs. In the next section, we detail the HMM-based optimal-start multipath routing scheme for MANETs.

HMM [32] is a statistical Markov model with hidden states and observable states. Each node collects and maintains the transition probability matrix and the state sequence. In an HMM, observable states depend on the hidden states, and each state has a probability distribution over the possible observable states. The only method for evaluating hidden states is to observe the observable states. The transition between hidden states follows the Markov process in which the current state only depends on the previous state.

Fig. 2 illustrates the hidden states and observable states for the HMM in MANETs. The observable states include good, moderate, and bad, which denotes continuous network connections, moderate denotes intermittent network connections, and bad denotes network disconnections. Observable states can be measured according to packet loss rate, signal strength or RTT (Round-Trip Time).

The procedures main and hmm_predict give the connection states evaluation process in Appendix A. Due to Viterbi algorithm [35], [36] uses dynamic programming, it’s time complexity is O(T*N^2) for any HMM with N states and an observation sequence of length T. To analyze the prediction overhead, we carried out the command “time/viterbi_algorithm 2 1 0” 20 times on a notebook with 64G mem and an Intel Core i7-8750H processor.

| Observable state | if_quality |
|------------------|------------|
| good             | 8001–10000 |
| moderate         | 5001–8000  |
| bad              | 0–5000     |

### TABLE 2. State definition.
respectively. The source code for the Viterbi algorithm is available from [51]. As shown in Appendix A, the procedure hmm_predict is executed every 2 seconds or 1 second. Therefore, the computation overhead will not affect the update of routing table.

D. HMM-BASED OPTIMAL-START MULTIPATH ROUTING

When designing MANETs, several difficult problems can arise due to the frequent disconnections of nodes. How to generate a routing table is the core issue. In this paper, we improve OSPF-MDR [37] to generate routing tables. OSPF for IPv6 is also referred to as OSPF version 3 (OSPFv3). OSPF-MDR is an extension of OSPFv3 [38] to support MANETs and is based on the selection of a subset of MANET routers, consisting of MANET Designated Routers (MDRs) and Backup MDRs (BMDRs). OSPF-MDR uses data in the Hello packets to elect the MDR and BMDR. The MDRs form a connected dominating set (CDS). For robustness, the MDRs and BMDRs together form a connected CDS that is constructed using 2-hop neighbor information provided in a Hello protocol extension. It is important to provide guaranteed QoS routing in MANETs. QoS routing needs to mainly manage real-time communication. Multipath routing generally consists of three components: route discovery, route maintenance, and traffic allocation. The function of traffic allocation is implemented by MPTCP, which is discussed in Section IV.B. Route discovery and route maintenance are responsible for multiple routes between source and destination node pairs.

Fig. 3 shows how to maintain the multipath routing table and propagate to all the nodes in MANETs. Both types of Hello (full and differential) are supported in OSPF-MDF. Full and differential Hellos are used for neighbor discovery and for enabling neighbors to learn 2-hop neighbor information. Full Hello packets always include the list of neighbors. Differential Hello packets only include the neighbors whose state has recently changed and are used to reduce control overhead. Therefore, differential Hellos allow OSPF-MDR to react quickly to the dynamic topology of MANETs. OSPF-MDR has a Link-State DataBase (LSDB) composed of Link State Advertisements (LSAs) and synchronized between adjacent nodes. When two neighboring nodes become adjacent, they synchronize their LSDBs. Each node sends the other node a set of Database Description (DD) packets that describes the node’s LSDB. This is done by listing the header of each LSA in one of the sent DD packets. Each node can determine whether the other node has newer LSAs that should be requested via Link State Request (LSR) packets. Initial LSDB synchronization is performed through the exchange of DD, LSR, and Link State Update (LSU) packets. Thereafter, LSDB synchronization is maintained via flooding, utilizing LSU and Link State Acknowledgment (LSAck) packets. Since the CDS is responsible for flooding new LSA (its payloads carried by the LSU packets), the flooding procedure in OSPF-MDR is called CDS flooding. As shown in Fig. 3, each node is either in the CDS or one hop away from it.

MDRs exchange LSA among each other and relay them to their neighbors. Nodes ignore LSA from neighbors with which they do not have a bidirectional connection. The LSDB is pieced together from LSAs. From the LSDB, a routing table is calculated by constructing a shortest-path tree. In MANETs, each node is equipped with multiple network interfaces. It is necessary to use multiple interfaces simultaneously for transmitting data. OSPF-MDR generates routing table entries for one network interface of a node by default. In this paper, we improve OSPF-MDR by generating routing table entries for other network interfaces as soon as for one network interface of a node. Therefore, this improvement can reduce the computing overhead of mobile nodes while generating a complete routing table. Specific improvement methods are detailed in the later part of this section and in Section V.A.1.

Now, we examine the issues of multipath routing in MANETs. Multipath routing is typically proposed to increase the reliability of data transmission (i.e., fault tolerance) or to provide load balancing and higher aggregate bandwidth. Multipath routing allows the establishment of multiple paths between source and destination node pairs. To clearly demonstrate this situation, see Fig. 4, where node M1 establishes three paths to node M8. If node M1 sends the same packet along all three paths, as long as at least one of the paths does not fail, node M8 will receive the packet, which demonstrates how multipath routing can provide fault tolerance. In addition, simultaneously using multiple paths to route data may increase the aggregate bandwidth; therefore, the bandwidth requirement of mobile applications can be satisfied.
In MANETs, the routing entries for each destination contain a list of the next-hops along with the corresponding hop counts. There is a key problem, when a source node sends data along multiple routes, some or all of the routing entries may become obsolete due to node mobility. Therefore, routing protocols need to update the routing table; however, performing a route discovery would result in a delay before new routes are available. This may degrade the QoS of the application. For more robust and reliable communications, it is important that a mobile node can predict the connection state of the next-hop. In these conditions, first, OSPF-MDR is used to periodically find the latest routing entries, and the periodic interval is 2 s. HMM is used to predict the connection state of the next-hop after 2 s and decide whether to add it to the routing table based on the state. For example, in Fig. 4, at time T1, OSPF-MDR on node M1 finds three next-hops to node M8 and uses HMM to predict that the connection states of the three next-hops at time T1+2 s are good; therefore, the three next-hops (node M2, M3 and M4) are added into the routing table on node M1. At time T1+2s, OSPF-MDR on node M1 finds three next-hops to node M8 and uses HMM to predict that the connection states of two next-hops (node M2 and M3) at time T1+4s are good, the connection state of the next-hop (node M4) at time T1+4s is poor; therefore, the two next-hops (node M2 and M3) are added into the routing table on node M1.

Another key problem is that disjoint routes offer certain advantages over nondisjoint routes. In principle, node-disjoint routes offer the most aggregate resources and higher fault tolerance. In node or link-disjoint routes, a link failure will only cause a single route to fail. Node-disjoint routes offer the highest degree of fault tolerance. The main advantage of nondisjoint routes is that they can be more easily discovered. Node-disjoint routes are the least abundant and are the hardest to find. Hence, some researchers want to improve network performance through node or link disjoint. For example, MPTCP mainly relies on open shortest path first/equal cost multipath (OSPF/ECMP) to hash different subflows to different paths. However, the authors in [39] indicated that OSPF/ECMP routing is not flexible if all the subflows of a connection use the same path. To solve the problem, the authors in [40] used k disjoint paths to route the subflows of an MPTCP connection. However, the authors in [41] proved that four versions of the problem (i.e., the graph is directed or undirected and the paths are link-disjoint or node-disjoint) are strongly NP-hard, even if k equals two. It costs exponential time to find an optimal solution for the above problems. Because the problem is NP-complete, we propose an optimal-start multipath routing scheme that does not consider this NP-hard problem of k disjoint paths. However, the problem cannot be solved fundamentally by using only routing; we simultaneously consider using multi-interface multipath routing and multipath transmission technology.

In MANETs, each mobile node is equipped with multiple network interfaces. Simultaneously using multiple interfaces can create many benefits for users. However, the different types of connectivity must be considered. For example, it is necessary to distinguish between WiFi and 4G/5G. First, the weight of each route is set up based on an accurate link state. Then, MPTCP chooses routing according to the weight to route the subflows of an MPTCP connection. We will detail the multipath transmission technology in Section IV.

As shown in Fig. 4, each node has multiple interfaces, and the original OSPF-MDR may obtain all of the available next-hops and add them to the routing table. For example, when node M1 finds next-hops to node M8, it can obtain 9 next-hops; that is, there are 3 next-hops between the pair of nodes M1 M2, M1 M3 and M1 M4. Based on the routing table, MPTCP may use the paths between the same pair of nodes, which leads every subflow to compete for the same resources in the same pair of nodes. We, hence, improve the OSPF-MDR for MANETs. Our proposed algorithm is divided into three phases. The first phase is to find the candidate next-hops. Due to the timeliness of routing items, it is necessary to use HMM-based prediction technology. The second phase is to predict the connection states of the next-hops by using HMM. The third phase is to update the routing table using the next-hops with a good connection state. The greatest advantage of the scheme is that it can reduce the computing overhead of mobile nodes.

Take Fig. 4 as an example to illustrate the results generated by the HMM-based optimal-start multipath routing. In this example, we give all the next-hops from node M1 to node M8.

We define a function $hmm(x_1, x_2)$, which can find the best next-hop between node x1 and node x2 based on HMM.

As shown in Fig. 4 (A), the next-hops from node M1 to node M8 are $hmm(M1, M2)$, $hmm(M1, M3)$ and $hmm(M1, M4)$.

As shown in Fig. 4 (B), the next-hops from node M2, M3, M4 to node M8 are as follows.

M2: $hmm(M2, M5)$, $hmm(M2, M6)$
M3: $hmm(M3, M5)$, $hmm(M3, M6)$, $hmm(M3, M7)$
M4: $hmm(M4, M6)$, $hmm(M4, M7)$

As shown in Fig. 4 (C), the next-hops from node M5, M6, M7 to node M8 are $hmm(M5, M8)$, $hmm(M6, M8)$, $hmm(M7, M8)$, respectively.

Appendix A gives the HMM-based optimal-start multipath routing algorithm, which is an extension to OSPF-MDR.

### E. QoE-DRIVEN MULTIPATH TRANSMISSION

We now consider the situation where HMM-based optimal-start multipath routing is used, and the multiple paths are scheduled simultaneously to transfer data by MPTCP. Fig. 5 (A) shows the subpaths created by the original MPTCP based on the original routing table, which clearly leads every subflow to compete for the same resources in the same pair of nodes. Fig. 5 (B) shows the subpaths created by the improved MPTCP based on the HMM-based optimal-start routing table. MPTCP can use multipath for a single MPTCP connection and hash different subflows to different subpaths. This improves the robustness of the MPTCP connection.
However, there is the problem of head-of-line blocking in MANETs, which is caused by the packets that are scheduled on the low-delay MPTCP subflow that have to wait for the high-delay subflow’s packets to arrive in the out-of-order queue of the receiver. In addition, it is important to consider the real-time voice and video communications that may benefit from bandwidth aggregation. Multipath transmission has great promise. However, the optimal allocation of traffic to multiple paths is challenging. Thus, we propose a new scheduling scheme, QoE-driven packet scheduling, which schedules packets to subflows according to network delay and bandwidth, aiming to achieve efficient concurrent transmission over multiple paths. The scheme is detailed in Section IV.B.

F. SCHEME OF USING QoS PARAMETERS

Many applications have specific network requirements (QoS parameters). To improve user QoE in MANETs, the QoS parameter selection should be a black box to users. Therefore, we present a scheme for transferring application priority from user space to kernel space via socket, as shown in Fig. 6. In the scheme, applications for special tasks in MANETs are bound with a priority that is transparent to users. Once an application starts up, the priority of which application is transferred into the kernel and the available network resource can be intelligently allocated.

IV. MPTCP IN QoE-ORIENTED MANETS

MPTCP uses multiple subflows to implement concurrent multipath transport [42]. Each subflow is defined by a source/destination IP address pair and appears as a regular TCP connection. MPTCP can manage many paths, improve the transmission performance and robustness of end-to-end connections, and automatically transfer the traffic from the congested path to the better path. In addition, MPTCP can be backward compatible with traditional TCP. Because Android is a popular mobile operating system, Android Things is an Android-based operating system for MSDs in IoT; thus, we research MPTCP Linux implementation (MPTCP-L) [43] and implement it on MSD with Android installed. As shown in Fig. 6, MPTCP-L consists of several main parts: a meta socket, MPCB and subflows socket (master/slave subsocks). MPTCP-L includes three main components that are not standardized by the IETF: path managers, congestion controllers and schedulers.

Path managers manage the paths between the sender and the receiver. An outstanding characteristic of MPTCP is its ability to use several paths (subflows) in a single MPTCP connection. The path managers are responsible for creating and deleting subflows and reacting to events (activation or deactivation of network interfaces) by creating/removing the appropriate subflows. Current path managers that are built into the Linux MPTCP kernel implementation include default, fullmesh, ndiffports and binder. In this paper, we use the combination of improved MPTCP and improved MDR to help latency-sensitive applications to achieve high QoE. The combination is discussed in Section V.

Congestion Controllers: The congestion window (CWND) is used in the sender’s flow control and is based on the network capacity and conditions. It is ordinarily in multiples of maximum segment size (MSS). The CWND is initially increased by TCP slow start. Once the cwnd reaches the slow start threshold or there is data loss due to congestion, and the cwnd growth changes to a congestion avoidance algorithm. Ultimately, the cwnd increases to either the network’s limit due to congestion or it hits the receiver’s window limit. Even though the rwnd (receive window) is larger than the cwnd (congestion window), the sender is bound by the cwnd. Therefore, the quantity of data the sender can send is \(\min(rwnd, cwnd)\). The cwnd gives the limit of in-flight bytes, which is the quantity of data that has been sent but not yet acknowledged. The chosen congestion controller has an impact on the performance of MPTCP. The following three principles must be followed in the design of congestion control in MPTCP: (1) MPTCP’s throughput should reach the throughput of the best subflow in all subflows; (2) MPTCP and traditional TCP should have the same throughput at the connection level, instead of each subflow having the same throughput as the traditional TCP at the subflow level;
and (3) MPTCP should choose the better subflow and move traffic away from the most congested paths. Currently available controllers built into the Linux MPTCP kernel implementation include LIA, OLIA, wVegas and BALIA. The default controller in the Linux MPTCP implementation is LIA.

A. SEND BUFFER AND RECEIVE BUFFER

MPTCP uses window-based data flow and congestion control similar to TCP but modified to accommodate multiple paths and the principles of MPTCP. The sender transfers segments over several subflows. The receiver aggregates subflows and reassembles the segments that come from different paths. However, it is challenging to handle buffer as send and receive buffers are shared among all subflows. On the receiver side, the received segments are stored in the receive buffer; only when all segments have been received in their correct sequence can they be passed to the appropriate application. In the sender side, segments that are being transmitted and are not acknowledged by the receiver are stored in the send buffer. That is, only the segments are acknowledged by a cumulative ACK, and they can be removed safely from the send buffer.

The quantity of data that can be sent is the minimum of the receive window (rwnd) and the congestion window (cwnd). The rwnd denotes how much data the receiver can advertise to the sender and can receive and buffer. The rwnd is also representative of the free buffer space for the socket. The amount of free space in the receive buffer is advertised to the sender in every ACK packet as the Window Size. The quantity of data the sender can send is more complicated. The upper bound is the receiver’s advertised window, and the sender cannot send more than that, or data will be discarded. In addition, the sender cannot send more data at one time than is available in the send buffer, which is the buffer that the application writes data for TCP to send. The send buffer size is the size of the socket send buffer. The optimal send buffer size depends on the bandwidth-delay product (BDP), which denotes how much data the network can buffer. To achieve the highest throughput, it is vital to retain plenty of outstanding data (sent but not acknowledged) in the MPTCP connection. The ideal value (IV) for the outstanding data to achieve the best throughput for the MPTCP connection is a function of the BDP and the rwnd of each subflow. As shown in the following formula:

\[ IV = \min(\text{BDP}, \text{total of all subflow rwnd}) \]

If the IV value for the MPTCP connection is larger than the send buffer size, then the throughput achieved on the connection will not be optimal. Therefore, the size of the send buffer should be larger than the IV value.

Due to the difference in the characteristics of subpaths, segments transmitted to a fast path and sent later than segments transmitted to other paths can be out-of-order in the receiver’s buffer. In addition, the so-called head-of-line blocking problem can occur when segments transmitted in fast subpaths arrive at the receiver and fill the receiver’s buffer while waiting for segments transmitted in the slow subpaths. This issue is known as receive buffer blocking. Mechanisms such as opportunistic retransmission [47], nonrenegable selective acknowledgments [48], and smart scheduling decisions [14] are necessary to avoid these issues. However, in any case, the buffers must be large enough to deal with the maximum RTT of any subpaths. The buffer size requirements strongly depend on the RTTs of paths. In the traditional Internet, timer-based retransmissions should be rare; however, they must be considered due to the characteristics of MANETs. Hence, to utilize a network path and cover fast retransmission and timer-based retransmission, the send/receive buffer size constraint B is shown in the following formula [42]. In the worst case, it takes three times the highest subflow RTT (first transmission, fast retransmission, timer-based retransmission) plus the highest subflow RTO (retransmission timeout).

\[ B \geq 3 \times \max_{1 \leq i \leq n} (RTT_i) + \max_{1 \leq i \leq n} (RTO_i) \times \sum_{i=1}^{N} \text{Bandwidth}_i \]

From the above formula, we can easily know when MPTCP simultaneously uses multiple paths with different delay characteristics; the required buffer size can be very large.

B. QoE-DRIVEN PACKET SCHEDULING

As shown in Fig. 6, MPTCP schedulers are responsible for transparently passing user data from the application layer over different active subflows and adding sequence numbers and confirmation numbers into segments before handing them to the network layer. When the receiver receives the segments, the schedulers reorder them and pass them to the application layer. To reorder packets, two levels of sequence numbers are used: the regular TCP sequence numbers that are used to ensure in-order delivery at the subflow level, and the data sequence numbers that can be used to guarantee in-order delivery at the MPTCP connection level. The scheduler has a large impact on the performance of data transmission. There are different ways to schedule the transmission of data. Current schedulers in the Linux kernel implementation include default, round-robin and redundant.

The different schedulers are detailed in [47]. However, due to the error-prone nature of wireless links and the high mobility of mobile nodes in MANETs, it is challenging to provide the required QoS for the end-users in MANETs. Therefore, the MPTCP schedulers in MANETs are wanted to manage real-time communication, such as audio and video. Nevertheless, the original MPTCP schedulers have some defects and cannot fit multiple kinds of applications to maximize throughput and reliability in MANETs. The fundamental problems with the default scheduler are threefold. (1) It always tries to transmit data over the subflow with the lowest RTT, as long as there is free space in the congestion window. Although it is less influenced by slow subflows than the round-robin scheduler, it can cause the aforementioned problems of head-of-line blocking and receive buffer blocking. The authors in [49] provided detailed classifications of the
1) HMM-BASED OPTIMAL-START MULTIPATH ROUTING

In this paper, MPTCP mainly relies on HMM-based optimal-start multipath routing to hash different subflows to different paths. In the scenario shown in Fig. 8, MDR [52] can only support path management and congestion controller. However, they did not consider both the method of adding routing table entries and the method of establishing MPTCP subpaths simultaneously. As far as we know, this is the first time that the method of adding routing table entries and the method of establishing MPTCP subpaths have been simultaneously considered to offer more efficient use of multiple subpaths and better network traffic load balancing to increase throughput and reliability. MPTCP doesn’t have the ability to update the routing table, and is only based on routing table for path manager. The improved OSPF-MDR is responsible for updating the routing table. MPTCP and OSPF-MDR are loosely coupled, as shown in Fig. 7.

V. IMPLEMENTATION, TESTING AND EVALUATION

A. IMPLEMENTATION OF MPTCP IN MANETS

To evaluate the performance of MPTCP in MANETs, a simplified topology is more useful than a complex topology. Fig. 8 shows a scenario of MPTCP in MANETs. We assume that each node (M1–M8) is equipped with four network interfaces (e0,e1,e2,e3). IP addresses assigned to network interfaces belong to different network segments. In expression 1, Y denotes nodes (M1–M8), X denotes interfaces (e0,e1,e2,e3).

\[
\begin{align*}
112.26.X.Y/24, & \quad X \in [0, 3], \quad Y \in [1, 8] \\
\end{align*}
\] (1)

To solve the issues of out-of-order, head-of-line blocking and receive buffer blocking, our scheme distributes packets among subflows according to the rwnd size, the cwnd size, bandwidth, RTT and priority. For instance, subflows with a smaller RTT are allocated more packets, more packets belonging to an application with higher priority can be scheduled to subflows as much as possible, and as long as there is free space in the rwnd and cwnd, packets can be scheduled to subflows. Due to the characteristics of MANETs, the BDP may not be a constant. Hence, packets should be distributed among the subflows proportional to the BDP of the subflows aiming to adapt well to fluctuating network conditions caused by changes in BDP or subflow failures. Our QoE-driven packet scheduling algorithm is described in Appendix B. The source code for the scheduling algorithm is available from [51].

The related references mentioned earlier in this paper improved MPTCP’s throughput and stability mainly by improving path manager and congestion controller. However, they did not consider both the method of adding routing table entries and the method of establishing MPTCP subpaths simultaneously. As far as we know, this is the first time that the method of adding routing table entries and the method of establishing MPTCP subpaths have been simultaneously considered to offer more efficient use of multiple subpaths and better network traffic load balancing to increase throughput and reliability. MPTCP doesn’t have the ability to update the routing table, and is only based on routing table for path manager. The improved OSPF-MDR is responsible for updating the routing table. MPTCP and OSPF-MDR are loosely coupled, as shown in Fig. 7.
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FIGURE 7. The framework of QoE-driven packet scheduling.
\[ E_{XY} = \text{next hop via } 112.26.0.\text{Y eth0 to } 112.26.X.8, \]
\[ X \in [1, 3], Y \in [2, 4] \]  
(3)

\[ E_X = \text{next hop via } 112.26.0.\text{Y eth0 to } 112.26.X.8, \]
\[ X \in [1, 3], Y = X + 1 \]  
(4)

After the first improvement to MDR, in M1, the routing table entries to M8 generated by the improved MDR, in addition to the three entries (as represented in equation 2), include the newly added 9 entries; that is, three routing table entries are generated for each destination address (e1,e2,e3), as represented in equation 3, where \( E_{XY} \) represents the routing table entries for e1,e2,e3. Hence, in M1, there are 6 routing table entries to e1,e2,e3 in M8. Now, if M1 can successfully ping e0 in M8, then M1 can successfully ping e1,e2,e3 in M8.

To allow the routing table to provide better network load balancing for multipath transmission, a second improvement to MDR is necessary. The method is as follows: only one routing table entry is generated for each destination address (e1,e2,e3). Hence, in M1, there are 6 routing table entries to M8 generated by the second improved MDR, as shown in equations 2 and 4, where \( E_X \) represents the routing table entries for e1,e2,e3 in M1.

The improved multihop routing algorithm is described in Appendix C.

2) MPTCP ON ANDROID

It is the key to the implementation of MPTCP in MANETs to run MPTCP on MSDs. In this paper, we assume that the operating system on UAVs or MSDs is Android. We port MPTCP to Android-x86-nougat (Android 7.1, kernel 4.9.31) based on the MPTCP Linux kernel implementation. The documents for porting MPTCP to Android, all-modified source code files and MPTCP demo (mp4 file) can be obtained from [51].

3) IMPROVING SUBPATHS ESTABLISHMENT ALGORITHM

We assume that as a server, M8 acts as a client, the original MPTCP uses M8:(e0,e1,e2,e3) and M1:(e0,e1,e2,e3) to establish subpaths, such as the MPTCP subpaths of M8 to M1, as represented in expression 5.

\[ \text{src} : 112.26.X.8, \text{dst} : 112.26.Y.1, \ X, Y \in [0, 3] \]  
(5)

\[ \text{src} : 112.26.X.8, \text{dst} : 112.26.X.1, \ X \in [0, 3] \]  
(6)

Why not use the subpaths as in expression 6? The root reason resides in the improvement to the routing protocol in Section V.A.1. For better network traffic load balancing, it is necessary to establish subpaths represented in expression 6. Hence, it is essential to improve the subpath establishment algorithm.

Table 3 shows the subpaths established by the improved MPTCP. NoNH is the number of next-hops. NoNH=3 of the master-subpath improves its connectivity reliability. The interfaces (M1-M8:e0) play three roles: (1) used by quagga to generate multihop routing entries; (2) used to establish the master-subpath; (3) midnodes to forward packets. The interfaces M1-M8:(e1,e2,e3) are used to establish slave subpaths.

The improved algorithm for creating subflow is shown below. The key is to create subpaths using pairs of IP addresses that belong to the same network segment.

**Algorithm for Creating Subflow**

| Table 3. The established subpaths. |
|-----------------------------------|
| subpath | src-IP | dst-IP | middle nodes | NoNH |
|---------|--------|--------|--------------|------|
| master-subpath | M8:e0 | M1:e0 | M2-M7 | ≤ 3 |
| slave-subpath1 | M8:e1 | M1:e1 | M2, M5 | ≤ 1 |
| slave-subpath2 | M8:e2 | M1:e2 | M3, M6 | ≤ 1 |
| slave-subpath3 | M8:e3 | M1:e3 | M4, M7 | ≤ 1 |

B. TESTING AND EVALUATION

FEP [53] is used as the test platform.

1) TESTING GOALS

We use real-time data traffic to assess whether multipath communication is suitable for latency-sensitive applications and can help special applications to satisfy the requirements of end-users in MANETs. Multipath transport in heterogeneous networks is challenging. Therefore, we consider MPTCP and evaluate their proficiency in transporting real-time data traffic over homogeneous/heterogeneous networks.

We address three key testing goals: (1) achieve performance advantages over TCP; (2) offer robust performance; and (3) although there may be fear of an overly large buffer space need due to packet reordering over very dissimilar
paths, we show that buffer size requirements remain reasonably small. This is particularly important for systems having to manage many simultaneous connections.

\textbf{a: HOMOGENEOUS/HETEROGENEOUS SCENARIO}

The test environment is an IBM server with 32 CPU-cores, 64 GB of memory, and Fedora 26 installed. We create eight VirtualBox instances for Android, each of which has four network interfaces. The network topology is generated by the NS-3 script \cite{51}, which is shown in Fig. 8 and has eight nodes representing eight mobile systems with four interfaces per mobile system. Table 4 shows the transmission rates of interfaces in homogeneous scenarios or heterogeneous scenarios. The scenarios are distinguished by setting different parameters for the network interfaces. In this way, a unified model can be used for testing; only the parameters are different.

\textbf{b: MEASUREMENT TOOLS AND TEN COMBINATIONS OF PROTOCOLS}

We use \texttt{iperf} and \texttt{nc} as measurement tools to generate real-time data traffic and record the throughput and RTTs of the paths during the bandwidth and delay measurements. Ten combinations of protocols are tested and compared: (1) TCP-MDR (TM): the combination of the standard TCP and the original MDR with multihop routing; (2) MPTCP-FullPath-MDR (MFM): the combination of the standard MPTCP \cite{43} and the fullpath MDR using several (four) virtual network interfaces. The term \texttt{FullPath} indicates that full connection (one-to-many connection) among multiple network interfaces in adjacent nodes is established via a routing table generated by MDR; (3) MPTCP-FullPath-xIF-MDR (MFxM): the combination of the standard MPTCP and the fullpath (xIF) MDR. The term \texttt{xIF} indicates that several (four) real network interfaces are used; (4) MPTCP-PartPath-xIF-MDR (MPxM): the combination of the standard MPTCP and the partpath (xIF) MDR. The term \texttt{PartPath} indicates that part connection (one-to-one connection) among multiple network interfaces in adjacent nodes is established via a routing table generated by MDR; (5) MPTCP-Markov-F-xIF-MDR (MMFxM): the combination of the standard MPTCP and the Markov fullpath (xIF) MDR. The term \texttt{Markov} indicates that the HMM-based optimal-start multipath routing algorithm is used in MDR; (6) MPTCP-Markov-P-xIF-MDR (MPMPxM): the combination of the standard MPTCP and the Markov partpath (xIF) MDR. The term \texttt{Markov} indicates that the HMM-based optimal-start multipath routing algorithm is used in MDR; (7) Partflow-MPTCP-Markov-F-xIF-MDR (PMMPxM): the combination of the improved MPTCP and the Markov partpath (xIF) MDR.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
interface & homogeneous scenario & heterogeneous scenario \\
\hline
eth0 & 11 Mbps & 11 Mbps \\
eth1 & 11 Mbps & 5.5 Mbps \\
eth2 & 11 Mbps & 2 Mbps \\
eth3 & 11 Mbps & 1 Mbps \\
\hline
\end{tabular}
\caption{Transmission rates of interfaces in Homo/Hetero scenarios.}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig9.png}
\caption{\texttt{iperf3} - transmission speed and average transmission speed difference over TM, MFM, MFxM, MPxM, MMFxM and MPMPxM.}
\end{figure}

\textbf{2) EXPERIMENTS OF DIFFERENT PROTOCOLS IN HOMOGENEOUS SCENARIOS}

We run command \texttt{iperf3} in M1 to make it a server, run command \texttt{iperf3} in M8 to download data from M1. \texttt{iperf3} runs for the 180 s to allow the flows to reach equilibrium. We carried out experiments 90 times to compare the data transfer performances of TM, MFM, MFxM, MPxM, MMFxM and MPMPxM. The test results are shown in Figs. 8 and 9. Fig. 10 represents the results of box-and-whisker plots. To attain reliable results, each test runs for 180 s.

The test results show that MPTCP successfully runs in MANETs. Note that the topology is simplified by letting NS-3 nodes remain passive without affecting the function test.

As shown in Fig. 9, the dotted lines indicate the average transmission speeds. The average transmission speeds are different over TM (138 KBytes/s), MFM (128 KBytes/s), MFxM (340 KBytes/s), MPxM (313.8 KBytes/s), MMFxM (347.4 KBytes/s) and MPMPxM (361.6 KBytes/s). (1) In the single-interface case, for the transmission speed, MFM cannot provide a better throughput than TM. The reason is the reordering caused by retransmissions on the lossy paths. With the default buffer size, the full performance is already reached. This is similar to the size needed for TCP. In addition, MPTCP increases the delay compared to TCP as the data are split among subflows. (2) In the multi-interface case, due to using four paths, the transmission speed over MFxM, MPxM, MMFxM and MPMPxM is two to three times the transmission speed over TM and MFM. MPMPxM has the highest transmission speed.
As shown in Fig. 10, MMFxM and MMPxM have smaller fluctuations than others due to more stable data transmission. Therefore, MMFxM and MMPxM achieve higher reliability. TM has the largest fluctuation for the quantity of data transmitted in 180 s. In addition, MMFxM and MMPxM also have better aggregation benefits. MMPxM has the largest quantity of data transmitted in 180 s, which is more than MFxM, MPxM and MMFxM. In addition, MMPxM has the smallest fluctuation due to reducing the impact of network connection changing problem by using partial paths and Markov. The fluctuation of MMFxM is similar to MMPxM. The fluctuation of MFxM is similar to that of MPxM; however, the quantity of data transmitted by MFxM is greater than that of MPxM. In addition, the fluctuation difference between MMFxM and MMPxM is small. Specifically, MMPxM has the largest steady throughput and the smallest fluctuation.

We run `nc` in M1 as a file server, and run command `nc` in M8 to download a file (quagga/sbin/bgpd, just a binary file with a fixed size of 1.8 MB) from M1. We carried out experiments 180 times to compare the data transfer performances of TM, MFM, MFxM, MPxM, MMFxM and MMPxM. The test results are shown in Figs. 10–13.

As shown in Fig. 11, the dotted lines indicate the average transmission time. The average transmission times are different over TM (107.33 s), MFM (92.93 s), MFxM (50.07 s), MPxM (51.33 s), MMFxM (49.1 s) and MMPxM (47.53 s). (1) In the single-interface case, for the transmission time, TM is worse than MFM. The reason is that MFM can send the file via multiple subflows over one path. (2) In the multi-interface case, due to using four paths, the transmission time over MFxM, MPxM, MMFxM and MMPxM is a third to a quarter of the transmission time over TM and MFM. MMPxM has the least transmission time.

As shown in Fig. 12, MMFxM and MMPxM have smaller fluctuations than the other methods. Therefore, MMFxM and MMPxM achieve higher reliability. TM has the largest fluctuation for the transmission time. MFxM, MPxM, MMFxM and MMPxM have similar average transmission times, which means they can transfer the file over multiple paths and obtain bandwidth aggregation. However, MMPxM has the least average transmission time. In addition, MMFxM and MMPxM have the smallest fluctuation due to reducing the impact of network connection changing problem using Markov. The fluctuation of MMFxM is similar to MMPxM. The fluctuation of MFxM is similar to MPxM. Thus, the test results show that multipath transmission can effectively increase the application payload throughput and greatly improve the robustness of the data transmission, mainly due to the use of multiple paths and Markov.

As shown in Fig. 13, the red dotted line indicates that the exact number (2,586) of packets should be transferred from M1 to M8. M1 sent approximately 5,600 to 6,000 packets, and 3,000 to 3,400 of the packets were duplicated. Let us look at Fig. 8 again, and the path from M1 to M8 is \([M1] \rightarrow [M2, M3 or M4] \rightarrow [M5, M6 or M7] \rightarrow [M8]\). For every
3) EXPERIMENTS OF DIFFERENT PROTOCOLS IN HETEROGENEOUS SCENARIOS

We carried out experiments 90 times to compare the data transfer performances of TM, MFM, MFxM, MPxM, MMFxM and MMPxM. The test results are shown in Figs. 14 and 15. Fig. 16 represents the results of box-and-whisker plots. To attain reliable results, each test runs for 180 s.

The test results show that MPTCP is successfully running in MANETs. As shown in Fig. 15, the dotted lines indicate the average transmission speeds. The average transmission speeds are different over TM (143.97 KBytes/s), MFM (121.47 KBytes/s), MFxM (311.13 KBytes/s), MPxM (307.87 KBytes/s), MMFxM (293.2 KBytes/s) and MMPxM (310.67 KBytes/s). (1) In the single-interface case, for the transmission speed, MFM cannot provide better throughput than TM because of the reordering caused by retransmissions on the lossy paths. With the default buffer size, the full performance is already reached. This is similar to the size needed for TCP. In addition, MPTCP increases the delay compared to TCP as the data are split among subflows. (2) In the multi-interface case, due to using four paths, the transmission speed over MFxM, MPxM, MMFxM and MMPxM is two to three times the transmission speed over TM and MFM. MFxM has the highest transmission speed. However, MMPxM has a similar average transmission speed as MFxM.

As shown in Fig. 16, TM has the largest fluctuation for the quantity of data transmitted in 180 s. MMFxM has the least fluctuation, and the fluctuation of MMFxM is similar to MFM. Therefore, MMFxM achieves higher reliability. In addition, MFxM, MPxM, MMFxM and MMPxM have better aggregation benefits by using multiple paths. However, the fluctuation difference between MMFxM and MMPxM is larger. The performance of MMFxM in heterogeneous scenarios is more stable than that of MMPxM.

We run command `nc` in M1 to make it a file server, run command `nc` in M8 to download the file from M1. We carried out experiments 180 times to compare the data transfer performances of TM, MFM, MFxM, MPxM, MMFxM and MMPxM.
that the exact number (2,586) of packets should be transferred from M1 to M8. M1 sent approximately 5,400 to 6,000 packets, and 2,800 to 3,400 of the packets were duplicated. Let us look at Fig. 8 again, and the path from M1 to M8 is [M1] \rightarrow [M2, M3 or M4] \rightarrow [M5, M6 or M7] \rightarrow [M8]. For every test of TM, MFM, MFxM, MPxM, MMFxM and MMPxM, M3 captured more packets than M2 and M4, M6 captured more packets than M5 and M7 because the path from M1 to M3 and the path from M6 to M8 are shorter than the others. Finally, M8 received approximately 2,600 to 2,800 packets.

When M8 is downloading the file from M1, the command tcpdump is used to capture packets received on each network interface (eth0, eth1, eth2 and eth3) of M1–M8. Fig. 18 shows the difference in the number of redundant packets received by M8 over TM (77), MFM (145), MFxM (169), MPxM (252), MMFxM (131) and MMPxM (39). It is obvious that MMPxM received the least redundant packets than others. In addition, MMPxM can achieve better results than MMFxM when using Markov.

As shown in Fig. 19, there is not a large difference in the quantity of data transmitted in homogeneous and heterogeneous scenarios for TM, MFM, MFxM and MPxM. However, for MMFxM and MMPxM, the quantity of data transmitted in the homogeneous scenario is more than that in the heterogeneous scenario because the transmission rates of interfaces in homogeneous areas are the same, namely, 11 Mbps. However, the transmission rates of interfaces in heterogeneous areas are 11, 5.5, 2 and 1 Mbps.

4) DIFFERENT BUFFER SIZES OF DIFFERENT PROTOCOLS IN HETEROGENEOUS SCENARIOS

To determine the receive buffer size (net.ipv4.tcp_rmem), we perform ping tests from M8 to M1 (ping -c 100 112.26.0.1) three times. The RTT values are as below.

\[
\begin{align*}
\text{min/avg/max/mdev} &= 11.733/81.778/552.873/68.240 \text{ ms} \\
\text{min/avg/max/mdev} &= 21.392/84.480/347.809/55.355 \text{ ms} \\
\text{min/avg/max/mdev} &= 12.332/75.246/365.917/51.515 \text{ ms}
\end{align*}
\]
average: (transfer 5.534 MBytes, bandwidth 257.867 Kbits/s)
Thus, BDP = bandwidth * RTT / 2 = 257.867 * 0.084480 / 2 = 10.89230208 Kbits ~ 10892 bits = 1361.5 Bytes, receive_win = max [1361.5, 1024+512] = 1536 Bytes, Due to net.ipv4.tcp_adv_win_scale = 1, Therefore, receive_win = net.ipv4.tcp_rmem / 2, Set RB = 2 * receive_win = 3072 Bytes.
Note: mdev denotes mean deviation. BDP denotes the bandwidth-delay product. RB represents the receive buffer.

We run command nc in M1 to make it a file server, run command nc in M8 to download the file libstlport_shared.so (3.6 MB) from M1. We carried out experiments 180 times to compare the data transfer performances of MMFxM, MMPxM, PMMFxM and PMMPxM. The test results are shown in Figs. 19 and 20.

We investigated the effect of buffer size on the MPTCP. The buffer size varies between 2*RB and 200*RB. MPTCP uses multiple paths with different delay characteristics.

As shown in Fig. 20, the average transmission time rapidly decreases as net.ipv4.tcp_rmem increases when net.ipv4.tcp_rmem is less than 6*RB for MMFxM and MMPxM. As shown in Fig. 21, the average transmission time rapidly decreases as net.ipv4.tcp_rmem increases when net.ipv4.tcp_rmem is less than 6*RB for PMMFxM and PMMPxM. PMMPxM has smaller fluctuations than PMMFxM.

As shown in Fig. 22, the average transmission time rapidly decreases as net.ipv4.tcp_rmem increases when net.ipv4.tcp_rmem is less than 6*RB for MMPxM and PMMPxM. When net.ipv4.tcp_rmem is more than 6*RB, MMPxM has less average transmission time than PMMPxM.

In addition, when net.ipv4.tcp_rmem is less than 6*RB, PMMPxM has less average transmission time and smaller fluctuation than MMFxM.

Four factors influence the choice of path: (1) the priority of this path to the end machine, (2) the priority of this path in the local machine, (3) whether the packet has been sent using this path, the packet cannot be sent repeatedly on the same path, and (4) SRTT (smoothed RTT), which is calculated by equation 7, and RTO, which is calculated by equation 8.

The adjustment of path priority can be made through the commands: ip link set dev eth0 multipath backup.

\[
SRTT = (ALPHA \times SRTT) + ((1 - ALPHA) \times RTT) \quad (7)
\]

\[
RTO = \min[TCP\_RTO\_MAX, \max[TCP\_RTO\_MIN, (BETA \times SRTT)]] \quad (8)
\]

ALPHA is a smoothing factor, e.g., 1/8. BETA is a delay variance factor, e.g., 2.
We mainly adjust the TCP_RTO_MIN to affect the scheduling of packets. The TCP_RTO_MIN is set to 100 ms, 200 ms, and 300 ms for PMMFxM100, PMMFxM200 and PMMFxM300, respectively, in the file \texttt{kernel/include/net/tcp.h} as follows:

\begin{verbatim}
#define TCP_RTO_MIN ((unsigned)(HZ/10))
#define TCP_RTO_MIN ((unsigned)(HZ/5))
#define TCP_RTO_MIN ((unsigned)(3*HZ/10))
\end{verbatim}

We run command \texttt{nc} in M1 to make it a file server, run command \texttt{nc} in M8 to download the file \texttt{libstlport\_shared.so} (3.6 MB) from M1. We carried out experiments \(3*14*6 = 252\) times to compare the data transfer performances of PMMFxM100, PMMFxM200 and PMMFxM300. The test results are shown in Fig. 24.

In Fig. 24, the average transmission time is rapidly decreased as \texttt{net.ipv4.tcp_rmem} increases when \texttt{net.ipv4.tcp_rmem} is less than \(6*RB\) for PMMFxM100, PMMFxM200 and PMMFxM300. As shown in Fig. 24, the average transmission time of PMMFxM300 is less than that of PMMFxM200, and PMMFxM200 is less than that of PMMFxM100. The TCP buffer size (receive buffer) is set to \(x*RB\) (\(x\) values are 2, 3, 4, 5, 6, 7, 8, 10, 14, 18, 50, 100, 150, 200). Side-by-side comparisons are made between PMMFxM100, PMMFxM200 and PMMFxM300 to study the influence of the receive buffer size (\(x*RB\)) on the stability and performance improvement. Fig. 24 shows how the different values of the receive buffer size in a heterogeneous scenario influence the time of the file sending. Therefore, it is important to adjust \texttt{TCP\_RTO\_MIN} according to the RTT.

As seen in Figs. 19–23, when \texttt{net.ipv4.tcp_rmem} is less than \(6*RB\), the average transmission time rapidly decreases as \texttt{net.ipv4.tcp_rmem} increases in all cases, which means that the receive buffer size is severely insufficient for transferring packets from a delay perspective. When \texttt{net.ipv4.tcp_rmem} is larger than \(6*RB\), the average transmission time slowly decreases as \texttt{net.ipv4.tcp_rmem} increases.

\section*{5) PERCENTAGE OF PACKETS RECEIVED AND END-TO-END DELAY OF EACH PROTOCOL IN HOMO/HETEROGENEOUS SCENARIOS}

Not all protocols can achieve full throughput due to lossy paths. Table 5 and Table 6 show how much each link received. M1.eth0 indicates the number of packets sent by node M1 through eth0, M8.eth0 indicates the number of packets received by node M8 through eth0, eth0.rec indicates the percentage of packets on the path between node M1 and node M8; therefore, the packet loss rate is \(1 - eth0.rec\), and so on. As shown in Table 5 and Table 6, the packet loss rates range from 50\% to 56\%.

Table 5 provides statistics on the six protocols: TM, MFM, MFxM, MPxM, MMFxM and MMPxM. As seen in Table 4, all interfaces in homo scenarios have the same transmission rate, and the number of sending and receiving packets in the four paths is similar.
Table 6 provides statistics on the eight protocols: TM, MFM, MFxM, MPxM, MMFxM, MMPxM, PMMFxM, and PMMPxM. As seen from Table 4, the interfaces (eth0, eth1, eth2, eth3) in the heterogeneous scenarios have different transmission rates, and the number of sending and receiving packets in the path between M1.eth0 and M8.eth0 is significantly higher than in other paths. Due to the different transmission rates of interfaces, two tests (PMMFxM and PMMPxM) are performed in heterogeneous scenarios but not in homogeneous scenarios. In the heterogeneous scenarios, two subflows are established according to transmission rates of interfaces.

Because the main application scenario of the model proposed in this paper is real-time communication, for example, VoIP, we give an evaluation for the end-to-end delay of each protocol in different scenarios. Figs. 24 and 25 show the time from sending a packet to receiving its acknowledgment packet and average delay on each pair of interfaces (eth0, eth1, eth2, eth3) between node M1 and node M8 for each protocol in the homogeneous and heterogeneous scenarios, respectively.

As shown in Fig. 25, MMPxM sends the same quantity of data in less time than other protocols. The delay and fluctuation of subflows created on different interfaces are different, subflow created on eth0 has the least delay and the best stability, subflow created on eth3 has the same delay and stability as subflow created on eth0 after 36 s, as shown in Table 5. The number of valid packets successfully transmitted by the two subflows is similar (756 and 729). MMFxM sends the same quantity of data in a time similar to MMPxM, and the delay and fluctuation of subflows created on different interfaces are similar. As shown in Table 5, the number of valid packets successfully transmitted by the four subflows is similar.

As shown in Fig. 26, MMFxM sends the same quantity of data in less time than other protocols. The delay and fluctuation of subflows created on different interfaces are different, subflow created on eth0 has the least delay and the best stability, subflow created on eth3 has the same delay and stability as subflow created on eth0 after 36 s, as shown in Table 5. The number of valid packets successfully transmitted by the two subflows is similar (756 and 729). MMFxM sends the same quantity of data in a time similar to MMPxM, and the delay and fluctuation of subflows created on different interfaces are similar. As shown in Table 5, the number of valid packets successfully transmitted by the four subflows is similar.

different. Due to the different transmission rates of interfaces, two subflows created on eth0 and eth1 by PMMFxM and PMMPxM, PMMPxM has less delay and more stability than PMMFxM.

Because the experiments are carried out in FEP [53], the test results will be different from the real environment due to the limitation and influence of hardware conditions. However, the feasibility or correctness of the proposed framework, protocols and algorithms are verified by the
experiments in this paper. Our next work will test and improve the framework, protocols and algorithms in a real environment to enhance practicability.

6) DISCUSSION
In this paper, the work presented attempts to evaluate whether the improved MPTCP and the improved MDR can help latency-sensitive applications to achieve high QoE. To evaluate the performance in the homogeneous and heterogeneous scenarios, we use iperf and nc as measurement tools to generate real-time data traffic and record the throughput and RTTs of the paths in the testing process. For the homogeneous/heterogeneous cases, ten combinations of protocols (TM, MFM, MFxM, MPxM, MMFxM, MPMPxM, PMMMFxM, MMFxM100, PMMMFxM200 and PMMMFxM300) were tested to evaluate the capability of MPTCP to carry latency-sensitive application traffic. For each experiment scenario, we considered the average delay and throughput and compared among them.

Because the improved MPTCP and the improved MDR can complement each other, the improved MDR can improve the utilization of multiple paths, and the improved MPTCP can implement robustness. Although the improved MPTCP with the improved MDR can marginally underutilize multiple paths in some cases, it can reduce opportunistic retransmission, which can reduce the extra occupation of network resources. Specifically, MMFxM had an obvious effect in this respect, as shown in Figs. 13 and 17, and the results show that MMFxM performed more efficient packet transmission regardless of the performance differences of multiple paths. It is worth noting that in all symmetric/asymmetric scenarios, MFxM, MPPxM, MMFxM, and PMMMFxM enable a significant throughput increase compared to TM.

In the homogeneous and heterogeneous scenarios used in this paper, for the receive buffer size, 6*RB is the key value to make good use of multipath. When the receive buffer is less than 6*RB, there will be a serious head-of-line blocking. For the moment, the value of the receive buffer size is hard-coded in the Linux kernel for each test; in our further work, the value will be automatically adapted.

Multipath routing is discussed in Section III.D. In the experiments in Section V, the following main OSPF-MDR configuration parameters are used: 2HopRefresh = 3, HelloInterval = 1 and LSAFullness = 3. These parameters affect the overhead of maintaining routing updates and its efficiency. OSPF-MDR allows routers to originate both full-topology LSAs and partial-topology LSAs. In a dense network, partial-topology LSAs are typically much smaller than full-topology LSAs, thus achieving better scalability. The value of LSAFullness can be 0, 1, 2, 3 or 4. If LSAFullness = 0, an LSA includes only a minimum set of neighbors. This choice results in the minimum amount of LSA flooding overhead, but does not ensure routing along shortest paths. If LSAFullness = 1, the router originates a min-cost LSAs, which provide routing along shortest paths. Setting LSAFullness to 2 also provides shortest-path routing, but allows the router to advertise additional neighbors to provide redundant routes. If LSAFullness = 4, the router originates full-topology LSAs, which include all routable and full neighbors. If LSAFullness = 3, the router originates MDR full LSAs, which cause each MDR to originate a full-topology LSA while other routers originate minimal LSAs. This choice provides routing along nearly shortest paths with relatively low overhead. OSPF-MDR allows the use of differential Hellos and full Hellos. Full Hellos are sent every 2HopRefresh Hellos, and differential Hellos are sent at all other times (every HelloInterval seconds). If 2HopRefresh = 3, every third Hello is a full Hello. If 2HopRefresh = 1, then only full Hellos are to send. Differential Hellos are used to reduce overhead and to allow Hellos to be sent more frequently, for faster reaction to topology changes. In our next phase of work, the overhead of maintaining routing updates and its efficiency will be assessed in detail.

The evaluation was performed by Android virtual machines in VirtualBox, so seemingly there might be no significant difference with Linux virtual machines. One advantage of this is that the modified code on the simulation platform can be almost directly used in real mobile operating systems [53]. We created mobile device nodes to communicate between nodes using WIFI for delivering data in the NS-3 simulator. One of the main objectives was to test the feasibility of the proposed QoE-driven MPTCP-based data delivery model; therefore, we simplified the experiment by fixing the location of nodes. The model will be tested in complex scenarios in subsequent work. In addition, HMM was used in the connection states evaluation process based on the different transmission rates of interfaces. Because the experiments were carried out in FEP [53], it is not mentioned how well it scales for different network sizes, how it affects the energy consumption on nodes, or how much computational power is needed. These studies will be performed in our future work.

VI. CONCLUSION
In this paper, to achieve reliable and efficient multipath data transmission in MANETs, we provided and investigated a QoE-driven MPTCP-based data delivery model in MANETs. We presented hidden Markov model-based optimal-start multipath routing that can effectively predict a mobile node’s near future network connection state according to its past connection state. We studied and improved the algorithms of both multihop routing and establishing subpaths in MANETs. The test results show that our algorithms can offer more efficient use of multiple subpaths and better network traffic load balancing. The feasibility and effectiveness of the data delivery model are verified; however, we need to do further work to achieve a better application-level QoE.
### APPENDIX A

#### MULTIPATH ROUTING ALGORITHM

**Algorithm** for HMM-Based Optimal-Start Multipath Routing

```plaintext
1: VAR: array_nexthop = [(nexthop1, new1, con1),
2: (nexthop2, new2, con2), ..., (nexthopN, newN, conN)]
3: //new = 0, the nexthop is newly connecting with the node,
4: // and the item is newly inserted into array_nexthop.
5: //new = 1, the nexthop is already connecting with the node.
6: //con = 0, the connection state is connect.
7: //con = 1, the connection state is disconnect.
8: PROCEDURE: find_next_hops
9: // The function is used to periodically find the latest routing entries, the periodic interval is 2 seconds
10: for each nexthop in nexthops do
11: if nexthop exists in array_nexthop then
12: update array_nexthop, set new = 1 of nexthop
13: else
14: insert (nexthop, new = 0, con = 0) into array_nexthop
15: end if
16: end for
17: insert next-hops into array_nexthop
18: END PROCEDURE
19: PROCEDURE: hmm_predict
20: // the Viterbi algorithm is used to predict the connection state of the next-hops after 2 seconds
21: VAR: obs_seq // the sequence of observations
22: VAR: hid_seq // the most likely hidden state sequence
23: VAR: start_p // the start probability array
24: VAR: tran_p // the transition probability matrix
25: VAR: emis_p // the emission probability matrix
26: VAR: delta // the local probability matrix
27: VAR: psi // store max index matrix
28: VAR: K // the number of hidden states
29: VAR: T // the length of the observation sequence
30: for i in range [0, K) do
31: delta[0][i] = start_p[i] * emis_p[obs_seq[0]][i];
32: psi[0][i] = 0;
33: end for
34: for j in range [1, T) do
35: for i in range [0, K) do
36: find_max_value_index(delta[j-1], tran_p[i],
37: emis_p[obs_seq[j]][i], K, delta[j][i], psi[j][i]);
38: end for
39: end for
40: hid_seq[T-1] = find_max_index(delta[T-1], K);
41: for t in range [T-2, -1) do
42: hid_seq[t] = psi[t][hid_seq[t+1]];
43: end for
44: update array_nexthop, set values of new and con
45: END PROCEDURE
46: PROCEDURE: update_routing_table
47: // used to update routing table according to array_nexthop
48: for (nexthop, con) in enumerate(array_nexthop) do
49: if con == 0 then
50: insert nexthop into routing table
51: end if
52: end for
53: END PROCEDURE
54: PROCEDURE: main
55: INPUT: obs_seq // e.g. 2 1 0
56: VAR: hid_seq = ('connect': 0, 'disconnect': 1)
57: VAR: start_p = {'connect': 0.65, 'disconnect': 0.35}
58: VAR: tran_p = {
59: 'connect': {'connect': 0.7, 'disconnect': 0.3},
60: 'disconnect': {'connect': 0.4, 'disconnect': 0.6},
61: }
62: VAR: emis_p = {
63: 'connect': {'good': 0.55, 'moderate': 0.35, 'bad': 0.1},
64: 'disconnect': {'good': 0.1, 'moderate': 0.3, 'bad': 0.6},
65: }
66: while true do
67: find_next_hops()
68: hmm_predict(obs_seq, hid_seq, start_p, tran_p, emis_p)
69: update_routing_table(hid_seq)
70: sleep 2 s // or sleep 1 s
71: done
72: END PROCEDURE
73: END PROCEDURE

### APPENDIX B

#### QoE-DRIVEN PACKET SCHEDULING ALGORITHM

**Algorithm** for QoE-Driven Packet Scheduling

```plaintext
VAR: if_quality[i] // quality of if_i, 0 ≤ if_quality[i] ≤ 10000
VAR: if_rtt[i] // RTT for subflow on if_i
VAR: if_loss[i] // packet loss rate on if_i
VAR: if_metric[i] // metric of if_i according to destination IP
VAR: if_quality[i] // quality of if_i, 0 ≤ if_quality[i] ≤ 10000
VAR: if_rtt[i] // RTT for subflow on if_i
VAR: if_loss[i] // packet loss rate on if_i
VAR: if_metric[i] // metric of if_i according to destination IP
1: PROCEDURE: update_if_quality
2: // If the fast retransmit algorithm detects the loss,
3: // packet is only re-transmitted over the same subflow.
4: if loss on if_i then
5: if if_quality[i] ≥ 100 then if_quality[i] = 100
6: end if
```
Algorithm for Improving Multihop Routing Protocol

VAR: num_nexthop // the number of next hops
VAR: no_if // network interface number corresponding to // network interface (e.g., e1,e2,e3)
VAR: rib // route information base
1: BEGIN:
2: PROCEDURE: add_routing_entry
3: // here, we assume that the destination ip is 112.26.0.5
4: if p0 = 112.26.0.5 then
5: p1 = 112.26.1.5
6: p2 = 112.26.2.5
7: p3 = 112.26.3.5
8: end if
9: end if
10: num_nexthop = 0
11: nexthop = rib->next
12: while nexthop != NULL do
13: nexthop = nexthop->next
14: num_nexthop++;
15: done
16: add_routing_entry (p1, rib, num_nexthop, 1);
17: add_routing_entry (p2, rib, num_nexthop, 2);
18: add_routing_entry (p3, rib, num_nexthop, 3);
19: return add_routing_entry (p0, rib, 0, 0);
20: END PROCEDURE
21: PROCEDURE: choose_nexthop
22: return add_routing_entry (p0, rib, num_nexthop, 0);
23: end if
24: end if
25: end if
26: end if
27: end if
28: end if
29: end if
30: end if
31: end if
32: end if
33: end if
34: end if
35: end if
36: end if
37: end if
38: end if
39: end if
40: end if
41: end if
42: end if
43: end if
44: end if
45: end if
46: end if
47: end if
48: end if
49: end if
50: end if
51: end if
52: end if
53: END PROCEDURE
54: PROCEDURE: main
55: INPUT: priority // APP priority ∈ [1, 6]
56: INPUT: if_quality[i]
57: VAR: d_ip // destination IP address from packet
58: create_thread(update_if_quality);
59: get_if_metric(d_ip);

APPENDIX C
THE IMPROVED MULTIHOP ROUTING ALGORITHM
The improved multihop routing algorithm is detailed below. (1) If the number of next hops from M1 to M8 is 3, then add 3 routing table entries, as represented in equation 4.

(2) If the number of next hops from M1 to M8 is 2, then add the following 3 routing table entries.

nexthop via nexthop-ip-1 eth0 to 112.26.1.8
nexthop via nexthop-ip-2 eth0 to 112.26.2.8
nexthop via nexthop-ip-1 eth0 to 112.26.3.8

(3) If the number of next hops from M1 to M8 is 1, then add the following 3 routing table entries.

nexthop via nexthop-ip-1 eth0 to 112.26.1.8
nexthop via nexthop-ip-1 eth0 to 112.26.2.8
nexthop via nexthop-ip-1 eth0 to 112.26.3.8
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24: || (num_nexthop == 2 && (no_if == 1 || no_if == 3))
25: || (num_nexthop == 3 && no_if == 1) then
26: use the first hop
27: end if
28: if ((num_nexthop == 2 && no_if == 2)
29: || (num_nexthop == 3 && no_if == 2)) then
30: use the second hop
31: end if
32: if (num_nexthop == 3 && no_if == 3) then
33: use the third hop
34: end if
35: END PROCEDURE
36: END
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