Scene statistics and noise determine the relative arrangement of receptive field mosaics
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Many sensory systems utilize parallel ON and OFF pathways that signal stimulus increments and decrements, respectively. These pathways consist of ensembles or grids of ON and OFF detectors spanning sensory space. Yet, encoding by opponent pathways raises a question: How should grids of ON and OFF detectors be arranged to optimally encode natural stimuli? We investigated this question using a model of the retina guided by efficient coding theory. Specifically, we optimized spatial receptive fields and contrast response functions to encode natural images given noise and constrained firing rates. We find that the optimal arrangement of ON and OFF receptive fields exhibits a transition between aligned and antialigned grids. The preferred phase depends on detector noise and the statistical structure of the natural stimuli. These results reveal that noise and stimulus statistics produce qualitative shifts in neural coding strategies and provide theoretical predictions for the configuration of opponent pathways in the nervous system.
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Across many sensory systems, neurons encode information about either increments or decrements of stimuli in the environment, so-called ON and OFF signals. This division between ON and OFF signaling has been observed in visual (1, 2), thermosensory (3), auditory (4), olfactory (5), and electrosensory (6) systems. This organization has the advantage that neurons can be signaled with signaling increments or decrements in steady-state stimulus levels with fewer spikes, thereby resulting in more efficient neural codes (7, 8). Moreover, when the number of potential stimuli is large, neurons often specialize; for example, they only respond to a small region of visual space or a narrow auditory frequency band. The combination of these coding strategies raises two questions. First, how should a particular set of detectors, either the ON or OFF cells, arrange themselves most efficiently to cover stimulus space? Second, what is the optimal relative arrangement of ON and OFF detector grids? For one system, the retina, the answer to the first question is clear from previous work: Detectors of a particular type tile stimulus space and exhibit overlap near the 1-sigma boundary of a Gaussian receptive field (9–13). The answer to the second question, what might be called the “sensor alignment problem,” has received comparatively little attention and is the focus of this study.

Conceptually, there are three general possibilities for how the sensor alignment problem could be solved. One possibility is that the grids of sensors are statistically independent, meaning the locations of receptive fields in one grid provide no information about the receptive field locations in the other grid. A second possibility is that the two grids are aligned, meaning the receptive field centers in one grid are closer than expected by chance. The third possibility is that the two grids are antialigned, meaning the receptive field centers in the two grids are further apart than expected by chance. On general information theory grounds, the optimal solution is likely to depend on noise in the encoding process and the statistics of the encoded stimuli (14, 15).

While most anatomical studies of retinal mosaics indicate they are statistically independent (16–18, but see ref. 19), we have recently shown that grids of ON and OFF receptive field (henceforth called “mosaics”) formed by retinal ganglion cells (RGCs) are antialigned when those cells encode similar visual features (20). Here, we show how these results can be explained through the lens of efficient coding theory (7). This theory argues that sensory systems should aim to reduce the redundancy present in sensory input while minimizing metabolic costs, thereby reliably encoding natural stimuli with fewer spikes. Efficient coding theory has been successful at explaining many aspects of sensory processing and retinal physiology, including center-surround receptive fields, the formation of mosaics, and a greater proportion of OFF than ON cells (7, 11, 15, 21, 22).

Thus, we asked whether efficient coding theory might predict the optimal spatial arrangement of ON and OFF receptive field mosaics within the retina. Our approach to this question involved optimizing a model that approximates the processing performed by many RGCs (21). By maximizing the mutual information between an (input) library of natural images and (output) spike rates, we examined the effects of image statistics and encoding noise on the optimal arrangement of ON and OFF mosaics.

In this model, we found that the optimal spatial arrangement was a pair of approximately hexagonal mosaics of ON and OFF receptive fields. However, surprisingly, the relative alignment of these mosaics depended on the input noise, output noise, and the statistics of the natural image set. When output noise was low, the mosaics were aligned, with ON and OFF receptive fields centered at nearby locations more often than expected by chance. When output noise was relatively high, antialignment...
became the favored arrangement. Surprisingly, the content of the image set also strongly influenced the transition between aligned and antialigned mosaics. In particular, when image sets contained more “outlier” images with particularly large luminance or contrast values, antialignment became the favored state for fixed input and output noise. We demonstrate analytically and confirm computationally that as noise parameters or stimulus statistics vary, mutual information changes smoothly, while the optimal mosaic arrangements undergo a sudden, qualitative shift. Finally, we confirm these predictions by showing that systematic manipulations of the training dataset change the phase boundary in a manner predicted by an analytical model. These findings underscore the crucial role played by both noise and the statistics of natural stimuli for understanding specialization and coordination in sensory processing.

Methods

Linear–Nonlinear Efficient Coding Model. The model used to examine efficient coding is based on previous work (21), designed to find the optimal encoding of visual scenes. The model takes patches of natural scenes (23) as the input, each of which has \(18 \times 18\) (324) pixels. Each input image was multiplied by a circular mask to avoid cases in which corners in the optimization region produce corner artifacts that dominate the final configuration. The circular masking effectively left about 255 pixels in each input image patch. The model consisted of a linear–nonlinear architecture with learned linear filters and nonlinearities. Given an input stimulus \(x\), an input noise \(n_i\), and the linear filter \(w_i\) for each neuron \(j\), the nonlinearities were modeled as softplus functions of the linearly filtered noisy stimulus for each neuron \(y_j = w_j(x + n_j)\):

\[
\eta(y_j) = \log(1 + \exp(\beta \cdot y_j)) / \beta
\]

using a fixed value of \(\beta = 2.5\). We empirically chose a fixed value of \(\beta = 2.5\) that produced a stable optimization trajectory. The output of the model consisted of 100 units that mimic RGCs, whose firing rates are modeled using neuron-specific gain and threshold parameters \(\gamma_j\) and \(\theta_j\), plus an additive output noise \(n_{out,j}\):

\[
r_j(y_j) = \gamma_j \cdot \eta(y_j - \theta_j) + n_{out,j}.
\]  

Note that scaling \(r\), \(\gamma\), and \(n_i\) by the same factor leaves the model invariant, so we choose units in which the mean firing rate is \(E_r = 1\). We used a first-order approximation that treats the conditional distribution of activation as a Gaussian, which allowed us to derive a closed-form expression for the mutual information. A detailed derivation is provided in SI Appendix. The model was trained to maximize the mutual information between the input images and the firing rates of the output neurons. To model the metabolic cost of spiking, the average firing rate of each neuron across images was constrained to 1, which was enforced via an augmented Lagrangian method with quadratic penalty. Input and output noise were modeled as independent and identically distributed Gaussian noise (zero means and SDs of \(\sigma_{in}\) and \(\sigma_{out}\), respectively).

The parameters of the model were the receptive field filter weights, the gain of the nonlinearity, and the nonlinearity threshold of each output RGC. To preserve positive gain for each output unit, we optimized the logarithms of the corresponding parameters. Filter weights were initialized by drawing samples from a Gaussian distribution (mean zero, SD 1; see Fig. 18, Top). The parameters of the nonlinearities (log gain and threshold) were initialized by sampling from a uniform distribution [0, 1]. The parameters were then optimized using stochastic gradient descent with a learning rate of 0.001. During training, we calculated gradients using mini-batches of 100 image patches at a time, renormalizing the filters to have unit norm after each gradient step. Models were trained for 1 million iterations, which we found sufficient in practice to ensure convergence of the mutual information. As a means of escaping local optima, between 200,000 and 500,000 iterations, two modifications were applied to the optimization procedure, which we call jittering and centering. These were used to speed convergence. The jittering operation was applied every 5,000 iterations and consisted of raising each element of the kernels to the power 1.25; this makes high-amplitude portions of the filters more pronounced while attenuating low-amplitude portions. The centering operation penalized the spatial spread of the kernels by adding the mean of the spatial variance of each kernel as an additional loss term; this encourages the kernels to be localized around their centers. These two operations allowed kernels that were trying to “squeeze” into an already formed mosaic the space to do so, effectively speeding the optimization and allowing all kernels to contribute to the encoding. After these operations, the model was optimized without the modifications for another 500,000 iterations. We confirmed

Fig. 1. Spatial tiling of receptive fields is predicted by efficient coding. (A) Efficient coding model architecture. Images of natural scenes (plus input noise \(\sigma_{in}\)) are multiplied by linear filters \(w_i\), passed through a nonlinear function \(\eta\), and perturbed by output noise \(\sigma_{out}\), resulting in a firing rate \(r_j\) for neuron \(j\). (B) Examples of initial and optimized filters and nonlinearities, where the filters are initialized from a white noise distribution and converge to ON and OFF kernels with a center-surround pattern. The nonlinearities are initialized as unscaled (but slightly perturbed) softplus functions and converge to nonzero threshold values. (C) A plot of 100 kernels from a trained model with \(\sigma_{in} = 0.4, \sigma_{out} = 3.0\). (D and E) Contour plot showing the tiling of the ON and OFF kernels. The contours of the two types of kernels are drawn where the normalized pixel intensity is \(\pm 0.21\). Orange circles and blue x’s indicate receptive field centers of mass for ON and OFF cells, respectively. Scale bar is width of one image pixel.
that jittering and centering do not alter the final converged shape of the kernels.

Median Nearest-Neighbor Analysis of the Spatial Relationships between the Mosaics. To quantify the relative alignment of ON and OFF mosaics, we used a metric based on the median nearest-neighbor distances between heterotypic receptive field centers. For each receptive field center, we found the nearest center with the opposite polarity to define its heterotypic nearest neighbor distance and calculated the median of these values (see Eq. 3). When ON and OFF mosaics are nearly aligned, this value is close to zero, as in Fig. 2 A and B:

\[
\text{Median NN distance} = \text{median}_{c \in \text{RF centers}} \left( \min_{c' \in \text{RF centers with opposite polarity to } c} \| c - c' \| \right). \tag{3}
\]

One-Shape Model for Rapid Exploration of Mosaic Arrangements. The full 18 × 18 system required many hours to optimize, motivating the development of a smaller, scaled-down system for exploring how mosaic arrangements depended on different noise parameters (Fig. 3) or different stimulus statistics (see Fig. 6). Here, we restricted input images to 7 × 7, fixed the number of ON and OFF cells at 7 each (14 total), and adopted a fixed parametric form for the receptive field. Thus, the optimization only learned receptive field center locations and a small number of receptive field shape parameters. The receptive field function was parameterized as a difference of two Gaussian curves, with a third parameter determining their relative magnitude:

\[
\kappa(r) \propto e^{-ar^2} - ce^{-br^2}, \quad a, b, c > 0. \tag{4}
\]

Optimization in this setup involves fewer parameters, as well as allowing us to use more efficient first-order optimization methods like Adam (24). To examine the dependence of mosaic arrangement on noise, a grid search was performed over combinations of input and output noise values, with input noise ($\sigma_{\text{in}}$) ranging from 0.0 to 0.75 and output noise ($\sigma_{\text{out}}$) from 0.75 to 3.0. As previously argued (21), these values lie within the physiological range for naturalistic stimuli. The optimization was run three times for every pair of noise values, and the model resulting in the highest mutual information was retained (Fig. 3). This model was also used to examine the dependence of mosaic alignment on the statistics of natural scenes (see Fig. 6). In these simulations, the input noise was held fixed while the output noise and distribution of natural images were varied to examine the interaction between these factors on the resulting mosaic arrangements.

Results

Linear–Nonlinear Efficient Coding Model of the Retina. We asked how mosaics of ON and OFF cells should be arranged to efficiently encode natural scenes. To answer this question, we trained a model of retinal processing to maximize the mutual information between a library of natural images and a set of output firing rates (Fig. 1A). The model consists of a single layer of linear–nonlinear units intended to approximate the encoding performed by RGCs (10, 11, 21, 25–27). These model cells linearly filter the input stimulus weighted by a spatial mask or “receptive field” and sum the resulting values. This number, loosely analogous to a membrane potential, is then fed through a nonlinearity to approximate rectified neural firing rates. The model also included two sources of noise: 1) a pixelwise input noise, which models stochasticity in phototransduction, and 2) an output noise, which models stochasticity in output firing rates. A key difference between the two is that the input noise is subject to the nonlinearity, and thus its effect becomes stimulus-dependent,

![Fig. 2. Spatial coordination of receptive field mosaics depends on input and output noise level. Receptive field centers for ON (orange circle) and OFF (blue x) cells under differing sets of noise parameters. (A) ($\sigma_{\text{in}} = 0.02, \sigma_{\text{out}} = 1.0$), (B) ($\sigma_{\text{in}} = 0.1, \sigma_{\text{out}} = 1.0$), (C) ($\sigma_{\text{in}} = 0.4, \sigma_{\text{out}} = 2.0$), (D) ($\sigma_{\text{in}} = 0.4, \sigma_{\text{out}} = 3.0$). The first two parameter sets result in aligned mosaics, while the latter two, at higher levels of output noise, are antialigned. Scale bar is width of one image pixel.](https://doi.org/10.1073/pnas.2105115118)
Fig. 3. Optimal mosaic configurations transition from aligned to antialigned as a function of noise. (A) As output noise increases, optimal mosaic configurations shift from aligned to antialigned, and this holds over a range of input noise values. Color indicates median nearest neighbor distance, with darker indicating more clearly aligned (see Eq. 3 and Methods). The existence of a phase boundary between the two arrangements is clear. (B) Examples of optimal mosaic arrangements for representative input and output noise combinations. Symbols denote the corresponding locations in A. Note the existence of optimal configurations between aligned and fully antialigned (hearts) for some parameter values. Scale bar is width of one image pixel.

Receptive Field Tiling Is Predicted by Efficient Coding. Following training, units in the model exhibited either ON-center or OFF-center receptive fields with strongly rectified nonlinearities (Fig. 1B and C). Each population of ON-center units and OFF-center units (referred henceforth as ON cells and OFF cells, respectively) exhibited a mosaic-like organization: their receptive fields tiled space (Fig. 1D) (21). When varying noise levels, we reliably found circular ON and OFF receptive fields with input noise between 0.00 and 0.75 and output noise between 0.75 and 3.00. Input and output noise levels outside these ranges produced irregular receptive field shapes (SI Appendix, Fig. S1), as did nonnatural distributions of images (SI Appendix, Fig. S7). Therefore, we restricted the analysis to this range of noise regimes and focused on natural image patches.

Mosaic Arrangements Depend on Input and Output Noise. We next analyzed how these optimized mosaics of ON and OFF receptive fields were spatially arranged with respect to one another. Each optimized mosaic formed a nearly hexagonal grid (Fig. 1D). Analysis of the spatial relationships between the mosaics in Fig. 1D and E revealed they were antialigned (Fig. 2D). However, as we explored the effect of changing the amounts of input and output noise on the optimization of this model, we observed other mosaic combinations that were aligned (e.g., Fig. 2D). Generally, small input and output noise values yielded aligned mosaics, while larger values produced antialigned mosaics (Fig. 2A–D). Importantly, for a fixed amount of input and output noise, multiple instances of the optimization produced consistent results, indicating that mosaic alignment and antialignment depended on the specific amount of input and output noise, and did not depend on different initializations to the optimization. Moreover, these same effects held when image patches were twice as large (SI Appendix, Fig. S8), arguing against simple edge effects. These results motivated a more thorough analysis of how the relative spatial organization between the two mosaics depended on input and output noise.

A Simplified “One-Shape” Model Captures the Noise Dependence of Mosaic Arrangements. To examine the dependence of the mosaic arrangements on noise over a range of densely sampled values we utilized a simpler “one-shape” model that trained much more quickly than the full model (see Methods). This model assumed that all receptive fields shared a common shape (a difference of concentric Gaussians), while optimizing over both the parameters of this shape and the locations of the receptive fields (see Methods). The learned kernels of this simplified model also exhibited ON and OFF receptive fields (SI Appendix, Fig. S24) and ON and OFF mosaics (SI Appendix, Fig. S2B). In addition,
the optimal radial kernel exhibited a center-surround organization (SI Appendix, Fig. S2C). To further speed training, we also reduced the number of units in the model to seven ON and seven OFF cells (their polarities were fixed during the optimization). These simplifications allowed us to rapidly judge if the optimization preferred alignment or antialignment (Fig. 3). To ensure these simplifications did not strongly bias the results, we compared the mosaic arrangements for particular input and output noise combinations across the one-shape model and the full model. In all cases examined, the two models produced matching aligned or antialigned results (SI Appendix, Fig. S3). Thus, the one-shape model is a useful proxy for larger-scale and more general optimizations and could be used to rapidly and reliably determine if mosaics were aligned or antialigned for a given set of noise parameters.

Mosaics Exhibit a Phase Change as a Function of Input and Output Noise. To determine the optimal arrangement of ON and OFF mosaics for different amounts of input and output noise, we performed a grid search over input and output noise values using the one-shape model. We ran the model with input noise ranging from 0.00 to 0.75 in steps of 0.05 and output noise from 0.75 to 3.00 in steps of 0.10. Optimizing the location of seven receptive field centers in a circular space nearly always resulted in a single kernel in the center surrounded by the remaining six kernels at the vertices of a hexagon (see Fig. 3). When the output noise level was low, ON and OFF receptive field mosaics were aligned as in the first row of Fig. 3B and resulted in near-zero median nearest-neighbor distances (dark purple colored area in Fig. 3d), whereas ON and OFF mosaics were antialigned under higher output noise levels as in the last row of Fig. 3B, resulting in larger median nearest-neighbor distances (lighter colored area in Fig. 3d). In particular, this analysis reveals an abrupt transition between mosaic alignment and antialignment (Fig. 3d). Thus, our model optimization indicates the solution to the sensor alignment problem depends on noise present in the encoding process. Below, we build an analytical model for understanding this result.

Retinal Phase Transitions from an Analytic Model of Efficient Coding. To understand the factors that give rise to the phase transition between aligned and antialigned mosaics, we developed a simplified one-dimensional analytic model in which ON and OFF grids have identical nonlinearities, fixed kernels, fixed spacing, and are only allowed to shift relative to one another (SI Appendix, Supporting Information Text). Moreover, we assume that images are drawn from a Gaussian distribution with a 1/Hz frequency spectrum that is the one-dimensional equivalent of the two-dimensional scale-free distribution of natural images (14, 28), though other frequency distributions produced the same effect (SI Appendix, Fig. S9). We verified via simulation that, even with all of these restrictions, the phase transition occurs just as in the less constrained models in both one and two dimensions, suggesting that the remaining free parameters—gain, threshold, and mosaic alignment—are sufficient to account for the phase transition (SI Appendix, Figs. S5 and S6).

To gain additional insight into the origins of the transition, we analyzed the behavior of this model in the more analytically tractable limit of near-independent neurons. The starting point for this analysis is a recognition that the conditional entropy between stimulus and neural response can be conveniently written as a sum of single-neuron terms and higher-order corrections:

$$T(X; R) = H(X) − H(X|R)$$

$$= \text{const} + 2N\xi_1 - N(N-1)h_2 - N^2 h_2' + \cdots.$$  \[5\]

Here, \(H(X)\) is the (constant) entropy of the stimulus, \(2N\) is the number of ON + OFF cells, \(\xi_1\) is the contribution of each neuron individually, and \(h_2\) and \(h_2'\) are correction terms due to nonindependence (and thus redundancy) of ON–OFF–OFF (same polarity) and ON–OFF (opposite polarity) cells, respectively (SI Appendix, Supporting Information Text, section B). Importantly, these corrections are always negative and vanish for widely separated cells. For our analysis, we focus only on these leading order terms, corresponding to an assumption of approximately independent neurons with small pairwise interactions. While this assumption is violated for natural images, which possess long-range correlations and induce triplet and higher-order interactions, our analytical results are nonetheless matched by simulations in the full model, suggesting that intuitions gleaned from this approximation are sufficient to explain the transition between alignment and antialignment. In the following two sections we show 1) that noise and image statistics set the optimal neuron response thresholds and 2) that these thresholds control the amount of redundancy in the population responses, thereby dictating whether mosaic alignment or antialignment is the preferred state.

Output Noise and Image Outliers Drive Increases in Optimal Neuron Response Thresholds. First, we considered optimizing only the \(\xi_1\) term above, which captures the contribution of each neuron individually to encoding stimulus information. In particular, we focused on the influence of input and output noise and the distribution of natural images on the output nonlinearities of the neurons (we focused on output noise because the transition depended much more on output than input noise; see Fig. 3d):

$$\xi_1 = p_1 \log \left(1 + \frac{g_0}{\sigma^2_{in} + \sigma^2_{out} + \gamma^2}ight),$$  \[6\]

where \(g_0\) is a constant that depends on the image distribution and the receptive field shape, \(p_1\) is the probability that the neuron is active, \(\gamma\) is the neuron’s gain, and these latter two are related through the constraint that the average response of the neuron is 1 (SI Appendix, Eq. 11). As the output noise of neurons increases, maximizing \(\xi_1\) dictates that neurons should respond by increasing their firing threshold (Fig. 4d). This allows the neurons to reserve spikes for stimuli with high signal-to-noise ratios (SNRs) (29). Thus, units respond less often but do so with higher gain when active, thereby mitigating the impact of noise. In addition, the optimal firing threshold depends on the nature of the image distribution. For neuron activation distributions with more outliers, thresholds increase as the tail of the distribution becomes heavier (Fig. 4B). Intuitively, this is because heavier-tailed distributions require higher thresholds to maintain the same overall response probability. Finally, it can be shown that decreasing the input noise has the effect of increasing the effective threshold (SI Appendix, Supporting Information Text and Eq. 12). Thus, the optimal spiking threshold is determined both by the input and output noise and the distribution of natural scenes (schematized in Fig. 4c) (8).

Mosaic Antialignment Achieves Redundancy Reduction at High Neuron Thresholds. Next, we considered the effect of ON–OFF pair corrections to Eq. 5. These terms, represented by \(-N^2h_2\) above, capture the effects of redundancy in ON–OFF encoding: They are always negative and are the only contributions to mutual information that change as a function of alignment. Thus, while the overall trend is that mutual information decreases with increasing threshold, mosaic configurations may be more or less efficient for information...
transmission as they limit the impact of these terms. More specifically,

$$h_{z'} = -\frac{1}{N^2} \sum_{i,j} p_2(d_{ij}) \log R(d_{ij}) \geq 0,$$

where $d_{ij}$ is the distance between ON cell $i$ and OFF cell $j$, $p_2$ is the probability that the pair is coactive, and $0 < R < 1$ is a function that is approximately independent of both output noise and neuron nonlinearity (SI Appendix, Supporting Information Text, section B). This correction term is small for large separations, large around the intramosaic spacing, and almost zero in a region around zero intercell distance (Fig. 5A). Importantly, the width of this “independence zone” around zero intercell distance widens as output noise grows larger. This is explained by the fact that as output noise increases so does the threshold (Fig. 4A), and at large threshold values nearby opposite polarity pairs are almost never coactive (SI Appendix, Supporting Information Text, section B).

This analysis gives rise to the following account of the phase transition: At low levels of output noise or light-tailed distributions of neuron activations, neuronal thresholds are low, and only aligned receptive fields avoid the large contributions of neuron activations, neuronal thresholds are low, and transition: At low levels of output noise or light-tailed distributions with varying degrees of freedom, the optimal threshold again increases. (C) Schematic illustrating the effects of increased noise or outliers. With increased output noise, neurons’ SNR (black line, Upper Right) decreases, and efficient coding predicts that units should increase threshold and gain to reduce low SNR responses (peach). Similarly, when preactivations are heavy-tailed (Lower Right), efficient coding predicts that thresholds should increase and gains slightly decrease (SI Appendix, Fig. S11), since more mass is contained in outliers. Thus, both output noise and heavy tails lead to higher thresholds.

Outliers in Natural Image Statistics Modify the Transition from Aligned to Antialigned Mosaics. The analysis above identifies output noise and image (stimulus) outliers as driving optimal encoding strategies toward higher neural response thresholds, which we claim is the key factor mediating the phase transition from aligned to antialigned mosaics. However, this analysis makes numerous simplifying assumptions, including a restriction to one dimension. Thus, we sought to test whether these predictions generalized to a less-restricted two-dimensional model in which image statistics were manipulated.

First, we identified image patches that generated the highest and the lowest firing rates in our fitted model (SI Appendix, Fig. S4). We identified these images using the firing rates under the two noise regimes, one that produced aligned and one that produced antialigned mosaics (Fig. 2B and C and cf. Fig. 3B, second row), suggesting a second-order Landau–Ginzburg phase transition (30).

We next tested what impact these outlier images exert on the phase transition between aligned and antialigned mosaics. We reran the “one-shape” model (e.g., Fig. 3A) but with the altered
The optimal mosaic shift as a function of output noise. For the mosaic is shifted by 0.5, i.e., when antialigned. (C) The optimal mosaic shift as a function of output noise. For $\sigma_{out} = 1.7$, $\sigma_{out} = 2$, the optimal mosaic shift lies between 0 (alignment) and 0.5 (antialignment), resembling the arrangements we obtained in the middle row of Fig. 3B. (D) Schematic of optimal two-dimensional mosaics in a low-noise regime. The gray circle indicates the area within which an OFF cell can be located with zero pairwise correction to mutual information. (E) Schematic of optimal two-dimensional mosaics in a high-noise regime. Here, the gray area has grown (as in A), allowing three neighbors of the opposite polarity to fit inside without loss in mutual information.

Fig. 5. Pairwise mutual information corrections explain the phase transition between alignment and antialignment. (A) Normalized pairwise information correction ($-Nh_{ij}/p_{ij}^2$) for pairs of ON and OFF neurons as a function of mosaic shift. One unit is the spacing between nearest-neighbor receptive field centers of the same polarity. With low output noise, an aligned position (i.e., no shift) is the only placement to avoid a large negative information correction, while with higher output noise an ON-OFF pair can still have a finite shift within the gray area without incurring any penalty. (B) The total normalized pairwise information correction as a function of mosaic shift, assuming equispaced ON and OFF receptive field centers filling the one-dimensional space. With low output noise, any mosaic shift lowers mutual information, while with high output noise the pairwise mutual information becomes less negative when the mosaic is shifted by 0.5, i.e., when antialigned. (C) The optimal mosaic shift as a function of output noise. For $\sigma_{out} = 1.7$, $\sigma_{out} = 2$, the optimal mosaic shift lies between 0 (alignment) and 0.5 (antialignment), resembling the arrangements we obtained in the middle row of Fig. 3B. (D) Schematic of optimal two-dimensional mosaics in a low-noise regime. The gray circle indicates the area within which an OFF cell can be located with zero pairwise correction to mutual information. (E) Schematic of optimal two-dimensional mosaics in a high-noise regime. Here, the gray area has grown (as in A), allowing three neighbors of the opposite polarity to fit inside without loss in mutual information.

image sets that either reduced or increased the frequency of outlier images. From the distribution of all of the 18,587,848 possible image patches in the dataset (Fig. 6A) we considered a two-dimensional space composed of the z scores of the patch mean and SD values, and we drew the unit circle in this two-dimensional space. Within this space, we considered regions within one to three SDs from the mean of the average pixel intensity (per image) and from the mean of the variance over pixel intensities (per image). We then trained the one-shape model (see Fig. 3) on only the patches within each boundary (Fig. 6B). As predicted, we found that the transition between aligned and antialigned mosaics occurred at lower noise levels as more outlier images were included in the training set and occurred at higher noise levels when these outlier images were removed. Furthermore, these changes were mediated by an increase in activation threshold as outliers grew more prevalent (Fig. 6C). Thus, we were able to reproduce the effects of outlier images on the phase transition between aligned and antialigned mosaics.

Discussion
Efficient coding theory provides a basis for understanding many features of early sensory processing. This includes the structure of individual receptive fields, how receptive fields adapt, and their mosaic-like arrangement to uniformly tile space (7, 11, 15, 21, 22). We have extended this framework to investigate how the receptive fields of distinct cell types should be spatially arranged, given sensory noise and the statistics of natural stimuli. We term this the “sensor alignment problem.” Below, we summarize the features and properties of the model that produce center-surround receptive fields, mosaics, and mosaic coordination.

Center-Surround Receptive Fields. The convergence of the filters to center-surround receptive fields was robust over a range of input and output noise values (SI Appendix, Fig. S1). However, perhaps surprisingly, convergence to center-surround filters required the higher-order correlations present in natural scenes: Training on Gaussian images with the same covariance as the natural scenes did not yield center-surround filters (SI Appendix, Fig. S7).

Mosaics. In all cases where the model produced center-surround receptive fields, it likewise produced ON and OFF cells and mosaics (see above). Moreover, when center-surround receptive fields were enforced by parameterizing filters as a difference of Gaussians, mosaics always resulted (SI Appendix, Figs. S2, S3, S5, and S9) even without higher-order or even long-range correlations (SI Appendix, Fig. S9).

Mosaic Coordination. The phase transition between aligned and antialigned mosaics occurred under a wide range of conditions, including natural and synthetic image sets. Gaussian-distributed images were sufficient to drive the phase transition between the aligned and antialigned states (SI Appendix, Fig. S5B). Indeed, this remained true even for images with only short-range
correlations (SI Appendix, Fig. S9), albeit only at extremely high levels of noise.

From these relationships we can sketch the following qualitative account of the phase transition between aligned and antialigned mosaics: Given center-surround receptive fields, efficient coding argues that neurons should maximize information transmission by both distributing receptive fields to encode as much unique information as possible and reducing redundancy, which occurs when nearby cells are coactive to the same stimulus. The first intuition leads to the formation of mosaics, while the second leads, at low noise levels, to mosaic alignment. This is because optimal neuron response thresholds in the low-noise regime are lower (Fig. 4A), so nearby ON and OFF cells are likely to be coactive unless they are aligned, and this redundancy cost outweighs the benefits of encoding slightly different locations in the visual field (Fig. 5D).

However, in the high-noise or heavy-tailed neural response regimes, optimal encoding requires that individual neurons raise their response thresholds (Fig. 4A). This results in the decorrelation of nearby cells (31), creating an “independence zone” around each cell that grows with noise (Fig. 5A and E). Receptive fields located within this distance of one another are nearly independent in their responses, allowing for nearby cells to sample distinct spatial locations without reducing encoded information through redundancy (Fig. 5A). The optimal configuration in this regime then becomes mosaic antialignment across a wide variety of conditions (Fig. 6 and SI Appendix, Fig. S9).

In previous work we have shown that real retinal mosaics of ON and OFF cells that encode similar visual features are antialigned (20). Here, we have shown that the optimal solution to the sensor alignment problem depends on both system noise and stimulus statistics. Thus, the antialignment of retinal mosaics suggests that retinal processing is optimized for low signal-to-noise conditions such as detecting dim or low-contrast stimuli (32, 33). In natural environments, the retina is probably faced with both high and low SNR conditions. When SNR is high, suboptimal processing that squanders some signal probably has little impact on sensory encoding because signal is plentiful. However, when SNR is low, the signal is precious and optimal processing is required to spare the signal from noise. This raises the question: How much does antialignment improve encoding under low SNR conditions? We previously found a \( \approx 4\% \) increase in mutual information for antialigned mosaics over aligned mosaics (20). While small, it is worth noting that the presence of a surround—a feature that is thought to be very important for optimal encoding of natural scenes—only improves encoding by \( \approx 20\% \). Thus antialignment of mosaics is roughly \( 20\% \) as important as center-surround receptive field structure.

This study connects to several other strands of work on efficient coding in the retina. As noted above, efficient coding as redundancy reduction subject to signaling costs gave theoretical weight to the idea of center-surround receptive fields as whitening filters for visual stimuli (7, 14, 15, 29, 34) that are matched to the statistics of natural scenes. However, as later work has made clear, nonlinearities, particularly response thresholds, are perhaps even more important in optimizing retinal codes (8, 31, 35). In addition, noise in both sensory transduction (inputs) and...
neural outputs affects coding efficiency (14, 15, 36). This work, by placing all of these factors in an optimization-based framework (21), allows for investigating the relative importance of each factor in determining the optimal spatial layout of receptive fields. Importantly, this approach relies only on information maximization arguments, and the optimization does not rely on fitting data from electrophysiological recordings, as required by recent deep-learning models of retinal coding (37, 38).

By focusing on the factors that govern the transition between aligned and antialigned mosaics from an optimal encoding standpoint, we have necessarily ignored several real biological complexities. First and foremost, the retina contains roughly 40 distinct RGC types. Our current efficient coding model only generates two types of units that encode similar visual features, but with opposite polarity, and thus we are not yet able to determine whether RGC types that encode distinct visual features should be independent or coordinated. However, a limited inspection of the mosaic relationships across RGC types that encode distinct visual features suggested that the measured receptive field mosaics were statistically independent (20). Developing an efficient coding model that is optimized to encode natural movies may yield a greater diversity of cell types (38). Many RGC types that encode particular space–time features such as direction of motion or “looming” detectors also form mosaics (39). Whether these detector grids are coordinated or should be coordinated remains an open question. Moreover, our analysis does not consider constraints on development that result in irregular mosaics, which have been shown to require local changes in receptive field shape for optimal encoding (40). Nonetheless, during the optimization process we observe such local changes as receptive fields push against one another during mosaic formation (Movies S1 and S2). Finally, our results motivate understanding the implications of efficient coding theory to other sensory systems such as touch receptors on the skin: Might they be spatially coordinated for the efficient coding of touch (41)? More generally, these observations demonstrate that efficient coding theory can make predictions about emergent properties present in the organization of the nervous system, such as how large populations composed of multiple cell types should be arranged to optimally encode the natural environment.
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