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Abstract—We study a trajectory tracking problem for a multi-rotor in the presence of modeling error and external disturbances. The desired trajectory is unknown and generated from a reference system with unknown or partially known dynamics. We assume that only position and orientation measurements for the multi-rotor and position measurements for the reference system can be accessed. We adopt an extended high-gain observer (EHGO) estimation framework to estimate the feed-forward term required for trajectory tracking, the multi-rotor states, as well as modeling error and external disturbances. We design an output feedback controller for trajectory tracking that comprises a feedback linearizing controller and the EHGO. We rigorously analyze the proposed controller and establish its stability properties. Finally, we numerically illustrate our theoretical results using the example of a multi-rotor landing on a ground vehicle.

I. INTRODUCTION

We envision a future in which aerial vehicles provide services such as parcel delivery, remote monitoring, and maintenance. In such scenarios, a ground-based vehicle may provide charging services for multi-rotors or act as a staging area for storing parcels. In these cases, the multi-rotors will be required to make multiple landings on the ground vehicle, which need not be stationary.

One of the principle challenges in achieving a landing on a moving vehicle is the generation of a trajectory. The multi-rotor and ground vehicle may be operated by different service-providers, which may prohibit communication between the vehicles due to security reasons, or if the two have incompatible communication equipment. In this case, the trajectory of the ground vehicle will need to be inferred by the multi-rotor.

The multi-rotor may only be able to measure the position of the ground vehicle in real-time. However, to achieve efficient control performance, higher-order derivatives of the trajectory are required. Furthermore, the modeling error and external disturbances—such as wind gusts, the ground effect, aerodynamic drag, parcel size and weight, or items shifting inside a parcel—may also deteriorate the multi-rotor’s tracking performance resulting in a poor landing. In this work, we study this problem and design an output feedback controller that addresses these challenges.

From control design to path planning and disturbance rejection, much work has been devoted to studying multi-rotor UAV control design; see [1] [2] for a survey. The problem of autonomous landing of a multi-rotor on a mobile platform has also received some attention [3] [4]. Many control methodologies have been applied to landing on a mobile platform, including model predictive control [5] [6], PI control [7–9], and feedback linearizing control [10].

State estimators such as a Kalman filter have been used to estimate the dynamic state of the mobile platform [9] [11] under the assumptions that the dynamic model of the mobile platform is known and it travels with unknown constant velocity. Through our EHGO design, these assumptions are relaxed, requiring no information about the mobile platform’s dynamics or input. An alternative approach to estimate the state of the mobile platform uses optical flow data [2] [8], or visual cue data [12] in which a dynamic model of the mobile platform is not required. In these cases the relative velocity is estimated through the optical flow algorithms and is minimized in the control to ensure tracking.

Many of the approaches in the literature either do not consider modeling error and external disturbances, or consider them to be constant or slowly time-varying [7] [8]. In contrast, our approach only requires that the disturbance be bounded and continuously differentiable.

In this paper, we study a trajectory tracking problem for a multi-rotor in the presence of modeling error and external disturbances. The desired trajectory is unknown and generated from a reference system with unknown or partially known dynamics. We assume that only position and orientation measurements for the multi-rotor and position measurements for the reference system can be accessed. We design an output feedback controller that robustly tracks such unknown desired trajectories. The contributions of this work are as follows:

- We design and rigorously analyze an EHGO to estimate modeling error and external disturbances, feed-forward control for trajectory tracking, and multi-rotor states for output feedback control.
- We design and analyze a robust feedback linearizing controller that mitigates modeling errors and...
external disturbances using their estimates.

- We rigorously characterize the stability of the overall output feedback system.
- We illustrate the effectiveness of our output feedback controller through simulation using the example of a multi-rotor landing on a mobile platform.

The remainder of the paper is organized as follows. The system dynamics and control are introduced in Section II and III respectively. The controller is analyzed in Section IV, and is validated through simulation in Section V. Conclusions are presented in Section VI.

II. SYSTEM DYNAMICS

A multi-rotor UAV is an underactuated mechanical system. While there can be $n \in \{4, 6, 8, \ldots\}$ rotors, only four degrees of freedom can be controlled in the classic configuration where all rotors are co-planar. To handle the underactuation, as discussed below, the rotational dynamics are controlled to create a virtual control input for the translational dynamics.

A. Rotational Dynamics

The rotational dynamics of the multi-rotor are \[ \tau = J\Omega + \Omega \times J\Omega, \] (1)
where $J \in \mathbb{R}^{3 \times 3}$ is the inertia matrix, $\tau \in \mathbb{R}^3$ is the torque applied to the multi-rotor and $\Omega \in \mathbb{R}^3$ is the angular velocity, each expressed in the body-fixed frame.

Consider the orientation of the multi-rotor expressed in terms on Euler angles $\theta = [\phi \ \theta \ \psi]^T \in (-\frac{\pi}{2}, \frac{\pi}{2})^3 \times (-\pi, \pi)$. The angular velocity $\Omega$ is related to the Euler angle rates $\dot{\theta} = [\dot{\phi} \ \dot{\theta} \ \dot{\psi}]^T \in \mathbb{R}^3$ in the inertial frame as:

\[
\begin{bmatrix}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{bmatrix} = \Psi \Omega,
\]
where $\Psi$ is:

\[
\Psi = \begin{pmatrix}
1 & s_\phi t_\psi & c_\phi t_\psi \\
0 & c_\theta & -s_\theta \\
0 & s_\phi/c_\theta & c_\phi/c_\theta
\end{pmatrix},
\]

and $\Omega = \Psi^{-1} \dot{\theta}$.

where $c(\cdot), s(\cdot), t(\cdot)$ denote $\cos(\cdot), \sin(\cdot), \tan(\cdot)$, respectively. The rotational dynamics can be equivalently written in terms of Euler angles:

\[
\begin{align*}
\dot{\theta}_1 &= \theta_2, \\
\dot{\theta}_2 &= \Psi^T \Omega = -\Psi J^{-1} (\Psi^{-1} \theta_2 \times J \Psi^{-1} \theta_2) + \Psi J^{-1} \tau + \sigma_\xi,
\end{align*}
\] (2)

where $\sigma_\xi \in \mathbb{R}^3$ is an added term to represent the lumped residual and satisfies Assumption 7.

Assumption 1 (Properties of Disturbances): For a control system with state $x \in \mathbb{R}^n$, expressed in lower triangular form, such as $2$, any disturbance term is assumed to enter only $x_n$ dynamics. The disturbance term is also assumed to be continuously differentiable and its partial derivatives with respect to states are bounded on compact sets of those states for all $t \geq 0$.

Let $\theta = [\phi \ \theta \ \psi]^T \in (-\frac{\pi}{2}, \frac{\pi}{2})^3 \times (-\pi, \pi)$ be the rotational reference signal. Define rotational tracking variables

\[
\begin{align*}
\xi_1 &= \theta_1 - \theta, \\
\xi_2 &= \dot{\theta}_1 - \dot{\theta}, \\
\xi &= \begin{bmatrix} \xi_1^T \\ \xi_2^T \end{bmatrix}^T.
\end{align*}
\]

Then, the rotational dynamics can be written in terms of tracking error

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= f(\xi, \theta_1, \dot{\theta}) + G(\theta_1) \tau + \sigma_\xi - \dot{\theta},
\end{align*}
\] (3)

where

\[
\begin{align*}
f(\xi, \theta_1, \dot{\theta}) &= \Psi \Psi^{-1} (\xi_2 + \dot{\theta}) \\
&= -\Psi J^{-1} (\Psi^{-1} (\xi_2 + \dot{\theta}) \times J \Psi^{-1} (\xi_2 + \dot{\theta})),
\end{align*}
\]

\[
G(\theta_1) = \Psi J^{-1}.
\]

Suppose that only $\dot{\theta}$, an estimate of $\dot{\theta}$, is known. Then (3) can be rewritten as

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= f(\xi, \theta_1, \dot{\theta}) + G(\theta_1) \tau + \sigma_\xi,
\end{align*}
\] (4)

where $\sigma_\xi = \sigma_{\theta} - \dot{\theta} + [f(\xi, \theta_1, \dot{\theta}) - f(\xi, \theta_1, \dot{\theta})]$, which also satisfies Assumption 7 based on the properties of $f$ and by assuming the reference trajectory is continuously differentiable.

B. Translational Dynamics

The translational dynamics of the multi-rotor are \[ \hat{p}_1 = p_2, \]
\[
\hat{p}_2 = - \frac{u_f}{m} R_3(\theta_1) - g e_z + \sigma_p.
\] (5)

Here, $p_1 = [x \ y \ z]^T \in \mathbb{R}^3$ is the position of the center of mass of the aerial platform in the inertial frame, $u_f = \sum_{i=1}^{n} f_i \in \mathbb{R}$ is the cumulative thrust force, $f_i \in \mathbb{R}$ is the force generated by the $i$-th rotor, $m \in \mathbb{R}$ is the mass of the aerial platform, $g$ is the gravitational constant, $e_z = [0 \ 0 \ 1]^T$, and $\sigma_p \in \mathbb{R}^3$ is the lumped translational disturbance term which satisfies Assumption 7 and $R_3(\theta_1) \in \mathbb{R}^3$ is

\[
R_3(\theta_1) = \begin{pmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Let $p_\tau = [x_r \ y_r \ z_r]^T \in \mathbb{R}^3$ be the translational reference signal. Define translational error variables

\[
\rho_1 = p_1 - p_\tau, \quad \rho_2 = \dot{\rho}_1 = p_2 - \dot{p}_\tau, \quad \rho = [\rho_1^T \ \rho_2^T]^T.
\]

Then, the translational dynamics can be written in terms of tracking error as

\[
\begin{align*}
\dot{\rho}_1 &= \rho_2, \\
\dot{\rho}_2 &= - \frac{u_f}{m} R_3(\theta_1) + g e_z + \sigma_p - \ddot{p}_\tau.
\end{align*}
\] (6)
C. Reference System Dynamics

We assume that the reference trajectory that the multi-rotor UAV will track is generated by the system

\[
\begin{align*}
\dot{x}_{c1} &= x_{c2}, \\
\dot{x}_{c2} &= f_c(x_c, u_c),
\end{align*}
\]

(7)

where \(x_{c1} = [x_c^T, \dot{x}_c^T]^T \in \mathbb{R}^3\) is the position of the reference system, \(x_c = [x_{c1}^T, x_{c2}^T]^T\) is the system state, \(u_c\) is the unknown system input, and \(f_c(x_c, u_c)\) is some unknown function. We take system input \(u_c = g_c(t, x_c)\) and let \(\dot{f}_c(t, x_c) = f_c(x_c, u_c)\). We assume that \(\frac{\partial f_c(t, x_c)}{\partial x_c} \dot{x}_c\) satisfies Assumption [4].

III. Control Design

In this section, we first design a trajectory tracking feedback linearizing controller for the rotational system and subsequently use the rotational trajectory to design a trajectory tracking controller for the translational system.

A. Rotational Control

The rotational control feedback linearizes the rotational tracking error dynamics \(\bar{r}\) as follows

\[
\tau_d = G^{-1}(\theta_1)(f_r - f(\xi, \theta_1, \dot{\theta}_r)),
\]

(8)

where \(f_r = -\beta_1 \xi_1 - \beta_2 \xi_2 - \xi_3\), and \(\beta_1, \beta_2 \in \mathbb{R}^+\) are constant gains. This results in the following closed-loop rotational tracking error system

\[
\begin{align*}
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= -\beta_1 \xi_1 - \beta_2 \xi_2.
\end{align*}
\]

(9)

B. Translational Control

The translational control uses the total thrust, \(u_f\), as the direct control input and the desired roll and pitch trajectories, \(\phi_0\) and \(\theta_0\), as virtual control inputs. The translational control will be designed in view of the potential tracking errors in roll and pitch trajectories, leading to the following modification of the translational error dynamics \(\bar{c}\)

\[
\begin{align*}
\dot{\rho}_1 &= \rho_2, \\
\dot{\rho}_2 &= -\frac{u_f}{m} R_3(\theta_0 + \xi_1) + g e_z + \sigma_\rho - \bar{p}_r.
\end{align*}
\]

(10)

The translational subsystem dynamics can be redefined in terms of the nominal translational model with the addition of an error term as follows

\[
\begin{align*}
\dot{\rho}_1 &= \rho_2, \\
\dot{\rho}_2 &= -\frac{u_f}{m} R_3(\theta_0 + \xi_1) + g e_z + \sigma_\rho - \bar{p}_r + e_\theta(t, \xi_1),
\end{align*}
\]

(11)

where

\[
e_\theta(t, \xi_1) = -\frac{u_f}{m} (R_3(\theta_0 + \xi_1) - R_3(\theta_0)).
\]

In the case of perfect rotational tracking, i.e., \(e_\theta(t, \xi_1) = 0\), the system \((11)\) can be feedback linearized in the following manner

\[
\begin{align*}
\phi_r &= \tan^{-1}\left(\frac{-f_x}{\sqrt{f_x^2 + (f_z - g)^2}}\right), \\
\psi_r &= 0,
\end{align*}
\]

(12)

\[
\begin{align*}
\theta_r &= \tan^{-1}\left(\frac{f_x}{f_z - g}\right), \\
\vartheta_d &= -\frac{m(f_z - g)}{c_{\phi_r} c_{\theta_r}},
\end{align*}
\]

(13)

for constants \(\gamma_1, \gamma_2 \in \mathbb{R}^+\). This leads to the following closed-loop translational subsystem with the inclusion of tracking error from the rotational subsystem

\[
\begin{align*}
\dot{\rho}_1 &= \rho_2, \\
\dot{\rho}_2 &= -\gamma_1 \rho_1 - \gamma_2 \rho_2 + e_\theta(t, \xi_1).
\end{align*}
\]

(14)

Note that the controller \((8)\) requires the estimate \(\dot{\theta}_r\), however, only \(\theta_0\) is given by the translational controller. The derivative of the reference trajectory \(\dot{\theta}_0\) can be computed analytically from the translational controller as

\[
\begin{align*}
\dot{\phi}_r &= \frac{f_x \left(\dot{f}_x f_x + \dot{f}_z (f_z - g)\right) - \dot{f}_z (f_z + f_z^2 + (f_z - g)^2)}{(f_x^2 + (f_z - g)^2)^{1/2} (f_x^2 + f_z^2 + (f_z - g)^2)}, \\
\dot{\theta}_r &= \frac{\dot{f}_x (f_z - g) - f_x \dot{f}_z}{f_x^2 + (f_z - g)^2}, \\
\dot{\psi}_r &= 0,
\end{align*}
\]

where \(\dot{f}_r = \left[\dot{f}_x, \dot{f}_y, \dot{f}_z\right]^T\) and

\[
\begin{align*}
\dot{f}_r &= -\gamma_1 \rho_1 - \gamma_2 \rho_2 \left[\frac{u_f R_3(\theta_0) + g e_z + \sigma_\rho - \bar{p}_r}{m}\right] \\
&\quad - \sigma_\rho + \bar{p}_r^{(3)}.
\end{align*}
\]

(15)

Our estimate \(\dot{\theta}_r\) is obtained by setting \(\bar{p}_r = 0\) in the expression for \(\dot{\theta}_r\). While the substitution \((15)\) requires the third order derivative of the translational reference, it is shown in the EHGO design that the translational reference must be fifth order differentiable.

C. Extended High-Gain Observer Design

A multi-input multi-output EHGO is designed similar to \([14, 15]\) to estimate higher-order states of the error dynamics \(\bar{r}\) and \(\bar{c}\), uncertainties arising from modeling error and external disturbances, as well as the reference trajectory based on the reference system dynamics \((7)\). It is shown in \([16]\) that it is necessary to include actuator dynamics in the multi-rotor model for EHGO design. The actuator dynamics reside in the same time-scale as the EHGO, and therefore can not be ignored in the EHGO dynamics.
The actuators used on multi-rotor UAVs are Brushless DC (BLDC) motors, which require electronic speed controllers. These controllers introduce dynamic delays \cite{17} of the following form

\[ \tau_m \dot{\omega} = (\omega_{\text{des}} - \omega), \]

(16)

where \( \tau_m \in \mathbb{R} \) is the time constant of the actuator system, \( \omega \in \mathbb{R}^n \) is a vector of angular rates of the rotors and \( \omega_{\text{des}} \in \mathbb{R}^n \) is a vector of rotor angular rate control inputs. Since the feedback of the rotor angular rate is not available, it can be simulated by the following system

\[ \tau_m \dot{\omega} = (\omega_{\text{des}} - \dot{\omega}), \]

(17)

where \( \dot{\omega} \in \mathbb{R}^n \) is a vector of simulated rotor angular rates. The dynamics take total thrust force, \( u_f \), and body-fixed torques, \( \tau \), as inputs. The thrust and torques are generated by applying different forces with each actuator, which is a function of the rotor angular rate

\[ \ddot{f}_i = bu_r^2, \quad \text{for } i = \{1, \ldots, n\}, \]

(18)

where \( b \in \mathbb{R} \) is a constant relating angular rate to force and \( \omega_i \in \mathbb{R} \) is the \( i \)-th rotor angular rate. These individual actuator forces are then mapped through a matrix, \( M \in \mathbb{R}^{4 \times n} \), based on the geometry of the multi-rotor aerial platform, allowing the squared rotor angular rates to be taken as the control input to the model

\[ \left[ \begin{array}{c} u_f \\ \tau \end{array} \right] = \left[ \begin{array}{c} bM \omega_s \\ \omega_s = [\omega_1^2 \ldots \omega_n^2]^\top \end{array} \right]. \]

(19)

The inverse operation is used to generate the desired rotor speeds \( \omega_{\text{des}} \) from the feedback linearizing control signals \( u_f \) and \( \tau \). For \( n > 4 \), the inverse of \( \left[ \begin{array}{c} u_f \\ \tau \end{array} \right] \) is an over-determined system which admits infinitely many solutions. In this case, we focus on the minimum energy solution, in which the pseudo-inverse of \( M \) is used.

The dynamics \cite{2}, \cite{5}, and \cite{7} can be combined into one set of equations for the observer where the state space will be extended to estimate disturbance terms. Since the third derivative of the reference trajectory is required, the reference system’s dynamics will be extended to include the third derivative of its position.

\[
\begin{align*}
\dot{p}_1 &= p_2, \\
\dot{p}_2 &= -\frac{u_f}{m}R_3(\theta_1) + ge_z + \sigma_\rho - \ddot{p}_r, \\
\dot{\sigma}_\rho &= \varphi_\rho(t, \rho), \\
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= f(\xi, \theta_1, \ddot{\theta}_r) + g(\theta_1)\tau + \xi_\varepsilon, \\
\dot{\xi}_\varepsilon &= \varphi_\xi(t, \xi), \\
\dot{x}_{c1} &= x_{c2}, \\
\dot{x}_{c2} &= x_{c1}, \\
\dot{x}_{c3} &= \sigma_{xc}, \\
\dot{\sigma}_{xc} &= \varphi_{xc}(t, x_c),
\end{align*}
\]

where \( \sigma_{xc} = \frac{\partial f(\theta_1, x_c)}{\partial x} \dot{x}_c \). Since the reference system dynamics may not be known, they have been replaced by the disturbance term in their entirety. The estimated reference system states will be taken as the reference trajectory.

We now define the state vectors

\[
\begin{align*}
q &= [\rho_1^\top \rho_2^\top \xi_1^\top \xi_2^\top]^\top, \\
\chi_1 &= [\rho_1^\top \rho_2^\top \sigma_\rho^\top]^\top, \\
\chi_2 &= [\xi_1^\top \xi_2^\top \varepsilon_\rho^\top]^\top, \\
x_\varepsilon &= [x_{c1} x_{c2} x_{c3} \sigma_{xc} \sigma_{xc}]^\top, \\
x &= [\chi_1^\top x_{c1}^\top x_{c2}^\top x_{c3}^\top]^\top.
\end{align*}
\]

Define \( \varphi(t, q, x_\varepsilon) = [\varphi_\rho(t, \rho) \varphi_\xi(t, \xi) \varphi_{xc}(t, x_\varepsilon)]^\top \) which is a vector of unknown functions describing the disturbance. It is assumed \( \varphi(t, q, x_\varepsilon) \) is continuous and bounded on any compact set in \( q \) and \( x_\varepsilon \). Note that the second order derivative of the reference trajectory, \( \ddot{\theta}_r \), is lumped into the disturbance \( \xi_\varepsilon \). Since the disturbance term must satisfy Assumption \cite{7} \( \dot{\theta}_r \) must be differentiable, therefore requiring the translational reference signal to be fifth order differentiable. The observer system with extended states can be written compactly as

\[
\begin{align*}
\dot{x} &= A\hat{x} + B \begin{bmatrix} \ddot{f}(\hat{x}, \theta_1, \ddot{\theta}_r) + \hat{G}(\theta_1)\dot{\omega}_s \end{bmatrix} + H\hat{x}_e, \\
\dot{\hat{x}}_e &= C(x - \hat{x}).
\end{align*}
\]

where

\[
\begin{align*}
A &= \text{diag}(A_1), \\
B &= \text{diag}(B_1), \\
C &= \text{diag}(C_1), \\
H &= \text{diag}(H_1), \\
A_1 &= \begin{bmatrix} 0_1 & 0_1 & 0_1 \\ 0_1 & 0_1 & 0_1 \\ 0_1 & 0_1 & 0_1 \end{bmatrix}, \\
B_1 &= \begin{bmatrix} 0_1 \\ 0_1 \\ 0_1 \end{bmatrix}, \\
H_1 &= \begin{bmatrix} \alpha_s/\epsilon_1 \\ \alpha_s/\epsilon_2 \\ \alpha_s/\epsilon_3 \end{bmatrix}, \\
C_1 &= \begin{bmatrix} 0_1 \ 0_1 \ 0_1 \end{bmatrix}, \quad \text{for } i \in \{1, 2\}, \\
A_3 &= \begin{bmatrix} 0_1 & 0_1 & 0_1 \\ 0_1 & 0_1 & 0_1 \\ 0_1 & 0_1 & 0_1 \end{bmatrix}, \\
B_3 &= \begin{bmatrix} 0_1 \\ 0_1 \\ 0_1 \end{bmatrix}, \\
H_3 &= \begin{bmatrix} \alpha_s/\epsilon_1 \\ \alpha_s/\epsilon_2 \\ \alpha_s/\epsilon_3 \end{bmatrix}, \\
C_3 &= \begin{bmatrix} 0_1 \ 0_1 \ 0_1 \end{bmatrix}, \\
\ddot{f}(\hat{x}, \theta_1, \ddot{\theta}_r) &= \begin{bmatrix} \varphi_{xc}(t, \hat{x}_c) \\ \varphi_\xi(t, \hat{x}_c) \end{bmatrix}, \\
\hat{G}(\theta_1) &= b \frac{\varphi_\rho(t, \rho)}{m} \begin{bmatrix} 0_1 \\ 0_1 \ 0_1 \end{bmatrix} \begin{bmatrix} \varphi_\rho(t, \rho) \end{bmatrix} M,
\end{align*}
\]

where \( H \) is designed by choosing \( \alpha_s^i \) such that

\[
\begin{align*}
{s}^{\alpha_1} + \alpha_2^{s} + \alpha_3^{s} + \ldots + \alpha_i^{s} < \alpha_i^{s},
\end{align*}
\]

is Hurwitz and \( [q_1 \ q_2 \ q_3]^\top = [3 \ 3 \ 4]^\top \).

\[ \text{D. Output Feedback Control} \]

The state feedback controllers \cite{8} and \cite{12} are rewritten as output feedback controllers

\[
\begin{align*}
\ddot{\tau}_d &= G^{-1}(\theta_1) \left[ \ddot{f} - \ddot{f}(\hat{x}, \theta_1, \ddot{\theta}_r) \right],
\end{align*}
\]

(22)
where \( \hat{f}_r = -\beta_1 \hat{\xi}_1 - \beta_2 \hat{\xi}_2 - \hat{\xi}_3 \) and
\[
\hat{\phi}_r = \tan^{-1}\left( \frac{-\hat{f}_y}{\sqrt{\hat{f}_x^2 + (\hat{f}_z - g)^2}} \right), \quad \hat{\psi}_r = 0, \quad (23)
\]
\[
\hat{\theta}_r = \tan^{-1}\left( \frac{\hat{f}_x}{\hat{f}_z - g} \right), \quad \hat{\psi}_{fd} = -\frac{m(\hat{f}_x - g)}{c_\phi c_\psi},
\]
where \( \hat{f}_1 \) is defined using tracking error estimates
\[
\hat{f}_1 = -\gamma_1 \hat{\rho}_1 - \gamma_2 \hat{\rho}_2 - \hat{\sigma}_\rho + \hat{x}_c, \quad (24)
\]
To be used for output feedback control, the estimates must be saturated to overcome the peaking phenomenon, see Remark 7. The following saturation function is used to saturate each estimate individually
\[
\hat{\chi}_{is} = k_{\chi_i} \left( \frac{\hat{\chi}_i}{k_{\chi_i}} \right), \quad \text{sat} (y) = \begin{cases} \gamma_i, & \text{if } |y| \leq 1, \\ \text{sign}(y), & \text{if } |y| > 1, \end{cases}
\]
for \( 1 \leq i \leq 30 \), where the saturation bounds \( k_{\chi_i} \) are chosen such that the saturation functions will not be invoked under state feedback. These saturated estimates are used in the output feedback controllers (22) and (23).

IV. STABILITY ANALYSIS

The domain of operation will now be restricted and the stability of the state feedback control, observer estimates, and output feedback control will now be proven.

A. Restricting Domain of Operation

In order to ensure that the rotational feedback linearizing control law remains well defined, the domain of operation must be restricted leading to the following assumption

**Assumption 2**: The rotational reference signals remain in the set \( \{ |\theta_r| < \frac{\pi}{2} - \delta, |\phi_r| < \frac{\pi}{2} - \delta \} \), where \( 0 < \delta < \frac{\pi}{2} \).

We will now establish that for sufficiently small initial tracking error, \( \xi(0) \), the tracking error \( ||\xi(t)|| < \delta \) for all \( t > 0 \). Consequently the system will operate away from any Euler angle singularities. A Lyapunov function in the rotational error dynamics is taken as
\[
V_{\xi} = \xi^T P_{\xi} \xi, \quad \text{where } P_{\xi} = \begin{bmatrix} 0_3 & I_3 \\ -P_3 & -P_3 \end{bmatrix}, \quad (25)
\]
where \( A_{\xi} = \begin{bmatrix} 0_3 & I_3 \\ -P_3 & -P_3 \end{bmatrix} \).

A Lyapunov function in the translational error dynamics is taken as
\[
V_{\rho} = \rho^T P_{\rho} \rho, \quad \text{where } P_{\rho} = \begin{bmatrix} 0_3 & I_3 \\ -P_3 & -P_3 \end{bmatrix}, \quad (26)
\]
where \( A_{\rho} = \begin{bmatrix} 0_3 & I_3 \\ -P_3 & -P_3 \end{bmatrix} \).

Define the following two positive constants \( c_\rho, c_{\rho_{\max}} \in \mathbb{R}_{>0} \). Let the positive constant \( c_\xi \in \mathbb{R}_{>0} \) be chosen such that \( c_\xi < (\beta_1 + 1)\delta^2/(2\beta_2) \).

**Lemma 1 (Restricting Domain of Operation)**: For the feedback linearized rotational error dynamics (9) with initial conditions \( \xi(0) \) in the set \( \Omega_\xi = \{ \xi \leq c_\xi \} \) the system state \( \xi(t) \) remains in the set \( ||\xi(1)|| < \delta \) for all \( t > 0 \). Similarly, the feedback linearized translational error dynamics (14) with initial conditions \( \rho(0) \) in the set \( \Omega_\rho = \{ \rho \leq c_\rho \} \) the system state \( \rho(t) \) remains in the set \( ||\rho(t)|| \leq \rho_{\max} \) for all \( t > 0 \).

**Proof**: Solving \( P_\xi A_\xi + A_\xi^T P_\xi = -I_6 \) for \( P_\xi \), the Lyapunov function (25) is
\[
V_{\xi} = \frac{(\beta_1 + 1)\xi_1^T \xi_1}{2\beta_2}, \quad \text{where } \xi_1 = \xi_1 \xi_2 + (\beta_2 \xi_1 + \xi_2)^T (\beta_2 \xi_1 + \xi_2).
\]
Taking the bound on the Lyapunov function
\[
\frac{c_\xi}{2\beta_2} (\beta_1 + 1)\xi_1^T \xi_1 \leq c_\xi, \quad (27)
\]
and choosing \( c_\xi \) in the following manner
\[
\frac{c_\xi}{(\beta_1 + 1)\delta^2} \Rightarrow ||\xi(1)|| < \delta,
\]
over the set \( \Omega_\xi \). The Lyapunov function (25) also satisfies the following inequalities
\[
\lambda_{\min}(P_{\xi}) ||\xi||^2 \leq V_{\xi} \leq \lambda_{\max}(P_{\xi}) ||\xi||^2, \quad V_{\xi} \leq ||\xi||^2.
\]
showing that \( \Omega_\xi \) is positively invariant, which ensures Euler angle singularities will be avoided so long as the reference signals of the rotational subsystem remain in the set of Assumption 2.

In view of potential rotational tracking errors, the Lyapunov function (26) satisfies the following inequalities
\[
\lambda_{\min}(P_{\rho}) ||\rho||^2 \leq V_{\rho} \leq \lambda_{\max}(P_{\rho}) ||\rho||^2, \quad V_{\rho} \leq ||\rho||^2 + 2(0 e_\theta(t, \xi_1)^T)^T P_{\rho} \rho.
\]
Since \( e_\theta(t, \xi_1) \) and its partial derivatives are continuous on \( \Omega_\rho \), and \( e_\theta \) is uniformly bounded in time, \( e_\theta \) is locally Lipschitz in \( \xi_1 \) on \( \Omega_\rho \). We can now define
\[
||e_\theta(t, \xi_1) - e_\theta(t, 0)|| \leq L_\epsilon ||\xi_1|| \leq L_\epsilon \delta,
\]
for the Lipschitz constant, \( L_\epsilon \). We can then bound the Lyapunov function derivative by
\[
V_{\rho} \leq - ||\rho||^2 + 2L_\epsilon \delta \lambda_{\max}(P_{\rho}) ||\rho||^2.
\]
Define \( \rho_{\max} = 2L_\epsilon \delta \lambda_{\max}(P_{\rho}) \), for \( ||\rho|| > \rho_{\max} \), \( V_{\rho} < 0 \).

Since \( V_{\rho} < \lambda_{\max}(P_{\rho}) ||\rho||^2 \), we can choose
\[
c_\rho = \lambda_{\max}(P_{\rho})(2L_\epsilon \delta \lambda_{\max}(P_{\rho}))^2. \quad (27)
\]
By this choice, \( ||\rho(t)|| \leq \rho_{\max} \) for all \( t > 0 \) and \( \Omega_\rho \) is compact and positively invariant. The domain of operation is now defined as the set \( \Omega = \Omega_\xi \times \Omega_\rho \).}

**Corollary 1**: By Lemma 1 and Assumption 2, the rotational states remain in the set \( \{ |\phi| < \frac{\pi}{2}, |\theta| < \frac{\pi}{2}, |\phi| < a_\phi, |\theta| < a_\theta \} \), where \( a_\phi \) is some positive constant. Thereby ensuring singularities in the Euler angles are avoided and the feedback linearizing controller (8) remains well defined.
B. Stability Under State Feedback

Theorem 1 (Stability Under State Feedback):
For the closed-loop state feedback rotational and translational subsystems, (25) and (26), in the presence of rotational tracking error, i.e., $e_\theta(t, \xi_1) \neq 0$, whose initial conditions $(\xi(t), \rho(t))$ start in $\Omega_q$, the system states $\xi(t)$ and $\rho(t)$ will remain in $\Omega_q$ for all $t > 0$. The states will exponentially converge to the origin.

Proof: The translational and rotational closed-loop systems can be written as a cascaded system in the following form

$$\begin{align*}
\dot{\tilde{\rho}}_1 &= \rho_2, \\
\dot{\rho}_2 &= -\gamma_1 \rho_1 - \gamma_2 \rho_2 + e_\theta(t, \xi_1), \\
\dot{\xi}_1 &= \xi_2, \\
\dot{\xi}_2 &= -\beta_1 \xi_1 - \beta_2 \xi_2.
\end{align*}$$

Taking the Lyapunov functions for the rotational and translational subsystems, (25) and (26), a composite Lyapunov function can be written

$$V_{st} = d_1 V_\sigma + V_\xi, \quad d_1 > 0. \tag{28}$$

It can be shown following the generalized proof in the Appendix that for $d_1$ small enough, the entire closed-loop state feedback system converges exponentially to the origin, and the set $\Omega_q$ is compact and positively invariant.

C. Convergence of Observer Estimates

The scaled error dynamics of the EHGO are written by making the following change of variables

$$\eta_j^i = \frac{(\chi_j^i - \tilde{\chi}_j^i)}{e^{\Phi_i - \tau_i}}, \quad \omega_x = \omega_x - \dot{\omega}_x, \tag{29}$$

where $\chi_j^i$ is the $j$-th element of $\chi_i$ for $1 \leq i \leq 3$ and $1 \leq j \leq \nu_i$. $\tilde{\chi}_j^i$ is the estimate of $\chi_j^i$ obtained using the EHGO and $\omega_x = [\omega_x^2 \ldots \omega_x^n]^\top$. In the new variables, the scaled EHGO estimation error dynamics become

$$\begin{align*}
\epsilon \eta_j^i &= F_i \eta_j^i + B_i^1 \left[ \Delta \dot{f}^i + \dot{G}^i(\theta_1) \dot{\omega}_x \right] \\
&\quad + e B_i^2 \left[ \varphi_i(t, q, x_v) \right], \tag{30}
\end{align*}$$

where $\Delta \dot{f}^i = \dot{f}^i(\chi, \theta_1, \dot{\theta}_r) - \tilde{f}^i(\tilde{\chi}, \theta_1, \dot{\tilde{\theta}}_r)$ and $\dot{f}^i, \dot{G}^i$, and $\varphi_i$ correspond to rows $3i - 2$ to $3i$ of $f, \dot{G}$, and $\varphi$, respectively. Note (30) is an $O(\epsilon)$ perturbation of

$$\begin{align*}
\epsilon \eta_j^i &= F_i \eta_j^i + B_i^1 \left[ \Delta \dot{f}^i + \dot{G}^i(\theta_1) \dot{\omega}_x \right], \tag{31}
\end{align*}$$

where

$$F_i = \begin{bmatrix}
-a_{11} I_3 & I_3 & \cdots & 0_3 \\
\cdots & \cdots & \cdots & \cdots \\
-a_{\nu_i \nu_i} I_3 & I_3 & \cdots & 0_3
\end{bmatrix}, \quad B_i^1 = \begin{bmatrix}
0_3 \\
\cdots \\
0_3
\end{bmatrix},$$

$$B_i^2 = [0_3 \cdots 0_3 I_3]^\top, \quad \eta_j^i = [\eta_1^i \cdots \eta_{\nu_i}^i]^\top.$$

The actuator error dynamics in terms of the error in squared rotor angular rate, $\dot{\omega}$, and rotor angular rate error, $\dot{\omega} = \omega - \dot{\omega}$ can be written as

$$\begin{align*}
\tau_m \dot{\omega}_s &= -2 \dot{\omega}_s + 2 W_{\text{des}} \dot{\omega}_s, \\
\tau_m \dot{\omega} &= -\dot{\omega}.
\end{align*} \tag{32}$$

Although $W_{\text{des}} = \text{diag}[\omega_{\text{des}}] \in \mathbb{R}^{n_{\omega} \times n_{\omega}}$ is time-varying, by exploiting the fact that $W_{\text{des}}$ is bounded, the actuator error dynamics (32) exponentially converge to the origin.

Lemma 2 (Stability of Actuator Dynamics): For bounded input $\omega_{\text{des}}$, i.e., $\omega_{\text{des}_i} \leq \omega_{\text{max}}$ for $i \in \{1, \ldots, n\}$, where $\omega_{\text{max}}$ is some positive constant, the actuator error dynamics (32) exponentially converge to the origin.

Proof: The actuator error dynamics are a cascaded system with the Lyapunov functions

$$V_{\omega_x} = \omega_x^\top \omega_x, \quad V_{\omega} = \dot{\omega}^\top \dot{\omega},$$

and the composite Lyapunov function

$$V_v = d_2 V_{\omega_x} + V_{\omega}, \quad d_2 > 0. \tag{34}$$

Using the general result for cascaded systems in the Appendix, it can be shown that the origin is exponentially stable where $d_2$ is chosen small enough.

Combining these states as $v = [\omega_x^\top \dot{\omega}^\top]^\top$, the entire actuator error dynamic system can be written as

$$\dot{v} = A_\omega v, \quad \text{where} \quad A_\omega = \begin{bmatrix}
-2I_n & 2W_{\text{des}} \\
0_n & -I_n
\end{bmatrix}. \tag{35}$$

The systems (31) and (35) can be cascaded as

$$\begin{align*}
\epsilon \dot{\eta}_j^i &= F_i \eta_j^i + B_i^1 \left[ \Delta \dot{f}^i + \dot{G}^i(\theta_1) \dot{\omega}_x \right] \dot{v}, \\
\tau_m \dot{v} &= A_\omega v.
\end{align*} \tag{36}$$

Theorem 2 (Convergence of EHGO Estimates):
The estimates of the EHGOs, $\hat{\chi}_i$ in (31) converge exponentially to the states, $\chi_i$, i.e., $\eta$ converges exponentially to the origin for any $\epsilon \in (0, \epsilon^*)$ for sufficiently small $\epsilon^* > 0$.

Proof: Using cascade analysis, a composite Lyapunov function for the cascaded system (36) is designed. The Lyapunov function for the actuator error system is (34) and a Lyapunov function for the EHGO error system with the input, $v$, set to zero is written as

$$\epsilon V_{\epsilon} = \sum_{i=1}^3 (\eta_i^v)^\top P_i^v \eta_i^v, \quad P_i^v F_i + F_i^\top P_i^v = -I, \tag{37}$$

leading to

$$\epsilon V_{\epsilon} = \sum_{i=1}^3 (\eta_i^v)^\top P_i^v \eta_i^v + 2(\eta_i^v)^\top P_i^v B_i^2 \Delta \dot{f}^i.$$

The function $\tilde{f}^i(\chi, \theta_1, \dot{\theta}_r)$ is a function of time through $\theta_1$ and $\dot{\theta}_r$, is uniformly bounded in time, and
and its partial derivatives are continuous. Therefore, it is Lipschitz in $\chi$ on $\Omega_q$ and $\Delta f^j$ can be bounded by
\[
\|\Delta f^j\| \leq L_\eta \|x_i - \hat{x}_i\| \Rightarrow \|\Delta f^j\| \leq \epsilon L_\eta \|\eta\|, \]
leading to the following bound on the derivative of the Lyapunov function
\[
e V_\eta \leq \sum_{i=1}^3 \left(-\|\eta\|^2 + 2\epsilon L_\eta \|\eta\|^2 \|P_i^j B_i^j\|\right),
\]
\[
e V_\eta \leq -\|\eta\|^2 + 2\epsilon L_\eta \|N\| \|\eta\|^2,
\]
where the elements of the diagonal matrix $N$ are $N_i = \|P_i^j B_i^j\|$. Since $\eta^j$ are tunable and $\epsilon$ is a design parameter, pick $\epsilon$ such that $2\epsilon L_\eta \|N\| \leq \frac{1}{2}$ resulting in the following inequality
\[
e V_\eta \leq -\frac{1}{2} \|\eta\|^2. \tag{38}
\]
Taking the composite Lyapunov function as
\[
V_\hat{x} = d_3 V_\eta + V_r, \quad d_3 > 0, \tag{39}
\]
and following the Appendix, the origin of (36) is exponentially stable.

The complete scaled observer error system (30) is the same as (31) with an added perturbation. The perturbation is bounded by $e\varphi(t, q, x_\varepsilon) < \kappa \epsilon$ for some $\kappa \in \mathbb{R}_{>0}$ and is continuous and bounded, therefore it can be treated as a nonvanishing perturbation. Following Lemma 9.2 in [18] and Theorem 2, the estimation error of the EHGO converges exponentially to an $O(\epsilon)$ neighborhood of the origin.

Remark 1 (Peaking Phenomenon): The EHGO estimation error $\hat{x}_i - \chi_i$ can be bounded by
\[
|\hat{x}_i| \leq \frac{b}{\epsilon^{\vartheta-1}} \|\hat{\chi}(0)\| e^{-at}/\epsilon, \tag{40}
\]
for some positive constants $a$ and $b$, by Theorem 2.1 in [19]. Initially, the estimation error can be very large, i.e., $O(1/\epsilon^{\vartheta-1})$, but will decay rapidly. To prevent the peaking of the estimates from entering the plant during the initial transient, the output feedback controller needs to be saturated outside a compact set of interest. This is done by saturating the individual estimates and results in the output feedback controller $u(\hat{x}_e)$.

There is some set $\{V_\eta \leq \epsilon^2 c\}$ for some $c \in \mathbb{R}_{>0}$ that the estimation error will enter after some short time, $T(\epsilon)$, where $\lim_{\varepsilon \to 0} T(\epsilon) = 0$. Since the initial state $q(0)$ resides on the interior of $\Omega_q$, choosing $\epsilon$ small enough will ensure that $q$ will not leave the set $\Omega_q$ during the interval $[0, T(\epsilon)]$. This establishes the boundedness of all states.

### D. Stability Under Output Feedback

The system under output feedback is a singularly perturbed system which can be split into two time-scales. The multi-rotor dynamics and control reside in the slow time-scale while the observer and actuator dynamics reside in the fast time-scale.

**Theorem 3 (Stability Under Output Feedback):** The closed-loop system under output feedback, with initial conditions $q(0)$ on the interior of $\Omega_q$ will exponentially converge to the origin when $\epsilon$ is chosen small enough.

**Proof:** The entire output feedback closed-loop system can now be written in singularly perturbed form
\[
\dot{q} = A_\epsilon q + O(\epsilon), \tag{41a}
\]
\[
\epsilon \dot{\eta}^j = F_i \eta^j + B_i^j \left[\Delta f^j + \left[\tilde{G}(\theta_1) \ 0_{9\times n}\right] v\right], \tag{41b}
\]
where
\[
A_\epsilon = \begin{bmatrix} A_\varphi & 0_k \\ 0_k & A_\varphi \end{bmatrix},
\]
and the $O(\epsilon)$ perturbation in (41a) is due to any estimation error. This closed-loop system has a two-time-scale structure because $\epsilon$ and $\tau_m$ are small. Since the effect of the $O(\epsilon)$ perturbation in (30) vanishes as $\epsilon$ is pushed to zero, the boundary layer system can be taken as (41b). The slow dynamics can be taken as (41a). From Theorem 2, the origin of the boundary layer system is an exponentially stable equilibrium point, and from Theorem 7, the origin of the slow system is an exponentially stable equilibrium point. Following Theorem 11.4 in [18], it can be shown that the entire closed-loop system with output feedback control has an exponentially stable equilibrium point at the origin.

### V. Simulation

The control algorithm is implemented where the reference system is taken as a ground vehicle on which the multi-rotor will land. The initial position of the multi-rotor is $p_1(0) = [1, 1, -4]^T$ and the initial position of the ground vehicle is $x_v(0) = [5, 0, -0.5]^T$. The ground vehicle follows a figure-8 trajectory and the multi-rotor is tasked with tracking and landing on the ground vehicle. While only having a position measurement of the ground vehicle, with added noise, the multi-rotor is able to land on the vehicle, as shown in Fig. 1. The multi-rotor is able to make this landing while canceling disturbances of $\sigma_\xi = [\sin(t) \ \cos(t) \ \sin(t)]^T$, and $\sigma_\rho = [\cos(t) \ \sin(t) \ \cos(t)]^T$ with Gaussian white noise added to all measurement signals.

### VI. Conclusion and Future Directions

We studied an unknown trajectory tracking problem for a multi-rotor with modeling error and external disturbances. The unknown trajectory is generated from a
dynamical system with unknown or partially known dynamics. We designed and rigorously analyzed an EHGO-based output feedback controller. We illustrated the controller using the example of the multi-rotor landing on a mobile platform.

We plan to extend this work in several possible directions. First, we are conducting experiments to characterize the efficacy of the proposed controller in an actual test-bed. Second, we plan to extend the proposed trajectory tracking framework to allow for actuator failures.

**APPENDIX**

**Stability of Generalized Cascade System:** A generalized stability proof for cascaded systems is adapted from Appendix C.1 of [20]. Consider the cascade connection of two systems

\[
\dot{\eta} = f_1(t, \eta, \xi), \quad \dot{\xi} = f_2(\xi),
\]

where \(f_1\) and \(f_2\) are locally Lipschitz and \(f_1(t, 0, 0) = 0, f_2(0) = 0\). Assuming the origin of \(\dot{\xi} = f_2(\xi)\) is exponentially stable, there is a continuously differentiable Lyapunov function, \(V_2(\xi)\), that satisfies the following inequalities

\[
(43a) \quad c_1 \| \xi \|^2 \leq V_2(\xi) \leq c_2 \| \xi \|^2,
\]

\[
(43b) \quad \frac{\partial V_2(\xi)}{\partial \xi} f_2(\xi) \leq -c_3 \| \xi \|^2,
\]

\[
(43c) \quad \left\| \frac{\partial V_2(\xi)}{\partial \xi} \right\| \leq c_4 \| \xi \|.
\]

Now, suppose there is a continuously differentiable Lyapunov function that satisfies the inequalities

\[
\frac{\partial V_1}{\partial \eta} f_1(t, \eta, 0) \leq -c \| \eta \|^2, \quad \left\| \frac{\partial V_1}{\partial \eta} \right\| \leq k \| \eta \|.
\]

(44)

Take a composite Lyapunov function for the cascaded system as

\[
V(\eta, \xi) = b V_1(\eta) + V_2(\xi), \quad b > 0,
\]

in which \(b\) can be chosen. The derivative \(\dot{V}\) satisfies

\[
\dot{V}(\eta, \xi) = b \frac{\partial V_1}{\partial \eta} f_1(t, \eta, 0) + \frac{\partial V_1}{\partial \eta} f_1(t, \eta, 0) + \frac{\partial V_2(\xi)}{\partial \xi} f_2(\xi).
\]

(45)

We plan to extend this work in several possible directions. First, we are conducting experiments to characterize the efficacy of the proposed controller in an actual test-bed. Second, we plan to extend the proposed trajectory tracking framework to allow for actuator failures.
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