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Abstract
This paper proposes a stable generalized finite element method (SGFEM) for the linear 3D elasticity problem with cracked domains. Conventional material-independent branch functions serve as singular enrichments. We prove that the proposed SGFEM with the geometric enrichment scheme yields the optimal order of convergence in the energy norm, $O(h)$, for fully 3D elasticity planar crack problems; $h$ is the mesh parameter. To improve the conditioning of SGFEM, two stability techniques have been employed, namely, (a) a cubic polynomial has been used as the PU (partition of unity), instead of the standard FE hat-functions, to address the possible almost linear dependence between the PU functions and the enrichments, and (b) a local principal component analysis (LPCA) has been implemented to address the local bad conditioning produced by multi-fold enrichments at a node. The scaled condition number for the proposed SGFEM is shown to be $O(h^{-2})$ (same as that of a standard Finite Element Method), for various relative positions of crack surface and mesh. The robustness of the scaled condition number for the proposed SGFEM, with respect to the relative posi-
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tions of the crack-surface and the element boundaries, has been observed numerically. The numerical experiments for both the planar and fully 3D planar crack problems are presented to show the efficiency of the proposed SGFEM.
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1 Introduction

The crack modeling involves two types of non-smooth features—the discontinuity at the crack surface and the singularity at crack front. An accurate implementation of the Finite element method (FEM) for the crack problems needs mesh matching and refinement to address these non-smooth features. As a result, computational cost increases substantially to re-mesh as the crack evolves. Generalized/eXtended FEM (GFEM/XFEM) was applied to the problems with cracks quite early [11, 14, 33, 35], and various developments have been made in the last two decades. The GFEM/XFEM augments the piecewise linear (or bilinear) approximation space of the FEM (i.e., standard hat-functions) with special functions, called the enrichment functions, to accurately approximate the non-smooth features of the solution using the concept of the Partition of Unity Method (PUM), developed in [8, 16, 29]. The GFEM/XFEM uses a simple mesh that is fixed and independent of the evolving non-smooth features so that the burden in mesh generation, required in FEM, is alleviated significantly. In other words, the underlying mesh in GFEM/XFEM does not have to match the non-smooth features of the problem (e.g., an interface or a crack-surface). We refer to [6, 7, 9, 16, 18] for reviews of the GFEM/XFEM. In the rest of the paper, we will refer to GFEM/XFEM as GFEM.

It is well known that the GFEM could be badly conditioned. To approximate the solution of a problem with cracks, the GFEM employs two classes of enrichment functions, namely, the Heaviside function and suitable singular functions. Consequently, the shape functions of the GFEM are based on standard FE hat-functions and these special enrichment function. However, these two classes of shape functions could be almost linearly dependent, which causes the bad conditioning of the GFEM. Furthermore, often a node is enriched with multiple enrichments—these enrichments could also become locally almost linearly dependent and it is another source of the bad conditioning of the GFEM. The bad conditioning may cause disastrous round-off errors in the elimination methods or the slow convergence of iterative schemes to solve underlying linear system. Many interesting ideas have been proposed to improve the conditioning of the GFEM, such as, locally adapting positions of either nodes or crack-surfaces to balance the ratios of the two volumes created by the intersections of the crack-surfaces with the elements [27], preconditioning the stiffness matrices or orthogonalization [1, 3, 10, 25, 30, 40], replacing the standard FE hat-functions (serving as the Partition of Unity (PU) in GFEM) by the so-called flat-top PU functions [19, 26, 46], and modifying the enrichments by subtracting an FE-interpolant [4, 13, 20, 21, 32, 37, 39, 43, 45]. One of these methods, the so called stable GFEM (SGFEM) [4, 20, 45], has well-established theoretical framework and is comparatively easier to implement. A GFEM is referred to as an SGFEM if it (i) yields the optimal order of
convergence in the energy norm, i.e., $O(h)$, (ii) is stable in the sense that its scaled condition number (SCN) is of same order as that of the FEM, namely, $O(h^{-2})$, and (iii) is robust, i.e., the conditioning does not worsen as the crack surface approaches the boundaries of elements or nodes; here, $h$ represents the mesh parameter. The SGFEM is based on a simple procedure of replacing the enrichment function $F$ with its FE residual $F - T_h F$, where $T_h F$ is the standard FE-interpolant of $F$. The SGFEM with its modified versions have been applied to the crack problems [13, 20, 21, 37, 39, 43, 45], interface problem [5, 23, 32, 44, 47], and higher order approximations [44, 46].

The above-mentioned stability techniques, including that in the SGFEM, have been mainly focused on the study of two-dimensional (2D) problems. The conditioning issues for the three-dimensional (3D) crack problems [15, 28, 41], have not been adequately addressed in the literature and the SGFEM satisfying the features (i)-(iii), when applied to such problems, needs further investigations. In [2], a well-conditioned GFEM was proposed for the 3D crack problem based on a DOF gathering approach developed in [24, 34]. The conditioning issues for complicated relative positions of mesh and boundaries of elements were not addressed in [2]. The computational expense of method is high, and the implementation is “involved” because of DOF-gathering, as well as, the point-wise and integral matching operations. In [42], a stable discontinuity-enriched FEM for 3D crack problem was studied, where discontinuous FE functions, instead of the singular functions, served as the enrichments. The mesh employed in this method does not need to match the crack surface. However, the optimal order of convergence $O(h)$ was not obtained in [42]; it is not surprising as the polynomial enrichments, either continuous or discontinuous, cannot approximate the singular features of the solution with optimal accuracy using a fixed quasi-uniform mesh. In [39], a quadratic SGFEM based on the $p$-hierarchical FEM enrichments and singular enrichments was developed for the 3D problems. To improve the stability and robustness, a “snapping” algorithm was adopted, which causes local changes of the mesh in the neighborhood of the crack surface. We also mention an SGFEM for the 3D crack problem, proposed in [21], where the mesh is fixed, and the crack surface is located in the middle of cut elements. The stability for arbitrary relative positions of crack surface and boundaries of elements and robustness were not addressed in [21].

Moreover, the material-dependent singular functions (referred to as OD or the Oden-Duarte enrichment), instead of the material-independent enrichments (3.4) (referred to as BB or the Belytschko-Black enrichment), were employed to improve the conditioning. The drawback of using the BB enrichment function was also reported in a recently introduced GFEM based on discontinuous-shifting enrichment modification in [38]. In fact, the SGFEM and GFEM in [21, 38] showed that the conditioning of the SGFEM/GFEM is much worse than that of the the FEM with the material-independent BB enrichments (3.4).

The goal of this paper is to establish that a SGFEM with material-independent BB (Belytschko-Black) enrichments (3.4) in [11, 24, 33] (instead of material-dependent OD enrichments) could be obtained for 3D linear elasticity problem with a crack. This SGFEM will have the features (i)-(iii) mentioned above, in particular, the conditioning of the method will not be worse than that of the FEM. However, it requires some additional modifications - (a) the standard FE PU hat-functions are replaced by another piecewise polynomial PU functions [13, 43, 44, 46] to address the possible
almost linear dependence between the PU functions and the enrichment functions; and (b) a local principal component analysis (LPCA) [22] is employed to remove redundancy in multi-fold enrichments at a node. We prove that the proposed SGFEM yields $O(h)$ rate of convergence (optimal) in the energy norm with the geometric enrichment scheme for a fully 3D planar crack problems [21, 36]. To the best of our knowledge, a mathematical analysis of the convergence of the GFEM/XFEM for 3D elasticity crack problems is not available. We also show that the SCN of the stiffness matrix of the proposed method is $O(h^{-2})$, which is same as that of the standard FEM. Furthermore, we establish the robustness of the conditioning of the proposed SGFEM with respect to the relative position of the crack and the element boundaries. While the singular enrichments (3.4) are material-independent, they can uniformly resolve both the planar and fully 3D planar crack problems [21, 36] efficiently, as demonstrated in the numerical experiments.

The paper is organized as follows. The 3D crack model problem is described in Sect. 2. Various existing GFEMs are introduced in Sect. 3. The SGFEM with general PU functions is proposed in Sect. 4, where we prove the optimal convergence order of SGFEM with BB enrichments for the fully 3D planar crack problems. In Sect. 5 a cubic PU is constructed, and the LPCA has been implemented to overcome the almost linear dependence caused by the multi-fold enrichments at a node. The numerical experiments and concluding remarks are presented in Sects. 6 and 7, respectively.

## 2 3D model crack problem

For a domain $D$ in $\mathbb{R}^3$, an integer $m$, and $1 \leq q \leq +\infty$, we denote the usual Sobolev space by $W^m_q(D)$ with norm $\|\cdot\|_{W^m_q(D)}$ and semi-norm $|\cdot|_{W^m_q(D)}$. The space $W^m_q(D)$ will be represented by $H^m(D)$ in the case $q = 2$ and $L^q(D)$ when $m = 0$, respectively. We note that $D$ can be a cracked domain with a crack surface $\Gamma$, and in this case, the functions in $W^m_q(D)$ may be discontinuous on $\Gamma$. Since the elasticity system is considered, we denote the vector-valued function space by $W^m_q(D; \mathbb{R}^3) = W^m_q(D) \times W^m_q(D) \times W^m_q(D)$. We use characters in bold, e.g., $\mathbf{u}$, to represent vector-valued functions in $W^m_q(D; \mathbb{R}^3)$ or vectors in $\mathbb{R}^3$, and denote $\mathbf{u} = [u_1, u_2, u_3]^T$. The norm in $W^m_q(D; \mathbb{R}^3)$ is defined by $\|\mathbf{u}\|_{W^m_q(D; \mathbb{R}^3)}^2 = \sum_{i=1}^{3} \|u_i\|_{W^m_q(D)}^2$.

Let $\Omega$ be a bounded cracked domain in $\mathbb{R}^3$ with the crack surface $\Gamma_O$, where $O$ is the crack front, see Fig. 1. $\overline{\Omega}$ is the closure of $\Omega$, and $\Gamma = \partial \overline{\Omega}$ is the boundary of $\overline{\Omega}$. The unit outward normal vector to $\Gamma$ is denoted by $\mathbf{n}$. $\Gamma$ is composed of $\Gamma_D$ (where an essential boundary condition will be prescribed) and $\Gamma_N$ (where a natural boundary condition will be prescribed), i.e., $\Gamma = \Gamma_D \cup \Gamma_N$ and $\Gamma_D \cap \Gamma_N = \emptyset$. For simplicity of presentation, we assume that $\Omega$ is a plate of thickness $2t$ given by $\Omega = \sigma \times [-t, t]$, $t < 1$, where $\sigma$ is a smooth region in the $x-y$ plane $\mathbb{R}^2$. The crack front $O$ is a straight line that is parallel to the $z$-axis. We use characters in bold, e.g., $\mathbf{x}$, to represent points in $\mathbb{R}^3$, and denote $\mathbf{x} = (x, y, z)$. We mention that considering $\Omega = \sigma \times [t, t]$ does not restrict the method proposed in this paper only to this particular domain. The proposed method could be applied to the crack problems with general domains where the associated singular functions (i.e., local asymptotics of the solution) are available.
Consider the field equations of elastostatic crack problem in $\Omega$:

\[- \nabla \cdot \sigma(\mathbf{u}) = \mathbf{f}, \quad \text{in } \Omega \]

\[\sigma(\mathbf{u}) \mathbf{n} = \mathbf{g}, \quad \text{on } \Gamma_N,\]

\[\mathbf{u} = \mathbf{u}_0, \quad \text{on } \Gamma_D,\]

\[\sigma(\mathbf{u}) \mathbf{n}_O = 0, \quad \text{on } \Gamma_O,\]  

(2.2)

where 

\[\sigma(\mathbf{u}) := \begin{bmatrix} \sigma_x & \sigma_{xy} & \sigma_{xz} \\ \sigma_{xy} & \sigma_y & \sigma_{yz} \\ \sigma_{xz} & \sigma_{yz} & \sigma_z \end{bmatrix}\]

is the stress tensor, $\mathbf{f} \in L^2(\Omega; \mathbb{R}^3)$ is the body force, and $\mathbf{g} \in L^2(\Gamma_N; \mathbb{R}^3)$ and $\mathbf{u}_0 \in H^2(\Omega; \mathbb{R}^3)$ are the natural and essential boundary conditions, respectively. The equation (2.2) is called the traction free condition on the crack surface $\Gamma_O$, and $\mathbf{n}_O$ is the unit outward normal vector to $\Gamma_O$. In this paper, the essential boundary condition is imposed on $\Gamma_D$ that are subsets of $\partial \Omega \times [-t, t]$, i.e., $\Gamma_D \subset \partial \Omega \times [-t, t]$, see the parts marked by “///” in Fig. 1 (top and bottom). The natural boundary condition is imposed on $\Gamma_N = \partial \Omega \setminus \Gamma_D$. See the section of numerical experiments for specific prescription of boundary conditions.

The strain tensor $\epsilon(\mathbf{u})$ is denoted by

\[\epsilon(\mathbf{u}) := \begin{bmatrix} \epsilon_x & \frac{1}{2} \gamma_{xy} & \frac{1}{2} \gamma_{xz} \\ \frac{1}{2} \gamma_{xy} & \epsilon_y & \frac{1}{2} \gamma_{yz} \\ \frac{1}{2} \gamma_{xz} & \frac{1}{2} \gamma_{yz} & \epsilon_z \end{bmatrix} = \begin{bmatrix} \frac{1}{2} \left( \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial y} \right) & \frac{1}{2} \left( \frac{\partial u_2}{\partial x} + \frac{\partial u_1}{\partial y} \right) & \frac{1}{2} \left( \frac{\partial u_3}{\partial x} + \frac{\partial u_1}{\partial z} \right) \\ \frac{1}{2} \left( \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial y} \right) & \frac{1}{2} \left( \frac{\partial u_2}{\partial y} + \frac{\partial u_2}{\partial y} \right) & \frac{1}{2} \left( \frac{\partial u_3}{\partial y} + \frac{\partial u_2}{\partial z} \right) \\ \frac{1}{2} \left( \frac{\partial u_1}{\partial x} + \frac{\partial u_1}{\partial z} \right) & \frac{1}{2} \left( \frac{\partial u_2}{\partial y} + \frac{\partial u_2}{\partial z} \right) & \frac{1}{2} \left( \frac{\partial u_3}{\partial z} + \frac{\partial u_3}{\partial z} \right) \end{bmatrix},\]
and the constitutive model is given by

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\sigma_{xy} \\
\sigma_{yz} \\
\sigma_{zx}
\end{bmatrix}
= \frac{E(1-\nu)}{(1+\nu)(1-2\nu)}
\begin{bmatrix}
\frac{\nu}{1-\nu} & \frac{\nu}{1-\nu} & 0 & 0 & 0 \\
\frac{\nu}{1-\nu} & 1 & \frac{\nu}{1-\nu} & 0 & 0 \\
\frac{\nu}{1-\nu} & \frac{\nu}{1-\nu} & 1 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} & 0 \\
0 & 0 & 0 & 0 & \frac{1-2\nu}{2(1-\nu)} \\
0 & 0 & 0 & 0 & 1/2
\end{bmatrix}
\begin{bmatrix}
\epsilon_x \\
\epsilon_y \\
\epsilon_z \\
\gamma_{xy} \\
\gamma_{yz} \\
\gamma_{zx}
\end{bmatrix}
\]

where \( E \) is Young’s modulus, and \( \nu \) is Poisson’s ratio.

The equivalent variational problem to (2.1) is as follows:

Find \( u \in u_0 + \mathcal{E}(\Omega) \) such that \( B(u, w) = L(w), \ \forall \ w \in \mathcal{E}(\Omega), \) (2.3)

where

\[
B(u, w) = \int_{\Omega} \sigma(u) : \epsilon(w) \, dV, \quad L(w) = \int_{\Omega} f \cdot w \, dV + \int_{\Gamma_N} g \cdot w \, dS, \quad (2.4)
\]

and \( \mathcal{E}(\Omega) \) is an energy space defined by

\[
\mathcal{E}(\Omega) = \{ w \in H^1(\Omega; \mathbb{R}^3) : w = 0 \text{ on } \Gamma_D \}
\]

with the energy norm \( \| \cdot \| = \sqrt{B(\cdot, \cdot)}. \)

It is well-known that the variational problem (2.3) is well-defined and has a unique solution.

For convenience of presentation, we use the cylindrical polar coordinates \((r, \theta, z)\)
(see Fig. 1), where

- \( z \)- the direction along the crack front \( O \),
- \( r \)- the radial direction out from the crack front \( O \),
- \( \theta \)- the tangential direction around the \( z \)-direction (counterclockwise when viewed from the positive direction of \( z \)), and \( \theta \in (-\pi, \pi] \).

The corresponding Cartesian Coordinates \((x, y, z)\) are defined by

\[
x = r \cos \theta, \quad y = r \sin \theta, \quad z = z.
\]

A solution \( u \) of the 3D crack problem (2.3) that incorporates singular information
was derived in \([21, 36]\), which is expressed explicitly in the Cartesian Coordinates as follows:
\[
\mathbf{u} = A(z) r^\frac{1}{2} \begin{bmatrix}
(Q_1 - 1) \cos \frac{\theta}{2} - \cos \frac{3}{2} \theta \\
(Q_1 + 1) \sin \frac{\theta}{2} - \sin \frac{3}{2} \theta \\
0
\end{bmatrix}
+ A'(z) r^\frac{3}{2} \begin{bmatrix}
0 \\
0 \\
2 \cos \frac{\theta}{2} - \frac{2}{3} (Q_1 + 1) \cos \frac{3}{2} \theta
\end{bmatrix}
+ A''(z) \frac{r^5}{2} \begin{bmatrix}
(Q_2 - Q_3 - \frac{Q_1 + 1}{6} - Q_4) \cos \frac{\theta}{2} + \cos \frac{3}{2} \theta + (Q_4 - Q_3) \cos \frac{5}{2} \theta \\
(Q_2 + Q_3 - \frac{Q_1 + 1}{6} + Q_4) \sin \frac{\theta}{2} + \sin \frac{3}{2} \theta + (Q_4 - Q_3) \sin \frac{5}{2} \theta \\
0
\end{bmatrix},
\]
(2.5)

where
\[
Q_1 = \frac{2\lambda + 6\mu}{\lambda + \mu},
Q_2 = \frac{3\lambda - \mu}{6(\lambda + \mu)},
Q_3 = \frac{45\lambda^2 + 138\lambda \mu + 61\mu^2}{90(\lambda + \mu)^2},
Q_4 = \frac{-15\lambda^2 + 2\lambda \mu + 49\mu^2}{90(\lambda + \mu)^2},
\]
(2.6)

and
\[
\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)}, \quad \mu = \frac{E}{2(1+\nu)}
\]
are the Lamé constants.

Taking \( A(z) = 1 \) in (2.5) leads to a singular part
\[
\mathbf{S}^\frac{1}{2} = r^\frac{1}{2} \begin{bmatrix}
(Q_1 - 1) \cos \frac{\theta}{2} - \cos \frac{3}{2} \theta \\
(Q_1 + 1) \sin \frac{\theta}{2} - \sin \frac{3}{2} \theta \\
0
\end{bmatrix},
\]
(2.7)

which is associated with a planar crack problem in that it is constant along the \( z \)-direction. If \( A(z) \) is taken as \( 1 + z \) or \( 1 + z + z^2 \) for example, we have fully 3D planar crack problem (neither plane strain nor plane stress), which involves factors \( r^\frac{3}{2} \) and/or \( r^\frac{5}{2} \). Both the planar and fully 3D planar crack singularities are resolved in this paper.

It is noted that the terms in (2.5) except \( \mathbf{S}^\frac{1}{2} \) include the factor \( r^\frac{3}{2} \), and thus we assume that the solution of (2.3) can be expressed by
\[
\mathbf{u} = A(z) \mathbf{S}^\frac{1}{2} + \mathbf{u}^{sm}, \quad \mathbf{u}^{sm} = r^\frac{3}{2} \mathbf{M}(r, \theta, z), \quad A(z) \in W^{2,\infty}[-t, t].
\]
(2.8)

According to (2.5) \( \mathbf{u}^{sm} \) is dominated mainly by \( r^\frac{3}{2} \). Therefore, we make an assumption about \( \mathbf{u}^{sm} \):
\[
\mathbf{u}^{sm} \in H^2(\Omega; \mathbb{R}^3), \quad \|\nabla \mathbf{u}^{sm}\|_{L^\infty(\Omega; \mathbb{R}^3)} \leq Cr^\frac{1}{2}.
\]
(2.9)

It can be checked that (2.5) can be written as (2.8), and the last two terms in (2.5) satisfy (2.9). The term \( A(z) \mathbf{S}^\frac{1}{2} \) in (2.8) is referred to as the major singular function...
of $u$. We note that there is an essential difference between 2D and 3D crack problem, and in 2D the major singular function is like $S^{1/2}$, which is much simpler than $A(z)S^{1/2}$.

**Remark 2.1** The singular part $A(z)S^{1/2}$ of (2.8) in the paper addresses only the edge-singularity. However, there is also a vertex-singularity where the crack-front (a vertical line in this case) intersects the boundaries $\sigma \times \{t\}$ and $\sigma \times \{-t\}$. To the best of our knowledge, the analytical form of the vertex-singularity is not known. In this paper, we assume that the solution is not affected much by this singularity (i.e., $z$-component of the singularity has small magnitude) and the error in considering the singular function $S$ is small. We mention that we have incorporated the analytical form of the edge-singularity into the approximation process, discussed later in this paper. However, if the vertex singularity becomes available, that information could also be similarly incorporated into the approximation process. \qed

From (2.8), we know that the solution $u$ involves both a singularity characterized by the factor $r^{1/2}$ and a discontinuity across the crack surface $\Gamma_O$. Therefore, the FEM cannot approximate these crack problems efficiently with arbitrary mesh. The XFEM/GFEM is proposed to provide accurate approximations. We next introduce several conventional XFEM/GFEMs in the literature.

## 3 Conventional GFEM and SGFEM

Let $\{e_s : s \in E_h\}$ be a standard quasi-uniform tetrahedral or hexahedral FE mesh on $\Omega$, where $E_h$ is the index set of elements and $h$ represents size of the elements. The mesh is simple, fixed, and does not need to match the crack surface $\Gamma_O$ or the crack front $O$. The set of FE nodes associated with the mesh is denoted by $\{x_i := (x_i, y_i, z_i) : i \in I_h\}$, where $I_h$ is the index set of the nodes. Let $\phi_i$ be the standard FE hat-function associated with the node $x_i$, and $\omega_i = \text{supp}(\phi_i)$ be the patch associated with $\phi_i$. There exist constant $C$, independent of $i$ and $h$, such that

$$\|\phi_i\|_{L^\infty(\Omega)} \leq C, \quad \|\nabla \phi_i\|_{L^\infty(\Omega)} \leq Ch^{-1}$$

for all $i \in I_h$. The approximate function $u_h$ of FEM is of the form:

$$u_h = \sum_{i \in I_h} a_i \phi_i,$$

where $a_i \in \mathbb{R}^3$ are coefficient vectors.

The GFEM augments the standard FEM (3.2) with special functions (called enrichments) using a Partition of Unity (PU) [6–8, 18, 29]. In the conventional GFEM (introduced also as the XFEM), the discontinuity on the crack surface $\Gamma_O$ is approximated by enriching with the Heaviside function

$$H(x, y, z) = \begin{cases} 
1, & Z(x, y, z) \geq 0 \\
-1, & Z(x, y, z) < 0,
\end{cases}$$

where

$$Z(x, y, z) = \begin{cases} 
1, & \frac{1}{r} \frac{\partial \phi_i}{\partial n} \geq 0 \\
-1, & \frac{1}{r} \frac{\partial \phi_i}{\partial n} < 0,
\end{cases}$$

$\Gamma$ Springer
where \( Z(x, y, z) = 0 \) is the equation of crack surface \( \Gamma_O \). On the other hand, the singularity around the crack front \( O \) is mimicked by enriching with certain singular functions \( \bar{S} = \{ S_j \}_{j=1}^4 \).

**Remark 3.1** In this paper we use

\[
\bar{S} = \{ S_1, S_2, S_3, S_4 \} = \{ \sqrt{r} \sin \frac{\theta}{2}, \sqrt{r} \cos \frac{\theta}{2}, \sqrt{r} \sin \frac{\theta}{2} \sin \theta, \\
\sqrt{r} \cos \frac{\theta}{2} \sin \theta \}.
\]

(3.4)

...to approximate the singularity for both the planar and non-planar crack problems uniformly. The enrichments (3.4) were employed in [11, 24, 33] and are called BB enrichments in [21]. The BB enrichments (3.4) have the merit that they are independent of the material constant \( E, \nu \).

In this paper, we will prove that a GFEM associated with the BB enrichments (the SGFEM) yields the optimal order of convergence not only for the planar crack problems, but also for the fully 3-D planar problems with solutions of the form (2.5). This feature will also be illuminated with numerical examples. We mention that there are other choices for \( \bar{S} \), for example, the OD and OY enrichments were used in [21, 38]; the optimal convergence and other positive features of the associated GFEM were established through well-designed numerical experiments. However, OD and OY enrichments are problem material-dependent and need to be selected according to the different opening modes in (2.5). This is one of the rationales for using the BB enrichments in this paper.

In an early XFEM for the crack problems [11, 33], the approximate functions \( u_h \) is of the form

\[
u_h = \sum_{i \in I_h} a_i \phi_i + \sum_{i \in I_H} b_i \phi_i H + \sum_{i \in I_S} \sum_{j=1}^4 c_i^j \phi_i \left( S_j - S_j(x_i, y_i, z_i) \right).
\]

(3.5)

where \( b_i, c_i^j \) are coefficients in \( \mathbb{R}^3 \), and \( I_S \) and \( I_H \) are defined as (see Fig. 2 Left):

\[
I_S = \Delta := \{ i \in I_h : x_i \in e_s \text{ and } e_s \cap \text{crack front} \neq \emptyset \}
\]

(3.6)

and

\[
I_H = \{ i \in I_h : x_i \in e_s \text{ and } e_s \cap \Gamma_O \neq \emptyset \} \setminus \Delta.
\]

(3.7)

We note for the nodes \( x_i, i \in I_H \), the Heaviside functions have been used as enrichments. On the other hand, for the nodes \( x_i, i \in I_S \), the singular functions \( \{ S_j \}_{j=1}^4 \) have been used as enrichments. We say that the nodes \( x_i, i \in I_H \) are enriched by the Heaviside function. Similarly, we say that the nodes \( x_i, i \in I_S \) are enriched by the singular functions. We note that the nodes \( x_i, i \in I_S \) are the nodes of only those elements \( e_s \) which intersect the crack front, see Fig. 2 Left (nodes “×”). This GFEM is referred to as the Topological GFEM [10, 11, 18]. The Topological GFEM yields
an order of convergence of $O(\sqrt{h})$ of the “energy error”, which is not optimal, i.e., not $O(h)$. The errors could be improved by enlarging size of $I_S$. A Geometric GFEM was proposed in [10, 24, 34] with the same $I_H$ as in (3.7) but an enlarged $I_S$, namely,

$$I_S = \Theta_R = \{ i \in I_h : x_i \in B(O, R) \}. \quad (3.8)$$

Here $B(O, R)$ is a domain containing the points $x = (x, y, z)$ whose distance from the crack front $O$ is less than $R$; $R$ is a constant independent of $h$; see Fig. 2 Right. It has been proven mathematically in [34] that the Geometric GFEM with the enrichments (3.8) and (3.7) yields the optimal error order $O(h)$ in the 2D crack problem. We note that the nodes $x_i, i \in I_H \cap I_S$ are enriched by both the Heaviside and singular functions in the Geometric GFEM.

There are various modified versions of GFEM (3.5) among which we mention a Corrected XFEM [17]. This method uses a ramp-function and addresses the errors in the so called blending elements. The Corrected XFEM reduces the error, but does not improve orders of convergence [17, 18].

The main difficulty in GFEM is that the scaled condition number of the underlying stiffness matrix grows rapidly and becomes much larger than that of the FEM for small values of $h$, i.e., much larger than $O(h^{-2})$. This is caused by the linear or almost linear dependence between the FEM shape functions and shape functions based on the enrichments. In our computational experience, the scaled condition number associated with the Corrected XFEM is even bigger than those of the conventional GFEM. Many ideas have been proposed to improve the conditioning of GFEM, such as [1, 2, 4, 20, 21, 37, 40]. A stable GFEM (SGFEM) was developed in [4] using a simple modification of the enrichment functions, i.e., replacing an enrichment function $F$ with its FE residual $F - \mathcal{I}_h F$, where $\mathcal{I}_h F$ is the FE interpolant of $F$ defined by

$$\mathcal{I}_h F(x, y, z) = \sum_{j \in I_h} F(x_j) \phi_j(x, y, z). \quad (3.9)$$
A GFEM is referred to as the SGFEM if (a) it yields the optimal order of convergence, (b) its conditioning is of the same order as that of the FEM, and (c) the scaled condition number is robust with respect to the relative position of the features of the problem (e.g., crack-front or crack-surface) and the boundaries of the elements. The SGFEM and its modified versions have been applied to the crack problems, interface problems, and high order approximations [5, 20, 21, 23, 45–47].

For the crack problem, it was found out in [20] that, unlike in the standard GFEM, a straightforward use of the Heaviside function $H$ in the SGFEM (with geometric enrichments) cannot yield the optimal order of convergence, $O(h)$. The reason is that the approximation strategies of GFEM and SGFEM are different; the GFEM approximates the solution $u$, whereas the SGFEM essentially approximates its FE residual, $u - \mathcal{I}_h u$, see [46]. To attain the optimal order of convergence, the authors in [20, 21] suggested using the so-called linear Heaviside functions, defined as:

$$\vec{H} = \{H_1, H_2, H_3, H_4\} = \{H, H_x, H_y, H_z\}. \quad (3.10)$$

The approximation function of the SGFEM in [20, 21] is of the form:

$$u_h = \sum_{i \in I_H} a_i \phi_i + \sum_{i \in I_j} \sum_{j=1}^4 b_{ij} \phi_i (H_j - \mathcal{I}_h H_j) + \sum_{i \in I_S} \sum_{j=1}^4 c_{ij} \phi_i (S_j - \mathcal{I}_h S_j). \quad (3.11)$$

The SGFEM (3.11) was employed for the 2D and 3D crack problems in [20, 21]. However, in [20, 21] only particular situations were addressed, e.g., when the crack is aligned with boundaries of elements or the crack is located in middle of elements. Moreover, it was shown that the order of the scaled condition number associated with the BB enrichments were higher than that of the FEM. The material-dependent enrichments, referred to as the OD and OY enrichments in [21, 38], were used to improve the conditioning issue.

In the Sect. 4, we propose an SGFEM based on the BB enrichments, and prove that the proposed SGFEM with the geometrical enrichment yields the optimal convergence order in the energy norm, $O(h)$, for the fully 3D planar crack problems. To the best of our knowledge, such a theoretical result has not been presented in the literature of GFEM/XFEM for the 3D crack problem. In the Sect. 5, we develop some stability techniques, based on which the proposed SGFEM has the same order of conditioning as that of the FEM, and is applied to arbitrary relative positions between the boundaries of elements and crack surfaces.

### 4 Proposed SGFEM and its convergence

In the GFEM (3.5) or SGFEM (3.11), the FE “hat-functions” $\phi_i$ serve as the PU functions in the second and third terms. However, the PU choice is not unique. It has been observed in [7, 13, 26, 43, 44, 46] that the use of FE hat-functions as the PU functions may cause bad conditioning; the underlying stiffness matrix of the GFEM could be severely ill-conditioned, or could even be singular. The conditioning of the
GFEM could be improved by the use of other types of PU functions, e.g., flat-top PU [19, 26, 46], higher order polynomial PU [13, 43, 44]. It is also interesting to note that the PU functions do not affect the rate of convergence of the GFEM, see [13, 43, 44] for instance. Based on these observations, we propose an SGFEM whose the approximation functions are of the form:

\[ u_h = \sum_{i \in I_h} a_i \phi_i + \sum_{i \in I_H} \sum_{j=1}^{4} b_i^j \psi_i (H_j - I_h H_j) + \sum_{i \in I_S} \sum_{j=1}^{4} c_i^j \psi_i (S_j - I_h S_j), \]  

(4.1)

where \( \{ \psi_i : i \in I_h \} \) be a set of general PU functions satisfying

\[ \| \psi_i \|_{L^\infty(\Omega)} \leq C, \quad \| \nabla \psi_i \|_{L^\infty(\Omega)} \leq C h^{-1}, \quad \text{supp}(\psi_i) = \text{supp}(\phi_i) = \omega_i, \]  

(4.2)

\( C \) is a constant independent of \( i \) and \( h \). A specific construction of \( \psi_i \) is given in the next section. We note that in (4.1) \( I_S = \Theta_R \) (see (3.8)) in the rest of this section because we will prove the optimal convergence order \( O(h) \) for the geometric enrichment.

We next prove that the SGFEM (4.1) yields the optimal convergence order \( O(h) \) in the energy norm for the fully 3D planar crack problem. In the following proofs, we approximate the exact solution \( u \) by considering the approximation of each of its components \( u_1, u_2, u_3 \) separately. Therefore, we write \( u, S^2, u^{sm} \) to represent a typical component of the vector-valued functions \( u, S^2, u^{sm} \) in (2.8), respectively, below for simplicity.

We extend the crack surface to the boundary of \( \Omega \) and divide \( \Omega \) into two parts \( \Omega_p \) and \( \Omega_n \). Let \( B(O, R') \) be contained in \( B(O, R) \) with the radius \( R' < R \) that is a fixed constant, and denote \( \tilde{\Omega}_k = \Omega_k \setminus B(C, R') \), \( k = p, n \). Let \( u_p \) and \( u_n \) be the restrictions of \( u \) on \( \tilde{\Omega}_p \) and \( \tilde{\Omega}_n \), respectively; note that \( u_k \in H^2(\tilde{\Omega}_k), k = p, n \). We continuously extend \( u_p \) and \( u_n \) on the whole domain \( \Omega \) to get functions \( \tilde{u}_p \) and \( \tilde{u}_n \) in \( H^2(\Omega) \) such that

\[ \tilde{u}_k = u_k \quad \text{on} \quad \tilde{\Omega}_k \quad \text{and} \quad \| \tilde{u}_k \|_{H^2(\Omega)} \leq C \| u_k \|_{H^2(\tilde{\Omega}_k)}, \quad k = p, n, \]  

(4.3)

where \( C \) is a constant independent of \( h \). In the same way, we extend \( u^{sm}_k \), the restrictions of \( u^{sm} \) (the smooth part (2.8) of \( u \)) on \( \Omega_k, k = p, n \), to the whole domain \( \Omega \) to get functions \( \tilde{u}^{sm}_k \) in \( H^2(\Omega) \) such that

\[ \tilde{u}^{sm}_k = u^{sm}_k \quad \text{on} \quad \Omega_k \quad \text{and} \quad \| \tilde{u}^{sm}_k \|_{H^2(\Omega)} \leq C \| u^{sm}_k \|_{H^2(\tilde{\Omega}_k)}, \quad k = p, n. \]  

(4.4)

**Lemma 4.1** For each enriched node \( x_i, i \in I_H \setminus \Theta_R \), there is a linear polynomial \( q_i \) and a vector \( \tilde{b}_i \) such that

\[ q_i + \langle \tilde{b}_i, H \rangle = \begin{cases} T_i \tilde{u}_p, & x \in \tilde{\Omega}_p \cap \omega_i, \\ T_i \tilde{u}_n, & x \in \tilde{\Omega}_n \cap \omega_i \end{cases}, \]  

(4.5)

where \( \tilde{H} \) are the linear Heaviside enrichments (3.10), \( \langle \cdot, \cdot \rangle \) is the inner product of vectors, and \( T_i \psi \) is the first degree Taylor polynomial of \( \psi \) evaluated at a point \( y_i \in \tilde{\omega}_i \). 

\[ \tilde{\omega}_i \]
\( \omega_i \cap \Gamma_O \). Moreover, for such \( q_i \) and \( \tilde{b}_i \), there is a constant \( C \), independent of \( h \) and \( i \), such that for \( l = 0, 1 \),

\[
\left\{ \| u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle \|_{H^l(\omega_i)}, \| \mathcal{I}_{\omega_i} (u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle) \|_{H^l(\omega_i)}^2 \right\} \\
\leq C h^{4-2l} (\| \tilde{u}_p \|_{H^{2}(\omega_i)}^2 + \| \tilde{u}_n \|_{H^{2}(\omega_i)}^2).
\]

(4.6)

Proof Let \( T_i \tilde{u}_k \) be the first degree Taylor polynomial of \( \tilde{u}_k \) evaluated at a point \( y_i \in \omega_i \cap \Gamma_O \). \( T_i \tilde{u}_p - T_i \tilde{u}_n \) is a linear polynomial in \( \omega_i \), which can be produced by the basis \( \{ 1, x, y, z \} \) with the coefficient vector \( \tilde{b}_i \). Noting \( H(x) \equiv 1 \) for \( x \in \Omega_p \) and has value \(-1\) for \( x \in \Omega_n \), we have

\[
\langle \tilde{b}_i, \tilde{H} \rangle = \begin{cases} 
(T_i \tilde{u}_p - T_i \tilde{u}_n)/2, & x \in \tilde{\Omega}_p \cap \omega_i, \\
-(T_i \tilde{u}_p - T_i \tilde{u}_n)/2, & x \in \tilde{\Omega}_n \cap \omega_i.
\end{cases}
\]

Letting \( q_i = (T_i \tilde{u}_p + T_i \tilde{u}_n)/2 \), we get the equality (4.5). Moreover

\[
\| u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle \|_{H^l(\omega_i)}^2 \\
= \| u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle \|_{H^l(\omega_i \cap \tilde{\Omega}_p)}^2 + \| u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle \|_{H^l(\omega_i \cap \tilde{\Omega}_n)}^2 \\
= \| \tilde{u}_p - T_i \tilde{u}_p \|_{H^l(\omega_i \cap \tilde{\Omega}_p)}^2 + \| \tilde{u}_n - T_i \tilde{u}_n \|_{H^l(\omega_i \cap \tilde{\Omega}_n)}^2 \\
\leq \| \tilde{u}_p - T_i \tilde{u}_p \|_{H^l(\omega_i)}^2 + \| \tilde{u}_n - T_i \tilde{u}_n \|_{H^l(\omega_i)}^2.
\]

Employing the standard Taylor estimates [12]

\[
\| \tilde{u}_k - T_i \tilde{u}_k \|_{H^l(\omega_i)} \leq C h^{2-l} \| \tilde{u}_k \|_{H^{2}(\omega_i)}, \quad k = p, n,
\]

we get the first inequality of (4.6). The second estimate of (4.6) requires (i) the analysis presented above to establish the first estimate of (4.6), and (ii) the point value estimates of \( (u - q_i - \langle \tilde{b}_i, \tilde{H} \rangle) \) at the nodes of \( \tilde{\omega}_i \). This is exactly same as the arguments presented in Lemma 1 of [43] to estimate a similar term for the 2D problem. We do not present the details here and refer the reader to Lemma 4.1 of [43].

We present a similar result for \( u^{sm} \), but for the patches \( \omega_i, i \in \Theta_R \cap \Gamma_H \). We do not present a proof of this result as it is similar to the proof of Lemma 4.1.

Lemma 4.2 For each enriched node \( x_i, i \in \Theta_R \cap \Gamma_H \), there is a linear polynomial \( s_i \) and a vector \( \tilde{b}_i \) such that for \( l = 0, 1 \),

\[
\left\{ \| u^{sm} - s_i - \langle \tilde{b}_i, \tilde{H} \rangle \|_{H^l(\omega_i)}, \| \mathcal{I}_{\omega_i} (u^{sm} - s_i - \langle \tilde{b}_i, \tilde{H} \rangle) \|_{H^l(\omega_i)}^2 \right\} \\
\leq C h^{4-2l} (\| \tilde{u}_p^{sm} \|_{H^{2}(\omega_i)}^2 + \| \tilde{u}_n^{sm} \|_{H^{2}(\omega_i)}^2),
\]

(4.7)

where \( C \) is a constant independent of \( h \) and \( i \).
Recalling the definition of $\Delta_1$ (3.6), we define

$$\tilde{\Delta} := \left\{ j \in I_h : \overline{\omega}_j \cap \{x_k : k \in \Delta\} \neq \emptyset \right\}. \quad (4.8)$$

It is easy to see that

$$\Delta \subset \tilde{\Delta} \subset \Theta_R,$$

and there exist the constants $C_1$ and $C_2$ independent of $i$ and $h$ such that

$$\begin{align*}
\{ r > C_1 h, & \quad \forall x \in \omega_i, \ i \in I_h \setminus \tilde{\Delta}, \\
\{ r < C_2 h, & \quad \forall x \in \omega_i, \ i \in \tilde{\Delta},
\end{align*} \quad (4.9)$$

where $r$ is the distance of $x$ from the crack-front $O$.

For simplicity, for any $i \in \Theta_R$, denote

$$\mathcal{F}_i = (A(z) - A(z_i))S^\frac{1}{2}, \quad (4.10)$$

where $x_i = (x_i, y_i, z_i)$. Recall that we assume $A(z) \in W^{2,\infty}(\Omega)$, and therefore there is a constant $C$ such that for any $x \in \omega_i, i \in \Theta_R$,

$$\begin{align*}
\|A(z) - A(z_i)\|_{L^\infty(\omega_i)} \leq Ch, \quad &\|A(z) - A(z_i)'\|_{L^\infty(\omega_i)} \leq C, \\
\|A(z) - A(z_i)''\|_{L^\infty(\omega_i)} \leq C. \quad (4.11)
\end{align*}$$

**Lemma 4.3** For each node $x_i, i \in \Theta_R \setminus (\tilde{\Delta} \cup I_H)$, there is a constant $C$, independent of $h$ and $i$, such that

$$\|F_i - \mathcal{I}_h(F_i)\|_{H^l(\omega_i)}^2 \leq Ch^{4-2l} \int_{\omega_i} \frac{1}{r} \, dx, \quad l = 0, 1. \quad (4.12)$$

**Proof** It can be calculated according to (4.11) that for any $x \in \Omega_i$,

$$\left\{ \left| \frac{\partial^2 F_i}{\partial x^2} \right|, \left| \frac{\partial^2 F_i}{\partial x \partial y} \right|, \left| \frac{\partial^2 F_i}{\partial y^2} \right| \right\} < C \frac{h}{r^2}, \quad \left\{ \left| \frac{\partial^2 F_i}{\partial x \partial z} \right|, \left| \frac{\partial^2 F_i}{\partial y \partial z} \right| \right\} < C \frac{1}{r^2}, \quad \left| \frac{\partial^2 F_i}{\partial z^2} \right| < Cr^\frac{1}{2} \quad (4.13)$$

Based on (4.13) and the standard FEM interpolation estimate [12], we have

$$\begin{align*}
\|F_i - \mathcal{I}_h(F_i)\|_{H^l(\omega_i)}^2 &\leq Ch^{4-2l} |F_i|_{H^2(\omega_i)}^2 \\
&\leq Ch^{4-2l} \int_{\omega_i} \max \left\{ \frac{1}{r^2}, \frac{1}{r}, \frac{1}{r^2}, \frac{1}{r^2} \right\} \, dx \leq Ch^{4-2l} \int_{\omega_i} \frac{1}{r} \, dx,
\end{align*}$$

where the last inequality is based on the first inequality of (4.9). \qed
Lemma 4.4 For each node \( x_i, i \in (\Theta_R \cap I_H) \setminus \Delta \), there is a linear polynomial \( s_i \) and a vector \( \vec{b}_i \) such that
\[
\left\{ \| F_i - s_i - \langle \vec{b}_i, \vec{H} \rangle \|_{H^l(\omega_i)}^2, \| \mathcal{I}_{\omega_i} (F_i - s_i - \langle \vec{b}_i, \vec{H} \rangle) \|_{H^l(\omega_i)}^2 \right\} \leq Ch^{6-2l}, \quad l = 0, 1.
\]
(4.14)

Proof Let \( T_{i,k}F_i \) be the first degree Taylor polynomials of \( F_i \) evaluated at a point \( y_{i,k} \in \omega_i \cap \Omega_k, k = p, n. \) \( T_{i,p}F_i - T_{i,n}F_i \) is a linear polynomial in \( \omega_i \), which can be produced by the basis \( \{1, x, y, z\} \) with the coefficient vector \( \vec{b}_i \). Noting \( H(x) \equiv 1 \) for \( x \in \Omega_p \) and has value 1 for \( x \in \Omega_n \), we have
\[
\langle \vec{b}_i, \vec{H} \rangle = \begin{cases} \frac{(T_{i,p}F_i - T_{i,n}F_i)}{2}, & x \in \Omega_p \cap \omega_i, \\ -(T_{i,p}F_i - T_{i,n}F_i)/2, & x \in \Omega_n \cap \omega_i. \end{cases}
\]
Letting \( s_i = (T_{i,p}F_i + T_{i,n}F_i)/2 \) yields
\[
\| F_i - s_i - \langle \vec{b}_i, \vec{H} \rangle \|_{H^l(\omega_i)}^2 = \| F_i - s_i - \langle \vec{b}_i, \vec{H} \rangle \|_{H^l(\omega_i \cap \Omega_p)}^2 + \| F_i - s_i - \langle \vec{b}_i, \vec{H} \rangle \|_{H^l(\omega_i \cap \Omega_n)}^2
\]
\[
\leq Ch^{4-2l} \left( |F_i|_{W^{2,\infty}(\omega_i \cap \Omega_p)} |\omega_i \cap \Omega_p| + |F_i|_{W^{2,\infty}(\omega_i \cap \Omega_n)} |\omega_i \cap \Omega_n| \right)
\]
\[
\leq Ch^{4-2l} |F_i|_{W^{2,\infty}(\omega_i)} |\omega_i|, \quad (4.15)
\]
where the first inequality comes from the standard Taylor estimates [12]. Let \( r_{i,\min} \) and \( r_{i,\max} \) be the smallest and largest values of \( r \) in \( \omega_i \), respectively, then according to (4.13) and the first inequality of (4.9), we have
\[
|F_i|_{W^{2,\infty}(\omega_i)} \leq C \max \left\{ \frac{h^2}{r_{i,\min}^3}, \frac{1}{r_{i,\min}}, r_{i,\max} \right\} \leq C \frac{1}{h}, \quad (4.16)
\]
Using (4.15), (4.16), and a fact \( |\omega_i| < Ch^3 \), we get the first inequality of (4.14). The second estimate of (4.14) can be obtained according to the results in getting the first inequality and the same arguments in Lemma 4.1 in [43]. Also see the proof of Lemma 4.1. We do not present the details here. \( \square \)

Lemma 4.5 For each node \( x_i, i \in \Delta \), there is a constant \( C \), independent of \( h \) and \( i \), such that
\[
\left\{ \| F_i \|_{L^2(\omega_i)}, \| \mathcal{I}_{\omega_i}(F_i) \|_{L^2(\omega_i)} \right\} \leq Ch^6, \| \nabla \mathcal{I}_{\omega_i}(F_i) \|_{L^2(\omega_i)}^2 \leq Ch^4, \| \nabla F_i \|_{L^2(\omega_i)}^2 \leq Ch^2 \int_{\omega_i} \frac{1}{r} dx. \]
(4.17)
and
\[
\left\{ \| u^{sm} \|^2_{L^2(\omega_i)}, \| \mathcal{T}_h (u^{sm}) \|^2_{L^2(\omega_i)} \right\} 
\leq C h^6, \left\{ \| \nabla \mathcal{T}_h (u^{sm}) \|^2_{L^2(\omega_i)}, \| \nabla u^{sm} \|^2_{L^2(\omega_i)} \right\} \leq C h^4. \tag{4.18}
\]

**Proof** For every \( i \in \bar{\Delta} \), using (4.11), the second inequality of (4.9), and (3.1), we have
\[
\left\{ \| F_i \|^2_{L^2(\omega_i)}, \| \mathcal{T}_h (F_i) \|^2_{L^2(\omega_i)} \right\} 
\leq C h^2 \int_{\omega_i} r^2 \, dx \leq C h^6, \| \nabla \mathcal{T}_h (F_i) \|^2_{L^2(\omega_i)} \leq C h^2 \int_{\omega_i} r^2 \, dx \leq C h^4. \tag{4.19}
\]

It can be calculated based on (4.11) that
\[
\left\{ \left| \frac{\partial F_i}{\partial x} \right|, \left| \frac{\partial F_i}{\partial y} \right| \right\} < C \frac{h}{r^2}, \left| \frac{\partial F_i}{\partial z} \right| < C r^2,
\]
and thus we get
\[
\| \nabla F_i \|^2_{L^2(\omega_i)} \leq C h^2 \int_{\omega_i} \frac{1}{r} \, dx.
\]

The estimates (4.18) are obtained directly by noting (2.8), (2.9), and a fact that \( r < C h \) for \( i \in \bar{\Delta} \). \( \Box \)

Now, based on these lemmas we prove the optimal convergence of proposed SGFEM for the fully 3D planar crack problem.

**Theorem 4.6** Suppose \( u = A(z)S^{\frac{1}{2}} + u^{sm} \) is the solution of (2.3) that satisfies (2.8) and (2.9). Let \( u_{h,SG} \) be the proposed SGFEM solution of the form (4.1) computed based on (2.3). Then there exists \( C > 0 \), independent of \( h \), such that
\[
\| u - u_{h,SG} \|_{E(\Omega)} \leq C h.
\]

**Proof** Recall that \( u, S^{\frac{1}{2}}, u^{sm} \) are the components of \( u, S^{\frac{1}{2}}, u^{sm} \), respectively, and let \( u_h \) be the associated component of \( u_h \). For every \( i \in I_H \cap \Theta_R, F_i \) is defined in (4.10). Let
\[
\mathcal{V}_h u := \mathcal{T}_h u + \sum_{i \in I_H} \sum_{j=1}^4 b_i^j \psi_i \left( H_j - \mathcal{T}_h H_j \right) + \sum_{i \in \Theta_R} \sum_{j=1}^4 c_i^j \psi_i \left( S_j - \mathcal{T}_h S_j \right)
\]
\[
= \mathcal{T}_h u + \sum_{i \in I_H} \psi_i \left( \tilde{b}_i, \tilde{H}_i \right) - \mathcal{T}_h \left( \tilde{b}_i, \tilde{H}_i \right) + \sum_{i \in \Theta_R} \psi_i \left( \tilde{c}_i, \tilde{S} \right) - \mathcal{T}_h \left( \tilde{c}_i, \tilde{S} \right)
\]

where \( \tilde{b}_i \) and \( \tilde{c}_i \) are undetermined coefficients. It is obvious that \( \mathcal{V}_h u \) is a SGFEM approximation in (4.1). We divide \( I_h \) into five disjoint index sets, \( I_h \setminus (I_H \cup \Theta_R), I_H \setminus \Theta_R, \Theta_R \setminus (I_H \cup \bar{\Delta}), (I_H \cap \Theta_R) \setminus \bar{\Delta}, \bar{\Delta}, \) and their cardinalities are the following:
\[
\left\{ \left| I_h \setminus (I_H \cup \Theta_R) \right|, \left| \Theta_R \setminus (I_H \cup \tilde{\Delta}) \right| \right\} < C \frac{1}{h^3}, \left\{ I_H \setminus \Theta_R \right\}, \\
\left| (I_H \cap \Theta_R) \setminus \tilde{\Delta} \right| < C \frac{1}{h^2}, \left| \tilde{\Delta} \right| < C \frac{1}{h}.
\]

(4.20)

Applying the PU property of \( \{ \psi_i \}_{i \in I_h} \) yields that

\[
u - V_h u = \sum_{i \in I_h} \psi_i (u - \mathcal{I}_h u) + \sum_{i \in I_H} \psi_i \left( (\tilde{b}_i, \tilde{H}_i) - \mathcal{I}_h (\tilde{b}_i, \tilde{H}_i) \right) \\
+ \sum_{i \in \Theta_R} \psi_i \left( (\tilde{c}_i, \tilde{S}) - \mathcal{I}_h (\tilde{c}_i, \tilde{S}) \right) = \sum_{i \in I_h \setminus (I_H \cup \Theta_R)} \psi_i [\mathcal{I} - \mathcal{I}_h] (u) + \sum_{i \in I_H \setminus \Theta_R} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u - q_i - (\tilde{b}_i, \tilde{H}) \right) \\
+ \sum_{i \in (I_H \cap \Theta_R) \setminus \tilde{\Delta}} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u - s_i - (\tilde{b}_i, \tilde{H}) - (\tilde{c}_i, \tilde{S}) \right) \\
+ \sum_{i \in \Theta_R \setminus (I_H \cup \Delta)} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u - (\tilde{c}_i, \tilde{S}) \right) \\
= Y_0 + Y_1 + Y_2 + Y_3 + Y_4, \quad (4.21)
\]

where \( q_i \) and \( s_i \) are arbitrary linear polynomials, and \( Y_0, Y_1, Y_2, Y_3, Y_4 \) denote the five summation terms, respectively. We note that there should be terms \( (\tilde{b}_i, \tilde{H}) \) in \( Y_4 \) (at the nodes in \( I_H \cap \tilde{\Delta} \)), but we remove them by taking the coefficients \( \tilde{b}_i = 0 \) for the nodes in \( I_H \cap \tilde{\Delta} \). We further divide \( Y_2, Y_3, Y_4 \) as follows:

\[
Y_2 = Y_2^1 + Y_2^2 := \sum_{i \in (I_H \cap \Theta_R) \setminus \tilde{\Delta}} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u^{sm} - s^1_i - (\tilde{b}_i^1, \tilde{H}) \right) \\
+ \sum_{i \in (I_H \cap \Theta_R) \setminus \tilde{\Delta}} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( A(z) S^{\frac{1}{2}} - (\tilde{c}_i, \tilde{S}) - s^2_i - (\tilde{b}_i^2, \tilde{H}) \right),
\]

\[
Y_3 = Y_3^1 + Y_3^2 := \sum_{i \in \Theta_R \setminus (I_H \cup \tilde{\Delta})} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u^{sm} \right) \\
+ \sum_{i \in \Theta_R \setminus (I_H \cup \tilde{\Delta})} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( A(z) S^{\frac{1}{2}} - (\tilde{c}_i, \tilde{S}) \right),
\]

\[
Y_4 = Y_4^1 + Y_4^2 := \sum_{i \in \tilde{\Delta}} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( u^{sm} \right) + \sum_{i \in \tilde{\Delta}} \psi_i [\mathcal{I} - \mathcal{I}_h] \left( A(z) S^{\frac{1}{2}} - (\tilde{c}_i, \tilde{S}) \right),
\]

where in the first equality \( (Y_2) \) \( s_i = s_i^1 + s_i^2, \tilde{b}_i = \tilde{b}_i^1 + \tilde{b}_i^2, \) and \( s_i^1, s_i^2 \) are also the arbitrary linear polynomials, \( \tilde{b}_i^1, \tilde{b}_i^2 \) are the undetermined coefficients.
It is noted that the patches in $Y_0$ does not intersect the crack surface $\Gamma_O$. Using the PU property (4.2) and the standard interpolation error estimate of FEM yields that

$$|Y_0|^2_{H^1(\omega)} \leq 2C \sum_{i \in I_{H \cap \Theta_R}} \left( \sum_{l=0,1} |\psi_i|^2_{H^{l-1}(\omega)} \right) \left( \sum_{l=0,1} h^{2l-2} \left| (I - I_h)(u) \right|^2_{H^l(\omega)} \right)$$

$$\leq 2C \sum_{i \in I_{H \cap \Theta_R}} \left( \sum_{l=0,1} h^{2l-2} \left| u \right|^2_{H^l(\omega)} \right) \leq Ch^2 \sum_{i \in I_{H \cap \Theta_R}} \left| u \right|^2_{H^2(\omega)}$$

$$\leq Ch^2 \left( \|\tilde{u}_p\|^2_{H^2(\Omega)} + \|\tilde{u}_n\|^2_{H^2(\Omega)} \right). \quad (4.22)$$

In the same way we have

$$|Y_1|^2_{H^1(\Omega)} \leq Ch^2 \left( \|\tilde{u}_p\|^2_{H^2(\Omega)} + \|\tilde{u}_n\|^2_{H^2(\Omega)} \right). \quad (4.23)$$

Choosing $q_i$, $\tilde{b}_i$ as in Lemma 4.1 and $s_i^1$, $\tilde{b}_i^1$ as in Lemma 4.2, and using the results (4.6) and (4.7) in Lemma 4.1 and Lemma 4.2 and the arguments to get (4.22), we have

$$|Y_1|^2_{H^1(\Omega)} \leq Ch^2 \left( \|\tilde{u}_p\|^2_{H^2(\Omega)} + \|\tilde{u}_n\|^2_{H^2(\Omega)} \right), \quad |Y_2|^2_{H^1(\Omega)} \leq Ch^2 \left( \|\tilde{u}_p\|^2_{H^2(\Omega)} + \|\tilde{u}_n\|^2_{H^2(\Omega)} \right). \quad (4.24)$$

We next analyze $Y_2^2$, $Y_3^2$, $Y_4^2$, and $Y_4^1$. Noting that the every component of $S^2$ can be produced by the linear combination of the “BB” enrichments (3.4), we can choose the coefficients $\tilde{c}_i$ such that $\langle \tilde{c}_i, \tilde{S} \rangle = A(z_i)S^2$, and thus (4.9) holds in $Y_2^2$, $Y_3^2$, $Y_4^2$ as follows:

$$A(z_i)S^2 - \langle \tilde{c}_i, \tilde{S} \rangle = A(z_i)S^2 - A(z_i)S^2 = I_i.$$

Choosing $s_i^2$, $\tilde{b}_i^2$ as in Lemma 4.4 and employing the result (4.14), (4.2), and (4.20), we have

$$|Y_2|^2_{H^1(\Omega)} \leq 2C \sum_{i \in (I_{H \cap \Theta_R})} \left( \sum_{l=0,1} h^{2l-2} \left| (I - I_h)(F_i - s_i^2 - (\tilde{b}_i^2, \tilde{H})) \right|^2_{H^l(\omega)} \right)$$

$$\leq 4C \sum_{i \in (I_{H \cap \Theta_R})} \left( \sum_{l=0,1} h^{2l-2} \left| F_i - s_i^2 - (\tilde{b}_i^2, \tilde{H}) \right|^2_{H^l(\omega)} \right) + 4C \sum_{i \in (I_{H \cap \Theta_R})} \left( \sum_{l=0,1} h^{2l-2} \left| I_h(F_i - s_i^2 - (\tilde{b}_i^2, \tilde{H})) \right|^2_{H^l(\omega)} \right)$$
\[ \leq 4C \sum_{i \in (I_H \cap \Theta_R) \setminus \tilde{\Delta}} \left( \sum_{l=0,1} h^{2l-2} h^{6-2l} \right) \]
\[ = 4C |(I_H \cap \Theta_R) \setminus \tilde{\Delta}| h^4 < 4Ch^2. \quad (4.25) \]

For \(Y_3^2\), according to (4.2) and (4.14) in Lemma 4.4, we have

\[ |Y_3^2|_{H^1(\Omega)}^2 \leq 2C \sum_{i \in \Theta_R \setminus (I_H \cup \tilde{\Delta})} \left( \sum_{l=0,1} h^{2l-2} \left| F_i - \mathcal{I}_h(F_i) \right|^2_{H^1(\omega_i)} \right) \]
\[ \leq 2C \sum_{i \in \Theta_R \setminus (I_H \cup \tilde{\Delta})} \left( \sum_{l=0,1} h^{2l-2} h^4 \int_{\omega_i} \frac{1}{r} d\mathbf{x} \right) \]
\[ \leq 2Ch^2 \int_{\bigcup_{i \in \Theta_R \setminus (I_H \cup \tilde{\Delta}) \omega_i}} \frac{1}{r} d\mathbf{x} \leq 2Ch^2 \int_{\Omega} \frac{1}{r} d\mathbf{x} \leq Ch^2, \quad (4.26) \]

where the last integration in Cylindrical Coordinates, \( \int_{\Omega} \frac{1}{r} d\mathbf{x} = \int_{\Omega} 1 d\mathbf{r} d\theta d\mathbf{z} \), is finite.

For \(Y_4^2\), using (4.2) and the result (4.17) in Lemma 4.5 leads to that

\[ |Y_4^2|_{H^1(\Omega)}^2 \leq 4Ch^3. \quad (4.28) \]

Now, integrating the estimates (4.21), (4.22), (4.23), (4.24), (4.25), (4.26), and (4.27) produces

\[ |u - \mathcal{V}_h u|_{H^1(\Omega)}^2 \leq Ch^2 \left( \|\tilde{u}_p\|_{H^2(\Omega)}^2 + \|\tilde{u}_n\|_{H^2(\Omega)}^2 \right. \]
\[ \left. + \|\tilde{u}_m\|_{H^2(\Omega)}^2 \right) + Ch^2 + Ch^3 \leq Ch^2. \quad (4.29) \]
Remember that the estimate (4.29) holds for each component of \( \mathbf{u} \), then we have
\[
|\mathbf{u} - \nabla_h \mathbf{u}|_{H^1(\Omega; \mathbb{R}^3)}^2 = |u_1 - \nabla_h u_1|^2_{H^1(\Omega)} + |u_2 - \nabla_h u_2|^2_{H^1(\Omega)} + |u_3 - \nabla_h u_3|^2_{H^1(\Omega)} \leq C h^2.
\]
Finally, using the Cauchy’s Lemma and (4.30) we get
\[
\|\mathbf{u} - \mathbf{u}_{h,SG}\|_{\mathcal{E}(\Omega)}^2 \leq C |\mathbf{u} - \nabla_h \mathbf{u}|_{H^1(\Omega; \mathbb{R}^3)}^2 \leq C h^2,
\]
which is the desired result of this theorem.

Remark 4.1 Theorem 4.6 indicates that the proposed SGFEM with BB enrichments (geometric enrichment) yield the optimal convergence for both the planar and fully 3D planar crack problems. The BB enrichments have the merit that they are independent of the material parameters \( E \) and \( \nu \). The proof is valid for both tetrahedron and hexahedron elements, and the results hold for arbitrary position of the mesh relative to the crack surface \( \Gamma_0 \). We mention that Theorem 4.6 holds when a general PU \( \{\psi_i\} \), in the definition of the approximation functions in SGFEM (4.1), is replaced by the standard PU \( \{\phi_i\} \), i.e., FE hat functions. However, the flexibility of using a general PU \( \{\psi_i\} \) provides us the opportunity to improve the conditioning of SGFEM, which we address in the next section. In the proof of Theorem 4.6, we found that the blending elements do not play any role in the optimal convergence in the energy norm in the proposed SGFEM [17]. Therefore, the blending elements do not need special care in the proposed SGFEM (4.1). To the best of our knowledge, no theoretical analysis of GFEM/XFEM for 3D crack problems is available in the literature. The situation in 3D is significantly different from the 2D problem [24, 34, 43, 45]. The major singular functions in 2D are produced exactly by the BB enrichments [24, 34, 43, 45] so that the FEM can approximate remaining smoother part of solutions efficiently. However, in the 3D problem the major singular functions in (2.9) cannot be produced by the BB enrichments, and we need to estimate the terms involving the major singular function. (in the 2D case, the major singular function is cancelled by the BB enrichments so that we do not need to do any estimations on the major singular function.)

It was shown in [21] that the Geometric SGFEM (3.11) with the BB enrichments for the 3D crack problem has a scaled condition number (SCN) of order \( O(h^{-5}) \), which is much bigger than that of the FEM. A possible reason was analyzed in [13, 43–45]; the multi-fold enrichments at one node may cause a local almost linear dependence. In the next section we develop associated stability techniques, based on which the proposed SGFEM is shown to have the SCN \( O(h^{-2}) \) that is of same order as that of FEM. More complicated relative positions the of mesh and crack surfaces (compared to [21]) and the associated robustness have been addressed in this paper.

5 Stability techniques

We first define the scaled condition number (SCN) of a matrix for a quantitative description of the conditioning. For a symmetric matrix \( \mathbf{M} \), let \( \mathbf{D} \) be a diagonal matrix
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\[
D_{ii} = (M)_{ii}^{-1/2},
\]

then scaled condition number (SCN) of \( M \) is defined as

\[
K := \kappa(\hat{M}), \quad \hat{M} := DMD,
\]

where \( \kappa(\hat{M}) \) is the condition number of \( \hat{M} \). It was shown in [4] that \( K \) is a good indicator of the loss of accuracy in the computed solution of the underlying linear system. We will propose an SGFEM based on the BB enrichments (3.4) whose SCN \( \hat{K} = O(h^{-2}) \).

**Changing PU functions**

As indicated at the beginning of Sect. 4 (see also Remark 4.1), the conditioning of the GFEM of SGFEM could be improved by the use of other types of PU functions, e.g., flat-top PU, higher order polynomial PU. The flat-top PU functions were used quite early in the GFEM (called PUM) [29] and a meshfree PUM in [19]. The SCN of the GFEM based on flat-top PU and polynomial enrichments are proved to be \( O(h^{-2}) \) in [26, 46]. However, the numerical integration with the flat-top PU becomes involved because as these PU functions are piecewise smooth inside an element. In this paper we employ the higher order polynomial PU, which were developed in [13, 43, 44].

Let \( Q^q_0 \) and \( Q^q_1 \) be the Hermite interpolation polynomials of degree \( 2q + 1 \) in interval \([0, 1]\), which have a property

\[
Q^m_q(\xi_n) = \delta_{mn}, \quad \frac{d^s}{d\xi^s} Q^m_q(\xi_n) = 0, \quad m, n = 0, 1; \quad s = 1, \ldots, q,
\]

where \( \xi_0 = 0 \) and \( \xi_1 = 1 \). It is easy to see that \( Q^q_0 \) and \( Q^q_1 \) form the PU on \([0, 1]\). Explicitly, for \( q = 0 \),

\[
Q^0_0 = 1 - \xi, \quad Q^0_1 = \xi;
\]

and for \( q = 1 \),

\[
Q^1_0 = (1 - \xi)^2(1 + 2\xi), \quad Q^1_1 = \xi^2(3 - 2\xi).
\]

Therefore, we obtain the PU functions \( \tilde{Q}^q_{lmn} \), \( l, m, n = 0, 1 \) on a reference element \([0, 1] \times [0, 1] \times [0, 1] \) such that

\[
\tilde{Q}^q_{lmn}(\xi, \eta, \zeta) = Q^q_l(\xi)Q^q_m(\eta)Q^q_n(\zeta), \quad \forall (\xi, \eta, \zeta) \in [0, 1] \times [0, 1] \times [0, 1], \quad l, m, n = 0, 1.
\]

Let \( e_s \) be a general hexahedral element, and \( (x, y, z) = F_s(\xi, \eta, \zeta) \) be an affine mapping from the reference element \([0, 1] \times [0, 1] \times [0, 1] \) to \( e_s \). Then the PU functions on \( e_s \) are derived by
\[
Q_{mn}^q(x, y, z) = \hat{Q}_{mn}^q(F_s^{-1}(x, y, z)), \quad (x, y, z) \in e_x. \quad (5.2)
\]

Assembling these PU functions \(Q_{mn}^q\) on the elements according to the nodes yield the desired PU functions \(Q_i^q\), \(i \in I_h\). It is noted that the PU functions \(Q_i^q\) are just the FEM functions \(\phi_i\). In this paper, we use \(\psi_i = Q_i^q\), \(i \in I_h\), with \(q = 1\) as the PU function in the SGFEM.

We mention that the cubic PU functions \(Q_i^1\) are different from the standard cubic FE shape functions. The functions \(Q_i^1\) are continuous and they may not have approximation properties similar to the standard cubic FE shape functions. The construction of \(Q_i^1\) uses the values only at the vertices of a hexahedral element, whereas as the cubic FE shape functions need values at 27 nodes for their construction in the hexahedral setting.

The approximation functions in the SGFEM (4.1), associated with a hexahedral mesh and incorporating \(Q_i^1\) as the PU \(\psi_i\), are of the form:

\[
u_h = \sum_{i \in I_h} a_i \phi_i + \sum_{i \in I_H} \sum_{j=1}^4 b_i^j Q_i^1 (H_j - \mathcal{I}_h H_j) + \sum_{i \in I_S} \sum_{j=1}^4 c_i^j Q_i^1 (S_j - \mathcal{I}_h S_j). \quad (5.3)
\]

It is easy to see that the PU functions \(Q_i^1\) satisfy (4.2). Therefore, the optimal convergence in Theorem 4.6 still holds for the SGFEM (5.3).

The procedures of subtracting FE interpolants from the enrichments in the SGFEM (3.11) and changing PU functions from \(\phi_i\) to \(Q_i^1\) in (4.1) address the almost linear dependence between FE functions and enrichment functions. However, a particular node may be enriched with several enrichment functions (we call it multi-fold enrichment) and they could produce almost linear dependence, locally, degrading conditioning of the stiffness matrix, as reported in [45, 47]. To illustrate this point, we denote the enrichments at every enriched node \(x_i = (x_i, y_i, z_i)\) by \(E_i = \{E_i^k\}_{k=1}^\alpha\), where

\[
E_i = \begin{cases} 
\tilde{H} = \{H, Hx, Hy, Hz\}, & i \in I_H \setminus I_S, \\
\tilde{S} = \{S_1, S_2, S_3, S_4\}, & i \in I_S \setminus I_H, \\
\{\tilde{H}, \tilde{S}\} = \{H, Hx, Hy, Hz, S_1, S_2, S_3, S_4\}, & i \in I_H \cap I_S. 
\end{cases} \quad (5.4)
\]

It is clear from above that \(\alpha = 4, 4,\) and \(8,\) for \(i \in I_H \setminus I_S, I_S \setminus I_H, I_H \cap I_S,\) respectively. We mention that multi-fold enrichments at the nodes \(x_i, i \in I_S \setminus I_H,\) which are enriched only with the singular functions, do not play a significant role on the bad conditioning of the SGFEM. However, it seems that enriching a node, namely, \(x_i, i \in I_H \setminus I_S\) and \(I_H \cap I_S,\) with multiple linear Heaviside functions play a dominant role in the bad conditioning in the SGFEM, see Remark 5.1.

To address the local almost linear dependence at one enriched node, for any \(i \in (I_H \setminus I_S) \cup (I_H \cap I_S)\), we propose a local principal component analysis [22] (PCA) technique to remove redundancy in \(\text{span}(E_i)\). We briefly describe the PCA. Let \(M\) be an \(m\)-by-\(m\) covariance matrix of \(m\) functions \(\eta_l, 1 \leq l \leq m,\) associated with an inner product \(\langle \cdot, \cdot \rangle,\) i.e., \(M_{ij} = \langle \eta_i, \eta_j \rangle.\) The eigenvalues \(\lambda_l, 1 \leq l \leq m\) of \(M\) are computed
and ordered from highest to lowest, i.e., \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \). The eigenvalue \( \lambda_l \) and its eigenvector are referred to as the \( l \)th principal component and principal component vector, respectively. The \( l \)th percentage of total variance associated with the \( l \)th principal component is defined by

\[
\frac{\lambda_l}{\sum_{l=1}^{m} \lambda_l} \times 100,
\]

which characterizes the significance of the \( l \)th principal component.

Recall that we are working with a vector-valued problem; for any \( i \in (I_H \setminus I_S) \cup (I_H \cap I_S) \), the basis functions with respect to \( x-, y- \) and \( z- \) directions according to \( E_i \) are given by

\[
E^x_i = \begin{bmatrix} E^k_i \\ 0 \\ 0 \end{bmatrix}, \quad E^y_i = \begin{bmatrix} 0 \\ E^k_i \\ 0 \end{bmatrix}, \quad E^z_i = \begin{bmatrix} 0 \\ 0 \\ E^k_i \end{bmatrix}.
\]

For simplicity, we use \( E^p_i \) with \( p = x, y, z \) to denote \( E^x_i, E^y_i \) and \( E^z_i \), respectively. In what follows we present two equivalent schemes, implementing the PCA, to address with the local almost linear dependence between the multi-fold enrichments at one node. The two schemes are referred to as local PCA (LPCA).

**Scheme 1: New combinations of enrichments according to LPCA**

For any \( i \in (I_H \setminus I_S) \cup (I_H \cap I_S) \), we apply the standard PCA for \( E^p_i \) in the following inner product

\[
B(Q^1_i[I - I_h](\cdot), Q^1_i[I - I_h](\cdot)),
\]

and the associated \( \alpha \)-by-\( \alpha \) covariance matrix is as follows:

\[
A^p_i := \left[ B(Q^1_i[I - I_h]([E^p_i]_k), Q^1_i[I - I_h]([E^p_i]_l)) \right]_{k,l=1}^{\alpha}.
\]

Let \( A \) be the global stiffness matrix associated with the initial SGFEM (4.1). It is clear from (5.6) that the covariance matrix \( A^p_i \) is a sub-matrix of \( A \), which consists of entries of \( A \) that are located at intersections of rows and columns of \( A \), associated with the enrichments \( E^p_i \), see (5.9) for \( p = x \). Therefore, \( A^p_i \) could be directly obtained from \( A \), and it does not require additional computations. Based on the covariance matrix \( A^p_i \), the standard PCA generates an \( \alpha \)-by-\( \alpha \) matrix \( \text{Coe}^p_i \), with each column containing coefficients for one principal component and a vector \( \text{Exp}^p_i \) consisting of the percentages of the total variance associated with principal components. Therefore, the functions

\[
\tilde{E}^p_i := E^p_i \bullet \text{Coe}^p_i \quad (\bullet \text{ is the multiplication of matrices})
\]

are orthogonal under the product (5.5) and can be identified according to their “contributions” characterized by the vectors \( \text{Exp}^p_i \). Note that in (5.7) \( \tilde{E}^p_i \) is a 3-by-\( \alpha \) matrix according to its definition. Now, we can derive the SGFEM by removing the enrichments in \( \tilde{E}^p_i \) with \( \text{Exp}^p_i(k) < \lambda \), \( p = x, y, z \) from the node \( (x_i, y_i, z_i) \). In our
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We emphasize that the LPCA does not lead to a loss of the convergence because

$$\text{span}(\tilde{E}^p_k) = \text{span}(E^p_k), \quad p = x, y, z, \quad (5.8)$$

and only the redundant enrichments with the extremely small “contributions” (less than $10^{-10}$ percentages) at every $(x_i, y_i, z_i), i \in (I_H \setminus I_S) \cup (I_H \cap I_S)$ are removed. Our computational experiences indicate that the LPCA largely plays an important role to reduce roundoff errors without losing the approximation accuracy by filtering out redundant information of multi-fold enrichments at one node.

**Scheme 2: An equivalent preconditioning method of stiffness matrix**

Obtaining the new combinations of enrichments, as outlined in Scheme 1, could be viewed as a preconditioning of the stiffness matrix based on the SGFEM (5.3) with the “old” enrichments $E_i$ (5.4). We note that preconditioning the stiffness matrix is quite common in FEM computations. We describe the preconditioning process as follows:

- Integrate the stiffness matrix $A$ and load vector $b$ based on the initial SGFEM (5.3) with the enrichments $E_i$ (5.4). For any $i \in (I_H \setminus I_S) \cup (I_H \cap I_S)$, arrange the indices of multi-fold enrichments $E_i^x$ at one node $(x_i, y_i, z_i)$ as $J_i, \ldots, J_i + \alpha - 1$;

- For each $(x_i, y_i, z_i), i \in (I_H \setminus I_S) \cup (I_H \cap I_S)$, the sub-matrix $A_i^x$ is taken from $A$ as

$$A_i^x = A(J_i : J_i + \alpha - 1, J_i : J_i + \alpha - 1), \quad (5.9)$$

and the PCA is applied based on $A_i^x$ to obtain $\text{Coe}_i^x$ and $\text{Exp}_i^x$, and $A$ and $b$ are updated by

$$A(J_i : J_i + \alpha - 1, :) = (\text{Coe}_i^x)^T A(J_i : J_i + \alpha - 1, :) \quad \text{and} \quad \text{Exp}_i^x(j) < \lambda = 10^{-10}, \quad j = 2, \ldots, \alpha$$

update $A$ and $b$ by

$$A(J_i + j - 1, :) = 0, \quad \text{A}(, J_i + j - 1) = 0, \quad A(J_i + j - 1, J_i + j - 1) = 1, \quad b(J_i + j - 1, :) = 0;$$

- Do the same procedures as above for enrichments $E_i^x$ and $E_i^z$ to obtain the new stiffness matrix $A$ and the load vector $b$ after the LPCA.

The algorithm above is equivalent to the Scheme 1 in a sense that they yield the same SGFEM approximate solution in (4.1). This is because the approximation subspace does not change, see (5.8). The scheme 2 is executed at matrix level instead of
obtaining the new combinations of enrichments as in the Scheme 1. We note that the stiffness matrix produced by the scheme 2 is exactly the one associated with the new combinations of enrichments, \( \tilde{E}_i^p \) (5.7).

**Remark 5.1** We analyze the complexity of LPCA. First, the LPCA can be executed based on the available stiffness matrix \( A \) associated with the initial SGFEM (5.3) and serves as an easy preconditioning algorithm in solving linear systems. Second, the LPCA is only implemented at the nodes in \( \in (I_H \setminus I_S) \cup (I_H \cap I_S) \). It is important to note that the number of nodes in \( \in (I_H \setminus I_S) \cup (I_H \cap I_S) \) is one order less than that of all nodes (i.e., \( O(h^{-2}) \) versus \( O(h^{-3}) \)). Therefore, the procedure scarcely increases the whole computational complexity. We mention that in a previous research on 2D crack problem [13], the LPCA was carried out at the nodes in \( I_H \cup I_S \). The number of nodes in \( I_H \cup I_S \) is much larger than in \( (I_H \setminus I_S) \cup (I_H \cap I_S) \). In fact, for the geometric enrichment, the number of nodes in \( I_H \cup I_S \) is of same dimension as that of all nodes. Executing the LPCA at the nodes in \( I_H \cup I_S \) does not increase the computational complexity remarkably in the 2D problem. In the 3D problem, however, executing the LPCA at the nodes in \( (I_H \setminus I_S) \cup (I_H \cap I_S) \) instead of \( I_H \cup I_S \) leads to a significant saving in complexity. We made additional computations, which show that such a saving can also be obtained in the 2D problem in [13]. Finally, the LPCA is to find out new linear combinations of enrichments at one node, see (5.8). Accordingly, it does not change the sparse structure of \( A \).

We will show that the SGFEM (5.3), with the LPCA, yields optimal rate of convergence in the energy norm and is stable in that its SCN is \( O(h^{-2}) \), which is of the same order as that of the FEM. Moreover, the SCN of the stiffness matrix associated with this SGFEM is robust with respect to the relative positions of the crack line \( \Gamma_0 \) and boundaries of elements.

6 Numerical experiments

We consider the 3D linear elasticity problem (2.1)–(2.2) with the cracked domain \( \Omega \), the crack-surface \( \Gamma_0 \), and the crack front \( O \), as mentioned in Sect. 2. We take the Young’s modulus \( E = 90 \), the Poisson’s ratio \( \nu = 0.28 \), and the associated Lamé constants \( \lambda = 44.74431818 \) and \( \mu = 35.15625 \). We use the singular function (2.5) as the *manufactured solution* of (2.1)–(2.2) with 3 different functions \( A(z) \), namely \( A(z) = 1, 1 + z, 1 + z + z^2 \) in (2.5). These will serve as 3 different examples (manufactured solutions):

\[
\mathbf{u}_1 = r^{\frac{1}{2}} \begin{bmatrix} (Q_1 - 1) \cos \frac{\theta}{2} - \cos \frac{3}{2} \theta \\ (Q_1 + 1) \sin \frac{\theta}{2} - \sin \frac{3}{2} \theta \\ 0 \end{bmatrix},
\]

(6.1)
\[ u_2 = (1 + z) r^\frac{1}{2} \left[ \begin{array}{c} (Q_1 - 1) \cos \frac{\theta}{2} - \cos \frac{3}{2} \theta \\ (Q_1 + 1) \sin \frac{\theta}{2} - \sin \frac{3}{2} \theta \\ 0 \end{array} \right] + r^\frac{3}{2} \left[ \begin{array}{c} 0 \\ 0 \\ 2 \cos \frac{\theta}{2} - \frac{2}{3} (Q_1 + 1) \cos \frac{3}{2} \theta \end{array} \right], \quad (6.2) \]

and

\[ u_3 = (1 + z + z^2) r^\frac{1}{2} \left[ \begin{array}{c} (Q_1 - 1) \cos \frac{\theta}{2} - \cos \frac{3}{2} \theta \\ (Q_1 + 1) \sin \frac{\theta}{2} - \sin \frac{3}{2} \theta \\ 0 \end{array} \right] + (1 + 2z) r^\frac{3}{2} \left[ \begin{array}{c} 0 \\ 0 \\ 2 \cos \frac{\theta}{2} - \frac{2}{3} (Q_1 + 1) \cos \frac{3}{2} \theta \end{array} \right] + 2r^\frac{5}{2} \left[ \begin{array}{c} (Q_2 - Q_3 - \frac{Q_1 + 1}{6} - Q_4) \cos \frac{\theta}{2} + \cos \frac{3}{2} \theta + (Q_4 - Q_3) \cos \frac{5}{2} \theta \\ (Q_2 + Q_3 - \frac{Q_1 + 1}{6} + Q_4) \sin \frac{\theta}{2} + \sin \frac{3}{2} \theta + (Q_4 - Q_3) \sin \frac{5}{2} \theta \\ 0 \end{array} \right] \],

\[ (6.3) \]

respectively, where \( Q_1 - Q_4 \) are defined in (2.6). These examples are given in the Cartesian Coordinates. The manufactured solutions \( u_k, k = 1, 2, 3 \), are associated with \( f = 0 \) in the elasticity equations (2.1)–(2.2). The boundary conditions \( g \), and \( u_0 \), used in (2.1)–(2.2), have been obtained from \( u_k, k = 1, 2, 3 \). The first example \( u_1 \) is associated with a planar crack problem in that it is constant along the \( z \)-direction. The other two examples lead to fully 3D planar crack problems (neither plane strain nor plane stress), which involve higher powers of \( r \), namely, \( r^\frac{3}{2} \) and/or \( r^\frac{5}{2} \). Both the planar and fully 3D planar crack singularities are resolved in this paper. Below, for simplicity, we label the problem (2.1)–(2.2) with manufactured solutions \( u_k, k = 1, 2, 3 \) (together with \( f = 0 \) and associated boundary conditions \( g \), and \( u_0 \) for each \( k \)) as “EXM 1”, “EXM 2”, “EXM 3”, respectively.

We approximate the solution \( u \) of (2.1)–(2.2) (namely, \( u_k, k = 1, 2, 3 \)) employing various GFEM’s and compare (a) the relative error in \( H^1 \) seminorm (the energy norm), i.e.,

\[ \frac{|u - u_h|_{H^1(\Omega; \mathbb{R}^3)}}{|u|_{H^1(\Omega; \mathbb{R}^3)}} \]

and (b) the SCN of the associated stiffness matrices. We compute the SCN in 1-norm. The 1-norm condition number of a matrix \( M \) is defined by

\[ \kappa_1(\tilde{M}) = \|\tilde{M}\|_1 \|\tilde{M}^{-1}\|_1, \quad \tilde{M} := DMD \quad (\text{see} (5.1)). \]
\(\kappa_1\) is computed in the Matlab for sparse matrices. The value of \(\kappa_1\) is different from that of the 2-norm condition number, but can also reflect the order of SCN, see the SCN of FEM in Figs. 5 and 8, for instance.

We consider a specific domain \(\Omega = (0, 1) \times (0, 1) \times (-\frac{1}{6}, \frac{1}{6})\). We discretize the domain \(\Omega\) using the uniform \(n \times n \times n\) hexahedral mesh with mesh size \(h = \frac{1}{n}\). We recall that the mesh nodes are denoted by \(x_i, i \in I_h\), where \(I_h\) is the index set, and the bilinear FE hat-functions are denoted by \(\{\phi_i, i \in I_h\}\). We use both the topological enrichment scheme and the geometric enrichment scheme with \(R = 0.2\) in all the GFEMs considered below. The methods we consider are as follows:

- **FEM**—the standard FEM (3.2) on the uniform mesh;
- **XFEM**—the standard GFEM (XFEM) (3.5) with geometric and topological enrichment schemes; we refer to them as GFEM.geo and GFEM.topo respectively. Note that the FE hat-functions \(\phi_i\) serve as the PU in this method.
- **h.l.SGFEM**—the SGFEM (5.3) with geometric and topological enrichment schemes; we refer to them as h.l.SGFEM.geo and h.l.SGFEM.topo respectively. This is the proposed SGFEM in this paper, where the cubic polynomial \(Q^1_i\) serve as the PU, and the LPCA (with \(\lambda = 10^{-10}\)) has been implemented.

We note that the FEM mesh used in the following experiments does not fit the crack plane and front. To get accurate approximation for the crack problem, a FEM must have the mesh fitting the crack plane and front, and set multiple degrees of freedom at a node on the crack plane to fit the discontinuity on the crack plane. Moreover, mesh refinements around the crack front may be needed to treat the singularity. We do not present such a FEM since it is difficult to conduct as the crack evolves, as commented in the Introduction.

The elements of the stiffness matrices are computed using the following quadrature rules. We use the \(12 \times 12 \times 12\) Gauss rule for the elements that are not cut by the crack \(\Gamma_O\). If \(\Gamma_O\) cuts an element into two equal (Fig. 3, right) or unequal (Fig. 6, right) hexahedra on each of which we use the \(12 \times 12 \times 12\) Gauss rule. If \(\Gamma_O\) cuts off a prism from an element (Fig. 6, right), we divide this prism into four tetrahedrons on each of

![Fig. 3](image-url) The crack \(\Gamma_O\) passes through the middle of the elements. Left: the domain. Right: the mesh.
which we use the 4—point Gauss rule, and remaining part is divided into two hexahedra on each of which $12 \times 12 \times 12$ Gauss rule is used. For an element intersecting the front $O$, we divide it into 5 prisms and divide each prism into four tetrahedrons on each of which we use the 4—point Gauss rule. All the smaller hexahedra and tetrahedrons fit the crack surface and front. We mention that a systematic study of the effect of the numerical integration is not the goal of this paper. There are other quadrature rules reported in the literature for 3D crack problems, such as [28, 31].

We now present our experimental results.

### 6.1 $\Gamma_O$ is located in the middle of cut elements

We consider the domain $\Omega = (0, 1) \times (0, 1) \times (-\frac{1}{6}, \frac{1}{6})$ with a crack surface $\Gamma_O$ given by $\Gamma_O = \{0 \leq x \leq 0.5, y = 0.5, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$ and a crack-front $O = \{x = 0.5, y = 0.5, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$. We use the uniform $n \times n \times \frac{n}{3}$ mesh on $\Omega$ with $n$ odd such that $\Gamma_O$ always “cuts” the elements into 2 equal hexahedra; see Fig. 3. The nodes at two faces of boundary, $\Gamma_D = \{0 \leq x \leq 1, y = 0, -\frac{1}{6} \leq z \leq \frac{1}{6}\} \cup \{0 \leq x \leq 1, y = 1, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$ are imposed by the essential boundary condition. The rest of the boundary is $\Gamma_N = \partial \Omega \setminus \Gamma_D$ where we prescribe the Neumann boundary condition.

In Fig. 4, we have presented the $H^1$ (energy) error in the computed solution for the three examples, EXM1, EXM2, and EXM 3, associated with various GFEMs, with $n = 3, 9, 15, 33, 69$. Our inferences about the $H^1$ error (Fig. 4) from these computational results are as follows:

- The methods GFEM.geo and h.l.SGFEM.geo yield the optimal order of convergence, i.e., $O(h)$, in the energy norm. Though for the values of $h$ considered here, it appears that GFEM.geo yields higher order of convergence, but we believe it is pre-asymptotic effect.
- The methods GFEM.topo and h.l.SGFEM.topo—both yield the sub-optimal convergence order $O(\sqrt{h})$ in the energy norm. It is not unusual as it is well-known in the literature that topological enrichment schemes do not yield optimal order of convergence.

We note that the stiffness matrix for a particular method is same in all the three examples; they are different for different methods. In Fig. 5, we have presented the
SCN of the stiffness matrices associated with various methods. Our inferences about the conditioning of different methods are as follows:

- The SCNs of the stiffness matrices, associated with the proposed h.l.SGFEM.geo and h.l.SGFEM.topo grow as $O(h^{-2})$, which is of same order as in the standard FEM. In contrast, we mention that the SCN of the stiffness matrix of the SGFEM, based on the BB enrichments but without the changes incorporated in h.l.SGFEM, grows at a rate much higher than $O(h^{-2})$ (see [21]).
- The SCN rate of stiffness matrix, associated with the GFEM.geo, is much higher than $O(h^{-2})$.
- The SCN of the stiffness matrix for GFEM.topo grow as $O(h^{-2})$, same as that of the FEM. But we have seen before that this method does not yield optimal order of convergence.

6.2 $\Gamma_D$ cuts the elements into irregular polyhedrons.

We next consider the domain $\Omega = (0, 1) \times (0, 1) \times (-\frac{1}{6}, \frac{1}{6})$ with a crack surface $\Gamma_D$ given by

$$\Gamma_D = \{0 \leq x \leq 0.5, ax + by + c = 0, -\frac{1}{6} \leq z \leq \frac{1}{6}\},$$

where $b = -\frac{8}{1+1/\sqrt{2}}$, $a = -2 - b$, $c = 1$; the crack front is $\{x = 0.5, y = 0.5, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$. We use the uniform $n \times n \times n$ mesh on $\Omega$. The crack plane may cut the elements into various polyhedrons, see Fig. 6. The Dirichlet boundary condition is prescribed on $\Gamma_D = \{0 \leq x \leq 1, y = 0, -\frac{1}{6} \leq z \leq \frac{1}{6}\} \cup \{0 \leq x \leq 1, y = 1, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$, whereas the Neumann boundary condition is prescribed on the rest of boundary.

Similar to the Section 5.1, we have presented $H^1$ (energy) error in the computed solution, in Fig. 7, for the three examples, EXM1, EXM2, and EXM 3, associated...
The crack $\Gamma_O$ intersects the mesh at an angle not 0 and $\frac{\pi}{2}$. Left: the domain. Right: the mesh.

The crack $\Gamma_O$ intersects the mesh lines at an angle not 0 and $\frac{\pi}{2}$. The $H^1$ errors of topological and geometric GFEM, h.l.SGFEM. Left: the example 1. Middle: the example 2. Right: the example 3. $h$ increases from left to right.

with various GFEMs, with $n = 3, 9, 15, 33, 69$. Our inferences about $H^1$ error (Fig. 7) from these computational results are as follows:

- The methods GFEM.geo and h.l.SGFEM.geo yield the optimal order of convergence, i.e., $O(h)$, in the energy norm. Though the plot indicates that GFEM.geo converges at a rate higher than $O(h)$, we believe this is a pre-asymptotic effect.
- The methods GFEM.topo and h.l.SGFEM.topo—both yield the sub-optimal convergence order $O(\sqrt{h})$ in the energy norm. It is not unusual as it is well-known in the literature that topological enrichment schemes do not yield optimal order of convergence.

We recall from Section 5.1 that the stiffness matrix for a particular method, presented in this paper, is same in all the three examples; of course, they are different for different methods. In Fig. 8, we have presented the SCN of the stiffness matrices associated with various methods. Our inferences about the conditioning of different methods are as follows:

- The SCNs of the stiffness matrices, associated with the proposed h.l.SGFEM.geo and h.l.SGFEM.topo grow as $O(h^{-2})$, which is of same order as in the standard
Stable generalized finite element method...

Fig. 8 The crack $\Gamma_O$ intersects the mesh lines at an angle not 0 and $\frac{\pi}{2}$. The SCNs of topological and geometric GFEM, h.l.SGFEM. $h$ increases from left to right.

FEM. However, recall that h.l.SGFEM.topo does not yield optimal order of convergence.

- The SCN of stiffness matrix, associated with the GFEM.geo, grow at a rate much higher than $O(h^{-2})$.
- The SCN of the stiffness matrix for GFEM.topo stabilizes for smaller values of $h$. But the SCN is bigger than those in h.l.SGFEM.geo and h.l.SGFEM.topo. Furthermore as observed before, GFEM.topo does not yield optimal order of convergence.

We finally conclude from the numerical examples presented in Sects. 6.1 and 6.2 that, for different position of the crack with respect to the mesh, the proposed method h.l.SGFEM.geo yields the optimal convergence $O(h)$ in the energy norm and the scaled condition number of the associated stiffness matrix is of the order $O(h^{-2})$—a rate that is same as that in FEM.

6.3 Robustness

We next investigate robustness of various methods in the sense that how the SCNs of the stiffness matrices associated with different methods (that we have considered here) vary as the crack-surface approaches the boundaries of elements. To this end, we fix a uniform $20 \times 20 \times 6$ mesh, and consider the crack surface $\Gamma_O = \{0 \leq x \leq 0.5, y = 0.5 + \delta, -\frac{1}{6} \leq z \leq \frac{1}{6}\}$ with $\delta = 0.03 \times 2^{-j+1}$, $j = 1, 2, \ldots, 20$, such that $\delta$ varies from $3 \times 10^{-2}$ to $5.72 \times 10^{-8}$. In this case, the crack surface approaches the boundaries of elements ($y = 0.5$) as $\delta$ decreases. The SCNs of FEM, GFEM, and h.l.SGFEM, with topological and geometric enrichment scheme, with respect to varying $\delta$ are presented in Fig. 9. It is clear from Fig. 9 that

- the SCNs of the stiffness matrices associated with the FEM, the GFEM.topo, the GFEM.geo, the h.l.SGFEM.topo, and the h.l.SGFEM.geo—all approach to a constant (different for different methods) as $\delta$ decreases (for fixed $20 \times 20 \times 6$ uniform mesh). In other words, the conditioning of these methods are is robust with respect to the relative positions of crack-face $\Gamma_O$ and the mesh.
Fig. 9  The SCNs of FEM, GFEM, and h.l.SGFEM. The mesh is fixed, and the crack $\Gamma_O = O$ is parallel to and approaches the boundaries of elements ($y = 0.5$) as $\delta$ decreases.

- the SCN of the stiffness matrices associated with the GFEM.geo and GFEM.topo also approach a constant, but the constant is larger than the constants associated with the methods h.l.SGFEM.topo, the h.l.SGFEM.geo, and FEM.

The experiments presented in Sects. 6.1, 6.2, and 6.3 show that the proposed method h.l.SGFEM.geo is the unique method that yields the optimal order of convergence, is stable, i.e., the SCN of the associated stiffness matrix is $O(h^{-2})$ which is same as in the FEM, and is robust, i.e., the conditioning is not affected by the relative position of the crack-front and the mesh. We emphasize that the robustness is important for the GFEM because the meshes in GFEM are fixed and the position of the crack surface could be arbitrary with respect to the position of the mesh.

7 Conclusion and remarks

An SGFEM, referred to as the h.l.SGFEM, has been proposed in this paper in the context of approximating the solution of a 3D elasticity problem with a planar crack. In this paper, we showed that the h.l.SGFEM (i) yields the optimal convergence rate $O(h)$ (proved), (ii) is stable in that the SCN of the associated stiffness matrix is of same order as that of the FEM, namely, $O(h^{-2})$, and (iii) is robust, i.e., conditioning do not worsen as the crack surface approaches the boundaries of elements. The method was successfully applied to both planar as well as fully 3D planar crack problems. The proposed method uses (i) a specific cubic polynomial as the PU function, (ii) the standard material independent branch functions as singular enrichments (besides the usual linear Heaviside enrichments), and (iii) implements an LPCA technique. The LPCA does not increase the computational expense substantially since it is only executed at the nodes around the crack surface. We believe that the idea of LPCA is promising in the GFEM, as many application problems may require a GFEM to use multi-fold enrichments at a node for accurate approximation. An extension of
Stable generalized finite element method (with geometric enrichment scheme) to higher order SGFEM for 2D and 3D crack problems will be studied in future research.
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