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ABSTRACT

Localizing the root cause of network faults is crucial to network operation and maintenance. However, due to the complicated network architectures and wireless environments, as well as limited labeled data, accurately localizing the true root cause is challenging. In this paper, we propose a novel algorithm named NetRCA to deal with this problem. Firstly, we extract effective derived features from the original raw data by considering temporal, directional, attribution, and interaction characteristics. Secondly, we adopt multivariate time series similarity and label propagation to generate new training data from both labeled and unlabeled data to overcome the lack of labeled samples. Thirdly, we design an ensemble model which combines XGBoost, rule set learning, attribution model, and graph algorithm, to fully utilize all data information and enhance performance. Finally, experiments and analysis are conducted on the real-world dataset from ICASSP 2022 AIOps Challenge to demonstrate the superiority and effectiveness of our approach.

Keywords— root cause analysis, data augmentation, time series, ensemble model, wireless network

1. INTRODUCTION

The increase in size and complexity of networks call for automatic and intelligent root cause analysis algorithms and tools [1]–[3]. Due to the diverse type of networks and complex key performance indicator (KPI) patterns of multivariate time-series data, developing robust and reliable fault localization solutions is challenging and has received lots of research attention. In [4], an automated fault detection and diagnosis solution called adaptive root cause analysis is designed, which uses measurements and other network data together with Bayesian network theory [6] to perform automated evidence-based RCA. In [7], it proposes an automatic diagnosis algorithm to analyze the temporal evolution of a plurality of metrics and searches for potential interdependence under the presence of faults. In [8], a root cause analysis system is designed via robust time series analysis [9]–[10] and hierarchical Bayesian network. Recently, [12] proposes the application of multiple global and local explainability methods with the main purpose of root cause analysis in networks by identifying important features contributing to the decision.

Despite the aforementioned efforts, existing fault localization schemes remain difficult for complicated 5G networks due to three critical hurdles. The first challenge is that the increased depth of the network is likely to propagate errors through the causal path from the source nodes to the root node, making accurate root cause attribution difficult. The second challenge is the lack of adequate known labels. One usually has to dive deep into KPIs, service logs, and communication details before narrowing down the possible root cause candidates. Last but not least, the time-series data associated with each network node are multivariate. They are often in complex patterns with inter-dependence and noises, resulting in difficulty extracting node relationships.

In this paper, we propose an effective wireless network fault cause localization algorithm called NetRCA to deal with these challenges based on the dataset from ICASSP 2022 AIOps Challenge in Communication Networks [13]. NetRCA consists of three main components, including feature engineering, data augmentation, and model ensemble. In feature engineering, we designed features specifically for time series data and wireless direction related features. As labeled data are often limited while there exist large amount of unlabeled data in practice, we propose novel methods to perform data augmentation to generate labeled data. Lastly, we treat the root cause localization as a classification problem by using model ensemble, which not only adopts XGBoost to obtain a strong baseline but also leverages rule set learning, attribution model, and graph algorithm, to exploit the causal relationship graph for further performance enhancement. Apart from its high prediction accuracy, our NetRCA model is able to output interpretable results thanks to the adopted rule based models, which is helpful to understand how the root cause affects the system.

2. PROPOSED NETWORK RCA FRAMEWORK

2.1. Framework Overview

There are three main steps in the proposed NetRCA algorithm: 1) feature engineering, 2) data augmentation, 3) model ensemble. The framework of the NetRCA is depicted in Figure 1 which will be elaborated in the following sections.

2.2. Feature Engineering

As the number of timestamps in each sample is different, directly training the model using all the timestamps may lead to bias, i.e., the model is likely prone to focus the samples with more timestamp indices. Thus, we train our model based on the features extracted from each sample. The generated features can be roughly classified into four classes: temporal features, direction-related features, attribution features, and interaction features.
Some temporal features used in our model are based on statistics of data, where the data in each timestamp are assumed to be independent, including mean, minimum, maximum, median, deciles, and skewness. We also include some features to represent the shape of the time series, including the number of peaks and mean of change generated using the public tsfresh\textsuperscript{1} package.

Multiple antenna and beamforming have been adopted in 5G network to enhance performance \cite{14,15}. As mentioned in \cite{16,17}, the direction of beamforming and the distances between each node play an essential role in network performance, which is also indicated in the causal graph provided by the AIOps Challenge. We consider feature 20 an important feature in models for network to enhance performance \cite{14,15}. As mentioned in \cite{16,17}, the direction of beamforming and the distances between each node play an essential role in network performance, which is also indicated in the causal graph provided by the AIOps Challenge.

We derive attribution features for all the nodes but the feature 0 according to the causal graph. As stated in the problem description, these root cause finally leads to a lower value of feature 0. Then the true root causes and their descendants will play a more significant rule on the current value of feature 0 than the others. Thus, we generate a new feature as an estimate of the importance score of each feature on predict feature 0, and detail derivation is presented in Sec.2.4.

Two-order interaction features for X and Y are generated. As feature X equals the ratio of feature Y over some unknown factors, we generate feature X over Y to measure the effect of these unknown factors. Specially, we first group the features in X and Y to pairs according to the problem description. For each pair, we compute the ratio of X over Y. Finally, we compute the statistics of these ratios as what we do for temporal features.

2.3. Data Augmentation

Multivariate time series similarity: To measure similarity between multivariate time series with different lengths, we apply Eros (Extended Frobenius norm) \cite{18} algorithm to calculate the similarity. Eros extends the Frobenius norm by using the principal components and computing the similarities based on eigenvectors. Formally, let A and B be two MTS of size \( m_A \times n \) and \( m_B \times n \), respectively. Let \( V_A = [a_1, \cdots, a_n] \in \mathbb{R}^{n \times n} \) and \( V_B = [b_1, \cdots, b_n] \in \mathbb{R}^{n \times n} \) be two right eigenvector matrices by applying SVD to the covariance matrices of A and B, respectively. Then the Eros similarity of A and B is

\[
Eros(A, B, w) = \sum_{i=1}^{n} w_i |a_i, b_i|,
\]

where \( w = [w_1, \cdots, w_n] \) is the weight vector based on the eigenvalues and it satisfying \( \sum_{i=1}^{n} w_i = 1 \).

Data/Label augmentation: Data augmentation is important for learning from time series as the labeled data is often limited \cite{19}. We find more than half of the training data are unlabeled, and simply dropping these data would miss a lot of valuable information. Using Eros, we are able to measure the similarities between any two training samples, both of which are multivariate time series. In this way, we can enrich the training set by selecting the samples from those unlabeled data with high similarities to the labeled data, and label them according to the true root causes of those training samples similar to them. This process is executed for each type of the root causes respectively to improve the calculation efficiency.

Another important augmentation is propagating root cause labels of training samples that share similar timestamps. This improves the predictions of multi-root causes for the test dataset, especially for root cause 1. Almost all training samples labeled as root cause 1 are not associated with the other two root causes, so it seems reasonable to assume root cause 1 is more likely to occur independently of the remaining root causes. However, taking a close look at the timestamps and labels of all training samples, it is evident that there are plenty of one-minute time intervals where the root cause 1 co-occurs with root causes 2 and 3. Missing propagating root cause 1 label to samples where it highly likely exists tends to jeopardize the quality of supervised learning. As a result, we have aligned all training samples by their timestamps and augmented their true labels as the union set of all root causes labels.

2.4. Ensemble Model

The NetRCA adopts ensemble model to predict root cause, which applies XGBoost to obtain initial outcomes and then combine rule set learning, attribution model, and graph algorithm to refine the outcomes for final results. The details are described as follows.

Root Cause Classification via XGBoost: In our solution, we treat finding the correct root cause as a classification problem. Specifically, we apply XGBoost \cite{20} as our base model due to its good performance. Note that there exists the problem of unbalanced labels for different roots, so in our model we adjust the balance of positive and negative weights for better results.

Rule Set Learning: One challenge of building a powerful classifier is the feature interaction, which occurs when the values of some features influence each other. The presence of feature interaction makes the output cannot be represented as a summation of the effects of individual features. Decision rule set \cite{21}, which consists of a set of “IF ... THEN ...” logical rules, can handle the feature interaction naturally. Specifically, a rule, which is the logical conjunction of clauses (comparison of features and thresholds), builds a logical relationship between the target and the features.

\textsuperscript{1}https://tsfresh.readthedocs.io/en/latest/index.html

Figure 1: Framework of the proposed NetRCA algorithm.
and is capable of modeling the nonlinear interaction of features and target. Another important property of the rule set is its interpretability. The logical structure of the rules makes them easy to interpret. The interpretability of the rules enables us to understand the relationship between features and target, and helps to detect import features. We use the public Skope-rules package\textsuperscript{2} to learn rules from data. Skope-rules generate rule candidates using tree models. They build a number of decision trees and treat a path from the root node to an internal node or leaf node as a rule candidate. These candidates are then filtered by some predefined criteria such as precision and recall. Only those with precision and recall above their threshold are remained. Finally, the similarity filtering is applied to select rules with enough diversity. In our solution, we apply Skope-rules to learn the potential rules for each root cause and drop the rules that predict a sample not belongs to any cause.

**Predictive Attribution Model:** When the interdependent relationship between nodes is available, it is possible to estimate the importance of the features. Feature importance measures the marginal gain of adding a particular feature to the causal graph. Intuitively, anomaly data in upstream nodes will likely contribute a large portion of changes to feature 0, which can help us identify the root cause. To this end, we generate a new feature that measures the feature importance for each sample and integrate them into our model. Our feature importance estimation is based on the Shapley value \cite{Shapley1952}. Given a set of features \( S \), the relationship \( f \) between internal and feature 0, and let \( x_T \) be the subset of \( x \) that only contains the features in \( T \), the Shapely value \( \phi(i) \) of the feature \( i \) is

\[
\phi(i) = \sum_{T \subseteq S \setminus \{i\}} \frac{|T|!(p-|T|-1)!}{p!} (f(x_{T \cup \{i\}}) - f(x_T)), \tag{2}
\]

which measures the average marginal gain that adds the feature \( i \) in different orders. Nevertheless, directly computing the Shapley value raises two difficulties. Firstly, the function \( f \) only produces an output when all the features are ready, and one cannot estimate the output of \( f \) only given part of the features. Secondly, computing the Shapley value is time-consuming, as it requires computing the marginal gain of all the possible orders. To address these issues, we approximate \( f(x_T) \) using \( f(x_T, \bar{x}_{S \setminus T}) \), where \( \bar{x}_i \) denotes the average value of the feature \( i \). In other words, \( f(x_T) \) is approximated as the output of \( f \) on input \( [x_T, \bar{x}_{S \setminus T}] \), where we keep the features in \( T \) unchanged and set the remain features to their mean value. We note that this is a common strategy used for computing the Shapley values. To overcome the second difficulty, we approximate Shapley value as the value reduction of \( f \) when remove \( i \) from \( S \), i.e.

\[
\phi(i) \approx |f(x_S) - f([x_{S \setminus \{i\}}, \bar{x}_i])| \tag{3}
\]

We note that such an approximation works well, especially for sparse causal graph. In our experiment, we estimate the relationship function \( f \) between internal and feature 0 nodes by training a XGBoost model. After estimate the feature importance, we identify the root cause by simply comparing it with a pre-defined threshold. Those root causes with an importance higher than threshold are identified as the true root cause.

**Graph Algorithm:** To further exploit the provided causal graph, we design a specialized graph algorithm based on univariate time series similarity to rank and locate the true root cause. The first motivation is that the features next to the root cause (e.g., feature13 and feature15 for root 1) should show a high correlation in a similarity metric to the target feature 0. Since feature 0 is the target variable that the operator cares about and values of the features/KPIs vary with time and affect each other, we compute the absolute value of Pearson correlation as a similarity score \( S_i \) between feature \( i \) and feature 0 as

\[
S_i = \frac{\sum_{t=1}^{T} (f_t[i] - \bar{f}_i)(f_t[0] - \bar{f}_0)}{\sqrt{\sum_{t=1}^{T} (f_t[i] - \bar{f}_i)^2} \sqrt{\sum_{t=1}^{T} (f_t[0] - \bar{f}_0)^2}}, \tag{4}
\]

where \( f_i \) is the univariate time series data of feature \( i \) and \( \bar{f}_i \) denotes its mean value. Note that before calculating the Pearson correlation, we linearly interpolate the missing data of all features. The Pearson correlation measures how two features (time series) co-vary over time and indicate the relationship from 0 (not correlated) to 1 (perfectly positively/negatively correlated). This correlation-based similarity score \( S_i \) signifies the relevance of the feature \( i \) to the target feature 0. Since correlation does not always imply causality, using a similarity score may result in false positives. Instead, we consider both similarity score and causal relationship graph to enhance performance as our second motivation. Specifically, we adopt the popular graph algorithm, personalized PageRank \cite{Page1999}, to exploit the causal graph. The main idea is to conduct a random walk over the causal graph based on similarity scores. Specifically, starting from feature 0, the features are selected in sequence by randomly picking up the neighbor feature in the causal graph. The pickup probability is proportional to the edge weights which are calculated by normalized similarity score as \( w_{ij} = S_{ij}/\sum_{j} S_{ij} \), where \( A_{ij} \) is 1 if the two features \( f_i \) and \( f_j \) are connected and 0 otherwise. The final root is based on the assumption that the more visits to the feature next to the root cause (e.g., feature 13, 15, 19, or 60), the more possible that root cause is the true root of feature 0.

### 3. Experiments and Discussions

In this section we summarize and discuss the performance of the NetRCA on the dataset of ICASSP 2022 AIOps Challenge \cite{ICASSP2022}.

#### 3.1. Datasets and Evaluation Metrics

The Challenge datasets include one fixed causal relationship graph and feature dataset containing 2984 samples with 23 observable variables. Among the 2984 samples, only about 45% of them are labeled with root cause faults while others remain unlabeled, which indicates labels are scarce and incomprehensive.

For the evaluation metric, we adopt the normalized final score provided by the Challenge, which increasing 1 mark for each true positive root while deducting 1 mark for each false positive root. The final mark is normalized by the number of test samples, so the highest final score would be 1.

#### 3.2. Implementation and Configuration

As discussed in section 2.2 we generate various features from the raw data. However, with limited number of training samples, just training model on all these features leads to model overfitting. We need to conduct feature engineering and selection carefully. At the very beginning, we tried multi-class classification models with class label set \{root1, root2, root3, root2&root3\} from train data.
In this subsection, we demonstrate the effectiveness of interpretability in helping diagnose the model performance and improve human trustiness. In Figure 2, we show a histogram of samples covered by one of the interpretable rules generated to predict root cause 1. It is evident that the accuracy of the rule is close to one. More importantly, the boolean rule depicted in the caption implies that a lower value of feature 13 (including min, max, and quantile distributions) is more likely linked to root cause 1. The causal graph confirmed that root cause 1 is often associated with insufficient resources tied to features 13 and 15, which matches the intuition behind the rules. By applying the interpretable models proposed by NetRCA, one can develop a deeper understanding of how the model makes predictions and correct the issues of predicting right answers for wrong causes.

### 3.4. Performance Comparison and Ablation Studies

For ablation studies, we first split the 1407 labeled samples into training set and validation set with size 942 and 465, respectively. In Table 1, we compare the baseline XGBoost model without any extra features (XGB), the XGBoost model with features (XGB+FE) generated in feature engineering as described in section 2.2, the combination of XGB+FE and graph algorithm (XGB+FE+Graph), and the NetRCA algorithm which combines XGB+FE+Graph with data augmentation, rule set learning and attribution model. Specifically, the first 3 columns of Table 1 denote the accuracy of the model’s performance on the validation set belonging to each root cause (root cause 1, 2 and 3), while the forth column indicates the submitted score for generated solution on the test data.

There are several key insights we can get from the results in Table 1: 1) All the models even the basic XGB model can achieve excellent accuracy in the training data. However, the submitted score demonstrate that there exist certain gap between the distributions of training and testing data. The three ablated models show overfitting in different degrees, while our NetRCA algorithm would prevent overfitting and give us a more robust solution. 2) XGB+FE model outperforms basic XGB significantly in both training and validation set thanks to feature engineering described in section 2.2. By diving into the business background and extracting effective information from temporal features, direction-related features, attribution features, and interaction features, we are able to obtain an complete perspective and discover some underlying rules. 3) Although there is no remarkable improvement in the training set, combining graph model can increase the final submission score by more than 1%. The reason may lie in that the graph model can help us better capture the causal relationships among those features. 4) Both feature engineering and graph model seem have no influence on the accuracy of root cause 2 on the training set, since the samples belong to the root cause 2 are very limited. But our final NetRCA shows a noteworthy enhancement in the accuracy for root cause 2 due to the data augmentation which can resolve the problem of imbalanced data. Besides, another challenge for identifying root cause 2 lie in the concurrence of root cause 2 and other root causes. In this way, rule set learning and attribution model can reduce the mutual influence among those features, and further improve the final score.

### 4. CONCLUSIONS

In this paper we propose a novel algorithm named NetRCA to localize the root cause of network faults. Besides carefully designed feature engineering, our algorithm adopts data augmentation to generate new training data to overcome the lack of labeled samples. Furthermore, we design an ensemble approach which effectively combines different models to perform accurate and reliable causal inference for the network faults.
5. REFERENCES

[1] Ahmad Asghar, Hasan Farooq, and Ali Imran, “Self-healing in emerging cellular networks: review, challenges, and research directions,” IEEE Communications Surveys & Tutorials, vol. 20, no. 3, pp. 1682–1709, 2018.

[2] Jose Manuel Navarro Gonzalez, Javier Andion Jimenez, Juan Carlos Duenas Lopez, et al., “Root cause analysis of network failures using machine learning and summarization techniques,” IEEE Communications Magazine, vol. 55, no. 9, pp. 126–131, 2017.

[3] Marc Solé, Victor Muntés-Mulero, Annie Ibrahim Rana, and Giovani Estrada, “Survey on models and techniques for root-cause analysis,” arXiv preprint arXiv:1701.08546, 2017.

[4] Ana Gómez-Andrades, Pablo Muñoz, Inmaculada Serrano, and Raquel Barco, “Automatic root cause analysis for LTE networks based on unsupervised techniques,” IEEE Transactions on Vehicular Technology, vol. 65, no. 4, pp. 2369–2386, 2016.

[5] Harrison Mfula and Jukka K Nurminen, “Adaptive root cause analysis for self-healing in 5G networks,” in Proceedings of the International Conference on High Performance Computing & Simulation (HPCS), 2017, pp. 136–143.

[6] Baoping Cai, Lei Huang, and Min Xie, “Bayesian networks in fault diagnosis,” IEEE Transactions on Industrial Informatics, vol. 13, no. 5, pp. 2227–2240, 2017.

[7] Pablo Muñoz, Isabel de la Bandera, Emil J Khatib, Ana Gómez-Andrades, Inmaculada Serrano, and Raquel Barco, “Root cause analysis based on temporal analysis of metrics toward self-organizing 5G networks,” IEEE Transactions on Vehicular Technology, vol. 66, no. 3, pp. 2811–2824, 2016.

[8] Yingying Zhang, Zhengxiang Guan, Huajie Qian, Leili Xu, Hengbo Liu, Qingsong Wen, Liang Sun, Junwei Jiang, Luntian Fan, and Min Ke, “CloudRCA: A root cause analysis framework for cloud computing platforms,” in Proceedings of the 30th ACM International Conference on Information & Knowledge Management (CIKM), 2021, pp. 4373–4382.

[9] Qingsong Wen, Kai He, Liang Sun, Yingying Zhang, Min Ke, and Huan Xu, “RobustPeriod: Robust time-frequency mining for multiple periodicity detection,” in Proceedings of the 2021 International Conference on Management of Data (SIGMOD), 2021, pp. 2328–2337.

[10] Qingsong Wen, Jingkun Gao, Xiaomin Song, Liang Sun, Huan Xu, and Shenghuo Zhu, “RobustSTL: A robust seasonal-trend decomposition algorithm for long time series,” in Proceedings of the AAAI Conference on Artificial Intelligence (AAAI), 2019, vol. 33, pp. 5409–5416.

[11] Linxia Yang, Qingsong Wen, Bo Yang, and Liang Sun, “A robust and efficient multi-scale seasonal-trend decomposition,” in Proceedings of IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2021, pp. 5085–5089.

[12] Ahmad Terra, Rafia Inam, Sandhya Baskaran, Pedro Batista, Ian Burdick, and Elena Fersman, “Explainability methods for identifying root-cause of sla violation prediction in 5G network,” in Proceedings of the IEEE Global Communications Conference (GLOBECOM), 2020, pp. 1–7.

[13] Tianjian Zhang, Qian Chen, Yi Jiang, Dandan Miao, Feng Yin, Tao Quan, Qingjiang Shi, and Zhi-Quan Luo, “ICASSP-SPGC 2022: Root cause analysis for wireless network fault localization,” in 2022 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2022.

[14] Kai Li, Ying Li, Lei Cheng, Qingjiang Shi, and Zhi-Quan Luo, “Learning enhanced beamforming vector from CQIs in 5G NR FDD Massive MIMO systems: A tuning-free approach,” in Proceedings of IEEE International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), 2021, pp. 21–25.

[15] Qingjiang Shi, Meisam Razaviyayn, Mingyi Hong, and Zhi-Quan Luo, “SINR constrained beamforming for a MIMO multi-user downlink system: Algorithms and convergence analysis,” IEEE Transactions on Signal Processing, vol. 64, no. 11, pp. 2920–2933, 2016.

[16] Irfan Ahmed, Hedi Khammari, Adnan Shahid, Ahmed Musa, Kwang Soon Kim, Eli De Poorter, and Ingrid Moerman, “A survey on hybrid beamforming techniques in 5G: Architecture and system model perspectives,” IEEE Communications Surveys & Tutorials, vol. 20, no. 4, pp. 3060–3097, 2018.

[17] Eko Onggosanusi, Md Saifur Rahman, Li Guo, Young-woo Kwak, Hoondong Noh, Younsun Kim, Sebastian Fäser, Mark Harrison, Mattias Frenne, Stephen Grant, et al., “Modular and high-resolution channel state information and beam management for 5G new radio,” IEEE Communications Magazine, vol. 56, no. 3, pp. 48–55, 2018.

[18] Kiyoun Yang and Cyrus Shahabi, “A PCA-based similarity measure for multivariate time series,” in Proceedings of the 2nd ACM international workshop on Multimedia databases, 2004, pp. 65–74.

[19] Qingsong Wen, Liang Sun, Fan Yang, Xiaomin Song, Jingkun Gao, Xue Wang, and Huan Xu, “Time series data augmentation for deep learning: A survey,” in Proceedings of the International Joint Conference on Artificial Intelligence (IJCAI), 2021, pp. 4653–4660.

[20] Tianqi Chen and Carlos Guestrin, “XGBoost: A scalable tree boosting system,” in Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining (KDD), 2016, p. 785–794.

[21] Sanjeeb Dash, Oktay Gunluk, and Dennis Wei, “Boolean decision rules via column generation,” in Advances in Neural Information Processing Systems (NeurIPS), 2018, vol. 31.

[22] Scott M. Lundberg and Su-In Lee, “A unified approach to interpreting model predictions,” in Advances in neural information processing systems (NeurIPS), Red Hook, NY, USA, 2017, p. 4768–4777.

[23] Glen Jeh and Jennifer Widom, “Scaling personalized web search,” in Proceedings of the 12th international conference on World Wide Web (WWW), 2003, pp. 271–279.