The initial mass function of a massive relic galaxy
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ABSTRACT

Massive relic galaxies formed the bulk of their stellar component before $z \sim 2$ and have remained unaltered since then. Therefore, they represent a unique opportunity to study in great detail the frozen stellar population properties of those galaxies that populated the primitive Universe. We have combined optical to near-infrared line-strength indices in order to infer, out to 1.5 $R_e$, the IMF of the nearby relic massive galaxy NGC 1277. The IMF of this galaxy is bottom-heavy at all radii, with the fraction of low-mass stars being at least a factor of two larger than that found in the Milky Way. The excess of low-mass stars is present throughout the galaxy, while the velocity dispersion profile shows a strong decrease with radius. This behaviour suggests that local velocity dispersion is not the only driver of the observed IMF variations seen among nearby early-type galaxies. In addition, the excess of low-mass stars shown in NGC 1277 could reflect the effect on the IMF of dramatically different and intense star formation processes at $z \sim 2$, compared to the less extreme conditions observed in the local Universe.
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1 INTRODUCTION

A combination of major and minor dry mergers are the favoured explanation for the evolution of the scaling relations of massive galaxies since $z \sim 2$ (e.g. Naab et al. 2007, Trujillo et al. 2011, Ferreras et al. 2014, Ruiz et al. 2014). Being a stochastic process, a natural prediction of this evolutionary channel is the presence, in the local volume, of a number of massive galaxies which have experienced few if any significant merger events since they were formed (Quilis & Trujillo 2013). These putative relic galaxies present a unique opportunity to study in detail the properties of massive, $z \sim 2$ galaxy analogues in the nearby Universe.

The Perseus cluster galaxy NGC 1277 fulfills all the characteristics to be considered a relic massive galaxy (Trujillo et al. 2014). The galaxy exhibits an unusually high central velocity dispersion (above 400 km s$^{-1}$) and is physically compact, with an effective circularized radius of 1.2 kpc (Trujillo et al. 2014). The bulk of its stars are old (age $> 10$ Gyr) and α-enhanced ([Mg/Fe] $\sim 0.3$ dex), which suggests a short ($\sim 100$ Myr) and intense (SFR $\gtrsim 10^3$ M$_\odot$/yr) star formation burst at $z \sim 2$, followed by subsequent quiescent evolution (Trujillo et al. 2014). In addition, NGC 1277 hosts the most massive (compared to the total galaxy mass) black hole found to date (van den Bosch et al. 2012, but see Emsellem 2013).

Trujillo et al. (2014) studied the stellar population properties of NGC 1277 assuming that its stellar initial mass function (IMF) follows that seen in the Milky Way (Kroupa 2002, Chabrier 2003). Although this approach has been extensively used in the literature, many studies (Cenarro et al. 2004, van Dokkum & Conroy 2010, Cappellari et al. 2012, Ferreras et al. 2014, La Barbera et al. 2013, Spinelli et al. 2014) have shown that the shape and the normalization of the IMF correlate with galaxy mass. Moreover, Martín-Navarro et al. (2014) have found that the IMF slope of some representative massive galaxies depends on galactocentric distance. Since the inferred properties of a stellar population strongly depend on the adopted IMF (Ferré-Mateu et al. 2013), it is important to investigate the stellar populations of massive systems such as NGC 1277 while relaxing the assumption of a universal IMF.

The importance of measuring the behaviour of the IMF
as a function of radius in NGC 1277 is two-fold. On the one hand, it provides a route to understanding the physical conditions of massive galaxies when the majority of their stars were formed, with no influence from later accretion events. On the other hand, NGC 1277 shows an atypical combination of kinematical and stellar population properties (van den Bosch et al. 2012; Trujillo et al. 2014), which can be used to investigate the main driver behind these IMF variations.

By studying the radial variation of IMF-sensitive spectral indices in NGC 1277, we have been able to derive its IMF radial profile, which remains bottom-heavy up to variations. This allowed for a clean sky emission removal by subtracting consecutive exposures. The second crucial aspect was that of correcting the spectra for telluric absorption features. In order to investigate the impact of such correction on the derived stellar population parameters, we adopted two independent approaches. The spectrophotometric standard star (Hiltner 600, B1) was targeted at the end of the observations. Using the IRAF task telluric, the derived atmospheric transmission spectrum was scaled to correct the NGC 1277 data. In addition, we made use of the ESO tool MOLECFIT (Kausch et al. 2014). The latter does not require any extra calibration data (i.e. a spectrophotometric standard star) as it constructs a synthetic atmospheric absorption model for a given spectrum, by fitting spectral regions dominated by telluric absorption in the spectrum itself.

To this effect, molecfit relies on the radiative transfer code LBLRTM (Clough et al. 2005), allowing for a simultaneous fit of both the telluric model and the line spread function to the data. The differences in the inferred stellar population properties among the two approaches are described in Appendix A.

Since the analysis of stellar populations requires a higher signal-to-noise (SN) than kinematics, we performed a first radial binning by imposing a SN threshold of 20. The radial velocity and velocity dispersion gradients, derived using the public available software pPXF (Cappellari & Emsellem 2004), are shown in Fig. 1. Our measurements are in good agreement with those published by van den Bosch et al. (2012), showing that NGC 1277 is pressure-supported in the central regions ($\sigma_r \sim 400 \text{ km s}^{-1}$), whereas ordered motions dominate beyond $\sim 0.5R_e$. We used the inferred kinematics (radial velocity and velocity dispersion) to correct every row (spectrogram) in the image to the rest-frame via linear interpolation of our measurements. Once all the spectra were at rest-frame, we calculated a representative spectrum at each radius of the galaxy with a minimum SN per Å (at $\lambda \lambda 6000,6200$ Å) of 80 in the outskirts, achieving over 700 in the central bin.

Throughout this work, we assume a circularized effective radius of $R_e = 1.2$ kpc for NGC 1277, with a $0.344$ kpc arcsec$^{-1}$ scale (Trujillo et al. 2014). Fig. 2 shows three representative spectra at 0, 0.5, and 1 $R_e$, respectively. The change in spectral resolution from the WHT to the OSIRIS data appears at $\lambda \sim 5700$ Å. Note also that the intrinsic (associated with the velocity dispersion) resolution varies from the central (in red, $\sigma \sim 400$ km s$^{-1}$) to the outermost bin (in orange, $\sigma \sim 200$ km s$^{-1}$). A zoom around the H$\beta$ feature is shown as an inset, suggesting no significant contamination of the line from nebular emission (see 4).
The IMF of a massive relic galaxy

The MILES models cover a range from $-2.32$ to $+0.22$ dex in total metallicity, and from 0.06 Gyr to 17 Gyr in age. We assumed a bimodal IMF, parametrised as a two-segment function [Vazdekis et al., 1998], where the star number per logarithmic mass bin is given by:

$$
\phi(\log m) \equiv \frac{dN}{d\log m} \propto \begin{cases} 
\frac{m - \Gamma_b}{p(m)} & m \leq 0.2 \, M_\odot \\
p(m) & 0.2 \, M_\odot < m \leq 0.6 \, M_\odot \\
\frac{m - \Gamma_b}{p(m)} & m > 0.6 \, M_\odot 
\end{cases}
$$

where $m_p$ determines the turning-point mass, set to $m_p = 0.4 \, M_\odot$ in the [Vazdekis et al., 2010, 2012] models. $p(m)$ is a spline function satisfying a set of boundary conditions so that $\phi(m)$ is continuous:

$$
p(0.2 \, M_\odot) = m_p - \Gamma_b \\
p'(0.2 \, M_\odot) = 0 \\
p(0.6 \, M_\odot) = 0.6 - \Gamma_b \\
p'(0.6 \, M_\odot) = -\Gamma_b 0.6^{-(\Gamma_b + 1)}
$$

We allowed for a variation in the IMF slope, $\Gamma_b$, from 0.8 (bottom-light) to 3.3 (bottom-heavy). Under this parametrisation, the standard Kroupa-like IMF is well represented by a slope of $\Gamma_b = 1.3$. Note that $\Gamma_b$ varies the slope of the high-mass end of the (bimodal) IMF, in contrast to other studies where the high-mass end of the IMF is kept fixed, while the low-mass end is varied (e.g., Conroy & van Dokkum [2012]). Since the (bimodal) IMF is normalized to have a total mass of $1 \, M_\odot$, changing $\Gamma_b$ does actually vary the mass fraction of low- to high-mass stars. Hence, for the present study, $\Gamma_b$ should not be regarded as the high-mass end slope of the IMF, but rather as a proxy for the fraction of low-mass stars.

To determine the stellar population parameters we followed the same approach as in [La Barbera et al., 2013]. Age, metallicity, and IMF slope were obtained by minimising the following equation:
\[ \chi^2(\Gamma_b, \text{age}, [Z/H]) = \sum_i \left( \frac{(EW_i - \Delta_{a,i}) - EW_{M,i}}{\sigma_{EW,i}} \right)^2, \]  

where the sum expands over the \( i \)th observed and predicted line-strength indices included in the analysis. \( EW_i \) are the measured line-strengths, \( EW_{M,i} \) the predictions from MILES models, and \( \Delta_{a,i} \) is a correction applied to each index to account for deviations from a non-solar abundance scale, and the effect of “residual” abundance ratios on line strengths (see La Barbera et al. 2013 and Appendix A, for details). To derive \([\text{Mg}/\text{Fe}]\), for each radial bin we estimated separately the Magnesium and the Iron metallicities (\( [Z_{\text{Mg}} \) and \( Z_{\text{Fe}} \), respectively) through index-index fitting of the \( H\alpha \) vs. \( \text{Mgb} \) and \( \text{(Fe)} \) line-strengths, respectively. We then subtracted one metallicity from the other to calculate the \([Z_{\text{Mg}}/Z_{\text{Fe}}]\) proxy, which tightly correlates with the “true” \([\text{Mg}/\text{Fe}]\) (see Fig. 6 in La Barbera et al. 2013). In Fig. 3 we show the measured radial profiles of all indices considered in the fitting process, along with the best-fitting SSP solution at each radius. Notice that the \( H\alpha \) line has been corrected for nebular emission contamination, as detailed in Appendix A.

The derived age, metallicity and \([\text{Mg}/\text{Fe}]\) radial profiles are shown in Fig. 4. NGC 1277 exhibits a flat age profile, always above 10 Gyrs. The metallicity, on the contrary, decreases with increasing radius. Notice that the metallicity in the central bin (+0.41 dex) exceeds the maximum value of MILES models (+0.22). Hence, for this specific bin, we extrapolated the models (in the same way as in La Barbera et al. 2013) to match the observed indices (in particular, the total metallicity indicator \([\text{MgFe}']\)). Although in general there is a good agreement between the observed and best-fitting line strengths in Fig. 3 some discrepancies exist. In particular, the mismatch between observed and model indices in the most central bins (see, e.g., panels (f) and (i)), can be at least partly understood as a limitation of the stellar population models to describe very metal-rich (\( \gtrsim 0.2 \) dex) populations and/or uncertainties in the age estimate. However, none of these issues significantly affect the results of our work, as discussed in Appendix A. Fig. 4 also shows that the \([\text{Mg}/\text{Fe}]\) gradient of NGC 1277 is flat, with \([\text{Mg}/\text{Fe}]\sim 0.3 \) dex at all radii. This flat \([\text{Mg}/\text{Fe}]\) radial profile can be also directly inferred from the fact that both the \( \text{Mgb} \) and \( \text{(Fe)} \) spectral indices (see panels (a) and (b) of Fig. 3) show a similar amount of radial variation \(^2\). Note that the large error bars on \([\text{Mg}/\text{Fe}]\) in the central regions reflect the uncertainties on the \([\text{Fe}/\text{H}]\) and \([\text{Mg}/\text{H}]\) determination/extrapolation used to derive the \([\text{Mg}/\text{Fe}]\) proxy. The gradients shown in Fig. 4 are in agreement with those published by Trujillo et al. 2014 (Fig. 4 in their paper). This is not a trivial result, since here we have allowed for possible radial variations of the IMF.

The IMF radial profile of NGC 1277 is shown in Fig. 5 where the shaded region accounts for the scatter among \( \Delta \Gamma_b \) values from different tests, where the fitting process has been repeated with different sets of spectral indices and different methods to remove telluric lines as detailed in Appendix A. Regarding the discrepancies between the observed and best-fitting line strengths (see Fig. 3), note that the TiO2 and NaI 8190 lines can be potentially affected by errors in the flux calibration (the former) and telluric residuals (both). Although the central TiO2 value might suggest a slightly steeper IMF profile, our best-fitting solution points to a mild radial variation of IMF slope (\( \Gamma_b \sim -0.5 \)), i.e. a bottom-heavy IMF at all radii. Notice that in the present analysis we have not included the CaH\(^2\) and CaH2 IMF-

\(^2\) Notice, in fact, that in MILES models, both \( \text{Mgb} \) and \( \text{(Fe)} \) have a similar sensitivity to total metallicity, hence a similar radial gradient for the two indices implies a flat trend of the \([Z_{\text{Mg}}/Z_{\text{Fe}}]\) proxy.

\(^3\) Although not used in our analysis, the radial variation of the

Figure 3. Observed gradients of the age-, metallicity- and IMF-sensitive indices considered in the fitting process (blue symbols). Dark blue represents the mean radial profile, whereas in light blue we show the radial gradient at each side of the galaxy. The 1\( \sigma \) error bars are also shown for the mean profile. The best-fitting solution is overplotted in orange. The definition of all spectral indices are given in La Barbera et al. 2013, while aTiO has been computed according to the definition of Spiniello et al. 2014. Although not individually included in the fitting process, panels (a) and (b) show the \( \text{Mgb} \) and \( \text{(Fe)} \) line-strength profiles. Note that, according to the MILES models, both indices have quite similar sensitivities to a variation in total metallicity. Since they also exhibit the same radial variation (\( \sim 0.8 \)A), a flat \([\text{Mg}/\text{Fe}]\) gradient is expected, consistent with Fig. 4. In all panels, dashed vertical lines mark the seeing radius.
sensitive features of Spiniello et al. (2015), as (1) CaH1 has been shown to be not matched by extended MILES models (regardless of the IMF, see La Barbera et al. 2013), while (2) CaH2 is strongly affected by the O2 (B-band) atmospheric absorption at $\lambda \sim 6900$ Å in our data. Concerning Ca3, the (observed) index tends to decrease with radius, while our best-fitting solutions favour a flat radial behaviour for Ca3. This discrepancy might be related to some radial variation of the [Ca/Fe] abundance ratio which is not well captured by our fitting approach. In fact, although we have included [Ca/Fe] as a free fitting parameter (see Appendix A), the [Ca/Fe] is mainly constrained, in this work, from the CaHK line, which is strongly affected by the abundance pattern of other alpha elements (e.g. Vazdekis et al. 2015). Nevertheless, a decreasing trend of Ca3 with radius is the opposite behaviour to what one would expect for a less bottom-heavy IMF at larger radii (as Ca3 decreases with $\Gamma_b$). This is consistent with our conclusion that the IMF of NGC1277 shows only a mild radial variation. In fact, as shown in Appendix A, the robustness of the IMF profile, against all issues mentioned so far, is demonstrated in Appendix A, where we show how the mildly decreasing behaviour of $\Gamma_b$ persists under different telluric correction procedures (see §2), as well as different combinations of indices included in the fits, and changes in the modelling assumptions.

Ultimately, gravity-sensitive indices trace the dwarf-to-giant star ratio in the IMF, regardless of the adopted IMF parametrization (La Barbera et al. 2013). This is explicitly shown in the right vertical axis of Fig. 5 where we represent the fraction (in mass) of stars below 0.5$M_\odot$ for each IMF slope. The inferred dwarf-to-giant ratio in NGC 1277 is, at all radii, at least a factor of 2 larger than in the Milky Way (horizontal dashed line).

The inferred stellar population properties of NGC 1277 (ages, metallicities, and IMF slopes; as shown in Figs. 4 and 5) can be used to estimate the stellar M/L radial profile. Notice, however, that for old stellar systems ($\gtrsim 10$ Gyr), stellar population analysis cannot provide fully reliable mass-to-light ratios, as it relies on the assumption of a given parametrisation for the IMF (Ferreras et al. 2014). In Figure 5, Radial IMF-slope gradient for the relic massive galaxy NGC1277. The left vertical axis indicates the slope of the IMF in the bimodal case ($\Gamma_b$), i.e., the slope of the IMF for stars with masses larger than 0.5$M_\odot$. This $\Gamma_b$ parameter can be transformed into a dwarf-to-giant ratio (right vertical axis), which is what the line-strength indices are actually tracing (La Barbera et al. 2013). For reference, the Milky-Way IMF value is shown as a horizontal dashed line. The inferred IMF gradient is mildly decreasing and it is very bottom-heavy up to $1.5R_e$. Uncertainties (the orange shaded region) are obtained by removing line-strength indices from the fitting process which might be potentially affected by flux calibration, telluric correction or modelling uncertainties. Dashed vertical line indicates the extent of the seeing disc.

CaH1 index is mild (0.002 mag) further supports a rather flat IMF profile.
this sense, our favoured bimodal distribution seems to better match the dynamical M/L estimates (La Barbera et al. 2013; Spiniello et al. 2014), while a single power-law distribution provides unrealistically high M/L’s. For a bimodal IMF parametrisation, the expected M/L radial profile of NGC 1277 is shown in Fig. 6.

4 DISCUSSION

4.1 The excess of low-mass stars in ETGs

What drives the excess of low-mass stars in ETGs remains unknown, however there are presently two distinct candidates, namely [Mg/Fe] and $\sigma$. The latter may be viewed as a dynamical controlling parameter, whereas the former is a stellar population parameter.

Dynamical studies (Treu et al. 2010; Cappellari et al. 2012) suggest that the galaxy central velocity dispersion correlates strongly with the IMF slope - with more massive galaxies having steeper IMF slopes than less massive galaxies. This result has found support from several groups using different methodologies (Ferreras et al. 2012; La Barbera et al. 2013; Spiniello et al. 2014). However, based on our analysis, we reject the hypothesis that local velocity dispersion is the principal agent driving IMF variations. Given the velocity dispersion gradient observed in NGC 1277 (from $\sim 420$ km s$^{-1}$ to 150 km s$^{-1}$), if the correlation between IMF slope and central velocity dispersion holds also for local velocity dispersion, we would expect a typical radial change in the IMF slope of $\Delta \Gamma_b = -2.4$.

This value is incompatible with our inferred IMF gradient ($\Delta \Gamma_b \sim -0.5$). Note, however, that our conclusions apply to the local velocity dispersion, not to the effective central velocity dispersion. To investigate the relation between IMF slope and local kinematical properties of NGC 1277, we show in Fig. 7 its $V_{\text{rms}}$ radial profile, defined as:

$$V_{\text{rms}} = \sqrt{V_{\text{rot}}^2 + \sigma^2}$$

Note that the effective velocity dispersion analysed in La Barbera et al. (2013) and in Spiniello et al. (2014), which was estimated using a 3 arcsec wide fibre, is better represented by $V_{\text{rms}}$ rather than by the local sigma, since the latter does not include the line broadening associated with the rotational velocity profile. Both $\Gamma_b$ and $V_{\text{rms}}$ decrease with radius; $V_{\text{rms}}$ is greater than 300 km s$^{-1}$, and $\Gamma_b$ is steeper than the Milky Way value at all radii in NGC 1277. This is consistent with previous works reporting a bottom-heavy IMF at high effective velocity dispersion.

As an alternative explanation for the IMF variations, based on stellar population analysis, Conroy & van Dokkum (2012) found that the IMF slope also correlates with the overabundance of $\alpha$-elements, in particular with the [Mg/Fe] ratio, in the sense that galaxies more enhanced in [Mg/Fe] have steeper IMF slopes. As we mentioned in §3 our [Mg/Fe] measurements are heavily dependent on the interpolation scheme we use, and we find that our data can entertain either slightly decreasing or increasing [Mg/Fe] radial gradients. Therefore, from the present study we cannot assess the relation between IMF slope and [Mg/Fe] (but see La Barbera et al. 2015).
To understand the differences among the aforementioned studies, Smith (2014) has independently reviewed the dynamical results from Cappellari et al. (2012) and those based on stellar population analysis of Conroy & van Dokkum (2012). Although he found an overall agreement between both studies, the galaxy-by-galaxy comparison shows that the correlation between IMF slope and velocity dispersion does not agree with that found when comparing the IMF and [Mg/Fe]..

The rapidly growing observational evidence of a variable IMF slope may be in tension with other well-established properties of ETGs in the local Universe. In particular, chemical evolution models assuming a bottom-heavy IMF are unable to reproduce the observed metallicities and abundance ratios of ETGs (Arrigoni et al. 2010). This idea has been recently revisited in a series of articles by Weidner et al. (2013) and Ferreras et al. (2015) (see also Vazdekis et al. 1997; Larson 1998) who found that a time-dependent IMF is necessary to explain the stellar population properties of massive ETGs at $z \sim 0$. Note that, according to Ferreras et al. (2015), a constant-in-time IMF can be ruled out, not only for a bimodal IMF shape, but also for a two-segment IMF parametrization (e.g. as defined in Conroy & van Dokkum 2012), and even for a V-shaped IMF (characterized by an enhanced fraction of both low- and high-mass stars).

### 4.2 The emerging picture

Our analysis of the stellar population properties of NGC 1277 is summarized in Figs. 4 and 5. The radial age profile of this galaxy, even allowing for possible IMF variations, indicates that the underlying stellar population is very old ($\gtrsim 10$ Gyr) at all radii, with no evidence of recent star formation (Trujillo et al. 2014). This result suggests that the stellar component of NGC 1277 was formed at high redshift ($z \gtrsim 2$), and that solving for the IMF at each radius does not convert NGC 1277 into a young, massive and compact system, as those identified in the local Universe (Trujillo et al. 2014; Ferré-Mateu et al. 2012, 2013).

In terms of kinematics, NGC 1277 shows an extreme radial velocity dispersion gradient, ranging from more than 400 km s$^{-1}$ in the centre to $\sigma \sim 150$ km s$^{-1}$ beyond 1 R$_e$. The rotation in this galaxy shows the opposite behaviour, rising to $V_{rot} \sim 280$ km s$^{-1}$ at 1 R$_e$. Interestingly, these differences in the kinematical properties between the centre and the outskirts of NGC 1277 are not reflected in the properties of its stellar populations. The radial variation of α-element overabundance, age and IMF slope are mild, whereas the total metallicity decreases by $\sim 0.4$ dex from the centre to 1 R$_e$. These gradients are consistent with a fast, monolithic-like formation process (Sánchez-Blázquez et al. 2001). In this sense, in terms of its stellar population properties, NGC 1277 does not differ from typical massive ETGs in the Local Universe. However, its extreme dynamics and compact morphology set it apart from the vast majority of local ETGs.

The IMF radial profile of NGC 1277 further constrains the formation process of massive ETGs. NGC 1277 shows much weaker radial variations of the IMF slope ($\Delta \Gamma_b = -0.5$) when compared to the IMF gradient of the two massive galaxies analysed by Martín-Navarro et al. (2013) ($\Delta \Gamma_b = -1.5$). Our suggestion is that NGC 1277 represents the monolithic-like formation phase of massive ETGs. In this picture the later accretion of less massive satellites (with “standard” Kroupa-like IMF slopes), which would settle preferentially in the galaxy periphery due to their lower densities, would steepen the pristine IMF gradient making it more similar to that found in nearby massive galaxies [Martín-Navarro et al. 2014].

Indeed, we hypothesize that relic galaxies, such as NGC 1277, will evolve to become the cores of massive ellipticals in the nearby Universe (Trujillo et al. 2014). The bulk of the stellar mass of this galaxy was formed in a short ($\tau \sim 100$ Myr) and intense (SFR $\gtrsim 10^3$ M$_\odot$/yr) burst at redshift $z \gtrsim 2$, but remained concentrated within a few kpcs in the centre of the dark matter halo. Afterwards, through dry merging (van Dokkum et al. 2010; Trujillo et al. 2011; Ferreras et al. 2014), the system would typically evolve to the characteristic sizes and stellar masses that are observed at $z \sim 0$. This interpretation is supported by numerical simulations (e.g. Oser et al. 2010; Navarro-González et al. 2013), and also by stellar population studies of the outskirts of nearby ETGs (Coccato et al. 2010; La Barbera et al. 2012; Pastorello et al. 2014; Montes et al. 2014). Since dry mergers cannot significantly alter the properties of the stellar populations, a relic massive galaxy should present the same stellar population properties as the core of a typical $z \sim 0$, massive ETG, but with the latter’s morphology and kinematics shaped by successive mergers.

It may seem surprising, at face value, that such a relic system should be identified in such a dense and dynamic environment such as that represented by the Perseus cluster ($M_{200} = 7.74 \times 10^{14}$ M$_\odot$, Aleksić et al. 2010). However, this is in fact a natural expectation in the hierarchical clustering paradigm since overdensities in what are now galaxy clusters were the first structures to collapse and to form massive galaxies (Mo & White 1996). In addition, the active intracluster environment may have inhibited the subsequent formation of younger stellar populations within NGC 1277, either via the stripping or heating of cold gas (Edge et al. 1992; O’Dea et al. 2008). In this sense, Stringer et al. (2013) have recently shown that in the BOLSHOI numerical simulation (Klypin et al. 2011), dark matter haloes similar to those hosting NGC 1277-like objects have experienced below-average mass accretion, or even mass loss, since $z = 2$.

Finally, we find that the radial IMF behaviour seen in NGC 1277 is not driven by the local velocity dispersion, and therefore, it cannot explain the IMF variations seen in ETGs. The fact that the IMF slope can vary radially within galaxies (Martín-Navarro et al. 2013) suggests a complex galaxy formation scenario, with significantly different enrichment and supernovae-feedback rates when comparing the centre and the outskirts of ETGs. Thus, more observational efforts are needed to better understand the IMF behaviour in nearby galaxies, investigating what stellar population properties can explain the observed IMF variations. In this sense, large resolved spectroscopic surveys such as CALIFA (Sánchez et al. 2012) and MaNGA will provide statistically significant samples. In addition, the joint analysis of the IMF inferred from dynamical modelling and from stellar population analysis can reveal important information about the interplay between galaxy stellar population properties and dynamics. The intrinsic degeneracies of these methods
(M/L ratios, dark matter content, stellar remnants and central black-hole mass) may be broken if both approaches are combined.
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APPENDIX A: ROBUSTNESS OF THE INFERRED IMF PROFILE

To check the reliability of the IMF gradient of NGC 1277 (Fig. 2), we have explored three possible sources of systematics, namely, errors on telluric absorption correction, the effect of non-solar elemental abundances, and the nebular emission contamination to the Hβ line. These tests – supporting the robustness of our results – have been performed because of some discrepancies between the best-fitting and observed line-strengths (see Sec. 3), in particular regarding the Hβ, Ca and Na spectral lines (see panels (c), (l) and (j) of Fig. 3).

The fact that the best-fitting Hβ lies above the observed values (panel (c) in Fig. 3) may indicate some residual contamination from nebular emission to the line profile. In the present work, the nebular emission correction to Hβ has been estimated in a self-consistent manner (see La Barbera et al. 2013 for details), i.e., for each IMF slope (Γ0) explored in the fitting process, we apply the correction calculated by simultaneously fitting the Hβ line...
profile with a 2 SSP model (for a given \( \Gamma_b \)) plus a gaussian emission line. For the two innermost radial bins, the correction turned out to be fully consistent with zero regardless of \( \Gamma_b \), while in the bins from \( \sim 0.5 \) to \( 1.5 R_e \), a mild correction was found in the range from 0.1 to 0.2 Å. Therefore, it is unlikely that differences in panel (c) of Fig. 3 are due to residual nebular contamination. Note also that underestimating \( \Delta \beta \) (in particular for the outermost bins) would imply that, given the age sensitivity of the TiO features, the inferred IMF slope is shallower than the “true” one, hence strengthening our conclusion about a shallow IMF gradient in NGC 1277. The possible explanation for the mismatch between the best-fitting and observed \( \Delta \beta \) may reside in the uncertainty of the stellar population models used to account for non-solar abundance ratios on line strengths (in particular \( \Delta \beta \)). We modelled deviations from solar partition with the semi-empirical approach described in [La Barbera et al. 2013], with the further aid of the [Conroy & van Dokkum 2012] (hereafter CvD) stellar population models. In practice, the \( \Delta \beta \) terms in Eq. 3 can be expanded as follows (see §3.3 in Martí-Navarro et al. 2014):

\[
\Delta \alpha,i = C_{\alpha,i} \cdot [\alpha/Fe] + \Delta X_{\alpha,i} \cdot \delta X
\]

where \( C_{\alpha,i} \) is the observed sensitivity of the \( i \)-th index to \([\alpha/Fe]\) (derived from SDSS stacked spectra, as in [La Barbera et al. 2013]); \( \Delta X_{\alpha,i} \) is the theoretical sensitivity of each index to the abundance ratio of a specific element \( X \), estimated with CvD models, and \( \delta X \) is a “residual” abundance of element \( X \), not accounted for by the \( C_{\alpha,i} \) correction, and treated as a fitting parameter. In other terms, we remove the bulk dependence of each index on \([\alpha/Fe]\) with the \( C_{\alpha,i} \) terms, while still allowing for some residual abundance effect on the indices through the best-fitting \( \delta X \)'s. In practice, following [La Barbera et al. 2013] we have considered only the effect of elemental abundances of selected gravity-sensitive features, i.e. \( X = \text{Ca}, \text{Na}, \) and \( \text{Ti} \). Regarding \( \Delta \beta \), we have \( \Delta X \sim 0 \) for all \( X \)'s but \( X = \text{Ti} \), i.e. CvD models predict a significant sensitivity of \( \Delta \beta \) to \([\text{Ti}/\text{Fe}]\) abundance ratio (in the sense of \( \Delta \beta \) increasing with \([\text{Ti}/\text{Fe}]\)). In fact, we found that the \([\text{Ti}/\text{Fe}]\) tends, on average, to increase the best-fitting \( \Delta \beta \) by \( \sim 0.15 \) Å, possibly explaining at least part of the observed mismatch between the best-fitting \( \Delta \beta \) and observed \( \Delta \beta \) in panel (c) of Fig. 3. Since the dependence of \( \Delta \beta \) on specific elemental abundances may be significantly affected by theoretical uncertainties on stellar population models (see [Cervantes & Vazdekis 2009]), we have repeated the fitting process by (i) removing the \( \Delta T_{\text{O}2}, \Delta H_{\beta} \cdot \Delta \text{Ti} \) term from Eq. 3 and (ii) excluding the \( \Delta \beta \) index altogether from the fits. The resulting IMF profiles from these tests are plotted in Fig. A1 showing no significant differences with respect to the reference profile in Fig. 3. Moreover, neglecting the \([\text{Ti}/\text{Fe}]\) effect on \( \Delta \beta \) leads to a better agreement between observed and best-fitting radial trends for this line, as shown in Fig. A2.

As mentioned in §2, one major issue in constraining the IMF is the removal of telluric lines from the observed spectra. In the present work, we have removed atmospheric absorption with two independent approaches, i.e., (1) using a spectrophotometric standard star and (2) applying the software MOLECFIT. Fig. A1 compares the corresponding IMF best-fitting profiles, showing no significant differences within the uncertainties. The two approaches lead to an estimated IMF radial variation of (1) \( \Delta \beta_1 = -0.5 \) and (2) \( \Delta \beta_2 = -0.6 \), respectively.

To further explore to what extent the mismatch of Ca and Na lines for some radial bins (see panels (i) and (j) of Fig. 3) may be affecting our conclusions, we have recomputed the IMF profile by excluding, as we did for \( \Delta \beta \) (see above), all Na and Ca lines in turn, from the fitting procedure. Again, the resulting IMF gradients, shown in Fig. A1, are compatible with the IMF profile reported in Fig. 3. It is worth noting that the impact of removing Na lines is the most significant, suggesting either some residual telluric contamination in the data, or some model uncertainties in dealing with the abundance ratios [Spiniello et al. 2013].

All the above tests, summarized in Fig. A1, indicate that our IMF inference is robust against the nebular emission correction, \( iv \), abundance effects on \( H_\beta \) line, \( iii \) age determination through \( \Delta \beta \) itself, \( ii \) telluric correction, and \( i \) the set of lines included in the analysis.

---

4 Notice that this correction is already applied to observed \( \Delta \beta \) values (blue dots) in Fig. 3.

5 Note that the best-fitting indices in Fig. 3 are actually given by \( \text{EW}_{M_{\alpha,i}} + \Delta \beta_{\alpha,i} \).

---

Figure A1. Same as Fig. 3 but including tests to check the robustness of our IMF inference. The gray solid line indicates the IMF profile obtained using MOLECfit to correct telluric absorption, whereas the gray dashed line corresponds to the best-fitting solution if the \([\text{Ti}/\text{Fe}]\) dependence of \( \Delta \beta \) ignored. In solid black, dotted and dashed lines we show the IMF profile when excluding from the fitting the Calcium, Sodium and \( \Delta \beta \) features, respectively. The overall agreement among all the fits shows that our main result is not significantly affected by telluric, nebular emission or model uncertainties. Dashed vertical lines mark the seeing radius.

Figure A2. Observed and best-fitting \( \Delta \beta \) radial profiles. The right panel is the same as panel (c) in Fig. 3 whereas the left panel corresponds to the case where \([\text{Ti}/\text{Fe}]\) abundance effects on \( \Delta \beta \) are neglected. Notice, in the latter case, the better agreement between best-fitting and observed indices, with no significant impact on the inferred IMF profile (Fig. A1).