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Abstract: The collaboration within organisations and among organisations is a fundamental concept in the attainment of the overall objectives pursued by an enterprise network in human companies. Swarm systems are intelligent systems that show collaboration within the system; moreover, some models, such as multiple ant colonies, show the collaboration of several systems to achieve a global goal. The collaboration in this type of system optimises the achievement of the overall objectives as in an enterprise network in human organisations. Being able to measure this collaboration allows establishing a relationship between the improvement in the results of the system and the degree of collaboration, both at the level of specialisation of each element of the system and the systems as a whole. The performance of a swarm system depends on the number of members in many cases, so that if we can establish a measure of specialisation and collaboration, we could tipify and classify these systems in terms of the efficiency and the realiability to perform different tasks.
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1. Introduction

In recent years several artificial intelligence methods have been proposed to tackle difficult problems. Among them, bio-inspired computation includes a set of methods that attempt to imitate behaviours or phenomena observed in nature in order to solve complex problems. Swarm-based algorithms are a subset of bio-inspired methods that have gained interest in recent years as powerful methods to solve complex problems [1]. These algorithms are based on the collective behavior of self-organised and decentralised systems [2,3]. They consider a population of very simple individuals (ants, particles or bees, among others) that cooperate to solve a problem. Each individual can perform a limited number of simple operations, based on the behaviours observed in nature. Despite the limited capacity of each individual considered independently, the swarm can solve complex problems.

If we not only consider the field of artificial intelligence but also consider all the solution methods proposed to address difficult problems, swarm algorithms belong to the group of solution methods called metaheuristics. A metaheuristic is a method designed to obtain an approximate solution for a wide range of difficult optimisation problems without having to deeply adapt to each problem. Metaheuristics can be classified into single-solution based metaheuristics and population based metaheuristics [4]. Swarm methods belong to the second group of metaheuristics, as they consider a set of solutions to define the final solution to the problem [5–7].

Swarm systems are considered organised and intelligent systems whose collaboration allows them to reach objectives with optimal results. For example, this is applied to find optimal solutions in a wide search space. Swarm intelligence allows the individual agents to model and self-organise...
through interactions with their neighbours. This type of intelligence arises from the social insects and from the existence of the organisation.

The concept of organisation has been extensively studied in sciences such as economics, sociology and psychology. Based on distributed artificial intelligence, we can apply the concept of organisation in these types of systems with the objective of developing intelligent systems in an efficient and organised way. The concept of specialisation is closely related to the concept of organisation, if specialisation is understood as a feature that gives an individual belonging to a group a particularity within that group. This specialisation is considered within organisations as a mechanism to achieve greater efficiency in the objectives they pursue.

Both in business organisations and in the swarm systems, the collaboration of the agents belonging to these systems is essential to achieve the established objectives. This collaboration can provide knowledge about the organisation’s environment to a group of members of that organisation, which allows them to benefit from this information and to obtain better results.

The specialisation in an organisation can be analysed from the perspective of business networks. In the literature, the concept of enterprise network can be found in [8–10] among others. This concept refers to a set of groups, institutions or organisations that interact with each other to obtain favourable results, both for the individual units and the network as a whole. Thus, a business network can be seen as an association of companies that collaborate with each other, so that there is a complementarity among them, with the aim of being able to solve situations that they could not solve individually, and doing it in the most efficient way possible. The concept of enterprise network in swarm systems appears in the multi-colonies of ants [11–13] and other multi-swarm systems. The collaboration among different swarms in the achievement of a common and global objective allows to improve the obtained results.

Based on the previous discussion, the possibility of measuring the specialisation and cooperation within an organisational system and among different organisational systems allows us to make a classification. This could allow comparing and relating these measures to the improvements of the systems when they cooperate together. With this purpose, this article considers several popular swarm-based systems and analyses the application of the measures to such systems. While swarm-based solutions usually consider a single swarm, there are also several methods that use a set of swarms. Such cases apply multi-swarm systems to one or more given problems, and they demonstrate the improvement of the results due to the collaboration among different swarms. Therefore, the article also applies the measures to multi-swarm systems, in order to analyse the relationship between cooperation and results of the system. As a result, we will show that the specialisation and collaboration measures defined for business organizations are also applicable to multi-swarm systems.

Section 2 introduces several popular algorithms for swarm systems. Section 3 defines specialisation as an improvement in productive processes and it presents several metrics to measure the types of specialisation and collaboration proposed. Section 4 analyses the specialisation in swarm systems proposed in this article. In Section 5, several multi-swarm methods described in the literature are analysed and collaboration among swarms is measured. Section 6 presents the conclusions.

2. Swarm Algorithms

Swarm algorithms mimic the behaviour of some natural systems that have intelligent behaviour. These systems are formed of members who perform simple individual operations, but the interactions among them lead to the emergence of collective intelligence called swarm intelligence.

Several algorithms which imitate the behaviour of those intelligent systems have been proposed. This article focuses on some of the most used: Ant-based algorithms [14,15], Particle Swarm Optimisation [16,17], Artificial Swarm Fish Algorithm [18], Artificial Bee Colonies [19,20] and Firefly Algorithm [21,22]. Some recent articles that analyse publications related to swarm methods show that the selected methods are among those considered in more publications [1,7]. This section includes a brief description of each method that can be completed by reading the references cited for each case.
Let us consider an optimisation problem whose objective function, denoted \( f(x) \), is defined on an \( r \)-dimensional space, where \( x \) is a vector with \( r \) components representing an element of the solution space. To solve the problem, these algorithms consider a set or swarm of \( n \) individuals that define a set of \( n \) feasible solutions to the problem, \( \{x_1, ..., x_n\} \), with \( x_i = (x_{i1}, ..., x_{ir}) \). The algorithms apply an iterative process that ends after a predetermined number of iterations, or when the solution converges. The solution represented by each individual is updated along the iterations. Therefore, to represent the solution associated with the individual \( i \) at iteration \( t \), this solution is denoted \( x_i(t) \). The quality or fitness of a solution is computed by applying the function \( f \) to that solution. The best solution found by the swarm along the iterations is selected as the solution to the problem. Table 1 summarises the notation used to define the algorithms described in this section.

### Table 1. Notation used to describe the algorithms.

| Symbol      | Description                                                                 |
|-------------|-----------------------------------------------------------------------------|
| \( f(x) \) | Objective function of a problem, which is computed for a feasible solution to the problem \( x \) |
| \( r \)    | Dimension of the solution space                                             |
| \( x_i = (x_{i1}, ..., x_{ir}) \) | A solution to the problem (a vector with \( r \) components)               |
| \( n \)    | Number of individuals or elements used by the algorithm to find a solution (ants, particles, fish, food sources or fireflies) |
| \( t \)    | The current iteration of the algorithm                                       |
| \( x_i(t) \) | The solution represented by the individual \( i \) at iteration \( t \), with \( i = \{1, ..., n\} \) |
| \( x' \)   | A tentative solution evaluated by the algorithm                             |
| \( \text{rnd}_{[\text{min}, \text{max}]} \) | A real value randomly selected from the interval \( (\text{min}, \text{max}) \) (that is, excluding extreme values), \( \text{rnd}_{[\text{min}, \text{max}]} \) or \( [\text{min}, \text{max}] \) (that is, including both extreme values). |
| \( \text{rnd} \) | When the limits are not specified, this means that they must be set for each specific problem |
| \( ||A - B|| \) | Euclidean distance between vectors \( A \) and \( B \)                      |

### 2.1. Ant-Based Algorithms

Ant-based algorithms are inspired by the behaviour of natural ants, which communicate among themselves by the pheromone that they deposit on the ground when they walk. If there is only one ant, it moves randomly; but if there are several ants, the movement of each ant is conditioned by the movement of the others. Ants prefer moving by paths with more pheromone and this movement increases the amount of pheromone of these paths, making them more desirable for other ants. The pheromone evaporates over time, and this makes the paths selected by a small number of ants less desirable.

The first algorithm proposed to mimic the behaviour of natural ants was called Ant System algorithm and it was applied to solve the Travelling Salesman Problem (TSP) [23,24]. Given a set of nodes interconnected by weighted connections, the objective of the TSP is to find a closed tour of minimum cost which includes each node once and only once [25,26]. The problem is represented by a graph with two values associated with each connection \( (i, j) \): the cost, which represents the distance between the nodes \( i \) and \( j \), and the pheromone \( \tau_{ij}(t) \in (0, 1] \). The Ant System method considers a set of \( n \) ants and applies the operations shown in Algorithm 1. The first operation defines the initial pheromone (random values are usually considered) and then an iterative process is applied. At each iteration, each ant defines a solution to the problem (a tour) and the cost of this solution is computed. After this, the pheromone is updated, to make the connections of the tours defined at the present iteration more desirable for the next iteration. The pheromone matrix is the means used by each ant to share information with the other ants.
Algorithm 1: Artificial ants algorithm

Initialise population;
repeat
  Each ant defines a solution to the problem by progressively adding new connections;
  The cost of the solution defined by each ant is computed;
  Update the pheromone;
until Requirements are met;

To define its tour, the ant \( k \) starts at a randomly selected node and progressively selects the other nodes. When it is at node \( i \), Equation (1) determines the probability of choosing \( j \) as the next node of its path. \( \eta_{ij}(t) \) is the visibility of the connection \((i, j)\); for a TSP, it is the inverse of the cost of \((i, j)\). \( N_k^i \) is the set of nodes connected to \( i \) not visited by the ant (Figure 1). The parameters \( \alpha \) and \( \beta \) determine the relative influence of the pheromone and the visibility, respectively. Equation (1) indicates that ants prefer connections with small length and high amount of pheromone.

\[
p_{ij}^k(t) = \frac{\tau_{ij}(t)\alpha \eta_{ij}(t)\beta}{\sum_{l \in N_k^i} \tau_{il}(t)\alpha \eta_{il}(t)\beta}
\]

Figure 1. The ant \( k \) is at node \( i \) and must select the next node of its path from \( N_k^i = \{r, s, t, u\} \).

The pheromone is updated by applying Equation (2) to each connection \((i, j)\) of the graph, where \( \rho \in (0, 1) \) is the evaporation rate of the pheromone and \( \Delta \tau_{ij}^k \) is the amount of pheromone deposited by ant \( k \) on the connection \((i, j)\). \( \Delta \tau_{ij}^k \) is inversely proportional to the cost of the solution defined by \( k \) if \((i, j)\) belongs to said solution, and it is 0 in other case.

\[
\tau_{ij}(t + 1) = (1 - \rho)\tau_{ij}(t) + \sum_{k=1}^{n} \Delta \tau_{ij}^k
\]

There are several variants of the previous algorithm, which use different state transition and updating rules. Some examples are the Ant Colony System [27], the Max-Min Ant System [28], the Rank-based Ant-System [29], or the Elitist Ant System [30]. These algorithms have been applied to several graph-based problems [31–35], and to real-world problems, such as waste management problems [36–40].

2.2. Particle Swarm Optimisation

The Particle Swarm Optimisation (PSO) algorithm was proposed by Kennedy and Eberhart [41]. It is inspired by the movement of a flock of birds or insects and it can be applied to solve optimisation problems [42,43]. With this purpose, the algorithm considers a set of \( n \) particles. Each particle \( i \) has a position \( x_i(t) \) and a velocity \( v_i(t) \) that are updated as \( t \) increases. Moreover, the particle ‘remembers’ the best solution it found until the current iteration, which is denoted \( b_i(t) \). Each particle moves on the search space guided by its previous experience and the experience of other particles, which is
represented by the velocity vector of the particle. The movement of all the particles tries to find a good solution to the problem. The best solution found by the swarm until iteration $t$ is denoted $g(t)$ and its value at the end of the algorithm defines the solution to the problem.

The new position of particle $i$, $x_i(t+1)$, is computed by Equation (3) as a function of the previous position, $x_i(t)$, and the velocity of the particle (Figure 2).

$$x_i(t+1) = x_i(t) + v_i(t+1)$$ (3)

To compute the new velocity of this particle (by Equation (4)), three elements are considered: The previous velocity, $v_i(t)$, the best position of this particle, $b_i(t)$, and the best solution found by the swarm, $g(t)$. Equation (4) includes three parameters that weight these three elements: $\omega$ (the inertia coefficient), $\phi_1$ and $\phi_2$. The velocity of each particle is limited to an interval $[v_{min}, v_{max}]$.

$$v_i(t+1) = \omega v_i(t) + \phi_1 r_{n1}(b_i(t) - x_i(t)) + \phi_2 r_{n2}(g(t) - x_i(t))$$ (4)

Figure 2. Movement of particle $i$ in a two-dimensional search space. The particle, which is currently at position $x_i(t)$, will move to a new position, $x_i(t+1)$, taking into account its new velocity, $v_i(t+1)$. That velocity is computed based on the current velocity of the particle, $v_i(t)$, the best position found so far by the particle, $b_i(t)$, and the global best position found so far by the swarm, $g(t)$.

The basic steps of PSO algorithm are shown in Algorithm 2. To start the operations, the particles are placed at random positions on the search space, and each particle is assigned a random velocity in $[v_{min}, v_{max}]$. Moreover, the best position of each particle equals its initial position. The global best particle is the one whose position gives the best value for the objective function of the problem. Next, an iterative process is applied to find a good solution to the problem. Each iteration updates the position and the velocity of the particles, by Equations (3) and (4). Then, the fitness of each particle is computed. This value is used to determine if the new position of the particle is better than the one considered the best so far, in which case this new position replaces the previous one. If some particle has better fitness than that considered as the global best, it becomes the new global best.

**Algorithm 2: Particle Swarm Optimisation algorithm**

1. Initialise the swarm of particles;
2. repeat
   1. Update the velocity of each particle;
   2. Update the position of each particle;
   3. Calculate the fitness of each particle;
   4. Update the memory of each particle;
   5. Update the global best solution;
3. until Requirements are met;
This algorithm has been applied to problems such as the task assignment problem [44], the flowshop scheduling problem [45], the capacitated vehicle routing problem [46], and several real-time optimisation problems [47].

2.3. Artificial Swarm Fish Algorithm

The Artificial Swarm Fish algorithm is based on the swarm behaviour of natural fish [18,48,49]. It imitates the collective movement of natural fish when they look for food or they are in danger.

The position of a fish \( i \) is a solution of the problem, \( x_i(t) \), and the fitness of the position represents the food concentration. Each fish can see a limited area around it, defined by \( \text{visual} \) (Figure 3), so as fish \( i \) can see fish \( j \) if the second one is in its neighbourhood: \( ||x_j(t) - x_i(t)|| < \text{visual} \).

When a fish moves, it prefers positions with more food than its current position and not too crowded. The position of a fish is crowded if the ratio between the number of fish in its \( \text{visual} \) and \( n \) reaches the value \( \rho \), where \( \rho \in (0, 1) \) is a parameter called crowd factor.

When a fish decides to move from its current position \( x_i(t) \) towards another position \( x' \), its new position is computed according to Equation (5), where the parameter \( \text{step} \) limits the distance it can swim.

\[
x_i(t+1) = x_i(t) + \frac{x' - x_i(t)}{||x' - x_i(t)||} \cdot \text{rnd}(0,1) \cdot \text{step}
\]

The algorithm imitates several behaviours of natural fish: Prey, swarm and follow. The prey behaviour allows the fish to move to a better position around its current position. A fish \( i \) randomly selects a position \( x' \) in its \( \text{visual} \) and then moves towards it according to Equation (5) if \( x' \) has more food than its current position. If the fish cannot move towards a better position after a certain number of attempts, it moves randomly within its \( \text{visual} \).

The swarm behaviour allows the fish to move towards the central point of its \( \text{visual} \). Let us use \( x' \) to represent the centre of the \( \text{visual} \) of fish \( i \). If the surrounding is not very crowded and the centre has more food than the current position of \( i \), the fish \( i \) swims towards \( x' \) according to Equation (5); in other case, \( i \) applies the prey behaviour.

The follow behaviour allows a fish to follow to other fish which has found food. Let \( j \) represent the fish in the position with the greatest food concentration in the visual area of fish \( i \). If \( x_j(t) \) has more food than \( x_i(t) \) and the surrounding is not very crowded, the fish \( i \) swims towards the fish \( j \) according to Equation (5) (where \( x' \) is replaced by \( x_j(t) \)); in other case, this fish applies the prey behaviour.

The main operations of the Artificial Swarm Fish algorithm are shown in Algorithm 3. After assigning random starting positions to the fish, an iterative process attempts to move them to better positions by applying the behaviours listed above. The behaviour of the fish \( i \) depends on its position and the state of the environment. When there are no fish in the visual of fish \( i \), it moves randomly to attempt to find a better position. When the visual area of \( i \) is crowded, the fish does not follow any
other fish; on the contrary, it moves to a random position in the visual area. When the visual area of $i$ is not crowded, this fish can move to the centre of its neighbourhood or to the best position in the visual.

**Algorithm 3: Swarm Fish algorithm**

Generate an initial population of $n$ fish;

repeat
  foreach fish $i$ do
    apply follow behaviour;
    if follow behaviour fails then
      apply swarm behaviour;
    end
    if follow behaviour fails then
      apply prey behaviour;
    end
  end
until Requirements are met;

Several improvements of the basic algorithm are described in [50–52].

2.4. Artificial Bee Colony

The Artificial Bee Colony (ABC) algorithm, developed by Karaboga [53,54], imitates the foraging behaviour of honey bees, and has been applied to solve several optimisation problems [55].

The bees of a hive communicate among themselves to get food. There are three types of bees which contribute to perform this task: Employed bees, onlooker bees, and scout bees. An employed bee goes to a food source and takes the nectar of such source to the hive. Moreover, this bee performs a dance on the dance area to inform to the other bees about the source it is exploiting. The onlooker bees are on the dance area and they choose a food source depending on the information obtained from the dance of the employed bees. The scout bees perform a random search of new food sources. When the nectar of a source is exhausted, the bees which exploited that source become scouts.

The ABC algorithm considers a set of $n$ food sources. The position of each food source $i$ is a solution to the problem, $x_i(t)$, and the fitness of such solution represents the nectar of the source. The operations of the bees allow them to find the best solution to the problem (the best food source).

The main operations of this algorithm are shown in Algorithm 4. First, $n$ food sources are randomly selected from the search space and their fitness is computed. Next, an iterative process is performed, which executes the operations of the three types of bees.

Each employed bee $i$ selects a tentative food source by Equation (6), where $k$ is a randomly selected neighbour food source (different from $i$). If $x'$ has more nectar than $x_i(t)$, the bee memorises the new position and forgets the old position. This process is repeated for each solution in the population.

$$x' = x_i(t) + \text{rnd}_{[-1,1]}(x_i(t) - x_k(t))$$

Each onlooker bee chooses a food source $i$ of the current set with a probability proportional to the nectar of the source (the probability is computed by dividing the nectar of the source $i$ by the sum of the nectar of all sources). If the selected source has more nectar than the previous position memorised by this bee, it forgets the previous position and memorises the new one.

The last phase includes operations of the scout bees, which allow to replace the food sources abandoned by the bees. The solutions which have not been improved after a predefined number of trials are replaced by randomly generated new solutions.
Algorithm 4: Artificial bees algorithm

Initialise the set of food sources;
repeat
  Operations of employed bees;
  Operations of onlooker bees;
  Operations of scout bees;
  Memorise the best food source found so far;
until Requirements are met;

Some applications of artificial bees are described in [56–60].

2.5. Firefly Algorithm

The Firefly algorithm is inspired by the flashing patterns and behaviour of natural fireflies. It was proposed by Yang as a method to solve optimisation problems [61,62], and it has been applied to problems such as image processing or clustering [63–66].

Each firefly $i$ defines a solution to the problem that evolves with $t$, $x_i(t)$, and the fitness of this solution represents the brightness of the firefly. The main operations of this algorithm are shown in Algorithm 5.

Algorithm 5: Firefly algorithm

Generate an initial population of fireflies;
repeat
  Move each firefly towards brighter fireflies according to Equation (7);
  Move the brightest firefly according to Equation (8);
  Update the brightness of the fireflies;
  Rank the fireflies according to their brightness and find the best;
until Requirements are met;

The first operation generates the initial population of $n$ fireflies. They are randomly distributed on the search space and then the brightness of each firefly is computed. Next, an iterative process is applied to move each firefly towards the partners brighter than it. The firefly $i$ moves towards a neighbour $j$ brighter than it (Figure 4), according to Equation (7) where $\gamma$ is the light absorption coefficient of the medium, $\beta_0$ is the attractiveness at distance 0, $\exp$ represents the exponential function. The second addend of Equation (7) takes values in $[\beta_0, 0)$ and it decreases as the distance between fireflies $i$ and $j$ increases.

$$x_i(t+1) = x_i(t) + \beta_0 \exp(-\gamma ||x_i(t) - x_j(t)||^2) (x_j(t) - x_i(t)) + \text{rnd}$$

(7)

The brightest firefly, denoted $\text{best}$, moves randomly according to (8), because it is not attracted to any other.

$$x_{\text{best}}(t+1) = x_{\text{best}}(t) + \text{rnd}$$

(8)

The brightness of each firefly is updated after it moves. When this new value is computed, the fireflies are sorted according to their brightness and the brightest firefly represents the best solution of the iteration. When the algorithm ends, the position of the brightest firefly found so far is the solution to the problem.
Figure 4. The firefly $i$ moves towards the neighbours brighter than it (fireflies 2, 3 and 7 in this example).

3. Specialisation

Specialisation as a particular feature of an individual within a group is present in all kinds of areas in our world. Biological systems, like ant colonies and swarms of bees, include the specialisation as a benefit to improve their aims [67]. In the productive systems, the specialisation is considered a way to achieve more efficiency in the common purposes of the group and into the group [8,68,69]. There are several types of specialisation, taking into account the origin, the size of the group or the depth of hierarchy into the group.

In biological systems, specialisation emerges in two ways: In terms of the structure of the system [70] and in their behaviour [67], but the aim of this specialisation is the efficiency in achieving the overall objectives of the group through the division of labor into specialised groups and specialised members.

Human organisations try to achieve their objectives by improving their productive processes and minimising their resources, taking into account that the principal aim is to increase the benefit of the organisation. Therefore, the specialisation in biological systems has been taken in many cases as a reference for human organisations. One way to increase the benefit among human organisations emerges in the cooperation among them. These synergies occur among different specialised organisations that collaborate for optimal performance on common productive processes, as in enterprise networks [8].

3.1. Determining the Specialisation of Tasks

First of all, it is necessary to define a measure of specialisation to classify the organisations, the members into an organisation and the tasks that they perform. In [71] the specialisation of tasks is defined as the number of different tasks performed by a worker and the frequency with which they are repeated, taking into account the decision-making ability of that job for self-management. Tasks specialisation, in turn, is divided into vertical and horizontal tasks specialisation.

Horizontal specialisation can be defined as the number of tasks to be performed by a particular job and its main objective is the increase in productivity. This specialisation is considered high when the tasks are repetitive and simple, and low when it is necessary to perform non-repetitive tasks. This specialisation regulates the extent of the job. On the other hand, vertical specialisation refers to the differentiation between the planning of the tasks and its control and execution, that is to say, if there is a hierarchy that plans and controls these tasks. The vertical specialisation is high when the worker only performs tasks that have been planned by someone else, and it is low when the tasks to be executed have not been planned by someone else. Both types of specialisation are necessary and they are closely related, since a job in which there is a high degree of horizontal specialisation also requires a high degree of vertical specialisation, because the person which performs a task may lose sight of the global objectives. Therefore, another person with a global vision must plan, organise and control such work [71]. The degree of specialisation of tasks in a specific job, $E_T$, is defined in [72] by Equation (9),

$$E_T = \frac{\sum_{t=1}^{T} \text{Frequency}_{t}}{\text{Number of Tasks}_{t}}$$
where $N_T$ is the number of tasks performed by each person in that job. Taking into account that in this case we are measuring the tasks that are performed in a single job position, we have $P = 1$. However, it is possible that in a work team (considered as a unit) several jobs are developed, in which case $P$ would take values other than 1.

$$E_T = \frac{P}{N_T}$$ (9)

If $E_{TH}$ is the degree of specialisation of horizontal tasks, the relationship between $E_{TH}$ and $E_T$ is given by Equation (10).

$$E_{TH}(E_T) = \begin{cases} 
\text{if } E_T \geq 0.2 & E_{TH} \text{ is very high} \\
0.2 > E_T \geq 0.1 & E_{TH} \text{ is high} \\
0.1 > E_T \geq 0.05 & E_{TH} \text{ is low} \\
E_T < 0.05 & E_{TH} \text{ is very low}
\end{cases}$$ (10)

The degree of vertical specialisation in a given job, $E_{TV}$, is computed by Equation (11), where $N_{TP}$ is the number of tasks that a person performs, which have been planned and controlled by another person. $N_{TP}$ must be in $(0, N_T]$; if $N_{TP} = 0$, there is no specialisation.

$$E_{TV} = \frac{P}{N_{TP}}$$ (11)

The relationship between $E_{TV}$ and $E_T$ is given by Equation (12). Taking into account that the vertical task specialisation measures the proportion of tasks that are planned externally on a job, this implies that this type of specialisation increases as the number of tasks planned externally approaches the total number of tasks. Therefore, the maximum is obtained when all the tasks performed in a job are externally planned.

$$E_{TV}(E_T) = \begin{cases} 
\text{if } E_{TV} \simeq E_T & E_{TV} \text{ is very high} \\
E_{TV} > E_T & E_{TV} \text{ is high} \\
E_{TV} \gg E_T & E_{TV} \text{ is low}
\end{cases}$$ (12)

The thresholds established are part of an observation process in the industrial environment, as well as the results presented in [73–75]. These investigations measure the dispersion in a job and the variation of the different roles affected in work environments. In addition, the research presented in [73] proposes a measure for the division of tasks into a job, which in some way is complementary to specialisation in that job. In this case, it is clear that if all the tasks performed by a job have been planned and it has no capacity to make decisions, the job is vertically specialised, that is, there is no autonomy. However, a specific threshold for this type of specialisation has not been defined; only a simple comparison has been defined which indicates that vertical specialisation increases as the number of externally planned tasks approaches the total number of tasks.

The definition of these thresholds allows to classify the degree of specialisation of tasks in a given job. Moreover, it is possible to transfer these thresholds to swarm systems and to determine the number of tasks performed by each member of the group; from this information, it is also possible to determine the degree of specialisation of tasks for each member. The metrics described in this section will be applied to swarm systems in Section 4.

3.2. Collaboration among Organisations

The collaboration among various organisations allows them to achieve more complex aims and to improve their resources. This requires the existence of a synergy among them from which the organisations can benefit. The concept of enterprise networks can be found in articles by authors cited in [8], where the organisations interact with each other to get the best results both as individual units or as a whole.
An enterprise network is considered as an association of companies working together to get more benefits while reducing their effort, so that there is a complementation among them with the aim of solving situations that they could not solve individually; they perform these operations in the most efficient way possible.

There are various objectives which govern these enterprise networks [10]:

- To increase competitiveness and profitability of the companies in the network.
- To induce specialisation of companies which belong to the network.
- To strengthen market presence of the companies that make up the network.
- To facilitate the access to business services that are inaccessible to them individually.

Taking into account the structure of the cooperation of the network and its specialisation, there are two types of enterprise networks: Horizontal networks and vertical networks.

Horizontal networks are represented as a collaboration of groups of companies offering the same services or products. These enterprises benefit from several activities, such as trading with providers; nevertheless, they compete in the same market. On the other hand, vertical networks are alliances among different companies that offer different products or services which are complementary and they collaborate to achieve competitive advantages that would be impossible individually.

In these terms, it is necessary to measure the degree of cooperation among these companies, and the degree of specialisation within an organisation and within an enterprise network. These measures were presented in [72]. Let \( N_E \) be the number of employees and \( N_{TE} \) the number of tasks performed in a company. A task represents whichever operation related to administration, marketing, etc., in addition to those related to the various production processes. Then, the degree of corporate specialisation, \( E_E \), is given by Equation (13).

\[
E_E = \frac{N_{TE}}{N_E} \tag{13}
\]

The corporate specialisation is very high when \( E_E \) is close to 0; it is high when \( E_E \in (0, 0.75] \); it is low when \( E_E \in (0.75, 1] \) and it is very low when \( E_E > 1 \). The ranges defined for \( E_E \) have been obtained from direct observation of the industrial environment and from the investigation described in [73–75].

We take into account that \( E_E \) improves with the dedication of a greater number of workers to global tasks in the enterprise. In this way, if there are a greater number of workers who are dedicated to perform a specific job, \( E_E \) increases; however, if a worker must perform many tasks, dedication to each of them affects this specialisation. In fact, taking into account that to determine this measure the tasks to be considered correspond to tasks such as marketing, administration or counting, it is possible that the number of tasks is less than the number of workers.

In addition, it is interesting to quantify the degree of cooperation, both vertical and horizontal, relative to a group of companies that constitute a business network. To do this, we define the following indicators: \( G_{CV} \) is the degree of vertical cooperation and \( G_{CH} \) the degree of horizontal cooperation within the enterprise network, according to the terms defined above. Taking into account [10], enterprise networks must not exceed a certain number of members with a threshold of 15 or 20. Then, the degree of cooperation, \( G_C \), is computed by Equation (14).

\[
G_C = \frac{N_{SP}}{N_{EM}} \tag{14}
\]

\( N_{EM} > 2 \)  number of organisations that belong to the enterprise network
\( N_{SP} > 0 \)  number of products or services which the organisations offer
The value of $G_C$, which is greater than 0, allows to obtain the degrees of vertical and horizontal cooperation by Equation (15) and Equation (16), respectively.

\[
G_{CV}(G_C) = \begin{cases} 
\text{if } G_C > 1 & G_{CV} \text{ is high} \\
\text{if } G_C = 1 & G_{CV} \text{ is medium} \\
\text{if } G_C < 1 & G_{CV} \text{ is low}
\end{cases} 
\] (15)

\[
G_{CH}(G_C) = \begin{cases} 
\text{if } G_C < 1 & G_{CH} \text{ is high} \\
\text{if } G_C = 1 & G_{CH} \text{ is medium} \\
\text{if } G_C > 1 & G_{CH} \text{ is low}
\end{cases} 
\] (16)

Many authors agree that the division of the objectives pursued by a group specialised in subtasks benefits the achievement of those objectives [76–78]. Nevertheless, the collaboration of specialised groups improves the consecution of the aims pursued. Thus, it is intended to perform an adaptation of the concept of enterprise network and its measure into the swarm systems.

4. Specialisation in Intelligent Systems

In artificial swarm systems, specialisation is an issue analysed by several authors in articles like [79,80], among others. This specialisation aims to provide more efficiency for the artificial system, so that there is an improvement in the achievement of its overall objectives.

The analysis of the specialisation in human organisations and in swarm systems, their similarities, and their implementation, has allowed to increase the efficiency of the group, and it has been able to implement improvements in the structure and operation on both types of organisations. In our case, we intend to measure the application of the specialisation of human organisations into the swarm systems, together with the organisation as enterprise networks that improve the efficiency of the units in the system.

According to [81] specialisation means more than just being diverse. In general, diversity means difference among individuals, although it does not matter whether the difference is good or bad with respect to the system performance. However, a system becomes specialised when, given specific constraints at the agent level, its diversity is focused for better system performance. In short, specialisation is the part of diversity that is demanded for better performance. In these terms, a specialisation metric should measure the part of diversity that enhances the performance. In reference [82] O’Donnell and Jeanne defined specialisation of an individual as the entropy of the proportions of its activity, so that low entropy means that an individual focuses on less activities.

However, the specialisation in human organisations allows to obtain a set of competitive advantages, improving their processes depending on the collaborative structure used. This organisational specialisation is given by the number of products or services the company offers to its customers. In addition, it is important to know and differentiate which type of cooperation is practised in this type of synergy. For this reason, a set of measures of specialisation have been defined in Section 3.1, both at the level of tasks within an organisation and at the level of cooperation among different companies. These measures can be implemented on the different intelligent systems so that they can be characterised in terms of specialisation and cooperation. In order to measure the specialisation within several intelligent systems, we have defined a set of tasks performed by each of the roles of these systems. From this definition of tasks we can determine the degree of specialisation in these systems.

Table 2 shows the tasks performed by each entity belonging to a particular system, from which we can determine the degree of specialisation of tasks of each component. Based on Tables 2 and 3 shows specialisation values computed for each swarm system.

The degree of vertical specialisation in a given job, $E_{TV}$, is not included in Table 3 because in swarm systems there is not a control on an upper level which defines either the global operation of the swarm or the operation of each individual. On the other hand, it can be observed that $E_{TH}$ is very high
in all cases except for fish systems, which correspond to the case for which more basic tasks have been identified for an individual entity.

Table 2. Basic tasks of a single entity.

| Swarm | Description                                                                 | Number |
|-------|-----------------------------------------------------------------------------|--------|
| Ant   | Choose the next connection of the path                                       | 3      |
|       | Determine the fitness of the path                                           |        |
|       | Update the pheromone                                                        |        |
| Particle | Update position                                                                   |        |
|       | Update velocity                                                              |        |
|       | Determine the fitness of the new position                                    | 3      |
| Fish | prey-1: Take a random position                                               |        |
|       | prey-2: Compute the food concentration of this position                      |        |
|       | prey-3: Move towards this position if it is better than the present position |        |
|       | prey-4: Move towards this position if a predefined number of unsuccessful attempts of movement towards a better position have been reached |        |
|       | swarm-1: Determine the central point of the neighbourhood                    |        |
|       | swarm-2: Compute the food concentration of this point                        |        |
|       | swarm-3: Move towards this position if it is better than the present position |        |
|       | follow-1: Determine the neighbour whose position has more food concentration  |        |
|       | follow-2: Move towards this position if it is better than the present position |        |
|       | (prey-2 and swarm-2 are the same operation; prey-3, swarm-3 and follow-2 are the same operation) | 6      |
| Bees | Employed bee-1: Take a random position as a candidate food source            |        |
|       | Employed bee-2: Compute the nectar of this position                          |        |
|       | Employed bee-3: Replace the previous food source by the candidate food source if the second one has more nectar |        |
|       | Onlooker bee-1: Choose another food source (with a certain probability)      |        |
|       | Onlooker bee-2: Memorise this food source and forget the previous one if the second one has more nectar |        |
|       | Scout bee-1: Take a random position as a new food source                     |        |
|       | Scout bee-2: Compute the nectar of this position                            | 3-2-2  |
| Firefly | Move (towards another firefly or randomly)                                  |        |
|       | Determine the fitness of the new position                                    | 2      |

Table 3. Measure of specialisation in several systems \((E_T: \text{Degree of specialisation of tasks}; E_{TH}: \text{Degree of specialisation of horizontal tasks}; E_E: \text{Degree of corporate specialisation}; n: \text{Number of individuals or particles})\).

| System                  | Rol               | \(E_T\)  | \(E_{TH}\)          | \(E_E\)                                      |
|-------------------------|-------------------|----------|----------------------|----------------------------------------------|
| Ant systems             | Ant               | 0.33     | Very high            | High or very high if \(n \geq 4\)            |
| PSO systems             | Particle          | 0.33     | Very high            | High or very high if \(n \geq 4\)            |
| Fish systems            | Fish              | 0.17     | High                 | High or very high if \(n \geq 8\)            |
| Artificial bees systems | Employed bee      | 0.33     | Very high            | High or very high if \(n \geq 10\)           |
|                         | Onlooker bee      | 0.50     | Very high            | High or very high if \(n \geq 10\)           |
|                         | Scout bee         | 0.33     | Very high            | High or very high if \(n \geq 10\)           |
| Firefly systems         | Firefly           | 0.5      | Very high            | High or very high if \(n \geq 3\)            |

In Table 3, the corporate specialisation is not a determining factor since it depends on the number of individuals or particles. Nevertheless, it should be noted that if the number of individuals or particles is greater than or equal to the value given in column 5, the corporate specialisation is considered to be high or very high. It should be noted that the thresholds for the values presented in the table were explained in Section 3.
Taking into account the results obtained, it can be observed that the different systems have a specialisation of tasks high or very high, so that the different resources are focused on the achievement of a certain set of tasks. The characterisation of the high degree of specialisation in swarm systems reveals the importance of collaboration among the members of the system, so that the individual work carried out by each element allows to achieve specific aims that are more complex, which are unattainable for a single member. In the same way, the business specialisation is not determined, because the number of organisational elements is not defined, although it is true that the number of groups of tasks to be performed is small enough to consider that the specialisation is high or very high.

Once the specialisation has been measured in these systems, it is interesting to measure the degree of cooperation in different systems considered as a single unit to achieve more complex goals, or to obtain them with less cost [10]. An example of business collaboration in the swarm systems is given in multi-colonies of ants [83–85], where there are several colonies of ants, each one with its own array of pheromones, that cooperate with their neighbouring colonies for the construction of a solution and they share information. This is discussed in the next section.

5. Discussion: Collaboration in Intelligent Systems

The collective intelligence arises from the collaboration or competition of a number of individuals or groups of individuals and from decision making in their processes. The union of specialisation and cooperation to solve a given problem allows to achieve much more complex objectives. Cooperation among intelligent systems like swarm systems allows to perform more complex tasks or tasks with less cost of resources, as in the business networks [8,9]. This cooperation can be measured in the terms listed in Section 3, which gives us an idea of the degree of collaboration among different companies that are related to the benefit of this synergy. This aspect of swarm systems has been analysed in papers such as [11–13], where multi-colonies of ants are considered.

Multi-swarm approach lets a set of swarms to cooperate in order to achieve better solutions. There are two distinct approaches well defined in the literature: Heterogeneous and homogeneous. In the first case, there is a set of swarms that have a behaviour that differs in each swarm [86–90]. In the second case, the swarms have a similar behaviour and the information is exchanged among swarms [91–94]. These types of approaches match with those proposed in business specialisation in humans, in terms of the type of vertical and horizontal cooperation defined in Section 3.

Several authors have successfully used multi-swarm solutions to solve multi-objective optimisation problems. The approach presented in this article is to show a set of problems presented in the literature and to measure the degree of cooperation among the different swarms. Thus, we can demonstrate that the cooperation of different swarms, as an enterprise network, improves the results obtained by an individual swarm.

The following subsections show multi-swarm examples associated with each swarm model described in Section 2 of this article. For each example, the degree of cooperation among the swarms is measured. In addition, the results discussed in such subsections are summarised in Table 4. Several articles define methods that solve a single-objective problem, while other solve multi-objective problems. In the last case, we use $D$ to denote the number of objectives that the multi-objective problem includes.

5.1. Multi-Colonies of Ants

- Gambardella et al. present in [86] the results obtained by multi-colonies of ants applied to solve the vehicle routing problem with time windows. In the proposed solution, the authors seek to simultaneously minimize the number of vehicles and the time of each trip (the first takes precedence over the second one). In this case two colonies are used, so that $N_{SP} = 2$ and $N_{EM} = 2$ and this gives $G_C = 1$ as defined by Equation (14). Taking into account that the objectives of each colony are different, the $G_{CV}$ is medium. The authors conclude in their work that the collaboration is the key factor that improves the results obtained. Therefore, the measure of this collaboration
is important to determine the scale of improvements of the system when such collaboration is implemented in the system.

- Salas et al. propose in [87] a variant of the Ant Colony System algorithm, based on the actual behaviour of ants: The Multi-type Ant Colony System (M-ACS). The M-ACS introduces the use of multiple types of ants organised in colonies, where each colony builds a global solution of the problem. During the process, the colonies cooperate by exchanging information of pheromones, besides competing through a mechanism of repulsion. The experimental results demonstrate that the proposed approach performs better in some cases in terms of effectiveness (final value of the objective function). In this paper the authors use three ant colonies for the resolution of the TSP. In this case there is no vertical cooperation because all the colonies pursue the same objective. The objective of the problem is to find a Hamiltonian cycle: A path that starts and ends at the source node and visits every node exactly once. This is the reason why \( N_{EM} = 3 \), which gives \( G_C = 0.33 \). Therefore, \( G_{CH} \) is high. The results obtained by the authors are competitive compared to those obtained in the specialised literature.

### 5.2. Multi-Colonies of Particles

- Zhang et al. [88] described a method with cooperation among swarms of particles. This method, called Multi-swarm Cooperative Multi-objective Particle Swarm Optimiser, uses a master swarm and multiple slave swarms. Each slave swarm optimises one objective function of the multi-objective problem, while the master swarm explores areas with sparse solutions of the search space. With this purpose, a variant of the PSO algorithm is applied to each type of swarm. The improved PSO algorithm applied to each slave swarm obtains the non-dominated optima of the objective function associated with this swarm. On the other hand, the PSO algorithm applied to the master swarm generates a good Pareto optimal set for the multi-objective problem. In this way, the swarms cooperate to solve the problem.

In this case, \( N_{EM} = D + 1 \) (D slave swarms and a master swarm) and \( N_{SP} = D + 2 \), since there is a service associated with each swarm and the final solution to the problem must also be considered. Therefore, \( G_C = (D + 2) / (D + 1) \). Once the degree of business cooperation has been obtained, the degrees of vertical and horizontal cooperation, that are inverse, can be obtained. In this case, the degree of vertical cooperation is high and the degree of horizontal cooperation is low, since there are as many functions as swarms (each sub-function and the global function) and there are several enterprises \((D + 1)\).

- The MCPSO method proposed by Ben et al. [95] is a multi-swarm solution based on the use of two types of swarms. The population used to solve a problem includes a master swarm and 3 slave swarms. Each slave swarm applies the basic PSO operations independently. On the other hand, the master swarm adjusts its trajectory according to its own experience and the knowledge of the slave swarms. The slaves share information with the master, but the information is not shared with other slaves. The results reported in the article showed that the new method outperforms the original PSO.

The method presented in this article considers four swarms each of which seeks a solution for the same function independently but also collaborates with the others. In this case, \( N_{SP} = 1 \) (a single-objective problem is solved) and \( N_{EM} = 4 \) (3 slaves + 1 master). This generates \( G_C = 0.25 \) and we can conclude that \( G_{CV} \) is low and \( G_{CH} \) is high. In this method, cooperation is clearly horizontal, since the slave swarms solve the same problem independently and then the master applies its own knowledge and that of the slaves to determine the final solution, so there is only one final product or service.
5.3. Multi-Colonies of Fish

- Yazdani et al. present in [90] a method called Parent-Child Artificial Swarm Fish algorithm, for optimisation in dynamic environments. In this case, the objective function includes several peaks that can define a global optimum and the optimal positions may change when the environment changes.

This method uses several swarms that operate simultaneously and independently. There are two basic types of swarms: Parent and child swarms. Parent swarms are defined to find peaks quickly, while child swarms are defined to cover a peak and then track it. Child swarms are divided into two groups: Best child swarm (the child swarm that includes the fish with the best fitness) and non-best child swarms. All swarms apply the basic operations of the Swarm Fish algorithm, but each type of swarm uses different parameter values to achieve its objective.

When the algorithm starts, there are only parent swarms. When a parent swarm converges to a peak, it generates a child swarm that replaces the parent at the peak. Then, this parent is reset and looks for another peak that has not been previously found. Therefore, the total number of swarms increases with time, and this allows to cover all the peaks of the search space with child swarms. When the environment changes, each child swarm tracks the peak on which it has been placed by performing a local search. The parameters used by each type of child swarm to perform this search are different, in order to allow the best child swarm to converge to the optimum and that the remaining child swarms move from a peak to a better one.

The article uses a parent swarm to start the process. Both this swarm and the child swarms that are generated later include two fish. The multimodal functions analyzed include between 1 and 200 peaks. Therefore, the final number of child swarms depends on the problem considered. This causes $N_{EM}$ to take values in $[2, 201]$. On the other hand, $N_{SP}$ takes values in the interval $[2, 201]$, since we must consider the global function together with the number of peaks. As a result, $G = 1$ because the number of swarms (parent + children) is always equal to the number of services (peaks + global function). Therefore, we can conclude that both $G_{CV}$ and $G_{CH}$ are medium. It should be noted that in this case there are as many services or products (functions to optimise) as swarm systems.

- Zhu et al. [96] proposed the Niche Quantum Artificial Fish Swarm Algorithm to solve multimodal problems.

This method considers the basic Swarm Fish algorithm and includes two new mechanisms: Quantum (used to enhance population variety) and niching (used to find multiple optimal solutions). In this case, each peak is considered a niche and a swarm of fish is used to populate each niche.

The fish are divided into several swarms to form the niches. Then, the swarms are placed randomly in the search space and operate in parallel.

As a result, the swarms locate multiple solutions (peaks or niches) of the multimodal function. The method uses the restricted competition selection strategy to maintain the niches. This strategy compares the best fish in each swarm and initialises the worst fish considered in each comparison.

The tests described in the article consider 10 swarms ($N_{EM} = 10$) with 10 fish each, which are applied to solve problems with a maximum of 10 peaks. Thus, in this case, the number of selected peaks ranges between 1 and 10 ($N_{SP} \in [1, 10]$), so that the degree of cooperation is modified based on these peaks. As a result, $G \leq 1$. Therefore, the degree of horizontal cooperation will be high in most cases, and will be medium only in case there are as many peaks as swarms.
5.4. Multi-Colonies of Bees

- Zhong et al. propose a multi-objective ABC algorithm [89] that uses three colonies: Two basic colonies and a synthetic colony. The search space is divided into two independent subsets. Then, each basic colony searches for solutions in a subset, while the synthetic colony analyses the entire search space. The method stores in a file the non-dominated solutions found so far; this information can be stored by both types of colonies. The basic colonies share information with the synthetic colony by updating the global best solution; nevertheless, there is no direct communication between the basic colonies. The three colonies use neighbourhood information to generate new food sources, and the synthetic colony also uses the global best food source selected from the file.

The method was applied to problems with two or three objectives. Three colonies with 10 bees each and five food sources were used in the tests.

Given that there is only one global goal which is divided into two sub-objectives, and that there are several colonies, we can set \( N_{EM} = 3 \) and \( N_{SP} = 1 \). In this case we have \( G_C = 0.33 \) and this implies that \( G_{CH} \) is high and \( G_{CV} \) is low. This result makes sense because several colonies pursue the same objective and collaborate to solve the same problem, although internally each colony seeks the solution in its subset.

- Subotic et al. [92] proposed a method called MS-ABC, which considers several swarms of bees. This method divides the population into four swarms of equal size. Each swarm executes the original ABC algorithm and the results of the swarms are shared periodically. The method includes a modification of the ABC algorithm to avoid the loss of the best solution when it is not improved after several attempts.

The article shows results of the application of MS-ABC to 12 single-objective problems. This method was applied considering four swarms with 16 bees each. The article shows that MS-ABC obtains better results than the basic ABC applied to the same problems.

In this case, collaboration among swarms is important to achieve the overall goal. The values of the parameters are \( N_{EM} = 4 \) and \( N_{SP} = 1 \), since the final business objective is the resolution of the local problem of each subgroup. Both parameters give the value 0.25 for \( G_C \). Therefore, \( G_{CV} \) is low and \( G_{CH} \) is high. Since all subpopulations solve the same problem and share information, specialisation in cooperation will be horizontal.

5.5. Multi-Colonies of Fireflies

- Dugonik and Fister proposed a variant of the firefly algorithm called MPFA [93]. This method divides the fireflies into subpopulations that initially have the same size and then applies the operations of the original Firefly algorithm to each subpopulation. In addition, subpopulations communicate with each other and can exchange individuals.

The article compares the results obtained by MPFA and those of the original Firefly algorithm applied to 16 single-objective functions. Both methods consider a population that includes 100 fireflies. Three variants of MPFA are considered, with two, three and four subpopulations with the same number of fireflies (50, 33 and 25 fireflies per subpopulation, respectively). MPFA obtains better results when four subpopulations are considered, and this method also generates better results that the original Firefly algorithm that considers a single population.

Taking into account that the article shows results for three cases with different number of subpopulations, we can compare the degree of cooperation and the efficiency. The value of \( N_{EM} \) is equal to the number of subpopulations, that is, \( N_{EM} = 2 \) for two subpopulations, \( N_{EM} = 3 \) for three subpopulations and \( N_{EM} = 4 \) for four subpopulations. In all cases \( N_{SP} = 1 \). These values generate three possible results for \( G_C \): \{0.5, 0.33, 0.25\}, so that the horizontal cooperation...
is high for all cases and the vertical cooperation is low for all cases. The results are better when four subpopulation are considered and for this case we can conclude that the highest horizontal cooperation is the most efficient.

- Abshouri et al. [94] proposed a multi-swarm firefly method applied to solve multimodal problems. The set of fireflies is divided into several swarms that interact to solve the problem. Each swarm applies the firefly movements defined in the original Firefly algorithm and this allows the swarms to be positioned at different peaks of the search space. There are two operations that define the interaction of swarms: A local interaction between colliding swarms prevents swarms from settling on the same peak, and a global interaction allows all swarms to share information, allowing new peaks to be found. When each swarm has converged to a different peak and there are fewer swarms than peaks, the algorithm restarts the swarm with the worst function value. In addition, when the distance between two swarms is less than a threshold, the swarm with the worst function value is reset.

The algorithm was applied to problems including 10 peaks at most. The population size was set to 100 and 10 swarms were defined. In this case, there are the same number of swarms and peaks, that is, \( N_{EM} = 10 \) and \( N_{SP} = 10 \), and \( G_C = 1 \). In these terms, \( G_{CV} \) and \( G_{CH} \) are considered medium.

| Swarm Type | Reference | \( N_{EM} \) | \( N_{SP} \) | \( G_C \) | \( G_{CV} \) | \( G_{CH} \) |
|------------|-----------|-------------|-------------|-----------|-----------|-----------|
| ants [86]  | [87]      | 2           | 2           | 1         | medium    | medium    |
| particles  | [88]      | \( D + 1 \) | \( D + 2 \) | 0.33      | high      | low       |
|            | [95]      | 4           | 1           | 0.25      | high      | low       |
| fish [90]  | [96]      | \( D + 1 \) | \( D + 1 \) | 1         | medium    | medium    |
|            |           | 10          | \([1,10]\)  | \([0.1,1]\) | low/medium| high/medium|
| bees [89]  | [92]      | 3           | 1           | 0.33      | low       | high      |
|            | [93]      | 4           | 1           | 0.25      | low       | high      |
| fireflies  | [93]      | \{2,3,4\}  | 1           | \{0.5,0.33,0.25\} | low     | high      |
|            | [94]      | 10          | 10          | 1         | medium    | medium    |

### 5.6. Interpretation of Results

The previous discussion shows that cooperation among the different swarms to achieve objectives in a more efficient way and its measure are two important concepts to classify this form of cooperation and to compare its performance with the measure of the cooperation.

The results obtained for the multi-swarm methods described depend on the type of problem they are trying to solve. The systems that solve single-objective problems have high horizontal cooperation, because each system focuses on obtaining the best possible global result. When considering the systems that solve multi-objective problems, the results obtained for \( G_{CH} \) and \( G_{CV} \) depend on whether each swarm solves an objective of the multi-objective problem or if all the swarms solve the global problem. The systems that include the same number of swarms as the number of sub-objectives of the problem have medium \( G_{CH} \) and \( G_{CV} \), because the systems are not positioned in a clear and specific way to solve either the global problem or different local problems. On the other hand, vertical cooperation is high when the system includes fewer swarms than sub-objectives associated with the problem, because the achievement of partial objectives allows the achievement of a global objective.
6. Conclusions

In swarm systems their members are autonomous, they do not need a leader to indicate the way forward, because their operations (the basic operations that each individual in a swarm can perform, which are the same for all individuals) are well defined and are geared towards achieving the goal of the global system. While each individual of the swarm performs very basic operations, collaboration among all individuals allows the swarm to solve difficult problems.

However, the specialisation in swarm systems is an horizontal specialisation, taking into account that there are no monitoring tasks performed by an external agent. Therefore, we can define an artificial swarm system organisation as an organisation where the control and monitoring are realised by its members; it captures and builds knowledge to understand itself and its environment and it constantly and consistently develops the dynamic knowledge base to transfer it [9]. Intelligence and business organisation have a direct relationship with the swarm systems, so that the optimisation capability offered by this type of systems is used to improve the processes and the organisation of the companies.

In this way, the collaboration of the agents involved within systems, as well as the collaboration of the systems with other systems as an enterprise network, is basic to achieve objectives that a unit could not achieve. The definition and measure of the cooperation among the different agents and the specialisation of a company or a swarm system allows us to elaborate a classification of these systems and to relate the improvement in the achievement of its results with this collaboration.

To obtain these measures, the thresholds for the specialisation and the cooperation proposed in [72] have been considered, and they have been applied to the systems analysed.

In addition, a study of cooperation has been carried out, based on multi-swarm systems working together to achieve a global objective. For this purpose, we have studied the results obtained in a set of research papers, concluding that a greater degree of cooperation implies an improvement in the results.

In summary, the main contribution of this article is the novel proposal of a measurement of specialization in swarm systems. Future research objectives include the use of our proposed measuring as some guideline in order to know which specialized system must be applied to solve a particular problem. It should be noted that, to develop this idea, it is necessary to have previously carried out a complete study of many of these systems and the different cases to which they have been applied.
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