Efficient Hyper-Parameter Selection in Total Variation-Penalised XCT Reconstruction Using Freund and Shapire’s Hedge Approach
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Abstract: This paper studies the problem of efficiently tuning the hyper-parameters in penalised least-squares reconstruction for XCT. Discovered through the lens of the Compressed Sensing paradigm, penalisation functionals such as Total Variation types of norms, form an essential tool for enforcing structure in inverse problems, a key feature in the case where the number of projections is small as compared to the size of the object to recover. In this paper, we propose a novel hyper-parameter selection approach for total variation (TV)-based reconstruction algorithms, based on a boosting type machine learning procedure initially proposed by Freund and Shapire and called Hedge. The proposed approach is able to select a set of hyper-parameters producing better reconstruction than the traditional Cross-Validation approach, with reduced computational effort. Traditional reconstruction methods based on penalisation can be made more efficient using boosting type methods from machine learning.
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1. Introduction

X-ray computed tomography (XCT) is an important diagnostic tool used in medicine. Recently, with the improvement of resolution and increase of energy, the technology is increasingly used for industrial application. XCT can be used with a wide range of applications such as medical imaging, materials science, non-destructive testing, security, dimensional metrology, etc.

1.1. Inverse Problems, Regularisation and Hyperparameter Tuning

The problem of image reconstruction in XCT considered in the present paper belongs to the wider family of inverse problems of the type: given a set of projections, concatenated into a vector \( y \in \mathcal{Y} \), and a forward operator \( \mathcal{A} : \mathcal{X} \rightarrow \mathcal{Y} \),

\[
\text{find } x \text{ s.t. } \| \mathcal{A}(x) - y \|_2 \leq \epsilon.
\]

One of the main challenges in inverse problems is that the operator \( \mathcal{A} \) is badly conditioned or even non-injective. In order to circumvent this problem, one idea is to encode the expected properties of \( x \), such as sharp edges, spectral sparsity, etc., into a functional \( h \), e.g., some (semi-)norm, parametrised by
a hyper-parameter $\lambda$. Moreover, this functional should be small for vectors satisfying these properties. The reconstruction is then achieved by solving

$$\min_{x \in \mathcal{X}} \| \mathcal{A}(x) - y \|_2^2 + h(x; \lambda).$$

This problem can also be restated in the following form:

$$\min_{x \in \mathcal{X}} h(x; \lambda).$$

subject to

$$\| \mathcal{A}(x) - y \|_2 \leq \epsilon.$$ for some $\epsilon > 0$.

Historically, the Tikhonov regularisation is the oldest and most used penalisation and consists of the squares $\ell_2$ norm of $x$, or the image of $x$ through an operator, such as, for example, a differential operator. Recent advances in the field of MRI reconstruction opened the door to a whole new family of regularisations, based on the discovery that, in an appropriate dictionary, some features of the sought vector $x$ are sparse. This breakthrough discovery appeared essential in the field of Compressed Sensing [1–5] for the case where the noise level is unknown. On of the latest development in this area is the design of Total Variation type of regularisation functionals [6] and associated fast reconstruction algorithms [7,8].

1.2. Algorithms for XCT with Few Projections

Over the past decades, reconstruction from limited-angle tomographic data has been a very active area of research in an attempt to reduce the amount of radiation dose delivered to patients in medical imaging applications, as well as to shorten the scanning time for fast XCT reconstruction for industrial applications. Iterative algorithms have been known to efficiently tackle the problem of XCT reconstruction from minimal sets of projection data and produce better quality of image, in comparison with analytical methods such as Filtered Backprojection (FBP), or its approximate reconstruction using the circular cone-beam tomography called Feldkamp, Davis, and Kress (FDK) algorithm [9].

More specifically, penalisation based reconstruction algorithms have been developed by taking advantage of the structure of CT images which are flat regions separated by sharp edges and incorporate this prior knowledge into the algorithms. The total variation (TV) norm of the image, which is essentially the $l_1$ norm of the derivatives of the image, has been reported since 1992 by Rudin et al. as extremely relevant tool for addressing the ill-posed image reconstruction problem [10]. Sidky et al. employed the concept of TV minimisation in their algorithms, namely Total variation-projection onto convex sets (TV-POCS) [11], adaptive-steepest-descent-POCS (ASD-POCS) [12], in order to perform CT image reconstruction from sparse-sampled or sparse-view projection data. These algorithms were the first robust TV-penalised algorithms and have subsequently been followed by many improved algorithms [13–16]. Some of these approaches can also be interpreted in the Bayesian framework and were previously applied to soft field tomography, which has different behaviour to x ray CT; for an example, see [17]. The Adaptive-weighted total variation (AwTV) model developed by Liu et al. in [18] was designed to overcome the oversmoothing of the edges in two D when using the plain TV norm in certain specific settings. In [18], the problem is tackled by incorporating weights into the conventional TV norm to control the strength of anisotropic diffusion based on the framework proposed by Perona and Malik in [19]. With the AwTV model, the local image-intensity gradient can be adaptively adjusted to preserve edges details. The implementation of the anisotropic diffusion framework was proved successful for the accurate reconstruction of low-dose cone-beam CT (CBCT) imaging in [20]. Liu et al. [18] also proposed the AwTV-POCS reconstruction algorithm, which minimises the AwTV norm of the image subject to data and other constraints for sparse-view low-dose
XCT reconstruction. The results in their work also proved that the AwTV-POCS yield images with notable improved accuracy, in terms of noise-resolution tradeoff plots and full-width at half maximum values, compared with the TV-POCS algorithm. Another, even more efficient method that addresses the reconstruction problem is the one developed by Lohvithee et al. [21]. This method, which uses anisotropic TV-type penalised cost functions, is called the Adaptive-weighted Projection-controlled Steepest Descent (AwPCSD) method. This method is an adaptation of the Projection-controlled Steepest Descent (PCSD) method by Liu et al. [16] to the anisotropic setting which became extremely popular after being promoted by Perona and Malik in [19]. The main advantage of the approach in [21] is that the number of hyper-parameters (approximately five hyper-parameters) to be calibrated is substantially smaller than the one of Liu et al. [18] (approximately eight hyper-parameters).

1.3. The Problem of Hyperparameter Calibration

Hyper-parameters are known to be fundamental quantities to calibrate in order to achieve the full power of the penalisation scheme. In TV-regularised algorithms are used to balance the weight of the data-fidelity term and the TV-type penalisation function. In [21], the sensitivity of the reconstruction accuracy to the TV hyper-parameters in some common TV-regularised algorithms was thoroughly studied. In particular, the results of [21] show that fine hyperparameter calibration is essential to successful reconstruction of edges and corners.

In the face of such observations, it is surprising to realise that in many practical instances, precise calibration is currently achieved via manual tuning, a tedious and time-consuming process which often requires input from an expert. Consensus is far from being reached in the field of hyperparameter calibration, where usual practice is to perform cross-validation, a time consuming iterative procedure which in many instances cannot be applied when the number of parameters exceeds three or four.

Extensive research have been undertaken in the area of hyper-parameter selection, especially in association with different problems related to machine learning techniques; for an example, see [22–25], etc. Meta-heuristics is put to work in order to calibrate the hyper-parameters based on zero-th order information.

The present paper aims at providing a practical approach to this difficult practical challenge and apply it to TV-regularised reconstruction. Extensive experiments illustrate the efficacy of our approach in the particular setting where it is combined with the AwPCSD reconstruction algorithm [21].

In more precise terms, our approach is based on the well known boosting method of Freund and Shapire in [26,27]. Starting with an arbitrary choice of the search domain to be explored, specified by the practitioner, the proposed hyper-parameter selection approach learns sequentially as new data is added until all the available data are incorporated. The iterative approach, as prescribed by the Freund and Shapire strategy, allows one to calibrate the hyperparameters based on an online prediction scheme. At termination, the best hyper-parameter configuration in the domain is obtained. If the best configuration lies on the boundary of the given domain, the practitioner is given the option to enlarge this domain and rerun the algorithm until the best configuration is found in the interior of the proposed domain. In this way, the method can be used by even non-expert practitioners. Our technique is flexible and requires only one pass over the full dataset, instead of repeatedly using the projections in an optimisation heuristic. Moreover, the Freund-Shapire technique comes with theoretical guarantees [26,27] as opposed to most meta-heuristic techniques such as swarm based optimisation methods.

The rest paper is organised as follows. In Section 2, the detail of the AwPCSD reconstruction algorithm, as well as the definitions of all the hyper-parameters, are explained. Section 3 presents the way the Hedge method is implemented to select the hyper-parameter, as well as the Cross-Validation algorithm which is used to compare the results. Numerical results are presented in Section 4, and conclusions are presented in Section 5.
2. The Adaptive-Weighted Projection-Controlled Steepest Descent of Lohvithee et al.

The Adaptive-weighted Projection-Controlled Steepest Descent (AwPCSD) algorithm is a TV regularisation-based reconstruction method which was first proposed in [21]. This algorithm is available in the TIGRE toolbox: a MATLAB-GPU toolbox for CBCT image reconstruction [28]. The main idea in AwPCSD is to adapt the two-phase strategy from the ASD-POCS algorithm proposed by Sidky et al. [12]. These two phases are performed alternately until the stopping criterion is verified.

2.1. Description of the Reconstruction Method

Let $A : x \in \mathbb{R}^{N_1 \times N_2 \times N_3} \mapsto (A_1(x), \ldots, A_N(x)) \in \mathbb{R}^{N_1' \times N_2' \times N_3'}$, denote the forward operator mapping $x$ to its $N$ projections and $y = (y_1, \ldots, y_N) \in \mathbb{R}^{N_1' \times N_2' \times N_3'}$, denotes the observed $N$ projections.

The first phase is the implementation of a simultaneous algebraic reconstruction technique (SART) [29] to enforce the data-consistency according to the following two constraints:

(A) data fidelity constraint

$$\|A(x) - y\|_2 \leq \epsilon$$

where $\epsilon$ is an error bound that defines the amount of acceptable error between predicted and observed projection data.

(B) non-negativity constraint

$$x \geq 0.$$

The second phase is TV optimisation, which is performed by the adaptive steepest descent [21] to minimise the AwTV norm of the image, following Equation (1):

$$\|x\|_{AwTV} = \sum_{ijk} \left\{ w_{i,j-1,i,j,k,k}(x_{ijk} - x_{i-1,jk})^2 + w_{i,j,j-1,i,k,k}(x_{ijk} - x_{ij-1k})^2 + w_{i,j,j,k,k-1}(x_{ijk} - x_{ij1k-1})^2 \right\}^{1/2}$$

with

$$w_{i,j-1,i,j,k,k} = \exp \left[ -\left( \frac{x_{ijk} - x_{i-1,jk}}{\delta} \right)^2 \right]$$

$$w_{i,j,j-1,i,k,k} = \exp \left[ -\left( \frac{x_{ijk} - x_{ij-1k}}{\delta} \right)^2 \right]$$

$$w_{i,j,j,k,k-1} = \exp \left[ -\left( \frac{x_{ijk} - x_{ij1k-1}}{\delta} \right)^2 \right]$$

and where $\delta$ is a scale factor controlling the amount of smoothing being applied to the image voxel at edges relative to a non-edge region during each iteration.

This pattern of weight is based on the works proposed by Perona and Malik [19] and Wang et al. [20]. An anisotropic penalty term is defined using the intensity difference between the neighbour and the pixel. By doing so, it is possible to take the change of local voxel intensities into consideration.

Algorithm 1 below summarises the structure of the AwPCSD algorithm. The code shows how and in which part of the algorithm all the hyper-parameters are used. More detail about the hyper-parameters is explained in the next section. Recall that the SARTupdate rule is given by

$$\text{SARTupdate}(x)_j = \frac{1}{A_{++}} \sum_{i=1}^{M} A^T_{ij} A_{ij} (y_i - A_i x)$$
$A_i+ \equiv \sum_{j=1}^{N} A_{ij}, i = 1, \ldots, M, A_{i+} \equiv \sum_{i=1}^{M} A_{ij}, j = 1, \ldots, N$ where $A_i$ is the matrix which maps $x$ to $y_i$ and $A_{i,j}$ is its restriction to the component $x_j$.

\begin{algorithm}
1. Initialisation;
2. $x^0 =$ an initial image ;
3. Select $\beta, \beta_{red}, \epsilon, ng, \delta$;
4. End of initialisation step;
5. \textbf{while} convergence not reached \textbf{do}
6. $x = x + \beta \cdot \text{SARTupdate}(x)$ ;
7. $x = \max(x, 0)$;
8. Update: $\beta = \beta \cdot \beta_{red}$;
9. \textbf{for} number of sub-iteration=1:ng \textbf{do}
10. $x = x + \text{AwTVupdate}_{\delta}(x)$;
11. \textbf{end for}
12. Check stopping criterion with respect to $x, \epsilon, \beta$;
13. Until a stopping criterion is met
14. \textbf{end while}
\end{algorithm}

2.2. Hyper-Parameters and Stopping Criterion of the AwPCSD Algorithm

Iterative reconstruction methods require a diverse set of hyper-parameters that allow control over quality and convergence rate. If the hyper-parameters are not properly defined, the quality of the reconstructed image can be deteriorated. The task of selecting hyper-parameters often requires a highly-experienced expert. This limits a translation of the iterative reconstruction methods from research to real practical applications. The AwPCSD algorithm requires the following five hyper-parameters to implement the algorithm:

2.2.1. Data-inconsistency-tolerance Parameter ($\epsilon$)

This hyper-parameter controls an impact level of potential data inconsistency on image reconstruction. It is defined as the maximum $L_2$ error to accept an image as valid. This hyper-parameter is used as part of the stopping criterion. The algorithm ceases its implementation when the currently estimated image satisfies the following condition:

$$c < -0.99 \quad \& \quad dd \leq \epsilon$$

where $c$ is the cosine of the angle between the TV and data-constraint gradients, $dd$ is the $L_2$ error between the measured projections and the projections computed from the estimated image in the current iteration.

2.2.2. TV sub-iteration Number ($ng$)

The $ng$ hyper-parameter specifies how many times the TV minimisation process performs in each iteration of the algorithm.

2.2.3. Relaxation Parameter ($\beta$)

A relaxation parameter is one that the SART operator depends on. This hyper-parameter is suggested in the previous work [21] to be initially set to 1. It is slowly decreased as the algorithm goes on, depending on the parameter $\beta_{red}$.
2.2.4. Reduction Factor of Relaxation Parameter (\(\beta_{\text{red}}\))

This hyper-parameter is used to reduce the effect of the SART operator as the iteration progresses. The recommended setting for \(\beta_{\text{red}}\) in the previous work is a value larger than 0.98 but smaller than 1. The \(\beta\) and \(\beta_{\text{red}}\) hyper-parameters are involved in another stopping criterion, following this condition:

\[
\beta < 0.005
\]

The algorithm stops when the value of \(\beta\) falls below 0.005 as no further significant difference between the reconstructed images of the current and next iterations is noticeable.

2.2.5. Scale Factor for Adaptive-weighted TV Norm (\(\delta\))

The \(\delta\) hyper-parameter controls the strength of the diffusion in the AwTV norm in Equation (1) during each iteration [19]. Setting this hyper-parameter to a proper value is critical, as it will allow the TV minimisation process to have more influence on removing noise and less influence on preserving edges. The recommended setting of \(\delta\) as suggested in our previous work is to set it to approximately the 90th percentile of the histogram of the reconstructed image from the Ordered Subspace-SART algorithm.

3. Hedging Parameter Selection

The implementation of the AwPCSD reconstruction algorithm described in the Section 2 involves selection of 5 hyper-parameters: \(\epsilon\), \(\beta\), \(\beta_{\text{red}}\), \(\delta\), and \(ng\). Let \(\lambda = (\epsilon, \beta, \beta_{\text{red}}, \delta, ng)\) denote the vector of these hyper-parameters. Using, for example, the Cross-Validation method [30,31], which will be explained later in Section 3.2, the calibration of \(\lambda\) is prohibitively time consuming. In this section, we present our main approach for hyper-parameter calibration, based on Freund and Shapire’s Hedge method [26,27] and the reconstruction algorithm described in Section 2. Our proposed approach is an adaptation of the method described in [32] for the particular case of the Least Absolute Shrinkage and Selection Operator (LASSO) estimator, a very popular estimator in high dimensional statistics.

3.1. The Proposed Approach

The main idea behind our approach is to solve the reconstruction problem in a sequential manner by adding one projection at a time and using each new projection to measure the prediction error achieved at a given stage of the algorithm for each possible configuration of the hyperparameters. Using the successive prediction errors, the weights assigned to each hyperparameter configuration are updated according to the exponential update rule of [26]. The algorithm is initialised using a subset of the projections and a filtered back projection approach.

Let us now describe our hyper-parameter selection approach in more details. First select a finite set of values \(\Lambda\) from which the values \(\lambda\) will be compared. This set \(\Lambda\) can be chosen exactly in the same way as for Cross-Validation and can even be refined as the algorithm proceeds. In the machine learning terminology, each value of \(\lambda\) can be interpreted as an “expert” and these experts can be compared based on how well they predict the value of the next projection \(y_i\). For this purpose, one makes use of the Hedge method developed by Freund and Shapire [26]. In many cases, the loss could simply be the binary “1” vs “0” output. In our context, it will be more relevant to consider a continuous loss given by the squared prediction error for the next projection \(y_i\).

In order to apply Freund and Shapire’s Hedge algorithm in the context of hyper-parameter selection for XCT reconstruction, our approach simply consists in running several instances of the AwPCSD algorithm explained in Section 2 in parallel, each one with a different candidate value of the hyper-parameter \(\lambda \in \Lambda\). At each step of our method, the three following steps are taken:

- A prediction is performed for the next observed projection and an error \(err_{\lambda}^{(i)}\) is measured for every \(\lambda \in \Lambda\),
• A loss \( \text{loss}_\lambda^{(i)} \) is computed for each value \( \lambda \in \Lambda \),
• A probability, denoted by \( h_\lambda^{(i)} \), is associated with each \( \lambda \in \Lambda \) and the probability vector \( h^{(i)} \) is updated according to the rule [27]:

\[
h^{(i+1)}_\lambda = \frac{h^{(i)}_\lambda \exp(-\eta \text{loss}_\lambda^{(i)})}{\sum_{\lambda \in \Lambda} h^{(i)}_\lambda \exp(-\eta \text{loss}_\lambda^{(i)})}.
\]

The Hedge algorithm has been studied extensively in the machine learning and computer science literature; see for example the survey paper [27]. The main result about the Hedge algorithm is that if the losses \( \text{loss}_\lambda^{(i)} \) associated with the prediction errors are in \((0, 1)\), or are at least bounded, then choosing the value of \( \lambda \) using the probability mass \( h^{(N)} \) after \( N \) steps, for \( N \) sufficiently large, provides a prediction error which is almost as accurate as the prediction error incurred by the best predictor, i.e., the reconstruction algorithm governed by the best (but unknown) value of \( \lambda \) [26]. In the case where the output Hedge vector is close to a Dirac vector, up to numerical tolerance, the Hedge algorithm then only selects one predictor. In order for this result to hold, the value of \( \eta \) should be taken equal to

\[
\eta = \sqrt{\frac{\log(|\Lambda|)}{N}}.
\]

where \( N \) is the number of available projections.

The algorithmic details of our approach are presented in Algorithm 2 and illustrated in the diagram in Figure 1. Since we have \( N \) observations, the algorithm stops after \( N \) steps. The Hedge vector \( h^{(n)} \) obtained as an output of the algorithm is a probability vector which can be used for the purpose of predictor aggregation. The complexity of the method is dominated by the complexity of \( \text{AwTVupdate}(x) \times \text{the number of steps} \times \text{the number of hyperparameter configurations} \). Recall that for a given accuracy, the number of steps, is equal to the number \( N \) of projections, and this number only needs to stay logarithmic in the number of hyper-parameter configurations. Moreover, the number of hyper-parameter configurations considered across the iterations can be allowed to decrease with the iteration index by using the method of racing [33] (we will however not pursue this in the present paper, for the sake of simplicity of the exposition).
**Algorithm 2: Hedge based $\lambda$ selection**

1. $A: x \in \mathbb{R}^{n_1 \times n_2 \times n_3} \to (A_1(x), \ldots, A_N(x)) \in \mathbb{R}^{N \times n_1' \times n_2'}$, (Forward operator mapping $x$ to its $N$ projections)
2. $(y_1, \ldots, y_N) \in \mathbb{R}^{N \times n_1' \times n_2'}$, (Observed $N$ projections)
3. $\eta > 0$ and a set $\Lambda$ of candidate values for $\lambda$.
4. Initialise with $h^{(0)}_\lambda = 1$, $x^{(0)}_\lambda = 0$, $\lambda \in \Lambda$.
5. **for** $i = 1, \ldots, N$ **do**
6.     **for** $\lambda \in \Lambda$ **do**
7.         Compute the squared error and the pre-hedge vector
8.         \[ \hat{e}^{(i)}_\lambda = \left\| y_i - A_i \left( x^{(i-1)}_\lambda \right) \right\|_F^2 \]
9.         and
10. \[ \tilde{h}^{(i)}_\lambda = h^{(i-1)}_\lambda \exp \left( -\eta \hat{e}^{(i)}_\lambda \right) . \]
11. Update
12. \[ x^{(i)}_\lambda = \text{Output} \left( \text{AwPCSD} \left( (A_i', y_i')_{i'=1}^i \right) \right) . \]
13. **end for**
14. Update
15. \[ h^{(i)} = \frac{1}{\sum_{\lambda \in \Lambda} \tilde{h}^{(i)}_\lambda} \tilde{h}^{(i)}_\lambda . \]
16. **end for**
17. **Output** $h^{(N)}$ and $x^{(N)}_\lambda$, $\lambda \in \Lambda$. 


3.2. The Cross-Validation Approach

In order to compare the performance of the hyper-parameter selection approach using the Hedge algorithm, the cross-validation approach [30,31] is implemented. This approach is used to evaluate a predictive models by splitting the original data into training and testing sets. In one trial of the cross-validation approach, one projection is taken out from the available stack of projection data and is used as testing data. The remaining projections are used as training data. The reconstruction using the AwPCSD algorithm is implemented on the training set in parallel, using each one of the hyper-parameter configurations. The root-mean-square error (RMSE) refers to the sum of squares of the errors between the projected data associated with the reconstructed image for each hyper-parameter value, and the testing data. Then, the approach moves on to the next trial, where the next projection data is used as testing data. The same process is repeated again until the last available data is used as testing data. The average error of each hyper-parameter configuration is computed from the errors collected from all trials. At the end of the implementation, the best parameter configuration is the one with the lowest averaged error.

4. Numerical Studies

4.1. Experiments with Digital 4D Extended Cardiac-Torso (XCAT) Phantom

The first experiment to evaluate the proposed Hedge-based hyper-parameter selection approach is implemented by using the projection images simulated from a digital XCAT phantom [34]. Figure 2 displays the original XCAT phantom data used to simulate the input projection data using the GPU-accelerated forward operator available in the TIGRE toolbox [28]. The detector size is 512 × 512 pixels, with each pixel’s size of 0.8 mm². The image size is 128 × 128 × 128 voxels with the total size of 256 × 256 × 256 mm³. Each image voxel’s size is 2 mm³. The Poisson and Gaussian noise [35,36]
has been added to the input projection data for a simulation of realistic noise. This is following the
noise model presented in [18]. The maximum number of photon counts, which represents a white
level for photon scattering, is specified as 60,000 from a 16 bit detector with some flat-field correction.
The Gaussian noise is added to simulate electronic noise and obtained by a Gaussian random number
generator with mean and standard deviation of 0 and 0.5, respectively.

The experiments in this study were conducted by reconstructing images using an extremely low
number of projection data, in order to demonstrate the performance of the proposed approach in a
limited data CT reconstruction scenario. From the full set of projection data simulated for the entire
360° circle, 50 projection images are taken from this set equally sampled over 360°, which represents
≈13% of the full projection data set. The results of image reconstruction from limited number of
projection data using the FDK algorithm [9], as well as the AwPCSD algorithm with randomly chosen
hyper-parameters ($n_g = 1, c = 500, \beta = 1, \beta_{red} = 0.99, \delta = 0.0212$) are shown in Figures 2 and 3. It
is clearly seen that the reconstructed image from the FDK algorithm suffers from notable artifacts
due to the ill condition of the measured data, when the number of available projection data is limited.
Although the reconstructed image from the AwPCSD with random hyper-parameters is slightly better
than the FDK result, the quality of image is still far away from the exact phantom image. Hence,
it is of the utmost importance to select the appropriate hyper-parameters values to obtain good
reconstruction results.

Figure 2. The original XCATphantom data used to simulate input projection data for the experiments.
Cross-sectional slices are shown in transverse, coronal and sagittal planes.

Figure 3. Cross-sectional images from (a) the exact phantom image, (b) the FDK algorithm and
(c) the AwPCSD algorithm with randomly chosen hyper-parameters ($n_g = 1, c = 500, \beta = 1, \beta_{red} = 
0.99, \delta = 0.0212$)

In our previously published work [21], the sensitivity of hyper-parameters for some common TV
regularisation algorithms were analysed. The recommended values of some hyper-parameters were
suggested following the conclusions from the experimental results. These values include $\beta = 1, \beta_{red} = 
0.99, \delta$ to be set to the 90th percentile of the histogram of the reconstructed image from the OS-SART
algorithm. These settings of the three hyper-parameters are followed in the experiments in this study. Therefore, there are two remaining hyper-parameters, $\epsilon$ and $ng$, that require a proper setting. The aim of the Hedging hyper-parameter selection approach proposed in this work is to select the best set of hyper-parameters from the user-defined ranges of two hyper-parameters, in combination with the three fixed-values hyper-parameters.

The proposed approach is aiming for any general users who do not have experience in CT reconstruction. Typically, the selection of hyper-parameters is often dependent on experts and can be problematic and time-consuming for general users to find the best hyper-parameters for TV regularised reconstruction algorithm with given data. With the proposed approach, the ranges of possible values can be specified and the approach will select the best set of hyper-parameter values from the user-defined ranges, once the approach finishes its implementation.

In this experiment, the values of all hyper-parameter configurations to be selected are shown in Table 1. The values for $\epsilon$ and $ng$ can be defined by the user and were selected in this experiment to be rather broad, in order to cover all possible values of the hyper-parameters. There are 10 values of $\epsilon$ and 15 values of $ng$. The combination of these values leads to 150 different hyper-parameter configurations.

As the total number of projection data ($N$) is 50, the initial starting image for the proposed approach is reconstructed using 25 projections ($T = 25$). Then, $T$ is incremented by one, for the next iteration. In order to accelerate the process, the hyper-parameter configurations which produce probability of less than 10% of the highest probability are discarded before the approach moves on to the next iteration. The approach is iteratively implemented until $T$ reaches $N$. The probability mass of all the parameter configurations at the end of the approach is shown in Figure 4.

From a maximum a posteriori perspective, the best hyper-parameter configuration is the one with the highest probability. According to Figure 4, the highest probability is the configuration number 5 ($ng = 10, \epsilon = 0$). The lowest probability is the configuration number 16 ($ng = 2, \epsilon = 50$). Cross-sectional slices of the reconstructed images from the best and the worst hyper-parameter configurations are shown in Figure 5.

It is seen in Figure 5 that the reconstructed image from the best configuration is better to preserve the important features of the image without being noisy compared to the result from the worst configuration.
The probability mass of all the hyper-parameter configurations after 25 iterations of the proposed Hedge-based algorithm ($T = 25-50$).

Figure 5. Cross-sectional images from: (a) the exact phantom, (b) reconstruction with the best hyper-parameter configuration ($ng = 10, \epsilon = 0, \beta = 1, \beta_{\text{red}} = 0.99$ and $\delta = 0.0212$), and (c) reconstruction with the worst hyper-parameter configuration ($ng = 2, \epsilon = 50, \beta = 1, \beta_{\text{red}} = 0.99$ and $\delta = 0.0212$). The display window is [0–0.02].

4.2. Performance Evaluation

In order to evaluate the performance of the hyper-parameter selection approach using the Hedge method, the result is compared with the Cross-Validation method and the exact phantom image. Starting with the same initial ranges of the hyper-parameters as displayed in Table 1, the best hyper-parameter configurations, i.e., the values of two hyper-parameters ($\epsilon$ and $ng$), which have been found by the proposed Hedge-based approach and the Cross-Validation method are summarised in Table 2, together with the fixed values of the other 3 hyper-parameters.
Table 2. Best hyper-parameter configurations have been found by the Hedge and the cross-validation algorithms.

| Approaches                  | $\epsilon$ | $ng$ | $\beta$ | $\beta_{red}$ | $\delta$ |
|-----------------------------|------------|------|---------|---------------|---------|
| Hedge-based approach        | 0          | 10   | 1       | 0.99          | 0.0212  |
| Cross-Validation approach   | 0          | 8    | 1       | 0.99          | 0.0212  |

It is worth mentioning here that the value of $\epsilon = 0$ for the Hedge-based and Cross-Validation approaches does not mean that the approaches were able to achieve no error between the predicted and observed projection data. In this case, what happened was that the approaches aimed to reach the zero error point, when the hyper-parameter configuration under study contains $\epsilon = 0$, but was forced to stop due to the maximum number of iterations being reached. Thus, the hyper-parameter configurations which contain $\epsilon = 0$ were evaluated based on this attempt, in combination with the performance as affected by the other hyper-parameters.

In order to compare the results visually, the cross-sectional slices of the reconstructed images from the AwPCSD algorithm using best hyper-parameter configurations obtained using the proposed Hedge-based and Cross-Validation approaches are shown in Figure 6, as well as the one-dimensional profile plots along one arbitrary row of the reconstructed images in Figure 7. The results are compared with the exact phantom image as a reference image.
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**Figure 6.** Cross-sectional images from: (a) the exact phantom image, (b,c) are reconstructed images using the AwPCSD algorithm with best hyper-parameters from Cross-Validation and Hedge-based approaches, respectively.

From visual inspection, the reconstruction results from the best hyper-parameters found by two approaches are very similar to each other. They are also relatively close to the exact phantom image, as confirmed by the one-dimensional profile plots in Figure 7. This means that the two approaches are able to identify the hyper-parameters which make the AwPCSD algorithm work efficiently and able to recover important features of the images. Comparing the results from two approaches, there are no important differences that could be visually observed. In order to quantify the differences between the results, the relative 2-norm and the Universal Quality Index (UQI) \[37,38\] are computed to explore the performance of the approaches for detailed structure preservation using the following equations:

$$
\text{relative error} \ (\epsilon) = \frac{||\mu - \mu_{true}||_2}{||\mu_{true}||_2},
$$

$$
\text{UQI} = \frac{2\text{cov} (\mu, \mu_{true})}{\sigma^2 + \sigma_{true}^2} \frac{2\mu \mu_{true}}{\bar{\mu}^2 + \bar{\mu}_{true}^2},
$$

where $\mu$ and $\mu_{true}$ are the estimated and true means, $\sigma$ and $\sigma_{true}$ are the estimated and true variances, $\bar{\mu}$ and $\bar{\mu}_{true}$ are the estimated and true means adjusted for bias, and $\text{cov}$ is the covariance.
\[ \beta = \frac{1}{Q} \sum_{m=1}^{Q} \mu_m, \quad \sigma^2 = \frac{1}{Q-1} \sum_{m=1}^{Q} (\mu_m - \bar{\mu})^2, \]
\[ \mu_{\text{true}} = \frac{1}{Q} \sum_{m=1}^{Q} \mu_{m,\text{true}}, \quad \sigma_{\text{true}}^2 = \frac{1}{Q-1} \sum_{m=1}^{Q} (\mu_{m,\text{true}} - \mu_{\text{true}})^2, \]
\[ \text{cov}(\mu, \mu_{\text{true}}) = \frac{1}{Q-1} \sum_{m=1}^{Q} (\mu_m - \bar{\mu})(\mu_{m,\text{true}} - \mu_{\text{true}}), \]

where \( \mu \) and \( \mu_{\text{true}} \) denote voxel intensity of reconstructed image and reference image, respectively, \( m \) is the voxel index, \( Q \) is number of voxels, \( \text{cov}(\cdot, \cdot) \), \( \sigma \) and \( \bar{\mu} \) are covariance, variance and mean of intensities, respectively. The UQI is an image quality metric which is used to evaluate the degree of similarity between the reconstructed and reference images. The value ranges from zero to one, where a value closer to one suggests better similarity to the reference image.

Table 3 displays the relative errors, UQI values and the computational time taken to implement the hyper-parameter selection for the two approaches. The computational time is measured using the same computer (Intel Core i7-4930K CPU @3.40GHz with 32 GB RAM and GPU: NVIDIA GeForce GT 610).

Quantitatively, the result from the Hedge-based approach is slightly better than the Cross-Validation approach with lower relative error and higher UQI. Comparing the computational time for each approach, the Cross-Validation approach took \( \approx 47 \) h, whereas the Hedge-based approach took \( \approx 16 \) h. It is understandable that the computational time for the Cross-Validation approach is much longer than for the Hedge-based approach since the Cross-Validation approach alternately uses each projection image as testing data and does so until the entire stack of projection data is used. The Hedge-based approach only starts its implementation from a pre-specified number of preliminary projections, which was specified as half of the available projection data (\( T = 25 \)) in the first experiment. The point of comparing the Hedge-based approach with the Cross-Validation approach is to prove the
potential of the Hedge-based approach that; by computing the loss from the prediction and update the probability of each expert, the Hedge-based approach can drastically save computational time with quantitatively better result.

Table 3. Relative errors, UQI and computational time of image reconstruction results from two hyper-parameter selection approaches. (Boldface numbers indicate the best result).

| Approaches          | Relative Errors (%) | UQI   | Computational Time (h) |
|---------------------|---------------------|-------|------------------------|
| Hedge-based         | 4.9349              | 0.9972| 16.12                  |
| Cross-validation    | 5.2597              | 0.9970| 47.15                  |

However, the computational time of ≈ 16 h of the Hedge-based approach in the first experiment is still quite long and requires further improvement. Such improvements can be made by focusing on two factors: the threshold to discard the hyper-parameter configurations from one iteration to the next iteration and the pre-specified number of preliminary projections (T). From trial-and-error, the improvement to the Hedge-based approach can be made by discarding the hyper-parameter configurations which produce a probability of less than 5% of the highest probability before proceeding to the next iteration and specifying $T = 40$. By doing these, the approach starts with a better quality of the preliminary image (based on 40 projections), but will only be implemented for 10 iterations (from $T = 40$ to 50). In addition, the algorithm only allows hyper-parameter configurations with the top 5% probability passing through to the next iteration. The experiment with the new settings was conducted with the same XCAT phantom data as in the previous experiment. Upon completion of the implementation, the proposed approach with the new settings returned the same set of the best hyper-parameters ($ng = 10, \epsilon = 0$) as that of the first experiment with computational time being ≈7 h. The computational time of the new settings is drastically reduced from the first experiment, approximately 8 h shorter. Thus, it can be concluded that the best setting to implement the proposed Hedge-based hyper-parameter selection approach is to specify $T = 40$ and 5% from the highest probability as a threshold to discard the hyper-parameter configurations for the next iteration. These settings also yield the hyper-parameters with good reconstruction with much reduced computational time. Cross-sectional images of the AwPCSD algorithm with the best and worst hyper-parameters as found from the proposed approach with new settings are shown in Figure 8.
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Figure 8. Cross-sectional slices of (a) the exact phantom, (b,c) are the reconstructed images from the best ($ng = 10, \epsilon = 0, \beta = 1, \beta_{red} = 0.99$ and $\delta = 0.0212$) and worst ($ng = 2, \epsilon = 0, \beta = 1, \beta_{red} = 0.99$ and $\delta = 0.0212$) hyper-parameters found from the proposed approach with new settings ($T = 40$ and 5% threshold), respectively. The display window is [0-0.02].
4.3. Experiments with Different Datasets

For the next part of the study, the best set of hyper-parameters obtained from the previous experiment are applied to the reconstruction of different datasets with the same context, i.e., similar assumption about the x-ray measurements and materials/tissues. The aim is to observe whether the best hyper-parameters from the implementation of the proposed Hedge-based approach using one set of data can be readily applied to different datasets. For this purpose, we produced two new imaging data using also the digital XCAT phantom, but with different anatomical and motion parameters as shown in Table 4. The two datasets, male and female phantoms, are generated to represent the cases of different patients with different genders, as well as anatomical structures of the bodies. The parameters were specified randomly, aiming to generate as many differences as possible between the two datasets. The projection data were generated in the same way as in the first dataset. For the male phantom, the detector size is $512 \times 512$ pixels, with each pixel’s size of $0.8 \text{ mm}^2$. The image size is $128 \times 256 \times 140 \text{ mm}^3$ and image voxel’s size is $2 \text{ mm}^3$. For the female phantom, the detector size is similar to that of the male phantom. The image size is $128 \times 256 \times 96 \text{ mm}^3$ and image voxel’s size is $2 \text{ mm}^3$. The experiments with these two datasets were also conducted using 50 projection images, equally sampled over $360^\circ$.

Cross-sectional slices of the two phantoms are shown in Figure 9.

Table 4. The details of anatomical and motion parameters for male and female phantoms.

| Parametrisation Details | Male Phantom | Female Phantom |
|-------------------------|--------------|----------------|
| motion option           | beating heart only | respiratory only |
| length of beating heart cycle | 1 sec | 5 secs |
| starting phase of the heart | 0.0 | 0.4 |
| wall thickness for the left ventricle (LV) | non-uniform | uniform |
| LV end-systolic volume | 0.0 | 0.5 |
| start phase of the respiratory anteroposterior diameter | 0.0 | 0.4 |
| of the ribcage, body and lungs | 0.5 | 1.2 |
| heart’s lateral motion during breathing | 0.0 | 0.5 |
| heart’s up/down motion during breathing | 2.0 | 3.0 |
| breast type | prone | supine |
| factor to compress breast thickness of sternum | half compression | no compression |
| thickness of scapula | 0.35 | 0.55 |
| thickness of ribs | 0.3 | 0.5 |
| thickness of backbone | 0.4 | 0.6 |
Figure 9. Cross sectional slices of the male (top row) and female (bottom row) phantoms in the three axes.

The reconstruction using the AwPCSD algorithm with the best set of hyper-parameters from the training data set \( (n_g = 10, \epsilon = 0, \beta = 1, \beta_{\text{red}} = 0.99 \text{ and } \delta = \text{the 90th percentile of the histogram of the reconstructed image from the OS-SART algorithm which are 0.0589 and 0.0748 for male and female datasets, respectively}) \) was implemented with the male and female datasets. In addition, the AwPCSD algorithm using random hyper-parameters \( (n_g = 1, \epsilon = 500, \beta = 1, \beta_{\text{red}} = 0.99 \text{ and } \delta = 0.0589/\text{male, 0.0748/female}) \) was also implemented for comparison, as well as the exact phantom image. Cross-sectional images of these three cases are shown in Figures 10 and 11, for male and female datasets, respectively.

Figure 10. The reconstruction results of the experiment with second dataset: male phantom: (a) exact male phantom image, (b) with the best hyper-parameters using the proposed Hedge-based approach with the first dataset \( (n_g = 10, \epsilon = 0, \beta = 1, \beta_{\text{red}} = 0.99, \delta = 0.0589) \), (c) with random hyper-parameters \( (n_g = 1, \epsilon = 500, \beta = 1, \beta_{\text{red}} = 0.99, \delta = 0.0589) \).

Figures 10 and 11 show that the best hyper-parameters from the implementation of the proposed approach using one dataset can be applied for the reconstruction for different datasets and the images obtained via this approach are closer to the exact phantom image than the reconstruction obtained with random hyper-parameters. Depending on the task, the reconstructed images using the best hyper-parameters obtained from the training dataset may prove useful for a particular imaging application. The quality of the reconstructed image can be improved further by fine-tuning the set of hyper-parameters. It is very promising from the results that the set of hyper-parameters obtained from the training using the proposed Hedge algorithm can be readily applied to different datasets within a similar imaging context.
Figure 11. The reconstruction results of the experiment with third dataset: female phantom: (a) exact female phantom image, (b) with the best hyper-parameters using the proposed Hedge-based approach with the first dataset \( \eta_0 = 10, \epsilon_0 = 0, \beta = 1, \beta_{red} = 0.99, \delta = 0.0748 \), (c) with random hyper-parameters \( \eta_0 = 1, \epsilon = 500, \beta = 1, \beta_{red} = 0.99, \delta = 0.0748 \)

4.4. Experiments with Real Data

In previous section, discussion was focused on a medical phantom. In this final experimental section, we provide a case study using an industrial reference sample. The sample is designed by the National Physical Laboratory, United Kingdom. The reference sample is formed by standard geometries, including cylinders and cuboids. Both external and internal features are considered, which represent the most popular geometries used in engineering design. Different to medical phantom, the industrial reference sample is single material with clear boundary.

For industrial X-ray computed tomography, the quality of scan is an important factor. For a detector with \( 2000 \times 2000 \), a complete scan requires 3142 projection images to ensure all pixels are covered in the scans from each rotation. However, with exposure time of 1 frame per second, one complete scan requires 52 min. This process is time consuming when there are significant number of samples to be measured. In order to reduce scan time, in the recent European Metrology Programme for Innovation and Research (EMPIR) project Advanced Computed Tomography for dimensional and surface measurements in industry (AdvanCT), we have considered fast scan capability with less projection images. (Figure 12)

Figure 12. (a) One projection of the original shape. (b) Reconstruction of a 3D shape.

5. Conclusions

XCT reconstruction from limited numbers of projection data is a challenging problem. The hyper-parameters in TV-penalised algorithms play an important role to balance the effects between the steps of data-consistency and positivity constraints and TV minimisation. Changing the values...
of hyper-parameters can drastically change the quality of the reconstructed image. Often, the hyper-parameters are calibrated by an expert. This work proposed the hyper-parameter selection approach for TV-penalised algorithm by combining the Hedge method of Freud and Shapire with the AwPCSD reconstruction algorithm. The Hedge algorithm is often analysed in terms of the distance to the optimal cumulated incurred by the best hyper-parameter configuration, as a function of the number of data observed so far, a criterion which is not rigorously equivalent to finding the best configuration based on visual reconstruction assessment. This makes the TV-penalised algorithms, specifically the AwPCSD, more generalised to be implemented by a general user.

The results showed that the proposed approach was able to select the best performance hyper-parameters from the user-defined values. The reconstructed image was compared with the Cross-Validation approach, which was considered as a straightforward approach to evaluate predictive model by splitting the original data into training and testing sets. The results from the Hedge and Cross-Validation approaches were visually indistinguishable and also very close to the exact phantom image. Quantitatively, the reconstructed image from the proposed approach was better than that of the Cross-Validation approach as measured by relative errors and the UQI metric. The computational time for the training using the proposed approach in the improved setting was \( \approx 7 \) hours, which is considerably shorter than for the Cross-Validation approach. The results with the other two datasets of the same imaging context but different anatomical and motion parameters showed that the best set of hyper-parameters derived from the training data also produced a good quality reconstructed image.

The main conclusion of this paper is that the proposed hyper-parameter approach using Hedge method provides a systematic way of choosing the hyper-parameters for the TV-regularised algorithm. Within the proposed framework, users can define a relevant range for the comparison of possible hyper-parameters configurations. Either the best performing hyper-parameters will be selected by the proposed method in the interior of the domain, or the selected hyperparameter values will lie on the boundary of the prescribed search domain, in which case the non-expert user will be able to relaunch the search within a larger domain in order to ensure that a relevant domain is explored. Numerical studies also showed the potential of readily applying the best hyper-parameters from the training dataset to other different datasets, which can save much time to avoid re-calibrating the hyper-parameters.
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