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ABSTRACT

Source code summarization aims to generate natural language descriptions of code snippets. Many existing studies learn the syntactic and semantic knowledge of code snippets from their token sequences and Abstract Syntax Trees (ASTs). They use the learned code representations as input to code summarization models, which can accordingly generate summaries describing source code. Traditional models traverse ASTs as sequences or split ASTs into paths as input. However, the former loses the structural properties of ASTs, and the latter destroys the overall structure of ASTs. Therefore, comprehensively capturing the structural features of ASTs in learning code representations for source code summarization remains a challenging problem to be solved. In this paper, we propose M2TS, a Multi-scale Multi-modal approach based on Transformer for source code Summarization. M2TS uses a multi-scale AST feature extraction method, which can extract the structures of ASTs more completely and accurately at multiple local and global levels. To complement missing semantic information in ASTs, we also obtain code token features, and further combine them with the extracted AST features using a cross modality fusion method that not only fuses the syntactic and contextual semantic information of source code, but also highlights the key features of each modality. We conduct experiments on two Java and one Python datasets, and the experimental results demonstrate that M2TS outperforms current state-of-the-art methods. We release our code at https://github.com/TranSMS/M2TS.

1 INTRODUCTION

During software development and maintenance, more than half of the time is spent on program understanding and related tasks [1]. In most of these tasks, developers resort to looking at comments to comprehend the meaning of source code [2]. However, the writing of comments is often overlooked in software development, resulting in poor quality comments being obtained by developers [3, 4]. Source code summarization technology is the generation of brief natural language descriptions for source code [5]. Its emergence not only frees developers from handwritten comments but also increases the efficiency and reduces the cost of software development [6–9].

The earliest approaches to source code summarization are traditional, which rely mainly on templates [10–13]. Sridhara et al. [14] applied a method for creating artificial templates where they used the Software Word Usage Model (SWUM) to generate comments for Java methods. Haiduc et al. [15, 16] used an Information Retrieval (IR) approach to generate summaries, they applied a Vector Space Model (VSM) to search summaries from similar code fragments. Although these methods have achieved specific results, they are overly dependent on naming normality and will not work if no similar code fragments are given in the codebase.

With the rapid development of deep learning, extensive research on source code summarization has emerged [17–20]. Lyer et al. [21] used an attention-based sequence to sequence model to generate summaries for source code. Later, in order to learn the structural features of source code, some studies have used API [17] sequences or ASTs [22] as input, Figure 1(a) shows a code snippet and its AST. Hu et al. [23, 24] and LeClair et al. [25] fed AST sequences obtained by traversal into the encoder-decoder model to generate summaries. Alon et al. [26] extracted paths from ASTs to help generate comments. Although these studies are carried out on ASTs, they have destroyed the structural properties and integrity of ASTs. Both the encoder and decoder used in the above studies were RNNs (LSTM or GRU) [27, 28]. To address the inability of RNNs to capture the long dependencies arising from using long sequences as input, Vaswani et al. [29] proposed a Transformer model, which is effective on neural machine translation tasks. Ahmad et al. [30] improved on the ordinary Transformer and obtained excellent results using only source code as input of the model. Most of the above works [24, 25, 31, 32] have shown that using ASTs and source code as input can improve the quality of generated summaries, so we also use two modalities for study in this paper.

Two factors that influence the quality of summary generation can be identified from the above studies:
AST structural feature extraction. The treatment of ASTs in the previous studies mainly includes traversing them into sequences or using AST paths. Hu et al. [23, 24] used AST sequences obtained by a Structure-Based Traversal (SBT) method as input, which only extracts the AST structure globally without considering the relationships between nodes, losing the structural properties of ASTs [33]. In addition, LeClair et al. [31] used GNN to embed the AST graph, but the embedding of ASTs using 2-Hop GNN was unable to extract the overall structure of ASTs. So the first problem we need to solve is how to extract the structural features of ASTs more comprehensively.

Multi-modal feature fusion. There are numerous studies in the source code summarization that use multi-modal features of source code for modeling, where the multi-modal refers to multiple different representations of source code. For example, Hu et al. [24], Zhang et al. [34], LeClair et al. [31] used the AST and source code for their research, and the semantic and syntactic information of code can be learned using these two modalities. In the existing multi-modal fusion methods, most of them use the traditional attention mechanism to sum up different modality features [24, 25]. However, this method allocates attention only within modalities while ignoring the impact of inter-modal importance on the generated summaries, failing to highlight critical information in the source code. Therefore, how to better fuse multiple modal features is the second issue we need to address.

For the first problem, we use multiple scales of ASTs (i.e., the different power matrices obtained from the AST adjacency matrix) combined with the Graph Convolutional Neural Network (GCN) for feature extraction. Since the adjacency matrix only represents the relationship between neighboring nodes while not obtaining the information of non-neighboring nodes, the multi-scale method can ensure the comprehensive AST structural features extracted at multiple local and global levels. For the second problem, we use a new cross modality feature fusion method that not only fuses the syntactic and contextual semantic knowledge of source code, but also highlights key features that help generate summaries.

In this paper, synthesizing the above issues, we propose a multi-scale multi-modal approach based on Transformer for source code summarization. First, we propose a multi-scale AST feature extraction method using GCN to embed ASTs at multi-scales. Then the embedded AST and code tokens vectors are encoded respectively, and these encoded features are fused using a new cross modality feature fusion method. Finally, the fused features are fed into the decoder with the encoded code tokens features to generate summaries.

We conduct extensive experiments on the three datasets, and the experimental results demonstrate that M2TS obtains better scores than current state-of-the-art methods on BLEU, METEOR, ROUGE_L and CIDEr evaluation metrics. For example, our model obtains a 57.87% ROUGE_L score on the Java dataset used by Hu et al. [17], which is 3.8% higher than the current state-of-the-art method (SG-Trans), and 33.84% BLEU-4 score on the Python dataset used by Barone et al. [35], which is 5.1% higher than SG-Trans. In addition, we also conduct ablation experiments on M2TS, and the results show that our proposed multi-scale and multi-modal method is essential for improving the model performance.

Our main contributions are as follows:

- We propose a Transformer-based multi-scale multi-modal approach for source code summarization (M2TS) that comprehensively extracts semantic and syntactic structural features of source code, resulting in higher quality generated summaries.
- We present a multi-scale AST feature extraction method, which can extract the structure of ASTs more completely and accurately from both multiple local and global levels.
- We design a new cross modality feature fusion method that not only highlights the structural features of source code but also learns the contextual relevance between code tokens.
- We conduct extensive experiments including quantitative and qualitative comparisons that show the effectiveness of M2TS when compared with other state-of-the-art methods.

2 BACKGROUND AND MOTIVATION

2.1 The Transformer Structure

The Transformer is a relatively popular model in recent years [29], and it has been widely used in fields such as natural language processing and computer vision. The following are the details of several significant structures used in the Transformer.

2.1.1 Multi-head Attention. The structure is the main component in the Transformer model, and it solves the long dependency problem of sequences. Multi-head attention is the set of multiple self-attentions. In self-attention, the input vector is respectively multiplied with the weights \( W^Q, W^K, W^V \) to obtain three new vectors \( Q, K, V \). While in multi-head attention, multiple \( Q, K \) and \( V \) are obtained by multiplying the input vector with several different weights. The following is the calculation formula of multi-head attention:

\[
Q_i = XW^Q_i, \quad K_i = XW^K_i, \quad V_i = XW^V_i, \quad (1)
\]

\[
\text{head}_i = \text{Attention}(Q_i, K_i, V_i) = \text{softmax}(\frac{Q_iK_i^T}{\sqrt{d_i}})V_i, \quad (2)
\]

\[
\text{MultiHead}(Q, K, V) = \text{Concat}(\text{head}_1, \ldots, \text{head}_n)W^O, \quad (3)
\]

where \( X \) is the input vector, \( i \) denotes the \( i \_th \) head, and \( n \) denotes the total number of heads [29].

2.1.2 Position Encoding. Since the Transformer does not use RNNs, it cannot use the order information of words. Therefore, positional encoding is used in the Transformer to preserve the position of the word in the sequence. We use \( PE \) to denote position encoding. The dimension of \( PE \) is kept consistent with the input vector. The position encoding can be obtained by training or formula. The Transformer uses the following formula to get the position encoding:

\[
PE_{(pos, 2i)} = \sin(pos/10000^{2i/d}), \quad (4)
\]

\[
PE_{(pos, 2i+1)} = \cos(pos/10000^{2i/d}), \quad (5)
\]

where \( pos \) denotes the position of the word in the sentence, \( d \) denotes the dimension of \( PE \), \( 2i \) denotes the even dimension, and \( 2i+1 \) denotes the odd dimension [29].
Figure 1: A motivating example. (a) is a Java method and its AST, the type of nodes is in boldface and its corresponding value of nodes is in italics, the number represents the ID of AST nodes; (b) represents the adjacency matrix corresponding to AST in (a) and its quadratic matrix.

2.2 Motivating Example

To explain that our proposed multi-scale method is effective, we use a specific example for illustration in this subsection. We have learned that code structures are crucial for generating summaries by analyzing previous studies [23, 26, 31, 36]. In the research on the representation of ASTs, the type of nodes is in boldface and its corresponding value of nodes is in italics, the number represents the ID of AST nodes; (b) represents the adjacency matrix corresponding to AST in (a) and its quadratic matrix.

Although the above three methods have achieved certain results, they also have corresponding shortcomings. In the following, we will use Figure 1 to illustrate the weaknesses of these methods and demonstrate the advantages of our new method. For convenience, we use the node ID to represent the entire node in the following exposition. The first is to traverse ASTs to sequences. The AST sequence that can be obtained using traditional traversal methods (e.g., preorder traversal) for Figure 1(a) is 0 1 2 3 4 5 6 7 8 9. However, this traversal method has two significant problems, one is that the two nodes with a common parent are far apart by traversal (for example, children nodes 4 and 7 of node 3), and the other is that the sequence may not be restored to a unique AST. To solve the above problems, Hu et al. [23] proposed the SBT method, the sequence of Figure 1(a) was obtained by using this method as (0 (1 (2) 2) 1 (3 (4) (5) 5 (6) 6) 4 (7 (8) (9) 9) 8) 7) 3) 0, which can restore a unique AST. However, compared with the traditional traversal methods, the sequences obtained by the SBT method are longer, which inevitably leads to the long dependence problem when encoding. In addition, this way of using AST sequences as input of model destroys the structural properties of ASTs.

In the methods of using ASTs paths, each path of ASTs is usually obtained and then encoded [26]. We can get several paths of Figure 1(a) as: 0→1→2, 0→3→4→5, 0→3→4→6, 0→3→7→8→9. The AST paths are encoded in such a way that they preserve the hierarchical relationships of nodes, but this method also has certain limitations. For example, the children nodes 4 and 5 of node 2, which are in two pathways respectively, result in the correlation of the two nodes being lost when encoded. Therefore, this method breaks the integrity of the AST structure to some extent.

The last is embedding ASTs using GNNs [33, 37], and here we take GCN as an example. As the number of GCN layers increases, each node can aggregate a more extensive range of information from its neighbors, thus focusing on a broader range of local features. For example, two layers of GCN are used for Figure 1(a) AST, and node 0 can aggregate not only the information of nodes 1 and 3 but also the information of nodes 2, 4 and 7 indirectly. Although GCN can extract the local structure of ASTs [38], it ignores the global information of ASTs.

To address the problems in the above studies, we propose a multi-scale AST feature extraction method. The multi-scale refers to the different power matrices of the AST adjacency matrix by dot product. These power matrices have the special property that the \( m_{th} \) power matrix represents how many schemes there are between nodes arriving through \( m \) edges. For example, the element 1 in the red font of \( A^2 \) in Figure 1(b) indicates that one scheme is reached between nodes 3 and 5 through two edges. Based on the obtained power matrices, it can be seen from the AST that a certain node can establish a specific local structure with other nodes. As shown in Figure 1, the \( A^2 \) in Figure 1(b) shows that reaching node 3 through two edges are nodes 1, 5, 6, 8, and node itself. It can be seen from the Figure 1(a) AST that these edges can represent the syntactic structure of the node "ifStatement" (the orange dashed line indicates the reachable paths), and this local structure can be extracted by embedding the \( A^2 \) matrix using GCN. Unlike general GCN which only uses the adjacency matrix to embed the local features of ASTs. In contrast, our method can represent multiple different local structures of nodes by using multiple scales of ASTs, and then using the weighted summation method introduced in Section 3.1 also can extract the global structural features of ASTs.

3 OUR APPROACH

Our proposed approach M2TS mainly consists of a Multi-Scale AST feature extraction module (MSA), a cross modality feature fusion module (ACF, i.e., AST and Code Fusion), and a Combined Decoder (CD). Among them, the MSA module embedding ASTs...
at multiple scales can extract structural features of the code more completely and accurately. The ACF module fuses features of two modalities after encoding, which not only highlights the structural information of the code but also learns the contextual semantic relatedness between code tokens. Finally, the fused features and the encoded code tokens features are fed into the combined decoder to generate summaries. The decoder can be used for information supplementation. The overall framework of M2TS is illustrated in Figure 2.

### 3.1 Multi-Scale AST Feature Extraction

In this paper, we use GCN to embed the multiple scales AST. We have learned that the best results can be achieved by using a two-layer GCN for the node classification problem [39], so in this paper, we also use a two-layer GCN for the AST embedding. Unlike the general multi-layer GCN, we add the output of the upper layer graph convolution to the output of the current layer using a residual connection. Each graph convolution layer is calculated using the following formula:

\[ H^{(l+1)} = \sigma(\hat{A}H^{(l)}W^{(l)}) + H^{(l)}, \]  

where \( l \) denotes the number of layers of the graph convolution, \( \hat{A} \) denotes the normalized adjacency matrix, \( H^{(l)} \) denotes the output of the previous layer of the graph convolution, \( W^{(l)} \) denotes a weight matrix, and \( \sigma \) is a nonlinear activation function [39].

When inputting the first layer of graph convolution, we use the BERT pre-training [40] to embed the "type" and "value" of nodes as the initial feature vector \( H^{(0)} \). Here the vectors obtained by pre-training are fixed and do not participate in the whole optimization process of the model.

From Section 2, according to the particular property of the power matrices, we regard the adjacency matrix \( A \) and the power matrices \( A^2, \ldots, A^n \) obtained by dot product as the first, second, and \( n \)—th scales of the AST, respectively. First, we input the first scale representation \( A \) of the AST combined with \( H^{(0)} \) into the two-layer GCN to obtain \( Z_1 \). After that, the second scale representation \( A^2 \) combined with the previous scale output \( Z_1 \) is input into the two-layer GCN to obtain \( Z_2 \). By analogy, the output \( Z_{n-1} \) of the \( n-1 \)—th scale representation \( A^{n-1} \) is combined with the \( n \)—th scale representation \( A^n \) into the same layer GCN to obtain the output \( Z_n \). Finally, we weight the output of each scale and sum them up to obtain the final AST embedding representation \( Z \). For example, when the number of scales \( n \) is set to three, the AST embedding vector is calculated as:

\[ Z = \alpha Z_1 + \beta Z_2 + (1 - \alpha - \beta) Z_3, \]  

where the values of \( \alpha \) and \( \beta \) will be determined in the experiments. We use multiple scales AST representation in the MSA module, which extracts AST structural features at multiple local and global levels.

### 3.2 Cross Modality Feature Fusion

To obtain more code features, we use the source code and AST modalities as input to M2TS. In order to fuse the features of two modalities, in this paper we use a new cross modality feature fusion method. The two modalities features need to be encoded before fusion.

We input the embedded vector \( Z \) obtained from the MSA module into the AST encoder for encoding. Here we use a multi-head attention mechanism in the Transformer and a two-layer fully connected network (Feed Forward block in Figure 2) as the primary constituent structure of the AST encoder. Before inputting into the encoder, we need to obtain the position encoding of the embedded feature of each node to preserve the position information of nodes.
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input to the code encoder, we use word embedding to represent the code tokens. Then adding the word vectors and the position encoding of the tokens input to the code encoder to get the output M. It is worth noting that although the two encoders have similar structures, they are aimed at inputs of different modality features, so their parameters are optimized separately during the training process. The basic structure of these two encoders is shown in Figure 3.

Given the encoded AST feature Z′ and the code tokens feature M, we fuse them into a unified representation using the ACF module, which is similar to the self-attention mechanism in the Transformer. We regard the AST feature Z′ as the query and the code tokens feature M as the key and value. Specifically, we first represent Z′ and M into Qf, Kf and Vf by 1 × 1 convolution, respectively [41]:

\[ Q_f = \text{Conv}_{1 \times 1}(Z'), \quad K_f = \text{Conv}_{1 \times 1}(M), \quad V_f = \text{Conv}_{1 \times 1}(M), \]  

where Qf, Kf, Vf retain the same size as the original input and then calculate the fused feature by the following formula:

\[ F = \text{softmax}(\frac{Q_f K_f^T}{\sqrt{d_k}}) V_f, \]  

where dk we set to 64.

Finally, we employ a residual connection to add the embedded AST representation Z and the fused feature F to obtain the final output F′. The detailed process of the ACF module is shown in Figure 4.

![Figure 3: Basic structure of the two encoders. N indicates the number of layers](image)

3.3 Combined Decoder

We input the encoded code tokens and fused features into the combined decoder to generate summaries. In the training phase, the CD module consists of three attention blocks and a two-layer fully connected network: Masked-NL Attention, Code Attention, ACF Attention and Feed-Forward. As with the two encoders used, a normalization is added after each block output in the decoder. In the following, we describe in detail the input and output of information in the CD module [29, 42].

Generally, we input the natural language descriptions after word embedding and positional encoding into the Masked-NL Attention block, where the inputs Q, K, and V are all Natural Language (NL) embedding. This representation is a way of computation in the self-attention mechanism. After that, using the output S1 of Masked-NL Attention block as Q and the encoded code tokens feature M as K and V input to the Code Attention block to get the output S2. Subsequently, we input the output S2 of the Code Attention block as Q and the output F′ obtained from the ACF module as K, V into the ACF Attention block to get the output S.

The probability of generating summaries is then calculated using a softmax activation function after passing through a two-layer fully connected network. Using this decoder allows for information supplementation. In the CD module, we aim to minimize the cross-entropy loss function and update the parameters in the model using optimization algorithms such as gradient descent. The following is the loss function:

\[ L_{(loss)} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{n} \log p(y_i^{(j)}), \]  

where N is the total number of training data, n is the length of each target summary, y_i^{(j)} is the j_th word in the i_th sentence, and p(y_i^{(j)}) denotes the probability of generating the j_th word.

4 EXPERIMENTAL SETUP

4.1 Datasets and Preprocessing

We conduct experiments on two Java and one Python datasets. For the two Java datasets, we call them JAH and JAL, and for the Python dataset we call it PYB. Specifically, we cite the 78422 pairs of <Java methods, comments> used by Hu et al. [17] as the JAH dataset1, which is collected in the repositories created on GitHub. The JAL dataset2 is a collection of 2.1 million pairs of Java methods, comments > used by Hu et al. [17] as the JAH dataset, which is collected in the repositories created on GitHub. [35]. Accordingly, we use the JDK3 compiler to parse the source code in the two Java datasets into ASTs [24]. The PYB dataset4 we used is created by Barone et al. [43], and it contains 108726 pairs of

\[1](https://github.com/EdinburghNLP\]  

\[2](http://leclair.tech/data/funcom/\]  

\[3](http://www.eclipse.org/jdt/\]  

\[4](https://github.com/EdinburghNLP)
We set the initial feature vector dimension of the MSA module to 768 and the nonlinear activation function in GCN to the ReLu. The experiments in this paper are all conducted on the Intel(R) Xeon(R) Gold 5218 CPU @ 2.30GHz, 128GB RAM and TITAN RTX 24G GPU platform.

### 4.3 Evaluation Metrics

Similar to existing work [22–24, 32, 33], in this paper we evaluate the quality of the generated summaries using four evaluation metrics: BLEU [45], ROUGE_L [46], METEOR [47] and CIDER [48]. They have commonly used metrics in tasks such as machine translation and text summarization.

**BLEU** measures the average n-gram precision between the reference sentences and generated summaries, with brevity penalty for short sentences [49]. In detail, the BLEU score is computed as:

$$\text{BLEU} = \frac{\sum_{n=1}^{N} \omega_n \log p_n}{\sum_{n=1}^{N} \omega_n}$$

where $p_n$ is the score of $n$-grams in the generated sentences which are present in the reference sentences, $\omega_n$ is the uniform weight $1/N$ and $BP$ is brevity penalty. In this paper, we set $N$ to 4, which is the maximum number of grams.

**METEOR** is used to measure how the model captures the content from the reference sentences in the generated sentences [22]. Its calculation formula is as follows:

$$\text{METEOR} = (1 - \gamma \cdot \text{frag}^\beta) \cdot \frac{P \cdot R}{\alpha \cdot P + (1 - \alpha) \cdot R}$$

where $P$ and $R$ are the precision and recall, the $\text{frag}$ is a fragmentation fraction. The default values of the parameters $\gamma$, $\beta$, $\alpha$ are 0.5, 3.0 and 0.9, respectively.

**ROUGE_L** evaluates how much reference text appears in the generated text. Based on the longest common subsequence (LCS), it uses F-score which is the harmonic mean of precision and recall values [49]. Suppose $M$ and $N$ are generated and reference sentences of lengths $a$ and $b$, then:

$$P_L = \frac{\text{LCS}(M, N)}{a}, \quad R_L = \frac{\text{LCS}(M, N)}{b},$$

$$F_{\text{ROUGE-L}} = \frac{(1 + \beta^2)P_L \cdot R_L}{P_L + \beta^2 R_L},$$

where the $\beta$ is set to 1.2 as in [22], and the $F_{\text{ROUGE-L}}$ is the value of ROUGE-L.

**CIDER** is a consensus-based evaluation metric for measuring image captioning quality [32]. Then, the CIDER calculation formula is as follows:

$$CIDER(c, s) = \sum_{n=1}^{N} w_n \text{CIDER}_n(c, s)$$

where the $c$ and $s$ are the generated and reference sentences, $n$ is set from 1 to 4 and the $\text{CIDER}_n(c, s)$ score for $n$–gram is computed using the average cosine similarity between $c$ and $s$.

Among them, BLEU and ROUGE_L are based on precision and recall, respectively, while METEOR not only considers both, but also includes functions not found in other metrics, such as synonyms matching and homographs, etc. CIDER looks at whether the model captures key information.
4.4 Baselines
We compare M2TS with the existing source code summarization methods that are directly related to our work and described in detail below.

- **CODE-NN**: The method is first proposed by Iyer et al. [21] using an end-to-end deep learning method. It is a typical encoder-decoder model that uses code tokens embedding as the output of the encoder and uses LSTM for the decoder combined with an attention mechanism to generate summaries.

- **Hybrid-DeepCom**: This method, proposed by Hu et al. [24], uses the code token sequences and the AST sequences obtained via the SBT method as input to the Seq2Seq model, which can extract semantic and structural information of the code, respectively.

- **Code2Seq**: Alon et al. [26] used randomly paired paths of ASTs as model input and encoded each path as a fixed-length vector using LSTM. Finally, the summaries are generated at the decoder side with an attention mechanism.

- **Code+GNN+GRU**: This work is first used by LeClair et al. [31] to use GNN for the code summarization task. They used GNN to embed ASTs and then input them into GRU in combination with the tokens features, after which an attention-based decoder generates summaries.

- **V-Transformer**: To solve the long dependency problem that occurs when sequences are encoded, Vaswani et al. [29] proposed a Transformer model that entirely uses the self-attention mechanism, which can outperform previous models such as RNNs by using only the source code as input.

- **NeuralCodeSum**: Ahmad et al. [30] used relative position encoding and copy mechanisms to improve the ordinary Transformer, which is the first approach to combine the Transformer with the code summarization task.

- **MMTrans**: Yang et al. [33] used two modalities of ASTs to generate code summaries. They used the AST sequences obtained via the SBT method and the embedding representation obtained using GCN to extract the structure of ASTs.

- **SG-Trans**: Gao et al. [37] injected local semantic information and global syntactic structure into the self-attentive module in the Transformer as an inductive bias to better capture the hierarchical features of source code.

5 RESULTS AND ANALYSIS
Our study aims to assess whether M2TS outperforms the latest baselines and why the multi-scale and multi-modal method can improve the quality of the generated summaries. In this section, we give the experimental results and analysis of the proposed research problems.

5.1 RQ1: How does our approach perform compared to the baselines?
We conduct experiments on two Java and one Python datasets, and the obtained experimental results are shown in Table 2. When reproducing baselines, we try our best to follow the data processing steps of baselines to prepare the input and set the hyper-parameters to be as consistent as possible with this paper. In addition, beam search is used for all baselines to ensure a fair comparison of experiments.

As can be seen from the table, the metric scores obtained by M2TS on the three datasets are better than the latest baselines. For example, M2TS obtains a 46.84% BLEU-4 score, 28.93% METEOR score, 57.87% ROUGE_L score and 2.573 CIDER score on the JAH dataset. The METEOR score obtained by our model on the PYB dataset is 11.6% higher than the baseline SG-Trans, which indicates that M2TS is better than the method used by SG-Trans to integrate code structure information in the Transformer. In addition, M2TS obtained higher metric scores than the baseline MMTrans on the three datasets. This is because MMTrans does not use the source code as input, and although the reasons are given in the paper, the critical role of the source code still cannot be denied based on previous studies [33]. We use source code and ASTs as input and fuse the two modality features, thus achieving better metric scores than MMTrans. The BLEU-4 score obtained by M2TS on the JAH dataset is 3.42 higher than NeuralCodeSum. Furthermore, through experiments, we find that M2TS uses 1.6 times more parameters than NeuralCodeSum, so this degree of improvement is worthwhile with a slight difference in parameters. V-Transformer and NeuralCodeSum yield higher scores than Code+GNN+GRU in the JAL dataset; the results confirm that the Transformer can handle long sequence input problems well. The score of Code+GNN+GRU is improved compared to Code2Seq and Hybrid-DeepCom, and on the JAL dataset Code+GNN+GRU is 13.6% higher than Code2Seq on the METEOR metric and 7.5% higher than Hybrid-DeepCom on the ROUGE_L metric. It can be seen that embedding the AST in the form of a graph is better than using the AST sequences and AST
paths, as the AST graph contains more structural information. In addition, we also compare with the earliest deep learning method CODE-NN, and it is not hard to find that inputting only source code into the Seq2Seq model yields much lower scores than Hybrid-DeepCom. This also confirms that the structural features of ASTs are significant for the source code summarization task. As can be seen from the data throughout Table 2, the quality of the generated summaries is directly related to the completeness and accuracy of the code structure extraction and the comprehensiveness of the code modality features. Furthermore, Table 2 shows that the metric scores obtained on the PYB and JAL datasets are generally lower than those obtained on the JAH dataset, which may be related to the source code themselves or ASTs parsed by them.

5.2 RQ2: How does the number of scales in the MSA module affect the performance of M2TS?

In the multi-scale AST feature extraction method, we use the power matrices of the adjacency matrix to represent the different scales of ASTs. This section explores the effect of different scales on the experimental results on the three datasets. By conducting experiments on the three datasets, we find that the highest metric scores are obtained when the number of scales is 3. As can be seen from Table 3, the BLEU-4 score obtained with the number of scales set to 3 is 6.1% higher than that obtained with a scale of 1 on the JAH dataset. It can be seen that using three scales provides a more comprehensive representation of the structural features of source code, making the generated summaries more fluent in syntax. In the other three evaluation metrics of the three scales, the highest metric scores are obtained when the number of scales is 3. As can be seen from Table 3, the BLEU-4 score obtained with 3 scales is 6.1% higher than that obtained with 2 scales on the JAH dataset. We also find that the weighted M2TS achieves the best quality of the generated summaries. The score increases in Table 4 when the same number of heads is set. The score increases significantly for the three datasets when the number of heads is 8. For convenience, in Table 4 we only list the experimental results obtained by using the weighting method when setting the same number of heads as the three datasets. As shown from the table, M2TS is 6.7% higher than the baseline SG-Trans on MTEOR when the same number of heads is set. The score increases obtained by using the weighting method when setting the same scale are higher. Taking the PYB dataset as an example, the weighted metric scores obtained are 3.4% higher on ROUGE_L than the unweighted M2TS. It is experimentally verified that the best quality of the generated summaries is obtained when the output weights of the three scales are set to 0.1, 0.2, 0.7 respectively. Since we use the output of the previous scale as the input of the next scale, it makes sense to set the output weights for the third scale. In particular, it can be seen from the experimental results that the best results are obtained by the multi-scale method for different code length datasets, so it is known that our method has strong universality.

5.3 RQ3: How do the multi-head attention mechanism heads affect the performance of M2TS?

M2TS uses the multi-head attention mechanism and the fully connected network in the Transformer as the basic structure of the encoder and decoder. Using multiple heads in the multi-head attention mechanism allows extra attention to be applied to different parts of the input information. However, too many or too few heads can impact the experimental results. To explore the optimal number of heads, we set the number of heads to 2, 4, 6, 8, and 10 for experiments. The results find that the highest metric scores are achieved for the three datasets when the number of heads is 8. For convenience, in Table 4 we only list the experimental results obtained by setting different head numbers on the JAH dataset.

| Approach     | Scale | JAH BLEU-4 | METEOR | ROUGE_L | CIDER | JAL BLEU-4 | METEOR | ROUGE_L | CIDER | PYB BLEU-4 | METEOR | ROUGE_L | CIDER |
|--------------|-------|------------|--------|---------|-------|------------|--------|---------|-------|------------|--------|---------|-------|
| M2TS         | 1     | 43.63%     | 26.97% | 55.39%  | 2.100 | 29.15%     | 18.13% | 47.20%  | 2.305 | 31.68%     | 19.23% | 44.40%  | 2.184 |
|              | 2     | 44.82%     | 27.58% | 57.03%  | 2.374 | 29.83%     | 18.74% | 47.84%  | 2.376 | 32.82%     | 19.75% | 45.48%  | 2.279 |
|              | 3     | 46.31%     | 28.10% | 57.24%  | 2.501 | 30.57%     | 19.35% | 48.46%  | 2.425 | 33.25%     | 20.37% | 46.34%  | 2.368 |
|              | 4     | 45.72%     | 27.21% | 56.96%  | 2.485 | 29.64%     | 18.86% | 47.83%  | 2.324 | 32.80%     | 19.87% | 45.27%  | 2.231 |
|              | 5     | 45.08%     | 26.83% | 55.23%  | 2.390 | 28.79%     | 18.17% | 46.65%  | 2.255 | 31.75%     | 19.11% | 45.63%  | 2.304 |
| M2TS (weights) | 3     | 46.84%     | 28.93% | 57.87%  | 2.573 | 31.63%     | 20.06% | 49.31%  | 2.504 | 33.84%     | 21.83% | 47.92%  | 2.411 |
| M2TS w/o BERT | 3     | 46.13%     | 28.52% | 57.03%  | 2.519 | 30.47%     | 19.36% | 48.50%  | 2.417 | 33.05%     | 20.96% | 46.81%  | 2.314 |
| M2TS (G-GCN)  | 3     | 45.96%     | 28.34% | 57.03%  | 2.524 | 30.81%     | 19.57% | 48.15%  | 2.446 | 32.80%     | 20.37% | 47.92%  | 2.314 |
| M2TS (attention) | 3     | 45.75%     | 27.86% | 56.58%  | 2.431 | 29.64%     | 18.62% | 47.94%  | 2.386 | 33.25%     | 21.83% | 47.92%  | 2.314 |

| Approach     | Head-size | JAH BLEU-4 | METEOR | ROUGE_L | CIDER | JAL BLEU-4 | METEOR | ROUGE_L | CIDER | PYB BLEU-4 | METEOR | ROUGE_L | CIDER |
|--------------|-----------|------------|--------|---------|-------|------------|--------|---------|-------|------------|--------|---------|-------|
| V-Transformer | 8         | 42.55%     | 25.31% | 53.14%  | 2.041 | 31.68%     | 19.23% | 44.40%  | 2.184 | 33.84%     | 20.37% | 46.34%  | 2.368 |
| NeuralCodeSum | 8         | 43.42%     | 26.04% | 54.05%  | 2.035 | 33.25%     | 20.75% | 47.11%  | 2.335 | 33.05%     | 20.96% | 46.81%  | 2.314 |
| MMTTrans      | 8         | 45.10%     | 26.90% | 55.21%  | 2.346 | 33.05%     | 20.96% | 46.81%  | 2.314 | 33.05%     | 20.96% | 46.81%  | 2.314 |
| SG-Trans      | 8         | 45.21%     | 27.11% | 55.76%  | 2.301 | 33.05%     | 20.96% | 46.81%  | 2.314 |
| M2TS          | 2         | 43.68%     | 27.81% | 56.92%  | 2.457 | 33.05%     | 20.96% | 46.81%  | 2.314 |
|              | 4         | 45.80%     | 28.01% | 56.84%  | 2.512 | 33.05%     | 20.96% | 46.81%  | 2.314 |
|              | 6         | 46.01%     | 28.29% | 57.13%  | 2.507 | 33.05%     | 20.96% | 46.81%  | 2.314 |
|              | 8         | 46.83%     | 28.93% | 57.87%  | 2.573 | 33.05%     | 20.96% | 46.81%  | 2.314 |
|              | 10        | 45.94%     | 27.86% | 56.91%  | 2.462 | 33.05%     | 20.96% | 46.81%  | 2.314 |
Table 5: Qualitative example of the different models’ performance on the three datasets

| Dataset | Example |
|---------|---------|
| JAH     | protected void addtogui(jpanel gui, jtextfield b, string cmd) { b.addActionListener(cmd); gui.add(b); } |
| NeuralCodeSum: adds the feature to the attribute object. |
| M2TS (1): adds a feature to the attribute object. |
| M2TS (attention): adds a feature to the attribute object. |
| M2TS: adds a feature to the gui attribute of the layer object. |

| PYB     | def traverse_tree(course):
|         |    queue = [course]
|         |    while(len(queue)>0):
|         |       node = queue.pop()
|         |       queue.extend(node.get_children())
|         |    return True |
| NeuralCodeSum: load the descriptor from the descriptor. |
| M2TS (1): load the node descriptor. |
| M2TS (attention): load a descriptor to the course. |
| M2TS: load every descriptor in the course. |
| Reference: load every descriptor in course. |

| JAL     | public int getSquareWidth() {
|         |   if(skin == null) {
|         |     return 0;
|         |   }
|         |   return skin.graphicWidth;
|         | } |
| NeuralCodeSum: returns the current skin of the current called width. |
| M2TS (1): returns the current skin of square. |
| M2TS (attention): returns the width of the scaled skin. |
| M2TS: returns the current width of square from scaled skin. |
| Reference: returns the current width of square from the scaled skin. |

with the number of heads until the number of heads is set to 8, after which it starts to decrease so that more heads in the multi-head attention is not better. We consider that when too many heads are set, it leads to distraction and thus destroys the correlation between the data. The other baselines are not listed in Table 4 because they do not use the multi-head attention mechanism.

5.4 Ablation Study

We further conduct ablation experiments to verify the effects of the multi-scale feature extraction method and the cross modality fusion method on M2TS. The results are shown in the bottom half of Table 3.

Analysis of using the BERT pre-training. In the multi-scale AST feature extraction module, we embed the "type" and "value" of nodes using the BERT pre-training method, and input them into GCN as the initial feature vector of nodes. In this section, we compare it with the random initialization method for nodes. As seen in Table 3, higher metric scores are obtained using BERT than the random initialization method on the three datasets. This is since that AST nodes contain code tokens information, and embedding them as the initial feature vector of nodes can preserve code tokens semantic features as much as possible.

Analysis of GCN with the residual connection. To extract the structural features of ASTs more completely and accurately, we improve the general GCN in the multi-scale method by using a residual connection to sum the output of the previous graph convolution layer with the production of the current layer. In order to verify the effectiveness of this method, we use residual-free GCN with it for ablation analysis. The M2TS (G-GCN) represents using the general GCN in Table 3, and the results show that the GCN with residual connection works better. This may be because the general GCN computes fewer message-passing iterations when embedding, resulting in some loss of features [38].

Analysis of the cross modality fusion. To confirm that the ACF module is better than using the traditional fusion method, we fuse AST and code tokens features using two traditional attention mechanisms as in [24, 31]. Then the fused features are fed into the decoder to generate summaries, where we use the GRU for our decoder. The ablation comparison experiments find that the metric scores obtained using the ACF module are higher on the three datasets. As shown in Table 3, the M2TS (attention) denotes the summary generated using the traditional fusion method, and the ACF module yields 4.9% higher CIDER scores on the JAL dataset than using the traditional method. This shows that our cross modality fusion method can highlight the critical information in each modality to help generate summaries.

5.5 Qualitative Analysis

Since the statistics do not fully reveal the predictive power of the model, we further discuss the quality of the summaries generated by M2TS through qualitative analysis. Table 5 shows the summaries generated by the different models for the examples in the three datasets, where the model M2TS (1) denotes the summaries generated when the scale is set to 1. We chose the NeuralCodeSum for comparison because this baseline played a key transition role throughout the study, with subsequent studies MMTrans and SG-Trans being based on the Transformer. From Table 5, we can observe that M2TS can generate better descriptions for the given programs. Specifically, for the example in the JAH dataset, the keyword "gui" is missing in the results of the baseline NeuralCodeSum and ablation analysis but can be generated accurately by our model. In addition, for the examples in the PYB and JAL datasets, our model can generate semantically coherent phrases "every descriptor" and "current width", which is not possible with other listed baselines. M2TS generates high-quality summaries for the following reasons: first, embedding ASTs at multiple scales enables more comprehensive extraction of syntactic structural information of ASTs, then the fusion of two modalities, ASTs and code tokens, using the ACF module can learn the contextual semantic relevance of code tokens while highlighting structural features of source code. Due to the two main components, the generated summaries are semantically more fluently compared to NeuralCodeSum and other baselines as seen in the examples.

6 RELATED WORK

6.1 Source Code Summarization

Source code summarization aims to generate short summaries for code snippets. Existing code summarization approaches can be divided into traditional and based on deep learning.
Among the traditional methods of source code summarization, the earliest is the approach based on artificial templates. Sridhara et al. [14] used the SWUM to create a rule-based approach to generating summaries for Java methods. Haiduc et al. [15, 16] applied text retrieval techniques and latent semantic search to select essential keywords from source code and treated these keywords as comments. Hindle et al. [50] addressed the naturalness of code languages and proved that source code could be modelled by probabilistic models. Subsequently, Dana et al. [51] combined statistical probability models such as topic models and n-gram models to predict comments for Java methods [24].

Since deep learning can automatically learn pattern features from large-scale data, some studies have experimented with deep learning-based approaches to generate code summaries [22, 52–54]. Inspired by Neural Machine Translation (NMT), some studies have looked at code summarization as a variant of the translation task. Lyer et al. [21] proposed a Seq2Seq model based on attention mechanism, where they used token embedding vectors as the output of the encoder and then used the LSTM as the decoder to generate summaries. With the advent of code-structured representation ASTs, some research has begun to revolve around them, with Hu et al. [17, 23], Zhang et al. [34], and LeClair et al. [25] successively using ASTs as input to the encoder-decoder model. In addition, Wan et al. [22] used deep reinforcement learning to enhance code summarization as the way to address exposure bias during coding [55]. LeClair et al. [31] used both AST and source code to generate comments for Java methods, which differ from their work published in 2019 ICSE [25] in that they studied AST graphs rather than AST sequences. With the emergence of the Transformer model [29], Ahmad et al. [30] improved it to generate summaries for both Java and Python language. Due to the power of the Transformer model, much work has subsequently emerged around it [37, 49, 56, 57].

Compared with the above works, our approach can comprehensively extract the structural features of source code and fuse code token and AST features in a cross-modality fusion method to obtain the best performance than the above state-of-the-art methods.

### 6.2 Graph Convolutional Neural Network

GCN is a graph embedding algorithm used more often in recent years. Its core idea is the weighted summation of the feature values of nodes themselves and their neighboring nodes [39], where the feature value refers to the content information of the nodes. Each layer of graph convolution has two main inputs: the output of the previous layer of graph convolution and the adjacency matrix. Since there is no previous layer output when inputting the first layer of graph convolution, the input is the initialization feature vector of nodes. Before inputting the GCN, the adjacency matrix needs to be normalized, and the following is the formula:

\[
\hat{A} = \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2},
\]

where \( \hat{A} = A + I \), \( I \) denotes the unit matrix, which is added to consider the information of the nodes themselves. \( \tilde{D} \) is the degree matrix of \( \tilde{A} \), and \( \hat{A} \) is the normalized adjacency matrix.

In this paper, we use the BERT pre-training [40] to embed nodes and input the embedding vectors as the initial feature vectors of nodes along with the normalized adjacency matrix into the GCN. In addition, we add a residual connection to the general GCN to prevent features loss when performing the next graph convolution layer.

### 7 THREATS TO VALIDITY

We have identified the following threats to validity:

- **Evaluation method.** In this paper, we use four popular automatic evaluation metrics to assess the similarity of generated and reference sentences. Although they are computationally fast and widely used in this field [31], they have some limitations, such as the valid summary generated by the model may not be aligned with the reference summary or the generated summary is aligned with the reference summary but not readable. Therefore, it is necessary to evaluate generated summaries from additional perspectives, such as human evaluation [22, 24].

- **Hardware limitations.** Our experiments cannot perform hyper-parameter optimizations of the model due to hardware limitations [31]. In Table 2, our model or baselines may be affected by certain hyper-parameters (e.g., learning rate and batch size), caused different metric scores or rankings. This is an unavoidable problem in deep learning research. The hyper-parameters we set when reproducing the work in baselines should match their descriptions as much as possible to mitigate this problem [22].

- **Dataset type.** We use the Java and Python datasets to validate the feasibility of the model in this paper. Although our proposed multi-scale AST feature extraction method is set at the same scales in these three datasets, we do not know whether this setup is equally applicable to other datasets. Therefore, it is necessary to conduct experiments on more large datasets (e.g., C, C#) to verify the reliability of this method.

### 8 CONCLUSION

In this paper, we propose a multi-scale multi-modal approach based on the Transformer for source code summarization (M2TS), which present a multi-scale AST feature extraction method to extract the structural features of source code more completely and accurately at multiple local and global levels. In addition, we use a new cross-modality feature fusion method to fuse the encoded AST features with the code tokens features, highlighting the structural information of source code and learning the contextual semantic relevance between code tokens. Finally, we input the fused features and the encoded code tokens features into the combined decoder to generate summaries. In particular, our extensive experiments on two Java and one Python datasets demonstrate the effectiveness of M2TS, and the results show that it outperforms the related approaches.
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