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In 1952, Léon van Hove published an article, in French, with the title Les difficultés de divergences pour un modèle particulier de champ quantifié. The article is frequently cited in relation to Haag’s theorem and to the issue of the existence of unitarily inequivalent representations of the canonical commutation relations in Quantum Field Theory. Summarizing in brief, it suggests a link between the appearance of divergences in perturbative Quantum Field Theory and the fact that quantum states belonging to an interacting theory do not belong to the same Hilbert space of the free theory. It also suggests that renormalization fails to provide an accurate description of the time evolution of the quantum field, although it correctly accounts for the $S$ matrix. Due to its relevance, and to the difficulty of finding an English translation, the ideas contained in this article are proposed again here, expanded with derivations and accompanied by a discussion aimed at putting the analysis into context. We highlight the main points from the perspective of a contemporary reader, and underline the differences with the standard approach usually taught in curricular courses in Quantum Field Theory.

Keywords: Quantum Field Theory, Perturbative divergences, Renormalization.

Shortly after the birth and systematization of renormalization [1], the Belgian physicist Léon van Hove wrote two articles ([2] in 1951, and [3] in 1952) on the formal structure of Quantum Field Theory (QFT). The aim of the second article [3] in particular was to shed light on the reason behind the appearance of the divergences which plague QFT, and to assess whether renormalized perturbative QFT can be considered an accurate description of a non-perturbative QFT. The abstract reads as follows:

It is well known that for a neutral scalar field in scalar interaction with infinitely heavy, fixed point sources, the stationary states can be determined exactly. This simple model of quantum field is considered for the discussion of the following two problems: to investigate the origin of the divergences which are unavoidably brought in when the interaction is treated as a perturbation; and to see how good a description of the exact solution is obtained from the perturbative approach, as improved by the renormalization technique to discard the divergences. The origin of the divergences is found to lie in the fact that the stationary states of the field interacting with the sources are not linear combinations of the stationary states of the free field. The former are not contained in the Hilbert space spanned by the latter (they even turn out to be orthogonal to this space). As a consequence of the results obtained in a previous article, a similar property is shown to hold for the more realistic case of two interacting fields under the mere assumption that stationary states exist in presence of interaction. Regarding the second problem, whereas the exact solution and the results obtained by perturbation and renormalization methods are in agreement for the $S$ matrix, they are found to disagree for the unitary matrix $S(t)$ expressing the change of the wave vector between the times $t = -\infty$ and $t$ finite.

Despite being more than sixty years old, this article is still cited nowadays, mainly in connection with Haag’s theorem and the existence of unitarily inequivalent representations of the canonical commutation relations. Nevertheless, it is largely unknown to the physicists community, apart from those who work on the mathematical aspects of QFT. It is in our opinion important, both from a historic and a didactic point of view, to give the ideas contained in this article the visibility they deserve. Even more so since English translations of the French original are very hard to find, if they exist at all. We therefore propose again these ideas here, by no means aiming to provide a substitute to the original.

Apart from a slight reorganization, we follow the lines of the article (sections 3 to 6) adding explanations and derivations to improve the understandability of the analysis. In the process we corrected one typo and a wrong
claim, and switched to a notation closer to the contemporary taste. To help place the results into context, we added a “Comments” section (number \[2\]) where we also emphasize the points which we believe are more interesting to the contemporary reader, and highlight how and where the article departs from the standard exposition of QFT a student is typically exposed in curricular courses at the undergraduate level.

A notable difference with the original, which considers the general case of \(N \geq 1\) point-like sources, is that we focused on the case \(N = 2\) where only two sources are present. We believe that this way the results of the article stand out more clearly, more than compensating the loss in generality. Nevertheless, we comment where appropriate on how the particular case relates to the general one. We remark that, apart from the abstract which appeared also in English in the original paper, when we report van Hove’s words we are actually reporting our own translation of them.

1. Introduction

The contemporary outlook on renormalization has been greatly influenced, besides its celebrated empirical success, by the role it had in the development of the Standard Model \[4\] and by the conceptual re-elaboration operated by Kenneth Wilson \[5–7\]. Indeed, the application to Quantum Field Theory of the ideas of the renormalization group and the contextualization of QFT into the framework of effective field theory has elevated renormalization to the status of a physical procedure, when previously it was at times regarded as a mere technique to “get rid of divergences by hiding them under the carpet”.

However, in the early days of QFT the feel about renormalization was much more varied, ranging from the enthusiasm of the pioneers of renormalization to the severe criticism of others (including physicists as notable as Dirac, Heisenberg and Landau) \[8\]. In the introduction to \[3\] (to which hereafter we refer simply as “the article”), van Hove expresses his point of view on renormalization (at any rate, his point of view at the time) saying that “this method, which absorbs the divergences into the fundamental constants of the theory, cannot be regarded as definitive, and the search for a more fundamental method, as well as the comparison of the latter with the method of perturbative renormalization, seem indispensable tasks”. Well aware of the difficulties involved in this search, he suggests as an interesting direction to be pursued the study of simplified models which are simple enough to admit a rigorous (or even exact) treatment, but nevertheless share in a weaker form the divergences characteristic of the general cases. This point of view had already been advocated by Sollfrey and Goertzel \[9\], who studied the mechanical model where a vibrating string is coupled to a harmonic oscillator.

The simplified model chosen by van Hove for his analysis was instead that of a neutral scalar field coupled to point-like sources which are too massive to move as a result of the interaction. Notably, if the positions of the sources are held strictly fixed then the equation of motion for the scalar field can be solved exactly. The present contribution is devoted to revive van Hove’s analysis of this model, taking advantage of the benefits of hindsight. The exposition is structured as follows: after an introduction on the canonical commutation relations and the interaction picture in section \[2\] the exact solution of van Hove’s model is derived in section \[3\], and a general theorem about the space of state vectors (and a generalization thereof) is proved in section \[4\]. These results are used in section \[5\] to try to understand why the perturbative approach inevitably leads to the problem of divergences. Finally, applying the procedure of perturbative renormalization to the model and comparing the result with the exact one, in section \[6\] it is discussed until which point the perturbative renormalization provides a satisfactory approximation of the exact solution. Some personal comments and criticisms are proposed in section \[7\] and the conclusions are summarized in section \[8\].

2. Commutation Relations and Interaction Picture

The notion of “interaction picture” is a familiar one from the curricular courses in non-relativistic Quantum Mechanics (QM) and QFT, and lies at the basis of the perturbative formulation of the latter. Nevertheless, the subtleties involved in its introduction for systems with an infinite number of degrees of freedom are not always (or not at all) adequately discussed, and are of central importance in the article. Furthermore, there is an interplay between this notion and the choice of representation of the canonical commutation relations, which it is helpful to spell out. Before starting with the exposition of the article, we therefore spend some words to clarify these points.

2.1. The interaction picture

The general idea underlying the interaction picture is that, in many situations, instead of concentrating directly on the solution of a model it is more convenient to investigate its behavior relatively to a set of known solutions. This may happen because the equations are easier to solve from the “relative” point of view, or because the physics of the model becomes more transparent.

2.1.1. Dirac’s interaction picture

In the context of quantum physics, the interaction picture was introduced by Dirac \[10\] to study the absorption and stimulated emission of radiation by an
atom (with spontaneous emission treated in [11]). The procedure closely parallels the method of “variation of parameters (or constants)”, well-known from the theory of linear differential equations [12]. As usual, we follow von Neumann [13] and assume that the states of a quantum system are described by elements of a complex, separable Hilbert space \( \mathcal{H} \), and that the observables are described by self-adjoint (linear) operators on \( \mathcal{H} \). We use Dirac’s notation (\( \langle \cdot | \cdot \rangle \)) to indicate the inner product in \( \mathcal{H} \), and indicate with \( [\cdot, \cdot] \) the commutator.

Consider then a time-independent Hamiltonian \( \hat{H}_0 \) (which may for example describe an isolated atom or molecule), and let \( (\psi_n) \) be the set of its (orthonormalized) eigenstates and \( (E_n) \) its eigenvalues, supposing for simplicity the spectrum to be purely discrete and non-degenerate. The generic normalized solution of the Schrödinger equation

\[
i\hbar \partial_t \psi = \hat{H}_0 \psi
\]

is then

\[
\psi(t) = \sum_{n=0}^{\infty} c_n e^{-\frac{i}{\hbar} (t-t_0) E_n} \psi_n,
\]

with \( \sum_n |c_n|^2 = 1 \). The reference time \( t_0 \) can be chosen freely, and is the time at which \( c_0 \) coincides with the projection of \( \psi \) on \( \psi_0 \), so it follows that

\[
\psi(t) = e^{-\frac{i}{\hbar} (t-t_0) \hat{H}_0} \psi(t_0).
\]

Suppose now this system is perturbed, for example by an external electromagnetic field, and call \( \hat{H}_{\text{int}} \) the (possibly time-dependent) Hamiltonian describing the interaction, so the total Hamiltonian is \( \hat{H} = \hat{H}_0 + \hat{H}_{\text{int}} \). Since the collection of states \( (\psi_n) \) generates the Hilbert space of state vectors of the system, the generic solution of the interacting Schrödinger equation

\[
i\hbar \partial_t \psi = \left( \hat{H}_0 + \hat{H}_{\text{int}}(t) \right) \psi
\]

can be expanded on this basis, and therefore can be written in the form

\[
\psi(t) = \sum_{n=0}^{\infty} c_n(t) e^{-\frac{i}{\hbar} (t-t_0) E_n} \psi_n.
\]

It is apparent that the constants (or parameters) \( (c_n(t)) \), of the unperturbed solution are turned into the functions of time \( (c_n(t)) \), which describe the exact interacting solution relatively to the free one. The description in terms of \( (c_n(t)) \) is particularly convenient if the interaction is non-vanishing only in a finite time interval \([t_i, t_f]\).

Supposing the system is in the energy level \( E_j \) before the interaction kicks in, then the coefficient \( c_n(t) \) gives the transition amplitude from the energy level \( E_i \) to the energy level \( E_j \) caused by the interaction, so the “relative” description in terms of \( (c_n(t)) \) is very transparent from a physical point of view.

### 2.1.2. The pictures in quantum mechanics

Although very convenient to study transition amplitudes, the description in terms of the functions \( (c_n(t)) \) is less suited for other types of manipulations. One would like then to describe the system with an abstract state function whose evolution is nevertheless determined only by the Hamiltonian which describes the interaction, retaining the relative character of the description. It is indeed not difficult to verify that the state function

\[
\psi_1(t) = \sum_{n=0}^{\infty} c_n(t) \psi_n,
\]

obtained by “undoing” the time evolution of the free energy eigenstates, satisfies the equation

\[
i\hbar \partial_t \psi_1 = \hat{H}_1(t) \psi_1,
\]

where

\[
\hat{H}_1(t) = e^{\frac{i}{\hbar} \hat{H}_0} \hat{H}_{\text{int}}(t) e^{-\frac{i}{\hbar} \hat{H}_0}.
\]

Note that, indicating with \( \psi_0 \) the state function which was denoted with \( \psi \) in the equations \([14, 15]\), the relation \(6\) can be written abstractly as

\[
\psi_1(t) = e^{\frac{i}{\hbar} \hat{H}_0} \hat{O}_S(t) \psi_0(t).
\]

Therefore, \( \psi_1 \) is a good candidate for the “relative” state function we were looking for. To complete the quantum description, it is necessary to provide a way to compute the expectation values of the observables directly from \( \psi_1 \). Consider for example an observable \( \mathcal{O} \), described by the operator \( \hat{O}_S \) in the formulation where the state obeys \([14]\). Since the (free evolution) operator \( e^{-\frac{i}{\hbar} (t-t_0) \hat{H}_0} \) is unitary\(^{2}\), with inverse \( (e^{-\frac{i}{\hbar} (t-t_0) \hat{H}_0})^{-1} = (e^{-\frac{i}{\hbar} (t-t_0) \hat{H}_0})^{\dagger} = e^{\frac{i}{\hbar} (t-t_0) \hat{H}_0}, \) this can be achieved by mapping \( \hat{O}_S \) into a (time-dependent) operator \( \hat{O}_1(t) \) by the relation

\[
\hat{O}_1(t) = e^{\frac{i}{\hbar} \hat{H}_0(t-t_0)} \hat{O}_S e^{-\frac{i}{\hbar} \hat{H}_0(t-t_0)},
\]

The expectation values are trivially left unaltered by the simultaneous transformation of state function and operator

\[
\langle \psi_1(t) | \hat{O}_1(t) | \psi_1(t) \rangle = \langle \psi_0(t) | \hat{O}_S | \psi_0(t) \rangle.
\]

\(^3\) A map \( \mathcal{U} \) is said to unitary if \( \mathcal{U} \mathcal{U}^{\dagger} = \mathcal{U}^{\dagger} \mathcal{U} = \mathcal{I} \), where \( \mathcal{I} \) denotes the identity operator in the appropriate Hilbert space.
and the new operator obeys the evolution equation
\[ \frac{d}{dt} \hat{\Phi}(t) = i \frac{\hbar}{\hbar} [\hat{H}_0, \hat{\Phi}(t)]. \] (12)
Looking at (7) and (12), it is apparent that in this relative description the dynamical problem is split into two parts: the time evolution of the state function is determined by the interaction part of the Hamiltonian, while the time evolution of the operators is determined by the free part of the Hamiltonian.

The description of the dynamical problem in terms of \( \psi_S(t) \) and \( \hat{O}_S \), where the state function evolves according to (4), is called the Schrödinger picture, while the description in terms of \( \psi_i(t) \) and \( \hat{O}_i(t) \), where the state function evolves according to (7) and the operators according to (12), is called the interaction picture. Another description, more used in QFT, is the so-called Heisenberg picture, where the state function \( \psi_H \) does not evolve in time and the dynamics is completely cast on the operators, whose time evolution is determined by the equation
\[ \frac{d}{dt} \hat{O}_H(t) = i \frac{\hbar}{\hbar} [\hat{H}_0, \hat{O}_H(t)]. \] (13)
All these pictures provide equivalent descriptions of the system under study and of its time evolution. The (arbitrary) reference time \( t_0 \) is the time when the three pictures coincide, the customary choice being \( t_0 = 0 \).

2.2. The CCR and the unitary equivalence theorems

It is apparent that the possibility of introducing the interaction picture relies completely on the assumption that the eigenstates of the free Hamiltonian \( \hat{H}_0 \) generate the space of state vectors of the interacting system. In other words, it relies on the assumption that the free Hamiltonian \( \hat{H}_0 \) can be exponentiated to a unitary operator on the space of states of the interacting theory.

This is one of those assumptions that, in the early period of the new quantum theory\(^4\), were accepted as true even if fully fledged mathematical proof were lacking. Other important examples are the equivalence, heuristically proved by Schrödinger\(^16\), between Heisenberg, Born and Jordan’s mechanics\(^15\)\(^17\)\(^18\) and Schrödinger’s wave mechanics\(^19\), and the assertion (explicit for example in Dirac\(^20\)) that the theory is completely determined by specifying at the abstract level the commutators between the observables.

2.2.1. The canonical commutation relations

Indeed, considering a system of \( n \) degrees of freedom where the canonical position and momentum observables are represented by the operators \( \{\hat{Q}_j, \hat{P}_j\}_{j = 1, \ldots, n} \), in both the Schrödinger formulation and the Heisenberg-Born-Jordan formulation the following commutation relations hold
\[ [\hat{Q}_j, \hat{Q}_k] = [\hat{P}_j, \hat{P}_k] = 0, \quad [\hat{Q}_j, \hat{P}_k] = i\hbar\delta_{jk} \text{Id}, \] (14)
where 0 and Id respectively denote the null and the identity operator. For the sake of simplicity, we limit ourselves here to the quantum mechanics of spin-zero particles, so all physically relevant quantities can be expressed in terms of the \( \hat{Q} \)s and \( \hat{P} \)s. The commutation relations (14) are known as the Canonical Commutation Relations (CCR), or as the Heisenberg commutation relations (although it would historically more appropriate to name them after Dirac, Born and Jordan since they were accepted\(^15\)) than in (15)).

As it is widely known, in Schrödinger’s approach the operators \( \{\hat{Q}_j, \hat{P}_j\} \) are realized respectively as the multiplication and differentiation operators
\[ \hat{Q}_j : \psi(x_1, \ldots, x_n) \rightarrow x_j\psi(x_1, \ldots, x_n), \quad (15) \]
\[ \hat{P}_j : \psi(x_1, \ldots, x_n) \rightarrow i\hbar \frac{\partial}{\partial x_j} \psi(x_1, \ldots, x_n), \quad (16) \]
in the space \( L^2(\mathbb{R}^n, \mathbb{C}) \) of complex-valued functions which are square-integrable on \( \mathbb{R}^n \), while in Heisenberg, Born and Jordan’s approach they are realized as appropriate infinite matrices acting on infinite sequences of complex numbers. Among the founders, Dirac was probably the one who identified more clearly the algebraic structure of the new QM, which he formulated directly in terms of non-commuting abstract “\( q \)-numbers” obeying (14) (the observables), while ordinary complex numbers were referred to as “\( c \)-numbers”.

An important reformulation of the kinematical structure of QM was given by Weyl\(^21\), who proposed that the operators \( \{\hat{Q}_j, \hat{P}_j\} \) should more appropriately be seen as the generators of the one-parameter unitary groups
\[ \hat{U}^{(j)}(\sigma_j) = e^{\frac{\sigma_j}{\hbar} \hat{P}_j}, \quad \hat{V}^{(j)}(\tau_j) = e^{\frac{\tau_j}{\hbar} \hat{Q}_j}, \] (17)
which, considering for simplicity the case \( n = 1 \), in the Schrödinger representation act as follows
\[ (\hat{U}(\sigma) \psi)(x) = \psi(x + \sigma), \quad (\hat{V}(\tau) \psi)(x) = e^{\frac{\pi \tau \hbar}{\hbar}} \psi(x). \] (18)
In the general case, Weyl heuristically proved that the position and momentum operators generate two \( n \)-parameter unitary groups, \( \hat{U}(\sigma) \) and \( \hat{V}(\tau) \), which obey
\[ \hat{U}(\sigma) \hat{U}(\sigma') = \hat{U}(\sigma + \sigma'), \quad \hat{V}(\tau) \hat{V}(\tau') = \hat{V}(\tau + \tau'), \] (19)
\[ \hat{U}(\sigma) \hat{V}(\tau) = e^{\frac{i}{\hbar} (\sigma \tau_1 + \cdots + \sigma \tau_n)} \hat{V}(\tau) \hat{U}(\sigma), \] (20)
where we indicated \( \sigma = (\sigma_1, \ldots, \sigma_n) \) and \( \tau = (\tau_1, \ldots, \tau_n) \). The relations (19) and (20) are known as the

\[^4\] We use the term “new quantum theory” to denote the development of QM starting around 1925 with Heisenberg’s first paper\(^15\).
Weyl form of the CCR, or briefly as the Weyl relations. The Schrödinger representation of the Weyl relations is the one where \( \hat{U} \) and \( \hat{V} \) are generated by the operators \( \hat{Q}_j \) and \( \hat{P}_j \) respectively.

2.2.2. Unitary equivalence theorems

A central problem was to establish under which hypotheses a representation of the CCR in a separable Hilbert space \( \mathcal{H} \) is unitarily equivalent to the Schrödinger representation in \( L^2(\mathbb{R}^n, \mathbb{C}) \). In other words, considering the case of \( n \) degrees of freedom, under which conditions there exist a unitary map \( U: \mathcal{H} \rightarrow L^2(\mathbb{R}^n, \mathbb{C}) \) such that

\[
U\hat{Q}_j U^{-1}\psi(x_1, \ldots, x_n) = x_j\psi(x_1, \ldots, x_n),
\]

(21)

\[
U\hat{P}_j U^{-1}\psi(x_1, \ldots, x_n) = i\hbar \frac{\partial}{\partial x_j}\psi(x_1, \ldots, x_n).
\]

(22)

These representations are usually termed regular representations of the CCR.

It is worthwhile to briefly comment on the mathematical subtleties involved in these matters. It is possible to show from the abstract relations [14] that there do not exist representations of the CCR in a finite dimensional Hilbert space, and neither is it possible to represent them with bounded operators \( \hat{Q}_j \) and \( \hat{P}_j \) in the infinite dimensional case [22,23]. Since an unbounded operator cannot be defined on the whole of \( \mathcal{H} \), the relations [14] can at best hold in the common domain, dense in \( \mathcal{H} \), of the operators \( \hat{Q}_j \hat{P}_j \) and \( \hat{P}_j \hat{Q}_j \) for \( j = 1, \ldots, n \). The Weyl form of the CCR, on the other hand, may be considered to hold on the whole of \( \mathcal{H} \), since the exponentiated operators \( \hat{U}(\sigma) \) and \( \hat{V}(\tau) \) are bounded and their domain can therefore be extended to the whole Hilbert space.

The best known result in this direction goes under the name of Stone-von Neumann theorem, which was formulated by Stone [24] with extremely concise hints of a possible proof, and proved by von Neumann [25]. It can be formulated [26] as follows: let \( \mathcal{H} \) be a separable Hilbert space over \( \mathbb{C} \), and let the family of (weakly continuous) transformations \( \hat{U}(\sigma) \) and \( \hat{V}(\tau) \), with \( \sigma \) and \( \tau \in \mathbb{R}^n \), be irreducible in \( \mathcal{H} \). If \( \hat{U} \) and \( \hat{V} \) satisfy the Weyl relations, then there exists a unitary transformation \( U: \mathcal{H} \rightarrow L^2(\mathbb{R}^n, \mathbb{C}) \) such that

\[
U\hat{U}(\sigma)U^{-1} = \hat{U}(\sigma), \quad U\hat{V}(\tau)U^{-1} = \hat{V}(\tau),
\]

(23)

where \( \{\hat{U}, \hat{V}\} \) is the Schrödinger representation of the Weyl relations on \( L^2(\mathbb{R}^n, \mathbb{C}) \). Moreover, if \( \{\hat{U}, \hat{V}, \mathcal{H}\} \) is a reducible representation, then \( \mathcal{H} \) decomposes into a direct sum of countably many closed subspaces, on each of which the restriction of \( \{\hat{U}, \hat{V}\} \) is once again unitarily equivalent to the Schrödinger representation.

Colloquially the theorem says that, if the irreducible case, under general conditions any representation of the Weyl form of the CCR is unitarily equivalent to the Schrödinger representation, when the number of degrees of freedom is finite. In this case the equations [21,22] between the generators of \( \hat{U}, \hat{V}, \hat{U} \) and \( \hat{V} \) then hold, so the associated representations of the (ordinary form of the) CCR are also unitarily equivalent. It is natural to wonder whether it is possible to prove the unitary equivalence of representations of the (ordinary) CCR with Schrödinger’s one, without relying on the Weyl form of the CCR. This is indeed possible, as shown for example by Rellich [26] and Dixmier [27], by imposing additional conditions on the operators \( Q_j \) and \( P_j \). A different, but related, question concerns the precise relation between the ordinary and the Weyl form of the CCR. In light of the technical complexity of these results, we direct to the exposition [28] for a detailed treatment.

It is finally important to mention that there exist representations of the (ordinary) CCR, still with a finite number of degrees of freedom, which are not unitarily equivalent to Schrödinger’s one. Of course, in these cases the hypotheses of Rellich and Dixmier are not satisfied, and the exponentiation of the position and momentum operators do not satisfy the Weyl form of the CCR. Far from being just mathematical curiosities, some of these representations are of common use in QM. A well-known example is that of a particle in a one-dimensional box with infinite walls or with periodic boundary conditions. A somewhat more sophisticated example is that of QM in topologically non-trivial spaces, such as \( \mathbb{R}^3 \) deprived of a line, which for instance is relevant to the Aharonov-Bohm effect.

2.2.3. Application to the equivalence of theories

A consequence of the unitary equivalence theorems is that, in an appropriate sense, every formulation of QM which satisfies the hypotheses is equivalent to the Schrödinger formulation.

Recall in fact that every observable quantity in QM is expressible in terms of expectation values, and consider a self-adjoint and irreducible representation \( \{\hat{Q}_j, \hat{P}_j\}_{j=1, \ldots, n} \) of the CCR, and an analytic function \( F[(\hat{Q}_j, \hat{P}_j)] \) of these operators. Note that from the analyticity it follows that, if \( U: \mathcal{H} \rightarrow L^2(\mathbb{R}^n, \mathbb{C}) \) is unitary, then we have

\[
F\left(\left(x_j, i\hbar \frac{\partial}{\partial x_j}\right)\right) = F\left(U\hat{Q}_j\hat{U}^{-1}, U\hat{P}_j\hat{U}^{-1}\right)
\]

(24)

\[
= UF\left[(\hat{Q}_j, \hat{P}_j)\right]U^{-1},
\]

(25)

In these cases the spectrum of the momentum operator is discrete, so the relevant representation of the CCR cannot be unitarily equivalent to the Schrödinger’s one in \( L^2(\mathbb{R}, \mathbb{C}) \), where the momentum operator has continuous spectrum.
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[5] That is, the only subspaces of \( \mathcal{H} \) which are left invariant by \( \hat{U}(\sigma) \) and \( \hat{V}(\tau) \) are the zero vector and \( \mathcal{H} \) itself.
and so
\[
\left\langle \psi \right| F \left( \left(x_j, i\hbar \frac{\partial}{\partial x_j} \right) \right) \left| U \psi \right\rangle_{L^2(\mathbb{R}^n, \mathbb{C})} = \left\langle \psi \right| F \left( \left(\dot{Q}_j, \dot{P}_j \right) \right) \left| \tilde{\mathcal{H}} \right\rangle.
\] (24)

If we set-up a correspondence between the states of \( \mathcal{H} \) and those of \( L^2(\mathbb{R}^n, \mathbb{C}) \), physically identifying the states which are linked by the map \( U \) (that is, we identify \( \psi \in \mathcal{H} \) with \( U\psi \in L^2(\mathbb{R}^n, \mathbb{C}) \)), then the expectation values are preserved by the correspondence between the two theories. If in addition the time evolution in the two theories commutes with this correspondence, then the two theories are physically equivalent (at least as far as analytic observables are concerned).

This is indeed the case of the Heisenberg-Born-Jordan matrix mechanics and of Schrödinger’s wave mechanics, whose physical equivalence can be proved resorting to the Stone-von Neumann theorem. More in general, the unitary equivalence theorems provide a precise mathematical basis for the assertion that the theory can be formulated abstractly, by specifying its algebraic structure, thereby substantiating Dirac’s assertion.

2.2.4. Application to the interaction picture

These results also have bearing on the existence of the interaction picture. The argument is similar to that of the previous section, but here the two “theories” in question are in fact descriptions of the same physical system by switching on and off an interaction (e.g. with a external potential).

Consider a physical system whose quantum dynamics is described, at abstract level, by a self-adjoint Hamiltonian \( \hat{H}_0 = h_0 \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) \) acting on a separable Hilbert space \( \mathcal{H}_0 \), where \( h_0 \) is an analytic function and \( \left( \hat{Q}_j, \hat{P}_j \right) \) is an irreducible self-adjoint representation of the CCR. Consider another description of the quantum dynamics of the “same” physical system where an interaction is taken into account, so the self-adjoint Hamiltonian is
\[
\hat{\mathcal{H}} = \hat{H}_0 + \hat{H}_{\text{int}}.
\] (25)

with
\[
\hat{H}_0 = h_0 \left( \left[ \hat{q}_j, \hat{p}_j \right] \right), \quad \hat{H}_{\text{int}} = h_{\text{int}} \left( \left[ \hat{q}_j, \hat{p}_j \right] \right).
\] (26)

Here \( \hat{H}_0 \) describes the interaction, with \( h_0 \) assumed to be analytic, and \( \left( \hat{q}_j, \hat{p}_j \right) \) is again an irreducible self-adjoint representation of the CCR. Let \( \mathcal{H} \) be the separable Hilbert space on which \( \hat{\mathcal{H}} \) acts. The question presents itself of how to relate the two descriptions, for then to introduce the interaction picture.

One option is to realize the two descriptions on a unique concrete space, \( L^2(\mathbb{R}^n, \mathbb{C}) \), taking advantage of the unitary equivalence. Then \( \hat{Q}_j, \hat{P}_j \) and \( \hat{q}_j, \hat{p}_j \) are mapped to the same operators on \( L^2(\mathbb{R}^n, \mathbb{C}) \), and this implies that the realization of the operator \( \hat{H}_0 \) coincides with that of \( \hat{H}_0 \), which describe the free evolution of the system. One can then introduce the interaction picture as described above.

Another option is to work at the abstract level. This is especially compelling when it is possible to construct the space \( \mathcal{H}_0 \), together with the dynamics in it, purely by algebraic means (like when \( h_0 \) describes a collection of free harmonic oscillators). The unitary equivalence of both the representations on \( \mathcal{H}_0 \) and on \( \mathcal{H} \) with the Schrödinger representation on \( L^2(\mathbb{R}^n, \mathbb{C}) \) implies that there exists a unitary map \( U : \mathcal{H}_0 \rightarrow \mathcal{H} \) such that
\[
UQ_j U^{-1} = \hat{q}_j, \quad U\hat{P}_j U^{-1} = \hat{p}_j.
\] (27)

This implies first of all that
\[
\hat{H}_n = h_n \left( \left[ \hat{q}_j, \hat{p}_j \right] \right) = Uh_0 \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) U^{-1} = U\hat{H}_0 U^{-1},
\] (28)
\[
\hat{H}_{\text{int}} = h_{\text{int}} \left( \left[ \hat{q}_j, \hat{p}_j \right] \right) = U h_{\text{int}} \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) U^{-1} = U\hat{H}_{\text{int}} U^{-1},
\] (29)

where we defined \( \hat{H}_{\text{int}} = h_{\text{int}} \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) \). It follows that \( \hat{H}_0 \) is self-adjoint on \( \mathcal{H} \), and therefore so is \( \hat{H}_{\text{int}} = \hat{H} - \hat{H}_0 \). Moreover, if \( \psi(t) \) solves the Schrödinger equation in \( \mathcal{H}_0 \) then \( \phi(t) = U\psi(t) \) solves in \( \mathcal{H} \) the equation
\[
\hbar \frac{\partial}{\partial t} \phi(t) = \hat{H}_0 \phi(t),
\] (30)
with the relation
\[
\left\langle \phi(t) | F \left( \left[ \hat{q}_j, \hat{p}_j \right] \right) | \phi(t) \right\rangle_{\mathcal{H}} = \left\langle \psi(t) | F \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) | \psi(t) \right\rangle_{\mathcal{H}_0},
\] (31)
being satisfied for every analytic observable \( F \). This means that, to any solution \( \psi(t) \) of the (free) Schrödinger equation in \( \mathcal{H}_0 \), we can associate (in a bijective way) a time-dependent configuration \( \phi(t) = U\psi(t) \) in \( \mathcal{H} \) which has the same physical properties (same expectation values of the observables) as \( \psi(t) \). Since the time evolution of \( \phi(t) \), as (30) shows, is dictated by \( \hat{H}_0 \), we can legitimately identify the latter as as the free Hamiltonian on \( \mathcal{H} \), and consequently introduce the interaction picture using \( e^{\frac{i}{\hbar} \int_{t_0}^t \hat{H}_0 dt} \).

Alternatively, we can map the interacting dynamics onto \( \mathcal{H}_0 \). Considering a solution \( \phi(t) \) of the Schrödinger equation
\[
\hbar \frac{\partial}{\partial t} \phi(t) = \hat{H} \phi(t),
\] (32)
the relation
\[
U^{-1} \hat{H} U = U^{-1} h_0 \left( \left[ \hat{q}_j, \hat{p}_j \right] \right) U + U^{-1} h_{\text{int}} \left( \left[ \hat{q}_j, \hat{p}_j \right] \right) U
\]
\[
= h_0 \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) + h_{\text{int}} \left( \left[ \hat{Q}_j, \hat{P}_j \right] \right) = \hat{H}_0 + \hat{H}_{\text{int}}
\]
implies that, calling $\psi(t) = U^{-1}\phi(t)$, we have
\[ i\hbar \frac{\partial}{\partial t} \psi(t) = \left( \hat{H}_0 + \hat{H}_{\text{int}} \right) \psi(t). \] (33)

Moreover, (31) again holds. This means that, to every solution $\phi(t)$ of the (interacting) Schrödinger equation in $\mathcal{H}$ we can associate (in a bijective way) a time-dependent configuration $\psi(t) = U^{-1}\phi(t)$ in $\mathcal{H}_0$ which has the same physical properties as $\phi(t)$ (since (31) holds). Comparing (33) with the (free) Schrödinger equation in $\mathcal{H}_0$
\[ i\hbar \frac{\partial}{\partial t} \psi(t) = \hat{H}_0 \psi(t), \] (34)

it follows that we can meaningfully identify $\hat{H}_{\text{int}}$ as the Hamiltonian on $\mathcal{H}_0$ which describes the interaction, and therefore introduce the interaction picture on $\mathcal{H}_0$ by means of $e^{\pm \frac{i}{\hbar}(t-t_0)\hat{H}_0}$.

2.2.5. Infinite number of degrees of freedom

It is a matter of fact that the Stone-von Neumann theorem does not hold when the number of degrees of freedom is infinite, that is when the physical system under study is described by an infinite collection of couples of canonical variables satisfying the CCR. This fact is relevant both for thermodynamic considerations in quantum mechanics, and for the quantization of field theories. Regarding the first case, it is a common procedure to consider the “thermodynamic limit” of a system by sending to infinity both the number of particles $N$ and the volume $V$ in such a way to keep fixed the density $N/V$. Regarding the second, it is well known that expanding a field $\phi(t, x)$ over a set of orthonormal spatial functions one gets an equivalent description of the field in terms of the expansion coefficients, which are functions of time and infinite in number.

In these cases, the existence of representations of the CCR which are unitarily inequivalent is an unavoidable fact. While in (finite volume) QM the irregular representations of the CCR (mentioned in the last paragraph of section 2.2.2) may be regarded as associated to peculiar situations, or in some cases circumvented by insisting on working on $L^2(\mathbb{R}^n, \mathbb{C})$, in the quantum theory of fields the existence of Unitarily Inequivalent Representations (UIR) of the CCR is the norm. The question then poses itself of how to select the appropriate representation for the specific system under study. For example: is it selected kinematically or dynamically? In the first case, which is the right criterion to choose it? In the second, which is the dynamical mechanism which selects it?

We do not aim to answer this general questions here, and postpone further discussion on these matters to section 7. Anyway, a brief comment is in order. Consider two representations of the CCR, $(\hat{Q}_j, \hat{P}_j)$, and $(\hat{q}_j, \hat{p}_j)$, which describe respectively the free and the interacting dynamics of a physical system with an infinite number of degrees of freedom (so $j$ now belongs to an infinite index set). Suppose that, whether kinematically or dynamically selected, they turn out to be unitarily inequivalent. Then, recalling the considerations of section 2.2.4 about the interaction picture, a priori there is no way to claim that $\hat{H}_0$ encodes the free dynamics on the space of the interacting theory, or that $\hat{H}_{\text{int}}$ encodes the interaction on the space of the unperturbed theory. Furthermore, suppose we unilaterally decide to use unitarily equivalent representations in the two cases, and some inconsistency turns up when performing calculations in the interaction picture. Then we cannot really tell whether the problem is with the model we are using, or with the choice of representations, or both. Whether or not an incorrect choice of representations can explain the divergences which appear in perturbative QFT is one of the main subjects of the article.

3. Van Hove’s Model and its Stationary States

Let us now turn to the study of van Hove’s model, and consider a real, massive and relativistic scalar field which interacts with two (in the original formulation, $N$) point-like sources. The aim is to study the effect of the sources on the field, neglecting instead the backreaction of the field on the sources. Therefore, the system is idealized by assuming the sources to be infinitely massive, so that their positions $\vec{y}_1, \vec{y}_2$ (with $\vec{y}_1 \neq \vec{y}_2$ strictly) remain fixed. The interaction of the field with each source is modeled by a Hamiltonian which is simply proportional to the value of the scalar field at the position of the source, times a charge $q_i$ characteristic to each source.

3.1. The two-sources case

The system is therefore described by the Hamiltonian
\[ H = H_0 + g H_{\text{int}}, \] (35)

\[ H_0 = \frac{1}{2} \int d^3x \left( \pi^2 + |\nabla \phi|^2 + m^2 \phi^2 \right), \] (36)

\[ H_{\text{int}} = q_1 \phi(t, \vec{y}_1) + q_2 \phi(t, \vec{y}_2), \] (37)

where $\phi = \phi(t, \vec{x})$ is the real scalar field of mass $m$, $\pi = \pi(t, \vec{x})$ the (real) conjugate momentum and $g$ is the coupling constant, supposed adimensional. Natural units are used, so that $\hbar = c = 1$. It is apparent that a suitable rescaling of $g$ and of $q_1$ and $q_2$ leaves the Hamiltonian unchanged. To avoid this arbitrariness, unless explicitly stated otherwise (notably sections 5 and 6) we work directly with the products $g_1 = g q_1$ and $g_2 = g q_2$. The Hamiltonian $H$ therefore depends on the parameters $g_1, g_2, \vec{y}_1$ and $\vec{y}_2$. DOI: https://doi.org/10.1590/1806-9126-RBEF-2020-0256
The system is supposed to be enclosed in a cubic box of large volume, with periodic boundary conditions. In other words, the field and the conjugate momentum are supposed to belong to the space of square-integrable functions periodic on a cubic lattice, where $L$ indicates the length of the edges of the primitive cell $\mathcal{P}$ and $V = L^3$ indicates its volume. The reciprocal lattice, which we indicate with $\mathcal{R}$, is again a cubic lattice whose primitive cell has edges of length $2\pi/L$ and volume equal to $(2\pi)^3/V$. Performing a Fourier expansion we obtain

$$\phi(t, \vec{x}) = \frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\sqrt{\omega_k}} \left( a_\vec{k} e^{-i\omega_k t} e^{i\vec{k} \cdot \vec{x}} + a_\vec{k}^+ e^{i\omega_k t} e^{-i\vec{k} \cdot \vec{x}} \right)$$

$$\pi(t, \vec{x}) = -\frac{i}{\sqrt{2V}} \sum_{\vec{k} \in \mathcal{R}} \sqrt{\omega_k} \left( a_\vec{k} e^{-i\omega_k t} e^{i\vec{k} \cdot \vec{x}} - a_\vec{k}^+ e^{i\omega_k t} e^{-i\vec{k} \cdot \vec{x}} \right),$$

where $\omega_k = \sqrt{n_k^2 + k^2}$ and $k = \|\vec{k}\|$. The wavevectors belonging to $\mathcal{R}$ are of the form $\vec{k} = \vec{n} 2\pi/L$ where $\vec{n} \in \mathbb{Z}^3$.

Before turning to the quantization of this system, it is useful to mention a procedure which will be useful below, the infinite volume limit. By this we mean the limit where $L$ (and therefore $V$) is sent to infinity in such a way to keep the basis functions normalized, which is implemented by transforming the sum over the reciprocal lattice into an integral as follows

$$\frac{1}{V} \sum_{\vec{k} \in \mathcal{R}} \to \frac{1}{(2\pi)^3} \int_{\mathbb{R}^3} d^3k.$$  

### 3.1.1. Canonical quantization

The canonical quantization of the system is performed in the Schrödinger picture. As usual, the Fourier coefficients are promoted to operators which obey the commutation relations

$$[\hat{a}_\vec{k}, \hat{a}_\vec{k}^+] = 0; \quad [\hat{a}_\vec{k}, \hat{a}_\vec{k}^+] = \delta_{\vec{k}, \vec{k}'};$$

so the field and the conjugate momentum become the (time-independent) operators

$$\hat{\phi}(\vec{x}) = \frac{1}{\sqrt{2V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\sqrt{\omega_k}} \left( \hat{a}_\vec{k} e^{i\vec{k} \cdot \vec{x}} + \hat{a}_\vec{k}^+ e^{-i\vec{k} \cdot \vec{x}} \right)$$

$$\hat{\pi}(\vec{x}) = -\frac{i}{\sqrt{2V}} \sum_{\vec{k} \in \mathcal{R}} \sqrt{\omega_k} \left( \hat{a}_\vec{k} e^{i\vec{k} \cdot \vec{x}} - \hat{a}_\vec{k}^+ e^{-i\vec{k} \cdot \vec{x}} \right),$$

which obey the canonical commutation relations (for fields) $[\hat{\phi}(\vec{x}), \hat{\pi}(\vec{y})] = i\hbar (\vec{x} - \vec{y})$. The Hamiltonian operator, neglecting as usual in $\hat{H}_0$ the (infinite) ground state energy of the oscillators, takes the form

$$\hat{H}_0 = \sum_{\vec{k} \in \mathcal{R}} \omega_k \hat{a}_\vec{k} \hat{a}_\vec{k}^+,$$

$$g\hat{H}_{\text{int}} = \sum_{i=1}^{2} \frac{g_i}{\sqrt{2V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\sqrt{\omega_k}} \left( \left( \hat{a}_\vec{k} e^{i\vec{k} \cdot \vec{y}_i} + \hat{a}_\vec{k}^+ e^{-i\vec{k} \cdot \vec{y}_i} \right) \right).$$

At this point the article departs from the “standard” exposition of the canonical quantization of a real scalar field given in introductory textbooks on QFT. This is done by introducing the families of Hermitian operators

$$\hat{q}_\vec{k} = \frac{1}{\sqrt{2}} \left( \hat{a}_\vec{k} + \hat{a}_\vec{k}^+ \right) \quad \hat{p}_\vec{k} = \frac{i}{\sqrt{2}} \left( \hat{a}_\vec{k}^+ - \hat{a}_\vec{k} \right),$$

which satisfy the canonical commutation relations

$$[\hat{q}_\vec{k}, \hat{q}_{\vec{k}'}] = [\hat{p}_\vec{k}, \hat{p}_{\vec{k}'}] = 0, \quad [\hat{q}_\vec{k}, \hat{p}_{\vec{k}'}] = i\delta_{\vec{k}, \vec{k}'}.$$

In terms of the new operators we have

$$\hat{H} = \frac{1}{2} \sum_{\vec{k} \in \mathcal{R}} \omega_k \left( \hat{p}_\vec{k}^2 + 2\sigma_\vec{k} \hat{q}_\vec{k} + \hat{q}_\vec{k}^2 + 2\tau_\vec{k} \hat{q}_\vec{k} - 1 \right),$$

where

$$\tau_\vec{k} = \frac{1}{\sqrt{V\omega_k}} \sum_{i=1}^{2} g_i \cos (\vec{k} \cdot \vec{y}_i),$$

$$\sigma_\vec{k} = -\frac{1}{\sqrt{V\omega_k}} \sum_{i=1}^{2} g_i \sin (\vec{k} \cdot \vec{y}_i).$$

Completing the squares the Hamiltonian operator becomes

$$\hat{H} = \frac{1}{2} \sum_{\vec{k} \in \mathcal{R}} \omega_k \left( \left( \hat{p}_\vec{k} + \sigma_\vec{k} \right)^2 + \left( \hat{q}_\vec{k} + \tau_\vec{k} \right)^2 - \right) + B + C,$$

where

$$B = -\frac{g_1 g_2}{V} \sum_{\vec{k} \in \mathcal{R}} \frac{\cos (\vec{k} \cdot (\vec{y}_1 - \vec{y}_2))}{\omega_k^2},$$

$$C = -\frac{g_1^2 + g_2^2}{2V} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k}.$$

The number $B$ has a transparent physical interpretation. In the infinite volume limit it can be computed explicitly giving

$$B = -\frac{g_1 g_2}{4\pi} \frac{e^{-m||\vec{y}_1 - \vec{y}_2||}}{||\vec{y}_1 - \vec{y}_2||},$$

which is the (Yukawa-type) interaction energy of the two sources. This interpretation readily extends to the case...
monic oscillator, and indicating the Hamiltonian of the (one dimensional) quantum harmonic oscillator, it is possible to find its eigenfunctionals by separation of variables. According to the Hamiltonian operator (49) is realized as

\[ \hat{H} \Phi = \sum_{k \in \mathbb{R}} \hbar \omega_k \left( \frac{i}{\hbar} \frac{\partial}{\partial \phi_k} + \sigma_k \right)^2 + \left( \phi_k + \tau_k \right)^2 \Phi, \]

we have

\[ \left[ \frac{\partial}{\partial \phi_k} + \sigma_k \right] \left( \phi_k + \tau_k \right)^2 - 1 \varphi^\pm_k(q_k) = n \varphi^\pm_k(q_k), \]

and their eigenvalues are

\[ \hat{H} \Phi \{n\} = \left[ B + \sum_{k \in \mathbb{R}} n(\tilde{k}) \omega_k \right] \Phi \{n\}. \]

The eigenfunctionals of \( \hat{H} \) are therefore the infinite products of functions

\[ \Phi \{n\} \{q\} = \prod_{k \in \mathbb{R}} \varphi^\pm_{n(k)}(q_k), \]

and the abstract state vector \( \{ \Phi(t) \} \) of the field is then represented by a (time-dependent) functional

\[ \Phi : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \quad \Phi = \Phi(t, \{q\}), \]

and the abstract operators \( \hat{q}_k \) and \( \hat{p}_k \) are realized as the operators \( \hat{q}_k \) and \( \hat{p}_k \) acting on the space of functionals as follows

\[ \hat{q}_k \Phi = q_k \Phi \quad \hat{p}_k \Phi = -i \frac{\partial}{\partial \phi_k} \Phi. \]

Accordingly, the Hamiltonian operator (49) is realized as the operator \( \hat{H} \) acting as

\[ \hat{H} \Phi = \sum_{k \in \mathbb{R}} \hbar \omega_k \left( \frac{i}{\hbar} \frac{\partial}{\partial \phi_k} + \sigma_k \right)^2 + \left( \phi_k + \tau_k \right)^2 \Phi. \]

Since in \( \hat{H} \) the operators relative to different \( \tilde{k} \) do not mix, it is possible to find its eigenfunctionals by separation of variables. Indeed each operator in the infinite sum on the right hand side of (55) is closely related to the Hamiltonian of the (one dimensional) quantum harmonic oscillator, and indicating

\[ \varphi^\pm_k(q_k) = e^{-i \sigma_k/\hbar} \psi_n(q_k + \tau_k) \]

the (time-independent) eigenfunctionals of \( \hat{H} \) are factorized into the real functions \( \varphi^\pm_{n(k)} \) of real variable \( q_k \), each associated to one vector of the reciprocal lattice. They are characterized by an integer “excitation number” \( n(k) \geq 0 \), a real “phase factor” \( \sigma_k \) and a real “shift factor” \( \tau_k \), the dependence on the parameters \( g_1, g_2, \bar{g}_1, \bar{g}_2 \) of the model being entirely contained into the phase and shift factors. The eigenfunctionals \( \Phi \{n\} \) are labeled by the collection \( \{n\} = \{n(k)\} \) of excitation numbers.

The expression (60) suggests a particle interpretation in which \( n(k) \) is the number of quanta associated to the wavevector \( \tilde{k} \), each of which has energy \( \omega_k \), present in the state \( \Phi \{n\} \). Note that \( \tilde{k} \) can be identified with the momentum of each quantum only asymptotically (i.e. spatially far away from the point-like sources), since the states (59) are not eigenfunctions of the momentum operator. The ground state of the system is obtained by setting to zero all the \( n(\tilde{k}) \), in which case the energy eigenvalue reduces to the potential energy of the sources. The only excited states with finite energy are those for which just a finite number of the \( n(\tilde{k}) \) are non-vanishing.

4. Space of the State Vectors for the Interacting Field

With the result of the previous section in hand, the article proceeds to define the concept of “space of the state vectors” for the model under consideration, and to study what happens when the values of the parameters of the model are changed.

4.1. The space of the state vectors

As it is well-known, in ordinary Quantum Mechanics (i.e. with a finite number of degrees of freedom), the possible physical states of the system are represented by the unit rays of a separable Hilbert space: the space of the state vectors. The stationary states which correspond to all the possible values of the energy constitute an orthonormal (or orthogonalizable, in the case of degeneracy) basis of the space of the state vectors (focusing for simplicity on the case of discrete spectrum).

For the system under consideration here, a difference emerges already at this point. Due to the number of

\[ \psi_n(x) = \frac{1}{\sqrt{2^n n! \sqrt{\pi}}} e^{-x^2/2} H_n(x). \]

The Hermite polynomials \( H_n \) are defined as \( H_n(x) = (-1)^n e^{x^2} \frac{d^n}{dx^n} e^{-x^2} \).
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degrees of freedom being infinite, there exist states characterized by finite excitation numbers whose energy is nevertheless infinite, to wit those states where an infinite number of \( n(\vec{k}) \) are non-vanishing. Since these states cannot be excited from the ground state by any physical process, because this would require an infinite energy, the article suggests to adopt as the space of state vectors the Hilbert space generated by the stationary states of finite energy, that is by the \( \Phi_{\{n\}} \) for which the non-zero \( n(\vec{k}) \) are in a finite number. These basis vectors are normalized and pairwise orthogonal, and they are of the “infinite product” form (59) with the additional property that only a finite number of factors \( \phi_{n(\vec{k})}^\Gamma \) are different from \( \phi_{0}^\Gamma \).

To describe the main result of the article regarding the dependence of the space of the state vectors on the parameters of the model, it is advisable to quote directly van Hove’s words (his emphasis):

For the usual systems with a finite number of degrees of freedom, such as those made of particles under the influence of external forces, a change in the constants which appear into the Hamiltonian (charges, constants which determine the external potential, etc.) produces a change in the stationary states but does not change the space of the state vectors. The latter remains the same, the new stationary states being linear combinations of the initial ones. The essential point we wish to emphasize is that this is not the case anymore for the bosonic field studied above. Any variation of the constants \( n, g, \vec{y} \) replaces the space of state vectors of the field with another one which does not have any (non-null) vector in common with the former. Moreover, any vector of the first space has vanishing scalar product with any vector of the second space.

These words of course refer to the generic case with \( N \) sources. It seems to us that fixing \( N = 2 \) does not weaken the relevance of the result, since the phenomenon of “replacement of the space of state vectors” happens with any change of the remaining parameters \( g, \vec{y} \) and is therefore still well represented.

### 4.2. Dependence of the space on the parameters

Let us now investigate how the space of state vectors depends on the parameters of the model. Be \( \Gamma = \{ (g_1, \vec{y}_1), (g_2, \vec{y}_2) \} \) and \( \bar{\Gamma} = \{ (\bar{g}_1, \bar{\vec{y}}_1), (\bar{g}_2, \bar{\vec{y}}_2) \} \) two choices for the parameters, with \( \vec{y}_1 \neq \vec{y}_2 \) and \( \bar{\vec{y}}_1 \neq \bar{\vec{y}}_2 \). For the sake of brevity let us agree that, when we say “the case \( \Gamma \)”, we mean “the case where the value of the parameters is \( \Gamma \)”, and an analogous meaning is attached to “the states of \( \Gamma \)” and similar expressions. Let us also agree that the notation \( \sum n(\vec{k}) < +\infty \) means that \( n(\vec{k}) \neq 0 \) only for finite set of values of \( \vec{k} \), and let us indicate with \( \mathcal{H}^{\Gamma} \) (respectively, \( \mathcal{H}_{\bar{\Gamma}}^{\bar{\Gamma}} \)) the space of state vectors of \( \Gamma \) (respectively, the space of state vectors of \( \bar{\Gamma} \)). The finite energy stationary states of \( \Gamma \) are then the vectors \( \Phi_{\{n\}} \) of the form (59) with \( \sum n(\vec{k}) < +\infty \), while those of \( \bar{\Gamma} \) have the analogous form

\[
\tilde{\Phi}_{\{n\}} (\{q\}) = \prod_{\vec{k} \in \mathcal{R}} \varphi_{n(\vec{k})}^\Gamma (q_{\vec{k}}),
\]

again with \( \sum \bar{n}(\vec{k}) < +\infty \). In analogy to (56) and (48) the functions \( \varphi^\Gamma \) are defined as

\[
\varphi^\Gamma_n (q_{\vec{k}}) = e^{-i\sigma_{\vec{k}} q_{\vec{k}}} \psi_n \left( q_{\vec{k}} + \bar{\tau}_k \right),
\]

where

\[
\bar{\tau}_k = \frac{1}{\sqrt{V}} \sum_{i=1}^{2} \bar{g}_i \cos (\vec{k} \cdot \vec{z}_i),
\]

\[
\bar{\sigma}_{\vec{k}} = -\frac{1}{\sqrt{V}} \sum_{i=1}^{2} \bar{g}_i \sin (\vec{k} \cdot \vec{z}_i).
\]

It is not difficult to see from (48) and (63) that \( \Gamma = \bar{\Gamma} \) if and only if \( \sigma_{\vec{k}} = \bar{\sigma}_{\vec{k}} \) and \( \bar{\tau}_k = \bar{\tau}_n \) for every \( \vec{k} \in \mathcal{R} \).

To compare the space of state vectors of \( \Gamma \) and \( \bar{\Gamma} \), and in particular to speak of their orthogonality, it is necessary to specify how the scalar product between these states is defined. In the article this is achieved by regarding the spaces \( \mathcal{H}^{\Gamma} \) and \( \mathcal{H}_{\bar{\Gamma}}^{\bar{\Gamma}} \) as subsets of a larger Hilbert space \( \mathcal{H} \), using von Neumann’s construction of the “infinite direct product” spaces. Starting from a sequence of Hilbert spaces \( \{ \mathcal{H}_j \} \), von Neumann showed how the infinite direct product of this spaces can be defined, resulting into a new Hilbert space. This formalism can be readily applied to our case since the eigenstates (59) and (61) have the structure of infinite products of functions. Calling \( \mathcal{H} \) the Hilbert space to which the functions belong, Von Neumann’s construction then leads to a non-separable Hilbert space \( \mathcal{H} \) generated by the infinite products of functions, with the scalar product in \( \mathcal{H} \) being defined via the scalar product in \( \mathcal{H}_j \). More specifically, indicating with \( \prod_{\vec{k} \in \mathcal{R}} f_{\vec{k}} \) and \( \prod_{\vec{k} \in \mathcal{R}} \bar{f}_{\vec{k}} \) two elements of \( \mathcal{H} \), in case the infinite (numerical) product of the scalar products of the constituent functions converge we define

\[
\left\langle \prod_{\vec{k} \in \mathcal{R}} f_{\vec{k}} \mid \prod_{\vec{k} \in \mathcal{R}} \bar{f}_{\vec{k}} \right\rangle_{\mathcal{H}} = \prod_{\vec{k} \in \mathcal{R}} \left\langle f_{\vec{k}} \mid \bar{f}_{\vec{k}} \right\rangle_{\mathcal{H}_j}.
\]
\( \mathcal{S} \) is uncountably infinite dimensional. It is not difficult to see that, with this definition, the family of states \( \Phi_{\{n\}} \) (respectively, \( \Phi_{\{n\}} \)) with \( \sum n(\hat{k}) < +\infty \) constitute an orthonormal basis for \( \mathcal{S}_F \) (respectively, \( \mathcal{S}_F \)).

With these definitions at hand we can prove the following results (whose proofs we relegate to the appendix to improve the readability):

1. If \( \Gamma \neq \bar{\Gamma} \), a finite energy stationary state of \( \Gamma \) and a finite energy stationary state of \( \bar{\Gamma} \) always have vanishing scalar product;
2. If \( \Gamma \neq \bar{\Gamma} \), every finite energy stationary state of \( \Gamma \) is orthogonal to every stationary state of \( \bar{\Gamma} \), independently of the latter having finite or infinite energy.

Clearly, the second result is more general than the first and includes it. The first result implies that, when \( \Gamma \neq \bar{\Gamma} \), the scalar product between any two stationary states of \( \mathcal{S}_F \) and \( \mathcal{S}_F \) vanishes, and the spaces \( \mathcal{S}_F \) and \( \mathcal{S}_F \) constitute orthogonal subspaces of \( \mathcal{S} \), not having any element in common apart from the zero vector. The second result on the other hand has the following consequence, which is perhaps physically more intuitive. Again assuming \( \Gamma \neq \bar{\Gamma} \), let us choose a sequence \( \{\tilde{n}(\tilde{k})\} \) and, for every \( \tilde{k} \in \Re \), expand \( \varphi^{\tilde{n}} \) over the family \( \{\varphi^0, \varphi^1, \ldots\} \). Inserting this expansion into \( \Phi_{\{\tilde{n}\}} \) and taking into account \( \mathcal{S}_0 \), we obtain an expansion of the state \( \Phi_{\{\tilde{n}\}} \) over the collection of states \( \Phi_{\{\tilde{n}\}} \) where \( \tilde{n} \) varies over all configurations (that is, also over the configurations \( \tilde{n} \) with an infinite number of non-vanishing components). The second result means that, when \( \sum n(\tilde{k}) < +\infty \), all the coefficients of this expansion vanish. Since \( \Phi_{\{n\}} \neq 0 \), the finite-energy stationary states of \( \Gamma \) cannot be expanded in series over the stationary states of \( \bar{\Gamma} \). In particular, the finite-energy stationary states of the field for \( g \neq 0 \) are not linear combinations of the stationary states of the free field.

5. QFT and the Perturbative Approach

The results obtained above continue to hold in the general case \( N \geq 1 \): any change in the number of sources \( N \), in the constants \( g_i \), and in the position of the sources \( \tilde{y}_i \), however small the change may be, changes the space of the state vectors into another space which is orthogonal to the previous one. It is important to understand the implications of this result for a realistic Quantum Field Theory, in light of the fact that the present model can be regarded as best to quote directly van Hove’s words (his emphasis):

In light of the results above, it is interesting to remark how the perturbative approach seems to be badly suited to deal with interacting quantum fields. Apart from the hypothesis of the interaction being weak, which seems justified at least when \( g \) is small, this method assumes a priori that the effect of the interaction is to displace the finite-energy stationary states of the free fields inside the space \( \mathcal{S}_0 \) generated by them.

This second hypothesis, automatically satisfied in the problems usually dealt with the systems with a finite number of degrees of freedom, is unavoidable for interacting quantum fields. He acknowledges that the present description of the interaction of the quantum field with the sources is very crude, and therefore that the variation of the space of the state vectors with the positions \( \tilde{y}_i \) and the charges \( q_i \) of the sources should disappear in a theory which takes into account the reaction of the field on the sources (recoil effect). On the other hand, he puts forward the conjecture that the variation of the space with \( N \) and \( g \) may remain valid in full generality and constitute an important trait of the theory, not necessarily so from the physical point of view but especially from the formal point of view. In other words, he conjectures that also with a more refined description of the interaction of the field with the sources, the spaces \( \mathcal{S}_{g,N} \) and \( \mathcal{S}_{g,\bar{N}} \) would be notwithstanding orthogonal or at least different whenever \( N \neq \bar{N} \) and/or \( g \neq \bar{g} \).

This conjecture is in fact supported by the results of his previous work \( \mathbb{2} \) which considers the cases of electrodynamics and of the Yukawa theory of mesons, under the only hypothesis that finite-energy stationary states exist in presence of interaction. It is indeed shown there that the total Hamiltonian, interaction included, cannot be considered as an operator acting on the space \( \mathcal{S}_{0,N} \) describing the free fields, since it does not map any vector of \( \mathcal{S}_{0,N} \) into a vector of \( \mathcal{S}_{0,N} \). This fact is not changed by the addition of an infinite constant such as \( \mathcal{S}_0 \) to the Hamiltonian, as an analysis of the proof shows. It follows that the space \( \mathcal{S}_{0,N} \) cannot contain any stationary state of the interacting fields, and that, when the coupling constant \( g \) is different from zero, the spaces \( \mathcal{S}_{0,N} \) and \( \mathcal{S}_{g,N} \) are distinct. Van Hove further conjectures that, in analogy with the special case studied above, we may expect \( \mathcal{S}_{0,N} \) and \( \mathcal{S}_{g,N} \) to be orthogonal subspaces of a “infinite direct product” space \( \mathcal{S}_F \) constructed for the two fields in a similar way to how the space \( \mathcal{S} \) was constructed in the previous section.

5.2. Applicability of the perturbative approach

The formal results of the previous sections suggest profound implications regarding the applicability of the perturbative method in Quantum Field Theory. Again, it is best to quote directly van Hove’s words (his emphasis):
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perturbative approach, is frequently taken for granted. It is essential to underline that this second hypothesis is not satisfied in the case of interacting quantum fields, independently of how small the coupling constant be. For the latter fields, the interaction displaces the stationary states out of the space $H_{0,N}$ moving them to a different space, $H_{R,N}$.

The considerations above clearly permit to understand the reason why the perturbative approach inevitably leads to mathematical problems, represented by the appearance of divergences.

It is worthwhile to highlight that, beyond questioning the validity of the perturbative approach in QFT, van Hove explicitly suggests a link between the appearance of perturbative divergences and the orthogonality of the free and the interacting spaces of state vectors.

Of course, as soon as the validity of the perturbative expansion in Quantum Field Theory is criticized, one is almost inevitably confronted with the problem of explaining why, when used together with the renormalization procedure, this expansion is so successful in describing the experimental results. It is useful to recall that the empirical success of the renormalized perturbative expansion in Quantum ElectroDynamics (QED) was fully appreciated when van Hove was working on the article, since for example the calculation of the Lamb shift [30] and of the radiative corrections to the magnetic moment of the electron [31] were known since several years. In the article, van Hove does not tackle this issue in the context of QED, limiting to declare that “surely this success will not be completely understood until a deeper comprehension is obtained on the stationary states in the context of electrodynamics”.

He remarks that the mathematical problems can be circumvented by placing a cut-off on the wavevectors (i.e. on the momenta), that is considering only the Fourier transform of the wavevectors by placing an upper bound on the wavevectors. In the article, since for example the calculation of the Lamb shift [30] and of the radiative corrections to the magnetic moment of the electron [31] were known since several years.

Van Hove identifies the interaction energy between the sources by “excluding every transition where one boson is emitted and absorbed by the same source”. Since those transitions would give rise to terms quadratic in $q_1$ and $q_2$, according to this criterion only the term containing the product $q_1q_2$ survives. The second order correction $B^{(2)}$ to the interaction energy between the sources then takes the form

$$B^{(2)}_\Lambda = -\left( g F^{(2)}_\Lambda \right)^2,$$

where

$$F^{(2)}_\Lambda = \frac{q_1q_2}{V} \sum_{\mathbf{k}\in R_\Lambda} \frac{\cos (\mathbf{k}\cdot(\mathbf{y}_1-\mathbf{y}_2))}{\omega_k^2}.$$

Reminding the results of section 3 it is clear that $F^{(2)}$ has a finite and non-zero limit when $\Lambda \to \infty$, since $\lim_{\Lambda\to\infty} g F^{(2)}_\Lambda = -\sqrt{\beta}$. On the other hand, indicating with $\Psi_{(o)}$ the ground state of the free theory ($g = 0$) and with $\Psi_{(o)}$ the ground state of the interacting one (with the sources at the same positions in the two cases), let us consider $a = |\langle \Psi_{(o)} | \Psi_{(o)} \rangle|$. Again imposing the cut-off and using the time-independent perturbation formulas, we obtain to second order

$$a^{(2)}_\Lambda = 1 - \left( g G^{(2)}_\Lambda \right)^2,$$

where

$$G^{(2)}_\Lambda = \left[ \frac{1}{4V} \sum_{\mathbf{k}\in R_\Lambda} \frac{1}{\omega_k^2} \left( q_1^2 + q_2^2 + 2q_1q_2 \cos (\mathbf{k}\cdot(\mathbf{y}_1-\mathbf{y}_2)) \right) \right]^\frac{1}{2}.$$

This quantity instead diverges in the limit $\Lambda \to \infty$, which brings van Hove to conclude that “the perturbative approach is then unreliable: it would give a series of the form $1 - g^2 \cdot \infty + g^4 \cdot \infty - \ldots$. The exact value of $a$ is however very simple: $a = 0$.”

5.3. Two examples

To illustrate this point he considers the interaction energy $B$ between the sources, and the absolute value $a$ of the scalar product between the free and the interacting ground state. Regarding the former, after imposing the cut-off we can use the usual time-independent perturbation method familiar from Quantum Mechanics (see e.g. [32]) to compute the ground state energy to second order in $g$, obtaining

$$E^{(2)}_{(0),\Lambda} = -g^2 \sum_{\mathbf{k}\in R_\Lambda} \frac{1}{\omega_k^2} + q_1q_2 \sum_{\mathbf{k}\in R_\Lambda} \frac{\cos (\mathbf{k}\cdot(\mathbf{y}_1-\mathbf{y}_2))}{\omega_k^2}. \tag{64}$$

6. $S$ Matrix and Renormalization

In the last section of the article, van Hove (under the suggestion of W. Pauli) applies the renormalization procedure to the model studied in the previous sections.
The aim is to investigate the reliability of perturbative renormalization by comparing the renormalized result with the exact one. To adhere to the contemporary taste we recast van Hove’s analysis in terms of the Wick theorem, while the original was based on the method by Coester and Jauch [33]. Apart from this we follow van Hove’s line of thought, leaving comments and criticisms to section [17]

6.1. Interaction picture

As usual in perturbative QFT, the analysis is done in the interaction picture. Recall that, to pass from the Schrödinger to the interaction picture, each operator $O_S$ is mapped into a (time-dependent) operator $\hat{O}_I(t)$ by the formal transformation

$$\hat{O}_S \rightarrow \hat{O}_I(t) = e^{it\hat{H}_0} \hat{O}_S e^{-it\hat{H}_0},$$

where $t = 0$ has been chosen as the reference time when the two pictures coincide. It follows then that the field operator in the interaction picture reads

$$\hat{\phi}_I(t, \vec{x}) = \frac{1}{\sqrt{2V}} \sum_{k \in \mathbb{R}} \frac{1}{\sqrt{\omega_k}} e^{i(\vec{k} \cdot \vec{x} - \omega_k t)} \hat{a}_k,$$

(70)

and as usual it can be decomposed into its positive and negative frequency parts

$$\hat{\phi}^+_I(t, \vec{x}) = \frac{1}{\sqrt{2V}} \sum_{k \in \mathbb{R}} \frac{1}{\sqrt{\omega_k}} e^{i(\vec{k} \cdot \vec{x} - \omega_k t)} \hat{a}_k,$$

(71)

$$\hat{\phi}^-_I(t, \vec{x}) = \frac{1}{\sqrt{2V}} \sum_{k \in \mathbb{R}} \frac{1}{\sqrt{\omega_k}} e^{i(\omega_k t - \vec{k} \cdot \vec{x})} \hat{a}_k^\dagger.$$

(72)

To ensure convergence of the relevant integrals, and thereby to be able to study the evolution from $t = -\infty$ to $t = +\infty$ and not only for finite times, van Hove introduces an exponential convergence factor. We therefore consider the “regulated” interaction Hamiltonian

$$\hat{H}^\alpha_I(t) = e^{-\alpha|t|} \sum_{i=1}^{2} q_i \hat{\phi}_I(t, \vec{y}_i),$$

(73)

written in the form

$$\hat{U}^\alpha_I(t, -\infty) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\alpha}{V} \right)^n \int_{-\infty}^{t} dt_1 \cdots \int_{-\infty}^{t} dt_n \hat{H}_I(t_1) \cdots \hat{H}_I(t_n),$$

(74)

$$\int_{\infty}^{\infty} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\alpha}{V} \right)^n \int_{t_1}^{t} dt_1 \cdots \int_{t_n}^{t} dt_n \hat{H}_I(t_1) \cdots \hat{H}_I(t_n),$$

where $T\{\ldots\}$ indicates the time-ordered product where the factors are ordered from the left to the right according to decreasing time.

Due to the simple structure of the interaction, which is linear in the field, the interaction Hamiltonian itself decomposes into a positive and a negative frequency part

$$\hat{H}^\alpha_I(t) = \hat{H}^\alpha_+ I(t) + \hat{H}^\alpha_- I(t), \quad \hat{H}^\alpha_\pm I(t) = e^{-\alpha|t|} \sum_{i=1}^{2} q_i \hat{\phi}_I^\pm(t, \vec{y}_i).$$

(75)

The Wick theorem can then be applied directly to the interaction Hamiltonians, to pass from the time-ordered product to the normal-ordered product $N\{\hat{H}^\alpha_+ I(t_1) \cdots \hat{H}^\alpha_+ I(t_n)\}$ where the negative frequency part is placed to the left with respect to the positive frequency ones. Moreover, as a consequence of the linearity of the interaction there are no loop integrations/diagrams, and, whenever performing contractions in one time-ordered product, the time integrals of the contractions factor out. As we show in appendix [13] the contribution from the contractions completely factors out from the sum over $\alpha$, and the whole time evolution operator can be compactly written as

$$\hat{U}^\alpha_I(t, -\infty) = \exp \left( -\frac{\alpha^2}{2} \int_{-\infty}^{t} dt_1 \int_{-\infty}^{t} dt_2 \hat{H}^\alpha_+ I(t_1) \hat{H}^\alpha_+ I(t_2) \right),$$

$$-\left( \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\alpha}{V} \right)^n \int_{-\infty}^{t} dt_1 \cdots \int_{-\infty}^{t} dt_n \hat{N}\{\hat{H}^\alpha_+ I(t_1) \cdots \hat{H}^\alpha_+ I(t_n)\} \right),$$

(76)

where

$$\hat{N}\{\hat{H}^\alpha_+ I(t_1) \cdots \hat{H}^\alpha_+ I(t_n)\} = e^{-\alpha|t_1| + |t_2|} \sum_{i=1}^{2} q_i q_j \sum_{k \in \mathbb{R}} e^{i\omega_k |t_1 - t_2|} \frac{\omega_k}{\omega_k}.$$

6.2. Renormalization

Let us consider now the $S$ matrix for our system, that is $\hat{S}^\alpha = \hat{U}^\alpha_I(+, -\infty)$. It is not difficult to see that the double integral of the contraction becomes purely imaginary in the limit $\alpha \rightarrow 0$, and that

$$\lim_{\alpha \rightarrow 0} \frac{-\alpha}{2} \int_{-\infty}^{t} dt_1 \int_{-\infty}^{t} dt_2 \hat{H}^\alpha_+ I(t_1) \hat{H}^\alpha_+ I(t_2) \sim -i \int_{-\infty}^{t} (B + C) dt,$$

(77)
where $B$ and $C$ are those of equations [50] and [51]. In other words, when $\alpha \to 0$ the fully contracted terms give rise to an infinite phase in the S matrix, equal to the time integral of the energy of the vacuum. On the other hand, the term in $S^0$ with the normal ordered fields has finite matrix elements between any two (finite norm) states of the free theory, even in the limit $\alpha \to 0$. Van Hove then declares that the only necessary renormalization is to redefine the interaction Hamiltonian in such a way to absorb the infinite energy $B+C$. In other words, he maintains that in this case the renormalization reduces to a rigid displacement of the energy of an infinite amount. In the process the phase factor disappears altogether, and he obtains the renormalized $S$ matrix

$$
\hat{S}_\alpha^{\text{ren}} = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{g}{i} \right)^n \int_{-\infty}^{\infty} dt_1 \ldots \int_{-\infty}^{\infty} dt_n \ N \{ \hat{H}_I^n(t_1) \ldots \hat{H}_I^n(t_n) \},
$$

and the renormalized (finite time) evolution operator

$$
\hat{U}_\alpha^{\text{ren}}(t, -\infty) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{g}{i} \right)^n \int_{-\infty}^{t} dt_1 \ldots \int_{-\infty}^{t} dt_n \ N \{ \hat{H}_I^n(t_1) \ldots \hat{H}_I^n(t_n) \}.
$$

6.2.1. Renormalized vs exact result

Consider now two states of the free theory, the ground state $|0\rangle$ and the one-particle state $|\vec{k}\rangle$ of momentum $\vec{k} \neq \vec{0}$, and evaluate the matrix element of $\hat{U}_\alpha^{\text{ren}}(t, -\infty)$ between these states. Only the linear term in the expansion [79] contributes to this process, and we get

$$
\langle \vec{k} | \hat{U}_\alpha^{\text{ren}}(t, -\infty) | 0 \rangle = \frac{-i}{\sqrt{2V}} \sum_{i=1}^{2} e^{i\vec{k} \cdot \vec{y}_i} \frac{e^{-\alpha |t|} e^{i\omega_k t}}{\alpha^2 + \omega_k^2}
$$

Taking the limit $\alpha \to 0$, it is then easy to see that the matrix element is non-vanishing for $t$ finite:

$$
\lim_{\alpha \to 0} \langle \vec{k} | \hat{U}_\alpha^{\text{ren}}(t, -\infty) | 0 \rangle = -\frac{e^{i\omega_k t}}{2 \sqrt{2V} \omega_k} \sum_{i=1}^{2} g_i e^{-i\vec{k} \cdot \vec{y}_i} \neq 0,
$$

while it vanishes for $t = +\infty$:

$$
\lim_{\alpha \to 0} \langle \vec{k} | \hat{S}_\alpha^{\text{ren}} | 0 \rangle = 0.
$$

More in general, all the off-diagonal elements of $\hat{S}_\alpha^{\text{ren}}$ vanish in the $\alpha \to 0$ limit.

In comparing the predictions of the renormalized perturbative expansion with the exact result of section 3 recall that in the latter case the interaction causes the energy levels to shift by the (infinite) amount $B+C$ with respect to the free case. Apart from this, the energy spectrum is unaffected by the interaction, as equation 69 shows (note that $C$ has been neglected there). Moreover, van Hove points out that the interaction changes the form of the modes (equations [56] and [59]) near the sources (or better, in the non-asymptotic region), but “does not introduce a coupling between them”. These features are compatible with the picture given by the renormalized perturbative expansion, where a rigid displacement of the energy of the amount $B+C$ appears and where the $S$ matrix is the identity. Bear in mind that taking the limit $\alpha \to 0$ is not merely a technical detail, since in presence of the convergence factor $e^{-\alpha |t|}$ the configurations of section 3 are not anymore exact solutions of the equations of motion, so we cannot expect the exact results to be recovered away from this limit.

On the other hand, van Hove states that “it is more difficult to interpret the meaning of the non-vanishing off-diagonal elements of $\lim_{\alpha \to 0} U_\alpha^{\text{ren}}(t, -\infty)$ for finite $t$”. He takes as an example the expression [61] which seems to imply that, preparing the system in the ground state in the infinite past, there is a non-zero probability of detecting an excited mode if we perform a measure at the finite time $t$. This in principle could be ascribed as a spurious effect of switching on and off the interaction, however in the limit $\alpha \to 0$ the switching on and off is so slow that we expect the system to respond adiabatically. The perturbative prediction of excitations from the ground state brings van Hove to say that “nothing in the exact solution suggests the possibility of such a phenomenon, and, quite generally, there are reasons to doubt of the predictions based on the matrix elements of $\lim_{\alpha \to 0} U_\alpha^{\text{ren}}(t, -\infty)$ for finite $t$, as obtained via the renormalization procedure”. He reinforces this point stating that “it is important to note how incomplete is the description of the field provided by this procedure”.

7. Comments

The reading of van Hove’s article inspires several interesting remarks and some criticism. In this section, we take advantage of the benefits of hindsight and comment on the points of the article which are, in our opinion, the most interesting, placing them inside the contemporary context.

7.1. Quantization methodology

We start by commenting on the quantization methodology. In introductory QFT textbooks (such as, for example, [53]), the canonical quantization of a neutral scalar field is usually presented as follows. The classical field is decomposed into Fourier components, in such a way that the positive/negative frequency decomposition is
already apparent by suitably naming half of the coefficients, say, by $a$, and the other half, say, by $a^\dagger$. At this point the quantization is implemented by promoting the Fourier coefficients to operators ($a \rightarrow \hat{a}$ and $a^\dagger \rightarrow \hat{a}^\dagger$) which are to satisfy the commutation relations (11), and contextually the space of state vectors is constructed at the abstract level by means of these same operators, by assuming the existence of a “vacuum state” (or “no particle” state) annihilated by all the $\hat{a}$.

7.1.1. Representations and ambient space

What is actually being done is the construction of a Fock representation of the CCR. Although there are mathematical subtleties involved in the construction as sketched above, it can be made mathematically precise [36]. What is usually not stated clearly is that in the process we are choosing one over an infinite number of UIR of the CCR, nor it is discussed why we are neglecting all the others (this matters are usually discussed only in more advanced, and mathematically oriented, books on QFT, and by the community of philosophers of physics). It is then implicitly assumed that the quantum dynamics of the system happens always inside that representation, independently of the form of the interaction.

Van Hove's analysis departs from the path sketched above when he introduces the family of operators $\hat{q}$ and $\hat{p}$ in (15), which obey the CCR (16). Although at first this is just a redefinition, it paves the way for the representation choice of section 3.1.2, where the operators $\hat{q}$ and $\hat{p}$ are represented as differential operators on a space of functionals (relations (53) and (54)). The crucial point is that the functional space on which these operators act is not a priori identified with the space of state vectors of the system. In other words, the space of state vectors is not imposed by hand rigidly when quantizing (tailored on the non-interacting case), but the Hamiltonian is given free rein to individuate it as a subspace of a wider space. This is the key passage which allows to discover that Hamiltonians relative to different choices of the parameters individuate different spaces of state vectors, in fact one orthogonal to the other as the article goes on to show.

7.1.2. Separable vs non-separable Hilbert spaces

From a wider perspective, the key point is that van Hove chooses to represent the CCR on a non-separable Hilbert space, while usually (as in the Fock case) one looks for representations on a separable Hilbert space. From a physical point of view, the preference towards separable Hilbert spaces is arguably connected to the idea that the ontology underlying quantum fields is one of particles, since in that case one expects that the states which correspond to aggregations of particles (which constitute a countable set) span the whole space of state vectors. The non-separable Hilbert space considered by van Hove is more specifically obtained as the infinite direct product of separable Hilbert spaces. The crucial point in this regard is that, as von Neumann showed [29], such a space decomposes into an uncountable direct sum of separable Hilbert spaces, each of which is therefore isomorphic to the usual Fock space. It is this property which permits to have as many spaces of state vectors as the possible choices for the parameters of the model, each of them orthogonal to the others, and nonetheless being separable Hilbert spaces themselves.

It is worthwhile to recall how both Wightman ([37], pages 86–87) and Wald ([38], page 33), while explicitly citing von Neumann's infinite direct product construction, argument that a separable Hilbert space should provide a sufficient structure to formulate a QFT. A posteriori, van Hove's analysis suggests that a separable Hilbert space is indeed the natural framework for a QFT, if by this we mean a QFT Hamiltonian with a fixed choice of its parameters. However, if we want to be able to compare the predictions of a class of Hamiltonians, e.g. the one obtained by varying the parameters of a given Hamiltonian as is done in perturbation theory, then a single separable Hilbert space is not an adequate choice anymore. It is more convenient to have all the class coexist in a single space, which then need to be much wider and therefore non-separable.

7.2. Historical role

We now turn to a comment on the historical importance of the article, more precisely to the role it had in spreading into the community of physicists the awareness of the importance of UIR of the CCR.

7.2.1. Unitarily inequivalent representations of the CCR

The problem of the existence and the relations between different representations of the CCR appeared rather early in the history of QM, due to the appearance of two competing formulations of the theory (Heisenberg, Born and Jordan's and Schrödinger's). As we mentioned in section 2 for quantum systems with a finite number of degrees of freedom there are several mathematical results which satisfactorily settle the matter. The best known
of these results, to which we referred collectively as unitary equivalence theorems, is the Stone-von Neumann theorem.

Although these theorems fail for systems with infinite degrees of freedom, like fields, the role of the representations of the CCR in QFT did not attract a lot of attention at first. Even the very notion of the existence of representations different from the Fock’s one was slow to diffuse into the community of physicists. Indeed, although the existence of UIR of the CCR where known to some at least before World War II \[29\] (to von Neumann, at any rate), the community of physicists started to become more widely aware of their relevance only in the 1950s.

It is in this context that the historical importance of van Hove’s article is more pronounced. Together with the work of Friedrichs \[39, 40\], the article is credited both by Wightman and Schweber \[41\] and Haag \[42\] as the main sources which made the existence of the UIR of the CCR enter into the consciousness of physicists. Wightman and Schweber explicitly recognized being strongly influenced by van Hove’s article saying that \[\text{(41), page 824}\] “our illustrations of these points are based on the fundamental work of van Hove, and our discussion may be regarded as an alternative explication of his results”.

The importance of Wightman’s and Haag’s contribution to the development of QFT, including the cited works, witnesses the key role that van Hove’s article had in opening a new avenue of investigation in the quantum theory of fields.

7.2.2. Haag’s theorem

A word is in order about the relationship between van Hove’s article and Haag’s theorem. With the latter name it is customary to refer to a set of results, starting with Haag’s own one in \[42\] and comprising generalizations and reformulations thereof (arguably, the best known being that of Hall and Wightman \[43\]). See \[44\] for an historical survey and \[45\] for a philosophical discussion.

In its original form, the theorem goes as follows. Consider \(\{\psi(\vec{x}), \pi(\vec{x})\}\) and \(\{\hat{\psi}(\vec{x}), \hat{\pi}(\vec{x})\}\) two separable Hilbert space representations of the CCR for a scalar field

\[
\begin{align*}
\hat{\psi}(\vec{x}), \hat{\psi}(\vec{y}) &= \left[\hat{\pi}(\vec{x}), \hat{\pi}(\vec{y})\right] = 0, \\
\hat{\psi}(\vec{x}), \hat{\pi}(\vec{y}) &= i \delta(\vec{x} - \vec{y}), \\
\hat{\pi}(\vec{x}), \hat{\psi}(\vec{y}) &= \left[\hat{\rho}(\vec{x}), \hat{\rho}(\vec{y})\right] = 0, \\
\hat{\pi}(\vec{x}), \hat{\pi}(\vec{y}) &= i \delta(\vec{x} - \vec{y}),
\end{align*}
\]

where \(\hat{\pi}\) and \(\hat{\rho}\) are the canonical momenta associated respectively to \(\hat{\psi}\) and \(\hat{\varphi}\). Suppose they are unitarily equivalent, so there exists a unitary operator \(\hat{R}\) such that

\[
\begin{align*}
\hat{\psi}(\vec{x}) &= \hat{R}\hat{\varphi}(\vec{x})\hat{R}^\dagger, \\
\hat{\pi}(\vec{x}) &= \hat{R}\hat{\rho}(\vec{x})\hat{R}^\dagger, \\
\end{align*}
\]

for every \(\vec{x} \in \mathbb{R}^3\). If the system is translationally invariant, then \(\hat{R}\) commutes with the generators of the translations, that is with the momentum operators

\[
\left[\hat{R}, \hat{P}_i\right] = 0, \quad i = 1, 2, 3.
\]

Assuming translational invariance, suppose moreover that the operators \(\hat{P}_i\) have continuous spectrum, with the only exception of the non-degenerate discrete eigenvalue \((0, 0, 0)\). Calling \(\Phi_0\) a normalized eigenvector of \(\hat{P}_i\) with respect to the eigenvalue \((0, 0, 0)\), then it follows that \(\hat{R}\Phi_0 = \Phi_0\) (up to phase).

The deep implication of this result becomes clear if we suppose that both representations \(\{\hat{\psi}(\vec{x}), \hat{\pi}(\vec{x})\}\) and \(\{\hat{\varphi}(\vec{x}), \hat{\rho}(\vec{x})\}\) (which may correspond to a non-interacting theory and a self-interacting one) have a vacuum state which is translationally invariant. Then necessarily the two theories share the same vacuum state. In other words, borrowing the terminology of renormalized QFT, the interaction cannot “polarize” the free vacuum state. This conclusion contradicts almost everything we know from the perturbative analysis of realistic QFT models, whose predictions are extremely well confirmed by experiments. More refined versions of the theorem generalize the result to the effect that not only a non-interacting and a self-interacting theory share the same vacuum state, but they are actually the same theory, provided the hypotheses hold, the only theory unitarily equivalent to a free theory is a free theory. This in particular undermines the existence of the interaction picture in QFT, whenever the theorem applies. Among the assumptions on which the theorem and its generalizations rest, the easiest to circumvent is the translational invariance of the theory. To escape its conclusions it is in fact sufficient to put the system in a box, or to make it interact with external sources having a non-trivial profile.\[15\]

It is clear from what said above that van Hove’s model does not satisfy the hypotheses of the theorem, since translational invariance is broken both by the field interacting with sources which lie at fixed positions, and by the system living in a box. Interestingly we may say that, regarding the relevance of UIR of the CCR to QFT, the relation between van Hove’s model and Haag’s theorem is one of complementarity. The latter gives quite general and natural conditions, although easily circumvented, under which describing interaction in QFT calls for the use of UIR of the CCR. The former instead is a very specific model, which is artificial in several ways.

Incidentally, this is why Haag’s theorem does not undermine the validity of the calculations in renormalized perturbative QFT. As Duncan \[46\], section 10.5) explains, the introduction of a regularizing procedure usually evades the hypotheses of the theorem.
but points to the same conclusion about interaction and representations, even beyond the validity of the theorem. In particular, van Hove’s model makes it clear that the case for considering UIR of the CCR in QFT is stronger than Haag’s theorem makes it.

7.3. The perturbative approach in QFT

Arguably, the farthest-reaching point of van Hove’s discussion is given by his questioning the validity of the perturbative approach in QFT, and the connection he suggests between the phenomenon of orthogonality of the spaces of state vectors and the appearance of divergences in perturbative QFT. As these puzzled the community of physicists for a long time, even leading some to propose that the formalism should be abandoned altogether, a comment on this matter is in order.

Divergences are commonly divided into infrared and ultraviolet ones, according to whether they are due to modes with momenta tending to zero or to infinity. It is known that the infinite volume limit in QFT naturally leads to UIR of the CCR [39, 40] (and also in ordinary QM, when the thermodynamic limit is considered). However, since in van Hove’s model the system lives in a box of finite volume, we may expect his comments to be directed mainly towards ultraviolet divergences, although he does not say so explicitly. We assume this to be the case.

7.3.1. Some general comments

We start with short comments on two often encountered assertions concerning QFT and divergences.

The first one is the assertion that divergences in realistic QFT are due to (and inescapable consequence of) the number of degrees of freedom being infinite. Van Hove’s discussion emphasizes that the foremost consequence of changing the number of degrees of freedom from finite to infinite, is a change in the structure of the spaces of state vectors. Moreover, he points out that spurious divergences are very likely to be introduced if this structure is not adequately taken into account when using the perturbative approach. This leaves open the possibility for a realistic quantum theory with an infinite number of degrees of freedom not being divergent at all, in case all the perturbative divergences turn out to be spurious (in the sense of the previous sentence). This is of course a very long shot. But, at the very least van Hove’s analysis implies that, to establish whether the quantum description of a system with an infinite number of degrees of freedom is divergent or not, it is necessary to properly take into account the structure of the spaces of state vectors.

The second one is the assertion that ultraviolet divergences are to be expected because the theory won’t describe nature up to infinite energy. Although it is very sensible that QFT (and specifically the Standard Model) may not describe nature correctly up to arbitrary high energies, we observe that its eventual high energy inadequacy does not need to manifest itself through divergences. It may also manifest as a finite mismatch between the QFT predictions and the experimental data or as internal inconsistencies of the formalism other than divergences. What we are saying is that, although we do expect new physics to turn up, it is incorrect to propose a strict logical equivalence between divergences and high frequency inadequacy of the theory. And, that it is wrong to philosophically justify the presence of divergences as unavoidable on the basis of the fact that we don’t expect our description to hold up to infinite energy.

Having said that, a possible link between ultraviolet divergences and the phenomenon of orthogonality of the spaces of state vectors directly calls into question the renormalization procedure, since the latter was developed exactly to tame ultraviolet divergences in the perturbative expansion. The main question which stems from this suggestion is what would the consequences for renormalization be if we formulated QFT in a non-separable Hilbert space. Simplifying: would there still be ultraviolet divergences? If yes, which aspects of renormalization would survive? Without aiming to provide an answer, some (admittedly speculative) considerations can be elaborated. In the section below we push the speculation as far as it can go, supposing that ultraviolet divergences can be wholly explained by the phenomenon of orthogonality of the spaces of state vectors, for the sake of checking whether we run into plain contradiction.

7.3.2. Renormalization and orthogonality

The fact that divergences in non-linear QFT are ubiquitous may testify in favor of a structural problem at the their basis, such as the choice of having the free and interaction Hamiltonians live in a space which is not wide enough. It is interesting to point out that, if this were the case, the divergences would likely not be associated to a specific energy domain, but to the global choice of the space. This immediately clashes with the common lore in the old approach to renormalization, where the divergences were associated to the high energy behavior of the theory (“failure above certain frequencies”) [8].

It is important to remark that, even if the divergences were of “global” origin we could make them appear as a high energy phenomenon. It would be enough to impose a high-energy cut-off and take advantage of the Stone-von Neumann theorem on the remaining (finite) degrees of freedom (this is in fact what is usually done in QFT). That is, we would map the states and the Hamiltonian of the (cut-off) interacting theory on the space of state vectors of the free theory, therefore away from the true interacting space of state vectors. The divergence encountered when sending the cut-off to infinity would...
then be artificially created by this procedure, and appear as a high frequency phenomenon only because we implemented the recovery of the full theory as a high frequency limit. It is interesting in this respect that, in von Neumann’s paper [29] on infinite direct products of vector spaces, convergence is not defined as a limit when some number goes to infinity. On the contrary, it is defined without choosing a preferred ordering in the index set which label the spaces (in our case the index set would be the integer numbers which label the modes of the field, which are tightly linked to their frequency).

The modern approach to renormalization, on the other hand, takes a different point of view in that the focus is not exclusively on the high energy behavior and on ways of circumventing the divergences. In fact, borrowing David Gross’ words [48], “renormalization is an expression of the variation of the structure of physical interactions with changes in the scale of the phenomena being probed”, and borrowing Michael Dine’s [49] “renormalization is the statement that the parameters of a theory vary with length or energy scale”. All the same, it may seem that the cited dependence on the scale being probed is again at odds with the possibility that the divergences be due to the orthogonality between the space of state vectors, since the latter phenomenon being of global nature is not expected to produce an energy dependence.

This conclusion would be, however, premature. It is fair to expect that the features of the renormalized perturbative expansion, if at all, would be reproduced in the context of an appropriate perturbative treatment in the non-separable Hilbert space. Such a perturbative treatment, if it existed, would clearly have to take into account that also the very space where the Hamiltonian lives is perturbed. It seems not impossible that the dependence of the parameters on the energy scale being probed would result from an analysis of the renormalization group type of the perturbative treatment in the non-separable Hilbert space.

7.4. The comparison with renormalization

We conclude the present section by discussing the comparison between the exact results and those of renormalized perturbative QFT, exposed in section 6, which in our opinion is the less convincing. Before exposing our main criticism, let us start with a methodological comment.

The analysis in section 6 is based on the interaction picture, which assumes that the vector states of the interacting theory can be obtained from the states of the free theory by a unitary transformation acting on the space of state vectors of the latter. This evidently clashes with the results of section 4, where it is proved that such a transformation cannot exist since the two spaces of state vectors (free and interacting) are not only different but even orthogonal. Note that in section 4 we are not imposing a cut-off, or another regularization procedure, when dealing with the perturbative expansion, so the observation in the footnote on page 16 does not apply. Therefore, from the methodological point of view the approach of van Hove in section 6 is to buy the full package of perturbative QFT without questioning it (the questioning has been already done in section 5 in fact), and just apply it to compare its predictions with those of the exact analysis.

7.4.1. Criticism

Now for the criticism. A first point is that van Hove seems to implement renormalization in a different way compared to how it is done nowadays. In general, the exponential “convergence factor” is not used merely as a way to make integral converge, but as a way to generate the eigenstates of the interacting theory from those of the free theory by means of a suitable time evolution of the system (see e.g. [50]). In this context, taking the limit $\alpha \to 0$ corresponds to generating the interacting states adiabatically. The infinite phase factor is an unavoidable consequence of this procedure [51], not a pathology, and in general it is not renormalized away, but taken care of directly in the definition of the adiabatically-generated interacting states (the relevant result being the Gell-Mann and Low formula [52]). Note in particular that the divergence of the phase factor is not due to the energy $B + C$ being divergent, since (as equation (77) shows) the phase is the integral of $B + C$ over time (from $-\infty$ to $+\infty$) which would diverge also if $B + C$ were finite and non-zero. We reiterate that loop divergences are not present in the model considered here, as a consequence of the linearity of the interaction.

A second point regards van Hove’s conclusion that the renormalized perturbative expansion does not correctly reproduce the exact result for $t$ finite, exemplified by the fact that $\lim_{\alpha \to 0}(U^{\alpha})_0(t, -\infty)$ has non vanishing off-diagonal elements. Van Hove seems to expect that, if in the perturbative treatment the system were prepared in an eigenstate of the free Hamiltonian, then it should stay there for all times. This may be motivated by the idea that the eigenstates of the free Hamiltonian in the perturbative analysis somehow “correspond” to the exact energy eigenstates in the exact analysis. We speculate that such an intuitive idea is what lies behind the assertion that “the interaction changes the form of the modes, but does not introduce a coupling between them”. From this perspective, in the perturbative treatment the system should remain in an eigenstate of the free Hamiltonian because this is what happens for the “corresponding” states in the exact solution.

Anyway, in quantum physics the only relevant quantities are the expectation values of the observables, so the comparison between the exact and the perturbative results should be done on that level. Indeed from that point of view van Hove’s conclusion seems questionable. Consider for example the momentum observable, and recall that the exact stationary states are
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not eigenfunctions of the momentum (as van Hove himself points out), although asymptotically they can be approximated by plane waves. This situation is compatible with the perturbative result [61], which says that a system prepared at $t = -\infty$ in the (non-interacting) ground state evolves into a superposition of momentum eigenstates when the interaction with the sources makes itself felt. On the contrary, if the perturbative analysis predicted that the system would remain in the (non-interacting) ground state for all times, the expectation of the momentum would be constantly zero, in contradiction with the exact result.

It may be suggested that an observable difference between the exact and perturbative results lies in the fact that the latter predicts “particle production” for $t$ finite, while the former does not. This argument is not straightforward however, since to make it sound one should couple the field with a “particle detector”, and show that the detector “clicks” in the perturbative case and does not in the exact case. Since the exact solutions are not momentum eigenstates, it is not obvious that the detector would not click in the exact case. Such a discussion is missing in the article, so we believe that the analysis of section 6 is not sufficient to support the claim that the exact and perturbative analyses give different results for finite time.

8. Conclusions

In [3] Léon Van Hove studied the model of a neutral, massive and relativistic scalar field linearly coupled to point-like sources which lie at fixed positions. This (admittedly unrealistic) model was chosen for his formal properties of admitting exact solutions, with the purpose of clarifying the origin of the formal problems exhibited by Quantum Field Theory. More specifically, he tried to understand why the perturbative approach inevitably leads to divergences, and until which point the renormalized perturbative expansion provides a satisfactory approximation of the exact solution.

We are of the opinion that van Hove’s analysis, despite the evolution that QFT underwent in the meantime, deserves to be known outside the community of French-speaking mathematical physicists. Not only because of its historical importance, but also because some of the ideas contained in it are still relevant. Moreover, the article has a didactic relevance since it exposes in a simplified context a procedure of field quantization which is different from the one usually taught in curricular courses. This was the goal which motivated us to prepare the present exposition, expanding the analysis of [3] with derivations and comments.

Summing up his results, he wrote that “regarding the first problem, the reason lies in the fact that the stationary states of the field interacting with the sources are not linear combinations of the stationary states of the free field. By virtue of the results of a previous work, this fact extends to the more general case of two interacting quantum fields, under the only hypothesis that stationary states indeed exist in presence of the interaction.” Concerning the second point, he says that “despite they [the exact solution and the results obtained using the renormalization procedure] are in agreement for the $S$ matrix, they disagree with respect to the unitary evolution matrix relative to the time interval $(-\infty,t)$, with $t$ finite. Furthermore, the renormalization procedure provides an incomplete description of the exact solution.”

With the benefit of hindsight, our opinion about van Hove’s conclusions is the following. The first point is connected to the existence of Unitarily Inequivalent Representations of the Canonical Commutation Relations in QFT, and it remains a relevant topic. On the other hand, his analysis on the comparison between the exact result and that provided by the renormalized perturbative expansion is, to our judgment, inconclusive.

An interesting question is how these conclusions would change if a less unrealistic model were considered, such as one with sources of finite but non-zero radius or with a charge profile similar to the ground state of the hydrogen atom. The key point is clearly whether the phenomenon of orthogonality of the spaces of state vectors would still be present. A related question is whether it is possible to find models where the constant $C$ defined in [51], which in the article diverges and is discarded without comments, is finite (so the new model is not singular) and yet the spaces of state vectors are orthogonal. An investigation on these points is under way, and will be published elsewhere.

A. Proof of the orthogonality results

A.1. First orthogonality result

Let us suppose that $\Gamma \neq \bar{\Gamma}$, and evaluate the scalar product

$$\langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle = \prod_{\vec{k} \in \mathcal{R}} \langle \bar{\varphi}_n | \varphi_n \rangle,$$

(A.1)

where $\Phi_{\{n\}} \in \mathcal{S}_\Gamma$ and $\bar{\Phi}_{\{n\}} \in \mathcal{S}_{\bar{\Gamma}}$. A useful simplification comes from noting that, since $\sum n(\vec{k}) < +\infty$ and $\sum n(\vec{k}) < +\infty$, only a finite number of terms in the numerical product on the right hand side are different from $\langle \bar{\varphi}_0^\vec{k} | \varphi_0^\vec{k} \rangle$. Moreover, a direct calculation using [56] and [62] shows that

$$\langle \bar{\varphi}_0^\vec{k} | \varphi_0^\vec{k} \rangle = \exp \left[ -\frac{1}{4} \left( (\sigma_\vec{k} - \bar{\sigma}_\vec{k})^2 + (\tau_\vec{k} - \bar{\tau}_\vec{k})^2 \right) \right],$$

(A.2)

which is different from zero for every $\vec{k} \in \mathcal{R}$. This implies that, indicating with $\mathcal{R}' \subset \mathcal{R}$ the set of wavevectors $\vec{k}$ for
which \( \tilde{n}(\vec{k}) \) and \( n(\vec{k}) \) do not both vanish, we can write

\[
\langle \Phi_{\{\tilde{n}\}} | \Phi_{\{n\}} \rangle = \prod_{\vec{k} \in \mathcal{R}} \left( \frac{\tilde{\varphi}_{\tilde{n}(\vec{k})}^* \varphi_{\{n\}(\vec{k})}^* \tilde{\varphi}_{\tilde{n}(\vec{k})} \varphi_{\{n\}(\vec{k})}}{\langle \tilde{\varphi}_{\tilde{n}(\vec{k})} | \varphi_{\{n\}(\vec{k})} \rangle} \right)^{-1},
\]

\[
\langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle.
\]  

(A.3)

Since the cardinality of \( \mathcal{R} \) is finite, the term in square parenthesis is just a finite factor. It follows that if the scalar product \( \langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle \) vanishes, then necessarily \( \langle \Phi_{\{\tilde{n}\}} | \Phi_{\{n\}} \rangle \) vanishes.

Note on this respect that from (A.2) we get

\[
\left| \langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle \right| = \prod_{\vec{k} \in \mathcal{R}} \left| \frac{\tilde{\varphi}_{\tilde{n}(\vec{k})}^* \varphi_{\{n\}(\vec{k})}^* \tilde{\varphi}_{\tilde{n}(\vec{k})} \varphi_{\{n\}(\vec{k})}}{\langle \tilde{\varphi}_{\tilde{n}(\vec{k})} | \varphi_{\{n\}(\vec{k})} \rangle} \right| = \exp \left[ -\frac{1}{4} \sum_{\vec{k} \in \mathcal{R}} \left( (\sigma_k - \tilde{\sigma}_k)^2 + (\tau_k - \tilde{\tau}_k)^2 \right) \right].
\]

(A.4)

where

\[
\sum_{\vec{k} \in \mathcal{R}} \left( (\sigma_k - \tilde{\sigma}_k)^2 + (\tau_k - \tilde{\tau}_k)^2 \right) = \frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k^3} \sum_{i=1}^{2} \left[ g_i g_j \cos (\vec{k} \cdot (\vec{g}_i - \vec{g}_j)) + g_i \tilde{g}_j \cos (\vec{k} \cdot (\vec{\tau}_i - \vec{\tau}_j)) - 2 g_i g_j \cos (\vec{k} \cdot (\vec{\tau}_i - \vec{\tau}_j)) \right].
\]

(A.5)

It is clear from (A.4) that \( \langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle \) can be different from zero only if the series (A.5) converges. The crucial observation is that the series \( \sum_{\vec{k} \in \mathcal{R}} \omega_k^3 \cos(\vec{k} \cdot \vec{v}) \) diverges, while \( \sum_{\vec{k} \in \mathcal{R}} \omega_k^3 \cos(\vec{k} \cdot \vec{v}) \) converges (although not absolutely) provided \( \vec{v} \neq 0 \). Since \( \vec{y}_i \neq \vec{y}_2 \) and \( \vec{z}_i \neq \vec{z}_2 \), the only terms in the right hand side of (A.5) which may not converge are

\[
\frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k} \left[ 2 \sum_{i=1}^{2} g_i^2 + 2 \sum_{i=1}^{2} g_i \tilde{g}_j \cos (\vec{k} \cdot (\vec{g}_i - \vec{g}_j)) \right].
\]

(A.6)

For this sum to converge, the divergence coming from the \( g_i^2 \) and \( g_i \tilde{g}_j \) terms need to be compensated by an opposite divergence coming from the \( g_i \tilde{g}_j \) terms, and for this to happen necessarily the argument of some of the cosines has to vanish. In fact, the argument of at most two cosines can vanish, and this happens when \( \vec{y}_i = \vec{z}_i \) and \( \vec{y}_2 = \vec{z}_2 \), or when \( \vec{y}_i = \vec{z}_2 \) and \( \vec{y}_2 = \vec{z}_1 \). In the former case the series (A.6) reads

\[
\frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k} \left[ (g_i - \tilde{g}_i)^2 + (g_2 - \tilde{g}_2)^2 + \text{cosine terms} \right],
\]

(A.7)

which converges if and only if \( g_1 = \tilde{g}_1 \) and \( g_2 = \tilde{g}_2 \), while in the latter case one gets

\[
\frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k} \left[ (g_i - \tilde{g}_i)^2 + (g_2 - \tilde{g}_2)^2 + \text{cosine terms} \right],
\]

(A.8)

which converges if and only if \( g_1 = \tilde{g}_1 \) and \( g_2 = \tilde{g}_2 \). By “cosine terms” we mean terms proportional to \( \cos(\vec{k} \cdot \vec{v}) \) for some \( \vec{v} \neq 0 \). Physically these two cases are the same, since the difference lies just in the way the sources of \( \vec{F} \) are labeled (that is, “1” and “2” instead of as “1” and “1”). In both cases \( \vec{F} \) and \( \tilde{\vec{F}} \) are equal as sets, that is \( \vec{F} = \tilde{\vec{F}} \). On the other hand, it is easy to see that we can never have convergence if the argument of only one cosine in (A.6) vanish. For example, if \( \vec{y}_1 = \vec{z}_1 \) and \( \vec{y}_2 \neq \vec{z}_2 \) the series reads

\[
\frac{1}{\sqrt{V}} \sum_{\vec{k} \in \mathcal{R}} \frac{1}{\omega_k} \left[ (g_i - \tilde{g}_i)^2 + g_2^2 + \tilde{g}_2^2 + \text{cosine terms} \right],
\]

(A.9)

which diverges (unless \( g_2 = \tilde{g}_2 = 0 \), in which case however there is only one source). In the cases \( \{\vec{y}_1 = \vec{z}_2, \vec{y}_2 \neq \vec{z}_1\} \), \( \{\vec{y}_2 = \vec{z}_1, \vec{y}_1 \neq \vec{z}_2\} \) and \( \{\vec{y}_2 = \vec{z}_2, \vec{y}_1 \neq \vec{z}_1\} \) the situation is analogous. We have therefore proved that the series (A.5) converges if and only if \( \vec{F} = \tilde{\vec{F}} \), which by (A.4) means that \( \langle \Phi_{\{n\}} | \Phi_{\{n\}} \rangle \) vanishes whenever \( \vec{F} \neq \tilde{\vec{F}} \).

Recalling now that (A.3) holds whenever \( \vec{F} \neq \tilde{\vec{F}} \), we conclude that the scalar product \( \langle \Phi_{\{\tilde{n}\}} | \Phi_{\{n\}} \rangle \) vanishes whenever \( \vec{F} \neq \tilde{\vec{F}} \), so our claim is proved.

**A.2. Second orthogonality result**

Suppose \( \vec{F} \neq \tilde{\vec{F}} \). Similarly to the previous case, if \( \sum n(\vec{k}) < +\infty \) then only a finite number of terms in the numerical product in (A.1) have \( n(\vec{k}) \neq 0 \). Moreover, using (56) and (62) we get

\[
\left| \langle \tilde{\varphi}_{\tilde{n}} | \varphi_{\{n\}} \rangle \right| = \exp \left[ -\frac{1}{4} \left( (\sigma_k - \tilde{\sigma}_k)^2 + (\tau_k - \tilde{\tau}_k)^2 \right) \right] |\mathcal{F}(\vec{n}, \zeta_k)|,
\]

(A.10)

where

\[
\zeta_k = \frac{\tilde{\tau}_k - \tau_k + i(\tilde{\sigma}_k - \sigma_k)}{2}
\]

(A.11)

and

\[
\mathcal{F}(\vec{n}, \zeta_k) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\left(\zeta - \zeta_k\right)^2} H_n(\zeta) \sqrt{2\pi n!} d\zeta.
\]

(A.12)

The result of the previous section is correctly recovered for \( n = 0 \). The integral in (A.12) can be evaluated explicitly [53] and we get

\[
|\mathcal{F}(\vec{n}, \zeta_k)| = \frac{1}{\sqrt{2\pi n!}} \left| \tilde{\tau}_k - \tau_k + i(\tilde{\sigma}_k - \sigma_k) \right|^n,
\]

(A.13)
which implies that |⟨ϕ̂_n | ϕ̂_0⟩⟩ is different from zero. Calling \( R^n \subset R \) the set of wavevectors \( \vec{k} \) for which \( n(\vec{k}) \) does not vanish, we can therefore write

\[
⟨\Phi(\vec{n}) | \Phi(\{0\})⟩ = \prod_{\vec{k} \in R^n} ⟨\vec{k} | \phi_{n(\vec{k})}⟩ ⟨\vec{k} | \phi_{0(\vec{k})}⟩^{-1}
\]

where the term in the square parenthesis is again a finite factor.

If \( \bar{n} \geq 1 \), it can be shown that

\[
|⟨\vec{k} | \phi_{n(\vec{k})}⟩ | ≤ |⟨\vec{k} | \phi_{0(\vec{k})}⟩| \quad \text{when} \quad (σ_k - \bar{σ}_k)^2 + (τ_k - \bar{τ}_k)^2 ≤ 2 \sqrt{n!},
\]

and that |⟨ϕ̂_n | ϕ̂_0⟩⟩ is always strictly smaller than one. In fact, introducing the family of functions

\[
h_n(x) = \frac{1}{\sqrt{2^n n!}} e^{-\frac{x^2}{2n}}, \quad (A.15)
\]

it is easy to see that they achieve their maximum at \( x = \sqrt{2n} \) and that

\[
h_n(\sqrt{2n}) = \sqrt{\frac{n^n}{e^{n}}}. < \frac{1}{\sqrt{2\pi}}, \quad (A.16)
\]

where we used Stirling’s formula \([31]\) to infer the inequality. This means that for \( \bar{n} ≥ 0 \) we have

\[
\max \left\{ \exp \left[ -\frac{1}{4} \left( (σ_k - \bar{σ}_k)^2 + (τ_k - \bar{τ}_k)^2 \right) \right], \frac{1}{\sqrt{2\pi}} \right\}, \quad (A.17)
\]

which implies

\[
⟨\Phi(\bar{n}) | \Phi(\{0\})⟩ = \prod_{\vec{k} \in R^n} ⟨\vec{k} | \phi_{n(\vec{k})}⟩ | φ_{0}⟩ = 0. \quad (A.18)
\]

Since \( (A.14) \) holds when \( Γ ≠ \bar{Γ} \), the relation \( (A.18) \) implies that \( ⟨\Phi(|\{n\}) | \Phi(|\{n\})⟩ \) vanishes when \( Γ ≠ \bar{Γ} \) and \( \sum(n(\vec{k})) < +∞ \), so our claim is proved.

**B. Factorization of the time evolution operator**

Let us start from the expression \([14]\), to wit

\[
U_t^{α}(t, −∞) = \sum_{n=0}^{+∞} \left( \frac{g}{\hat{T}} \right)^n \int_{−∞}^{t} dt_1 \ldots \int_{−∞}^{t} dt_n T\{ \hat{H}_t^{α}(t_1) \cdots \hat{H}_t^{α}(t_n) \}, \quad (B.1)
\]

and note that the number of different ways to perform \( k \) contractions in a product of \( n \) operators is

\[
\Gamma_k^n = \frac{n!}{(2k)!}(n - 2k)!! = \frac{n!}{2^k k!(n - 2k)!!}, \quad (B.2)
\]

where the double factorial \((2k - 1)!!\) expresses the number of different ways to completely contract a product of \( 2k \) operators. For the sake of clarity, let us split the sum in \( (B.1) \) into a sum over the even values of \( n \) and a sum over the odd values of \( n \)

\[
U_t^{α}(t, −∞) = \sum_{m=0}^{+∞} \left( \frac{g}{\hat{T}} \right)^{2m} \int_{−∞}^{t} dt_1 \ldots \int_{−∞}^{t} dt_{2m} T\{ \hat{H}_t^{α}(t_1) \cdots \hat{H}_t^{α}(t_{2m}) \} + \sum_{r=0}^{+∞} \left( \frac{g}{\hat{T}} \right)^{2r+1} \int_{−∞}^{t} dt_1 \ldots \int_{−∞}^{t} dt_{2r+1} T\{ \hat{H}_t^{α}(t_1) \cdots \hat{H}_t^{α}(t_{2r+1}) \}. \quad (B.3)
\]

Consider first the even part of the infinite sum. When using the Wick theorem, the (double) integral of a contraction over the two time variables involved factors out from the \( 2m \)-dimensional integral of the time-ordered product. Moreover, the double integral gives the same result independently of which time variables (among \( t_1, \ldots, t_{2m} \)) are involved in the contraction. Therefore using the Wick theorem we get

\[
\int_{−∞}^{t} dt_1 \ldots \int_{−∞}^{t} dt_{2m} T\{ \hat{H}_t^{α}(t_1) \cdots \hat{H}_t^{α}(t_{2m}) \} = \prod_{k=0}^{2m} \left( \int_{−∞}^{t} dt_1 \int_{−∞}^{t} dt_2 \hat{H}_t^{α}(t_1) \hat{H}_t^{α}(t_2) \right) \cdot \left( \int_{−∞}^{t} dy_1 \cdots \int_{−∞}^{t} dy_{2m-2k} N\{ \hat{H}_t^{α}(y_1) \cdots \hat{H}_t^{α}(y_{2m-2k}) \} \right). \quad (B.4)
\]

Inserting this expression into the even part of \( (B.3) \), we get the double sum

\[
\sum_{m=0}^{+∞} \left( \frac{g}{\hat{T}} \right)^{2m} \sum_{k=0}^{m} \prod_{k}^{2m} \left( \text{contraction} \right)^k \left( \text{normal ordered} \right), \quad (B.5)
\]

which can be seen as a sum over the set \( T = \{ (k,m) \in \mathbb{N}_0^2 : k ≤ m \} \). Mapping this set onto \( \mathbb{N}_0^2 \) with the invertible map \((m,k) → (m-k,k)\), and using the explicit
expression for $\gamma_k^{2s+2k}$, the sum (B.5) can be written as
\[
\sum_{s=0}^{\infty} \sum_{k=0}^{\infty} \frac{1}{(2s)!} \left( \frac{g^2}{4} \right)^{2s+2k} \left( \frac{g}{4} \right)^k \left( \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 \hat{H}_i^\alpha(\tau_1) \hat{H}_i^\alpha(\tau_2) \right)^k.
\]

It is apparent that the double sum factorizes into a sum over $s$ and one over $k$, and that the latter gives the exponential
\[
\sum_{k=0}^{\infty} \frac{1}{k!} \left( -\frac{g^2}{2} \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 \hat{H}_i^\alpha(\tau_1) \hat{H}_i^\alpha(\tau_2) \right)^k = \exp \left( -\frac{g^2}{2} \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 \hat{H}_i^\alpha(\tau_1) \hat{H}_i^\alpha(\tau_2) \right).
\]

In the odd case an expression analogous to (B.4) holds, with $2n$ replaced by $2r+1$ and the sum over $k$ extending from 0 to $r$. The double sum $\sum_{r=0}^{\infty} \sum_{j=0}^{\infty}$ can be rearranged using the map $(\tau, k) \rightarrow (r-k, k)$, and again the “contraction part” factorizes into the exponential as in the even case. These results taken together imply that $U_i^\alpha(t, -\infty)$ factorizes into a “contraction part” and a “normal ordered part” according to
\[
U_i^\alpha(t, -\infty) = \exp \left( -\frac{g^2}{2} \int_{-\infty}^{t} d\tau_1 \int_{-\infty}^{t} d\tau_2 \hat{H}_i^\alpha(\tau_1) \hat{H}_i^\alpha(\tau_2) \right) \cdot \left( \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{g}{4} \right)^n \int_{-\infty}^{t} dt_1 \cdots \int_{-\infty}^{t} dt_n N \left( \hat{H}_i^\alpha(t_1) \cdots \hat{H}_i^\alpha(t_n) \right) \right). \tag{B.7}
\]
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