Abstract—We study the problem of minimizing the resource capacity of autonomous agents cooperating to achieve a shared task. More specifically, we consider high-level planning for a team of homogeneous agents that operate under resource constraints in stochastic environments and share a common goal: given a set of target locations, ensure that each location will be visited infinitely often by some agent almost surely. We formalize the dynamics of agents by consumption Markov decision processes. In a consumption Markov decision process, the agent has a resource of limited capacity. Each action of the agent may consume some amount of the resource. To avoid exhaustion, the agent can replenish its resource to full capacity in designated reload states. The resource capacity restricts the capabilities of the agent. The objective is to assign target locations to agents, and reload states. The resource capacity restricts the capabilities of the agent. We develop an algorithm that solves this graph problem in time that is polynomial in the number of agents, target locations, and size of the consumption Markov decision process. We demonstrate the applicability and scalability of the algorithm in a scenario where hundreds of unmanned underwater vehicles monitor hundreds of locations in environments with stochastic ocean currents.
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I. INTRODUCTION

Complex systems often consist of multiple agents interacting in stochastic environments to accomplish a task that a single agent cannot. Examples of such scenarios include multi-robot navigation [1], [2], healthcare [3], and urban air mobility [4], [5]. For instance, decentralized Markov decision processes (MDPs) can accurately model such multi-agent decision-making problems in stochastic environments. However, the complexity of synthesizing an optimal strategy for decentralized MDPs is NEXP-complete [6], [7], ruling out the existence of an algorithm that runs in time that is polynomial in the number of agents. The key reason for the computation complexity is that the decisions of one agent can influence the dynamics of the other agents, and the agents need to collaborate to compute an optimal strategy.

Autonomous systems such as robots, autonomous cars, and unmanned aerial vehicles (UAVs) operate under resource constraints: they need a supply of some resource that is critical for their continuing operation [8]–[11]. For instance, consider a set of UAVs operating in a city for regularly delivering packages to a number of locations. UAVs have a limited storage of resources, e.g., a battery, which has to be recharged regularly. Here, the primary objective is to ensure that the system does not run out of resources during its operation. Energy and consumption MDPs can model systems operating in stochastic environments under resource constraints, with the latter admitting polynomial-time algorithms for qualitative planning [12].

We combine resource-constrained systems and planning in multi-agent systems in a surprisingly efficient manner. Specifically, we study the problem of minimal-capacity planning in multi-agent consumption MDPs, where multiple independent homogeneous agents cooperate in patrolling a set of target locations. We present an algorithm for this problem that runs in time that is polynomial in the size of the consumption MDP and in the number of agents and target locations, and can scale to hundreds of agents and target locations.

Resource capacity is an essential parameter for autonomous agents, and minimizing the required capacity brings several benefits. For example, batteries account for up to 50% of the weight of small UAVs [13]. By reducing the necessary battery capacity and size, one can significantly reduce the weight of agents, improve the payload of UAVs, or reduce the manufacturing price of the UAVs. Naturally, planning for minimal capacity might result in strategies that are not optimal with respect to the time needed to move between targets. However, this cannot be avoided by algorithms that run in time that is polynomial in the number of targets: the traveling salesman problem (TSP), a well-known NP-hard problem, can be reduced to planning for minimal time, even using a single agent.

a) Our contribution: Given a consumption MDP, a set of target states, and a set of independent homogeneous agents with fixed initial states, we compute a target allocation and an assignment of targets to agents. The objective is to minimize the resource capacity of the agents while ensuring that each target state is visited infinitely often almost surely. We develop a polynomial-time algorithm in the number of agents and targets, and in the size of the consumption MDP. The algorithm, to the best of our knowledge, is the first that gives an exact solution to a planning task in resource-constrained multi-agent systems and that runs in polynomial time.

The presented algorithm is based on a reduction to a new combinatorial optimization problem called minimal-cost SCC decomposition defined on graphs with edges denoting the
minimal capacity needed to reach one target from another. This optimization problem is similar to bottleneck TSP [14], [15]. The goal of bottleneck TSP is to find a Hamiltonian path in a weighted graph that minimizes the highest-weight edge. However, checking whether there exists a Hamiltonian path in a graph is an NP-complete problem [16], and therefore, bottleneck TSP is NP-hard. In contrast to bottleneck TSP, minimal-cost SCC decomposition allows to visit each vertex more than once, and thus, it cannot solve the Hamiltonian path problem. We show that this problem belongs to P, and our algorithm can solve this problem in polynomial time.

The proposed reduction-based solution requires a graph with target states as vertices and where the cost of an edge \((t_1, t_2)\) represents the minimal capacity needed by an agent to almost-surely reach \(t_2\) from \(t_1\). Qualitative strategy synthesis in consumption MDPs can be performed in polynomial-time with respect to the model size [12] and the minimal capacity for each edge can be precisely computed using binary search with logarithmic number of computations in capacity. Therefore, the reduction is polynomial. Energy models, in general, do not admit polynomial algorithms, and our algorithm would require exponential time in the size of the model if we use energy models instead of consumption MDPs.

The underlying graph-theoretical optimization problem works for arbitrary non-additive cost in the objective function and is not dependent solely on consumption MDPs. More precisely, it can compute an optimal target assignment that minimizes the maximal “cost” agents would incur when moving between targets. This cost might estimate the minimal capacity that also ensures reasonable reachability time or the maximal altitude in which some UAV needs to fly while moving between targets. Next to the general utility, this universality also allows for avoiding the computation of the precise minimal capacities, which might become costly with a high number of targets and agents.

We demonstrate the applicability and the scalability of the algorithms on synthesizing optimal paths for persistent ocean monitoring using autonomous underwater vehicles [17]. The presented benchmark models the dynamics in the presence of stochastic ocean currents by consumption MDPs. We first demonstrate that it may be beneficial not to allocate target locations to all agents. By not allocating targets to all agents, we can obtain a lower required capacity than the existing multi-agent task allocation algorithms that optimize for minimal time instead of minimal capacity [2]. Then, we demonstrate the scalability of computing the minimal capacities by synthesizing strategies in the consumption MDPs. Finally, we demonstrate the scalability of the algorithms for minimal-cost SCC decomposition on examples with hundreds of vehicles and targets.

b) Related work: A naive approach to model resource-constrained systems is to encode the constraints into the state space. The encoding consists of states augmented with the current resource level of the system, where states with level below 0 are non-accepting sinks and transitions that change the resource level. In energy models [18], [19], the resource level is kept out of the state space using a system-wide integer-valued counter. Each transition then updates (decreases or increases) the current resource level of the system. However, planning in energy MDPs [20] is at least as hard as solving mean-payoff graph games [19], which makes the existence of a polynomial-time algorithm unlikely. Finally, in the recently introduced consumption MDPs [12], the agents are restricted by finite capacity, transitions can only decrease the resource level, and agents can replenish the resource only in a set of designated reload states (to full capacity only). These restrictions are sufficient to admit polynomial-time algorithms for qualitative planning (or solving consumption games [21]).

There is a large body of work on multi-agent task allocation and planning. The existing work focused on minimizing the overall mission time [2], [22]–[29], planning subject to resource constraints [30]–[36], under partial observability [37]–[39].

As mentioned previously, multi-agent planning for minimal time is at least as hard as solving TSP, which is NP-hard. Planning and synthesis in stochastic environments subject to arbitrary resource and task constraints requires memory that is exponential in the number of objectives even for single-agent problems [40]. Planning in stochastic environments subject to partial observability is known to be undecidable [41], [42]. However, there are several practical approaches for planning in partially observable stochastic environments [43], [44].

c) Organization and outline of the techniques: We introduce consumption MDPs and other necessary formulations in Section II. Section III formally states the problems that we study. We reduce the resource-constrained multi-agent planning problems into equivalent graph-theoretic problems in Section IV. Section V presents the algorithms for solving the graph-theoretic problems and discusses the algorithmic improvements. Finally, we demonstrate the applicability of the algorithms using several numerical examples in Section VI.

II. Preliminaries

A. Consumption Markov Decision Processes

Definition 1 (Consumption MDP). A consumption Markov decision process (MDP) is a tuple \(\mathcal{M} = (S, A, \Delta, \gamma, R)\) where \(S\) is a finite set of states, \(A\) is a finite set of actions, \(\Delta : S \times A \times S \rightarrow [0, 1]\) is a total transition function such that for all \(s \in S\) and all \(a \in A\) we have that \(\sum_{t \in S} \Delta(s, a, t) = 1\), \(\gamma : S \times A \rightarrow \mathbb{N}\) is a total consumption function, and \(R \subseteq S\) is a set of reload states where the resource can be reloaded.

Intuitively, \((S, A, \Delta)\) is an MDP and the consumption function \(\gamma\) and reload states \(R\) influence evolution of the resource in this MDP. Agents operating in \(\mathcal{M}\) are restricted by their capacity and they create paths in \(\mathcal{M}\). A path is a (finite or infinite) alternating sequence of states and actions \(\alpha = s_1 a_1 s_2 a_2 s_3 \ldots\) such that \(\Delta(s_i, a_i, s_{i+1}) > 0\) for all \(i\). An infinite path is a run. An agent with capacity \(cap\) start with the resource level equal to \(cap\), actions consume the resource, and reload states replenish the resource level to \(cap\). The resource is depleted if its level drops below 0, which we indicate by the symbol \(\_|\) in the following.

Formally, let \(\alpha = s_1 a_1 s_2 \ldots s_n\) (where \(n\) might be \(\infty\)) be a path in \(\mathcal{M}\) and let \(cap \in \mathbb{N}\) be capacity. The resource levels of \(\alpha\) with \(cap\) is the sequence \(RL_\mathcal{M}(\alpha|cap) = r_1 r_2 \ldots r_n\) where
functions $\Delta$ and $\gamma$ are given by (possibly branching) edges in the graph. Each edge is labeled by the name of the action and by its consumption enclosed in brackets. Probabilities of outcomes are given by gray labels in proximity of the respective successors. To avoid clutter, we omit probability 1 for non-branching edges and we merge edges that differ only in action names and otherwise are identical.

$$r_1 = \text{cap} \text{ and for } 1 \leq i < n \text{ the next resource level } r_{i+1} \text{ is defined inductively, using } c_i = \gamma(s_i, a_i) \text{ for the consumption of } a_i, \text{ as }$$

$$r_{i+1} = \begin{cases} r_i - c_i & \text{if } s_i \notin R \text{ and } c_i \leq r_i \neq \perp, \\ \text{cap} - c_i & \text{if } s_i \in R \text{ and } c_i \leq \text{cap} \text{ and } r_i \neq \perp, \\ \perp & \text{otherwise.} \end{cases}$$

The path $\alpha$ is safe with $\text{cap}$ if $\perp$ is not present in $RL_M(\text{cap}^\alpha)$. We say that $\alpha \text{ reaches } t \in S$ if $s_i = t$ for some $i$.

**Example 1.** Consider the consumption MDP in Fig. 7 and the run $\varrho = (s_0a)\omega$. We have that $RL_M(10\varrho) = 10, 8, 9, 7, 9, 7\ldots$ and thus $\varrho$ is safe with capacity 10. On the other hand, for the run $\varrho' = (s_0bava)\omega$ we have $RL_M(10\varrho') = 10, 5, 4, 2, \perp, \perp, \ldots$ and, as $\varrho'$ does not visit any reload state, it is not safe with any finite capacity.

A strategy $\sigma$ for $M$ is a function that assigns to each history an action to play. An agent operating in $M$ under control of $\sigma$ starting in some initial state $s \in S$ creates a path $\alpha = s_1a_1s_2\ldots$ as follows. The path starts with $s_1 = s$ and for $i \geq 1$ the action $a_i$ is selected by the strategy as $a_i = \sigma(s_1a_1s_2\ldots s_i)$, and the next state $s_{i+1}$ is chosen randomly according to the values of $\Delta(s_i, a_i\ldots)$. We denote the set of all runs in $M$ created by $\sigma$ from $s$ by $\text{Runs}_M(\sigma, s)$. We say that $\sigma$ is safe from $s \in S$ with capacity $\text{cap}$ if all runs from $\varrho \in \text{Runs}(\sigma, s)$ are safe with $\text{cap}$.

We say that a strategy $\sigma$ with capacity $\text{cap}$ safely reaches $t \in S$ almost surely from $s$ if and only if $\sigma$ is safe from $s$ with $\text{cap}$ and the probability that a run from $\text{Runs}_M(\sigma, s)$ reaches $t$ is equal to 1. The minimal capacity needed to reach $t$ from $s$ is denoted by $\text{MinCap}_M(s, t)$ and is formally defined as the lowest $c$ such that there exists a strategy $\sigma_{s \rightarrow t}$ that safely reaches $t$ from $s$ with $c$ almost surely in $M$; we call $\sigma_{s \rightarrow t}$ the witness strategy for reaching $t$ from $s$ with $\text{MinCap}_M(s, t)$.

**Example 2.** Consider again the consumption MDP in Fig. 7 and an agent with the task to reach $t$ from $r$ almost surely.

The minimum capacity needed to reach $t$ from $r$ almost surely is $\text{MinCap}_M(r, t) = 11$ and the witness strategy $\sigma_{r \rightarrow t}$ plays $b$ only in $s$ with resource level at least 10, and otherwise plays $a$.

The minimal capacity $\text{MinCap}_M(s, t)$ can be computed using binary search, starting with some sufficient initial capacity $c$ to reach $t$ from $s$ almost surely. In each iteration of the binary search, we check whether there exists some strategy that almost surely reaches $t$ from $s$ with the current capacity. This process requires at most $\log(c)$ instances of the polynomial algorithms of [12].

**B. Allocations and Assignments**

Given a set of targets $T$, and a number $m$, a target allocation for $T$ and $m$ decomposes the set of targets into $m$ disjoint sets $\{T_1, \ldots, T_m\}$. That is, $T_1 \cup \ldots \cup T_m = T$, and $T_i \cap T_j = \emptyset$ for all $1 \leq i < j \leq m$. We denote the set of all valid target allocations for $T$ and $m$ by Targets$(T, m)$.

Let $A$ and $B$ be two sets with $|A| \geq |B|$. An assignment from $A$ to $B$ is an injective (possibly partial) function $f : A \rightarrow B$, meaning distinct elements in $A$ are mapped to distinct elements in $B$. We denote the fact that $f$ is not defined for $a \in A$ by $f(a) = \perp$.

Intuitively, given a target allocation $T$ for a consumption MDP, we assign sets of targets from $T$ to the agents with initial states from $S_T$ by an assignment function $f : S_T \rightarrow T$. More specifically, the agent $a_i$ with the initial state $i \in S_T$ will be responsible for the targets given by the assignment $f(i)$.

**C. Graphs with Costs**

a) Cost functions.: Let $A$ be a set. Each function $\gamma : A \rightarrow \mathbb{R}$ that assigns real numbers to elements of $A$ is a cost function for $A$. Let $B \subseteq A$ and let $\gamma$ be the cost function for $A$. By $\gamma[B]$, we denote the cost function for $B$ that is defined as $\gamma$ on all elements of $B$. We say that $\gamma[B]$ restricts the domain of $\gamma$ to $B$.

b) Graphs with costs.: A directed graph with costs is a tuple $G = (V, E, C)$ where $V$ is a set of vertices, $E \subseteq V \times V$ is a set of edges, and $C : E \rightarrow \mathbb{R}$ is a cost function. For simplicity, we write $C(v_1, v_2)$ instead of $C((v_1, v_2))$. The maximum cost in $G$ is $\text{Cmax}(G) = \max_{e \in E} C(e)$. Given a graph $G$, we denote the set of its vertices and edges by $V(G)$ and $E(G)$, respectively.

A graph $H = (V', E', C')$ is a subgraph of $G$ if and only if $V' \subseteq V$, $E' \subseteq E$, and $C' = C'|E'$. Moreover, if $E' = E \cap (V' \times V')$, we call $H$ an induced subgraph. We use $G \setminus e$ to denote the subgraph $(V, E \setminus \{e\}, C|E \setminus \{e\})$ and for $V' \subseteq V$ we use $G[V']$ to denote the induced subgraph of $G$ with vertices $V'$.

The graph $G$ is strongly connected if for all distinct vertices $u, v \in V$ there is a sequence of consecutive edges that connects $u$ and $v$; that is, $(u, v_1)(v_1, v_2)\ldots(v_i, v)$. A strongly connected subgraph of $G$ is a strongly connected component (SCC) of $G$. An SCC $(V', E', C')$ is maximal, if there is
no other SCC \((V'', E'', C'')\) of \(G\) such that \(V' \subseteq V''\) and \(E' \subseteq E''\). We denote the set of all maximal SCCs of \(G\) by \(\text{Sccs}(G)\).

**D. Bipartite Graphs and Matchings**

A bipartite graph \(B = (U \cup V, E)\) consists of two disjoint set of vertices \(U\) and \(V\) and a set of edges \(E \subseteq U \times V\) from \(U\) to \(V\).

A matching \(M \subseteq E\) in \(B\) is a subset of the edges such that no two edges in \(M\) have a common vertex. We say that \(M\) is maximum if \(|M| \geq |M'|\) holds for all other matching \(M'\).

**Example 3.** Figure 2 shows a bipartite graph \(B\) (left) and its subgraph \(B'\) (right) and maximal matchings in these graphs. While \(B\) admits a maximal matching \(M = \{(u_1, v_3), (u_2, v_1), (u_3, v_2)\}\) of size 3, we can only find matchings of at most size 2 in \(B'\). We can alter \(M' = \{(u_2, v_1)\}\), highlighted in Fig. 2d by replacing \((u_2, v_1)\) with \((u_2, v_3)\) or by replacing \((u_1, v_1)\) with \((u_3, v_2)\). However, we cannot add another edge into the matching without removing another.

**III. PROBLEM STATEMENT**

In this paper, we solve two problems in multi-agent planning for minimal capacity in consumption MDPs. The agents can be deployed everywhere in the model for the first problem, while the starting locations (initial states) of the agents are fixed in the second problem. An optimal target allocation is sufficient to solve Problem 1. The solution of Problem 2 must also include an assignment from the the initial states of the agents to sets of targets.

**Remark 1.** We assume that all target states in the consumption MDP are reload states to simplify the presentation. Our results would still apply to the general case but the computation of minimal capacity \(\text{MinCap}_M(s, t)\) that is needed to reach \(t\) from \(s\) would be more involved without this assumption.

**Problem 1** (Minimal-capacity multi-agent target allocation). Given a consumption MDP \(M = (S, A, \Delta, \gamma, R)\) with a set of targets \(T \subseteq R\), find a target allocation \(\mathcal{T} \in \text{Targets}(T, m)\) to \(m\) homogeneous agents while minimizing the capacity required to ensure that with probability 1, each target in \(T\) is visited infinitely-often by an agent.

**Problem 2** (Minimal-capacity multi-agent routing). Given a consumption MDP \(M = (S, A, \Delta, \gamma, R)\) with a set of targets \(T \subseteq R\), and a set of \(S_I \subseteq S\) initial states, find \(m \leq |S_I|\), a target allocation \(\mathcal{T} \in \text{Targets}(T, m)\), and an assignment \(f : S_I \to \mathcal{T}\) to \(m\) homogeneous agents while minimizing the capacity required to ensure that each target in \(T\) is visited infinitely-often by an agent with probability 1 and that, if requested, each agent can come back to its initial location.

**IV. APPROACH**

We solve Problems 1 and 2 by reductions to graph-theoretical problems. Intuitively, the vertices of the graphs are the targets in \(T\) and the initial locations \(S_I\). The cost of an edge \((t_1, t_2)\) is the minimal capacity needed to reach a state \(t_2\) from \(t_1\) with probability 1. Given a number \(m\) denoting the number of agents, we decompose the graph into \(m\) SCCs such that the maximal cost in each SCC is minimized. We assign an agent to each SCC of this decomposition. Each non-trivial SCC contains a cycle. Thus, the agent is able to visit each target from the assigned SCC with probability 1 infinitely often by repeatedly visiting the targets in the order given by the cycle. Moreover, the agent needs capacity which is lower or equal to the highest cost on this cycle, which is at most the highest cost present in the found SCCs. As the \(m\) SCCs contains all targets from \(T\), the agents can, together, visit all states in \(T\) infinitely often with probability 1.

Problem 2 requires more attention. In addition to decomposing the graph into \(m\) SCCs, we need to take the paths from and to the initial locations into account. As deploying less than \(m\) agents might be beneficial for Problem 2, we also seek for decompositions into less than \(m\) SCCs and a partial assignment, if the cost of deploying agents would be too high otherwise. We will demonstrate the existence of this benefit in our numerical examples.

**A. Solution of Minimum-Capacity Multi-Agent Target Allocation**

In this section, we introduce the problem called minimal-cost SCC decomposition, and present the reduction of minimum-capacity multi-agent target allocation problem into this problem.

**Problem 3** (Minimal-cost SCC decomposition). Given a complete graph \(G = (V, V \times V, C)\) and a number \(n\), compute a subgraph \(H^* = (V, E', C[E'])\) of \(G\) such that the SCC decomposition \(\text{Sccs}(H^*)\) has at most \(n\) elements while minimizing \(\text{Cmax}(H^*)\).
Example 4. Figure 3 shows the solution of the minimal-cost SCC decomposition problem for the graph $G = (\{v_1, v_2, v_3, v_4, v_5\}, E, C)$ and $n = 2$. For clarity, we do not include some of the edges in $G$. The SCCs of $H^*$ are $Q_1$ with vertices $V(Q_1) = \{v_1, v_2, v_3, v_4, v_5\}$ and $Q_2$ which contains only the vertex $v_3$.

Let $\mathcal{M}$ be a consumption MDP, let $T$ be a set of states in $\mathcal{M}$ and let $m$ be a number of agents to be deployed in $\mathcal{M}$. We construct the graph $G^T_M$ as

$$G^T_M = (T, T \times T, \text{MinCap}_M[T \times T]).$$

Clearly, $G^T_M$ is of size polynomial with respect to the size of $\mathcal{M}$. Moreover, it can be constructed again in polynomial time, since computation of the cost for each edge is polynomial with respect to the size of $\mathcal{M}$.

Theorem 1. Solving Problem 3 for $\mathcal{M}, T$, and $m$ is equivalent to solving Problem 4 for $G = G^T_M$ and $n = m$.

Proof. The solution of Problem 3 for $G^T_M = (T, T \times T, \text{MinCap}_M[T \times T])$ is a subgraph $H^* = (T, E^*, \text{MinCap}_M(E^*))$ of $G^T_M$ that minimizes the maximal cost of the edges in $\text{Sccs}(H^*)$ while ensuring the number of SCCs is $m$. The target allocation needed to solve Problem 1 is $T = \{V(Q) \mid Q \in \text{Sccs}(H^*)\}$, which is the sets of vertices of SCCs of $H^*$. The capacity needed to fulfill the objective is equal to $\text{Cmax}(H^*)$.

$T$ is a valid allocation. By definition of the SCC decomposition, the sets in $\{V(Q) \mid Q \in \text{Sccs}(H^*)\}$ are disjoint and their union is equal to $T$. Moreover, each SCC $Q \in \text{Sccs}(H^*)$ contains a cycle such that the cycle visits all vertices from $V(Q)$. An agent with capacity $\text{Cmax}(Q)$ is able to follow, finish, and repeat this cycle infinitely many times in the consumption MDP $\mathcal{M}$ with probability 1. To be more specific, to move from $t_1$ to $t_2$, the agent follows the witness strategy $\sigma_{t_1 \rightarrow t_2}$ that is used to compute $\text{MinCap}_M(t_1, t_2) \leq \text{Cmax}(Q)$. As $\{V(Q) \mid Q \in \text{Sccs}(H^*)\}$ is a target allocation, all targets are covered by an agent.

The solution is optimal. We now show that the allocation defined by $H^*$ is optimal for $\mathcal{M}, T$, and $m$. Suppose that this allocation is not optimal and there exists some other target allocation $T'$ in $\text{Targets}(T, m)$ that requires a capacity $c < \text{Cmax}(H^*)$. Therefore, each agent must be able to move in a cycle between their targets from $T'$ with capacity $c$. Let $E'$ be a set of edges defined by these cycles. The graph $H = (T, E', \text{MinCap}_M(E'))$ which consists exclusively of these cycles is by construction a subgraph of $G^T_M$ with $m$ SCCs. Moreover, we have $\text{Cmax}(H) = c < \text{Cmax}(H^*)$, which is a contradiction to $H^*$ being the optimal solution of Problem 3.

Therefore, we conclude that we can solve Problem 1 for $\mathcal{M}, T$, and $m$ by solving Problem 4 for $G = G^T_M$ and $n = m$.

Remark 2. If there is a trivial SCC $Q \in \text{Sccs}(H^*)$, meaning $Q$ consists of only a single vertex $c$ and $(c, c) \notin E(Q)$, the agent can visit the target $c$ infinitely-often with a minimal capacity of $\text{MinCap}_M(c, c)$. We also note that the minimal capacity for solving Problem 1 is $\text{MinCap}_M(c, c)$, if there is such a trivial SCC $Q$, as we already include the edge $(c, c)$ and its cost in the graph $G$.

B. Solution of Minimal-Capacity Multi-Agent Routing

In this section, we introduce the problem called minimal-cost SCC matching, and present the reduction of minimum-capacity multi-agent routing problem into this problem.

Problem 4 (Minimal-cost SCC matching). Let $V$ be a nonempty set and let $I \subseteq V$ be a nonempty proper subset of $V$, let $V' = V \setminus I$, and let $G = (V, (V \times V) \setminus (I \times I), C)$ be a graph with some cost function $C$. We want to find a subgraph $H^* = (V, E^*, C[E^*])$ of $G$ such that, while minimizing $\text{Cmax}(H^*)$, there exists a matching $\mathcal{M}$ with $|\mathcal{M}| = |\text{Sccs}(H^*[V'])|$ in the bipartite graph $B(H^*, I, V') = (\text{Sccs}(H^*[V']) \cup I, E')$ where we treat the SCCs of $H^*[V']$ as vertices and $E' \subseteq \text{Sccs}(H^*[V']) \times I$ is defined as

$$\{(Q, i) \mid \exists q_1, q_2 \in V(Q) \text{ such that } (q_1, i) \in E^* \text{ and } (i, q_2) \in E'\}.$$
For example, for the subgraph in Example 5 the assignment $f$ is given by $f(i_1) = \{v_3\}$ and $f(i_2) = \{v_1, v_2\}$. Similarly, for the subgraph in Example 6 the assignment $f$ is given by $f(i_1) = \bot$ and $f(i_2) = \{v_1, v_2, v_3\}$.

The assignment $f$ with the allocation $T$ is feasible with capacity $C_{\max}(H^*)$. Again, $T = \{V(Q) \mid Q \in Scss(H^*[T])\}$ is a valid allocation. Based on the assignment $f$, the agent $u_i$ with initial location $i \in S_I$ is assigned to visit the targets $f(i) = V(Q) \in T$. If $f(i) = \bot$, the agent does nothing and there is nothing to show. Otherwise, we only need to show that $a_i$ with capacity $C_{\max}(H^*)$ can reach $Q$ from $i$ and also return back to $i$: when in $Q$, the agent is able to repeatedly visit vertices in $Q$ by the arguments used to prove Theorem 1. We have that $f(i) = Q$ only if $(Q, i) \in M$ and this is only possible, by the definition of $E'$ used to construct the bipartite graph $B(H^*, S_I, T)$ in Problem 4 if there are some $q_1, q_2 \in V(Q)$ such that $(q_1, i) \in E^*$ and $(i, q_2) \in E^*$. This implies that $MinCap_M(q_1, i) \leq C_{\max}(H^*)$ and $MinCap_M(i, q_2) \leq C_{\max}(H^*)$. Therefore, $a_i$ can follow $\sigma_{q_1 \to q_2}$ to reach $Q$ and, when requested, $a_i$ can reach $q_1$ and then follow $\sigma_{q_1 \to i}$.

The solution is optimal. Similarly to proof of Theorem 1 suppose that there exist some other $m'$, target allocation $T' \in \text{Targets}(T, m')$, and an assignment $f'$ that induces a required capacity $c'$ that is lower compared to $C_{\max}(H^*)$. Then, we could use $T'$ and $f'$ to create a subgraph $H'$ such that $C_{\max}(H') = c' < C_{\max}(H^*)$, which is a contradiction to $H^*$ and $f^*$ being the optimal solution of Problem 4. Therefore, we conclude that we can solve Problem 2 for $M, T$, and $S_I$ by solving Problem 4 for $V = T \cup S_I$, for $I = S_I$, and for $G = G_{M, S_I}$.

C. Variants of the Problems

In this section, we list some potential variants and extensions of the problems that we introduced and discuss how to implement these extensions while computing a task allocation for minimal capacity.

a) Allocating sets of targets to the same agent.: Let $\tilde{V} \subseteq T$ be a nonempty proper subset of $T$ and suppose that the target allocation $T$ requires to assign all targets in $\tilde{V}$ to the same agent. We can ensure such a target allocation by setting the costs of the edges in $\tilde{V} \times \tilde{V}$ in the graph $G$ to be 0, ensuring that the targets in $\tilde{V}$ will belong to the same SCC. Therefore, the targets in $\tilde{V}$ are always assigned to the same agent. We also note that this construction can be extended to multiple sets of targets.

b) Target sequencing.: Given two targets $t_1, t_2 \in T$, suppose that we require an agent to visit $t_2$ immediately after visiting $t_1$. We can ensure such a target sequencing by computing the minimal capacity $MinCap_M(t_1, t_2)$ and the witness strategy $\sigma_{t_1 \to t_2}$ that reaches $t_1$ and $t_2$ in this order from $t$. We then set the cost of the edges $(t, t_2)$ to $MinCap_M(t_1, t_2)$ and $(t_2, t)$ to $MinCap_M(t_2, t)$. Therefore, we ensure that an agent visits $t_2$ immediately after visiting $t_1$ while minimizing the required capacity. Similar to the previous variant, we can also have multiple sets of targets and sequences with more than two targets.
Algorithm 1: Minimal-cost SCC decomposition (Problem 3)

**Input:** A graph \( G = (V, V \times V, C) \) and a number \( n \)

**Output:** A subgraph \( H^* = (V, E^*, C[E^*]) \) that minimizes the maximum cost in \( \text{Sccs}(H^*) \) and \(|\text{Sccs}(H^*)| \leq n\)

1. if \(|V| \leq n\) then
   2. return \((V, \emptyset, C[\emptyset])\);
3. end

4. while \(|\text{Sccs}(G)| \leq n\) do
5. \( H^* \leftarrow G; \)
6. \( e \leftarrow \text{Edge with highest cost in } E[G]; \)
7. \( G \leftarrow G \setminus e; \)
8. end

9. return \( H^*; \)

Algorithm 2: Minimal-cost SCC matching (Problem 4)

**Input:** Two nonempty sets \( I \subseteq V \), and a graph \( G = (V, (V \times V) \setminus (I \times I), C) \)

**Output:** A subgraph \( H^* = (V, E^*, C[E^*]) \) and a matching \( M^* \) that minimizes \( \text{Cmax}(H^*). \)

1. \( V' \leftarrow V \setminus I; \)
2. \( M \leftarrow \text{maximumMatching}(B(G, I, V')); \)
3. while \(|M| = |\text{Sccs}(G[V'])|\) do
4. \( H^* \leftarrow G; M^* \leftarrow M; \)
5. \( e \leftarrow \text{Edge with highest cost in } E[G]; \)
6. \( G \leftarrow G \setminus e; \)
7. \( M \leftarrow \text{maximumMatching}(B(G, I, V')); \)
8. end

9. return \( H^*, M^*; \)

c) Requiring allocation of targets to different agents.

Let \( \bar{V} \subseteq T \) be a set of states where no two states from \( \bar{V} \) can belong to one set in the final allocation \( T \), meaning each target in \( \bar{V} \) should be allocated to different agents. For Problem 3, we can compute a target allocation while satisfying the above requirements by solving Problem 4 with \( I = \bar{V} \) to compute a matching between \( V \) and \( \text{Sccs}(H^*[T \setminus \bar{V}]) \). However, for Problem 3, this approach would require computing a maximal 3-dimensional matching in a bipartite graph, which is known to be NP-hard \([45]\).

V. Solving the Graph-Theoretic Problems

In this section, we discuss our solution approach for solving the graph-theoretic problems that were introduced in Section IV. Algorithms 1 and 2 solve Problems 3 and 4 respectively, in time that is polynomial with respect to the size of input graphs. Sections V-A and V-B discuss the two algorithms and prove their correctness. In essence, both algorithms remove edges with the highest cost from the input graph, until a stopping criterion is met.

A. Solving Minimal-Cost SCC Decomposition

Obviously, a graph with no edges minimizes the maximum cost of the graph. Therefore, Algorithm 1 returns such a subgraph for graphs with at most \( n \) vertices. Each iteration of the while-loop stores the current state of \( G \) into \( H^* \) and subsequently removes the edge with highest cost from \( G \). The stopping criterion in Algorithm 1 is solely the number of SCCs. Whenever \( G \) has more than \( n \) SCCs, the algorithm returns \( H^* \) (which is \( G \) from the previous iteration with at most \( n \) SCCs) and terminates.

**Theorem 3.** Algorithm 7 solves Problem 3 in time that is polynomial with respect to the size of \( G \).

**Proof.** Complexity. The decomposition of \( G \) into maximal SCCs can be computed using Tarjan’s algorithm in linear time with respect to the number of nodes and edges \([46]\). Sorting edges based on cost can be done in time \( \log |E| \cdot |\bar{E}| \) and choosing subsequently the edge with the highest cost is constant. Moreover, sorting can be done before entering the while loop. Overall, we have at most \(|E| \) iterations where each iteration needs time linear in the number of edges, which sums up to quadratic complexity.

**Correctness.** Let \( E^* \) be the set of edges in \( H^* \) after termination of the algorithm, let \( c \in E^* \) be the edge selected and removed in the last iteration from \( G \), let \( E' = V \times V \setminus E^* \), and let \( c = C(e) = \text{Cmax}(H^*). \) It holds that \( c \leq C(e') \) for all \( e' \in E' \). Suppose, for the sake of contradiction, that there exist a subgraph \( H = (V, E^*, C[E^*]) \) of \( G \) such that \( \text{Cmax}(H) < c \) and \( |\text{Sccs}(H)| \leq n \). The set \( E^* \) cannot contain any edge from \( E' \cup \{e\} \), otherwise \( \text{Cmax}(H) \geq c \). But then \( H \) has more than \( n \) SCCs, which is a contradiction.

B. Solving Minimal-Cost SCC Matching

Part of the solution for Problem 4 is analogous to the one for Problem 3 to find a subgraph \( H^* \) of a complete graph with vertices \( V \); the number of SCCs in this subgraph is implicitly limited by \(|I|\). On top of that, we need to take the vertices \( I \) into account, meaning we need to find a matching \( M^* \) in the bipartite graph \( B(H^*, I, V') \) such that \( |M^*| = \text{Cmax}(G[V']) \).

The while-loop of Algorithm 2 repeatedly stores the current state of \( G \) to \( H^* \) and the current matching \( M \) to \( M^* \) (Line 4), removes an edge with the maximal cost from \( G \) (Line 6), and computes a maximum matching in the bipartite graph \( B(G, I, V') \) (Line 7). The stopping criterion here is on the number of elements in \( M \) and the number of SCCs of \( G[V'] \). If some SCC of \( G[V'] \) cannot be matched to some counterpart from \( I \) (the size of \( M \) is lower than the number of SCCs in \( G[V'] \)), the algorithm returns \( H^* \) (\( G \) from the previous iteration) and \( M^* \), and terminates.

**Theorem 4.** Algorithm 2 solves Problem 4 in time that is polynomial with respect to the size of \( G \).

**Proof.** Termination and complexity. The algorithm clearly terminates because the maximum matching in a graph with no edges has size 0, while \( G[V'] \) has always at least SCC. The complexity is analogous to the one of Algorithm 1 with the addition of the constructing \( B(G, I, V') \) and the computation of maximum matching, in each iteration. Creating the bipartite
graph needs at most $|E|$ steps, and the maximum matching can be computed using the Hopcroft–Karp–Karzanov algorithm which needs asymptotically at most $|E'| \cdot \sqrt{|V'| \cup I'}$ number of steps, where $E'$ is the set of edges in the bipartite graph with size at most $|E|$ [47]. Overall, the algorithm has cubic worst-case complexity.

**Correctness.** Let $H^* = (V, E^*, C(E^*))$ be the subgraph of $G$ returned by Algorithm 2 and $c = \text{Cmax}(H^*)$ and let $e \in E^*$ be the last edge removed on Line 6. As the algorithm removes edges by their cost in descending order, each other subgraph $H$ of $G$ with $\text{Cmax}(H) < c$ must use the set of edges that is a proper subset of $E^*$ and, specifically, it can’t contain $e$. This implies, that the maximum matching in $B(H, I, V')$ contains less edges than we have SCCs in $H[V']$, otherwise we could find the requested matching also for $H^* \setminus e$, which is a contradiction to the fact that Algorithm 2 returned $H^*$ after termination.

C. Algorithmic Improvements

In this section, we list the key improvements that we make as opposed to a naive implementation of the proposed algorithms.

- Both algorithms compute SCC decompositions in each iteration. In practice, one can reuse the SCC decomposition from the previous iteration and refine the decomposition only for the SCC affected by the edge removal (removing an edge between 2 SCCs does not affect any SCC).
- Both algorithms, in essence, seek a lowest cost $c$ such that the stopping criterion of the while loop is still met by the graph that contains only edges with cost at most $c$. In practice, it is faster to right value of $c$ using a binary search instead of removing the edges one by one. This improvement bounds the maximum number of iterations in Algorithms 1 and 2 by $\log |E|$ (opposed to $|E|$ of the presented algorithms).

VI. NUMERICAL EXAMPLES

This section demonstrates the applicability and scalability of the algorithms. All experiments are performed in a simulation environment that models the high-level dynamics of unmanned underwater vehicles (UUVs) operating in environments with stochastic ocean currents, available at [https://github.com/fimdpenv](https://github.com/fimdpenv). The environment models the currents (flow velocity and heading) based on [17]. Each scenario consists of several agents navigating in two-dimensional grid of cells. The environment encodes a grid of size $K$ as a consumption MDP with two-dimensional state variables for $x, y \in \{1, \ldots, K\}$. In a state (cell in the grid) $(x, y)$, agents can choose from 16 actions: 2 classes of actions with 8 directions (north increases $y$ by 1, north-east increases both $x$ and $y$ by 1, etc.) in each class. The classes are: (1) weak actions, which consume less energy but have stochastic outcomes, and (2) strong actions with deterministic outcomes but with energy consumption doubled in comparison to weak actions. See Fig. 6 for illustration.

The rest of this section presents three sets of examples. First, we demonstrate the utility of not allocating targets to all agents for an optimal assignment and we relate the computed assignment to an assignment achieved by a multi-robot routing algorithm that minimizes the mission time published in [2]. Second sets of experiments benchmarks the scalability of the overall approach, using precise computation of the minimum capacities $\text{MinCap}$, on an environment with a fixed size and varying number of agents or targets. Finally, we demonstrate the scalability of the graph-based algorithms (using an approximate $\text{MinCap}$) by running times as a function of the number of agents and targets. To compute the precise values of $\text{MinCap}$, we run the tool FiMDP (Fuel in MDP), available at [https://github.com/FiMDP/FiMDP](https://github.com/FiMDP/FiMDP). All computations were performed on an Intel Core i9-9900u 2.50 GHz CPU and 64 GB of RAM.

A. Forcing all Agents to Work May not be Optimal

Figure 4 shows a situation where the required capacity increases if all agents are required to visit some of the target locations. The left figure in Figure 7 shows target assignment computed by Algorithm 2 for this example. The
second assignment was produced by MultiRobotRouting algorithm introduced in [2]. The MultiRobotRouting algorithm first computes a target allocation, and then assigns targets to agents by solving the bottleneck assignment problem [14] for minimal time while requiring each agent to implement some tasks. Therefore, MultiRobotRouting does not compute an allocation and assignment that minimizes the required resource capacity in this case.

The capacity required with the assignment (and the corresponding strategy) computed by the approach presented in this paper is 7. The assignment produced by MultiRobotRouting requires a minimal capacity of 24, which is about three times larger compared to the presented approach. For comparison, we also estimate expected time to visit all target locations by the two strategies by simulating the strategies in the underlying consumption MDP. We run 1000 simulations with each strategy. On average, the strategy synthesized by the approach presented in this paper needed 49 time steps to visit all targets. The strategy created by MultiRobotRouting needed only 32 on average. The numbers indicate that one can significantly reduce the weight and manufacturing price of the UUVs by computing a task allocation and assignment that minimizes the required capacity for the price of longer time to visit all target locations.

### B. Scalability of Computing the Cost Function

In our experience, computation of MinCap while building $G_{M,T,S_1}^{T,S_1}$ takes the most time of the overall solution. In this example, we measure the time needed to build $G_{M,T,S_1}^{T,S_1}$ for a grid-world of size $K = 20$ and for different sizes of $T$ and $S_1$.

Figure 8 (left) shows running times as a function of number of targets with the number of agents fixed to $|S_1| = 3$. The plot on the right shows running times as a function of the number of agents with the number of targets fixed to $|T| = 10$. The plots show the time needed by FiMDP to compute $MinCap_{M}(s_1,s_2)$ for all $s_1, s_2 \in T \cup S_1$ and building the graph $G_{M,T,S_1}^{T,S_1}$ using these values. In particular, they do not contain the time needed to build the consumption MDP $\mathcal{M}$ in FiMDP. We create $\mathcal{M}$ only once and it only takes a few seconds. As expected, the time grows quadratically with the growing number of targets and linearly with the growing number of agents.

### C. Scalability of the Graph-Theoretic Algorithms

Computing MinCap precisely while building $G_{M,\mathcal{T},S_1}^{\mathcal{T},S_1}$ requires repeated computation of strategy to safely reach a target $t_2$ from another target $t_1$ within certain capacity in the given consumption MDP $\mathcal{M}$. This might be costly (as in the previous example) and, in some cases, not necessary. One can have estimates of these values based on empirical data, or some over-approximations by faster algorithms. Or, the cost can even represent other values, e.g. maximal elevation on the path. Algorithms [7] and [8] then compute allocations and matchings that are optimal with respect to this cost.

In this example, we measure the time needed to compute the target allocation and assignment for different sizes of $T$ and $S_1$. We estimated the cost in a grid-world of size $K = 40$ by an ad-hoc distance-based heuristic, which only took less than a second. The SCC time consists of computing the SCCs of the graph $\mathcal{G}$ in each iteration. The matching time consists of building the bipartite graph $B(\mathcal{G}, I, V')$ and computing a maximal matching in this bipartite graph.

Figure 9 (left) shows running times as a function of number of targets with the number of agents fixed to $|S_1| = 10$. The plot on the right shows running times as a function of the number of agents with the number of targets fixed to $|T| = 200$. The time for computing SCCs and maximum matchings grows quadratically and is constant with an increasing number of targets. On the other hand, the time for computing SCCs and maximum matchings grows sublinearly and quadratically with an increasing number of targets. The results in Fig. 9 demonstrate that we can compute a target allocation and an assignment to large groups of agents and targets rapidly, provided that we can obtain estimates of minimum capacities. The results also show that computing the allocations and assignments are significantly faster than computing the exact minimum capacities by synthesizing strategies in the consumption MDP.

Finally, we visualize the assignments and resulting strategies in the environment with 5 agents and 60 targets in Fig. 10. The required (estimated) capacity is 20. In Fig. 10 we illustrate the initial locations of the agents and targets (left), the time-step (indicated with $t$) where the current energy level (the vector $e$) of one of the agents is minimal (middle), and the final time-step where all targets are visited by some agent. We note that
set of target locations infinitely often with probability one. We formalized the behavior of each agent as a consumption Markov decision process, a model for probabilistic decision-making of resource-constrained systems. We reduced the target assignment problem to a graph-theoretical problem on graph computed in time polynomial in the size of the consumption Markov decision process. The resulting algorithm solves the graph problem in time that is polynomial in the number of agents and target locations. We showed that the algorithm can efficiently compute target allocations with hundreds of agents and targets while minimizing the required capacity of each agent to satisfy the tasks.

Future work include extensions to quantitative analysis, e.g., developing approximation algorithms that compute minimal time allocations while satisfying the capacity requirements. Additionally, we are interested in the settings where the agents may have partial information about their current state or may not precisely know the probabilities of the transition function. Finally, we will extend the framework to perform task allocation and planning in heterogeneous multi-agent systems to implement more diverse tasks.

**VII. Conclusions and Future Work**

We presented an algorithm for high-level planning for a team of homogeneous agents under resource constraints. In particular, we compute a target assignment to each agent to ensure that the agents can visit their assigned targets with minimal capacity. The objective of the agents is to visit a set of target locations infinitely often with probability one.

Fig. 9: Average computation times and standard deviations needed to compute an optimal assignment for a varying number of targets (top) and agents (bottom) in a grid-world of size $K = 40$, measured over 20 runs. The times exclude building of the graph $G$.

Fig. 10: A UUV example with 5 agents with their initial locations and 60 targets with a grid size of $K = 40$ and a maximum capacity of 20. We denote the trajectory of the agents with different colored cells.

the exact trajectories and the minimal energy of the agents can vary between different runs due to the stochastic transitions in the underlying consumption MDP $M$.
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