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Introduction

Almost any situation in physics and chemistry can be described by a state function and its temporal evolution. The latter is generally governed by a differential equation, for example, the Newton equation of motion, the time-dependent Schrödinger or Dirac equation, the Navier–Stokes equation, the Maxwell equations, and others. In many of these situations, a viable strategy for simplifying the numerical solution of the underlying differential equations is the separation of both equation and solution into two parts of “large” and “small” amplitudes, respectively, which are then technically easier to deal with. The formal framework of this idea is commonly called perturbation theory, and the formal solution to this type of problem is often called Green’s function.

The standard perturbation theory ansatz is based on the assumption that there is one given “large” part and one given “small” contribution of the differential operator, so that two new specific differential equations result from this large/small separation. However, there are situations in which a whole variety of “small” contributions exists (but only one “large” differential equation). Examples for these situations from molecular quantum chemistry are the calculation of vibrational modes, where there is one perturbation Hamiltonian for the displacement of each atom in each Cartesian direction or molecular dynamics simulations within embedding schemes, that is, where a given molecule is subject to varying chemical environments. In such situations, the same perturbation theory equation has to be solved repeatedly for numerous different perturbations.

In the specific case of quantum chemistry, the formal solution to this problem is called the density-density response function, which means a linear operator that acts on the perturbation and yields the electronic density response to that perturbation. This function is very general, as it yields the response density for any perturbation potential, but in turn, it is not readily available explicitly in numerical form. Nevertheless, there is a path for the explicit calculation of this complex quantity by means of a particular mathematical representation (using the eigenfunctions and eigenvalues of the density-density-response function seen as a matrix operator). The straightforward calculation has been shown to be accurate yet computationally cumbersome. Here, we provide a mathematical study of a recently developed, considerably more efficient variant for the computation and the storage of this quantity (called the moment representation of this response function).

Compact linear operators often appear as integral transforms and can be viewed as continuous generalizations of matrices, where the corresponding integral kernel fulfills some weak conditions, that is, the kernel must not be singular and must decay to zero fast enough at infinity. The compactness of these operators ensures that the matrix elements are well defined.

For $X \subseteq \mathbb{R}^3$ and $\chi(r, r') \in L^2(\mathcal{X} \times \mathcal{X})$ eq. (1) defines a linear Hilbert-Schmidt operator $T : L^2(\mathcal{X}) \rightarrow L^2(\mathcal{X})$, which is in particular compact.\[5\]

$$ T : f(r) \mapsto \int \chi(r, r') f(r') d^3r' $$

(1)

If the kernel is furthermore symmetric ($\chi(r, r') = \chi(r', r)$) and positive

$$ (\int \chi(r, r') f(r') f(r) d^3r' d^3r' \geq 0 \quad \forall f(r) \in L^2(\mathcal{X})) $$

the operator is self-adjoint and positive.

The properties of this class of operators are well-understood from a mathematical point of view. In physics or quantum chemistry, these integral transforms are often derived from the...
inverse Hamiltonian $H^{-1}$ and have many applications, for example, the Lippmann-Schwinger equation for the calculation of scattering in quantum mechanics. The Lippmann-Schwinger equation relates the scattered wave function with the interaction that produces the scattering (the scattering potential). Another example is the frequency dependent density-density response function, which includes an externally defined energy shift of the molecular orbital spectrum (originating from a photon of given frequency), which in turn leads to a breakdown of the linear response regime when the photon energy matches an electronic excitation energy. While this latter situation is within our view, we are still working on how to adapt the present representation of the linear density-density response function to this energy-dependent version.

In this article, the operator defined by the static linear density-density response function $\mathbf{\mathbf{T}} : V_{\text{pert}}(r) \rightarrow n_{\text{resp}}(r)$ will be considered as an example for the illustration of our theorems for linear, self-adjoint and positive definite operators.

For any given specific perturbation potential $V_{\text{pert}}(r)$ the corresponding electronic response density $n_{\text{resp}}(r)$ can be calculated via standard quantum chemical approaches, for example, by means of a perturbation-theory based calculation.\[6-12\] The challenge, however, is to develop a formalism for any (arbitrary) perturbation potential to a level where no explicit quantum chemical calculation is needed any more once the perturbation potential is specified. The core application for this approach will be molecular dynamics simulations, where the potential experienced by a given molecule varies slightly from any molecular dynamics step to the next.

Once the kernel $\chi(r, r')$ is calculated, the calculation of molecular response density breaks down to integration according to eq. (1). The computational costs of this procedure are negligible compared to a single quantum chemistry calculation.

Unfortunately, there is no closed expression for the calculation of the kernel $\chi(r, r')$ and hence for the calculation of density responses. The (molecular density-density) response function is a six dimensional nonlocal kernel $\chi(r, r')$ and its storage on a grid would also require excessive storage dimensions, which decrease the efficiency of any real application.

A possible attempt to overcome these problems is to apply the spectral theorem of compact and self-adjoint operators. Thus, we can express the action of the operator $\mathbf{\mathbf{T}}$ to a vector $f(r)$ as:

$$\mathbf{T}(f(r)) = \sum_{i=1}^{\infty} \chi_i(r) \lambda_i \langle \chi_i, f \rangle$$  \hspace{1cm} (2)

using eigenvalues $\lambda_i$ and eigenfunctions $\chi_i(r)$, which can be stored without difficulties.\[1,2,13,14\] The eigenvalues and eigenfunctions satisfy $\mathbf{T}\chi_i(r) = \lambda_i \chi_i(r)$. The inner product of functions $\chi_i(r)$ and $f(r)$ in $L^2(\mathcal{X})$ is defined as $\langle \chi_i, f \rangle = \int_{\mathcal{X}} \chi_i(r) f(r) \, dr$.

According to the spectral theorem, the sequence of the eigenvalues converges to zero ($\lim_{i \to \infty} \lambda_i = 0$), which allows approximation of eq. (2) via a finite sum, that is, the truncation of the eigensystem representation at a finite index to the desired numerical precision. In particular, the sequence of eigenvalues is square summable, as the operator $\mathbf{T}$ belongs to the second shadow class as a Hilbert-Schmidt operator.\[5\] Thus the eigenvalues decay fast enough to satisfy the condition $\sum_{i=1}^{\infty} (\lambda_i)^2 < \infty$.

For our specific example of $\mathbf{T} : V_{\text{pert}}(r) \rightarrow n_{\text{resp}}(r)$ with $\chi(r, r')$ equal to the molecular density-density response function, there is a suitable way to compute and store the most significant subset of eigenvalues and eigenfunctions. We were able to calculate the eigensystem representation and could already show that the calculation of converged response densities would require several thousand eigenvalues and eigenstates.\[1,2\] We want to emphasize that we furthermore have to calculate several thousand scalar products for the evaluation of each single perturbing potential. This is a computationally demanding protocol.

In this article, we present a transformation of this subset of eigenstates, which condenses the physically relevant information into a new set of states of considerably reduced dimensionality (moment expansion). Our aim in this manuscript is to provide a thorough mathematical basis for this transformation by means of two theorems.

For the specific case of the static linear density-density response function and a specific basis of the perturbing potential, we recently published a recipe for the calculation of the eigensystem representation\[1,2\] as well as the moment expansion\[3,4\]. Here, we generalize these results to an entire class of linear operators and arbitrary basis sets.

### Conditions/Restrictions for the Application of the Theorems

In this article, we focus on linear operators defined by integral transforms according to eq. (1). Thus, both domain and image consist of square integrable functions. A closer inspection of eq. (2) reveals that only domain vectors $f(r)$ with a nonvanishing overlap with the eigenstates ($\exists \ i \in \mathbb{N} : \langle \chi_i, f \rangle \neq 0$) will contribute to the image vector. Unfortunately, we do not have any information about the shape of the eigenstates in general.

However, we assume the linear operator $\mathbf{T}$ will have compact support, that is, $\forall i \in \mathbb{N} : \chi_i(r) \in L^2(\mathcal{X})$ with $\mathcal{X} \subset \mathbb{R}^3$. Thus, we are only interested in a local expansion of the domain vectors on a compact subspace $\mathcal{X} \subset \mathbb{R}^3$.

For concrete evaluations of the operator $\mathbf{T}$, we have to choose a basis $\{P_n(r)\}_{n \in \mathbb{N}}$ for the representation of a domain vector $f(r)$:

$$f(r) = \sum_{n=1}^{\infty} c_n P_n(r)$$  \hspace{1cm} (3)

with $c_n$ being the $n$-th basis expansion coefficient.

A precise approximation of a function $f(r)$ in a local environment (at a compact subspace) is often possible within a finite
number of basis functions. For example, an analytic function can always be expanded within a Taylor series (using the monomials as basis of the vector space). The terms of the Taylor expansion are ordered with respect to descending importance and it is even possible to approximate the introduced error by a truncated expansion.

We can validate, if the conditions for the domain vectors are fulfilled for a specific choice of $\mathbf{T}$, for example, for the operator $\mathbf{T} : \mathbb{V}\rightarrow \mathbb{V}$ obtained by setting the kernel $\gamma(r,r')$ to the molecular density-density response function. This operator links an arbitrary perturbing potential to the resulting molecular response density. Due to the locality of the quantum mechanical Hamilton operator, these response densities occur only in the vicinity of a molecule, which corresponds to the condition of compact support. Thus, we are only interested in an (approximate) representation of the perturbing potential in an area around the responding molecule, that is, in particular not around the physical origin of the perturbation.

A truncated multipole expansion (e.g., in terms of Racah normalized irregular solid harmonics $^{15,16}$) allows such a finite representation of the perturbing potential.

A demonstration of the truncated expression of the perturbing potential of a water molecule is presented in the last section of this article.

Non-Orthogonal Basis Functions

The Dirac notation is a standard tool in quantum chemistry in order to express manipulations of linear operators and wave functions in an abstract formalism. In particular, it allows the efficient transformations of the representation with respect to different bases. The theoretical justification of the Dirac notation is the Riesz representation theorem, which states that all separable infinite Hilbert spaces are isometric isomorph.

We defined the operator $\mathbf{T}$ as linear map between two infinite separable Hilbert spaces, which justifies the use of the Dirac notation even through the physical meaning of a bra/ket vector differs from the conventional one (potentials and densities as opposed to wave functions). Here we will briefly review the Dirac notation, in particular highlighting deviations from standard notation for non-orthogonal basis sets.

The resolution of identity $\mathbf{T}(\rho)$ can be expressed for an orthogonal basis set $\{|p_n| \; n \in \mathbb{N}\}$ as:

$$\mathbf{T}(\rho) = \sum_n |p_n\rangle \langle p_n|$$

and for a non-orthogonal basis $\{|q_n| \; n \in \mathbb{N}\}$ we have to write:

$$\mathbf{T}(\rho) = \sum_n |q_n\rangle \sum_{m} (\mathbf{S}_{q\rho})^{-1}_{nm} \langle q_m|$$

with $\mathbf{S}_{q\rho}$ being the overlap matrix with the elements $\langle q_m|$, $\langle q_n|$ being the overlap matrix of the vectors $\{|q_n| \; n \in \mathbb{N}\}$ and it is a non-singular matrix, if the $\{|q_n| \; n \in \mathbb{N}\}$ are linearly independent. Thus, the existence of the inverse $\mathbf{S}_{q\rho}^{-1}$ is always ensured. A derivation of eq. (5) and an explanation of the treatment of non-orthogonal basis sets is given in the Supporting Information.

Within an orthogonal basis $\{|p_n| \; n \in \mathbb{N}\}$, the linear operator $\mathbf{T}$ can be expressed as

$$\mathbf{T}=\mathbf{Id}_{\rho} \mathbf{T} \mathbf{Id}_{\rho} = \sum_n |p_n\rangle \langle p_n| \langle p_p, \mathbf{T} p_m| \rho_m|$$

with the element of the transformation matrix:

$$\left( \mathbf{T}_{\rho p}^{\rho p} \right)_{nm} = \langle p_n, \mathbf{T} p_m| \rho_m| \rho_m|$$

Herein, $\left( \mathbf{T}_{\rho p}^{\rho p} \right)_{nm}$ is the $(n,m)$-th element of the transformation matrix. The elements of the transformation matrix depend on the choice of the basis of the domain as well as of the basis of the image of the linear operator $\mathbf{T}$. In order to distinguish transformation matrices expressed in different bases, we assign the super/subscript indices to the transformation matrix $\mathbf{T}_{\rho p}^{\rho p}$ to define the basis $\{|p_k| \; k \in \mathbb{N}\}$ of the image/domain. The index $k$ in $|p_k|$ will only be used to refer to the entity of basis vectors $\{|p_k| \; k \in \mathbb{N}\}$, but is not for a specific indexing.

Within a non-orthogonal basis $\{|q_k| \; k \in \mathbb{N}\}$ of the image and an orthogonal basis $\{|p_k| \; k \in \mathbb{N}\}$ of the domain, the linear operator $\mathbf{T}$ can be expressed as

$$\mathbf{T}=\mathbf{Id}_{\rho} \mathbf{T} \mathbf{Id}_{\rho} = \sum_n |q_n\rangle \sum_{m} (\mathbf{S}_{q\rho})^{-1}_{nm} \langle q_m, \mathbf{T} p_m| \rho_m|$$

with the element of the transformation matrix:

$$\left( \mathbf{T}_{q p}^{\rho p} \right)_{nm} = \langle q_n, \mathbf{T} p_m| \rho_m|$$

Derivation of the Moment Expansion

**Theorem 1: Moment Expansion.**

Let $\mathbf{T} : \mathbb{L}^2(\mathbb{X}) \rightarrow \mathbb{L}^2(\mathbb{X})$ with $\mathbb{X} \subset \mathbb{R}^3$ be a compact, positive-definite and self-adjoint linear operator with eigensystem representation from eq. (2). Further, let $\{|p_n| \; n \in \mathbb{N}\}$ be an orthonormal basis of the domain of $\mathbf{T}$. Then:

1) $\forall \{|p_n| \; n \in \mathbb{N}\}$ $\exists$ a unique transformation $\mathbf{Q}$ with $|\xi_i| := \sum_n \zeta_i^n \chi_n \|p_n\|$ such that:

$$\langle \xi_i, p_n \rangle = 0 \forall i > n$$

and

$$\left( \mathbf{T}_{\rho p}^{\rho p} \right)_{nm} = \langle \xi_i, p_n \rangle$$
2) The operator $\hat{T}$ can be expressed as

$$\hat{T} = \sum_{i=1}^{\infty} |x_i\rangle \langle x_i|.$$  \hfill (12)

The restriction $\hat{T}|_{\mathcal{P}[N]}$ of $\hat{T}$ to $\mathcal{P}[N]$ is given by

$$\hat{T}|_{\mathcal{P}[N]} |f\rangle = \sum_{i=1}^{N} |x_i\rangle \langle x_i| f\rangle \quad \forall f \in \mathcal{P}[N].$$  \hfill (13)

**Proof:**

**Proof of sub-item 1:**

The overlap matrix $S_{(\sqrt{\lambda_j}x_j)}$ defined by $S_{(\sqrt{\lambda_j}x_j)} \equiv \langle \sqrt{\lambda_j}x_j, x_j \rangle$ is a diagonal matrix with inverse $S_{(\sqrt{\lambda_j}x_j)}^{-1}$:

$$S_{(\sqrt{\lambda_j}x_j)}^{-1} \equiv \frac{1}{\lambda_j} \delta_{ij}.$$  \hfill (14)

We choose the non-normalized $\{\sqrt{\lambda_j}x_j \mid i \in \mathbb{N}\}$ as a basis of the image and the orthonormal $\{P_i \mid i \in \mathbb{N}\}$ as a basis of the domain of $\hat{T}$. According to eq. (9) we can express the elements of the image using the transformation matrix as follows:

$$\left( T_{\{\sqrt{\lambda_j}P_i\}} \right)_j = \sum_{j=1}^{\infty} \left( S_{(\sqrt{\lambda_j}x_j)}^{-1} \langle \sqrt{\lambda_j}x_j, P_j \rangle \right) = \frac{1}{\lambda_j} \delta_{ij} \langle \sqrt{\lambda_j}x_j, P_j \rangle = \langle \lambda_j x_j, P_j \rangle$$

As the transformation matrix of $\hat{T}$ represents a bounded linear operator on the separable Hilbert space $\ell^2$, there is a QR decomposition of $T_{\{\sqrt{\lambda_j}P_i\}}$ into the product of an orthogonal matrix $Q$ and an upper triangular matrix $R$:

$$T_{\{\sqrt{\lambda_j}P_i\}} = QR \iff R = Q^{-1}T_{\{\sqrt{\lambda_j}P_i\}}.$$  \hfill (16)

Equation (16) reads element-wise:

$$R_{ij} = \sum_{i=1}^{\infty} \left( Q^{-1} \right)_i \left( T_{\{\sqrt{\lambda_j}P_i\}} \right)_j.$$  \hfill (17)

With $\left( Q^{-1} \right)_i = Q_i$ and $\left( T_{\{\sqrt{\lambda_j}P_i\}} \right)_j = \langle \sqrt{\lambda_j}x_j, P_i \rangle$ we obtain:

$$R_{ij} = \sum_{i=1}^{\infty} Q_i \langle \sqrt{\lambda_j}x_i, P_j \rangle = \sum_{i=1}^{\infty} Q_i \sqrt{\lambda_j}x_i,$$

We define

$$\xi_i = \sum_{i=1}^{\infty} Q_i \sqrt{\lambda_j}.$$  \hfill (19)

so that $R_{ij} = \langle \xi_j, P_i \rangle$. The fact that $R$ is an upper triangular matrix implies that $\langle \xi_j, P_i \rangle = 0$ for $i > j$. The last expression proves equation (10) from sub-item 1.

In the next step, we prove equation (11) from sub-item 1. Equation (19) shows that $Q$ represents a change-of-basis matrix which we will denote by $W_{\{\sqrt{\lambda_j}P_i\}} \equiv Q$. This matrix transforms the $\xi_j \mid i \in \mathbb{N}$ into the $\lambda_j x_i \mid i \in \mathbb{N}$. We can write for the inverse basis transformation:

$$W_{\{\sqrt{\lambda_j}P_i\}}^{-1} = \left( W_{\{\sqrt{\lambda_j}P_i\}} \right)^{-1}.$$  \hfill (20)

On the one hand, applying the basis transformation to $T_{\{\sqrt{\lambda_j}P_i\}}$ yields by definition (compare commutative diagram of standard basis transformations in the Supporting Information):

$$W_{\{\sqrt{\lambda_j}P_i\}} T_{\{\sqrt{\lambda_j}P_i\}} = T_{\{\sqrt{\lambda_j}P_i\}}$$  \hfill (21)

and on the other hand, the result of the transformation can be obtained from eqs. (16) and (20):

$$W_{\{\lambda_j x_j\}}^{-1} T_{\{\lambda_j x_j\}} = \left( W_{\{\lambda_j x_j\}}^{-1} \right)^{-1} T_{\{\lambda_j x_j\}} = \left( W_{\{\lambda_j x_j\}} \right)^{-1} T_{\{\lambda_j x_j\}} = Q^{-1} \left( W_{\{\sqrt{\lambda_j}P_i\}}^{-1} \right) = Q^{-1} R = R.$$  \hfill (22)

Combining eqs. (21) and (22) we get $T_{\{\sqrt{\lambda_j}P_i\}} = Q$ with

$$T_{\{\sqrt{\lambda_j}P_i\}} \xi_j = \langle \xi_j, P_i \rangle.$$  \hfill (23)

**Proof of sub-item 2:**

We choose the non-orthonormal $\{\xi_i \mid i \in \mathbb{N}\}$ as a basis of the image and the orthonormal $\{P_i \mid i \in \mathbb{N}\}$ as a basis of the domain of $\hat{T}$. According to eq. (11) we can express the operator $\hat{T}$ as:

$$\hat{T} = \sum_{j=1}^{\infty} \sum_{n=1}^{\infty} |\xi_j\rangle \langle \xi_j| P_n \rangle = \sum_{j=1}^{\infty} \sum_{n=1}^{\infty} |\xi_j\rangle \langle \xi_j| P_n \rangle = \sum_{n=1}^{\infty} |\xi_j\rangle \langle \xi_j|.$$  \hfill (24)

For arbitrary elements $|f\rangle$ of the domain of $\hat{T}$, we can write:

$$\hat{T} |f\rangle = \sum_{j=1}^{\infty} |\xi_j\rangle \langle \xi_j| f\rangle.$$  \hfill (26)

Finally, we have to show: the restriction $\hat{T}|_{\mathcal{P}[N]}$ is obtained by truncating eq. (26) after $N$ terms. For an arbitrary vector $|f\rangle \in \mathcal{P}[N]$ with $|f\rangle = \sum_{n=1}^{N} |P_n\rangle (P_n, f)$, we have:
\[
\begin{align*}
\left[ T \middle| P_n \right] | f \rangle &= \sum_{i=1}^{N} | \xi_i \rangle \langle \xi_i | f \rangle \\
&= \sum_{i=1}^{N} \frac{1}{n!} \sum_{n=1}^{\infty} \langle \xi_i | P_n | P_n \rangle N^{eq} = \sum_{i=1}^{N} \sum_{n=1}^{\infty} \langle \xi_i | P_n \rangle \langle P_n | f \rangle
\end{align*}
\]

(27)

Thus inner products \( \langle \xi_i | P_n \rangle \) from the compact support of the linear operator \( T \) can be calculated using eq. (13) within \( N \) terms.

The support of these standard basis sets is in general different from the compact support of the linear operator \( T \). Thus inner products \( \langle \xi_i | P_n \rangle \) are taken on the wrong vector space, which introduces some problems for actual calculations of the response density. The problem can be circumvented by expressing \( V_{pert} \) within the set of \( \{ P_i, P_{2}, \ldots, P_n \} \) and employing eq. (13), because the \( \xi_i \) vanish outside the domain of \( T \). The overlap \( \langle \xi_i | V_{pert} \rangle \forall V_{pert} \in P[N] \) is automatically taken at the correct subspace. A detailed discussion of this problem is given in the Supporting Information.

Direct Moment Expansion

Ahler et al. \cite{4} developed already an idea how to obtain the moment expanded states without calculation of thousands of eigenstates. In the next theorem we put this approach to the next level and show how to obtain the first \( N \) moment expand states within \( N \) ab inito calculations (by means of the a cholesky decomposition of a \( N \times N \) matrix):

**Theorem 2:** Let \( \tilde{T} \) be the linear operator, \( \{ | P_n \rangle | n \in \mathbb{N} \} \) the orthonormal basis of the domain of \( T \) and \( \{ | \xi_n \rangle | n \in \mathbb{N} \} \) the moment expanded states from Theorem 1. We define

\[
| \tilde{n} \rangle = \tilde{T} | P_i \rangle
\]

(29)

and two matrices \((\Theta^f)\) and \((\Theta^n)\) with the elements:

\[
(\Theta^f)_{ij} = \langle \xi_j, P_i \rangle
\]

(30)

\[
(\Theta^n)_{ij} = \langle \tilde{n}_j, P_i \rangle.
\]

(31)

Then:

1. \[ | \tilde{n} \rangle = \sum_{j=1}^{\infty} \left( (\Theta^f)^{-1} \right)_{ji} | n_j \rangle \]

2. \[ \Theta^n = (\Theta^f)^T (\Theta^f)^{-1} \]

Proof:

**Proof of the first sub-item:**

We start with the definition from eq. (29):

\[
| \tilde{n} \rangle = \tilde{T} | P_i \rangle \equiv \sum_{j=1}^{\infty} \langle \xi_j, P_i \rangle | n_j \rangle \equiv \sum_{j=1}^{\infty} \langle \xi_j | P_j \rangle | n_j \rangle = \sum_{j=1}^{\infty} (\Theta^f)_{ji} | n_j \rangle.
\]

(32)

Equation (32) shows that \( \Theta^f \) is a change-of-basis matrix. The inverse of the change-of-basis matrix is the change-of-basis matrix of the inverse basis transformation:

\[
| \xi_j \rangle = \sum_{j=1}^{\infty} | n_j \rangle \left( (\Theta^f)^{-1} \right)_{ji}.
\]

(33)

\( \Theta^f \) is an upper triangular matrix (compare eq. (10) and eq. (30)), which in turn ensures the full rank of the matrix and hence the existence of the inverse \( (\Theta^f)^{-1} \).

**Proof of the second sub-item:**

The symmetry of \( \Theta^n \) is obtained from:

\[
(\Theta^n)_{ji} \equiv \langle \tilde{n}_j, P_i \rangle \equiv \langle P_i, \tilde{T} P_j \rangle = \langle TP_j, P_i \rangle \equiv \langle n_j, P_i \rangle \equiv \langle n_j | P_i \rangle \equiv (\Theta^n)_{ji}
\]

(34)

Multiplying eq. (32) from the left with \( | P_i \rangle \) we obtain:
\[ \langle P_i, \tilde{n}_j \rangle = \left( \sum_{n=1}^{N} \langle P_i, \xi_n \rangle \langle \xi_n, P_j \rangle \right) = \sum_{n=1}^{N} \left( \langle P_i, \xi_n \rangle \langle \xi_n, P_j \rangle \right) \]

Equation (37) actually defines a Cholesky decomposition of the symmetric matrix \( \Theta^2 \) into a product of an upper triangular matrix \( \Theta^2 \) and its transposed \( \Theta^2 \). This upper triangular matrix is nothing but the moment matrix of the moment expanded states.

Remarks:

1. A Cholesky decomposition is a decomposition of a symmetric, positive-definite matrix into the product of a lower triangular matrix and its transpose. We assumed \( \mathbf{T} \) as positive operator. Thus we can obtain the symmetry as well as the positive definiteness of \( \Theta^n \) from \( \Theta^n = \langle \tilde{n}_j, P_j \rangle = \langle P_j, \tilde{T} \rangle \).

2. In general \( \Theta^n \) and \( \Theta^2 \) are infinite matrices. In the next remark, we show that only the \( N \times N \) restrictions of these matrices are necessary for the calculation of the first \( N \) moment expanded states \( \{ | \xi_1 \rangle, | \xi_2 \rangle, \ldots, | \xi_N \rangle \} \).

3. According to the last theorem, we want to summarize the effort for the calculation of the first \( N \) moment expanded states \( \{ | \xi_1 \rangle, | \xi_2 \rangle, \ldots, | \xi_N \rangle \} \). We have to calculate:

   - \( N \) evaluations of \( \mathbf{T} \) according to \( \left\{ T \mathbf{P}_1, T \mathbf{P}_2, \ldots, T \mathbf{P}_N \right\} \)
   - the \( N \times N \) restriction of the inverse of \( \Theta^2 \). This \( N \times N \) restriction can be calculated by the Cholesky decomposition of the \( N \times N \) restriction of \( \Theta^n \). The formation of \( \Theta^n \in \mathbb{R}^{N\times N} \) requires only the \( \{ \tilde{n}_1, \tilde{n}_2, \ldots, \tilde{n}_N \} \) (mentioned in the first item).

   The numerical determination of the first \( N \) moment expanded states requires of the order of \( N \) applications of \( \mathbf{T} \) (and linear algebra operations with negligible effort).

Algorithm of the direct moment expansion

Based on the second theorem, we want to report an explicit protocol for the calculation of the moment expanded states:

- Choose a basis \( \{ | P_k \rangle \ | k \in \mathbb{N} \} \) for the domain of the linear operator \( \tilde{T} \).
- Compute the set of functions \( \{ | \tilde{n}_i \rangle = \tilde{T} \mathbf{P}_i | i \in \{ 1, \ldots, N \} \} \).
- Calculation of an \( N \times N \) matrix with elements \( \Theta^n \).

For the actual transformation two steps are necessary:

**First step**: Cholesky decomposition (via library algorithms e.g., lapack) of \( \Theta^n = (\Theta^2)^T \).

**Second step**: The inverse of the \( N \times N \) moment expanded moment matrix \( (\Theta^2)^{-1} \) transforms the set \( \{ \tilde{n}_i \} \) into the moment expanded states \( \{ | \xi_i \rangle \} \) according to eq. (33).

A schematic representation of the direct moment expansion is given in Figure 1.

**Application of Theorem 1 and 2 to the Linear Density-Density Response Function**

**General description**

The calculation of the electronic response due to a perturbation potential is common to numerous important applications from spectroscopy to intermolecular interactions (Figure 2). One example is fragmentation methods, where a large system is...
partitioned into smaller fragments that are more efficient to compute. The mutual interaction between the fragments can be realized via a perturbation theory approach, where each fragment perturbs the others via its electrostatic potential (acting as a perturbation potential). Following these ideas, many embedding or subsystem density functional theory (DFT) methods like frozen density embedding or embedded correlated wave functions methods were developed in the literature.

For the specific case of interacting molecules, a fragmentation approach, which considers the individual molecules as elementary subsystems is suited. Then, the intermolecular interaction energy has to be obtained via post processing of the results for the isolated molecules. In particular for the electrostatic interaction energy, methods like multipole expansions, density fitting or perturbation theories are utilized.

Accurate electrostatic interaction energies should take polarization effects into account. For the specific choice of the molecular linear density-density response function as kernel \( \chi(\mathbf{r}, \mathbf{r}') \) the integral transform in eq. (1) constitutes an operator \( \mathbf{T} : V_{\text{pert}}(\mathbf{r}) \rightarrow n_{\text{resp}}(\mathbf{r}) \) which maps perturbing potentials \( V_{\text{pert}}(\mathbf{r}) \) to response densities \( n_{\text{resp}}(\mathbf{r}) \). These response densities fully incorporates polarization effects.

In Theorem 1 and 2 we prove the validity of an efficient protocol for the calculation of the density response due to approximated/truncated perturbing potentials \( V_{\text{pert}}(\mathbf{r}) \in \mathcal{P}[\mathbf{r}] = \text{Span}(P_1(\mathbf{r}), P_2(\mathbf{r}), \ldots, P_N(\mathbf{r})) \) using the operator \( \mathbf{T} \). We present a generalized representation (i.e., independent of the specific shape of the perturbing potential) of the density response, which can be computed and stored with a reasonable computational effort by means of the moment expansion. The latter is designed to optimally reflect the shape of physically meaningful (yet arbitrary) perturbation potentials which will be generated by nearby molecules.

**Efficiency gain due to moment expansion**

The quantum chemical calculation of the (linear) response of a molecule to an external perturbation potential can be done (1) via a conventional self-consistent perturbation theory calculation or (2) via application of the generalized density-density response function \( \chi(\mathbf{r}, \mathbf{r}') \). For the determination of a single response density for one given perturbation potential (or at least a limited number of such perturbations), the direct calculation (1) is more efficient than our approach (2) due to the comparably high computational cost of obtaining \( \chi(\mathbf{r}, \mathbf{r}') \) explicitly. The actual application of \( \chi(\mathbf{r}, \mathbf{r}') \) to any specific perturbation potential in turn is quite small, because only a limited number of scalar products of the specific perturbation potential function with the basis functions for \( \chi(\mathbf{r}, \mathbf{r}') \) is necessary (in particular, no self-consistency cycle is involved any more). Thus, the advantage of using an explicit representation of the density-density response lies in repeated applications of response calculations for numerous different perturbation potentials for the same molecule, that is, when only one initial determination of \( \chi(\mathbf{r}, \mathbf{r}') \) is required. For the original eigensystem formulation of \( \chi(\mathbf{r}, \mathbf{r}') \), the break-even point depends on the number of eigenstates that are needed for an accurate representation, typically around 1000–5000 (e.g., for a water molecule). The number of required self-consistent perturbation theory cycles for the initial determination of \( \chi(\mathbf{r}, \mathbf{r}') \) roughly equals the number of desired eigenstates.

The efficiency gain of the moment expansion stems from the reduction of that number (the number of eigenstates required for an accurate representation of \( \chi(\mathbf{r}, \mathbf{r}') \) by about two orders of magnitude. In our new representation, the focus is shifted from optimally representing the local properties of \( \chi(\mathbf{r}, \mathbf{r}') \) toward optimally adapting the representation to the shape of the perturbation potential \( V_{\text{pert}}(\mathbf{r}) \). Hence, our moment expansion shifts the break-even point compared to conventional self-consistent perturbation theory calculations from 1000 to 5000 toward a number of about 10–100 conventional calculations. While this figure of course still means that for a small number of response calculations, the conventional path is more advantageous, the perspective changes when a very large number of response calculations for the same molecule is required. A case in point for this situation is molecular dynamics simulations of a molecular liquid. From the perspective of a given molecular in the liquid, each new molecular dynamics frame constitutes a new chemical environment, to which the molecular density will respond. This response is currently computed self-consistently (Born-Oppenheimer molecular dynamics) or iteratively (Car-Parrinello scheme). Our approach could be used to switch the determination of the density response to a new molecular dynamics step to a non-self-consistent way at considerably reduced computational cost without sacrificing quantum chemical accuracy.

What is the physical interpretation of this dimensionality reduction? The spatial shape of the eigenstates of the density-density response function resembles a kind of symmetrized set of molecular orbitals. The eigenstates often appear like atom-centered (or bond-centered) functions of localized nature and strong nodal structure, that is, strong local oscillations. Furthermore, subsequent eigenstates often cover the same spatial area but just show a higher nodal structure. From a more general perspective, an analogy to fitting a function via a polynomial interpolation comes into mind: Fitting \( N \) data points yields an interpolation polynomial of order \( N \), which however is rarely the optimal choice for a relatively smooth function. This problem of the original eigensystem representation of the density-density response function is cured by the moment expansion formulation.
The specific impact of the two theorems for the linear density-density response function is discussed in the following.

Relevance of Theorem 1

The eigensystem representation offers a straightforward but inefficient possibility for the calculation of the density response. The infinite expansion in eq. (2) can be truncated after M eigenstates to the M largest eigenvalues (M ~10^3) as the sequence of the eigenvalues decays to zero. In order to obtain the response density due to a perturbing potential V_{pert}(r) ∈ Span(P_1(r), P_2(r), ..., P_M(r)), the calculation of M dot products/projections between the eigenstates and the specific perturbing potential V_{pert}(r) is necessary in eq. (38).

\[ \rho_{resp}(r) = \sum_{i=1}^{M} \langle \chi_i, V_{pert} \rangle \chi_i \]  

(38)

Utilizing the moment expanded states resulting from Theorem 1, a drastic reduction of the dimensionality of the expression of the response density is achieved. The full density response due to V_{pert}(r) ∈ Span(P_1(r), P_2(r), ..., P_M(r)) can be calculated within N moment expanded states with N << M (subitem 2 of Theorem 1):

\[ \rho_{resp}(r) = \sum_{n=1}^{N} \langle \xi_n, V_{pert} \rangle \xi_n \]  

(39)

Relevance of Theorem 2

The second theorem gives rise to a much more efficient algorithm for the calculation of the moment-expanded states (referred to as direct moment expansion). For the brute force construction of the transformation Q derived in theorem 1 (which corresponds to the algorithm of the moment expansion published in 2016) a large number of M eigenstates are calculated, followed by M × N Givens rotations to condense the physically information.

Via the direct moment expansion, we are able to calculate the first N moment expanded states from the first N direct density expanded states (by a Cholesky decomposition of a N × N matrix). Each direct density expanded state can be computed via a single quantum chemical perturbation theory calculation. A concrete, step-by-step protocol for the calculation of the direct moment expansion is given in the previous section.

Numerical Example: Density Response of a Water Molecule

In this section, we will demonstrate that the linear operator defined by the linear density-density response function fulfills the conditions for the application of the moment expansion, that is, we will show that the relevant domain vectors (perturbing potentials arising from neighboring molecules) can be expressed within a finite number of basis functions.

We choose the perturbative effect of one water molecule on an adjacent one as an elementary example (Figure 2). For simplicity, we use the Hartree potential using the partial charges of one of the most common force field water models (TIP3P) as perturbation, while the perturbed water molecule is represented within standard density functional theory, complemented with the density-density response function computed using density functional perturbation theory calculations (as pratical realizations of the operator T). The Hartree potential of the TIP3P partial charges reads:

\[ V_{Hartree}^{TIP3P}(r) = \sum_{i=1}^{N} \frac{Q_i^{\text{partial}}}{|\mathbf{r} - \mathbf{R}_i|} \text{erf} \left( \frac{\mathbf{r} - \mathbf{R}_i}{\sqrt{2\sigma}} \right). \]  

(40)

For 10 different distances to the origin of the TIP3P water molecule, we choose six representative points (spanning an octahedron) and expanded the perturbing potential around these positions using up to 54 monomials. Subsequently, we calculated the overlap of the polynomial approximated potential and the Hartree potential on a 4 Å x 4 Å x 4 Å cube centered at the origin of the potential expansion—note, that the origin of the perturbing potential (center of mass of a TIP3P water molecule) and the origin of the potential expansion (center of the responding water molecule) do not coincide—The overlap O_{\vec{r} | \vec{f}} of a function |\vec{f}\rangle and |\vec{f}\rangle was taken according to:

\[ O_{\vec{r} | \vec{f}} = \frac{\langle \vec{f}, \vec{f} \rangle}{\langle \vec{f}, \vec{f} \rangle} \]  

(41)

Finally, we averaged the six overlaps of the Hartree potential and the expanded potential for each distance to the origin and presented the results with respect to different numbers of basis functions in Figure 3.

Figure 3. Averaged and normalized overlap of the Hartree potential and the expanded potential obtained from the expansion in monomials. The different colors refer to different number of basis functions. Please note, that the origin of the perturbing potential (center of mass of a TIP3P water molecule) and the origin of the potential expansion do not coincide! The overlap was taken at a 4 Å x 4 Å x 4 Å cube centered at the origin of the expansion of the perturbing potential. For each distance to the spatial origin of the potential expansion, we averaged over six overlaps (corresponding to six different spatial origins of the expansion of the perturbing potential, which span an octahedron). [Color figure can be viewed at wileyonlinelibrary.com]
molecule within a few moment expanded states. For each distance to the perturbing TIP3P water molecule, we reused the octahedral alignment of the origins of the expansion of the perturbing potentials from the previous paragraph as center of masses of a responding water molecule.

Due to the perturbing potential, we calculated the response density of these water molecules via the moment-expanded states and via Density Functional Perturbation Theory (DFPT) (as reference calculations).

We calculated the overlap of the resulting densities and averaged all overlaps corresponding to the same distance to the perturbing TIP3P water molecule. The obtained values are depicted in Figure 4. From Figure 3 and Figure 4, we can deduce that already within nine states we can obtain reasonable good approximations of response densities or perturbing potentials. For small intermolecular distances, we can systematically improve the approximation by addition of further moment expanded states/basis functions. Within 54 states we obtain more than 90% of the response density/ the perturbing potential, even in the regime of the first maximum of the water-water radial distribution function (~ 2.5 Å). This is a remarkable reduction compared to the employment of several of thousands eigenstates of the linear density-density response function.

**Conclusion**

In this article, we generalize the concept of the moment expansion to arbitrary compact, positive and self-adjoint linear operators $\mathbf{T}$. This class of linear operators includes all integral transforms with a positive, symmetric and continuous kernel $\chi(\mathbf{r}, \mathbf{r'})$. We show that only comparably weak conditions have to be fulfilled (such as functions of the domain has to be Taylor expandable in an local environment) in order to allow for an efficient explicit representation (i.e., calculation and memory storage) of the linear operator $\mathbf{T}$, which enables the evaluation of $\mathbf{T}$ with a drastically reduced costs compared to its eigen-system representation.

We have demonstrated that the moment expansion can be considered as a QR decomposition of the transformation matrix. The straightforward calculation of the infinite orthogonal matrix $\mathbf{Q}$ would in particular include the calculation of thousands of eigenvalues and eigenstates. We presented an efficient version of the moment expansion (termed as direct moment expansion), which allows the calculation of the first $N$ moment expanded states at the computational costs of about $N$ evaluations of $\mathbf{T}$.

For the specific case of the linear density-density response functions as kernel $\chi(\mathbf{r}, \mathbf{r'})$, we presented a numerical example for the efficient calculations of converged molecular response densities via the moment expansion. We demonstrated that perturbing potentials from neighboring molecules could be truncated within a few ($\geq 34$) basis functions.

The actual scope of our work exceeds far beyond this specific example. All Green’s-function based formalisms in physics and chemistry have the problem that the Green's function itself can rarely be expressed/computed explicitly because of its dimensionality. In most cases, it is merely considered as a handy nomenclature for formally expressing that a linear differential equation can be solved (inverted) for a specific right-hand-side function. Our work shows that this problem can possibly be overcome in many situations. While we do not believe that we have a comprehensive overview of all possible applications ourselves, an indicative list of quantum chemical problems would include (a) fragmentation/embedding approaches, (b) van-der-Waals interaction energies via a Lundqvist expression and correlation energies within the random phase approximation, and (c) resolution of identity approaches. Possible fields of application beyond this directly related area are (d) polarizable force fields, (e) optimal control theory, and (f) signal processing (impulse response function). However, we believe that our Ansatz may also find applications in the wider area of “fundamental solutions” (in mathematical terms) where spectral theory/Fredholm integral equations are applicable.

**Keywords:** density-density response function · molecular interaction · density functional perturbation theory · linear compact operator

---

**Appendix**

**Computational details**

The moment expansion has been implemented in our development version of the CPMD [51] electronic structure package. The calculations have been performed using Density Functional...
Perturbation Theory \cite{8,11,12,52,53} with Troullier-Martins \cite{54} pseudo potentials in the Becke \cite{55} and Lee-Yang-Parr \cite{56} approximation for the exchange correlation kernel. The perturbing potential was expressed by a polynomial expansion. The basis was formed by the set of polynomials $x^m y^n z^p$ with $l, m, n \in \mathbb{N}$, which fulfill the condition $l + m + n \leq l_{\text{max}}$. The largest basis set consisted out of 54 polynomials ($l_{\text{max}} = 5$). The calculation of the reference density response with CPMD was done for relaxed water geometry. We used a plane wave basis for all involved quantities, be it the electronic density, the perturbing potentials or the moment-expanded states. The real space representation naturally gives rise to a regular grid. For our chosen parameters, the grid increment is about 0.08 Ångstroms, whereas the spread of the Gaussians in eq. (40) is chosen as $\sigma = 0.5\sigma_0$.

[1] A. Scherrer, V. Verschinin, D. Sebastiani, J. Chem. Theo. Comput. 2012, pMID: 26592873, 8, 106. https://doi.org/10.1021/jc200695y.
[2] A. C. Ihrig, A. Scherrer, D. Sebastiani, J. Chem. Phys. 2013, 139, 094102. https://doi.org/10.1063/1.4819070.
[3] A. Scherrer, D. Sebastiani, J. Comput. Chem. 2016, 37, 665.
[4] P. Ahlert, A. Scherrer, C. Dressler, D. Sebastiani, Europ. Phys. J. B 2018, 91, 94.
[5] W. Dirk, Funktionalanalyse; Springer Berlin Heidelberg: Berlin, Heidelberg, 2011. https://doi.org/10.1007/978-3-642-21017-4_6.
[6] P. Giannozzi, S. de Gironcoli, P. Pavone, S. Baroni, Phys. Rev. B 1991, 43, 7231.
[7] X. Gonze, Phys. Rev. A 1995, 52, 1086.
[8] G. A. Cisneros, J.-P. Piquemal, T. A. Darden, Comput. Mole. Sci. 2008, Copyright MPI für Festkörperforschung Stuttgart 1997–2001Available at: http://www.cpmd.org/.
[9] A. Goez, J. Neugebauer, Embedding methods in quantum chemistry. In Frontiers of Quantum Chemistry; M. J. Wójcik, H. Nakatsuji, B. Kirtman, Y. Ozaki, Eds., Springer, Singapore, Singapore, 2018, p. 139.
[10] C. R. Jacob, J. Neugebauer, L. Visscher, J. Comput. Chem. 2008, 29, 1011.
[11] T. A. Wesolowski, A. Warshel, J. Phys. Chem. 1993, 97, 8050.
[12] D. G. Artiukhin, C. R. Jacob, J. Neugebauer, J. Chem. Phys. 2015, 142, 234101. https://doi.org/10.1063/1.4922429.
[13] T. A. Wesolowski, One-electron equations for embedded electron density: Challenge for theory and practical payoffs in multi-level modelling of complex polyatomic systems. In Computational Chemistry: Reviews of Current Trends; WORLD SCIENTIFIC: Singapore, 2006, p. 1.
[14] C. R. Jacob, J. Neugebauer, Comput. Mol. Sci. 2014, 4, 325.
[15] P. Cortona, Phys. Rev. B 1991, 44, 8454.
[16] F. R. Manby, M. Stella, J. D. Goodpaster, T. F. Miller, Acc. Chem. Res. 2014, pMID: 24873211, 47, 2768. https://doi.org/10.1021/ar500086h.
[17] X. Zhang, E. A. Carter, J. Chem. Theo. Comput. 2012, pMID: 22904692, 8, 2564. https://doi.org/10.1021/ct300544e.
[18] F. Libisch, C. Huang, E. A. Carter, Acc. Chem. Res. 2014, pMID: 24873211, 47, 2768. https://doi.org/10.1021/ar500086h.
[19] A. Stone, Chem. Phy. Lett. 1981, 83, 233.
[20] P. J.-P. Piquemal, N. Gresh, C. Giessen-Pretre, Chem. Eur. J. 2003, pMID: 26313624, 107, 10353. https://doi.org/10.1002/1365-245x.2019.
[21] G. Naray-Szabo, G. G. Frenzency, Chem. Rev. 1995, 95, 829. https://doi.org/10.1021/cr00036a002.
[22] J. G. Angyán, C. Chipot, F. Dehez, C. Hättig, G. Jansen, C. Millot, J. Comput. Chem. 2003, 24, 997.
[23] D. Elking, T. Darden, R. J. Woods, J. Comput. Chem. 2007, 28, 1261.
[24] R. J. Wheatley, Mole. Phys. 1993, 79, 597. https://doi.org/10.1080/00268979300101481.
[25] G. G. Hall, C. M. Smith, Int. J. Quant.Chem. 1984, 25, 881.
[26] D. M. Elking, G. A. Cisneros, J.-P. Piquemal, T. A. Darden, L. G. Pedersen, J. Chem. Theo. Comput. 2010, 6, 190. https://doi.org/10.1021/ct900348b.
[27] K. Eichhorn, O. Treutler, H. Öhm, M. Häser, A. Rährichs, Chem. Phys. Lett. 1995, 242, 652.
[28] G. A. Cisneros, J.-P. Piquemal, T. A. Darden, J. Chem. Phys. 2005, 123, 044109. https://doi.org/10.1063/1.1947192.
[29] W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey, M. L. Klein, J. Chem. Phys. 1983, 79, 926. https://doi.org/10.1063/1.445869.
[30] K. Berland, V. R. Cooper, K. Lee, E. Schröder, T. Thonhauser, P. Hylgaard, B. I. Lundqvist, Rep. Prog. Phys. 2015, 78, 066501.
[31] CPMD 3.15.3, Copyright IBM Corp 1990–2008, Copyright MPI für Festkörperforschung Stuttgart 1997–2001Available at: http://www.cpmd.org/.
[32] W. Kohn, L. J. Sham, Phys. Rev. 1965, 140, A1133.
[33] P. Hohenberg, W. Kohn, Phys. Rev. 1964, 136, B864.
[34] F. R. Manby, C. Hättig, G. Jansen, C. Millot, Phys. Rev. A 1995, 52, 1096.
[35] J. D. Jackson, Classical electrodynamics, 3rd ed., Wiley, New York, NY, 1999.
[36] S. Chakrabarti, D. P. Dewangan, J. Phys. B Atom. Mole. Opt. Phys. 1995, 28, L769.
[37] A. C. Hansen, J. Funct. Anal. 2008, 254, 2092.
[38] P. Deift, L. Li, C. Tomei, J. Funct. Anal. 1985, 64, 358.
[39] B. Jezierski, R. Moszynski, K. Szalewicz, Chem. Rev. 1994, 94, 1887. https://doi.org/10.1021/cr00031a008.
[40] A. Heßelmann, J. Chem. Theo. Comput. 2018, pMID: 29566325, 14, 7943. https://doi.org/10.1021/acs.jctc.7b01233.
[41] D. M. Benoit, D. Sebastiani, M. Parrinello, Phys. Rev. Lett. 2001, 87, 224601.
[42] A. Heßelmann, G. Jansen, Phys. Chem. Lett. 2003, 367, 778.
[43] D. Rocca, D. Lu, G. Galli, J. Chem. Phys. 2010, 133, 164109. https://doi.org/10.1063/1.3494540.
[44] A. J. Misquitta, B. Jezierski, K. Szalewicz, Phys. Rev. Lett. 2003, 91, 033201.
[45] A. Hesselmann, Chem. A Eur. J. 2011, pMID: 21806071, 115, 11321. https://doi.org/10.1021/jp205031e.
[46] D. Lu, H.-V. Nguyen, G. Galli, J. Chem. Phys. 2010, 133, 154110. https://doi.org/10.1063/1.3494541.