Abstract

The penalization method is a popular technique to provide particle swarm optimizers with the ability to handle constraints. The downside is the need of penalization coefficients whose settings are problem-specific. While adaptive coefficients can be found in the literature, a different adaptive scheme is proposed in this paper, where coefficients are kept constant. A pseudo-adaptive relaxation of the tolerances for constraint violations while penalizing only violations beyond such tolerances results in a pseudo-adaptive penalization. A particle swarm optimizer is tested on a suite of benchmark problems for three types of tolerance relaxation: no relaxation; self-tuned initial relaxation with deterministic decrease; and self-tuned initial relaxation with pseudo-adaptive decrease. Other authors’ results are offered as frames of reference.
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1 Introduction

The particle swarm optimization paradigm is a population-based and gradient-free optimization method suitable for unconstrained problems. In order to be able to deal with constrained problems, some external mechanism needs to be incorporated. One of the most straightforward and popular techniques is the penalization method, where infeasible solutions are penalized by increasing their objective function value (minimization problems). The key issue is in the amount of penalization, which is typically linked to the amount of constraint violations. By turning the constrained problem into an unconstrained one, these methods are especially well suited for Particle Swarm Optimizers (PSOs) because they do not disrupt the normal dynamics of the swarm as, for instance, a repair algorithm would do. The drawback is that the penalization coefficients involved typically require problem-specific tuning. An excessive penalization might lead to premature convergence, whereas too mild a
penalization might lead to infeasible solutions being chosen over feasible ones. Ideally, the penalization should be adaptive in terms of the problem and perhaps of the stage of the search, where initially low penalizations that are increased as the search progresses are advisable. A different adaptive scheme is proposed in this paper, where the penalization coefficients are kept constant. The procedure consists of an initially self-tuned relaxation of the constraint violation tolerance, followed by a pseudo-adaptive decrease of the relaxation. The self-tuning is performed so that an approximate target feasibility ratio is reached, which involves a number of constraint functions evaluations. The pseudo-adaptive decrease is linked to the number of potential feasible solutions found at the current time-step. Thus, by linking the penalization to the constraint violations beyond the pseudo-adaptive tolerance rather than to the actual constraint violations, a pseudo-adaptive penalization of infeasible solutions is achieved. For comparison, the same optimizer is tested using a deterministic exponential decrease of the tolerance relaxation, as well as without relaxing the desired tolerances.

The constrained optimization problem is posed in section 2; the particle swarm optimization paradigm is discussed in section 3; the proposed constraint-handling mechanism is presented in section 4; and the experimental results are offered in section 5. Conclusions and potential lines for future research are drawn in section 6.

2 Constrained optimization

Different families of optimization problems require different approaches to be dealt with. The first important difference is in the type of solution sought. Thus, problems whose optimum solution is a scalar or vector of scalars are called parameter optimization problems whereas problems whose optimum solution is a function or vector of functions are called variational problems. Another critical difference is in the type of variables, where a problem is referred to as continuous ‒or real-valued‒ optimization if the variables can take on real values and discrete optimization if they can only take on values from a given discrete set. Only real-valued, parameter optimization problems are considered within this paper.

The constraints bound the regions of the search-space where solutions are admissible. Thus, they may be due to geometric, technological, and/or physical restrictions, to name a few. While their linearity or nonlinearity does not make a difference in particle swarm optimization, their formulation as inequality or equality constraints does. The general, constrained, real-valued optimization problem may be formulated as follows:

Minimize \( f(x) \)

subject to

\[
\begin{align*}
g_j(x) & \leq 0 \quad ; \quad j = 1, \ldots, q \\
g_j(x) & = 0 \quad ; \quad j = q+1, \ldots, q+r \\
l_i & \leq x_i \leq u_i \quad ; \quad i = 1, \ldots, n
\end{align*}
\]  

(1)
For a particle swarm optimizer to deal with equality constraints, a tolerance for their violations needs to be set, so that each equality constraint may be formulated in the form of a pair of inequality constraints. In turn, the latter can be expressed in the form of a single inequality constraint by means of the absolute function. Hence the problem is reformulated in terms of inequality constraints only as in Equation (2). Although the tolerance of inequality constraint violations is typically set to zero, it is set to the variable Tolineq here both for generality and to allow its relaxation.

Minimize \( f(x) \)

\[
\begin{align*}
\text{subject to } \quad & g_j(x) \leq \text{Tolineq} \quad ; \quad j = 1, \ldots, q \\
& \text{abs}(g_j(x)) \leq \text{Tol}_q \quad ; \quad j = q + 1, \ldots, q + r \\
& \max(0, x_i - u_i) + \max(0, -x_i + l_i) \leq 0 \quad ; \quad i = 1, \ldots, n
\end{align*}
\] (2)

3 Particle swarm optimization

First introduced by James Kennedy and Russell C. Eberhart in 1995 [1], the particle swarm optimization (PSO) method has strong roots on different disciplines such as social psychology, artificial intelligence, and mathematical optimization. From the ‘optimization’ perspective, it is a gradient-free search method suitable for optimization problems whose solutions can be represented as points in an \( n \)-dimensional space. While variables need to be real-valued in its original version, binary and other discrete versions of the method have also been proposed. Refer, for instance, to [2, pp. 289-299]; [3]; [4]; and [5].

Since the method is not designed to optimize but to carry out procedures that are not directly related to the optimization problem, it is frequently referred to as a modern heuristics. Optimization occurs, nevertheless, without obvious links between the implemented technique and the resulting optimization process.

Influenced by Evolutionary Algorithms (EAs), the function to be minimized is commonly called ‘fitness function’. It is more appropriately referred to as ‘conflict function’ hereafter due to the social-psychology metaphor that inspired the method.

Gradient information is not required, which enables the method to deal with non-differentiable and even discontinuous problems. Therefore there is no restriction to the characteristics of the objective function for the approach to be applicable. In fact, the function does not even need to be explicit.

The PSO algorithm is not designed to optimize but to perform a sort of simulation of a social milieu, where the ability of the population (swarm) to optimize its performance emerges from the cooperation among individuals (particles). While this makes it difficult to understand how optimization is actually performed, it shows astonishing robustness in handling different kinds of complex problems that it was not specifically designed for. It has the disadvantage that its theoretical bases are very difficult to be understood deterministically. Nevertheless, considerable theoretical work has been carried out on simplified versions of the algorithm (e.g. [6], [7], [2], [8], [9], [10], and [11]. For a comprehensive review of the method, refer to [12] and [13].
3.1 Basic algorithm

While the emergent optimization properties of the PSO algorithm result from local interactions among particles in a swarm, the behaviour of a single particle can be summarized in three sequential processes: evaluation; comparison; and imitation. Thus, the performance of a particle in its current position is evaluated in terms of the conflict function. In order to decide upon its next position, the particle compares its current conflict to those associated with its own and with its neighbours’ best experiences. Finally, the particle imitates its own best experience and the best experience in its neighbourhood to some extent. The basic update equations are:

\[
\begin{align*}
    v_{ij}^{(t)} &= w \cdot v_{ij}^{(t-1)} + iw \cdot U_{(0,1)} \cdot (pbest_{ij}^{(t-1)} - x_{ij}^{(t-1)}) + sw \cdot U_{(0,1)} \cdot (lbest_{ij}^{(t-1)} - x_{ij}^{(t-1)}) \\
    x_{ij}^{(t)} &= x_{ij}^{(t-1)} + v_{ij}^{(t)}
\end{align*}
\]

(3)

where:

- \(v_{ij}^{(t)}\): \(j^{th}\) coordinate of the velocity of particle \(i\) at time-step \(t\).
- \(x_{ij}^{(t)}\): \(j^{th}\) coordinate of the position of particle \(i\) at time-step \(t\).
- \(U_{(0,1)}\): Random number from a uniform distribution in the range \([0,1]\) resampled anew every time it is referenced.
- \(w, iw, sw\): Inertia, individuality, and sociality weights, respectively.
- \(pbest_{ij}^{(t)}\): \(j^{th}\) coordinate of the best position found by particle \(i\) by time-step \(t\).
- \(lbest_{ij}^{(t)}\): \(j^{th}\) coordinate of the best position found by any particle in the neighbourhood of particle \(i\) by time-step \(t\).

As it can be observed, there are three coefficients that govern the dynamics of the swarm: the inertia \((w)\), the individuality \((iw)\), and the sociality \((sw)\) weights. The settings of these coefficients greatly affect the behaviour of the swarm. Equation (3) can also be formulated in terms of \(\phi_i\) and \(\phi_s\) as shown in Equation (4):

\[
\begin{align*}
    v_{ij}^{(t)} &= w \cdot v_{ij}^{(t-1)} + \phi_i \cdot (pbest_{ij}^{(t-1)} - x_{ij}^{(t-1)}) + \phi_s \cdot (lbest_{ij}^{(t-1)} - x_{ij}^{(t-1)}) \\
    0 &\leq (\phi_i + \phi_s) = iw \cdot U_{(0,1)} + sw \cdot U_{(0,1)} \leq (aw = iw + sw) \\
    x_{ij}^{(t)} &= x_{ij}^{(t-1)} + v_{ij}^{(t)}
\end{align*}
\]

(4)

3.2 Two alternative formulations

Two alternative formulations were proposed by Innocente [11], consisting of defining a desired average behaviour and then adding randomness as a type of noise. Thus the strength of the attraction towards the weighted average of the best experiences is no longer a random value between zero and the acceleration weight. Instead the random value is within the range \([\phi_{\text{min}}, \phi_{\text{max}}]\), and the acceleration weight is the centre of the interval rather than its upper limit. Furthermore, the individuality
and sociality weights are replaced by coefficients $i_p \in [0,1]$ and $s_p \in (0,1]$, where their aggregation $i_p + s_p = 1$. The procedure starts with the user selecting the desired strength awarded to the individuality and the sociality by choosing $i_p \in [0,1]$. The common formulation for both proposed alternatives is shown in Equation (5).

\[
\begin{align*}
\phi_i &= i_p \cdot \left[ \phi_{\min} + (\phi_{\max} - \phi_{\min}) \cdot U_{(0,1)} \right] \\
\phi_s &= s_p \cdot \left[ \phi_{\min} + (\phi_{\max} - \phi_{\min}) \cdot U_{(0,1)} \right] \\
i_p &\in [0,1) \quad ; \quad s_p = 1 - i_p \\
x_i^{(r)} &= x_i^{(r-1)} + v_i^{(r)}
\end{align*}
\]

**PSO-RRR1**: The first alternative consists of selecting $a_w \in (1.00,2.00)$, and

\[
\begin{align*}
w &= a_w - 1 \\
\phi_{\max} &= \frac{3}{2} \cdot (w + 1) \\
\phi_{\min} &= \frac{1}{2} \cdot (w + 1)
\end{align*}
\]

**PSO-RRR2**: The second alternative consists of selecting $a_w \in (1.00,2.61]$, and

\[
\begin{align*}
w &= \frac{1}{a_w - 2 + a_w} \\
\phi_{\max} &= 2 \cdot (w + 1) \\
\phi_{\min} &= 2 \cdot a_w - \phi_{\max}
\end{align*}
\]

It is advisable not to take values of $a_w$ too close to the limits. For further details on these two formulations, refer to [11], chapter 6.

4 Pseudo-adaptive penalization

4.1 Static penalization

Penalization methods can be viewed as optimizing two objectives: minimizing the objective function on one hand and minimizing constraint violations on the other, where the second objective is already an aggregation of objectives (minimizing each constraint function violation). These methods combine all these objectives into a single function to be optimized, thus turning the constrained problem into an
unconstrained one where the relative priority awarded to the different objectives is somewhat weighted. The main concept is that this new function must coincide with the original one when every constraint is satisfied. Hence the objective function is penalized for infeasible solutions only. Different kinds of penalization methods can be found in the literature according to the way the penalization is calculated.

The advantage of these methods is that they use both objective and constraint functions information within the infeasible space to smoothly guide the search towards more promising areas. Since constrained problems are treated as unconstrained ones once infeasible solutions are penalized, they work well on highly constrained problems. The drawback is that they are sensitive to the tuning of at least a couple of problem-dependent penalization coefficients. High penalizations might lead to infeasible regions not being explored converging to non-optimal but feasible solutions, whereas low penalizations might lead to the system evolving solutions that are violating constraints but present themselves as better than feasible solutions. However, research on adaptive coefficients is extensive in the literature (e.g. [14] and [15]). A classical additive, constant penalization scheme – linked to the amount of infeasibility – is shown in Equations (8) and (9):

\[
f_p(x) = f(x) + \sum_{j=1}^{n} \left[ k_j \cdot \left( f_j(x) \right)^{\alpha_j} \right]
\]

\[
f_j(x) = \begin{cases} \max \{0, g_j(x)\} & ; \quad 1 \leq j \leq q \\ \text{abs} \{ g_j(x) \} & ; \quad q < j \leq m \end{cases}
\]

where \( f(x) \) is the conflict function; \( f_p(x) \) is the penalized conflict function; \( f_j(x) \) is the amount of violation of the \( j \)th constraint; and \( k_j \) and \( \alpha_j \) are penalization coefficients. These coefficients may be constant, time-varying or adaptive, and they can be the same or different for different constraints. Typically, \( k_j \) is set to high and \( \alpha_j \) to small values. It is not recommendable to use different penalization coefficients for different constraints because that makes the coefficients’ tuning more difficult for every problem. An alternative to account for the different sensitivity of the penalized objective function to the different constraint violations which may be of different orders of magnitude consists of normalizing the constraint violations. Even further, the original conflict function may also be normalized so that the latter and the overall measure of constraint violations are of the same order of magnitude. These normalizations are not considered here and therefore left for future work.

### 4.2 Proposed pseudo-adaptive penalization

As previously mentioned, arbitrarily set –not tuned– constant coefficients are used in the experiments hereafter. The study of their convenient setting is left for future research, where the hope is that the normalization of constraints and perhaps of the conflict function would allow for their removal from Equation (8). Thus, the
penalization scheme proposed in this paper is as shown in Equations (10) to (12), where the adaptiveness lies in the (pseudo) adaptiveness of the tolerances.

\[
f_p(\mathbf{x}) = f(\mathbf{x}) + k \sum_{j=1}^{m} (f_j(\mathbf{x}))^{\alpha}
\]

\[
f_j(\mathbf{x}) = \begin{cases} 
\max \left\{ 0, \left( g_j(\mathbf{x}) - T_{\text{ineq}} \right) \right\} & ; \quad 1 \leq j \leq q \\
\max \left\{ 0, \left( \left| g_j(\mathbf{x}) \right| - T_{\text{eq}} \right) \right\} & ; \quad q < j \leq m
\end{cases}
\]

\[
k = 10^6
\]

\[
\alpha = \begin{cases} 
2 & \text{if } f_j(\mathbf{x}) \geq 1 \\
1 & \text{if } f_j(\mathbf{x}) < 1
\end{cases}
\]

4.2.1 Self-tuned initial tolerances relaxation

The use of tolerances for equality constraint violations in population-based methods is of common practice. It is also not uncommon to relax such tolerances, where the decrease of such relaxations is typically deterministic. The aim of these relaxations is to temporarily increase the feasible region of the search-space. However, the impact of a given relaxation on the feasibility ratio (FR) of the search-space is problem-dependent, and can vary greatly. For instance, to obtain a FR \(\in [20\%,25\%]\), a tolerance for equality constraint violations of around 0.26 is required for the problem g11, whereas a tolerance of around 6.63 is required for problem g13 (both problems involving equality constraints only). In addition, since there are problems involving only inequality constraints that present very small FRs, the same concept can be applied. That is, the tolerance for inequality constraint violations can also be dynamically relaxed. Note, for instance, that the tolerance required for problem g10 to present a FR \(\in [20\%,25\%]\) is around 10.83, whereas it is around 2790 for problem g06 (both involving inequality constraints only). These examples clearly illustrate how problem-dependent the effect of a given tolerance may be.

Hence an initial self-tuned tolerance relaxation is proposed aiming for a desired FR. Thus, the self-tuning procedure consists of starting with a small, minimum value for the tolerance and evaluating the constraint functions of 1000 randomly selected solutions. The FR is evaluated, and the tolerance is adequately increased or decreased. For problems involving inequality and equality constraints, the tolerance for the violations of equality constraints are arbitrarily kept 10 times greater than that of inequality constraint violations. For further details on the implementation of this procedure, refer to [11], chapter 8.

4.2.2 Pseudo-adaptive decrease of tolerances relaxation

The aim is to make the tolerance update adaptive so that updates are performed when they would have a less disruptive effect in maintaining potentially good
solutions. Hence updates are performed when a given percentage of the particles’ best experiences (PBESTs) are located within feasible space.

The coefficient for the exponential update is also pseudo-adaptive as shown in Equation (13), where \( \text{per}^{(t)} \) is the current percentage of feasible PBESTs. The exponential update of the tolerances is as posed in Equation (14). Thus \( k_{tol}^{(t)} = 0.99 \) for \( \text{per}^{(t)} = \text{per}_{\min}^{\text{t}} \); \( k_{tol}^{(t)} = k_{tol_{\min}} \) for \( \text{per}^{(t)} = 100 \); and the variation in between is linear. Therefore the greater the percentage above a minimum established the smaller the value of \( k_{tol}^{(t)} \), and hence the greater the tolerance decrease. Obviously, there is no update for \( \text{per}^{(t)} < \text{per}_{\min}^{\text{t}} \).

\[
k_{tol}^{(t)} = \frac{0.99 - k_{tol_{\min}}}{100 - \text{per}_{\min}^{\text{t}}} \left(100 - \text{per}^{(t)}\right) + k_{tol_{\min}} \tag{13}
\]

\[
Tol^{(t)} = k_{tol}^{(t)} \cdot Tol^{(t-1)} \tag{14}
\]

Since the tolerance for inequality constraint violations is typically set to zero, whenever it goes below \( 10^{-5} \) it is automatically reset to zero.

Aiming to avoid too many time-steps without a tolerance update, a safety mechanism is implemented by enforcing a tolerance update if

\[
t \geq \frac{1}{n^0 \text{ tol. updates}} \geq 20 \tag{15}
\]

where \( t \) is the number of time-step and \( n^0 \text{ tol. updates} \) is the number of tolerance updates performed so far. When the update is enforced by Equation (15), the coefficient used in Equation (14) equals \( k_{tol}^{(t)} = 0.99 \).

In order to give some time for the particles to find feasible solutions once the tolerances have reached their desired value, it is arbitrarily set that such values are reached by the time 80\% of the search has been carried out \( (t_{\min}) \). If the desired tolerance was not reached by \( t = 0.9 \cdot t_{\min} \), an update is performed at every time-step (i.e. from \( t = 0.9 \cdot t_{\min} + 1 \) to \( t = t_{\min} \)) using the coefficient in Equation (16). Thus final tolerances are ensured to be reached by \( t = t_{\min} \).

\[
k_{tol} = \left(\frac{Tol^{(t_{\min})}_{ineq}}{Tol^{(0.9 \cdot t_{\min})}_{ineq}}\right)^{\frac{1}{0.1 \cdot t_{\min}}} \tag{16}
\]

where \( k_{tol} \) is calculated independently for inequality and equality constraints. Since \( Tol^{(t_{\min})}_{ineq} = 0 \), the latter is replaced by \( 10^{-5} \) for the calculation of \( k_{tol} \) in Equation (16) and \( Tol_{ineq} \) is set to zero as soon as it reaches a value below or equal to \( 10^{-5} \). Of course \( t_{\min} \), \( 0.9 \cdot t_{\min} \), and \( 0.1 \cdot t_{\min} \) are rounded-off to integer values if necessary.
5 Experimental results

The details of the implementation for the experiments are as follows: 50 particles; 10000 time-steps, constant penalization coefficients \( k = 10^6 \) and \( \alpha = 2 \) in Equation (10); the best of 1000 Latin Hypercube samplings for the particles’ initialization according to the maximum minimum distance criterion; velocities initialized to zero while the best individual experiences are initialized in the same manner as the initial positions; synchronous update of the best experiences; the forward topology with three sub-neighbourhoods as proposed by Innocente [11]; the coefficients and formulations for the first sub-neighbourhood are those of the PSO-RRR2 with \( aw = 2.40 \) as in Equations (5) and (7); the coefficients and formulations for the second sub-neighbourhood are those of the PSO-RRR1 with \( aw = 1.80 \) as in Equations (5) and (6); the coefficients and formulations for the third sub-neighbourhood are those of the classical PSO with \( w = 0.7298 \) and \( aw = 2.9922 \) as in Equation (3) –also coinciding with Clerc et al.’s constriction factor type I” [9] with \( cf = 0.7298 \) and \( aw = 4.10 \); initial self-tuned tolerance relaxation such that \( FR = 20 – 25\% \). If the FR of the problem is already greater than that, it is increased in around 5%. If there are inequality and equality constraints, the tolerance for the violations of the latter are arbitrarily set 10 times greater than that of the inequality constraints. The results obtained with no relaxation are also offered for comparison. For relaxed tolerances, two types of decrease of the initial ones are considered: the proposed pseudo-adaptive scheme, and an exponential decrease with a constant coefficient \( k_{tol(s)} = 0.98 \). For the pseudo-adaptive decrease, \( k_{tol_{\min}} = 0.90 \) and \( per_{\min} = 80\% \) in Equation (13), while \( t_{\min} = 0.80 \cdot t_{\max} = 8000 \) in Equation (16).

The proposed pseudo-adaptive penalization method is tested on a well known benchmark suite composed of 13 constrained problems. Their main features are offered in Table 1 together with their approximate FRs without tolerances, with final tolerances, and with mean initial tolerances. 25 runs are performed for the statistics. The values of the mean initial tolerances that result in the desired initial FRs are also provided in the table.

The results obtained for the three different types of tolerance relaxations are presented in Table 2, including the exact number of objective and constraint function evaluations. A solution is considered successful if the error is not greater than \( 10^{-4} \). The ‘mean [%] feasible PBESTs’ is the mean percentage –among 25 runs– of individual best experiences of the particles that are feasible in the final time-step.

For comparison, the results obtained for the same suite of benchmark problems by two other PSO algorithms in the literature –namely those proposed by Toscano Pulido et al. [16] and by Muñoz Zavala et al. [17]– are offered in Table 3 together with the results obtained by the pseudo-adaptive approach proposed here.

Since the values of the tolerances are pseudo-adaptive, it is interesting to observe the form of the curves of their evolution throughout the search. Due to the stochastic nature of the paradigm, those curves vary from one run to the next for a given problem. The curves showing the evolution of the tolerances corresponding to four selected problems are offered in Figure 1 to Figure 4. Thus, Figure 1 corresponds to problem g01 involving 9 inequality constraints; Figure 2 corresponds to problem
g03 involving 1 equality constraint only; Figure 3 corresponds to problem g05 involving 3 equality constraints and 1 inequality constraint (in the form of an interval); and Figure 4 corresponds to problem g13 involving 3 equality constraints. In those figures, the plain tolerance curves correspond to one single arbitrary run whereas the average curves correspond to the average tolerances among all 25 runs.

| Problem | Optimum     | Dim. | IC | EC | FR [%] for desired tolerance | FR [%] for initial tolerance | Mean initial inequality tolerance | Mean initial equality tolerance |
|---------|-------------|------|----|----|------------------------------|-----------------------------|----------------------------------|-------------------------------|
| g01     | -15.000000  | 13   | 9  | 0  | 0.0003                       | 23.4617                     | 89.92                            | N/A                           |
| g02     | -0.803619   | 20   | 2  | 0  | 99.9971                      | 99.9971                     | 99.9971                          | 0.01                          |
| g03     | -1.000500   | 10   | 0  | 1  | < 0.0001                     | 24.5335                     | N/A                              | 1.66                          |
| g04     | -30665.53872 | 5    | 3  | (4) | 26.9887, 26.9887, 30.2026    | 23.3053, 68.88, 688.79      | 99.9971                          | N/A                           |
| g05     | 5126.496714 | 4    | 1  | (7) | 23.3053                     | 68.88, 688.79              | 383.89                           | N/A                           |
| g06     | -6961.813876 | 2    | 2  | 0  | 0.0074                       | 24.3050                     | 2790.51                          | N/A                           |
| g07     | 24.306209   | 10   | 8  | 0  | 0.0001                       | 23.8399                     | 383.89                           | N/A                           |
| g08     | -0.095825   | 2    | 2  | 0  | 0.8610                       | 24.3471                     | 9.88                             | N/A                           |
| g09     | 680.630057  | 7    | 4  | 0  | 4.7713                       | 24.0533                     | 421.13                           | N/A                           |
| g10     | 7049.248021 | 8    | 6  | 0  | 0.0005                       | 21.1715                     | 10.83                            | N/A                           |
| g11     | 0.749900    | 2    | 0  | 1  | < 0.0001                     | 24.8914                     | N/A                              | 0.26                          |
| g12     | -1.000000   | 3    | 1  | (8) | 4.7713, 4.7713, 22.0256      | 0.11                        | N/A                              | N/A                           |
| g13     | 0.053942    | 5    | 0  | 3  | < 0.0001                     | 22.8845                     | N/A                              | 6.63                          |

(4) Other authors claim there are 6 inequality constraints, but each one defines an interval, therefore no more than 3 constraints can be violated simultaneously.

(7) Other authors claim there are two inequality constraints, but they define an interval, so that no more than 1 constraint can be violated simultaneously.

(8) Most authors claim there are 9 inequality constraints, but in reality it is one constraint that splits the feasible space in 9^3 (729) disjointed spheres. The solution needs to be inside one sphere to be feasible, so that membership to all 729 spheres is not possible. If the constraint is viewed as 729 constraints, then at least 728 of them will be always violated.

Table 1. Features of the problems in the test suite: number of dimensions, inequality and equality constraints; feasibility ratios (FRs) of the problem with no tolerance, desired tolerance, and initial tolerance; and the mean self-tuned initial inequality and equality tolerances. FRs are calculated by randomly generating 10^6 solutions, where final (desired) equality constraint violations tolerance equals 10^-4

Due to the tolerance relaxations, intermediate solutions that are temporarily regarded as feasible smaller than the actual feasible minimum solution of the problem can be found by the optimizer. In these cases, the best solution might increase rather than decrease as the search progresses. An example of this is shown in Figure 5 for problem g05.

6 Conclusions and future research

The results in Table 2 show that the pseudo-adaptive scheme obtains the best results overall, in terms of the best, median and mean solutions found. The technique results in remarkable improvement compared to the same optimizer without relaxation, especially in problems with equality constraints such as g03, g05, g11 and g13. The exception in this test suite is in problem g10, for which the solution is decreased by the pseudo-adaptive scheme. The reason for this is still to be studied.
Table 2. Statistical results obtained for the 13 problems in the test suite for three types of tolerance relaxation: none, initially self-tuned with exponential decrease, and initially self-tuned with (pseudo) adaptive decrease. The percentages of feasible solutions, successful solutions (error not greater than $10^{-8}$), the mean numbers of FEs and CEs, and the mean percent of feasible PBESTs at the end of the search are also provided.
It is quite surprising to observe the improvement in the quality of the solutions resulting from the pseudo-adaptive scheme on problem g02, which presents a very
high FR. The reason for this is probably that the solution lies near the boundary of feasible space, and the relaxation of the tolerance allows particles to approach the solution from every direction rather than from feasible space only.

The self-tuned initial relaxation with deterministic, exponential decrease presents competitive or better performance than no relaxation on all problems in terms of the best, median, and mean solutions found, except for g13. The surprising decrease in the quality of the solutions for problem g13—while the pseudo-adaptive decrease leads to remarkable improvement—seems to suggest that updating the tolerance ‘too soon’ may turn the relaxation of tolerances into a harmful mechanism, as potentially good solutions may be lost during the updates.

Figure 1: Pseudo-adaptive tolerance for inequality constraint violations in problem g01. The average is among the 25 runs. The figure on the right is just a zoom of the one on the left.

Figure 2: Pseudo-adaptive tolerance for equality constraint violations in problem g03. The average is among the 25 runs. The figure on the right is just a zoom of the one on the left.

The results obtained with the proposed pseudo-adaptive penalization are compared to those obtained by two other PSO algorithms in the literature for reference. Results obtained here are better than those reported by Toscano Pulido et
al. [16] for problems g02, g05, g07, g09, g11 and g13, while they are worse for problem g10. They are competitive for the other problems, namely g01, g03, g04, g06, g08, and g12. It is fair to note that Toscano Pulido et al.’s experiments used a smaller number of FEs. Also note that the optimum in Table 2 corresponds to a tolerance for equality constraint violations of $10^{-4}$, while Toscano Pulido et al. used a tolerance of $10^{-3}$. Hence smaller results than the actual minimum feasible solution can be observed in the table.

![Figure 3: Pseudo-adaptive tolerance for inequality and equality constraint violations in problem g05. The average is among the 25 runs. The figure on the right is just a zoom of the one on the left.](image)

![Figure 4: Pseudo-adaptive tolerance for equality constraint violations in problem g13. The average is among the 25 runs. The figure on the right is just a zoom of the one on the left.](image)

Results obtained here are better than those reported by Muñoz Zavala et al. [17] for problems g02 and g13, while they are worse for problems g05, g07, g09 and g10. They are competitive for the remaining problems (g01, g03, g04, g06, g08, g11 and g12). The number of FEs carried out in [17] are reported to be smaller (it is not clear whether they count or not the FEs performed by their mutation operators).
There are several aspects of the proposed pseudo-adaptive penalization scheme which remain to be studied more thoroughly. Namely, the study of the possible improvement of simply normalizing the constraint violations so that more sensitive constraints do not overtake the search; the initial FR (20–25% here); the percentage of feasible PBESTs that triggers the tolerance update (80% here); the setting of $ktol_{\text{min}}$; the calculation of the pseudo-adaptive coefficient $ktol$ (see Equation (13)); and the scheme used to force an update if the desired percentage of feasible PBESTs is not being achieved (see Equation (15)). Preliminary tests showed that the initial FR is not critical within a range such as [1–100%], as the greater the initial FR the more updates of the tolerances are carried out early in the search, as achieving 80% of feasible PBESTs is not difficult. It seems that the results are more sensitive to the setting of $ktol_{\text{min}}$; the pseudo-adaptive scheme for the update of $ktol$; and the percentage of feasible PBESTs required to triggering the updates. A more extensive and systematic study of these aspects still needs to be carried out.
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