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ABSTRACT
Image Transformer has recently achieved significant progress for natural image understanding, either using supervised (ViT, DeiT, etc.) or self-supervised (BEiT, MAE, etc.) pre-training techniques. In this paper, we propose DiT, a self-supervised pre-trained Document Image Transformer model using large-scale unlabeled text images for Document AI tasks, which is essential since no supervised counterparts ever exist due to the lack of human-labeled document images. We leverage DiT as the backbone network in a variety of vision-based Document AI tasks, including document image classification, document layout analysis, table detection as well as text detection for OCR. Experiment results have illustrated that the self-supervised pre-trained DiT model achieves new state-of-the-art results on these downstream tasks, e.g., document image classification (91.11 → 92.69), document layout analysis (91.0 → 94.9), table detection (94.23 → 96.55) and text detection for OCR (93.07 → 94.29). The code and pre-trained models are publicly available at https://aka.ms/msdit.
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1 INTRODUCTION
Self-supervised pre-training techniques have been the de facto common practice for Document AI [10] in the past several years, where the image, text, and layout information is often jointly trained using a unified Transformer architecture [2, 19, 21, 25, 28, 32, 33, 38, 41–44, 48]. Among all these approaches, a typical pipeline for pre-training Document AI models usually starts with the vision-based understanding such as Optical Character Recognition (OCR) or document layout analysis, which still heavily relies on the supervised computer vision backbone models with human-labeled training samples. Although good results have been achieved on benchmark datasets, these vision models are often confronted with the performance gap in real-world applications due to domain shift and template/format mismatch from the training data. Such accuracy regression [26, 46] also has an essential influence on the pre-trained models as well as downstream tasks. Therefore, it is inevitable to investigate how to leverage the self-supervised pre-training for the backbone of document image understanding, which can better facilitate general Document AI models for different domains.

Image Transformer [3, 9, 12, 13, 17, 31, 36, 47] has recently achieved great success for natural image understanding including classification, detection and segmentation tasks, either with supervised pre-training on the ImageNet or self-supervised pre-training. The pre-trained image Transformer models can achieve comparable and even better performance compared with CNN-based pre-trained models under a similar parameter size. However, for document image understanding, there is no commonly-used large-scale human-labeled benchmark like ImageNet, which makes large-scale supervised pre-training impractical. Even though weakly supervised methods have been used to create Document AI benchmarks [26, 27, 45, 46], the domain of these datasets is often from the academic papers that share similar templates and formats, which are different from real-world documents such as forms, invoice/receipts, reports, and many others as shown in Figure 1. This may lead to unsatisfactory results for general Document AI problems. Therefore, it is vital to pre-train the document image backbone models with large-scale unlabeled data from general domains, which can support a variety of Document AI tasks.
To this end, we propose DiT, a self-supervised pre-trained Document Image Transformer model for general Document AI tasks, which does not rely on any human-labeled document images. Inspired by the recently proposed BEiT model [3], we adopt a similar pre-training strategy using document images. An input text image is first resized into $224 \times 224$ and then the image is split into a sequence of $16 \times 16$ patches which are used as the input to the image Transformer. Distinct from the BEiT model where visual tokens are from the discrete VAE in DALL-E [34], we re-train the discrete VAE (dVAE) model with large-scale document images, so that the generated visual tokens are more domain relevant to the Document AI tasks. The pre-training objective is to recover visual tokens from dVAE based on the corrupted input document images using the Masked Image Modeling (MIM) in BEiT. In this way, the DiT model does not rely on any human-labeled document images, but only leverages large-scale unlabeled data to learn the global patch relationship within each document image. We evaluate the pre-trained DiT models on four publicly available Document AI benchmarks, including the RVL-CDIP dataset [16] for document image classification, the PubLayNet dataset [46] for document layout analysis, the ICDAR 2019 cTDaR dataset [15] for table detection, as well as the FUNSD dataset [22] for OCR text detection. Experiment results have illustrated that the pre-trained DiT model has outperformed the existing supervised and self-supervised pre-trained models and achieved new state-of-the-art on these tasks.

The contributions of this paper are summarized as follows:

1. We propose DiT, a self-supervised pre-trained document image Transformer model, which can leverage large-scale unlabeled document images for pre-training.
2. We leverage the pre-trained DiT models as the backbone for a variety of Document AI tasks, including document image classification, document layout analysis, table detection, as well as text detection for OCR, and achieve new state-of-the-art results.
3. The code and pre-trained models are publicly available at https://aka.ms/msdit.

2 RELATED WORK

Image Transformer has recently achieved significant progress in computer vision problems, including classification, object detection, and segmentation. [12] first applied a standard Transformer directly to images with the fewest modifications. They split an image into $16 \times 16$ patches and provide the sequence of linear embeddings of these patches as an input to a Transformer named ViT. The ViT model is trained on image classification in a supervised fashion and outperforms the ResNet baselines. [36] proposed data-efficient
image transformers & distillation through attention, namely DeiT, which solely relies on the ImageNet dataset for supervised pre-training and achieves SOTA results compared with ViT. [31] proposed a hierarchical Transformer whose representation is computed with shifted windows. The shifted windowing scheme brings efficiency by limiting self-attention computation to non-overlapping local windows while also allowing for cross-window connection. In addition to supervised pre-trained models, [8] trained a sequence Transformer called iGPT to auto-regressively predict pixels without incorporating knowledge of the 2D input structure, which is the first attempt at self-supervised image transformer pre-training. After that, self-supervised pre-training for image Transformer became a hot topic in computer vision. [7] proposed DINO, which pre-trains the image Transformer using self-distillation with no labels. [9] proposed MoCov3 that is based on Siamese networks for self-supervised learning. More recently, [3] adopted a BERT-style pre-training strategy, which first tokenizes the original image into visual tokens, then randomly masks some image patches and feeds them into the backbone Transformer. Similar to the masked language modeling, they proposed a masked image modeling task as the pre-training objective that achieves SOTA performance. [47] presented a self-supervised framework iBOT that can perform masked prediction with an online tokenizer. The online tokenizer is jointly learnable with the MIM objective and dispenses with a multi-stage pipeline where the tokenizer is pre-trained beforehand.

The vision-based Document AI usually denote document analysis tasks that leverage the computer vision models, such as OCR, document layout analysis, and document image classification. Due to the lack of large-scale human-labeled datasets in this domain, existing approaches are usually based on the ConvNets models that are pre-trained with ImageNet/COCO datasets. Then, the models are continuously trained with task-specific labeled samples. To the best of our knowledge, the pre-trained DiT model is the first large-scale self-supervised pre-trained model for vision-based Document AI tasks. Meanwhile, it can be further leveraged for the multimodal pre-training for Document AI.

3 DOCUMENT IMAGE TRANSFORMER

In this section, we first present the architecture of DiT and the pre-training procedure. Then, we describe the application of DiT models in different downstream tasks.

3.1 Model Architecture

Following ViT [12], we use the vanilla Transformer architecture [37] as the backbone of DiT. We divide a document image into non-overlapping patches and obtain a sequence of patch embeddings. After adding the 1d position embedding, these image patches are passed into a stack of Transformer blocks with multi-head attention. Finally, we take the output of the Transformer encoder as the representation of image patches, which is shown in Figure 2.

3.2 Pre-training

Inspired by BEiT [3], we use Masked Image Modeling (MIM) as our pre-training objective. In this procedure, the images are represented as image patches and visual tokens in two views respectively. During pre-training, DiT accepts the image patches as input and predicts the visual tokens with the output representation.
Like text tokens in natural language, an image can be represented as a sequence of discrete tokens obtained by an image tokenizer. BEiT uses the discrete variational auto-encoder (dVAE) from DALL-E [34] as the image tokenizer, which is trained on a large data collection including 400 million images. However, there exists a domain mismatch between natural images and document images, which makes the DALL-E tokenizer not appropriate for the document images. Therefore, to get better discrete visual tokens for the document image domain, we train a dVAE on the IIT-CDIP [24] dataset that includes 42 million document images.

To effectively pre-train the DiT model, we randomly mask a subset of inputs with a special token [MASK] given a sequence of image patches. The DiT encoder embeds the masked patch sequence by a linear projection with added positional embeddings, and then contextualizes it with a stack of Transformer blocks. The model is required to predict the index of visual tokens with the output from masked positions. Instead of predicting the raw pixels, the masked image modeling task requires the model to predict the discrete visual tokens obtained by the image tokenizer.

3.3 Fine-tuning
We fine-tune our model on four Document AI benchmarks, including the RVL-CDIP dataset for document image classification, the PubLayNet dataset for document layout analysis, the ICDAR 2019 cTDaR dataset for table detection, and the FUNSD dataset for text detection. These benchmark datasets can be formalized as two common tasks: image classification and object detection.

*Image Classification.* For image classification, we use average pooling to aggregate the representation of image patches. Next, we pass the global representation into a simple linear classifier.

*Object Detection.* For object detection, as in Figure 3, we leverage Mask R-CNN [18] and Cascade R-CNN [5] as detection frameworks and use ViT-based models as the backbone. Our code is implemented based on Detectron2 [39]. Following [14, 29], we use resolution-modifying modules at four different transformer blocks to adapt the single-scale ViT to the multi-scale FPN. Let $d$ be the total number of blocks, the $1d/3$th block is upsampled by 4x using a module with 2 stride-two $2 \times 2$ transposed convolution. For the output of the $1d/2$th block, we use a single stride-two $2 \times 2$ transposed convolution to upsample 2x. The output of the $2d/3$th block is utilized without additional operations. Finally, the output of $3d/3$th block is downsampled by 2x with stride-two $2 \times 2$ max pooling.

4 EXPERIMENTS
4.1 Tasks
We briefly introduce the datasets mentioned in section 3.3 here.

*RVL-CDIP.* The RVL-CDIP [16] dataset consists of 400,000 grayscale images in 16 classes, with 25,000 per class. There are 320,000 training images, 40,000 validation images, and 40,000 test images. The 16 classes include: letter, form, email, handwritten, advertisement, scientific report, scientific publication, specification, file folder, news article, budget, invoice, presentation, questionnaire, resume, memo. The evaluation metric is the overall classification accuracy.

*ICDAR 2019 cTDaR.* The cTDaR datasets [15] consist of two tracks, including table detection and table structure recognition. In this paper, we focus on Track A where document images with one or several table annotations are provided. This dataset has two subsets, one for archival documents and the other for modern documents. The archival subset includes 600 training images and 199 testing images, which shows a wide variety of tables containing hand-drawn accounting books, stock exchange lists, train timetables, production census, etc. The modern subset consists of 600
training images and 240 testing images, which contain different kinds of PDF files, such as scientific journals, forms, financial statements, etc. The dataset contains Chinese and English documents in various formats, including scanned document images and born-digital formats. Metrics for evaluating this task are the precision, recall, and F1 scores computed from the model’s ranked output w.r.t. different Intersection over Union (IoU) threshold. We calculate the values with IoU thresholds of 0.6, 0.7, 0.8, and 0.9 respectively, and merge them into a final weighted F1 score:

$$wF_1 = \frac{0.6F_{10.6} + 0.7F_{10.7} + 0.8F_{10.8} + 0.9F_{10.9}}{0.6 + 0.7 + 0.8 + 0.9}$$

This task further requires models to combine the modern and archival set as a whole to get a final evaluation result.

**FUNSD.** FUNSD [22] is a noisy scanned document dataset labeled for three tasks: Text detection, Text recognition with Optical Character Recognition (OCR), and Form understanding. In this paper, we focus on Task #1 in FUNSD, which aims to detect the text bounding boxes for scanned form documents. FUNSD includes 199 fully annotated forms with 31,485 words, whereas the training set contains 150 forms and the testing set includes 49 forms. The evaluation metrics are the precision, recall, and F1 score at IoU@0.5.

### 4.2 Settings

**Pre-training Setup.** We pre-train DiT on the IIT-CDIP Test Collection 1.0 [24]. We pre-process the dataset by splitting multi-page documents into single pages, and obtain 42 million document images. We also introduce random resized cropping to augment training data during training. We train our DiT-B model with the same architecture as the ViT base: a 12-layer Transformer with 768 hidden sizes, and 12 attention heads. The intermediate size of feed-forward networks is 3,072. A larger version, DiT-L, is also trained with 24 layers, 1,024 hidden sizes, and 16 attention heads. The intermediate size of feed-forward networks is 4,096.

**The dVAE Tokenizer.** BEiT borrows the image tokenizer trained by DALL-E, which is not aligned with the document image data. In this case, we fully utilize the 42 million document images in the IIT-CDIP dataset and train a document dVAE image tokenizer to obtain the visual tokens. Like the DALL-E image tokenizer, the document image tokenizer has the codebook dimensionality of 8,192 and the image encoder with three layers. Each layer consists of a 2D convolution with a stride of 2 and a ResNet block. Therefore, the tokenizer eventually has a downsampling factor of 8. In this
Figure 5: An example of pre-processing with adaptive image binarization on the ICDAR 2019 cTDaR archival subset.

case, given a 112×112 image, it ends up with a 14×14 discrete token map aligning with the 14×14 input patches.

We implement our dVAE codebase from open-sourced DALL-E implementation\(^1\) and train the dVAE model with the entire IIT-CDIP dataset containing 42 million document images. The new dVAE tokenizer is trained with a combination of a MSE loss to reconstruct the input image, and a perplexity loss to increase the use of the quantized codebook representations. The input image size is 224×224, and we train the tokenizer with a learning rate of 5e-4 and a minimum temperature of 1e-10 for 3 epochs. We compare our dVAE tokenizer with the original DALL-E tokenizer by reconstructing the document image samples from downstream tasks, which is shown in Figure 4. We sample images from the document layout analysis dataset PubLayNet and table detection dataset ICDAR 2019 cTDaR. After being reconstructed by the DALL-E and our tokenizer, the image tokenizer by DALL-E is hard to distinguish the border of lines and tokens, but the image tokenizer by our dVAE is closer to the original image and the border is sharper and clearer. We confirm that a better tokenizer can produce more accurate tokens that better describe the original images.

Equipped with the pre-training data and image tokenizer, we pre-train DiT for 500K steps with a batch size of 2,048, a learning rate of 1e-3, warmup steps of 10K, and weight decay of 0.05. The \(\beta_1\) and \(\beta_2\) of Adam \([23]\) optimizer are 0.9 and 0.999 respectively. We employ stochastic depth \([20]\) with a 0.1 rate and disable dropout as in BEiT pre-training. We also apply blockwise masking in the pre-training of DiT with 40% patches masked as BEiT.

Fine-tuning on RVL-CDIP. We evaluate the pre-trained DiT models and other image backbones on RVL-CDIP for document image classification. We fine-tune the image transformers for 90 epochs with a batch size of 128 and a learning rate of 1e-3. For all settings, we resize the original images to 224 × 224 with the RandomResized-Crop operation.

Fine-tuning on ICDAR 2019 cTDaR. We evaluate the pre-trained DiT models and other image backbones on the ICDAR 2019 dataset for table detection. Since the image resolution for object detection tasks is much larger than classification, we limit the batch size to 16. The learning rate is 1e-4 and 5e-5 for archival and modern subsets respectively. In the preliminary experiments, we found that directly using the raw images in the archival subset leads to suboptimal performance when fine-tuning DiT, so we apply an adaptive image binarization algorithm implemented by OpenCV \([4]\) to binarize the images. An example of the pre-processing is shown in Figure 5. During training, we apply the data augmentation method used in DETR \([6]\) as a multi-scale training strategy. Specifically, the input image is cropped with probability 0.5 to a random rectangular patch which is then resized again such that the shortest side is at least 480 and at most 800 pixels while the longest at most 1,333.

Fine-tuning on PubLayNet. We evaluate the pre-trained DiT models and other image backbones on the PubLayNet dataset for document layout analysis. Similar to the ICDAR 2019 cTDaR dataset, the batch size is 16, and the learning rate is 4e-4 for the base version, and 1e-4 for the large version. The data augmentation method for DETR \([6]\) is also used.

---

\(^1\)https://github.com/lucidrains/DALLE-pytorch

---

| Model     | Type | Accuracy | #Param |
|-----------|------|----------|--------|
| [1]       | Single | 90.97    | -      |
| [11]      | Single | 91.11    | -      |
| [11]      | Ensemble | 92.21    | -      |
| [35]      | Ensemble | 92.77    | -      |
| ResNext-101-32×8d | Single | 90.65    | 88M    |
| DeiT-B [36] | Single | 90.32    | 87M    |
| BEiT-B [3] | Single | 91.09    | 87M    |
| MAE-B [17] | Single | 91.42    | 87M    |
| DiT-B     | Single | 92.11    | 87M    |
| DiT-L     | Single | 92.69    | 304M   |

Table 1: Document Image Classification accuracy (%) on RVL-CDIP, where all the models use the pure image information (w/o text information) with the 224×224 resolution.

| Model     | Text | Title | List | Table | Figure | Overall |
|-----------|------|-------|------|-------|--------|---------|
| [46]      | 0.916 | 0.840 | 0.886 | 0.960 | 0.949  | 0.910   |
| ResNext   | 0.916 | 0.845 | 0.918 | 0.971 | 0.952  | 0.920   |
| DeiT-B    | 0.934 | 0.874 | 0.921 | 0.972 | 0.957  | 0.932   |
| BEiT-B    | 0.934 | 0.866 | 0.924 | 0.973 | 0.957  | 0.931   |
| MAE-B     | 0.933 | 0.865 | 0.918 | 0.973 | 0.959  | 0.930   |
| DiT-B     | 0.934 | 0.871 | 0.929 | 0.973 | 0.967  | 0.935   |
| DiT-L     | 0.937 | 0.879 | 0.945 | 0.974 | 0.968  | 0.941   |
| ResNext (C) | 0.930 | 0.862 | 0.940 | 0.976 | 0.968  | 0.935   |
| DiT-B (C) | 0.944 | 0.889 | 0.948 | 0.976 | 0.969  | 0.945   |
| DiT-L (C) | **0.944** | **0.893** | **0.960** | **0.978** | **0.972** | **0.949** |

Table 2: Document Layout Analysis mAP @ IOU [0.50:0.95] on PubLayNet validation set. ResNext-101-32×8d is shortened as ResNext and Cascade as C.
| Model                  | IoU@0.6 | IoU@0.7 | IoU@0.8 | IoU@0.9 | WAvg. F1 |
|-----------------------|---------|---------|---------|---------|----------|
| 1st place in cTDaR    | 96.97   | 95.99   | 95.14   | 90.22   | 94.23    |
| ResNeXt-101-32×8d     | 96.42   | 95.99   | 95.15   | 91.36   | 94.46    |
| DeiT-B                | 96.26   | 95.56   | 94.57   | 90.91   | 94.04    |
| BEiT-B                | 96.82   | 96.40   | 95.41   | 92.44   | 95.03    |
| MAE-B                 | 96.86   | 96.31   | 95.05   | 91.57   | 94.66    |
| DiT-B                 | 96.75   | 96.19   | 95.62   | 93.36   | 95.30    |
| DiT-L                 | 97.83   | 97.41   | 96.29   | 92.93   | 95.85    |
| (a) Table detection accuracy on ICDAR 2019 cTDaR (combined: archival+modern) |
| 1st place in cTDaR    | 97.16   | 96.41   | 95.27   | 91.12   | 94.67    |
| ResNeXt-101-32×8d     | 96.60   | 96.60   | 95.09   | 91.70   | 94.73    |
| DeiT-B                | 97.54   | 97.16   | 96.41   | 92.63   | 95.68    |
| BEiT-B                | 98.10   | 98.10   | 95.82   | 94.30   | 96.35    |
| MAE-B                 | 97.54   | 97.54   | 96.03   | 94.14   | 96.12    |
| DiT-B                 | 97.53   | 97.15   | 96.02   | 94.88   | 96.24    |
| DiT-L                 | 97.53   | 97.15   | 96.39   | 95.26   | 96.46    |
| ResNeXt-101-32×8d (Cascade) | 97.76   | 96.38   | 95.24   | 93.71   | 95.35    |
| DiT-B (Cascade)       | 96.97   | 96.97   | 96.97   | 95.83   | 96.63    |
| DiT-L (Cascade)       | 97.34   | 97.34   | 97.34   | 96.20   | 97.00    |
| (b) Table detection accuracy on ICDAR 2019 cTDaR (archival) |
| 1st place in cTDaR    | 96.86   | 95.74   | 95.07   | 89.69   | 93.97    |
| ResNeXt-101-32×8d     | 96.30   | 95.63   | 95.18   | 91.15   | 94.30    |
| DeiT-B                | 95.51   | 94.61   | 93.48   | 89.89   | 93.07    |
| BEiT-B                | 96.06   | 95.39   | 95.16   | 91.34   | 94.25    |
| MAE-B                 | 96.47   | 95.58   | 94.48   | 90.07   | 93.81    |
| DiT-B                 | 96.29   | 95.61   | 95.39   | 92.46   | 94.74    |
| DiT-L                 | 98.00   | 97.56   | 96.23   | 91.57   | 95.50    |
| ResNeXt-101-32×8d (Cascade) | 96.41   | 95.52   | 95.07   | 92.38   | 94.63    |
| DiT-B (Cascade)       | 97.33   | 96.89   | 96.67   | 93.33   | 95.85    |
| DiT-L (Cascade)       | 97.89   | 97.22   | 97.00   | 93.88   | 96.29    |
| (c) Table detection accuracy on ICDAR 2019 cTDaR (modern) |

Table 3: Table detection accuracy (F1) on ICDAR 2019 cTDaR.

Fine-tuning on FUNSD. We use the same object detection framework for fine-tuning the pre-trained DiT models and other backbones on the text detection task in FUNSD. In document layout analysis and table detection, we use anchor box sizes [32, 64, 128, 256, 512] in the detection process since the detected areas are usually paragraph-level. Different from document layout analysis, text detection aims to locate smaller objects at the word level in document images. Therefore, we use anchor box sizes [4, 8, 16, 32, 64] in the detection process. The batch size is set to 16 and the learning rate is 1e-4 for the base model and 5e-5 for the large model.

The image backbone models selected as baselines have a comparable number of parameters compared with our DiT-B. They include the following two kinds: CNN and image Transformer. For CNN-based models, we choose ResNext101-32×8d [40]. For image Transformers, we choose the base version of DeiT [36], BEiT [3] and MAE [17] which are pre-trained on ImageNet-1K dataset with a 224×224 input size. We rerun the fine-tuning of all baselines.
4.3 Results

RVL-CDIP. The results of document image classification on RVL-CDIP are shown in Table 1. To make a fair comparison, the approaches in the table use only image information from the dataset. DiT-B performs significantly better than all selected single-model baselines. Since DiT shares the same model structure with other image Transformer baselines, the higher score indicates the effectiveness of our document-specific pre-training strategy. The larger version, DiT-L, gets a comparable score with the previous SOTA baseline and DiT still outperforms other baselines significantly. The conclusion is similar to the results on the modern subset in Table 3c.

The improvement when switching from Mask R-CNN to Cascade R-CNN is also observed which is similar to PubLayNet settings, but the metrics of IoU@0.9 are significantly better, which means DiT has a better fine-grained object detection capability. Under all the three settings, we have pushed the SOTA results to a new level by more than 2% (94.23→96.55) absolute wF1 score with our best model and the Cascade R-CNN detection algorithm.

FUNSD (Text Detection). The results of text detection on the FUNSD dataset are shown in Table 4. Since text detection for OCR has been a long-standing real-world problem, we obtain the word-level text detection results from a popular commercial OCR engine to set a high-level baseline. In addition, DBNet [30] is a widely used text detection model for online OCR engines, we also fine-tune a pre-trained DBNet model with FUNSD training data and evaluate its accuracy. Both of them achieve around 0.85 F1 scores for IoU@0.5. Next, we use the Mask R-CNN framework to compare different backbone networks (ResNeXt, DeiT, BEiT, MAE and DiT). “+syn” denotes that DiT is trained with a synthetic dataset including 1M document images, then fine-tuned with the FUNSD training data.

| Model | Precision | Recall | F1     |
|-------|-----------|--------|--------|
| Faster R-CNN [22] | 0.704 | 0.848 | 0.76   |
| DBNet [30]   | 0.8764 | 0.8400 | 0.8578 |
| A Commercial OCR Engine | 0.8762 | 0.8260 | 0.8504 |
| ResNeXt-101-32×8d | 0.9387 | 0.9229 | 0.9307 |
| DeiT-B       | 0.9429 | 0.9237 | 0.9332 |
| BEiT-B       | 0.9412 | 0.9263 | 0.9337 |
| MAE-B        | 0.9441 | 0.9321 | 0.9381 |
| DiT-L        | 0.9470 | 0.9307 | 0.9388 |
| DiT-L (+syn) | 0.9539 | 0.9315 | 0.9425 |
| DiT-L (+syn) | 0.9543 | 0.9317 | 0.9429 |

Table 4: Text detection accuracy (IoU@0.5) on FUNSD Task #1, where Mask R-CNN is used with different backbones (ResNeXt, DeiT, BEiT, MAE and DiT). “+syn” denotes that DiT is trained with a synthetic dataset including 1M document images, then fine-tuned with the FUNSD training data.

5 CONCLUSION AND FUTURE WORK

In this paper, we present DiT, a self-supervised foundation model for general Document AI tasks. The DiT model is pre-trained with large-scale unlabeled document images that cover a variety of templates and formats, which is ideal for downstream Document AI tasks in different domains. We evaluate the pre-trained DiT on several vision-based Document AI benchmarks, including table detection, document layout analysis, document image classification, and text detection. Experimental results have shown that DiT outperforms several strong baselines across the board and achieves new SOTA performance. We will make the pre-trained DiT models publicly available to facilitate the Document AI research.

For future research, we will pre-train DiT with a much larger dataset to further push the SOTA results in Document AI. Meanwhile, we will also integrate DiT as the foundation model in multi-modal pre-training for visually-rich document understanding such as the next-gen layout-based models like LayoutLM, where a unified Transformer-based architecture may be sufficient for both CV and NLP applications in Document AI.
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