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\begin{abstract}
In this paper, we obtain $C^{1,\alpha}$ estimates for weak solutions of certain quasilinear parabolic equations satisfying nonstandard growth conditions, the prototype examples being
\[
\begin{align*}
&u_t - \text{div}(|\nabla u|^{p-2}\nabla u + a(t)|\nabla u|^{q-2}\nabla u) = 0, \\
&u_t - \text{div}(|\nabla u|^{p(t)-2}\nabla u) = 0,
\end{align*}
\]
under the assumption that the solutions a priori have bounded gradient. We build on the recently developed scaling and covering argument which allows us to consider the singular and degenerate cases in a uniform manner and with minimal regularity requirements on the phase switching factor $a(t)$ and the variable exponent $p(t)$. Moreover, we are able to take any $p \leq q < \infty$ to obtain the desired regularity.
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1. Introduction

In this paper, we study gradient regularity of weak solutions of two quasilinear parabolic equations satisfying nonstandard growth conditions assuming that the solutions have bounded gradient. We discuss each of the problems in the following subsections:

1.1. Multiphase Problems

The first problem is the multiphase equation having the form:

\[ u_t - \operatorname{div} \left( \mathcal{A}_p(\nabla u) + \sum_{i=1}^k a_i(t) \mathcal{A}_{q_i}(\nabla u) \right) = 0 \quad \text{in} \quad D'(\Omega_T), \tag{1.1} \]

where \( \mathcal{A}_p(\cdot) \) and \( \mathcal{A}_{q_i}(\cdot) \) satisfy the following growth and coercivity conditions for \( i \in \{1, 2, \ldots, k\} \):

(H1): \( \langle \mathcal{A}_p'(z)\zeta, \zeta \rangle \geq C_0|z|^{p-2}|\zeta|^2 \) and \( \langle \mathcal{A}_{q_i}'(z)\zeta, \zeta \rangle \geq C_0|z|^{q_i-2}|\zeta|^2 \).

(H2): \( |\mathcal{A}_p(z)| + |\mathcal{A}_p'(z)||z| \leq C_1|z|^{p-1} \) and \( |\mathcal{A}_{q_i}(z)| + |\mathcal{A}_{q_i}'(z)||z| \leq C_1|z|^{q_i-1} \).

(H3): \( 0 \leq a_i(t) \leq M \) is a bounded, measurable function for some fixed number \( M \).

Here we have denoted \( \mathcal{A}'(z) := \frac{d \mathcal{A}(z)}{dz} \).

The study of elliptic multiphase problems was first studied in the papers [30, 29] in homogenization theory where it serves as a model for highly anisotropic materials. A systematic study of their regularity properties was initiated in [21].

Since these equations are similar to the parabolic \( p \)-Laplace equation having the prototype form \( u_t - \operatorname{div} \mathcal{A}_p(\nabla u) \), we follow the idea of intrinsic scaling developed by DiBenedetto-Friedman [12, 13] (see also [11, Chapter IX] for more details).

Since the technique of intrinsic scaling was developed to handle two different scalings, whereas the equation (1.1) has more than two different scaling factors, it is not entirely clear how to adapt the techniques from [14] to study (1.1). As a result, obtaining \( C^{1,\alpha} \) regularity was a difficult problem even in the case \( a_i(t) \equiv 1 \) and \( k = 1 \).

These sort of equations have gained a lot of interest recently; see Table 1, Table 2 and Table 3 for some of the recent developments regarding regularity for these equations.

In this paper, we obtain \( C^{1,\alpha} \) regularity for weak solutions of (1.1) by suitably adapting the arguments from [14] and combining it with with the scaling and covering arguments from [1].
1.1.1. Comparison to past results and improvements

We shall compare below our results with previous developments in this subject and highlight some of the important improvements:

- The most important aspect of our approach is that we do not need any restrictions relating $p$ and $\{q_i\}$. In the double phase elliptic case, $C^{1,\alpha}$ regularity was proved with $q$ satisfying some additional assumptions, due to the presence of Lavrentiev phenomenon. We are able to sidestep such considerations since we start with the assumption that the solution is Lipschitz continuous and hence we are automatically in the absence of Lavrentiev phenomenon.

- Due to the uniform nature of the proof, we do not need to distinguish between the singular and degenerate regimes, in particular we impose no additional restrictions on $p$ and $\{q_i\}$.

- We only assume non-negativity, boundedness and measurability on the coefficients $\{a_i(t)\}$. In the elliptic setting, $C^{1,\alpha}$ theory was developed in [7, 6] and the results of this paper paves the way for implementing the strategy from [7, 6] to obtain analogous results in the parabolic setting with additional assumptions satisfied by $\{a_i(x, t)\}$ only in the $x$ variable.

Remark 1.1 (Assumption of Lipschitz regularity). In this paper, we have assumed that the solutions a priori have bounded spatial gradient, i.e., $|\nabla u| \in L^\infty_{loc}$. This allows us the freedom to not impose any restrictions on $p$ and $\{q_i\}$ which are customary in regularity results for multiphase problems. A brief survey of some well known regularity results for problems with $(p, q)$-growth is given in Table 1, Table 2 and Table 3, noting that a more detailed list can be found in the references therein.

| Equation or Variational Integral | Assumption on $a$ | Assumption on $u$ | Restriction on $p, q$ | References |
|----------------------------------|-------------------|-------------------|----------------------|------------|
| $\int f(x, u, \nabla u)dx$ where $C_0|z|^p \leq f(x, u, \nabla u) \leq C_1(1+|z|^p)$ | $a(x)$ is non-negative, measurable and bounded. | $u$ is a minimizer of the functional of nonstandard growth. | $q \leq p^* = \frac{Np}{N-p}$ | [21, 23, 3, 18] |
| $q \leq p_{N-1} = \frac{(N-1)p}{N-1-p}$ | [19] |
| $\partial_t u - \text{div}(|\nabla u|^{p-2}\nabla u + a(x, t)|\nabla u|^{q-2}\nabla u) = 0$ | $a(x, t)$ is non-negative, measurable and bounded. | $u$ is a weak solution. | $q \leq p_\alpha = p\frac{N+2}{N}$ | [28] |
| $u$ is a variational solution. | $q < p_\alpha = p\frac{N+2}{N}$ | [27] |

For further results regarding boundedness of local minimisers, we refer to [19] for a detailed history, noting that [22] contains sharp counterexamples.
Table 2: Local boundedness of gradient for minimizers of autonomous integrals and solutions of related parabolic equations.

| Equation or Variational Integral | Assumptions / Hypotheses | Conclusion | References |
|---------------------------------|---------------------------|------------|------------|
| $\int_{\Omega} F(\nabla u) \, dx$ where $z \to F(z)$ is $C^2$, $v|z|^p \leq F(z) \leq L(1 + |z|^q)$, $(F_{x_i} \lambda, \lambda) \geq v(1 + |z|^{p+2})|\lambda|^2$, $(F_{x_i} \lambda, \lambda) \leq L(1 + |z|^{q+2})|\lambda|^2$. | $2 \leq p < q$, $\frac{q}{p} < 1 + \frac{2}{N-2}$ with $N \geq 3$ | $u \in W^{1,\frac{q}{p}} \Rightarrow u \in W^{1,\infty}$ | [22] |
| $\int_{\Omega} F(\nabla u) \, dx$ where $z \to F(z)$ is $C^2$, $v|z|^p \leq F(z) \leq L(1 + |z|^q)$, $(F_{x_i} \lambda, \lambda) \geq v(1 + |z|^{p+2})|\lambda|^2$, $(F_{x_i} \lambda, \lambda) \leq L(1 + |z|^{q+2})|\lambda|^2$. | $2 \leq p < q$, $\frac{q}{p} < 1 + \frac{2}{N}$ | $u \in W^{1,\frac{q}{p}} \Rightarrow u \in W^{1,\infty}$ | [22] |
| $\int_{\Omega} F(\nabla u) \, dx$ where $z \to F(z)$ is $C^2$, $v|z|^p \leq F(z) \leq L(1 + |z|^q)$, $(F_{x_i} \lambda, \lambda) \geq v(1 + |z|^{p+2})|\lambda|^2$, $(F_{x_i} \lambda, \lambda) \leq L(1 + |z|^{q+2})|\lambda|^2$. | $2 \leq p < q$, $\frac{q}{p} < 1 + \frac{2}{N-2}$ with $N \geq 4$ | $u \in W^{1,q} \Rightarrow u \in W^{1,\infty}$ | [2] |
| $\int_{\Omega} F(\nabla u) \, dx$ where $z \to F(z)$ is $C^2$, $v|z|^p \leq F(z) \leq L(1 + |z|^q)$, $(F_{x_i} \lambda, \lambda) \geq v(1 + |z|^{p+2})|\lambda|^2$, $(F_{x_i} \lambda, \lambda) \leq L(1 + |z|^{q+2})|\lambda|^2$. | $2 \leq p < q$, $\frac{q}{p} < 1 + \frac{2}{N-2}$ with $N \geq 2$ | $u \in W^{1,q} \Rightarrow u \in W^{1,\infty}$ | [2] |
| $\int_{\Omega} F(\nabla u) \, dx$ where $z \to F(z)$ is $C^2$, $v|z|^p \leq F(z) \leq L(1 + |z|^q)$, $(F_{x_i} \lambda, \lambda) \geq v(1 + |z|^{p+2})|\lambda|^2$, $(F_{x_i} \lambda, \lambda) \leq L(1 + |z|^{q+2})|\lambda|^2$. | $2 \leq p < q$, $\frac{q}{p} < 1 + \frac{1}{N}$ | $u \in W^{1,q} \Rightarrow u \in W^{1,\infty}$ | [15] |

We mention some other papers that include important contributions towards Lipschitz regularity which don’t necessarily fit into the framework of Table 2: [16, 8]

Table 3: Regularity results for minimizers of non-autonomous integrals with non-standard growth and solutions of related parabolic equations.

| Equation or Variational Integral | Hypotheses | Restriction on $p, q$ | Conclusion | Reference |
|---------------------------------|------------|----------------------|------------|-----------|
| $\int_{\Omega} F(x, \nabla u) \, dx$, $F(x, z) = |z|^p + a(x)|z|^q$, $0 \leq a(x) \leq M$. | $a \in C^{0,\alpha} (\Omega)$, $0 < \alpha \leq 1$, $\nabla u \in L^\infty$. | $q < \frac{p}{p} < 1 + \frac{\alpha}{N}$ | $u \in W^{1,p} \Rightarrow u \in W^{1,q}$ | [17] |
| $\int_{\Omega} F(x, \nabla u) \, dx$, $F(x, z) = |z|^p + a(x)|z|^q + c(x)|z|^s$, $0 \leq a(x) \leq M$. | $a \in C^{0,\alpha}(\Omega)$, $0 < \alpha \leq 1$, $c \in C^{0,\beta}(\Omega)$, $0 < \beta_1, \beta_2 \leq 1$, $\nabla u \in L^\infty$. | $q < \frac{p}{p} < 1 + \frac{\beta_1}{N}$ | $u \in C^{1,\alpha}_{\text{loc}}$ | [10] |
| $\int_{\Omega} F(x, \nabla u) \, dx$, $F(x, z) = |z|^p + a(x)|z|^q + c(x)|z|^s$, $0 \leq a(x) \leq M$. | $a \in C^{0,\beta_1}(\Omega)$, $c \in C^{0,\beta_2}(\Omega)$, $0 < \beta_1, \beta_2 \leq 1$, $\nabla u \in L^\infty$. | $q < \frac{p}{p} < 1 + \frac{\beta_1}{N}$ | $u \in C^{1,\alpha}_{\text{loc}}$ | [10] |
| $\int_{\Omega} F(\nabla u) \, dx$, $F(x, z) = |z|^p + a(x)|z|^q + c(x)|z|^s$. | $\alpha \in C^{0,\beta}(\Omega)$, $\theta \in C^{0,\beta}(\Omega)$, $0 < \beta_1, \beta_2 \leq 1$. | $q < p + 2 \left( \frac{1}{N+2} - \frac{p}{2d} \right)$, $\nabla u \in L^\infty$. | $u \in C^{1,\alpha}_{\text{loc}}$ | [8] |

4
1.2. Variable Exponent Problems

The second problem we study is the variable exponent problems having the form:

\[ u_t - \text{div}(|\nabla u|^{p(t)-2} \nabla u) = 0 \quad \text{in} \quad D'(\Omega_T), \tag{1.2} \]

where the variable exponent \( 1 < p \leq p(t) \leq q < \infty \) is a measurable function depending only on the time variable. Previously, \( C^{1,\alpha} \) regularity was proved in [4] for the more general exponent of the form \( p(x, t) \) under the additional assumption on \( p(x, t) \) (Hölder continuous in \( x \) and \( t \)). It is interesting to note that if we restrict to the case of \( p(t) \), the approach in [4] can be suitably modified to prove Hölder continuity of the gradient with \( p(t) \) satisfying a much weaker log-Hölder criterion, as obtained in [24].

In this paper, we prove \( C^{1,\alpha} \) regularity with minimal regularity assumptions on \( p(t) \) and list below some of the important improvements:

- In our approach, we only need to assume \( p(t) \) is measurable to obtain gradient Hölder regularity. Note that all previously known approaches required at least log-Hölder continuity of \( p(t) \) (see [24]), thus our structural assumption is optimal and considerably weakens previously required hypothesis.

- Due to the uniform nature of our approach, we do not need to differentiate between the cases \( p(t) \leq 2 \) or \( p(t) \geq 2 \) throughout the proof.

- Our approach is somewhat simpler compared to [4, 24] where a lot of variable exponent machinery was needed to be setup regarding the size of the cylinders and the exponent. On the other hand, we do not need any of those tools and instead, our proof follows from simpler considerations, all thanks to the additional freedom obtained through the new covering argument developed in [1].

1.3. Approximation hypothesis

In order to obtain \( C^{1,\alpha} \) regularity, the strategy of the proof requires regularizing the equation and then passing through the limit in appropriate sense, for example, see [11, Chapter VIII] for the details.

**Hypothesis 1.2.** We say that a divergence form operator \( L \) satisfies Hypothesis 1.2 if solutions to \( Lu = 0 \) can be approximated by smooth functions \( \{u^\varepsilon\} \) which are solutions to \( L^\varepsilon u^\varepsilon = 0 \) where \( L^\varepsilon \) satisfies similar structural assumptions as \( L \).

We note that such approximations are known to exist for the prototype parabolic p-Laplacian problem and the variable exponent problem (1.2). These approximations are crucially used to rigorously justify our proofs of the two alternatives Proposition 4.1 and Proposition 4.2 in the proof of \( C^{1,\alpha} \) regularity. We however skip reference to such approximations in our proofs because this is quite standard in the literature, see for instance [20].

However for (1.1), we are not aware whether Hypothesis 1.2 holds with no restriction between \( p \) and \( \{q_i\} \). Hence, we assume such an hypothesis holds true for (1.1), and obtain \( C^{1,\alpha} \) regularity in Theorem 3.2. One scenario where our result from Theorem 3.2 is applicable, is when there are additional restrictions on \( \{q_i\} \) as obtained in [8] where the regularization scheme is developed, see Table 3. In particular, once Hypothesis 1.2 is satisfied with Lipschitz regularity, then our approach immediately gives \( C^{1,\alpha} \) regularity.
2. Preliminaries

In this section, we shall collect all the preliminary material needed in subsequent sections. Before we recall some useful results, let us define the notion of solutions considered in this paper. In order to do this, let us first define Steklov average as follows: let $h \in (0, 2T)$ be any positive number, then we define

$$u_h(\cdot, t) := \left\{ \begin{array}{ll}
\int_t^{t+h} u(\cdot, \tau) \, d\tau & t \in (-T, T-h), \\
0 & \text{else}.
\end{array} \right.$$ 

We shall now define the notion of weak solutions to (1.1) and (1.2).

**Definition 2.1 (Weak solution of (1.1)).** We say that

$$u \in C^0(-T, T; L_\text{loc}^2(\Omega)) \cap L^p(-T, T; W_\text{loc}^{1,p}(\Omega)) \cap \left( \bigcap_{i=1}^{k} L^q(-T, T; W_\text{loc}^{1,q}(\Omega)) \right),$$

is a weak solution of (1.1) if, for any $\phi \in C_0^\infty(\Omega)$ and any $t \in (-T, T)$, the following holds:

$$\int_{\Omega \times \{t\}} \left\{ \frac{d[u]}{dt} \phi + \langle [A_p(\nabla u)]_h, \nabla \phi \rangle + \sum_{i=1}^{k} \langle a_i(t) A_{q_i}(\nabla u)_h, \nabla \phi \rangle \right\} \, dx = 0 \quad \text{for any} \quad 0 < t < T-h.$$

Analogously, we say that

$$u \in C^0(-T, T; L_\text{loc}^2(\Omega)) \cap L^{p(\cdot)}(-T, T; W_\text{loc}^{1,p(\cdot)}(\Omega)),$$

is a weak solution of (1.2) if, for any $\phi \in C_0^\infty(\Omega)$ and any $t \in (-T, T)$, the following holds:

$$\int_{\Omega \times \{t\}} \left\{ \frac{d[u]}{dt} \phi + \langle [\nabla u]^{p(\cdot)-2} \nabla u_h, \nabla \phi \rangle \right\} \, dx = 0 \quad \text{for any} \quad 0 < t < T-h.$$

**Definition 2.2 (Function Space).** For any $1 < p < \infty$ and any $m > 1$, we define the following Banach spaces:

$$V^{m,\tilde{p}}(\Omega_T) := L^\infty(-T, T; L_\text{loc}^m(\Omega)) \cap L^{\tilde{p}}(-T, T; W_\text{loc}^{1,\tilde{p}}(\Omega)),$$

$$V_0^{m,\tilde{p}}(\Omega_T) := L^\infty(-T, T; L_\text{loc}^m(\Omega)) \cap L^{\tilde{p}}(-T, T; W_\text{loc}^{1,\tilde{p}}(\Omega)).$$

These function spaces have the norm

$$\|f\|_{V^{m,\tilde{p}}(\Omega_T)} := \sup_{-T < t < T} \|f(\cdot, t)\|_{L^m(\Omega)} + \|\nabla f\|_{L^{\tilde{p}}(\Omega_T)}.$$

We need the following parabolic Sobolev embedding, see [11, Corollary 3.1 of Chapter I] for the details.

**Lemma 2.3.** Let $1 < s < \infty$ and $v \in V_0^s(Q)$ in some cylinder $Q = B \times I$, then

$$\|v\|_{L^s(Q)} \leq C \|v\|_{V_0^s(Q)}.$$

Next we recall a well known iteration lemma, see [11, Lemma 4.1 of Chapter I] for the details.

**Lemma 2.4.** Let $\{X_n\}$ for $n = 0, 1, 2, \ldots$, be a sequence of positive numbers, satisfying the recursive inequalities

$$X_{n+1} \leq C b^n X_n^{1+\alpha},$$

where $C, b > 1$ and $\alpha > 0$ are given numbers. If

$$X_0 \leq C^{-\frac{\alpha}{1+\alpha}} b^{-\frac{1}{1+\alpha}},$$

then $\{X_n\}$ converges to zero as $n \to \infty$.  

2.1. Notation

We list below the notation that we will use throughout the paper:
(i) We shall denote a point in $\mathbb{R}^{N+1}$ by $z = (x, t) \in \mathbb{R}^N \times \mathbb{R}$.

(ii) We shall use the notation $Q_{a,b}(x_0,t_0)$ to denote a parabolic cylinder of the form $B_a(x_0) \times (t_0 - b, t_0 + b)$.

(iii) Henceforth, we shall fix a cylinder $Q_0 = B_{R_0} \times (-R_0^2, R_0^2)$ centered at $(0,0)$ and its scaled version $4Q_0$.

(iv) We shall denote the boundary of $4Q_0$ by

$$\Gamma = \left[ B_{4R_0} \times \{ t = -(4R_0)^2 \} \right] \bigcup \left[ B_{4R_0} \times \{ t = (4R_0)^2 \} \right] \bigcup \left[ \partial B_{4R_0} \times \left( -(4R_0)^2, (4R_0)^2 \right) \right].$$

(v) Let $\rho > 0$, $\lambda \geq 1$ and $R_0 > 0$ be fixed numbers, then for a given point $z_0 = (x_0,t_0) \in \mathbb{R}^{N+1}$, we define the following cylinders:

$$Q_{\rho}(x_0,t_0) := B_{\rho}(x_0) \times (t_0 - \rho^2, t_0 + \rho^2) \quad \text{and} \quad Q_{\lambda}(x_0,t_0) := B_{\lambda \rho}(x_0) \times (t_0 - \lambda \rho^2, t_0 + \lambda \rho^2).$$

(vi) Let $\lambda \geq 1$ be given, then for given two points $z_1 = (x_1,t_1) \in \mathbb{R}^{N+1}$ and $z_2 = (x_2,t_2) \in \mathbb{R}^{N+1}$, we need the following metrics:

$$d(z_1,z_2) := \max\{|x_1-x_2|, |t_1-t_2|^{1/2}\}, \quad d_\lambda(z_1,z_2) := \max\{\lambda |x_1-x_2|, \lambda^{p/2} |t_1-t_2|^{1/2}\},$$

$$d(z_1,K) := \inf_{z_2 \in K} d(z_1,z_2), \quad d_\lambda(z_1,K) := \inf_{z_2 \in K} d_\lambda(z_1,z_2).$$

(vii) For a given space-time cylinder $Q = B_R \times (a,b)$, we denote the parabolic boundary of $Q$ to be the union of the bottom and the lateral boundaries, i.e., $\partial_p Q = B_r \times \{ t = a \} \bigcup \partial B_R \times (a,b)$.

3. Main Theorems

We obtain the following result for multiphase problems.

**Theorem 3.1.** Let $1 < p \leq \{q_1,q_2,\ldots,q_k\} < \infty$ for some $k \in \mathbb{N}$ and $u$ be a weak solution of the prototype equation

$$u_t - \text{div} \left( A_p(\nabla u) + \sum_{i=1}^k a_i(t) A_{q_i}(\nabla u) \right) = 0,$$

where $0 \leq a_i(t) \leq M$ is bounded, measurable functions and $A_p$ and $A_{q_i}$ satisfy the growth conditions in (H1), (H2) for $i \in \{1,2,\ldots,k\}$. Furthermore, assume that Hypothesis 1.2 and $|\nabla u| \in L^\infty$ holds, then given any cylinder $Q_0 = B_{R_0} \times (-R_0^2, R_0^2)$, there exists $\alpha = \alpha(N,p,\{q_i\},C_0,C_1,M,\mu_0) \in (0,1)$ such that for any $z_0, z_1 \in Q_0$, there holds

$$|\nabla u(z_0) - \nabla u(z_1)| \leq C \mu_0^\alpha \left( \frac{d(z_0,z_1)}{R_0} \right),$$

where $C = C(N,p,\{q_i\},C_0,C_1,M,\mu_0)$, $a = a(N,p,\{q_i\},\alpha)$ and

$$\mu_0 := \sup_{4Q_0} |\nabla u|.$$  

Moreover, if $\mu_0 \leq 1$, then $\alpha$ and $C$ can be taken to be independent of $\mu_0$.

Next, we obtain the following regularity result for variable exponent problems.

**Theorem 3.2.** Let $1 < p \leq p(t) \leq q < \infty$ be a measurable variable exponent depending only on time variable and $u$ be a weak solution of the prototype equation

$$u_t - \text{div}(|\nabla u|^{p(t)-2} \nabla u) = 0.$$
Furthermore, let us assume $|\nabla u| \in L^\infty_{\text{loc}}$ holds, then given any cylinder $Q_0 = B_{R_0} \times (-R_0^2, R_0^2)$, we can find $\alpha = \alpha(N, p, q, \mu_0) \in (0, 1)$ such that for any $z_0, z_1 \in Q_0$, there holds

$$|\nabla u(z_0) - \nabla u(z_1)| \leq C\mu_0^\alpha \left( \frac{d(z_0, z_1)}{R_0} \right)^\alpha,$$

where $C = C(N, p, q, \mu_0)$, $a = a(N, p, q, \alpha)$ and $\mu_0 := \sup_{4Q_0} |\nabla u|$. Moreover, if $\mu_0 \leq 1$, then $\alpha$ and $C$ can be taken to be independent of $\mu_0$.

**Remark 3.3.** Observe that in Theorem 3.1 and Theorem 3.2, the Hölder exponent $\alpha$ and the constant $C$ depends on the gradient bound $\mu_0$ which differs from $[14, 1]$ where these constants are independent of $\mu_0$. However, we note that the Hölder exponent $\alpha$ and the constant $C$ does not depend on the gradient bound $\mu_0$ provided that $\mu_0 \leq 1$. Indeed, our proof of the $C^{1, \alpha}$ estimates proceed by assuming the condition $\mu_0 \leq 1$ and to extend to the case $\mu_0 > 1$, we divide the solution by $\mu_0$ which changes the ellipticity constants for the nonlinear operators by a factor depending on $\mu_0$, which explains the dependence of the Hölder exponents and other constants on $\mu_0$.

4. **Proof of Theorem 3.1 for $\mu_0 \leq 1$.**

We shall provide a detailed proof for Theorem 3.1 and indicate the modifications required in the proof of Theorem 3.2. The proofs of the two theorems differ only in the proofs of the two alternatives, namely, Proposition 4.1 and Proposition 4.2, whereas the scaling and the covering arguments coincide. Further, it suffices to consider a double phase problem instead of the multiphase problem since the methods are the same.

With $Q_0 = B_{R_0} \times (-R_0^2, R_0^2)$, let us consider equations of the form

$$u_t - \text{div}(A_p(\nabla u) + a(t)A_q(\nabla u)) = 0, \quad (4.1)$$

with $A_p(\zeta)$ and $A_q(\zeta)$ satisfying the following structural assumptions:

$$\langle A_p'(z)\zeta, \zeta \rangle \geq C_0|z|^{p-2}|\zeta|^2 \quad \text{and} \quad \langle A_q'(z)\zeta, \zeta \rangle \geq C_0|z|^{q-2}|\zeta|^2. \quad (4.2)$$

$$|A_p(z)| + |A_p'(z)||z| \leq C_1|z|^{p-1} \quad \text{and} \quad |A_q(z)| + |A_q'(z)||z| \leq C_1|z|^{q-1}, \quad (4.3)$$

and $0 \leq a(t) \leq M$ is a measurable function for some fixed number $M$.

We have denoted $A'(z) := \frac{dA(z)}{dz}$. Let us fix the following constant:

$$\mu_0 := \sup_{4Q_0} |\nabla u|, \quad (4.4)$$

then for any $z \in Q_0$, we consider the cylinder $Q_S^{\mu_0}(z) = B_{\mu_0^{-1}S}(z) \times (t - \mu_0^{-p}S^2, t + \mu_0^{-p}S^2)$ to be the largest cylinder such that $Q_S^{\mu_0}(z) \subset 4Q_0$ and $Q_S^{\mu_0}(z) \cap (4Q_0 \setminus 2Q_0) \neq \emptyset$. Note that this fixes the radius $S$ and is independent of the point $z \in Q_0$. As a consequence, we have the following observations:

**O1:** Since $Q_S^{\mu_0}(z) \subset 4Q_0$, we see that $S \leq \min\{\mu_0, \mu_0^{p/2}\}3R_0$ must hold.

**O2:** Moreover, since $Q_S^{\mu_0}(z)$ has to go outside $2Q_0$, we note that $S \geq \min\{\mu_0, \mu_0^{p/2}\}R_0$.

Since the proof will be independent of the point $z \in Q_0$, we shall ignore writing the location of the cylinder $Q_S^{\mu_0}$. The proof of gradient Hölder regularity requires two propositions which are given below. We shall assume throughout this section that $\mu_0 \leq 1$. Later, we will cover the case $\mu_0 > 1$. 
Proposition 4.1. For some \( \mu \leq \mu_0 \leq 1 \) and \( R \leq S \), there exists numbers \( \nu \in (0, 1/2) \) and \( \kappa, \delta \in (0, 1) \) depending only on \( (N, p, C_0, C_1, M) \) such that if

\[
|\{ z \in Q_R^n : |\nabla u(z)| < \mu/2 \}| < \nu|Q_R^n| \quad \text{and} \quad \sup_{Q_R^n} |\nabla u| \leq \mu,
\]

is satisfied, then the following conclusion follows:

\[
\int_{Q_{R+1}^n} |\nabla u - (\nabla u)_{Q_{R+1}^n}|^2 \, dz \leq \kappa \delta^{N+2} \int_{Q_{R}^n} |\nabla u - (\nabla u)_{Q_{R}^n}|^2 \, dz
\]

for all \( i \in \mathbb{Z} \).

Proposition 4.2. For some \( \mu \leq \mu_0 \leq 1 \) and \( R \leq S \) with \( \nu \) as fixed in Proposition 4.1, there exists numbers \( 1/2 < \sigma < \eta < 1 \) such that if

\[
|\{ z \in Q_R^n : |\nabla u(z)| < \mu/2 \}| \geq \nu|Q_R^n|,
\]

is satisfied, then the following conclusion follows:

\[
|\nabla u(z)| \leq \eta \mu \quad \text{for all} \quad z \in Q_{\sigma R}^n.
\]

Remark 4.3. We remark that once the two alternatives above are established, the scaling argument and the proof of Hölder continuity follow verbatim from [1] and we refer to [1] for details on the scaling and covering argument.

4.1. Covering argument

Let us first fix some notation needed for the proof:

Definition 4.4. Let \( \mu \) be as in (4.4) and \( \eta, \sigma \) be as in Proposition 4.2. Then let us denote

\[
\mu = \mu_0, \quad \mu_{n+1} := \eta \mu_n, \quad R := S, \quad R_{n+1} := c_0 R_n = c_0^{n+1} R,
\]

where \( c_0 := \frac{1}{2} \sigma \min\{\eta, \eta^{\mu/2}\} \). Here we note that \( c_0 \in (0, 1) \) since \( \sigma, \eta \in (0, 1) \).

We have the following results regarding the intrinsic geometry whose proofs may be found in [1].

Claim 4.5. With the notation as in Definition 4.4, we have the inclusion \( Q_{R_{1}}^n \subset Q_{\sigma R}^n \).

Claim 4.6. We have \( R_n = c_0^n R \) and \( \eta^n = \left( \frac{R_n}{R} \right)^{\alpha_1^{-1}} \) where \( \alpha_1^{-1} = -\log_\eta c_0 \).

4.1.1. Switching radius

Since we have to study the interplay between Proposition 4.1 and Proposition 4.2, we need to define what is known as the switching radius:

Definition 4.7 (Switching Radius). With the notation from Definition 4.4, suppose the hypothesis of Proposition 4.2 holds at level \((R_{1}, \mu_{1}), (R_{2}, \mu_{2}) \ldots (R_{n}, \mu_{n})\), i.e.,

\[
|\{Q_{R_{1}}^{\mu_{1}} : |\nabla u| < \mu_{1}/2 \}| \geq \nu|Q_{R_{1}}^{\mu_{1}}|,
\]

(4.5)

holds, then applying Proposition 4.2, we conclude

\[
|\nabla u| \leq \eta \mu_{i} = \mu_{i+1} \quad \text{on} \quad Q_{\sigma R_{i}}^{\mu_{i}} \supseteq Q_{R_{i+1}}^{\mu_{i+1}}.
\]

Continuing this way, we denote \( n_0 \) (called the switching number) and radius \( R_{n_0} \) (called the switching radius) to be the first instance the condition from (4.5) fails, i.e.,

\[
|\{Q_{R_{n_0}}^{\mu_{n_0}} : |\nabla u| < \mu_{n_0}/2 \}| < \nu|Q_{R_{n_0}}^{\mu_{n_0}}|,
\]

(4.6)
From Definition 4.7, we see that the following estimates hold:

- For \( n = 1, \ldots, n_0 \), due to Proposition 4.2 and Claim 4.5 there holds
  \[
  \sup_{Q_{R_n}^{\mu_n}} |\nabla u| \leq \mu_n = \eta^n \mu. \tag{4.7}
  \]

- We also have for any \( n = 0, 1, \ldots, n_0 \),
  \[
  \sup_{Q_{R_n}^{\mu_n}} |\nabla u| \leq \mu \left( \frac{R_n}{R} \right)^{\alpha_1}. \tag{4.8}
  \]

This follows from (4.7) and Claim 4.6.

- Since the first condition from (4.6) is the hypothesis required in Proposition 4.1, there holds
  \[
  \iint_{Q_{\delta R_n}^{\mu_n}} |\nabla u - (\nabla u)_i|^2 \, dz \leq \kappa_i \iint_{Q_{\delta R_n}^{\mu_n}} |\nabla u - (\nabla u)_0|^2 \, dz \leq \kappa_i \mu_{n_0}^2 \quad \text{for} \quad i = 1, 2, \ldots, \tag{4.9}
  \]
  where to obtain (a), we have used the notation \((\nabla u)_i := \iint_{Q_{\delta R_n}^{\mu_n}} \nabla u \, dz\) and the bound \( \sup_{Q_{R_n}^{\mu_n}} |\nabla u| \leq \mu_{n_0} \),

which holds due to (4.7). Moreover, we made use of \( \iint |f - (f)|^2 \, dz = \inf_{a \in \mathbb{R}} \iint |f - a|^2 \, dz \leq \iint |f|^2 \).

Remark 4.8. From triangle inequality, for \( i = 1, 2, \ldots, \), we also have
  \[
  \iint_{Q_{\delta \delta R_n}^{\mu_n}} |\nabla u - (\nabla u)_i|^2 \, dz \leq 2 \iint_{Q_{\delta^{i-1} R_n}^{\mu_n}} |\nabla u - (\nabla u)_{i-1}|^2 \, dz + \frac{2}{|Q_{\delta R_n}^{\mu_n}|} \iint_{Q_{\delta \delta R_n}^{\mu_n}} |\nabla u - (\nabla u)_{i-1}|^2 \, dz \leq 2 \kappa_i - 1 \left( 1 + \frac{1}{\delta^{N+2}} \right). \tag{4.10}
  \]

Lemma 4.9. Let \( \kappa, \delta, \eta \) be as given in Proposition 4.1 and Proposition 4.2, then we have the following important consequences from (4.7) and (4.8) whose proof may be found in [1].

(C1): The sequence \( \{(\nabla u)_i\}_{i=1}^{\infty} \) from (4.8) is a Cauchy sequence and converges to \( \nabla u(z_0) \) where \( z_0 = (x_0, t_0) \) is the center of the parabolic cylinders considered in (4.7) and (4.8).

(C2): The following decay estimate holds:
  \[
  |\nabla u(x_0, t_0) - (\nabla u)_i|^2 \leq C \kappa_i \mu_{n_0}^2 \quad \text{for all} \quad i = 1, 2, \ldots. \tag{4.11}
  \]

(C3): For any \( 0 < \rho < R_{n_0} \) with \((\nabla u)_\rho := \iint_{Q_{\rho}^{\mu_{n_0}}(x_0, t_0)} \nabla u \, dz\), the following decay estimate holds:
  \[
  |\nabla u(x_0, t_0) - (\nabla u)_\rho|^2 \leq C(\delta) \kappa_i \mu_{n_0}^2,
  \]
  where \( i \in \mathbb{Z} \) is such that \( \delta^i R_{n_0} \leq \rho \leq \delta^{i-1} R_{n_0} \).

(C4): Let us define \( \alpha_3 := \min\{\alpha_1, \alpha_2/2\} \) where \( \alpha_2 := -\log_2 \delta \) and \( \alpha_1 \) is from Claim 4.6, then for any \( 0 < \rho < R \), with \((\nabla u)_\rho := \iint_{Q_{\rho}^{\mu_{n_0}}(x_0, t_0)} \nabla u \, dz\), there holds
  \[
  |\nabla u(x_0, t_0) - (\nabla u)_\rho| \leq C \mu \left( \frac{\rho}{R} \right)^{\alpha_3}. \tag{4.12}
  \]

(C5): With \( \alpha_3 \) as defined in (C4), for any \( 0 < \rho \leq R \) with \((\nabla u)_\rho := \iint_{Q_{\rho}^{\mu_{n_0}}(x_0, t_0)} \nabla u \, dz\), we also have
  \[
  \iint_{Q_{\rho}^{\mu_{n_0}}} |\nabla u - (\nabla u)_\rho|^2 \, dz \leq C \mu^2 \left( \frac{\rho}{R} \right)^{2\alpha_3}. \tag{4.13}
  \]
4.2. Proof of gradient H"older continuity

The proof of gradient H"older continuity follows the proof in [1] verbatim, which is a delicate adaptation of the covering argument developed by E. DiBenedetto and A. Friedman [12]. We refer to [1] for the details, following which the result is proved:

**Theorem 4.10.** Let $1 < p \leq \{q_1, q_2, \ldots, q_k\} < \infty$ for some $k \in \mathbb{N}$ and $u$ be a weak solution of the prototype equation

$$u_t - \text{div} \left( A_p(\nabla u) + \sum_{i=1}^{k} a_i(t) A_{q_i}(\nabla u) \right) = 0,$$

where $0 \leq a_i(t) \leq M$ is bounded, measurable functions and $A_p$ and $A_{q_i}$ satisfy the growth conditions in (H1), (H2) for $i \in \{1, 2, \ldots, k\}$. Furthermore, assume that Hypothesis 1.2 holds and $|\nabla u| \in L^\infty_{\text{loc}}$ holds and

$$\mu_0 := \sup_{4Q_0} |\nabla u| \leq 1.$$

Then given any cylinder $Q_0 = B_{R_0} \times (-R_0^2, R_0^2)$, there exists $\alpha = \alpha(N, p, \{q_i\}, C_0, C_1, M) \in (0, 1)$ such that for any $z_0, z_1 \in Q_0$, there holds

$$|\nabla u(z_0) - \nabla u(z_1)| \leq C \mu_0^\alpha \left( \frac{d(z_0, z_1)}{R_0} \right)^\alpha,$$

where $C = C(N, p, \{q_i\}, C_0, C_1, M)$, $\alpha = \alpha(N, p, \{q_i\})$.

4.3. Proof of first alternative - Proposition 4.1

Since $u$ is a weak solution of (4.1) on $Q_r^\mu$ for some $r \in (0, R]$, let us perform the following rescaling: Define

$$w(x, t) = \frac{u(\mu^{-1}x, \mu^{-p}r^2t)}{\mu^{-1}r},$$

then $w$ solves

$$\mu^{p-1}w_t - \mu \text{div} (A_p(\nabla w) + a(t) A_{q_1}(\nabla w)) = 0 \quad \text{on} \quad Q_1 := B_1 \times I_1. \tag{4.10}$$

Let us first prove an energy estimate satisfied by (4.10).

**Lemma 4.11.** Let $k \in \mathbb{R}$ and $\phi \in C^\infty(Q_1)$ be any cut-off function with $\phi = 0$ on $\partial_p(Q_1)$, then the following estimate holds:

$$\sup_{t \leq T} \mu^{p-1} \int_{B_1} (w_{x_i} - k)^2 \phi^2 \, dx + C_0 \mu \int_{Q_1} |\nabla w|^{p-2} |\nabla(w_{x_i} - k)_-\phi|^2 \, dz \leq 2\mu^{p-1} \int_{Q_1} (w_{x_i} - k)^2 \phi \, dz + \frac{4C_2^2}{C_0} \mu \int_{Q_1} (|\nabla w|^p + M|\nabla w|^q) |\nabla \phi|^2 \chi_{\{x_i \leq k\}} \, dz + 2 C_1 \mu \int_{Q_1} (|\nabla w|^{p-1} + M|\nabla w|^{q-1}) (w_{x_i} - k)(|\phi||\nabla^2 \phi| + |\nabla \phi|^2) \, dz.$$

**Proof.** Let us differentiate (4.10) with respect to $x_i$ for some $i \in \{1, 2, \ldots, N\}$ and then take $(w_{x_i} - k)_-\phi^2$ with
\( \phi \in C^\infty_c \) as a test function to get

\[
\int_{Q_1} (w_x)_t (w_x - k)_- \phi^2 \, dz + \mu \int_{Q_1} \langle \partial_t A_p(\nabla w), (\nabla \phi^2)(w_x - k)_- \rangle \, dz + \mu \int_{Q_1} \langle \partial_t A_p(\nabla w), (\nabla w_x - k)_- \phi^2 \rangle \, dz
\]

\[
+ \mu \int_{Q_1} a(t) \langle \partial_t A_q(\nabla w), \nabla \phi^2 \rangle (w_x - k)_- \, dz + \mu \int_{Q_1} a(t) \langle \partial_t A_q(\nabla w), (\nabla w_x - k)_- \phi^2 \rangle \, dz = 0,
\]

where we have used the notation \( \partial_t A (\nabla w) = A'(\nabla w) \nabla w_x \). Let us estimate each of the terms as follows:

**Estimate for I:** This can be estimated as follows:

\[
\mu^{p-1} \int_{Q_1} (w_x)_t (w_x - k)_- \phi^2 = \frac{\mu^{p-1}}{2} \int_{Q_1} ((w_x - k)_-^2 \phi^2)_t \, dz - \mu^{p-1} \int_{Q_1} (w_x - k)_-^2 \phi \, dz. \tag{4.11}
\]

**Estimate for II:** Integrating by parts, we get

\[
\mu \int_{Q_1} \langle \partial_t A_p(\nabla w), \nabla \phi \rangle (w_x - k)_- \, dz = -\mu \int_{Q_1} \langle A_p(\nabla w), \partial_x \nabla \phi^2 \rangle \phi (w_x - k)_- \, dz
\]

\[
- \mu \int_{Q_1} \langle A_p(\nabla w), \nabla \phi^2 \partial_x (w_x - k)_- \rangle \, dz \leq C_1 \mu \int_{Q_1} |\nabla w|^{p-1} (|\nabla^2 \phi| + |\nabla \phi^2|) (w_x - k)_- \, dz \tag{4.12}
\]

\[
+ C_1 \mu \varepsilon \int_{Q_1} |\nabla w|^{p-2} |\nabla (w_x - k)_-|^2 \, dz
\]

\[
+ C_1 \mu \varepsilon \int_{Q_1} |\nabla w|^2 |\nabla \phi|^2 \, dz,
\]

where to obtain (a), we made use of \( \text{(H2)} \), the trivial bound \(|\phi| \leq 1 \) and Young’s inequality.

**Estimate for III:** We estimate this term as follows:

\[
\mu \int_{Q_1} \langle \partial_t A_p(\nabla w), (\nabla w_x - k)_- \phi^2 \rangle \, dz \overset{(H1)}{=} C_0 \mu \int_{Q_1} |\nabla w|^{p-2} |\nabla (w_x - k)_-|^2 \phi^2 \, dz. \tag{4.13}
\]

**Estimate for IV:** This estimate is obtained similarly to (4.12):

\[
\mu \int_{Q_1} a(t) \langle \partial_t A_q(\nabla w), \nabla \phi \rangle (w_x - k)_- \, dz \leq C_1 M \mu \int_{Q_1} |\nabla w|^{q-1} (|\nabla^2 \phi| + |\nabla \phi^2|)(w_x - k)_- \, dz
\]

\[
+ C_1 M \mu \varepsilon \int_{Q_1} |\nabla w|^{q-2} |\nabla (w_x - k)_-|^2 \, dz
\]

\[
+ C_1 M \mu \varepsilon \int_{Q_1} |\nabla w|^q |\nabla \phi|^2 \, dz. \tag{4.14}
\]

**Estimate for V:** We estimate this term in a similar manner to (4.13):

\[
\mu \int_{Q_1} a(t) \langle \partial_t A_q(\nabla w), (\nabla w_x - k)_- \phi^2 \rangle \, dz \overset{(H1)}{=} C_0 \mu \int_{Q_1} a(t) |\nabla w|^{q-2} |\nabla (w_x - k)_-|^2 \phi^2 \, dz.
\]

However, this term is dropped since \( a(t) \geq 0 \).

Combining (4.11), (4.12), (4.13), and (4.14) gives the desired estimate.

4.3.1. *DeGiorgi type iteration for* \( u_x \)

The main proposition we prove is the following:
**Proposition 4.12.** Let \( r \in (0, R] \) and assume that
\[
\sup_{Q_r^c} \| \nabla u \| \leq A \mu
\] (4.15)
holds for some \( A \geq 1 \). For any \( i \in \{1, 2, \ldots, N\} \), there exists universal constant \( \nu \in (0, 1/2) \) such that if
\[
|\{(x, t) \in Q_{r}^\mu : u_{x_i} < \mu/2\}| \leq \nu |Q_{r}^\mu|,
\]
holds, then we have the following conclusion:
\[
u_{x_i} \geq \frac{\mu}{4} \quad \text{on} \quad Q_{r/2}^\mu.
\]

Following the rescaling from (4.9), we can restate the following equivalent version of Proposition 4.12 for \( w \) as follows:

**Lemma 4.13.** Suppose
\[
\sup_{Q_1} \| \nabla w \| \leq A \mu
\] (4.16)
holds for some \( A \geq 1 \). For any \( i \in \{1, 2, \ldots, N\} \), there exists universal constant \( \nu \in (0, 1/2) \) such that if
\[
|\{(x, t) \in Q_1 : w_{x_i} < \mu/2\}| \leq \nu |Q_1|,
\] (4.17)
holds, then we have the following conclusion:
\[
u_{x_i} \geq \frac{\mu}{4} \quad \text{on} \quad Q_{1/2}.
\]

**Proof.** Let us define the following constants:
\[
k_m := k_0 - \frac{H}{8(1 + A)} \left( 1 - \frac{1}{2^m} \right) \quad \text{where} \quad H := \sup_{Q_1} (w_{x_i} - k_0)_- \quad \text{and} \quad k_0 := \frac{\mu}{2}
\] (4.18)
Let us also define the following sequence of dyadic parabolic cylinders:
\[
Q_m := Q_{\rho_m} \quad \text{where} \quad \rho_m := \frac{1}{2} + \frac{1}{2^{m+1}}.
\]
Note that \( Q_m \to Q_{1/2} \) and \( Q_0 = Q_1 \). Furthermore, let us consider the following cut-off function \( \eta \in C^\infty(Q_m) \) with \( \eta = 0 \) on \( \partial_p Q_m \) and \( \eta \equiv 1 \) on \( Q_{m+1} \). The following bounds hold,
\[
|\nabla^2 \eta_m| + |\nabla \eta_m|^2 + |(\eta_m)_t| \leq C(N) 4^m.
\]
We will split the proof of the lemma into several steps.

**Step 1:** In this step, we show that without loss of generality, we can assume \( 4H \geq \mu \). Suppose not, then we would have \( 4H < \mu \) which implies
\[
\sup_{Q_1} (w_{x_i} - k_0)_- = \frac{\mu}{2} - \inf_{Q_1} w_{x_i} < \frac{\mu}{4}.
\]
This says \( w_{x_i} > \frac{\mu}{4} \) and the desired conclusion of Lemma 4.13 follows. With the assumption on \( H \), the choice of \( k_m \) in (4.18) satisfy the following bounds:
\[
k_m - k_{m+1} \geq \frac{\mu}{2^{m+6}(1 + A)} \quad \text{and} \quad k_m \geq \frac{\mu}{4} \quad \text{and} \quad k_m \to k_\infty = k_0 - \frac{H}{8(1 + A)} > \frac{\mu}{4}.
\] (4.19)

**Step 2:** In this step, we will apply Lemma 2.3 to obtain an estimate for the level sets. In order to do this, let us define
\[
A_m := \{(x, t) \in Q_m : w_{x_i} < k_m\},
\]
and consider the following function

\[ \tilde{w}_m := \begin{cases} 
0 & \text{if } w_x > k_m, \\
 k_m - w_x & \text{if } k_m \geq w_x > k_{m+1}, \\
 k_m - k_{m+1} & \text{if } k_{m+1} \geq w_x.
\end{cases} \]

Since \( \eta_m = 1 \) on \( Q_{m+1} \), we obtain the following sequence of estimates:

\[
\mu^{p-1}(k_m - k_{m+1})^2|A_{m+1}| = \mu^{p-1} \| \tilde{w}_m \|^2_{L^2(A_{m+1})} \leq \mu^{p-1} \| \tilde{w}_m \eta_m \|^2_{L^2(Q_m)} \leq \mu^{p-1} \| \tilde{w}_m \eta_m \|^2_{V^2(Q_m)} |A_m|, \tag{4.20}
\]

where to obtain (a), we enlarged the domain and made use of the fact that \( \text{spt}(\eta_m) \subset Q_m \) and to obtain (b), we made use of Lemma 2.3 noting that \( \tilde{w}_m \eta_m \) is non-negative. Then, observing that

\[
\tilde{w}_m \leq (w_x - k_m) - |\nabla \tilde{w}_m| \leq |(w_x - k_m) - \chi_{Q_1 \setminus \{w_x < k_{m+1}\}}|,
\]

and recalling Definition 2.2, we get

\[
\mu^{p-1} \| \tilde{w}_m \eta_m \|^2_{V^2(Q_m)} \leq \sup_{-1 < i < 1} \mu^{p-1} \int_{B_1} (w_x - k_m)^2 \eta_m^2 \, dx + \mu^{p-1} \int_{Q_1} |(w_x - k_m)^2 \chi_{Q_1 \setminus \{w_x < k_{m+1}\}} \eta_m^2 | \, dz \tag{4.21}
\]

Step 3: In this step, we shall estimate (4.21) and obtain a suitable decay of the level set \( A_m \) as follows: From (4.19), we see that

\[
\mu \leq 4k_{m+1} \leq 4w_x \leq 4|\nabla w| \text{ on } Q_1 \setminus \{w_x < k_{m+1}\}. \tag{4.22}
\]

Thus making use of (4.22) into (4.21), we get

\[
\mu^{p-1} \| \tilde{w}_m \eta_m \|^2_{V^2(Q_m)} \leq \sup_{-1 < i < 1} \mu^{p-1} \int_{B_1} (w_x - k_m)^2 \eta_m^2 \, dx + 4\mu^{p-1} \int_{Q_1} |w_x - k_m |^2 \chi_{Q_1 \setminus \{w_x < k_{m+1}\}} \eta_m^2 | \, dz \tag{4.23}
\]

From (4.16), we see that

\[
A \mu \int_{Q_1} |\nabla w|^{p-2} |\nabla (w_x - k_m) - \phi|^2 \, dz \geq \int_{Q_1} |\nabla w|^{p-1} |\nabla (w_x - k_m) - \phi|^2 \, dz. \tag{4.24}
\]

Thus substituting (4.24) into (4.23) and making use of Lemma 4.11 to estimate each of the terms appearing on the right hand side of (4.23) using (4.16), we get

\[
\mu^{p-1} \| \tilde{w}_m \eta_m \|^2_{V^2(Q_m)} \leq \mu \int_{Q_1} |\nabla w|^{p-1} |\nabla \eta_m|^2 \chi_{\{w_x \leq k_m\}} | \, dz + \mu \int_{Q_1} |\nabla w|^{p-1} |\nabla \eta_m|^2 \chi_{\{w_x < k_{m+1}\}} | \, dz + \mu \int_{Q_1} (w_x - k_m)^2 \eta_m^2 | \, dz \tag{4.25}
\]

where the last inequality follows from \( \mu \leq \mu_0 \leq 1 \) and by redefining constant \( C \). Thus combining (4.25) with (4.20)
and making use of (4.19), we get

\[
\mu^{p-1} \frac{\mu^2}{4m+6(1+A)^2} |A_{m+1}| \leq C4^m \mu^{p+1}|A_m|^{1+\frac{2}{m}} \iff |A_{m+1}| \leq C16^m |A_m|^{1+\frac{2}{m}}.
\]

We can now apply Lemma 2.4 to obtain the existence of a universal constant \( \nu \in (0,1) \) such that if

\[
|A_0| = |\{Q_1 : w_{x_i} < \mu/2\}| < \nu|Q_1|,
\]

then \( |A_m| \to 0 \) as \( m \to \infty \). In particular, this says

\[
w_{x_i} \geq \frac{\mu}{4} \quad \text{on} \quad Q_{1/2}.
\]

This completes the proof of the lemma.

Following analogous calculations, we can also obtain the dual version of Proposition 4.12.

**Proposition 4.14.** Let \( r \in (0,R) \) and assume that

\[
\sup_{Q_r^\mu} \| \nabla u \| \leq A\mu
\]

holds for some \( A \geq 1 \). For any \( i \in \{1,2,\ldots,N\} \), there exists universal constant \( \nu \in (0,1/2) \) such that if

\[
|\{ (x,t) \in Q_r^\mu : u_{x_i} > -\mu/2 \}| \leq \nu|Q_r^\mu|,
\]

(4.26) holds, then we have the following conclusion:

\[
u_{x_i} \leq -\frac{\mu}{4} \quad \text{on} \quad Q_{r/2}^\mu.
\]

**4.3.2. Proof of the decay estimate from applying the linear theory**

Let us first recall the weak Harnack inequality and a decay estimate that will be needed to complete the proof of Proposition 4.1, the details can be found in [20, Lemma 3.1].

**Lemma 4.15.** Let \( v \in L^2(-1,1;W^{1,2}(B_1)) \) be a weak solution to the linear parabolic equation

\[
v_t - \text{div}(B(x,t)\nabla v) = 0,
\]

where the matrix \( B(x,t) \) is bounded, measurable and satisfies

\[
C_0 |\zeta|^2 \leq \langle B(x,t)\zeta , \zeta \rangle \quad \text{and} \quad |B(x,t)| \leq C_1,
\]

for any \( \zeta \in \mathbb{R}^N \) and \( 0 < C_0 \leq C_1 \) are fixed constants. Then there exists a constant \( C = C(N,C_0,C_1) \geq 1 \) and \( \beta = \beta(N,C_0,C_1) \in (0,1) \) such that the following estimates are satisfied:

\[
\sup_{Q_{1/2}} |v| \leq C \left( \iint_{Q_1} |v|^q \, dz \right)^{\frac{1}{q}} \quad \text{for any} \quad q \in [1,2],
\]

\[
\left( \iint_{Q_\delta} |v - (v)_{Q_\delta}|^q \, dz \right)^{\frac{1}{q}} \leq C\delta^\beta \left( \iint_{Q_1} |v - (v)_{Q_1}|^q \, dz \right)^{\frac{1}{q}} \quad \text{whenever} \quad q \in [1,2] \text{ and} \quad \delta \in (0,1).
\]

We have now collected all the estimates that are required in the proof of Proposition 4.1. The following proof follows closely that of [20, Lemma 3.2] and we only verify the hypothesis on the linearised equation.

**Lemma 4.16.** Assume that in the cylinder \( Q_r^\mu \), the following is satisfied for a fixed \( A \geq 1 \):

\[
0 < \frac{\mu}{4} \leq \| \nabla u \|_{L^\infty(Q_r^\mu)} \leq A\mu.
\]

Then there exists constants \( \beta = \beta(N,p,C_0,C_1,M,A) \in (0,1) \) and \( C = C(N,p,C_0,C_1,M,A) \geq 1 \) such that the
following holds for any \( \delta \in (0, 1) \) and \( q \geq 1 \):
\[
\left( \frac{1}{r^{2p}} \left[ \int_{Q_r} |\nabla u - (\nabla u)_{Q_r^p}|^q \, dz \right] \right)^\frac{1}{q} \leq C \delta^\beta \left( \frac{1}{r^{2p}} \left[ \int_{Q_r} |\nabla u - (\nabla u)_{Q_r^p}|^q \, dz \right] \right)^\frac{1}{q}.
\]

**Proof.** We rescale \( u \) according to (4.9) as was done in the proof of Lemma 4.13, then the hypothesis becomes
\[
0 < \frac{\mu}{4} \leq \|\nabla w\|_{L^\infty(Q_1)} \leq A\mu.
\]
Differentiating (4.10) and dividing the resulting equation by \( \mu^{p-1} \), we see that \( w_{x_i} \) solves
\[
(w_{x_i})_t - \text{div}(B(x,t)\nabla w_{x_i}) = 0 \quad \text{where} \quad B(x,t) = \mu^{2-p} (\partial A_\mu(\nabla w) + a(t)\partial A_q(\nabla w)).
\]
Making use of \( (H1) \) and \( (H2) \) along with (4.27), we see that the matrix \( B(x,t) \) satisfies the following bounds:
\[
C|\zeta|^2 \leq \langle B(x,t)\zeta, \zeta \rangle \leq C \left( \left( \frac{\mu}{\mu} \right)^{p-2} + \left( \frac{\mu^{q-2}}{\mu^{p-2}} \right) \right) |\zeta|^2 = C \left( \left( \frac{\mu}{\mu} \right)^{p-2} + \left( \frac{\mu^{q-1}}{\mu^{p-1}} \right) \right) |\zeta|^2 \leq C|\zeta|^2,
\]
for any \( \zeta \in \mathbb{R}^N \) and \( C = C(N,p,C_0,C_1,M,A) \). The last inequality follows due to \( \mu \leq \mu_0 \leq 1 \).

4.3.3. Proof of Proposition 4.1

The proof of the following proposition follows verbatim as in [20, Proposition 3.3] by applying the estimates obtained in the previous subsections.

**Proposition 4.17.** Assume that (4.15) is in force, then there exists \( \nu = \nu(N,p,C_0,C_1,A) \in (0,1/2) \) such that if there exists \( i \in \{1,2,\ldots,N\} \) such that either (4.17) or (4.26) holds, then there exists \( \beta = \beta(N,p,C_0,C_1,A) \in (0,1) \) and \( C = C(N,p,C_0,C_1,A) \) such that for any \( \delta \in (0,1) \), the following conclusions hold:
\[
\left( \frac{1}{r^{2p}} \left[ \int_{Q_r^p} |\nabla u - (\nabla u_{Q_r^p})|^q \, dz \right] \right)^\frac{1}{q} \leq C \delta^\beta \left( \frac{1}{r^{2p}} \left[ \int_{Q_r^p} |\nabla u - (\nabla u_{Q_r^p})|^q \, dz \right] \right)^\frac{1}{q},
\]
\[
\|\nabla u\| \geq \frac{\mu}{4} \quad \text{on} \quad Q_{r/2}^p.
\]

4.4. Proof of second alternative - Proposition 4.2

With \( \nu \) fixed as in Proposition 4.1, we now address the alternative where (4.17) and (4.26) do not hold. This condition is equivalent to
\[
|\{Q_r^p : u_{x_i} \geq \mu/2\}| < (1-\nu)|Q_r^p| \quad \text{and} \quad |\{Q_r^p : u_{x_i} \leq -\mu/2\}| < (1-\nu)|Q_r^p|.
\]
We assume the following is always satisfied for some \( r \in (0,R) \):
\[
\sup_{Q_r^p} \|\nabla u\| \leq \mu.
\]

Let us perform the following change of variables:
\[
w(x,t) = \frac{u(\mu^{-1}r_x,\mu^{-p}r^2t)}{r} \quad \text{for} \quad (x,t) \in Q_1.
\]
Then we have
\[
\sup_{Q_1} \|\nabla w\| \leq 1 \quad \text{on} \quad Q_1.
\]
Moreover, (4.28) becomes
\[
\left| \left\{ Q_1 : u_{x_i} \geq \frac{1}{2} \right\} \right| < (1-\nu)|Q_1| \quad \text{and} \quad \left| \left\{ Q_1 : u_{x_i} \leq -\frac{1}{2} \right\} \right| < (1-\nu)|Q_1|.
\]
4.4.1. Choosing a good time slice

First let us show there exists a good time slice.

**Lemma 4.18.** There exists \( t_* \) such that \(-1 \leq t_* \leq -\frac{\nu}{2} \) and

\[
\left\{ B_1 : w_{x_i}(x, t_*) \geq \frac{1}{2} \right\} \leq \left( \frac{1 - \nu}{1 - \nu/2} \right) |B_1| \quad \text{(4.31)}
\]

**Proof.** The proof follows directly from \( \text{(4.29)} \).

\[ (1 - \nu)|Q_1| \geq \left\{ Q_1 : w_i \geq \frac{1}{2} \right\}, \quad \text{(4.28)} \]

Differentiating \( \text{(4.30)} \) with respect to \( x_i \), we get

\[
(w_{x_i})_t - \operatorname{div} \hat{A}(t, \nabla w) = 0 \quad \text{in} \quad Q_1. \quad \text{(4.33)}
\]

**Lemma 4.19.** Differentiating \( \text{(4.33)} \) with respect to \( x_i \) for some \( i \in \{1, 2, \ldots, N\} \), we get

\[
(w_{x_i})_t - \partial \hat{A}(\nabla w) \nabla w_{x_i} = 0 \quad \text{in} \quad Q_1. \quad \text{(4.34)}
\]

Then \( \partial \hat{A}(\zeta) \) and \( \hat{A}(\zeta) \) satisfies the following structure conditions:

\[
|\hat{A}(\zeta)| + |\partial \hat{A}(\zeta)||\zeta| \leq C_1 (|\zeta|^{p-1} + M|\zeta|^{p-1}),
\]

\[
C_0|\zeta|^{p-2}||\eta||^2 \leq \langle \partial \hat{A}(\zeta), \eta \rangle. \quad \text{(4.35)}
\]

**Proof.** The proof follows directly from \( \text{(H1)}, \text{(H2)}, \text{(4.32)} \), and the condition \( \mu \geq \mu_0 \leq 1 \).

4.4.2. Rescaling the equation

From the rescaling \( \text{(4.29)} \), let us define

\[
\hat{A}(t, \zeta) := \frac{1}{\mu^{p-1}} (A_p(\mu \zeta) + a(t)A_q(\mu \zeta)),
\]

then, we see that \( w \) solves

\[
w_t - \operatorname{div} \hat{A}(t, \nabla w) = 0 \quad \text{in} \quad Q_1. \quad \text{(4.33)}
\]

4.4.3. Logarithmic and Energy estimates

**Lemma 4.20.** Let \( 0 < \eta_0 < \nu \) and \( k \geq \frac{1}{4} \) be any two fixed numbers (recall \( \nu \) is from \( \text{Proposition 4.2} \)) and consider the function

\[
\Psi(z) := \log^+ \left( \frac{\nu}{\nu - (z - (1 - \nu))_+ + \eta_0} \right).
\]

Then there exists constant \( C = C(N, p, C_0, C_1, M) \) such that for all \( t_1, t_2 \in (-1, 1) \) with \( t_1 < t_2 \) and all \( s \in (0, 1) \), there holds

\[
\int_{B_1 \times \{t_1\}} \Psi^2((w_{x_i} - k)_+) \ dx \leq \int_{B_1 \times \{t_2\}} \Psi^2((w_{x_i} - k)_+) \ dx + \frac{C}{(1-s)^2} \int_{B_1 \times \{t_1, t_2\}} \Psi((w_{x_i} - k)_+) \ dz.
\]

**Proof.** Let us take \( \Psi((w_{x_i} - k)_+) \Psi'((w_{x_i} - k)_+) \zeta^2 \) as a test function in \( \text{(4.33)} \). Since \( k \geq \frac{1}{4} \), we see that \( (w_{x_i} - k)_+ = 0 \) whenever \( w_{x_i} \leq \frac{1}{4} \). On this set, \( \Psi(0) = \log^+ \left( \frac{\nu}{\nu + \eta_0} \right) = 0 \), thus we see that spt \( \Psi((w_{x_i} - k)_+) \) is contained in the set \( \{ w_{x_i} \geq \frac{1}{4} \} \). Thus making use of \( \text{(4.30)} \), we make the following observations,

\[
\frac{1}{4^{p-1}} \leq |\nabla w|^{p-1} \leq \frac{1}{4} |\nabla w|^{p-1} + M |\nabla w|^{p-1} \leq 4 + 4M \quad \text{on} \quad \{ w_{x_i} \geq \frac{1}{4} \}. \quad \text{(4.36)}
\]
Substituting (4.36) into (4.35), we see that \( \partial_t \hat{A}(\nabla w) \) is uniformly elliptic and we rewrite (4.34) as follows:

\[
(w_{x_i})_t - \text{div} B(x, t) \nabla w_{x_i} = 0, \quad \text{with} \quad \frac{C_0}{4p-1} |\zeta|^2 \leq \langle B(x, t) \zeta, \zeta \rangle \leq 4(1 + M)C_1|\zeta|^2. \tag{4.37}
\]

We can now follow the proof of [11, Proposition 3.2 of Chapter II] (see also [11, (12.7) of Chapter IX]) to get

\[
\int_{B_i \times \{t_2\}} \Psi^2((w_{x_i} - k)_+) \, dx \leq \int_{B_i \times \{t_1\}} \Psi^2((w_{x_i} - k)_+) \, dx + \frac{C_{(N, p, C_0, C_1, M)}}{(1 - s)^2} \int_{B_i \times \{t_1, t_2\}} \Psi((w_{x_i} - k)_+) \, dz.
\]

**Lemma 4.21.** Let \( k \geq \frac{1}{4} \) be some fixed constant, then \( w \) solving (4.33) satisfies

\[
\sup_{t_0 < t < t_1} \int_{B_1} (w_{x_i} - k)_+^2 \zeta^2 \, dx + C \int_{B_1 \times (t_0, t_1)} |\nabla (w_{x_i} - k)_+|^2 \zeta^2 \, dz \leq \frac{1}{4} \int_{B_1 \times \{t = t_0\}} (w_{x_i} - k)_+^2 \zeta^2 \, dx + C \int_{B_1 \times (t_0, t_1)} (w_{x_i} - k)_+^2 |\nabla \zeta|^2 \, dz + C \int_{B_1 \times (t_0, t_1)} (w_{x_i} - k)_+^2 |\zeta||\zeta_t| \, dz,
\]

where \( t_0, t_1 \in [-1, 1] \) with \( t_0 < t_1 \) are some fixed time slices and \( \zeta \in C^\infty(Q_1) \) is a cut-off function.

**Proof.** We take \( (w_{x_i} - k)_+\zeta^2 \) as a test function in (4.33), noting that we retain the uniformly elliptic structure of \( B(x, t) \) in (4.37) from the choice of test function. Thus proceeding according to [11, Proposition 3.1 of Chapter II] gives the desired estimate.

### 4.4.4. De Giorgi type iteration

The proof of the following lemma, showing an expansion of positivity in time, can be found in [1, Lemma 8.22].

**Lemma 4.22.** There exists \( \eta_0 = \eta_0(N, p, \nu) \in (0, \nu) \) such that for all \( t \in (t_*, 1) \) with \( t_* \) as in Lemma 4.18, there holds

\[
|\{x \in B_1 : w_{x_i}(x, t) > (1 - \eta_0)\}| \leq \left(1 - \frac{\eta^2}{4}\right) |B_1|.
\]

Given Lemma 4.22, the rest of the proof of the second alternative Proposition 4.2 is as in the linear case. Complete details of the rest of the proof may be found in [1].

### 5. Proof of Theorem 3.1 for \( \mu_0 > 1 \).

The proof of Theorem 3.1 for the case \( \mu_0 \leq 1 \) is given above in Theorem 4.10. For the case \( \mu_0 > 1 \), we proceed as follows. We define the following rescaling:

\[
\tilde{w}(x, t) = \frac{u(x, t)}{\mu_0},
\]

then \( \tilde{w} \) satisfies the equation

\[
\tilde{w}_t - \text{div} \left( \tilde{A}_p(\nabla \tilde{w}) + \sum_{i=1}^k a_i(t) \tilde{A}_q_i(\nabla \tilde{w}) \right) = 0,
\]

where

\[
\tilde{A}_p(\zeta) = \frac{1}{\mu_0} A_p(\mu_0 \zeta) \quad \text{and} \quad \tilde{A}_q_i(\zeta) = \frac{1}{\mu_0} A_q_i(\mu_0 \zeta),
\]

and the following structure conditions are satisfied for \( i \in \{1, 2, \ldots, k\} \):
\((S1)\): \(\left< \mathcal{A}'_p(z) \zeta, \zeta \right> \geq C_0 \mu_0^{p-2} |z|^{p-2} |\zeta|^2 \) and \(\left< \mathcal{A}'_q(z) \zeta, \zeta \right> \geq C_0 \mu_0^{q-2} |z|^{q-2} |\zeta|^2\).

\((S2)\): \(|\mathcal{A}'_p(z)| + |\mathcal{A}'_q(z)||z| \leq C_1 \mu_0^{p-2} |z|^{p-1} \) and \(|\mathcal{A}'_{q_1}(z)| + |\mathcal{A}'_{q_1}(z)||z| \leq C_1 \mu_0^{q_2-2} |z|^{q_2-1}\).

Since \(\tilde{w}\) satisfies \(\sup_{4Q_0} |\nabla \tilde{w}| \leq 1\), we are in the regime of Theorem 4.10, whose application gives Theorem 3.1.

6. Proof of Theorem 3.2

We begin by proving Theorem 3.2 for the case \(\mu_0 \leq 1\). The proof is similar to that of Theorem 4.10 in all respects except in the proof of Proposition 4.1 and Proposition 4.2. We shall list below the modifications required in the variable exponent case: Let \(u\) be a weak solution of

\[
\partial_t u - \text{div} \left( |\nabla u|^{p(t) - 2} \nabla u \right) = 0 \quad \text{on} \quad 4Q_0, \tag{6.1}
\]

with \(1 < p \leq p(t) \leq q < \infty\).

**Modification 1**: The analogue of Lemma 4.11 for the double phase takes the following form: Since \(u\) is a weak solution of (6.1) on \(Q^\mu_r\) for some \(r \in (0, R]\), let us perform the following rescaling: Define

\[
w(x, t) = \frac{u(x-\mu^{-1}x_0, \mu^{-1}p_r^2 t)}{\mu^{-1}r}, \tag{6.2}
\]

then \(w\) solves

\[
\mu^{p-1} w_t - \mu \text{div} A(\nabla w) = 0 \quad \text{on} \quad Q_1 := B_1 \times I_1. \tag{6.3}
\]

Then the following energy estimate is satisfied: Let \(k \in \mathbb{R}\) and \(\phi \in C^\infty(Q_1)\) be any cut-off function with \(\phi = 0\) on \(\partial_d(Q_1)\) then the following holds:

\[
\sup_{t \in I_1} \mu^{p-1} \int_{B_1} (w_{x_i} - k)^2 \phi^2 \, dx + C_0 \mu \int_{Q_1} |\nabla w|^{p(t) - 2} |\nabla (w_{x_i} - k)|^2 \phi^2 \, dz \leq \mu^{p-1} \int_{B_1 \times \{t = 1\}} (w_{x_i} - k)^2 \phi^2 \, dx + 2\mu^{p-1} \int_{Q_1} (w_{x_i} - k)^2 \phi_1 \, dz + \frac{4C_0^2}{C_0} \mu \int_{Q_1} |\nabla w|^{p(t)} |\nabla \phi|^2 \chi_{(w_{x_i} \leq k)} \, dz + 2C_1 \mu \int_{Q_1} |\nabla w|^{p(t) - 1} (w_{x_i} - k) - \phi \|\nabla^2 \phi\| + \|\nabla \phi\|^2 \, dz.
\]

**Modification 2**: The analogue of (4.25) becomes

\[
\mu^{p-1} \|\tilde{w}_m \eta_m\|_{V^2(Q_m)}^2 \leq \mu^{p-1} \int_{Q_1} (w_{x_i} - k_m)^2 \eta_m^2 \, dz + \mu \int_{Q_1} |\nabla w|^{p(t)} |\nabla \eta_m|^2 \chi_{(w_{x_i} \leq k_m)} \, dz + \mu \int_{Q_1} |\nabla w|^{p(t) - 1} (w_{x_i} - k_m) - \eta_m \|\nabla^2 \eta_m\| + \|\nabla \eta_m\|^2 \, dz + \mu^{p-1} \int_{Q_1} (w_{x_i} - k_m)^2 |\nabla \eta_m|^2 \leq C \mu^{p+1} \eta_m^2 |A_m|,
\]

where the last inequality follows from \(\mu \leq \mu_0 \leq 1\).

**Modification 3**: It is easy to see that the analogue of the matrix \(B(x, t)\) in Lemma 4.16 is also uniformly elliptic.

As in the proof of Lemma 4.13, we rescale according to (6.2), then the hypothesis becomes

\[
0 < \frac{\mu}{4} \leq |\nabla w(x, t)| \leq A \mu \quad \text{for any} \quad (x, t) \in Q_1.
\]
Differentiating (6.3) and dividing the resulting equation by \(\mu^{p-1}\), we see that \(w_x_i\) solves
\[(w_x_i)_t - \text{div}(B(x,t)\nabla w_x_i) = 0\]
where \(B(x,t) = \mu^{2-p}\partial A(\nabla w)\).

Furthermore, we see that the matrix \(B(x,t)\) satisfies the following bounds:
\[C|\zeta|^2 \leq \langle B(x,t)\zeta, \zeta \rangle \leq C|\zeta|^2,\]
for any \(\zeta \in \mathbb{R}^N\) and \(C = C(N, p, q, C_0, C_1)\).

**Modification 4:** Let us perform the following change of variables for the analogue of (4.29)
\[w(x,t) = u(\mu^{-1}rx, \mu^{-p}r^2t)\]
for \((x,t) \in Q_0\).

Then we have
\[|\nabla w(x,t)| \leq 1\]
for any \((x,t) \in Q_1\).

The analogue of (4.36) in Lemma 4.20 now becomes
\[
\frac{1}{4^{q-1}} \leq \frac{1}{4^{p(t)-1}} \leq \frac{|\nabla w|^{p(t)-1}}{|\nabla w|} \leq 4 \quad \text{on} \quad \left\{ w_x_i \geq \frac{1}{4} \right\}.
\]

This concludes the adaptation of Theorem 4.10 to obtain Theorem 3.2 in the case \(\mu_0 \leq 1\).

6.1. Proof of Theorem 3.2 for \(\mu_0 > 1\).

For the case \(\mu_0 > 1\), we proceed as follows. We define the following rescaling:
\[\tilde{w}(x,t) = \frac{u(x,t)}{\mu_0},\]
then \(\tilde{w}\) satisfies the equation
\[\tilde{w}_t - b(t) \text{div} \left( |\nabla \tilde{w}|^{p(t)-2} \nabla \tilde{w} \right) = 0 \quad \text{where} \quad b(t) = \mu_0^{p(t)-2}.
\]
The function \(b(t)\) satisfies \(\mu_0^{p-2} \leq b(t) \leq \mu_0^{q-2}\). Since \(\tilde{w}\) satisfies \(\sup_{4Q_0} |\nabla \tilde{w}| \leq 1\), we can apply the previous case.
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