Abstract

This technical report presents the modeling approaches used in our submission to the ICML Expressive Vocalizations Workshop & Competition multitask track (EXVO-MULTIASK). We first applied image classification models of various sizes on mel-spectrogram representations of the vocal bursts, as is standard in sound event detection literature. Results from these models show an increase of 21.24% over the baseline system with respect to the harmonic mean of the task metrics, and comprise our team’s main submission to the MULTIASK track. We then sought to characterize the headroom in the MULTIASK track by applying a large pre-trained Conformer model that previously achieved state-of-the-art results on paralinguistic tasks like speech emotion recognition and mask detection. We additionally investigated the relationship between the sub-tasks of emotional expression, country of origin, and age prediction, and discovered that the best performing models are trained as single-task models, questioning whether the problem truly benefits from a multitask setting.

1. Introduction

Vocal bursts are an important but often overlooked component of paralanguage in affective computing applications. They are ubiquitous in human communication, and have been studied as channels for emotional expression (Hawk et al., 2009; Cowen et al., 2019). Due to their prevalence in natural speech, predicting emotion perception of vocal bursts is an important complement to in-the-wild speech emotion recognition. The Hume Vocal Bursts dataset (HUME-VB) is a recent dataset for studying these paralinguistic phenomena covering four globally diverse regions across 3 languages: USA (English), China (Mandarin), South Africa (English), and Venezuela (Spanish).

We explore the suitability of ResNet (He et al., 2016) image classifiers of various sizes in predicting the perceived emotional expression of vocal bursts and subject attributes in HUME-VB. We turn to ResNet architectures given their competitive history in sound event detection tasks (Hershey et al., 2017). Such models are typically trained over a mel-spectrogram representation of a waveform that is then treated as an image. Recognizing vocal burst categories (e.g., laughter, sighs) could be seen as a special-case of the sound event detection problem, and a small set of vocal burst categories are contained in AudioSet’s “human voice” ontology branch (Gemmeke et al., 2017). While these models may be suitable for vocal burst recognition, it is unclear whether they are suitable for recognizing the emotional nuance in vocal bursts.

We also explore features extracted using large pre-trained self-supervised Conformers (Gulati et al., 2020) to better understand the performance headroom available on this dataset. In particular, we use a 600M+ parameter Conformer model trained on a 900K hour dataset of “speech-heavy” YouTube videos (YT-U) (Zhang et al., 2021). This Conformer has been shown to achieve SoTA on a number of speech paralinguistic tasks including speech emotion recognition and mask detection (Shor et al., 2022).

Finally, we explore the relationship between the three tasks of perceived emotion, age, and country of origin prediction. In the literature there is evidence of cultural modulation and in-group advantage for emotion recognition across multiple channels (Elfenbein & Ambady, 2002). However, on HUME-VB, we observed little evidence for the relationship between the three tasks in the context of the two model families we studied. Our best competition models predict each task individually with no shared parameters.

2. Model Architectures

2.1. ResNet models

We downsample audio waveforms to 16kHz and normalize the signal between −1 and 1 by re-scaling using the
maximum and minimum values. On these normalized waveforms, we compute log mel-spectrograms using an FFT frame window of 64 ms and a frame step of 24 ms. We use 128 mel filters spaced between 0 kHz and 8 kHz.

We use each of ResNet18, ResNet34, and ResNet50 architectures as our shared cross-task model trunk with hard parameter sharing. We average pool the final convolutional layer of the ResNet, on top of which we apply dropout and dense layers projecting to each individual task. For the emotional intensity prediction task, we use a linear activation and a categorical cross-entropy loss. We trained using Adam (Kingma & Ba, 2014) with a learning rate of 3e−4 and epsilon of 1e−8 with batch sizes of 64. We found that when training using the meanCCC objective, larger batch sizes stabilized the loss.

2.2. Conformer-based models

We preprocess the audio by downsampling to 16kHz and normalizing between ±32768.0. The Conformer model takes as input 80-bin log mel spectrogram features that are first processed by a 3-layer 1D convolutional feature encoder, and subsequently processed by two convolutional strides of two that creates a vector time series that has been downsampled by a factor of 4. On this vector time series a sequence of 24 Conformer layers are stacked to produce an encoding for each time point. The Conformer architecture is pre-trained using the Wav2Vec 2.0 contrastive loss (Baevski et al., 2020) on the “speech-heavy” YT-U dataset (Zhang et al., 2021).

In all our experiments, we freeze the base Conformer model developed in (Shor et al., 2022) and use the 1024-dimensional embeddings from the 12-th layer of the Conformer as input features. The 12-th layer of the model was shown in previous experiments to be a powerful “universal embedding” for a variety of downstream paralinguistic tasks (Shor et al., 2022). We extract one embedding for approximately 2.5 s non-overlapping window of the audio.

We trained five multitask learning (MTL) models, both simple fully connected models on the aggregated 1024-dimensional (Conformer) features as well as sequence models: (1) Conformer: the features are averaged across the entire audio clip and three dense layers projecting to individual classification/regression tasks (i.e., task layers). (2) Conformer+FC: A single shared fully connected (FC) layer of 128 units on top of the averaged feature, followed by the task layers. (2) Conformer+LSTM: A single LSTM layer of 128 units on top of the features, followed by the task layers, (3) Conformer+NetVlad: A NetVlad layer (Arandjelovic et al., 2016) of 5 clusters followed by the task layers, and (4) Conformer+AutoPool: An adaptive pooling layer (McFee et al., 2018) which learns a set of weights before aggregating the features, followed by the task layers.

### Table 1. Performance comparison of models trained on HUME-VB.

| MODEL                  | MTL? | ↑ EMOTIONS (CCC) | ↑ COUNTRY (UAR) | ↓ AGE (MAE) | ↑ HARMONIC MEAN |
|------------------------|------|-----------------|----------------|------------|----------------|
| Naive Baseline (Baird et al., 2022) | —    | —               | 0.250          | 3.778      | —              |
| RESNET50               | YES  | 0.569           | 0.513          | 4.093      | 0.385          |
| RESNET50               | NO   | 0.620           | 0.540          | 3.818      | 0.412          |
| RESNET34               | YES  | 0.587           | 0.483          | 4.140      | 0.379          |
| RESNET34               | NO   | 0.645           | 0.528          | 3.799      | 0.414          |
| RESNET18               | YES  | 0.583           | 0.495          | 4.220      | 0.377          |
| RESNET18               | NO   | 0.642           | 0.539          | 3.806      | 0.416          |
| Conformer              | YES  | 0.647           | 0.572          | 3.780      | 0.424          |
| Conformer              | NO   | 0.648           | 0.596          | 3.722      | 0.432          |
| Conformer + FC (128)   | YES  | 0.647           | 0.586          | 3.874      | 0.421          |
| Conformer + LSTM       | YES  | 0.601           | 0.536          | 4.121      | 0.392          |
| Conformer + NetVlad    | YES  | 0.640           | 0.594          | 3.910      | 0.419          |
| Conformer + AutoPool   | YES  | 0.652           | 0.587          | 3.954      | 0.417          |
3. Results

The results from various MTL models are summarized in Table 1. All results are reported on the competition defined validation split. Per (Baird et al., 2022), we use meanCCC, unweighted average recall (UAR) and mean absolute error (MAE) for evaluating the performance of emotion intensity, country and age prediction respectively. We also report the harmonic mean of the three scores. We refer the reader to (Baird et al., 2022) for details on the performance metrics.

The first row reports the naive baseline for each task, computed as follows: For country prediction, the majority class, “United States” was used. The median age of speakers in training set (26.0 years) was used for age prediction. Notably, for the age classification task, using the median age of the speakers in training split outperformed the EXVO competition baseline (Baird et al., 2022), as well as all but one of our proposed MTL models. This is likely due to the narrow range of the age values in the validation set. That is, about two-thirds of the speakers in the validation split were 26 ± 4 years old.

3.1. Exploring the relationship between tasks
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**Figure 1.** Gaussian kernel density estimates of emotion classification meanCCC scores across 50 trials for permutation testing. Country and age were concatenated to the Conformer features.

In addition to MTL, for many models we explored training each task individually (MTL “No” in Table 1). We did not observe a boost in performance with MTL. In fact, when predicting country of origin, the MTL models performed poorer than their single-task counterparts (e.g., 0.596 vs 0.583 for Conformer-based, 0.528 vs 0.483 for ResNet34). This suggests that the traditional benefits of MTL, like generalization via regularization and feature sharing for representational efficiency, do not seem to be present for the three tasks considered (Ruder, 2017) within the context of HUME-VB.

In order to better understand the relationship between the three tasks, we experiment with using the labels from two of the three tasks (country of origin and age) as inputs to our models. We use permutation testing to compare the performance of a model when given random task labels as input versus when given true task labels as input. Intuitively, if the country and age tasks were useful for perceived emotional intensity prediction, we would expect to see a higher meanCCC score for the true-label model vs the random-label model.

Concretely, first, we shuffled the country and age values (with different random seeds for each variable) across all samples in the training set while leaving the emotion intensity values unaltered. We then trained a Conformer-based model on this shuffled data with the country and age variables concatenated to the input Conformer features (i.e., total 1049 dimensional input). We repeat this process 50 times to generate a “random distribution” of emotional intensity meanCCC scores from the unaltered validation set. We refer to these models as “randomly shuffled” (blue dotted line in Fig. 1).

Although shuffling the country and age variables across the entire train split maintains the overall distribution, on average 28% and 6% of the samples receive a correct label assignment for country and age respectively after shuffling. In order to further probe to what extent country and age information help improve emotion classification prediction, we randomize the country and age assignment such that they do not follow the original distributions in the train split by assigning incorrect country and age labels for all samples. Like before, we train Conformer-based models on the concatenated inputs, and we repeat this 50 times to generate a distribution of meanCCC scores which we refer to “incorrectly assigned” (orange line in Fig. 1).

In order to generate a distribution of the meanCCC scores when using the true labels, we repeat the experiment in Table 1 50 times without altering the corresponding country, age, or emotion labels. Due to SGD and the mini-batch operations, the multiple runs are not deterministic, and thus only produce an approximate “true distribution” of meanCCC scores, shown in green dashed line in Fig. 1.

We conducted two-sample t-tests to assess if the performance in the three settings described here was different. We did not observe a significant difference in emotion classification performance for the true distribution vs. randomly shuffled country and age ($t = 0.14, p = 0.89$). However we did observe that when the distribution of country and age were changed through incorrect assignment, the unaltered models performed better ($t = 4.7, p < 0.01$). This analysis suggests that the influence of country and age variables on emotion classification is not substantial. This may explain why we see minimal improvement in performance in the MTL models.
3.2. Conformer-based results

Our Conformer-based models seem to outperform our ResNet models on all tasks, most notably on the country of origin task (0.5955 vs 0.5394 when trained single-task). However, given the success of large self-supervised representations for downstream acoustic tasks (Hsu et al., 2021; Shor et al., 2022; Baevski et al., 2020), we were surprised to discover that, on the emotional intensity task, our best pre-trained Conformer-based models only marginally outperformed (0.648 vs 0.645) relatively smaller models like ResNet34 that were trained directly on HUME-VB without any pre-training. While this highlights the suitability of the pre-trained Conformer representations for vocal burst modeling, we expected a larger performance gap; especially considering the amount of data used for pre-training Conformers. We have a few hypotheses for this discrepancy.

First, the downstream speech emotion recognition tasks on which the Conformer representations demonstrated SoTA performance—like IEMOCAP (Busso et al., 2008) and CREMA-D (Cao et al., 2014)—were largely speech-centric tasks and do not contain many vocal bursts. It is possible that speech emotion recognition based on prosody may not generalize well to the types of emotional expression found in vocal bursts.

Second, the Conformer model was pre-trained on a “speech-heavy” dataset that may not contain vocal bursts like those in HUME-VB. In addition, the manner in which these Conformers were pre-trained may not be optimized for modeling the emotional nuances of vocal bursts. If this is the case, the use of pre-trained Conformers to model vocal bursts remains an open area for study.

Finally, it is possible that the Conformer model representations are significantly more powerful at modeling vocal bursts, but HUME-VB is poor at differentiating the performance of these models. For instance, maybe the dataset is noisy in that the emotion intensity labels are not sufficiently explained by the vocalizations themselves, leading to a noise ceiling (e.g., Lage-Castellanos et al. 2019) in possible model performance.

3.3. Competition Submission

Our EXVo-MULTITASK submission consists of an ensemble of two single-task ResNet34 models, one trained directly on the emotion task and the other, on the country of origin task. We found in our experiments that ResNet34 was the best performing ResNet model on both tasks. Surprisingly, for age, we opted to use the median of 26.0, as we were unable to reliably outperform with our trained models. We created our own train-validation split by moving vocalizations from 250 random speakers in the HUME-VB validation set to the train split. Our analysis showed that the overall country, age, and emotional intensity distributions remained largely the same in both train and validation after this change. Our submission achieved a harmonic mean of 0.406 per the MTL competition metric: a 21.24% increase over the baseline.

4. Caveats

Machine perception models of apparent emotional expression, including in vocal bursts, remain an open area of investigation where further research is needed. The models in this work do not aim to infer the internal emotional state of individuals, but rather model proxies in vocalizations. Research in this work was performed expressly to better understand the connections between emotional expression, age, and country of origin, not for any applications; modeling of age and country was solely limited to this purpose and we underscore that a multitask framing with these categories may actually perpetuate bias in some settings. Finally, we emphasize that the observations in this work were limited to the HUME-VB dataset provided in the competition and may not necessarily apply to other vocal burst datasets. This work underwent review for alignment with Google’s AI Principles (https://ai.google/principles/).

5. Conclusion

In this work, we demonstrated that ResNet models are competitive in predicting the perceived emotional expression of vocal bursts and other subject attributes. An ensemble of ResNet34 models trained on emotion intensity and country of origin comprised our main submission to EXVo-MULTITASK.

We further demonstrated that pre-trained Conformers that have been explored previously for detecting paralinguistic phenomena also perform quite well on all three tasks. However, when predicting perceived emotional intensity, they performed only marginally better than significantly smaller models trained directly on the competition data.

Finally, we explored the relationship between the three competition tasks, and found that models trained on the emotion task with randomly permuted country and age as input features appear to perform approximately the same as models trained with the true country and age as input features. This suggests that there is surprisingly little interaction between the three tasks in HUME-VB. Understanding who the raters were for labeling perceived emotion and their relationship with the stimuli may help disentangle these findings further.
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