Abstract

We study the convergence rate of the famous Symmetric Rank-1 (SR1) algorithm which has wide applications in different scenarios. Although it has been extensively investigated, SR1 still lacks a non-asymptotic superlinear rate compared with other quasi-Newton methods such as DFP and BFGS. In this paper we address this problem. Inspired by the recent work on explicit convergence analysis of quasi-Newton methods, we obtain the first explicit non-asymptotic rates of superlinear convergence for the vanilla SR1 methods with correction strategy to achieve the numerical stability. Specifically, the vanilla SR1 with the correction strategy achieves the rates of the form \((\frac{4n \ln(\kappa n)}{k})^{k/2}\) for general smooth strongly-convex functions where \(k\) is the iteration counter, \(\kappa\) is the condition number of the objective function and \(n\) is the dimension of the problem. For the quadratic function, the vanilla SR1 algorithm can find the optima of the objective function at most \(n\) steps.

1 Introduction

In this paper, we study an important kind of classical quasi-Newton method named SR1 for the smooth unconstrained optimization. Similar to other quasi-Newton methods (e.g., DFP and BFGS), SR1 attempts to replace the exact Hessian in the Newton method with some approximation and the update of approximation only involves the gradients of the objective function. Due to only using the gradients, quasi-Newton commonly can achieve much lower computation complexity compared with the exact Newton method. The detailed introduction to quasi-Newton such as SR1, DFP, and BFGS can be found in Chapter 6 of (Nocedal & Wright, 2006). And randomized quasi-Newton methods can be found in (Byrd et al., 2016; Moritz et al., 2016; Gower et al., 2016; Gower & Richtárik, 2017; Kovalev et al., 2020).

Because of the low computation cost per iteration and fast convergence rate, quasi-Newton has been extensively studied, especially its convergence rate. Many works in the literature have shown that quasi-Newton algorithms can achieve superlinear convergence rates (Nocedal & Wright, 2006;
Broyden, 1970a,b; Fletcher, 1970; Shanno, 1970; Powell, 1971; Dixon, 1972a,b; Broyden et al., 1973; Goldfarb, 1970; Wei et al., 2004).

However, the superlinear convergence rates achieved in these works are only asymptotic, that is, the current works simply show that the ratio of successive residuals in the method tends to zero as the number of iterations goes to infinity, without providing any specific bounds on the corresponding rate of convergence. Recently, Rodomanov & Nesterov (2021a) justified the first explicit rates for greedy quasi-Newton methods which employ the basis vectors and greedily select to maximize a certain measure of progress for Hessian approximation, opposed to classical quasi-Newton methods which use the difference of successive iterates for updating Hessian approximation. Lin et al. (2021) presented faster explicit rates for greedy SR1 and BFGS and their randomized version. Inspired by Rodomanov & Nesterov (2021a), the explicit superlinear convergence rates for restricted Broyden family quasi-Newton methods were first given in Rodomanov & Nesterov (2021c). Specifically, they showed that BFGS can achieve the superlinear convergence rate of the form \((\frac{n\kappa}{k})^{k/2}\), where \(k\) is the iteration counter, \(n\) is the dimension of the problem, and \(\kappa\) is the condition number of the objective function. Later, Rodomanov & Nesterov (2021b) provided improved convergence rates of restricted Broyden family quasi-Newton methods. At the same time, Jin & Mokhtari (2020) gave the explicit superlinear convergence rates of DFP and BFGS based on the Frobenius-norm potential function, which was different from potential functions used in (Rodomanov & Nesterov, 2021c,b). These works fully exploit many existing tools developed for analyzing convergence rates of quasi-Newton methods such as different kinds of potential functions (Byrd et al., 1987; Byrd & Nocedal, 1989; Byrd et al., 1992).

Though there have been some works in the literature that gave the explicit superlinear convergence rates of quasi-Newton methods, the superlinear rate of SR1 is still mysterious. Current explicit superlinear convergence rates only hold for quasi-Newton methods in the restricted Broyden family where algorithms can be represented by the convex combination of DFP and BFGS (Rodomanov & Nesterov, 2021c,b; Jin & Mokhtari, 2020). Unfortunately, the SR1 method does not belong to the restricted Broyden family. In fact, the convergence properties of the SR1 method are not as well understood as those of the BFGS method. To the best of our knowledge, no local superlinear results similar to the ones of BFGS and DFP have been established, except the results for quadratic functions and \(k\)-steps superlinear convergence conditioned on several assumptions (Nocedal & Wright, 2006).

The hardness of analyzing of SR1 algorithm is due to the fact that there maybe exist some steps of the SR1 update being ill-defined. Even for a convex quadratic function, there may be steps on which there is no symmetric rank-1 update that satisfies the secant equation (Nocedal & Wright, 2006). And this will cause numerical instabilities and the breakdown of SR1. These problems make it hard to describe the convergence dynamics of SR1.

In this paper, we focus on studying the explicit superlinear convergence rate of the classical SR1 algorithm which only involves the gradients of the objective function. First, we propose a novel method to conquer the ill-definedness of the vanilla SR1 update. Interesting, for the quadratic function, the restriction that initial Hessian approximation matrix \(G_0\) satisfies that \(G_0 \succeq \nabla^2 f(x)\) will give a well-defined SR1 algorithm, where \(\nabla^2 f(x)\) is the Hessian matrix. For general strongly
convex functions, not only requiring the restriction that $G_0 \succeq \nabla^2 f(x_0)$, where $x_0$ is the initial point, the correction strategy is also introduced. In this paper, we refer to the SR1 algorithm with correction strategy as SR1-CS. Based on the numerical stable SR1 algorithm SR1-CS, we show that SR1-CS can converge superlinearly for quadratic and general strongly convex functions and we also provide explicit superlinear convergence rates.

We summarize our contribution as follows.

1. We propose a novel SR1 algorithm named SR1-CS which is numerically stable and its updates are well-defined. We also empirically validate the numerical stability of SR1-CS compared with the vanilla SR1 algorithm.

2. We prove that SR1-CS achieves an explicit superlinear convergence rate $\left(\frac{4n\ln(e\kappa)}{k}\right)^{k/2}$ for general smooth strongly-convex functions. We also show that vanilla SR1 algorithm with initial Hessian approximation matrix $G_0$ satisfying $G_0 \succeq \nabla^2 f(x)$ can achieve the superlinear convergence rate and will find the optima of the objective function at most $n$ steps for quadratic functions.

3. Our paper provides the first explicit superlinear convergence rate for the SR1 type algorithm that only uses the difference of successive iterates for updating Hessian approximation. To the best of our knowledge, no similar rate has been obtained for SR1 algorithms before our work.

1.1 Organization

In the remainder of this paper, we first introduce the notation used throughout this paper. Section 2 gives the update formula for the SR1 method and provides several important properties of the SR1 update. Section 3 obtains the explicit superlinear convergence rates of SR1 for the quadratic function based on two different potential functions. Section 4 extends the convergence rate of SR1 for the quadratic function to the general smooth strongly convex function. Section 5 validates the numerical stability of SR1-CS. We compare convergence rates of SR1 derived in this paper with the greedy SR1 and existing quasi-newton methods in Section 6. Finally, we conclude our work in Section 7.

1.2 Notation

In this paper, we consider the following unconstrained optimization problem

$$\min_{x \in \mathbb{R}^n} f(x),$$

(1.1)

where $f(x)$ is further assumed to be a convex and smooth function whose gradient and Hessian exist and are denoted as $\nabla f(x)$ and $\nabla^2 f(x)$, respectively. Denote by $\mu > 0$ the strong convexity parameter of $f$, and by $L > 0$ the Lipschitz constant of the gradient of $f$, both measured with
respect to $I$, where $I$ denotes the identity matrix:

$$\mu I \preceq \nabla^2 f(x) \preceq LI.$$  

(1.2)

Accordingly, we can define the condition number of the objection function

$$\kappa = \frac{L}{\mu}.$$  

The partial ordering of positive semi-definite matrices is defined in the standard way. Letting $A$ and $B$ be two $n \times n$ positive semi-definite matrices, we call $A \preceq B$ if $x^\top (B - A)x \geq 0$ for all $x \in \mathbb{R}^n$. Given a positive semi-definite matrix $A$, we can define the $A$-norm as $\|x\|_A = \sqrt{x^\top Ax}$. We also define the local norm with respect to $x$ as follows:

$$\|u\|_x = \|x\|^2 f(x).$$  

(1.3)

We refer to the inner product of two matrices as follows:

$$\langle A, B \rangle = \text{tr}(A^\top B),$$  

(1.4)

where $\text{tr}(\cdot)$ denotes the trace of a matrix. $A$ and $B$ can be consistent matrices or vectors in Eqn. (1.4). For a non-singular matrix $A$, we denote its determinant as $\det(A)$.

## 2 SR1 Update

Let $A$ and $G$ be two positive definite matrices. Suppose that $A$ is the target matrix and $G$ is the current approximation of the matrix $A$. The SR1 quasi-Newton updates of $G$ with respect to $A$ along a direction $u \in \mathbb{R}^n \setminus \{0\}$ is the following class of updating formulas:

$$\text{SR1}(A, G, u) = \begin{cases} G & \text{if } (G - A)u = 0, \\ G - \frac{(G - A)uu^\top (G - A)}{u^\top (G - A)u} & \text{otherwise.} \end{cases}$$  

(2.1)

Next, we present several important properties of the SR1 update. The first property states that each update of SR1 preserves the bounds on the relative eigenvalues with respect to the target matrix.

**Lemma 1.** Let $A$ and $G$ be two positive definite matrices such that

$$A \preceq G \preceq \eta A$$  

for some $\eta \geq 1$. Then for any $u \in \mathbb{R}^n$, it holds that

$$A \preceq \text{SR1}(A, G, u) \preceq G \preceq \eta A.$$  

(2.2)
Proof. We can assume that \((G - A)u \neq 0\) since otherwise the claim is trivial. Let us denote \(G_+ = \text{SR1}(A, G, u)\). When \(A \preceq G \preceq \eta A\), we can obtain that

\[
G_+ - A = G - A - \frac{(G - A)uu^\top (G - A)}{u^\top (G - A)u} = (G - A)^{1/2} \left( I - \frac{\tilde{u}\tilde{u}^\top}{u^\top u} \right) (G - A)^{1/2} \preceq G - A,
\]

where the second equality uses \(\tilde{u} = (G - A)^{1/2}u\) and last inequality is because of \(I - \frac{\tilde{u}\tilde{u}^\top}{u^\top u}\) is a projection matrix. Therefore, we can obtain that

\[A \preceq G_+ \preceq G \preceq \eta A.
\]

We first introduce a potential function which measures the approximation precision of \(G\) to \(A\). The potential function is the simple trace potential function, which will be used only when one can guarantee \(A \preceq G\):

\[
\sigma(A, G) \triangleq \text{tr}(G - A) \geq 0.
\]

(2.3)

The trace potential function has been used to analyze the convergence properties of greedy SR1 (Lin et al., 2021). Based on the trace potential function, the following lemma describes how the SR1 update improves the approximation of \(A\).

**Lemma 2.** Let \(A \preceq G\) and \(u^\top (G - A)u > 0\). Then it holds that

\[
\sigma(A, \text{SR1}(A, G, u)) \leq \left( 1 - \frac{\lambda_{\min}(G - A)}{\sum_{i=1}^r \lambda_i(G - A)} \right) \cdot \sigma(A, G),
\]

where \(r\) is the rank of \(G - A\) and \(\lambda_{\min}(G - A)\) is the smallest non-zero eigenvalue of \(G - A\).

**Proof.** Let us denote \(G_+ \triangleq \text{SR1}(A, G, u)\). Then we have

\[
\text{tr}(G_+ - A) = \text{tr} \left( G - A - \frac{(G - A)uu^\top (G - A)}{u^\top (G - A)u} \right)
\]

\[
= \text{tr}(G - A) - \frac{u^\top (G - A)^2 u}{u^\top (G - A)u}
\]

\[
\leq \text{tr}(G - A) - \frac{u^\top (G - A)u}{u^\top u}
\]

\[
\leq \text{tr}(G - A) - \lambda_{\min}(G - A)
\]

\[
= \text{tr}(G - A) - \text{tr}(G - A)/ \left( \sum_{i=1}^r \lambda_i(G - A) \right)\lambda_{\min}(G - A)
\]

\[
= \left( 1 - \frac{\lambda_{\min}(G - A)}{\sum_{i=1}^r \lambda_i(G - A)} \right) \cdot \text{tr}(G - A),
\]

\]
where the first inequality is because of Cauchy’s inequality that
\[ \sqrt{(u^\top (G - A)^2 u)} \geq u^\top (G - A)u \geq 0, \]
and the second inequality is because of \( u^\top (G - A)u > 0 \) and the fact
\[ \frac{u^\top (G - A)u}{u^\top u} \geq \lambda_{\min}(G - A). \]

Furthermore, the update of SR1 will reduce the rank of \( G - A \) but keeps the condition number
\[ \kappa(G - A) \triangleq \frac{\lambda_{\max}(G - A)}{\lambda_{\min}(G - A)} \] non-increasing.

**Lemma 3.** Let \( A \preceq G \) and \( u^\top (G - A)u > 0 \). Then it holds that
\[ \text{rank}(SR1(A, G, u) - A) = \text{rank}(G - A) - 1, \]
and
\[ \kappa(SR1(A, G, u) - A) \leq \kappa(G - A), \]
where \( \kappa(G - A) \triangleq \frac{\lambda_{\max}(G - A)}{\lambda_{\min}(G - A)} \) and \( \lambda_{\min}(G - A) \) is the smallest non-zero eigenvalue of \( G - A \).

**Proof.** Let us denote \( G_+ \triangleq SR1(A, G, u) \). First, by the SR1 update, we have
\[ G_+ - A = G - A - \frac{(G - A)uu^\top (G - A)}{u^\top (G - A)u}. \]
Multiplying \( u \) to both sides of above equation, we can obtain that
\[ (G_+ - A)u = (G - A)u - (G - A)u = 0. \]
Since \( u^\top (G - A)u > 0 \), we can conclude that \( \text{rank}(G_+ - A) = \text{rank}(G - A) - 1 \).

Also by the SR1 update, we have
\[ G - A = G_+ - A + \frac{(G - A)uu^\top (G - A)}{u^\top (G - A)u}. \]
Because of \( u^\top (G - A)u > 0 \), \( G \) equals \( G_+ \) plus a rank one positive semi-definite matrix and
\[ \text{rank}(G - A) = \text{rank}(G_+ - A) + 1, \]
then by the interlacing property (Horn & Johnson, 2012), we can obtain that
\[ \lambda_{\max}(G - A) \geq \lambda_{\max}(G_+ - A) \geq \cdots \geq \lambda_{\min}(G_+ - A) \geq \lambda_{\min}(G - A). \]
Therefore, we can obtain that
\[
\kappa(G_+ - A) \leq \kappa(G - A).
\]

We introduce another potential function \( V(A, G) \), which plays important roles in our analysis.

\[
V(A, G) \triangleq \ln \det (GA^{-1}) , A, G \succeq 0.
\] (2.4)

The function \( V(A, G) \) has been used to prove the explicit superlinear convergence rate of a class of restrict Broyden quasi-Newton in (Rodomanov & Nesterov, 2021c). In this paper, we will also use the following measure function to describe the closeness of \( G \) to \( A \) along direction \( u \in \mathbb{R}^n \setminus \{0\} \):

\[
\nu(A, G, u) \triangleq \left( \frac{u^\top(G-A)G^{-1}(G-A)u}{u^\top(A-AG^{-1}A)u} \right)^{1/2}, G \succeq A.
\] (2.5)

We can observe that \( u^\top(A-AG^{-1}A)u \) in Eqn. (2.5) is also a factor in the inverse update of SR1 (refer to Eqn. (2.7)). Thus, the measure function Eqn. (2.5) is designed only for the SR1 algorithm.

Based on the potential function \( V(A, G) \) and \( \nu(A, G, u) \) defined in Eqn. (2.4) and (2.5) respectively, the following lemma describes how SR1 update improves the approximation of \( A \) other than Lemma 2.

**Lemma 4.** Let \( G \succeq A > 0 \), then for any \( u \in \mathbb{R}^n \setminus \{0\} \):

\[
V(A, G) - V(A, \text{SR1}(A, G, u)) = \ln \left( 1 + \nu^2(A, G, u) \right).
\] (2.6)

**Proof.** Let us denote \( G_+ = \text{SR1}(A, G, u) \). From SR1 update rule, we can obtain the following inverse update

\[
G_+^{-1} = G^{-1} + \frac{(I - G^{-1}A)uu^\top(I - AG^{-1})}{u^\top(A - AG^{-1}A)u}.
\] (2.7)

Thus, we have

\[
\det \left( GG_+^{-1} \right) \overset{(2.7)}{=} \det \left( I + \frac{G(I - G^{-1}A)uu^\top(I - AG^{-1})}{u^\top(A - AG^{-1}A)u} \right)
\]

\[
= 1 + \frac{u^\top(I - AG^{-1})G(I - G^{-1}A)u}{u^\top(A - AG^{-1}A)u}
\]

\[
= 1 + \frac{u^\top(G - A)G^{-1}(G - A)u}{u^\top(A - AG^{-1}A)u}
\]

\[
= 1 + \nu^2(A, G, u).
\]
Thus we have
\[ V(A,G) - V(A,G_+) = \ln \det \left( GG_+^{-1} \right) = \ln \left( 1 + \nu^2(A,G,u) \right). \]

Furthermore, the measure function \( \nu(A,G,u) \) also has the following property.

**Lemma 5.** If \( G \succeq A \), it holds that
\[ \nu^2(A,G,u) \geq \frac{u^\top(G - A)G_+^{-1}(G - A)u}{u^\top Gu}, \quad G_+ = \text{SR1}(A,G,u). \tag{2.8} \]

**Proof.** If \((G - A)u = 0\), the \( \nu(A,G,u) = 0 \) and \( \frac{u^\top(G - A)G_+^{-1}(G - A)u}{u^\top Gu} = 0 \). Thus, Eqn. (2.8) holds trivially. If \( G \succeq A \) and \( Gu \neq Au \), we obtain \( u^\top(A - AG^{-1}A)u > 0 \), then the inequality is well-defined.

Denoting \( a = u^\top(G - A)G^{-1}(G - A)u \), \( b = u^\top(A - AG^{-1}A)u \), then \( a + b = u^\top(G - A)u \) and
\[
\begin{align*}
    u^\top(G - A)G_+^{-1}(G - A)u &= u^\top(G - A)G^{-1}(G - A)u + \frac{(u^\top(G - A)G^{-1}(G - A)u)^2}{u^\top(A - AG^{-1}A)u} \\
    &= a + \frac{a^2}{b} = \frac{a(a + b)}{b} = \frac{a}{b} \cdot (u^\top(G - A)u) \\
    &\leq \frac{a}{b} \cdot (u^\top Gu) = \nu^2(A,G,u) \cdot (u^\top Gu),
\end{align*}
\]
which concludes the proof. \( \square \)

Lemma 5 plays an important tool in analyzing the explicit convergence rate of the SR1 algorithm for general strongly convex functions.

### 3 Unconstrained Quadratic Minimization

In this section, we study the vanilla SR1 method, as applied to minimizing the quadratic function
\[
    f(x) = \frac{1}{2} x^\top A x - b^\top x, \tag{3.1}
\]
where \( A \in \mathbb{R}^{n \times n} \) is a positive definite matrix and \( b \in \mathbb{R}^n \) is a vector.

Consider the vanilla SR1 scheme (Algorithm 1) for minimizing the problem (3.1). We assume that the smoothness parameter \( L \) is available for convenience analysis. In an actual implementation of Algorithm 1, it is typical to store in memory and update in iterations the matrix \( H_k \triangleq G_k^{-1} \) instead of \( G_k \) (or, alternatively, the Cholesky decomposition of \( G_k \)). This allows us to compute \( G_{k+1}^{-1} \nabla f(x_{k+1}) \) in \( O(n^2) \) operations. Note that, due to a low-rank structure of the update (2.1), \( H_k \) can be updated into \( H_{k+1} \) also in \( O(n^2) \) operations.
Algorithm 1 SR1 Update for Unconstrained Quadratic Minimization

1: Initialization: Choose $x_0$ and set $G_0 = L \cdot I$.
2: for $k = 0, 1, \ldots, K$ do
3: Update $x_{k+1} = x_k - G_k^{-1} \nabla f(x_k)$,
4: Set $u_k = x_{k+1} - x_k$,
5: Compute $G_{k+1} = \text{SR1}(A, G_k, u_k)$ (By Eqn. (2.1)).
6: end for

To estimate the convergence rate of Algorithm 1, let us look at the norm of the gradient of $f(x)$, measured with respect to $A$:

$$\lambda_f(x) \triangleq \sqrt{\nabla f(x)^\top A^{-1} \nabla f(x)}, \quad x \in \mathbb{R}^n. \quad (3.2)$$

It is known that Algorithm 1 has at least a linear convergence rate of the standard gradient method based on $\lambda_f(x)$:

Lemma 6. In Algorithm 1, it holds that for $k \geq 0$,

$$A \preceq G_k \preceq \frac{L}{\mu} A \quad \text{and} \quad \lambda_f(x_k) \leq \left(1 - \frac{\mu}{L}\right)^k \lambda_f(x_0). \quad (3.3)$$

Proof. The result $\lambda_f(x_k) \leq (1 - \frac{\mu}{L})^k \lambda_f(x_0)$ has been proved in Theorem 3.1 of Rodomanov & Nesterov (2021c). The result $A \preceq G_k \preceq \frac{L}{\mu} A$ comes from Lemma 1 and the fact that $A \preceq G_0 = L \cdot I \preceq \frac{L}{\mu} A$. \hfill $\square$

Lemma 7 (Lemma 3.2 of Rodomanov & Nesterov (2021a)). Let $k \geq 0$, and let $\eta_k > 1$ be such that $A \preceq G_k \preceq \eta_k A$. Then for the quadratic function, we have that $\lambda_f(x_{k+1}) \leq \left(1 - \frac{1}{\eta_k}\right) \lambda_f(x_k) \leq (\eta_k - 1) \lambda_f(x_k)$.

Furthermore, the Hessian approximation $G_i$'s and direction $u_i$'s have the following property.

Lemma 8. If $u_i^\top (G_i - A) u_i > 0$ for $i = 0, \ldots, k$, where $u_i$ defined in Algorithm 1, then $u_i$'s are linearly independent for $i = 0, \ldots, k$. Furthermore, it holds that

$$Au_i = G_k u_i, \quad i = 0, 1, \ldots, k - 1. \quad (3.4)$$

Proof. Denoting $R_k = G_k - A$, by the update of SR1, we can obtain that

$$R_k = R_{k-1} - \frac{R_{k-1} u_{k-1} u_{k-1}^\top R_{k-1}}{u_{k-1} R_{k-1} u_{k-1}}. \quad (3.5)$$

and

$$R_k u_{k-1} = R_{k-1} u_{k-1} - R_{k-1} u_{k-1} = 0.$$
Thus, we can obtain that
\[ u_{k-1} \in \text{Ker}(R_k) \quad \text{and} \quad \text{Ker}(R_{k-1}) \subseteq \text{Ker}(R_k). \] (3.6)

We prove \( u_i \)'s are linearly independent by contradiction. Without loss of generality, we assume that \( u_k \) can be represented as
\[ u_k = \alpha_0 u_0 + \alpha_1 u_1 + \cdots + \alpha_{k-1} u_{k-1}. \]
Since \( \text{Ker}(R_{k-1}) \subseteq \text{Ker}(R_k) \), we have \( R_k u_k = R_k \alpha_0 u_0 + \alpha_1 u_1 + \cdots + \alpha_{k-1} u_{k-1} = 0 + 0 + \cdots + 0 = 0 \).
This contradicts \( u_k^\top (G_k - A) u_k > 0 \).

We prove Eqn. (3.4) by induction. For \( i = 0 \), we have
\[ G_1 u_0 = \left( G_0 - \frac{(G_0 - A) u_0 u_0^\top (G_0 - A)}{u_0^\top (G_0 - A) u_0} \right) u_0 = G_0 u_0 - (G_0 - A) u_0 = A u_0. \]
Therefore, Eqn. (3.4) holds for \( i = 0 \).
Assuming that Eqn. (3.4) holds for some value \( k - 1 > 1 \) and show that it holds for \( k \). Using this assumption and Eqn. (3.4), we obtain
\[ u_i^\top (A u_{k-1} - G_{k-1} u_{k-1}) = u_i^\top A u_{k-1} - u_i^\top A u_{k-1} = 0, \quad \text{all} \ i < k - 1. \]
Thus, using the update of SR1, we have
\[ G_k u_i = G_{k-1} u_i = A u_i, \quad \text{for all} \ i < k - 1. \]
The update rule of SR1 guarantees that \( G_k u_{k-1} = A u_{k-1} \), thus, Eqn. (3.4) holds when \( k - 1 \) is replaced by \( k \).

Now we are going to establish the superlinear convergence of Algorithm 1. First, we will work with the trace potential function \( \sigma(A, G_k) \) defined by Eqn. (2.3). Note that this is possible because \( A \preceq G_k \) in view of Eqn. (3.3).

**Theorem 1.** Let \( f(x) \) be quadratic and initial Hessian approximation \( A \preceq G_0 \). If \( u_i^\top (G_i - A) u_i > 0 \) for \( i = 0, \ldots, k \), where \( u_i \) defined in Algorithm 1. Then for all \( k \geq 0 \), the sequence \( \{x_k\} \) generated via Algorithm 1 satisfies that
\[
\begin{align*}
\lambda_f(x_k) &\leq \prod_{j=1}^{k} \left( 1 - \frac{\lambda_{\min} (G_{j-1} - A)}{\sum_{i=1}^{n-j+1} \lambda_i (G_{j-1} - A)} \right) \cdot \frac{\text{tr}(G_0 - A)}{\mu} \cdot \lambda_f(x_0) \\
&\leq \prod_{j=1}^{k} \left( 1 - \frac{1}{(n-j+1) \cdot \kappa(G_0 - A)} \right) \frac{\text{tr}(G_0 - A)}{\mu} \cdot \lambda_f(x_0). \tag{3.8}
\end{align*}
\]

Letting \( k > 1 \) be the first index such that \( u_k^\top (G_k - A) u_k = 0 \), then \( x_{k+1} \) of Algorithm 1 is the minimizer of \( f(x) \).
Proof. By the update of SR1, Eqn. (3.5) and (3.6) hold. Once $u_i^T(G_i - A)u_i > 0$ for $i = 0, \ldots, k$, Lemma 8 shows that $u_i$’s are linear independent for $i = 0, \ldots, k$. Thus, the dimension of Ker$(R_k)$ increases at least by 1 for each iteration. By Lemma 2, we can obtain that

$$
\sigma(A, G_k) \leq \left(1 - \frac{\lambda_{\min}(G_{k-1} - A)}{\sum_{i=1}^{n-k+1} \lambda_i(G_{k-1} - A)}\right) \cdot \sigma(A, G_{k-1})
$$

$$
\leq \prod_{j=1}^{k} \left(1 - \frac{\lambda_{\min}(G_{j-1} - A)}{\sum_{i=1}^{n-j+1} \lambda_i(G_{j-1} - A)}\right) \cdot \sigma(A, G_0).
$$

Furthermore, we have

$$
\frac{\lambda_{\min}(G_{j-1} - A)}{\sum_{i=1}^{n-j+1} \lambda_i(G_{j-1} - A)} \geq (n - j)^{-1} \frac{\lambda_{\min}(G_{j-1} - A)}{\lambda_{\max}(G_{j-1} - A)} \geq \frac{1}{(n - j) \cdot \kappa(G_0 - A)}.
$$

By Lemma 7, we can obtain that

$$
\lambda_f(x_k) \leq \prod_{j=1}^{k} \left(1 - \frac{\lambda_{\min}(G_{j-1} - A)}{\sum_{i=1}^{n-j+1} \lambda_i(G_{j-1} - A)}\right) \cdot \frac{\text{tr}(G_0 - A)}{\mu} \cdot \lambda_f(x_0)
$$

$$
\leq \prod_{j=1}^{k} \left(1 - \frac{1}{(n - j + 1) \cdot \kappa(G_0 - A)}\right) \cdot \frac{\text{tr}(G_0 - A)}{\mu} \cdot \lambda_f(x_0).
$$

If $u_k^T(G_k - A)u_k = 0$, then $u_k$ is linearly dependent on $u_i$ for $i = 0, 1, \ldots, k - 1$ by Lemma 8, and $u_k$ can be represented as

$$
u_k = \alpha_0 u_0 + \cdots + \alpha_{k-1} u_{k-1}.
$$

By the definition of $u_k$ in Algorithm 1, we have

$$
G_k^{-1}(\nabla f(x_{k+1}) - \nabla f(x_k)) = G_k^{-1} A u_k
$$

$$
= \alpha_0 G_k^{-1} A u_0 + \cdots + \alpha_{k-1} G_k^{-1} u_{k-1}
$$

$$
= \alpha_0 u_0 + \cdots + \alpha_{k-1} u_{k-1}
$$

$$
= u_k.
$$

Furthermore, by the update of Algorithm 1, we can obtain that $u_k = -G_k^{-1} \nabla f(x_k)$. Thus, we can obtain that

$$
G_k^{-1}(\nabla f(x_k) - \nabla f(x_k)) = -G_k^{-1} \nabla f(x_k),
$$

which, by the nonsingularity of $G_k$, implies that $\nabla f(x_{k+1}) = 0$. Therefore, $x_{k+1}$ is the solution point.

\[\square\]

Corollary 2. Let $f(x)$ be quadratic and initial Hessian approximation $A \preceq G_0$. Then SR1 find the
minimizer of the objective function at most $n$ steps.

Proof. If there exists $k < n$ such that $u_k^\top (G_k - A) u_k = 0$, Theorem 1 shows that $x_{k+1}$ is the minimizer. Thus, SR1 finds the optima no larger than $n$ steps. If there’s no such $k$ that $u_k^\top (G_k - A) u_k = 0$, then when $k = n$, it holds that

$$
\lambda_f(x_n) \leq \prod_{j=1}^{n-1} \left( 1 - \frac{\lambda_{\min}(G_{j-1} - A)}{\sum_{i=1}^{n-j+1} \lambda_i(G_{j-1} - A)} \right) \cdot \left( 1 - \frac{\lambda_{\min}(G_{n-1} - A)}{\lambda_{\max}(G_{n-1} - A)} \right) \cdot \frac{\text{tr}(G_0 - A)}{\mu} \cdot \lambda_f(x_0)
$$

where the last equality is because $G_{n-1} - A$ is of rank 1 which implies $\frac{\lambda_{\min}(G_{n-1} - A)}{\lambda_{\max}(G_{n-1} - A)} = 1$. Thus, SR1 finds the optima at the $n$-th step. 

Remark 1. Eqn. (3.7) and (3.8) of Theorem 1 give the explicit superlinear convergence rate. Corollary 2 shows that SR1 takes at most $n$ steps to find the minimizer of a quadratic function. Theorems 1 also shows that when $u_k^\top (G_k - A) u_k = 0$, $x_{k+1}$ in Algorithm 1 is the minimizer of quadratic function.

Remark 2. Theorem 6.1 of Nocedal & Wright (2006) shows that the vanilla SR1 can solve a quadratic function at most $n$ steps given the condition that $u_k^\top (A - AG_{k-1}^\top A) u_k \neq 0$ for all $k$. In contrast, our results not only show that the SR1 can solve a quadratic function at most $n$ steps but provide an explicit superlinear convergence rate. Furthermore, the convergence results in Theorem 1 does not need extra assumption $u_k^\top (A - AG_{k-1}^\top A) u_k \neq 0$ for all $k$.

Remark 3. Our SR1 algorithm requires the initial Hessian approximation $G_0$ should satisfy $A \preceq G_0$. This simple restriction can effectively solve the problem that there is no symmetric rank-1 update that satisfies the secant equation. As a result, our analysis in Theorem 1 does not require extra assumption $u_k^\top (A - AG_{k-1}^\top A) u_k \neq 0$. In contrast, once $u_k^\top (G_k - A) u_k = 0$, Theorem 1 concludes that $x_{k+1}$ is minimizer of the objective function without the concern that there is no symmetric rank-1 update that satisfies the secant equation.

By Lemma 5, we can obtain another explicit convergence rate of SR1 for the quadratic function.

**Theorem 3.** Letting $f(x)$ be quadratic, then for all $k \geq 0$, the sequence $\{x_k\}$ generated via Algorithm 1 satisfies that

$$
\lambda_f(x_k) \leq \left( e^{\frac{2}{\mu}} \ln \frac{L}{\mu} - 1 \right)^{k/2} \cdot \lambda_f(x_0).
$$

Proof. Denote that $V_i = V(A, G_i)$, $\nu_i = \nu(A, G_i, u_i)$, and $g_i \triangleq \|\nabla f(x_i)\|_{G_i^{-1}}$. Then we have

$$
V_i - V_{i+1} \geq \ln(1 + \nu_i^2).
$$
Summing up, we can obtain
\[
\sum_{i=0}^{k-1} \ln(1 + \nu_i^2) \leq V_0 - V_k \leq V_0 = V(A, G_0) \leq n \ln \kappa.
\]

The last inequality is because \(V_k = \ln \det(A^{-1} G_k) \geq 0\) since \(A \preceq G_k\).

Hence, by the convexity of function \(t \mapsto \ln(1 + e^t)\), we obtain that
\[
\frac{n}{k} \ln \kappa \geq \frac{1}{k} \sum_{i=0}^{k-1} \ln(1 + (\nu_i^2)) = \frac{1}{k} \sum_{i=0}^{k-1} \ln \left(1 + e^{\ln \nu_i^2}\right)
\geq \ln \left(1 + e^{\frac{1}{k} \sum_{i=0}^{k-1} \ln(\nu_i^2)}\right) = \ln \left(1 + \left[\prod_{i=0}^{k-1} \nu_i^2\right]^{1/k}\right).
\]

Moreover, for all \(0 \leq i \leq k - 1\), we have
\[
\nu_i^2 \geq \frac{u_i^\top (G_i - A) G_{i+1}^{-1} (G_i - A) u_i}{u_i^\top G_i u_i} = \frac{g_{i+1}^2}{g_i^2},
\]
where the last equality is because \(G_i u_i = -\nabla f(x_i)\) and \(A u_i = \nabla f(x_{i+1}) - \nabla f(x_i)\). Hence,
\[
\frac{n}{k} \ln \kappa \geq \ln \left(1 + \left[\prod_{i=0}^{k-1} \frac{g_{i+1}^2}{g_i^2}\right]^{2/k}\right) = \ln \left(1 + \left[\frac{g_k}{g_0}\right]^{2/k}\right).
\]

Rearranging, we obtain
\[
g_k \leq \left(e^{\frac{n}{k} \ln \frac{g_0}{g_0}} - 1\right)^{k/2} g_0.
\]

Finally, by the definition of \(\lambda_f(x_i)\) and \(g_i\), we can obtain that
\[
\lambda_f(x_k) \leq \sqrt{\frac{L}{\mu}} \cdot g_k \quad \text{and} \quad g_0 \leq \lambda_f(x_0),
\]
since \(A^{-1} \preceq \frac{L}{\mu} G_i^{-1}\) by (3.3). Therefore, we can obtain
\[
\lambda_f(x_k) \leq \left(e^{\frac{n}{k} \ln \frac{L}{\mu}} - 1\right)^{k/2} \sqrt{\frac{L}{\mu}} \cdot \lambda_f(x_0).
\]

We can observe that the SR1 algorithm will converge superlinearly when \(k > \frac{n \ln \kappa}{\ln 2}\). However, this result is not meaningful since Theorem 1 has shown that SR1 will converge to the optima at most \(n\) steps. On the other hand, Theorem 3 provides the intuition behind the analysis of the local convergence rate of the SR1 algorithm for the general strongly convex function because a general
strongly convex function can be well approximated by a quadratic function in the area near optima.

4 Minimization of General Functions

In this section, we consider a general unconstrained minimization problem defined in Eqn. (1.1) but without the assumption that \( f(x) \) is quadratic. Besides of the assumption (1.2), we also assume that \( f(x) \) is strongly self-concordant with some constant \( M \geq 0 \), that is,

\[
\nabla^2 f(y) - \nabla^2 f(x) \preceq M \| y - x \|_2 \nabla^2 f(w)
\]

for all \( x, y, z, w \in \mathbb{R}^n \). The class of strongly self-concordant functions is recently introduced by Rodomanov & Nesterov (2021a) and has been used in the analysis of Lin et al. (2021); Rodomanov & Nesterov (2021c). Because the strongly self-concordant functions contain at least all strongly convex functions with Lipschitz continuous Hessian, we conduct our analysis on strongly self-concordant functions.

For the \( M \)-strongly self-concordant function, it has the following property.

**Lemma 9** (Lemma 4.1 of Rodomanov & Nesterov (2021a)). Let \( x, y \in \mathbb{R}^n \), and \( r = \| y - x \|_x \). Then,

\[
\frac{\nabla^2 f(x)}{1 + Mr} \preceq \nabla^2 f(y) \preceq (1 + Mr)\nabla^2 f(x).
\]

And for \( J = \int_0^1 \nabla^2 f(x + t(y - x)) \, dt \), we have

\[
\left( 1 + \frac{Mr}{2} \right)^{-1} \nabla^2 f(x) \preceq J \preceq \left( 1 + \frac{Mr}{2} \right) \nabla^2 f(x),
\]

\[
\left( 1 + \frac{Mr}{2} \right)^{-1} \nabla^2 f(y) \preceq J \preceq \left( 1 + \frac{Mr}{2} \right) \nabla^2 f(y).
\]

4.1 SR1 with Correction Strategy

Now, we need to analyze the properties of the Hessian approximation after a quasi-Newton update. Letting \( G_k \) be the current approximation of \( \nabla^2 f(x_k) \), satisfying the condition

\[
J_k \preceq G_k.
\]

However, even Eqn. (4.4) holds, the naive update of SR1 using \( J_k \) and \( u_k \) defined in Algorithm 2

\[
G_{k+1} = \text{SR1}(J_k, G_k, u_k),
\]

may still violate that

\[
J_{k+1} \preceq G_{k+1}.
\]
In fact, $G_{k+1}$ may be not positive definite. Thus, there maybe exists such $u_{k+1}$ that $u_{k+1}^T (G_{k+1} - J_{k+1}) u_{k+1} = 0$ but $G_{k+1} u_{k+1} \neq J_{k+1} u_{k+1}$ which implies the ill-condition case that there is no symmetric rank-one updating formula satisfying the secant equation. This problem is an important reason why the SR1 algorithm may suffer from numerical instability. More detailed discussion can refer to Chapter 6.2 of Nocedal & Wright (2006).

To conquer the numerical instability, the skipping strategy is very important in the practical implementation of SR1 which skips the SR1 update when $u_k^T (G_k - J_k) u_k$ is sufficiently small. In this paper, to avoid the problem that the condition $G_{k+1} \succeq J_{k+1}$ may be violated and make the SR1 algorithm more numerically stable, we apply the correction strategy introduced in the work of Rodomanov & Nesterov (2021a). That is, we set $\tilde{G}_k = (1 + \delta_k) G_k$ with $\delta_k \geq 0$ and replace $G_k$ with $\tilde{G}_k$ in Eqn. (4.5) to update $G_{k+1}$. Specifically, we set

$$\delta_k = \left( 1 + \frac{Mr_{k-1}}{2} \right) \left( 1 + \frac{Mr_k}{2} \right), \text{ with } r_k = \|u_k\|_{x_k}.$$ 

We describe our SR1 update with correction strategy (referred as SR1-CS) to solve general convex and smooth functions in Algorithm 2. Please note that $J_k$ in Step 6 of Algorithm 2 is not explicitly computed but only for the convergence analysis because

$$J_k u_k = \nabla f(x_{k+1}) - \nabla f(x_k),$$

which is just the difference of the successive gradients. Thus, Algorithm 2 equals to the vanilla SR1 algorithmic procedure except the correction strategy.

| Algorithm 2 | SR1 Update with Correction Strategy for General Unconstrained Minimization |
|-------------|---------------------------------------------------------------------------|
| 1: Initialization: Choose $x_0$, and set $G_0 = L \cdot I$, $r_{-1} = 0$. |
| 2: for $k = 0, 1, \ldots, K$ do |
| 3: Update $x_{k+1} = x_k - G_k^{-1} \nabla f(x_k)$, |
| 4: Set $u_k = x_{k+1} - x_k$, |
| 5: Compute $r_k = \|u_k\|_{x_k}$, and $\tilde{G}_k = \left( 1 + \frac{Mr_{k-1}}{2} \right) \left( 1 + \frac{Mr_k}{2} \right) G_k$. |
| 6: Denote $J_k = \int_0^1 \nabla^2 f(x_k + tu_k) \ dt$ , |
| 7: Compute $G_{k+1} = \text{SR1}(J_k, \tilde{G}_k, u_k)$ (By Eqn. (2.1)). |
| 8: end for |

### 4.2 Explicit Superlinear Convergence Rate

To measure the convergence of Algorithm 2, we define the local norm of the gradient which is widely used in the convergence analysis of second order methods (Rodomanov & Nesterov, 2021a; Lin et al., 2021; Boyd et al., 2004):

$$\lambda_f(x) \triangleq \left( \nabla f(x), \left[ \nabla^2 f(x) \right]^{-1} \nabla f(x) \right)^{1/2}.$$ (4.6)
Note that \( \lambda_f(x) \) in above equation is almost the same to the one in Eqn. (3.2) except \( \nabla^2 f(x) \) equals to \( A \). Using \( \lambda_f(x) \), we can estimate the progress of a general quasi-Newton step.

**Lemma 10** (Lemma 4.2 of Rodomanov & Nesterov (2021c)). Let \( f(x) \) be \( M \) strongly self-concordant. In Algorithm 2, for all \( k \geq 0 \) and \( r_k \triangleq \| u_k \|_{x_k} \), we have

\[
\lambda_f(x_{k+1}) \leq \left( 1 + \frac{Mr_k}{2} \right) \theta (J_k, G_k, u_k) \lambda_f(x_k). \tag{4.7}
\]

Furthermore, \( r_k \) and \( \lambda_f(x_k) \) has the following property.

**Lemma 11.** Let \( f(x) \) be \( M \) strongly self-concordant. For \( x_k \) and \( u_k \) in Algorithm 2, denoting \( r_k \triangleq \| u_k \|_{x_k} \) and \( r_{-1} = 0 \), it holds that

\[
r_k \leq \left( 1 + \frac{Mr_{k-1}}{2} \right) \lambda_f(x_k). \tag{4.8}
\]

**Proof.** First, because \( \nabla^2 f(x_0) \preceq G_0 \), then by the definition of \( r_0 \), we have

\[
r_0 = \left\| G_0^{-1} \nabla f(x_0) \right\|_{x_0} = \left( \left\langle \nabla^2 f(x_0), G_0^{-1} \nabla^2 f(x_0) G_0^{-1} \nabla f(x_0) \right\rangle \right)^{1/2} \\
\leq \left( \left\langle \nabla^2 f(x_0), \left( \nabla^2 f(x_0) \right)^{-1} \nabla f(x_0) \right\rangle \right)^{1/2} = \lambda_f(x_0).
\]

Similarly, for \( k \geq 1 \), we have

\[
r_k = \left\| x_{k+1} - x_k \right\|_{x_k} = \left( \left\langle \nabla f(x_k), G_k^{-1} \nabla^2 f(x_k) G_k^{-1} \nabla f(x_k) \right\rangle \right)^{1/2} \\
\leq \left( 1 + \frac{Mr_{k-1}}{2} \right) \left( \left\langle \nabla f(x_k), \nabla^2 f(x_k)^{-1} \nabla f(x_k) \right\rangle \right)^{1/2} = \left( 1 + \frac{Mr_{k-1}}{2} \right) \lambda_f(x_k),
\]

where the inequality is because of \( G_k = \text{SR1}(J_{k-1}, \tilde{G}_{k-1}, u_{k-1}) \) and

\[
G_k \succeq J_{k-1} \overset{(4.3)}{\succeq} \frac{1}{1 + \frac{Mr_{k-1}}{2}} \nabla^2 f(x_k).
\]

Next, we will show if the starting point is sufficiently close to the optima, then the relative eigenvalues of the Hessian approximations \( G_k \) with respect to the integral Hessians \( J_k \) are always located between 1 and \( \frac{L}{\mu} \), up to some small numerical constants.

**Theorem 4.** Suppose \( x_0 \) in Algorithm 2 satisfy

\[
M \lambda_0 \leq \frac{\ln 3}{4\kappa} \text{ with } \kappa \triangleq \frac{L}{\mu}. \tag{4.9}
\]
Denoting $\lambda_k \triangleq \lambda_f(x_k)$, then for all $k \geq 0$, we have

$$J_{k-1} \preceq G_k \preceq \xi_k \kappa J_{k-1},$$  \hfill (4.10)

$$e^{Mr_{k-1}/2} \lambda_k \leq \left(1 - \frac{1}{2\kappa}\right)^k \lambda_0$$  \hfill (4.11)

$$r_k \leq \left(1 - \frac{1}{2\kappa}\right)^k \lambda_0,$$  \hfill (4.12)

and

$$\xi_k = e^M \sum_{i=0}^{k-1} (r_{i-1} + r_i) \leq \frac{3}{2},$$  \hfill (4.13)

where $r_i = \|u_i\|_{x_i}$, $J_{-1} = \nabla^2 f(x_0)$, $r_{-1} = 0$, $\xi_0 = 1$.

\textbf{Proof.} We will prove these results by induction. For $k = 0$, Eqn. (4.10) holds by $J_{-1} = \nabla^2 f(x_0)$ and $G_0 = L \cdot I$. Eqn. (4.12) holds because of Eqn. (4.8) and $r_{-1} = 0$. Eqn. (4.11) and (4.13) hold trivially.

We assume that Eqn. (4.10)-(4.13) hold for $0 \leq j \leq k$. We first prove Eqn. (4.10) and (4.13). We have

$$J_{k-1} \overset{(4.3)}{=} \left(1 + \frac{Mr_{k-1}}{2}\right)^{-1} \nabla^2 f(x_k) \overset{(4.2)}{\succeq} \left(1 + \frac{Mr_{k-1}}{2}\right)^{-1} \left(1 + \frac{Mr_k}{2}\right)^{-1} J_k.$$  \hfill (4.14)

Similarly, we have

$$J_{k-1} \preceq \left(1 + \frac{Mr_{k-1}}{2}\right) \nabla^2 f(x_k) \preceq \left(1 + \frac{Mr_{k-1}}{2}\right) \left(1 + \frac{Mr_k}{2}\right) J_k.$$  \hfill (4.15)

Combining with Eqn. (4.10), we can obtain that

$$\frac{1}{\left(1 + \frac{Mr_k}{2}\right) \left(1 + \frac{Mr_{k-1}}{2}\right)} J_{k-1} \preceq G_k \preceq \xi_k \kappa J_{k-1} \left(1 + \frac{Mr_{k-1}}{2}\right) \left(1 + \frac{Mr_k}{2}\right).$$  \hfill (4.16)

Thus, it holds that $\tilde{G}_k \succeq J_k$. By Lemma 1, we can obtain that

$$J_k \preceq \tilde{G}_{k+1} \preceq \xi_k \kappa J_k \left(1 + \frac{Mr_{k-1}}{2}\right)^2 \left(1 + \frac{Mr_k}{2}\right)^2 = \xi_{k+1} \kappa J_k.$$  \hfill (4.17)

Hence,

$$\xi_{k+1} \leq \xi_k \left(1 + \frac{Mr_{k-1}}{2}\right)^2 \left(1 + \frac{Mr_k}{2}\right)^2 \leq e^M \sum_{i=0}^{k-1} (r_{i-1} + r_i) \xi_0$$

$$\leq e^{4M} \sum_{i=0}^{k-1} r_i \leq e^{4\kappa M \lambda_0} \leq \frac{3}{2}.$$  \hfill (4.18)

Therefore, Eqn. (4.10) and Eqn. (4.13) are satisfied for $k + 1$. 
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Moreover, by Eqn. (4.15), we can obtain that

\[-\alpha_k G_k \preceq G_k - J_k \preceq \beta_k G_k,
\]

with

\[
\alpha_k = \left(1 + \frac{Mr_k}{2}\right) \left(1 + \frac{Mr_{k-1}}{2}\right) - 1, \quad \beta_k = 1 - \frac{1}{\kappa \xi_k \left(1 + \frac{Mr_{k-1}}{2}\right) \left(1 + \frac{Mr_k}{2}\right)}.
\] (4.17)

Thus,

\[
\theta(J_k, G_k, u_k) \overset{(2.5)}{=} \left(\frac{u_k^\top (G_k - J_k) J_k^{-1} (G_k - J_k) u_k}{u_k^\top G_k J_k^{-1} G_k u_k}\right)^{1/2} \leq \max \{\alpha_k, \beta_k\}.
\]

By Lemma 10, we have

\[
\lambda_{k+1} \leq \max \{\alpha_k, \beta_k\} \left(1 + \frac{Mr_k}{2}\right) \lambda_k \leq e^{\frac{Mr_k}{2}} \max \{\alpha_k, \beta_k\} \cdot \lambda_k.
\]

Furthermore, we have

\[
e^{Mr_k} \alpha_k \overset{(4.17)}{=} e^{Mr_k} \left[ \frac{Mr_k}{2} + \frac{Mr_{k-1}}{2} + \frac{Mr_k}{2} \cdot \frac{Mr_{k-1}}{2} \right] \overset{(4.12)}{\leq} e^{Mr_k} (2M\lambda_0) \leq 2e^{M\lambda_0} M\lambda_0 \overset{(4.9)}{\leq} \left(\frac{3}{2}\right)^{\frac{1}{1/4\kappa}} \cdot \ln \left(\frac{3}{2}\kappa\right) \leq 1 - \frac{1}{2\kappa}.
\]

\[
e^{Mr_k} \beta_k \overset{(4.17)}{=} e^{Mr_k} \left[ 1 - \frac{1}{\kappa \xi_k \left(1 + \frac{Mr_{k-1}}{2}\right) \left(1 + \frac{Mr_k}{2}\right)} \right] \leq e^{M\lambda_0} \left[ 1 - \frac{2}{3\kappa e^{M\lambda_0}} \right] = e^{M\lambda_0} - \frac{2}{3\kappa} \overset{(4.9)}{\leq} \left(\frac{3}{2}\right)^{1/\kappa} - \frac{2}{3\kappa} \leq 1 + \frac{1}{8\kappa} - \frac{2}{3\kappa} \leq 1 - \frac{1}{2\kappa}.
\]

Therefore,

\[
e^{Mr_{k+1}/2} \lambda_{k+1} \leq e^{Mr_k} \max \{\alpha_k, \beta_k\} \lambda_k \leq \left(1 - \frac{1}{2\kappa}\right) \lambda_k \leq \left(1 - \frac{1}{2\kappa}\right) e^{Mr_{k-1}/2} \lambda_k \leq \left(1 - \frac{1}{2\kappa}\right)^{k+1} \lambda_0.
\] (4.18)

That is Eqn. (4.11) holds for \(k + 1\).

Finally, we will prove Eqn. (4.12) holds for \(k + 1\) and we have

\[
r_{k+1} \overset{(4.8)}{\leq} \left(1 + \frac{Mr_k}{2}\right) \lambda_f(x_{k+1}) \leq e^{Mr_k/2} \lambda_f(x_{k+1}) \overset{(4.18)}{\leq} \left(1 - \frac{1}{2\kappa}\right)^{k+1} \lambda_0.
\]

Thus, Eqn. (4.12) also holds for \(k + 1\). This concludes the proof.
Theorem 4 directly implies that $J_k \preceq \tilde{G}_k$ which is the key in our correction strategy.

**Corollary 5.** Suppose $x_0$ in Algorithm 2 satisfy Eqn. (4.9), then it holds that

$$J_k \preceq \tilde{G}_k, \quad G_k \preceq 3\kappa \cdot \nabla^2 f(x_k).$$

**(4.19)**

**Proof.** First, we have

$$J_{k-1} \preceq \left(1 + \frac{Mr_{k-1}}{2}\right)^{-1} \nabla^2 f(x_k) \preceq \left(1 + \frac{Mr_{k-1}}{2}\right)^{-1} \left(1 + \frac{Mr_k}{2}\right)^{-1} J_k.$$

Combining with Eqn. (4.10), we can obtain that

$$\frac{1}{(1 + Mr_k)} \left(1 + \frac{Mr_{k-1}}{2}\right) J_k \preceq G_k.$$

Using the definition $\tilde{G}_k \triangleq \left(1 + \frac{Mr_k}{2}\right) \left(1 + \frac{Mr_{k-1}}{2}\right) G_k$, we can obtain the first result.

Second, by Eqn. (4.10) and (4.14), we can obtain

$$G_k \preceq \xi_k \kappa J_{k-1} \preceq \xi_k \left(1 + \frac{Mr_{k-1}}{2}\right) \kappa \nabla^2 f(x_k) \preceq 3\kappa \cdot \nabla^2 f(x_k),$$

which concludes the proof. \qed

Based on above results, we are ready to give the superlinear convergence rate of SR1 with correction strategy (Algorithm 2).

**Theorem 6.** Suppose that the initial point $x_0$ is chosen sufficiently close to the solution,

$$M\lambda_0 \leq \frac{\ln \frac{3}{2}}{4\kappa}.$$

Then, for all $k \geq 1$, Algorithm 2 satisfies

$$\lambda_f(x_k) \leq \left(e^{\frac{2\ln(\kappa_0)}{k}} - 1\right)^{k/2} \sqrt{3\kappa} \cdot \lambda_f(x_0).$$

**(4.20)**

**Proof.** Denote

$$a_k \triangleq \left(1 + \frac{Mr_{k-1}}{2}\right) \left(1 + \frac{Mr_k}{2}\right) \quad \text{and} \quad g_k \triangleq \|\nabla f(x_k)\|_{G_k^{-1}}.$$

Then it holds that

$$a_k - 1 = \frac{Mr_{k-1}}{2} + \frac{Mr_k}{2} + \frac{Mr_{k-1}}{2} \cdot \frac{Mr_k}{2} \overset{(4.12)}{\leq} \left(1 - \frac{1}{2\kappa}\right)^{k-1} 2M\lambda_0 \leq \left(1 - \frac{1}{2\kappa}\right)^{k-1} \frac{\ln \frac{3}{2}}{2\kappa}.$$

**(4.22)\**
Thus, $a_k$ satisfies
\[ 1 \leq a_k \leq \frac{3}{2}. \tag{4.23} \]

First, by Eqn. (4.19), we can obtain that $\tilde{G}_k \succeq J_k$. By Lemma 1, we can obtain that $G_{k+1} \succeq J_k$. Thus, we can obtain that
\[ V(J_k, \tilde{G}_k) - V(J_k, G_{k+1}) \overset{(2.6)}{=} \ln \left( 1 + \nu(J_k, \tilde{G}_k, u_k)^2 \right). \]

Moreover, note that
\[
\nu(J_k, \tilde{G}_k, u_k)^2 \overset{(2.8)}{\geq} \frac{u_k^\top (\tilde{G}_k - J_k) G_{k+1}^{-1} (\tilde{G}_k - J_k)}{u_k^\top \tilde{G}_k u_k} \\
= \frac{u_k^\top (G_k - J_k) G_{k+1}^{-1} (G_k - J_k) u_k}{u_k^\top \tilde{G}_k u_k} + 2(a_k - 1) \frac{u_k^\top G_k G_{k+1}^{-1} (G_k - J_k) u_k}{u_k^\top \tilde{G}_k u_k} \\
+ \frac{(a_k - 1)^2 u_k^\top G_k G_{k+1}^{-1} G_k u_k}{u_k^\top \tilde{G}_k u_k} \\
\geq \frac{u_k^\top (G_k - J_k) G_{k+1}^{-1} (G_k - J_k) u_k}{u_k^\top \tilde{G}_k u_k} - 2(a_k - 1) \frac{u_k^\top G_k G_{k+1}^{-1} J_k u_k}{u_k^\top \tilde{G}_k u_k} \\
+ \frac{(a_k - 1)^2 u_k^\top G_k G_{k+1}^{-1} J_k u_k}{u_k^\top \tilde{G}_k u_k}.
\]

Furthermore, from SR1 update in Algorithm 1, we have $G_{k+1} u_k = J_k u_k$, thus
\[ u_k^\top \tilde{G}_k G_{k+1}^{-1} J_k u_k = u_k^\top \tilde{G}_k u_k. \]

Therefore, we can obtain that
\[
\nu(J_k, \tilde{G}_k, u_k)^2 \geq \frac{u_k^\top (G_k - J_k) G_{k+1}^{-1} (G_k - J_k) u_k}{a_k u_k^\top \tilde{G}_k u_k} - \frac{2(a_k - 1)}{a_k} \frac{g_{k+1}^2}{a_k g_k^2} - \frac{2(a_k - 1)}{a_k}. \tag{4.24}
\]

where the last equality is because $G_k u_k = -\nabla f(x_k)$, $J_k u_k = \nabla f(x_{k+1}) - \nabla f(x_k)$ and definition of $g_k$ (by Eqn. (4.21)).

Consequently, we can obtain that
\[
V(J_k, \tilde{G}_k) - V(J_k, G_{k+1}) \geq \ln \left( 1 + \frac{1}{a_k} \cdot \frac{g_{k+1}^2}{g_k^2} - \frac{2(a_k - 1)}{a_k} \right). \tag{4.24}
\]
Furthermore, we have
\[ V(J_k, G_{k+1}) - V(J_k, \tilde{G}_{k+1}) = \ln \det(J_k^{-1} G_{k+1}) - \ln \det(a_k J_k^{-1} G_{k+1}) = -n \ln(a_k+1), \quad (4.25) \]
and
\[ V(J_k, \tilde{G}_{k+1}) - V(J_{k+1}, \tilde{G}_{k+1}) = \ln \det(J_k^{-1} \tilde{G}_{k+1}) - \ln \det(J_{k+1}^{-1} \tilde{G}_{k+1}) \geq -n \ln(a_k+1). \quad (4.26) \]

Therefore, we obtain
\[ V(J_k, G_k) - V(J_{k+1}, \tilde{G}_{k+1}) \geq \ln \left( 1 + \frac{1}{a_k} \cdot \frac{g_{k+1}^2}{g_k^2} - \frac{2(a_k - 1)}{a_k} \right) - 2n \ln(a_k+1) \]

\[ = \ln \left( 2 - a_k + \frac{g_{k+1}^2}{g_k^2} \right) - 2n \ln(a_k+1) - \ln a_k \]

\[ \geq \ln \left( \frac{1}{2} + \frac{g_{k+1}^2}{g_k^2} \right) - 2n \ln(a_k+1) - \ln a_k \]

\[ = \ln \left( 1 + \frac{2g_{k+1}^2}{g_k^2} \right) - 2n \ln(a_k+1) - \ln(2a_k). \]

Summing up the above equation, we can obtain that
\[ \sum_{i=0}^{k-1} \ln \left( 1 + \frac{2g_{i+1}^2}{g_i^2} \right) \]

\[ \leq \sum_{i=0}^{k-1} \left[ V(J_i, \tilde{G}_i) - V(J_{i+1}, \tilde{G}_{i+1}) + 2n \ln(a_{i+1}) + \ln(2a_i) \right] \]

\[ = V(J_0, \tilde{G}_0) - V(J_k, \tilde{G}_k) + 2n \sum_{i=1}^{k} (a_i - 1) + n \ln 2 + \sum_{i=0}^{k-1} (a_i - 1) \]

\[ \leq V(J_0, \tilde{G}_0) + 2n \ln \frac{3}{2} + n \ln 2 + \ln \frac{3}{2} \]

\[ \leq V(J_0, \tilde{G}_0) + 2n. \]

Since \( \mu \cdot I \preceq J_0 \), and \( \tilde{G}_0 = \left( 1 + \frac{M_{\mu a}}{2} \right) G_0 \leq \frac{9n}{8} \cdot I \), we can obtain that
\[ \sum_{i=0}^{k-1} \ln \left( 1 + \frac{2g_{i+1}^2}{g_i^2} \right) \leq \frac{9n}{8} \ln \kappa + 2n \leq 2n \ln(\epsilon \kappa). \]
By the convexity of function \( t \mapsto \ln(1 + e^t) \), it holds that

\[
\frac{2n \ln(e\kappa)}{k} \geq \frac{1}{k} \sum_{i=0}^{k-1} \ln \left( 1 + \frac{2g_{i+1}^2}{g_i^2} \right) = \frac{1}{k} \sum_{i=0}^{k-1} \ln \left( 1 + e^{\ln(2g_{i+1}^2/g_i^2)} \right) \\
\geq \ln \left( 1 + e^{\frac{1}{k} \sum_{i=0}^{k-1} \ln(2g_{i+1}^2/g_i^2)} \right) = \ln \left( 1 + e^{\frac{1}{k} \ln(2g_{k+1}^2/g_0^2)} \right) \\
= \ln \left( 1 + 2 \frac{g_k^2}{g_0^2} \right)^{1/k}
\]

Rearranging the above equation, we can obtain that

\[
g_k \leq \left( e^{\frac{2n \ln(e\kappa)}{k}} - 1 \right)^{k/2} g_0.
\]

Finally, we have

\[
\lambda_f(x_k) \overset{(4.19)}{\leq} \sqrt{3\kappa} \cdot g_k, \text{ and } g_0 \leq \lambda_f(x_0).
\]

Therefore, we can obtain that

\[
\lambda_f(x_k) \leq \left( e^{\frac{2n \ln(e\kappa)}{k}} - 1 \right)^{k/2} \sqrt{3\kappa} \cdot \lambda_f(x_0).
\]

Next, we give the following corollary which provides a more clear convergence rate description.

**Corollary 7.** For all \( k > \frac{4n \ln(e\kappa)}{\ln 2} \), Algorithm 2 satisfies that

\[
\lambda_f(x_k) \leq \left( \frac{4n \ln(e\kappa)}{k} \right)^{k/2} \sqrt{3\kappa} \cdot \lambda_f(x_0).
\]

**Proof.** Since \( e^t \leq \frac{1}{1-t} = 1 + \frac{t}{1-t} \) for all \( t < 1 \), we have, for all \( k > \frac{4n \ln(e\kappa)}{\ln 2} \),

\[
e^{\frac{2n \ln(e\kappa)}{k}} - 1 \leq \frac{2n \ln(e\kappa)/k}{1 - 2n \ln(e\kappa)/k} \leq \frac{4n \ln(e\kappa)}{k}.
\]

Combining with Eqn. (4.20), we obtain the result.

**Remark 4.** The main proofs in this section are similar to ones of Rodomanov \& Nesterov (2021b) and we adopt the main idea of Rodomanov \& Nesterov (2021b) which proved convergence rates of quasi-Newton in the restricted Broyden family to prove the convergence rate of the SR1 algorithm. However, our work is not a simple extension of Rodomanov \& Nesterov (2021b).

First and the most important, because the SR1 algorithm does not belong to the restricted Broyden family, the nice properties holding for quasi-Newton in the restricted Broyden family may no
longer hold for the SR1 algorithm. This is the reason why there’s even no local superlinear result of SR1 similar with the ones of BFGS and DFP (Nocedal & Wright, 2006). A simple extension of Rodomanov & Nesterov (2021b) to the SR1 algorithm can not obtain the results in this paper.

Thus, we introduce the measure function Eqn. (2.5) whose key ingredient is a factor in the inverse update of SR1. This is the key to our convergence analysis and is the main difference between the proofs in this paper and ones of Rodomanov & Nesterov (2021b).

Second, to conquer the problem that the SR1 algorithm may suffer from the ill-posed case that there is no symmetric rank-one updating formula satisfying the secant equation, we introduce the correction strategy which is not used in the classical quasi-Newton methods in Rodomanov & Nesterov (2021b). Accordingly, this causes several important differences in proofs compared with the ones of Rodomanov & Nesterov (2021b).

4.3 Stability of SR1 with Correction Strategy

In Section 4.1, we give the reason why we need to introduce the correction strategy. Now, we will mathematically show the advantages of correction strategy. Even for a convex quadratic function, the vanilla SR1 algorithm maybe have steps on which there is no symmetric rank-1 update that satisfies the secant equation. That is, it holds that $(J_k - G_k)u_k \neq 0$ but $u_k^T (J_k - G_k)u_k = 0$ (refer to Chapter 6.2 of Nocedal & Wright (2006)). This will cause numerical instabilities and even breakdown of the SR1. However, this unwanted situation will not happen for our SR1-CS. This is because the positive semi-definiteness of $G_k - J_k$ in SR1-CS guarantees that once $u_k^T (G_k - J_k)u_k = 0$, then it holds that $G_k u = J_k u$, that is the updating formula is simply $G_{k+1} = G_k$. We summarize above propositions as follows.

**Proposition 1.** If $u_k^T (G_k - J_k)u_k = 0$, then it holds that $(G_k - J_k)u_k = 0$. The SR1 update rule conducts that $G_{k+1} = \tilde{G}_k$.

**Proof.** Since $\tilde{G}_k - J_k$ is positive semi-definite, then we and represent that $\tilde{G}_k - J_k = LL^T$. Then $u_k^T (G_k - J_k)u_k = 0$ implies $u_k^T LL^T u_k = 0$ which leads to $L^T u_k = 0$. By Theorem 7.2.7 of Horn & Johnson (2012), we can obtain that $(\tilde{G}_k - J_k)u_k = 0$. In this case, by Eqn. (2.1), we can obtain that $G_{k+1} = SR1(J_k, G_k, u_k) = \tilde{G}_k$. 

5 Numerical Experiments

In Section 4, we propose to use the correction strategy to make the vanilla SR1 more numerically stable. Thus, we will empirically validate this point and study how correction strategy affects the convergence properties of SR1 in this section.

We conduct experiments on the widely used logistic regression defined as follows:

$$f(x) = \frac{1}{m} \sum_{i=1}^{m} \log[1 + \exp(-b_i \langle a_i, x \rangle)] + \frac{\gamma}{2} \|x\|^2,$$

where $a_i \in \mathbb{R}^n$ is the $i$-th input vector, $b_i \in \{-1, 1\}$ is the corresponding label, and $\gamma \geq 0$ is the regularization parameter. In our experiments, we set $\gamma = \frac{1}{10m}$. We conduct experiments on four
datasets ‘mushrooms’, ‘a9a’, ‘w8a’, and ‘madelon’. Because the exact value $M$ in Eqn. (4.1) is commonly unknown, we set different values of $M$ to evaluate how correction strategy affects the convergence rate of our modified SR1 (referred as SR1_CS). We compare SR1_CS of different $M$’s with the vanilla SR1 algorithm (referred as SR1). To simulate the local convergence, we use the same initialization after running three standard Newton steps to make $f(x_0) - f(x^*)$ small enough.

We report the experiment result in Figure 1. We can observe that our modified SR1 algorithm with the correction strategy can effectively improve the numerical stability of SR1. This phenomenon is more obvious when $M$ is large. By the correction strategy, SR1_CS commonly converges stably especially when $x_k$ is close to the optima. In contrast, vanilla SR1 suffers from instabilities even $x_k$ is close to the optima. This can be clearly observed from Figure 1.

Figure 1 also shows that the numerical stability brought by the correction strategy is at the expense of the fast convergence rate. A large $M$ commonly leads to a stable convergence property. However, a large $M$ will lead to a slow convergence rate. Whatever, our SR1_CS can still achieve superlinear convergence rates no matter the value of $M$. Our experiment results show that for the
logistic regression, $M = 1$ is commonly a good choice which can help to achieve numerical stability but keeps a fast convergence rate.

6 Discussion

Let us compare the convergence rates obtained in this paper with the previously known ones of quasi-Newton recently obtained in (Rodomanov & Nesterov, 2021a,b,c; Lin et al., 2021). We mainly discuss the general strongly convex function case since for the quadratic function, all SR1 algorithms run at most $n$ steps while other quasi-Newton methods such as DFP and BFGS commonly require much more steps.

First, let us consider the starting moment of superlinear convergence. Our SR1 algorithm with the correction strategy starts its superlinear convergence after

$$K_{\text{SR1, CS}}^0 = \frac{2n \ln(e\kappa)}{\ln 2},$$

steps by Theorem 6. We first compare our result with the greedy and randomized quasi-Newton methods proposed and analyzed in (Rodomanov & Nesterov, 2021a; Lin et al., 2021). These methods also apply the correction strategy. For the greedy SR1 and randomized SR1, their starting moment is (Lin et al., 2021)

$$K_{\text{greedy, SR1}}^0 = 4 \max\{n, \kappa\} \ln(2n\kappa).$$

For the randomized BFGS (rand_BFGS), its starting moment is (Lin et al., 2021)

$$K_{\text{rand, BFGS}}^0 = \max\{n, 2\kappa\} \ln(4n\kappa).$$

Comparing Eqn. (6.1) with (6.2) and (6.3), we can observe that our SR1_CS starts much earlier than the greedy SR1 and randomized BFGS if the condition number $\kappa$ is much larger than the dimension $n$.

Now, we consider the starting moment for classical BFGS and DFP obtained Rodomanov & Nesterov (2021c) but improved in Rodomanov & Nesterov (2021b):

$$K_{\text{BFGS}}^0 = 8n \ln(2\kappa), \quad \text{and} \quad K_{\text{DFP}}^0 = 18n\kappa \ln(2\kappa).$$

Comparing Eqn. (6.1) with (6.4), the starting moment of SR1_CS is a little earlier than the classical BFGS but much earlier than classical DFP.

Now, we will discuss the convergence rates. We will mainly compare the convergence rate of SR1_CS with the ones of the classical BFGS and greedy SR1 because classical DFG converges much slower than BFGS and the greedy SR1 also outperforms or is comparable to other greedy and randomized quasi-Newton methods (Lin et al., 2021). The classical BFGS has the following
convergence rate (Rodomanov & Nesterov, 2021b):

$$\lambda_f(x_k) \leq \left( \frac{5}{2} \left( e^{\frac{13\ln(2\kappa)}{6k}} - 1 \right) \right)^{k/2} \frac{3\kappa}{2} \cdot \lambda_f(x_0).$$

Comparing the above equation with Eqn. (4.20), we can conclude that SR1-CS has a comparable convergence rate with the classical BFGS.

For the greedy SR1, Lin et al. (2021) gave the following convergence rate:

$$\lambda_f(x_{k+1}) \leq 2n\kappa^2 \left( 1 - \frac{1}{n} \right)^k \lambda_f(x_k),$$

which implies that

$$\lambda_f(x) \leq (2n\kappa^2)^k \cdot e^{-\frac{k(k-1)}{2n}} \lambda_f(x_0).$$

We will compare the above rate with the one in Eqn. (4.27). We have

$$\frac{2n\kappa^2 \left( 1 - \frac{1}{n} \right)^k}{\left( \frac{4n\ln(e\kappa)}{k} \right)^{k/2} \sqrt{3\kappa}} = \exp \left\{ -\frac{k(k-1)}{2n} + k \ln(2n\kappa^2) - \frac{k}{2} \ln \left( \frac{4n \ln(e\kappa)}{k} \right) - \frac{\ln 3\kappa}{2} \right\}$$

$$= \exp \left\{ -\frac{k}{2} \left( \frac{k-1}{n} - \ln k \right) + \frac{k}{2} \left( \ln \left( \frac{n \kappa^4}{\ln \kappa + 1} \right) - \ln \left( \frac{4n \ln(e\kappa)}{k} \right) - \ln 3\kappa \right) \right\}$$

$$= \exp \left\{ -\frac{k}{2} \left( \frac{k-1}{n} - \ln k \right) + \frac{k}{2} \left( \ln \left( \frac{n \kappa^4}{\kappa} \right) - \ln 3\kappa \right) \right\}$$

$$\geq \exp \left\{ -\frac{k}{2} \left( \frac{k-1}{n} - \ln k \right) + \frac{k}{2} \left( \ln \left( \frac{n \kappa^2}{3} \right) \right) \right\}$$

$$= \exp \left\{ -\frac{k}{2} \left( \frac{k-1}{n} - \ln k - \ln \left( \frac{n \kappa^2}{3} \right) \right) \right\}.$$

Note that $t - \ln(tn + 1)$ is increasing when $t \geq 1$. Thus when

$$k \geq K \triangleq 3n \ln(2n\kappa) + 1,$$
that is \((k - 1)/n \geq 1\). It holds that

\[
\frac{k - 1}{n} - \ln k = t - \ln(tn + 1) - \ln \left(\frac{n\kappa^2}{3}\right) \\
\geq 3 \ln 2n\kappa - \ln [3n \ln(2n\kappa) + 1] - \ln \left(\frac{n\kappa^2}{3}\right) \\
= \ln \frac{24n^2\kappa}{3n \ln(2n\kappa) + n} \geq \ln \frac{24n^2\kappa}{2n\kappa} = \ln(12n) > 0.
\]

This implies

\[
\frac{2n\kappa^2 \left(1 - \frac{1}{n}\right)^k}{\left(\frac{4n \ln(e\kappa)}{k}\right)^{k/2} \sqrt{3\kappa}} < 1.
\]

Therefore, once the greedy SR1 begins to achieve the superlinear convergence rate, that is \(k \geq K_{\text{greedy}}^{\text{SR1}} \geq K\), the greedy SR1 converges faster than our \(\text{SR1}_{\text{CS}}\).

7 Conclusion

In this paper, we have studied the famous quasi-Newton method: SR1 update, and presented the explicit superlinear convergence rate of the SR1 algorithm which only involves the gradients of the objective function for the first time, to the best of our knowledge. We have shown that the SR1 algorithm with correction strategy has a convergence rate of the form \(\left(\frac{4n \ln(e\kappa)}{k}\right)^{k/2} \sqrt{3\kappa}\) for general smooth strongly convex functions. We also show that the vanilla SR1 algorithm also achieves the superlinear rate and will find the optima at most \(n\) steps for quadratic functions with initial Hessian approximation satisfying \(\nabla^2 f(x) \preceq G_0\). In this paper, the analysis requires that \(G_0 \succeq \nabla^2 f(x_0)\) to obtain the explicit superlinear convergence rate. However, in real applications, even this condition is violated, vanilla SR1 commonly can achieve good performance. To analyze this case, we leave it as the future work.
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