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Abstract

We prove that the heat equation on $\mathbb{R}^d$ is well-posed in certain spaces of functions allowing spatial asymptotic expansions as $|x| \to \infty$ of any a priori given order. In fact, we show that the Laplacian on such function spaces generates an analytic semigroup of angle $\pi/2$ with polynomial growth as $t \to \infty$. Generically, a large class of nonlinear heat flows have equilibrium solutions with spatial asymptotics of the considered type. We provide a simple nonlinear model that features global in time existence with such asymptotics at spatial infinity.

1 Introduction

Consider the initial-value problem for the heat equation on $[0, \infty) \times \mathbb{R}^d$:

$$\begin{cases}
    u_t = \Delta u, & \text{for } t > 0, \; x \in \mathbb{R}^d, \\
    u|_{t=0} = v, & \text{for } x \in \mathbb{R}^d,
\end{cases}$$

(1)

where $v \in CB(\mathbb{R}^d)$, i.e. the continuous, bounded functions on $\mathbb{R}^d$. It is well-known (see e.g. [8, 17]) that the unique solution $u \in CB([0, \infty) \times \mathbb{R}^d)$ of (1) is given by

$$u(x, t) = (S(t)v)(x) := \frac{1}{(4\pi t)^{d/2}} \int_{\mathbb{R}^d} e^{-\frac{|x-y|^2}{4t}} v(y) dy,$$

(2)

and that $u \in C^\infty((0, \infty) \times \mathbb{R}^d)$. However, if $v$ has certain asymptotic properties as $|x| \to \infty$, we are interested to know whether these properties are transmitted to $u(x, t)$. In particular, suppose that $v$ has a partial asymptotic expansion

$$v(x) = b_0(\theta) + \frac{b_1(\theta)}{r} + \cdots + \frac{b_N(\theta)}{r^N} + o\left(\frac{1}{r^N}\right) \quad \text{as } |x| \to \infty,$$

(3)

where $r := |x|$, $\theta := x/|x|$, and the coefficients $b_k$ are continuous functions on the unit sphere $S^{d-1}$. We want to conclude that $u(x, t)$ has a similar expansion with coefficients depending on $t \geq 0$:

$$u(x, t) = a_0(\theta, t) + \frac{a_1(\theta, t)}{r} + \cdots + \frac{a_N(\theta, t)}{r^N} + o\left(\frac{1}{r^N}\right) \quad \text{as } |x| \to \infty,$$

(4)
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such that for any \( \theta \in S^{d-1} \) we have that \( a_k(\theta, t) \to b_k(\theta) \) as \( t \to 0 \). Of course, part of the challenge is to determine the conditions to impose on the coefficients \( b_k(\theta), a_k(\theta, t) \), and also how to handle the remainder term \( \alpha(1/r^N) \). In fact, we want to do more. We want to consider initial conditions \( v \) belonging to a Banach space \( X \) of functions with asymptotic conditions as \( |x| \to \infty \), and show that \( \{S(t)\}_{t \geq 0} \) is an analytic semigroup on \( X \). The semigroup \( S(t) \) also plays a role in the study of nonlinear equations of the form

\[
   u_t = \Delta u + F(u). \tag{5}
\]

In fact, such equations provide a motivation for considering asymptotics of the form (3) since as we shall see below (cf. Theorem 1.3), a large class of equations of the form (5), generically, have \emph{equilibrium solutions} with asymptotics of the form (3).

Let us describe the function spaces that we will consider here; they were studied in more detail in [10], but their relevant properties are summarized in Appendix A. In the following, let \( \mathbb{N} \) denote the natural numbers, \( \mathbb{Z}_{\geq 0} \) denote the nonnegative integers, and \( C^\infty_c(\mathbb{R}^d) \) denote the smooth functions with compact support. Moreover, we let \( \langle x \rangle := \sqrt{1 + |x|^2} \) and \( \chi(r) \) be a \( C^\infty \)-function for \( r \geq 0 \) such that \( \chi(r) = 0 \) for \( 0 \leq r \leq 1 \) and \( \chi(r) = 1 \) for \( r \geq 2 \).

**Definition of \( H^m_{\delta,p}( \mathbb{R}^d ) \).** For \( 1 \leq p < \infty \), \( m \in \mathbb{Z}_{\geq 0} \), and \( \delta \in \mathbb{R} \), define the weighted Sobolev space \( H^m_{\delta,p}( \mathbb{R}^d ) \) to be the closure of \( C^\infty_c( \mathbb{R}^d ) \) in the norm

\[
   \| f \|_{H^m_{\delta,p}} = \sum_{|\alpha| \leq m} \| \langle x \rangle^\delta \partial^\alpha f \|_{L^p}. \tag{6}
\]

(Here we use multi-index notation, i.e. \( \partial^\alpha = \partial_1^{\alpha_1} \cdots \partial_d^{\alpha_d} \) where \( \partial_j := \partial / \partial x_j \) and \( |\alpha| = \alpha_1 + \cdots + \alpha_d \).)

For \( m = 0 \), we write \( L^p_\delta( \mathbb{R}^d ) \) instead of \( H^0_{\delta,p}( \mathbb{R}^d ) \), and for \( \delta = 0 \) we write \( H^m( \mathbb{R}^d ) \) instead of \( H^m_{0,p}( \mathbb{R}^d ) \). We sometimes write \( H^m_{\delta,p} \) instead of \( H^m_{\delta,p}( \mathbb{R}^d ) \).

**Definition of \( \mathbb{A}^m_{N,p} \) and \( \mathbb{A}^m_{N,N} \).** For \( m, N \in \mathbb{Z}_{\geq 0} \) with \( m > d/p \) and \( 1 \leq p < \infty \), let us denote by \( N^* \in \mathbb{Z}_{\geq 0} \) the integer satisfying

\[
   N - 1 < N^* - d/p \leq N, \tag{7}
\]

and define \( \mathbb{A}^m_{N,p} \) to be the space of functions of the form

\[
   v(x) = \chi(r) \left( b_0(\theta) + \cdots + \frac{b_N(\theta)}{r^{N^*}} \right) + f(x) \tag{8}
\]

where \( f \in H^m_{N,p}( \mathbb{R}^d ) \).

We shall call \( b \) the \emph{asymptotic function}, \( b_k \) the \emph{asymptotic coefficients}, and \( f \) the \emph{remainder function}. The restriction (7) guarantees that \( \chi(r)/r^{N^*+1} \in H^m_{N,p}( \mathbb{R}^d ) \) but \( \chi(r)/r^{N^*} \not\in H^m_{N,p}( \mathbb{R}^d ) \),

\[1\]We always have \( N^* \geq N \), but \( N^* = N \) if and only if \( d < p \); this was the case in [9], where \( d = 1 \) and \( p > 1 \).

\[2\]\( H^{1,p}(S^{d-1}) \) denotes the \( L^p \)-based Sobolev space on \( S^{d-1} \) of regularity \( i \geq 0 \).
so the representation \( S \) is unique. Finally, note that the decreasing regularity of the asymptotic coefficients in \([D] \) plays an essential role for proving the results in this paper.

Let us explain why these assumptions guarantee that \( v \in \mathcal{A}^m_{N^p} \) is of the desired form

\[ v(x) = \left( b_0(\theta) + \cdots + b_N(\theta) \right) + o \left( \frac{1}{r^N} \right) \quad \text{as} \quad |x| \to \infty. \]  

(10)

We have assumed \( m > d/p \) because then \( f \in H^m_{N^p}(\mathbb{R}^d) \) implies \( f \) is continuous and satisfies \( f(x) = o(x^{-N}) \) as \( x \to \infty \) (cf. Proposition \( \text{A.1(a)} \) in Appendix A). Moreover, \( N^* \geq N \), so the extra asymptotic terms in \([D] \) can be put into the \( o(1/r^N) \) term in \([10] \). The function space \( \mathcal{A}^m_{N^p} \) becomes a Banach space under the norm

\[ \|v\|_{\mathcal{A}^m_{N^p}} = \sum_{k=0}^{N^*} \|b_k\|_{H^{m+1+N^*-k,p}} + \|f\|_{H^{m,p}}. \]  

(11)

For an integer \( n \) satisfying \( 0 \leq n \leq N \), we denote by \( \mathcal{A}^m_{n,N} \) the closed subspace of \( \mathcal{A}^m_{N^p} \) for which \( b_0 = \cdots = b_{n-1} = 0 \). Note that for \( m > d/p \) the space \( \mathcal{A}^m_{n,N} \) is a Banach algebra (cf. Proposition \( \text{A.2(e)} \)).

We prove the following theorem.

**Theorem 1.1.** Assume \( 1 < p < \infty \), \( N \in \mathbb{Z}_{\geq 0} \), and \( m \in \mathbb{Z}_{\geq 0} \) satisfies \( m > d/p \). Then \([2] \) defines a strongly continuous semigroup on \( \mathcal{A}^m_{N^p} \) that satisfies

\[ \|S(t)v\|_{\mathcal{A}^m_{N^p}} \leq C (1 + t)^\mu \|v\|_{\mathcal{A}^m_{N^p}} \quad \text{for} \quad 0 < t < \infty, \ v \in \mathcal{A}^m_{N^p}, \]  

(12)

where \( \mu := (N + N^* + 2)/2 > 0 \), and is analytic of angle \( \pi/2 \). The generator is \( \Delta \) considered as an unbounded operator on \( \mathcal{A}^m_{N^p} \) with a domain \( D \) that contains \( \mathcal{A}^{m+2}_{N^p} \). Moreover, if \( N \geq 2 \) then the two leading asymptotic coefficients \( a_0(t) \) and \( a_1(t) \) in \([3] \) are independent of \( t \geq 0 \).

**Remark 1.1.** In fact, we prove that the analog of \([12] \) holds in \( \{z \in \mathbb{C} \setminus \{0\} : |\arg z| < \pi/2 - \epsilon \} \) for any \( \epsilon \in (0, \pi/2) \) with a constant depending on \( \epsilon \) but independent on \( m \geq 0 \) (see Theorem \( \text{2.1} \) and Theorem \( \text{3.7} \)).

Note that, by Theorem \( \text{1.1} \) the heat flow \( \{S(t)\}_{t \geq 0} \) on \( \mathcal{A}^m_{N^p} \) preserves the regularity of the asymptotic coefficients of the initial data \( v \in \mathcal{A}^m_{N^p} \) in \([1] \), i.e., if we have in \([2] \) that \( b_k \in H^{m+1+N^*-k,p}(S^{d-1}), 0 \leq k \leq N^* \), then for any \( t \geq 0 \) we have that \( a_k(t) \in H^{m+1+N^*-k,p}(S^{d-1}), 0 \leq k \leq N^* \), for the asymptotic coefficients of the solution \( u(t) \equiv S(t)v \in \mathcal{A}^m_{N^p} \). Moreover, since \( a_0(t) = b_0 \), we see that there is no smoothing in the leading asymptotic term of the solution \( u(t) \) for \( t > 0 \). (In fact, more is true: One can see from the proof of Theorem \( \text{1.1} \) that generically a similar non-smoothing property holds also for the rest of the the asymptotic coefficients \( a_k(t), 1 \leq k \leq N^*, \) of the solution.) That is in striking contrast with the fact that the solution \( u(t) \equiv S(t)v \) of \([1] \) is itself smooth for \( t > 0 \), i.e., \( u(t) \in C^\infty(\mathbb{R}^d) \) for \( t > 0 \). We will call this property of the linear heat flow asymptotic non-smoothing.

In Section \( \text{2} \) we prove Theorem \( \text{1.1} \) with \( H^m_{d,p}(\mathbb{R}^d) \) for \( d \in \mathbb{R} \) in place of \( \mathcal{A}^m_{N^p} \). This result is extended to \( \mathcal{A}^m_{N^p} \) in Section \( \text{3} \).
As mentioned above, in Section 4 we apply Theorem 1.1 to study semilinear heat equations. Rather than considering general conditions under which we have local and global existence in time, we will focus on a case where we have global existence in time and equilibrium solutions with nontrivial asymptotics of the type considered in this paper. In particular, we consider the specific semilinear equation

\[
\begin{aligned}
  \begin{cases}
    u_t = \Delta u + \varphi - \psi u^3 & \text{for } t > 0, x \in \mathbb{R}^3, \\
    u|_{t=0} = v,
  \end{cases}
\end{aligned}
\]

where \( \varphi \) and \( \psi \geq 0 \) are functions in the Schwartz space \( S(\mathbb{R}^3) \). For \( v \in A_1^{m+2,p} \) we want a solution of (13) satisfying \( u(t) \in A_1^{m+2,p} \) for \( t > 0 \). We will prove the following:

**Theorem 1.2.** For \( p > 3 \), \( N \geq 1 \), \( m > 3/p \), and \( v \in A_1^{m+2,p} \), equation (13) has a unique global solution \( u(t) \in C([0, \infty), A_1^{m+2,p}) \cap C^1([0, \infty), A_1^{m,p}) \).

Equilibrium (or, equivalently, stationary) solutions of (13) are solutions of the semilinear elliptic equation

\[
\Delta u = \psi u^3 - \varphi \quad \text{for } x \in \mathbb{R}^3.
\]

We show in Section 4 that the semilinear heat equation (13) has a unique equilibrium solution with an asymptotic expansion at infinity of the type considered in this paper, and this expansion is generically non-vanishing. More specifically, we will prove the following:

**Theorem 1.3.** Assume that \( p > 3 \) and let \( m, N \geq 1 \) be integer. Then, for any given \( \psi \in S(\mathbb{R}^3) \), \( \psi \geq 0 \), and for any \( \varphi \in S(\mathbb{R}^3) \) there exists a unique equilibrium solution \( u_* \in A_1^{m+2,p} \) of (13),

\[
u_*(x) = \frac{a_1(\theta)}{r} + \cdots + \frac{a_N(\theta)}{r^N} + o\left(\frac{1}{r^N}\right) \quad \text{as } |x| \to \infty,
\]

where the \( a_k \in C^\infty(S^2) \) are eigenfunctions for the Laplace operator on \( S^2 \). Moreover, there exists an open and dense set \( N \) in \( S \) such that for any \( \varphi \in N \) and for any \( 1 \leq k \leq N \) the coefficient \( a_k \) in (15) does not vanish.

The existence of an equilibrium solution of (13) in \( A_1^{m+2,p} \) provides motivation for the study of the time evolution in this function space, which is the subject of this paper. However, the question whether these equilibrium solutions are stable in \( A_1^{m,p} \) and what kind of stability pertains is open.

Much of what we have done in this paper extends to more general elliptic operators than the Laplacian in the Euclidean space. But we have chosen to focus on the heat equation in the Euclidean space in order to utilize the classical solution formula (2) and make proofs as accessible as possible. The technique developed in this paper allows us to prove that the Navier-Stokes equation is locally in time well-posed in the asymptotic spaces (cf. [13]). We refer to [11, 12] for similar results related to the Euler equation. It is worth mentioning that, generically, the solutions of the Euler and Navier-Stokes equations with fast decaying initial data develop non-trivial spatial asymptotics (see e.g. [12, Theorem 1.2]). This together with Theorem 1.3 above implies that the spatial asymptotics considered in the present paper appear as a natural phenomenon in various equations describing important physical models.
2 The semigroup on $H^{m,p}_\delta(\mathbb{R}^d)$

In this section we prove preliminary results on the heat semigroup on weighted Sobolev spaces $H^{m,p}_\delta(\mathbb{R}^d)$ that are needed for the sequel.

Recall (cf. [14, 15]) that a strongly continuous semigroup $\{S(t)\}_{t \geq 0}$ of bounded linear operators on a Banach space $X$ is analytic of angle $\vartheta \in (0, \pi/2]$ if the map $t \mapsto S(t)$ can be extended to the complex sector

$$ S_\vartheta := \{0\} \cup \{z \in \mathbb{C} : |\arg z| < \vartheta\} $$

such that i) the map $z \mapsto S(z)$ is analytic from $S_\vartheta \setminus \{0\}$ to $\mathcal{L}(X)$, the bounded linear operators on $X$, ii) $S(z)$ is a semigroup, i.e. $S(z_1 + z_2) = S(z_1)S(z_2)$ for $z_1, z_2 \in S_\vartheta$, and iii) $S(z)$ converges strongly to the identity operator on $X$ as $z \to 0$ in any subsector $S_{\vartheta - \epsilon}$ with $0 < \epsilon < \vartheta$.

In our case, we let $S(t)$ be defined by (2) for $t > 0$ and let $S(0) = I$. We can replace $t$ by $z \in S_{\pi/2}$ in (2) and the resultant operator $S(z)$ is still well-defined. In fact, it is well-known (cf. e.g. [5 IX.1]) that for $1 < p < \infty$, $S(t)$ is a contraction semigroup on $L^p(\mathbb{R}^d)$ that defines an analytic semigroup of angle $\pi/2$ whose generator is $\Delta$, viewed as an unbounded operator on $L^p(\mathbb{R}^d)$ with domain $H^{2,p}(\mathbb{R}^d)$. We will prove the following generalization:

**Theorem 2.1.** For $1 < p < \infty$ and for any $m \in \mathbb{Z}_{\geq 0}$ and $\delta \in \mathbb{R}$, (2) defines a strongly continuous semigroup of bounded operators $\{S(t)\}_{t \geq 0}$ on $H^{m,p}_\delta(\mathbb{R}^d)$. The generator of the semigroup is $\Delta$, viewed as an unbounded operator on $H^{m,p}_\delta(\mathbb{R}^d)$ with domain $D(H^{m,p}_\delta(\Delta)) = H^{m+2,p}_\delta(\mathbb{R}^d)$. Moreover, the semigroup is analytic of angle $\pi/2$ and for any $\epsilon \in (0, \pi/2)$ there exists a positive constant $C \equiv C_{p,\delta,\epsilon} > 0$ such that for any $m \in \mathbb{Z}_{\geq 0}$ we have

$$ \|S(z)\|_{\mathcal{L}(H^{m,p}_\delta)} \leq C (1 + |z|)^{d/2} $$

for all $z \in S_{\pi/2 - \epsilon} \setminus \{0\}$.

**Remark 2.1.** Note that the polynomial estimate (16) is stronger than the exponential estimate $\|S(z)\|_{\mathcal{L}(H^{m,p}_\delta)} \leq C_{\epsilon,\omega} e^{\omega|z|}$ for any $\omega, \epsilon > 0$ suggested by the general theory of semigroups. Also note that $\delta < 0$ in $H^{m,p}_\delta$ allows functions that grow as $|x| \to \infty$, but not fast enough to cause finite-time blow-up like occurs in [20, 16]. Finally, note that Propositions 3.1 and 3.2 (iii) in [6] imply Theorem 2.1 in the case when $m = 0$, but without specifying the angle of analytic extension as $\pi/2$ and with (16) established only for real $z = t > 0$.

To prove Theorem 2.1 we first show that $\Delta$ with domain $H^{m+2,p}_\delta(\mathbb{R}^d)$ generates an analytic semigroup of angle $\vartheta = \pi/2$ on $H^{m,p}_\delta(\mathbb{R}^d)$ denoted by $e^{t\Delta}$. Our second step is to prove that $S(t) = e^{t\Delta}$ for all $t \geq 0$. We begin with the following simple lemma. We include the proof for convenience.

**Lemma 2.1.** For $1 \leq p < \infty$ and for any $m \in \mathbb{Z}_{\geq 0}$ and $\delta \in \mathbb{R}$ the multiplication operator $J_\delta f := (x)^\delta f$ defines an isomorphism

$$ J_\delta : H^{m,p}_\delta(\mathbb{R}^d) \to H^{m,p}(\mathbb{R}^d). $$

In fact, (17) is an isometry for $m = 0$. 

---
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Proof. Clearly $J_\delta$ is injective. For $m = 0$, we have

$$
\|J_\delta f\|^p_{L^p} = \int |\langle x \rangle^\delta f(x)|^p \, dx = \|f\|^p_{L^p},
$$

so (17) is an isometry, and it is surjective since any $f \in L^p(\mathbb{R}^d)$ can be written as $f = J_\delta g$, where $g = \langle x \rangle^{-\delta} f \in L^p(\mathbb{R}^d)$. Now consider $m > 0$. For any multi-index $0 \leq |\beta| \leq m$ we have $|\partial^\beta (\langle x \rangle^\delta)| \leq C\langle x \rangle^{\delta - |\beta|} \leq C\langle x \rangle^\delta$ with a constant $C > 0$ depending on $m$, which implies that for any multi-index $0 \leq |\alpha| \leq m$,

$$
|\partial^\alpha (\langle x \rangle^\delta f)| \leq C_1 \sum_{|\beta| \leq |\alpha|} \langle x \rangle^\delta |\partial^\beta f(x)|
$$

with a constant $C_1 > 0$ depending on $m$. This and the Jensen inequality then imply

$$
\|J_\delta f\|_{H^{m,p}} = \sum_{|\alpha| \leq m} \|\partial^{\alpha} (\langle x \rangle^\delta f)\|_{L^p} \leq C_2 \sum_{|\beta| \leq m} \|\langle x \rangle^\delta \partial^{\beta} f\|_{L^p} = C_2 \|f\|_{H^{m,p}}
$$

for some constant $C_2 > 0$ depending on $m > 0$. This shows that (17) is bounded, and it is also surjective since any $f \in H^{m,p}(\mathbb{R}^d)$ can be written as $f = J_\delta g$, where $g = \langle x \rangle^{-\delta} f \in H^{m,p}(\mathbb{R}^d)$. By the inverse mapping theorem, (17) is an isomorphism. 

Let us now study $\Delta$ as the generator of an analytic semigroup on $H^{m,p}(\mathbb{R}^d)$. Recall (cf. [14], § 2.5), [15] that an unbounded operator $\Lambda$ on a Banach space $X$ generates an analytic semigroup of angle $\vartheta$ when $\Lambda$ is a closed operator with dense domain $D$, its resolvent set $\rho(\Lambda)$ contains the sector

$$
\Sigma_{\vartheta, \omega} := \{ \lambda \in \mathbb{C} : \lambda \neq \omega, \ |\arg(\lambda - \omega)| < \vartheta + \pi/2 \}, \text{ for some } \omega \in \mathbb{R},
$$

and for every $\epsilon \in (0, \vartheta)$ there exists $C_{\epsilon, \omega} > 0$ so that the resolvent operator $R_\Lambda(\lambda) = (\lambda I - \Lambda)^{-1}$ satisfies

$$
\|R_\Lambda(\lambda)\|_{L(X)} \leq \frac{C_{\epsilon, \omega}}{\|\lambda - \omega\|} \text{ for all } \lambda \in \Sigma_{\vartheta - \epsilon, \omega}.
$$

In this case, the analytic semigroup $e^{z\Lambda}$ is defined by

$$
e^{z\Lambda} := \frac{1}{2\pi i} \int_{\omega+\Gamma} e^{\lambda z} R_\Lambda(\lambda) \, d\lambda \text{ for } z \in \mathbb{S}_\vartheta \setminus \{0\},
$$

where $\omega + \Gamma$ is the shift by $\omega$ of a curve $\Gamma$ defined as follows: choose $\rho_0 > 0$ and $\phi \in (\pi/2, \pi/2 + \vartheta)$ such that $|z| > \rho_0$ and $|\arg z| < \phi - \vartheta/2$; then let

$$
\Gamma := \{ \lambda = \rho e^{-i\phi} : \rho \leq \rho_0 \leq \rho < \infty \} \cup \{ \lambda = \rho e^{i\phi} : |\theta| \leq \phi \} \cup \{ \lambda = \rho e^{i\phi} : \rho_0 \leq \rho < \infty \}
$$

(20b)
is oriented so that its orientation is counter-clock-wise around the origin. The semigroup satisfies

$$
\|e^{z\Delta}\|_{L(X)} \leq M_{\epsilon, \delta} e^{\omega|z|} \text{ for } z \in \mathbb{S}_{\vartheta - \epsilon} \text{ and any } \epsilon \in (0, \vartheta).
$$

Proposition 2.1. For $1 < p < \infty$ and for any $m \in \mathbb{Z}_{\geq 0}$ and $\delta \in \mathbb{R}$ the operator $\Delta$ with domain $D = H^{m+2,p}_{\delta}(\mathbb{R}^d)$ generates an analytic semigroup $e^{z\Delta}$ of angle $\pi/2$ on $H^{m,p}_{\delta}(\mathbb{R}^d)$ and for any given $\omega > 0$ and $\epsilon \in (0, \pi/2)$ it satisfies (19) with $\vartheta = \pi/2$ and $X \equiv H^{m,p}_{\delta}(\mathbb{R}^d)$. 

6
Remark 2.2. Proposition 2.1 with a weaker version of the inequality (19) can be deduced from [3, Theorem 9.4] in the case when \( m = 0 \).

Proof of Proposition 2.1. By Corollary B.1 in Appendix B, we know that the unbounded operator \( \Delta \) on \( H^m_{\delta}(\mathbb{R}^d) \) with domain \( D = H^{d+2,p}_{\delta}(\mathbb{R}^d) \) is a closed operator, and it is densely defined (since \( C^\infty(\mathbb{R}^d) \) is dense in both \( H^m_{\delta}(\mathbb{R}^d) \) and \( H^{d+2,p}_{\delta}(\mathbb{R}^d) \)); so we need only prove the resolvent estimate (19). We start with \( m = 0 \). Using Lemma 2.1, the resolvent \( R(\lambda) = (\lambda - \Delta)^{-1} \) on \( L^p(\mathbb{R}^d) \) is equivalent to \( J_\delta(\lambda - \Delta)^{-1}J_{-\delta} \) on \( L^p(\mathbb{R}^d) \). Let us first consider estimates for \( d = 3 \), since then we have a simple formula for the integral kernel of \( (\lambda - \Delta)^{-1} \) (cf. [5], p. 493):

\[
K(x, y; \lambda) = \frac{1}{4\pi|x - y|} \exp \left( -\sqrt{\lambda} |x - y| \right) \quad \text{for} \ Re \sqrt{\lambda} > 0. \tag{21}
\]

The integral kernel for \( J_\delta(\lambda - \Delta)^{-1}J_{-\delta} \) on \( L^p(\mathbb{R}^d) \) is

\[
K_\delta(x, y; \lambda) = \frac{(x)\delta(y) - \delta}{4\pi|x - y|} \exp \left( -\sqrt{\lambda} |x - y| \right) \quad \text{for} \ Re \sqrt{\lambda} > 0. \tag{22}
\]

By the Schur test for \( L^p \)-boundedness, we want to estimate \( \int_{\mathbb{R}^3} |K_\delta(x, y; \lambda)| \, dx \) for \( y \in \mathbb{R}^3 \) and \( \int_{\mathbb{R}^3} |K_\delta(x, y; \lambda)| \, dy \) for \( x \in \mathbb{R}^3 \). Using \( (x)\delta(y) - \delta \leq C(x - y)|\delta| \) (cf. Lemma B.1) and a change of variables, it suffices to estimate

\[
I := \frac{1}{4\pi} \int_{\mathbb{R}^3} \frac{\langle x \rangle^{\delta}}{|x|} e^{-\sqrt{\lambda} |x|} \, dx = \int_0^\infty (1 + r^2)^{\delta/2} r^{-\frac{\delta}{2}} e^{-\sqrt{\lambda} r} \, dr.
\]

After another change of variables, we have

\[
I = \frac{1}{(Re \sqrt{\lambda})^2} \int_0^\infty \left( 1 + \frac{s^2}{(Re \sqrt{\lambda})^2} \right)^{\delta/2} s^{-\delta} \, ds.
\]

If \( \delta = 0 \), we use \( \int_0^\infty s^{-\delta} \, ds = 1 \) to obtain the \( L^p \)-boundedness

\[
\|R(\lambda)\|_{L^p} \leq \frac{1}{(Re \sqrt{\lambda})^2} \leq \left( |\lambda| \sin^2 \frac{\pi}{2} \right)^{-1} \quad \text{for} \ |\arg \lambda| \leq \pi - \epsilon,
\]

which is the estimate (19) with \( \vartheta = \pi/2 \) and \( \omega = 0 \), showing the well-known result that \( \Delta \) generates a bounded analytic semigroup of angle \( \pi/2 \) on \( L^p(\mathbb{R}^d) \). But, of course, we are interested in \( \delta \neq 0 \), where \( \int_0^\infty \left( 1 + s^2/(Re \sqrt{\lambda})^2 \right)^{\delta/2} s^{-\delta} \, ds \) becomes infinite as \( \lambda \to 0 \). However, if we restrict \( \lambda \) to lie outside the ball \( B_\kappa(0) := \{ \lambda \in \mathbb{C} : |\lambda| \leq \kappa \} \) with \( \kappa > 0 \), then we get the following estimate:

\[
\|R(\lambda)\|_{L^p} \leq \frac{C_{\delta, \kappa, \epsilon}}{|\lambda|} \quad \text{for} \ \lambda \in \Sigma_{\pi/2 - \epsilon, 0} \setminus B_\kappa(0). \tag{23}
\]

Finally, for any \( \omega > 0 \) and \( \epsilon \in (0, \pi/2) \) we can choose \( \kappa \) so that \( \Sigma_{\pi/2 - \epsilon, \omega} \subseteq \Sigma_{\pi/2 - \epsilon, 0} \setminus B_\kappa(0) \), and then use \( |\lambda - \omega| \leq C_{\epsilon, \omega} |\lambda| \) for \( \lambda \in \Sigma_{\pi/2 - \epsilon, \omega} \) to conclude

\[
\|R(\lambda)\|_{L^p} \leq \frac{C_{\delta, \epsilon, \omega}}{|\lambda - \omega|} \quad \text{for} \ \lambda \in \Sigma_{\pi/2 - \epsilon, \omega}, \tag{24}
\]
which is the estimate (19) showing that $\Delta$ generates an analytic semigroup of angle $\pi/2$ on $L^p(\mathbb{R}^3)$.

For general $d \geq 2$, the integral kernel of $(\lambda - \Delta)^{-1}$ for $\text{Re} \sqrt{\lambda} > 0$ is given by (cf. [19] and [6])

$$K(x,y;\lambda) = \frac{i}{4} \left( \frac{i \sqrt{\lambda}}{2\pi|x-y|} \right)^\nu H^{(1)}_\nu \left( i \sqrt{\lambda} |x-y| \right), \quad \nu = (d-2)/2,$$

(25)

where $H^{(1)}_\nu(z)$ is the first Hankel function. (For $d = 3$, $\nu = 1/2$ and $H^{(1)}_{1/2}(z) = -i (2/\pi z)^{1/2} e^{iz}$, so (25) reduces to (21).) To obtain an estimate for $(\lambda - \Delta)^{-1}$ on $L^p(\mathbb{R}^d)$, we need to estimate the operator $J_\delta(\lambda - \Delta)^{-1} J_{-\delta}$ on $L^p(\mathbb{R}^d)$ with integral kernel

$$K_\delta(x,y;\lambda) = \frac{i}{4} \left( \frac{i \sqrt{\lambda}}{2\pi} \right)^\nu \frac{(x^\delta(y)-\delta)}{|x-y|^\nu} H^{(1)}_\nu \left( i \sqrt{\lambda} |x-y| \right).$$

(26)

In view of Lemma 13.1 to estimate $\int_{\mathbb{R}^d} |K_\delta(x,y;\lambda)| \, dx$ for $y \in \mathbb{R}^d$ and $\int_{\mathbb{R}^d} |K_\delta(x,y;\lambda)| \, dy$ for $x \in \mathbb{R}^d$ it is enough to estimate

$$I : = |\lambda|^{\nu/2} \int_0^\infty (1 + r^2)^{\delta/2} r^{d-1-\nu} \left| H^{(1)}_\nu \left( i \sqrt{\lambda} r \right) \right| \, dr.$$

We split this into two integrals

$$I_1 := |\lambda|^{\nu/2} \int_0^{(\text{Re} \sqrt{\lambda})^{-1}} (1 + r^2)^{\delta/2} r^{d-1-\nu} \left| H^{(1)}_\nu \left( i \sqrt{\lambda} r \right) \right| \, dr,$n

$$I_2 := |\lambda|^{\nu/2} \int_{(\text{Re} \sqrt{\lambda})^{-1}}^\infty (1 + r^2)^{\delta/2} r^{d-1-\nu} \left| H^{(1)}_\nu \left( i \sqrt{\lambda} r \right) \right| \, dr.$$

Recall (cf. [6]) the asymptotic behaviors

$$H^{(1)}_\nu(z) = \begin{cases} -\frac{i}{\pi} \Gamma(\nu) \left( \frac{2}{\pi} \right)^\nu O(|z|^{2-\nu}) & \text{as } |z| \to 0, \, |\text{arg}(z)| < \pi, \\ \frac{1}{\sqrt{\pi}} \exp \left( i \left( z - \frac{\nu}{2} \frac{\pi}{2} - \frac{\pi}{4} \right) \right) (1 + O(|z|^{-1})) & \text{as } |z| \to \infty, \, |\text{arg}(z)| < \pi - \varepsilon. \end{cases}$$

(27)

Now $\text{Re} \sqrt{\lambda} = |\lambda|^{1/2} \cos (\frac{1}{2} \text{arg} \lambda)$ implies

$$0 < \text{Re} \sqrt{\lambda} \leq |\lambda|^{1/2} \leq C \text{Re} \sqrt{\lambda} \quad \text{for } \lambda \in \Sigma_{\pi/2-\varepsilon,0},$$

with a constant $C > 0$ depending on $\varepsilon > 0$. So $0 < r < (\text{Re} \sqrt{\lambda})^{-1}$ implies that $z = i \sqrt{\lambda} r$ satisfies $|z| \leq C$ and we can use the first line in (27) to estimate $|\lambda|^{\nu/2} |H^{(1)}_\nu (i \sqrt{\lambda} r)| \leq C_r^{-\nu}$ uniformly in $\lambda \in \Sigma_{\pi/2-\varepsilon,0}$ and $0 < r < (\text{Re} \sqrt{\lambda})^{-1}$. Consequently, using $|\lambda| > \kappa$ and $d - 1 - 2\nu = 1$, we obtain

$$I_1 \leq C_\nu \int_0^{(\text{Re} \sqrt{\lambda})^{-1}} (1 + r^2)^{\delta/2} r^{d-1-2\nu} \, dr \leq C_{\delta,\kappa,\varepsilon} \int_0^{(\text{Re} \sqrt{\lambda})^{-1}} r \, dr \leq \frac{C_{\delta,\kappa,\varepsilon}^\nu}{2(\text{Re} \sqrt{\lambda})^{\nu}} \leq \frac{C_{\delta,\kappa,\varepsilon}}{|\lambda|}$$

for some constants $C_{\delta,\kappa,\varepsilon}^\nu > 0$ and $C_{\delta,\kappa,\varepsilon} > 0$. Similarly, for $r > (\text{Re} \sqrt{\lambda})^{-1}$ we have that $z = i \sqrt{\lambda} r$ satisfies $|z| \geq 1$ so we can use the second line in (27) to estimate $|H^{(1)}_\nu (i \sqrt{\lambda} r)| \leq$
for any test function $\phi$ it is convenient for the reader. The following uniqueness result is well-known. The proof is provided for the tempered distributions, i.e. the dual of the Schwartz class $S$. An elliptic regularity result that we shall prove in a more general context. Let $f$ be a function such that $\Delta f \in L^2_{\text{loc}}((0,\infty))$ then $f \in H^2_{\text{loc}}((0,\infty))$ and $\frac{\partial^m f}{\partial t^m}$ for all $m \geq 1$. For $f \in H^2_{\text{loc}}((0,\infty))$ and $|\alpha| \leq m$ we have $\partial^\alpha f \in H^2_{\text{loc}}((0,\infty))$, so we can apply (28) to conclude

$$
\|\partial^\alpha f\|_{L^2_{\text{loc}}} \leq C_{\delta,\epsilon,\omega} |\lambda - \omega|^{\frac{1}{2}} \| (\lambda - \Delta) f \|_{L^2_{\text{loc}}} = \frac{C_{\delta,\epsilon,\omega}}{|\lambda - \omega|^{\frac{1}{2}}} \| (\lambda - \Delta) f \|_{L^2_{\text{loc}}}.
$$

Summing this over $|\alpha| \leq m$, we obtain

$$
\|f\|_{H^m_{\text{loc}}} \leq C_{\delta,\epsilon,\omega} |\lambda - \omega|^{\frac{1}{2}} \| (\lambda - \Delta) f \|_{H^m_{\text{loc}}} \quad \text{for all } f \in H^m_{\text{loc}}((0,\infty)) \text{ and } \lambda \in \Sigma_{\pi/2-\epsilon,\omega}.
$$

As observed above, this and Corollary B.1 in Appendix B imply the desired resolvent estimate, so $\Delta$ with domain $H^m_{\text{loc}}((0,\infty))$ generates an analytic semigroup of angle $\pi/2$ on $H^m_{\text{loc}}((0,\infty))$ (see e.g. [13] § 2.5, Theorem 5.2]).

In order to prove Theorem 2.1 it remains to show $S(t) = e^{t\Delta}$ on $H^m_{\text{loc}}((0,\infty))$. For this, we need a uniqueness result that we shall prove in a more general context. Let $S'((0,\infty))$ denote the space of the Schwartz class $S((0,\infty))$. For any $v \in S'((0,\infty))$ we define $\Delta v \in S'((0,\infty))$ using distributional derivatives: $\langle \Delta v, \phi \rangle = \langle v, \Delta \phi \rangle$ for all $\phi \in S((0,\infty))$. We consider solutions of (1) when $v \in S'((0,\infty))$. Recall that $w \in C^k([0,\infty), S'((0,\infty)))$ for a given integer $k \geq 0$ if for any test function $\phi \in C^k((0,\infty))$ the map $t \mapsto \langle w(t), \phi \rangle$, $(0,\infty) \to \mathbb{R}$, is $k$-times continuously differentiable. The following uniqueness result is well-known. The proof is provided for the convenience of the reader.

---

See Lemma B.2 in Appendix B.
Lemma 2.2. Suppose that \( w \in C([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \cap C^1((0, \infty), \mathcal{S}'(\mathbb{R}^d)) \) satisfies \( w(t) = \Delta w(t) \) as distributions for \( t > 0 \) and \( w|_{t=0} = 0 \). Then \( w(t) = 0 \) for all \( t \geq 0 \).

Proof. For \( t \geq 0 \) we have \( w(t) \in \mathcal{S}'(\mathbb{R}^d) \) and its Fourier transform \( \hat{w}(t) \in \mathcal{S}'(\mathbb{R}^d) \) is defined by \( \langle \hat{w}(t), \phi \rangle = \langle w(t), \hat{\phi} \rangle \) for all \( \phi \in \mathcal{S}(\mathbb{R}^d) \). But \( t \mapsto w(t) \) is \( C^1 \) as a map \( (0, \infty) \to \mathcal{S}'(\mathbb{R}^d) \), so we can compute

\[
\partial_t \langle \hat{w}(t), \phi \rangle = \partial_t \langle w(t), \hat{\phi} \rangle = \langle \partial_t w(t), \hat{\phi} \rangle = \langle \hat{\partial_t w(t)}, \phi \rangle \quad \text{for all } \phi \in \mathcal{S}(\mathbb{R}^d)
\]

to conclude \( \partial_t \hat{w} = \hat{\partial_t w} \) for \( t > 0 \). This enables us to take the Fourier transform of \( u_t = \Delta w \) to conclude that \( \hat{w} \in \mathcal{S}'(\mathbb{R}^d) \) satisfies \( \hat{w}_t(\xi, t) = -|\xi|^2 \hat{w}(\xi, t) \). This implies that for any test function with compact support \( \psi \in C_c^\infty(\mathbb{R}^d) \) and for any \( t > 0 \) we have that

\[
\frac{d}{dt} \langle e^{t|\xi|^2} \hat{w}(\xi, t), \psi(\xi) \rangle = 0
\]

where \( \frac{d}{dt} \) denotes the (pointwise) derivative in \( t \). Hence, \( e^{t|\xi|^2} \hat{w}(\xi, t) \) considered as a distribution in \( \mathcal{D}'(\mathbb{R}^d) \) is independent of \( t > 0 \). But since \( \hat{w} \in C([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \) we then conclude that \( t \mapsto e^{t|\xi|^2} \hat{w}(\xi, t), [0, \infty) \to \mathcal{D}'(\mathbb{R}^d) \), is continuous at \( t = 0 \). Since \( \hat{w}|_{t=0} = 0 \) we then see that \( \hat{w}(t) = 0 \) for any \( t \geq 0 \). By applying the inverse Fourier transform in \( \mathcal{S}'(\mathbb{R}^d) \) to \( \hat{w}(t) \) we then complete the proof of the lemma. \( \square \)

Proof of Theorem 2.1. First, note that \( \mathcal{S}'(\mathbb{R}^d) \) extends by duality to \( \mathcal{S}'(\mathbb{R}^d) \) so that for any \( g \in \mathcal{S}'(\mathbb{R}^d) \) and for any \( t \geq 0 \), \( v(t) \equiv S(t)g \) satisfies

\[
v \in C([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \cap C^1((0, \infty), \mathcal{S}'(\mathbb{R}^d))
\]

and \( v_t = \Delta u, v|_{t=0} = g \), in distributional sense (cf. e.g. [17, Ch. 7]). Now, take \( g \in H^m_0(\mathbb{R}^d) \), \( m \in \mathbb{Z}_{\geq 0} \). From the analytic semigroup theory we know that \( u = e^{t\Delta} g \in C([0, \infty), H^m_0(\mathbb{R}^d)) \cap C^1((0, \infty), H^{m+\delta}_0(\mathbb{R}^d)) \) and \( u_t = \Delta u, u|_{t=0} = g \). Since

\[
C((0, \infty), H^m_0(\mathbb{R}^d)) \cap C^1((0, \infty), H^{m+\delta}_0(\mathbb{R}^d)) \subseteq C([0, \infty), \mathcal{S}'(\mathbb{R}^d)) \cap C^1((0, \infty), \mathcal{S}'(\mathbb{R}^d))
\]

we see that \( w := u - v \) satisfies the conditions of Lemma 2.2 and hence \( w \equiv 0 \). This proves that \( S(t) = e^{t\Delta} \) on \( H^m_0(\mathbb{R}^d) \). Theorem 2.1 then follows from Proposition 2.1 and Proposition 2.2 below.

Finally, we consider the effect of spatial derivatives on \( S(t) \). These results are known for \( L^p(\mathbb{R}^d) \) and \( H^m_0(\mathbb{R}^d) \), but for the weighted Sobolev spaces \( H^m_0(\mathbb{R}^d) \), one encounters the growth factor \( (1 + t)^{|\delta|/2} \), so we give the proofs.

Proposition 2.2. For \( 1 \leq p < \infty \), \( m \in \mathbb{Z}_{\geq 0} \), \( \delta \in \mathbb{R} \), and for any multi-index \( |\alpha| \geq 0 \) the map \( z \mapsto \partial^\alpha S(z) \), \( S_{\pi/2} \to L^p(H^m_0(\mathbb{R}^d)) \), is well-defined and for any \( \epsilon \in (0, \pi/2) \) there exists a positive constant \( C \equiv C_{p, \delta, \epsilon} > 0 \) such that for any \( m \in \mathbb{Z}_{\geq 0} \),

\[
\| \partial^\alpha S(z) \|_{L^p(H^m_0(\mathbb{R}^d))} \leq \frac{C}{|z|^{\left|\alpha\right|/2}}(1 + |z|)^{|\delta|/2}
\]

for all \( z \in \mathbb{S}_{\pi/2-\epsilon} \setminus \{0\} \).
Proof. Since the proof of the proposition is similar for any choice $|\alpha| \geq 0$ we will assume without loss of generality that $\partial^{\alpha} = \partial_{j}$ for some $1 \leq j \leq d$. Let us first consider the case when $m = 0$. Note that for any $1 \leq j \leq d$ the operator $\partial_{j} S(t) : L^{p}_{\delta}(\mathbb{R}^{d}) \rightarrow L^{p}_{\delta}(\mathbb{R}^{d})$ is equivalent to an integral operator on $L^{p}(\mathbb{R}^{d})$ with kernel

$$K_{j}^{\delta}(x, y; t) \equiv \langle x \rangle^{\delta} G_{j}^{\delta}(x - y) \langle y \rangle^{-\delta} \quad \text{where} \quad G_{j}^{\delta}(x) \equiv -\frac{x_{j}}{2t(4\pi t)^{d/2}} e^{-|x|^{2}/4t}.$$ 

This formula is well defined for $t$ replaced by $z \in S_{\pi/2} \setminus \{0\}$. Moreover, for $z \in S_{\pi/2 - \epsilon} \setminus \{0\}$ we have from Lemma 3.1 that

$$|K_{j}^{\delta}(x, y; z)| \leq C \langle x - y \rangle^{\delta} |x - y|^{-d/2} |x - y|^{-d/2} e^{-\frac{|x - y|^{2}}{2\epsilon}} \quad x, y \in \mathbb{R}^{d},$$

for some constant $C > 0$ depending on $\delta > 0$. Then, by Young's inequality,

$$\|\partial_{j} S(z)f\|_{L^{p}} \leq \|G_{z, \delta, \epsilon} * f\|_{L^{p}} \leq \|G_{z, \delta, \epsilon}\|_{L^{1}} \|f\|_{L^{p}}$$

where

$$G_{z, \delta, \epsilon}(x) := C \langle x \rangle^{\delta} |x|^{-d/2} |x|^{-d/2} e^{-\frac{|x|^{2}}{4\epsilon}} \sin \epsilon, \quad x \in \mathbb{R}^{d},$$

with a constant $C > 0$ depending on $\delta > 0$ and $1 \leq p < \infty$. This implies that the operator norm of $\partial_{j} S(z) : L^{p}_{\delta}(\mathbb{R}^{d}) \rightarrow L^{p}_{\delta}(\mathbb{R}^{d})$ is bounded above by the $L^{1}$-norm of $G_{z, \delta, \epsilon}$. By a change of variable to $y = |z|^{-1/2} x$ in the integral below, we obtain

$$\|G_{z, \delta, \epsilon}\|_{L^{1}} = C \int_{\mathbb{R}^{d}} \langle x \rangle^{\delta} |x|^{-d/2} \langle x \rangle^{\delta} \frac{e^{-|x|^{2}/4\epsilon}}{|x|^{2}} \sin \epsilon \, dx \leq \frac{C_{p, \delta, \epsilon}}{\sqrt{|z|}} (1 + |z|)^{|\delta|/2}$$

with a constant $C_{p, \delta, \epsilon} > 0$ depending on $1 \leq p < \infty$, $\delta \in \mathbb{R}$ and $\epsilon \in (0, \pi/2)$, and such that $C_{p, \delta, \epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0$. This proves inequality (30) for $m = 0$.

Let us now consider the case when $m \geq 1$. It follows easily by approximation that for any choice of the multi-indexes $|\alpha| \geq 0$ and $0 \leq |\beta| \leq m$, and for any $f \in H^{m,p}_{N}(\mathbb{R}^{d})$ we have that

$$\partial^{\beta}(\partial^{\alpha} S(z)f) = (\partial^{\alpha} S(z))(\partial^{\beta} f) \in L^{p}_{\delta}(\mathbb{R}^{d}) \text{ for any } z \in S_{\pi/2} \setminus \{0\}.$$ 

Then, by applying (30) in the case when $m = 0$, we obtain that for any $0 \leq |\beta| \leq m$,

$$\|\partial^{\beta}(\partial^{\alpha} S(z)f)\|_{L^{p}_{\delta}} \leq \|\partial^{\alpha} S(z)\|_{L^{p}_{\delta}} \|\partial^{\beta} f\|_{L^{p}_{\delta}} \leq \frac{C}{|z|^{\delta/2}} (1 + |z|)^{|\delta|/2} \|\partial^{\beta} f\|_{L^{p}_{\delta}}, \quad \text{for any given } |\alpha| \geq 0, \ f \in H^{m,p}_{N}(\mathbb{R}^{d}), \ z \in S_{\pi/2} \setminus \{0\}.$$ 

By summing this over $0 \leq |\beta| \leq m$, we obtain (31) with the same constant as in (30). In particular, the constant in (30) does not depend on $m \geq 0$.

Corollary 2.1. For $1 < p < \infty$, $m \in \mathbb{Z}_{\geq 0}$, $\delta \in \mathbb{R}$, the map $z \mapsto S(z)$, $S_{\pi/2} \setminus \{0\} \rightarrow \mathcal{L}(H^{m,p}_{\delta}, H^{m+1,p}_{\delta})$, is analytic and for any $\epsilon \in (0, \pi/2)$ there exists a positive constant $C = C_{p, \delta, \epsilon} > 0$ such that for any $m \in \mathbb{Z}_{\geq 0}$,

$$\|S(z)\|_{\mathcal{L}(H^{m,p}_{\delta}, H^{m+1,p}_{\delta})} \leq C \max (|z|^{-1/2}, 1) (1 + |z|)^{|\delta|/2} \quad \text{for all } z \in S_{\pi/2 - \epsilon} \setminus \{0\}. \quad \text{(32)}$$
Proof. Take \( \epsilon \in (0, \pi/2) \). Then, by Propositions 2.2 for any \( z \in \mathbb{S}_{\pi/2 - \epsilon} \setminus \{0\} \) and for any \( f \in H_{\delta}^{m,p}(\mathbb{R}^d) \) we have that \( S(z)f \in H_{\delta}^{m+1,p} \) and for some constant \( C > 0 \),
\[
\|S(z)f\|_{H_{\delta}^{m+1,p}} \leq \|\nabla S(z)f\|_{H_{\delta}^{m,p}} + \|S(z)f\|_{H_{\delta}^{m,p}} \leq C |z|^{-1/2(1 + |z|)}|z|^{\epsilon/2} \|f\|_{H_{\delta}^{m,p}} + C (1 + |z|)^{\epsilon/2} \|f\|_{H_{\delta}^{m,p}},
\]
from which (52) easily follows.

Now we prove the analyticity of the map \( z \mapsto S(z) \), \( S_{\pi/2} \setminus \{0\} \to \mathcal{L}(H_{\delta}^{m,p}, H_{\delta}^{m+1,p}) \). Let \( K \subseteq \mathbb{C} \) be a closed disk in \( S_{\pi/2} \setminus \{0\} \) and take an arbitrary \( f \in H_{\delta}^{m,p}(\mathbb{R}^d) \). We first claim that \( z \mapsto S(z)f \) is an analytic map \( \hat{K} \to H_{\delta}^{m+1,p}(\mathbb{R}^d) \), where \( \hat{K} \) denotes the interior of \( K \). In fact, let \((f_k)_{k \geq 1}\) be a sequence in \( C_{c}^\infty(\mathbb{R}^d) \subseteq H_{\delta}^{m+1,p}(\mathbb{R}^d) \) such that \( f_k \to f \) in \( H_{\delta}^{m,p}(\mathbb{R}^d) \) as \( k \to \infty \). By (52), there exists \( C > 0 \) such that for any \( z \in K \) we have \( \|S(z)\|_{\mathcal{L}(H_{\delta}^{m,p}, H_{\delta}^{m+1,p})} \leq C \) which implies that
\[
\|S(z)f - S(z)f_k\|_{H_{\delta}^{m+1,p}} \leq C \|f - f_k\|_{H_{\delta}^{m,p}}
\]
uniformly in \( z \in K \) and \( k \geq 1 \). Hence, \( S(z)f_k \to S(z)f \) in \( H_{\delta}^{m+1,p}(\mathbb{R}^d) \) as \( k \to \infty \), uniformly in \( z \in K \). On the other hand, from Proposition 2.1 and the fact that for each \( k \geq 1 \), \( f_k \in C_{c}^\infty(\mathbb{R}^d) \subseteq H_{\delta}^{m+1,p}(\mathbb{R}^d) \) we obtain that \( z \mapsto S(z)f_k \), \( \hat{K} \to H_{\delta}^{m+1,p}(\mathbb{R}^d) \), is analytic. Using that the uniform limit of analytic maps is analytic, we then conclude that \( z \mapsto S(z)f \), \( \hat{K} \to H_{\delta}^{m+1,p}(\mathbb{R}^d) \), is analytic. Since for any \( z \in S_{\pi/2} \setminus \{0\} \), \( S(z) \in \mathcal{L}(H_{\delta}^{m,p}, H_{\delta}^{m+1,p}) \), we then obtain from [5] Theorem 3.12 in Chapter 3 that \( z \mapsto S(z), S_{\pi/2} \setminus \{0\} \to \mathcal{L}(H_{\delta}^{m,p}, H_{\delta}^{m+1,p}) \), is analytic.

3 The semigroup on \( \mathbb{A}_{N}^{m,p} \)

In this section we assume \( 1 < p < \infty \) and \( m \in \mathbb{N} \) with \( m > d/p \); consequently, if \( v \in \mathbb{A}_{N}^{m,p} \) then \( v \in CB(\mathbb{R}^d) \) by Proposition 2.1 and \( S(t)v \) may be defined for \( t > 0 \) by (2). We will show that \( \{S(t)\}_{t \geq 0} \) extends to an analytic semigroup of angle \( \pi/2 \) on \( \mathbb{A}_{N}^{m,p} \).

**Theorem 3.1.** For \( 1 < p < \infty \) and for any \( m, N \in \mathbb{Z}_{\geq 0} \) with \( m > d/p \), formula (2) defines a strongly continuous semigroup \( \{S(t)\}_{t \geq 0} \) on \( \mathbb{A}_{N}^{m,p} \) satisfying (12). The generator is an operator \( \Delta \) with domain \( D \) containing \( \mathbb{A}_{N}^{m+2,p} \) on which \( \Lambda v = \Delta v. \) Moreover, \( \{S(t)\}_{t \geq 0} \) is analytic of angle \( \pi/2 \) such that for any \( \epsilon \in (0, \pi/2) \) there exists a positive constant \( C = C_{p, \delta, \epsilon, N} > 0 \) such that for any \( m \in \mathbb{Z}_{\geq 0} \),
\[
\|S(z)\|_{\mathcal{L}(\mathbb{A}_{N}^{m,p})} \leq C (1 + |z|)^{\mu}, \quad \mu \equiv (N + N^* + 2)/2, \tag{33}
\]
for all \( z \in \mathbb{S}_{\pi/2 - \epsilon} \setminus \{0\} \). Finally, if \( N \geq 2 \) and \( v \in \mathbb{A}_{N}^{m,p} \) then \( S(z)v - v \in \mathbb{A}_{N}^{m,p} \) for all \( z \in \mathbb{S}_{\pi/2} \).

**Remark 3.1.** Comparing with Theorem 2.1 one might expect that the generator of \( S(t) \) on \( \mathbb{A}_{N}^{m,p} \) is \( \Delta \) with domain \( D = \mathbb{A}_{N}^{m+2,p} \). However, the unbounded operator \( \Delta \) with domain \( D = \mathbb{A}_{N}^{m+2,p} \) is not closed on \( \mathbb{A}_{N}^{m,p} \), so cannot be the generator of \( S(t) \). This is further discussed in Appendix A.

**Remark 3.2.** For \( 0 < n \leq N \), we can consider \( S(z) \) as an analytic semigroup of angle \( \pi/2 \) on \( \mathbb{A}_{n,N}^{m,p} \). All results in this section apply to this more general setting.
Remark 3.3. The statement $S(z)v - v \in A^{m,p}_{N}$ means that the asymptotic coefficients $a_0(z)$ and $a_1(z)$ of the solution $u(z) \equiv S(z)v$ remain invariant under the heat flow. Similarly, if we consider $S(z)$ as an analytic semigroup on $A^{m,p}_{N}$ and $N \geq n + 2$, then $(S(z)v - v) \in A^{m,p}_{N+2}$, so the coefficients $a_n(z)$ and $a_{n+1}(z)$ of the solution remain invariant.

For simplicity, we first tackle part of the proof of Theorem 3.1 in the following

Proposition 3.1. For $1 < p < \infty$ and for any $m, N \in \mathbb{Z}_{\geq 0}$ with $m > d/p$, $\{S(t)\}_{t \geq 0}$ is a strongly continuous semigroup on $A^{m,p}_{N}$. Moreover, the generator is an operator $\Lambda$ with domain $D$ that contains $A^{m+2,p}_{N}$ and $\Lambda v = \Delta v$ for $v \in A^{m+2,p}_{N}$.

Proof of Proposition 3.1. Let $v \in A^{m,p}_{N}$ and consider $u(t) := S(t)v$. Since $A^{m,p}_{N}$ is contained in $S'(\mathbb{R}^d)$ we have that $u \in C([0,\infty), S'(\mathbb{R}^d)) \cap C^1((0,\infty), S'(\mathbb{R}^d))$ and $u_t = \Delta u$, $u|_{t=0} = v$ (see e.g. [17]). On the other hand, by an ansatz, we will construct a solution $u$ of the heat equation $u_t = \Delta u$, $u|_{t=0} = v$; as we see below, the solution found this way is in $C((0,\infty), A^{m,p}_{N}) \cap C^1((0,\infty), S'(\mathbb{R}^d))$. Then, by Lemma 2.2, $u(t) = S(t)v$ for $t \geq 0$ and the theorem will follow.

To give the details, let us write $v \in A^{m,p}_{N}$ as

$$v(x) = b(x) + g(x) = \chi(r) \left( b_0(\theta) + \cdots + \frac{b_{N^*}(\theta)}{r^{N^*}} \right) + g(x), \quad (34)$$

where $b_k \in H^{m+1+N^*-k}(S^{d-1})$, $0 \leq k \leq N^*$, and $g \in H^{m,p}_{N}$. We seek a solution $u$ of the form

$$u(x,t) := a(x,t) + f(x,t) = \chi(r) \left( a_0(\theta, t) + \cdots + \frac{a_{N^*}(\theta, t)}{r^{N^*}} \right) + f(x,t) \quad (35)$$

with initial conditions $a_k(\theta, 0) = b_k(\theta)$, $0 \leq k \leq N^*$, and $f(x, 0) = g(x)$, and such that

$$f \in C([0,\infty), L^p_{N}(\mathbb{R}^d)) \cap C^1((0,\infty), L^p_{N}(\mathbb{R}^d)),
$$

$$a_k \in C([0,\infty), H^{2,p}(S^{d-1})) \cap C^1((0,\infty), L^p(S^{d-1})), \quad 0 \leq k \leq N^*.$$  

If we apply the Laplacian to $u$ in (35) we obtain

$$\Delta u = \chi(r) \left( \frac{\Delta_0 a_0}{r^2} + \cdots + \frac{\Delta_0 a_{N^*}}{r^{N^*+2}} \right) + 2 \nabla \chi \cdot \nabla \tilde{a} + (\Delta \chi) \tilde{a} + \Delta f, \quad (36)$$

where $\Delta_0$ denotes the Laplacian on $S^{d-1}$. Here and throughout the rest of this proof we set

$$\tilde{a}(t) := a_0(t) + \cdots + \frac{a_{N^*}(t)}{r^{N^*}} \quad (37)$$

which implies that $a = \chi \tilde{a}$. We also have

$$\hat{u}(t) = \chi(r) \left( \hat{a}_0(t) + \cdots + \frac{\hat{a}_{N^*}(t)}{r^{N^*}} \right) + \hat{f}(t) \quad (38)$$

where dot denotes the $t$-derivative. It now follows from (34), (36), and (38), that (35) satisfies the heat equation $u_t = \Delta u$, $u|_{t=0} = v$, if $a$ and $f$ satisfy the following system of equations:

$$\hat{a}_0(t) = \hat{a}_1(t) = 0 \quad (39a)$$
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\[ \hat{a}_k(t) = \Delta a_{k-2}(t) + (k-2)(k-d)a_{k-2}(t) \quad \text{for } k = 2, \ldots, N^* \]

and

\[ \hat{f}(t) = \Delta f(t) + h(t), \]

where

\[ h(t) := \chi \left( \frac{\Delta a_{N^*-1}(t) + (N^* - 1)(N^* + 1 - d) a_{N^*-1}(t)}{t^{N^*+1}} \right) + \chi \left( \frac{\Delta a_{N^*}(t) + N^*(N^* + 2 - d) a_{N^*}(t)}{t^{N^*+2}} \right) + 2\nabla \chi \cdot \nabla \hat{a}(t) + (\Delta \chi) \hat{a}(t), \]

with initial conditions

\[ a_k(0) = b_k \quad \text{for } k = 0, \ldots, N^*, \]

\[ f(0) = g. \]

From (39a) we find that \( a_0 \) and \( a_1 \) are independent of \( t \):

\[ a_k(t) = b_k \quad \text{for } k = 0, 1. \] (40)

To find \( a_k(t) \) for \( k = 2, \ldots, N^* \), we can iteratively integrate (39a), (39b) with initial condition (39c), since \( a_{k-2}(t) \) has been previously determined. We write this as

\[ a_k(t) = b_k + \int_0^t \left[ \Delta a_{k-2}(s) + (k-2)(k-d)a_{k-2}(s) \right] ds \quad \text{for } k = 2, \ldots, N^* \]

which implies

\[ a_2(t) = t \Delta b_1 + b_2, \]

\[ a_3(t) = t \left[ \Delta b_1 + (3-d)b_1 \right] + b_3, \]

\[ a_4(t) = \frac{t^2}{2} \left[ \Delta^2 b_0 + 2(4-d)\Delta b_0 \right] + t \left[ \Delta b_2 + 2(4-d)b_2 \right] + b_4, \] (41)

\[ \cdots \]

It follows from (41) that each \( a_k(t) \) is a polynomial in \( t \) of degree \( \leq k/2 \) with coefficients in \( H^{m+1+N^*-k,p}(S^{d-1}) \). In particular, \( a_k \) belongs to \( C^\infty([0, \infty), H^{m+1+N^*-k,p}(S^{d-1})) \). To find \( f \) from (39c), we use Duhamel’s formula and set

\[ f(t) := S(t)g + \int_0^t S(t-s)h(s) \, ds. \] (42)

It follows from (37), (39c), and (41), that \( h \in C^1([0, \infty), L^p_N(S^{d-1})) \). Since \( g \in H^{m,p}_N(S^{d-1}) \) we then conclude from (12), Theorem 2.1 and (14) Corollary 3.3, Ch. 4, that

\[ f \in C([0, \infty), L^p_N(S^{d-1})) \cap C^1((0, \infty), L^p_N(S^{d-1})) \]

which implies that \( u \) given by (45) belongs to \( C([0, \infty), S'(R^d)) \cap C^1((0, \infty), S'(R^d)) \) and, by construction, it satisfies \( u = \Delta u, u|_{t=0} = v \). Then, by Lemma 2.2

\[ u(t) \equiv S(t)v. \] (43)
Our next task is to show that \( u \in C([0, \infty), H^m_N) \). To this end, note that by \((41)\) we have that for any \( t \in [0, \infty) \),
\[
\|a_k(t)\|_{H^{m+1+N^*_p-k,p}} \leq C \left(1 + t\right)^{k/2} \sum_{j=0}^{k} \|b_j\|_{H^{m+1+N^*_p-j,p}}
\]
with a constant \( C > 0 \) independent of \( t \) and where \([\cdot]\) denotes the integer part of a real number. Summing over \( k = 0, \ldots, N^* \) we obtain
\[
\sum_{k=0}^{N^*} \|a_k(t)\|_{H^{m+1+N^*_p-k,p}} \leq C \left(1 + t\right)^{N^*/2} \sum_{k=0}^{N^*} \|b_k\|_{H^{m+1+N^*_p-k,p}} \tag{44}
\]
with a constant \( C > 0 \) independent of \( t \).

We want to show that \( f \) is continuous as a map \([0, \infty) \to H^m_N([0, \infty)) \) with \( f(0) = g \). Since \( g \in H^m_N([0, \infty)) \), by Proposition \([2.7]\) we know that \( S(\cdot)g \in C([0, \infty), H^m_N([0, \infty)) \) and \( S(0)g = g \). Now we consider the convolution term
\[
W(t) := \int_0^t S(t-s)h(s) \, ds
\]
in \((42)\). Note that by \((39d)\) and \((41)\), \( h(t) = h_1(t) + h_2(t) \) where
\[
h_1 := \chi_{\{t \leq s \}} \frac{\Delta a_N s + N^* (N^* + 2 - d) a_N s}{r^{N^*+2}} \in C^\infty([0, \infty), H^m_N([0, \infty))) \text{ and}
\]
\[
h_2 := \chi_{\{t > s \}} s^2 \left(N^* - 1\right) a_N s + 2 \nabla x \cdot \nabla a + (\Delta a_N) + \nabla a \in C^\infty([0, \infty), H^m_N([0, \infty)))
\]
(The loss of one derivative in \( h_1 \) comes from \( \Delta a_N \in H^{m-1,p}(S^{d-1}); \ \hat{a} \) in \( h_2 \) refers to \((37)\).) Using \((44)\), we have
\[
\|h_1(t)\|_{H^{m-1,p}_N} \leq C \|a_N(t)\|_{H^{m+1,p}_N} \leq C \left(1 + t\right)^{N^*/2} \sum_{k=0}^{N^*} \|b_k\|_{H^{m+1+N^*_p-k,p}},
\]
\[
\|h_2(t)\|_{H^{m,p}_N} \leq C \sum_{k=0}^{N^*} \|a_k(t)\|_{H^{m+1+N^*_p-k,p}} \leq C \left(1 + t\right)^{N^*/2} \sum_{k=0}^{N^*} \|b_k\|_{H^{m+1+N^*_p-k,p}},
\]
for some constant \( C > 0 \) independent of \( t \). By using \( \sum_{k=0}^{N^*} \|b_k\|_{H^{m+1+N^*_p-k,p}} \leq \|v\|_{H^m_N} \) we see that
\[
\|h(t)\|_{H^{m-1,p}_N} \leq C \left(1 + t\right)^{N^*/2} \|v\|_{H^m_N} \tag{45}
\]
for some constant \( C > 0 \) independent of \( t \). From \((32)\) we then obtain that for \( 0 < s < t \),
\[
\|S(s)h_1(t-s)\|_{H^{m,p}_N} \leq C \max \left(s^{-1/2}, 1\right) \left(1 + s\right)^{N^*/2} \left(1 + (t-s)\right)^{N^*/2} \|v\|_{H^m_N} \tag{46}
\]
This, together with Corollary \([2.1] \) below, applied with \( z \equiv t \in [0, \infty) \), then implies that
\[
W(t) = \int_0^t S(s)h(t-s) \, ds \in H^m_N([0, \infty))
\]
In view of (43), we then obtain that

\[ u \in C([0, \infty), \mathbb{A}^{m,p}_N) \quad \text{and} \quad u(0) = v. \]

In view of (43), we then obtain that \( S(\cdot)v \in C([0, \infty), \mathbb{A}^{m,p}_N) \) for any \( v \in \mathbb{A}^{m,p}_N \) and that

\[ S(t)v = \chi(0) t \theta(t) + \int_0^t S(t-s) h(s) ds, \quad t \geq 0, \]

where the \( a_k \) and \( h \) are given by (40), (41), and (39d). The semigroup property \( S(t_1 + t_2)v = S(t_1)S(t_2)v, \quad t_1, t_2 \geq 0, \) is inherited from \( \{S(t)\}_{t \geq 0} \) on \( S'(\mathbb{R}^d) \). Hence, \( \{S(t)\}_{t \geq 0} \) is a strongly continuous semigroup on \( \mathbb{A}^{m,p}_N \).

Lastly, we consider the generator \( \Lambda \) of the semigroup \( \{S(t)\}_{t \geq 0} \),

\[ \Lambda v := \lim_{t \to 0^+} \frac{S(t)v - v}{t} \quad (48) \]

with domain \( D(\Lambda) := \{ v \in \mathbb{A}^{m,p}_N : \text{the limit (48) exists in } \mathbb{A}^{m,p}_N \} \). If \( v = b + g \in \mathbb{A}^{m+2,p}_N \) as in (34), we want to show that \( v \in D(\Lambda) \) and \( \Lambda v = \Delta v \). We can use (34) and (36) to calculate

\[ \frac{S(t)v - v}{t} = \chi(r) \left( \frac{\Delta b_0}{r^2} + \frac{\Delta b_1}{r^d} + \frac{\Delta b_{N^* - 2}}{r^{N^*}} \right) + \frac{1}{t} \int_0^t S(t-s) h(s) ds, \]

where \( O(t) \) denotes a term whose \( \mathbb{A}^{m,p}_N \)-norm is bounded by \( C t \| v \|_{\mathbb{A}^{m,p}_N} \). By Theorem 2.1, we know that \( g \in H^{m+2,p}_N(\mathbb{R}^d) \) implies

\[ \lim_{t \to 0^+} \frac{1}{t} \int_0^t S(t-s) h(s) ds = h(0) \quad \text{in } H^{m,p}_N(\mathbb{R}^d). \]

Moreover, \( v \in \mathbb{A}^{m+2,p}_N \) implies \( h \in C([0, \infty), H^{m+1,p}_N(\mathbb{R}^d)) \subseteq C([0, \infty), H^{m,p}_N(\mathbb{R}^d)) \), so

\[ \lim_{t \to 0^+} \frac{1}{t} \int_0^t S(t-s) h(s) ds = h(0) \quad \text{in } H^{m,p}_N(\mathbb{R}^d). \]

Consequently, \( \lim_{t \to 0^+} (S(t)v - v)/t \) in \( H^{m,p}_N(\mathbb{R}^d) \) exists, so \( v \in D(\Lambda) \) and

\[ \Lambda v = \chi(r) \left( \frac{\Delta b_0}{r^2} + \frac{\Delta b_1}{r^d} + \frac{\Delta b_{N^* - 2}}{r^{N^*}} \right) + \Delta g + h(0). \]

Since \( v \in \mathbb{A}^{m+2,p}_N \) implies \( b_k \in H^{m+3+N^*-k,p}(\mathbb{S}^{d-1}) \), we have \( \Delta b_k \in H^{m+1+N^*-k,p}(\mathbb{S}^{d-1}) \), which is more than enough for the asymptotics in \( \Lambda v \) to be in \( \mathbb{A}^{m,p}_{2,N} \). Moreover, by (39d),

\[ h(0) = \chi \left( \frac{\Delta b_{N^* - 1}}{r^{N^* + 1}} + \frac{(N^* - 1)(N^* + 1 - d) b_{N^* - 1}}{r^{N^* + 1}} + \frac{\Delta b_{N^*}}{r^{N^* + 2}} + \frac{(N^* + 2 - d) b_{N^*}}{r^{N^* + 2}} \right) \]

+ \( 2 \nabla \chi \cdot \nabla \tilde{b} + (\Delta \chi) \tilde{b} \),

where \( \tilde{b} := b_0 + \cdots + \frac{b_{N^*}}{r^{N^*}} \). Putting this in (50), we see from (40) at \( t = 0 \) that \( \Lambda v = \Delta v \).
Proof of Theorem 3.1. By Proposition 3.1 above, we have only to prove the last two statements of the theorem. In this proof we follow the notation introduced in the proof of Proposition 3.1. In particular, for $v \in A_N^{m,p}$ we write $v = b + g$ as in (43). We will show that $S(t)$ as expressed in (47) extends to an analytic semigroup of angle $\pi/2$. To this end, denote by $S_1(t)v$, $S_2(t)v$, and $S_3(t)v$, the summands in (47) considered in the order of their appearance. Then, $S(t) = S_1(t) + S_2(t) + S_3(t)$, for $t \in [0, \infty)$.

By Theorem 2.4 we already know that $S(t)$ is an analytic semigroup of angle $\pi/2$ on $H_N^{m,p}(\mathbb{R}^d)$, so the operator $S_2(t)$ on $A_N^{m,p}$ defined by $v \mapsto S(t)g$ extends analytically to $S_2(z)$ for $z \in \mathbb{S}_{\pi/2} \setminus \{0\}$, and for any given $\epsilon > 0$ we have that $S_2(z)v \equiv S(z)g \to g$ in $H_N^{m,p}(\mathbb{R}^d)$ as $z \to 0$, $z \in \mathbb{S}_{\pi/2-\epsilon}$. Moreover, using (16) we obtain that there exists $M \equiv M_{p,\delta,\epsilon,N}$ such that

$$\|S_2(z)v\|_{A_N^{m,p}} = \|S(z)g\|_{H_N^{m,p}} \leq M(1 + |z|)^{N/2}\|g\|_{H_N^{m,p}} \leq M(1 + |z|)^{N/2}\|v\|_{A_N^{m,p}}$$

(51)

for all $z \in \mathbb{S}_{\pi/2-\epsilon}$.

To handle $S_1(t)$, let us observe from (40) and (41) that for any $0 \leq k \leq N^*$, $a_k(t)$ depends linearly on $b_0, \ldots, b_k$ in such a way that $a_0(t) = b_0$, $a_1(t) = b_1$, and

$$a_k(t) = b_k + \sum_{1 \leq j \leq k/2} t^j D_{jk}[b_0, \ldots, b_{k-2j}] \quad \text{for } 2 \leq k \leq N^*,$$

(52)

where each $D_{jk}$ is a linear differential operator such that

$$D_{jk} : H_{\mathbb{C}}^{m+1+N^*,p}(S^{d-1}) \times \cdots \times H_{\mathbb{C}}^{m+1+N^*-k-2j,p}(S^{d-1}) \to H_{\mathbb{C}}^{m+1+N^*-k-2j,p}(S^{d-1})$$

is bounded. By replacing $t$ by $z$, we then see that $z \mapsto S_1(z)$, $\mathbb{C} \to L(A_N^{m,p})$, is analytic for all $z \in \mathbb{C}$ and $S_1(z)v \to b$ as $z \to 0$ in $A_N^{m,p}$. Moreover, there exists a positive constant $M > 0$ such that

$$\|S_1(z)v\|_{A_N^{m,p}} \leq M(1 + |z|)^{N^*/2}\|v\|_{A_N^{m,p}}$$

(53)

for all $z \in \mathbb{C}$.

Finally, we consider $S_3(t)v \equiv \int_0^t S(t-s)h(s) \, ds$ where $h(t)$ is given in (39d). Note that $h(t)$ is a polynomial of $t$ of degree $\leq N^*/2$ with coefficients in $H_{\mathbb{C}}^{m-1,p}(\mathbb{R}^d)$. For any $z \in \mathbb{S}_{\pi/2}$ we can write

$$S_3(z)v = \int_0^z S(\tau)h(z-\tau) \, d\tau$$

(54)

where the integration is taken over the straight interval in $\mathbb{C}$ connecting 0 with $z$ (or any other $C^1$-curve in $\mathbb{S}_{\pi/2}$ that connects 0 with $z$). One then sees from (52) that the improper integral in (54) has an integrable singularity at $\tau = 0$ and it converges locally uniformly in $z \in \mathbb{S}_{\pi/2}$. This together with the analyticity statement in Corollary 2.1 then implies that the integral in (54) is a uniform limit of analytic maps with values in $H_N^{m,p}$ on bounded sets of $z \in \mathbb{S}_{\pi/2} \setminus \{0\}$. Hence, the map $z \mapsto S_3(z)v$, $\mathbb{S}_{\pi/2} \setminus \{0\} \to H_N^{m,p}(\mathbb{R}^d)$, is analytic and for any given $\epsilon > 0$,

$$S_3(z)v \to 0 \quad \text{in } H_N^{m,p}(\mathbb{R}^d) \quad \text{as } z \to 0, \quad \text{as } z \in \mathbb{S}_{\pi/2-\epsilon}. $$
Moreover, for \( z \in S_{\pi/2-\varepsilon} \) we obtain from (32) and (45) (which also holds for \( t \) replaced by \( z \) on the left and \( t \) replaced by \( |z| \) on the right side of the formula) that

\[
\| S_3(z)v \|_{H_\delta^{m,p}} \leq |z| \int_0^1 \| S((1 - \tau)z) h(\tau z) \|_{H_\delta^{m,p}} \, d\tau \\
\leq M |z|(1 + |z|)^{N/2}(1 + |z|)^{N'/2} \| v \|_{H_\delta^{m,p}} \leq M_1 (1 + |z|)^\mu \| v \|_{H_\delta^{m,p}}
\]

for some positive constant \( M_1 > 0 \) depending on \( 1 < p < 0, \delta \in \mathbb{R}, \epsilon \in (0, \pi/2), \) and \( N \geq 0, \) and for \( \mu \equiv (N + N^* + 2)/2 \). We can now apply [5, Theorem 3.12 in Chapter 3] as in the proof of Corollary 2.1 above to conclude that \( z \to S_3(z), S_{\pi/2} \setminus \{0\} \to \mathcal{L}(A_{N}^{m,p}) \), is analytic.

Summarizing the above, we see that the map \( z \to S(z)v, S_{\pi/2} \setminus \{0\} \to \mathcal{L}(A_{N}^{m,p}(\mathbb{R}^d)) \), is analytic and, by (31), (33), and (45), it satisfies (35). We also proved that \( S(z)v \to v \) in \( A_{N}^{m,p} \) as \( z \to 0, \), \( z \in S_{\pi/2-\epsilon} \) for any given \( \epsilon \in (0, \pi/2) \). The semigroup property \( S(z_1 + z_2) = S(z_1)S(z_2) \) on \( S_{\pi/2} \) follows from the semigroup property on \( [0, \infty) \) and the analyticity of the extension of \( \{S(t)\}_{t \geq 0} \) to \( S_{\pi/2} \setminus \{0\} \). The last statement of Theorem 3.1 follows from the fact that \( a_0(z) = b_0 \) and \( a_1(z) = b_1 \). This completes the proof of Theorem 3.1. \( \square \)

4 Equilibrium and asymptotics in a semilinear heat flow

In this section, we illustrate our previous results by applying them to the simple model equation

\[
\begin{cases}
  u_t = \Delta u + \varphi - \psi u^3 \quad \text{for} \quad t > 0, \quad x \in \mathbb{R}^3, \\
  u|_{t=0} = v,
\end{cases}
\]

(56)

where \( \varphi, \psi \in S(\mathbb{R}^3) \) with \( \psi \geq 0 \). We have specified \( d = 3 \) and \( u^3 \) just for convenience; analogous results pertain for \( d \geq 3 \) and \( u^k \) where \( k \) is any odd integer. We will consider \( v \in X \) for both \( X = H_\delta^{1,p} \) and \( X = A_{1,N}^{m,p} \), and show that the heat flow is global in time on \( X \). We start by considering mild solutions of (56), i.e. continuous solutions of the integral equation

\[
u(t) = S(t)v + \int_0^t S(t-s)(\varphi - \psi u^3(s)) \, ds.
\]

(57)

Our first preliminary result concerns mild solutions of (56) in the weighted Sobolev space \( H_\delta^{1,p} \).

Proposition 4.1. For \( p > 3, \delta \geq 0, \) and for any \( v \in H_\delta^{1,p} \) the equation (57) has a unique global solution \( u \in C((0, \infty), H_\delta^{1,p}) \).

Proof. Take \( v \in H_\delta^1 \), since \( 1 > 3/p \), we know by Proposition A.1 (b) that \( H_\delta^{1,p} \) is a Banach algebra, so \( F(u) := \varphi - \psi u^3 \) defines an analytic map \( F : H_\delta^{1,p} \to H_\delta^{1,p} \) that satisfies the Lipschitz condition (103) in Appendix C. By Theorem 2.1 the Laplace operator \( \Delta \), considered as an unbounded operator on \( H_\delta^{1,p} \) with domain \( H_\delta^{2,p} \), generates an analytic semigroup \( \{S(t)\}_{t \geq 0} \) on \( H_\delta^{2,p} \) given by the Poisson integral (2). Then, by Proposition C.3 there exists a unique solution

\[
u \in C((0, T), H_\delta^{1,p}) \cap C^1((0, T), H_\delta^{1,p})
\]

(58)

of (56) (and (57)) where \( T \equiv T_{\text{max}} \) denotes the maximal time of existence. To prove that \( u \) is global, we will assume that \( T < \infty \) and will show that \( \|u(t)\|_{H_\delta^{1,p}} \) remains bounded for \( t \in [0, T) \).
Then, the global existence will follow from Proposition 3.2. It follows from (58) and the Sobolev embedding $H^1_{\delta} \subseteq C_0(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$, where $C_0(\mathbb{R}^d)$ denotes the space of bounded continuous functions, that we can differentiate under the integral sign and obtain that for any $t \in (0, T)$,

$$
\frac{d}{dt} \int \langle x \rangle^{\delta p} |u(x,t)|^p \, dx = p \int \langle x \rangle^{\delta p} |u|^{p-2} u \, dx = p \int \langle x \rangle^{\delta p} |u|^{p-2} u (\Delta u + \varphi - \psi u^3) \, dx \\
\leq p \int \langle x \rangle^{\delta p} |\varphi| |u|^{p-2} \, dx - p \int \nabla u \cdot \nabla \langle x \rangle^{\delta p} |u|^{p-2} u \, dx \\
\leq p \int \langle x \rangle^{\delta p} |\varphi| |u|^{p-1} \, dx - p \int \delta p \langle x \rangle^{\delta p-2} |u|^{p-2} u (x \cdot \nabla u) \, dx \\
- p (p-1) \int \langle x \rangle^{\delta p} |u|^{p-2} |\nabla u|^2 \, dx,
$$

(59)

where we used Green’s identity and the fact that $\psi \geq 0$. If $\varphi \equiv 0$ and $\delta = 0$, we see that $\|u\|_{L^p}$ is non-increasing; in particular, it remains bounded. If we no longer assume $\varphi \equiv 0$ but retain $\delta = 0$, then we obtain from (59) and Hölder’s inequality that

$$
\frac{d}{dt} \int |u(x,t)|^p \, dx \leq p \int |\varphi||u|^{p-1} \, dx \leq p \left( \int |\varphi|^p \, dx \right)^{\frac{1}{p}} \left( \int |u|^p \, dx \right)^{\frac{p-1}{p}} \\
\leq C \left( \int |u(x,t)|^p \, dx \right)^{\frac{p-1}{p}}.
$$

We then solve this differential inequality to show that $\|u(t)\|_{L^p}$ grows at most like a power of $t$. On the other hand, for $\delta > 0$ we observe that for any $\varepsilon > 0$, $(ux \cdot \nabla u) \leq |ux||\nabla u| \leq \frac{1}{2}|u|^2 \langle x \rangle^2 + \frac{1}{2\delta} |\nabla u|^2$, and hence

$$
\int \langle x \rangle^{\delta p-2} |u|^{p-2} (ux \cdot \nabla u) \, dx \leq \frac{1}{2\varepsilon} \int \langle x \rangle^{\delta p} |u|^p \, dx + \frac{\varepsilon}{2} \int \langle x \rangle^{\delta p} |\nabla u|^2 |u|^{p-2} \, dx.
$$

By taking $\varepsilon := 2(p-1)/(\delta p)$ we then obtain from (59) and Hölder’s inequality that

$$
\frac{d}{dt} \int \langle x \rangle^{\delta p} |u(x,t)|^p \, dx \leq p \int \langle x \rangle^{\delta p} |\varphi||u|^{p-1} \, dx + C \int \langle x \rangle^{\delta p} |u|^p \, dx \\
\leq C_1 \left( \int \langle x \rangle^{\delta p} |u(x,t)|^p \, dx \right)^{\frac{p-1}{p}} + C \int \langle x \rangle^{\delta p} |u(x,t)|^p \, dx
$$

with constants $C, C_1 > 0$ depending on $1 < p < \infty$ and $\delta \geq 0$. We then use this differential inequality to show that $\|u(t)\|_{L^p}$ grows at most exponentially in $t$; in particular, it remains bounded on $(0, T)$. Exactly the same arguments applied to the $t$-derivative of $\|u^3(t)\|_{L^p}$ show that there exists $C' > 0$ such that

$$
\|u^3(t)\|_{L^p} < C' \quad \text{for} \quad t \in (0, T).
$$

(60)

Finally we show that $\|\nabla u(t)\|_{L^p}$ remains bounded for $t \in (0, T)$. From (57) we can estimate

$$
\|\nabla u(t)\|_{L^p} \leq \|S(t)\nabla v\|_{L^p} + \int_0^t \|S(t-s)\nabla \varphi\|_{L^p} \, ds + \int_0^t \|\nabla S(t-s)(\psi u^3(s))\|_{L^p} \, ds.
$$
Note that by Theorem 2.1 \[ \|S(t)\nabla v\|_{L^p_x} \leq C(1 + t)^{\delta/2}\|\nabla v\|_{L^p_x} \]
and
\[ \int_0^t \|S(t - s)\nabla \varphi\|_{L^p_x} \, ds \leq C(1 + t)^{\delta/2 + 1}\|\nabla \varphi\|_{L^p_x}. \]
Moreover, in view of by Proposition 2.2 and (60), we also have
\[ \int_0^t \|\nabla S(t - s)(\psi u^3(s))\|_{L^p_x} \, ds \leq C_1 \int_0^t (1 + t - s)^{\delta/2}(t - s)^{-1/2}\|\psi u^3(s)\|_{L^p_x} \, ds \]
\[ \leq C_1 (1 + t)^{\delta/2} \int_0^t (t - s)^{-1/2}e^{ks} \, ds \leq C_2 (1 + t)^{\delta/2}t^{1/2}e^{kt} \]
where \( C_1, C_2 > 0 \) are constants. In this way we see that \( \|u(t)\|_{H^{1,p}_\delta} \) remains bounded for \( t \in (0, T) \) where \( T > 0 \) is the maximal time of existence of the solution. This implies that \( u \in C([0, \infty), H^{1,p}_\delta). \)

We can improve the regularity as follows:

**Proposition 4.2.** For \( p > 3, \delta \geq 0, \) integer \( m \geq 0, \) and any \( v \in H^{m+1,p}_\delta \), the equation (57) has a unique global solution \( u \in C([0, \infty), H^{m+1,p}_\delta). \)

**Proof.** We proceed by induction on \( m \). Proposition 3.1 provides the case \( m = 0 \), and we will now prove the case \( m = 1 \); the general induction step is analogous.

So let us assume \( v \in H^{2,p}_\delta \) and let \( u \in C([0, \infty), H^{1,p}_\delta) \) denote the solution obtained in Proposition 3.1. Let \( q := 3\psi u^2 \) and \( r := \partial \varphi - (\partial \psi)u^3 \) where \( \partial \) denotes any first order spatial (weak) derivative. Since \( u \in C([0, \infty), H^{1,p}_\delta) \) and since \( H^{1,p}_\delta \) is a Banach algebra, we have that \( q, r \in C([0, \infty), H^{1,p}_\delta). \) By applying \( \partial \) to (57) and then using that \( S(t) \) commutes with \( \partial \), we see that \( \partial u \in C([0, \infty), L^p_x) \) is a mild solution of

\[
\begin{cases}
  w_1 = \Delta w - qw + r, & \text{for } t > 0, \ x \in \mathbb{R}^3, \\
  w_1|_{t=0} = \partial v.
\end{cases}
\]

In particular, the non-homogeneous term \( F(t, w) := -q(t)w + r(t) \) in (61) is globally Lipschitz in \( H^{1,p}_\delta \) (see (101)). Consequently, by Proposition C.1 in Appendix C, (61) has a unique mild solution \( w \in C([0, \infty), H^{1,p}_\delta). \) By the uniqueness, \( \partial u = w \in C([0, \infty), H^{1,p}_\delta). \) Since \( \partial \) is any partial derivative, we have \( u \in C([0, \infty), H^{2,p}_\delta). \)

By combining the results above with Proposition C.4 in Appendix C, we obtain the following

**Theorem 4.1.** For \( p > 3, \delta \geq 0, \) integer \( m \geq 0, \) and any \( v \in H^{m+2,p}_\delta \), the equation (59) has a unique global solution \( u \in C([0, \infty), H^{m+2,p}_\delta) \cap C^1([0, \infty), H^{m,p}_\delta). \)

**Proof.** Let \( u \in C([0, \infty), H^{m+2,p}_\delta) \) be the unique mild solution of (59) in Proposition 4.2. Note that \( p > 3 \) guarantees \( m + 2 > 3/p, \) so Proposition A.1(b) implies that \( H^{m+2,p}_\delta \) is a Banach algebra. Consequently, \( F(u) = \varphi - \psi u^3 \) defines an analytic map \( F: H^{m+2,p}_\delta \to H^{m+2,p}_\delta \) that satisfies the Lipschitz condition (103). So we can apply Proposition C.4 to conclude that for any
If $t_0 > 0$ there exists a unique solution $\hat{u} \in C([t_0, t_0 + \epsilon), H_\delta^{m+2,p}) \cap C^1([t_0, t_0 + \epsilon), H_\delta^{m,p})$ for some $\epsilon > 0$ of the equation

$$\begin{cases} u_t = \Delta u + F(u), \\ u|_{t=t_0} = u(t_0). \end{cases} \quad (62)$$

But this solution is also a mild solution of (62) on $[t_0, t_0 + \epsilon)$, so for $t \in [t_0, t_0 + \epsilon)$ it coincides with the mild solution of (62),

$$u(t) = S(t_0 - t)u(t_0) + \int_0^{t-t_0} S(t_0 - s)F(u(s)) \, ds.$$ 

In view of the arbitrariness of the choice of $t_0 > 0$ we then conclude that $u \in C([0, \infty), H_\delta^{m+2,p}) \cap C^1([0, \infty), H_\delta^{m,p})$ and that it is a solution of (56).

Now we are ready to consider $v \in A_{1,N}^{m+2,p}$ in (55), in other words to prove Theorem 1.2.

**Proof of Theorem 1.2.** The hypotheses imply $A_{1,N}^{m+2,p} \subseteq H_\delta^{m+2,p}$, so we can apply Theorem 3.1 to find a (unique) solution of (56) satisfying $u \in C([0, \infty), H_\delta^{m+2,p}) \cap C^1([0, \infty), H_\delta^{m,p})$. We want to show that $u(t) \in A_{1,N}^{m+2,p}$ for all $t > 0$ and $u \in C([0, \infty), A_{1,N}^{m+2,p}) \cap C^1([0, \infty), A_{1,N}^{m,p})$. Since $p > 3$ we have $N^* \equiv N$ and we can write

$$v(x) = b(x) + g(x) = \chi(r) \left( \frac{b_1(\theta)}{r} + \cdots + \frac{b_N(\theta)}{r^N} \right) + g(x),$$

where $b_k \in H_\delta^{m+3+N-k,p}(\mathbb{S}^2)$ and $g \in H_\delta^{m+2,p}$. We seek $u$ of the form

$$u(x, t) := a(x, t) + f(x, t) = \chi(r) \left( \frac{a_1(\theta, t)}{r} + \cdots + \frac{a_N(\theta, t)}{r^N} \right) + f(x, t) \quad (63)$$

with initial conditions $a_k(\theta, 0) = b_k(\theta)$, $0 \leq k \leq N$, and $f(x, t) = g(x)$, and such that

$$f \in C([0, \infty), H_\delta^{m+2,p}) \cap C^1([0, \infty), H_\delta^{m,p}),$$

$$a_k \in C([0, \infty), H_\delta^{m+2,p}(\mathbb{S}^2)) \cap C^1([0, \infty), H_\delta^{m,p}(\mathbb{S}^2)), \quad 1 \leq k \leq N.$$ 

Plugging $u$ into $u_t = \Delta u + \varphi - \psi u^3$ we obtain

$$a_t + f_t = \Delta a + \Delta f + \varphi - \psi a^3.$$ 

Since $u \in C([0, \infty), H_\delta^{m+2,p}) \cap C^1([0, \infty), H_\delta^{m,p})$ satisfies (56), we see from (60), (68), and (61) that if $a$ satisfies the system of equations:

$$\begin{align*}
\dot{a}_1(t) &= \dot{a}_2(t) = 0 \Rightarrow a_1(t) = b_1, \ a_2(t) = b_2, \\
\dot{a}_3(t) &= \Delta_\theta a_1(t) \\
\dot{a}_4(t) &= \Delta_\theta a_2(t) + 2a_2(t), \\
&\vdots \\
\dot{a}_N(t) &= \Delta_\theta a_{N-2}(t) + (N-2)(N-3)a_{N-2}(t),
\end{align*} \quad (65)$$

we can conclude that $u \in C([0, \infty), H_\delta^{m+2,p}) \cap C^1([0, \infty), H_\delta^{m,p})$ satisfies (56).
with initial conditions $a_k(0) = b_k$, $1 \leq k \leq N$, then $f(t) := u(t) - a(t)$ satisfies
\[
\begin{cases}
\dot{f}(t) = \Delta f + h(t) + \varphi - \psi u(t)^3,
\quad f|_{t=0} = g,
\end{cases}
\tag{66}
\]
where $h(t)$ is given by (39d) and where we have again used a dot to denote $t$-differentiation. We can successively integrate (65) and obtain that for any $1 \leq k \leq N$, $a_k(t)$ is a polynomial of $t$ of degree $\leq (k-1)/2$ with coefficients in $H^{m+3+k}(S^2)$. This together with (63) then implies that
\[
a \in C([0, \infty), A^{m+2,p}_{1,N}) \cap C^1([0, \infty), A^{m,p}_{1,N}).
\tag{67}
\]
Let us now turn our attention to equation (66), that can be written as
\[
\begin{cases}
\dot{f}(t) = \Delta f + A(t),
\quad A(t) := h(t) + \varphi - \psi u(t)^3,
\quad f|_{t=0} = g,
\end{cases}
\tag{68}
\]
where $u \in C([0, \infty), H^{m+2,p}_{m,p} \cap C^1([0, \infty), H^{m,p})$ and
\[
h \in C^1([0, \infty), H^{m+1,p}_{N} \subseteq C^1([0, \infty), H^{m,p}_{N})
\]
by (39d). Since $\varphi, \psi \in S$ we then obtain that
\[
A \in C^1([0, \infty), H^{m,p}_{N}).
\tag{69}
\]
It then follows from Theorem 2.1 and the last statement of Proposition C.2 in Appendix C that
\[
f \in C([0, \infty), H^{m+2,p}_{m,p} \cap C^1([0, \infty), H^{m,p}).
\]
This together with (67) shows that $u \in C([0, \infty), A^{m+2,p}_{1,N}) \cap C^1([0, \infty), A^{m,p}_{1,N})$. This completes the proof of the theorem.

Let us now prove Theorem 1.3 concerning solutions of the semilinear elliptic equation
\[
\Delta u = \psi u^3 - \varphi \quad \text{for} \quad x \in \mathbb{R}^3.
\tag{70}
\]
More specifically, we will prove that for any $p > 3$, integer numbers $m, N \geq 1$, and for any $\psi, \varphi \in S(\mathbb{R}^3)$ with $\psi \geq 0$ the semilinear elliptic equation (70) has a unique solution $u_* \in A^{m+2,p}_{1,N}$. We will also prove that the solution $u_*$ has non-trivial asymptotic coefficients generically.

**Proof of Theorem 1.3** In this proof we use the weighted Sobolev spaces $W^{m,p}_S$ and the asymptotic spaces $A^{m,p}_{n,N}$ that are defined in Appendix A. In particular, for integer $m \geq 1$, let $I^{m,p}_{1,N}$ denote the subspace of $A^{m,p}_{1,N}$ consisting of functions $u$ of the form
\[
u(x) = \chi(r) \left( \frac{a_1(\theta)}{r} + \cdots + \frac{a_N(\theta)}{r^N} \right) + f(x), \quad f \in W^{m,p}_{\gamma_N},
\]
where $a_k$ is an eigenfunction for the Laplace-Beltrami operator $-\Delta_S$ on the unit sphere $S^2$ with eigenvalue $\lambda_{k-1} = k(k-1)$ and $\gamma_N \equiv \gamma_0 + N$ with
\[
0 < \gamma_0 + 3/p < 1.
\tag{71}
\]
Since the eigenspace \( H_{k-1} \) for \( \lambda_{k-1} \) is finite-dimensional and consists of smooth functions, \( \mathcal{I}_{m,N}^{m+2,p} \) is a closed subspace of \( A_{m,N}^{m,p} \). Since \( m \geq 1 > 3/p \) for \( p > 3 \) we conclude that \( A_{m,N}^{m,p} \) and \( W_{\gamma,N}^{m,p} \) are Banach algebras (cf. [10]). Moreover, a calculation in spherical coordinates shows \( \Delta(a_k(\theta)/r^k) = 0 \) for \( r > 0 \), so it is clear that

\[
\Delta : \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p}\quad (72)
\]

for any integer \( \ell \geq 0 \). In fact, by Proposition B.1 in [12], (72) is an isomorphism. We will also need the fact that (see [7, Theorem 5.1], [4, Lemma 2.1])

\[
W_\delta^{m,p} \subseteq W_{\delta_1}^{m+1,p} \quad \text{is a compact embedding for } m > m_1 \quad \text{and} \quad \delta > \delta_1. \quad (73)
\]

The map \( F \): Take \( \psi \in \mathcal{S} \) such that \( \psi \geq 0 \) and consider the map

\[
F : \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p}, \quad u \mapsto \Delta u - \psi u^3. \quad (74)
\]

Since \( A_{m,N}^{m+2,p} \) is a Banach algebra and \( \psi \in \mathcal{S} \) the map (74) is continuously differentiable and for any given \( u \in \mathcal{I}_{m,N}^{m+2,p} \) we have that

\[
d_u F(w) = \Delta w - 3\psi u^2 w \quad (75)
\]

where \( d_u F : \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p} \) is the differential of (74) at \( u \).

The local diffeomorphism property of \( F \): Note that the map

\[
K_u : \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p}, \quad w \mapsto -3\psi u^2 w,
\]

can be decomposed as \( \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p} \subseteq W_{\gamma,N+2}^{m+2,p} \) which is compact in view of (73). Since \( \Delta : \mathcal{I}_{m,N}^{m+2,p} \to W_{\gamma,N+2}^{m+2,p} \) is an isomorphism, we then conclude that the differential (75) is a Fredholm operator of index zero. We will now prove that the kernel of (75) is trivial, and hence, (75) is an isomorphism. To this end, assume that \( w \in \mathcal{I}_{m,N}^{m+2,p} \) satisfies the elliptic equation

\[
\Delta w = 3\psi u^2 w.
\]

for some \( u \in \mathcal{I}_{m,N}^{m+2,p} \). Since \( u, w \in \mathcal{I}_{m,N}^{m+2,p} \) for \( m \geq 1 \), we conclude that \( u, w \in C^2(\mathbb{R}^3) \) and that

\[
w(x) = O(1/r) \quad \text{as} \quad |x| \to \infty. \quad (76)
\]

For a given \( R > 0 \) consider the open ball \( \Omega_R := \{ x \in \mathbb{R}^3 : |x| < R \} \) in \( \mathbb{R}^3 \) as well as the open sets

\[
\Omega_R^+ := \{ x \in \mathbb{R}^3 : w(x) > 0 \} \quad \text{and} \quad \Omega_R^- := \{ x \in \mathbb{R}^3 : w(x) < 0 \}.
\]

If \( \Omega_R^+ \) is not empty we have that

\[
\Delta w = 3\psi u^2 w \geq 0 \quad \text{in} \quad \Omega_R^+.
\]

Then, \( \max_{\Omega_R^+} w = \max_{\Omega_R^+} \leq \max_{|x|=R} |w| \), where we have used the maximum principle on \( \Omega_R^+ \) and the fact that \( w \equiv 0 \) on the boundary of \( \Omega_R^+ \) in \( \Omega_R \). Hence \( \max_{\Omega_R^+} w \leq \max_{|x|=R} |w| \), which
also holds trivially in the case when \( \Omega^+_R \) is empty. The same argument applied to \((-w)\) on \( \Omega^-_R \) then implies that
\[
\max_{\partial \Omega^+_R} |w| \leq \max_{|x|=R} |w| .
\]
By taking \( R \to \infty \) in (77) we then conclude from (76) that \( w \equiv 0 \). This proves that the differential \( d_w \mathcal{F} : \mathcal{I}^{m+2,p}_{1,N} \to W^{m,p}_{\gamma N+2} \) is an isomorphism of Banach spaces. Hence, by the inverse function theorem, the map (74) is a local diffeomorphism.

The properness of \( \mathcal{F} \): Our next task is to prove that the map (74) is proper, which will imply that (74) is a diffeomorphism. Recall that a map \( F : X \to Y \) between two metric spaces is called proper if the preimage of any compact set in \( Y \) is compact in \( X \). In order to show that \( \mathcal{F} \) is proper, take a sequence \((u_j)_{j \geq 1}\) in \( \mathcal{I}^{m+2,p}_{1,N} \) such that \( \mathcal{F}(u_j) \) converges in \( W^{m,p}_{\gamma N+2} \) to some \( f \in W^{m,p}_{\gamma N+2} \): 
\[
f_j := \mathcal{F}(u_j) \to f \quad \text{in} \quad W^{m,p}_{\gamma N+2} \quad \text{as} \quad j \to \infty .
\]
We want to show that \((u_j)_{j \geq 1}\) contains a subsequence that converges in \( \mathcal{I}^{m+2,p}_{1,N} \). For any \( j \geq 1 \), we use \( \Delta^{-1} : W^{m,p}_{\gamma N+2} \to \mathcal{I}^{m+2,p}_{1,N} \), i.e. the inverse of the isomorphism (72), to define \( \hat{f}_j := \Delta^{-1}f_j \) and \( \hat{f} := \Delta^{-1}f \), and hence obtain
\[
\begin{cases}
\Delta(u_j + \hat{f}_j) = \psi u_j^3 , \\
\hat{f}_j \to \hat{f} \quad \text{in} \quad \mathcal{I}^{m,p}_{1,2,N} \quad \text{as} \quad j \to \infty .
\end{cases}
\]
In what follows we will again use the maximum principle. Fix \( j \geq 1 \), take \( R > 0 \), and consider the open sets \( \Omega^-_R \) and \( \Omega^+_R \) in \( \mathbb{R}^3 \) defined as above but with \( w \) replaced by \( u_j \). Assume that \( \Omega^+_R \) is not empty. It then follows from (79) that
\[
\Delta(u_j + \hat{f}_j) = \psi u_j^3 \geq 0 \quad \text{in} \quad \Omega^+_R .
\]
By the maximum principle,
\[
\max_{\Omega^+_R} (u_j + \hat{f}_j) \leq \max_{|x|=R} |u_j| + \max_{\Omega^+_R} |\hat{f}_j| 
\]
where we used that \( u_j \equiv 0 \) on the boundary of \( \Omega^+_R \) in \( \Omega_R \) and the inequality \( \max_{\Omega^+_R} |\hat{f}_j| \leq \max_{\partial \Omega^+_R} |\hat{f}_j| \). Since \( \max_{\Omega^+_R} (u_j + \hat{f}_j) \leq \max_{|x|=R} |u_j| + \max_{\Omega^+_R} |\hat{f}_j| \), we obtain that
\[
\max_{\Omega^-_R} (u_j + \hat{f}_j) \leq \max_{|x|=R} |u_j| + \max_{\Omega^-_R} |\hat{f}_j| .
\]
This estimate also trivially holds in the case when \( \Omega^+_R \) is empty. The same argument applied to \((-u_j)\) and \((-\hat{f}_j)\) on \( \Omega^-_R \) then implies that
\[
\max_{\Omega^-_R} |u_j + \hat{f}_j| \leq \max_{|x|=R} |u_j| + \max_{\Omega^-_R} |\hat{f}_j| .
\]
By taking \( R \to \infty \) we then see that \( \|u_j + \hat{f}_j\| \leq \|\hat{f}_j\|_\infty \) where \( \| \cdot \|_\infty \) denotes the sup-norm in \( L^\infty(\mathbb{R}^3) \). Hence
\[
\|u_j\|_\infty \leq 2\|\hat{f}_j\|_\infty \leq C
\]
uniformly in \(j \geq 1\), where we used the second relation in (79) to conclude that \((f_j)_{j \geq 1}\) is bounded in \(T^{\ell+2,p}_{1,N} \subseteq L^\infty\). This implies that
\[
\|\psi u_j^3\|_{L^p_{\gamma+N+2}} \leq C^3\|\psi\|_{L^p_{\gamma+N+2}}
\]
uniformly in \(j \geq 1\). Then, it follows from (79) and the fact that \((72)\) is an isomorphism for \(\ell = 0\) that \(u_j\) is bounded in \(T^{2,p}_{1,N}\) uniformly in \(j \geq 1\). Since \(T^{\ell+2,p}_{1,N} \subseteq A^{\ell+2,p}_{1,N}\) and \(A^{\ell+2,p}_{1,N}\) is a Banach algebra for \(\ell \geq 0\), the map \(T^{\ell+2,p}_{1,N} \to W^{\ell+2,p}_{\gamma+N+2}, u \mapsto \psi u^3, \psi \in \mathcal{S}\), is bounded. This shows that we can iterate this process and conclude from (79) that \(u_j\) is bounded in \(T^{n+2,p}_{1,N}\) uniformly in \(j \geq 1\).

Note that the map
\[
\mathcal{F} : T^{m+\ell+2,p}_{1,N} \to W^{m+\ell,p}_{\gamma+N+\ell+2}
\]
is a compact nonlinear map since it can be decomposed as \(T^{m+2,p}_{1,N} \to W^{m+p}_{\gamma+N+3}, u \mapsto \psi u^3, \psi \in \mathcal{S}\), is bounded. Consider the sets
\[
Z^l_k := \{u \in T^{m+\ell+2,p}_{1,N} : a_k = 0\}, \quad 1 \leq k \leq N.
\]
It follows from the definition of the space \(T^{m+\ell+2,p}_{1,N}\) that for any given \(1 \leq k \leq N\) the set \(Z^l_k\) is a closed subspace of co-dimension equal to \(\dim \mathcal{H}_{k-1} \geq 1\). Since \((82)\) is a diffeomorphism, we then conclude that for any \(1 \leq k \leq N\) the set \(\mathcal{F}(Z^l_k)\) is a submanifold of finite co-dimension in \(W^{m+p}_{\gamma+N+\ell+2}\). This shows that for any \(\ell \geq 0\) the set
\[
W^{m+\ell,p}_{\gamma+N+\ell+2} \setminus \left(\bigcup_{k=1}^N \mathcal{F}(Z^l_k)\right)
\]
is open and dense in \(W^{m+\ell,p}_{\gamma+N+\ell+2}\). The second statement of the theorem now follows from Baire’s theorem, the completeness of the Schwartz space \(\mathcal{S}\), as well as the fact that \(\mathcal{S}\) is dense in \(W^{m+p}_{\gamma+N+\ell+2}\), \(\ell \geq 0\), and that the Fréchet topology on \(\mathcal{S}\) is induced by the norms in \(W^{m+\ell,p}_{\gamma+N+\ell+2}, \ell \geq 0\). \(\square\)
Note that asymptotic spaces with log terms (cf. [10, 11]) can be used to prove a local version of Theorem 1.2 and Theorem 1.3 with a nonlinear term of the form $F(u) + \varphi$ where $F(u)$ is an arbitrary polynomial of $u$ vanishing at $u = 0$ and with $\varphi$ in an open neighborhood of zero in $S(\mathbb{R}^3)$.

A Background on weighted and asymptotic spaces

Let us summarize some of the essential properties of the weighted Sobolev and asymptotic spaces defined in Section 1. For proofs of Propositions A.1-A.3 see [10].

Proposition A.1. (a) For $m > d/p$ and $\delta \in \mathbb{R}$, if $f \in H_\delta^{m,p}(\mathbb{R}^d)$, then $f \in C^k(\mathbb{R}^d)$ for all $k < m - (d/p)$ and

$$\sup_{x \in \mathbb{R}^d} |x|^\delta |\partial^\alpha f(x)| \leq C_{d,m,p,k,\delta} \|f\|_{H_\delta^{m,p}} \quad \text{for } |\alpha| \leq k.$$  

In fact, for all $|\alpha| \leq k$ we have $|x|^\delta |\partial^\alpha f(x)| \to 0$ as $|x| \to \infty$.

(b) If $m > d/p$ and $\delta \geq 0$, then $H_\delta^{m,p}(\mathbb{R}^d)$ is a Banach algebra:

$$\|fg\|_{H_\delta^{m,p}} \leq C \|f\|_{H_\delta^{m,p}} \|g\|_{H_\delta^{m,p}} \quad \text{for } f, g \in H_\delta^{m,p}(\mathbb{R}^d).$$

Remark A.1. If $X$ is a Banach algebra and $\gamma$ is a positive integer, then it is easy to see that $F(u) := u^\gamma$ defines an analytic map $X \to X$. This fact is used with $X = H_\delta^{m,p}(\mathbb{R}^d)$ in the proofs of Proposition 1.1 and Theorem 1.1.

Proposition A.2. (a) If $n_1 \geq n$ and $N_1 \geq N$, then $A^{m,p}_{n_1,N_1} \subseteq A^{m,p}_{n,N}$ is a continuous inclusion.

(b) If $m \geq 1$, then $u \mapsto \partial u / \partial x_j$ is a bounded linear map $A^{m,p}_{n,N} \to A^{m-1,p}_{n+1,N}$.

(c) Multiplication by $\chi(r)/r^k$ is bounded $A^{m,p}_{n,N} \to A^{m,p}_{n+k,N+k}$.

(d) Assume $m > d/p$. If $u \in A^{m,p}_{n,N}$, then

$$\sup_{x \in \mathbb{R}^d} |x|^\delta |\partial^\alpha u(x)| \leq C \|u\|_{A^{m,p}_{n,N}} \quad \text{for } |\alpha| < m - d/p. \quad (83)$$

(e) If $m > d/p$, then $A^{m,p}_{n,N}$ is a Banach algebra:

$$\|uv\|_{A^{m,p}_{n,N}} \leq C \|u\|_{A^{m,p}_{n,N}} \|v\|_{A^{m,p}_{n,N}} \quad \text{for } u, v \in A^{m,p}_{n,N}. \quad (84)$$

The property (e) in Proposition A.2 is actually a special case of a more general result:

Proposition A.3. For $m > d/p$ and $0 \leq n_i \leq N_i$ for $i = 1, 2$, let $n = n_1 + n_2$ and $N = \min(N_1 + n_2, N_2 + n_1)$. Then

$$\|uv\|_{A^{m,p}_{n,N}} \leq C \|u\|_{A^{m,p}_{n_1,N_1}} \|v\|_{A^{m,p}_{n_2,N_2}} \quad \text{for } u \in A^{m,p}_{n_1,N_1}, \; v \in A^{m,p}_{n_2,N_2}. \quad (85)$$
We use in Sections [4] a different family of weighted Sobolev and asymptotic spaces denoted $W_{m,p}^δ$ and $A_{m,p}^δ$. These spaces were introduced in [10] and used in [11, 12] to study the Euler equations because the spaces $W_{m,p}^δ$ have nice mapping properties for the Laplacian. On the other hand, the space $H_{m,p}^δ$ has better mapping properties for the resolvent of the Laplacian, which is why we have used $H_{m,p}^δ$ and $A_{m,p}^δ$ predominantly in this paper.

**Definition 1.** Let $m \in \mathbb{Z}_{\geq 0}$ and $1 \leq p < \infty$.

(a) For $δ \in \mathbb{R}$, define the weighted Sobolev space $W_{m,p}^δ(\mathbb{R}^d)$ to be the closure of $C_c^∞(\mathbb{R}^d)$ in the norm

$$
\|f\|_{W_{m,p}^δ} = \sum_{|α| \leq m} \|σ^{δ+|α|}f\|_{L^p}.
$$

(b) Fix $γ_0$ satisfying $0 < γ_0 + d/p < 1$ and for $N \in \mathbb{Z}_{\geq 0}$ let $γ_N = γ_0 + N$. Define $A_{m,p}^γ$ to be the space of functions of the form

$$
v(x) = \chi(r) \left( a_0(θ) + \cdots + \frac{a_N(θ)}{r^N} \right) + f(x),
$$

where $a_k \in H^{m+1+N-k,p}(S^{d-1})$ and $f \in W_{m,p}^γ(\mathbb{R}^d)$. The function space $A_{m,p}^γ$ becomes a Banach space under the norm

$$
\|v\|_{A_{m,p}^γ} = \sum_{k=0}^N \|a_k\|_{H^{m+1+N-k,p}} + \|f\|_{W_{m,p}^γ}.
$$

We denote by $A_{m,N}^γ$ the closed subspace for which $a_0 = \cdots a_{n-1} = 0$.

These function spaces enjoy properties analogous to those in Propositions [3, 3] and [3]; for details, see [10]. In particular, if $m > d/p$, then $f \in W_{m,p}^γ$ implies that $f(x) = o(r^{-N})$ as $r \to \infty$, so we generally make this assumption when dealing with $A_{m,p}^γ$ (as we did for $A_{m,p}^δ$).

## B Auxiliary lemmas and discussion

The following lemma is well known. We provide the proof for convenience.

**Lemma B.1.** For any $δ \in \mathbb{R}$ there is a constant $C = C(δ) = 2^{δ/2}$ such that

$$
\frac{\langle x\rangle^δ}{\langle y\rangle^δ} \leq C\langle x - y\rangle^δ \quad \text{for all } x, y \in \mathbb{R}^d.
$$

*Proof.* By the triangle inequality, we have $1 + |y + z|^2 \leq 2(1 + |y|^2)(1 + |z|^2)$ for all $y, z \in \mathbb{R}^d$. If $δ > 0$, this implies $\langle y + z\rangle^δ \leq 2^{δ/2} \langle y\rangle^δ \langle z\rangle^δ$, and we let $z = x - y$ to obtain (89). If $δ < 0$, the triangle inequality with $x$ in place of $y$ implies $\langle x + z\rangle^{-δ} \leq 2^{-δ/2} \langle x\rangle^{-δ} \langle z\rangle^{-δ}$, and we let $z = y - x$ to obtain (89). \qed

**Lemma B.2.** For any $δ \in \mathbb{R}$ and $1 < p < \infty$, there is a constant $C > 0$ so that

$$
\|g\|_{H_{m,p}^δ} \leq C \left( \|Δg\|_{L^p} + \|g\|_{L^p} \right) \quad \text{for } g \in H_{m,p}^δ(\mathbb{R}^d).
$$

Moreover, if $g \in L^p(\mathbb{R}^d)$ has distributional derivatives satisfying $Δg \in L^p(\mathbb{R}^d)$, then $g \in H_{m,p}^δ(\mathbb{R}^d)$.
Proof. Using the isomorphism $J_{\delta} : H^{m,p}_\delta(\mathbb{R}^d) \to H^{m,p}$ as in Lemma 2.1 we see that to prove (90) it suffices to show

$$\|f\|_{L^2,p} \leq C (\|L_\delta f\|_{L^p} + \|f\|_{L^p}) \quad \text{for all } f \in H^{2,p}(\mathbb{R}^d),$$

(91)

where $L_\delta : H^{2,p}(\mathbb{R}^d) \to L^p(\mathbb{R}^d)$ is the elliptic operator defined by

$$L_\delta f := J_{\delta} \Delta J_{-\delta} f = \Delta f - 2\delta(x)^{-2} \sum_{j=1}^d x_j \partial_j f + (\delta(\delta + 2)|x|^2(x)^{-4} - \delta d(x)^{-2}) f.$$  

(92)

Since $L_\delta$ is a lower-order perturbation of $\Delta$ (with coefficients vanishing sufficiently fast as $|x| \to \infty$), we know by the $L^p$-boundedness of pseudo-differential operators (see e.g. Theorem 9.4 in [2]) that for sufficiently large $\mu > 0$, $(L_\delta + \mu)^{-1} : L^p \to H^{2,p}$ is well-defined and bounded. But this means

$$\|f\|_{L^2,p} \leq C \|(L_\delta + \mu)f\|_{L^p} \quad \text{for all } f \in H^{2,p}(\mathbb{R}^d),$$

from which (91) easily follows. Finally, if $g \in L^p_\delta(\mathbb{R}^d)$ satisfies $\Delta g \in L^p_\delta(\mathbb{R}^d)$, then $f = J_{\delta} g \in L^p_\delta(\mathbb{R}^d)$ satisfies $L_\delta f \in L^p(\mathbb{R}^d)$. Hence $h := (L_\delta + \mu)f \in L^p(\mathbb{R}^d)$, which implies $f = (L_\delta + \mu)^{-1} h \in H^{2,p}(\mathbb{R}^d)$, and hence $g \in H^{2,p}_\delta(\mathbb{R}^d)$, as desired.

By applying (90) to $\partial^\beta g$ for $|\beta| \leq m$ with $g \in C^\infty_c(\mathbb{R}^d)$ and then taking the closure in the weighted Sobolev norm, we obtain the following

**Corollary B.1.** For any $m \in \mathbb{Z}_{\geq 0}$, $\delta \in \mathbb{R}$, and $1 < p < \infty$, there is a constant $C > 0$ so that

$$\|g\|_{H^{m+2,p}_\delta} \leq C \left( \|\Delta g\|_{H^{m,p}_\delta} + \|g\|_{H^{m,p}_\delta} \right) \quad \text{for } g \in H^{m+2,p}_\delta(\mathbb{R}^d).$$  

(94a)

Moreover, if $g \in H^{m,p}_\delta(\mathbb{R}^d)$ and $\Delta g \in H^{m,p}_\delta(\mathbb{R}^d)$ then $g \in H^{m+2,p}_\delta(\mathbb{R}^d)$.

This estimate implies that $\Delta$ considered as an unbounded operator on $H^{m,p}_\delta(\mathbb{R}^d)$ with domain $D = H^{m+2,p}_\delta(\mathbb{R}^d)$ is a closed operator.

Let us now discuss Remark 3.1 in Section 3. To show that $\Delta$ as an unbounded operator on $\mathcal{A}^{m,p}_N$ with domain $D = \mathcal{A}^{m+2,p}_N$ is not closed, we will construct $u \in \mathcal{A}^{m,p}_N \setminus \mathcal{A}^{m+2,p}_N$ such that $\Delta u \in \mathcal{A}^{m,p}_N$; since $\mathcal{A}^{m+2,p}_N$ is dense in $\mathcal{A}^{m,p}_N$, this would enable us to find $u_j \in \mathcal{A}^{m+2,p}_N$ such that $u_j \to u$ in $\mathcal{A}^{m,p}_N$ and $\Delta u_j \to \Delta u$ in $\mathcal{A}^{m,p}_N$ but $u \notin \mathcal{A}^{m+2,p}_N$. In fact, take

$$u(x) = \chi \left( a_0(\theta) + \cdots + \frac{a_{N^*}(\theta)}{r^{N^*}} \right) + f(x)$$

such that $f \in H^{m+2,p}_N$ and

$$a_k \in H^{m+3+N^*-k}(S^{d-1}), \quad 0 \leq k \leq N^* - 2,$$

(95)

$$a_{N^*-1} \in H^{m+3}(S^{d-1}) \setminus H^{m+4}(S^{d-1}),$$

(96)

$$a_{N^*} \in H^{m+3}(S^{d-1}).$$

(97)
One then easily obtains from (95) that \( \Delta u \in A_N^{m,p} \), but \( u \in A_N^{m,p} \setminus A_N^{m+2,p} \) since \( a_{N-1} \notin H^{m+4}(S_t) \). In fact, let us define a different subspace of \( A_N^{m,p} \):

\[
\tilde{A}_N^{m+2,p} := \{ u \in A_N^{m,p} : f \in H_N^{m+2,p}, (95), (97) \text{ hold}, \text{ (96) is replaced by } a_{N-1} \in H^{m+3} \}.
\]

Note that \( \tilde{A}_N^{m+2,p} \subseteq \tilde{A}_N^{m+2,p} \) and, by arguing as in the proof of Proposition 3.1, one sees that \( \tilde{A}_N^{m+2,p} \) is in the domain of the generator \( \Lambda \) of \( \{ S(t) \}_{t \geq 0} \) on \( A_N^{m,p} \). This also shows that the domain of \( \Phi \) cannot be \( A_N^{m+2,p} \).

**C Some basic nonlinear theory**

The results in this section are fairly standard, but we collect them here and provide some proofs for completeness and convenience. Let us consider the equation

\[
\begin{align*}
&\{ u_t = Au + F(t,u), \quad \text{for } 0 < t \leq T, \\
&u|_{t=0} = u_0,
\end{align*}
\]

(98)

on a Banach space \( X \). Here we assume \( A \) is closed, densely defined and generates a strongly continuous semigroup \( S(t) \) on \( X \) that is quasibounded: for some \( \omega > 0 \) we have

\[
\| S(t)v \|_X \leq C e^{\omega t} \| v \|_X \quad \text{for } v \in X, t > 0.
\]

(99)

First consider a **mild solution**, i.e. a continuous function \( u : [0,T] \to X \) that satisfies the integral equation

\[
u(t) = S(t)u_0 + \int_0^t S(t-s)F(s,u(s)) \, ds.
\]

(100)

As for conditions on \( F \), let us assume that \( F : [0,\infty) \times X \to X \) is continuous and **globally Lipschitz** on \( X \) on any finite interval \([0,T], T > 0\). In other words, if we fix \( T \in (0,\infty) \), then there exists \( L \equiv LT > 0 \) such that

\[
\| F(t,u) - F(t,v) \|_X \leq L \| u - v \|_X \quad \text{for } 0 \leq t \leq T, \ u, v \in X.
\]

(101)

We have the following existence and uniqueness result (cf. Theorem 1.2 in Chapter 6 of [14]):

**Proposition C.1.** If \( A \) is a closed, densely defined operator on \( X \) that generates a strongly continuous semigroup \( S(t) \) satisfying (99) and \( F : X \to X \) satisfies the globally Lipschitz condition (101), then for every \( u_0 \in X \) and \( T > 0 \), (98) admits a unique mild solution \( u \in C([0,T],X) \).

**Proof.** Let \( E := C([0,T],X) \) and for \( v \in E \) define

\[
\Phi(v)(t) := S(t)u_0 + \int_0^t S(t-s) F(s,v(s)) \, ds.
\]

We want to show \( \Phi \) has a fixed point in \( E \). Since \( T < \infty \), we obtain from (99) that there exists \( C_T > 0 \) such that \( \| S(t) \|_{X \to X} < C_T \) for \( 0 \leq t \leq T \). In addition, let us consider the equivalent norm on \( E \)

\[
\| v \|_E := \sup \{ e^{-kt} \| u(t) \|_X : 0 \leq t \leq T \},
\]

(102)
where $k > 0$ is to be chosen (sufficiently large). In view of (101),

$$\|\Phi(v)(t)\|_X \leq C \left( \|u_0\| + \int_0^t \left( L\|v(s)\|_X + \|F(s,0)\|_X \right) ds \right)$$

$$\leq C_1 + C_2 \|v\|_E \quad \text{where } C_1, C_2 \text{ may depend on } k \text{ and } T.$$ 

Hence, $\Phi$ gives a well defined map $\Phi : E \to E$. To show $\Phi : E \to E$ is a contraction, we estimate

$$\|\Phi(u) - \Phi(v)\|_E = \sup \left\{ e^{-kt} \left\| \int_0^t S(t-s)(F(s,u) - F(s,v)) ds \right\|_X : 0 \leq t \leq T \right\}$$

$$\leq C L \sup \left\{ e^{-kt} \int_0^t e^{ks} ds : 0 \leq t \leq T \right\} \|u - v\|_E$$

$$\leq \frac{C L}{k} \|u - v\|_E.$$ 

If $k$ is sufficiently large, $\Phi$ is a contraction on $E$. By the contraction mapping theorem, $\Phi : E \to E$ has a unique fixed point. 

Let us now assume that $F : [0, \infty) \times X \to X$ is continuous and that it satisfies the following Lipschitz condition on bounded sets of $X$: for any $R, T > 0$ there exists $L_{R,T} > 0$ such that

$$\|F(t,u) - F(t,v)\|_X \leq L_{R,T} \|u - v\|_X \quad \text{for } 0 \leq t \leq T, \quad \|u\|_X, \|v\|_X \leq R. \quad (103)$$

Then we have the following local existence and uniqueness result

**Proposition C.2.** Suppose $A$ is a closed, densely defined operator on $X$ that generates a strongly continuous semigroup $\{S(t)\}_{t \geq 0}$ satisfying (99) and $F : [0, \infty) \times X \to X$ satisfies the Lipschitz condition (103). Then for every $u_0 \in X$ there exists a maximal interval of existence $T_{\text{max}} > 0$ such that $u(t)$ admits a unique mild solution $u \in C([0, T_{\text{max}}), X)$. In addition, if $T_{\text{max}} < \infty$ then $\|u(t)\|_X \to \infty$ as $t \to T_{\text{max}}$. Moreover, if $F : [0, \infty) \times X \to X$ is continuously differentiable, then for any $u_0 \in D_X(A)$ we have that $u \in C([0, T_{\text{max}}), D_X(A)) \cap C^1([0, T_{\text{max}}), X)$ is a solution of (98).

For a proof of this result, see the proof of Theorem 1.4 and Theorem 1.5 in Chapter 6 of [14]. In the case when $A$ is a generator of an analytic semigroup and $F$ is independent of $t$ the mild solution in Proposition C.2 has additional regularity. More specifically, we have the following

**Proposition C.3.** Suppose $A$ is a closed, densely defined operator on $X$ that generates an analytic semigroup $\{S(t)\}_{t \geq 0}$ satisfying (99) and $F : X \to X$ is independent of $t$ and satisfies the Lipschitz condition (103) (with Lipschitz constant $L$ independent of $T$). Then, for every $u_0 \in X$ the mild solution $u \in C([0, T_{\text{max}}), X)$ from Proposition C.2 belongs to $C^1((0, T), X)$, $u(t) \in D_X(A)$ for any $t \in (0, T_{\text{max}})$, and it satisfies (98).

This proposition follows by combining the first part of Proposition C.2 Theorem 3.1 in Chapter 6 in [14], and the following integral representation of the solution $u(t)$ for $0 < t_0 < t < T$,

$$u(t) = S(t - t_0)u(t_0) + \int_0^{t-t_0} S(t - t_0 - s)F(u(s)) \, ds.$$
Now, we make \(98\) a little more specific and consider
\[
\begin{cases}
  u_t = \Delta u + F(u), \quad \text{for } t > 0, \ x \in \mathbb{R}^d, \\
  u|_{t=0} = u_0,
\end{cases}
\] (104)
as an evolution equation in \(X = H^{m,p}_\delta \equiv H^{m,p}_\delta(\mathbb{R}^d)\). Moreover, we want solutions of \(98\) such that
\[
u \in C([0,T_{\max}), H^{m+2,p}_\delta) \cap C^1([0,T_{\max}), H^{m,p}_\delta).
\] (105)

The following theorem follows from Theorem 2.5.6 in [22].

**Proposition C.4.** For \(1 < p < \infty\), \(m \in \mathbb{Z}_\geq 0\), and \(\delta \in \mathbb{R}\), suppose \(F : H^{m+2,p}_\delta \to H^{m+2,p}_\delta\) is continuously differentiable and \(u_0 \in H^{m+2,p}_\delta\). Then the mild solution \(u \in C([0,T), H^{m+2,p}_\delta)\) solution given by Proposition \(C.3\) belongs to \(109\) and satisfies \(103\).
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