Search for Anderson localization of light by cold atoms in a static electric field
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We explore the potential of a static electric field to induce Anderson localization of light in a large three-dimensional (3D) cloud of randomly distributed, immobile atoms with a nondegenerate ground state (total angular momentum \(J_g = 0\)) and a three-fold degenerate excited state (\(J_e = 1\)). We study both the spatial structure of quasimodes of the atomic cloud and the scaling of the Thouless number with the size of the cloud. Our results indicate that unlike the static magnetic field, the electric field does not induce Anderson localization of light by atoms. We explain this conclusion by the incomplete removal of degeneracy of the excited atomic state by the field and the relatively strong residual dipole-dipole coupling between atoms which is weaker than in the absence of external fields but stronger than in the presence of a static magnetic field. A joint analysis of these results together with our previous results concerning Anderson localization of scalar waves and light suggests the existence of a critical strength of dipole-dipole interactions that should not be surpassed for Anderson localization to be possible in 3D.

I. INTRODUCTION

Anderson localization of light has been a topic of active research for more than 30 years \cite{1-6}. By analogy with electrons in disordered conductors \cite{2}, John \cite{1} and Anderson \cite{2} independently proposed that optical modes can become exponentially localized in space and light propagation blocked in a sufficiently strongly scattering, disordered dielectric medium (a “white paint”). This prediction has been experimentally verified in low-dimensional systems \cite{8-10}, but the case of three-dimensional (3D) disorder turned out to be hard to deal with \cite{11}.

Cold atoms might represent an alternative to dielectric samples in view of the possible experimental observation of Anderson localization of light because they allow for achieving strong scattering \cite{12-13}. However, recent results indicate that the coupling between neighboring atoms by the longitudinal electromagnetic field via the dipole-dipole interaction precludes Anderson localization \cite{14-15}. An external magnetic field suppresses this coupling and makes localization of light possible, but strong fields are required \cite{16-15}.

The strength of dipole-dipole interactions is intimately related with the degeneracy of atomic energy levels. An external magnetic field lifts this degeneracy due to the Zeeman effect but other mechanisms can be envisaged as well. In this work, we explore the possibility of using a static external electric field that affects atomic levels via the Stark effect. Indeed, one might expect the Stark effect to induce Anderson localization, similarly to the Zeeman effect \cite{16-15}. This would be good news for experiments where reaching strong and spatially uniform electric fields may be easier than creating their magnetic counterparts. However, the Stark effect does not lift the degeneracy of atomic levels completely, in contrast to the Zeeman effect. A three-fold degenerate atomic level with a total angular momentum \(J = 1\) (magnetic quantum number \(m = 0, \pm 1\)), for example, is split into a nondegenerate level \(|J = 1, m = 0\rangle\) and a two-fold degenerate level \(|J = 1, m = \pm 1\rangle\) by an external electric field, whereas the magnetic field creates three nondegenerate states corresponding to \(m = 0, \pm 1\). This subtle difference stems from the independence of the Stark shift from the sign of \(m\) and turns out to be crucial for Anderson localization. We show below that despite the partial removal of atomic level degeneracy by an external electric field, it does not induce Anderson localization of light in a random ensemble of identical two-level atoms.

II. THE MODEL

A useful approximation to the Hamiltonian of \(N\) immobile two-level atoms (ground state \(|J_g = 0\rangle\), excited state \(|J_e = 1\rangle\) coupled to the free electromagnetic field and subjected to a spatially uniform, static electric field can be derived by assuming that the static field induces shifts of atomic levels without modifying their lifetimes (the Stark effect) \cite{19-20}:

\[
\hat{H} = \sum_{j=1}^{N} \sum_{m=-1}^{1} \hbar (\omega_0 - m^2 \delta) |e_{jm}\rangle\langle e_{jm}| + \sum_{\epsilon \neq k} \hbar c k \left( \hat{a}_\epsilon^\dagger \hat{a}_k + \frac{1}{2} \right) - \sum_{j=1}^{N} \hat{D}_j \cdot \mathbf{E}(r_j) + \frac{1}{2} \sum_{j \neq n}^{N} \hat{D}_j \cdot \hat{D}_n \delta(r_j - r_n). \tag{1}
\]

Here \(|e_{jm}\rangle\) denotes the excited state of an atom \(j\) having a magnetic quantum number \(m_e = m\), \(\omega_0\) is the frequency of the transition \(|J_g = 0\rangle \rightarrow |J_e = 1, m_e = 0\rangle\) in the presence of the field, \(\hbar \delta\) is the energy difference (a
The use of effective Hamiltonians is common in the theory of open quantum systems and implies that the eigenvalues $\Lambda_\alpha$ and right eigenvectors $\Psi_\alpha$ of the effective Hamiltonian $G$,

$$G \Psi_\alpha = \Lambda_\alpha \Psi_\alpha,$$

(3)

play a role that is similar to the role played by the eigenvectors and eigenvalues of a standard Hermitian Hamiltonian in a closed system. Namely, any state $\Psi$ of our open atomic subsystem can be represented as a superposition of eigenvectors (or ‘quasimodes’) $\Psi_\alpha$:

$$\Psi = \sum_\alpha A_\alpha \Psi_\alpha,$$

(4)

whereas the eigenfrequencies $\omega_\alpha = \omega_0 - (\Gamma_0/2)\text{Re}\Lambda_\alpha$ and decay rates $\Gamma_\alpha/2 = (\Gamma_0/2)\text{Im}\Lambda_\alpha$ of quasimodes are determined by the complex eigenvalues $\Lambda_\alpha$. In the time domain, a short initial excitation will produce $\Psi(t)$ equal to a weighted sum of oscillating and decaying terms $\propto \exp(-i\omega_\alpha t - \Gamma_\alpha t/2)$ with weights proportional to the spatial overlap of the initial excitations with $\Psi_\alpha$.

The name ‘Green’s matrix’ for the effective Hamiltonian $G$ reflects the fact that each off-diagonal element of the matrix defined by Eq. (2) is given by the Green’s function of Maxwell’s equations describing the propagation of a monochromatic electromagnetic wave from a point source at $r_s$ to a point $r_j$ in the free space. Resonant scattering and Anderson localization of other types of waves (e.g., scalar waves or elastic waves) can be studied in the same framework by replacing the expression for the off-diagonal elements of the matrix $G$ by the Green’s function of the corresponding wave equations. It is worthwhile to note that the use of Green’s matrices to study the multiple scattering of waves has a long history starting with the papers by Foldy [31] and Lax [32] and including the early work on Anderson localization of scalar waves [33, 34] and light [35]. The approach has been recently extended to aperiodic media [36, 37].

III. EIGENVALUES AND EIGENVECTORS OF THE GREEN’S MATRIX

We study the statistical properties of eigenvalues $\Lambda_\alpha$ and eigenvectors $\Psi_\alpha$ of the matrix $G$ by generating random configurations of scatterers $\{r_j\}$ and finding $\Lambda_\alpha$ and $\Psi_\alpha$ for each configuration numerically using a computer. When the external electric field is weak, $\Delta \lesssim 1$, the properties of eigenvalues and eigenvectors are similar to those found in the absence of the field [14]. For strong fields $\Delta \to \infty$, the eigenvalues split in two well-separated groups corresponding to the single-atom transitions $|J_y = 0\rangle \to |J_e = 1, m_e = 0\rangle$ and $|J_y = 0\rangle \to |J_e = 1, m_e = \pm 1\rangle$, respectively. The eigenvalues corresponding to the first transition are concentrated around a line $\text{Re}\Lambda = 0$ on the complex plane [see Fig. 2(a)] and
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\caption{Schematic energy diagram of a two-level atom in a static electric field. Horizontal solid lines show positions of energy levels. Level shifts with respect to their positions in the absence of the field are, in the general case, complicated functions of the field strength but the only important parameters for our analysis are the new resonant frequency $\omega_0$ and the energy difference $\hbar \delta$ between the excited levels corresponding to $m_e = 0$ and $m_e = \pm 1$.}
\end{figure}
FIG. 2. Eigenvalues \( \Lambda \) of the Green’s matrix \( G \) with \( \text{Re}\Lambda \) around 0 corresponding to probing the transition \( |J_g = 0\rangle \rightarrow |J_e = 1, m_e = 0\rangle \), for a representative random configuration of \( N = 4000 \) atoms in a sphere of radius \( R \) at low (a) and high (c) densities. Eigenvalues of a pair of atoms would be located along one of the two pairs of the dashed lines depending on the angle \( \theta \) between the line connecting the atoms and the external electric field, see Eq. (8). Panels (b) and (d) show greyscale plots of the average IPR of eigenvectors at the same two densities (averaging is performed over 23 independent random configurations of atoms). The Stark shift is \( \Delta = 1000 \) for all four panels.

(c) whereas the eigenvalues corresponding to the second transitions have \( \text{Re}\Lambda \simeq 2\Delta \) [see Fig. 3(a) and (c)]. This is similar to the situation encountered in the presence of an external magnetic field \([16, 18]\), except that the transition \( |J_g = 0\rangle \rightarrow |J_e = 1, m_e = \pm 1\rangle \) remains two-fold degenerate and the number of eigenvalues with \( \text{Re}\Lambda \simeq 2\Delta \) is twice as large as the number of eigenvalues with \( \text{Re}\Lambda \) around zero.

By analogy with previous studies of scalar waves \([29]\), light \([14, 16, 18]\) and elastic waves \([30]\), we expect the eigenvectors of \( G \) to be extended at low number densities \( \rho \) of atoms (\( \rho = N/V \), where \( V = 4\pi R^3/3 \) is the volume in which the atoms are distributed). This is indeed confirmed by the calculation of the inverse participation ratio (IPR) of eigenvectors which quantifies the degree of eigenvector localization:

\[
\text{IPR}_\alpha = \sum_{j=1}^{N} \left[ \sum_{m=-1}^{1} |\Psi_{\alpha jm}|^2 \right]^2 ,
\]

where \( \Psi_{\alpha jm} \) denotes the \( m \)-th component of the eigenvector \( \Psi_\alpha \) on the atom \( j \) and we assumed that the eigenvectors are normalized: \( \sum_{j=1}^{N} \sum_{m=-1}^{1} |\Psi_{\alpha jm}|^2 = 1 \). Figures 2(b) and 3(b) show greyscale density plots of the average IPR as a function of the corresponding eigenvalue \( \Lambda \). They have to be compared with the eigenvalue plots in the panels (a) of Figs. 2 and 3. We see that the regions of the complex plane in which most of the eigenvalues are concentrated correspond to low values of IPR whereas IPR becomes significant only in the ‘branches’
FIG. 3. Same as Fig. 2 but for the eigenvalues Λ with ReΛ around 2Δ corresponding to probing the transition |J_g = 0⟩ → |J_e = 1, m_e = ±1⟩. Eigenvalues located along the dashed lines denoted by “∀θ, θ = 0” correspond to Eq. (9) for any angle θ or to Eq. (10) for θ = 0.

of the eigenvalue distribution, where very few eigenvalues are found for a given atomic configuration. The latter branches correspond to eigenvectors localized on pairs of closely located atoms and have been previously shown to exist for all types of waves [14, 16, 29, 30]. Analytic expressions of these branches can be readily obtained, see Eqs. (8)–(10) in Sec. [V]. They are shown by dashed lines in Figs. 2(a,c) and 3(a,c). The properties of eigenvectors belonging to the branches do not evolve with the size of the atomic cloud and thus they do not obey the scaling expected for Anderson-localized states [29]. We thus conclude that at a low number density of atoms ρ, the eigenvectors of the Green’s matrix are extended.

Our previous results for atoms in a strong magnetic field suggest that localized eigenvectors may be expected to appear for large densities ρ [16]. However, this is not what we find from our calculation, see Figs. 2(c,d) and 3(c,d). Clearly, the groups of eigenvalues corresponding to the transitions |J_g = 0⟩ → |J_e = 1, m_e = 0⟩ (Fig. 2) and |J_g = 0⟩ → |J_e = 1, m_e = ±1⟩ (Fig. 3) widen with increasing ρ but neither the imaginary parts of the eigenvalues decrease significantly (which would correspond to the appearance of long-lived states) nor the IPR of the eigenvectors increases in the central parts of eigenvalue groups where most of the eigenvalues are concentrated. We recall that an increase of density from ρ/k_0 = 0.02 to ρ/k_0 = 0.2 for atoms in a magnetic field causing the same frequency shift Δ as in Figs. 2 and 3, leads to a decrease of the minimum value of ImΛ by several orders of magnitude accompanied by a growth of IPR for the eigenvectors corresponding to the eigenvalues in a narrow band of frequencies near ReΛ ≃ ±2Δ [16]. These eigenvectors were shown to exhibit Anderson localization by the further analysis [16, 18]. In contrast, a strong electric field does not seem to produce the same effect and no signature of Anderson localization is seen in the evolution of
eigenvalues and eigenvectors of the Green’s matrix upon increasing the number density of atoms.

IV. SCALING ANALYSIS

The analysis of the previous section is quite pictorial but qualitative and does not exclude that Anderson localization effects may strengthen and eventually become dominant when the size $R$ of the considered atomic system is increased at a fixed atomic number density $\rho$. Indeed, the scaling of relevant physical quantities with the size of a disordered system proved to be a reliable indicator of localization properties of eigenstates [38, 40]. If localization effects grow with $R$, and provided that one works with $R$ that are already sufficiently large (e.g., larger than all other relevant length scales, such as the wavelength or the mean free path), one may conclude by extrapolation that they will dominate in the thermodynamic limit $R \to \infty$. In contrast, if localization effects decrease with $R$, it is likely that they will become negligible for $R \to \infty$. Here we will apply this idea to the Thouless number [14, 41]

$$g(\text{Re} \Lambda) = \frac{\langle (\text{Im} \Lambda_\alpha)^{-1} \rangle_{\text{Re} \Lambda, \omega \in B} - 1}{\langle \text{Re} \Lambda_{\alpha} + 1 - \text{Re} \Lambda_{\alpha} \rangle_{\text{Re} \Lambda, \omega \in B}},$$

(6)

where the averaging $\langle \cdot \rangle_{\text{Re} \Lambda, \omega \in B}$ is performed over eigenvalues in a narrow band $B = [\text{Re} \Lambda - B/2, \text{Re} \Lambda + B/2]$ of frequencies $\text{Re} \Lambda_\alpha$. We stress that it is important to analyze $g$ with frequency resolution instead of averaging over all eigenvalues, which would correspond to $B \to \infty$. This is due to the strong frequency dependence of the properties of the resonant atomic system that we consider. Indeed, strong scattering and potentially Anderson localization of light may be expected only near the atomic resonance (in our case, for $\omega \simeq \omega_0$ and $\omega \simeq \omega_0 - \delta$, corresponding to $\text{Re} \Lambda \simeq 0$ and $\text{Re} \Lambda \simeq 2\Delta$, respectively), whereas the interaction of light with atoms is weak far from the resonances. Averaging over all frequencies would mix up different types of behavior and may yield uncontrollable results.

Thouless number $g$ is a ratio between the typical decay rate of quasimodes in the numerator and the average mode spacing in the denominator of Eq. (6). Without averaging in the numerator of Eq. (6), $g$ would be a random quantity with a very wide probability distribution near the mobility edge and under conditions of Anderson localization [22, 43]. Quantitative analysis of Anderson localization may require analysis of its full probability distribution [44, 45]. A practical way to perform such an analysis has been proposed by Slevin et al. [46] and applied to the model of wave scattering by point scatterers in recent works [18, 29, 30]. In contrast to the latter works, we are not aiming at rigorous quantitative results here, so that the simplified definition (6) will be sufficient for our purposes.

Figure 4 shows $g$ as a function of a bare Ioffe-Regel parameter $k_0 \ell_0 = k_0^3/6\pi \rho$ for two frequency intervals around $\text{Re} \Lambda = 0$ (a) and $\text{Re} \Lambda = 2\Delta$ (b), respectively, and for three different numbers of atoms $N$ [and hence for three different radii $R = (3N/4\pi \rho)^{1/3}$ of the atomic system at each density $\rho$]. Similar behavior is observed for other frequencies. The choice of $k_0 \ell_0$, with $\ell_0$ the on-resonance scattering mean free path in the independent-scattering approximation (ISA), as a control parameter is convenient because the localization transition takes place at $k_0 \ell_0 \simeq 1$ for scalar waves [47]. Therefore, the largest number density of atoms $\rho/k_0^3 = 1.5$ represented in Fig. 4 exceeds the density required to reach Anderson localization of scalar waves by more than an order of magnitude whereas the smallest $\rho/k_0^3 = 0.001$ corresponds to a very dilute medium. However, no sign of Anderson localization is seen in Fig. 4 despite the wide range of explored densities. Thouless number $g$ increases with $N$ (and hence with $R$) at a given $\rho$ for all $\rho$, which is manifest in the fact that the three curves in Fig. 4(a) and (b) are roughly parallel to each other and do not show any tendency to cross. A crossing between curves $g(k_0 \ell_0)$ corresponding to different $N$ would indicate a change in behavior and a possible Anderson transition [14, 16] but it is not observed in Fig. 4.

A more rigorous way of expressing the fact that Fig. 4 does not show any sign of Anderson transition consists in computing the so-called $\beta$-function defined as [38]:

$$\beta(g) = \frac{\partial \ln g}{\partial \ln k_0 R}.$$  

(7)

From the asymptotic behavior of $g$ for localized and extended modes, we readily conclude that $\beta < 0$ in the first case, $\beta > 0$ in the second case, and $\beta = 0$ at the critical point of the localization transition. Another important message of Eq. (7) is the so-called single-parameter scaling—$\beta$ is assumed to depend on a single parameter $g$ and not on $N$, $\rho$, $R$, etc. separately. We show $\beta(g)$ estimated from the numerical data of Fig. 4(a) and (b) in the insets of corresponding panels. We see that indeed $\beta(g)$ always remains positive, signaling the absence of localized states in our model, and that all points obtained by combining the data corresponding to different $N$ and $\rho$ roughly fall on a single master curve. This confirms the absence of Anderson localization in the considered model.

V. DISCUSSION

In order to understand the reasons behind so different impacts of static magnetic and electric fields on the phenomenon of Anderson localization of light by atoms, we diagonalize the matrix (2) for $N = 2$ atoms separated by a distance $r$ and take the limit of strong field $\Delta \to \infty$. The six eigenvalues reduce to

$$\Lambda_{1,2} = i \pm \frac{3}{2} \frac{e^{ik_0 r}}{k_0 r} \left[ P(i k_0 r) + Q(i k_0 r) \cos^2 \theta \right],$$

$$\Lambda_{3,4} = 2\Delta + i \pm \frac{3}{2} \frac{e^{i k_0 r}}{k_0 r} P(i k_0 r),$$

(8, 9)


\[
\Lambda_{5,6} = 2\Delta + i \pm \frac{3}{2} \frac{e^{ik_0 r}}{k_0 r} \left[ P(i k_0 r) + Q(i k_0 r) \sin^2 \theta \right], \quad (10)
\]

where $\theta$ is the angle between the vector $\mathbf{r}$ and the external electric field.

The first two eigenvalues given by Eq. (5) correspond to the transition $|J_g = 0 \rangle \rightarrow |J_e = 1, m_e = 0 \rangle$ and coincide with those found in the presence of a strong magnetic field [16]. The properties of this transition are therefore the same and it does not lead to Anderson localization of light as we discussed previously [16]. The four remaining eigenvalues correspond to the transition $|J_g = 0 \rangle \rightarrow |J_e = 1, m_e = \pm 1 \rangle$ which remains two-fold degenerate. For this reason and in contrast to the case of magnetic field, we cannot introduce an effective scalar model for this transition even in the limit of $\Delta \rightarrow \infty$. What we can do, however, is to compare Eqs. (9) and (10) with the corresponding results in the absence of any field and in the presence of the magnetic field. Such a comparison may help us to point out similarities and differences between the three cases, although it will not allow us to make unambiguous conclusions with certainty.

First, the two eigenvalues $\Lambda_{3,4}$ given by Eq. (9) coincide with those of the Green’s matrix [2] in the absence of external fields ($\Delta = 0$), except for the trivial shift of $2\Delta$. It is also worthwhile to mention that each of these eigenvalues would be two-fold degenerate in the absence of fields. The eigenvalues $\Lambda_{3,4}$ can thus be seen as originating from the physical processes that also take place in the absence of external fields and that, as we know already [14], do not lead to Anderson localization.

Second, the eigenvalues $\Lambda_{5,6}$ given by Eq. (10) are similar to those found in the presence of an external magnetic field but the latter contain an additional factor $\frac{i}{2}$ in front of $Q(i k_0 r)$. As a result, the magnitude of the near-field part of $\Lambda_{5,6}$ (i.e., the part that diverges faster that $1/r$ for $r \rightarrow 0$ and contains terms describing the dipole-dipole interaction between the atoms) is a factor of 2 larger than the magnitude of the equivalent term for atoms in an external magnetic field. We see therefore that an external electric field appears to be less efficient than the magnetic field in suppressing near-field, dipole-dipole coupling between neighboring atoms.

All the available results concerning Anderson localization in 3D ensembles of resonant point scatterers [14, 16, 18, 29, 30] support the idea, first launched in Ref. [14], that the possibility to realize Anderson localization is correlated with the strength of near-field (or dipole-dipole) interactions between pairs of scatterers. In particular, for scalar and electromagnetic waves (with and without external fields), we can write the eigenvalues $\Lambda$ of the Green’s matrix of a two-atom system in a universal form:

\[
\Lambda = \Lambda_0 \pm \frac{e^{ik_0 r}}{k_0 r} \left\{ \alpha_{\text{far}}(\theta) \right. \\
\left. + \alpha_{\text{near}}(\theta) \left[ \frac{i}{k_0 r} - \frac{1}{(k_0 r)^2} \right] \right\}, \quad (11)
\]

where the first term $\Lambda_0 = \text{Re}\Lambda_0 + i$ with $\text{Re}\Lambda_0$ representing an irrelevant frequency shift, the coefficient $\alpha_{\text{far}}$ gives the magnitude of the far-field coupling between scatterers, whereas the coefficient $\alpha_{\text{near}}$ measures the strength on near-field effects. Both $\alpha_{\text{far}}$ and $\alpha_{\text{near}}$ may, in general, depend on the angle $\theta$ between the vector $\mathbf{r}$ connecting the scatterers and the direction of an external magnetic or electric field, if present. For elastic waves, $\Lambda$ of a two-scatterer system cannot be recast into Eq. (11) because two different wave numbers $k_p$ and $k_s$ appear for pressure (longitudinal) and shear (transverse) waves instead.
of a single wave number $k_0$ in Eq. (11). However, the divergence of $\Lambda$ for $r \to 0$ is the same as for scalar waves (i.e., $\Lambda \propto 1/r$), leading to a similar behavior as far as Anderson localization is concerned.

We summarize our results for $\alpha_{\text{far}}$ and $\alpha_{\text{near}}$ in Table I. Different models differ by the absolute values of these complex coefficients, their phase and anisotropy. However, a perfect correlation with the existence of Anderson localization in a given model can be established only for the magnitude of near-field interactions between atoms that we characterize by an angle-averaged square of the absolute value of $\alpha_{\text{near}}(\theta)$:

$$\langle |\alpha_{\text{near}}(\theta)|^2 \rangle_\theta = \frac{1}{2} \int_0^\pi |\alpha_{\text{near}}(\theta)|^2 \sin(\theta) d\theta. \quad (12)$$

This quantity is also given in Table I. Our results suggest that $\langle |\alpha_{\text{near}}(\theta)|^2 \rangle_\theta$ should be smaller than a critical value of order 1 (more precisely, a value between $9/20 = 0.45$ and $9/5 = 1.8$) for Anderson localization to exist. This conjecture should be taken with great care because it is based on the analysis of only a small number of discrete values of $\langle |\alpha_{\text{near}}(\theta)|^2 \rangle_\theta$ corresponding to physically realizable situations. In order to prove the validity of this conjecture, it would be necessary to consider a physically sound model in which the strength of near-field interactions could be varied continuously.

VI. CONCLUSION

The crucial role of an external magnetic field for reaching Anderson localization of light in a random arrangement of immobile atoms may suggest that the same or similar effect may be achieved by other physical mechanisms that lift the degeneracy of atomic states. In this work we explore one of such mechanisms—the Stark effect—by considering collective quasimodes of large ensembles of randomly distributed, immobile atoms in a static external electric field. We study the spatial structure of the quasimodes and characterize their localization in space by the inverse participation ratio (IPR). In addition, we compute the Thouless number $g$ equal to the ratio of the typical decay rate of quasimodes to the average frequency spacing between quasimodes, and analyze the evolution of $g$ with the size of the atomic cloud at a fixed atomic number density. Our main conclusion is that the electric field does not induce Anderson localization of light by the atoms. The reason for this is the fact that, in contrast to the magnetic field, the electric field lifts the degeneracy of atomic states only partially. As a result, the three-fold degenerate excited state with the total angular momentum $J_g = 1$ splits in a nondegenerate state $|J_g = 1, m_e = 0\rangle$ and a two-fold degenerate state $|J_g = 1, m_e = \pm 1\rangle$. The transition between a nondegenerate ground state $|J_g = 0\rangle$ and $|J_g = 1, m_e = 0\rangle$ has exactly the same properties as the corresponding transition in a strong magnetic field studied previously. It does not lead to Anderson localization of light that is quasiresonant with it. The transition between $|J_g = 0\rangle$ and $|J_g = 1, m_e = \pm 1\rangle$ is different from the corresponding transitions in the magnetic field. Our analysis shows that the strength of the near-field, dipole-dipole coupling between atoms due to the exchange of photons with frequencies that are quasiresonant with this transition, is smaller than in the absence of external fields but larger than in the presence of a magnetic field. As a result, the light that is quasi-resonant with this transition does not exhibit Anderson localization either.

A joint analysis of results obtained in this work together with the previously published results concerning Anderson localization of scalar waves and light by resonant point scatterers suggests that the strength of near-field, dipole-dipole interactions between scatterers should be less than a certain critical value for Anderson localization to take place. This conjecture calls for a verification in a model where the strength on near-field interactions could be varied continuously.
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