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Abstract

The recently proposed camouflaged object detection (COD) attempts to segment objects that are visually blended into their surroundings, which is extremely complex and difficult in real-world scenarios. Apart from high intrinsic similarity between the camouflaged objects and their background, the objects are usually diverse in scale, fuzzy in appearance, and even severely occluded. To deal with these problems, we propose a mixed-scale triplet network, ZoomNet, which mimics the behavior of humans when observing vague images, i.e., zooming in and out. Specifically, our ZoomNet employs the zoom strategy to learn the discriminative mixed-scale semantics by the designed scale integration unit and hierarchical mixed-scale unit, which fully explores imperceptible clues between the candidate objects and background surroundings. Moreover, considering the uncertainty and ambiguity derived from indistinguishable textures, we construct a simple yet effective regularization constraint, uncertainty-aware loss, to promote the model to accurately produce predictions with higher confidence in candidate regions. Without bells and whistles, our proposed highly task-friendly model consistently surpasses the existing 23 state-of-the-art methods on four public datasets. Besides, the superior performance over the recent cutting-edge models on the SOD task also verifies the effectiveness and generality of our model. The code will be available at https://github.com/lartpang/ZoomNet.

1. Introduction

Camouflaged objects are often “seamlessly” integrated into the environment by changing their appearance, coloration or pattern to avoid detection, such as chameleons, cuttlefishes and flatfishes. This is mainly due to their self-protection mechanism in the harsh living environment.
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Broadly speaking, camouflaged objects also refer to the objects that are extremely small in size, highly similar to the background, or heavily obscured. They subtly hide themselves in the surroundings, making them difficult to be found, e.g., soldiers wearing camouflaged uniforms and lions hiding in the grass. Camouflaged object detection (COD) is far more complex and challenging than traditional salient object detection or other object segmentation. Recently, it has attracted ever-growing research interest from the computer vision community and facilitates many valuable real-life applications, such as search and rescue [8], species discovery [36], and medical image analysis [10, 11, 68].

Recently, numerous deep learning-based methods have been proposed and achieved significant progress. Nevertheless, they are still struggled to accurately and reliably detect camouflaged objects, due to visual insignificance of camouflaged objects, and high diversity in scale, appearance
and occlusion. By observing our experiments, it is found that the current COD detectors are susceptible to distractors from background surroundings. Thus it is difficult to excavate discriminative and subtle semantic cues for camouflaged objects, resulting in the inability to clearly segment the camouflaged objects from the chaotic background and the predictions of some uncertain (low-confidence) regions. Taking these into mind, in this paper, we summarize the COD issue into two aspects: 1) How to accurately locate camouflaged objects under conditions of inconspicuous appearance and various scales? 2) How to suppress the obvious interference from the background and infer camouflaged objects more reliably? Intuitively, to accurately find the vague or camouflaged objects in the scene, humans may try to refer to and compare the changes in the shape or appearance at different scales by zooming in and out (re-scaling) the image. This specific behavior pattern of human beings motivates us to identify camouflaged objects by mimicking the zooming in and out strategy.

With this inspiration, in this paper, we propose a mixed-scale triplet network, ZoomNet, which significantly improves the existing camouflaged object detection performance. Firstly, for accurate object location, we employ scale space theory [20,21,48] to imitate zooming in and out strategy. Specifically, we design two key modules, i.e., the scale integration unit (SIU) and the hierarchical mixed-scale unit (HMU). As shown in Fig. 1, our model extracts differentiated camouflaged object features at different “zoom” scales using the triplet architecture, then adopts SIUs to screen and aggregate scale-specific features, and utilizes HMUs to further reorganize and enhance mixed-scale features. Thus, our model is able to mine the accurate and subtle semantic clues between objects and background under the mixed scales, and produce accurate predictions. Besides, we use the shared weight strategy, which achieves a good balance of efficiency and effectiveness. Secondly, it is related to reliable prediction in complex scenarios. Although the object is accurately located, the indistinguishable texture and background will easily bring negative effects to the model learning, e.g. predicting uncertain/ambiguity regions, which greatly reduces the detection performance and cannot be ignored. This can be seen in Fig. 6 (Row 3 and 4) and Fig. 1 in the supp. To this end, we design an uncertainty-aware loss (UAL) to guide the model training, which is only based on the prior knowledge that a good COD prediction should have a clear polarization trend. Its GT-independent characteristic makes it suitable for enhancing the GT-based BCE loss. This targeted enhancement strategy can force the network to optimize the prediction of the uncertain regions during the training process, enabling our ZoomNet to distinguish the uncertain regions and segment the camouflaged objects reliably.

Our contributions can be summarized as follows: 1) For the COD task, we propose a mixed-scale triplet network, ZoomNet, which can credibly capture the objects in complex scenes by characterizing and unifying the scale-specific appearance features at different “zoom” scales and the purposeful optimization strategy. 2) To obtain the discriminative feature representation of camouflaged objects, we design SIUs and HMUs to distill, aggregate and strengthen the scale-specific and subtle semantic representation for accurate COD. 3) We propose a simple yet effective optimization enhancement strategy, UAL, which can significantly suppress the uncertainty and interference from the background without increasing extra parameters. 4) Our model greatly surpasses recent 23 state-of-the-art methods under seven metrics on four COD datasets. Furthermore, it shows good generalization in the SOD task and the superior performance compared with the existing SOD methods.

2. Related Work

Camouflaged Object. The study of camouflage has a long history in biology. This behavior of creatures in nature can be regarded as the result of natural selection and adaptation. In fact, in human life and other parts of society, it also has a profound impact, e.g., arts, popular culture, and design. More details can be found in [42]. In the field of computer vision, research on camouflaged objects is often associated with salient object detection (SOD), which mainly deals with those salient and easily observed objects in the scene. In general, saliency models are designed for the general observation paradigm (i.e., finding visually prominent objects). They are not suitable for the specific observation (i.e., finding concealed objects). Therefore, it is necessary to establish models based on the essential requirements and specific data of the task to learn the special knowledge.

Camouflaged Object Detection (COD). Different from the traditional SOD task, the COD pays more attention to the undetectable objects (mainly because of too small size, occlusion, concealment or self-disguise). Due to the differences in the attributes of the objects of interest, the goals of the two tasks are different. The difficulty and complexity of the COD far exceed the SOD due to the high similarity between the object and the environment. Some valuable attempts have been made in recent years. Recent works [16,29,59] construct the multi-task learning framework in the prediction process of camouflaged objects and introduce some auxiliary tasks like classification and edge detection. Some uncertainty-aware methods [17,56] are proposed to model and cope with the uncertainty in data annotation or COD data itself. In the other two methods [31,43], contextual feature learning also plays an important role. There are also a number of bio-inspired methods, such as [9,53]. They capture camouflaged objects by imitating the behavior process of hunters or changing the viewpoint of the scene. Although our method can also be at-
tributed to the last category, ours is different from the above methods. Our method simulates the behavior of humans to understand complex images by zooming in and out strategy. The proposed method explores the scale-specific and imperceptible semantic features under the mixed scales for accurate predictions, with the supervision of BCE and our proposed uncertainty-aware loss. Accordingly, our method achieves a more comprehensive understanding of the scene, and accurately and robustly segments the camouflaged objects from the complex background, which even can be transferred to the input image effectively and smoothly.

**Scale Space Integration.** The scale-space theory aims to promote an optimal understanding of image structure, which is an extremely effective and theoretically sound framework for addressing naturally occurring scale variations. Its ideas have been widely used in computer vision, including the image pyramid [2] and the feature pyramid [19]. Due to the structural and semantic differences at different scales, the corresponding features play different roles. However, the commonly-used inverted pyramid-like feature extraction structures [13, 38, 65] often cause the feature representation to lose too much texture and appearance details, which are unfavorable for dense prediction tasks [27, 39] that emphasize the integrity of regions and edges. Thus, some recent CNN-based COD methods [9, 31, 43, 59] and SOD methods [15, 23, 34, 35, 66, 67, 69] explore the combination strategy of inter-layer features to enhance the feature representation. These bring some positive gains for accurate localization and segmentation of objects. However, for the COD task, the existing approaches overlook the performance bottleneck caused by the ambiguity of the structural information of the data itself that makes it difficult to be fully perceived at a single scale.

Different from them, we mimic the zoom strategy to synchronously consider differentiated relationships between object and background at multiple scales, thereby fully perceiving the camouflaged objects and confusing scenes. Besides, we also further explore the fine-grained feature scale space between channels.

### 3. Proposed Method

In this section, we first elaborate on the overall architecture of the proposed ZoomNet, and then present the details of each module and the uncertainty-aware loss.

#### 3.1. Overall Architecture

The overall architecture of the proposed ZoomNet is illustrated in Fig. 2. Inspired by the zoom strategy from human beings when observing confusing scenes, we argue that different zoom scales often contain their specific information. Aggregating the differentiated information on different scales will benefit exploring the inconspicuous yet valuable clues from confusing scenarios, thus facilitating COD. To implement it, intuitively, we resort to the image pyramid. Specifically, we customize an image pyramid based on the single scale input to identify the camouflaged objects. The scales are divided into a main scale (i.e., the input scale) and two auxiliary scales. The latter is obtained by re-scaling the former to imitate the operation of zooming in and out. We utilize the shared triplet feature encoder to extract features on different scales and feed them to the scale merging layer. To integrate these features that contain rich scale-specific information, we design a series of scale integration units (SIUs) based on the attention-aware filtering mechanism. Thus, these auxiliary scales are integrated into the main scale, *i.e.*, information aggregation of “zoom in and out” op-
operation. This will largely enhance the model to distill critical and informative semantic cues for capturing difficult-to-detect camouflaged objects. After that, we construct hierarchical mixed-scale units (HMUs) to gradually integrate multi-level features in a top-down manner to enhance the mixed-scale feature representation. It further increases the receptive field range and diversifies feature representation within the module. The captured fine-grained and mixed-scale clues promote the model to accurately segment the camouflaged objects in the chaotic scenes. Besides, to overcome the uncertainty in the prediction caused by the inherent complexity of the data, we design an uncertainty-aware loss (UAL) to assist the BCE loss, enabling the model to distinguish these uncertain regions and produce an accurate and reliable prediction.

### 3.2. Triplet Feature Encoder

We start by extracting deep features through a shared triplet feature encoder for the group-wise inputs, which consists of the feature extraction and the channel compression networks, i.e. E-Net and C-Net. For the trade-off between efficiency and effectiveness, the main scale and the two auxiliary scales are empirically set to $1.0 \times, 1.5 \times$ and $0.5 \times$. E-Net is constituted by the commonly-used ResNet-50 [14] that is removed the structure after “layer4”. C-Net is cascaded to further optimize computation and obtain a more compact feature. For more details about it, please see the supp. Thus, three sets of 64-channel feature maps corresponding to three input scales are produced, i.e., $\{f_{i}^{k}\}_{k=1}^{5}, k \in \{0.5, 1.0, 1.5\}$. Next, these features are fed successively to the scale merging layer and the hierarchical mixed-scale decoder for subsequent processing.

### 3.3. Scale Merging Layer

We design an attention-based SIU to screen (weight) and combine scale-specific information, as shown in Fig. 3. Several such units make up the scale merging layer. Through filtering and aggregation, the expression of different scales is self-adaptively highlighted. Before scale integration, the features $f_{i}^{1.5}$ and $f_{i}^{0.5}$ are first resized to be consistent resolution with the main scale feature $f_{i}^{1.0}$. Specifically, for $f_{i}^{1.5}$, we use a hybrid structure of “max-pooling + average-pooling” to down-sample it, which helps to preserve the effective and diverse responses for camouflaged objects in high-resolution features. For $f_{i}^{0.5}$, we directly up-sample it by the bi-linear interpolation. Then, these features are fed into the “attention generator”, and a three-channel feature map is calculated through a series of convolutional layers. After a softmax activation layer, the attention map $A^{k} (k \in \{0.5, 1.0, 1.5\})$ corresponding to each scale can be obtained and used as respective weights for the final integration.

The process is formulated as:

$$A_{i} = \text{softmax}(\Psi([U(f_{i}^{0.5}), f_{i}^{1.0}, D(f_{i}^{1.5})], \phi)), \quad f_{i} = A_{i}^{0.5} \cdot U(f_{i}^{0.5}) + A_{i}^{1.0} \cdot f_{i}^{1.0} + A_{i}^{1.5} \cdot D(f_{i}^{1.5}),$$

where $\Psi(\ast, \phi)$ indicates the stacked “Conv-BN-ReLU” layers in the attention generator, and $\phi$ means the parameters of these layers. $\ast$ represents the concatenation operation. $D$ and $U$ refer to the hybrid pooling and bi-linear interpolation operations mentioned above, respectively. Note that some operations before and after the sampling operation are not shown in Eq. 1 for simplicity but can be seen in Fig. 3. These designs aim to selectively aggregate the scale-specific information to explore subtle but critical semantic cues at different scales, boosting the feature representation.

### 3.4. Hierarchical Mixed-scale Decoder

After SIUs, the auxiliary-scale information is integrated into the main-scale branch. Similar to the multi-scale case, different channels also contain differentiated semantics. Thus, it is necessary to excavate valuable clues contained in different channels. To this end, we design HMUs to conduct information interaction and feature refinement between channels, which strengthen features from coarse-grained group-wise iteration to fine-grained channel-wise modulation in the decoder, as depicted in Fig. 4. The input $f_{i}$ of the HMU$_{i}$ contains the multi-scale fused feature.
Table 1. Comparisons of different methods on COD datasets. The best three results are highlighted in red, green and blue. "—": Not available; "\仟": Using more datasets.

| Model         | S_{\仟} | F_{\仟} | MAE \仟 | F_{\仟} | E_{\仟} | S_{\仟} | F_{\仟} | MAE \仟 | F_{\仟} | E_{\仟} |
|---------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
| NLDF \[25\]  | 0.665   | 0.495   | 0.123   | 0.564   | 0.790   | 0.798   | 0.652   | 0.063   | 0.714   | 0.893   |
| PCANet \[23\]| 0.701   | 0.510   | 0.125   | 0.573   | 0.799   | 0.787   | 0.671   | 0.040   | 0.783   | 0.860   |
| BASNet \[37\]| 0.615   | 0.434   | 0.124   | 0.503   | 0.727   | 0.745   | 0.664   | 0.035   | 0.807   | 0.845   |
| CPD \[50\]   | 0.716   | 0.556   | 0.113   | 0.616   | 0.796   | 0.857   | 0.731   | 0.048   | 0.810   | 0.905   |
| PCANet \[23\]| 0.730   | 0.575   | 0.105   | 0.643   | 0.819   | 0.845   | 0.690   | 0.054   | 0.794   | 0.853   |
| EGNet \[63\] | 0.732   | 0.604   | 0.109   | 0.670   | 0.820   | 0.797   | 0.649   | 0.065   | 0.702   | 0.884   |
| FSNnet \[46\]| 0.711   | 0.564   | 0.109   | 0.616   | 0.780   | 0.834   | 0.744   | 0.047   | 0.770   | 0.917   |
| SCRNet \[51\]| 0.739   | 0.643   | 0.090   | 0.705   | 0.850   | 0.876   | 0.741   | 0.042   | 0.797   | 0.939   |
| CNet \[12\]  | 0.771   | 0.641   | 0.092   | 0.705   | 0.849   | 0.856   | 0.718   | 0.047   | 0.766   | 0.918   |
| SSDL \[61\]  | 0.644   | 0.493   | 0.126   | 0.579   | 0.780   | 0.757   | 0.639   | 0.071   | 0.702   | 0.856   |
| UNetNet \[50\]| 0.739   | 0.640   | 0.094   | 0.700   | 0.820   | 0.800   | 0.817   | 0.036   | 0.836   | 0.941   |
| MInet \[35\] | 0.748   | 0.637   | 0.090   | 0.691   | 0.838   | 0.855   | 0.771   | 0.036   | 0.802   | 0.937   |
| ITSD \[72\]  | 0.750   | 0.610   | 0.102   | 0.663   | 0.830   | 0.814   | 0.662   | 0.057   | 0.705   | 0.901   |
| PraNet \[10\] | 0.769   | 0.663   | 0.094   | 0.710   | 0.837   | 0.860   | 0.763   | 0.044   | 0.789   | 0.955   |

$\tilde{f}_i$ from the SIU, and the feature $\tilde{f}_{i+1}$ from the HMU$_{i+1}$:

$$\tilde{f}_i = f_i + \mathcal{U}(j_{i+1}). \tag{2}$$

**Group-wise Iteration.** We adopt $1 \times 1$ convolution to extend the channel number of feature map $f_i$. The features are then divided into $G$ groups $\{g_{j} \}_{j=1}^{G}$ along the channel dimension. Feature interaction between different groups is carried out in an iterative manner. Specifically, the first group $\{g_1\}$ is split into three feature sets $\{g_{1k}\}_{k=1}^{3}$ after a convolution block. Among them, the $g_{11}$ is adopted for information exchange with the next group, and the other two are used for channel-wise modulation. In the $g_{ij}$ ($1 < j < G$) group, the feature $g_{ij}$ is concatenated with the feature $g_{j-1}$ from the previous group along the channel, followed by a convolution block and a split operation, which simultaneously divides this feature group into three feature sets. It is noted that the output of the group $G$ with the similar input form to the previous groups only contains $g_{G2}$ and $g_{G3}$. Such an iterative mixing strategy strives to learn the critical clues from different channels and obtain a powerful feature representation. From another perspective, the iterative structure in HMU can be equivalent to a kernel pyramid structure.

**Channel-wise Modulation.** The features $\{g_{1}^{2}, g_{1}^{3}\}_{j=1}^{G}$ are concatenated and converted into the feature modulation vector $\alpha$ by a small convolutional network, which is employed to weight another concatenated feature $\{g_{j}^{3}\}_{j=1}^{G}$. The weighted feature is then processed by a convolutional layer, which is defined as:

$$f_i = \mathcal{A}(f_i) + \mathcal{N}(\mathcal{T}(\alpha \cdot \{g_{j}^{3}\}_{j=1}^{G})), \tag{3}$$

where $\mathcal{A}$, $\mathcal{N}$ and $\mathcal{T}$ represent the activation layer, the normalization layer and the convolutional layer, respectively.

Based on five cascaded HMs and several stacked convolutional layers, a single-channel logit map is obtained. The final confidence map $P$ that highlights the camouflaged objects is then generated by a sigmoid function.

**3.5. Loss Functions**

The binary cross entropy loss (BCEL) is widely used in various image segmentation tasks and its mathematical form is $L_{BCEL} = -g_{ij} \log p_{ij} - (1 - g_{ij}) \log (1 - p_{ij})$, where $g_{ij} \in \{0, 1\}$ and $p_{ij} \in \{0, 1\}$ denote the ground truth and the predicted value at position $(i, j)$, respectively. As shown in Fig. 6, due to the complexity of the COD data, if trained only under the BCEL, the model produces serious ambiguity and uncertainty in the prediction and fails to accurately capture objects, of which both will reduce the reliability of COD. To force the model to enhance “confidence” in decision-making and increase the penalty for fuzzy prediction, we design a strong constraint as the auxiliary of the BCEL, i.e., the uncertainty-aware loss (UAL).

In the final probability map of the camouflaged object, the pixel value range is $[0, 1]$, where 0 means the pixel belongs to the background, and 1 means it belongs to the camouflaged object. Therefore, the closer the predicted value is to 0.5, the more uncertain the determination about the property of the pixel is. To optimize it, a direct way is to use the ambiguity as the supplementary loss for these difficult samples. To this end, we first need to define the ambiguity measure of the pixel $x$, which maximizes at $x = 0.5$ and $
minimizes at \( x = 0 \) or \( x = 1 \). And as a loss, the function should be smooth and continuous with only a finite number of non-differentiable points. For brevity, we empirically consider two forms, \( \Phi^{\text{pow}}(x) = 1 - |2x - 1|^{\alpha} \) based on the power function and \( \Phi^{\text{exp}}(x) = e^{-(\alpha(x-0.5))^2} \) based on the exponential function. Besides, inspired by the form of the weighted BCE loss, we also try to use \( \omega = 1 + \Phi^{\text{pow}}(x) \) as the weight of BCE loss to increase the loss of hard pixels. After massive experiments (Sec. 4.3), the proposed UAL is formulated as \( t^{i,j}_{\text{UAL}} = 1 - |2p_{i,j} - 1|^2 \). Finally, the total loss function can be written as:

\[
L = L_{\text{BCEL}} + \lambda \times L_{\text{UAL}},
\]

where \( \lambda \) is the balance coefficient and we design three adjustment strategies of \( \lambda \), i.e., a fixed constant value, an increasing linear strategy, and an increasing cosine strategy in Sec. 4.3. The different forms and corresponding results are listed in the supp. From the results, we find that the increasing strategies, especially “cosine”, do achieve better performance. So, the cosine strategy is used by default.

4. Experiments

4.1. Experiment Setup

Datasets. We use four COD datasets, CAMO [16], CHAMELEON [41], COD10K [9] and NC4K [29]. CAMO consists of 1,250 camouflaged and 1,250 non-camouflaged images. CHAMELEON contains 76 hand-annotated images. COD10K includes 5,066 camouflaged, 3,000 background and 1,934 non-camouflaged images. NC4K is another large-scale COD testing dataset including 4,121 images from the Internet. Following the data partition of [9,29,31,59], we use all images with camouflaged objects in the experiments, in which 3,040 images from COD10K and 1,000 images from CAMO are used for training, and the rest ones for testing. Besides, we also show the performance on five SOD datasets in the supp.

Evaluation Criteria. For COD and SOD, we use seven common metrics for evaluation based on [32,33], including S-measure [6] (\( S_m \)), weighted F-measure [30] (\( F_{\beta}^{\omega} \)), mean absolute error (MAE), F-measure [1] (\( F_{\beta} \)), E-measure [7] (\( E_m \)), precision-recall (PR) curve and \( F_{\beta} \)-threshold curve. The curves can be found in the supp.

Implementation Details. The proposed ZoomNet is implemented with PyTorch. As the settings in recent methods [9,29,31,59], the encoder is initialized with the parameters of ResNet-50 pretrained on ImageNet, and the remaining parts are randomly initialized. SGD with momentum 0.9 and weight decay 0.0005 is chosen as the optimizer. The learning rate is initialized to 0.05 and follows a linear warm-up and linear decay strategy. The entire model is trained for 40 epochs with a batch size of 8 in an end-to-end manner on an NVIDIA 2080Ti GPU. During training and inference, the main scale is \( 384 \times 384 \). Random flipping and rotating are employed to augment the training data.

4.2. Comparisons with State-of-the-arts

COD is an emerging field, so we introduce some methods for salient object detection and medical image segmentation for comparison. The results of all these methods come from existing public data or are generated by models.
Table 2. Ablation study on the COD10K-Test. SIU: Scale integration unit; HMU: Hierarchical mixed-scale unit with $g$ groups; UAL: Uncertainty-aware loss; $\oplus$: The simple extension of baseline $\oplus$ with the similar number of parameters and FLOPs to $\oplus$. 

| Model | GFLOPs | Params (M) | HMI | SIU | UAL | $\Delta S$ | $\Delta F$ | MAE ($\downarrow$) | $\Delta F$ | $\Delta F$ |
|-------|--------|------------|-----|-----|-----|------------|------------|----------------|------------|------------|
| $\oplus$ | 41.845 | 30.453 | 0.612 | 0.637 | 0.019 | 0.692 | 0.698 | 0.831 | 0.831 | 0.831 |
| $\oplus$ | 78.560 | 30.606 | 0.612 | 0.637 | 0.019 | 0.692 | 0.698 | 0.831 | 0.831 | 0.831 |
| $\oplus$ | 166.821 | 30.453 | 0.837 | 0.682 | 0.034 | 0.731 | 0.912 | 0.837 | 0.682 | 0.034 |
| $\oplus$ | 203.496 | 28.794 | 0.843 | 0.694 | 0.032 | 0.743 | 0.909 | 0.843 | 0.694 | 0.032 |
| $\oplus$ | 207.647 | 41.975 | 0.815 | 0.632 | 0.040 | 0.689 | 0.896 | 0.815 | 0.632 | 0.040 |
| $\oplus$ | 173.616 | 30.819 | 0.835 | 0.721 | 0.030 | 0.758 | 0.902 | 0.835 | 0.721 | 0.030 |
| $\oplus$ | 188.356 | 31.400 | 0.836 | 0.723 | 0.029 | 0.761 | 0.905 | 0.836 | 0.723 | 0.029 |
| $\oplus$ | 203.496 | 32.382 | 0.838 | 0.729 | 0.029 | 0.766 | 0.911 | 0.838 | 0.729 | 0.029 |
| $\oplus$ | 218.436 | 33.163 | 0.836 | 0.726 | 0.029 | 0.763 | 0.907 | 0.836 | 0.726 | 0.029 |

Figure 6. Visual comparisons for showing the effects of the proposed components. B: Baseline; $+$: SIUs; $+$: HMUs; $+$: SIUs+HMUs; $+$: SIUs+HMUs+UAL.

Table 3. Comparisons of mixed and single scale input schemes on CAMO and COD10K. All models are based on $\oplus$ in Tab. 2.

| Input Scale | Combination Strategy | $\Delta S$ | $\Delta F$ | MAE ($\downarrow$) | $\Delta F$ | $\Delta F$ |
|-------------|----------------------|------------|------------|----------------|------------|------------|
| 1.0x        | —                    | 0.797 | 0.640 | 0.083 | 0.704 | 0.875 |
| 0.5x        | —                    | 0.746 | 0.555 | 0.076 | 0.615 | 0.833 |
| 0.5x, 1.0x  | Addition             | 0.901 | 0.647 | 0.082 | 0.702 | 0.876 |
| 0.5x, 1.0x  | SIU                  | 0.806 | 0.598 | 0.079 | 0.699 | 0.870 |
| 1.5x        | —                    | 0.820 | 0.683 | 0.059 | 0.757 | 0.890 |
| 0.5x, 1.5x  | Addition             | 0.920 | 0.660 | 0.058 | 0.753 | 0.884 |
| 0.5x, 1.5x  | SIU                  | 0.922 | 0.687 | 0.056 | 0.740 | 0.883 |
| 1.0x, 1.5x  | Addition             | 0.919 | 0.685 | 0.058 | 0.758 | 0.892 |
| 1.0x, 1.5x  | SIU                  | 0.826 | 0.687 | 0.056 | 0.745 | 0.897 |
| 0.5x, 1.0x  | SIU                  | 0.821 | 0.688 | 0.056 | 0.742 | 0.894 |
| 0.5x, 1.0x  | SIU                  | 0.827 | 0.708 | 0.054 | 0.751 | 0.898 |

that are retrained based on the code released by the authors.

**Quantitative Evaluation.** Tab. 1 shows the detailed comparison results. It can be seen that the proposed model consistently and significantly surpasses recent methods on all datasets without relying on any post-processing tricks. Compared with the recent best COD method UJSC, although it introduces extra SOD data for training and has suppressed other existing methods, our method still shows the obvious performance improvement on these datasets. Especially, our approach has more advantages on the metrics $F_\beta$, MAE, and $F_\beta$. On four datasets, the proposed method averagely outperforms the second-best method C2F-Net by 19.3% in terms of MAE and the average gains in terms of $F_\beta$ and $F_\beta$ are 4%. Besides, PR and $F_\beta$ curves shown in the supp. also demonstrate the effectiveness of the proposed method. The flatness of the $F_\beta$ curve reflects the consistency and uniformity of the prediction. Our curves are almost horizontal, which can be attributed to the effect of the proposed UAL. It drives the predictions to be more polarized and reduces the ambiguity.

**Qualitative Evaluation.** Visual comparisons of different methods on several typical samples are shown in Fig. 5. They present the complexity in different aspects, such as big objects (Col. 1), middle objects (Col. 2-8), small objects (Col. 9-13), occlusions (Col. 2 and 10), background interference (Col. 10-13), and indefinable boundaries (Col. 1, 2, 6-13). These results intuitively show the superior performance of the proposed method. In addition, it can be noticed that our predictions have clearer and more complete object regions and sharper contours.

### 4.3. Ablation Studies

In this section, we perform comprehensive ablation analyses on different components. Because COD10K is the most widely-used large-scale COD dataset, and contains various objects and scenes, all subsequent ablation experiments are carried out on it.

**Effectiveness of SIUs and HMUs.** In the proposed model, both the SIU and the HMU are very important structures. We install them one by one on the baseline model to evaluate their performance. The results are shown in Tab. 2. Our baseline $\oplus$ and other models $\oplus$ and $\oplus$ only use the inputs of the main scale. As can be seen, our baseline shows a good performance, probably due to the proper training setup and the more reasonable network architecture detailed in the supp. From $\oplus$-$\oplus$, it can be seen that the two proposed modules make a significant contribution to the performance when compared to the baseline. Besides, the results in Fig. 6 show that the two modules can benefit each other and reduce their errors (e.g., Col. 1, 2, 5 and 7) to locate and distinguish objects more accurately. These components effectively help the model to excavate and distill the critical and valuable semantics and improve the capability of distinguishing hard objects. Under the cooperation between the proposed modules and loss functions, ZoomNet can completely capture the camouflaged objects of different scales and generate the predictions with higher contrast and consistency. In addition, in Tab. 2, the model $\oplus$ is a simple extension of the baseline model $\oplus$ using some standard convolutional blocks, to make the similar number of parameters and FLOPs with $\oplus$. The model $\oplus$ still achieves better performance, which reflects the effectiveness of the proposed modules and the rationality of the design.

**Number of Groups in HMUs.** In Tab. 2, we also show the effects of different group numbers in the proposed HMU. It can be seen from the results that the best performance appears when the number of groups is equal to 6. Also, it achieves a good balance between performance and efficiency. So, in other experiments, we set the number of
Table 4. Different forms of the proposed UAL. Form 0 is our model without UAL. “—”: Unable to converge. Form 1.5 is used by default because of its balanced performance. Their curves are shown in the supp.

| No. | Form | α | $S_{\Phi}$ | $F_\beta$ | $\text{MAE}$ | $F_\gamma$ | $E_{\Phi}$ |
|-----|------|---|---------|---------|-------------|---------|----------|
| 0   |      |   | 0.843   | 0.694   | 0.032      | 0.743   | 0.909    |
| 1.1, 1.2, 1.3 | 1/8, 1/4, 1/2 | 1/8 | 0.834 | 0.716 | 0.029 | 0.757 | 0.903 |
| 1.4 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 1 | 0.838 | 0.729 | 0.029 | 0.766 | 0.911 |
| 1.5 | $\Phi_{\text{mix}} (x) = e^{-|x-0.5|^2}$ | 2 | 0.834 | 0.727 | 0.029 | 0.763 | 0.903 |
| 1.6 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 4 | 0.833 | 0.725 | 0.029 | 0.760 | 0.900 |
| 1.7 | $\Phi_{\text{mix}} (x) = e^{-|x-0.5|^2}$ | 8 | 0.833 | 0.725 | 0.029 | 0.760 | 0.900 |
| 2.1 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 1/8 | 0.844 | 0.698 | 0.032 | 0.744 | 0.907 |
| 2.2 | $\Phi_{\text{mix}} (x) = e^{-|x-0.5|^2}$ | 1/4 | 0.845 | 0.700 | 0.032 | 0.746 | 0.911 |
| 2.3 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 1/2 | 0.843 | 0.701 | 0.031 | 0.746 | 0.908 |
| 2.4 | $\Phi_{\text{mix}} (x) = e^{-|x-0.5|^2}$ | 1 | 0.842 | 0.713 | 0.030 | 0.754 | 0.908 |
| 2.5 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 2 | 0.839 | 0.720 | 0.030 | 0.761 | 0.908 |
| 2.6 | $\Phi_{\text{mix}} (x) = e^{-|x-0.5|^2}$ | 4 | 0.839 | 0.706 | 0.032 | 0.752 | 0.909 |
| 2.7 | $\Phi_{\text{mix}} (x) = 1 - (2x - 1)^2$ | 8 | 0.841 | 0.698 | 0.032 | 0.745 | 0.910 |

3 BCE w/ $\Phi = 1 + \Phi_{\text{mix}} (x)$ | 2 | 0.844 | 0.697 | 0.032 | 0.744 | 0.913 |

The results of Fig. 6 intuitively show that our method not only performs well on COD, but also shows outstanding performance on SOD. Considering the difference between these two tasks, we may wonder why our method consistently performs well on such two seemingly different tasks. We attribute this to the generality and rationality of the designed structure. In fact, SOD and COD have a clear commonality, i.e., the accurate segmentation has to depend on multi-scale and category-free discriminative features. By integrating rich scale-specific features, our model can extract critical and informative cues from scenes and objects, which helps precise localization and smooth segmentation of objects. In addition, the proposed UAL can mitigate the ambiguity of predictions caused by the inherent complexity of scenes. Although the objects in SOD are salient, it can also benefit from UAL due to the vagueness introduced by the CNN model itself in the detailed information recovery process. All of these components are built on the common demand of the two tasks, which provides a solid foundation for the performance.

5. Conclusion

In this paper, we propose the ZoomNet by imitating the behavior of human beings to zoom in and out on images. This process actually considers the differentiated expressions about the scene from different scales, which helps to improve the understanding and judgment of camouflaged objects. We first filter and aggregate scale-specific features through the scale merging layer to enhance feature representation. Next, in the hierarchical mixed-scale decoder, the strategies of grouping, mixing and fusion further mine the mixed-scale semantics. Lastly, we introduce the uncertainty-aware loss to penalize the ambiguity of the prediction. Extensive experiments verify the effectiveness of the proposed method in both the COD and SOD tasks with superior performance to existing state-of-the-art methods.
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This appendix will introduce more details that cannot be expanded in the main text, while showing the performance on SOD.

### A. Model Details

#### A.1. E-Net

E-Net is based on the feature extraction part of ResNet-50 [14] and the layers after the “layer4” are removed. We collect the feature maps before passing the first max-pooling layer and the output feature maps of “layer1”, “layer2”, “layer3” and “layer4” as the output feature maps of the E-Net. The numbers of channels corresponding to them are 64, 256, 512, 1024, and 2048, respectively.

#### A.2. C-Net

Following the setting of the method [67], in C-Net, we use an ASPP [3] simplified according to our needs as the feature compression layer corresponding to the “layer4” of E-Net and other layers are simply composed of an independent “Conv3×3-BN-ReLU” (3×3 CBR) unit. The numbers of output channels of all levels are set to 64 in our models.

The ASPP layer is composed of five CBR branches. The kernel sizes and dilation rates of them are 1, 3, 3, 3, 1 and 1, 2, 5, 7, 1. All convolution operations use the padding to ensure that the input and output sizes are consistent. A global average pooling operation and an up-sampling operation are used before and after the second 1×1 CBR branch to capture the global context information and restore it to the original size. All results of the five branches are concatenated along the channel dimension and fused by a 3×3 CBR unit to obtain the output.

#### A.3. Decoder Framework

The decoder networks of our models in all experiments follow the same framework as shown in Fig. 8. Before being
fed into the fusion unit (FU), the up-sampled deeper feature map is directly added to the shallow feature map.

In our all experiments, \(N_f\) and \(N_l\) are set to 1. The numbers of input & output channels of the last 3 \(\times\) 3 CBR unit are 64 and 32, respectively. The number of output channels of the "Conv1 \(\times\) 1" is 1 and a sigmoid layer is cascaded to convert the logits map to the prediction. In the decoder of the proposed ZoomNet, the FU is set to the HMU and the other layers remain the same.

### A.4. Baseline Model

In the ablation study, we introduce a simple encoder-decoder network as our baseline model to evaluate the performance of different proposed components. It contains a feature extraction network "E-Net", a basic multi-level feature compression convolutional network "C-Net", and a feature extraction network "E-Net", a simple multi-level performance of different proposed components. It contains a decoder network as our baseline model to evaluate the per-

### A.5. Model 

In Tab. 2 of the main text, based on the baseline model 
1. we construct the model 
2. with the similar amount of parameters and FLOPs to 
3. to reflect the effectiveness of the method and the rationality of the design. For increasing the number of parameters and FLOPs, we made the following modifications to the baseline model:

- The number of output channels of all levels of C-Net: 64 → 128.
- The number of input/output channels of CBR1-5 units of the basic convolutional decoder: 64 → 128.
- The number of input channels of the last CBR unit: 64 → 128.
- The number of CBR units \((N_f\) and \(N_l) of all levels of the basic convolutional decoder: 1 → 3.
- The kernel size of the convolution operation in all lev-

### Table 5. Comparisons of the number of parameters and FLOPs to

To facilitate understanding, the corresponding code for the stacked CBR units used here is listed in List. 1.

### Algorithm 1 The iteration struction in the HMU

**Input:** \(\{g_j\}_{j=1}^G\): feature groups; \(G \geq 2\): the number of groups; \(C = 32\): the number of channels in a single feature group \(g_j\); \(S\): splitting operation; \(\mathcal{T}_{C \times C}\): stacked CBR units with initial input and final output channel numbers of \(C_i\) and \(C_o\) as listed in List. 1; \(C\): concatenation operation;

**Output:** \(\{g_j^1\}_{j=1}^G\): the feature set for generating the modulation vector \(\alpha\); \(\{g_j^3\}_{j=1}^G\): the feature set used to be modulated and generate the final output of the HMU;

1: for \(i \leftarrow 1, G\) do
2:   if \(i = 1\) then \(\triangleright Group 1\)
3:     \(g_i^1, g_i^2, g_i^3 \leftarrow S(\mathcal{T}_{3C \times C}(g_i));\)
4:     \(g_{i \text{ prev}}^1 \leftarrow g_i^1;\)
5:   else if \(i = G\) then \(\triangleright Group G\)
6:     \(g_i^2, g_i^3 \leftarrow S(\mathcal{T}_{C \times 2C}(\mathcal{C}(g_i, g_{i \text{ prev}}^3)));\)
7:     else \(\triangleright Group i, 1 < i < G\)
8:     \(g_i^1, g_i^2, g_i^3 \leftarrow S(\mathcal{T}_{3C \times 2C}(\mathcal{C}(g_i, g_{i \text{ prev}}^3)));\)
9:     \(g_{i \text{ prev}}^1 \leftarrow g_i^1;\)
10: end if
11: end for

Listing 1. Code of stacked CBR units.
Table 6. Comparisons of different increasing strategies of $\lambda$.

| Strategy | $\lambda$ | $S_m \uparrow$ | $F_{\gamma} \uparrow$ | MAE $\downarrow$ | $B_m \uparrow$ | $B_m \uparrow$ | $E_m \uparrow$ |
|----------|-----------|----------------|----------------|---------------|----------------|----------------|---------------|
| Const    | $\lambda_{\text{const}} = t \cdot \cos(\pi t/T) \cdot (\lambda_{\text{max}} - \lambda_{\text{min}})$ | 0.850 | 0.729 | 0.029 | 0.760 | 0.011 |
| Linear, $t \rightarrow T$ | clip: $\lambda_{\text{clip}}$ | 0.853 | 0.735 | 0.029 | 0.790 | 0.008 |
| Linear, $T \rightarrow t$ | $\lambda_{\text{clip}}$ | 0.852 | 0.739 | 0.030 | 0.798 | 0.004 |

B. HMU: Perspective of Kernel Pyramid

The iteration structure of feature groups in HMU is actually equivalent to an integrated multi-path kernel pyramid structure with partial parameter sharing. In order to understand this intuitively, we highlight the feature information flow of different groups in the iterative structure in Fig. 11. Specifically, the $3 \times 3$ CBR unit corresponding to the feature group in the iteration structure can be split according to the output feature groups. As shown in the “Integrated Kernel Pyramid” on the left of Fig. 11, each original CBR unit with an output channel number of $3C$ is converted to three independent CBR units with a shared input. The numbers of output channels of them are $C$. When we further decouple the integrated form on the left into the form on the right, we can clearly see that the information flow paths corresponding to different feature groups each form a multi-branch kernel pyramid structure and there are some shared parameters between these pyramids.

As mentioned in the main text of the paper, some of the channels in the output feature of each branch are used together to generate the modulation vector. It not only weights the channels inside each branch, but also weights different branches. If viewed from the aforementioned perspective of the kernel pyramid, such an operation can be seen as a relative modulation of the different kernel pyramids contained in the iterative structure of the HMU.

Besides, in our HMU, $C$ is set to 32. The number of channels of the final output feature of the HMU is the same as the input feature, both are 64. We also list the algorithm of the iteration structure in Alg. 1 to present the process more clearly and to complement the related statement in the main text.

C. More Comparisons

C.1. PR & $F_{\beta}$ curves of COD Methods

In Fig. 12, we show the PR & $F_{\beta}$ curves of different methods on four COD datasets. The red curve represents our method.

C.2. Comparisons of Param. & FLOPs

In Tab. 5, we list the number of parameters and FLOPs of existing COD methods and ours. Our method provides a performance-robust solution with the second-smallest amount of parameters for the COD task. But there may be still some redundancy in the design of the inference structure. The adopted explicit scale-independent design may bring additional inference cost. We will explore and improve this in future work.

C.3. Intermediate Feature Maps of the Decoder

We show the intermediate feature maps from different stages of the decoder in Fig. 7.

C.4. Effectiveness of UAL

In Fig. 9, we visualize the histogram maps of all results on CHAMELEON [41].

C.5. Different Forms of $\lambda$

The different adjustment functions of the coefficient $\lambda$ and their results of UAL are list in Tab. 6.

C.6. Different Forms of UAL

The different forms of UAL are shown in Fig. 10.

C.7. Performance in More Complex Scenes

Actually, COD1K-TR is a very representative test dataset with rich and diverse scenarios and objects. Be-
In order to show good generalization and further verify the rationality of the structural design, we evaluate the proposed model on the SOD task.

D. Experiments on SOD

In order to show good generalization and further verify the rationality of the structural design, we evaluate the proposed model on the SOD task.

D.1. Datasets

Our experiment on SOD is based on the existing five SOD datasets, DUT-OMRON [55] (5168), DUTS [44] (10553 + 5017), ECSSD [54] (1000), HKU-IS [18] (4447) and Pascal-S [18] (850). We only use the training set of DUTS for training. During the test phase, we use the remaining data for inference.

D.2. Implementation Details

For a fair comparison on SOD, the proposed model is retrained on DUTS [44] following the training strategies and techniques of [35,46,47,51,64]. The learning rate is initial-
ized to 0.05 and follows a linear warm-up and linear decay strategy. And the main scale is changed to 352 × 352 to achieve a trade-off between performance and speed. The model tends to converge after 50 epochs with a batch size of 22.

### D.3. Comparisons with State-of-the-arts

We compare the proposed model with 22 existing methods. All the results are listed in Tab. 8 and shown in Fig. 13. Our model outperforms all these competitors, which shows that the proposed model can deal with the more general binary segmentation task.

### E. Limitations and Future Work

Although our ZoomNet provides a powerful and effective solution for the COD task, some limitations still exist and are worth exploring further.

1. In the current work, the shared feature extraction structure explicitly collects complementary information from different scales on the image pyramid, which is designed to mimic the behavior of zooming in and out. But for human beings, the process of information extraction and integration should be implicit and internalized in the process of knowledge learning. Moreover, this explicit scale-independent design also brings the additional inference cost. Although our method has
achieved good performance on COD and SOD tasks, the inference speed is still slightly slower than the current fastest method, C2FNet [43].

2. Besides, there is still room for improvement in the way of mining effective clues from small-scale features in SIU.

In future work, we will try to further simplify the inference structure to make it more in line with the actual human decision-making process and optimize the ability of our method to extract contextual cues from small-scale features.
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