Magnetic phase transitions in two-dimensional two-valley semiconductors with in-plane magnetic field
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A two-dimensional electron gas (2DEG) in two-valley semiconductors has two discrete degrees of freedom given by the spin and valley quantum numbers. We analyze the zero-temperature magnetic instabilities of two-valley semiconductors with SOI, in-plane magnetic field, and electron-electron interaction. The interplay of an applied in-plane magnetic field and the SOI results in non-collinear spin quantization in different valleys. Together with the exchange intervalley interaction this results in a rich phase diagram containing four non-trivial magnetic phases. The negative non-analytic cubic correction to the free energy, which is always present in an interacting 2DEG, is responsible for first order phase transitions. Here, we show that non-zero ground state values of the order parameters can cut this cubic non-analyticity and drive certain magnetic phase transitions second order. We also find two tri-critical points at zero temperature which together with the line of second order phase transitions constitute the quantum critical sector of the phase diagram. The phase transitions can be tuned externally by electrostatic gates or by the in-plane magnetic field.

Introduction. Modern nanotechnology is mostly based on layered quantum materials where electrons or holes are confined within one layer which makes them effectively two-dimensional (2D) [1]. The 2D layers are typically represented by semiconductors such as GaAs, InAs, and InSb which are single valley materials meaning that the electron energy has a single minimum in the Brillouin zone $\mathbf{q}$. Bulk Si and Ge have a valley degree of freedom, i.e. their bulk spectrum has several minima in the Brillouin zone (six for Si and four for Ge) [2]. In thin Ge films the valley degeneracy is lifted [3], while it survives in a Si 2D electron gas (2DEG). This results in qualitatively new physics in Si 2DEGs that has no analogues in single-valley 2DEGs. For example, the valley degeneracy in Si 2DEGs allows for the singlet-triplet level crossing in 2D two-electron Si quantum dots [4], an effect which is forbidden in single-valley materials [3]. However, the spectrum of Si 2DEG still has a single minimum in 2D Brillouin zone. A new class of 2D semiconductors with the electron spectrum containing two distinct minima (see Fig. 1) is represented by monolayers of transition metal dichalcogenides (TMD) [6,7]. These spectral minima are separated by a wave vector $\mathbf{q}_0$, which is in order of the Brillouin zone momentum, $|\mathbf{q}_0| \sim 1/\alpha_0$, $\alpha_0$ being the lattice constant.

Magnetic instabilities in monolayers of TMDs were analyzed theoretically in Refs. [8,11]. Mixed ferromagnetic and valley polarized phases are predicted in the spin lock- ing regime when the spin-orbit interaction (SOI) is much larger than the Fermi energy $E_F$, the regime that is realistic for the hole doped TMDs [8,10] where the SOI gap is in order of few hundred meV [12,13]. The opposite limit of small SOI compared to $E_F$ was considered in Refs. [14,11] and is relevant for electron doped monolayers of TMDs, especially for MoS$_2$ which has the smallest SOI gap $\sim 3$ meV among all monolayer TMDs [10–22]. The exchange intervalley interaction and the dynamical screening of the Coulomb interaction are omitted in Ref. [10]. It was then shown subsequently [11] that these two ingredients have a dramatic effect on the magnetic phase diagram of TMDs. In particular, finite exchange intervalley interaction favors a ferromagnetic instability and biases out other possible magnetic orders. The phase transition between the ferromagnetic and the paramagnetic ground states of the 2DEG is predicted to be of first order due to the dynamical screening of the Coulomb interaction by gapless electron-hole fluctuations [23]. The theoretical results [11] agree well with recent experiments on electron doped monolayer MoS$_2$ [24–26].

Here, we study the effect of an applied in-plane magnetic field on the magnetic phase diagram of 2D two-valley semiconductors such as electron doped monolayer...
TMDs, see Fig. 1. This effect has not been studied theo-
retically so far and leads to a rather rich magnetic phase
diagram allowing for the phase transitions to be driven
not only by the electron density, which is tunable by elec-
trostatic gates, but also by the external magnetic field.
In this work we do not consider out-of-plane magnetic
fields to avoid complications related to Landau quanti-
zation. We also assume that the SOI is much smaller
than $E_F$ of the 2DEG in the normal phase. Together
with the intrinsic SOI the in-plane magnetic field leads
to a non-collinear spin quantization in different valleys
which are coupled by exchange intervalley interaction.
This breaks spin conservation which has a dramatic effect
on the magnetic phase diagram. Indeed, we show that
four non-trivial magnetic orders are possible. The phase
transitions between the different phases can be driven by
changing the electron density and the external in-plane
magnetic field.

In order to study the order of a phase transition, we
calculate the non-analytic cubic correction to the free
energy of the 2DEG which comes from the dynamical
screening of the Coulomb interaction and from the in-
teraction vertex correction due to gapless electron-hole
fluctuations [23]. In case of a single magnetic order par-
arameter (spin magnetization) the non-analytic cubic term
is always negative [27] which results in a first order ferro-
magnetic phase transition at small temperatures [23, 28].
The finite temperature or finite SOI [30, 31] gap out the
electron-hole continuum which is known to drive a
second order magnetic phase transition [32]. However,
the valley degree of freedom in two-valley semiconductors
results in three independent magnetic order parameters
that are coupled together via the non-analytic cubic cor-
rection. The cubic correction is negative as in the case of
a single magnetic order parameter. However, we show
that certain phase transitions are of second order due to the
interplay between all three order parameters coupled by
the non-analytic cubic correction. We also identify
two tri-critical points on the zero-temperature phase di-
agram that together with the line of second order phase
transitions represent the quantum critical sector.

**Single-particle spectrum.** The single-particle spec-
trum of a 2D two-valley semiconductor can be described
by the following effective Hamiltonian [21]:

$$H = \frac{k^2}{2m} - \alpha \sigma_z \tau - g\mu_B B \cdot \sigma, \quad (1)$$

where $k = (k_x, k_y)$ is the in-plane momentum, $m$ the
effective electron mass, $\alpha$ the valley SOI, $g$ the electron
$g$-factor, $\mu_B$ the Bohr magneton, $B = (B_x, B_y, 0)$ the
in-plane magnetic field, $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ the Pauli matrices
(corresponding to the electron spin), and $\tau = \pm 1$ labels
the two valleys. The valley SOI acts as an effective out-
of-plane magnetic field taking opposite signs in different
valleys. Thus, the effective single-particle Hamiltonian
[1] can be represented as a Zeeman Hamiltonian with a
valley-dependent effective magnetic field $\beta_r$:

$$H = \frac{k^2}{2m} - \beta_r \cdot \sigma, \quad (2)$$

$$\beta_r = (b_x, b_y, \alpha \tau), \quad b = g\mu_B B \frac{B}{2}. \quad (3)$$

The free-electron spectrum described by Eq. (2), thus
consists of two pairs of parabolic energy bands (one pair
per valley) each of which is split by the corresponding
effective magnetic field $\beta_r$, see Fig. 1.

**Magnetic order parameters.** In absence of interactions
the chemical potential is the same for all single-particle
bands, see Eq. (1). We refer to this ground state as nor-
mal state. Sufficiently strong electron-electron interac-
tions may result in unequal chemical potentials for dif-
ferent single-particle bands. For example, strong electron-
electron interaction in a single-valley 2DEG results in
unequal filling of the bands with different spin projections.
This leads to a finite spin magnetization even in ab-
se of external magnetic fields. This effect is known as
Stoner instability [33]. In this work we investigate mag-
netic instabilities in 2D two-valley semiconductors in the
presence of an in-plane magnetic field, valley SOI, and
electron-electron interactions.

The valley degree of freedom together with the elec-
tron spin result in four single-particle bands, see Fig. 1.
Thus, we have four different electron densities $n_\lambda$, one
per band, which are related to the corresponding chemi-
al potentials. As the total electron density $n = \sum_{\lambda, \tau} n_\lambda$
is fixed by electrostatic gates, we have three independent
magnetic order parameters which we can change. We
make the following choice of the order parameters:

$$M_{\beta} = \sum_{\lambda, \tau} \frac{\lambda n_\lambda^\beta}{4\nu}, \quad M_{\nu} = \sum_{\lambda, \tau} \frac{\tau n_\lambda^\beta}{4\nu}, \quad M_{\beta\nu} = \sum_{\lambda, \tau} \frac{\lambda\tau n_\lambda^\beta}{4\nu}, \quad (5)$$

where $\nu = m/(2\pi)$ is the 2D density of states. All order
parameters have dimension of energy. The order param-
eter $M_{\nu}$ measures the valley magnetization, i.e. the im-
balance between the electron density in different valleys.
The combination $M_{\beta} + M_{\nu}$ $(M_{\beta} - M_{\beta\nu})$ measures the
spin magnetization in the $\tau = +1$ ($\tau = -1$) valley along
the corresponding quantization axis given by the direc-
tion of the effective magnetic field $\beta_r$ $(\beta_{\gamma})$, see Eq. (3).
For example, the filling shown in Fig. 1 corresponds to
$M_{\beta} \neq 0$, $M_{\nu} = M_{\beta\nu} = 0$.

**Interaction matrix elements.** We separate the inter-
action matrix elements into two groups. The first group
corresponds to the direct Coulomb interaction, \( v \), describing the electrostatic coupling of electric charges:

\[
v(q) = \frac{2\pi e^2}{\epsilon q} = \frac{1}{q a_B},
\]

where we multiplied the Coulomb interaction by the 2D density of states \( \nu = m/(2\pi) \), with \( m \) being the effective mass, \( a_B = \epsilon/(me^2) \) the effective Bohr radius, and \( \epsilon \) the dielectric constant. At small momentum transfers \( q < k_F \), \( k_F \) being the Fermi momentum, the 2D Coulomb pole \( 1/q \) is screened by the electron-hole fluctuations giving rise to the Thomas-Fermi screening momentum \( q_{TF} \sim 1/a_B \), see e.g. Ref. [35]:

\[
v(q < k_F) \approx \frac{1}{(q + q_{TF})a_B}.
\]

The regime of strong electron-electron interaction corresponds to low densities such that \( k_F a_B \ll 1 \). Thus, the \( q a_B \lesssim k_F a_B \ll 1 \) term is negligible compared to the \( q_{TF} a_B \sim 1 \) term in Eq. (7), which allows us to neglect the \( q \)-dependence in the direct interaction matrix element.

The second group of interaction matrix elements corresponds to the exchange intervalley interaction \( u \). As the separation between the valleys is of the order of the Brillouin zone size, such an interaction is extremely short ranged and is mostly given by the on-site Hubbard term rather than by the long-range Coulomb interaction [34]. Here we treat the direct, \( v \), and the intervalley exchange, \( u \), matrix elements as free phenomenological parameters. We also assume that \( u \ll v \), so we only account for the first order effects in \( u \).

**Magnetic phase diagram.** Magnetic instabilities are typically studied within the self-consistent Born (SCB) approximation for the electron self-energy that accounts for the Fermi liquid renormalizations and the random phase approximation (RPA) for the dynamical screening of the Coulomb interaction [28]. Here, the RPA is motivated by a relatively large number of electron flavors due to the spin and valley quantum numbers [28]. In the static limit the RPA results in the Thomas-Fermi screening, see Eq. (7). Small dynamic corrections to the interaction which are not shown in Eq. (7) are responsible for the cubic non-analyticity in the free energy [28].

Neglecting the dynamical screening (i.e. treating \( u \) and \( v \) as constants) and applying the SCB approximation, we can calculate the free energy of the two-valley 2DEG, see the Supplementary Material (SM) [35]:

\[
F^{SCB} = 2\nu \left[ a_\beta M_\beta^2 + a_v M_v^2 + a_\beta v M_{\beta v}^2 - 2\beta M_\beta \right],
\]

where we subtracted the energy of the normal state. Here we introduced the Landau parameters:

\[
a_\beta = 1 - v - \zeta u,
\]

\[
a_v = 1 - v + u,
\]

\[
a_\beta v = 1 - v + \zeta u,
\]

\[
\zeta = \frac{b^2 - \alpha^2}{\beta^2} = \frac{b^2 - \alpha^2}{b^2 + \alpha^2}.
\]

All order parameters are assumed to be much smaller than the Fermi energy \( E_F = n/(4\nu) \) in the normal phase, \( n \) is the total density. The order parameter \( M_\beta \) is nonzero even in the normal phase due to the \( \beta M_\beta \) term, see Eq. (5), that results in small linear in \( \beta \ll E_F \) polarization \( M_\beta \propto \beta \). In what follows we assume that the spontaneous magnetization is always much larger than the finite field polarization \( \propto \beta \), and, thus, we neglect the \( \beta M_\beta \) term. We only keep in mind that finite \( \beta \) explicitly breaks the\( M_\beta \rightarrow -M_\beta \) symmetry of the free energy, and, thus, is responsible for the sign of \( M_\beta \), which, however, is not important for our consideration.

Let us consider the case \( 1 > \zeta > 0 \). In this case \( a_v > a_{\beta v} \) at any \( u > 0 \) and \( v > 0 \). Starting from the normal phase at \( v = 0 \) and increasing the value of \( v \) we first find the phase transition for the order parameter \( M_\beta \) when \( a_\beta = 0 \), which corresponds to the following critical value of \( v = \bar{v}(\zeta) \):

\[
\bar{v}(\zeta) = 1 - \zeta u.
\]

This corresponds to the phase transition from the normal phase (N) to the phase I’ with condensed order parameter \( M_\beta \neq 0 \), see Fig. [2a]. Upon further increasing the
interaction parameter $v$, we find an instability for the $M_{\beta v}$ order parameter at $v = \tilde{v}(\zeta)$ at which $a_{\beta v} = 0$:

$$\tilde{v}(\zeta) = 1 + \zeta u.$$  \hspace{1cm} (14)

This corresponds to the phase transition from the ordered phase I with the only condensed order parameter $M_\beta \neq 0$ to the phase II with $M_\beta \neq 0$, $M_{\beta v} \neq 0$, $M_v = 0$. Increasing $v$ even further, we reach the instability for the valley order parameter $M_v$ when $a_v = 0$. This happens at $v = v^*$:

$$v^* = 1 + u.$$  \hspace{1cm} (15)

This corresponds to the phase transition from the phase II to the phase III where all magnetic order parameters are condensed $M_\beta \neq 0$, $M_{\beta v} \neq 0$, $M_v \neq 0$. Further increase of the matrix element $v$ does not result in additional instabilities within the SCB approximation, the system stays in the phase III at any $v > v^*$.

Similar analysis can be done for $\zeta < 0$. Upon increasing $v$ from $v = 0$ we first find the instability for $M_{\beta v}$ at $v = \tilde{v}(\zeta) = 1 + \zeta u$, then the instability for $M_\beta$ at $v = \tilde{v}(\zeta) = 1 - \zeta u$, and then the instability for $M_v$ at $v = v^* = 1 + u$. This results in the phase diagram shown in Fig. 2(a).

Order of phase transitions. Normally, the magnetic phase transitions are first order due to the non-analytic cubic correction to the free energy [36] that originates from the dynamical screening of the Coulomb interaction and from the interaction vertex correction [37] that are neglected within the SCB approximation. In the SM [33] we calculate the cubic correction within second order perturbation theory neglecting the $u^2$ term because we assume $u \ll v \sim 1$:

$$F^{\text{cub}} = -\frac{2\nu v^2}{3E_F} \left[ \left( 1 - \frac{2u b^2}{v \beta^2} \right) f(M_v, M_{\beta v}) \right. \hspace{1cm} (16)
\left. + \left( 1 - \frac{2u c^2}{v \beta^2} \right) f(M_v, M_\beta) + f(M_\beta, M_{\beta v}) \right],$$

where $f(x, y) = f(y, x)$ is a symmetric non-analytic cubic function of two variables:

$$f(x, y) = |x|^3 + 3|x|y^2, |x| \geq |y|. \hspace{1cm} (17)$$

Importantly, $f(x, y)$ is non-analytic only with respect to the largest in absolute value argument. This means that if all three order parameters are condensed, see phase III in Fig. 2(a), then the non-analyticity for the smallest order parameter is cut by larger ground state values of two other order parameters, see Eqs. 16 and 17. As the Landau parameter $a_v$ is always the largest, see Eqs. 26–111, then $M_v$ order parameter is more suppressed compared to $M_\beta$ and $M_{\beta v}$, i.e. $|M_v| < |M_\beta|$ and $|M_v| < |M_{\beta v}|$ in phase III. Therefore, there is no cubic in $M_v$ term in the free energy. The absence of $|M_v|^3$ term results in the second order phase transition between phases II and III. This is illustrated in Fig. 2(b) by the continuous dependence of $M_v$ on $v$.

In all magnetic phases apart from the phase III $M_v = 0$, see Fig. 2(a). Therefore, in these phases $f(M_v, M_{\beta v}) = |M_{\beta v}|^3$, $f(M_v, M_\beta) = |M_\beta|^3$, i.e. the cubic non-analyticity for $M_\beta$ and $M_{\beta v}$ is not cut in Eq. (16). As negative cubic non-analyticity necessarily leads to a first order phase transition [36], all other magnetic phase transitions are of the first order which is illustrated in Fig. 2(b) by the finite jumps of corresponding order parameters at the phase transition. For example, the first order ferromagnetic phase transition between normal phase and phase I at zero applied magnetic field, $\zeta = -1$, has been predicted in Ref. [11].

Due to finite external field $\beta$, $M_\beta$ takes non-zero value $M_\beta \propto \beta$ even in normal phase which can be an issue for the experimental identification of phase I. However, the discontinuity of $M_\beta$ at the first order phase transition between normal phase and phase I unambiguously signals the spontaneous symmetry breaking, see Fig. 2(b).

The zero temperature phase diagram shown in Fig. 2(a) contains two tri-critical points located at $v = v^*$ and $\zeta = \pm 1$ where the first and second order phase transition lines meet. The tri-critical points correspond to either zero magnetic field or zero SOI when all magnetic order parameters are Ising. We point out here that these tri-critical points have been overlooked in the previous theoretical studies [10, 11]. Second order phase transitions, see dashed cyan line $v = v^*$ in Fig. 2(a), and the tri-critical points result in quantum critical states that are characterized by emergent long range order and divergent susceptibilities [33]. Even though we predict these quantum critical points, we cannot describe them quantitatively within the mean field treatment that we use in this paper due to the increasingly important effect of the fermion fluctuations in the vicinity of such quantum critical points, for more information see Ref. [39].

Conclusions. In our study we predict a very rich magnetic phase diagram in 2D two-valley semiconductors with intrinsic valley SOI, in-plane magnetic field, and electron-electron interaction, see Fig. 2(a). Phase transitions between different phases can be driven by the electron density (varying the interaction parameter $v$) or by the external in-plane magnetic field. In spite of the cubic non-analytic corrections to the free energy that favors first order phase transitions, we showed that the phase transition between phases II and III, see Fig. 2(a), is second order. Together with two tri-critical points, the line of second order phase transitions constitute the quantum critical sector on the zero-temperature phase diagram.
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In the Supplemental Material (SM) we provide detailed calculations of the grand canonical potential \( \Omega \) and the free energy \( F \) within the self-consistent Born (SCB) approximation for the electron self-energy and the random phase approximation (RPA) for the dynamically screened Coulomb potential. We first start from the non-interacting 2DEG. Then we account for the Fermi liquid renormalizations via the SCB approximation accounting for the Thomas-Fermi screening of the Coulomb interaction. Next we calculate the effect of the dynamical screening and the interaction vertex correction within second order perturbation theory which results in the Thomas-Fermi screening and the matrix elements \( \Sigma^{\nu}_{\tau} \) that are calculated from the bottom of the corresponding band:

\[
\tilde{\mu}^{\lambda}_{\tau} = \mu^{\lambda}_{\tau} + \lambda \beta. \tag{S6}
\]

The non-interacting part of the grand canonical potential (per unit area) is given by the following expression:

\[
\Omega_0 = \sum_{\lambda,\tau} \sum_{K} \ln \left[ g^{\lambda}_{\tau}(K) \right], \tag{S7}
\]

where \( \sum_{K} = T \sum_{\omega} \int \frac{d\mathbf{k}}{(2\pi)^2} (\hbar = k_B = 1) \). Evaluating the sum in Eq. \( \text{(S7)} \), we get

\[
\Omega_0 = -\frac{\nu}{2} \sum_{\lambda,\tau} \langle \tilde{\mu}^{\lambda}_{\tau} \rangle^2, \tag{S8}
\]

where \( \nu = m/2\pi \) is the 2D density of states and \( m \) the effective mass.

**SCB APPROXIMATION**

In this section we calculate the effect of the Fermi liquid renormalization that we account for via the SCB approximation. Here we only account for the Thomas-Fermi screening of the Coulomb interaction that leads to effectively short-range interaction matrix elements \( v \) and \( u, v \) being the direct Coulomb interaction, \( u \ll v \) the exchange intervalley interaction. For more information see the discussion in the main text after Eq. \( \text{(6)} \).

Within the SCB approximation, the self-energy is given by the diagrams in Fig. \( \text{S1} \):

\[
\Sigma^{\nu\nu'}_{\tau} (K) = -\frac{v}{u} \sum_{P} \tilde{g}^{\nu\nu'}_{\tau} (P), \tag{S9}
\]

where the interaction is taken as contact interaction due to the Thomas-Fermi screening and the matrix elements \( M^{\lambda_1\lambda_2}_{\tau_1\tau_2} \) are given by Eqs. \( \text{S2} \) and \( \text{S3} \). The Green function \( \tilde{g}^{\nu\nu'}_{\tau} (P) \) is self-consistently dressed by the self-energy:

\[
\tilde{g}^{\nu}(\omega, \mathbf{k}) = (\i\omega - \varepsilon_0(k) + \tilde{\mu}_{\tau} - \Sigma_{\tau})^{-1}, \tag{S10}
\]
where \( \tilde{g}_\tau(\omega, k) \) is a \( 2 \times 2 \) matrix in the spin space, \( \tilde{\mu}_\lambda^{\alpha\lambda'} = \tilde{\mu}_\lambda^2 \delta^{\alpha\lambda'} \), \( \tilde{\mu}_\lambda^{\alpha} \) is given by Eq. \( (S50) \). This is clear from Eq. \( (S9) \) that the exchange intervalley scattering \( u \) together with the non-collinearity of spins in different valleys breaks the valley spin conservation. The valley index of the single-particle Green function is conserved due to the momentum conservation because different valleys correspond to different momentum sectors.

Due to the contact approximation of the electron-electron interaction by constant matrix elements \( v \) and \( u \), the self-energy, see Eq. \( (S9) \), does not depend on frequency and momentum. Therefore, the sum over momenta \( P \) in Eq. \( (S9) \) can be evaluated even for the dressed Green function:

\[
\frac{1}{\nu} \sum_P \check{g}_\tau^{\lambda\lambda'}(P) = \check{\mu}_\lambda^\tau \delta^{\lambda\lambda'} - \Lambda^{\lambda\lambda'} = \check{\Sigma}^{\lambda\lambda'}, \quad (S11)
\]

where we introduced a new notation for convenience. Using Eq. \( (S11) \), we simplify the SCB Eq. \( (S9) \) to the following matrix equation:

\[
S_\tau = \check{\mu}_\tau + v S_\tau + u M_{\tau-\tau} S_{\tau-\tau}, \quad (S12)
\]

where \( \check{\mu}_\lambda^{\alpha\lambda'} = \check{\mu}_\lambda^2 \delta^{\alpha\lambda'} \), and the matrix \( M_{\tau-\tau} \) have spin matrix elements given by Eq. \( (S3) \). Changing \( \tau \rightarrow -\tau \) in Eq. \( (S12) \), we get the second equation connecting \( S_\tau \) and \( S_{-\tau} \). The solution of Eq. \( (S12) \) is the following:

\[
S_\tau = \frac{(1-v)\check{\mu}_\tau + u M_{\tau-\tau} \check{\mu}_{-\tau}}{(1-v)^2 - u^2}. \quad (S13)
\]

In order to derive the grand canonical potential, we first calculate the following auxiliary energy functional \( \Phi_1(v, u) \):

\[
\Phi_1(v, u) = v \frac{(1-v)^2 + u^2}{(1-v)^2 - u^2}, \quad (S16)
\]

\[
\Phi_2(v, u) = \frac{u(1-v)^2 + u^2}{(1-v)^2 - u^2}. \quad (S17)
\]

The grand canonical potential is connected to the \( \Phi \) potential through the following identity \( (S20) \):

\[
\Omega = \Omega_0 + \frac{1}{2} \int_0^1 ds \Phi(sv, su), \quad (S18)
\]

where \( \Omega_0 \) is given by Eq. \( (S8) \). Thus, we have to calculate the following elementary integrals:

\[
\int_0^1 ds \Phi_1(sv, su) = \frac{v(1-v) + u^2}{(1-v)^2 - u^2}, \quad (S19)
\]

\[
\int_0^1 ds \Phi_2(sv, su) = \frac{u}{(1-v)^2 - u^2}. \quad (S20)
\]

Substituting these integrals back into Eq. \( (S18) \), we find the grand canonical potential within the SCB approximation:

\[
\Omega^{SCB} = \frac{\nu}{2} \frac{1}{(1-v)^2 - u^2} \sum_{\lambda, \tau} \left[ (1-v)(\check{\mu}_\lambda^{\tau})^2 + u \left( \frac{b^2}{\beta^2} \check{\mu}_\lambda^{\tau} \check{\mu}_{-\tau} + \frac{\alpha^2}{\beta^2} \check{\mu}_\lambda^{\tau} \check{\mu}_{-\tau} \right) \right]. \quad (S21)
\]

**NON-ANALYTIC CUBIC CORRECTION**

Within the SCB approximation we neglected the dynamic dependence of the Coulomb interaction and the interaction vertex correction. Here we account for these effects within second order perturbation expansion. It is well known that these effects give rise to the non-analytic cubic terms in the \( \Omega \) potential \( (23, 27, 29, 32) \). The diagrams that contribute to the cubic non-analyticity are shown in Fig. \( (S2) \). In order to make the formal expressions corresponding to these diagrams more compact, we introduce the particle-hole bubble:

\[
\Pi^{\lambda\lambda'}_{\alpha\alpha'}(K) = \frac{1}{\nu} \sum_K g_{\alpha\alpha'}^\lambda(K) g_{\alpha\alpha'}^{\lambda'}(K + Q). \quad (S22)
\]

The diagrams in Fig. \( (S2) \�, (d) \) do not appear in the SCB series and represent the renormalizations of the interaction vertex. However, the other two diagrams are partially accounted within the approximation that we have done in the previous section because we included the Thomas-Fermi screening of the Coulomb interaction. In order to avoid the double counting, we subtract the
Green functions in the diagrams in Fig. S2 are assumed also neglect the Fermi liquid renormalizations, i.e. the Fig. S2(a),(c). As we are interested in the lowest order electron Green function, see Eq. (S5).

The diagrams in Fig. S2 have the following analyticities of the particle-hole bubble $\Pi$

\[
\Pi^{\lambda\nu}_{\tau\tau'}(q, \varepsilon) \approx \frac{|\varepsilon|}{\sqrt{(\varepsilon - i \Delta^{\lambda\nu}_{\tau\tau'})^2 + (v_F q)^2}} - 1, \tag{S27}
\]

where $v_F = k_F/m$ is the Fermi velocity and

\[
\Delta^{\lambda\nu}_{\tau\tau'} = \bar{\mu}_\tau^{\lambda} - \bar{\mu}_\tau^{\nu}. \tag{S28}
\]

It is assumed here that $\Delta^{\lambda\nu}_{\tau\tau'} \ll \bar{\mu}_\tau^{\lambda}, \bar{\mu}_\tau^{\nu}$. Then, the calculation of any sum which is quadratic with respect to the particle-hole bubble is straightforward and can be found e.g. in Ref. [11]:

\[
\sum_{Q} L \Pi^{\lambda\nu}_{\tau\tau'}(Q) \Pi^{\lambda\mu}_{\tau'\tau}(Q) = \frac{\nu T^3}{4E_F} \mathcal{F} \left( \frac{\Delta^{\lambda\nu}_{\tau\tau'} + \Delta^{\lambda\mu}_{\tau'\tau}}{2T} \right) \tag{S29}
\]

where the index $L$ of the sum indicates that $Q$ is in the vicinity of the Landau damping point. The function $\mathcal{F}(z)$ has the following integral representation:

\[
\mathcal{F}(z) = \int_{0}^{z} dx x^2 \coth \left( \frac{x}{2} \right). \tag{S30}
\]

At small temperature $T \to 0$ the argument of $\mathcal{F}$ in Eq. (S29) is large and one can use the asymptotic expansion:

\[
\mathcal{F}(z) = \left| \frac{z}{3} \right| + 4\zeta(3) + O(e^{-|z|}), \quad |z| \gg 1, \tag{S31}
\]

where $\zeta(z)$ is the Riemann $\zeta$-function. The function $\mathcal{F}(z)$ results in the cubic non-analyticity of the $\Omega$ potential.

The Kohn anomaly contribution can be reduced to the Landau damping with the help of a trick used in Refs. [11, 28]:

\[
\sum_{Q} K \Pi^{\lambda\lambda}_{\tau\tau'}(Q) \Pi^{\lambda\lambda}_{\tau'\tau}(Q) = \frac{\nu T^3}{4E_F} \mathcal{F} \left( \frac{\Delta^{\lambda\lambda}_{\tau\tau'} + \Delta^{\lambda\lambda}_{\tau'\tau}}{2T} \right). \tag{S32}
\]

Therefore, the total non-analytic contribution coming from both the Landau damping and the Kohn anomalies of the particle-hole bubbles can be combined into the following expression:

\[
\sum_{Q} \Pi^{\lambda\lambda}_{\tau\tau'}(Q) \Pi^{\lambda\lambda}_{\tau'\tau}(Q) = \frac{\nu T^3}{4E_F} \mathcal{F} \left( \frac{\Delta^{\lambda\lambda}_{\tau\tau'} + \Delta^{\lambda\lambda}_{\tau'\tau}}{2T} \right). \tag{S33}
\]

Using Eq. (S33) and the expansion (S31) we get the non-analytic parts of the diagrams in Fig. S2 at zero tem-
perature $T = 0$:

$$\delta \Omega_a = -\frac{\nu^2}{4E_F} \sum_{\tau_1, \tau_2, \lambda_1, \lambda_2} |\Delta^{\lambda_1 \lambda_2}_{\tau_1 \tau_2}|^3, \quad \text{(S34)}$$

$$\delta \Omega_b = 0, \quad \text{(S35)}$$

$$\delta \Omega_c = -\frac{\nu^2 \nu}{4E_F} \sum_{\tau, \lambda_1, \lambda_2} \left[ \frac{b^4}{8\beta^4} \left( |\Delta^{\lambda_1 \lambda_2}_{\tau-\tau}|^3 + |\Delta^{\lambda_1 \lambda_2}_{\tau+\tau}|^3 \right) + \frac{\alpha^4}{8\beta^4} \left( |\Delta^{\lambda_1 \lambda_2}_{\tau-\tau}|^3 + |\Delta^{\lambda_1 \lambda_2}_{\tau+\tau}|^3 \right) \right], \quad \text{(S36)}$$

$$\delta \Omega_d = \frac{\nu \nu}{24E_F} \sum_{\tau, \lambda} \left[ \frac{b^2}{\beta^2} |\Delta^{\lambda \lambda}_{\tau-\tau}|^3 + \frac{\alpha^2}{\beta^2} |\Delta^{\lambda \lambda}_{\tau-\tau}|^3 \right]. \quad \text{(S37)}$$

**LEGENDRE TRANSFORM AND FREE ENERGY**

Here we calculate the free energy per unit area using the Legendre transform:

$$F = \Omega - \sum_{\lambda, \tau} \mu^{\lambda}_{\lambda} \frac{\partial \Omega}{\partial \mu^{\lambda}_{\lambda}} = \Omega + \sum_{\lambda, \tau} \mu^{\lambda}_{\lambda} n^{\lambda}_{\lambda} - \beta \sum_{\lambda, \tau} \lambda n^{\lambda}_{\lambda}, \quad \text{(S38)}$$

where $n^{\lambda}_{\lambda}$ is the density of electrons corresponding to the band with indices $\lambda$ and $\tau$. The total density is controlled by external gates and, thus, is constant. In the main text we define the following order parameters:

$$M_\beta = \sum_{\lambda, \tau} \lambda n^{\lambda}_{\lambda} \beta, \quad M_\nu = \sum_{\lambda, \tau} \tau n^{\lambda}_{\lambda} \beta, \quad M_{\beta v} = \sum_{\lambda, \tau} \lambda \tau n^{\lambda}_{\lambda} \beta \quad \text{(S39)}$$

Examples of the filling corresponding to non-zero values of one of these order parameters are shown in Fig. 1 in the main text and in Fig. S3. The electron densities $n^{\lambda}_{\lambda}$ can be expressed in terms of these order parameters and the total density $n$:

$$n^{\lambda}_{+} = \nu (M_\beta + M_\nu + M_{\beta v}) + \frac{n}{4}, \quad \text{(S40)}$$
$$n^{\lambda}_{-} = \nu (M_\beta - M_\nu - M_{\beta v}) + \frac{n}{4}, \quad \text{(S41)}$$
$$n^{\lambda}_{-} = \nu (-M_\beta + M_\nu + M_{\beta v}) + \frac{n}{4}, \quad \text{(S42)}$$
$$n^{\lambda}_{-} = \nu (-M_\beta - M_\nu + M_{\beta v}) + \frac{n}{4} \quad \text{(S43)}$$

Since the order parameters are assumed to be much smaller than $E_F$, the densities $n^{\lambda}_{\lambda}$ are all well-defined and non-negative. We use these relations to calculate the following sums:

$$\sum_{\lambda, \tau} (n^{\lambda}_{\lambda})^2 = \frac{n^2}{4} + 4\nu^2 \left( M_\beta^2 + M_{\beta}^2 + M_{\beta v}^2 \right), \quad \text{(S44)}$$
$$\sum_{\lambda, \tau} n^{\lambda}_{\lambda} n^{\lambda}_{\nu} = \frac{n^2}{4} + 4\nu^2 \left( M_\beta^2 - M_\nu^2 - M_{\beta v}^2 \right), \quad \text{(S45)}$$
$$\sum_{\lambda, \tau} n^{\lambda}_{\lambda} n^{\lambda}_{-\nu} = \frac{n^2}{4} + 4\nu^2 \left( -M_\beta^2 + M_\nu^2 - M_{\beta v}^2 \right), \quad \text{(S46)}$$
$$\sum_{\lambda, \tau} n^{\lambda}_{\nu} n^{\lambda}_{-\nu} = \frac{n^2}{4} + 4\nu^2 \left( -M_\beta^2 - M_\nu^2 + M_{\beta v}^2 \right), \quad \text{(S47)}$$
$$\sum_{\lambda, \tau} |n^{\lambda}_{\lambda} - n^{\lambda}_{\nu}|^3 = 32\nu^3 f(M_\beta, M_{\beta v}), \quad \text{(S48)}$$
$$\sum_{\lambda, \tau} |n^{\lambda}_{\lambda} - n^{\lambda}_{-\nu}|^3 = 32\nu^3 f(M_\nu, M_{\beta v}), \quad \text{(S49)}$$
$$\sum_{\lambda, \tau} |n^{\lambda}_{\nu} - n^{\lambda}_{-\nu}|^3 = 32\nu^3 f(M_\beta, M_\nu), \quad \text{(S50)}$$

where we introduced the following symmetric function:

$$f(x, y) = \frac{1}{2} \left( |x + y|^3 + |x - y|^3 \right). \quad \text{(S51)}$$

We calculated the grand canonical potential within the SCB approximation, see Eq. (S21), and also included small cubic corrections coming from the dynamical screening of the Coulomb interaction and the interaction vertex correction, see Eqs. (S34) - (S37):

$$\Omega = \Omega^{SCB} + \delta \Omega, \quad \text{(S52)}$$
$$\delta \Omega = \delta \Omega_a + \delta \Omega_b + \delta \Omega_c + \delta \Omega_d, \quad \text{(S53)}$$

where $\delta \Omega$ is the total cubic correction.

Let us first set $\delta \Omega$ to zero and calculate the SCB contribution to the free energy. The electron densities are given by derivatives of $\Omega^{SCB}$, see Eq. (S21), with respect to the chemical potentials:

$$n^{\lambda}_{\lambda} = -\frac{\partial \Omega^{SCB}}{\partial \mu^{\lambda}_{\lambda}} = \frac{\nu}{(1-v)^2 - u^2} \left( (1-v) \tilde{\mu}^{\lambda}_{\tau} \right)$$
$$+ u \left( \frac{b^2}{\beta^2} \tilde{\mu}^{\lambda}_{-\tau} + \frac{\alpha^2}{\beta^2} \tilde{\mu}^{-\lambda}_{-\tau} \right), \quad \text{(S54)}$$

This is the linear relation which can be inverted exactly:
where

$$
\zeta = \frac{b^2 - \alpha^2}{\beta^2} = \frac{b^2 - \alpha^2}{b^2 + \alpha^2}.
$$

(S56)

Here we assume \( u \ll v \) and expand Eq. (S55) with respect to \( u \) leaving only the first order terms in \( u \), while \( v \) is treated non-perturbatively:

$$
\nu \mu_\tau^\lambda \approx (1 - v)n_\tau^\lambda - \frac{u}{2} \left[ \left(1 + \zeta \right)n_\tau^\lambda + \left(1 - \zeta \right)n_{-\tau}^\lambda \right].
$$

(S57)

The SCB contribution to the free energy then reads:

$$
F^{SCB} = \Omega^{SCB} + \sum_{\lambda,\tau} \mu_\tau^\lambda n_\tau^\lambda =
\frac{1}{2} \sum_{\lambda,\tau} \mu_\tau^\lambda n_\tau^\lambda - 4\nu \beta M_\beta.
$$

(S58)

Here we used the following identity:

$$
\sum_{\lambda,\tau} \mu_\tau^\lambda n_\tau^\lambda = -2\Omega^{SCB},
$$

(S59)

where the factor 2 comes from the quadratic scaling of \( \Omega^{SCB} \) with the chemical potentials. Substituting the chemical potentials given by Eq. (S57) into Eq. (S58), we find the SCB contribution to the free energy:

$$
F^{SCB} = \frac{1 - v}{2\nu} \sum_{\lambda,\tau} (n_\tau^\lambda)^2 - 4\nu \beta M_\beta
- \frac{u}{4\nu} \sum_{\lambda,\tau} \left[ \left(1 + \zeta \right)n_\tau^\lambda n_{-\tau}^\lambda + \left(1 - \zeta \right)n_\tau^\lambda n_{-\tau}^\lambda \right].
$$

(S60)

Finally, we use the sums given in Eqs. (S44)–(S47) in order to represent the free energy in terms of the order parameters given by Eq. (S59). This gives Eq. (8) in the main text.

Next, we calculate the cubic correction to the free energy. From Eq. (S58), we find the correction to the free energy:

$$
\delta F = \delta \Omega + \delta \Omega^{SCB} + \sum_{\lambda,\tau} \delta \mu_\tau^\lambda n_\tau^\lambda,
$$

(S61)

where \( \delta \Omega \) is the cubic correction, see Eq. (S53), \( \delta \Omega^{SCB} \) comes from the change in the chemical potentials:

$$
\delta \Omega^{SCB} = \sum_{\lambda,\tau} \frac{\partial \Omega^{SCB}}{\partial \mu_\tau^\lambda} \delta \mu_\tau^\lambda
- \sum_{\lambda,\tau} \left( n_\tau^\lambda - \delta n_\tau^\lambda \right) \delta \mu_\tau^\lambda
\approx - \sum_{\lambda,\tau} n_\tau^\lambda \delta \mu_\tau^\lambda,
$$

(S62)

where we used that \( \Omega^{SCB} = \Omega - \delta \Omega \), see Eq. (S52), \( \delta n_\tau^\lambda = \delta \delta \Omega / \delta \mu_\tau^\lambda \) is the non-analytic contribution to the densities. Substituting Eq. (S62) back into Eq. (S61), we get the non-analytic correction to the free energy:

$$
\delta F = \delta \Omega (\bar{\mu}_\tau^\lambda = n_\tau^\lambda / \nu),
$$

(S63)

where we used the relation \( \bar{\mu}_\tau^\lambda = n_\tau^\lambda / \nu \) that is true in the non-interacting 2DEG because the cubic correction \( \delta \Omega \), see Eq. (S53), was calculated within second order perturbation theory. Including the interaction corrections in \( \bar{\mu}_\tau^\lambda \) is beyond the applicability of the approximation that we used. As we neglected the \( u^3 \) terms in the SCB approximation, see Eq. (S57), we have to do the same with the cubic correction, i.e. we neglect \( \Omega^{SCB} \), see Eq. (S60). Thus, the cubic correction is given by Eqs. (S34), (S37) and can be simplified using \( \bar{\mu}_\tau^\lambda = n_\tau^\lambda / \nu \) and the sums given by Eqs. (S48)–(S50). This results in Eq. (16) in the main text.