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Abstract

The deterministic membership problem for timed automata asks whether the timed language recognised by a nondeterministic timed automaton can be recognised by a deterministic timed automaton. We show that the problem is decidable when the input automaton is a one-clock nondeterministic timed automaton without epsilon transitions and the number of clocks of the deterministic timed automaton is fixed. We show that the problem in all the other cases is undecidable, i.e., when either 1) the input nondeterministic timed automaton has two clocks or more, or 2) it uses epsilon transitions, or 3) the number of clocks of the output deterministic automaton is not fixed.
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Nondeterministic timed automata (NTA) are one of the most widespread model of real-time reactive systems. They are an extension of finite automata with real-valued clocks which can be reset and compared by inequality constraints. The nonemptiness problem for NTA is decidable and in fact PSpace-complete, as shown by Alur and Dill in their landmark paper [3].

As a testimony to the importance of the model, the authors received the 2016 Church Award [1] for the invention of timed automata. This paved the way to the automatic verification of timed systems, leading to mature tools such as UPPAAL [9], UPPAAL Tiga (timed games) [16], and PRISM (probabilistic timed automata) [33]. The reachability problem is still a very active research area to these days [22, 30, 2, 26, 27, 29], as well as expressive generalisations thereof, such as the binary reachability problem [20, 24, 32, 24].

Deterministic timed automata (DTA) form a strict subclass of NTA where the next configuration is uniquely determined from the current one and the timed input symbol. The class of DTA enjoys stronger properties than NTA, such as decidable universality and inclusion problems and closure under complementation [3]. Moreover, the more restrictive nature of DTA is necessary in several applications of timed automata, such as test generation [37], fault diagnosis [13], and learning [46, 42], winning conditions in timed games [5, 31, 14], and in a notion of recognisability of timed languages [35]. For these reasons, and for the more general quest of understanding the nature of the expressive power of nondeterminism in timed automata, many researchers have focused on defining determinisable classes of timed automata, such as strongly non-zeno NTA [6], event-clock NTA [4], and NTA with integer-resets [41]. The classes above are not exhaustive, in the sense that there are NTA recognising deterministic timed languages not falling into any of the classes above.

Another remarkable subclass of NTA is obtained by requiring the presence of just one clock (without epsilon transitions). The resulting class of NTA1 is incomparable with DTA: For instance, NTA1 are not closed under complement (unlike DTA) and there are very simple DTA languages which are not recognisable by any NTA1. Nonetheless, NTA1, like DTA, have decidable inclusion, equivalence, and universality problems [38, 34], albeit the complexity is non-primitive recursive [34, Corollary 4.2] (see also [39, Theorem 7.2] for an analogous lower bound for the satisfiability problem of metric temporal logic). Moreover, the non-emptiness problem for NTA1 is NLogSpace-complete (vs. PSpace-complete for unrestricted NTA and DTA, already with two clocks [22]), and computing the binary reachability relation is simpler when there is only one clock than in the general case [15].

The deterministic membership problem. The DTA membership problem asks, given an NTA, whether there exists a DTA recognising the same language. There are two natural variants of this problem, which are obtained by restricting the resources available to the sought DTA. Let k ∈ \mathbb{N} be a bound on the number of clocks, and let m ∈ \mathbb{N} be a bound on the maximal absolute value of numerical constants. The DTAk and DTAk,m membership problems are the restriction of the problem above where the DTA is required to have at most k clocks, resp., at most k clocks and absolute value of maximal constant bounded by m. Notice that we do not bound the number of control locations of the DTA, which makes the problem non-trivial.

Since regular languages are deterministic, the DTAk membership problem can be seen as a quantitative generalisation of the regularity problem. For instance, the DTA0 membership problem is exactly the regularity problem since a timed automaton with no clocks is the same as a finite automaton. We remark that the regularity problem is usually undecidable.
for nondeterministic models of computation generalising finite automata, e.g., context-free grammars/pushdown automata [40, Theorem 6.6.6], labelled Petri nets under reachability semantics [45], Parikh automata [15], etc. One way to obtain decidability is to either restrict the input model to be deterministic (e.g., [44, 45, 8]), or to consider finer notions of equivalence, such as bisimulation (e.g., [28]).

This negative situation is generally confirmed for timed automata. For every number of clocks \( k \in \mathbb{N} \) and maximal constant \( m \), the dta, dta\(_k\), and dta\(_k,m\) membership problems are known to be undecidable when the input nta has \( \geq 2 \) clocks, and for 1-clock nta with epsilon transitions [23, 43]. To the best of our knowledge, the deterministic membership problem was not studied before when the input automaton is nta\(_1\) without epsilon transitions.

Contributions. We complete the study of the decidability border for the deterministic membership problem initiated in [23, 43]. Our main result is the following.

▶ Theorem 1.1. The dta\(_k\) membership and the dta\(_k,m\) membership problems are decidable for nta\(_1\) languages.

Our decidability result contrasts starkly with the abundance of undecidability results for the regularity problem. We establish decidability by showing that if a nta\(_k,m\) recognises a dta\(_k\) language, then in fact it recognises a dta\(_k,m\) language and moreover there is a computable bound on the number of control locations of the deterministic acceptor (c.f. Lemma 4.1). This provides a decision procedure since there are finitely many dta once the number of clocks, the maximal constant, and the number of control locations are fixed.

In our technical analysis we find it convenient to introduce the so called always resetting subclass of nta\(_k\). These automata are required to reset at least one clock at every transition and are thus of expressive power intermediate between nta\(_{k-1}\) and nta\(_k\). Always resetting nta\(_2\) are strictly more expressive than nta\(_1\): For instance, the language of timed words of the form \( (a,t_0)(a,t_1)(a,t_2) \) s.t. \( t_2 - t_0 > 2 \) and \( t_2 - t_1 < 1 \) can be recognised by an always resetting nta\(_2\) but by no nta\(_1\). Despite their increased expressive power, always resetting nta\(_2\) still have a decidable universality problem (the well-quasi order approach of [23] goes through), which is not the case for nta\(_2\). Thanks to this restricted form, we are able to provide in Lemma 4.1 an elegant characterisation of those nta\(_1\) languages which are recognised by an always resetting dta\(_k\).

We complement the decidability result above by showing that the problem becomes undecidable if we do not restrict the number of clocks of the dta.

▶ Theorem 1.2. The dta and dta\(_{\cdot,m}\) \((m > 0)\) membership problems are undecidable for nta\(_1\) without epsilon transitions.

Finally, by refining the analysis of [23], we show that the dta\(_k\) and dta\(_k,m\) membership problems for nta\(_1\) are non-primitive recursive.

▶ Theorem 1.3. The dta\(_k\) and dta\(_k,m\) membership problems are HyperAckermann-hard for nta\(_1\).

Related research. Many works addressed the construction of a dta equivalent to a given nta (see [10] and references therein), however since the general problem is undecidable, one has to either sacrifice termination, or consider deterministic under/over-approximations. In a related line of work, we have shown that the deterministic separability problem is decidable for the full class of nta, when the number of clocks of the separator is given in the input [19]. This contrasts with undecidability of the corresponding membership problem. Decidability
of the determinizable separability problem when the number of clocks of the separator is not
guaranteed to remain the challenging open problem.

2 Preliminaries

Timed words and languages. Fix a finite alphabet \( \Sigma \). Let \( \mathbb{R} \) and \( \mathbb{R}_{\geq 0} \) denote reals and
nonnegative reals, respectively. A timed word over \( \Sigma \) is any sequence of the form

\[
    w = (a_1, t_1) \ldots (a_n, t_n) \in (\Sigma \times \mathbb{R}_{\geq 0})^*
\]

(1)

which is monotonic, in the sense that the timestamps \( t_i \)'s satisfy \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_n \). Let
\( T(\Sigma) \) be the set of all timed words over \( \Sigma \), and let \( T_{\geq t}(\Sigma) \) be, for \( t \in \mathbb{R}_{\geq 0} \), the set of timed
words with \( t_1 \geq t \). A timed language is a subset of \( T(\Sigma) \).

The concatenation \( w \cdot v \) of two timed words \( w \) and \( v \) is defined only when the first
time-stamp of \( v \) is greater or equal than the last timestamp of \( w \). Using this partial operation,
we define, for a timed word \( w \in T(\Sigma) \) and a timed language \( L \subseteq T(\Sigma) \), the left quotient
\( w^{-1}L := \{ v \in T(\Sigma) \mid w \cdot v \in L \} \). Clearly \( w^{-1}L \subseteq T_{\geq t_n}(\Sigma) \).

Clock constraints and regions. Let \( X = \{x_1, \ldots, x_k\} \) be a finite set of clocks. A clock
valuation is a function \( \mu : \Sigma \rightarrow \mathbb{R}_{\geq 0} \) assigning a non-negative real number \( \mu(x) \) to every clock
\( x \in X \). A clock constraint is a quantifier-free formula of the form

\[
    \varphi, \psi \equiv \text{true} | \text{false} | x_i - x_j \sim z | x_i \sim z | \neg \varphi | \varphi \wedge \psi | \varphi \vee \psi,
\]

where “\( \sim \)” is a comparison operator in \( \{=, <, \leq, >, \geq\} \) and \( z \in \mathbb{Z} \). A clock valuation \( \mu \)
satisfies a constraint \( \varphi \), written \( \mu \models \varphi \), if interpreting each clock \( x_i \) by \( \mu(x_i) \) makes \( \varphi \) a
tautology. An \( k,m \)-region is a non-empty set of valuations \( [\varphi] \) satisfied by a constraint \( \varphi \)
with \( k \) clocks and absolute value of maximal constant bounded by \( m \), which is minimal
w.r.t. set inclusion. For instance, the clock constraint \( 1 < x_1 < 2 \land 4 < x_2 < 5 \land x_2 - x_1 < 3 \)
defines a \( 2,5 \)-region consisting of an open triangle with nodes \( (1, 4), (2, 4) \) and \( (2, 5) \).

Timed automata. A (nondeterministic) timed automaton is a tuple \( A = (\Sigma, L, I, X, F, \Delta) \),
where \( \Sigma \) is a finite input alphabet, \( L \) is a finite set of control locations, \( X \) is a finite set of
clocks, \( I, F \subseteq L \) are the subsets of initial, resp., final, control locations, and \( \Delta \) is a finite set
of transition rules of the form

\[
    (p, a, \varphi, Y, q)
\]

(2)

with \( p, q \in L \) control locations, \( a \in \Sigma \), \( \varphi \) a clock constraint to be tested, and \( Y \subseteq X \) the set of
clocks to be reset. We write \( \text{NTA} \) for the class of all nondeterministic timed automata, \( \text{NTA}_k \)
when the number \( k \) of clocks is fixed, \( \text{NTA}_{\leq m} \) when the bound \( m \) on constants is fixed, and
\( \text{NTA}_{k,m} \) when both \( k \) and \( m \) are fixed.

An \( \text{NTA}_{\leq m} \) \( A \) is always resetting if every transition rule in \( (2) \) resets some clock
\( Y \neq \emptyset \), and greedily resetting if, for every clock \( x \), whenever \( \varphi \) implies that \( x \) belongs to
\( \{0, \ldots, m\} \cup (m, \infty) \), then \( x \in Y \).

---

1 Equivalently, nonnegative rationals may be considered in place of reals.
Reset-point semantics. A configuration of an NTA A is a tuple \((p, \mu, t_0)\) consisting of a control location \(p \in L\), a reset-point assignment \(\mu \in \mathbb{R}^+_0\), and a “now” timestamp \(t_0 \in \mathbb{R}^+_0\) satisfying \(\mu(x) \leq t_0\) for all clocks \(x \in X\). Intuitively, \(t_0\) is the last timestamp seen in the input and, for every clock \(x\), \(\mu(x)\) stores the timestamp of the last reset of \(x\). A configuration is initial if \(p\) is so, \(t_0 = 0\), and \(\mu(x) = 0\) for all clocks \(x\), and it is final if \(p\) is so (without any further restriction on \(\mu\) or \(t_0\)). For a set of clocks \(Y \subseteq X\) and a timestamp \(u \in \mathbb{R}^+_0\), let \(\mu_y(u)\) be the assignment which is \(u\) on \(Y\) and agrees with \(\mu\) on \(X \setminus Y\). An assignment \(\mu\) together with \(t_0\) induces a clock valuation \(t_0 - \mu\) defined as \((t_0 - \mu)(x) = t_0 - \mu(x)\) for all clocks \(x \in X\). Clock assignments and valuations have the same type \(\mathbb{R}^+_0\), however we find it technically convenient to store assignments in configurations and use the derived valuations to interpret the clock constraints. Such reset-point semantics based on reset-point assignments has already appeared in the literature on timed automata [25] and it is the foundation of the related model of timed-register automata [12].

Every transition rule \(a^t\) induces a transition between configurations \((p, \mu, t_0) \xrightarrow{a^t} (q, \nu, t)\) labelled by \((a, t) \in \Sigma \times \mathbb{R}^+_0\) whenever \(t \geq t_0\), \(t - \mu \models \varphi\), and \(\nu = \mu[y \mapsto t]\). The timed transition system induced by \(A\) is \((\langle A \rangle, \rightarrow, (q, \nu, t)\) is an accepting run over \(w\) starting in configuration \((p, \mu, t_0)\) and ending in configuration \((q, \nu, t_n)\) is a path \(p \in \langle A \rangle\) of the form \(p = (p, \mu, t_0) \xrightarrow{a_1, t_1} \ldots \xrightarrow{a_n, t_n} (q, \nu, t_n)\). The language recognised by configuration \((p, \mu, t_0)\) is defined as:

\[
L_{\langle A \rangle}(p, \mu, t_0) = \{ w \in T(\Sigma) \mid \exists c. L_A(c) \}. 
\]

Clearly \(L_{\langle A \rangle}(p, \mu, t_0) \subseteq T_{\geq t_0}(\Sigma)\). We write \(L_A(c)\) instead of \(L_{\langle A \rangle}(c)\). The language recognised by the automaton \(A\) is \(L(A) = \bigcup_{c \text{ initial}} L_A(c)\). A configuration is reachable if it is the ending configuration in a run starting in an initial configuration. In an always resetting NTA \(\_m\), every reachable configuration \((p, \mu, t_0)\) satisfies \(t_0 \in \mu(X)\), and in a greedily resetting one, 1) \((p, \mu, t_0)\) has \(m\)-bounded span, in the sense that \(\mu(X) \subseteq (t_0 - m, t_0]\), and moreover 2) any two clocks \(x, y\) with integer difference \(\mu(x) - \mu(y) \in \mathbb{Z}\) are actually equal \(\mu(x) = \mu(y)\). Condition 2) follows from the fact that if \(x, y\) have integer difference and \(y\) was reset last, then \(x\) was itself an integer when this happened, and in fact they were both reset together in a greedily resetting automaton.

Deterministic timed automata. A timed automaton \(A\) is deterministic if it has exactly one initial location and, for every two rules \((p, a, \varphi, Y, q)\), \((p, a', \varphi', Y', q')\) \(\in \Delta\), if \(a = a'\) and \(\varphi \wedge \varphi' \neq 0\) then \(Y = Y'\) and \(q = q'\). Hence \(A\) has at most one run over every timed word \(w\). A DTA can be easily transformed to a total one, where for every location \(p \in L\) and \(a \in \Sigma\), the sets defined by clock constraints \(\{[\varphi] \mid \exists Y, q \cdot \langle p, a, \varphi, Y, q \rangle \in \Delta\}\) are a partition of \(\mathbb{R}^+_0\). Thus, a total DTA has exactly one run over every timed word \(w\). We write DTA for the class of deterministic timed automata, and DTA\(_m\), DTA\(_m\), and DTA\(_m\) for the respective subclasses thereof. A timed language is called NTA language, DTA language, etc., if it is recognised by a timed automaton of the respective type.

Example 2.1. Let \(\Sigma = \{a\}\) be a unary alphabet. As an example of a timed language \(L\) recognised by a NTA1, but not by any DTA, consider the set of non-negative timed words of the form \((a, t_1) \cdots (a, t_n)\) where \(t_n - t_1 = 1\) for some \(1 < i < n\). The language \(L\) is recognised by the NTA1 \(A = (\Sigma, L, X, I, F, \Delta)\) with a single clock \(X = \{x\}\) and three locations \(L = \{p, q, r\}\),
of which \( I = \{ p \} \) is initial and \( F = \{ r \} \) is final, and transition rules
\[
(p, a, \text{true}, \emptyset, p) \quad (p, a, \text{true}, \{ x \}, q) \quad (q, a, x < 1, \emptyset, q) \quad (q, a, x = 1, \emptyset, r).
\]

Intuitively, in \( p \) the automaton waits until it guesses that the next input will be \((a, t_i)\), at which point it moves to \( q \) by resetting the clock (and subsequently reading \( a \)). From \( q \), the automaton can accept by going to \( r \) only if exactly one time unit elapsed since \((a, t_i)\) was read. The language \( L \) is not recognised by any DTA since, intuitively, any deterministic acceptor needs to store unboundedly many timestamps \( t_i \)’s.

**Deterministic membership problems.** Let \( X \) be a subclass of nta. We are interested in the following decision problem.

**Input:** A timed automaton \( A \in \text{nta} \).

**Output:** Does there exist a \( B \in X \) s.t. \( L(A) = L(B) \)?

In the rest of the paper, we study the decidability status of the \( X \) membership problem where \( X \) ranges over DTA, \( \text{DTA}_k \) (for every fixed number of clocks \( k \)), \( \text{DTA}_{k, m} \) (for every maximal constant \( m \)), and \( \text{DTA}_{k, m} \) (when both clocks \( k \) and maximal constant \( m \) are fixed). Example 2.1 shows that there are nta languages which cannot be accepted by any dta. Moreover, \( \text{DTA}_{k, m} \) has no computable bound for the number of clocks \( k \) which suffice to recognise a \( \text{NTA}_1 \) language by a \( \text{DTA}_{k, m} \) (when such a number exists), which follows from the following three observations: 1) the dta membership problem is undecidable for \( \text{NTA}_1 \) (Theorem 1.2), 2) the problem of deciding equivalence of a given \( \text{NTA}_1 \) to a given dta is decidable [35], and 3) if a \( \text{NTA}_{1, m} \) is equivalent to some \( \text{DTA}_k \) then it is in fact equivalent to some \( \text{DTA}_{k, m} \) with computably many control locations (by Lemma 4.1).

### 3 Timed automorphisms and invariance

A fundamental tool in this paper is invariance properties of timed languages recognised by nta with respect to permutations of \( \mathbb{R} \) preserving integer differences. In this section we establish these properties. A timed automorphism \( \pi : \mathbb{R} \to \mathbb{R} \) s.t. for every \( x \in \mathbb{R}, \pi(x + 1) = \pi(x) + 1 \). For instance, if \( \pi(3.4) = 4.5 \), then necessarily \( \pi(5.4) = 6.5 \) and \( \pi(-3.6) = -2.5 \). Timed automorphisms \( \pi \) are extended point-wise to timed words \( \pi((a_1, t_1) \ldots (a_n, t_n)) = (a_0, \pi(t_1)) \ldots (a_n, \pi(t_n)) \), configurations \( \pi(p, \mu, t_0) = (p, \pi\circ\mu, \pi(t_0)) \), transitions \( \pi(c a \xrightarrow{t} c') = \pi(c) a \xrightarrow{t} \pi(c') \), and sets \( X \) thereof \( \pi(X) = \{ \pi(x) \mid x \in X \} \).

**Remark 3.1.** A timed automorphism \( \pi \) can in general take a nonnegative real \( t \geq 0 \) to a negative one. Whenever we write \( \pi(x) \), we always implicitly assume that \( \pi \) is defined on \( x \).

Let \( S \subseteq \mathbb{R}_{\geq 0} \). An \( S \)-timed automorphism is a timed automorphism s.t. \( \pi(t) = t \) for all \( t \in S \). Let \( \Pi_S \) denote the set of all \( S \)-timed automorphisms, and let \( \Pi = \Pi_0 \). A set \( X \) is \( S \)-invariant if \( \pi(X) = X \) for every \( \pi \in \Pi_S \); equivalently, for every \( \pi \in \Pi_S \), \( x \in X \) if, and only if \( \pi(x) \in X \). A set \( X \) is invariant if it is \( S \)-invariant with \( S = \emptyset \). The following three facts express some basic invariance properties.

**Fact 3.2.** The timed transition system \([A]\) is invariant.

By unrolling the definition of invariance in the previous fact, we obtain that the set of configurations is invariant, the set of transitions \( \rightarrow \) is invariant, and that the set of final configurations \( F \) is invariant.
Fact 3.3 (Invariance of the language semantics). The function \( c \mapsto L_A(c) \) from \([A]\) to languages is invariant, i.e., for all timed permutations \( \pi \), \( L_A(\pi(c)) = \pi(L_A(c)) \).

Fact 3.4 (Invariance of the language of a configuration). The language \( L_A(p, \mu, t_0) \) is \((\mu(X) \cup \{t_0\})\)-invariant. Moreover, if \( A \) is always resetting, then \( L_A(p, \mu, t_0) \) is \( \mu(X) \)-invariant.

Since timed automorphisms preserve integer differences, only the fractional parts of elements of \( S \subseteq \mathbb{R}_{\geq 0} \) matter for \( S \)-invariance, and hence it makes sense to restrict to subsets of the half-open interval \([0, 1)\). Let \( \text{fract}(S) = \{\text{fract}(x) \mid x \in S\} \subseteq [0, 1) \) stand for the set of fractional parts of elements of \( S \). The following lemma shows that, modulo the irrelevant integer parts, there is always the least set \( S \) witnessing \( S \)-invariance.

Lemma 3.5. For finite subsets \( S, S' \subseteq \mathbb{R}_{\geq 0} \), if a timed language \( L \) is both \( S \)-invariant and \( S' \)-invariant, then it is also \( S'' \)-invariant where \( S'' = \text{fract}(S) \cap \text{fract}(S') \).

The \( S \)-orbit of an element \( x \in X \) (which can be an arbitrary object on which the action of timed automorphisms is defined) is the set \( \text{orbit}_S(x) = \{\pi(x) \in X \mid \pi \in \Pi_S\} \) of all elements \( \pi(x) \) which can be obtained by applying some \( S \)-automorphism to \( x \). The orbit of \( x \) is just its \( S \)-orbit with \( S = \emptyset \), written \( \text{orbit}(x) \). Clearly \( x \) and \( x' \) have the same \( S \)-orbit if, and only if, \( \pi(x) = \pi(x') \) for some \( \pi \in \Pi_S \). For greedily resetting \( \text{NTA}_k \), orbits of single configurations are in bijective correspondence with bounded regions.

Fact 3.6. Assume \( A \) is a greedily resetting \( \text{NTA}_{k,m} \). Two reachable configurations \((p, \mu, t_0)\) and \((p, \mu', t_0')\) of \( A \) with the same control location \( p \) have the same orbit if, and only if, the corresponding clock valuations \( t_0 - \mu \) and \( t_0' - \mu' \) belong to the same \( k, m \)-region.

The \( S \)-closure of a set \( Y \), written \( \Pi_S(Y) = \bigcup_{y \in Y} \text{orbit}_S(y) \), is the union of the \( S \)-orbits of all its elements. The following fact characterises invariance in term of closures.

Fact 3.7. A set \( Y \) is \( S \)-invariant if, and only if, \( \Pi_S(Y) = Y \).

Proof. Only if direction follows by the definition of \( S \)-invariance. For the converse direction observe that \( \Pi_S(X) = X \) implies \( \pi(X) \subseteq X \) for every \( \pi \in \Pi_S \). The opposite inclusion follows by closure of \( S \)-timed automorphisms under inverse: \( \pi^{-1}(X) \subseteq X \), hence \( X \subseteq \pi(X) \).

4 Decidability of \( \text{DTA}_k \) and \( \text{DTA}_{k,m} \) membership for \( \text{NTA}_1 \)

In this section we prove Theorem 1.1, thus establishing decidability of the \( \text{DTA}_k \) and \( \text{DTA}_{k,m} \) membership problems for \( \text{NTA}_1 \). Both results are shown using the following key characterisation of \( \text{DTA}_k \) languages as a subclass of \( \text{NTA}_1 \) languages. In particular, this characterisation provides a small bound on the number of control locations of a \( \text{DTA}_k \) equivalent to a given \( \text{NTA}_1 \) (if any exists).

Lemma 4.1. Let \( A \) be a \( \text{NTA}_{1,m} \) with \( n \) control locations, and let \( k \in \mathbb{N} \). The following conditions are equivalent:

1. \( L(A) = L(B) \) for some always resetting \( \text{DTA}_k \) \( B \).
2. For every timed word \( w \), there is \( S \subseteq \mathbb{R}_{\geq 0} \) of size at most \( k \) s.t. the last timestamp of \( w \) is in \( S \) and \( w^{-1}L(A) \) is \( S \)-invariant.
3. \( L(A) = L(B) \) for some always resetting \( \text{DTA}_{k,m} \) \( B \) with at most \( f(k, m, n) = \text{Reg}(k, m) \cdot 2^{n(2km + 1)} \) control locations (\( \text{Reg}(k, m) \) stands for the number of \( k, m \)-regions).

The proof of Theorem 1.1 builds on Lemma 4.1 and on the following fact:
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Lemma 4.2. The $\text{DTA}_k$ and $\text{DTA}_{k,m}$ membership problems are both decidable for DTA languages.

Proof. We reduce to a deterministic separability problem. Recall that a language $S$ separates two languages $L, M$ if $L \subseteq S$ and $S \cap M = \emptyset$. It has recently been shown that the $\text{DTA}_k$ and $\text{DTA}_{k,m}$ separability problems are decidable for nta [19, Theorem 1.1], and thus, in particular, for DTA. To solve the membership problem, given a DTA $A$, the procedure computes a DTA $A'$ recognising the complement of $L(A)$ and checks whether $A$ and $A'$ are $\text{DTA}_k$ separable (resp., $\text{DTA}_{k,m}$ separable) by using the result above. It is a simple set-theoretic observation that $L(A)$ is a $\text{DTA}_k$ language if, and only if, the languages $L(A)$ and $L(A')$ are separated by some $\text{DTA}_k$ language, and likewise for $\text{DTA}_{k,m}$ languages.

Proof of Theorem 1.1. We solve both problems in essentially the same way. Given a nta $A$, the decision procedure enumerates all always resetting $\text{DTA}_{k+1,m}$ $B$ with at most $f(k, m, n)$ locations and checks whether $L(A) = L(B)$ (which is decidable by [38]). If no such $\text{DTA}_{k+1}$ $B$ is found, the $L(A)$ is not an always resetting $\text{DTA}_{k+1}$ language, due to Lemma 4.1, and hence forcedly is not a $\text{DTA}_k$ language either; the procedure therefore answers negatively. Otherwise, in case when such a $\text{DTA}_{k+1}$ $B$ is found, then $\text{DTA}_k$ membership (resp. $\text{DTA}_{k,m}$ membership) test is performed on $B$, decidable due to Lemma 4.2.

Remark 4.3 (Complexity). The decision procedure for nta $A$ invokes the HYPERACKERMANN subroutine of [38] to check equivalence between a nta $A$ and a candidate DTA. This is in a sense unavoidable, since we show in Lemma 5.5 that the $\text{DTA}_k$ and $\text{DTA}_{k,m}$ membership problems are HYPERACKERMANN-hard for nta.

In the rest of this section we present the proof of Lemma 4.1. Let us fix a nta $A = (\Sigma, L, \{x\}, I, F, \Delta)$, where $m$ is the greatest constant used in clock constraints in $A$, and $k \in \mathbb{N}$. We assume w.l.o.g. that $A$ is greedily resetting: This is achieved by resetting the clock as soon as upon reading an input symbol its value becomes greater than $m$ or is an integer $\leq m$; we can record in the control location the actual integral value if it is $\leq m$, or a special flag otherwise. Consequently, after every discrete transition the value of the clock is at most $m$, and if it is an integer then it equals 0.

The implication $\mathbb{R} \implies 1$ follows by definition. For the implication $1 \implies 2$ suppose, by assumption, $L(A) = L(B)$ for a total always resetting $\text{DTA}_k$ $B$. Every left quotient $w^{-1}L(A)$ equals $L_B(c)$ for some configuration $c$, hence Point 2 follows by Fact 3.4. Here we use the fact that $B$ is always resetting in order to apply the second part of Fact 3.4 without the assumption, we would only have $S$-invariance for sets $S$ of size at most $k + 1$.

It thus remains to prove the implication $2 \implies 3$ which will be the content of the rest of the section. Assuming Point 2, we are going to define an always resetting $\text{DTA}_{k,m}$ $B'$ with clocks $X = \{x_1, \ldots, x_k\}$ and with at most $f(k, m, n)$ locations such that $L(B') = L(A)$. We start from the timed transition system $X$ obtained by the finite powerset construction underlying the determinisation of $A$, and then transform this transition system gradually, while preserving its language, until it finally becomes isomorphic to the reachable part of $[B']$ for some $\text{DTA}_{k,m} B'$. As the last step we extract from this deterministic timed transition system a syntactic definition of $B'$ and prove equality of their languages. This is achievable due to the invariance properties witnessed by the transition systems in the course of the transformation.

Macro-configurations. Configurations of the nta $A$ are of the form $c = (p, u, t_0)$ where $u, t_0 \in \mathbb{R}_{\geq 0}$ and $u \leq t_0$. A macro-configuration is a (not necessarily finite) set $X$ of
configurations \((p,u,t_0)\) of \(A\) which share the same value of the current timestamp \(t_0\), which we denote as \(\text{now}(X) = t_0\). We use the notation \(L_A(X) := \bigcup_{c \in X} L_A(c)\). Let \(\text{succ}_{a,t}(X) := \{c \in [A] \mid c \xrightarrow{a,t} c' \text{ for some } c \in X\}\) be the set of successors of configurations in \(X\). We define a deterministic timed transition system \(\mathcal{X}\) consisting of the macro-configurations reachable in the course of determinisation of \(A\). Let \(\mathcal{X}\) be the smallest set of macro-configurations and transitions such that

\[\mathcal{X}\text{ contains the initial macro-configuration: } X_0 = \{(p,0,0) \mid p \in I\} \in \mathcal{X};\]
\[\mathcal{X}\text{ is closed under successor: for every } X \in \mathcal{X}\text{ and } (a,t) \in \Sigma \times \mathbb{R}_{\geq 0}, \text{ there is a transition } X \xrightarrow{a,t} \text{succ}_{a,t}(X) \text{ in } \mathcal{X}.\]

Due to the fact that \([A]\) is finitely branching, i.e. \(\text{succ}_{a,t}([c])\) is finite for every fixed \((a,t)\), all macro-configurations \(X \in \mathcal{X}\) are finite. Let the final configurations of \(X\) be \(F_X = \{X \in \mathcal{X} \mid X \cap F \neq \emptyset\}\).

\(\triangleright\) Claim 4.4. \(L_A(X) = L_{\mathcal{X}}(X)\) for every \(X \in \mathcal{X}\). In particular \(L(A) = L_{\mathcal{X}}(X_0)\).

For a macro-configuration \(X\) we write \(\text{Val}(X) := \{u \mid (p,u,\text{now}(X)) \in X\} \cup \{\text{now}(X)\}\) to denote the reals appearing in \(X\). Since \(A\) is greedily resetting, every macro-configuration \(X \in \mathcal{X}\) satisfies \(\text{Val}(X) \subseteq \{\text{now}(X) - m, \text{now}(X)\}\). Whenever a macro-configuration \(X\) satisfies this condition we say that the span of \(X\) is bounded by \(m\).

**Pre-states.** By assumption (Point 2), \(L_A(X)\) is \(S\)-invariant for some \(S\) of size at most \(k\), but the macro-configuration \(X\) itself needs not be \(S\)-invariant in general. Indeed, a finite macro-configuration \(X \in \mathcal{X}\) is \(S\)-invariant if, and only if, \(\text{fract}(\text{Val}(X)) \subseteq \text{fract}(S)\), which is impossible in general when \(X\) is arbitrarily large, its span is bounded (by \(m\)), and size of \(S\) is bounded (by \(k\)). Intuitively, in order to assure \(S\)-invariance we will replace \(X\) by its \(S\)-closure \(\Pi_S(X)\) (recall Fact 3.7).

A set \(S \subseteq \mathbb{R}_{\geq 0}\) is **fraction-independent** if it contains no two reals with the same fractional part. A **pre-state** is a pair \(Y = (X,S)\), where \(X\) is an \(S\)-invariant macro-state, and \(S\) is a finite fraction-independent subset of \(\text{Val}(X)\) that contains \(\text{now}(X)\). The intuitive rationale behind assuming the \(S\)-invariance of \(X\) is that it implies, together with the bounded span of \(X\) and bounded size of \(S\), that there are only finitely many pre-states, up to timed automorphism. We define the deterministic timed transition system \(\mathcal{Y}\) as the smallest set of pre-states and transitions between them such that,

\[\mathcal{Y}\text{ contains the initial pre-state: } Y_0 = (X_0, \{0\}) \in \mathcal{Y};\]
\[\mathcal{Y}\text{ is closed under the closure of successor: for every } (X,S) \in \mathcal{Y}\text{ and } (a,t) \in \Sigma \times \mathbb{R}_{\geq 0}, \text{ there is a transition } (X,S) \xrightarrow{a,t} (X',S')\text{, where } S'\text{ is the least, with respect to set inclusion, subset of } S \cup \{t\}\text{ containing } t\text{ such that the language } L' = (a,t)^{-1}L_A(X) = L_A(\text{succ}_{a,t}(X))\text{ is } S'\text{-invariant, and } X' = \Pi_{S'}(\text{succ}_{a,t}(X)).\]

\(\triangleright\) Example 4.5. Suppose \(k = 3, m = 2\), \(\text{succ}_{a,t}(X) = \{(p,3.7,5), (q,3.9,5), (r,4.2,5)\}\) and \(S' = \{3.7,4.2,5\}\). Then \(X' = \{(p,3.7,5)\} \cup \{(q,t,5) \mid t \in \{3.7,4\}\} \cup \{(r,4.2,5)\}\). \(\text{now}(X') = 5\). A corresponding state is \((X',\mu')\), where \(\mu' = \{x_1 \mapsto 3.7, x_2 \mapsto 4.2, x_3 \mapsto 5\}\).

Observe that the least such fraction-independent subset \(S'\) exists due to the following facts: as \(X\) is \(S\)-invariant, due to Fact 3.3 so is its language \(L_A(X)\), and hence \(L'\) is necessarily \((S \cup \{t\})\)-invariant; by assumption (Point 2), \(L'\) is \(R\)-invariant for some set \(R \subseteq \mathbb{R}_{\geq 0}\) of size at most \(k\) containing \(t\); let \(T \subseteq \mathbb{R}_{\geq 0}\) be the least set given by Lemma 3.5, i.e., \(\text{fract}(T) \subseteq \text{fract}(S)\).
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fract(S) ∩ fract(R); and finally let S′ ⊆ S be chosen so that fract(S′) = fract(T ∪ {t}). Due to fraction-independence of S the choice is unique, S′ is fraction-independent, and t ∈ S′. Furthermore, the size of S′ is at most k. By Fact 3.3 we deduce:

Claim 4.6 (Invariance of Y). For every two transitions \((X_1, S_1) \xrightarrow{a,t} (X'_1, S'_1)\) and \((X_2, S_2) \xrightarrow{a,t} (X'_2, S'_2)\) in Y and a timed permutation \(\pi\), if \(\pi(X_1) = X_2\) and \(\pi(S_1) = S_2\) and \(\pi(t_1) = t_2\), then we have \(\pi(X'_1) = X'_2\) and \(\pi(S'_1) = S'_2\).

Let the final configurations of Y be \(F_Y = \{(X, S) \in Y \mid X \cap F \neq \emptyset\}\). By induction on the length of timed words it is easy to show:

Claim 4.7. \(L_X(X_0) = L_Y(Y_0)\).

Due to the assumption that A is greedily resetting and due to Point 2, in every pre-state \((X, S) \in Y\) the span of X is bounded by \(m\) and the size of S is bounded by \(k\).

States. We now introduce states, which are designed to be in one-to-one correspondence with configurations of the forthcoming \(\text{dTA}_k B'\). Intuitively, a state differs from a pre-state \((X, S)\) only by allocating the values from S into \(k\) clocks, thus while a pre-state contains a set \(S\), the corresponding state contains a clock assignment \(\mu : X \to \mathbb{R}_{\geq 0}\) with image \(\mu(X) = S\).

Let \(X = \{x_1, \ldots, x_k\}\) be a set of \(k\) clocks. A state is a pair \(Z = (X, \mu)\), where X is a macro-configuration, \(\mu : X \to \text{Val}(X)\) is a clock reset-point assignment, \(\mu(X)\) is a fraction-independent set containing \(\text{now}(X)\), and X is \(\mu(X)\)-invariant. Thus every state \((X, \mu)\) determines uniquely a corresponding pre-state \(\sigma(Z) = (X, S)\) with \(S = \mu(X)\). We define the deterministic timed transition system Z consisting of those states \(Z\) s.t. \(\sigma(Z) \in Y\), and of transitions determined as follows: \((X, \mu) \xrightarrow{a,t} (X', \mu')\) if the corresponding pre-state has a transition \((X, S) \xrightarrow{a,t} (X', S')\) in Y, where \(S = \mu(X)\), and

\[
\mu'(x_i) := \begin{cases} t & \text{if } \mu(x_i) \notin S' \text{ or } \mu(x_i) = \mu(x_j) \text{ for some } j > i \\ \mu(x_i) & \text{otherwise.} \end{cases} \tag{3}
\]

Intuitively, the equation (3) defines a deterministic update of the clock reset-point assignment \(\mu\) that amounts to resetting \((\mu'(x_i) := t)\) all clocks \(x_i\) whose value is either no longer needed (because \(\mu(x_i) \notin S'\)), or is shared with some other clock \(x_j\), for \(j > i\) and is thus redundant. Due to this disciplined elimination of redundancy, knowing that \(t \in S'\) and the size of \(S'\) is at most \(k\), we ensure that at least one clock is reset in every step. In consequence, \(\mu'(X) = S'\), and the forthcoming \(\text{dTA}_k B'\) will be always resetting. Using Claim 4.7 we derive:

Claim 4.8 (Invariance of Z). For every two transitions \((X_1, \mu_1) \xrightarrow{a,t} (X'_1, \mu'_1)\) and \((X_2, \mu_2) \xrightarrow{a,t} (X'_2, \mu'_2)\) in Z and a timed permutation \(\pi\), if \(\pi(X_1) = X_2\) and \(\pi(S_1) = S_2\) and \(\pi(t_1) = t_2\), then we have \(\pi(X'_1) = X'_2\) and \(\pi(S'_1) = S'_2\).

Let the initial state be \(Z_0 = (X_0, \mu_0)\), where \(\mu_0(x_i) = 0\) for all \(x_i \in X\), and let final states be \(F_Z = \{(X, \mu) \in Z \mid X \cap F \neq \emptyset\}\). By induction on the length of timed words one proves:

Claim 4.9. \(L_Y(Y_0) = L_Z(Z_0)\).

In the sequel we restrict Z to states reachable from \(Z_0\). In every state \((X, \mu)\) in Z, we have \(\text{now}(X) \in \mu(X)\). This will ensure the resulting \(\text{dTA}_k B'\) to be always resetting.
Orbits of states. While a state is designed to correspond to a configuration of the forthcoming DTAR $B'$, its orbit is designed to play the role of control location of $B'$. We therefore need to prove that the set of states in $Z$ is orbit-finite, i.e., the set of orbits $\{\text{ORBIT}(Z) \mid Z \in Z\}$ is finite and its size is bounded by $f(k, m, n)$. We start by deducing an analogue of Fact 3.6.

\textbf{Claim 4.10.} For two states $Z = (X, \mu)$ and $Z' = (X', \mu')$ in $Z$, their clock assignments are in the same orbit, i.e., $\pi \circ \mu = \mu'$ for some $\pi \in \Pi$, if, and only if, the corresponding clock valuations $\text{NOW}(X) - \mu$ and $\text{NOW}(X') - \mu'$ belong to the same $k, m$-region.

(Concerning note that, since in every state $(X, \mu)$ in $Z$ the span of $X$ is bounded by $m$, only bounded $k, m$-regions can appear in the last claim. Moreover, in each of $k, m$-regions one of clocks equals 0.) The action of timed automorphisms on macro-configurations and clock assignments is extended to states as $\pi(X, \mu) = (\pi(X), \pi \circ \mu)$. Recall that the orbit of a state $Z$ is defined as $\text{ORBIT}(Z) = \{\pi(Z) \mid \pi \in \Pi\}$.

\textbf{Claim 4.11.} The number of orbits of states in $Z$ is bounded by $f(k, m, n)$.

**Proof.** We finitely represent a state $Z = (X, \mu)$, relying on the following general fact.

\textbf{Fact 4.12.} For every $u \in \mathbb{R}_{\geq 0}$ and $S \subseteq \mathbb{R}_{\geq 0}$, the $S$-orbit $\text{ORBIT}_S(u)$ is either the singleton $\{u\}$ (when $u \in S$) or an open interval with ends-points of the form $t + z$ where $t \in S$ and $z \in Z$ (when $u \notin S$).

We apply the fact above to $S = \mu(X)$. In our case the span of $X$ is bounded by $m$, and thus the same holds for $\mu(X)$. Consequently, the integer $z$ in the fact above always belongs to $\{-m, -m + 1, \ldots, m\}$. In turn, $X$ splits into disjoint $\mu(X)$-orbits $\text{ORBIT}_{\mu(X)}(u)$ consisting of open intervals separated by endpoints of the form $t + z$ where $t \in \mu(X)$ and $z \in \{-m, -m + 1, \ldots, m\}$.

**Example 4.13.** Continuing Example 4.5, the endpoints are $\{3, 3.2, 3.7, 4, 4.2, 4.7, 5\}$, as shown in the illustration:

Recall that $\mu(X)$ is fraction-independent. Let $e_1 < e_2 < \cdots < e_{l+1}$ be all the endpoints of open-interval orbits ($l \leq km$), and let $o_1, o_2, o_3, \ldots := \{e_1\}, \{e_1, e_2\}, \{e_2\}, \ldots$ be the consecutive $S$-orbits $\text{ORBIT}_{\mu(X)}(u)$ of elements $u \in \mu(X)$. The number thereof is $2l + 1 \leq 2km + 1$. The finite representation of $Z = (X, \mu)$ consists of the pair $(O, \mu)$, where

$$O = \{(o_1, P_1), \ldots, (o_{2l+1}, P_{2l+1})\}$$

assigns to each orbit $o_i$ the set of locations $P_i = \{p \mid (p, u, t_0) \in X \text{ for some } u \in o_i\} \subseteq L$, (which is the same as $P_i = \{p \mid (p, u, t_0) \in X \text{ for all } u \in o_i\}$ since $X$ is $\mu(X)$-invariant, and hence $\mu(X)$-closed). Thus a state $Z = (X, \mu)$ is uniquely determined by the sequence $O$ as in (4) and the clock assignment $\mu$.

\footnote{The orbits of states $Z$ should not be confused with $S$-orbits of individual reals $u \in \mathbb{R}_{\geq 0}$.}
We claim that the set of all the finite representations \((O, \mu)\), as defined above, is orbit-finite. Indeed, the orbit of \((O, \mu)\) is determined by the orbit of \(\mu\) and the sequence
\[
P_1, P_2, \ldots, P_{2kn+1}
\]
induced by the assignment \(O\) as in \([4]\). Therefore, the number of orbits is bounded by the number of orbits of \(\mu\) (which is bounded, due to Claim 4.10 by \(\text{Reg}(k, m)\)) times the number of different sequences of the form \([5]\) (which is bounded by \(2^{2km+1}\)). This yields the required bound \(f(k, m, n) = \text{Reg}(k, m) \cdot 2^{n(2km+1)}\). □

Construction of the DTA. As the last step we define a DTA \(B' = (\Sigma, L', X, \{o_0\}, F', \Delta')\) such that the reachable part of \([B']\) is isomorphic to \(Z\). Let locations \(L' = \{\text{ORBIT}(Z) \mid Z \in Z\}\) be orbits of states from \(Z\), the initial location be the orbit \(o_0\) of \(Z_0\), and final locations \(F' = \{\text{ORBIT}(Z) \mid Z \in F_Z\}\) be orbits of final states. A transition \(Z = (X, \mu) \xrightarrow{a,t} (X', \mu') = Z'\) in \(Z\) induces a transition rule in \(B'\)
\[
(o, a, \psi, Y, o') \in \Delta'
\]
whenever \(o = \text{ORBIT}(Z)\), \(o' = \text{ORBIT}(Z')\), \(\psi\) is the unique \(k, m\)-region satisfying \(t - \mu \in [\psi]\), and \(Y = \{x_i \in X \mid \mu'(x_i) = t\}\). The automaton \(B'\) is indeed a DTA since \(o, a\) and \(\psi\) uniquely determine \(Y\) and \(o'\):

\[\text{Claim 4.14.}\] Suppose that two transitions \((X_1, \mu_1) \xrightarrow{a,t_1} (X_1', \mu_1')\) and \((X_2, \mu_2) \xrightarrow{a,t_2} (X_2', \mu_2')\) in \(Z\) induce transition rules \((o, a, \psi, Y_1, o_1)\), \((o, a, \psi, Y_2, o_2)\) in \(\Delta'\) with the same source location \(o\) and constraint \(\psi\), i.e,
\[
t_1 - \mu_1 \in [\psi] \quad t_2 - \mu_2 \in [\psi].
\]
Then the target locations are equal \(o_1 = o_2\), and the same for the reset sets \(Y_1 = Y_2\).

\textbf{Proof.} We use the invariance of semantics of \(A\) and Claim 4.8. Let \(o = \text{ORBIT}(X_1, \mu_1) = \text{ORBIT}(X_2, \mu_2)\). Thus there is a timed automorphism \(\pi\) such that
\[
X_2 = \pi(X_1) \quad \mu_2 = \pi \circ \mu_1.
\]
It suffices to show that there is a (possibly different) timed permutation \(\sigma\) satisfying the following equalities:
\[
t_2 = \sigma(t_1) \quad \{i \mid \mu'_1(x_i) = t_1\} = \{i \mid \mu'_2(x_i) = t_2\} \quad \mu'_2 = \sigma \circ \mu'_1 \quad X_2' = \sigma(X'_1).
\]
We now rely the fact that both \(t_{01} = \text{NOW}(X_1) \in \mu_1(X)\) and \(t_{02} = \text{NOW}(X_2) \in \mu_2(X)\) are assigned to (the same) clock due to the second equality in \([8]\): \(t_{01} = \mu_1(x_i)\) and \(t_{02} = \mu_2(x_i)\). We focus on the case when \(t_1 - t_{01} \leq m\) (the other case is similar but easier as all clock are reset due to greedy resetting), which implies \(t_2 - t_{02} \leq m\) due to \([7]\). In this case we may assume w.l.o.g., due to \([7]\) and the equalities \([8]\), that \(\pi\) is chosen so that \(\pi(t_1) = t_2\). We thus take \(\sigma = \pi\) for proving the equalities \([9]\). Being done with the first equality, we observe that the last two equalities in \([9]\) hold due to the invariance of \(Z\) (cf. Claim 4.8). The remaining second equality in \([9]\) is a consequence of the third one. □

\[\text{Claim 4.15.}\] Let \(Z = (X, \mu)\) and \(Z' = (X', \mu)\) be two states in \(Z\) with the same clock assignment. If \(\pi(X) = X'\) and \(\pi \circ \mu = \mu\) for some timed automorphism \(\pi\) then \(X = X'\).

\[\text{Claim 4.16.}\] \(Z\) is isomorphic to the reachable part of \([B']\).
Proof. For a state \( Z = (X, \mu) \), let \( c(Z) = (a, \mu, t) \), where \( a = \text{ORBIT}(Z) \) and \( t = \text{NOW}(X) \). By Claim 4.15, the mapping \( c(\_\_) \) is a bijection between \( Z \) and its image \( c(Z) \subseteq \mathbb{B}' \). By (6), \( Z \) is isomorphic to a subsystem of the reachable part of \( \mathbb{B}' \). The converse inclusion follows by the observation that \( Z \) is total: for every \((a_1, t_1), \ldots (a_n, t_n) \in T(\Sigma)\), there is a sequence of transitions \((X_0, \mu_0) \xrightarrow{a_1,t_1} \cdots \xrightarrow{a_n,t_n} Z\).

Claims 4.4, 4.7, 4.9 and 4.16 prove \( L(A) = L(B') \).

5 Undecidability and hardness

In this section we complete the decidability status of the deterministic membership problem by providing matching undecidability and hardness results. In Section 5.1 we prove undecidability of the \( \text{DTA}_m \) membership problem for \( \text{NTA}_1 \) (c.f. Theorem 1.2) and in Section 5.2 we prove HyperACKERMANN-hardness of the \( \text{DTA}_k \) membership problem for \( \text{NTA}_1 \) (c.f. Theorem 1.3).

5.1 Undecidability of \( \text{DTA} \) and \( \text{DTA}_{\_m} \) membership for \( \text{NTA}_1 \)

It has been shown in [23] Theorem 1] that it is undecidable whether a \( \text{NTA}_k \) timed language can be recognised by some \( \text{DTA} \), for any fixed \( k \geq 2 \). This was obtained by a reduction from the \( \text{NTA}_k \) universality problem, which is undecidable for any fixed \( k \geq 2 \). While the universality problem becomes decidable for \( k = 1 \), we show in this section that, as announced in Theorem 1.2, the \( \text{DTA} \) membership problem remains undecidable for \( \text{NTA}_1 \).

Since the universality problem for \( \text{NTA}_1 \) is decidable, we need to reduce from another (undecidable) problem. Our candidate is the finiteness problem of lossy counter machines, which is undecidable [35] Theorem 13]. A \( k \)-counters lossy counter machine (\( k \)-LCM) is a tuple \( M = (C, Q, q_0, \Delta) \), where \( C = \{c_1, \ldots, c_k\} \) is a set of \( k \) counters, \( Q \) is a finite set of control locations, \( q_0 \in Q \) is the initial control location, and \( \Delta \) is a finite set of instructions of the form \((p, \text{op}, q)\), where \( \text{op} \) is one of \(+, -, \text{?}\) and \( c \neq 0 \). A configuration of an LCM \( M \) is a pair \((p, u)\), where \( p \in Q \) is a control location, and \( u \in \mathbb{N}^C \) is a counter valuation. For two counter valuations \( u, v \in \mathbb{N}^C \), we write \( u \leq v \) if \( u(c) \leq v(c) \) for every counter \( c \in C \).

The semantics of an LCM \( M \) is given by a (potentially infinite) transition system over the configurations of \( M \) s.t. there is a transition \((p, u) \xrightarrow{\delta} (q, v)\), for \( \delta = (p, \text{op}, q) \in \Delta \), whenever 1) \( \text{op} = + \) and \( v \leq u(c \mapsto u(c) + 1) \), or 2) \( \text{op} = - \) and \( v \leq u(c \mapsto u(c) - 1) \), or 3) \( \text{op} = ? \) and \( u(c) = 0 \) and \( v \leq u \). The finiteness problem (a.k.a. space boundedness) for an LCM \( M \) asks to decide whether the reachability set \( \text{Reach}(M) = \{(p, u) | (q_0, u_0) \xrightarrow{\ast} (p, u)\} \) is finite, where \( u_0 \) is the constantly 0 counter valuation.

Theorem 5.1 ([36] Theorem 13]). The 4-LCM finiteness problem is undecidable.

We use the following encoding of LCM runs as timed words over the alphabet \( \Sigma = \mathbb{Q} \cup \Delta \cup C \) (c.f. [34] Definition 4.6) for a similar encoding). We interpret a counter valuation \( u \in \mathbb{N}^C \) as the word over \( \Sigma \)

\[
\begin{align*}
 u &= \underbrace{c_1 \cdot \cdot \cdot c_1}_{\text{\(u(c_1)\) \#s}} \underbrace{c_2 \cdot \cdot \cdot c_2}_{\text{\(u(c_2)\) \#s}} \underbrace{c_3 \cdot \cdot \cdot c_3}_{\text{\(u(c_3)\) \#s}} \underbrace{c_4 \cdot \cdot \cdot c_4}_{\text{\(u(c_4)\) \#s}} \\
&= u(c_1) \text{ \#s} \quad u(c_2) \text{ \#s} \quad u(c_3) \text{ \#s} \quad u(c_4) \text{ \#s}
\end{align*}
\]

With this interpretation, we encode an LCM run \( \pi = (p_0, u_0) \xrightarrow{\delta_1} (p_1, u_1) \xrightarrow{\delta_2} \cdots \xrightarrow{\delta_n} (p_n, u_n) \) as the following timed word, called the reversal-encoding of \( \pi \),

\[
p_n \delta_n u_n \cdots p_1 \delta_1 u_1 \ p_0 u_0,
\]
Determinisability of one-clock timed automata

s.t. $p_n$ occurs at time 0, for every $1 \leq i < n$, $p_i$ occurs exactly after one time unit since $p_{i+1}$, and if a “unit” of counter $c_1$ did not disappear due to lossiness when going from $u_i$ to $u_{i+1}$, then the timestamps of the corresponding occurrences of letter $c_1$ in $u_i$ and $u_{i+1}$ are also at distance one (and similarly for the other counters). Under the encoding above, we can build a NTA $A$ recognising the complement of the set of reversal-encodings of the runs of $M$ (for more details about the construction of $A$). Intuitively, when reading the reversal-encoding of a run of $M$, the counters are allowed to spontaneously increase. Therefore, the only kind of error that $A$ must verify is that some counter spontaneously decreases. This can be done by guessing an occurrence of letter (say) $c_1$ in the current configuration which does not have a corresponding occurrence in the next configuration after exactly one time unit. This check can be performed by an NTA with one clock.

Lemma 5.2. The set of reachable configurations $\text{Reach}(M)$ is finite if, and only if, $L(A)$ is a deterministic timed language.

Since the timed automaton constructed in the proof uses only constant 1, the reduction works also for the DTA$_{_,m}$ membership problem for every $m > 0$:

Corollary 5.3. For every fixed $m > 0$, the DTA$_{_,m}$ membership problem for NTA$A$ languages is undecidable.

This result is the best possible in terms of the parameter $m$ since the problem becomes decidable for $m = 0$. In fact, the class of DTA$_{k,0}$ languages coincides with the class of DTA$_{1,0}$ languages (one clock is sufficient; c.f. [38, Lemma 19]), and thus DTA$_{k,0}$ membership reduces to DTA$_{1,0}$ membership, which is decidable for NTA$A$ by Theorem 1.1.

Remark 5.4. We observe that the reduction above uses a large alphabet $\Sigma$ whose size depends on the input LCM $M$. In fact, an alternative encoding exists using a unary alphabet $\Sigma = \{a\}$. Let the input LCM $M$ have control locations $Q = \{p_1, \ldots, p_m\}$ and instructions $\Delta = \{\delta_1, \ldots, \delta_n\}$. An LCM configuration $p_j\delta_k\mathcal{u}$ is represented by the timed word consisting of 6 blocks $\underbrace{a \cdots a}_{j \text{ letters}} \underbrace{a \cdots a}_{k \text{ letters}} \underbrace{u(c_1) \text{ letters}} \underbrace{u(c_2) \text{ letters}} \underbrace{u(c_3) \text{ letters}} \underbrace{u(c_4) \text{ letters}}$ s.t. in each block the last $a$ is at timed distance exactly one from the last $a$ of the previous block. A unit of counter $c_1$ now repeats at distance 6 in the next configuration (instead of 1). This shows that the DTA membership problem is undecidable for NTA$A$ using maximal constant $m = 6$ over a unary alphabet.

5.2 Undecidability and hardness for DTA$_k$ and DTA$_{k,m}$ membership

All the lower bounds in this section are obtained by a reduction from the universality problem for the respective language classes (does a given language $L \subseteq T(\Sigma)$ satisfy $L = T(\Sigma)$?). The reduction is a suitable adaptation, generalization, and simplification of [23, Theorem 1] showing undecidability of DTA membership for NTA languages.

A timed language $L$ is timeless if $L = L(A)$ for $A \in$ NTA$A$ a timed automaton with no clocks (hence timestamps appearing in input words are irrelevant for acceptance). For two languages $L \subseteq T(\Sigma)$ and $M \subseteq T(\Gamma)$, and a fresh alphabet symbol $\$ \not\in \Sigma \cup \Gamma$, we define their composition $L \triangleright \{\$\} \triangleright M$ to be the following timed language over $\Sigma' = \Sigma \cup \{\$\} \cup \Gamma$:

$$L \triangleright \{\$\} \triangleright M = \{v(\$; t)(a_1, t_1 + t) \ldots (a_n, t_n + t) \in T(\Sigma') \mid v \in L, (a_1, t_1) \ldots (a_n, t_n) \in M\}.$$  

Lemma 5.5. Let $k, m \in \mathbb{N}$ and let $\mathcal{Y}$ be a class of timed languages that:

1. contains all the timeless timed languages,
2. is closed under union and composition, and
3. contains some non-DTA\(_k\) (resp. non-DTA\(_{k,m}\)) language.

The universality problem for languages in \(\mathcal{Y}\) reduces in polynomial time to the DTA\(_k\) (resp. DTA\(_{k,m}\)) membership problem for languages in \(\mathcal{Y}\).

We immediately obtain Theorem 1.3 as a corollary of Lemma 5.5, thanks to the following observations. First, the lemma is applicable by taking as \(\mathcal{Y}\) the classes of languages recognised by NTA\(_1\) since this class contains all timeless timed languages, is closed under union and composition, and is not included in DTA\(_k\) for any \(k\) nor in DTA\(_{k,m}\) for any \(k,m\) (c.f. the NTA\(_1\) language from Example 2.1 which is not recognised by any DTA). Second, HyperAckermann-hardness of the universality problem for NTA\(_1\) follows form the same lower bound for the reachability problem in lossy channel systems [17, Theorem 5.5], together with the reduction from this problem to universality of NTA\(_1\) given in [34, Theorem 4.1].

Since the universality problem is undecidable for NTA\(_2\) [3, Theorem 5.2] and NTA\(_1^\varepsilon\) (NTA\(_1\) with epsilon steps) [34, Theorem 5.3], using the same reasoning we can apply Lemma 5.5 to observe that the DTA\(_k\) and DTA\(_{k,m}\) membership problems are undecidable for NTA\(_2\) and NTA\(_1^\varepsilon\), which refines the analysis of [23, Theorem 1].

6 Conclusions

We have shown decidability and undecidability results for several variants of the deterministic membership problem for timed automata. Regarding undecidability, we have extended the previously known results [23, 33] by proving that the DTA membership problem is undecidable already for NTA\(_1\) (Theorem 1.2), and, over a unary input alphabet, it is undecidable for NTA\(_1,m\) with \(m \geq 6\) (Remark 5.4). We leave open the question of what is the minimal \(m\) guaranteeing undecidability. Regarding decidability, we have shown that when the resources available to the deterministic automaton are fixed (either just the number of clocks \(k\), or both clocks \(k\) and maximal constant \(m\)), then the respective deterministic membership problem is decidable (Theorem 1.1) and HyperAckermann-hard (Theorem 1.3).

Our deterministic membership algorithm is based on a characterisation of NTA\(_1\) languages which happen to be DTA\(_k\) (Lemma 4.1), which is proved using a semantic approach leveraging on notions from the theory of sets with atoms [12]. Analogous decidability results for register automata can be obtained with similar techniques. It would be interesting to compare this approach to the syntactic determinisation method of [7].

Finally, our decidability results extend to the slightly more expressive class of always resetting NTA\(_2\), which have intermediate expressive power strictly between NTA\(_1\) and NTA\(_2\).
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A Proofs for Section 3

Fact 3.2. The timed transition system $[A]$ is invariant.

Proof. Suppose $c = (p, \mu, t_0) \xrightarrow{a,t} (p', \mu', t) = c'$ due to some transition rule of $A$ whose clock constraint $\varphi$ compares values of clocks $x$, i.e., the differences $t - \mu(x)$, to integers. Since a timed automorphism $\pi$ preserves integer distances, the same clock constraint is satisfied in $\pi(c) = (p, \pi\mu, \pi(t_0))$, and therefore the same transition rule is applicable yielding the transition $(p, \pi\mu, \pi(t_0)) \xrightarrow{a,\pi(t)} (p, \pi\mu', \pi(t)) = \pi(c')$. ▶
Fact 3.4 (Invariance of the language of a configuration). The language $L_A(p, \mu, t_0)$ is $(\mu(X) \cup \{t_0\})$-invariant. Moreover, if $A$ is always resetting, then $L_A(p, \mu, t_0)$ is $\mu(X)$-invariant.

**Proof.** This is a direct consequence of the invariance of semantics. Indeed, for every $(\mu(X) \cup \{t_0\})$-timed permutation $\pi$ the configurations $c = (p, \mu, t_0)$ and $\pi(c) = (p, \pi \circ \mu, \pi(t_0))$ are equal, hence their languages $L_A(c)$ and $L_A(\pi(c))$, the latter equal to $\pi(L_A(c))$ by Fact 3.3 are equal too. Thus, $L = \pi(L)$. Finally, if $A$ is always resetting, then $t_0 \in \mu(X)$, from which the second claim follows.

Fact 3.3 (Invariance of the language semantics). The function $c \mapsto L_A(c)$ from $[A]$ to languages is invariant, i.e., for all timed permutations $\pi$, $L_A(\pi(c)) = \pi(L_A(c))$.

**Proof.** Consider a timed permutation $\pi$ and an accepting run of $A$ over a timed word $w = (a_1, t_1) \cdots (a_n, t_n) \in \mathbb{T}_{\geq t_0}(\Sigma)$ starting in $c = (p, \mu, t_0)$:

$$(p, \mu, t_0) \xrightarrow{a_1, t_1} \cdots \xrightarrow{a_n, t_n} (q, \nu, t_n),$$

After $a_i$ is read, the value of each clock is either the difference $t_i - \mu(x)$ for some $1 \leq i \leq n$ and clock $x \in X$, or the difference $t_i - t_j$ for some $1 \leq j \leq i$. Likewise is the difference of values of any two clocks. Thus clock constraints of transition rules used in the run compare these differences to integers. As timed automorphism $\pi$ preserves integer differences, by executing the same sequence of transition rules we obtain the run over $\pi(w)$ starting in $\pi(c) = (p, \pi \circ \mu, \pi(t_0))$:

$$(p, \pi \circ \mu, \pi(t_0)) \xrightarrow{a_1, \pi(t_1)} \cdots \xrightarrow{a_n, \pi(t_n)} (q, \pi \circ \nu, \pi(t_n)),$$

also accepting as it ends in the same location $q$. As $w \in \mathbb{T}(\Sigma)$ can be chosen arbitrarily, we have thus proved one of inclusions, namely

$\pi(L_A(p, \mu, t_0)) \subseteq L_A(p, \pi \circ \mu, \pi(t_0)).$

The other inclusion follows from the latter one applied to $\pi^{-1}$ and $L_A(p, \pi \circ \mu, \pi(t_0))$:

$\pi^{-1}(L_A(p, \pi \circ \mu, \pi(t_0))) \subseteq L_A(p, \pi^{-1} \circ \pi \circ \mu, \pi^{-1}(\pi(t_0))) = L_A(p, \mu, t_0).$

The two implications prove the equality.

Lemma 3.5. For finite subsets $S \subseteq \mathbb{R}_{\geq 0}$, if a timed language $L$ is both $S$- and $S'$-invariant, then it is also $S''$-invariant where $S'' = \text{fract}(S) \cap \text{fract}(S')$.

**Proof.** Let $L$ be an $S$- and $S'$-invariant timed language, and let $F = \text{fract}(S)$ and $F' = \text{fract}(S')$. Towards proving that $L$ is an $(F \cap F')$-invariant subset of $\mathbb{T}(\Sigma)$, consider two timed words $w, w' \in \mathbb{T}(\Sigma)$ such that $w' = \pi(w)$ for some $(F \cap F')$-timed automorphism $\pi$. We need to show that $w \in L$ iff $w' \in L$, which follows immediately by the following claim:

Claim A.1. Every $(F \cap F')$-timed automorphism $\pi$ decomposes into $\pi = \pi_n \circ \cdots \circ \pi_1$, where each $\pi_i$ is either $F$- or $F'$-timed automorphism.

Indeed, due to $F$- and $F'$-invariance of $L$, we have $w \in L$ iff $w' \in L$ as required.

As it has been proved in [11], instead of dealing with decomposition of $\pi$, it is sufficient to analyse the individual orbit of $F - F'$, in the special case when both $F - F'$ and $F'$ are singleton sets. The proof of Theorem 10.3 in [11] may be repeated here to prove that the last claim above is implied by the following one:

Claim A.2. Let $F, F' \subseteq [0, 1)$ be finite sets s.t. $F - F' = \{t\}$ and $F' - F = \{t'\}$. For every $(F \cap F')$-timed automorphism $\pi$ we have $\pi(t) = (\pi_n \circ \cdots \circ \pi_1)(t)$, for some $\pi_1, \ldots, \pi_n$, each of which is either $F$- or $F'$-timed automorphism.

The proof of the claim is split into two cases.
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Case $F \cap F' \neq \emptyset$. Let $l$ be the greatest element of $F \cap F'$ smaller than $t$, and let $h$ be the smallest element of $F \cap F'$ greater than $t$, assuming they both exist. (If $l$ does not exist put $l := h' - 1$, where $h'$ is the greatest element of $F \cap F'$; symmetrically, if $h$ does not exist put $h := l' + 1$, where $l'$ is the smallest element of $F \cap F'$.) Then the $(F \cap F')$-orbit of a $(F \cap F')$-timed automorphism is the open interval $(l, h)$. Take any $(F \cap F')$-timed automorphism; without loss of generality assume that $u = \pi(t) > t$. The only interesting case is $t < t' \leq u$. In this case, we show $\pi_2(\pi_1(t))$, where

- $\pi_1$ is some $F'$-timed automorphism that acts as identity on $[t', l + 1]$ and s.t. $t < \pi_1(t) < t'$,
- $\pi_2$ is some $F$-timed automorphism that acts as identity on $[h - 1, t]$ and s.t. $\pi_2(\pi_1(t)) = u.$

Case $F \cap F' = \emptyset$. Thus $F = \{t\}$ and $F' = \{t'\}$. Take any timed automorphism; without loss of generality assume that $\pi(t) > t$. Let $z \in \mathbb{Z}$ be the unique integer s.t. $t + z - 1 < t < t' + z$. Let $\pi_1$ be an arbitrary $\{t'\}$-timed automorphism that maps $t$ to some $t_1 \in (t, t' + z)$. Note that $t_1$ may be any value in $(t, t' + z)$. Similarly, let $\pi_2$ be an arbitrary $\{t\}$-timed automorphism that maps $t_1$ to some $t_2 \in (t', t + 1)$. Again, $t_2$ may be any value in $(t', t + 1)$. By repeating this process sufficiently many times one finally reaches $\pi(t)$ as required. ▲

B Proofs for Section 4

Claim 4.6 (Invariance of $\mathcal{Y}$). For every two transitions $(X_1, S_1) \xrightarrow{a_1.t_1} (X'_1, S'_1)$ and $(X_2, S_2) \xrightarrow{a_2.t_2} (X'_2, S'_2)$ in $\mathcal{Y}$ and a timed permutation $\pi$, if $\pi(X_1) = X_2$ and $\pi(S_1) = S_2$ and $\pi(t_1) = t_2$, then we have $\pi(X'_1) = X'_2$ and $\pi(S'_1) = S'_2$. Proof. Let $i$ range over $\{1, 2\}$ and let $\tilde{X}_i := \text{succ}_{a_i.t_i}(X_i)$. Thus $S'_1$ is the least subset of $S_i \cup \{t_i\}$ containing $t_i$ such that $L_A(\tilde{X}_i)$ is $S'_i$-invariant, and $X'_i = \Pi_{S'_i}(\tilde{X}_i)$. By invariance of $[A]$ (Fact 3.2) and invariance of semantics (Fact 3.3) we get

$$\pi(\tilde{X}_1) = \tilde{X}_2,$$

and therefore $\pi(S'_1) = S'_2$, which implies $\pi(X'_1) = X'_2$. ▲

Claim 4.8 (Invariance of $\mathcal{Z}$). For every two transitions $(X_1, \mu_1) \xrightarrow{a_1.t_1} (X'_1, \mu'_1)$ and $(X_2, \mu_2) \xrightarrow{a_2.t_2} (X'_2, \mu'_2)$ in $\mathcal{Z}$ and a timed permutation $\pi$, if $\pi(X_1) = X_2$ and $\pi(\mu_1) = \mu_2$ and $\pi(t_1) = t_2$, then we have $\pi(X'_1) = X'_2$ and $\pi(\mu'_1) = \mu'_2$. Proof. Let $i$ range over $\{1, 2\}$. Let $S_i = \mu_i(\mathcal{X})$ and $(X_i, S_i) \xrightarrow{a_i.t_i} (X'_i, S'_i)$ in $\mathcal{Y}$. By Claim 4.6 we have

$$\pi(X'_1) = X'_2$$

and $\pi(S'_1) = S'_2$. Since $\pi(\mu_1) = \mu_2$ and the definition is invariant:

$$\pi(\mu'_1) = (\pi(\mu_1)),$$

we derive $\pi(\mu'_1) = \mu'_2$. ▲

C Proofs for Section 5

Lemma 5.2. The set of reachable configurations $\text{Reach}(M)$ is finite if, and only if, $L(A)$ is a deterministic timed language.
Proof. For the “only if” direction, if \( \text{Reach}(M) \) is finite then there is some \( k \) s.t. every reachable configuration \( u \) has size \( u(c_1) + u(c_2) + u(c_3) + u(c_4) + 1 \leq k \), and thus the set of reversals of accepting runs can be recognised by a \( \text{DTA}_{(k+1)} \), and thus also its complement can be recognised by a \((k+1)\)-DTA.

For the “if” direction, if \( \text{Reach}(M) \) is infinite, then there exist reachable configurations with arbitrarily large counter values. Suppose, towards reaching contradiction, that \( L(A) \) is recognised by a \( \text{DTA}_k \). Thus also its complement, that is the set of reversal-encodings of runs of \( M \), is recognised by some \( \text{DTA}_k \) \( B \). There exists a run \( \pi \) of \( M \) where some counter value exceeds \( k \), and thus when \( B \) reads the reversal-encoding of \( \pi \) it must forget some timestamp (say) \((c_1, t)\) in some configuration \( p_{i+1}\delta_{i+1}u_{i+1} \). Since \( t \) is forgotten, we can perturb its corresponding \((c_1, t + 1)\) in \( p_{i}\delta_{i}u_{i} \) to any value \((c_1, t')\) s.t. \( t' - t \neq 1 \) and obtain a new word still accepted by \( A \), but which is no longer the reversal-encoding of a run of \( M \), thus reaching the sought contradiction.

\[ \neg \text{Lemma 5.5.} \text{ Let } k, n \in \mathbb{N} \text{ and let } \mathcal{Y} \text{ be a class of timed languages that} \]
\[ \begin{aligned}
1. & \text{ contains all the timeless timed languages,} \\
2. & \text{ is closed under union and composition, and} \\
3. & \text{ contains some non-\text{DTA}_k (resp. non-\text{DTA}_{k,m}) language.} \\
\end{aligned} \]
\[ \text{The universality problem for languages in } \mathcal{Y} \text{ reduces in polynomial time to the } \text{DTA}_k \text{ (resp. } \text{DTA}_{k,m}) \text{ membership problem for languages in } \mathcal{Y}. \]

Proof. We consider \( \text{DTA}_k \) membership (the \( \text{DTA}_{k,m} \) membership is treated similarly). Consider some fixed timed language \( M \in \mathcal{Y} \) which is not recognised by any \( \text{DTA}_k \) (relying on the assumption 3), over an alphabet \( \Gamma \). For a given timed language \( L \in \mathcal{Y} \), over an alphabet \( \Sigma \), we construct the following language over the extended alphabet \( \Sigma \cup \Gamma \cup \{\$\} \):
\[
N := L \cup \{\$\} \cup T(\Gamma) \cup T(\Sigma) \cup \{\$\} \cup M \subseteq T(\Sigma \cup \Gamma \cup \{\$\}),
\]
where \( \$ \notin \Sigma \cup \Gamma \) is a fixed fresh alphabet symbol. Since \( \mathcal{Y} \) contains all timeless timed languages due to the assumption 1, and is closed under union and composition due to the assumption 2, the language \( N \) belongs to \( \mathcal{Y} \).

\[ \neg \text{Claim. } L = T(\Sigma) \text{ if, and only if, } N \text{ is recognised by a } \text{DTA}_k. \]

For the “only if” direction, if \( L = T(\Sigma) \) then clearly \( N = T(\Sigma) \cup \{\$\} \cup T(\Gamma) \). Thus \( N \) is timeless and in consequence \( N \) is recognised by a \( \text{DTA}_k \), as \( \text{DTA}_k \) recognise all timeless timed languages for any \( k \geq 0 \).

For the “if” direction suppose, towards reaching a contradiction, that \( N \) is recognised by a \( \text{DTA}_k \) \( A \) but \( L \neq T(\Sigma) \). Assume, w.l.o.g., that \( A \) is greedily resetting. Choose an arbitrary timed word \( w = (a_1, t_1) \ldots (a_n, t_n) \notin L \) over \( \Sigma \). Therefore, for any extension \( v = (a_1, t_1) \ldots (a_n, t_n)(\$ , t_n + t) \) of \( w \) by one letter, we have
\[
v^{-1}N = t + M = \{(b_1, t + u_1) \ldots (b_m, t + u_m) \mid (b_1, u_1) \ldots (b_m, u_m) \in M\}. \]
Choose \( t \) larger than the largest absolute value \( m \) of constants appearing in clock constraints in \( A \), and let \((p, \mu)\) be the configuration reached by \( A \) after reading \( v \). As \( t > m \), all the clocks are reset by the last transition and hence \( \mu(x) = 0 \) for all clocks \( x \). Consequently, if the initial control location of \( A \) were moved to the location \( p \), the so modified \( \text{DTA}_k \) \( A' \) would accept the language \( M \). But this contradicts our initial assumption that \( M \) is not recognised by a \( \text{DTA}_k \), thus finishing the proof.