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Abstract

Purpose – This paper aims to analyse the volatility of the fixed income market from 11 countries (Brazil, Russia, India, China, South Africa, Argentina, Chile, Mexico, USA, Germany and Japan) from January 2000 to December 2011 by examining the interbank interest rates from each market.

Design/methodology/approach – To the volatility of interest rates returns, the study used models of auto-regressive conditional heteroscedasticity, autoregressive conditional heteroscedasticity (ARCH), generalized autoregressive conditional heteroscedasticity (GARCH), exponential generalized autoregressive conditional heteroscedasticity (EGARCH), threshold generalized autoregressive conditional heteroscedasticity (TGARCH) and periodic generalized autoregressive conditional heteroscedasticity (PGARCH), and a combination of these with autoregressive integrated moving average (ARIMA) models, checking which of these processes were more efficient in capturing volatility of interest rates of each of the sample countries.

Findings – The results suggest that for most markets, studied volatility is best modelled by asymmetric GARCH processes – in this case the EGARCH – demonstrating that bad news leads to a higher increase in the volatility of these markets than good news. In addition, the causes of increased volatility seem to be more associated with events occurring internally in each country, as changes in macroeconomic policies, than the overall external events.

Originality/value – It is expected that this study has contributed to a better understanding of the volatility of interest rates and the main factors affecting this market.
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Resumen
Propósito – Este estudio analiza la volatilidad del mercado de renta fija de once países (Brasil, Rusia, India, China, Sudáfrica, Argentina, Chile, México, Estados Unidos, Alemania y Japón) de enero de 2000 a diciembre de 2011, mediante el examen de las tasas de interés interbancarias de cada mercado.

Diseño/metodología/enfoque – Para la volatilidad de los retornos de las tasas de interés, se utilizaron modelos de heteroscedasticidad condicional autorregresiva: ARCH, GARCH, EGARCH, TGARCH y PGARCH, y una combinación de estos con modelos ARIMA, comprobando cuáles de los procesos eran más eficientes para capturar la volatilidad de interés de cada uno de los países de la muestra.

Hallazgos – Los resultados sugieren que para la mayoría de los mercados estudiados la volatilidad es mejor modelada por procesos GARCH asimétricos —en este caso el EGARCH— demostrando que las malas noticias conducen a un mayor incremento en la volatilidad de estos mercados que las buenas noticias. Además, las causas de una mayor volatilidad parecen estar más asociadas a eventos que ocurren internamente en cada país, como cambios en las políticas macroeconómicas, que los eventos externos generales.

Originalidad/valor – Se espera que este estudio contribuya a un mejor entendimiento de la volatilidad de las tasas de interés y de los principales factores que afectan a este mercado.

Palabras clave – Ingreso fijo, Volatilidad, Países emergentes, Modelos ARCH-GARCH

Tipo de artículo – Artículo de investigación

1. Introduction
The main goal of most macroeconomic policies is the continuous growth of the gross domestic product in conjunction with low inflation, so the maintenance of price stability has a significant role in the economic growth rate (Nguyen, 2015). Among macroeconomic policies, monetary policy is responsible for liquidity control within the economic system, and the main instrument of this policy is the control of interest rates.

Thus, changes in monetary policy can lead to changes in interest rates. According to Karagiannis et al. (2010), monetary policy is one of the two main tools in standard economic theory that governments can use to influence production, investment, prices and employment in the economy. Monetary policy can affect the main macroeconomic variables through three channels: interest rate, bank loans and credit expansion.

When the Central Bank has adopted a tight monetary policy, i.e. raising the interest rate causes an increase in funding costs of banks and thus a reduction in loan growth (Macit, 2012). The adjustment of retail bank interest rates (deposit and loan rates) in response to changes in wholesale rates (central bank and interbank money market rates) is a key element in the transmission mechanism of the interest rate. In an effective monetary policy, any change in the interest rate charged by the central bank must be transmitted to interest rates in the retail (consumer) market and will influence business loan rates, thereby affecting domestic aggregate demand and production (Karagiannis et al., 2010).

The purchase and sale of government securities is one means of controlling the money supply; for example, when there is excess money in circulation, selling government securities can help remove currency from the market, whereas purchasing government securities can help inject capital into the economy. According to Mankiw (2005), monetary policy “can be described either in terms of the money supply or in terms of the interest rate”. Mankiw (2005) uses the example of the US Federal Open Market Committee (FOMC), to illustrate this point: when the FOMC sets a target for the interest rate, public debt securities traders will perform all possible open market operations to ensure that the equilibrium interest rate equals the target set by the FOMC, which adjusts the money supply accordingly.

Interbank interest rates are the basis of interbank market operations. When purchasing a bank’s deposit certificate, an investor becomes a creditor of this institution, turning this security into a fixed income asset.
The fixed income concept, according to Haugen (1997), is that receipts will never exceed the initially agreed upon value, although this value can be lower in the case of default because these assets have certain scheduled payments, according to Pinheiro (2009), and investors thus know cash flows in advance. These fixed income securities are called bonds.

Fabozzi (2000) posits that bonds are a debt instrument pursuant to which issuers (debtors) are obligated to pay investors (lenders) the amount borrowed plus interest. When a bond pays periodic interest, these payments are referred to as coupons.

Fixed income assets can be classified into two types:

1. fixed-rate, in which the coupon is established at the time the bond is acquired because the interest rate is fixed over the bond payment period; and

2. floating-rate, in which the coupon payment varies according to the variation of a predetermined indexing rate, which can be the interbank interest rate or an inflation index, for example.

In the fixed income market, investors seek assets that provide immediate liquidity and the maximum possible protection for their portfolios. In the Brazilian fixed income market, for example, high interest rates (which are typical in high inflation years) can make long-term fixed-rate securities unattractive, due to their implied higher risk. Thus, because it has a floating rate, the one-day interbank deposit certificate (CDI) was eventually chosen as the benchmark in this market. According to the BM&FBovespa (2011), “the CDI acquired the role of a quasi-currency for most economic agents”.

According to Gertler and Karadi (2010), the Federal Reserve manipulated the federal funds rate to implement monetary policy by affecting market interest rates during most of the post-war period, thus avoiding making loans directly into private markets. For Gertler and Karadi (2010), the situation changed dramatically after the beginning of the subprime crisis, when countries were forced to adopt and implement two types of emergency economic policies to minimize the effects of the crisis: monetary policies and policies involving the intervention of financial institutions (Acioly et al., 2010).

In choosing to aim to minimize the impact of the financial crisis with the second option, the federal reserve system (FED) injected credit directly into the private markets, when it allowed financial institutions to obtain discounts in the exchange of government debt securities for high-risk private securities. Following the bankruptcy of Lehman Brothers, the FED began a series of more dramatic interventions in the financial system, such as by lending money in high-credit risk markets, helping revitalize the commercial paper market and buying mortgage-backed debts (Gertler and Karadi, 2010).

According to Krugman and Obstfeld (1999), increasing a country's money supply leads its currency to depreciate in the foreign exchange market because an increased money supply increases the economy's liquidity and depreciates its currency as a result of a higher price level. Thus, the country's currency depreciates against the currency of other countries in the foreign exchange market. To avoid this effect, the central bank may raise interest rates to reduce liquidity and generate currency appreciation in the foreign exchange markets.

This paradigm demonstrates that controlling the interest rate becomes the nation's main monetary policy instrument, which leads central banks to use this mechanism to control liquidity levels in the economy in terms of both domestic and foreign currencies. One way to analyse the performance of these variables is by analysing market volatility, which represents a risk measure because it is the conditional variance of a security return. Knowing the past (historical) volatility of returns and the methods for forecasting asset volatility is essential to allocating funds in a portfolio and can be one way to identify the characteristics of different markets.
Thus, this study aims to analyze the volatility of fixed income market returns in the BRICS countries (Brazil, Russia, India, China and South Africa), three Latin American countries (Argentina, Chile and Mexico) and three developed countries (the USA, Japan and Germany). This analysis seeks to establish which of the autoregressive conditional heteroscedasticity (ARCH), generalized autoregressive conditional heteroscedasticity (GARCH), exponential generalized autoregressive conditional heteroscedasticity (EGARCH), threshold generalized autoregressive conditional heteroscedasticity (TGARCH) and periodic generalized autoregressive conditional heteroscedasticity (PGARCH) models and which combination thereof with autoregressive integrated moving average (ARIMA) models is the most efficient for modeling the volatility structure of interbank interest rates in these countries.

The choice of countries in the survey is made with the following reasoning. In addition to being geographically close, the Latin American countries have similar economic and financial characteristics. The countries comprising BRICS are part of a “bloc” created by economist Jim O'Neill in 2001 to describe the major emerging countries of the world (South Africa was the last to join the bloc in 2011), and developed countries were chosen according to the World Bank (2011).

This paper is divided into five sections. This section is an introduction that contextualizes and justifies the study’s topic and presents its objective. Section 2 presents a literature review on the volatility of financial assets. Section 3 describes the research methodology, and Section 4 presents the results found in the models developed herein. Finally, Section 5 discusses the final considerations of the study.

2. Literature review

For Alexander (2005), asset prices can be observed now and in the past, but it is not possible to determine how these same prices will behave in the future because asset prices are random variables (stochastic) and non-deterministic. According to Taylor (2005), the speed at which asset prices change is called volatility, and for Wilmott (2001), volatility is how fluctuations in the price of an asset are measured and are therefore a risk measure. The risk is associated with the uncertainty regarding the return on assets, and return is the price fluctuation that these assets experience.

Enders (2004) adds that knowledge of the dynamics of a series provides a more accurate forecast, provided that each of the expected components can be extrapolated into the future.

According to Alexander (2005), relative changes in prices are typically measured by the difference in the logarithm of prices that have a normal distribution.

Thus, the return on an asset price can be defined as the following (Fama, 1965):

\[ r_t = \log p_{t+1} - \log p_t \]

where \( r_t \) is the return on securities, \( p_t \) is the security price in period \( t \) and \( p_{t+1} \) is the security price in a subsequent period.

In economic and financial series, the asset price behavior is not typically constant over a long period. Prices respond to internal and external changes in macroeconomic variables and other events that generate insecurity for portfolio managers and investors.

According to Stock and Watson (2004), in economic time series, some periods are more stable than others because series volatility occurs in clusters. These clusters are called conditional heteroscedasticity because they determine that the error shows heteroscedasticity that varies over time.

The most commonly known volatility clustering models include autoregressive conditional heteroscedasticity models developed by Engle (1982) and the generalization of this model, GARCH models, developed by Bollerslev (1986).
According to Alberg et al. (2008), autoregressive conditional heteroscedasticity models are econometric tools used to estimate and predict the volatility of returns on assets. Thus, according to Engle (1982), an ARCH model is given by:

$$\sigma^2_t = \alpha_0 + \alpha_1 \varepsilon^2_{t-1} + \ldots + \alpha_p \varepsilon^2_{t-p}$$

where variance $\sigma^2_t$ depends on the square of past values of $\varepsilon_t$ (the residuals of a model fitted to the mean in a stationary process, under traditional assumptions of linear regression models), $\alpha_1, \alpha_2, \ldots \text{ and } \alpha_p$ are unknown coefficients and $p$ is the order of the ARCH process.

In an ARCH model, the error structure is such that the conditional and unconditional mean is equal to zero because the conditional variance is already an autoregressive process resulting in conditionally heteroscedastic errors. Thus, the ARCH model captures periods of stability and high volatility in $y_t$ series (Enders, 2004).

Alexander (2005) states that the ARCH model with exponentially decreasing coefficients is equivalent to a GARCH (1, 1) model because ARCH ($p$) models converge to a GARCH (1, 1) model as $p$ increases.

Bollerslev (1986) demonstrates that the GARCH model allows a longer-term memory and more flexible lag structure, which means that the complete GARCH ($p$, $q$) model adds $q$ autoregressive terms to the ARCH specification ($p$), according to Alexander (2005), and is expressed by the following:

$$\sigma^2_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i \varepsilon^2_{t-i} + \sum_{i=1}^{q} \beta_i \varepsilon^2_{t-i}$$

where:

- $q \geq 0; p > 0$
- $\alpha_0 > 0; \alpha_i \geq 0, i = 1, \ldots, p$
- $\beta_i \geq 0, i = 1, \ldots, q$

For $q = 0$, the process is reduced to an ARCH ($p$) model, and for $p = q = 0$, it is simply white noise. Thus, the condition for the series to be stationary is that $\alpha_1 + \beta_1 < 1$ (Bollerslev, 1986).

However, the symmetric GARCH model does not capture the existing asymmetrical effects on variables in which the effects of negative shocks tend to be larger than the effects of positive shocks. According to Nelson (1991), GARCH models guarantee this condition by means of a linear combination of conditional variance, $\sigma^2_t$, (with positive weights) of positive random variables. The model developed by Nelson (1991), called EGARCH (exponential GARCH), is expressed as follows:

$$\log \sigma^2_t = \omega + \alpha (|z_{t-1}|-E(|z_{t-1}|)) + \gamma z_{t-1} + \beta \log \sigma^2_{t-1}$$

If $z_t = \varepsilon_t \sigma - 1$, the model captures the asymmetric effects between positive and negative shocks. For $\gamma < 0$, negative shocks will have a greater impact on future volatility than positive shocks of the same magnitude (leverage effect) (Nelson, 1991; Bollerslev, 2008). According to Alexander (2005), some GARCH models require non-negativity constrained parameters to avoid generating negative variances, which does not occur in the case of EGARCH models because they consider the conditional variance in logarithmic terms.

In turn, the GJR-GARCH model developed by Glosten et al. (1993) allows the conditional variance to respond differently to positive and negative events, and its equation is given by:

$$\sigma^2_t = \omega + \alpha \varepsilon^2_{t-1} + \gamma \varepsilon^2_{t-1} I(\varepsilon_{t-1} < 0) + \beta \sigma^2_{t-1}$$
where $I(.)$ corresponds to a function indicator. When the GJR model is estimated for stock index returns, $\gamma$ is found to be positive, such that the volatility increases on a proportionally larger scale in negative shocks than positive shocks. A closely related model to the GJR-GARCH is Zakoian (1994). The TGARCH allows the conditional standard deviation to depend on the sign of events that have previously occurred, either positive or negative. The model is expressed by the following:

$$\sigma_t = \omega + \alpha|\varepsilon_{t-1}| + \gamma|\varepsilon_{t-1}|I(\varepsilon_{t-1} < 0) + \beta \sigma_{t-1}$$

Another extension of the GARCH model that captures asymmetry by coefficient $\gamma$ is the PGARCH model of Ding et al. (1993), which is expressed by the following equation:

$$\sigma_t^\delta = \omega + \sum_{i=1}^{p} \alpha_i(|\varepsilon_{t-i}| - \gamma_i\varepsilon_{t-i})^\delta + \sum_{i=1}^{q} \beta_i\sigma_{t-i}^\delta$$

where: $\delta > 0; \omega > 0; i = 1, \ldots, p; -1 < \gamma_i < 1$. According to the authors, coefficient $\delta$ (the exponent of conditional volatility) allows the long memory effect to be captured.

Other extensions of the ARCH and GARCH models have been developed to better capture asymmetric effects and long memory effects, in addition to being suitable for high frequency data. For additional information on these models, Bollerslev et al. (1998), Engle (1990), Higgins and Bera (1992), Engle and Kroner (1995), Baillie et al. (1996), Müller et al. (1997), Dacorogna et al. (1998) and Engle and Lee (1999).

Some studies have used the GARCH models and their extensions to model the volatility of interest rates, such as Reilly et al. (2000), Young and Johnson (2002), Young and Johnson (2006), Dihn and Nguyen (2008), Edwards and Susmel (2003), Goeu and Marquering (2004), Ke et al. (2008), Wet (2006), Andritzky et al. (2007) and Yang et al. (2009).

Although they have a higher level of volatility in their markets, emerging countries are the recipients of substantial foreign investments, which is due to greater economic stability and an increase in the debt financing of these countries, according to Polwitoon and Tawatnuntachai (2008), because they represent new opportunities for investors from other markets who are seeking high yields. Thus, debt securities (or the fixed income market) of emerging countries have been the subject of local and international investors and researchers interested in the behaviour of such assets.

In an analysis of the volatility ratio of sovereign debt in emerging countries and the volatility of global and regional markets, Dihn and Nguyen (2008) use the ARCH, GARCH and structural vector autoregressions (SVAR) models to find evidence that the global or regional market accounts for approximately 45 per cent of the variance of volatility changes in three of the five emerging countries selected in the study.

Edwards and Susmel (2003) analyse the volatility of interest rates in a group of Latin American countries (Argentina, Brazil, Mexico and Chile) and of Hong Kong in the 1990s using a markov switching autoregressive conditional heteroscedasticity (SWARCH) model. These authors find strong evidence of variation in the volatility of interest rates during the 1990s, but the periods of high volatility are short in duration, typically lasting from two to seven weeks.

According to Goeu and Marquering (2004), the results from a multivariate GARCH model demonstrate that the covariance between the returns on stocks and bonds tend to be relatively minor after bad news in the stock market and after good news in the bond market. Girard and Biwas (2007) add that the impact is felt on a larger scale by developed countries with respect to events that produce “bad news” in the market; this finding is echoed by Ke et al. (2008), who use the ARCH, GARCH, EGARCH and TGARCH volatility models and note that negative events generate higher volatility than positive events.
In a study of the South African financial market, Wet (2006) analyses the volatility of three variables of a country – the stock index, the exchange rate and the interest rate – and uses a structural GARCH model to assess the influence of each variable on the others. Wet (2006) found in the South African market that the stock market index is significantly influenced by the interest rate, the exchange rate is influenced by the stock index but not by the interest rate and the interest rate is positively influenced by the other two variables.

Andritzky et al. (2007) use the GARCH model to examine how the bond markets of 12 emerging countries react to macroeconomic announcements and find that announcements about the ratings of these bonds and changes in the US interest rates have a greater effect on the volatility of the fixed income markets of these countries than announcements of local policies.

Through a bivariate GARCH-M model, Yang et al. (2009) analyse the US stock and bond markets by means of a temporal variation of the correlations over a period of 150 years (1855-2001), given macroeconomic conditions, and compare their results with the same variables from the UK: business cycle fluctuations, inflation environment and monetary policy (short-term interest rates). These authors conclude that the correlation between stocks and bonds is smaller during recessionary periods than during expansionary periods in the USA, whereas the opposite pattern holds in the UK.

3. Research methodology
Interbank rates correspond to interest rates traded in the interbank market by agents and financial institutions. These are overnight rates, i.e. they are set for one day, but they are expressed as a geometric annual rate, with 252 working days in a year.

Table I shows the interbank rates for each country used in this study, the starting date of each series (the final date is 12/30/2011) and the database used. The interbank rates begin on the first working day of 2000, except for those of China and South Africa (due to database limitations).

The time series of interbank rates that comprise the sample are all annual daily overnight rates (for 252 working days) and were transformed into daily rates per working day (used as the daily return), calculated as follows:

\[
IR_{wd} = \left[\left(1 + IR_{over}\right)^{\frac{1}{252}} - 1\right]
\]

where \(IR_{wd}\) represents the interbank rate of a working day and \(IR_{over}\) the overnight interbank rate.

| Country       | Rates interbank interest | Start date | Database                                      |
|---------------|--------------------------|------------|-----------------------------------------------|
| Brazil        | CDI                      | 03/01/2000 | Economática®                                  |
| Russia        | TIRUSSIA                 | 01/08/2000 | The Central Bank of the Russian Federation (a) |
| India         | MIBOR                    | 03/01/2000 | Reserve Bank of India (e)                     |
| China         | SHIBOR                   | 08/10/2006 | Shanghai Interbank Offered Rate (d)           |
| South Africa  | SABOR                    | 28/08/2007 | South Africa Reserve Bank (g)                 |
| Argentina     | BAIBOR                   | 03/01/2000 | Central Bank of Argentina (b)                 |
| Chile         | TICHELE                  | 09/08/2001 | Central Bank of Chile (c)                     |
| Mexico        | TIIE                     | 05/01/2000 | Central Bank of Mexico (c)                    |
| USA           | Federal Funds            | 02/01/2000 | Federal Reserve (h)                           |
| Japan         | TMIR                     | 04/01/2000 | Bank of Japan (i)                             |
| Germany       | EURIBOR                  | 04/01/2000 | Deutsche Bundesbank (j)                       |

Table I. Rates interbank interest representatives fixed income market

Notes: Database sites: (a) www.bcra.gov.ar; (b) www.bcentral.cl/index.asp; (c) www.banxico.org.mx; (d) www.cbr.ru/eng/; (e) www.rbi.org.in; (f) www.shibor.org; (g) www.resbank.co.za; (h) www.federalreserve.gov; (i) www.boj.or.jp/en; (j) www.bundesbank.de (access 1 August 2011 and 30 May 2012)
The first procedure adopted is to determine the statistical characteristics of the series studied. For that purpose, the series' behaviour and descriptive statistics, such as kurtosis, skewness, and distribution, are analysed.

The normality test applied is the Jarque–Bera (JB) test of Jarque and Bera (1987) that tests whether the series of returns follows a normal (Gaussian) distribution. The null hypothesis is that the series follows a normal distribution, which is set against the alternative hypothesis that the series does not follow a normal distribution. The leptokurtic series have heavier tails than a normal distribution because of its sharper central segment.

Next, the autocorrelation and partial autocorrelation tests are performed to determine whether the series is stationary and what type of lag (AR and/or MA) is present. Following this test, unit root tests are performed to assess the stationarity of the series. The most commonly used tests include the augmented Dickey–Fuller (ADF) (Said and Dickey, 1984), Phillips and Perron (1988), Dickey–Fuller generalized least squares of Elliot et al. (1996) and Kwiatkowski et al. (1992) tests. In this study, the most used tests in the literature were used, which are the ADF unit root and the Kwiatkowski–Phillips–Schmidt–Shin tests (KPSS) complementary stationarity tests. The assumptions of the tests include the following:

1. **ADF:**
   - \( H_0 \): There is unit root.
   - \( H_1 \): There is no unit root.

2. **KPSS:**
   - \( H_0 \): The series is stationary.
   - \( H_1 \): The series is not stationary.

To reject the null hypothesis in the ADF test, the test statistic value should be outside the \( H_0 \) acceptance region, as given by the significance levels, whereas in the KPSS test, the test statistic value should be within the \( H_0 \) acceptance region so as not to reject the null hypothesis.

After these tests for identification of the model, the estimation of the ARIMA processes \((p, d, q)\) – and of the ARIMA \((p, q)\) processes in case of \( d = 0 \) – is begun. The series of daily interbank in the models are as follows: ARIMA (1, 1, 0), ARIMA (1, 1, 1), ARIMA (1, 1, 2), ARIMA (1, 1, 3), ARIMA (1, 1, 4), ARIMA (1, 1, 5), ARIMA (2, 1, 0), ARIMA (2, 1, 1), ARIMA (2, 1, 2), ARIMA (2, 1, 3), ARIMA (2, 1, 4), ARIMA (2, 1, 5), ARIMA (3, 1, 0), ARIMA (3, 1, 1), ARIMA (3, 1, 2), ARIMA (3, 1, 3), ARIMA (3, 1, 4), ARIMA (3, 1, 5), ARIMA (4, 1, 0), ARIMA (4, 1, 1), ARIMA (4, 1, 2), ARIMA (4, 1, 3), ARIMA (4, 1, 4), ARIMA (4, 1, 5), ARIMA (5, 1, 1), ARIMA (5, 1, 2), ARIMA (5, 1, 3), ARIMA (5, 1, 4), ARIMA (5, 1, 5), ARIMA (0, 1, 1), ARIMA (0, 1, 2), ARIMA (0, 1, 3), ARIMA (0, 1, 4) and ARIMA (0, 1, 5). In the case of the South African series, all models are estimated as ARIMAs \((p, 2, q)\), with estimates of \( p \) and \( q \) from 0 to 5. The terms AR \((p)\) and MA \((q)\) of all series are added according to their significance.

Then, the best ARIMA \((p, d, q)\) or ARIMA \((p, q)\) processes, those deemed more efficient for detection tests of GARCH processes, are chosen using the following criteria: the lowest values of each of the Bayesian information criterion (BIC) or Schwarz Bayesian criterion, the Hanna–Quinn information criterion (HQ) and the Akaike information criterion (AIC) and the standard error of the equation and the significance of the equation parameters.

One of the most important tests when the series are modelled by an ARCH process was performed, which is the ARCH – Lagrange multiplier (ARCH-LM) test, proposed by Engle (1982). If the \( TR^2 \) variable (where T is the number of observations) exceeds the \( \chi^2 \) statistic,
the null hypothesis of no autoregressive conditional heteroscedasticity is rejected (Gujarati, 2006), thus showing that the errors have an ARCH structure.

To select the best ARCH (q) – GARCH (p, q) model, the following requirements were posited: correct the heteroscedasticity present in the model, have the largest possible number of significant parameters (at the 1, 5 and 10 per cent significance levels) and show the lowest values of the BIC, HQ, AIC information criteria and standard error of the variance equation.

After selecting the best model, the estimated volatilities were plotted and explained qualitatively with respect to the causes for their increase in the return series.

4. Volatility of interbank rates

Figure 1 shows the time evolution plots of nominal interbank interest rates for all countries in the sample, emerging and developed, in accordance with the time window for each country. Because the rates are nominal, there are considerable differences in their movements over time, given that inflation is present in the rate.

All series required differencing to become stationary. Only the series of the South African interbank rate required two differences, whereas all others were differenced only once.

Figure 2 shows the time series plots of different interchange rates that are represented by D (SERIES), which indicates one difference. Only the South African series is represented as D [D (SERIES)], indicating two differences. Because all series of the interbank rates were estimated on differences, it was necessary to work with the real series, i.e. without inflation.

All series of differences in interbank rates oscillate around zero, have points of higher lows and higher highs and occur in clusters, suggesting autoregressive conditional heteroscedastic behaviour. Table II shows the descriptive statistics of the series of the differentiated daily interbank rates of emerging and developed countries.

Corroborating the results of the differentiated series plots, descriptive statistics show that all the calculated means are near zero. The kurtosis value for all series is also high, which demonstrates that the error of the conditional-mean equation has a leptokurtic distribution, such as the Student’s t distribution. The series that showed the highest excess kurtosis was the interbank rate in Argentina, D [Buenos Aires Interbank Offered Rate (BAIBOR)], 496.90, followed by the series in India, D [Mumbai Interbank Offered Rate (MIBOR)], 447.02. By contrast, the series of daily interbank rates that showed the lower kurtosis measurements were the European, D [Euro Interbank Offered Rate (EURIBOR)], representing Germany, with a value of 19.65, and the Mexican, D [Tasa de Interés Interbancaria de Equilibrio tasa de interés interbancaria de equilibrio (TIIE)], 36.99. All series reject the null hypothesis of normality at the 1 and 5 per cent significance levels, according to the JB test, as shown in Table I.

Table III presents the daily interbank series correlograms for one difference and, in the case of South Africa Interbank Offered Rate (SABOR), two differences, as described above. The different series are stationary, which is confirmed in the unit root tests shown in Table IV.

Table IV shows that all the different series, both in emerging countries and developed countries, do not have a unit root in the ADF test at all significance levels (1, 5 and 10 per cent), and none reject the null hypothesis of stationarity in the KPSS test. The exception is the daily interbank rate series of South Africa, which (as one difference) does not reject the null hypothesis at the 10 per cent significance level, and does not reject that same hypothesis at all significance levels when using two differences.
4.1 ARCH and GARCH models

In emerging countries, the ARIMA \((p, d, q)\) processes that best modelled the series of daily interbank rates are the following: ARIMA\((2, 1, 3)\), for the CDI; ARIMA\((3, 1, 4)\), for Russia Interbank Offered Rate (TIRUSSIA); ARIMA\((3, 1, 4)\), for MIBOR; ARIMA\((1, 1, 1)\), for Shanghai Interbank Offered Rate (SHIBOR); ARIMA\((3, 1, 3)\), for Chile Interbank Offered Rate (TICHILE); ARIMA\((3, 1, 4)\), for BAIBOR; ARIMA\((4, 1, 5)\), for TIIE and ARIMA\((0, 2, 1)\), for SABOR. Considering the conditional heteroscedasticity tests conducted by ARCH-LM test leads to the finding that all the series of the daily interbank rates of emerging countries exhibited autoregressive conditional heteroscedasticity, which
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allows them to be estimated and modelled by ARCH-GARCH processes. The exception is the CDI and SABOR series shown in Table V, which were not estimated by ARCH-GARCH processes and only by ARIMA models because they do not exhibit conditional heteroscedasticity.

The series of the US interbank rate, FFUNDS, was more accurately estimated by an ARIMA (5, 1, 5) model, the EURIBOR series by an ARIMA (4, 1, 5) model, and the Tokyo Market Interbank Rate (TMIR) series by an ARIMA (3, 1, 3) model. All series of
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Figure 1.
daily interbank rates in developed countries exhibited autoregressive conditional heteroscedasticity.

To select the most efficient ARCH-GARCH models, the following criteria were used: heteroscedasticity correction presented by ARIMA models \( (p, d, q) \) by means of the ARCH-LM test; the majority of the parameters must be significant at the 1, 5 and 10 per cent levels; and exhibiting low information criteria values (BIC, HQ and AIC) and standard errors. The models “chosen” are shown in Table VI. All series were estimated in
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ARCH($p$) processes, where $p$ is between 1 and 4, GARCH($p$, $q$), EGARCH($p$, $q$), TGARCH($p$, $q$) and PGARCH($p$, $q$) where $p$ and $q$ from 1 to 2 and threshold order equal to 1, and in ARIMA($p$, $d$, $q$)-GARCH(1, 1), ARIMA($p$, $d$, $q$)-EGARCH(1, 1), ARIMA($p$, $d$, $q$)-TARCH(1, 1) and ARIMA($p$, $d$, $q$)-PGARCH(1, 1) processes. ARIMA ($p$, $d$, $q$) was the previously chosen model for each of the interbank rate series for purposes of modelling the mean and variance together to assess whether these models might be more efficient. However, in the case of a fixed income series, none of the ARIMA-GARCH models were more effective than any of the others. All were estimated in normal and Student’s $t$ distributions.
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Figure 2. Interbank interest rates
Table II. Descriptive statistics of the return series in interbank rates in emerging countries

| SERIE | CDI   | TIRUSSIA | MIBOR  | SHIBOR  | TICHILE | ABIBOR  | TIE    | SABOR  | FFUNDS | EURIBOR | TMIR    |
|-------|-------|----------|--------|--------|---------|---------|--------|--------|--------|---------|---------|
| Average | 1.90E-06 | -1.98E-09 | 1.01E-08 | 8.42E-08 | -2.03E-08 | 4.12E-08 | -1.63E-07 | -3.29E-09 | -3.51E-08 | -3.09E-08 | 6.06E-10 |
| Median  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  |
| Maximum | 0.002  | 0.001  | 0.002  | 0.000  | 0.000  | 0.003  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  |
| Minimum | -0.002 | -0.001 | -0.002 | 0.000  | 0.000  | -0.005 | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  |
| SD      | 1.11E-04 | 6.50E-05 | 5.60E-05 | 1.35E-05 | 4.30E-06 | 1.50E-04 | 4.50E-06 | 3.30E-06 | 3.40E-06 | 4.60E-06 | 7.10E-07 |
| Asymmetry | 0.544  | 0.225  | 2.365  | -1.367 | -6.965 | -7.507 | 0.638  | -0.506 | 0.729  | 0.271  | 0.530  |
| Kurtosis | 199.29 | 48.96  | 447.02 | 74.42  | 149.46 | 49690  | 36.99  | 57.03  | 69.70  | 19.66  | 79.73  |
| JB test | 48371.60 | 250817.8 | 27938125.0 | 279355.1 | 2393337.0 | 29839120.0 | 145663.7 | 139099.2 | 812575.8 | 3532.5 | 722879.8 |
| Prob    | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  | 0.000  |
|       | AC  | PAC | AC  | PAC | Q-Stat | Probability |
|-------|-----|-----|-----|-----|--------|-------------|
| CDI   | 1   | 0.045 | 0.045 | 60898.000 | 0.014          |
|       | 2   | 0.011 | 0.009 | 64633.000 | 0.039          |
|       | 3   | -0.004 | -0.005 | 65100.000 | 0.089          |
|       | 4   | -0.015 | -0.015 | 71973.000 | 0.126          |
|       | 5   | -0.009 | -0.008 | 74440.000 | 0.190          |
|       | 6   | 0.008 | 0.009 | 76177.000 | 0.267          |
|       | 7   | -0.005 | -0.005 | 76880.000 | 0.361          |
|       | 8   | -0.002 | -0.002 | 76961.000 | 0.464          |
|       | 9   | 0.002 | 0.002 | 77113.000 | 0.657          |
| TIRUSSIA | 1 | 0.123 | 0.123 | 45843.000 | 0.000          |
|       | 2   | -0.323 | -0.343 | 36317.000 | 0.000          |
|       | 3   | -0.167 | -0.082 | 44798.000 | 0.000          |
|       | 4   | 0.038 | 0.042 | 45230.000 | 0.000          |
|       | 5   | 0.082 | 0.009 | 47285.000 | 0.000          |
|       | 6   | -0.167 | -0.167 | 55865.000 | 0.000          |
|       | 7   | -0.135 | -0.099 | 61401.000 | 0.000          |
|       | 8   | 0.017 | 0.068 | 61490.000 | 0.000          |
|       | 9   | 0.071 | -0.045 | 63016.000 | 0.000          |
|       | 10  | 0.123 | 0.123 | 45843.000 | 0.000          |
| MIBOR | 1   | 0.009 | -0.009 | 0.114 | 0.736          |
|       | 2   | 0.067 | -0.067 | 60690.000 | 0.048          |
|       | 3   | 0.044 | 0.043 | 85827.000 | 0.035          |
|       | 4   | -0.005 | -0.009 | 86119.000 | 0.072          |
|       | 5   | -0.111 | -0.106 | 24763.000 | 0.000          |
|       | 6   | -0.053 | -0.058 | 28492.000 | 0.000          |
|       | 7   | -0.013 | -0.029 | 28727.000 | 0.000          |
|       | 8   | -0.111 | -0.112 | 44930.000 | 0.000          |
|       | 9   | 0.054 | -0.060 | 48810.000 | 0.000          |
|       | 10  | -0.038 | -0.070 | 50760.000 | 0.000          |
| SHIBOR | 1   | -0.009 | -0.009 | 0.114 | 0.736          |
|       | 2   | 0.008 | -0.010 | 67223.000 | 0.000          |
|       | 3   | -0.005 | -0.008 | 67719.000 | 0.000          |
|       | 4   | -0.006 | -0.008 | 68001.000 | 0.000          |
|       | 5   | 0.006 | 0.004 | 68093.000 | 0.000          |
|       | 6   | -0.001 | 0.000 | 68094.000 | 0.000          |
|       | 7   | -0.007 | -0.007 | 0.141 | 0.708          |
|       | 8   | 0.013 | 0.014 | 68558.000 | 0.000          |
| TICHILE | 1 | 0.045 | 0.045 | 60898.000 | 0.014          |
|       | 2   | 0.011 | 0.009 | 64633.000 | 0.039          |
|       | 3   | -0.004 | -0.005 | 65100.000 | 0.089          |
|       | 4   | -0.015 | -0.015 | 71973.000 | 0.126          |
|       | 5   | -0.009 | -0.008 | 74440.000 | 0.190          |
|       | 6   | 0.008 | 0.009 | 76177.000 | 0.267          |
|       | 7   | -0.005 | -0.005 | 76880.000 | 0.361          |
|       | 8   | -0.002 | -0.002 | 76961.000 | 0.464          |
|       | 9   | 0.002 | 0.002 | 77113.000 | 0.657          |
|       | 10  | 0.123 | 0.123 | 45843.000 | 0.000          |
| BAIBOR | 1   | 0.009 | -0.009 | 0.114 | 0.736          |
|       | 2   | -0.005 | -0.001 | 68627.000 | 0.000          |

Table III. Correlogram of the series returns in interbank rates (differentiated) (continued)
As shown in Table V, only the EURIBOR series exhibits no heteroscedasticity correction – as indicated by $TR^2$ and $\chi^2$ values – because none of the estimated ARCH-GARCH models and extensions could correct the heteroscedasticity presented in the ARIMA (4, 1, 5) model via the ARCH-LM test. Thus, the model that met the other mentioned criteria was selected as the most efficient model. All other series of daily interbank rates had their conditional heteroscedasticity corrected when modelled by ARCH-GARCH processes, as shown by the ARCH-LM test.

The more efficient ARCH-GARCH processes were better estimated by Student’s $t$ distribution, which was expected due to the high kurtosis value in the series.

Of nine series tested (because the CDI and the SABOR were not estimated in the GARCH models), seven exhibited better results when estimated by EGARCH models, and the other
### Table IV. Unit root tests of the return series of interbank rates

| Rate | ADF Test Statistic | KPSS Test Statistic | ADF Test Statistic | KPSS Test Statistic | ADF Test Statistic | KPSS Test Statistic | ADF Test Statistic | KPSS Test Statistic | ADF Test Statistic | KPSS Test Statistic |
|------|-------------------|---------------------|-------------------|---------------------|-------------------|---------------------|-------------------|---------------------|-------------------|---------------------|
| CDI  | $-9.088802$       | 0.14663             | $-21.976440$      | 0.05065             | $-21.122240$      | 0.024991           | $-15.1747$        | 0.06602             | $-15.8559$        | 0.12942             |
| TIRUSSIA | $-3.432346$      | 0.73900             | $-3.432324$       | 0.73900             | $-3.432095$       | 0.739000           | $-3.4352$         | 0.73900             | $-3.4359$         | 0.73900             |
| MIBOR | $-2.862307$       | 0.46300             | $-2.862298$       | 0.46300             | $-2.862196$       | 0.463000           | $-2.8636$         | 0.46300             | $-2.8639$         | 0.46300             |
| SHIBOR| $-2.567223$       | 0.34700             | $-2.567218$       | 0.34700             | $-2.567163$       | 0.347000           | $-2.5679$         | 0.34700             | $-2.5681$         | 0.34700             |
| SABOR (2D) | 0.0000           | 0.0000              | 0.0000            | 0.0000              | 0.0000            | 0.0000             | 0.0000            | 0.0000              | 0.0000            | 0.0000              |
| TICHILE| $-5.823029$      | 0.340004            | $-13.9734$        | 0.04275             | $-41.0004$        | 0.2048             | 0.0000            | 0.0000              | 0.0000            | 0.0000              |
| BAIBOR| $-3.432538$       | 0.73900             | $-3.4324$         | 0.73900             | $-3.4323$         | 0.739000           | $-3.4352$         | 0.73900             | $-3.4359$         | 0.73900             |
| TIEE  | $-2.862392$       | 0.46300             | $-2.8623$         | 0.46300             | $-2.8623$         | 0.463000           | $-2.8636$         | 0.46300             | $-2.8639$         | 0.46300             |
| EURIBOR| $-2.567268$      | 0.34700             | $-2.5672$         | 0.34700             | $-2.5672$         | 0.347000           | $-2.5679$         | 0.34700             | $-2.5681$         | 0.34700             |
| TMIR  | 0.0000            | 0.0000              | 0.0000            | 0.0000              | 0.0000            | 0.0000             | 0.0000            | 0.0000              | 0.0000            | 0.0000              |
| FFUNDS| 0.0000            | 0.0000              | 0.0000            | 0.0000              | 0.0000            | 0.0000             | 0.0000            | 0.0000              | 0.0000            | 0.0000              |
|                | Coefficient |  $p$-value | $TR^2$  | Probability $X^2$ |
|----------------|-------------|------------|---------|-------------------|
| CDI ARIMA (2.1.3) |             |            |         |                   |
| $\theta_1$     | 0.2770      | 0.0000     | 0.090   | 0.764             |
| $\theta_2$     | -0.9486     | 0.0000     |         |                   |
| $\varphi_1$    | -0.2331     | 0.0000     |         |                   |
| $\varphi_2$    | 0.9638      | 0.0000     |         |                   |
| $\varphi_3$    | 0.0489      | 0.0105     |         |                   |
| TIRUSSA ARIMA (3.1.4) |          |            |         |                   |
| $\theta_1$     | 1.4390      | 0.0000     | 112.024 | 0.000             |
| $\theta_2$     | -1.3585     | 0.0000     |         |                   |
| $\theta_3$     | 0.6158      | 0.0000     |         |                   |
| $\varphi_1$    | -1.3699     | 0.0000     |         |                   |
| $\varphi_2$    | 0.8804      | 0.0000     |         |                   |
| $\varphi_3$    | -0.1790     | 0.0001     |         |                   |
| $\varphi_4$    | -0.2811     | 0.0000     |         |                   |
| MIBOR ARIMA (4.1.5) |          |            |         |                   |
| $\theta_1$     | -0.3005     | 0.0000     | 224.000 | 0.000             |
| $\theta_2$     | -0.8166     | 0.0000     |         |                   |
| $\theta_3$     | -0.1904     | 0.0001     |         |                   |
| $\theta_4$     | -0.2841     | 0.0000     |         |                   |
| $\varphi_1$    | -0.2265     | 0.0000     |         |                   |
| $\varphi_2$    | 0.7170      | 0.0000     |         |                   |
| $\varphi_3$    | -0.4009     | 0.0000     |         |                   |
| $\varphi_4$    | 0.1533      | 0.0034     |         |                   |
| $\varphi_5$    | -0.4587     | 0.0000     |         |                   |
| SHIBOR ARIMA (1.1.1) |          |            |         |                   |
| $\theta_1$     | 0.8855      | 0.0000     | 166.670 | 0.000             |
| $\varphi_1$    | -0.9803     | 0.0000     |         |                   |
| TICHILE ARIMA (3.1.3) |          |            |         |                   |
| $\theta_1$     | 0.7662      | 0.0000     | 0.882   | 0.348             |
| $\theta_2$     | 0.9834      | 0.0000     |         |                   |
| $\theta_3$     | -0.7614     | 0.0000     |         |                   |
| $\varphi_1$    | -0.9028     | 0.0000     |         |                   |
| $\varphi_2$    | -0.9809     | 0.0000     |         |                   |
| $\varphi_3$    | 0.9037      | 0.0000     |         |                   |
| BAIBOR ARIMA (3.1.4) |          |            |         |                   |
| $\theta_1$     | -0.7223     | 0.0000     | 535.456 | 0.000             |
| $\theta_2$     | -0.5030     | 0.0000     |         |                   |
| $\theta_3$     | 0.3970      | 0.0000     |         |                   |
| $\varphi_1$    | 0.6362      | 0.0000     |         |                   |
| $\varphi_2$    | 0.1188      | 0.0000     |         |                   |
| $\varphi_3$    | -0.8405     | 0.0000     |         |                   |
| $\varphi_4$    | -0.2805     | 0.0000     |         |                   |
| TIEE ARIMA (4.1.5) |          |            |         |                   |
| $\theta_1$     | -1.6279     | 0.0000     | 27.967  | 0.000             |
| $\theta_2$     | -1.0327     | 0.0000     |         |                   |
| $\theta_3$     | -1.1149     | 0.0000     |         |                   |
| $\theta_4$     | -0.7309     | 0.0000     |         |                   |
| $\varphi_1$    | 1.9167      | 0.0000     |         |                   |
| $\varphi_2$    | 1.5701      | 0.0000     |         |                   |
| $\varphi_3$    | 1.5822      | 0.0000     |         |                   |
| $\varphi_4$    | 1.1837      | 0.0000     |         |                   |

Table V.
ARIMA Models considered more efficient

(continued)
The model deemed the most efficient for the daily TIRUSSIA series was the EGARCH (1,2) model; however, the term \( \gamma \) had a positive value (\( \gamma = 0.561, p\text{-value} = 0.000 \)). For the daily SHIBOR series, the EGARCH (2, 2) model was the most efficient, with \( \gamma \) and \( p\text{-values} \) of 0.08383 and 0.0006, respectively. Therefore, we cannot state that the volatility in the interbank rates of these countries responds more strongly to negative than positive shocks because the interest rate variable takes longer to respond to shocks than the stock variable, as discussed above; however, as \( \gamma \) is non-zero, there are asymmetric impacts. The fact that some of the model parameters are negative does not affect the estimation because the logarithmic specification prevents the variance from being negative, and the model parameters can thus be negative.

The daily MIBOR and TIIE series, which were best estimated by EGARCH (2,2) processes, unlike TIRUSSIA and SHIBOR, exhibited a negative \( \gamma \) value (\( \gamma = -0.10650, p\text{-value} = 0.000 \), for MIBOR and \( \gamma = -0.01693, p\text{-value} = 0.04720 \) for the TIIE), which suggests

| Coefficient | \( \phi_1 \) | 0.2392 | 0.0000 |
|-------------|-------------|--------|--------|
| \( \phi_1 \) | -0.9866     | 0.0000 | 0.034  | 0.855 |
| \( \phi_2 \) | 0.9056      | 0.0000 | 0.0000 |
| \( \phi_3 \) | -0.6458     | 0.0000 | 0.0000 |
| \( \phi_4 \) | 0.2887      | 0.0000 | 0.0000 |
| \( \phi_5 \) | -1.3686     | 0.0000 | 0.0000 |
| \( \phi_6 \) | 1.0847      | 0.0000 | 0.0000 |
| \( \phi_7 \) | -0.3189     | 0.0000 | 0.0000 |

Table V.

Interbank interest rates two – TICHILE and BAIBOR – were estimated by ARCH models, demonstrating the skewness in most of the studied series.
| Model                  | Variance equation | Probability | Distribution | Standard error | AIC    | BIC    | HQ     | $\chi^2$ | Probability |
|-----------------------|-------------------|-------------|--------------|----------------|--------|--------|--------|----------|-------------|
| D(TIRUSSIA)           | EGARCH (1,2)      | $-0.7145$   | 0.0000       | t-Student      | 0.000  | -19.131| -19.119| -19.126  | 0.228       | 0.633        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\alpha$          | 0.4538      | 0.0000       |                |        |        |        |          |             |
|                       | $\gamma$          | 0.5610      | 0.0000       |                |        |        |        |          |             |
|                       | $\beta_1$         | 0.6431      | 0.0000       |                |        |        |        |          |             |
|                       | $\beta_2$         | 0.3362      | 0.0000       |                |        |        |        |          |             |
| D(MIBOR)              | EGARCH (2,2)      | $-0.2671$   | 0.0000       | t-Student      | 0.000  | -21.694| -21.681| -21.689  | 0.195       | 0.658        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 4.7927      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_2$        | -4.0402     | 0.0000       |                |        |        |        |          |             |
|                       | $\gamma$          | 0.1065      | 0.0053       |                |        |        |        |          |             |
|                       | $\beta_1$         | 1.4364      | 0.0000       |                |        |        |        |          |             |
|                       | $\beta_2$         | -0.4452     | 0.0000       |                |        |        |        |          |             |
| D(SHIBOR)             | EGARCH (2,2)      | $-0.0778$   | 0.0000       | t-Student      | 0.000  | -22.691| -22.663| -22.680  | 0.088       | 0.767        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 2.0993      | 0.0004       |                |        |        |        |          |             |
|                       | $\omega_2$        | -1.8252     | 0.0004       |                |        |        |        |          |             |
|                       | $\gamma$          | 0.0838      | 0.0006       |                |        |        |        |          |             |
|                       | $\beta_1$         | 1.5078      | 0.0000       |                |        |        |        |          |             |
|                       | $\beta_2$         | -0.5089     | 0.0000       |                |        |        |        |          |             |
| D(TIIE)               | ARCH (1)          | $0.0000$    | 0.0000       | t-Student      | 0.000  | -22.663| -22.657| -22.661  | 0.236       | 0.878        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 0.1714      | 0.0000       |                |        |        |        |          |             |
| D(BAIBOR)             | ARCH (4)          | $0.0000$    | 0.0000       | t-Student      | 0.000  | -23.189| -23.179| -23.185  | 0.219       | 0.640        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 0.7445      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_2$        | 0.2408      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_3$        | 0.1744      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_4$        | 0.3186      | 0.0000       |                |        |        |        |          |             |
| D(TIIE)               | EGARCH (2,2)      | $-0.0838$   | 0.0000       | t-Student      | 0.000  | -23.900| -23.886| -23.895  | 0.000       | 0.994        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 0.2186      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_2$        | -0.0547     | 0.0334       |                |        |        |        |          |             |
|                       | $\gamma$          | -0.0169     | 0.0472       |                |        |        |        |          |             |
|                       | $\beta_1$         | 0.4237      | 0.0000       |                |        |        |        |          |             |
|                       | $\beta_2$         | 0.5774      | 0.0000       |                |        |        |        |          |             |
| D(FFUNDS)             | EGARCH (2,1)      | $0.0204$    | 0.0000       | t-Student      | 0.000  | -24.563| -24.555| -24.560  | 0.389       | 0.533        |
|                       | $\omega$          |             |              |                |        |        |        |          |             |
|                       | $\omega_1$        | 4.2265      | 0.0000       |                |        |        |        |          |             |
|                       | $\omega_2$        | -3.8736     | 0.0000       |                |        |        |        |          |             |

(continued)
| Model   | Variance equation | Probability | Distribution | Standard error | AIC   | BIC   | HQ   | $TR^2$ | Probability $\chi^2$ |
|---------|-------------------|-------------|---------------|----------------|-------|-------|------|--------|-----------------------|
| D(EURIBOR) EGARCH (2.1) | $\gamma$ | 0.3350 | 0.0000 | t-Student | 0.000 | -23.759 | -23.748 | -23.755 | 2.432 | 0.119 |
|         | $\hat{\beta}_1$ | 1.0025 | 0.0000 | | | | | | | |
|         | $\omega$ | -8.9048 | 0.0000 | | | | | | | |
|         | $\alpha_1$ | 10.5311 | 0.0906 | | | | | | | |
|         | $\alpha_2$ | -2.4322 | 0.0944 | | | | | | | |
|         | $\gamma$ | -1.2629 | 0.0965 | | | | | | | |
|         | $\hat{\beta}_1$ | 0.6168 | 0.0000 | | | | | | | |
| D(TMIR) EGARCH (2.2) | $\omega$ | 0.0034 | 0.0000 | t-Student | 0.000 | -29.346 | -29.332 | -29.341 | 0.007 | 0.932 |
|         | $\alpha_1$ | 4.3594 | 0.0000 | | | | | | | |
|         | $\alpha_2$ | -3.3088 | 0.0000 | | | | | | | |
|         | $\gamma$ | -1.0511 | 0.0000 | | | | | | | |
|         | $\hat{\beta}_1$ | 1.1817 | 0.0000 | | | | | | | |
|         | $\hat{\beta}_2$ | -0.1795 | 0.0000 | | | | | | | |

Table VI. Interbank interest rates
the presence of the leverage effect in the series (negative shocks increase volatility more than positive shocks). The daily TICHILE and BAIBOR series were the only series that were better estimated by symmetrical and not generalized processes, i.e. ARCH (1) and ARCH (4), respectively, i.e. the series variance depends on the square of past values of its residuals and not on its past variance.

However, in the case of TICHILE series, the EGARCH (2, 2), EGARCH (2, 1) and EGARCH (1, 1) models (t distribution) presented lower information criteria values and standard errors than the ARCH (1) model, but the parameters were not significant, which is not in accordance with the criteria used to select the model.

With respect to developed countries, all series were better modelled by EGARCH processes, namely, EGARCH (2, 1) for the FFUNDS and the EURIBOR, and EGARCH (2, 2) for TMIR. The EGARCH (1, 2) model for the FFUNDS series was the only model of the three series with a positive $\gamma$ value of 0.33496 and a $p$-value of 0.0000. For the EURIBOR series, the model presented a $\gamma$ value of $-1.26286$ with a $p$-value of 0.0965; for the TMIR series, the model presented a $\gamma$ value of $-1.05107$ and a $p$-value of 0.0000.

Figure 3 shows the volatility plots calculated using the conditional variances of each GARCH series shown above, for all the interbank rates examined. Although the CDI and SABOR series did not exhibit conditional heteroscedasticity in their ARIMA models and were thus not estimated in the GARCH models for selecting the most efficient model, these series were modelled on a GARCH (1, 1) process to facilitate the graphic representation of its volatility. The following series show that, even when the volatility has high peaks, the scale ($y$-axis) of the plots varies little; however, the peaks are considered.

Regarding the greater volatility points in the interbank rates, these rates correspond to the end of 2002 and the beginning of 2003 (Point 1) due to the presidential elections, which increased the financial risk. However, in the case of interest rates, that was mainly due to the rise in the exchange rate. Since January 1999, when the exchange rate experienced a major devaluation, reaching BRL 1.98 against the dollar, currency devaluations became constant and their peak occurred on the eve of the 2002 presidential election, with an exchange rate of BRL 3.89. This occurrence may explain why the basic interest rate of the Brazilian economy begins 2000 at an annual rate of approximately 17 per cent, is approximately 21 per cent in November 2002, and is 24 per cent per year in January 2003; the rate was beginning to recede during the second half of 2004, dropping to approximately 16 per cent (Point 2) when the exchange rate was approximately BRL 2.90 (Brazilian Central Bank, 2012).

In November 2006, the exchange rate was at approximately BRL 2.17. In subsequent years, there was a gradual reduction in interest rates, reaching an annual rate of 11.18 per cent in 2007, although the rate rose again in 2008 (Point 3) due to the financial crisis. In 2009, the Central Bank Monetary Policy Committee reduced the basic interest rate of the Brazilian economy, which closed the year at 8.65 per cent (Point 4), rising again in 2010. In April 2011, the Sistema Especial de Liquidação e de Custódia (SELIC) rate was set at 11.67 per cent per year, and in April 2013 it was approximately 7.2 per cent p.a. (IPEADATA, 2013).

As for the SABOR series, which is more recent than the others (2007-2011), it showed a higher volatility peak in 2008 when it presented a sharp rise in interest rates mainly due to high inflation. According to IMF report data (2012), in 2006, the average annual inflation rate in South Africa was approximately 4.7 per cent, rising to 7.09 per cent in 2007 and to 11.53 per cent in 2008.

In the interbank rate series in Argentina (BAIBOR), two plots were prepared to better demonstrate the results, given that the series scale changing considerably after 2001 and
2002, which were years of economic crisis. At the beginning of the decade, the country undertook a series of recessionary and deflationary economic adjustment policies; in 2001, Argentina went through its worst economic crisis since the 1930s that featured a bankrupt financial system, capital flight and restrictions on bank withdrawals. Finally, the country declared a moratorium on private foreign creditors and ended currency convertibility (Vadell, 2006). The peak in years 2006 to early 2008 (Point 6) can be justified due to inflationary pressure, as those were the years when the country’s inflation was higher than it had been since the 2001 crisis.

Interbank interest rates

Figure 3. Graphics of the volatility of the time series of GARCH processes

(continued)
Chile has been considered an economic development model among Latin American countries, which is a result not only of a series of favourable economic factors but also of the country’s political scenario (return to democratic rule), according to Corrêa and Lima (2008). In 2008 and 2009, Chile experienced higher volatility peaks (Peaks 3 and 7, respectively) because 2008 was the year of the subprime financial crisis, whereas the country had lower credit expansion and deceleration of economic growth in 2009. In addition, 2008 was also the year with the highest inflation rate (8.7 per cent), and 2009 was the worst year of the entire decade in terms of economic growth (−1.693 per cent).

With respect to Mexico, the country began the 2000s with high interest rates (approximately 19 per cent per year) due to high inflation rates that had been recorded since the late 1990s, which increased the volatility of the interbank rate series in 2000 to early 2002 (Point 8).

Russia began 2000 with a strong currency devaluation, an expansion of bank loan policies and high inflation (86 per cent per year in 1999), in addition to an increase in oil and gas prices (Desai, 2006; IMF, 2012), which explains the increased volatility of interest rates in that year (Point 9). In 2002, the government had to resort to a more restrictive monetary policy and greatly increased the interest rate. In 2001, the interbank rate reached an annual rate of 48 per cent, which increased volatility once again (point 10). The same type of event occurred in 2005 (Point 11), although both the increase in inflation and in the interest rate were lower than in previous years.

Source: Own elaboration
In Russia, the monetary policy adopted was different from that in the other BRICS countries. Interest rates increased considerably between October 2008 and September 2009, which was due to the increased risk aversion of international investors and the sharp fall in prices of commodities (including oil and oil derivatives, according to Acioly et al. (2010)).

The opposite trend occurred in India, given that the country began the 2000s with good economic growth and low inflation, albeit with high interest rates (approximately 25 per cent), which may explain the increased volatility represented by point 12. Between 2000 and 2002, there was a gradual fall in interest rates (between 9 and 12 per cent), which reached an annual rate of approximately 5 per cent by the end of 2002, which may have contributed to a new volatility peak (Point 13). However, in years 2007 and 2009 (Points 3 and 14), the beginning of the global financial crisis followed by the European crisis led to new inflationary pressures in the country. In 2007, the interbank rate peaked at 68 per cent and gradually dropped until 2009.

When analysing China’s interbank rate volatility (SHIBOR), only two peaks were found, one in 2008 and another in 2009 (Point 15) (the series consists of the 2006-2011 period only); these peaks are likely a result of the financial crisis in the first year because China is the largest creditor of US Government debt, followed by deflation in the following year.

Following the 2008 crisis, Chinese and Indian interest rates declined faster than the Brazilian rate, as the SELIC began dropping only three months after these other countries, whose drops began in October 2008. However, in Brazil, the reduction extended until July 2009, whereas the Chinese and Indian central banks halted the rate decrease in November 2008 and in February 2009, respectively (Acioly et al., 2010).

These authors add that almost all developed countries and a large number of developing countries adopted less strict monetary policies after the subprime crisis and gradually reduced interest rates, although the evolution of this decrease was different in the two groups of countries. Thus, in developed countries, the drop-in interest rate was more pronounced than in developing countries.

The first major volatility peak in the conditional variance series of the US interbank interest rate (FFUNDS) occurred in 2003 (Point 16), due to a sharp drop in the country’s interest rates, which increased again after 2001 and 2002. In 2005 and 2006, there is a gradual rise in interest rates (Point 17) mainly due to the inflationary pressure suffered by the country. The subprime crisis in the US housing market began at the end of 2007, which led to a period of strong economic recession in the following years (2008 and 2009). In August 2011, the USA also faced the rise of the government debt ceiling, a fundamental factor in its payment. After this episode, Standard & Poor’s lowered the credit rating of US bonds from AAA to AA+.

As for the interbank rate in Europe, which is represented by Germany in this study, a member of the European common market, although the market’s interest rate is determined by the European Central Bank (ECB). The monetary policy conducted by the ECB occurs through a series of economic policy implementation requirements of the bloc’s countries. Points 19 and 20, which represent increases of interbank interest rate volatility in Europe, can be explained by the decline in interest rates that occurred in 2003 and 2004. In the following year (Point 21), there were successive increases in interest rates to curb the beginnings of an inflationary expectation. The Eurozone public debt crisis began at the end of 2009 and early 2010, which led to a sharp drop in interest rates and to an increase in the interbank rate volatility (Point 22). In early 2012, nine European countries exhibited a drop in their credit rating. Nonetheless, Germany retained its AAA rating.

As for the fixed income market of Japan, represented by the TMIR interbank interest rate, the increase in volatility at the beginning of the decade (Point 23), can be assigned to the
remnants of the recession faced by the country at the end of the previous decade, with the 1990s being known as the period of the “great recession” or “lost decade” (Mulugetta and Mulugetta, 2009; Hoshi and Kashyap, 2004).

Although countenancing a deflationary scenario in years 2000 and 2001, interest rates were high until mid-2001 and remained at low levels until the end of the first half of 2006, when there was a sharp rise in the rate again (Point 24). In 2007, Japan was among the first countries to feel the early effects of the US financial crisis, and 2008 and 2009 were periods of stagnation and economic recession in the country due to rising interest rates and falling exports (IMF, 2013). According to Miyagawa (2011), the recovery from this shock has been slow, and the government has failed to implement new monetary and tax policies due to the high amount of national debt.

Cosgrove and Marsh (2010) reveal that the combination of a “loose” tax policy, together with a strict monetary policy, led Japan to slow growth, followed by unemployment, deflation and increased national debt.

5. Final considerations
This study analysed the volatility of the fixed income market returns of 11 countries, namely, Brazil, three other markets that represent Latin American countries (Argentina, Chile and Mexico), the other countries that make up the so-called “BRICS” (Russia, India, China and South Africa) and three developed countries (USA, Germany and Japan), from January 2000 to December 2011.

This study also aimed to define which of the autoregressive conditional heteroscedasticity models (ARCH, GARCH, EGARCH, TGARCH and PGARCH), and a combination of these with ARIMA models, could more efficiently model the volatility of returns in these markets. The variables used in this study were the daily interbank rates returns as representative of the fixed income market, as interest rates are considered the main instrument of monetary policy of a country.

The volatility peaks of the daily interbank interest rates showed idiosyncratic patterns in each country involved in the study because they are derived from the economic policies adopted for the gross national product growth. In Brazil, for example, high volatility is given by high financial risk in period of presidential elections and periods of high exchange devaluation. In Argentina, the large increase was due to the economic crisis of 2001 and Europe, the Euribor rate showed inflation peaks in the late 2000 due to the public debt of the eurozone crisis.

That is, only in 2008 that there was a peak point in common seen among all countries in the sample with the global financial crisis, all other volatility peak points in the fixed income market are related to inflation containment policies, growth acceleration or exchange rate policies adopted in each country.

In relation to the volatility models used, the CDI and SABOR showed no ARCH behaviour in their series; therefore, these interbank rates were estimated only with ARIMA models. Most other series of daily interbank rates were better estimated by EGARCH models, including the series of developed countries.

Only the Chilean and Argentine rate series were better modelled in ARCH processes. This finding suggests that asymmetric models estimate the interest rate volatility more efficiently than symmetric models, which confirms the study of Edwards and Susmel (2003) and Ke et al. (2008), because negative events increase volatility more than positive events, and the volatility of the interest rate market seems to be short-lived and to behave in a more timely manner than other markets, as it rises at some point and thereafter already returned to their previous levels.
One limitation to this study was not having found an interbank interest rate database from China and South Africa with the same time span of the other rates studied. Nonetheless, it is expected that this study has contributed to a better understanding of the volatility of interest rates and the main factors affecting this market.
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