On Strengthening of the Solar f-Mode Prior to Active Region Emergence Using the Fourier-Hankel Analysis
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Abstract
Recent results of Singh, Raichur, and Brandenburg (2016) show that the emergence of an active region (AR) can be seen in a strengthening of the f-mode power up to two days prior of the region’s formation. In the original work, ring diagram analysis was used to estimate the power evolution. In this study, we make use of the Fourier-Hankel method, essentially testing the aforementioned results with an independent method. The data are acquired from SDO/HMI, studying the ARs 11158, 11072, 11105, 11130, 11242 and 11768. Investigating the total power as a function of time, we find a similar behavior to the original work for four of the six listed ARs, which is an enhancement of f-mode power about one to three days prior to AR emergence. AR 11105 as well as AR 11242 also show detectable f-mode enhancement, although less significant than what was observed before. In addition, the analysis of the absorption coefficient $\alpha$, yielded by the Fourier-Hankel analysis, shows neither absorption ($\alpha > 0$) nor emission ($\alpha < 0$) of power during the enhancement. Finding no changes of the absorption coefficient (i.e., $\alpha = 0$) is an important result, as it narrows down the possible physical interpretation of the original f-mode power enhancement, showing that no directional dependence (in the sense of inward and outward moving waves) is present.
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1. Introduction
Finding ways to reliably predict the emergence of active regions is an important application of helioseismology, as it allows for the ability to forecast some aspects of space weather.
Active regions act as host to almost all solar eruptive phenomena, such as flares, radio bursts and coronal mass ejections (Webb and Howard, 2012; Temmer, 2021). It has been shown in the past that active regions strongly influence helioseismic measurements: For example, in Rajaguru, Basu, and Antia (2001) a significant shift toward larger frequencies for both pressure and fundamental (p- and f-) modes was found, which is related to strong p-mode travel-time perturbations (Braun and Birch, 2006). Similarly, Schunker et al. (2013) reported a p- and f-mode travel time shifts of up to 100 s (in a simulated scenario). Both Rajaguru et al. (2013) and Rijis et al. (2015) investigate a local enhancement of acoustic power that surrounds all magnetic features on the Sun (the acoustic halo). Measurements of subsurface wave-speed perturbation show that the average acoustic power at the surface is altered even before the appearance of a strong magnetic field in surface magnetograms (Hartlep et al., 2011). Emerging active regions have been investigated in the past by means of time-distance helioseismology (Ilonidis, Zhao, and Kosovichev, 2011), down to a depth of 75 Mm. In terms of actual precursor signals, a retrograde flow with an amplitude of 100 m s\(^{-1}\) roughly 2 hours prior to emergence has been observed (Schunker et al., 2016), while subsurface flows remain weak (on the order of 1 m s\(^{-1}\), not larger than 15 m s\(^{-1}\)) and obfuscated (Hanasoge, 2008; Birch et al., 2013). Other studies involving the f-mode yielded results regarding shallow (usually a few Mm) subsurface magnetic fields (Hindman et al., 2004), generally indicating flows that are not present in magnetically quiet regions. The theoretical work of Singh, Brandenburg, and Rheinhardt (2014), Singh et al. (2020) shows that f-mode frequencies, as well as amplitudes, are sensitive to subsurface magnetic fields. As many details about the build up and the emergence of active regions, as well as their subsurface flows and structure remain uncertain (Gizon et al., 2009; Moradi et al., 2010), studying f-mode variability in the presence of active regions is a promising method to learn about the solar dynamo (Charbonneau, 2020) and subsurface solar magnetism more specifically (Hanasoge, 2008; Felipe et al., 2012).

This study builds on the observations of Singh, Raichur, and Brandenburg (2016), who reported a systematic strengthening of f-mode power, prior to the emergence of active regions ARs 11130, 11158, 11242, 11105, 11072, and 11768. Here, we employ a Fourier-Hankel analysis on the same ARs to first estimate the power evolution aiming to test the aforementioned observations with an independent method, and secondly, to calculate the absorption coefficient \(\alpha\), i.e., the ratio of power from the waves going towards and away from the active region, to potentially link the results to physical mechanisms (such as sunspot absorption), uncovered in earlier studies. Fourier-Hankel analyses were first applied in the context of helioseismology by Braun, Duvall, and Labonte (1987), in order to investigate the mentioned power absorption by sunspots. The Fourier-Hankel method was further used and refined in later studies, for example Couvidat (2013), who looked at the absorption spectrum as a whole for multiple HMI and AIA data products, and Felipe, Crouch, and Birch (2014), who investigated the capability of helioseismic methods to discern between monolithic and spaghetti sunspot models. Furthermore, it has been useful specifically in investigations of power evolution in relation to solar surface magnetism (Fan, Braun, and Chou, 1995; Lindsey and Braun, 1999).

Our work relies on Dopplergrams recorded by HMI (Schou et al., 2012) and the data processing reported in the original work of Singh, Raichur, and Brandenburg (2016). We test the hypothesis that there is an initial enhancement of f-mode power 1 to 3 days prior to the emergence of an active region, followed by the well-established power reduction due to the sunspot being present. Simultaneous to the reduction of power, an increase in absorption (\(\alpha > 0\)) would follow. Therefore, calculating \(\alpha\) during the initial power enhancement should either result in emission (decrease of the absorption coefficient, \(\alpha < 0\)), which would let us
make a connection to the sunspot-power behavior, or a result of zero absorption ($\alpha = 0$), suggesting another, potentially unknown, mechanism to be present.

At first we will go over data acquisition and treatment in Section 2, discussing similarities and differences compared to the original work. Second, details regarding the Fourier-Hankel method applied here will be discussed in Section 3. Our results will be presented in Section 4, while discussion and conclusions are shown in Section 5.

2. Data Acquisition and Treatment

The data preparation is designed to be as similar as possible to that described in Singh, Raichur, and Brandenburg (2016), albeit a different helioseismic method was used. As a first step for the analysis, we track AR 11158 starting prior to its emergence on 2011.02.14 with the computer program *mtrack* (Bogart, 2007), using the Snodgrass-rate as tracking rate (Snodgrass and Ulrich, 1990). Furthermore, for every frame the line-of-sight component of both observer velocity and solar rotation are removed. The contributions of granulation to the velocity signal are reduced by applying a running difference, yielding the corrected velocity signal $v$. In addition to the magnetically active region, a quiet-Sun control region with the same tracking rate and initial position, but in the opposite hemisphere is tracked. Thus, for each active region that is tracked with starting point $(x, y)$ (representing longitude, latitude), the corresponding quiet-Sun starting point is given by $(x, -y)$. Let us call this quiet control region QS 11158, which corresponds to the AR 11158. It is important to keep in mind that the observer’s latitudinal position, commonly known as the $B_0$-angle, will introduce a systematic discrepancy between velocities measured in the northern and southern hemispheres. As will be demonstrated below, this can be accounted for using geometric considerations. Nevertheless, we show the $B_0$-angle for all tracked regions in Table 1.

All other regions (ARs 11072: $t_{AR} = 2010.05.23$, 11105: $t_{AR} = 2010.08.03$, 11130: $t_{AR} = 2010.11.29$, 11242: $t_{AR} = 2011.06.29$ and 11768: $t_{AR} = 2013.06.14$) are tracked, similarly to what is described for AR 11158. As an additional control measure to investigate, whether the location of the quiet Sun (QS) on the opposite hemisphere leads to significantly different results, AR 11242 is tracked using the Carrington-rate and its quiet-Sun region is tracked at the exact same latitude (i.e., at $(x, y)$) but two Carrington rotations prior to the emergence of AR 11242. We take the same definition of AR emergence time $t_{AR}$ as in the original work. Each active region is required to be isolated, meaning no significantly strong magnetic field appears in its vicinity during the full tracking period. Furthermore, all regions should emerge close to the central meridian, such that the region can be observed up to three days, before and after. Using data from Cycle 24 only, these requirements lead to a naturally small sample size (a total of six in this case). Increasing the sample can be achieved by considering non-isolated ARs. In this work, however, we will restrict ourselves to isolated regions, preferring ‘best-case’ scenarios over a larger amount of data. For illustration, a snapshot of, e.g., AR 11158 and its corresponding quiet-Sun control region (QS 11158) are shown in a helioprojective coordinate frame in Figure 1, and Figure 2, respectively. Note that we opted to show magnetograms here for visualization purposes, since the extent of the magnetically active region is easier to see. Otherwise, Dopplergrams are used throughout the analysis. All disk positions for the tracking can be found in Table 1.

Tracking yields five days of 8-hour long 1024 pixel $\times$ 1024 pixel-data cubes at a cadence of 45 s and a map scale of 0.365 Mm ($= 0.03^\circ$). Each of these 8-hour cubes represents one data point of $f$-modal power, as we will see in the further analysis. All data cubes contain Postel-projected (see right panels of Figure 1 & 2) Dopplergrams in a heliographic longitude-latitude grid, i.e., $v(x, y, t)$. After performing a Fourier-transform, we select data.
Figure 1 Magnetogram of AR 11158 in helioprojective full-disk view (left) and zoomed, heliocentric view (right) during emergence on 2011.02.13, 00:00, displaying the line-of-sight component of the magnetic field. Black dashed lines mark the full tracked area, while blue circles highlight the data that is selected for further analysis. The right panel contains the Postel-projected map from the tracked area marked in the left panel.

Figure 2 Magnetogram of the quiet-Sun region corresponding to AR 11158 (i.e., QS 11158) in helioprojective full disk view (left) and zoomed, heliocentric view (right) during emergence on 2011.02.13, 00:00 UT. As remarked, this region is tracked simultaneously to AR 11158, but on the opposite hemisphere. An apparent offset from the equator \((y = 0)\) can be seen, which is due to the non-zero \(B_0\)-angle.

at \(k_x = 0\), i.e., \(V(k_x = 0, k_y, \nu)\). Here, \(V\) is the Fourier-transform of \(v\), \(k_x\) represents the longitudinal component of the wavenumber \(k\), while \(k_y\) represents the latitudinal component and finally \(\nu\) is the frequency. Afterwards, all data within a certain annulus are considered, as shown in Figure 1. The \(k_x = 0\) selection is made to be in accordance with Singh, Raichur, and Brandenburg (2016). Its benefits are first and foremost to reduce the total amount of data and can be understood as a customary procedure, equivalent to a longitudinal average, yielding the thus obtained mean power variation in our analysis.

3. Fourier-Hankel Decomposition

The decomposition method used here is described in detail in Braun, Duvall, and Labonte (1987) and in Gizon and Birch (2005). After Fourier transforming the velocity amplitudes
Table 1  Additional details concerning the tracking procedure of our six active regions. The upper row shows the AR-number, the following contain the $B_0$-angle, the (fixed) latitude, and the 16 disk positions in longitude. Note that AR 11242 was tracked using the Carrington-rate, yielding a slightly different spacing in between time-steps compared to all other ARs.

| AR 11158 | AR 11130 | AR 11768 | AR 11105 | AR 11242 | AR 11072 |
|----------|----------|----------|----------|----------|----------|
| $B_0$    | $-6.72^\circ$ | $1.17^\circ$ | $0.90^\circ$ | $5.91^\circ$ | $2.59^\circ$ | $-1.77^\circ$ |
| latitude | $-20.06^\circ$ | $13.28^\circ$ | $-11.57^\circ$ | $18.89^\circ$ | $17.42^\circ$ | $-15.27^\circ$ |
| longitude| $-49.28^\circ$ | $-36.71^\circ$ | $-16.95^\circ$ | $-26.35^\circ$ | $-36.29^\circ$ | $-41.40^\circ$ |
|          | $-45.01^\circ$ | $-32.40^\circ$ | $-12.61^\circ$ | $-22.05^\circ$ | $-31.56^\circ$ | $-37.08^\circ$ |
|          | $-40.70^\circ$ | $-28.05^\circ$ | $-8.23^\circ$ | $-17.72^\circ$ | $-26.83^\circ$ | $-32.73^\circ$ |
|          | $-36.41^\circ$ | $-23.70^\circ$ | $-3.85^\circ$ | $-13.41^\circ$ | $-22.11^\circ$ | $-28.37^\circ$ |
|          | $-32.15^\circ$ | $-19.38^\circ$ | $0.49^\circ$ | $-9.12^\circ$ | $-17.38^\circ$ | $-24.05^\circ$ |
|          | $-27.84^\circ$ | $-15.03^\circ$ | $4.87^\circ$ | $-4.79^\circ$ | $-12.65^\circ$ | $-19.70^\circ$ |
|          | $-23.55^\circ$ | $-10.68^\circ$ | $9.24^\circ$ | $-0.48^\circ$ | $-7.92^\circ$ | $-15.34^\circ$ |
|          | $-19.28^\circ$ | $-6.37^\circ$ | $13.58^\circ$ | $3.82^\circ$ | $-3.19^\circ$ | $-11.02^\circ$ |
|          | $-14.97^\circ$ | $-2.02^\circ$ | $17.96^\circ$ | $8.15^\circ$ | $1.53^\circ$ | $-6.67^\circ$ |
|          | $-10.68^\circ$ | $2.33^\circ$ | $22.34^\circ$ | $12.46^\circ$ | $6.26^\circ$ | $-2.31^\circ$ |
|          | $-6.42^\circ$ | $6.64^\circ$ | $26.67^\circ$ | $16.75^\circ$ | $10.99^\circ$ | $2.01^\circ$ |
|          | $-2.11^\circ$ | $11.00^\circ$ | $31.06^\circ$ | $21.08^\circ$ | $15.72^\circ$ | $6.36^\circ$ |
|          | $2.18^\circ$ | $15.34^\circ$ | $35.43^\circ$ | $25.39^\circ$ | $20.44^\circ$ | $10.72^\circ$ |
|          | $6.45^\circ$ | $19.66^\circ$ | $39.77^\circ$ | $29.69^\circ$ | $25.17^\circ$ | $15.04^\circ$ |
|          | $10.76^\circ$ | $24.01^\circ$ | $44.15^\circ$ | $34.02^\circ$ | $29.90^\circ$ | $19.39^\circ$ |
|          | $15.05^\circ$ | $28.36^\circ$ | $48.52^\circ$ | $38.33^\circ$ | $34.63^\circ$ | $23.75^\circ$ |

$v(x, y, t)$ of all Dopplergrams within a given annulus (Figures 1 and 2), we select $k_z = 0$ as mentioned and interpolate the resulting signal onto a radial grid. This allows us to further truncate the data, leaving only signals within an annulus, covering the direct vicinity of the (not yet emerged) active region. The annulus (defined by two circles with radii $r_{inner}, r_{outer}$) has the dimension $r_{inner}, r_{outer} = (15$ pixel, 200 pixel) = (5.48, 73.07) Mm, yielding a grid-spacing on the axis of the harmonic degree of $\Delta \ell = 59.50$ (with $\ell = k_x R_\odot$). The choice of this small annulus was made since we will deal with very small-scale oscillations in the analysis ($\ell \in [1200, 2000]$) and thus sensitivity to short wavelengths is required. In previous analyses that applied the Fourier-Hankel method, the magnetic region is usually dropped to exclude direct effects of the sunspot to the velocity signal (Braun, Duvall, and Labonte, 1987; Fan, Braun, and Chou, 1995). Such direct effects include degrading of the Doppler signal by distorting the atomic line and suppressing oscillations, but also contributions to the line-of-sight velocity by the moat-flow or other surface flows. Here, we do not have to worry about direct effects, since we observe the velocity signal prior to the emergence of the active region. Furthermore, f-mode power strengthening is considered an indirect effect and thus does not suffer from any such effects introduced by choosing a small annulus. Regardless, it must be kept in mind that any analysis after the emergence of the active regions is using velocity signals corrupted by direct effects introduced by magnetic regions. The above mentioned interval of $\ell$ is expected to show f-mode strengthening prior to the emergence of an active region (Singh, Raichur, and Brandenburg, 2016), and has been shown to exhibit power enhancement due to a localized subsurface magnetic concentration in simulations of Singh et al. (2020). For spatial truncating, a Hann-window $\lambda_N$ (Blackman and Tukey, 1958).
was applied to the data $V(r, t)$ with

$$
\lambda_N(n) = 0.5 - 0.5\cos\left(\frac{2\pi n}{N - 1}\right),
$$

(1)

where $N$ is the sample size ($N = r_{\text{inner}} - r_{\text{outer}} = 185$ pixels for the spatial window and $N = 640$ pixels for the temporal window) and where $0 \leq n < N - 1$. The Hankel decomposition yields the complex time series $a_\ell(t)$ and $b_\ell(t)$ of in- and outgoing waves within the annulus, by making use of the orthogonality of Hankel functions:

$$
a_\ell(t) = \frac{\pi L}{2\Delta r} \int_{r_{\text{inner}}}^{r_{\text{outer}}} \lambda_N(r)V(r, t)H^{(2)}(Lr)rdr,
$$

(2)

where $H^{(2)}(Lr)$ is the Hankel function of second kind and $r$ is the radial coordinate in the annulus. For calculating $b_\ell(\nu)$ Equation 2 can be used with the Hankel function of first kind $H^{(1)}(Lr)$. From the complex amplitudes $a_\ell(t)$, $b_\ell(t)$ we estimate the power spectra $P_{\ell}^{\text{in}}(\nu)$ and $P_{\ell}^{\text{out}}(\nu)$

$$
P_\ell(\nu) = W_{S}(f_\ell(t)),
$$

(3)

where $W_{S}(f)$ denotes the estimation process via Welch’s method (Welch, 1967), using again a Hann-window (Equation 1) with $f_\ell(t)$ representing either $a_\ell(t)$ or $b_\ell(t)$. As is usual for Welch’s method, the time-series is further divided into $S$ equally long segments. A window function is applied to each segment, designed in such a way that it overlaps with half of the following segment. This overlap is preferred to avoid bias introduced due to the window function almost eliminating velocity signal close to the edge of individual segments. This techniques results in $S$ individual periodograms, which are then averaged to reduce noise (and subsequently yield the estimated power spectrum). Here we set $S = 3$, as this appears to be the best trade-off between sufficient frequency resolution and noise reduction in the resulting spectrum. The spectra $P_{\ell}^{\text{in}}(\nu)$, $P_{\ell}^{\text{out}}(\nu)$ are obtained for $f_\ell(t) = a_\ell(t)$, $b_\ell(t)$ respectively. Subsequently, we calculate the absorption coefficient (Braun, Duvall, and Labonte, 1987):

$$
\alpha_\ell(\nu) = 1 - P_{\ell}^{\text{out}}(\nu)/P_{\ell}^{\text{in}}(\nu).
$$

(4)

Finally, the total power is estimated via

$$
P_{\ell}^{\text{tot}}(\nu) = P_{\ell}^{\text{in}}(\nu) + P_{\ell}^{\text{out}}(\nu).
$$

(5)

Both $P_{\ell}^{\text{tot}}(\nu)$ and $\alpha_\ell(\nu)$ are shown in Figure 3. In the left panel, we then see the usual $\ell$-$\nu$-diagram with multiple ridges. As expected, we see barely any low-frequency granulation noise, due to the running difference applied initially. The seemingly low resolution stems from the rather broad grid spacing of $\Delta \ell = 59.50$ and the temporal duration of just 8 hours (the total duration is 5 days which is divided into 8 segments as mentioned). Furthermore, the f-mode “fans out” towards high $\ell$ (Singh, Brandenburg, and Rheinhardt, 2014), meaning the line-width increases. This has to be accounted for in the $\ell \in [1200, 2000]$ range, by employing an adequate fit in the following analysis. Comparing the total power to the absorption spectrum (right panel), we also see ridge-like structures. This is due to the active region’s emergence towards the end of the observation, which will lead to absorption of
Power spectrum $P^{\text{tot}}$ (left) and absorption coefficient $\alpha$ (right) as a function of harmonic degree $\ell$ and temporal frequency $\nu$ for a duration of 8 hours (shown for AR 11158). As can be seen, the f-mode ridge is well resolved, granulation noise is almost eliminated (due to the running difference), and other background contributions are minimal. In the absorption map, red means power absorption, while blue means power emission. This section of the full time series corresponds to a time after the active region emerged, which explains why absorption along ridges can be seen.

Same as Figure 3 but at $t - t_{\text{AR}} = -24$ h prior to the AR emergence.

power (Braun, Duvall, and Labonte, 1987; Cally and Bogdan, 1997). On the contrary, Figure 4 shows the absorption spectrum at $t - t_{\text{AR}} = -24$ h, from which we can see indications of power absorption forming along the ridges. Such power absorption signatures roughly correlate with weak magnetic signals visible in the corresponding magnetogram, although no pores or other features are visible in the continuum intensity yet. Another feature is a wide area of weak emission at very low frequencies $\nu < 2$ mHz below the f-mode frequencies and rather large $\ell$, seemingly within the range of solar granulation (see, for example, Couvidat 2013, Waidele et al. 2021) and propagating gravity waves. In this particular frequency range, the absorption coefficient $\alpha$ is rather unreliable, since not a lot of power is present in the first place. Either way, the region is well separated (in the frequency domain) from the f-mode ridge, ensuring that such granulation noise does not affect further analysis.

Error estimates are calculated as described in Priestley (1981). The variance of a periodogram $P$ is given as $\text{var}(P) = 4P^2$ and does not depend on the sample size $N$ (which is a general property of a $\chi^2$-distribution). Applying window functions $\lambda(t)$ to the data however,
reduces the variance as follows

$$\text{var}(P) = 4P^2 \frac{\sum_{t=0}^N \chi^2_N(t)}{\sum_{t=0}^N \chi_N(t)}.$$ (6)

The apodization process also makes the $\chi^2$-distributed periodogram converge towards a Gaussian distribution (enabling the estimation of an actual errorbar). Since we use Hann windows, the variance reduces to $\text{var}(P) = P^2 \cdot 3/4$, with the corresponding error $\sigma_P/P = 0.866$. This is further reduced by averaging over $S = 3$ segments (see Equation 3). Furthermore, performing weighted sums over $\ell$ and $v$ as will be shown in the next section finally yields $\sigma_P/P = 0.133$, or for the absorption $\alpha$

$$\frac{\sigma_\alpha}{\beta} = 0.188 \quad \text{with}$$

$$\beta = \frac{P_{\text{out}}}{P_{\text{in}}}.$$ (7)

This process results in a reliable estimation of errorbars as the spectra $P$ follow approximately Gaussian distributions. Note that, in terms of terminology, the periodogram is defined as the unsmoothed square modulus of the Fourier transform of the time series. When sufficiently smoothed or averaged, it is called the power spectrum.

4. Results

To calculate the absorption coefficient $\alpha$ along the f-mode more precisely, we first have to find solid estimates for $P_{\ell}^{\text{in}}(v)$ and $P_{\ell}^{\text{out}}(v)$. For this purpose, we employ a procedure equivalent to that presented in Singh, Raichur, and Brandenburg (2016). Thus, we fit the entire spectrum to find the power distribution of the f-mode, using a combination of Lorentz-curves (to describe oscillatory processes within the spectrum) and Gaussian-curves plus constant (to describe background power). Most of the power $P_{\ell}(v)$ within $\ell \in [1200, 2000]$ is made up of contributions from the f-mode ridge, the $p_1$-ridge and background, such that the most simple model $M(v)$ is given by two Lorentz-curves $L_f(v) + L_{p,1}(v)$ plus a single Gaussian $G(v)$ plus a constant background $c$:

$$M(v) = L_f(v) + L_{p,1}(v) + G(v) + c.$$ (9)

Although there are notable contributions from higher order p-modes, they barely contribute to the f-mode power distribution itself, such that, for the sake of fit robustness, we do not consider higher orders for our fit function. Lastly, the frequency interval is chosen to be $v \in [0, 8]$ mHz, which roughly places the f-mode peak at its center, therefore ensuring an approximately symmetric line distribution. An example of a fit result for a single value of $\ell$ (here $\ell = 1556$, for $P_{\ell}^{\text{in}}(v)$) is shown in Figure 5. In Figure 6 we show a comparison of the available power data (also for $P_{\ell}^{\text{in}}(v)$) with the fit results for all spectra $\ell \in [1200, 2000]$.

For the following analysis, only the term $L_f(v)$ from model $M(v)$ will be used, since we focus on f-mode power alone, while the other terms appearing in the model served the purpose of stabilizing the fit algorithm and therefore should not be considered further. Thus, by making use of the true f-mode spectrum $L_f(v)$, we can estimate the energy $E_f$ within the f-mode as follows:

$$E_f(v) \propto \sum_k k P_{\text{tot}}^k(v),$$ (10)
Figure 5 Result of fitting $P^\text{in}_\ell(v)$ for $\ell = 1556$ for an arbitrary 8-hour segment in logarithmic scale. Black dots represent the data. The red line shows the fit result, using $M(v)$ as model function (Equation 9), whereas the blue line only shows the according result for $L_f(v) + c$, i.e., the true f-mode power spectrum plus a static background $c$.

Figure 6 Result of fitting the spectrum around the f-mode, but for all $\ell = [1200, 2000]$ (therefore the same as Figure 5, but for all $\ell = [1200, 2000]$) for an arbitrary 8-hour segment. The left panel shows the data $P^\text{in}_\ell(v)$ and the right panel shows the according model attempt using $L_f(v)$ to describe the f-mode power spectrum.

Therefore representing essentially a weighted sum over $k = k_v = \ell / R_\odot$. Still, $E_f(v)$ is explicitly given as a function of time $E_f(v, \langle t \rangle)$, since we divided the full 6-day time series into $\langle t \rangle = 8$ hour segments. Thus, for a smoother result, we sum over the entire spectrum $v$:

$$E_f(\langle t \rangle) = \sum_v E_f(v, \langle t \rangle).$$ \hspace{1cm} (11)

It is important that we recognize that $E_f(\langle t \rangle)$ is not only an explicit function of time, but also an implicit function of longitude, as the tracked region moves across the solar disk as time passes, as well as a function of the $B_0$-angle showing variations of annular period. This fact will lead to a systematic weakening of oscillatory power when $E_f(\langle t \rangle)$ is measured close to the limb, while the $B_0$-dependence introduces an asymmetry in power between the active region and the quiet-Sun control region. Here, we eliminate both of these systematic effects by using an empirical model $\zeta$ for the expected power variation across the solar disk (see Singh, Raichur, and Brandenburg, 2016):

$$\zeta(\cos \gamma) = \cos \gamma (q + (1 - q) \cos \gamma),$$ \hspace{1cm} (12)
Shown are f-mode energy $E_f(\langle t \rangle)$ (left) and the absorption coefficient $\alpha$ (right) for AR 11158 and for all time segments $\langle t \rangle$ minus the emergence time of the active region $t_{AR}$ (namely $t - t_{AR}$). The blue curve represents data taken from the active region sample, the orange (dashed) curve shows the corresponding quiet-Sun data. Curves are 3-point box-car smoothed, to reveal trends better. The top axis (for both panels) shows the Stonyhurst longitude of the tracked regions.

\[ \cos \gamma = \cos \theta \cos \phi, \]

in which $\theta$ and $\phi$ represent the latitude and longitude of the tracked region. Following the best-fit procedure carried out in Singh, Raichur, and Brandenburg (2016), we further set $q = 0.5$. Now we can correct $E_f(\langle t \rangle)$ using

\[ E_f(\langle t \rangle) \rightarrow E_f(\langle t \rangle)/\xi. \] (13)

The main focus of this work is to calculate power absorption as a function of time $\alpha(\langle t \rangle)$, and estimating the energy $E_f(\langle t \rangle)$ alongside $\alpha(\langle t \rangle)$ which is important to allow for direct comparison between the two and shed additional light to the findings of Singh, Raichur, and Brandenburg (2016). For the correct estimation of $\alpha(\langle t \rangle)$, we employ a weighted sum over $k$ and a sum over $\nu$ for both spectra $P^\text{in}_\ell(\nu)$ and $P^\text{out}_\ell(\nu)$. A further correction using $\xi$ is not required, since longitudinal dependencies are canceled out when calculating the ratio $P^\text{out}/P^\text{in}$ as in Equation 4. The f-mode energy $E_f(\langle t \rangle)$ and the absorption coefficient $\alpha(\langle t \rangle)$ are both shown for AR 11158 in Figure 7.

Interpreting the f-mode energy $E_f(\langle t \rangle)$ can be done by comparing both measurements for the AR and the corresponding QS region. Regarding the quiet-Sun energy, we can generally expect a constant, smooth distribution, providing an expectation for the ‘background’-energy of the entire near side of the Sun at that time. Therefore, any deviations of the AR distribution from its expected (QS-) distribution indicates additional physics. Following the conclusion of Singh, Raichur, and Brandenburg (2016), we expect a strengthening of $E_f(\langle t \rangle)$ for the AR, about 1 to 3 days prior to its emergence (i.e., $t - t_{AR} \approx 0$). What we observe here, is a significant power excess that can be seen before $t - t_{AR} < -24$ hours. For the following 4 time segments, the energy remains at nominal values before experiencing a stark reduction. It is indeed expected that the total power in the active region is suppressed, due to the power absorption of the emerging active region itself.

Looking at the absorption coefficient $\alpha$ (right panel) for quiet-Sun (orange), we expect $\alpha \approx 0$ at all times, since no (relevant) physical process is actively absorbing or emitting power. As we observe, except for minor deviations, this is indeed the case. In principle, even weak magnetic features corresponding to, for example, short-lived pores can cause momentary increases of $\alpha$, even for quiet-Sun regions. Concerning negative values, the only few
Figure 8  Distributions of ingoing energy $E_{in}^f$ (green, solid), and outgoing energy $E_{out}^f$ (red, dashed) as a function of time segment minus active region emergence time $t - t_{AR}$. The ordinate shows units of f-mode energy, since the estimation procedure for $E_f(t)$ (in Equation 13) was used. The left panel shows results for AR 11158, while the right panel shows results for the corresponding quiet-Sun region.

(larger scale) mechanisms known to cause $\alpha < 0$ are acoustic glories (Donea, Lindsey, and Braun, 2000; Donea and Newington, 2011) and potentially convective motions (Couvidat, 2013).

For the active region (blue), a steady increase in absorption is observed during emergence (and arguably even before that) which is thereby in phase with the drop in $E_f(t)$. Most notably, no power emission is detected during the strong power excess at $-72 \, h < t - t_{AR} < -40 \, h$. This is odd at first sight, although not surprising: Looking at both $E_{in}^f$ and $E_{out}^f$ individually (these are calculated via Equations 11 and 13 using $P_{in}$ and $P_{out}$ respectively), see Figure 8, we find that $E_{out}^f$ is consistently weaker than $E_{in}^f$. For the quiet-Sun region we again expect a smooth, constant distribution with $E_{in}^f = E_{out}^f$ for all times which is observed except for minor perturbations. In order to explain the f-mode strengthening in the absence of any power emission ($\alpha < 0$), $E_{in}^f$ and $E_{out}^f$ have to increase simultaneously during the strengthening phase of $E_f(t)$. This is thus also observed as an enhancement of the energy at that time, as may be inferred by comparing the f-mode energies shown in the left and right panels of Figure 8. Interestingly, this type of enhancement is fundamentally different from the power absorption by active regions, in which only one of the power components ($E_{out}^f$ in this case) is affected, while $E_{in}^f$ remains unchanged. This behavior calls for a specific investigation with the help of theoretical work (i.e., simulations) to learn the exact evolution of $E_{in}^f$ and $E_{out}^f$ during the emergence of an active region.

It is important that we convince ourselves of the statistical significance of the power strengthening signal, given the fact that estimations of power spectra tend to be erratic in nature. For this reason, we investigate both the range of errorbars and the data variance around an empirical expectation value, which is shown in Figure 9. For an estimation of the expectation value, we use the background model $\zeta$, and for the variance we use $\text{var} = \sum_{\langle t \rangle} (P_{\text{tot}} - \zeta)^2/n_{\langle t \rangle}$ with $n_{\langle t \rangle}$ being the total amount of timesteps $\langle t \rangle$. From comparing both, it can be seen that approximately $\sqrt{\text{var}} \approx \sigma_P$, indicating that errorbars are at the very least not underestimated. The systematic power asymmetry between active region and quiet-Sun introduced by $B_0 \neq 0^\circ$ can be seen as a small discrepancy between the orange and blue curves in Figure 9. As can be seen in the right panel, this discrepancy is eliminated by the correction in Equation 13. Finally, the total AR power (blue dots) strongly differs from its expectation value, which can be explained, as mentioned, by sunspot power absorption at longitudes close to disk center and f-mode power enhancement for lower longitudes.
Figure 9  Left: Total power $P_{\text{tot}} = P_{\text{in}} + P_{\text{out}}$ (dots, see Equation 5) and the empirical model $\zeta$ (solid lines, see Equation 12) as a function of longitude, shown for AR 11158 and its corresponding quiet-Sun control region. Right: Variation of $P_{\text{tot}}/\zeta$ around 1 as a function of longitude. The upper right title of both panels shows the range of errors and the square root of the variance (for quiet-Sun data only), respectively.

Figure 10  Same as Figure 7, but for AR 11130 and QS 11130.

A set of additional active regions was tracked, according to those in Singh, Raichur, and Brandenburg (2016), i.e., AR 11130 (Figure 10), AR 11072 (Figure 11), AR 11105 (Figure 12), AR 11242 (Figure 13) and AR 11768 (Figure 14). We repeat the same procedure, leading up to the total power and absorption coefficient as a function of time, and show these in Figures 10–14. In Table 2 a comprehensive overview over all results is shown.

We observe that the other active regions behave overall similarly to AR 11158. As expected for all ARs, a depression in power at later times occurs, while $\alpha$ increases. While all active regions show a strengthened energy $E_f(t)$ compared to their quiet-Sun counterparts, not all of them exhibit significant strengthening. Providing a slightly different tracking rate, as was done for AR 11242, as well as using a disk position offset by two Carrington rotations for the quiet-Sun control region, shows no major deviation from the behavior observed for all other regions. The main result of $\alpha$ remaining equal to zero simultaneous to the f-mode energy strengthening is still observed however.

5. Discussion and Conclusions

We found that the f-mode energy $E_f(t)$ for AR 11158 as well as AR 11768, AR 11130, AR 11072 show a behavior that is qualitatively in line with that reported in Singh, Raichur, and
Figure 11  Same as Figure 7, but for AR 11072 and QS 11072.

Figure 12  Same as Figure 7, but for AR 11105 and QS 11105.

Figure 13  Same as Figure 7, but for AR 11242 and QS 11242. The AR and QS pair 11242 differ from the other ARs by their tracking rate (the Carrington-rate was used) and the initial quiet-Sun coordinates, which was tracked two Carrington rotation prior to the emergence of AR 11242 and at the same latitude.

Brandenburg (2016), which is a significant enhancement during $-72 h < t - t_{AR} < -40h$ prior to AR emergence. The increase in $E_f(\langle t \rangle)$ is less pronounced for other ARs, especially for AR 11105 (Figure 12) and AR 11242 (Figure 13) although still detectable. From Table 2 seemingly a power enhancement is found for QS 11130 and QS 11105. However, quiet-Sun f-mode power is expected to show a long-term secular variation with the solar
power increase, i.e., a departure from a flat curve (of $E_f$). Signal of f-mode power strengthening, on the contrary, are characterized by a short-term variation.

Table 2 Summary of the f-mode behavior before ($t < t_{AR}$) and after ($t > t_{AR}$) AR emergence. Both $E_f$ and $\alpha$ are shown for the active region as well as for the corresponding quiet-Sun region. Here, for $t > t_{AR}$ values are averaged over a range of $t - t_{AR} \in [-72, -48]$ h, selecting the time window in which f-mode strengthening is expected to occur most significantly, while for $t < t_{AR}$, $t - t_{AR} \in [24, 48]$ h is selected.

|            | AR 11158          | AR 11130          | AR 11768          |
|------------|--------------------|--------------------|--------------------|
| AR: $E_f(t < t_{AR})$ | 1.16 ± 0.08        | 1.37 ± 0.10        | 1.27 ± 0.09        |
| QS: $E_f(t < t_{AR})$ | 0.84 ± 0.06        | 1.22 ± 0.09        | 1.11 ± 0.08        |
| AR: $\alpha(t < t_{AR})$ | 0.04 ± 0.10        | 0.01 ± 0.10        | 0.04 ± 0.10        |
| QS: $\alpha(t < t_{AR})$ | -0.05 ± 0.11       | 0.03 ± 0.10        | 0.02 ± 0.10        |
| AR 11158  | AR 11130           | AR 11768           |
| AR: $E_f(t > t_{AR})$ | 1.34 ± 0.10        | 1.18 ± 0.08        | 1.23 ± 0.09        |
| QS: $E_f(t > t_{AR})$ | 1.20 ± 0.09        | 1.07 ± 0.08        | 1.03 ± 0.10        |
| AR: $\alpha(t > t_{AR})$ | 0.04 ± 0.10        | 0.07 ± 0.10        | 0.06 ± 0.10        |
| QS: $\alpha(t > t_{AR})$ | 0.00 ± 0.10        | -0.02 ± 0.10       | 0.00 ± 0.10        |

Figure 14 Same as Figure 7, but for AR 11768 and QS 11768.

cycle, in such a way that the overall QS f-mode power is likely to show an anti-correlation with the magnetic cycle. QS 11130 and QS 11105 appear in isolated environments in the year 2010 during the early rising phase of the Solar Cycle 24. This could lead to an overall elevated power levels in these cases (see Korpi-Lagg et al., 2022). Long-term power variations, similar to Korpi-Lagg et al. (2022), are reflected in the results presented here by differences in the average quiet-Sun power due different points in time during the solar cycle. Signal of f-mode power strengthening, on the contrary, are characterized by a short-term power increase, i.e., a departure from a flat curve (of $E_f(t)$). Still, small short-term power variations can occur in quiet-Sun power. However, our interest is in the short-time power
variability of the f-mode. Possibly, such small variations can stem from minor deviations in the data analysis, which will be discussed below. Investigations regarding correlations of this enhancement to the evolution of the surface magnetic flux were carried out in Singh, Raichur, and Brandenburg (2016) and yielded inconclusive results. The current method of decomposing the observed Dopplergram is mostly analogous to that used in Singh, Raichur, and Brandenburg (2016), but still differs in a few aspects. For one, using the Fourier-Hankel-decomposition to estimate spatial (total) power spectra is different from the standard spatial Fourier decomposition (into sinusoidal functions) used in ring diagram analysis. When calculating \( P^{\text{tot}} = P^{\text{in}} + P^{\text{out}} \), we calculate more exactly \( \mathcal{W}(a) + \mathcal{W}(b) \) (see Equation 3), which represents the sum of Bessel functions of first and second kind (Braun, Duvall, and Labonte, 1988). This is mathematically different than the estimation \( P^{\text{tot}} = \mathcal{W}(v) \) (\( v \) is the velocity signal). However, this difference in power estimation is expected to affect mostly the power magnitude, but not the qualitative distribution. Additionally, the area (annulus, see Figure 1) we used is smaller, in order to retain some sensitivity of \( \alpha \) to oscillations with high harmonic degree \( \ell \). Overall, the mentioned differences in data processing methods are expected to have a minor influence on the results, as the mathematical way of decomposing the velocity signal is similar, but can still explain the subtlety of f-mode power enhancement, that we find here. Initially we mentioned that \( P \) may only be approximately Gaussian distributed, such that it is unclear if \( \sigma_P \) is adequately underestimated. Generally, there are several sources of uncertainty that may contribute to \( \sigma_P \) but which are hardly quantifiable. Examples include instrument-conditioned uncertainties and aforementioned center-to-limb effects. To test the accuracy of \( \sigma_P \), we estimate the variance of our data \( P^{\text{tot}} \) (for one quiet-Sun region), by using an empirical model \( \zeta \) (see Equation 12) for its expectation value. For QS 11158, we find values between of approximately 0.01 for \( \sqrt{\text{var}(P)} \), while for the estimated error \( \sigma_P \), values range between 0.02 – 0.06 (see Figure 9). An analysis for other QS regions yielded similar results. It can therefore be assumed that \( \sigma_P \) is accurate, increasing our confidence in the significance of the strengthening of \( E_f \langle f \rangle \). Another factor to consider is the aforementioned \( B_0 \)-angle, which is non-zero in the ARs we investigated. If we assume that \( P^{\text{tot}} \) for both AR and QS follow the same trend, approximated by \( \zeta \), correcting the distribution mostly eliminates this effect, except for a minor distortion in magnitude, which we expect to be much smaller than \( \sigma_P \) however.

Regarding power absorption, it is in general less troublesome to calculate the absorption coefficient \( \alpha \) than the total power \( P^{\text{tot}} \) or energy \( E \), since any result of \( P^{\text{out}}/P^{\text{in}} \) automatically corrects most effects of longitudinal (or other time- and location-dependent) variation, projection effects (center-to-limb) and granulation noise. In our results (see, Figure 7), it is surprising that no emission (i.e., \( \alpha < 0 \)) accompanying the f-mode power strengthening is detected. On the contrary, after the emergence of the AR, its effects on the local velocity field can be seen in total power and \( \alpha \) simultaneously. From Figures 10 – 13 we can confirm this behavior. In conclusion, the underlying mechanism of f-mode strengthening as observed in Singh, Raichur, and Brandenburg (2016) has thus to be different from the power absorption by sunspots as reported in Braun, Duvall, and Labonte (1987) and explained in Spruit and Bogdan (1992), Cally and Bogdan (1993), Cally, Crouch, and Braun (2003). We thus find with confidence that f-mode strengthening prior to AR emergence is a non-directional (at least in the sense of inward and outward propagation) phenomenon. An idea for a future analysis could include splitting the initial annulus into sectors, to split the power within the annulus into additional directional components (i.e., West-East, North-South). Lastly, from Table 2, we find weak absorption signals for some of the AR, starting to form as early as two days prior to the AR emergence. Going back to our magnetograms (Figures 1 and 2), weak magnetic signatures can be seen before the AR fully emerges, and these absorption
signals roughly correlate with the magnetic signatures. Therefore, an increase in $\alpha$ is not unsurprising since almost all magnetic features on the Sun exhibit power absorption (which can lead to noise in the quiet Sun as well). This signature is not reliable however, as different ARs show an inconsistent behavior.

In conclusion, analysis of total power in the ARs 11158, 11072, 11768 and 11130 shows similar behavior to that reported in Singh, Raichur, and Brandenburg (2016), with ARs 11105 and 11242 showing a less significant power enhancement than expected. Additionally, other systematic aspects of the f-mode power are found, such as an overall elevated power level for AR and QS 11130, which can be explained by long-term variation of background power during the solar cycle. Overall, the behavior of the investigated signal can be summarized as follows: Enhancement of f-mode power at high $\ell$ one to three days prior to AR emergence, followed by depression of f-mode power that sets in just after emergence of the AR, as observed earlier. Further studies including additional active regions are needed nevertheless, for a more statistically meaningful analysis.

Finding the underlying physics of these observations presented and restated here has proven to be difficult, although Singh et al. (2020) found from simulations that the subsurface configuration of the magnetic fields plays a major role. Our work serves as confirmation of the findings in Singh, Raichur, and Brandenburg (2016), additionally yielding original results and conclusions. In combination with the earlier work of Singh, Raichur, and Brandenburg (2016), the current results further suggest that high spatial frequency f-mode strengthening needs to be considered as a viable precursor signal of forming ARs. Our results prove that the Fourier-Hankel method not only accompanies the ring diagram analysis in terms of prediction capabilities, but it also provides new insight and information, especially due to the reliability and robustness of the absorption coefficient $\alpha$ to any systematic effect.

**Author contributions** N.K. Singh and P.J. Käpylä conceived of the presented idea. N.K. Singh and M. Waidele developed the theory and M. Waidele performed the computations. M. Roth supervised the findings of this work. All authors discussed the results and contributed to the final manuscript.

**Declarations**

**Competing interests** The authors declare no competing interests.

**References**

Birch, A.C., Braun, D.C., Leka, K.D., Barnes, G., Javornik, B.: 2013, *Astrophys. J.* **762**, 131.
Blackman, R.B., Tukey, J.W.: 1958, Dover, New York. DOI.
Bogart, R.S.: 2007, *Astron. Nachr.* **328**, 352.
Braun, D.C., Birch, A.C.: 2006, *Astrophys. J. Lett.* **647**, L187.
Braun, D.C., Duvall, T.L., Jr., Labonte, B.J.: 1987, *Astrophys. J. Lett.* **319**, L27.
Braun, D.C., Duvall, T.L., Jr., Labonte, B.J.: 1988, *Astrophys. J.* **335**, 1015.
Cally, P.S., Bogdan, T.J.: 1993, *Astrophys. J.* **402**, 721.
Cally, P.S., Bogdan, T.J.: 1997, *Astrophys. J. Lett.* **486**, L67.
Couvidat, S.: 2013, *Living Rev. Solar Phys.* **17**, 4.
Charbonneau, P.: 2020, *Mon. Not. Roy. Astron. Soc.* **346**, 381.
Couvidat, S.: 2013, *Solar Phys.* **282**, 15.
Donea, A.-C., Lindsey, C., Braun, D.C.: 2000, *Solar Phys.* **192**, 321.
Donea, A.-C., Newington, M.: 2011, *J. Phys. Conf. Ser.* **271**, 012004.
Fan, Y., Braun, D.C., Chou, D.-Y.: 1995, *Astrophys. J.* **451**, 877.
Felipe, T., Braun, D., Crouch, A., Birch, A.: 2012, *Astrophys. J.* **757**, 148.
Felipe, T., Crouch, A.D., Birch, A.C.: 2014, *Astrophys. J.* **788**, 136.
Gizon, L., Birch, A.C.: 2005, *Living Rev. Solar Phys.* 2, 6.
Gizon, L., Schunker, H., Baldner, C.S., Basu, S., Birch, A.C., et al.: 2009, *Space Sci. Rev.* 144, 249.
Hanasoge, S.M.: 2008, *Astrophys. J.* 680, 1457.
Hartlep, T., Kosovichev, A.G., Zhao, J., Mansour, N.N.: 2011, *Solar Phys.* 268, 321.
Hindman, B.W., Gizon, L., Duvall, T.L. Jr., Haber, D.A., Toomre, J.: 2004, *Astrophys. J.* 613, 1253.
Ilonidis, S., Zhao, J., Kosovichev, A.: 2011, *Science* 333, 993.
Korpi-Lagg, M.J., Korpi-Lagg, A., Olspert, N., Truong, H.-L.: 2022, *Astron. Astrophys.* 665, A141.
Lindsey, C., Braun, D.C.: 1999, *Astrophys. J.* 510, 494.
Moradi, H., Baldner, C., Birch, A.C., Braun, D.C., Cameron, R.H., et al.: 2010, *Solar Phys.* 267, 1.
Priestley, M.B.: 1981, *Spectral Analysis and Time Series*, 2, Academic Press, London, 390.
Rajaguru, S.P., Basu, S., Antia, H.M.: 2001, *Astrophys. J.* 563, 410.
Rajaguru, S.P., Couvidat, S., Sun, X., Hayashi, K., Schunker, H.: 2013, *Solar Phys.* 287, 107.
Rijs, C., Moradi, H., Przybyslki, D., Cally, P.S.: 2015, *Astrophys. J.* 801, 27.
Schou, J., Scherrer, P.H., Bush, R.I., Wachter, R., Couvidat, S., et al.: 2012, *Solar Phys.* 275, 229.
Schunker, H., Gizon, L., Cameron, R.H., Birch, A.C.: 2013, *Astron. Astrophys.* 558, A130.
Schunker, H., Braun, D.C., Birch, A.C., Burston, R.B., Gizon, L.: 2016, *Astron. Astrophys.* 595, A107.
Singh, N.K., Brandenburg, A., Rheinhardt, M.: 2014, *Astrophys. J. Lett.* 795, L8.
Singh, N.K., Raichur, H., Brandenburg, A.: 2016, *Astrophys. J.* 832, 120.
Singh, N.K., Raichur, H., Käpylä, M.J., Rheinhardt, M., Brandenburg, A., et al.: 2020, *Geophys. Astrophys. Fluid Dyn.* 114, 196.
Snodgrass, H.B., Ulrich, R.K.: 1990, *Astrophys. J.* 351, 309.
Spruit, H.C., Bogdan, T.J.: 1992, *Astrophys. J. Lett.* 391, L109.
Temmer, M.: 2021, *Living Rev. Solar Phys.* 18, 4.
Waidele, M., Roth, M., Vigeesh, G., Glogowski, K.: 2021, *Astrophys. J.* 913, 108.
Webb, D.F., Howard, T.A.: 2012, *Living Rev. Solar Phys.* 9, 3.
Welch, P.: 1967, *IEEE Trans. Audio Electroacoust.* 15, 70.

**Publisher's Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Springer Nature or its licensor (e.g. a society or other partner) holds exclusive rights to this article under a publishing agreement with the author(s) or other rightsholder(s); author self-archiving of the accepted manuscript version of this article is solely governed by the terms of such publishing agreement and applicable law.