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Abstract

This brief paper reports the shortcoming of a variant of convolutional neural network whose components are developed based on the pattern theory framework.

1 Introduction

The pattern theory has been extensively studied and well-documented (Grenander [1993]). This document is a short report on an experimental extension to Tjoa and Guan [2021] that applies the abstract biological growth function introduced in the pattern theory on deep convolutional neural network (CNN). We loosely extend the concepts of generators and growth function into the realm of continuous parameters. Convolutional layers are arranged to into encoder/decoder blocks which are arranged to form a multi-layer neural network. While the ultimate objective is to study the interpretability of deep neural network by identifying meanings in variables encoded through the pattern theory framework, at this early stage, we focus first on the quality of the auto-encoding performance. The code is available [2].

1.1 Related Works

Variational Auto-Encoder (Kingma and Welling [2014]) encodes each data point into a continuous vector of latent variables. It uses reparameterization trick to introduce normally distributed random values into the auto-encoder training pipeline. Many VAE variants have also been developed to improve its performance. This paper is a brief report regarding an experiment on an auto-encoding model whose encoder and decoder are based on the above-mentioned pattern theory concept. Reparameterization is simplified to uniform random noise injection to the latent distribution.

Generative adversarial network (GAN) (Goodfellow et al. [2014]) has been well-known in the generative modelling community, where the generator model $G_{GAN}$ generates data from normally distributed latent vector and the discriminative model $D_{GAN}$ predicts if the data is real or artificial. $G_{GAN}$ is trained to fool $D_{GAN}$ into believing that data generated by $G_{GAN}$ are real while $D_{GAN}$ is trained to distinguish fake data from the real. Such adversarial training has produced highly realistic data, and similarly, many excellent variants have been developed. Fréchet Inception Distance (FID), SSIM and MS SSIM have been used for evaluating the quality of dataset generated from a GAN. This report will use these values for evaluation as well.

Minimalist review on the general pattern theory can be found in Tjoa and Guan [2021]. The abstract biological growth process starts with (1) an initial configuration of generators, is followed by (2) the computation of an array of environment values ENV due to existing generators, and then (3) the evolution of the configuration according to a given rule. Repeat step 1 to 3 till the desired number of
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time steps. Types of generators and bond values of the generators used in chapter 4 of Grenander [1993] and Tjoa and Guan [2021] are discrete integers. The experiment reported here modifies the process by creating a continuous generalization of generators and bond values.

2 Method

CIFAR-10 dataset is trained on the SimpleGrowth architecture as shown in fig. 1. It is trained for 48 epochs with batch size 16, learning rate 0.001, using adam optimizer with $\beta = (0.5, 0.999)$ optimizing plain MSE loss. The encoder is arranged to encode each input image into a 240-dimensional latent vector. Encoder/decoder of the model consists of blocks of PatternEncode/PatternDecode that forward-propagates signals as shown in algorithm 1. SSIM and MS SSIM are measured on 4096 reconstructed CIFAR-10 images. Likewise, 4096 test images are compared to the same number of reconstructed images drawn from the test dataset for FID computation. We also train a similar architecture (with extra one encoder/decoder block) on CelebA 64x64 dataset for 2 epochs.

At the fully connected (FC) layer where an image has been encoded into a vector with 240 dimensional latent variables, uniform random noise from $[-0.1, 0.1]$ is injected as a simplified version of reparameterization trick used in VAE. The noise is added onto signals that have been passed through Tanh activation i.e. the original encoded signals are in the range of $[-1, 1]$. The noise is intended to establish continuity in latent variables such that each point is robust to a radius of 0.1 in the latent space.

Algorithm 1 is an arbitrary choice of continuous generalization for GROWTH1 function found in chapter 4 of Grenander [1993]. Rather than discrete bond values attached to each generator available in the generator space $G$, convolutional layers are used. For example, compenv(x) in algorithm 1 shows how ENV is computed by the standard forward pass of a convolutional layer instead of drawing one of the generators from $G$ with discrete values.

Algorithm 1

```python
def forward(x):
    # PatternEncode/Growth forward propagation.
    ENV = compenv(x)
    x = growth(x, ENV)
    return x

def growth(x, ENV):
    type_and_env = concatenate((x[:,:DTYPE,:,:], ENV), dim=1)
    CHANGE = self.merge/div_change_det(type_and_env)
    x = cell_merge/div(x)
    born = born(x)
    x = x*(1-CHANGE) + CHANGE * born
    x[:,:3,:,:,] = sigmoid(x[:,:3,:,:,])
    return x

def compenv(x):
    J = topology
    batch_size, c, h, w = x.shape
    ENV = zeros(batch_size, Nj, h, w)
    for k in range(Nj):
        roll_right = J[k,0]
        roll_down = -J[k,1]
        temp = roll(x, int(roll_right), 1+2)
        temp = roll(temp, int(roll_down), 0+2)
        ENV[:,k:k+1,:,:,] = compenv_conv(temp)
    return ENV
```

3 Results

Unfortunately, the architecture does not yield considerable benefits apart from possibly fast qualitative convergence in the earlier training phase, when generated images can start to be visually recognized.
The images after we complete the training are seen in fig. 2(B,C), where CelebA images are reconstructed after only 2 epochs. The best FID achieved for CIFAR-10 attained during 48 epochs was 36.15 although FID as low as 2.2 has been achieved in Song et al. [2020]. At the end of epoch 2 for CelebA 64x64 training, FID value of 86.2 is obtained though FID of 5.25 has been achieved in Aneja et al. [2020]. Note: we compute FID between all test dataset and training dataset available in CIFAR-10, obtaining a value of 3.11.

Figure 2: (A) MS SSIM, SSIM and FID measured on images reconstructed using SimpleGrowth architecture along the training iterations. (B) Reconstructed CIFAR-10 images compared to the original images drawn from the test dataset. (C) Reconstructed CelebA 64x64 images.

Fig. 3(A) is obtained from the linear transition of two reconstructed images \( x_1, x_2 \) (top-left and bottom-right of the image). Their latent variables \( z_1, z_2 \) are computed through the encoder layer of SimpleGrowth, and then all the 16 images are obtained by decoding the latent vector \( z_k = z_1 + k \times (z_2 - z_1) / 16 \) for \( k = 0, 1, \cdots, 15 \), i.e. latent variables are transitioned linearly along all dimensions. The transition does not reflect any meaningful transition. Fig. 3(C) shows the transition from an airplane to a car. Likewise, direct juxtaposition between images are observed in the transition stage, showing no meaningful transformation of visual components. The architecture does not achieve the "semantic continuity" of latent variables. Furthermore, latent vectors drawn from \([-1, 1]\) uniform random distribution are decoded into visually unrecognizable images as shown in fig. 3(B,D) for CIFAR-10 and CelebA 64x64 respectively.

Figure 3: (A) Two images reconstructed from CelebA 64x64 training dataset with latent variable transition. (B) Images decoded latent vector drawn from uniform random distribution \([-1, 1]\). (C,D) are similar to (A,B), but for CIFAR-10.

Remark. Naturally, when we increase the number of latent dimensions, the quality of images improved (not reported). This is counter-productive since the encoding will be more spatially inefficient.

4 Conclusion

This paper generally reports the poor quality of encoding/decoding performance of a convolutional neural network designed with propagation method based on the growth function defined in the pattern theory. As far as we know, there is not yet a canonical way to generalize the growth function and systems of generator configurations. There are still many different possibilities for development along this relatively unexplored direction. The main question remains, is there a theoretically sound architecture based on pattern theory framework that will greatly improve the auto-encoding quality? Other future directions that can be studied piecewise include (1) reparameterization: what is the radius of uniform random variables required to create a meaningful continuous latent distribution
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(2) can we improve the quality of SimpleGrowth architecture using improvements that have been developed for the VAE?

**Broader Impact**

This is an early stage of an effort to study of interpretability of the deep neural network through pattern theory framework. Interpretability of deep neural network enables more transparent and fairer use of algorithms.
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