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Abstract

Unsupervised domain adaptation is effective in leveraging the rich information from the source domain to the unsupervised target domain. Though deep learning and adversarial strategy make an important breakthrough in the adaptability of features, there are two issues to be further explored. First, the hard-assigned pseudo labels on the target domain are risky to the intrinsic data structure. Second, the batch-wise training manner in deep learning limits the description of the global structure. In this paper, a Riemannian manifold learning framework is proposed to achieve transferability and discriminability consistently. As to the first problem, this method establishes a probabilistic discriminant criterion on the target domain via soft labels. Further, this criterion is extended to a global approximation scheme for the second issue; such approximation is also memory-saving. The manifold metric alignment is exploited to be compatible with the embedding space. A theoretical error bound is derived to facilitate the alignment. Extensive experiments have been conducted to investigate the proposal and results of the comparison study manifest the superiority of consistent manifold learning framework.

Introduction

In machine learning, large-scale datasets with annotations play a crucial role during the learning process. Convolutional Neural Networks (CNNs) achieve a significant advance in various tasks via a huge number of well-labeled samples (LeCun, Bengio, and Hinton 2015). Unfortunately, such data is actually prohibitive in many real-world scenarios. Applying the learned model in the new environment, i.e., the cross-domains scheme, will cause a significant degradation of recognition performance (Ren, Xu, and Yan 2018; Kim et al. 2019).

Unsupervised Domain Adaptation (UDA) is designed to deal with the shortage of labels by leveraging the rich labels and strong supervision from the source domain to the target domain, where the target domain has no access to the annotations. In fact, datasets composed of specifically exploratory factors and variants, such as background, style, illumination, camera views or resolution, often lead to the shifting distributions (i.e., the domain shift) (Shimodaira 2000; Moreno-Torres et al. 2012). According to the transfer theory established by Ben-David et al. (Ben-David et al. 2007) (Ben-David et al. 2010), the primary task for cross-domain adaptation is to learn the discriminative feature representations while narrowing the discrepancy between domains.

Recent literature indicates that CNNs learn abstract representations with nonlinear transformations (Bengio, Courville, and Vincent 2013), which suppress the negative effects caused by variant explanatory factors in domain shift (Long et al. 2015). Pioneer works (Long et al. 2015; Ganin et al. 2016; Long et al. 2017; Sankaranarayanan et al. 2018) attempt to transfer the source classifier with sufficient supervision to the target domain by minimizing the discrepancy between the source and target domains. Though early adversarial confusion methods (Ganin et al. 2016; Sankaranarayanan et al. 2018; Pinheiro 2018), which is inspired by Generative Adversarial Nets (GANs) (Goodfellow et al. 2014), promise the generated features are domain-in distinguishable and form a well-aligned the marginal distributions, the conditional distributions are still not guaranteed (Long et al. 2018; Saito et al. 2018; Chen et al. 2019b).

Some latest methods achieve remarkable improvement in accuracy by employing the uncertainty information on the target domain, e.g., pseudo labels and soft labels (Long et al. 2018; Saito et al. 2018; Pinheiro 2018; Chen et al. 2019b). Though such information transduced from the source domain strengthens the discriminative ability of the target domain, there are still two points to be further explored. First, direct utilization of uncertainty information is risky and should be treated cautiously (Long et al. 2018), as the hard-assigned pseudo labels may change the intrinsic structure of data space (Ding and Fu 2019). Second, the batch-wise training in deep learning limits the capture of global information; thus models may be misled by some extreme local distributions.

In this paper, we develop a novel Riemannian manifold embedding and alignment framework. As the transferability and discriminability are both valuable (Chen et al. 2019b), the proposal reaches a consistent rule for these
two properties. The main idea is to describe the domains by a sequence of abstract manifolds. Enlightened by the successful application of soft labels for conditional coding and the multilayer embedding in \cite{Long2017, Long2018}, a probabilistic discriminant criterion is proposed. Further, we extend this criterion to a global approximation scheme, which overcomes the dilemma of discriminant learning in batch-wise training. Inspired by previous attempts on manifold learning \cite{Gong2012, Huang2017}, we employ manifold metric to measure the domain discrepancy. The contributions are summarized as follows.

- To optimize the structure of the target domain and reduce the risk of uncertainty information simultaneously, a probabilistic discriminant criterion is developed. Specifically, an inter-class penalty supervised by ground-truth labels is built on the source domain; this penalty aims to construct a separable structure for classes. Then a probabilistic and truncated intra-class agreement is proposed on the target domain, which treats the classes of the source domain as anchors and acquires the inter-class separability transductively.

- Based on the above criterion, a global approximation scheme is extended. To capture the global structure, it combines the global information in the last epoch with data in the current batch. Since such approximation only requires access to the class-wise centers, it is actually memory-saving.

- The manifold alignment is developed to be compatible with the embedding discriminant space. It establishes a series of abstract descriptors (i.e., the basis) for original data, and aligns the domains by minimizing the discrepancy between the abstract descriptors, while most of noise are filtered. Further, a theoretical error bound is derived to facilitate the selection of components.

### Related Work

Traditional UDA models usually focus on learning domain-invariant and discriminative features \cite{Pan2010, Long2013}. Based on the manifold assumption, plentiful metrics are developed to measure the distance between instances from source and target \cite{Gong2012, Fernando2013}. Deep learning methods enhance the transferability by exploring the representations that disentangle exploratory factors of variants hidden behind the data \cite{Bengio2013, Yosinski2014}. The distribution alignment methods minimize the discrepancy of domains based on common statistics directly, e.g., the first-order statistic based on maximum mean discrepancies (MMD) \cite{Sejdinovic2013, Long2015, Ren2019} and the second-order statistic based on covariance matrices \cite{Sun2016, Chen2019a}. Inspired by the GANs \cite{Goodfellow2014}, lots of adversarial approaches with different purposes are developed. The most common usage of adversarial networks is to generate the representations that fool the domain discriminator, thus the distributions of domains are more similar \cite{Ganin2016, Long2017, Pinheiro2018}.

Domain-specific and Task-specific methods aim to tackle the issue of compact representations in high-level layers \cite{Long2017, Saito2018, Kim2019, Lee2019, Ding2019}. Though adversarial alignment generates well marginal distributions, the conditional distributions still need to be explored. Recent researches suggest that discriminability plays a crucial role in the formation of class distributions (i.e., the conditional distributions) \cite{Long2018, Ding2019, Chen2019b}. Conditional Domain Adversarial Network \cite{Long2018} encodes the target predictions into deep features and then models the joint distributions of features and labels. Batch Spectral Penalization \cite{Chen2019b} revisits the relation between transferability and discriminability via the largest singular value of batch features.

### Multi-layer Remannian Manifold Embedding and Alignment

In this section, we propose the Discriminative Remannian Manifold Embedding and Alignment (DRMEA) framework.

#### Backgrounds and Motivations

In the classical manifold learning paradigm, to construct a compact and discriminative embedding space, a low-dimensional manifold is usually extracted from the originally high-dimensional data space. Specifically, the Riemannian manifold $M$ usually consists of a certain object such as linear subspace, affine/convex hull, symmetric positive definite (SPD) matrix \cite{Huang2017}.

From the perspective of discriminative embedding, graph-based criterion \cite{Yan2007} is widely adopted in the area of manifold learning and domain adaptation. Basically, those methods establish the instances-based connection graph or similarity graph to construct a separable space. Besides, as the primary assumption of domain adaptation is based on statistical distribution, the alignment based on covariance matrices, which lie on the Riemannian manifold, equips the domain with the manifold and statistical properties. Motivated by it, our work aims to embed the graph-based discriminant criterion to the target domain, which is represented as manifolds (i.e., the covariance matrices).

Given features $X \in \mathbb{R}^{d \times n}$ and its mean vector $\bar{x} \in \mathbb{R}^d$, where $d$ denote the dimension of features and $n$ represent the sample sizes. Denote by $S$ the input space (e.g., Euclidean space, Hilbert space or Manifold space), the manifold learning aims to learning a specific nonlinear mapping

$$f : S \rightarrow M,$$

where $M$ is the low-dimensional embedding manifold. Based on the SPD representation setting, the image of a given covariance matrix $C(X) = \frac{1}{n-1}(X - x_1)_{\cdot}^T(X - x_1)_{\cdot} \in \mathbb{R}^{d \times d}$ is a low-dimensional SPD matrix $C' = f(C) \in \mathbb{R}^{d' \times d'}$, where $1_n$ is $n$-dimensional vector with all one elements and $(\cdot)^T$ is the transpose operation. Intuitively, learning of mapping function $f$ can be deduced to find a nonlinear transformation

$$g : X \rightarrow g(X)$$
and the image of mapping $f$ can be approximated by the inner product of $g(X)$, i.e., $f(C) \approx g(X)g(X)^T$.

For domain adaptation, the source and target domains can be taken as two Euclidean spaces, where the discriminative information is relatively inadequate. Thus the ideal manifolds are expected to be discriminative, representative and compact. Besides, the features distribution of domains, which is represented by manifolds, should be aligned with manifold metric for the better transfer of discriminative structures.

Low-Dimensional Manifold Layers

As previously stated, we aim to learn a nonlinear transformation $g$ for the input features $X$ directly. In this paper, CNNs are used to obtain such a projection $g$. To explore the latent Riemannian representations of the Euclidean features (i.e., the deep features in stage 1), the output features of CNN backbone are sent into progressive low-dimensional manifold layers in the second stage. Since there is a naturally geometric difference between Euclidean Space and Riemannian Space, a multilayer scheme is adopted to reduce the dimension of features progressively.

Figure 1 shows the network architecture of the proposed method. Let $\Theta$ be the parameters of networks. The progressive Riemannian manifold layers $\{M_i|i = 1, 2, \ldots, l\}$ are represented as a sequence of functions $\{g_i|i = 1, 2, \ldots, l\}$, and implemented on fully connection layers. In fact, the CNNs and Riemannian manifold layers are generalized and share by both two domains. It means that the common projections are explored to map two domains to a general low-dimensional space. Therefore, any manifold layers $M_i$ should be equipped with the following properties:

- **Discriminative Structure**: To strengthen the discriminative power of manifold space, the intra-class samples are required to be compact, while the inter-class samples are separable, respectively.

- **Consistent Structure**: The source and target domains are aligned with manifold metric to match the manifold assumption. As a result, the domain discrepancy is represented as the distance between two submanifolds on $M_i$, and then minimized based on the defined manifold metric (e.g., Grassmannian representations metric, Log-Euclidean metric and manifold principal angle similarity).

To reach the above goals, we propose to model the properties by losses $L_{DS}$ and $L_{AL}$, which will be detailed later. Then, the objective is formulated as following:

$$\min_{\Theta} \mathcal{L} = L_{CE} + \lambda_1 L_{DS} + \lambda_2 L_{AL},$$

where $L_{CE}$ is the cross-entropy loss of classifier on source domain and $\{\lambda_1, \lambda_2\}$ are the penalty parameters.

Discriminative Structure Loss

In this section, we describe how to embed the discriminative structure into the manifold layers. The main idea is shown in Figure 2. Since there exists a distribution discrepancy between different domains (e.g., (a) in Figure 4), conventional discriminant criterion is too strong to satisfy in this case. To relax the constraint, our method only focuses on the inter-class separability of the source domain and the intra-class compactness of the target domain.

Without loss of generality, we only introduce the formulation of the loss terms in $l$-th Riemannian manifold layer $M_l$. Let $H_i^s \in \mathbb{R}^{d_i \times n_s}$ and $H_i^t \in \mathbb{R}^{d_i \times n_t}$ be the feature matrices of $M_l$. Since class centers of the source domain are used in both two loss terms, the source mean vector $\bar{H}_l^s \in \mathbb{R}^{d_i \times c}$ and source class-wise mean matrix $\bar{H}_l^t \in \mathbb{R}^{d_i \times c}$ are computed, where $c$ is the number of classes.
Figure 2: Illustration of the discriminative structure loss. (a) The target intra-class similarity constructs a compact space for the samples from same category. (b) The source inter-class similarity forms a separable space for source samples by finding a optimal rotations. (c) The final embedding space, where the target domain is discriminative.

**Source Inter-Class Similarity** Though the traditional inter-class discriminant criterion is applicable on the source domain, a nice geometric structure of the class distribution is actually not guaranteed under the distance metric. To this end, the similarity measurement is utilized here, which has also shown in Figure 2(b). Rather than compute the similarities between class-wise centers and total center directly, we process the class-wise centers as following

\[ \hat{H}_t^l = H_t^l - \bar{H}_l^t 1_c^T. \]

We call \( \hat{H}_t^l = [\hat{h}_1^t, \hat{h}_2^t, \ldots, \hat{h}_c^t] \), the centralized class-wise means hereinafter. Further, if the columns of \( \hat{H}_t^l \) are normalized with \( \ell_2 \) norm, the cosine similarity matrix is derived as \( S_{\text{inter}}^t = \hat{H}_t^T \hat{H}_t^l \). Because \( S_{\text{inter}}^t(i,j) = \hat{h}_i^t \hat{h}_j^T \) indicates the similarity between \( i \)-th class and \( j \)-th class, the diagonal elements are meaningless. Then the separable structure is reached by maximizing the dissimilarities between the centralized class-wise mean vectors. Equivalently, it can be achieved by minimizing the following inter-class loss:

\[ L_{\text{inter}}^t(H_t^l, P^l) = -\frac{1}{n_t c} \sum_{i=1}^{c} \sum_{j=1}^{n_t} P^l(i,j) S_{\text{inter}}^t(i,j). \]  

A simple illustration is also shown in Figure 2(a) based on the previous notations, \( S_{\text{inter}}^{(1,1)}, S_{\text{inter}}^{(1,2)}, S_{\text{inter}}^{(1,3)} \) are computed as \( \cos(\alpha_1) \), \( \cos(\alpha_2) \) and \( \cos(\alpha_3) \), respectively. Suppose the softmax output of the “Ball” sample in figure is \( p_{i,j}^l = [0.75, 0.15, 0.1]^T \). According to Eq. (3), all three similarities are taken into consideration, while \( \cos(\alpha_2) \) and \( \cos(\alpha_3) \) are noise. If we adopt the Top-2 strategy in Eq. (3), the perturbation from the “Cube” can be excluded.

In conclusion, the proposed two loss terms build a probabilistic discriminant criterion on the target domain. The ground-truth labels on the source domain provide a reliable separable structure directly, where the intra-class structure is unnecessary. Then the target samples are attached to the corresponding source class-wise center via soft labels. As shown in Figure 2(c), the intra-class relationship on the source domain does not change much while the discriminative property of the target domain is satisfied. Finally, the discriminative structure loss is noted by

\[ L_{DS} = \sum_t (L_{\text{inter}}^t + L_{\text{intra}}^t). \]
Global Structure Learning For the batch scheme in deep models, it is hard to obtain the complete relation graph between the instances. The direct application of classical graph embedding may be misled by some extreme local distributions, which will result in a suboptimal solution.

Supposing that the geometry of manifolds does not change drastically after several updates, we can built some anchors in the whole data space to acquire the global information. In this work, we propose to fix the anchors in each batch iteration and update them after every epoch. Specifically, the anchors, i.e., $H_i^t$ in inter-class loss Eq. (1) and $H_i^t$ in intra-class loss Eq. (2), are computed from the last epoch. Note that the anchors are treated as constants in optimization. $H_i^t$ in Eq. (1) and $H_i^t$ in Eq. (2) are obtained from batch data. The inter-class loss strongly supervised by source labels is imposed at the beginning. While the intra-class loss facilitated by soft label is equipped after a certain number of iterations/epochs.

Manifold Metric Alignment Loss

To satisfy the second property, i.e., Consistent Structure, a manifold metric alignment method is developed. As mentioned before, the covariance matrix is an important tool to represent a manifold $M$. Therefore, the alignment based on covariance not only meets the requirements of manifold metric, but also reaches some nice statistical properties, such as distribution assumption.

Grassmannian Metric Let $C_i^d$ and $C_t^d$ be the covariance matrices of source and target domains computed from batch-wise features, respectively. Assume $M_i^d$ and $M_t^d$ are two submanifolds of $M_d$, which are represented by their corresponding covariance matrices. Before the alignment process, these two submanifolds are partially overlapped, and our goal is to minimize the discrepancy under the metric of $M_d$. In general, the manifold metric alignment loss of the $l$-th layer is expressed as

$$L_{\text{align}}^l \triangleq \text{dist}(M_i^d, M_t^d) = d_M(C_i^d, C_t^d),$$

where $d_M(\cdot, \cdot)$ is the manifold metric to be determined.

Grassmannian manifold is a well-known type of Riemannian manifold. It is a projection subspace $\mathbb{R}^d_i$ deduced from the originally high-dimensional space $\mathbb{R}^d$, $d_i < d$. Thus the two submanifolds $M_i^d$ and $M_t^d$ lying on the Grassmannian manifold $M_d$ are represented as two individual points. The distance between such two points is measured by the discrepancy between their projection orthogonal basis $U_i^d$ and $U_t^d$. Specifically, the orthogonal basis of such $d_i$-dimensional Grassmannian manifold consists of $d_i$ dominant singular vectors with respect to its representation matrix. Thus $U_i^d$ and $U_t^d$ are two $d_i \times d_i$ column-orthogonal matrices, which can be obtained from the Singular Value Decomposition (SVD) of covariance matrices $C_i^d$ and $C_t^d$, respectively. Finally, the Grassmannian distance is measured by

$$d_M(C_i^d, C_t^d) = \frac{1}{d_i^2} ||U_i^d U_i^d^T - U_t^d U_t^d^T||_F,$$

where $||.|.||_F$ is the Frobenius norm. Thus the manifold metric alignment loss can be written as

$$L_{\text{AL}} = \sum_l L_{\text{align}}^l.$$

Error Bound of Grassmannian Metric As the dimension $d_i$ is needed in Grassmannian distance, we establish an theoretical error bound for it. Inspired by the previous works (Zwald and Blanchard 2006; Fernando et al. 2013), we shall denote the covariance of given distribution $D$ by $C$, and covariance drawn i.i.d. from $D$ with sample size $n$ by $C_n$. Then Zwald et al. (Zwald and Blanchard 2006) give the following theorem.

**Theorem 1.** (Zwald and Blanchard 2006) Let $B$ be s.t. for any vector $x$, $||x|| \leq B$, let $U_C^d$ and $U_C^t$ be the orthogonal projectors of the subspaces spanned by the first $d'$ eigenvectors of $C$ and $C_t$, respectively. Let $\lambda_1 > \lambda_2 > \cdots > \lambda_{d'} > \lambda_{d'+1} \geq 0$ be the first $d'$ + 1 eigenvalues of $C$, then for any $n \geq \left(\frac{4B}{\lambda_{d'} - \lambda_{d'+1}} \left(1 + \sqrt{\frac{\ln(1/\delta)}{2}}\right)^2 \right)^2$ with probability at least $1 - \delta$ we have:

$$||U_C^d - U_C^t|| \leq \frac{4B}{\sqrt{\lambda_{d'} - \lambda_{d'+1}}} \left(1 + \sqrt{\frac{\ln(1/\delta)}{2}}\right).$$

Above theorem shows the relation between the error and $d'$. Defining the right side of Eq. (6) as $\frac{E(\delta)}{\lambda_{d'} - \lambda_{d'+1}}$. To extend the inequality to the Grassmannian distance, we derive following lemma.

**Lemma 2.** Based on the condition in Theorem 1 we have

$$||U_C^d U_C^d^T - U_C^t U_C^t^T||_F \leq 2\sqrt{2} E(\delta) \lambda_{d'} - \lambda_{d'+1}$$

with probability at least $1 - \delta$.

Based on Lemma 2, following theorem gives the error of $d_M(C^*, C^t)$ with respect to its $n$ samples approximation $d_M(\tilde{C}^*, \tilde{C}^t)$.

**Theorem 3.** Assuming the condition in Theorem 1 is specified by domains. Specifically, $\lambda_1^s$ and $\lambda_1^t$ denote the $i$-th largest eigenvalue of domain-specific covariance matrices $C^s$ and $C^t$, respectively. Denote by

$$e(d') = \frac{\sqrt{d'}}{\lambda_{d'} - \lambda_{d'+1}} + \frac{\sqrt{d'}}{\lambda_{d'}^s - \lambda_{d'+1}^s}$$

the error index. Then the following error bound holds with probability at least $1 - \delta$:

$$|d_M(C^s, C^t) - d_M(\tilde{C}^s, \tilde{C}^t)| \leq 2\sqrt{2} E(\delta) e(d').$$

Theorem 3 suggests that the upper bound of error is proportional to $e(d')$. It means that we should search the maximal gap between the continuous eigenvalues with the consideration of inflation factor $\sqrt{d'}$. Recall that in batch learning setting, the batch size $b_s$ is usually smaller than $d$, thus $d'$ only need to be searched in $\{1, 2, \ldots, b_s - 1\}$. The proofs are given in the Supplementary.
### Experiments and Comparative Analysis

In this section, three popular domain adaptation datasets are selected and the standard evaluation protocols are adopted. **Office-Home** (Venkateswara et al. 2017) contains 4 domains, i.e., Art (Ar), Clipart (Cl), Product (Pr) and Real-World (Rw).

**Image-CLEF-DA** consists of 4 domains. Following the previous protocol (Long et al. 2018), we conduct adaptation task between Caltech (C), ImageNet (I) and Pascal (P).

**VisDA-2017** (Peng et al. 2017) is a large-scale visual domain adaptation challenge dataset. The synthetic data to real-image track is evaluated here.

#### Setup

Two layers Riemannian manifold learning scheme is carried out in all experiments (i.e., $l = 2$), where the first layer (1024d) is activated by Leaky ReLU ($\alpha = 0.2$) and the second layer (512d) by Tanh. Adam Optimizer ($lr = 0.0002$, $\beta_1 = 0.9$, $\beta_2 = 0.999$) with batch size of 50 is utilized on Office-Home and Image-CLEF-DA datasets; the modified mini-batch SGD (Ganin et al. 2016) ($lr = 0.003$, momentum = 0.9, weight decay = $5e-4$) with batch size of 32 is employed on VisDA-2017 challenge. The learning rate of CNN backbone layers is set as $0.1lr$. The hyperparameters are determined by try-and-error approach. Specifically, $\lambda_1$ and $\lambda_2$ are set as $1e1$ and $5e3$, respectively. The Top-1 scheme is adopted for the target intra-class loss in Eq. (3). For ablation study, the model without discriminative structure loss and manifold metric alignment loss are abbreviated as DRMEA (No DS) and DRMEA (No AL), respectively.

#### Results Analysis

**Error Bound of Grassmannian Distance** The numerical simulation is conducted on Image-CLEF-DA dataset to explore the minimal error index $\epsilon(d')$. As a fact that the eigenvalues always decrease rapidly at the beginning and enter into a flat state, the error bounds of dimensionality $d'$ located in the flatten area are too high to assess. As shown in Figure 3, the trend of eigenvalues is consistent with the description. Though the dramatic decrease in the beginning stage results in a lower error, the information in that area is unconvincing and insufficient to support the measurement of manifolds. Since there is a natural gap between the $(b_s - 1)$-th and $b_s$-th dominant eigenvalues, $\epsilon(b_s - 1)$ is smaller than most of other errors. We highlight the error index of $\epsilon(b_s - 1)$ by blue dash line, and observe only errors of $d' = \{1, 2, \ldots, 12, 14\}$ are lower than $\epsilon(b_s - 1)$. Empirically, the dimensionality of Grassmannian manifold $d'$ is set as $b_s - 1$ hereinafter.

![Figure 3: Left: Error and eigenvalue curves w.r.t. $d'$. Right: Recognition rate curves and loss curve.](https://www.imageclef.org/2014/adaptation)
As the discrepancy between the source and target domains is relatively smaller than other domains, a more discriminative model is essential to the improvement of recognition accuracy. DRMEA encodes the discriminant criterion and alignment constraint simultaneously, thus it outperforms other methods by 1.4% at least.

The ablation results also prove that the whole Riemannian manifold learning framework effect when both loss terms are equipped. As the discriminative structure loss provides a separable structure and manifold metric alignment loss bridges the distribution discrepancy between the source and target domains based on Grassmannian distance, both two losses are important.

**Visualization** Figure 4 shows the 2-D representation spaces obtained from t-SNE (Maaten and Hinton 2008) algorithm on VisDA-2017 dataset. CDAN+E shortens the distance between source and target by using adversarial alignment. A part of classes has been dragged away from the center, e.g., *plant, car, horse, aeroplane* and *bicycle*. In the third column, our method further optimizes the structure of the representation space. The categories are aligned better than ResNet-101 and CDAN+E, which leads to more compact target space.

**Conclusion**

In this paper, we develop a Riemannian manifold embedding and alignment framework for UDA, where the transferability and discriminability are reached consistently. To optimize the structure of the target domain, the soft labels are encoded into the discriminant criterion and alignment constraint simultaneously, thus a separable structure and manifold metric alignment loss are equipped. As the discriminative structure loss provides a separable structure and manifold metric alignment loss bridges the distribution discrepancy between the source and target domains based on Grassmannian distance, both two losses are important.
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