A NOTE ABOUT EXISTENCE FOR A CLASS OF VISCOUS FLUID PROBLEMS
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Abstract. In this work the existence of weak solutions for a class of non-Newtonian viscous fluid problems is analyzed. The problem is modeled by the steady case of the generalized Navier-Stokes equations, where the exponent \( q \) that characterizes the flow depends on the space variable: \( q = q(x) \). For the associated boundary-value problem we show that, in some situations, the log-Hölder continuity condition on \( q \) can be dropped and the result of the existence of weak solutions still remain valid for any variable exponent \( q \geq \alpha > \frac{2N}{N+2} \), where \( \alpha = \text{ess inf} \ q \).
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1. Introduction

In this article we study the steady motion of an incompressible and homogeneous viscous fluid in a bounded domain \( \Omega \subset \mathbb{R}^N, \ N \geq 2 \), with the boundary denoted by \( \partial \Omega \). We assume the motion is described by the following boundary-value problem for the generalized Navier-Stokes equations:

\begin{align*}
\text{(1.1)} & \quad \text{div} \ u = 0 \quad \text{in} \quad \Omega; \\
\text{(1.2)} & \quad \text{div}(u \otimes u) = f - \nabla p + \text{div} \ S \quad \text{in} \quad \Omega; \\
\text{(1.3)} & \quad u = 0 \quad \text{on} \quad \partial \Omega.
\end{align*}

Here, \( u \) is the velocity field, \( p \) stands for the pressure divided by the constant density and \( f \) is the external forces field. We assume the extra stress tensor \( S \) has a variable \( q \)-structure in the following sense:

(A) \( S : \Omega \times \mathbb{M}_N^\text{sym} \to \mathbb{M}_N^\text{sym} \) is a Carathéodory function;
(B) \( |S(x,A)| \leq C|A|^{q(x)-1} \) for all \( A \in \mathbb{M}_N^\text{sym} \) and a.a. \( x \) in \( \Omega \);
(C) \( S(x,A) : A \geq C|A|^{q(x)} \) for all \( A \in \mathbb{M}_N^\text{sym} \) and a.a. \( x \) in \( \Omega \);
(D) \( (S(x,A) - S(x,B)) : (A - B) > 0 \) for all \( A \neq B \) in \( \mathbb{M}_N^\text{sym} \) and a.a. \( x \) in \( \Omega \).
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Here, $\mathbb{M}_N^{\text{sym}}$ is the vector space of all symmetric $N \times N$ matrices, which is equipped with the scalar product $\mathbf{A} : \mathbf{B} = \sqrt{\mathbf{A} : \mathbf{A}}$.

The existence of weak solutions to the problem (1.1)-(1.3) with a constant $q$-structure was established by [12] and [14] for $q \geq \frac{3N}{N+2}$, by [9] and [15] for $q > \frac{2N}{N+1}$ and, finally and again, by [10] for $q > \frac{2N}{N+2}$. These results were obtained in the class

$$V_q := \text{closure of } V \text{ in } W^{1,q}(\Omega), \quad \text{where } V := \{ v \in C_0^\infty(\Omega) : \text{div } v = 0 \}.$$  

The proofs in [12, 14] use the theory of monotone operators together with compactness arguments, whereas in [9, 15] and [10] are used, in addition, the $L^\infty$ and the Lipschitz-truncation methods, respectively. Each one of these results improves the previous one in the sense that the convective term $u \otimes u : D(\varphi)$ is in $L^1(\Omega)$ for an increasingly smaller lower limit of $q$.

The mathematical analysis of the problem (1.1)-(1.3), with the deviatoric stress tensor satisfying to (A)-(D) with a variable $q$-structure, must be done in the context of Orlicz spaces. These spaces resemble many of the aspects of classical Lebesgue and Sobolev spaces, but there are some important differences which must be pointed out (see Section 2). Existence results for the problem (1.1)-(1.3), with the deviatoric stress tensor satisfying to (A)-(D) with a variable $q$-structure, are due to [16], [11] and [8] and were obtained in the class

$$W_q(\Omega) := \text{closure of } V \text{ in the } \|D(v)\|_{L^q(\Omega)} \text{ norm,}$$

where $q \in P(\Omega)$, the set of all measurable functions $q : \Omega \to [1, \infty]$, satisfies to

$$1 < \alpha := \text{ess inf}_{x \in \Omega} q(x) \leq q(x) \leq \text{ess sup}_{x \in \Omega} q(x) := \beta < \infty.$$  

The proofs in [10] and in [11] are valid for $\alpha > \frac{3N}{N+2}$ and $\alpha > \frac{2N}{N+1}$, respectively. Moreover they follow the same approach of [12, 14] and [9, 15], respectively, and use the fact that $W_q(\Omega)$ is continuously imbedded into $V_\alpha$. The proof of [8] is valid for $\alpha > \frac{2N}{N+2}$, provided the variable exponent $q$ is globally log-Hölder continuous in the sense of (2.3) below. The proof here follows the same approach of the result for constant $q$ in [8] and uses results on Lipschitz truncations of functions in Orlicz-Sobolev spaces performed still in [8]. See also [3, 4, 15] for concrete fluid models with a variable $q$-structure.

Our goal in this work is to show that the log-Hölder continuity condition (2.3) is not necessary to show the existence of weak solutions to the problem (1.1)-(1.3) with the deviatoric stress tensor satisfying to (A)-(D) with a variable $q$-structure. As one can se in the proof of [8, Theorem 5.1], assumption (2.3) is fundamental to achieve the existence result by the method proposed there. Firstly, we shall seek for a different condition that assures the existence of weak solutions for this problem in the case of $\alpha > \frac{2N}{N+2}$. At the end, we shall give an example to which neither this new condition nor (2.3) are needed.

2. Weak Formulation

The notation used in this work is largely standard in Mathematical Fluid Mechanics (see e.g. [14]). In this article, the notations $\Omega$ or $\omega$ stand always for a domain, i.e., a connected open subset of $\mathbb{R}^N$, $N \geq 1$. Given $k \in \mathbb{N}$, we denote by $C^k(\Omega)$ the space of all $k$-differentiable functions in $\Omega$. By $C_0^\infty(\Omega)$ we denote the space of all infinity-differentiable functions with compact support in $\Omega$. In the
context of distributions, the space $C_0^\infty(\Omega)$ is denoted by $D(\Omega)$ instead. The space of distributions over $D(\Omega)$ is denoted by $D'(\Omega)$. If $X$ is a generic Banach space, its dual space is denoted by $X'$. Let $1 \leq q \leq \infty$ and $\Omega \subset \mathbb{R}^N$, with $N \geq 1$, be a domain. We use the classical Lebesgue spaces $L^q(\Omega)$, whose norm is denoted by $\| \cdot \|_{L^q(\Omega)}$. For any nonnegative $k$, $W^{k,q}(\Omega)$ denotes the Sobolev space of all functions $u \in L^q(\Omega)$ such that the weak derivatives $D^\alpha u$ exist, in the generalized sense, and are in $L^q(\Omega)$ for any multi-index $\alpha$ such that $0 \leq |\alpha| \leq k$. In particular, $W^{1,\infty}(\Omega)$ stands for the space of Lipschitz functions. The norm in $W^{k,q}(\Omega)$ is denoted by $\| \cdot \|_{W^{k,q}(\Omega)}$. We define $W_0^{k,q}(\Omega)$ as the closure of $C_0^\infty(\Omega)$ in $W^{k,q}(\Omega)$. For the dual space of $W_0^{k,q}(\Omega)$, we use the identity $(W_0^{k,q}(\Omega))^\prime = W^{-k,q'}(\Omega)$, up to an isometric isomorphism. Vectors and vector spaces will be denoted by boldface letters.

We denote by $\mathcal{P}(\Omega)$ the set of all measurable functions $q : \Omega \to [1, \infty]$ and define

$$q^- := \inf_{x \in \Omega} q(x), \quad q^+ := \sup_{x \in \Omega} q(x).$$

Given $q \in \mathcal{P}(\Omega)$, we denote by $L^{q(\cdot)}(\Omega)$ the space of all measurable functions $f$ in $\Omega$ such that its semimodular is finite:

$$A_{q(\cdot)}(f) := \int_\Omega |f(x)|^{q(x)}\,dx < \infty. \tag{2.1}$$

The space $L^{q(\cdot)}(\Omega)$ is called Orlicz space and is also known by Lebesgue space with variable exponent. Equipped with the norm

$$\|f\|_{L^{q(\cdot)}(\Omega)} := \inf \left\{ \lambda > 0 : A_{q(\cdot)} \left( \frac{f}{\lambda} \right) \leq 1 \right\}, \tag{2.2}$$

$L^{q(\cdot)}(\Omega)$ becomes a Banach space. If $q^+ < \infty$, $L^{q(\cdot)}(\Omega)$ is separable and the space $C_0^\infty(\Omega)$ is dense in $L^{q(\cdot)}(\Omega)$. Moreover, if $1 < q^- \leq q^+ < \infty$, $L^{q(\cdot)}(\Omega)$ is reflexive. One problem in Orlicz spaces is the relation between the semimodular $[2.1]$ and the norm $[2.2]$. If $\{q^\cdot\}$ is satisfied, one can shows that

$$\|f\|_{L^{q(\cdot)}(\Omega)}^{q^-} - 1 \leq A_{q(\cdot)}(f) \leq \|f\|_{L^{q(\cdot)}(\Omega)}^{q^+} + 1.$$  

In Orlicz spaces, there holds a version of Hölder’s inequality, called generalized Hölder’s inequality. Given $q \in \mathcal{P}(\Omega)$, the Orlicz-Sobolev space $W^{1,q(\cdot)}(\Omega)$ is defined as the set of all functions $f \in L^{q(\cdot)}(\Omega)$ such that $D^\alpha f \in L^{q(\cdot)}(\Omega)$ for any multi-index $\alpha$ such that $0 \leq |\alpha| \leq 1$. In $W^{1,q(\cdot)}(\Omega)$ is defined a semimodular and the correspondent induced norm analogously as in $[2.1]$ and $[2.2]$. For this norm, $W^{1,q(\cdot)}(\Omega)$ is a Banach space, which becomes separable and reflexive in the same conditions as $L^{q(\cdot)}(\Omega)$. The Orlicz-Sobolev space with zero boundary values is defined by:

$$W_0^{1,q(\cdot)}(\Omega) := \left\{ f \in W^{1,q(\cdot)}(\Omega) : \text{supp } f \subset \subset \Omega \right\} \| \cdot \|_{W^{1,q(\cdot)}(\Omega)}.$$

In contrast to the case of classical Sobolev spaces, the set $C_0^\infty(\Omega)$ is not necessarily dense in $W_0^{1,q(\cdot)}(\Omega)$ – the closure of $C_0^\infty(\Omega)$ in $W^{1,q(\cdot)}(\Omega)$ is strictly contained in $W_0^{1,q(\cdot)}(\Omega).$ The equality holds only if $q$ is globally log-Hölder continuous, i.e., if exist positive constants $C_1$, $C_2$ and $q_\infty$ such that

$$|q(x) - q(y)| \leq \frac{C_1}{\ln(e + 1/|x - y|)}, \quad |q(x) - q_\infty| \leq \frac{C_2}{\ln(e + |x|)} \quad \forall x, y \in \Omega. \tag{2.3}$$

See the monograph $[7]$ for a thorough analysis on Orlicz and Orlicz-Sobolev spaces.
In order to introduce the notion of weak solutions we shall consider in this work, let us recall the well-known function spaces of Mathematical Fluid Mechanics defined at (1.4). Due to the presence of the variable exponent \( q(\cdot) \) in the structure of the tensor \( S \), we need to consider the weak solutions to the problem (1.1)-(1.3) in some Orlicz-Sobolev space. Since the set \( C^\infty_0(\Omega) \) is not necessarily dense in \( W^{1,q}_0(\Omega) \), we define the analogue of \( V_\beta \) by (1.5). It is an easy task to verify the space \( W^{1,q}_q(\Omega) \) satisfies to the following continuous imbeddings:

\[
V_\beta \hookrightarrow W^{1,q}_q(\Omega) \hookrightarrow V_\alpha.
\]

Moreover, \( W^{1,q}_q(\Omega) \) is a closed subspace of \( V_\alpha \) and therefore it is a reflexive and separable Banach space for the norm

\[
\|v\|_{W^{1,q}_q(\Omega)} := \|D(v)\|_{L^q(\Omega)}.
\]

**Definition 2.1.** Let \( \Omega \) be a bounded domain of \( \mathbb{R}^N \), with \( N \geq 2 \), and let \( q \in P(\Omega) \) be a variable exponent satisfying to (1.6). Let also \( f \in L^1(\Omega) \) and assume that conditions (A)-(D) are fulfilled with a variable exponent \( q \). A vector field \( u \) is a weak solution to the problem (1.1)-(1.3), if:

1. \( u \in W^{1,q}_q(\Omega) \);
2. For every \( \varphi \in C^\infty_0(\Omega) \), with \( \text{div} \varphi = 0 \),

\[
\int_\Omega (S(D(u)) - u \otimes u) : D(\varphi) \, dx = \int_\Omega f \cdot \varphi \, dx.
\]

The main goal of this work is to seek for the condition(s) we have to impose in the problem (1.1)-(1.3) that assure(s) the existence of weak solutions to this problem in the sense of Definition 2.1 and without any further restriction on \( q \) besides (1.6) above and (2.4)-(2.5) below.

**Question 2.1.** Let \( \Omega \) be a bounded domain in \( \mathbb{R}^N \), \( N \geq 2 \). Assume that conditions (A)-(D) are fulfilled with a variable exponent \( q \in P(\Omega) \) satisfying to (1.6), and

\[
f = -\text{div} F, \quad F \in M^{N}^\text{sym}, \quad F \in L^{q(\cdot)}(\Omega),
\]

\[
\frac{2N}{N+2} < \alpha \leq \beta < \infty.
\]

Is it possible to find a distinct condition from the log-Hölder continuity property (2.3) that assures the existence of a weak solution to the problem (1.1)-(1.3) in the sense of Definition 2.1?

The answer to Question 2.1 will be the aim of next sections. For that, we shall prove an existence result for the problem (1.1)-(1.3) under the conditions stated in Question 2.1. We will see that the validity of such an existence result will demand a new and different condition.

3. The regularized problem

Let \( \Phi \in C^\infty([0, \infty)) \) be a non-increasing function such that \( 0 \leq \Phi \leq 1 \) in \([0, \infty)\), \( \Phi = 1 \) in \([0, 1]\), \( \Phi = 0 \) in \([2, \infty)\) and \( 0 \leq -\Phi' \leq 2 \). For \( \varepsilon > 0 \), we set

\[
\Phi_\varepsilon(s) := \Phi(\varepsilon s), \quad s \in [0, \infty).
\]

We consider the following regularized problem:

\[
\text{div} u_\varepsilon = 0 \quad \text{in} \quad \Omega,
\]
be proved that every weak solution satisfies to the following energy equality:

\[ u_\varepsilon = 0 \quad \text{on} \quad \partial \Omega. \]

A vector function \( u_\varepsilon \in V_\beta \) is a weak solution to the problem (3.2)-(3.4), if

\[
\int_\Omega [S(D(u_\varepsilon)) + \varepsilon |D(u_\varepsilon)|^{\beta-2}D(u_\varepsilon)] : D(\varphi) \, dx = \int_\Omega F : D(\varphi) \, dx
\]

for all \( \varphi \in \mathcal{V} \). Under the assumptions stated in Question 2.1 it can be proved that, for each \( \varepsilon > 0 \), there exists a weak solution \( u_\varepsilon \in V_\beta \) to the problem (3.2)-(3.4).

The proof of this result is based on the Schauder fixed point theorem. The map \( \Phi_\varepsilon \) implies

\[
\|\Phi_\varepsilon(u_\varepsilon)\|_{L^\infty(\Omega)} + \|u_\varepsilon\|_{V_\alpha} \leq C,
\]

where, by the assumption (2.4), \( C \) is a positive constant and, very important, does not depend on \( \varepsilon \). Then we can prove from (3.7) that

\[
\|u_\varepsilon\|_{L^\infty(\Omega)} \leq C,
\]

where \( \alpha^* \) denotes the Sobolev conjugate of \( \alpha \). As a consequence of (3.2) and Sobolev’s inequality, we have

\[
\|u_\varepsilon\|_{L^{\alpha^*}(\Omega)} \leq C,
\]

and

\[
\|u_\varepsilon \otimes u_\varepsilon \Phi_\varepsilon([u_\varepsilon])\|_{L^{\alpha^*}(\Omega)} \leq C.
\]

From (3.2), (3.11) and (3.13), there exists a sequence of positive numbers \( \varepsilon_m \) such that \( \varepsilon_m \to 0 \), as \( m \to \infty \), and

\[
S(D(u_{\varepsilon_m})) \to S \quad \text{weakly in} \quad L^{\beta^*}(\Omega), \quad \text{as} \quad m \to \infty,
\]

\[
u_{\varepsilon_m} \otimes u_{\varepsilon_m} \Phi_{\varepsilon_m}([u_{\varepsilon_m}]) \to G \quad \text{weakly in} \quad L^{\alpha^*}(\Omega), \quad \text{as} \quad m \to \infty,
\]

\[
\varepsilon_m|D(u_{\varepsilon_m})|^{\alpha-2}D(u_{\varepsilon_m}) \to 0 \quad \text{weakly in} \quad L^{\beta^*}(\Omega), \quad \text{as} \quad m \to \infty.
\]

Now we observe that, due to (3.14), the application of Sobolev’s compact imbedding theorem implies

\[
u_{\varepsilon_m} \to u \quad \text{strongly in} \quad L^\gamma(\Omega), \quad \text{as} \quad m \to \infty, \quad \text{for any} \quad \gamma : 1 \leq \gamma < \alpha^*.
\]
Then gathering the information of (3.16) and (3.20), we see that

\[ \frac{u}{\sqrt{2}} \quad \text{strongly in } L^2(\Omega), \quad m \to \infty. \]

Using (3.1) and (3.19), we can prove that

\[ u_{m} \to u \quad \text{strongly in } L^1(\Omega), \quad m \to \infty. \]

Then gathering the information of (4.3), we see that \( G = u \otimes u \).

Finally, using the convergence results (3.14)-(3.17) and observing (3.20), we can pass to the limit \( m \to \infty \) in the following integral identity, which results from (3.5),

\[ \int_{\Omega} \left[ S(D(u_{m})) + \varepsilon_m |D(u_{m})|^\beta - 2 D(u_{m} - u_{m} \otimes u_{m} \Phi_{m}(|u_{m}|)) - F \right] : D(\varphi) \, dx = 0, \]

valid for all \( \varphi \in \mathcal{V} \), to obtain

\[ \int_{\Omega} (S - u \otimes u - F) : D(\varphi) \, dx = 0 \quad \forall \, \varphi \in \mathcal{V}. \]

### 4. Decomposition of the Pressure.

Since we shall use test functions which are not divergence free, we first have to determine the approximative pressure from the weak formulation (3.21). First, let \( \omega' \) be a fixed but arbitrary open bounded subset of \( \Omega \) such that

\[ \omega' \subset \subset \Omega \quad \text{and} \quad \partial \omega' \text{ is Lipschitz}, \]

where \( \omega' \subset \subset \Omega \) means that \( \omega' \) is compactly contained in \( \Omega \), and let us set

\[ Q_{\varepsilon m} := S(D(u_{m})) + \varepsilon_m |D(u_{m})|^\beta - 2 D(u_{m} - u_{m} \otimes u_{m} \Phi_{m}(|u_{m}|)) - F. \]

Using assumption (2.4) and the results (3.11), (3.13) and (3.17), we can prove that

\[ Q_{\varepsilon m} \in L^r(\Omega), \quad \text{where} \quad 1 < r \leq r_0 := \min \left\{ \beta', \frac{\alpha^*}{2} \right\}. \]

Note that \( r_0 = \min \{ \beta', \frac{N\alpha}{2(N-\alpha)} \} \) if \( \alpha < N \) and \( r_0 = \beta' \) if \( N \geq \alpha \). Then we define a linear functional

\[ \Pi_{\varepsilon m} : W_0^{1,r'}(\omega') \to W^{-1,r}(\omega'), \]

\[ \langle \Pi_{\varepsilon m}, \varphi \rangle_{W^{-1,r}(\omega'),W_0^{1,r'}(\omega')} := \int_{\partial\omega'} Q_{\varepsilon m} : D(\varphi) \, dx. \]

Using (4.4)-(4.5), we can prove, owing to (4.3), that

\[ \| \Pi_{\varepsilon m} \|_{(\mathcal{V},\mathcal{V}')} \leq C, \]

where \( C \) is a positive constant independent of \( m \). Note that here \( \mathcal{V}, \mathcal{V}' \) is taken over \( \omega' \). Moreover, since \( \mathcal{V} \) is dense in \( \mathcal{V}, \mathcal{V}' \), we can see that (3.21), (4.2) and (4.5) imply

\[ \langle \Pi_{\varepsilon m}, \varphi \rangle_{(\mathcal{V},\mathcal{V}')} = 0 \quad \forall \, \varphi \in \mathcal{V}, \]

By virtue of (4.1) and due to assumption (4.1), we can apply a version of de Rham’s Theorem to prove the existence of a unique function

\[ p_{\varepsilon m} \in L^r(\omega'), \quad \text{such that} \quad \int_{\omega'} p_{\varepsilon m} \, d\omega = 0, \]

\[ \langle \Pi_{\varepsilon m}, \varphi \rangle_{W^{-1,r}(\omega'),W_0^{1,r'}(\omega')} = \int_{\omega'} p_{\varepsilon m} \text{div}\varphi \, d\omega \quad \forall \, \varphi \in W_0^{1,r'}(\omega'), \]

such that

\[ \langle \Pi_{\varepsilon m}, \varphi \rangle_{W^{-1,r}(\omega'),W_0^{1,r'}(\omega')} = \int_{\omega'} p_{\varepsilon m} \text{div}\varphi \, d\omega \quad \forall \, \varphi \in W_0^{1,r'}(\omega'), \]
To simplify the notation in the sequel, let us set

\[ \| p_{\epsilon m} \|_{L^{r'}(\omega')} \leq \| \Pi_{\epsilon m} \|_{(V,r')} \].

Then, gathering the information of (3.21), (4.2), (4.5) and (4.9), we obtain

\[ \int_{\omega'} S(D(u_{\epsilon m})) : D(\varphi) \, dx + \epsilon m \int_{\omega'} |D(u_{\epsilon m})|^{\beta-2} D(u_{\epsilon m}) : D(\varphi) \, dx = \]

\[ \int_{\omega'} F : D(\varphi) \, dx + \int_{\omega'} u_{\epsilon m} \otimes u_{\epsilon m} \Phi_{\epsilon m}(|u_{\epsilon m}|) : D(\varphi) \, dx + \int_{\omega'} p_{\epsilon m} \text{div} \varphi \, dx \]

for all \( \varphi \in W^{1,r'}_0(\omega') \). On the other hand, due to (3.16) and (4.18) and by means of reflexivity, we get, passing to a subsequence, that

\[ p_{\epsilon m} \to p_0 \quad \text{weakly in} \quad L^{r'}(\omega'), \quad m \to \infty. \]

Next, passing to the limit, we obtain\[ \hat{p} \]

\[ \text{Next, we shall decompose the pressure found in the first part of this section. With this in mind, let } \omega \text{ be a fixed but arbitrary domain such that} \]

\[ \omega \subset \subset \omega' \subset \subset \Omega \quad \text{and} \quad \partial \omega \text{ is } C^2. \]

To simplify the notation in the sequel, let us set

\[ A^s(\omega) := \{ a \in L^s(\omega) : a = \Delta u, \quad u \in W_{0,s}^2(\omega) \}, \quad 1 < s < \infty. \]

Here we shall use some results due to [17] that allow us to locally decompose the pressure. Applying [17] Lemma 2.4, with \( s = \beta' \) first and then with \( s = \frac{\alpha^*}{2} \), and using (3.15) and (3.17) by one hand and (3.16) and (3.20) on the other, we can infer that exist unique functions

\[ p_{\epsilon m}^1 \in A^{\beta'}(\omega), \]

\[ p_{\epsilon m}^2 \in A^{\frac{\alpha^*}{2}}(\omega) \]

such that

\[ \int_{\omega} p_{\epsilon m}^1 \Delta \phi \, dx = \int_{\omega} (S(D(u_{\epsilon m}))) + \epsilon m |D(u_{\epsilon m})|^{\beta-2} D(u_{\epsilon m}) - S) : \nabla^2 \phi \, dx, \]

\[ \int_{\omega} p_{\epsilon m}^2 \Delta \phi \, dx = - \int_{\omega} (u_{\epsilon m} \otimes u_{\epsilon m} \Phi_{\epsilon m}(|u_{\epsilon m}|) - u \otimes u) : \nabla^2 \phi \, dx \]

for all \( \phi \in C_{0}^{\infty}(\omega) \). Attending to (3.15), (3.17) and (4.17) by one hand, and (3.16), (3.20) and (4.18) on the other, a direct application of [17] Lemma 2.3, with \( s = \beta' \) and then with \( s = \frac{\alpha^*}{2} \), yields

\[ \| p_{\epsilon m} \|_{L^{\beta'}(\omega')} \leq C_1 \| S(D(u_{\epsilon m})) - S + \epsilon m |D(u_{\epsilon m})|^{\beta-2} D(u_{\epsilon m}) \|_{L^{\beta'}(\omega')}, \]

\[ \| p_{\epsilon m}^2 \|_{L^{\frac{\alpha^*}{2}}(\omega')} \leq C_2 \| u_{\epsilon m} \otimes u_{\epsilon m} \Phi_{\epsilon m}(|u_{\epsilon m}|) - u \otimes u \|_{L^{\frac{\alpha^*}{2}}(\omega')} , \]

where \( C_1 \) and \( C_2 \) are positive constants depending on \( \beta', \alpha^* \) and on \( \omega \).
Now, combining (4.11) and (4.13), and using the definition of the distributive derivative, we obtain

\begin{equation}
\begin{aligned}
\text{div} \left( S(D(u_{\epsilon_m})) - S + \epsilon_m |D(u_{\epsilon_m})|^{\beta - 2}D(u_{\epsilon_m}) \right) - \\
\text{div} \left( u_{\epsilon_m} \otimes u_{\epsilon_m} \Phi_{\epsilon_m}(|u_{\epsilon_m}|) - u \otimes u \right) = \nabla(p_{\epsilon_m} - p_0)
\end{aligned}
\end{equation}

in $D'(\omega)$.

Then, testing (4.21) by $\nabla \phi$, with $\phi \in C_0^\infty(\omega)$, integrating over $\omega$ and comparing the resulting equation with the one resulting from adding (4.17) and (4.18), we obtain

$p_{\epsilon_m} - p_0 = p^1_{\epsilon_m} + p^2_{\epsilon_m}$.

Inserting this into (4.21), it follows that

\begin{equation}
\begin{aligned}
\text{div} \left( S(D(u_{\epsilon_m})) - S + \epsilon_m |D(u_{\epsilon_m})|^{\beta - 2}D(u_{\epsilon_m}) \right) - \\
\text{div} \left( u_{\epsilon_m} \otimes u_{\epsilon_m} \Phi_{\epsilon_m}(|u_{\epsilon_m}|) - u \otimes u \right) = \nabla \left( p^1_{\epsilon_m} + p^2_{\epsilon_m} \right)
\end{aligned}
\end{equation}

in $D'(\omega)$.

5. THE LIPSCHITZ TRUNCATION

To start this section, let us set

\begin{equation}
w_{\epsilon_m} := (u_{\epsilon_m} - u)\chi_\omega,
\end{equation}

where $\chi_\omega$ denotes the characteristic function of the set $\omega$ introduced in (4.14). Having in mind the extension of (4.22) to $\mathbb{R}^N$, here we shall consider that

\begin{equation}
\Upsilon_{\epsilon_m} := \Upsilon^1_{\epsilon_m} + \Upsilon^2_{\epsilon_m}
\end{equation}

is extended from $\omega$ to $\mathbb{R}^N$ by zero, where

\begin{equation}
\Upsilon^1_{\epsilon_m} := - \left( S(D(u_{\epsilon_m})) - S + \epsilon_m |D(u_{\epsilon_m})|^{\beta - 2}D(u_{\epsilon_m}) \right) + p^1_{\epsilon_m} I,
\end{equation}

\begin{equation}
\Upsilon^2_{\epsilon_m} := u_{\epsilon_m} \otimes u_{\epsilon_m} \Phi_{\epsilon_m}(|u_{\epsilon_m}|) - u \otimes u + p^2_{\epsilon_m} I,
\end{equation}

and $I$ denotes the identity tensor. Now, due to the definition (5.1) and by virtue of (5.14) and (5.18), we have

\begin{equation}
w_{\epsilon_m} \to 0 \quad \text{weakly in } W^{1,\infty}(\mathbb{R}^N), \quad m \to \infty,
\end{equation}

\begin{equation}
w_{\epsilon_m} \to 0 \quad \text{strongly in } L^\gamma(\mathbb{R}^N), \quad m \to \infty, \quad \text{for any } \gamma : 1 \leq \gamma \leq \alpha^*.
\end{equation}

Moreover, due to (3.15), (3.17) and (4.19) by one hand, and due to (3.16), (3.20) and (4.20) on the other, we have

\begin{equation}
\| \Upsilon^1_{\epsilon_m} \|_{L^\infty(\mathbb{R}^N)} \leq C,
\end{equation}

\begin{equation}
\| \Upsilon^2_{\epsilon_m} \|_{L^\infty(\mathbb{R}^N)} \leq C.
\end{equation}

In addition to (5.8), we see that, due to (3.18) and (4.20),

\begin{equation}
\Upsilon^2_{\epsilon_m} \to 0 \quad \text{strongly in } L^{\gamma}(\mathbb{R}^N), \quad m \to \infty, \quad \text{for any } \gamma : 1 \leq \gamma \leq \alpha^*.
\end{equation}

Next, let us consider the Hardy-Littlewood maximal functions of $|w_{\epsilon_m}|$ and $|\nabla w_{\epsilon_m}|$ defined by

\begin{align*}
\mathcal{M}(|w_{\epsilon_m}|)(x) := & \sup_{0 < R < \infty} \frac{1}{\mathcal{L}_N(B_R(x))} \int_{B_R(x)} |w_{\epsilon_m}(y)| \, dy, \\
\mathcal{M}(|\nabla w_{\epsilon_m}|)(x) := & \sup_{0 < R < \infty} \frac{1}{\mathcal{L}_N(B_R(x))} \int_{B_R(x)} |\nabla w_{\epsilon_m}(y)| \, dy;
\end{align*}
where \( B_R(x) \) denotes the ball of \( \mathbb{R}^N \) centered at \( x \) and with radius \( R > 0 \), and \( \mathcal{L}_N(\omega) \) is the \( N \)-dimensional Lebesgue measure of \( \omega \). Arguing as in [8, p. 218] and using the boundedness of the Hardy-Littlewood maximal operator \( M \), we can prove that for all \( m \in \mathbb{N} \) and all \( j \in \mathbb{N}_0 \) there exists
\[
\lambda_{m,j} \in \left[ 2^{2^j}, 2^{2^{j+1}} \right]
\]
such that
\[
\mathcal{L}_N(F_{m,j}) \leq 2^{-j} \lambda_{m,j}^{-\gamma} \|w_{\epsilon m}\|_{L^\gamma(\mathbb{R}^N)}, \quad \text{for any } \gamma : 1 \leq \gamma < \alpha^*,
\]
\[
\mathcal{L}_N(G_{m,j}) \leq 2^{-j} \lambda_{m,j}^{-\alpha} \|\nabla w_{\epsilon m}\|_{L^\alpha(\mathbb{R}^N)},
\]
where
\[
F_{m,j} := \{ x \in \mathbb{R}^N : M(|w_{\epsilon m}|)(x) > 2\lambda_{m,j} \},
\]
\[
G_{m,j} := \{ x \in \mathbb{R}^N : M(|\nabla w_{\epsilon m}|)(x) > 2\lambda_{m,j} \}.
\]
Setting
\[
L_{m,j} := F_{m,j} \cup G_{m,j} \cup \{ x \in \mathbb{R}^N : x \text{ is not a Lebesgue point of } |w_{\epsilon m}| \},
\]
we can see that, by virtue of (5.11)-(5.13),
\[
\limsup_{m \to \infty} \mathcal{L}_N(R_{m,j}) \leq C2^{-j}\lambda_{m,j}^{-\alpha}.
\]
Then, by \([1]\) together with (5.1),
\[
\exists z_{m,j} \in W^{1,\infty}(\mathbb{R}^N), \quad z_{m,j} = \begin{cases} w_{\epsilon m} & \text{in } \omega \setminus A_{m,j}, \\ 0 & \text{in } \mathbb{R}^N \setminus \omega \end{cases},
\]
where
\[
A_{m,j} := \{ x \in \omega : z_{m,j}(x) \neq w_{\epsilon m}(x) \},
\]
such that
\[
\|z_{m,j}\|_{L^\infty(\omega)} \leq 2\lambda_{m,j},
\]
\[
\|\nabla z_{m,j}\|_{L^\infty(\omega)} \leq C\lambda_{m,j}, \quad C = C(N, \omega).
\]
Moreover, by [13, Proposition 2.2] and using (5.11)-(5.13) and (5.17),
\[
A_{m,j} \subset \omega \cap R_{m,j}.
\]
As a consequence of (5.20) together with (5.14) and (5.15),
\[
\mathcal{L}_N(A_{m,j}) \leq 2^{-j}\lambda_{m,j}^{-\alpha} \|w_{\epsilon m}\|_{L^\alpha(\mathbb{R}^N)},
\]
\[
\limsup_{m \to \infty} \mathcal{L}_N(A_{m,j}) \leq C2^{-j}\lambda_{m,j}^{-\alpha}.
\]
On the other hand, due to (5.18)-(5.19) and (5.20) together with (5.21)-(5.22), we can prove that for any \( j \in \mathbb{N}_0 \)
\[
z_{m,j} \to 0 \quad \text{weakly in } W^{1,\alpha}_0(\omega), \quad \text{as } m \to \infty.
\]
Then by Sobolev’s compact imbedding theorem, we get for any \( j \in \mathbb{N}_0 \)
\[
z_{m,j} \to 0 \quad \text{strongly in } L^\gamma(\omega), \quad \text{as } m \to \infty, \quad \text{for any } \gamma : 1 \leq \gamma < \alpha^*.
Using this information, (5.18) and interpolation, we prove that for any \( j \in \mathbb{N}_0 \)
(5.24) \( z_{m,j} \rightarrow 0 \) strongly in \( L^s(\omega) \), as \( m \rightarrow \infty \), for any \( s : 1 \leq s < \infty \).

Finally, as a consequence of (5.23) and (5.24), we obtain for any \( j \in \mathbb{N}_0 \)
(5.25) \( z_{m,j} \rightarrow 0 \) weakly in \( W_0^{1,s}(\omega) \), as \( m \rightarrow \infty \), for any \( s : 1 \leq s < \infty \).

6. CONVERGENCE OF THE APPROXIMATED EXTRA STRESS TENSOR

Let us first observe that, using the notations (5.2)-(5.4), we can write (4.22) as
\[
\partial \psi (\epsilon_{m}) = 0 \quad \text{in} \quad \mathcal{D}'(\omega).
\]

On the other hand, due to (5.7)-(5.8), \( \mathcal{Y}_{\epsilon_{m}} \in L^{r}(\mathbb{R}^{N}) \) for \( r \) satisfying to (4.13). Then, using this information and (5.19), we infer, from (6.1), that for any \( j \in \mathbb{N}_0 \)
\[
(6.2) \quad \int_{\omega} \mathcal{Y}_{\epsilon_{m}} : \nabla z_{m,j} \, dx = 0.
\]

Expanding \( \mathcal{Y}_{\epsilon_{m}} \) in (6.2) through the notations (5.2)-(5.4) and subtracting and adding the integral of \( S(D(u)) : D(z_{m,j}) \) to the left hand side of the resulting equation, we obtain for any \( j \in \mathbb{N}_0 \)
\[
(6.3) \quad \int_{\omega} (S(D(u_{\epsilon_{m}})) - S(D(u))) : D(z_{m,j}) \, dx = \int_{\omega} (S - S(D(u))) : D(z_{m,j}) \, dx
\]
\[
- \int_{\omega} \epsilon_{m} D(u_{\epsilon_{m}})^{\beta - 2} D(u_{\epsilon_{m}}) : D(z_{m,j}) \, dx + \int_{\omega} p \, \nabla \epsilon_{m} \, dz_{m,j} \, dx
\]
\[
\int_{\omega} (u_{\epsilon_{m}} \otimes u_{\epsilon_{m}} + \nabla x_{\epsilon_{m}} (|u_{\epsilon_{m}}|) - u \otimes u + p \epsilon_{m} I) : D(z_{m,j}) \, dx
\]
\[
=: J_{m,j}^{1} + J_{m,j}^{2} + J_{m,j}^{3} + J_{m,j}^{4}.
\]

We claim that, for a fixed \( j \),
\[
(6.4) \quad \lim_{m \rightarrow \infty} \int_{\omega} (S(D(u_{\epsilon_{m}})) - S(D(u))) : D(z_{m,j}) \, dx \leq C 2^{-\frac{\beta}{\beta - \frac{1}{2}}}
\]

To prove this, we will carry out the passage to the limit \( m \rightarrow \infty \) in all absolute values \( |J_{m,j}^{i}|, i = 1, \ldots, 4 \).

- \( \limsup_{m \rightarrow \infty} |J_{m,j}^{1}| = 0 \). By (5.24), with \( s = \beta \), this is true once we can justify that \( S - S(D(u)) \) is uniformly bounded in \( L^{\beta}(\omega) \). But this is a consequence of (3.15), the continuous imbedding \( L^{\beta}(\omega) \rightarrow L^{\beta}(\omega) \) and (3.10).

- \( \limsup_{m \rightarrow \infty} |J_{m,j}^{2}| = 0 \). Indeed, by Hölder’s inequality, (3.15), (3.10) and (3.7), we have successively
\[
|J_{m,j}^{2}| \leq \|\epsilon_{m}\| D(u_{\epsilon_{m}})^{\beta - 2} D(u_{\epsilon_{m}})\|_{L^{1}(\omega)} \|\nabla z_{m,j}\|_{L^{\infty}(\omega)}
\]
\[
\leq C_{1} \lambda_{m,j}^{\frac{1}{\lambda}} \epsilon_{m} \left( \int_{\omega} \|D(u_{\epsilon_{m}})\|^{\beta} \, dx \right)^{\frac{1}{\beta - \frac{1}{2}}}, \quad \text{as} \ m \rightarrow \infty.
\]

- \( \limsup_{m \rightarrow \infty} |J_{m,j}^{3}| \leq C 2^{-\frac{\beta}{\beta - \frac{1}{2}}} \). In fact, by Hölder’s inequality and (4.19) together with (3.15) and (3.17), and using (5.10) together with (5.1),
\[
|J_{m,j}^{3}| \leq C_{1} \|\nabla z_{m,j}\|_{L^{\beta}(\omega)} \|z_{m,j}\|_{L^{\infty}(\omega)} \left( A_{m,j} \right)^{\frac{1}{2}}.
\]

The result follows by the application of (5.10), (5.19) and (5.22), provided that
\[
(6.5) \quad \lambda_{m,j}^{\frac{1}{\lambda}} \quad \text{is uniformly bounded in} \ m.
\]
• \( \limsup_{m \to \infty} |J_{m,j}^k| = 0 \). Using Hölder’s inequality and \( (5.4) \), we have
\[
|J_{m,j}^k| \leq \|Y_{m,j}^2\|_{L^1(\omega)} \|\nabla z_{m,j}\|_{L^\infty(\omega)} \leq C_1 \|Y_{m,j}^2\|_{L^1(\omega)} \to 0, \quad \text{as } m \to \infty.
\]
The last inequality and the conclusion follow, respectively, from \( (5.19) \) and \( (5.10) \), and \( (5.9) \) with \( \gamma = 2 \), observing here that assumption \( (2.5) \) implies \( 2 < \alpha^* \).

Gathering the estimates above we just have proven \( (6.4) \).

We proceed with the proof by using an argument due to [6, Theorem 5]. Firstly, observing the definition of \( z_{m,j} \) (cf. \( (5.10) \)), we have

\[
(6.6) \quad \int_\omega (S(D(u_{m,j})) - S(D(u))) : D(z_{m,j}) \, dx = I_{m,j} + II_{m,j},
\]
where
\[
I_{m,j} := \int_{\omega \setminus A_{m,j}} (S(D(u_{m,j})) - S(D(u))) : (D(u_{m,j}) - D(u)) \, dx,
\]
\[
II_{m,j} := \int_{A_{m,j}} (S(D(u_{m,j})) - S(D(u))) : D(z_{m,j}) \, dx.
\]

Then \( (6.11) \) and \( (6.9) \) imply that

\[
\limsup_{m \to \infty} I_{m,j} \leq \limsup_{m \to \infty} |II_{m,j}| + C2^{-\frac{\gamma}{2}}.
\]

For the term \( II_{m,j} \), we have by applying successively Hölder’s inequality, \( (3.15) \), the continuous imbedding \( L^{\theta'}(\omega) \to L^{\beta'}(\omega) \) and \( (3.10) \) altogether with \( (5.19) \),
\[
|II_{m,j}| \leq C_1 \|S(D(u_{m,j})) - S(D(u))\|_{L^{\beta'}(A_{m,j})} \|\nabla z_{m,j}\|_{L^{\beta}(A_{m,j})}
\leq C_2 \lambda_{m,j} \mathcal{L}_N(A_{m,j})^{\frac{\gamma}{2}}.
\]

Then, \( (5.10) \) and \( (5.22) \) yield that for any \( j \in \mathbb{N}_0 \)

\[
\limsup_{m \to \infty} |II_{m,j}| \leq C2^{-\frac{\gamma}{2}} \lambda_{m,j}^{1-\frac{\theta}{\beta}}.
\]

As a consequence of \( (6.7) \) and \( (6.8) \), we obtain for any \( j \in \mathbb{N}_0 \)

\[
\limsup_{m \to \infty} |I_{m,j}| \leq C2^{-\frac{\gamma}{2}} \left(1 + \lambda_{m,j}^{1-\frac{\theta}{\beta}}\right).
\]

Arguing as we did to prove \( (6.8)-(6.9) \) and using \( (5.16) \) and \( (5.22) \), we have for any \( \theta \in (0,1) \)

\[
\limsup_{m \to \infty} \int_\omega g_{e_m}^\theta \, dx \leq C_1 2^{-\theta \frac{\beta}{\alpha}} \left(1 + \lambda_{m,j}^{1-\frac{\theta}{\beta}}\right)^\theta + C_2 2^{-\theta \frac{\beta}{\alpha} - (1-\theta)j} \lambda_{m,j}^{(1-\frac{\theta}{\beta})(1-\theta)\alpha},
\]
where
\[
g_{e_m} := (S(D(u_{m,j})) - S(D(u))) : (D(u_{m,j}) - D(u)).
\]

Since \( \beta > 1, \theta \in (0,1) \) and \( j \in \mathbb{N}_0 \) is arbitrary, \( 2^{-\theta \frac{\beta}{\alpha}} \to 0 \) and \( 2^{-\theta \frac{\beta}{\alpha} - (1-\theta)j} \to 0 \), as \( j \to \infty \). This and \( (6.10) \) imply that for any \( \theta \in (0,1) \)
\[
\limsup_{m \to \infty} \int_\omega g_{e_m}^\theta \, dx = 0
\]
provided that \( (6.5) \) holds. Then, passing to a subsequence,

\[
(6.11) \quad g_{e_m} \to 0 \quad \text{a.e. in } \omega, \quad \text{as } m \to \infty.
\]
From the continuity of $S$ on $D(u)$ (cf. condition (A)), the strict monotonicity condition (D), (6.11) and [6, Lemma 6] (see also [14, Lemme 2.2]),

$$(6.12) \quad D(u_{m}) \to D(u) \quad \text{a.e. in } \omega, \quad \text{as } m \to \infty.$$  

Finally, (3.11) and (6.12) allow us to use Vitali’s theorem together with (3.15) to conclude that $S = S(D(u))$.

7.回答问题2.1

从第3节到第6节，我们已经证明了至少存在一个弱解于问题 (1.1)-(1.3) 的意义下定义2.1，满足在问题2.1中所陈述的条件，只要条件 (6.5) 得到满足。简单的分析告诉我们，条件 (6.5) 等价于假设 $\alpha \geq \beta$。但这种情况不会发生除非 $\alpha = \beta$. 这意味着我们将掉入常数指数 $q$ 研究的[10]。如果我们深入追究，我们看到条件 (6.5) 来自于 (5.22) 和这个本身在其起源在 (5.5)-(5.6)。因此，确保 (6.5) 得到满足的最好方法是假设 (5.5)-(5.6) 都得到满足，$\alpha$ 替换为 $\beta$，即

$$(7.1) \quad w_{m} \overset{\text{weakly}}{\to} 0 \quad \text{in } W^{1,\beta}(\mathbb{R}^{N}), \quad \text{as } m \to \infty,$$

$$(7.2) \quad w_{m} \overset{\text{strongly}}{\to} 0 \quad \text{in } L^{\gamma}(\mathbb{R}^{N}), \quad \text{as } m \to \infty, \quad \text{for any } \gamma : 1 \leq \gamma < \beta^*.$$  

我们观察到 (5.5)-(5.6) 来自于 (3.9)。因此，(7.1)-(7.2) 都成立如果我们将

$$(7.3) \quad \|u_{m}\|_{V} \leq C$$

代替 (3.9)。最后，条件 (7.3) 由

$$(7.4) \quad \int_{\Omega} |D(u)|^\beta \, dx \leq C.$$  

在这些假设下，我们可以回到第5节和第6节，用所有的指数 $\alpha$ 替换为 $\beta$，得到 $\lambda_{m,j}^{-\frac{1-\lambda}{\lambda}} = 1$ 在条件 (6.6)，存在性结果就得到了。条件 (7.4) 可以看作是一个以上述更高可积分性的条件的直接结果：假设存在 $\delta > 0$ 使得

$$(7.5) \quad \int_{\omega'} |D(u)|^{q(x)(1+\delta)} \, dx < \infty$$

对任意子域 $\omega' \subset \subset \Omega$. 然后，根据第2.1节的假设，我们可以证明存在性弱解于问题 (1.1)-(1.3) 与 $q = q(x)$，在先验的条件下，控制速度梯度的高阶空间 $L^{\beta}(\Omega)$ 和利用的技术，这对于控制弱解的梯度非常关键。尽管假设 (7.5) 是非常强有力的，以至于能够控制它们在空间 $L^{\alpha}(\Omega)$ 和 $L^{q^{*}}(\Omega)$。因此，假设 (7.5) 是这样强以至于能够控制它们的存在性结果。我们观察到，对于某些流体问题，这种性质是基于对流体的弱解的一些流体问题。在这些情况下，我们将不使用对数Hölder连续性条件。
On the other hand, we can realize that for models of generalized fluid flows in which the stress tensor brings itself this higher regularity, the existence result follows without assuming (2.3) and (7.5). An example of this situation is the problem with the stress tensor defined by

$$S = \left( \mu + \tau |D|^{q(x)-2} \right) D,$$

where $\mu$ and $\tau$ are positive constants related with the viscosity. In this case, an existence result can be proved for $\frac{2N}{N+2} < \alpha < \beta \leq 2$ proceeding as in the above sections.

A similar analysis can be done for the parabolic version of the problem (1.1)-(1.3). In this case all the reasoning is identical and we just have to use the parabolic versions of the results considered from Section 3 to Section 6. The impact of our work in the transient problem is in fact more important, because the parabolic extension of the work [8] is, to the best of our knowledge, still not proved. A thorough analysis of these problems is being written and it will be published elsewhere.
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