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Abstract. In this paper, we give a unified construction of vertex algebras arising from infinite-dimensional Lie algebras, including the affine Kac-Moody algebras, Virasoro algebras, Heisenberg algebras and their higher rank analogs, orbifolds and deformations. We define a notion of what we call quasi vertex Lie algebra to unify these Lie algebras. Starting from any (maximal) quasi vertex Lie algebra $\mathfrak{g}$, we construct a corresponding vertex Lie algebra $\mathfrak{g}_0$, and establish a canonical isomorphism between the category of restricted $\mathfrak{g}$-modules and that of equivariant $\phi$-coordinated quasi $\mathfrak{V}_{\mathfrak{g}_0}$-modules, where $\mathfrak{V}_{\mathfrak{g}_0}$ is the universal enveloping vertex algebra of $\mathfrak{g}_0$. This unified all the previous constructions of vertex algebras from infinite-dimensional Lie algebras and shed light on the way to associate vertex algebras with Lie algebras.

1. Introduction

Vertex algebras and their modules are often constructed from restricted modules of infinite-dimensional Lie algebras such as the (untwisted) affine Kac-Moody algebras, Heisenberg algebras and Virasoro algebras (see [DL, FZ, Li1], etc.). These (affine, Heisenberg and Virasoro) vertex algebras are the major building blocks in vertex (operator) algebra theory. Furthermore, their various higher rank analogs, orbifolds and deformations, including the twisted affine Lie algebras [KL], (twisted and untwisted) toroidal extended affine Lie algebras [ABFP], quantum torus Lie algebras [BGK, G-KL], $q$-Heisenberg Lie algebras [PR], Virasoro-like algebras [LT], Klein bottle Lie algebras [JJP], and $q$-Virasoro algebras [BC], are studied extensively both in mathematics and physics. A fundamental problem, in the field of vertex algebras first formulated in [Li2], is to associate these Lie algebras with vertex algebras in the similar way to that affine, Heisenberg and Virasoro algebras are associated with vertex algebras.

In this paper we first define a notion of what we call quasi vertex Lie algebra to unify the affine, Heisenberg and Virasoro algebras, as well as their various higher rank analogs, orbifolds and deformations. Then we give an answer to this fundamental problem by associating all quasi vertex Lie algebras with vertex algebras in a unified way.

The notion of quasi vertex Lie algebra can be viewed as a “non-commutative” generalization of the vertex Lie algebra introduced by Dong-Li-Mason [DLM] (cf. [K2, P]). We recall from [DLM] that a vertex Lie algebra is a complex Lie algebra $\mathfrak{L}$ together with a set $\mathcal{F} \subset \mathcal{L}\left[[z, z^{-1}]\right]$ of generating functions on $\mathcal{L}$ that satisfies some axioms. The main axiom is that for any pair
(a(z), b(z)) in \( \mathcal{F} \),

\[
[a(z), b(w)] = \sum_{i,j \geq 0} \frac{1}{i!} \left( \left( \frac{\partial}{\partial w} \right)^i c_{i,j}(w) \right) \left( \frac{\partial}{\partial w} \right)^j \frac{z^{-1} \delta \left( \frac{w}{z} \right)}{w}.
\]

for some \( c_{i,j}(z) \in \mathcal{F} \). This axiom implies that the commutator \( [a(z), b(w)] \) is local in the sense that there exists a nonnegative integer \( k \) such that

\[
(z - w)^k [a(z), b(w)] = 0.
\]

It was proved in [DLM] (see also [4]) that there is a vertex algebra structure on a distinguished highest weight \( \mathcal{L} \)-module \( V_{\mathcal{L}} \), called the universal enveloping vertex algebra of \( \mathcal{L} \) [4], such that any restricted \( \mathcal{L} \)-module is naturally a \( V_{\mathcal{L}} \)-module.

We know that affine Lie algebras, Heisenberg algebras and Virasoro algebras are three most important families in the theory of infinite-dimensional Lie algebras, they are also the examples of vertex Lie algebras [DLM]. And almost all the Lie algebras we studied are related to these important families in the theory of infinite-dimensional Lie algebras, they are also the examples the form: (cf. [CLT, BLP])

\[
\text{(1.4)}
\]

where \( c_{i,j}(w) \) are some generating functions and we note that degree derivations other than partial derivations are involved. For some other Lie algebras, the generating functions \( a(z) \) and \( b(z) \) are even not local. They satisfies the so-called quasi locality in the sense that (cf. [Li2])

\[
p(z, w)[a(z), b(w)] = 0
\]

for some polynomial \( p(z, w) \) (not necessarily has the form \((z - w)^k\)). For example, the commutator of two generating functions on the twisted affine Lie algebras, quantum 2-torus Lie algebras or \( q \)-Virasoro algebras can be expressed as the following form: (cf. [L3, LTW, GLTW1, GLTW2])

\[
\text{(1.3)}
\]

where \( c_{n,m,i,j}(w) \) are some generating functions, while the commutator on the (nullity 2) twisted toroidal extended affine Lie algebras, \( q \)-Heisenberg Lie algebras or Klein bottle Lie algebras has the form: (cf. [CTY, [5])

\[
\text{(1.4)}
\]

Motivated by these commutator formulas (1.1)-(1.4), we introduce the following definition.

**Definition 1.1.** A **quasi vertex Lie algebra** is a triple \((g, \mathcal{A}, \epsilon)\) consisting of a complex Lie algebra \(g\), a subset \( \mathcal{A} \) of \( g[[z, z^{-1}]]\), and an integer \( \epsilon \), subject to the following two conditions:

- \( g \) is linearly spanned by the coefficients of \( a(z) \in \mathcal{A} \).
- for every pair \((a(z), b(z))\) in \( \mathcal{A} \), there is a (finite) subset

\[
\{(a_{(\alpha,\beta,i,j)}b)(z) \mid \alpha, \beta \in \mathbb{C}^\times, i, j \in \mathbb{N} \text{ and all but finitely many } (a_{(\alpha,\beta,i,j)}b)(z) = 0\}
\]
of \( \mathcal{A} \) such that the commutator of \( a(z) \) and \( b(w) \) has the form:

\[
[a(z), b(w)] = \sum_{\alpha, \beta \in \mathbb{C}^*} \sum_{i,j \geq 0} \frac{1}{i!} \left( w^x \frac{\partial}{\partial w} \right)^i (a_{\alpha, \beta, i, j}) (\beta w) \left( w^x \frac{\partial}{\partial w} \right)^j z^{-1} \delta \left( \frac{\alpha w}{z} \right).
\]

We say that a \( g \)-module \( W \) is restricted if for any \( a(z) \in \mathcal{A} \) and \( a(z)w \in W((z)) \).

Note that the affine, Heisenberg, Virasoro algebras, and their various higher rank analogs, orbifolds and deformations mentioned above are all examples of quasi vertex Lie algebras. In fact, quasi vertex Lie algebras include all the Lie algebras which have been associated to vertex algebras up to now. For a quasi vertex Lie algebra \( (g, A, \epsilon) \), we define its associated group \( \Gamma \) to be the subgroup of \( \mathbb{C}^* \) generated by

\[
\{ \alpha, \beta \in \mathbb{C}^* \mid (a_{(\alpha, \beta, i, j}) b)(z) \neq 0 \text{ for some } a(z), b(z) \in \mathcal{A} \text{ and } i, j \in \mathbb{N} \}.
\]

We shall often denote the triple \( (g, A, \epsilon) \) simply by \( g \), and write

\[
A = \left\{ a(z) = \sum_{m \in \mathbb{Z}} a(m) z^{-m+\epsilon+1} \mid a \in A \right\} \quad (A \text{ is an index set}).
\]

Let \( g = (g, A, \epsilon) \) be a given quasi vertex Lie algebra and let \( \Gamma \) be the associated group. The main goal of this paper is to construct a corresponding vertex algebra \( V_{\phi} \) such that every restricted \( g \)-module admits naturally certain \( V_{\phi} \)-module structure. Our main idea is to construct a sequence of Lie algebras \( g^\zeta, \zeta \in \mathbb{Z} \) based on \( g \) such that

- \( g^0 \) is a vertex Lie algebra and so we have a corresponding vertex algebra \( V_{\phi}^0 \);
- \( g \) can be “reconstructed” as a \( \Gamma \)-covariant algebra of \( g^\zeta \), which allows us to associate \( g \) with \( V_{\phi}^0 \) through its restricted modules.

More precisely, for any integer \( \zeta \), let \( \tilde{g}^\zeta \) denote the nonassociative algebra such that

- \( \tilde{g}^\zeta \) admits a basis \( \{ \tilde{a}^{(\alpha, \zeta)}(m) \mid a \in A, \alpha \in \Gamma, m \in \mathbb{Z} \} \);
- the multiplication on the generating functions of \( \tilde{g}^\zeta \) is given by

\[
[a^{\alpha, \zeta}(z), \tilde{b}^{\beta, \zeta}(w)] = \sum_{\gamma \in \Gamma} \sum_{i,j \geq 0} \frac{1}{i!} \gamma^{(i+j)(\epsilon-1)} \left( w^x \frac{\partial}{\partial w} \right)^i (a_{(\alpha, \beta, i, j)}) \left( w^x \frac{\partial}{\partial w} \right)^j \delta \left( \frac{w}{\zeta} \right),
\]

where \( a, b \in A, \alpha, \beta \in \Gamma \) and \( \tilde{a}^{\alpha, \zeta}(z) = \sum_{m \in \mathbb{Z}} \tilde{a}^{\alpha, \zeta}(m) z^{-m+\zeta-1} \).

We denote by \( \mathcal{A}^\zeta \) the subspace of \( \tilde{g}^\zeta[[z, z^{-1}]] \) spanned by the (linearly independent) elements \( (z^\zeta \frac{\partial}{\partial z})^n \tilde{a}^{\alpha, \zeta}(z) \) for \( n \in \mathbb{N}, a \in A, \alpha \in \Gamma \), and define the linear map

\[
\psi^\zeta : \mathcal{A}^\zeta \to g[[z, z^{-1}]], \quad \left( z^\zeta \frac{\partial}{\partial z} \right)^n \tilde{a}^{\alpha, \zeta}(z) \mapsto \left( z^\zeta \frac{\partial}{\partial z} \right)^n a(\alpha z).
\]

Let \( \tilde{g}^\zeta_0 \) be the subspace of \( \tilde{g}^\zeta \) spanned by all the coefficients of the generating functions in \( \ker \psi^\zeta \), and set

\[
g^\zeta = \tilde{g}^\zeta / \tilde{g}^\zeta_0.
\]

For \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \), we denote by \( a^{\alpha, \zeta}(m) \) (resp. \( a^{\alpha, \zeta}(z) \)) the image of \( \tilde{a}^{\alpha, \zeta}(m) \) (resp. \( \tilde{a}^{\alpha, \zeta}(z) \)) in \( g^\zeta \) (resp. \( \tilde{g}^\zeta[[z, z^{-1}]] \))

We say that \( g \) is maximal if as a \( \mathbb{C} \)-vector space, \( g \) is abstractly spanned by the elements \( a(m) \) for \( a \in A, m \in \mathbb{Z} \), and subject to all the (coefficients of) the relations which have the form:

\[
\sum_{i \in I} \mu_i \left( z^\zeta \frac{\partial}{\partial z} \right)^n a_i(\alpha, \zeta) = 0,
\]
where $I$ is a finite set, $\mu_i \in \mathbb{C}^\times, n_i \in \mathbb{N}, \alpha_i \in \Gamma$ and $a_i \in A$.

The first main theorem what we call “reconstruction theorem” of the paper is as follows, whose proof will be presented in Section 2.

**Theorem 1.2.** Let $(\mathfrak{g}, A, \epsilon)$ be a quasi vertex Lie algebra with the associated group $\Gamma$, and let $\zeta$ be an integer.

(I) The space $\mathfrak{g}^\zeta$ is a two-sided ideal of the nonassociative algebra $\mathfrak{g}^\zeta$ and the quotient algebra $\mathfrak{g}^\zeta / \mathfrak{g}^\zeta$ is a Lie algebra.

(II) When $\zeta = \epsilon$, define a new multiplication $[\cdot, \cdot]_\Gamma$ on $\mathfrak{g}^\zeta$ by

$$[a^\alpha(m), b^{\beta,\epsilon}(n)]_\Gamma = \sum_{\lambda \in \Gamma} \lambda^{-m+\epsilon} - [a^\alpha,\lambda](m), b^{\beta,\epsilon}(n)$$

for $a, b \in A, \alpha, \beta \in \Gamma$ and $m, n \in \mathbb{Z}$. Then the subspace

$$\mathfrak{g}^\zeta / \mathfrak{g}^\zeta = \text{Span}\{\lambda^{-m+\epsilon} - [a^\alpha,\lambda](m) | a \in A, \alpha, \lambda \in \Gamma, m \in \mathbb{Z}\}$$

is a two-sided ideal of this new nonassociative algebra and the quotient algebra $\mathfrak{g}^\zeta / \mathfrak{g}^\zeta$ is a Lie algebra. Furthermore, the linear map

$$\varphi_{\mathfrak{g}^\zeta} : \mathfrak{g}^\zeta / \mathfrak{g}^\zeta \to \mathfrak{g}^\zeta, a^\alpha(m) + \mathfrak{g}^\zeta \mapsto \alpha^{-m+\epsilon} - [a^\alpha,\epsilon](m)$$

is a surjective homomorphism, and $\varphi_{\mathfrak{g}^\zeta}$ is injective if and only if $\mathfrak{g}$ is maximal.

For example, let $b$ be a Lie algebra equipped with an automorphism $\sigma$ of order $T$. Associated to the pair $(b, \sigma)$, we have the twisted loop algebra $[K1]

$$\mathcal{L}(b, \sigma) = \prod_{k=0}^{T-1} b(k) \otimes t^k \mathbb{C}[t^T, t^{-T}] \subset b \otimes \mathbb{C}[t, t^{-1}],$$

where $b(k) = \{x \in b | \sigma(x) = e^{2k\pi \sqrt{-1}/T} x\}$. For any $\epsilon \in \mathbb{Z}$, set

$$\mathcal{A} = \left\{a(z) = \sum_{m \in \mathbb{Z}} (a \otimes t^{mT+k}) z^{-mT-k+\epsilon} - 1 | a \in b(k), k = 0, \ldots, T-1 \right\}.$$ 

Then $(\mathcal{L}(b, \sigma), \mathcal{A}, \epsilon)$ is a maximal quasi vertex Lie algebra with the associated group $\Gamma = \langle e^{2\pi \sqrt{-1}/T} \rangle$. Furthermore, we have $\mathcal{L}(b, \sigma)^\epsilon \cong b \otimes \mathbb{C}[t, t^{-1}]$ for any $\epsilon \in \mathbb{Z}$ and $\mathcal{L}(b, \sigma)^\epsilon[\Gamma] \cong \mathcal{L}(b, \sigma)$.

Now we recall the notion of the vertex algebra with a group action and its corresponding module (cf. [L2] [JLT] [CLTW]).

**Definition 1.3.** (1) Let $\Gamma$ be a subgroup of $\mathbb{C}^\times$ and $\epsilon \in \mathbb{Z}$. A $(\Gamma, \epsilon)$-vertex algebra $(V, Y, 1, R)$ is a vertex algebra $(V, Y, 1)$ together with a group homomorphism

$$R : \Gamma \to GL(V), \quad \alpha \mapsto R_\alpha$$

such that for $\alpha \in \Gamma$ and $v \in V$,

$$R_\alpha(1) = 1, \quad R_\alpha Y(v, z) R^{-1}_\alpha = Y(R_\alpha v, \alpha^{-1} z).$$

(2) Let $(V, Y, 1, R)$ be a $(\Gamma, \epsilon)$-vertex algebra and set

$$\phi_\epsilon(z, w) = e^{wz^{1+\epsilon} z} \in \mathbb{C}((z))[|w|].$$

A $\Gamma$-equivariant $\phi_\epsilon$-coordinated quasi $V$-module is a vector space $W$ equipped with a linear map $Y_W : V \to \text{Hom}(W, W((z)))$ satisfying the conditions that

- $Y_W(1, z) = 1_W$ (the identity map on $W$),
- $Y_W(R_\alpha v, z) = Y_W(v, \alpha^{-1} z)$ for $\alpha \in \Gamma, v \in V$,
for $u, v ∈ V$, there exists $q(z) ∈ \mathbb{C}[z]$ whose roots lie in $Γ$ such that
\[
q(z_1/z_2)Y^γ_W(u, z_1)Y^γ_W(v, z_2) ∈ \text{Hom}(W, W((z_1, z_2))),
\]
\[
q(φ(z_2/z_0)/z_2)Y^γ_W(Y^γ_W(u, z_0)v, z_2) = \left(q(z_1/z_2)Y^γ_W(u, z_1)Y^γ_W(v, z_2)\right)|_{z_1=φ(z_2,z_0)}.
\]

When $Γ = \{1\}$ and $ε = 0$, a $(Γ, ε)$-vertex algebra is a vertex algebra and its $Γ$-equivariant $φ$-coordinated quasi module is a usual module. When $ε = 0$, the $Γ$-equivariant $φ$-coordinated quasi module is an equivariant quasi module introduced in \[\text{[Li2, Li3]}\]. When $ε = 1$, the $Γ$-equivariant $φ$-coordinated quasi module was introduced in \[\text{[Li4]}\]. When $Γ = \{1\}$, this notion is the $φ$-coordinated module introduced in \[\text{[BLP]}\].

Let $g = (g, A, ε)$ be a quasi vertex Lie algebra and let $Γ$ be the associated group. Recall from Theorem 1.2 we have a sequence of Lie algebras $g^i$ for $ζ ∈ \mathbb{Z}$. Particularly, we consider the Lie algebra $g^0$, and set
\[
g^0 = \text{Span}\{a^{α,0}(n) | a ∈ A, α ∈ Γ, n ≥ 0\},
\]
which is a subalgebra of $g^0$. Form the induced $g^0$-module
\[
V^g = U(g^0) ⊗ U(g^0^C) \mathbb{C},
\]
where $C$ denotes the trivial $g^0^C$-module. Set $1 = 1 ⊗ 1$ and $a^{α,0} = a^{α,0}(-1)1 ∈ V^g$ for $a ∈ A$ and $α ∈ Γ$. The following is the second main result of this paper, whose proof will be given in Section 3.

**Theorem 1.4.** Let $(g, A, ε)$ be a quasi vertex Lie algebra with $Γ$ the associated group.

(I) There is a unique $(Γ, ε)$-vertex algebra structure on $V^g$ such that $1$ is the vacuum vector,
\[
Y(a^{α,0}, z) = a^{α,0}(z) \quad \text{and} \quad R_λ(a^{α,0}) = a^{αλ^{-1},0}
\]
for $a ∈ A$ and $α, λ ∈ Γ$.

(II) Any restricted $g$-module $W$ is naturally a $Γ$-equivariant $φ$-coordinated quasi $V^g$-module with the mapping $Y^γ_W$ uniquely determined by
\[
Y^γ_W(a^{α,0}, z) = a(αz)
\]
for $a ∈ A$ and $α ∈ Γ$. Conversely, when $g$ is maximal, any $Γ$-equivariant $φ$-coordinated quasi $V^g$-module $(W, Y^γ_W)$ is naturally a restricted $g$-module $W$ with
\[
a(z) = Y^γ_W(a^{1,0}, z)
\]
for $a ∈ A$.

In literatures, the vertex algebras $V^g$ have been constructed from Lie algebras $g$ such as twisted affine Lie algebras, toroidal extended affine Lie algebras, quantum 2-torus Lie algebras, $q$-Heisenberg Lie algebras, Virasoro-like algebras, $q$-Virasoro algebras and so on, and different approaches on associating these Lie algebras with vertex algebras are used (see \[\text{[Li2, Li3, GLTW1, GLTW2]}\], etc.). We emphasize a unified construction of vertex algebras arising from these Lie algebras and then we obtain correspondences between the restricted module categories of Lie algebras and certain quasi-module categories of vertex algebras.

In Section 4, we present five typical examples to show the applications of our main results: (i) the twisted affine Lie algebras; (ii) the quantum $N + 1$-torus Lie algebras; (iii) the $q$-Heisenberg Lie algebras; (iv) the Virasoro-like algebras; (v) the Klein bottle Lie algebras. The examples (i), (ii) and (iii) have quasi vertex Lie algebra structures for any integer $ε$, while the Lie algebras (iv) and (v) admit naturally quasi vertex Lie algebra structures only when $ε = 1$. Moreover, the examples (ii) (with $N ≥ 2$) and (v) are new.

Let $\mathbb{Z}, \mathbb{N}, \mathbb{C}$ and $\mathbb{C}^x$ be the set of integers, nonnegative integers, complex numbers and nonzero complex numbers, respectively. All the Lie algebras in this paper are over the field of complex numbers.
numbers. Let \( z, w, z_0, z_1, z_2, \ldots \) be mutually commuting independent formal variables. For a linear map \( \varphi : U \to W \) of vector spaces, we will also write \( \varphi \) for the linear map from the space \( U[[z, z^{-1}]] \) of \( U \)-valued formal Laurent series to \( W[[z, z^{-1}]] \) such that \( \text{Res}_z z^m \varphi(u(z)) = \varphi(\text{Res}_z z^m u(z)) \) for \( m \in \mathbb{Z} \) and \( u(z) \in U[[z, z^{-1}]] \).

2. Proof of Theorem 1.2

This section is devoted to the proof of Theorem 1.2. Throughout this section, let \((g, A, \epsilon)\) be a quasi vertex Lie algebra, let \( \Gamma \) be the group associated to \((g, A, \epsilon)\), and let \( \zeta \) be an integer as in Theorem 1.2.

2.1. Some lemmas. We first establish some technical lemmas for later use. For convenience, in the rest of the paper we will frequently use the following notation:

\[
\Delta^{(i)}_{w, \zeta}(\alpha z, \beta w) = \frac{1}{i!} \left( w^\zeta \frac{\partial}{\partial w} \right)^i \left( (\alpha z)^{\zeta-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right),
\]

\[
\Delta^{(i)}_{\zeta, \zeta}(\alpha z, \beta w) = \frac{1}{i!} \left( z^\zeta \frac{\partial}{\partial z} \right)^i \left( (\alpha z)^{\zeta-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right),
\]

where \( \alpha, \beta \in \mathbb{C}^\times \) and \( i \in \mathbb{N} \). The following are some relations among these delta functions.

**Lemma 2.1.** For any \( \alpha, \beta \in \mathbb{C}^\times \) and \( i \in \mathbb{N} \), we have

\[
(2.1) \quad \Delta^{(i)}_{w, \zeta}(\beta w, \alpha z) = \Delta^{(i)}_{w, \zeta}(\alpha z, \beta w) = (\alpha^{\zeta-1} \Delta^{(i)}_{w, \zeta}(z, \alpha^{-1} \beta w)),
\]

\[
(2.2) \quad \Delta^{(i)}_{w, \zeta}(\alpha z, \beta w) = (-1)^i (\alpha \beta^{-1})^i (\zeta-1) \Delta^{(i)}_{w, \zeta}(\alpha z, \beta w).
\]

**Proof.** (2.1) is straightforward to check. For (2.2), from the fact

\[
\frac{\partial}{\partial w} \left( z^{-1} \delta \left( \frac{w}{z} \right) \right) = - \frac{\partial}{\partial z} \left( z^{-1} \delta \left( \frac{w}{z} \right) \right),
\]

it follows that

\[
\frac{w^\zeta}{\partial w} \left( (\alpha z)^{\zeta-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right) = \beta (\alpha zw)^\zeta \frac{\partial}{\partial \beta w} \left( (\alpha z)^{-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right)
\]

\[
= - \beta (\alpha zw)^\zeta \frac{\partial}{\partial \alpha z} \left( (\alpha z)^{-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right) = -(\alpha \beta^{-1})^{-1} \delta^{-1} \frac{\partial}{\partial z} \left( (\alpha z)^{\zeta-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right).
\]

By an induction on \( i \), this implies that

\[
\Delta^{(i)}_{w, \zeta}(\alpha z, \beta w) = \frac{1}{i!} w^\zeta \frac{\partial}{\partial w} \Delta^{(i-1)}_{w, \zeta}(\alpha z, \beta w)
\]

\[
= \frac{1}{i!} \left( z^i \frac{\partial}{\partial z} \right) \left( (\alpha \beta^{-1})^{i-1} (\zeta-1) \Delta^{(i-1)}_{w, \zeta}(\alpha z, \beta w) \right)
\]

\[
= \frac{1}{i!} (-1)^{i-1} (\alpha \beta^{-1})^{i-1} (\zeta-1) \left( z^i \frac{\partial}{\partial z} \right) \left( w^j \frac{\partial}{\partial w} \left( (\alpha z)^{\zeta-1} \delta \left( \frac{\beta w}{\alpha z} \right) \right) \right)
\]

\[
= (-1)^i (\alpha \beta^{-1})^{i-1} (\zeta-1) \Delta^{(i)}_{w, \zeta}(\alpha z, \beta w),
\]

as desired. \( \square \)

We will frequently use the following result without further explanation.

**Lemma 2.2.** Let \( \lambda_1, \ldots, \lambda_r \) be distinct nonzero complex numbers, \( k_1, \ldots, k_r \in \mathbb{N} \) and \( A_{ij}(w) \in W[[w, w^{-1}]] \), where \( W \) is a vector space, \( i = 1, \ldots, r \), and \( 0 \leq j \leq k_i \). Then

\[
(2.3) \quad \sum_{i=1}^r \sum_{j=0}^{k_i} A_{ij}(w) \Delta^{(j)}_{w, \zeta}(\lambda_i w) = 0
\]
Lemma 2.3. For any $A_{ij}(w) = 0$ for all $i, j$.

Proof. We only need to prove that if (2.3) holds, then $A_{ij}(w) = 0$ for all $i, j$. For every $s \in \mathbb{N}$, let $f_{s0}(w), f_{s1}(w), \ldots, f_{ss}(w)$ be the polynomials (uniquely) determined by

$$(w^r \frac{\partial}{\partial w})^s = f_{ss}(w) \left( \frac{\partial}{\partial w} \right)^s + \cdots + f_{s1}(w) \frac{\partial}{\partial w} + f_{s0}(w).$$

Then for any $i, j$, we have

$$A_{ij}(w) \Delta^{(j)}_{w, z}(z, \lambda_i w) = z^j \sum_{n=0}^k g_{ij,n}(w) \Delta^{(n)}_{w,0}(z, \lambda_i w),$$

where

$$g_{ij,n}(w) = \frac{n!}{j!} f_{jn}(w) A_{ij}(w).$$

By multiplying both sides of (2.3) with $z^{-\xi}$, we obtain

$$\sum_{i=1}^r \sum_{n=0}^k \left( \sum_{j=n}^k g_{ij,n}(w) \right) \Delta^{(n)}_{w,0}(z, \lambda_i w) = 0.$$ 

In view of [L72] Lemma 2.5, this implies that

$$\sum_{j=n}^k g_{ij,n}(w) = 0$$

for $1 \leq i \leq r$ and $0 \leq n \leq k_i$. In particular, by taking $n = k_i$, we have

$$g_{k_i,k_i}(w) = f_{k_i,k_i}(w) A_{k_i}(w) = 0$$

for $1 \leq i \leq r$. This shows that $A_{k_i}(w) = 0$ by noting that $f_{k_i,k_i}(w) = w^{k_i}$. Then the assertion follows from an induction on $\max\{k_1, \ldots, k_r\}$. \hfill $\square$

The following result follows from the skew-symmetry of the Lie algebra $\mathfrak{g}$.

Lemma 2.3. For any $a, b \in A, \lambda \in \Gamma$ and $k \geq 0$, we have

$$\sum_{\gamma \in \Gamma} \sum_{j \geq 0} \left( w^r \frac{\partial}{\partial w} \right)^j (a_{\lambda, -1, k, j}) b(\gamma w)$$

(2.4)

$$= -\lambda^{(-k+1)(e-1)} \sum_{\gamma \in \Gamma} \sum_{j \geq 0} \frac{1}{j!} (-1)^{i+k} \lambda^{-j(e-1)} \left( w^r \frac{\partial}{\partial w} \right)^j (b_{\lambda, \gamma, i+k, j-i}) (\lambda^{-1} \gamma w).$$

Proof. Recall from (1.5) and (2.1) that

$$[a(z), b(w)] = \sum_{\lambda, \gamma \in \Gamma} \sum_{k \geq 0} \left( w^r \frac{\partial}{\partial w} \right)^j (a_{\lambda, \gamma, k,j}) b(\gamma w) \Delta^{(k)}_{w,0}(z, \lambda w)$$

$$= \sum_{\lambda, \gamma \in \Gamma} \sum_{k \geq 0} \left( w^r \frac{\partial}{\partial w} \right)^j (a_{\lambda, \gamma, k,j}) b(\gamma w) \lambda^{-1} \Delta^{(k)}_{w,0}(w, \lambda^{-1} z)$$

$$= \sum_{\lambda, \gamma \in \Gamma} \sum_{k \geq 0} \left( w^r \frac{\partial}{\partial w} \right)^j (a_{\lambda, -1, k,j}) b(\gamma w) \lambda^{1-e} \Delta^{(k)}_{w,0}(w, \lambda z).$$
On the other hand, from (1.5) and Lemma 2.1, it follows that
\[ [b(w), a(z)] = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \left( \left( z^i \frac{\partial}{\partial z} \right)^j (b_{(\lambda, \gamma, i, j)}(\gamma z)) \right) \Delta_{\xi, \gamma}^{(i)}(w, \lambda z) \]
\[ = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \frac{(-1)^j \lambda^{-i(\gamma-1)}}{i!} \left( \left( z^i \frac{\partial}{\partial z} \right)^j (b_{(\lambda, \gamma, i, j)}(\gamma z)) \right) \Delta_{\xi, \gamma}^{(i)}(w, \lambda z) \]
\[ = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \frac{(-1)^j \lambda^{-i(\gamma-1)}}{(i-j)!} \left( w^i \frac{\partial}{\partial w} \right)^j (b_{(\lambda, \gamma, i, j)}(\lambda^{-1} \gamma w)) \Delta_{\xi, \gamma}^{(i)}(w, \lambda z) \]
\[ = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \frac{(-1)^j \lambda^{-i(\gamma-1)}}{(i-j)!} \left( w^i \frac{\partial}{\partial w} \right)^j (b_{(\lambda, \gamma, i, j)}(\lambda^{-1} \gamma w)) \Delta_{\xi, \gamma}^{(i)}(w, \lambda z) \]
\[ = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \frac{(-1)^j \lambda^{-i(\gamma-1)}}{(i-j)!} \left( w^i \frac{\partial}{\partial w} \right)^j (b_{(\lambda, \gamma, i, j)}(\lambda^{-1} \gamma w)) \Delta_{\xi, \gamma}^{(i)}(w, \lambda z) \]

In view of Lemma 2.2 and the skew-symmetry \([a(z), b(w)] = -[b(w), a(z)]\), we obtain the equation (2.5) by comparing the coefficients of \(\Delta_{\xi, \gamma}^{(i)}(w, \lambda z)\) in the above two equations. \(\square\)

Due to the Jacobi identity of the Lie algebra \(\mathfrak{g}\), we have the following result.

**Lemma 2.4.** For any \(a, b, c \in A, \lambda, \eta \in \Gamma\) and \(i, k \in \mathbb{N}\), we have
\[
\sum_{\xi, \gamma \in \Gamma, i, j \geq 0} \frac{1}{(i-s)!} \xi^{(i-s)}(\lambda^{-1} \gamma \eta c) \left( z^i \frac{\partial}{\partial z} \right)^i (a_{(\eta, \xi, i, j)} \lambda^{-1} \gamma \eta c) \xi \left( \xi^{(i-s)}(\lambda^{-1} \gamma \eta c) \right) \gamma z.
\]

**Proof.** We will prove the lemma by comparing the two-sides of the Jacobi identity
\[ [a(z_1), [b(z_2), c(z_3)]] = [[a(z_1), b(z_2)], c(z_3)] + [b(z_2), [a(z_1), c(z_3)]] \quad (a, b, c \in A). \]

By (2.5) and Lemma 2.1, we have
\[ [a(z_1), b(z_2), c(z_3)] = \sum_{\eta, \xi, \lambda, \gamma \in \Gamma, i, j \geq 0} \left( z^j \frac{\partial}{\partial z} \right)^i \left( a_{(\eta, \xi, i, j)} \xi \right) \Delta_{\xi, \gamma}^{(i)}(z_1, \eta z_2) \]
\[ = \sum_{\eta, \xi, \lambda, \gamma \in \Gamma, i, j \geq 0} \left( z^j \frac{\partial}{\partial z} \right)^i \left( a_{(\eta, \xi, i, j)} \xi \right) \left( \Delta_{\xi, \gamma}^{(i)}(z_1, \eta z_2) \right) \]
\[
\left( \frac{z_2}{\partial z_2} \right)^j \Delta^{(k)}_{z;1,\epsilon}(\xi z_2, \lambda z_3) \Delta^{(i)}_{z;2,\epsilon}(z_1, \eta z_2)
\]
\[
= \sum_{\eta, \xi, \lambda, \gamma \in \mathbb{G}^*} (-1)^j \frac{(k+j)!}{k!} (\lambda \xi^{-1})^{j+1} \left( \left( z_2 \frac{\partial}{\partial z_2} \right)^i \left( (a_{(q, \xi, i, j)} b_{(\lambda, \gamma, k, l, j)} c_{(\gamma z_3)} \right) \right)
\]
\[
\Delta^{(k+j)}_{z;3,\epsilon}(\xi z_2, \lambda z_3) \Delta^{(i)}_{z;2,\epsilon}(z_1, \eta z_2)
\]
\[
= \sum_{\eta, \xi, \lambda, \gamma \in \mathbb{G}^*} \frac{(-1)^j}{i! k!} \eta^{-i} (\lambda \xi^{-1})^{j+1} \left( \left( z_2 \frac{\partial}{\partial z_2} \right)^i \left( (a_{(q, \xi, i, j)} b_{(\lambda, \gamma, k, l, j)} c_{(\gamma z_3)} \right) \right)
\]
\[
\lim_{h \to 0} \frac{1}{h} \left( z_2 \frac{\partial}{\partial z_2} \right)^{k+j} \left( z_1 \frac{\partial}{\partial z_1} \right)^i \left( \Delta^{(0)}_{z;3,\epsilon}(\xi z_2, \lambda z_3) \Delta^{(0)}_{z;1,\epsilon}(z_1, \eta \lambda \xi^{-1} z_3) \right)
\]
\[
= \sum_{\eta, \xi, \lambda, \gamma \in \mathbb{G}^*} \sum_{i,k,l \geq 0} (-1)^s \frac{(k+j)!}{s!} \frac{(k+j)!}{(k-s)!} \eta^{-i} (\lambda \xi^{-1})^{j+1} \left( \left( z_2 \frac{\partial}{\partial z_2} \right)^{k+j} \left( z_1 \frac{\partial}{\partial z_1} \right)^i \left( \Delta^{(0)}_{z;3,\epsilon}(\xi z_2, \lambda z_3) \Delta^{(0)}_{z;1,\epsilon}(z_1, \eta \lambda \xi^{-1} z_3) \right) \right)
\]

On the other hand, from \[135\] and \[241\] we have

\[
[a(z_1), [b(z_2), c(z_3)]]
\]
Similarly, we have
\[ [b(z_2), [a(z_1), c(z_3)]] \]
\[ = \sum_{\eta, \xi, \lambda, \gamma \in \Gamma} \sum_{i,j,k,l \geq 0} \left( \left( \frac{\partial}{\partial z_3} \right)^j \left( \frac{\partial}{\partial z_3} \right)^{i+j-s} \right) \Delta^{(i)}_{z_2,\epsilon}(z_2, \eta z_3) \Delta^{(k)}_{z_3,\epsilon}(z_1, \lambda \xi z_3) \Delta^{(l)}_{z_2,\epsilon}(z_2, \eta z_3) \]
\[ = \sum_{\eta, \xi, \lambda, \gamma \in \Gamma} \sum_{i,j,k,l \geq 0} \left( \left( \frac{\partial}{\partial z_3} \right)^j \left( \frac{\partial}{\partial z_3} \right)^{i+j-s} \right) \Delta^{(i)}_{z_2,\epsilon}(z_1, \lambda \xi z_3) \Delta^{(k)}_{z_3,\epsilon}(z_2, \eta z_3) \Delta^{(l)}_{z_2,\epsilon}(z_2, \eta z_3) \]
\[ = \sum_{\eta, \xi, \lambda, \gamma \in \Gamma} \sum_{i,j,k,l \geq 0} \left( \left( \frac{\partial}{\partial z_3} \right)^j \left( \frac{\partial}{\partial z_3} \right)^{i+j-s} \right) \Delta^{(i)}_{z_2,\epsilon}(z_1, \lambda \xi z_3) \Delta^{(k)}_{z_3,\epsilon}(z_2, \lambda z_3) \Delta^{(l)}_{z_2,\epsilon}(z_2, \lambda z_3). \]
Lemma 2.5. \( \overline{\mathfrak{g}}^\zeta \) is a nonassociative algebra with the multiplication given by \((2.8)\). Recall also that \( \overline{\mathfrak{g}}^\zeta \) is the subspace of \( \hat{\mathfrak{g}}^\zeta \) spanned by the coefficients of the generating functions in \( \ker \hat{\mathfrak{g}}^\zeta \) (see \((1.8)\)).

2.2. Proof of Theorem 1.2 (I). For the first part of Theorem 1.2 recall that

\[
\hat{\mathfrak{g}}^\zeta = \bigoplus_{a \in A, \alpha \in \Gamma, m \in \mathbb{Z}} \mathbb{C}a^\zeta (m)
\]

is a nonassociative algebra with the multiplication given by \((1.7)\). Recall also that \( \overline{\mathfrak{g}}_0^\zeta \) is the subspace of \( \hat{\mathfrak{g}}^\zeta \) spanned by the coefficients of the generating functions in \( \ker \hat{\mathfrak{g}}^\zeta \) (see \((1.8)\)).

Lemma 2.5. \( \overline{\mathfrak{g}}^\zeta \) is a two-sided ideal of the nonassociative algebra \( \hat{\mathfrak{g}}^\zeta \).

Proof. Note that for \( a, b \in A \) and \( \alpha, \beta \in \Gamma \), we have from the Lie relation \((1.5)\) that

\[
[a(\alpha z), b(\beta w)] = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \beta^{(i+j)(c-1)} \left( w^c \frac{\partial}{\partial w} \right)^j (a_{(\lambda,\gamma),(i,j)}) b(\gamma \beta w) \Delta^{(i)}_{w,c}(z, \lambda \beta w).
\]

We fix a generating function

\[
u(z) = \sum_{k=1}^l \mu_k \left( z^k \frac{\partial}{\partial z} \right)^n_k \bar{\mathfrak{g}}^\zeta (z) \in \mathcal{A}_c \subset \mathfrak{g}^\zeta[z, z^{-1}],
\]

where \( \mu_k \in \mathbb{C}, n_k \in \mathbb{N}, a_k \in A \) and \( \alpha_k \in \Gamma \). Then it follows from \((2.6)\) and \((2.2)\) that

\[
\hat{\mathfrak{g}}^\zeta (u(w), b(\beta w)) = \sum_{k=1}^l \mu_k \left( z^k \frac{\partial}{\partial z} \right)^n_k \Delta^{(i)}_{w,c}(z, \lambda \beta w).
\]

On the other hand, in \( \mathfrak{g}^\zeta[[z, z^{-1}]] \), we have

\[
u(\zeta) = \sum_{k=1}^l \mu_k \left( z^k \frac{\partial}{\partial z} \right)^n_k \Delta^{(i)}_{w,c}(z, \lambda \beta w).
\]
On the other hand, we have

\[ \beta(i+j-n_k)(e-1) \frac{(-1)^{n_k} \mu_k \alpha_k^{i-1}}{(i-n_k)!} \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( a_k(\alpha_k^{\beta-1},\gamma,i-n_k,j) b^{\beta,\zeta}(w) \right) \Delta_{w,z}^{(i)}(z,w). \]

Assume that \( u(z) \in \ker \tilde{\psi}^\zeta \). Since \( \tilde{\psi}^\zeta(u(z)), b(\beta w) = 0 \), it follows from \( 2.7 \) that

\[ \sum_{1 \leq k \leq l \leq \Gamma, n_k \leq i, j \geq 0} \beta(i+j-n_k)(e-1) \frac{(-1)^{n_k} \mu_k \alpha_k^{i-1}}{(i-n_k)!} \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( a_k(\alpha_k^{\beta-1},\gamma,i-n_k,j) b(\gamma\beta w) \right) = 0 \]

for any \( i \in \mathbb{N} \). This is equivalent to say that

\[ \sum_{1 \leq k \leq l \leq \Gamma, n_k \leq i, j \geq 0} \beta(i+j-n_k)(e-1) \frac{(-1)^{n_k} \mu_k \alpha_k^{i-1}}{(i-n_k)!} \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( a_k(\alpha_k^{\beta-1},\gamma,i-n_k,j) b^{\beta,\zeta}(w) \right) \in \ker \tilde{\psi}^\zeta. \]

Thus from \( 2.8 \) we obtain that \( \tilde{g}_0^\zeta \) is a right ideal of \( \tilde{g}^\zeta \). Similarly, one can check that \( \tilde{g}_0^\zeta \) is also a left ideal. \( \square \)

Recall that for \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \), \( a^{\alpha \zeta}(m) \) denotes the image of \( a^{\alpha \zeta}(m) \) in the quotient space \( \tilde{g}^\zeta = \tilde{g}^\zeta / \tilde{g}_0^\zeta \), and that

\[ a^{\alpha \zeta}(z) = \sum_{m \in \mathbb{Z}} a^{\alpha \zeta}(m) z^{-m+\zeta} \in \tilde{g}^\zeta[[z,z^{-1}]]. \]

In view of Lemma 2.5, \( \tilde{g}^\zeta \) is a quotient algebra of \( \tilde{g}^\zeta \) with the multiplication given by

\[ (a^{\alpha \zeta}(z), b^{\beta \zeta}(w)) \]

\[ = a^{\alpha \zeta}(z) b^{\beta \zeta}(w) + \frac{1}{(\alpha,\beta)!} \sum_{k=0}^{\infty} \sum_{\gamma,\iota,j,k \in \Gamma, n_k \leq i, j \geq 0} \beta(k+j-i)(e-1) \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( a(\alpha^{\beta-1},\gamma,i-n_k,j) b^{\beta,\zeta}(w) \right) \Delta_{w,z}^{(k)}(z,w), \]

where \( a, b \in A \) and \( \alpha, \beta \in \Gamma \).

**Proposition 2.6.** \( \tilde{g}^\zeta \) is a Lie algebra under the multiplication \( (2.10) \).

**Proof.** We first prove the skew-symmetry. For \( a, b \in A \) and \( \alpha, \beta \in \Gamma \), we have

\[ [a^{\alpha \zeta}(z), b^{\beta \zeta}(w)] = \alpha^{e-1} \sum_{\gamma,\iota,j,k \in \Gamma, n_k \leq i, j \geq 0} \beta(k+j-i)(e-1) \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( a(\alpha^{\beta-1},\gamma,i-n_k,j) b^{\beta,\zeta}(w) \right) \Delta_{w,z}^{(k)}(z,w). \]

On the other hand, we have

\[ -[b^{\beta \zeta}(w), a^{\alpha \zeta}(z)] \]

\[ = -\beta^{e-1} \sum_{\gamma,\iota,j,k \in \Gamma, n_k \leq i, j \geq 0} \alpha(i+j)(e-1) \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( b^{(\beta^{\alpha-1},\gamma,i-j) a^{\alpha \zeta}(z)} \right) \Delta_{w,z}^{(e)}(z,w) \]

\[ = \beta^{e-1} \sum_{\gamma,\iota,j,k \in \Gamma, n_k \leq i, j \geq 0} (\alpha(i+j)(e-1) \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( b^{(\beta^{\alpha-1},\gamma,i-j) a^{\alpha \zeta}(z)} \right) \Delta_{w,z}^{(e)}(z,w) \]

\[ = \beta^{e-1} \sum_{\gamma,\iota,j,k \in \Gamma, n_k \leq i, j \geq 0} \beta(i+j)(e-1) \left( w^{\kappa} \frac{\partial}{\partial w} \right)^j \left( b^{(\beta^{\alpha-1},\gamma,i-j) a^{\alpha \zeta}(z)} \right) \Delta_{w,z}^{(e)}(z,w). \]
This implies (2.11) and hence the skew-symmetry.

\[
\beta^{k(e-1)} \alpha^{e-1} \sum_{\gamma \in \Gamma} \sum_{j \geq 0} \beta^{j(e-1)} \left( w^j \frac{\partial}{\partial w} \right)^j \left( a_{(\alpha\beta-1, \gamma, k, j)} b \right) \gamma^\beta \zeta \omega(w) \\
= \alpha^{k(e-1)} \beta^{e-1} \sum_{\gamma \in \Gamma} \sum_{j \geq 0} \sum_{i=0}^{j} \frac{(-1)^{i+k+1}}{i!} \alpha^{j(e-1)} \left( w^j \frac{\partial}{\partial w} \right)^j \left( b_{(\beta\alpha-1, \gamma, i+k, j-i)} a \right) \gamma^\alpha \zeta (w).
\]

By taking \( \lambda = \beta\alpha^{-1} \) and replacing \( w \) with \( \beta w \) in (2.11), we have

\[
\sum_{\gamma \in \Gamma} \sum_{j \geq 0} \beta^{j(e-1)} \left( w^j \frac{\partial}{\partial w} \right)^j \left( a_{(\alpha\beta-1, \gamma, k, j)} b \right) (\gamma\beta w) \\
= (\beta\alpha^{-1})^{(-k+1)(e-1)} \sum_{\gamma \in \Gamma} \sum_{j \geq 0} \sum_{i=0}^{j} \frac{(-1)^{i+k+1}}{i!} \alpha^{j(e-1)} \left( w^j \frac{\partial}{\partial w} \right)^j \left( b_{(\beta\alpha^{-1}, \gamma, i+k, j-i)} a \right) (\gamma\alpha w).
\]

This implies (2.11) and hence the skew-symmetry.

Next, we show that the Jacobi identity holds in \( \mathfrak{g}^e \). For \( a, b, c \in \mathfrak{g} \) and \( \alpha, \beta, \lambda \in \Gamma \), we have

\[
[u^\alpha \zeta (z_1), [b^\beta \zeta (z_2), c^{\lambda \zeta} (z_3)]] \\
= \beta^{r-1} \sum_{\xi \in \Gamma} \sum_{i,j \geq 0} \lambda^{(i+j)(e-1)} \left( \left( z^\xi \frac{\partial}{\partial z} \right)^l \left( a_{(\alpha\beta-1, \xi, i, j)} b \right) \gamma^\xi \zeta \omega(z_1) \right) \Delta^{(i)} \gamma^\xi \omega (z_2, z_3) \\
= (\alpha\beta)^{r-1} \sum_{\gamma \in \Gamma} \sum_{\xi, \xi, k \geq 0} \lambda^{(i+j)(e-1)} \left( z^\xi \frac{\partial}{\partial z} \right)^j \left( a_{(\alpha(\beta-1, \gamma, k, l)} b \right) \gamma^\xi \zeta \omega (z_1) \right) \Delta^{(i)} \gamma^\xi \omega (z_2, z_3) \\
= \frac{(\alpha\beta)^{r-1}}{k!} \sum_{\gamma \in \Gamma} \sum_{\xi, \xi, k \geq 0} \lambda^{(i+j)(e-1)} \left( z^\xi \frac{\partial}{\partial z} \right)^j \left( a_{(\alpha(\beta-1, \gamma, k, l)} b \right) \gamma^\xi \zeta \omega (z_1) \right) \Delta^{(i)} \gamma^\xi \omega (z_2, z_3) \\
= (\alpha\beta)^{r-1} \sum_{\gamma \in \Gamma} \sum_{\xi, \xi, k \geq 0} \lambda^{(i+j)(e-1)} \left( z^\xi \frac{\partial}{\partial z} \right)^j \left( a_{(\alpha(\beta-1, \gamma, k, l)} b \right) \gamma^\xi \zeta \omega (z_1) \right) \Delta^{(i)} \gamma^\xi \omega (z_2, z_3) \\
= (\alpha\beta)^{r-1} \sum_{\gamma \in \Gamma} \sum_{\xi, \xi, k \geq 0} \lambda^{(i+j)(e-1)} \left( z^\xi \frac{\partial}{\partial z} \right)^j \left( a_{(\alpha(\beta-1, \gamma, k, l)} b \right) \gamma^\xi \zeta \omega (z_1) \right) \Delta^{(i)} \gamma^\xi \omega (z_2, z_3).
Swapping $a^\alpha\xi(z_1)$ with $b^\beta\zeta(z_2)$ in the above equation yields the following equation:

$$[b^\beta\zeta(z_2), [a^\alpha\xi(z_1), c^\lambda\zeta(z_3)]]$$

$$= (\alpha\beta)^{-1} \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(1 + j + s) k!}{s!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( b^{(\beta\xi^{-1}, \gamma, k - s, l - j)}{(a^{(\alpha\lambda^{-1}, \xi, i, j)}c)}^\gamma\xi\zeta \right) \Delta_{z_3, \xi}^{(k)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_3).$$

On the other hand, we have

$$[a^\alpha\xi(z_1), b^\beta\zeta(z_2), c^\lambda\zeta(z_3)]$$

$$= \alpha^{-1} \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2)$$

$$= \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2)$$

$$= \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2)$$

$$= \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2)$$

$$= \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2).$$

$$= \sum_{\xi,\gamma \in \Gamma_i, j, k, l \geq 0} \sum_k \sum_{i, j, k, l \geq 0} \frac{(-1)^{i + j} k!}{(k - j)!} \lambda^{i + k + l} \xi^{(i + k + l)(-1)} \zeta^{(i + k + l)(-1)} \cdot$$

$$\left( \sum_{i, k, l} \frac{\partial}{\partial z_3} \right)^i \left( a^{(\alpha\beta^{-1}, \xi, i, j)} b^{(\xi\lambda^{-1}, \gamma, k - s, l - j)} c \right)^\gamma\xi\zeta \Delta_{z_3, \xi}^{(k + j)}(z_2, z_3) \Delta_{z_3, \xi}^{(l)}(z_1, z_2).$$
Thus we have shown that the Jacobi identity
\[ [a^{\alpha,\zeta}(z_1), [b^{\beta,\zeta}(z_2), c^{\lambda,\zeta}(z_3)]] = [[a^{\alpha,\zeta}(z_1), b^{\beta,\zeta}(z_2)], c^{\lambda,\zeta}(z_3)] + [b^{\beta,\zeta}(z_2), [a^{\alpha,\zeta}(z_1), c^{\lambda,\zeta}(z_3)]] \]
is equivalent to the identity \((i, k \in \mathbb{N}):\)
\[
(\alpha\beta)^{-1} \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)},
\]
\[
(z_4^\gamma \frac{\partial}{\partial z_4}) \left( \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)} \right)
\]
\[= (\beta\alpha)^{-1} \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)},
\]
\[
(2.12) \left( z_4^\gamma \frac{\partial}{\partial z_4} \right) \left( (a^{(\alpha\beta^{-1},\xi,i-s,j)b})(b^{(\alpha\beta^{-1},\xi,k+s-j)c}) \right)^{\gamma\lambda\zeta}(z_4)
\]
\[+ (\alpha\beta)^{-1} \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)},
\]
\[
(2.12) \left( z_4^\gamma \frac{\partial}{\partial z_4} \right) \left( (b^{(\alpha\beta^{-1},\xi,k+s-j)})(a^{(\alpha\beta^{-1},\xi,i+s+j)c}) \right)^{\gamma\lambda\zeta}(z_4).
\]
Note that the identity \((2.12)\) can be simplified as follows:
\[
\sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)},
\]
\[
(z_4^\gamma \frac{\partial}{\partial z_4}) \left( (a^{(\alpha\beta^{-1},\xi,i-s,j)b})(b^{(\alpha\beta^{-1},\xi,k+s-j)c}) \right)^{\gamma\lambda\zeta}(z_4)
\]
\[= \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)} \beta^{(i-j-k-l)(\gamma-1)}(1),
\]
\[
(z_4^\gamma \frac{\partial}{\partial z_4}) \left( (a^{(\alpha\beta^{-1},\xi,i-s,j)b})(b^{(\alpha\beta^{-1},\xi,k+s-j)c}) \right)^{\gamma\lambda\zeta}(z_4)
\]
\[+ \sum_{\gamma \geq 0} \sum_{j=0}^{l} \sum_{s=0}^{i} \binom{j+s}{s} \frac{i!}{(i-s)!} \lambda^{(i+k+l)(\gamma-i+j-s)(\gamma-1)} \beta^{(i-j-k-l)(\gamma-1)}(1),
\]
\[
(z_4^\gamma \frac{\partial}{\partial z_4}) \left( (b^{(\alpha\beta^{-1},\xi,k+s-j)})(a^{(\alpha\beta^{-1},\xi,i+s+j)c}) \right)^{\gamma\lambda\zeta}(z_4),
\]
which follows from \((2.25)\) (replacing \(\lambda\) with \(\beta\lambda^{-1}\), taking \(\eta = \alpha\lambda^{-1}\) and replacing \(z\) with \(\lambda z\) therein). This completes the proof of the proposition. 

Note that Lemma \((2.5)\) and Proposition \((2.6)\) imply the Theorem \((1.22)\) (1).
2.3. Proof of Theorem 1.2 (II). In this subsection we prove the second part of Theorem 1.2.

For \( \lambda \in \Gamma \), we define a linear transformation \( \bar{\sigma}_\lambda \) on \( \bar{g}^{\alpha,\epsilon} \) by

\[
\bar{\sigma}_\lambda (\bar{a}^{\alpha,\epsilon} (m)) = \lambda^{-m+\epsilon-1} a^{\lambda^{-1},\epsilon} (m),
\]

where \( a \in A \), \( \alpha \in \Gamma \) and \( m \in \mathbb{Z} \). In term of the generating functions, this is equivalent to

\[
\bar{\sigma}_\lambda (\bar{a}^{\alpha,\epsilon} (z)) = a^{\lambda^{-1},\epsilon} (\lambda z).
\]

**Lemma 2.7.** For any \( \lambda \in \Gamma \), one has \( \bar{\sigma}_\lambda (\bar{g}^{\epsilon}_0) = \bar{g}^{\epsilon}_0 \).

**Proof.** Recall that \( \bar{g}^{\epsilon}_0 \) is spanned by the coefficients of the generating functions in \( \ker \bar{\psi}^{\epsilon} \). We prove the lemma by showing that for any \( u(z) \in \ker \bar{\psi}^{\epsilon} \) and \( \lambda \in \Gamma \), there exists a \( v(z) \in \ker \bar{\psi}^{\epsilon} \) such that \( \bar{\sigma}_\lambda (u(z)) = v(\lambda z) \).

Assume that

\[
u(z) = \sum_{i=1}^{k} \mu_i \left( z^{\epsilon} \frac{\partial}{\partial z} \right)^{n_i} a_i^{\epsilon,\epsilon} (z), \]

where \( \mu_i \in \mathbb{C}, n_i \in \mathbb{N}, a_i \in A \) and \( \alpha_i \in \Gamma \). We define

\[
v(z) = \sum_{i=1}^{k} \mu_i \lambda^{n_i (1-\epsilon)} \left( z^{\epsilon} \frac{\partial}{\partial z} \right)^{n_i} a_i^{\lambda^{-1},\epsilon} (\lambda z).
\]

By definition we have

\[
\bar{\sigma}_\lambda (u(z)) = \sum_{i=1}^{k} \mu_i \left( z^{\epsilon} \frac{\partial}{\partial z} \right)^{n_i} a_i^{\epsilon,\epsilon} (\lambda z) = v(\lambda z).
\]

Since

\[
\bar{\psi}^{\epsilon} (u(z)) = \sum_{i=1}^{k} \mu_i \left( z^{\epsilon} \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i,\epsilon} (\alpha_i z) = 0,
\]

we obtain

\[
\bar{\psi}^{\epsilon} (v(z)) = \sum_{i=1}^{k} \mu_i \lambda^{n_i (1-\epsilon)} \left( z^{\epsilon} \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i,\epsilon} (\alpha_i \lambda z) = \left( \sum_{i=1}^{k} \mu_i \left( w^{\epsilon} \frac{\partial}{\partial w} \right)^{n_i} a_i^{\alpha_i,\epsilon} (\alpha_i w) \right) |_{w=\lambda^{-1} z} = 0.
\]

This shows that \( v(z) \in \ker \bar{\psi}^{\epsilon} \), as desired. \( \square \)

**Lemma 2.8.** For every \( \lambda \in \Gamma \), \( \sigma_\lambda \) is a Lie automorphism of the Lie algebra \( g^{\epsilon} \). Furthermore, for any \( u, v \in g^{\epsilon} \), \( [\sigma_\lambda(u), v] = 0 \) for all but finitely many \( \lambda \in \Gamma \).
Proof. It is straightforward to see that \( \sigma_\lambda \) is bijective. For \( a, b \in A \) and \( \alpha, \beta \in \Gamma \), from (2.14) and (2.11) it follows that

\[
[\sigma_\lambda(a^{\alpha,\varepsilon}(z)), \sigma_\lambda(b^{\beta,\varepsilon}(w))] = [a^{\alpha\lambda^{-1,\varepsilon}(\lambda z)}, b^{\beta\lambda^{-1,\varepsilon}(\lambda w)}]
\]

\[
= (\alpha\lambda^{-1})^{-1} \sum_{\gamma \in \Gamma, i, j \geq 0} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(\lambda z, \lambda w)
\]

\[
= \alpha^{-1} \sum_{\gamma \in \Gamma, i, j \geq 0} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(z, w)
\]

\[
= \sigma_\lambda([a^{\alpha,\varepsilon}(z), b^{\beta,\varepsilon}(w)]).
\]

This proves the first assertion. For the second one, let \( a, b \in A \) and \( \alpha, \beta \in \Gamma \) be fixed. For every \( \lambda \in \Gamma \), we have

\[
[\sigma_\lambda(a^{\alpha,\varepsilon}(z)), b^{\beta,\varepsilon}(w)] = [a^{\alpha\lambda^{-1,\varepsilon}(\lambda z)}, b^{\beta\lambda^{-1,\varepsilon}(\lambda w)}]
\]

\[
= (\alpha\lambda^{-1})^{-1} \sum_{\gamma \in \Gamma, i, j \geq 0} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(\lambda z, \lambda w).
\]

Note that the Lie relation (13) implies that \( (a_{(\alpha\lambda^{-1,\beta^{-1,\gamma, i, j})}} b)^{\gamma\beta\varepsilon}(w) = 0 \) for all but finitely many \( \lambda, \gamma \in \Gamma, i, j \in \mathbb{N} \). Then the second assertion follows immediately. \( \square \)

Recall the multiplication \([\cdot, \cdot]_\Gamma\) on \( g^\varepsilon \) and the subspace \( g^\varepsilon_\Gamma \) of \( g^\varepsilon \) defined in Theorem 1.2 (II).

**Proposition 2.9.** \( g^\varepsilon_\Gamma \) is a two-sided ideal of the nonassociative algebra \( g^\varepsilon \) under the multiplication \([\cdot, \cdot]_\Gamma\), and the quotient algebra \( g^\varepsilon/\Gamma \) is a Lie algebra.

**Proof.** By definition we have \([u, v]_\Gamma = \sum_{\lambda \in \Gamma} [\sigma_\lambda(u), v] \) for \( u, v \in g^\varepsilon \), and note that the subspace \( g^\varepsilon_\Gamma = \text{Span}\{\sigma_\lambda(u) - u \mid \lambda \in \Gamma, u \in g^\varepsilon\} \).

Then the assertion follows from Lemma 2.8 and [13, Lemma 4.1]. \( \square \)

For \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \), set \( a^\alpha(m) = a^{\alpha,\varepsilon}(m) + g^\varepsilon \in g^\varepsilon[\Gamma] \) and

\[
a^\alpha(z) = \sum_{m \in \mathbb{Z}} a^\alpha(m) z^{-m+\varepsilon-1} \in g^\varepsilon[[z, z^{-1}]].
\]

The following result gives the commutators among these generating functions.

**Lemma 2.10.** For \( a, b \in A \) and \( \alpha, \beta \in \Gamma \), one has

\[
[a^\alpha(z), b^\beta(w)]_\Gamma = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \alpha^{-1} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(z, \lambda w).
\]

**Proof.** By definition and (2.11), we have

\[
[a^\alpha(z), b^\beta(w)]_\Gamma = \sum_{\lambda, \gamma \in \Gamma} [a^{\alpha\lambda^{-1,\varepsilon}(\lambda z)}, b^{\beta\lambda^{-1,\varepsilon}(\lambda w)}]
\]

\[
= \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} (\lambda^{-1})^{-1} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(\lambda z, \lambda w)
\]

\[
= \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \alpha^{-1} \beta_{(i+j)(\varepsilon-1)} \left( w^j \frac{\partial}{\partial w} \right)^j (a_{(\alpha\beta^{-1,\gamma, i, j})} b)^{\gamma\beta\lambda^{-1,\varepsilon}(\lambda w)} \Delta^{(i)}_{w, \varepsilon}(z, \lambda w).
\]
Let \( \tilde{\varphi}_g \) be the linear map from \( \tilde{g}' \) to \( g \) defined by

\[
\tilde{\varphi}_g(\bar{a}^{a,\epsilon}(m)) = a^{-m+\epsilon-1}a(m)
\]

for \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \). Note that we have

\[
\tilde{\varphi}_g\left(\left(z^\epsilon \frac{\partial}{\partial z}\right)^n \bar{a}^{a,\epsilon}(z)\right) = \left(z^\epsilon \frac{\partial}{\partial z}\right)^n a(\alpha z)
\]

for \( n \in \mathbb{N}, a \in A \) and \( \alpha \in \Gamma \). This implies that \( \tilde{\varphi}_g(\ker \tilde{\varphi}') = 0 \) (see (1.3)) and hence \( \tilde{\varphi}_g(\bar{g}_0) = 0 \).

Thus, \( \tilde{\varphi}_g \) induces a linear map, say \( \varphi_g \), from \( \tilde{g}' = \tilde{g}'/\bar{g}_0 \) to \( g \) such that

\[
\varphi_g(a^{a,\epsilon}(m)) = a^{-m+\epsilon-1}a(m)
\]

for \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \). Furthermore, for \( a \in A, \lambda, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \), we have

\[
\varphi_g(\sigma_{\lambda}(a^{a,\epsilon}(m)) - a^{a,\epsilon}(m)) = \varphi_g(\lambda^{-m+\epsilon-1}a^{a,\epsilon}(m) - a^{a,\epsilon}(m)) = 0,
\]

which shows that \( \varphi_g \) vanishes on \( \tilde{g}'_\Gamma \). Then \( \varphi_g \) induces a linear map, say \( \varphi_{g,\Gamma} \), from \( g'[\Gamma] = \tilde{g}'/\tilde{g}'_\Gamma \) to \( g \) such that

\[
\varphi_{g,\Gamma}(a^a(m)) = a^{-m+\epsilon-1}a(m)
\]

for \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \). We remark that the map \( \varphi_{g,\Gamma} \) is just the linear map introduced in Theorem 1.2 (II).

**Proposition 2.11.** The map \( \varphi_{g,\Gamma} \) is a surjective Lie homomorphism.

**Proof.** The map \( \varphi_{g,\Gamma} \) is surjective as \( g \) is spanned by the elements \( a(m) \) for \( a \in A \) and \( m \in \mathbb{Z} \). Note that for \( a \in A \) and \( \alpha \in \Gamma \), we have \( a^{a}(z) = \sigma_{\alpha}(a^{a}(z)) = a^{a}(\alpha z) \). This gives that

\[
g'[\Gamma] = \text{Span}\{a^{a}(m) | a \in A, m \in \mathbb{Z}\}.
\]

Furthermore, from (2.14) we have

\[
\varphi_{g,\Gamma}([a^1(z), b^1(w)]_{\Gamma}) = \sum_{\lambda, \gamma \in \Gamma} \sum_{i,j \geq 0} \left( w^\epsilon \frac{\partial}{\partial w} \right)^j \left( a(\lambda, \gamma) b(z^\gamma w) \right) \Delta_{w, a}^{(i)}(z, \lambda w)
\]

\[
= [a(z), b(w)] = [\varphi_{g,\Gamma}(a^1(z)), \varphi_{g,\Gamma}(b^1(w))]
\]

for any \( a, b \in A \). This proves that \( \varphi_{g,\Gamma} \) is a surjective Lie homomorphism. \( \square \)

To be continuous, here we explain the definition of maximality of \( g \) given in the introduction. Let \( \tilde{g} \) be the complex vector space with a basis

\[
\{\tilde{a}(m) | a \in A, m \in \mathbb{Z}\}.
\]

For \( a \in A \), set \( \tilde{a}(z) = \sum_{m \in \mathbb{Z}} \tilde{a}(m)z^{-m+\epsilon-1} \). Let \( \tilde{A} \) be the subspace of \( \tilde{g}'[[z, z^{-1}]] \) spanned by the (linearly independent) elements \( (z^\epsilon \frac{\partial}{\partial z})^n \tilde{a}(\alpha z) \) for \( n \in \mathbb{N}, a \in A \) and \( \alpha \in \Gamma \), and let \( \tilde{\varphi} : \tilde{A} \rightarrow \tilde{g}'[[z, z^{-1}]] \) be the linear map defined by

\[
\tilde{\varphi}\left(\left(z^\epsilon \frac{\partial}{\partial z}\right)^n \tilde{a}(\alpha z)\right) = \left(z^\epsilon \frac{\partial}{\partial z}\right)^n a(\alpha z)
\]

for \( n \in \mathbb{N}, a \in A \) and \( \alpha \in \Gamma \). Define \( \bar{g}_0 \) to be the subspace of \( \tilde{g} \) spanned by the coefficients of generating functions in \( \ker \tilde{\varphi} \). Then it is clear that \( g \) is maximal if and only if the canonical surjective map

\[
\tilde{g}/\bar{g}_0 \rightarrow g, \quad \tilde{a}(m) + \bar{g}_0 \mapsto a(m) \quad (a \in A, m \in \mathbb{Z})
\]

is an isomorphism. We also give a criterion for the maximality of \( g \) as follows.

\[
\square
\]
Remark 2.12. Let $\mathcal{R}$ be a subset of $\ker \tilde{\varphi}$, and let $\tilde{g}_\mathcal{R}$ be the subspace of $\tilde{g}$ spanned by the coefficients of the generating functions in $\mathcal{R}$. Consider the canonical surjective map

\begin{equation}
\tilde{g}/\tilde{g}_\mathcal{R} \to \mathfrak{g}, \quad \tilde{a}(m) + \tilde{g}_\mathcal{R} \mapsto a(m) \quad (a \in A, m \in \mathbb{Z}),
\end{equation}

which is the composition of the canonical surjective map $\tilde{g}/\tilde{g}_\mathcal{R} \to \tilde{g}/\tilde{g}_0$ and (2.16). Thus, if (2.17) is an isomorphism, then (2.16) is also an isomorphism and hence $\mathfrak{g}$ is maximal.

The following result together with Proposition 2.11 give a necessary and sufficient condition for the homomorphism $\varphi_{\mathfrak{g}, \Gamma}$ to be an isomorphism.

Proposition 2.13. The homomorphism $\varphi_{\mathfrak{g}, \Gamma}$ is injective if and only if $\mathfrak{g}$ is maximal.

Proof. By (2.15), we have a surjective linear map

\begin{equation}
\tilde{\chi} : \tilde{g} \to \mathfrak{g}[\Gamma], \quad \tilde{a}(m) \mapsto a^1(m) \quad (a \in A, m \in \mathbb{Z}).
\end{equation}

Note that for $a \in A$ and $\alpha \in \Gamma$, one has

\begin{equation}
\tilde{\chi}(\tilde{a}(\alpha z)) = a^1(\alpha z) = a^\alpha(z).
\end{equation}

This together with (1.8) gives that $\tilde{\chi}(\ker \tilde{\varphi}) = 0$. Thus $\tilde{\chi}$ induces a linear map

\begin{equation}
\chi : \tilde{g}/\tilde{g}_0 \to \mathfrak{g}[\Gamma], \quad \tilde{a}(m) + \tilde{g}_0 \mapsto a^1(m).
\end{equation}

We claim that $\chi$ is a linear isomorphism. In fact, we consider the linear map

\begin{equation}
\eta : \mathfrak{g}^\epsilon \to \tilde{g}/\tilde{g}_0, \quad a^{\alpha, \epsilon}(m) \mapsto a^{-m+\epsilon-1}\tilde{a}(m) + \tilde{g}_0 \quad (a \in A, \alpha \in \Gamma, m \in \mathbb{Z}).
\end{equation}

Equivalently, we have $\eta(a^{\alpha, \epsilon}(z)) = \tilde{a}(\alpha z)$ for $a \in A$ and $\alpha \in \Gamma$. This together with the definition of $\ker \tilde{\varphi}$ gives that $\eta(\ker \tilde{\psi}^\epsilon) = 0$ (see (1.8)). Thus $\eta$ induces a linear map

\begin{equation}
\eta : \mathfrak{g}^\epsilon \to \tilde{g}/\tilde{g}_0, \quad a^{\alpha, \epsilon}(m) \mapsto a^{-m+\epsilon-1}\tilde{a}(m) + \tilde{g}_0.
\end{equation}

Note that for $a \in A$ and $\alpha, \lambda \in \Gamma$, we have

\begin{equation}
\eta(\sigma_{\lambda}(a^{\alpha, \epsilon}(z))) = \eta(a^{\alpha\lambda^{-1}, \epsilon}(\lambda z)) = \tilde{a}(\alpha \lambda^{-1} \lambda z) = \tilde{a}(\alpha z) = \eta(a^{\alpha, \epsilon}(z)).
\end{equation}

Thus $\eta$ factors through $\mathfrak{g}^\epsilon$ and yields a linear map

\begin{equation}
\eta^\tau : \mathfrak{g}^\epsilon[\Gamma] \to \tilde{g}/\tilde{g}_0, \quad a^\alpha(m) \mapsto a^{-m+\epsilon-1}\tilde{a}(m) + \tilde{g}_0.
\end{equation}

It is clear that $\chi$ and $\eta^\tau$ are mutually invertible, which proves the claim.

Note that the map (2.16) is the composition of the maps $\chi$ and $\varphi_{\mathfrak{g}, \Gamma}$. Then the proposition follows from the Proposition 2.11 and $\chi$ is an isomorphism. $\square$

Propositions 2.9, 2.11 and 2.13 give the Theorem 1.2 (II).

3. Proof of Theorem 1.4

In this section, we present the proof of Theorem 1.4. As before, throughout this section, let $(\mathfrak{g}, A, \epsilon)$ be a quasi vertex Lie algebra with $\Gamma$ the associated group.
3.1. Proof of Theorem 1.4 (I). We start with the following notion introduced in [DLM].

Definition 3.1. A vertex Lie algebra is a quadruple \((\mathcal{L}, U, d, \rho)\) consisting of a Lie algebra \(\mathcal{L}\), a vector space \(U\), a partially defined linear map \(d\) from \(U\) to \(U\), and a linear map \(\rho\) from \(U \otimes \mathcal{C}[t, t^{-1}]\) onto \(\mathcal{L}\) such that \(\ker \rho = \text{Im}(d \otimes 1 + 1 \otimes \frac{d}{d t})\). Furthermore, we have the following results from [DLM].

Let \((\mathcal{L}, U, d, \rho)\) be a vertex Lie algebra. Then both \(\mathcal{L}\) and \(U\) are subalgebras of \(\mathcal{L}\), and \(\mathcal{L} = \mathcal{L}_- \oplus \mathcal{L}_+\). Write \(\mathcal{C}\) for the one-dimensional trivial \(\mathcal{L}_+\)-module, and form the induced \(\mathcal{L}\)-module

\[V_{\mathcal{L}} = U(\mathcal{L}) \otimes_{U(\mathcal{L}_+)} \mathcal{C}.\]

Then \(U\) can be identified as a subspace of \(V_{\mathcal{L}}\) through the map \(a \mapsto \rho(a \otimes t^{-1}) 1\), where \(1 = 1 \otimes 1\). Furthermore, we have the following results from [DLM].

Proposition 3.2. Let \((\mathcal{L}, U, d, \rho)\) be a vertex Lie algebra. Then there is a unique vertex algebra structure on \(V_{\mathcal{L}}\) with \(1\) as the vacuum vector and with \(U\) as a generating set such that \(Y(a, z) = a(z)\) for \(a \in U\).

Recall that \(\mathfrak{g}^0\) is the Lie algebra \(\mathfrak{g}^\zeta\) in Theorem 1.2 for \(\zeta = 0\). We show that the Lie algebra \(\mathfrak{g}^0\) admits a vertex Lie algebra structure. Let \(\mathcal{C}[d]\) be the polynomial ring with the variable \(d\), and let \(\tilde{U}\) be a free \(\mathcal{C}[d]\)-module equipped with a \(\mathcal{C}[d]\)-basis

\[\{\tilde{a}^{\alpha,0} | a \in A, \alpha \in \Gamma\}.\]

We view \(\mathfrak{g}[[z, z^{-1}]]\) as a \(\mathcal{C}[d]\)-module such that

\[d(u(z)) = z' \frac{\partial}{\partial z} u(z) \quad \text{for} \quad u(z) \in \mathfrak{g}[[z, z^{-1}]],\]

and let \(\Psi : \tilde{U} \to \mathfrak{g}[[z, z^{-1}]]\) be the \(\mathcal{C}[d]\)-module homomorphism defined by

\[\Psi(\tilde{a}^{\alpha,0}) = a(\alpha z) \quad \text{for} \quad a \in A, \alpha \in \Gamma.\]

Similarly, we view \(\mathfrak{g}^0[[z, z^{-1}]]\) as a \(\mathcal{C}[d]\)-module such that

\[d(u(z)) = \frac{\partial}{\partial z} u(z) \quad \text{for} \quad u(z) \in \mathfrak{g}^0[[z, z^{-1}]],\]

and let \(\Phi : \tilde{U} \to \mathfrak{g}^0[[z, z^{-1}]]\) be the \(\mathcal{C}[d]\)-module homomorphism defined by

\[\Phi(\tilde{a}^{\alpha,0}) = a^{\alpha,0}(z) \quad \text{for} \quad a \in A, \alpha \in \Gamma.\]

Lemma 3.3. One has \(\ker \Psi \subset \ker \Phi\).

Proof. Let \(u \in \ker \Psi\). We can write

\[u = \sum_{i=1}^k \mu_i d^{n_i} \tilde{a}_i^{\alpha_i,0} \quad (\mu_i \in \mathcal{C}, n_i \in \mathbb{N}, a_i \in A, \alpha_i \in \Gamma).\]
By (1.8) we have
\[ \tilde{\psi}^0\left( \sum_{i=1}^{k} \mu_i \left( \frac{\partial}{\partial z} \right)^{n_i} \alpha_i^0(z) \right) = \sum_{i=1}^{k} \mu_i \left( z^\epsilon \frac{\partial}{\partial z} \right)^{n_i} a_i(\alpha_i z) = \Psi(u) = 0. \]

This implies that \( \Phi(u) = \sum_{i=1}^{k} \mu_i \left( \frac{\partial}{\partial z} \right)^{n_i} a_i^0(z) = 0 \), as required.

Form the quotient \( \mathbb{C}[d]\)-module

\[ U = \tilde{U} / \ker \Psi. \]

Let \( \tilde{\rho} \) be the linear map from \( \tilde{U} \otimes \mathbb{C}[t, t^{-1}] \) to \( g^0 \) defined by

\[ \sum_{m \in \mathbb{Z}} \tilde{\rho}(u \otimes t^m)z^{-m-1} = \Phi(u) \quad \text{for} \quad u \in \tilde{U}. \]

In view of Lemma 3.3, we have \( \ker \Psi \otimes \mathbb{C}[t, t^{-1}] \subset \ker \tilde{\rho} \), so \( \tilde{\rho} \) induces a linear map

\[ \rho : U \otimes \mathbb{C}[t, t^{-1}] \equiv (\tilde{U} \otimes \mathbb{C}[t, t^{-1}]) / (\ker \Psi \otimes \mathbb{C}[t, t^{-1}]) \to g^0 \]

such that

\[ \rho \left( (d^m a^{0,0} \otimes t^m) z^{-m-1} \right) = \left( \frac{\partial}{\partial z} \right)^n a^{0,0}(z). \]

(3.4)

With the above definitions, we have the following result.

**Lemma 3.4.** The quadruple \( (g^0, U, d, \rho) \) is a vertex Lie algebra.

**Proof.** By (2.10), the commutator \( [a(z), b(w)] \) \( (a, b \in U) \) has the desired form as (3.1). Since \( \rho \) is surjective, it remains to prove that \( \ker \rho = \text{Im}(d \otimes 1 + 1 \otimes \frac{d}{dz}) \).

Set \( K = \text{Im}(d \otimes 1 + 1 \otimes \frac{d}{dz}) \). For \( u \in \tilde{U}, m \in \mathbb{Z} \), we have

\[ \tilde{\rho}(du \otimes t^m) = \text{Res}_z z^m \Phi(du) = \text{Res}_z z^m \frac{\partial}{\partial z}(\Phi(u)) = -m \text{Res}_z z^{m-1} \Phi(u) = -m \rho(u \otimes t^{m-1}). \]

This implies that \( K \subset \ker \rho \). Then \( \rho \) induces a surjective map

\[ \rho_K : (U \otimes \mathbb{C}[t, t^{-1}]) / K \to g^0, \quad a^{0,0} \otimes t^m + K \mapsto a^{0,0}(m) \quad (a \in A, \alpha \in \Gamma, m \in \mathbb{Z}). \]

On the other hand, we consider the following linear map:

\[ \tilde{\pi} : g^0 \to U \otimes \mathbb{C}[t, t^{-1}] / K, \quad \tilde{a}^{0,0}(m) \mapsto \tilde{a}^{0,0} \otimes t^m + K \quad (a \in A, \alpha \in \Gamma, m \in \mathbb{Z}). \]

We claim that \( \ker \tilde{\psi}^0 \subset \ker \tilde{\pi} \) (see (1.8)). Indeed, fix a vector

\[ v(z) = \sum_{i=1}^{k} \mu_i \left( \frac{\partial}{\partial z} \right)^{n_i} \alpha_i^0(z) \in \ker \tilde{\psi}^0 \quad (\mu_i \in \mathbb{C}, n_i \in \mathbb{N}, a_i \in A, \alpha_i \in \Gamma). \]

Then we have

\[ \Psi \left( \sum_{i=1}^{k} \mu_i d^n \tilde{\alpha}_i^{0}(z) \right) = \sum_{i=1}^{k} \mu_i \left( z^\epsilon \frac{\partial}{\partial z} \right)^{n_i} a_i(\alpha_i z) = \tilde{\psi}^0(v(z)) = 0. \]
This implies that
\[ \sum_{i=1}^{k} \mu_i d^m a_i^{\alpha_i,0} = 0 \quad \text{in} \quad U = \tilde{U}/\ker\Psi. \]

For any \( u \in U \), set
\[ u_K(z) = \sum_{m \in \mathbb{Z}} (u \otimes t^m + K) z^{-m-1} \in ((U \otimes \mathbb{C}[t, t^{-1}])/K) [[z, z^{-1}]]. \]

Note that \( \bar{\pi}(a^{\alpha,0}(z)) = (a^{\alpha,0})_K(z) \) and \( (da^{\alpha,0})_K(z) = \frac{\partial}{\partial z} (a^{\alpha,0})_K(z) \) for \( a \in A, \alpha \in \Gamma \), we obtain
\[ \bar{\pi}(v(z)) = \sum_{i=1}^{k} \mu_i \left( \frac{\partial}{\partial z} \right)^{n_i} (a^{\alpha_i,0})_K(z) = (\sum_{i=1}^{k} \mu_i d^m a_i^{\alpha_i,0})_K(z) = 0. \]

This proves \( \ker \bar{\psi}^0 \subset \ker \bar{\pi} \). Then \( \bar{\pi} \) induces a linear map \( \pi \) from \( g^0 \) to \( U \otimes \mathbb{C}[t, t^{-1}]/K \), and the assertion \( K = \ker \rho \) follows from the fact that \( \pi \) is the inverse of \( \rho_K \).

Now we have shown that \( (\mathfrak{g}^0, U, d, \rho) \) is a vertex Lie algebra. Take \( \mathcal{L} = g^0 \) in (3.2) we obtain a subalgebra \( g^0_+ \) of \( g^0 \). From (3.3), we see that this subalgebra coincides with that defined in (1.14). Thus, it follows from Proposition 3.2 that there is a unique vertex algebra structure on the induced \( g^0 \)-module \( \mathfrak{V}_{\lambda}^0 \) as defined in (1.14) such that \( I \) is the vacuum vector and \( U \) is a generating set with \( Y(u, z) = \bar{u}(z) \) for \( u \in U \). Furthermore, since \( Y(d^m u, z) = Y(u, -n-1, z) \) for \( n \in \mathbb{N} \) and \( u \in U \) (DLMI), we see that
\[ \{a^{\alpha,0} \mid a \in A, \alpha \in \Gamma\} \]
is also a generating set of \( \mathfrak{V}_{\lambda}^0 \) with
\[ Y(a^{\alpha,0}, z) = a^{\alpha,0}(z). \]

In what follows we define a \( \Gamma \)-action \( R \) on \( \mathfrak{V}_{\lambda}^0 \) so that \( \mathfrak{V}_{\lambda}^0 \) becomes a \((\Gamma, \epsilon)\)-vertex algebra as defined in Introduction. First, for \( \lambda \in \Gamma \), we define a linear automorphism \( \bar{R}_{\lambda} \) on \( g^0 \) by
\[ \bar{R}_{\lambda}(a^{\alpha,0}(m)) = \lambda^{(m+1)(1-\epsilon)} \bar{a}^{\alpha \lambda^{-1},0}(m) \]
for \( a \in A, \alpha \in \Gamma \) and \( m \in \mathbb{Z} \), or equivalently, by
\[ \bar{R}_{\lambda}(a^{\alpha,0}(z)) = \bar{a}^{\alpha \lambda^{-1},0}(\lambda^{-1-\epsilon}z) \]
for \( a \in A, \alpha \in \Gamma \).

**Lemma 3.5.** For any \( \lambda \in \Gamma \), one has \( \bar{R}_{\lambda}(\bar{g}^0_0) = \bar{g}^0_0 \).

**Proof.** Recall that \( g^0_0 \) is spanned by the coefficients of the generating functions in \( \ker \bar{\psi}^0 \). It suffices to show that for any \( u(z) \in \ker \bar{\psi}^0 \), \( \bar{R}_{\lambda}(u(z)) = v(\lambda^{1-\epsilon}z) \) for some \( v(z) \in \ker \bar{\psi}^0 \).

For any \( u(z) \in \ker \bar{\psi}^0 \), write \( u(z) = \sum_{i=1}^{k} \mu_i (\partial/\partial z)^{n_i} u_i^{\alpha_i,0}(z) \), where \( \mu_i \in \mathbb{C}, n_i \in \mathbb{N}, a_i \in A \) and \( \alpha_i \in \Gamma \). By definition we have
\[ \bar{R}_{\lambda}(u(z)) = \sum_{i=1}^{k} \mu_i \left( z \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i \lambda^{-1},0}(\lambda^{1-\epsilon}z) = v(\lambda^{-1-\epsilon}z), \]
where \( v(z) = \sum_{i=1}^{k} \mu_i \lambda^{n_i(1-\epsilon)} \left( z \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i \lambda^{-1},0}(z) \). Furthermore, since
\[ \bar{\psi}^0(u(z)) = \sum_{i=1}^{k} \mu_i \left( z \frac{\partial}{\partial z} \right)^{n_i} a_i(\alpha_i z) = 0, \]
we obtain
\[
\tilde{\psi}^0(v(z)) = \sum_{i=1}^{k} \mu_i \lambda^{m_i(1-\epsilon)} \left( z^i \frac{\partial}{\partial z} \right) a_i(\alpha_i \lambda^{-1} z) = \left( \sum_{i=1}^{k} \mu_i \left( w^i \frac{\partial}{\partial w} \right) a_i(\alpha_i, w) \right)_{w=\lambda^{-1}z} = 0.
\]

Thus \(v(z) \in \ker \tilde{\psi}^0\), as desired. \(\square\)

By Lemma 3.6, \(R_\lambda\) induces a linear automorphism, say \(R_\lambda\), on \(g^0\) such that
\[
R_\lambda(a^{\alpha,0}(m)) = \lambda^{(m+1)(\epsilon-1)} a^{\alpha \lambda^{-1},0}(m)
\]
for \(a \in A, \alpha \in \Gamma\) and \(m \in \mathbb{Z}\).

**Lemma 3.6.** For every \(\lambda \in \Gamma\), \(R_\lambda\) is a Lie automorphism of \(g^0\) which preserves \(g_+^0\).

**Proof.** The assertion that \(R_\lambda(g^0_+) = g^0_+\) is obvious. For \(a, b \in A, \alpha, \beta \in \Gamma\) we have
\[
[R_\lambda(a^{\alpha,0}(z)), R_\lambda(b^{\beta,0}(w))] = [a^{\alpha \lambda^{-1},0}(\lambda^{1-\epsilon} z), b^{\beta \lambda^{-1},0}(\lambda^{1-\epsilon} w)]
\]

\[
= (\alpha \lambda^{-1} \epsilon - 1) \sum_{\gamma \in \Gamma, \iota \geq 0} \beta^{(i+j)(\gamma-1)} \left( \frac{\partial}{\partial w} \right)^j (a_{(\alpha \beta^{-1}, \gamma, i, j)} b^{\gamma \beta \lambda^{-1},0}(\lambda^{1-\epsilon} w) \Delta^{(i)}_{\gamma,0}(\lambda^{1-\epsilon} z, \lambda^{1-\epsilon} w))
\]

\[
= \alpha \epsilon - 1 \sum_{\gamma \in \Gamma, \iota \geq 0} \beta^{(i+j)(\gamma-1)} \left( \frac{\partial}{\partial w} \right)^j (a_{(\alpha \beta^{-1}, \gamma, i, j)} b^{\gamma \beta \lambda^{-1},0}(\lambda^{1-\epsilon} w) \Delta^{(i)}_{\gamma,0}(z, w))
\]

\[
= R_\lambda([a^{\alpha,0}(z), b^{\beta,0}(w)]).
\]

This proves that \(R_\lambda\) is a Lie automorphism of \(g^0\). \(\square\)

In view of Lemma 3.6, \(R_\lambda\) extends (uniquely) to an associative algebra automorphism of \(U(g^0)\) and preserves its left ideal \(U(g^0)g^0_+\). Thus it induces a linear automorphism on \(V_{g^0} \cong U(g^0)/U(g^0)g^0_+\), which we still call \(R_\lambda\), such that

\[
R_\lambda(g.v) = R_\lambda(g).R_\lambda(v)
\]

for \(g \in g^0\) and \(v \in V_{g^0}\). In particular, we obtain a linear map
\[
R : \Gamma \rightarrow GL(V_{g^0}), \quad \lambda \mapsto R_\lambda.
\]

Let \(a \in A\) and \(\alpha, \lambda \in \Gamma\). Recall that \(a^{\alpha,0} = a^{\alpha,0}(-1)1 \in V_{g^0}\). By applying (3.7), we have

\[
R_\lambda(a^{\alpha,0}) = R_\lambda(a^{\alpha,-1}(1)) = R_\lambda(a^{\alpha,0}(-1))1 = a^{\alpha \lambda^{-1},0}(-1)1 = a^{\alpha \lambda^{-1},0}.
\]

**Proposition 3.7.** \((V_{g^0}, R)\) is a \((\Gamma, \epsilon)\)-vertex algebra.

**Proof.** Fix a \(\lambda \in \Gamma\), and set \(S = \{v \in V_{g^0} | R_\lambda Y(v, z)R_\lambda^{-1} = Y(R_\lambda v, \lambda^{1-\epsilon} z)\}\). We will prove the proposition by verifying that \(S = V_{g^0}\). Let \(a \in A, \alpha \in \Gamma\) and \(u \in V_{g^0}\). From (3.6) and (3.7) we have

\[
R_\lambda(a^{\alpha,0}(m)u) = R_\lambda(a^{\alpha,0}(m))u = R_\lambda(a^{\alpha,0}(m))(R_\lambda u) = \lambda^{(m+1)(\epsilon-1)}a^{\alpha \lambda^{-1},0}(m)(R_\lambda u)
\]

\[
= \lambda^{(m+1)(\epsilon-1)}(a^{\alpha \lambda^{-1},0})_m(R_\lambda u) = \lambda^{(m+1)(\epsilon-1)}(R_\lambda a^{\alpha,0})_m(R_\lambda u).
\]

This implies that the generating set \((5.5)\) of \(V_{g^0}\) lies in \(S\). Thus it suffices to prove that \(S\) is a vertex subalgebra of \(V_{g^0}\).

It is clear that the vacuum vector \(1 \in S\). Let \(u, v \in S, \nu \in V_{g^0}\) and \(m, n \in \mathbb{Z}\). Then it follows from the Jacobi identity that

\[
R_\lambda((u_m v)_n v)
\]
\[
\begin{align*}
&= \sum_{i \geq 0} (-1)^i \binom{m}{i} \left(R_\lambda (u_{m-i} (v_{u+i} \nu)) - (-1)^m R_\lambda (v_{m+n-i} (u_i \nu))\right) \\
&= \lambda^{m+n+2}(e^{-1}) \sum_{i \geq 0} (-1)^i \binom{m}{i} \left((R_\lambda u)_{m-i}((R_\lambda v)_{n+i}(R_\lambda \nu))\right) \\
&= (-1)^m (R_\lambda v)_{m+n-i}((R_\lambda u)_i (R_\lambda \nu)) \\
&= \lambda^{m+n+2}(e^{-1}) \left((R_\lambda u)_m (R_\lambda v)_n\right) (R_\lambda \nu) = \lambda^{(n+1)(e^{-1})} \left((R_\lambda (u_m v)_n\right) (R_\lambda \nu).
\end{align*}
\]
This gives that \( u_m v \in S \), so \( S \) is a vertex subalgebra of \( V \), as desired. \(\square\)

Theorem 3.1 follows from Proposition 3.7, 3.9, and 3.8.

3.2. Basics on \( \Gamma \)-equivariant \( \phi_e \)-coordinated quasi modules. Before proving the second part of Theorem 3.1, we recall some basic properties of \( \Gamma \)-equivariant \( \phi_e \)-coordinated quasi modules for a \((\Gamma, \epsilon)\)-vertex algebra.

Let \( W \) be a vector space, and set
\[
\mathcal{E}(W) = \text{Hom}(W, W((z))) \subset (\text{End} W)[[z, z^{-1}]].
\]
We define a \( \Gamma \)-action \( \mathcal{R} \) on \( \mathcal{E}(W) \) by
\[
\mathcal{R} : \Gamma \to \text{GL}(\mathcal{E}(W)), \quad \lambda \mapsto (\mathcal{R}_\lambda : a(z) \mapsto a(\lambda^{-1} z)).
\]
Let \((a(z), b(z))\) be a \( \Gamma \)-quasi local pair in \( \mathcal{E}(W) \) in the sense that there exists a polynomial \( q(z) \in \mathbb{C}[z] \) whose roots lie in \( \Gamma \) such that
\[
q(z_1/z_2) [a(z_1), b(z_2)] = 0.
\]
We define the operation (cf. [Li4])
\[
Y_\epsilon^\Gamma (a(z), z_0) b(z) = \sum_{n \in \mathbb{Z}} a(z)_n^\Gamma b(z) z_0^{-n-1} \in \mathcal{E}(W)((z_0))
\]
by the following rule:
\[
Y_\epsilon^\Gamma (a(z), z_0) b(z) = q(\phi_e(z, z_0)/z)^{-1} q(z_1/z) a(z_1) b(z) \big|_{z_1 = \phi_e(z, z_0)},
\]
where \( \phi_e(z, z_0) = e^{\nu z_0^e z} \). The definition of \( Y_\epsilon^\Gamma \) does not depend on the choice of \( q(z) \). A \( \Gamma \)-quasi local subspace \( U \) of \( \mathcal{E}(W) \) is said to be \( Y_\epsilon^\Gamma \)-closed if \( a(z)_n^\Gamma b(z) \in U \) for \( a(z), b(z) \in U \) and \( n \in \mathbb{Z} \).

We have the following results from [CLTW].

**Proposition 3.8.** Let \( S \) be a \( \Gamma \)-stable and \( \Gamma \)-quasi local subset of \( \mathcal{E}(W) \). Then there is a smallest \( Y_\epsilon^\Gamma \)-closed \( \Gamma \)-quasi local subspace of \( \mathcal{E}(W) \) which contains \( S \) and \( \mathbb{1}_W \), denoted by \( \langle S \rangle_\epsilon \), such that \( \langle S \rangle_\epsilon \) is \( \Gamma \)-stable and \((\langle S \rangle_\epsilon, Y_\epsilon^\Gamma \mathbb{1}_W, \mathcal{R})\) is a \((\Gamma, \epsilon)\)-vertex algebra. Moreover, \( W \) is a faithful \( \Gamma \)-equivariant \( \phi_e \)-coordinated quasi \( \langle S \rangle_\epsilon \)-module with \( Y_\epsilon^\Gamma (a(z), z_0) = a(z_0) \) for \( a(z) \in \langle S \rangle_\epsilon \).

For a vertex algebra \( V \), let \( \mathcal{D} \) be the canonical derivation on \( V \) defined by \( \mathcal{D} v = v_{-2} \mathbb{1} \) for \( v \in V \). The following result are from [Li4] and [CLTW].

**Lemma 3.9.** Let \( (W, Y_\epsilon^W) \) be a \( \Gamma \)-equivariant \( \phi_e \)-coordinated quasi module for a \((\Gamma, \epsilon)\)-vertex algebra \( (V, R) \). Then we have for \( v \in V, n \in \mathbb{N} \),
\[
Y_\epsilon^W(v_{-n-1} z, z) = \frac{1}{n!} Y_\epsilon^W(\mathcal{D}^n v, z) = \frac{1}{n!} \left(z^e \frac{D}{Dz}\right)^n Y_\epsilon^W(v, z),
\]
and for \( u, v \in V \),
\[
[Y_\epsilon^W(u, z), Y_\epsilon^W(v, w)] = \sum_{\lambda \in \Gamma, i \geq 0} \lambda^{1-e} Y_\epsilon^W((R_{\lambda^{-1}} u), v) \Delta^{(i)}_{w, \lambda}(z, \lambda w).
\]
3.3. Proof of Theorem 1.4 (II). In this subsection we prove the second part of Theorem 1.4.

We say that a $\mathfrak{g}[\Gamma]$-module $W$ is restricted if for any $a \in A$ and $\alpha \in \Gamma$, $a^\alpha(z) \in \mathcal{E}(W)$, recalling the generating function $a^\alpha(z)$ defined in (2.10). Note that a restricted $\mathfrak{g}$-module is naturally a restricted $\mathfrak{g}[\Gamma]$-module with $a^1(z) = a(z)$ for $a \in A$ (see Theorem 1.2 (II)).

**Proposition 3.10.** The restricted $\mathfrak{g}[\Gamma]$-modules $W$ are exactly the $\Gamma$-equivariant $\phi_v$-coordinated quasi $V_{\mathfrak{g}[\Gamma]}$-modules $(W, Y_W^\phi)$ with $a^\alpha(z) = Y_W^\phi(a^\alpha, 0, z)$ for $a \in A$ and $\alpha \in \Gamma$.

**Proof.** Let $(W, Y_W^\phi)$ be a $\Gamma$-equivariant $\phi_v$-coordinated quasi $V_{\mathfrak{g}[\Gamma]}$-module. Let $\eta : \tilde{\mathfrak{g}}^\circ \to \text{End}(W)$ be a linear map determined by

$$a^\alpha(z) \mapsto Y_W^\phi(a^\alpha, 0, z) \quad (a \in A, \alpha \in \Gamma).$$

In what follows we show that $\eta$ induces an action of $\mathfrak{g}[\Gamma]$ on $W$.

Set

$$v(z) = \sum_{i=1}^k \mu_i \left( z^i \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i}(z) \in \ker \tilde{\psi}^\circ \quad (\mu_i \in \mathbb{C}, n_i \in \mathbb{N}, a_i \in A, \alpha_i \in \Gamma).$$

Note that we have

$$\tilde{\psi}^\circ \left( \sum_{i=1}^k \mu_i \left( z^i \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i}(z) \right) = \sum_{i=1}^k \mu_i \left( z^i \frac{\partial}{\partial z} \right)^{n_i} a_i(z) = \tilde{\psi}^\circ (v(z)) = 0.$$

This implies that in $\mathfrak{g}^\circ[[z, z^{-1}]]$:

$$\sum_{i=1}^k \mu_i \left( z^i \frac{\partial}{\partial z} \right)^{n_i} a_i^{\alpha_i}(z) = 0.$$

In particular, the constant term $\sum_{i=1}^k \mu_i n_i a_i^{\alpha_i, 0}(-n_i - 1) = 0$. Then from (3.10), we have

$$\eta(v(z)) = \sum_{i=1}^k \mu_i \left( z^i \frac{\partial}{\partial z} \right)^{n_i} Y_W^\phi(a_i^{\alpha_i, 0}, z) = Y_W^\phi \left( \sum_{i=1}^k \mu_i n_i (a_i^{\alpha_i, 0}(-n_i - 1), z) \right) = 0.$$

Thus $\eta$ factors through the subspace $\tilde{\mathfrak{g}}_0^\circ$ and yields a linear map $\eta : \mathfrak{g}^\circ = \tilde{\mathfrak{g}}^\circ/\tilde{\mathfrak{g}}_0^\circ \to \text{End}(W)$ such that

$$a^\alpha(z) \mapsto Y_W^\phi(a^\alpha, 0, z) \quad (a \in A, \alpha \in \Gamma).$$

Furthermore, by Definition 3.3 (2) and 3.8 we obtain

$$Y_W^\phi(a^\alpha, 0, z) = Y_W^\phi(R_{\lambda^{-1}} a^\alpha, 0, z) = Y_W^\phi(a^\alpha, 0, \lambda z).$$

Then $\eta$ factors through the subspace $\mathfrak{g}_0^\circ$ and hence induces a $\mathfrak{g}^\circ[\Gamma]$-action on $W$ through

$$\eta : \mathfrak{g}^\circ[\Gamma] = \mathfrak{g}^\circ/\mathfrak{g}_0^\circ \to \text{End}(W)$$

determined by $a^\alpha(z) \mapsto Y_W^\phi(a^\alpha, 0, z) \quad (a \in A, \alpha \in \Gamma)$.

Now we prove that $(W, \eta)$ is a representation of $\mathfrak{g}[\Gamma]$. From (3.11), we have

$$[Y_W^\phi(a^\alpha, 0, z), Y_W^\phi(b^\beta, 0, w)] = \sum_{\lambda \in \Gamma} \sum_{\ell \geq 0} \lambda^\ell \epsilon Y_W^\phi(a^{\lambda\alpha, 0}(\ell), b^{\beta, 0}(-1), \lambda \epsilon) \Delta_W^{(\ell)}(z, \lambda w)$$
for any \( a, b \in A, \alpha, \beta \in \Gamma \). Note that \( a^{\lambda_0, 0}(i)b^{\gamma, 0}(-1)1 = [a^{\lambda_0, 0}(i), b^{\gamma, 0}(-1)]1 \) for \( i \in \mathbb{N} \). Then from (2.10), (2.14) and (3.10), we have

\[
\eta_r(a^{\alpha}(z)), \eta_r(b^{\beta}(w)) = YW^r(a^{\alpha, 0}(z), YW^r(b^{\gamma, 0}, w)) = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \alpha^{-1} \beta^j\epsilon(\lambda+i, j) YW^r((a_{\lambda, \gamma, i, j}b)^{\gamma, 0}(-j-1)1, w) \Delta_{\lambda, \gamma, i, j}^{(i)}(z, \lambda w)
\]

\[
= \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \alpha^{-1} \beta^j\epsilon(\lambda+i, j) (w^{\delta})(\partial w) \Delta_{\lambda, \gamma, i, j}^{(i)}(z, \lambda w)
\]

Thus \( W \) is a (restricted) \( g[\Gamma] \)-module with \( a^{\alpha}(z) = YW^r(a^{\alpha, 0}(z), z) \) for \( a \in A, \alpha \in \Gamma \).

Conversely, let \( W \) be a restricted \( g[\Gamma] \)-module. The commutator (2.11) implies that

\[ S = \{a^{\alpha}(z) | a \in A, \alpha \in \Gamma \} \]

is a \( \Gamma \)-quasi local subset of \( \mathcal{E}(W) \). Furthermore, \( S \) is \( \Gamma \)-stable as \( a^{\alpha}(\lambda z) = a^{\alpha, \lambda}(z) \) for \( a \in A, \alpha, \lambda \in \Gamma \). Then by applying Proposition 3.8 we obtain that \( ((S)_e, Y_e^r, 1_W, \mathcal{R}) \) is a \( (\Gamma, e) \)-vertex algebra and \( W \) is a faithful \( \Gamma \)-equivariant \( \phi_e \)-coordinated quasi \( (S)_e \)-module with \( Y_W^r(u(z), z_0) = u(z_0) \) for \( u(z) \in (S)_e \). For \( a, b \in A \) and \( \alpha, \beta \in \Gamma \), by (3.11) we have

\[ YW^r(a^{\alpha}(z), z_1), YW^r(b^{\beta}(z), z_2) = \sum_{\lambda, \gamma \in \Gamma, i, j \geq 0} \lambda^{\alpha, \beta}(z)_{\lambda, \gamma, i, j} \Delta_{\lambda, \gamma, i, j}^{(i)}(z_1, \lambda z_2) \]

Meanwhile, recall from (2.11),

\[ YW^r(a^{\alpha}(z), z_1), YW^r(b^{\beta}(z), z_2) = [a^{\alpha}(z), b^{\beta}(z)]_\Gamma \]

Thus we have

\[ a^{\alpha}(z)_{\lambda, \gamma, i, j} b^{\beta}(z) = \alpha^{(i)+j} \sum_{\gamma \in \Gamma} \beta^{(i)+j} (z_{\lambda, \gamma, i, j}) \Delta_{\lambda, \gamma, i, j}^{(i)}(z_1, \lambda z_2) \]

Let \( u(z) \in (S)_e \). It follows from (3.11) that

\[ D(u(z_0)) = YW^r(D(u(z)), z_0) = \left( z_{\lambda, \gamma, i, j} \frac{\partial}{\partial z} \right) YW^r(u(z), z_0) = \left( z_{\lambda, \gamma, i, j} \frac{\partial}{\partial z} \right) u(z_0) \]

This implies that (3.1.18) holds. From (3.12), from Borcherds commutator formula (3.1.8), we have

\[ Y^r_{\alpha}(a^{\alpha}(z), z_1), Y^r_{\beta}(b^{\beta}(z), z_2)] \]

\[ = \sum_{i, j \geq 0} Y^r_{\alpha}(a^{\alpha}(z), b^{\beta}(z), z_2) \Delta_{\alpha, \beta, i, j}^{(i)}(z_1, z_2) \]

\[ = \sum_{i, j \geq 0} \sum_{\gamma \in \Gamma} \alpha^{-1} \beta^j (i+1) Y^r_{\gamma}(z_{\gamma, i, j}) \Delta_{\alpha, \beta, i, j}^{(i)}(z_1, z_2) \]

\[ = \sum_{i, j \geq 0} \sum_{\gamma \in \Gamma} \alpha^{-1} \beta^j (i+1) \Delta_{\alpha, \beta, i, j}^{(i)}(z_1, z_2) \]
Comparing this with (2.10), we deduce that $\langle S \rangle$ is a $g^0$-module with the action
\[ a^\alpha,0(z_0) = Y^\xi_\alpha(a^\alpha(z_0),z_0) \quad \text{for } a \in A, \alpha \in \Gamma. \]

Note that $\langle S \rangle$ is generated by $1_W$ as a $g^0$-module and $g^0_1 W = 0$. From the universal property of $V_{\xi_0}$, there is a (unique) $g^0$-module homomorphism $\pi : V_{\xi_0} \to \langle S \rangle$ such that $\pi(1) = 1_W$. For $a \in A, \alpha \in \Gamma$ and $v \in V_{\xi_0}$, it follows that
\[ \pi(Y(a^\alpha,0,z_0)v) = \pi(a^\alpha,0(z_0)v) = Y^\xi_\alpha(a^\alpha(z),z_0) \pi(v) = Y^\xi_\alpha(\pi(a^\alpha,0),z_0) \pi(v), \]
where we used the fact that
\[ \pi(a^\alpha,0) = \pi(\text{Res}_{z_0}z_0^{-1}Y(a^\alpha,0,z_0)1) = \pi(\text{Res}_{z_0}z_0^{-1}a^\alpha,0(z_0)1) \]
\[ = \text{Res}_{z_0}z_0^{-1}Y^\xi_\alpha(a^\alpha(z),z_0)1_W = a^\alpha(z). \]

This implies that $\pi$ is also a vertex algebra homomorphism. Note that $\{a^\alpha,0 | a \in A, \alpha \in \Gamma \}$ is a generating set of $V_{\xi_0}$. Furthermore, for $a, b \in A$ and $\alpha, \beta, \lambda \in \Gamma$, we have
\[ \mathcal{R}_\lambda \circ \pi(Y(a^\alpha,0,z_0)b^\beta,0) = \mathcal{R}_\lambda(Y^\xi_\alpha(a^\alpha(z),z_0)b^\beta(z)) \]
\[ = Y^\xi_\alpha(a^\alpha(\lambda^{-1}z),\lambda^{-1}z_0)b^\beta(\lambda^{-1}z) = Y^\xi_\alpha(a^{\alpha\lambda^{-1}}(z),\lambda^{-1}z_0)b^{\beta\lambda^{-1}}(z) \]
\[ = \pi(Y(a^{\alpha\lambda^{-1}},0,1^{-1}z_0)b^{\beta\lambda^{-1}}(z)) = \pi \circ \mathcal{R}_\lambda(Y(a^{\alpha,0},z_0)b^{\beta,0}). \]

This says that $\pi$ is a $(\Gamma,\epsilon)$-vertex algebra homomorphism in the sense that $\mathcal{R}_\lambda \circ \pi = \pi \circ \mathcal{R}_\lambda$ for $\lambda \in \Gamma$. Thus, via the homomorphism $\pi$, $W$ becomes a $\Gamma$-equivariant quasi $V_{\xi_0}$-module with $Y^\xi_{\alpha,0}(a^\alpha,0,z) = a^\alpha(z)$ for $a \in A, \alpha \in \Gamma$.

Finally, it is clear that Theorem 1.4 (II) follows from Proposition 3.10 and Theorem 1.2 (II). \hfill $\square$

4. Examples

In this section, we give five typical examples of quasi vertex Lie algebras: (i) the twisted affine Lie algebras, (ii) the quantum torus Lie algebras, (iii) the $q$-Heisenberg Lie algebras, (iv) the Virasoro-like algebras and (v) the Klein bottle Lie algebras. We shall use Theorem 1.4 to associate them with vertex algebras.

4.1. Twisted affine Lie algebras. Let $b$ be a Lie algebra equipped with an invariant symmetric bilinear form $\langle \cdot, \cdot \rangle$. Denote by
\[ \widehat{\mathcal{L}}(b) = (b \otimes \mathbb{C}[t, t^{-1}]) \otimes \mathbb{C}k \]
the affine Lie algebra associated to the pair $(b, \langle \cdot, \cdot \rangle)$, where $k$ is central and for $a, b \in b, m, n \in \mathbb{Z}$,
\[ [a \otimes t^m, b \otimes t^n] = [a, b] \otimes t^{m+n} + \delta_{m,-n} \langle a, b \rangle mk. \]

(4.1) In terms of generating functions $a(z) = \sum_{n \in \mathbb{Z}}(a \otimes t^n)z^{-n-1}$ ($a \in b$), the commutator (4.1) can be rewritten as follows
\[ [a(z), b(w)] = [a, b](w)z^{-1}\delta \left( \frac{w}{z} \right) + \langle a, b \rangle k \frac{\partial}{\partial w} z^{-1}\delta \left( \frac{w}{z} \right). \]

(4.2) This implies that $\widehat{\mathcal{L}}(b)$ is a vertex Lie algebra and we have the affine vertex algebra
\[ V_{\widehat{\mathcal{L}}(b)} = U(\widehat{\mathcal{L}}(b)) \otimes_{U(b \otimes \mathbb{C}[t])} \mathbb{C}, \]
where $1 = 1 \otimes 1$ is the vacuum vector and $Y(a, z) = a(z)$ for $a \in b$. As usual, we identify $b$ as a subspace of $V_{\widehat{\mathcal{L}}(b)}$ through the map $a \mapsto (a \otimes t^{-1}) \otimes 1$ for $a \in b$. 

Let $\sigma$ be a finite order automorphism of $\mathfrak{g}$ that preserves the form $\langle \cdot, \cdot \rangle$. Denote by $T$ the order of $\sigma$. Then we have the $\sigma$-twisted affine Lie algebra $\hat{\mathcal{L}}(b, \sigma)$

$$\hat{\mathcal{L}}(b, \sigma) = \bigoplus_{k=0}^{T-1} (b_{(k)} \otimes k^n C[T, t^{-T}]) \otimes \mathbb{C}k \subset \hat{\mathcal{L}}(b),$$

where $b_{(k)} = \{a \in b \mid \sigma(a) = q^k a\}$ and $q = e^{\frac{2\pi i}{T}}$. Let $\epsilon$ be an integer. For $a \in b_{(k)}$, set

$$a_\sigma(z) = \sum_{n \in \mathbb{Z}} (a \otimes k^{n+T}) z^{-k-nT+\epsilon-1}.$$

For $a \in b_{(k)}$ and $b \in b_{(\ell)}$, it is straightforward to check that

$$[a_\sigma(z), b_\sigma(w)] = \sum_{s=0}^{T-1} q^{ks} \left( [a, b]_\sigma(w) z^{\epsilon-1} \delta \left( \frac{q^k w}{z} \right) + \langle a, b \rangle k \left( w^\epsilon \frac{\partial}{\partial w} \right) z^{\epsilon-1} \delta \left( \frac{q^k w}{z} \right) \right).$$

This implies that $(\hat{\mathcal{L}}(b, \sigma), A, \epsilon)$ is a quasi vertex Lie algebra with $\Gamma_\sigma = \{q\}$ as the associated group, where

$$A = \{a_\sigma(z), (\mu k)(z) := \mu k \mid a \in b_{(k)}, 0 \leq k \leq T-1, \mu \in \mathbb{C}\}.$$

Next we consider the maximality of $\hat{\mathcal{L}}(b, \sigma)$. Recall that $\hat{\mathcal{L}}(b, \sigma)$ is the complex vector space with a basis

$$\{\tilde{a}(m) \mid a \in A, m \in \mathbb{Z}\},$$

where $A = \{a, \mu k \mid a \in b_{(k)}, 0 \leq k \leq T-1, \mu \in \mathbb{C}\}$. Recall that $\tilde{a}(z) = \sum_{m \in \mathbb{Z}} \tilde{a}(m) z^{-m+\epsilon-1}$ for $a \in A$. Let $R$ be the set consisting of:

$$a + a'(z) - \tilde{a}(z) - \tilde{a}'(z), \quad \tilde{a}(qz) - q^{-k+\epsilon-1} \tilde{a}(z),$$

$$\tilde{\mu} \tilde{a}(z) - \mu \tilde{a}(z), \quad \tilde{\mu} k(z) - \mu k(z), \quad z^\epsilon \frac{\partial}{\partial z} k(z),$$

where $a, a' \in b_{(k)}, 0 \leq k \leq T-1$ and $\mu \in \mathbb{C}$. Consider the quotient space $\hat{\mathcal{L}}(b, \sigma)/\hat{\mathcal{L}}(b, \sigma)_R$, where $\hat{\mathcal{L}}(b, \sigma)_R$ is spanned by the coefficients of the generating functions in $R$. Note that $\hat{\mathcal{L}}(b, \sigma)/\hat{\mathcal{L}}(b, \sigma)_R$ is spanned by

$$\tilde{a}(k + m T) + \hat{\mathcal{L}}(b, \sigma)_R, \quad \tilde{k} (\epsilon - 1) + \hat{\mathcal{L}}(b, \sigma)_R,$$

where $a \in b_{(k)}, 0 \leq k \leq T-1$ and $m \in \mathbb{Z}$. There is a canonical surjective map from $\hat{\mathcal{L}}(b, \sigma)/\hat{\mathcal{L}}(b, \sigma)_R$ to $\hat{\mathcal{L}}(b, \sigma)$ (see (2.17)) defined by

$$(4.4) \quad \tilde{a}(k + m T) + \hat{\mathcal{L}}(b, \sigma)_R \mapsto a \otimes t^{k+mT}, \quad \tilde{k} (\epsilon - 1) + \hat{\mathcal{L}}(b, \sigma)_R \mapsto k$$

for $a \in b_{(k)}, 0 \leq k \leq T-1$ and $m \in \mathbb{Z}$. It is easy to check that (4.4) is an isomorphism of vector spaces. Thus from Remark 2.12, $\hat{\mathcal{L}}(b, \sigma)$ is maximal.

For any $\zeta \in \mathbb{Z}$, from Theorem 1.2 we have a Lie algebra $\hat{\mathcal{L}}(b, \sigma)^\zeta$. Note that

$$a^{0,\zeta}(z) = a^{-k+\epsilon-1} a^{0,\zeta}(z), \quad k^{0,\zeta}(z) = k^{1,\zeta}(\zeta - 1)$$

for $a \in b_{(k)}, 0 \leq k \leq T-1$ and $\alpha \in \Gamma$. Then $\hat{\mathcal{L}}(b, \sigma)^\zeta$ is spanned by $k^{1,\zeta}(\zeta - 1)$ and the coefficients of $a^{0,\zeta}(z)$ for $a \in b_{(k)}, 0 \leq k \leq T-1$. Furthermore, from (2.10), we have

$$[a^{1,\zeta}(z), b^{1,\zeta}(w)] = \frac{1}{T} \left( [a, b]^{1,\zeta}(w) z^{\zeta-1} \delta \left( \frac{w}{z} \right) + \langle a, b \rangle k^{1,\zeta}(\zeta - 1) \left( w^\zeta \frac{\partial}{\partial w} \right) z^{\zeta-1} \delta \left( \frac{w}{z} \right) \right).$$
for \( a \in b(k), b \in b(l), 0 \leq k, l \leq T - 1 \). Comparing this with (4.2), it follows that \( \hat{L}(b, \sigma)^{\zeta} \) is isomorphic to \( \hat{L}(b) \) with

\[
a^{1, \zeta}(z) \rightarrow \frac{1}{T} z^a(z), \quad k^{1, \zeta}(\zeta - 1) \rightarrow \frac{1}{T} k \quad \text{for} \quad a \in b(k), \quad 0 \leq k \leq T - 1.
\]

From the isomorphism \( \hat{L}(b, \sigma)^{0} \cong \hat{L}(b) \), we can obtain the following result from the Theorem [3.4] (cf. [Le2; CLTW]).

**Proposition 4.1.** Let \( \hat{L}(b, \sigma) \) be the twisted affine Lie algebra associated to the triple \((b, \langle \cdot, \cdot \rangle, \sigma)\) as above, and let \( \epsilon \) be an integer. Set \( \Gamma_{\sigma} = \langle q \rangle \), where \( q = e^{\frac{2\pi i}{L}} \) and \( T \) is the order of \( \sigma \). Then there is a \( (\Gamma_{\sigma}, \epsilon) \)-vertex algebra structure on \( V_{\hat{L}(b)} \) such that \( R_q(a) = q^{\epsilon + 1} a \) for \( a \in b(k) \), \( 0 \leq k \leq T - 1 \). Furthermore, \( \Gamma_{\sigma} \)-equivariant \( \phi_{r} \)-coordinated quasi \( V_{\hat{L}(b)} \)-modules are exactly restricted \( \hat{L}(\sigma) \)-modules.

### 4.2. Quantum torus Lie algebras

Let \( N \) be a positive integer and let \( Q = \langle q_{ij} \rangle \) be an \((N + 1) \times (N + 1)\) matrix such that \( q_{ij} \in \mathbb{C} \), \( q_{ii} = 1 \) and \( q_{ij} = q_{ji}^{-1} \) for \( 0 \leq i, j \leq N \). Let \( C_Q \) be the quantum torus associated to \( Q \) as defined in [BGK], that is, \( C_Q \) is a unital associative algebra with \( C_Q = \mathbb{C}[t_{0}^{1}, t_{1}^{1}, \ldots, t_{N}^{1}] \) as a vector space and \( t_{i}t_{j} = q_{ij}t_{j}t_{i} \) for \( 0 \leq i, j \leq N \). For \( m = (m_{1}, \ldots, m_{N}), n = (n_{1}, \ldots, n_{N}) \in \mathbb{Z}^{N} \), set

\[
t^{m} = t_{m_{1}}^{1} \cdots t_{m_{N}}^{N}, \quad q^{m} = q_{10}^{m_{1}} \cdots q_{N0}^{m_{N}} \quad \text{and} \quad \sigma(m, n) = \prod_{1 \leq i \leq m, 1 \leq k \leq N} q_{ik}^{m_{i}n_{k}}.
\]

Then \( t^{m}t^{n} = q^{m}t^{m}t^{n} = \sigma(m, n)t^{m+n} \) for \( m, n \in \mathbb{Z}^{N} \).

Let \( \ell \) be any positive integer. View \( gl_{\ell}(\mathbb{C}) \otimes C_Q \) as a Lie algebra with commutator as its Lie bracket, and consider a one-dimensional central extension:

\[
\hat{gl}_{\ell}(C_Q) = (gl_{\ell}(\mathbb{C}) \otimes C_Q) \oplus \mathbb{C}k,
\]

where \( k \) is central and

\[
[x \otimes t_{0}^{m}, y \otimes t_{0}^{n}] = \sigma(m, n)q^{mxy}t_{0}^{m+n}\delta_{m,-n} - \sigma(m, n)q^{mxy}\delta_{m,-n}\delta_{m,-n}\sigma(m, n)q^{mxy}t_{0}^{m+n} \quad \text{for} \quad m, n \in \mathbb{Z}^{N} \text{ and } x, y \in gl_{\ell}(\mathbb{C}), \quad \text{Tr} \text{ denotes the trace form.}
\]

Let \( \epsilon \) be an integer. Set

\[
(xt^{m})(z) = \sum_{m \in \mathbb{Z}} x \otimes t_{0}^{m}t_{z^{-n+\epsilon-1}}^{m}(x \in gl_{\ell}(\mathbb{C}), m \in \mathbb{Z}^{N}).
\]

We rewrite (4.5) in terms of the generating functions:

\[
[xt^{m}(z), yt^{n}(w)] = (q^{m})^{-1}\sigma(m, n)(xyt^{m+n})(q^{-m}w)z^{\epsilon} \left( \frac{q^{-m}w}{z} \right)
\]

\[
- \sigma(m, n)(yxt^{m+n})(w)z^{\epsilon}\delta \left( \frac{q^{n}w}{z} \right)
\]

\[
+ \sigma(m, n)\text{Tr}(xy)\delta_{m,-n} \left( w^{\epsilon} \frac{\partial}{\partial w} \right) z^{\epsilon}\delta \left( \frac{q^{-m}w}{z} \right).
\]

Similar to the analysis as the twisted affine Lie algebras, we see that \( \hat{gl}_{\ell}(C_Q), \epsilon \) is a maximal quasi vertex Lie algebra with the associated group \( \Gamma_Q = \{ q^{m} \mid m \in \mathbb{Z}^{N} \} \), where

\[
A = \{ (xt^{m})(z), (\mu k)(z) : = \mu k \mid x \in gl_{\ell}(\mathbb{C}), m \in \mathbb{Z}^{N}, \mu \in \mathbb{C} \}.
\]
For $1 \leq i, j, \ell \leq \ell$, let $E_{i,j} \in \mathfrak{gl}_2(C)$ be the elementary matrix having 1 in $(i, j)$-position and 0 elsewhere. It is routine to check that $\widehat{\mathfrak{gl}}(C_Q)^\zeta$ (see Theorem 1.2) has a basis

$$(E_{i,j}t^m)^{\alpha, \zeta}(m), \ k^{1, \zeta}(\zeta - 1) \quad \text{for } 1 \leq i, j, \ell, \ m \in Z^N, \alpha \in \Gamma_Q, m \in Z,$$

where $k^{1, \zeta}(\zeta - 1)$ is central element and

$$[(E_{i,j}t^m)^{\alpha, \zeta}(z), (E_{i', j'}t^m)^{\beta, \zeta}(w)]$$

$$= \delta_{\beta \alpha}^{-1, i, j} \alpha^{\beta^{-1}} \sigma(m, n)(E_{i,j}t^{m+n})^{\alpha, \zeta}(w)z^{\zeta - 1} \delta \left( \frac{w}{z} \right)$$

$$- \delta_{\alpha \beta}^{-1, i, j'} \alpha^{\beta^{-1}} \sigma(n, m)(E_{i', j}t^{m+n})^{\beta, \zeta}(w)z^{\zeta - 1} \delta \left( \frac{w}{z} \right)$$

$$+ \delta_{\beta \alpha}^{-1, i, j', i} (\alpha \beta)^{-1} \sigma(m, n) \delta_{m, n}k^{1, \zeta}(\zeta - 1) \left( \frac{w - \partial}{\partial w} \right) z^{\zeta - 1} \delta \left( \frac{w}{z} \right)$$

(4.7)

for $1 \leq i, j, i', j' \leq \ell, \alpha, \beta \in \Gamma_Q$ and $m, n \in Z^N$.

Let $\mathfrak{gl}_{\ell, Q}$ be a vector space with a basis

$$E_{i,j}^{m, \alpha} \quad \text{for } 1 \leq i, j \leq \ell, \ m \in Z^N, \alpha \in \Gamma_Q.$$

We define a multiplication on $\mathfrak{gl}_{\ell, Q}$ by

$$(E_{i,j}^{m, \alpha}) \cdot (E_{i', j'}^{n, \beta}) = \delta_{\beta \alpha}^{-1, i, j} \alpha^{\beta^{-1}} \sigma(m, n)E_{i,j}^{m+n, \alpha},$$

and define a symmetric bilinear form on $\mathfrak{gl}_{\ell, Q}$ by

$$\langle E_{i,j}^{m, \alpha}, E_{i', j'}^{n, \beta} \rangle = \delta_{\beta \alpha}^{-1, i, j} \alpha^{\beta^{-1}} \delta_{j', i} \sigma(m, n) \delta_{m, -n},$$

(4.9)

where $1 \leq i, j, i', j' \leq \ell, \ m, n \in Z^N$ and $\alpha, \beta \in \Gamma_Q$. It is straightforward to check that $\mathfrak{gl}_{\ell, Q}$ is an associative algebra under the multiplication (4.8), and the form $\langle \cdot, \cdot \rangle$ is (associative) invariant. View $\mathfrak{gl}_{\ell, Q}$ as a Lie algebra, associated to the pair $(\mathfrak{gl}_{\ell, Q}, \langle \cdot, \cdot \rangle)$, we have an affine Lie algebra $\widehat{\mathcal{L}}(\mathfrak{gl}_{\ell, Q})$.

By using Theorem 1.2 and (4.7)-(4.9), one can check that $\widehat{\mathcal{L}}(\mathfrak{gl}_{\ell, Q})$ is isomorphic to $\widehat{\mathfrak{gl}}(C_Q)^\zeta$ with the mapping $k \mapsto k^{1, \zeta}(\zeta - 1)$ and $E_{i,j}^{m, \alpha} \otimes t^m \mapsto \alpha^{1, \zeta}(E_{i,j}t^m)^{\alpha, \zeta}(m)$ for $1 \leq i, j \leq \ell, m \in Z^N, \alpha \in \Gamma_Q$ and $m \in Z$. In particular, from isomorphism $\widehat{\mathcal{L}}(\mathfrak{gl}_{\ell, Q}) \cong \widehat{\mathfrak{gl}}(C_Q)^0$, we have the following result from Theorem 1.3.

**Proposition 4.2.** There is a $(\Gamma_Q, \epsilon)$-vertex algebra structure on $V_{\widehat{\mathcal{L}}(\mathfrak{gl}_{\ell, Q})}$ with $R_\lambda(E_{i,j}^{m, \alpha}) = \lambda^{1, \zeta}(E_{i,j}t^m)^{\alpha, \lambda}$ for $1 \leq i, j \leq \ell, m \in Z^N$ and $\alpha, \lambda \in \Gamma_Q$. Furthermore, $\Gamma_Q$-equivariant $\phi_\epsilon$-coordinated quasi $V_{\widehat{\mathcal{L}}(\mathfrak{gl}_{\ell, Q})}$-modules are exactly restricted $\mathfrak{gl}_{\ell, Q}$-modules.

**Remark 4.3.** When $\epsilon = 0$, $N = 1$, and $q_{10}$ not a root of unity, Proposition 4.2 was obtained in (L3) (see also (LTW)). In this case, $\mathfrak{gl}_{\ell, Q}$ is isomorphic to $\mathfrak{sl}_n$ (L3).

**Remark 4.4.** In the case that $\mathfrak{g} = \mathfrak{gl}(b, \sigma)$ or $\widehat{\mathfrak{gl}}(C_Q)$, for any $\epsilon \in Z$ and certain group $\Gamma$, there is a canonical quasi vertex Lie algebra structure on $\mathfrak{g}$ and restricted $\mathfrak{g}$-modules are exactly $\Gamma$-equivariant $\phi_\epsilon$-coordinated quasi $\mathfrak{gl}_{\ell, Q}$-modules. These results also true for $\mathfrak{g}$ being q-Virasoro algebras (see (GLTW1), (GLTW2)) and unitary Lie algebras (see (GW)). Specifically, if we take $\epsilon = 0$ or 1, these results are the main results in (GLTW1), (GLTW2), and (GW).
4.3. \(q\)-Heisenberg Lie algebras. In this subsection, let \(q\) be a nonzero complex number with \(q \neq \pm 1\). Consider the \(q\)-Heisenberg Lie algebra (cf. [FR, Li5])

\[H_q = \oplus_{m \in \mathbb{Z}} \mathbb{C}a(m) \oplus \mathbb{C}c,\]

where \(c\) is central and for \(m, n \in \mathbb{Z}\),

\[[a(m), a(n)] = \frac{q^m - q^{-m}}{q - q^{-1}} \delta_{m,-n} c.\]

Equivalently, by setting \(a(z) = \sum_{m \in \mathbb{Z}} a(m) z^{-m}\), we have

\[[a(z), a(w)] = \frac{1}{q - q^{-1}} c \left( \delta \left( \frac{qw}{z} \right) - \delta \left( \frac{q^{-1}w}{z} \right) \right).\]

Then \((H_q, A, 1)\) is a maximal quasi vertex Lie algebra with \(\Gamma_q = \langle q \rangle\) as the associated group, where \(A = \{a(z), (\mu c)(z) := \mu c | \mu \in \mathbb{C}\}\). Furthermore, the Lie algebra \(H_q^\xi\) has a basis

\[\{a^{\alpha, \xi}(m), c^{1, \xi}(\zeta - 1) | \alpha \in \Gamma_q, m \in \mathbb{Z}\}\]

such that \(c^{1, \xi}(\zeta - 1)\) is central and for \(\alpha, \beta \in \Gamma_q, m, n \in \mathbb{Z}\),

\[[a^{\alpha, \xi}(m + \zeta), a^{\beta, \xi}(n + \zeta)] = \frac{1}{q - q^{-1}} \left( \delta_{\alpha \beta - 1,q} - \delta_{\alpha \beta - 1, q^{-1}} \right) \delta_{m + n + \zeta + 1, 0} c^{1, \xi}(\zeta - 1).\]

Let \(H\) be a vector space equipped with a basis \(\{b^\alpha | \alpha \in \Gamma\}\) and a skew-symmetric bilinear form \(\langle \cdot, \cdot \rangle\) such that

\[(b^\alpha, b^\beta) = \frac{1}{q - q^{-1}} \left( \delta_{\alpha \beta - 1,q} - \delta_{\alpha \beta - 1, q^{-1}} \right) (\alpha, \beta \in \Gamma_q).\]

We associate a Heisenberg Lie algebra \(\hat{H} = (H \otimes \mathbb{C}[t, t^{-1}]) \oplus \mathbb{C}c\) with \((H, \langle \cdot, \cdot \rangle)\) such that

\[[c, \hat{H}] = 0 \quad \text{and} \quad [b^\alpha \otimes t^m, b^\beta \otimes t^n] = \delta_{n+m+1,0} (b^\alpha, b^\beta) c\]

for \(\alpha, \beta \in \Gamma_q\) and \(m, n \in \mathbb{Z}\). Note that \(\hat{H}\) is a vertex Lie algebra and as in [4,5] we have the Heisenberg vertex algebra

\[V_{\hat{H}} = \mathcal{U}(\hat{H}) \otimes_{\mathcal{U}(\hat{H}_+)} \mathbb{C},\]

on which \(Y(b^\alpha, z) = \sum_{m \in \mathbb{Z}} b^\alpha \otimes t^m z^{-m-1}\) for \(\alpha \in \Gamma_q\), where \(\hat{H}_+ = \sum_{\alpha \in \Gamma, m \geq 0} \mathbb{C}b^\alpha \otimes t^m, \mathbb{C}\) is the trivial \(\hat{H}_+\)-module and \(b^\alpha = (b^\alpha \otimes t^{-1}) \otimes 1 \in V_{\hat{H}}\).

Note that the Heisenberg Lie algebra \(\hat{H}\) is isomorphic to \(H_q^0\) with \(c \mapsto c^{1,0}(-1)\) and \(b^\alpha \otimes t^m \mapsto a^{\alpha,0}(m)\) for \(\alpha \in \Gamma_q, m \in \mathbb{Z}\). We have the following result by applying Theorem 1.4, which was also obtained in [1,3].

**Proposition 4.5.** There is a \((\Gamma_q, 1)\)-vertex algebra structure on \(V_{\hat{H}}\) such that \(R_\lambda (b^\alpha) = b^{\alpha \lambda - 1}\) for \(\alpha, \lambda \in \Gamma_q\). Furthermore, \(\Gamma_q\)-equivariant \(\phi_1\)-coordinated quasi \(V_{\hat{H}}\)-modules are exactly restricted \(H_q\)-modules.

**Remark 4.6.** Similar to the Lie algebras \(\widehat{\mathfrak{gl}}(\mathbb{C}Q)\) and \(\widehat{\mathfrak{gl}}(\mathbb{C}Q)\), for any integer \(\epsilon \in \mathbb{Z}\), \(H_\epsilon\) is a quasi vertex Lie algebra with the generating functions \(c(z) = c z^{\epsilon - 1}\) and \(a(z) = \sum_{m \in \mathbb{Z}} a(m) z^{-m + \epsilon - 1}\). Recall that for \(q = \hat{\mathfrak{l}}(\mathfrak{b}, \sigma)\) (resp. \(\widehat{\mathfrak{gl}}(\mathbb{C}Q)\)), \(q^0\) is isomorphic to \(\hat{\mathfrak{l}}(\mathfrak{b})\) (resp. \(\widehat{\mathfrak{gl}}(\mathbb{C}Q)\)) for any \(\epsilon \in \mathbb{Z}\). However, for the Lie algebra \(H_q\), \(H_0\) has infinite-dimensional center when \(\epsilon \neq 1\), while it has one-dimensional center when \(\epsilon = 1\).
4.4. Virasoro-like algebras. In this subsection, we consider the Virasoro-like algebra
\[ \mathcal{VL} = \oplus_{m_1, m_2 \in \mathbb{Z}} \mathbb{C} L_{m_1, m_2} \oplus \mathbb{C} c, \]
where \( c \) is a central element and for any \( m_1, m_2, n_1, n_2 \in \mathbb{Z} \),
\begin{equation}
[L_{m_1, m_2}, L_{n_1, n_2}] = (m_1 n_2 - m_2 n_1) L_{m_1 + n_1, m_2 + n_2} + \delta_{m_1, -n_1} \delta_{m_2, -n_2} m_1 c.
\end{equation}
Set \( L_m(z) = \sum_{n \in \mathbb{Z}} L_{m, n} z^{-n} \) for \( m \in \mathbb{Z} \). Then (4.11) is equivalent to:
\begin{align*}
[L_m(z), L_n(w)] &= (m + n) L_{m+n}(w) \left( w \frac{\partial}{\partial w} \right) \delta \left( \frac{w}{z} \right) + m \left( w \frac{\partial}{\partial w} L_m(w) \right) \delta \left( \frac{w}{z} \right) \\
&\quad + \delta_{m, -n} c \left( w \frac{\partial}{\partial w} \right) \delta \left( \frac{w}{z} \right).
\end{align*}

It follows that \((\mathcal{VL}, \mathcal{A}, 1)\) is a maximal quasi vertex Lie algebra with the trivial group \(\{1\}\) as the associated group, where
\[ \mathcal{A} = \{ n L_m(z), (nc)(z) := nc | m, n \in \mathbb{Z} \}. \]

And for any \( \zeta \in \mathbb{Z} \), the Lie algebra \( \mathcal{VL}^\zeta \) (see Theorem 1.2) admits a basis
\[ L_{m,n}^{1,\zeta}(n), \quad c^{1,\zeta}(\zeta-1) \quad \text{for } m, n \in \mathbb{Z}, \]
such that \( c^{1,\zeta}(\zeta-1) \) is central and for any \( m, n, m', n' \in \mathbb{Z} \),
\begin{align*}
&[L_{m, n}^{1,\zeta}(m' - \zeta + 1), L_{n', -\zeta + 1}^{1,\zeta}(n' - \zeta + 1)] \\
&= ((m' - \zeta + 1)n - m(n' - \zeta + 1)) L_{m+n, n'}^{1,\zeta}(m' + n' - \zeta + 1) \\
&\quad + \delta_{m+n,0} \delta_{m', n'-2} \zeta (m' - \zeta + 1) c^{1,\zeta}(\zeta-1).
\end{align*}

We consider a variant of Lie algebra \( \mathcal{VL} \) as follows:
\[ \mathcal{VL}' = \oplus_{m_1, m_2 \in \mathbb{Z}} \mathbb{C} L'_{m_1, m_2} \oplus \mathbb{C} c', \]
where \( c' \) is a central element and for any \( m_1, m_2, n_1, n_2 \in \mathbb{Z} \),
\[ [L'_{m_1, m_2}, L'_{n_1, n_2}] = ((m_1 + 1)n_2 - m_2 (n_1 + 1)) L'_{m_1 + n_1, m_2 + n_2} + \delta_{m_2 + n_2,0} \delta_{m_1 + n_1,2} (m_1 + 1)c'. \]
We see that the Lie algebra \( \mathcal{VL}' \) is isomorphic to \( \mathcal{VL}^0 \) with \( L'_{m_1, m_2} \mapsto L_{m_2}^0 (m_1 + 1) \) and \( c' \mapsto c^{1,0}(-1) \). Let \( C \) be the trivial \( \mathcal{VL}'_+ = \sum_{m_1 \geq -1, m_2 \in \mathbb{Z}} \mathbb{C} L'_{m_1, m_2} \)-module and form the induced module
\[ \mathcal{VL}'_V = U(\mathcal{VL}') \otimes U(\mathcal{VL}'_+) \mathbb{C}. \]
Set \( \mathbf{1} = 1 \otimes 1 \), \( L'_m = L'_{-2, m} \otimes \mathbf{1} \) and \( L'_m(z) = \sum_{n \in \mathbb{Z}} L'_{m, n} z^{-n-2} \) for \( m \in \mathbb{Z} \). Then from the Theorem 1.4 we have the following result, which was also obtained in [BLL].

**Proposition 4.7.** There is a vertex algebra structure on \( V_{\mathcal{VL}'} \) with \( Y(L'_m, z) = L'_m(z) \) for \( m \in \mathbb{Z} \). Furthermore, \( \phi_1 \)-coordinated \( V_{\mathcal{VL}'} \)-modules are exactly restricted \( \mathcal{VL} \)-modules.

4.5. Klein bottle Lie algebras. We consider the involution \( \sigma \) of \( \mathcal{VL} \) defined by
\[ \sigma(c) = c, \quad \sigma(L_{m_1, m_2}) = (-1)^{m_1} L_{m_1, -m_2} \quad \text{for } m_1, m_2 \in \mathbb{Z}. \]

Denote by \( \mathcal{B} \) the \( \sigma \)-fixed point subalgebra of \( \mathcal{VL} \), which is a one-dimensional central extension of the Klein bottle Lie algebra \( [\mathbb{B}, \mathbb{B}] = \mathbb{P} \) \([\mathcal{P}, \mathcal{P}]\). Set
\[ B_{m_1, m_2} = L_{m_1, m_2} - (-1)^{m_1} L_{m_1, -m_2} \quad \text{for } m_1, m_2 \in \mathbb{Z}, \]
which together with \( c \) span the Lie algebra \( \mathcal{B} \). Note that we have \( B_{m_1, m_2} = (-1)^{m_1} B_{m_1, -m_2} \) and
\[ [B_{m_1, m_2}, B_{n_1, n_2}] = (m_1 n_2 - m_2 n_1) B_{m_1 + n_1, m_2 + n_2} - (-1)^{m_1} (m_1 n_2 + m_2 n_1) B_{m_1 + n_1, m_2 - n_2}. \]
for $m_1, m_2, n_1, n_2 \in \mathbb{Z}$. In terms of the generating functions $B_m(z) = \sum_{n \in \mathbb{Z}} B_{m,m} z^{-n}$ for $m \in \mathbb{Z}$, we have $B_m(-z) = -B_{-m}(z)$ and

$$[B_m(z), B_n(w)] = (m + n)B_{m+n}(w) \left( w \frac{\partial}{\partial w} \right) \delta \left( \frac{w}{z} \right) + m \left( w \frac{\partial}{\partial w} B_{m+n}(w) \right) \delta \left( \frac{w}{z} \right)$$

$$+ (m - n)B_{m-n}(w) \left( -w \frac{\partial}{\partial w} \right) \delta \left( \frac{-w}{z} \right) + 2m \delta_{m,-n} e \left( w \frac{\partial}{\partial w} \right) \delta \left( \frac{w}{z} \right) - 2n \delta_{n,m} e \left( -w \frac{\partial}{\partial w} \right) \delta \left( \frac{-w}{z} \right).$$

Then $(B, A, 1)$ is a maximal quasi vertex Lie algebra with $\Gamma = \{ \pm 1 \}$ as the associated group, where

$$A = \{ n B_m(z), (n c)(z) : = n c | m, n \in \mathbb{Z} \}.$$

Note that the following relations hold in $\mathcal{B}^\zeta (\zeta \in \mathbb{Z})$:

$$e^{1, \zeta}(\zeta - 1), \quad B_{m}^{1, \zeta}(z) = -B_{-m}^{1, \zeta}(z) \quad \text{for } m \in \mathbb{Z}.$$

This implies that the Lie algebra $\mathcal{B}^\zeta$ has a basis $e^{1, \zeta}(\zeta - 1)$, $B_{m}^{1, \zeta}(n)$ for $m, n \in \mathbb{Z}$. It is straightforward to check that the Lie algebra $\mathcal{V}_L^\zeta$ is isomorphic to $\mathcal{B}^\zeta$ with the isomorphism given by $e^{1, \zeta}(\zeta - 1) \mapsto 2e^{1, \zeta}(\zeta - 1)$ and $L_{m}^{1, \zeta}(n) \mapsto B_{m}^{1, \zeta}(n)$ for $m, n \in \mathbb{Z}$. In particular, when $\zeta = 0$, we have $\mathcal{B}^0 \cong \mathcal{V}_L^0$. From Theorem 4.4 we immediately have the following result.

**Proposition 4.8.** There is a $(\Gamma, \zeta, 1)$-vertex algebra structure on $\mathcal{V}_{L_{m}}$ with $R_{-1}(L_{m}) = -L'_{-m}$ for $m \in \mathbb{Z}$. Furthermore, $\Gamma$-equivariant $\phi_1$-coordinated quasi $V_{L_{m}}$-modules are exactly restricted $\mathcal{B}$-modules.

**Remark 4.9.** Recall that if $\mathfrak{g} = \widehat{\mathfrak{l}}(\mathfrak{b}, \sigma)$ or $\widehat{\mathfrak{gl}}(\mathbb{C}Q)$, we have $\mathfrak{g}^{\zeta} \cong \mathfrak{g}^0$ for any $\zeta \in \mathbb{Z}$. However, when $\mathfrak{g} = \mathcal{V}_L$ or $\mathcal{B}$, it is known that $\mathfrak{g}^{1} \cong \mathcal{V}_L$ which is not isomorphic to $\mathfrak{g}^0 \cong \mathcal{V}_{L'}$ (see [DZ]).

**Remark 4.10.** We note that the Virasoro-like algebras and the Klein bottle Lie algebras are not quasi vertex Lie algebras if we write the generating functions as $\sum_{n \in \mathbb{Z}} L_{n,m} z^{e-n-1}$ and $\sum_{n \in \mathbb{Z}} B_{n,m} z^{e-n-1}$ for $m \in \mathbb{Z}$ respectively, unless $e = 1$. The similar phenomenons appear in the generating functions of the (twisted) toroidal extended affine Lie algebras (see [CLT, CTY]).
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