Optimal Number of Clusters by Measuring Similarity among Topographies for Spatio-temporal ERP Analysis
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Abstract

Averaging amplitudes over consecutive time samples within a time-window is widely used to calculate the amplitude of an event-related potential (ERP) for cognitive neuroscience. Objective determination of the time-window is critical for determining the ERP component. Clustering on the spatio-temporal ERP data can obtain the time-window in which the consecutive time samples’ topographies are expected to be highly similar in practice. However, there exists a challenging problem of determining an optimal number of clusters. Here, we develop a novel methodology to obtain the optimal number of clusters using consensus clustering on the spatio-temporal ERP data. Various clustering methods, namely, K-means, hierarchical clustering, fuzzy C-means, self-organizing map, and diffusion maps spectral clustering are combined in an ensemble clustering manner to find the most reliable clusters. When a range of numbers of clusters is applied on the spatio-temporal ERP dataset, the optimal number of clusters should correspond to the cluster of interest within which the average of correlation coefficients between topographies of every two-time sample in the time-window is the maximum for an ERP of interest. In our method, we consider fewer cluster maps for analyzing an optimal number of clusters for isolating the components of interest in the spatio-temporal ERP. The statistical comparison demonstrates that the present method outperforms other conventional approaches. This finding would be practically useful for discovering the optimal clustering in spatio-temporal ERP, especially when the cognitive knowledge about time-window is not clearly defined.
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1. Introduction

Event-related potentials (ERPs) have been considered as a fundamental neuroimaging technique for cognitive neuroscience. The measuring mean peak amplitude of an ERP within a specific temporal interval, so-called time-window, undertakes a significant role in the statistical power analysis and is recommended for an ERP study (Luck 2014). The underlying assumption of this measurement is that the topographical maps over the
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certain time-window are stable and can represent the quasi-stable synchronized network activation in the time-window (Lehmann 1990). Clustering of spatio-temporal ERP is used as a promising tool to achieve the time window (Brunet et al. 2011; Koenig et al. 2014; Murray et al. 2008). Evaluating the quality of the clustering in terms of the properties of an ERP has become more and more important.

So far, a general approach to evaluate the quality of clustering and the optimal number of clusters is to examine all the clusters in the result (Handy TC 2009; Koenig et al. 2014; Michel and Koenig 2017; Murray et al. 2008). However, this approach is not always appropriate for neurological interpretations of ERPs. The noteworthy issue in clustering is the trade-off between the number of clusters and their quality. If the number of clusters is low, only limited information can be extracted based on the explained variance. Therefore, the dataset will be highly compressed and not well segmented. On the other hand, by increasing the number of clusters, the explained variance will be high, but the dataset cannot be sufficiently compressed (Handy TC 2009; Murray et al. 2008). Hence, it is necessary to find an optimal number of clusters by balancing the trade-off between the quality of clustering and the extracted information for the ERP study.

In the literature of cluster analysis, there are several popular methods to obtain the optimal number of clusters for a given dataset. For instance, similarity within the objects (Kaufman and Rousseeuw 2009; Rousseeuw 1987), distance within the cluster objects and between the clusters (Dunn 1974), explained variance measurement (Goutte et al. 1999; Lleti et al. 2004) are widely used as classic methods for finding the optimal number of clusters. Furthermore, Milligan and Cooper (Milligan and Cooper 1985) considered thirty various indices to find the best clustering scheme from the results obtained by different quality measurement methods. Some of these indices are addressed in the R software package named NbClust (Charrad et al. 2014; Kassambara 2017). Additionally, a combination of some conventional methods (e.g. Elbow, Gap statistic, Silhouette) in the microstates analysis (Lehmann 1990; Mur et al. 2016) has also been commonly used to find an optimal number of clusters. The Information-based approaches (Jonnalagadda and Srinivasan 2009; Pelleg and Moore 2000; Sugar and James 2003) to analyze clustering quality such as; X-means method (Pelleg and Moore 2000) to optimize the Bayesian Information Criterion (BIC) or Akaike Information Criterion (AIC) measurement and recently, Gap statistic (Charrad et al. 2014) by evaluating within-group dispersion found more attention in recent decade. Together, the majority of the above-mentioned studies, in general, have focused on analyzing the quality of clustering by evaluating the tightness of clusters and distance between them.

Several studies have attempted to sketch an ERP model by assigning individual ERP maps to the specially defined clusters obtained from clustering the group grand-averaged data (Brunet et al. 2011; Koenig et al. 2014; Murray et al. 2008; Pascualmarqui et al. 1995; Pourtois et al. 2008; Ruggeri et al. 2019; Wackermann et al. 1993). Limited clustering methods such as; K-means or hierarchical clustering with cross-validation method (Pascual-Marqui et al. 1995) for an optimal number of microstate maps detection have been used in most of those studies. Other authors considered the modified cross-validation criterion (Kawamoto and Kabashima 2017); however, this method often fails to find the minimum value when the high-density montages. To deal with this problem, Tibshirani et al (Tibshirani et al. 2001) have developed Krzanowski–Lai (KL) criterion based on agglomerative hierarchical clustering (AAHC) dispersion. More advanced methodologies have employed a hybrid criterion from several optimization criteria (Custo et al. 2017) by running the clustering method for many times to select a suitable number of clusters (microstate maps). These approaches use meta-criterion based on calculating the ranking for several criteria taken from different methodologies (Michel and Koenig 2017). Additionally, a cluster validity index, named S-Dbw, based on clusters’ compactness (i.e., intra-cluster variance), and density between clusters (i.e., inter-cluster density) have been utilized for the selection of optimal input parameter values for a clustering algorithm (Halkidi and Vazirgiannis 2001; Oostenveld et al. 2011). Overall, these studies have been conducted to explore the ERP microstate model based on whole spatio-temporal
ERP data analysis using a single clustering method. However, a reliable and objective method to find an optimal number of clusters for spatio-temporal ERP is a gap in this research field.

For filling that gap, we propose a new approach to exploring an optimal number of clusters using the cluster ensemble method. Indeed, the rationale of the proposed method includes three important points: Firstly, in an ERP dataset, several ERP components are inevitably generated, however, a few of them are targeted ERP components which are more probably elicited if the ERP experiment is run again. Moreover, those targeted ERP components are more probably elicited among multiple subjects. This allows us to analyze a certain ERP when the clustering is applied to the ERP data. Secondly, for an interesting ERP component, clustering the ERP dataset into different numbers of clusters may affect its analysis. This is because of two reasons: The first reason is that the ERP component can be associated with the certain brain activity which has its own topography in the spatial (i.e., topographic) domain and has its own starting time-point and the ending time-point in the time domain. The other reason is, the inappropriate number of clusters used for the clustering may result in that the separation of one true cluster into two or more clusters in practice. Therefore, finding the appropriate number of clusters used for the clustering is very critical. Finally, the ideal number of clusters used for the clustering can result in the perfect cluster of interest in theory. For the perfect cluster, the topographies of different time samples in a time-window will be identical since the cluster represents an ERP component of the certain brain activity. Therefore, the correlation coefficient of the topographies between any two time points in the time window found by the clustering should be 1 in theory and be closer to 1 in practice.

For finding an optimal number of clusters, the proposed method investigates the mean inner-similarity of the selected time-windows from the clustering options (e.g. from 2 to 15 clusters in this study based on the past experiences, which can be increased when it is needed) by the procedures many times. The inner-similarity of a cluster can be defined as the mean of correlation coefficients between topographical maps within any two time samples of the found time window by the clustering.

The major contributions of this study can be summarized as follows:

- Clustering of spatio-temporal ERP via consensus clustering;
- Identifying an optimal time-window by considering the component of interest;
- Selecting the most reliable number of clusters;

Therefore, we have implemented five standard clustering algorithms for spatio-temporal ERP and applied them on two ERP datasets namely, simulated ERP data and real ERP data which is about prospective memory (PM) from our group’s previous publication (Chen et al. 2015).

2. Materials and Methods

In this section, after a brief background about consensus clustering, we provide more detail about the proposed method. We also discuss briefly the two types of ERP data (i.e. simulated ERP and real data) which have been used for the evaluation of our method performance. Meanwhile, the statistical power analysis method and studied factors for evaluation of our method are discussed.

2.1 Consensus Clustering

In theory, combining different clustering results, also known as ensemble clustering or consensus clustering has received a lot of attention in different research areas (Abu-Jamous et al. 2013; Basel Abu-Jamous 2015; Fred and Jain 2005; Meila 2007). The rationale of consensus clustering method is to solve the problem of inconsistency of stochastic clustering algorithms or clustering with different parameters. Furthermore, consensus clustering technique has been used successfully in different biological data processing (Abu-Jamous
et al. 2013; Abu-Jamous et al. 2015; Liu et al. 2015; Mahini et al. 2017; Monti et al. 2003) with vary ensemble functions. It has also been utilized in the human brain research area i.e. functional magnetic resonance imaging (fMRI) data processing (Liu et al. 2017a; Liu et al. 2017b). According to Vega et al. study (Vega-Pons and Ruiz-Shulcloper 2011) the most important advantages of cluster ensemble are; i) Robustness, to achieve better averaged performance than single clustering method, ii) Consistency, the final ensemble results are correlated with single algorithm results, iii) Novelty, finding solution unattainable by single clustering and, iv) Stability, results are less sensitive to noise and outliers. Let us define the following uniform notation as the basic background of consensus clustering. \( X = \{x_1, x_2, ..., x_n\} \) is a set of objects/observations (i.e. time samples in this study), each object \( x_i, i = 1, ..., n \) is described by a set of \( m \)-dimensional features space recorded voltage from the scalp, \( F = \{f_1, f_2, ..., f_m\} \). Where each observation can be represented as a vector such as \( x_i = \{d_{i1}, d_{i2}, ..., d_{im}\} \). In order to group \( n \) data objects into \( K \) clusters, we employ cluster ensemble by combining \( R \) different clustering results (i.e. \( L = \{L_1, L_2, ..., L_R\} \)). Where each labeling can be demonstrated by \( L_r = \{C_{r1}^k, C_{r2}^k, ..., C_{rk}^k\}, \ r = 1, ..., R \) is a clustering result of \( X \) with \( K \) clusters. Therefore, \( C_{rk}^k \) is the \( kth \) cluster, \( k = 1, ..., K \) of \( rth \) clustering method. The goal of clustering ensemble method is to find a consensus labeling such as \( L^* \) which could better represent the properties of each labeling in \( L \) in terms of specificity and coverage of the information in the dataset.

\[
X = \begin{pmatrix}
d_{11} & d_{12} & \ldots & d_{1m} \\
d_{21} & d_{22} & \ldots & d_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
n_{11} & n_{22} & \ldots & n_{nm}
\end{pmatrix}
\]  

(1)

Mathematically, we can define \( L^* \) as follows:

\[
L^* = \text{argmax}_{L \in L} \sum_{r=1}^{R} \Gamma(L, L_r)
\]  

(2)

also

\[
L^* = \text{argmin}_{L \in L} \sum_{r=1}^{R} \mathcal{M}(L, L_r)
\]  

(3)

where \( \Gamma \) is a similarity measurement and \( \mathcal{M} \) is a dissimilarity measurement, which can measure mutual information between a set of \( R \) labelings. From the Equation 2 and 3, the cluster ensemble \( L^* \) is an optimally combined clustering with maximum similarity to other clusterings and minimum dissimilarity to them, we call it clustering objective function.

**Table 1** The illustration of cluster ensemble problem with 5 clustering methods, \( K=3 \), number of time samples in data \( n=6 \): Original labelings (left) and the hypergraph representation with 15 hyperedges (right) Each cluster map is transformed into a hyperedge.

| \( \ell_1 \) | \( \ell_2 \) | \( \ell_3 \) | \( \ell_4 \) | \( \ell_5 \) | \( H^{(1)} \) | \( H^{(2)} \) | \( H^{(3)} \) | \( H^{(4)} \) | \( H^{(5)} \) |
|---|---|---|---|---|---|---|---|---|---|
| \( x_1 \) | 1 | 1 | 1 | 1 | 2 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 |
| \( x_2 \) | 1 | 2 | 1 | 2 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 |
| \( x_3 \) | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| \( x_4 \) | 1 | 3 | 3 | 3 | 2 | 1 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 |
| \( x_5 \) | 3 | 3 | 3 | 3 | 3 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| \( x_6 \) | 3 | 3 | 2 | 2 | 3 | 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
Among the variety of consensus functions, we investigate the cluster-based similarity partitioning algorithm (CSPA) which is based on pairwise similarity measurement between partitions (Karypis and Kumar 1998; Nguyen and Caruana 2007). This method reclusters the samples yielding ensemble clustering. The hypergraph-based cluster ensemble is useful when multiple clustering algorithms with different labeling results were used for clustering (Strehl and Ghosh 2002). Therefore, we implement the CSPA method in MATLAB platform for the spatio-temporal ERP clustering with various clusterings. As a result, the consensus function (i.e. CSPA) transforms the cluster labelings obtained from five different clustering methods into a suitable hypergraph like \( H \) representation. By creating hyperedges such as \( H^{(r)} \) of the hypergraph made by multiple labelings, a new dataset is created define as:

\[
H = H^{(1\ldots R)} = (H^{(1)} \ldots H^{(R)})
\]

where the number of hyperedges \( HE \) denote by,

\[
HE = \sum_{r=1}^{R} K^{(r)}
\]

Thus, for each labeling such as \( L_r \), a binary membership matrix \( H^{(r)} \) with a column of the cluster (called hyperedge) is defined. Hence, \( H \) defines the adjacency matrix of a hypergraph with \( n \) objects and \( HE \) denotes the hyperedges which \( K^{(r)} \) is the number of clusters in \( r \)th method. Therefore, we have mapped each individual clustering to a hyperedge and all clusterings to hypergraph. The Table 1 demonstrates an example of 6 observations and 5 labeling results for cluster ensemble task with 3 cluster maps. Hence, we can obtain a \( n \times n \) binary similarity matrix for each clustering. Thus, entry-wise averaging of \( R \) clusterings yields an overall similarity matrix \( S \) with a high granular resolution. The entries of \( S \) denote the fraction of clusterings in which two objects are in the same cluster, and can be computed in one sparse matrix multiplication,

\[
S = \frac{1}{R} HH'
\]

this is named as the cluster-based similarity matrix. Next, we recluster the combined similarity matrix (i.e. overall similarity matrix \( S \)) with hierarchical clustering as the final step for consensus clustering.

### 2.2 Proposed Method

The proposed method includes two procedures (i.e. Procedure 1 and Procedure 2). The main procedure (i.e. Procedure 1) includes four main steps: i) Dataset concatenating, ii) Generation phase and consensus clustering, iii) Time-window selection and, iv) Selecting the optimal number of clusters. We illustrate those steps in Fig.1, and in Procedure 1 in more details.

#### a) Concatenating ERP Dataset

The underlying assumption for configuring the concatenated dataset is that a brain activity respects each stimulus/condition which comes from a similar brain response from all the subjects in practice. However, it is accepted that many criteria such as age, gender, sleep, etc. could influence the response to the individual subject. To acquire more effective cluster learning, we provide a concatenated ERP dataset (Micah et al. 2009) for each subject by linked-combining datasets of all conditions. Then by grand-averaging the subjects’ datasets across each group and linked-combining the datasets from multiple-group, a larger dataset is provided for further processing. This procedure has been shown in Fig. 1b.

#### b) Generation Phase and Consensus Clustering

To generate partitioning results in \( K \) partitions, multiple clustering algorithms are applied over the concatenated data acquired in the previous step. We employ five clustering algorithms, namely, \( K \)-means (Yu et al. 2012), hierarchical clustering (Tan 2006), fuzzy C-means (FCM) (Bezdek 1981), self-organizing maps (SOM)
The proposed method generates many partitions from various clustering methods regarding cluster options (e.g., 2 to 15 clusters) to feed consensus function. The consensus clustering generates the mutual contribution within the clusterings in an ensemble partitioning from generated partitions using the concept of hypergraph partitioning to subgraphs.

(Kohonen 1990) and diffusion map spectral clustering (Sipola et al. 2013a). The proposed method generates many partitions from various clustering methods regarding clusters options (e.g., 2 to 15 clusters) to feed consensus function. The consensus clustering generates the mutual contribution within the clusterings in an ensemble partitioning from generated partitions using the concept of hypergraph partitioning to subgraphs.

Fig. 1 Illustration of the proposed approach: a. A grand-averaged ERP waveform for studying prospective memory (PM) paradigm. b. Providing restructured ERP data across groups/conditions. c. Illustration the result of different clustering methods for restructured ERP data. d. Combined similarity matrix used in consensus function generated by averaging similarity matrixes of 5 clustering methods. e. The partitioned ERP waveform and selected most proper time-window (TW) in order to highest inner-similarity and better coverage with predefined measurement interval. f. Recording the time-window inner-similarities for each clustering option (i.e., 2 to 15 maps). The new structured ERP data is used in the cluster analysis task for the spatio-temporal domain. A new criterion called inner-similarity (see the text) recorded for selected TWs. The mean inner-similarity of selected TWs for iterative using consensus clustering (orange line) reveals 6 reliable cluster maps for this dataset. PM= prospective positivity, HC=healthy controlled, RS=Remitted schizophrenia OA=ongoing activity, NC=number of clusters.
The time-window selection procedure provides the most suitable time-window for the component of interest by employing inner-similarity as a criterion for evaluating the quality of candidate cluster maps among all cluster maps. The candidate cluster maps (clusters of interest) can be defined as the clusters in the interested measurement interval roughly defined by the experimenter. More details and procedure steps are explained as the steps in Procedure 2. To clarify the mechanism of the time-window selection procedure, some definitions are noted.

Technically, the spatial correlation could be defined as the correlation coefficient between two conditions at the same time point, or between two different time points (Murray et al. 2008). It can be noted by this equation,

$$\bar{u} = \frac{1}{E} \sum_{e=1}^{E} U_e$$  \hspace{1cm} (7)

where

$$u_e = U_e - \bar{u}$$  \hspace{1cm} (8)

where \( E \) is the number of electrodes in the montage, \( \bar{u} \) is the mean value of all \( U_e \)’s (for a given condition, at a given time point \( t \)) \( u_e \) is the average-referenced potential of the \( eth \) electrode (for a given condition, at a given
time point $t$ and $v_e$) is the measured potential of the $eth$ electrode, either from another condition $V$, or from the same condition $U$, but at a different time point $t'$.

$$C_{o,u,v} = \frac{\sum_{e=1}^{E} u_e v_e}{\|u\| \|v\|}$$

where

$$\|u\| = \sqrt{\sum_{e=1}^{E} u_e^2}, \|v\| = \sqrt{\sum_{e=1}^{E} v_e^2}$$

The correlation coefficient between samples in a time-window can be denoted by

$$C = Corr(TS)$$

where $TS$ is the matrix (i.e. size of $NS$ samples and $E$ electrodes) for time samples and voltage vectors in a microstate map. Note that $C$ is Pearson correlation coefficient matrix form $NS$ time samples. We define a distance matrix for the elements in the correlation matrix as

$$D_{ns} = d(C_{ns,j}, C_{n,s,n,s})$$

$$D_{zns} = \arctanh(D_{ns})$$

where $D$ is the distance matrix size of $NS \times (NS - 1)$ which $ns = 1, ..., NS$ denotes the rows number and $j = 1, 2, ..., NS, j \neq ns$ and $C_{ns,ns} = 1$ (i.e. self correlation). Therefore, we calculate Fisher z-transform (Fisher 1921) for each vector $D_{ns}$ named $D_{zns}$. Next, we calculate the average for $D_{zns}$ we named it $D_{avg}$ after inverse z-transform. Then for each candidate cluster map standard deviation of $D_{avg}$ is evaluated.

$$D_{av} = \frac{\sum_{ns=1}^{NS} D_{zns}}{NS}$$

$$D_{avg} = \tanh(D_{av})$$

$$STD_{TS} = STD(D_{avg})$$

Therefore, after calculating this criterion for all candidate cluster maps $STD_{TS}$ is calculated. Two minimum values among candidates are selected for selecting time-window. The average of the correlation coefficient for the selected cluster map is considered as inner-similarity by,

$$CZ = \arctanh(C)$$

$$InSim = \tanh\left(\frac{\sum_{a,b=1}^{NS} Corr(CZ_{a,b})}{NS}\right)$$

where $C$ is the Pearson cross-correlation coefficient, $a$ and $b$ are two different time samples in the cluster map and $InSim$ demonstrates the inner-similarity of the cluster map.

Noteworthy, one may find a cluster map with high inner-similarity, but low coverage ratio for the component of interest, which is not suitable to be selected as time-window. Hence, the time-window selection algorithm selects two high ranked cluster maps among the candidates. This can give a chance to probable second cluster map candidate to be selected as time-window. Thus, we also measure the overlap ratio with the component of interests for time-window candidates. Therefore, the higher overlapped cluster map with high inner-similarity has more priority to be selected as the time-window. For example, if the time-window selection algorithm detected three cluster map candidates in the interested temporal interval, with inner-similarities of 0.82, 0.93 and 0.65 respectively, then the time-window selection method selects the two highest rank cluster maps as the best time-window candidates (i.e. 0.93 and 0.82). Consequently, by calculating the overlap between the
interested interval and those cluster maps, the highest-ranked and highly overlapped cluster map is selected as the best time-window.

**d) Optimal Number of Clusters**

The proposed method runs both procedures (i.e. Procedure1 and Procedure2) in 100 times and measures inner-similarities of the selected time-windows recorded from each clustering option. We concerned the satisfactory inner-similarity of 0.95 as a threshold for the satisfaction level of selecting the optimal number of clusters. The proposed method explores an optimal number of clusters from the mean inner-similarities behavior calculated from the inner-similarity of the selected time-windows in 100 runs by investigating two key criteria. Inner-similarity qualities, and stability. If the inner-similarity meets the satisfactory level, then the method will explore for a stable point as the optimal choice. The stable point can be defined as a number of clusters choice which, the difference between inner-similarities before and after it does not higher than 0.03 (i.e. the maximum change in inner-similarities between two sequential time-windows). In other words, if the inner-similarity of selected time-window converges to a reasonably satisfactory and stability level compared to other time-windows, it will be determined as an optimal number of clusters for further analysis.

**2.3 ERP Data**

- **Simulated ERP data**

  In order to validate the proposed methodology, we applied the proposed approach on simulated ERP data. The simulated data were conducted using Berg’s Dipo (Berg 2006) simulator. We defined 6 components, namely, P1, N1, P2, N2, P3, and N4 and two tasks which simply named St1 and St2 include a group of 20 subjects. We used to select the scalp with 65 electrodes for representing the recorded power and topography analysis. Each epoch starts from 100 ms pre-stimulus to 600ms post-stimulus with 214 Hz sampling rate. The averaged reference method has been used for the referencing. The defined components’ topography maps and corresponding waveforms have been demonstrated in Fig. 2. Two interesting components, namely, N2 which refers to the maximum negative peak in 183 to 278 ms and P3 which refers to the positive response in 231 to 350 ms were selected for more detail analyzing. Since we were curious about the performance of the proposed method against the noisy signal, signal to noise was manipulated using MATLAB function awgn (i.e., add white Gaussian noise) to add noise (i.e., 20 dB) to signal power measured for each simulated dataset as a whole. The purpose of adding this noise is generating data similar to the real ERP data. The data are supposed to be preprocessed and the components are pre-defined. The electrode sites, for measuring statistical amplitude power difference are P2/P6/PO4 for N2 and CP2/CPz/Cz for P3.

- **Real ERP data**

  We also applied the proposed method in real (PM experiment) (Chen et al. 2015) ERP data for demonstrating the most essential features of the proposed approach. Following the prior study (Chen et al. 2015), the experiment data includes 20 symptomatically remitted patients with schizophrenia (RS) and 20 healthy controlled (HC). Two tasks, namely, PM and ongoing were investigated following the previous study. Electroencephalogram (EEG) data was recorded (SynAmps amplifier, NeuroScan) with a quick cap, carrying 32 Ag/AgCl electrodes placed at standard locations covering the whole scalp (the extended international 10–20 system). The electrophysiological data was continuously recorded with a bandwidth of 0.05–100 Hz and sampled at a rate of 1000 Hz. The data initially was preprocessed by EEGLAB (Delorme and Makeig 2004) and first re-referenced to linked mastoid (A1 and A2). An independent component analysis (ICA)-based artifact correction was achieved using the ICA function of EEGLAB. Independent components with topographies representing saccades blinks and the heart rate artifact was thus removed according to the published guidelines (Jung et al. 2000). The resultant EEG data were then epoched from 200ms pre-stimulus to 1000 ms post-stimulus.
and digitally low pass filtered by 30 Hz (24 dB/octave). The 200 ms pre-stimulus period was used for baseline correction. In order to remove movement artifacts, epochs were rejected when fluctuations in potential values exceeded ±75µV at any channel except the EOG channel. The ERPs evoked by PM cue trials and ongoing activity trials were calculated by averaging individual artifact-free trials in each participant. The average across all channels was used as a reference. Two target ERP components, namely, N300 and prospective positivity components were studied in this research similar to (Chen et al. 2015).

2.4 Statistical Analysis

For evaluating the statistical performance of the new methodology, we measured the mean amplitude over selected time-window (i.e., as the measurement interval) for each condition/group and sensor sites for each study (i.e., simulated, and real ERP). We applied a 2 x 3 mixed repeated-measures ANOVA with two within-subject factors: Electrode (sensor sites) for analyzing N2 component, namely, P2/P6/PO4 and CP2/CPz/Cz for P3 component and Task which we named the simply, ‘St1’ and ‘St2’ for simulated ERP data. The measurement time-windows for conditions were calculated via the time-window selection procedure. This was set up for the mean amplitude of N2 and P3 separately clustered and calculated on selected electrodes according to the components of interest. The standard analysis was carried out to determine whether these effects of the noted factors for each study were statistically significant.

Concerning statistical power analysis on real ERP, statistical analyses carried out via utilizing a Greenhouse–Geisser corrected repeated measures ANOVA (i.e. mixed 2 x 2 x 3) with addition a between-subject factor: Group (RS and HC) and two within-subject factors: Task (PM and Ongoing) and Electrode (sensor sites: O1/Oz/O2 for N300 and P3/Pz/P4 for Prospective positivity). This was set up for the mean amplitude of N300 and Prospective positivity measured in the selected time-window. Therefore, the ERP statistical analysis involved analysis of two PM ERP components: N300 and prospective positivity. The N300 referred to the maximum negative voltage over the occipital region between 190 and 400 ms and the prospective positivity represented the maximum positive voltage over the parietal region between 400 and 1000 ms. Despite that, we use the measurement window calculated via time-window selection procedure for the optimal number of clusters for each condition/group. It is worth to mention, the selection of electrodes characterizing N300 and prospective positivity was based on prior ERP findings (Chen et al. 2015). Specifically, the amplitude of N300 over the occipital region (electrodes: O1/Oz/O2) was quantified and prospective positivity over the parietal region (electrodes: P3/Pz/P4) was measured. Statistical comparisons were made at p-values of $p < 0.05$.

3. Results

We would like to rely on the proposed method to demonstrate the optimal number of clusters selection for simulated and real ERP data. Then we have provided several analyses to demonstrate the repeatability and the performance of the proposed approach in 100 runs for both ERP data. We have first established the inner-similarity results for the selected time-windows in the various numbers of clusters (i.e. from 2 to 15 clusters). Next, we have revealed that how the proposed method can obtain the optimal number of clusters by processing the information obtained in many times recording the inner-similarities (i.e., 100 runs). Furthermore, we have also compared the results by conventional methods with the results of the proposed method in the selection of the optimal number of clusters. Later, the statistical power analysis results have been provided via measuring mean amplitude on selected time-windows. Finally, we also have presented the mutual contribution of individual clustering methods in consensus clustering and the quality of the results.
Before reporting the results of applying the proposed methodology in simulated ERP data, a brief discussion about the data properties is necessary. First, to show all the defined components in data, we have applied consensus clustering on the grand-averaged simulated ERP data (concatenated dataset) with 9 clusters. One may argue about selecting 9 clusters, the reason to select 9 clusters is, we can clearly detect all the defined 6 components by visual inspection (i.e., considering each cluster’s topography and its temporal property), while by using 6 or 7 clusters, all the components are not distinctly detectable in the clustering results and only stronger components are elicited. We are able to select the number of clusters with 10 or 11 clusters; however, these components are not distinctly noticeable, because of obtaining many cluster maps which are not suitable to consider as a component. Fig. 3. reveals the topography maps and the waveform selected electrode sites, namely, Pz, Fz, CP5, P6, Cz, and CPz. The cluster maps; 6, 8 and 3 are corresponding to P1, P2, and P3 components, and the cluster maps; 5, 2 and 7 are corresponding to N1, N2, and N4 components, respectively. The cluster 9 does not represent any ERP component and cluster 4 is not a reliable cluster to be considered as a component. Therefore, 6 components were truly elicited by the proposed consensus clustering method. The followings are the proposed method results in simulated ERP based on different criteria.

- **Inner-similarity Analysis and the Optimal Number of Clusters Selection in Simulated ERP Data**

Fig. 4 exhibits inner-similarity of selected time-windows in 100 runs and a various number of clusters options (i.e. 2 to 15 clusters). Our strategy for selecting the optimal number of cluster maps is to select a reasonable number of clusters from the mean of inner-similarity results when the behavior of mean inner-similarity meets...
at a stable point and high inner-similarity threshold. In one extreme the optimal number of clusters for N2 in both stimuli 1 and 2 meet at 6 cluster maps. While, in another extreme, they are 5 and 4 cluster maps for the stimulus 1 and 2 of P3 component, respectively. Overall, for all the conditions/tasks, 5 cluster maps seem to be a fairly reasonable optimal choice among all other cluster maps. Therefore, the proposed method selects 5 cluster maps by processing the average of inner-similarities. This entails that the optimal number of clusters can be chosen according to the number of clusters with a high satisfactory threshold (i.e. 0.95) and stability of inner-similarities. Ultimately, we have operated the results of clustering in the optimal number of clusters for further analysis.

- **Comparison of the Proposed Method and the Conventional Method in Simulated ERP Data**

To compare the validity of different methods, we calculated the optimal number of clusters from the concatenated dataset using various conventional indices and combined methods. Fig. 5 demonstrates the results of different methods, namely, Elbow, Silhouette, Gap statistic, Dunn, V-fold cross-validation, NbClust R package (i.e. 30 indices within) methods for the simulated ERP. Fig. 5 reveals that the optimal number of clusters is 4 maps by Elbow, 3 maps with Silhouette and NbClust, 11 maps by cross-validation method with k-means from the concatenated data. It is noticeable that Gap statistic and Dunn methods cannot detect the optimal
Fig. 4 Illustration of the optimal number of clusters detection based on the mean of inner-similarity of selected time-windows in 100 runs of the proposed method for N2 and P3 in simulated ERP data. a. Detected optimal number of cluster maps for N2 in two stimuli. b. Detected optimal number of maps in P3 for two stimuli. The optimal number of clusters is 6 maps for N2 and stimulus 1 and 2, where they are 5 and 4 respectively in P3. The overall optimal cluster maps are detected utilizing the threshold of 0.95 on the mean of recorded inner-similarity (i.e. indicated via orange line) from 100 runs of the proposed method. Together 5 cluster maps is the reasonable option for further analysis. Stim1=stimulus 1, Stim2=stimulus 2.

Fig. 5 Illustration of the optimal number of clusters selection by different popular conventional methods for restructured simulated ERP dataset. A simple observation indicates that the number of the optimal maps are 6 maps in Elbow, 3 maps with Silhouette, 4 maps via Gap statistic, 3 maps in Dunn index, 6 maps in 10-fold cross-validation using k-means, and finally 3 maps for NbClust combined method. There is no aggregation among the different methods for selecting the optimal number of clusters.
number of clusters from 2-15 clusters. However, observing the results in Fig. 5 shows that it is non-trivial to find a suitable aggregation between the results to identify the optimal number of clusters. To avoid misinterpretation of the results with those different methods, we provided the results of the time-window selection algorithm (i.e. with the proposed method) for the recognized optimal number of clusters obtained from those conventional methods.

- **Cluster Analysis in Simulated ERP**

The clustering results of the proposed method on the simulated ERP data are shown in Fig. 6 and Fig. 7. Fig. 6a,b represent the clustering results in simulated ERP data for two cues (i.e., stimulus1 and stimulus 2) and N2 component. Similarly, Fig. 7a,b reveal the results of clustering for two cues and P3 component. The spatial correlation of time samples and corresponding topographic maps for the selected cluster maps, and the waveforms partitioning for N2 and P3 components are shown in Fig. 6 and Fig. 7 in more details, respectively. Therefore, Fig. 6 illustrates that the N2 component can be isolated by cluster map 3 for both tasks (cue 1 and

---

**Fig. 6** The clustering results restructured simulated ERP data (i.e., grand averaged) for N2 component. N2 Component is isolated by microstate map 3 in both stimuli (i.e. stimulus 1 and stimulus 2) from restructured data in simulated ERP data. **a.** Waveform segmentation selected time-window (i.e., duration of 33ms) topography map and correlation of time samples N2 on St1. **b.** Waveform segmentation, selected time-window (i.e., duration of 52ms), topographic map and correlation of time samples for N2 in St2. St1=Stimulus 1 and St2= Stimulus 2.
cue 2) from 217 to 250 ms and 208 to 259 ms, respectively. Similarly, in Fig. 7 the P3 can be isolated via cluster map 3 from 282 to 334 ms and 273 to 343 ms post-stimulus for cue 1 and cue 2, respectively. Interestingly, the high correlation coefficient (i.e. close to 1) within time samples’ topographies in predicted time-window for N2 and P3 in both cues can prove our hypothesis about the properties of selected cluster map for a time-window. The cluster maps properties (i.e. start, end, and duration) will be used in further analysis.

- **Time-window Selection Results in Simulated ERP Data**

The selecting time-windows results of different methods on simulated ERP data are reported in Table 2. Briefly, we demonstrate the predicted time-windows for the optimal number of clusters obtained by various methods for simulated ERP data. Technically, the measurement intervals in the simulated ERP data for two components, namely, N2 and P3 were determined by simulation software. However, the determined measurement windows for N2 and P3 (i.e. with simulated software) and both conditions were roughly from 183 to 278 ms and from

**Fig. 7** The clustering results on restructured simulated ERP data (i.e., grand averaged) for P3 component. P3 component is isolated by the microstate map 3 in both stimuli (i.e. stimulus 1 and stimulus 2) from restructured simulated ERP data. 

- **Waveform segmentation, selected time-window (i.e., duration of 52ms), topography map and correlation of time samples for P3 in St1.**
- **Waveform segmentation, selected time-window (i.e., duration of 71ms), topographic map and correlation of time samples for P3 in St2.**
In this sense, our proposed method carried out the best time-window for N2, 217 to 250 ms in cue 1 and 208 to 259 ms for cue 2. Those time-windows were 212 to 254 ms and 217 to 250 ms for Silhouette and NbClust methods, 212 to 254 ms and 208 to 259 ms for Elbow and X-means methods, 287 to 329 ms and 287 to 334 ms by 10-fold cross-validation method, 264 to 348 ms and 264 to 357 ms via the ERP microstates analysis method.

As a result, the predicted time-windows with the proposed approach for both cues indicate highly overlapped with the defined components and inner-similarity (higher than 0.95) however not exactly the same. This caused by the exist overlap within the components which is normal in clustering ERPs.

We measured the mean amplitude of grand-means data in the selected time-windows (i.e., in Table 2) and defined two components of interest in simulated ERP data. The results reveal that the main effect of Task, Electrode, and interaction between Task and Electrode for two components of interest in simulated ERP data. This caused by the exist overlap within the components which is normal in clustering ERPs.

### Performance Results in Simulated Data

We measured the mean amplitude of grand-means data in the selected time-windows (i.e., in Table 2) and defined two components of interest in simulated ERP data. As we described before, we considered two within-subject factors, Task (Stimulus 1 and Stimulus 2) and Electrode sites (P2, P6, PO4 in N2 and CP2, CPz, Cz in P3) and interaction between Task and Electrode for two components of interest in simulated ERP data. Table 3 represents the results of statistical power analysis for simulated ERP data. The results reveal that the main effect of Task, Electrode, and interaction between Task and Electrode for two components of interest in simulated ERP data.

| Method               | St1 | St2 | St1 | St2 | St1 | St2 |
|----------------------|-----|-----|-----|-----|-----|-----|
| NbClust              | 212-254 | 217-250 | 259-278 | 273-348 |
| Silhouette           | 282-344 | 273-348 | 282-343 | 287-334 |
| Elbow                | 212-254 | 217-250 | 259-278 | 273-348 |
| X-means              | 217-254 | 217-250 | 287-329 | 287-334 |
| Proposed method      | 217-250 | 282-259 | 282-334 | 273-340 |
| Cross-validation     | 212-254 | 217-250 | 287-329 | 287-334 |
| Microstates method   | 128-194 | 198-259 | 264-348 | 264-357 |

Table 2 Selected time-windows for various methods obtained in the optimal number of clusters. It represents the selected time-windows with proposed time-window selection method for namely Elbow, Cross-validation, Silhouette, Dunn, NbClust, Gap statistic and X-means for St1 and St2. St1=stimulus 1, St2=stimulus 2.
and Electrode are significant (p < 0.0001) for both N2 and P3 by all the methods, namely, Silhouette, NbClust, X-means, Elbow, Proposed method, Cross-validation, and Microstates analysis (i.e. for more details see Table 3). Furthermore, to illustrate the stability and reliability of the proposed method, we conducted 100 iterative calculations of statistical analysis to illustrate the stability of the proposed approach in calculating the mean p-value for analyzing the interested factors, namely, Task and Electrode and interaction between them. Task and Electrode for N2 and P3 in simulated ERP are illustrated in Table 4. Table 4 shows suitable stability in the statistical power analysis in calculating the mean p-value and the standard deviation for the obtained p-values. This reveals that by repeating many times the proposed method the statistical power analysis results are fairly stable and reliable in practice.

Table 3 Summarization of selected optimal number of clusters and statistical power analysis results for simulated ERP data in N2 and P3 components. This table demonstrates statistical analysis for various methods in selected time window utilizing time-window selection algorithm (i.e., except microstate analysis methods) in this study (see the text). All the methods could achieve significant difference for different factors in components of interest.

| Method          | Criterion | OPNC | N2 in P2, P6, PO4 | P3 in CP2, CPz, Cz |
|-----------------|-----------|------|------------------|-------------------|
|                 |           |      | Task             | Electrode         |
|                 |           |      | Task x Electrode |                   |
|                 |           |      | Task             | Electrode         |
|                 |           |      | Task x Electrode |                   |
| Silhouette      | Objects Similarity | 3   | p<0.0001         | F(1,19)=271.38    |
|                 |           |      | p<0.0001         | F(2,38)=196.95    |
|                 |           |      | p<0.0001         | F(2,38)=93.94     |
|                 |           |      | p<0.0001         | F(1,19)=270.84    |
|                 |           |      | p<0.0001         | F(2,38)=258.10    |
|                 |           |      | p<0.0001         | F(2,38)=260.58    |
| NbClust         | 30 indices |      | p<0.0001         | F(1,19)=271.35    |
|                 |           |      | p<0.0001         | F(2,38)=221.60    |
|                 |           |      | p<0.0001         | F(2,38)=123.90    |
|                 |           |      | p<0.0001         | F(1,19)=266.20    |
|                 |           |      | p<0.0001         | F(2,38)=284.74    |
|                 |           |      | p<0.0001         | F(2,38)=211.22    |
| X-means         | BIC value | 4    | p<0.0001         | F(1,19)=271.35    |
|                 |           |      | p<0.0001         | F(2,38)=221.60    |
|                 |           |      | p<0.0001         | F(2,38)=123.90    |
|                 |           |      | p<0.0001         | F(1,19)=266.20    |
|                 |           |      | p<0.0001         | F(2,38)=284.74    |
|                 |           |      | p<0.0001         | F(2,38)=211.22    |
| Elbow           | Explained variance | 5   | p<0.0001         | F(1,19)=275.64    |
|                 |           |      | p<0.0001         | F(2,38)=220.41    |
|                 |           |      | p<0.0001         | F(2,38)=72.53     |
|                 |           |      | p<0.0001         | F(1,19)=266.20    |
|                 |           |      | p<0.0001         | F(2,38)=284.74    |
|                 |           |      | p<0.0001         | F(2,38)=211.22    |
| Proposed method | Inner-similarity | 11  | p<0.0001         | F(1,19)=271.38    |
|                 |           |      | p<0.0001         | F(2,38)=196.95    |
|                 |           |      | p<0.0001         | F(2,38)=93.94     |
|                 |           |      | p<0.0001         | F(1,19)=260.75    |
|                 |           |      | p<0.0001         | F(2,38)=282.79    |
|                 |           |      | p<0.0001         | F(2,38)=236.94    |
| Cross-validation| Stability |      | p<0.0001         | F(1,19)=267.21    |
|                 |           |      | p<0.0001         | F(2,38)=199.19    |
|                 |           |      | p<0.0001         | F(2,38)=41.56     |
|                 |           |      | p<0.0001         | F(1,19)=267.97    |
|                 |           |      | p<0.0001         | F(2,38)=278.47    |
|                 |           |      | p<0.0001         | F(2,38)=220.15    |

Table 4 shows suitable stability in the statistical power analysis in calculating the mean p-value and the standard deviation for the obtained p-values. This reveals that by repeating many times the proposed method the statistical power analysis results are fairly stable and reliable in practice.
Table 4 Illustration of mean $p$-value calculation in 100 iterative calculations for statistical analysis and STD value across all $p$-value results in N2 and P3 components. STD= Standard error deviation across all iterations.

| Criteria    | Task        | Electrode | Task x Electrode |
|-------------|-------------|-----------|------------------|
| N2 Mean $p$-value | 9.59E-13  | 6.23E-21  | 4.11E-14         |
| N2 STD       | 6.69E-14  | 1.41E-21  | 1.84E-13         |

| Criteria    | Task        | Electrode | Task x Electrode |
|-------------|-------------|-----------|------------------|
| P3 Mean $p$-value | 1.22E-12  | 1.56E-23  | 1.84E-19         |
| P3 STD       | 6.20E-14  | 1.08E-23  | 1.41E-18         |

Fig. 8 Various clustering methods performance regarding inner-similarity of selected time-window for clustering options from 2 to 15 maps in restructured simulated ERP dataset. a. Mean inner-similarity of selected time-windows for N2 component isolation from multiple clusterings. b. Mean inner-similarity of selected time-windows for P3 component isolation from multiple clusterings. The behavior of different clustering methods in P3 is more correlated compare with clustering for N2. Consensus clustering (blue bold line) has better performance in terms of stability of inner-similarity for selected time-window. KMS=k-means, HCL= Hierarchical clustering, FCM=Fuzzy C-means, SOM=self-organizing map, DFS=Diffusion map spectral clustering, CC=consensus clustering.

- Contribution of Individual Clustering Method in Simulated ERP Data
For better understanding, the role of each studied clustering method in the proposed consensus clustering, the mean average of inner-similarities via various clustering methods and the number of clusters options are demonstrated in Fig. 8. The comparison between the behavior of mean inner-similarities with different clustering methods in clustering options reveals the role of each clustering method in consensus clustering (i.e., indicated with bold light blue color in the figure). It is observable that the mean inner-similarity of each individual clustering method and consensus clustering followed the similar behavior. However, in P2 component, the clustering method demonstrates similar behavior as shown in Fig. 8a. It is worthwhile to say that this technical problem (i.e. the inner-similarity heterogeneity between clustering methods) has not decreased the performance of the consensus clustering results. Therefore, the consensus clustering performance in this criterion was not less than individual clustering methods. Furthermore, in P3 component, the behavior of different clustering methods was similar and more homogeneous. We demonstrated the contribution of clustering methods Fig. 8b for P3 component.

In order to study the mutual contribution of clustering methods to the ensemble clustering, we calculated mutual information of every two clustering methods to exhibit the similarity between the obtained labeling results. Rand distance (i.e. a suitable similarity measurement with different labelings for the clusterings) (Strehl and Ghosh 2003) has been used for this aim. Rand index can be explained by the following equation:

\[
\mathcal{R}(L, L') = \frac{N_{11} + N_{00}}{n(n-1)/2}
\]  

(16)

where \(N_{00}\) is the number of object pairs that are clustered in the different clusters in \(L\) and \(L'\). While \(N_{11}\) is the number of object pairs that are in the same clusters in \(L\) and \(L'\). The contribution of each of these clustering methods to simulated ERP data is shown in Table 5. Table 5 reveals that the maximum contribution of the clustering methods was 1.000 obtained with Consensus and Diff-Spectral methods, where the minimum was 0.863 with consensus clustering and hierarchical clustering methods. The mean contribution of all clustering methods was 0.932. The contribution test shows a reasonable contribution carried out by all the studied clustering methods in the consensus clustering.

### 3.2 Results For real ERP data

- **Inner Similarity Analysis and the Optimal Number of Clusters Selection for Real ERP Data**

It is observable in Fig. 9, the inner-similarity of the selected time-windows is increasing after few unstable states (i.e., mostly before 4 or 5 cluster maps), however, this increase is smooth after 5 clusters in order to set out threshold of inner-similarity (i.e. 0.95). In spite of Fig. 9a and HC which the proposed algorithm selects 10 cluster maps for both tasks (i.e., because of high threshold limit), according to Fig. 9a, 5 cluster maps can be chosen as the optimal number of clusters for N300 and RS group. Likewise, in Fig. 9b the optimal numbers of clusters for prospective positivity in RS and PM and Ongoing tasks are 5 and 4 maps, respectively, which they

| Clustering method | Consensus | K-means | Hierarchical | FCM | SOM | DFS |
|-------------------|-----------|---------|--------------|-----|-----|-----|
| Consensus         | -         | 0.976   | 0.863        | 0.866 | 0.958 | 1.000 |
| K-means           | -         | -       | 0.840        | 0.844 | 0.943 | 0.976 |
| Hierarchical      | -         | -       | -            | 0.995 | 0.827 | 0.863 |
| FCM               | -         | -       | -            | -    | 0.832 | 0.866 |
| SOM               | -         | -       | -            | -    | -    | 0.958 |
| DFS               | -         | -       | -            | -    | -    | -    |

Table 5 The mutual contribution of clustering methods in Simulated ERP data. Consensus=Consensus clustering, FCM=Fuzzy-C-means, SOM=Self-organizing map, DFS=Diffusion map spectral clustering.
are 6 and 7 cluster maps in HC group and PM and Ongoing tasks, correspondingly. Therefore, 6 cluster maps can be a reasonable choice for prospective positivity component analysis. Together, the proposed method selects 6 cluster maps as the optimal number of clusters to satisfy the level of threshold and stability. It is also worthwhile to mention, by increasing the number of clusters, the inner-similarity value for selected time-windows might converge to higher values, but not necessarily reliable because of relatively thinner clusters with fewer temporal samples and higher inner-similarity.

- **Comparison of the Proposed Method and the Conventional Method for Real ERP Data**

For better comparison, we calculated the optimal number of clusters from concatenated ERP datasets using various conventional methods. Observing Fig. 10, the obtained optimal number of clusters is 6 maps using Elbow, 4 maps via Gap statistic and, 3 maps with Silhouette, Dunn and NbClust package, and 6 maps using Cross-validation for Real ERP concatenated data. Overall, in the results of Fig. 10 seems to be non-trivial to find a suitable aggregation between the results to identify the optimal number of clusters in real ERP data. This happens in the cause of the effect of dataset properties in selecting the optimal number of clusters by the different methods. It is needless to mention that the results of the time-window selection in the recognized optimal number of clusters have been calculated by the proposed time-window selection method.
Fig. 10 Illustration of the optimal number of clusters selection by different popular conventional methods for restructured ERP dataset for PM experiment. A simple observation indicates that the number of the optimal maps were 6 maps in Elbow, 3 maps with Silhouette, 4 maps via Gap statistic, 3 maps in Dunn index, 6 maps in 10-fold cross-validation using k-means, and finally 3 maps for NbClust combined method. No aggregation can be found among the different optimal number of clusters is observed.

Fig. 11 Demonstration of clustering results and microstate maps for isolating N300 component from restructured ERP in two groups (i.e., map 5 for RS and map 4 for HC) for PM task and segmentation with consensus clustering. a. Topographic map and correlation between time samples in the selected time-window (i.e., duration of 534ms), in RS group and PM task. b. Selected time-window (i.e., duration of 197ms), topographic map and correlation of time samples for isolated N300 in HC and PM.
Fig. 12 Demonstration of clustering results and microstate maps for isolating N300 component from restructured ERP in two groups (i.e., RS and HC) for Ongoing task and segmentation by consensus clustering. a. Shows the corresponding ERP waveforms, the selected time-window (i.e., duration of 158ms), the topographic map and correlation for corresponding time samples. b. Waveform partitioning, selected time-window (i.e., duration of 156ms), topographic map and correlation for corresponding time samples.

Fig. 13 Illustration of ERP waveform segmentation and isolating prospective positivity component (i.e., map 5 for both RS and HC groups) in PM task from restructured ERP. a. Selected time-window (i.e., duration of 534ms), topographic map and corresponding correlation for time samples in the selected time-window in RS and PM task. b. Selected time-window (i.e., duration of 247ms), topographic map and correlation of time samples for isolated prospective positivity in HC and PM task.
• Cluster Analysis for Real ERP Data

Fig. 11 illustrates the results for PM task and two groups regarding the isolated N300 component applying the optimal number of clusters (i.e., 6 cluster maps). It is observable in Fig. 11a that the time-window for measuring N300 in RS group extracted by cluster map 5 is isolated from 246 to 779 ms post-stimulus. Likewise, in HC group, N300 is isolated by map 4 from 281 to 477 ms. The color marked area represents the time-window, as well as the topographic map and the spatial correlation between samples for the extracted N300 via indicated cluster maps, are shown for each group in Fig. 11. Accordingly, Fig. 12 represents the N300 component for both RS and HC of Ongoing task isolated via cluster map 3. Therefore, the time-window for RS group is from 179 to 336 ms, whereas it is 172 to 327 ms for HC group according to the results in Fig. 12. Fig. 13 gives us information about prospective positivity component isolation for PM task in two groups. The prospective positivity is isolated by cluster map 5 for both RS and HC groups from 246 to 779 ms and 478 to 724 ms for RS and HC, respectively. Similarly, Fig. 14 shows the extracted prospective positivity via map 1 in Fig. 14a and map 3 in Fig. 14b for RS and HC, respectively. Hence, the prospective positivity can be measured in 371 to 826 ms in RS group and 828 to 999 ms in HC group. In this sense, the important finding from these four figures (i.e., Fig. 11 to Fig. 14) is that the quasi-stable topography in the selected cluster map can be obtained based on two criteria (i.e. inner similarity and overlap ratio with defined time-window by the experimenter).

• Time-window Selection Results for Real ERP Data

Table 6 includes the measurement time-windows based on the predicted optimal numbers of clusters for the proposed method, prior study, and conventional methods, namely, Elbow, Silhouette, Gap statistic, Dunn, v-fold cross-validation, NbClust, X-mean, and Microstates analysis in real ERP data. We have exhibited the
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selected cluster maps and corresponding time interval in the above subsection (i.e. Cluster analysis for real ERP). For instance, the selected time window for measuring N300, RS group and PM cue were 246 to 779 ms for PM and 179 to 336 ms for ongoing task in RS group by the proposed method, Elbow and cross-validation methods, whereas it was 199 to 400 ms on both tasks in the prior study. This interval was 158 to 999 ms for PM and 339 to 999 ms for PM and 177 to 359 ms for ongoing task in Silhouette, Dunn, NbClust methods. Gap statistic, X-means select 262 to 999 ms for PM and 177 to 359 ms for ongoing task. Finally, Microstates analysis used modified K-means (Murray et al. 2008) selected time-window in 271 to 999 ms for PM and 167 to 322 ms for Ongoing task (i.e., for more detail information see Table 6).

**Performance Results for Real ERP Data**

The statistical power analysis for the main effect of two within-subject factors Task (PM and Ongoing), Electrode sites (O1, O2, and O3 for N300 and P3, Pz, and P4 for prospective positivity) and between-subject factor Group (RS and HC) and also interaction between Task and Group is reported in this section. Table 7.

---

### Table 6: Illustration of selected time-window in studied methods in the obtained optimal number of clusters.

This table gives the selected time-windows with proposed time-window selection method for namely Elbow, Cross-validation, Silhouette, Dunn, NbClust, Gap statistic and X-means in N300 and Prospective positivity and different groups (i.e., Remitted schizophrenia (RS) and Healthy controlled (HC)), two paradigms Prospective memory (PM) and ongoing activity.

| Method               | Time-window selection algorithm results for N300 and Prospective positivity |
|----------------------|---------------------------------------------------------------------------|
|                      | TWs for N300 | TWs for Prospective positivity |
|                      | RS | Ongoing | RS | Ongoing | RS | Ongoing | RS | Ongoing |
| Prior Study          | 190-400 | 190-400 | 190-400 | 246-1000 | 400 | 1000 | 400 | 1000 |
| Proposed method      |                |                  |                |                  |                |                  |                |
| Elbow                | 246-779 | 179-336 | 281-477 | 172-327 | 246-779 | 371 | 826 | 476 | 724 | 821 | 999 |
| Cross-validation     |                |                  |                |                  |                |                  |                |
| Silhouette           | 158-999 | 339 | 999 | 146-389 | 270 | 362 | 158 | 999 | 339 | 999 | 336 | 900 | 363 | 875 |
| Dunn                 |                |                  |                |                  |                |                  |                |
| NbClust              | 262-999 | 177-359 | 253-990 | 170 | 376 | 262 | 999 | 360 | 922 | 283 | 990 | 377 | 783 |
| Gap statistic        |                |                  |                |                  |                |                  |                |
| X-means              | 271-999 | 167-322 | 271-999 | 167-322 | 271 | 999 | 328 | 999 | 271 | 999 | 328 | 999 |
| Microstates method   |                |                  |                |                  |                |                  |                |
The summarized optimal number of clusters detection using different methods for PM experiment. This table gives an overview of statistical power analysis comparison results in N300 and Prospective positivity components. OPNC= Optimal number of clusters, NS= not significant.

| Method        | Criterion   | OPNC | Range |
|---------------|-------------|------|-------|
| Prior Study   | Subjective  | *    | -     |
| Proposed      | Inner similarity | 6   | 2-15  |
| Elbow         | Explained variance | 6   | 2-15  |
| Cross-validation | Stability   | 6    | 2-15  |
| Silhouette    | Objects Similarity | 3   | 2-15  |
| Dunn          | Distance from mean | 3   | 2-15  |
| NbClust       | 30 indices   | 3    | 2-15  |
| Gap statistic | within-group dispersion | 4   | 2-15  |
| X-means       | BIC value    | 4    | 2-15  |
| Microstate by Cross-validation | Stability | 6    | 2-15  |

| Task          | OPNC | Range |
|---------------|------|-------|
| Group         | p < 0.05 | F(1,227)=6.43 |
| Electrode     | p < 0.001 | F(2,227)=9.24 |
| Task x Group  | p < 0.001 | F(1,227)=29.40 |
| Group         | p < 0.01  | F(1,227)=25.34 |
| Electrode     | p < 0.01  | F(2,227)=11.40 |
| Task x Group  | p < 0.01  | F(1,227)=10.19 |

Table 7 illustrates the results of statistical analysis from various methods in real ERP. First of all, the main effect of Task type in prior study (F(1,227)=12.77, p < 0.005) and X-means methods (F(1,38)=9.21, p < 0.004) was significant in all the methods in N300 component. Also, the main effect of Group in prior study (F(1,38)=27.11, p < 0.001) was significant in all the methods in N300 component. The highest difference compared to all the other studied methods between two tasks waveform. Also, the main effect of Group in prior study (F(1,38)=9.21, p < 0.004) and X-means methods (F(1,38)=9.88, p < 0.005) indicates the highest difference compared to all the other studied methods in N300 component. The microstate analysis (F(1,38)=21.33, p < 0.004), NbClust, Dunn and Silhouette methods (F(1,38)=38.00, p < 0.001), Gap statistic (F(1,38)=38.00, p < 0.001), NbClust, Dunn and Silhouette methods (F(1,38)=7.548, p < 0.009) and (Microstate analysis (F(1,38)=9.22, p < 0.002). Gap statistic indicates the highest difference compared to all the other studied methods in N300 component. Also, p < 0.004,
was significant in all above studied methods, suggesting the prior study is detects higher significant difference between two groups, comparatively. Moreover, the main effect of Electrode sites in prior study (F(2,227)=3.30, p < 0.05), propose method, Elbow and Cross-validation(F(2,76)=3.00, p < 0.05), NbClust, Dunn and Silhouette (F(2,76)=3.30, p < 0.04) methods was significant unlike Gap statistic and X-means methods (F(2,76)=2.77, p < 0.07) and Microstates analysis (F(2,76)=2.83, p < 0.07). Finally, the interaction effect between Task and Group in the propose method, Elbow and Cross-validation (F(1,38)=8.41, p < 0.006), NbClust, Dunn and Silhouette (F(1,38)=38.00, p < 0.010), Microstates analysis (F(1,38)=12.25, p < 0.001) methods was significant opposite to prior study, Gap statistic and X-means methods (F(1,38)=1.471, p < 0.233).

According to statistical power analysis for prospective positivity component, the main effect of Task type in prior study (F(1,227)=250.61, p < 0.001), the propose method, Elbow and Cross-validation(F(1,38)=75.40, p < 0.0001), NbClust, Dunn and Silhouette methods (F(1,38)=233.89, p < 0.0001), Gap statistic and X-means methods(F(1,38)=286.34, p < 0.0001) and Microstates analysis (F(1,38)=13.05, p < 0.0001) was significant in all the methods. Also, the main effect of Group prior study (F(1,227)=4.62, p < 0.005) and propose method, Elbow and Cross-validation (F(1,38)=34.90, p < 0.0001) was significant which it was not significant in NbClust, Dunn and Silhouette (F(1,38)=0.15, p < 0.903), Gap statistic and X-means methods (F(1,38)=0.015, p < 0.902) and Microstates analysis (F(1,38)=1.88, p < 0.18). Moreover, the main effect of Electrode sites in prior study (F(2,227)=5.44, p < 0.01), the propose method, Elbow and Cross-validation (F(2,76)=3.54, p < 0.033), NbClust,

![Fig. 15 Different clustering method performance and contribution for consensus clustering.](image)

**a.** Mean inner-similarity for selected time-windows for N300 component. **b.** Mean inner-similarity for selected time-windows for P3 component. The multiple-clustering methods mean inner-similarity for selected time-windows reveals consistency and contribution of each clustering method in final consensus clustering results (blue bold line). KMS=k-means, HCL= Hierarchical clustering, FCM=Fuzzy C-means, SOM=self-organizing map, DFS=Diffusion map spectral clustering, CC=consensus clustering.
Dunn and Silhouette methods \((F(2,76)=6.81, p < 0.002)\), (Gap statistic and X-means methods \(F(2,76)=5.49, p < 0.006\)) and Microstates analysis \((F(2,76)=7.92, p < 0.0007)\) was significant in all methods. Importantly, the interaction effect between Task and Group in prior study \((F(1,227)=10.19, p < 0.01)\), the propose method, Elbow and Cross-validation \((F(1,38)=9.46, p < 0.003)\), NbClust, Dunn and Silhouette methods \((F(1,38)=6.096, p < 0.018)\) Gap statistic and X-means methods \((F(1,38)=11.292, p < 0.002)\) and using Microstates analysis \((F(1,38)=6.75, p < 0.01)\) was significant in all methods.

Aim to test the reliability of the statistical analyzing results, we also conducted 100 iterative calculations of statistical analysis to illustrate the stability of the proposed approach in real ERP data. Hence, the calculated mean \(p\)-value for analyzing the interested factors, namely, Group, Task, Electrode, and interaction between Task and Group in N300 and prospective positivity data are presented in Table 8.

- **Contribution of Individual Clustering Method for Real ERP Data**

Fig. 15 exhibits similar behavior of the mean of inner-similarities of the selected time-windows after many times running various clustering methods in all conditions/groups for N300 and prospective positivity components. In Fig. 15a, we observe that the mean inner-similarity of each individual clustering method and consensus clustering (i.e., indicated with bold light blue line) followed the similar behavior in N300 component for different groups/conditions. As we expected, the performance of studied clustering methods is close to the proposed consensus clustering method. This reveals that the heterogeneity between clustering methods synergistically supports the performance of consensus clustering results. Therefore, the consensus clustering performance in this criterion was not less than individual clustering methods. Likewise, Fig. 15b illustrates the similar behavior of studied clustering methods with the proposed consensus clustering method involving different groups/conditions. This can be attributed to the role of each individual clustering method in the proposed consensus clustering approach for real ERP data. Moreover, the mutual contribution between every two studied clustering methods is illustrated in Table 9. As can be seen from the table, the proposed method offered a fairly high contribution to real ERP data among other studied clustering methods. The consensus

### Table 8

Result of 100 iterative calculations for statistical power analysis for N300 and Prospective positivity STD value across all \(p\)-value results. STD= Standard error deviation across all iterations.

| Criteria   | Task | Group | Electrode | Task x Group |
|------------|------|-------|-----------|--------------|
| **N300**   |      |       |           |              |
| Mean \(p\)-value | 3.36E-02 | 1.88E-02 | 4.94E-02 | 2.64E-02 |
| STD        | 2.58E-01 | 4.73E-02 | 1.98E-02 | 4.19E-02 |
| **Prospective positivity** |      |       |           |              |
| Mean \(p\)-value | 3.88E-07 | 2.70E-03 | 2.65E-02 | 5.14E-02 |
| STD        | 0.00E+00 | 2.39E-02 | 1.28E-02 | 1.36E-01 |

### Table 9

The mutual contribution of clustering methods in real-related ERP data. Consensus=Consensus clustering, FCM=Fuzzy-C-means, SOM=Self-organizing map, DFS=Diffusion map spectral clustering.

| Clustering method | Consensus | K-means | Hierarchical | FCM | SOM | DFS |
|-------------------|-----------|---------|--------------|-----|-----|-----|
| Consensus         | -         | 0.762   | 0.770        | 0.769 | 0.766 | 0.748 |
| K-means           | -         | -       | 0.936        | 0.934 | 0.913 | 0.875 |
| Hierarchical      | -         | -       | -            | 0.998 | 0.935 | 0.886 |
| FCM               | -         | -       | -            | -    | 0.934 | 0.885 |
| SOM               | -         | -       | -            | -    | -    | 0.868 |
| DFS               | -         | -       | -            | -    | -    | -    |
clustering shared maximum mutual information with hierarchical clustering (0.770) and minimum mutual information with diffusion map spectral clustering (0.748) with an average of 0.763.

4. Discussion

This study aims to attain a better understanding of using consensus clustering to determine the optimal number of clusters for the objective prediction of the time window for an ERP of interest. The proposed method then assists to objectively measure the mean over amplitudes of the time window to represent the amplitude of an ERP for cognitive neuroscience (Luck 2014). It demonstrated that ERP analysis results can be affected by clustering the ERP data into a different number of clusters. The results revealed that by utilizing a proper number of clusters, the inner-similarity of topographies of the multiple time samples of the selected time window for extracting the ERP components of interest achieved in the acceptable threshold (i.e., higher than 0.95 in this study). More precisely, the inner-similarity of topographies of the multiple time samples of the found time-window was used as an important criterion for measuring the quality of isolated components and finding the optimal number of cluster maps for spatio-temporal ERP. To evaluate the performance of the proposed method, we utilized the new approach on the simulated ERP data generated by Berg’s Dipo software (Berg 2006). To make better sense of interpretation of obtained results compared to previous ERP findings (Chen et al. 2015), we also utilized real ERP data for evaluating and comparing the results of the new approach with conventional methods. As expected, the results of the proposed method on simulated and real ERP data revealed the reliability of obtaining the optimal number of clusters for spatio-temporal ERP.

Consequently, one should be aware that only the magnitudes of inner-similarity of candidate time-windows cannot be sufficient criterion for selecting the best time-window during the isolation of the component of interest. In other words, one may find a microstate map (cluster map) with the highest satisfaction of the inner-similarity, however, it may not be able to isolate the component of interest. This issue can be more confusing when the high resolution of cluster maps is employed for clustering (i.e., clustering with a higher number of clusters). As an example, to clarify this issue, in Fig. 4a, b the inner-similarity of the selected time window is extremely high after a specific number of clusters, e.g., 7 clusters and etc. This can mislead the researchers to select a higher number of clusters. As a result, many thin clusters might be generated by clustering, thus, the selected time-windows would not be able to properly represent the components of interest. Therefore, we considered two criteria for determining the best time-window: Firstly, we selected two high-ranked clusters according to the experimentally defined interval (i.e., by the experimenters) with the satisfactory threshold of the interval duration (i.e., minimum acceptable duration). This entails that the defined interval included only a few topographies which can represent the component of interest. Therefore, we set the threshold of 30 ms for selecting candidate clusters in simulated and real ERP data because, a reliable component has a reasonable duration in ERP in practice (Kappenman and Luck 2012). This can help to avoid noisy clusters or non-component clusters. Second, we calculated the overlap ratio with the defined interval by the experimenter for selecting outperformed time-windows.

The other critical issue in the consensus clustering is to perform a proper combination of clustering methods for ensembling task. Indeed, the main rationale of using consensus clustering technique is to provide the facility of combining the specific advantages of multiple clustering algorithms and reliability without decreasing the performance (Basel Abu-Jamous 2015; Liu et al. 2017a; Nguyen and Caruana 2007; Strehl and Ghosh 2003; Topchy et al. 2004; Vega-Pons and Ruiz-Shulcloper 2011). Therefore, it is necessary to consider the performance of the single clustering algorithms before employing it in an ensembling process. The weak clustering results might lead to unsatisfactory results and misinterpretations. In this study, we successfully applied the standard version of K-means, fuzzy C-means (FCM) (Dinov and Leech 2017), hierarchical clustering, modified K-means (Koenig et al. 2014; Michel and Koenig 2018; Murray et al. 2008; von Wegner
et al. 2018) which indicated that these clustering methods can be used for clustering spatio-temporal ERP. As a consequence, the self-organizing map (SOM) (Abu-Jamous et al. 2014) and diffusion map spectral clustering (already used in fMRI data processing) (Sipola et al. 2013b) is also useful for processing EEG/ERP data.

For the sake of demonstrating the contribution of each individual clustering method, we illustrate the mean inner-similarity of the selected time-windows for each clustering method in Fig. 8 and Fig. 15 for simulated and real ERP data, respectively. It is observable that, all clustering methods achieve similar performance regarding the inner-similarity criterion. Moreover, we have also tested the statistical power analysis in 100 runs. Table 4 represents the means $p$-value and standard error by $p$-values for 100 runs in simulated data for N2 and P3 components. Equally, the results from the mean $p$-value and standard error by $p$-values in the real experiment, N300, and prospective positivity components were shown in Table 8. This indicates that the results of statistical power analysis for two ERP data are fairly reliable due to the application of the proposed method many times. Interestingly, the results in Table 5 and Table 9 reveal that various clustering methods mutually provide the ensemble of the clusterings results. Therefore, our finding suggests an efficient method to investigate the ensemble of standard clustering methods to a suitable combination for spatio-temporal ERP analysis.

Technically the important parameters for a brain response such as; the starting time point, the ending time point, and duration of a response can be explained with the ERP microstate map concept (Lehmann et al. 1987). The microstates represent dynamic changes in topographies of the averaged ERP waveform, continuously in a spatial resolution (Lehmann et al. 2009) and the single-trial EEG waveform for extracting the interesting components (Khanna et al. 2015; Tzovara et al. 2012). Reliability and success of the proposed method can also be discussed by the fact that the microstates analyzing methods (Brunet et al. 2011; Koenig et al. 2014; Michel and Koenig 2017; Michel and Koenig 2018; Murray et al. 2008; Pascual-Marqui 2002) are complementary to our approach in terms of isolating the components of interest in both ERPs. We consider the interdependent behavior of these methods by two aspects: Firstly, the predicted time-windows with proposed time-window selection algorithm for both methods (i.e., the proposed approach and microstates analysis method) yielded the similar outcome in both real and simulated ERP data as shown in Table 2 and Table 6. The microstates analysis is compatible with the proposed method in terms of predicted time-windows for N2 and P3 components in simulated ERP data, for example, the isolated P3 component is detected with 284 to 334 ms by the proposed method that is 264 to 348 ms with microstates analysis (Table 2). Table 6 reveals that the N300 component has been predicted by 246 to 779 ms post-stimulus by the proposed approach where it was 271 to 999 ms by microstates analysis method in RS group and PM task. The selected time-windows were similar in RS group and Ongoing task for the proposed method and microstates analysis i.e., 179 to 336 ms and 167 to 322 ms, respectively. Likewise, we found the similar time-windows for proposed method and microstates analysis methods in HC group and two tasks (i.e. see Table 6). Furthermore, in predicting prospective positivity, the time-windows for selected microstate maps are similar to each other for RS in both PM and ongoing tasks for the proposed method and microstates analysis. However, those intervals are not complementary for HC in both PM and ongoing tasks. Practically, this issue is normal when the different number of clusters are used in various methods to predict the time-window in the same dataset. The essential difference between two methods is that the microstates analysis assigns the microstates to predetermine constant maps which cannot be always a reliable choice when dealing with different datasets. In contrast, the proposed approach uses a data-driven approach to find the proper number of clusters regarding the characteristics of the datasets. Since there are always overlapped components included in the real data, clustering for isolating several components is not always reasonable (Keil et al. 2014). Therefore, further work is required to check that the combination of both methods for analyzing a few components could be beneficial and comprehensive.
Secondly, Table 3 and Table 7 exhibit that the proposed method detected the significant main effect in \textit{Task}, \textit{Electrode} and in the interaction between \textit{Task} and \textit{Electrode} factors in simulated ERP data respect N2 and P3 components detection. Similarly, other studied methods in Table 3 achieved a suitable performance for those factors. On the other hand, the proposed method also detected the significant main effect of \textit{Task} and \textit{Electrode} for both components of interest (i.e. N300 and prospective positivity) in real ERP (Table 7). Interestingly, we also found the significant main effect of \textit{Group} and interaction between \textit{Task} and \textit{Group} in both components of interest. Comparison with other methods (i.e. especially microstates analysis), the proposed method outperforms conventional methods in detecting the significant difference in studied factors. It is worthwhile mentioning that in some of the factors the proposed method \textit{p}-value does not achieve the best choice among the other methods. However, unlike our method, the other methods have failed to detect the difference for \textit{Electrode}, the interaction between \textit{Task} and \textit{Group} in N300 and for \textit{Group} in prospective positivity.

In summary, our results in this study extend previous research findings of cluster analysis on EEG/ERP in terms of using consensus clustering technique and the optimal number of clusters detection. Besides, the proposed approach could be welcomed to be used in ERP due to two main reasons: Firstly, analyzing spatio-temporal ERP by focusing on few reasonable components of interest instead of fitting microstates to predetermined microstate maps which have been discussed by Michel et al., (Michel and Koenig 2018). Secondly, despite conventional methods, which have used a single clustering method (Charrad et al. 2014; Kaufman and Rousseuw 1987; Lleti et al. 2004), the proposed method utilizes a powerful cluster ensembling to represent neurophysiologically interpretable components of interest in data. Finally, this study demonstrates a soft combination of neuroscience and machine learning in terms of designing a data-driven based solution for ERP analyzing. As a consequence, in line with numerous significant studies which have investigated segmentation of EEG/ERP with different clustering algorithms (Brunet et al. 2011; Dinov and Leech 2017; Khanna et al. 2015; Koenig et al. 2014; Lehmann 1989; Lehmann 1990; Michel and Koenig 2017; Michel and Koenig 2018; Murray et al. 2008; Pascualmarqui et al. 1995; Ruggeri et al. 2019; von Wegner et al. 2018), the proposed method is appropriate for single-trial EEG because the runs can be considered as the number of trials for each condition/group or in multi-dimensional analysis. Therefore, selecting the number of reliable microstate maps for single-trial EEG can be investigated with the proposed approach. This can be considered in more dimensions and detail analysis to investigate the complexity of processing EEG/ERP. In order to provide the access to the new methodology, a toolbox has been developed under MATLAB platform named OptNC\_ERP toolbox (Mahini and Cong 2019) available on simulated ERP data (i.e. unpublished data), which can be used beside EEGLAB (Delorme and Makeig 2004).

5. Conclusions and Outlook

This study exhibited the successfully utilizing consensus clustering on spatio-temporal event-related potentials (ERPs) for predicting the most suitable time-window for the component of interest. Our results revealed that, studied various standard clustering methods, namely, K-means, hierarchical clustering, fuzzy C-means (FCM), self-organizing map (SOM) and diffusion map spectral clustering can be successfully combined in a synergistic cluster ensemble manner for extracting the interesting microstate map which can isolate the component of interest. We investigated the dynamic properties of ERP microstate maps (i.e. special correlation of microstates sequences) and temporal properties (i.e. start, end, and duration) to predict measurement time-window for an ERP. The new procedure thus seems to improve the statistical power analysis results by detecting the most suitable time-windows in conditions/groups. Indeed, the new approach discovers a reliable and fairly stable brain response based on real topography state analyzing. We would, therefore, finish by declaring that the results might furthermore offer a starting to the deep research on electroencephalogram (EEG) as a rich source of information and true neuroimaging method (Biasiucci et al. 2019; Michel and Brunet 2019; Michel and Murray
2012). We, therefore, believe that the EEG neuroimaging method can be studied via consensus clustering in numerous dimensions to achieve useful results in cognitive neuroscience studies.
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