ATTRACTOR INVARIANTS, BRANE TILINGS AND CRYSTALS

SERGEY MOZGOVOY AND BORIS PIOLINE

Abstract. Supersymmetric D-brane bound states on a Calabi-Yau threefold \( \mathcal{X} \) are counted by generalized Donaldson-Thomas invariants \( \Omega_Z(\gamma) \), depending on a Chern character (or electromagnetic charge) \( \gamma \in H^*(\mathcal{X}) \) and a stability condition (or central charge) \( Z \). Attractor invariants \( \Omega_+^*(\gamma) \) are special instances of DT invariants, where \( Z \) is the attractor stability condition \( Z_\gamma \) (a generic perturbation of self-stability), from which DT invariants for any other stability condition can be deduced. While difficult to compute in general, these invariants become tractable when \( \mathcal{X} \) is a crepant resolution of a singular toric Calabi-Yau threefold associated to a brane tiling, and hence to a quiver with potential. We survey some known results and conjectures about framed and unframed refined DT invariants in this context, and compute attractor invariants explicitly for a variety of toric Calabi-Yau threefolds, in particular when \( \mathcal{X} \) is the total space of the canonical bundle of a smooth projective surface, or when \( \mathcal{X} \) is a crepant resolution of \( \mathbb{C}^3/G \). We check that in all these cases, \( \Omega_+^*(\gamma) = 0 \) unless \( \gamma \) is the dimension vector of a simple representation or belongs to the kernel of the skew-symmetrized Euler form. Based on computations in small dimensions, we predict the values of all attractor invariants, thus potentially solving the problem of counting DT invariants of these threefolds in all stability chambers. We also compute the non-commutative refined DT invariants and verify that they agree with the counting of molten crystals in the unrefined limit.
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1. Introduction and Summary

Elucidating the microscopic origin of the entropy of black holes is a key objective of any putative theory of quantum gravity. String theory reached this milestone about 25 years ago, with the first quantitative description of the micro-states of BPS black holes (those black holes preserving a fraction of the supersymmetry of the vacuum), as supersymmetric bound states of D-branes wrapped around various cycles of the internal Calabi-Yau (CY) three-fold $X$ [98]. The indices counting (with sign) BPS bound states of arbitrary D-brane charge $\gamma \in H^*(X)$ were soon determined exactly for $X = T^6$, $X = K3 \times T^2$ or orbifolds thereof preserving at least 16 supercharges (see e.g. [96] for a review). Despite some early successes, determining the exact BPS indices for a genuine CY3-fold with SU(3) holonomy, hence preserving 8 supercharges, is still an open problem, except for very special charges $\gamma$. Our goal in this article is to review recent progress in the case of non-compact threefolds, and provide some support for recent conjectures on the BPS indices for local Fano surfaces in the so-called ‘attractor’ or ‘self-stability’ chamber [16].

Mathematically, this physics problem amounts to computing the generalized Donaldson-Thomas (DT) invariants $\Omega_Z(\gamma)$ for arbitrary $\gamma \in H^*(X)$ and central charge $Z \in S(X)$ in the space of Bridgeland stability conditions (or rather, its poorly understood subspace $\mathcal{M}(X) \subset S(X)$ spanned by string theory moduli) [35, 65, 23, 8]. Informally, $\Omega_Z(\gamma)$ is the weighted Euler characteristic of the moduli space of semistable objects with Chern character $\gamma$ in the bounded derived category of coherent sheaves $D^b(\text{coh } X)$. It is notoriously hard to calculate in general, except when $\gamma$ describes a rank-one coherent sheaf on $X$ (a D6-brane in physics parlance) and $Z$ is the large volume central charge, in which case $\Omega_Z(\gamma)$ reduces to the usual Donaldson-Thomas invariant [100], computable from the Gromov-Witten invariants of $X$ [80]. Furthermore, physicists are often not content knowing $\Omega_Z(\gamma)$, but would also like to know its refined (or motivic) version $\Omega_Z(\gamma, y)$, which counts BPS states weighted by their angular momentum in 3 dimensions [34, 46]. The latter is known for the Hilbert scheme of $n$ points (corresponding to
bound states of a single D6-brane with \( n \) D0-branes) on an arbitrary \( X \) [18], but hard to define for general compact CY3-folds and D-brane charges [66].

For a non-compact CY3-fold, the derived category \( D^b(\text{coh} \ X) \) of (compactly supported) coherent sheaves becomes more tractable, being equivalent to the bounded derived category of quiver representations \( D^b(Q,W) \) for a certain quiver with potential \( (Q,W) \), the vertices correspond to a tilting sequence of line bundles on \( X \) (or in physics parlance, a set of ‘fractional branes’). When \( X \) is toric (i.e. has a \((\mathbb{C}^\times)^3\)-action), \( (Q,W) \) can be more directly obtained from a brane tiling [45, 52, 88]. It is convenient to associate to \( Z \) a vector of stability parameters \( \theta \), known in physics as Fayet-Iliopoulos (FI) parameters. The DT invariants \( \Omega_{\theta}(\gamma) = \Omega_{Z}(\gamma) \), along with their refined version \( \Omega_{\theta}(\gamma, y) = \Omega_{Z}(\gamma, y) \), can in principle be computed using representation theory techniques, but the presence of a potential \( W \) (called superpotential by physicists) greatly complicates the matter. The framing induced by the presence of a non-compact D-brane (e.g. a D6-brane wrapped on \( X \)) can be used to overcome these difficulties [99].

In general, the generalized DT invariant \( \Omega_{\theta}(\gamma) \) or its refined version depend sensitively on the stability parameter \( \theta \), their jumps across walls of marginal stability in \( S(X) \) being governed by a universal wall-crossing formula [66]. A notable exception is the case of small crepant resolutions (sometimes known as ‘local curves’), where the (unframed) quiver is symmetric and the skew-symmetrized Euler form \( \langle -, - \rangle \) (defined in (3.2) below, and also known as the Dirac-Schwinger-Zwanziger pairing) vanishes, so that DT invariants are independent of \( \theta \) (indeed, they count D2-D0 brane bound states, which are generally free from wall-crossing and equal to Gopakumar-Vafa invariants). The framed indices counting D6-D2-D0 branes do depend on the stability parameters \( (\theta, \theta_{\infty}) \), where \( \theta_{\infty} \) is the FI parameter for the framing vertex, but they vanish in a particular chamber and can be deduced elsewhere by the semi-primitive wall-crossing formula [32, 34, 86], a special case of [66]. In the non-commutative (NC) chamber, obtained by crossing through all the walls associated to D2-D0 bound states (see e.g. Figure 7 for the resolved conifold), they have a simple combinatorial interpretation as counting ‘molten crystals’ in a certain ‘classical crystal’ associated to the brane tiling [91, 58, 99, 88, 92, 2, 40], or equivalently, dimer configurations on the brane tiling itself [88]. In the large volume chamber, obtained by crossing only those rays with negative D0-brane charge, they instead reproduce the usual DT invariants computed by the (refined) topological vertex [1, 57]. Motivic DT invariants for small crepant resolutions have been computed for arbitrary charge and stability condition in a series of mathematical works [18, 82, 85, 83, 89], as we shall review below.

In contrast, for non-compact CY3-folds admitting compact divisors, such as the total space of the canonical bundle \( K_S \) of a complex projective surface \( S \) (sometimes called ‘local surface’), the unframed quiver is not symmetric, and the unframed indices \( \Omega_{\theta}(\gamma) \) counting D4-D2-D0 bound states have a complicated dependence on the stability parameter \( \theta \). One mathematically natural stability condition is the ‘trivial stability’, where any quiver representation is considered to be semistable, but the corresponding moduli space is badly singular and its physical interpretation obscure. Another natural stability condition for the framed quiver is the NC chamber, where unrefined invariants can be computed by counting molten crystal or dimer configurations, just as for small crepant resolutions. Unfortunately, computing the refined invariants in this approach appears to be difficult.

Physics instead suggests a stability condition \( Z_{\gamma} \) known as the ‘attractor point’, which corresponds to the string moduli reached at the horizon of a spherically symmetric black hole with charge \( \gamma \) [43]. Its key feature is that, in a neighborhood of \( Z_{\gamma} \) in \( \mathcal{M}(X) \), only single-centered black holes (and potentially, special multi-centered configurations known as ‘scaling solutions’
[19]) contribute to the index. Mathematically, $Z_\gamma$ corresponds to a generic perturbation $\theta_\gamma$ of the self-stability parameter $\langle -, \gamma \rangle$ for quiver representations [24, 5, 16]. Following [16], we define the attractor invariants (or attractor indices) as $\Omega_\ast(\gamma, y) = \Omega_{\theta_\gamma}(\gamma, y)$. These attractor invariants are closely related to the notion of initial data in the theory of wall-crossing structures and scattering diagrams [67, 51, 24], which we use to show that $\Omega_{\theta_\gamma}(\gamma, y)$ is independent of the choice of perturbation. Provided the attractor indices $\Omega_\ast(\gamma, y)$ can be determined for all dimension vectors $\gamma$, then the DT invariants $\Omega_{\theta}(\gamma, y)$, for any stability parameter $\theta$, can be computed by applying the wall-crossing formula repeatedly, or more efficiently by using the attractor flow tree formula [31, 72, 5].

In [16], based on the study of D4-D2-D0 indices on $K_S$ and their relation to Vafa-Witten invariants of the surface $S$, it was conjectured that the attractor indices $\Omega_\ast(\gamma, y)$ for quivers $(Q, W)$ associated to local Fano surfaces have a very simple structure:

**Conjecture 1.1.** $\Omega_\ast(\gamma, y)$ vanishes unless $\gamma$ is associated to a simple representation of $Q$, or $\gamma$ lies in the kernel of the skew-symmetrized Euler form, that is $\langle \gamma, - \rangle = 0$;

**Conjecture 1.2.** If $\gamma$ is not associated to a simple representation of $Q$, then $\Omega_\ast(\gamma, y)$ vanishes unless $\gamma$ is a multiple of the dimension vector $\delta = (1, 1, \ldots, 1)$ associated to a single D0-brane.

Note that Conjecture 1.2 is stronger than Conjecture 1.1, since $\langle -, - \rangle$ has rank 2 for local surfaces and therefore has a large kernel, including the special vector $\delta$. Both conjectures were supported by an analysis of the expected dimension of the moduli space of quiver representations in the attractor chamber, and by the fact that the indices $\Omega_{\theta}(\gamma, y)$ in suitable chambers agree with known results for Vafa-Witten invariants on Fano surfaces. If correct, these conjectures open a path to compute refined invariants in any chamber, in particular framed DT invariants in the NC chamber.

In this work, after reviewing the results quoted above in more detail, we shall provide additional support for Conjecture 1.1, and refine it as follows:

i) For $X = K_S$ with $S$ one of the toric Fano surfaces $\mathbb{P}^2, F_0, dP_1, dP_2$, we compute the attractor indices $\Omega_\ast(\gamma, y)$ rigorously, for low values of $\gamma$. Our method is to first evaluate DT invariants for trivial stability, by extending the ‘double dimensional reduction’ method of [82], and then to apply the Joyce-Reineke formula to reach the attractor point; we find that both Conjectures 1.1 and 1.2 are corroborated. The same holds for some cases with more than one compact divisor, such as $Y_{3,2}$ and a crepant resolution of $C^3/Z_5$.

ii) More generally, for almost Fano surfaces such as $F_2$ or $PdP_2$, or for crepant resolutions of the orbifold $C^3/Z_r$, where $Z_r$ acts by

$$1 \mapsto \text{diag}(\omega, \omega^k, \omega^{-k-1}), \quad \omega = e^{2\pi i/r},$$

for some $0 \leq k < r/2$, we find that Conjecture 1.1 is corroborated, while Conjecture 1.2 fails when the quiver has cycles which do not pass through all the vertices.

iii) In all considered cases, we find that the invariant $\Omega_{\theta}(n\delta, y)$ corresponding to $n$ D0-branes is independent of a stability parameter $\theta$ (provided the latter is generic) and of the integer $n \geq 1$, and is given by

$$\Omega_\ast(n\delta, y) = \Omega_{\theta}(n\delta, y) = -(y^3 + (i + b - 3)y + iy^{-1}),$$

where $i$ and $b$ are the numbers of internal and boundary lattice points in the toric diagram of $X$. Comparing with the virtual Poincaré polynomial $P(X; y)$, defined for any algebraic variety in §2.5 and computed for any toric CY3-fold in Lemma 4.2, we see that
agrees with the motivic invariant $(-y)^{-3}P(\mathcal{X}; y)$. This statement can be deduced from the results of [18] on the Hilbert scheme of $n$ points on $\mathcal{X}$ (see Remark 5.2). For other dimension vectors $\gamma$ such that $\langle \gamma, - \rangle = 0$, corresponding to $D2$-$D0$ brane bound states wrapped on an exceptional curve, the index turns out to be either $0$ or $-y$.

ii) We verify these results by computing the framed DT invariants in the NC chamber using the attractor tree formula (or the Joyce-Reineke wall-crossing formula), and comparing against the unrefined DT invariants obtained by counting molten crystals.

While we are not able to prove these conjectures yet, we note that for $\mathcal{X} = K_{\mathbb{P}^2}$, the vanishing of attractor invariants for dimension vectors outside the kernel of $\langle -, - \rangle$ is closely related to the scattering diagram construction in [22]. We also note that some of the invariants above have been computed independently using exponential network techniques [13, 15, 14], and agree with our results in the unrefined limit.

From the physics viewpoint, we find it remarkable that the full BPS spectrum of $D4$-$D2$-$D0$ bound states along with their framed analogues can be reconstructed from such simple data. In particular, it shows that all such BPS states behave similarly to multi-centered black hole bound states, even though gravity is decoupled and none of the constituents carries enough entropy to form a black hole. An interesting question is to further separate the attractor index $\Omega^*(\gamma)$ into a single-centered invariant $\Omega_S(\gamma)$ (also known as pure Higgs index) from additional contributions from ‘multi-centered scaling solutions’ [19, 69, 74]. A preliminary analysis using the Coulomb branch formula (see [78] and references therein) suggests that for $D0$-branes on $\mathcal{X}$,

$\Omega_S(n\delta, y) = \Omega^*(n\delta, y) + i(y + 1/y) = -y^3 - (b - 3)y$

which depends only on the number $b$ of boundary points in the toric diagram. Note that $i = 0$ for small crepant resolutions, where $\Omega^*(\gamma, y)$ and $\Omega_S(\gamma, y)$ necessarily coincide for any $\gamma$ due to the vanishing of $\langle -, - \rangle$.

Finally, we note that for most dimension vectors, the motivic DT invariants fail to be invariant under $y \mapsto 1/y$. This failure can be traced to the $D0$-brane invariants $\Omega^*(n\delta, y)$ in (1.1) (and $D2$-$D0$ branes on exceptional curves when applicable), and is a consequence of the fact that Poincaré duality does not hold for cohomology with compact support on a non-compact algebraic variety. Physically, the relevant index should count $L^2$-normalizable bound states, and therefore the $L^2$-cohomology of $\mathcal{X}$ and related quiver moduli spaces [103, 97]. It is natural to speculate that this count can be obtained by retaining the common terms in $\Omega^*(\gamma, y)$ and $\Omega^*(\gamma, 1/y)$ as argued in [70, 39]. If so, it would follow from (1.2) that the $L^2$-analogue of $\Omega^*(n\delta, y)$ vanishes, and that the $L^2$-analogue of $\Omega^*_S(n\delta, y)$ equals $-i(y + 1/y)$, where $i$ is the rank of the gauge group in M-theory compactified on $\mathcal{X}$, as suggested in [39, §5.1]. The independence on $n$ is of course the basic property which allows to view $D0$-branes as Kaluza-Klein gravitons in M-theory [102].

The remainder of this article is organized as follows. In §2 we recall basic definitions and properties of DT invariants for quivers with relations, and the relation between framed and unframed invariants for symmetric quivers. In §3 we extend these relations to non-symmetric quivers using wall-crossing formulae, introduce the notion of attractor invariants, and present one version of the attractor tree formula. In §4 we review the relation between brane tilings and quivers with potential for singular CY 3-folds, and the relation between molten crystals and non-commutative DT invariants. In §5 we survey some known results about motivic DT invariants for small crepant resolutions, i.e. toric CY 3-folds without compact divisors. Finally, in §6 we present a method for computing motivic DT invariants for local toric CY 3-folds with
compact divisors, and apply it to compute attractor indices in a variety of examples, collecting evidence for the conjectures mentioned earlier.
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2. INVARIANTS OF QUIVERS WITH POTENTIALS

In this section we review basic facts about representations of quivers with potential, and the relations between framed and unframed, numerical and motivic Donaldson-Thomas invariants.

2.1. Jacobian algebras of quivers with potentials. Let \( Q = (Q_0, Q_1, s, t) \) be a quiver with the set of vertices \( Q_0 \), the set of arrows \( Q_1 \), and with \( s: Q_1 \to Q_0 \) and \( t: Q_1 \to Q_0 \) being the source and target of the arrows. The paths in \( Q \) form a basis of the path algebra \( CQ \), with the composition defined by concatenation of paths. We define the source and target of a path \( p = a_n \ldots a_1 \) to be \( s(a_1) \) and \( t(a_n) \), respectively. The path \( p \) is called a cycle if \( t(p) = s(p) \).

We define the (cyclic) derivative of \( p \) with respect to \( a \in Q_1 \) to be

\[
\frac{\partial p}{\partial a} = \sum_{a_i = a} a_{i+1} \ldots a_na_1 \ldots a_{i-1}.
\]

A quiver with potential is a pair \((Q,W)\), where \( W \) is a linear combination of cycles in \( Q \). We denote by \( Q_2 \) the set of cycles contributing to \( W \). We define the derivative \( \frac{\partial W}{\partial a} \) of \( W \) with respect to \( a \in Q_1 \) by linearity. Define the Jacobian algebra

\[
J = J(Q, W) = \mathbb{C}Q / (\partial W/\partial a : a \in Q_1).
\]

Example 2.1. Let \((Q,W)\) be the quiver with one vertex, 3 loops \( x, y, z \), and potential \( W = xyz - xzy \):

```
    x
   /|
  / \
 y-1-z
```

Then

\[
\frac{\partial W}{\partial z} = xy - yx = [x, y]
\]

and similarly for other derivatives. The path algebra \( \mathbb{C}Q \) is the free algebra \( \mathbb{C}\langle x, y, z \rangle \) having non-commuting generators \( x, y, z \), while the Jacobian algebra \( J(Q, W) \) is the polynomial algebra \( \mathbb{C}[x, y, z] \). Note that this algebra is a coordinate ring of a CY3-fold \( \mathbb{C}^3 \). Usually our Jacobian algebras will be non-commutative, although they will still correspond to some CY3-fold.

Define a cut of \((Q,W)\) to be a subset \( I \subset Q_1 \) such that every nonzero term of \( W \) contains exactly one arrow from \( I \). Given a cut, we define a ‘partial’ Jacobian algebra

\[
J_I = J_I(Q, W) = \mathbb{C}Q'/(\partial W/\partial a : a \in I), \quad Q' = (Q_0, Q_1 \backslash I).
\]

There is a natural monomorphism and a natural epimorphism of algebras

\[
i: J_I \hookrightarrow J, \quad p: J \twoheadrightarrow J_I
\]

such that \( pi = 1 \).
Example 2.2. Let \((Q,W)\) be as in Example 2.1 and let \(I = \{z\}\). Then \(J = \mathbb{C}[x,y,z] \) and \(J_1 = \mathbb{C}[x,y]\). The monomorphism \(i: J_1 = \mathbb{C}[x,y] \hookrightarrow J = \mathbb{C}[x,y,z] \) corresponds to the projection \(\mathbb{C}^3 \to \mathbb{C}^2\), \((x,y,z) \mapsto (x,y)\) and the epimorphism \(p: J \to J_1 \) corresponds to the inclusion \(\mathbb{C}^2 \to \mathbb{C}^3\), \((x,y) \mapsto (x,y,0)\).

2.2. Stability conditions. A \(Q\)-representation is a tuple \((\mathcal{M}_i)_{i \in Q_0}, (\mathcal{M}_a)_{a \in Q_1}\) such that \(\mathcal{M}_i\) is a finite-dimensional vector space for \(i \in Q_0\) and \(\mathcal{M}_a: \mathcal{M}_i \to \mathcal{M}_j\) is a linear map for all arrows \(a: i \to j\) in \(Q\). Given a representation \(\mathcal{M} \) of \(Q\), we define its dimension vector

\[
\dim \mathcal{M} = (\dim \mathcal{M}_i)_{i \in Q_0} \in \mathbb{N}^{Q_0}, \quad N = \mathbb{Z}_{\geq 0}.
\]

Define a stability function (or a central charge) to be a linear map

\[
\mathcal{Z}: \mathbb{Z}^{Q_0} \to \mathbb{C}
\]

such that, for all canonical basis vectors \(e_i \in \mathbb{N}^{Q_0}\),

\[
\mathcal{Z}(e_i) \in \mathcal{H} = \{ r e^{\pi i \phi} \mid r > 0, \phi \in (0, 1) \} \quad \forall i \in Q_0.
\]

We will often write \(\mathcal{Z}(\mathcal{M}) = \mathcal{Z}(\dim \mathcal{M})\) for a representation \(\mathcal{M}\). For any \(0 \neq z \in \mathbb{C}\), let \(\text{Arg} z\) be the unique \(\phi \in (-\pi, \pi]\) such that \(z \in \mathbb{R}_{>0} e^{\phi i}\). For any nonzero representation \(\mathcal{M}\), define its phase to be

\[
\phi(\mathcal{M}) = \frac{1}{\pi} \text{Arg} \mathcal{Z}(\mathcal{M}) \in (0, 1].
\]

A representation \(\mathcal{M}\) is called \(\mathcal{Z}\)-semistable if, for any subrepresentation \(0 \neq N \subset M\), we have

\[
\phi(N) \leq \phi(M).
\]

Remark 2.3. Let us relate the above definition of a stability function to the notion of a stability condition on a triangulated category [23]. A Bridgeland stability condition on a triangulated category \(\mathcal{D}\) is a pair \(z = (\mathcal{Z}, \mathcal{A})\), where \(\mathcal{A}\) is the heart of a bounded \(t\)-structure on \(\mathcal{D}\) (the corresponding \(t\)-structure \(\mathcal{D}^\leq 0 \subset \mathcal{D}\) is uniquely determined by \(\mathcal{A}\) as the extension-closed subcategory generated by \(\mathcal{A}[n]\) for \(n \geq 0\) and \(\mathcal{Z}: K(\mathcal{A}) \to \mathbb{C}\) is a linear map such that \(\mathcal{Z}(\mathcal{F}) \in \mathcal{H}\) for all \(0 \neq \mathcal{F} \in \mathcal{A}\) and \(\mathcal{Z}\) satisfies the Harder-Narasimhan (HN) property [23].

In our earlier discussion the required abelian category is the category of representations \(\mathcal{A} = \text{Rep} Q\) (and \(\mathcal{D} = D^b(\mathcal{A})\)). The required linear map is the composition \(K(\mathcal{A}) \xrightarrow{\dim} \mathbb{Z}^{Q_0} \xrightarrow{\mathcal{Z}} \mathbb{C}\).

We can formulate the above semistability condition using slopes as follows. Let us decompose

\[
\mathcal{Z} = -\theta + i\rho, \quad \theta, \rho: \mathbb{Z}^{Q_0} \to \mathbb{R}.
\]

where \(\theta, \rho\) are real-valued linear forms. As before, we will write \(\theta(M) = \theta(\dim \mathcal{M})\), \(\rho(M) = \rho(\dim \mathcal{M})\). For any non-zero representation \(\mathcal{M}\), define its slope

\[
\mu(M) = \frac{\theta(M)}{\rho(M)} = -\frac{\text{Re} \mathcal{Z}(\mathcal{M})}{\text{Im} \mathcal{Z}(\mathcal{M})} \in (-\infty, +\infty].
\]

Then

\[
\phi(N) \leq \phi(M) \iff \mu(N) \leq \mu(M)
\]

and we can use the latter condition to test semistability. We can change the stability function without changing the stability condition by considering

\[
\mathcal{Z}' = \mathcal{Z} - c\rho = - (\theta + c\rho) + i\rho, \quad c \in \mathbb{R}.
\]

In particular, assume that we have a representation \(\mathcal{M}\) with \(\rho(M) \neq 0\). Then \(\theta' = \theta - \frac{\theta(M)}{\rho(M)}\rho\) satisfies \(\theta'(M) = 0\). Therefore \(\mathcal{M}\) is semistable if and only if, for any subrepresentation \(N \subset \mathcal{M}\), we have \(\theta'(N) \leq 0\). The elements \(\theta \in \text{Hom}(\mathbb{Z}^{Q_0}, \mathbb{R}) \simeq \mathbb{R}^{Q_0}\) are sometimes called Fayet-Iliopoulos
parameters or weights (note that \( \mathbb{Z}^{Q_0} \) can be interpreted as the root lattice of the root system associated with \( Q \)). A representation \( M \) is called \( \theta \)-semistable if \( \theta(M) = 0 \) and, for any subrepresentation \( N \subset M \), we have
\[
\theta(N) \leq 0.
\]
We similarly define \( \theta \)-semistable representations of the Jacobian algebra. Note that the condition of \( \theta \)-semistability becomes trivial for \( \theta = 0 \).

2.3. Moduli spaces of representations. Given \( d \in \mathbb{N}^{Q_0} \), define the space of representations
\[
R(Q, d) = \bigoplus_{a: i \to j} \text{Hom}(\mathbb{C}^{d_i}, \mathbb{C}^{d_j}).
\]
It is equipped with an action of the group \( G_d = \prod_i \text{GL}_{d_i}(\mathbb{C}) \) (in physics, the complexified gauge group) so that the orbits correspond to isomorphism classes of representations having dimension vector \( d \).

Let \( R(J, d) \subset R(Q, d) \) be the closed subvariety of representations of the Jacobian algebra \( J = J(Q, W) \), i.e. of representations satisfying \( \partial W/\partial a = 0 \) for all \( a \in Q_1 \). This subvariety is also equipped with an action of the group \( G_d \). We can interpret \( R(J, d) \) as a critical locus of a map on \( R(Q, d) \) as follows. For any representation \( M \in R(Q, d) \) and any cycle \( p = a_n \ldots a_1 \), define
\[
\text{tr}(p|M) = \text{tr}(M_{a_n} \ldots M_{a_1})
\]
and define \( \text{tr}(W|M) \) by linearity.

**Lemma 2.4** (See e.g. [95]). Consider the map
\[
\omega_d = \text{tr}(W|\cdot) : R(Q, d) \to \mathbb{C}, \quad M \mapsto \text{tr}(W|M).
\]
Then \( R(J, d) = \text{crit} \, \omega_d \).

For any weight \( \theta \in \mathbb{R}^{Q_0} \) such that \( \theta \cdot d = 0 \), let
\[
R^\theta(Q, d) \subset R(Q, d), \quad R^\theta(J, d) \subset R(J, d)
\]
be open subsets of \( \theta \)-semistable representations. We consider moduli spaces
\[
M^\theta(Q, d) = R^\theta(Q, d)/G_d, \quad M^\theta(J, d) = R^\theta(J, d)/G_d,
\]
where \( / \) denotes the good quotient [56, §4.2], and moduli stacks
\[
M^\theta(Q, d) = [R^\theta(Q, d)/G_d], \quad M^\theta(J, d) = [R^\theta(J, d)/G_d].
\]
For \( \theta = 0 \) (trivial stability), we have \( R(J, d) = R^0(J, d) \) and we define
\[
M(J, d) = M^0(J, d), \quad M(J, d) = M^0(J, d).
\]
Similarly, we define \( R^2(J, d), M^2(J, d) \) and \( M^2(J, d) \), for any stability function \( Z \) using \( \theta \)-semistability for \( \theta \) given by the decomposition (2.10).
2.4. NCDT and other numerical framed invariants. Given a vector $f \in \mathbb{N}^{Q_0}$ (which we will call a framing vector), define a framed representation of $Q$ to be a representation $M$ of $Q$ equipped with an element
\begin{equation}
(2.22) \quad s \in \bigoplus_{i \in Q_0} \text{Hom}(\mathbb{C}^{f_i}, M_i) \simeq \text{Hom}(P, M), \quad P = \bigoplus_{i \in Q_0} P_i^{e_i},
\end{equation}
where $P_i$ is the indecomposable projective representation corresponding to a vertex $i \in Q_0$. We can interpret a framed representation as a representation of a different quiver as follows. Define a quiver $Q^f$, called a framed quiver, to be a quiver obtained from $Q$ by adding one vertex labelled by $\infty$ and $f_i$ arrows $\infty \to i$, for all $i \in Q_0$. Then a framed representation of $Q$ can be identified with a representation $M^f = (M, M_\infty, s)$ of $Q^f$ such that $\text{dim } M_\infty = 1$. Physically, the framing vertex corresponds to an infinitely heavy source, also known as defect, as we discuss in §4.2. This motivates the label $\infty$ for the framing vertex.

For any dimension vector $d \in \mathbb{N}^{Q_0}$, let $d^f = (d, 1) \in \mathbb{N}^{Q_0}$. Define the space of framed representations
\begin{equation}
(2.23) \quad R^f(Q, d) = \bigoplus_{i \in Q_0} \text{Hom}(\mathbb{C}^{f_i}, \mathbb{C}^{d_i}) \oplus R(Q, d) = R(Q^f, d^f).
\end{equation}

Similarly, define $J^f = J(Q^f, W)$ and
\begin{equation}
(2.24) \quad R^f(J, d) = \bigoplus_{i \in Q_0} \text{Hom}(\mathbb{C}^{f_i}, \mathbb{C}^{d_i}) \oplus R(J, d) = R(J^f, d^f).
\end{equation}

A framed representation $M^f$ having dimension vector $d^f = (d, 1)$ is called NC-stable (where NC stands for ‘non-commutative’) if it is generated by $M_\infty$. This means that for any sub-representation $N \subset M^f$ with $N_\infty \neq 0$, we have $N = M^f$. This stability corresponds to the weights
\begin{equation}
(2.25) \quad \theta^f = (\theta, -\theta \cdot d), \quad \theta \in \mathbb{R}^{Q_0},
\end{equation}
of the framed quiver, satisfying $\theta^f \cdot (d, 1) = 0$. For convenience, let us choose a specific vector in this chamber
\begin{equation}
(2.26) \quad \theta^f_{\text{NC}} = (\delta, \delta \cdot d), \quad \delta = (1, \ldots, 1) \in \mathbb{Z}^{Q_0}.
\end{equation}

Let
\begin{equation}
(2.27) \quad R^{f, \text{NC}}(J, d) = R^f(J^f, d^f) \subset R^f(J, d)
\end{equation}
de note the subspace of NC-stable framed representations and
\begin{equation}
(2.28) \quad M^{f, \text{NC}}(J, d) = R^{f, \text{NC}}(J, d)/G_d
\end{equation}
be the corresponding moduli space (a geometric quotient). Then we define the partition function of numerical NCDT invariants, or unrefined NCDT partition function, as the formal sum
\begin{equation}
(2.29) \quad Z_{f, \text{NC}}(x) = \sum_{d \in \mathbb{N}^{Q_0}} e(M^{f, \text{NC}}(J, d), \nu)x^d,
\end{equation}
where $x^d = \prod_{i \in Q_0} x_i^{d_i}$, and $e(X, \nu) = \sum_{k \in \mathbb{Z}} k e(\nu^{-1}(k))$ is the weighted Euler number of $X$, with $\nu : X \to \mathbb{Z}$ the Behrend function [17]. We will discuss later more explicit formulas for this expression. Note that if $X$ is smooth, then $e(X, \nu) = (-1)^{\text{dim } X} e(X)$. Usually we will consider the basic framings $f = e_i$ for $i \in Q_0$, and then denote $Z_{f, \text{NC}}$ by $Z_{i, \text{NC}}$.

More generally, for any weight $\theta \in \mathbb{R}^{Q_0}$, consider the weight
\begin{equation}
(2.30) \quad \theta^f = (\theta, -\theta \cdot d)
\end{equation}
of the framed quiver. It satisfies \( \theta^f \cdot (d, 1) = 0 \). A framed representation \( M^f \) having dimension vector \((d, 1)\) is \( \theta^f \)-semistable if and only if for any unframed subobject \( N \subset M^f \) we have \( \theta(N) \leq 0 \) and for any unframed quotient \( M^f \to N \), we have \( \theta(N) \geq 0 \).

Let us assume that \( \theta \cdot d' \neq 0 \) for all \( 0 < d' \leq d \), so that the inequalities above are strict. Under this assumption the action of \( G_d \) on \( R^{f,\theta}(J, d) = R^\theta(J, d') \) is free and we define the moduli space
\[
(2.31) \quad M^{f,\theta}(J, d) = R^{f,\theta}(J, d)/G_d
\]
and the partition function of framed numerical DT invariants (assuming that \( \theta \cdot d \neq 0 \) for all \( d \neq 0 \))
\[
(2.32) \quad Z_{f,\theta}(x) = \sum_{d \in \mathbb{N}^{Q_0}} e(M^{f,\theta}(J, d), \nu)x^d.
\]
As before, we denote \( Z_{e,\theta} \) for the basic framings by \( Z_{i,\theta} \).

**Example 2.5.** Let \( Q \) be a quiver with one vertex and no loops. The potential is necessarily trivial. Consider a framing vector \( f \in \mathbb{N} \). For any \( d \in \mathbb{N} \), the space of framed stable representations \( R^{f,\text{NC}}(J, d) = R^{f,\text{NC}}(Q, d) \) is given by the set of epimorphisms \( s: \mathbb{C}^f \to \mathbb{C}^d \), which is empty unless \( d \leq f \). Taking the quotient by \( G_d = \text{GL}_d(\mathbb{C}) \), we obtain for \( d \leq f \) the Grassmannian
\[
(2.33) \quad M^{f,\text{NC}}(J, d) = \text{Gr}(f, d).
\]
Its dimension is equal to \( d(f - d) \) and its Euler number is the binomial coefficient \( \binom{f}{d} \). Therefore
\[
(2.34) \quad Z_{f,\text{NC}}(x) = \sum_{d \in \mathbb{N}} (-1)^{f+d} \binom{f}{d} x^d = (1 - (-1)^f x)^f.
\]

2.5. **Refined unframed invariants.** In this section we will define refined invariants of the stacks \( M(J, d) \) of representations of the Jacobian algebra \( J = J(Q, W) \). As we will see in the next section, these invariants can be used to compute framed numerical invariants defined in (2.29) and (2.32).

For any algebraic variety \( X \), let \( P(X; y) \) denote its virtual Poincaré polynomial (sometimes we will denote it by \([X]\), the motivic class of \( X \)). It is additive with respect to complements and, for a smooth projective variety \( X \), equals
\[
(2.35) \quad P(X; y) = \sum_{i=0}^{\dim X} \dim H^i(X, \mathbb{Q}) (-y)^i.
\]
In that case the Laurent polynomial \((-y)^{-\dim X} P(X; y)\) is symmetric under \( y \to 1/y \), and can be interpreted as a character of the SU(2)-Lefschetz action on \( H^*(X, \mathbb{C}) \); if \( X \) is the moduli space of some D-brane bound state localized in \( \mathbb{R}^3 \), then the Lefschetz action realizes the rotations in \( \mathbb{R}^3 \). If \( X \) is non-projective (but has pure Hodge structure), then \( P(X; y) \) is defined using cohomology with compact support,
\[
(2.36) \quad P(X; y) = \sum_{i=0}^{\dim X} \dim H^i_c(X, \mathbb{Q}) (-y)^i,
\]
and the Laurent polynomial \((-y)^{-\dim X} P(X; y)\) need no longer be symmetric under \( y \to 1/y \). In either case, the specialization of \( P(X; y) \) at \( y = 1 \) gives the Euler number. Note that for the affine plane \( P(\mathbb{A}^1; y) = P(\mathbb{P}^1; y) - 1 = y^2 \) can be identified with the number \( q \) of points of \( \mathbb{A}^1 \) over a finite field \( \mathbb{F}_q \). We shall often omit the second argument and use \( q \) and \( y^2 \) interchangeably.
For any global stack $[X/G]$ (with an appropriate group $G$) we define $P([X/G]) = P(X)/P(G)$. Note that this class usually no longer specializes to Euler numbers but rather has a pole at $y = \pm 1$, due to the vanishing of

\begin{equation}
(2.37) \quad P(\text{GL}_n) = q^{n^2}(q^{-1})_n, \quad (q)_n = (q; q)_n = \prod_{i=1}^{n}(1 - q^i),
\end{equation}

at $q = y^2 = 1$.

Let us now assume that the weight $\theta$ is such that $\theta \cdot d \neq 0$ for all $d \in \mathbb{N}^{Q_0} \setminus \{0\}$. We have seen that in this case the action of $G_d$ on $R^{f, \theta}(J, d)$ is free. Therefore we can replace the corresponding stack by the moduli space $M^{f, \theta}(J, d)$ and define the partition function of refined framed DT invariants informally as

\begin{equation}
(2.38) \quad Z^{\text{ref}}_{f, \theta}(x) = \sum_{d \in \mathbb{N}^{Q_0}} (-y)^{\chi_Q(d, d) - f \cdot d} P(M^{f, \theta}(J, d)) x^d,
\end{equation}

where $\chi_Q$ is the Euler form defined in (3.1). The partition function of numerical framed DT invariants (2.32) is obtained by specialization at $y = 1$. In particular, we define $Z^{\text{ref}}_{f, NC} = Z^{\text{ref}}_{f, -\delta}$, cf. (2.26).

**Remark 2.6.** The definition (2.38) is not precise. More rigorously, one needs to consider the exponential motivic class of the map $\omega_d: M^{f, \theta}(Q, d) \to \mathbb{A}^1$ (note that $M^{f, \theta}(J, d)$ is its critical locus) instead of the invariants used above. This technicality can be circumvented when the quiver has a cut $I \subset Q_1$ (see §2.1), which is the case in all cases that we consider. Note also that

\begin{equation}
(2.39) \quad f \cdot d - \chi_Q(d, d) = \dim R^f(Q, d) - \dim G_d = \dim M^{f, \theta}(Q, d).
\end{equation}

Next we define unframed DT invariants. Due to the fact that $G_d$ on $R(J, d)$ (or $R^\theta(J, d)$) generally acts non-freely, we can only consider refined invariants for the corresponding stacks, and these invariants may not have a specialization at $y = 1$. For trivial stability condition, we define the generating function of unframed refined invariants (often called ‘stacky’ invariants) informally as

\begin{equation}
(2.40) \quad A(x) = \sum_{d \in \mathbb{N}^{Q_0}} A_0(d, y) x^d = \sum_{d \in \mathbb{N}^{Q_0}} (-y)^{\chi_Q(d, d)} \frac{P(R(J, d))}{P(G_d)} x^d.
\end{equation}

Remark 2.6 again applies. In the presence of a cut $I \subset Q_1$, we have a rigorous definition [82]

\begin{equation}
(2.41) \quad A(x) = \sum_{d \in \mathbb{N}^{Q_0}} (-y)^{\chi_Q(d, d) + 2\gamma_I(d)} \frac{P(R(J_I, d))}{P(G_d)} x^d, \quad \gamma_I(d) = \sum_{(a: i \to j) \in I} d_i d_j
\end{equation}

which will be useful for practical computations.

**Example 2.7** (Quantum dilogarithm). Let us consider a quiver $Q$ with one vertex and no loops. Its category of representations is equivalent to the category of vector spaces. The corresponding partition function

\begin{equation}
(2.42) \quad A(x) = \sum_{d \in \mathbb{N}} \frac{(-q^{\frac{1}{2}})^d}{P(\text{GL}_d)} x^d = \sum_{d \in \mathbb{N}} \frac{(-q^{\frac{1}{2}})^{-d^2}}{(q^{-1})_d} x^d = \text{Exp} \left( -\frac{q^{\frac{1}{2}}x}{q - 1} \right)
\end{equation}

is called the quantum dilogarithm, denoted by $\mathbb{E}(x)$. The plethystic exponential Exp used here is defined in §2.6.
For any stability function $Z$ and any ray $\ell \subset \mathbb{C}$, we similarly define
\[(2.43) \quad A_{Z,\ell}(x) = \sum_{Z(d) \in \ell} A_Z(d, y)x^d = \sum_{Z(d) \in \ell} (-y)^{\chi_Q(d,d)} \frac{P(R^Z(J, d))}{P(G_d)} x^d.
\]
For any weight $\theta \in \mathbb{R}^{Q_0}$, we define
\[(2.44) \quad A_\theta(x) = \sum_{\theta - d = 0} A_\theta(d, y)x^d = \sum_{\theta - d = 0} (-y)^{\chi_Q(d,d)} \frac{P(R^\theta(J, d))}{P(G_d)} x^d.
\]

**Remark 2.8.** The series $A_{Z,\ell}(x)$ and $A_\theta(x)$ are related as follows. Assume that $Z = -\theta + i\rho$ and $\ell = \mathbb{R}_{\geq 0}z$ for some $z = x + iy \in \mathbb{C}$. Then $Z(d) \in \ell$ if and only if $\text{Im}(Z(d)z) = 0$. This means that $\theta'(d) = 0$ for $\theta' = x\rho - y\theta$ and we obtain $A_{Z,\ell}(x) = A_{\theta'}(x)$. Conversely, given a weight $\theta$, consider the stability function $Z = -\theta + i\delta$ and the ray $\ell = \mathbb{R}_{\geq 0}i$. Then $Z(d) \in \ell$ if and only if $\theta(d) = 0$ and we obtain $A_{Z,\ell}(x) = A_{\theta}(x)$.

### 2.6. Relation between framed and unframed invariants.

In this section we will assume that the quiver $Q$ is symmetric, meaning that the number of arrows $i \to j$ is equal to the number of arrows $j \to i$ for all $i, j \in Q_0$. The general case will be considered later in \S3.4 after discussing wall-crossing formulae.

First, let us introduce the **plethystic exponential** $\text{Exp}: \hat{\mathbb{A}}^+ \to 1 + \hat{\mathbb{A}}^+$, where $\hat{\mathbb{A}}^+$ is the maximal ideal in
\[(2.45) \quad \hat{\mathbb{A}} = \mathbb{Q}((y))[x_1, \ldots, x_n]
\]
(here $\mathbb{Q}((y))$ is the field of Laurent series). It is a continuous map satisfying $\text{Exp}(f + g) = \text{Exp}(f)\text{Exp}(g)$ and defined on monomials by
\[(2.46) \quad \text{Exp}(y^kx^d) = \sum_{m \geq 0} y^{mk}x^{md}.
\]
Generally, one has
\[(2.47) \quad \text{Exp}(f) = \exp \left( \sum_{m \geq 1} \frac{1}{m} f(y^m, x_1^m, \ldots, x_n^m) \right).
\]
Its inverse is the **plethystic logarithm**
\[(2.48) \quad \text{Log}(f) = \sum_{m \geq 1} \frac{\mu(m)}{m} \log \left( f(y^m, x_1^m, \ldots, x_n^m) \right).
\]
where $\mu$ is the Möbius function.

Assuming that $Q$ is symmetric, we define invariants $\Omega(d, y)$, called **integer DT invariants**, by factorizing the generating function of stacky invariants (2.40) as
\[(2.49) \quad A(x) = \text{Exp} \left( \sum_{d \in \mathbb{N}_{Q_0} \setminus \{0\}} \frac{\Omega(d, y) x^d}{y^{-1} - y} \right).
\]
Here $\Omega(d, y)$ is a priori a rational function in $y$, but in all our examples it is a Laurent polynomial in $y$ with integer coefficients. Note that the denominator inside the plethystic exponential is sometimes chosen to be $y^2 - 1$ or $y - 1/y$ in the literature, leading to different conventions for the integer DT invariants.

For any vector $w \in \mathbb{Z}^n$, define the algebra homomorphisms
\[(2.50) \quad S_w : \hat{\mathbb{A}} \to \hat{\mathbb{A}}, \quad x^d \mapsto (-y)^{w \cdot d} x^d.
\]
\[ (2.51) \quad \tilde{S}_w : \hat{A} \rightarrow \hat{A}, \quad x^d \mapsto (-1)^{w_d} x^d. \]

**Theorem 2.9** (See [82, 86, 81]). Let \( Q \) be a symmetric quiver. Then

\[ (2.52) \quad Z_{\text{ref}}^\text{ref}(x) = S_{-f} \exp \left( \sum_{d \in \mathbb{N}^Q_0} \frac{(y^{2f_d} - 1)\Omega(d, y) x^d}{y - 1} \right). \]

In particular, numerical NCDT invariants satisfy

\[ (2.53) \quad Z_{\text{f,NC}}(x) = \tilde{S}_f \exp \left( - \sum_{d \in \mathbb{N}^Q_0} (f \cdot d) \Omega(d, 1) x^d \right). \]

**Remark 2.10.** As we explain in §3.4, these formulae follow by applying the semi-primitive wall-crossing formula, since \( Z_{\text{ref}}^\text{ref} \) is equal to 1 for a stability parameter \( \theta \) with \( \theta_i > 0 \) for \( i \in Q_0 \).

**Theorem 2.11** (See [82, 86]). Let \( Q \) be a symmetric quiver and let weight \( \theta \) be such that \( \theta \cdot d \neq 0 \) for all \( d \in \mathbb{N}^Q_0 \setminus \{0\} \). Then the partition function of refined framed DT invariants is given by

\[ (2.54) \quad Z_{\text{f,ref}}^\text{ref}(x) = S_{-f} \exp \left( \sum_{d \in \mathbb{N}^Q_0, \theta \cdot d < 0} \frac{(y^{2f_d} - 1)\Omega(d, y) x^d}{y - 1} \right). \]

In particular, numerical framed DT invariants satisfy

\[ (2.55) \quad Z_{f,\theta}(x) = \tilde{S}_f \exp \left( - \sum_{d \in \mathbb{N}^Q_0} (f \cdot d)\Omega(d, 1) x^d \right). \]

**Remark 2.12.** The above formula implies that for \( f = \sum_{i \in Q_0} f_i e_i \),

\[ (2.56) \quad \tilde{S}_f Z_{f,\theta}(x) = \prod_{i \in Q_0} (\tilde{S}_{e_i} Z_{e_i,\theta}(x))^{f_i}. \]

Therefore it is enough to determine the partition functions \( Z_{i,\theta}(x) = Z_{e_i,\theta}(x) \) for \( i \in Q_0 \).

**Example 2.13.** Let \( Q \) be a quiver with one vertex and no loops. The corresponding partition function of unframed invariants was computed in Example 2.7, namely \( \mathcal{A}(x) = \exp \left( \frac{y - f}{y^{1-f} - y} \right) \). Therefore

\[ (2.57) \quad Z_{f,\text{NC}}(x) = \tilde{S}_f \exp(-f x) = \tilde{S}_f(1 - x)^f = (1 - (-1)^f x)^f. \]

This formula coincides with (2.34).

### 3. Wall-crossing formulas and attractor indices

For a symmetric quiver \((Q, W)\), the generating functions of framed invariants defined in (2.32) (or their refined counterpart in (2.38)) can be deduced, for any stability parameter \( \theta \), from universal unframed (refined) invariants \( \Omega(d, y) \) obtained by factorizing the generating function of stacky invariants as in (2.49). Physically, this can be understood as the appearance or disappearance of BPS states bound to an infinitely heavy defect (also known as framed BPS states), as the phase of the central charge of the defect is varied [46, 7]. In that case, the unframed invariants \( \Omega(d, y) \) count BPS states with charge \( d \) far away from the defect, and do not experience wall-crossing by themselves. In contrast, for non-symmetric quivers, the unframed
(refined) invariants do depend on the stability parameter \( \theta \), and their contributions to framed partition functions no longer commute. In this section we review the wall-crossing formulae which govern this dependence, and we explain how framed and unframed invariants in any chamber can all be deduced from invariants in the attractor chamber.

3.1. Quantum affine space. Let \( Q \) be a quiver and \( \chi_Q \) be its Euler form, defined on the lattice \( \Gamma = \mathbb{Z}^Q_0 \) by

\[
\chi_Q(d, d') = \sum_i d_i d'_i - \sum_{a: i \to j} d_i d'_j.
\]

Consider the skew-symmetric form on \( \Gamma \)

\[
\langle d, d' \rangle = \chi_Q(d, d') - \chi_Q(d', d).
\]

Define the corresponding quantum affine space (or more precisely, its coordinate ring) to be

\[
\mathbb{A} = \bigoplus_{d \in \mathbb{N}^Q_0} \mathbb{Q}(y) x^d
\]
equipped with the multiplication

\[
x^d \circ x^{d'} = (-y)^{\langle d, d' \rangle} x^{d+d'}.
\]

This algebra has a decreasing filtration according to the ‘height’ \( \delta \cdot d \),

\[
F_i \mathbb{A} = \bigoplus_{\delta \cdot d \geq i} \mathbb{Q}(y) x^d, \quad \delta = (1, \ldots, 1) \in \mathbb{Z}^Q_0,
\]

and we consider the corresponding completion

\[
\hat{\mathbb{A}} = \lim_{\leftarrow i} \mathbb{A}/F_i \mathbb{A} \simeq \prod_{d \in \mathbb{N}^Q_0} \mathbb{Q}(y) x^d
\]

which we will also refer to as the quantum affine space. All partition functions defined in the previous sections will be considered as elements of this algebra.

3.2. Basic wall-crossing formulas. In section §2.5 we constructed, for any stability function \( Z: \Gamma \to \mathbb{C} \) and any ray \( \ell \subset \mathbb{C} \), the generating function of stacky invariants

\[
A_{Z,\ell}(x) = \sum_{Z(d) \in \ell} A_Z(d, y) x^d \in \hat{\mathbb{A}}.
\]
depending on the stability function. In particular, for any weight \( \theta \in \mathbb{R}^Q_0 \), we consider

\[
Z = -\theta + i\delta, \quad \delta = (1, \ldots, 1) \in \mathbb{Z}^Q_0,
\]

and \( \ell = \mathbb{R}_{\geq 0}i \). Then \( Z(d) \in \ell \) if and only if \( \theta \cdot d = 0 \) and we denote \( A_{Z,\ell}(x) \) by \( A_{\theta}(x) \). For \( \theta = 0 \) we obtain the trivial stability condition as all objects are automatically semistable. We denote the series \( A_{\theta}(x) \) by \( A(x) \).

**Theorem 3.1** (Wall-crossing formula). For any stability function \( Z \), we have

\[
A(x) = \prod_\ell A_{Z,\ell}(x),
\]

where the product runs over rays \( \ell \) in the upper half-plane ordered clockwise. In particular, the right hand side is independent of the stability function \( Z \).
We can write the above formula more explicitly as follows. For any \( \gamma \in \mathbb{N}^{Q_0} \setminus \{0\} \), we have

$$
A(\gamma, y) = \sum_{\gamma=\alpha_1 + \cdots + \alpha_n} (-y)^{\sum_{i<j}(\alpha_i, \alpha_j)} \prod_{i} A_z(\alpha_i, y),
$$

where we write \( \alpha <_Z \beta \) if \( \mu_Z(\alpha) < \mu_Z(\beta) \). This formula implies that we can express recursively invariants \( A_z(\gamma, y) \) in terms of invariants \( A(\gamma, y) \). Therefore, for two stability functions \( Z, Z' \), we can express invariants \( A_{Z'}(\gamma, y) \) in terms of invariants \( A_z(\gamma, y) \). More precisely, we have

**Theorem 3.2 (Joyce-Reineke formula).** Let \( Z \) and \( Z' \) be two stability functions. Given a tuple \( \alpha = (\alpha_1, \ldots, \alpha_n) \) of vectors in \( \mathbb{N}^{Q_0} \setminus \{0\} \) and \( 1 \leq k < n \), define \( \alpha_{\leq k} = \alpha_1 + \cdots + \alpha_k \), \( \alpha_{> k} = \alpha_{k+1} + \cdots + \alpha_n \) and

$$
s_k(\alpha) = \begin{cases} 
-1 & \alpha_k \leq_Z \alpha_{k+1} \text{ and } \alpha_{\leq k} > Z' \alpha_{> k}, \\
1 & \alpha_k > Z \alpha_{k+1} \text{ and } \alpha_{\leq k} \leq_Z \alpha_{> k}, \\
0 & \text{otherwise.}
\end{cases}
$$

Then

$$
A_{Z'}(\gamma, y) = \sum_{\gamma=\alpha_1 + \cdots + \alpha_n} \prod_{k=1}^{n-1} s_k(\alpha) \cdot (-y)^{\sum_{i<j}(\alpha_i, \alpha_j)} \prod_{i} A_z(\alpha_i, y).
$$

The above formula was proved for the trivial stability \( Z \) in [94] and in full generality in [60].

### 3.3. Stacky, Rational, Integer DT

We say that a stability function \( Z: \Gamma \to \mathbb{C} \) is **generic** if \( \text{Arg} \ Z(d) = \text{Arg} \ Z(d') \) implies \( d \parallel d' \) (hence \( \langle d, d' \rangle = 0 \)). Similarly, a weight \( \theta: \Gamma \to \mathbb{R} \) is called **generic** if \( \text{Ker} \theta \) has rank 1 (hence \( \langle -, - \rangle \) vanishes on \( \text{Ker} \theta \subset \Gamma \)).

**Remark 3.3.** Let \( Z = -\theta + i\rho \) be such that \( \theta^\perp \cap \Gamma = 0 \), where \( \theta^\perp = \{ \gamma \in \Gamma_{\mathbb{R}} \mid \theta(\gamma) = 0 \} \) (this means that \( \theta(e_i) \in \mathbb{R} \) are linearly independent over \( \mathbb{Z} \)) and \( \rho(e_i) \in \mathbb{Q}_{>0} \) for all \( i \in Q_0 \). If \( d, d' \) have equal phases, then \( \theta(d)/\rho(d) = \theta(d')/\rho(d') \), hence \( \theta(md) = \theta(nd') \) for \( m = \rho(d') \) and \( n = \rho(d) \). This implies that \( md = nd' \), hence \( d \parallel d' \). Therefore \( Z \) is generic. On the other hand, for any indivisible vector \( d \in \Gamma \), consider the free abelian group \( \Gamma / Zd \) and an injective homomorphism \( \theta: \Gamma / Zd \to \mathbb{R} \). It induces a homomorphism \( \theta: \Gamma \to \mathbb{R} \) such that \( \theta^\perp \cap \Gamma = Zd \). Therefore \( \theta: \Gamma \to \mathbb{R} \) is generic.

Given a generic weight \( \theta \), we define invariants \( \Omega_\theta(d, y) \) for \( d \in \text{Ker} \theta \), called **integer DT invariants**, by the formula, cf. (2.49)

$$
\sum_{\theta(d)=0} A_\theta(d, y)x^d = \text{Exp} \left( \frac{\sum_{\theta(d)=0} \Omega_\theta(d, y)x^d}{y^{-1} - y} \right).
$$

Similarly, we define invariants \( \Pi_\theta(d, y) \) for \( d \in \text{Ker} \theta \), called **rational DT invariants**, by the formula

$$
\sum_{\theta(d)=0} A_\theta(d, y)x^d = \exp \left( \frac{\sum_{\theta(d)=0} \Pi_\theta(d, y)x^d}{y^{-1} - y} \right)
$$
or more explicitly

$$
\Pi_\theta(d, y) = (y^{-1} - y) \sum_{k|d} (-1)^{k-1} k A_\theta(d/k, y).
$$
These families of invariants are related by the formula
\begin{equation}
\Omega_{\theta}(d, y) = \sum_{k|d} \frac{1}{k} \frac{y^{-1} - y}{y^{k}} \Omega_{\theta}(d/k, y^k).
\end{equation}

In [75], this relation was interpreted physically as the effect of replacing Bose-Fermi statistics by Boltzmann statistics. Assuming that specializations at \( y = 1 \) exist, we obtain, in the unrefined limit,
\begin{equation}
\Omega_{\theta}(d, 1) = \sum_{k|d} \frac{1}{k^2} \Omega_{\theta}(d/k, 1).
\end{equation}

Similarly, for a generic stability function \( Z = -\theta + i\rho \) and any dimension vector \( d \), we define \textit{integer DT invariants} and \textit{rational DT invariants} by
\begin{equation}
\Omega_{\theta}(d, y) = \Omega_{\theta}(d, y), \quad \overline{\Omega}_{\theta}(d, y) = \overline{\Omega}_{\theta}(d, y)
\end{equation}
where the stability parameters \( \theta' \) are chosen such that \( \theta'(d') = \text{Im}(Z(d')\overline{Z}(d)) \). Equivalently, for any ray \( \ell \subset \mathbb{C} \), we have
\begin{equation}
\sum_{\mathbb{Z}(d) \in \ell} A_{\theta}(d, y)x^{d} = \exp \left( \frac{\sum_{\mathbb{Z}(d) \in \ell} \Omega_{\theta}(d, y)x^{d} }{y^{-1} - y} \right) = \exp \left( \frac{\sum_{\mathbb{Z}(d) \in \ell} \overline{\Omega}_{\theta}(d, y)x^{d} }{y^{-1} - y} \right).
\end{equation}

\textbf{3.4. Expressing framed invariants in terms of unframed (general case).} In §2.6 we described how generating functions of framed invariants (refined and numerical) can be obtained from the generating functions of unframed refined invariants in the case of symmetric quivers. A similar result, albeit more complicated, can be formulated for arbitrary quivers.

\textbf{Theorem 3.4} (See [82, 86, 81]). For any framing vector \( f \in \mathbb{N}^{Q_{0}} \), we have
\begin{equation}
Z_{\ell,\text{NC}}^{\text{ref}}(x) = S_{f}A(x) \circ S_{-f}A(x)^{-1},
\end{equation}
where the inverse \((S_{-f}A)^{-1} = S_{-f}(A^{-1})\) is taken in the quantum affine plane \( \hat{A} \).

A more general result can be proved for any (generic) stability parameter \( \theta \in \mathbb{R}^{Q_{0}} \). One can uniquely decompose the series \( A = A(x) \in \hat{A} \) in the form (cf. (3.25))
\begin{equation}
A = A_{\theta,+} \circ A_{\theta} \circ A_{\theta,-},
\end{equation}
where \( A_{\theta,+}, A_{\theta}, A_{\theta,-} \) are supported at \( \gamma \) satisfying respectively \( \theta(\gamma) > 0 \), \( \theta(\gamma) = 0 \), \( \theta(\gamma) < 0 \). More precisely, consider any stability function \( Z = -\theta + i\rho \). Then \( \text{Arg} \ Z(\gamma) = \frac{\pi}{2} \) if and only if \( \theta(\gamma) = 0 \) and \( \text{Arg} \ Z(\gamma) < \frac{\pi}{2} \) if and only if \( \theta(\gamma) < 0 \). We have
\begin{equation}
A_{\theta,+} = \prod_{\text{Arg} \ell > \frac{\pi}{2}} A_{\ell}, \quad A_{\theta} = A_{\ell}, \quad \ell = \mathbb{R}_{\geq 0}i, \quad A_{\theta,-} = \prod_{\text{Arg} \ell < \frac{\pi}{2}} A_{\ell}.
\end{equation}
The series \( A_{\theta,-} \) counts objects with HN filtrations having slopes \( < 0 \). Equivalently, these are objects \( M \) such that \( \theta(N) < 0 \) for all subobjects \( N \subset M \).

\textbf{Theorem 3.5} (See [82, 86]). Let \( \theta \in \mathbb{R}^{Q_{0}} \) be such that \( \theta \cdot \gamma \neq 0 \) for all \( \gamma \in \mathbb{N}^{Q_{0}} \setminus \{0\} \). Then for any framing vector \( f \) we have
\begin{equation}
Z_{\ell,\theta}^{\text{ref}}(x) = S_{f}A_{\theta,-}(x) \circ (S_{-f}A_{\theta,-}(x))^{-1}.
\end{equation}

\textbf{Remark 3.6.} The relation (3.22) can be understood physically as follows: the spectrum of framed BPS states with stability \( \theta \) and charge \( \gamma \) is the union of all bound states between the infinitely heavy defect defining the framing, and the unframed BPS states with charge \( \gamma' \) such that \( \theta(\gamma') < \theta(\gamma) \). The formula (3.22) comes by applying the semi-primitive wall-crossing formula to all such bound states [7].
3.5. **Relation to wall-crossing structures.** In this subsection we explain the relation to the wall-crossing structures studied in [67, 51]. Consider the complete quantum affine space $\hat{A}$ defined in (3.6). Let $g$ be the maximal ideal $g = \bigoplus_{d \in \mathbb{N}_0 \setminus \{0\}} \mathbb{Q}(y)x^d \subset \hat{A}$ and let $G = 1 + g \subset \hat{A}$. Then $g$ is a pro-nilpotent Lie algebra and $G$ is the associated pro-unipotent algebraic group such that $\exp: g \to G$ is a bijection. The Lie algebra $g$ is graded by $\Gamma = \mathbb{Z}^{Q_0}$, hence $g = \bigoplus_{\gamma \in \Gamma} g_{\gamma}$ with $g_{\gamma} = \mathbb{Q}(y)x^\gamma$ for $\gamma \in \mathbb{N}^{Q_0} \setminus \{0\}$ and zero otherwise, such that $[g_{\gamma}, g_{\gamma^\prime}] \subset g_{\gamma + \gamma^\prime}$. Importantly, we have

$$(3.23) \quad \langle \gamma, \gamma' \rangle = 0 \implies [g_{\gamma}, g_{\gamma^\prime}] = 0$$

The generating series $A = A(x)$ of stacky invariants corresponding to the trivial stability condition is an element $A \in G$. Since a **wall-crossing structure** can be defined as an element of the pro-unipotent group $G$ [67, 51], we interpret the generating series $A$ as such a wall-crossing structure.

Similarly, the generating series $A_\theta$, for a weight $\theta \in \Gamma_\mathbb{R}$, defines an element in $G$, and the series $\overline{\Pi}_\theta$ (up to the factor $y^{-1} - y$) can be interpreted as an element of the Lie algebra $\overline{\Pi}_\theta \in g$ such that $\exp(\overline{\Pi}_\theta) = A_\theta$. We have seen that $A_\theta$ can be obtained from $A$ by a wall-crossing formula. An alternative way to formulate this property is as follows. We have a decomposition

$$(3.24) \quad g = g_+^\theta \oplus g_0^\theta \oplus g_-^\theta,$$

$$g_+^\theta = \bigoplus_{\theta(\gamma) > 0} g_\gamma, \quad g_0^\theta = \bigoplus_{\theta(\gamma) = 0} g_\gamma, \quad g_-^\theta = \bigoplus_{\theta(\gamma) < 0} g_\gamma.$$  

These are Lie subalgebras of $g$, which in turn define Lie subgroups $G^\theta_+ \subset G$ for $\star = \{+, 0, -\}$. The map induced by multiplication

$$(3.25) \quad G^\theta_+ \times G^\theta_0 \times G^\theta_- \to G$$

is a bijection. Therefore we have a projection $p^\theta: G \to G^\theta_0$. The wall-crossing formula implies

$$(3.26) \quad A_\theta = p^\theta(A).$$

3.6. **Attractor DT invariants and the attractor tree formula.** As reviewed above, the wall-crossing formulae allow to compute DT invariants $\Omega_Z(d, y)$ for any stability function $Z$ once they are known for a particular stability function $Z_0$ (for all dimension vectors). However, no choice of $Z_0$ appears to lead to simple answers (with the exception of the trivial stability for quivers without relations [94]). As explained in the introduction, physics suggests that simplicity can be found by instead adapting the stability condition to the dimension vector $d$, namely choosing the self-stability $\langle -, d \rangle$ [73, 24, 5]. More precisely, we define the **attractor DT invariants** as

$$(3.27) \quad \Omega_\ast(d, y) = \Omega_{\theta_d}(d, y)$$

where $\theta_d$, called an **attractor stability**, is a generic perturbation of the weight $\langle -, d \rangle$ inside $d^\perp = \{ \theta \in \Gamma_\mathbb{R}^\perp \mid \theta(d) = 0 \}$. We define similarly the **rational attractor DT invariants** $\overline{\Omega}_\ast(d, y)$ and invariants $A_\ast(d, y)$. The collection of invariants $(A_\ast(d, y))_d$ is called the initial data of the wall-crossing structure $A$ [67, 51]. It encodes the same information as the collection of attractor DT invariants $(\Omega_\ast(d, y))_d$. More precisely, for any indivisible dimension vector $d$, we have

$$(3.28) \quad \sum_{n \geq 0} A_\ast(nd, y)x^n = \exp \left( \sum_{n \geq 1} \frac{\Omega_\ast(nd, y)x^n}{y^{-1} - y} \right) = \exp \left( \sum_{n \geq 1} \frac{\Omega_\ast(nd, y)x^n}{y^{-1} - y} \right).$$
Theorem 3.7 (see [51, Theorem 1.21]). Invariants $\Omega_+(d, y), \Omega_-(d, y), A_+(d, y)$ are independent of the choice of a generic perturbation of $\langle -, d \rangle$.

Proof. Let $d_0 \in \mathbb{R}_{\geq 0} d \cap \Gamma$ be the indivisible vector and let $\theta = \langle -, d \rangle$. Then the decomposition (3.24) has the form

$$g^\theta_+ = \bigoplus_{\gamma, d > 0} g_\gamma, \quad g^\theta_0 = \bigoplus_{\gamma, d = 0} g_\gamma, \quad g^\theta_- = \bigoplus_{\gamma, d < 0} g_\gamma.$$  

We can further decompose

$$g^\theta_0 = g_0^\parallel \oplus g_0^\perp,$$

where $g_0^\parallel = \bigoplus_{\gamma \in \text{Ind}_0} g_\gamma$ and $g_0^\perp$ involves the rest of the summands $g_\gamma$ in $g^\theta_0$. One can show that $g_0^\perp$ is an ideal in $g^\theta_0$. Therefore we have a group homomorphism $\Psi : G_0^\theta \rightarrow G_0^\parallel = \exp(g_0^\parallel)$ with kernel $G_0^\perp = \exp(g_0^\perp)$. We claim that if we apply $\Psi$ to $p^\theta(A) = A_\theta \in G_0^\theta$, the corresponding component $\Psi(A_\theta)_d$ in degree $d$ is equal to $A_{\theta^\prime}(d, y)$, where $\theta^\prime$ is a generic perturbation of $\theta$ inside $d^\perp$. Since $\theta^\prime$ is a generic perturbation of $\theta$, we can assume that $\theta(d^\prime) > 0$ implies $\theta^\prime(d^\prime) > 0$ for $0 \leq d^\prime \leq d$. Applying the decomposition (3.25) we can write $g = A = g^\theta_+ \cdot g^\theta_0 \cdot g^\theta_-$ and then $h = g^\theta_+ = h^\theta_+ \cdot h^\theta_0 \cdot h^\theta_-$. The support of $h^\theta_+$ is contained in $\theta^\perp$ (in degrees $0 \leq d^\prime \leq d$). Indeed, if $0 \leq d^\prime \leq d$ is in the support of $h^\theta_0$, then $\theta^\prime(d^\prime) > 0$, hence $\theta(d) > 0$. Similarly for the support of $h^\theta_-$. Now by the uniqueness of the decomposition of $h$ with respect to $\theta$, we conclude that $\theta(d^\prime) = 0$ in both cases. The support of $h^\theta_+$ also doesn’t intersect $(\theta^\prime)^\perp \cap \Gamma = \mathbb{Z}d_0$. Therefore $h^\theta_+ \in G_0^\theta$ and we obtain $\Psi(A_\theta) = \Psi(g^\theta_0) = h^\theta_0$. On the other hand $g = (g_0^\parallel h^\theta_+ h^\theta_- g^\theta_0)$.

By our assumption on $\theta^\prime$, we have $g^\theta_+ \in G^\perp_\theta$ and $g^\theta_- \in G^\perp_\theta$ (in degrees $0 \leq d^\prime \leq d$), therefore $p_{\theta^\prime}(g) = h^\theta_+ = \Psi(A_\theta)$ (in degree $d$). We conclude that $A_{\theta^\prime}(d, y) = p_{\theta^\prime}(g)_d = \Psi(A_\theta)_d$. This proves that $A_{\theta^\prime}(d, y)$ is independent of the choice of a perturbation. 

Lemma 3.8. If $Q$ is an acyclic quiver, then the only self-stable objects are simple. Moreover,

$$\Omega_+(d, y) = \begin{cases} 1 & d = e_i \text{ for some } i \in Q_0, \\ 0 & \text{otherwise.} \end{cases}$$

Proof. Choose an order on $Q_0$ such that $i \leq j$ for any arrow $a : i \rightarrow j$. Let $M$ be a self-stable representation and $j \in Q_0$ be a maximal vertex for this ordering such that $M_j \neq 0$. Then $M$ has a simple subrepresentation $S_j$. Assume that $d = \dim M$ is supported not only at $j$. Then there exists an arrow $a : i \rightarrow j$ such that $d_i \neq 0$ (otherwise $M$ would be decomposable). Therefore $\langle e_j, d \rangle = \sum_{a : i \rightarrow j} d_i > 0$ and this contradicts to the assumption that $M$ is self-stable. Therefore $M \simeq S^\perp_j$ for some $n \geq 1$. By stability of $M$, we actually have $M \simeq S_j$ hence $d = e_j$.

Now, consider a dimension vector $d$ and a stability function $Z = -\theta + i\delta$, where $\theta$ is a generic perturbation of $\langle -, d \rangle$ and $\delta = (1, \ldots, 1)$. If $M$ is a $Z$-semistable representation such that $\mu_Z(M) = \mu_Z(d)$, then $M$ is supported at only one vertex $j \in Q_0$ (and therefore $M \simeq S^\perp_j$ for some $n \geq 1$) by the same argument as above. This implies, for $\ell = \mathbb{R}_{\geq 0} Z(d)$ (cf. Example 2.7)

$$A_{Z, \ell}(x) = \sum_{n \geq 0} \frac{(-y)^n^2}{P(\text{GL}_n)} x^n_j = \exp \left( \frac{x_j}{y-1-y} \right).$$

Therefore $\Omega_+(d, y) = 1$ for $d = e_j$ and zero otherwise. 

The above result can be generalized as follows. Let us say that a quiver $Q$ is strongly connected if, for any two vertices $i, j \in Q_0$, there exists a path from $i$ to $j$. For any $d \in \mathbb{Z}Q_0$, let $\text{supp}(d) = \{ i \in Q_0 \mid d_i \neq 0 \}$ and let $Q|_{\text{supp}(d)}$ be the corresponding subquiver of $Q$. 

\[(3.32) \quad A_{Z, \ell}(x) = \sum_{n \geq 0} \frac{(-y)^n^2}{P(\text{GL}_n)} x^n_j = \exp \left( \frac{x_j}{y-1-y} \right).\]
Theorem 3.9. Let \((\mathcal{Q}, W)\) be a quiver with potential, \(d \in \mathbb{N}^{Q_0}\), and \(\Omega_*(d, y)\) be the corresponding attractor invariant. If \(\mathcal{Q}_{|\text{supp}(d)}\) is not strongly connected, then \(\Omega_*(d, y) = 0\).

Proof. It is enough to show that \(\mathcal{A}_*(d, y) = 0\). Let \(M\) be a representation having dimension vector \(d\). According to our assumption, there exists a decomposition \(\text{supp}(d) = A \sqcup B\) such that \(A, B \neq \emptyset\) and there are no arrows from \(A\) to \(B\). Let \(d' = \sum_{i \in A} d_i e_i\) and \(d'' = \sum_{i \in B} d_i e_i = d - d'\).

The subspace \(M' = \bigoplus_{i \in A} M_i \subset M\) is a subrepresentation having dimension vector \(d'\).

Assume that there exist arrows from \(B\) to \(A\). Then \(\langle d', d'' \rangle > 0\), hence \(\langle d', d \rangle > 0\). Given a generic perturbation \(\theta \in d^\perp\) of \((-d, d)\), we have \(\theta(M') = \theta(d') > 0\) and \(M\) is not \(\theta\)-semistable.

Assume that there are no arrows from \(B\) to \(A\). Then \(M'' = \bigoplus_{i \in B} M_i \subset M\) is also a subrepresentation of \(M\). Given a generic perturbation \(\theta \in d^\perp\) of \((-d, d)\), we have \(\theta(d') + \theta(d'') = \theta(d) = 0\) and \(\theta(d'), \theta(d'') \neq 0\) as otherwise \(d'\) and \(d''\) would be proportional which is not possible. We conclude that either \(\theta(M') = \theta(d') > 0\) or \(\theta(M'') = \theta(d'') > 0\), hence \(M\) is not \(\theta\)-semistable.

In both cases \(M\) is not semistable, hence \(\mathcal{A}_*(d, y) = 0\). \(\square\)

As explained in [5], the DT invariants \(\Omega_Z(d, y)\) can then be computed for any dimension vector \(d\) using the flow tree formula. There are actually several (conjecturally equivalent) versions of this formula, three of them stated explicitly in [5], and two more which are implicit in [4]. We shall present a formula which can be extracted from [4], and which has the advantage of not requiring any perturbation of the dimension vectors, unlike the earlier versions in [5]. This formula was proven in [87], after the first version of this article was released.

Conjecture 3.10 (Attractor tree formula). For any generic stability function \(Z\), we have

\[
\Omega_Z(\gamma, y) = \sum_{\gamma = \gamma_1 \cdots + \gamma_n} F(\alpha, Z) \cdot \frac{(-y)^{\sum_{i<j}(\alpha_i, \alpha_j)}}{(y-1-y)^{n-1}} \cdot \prod_i \Omega_*(\alpha_i, y).
\]

where, for a tuple \(\alpha = (\alpha_1, \ldots, \alpha_n)\) of vectors in \(\mathbb{N}^{Q_0} \setminus \{0\}\), we have \(F(\alpha, Z) = 1\) for \(n = 1\) and

\[
F(\alpha, Z) = \sum_{T \in \mathcal{T}_n} \left[ (-1)^{|V_T|-1} (g_Z(v_0) - g_*(v_0)) \prod_{v \in V_T \setminus \{v_0\}} g_*(v) \right], \quad n \geq 2,
\]

is a sum over all rooted plane trees with leaves labeled by \(1, \ldots, n\) (and all internal vertices having at least two children). Here \(V_T\) is the set of internal vertices of \(T\) (including the root) and \(v_0\) is the root. The symbol \(g_Z(v)\) is a shorthand for \(g_Z((\alpha_u)_{u \in \text{Ch} v})\), where \(\text{Ch} v\) denotes the (ordered) set of children of \(v \in V_T\), \(\alpha_u = \sum_{i \leq u} \alpha_i\) is the sum over leaves \(i\) descendant of \(u\) and

\[
g_Z(\alpha_1, \ldots, \alpha_r) = \frac{(-1)^m}{2r} \cdot \frac{(-1)^{m_0}}{m_0 + 1},
\]

with

\[
m = \# \{1 \leq k < r \mid \mu_Z(\alpha_{<k}) > \mu_Z(\alpha_{>k})\}, \quad m_0 = \# \{1 \leq k < r \mid \mu_Z(\alpha_{\leq k}) = \mu_Z(\alpha_{>k})\}\]

Similarly, \(g_*(v)\) is a shorthand for \(g_*(((\alpha_u)_{u \in \text{Ch} v})\), where \(g_*(\alpha_1, \ldots, \alpha_r)\) is defined as above for the self-stability \(\theta_* = (-, \gamma)\) with \(\gamma = \sum_{i=1}^r \alpha_i\).

Remark 3.11. The sum in (3.33) runs over all \textit{ordered} decompositions \(\gamma = \sum_i \alpha_i\) with \(\alpha_i \in \mathbb{N}^{Q_0} \setminus \{0\}\). It may be written equivalently as a sum over \textit{unordered} decompositions, by inserting a sum over permutations in (3.34) and inserting a ‘Boltzmann statistics’ factor \(1/|\text{Aut}((\alpha_i))|\) as in [75, 5]. At the attractor point \(\theta_\gamma\) (an infinitesimal perturbation of \((-\gamma, \gamma)\)), the formula (3.33) collapses to \(\Omega_{\theta_\gamma}(\gamma, y) = \Omega_*(\gamma, y)\) as expected. Computer experiments indicate that for non-generic stability parameters, in particular trivial stability, the formula (3.33) produces a Laurent polynomial with rational coefficients, whose interpretation is currently unclear [3].
Example 3.12. Consider the generalized Kronecker quiver with \( m > 0 \) arrows \( 1 \to 2 \). Let \( e_1 = (1, 0), e_2 = (0, 1) \) and \( \gamma = (1, 1) \). Note that \( \langle e_1, e_2 \rangle = -m \). Given a stability parameter \( \theta \in \mathbb{R}^2 \), we consider \( Z = -\theta + i\delta, \delta = (1, 1) \), and the corresponding slope function \( \mu_\theta(\gamma) = \theta(\gamma)/\delta(\gamma) \).

The self-stability \( \langle -, \gamma \rangle \) corresponds to \( \theta_* = (-m, m) \), equivalent to the stability parameter \( (0, 1) \). There are two decompositions of \( \gamma \) with \( n \geq 2 \) elements, namely \( (\alpha_1, \alpha_2) = (e_1, e_2) \) and \( (\alpha_1, \alpha_2) = (e_2, e_1) \), and a single rooted plane tree in both cases. Since \( \Omega_* (\gamma) = 0 \) and \( \Omega_*(e_i) = 1 \), the formula gives

\[
\Omega_Z(\gamma, y) = \frac{1}{2} \frac{(-y)^{-m} - (-y)^m}{y^{-1} - y} \left[ -\text{sgn} (\mu_\theta(e_1) - \mu_\theta(e_2)) + \text{sgn} (\mu_* (e_1) - \mu_* (e_2)) \right].
\]

For the stability parameter \( \theta = (1, 0) \), where the slopes \( \mu_\theta(e_i) \) have opposite order to the attractor slopes \( \mu_*(e_i) \), we obtain

\[
\Omega_Z(\gamma, y) = \frac{(-y)^m - (-y)^{-m}}{y^{-1} - y} = (-y)^{1-m} \cdot P(\mathbb{P}^{m-1}; y)
\]

which is the (virtual) motive of \( \mathbb{P}^{m-1} \), the moduli space \( M^\theta(Q, \gamma) \) of \( \theta \)-semistable representations.

For the stability parameter \( \theta = (0, 1) \), where the slopes \( \mu_\theta(e_i) \) have the same order to the attractor slopes \( \mu_*(e_i) \), we obtain \( \Omega_Z(\gamma, y) = 0 \), corresponding to the fact that the moduli space \( M^\theta(Q, \gamma) \) is empty. For dimension vector \( \gamma > (1, 1) \), the number of contributing trees grows rapidly, but there are many cancellations. We have checked that the result agrees with the Reineke formula up to \( \gamma = (4, 4) \).

Remark 3.13. For a compact CY 3-fold, the attractor index \( \Omega_* (\gamma, y) \) is expected to include contributions both from single-centered BPS black holes with charge \( \gamma \), as well as from ‘scaling configurations’ of BPS black holes with charge \( \alpha_i \). These scaling configurations correspond to boundaries of the phase space of multicentered black hole solutions where the centers come arbitrarily close [19] and become indistinguishable from single-centered black holes. In contrast, the r.h.s. of (3.33) incorporates compact components of the phase space which are free from such boundaries. The Coulomb branch formula developed in [74, 76] gives a prescription for disentangling these scaling contributions from genuine single-centered black holes, counted by the ‘single-centered’ invariant \( \Omega_S (\gamma, y) \) (also known as pure Higgs [19] or quiver invariant [68]).

For symmetric quivers, the invariants \( \Omega_S (\gamma, y) \) coincide with the DT invariants \( \Omega_Z (\gamma, y) \), which are independent of the stability condition \( Z \). We refer to [78] for a concise review of the Coulomb branch formula, which plays a marginal role in the present work.
Remark 3.14. The attractor tree formula and its variants, the Joyce-Reineke formula and the Coulomb branch formula, as well as several tools for dealing with brane tilings, are implemented in the Mathematica package CoulombHiggs.m maintained by the second-named author and available from [www.lpthe.jussieu.fr/~pioline/computing.html](http://www.lpthe.jussieu.fr/~pioline/computing.html). See also the SageMath package [https://github.com/smzg/msinvar](https://github.com/smzg/msinvar) by the first-named author.

3.7. Mutations. Upon varying the central charge $Z$, it may happen that $Z(e_k)$ for $k \in Q_0$ no longer lies in the upper half-plane $\mathcal{H}$ (see §2.2). Across the locus where $Z(e_k)$ becomes real, which is known as a wall of the second kind [66], the heart of the $t$-structure $\mathcal{A}$ turns into the category of representations $\mathcal{A}' = \text{Rep } Q'$ of a different quiver $(Q', W')$ related to $(Q, W)$ by a mutation (or, in physics parlance, by Seiberg duality) [21, 62, 2, 6]. The quiver $Q'$ has the same vertex set $Q'_0 = Q_0$, but the set of arrows $Q'_1$ is obtained from $Q_1$ by adding arrows $a'_{ij}: i \to j$ for each pair of arrows $a: i \to k$ and $b: k \to j$ in $Q_1$, and then reversing the orientation of all arrows starting or ending at the vertex $k$ [44]. The potential $W'$ is obtained from $W$ by adding cubic terms $a'_{ij}a'_{ik}a'_{jk}$ and eliminating two-cycles in $W'$ which have a quadratic term [33] (see [6, §2.5] for a more detailed prescription). Depending on whether the central charge $Z(e_k)$ exits $\mathcal{H}$ through the positive ($\varepsilon = 1$) or negative ($\varepsilon = -1$) real axis, the dimension vectors associated to the vertices of $Q'$ are given by

$$
\gamma'_{ij} = \begin{cases}
-\gamma_{ij} & \text{if } i = k \\
\gamma_{ij} + \max(0, \varepsilon \gamma_{ik}) \text{sgn}(\gamma_{kj}) & \text{if } i, j \neq k
\end{cases}
$$

(3.40)

in line with the above prescription for constructing the arrows of $Q'$. The dimension vector $d = \sum_{i \in Q_0} d_i e_i$ can be expressed as a linear combination $\sum_{i \in Q'_0} d'_i e'_i$ of the basis vectors $e'_i$ associated to the vertices of $Q'_0$ via

$$
d'_i = \begin{cases}
-d_k + \sum_{j \neq k} d_j \max(0, \varepsilon \gamma_{jk}) & \text{if } i = k \\
d_i & \text{if } i \neq k
\end{cases}
$$

(3.41)

Let $\theta \in \mathbb{R}^{Q_0}$ be the stability weight on $Q$ corresponding to the stability condition $Z$ before $Z(e_k)$ has crossed into the lower half-plane. The condition that $Z(e_k)$ exits $\mathcal{H}$ through the positive ($\varepsilon = 1$) or negative ($\varepsilon = -1$) real axis implies that $\text{sgn } \theta_k = \varepsilon$. We define the stability weight $\theta'$ on $Q'$ by

$$
\theta'_i = \begin{cases}
-\theta_k & \text{if } i = k \\
\theta_i + \max(0, \varepsilon \gamma_{ik}) \theta_k & \text{if } i \neq k
\end{cases}
$$

(3.42)

such that $\sum_{i \in Q_0} d_i \theta_i = \sum_{i \in Q'_0} d'_i \theta'_i$. Note that the self-stability condition $\theta = \langle -, d \rangle$ is invariant under this assignment.

Conjecture 3.15 ([77]). Let $\Omega_{\theta}(d, y)$ and $\Omega'_{\theta'}(d', y)$ be the DT invariants associated to the quivers $(Q, W)$ and $(Q', W')$, with dimension vectors and stability weights related as above. Suppose that $d$ is not collinear to $e_k$, or equivalently that $d'$ is not collinear to $e'_k$. Then

(1) If $d \in \mathbb{N}^{Q_0}$ and $d' \in \mathbb{N}^{Q'_0}$, then $\Omega_{\theta}(d, y) = \Omega'_{\theta'}(d', y)$

(2) If $d \in \mathbb{N}^{Q_0}$ but $d' \notin \mathbb{N}^{Q'_0}$, then $\Omega_{\theta}(d, y) = 0$

(3) If $d' \in \mathbb{N}^{Q'_0}$ but $d \notin \mathbb{N}^{Q_0}$, then $\Omega'_{\theta'}(d', y) = 0$
In particular, the attractor invariants coincide or vanish under the same conditions.

Remark 3.16. This conjecture was put forward in [77] and checked for several examples in [77, 63]. Attractor invariants were not discussed in [77], but a similar property was stated for single-centered invariants \( \Omega_S(d, y) \), allowing for the possibility that \( \Omega_S(e_k, y) \neq 1 \) for simple representations. The formulae above follow from Eqs. (1.7)-(1.13) in [77] upon setting \( M = 1 \), and flipping the sign of \( \gamma_{ij} \) due to our choice of conventions.

4. BRANE TILINGS AND CRYSTALS

For a toric CY3-fold \( X \), the derived category of coherent sheaves \( D^b(\text{coh} X) \) is isomorphic to the derived category of representations of a quiver \( (Q, W) \). In physical parlance, the dynamics of D-branes wrapped on \( X \) is described by a gauge theory with fields encoded in the quiver \( Q \) and superpotential \( W \). For a certain class of toric CY3-folds, \( (Q, W) \) can be read off from a brane tiling, and framed BPS states in the non-commutative chamber can be represented as molten configurations of a crystal constructed from the brane tiling. In this section we review aspects of these well-known facts.

4.1. Basics of toric geometry. A \( d \)-dimensional toric variety \( X \) is a complex manifold with an action of \( (\mathbb{C}^\times)^d \) having a dense open orbit. It may be decomposed into a set of complex tori \( (\mathbb{C}^\times)^d-k \) (the orbits) with \( 0 \leq k \leq d \), associated to \( k \)-dimensional cones in \( \mathbb{Z}^d \). Let \( (v_1, \ldots, v_r) \) be the set of indivisible vectors in \( \mathbb{Z}^d \) generating one-dimensional cones (corresponding to toric divisors in \( X \)). For each of the \( r-d \) linear relations \( q_1 v_1 + \cdots + q_r v_r = 0 \) among the \( v_i \)'s, consider the \( \mathbb{C}^\times \) action on \( \mathbb{C}^r \)

\[
\lambda \cdot (z_1, \ldots, z_r) = (\lambda^{q_1} z_1, \ldots, \lambda^{q_r} z_r)
\]

Remark 4.1. Consider an exact sequence (we assume that \( v \) is surjective)

\[
0 \to L \to \mathbb{Z}^r \xrightarrow{v} N = \mathbb{Z}^d \to 0,
\]

where \( L \) is the kernel of the matrix with columns \( v_i \). It induces a homomorphism of tori \( L \otimes_\mathbb{Z} \mathbb{C}^\times \simeq (\mathbb{C}^\times)^{r-d} \hookrightarrow (\mathbb{C}^\times)^r \). Therefore we have an action of \( (\mathbb{C}^\times)^{r-d} \) on \( \mathbb{C}^r \).

The variety \( X \) is then isomorphic to \( (\mathbb{C}^r/F_\Sigma)/(\mathbb{C}^\times)^{r-d} \), where \( F_\Sigma \) is the intersection of unions \( \cap_{i \in I} \{ z_i = 0 \} \) for all subsets \( I \subset \{ 1, \ldots, r \} \) such that \( \{ v_i \mid i \notin I \} \) spans a cone in \( \Sigma \). More explicitly, \( F_\Sigma \) is the zero locus

\[
F_\Sigma = Z(z^{\sigma} : \sigma \in \Sigma), \quad z^\sigma = \prod_{i : v_i \notin \sigma} z_i.
\]

The toric divisors \( D_i = \{ z_i = 0 \} \) in \( X \) satisfy the linear equivalence relations \( \sum_i a_i D_i = 0 \) whenever \( a \cdot q := \sum_i a_i q_i = 0 \) for \( q \in L \). The canonical line bundle is equal to \( K_X = O(-\sum_i D_i) \).

If \( X \) is Calabi-Yau, then the canonical divisor \( -\sum_i D_i \) is trivial, hence \( \sum_i q_i = 0 \) for all \( q \in L \). This means that the vector \( \rho = (1, \ldots, 1) \in \mathbb{Z}^r \) satisfies \( \rho \cdot q = 0 \) for all \( q \in L \), hence induces a linear map \( \rho : N \to \mathbb{Z} \) such that \( \rho(v_i) = 1 \) for all \( i \). Hence all vectors \( v_i \) lie in the same hyperplane. We project this hyperplane to \( \mathbb{Z}^{d-1} \) (for example, taking the first \( d-1 \) coordinates) and consider the corresponding vectors \( \hat{v}_i \in \mathbb{Z}^{d-1} \). The toric diagram (defined up to \( \text{GL}(d-1, \mathbb{Z}) \)-transformations) is the convex hull \( P \) of the vectors \( \{ \hat{v}_i \mid i = 1 \ldots r \} \), triangulated by the restriction of the fan to \( \mathbb{Z}^{d-1} \). Internal lattice points correspond to compact divisors in \( X \), while lattice points on the boundary correspond to non-compact divisors (subject to linear equivalences). The virtual
Poincaré polynomial of $X$ is obtained by summing up the Poincaré polynomials of the toric orbits,

$$P(X) = \sum_{k=0}^{d} n_k(q - 1)^{d-k}$$

where $n_k$ is the number of $k$-dimensional cones in $\Sigma$ (hence $n_0 = 1, n_1 = r$).

**Lemma 4.2.** Let $X$ be a smooth toric CY3-fold given by a convex toric diagram having $i$ internal vertices and $b$ boundary vertices. Then

$$P(X) = q(q^2 + (i + b - 3)q + i).$$

In particular, the virtual Poincaré polynomial is independent of the triangulation.

**Proof.** By Pick’s theorem, the number of triangles in the diagram (all having area $\frac{1}{2}$) is equal to $2i + b - 2$. By Euler’s formula, the number of edges in the diagram is equal to $(i+b)+(2i+b-2)-1 = 3i + 2b - 3$. Therefore

$$P(X) = (q - 1)^3 + (i + b)(q - 1)^2 + (3i + 2b - 3)(q - 1) + (2i + b - 2)$$

which simplifies to (4.5).

**Example 4.3.** The toric fan for the conifold is spanned by the vectors

$$v_0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad v_1 = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}, \quad v_2 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad v_3 = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix},$$

Its crepant resolution $X = \mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$ corresponds to a triangulation of the toric diagram. Different triangulations are related by a flop transition. The toric diagram encloses the vectors (see Figure 2, left)

$$\hat{v}_0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad \hat{v}_1 = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}, \quad \hat{v}_2 = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \quad \hat{v}_3 = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}.$$ 

There is no internal lattice point so the resolution of the conifold does not support any compact divisor. The four corners correspond to linearly equivalent non-compact divisors. The diagonal edge corresponds to the basis $\mathbb{P}^1$ of the fibration. Since $i = 0$, $b = 4$, the virtual Poincaré polynomial is $P(X) = q^2(q + 1)$, as expected for a rank two vector bundle over $\mathbb{P}^1$.

**Example 4.4.** The toric fan for the orbifold $\mathbb{C}^3/\mathbb{Z}_3$ is spanned by the vectors

$$v_0 = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad v_1 = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix}, \quad v_2 = \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}, \quad v_3 = \begin{pmatrix} -1 \\ -1 \\ 1 \end{pmatrix}.$$ 

The toric diagram encloses the vectors (see Figure 2, right)

$$\hat{v}_0 = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{v}_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{v}_2 = \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \quad \hat{v}_3 = \begin{pmatrix} -1 \\ -1 \\ -1 \end{pmatrix}.$$ 

The non-zero vectors ($\hat{v}_1, \hat{v}_2, \hat{v}_3$) span the toric fan for the surface $S = \mathbb{P}^2$. The crepant resolution $X$ of the orbifold is isomorphic to the canonical bundle $K_{\mathbb{P}^2}$. It is given by the triangulation of the toric diagram. The divisor $D_0$ associated to the internal point $v_0$ is the exceptional divisor in the crepant resolution, while $D_1 = D_2 = D_3$ is the non-compact divisor obtained by restricting $K_{\mathbb{P}^2}$ to a line in $\mathbb{P}^2$. Since $i = 1$, $b = 3$, the virtual Poincaré polynomial is $P(X) = q(q^2 + q + 1)$, as expected for a line bundle over $\mathbb{P}^2$. 
4.2. Quivers and brane tilings. The problem of determining the dynamics of D-branes on a local CY3-fold $X$ has a long history, going back to the seminal works [38, 37]. In general, the dynamics at low energies is governed by a supersymmetric gauge theory with 8 supercharges, living in the non-compact directions of the D-brane worldvolume. For BPS states localized in the three spatial dimensions, this is a supersymmetric quiver quantum mechanics of the type considered in [30], with product gauge group $G = \prod_{i=1}^{r} U(N_i)$, chiral fields $\Phi_{ij}^{a}$ in bifundamental representations $(N_i, \overline{N_j})$, a gauge-invariant holomorphic superpotential $W(\{\Phi_{ij}^{a}\})$, and real Fayet-Iliopoulos parameters $\theta_i$ for each $U(N_i)$ factor in $G$. The ranks $N_i$ are the coefficients of the D-brane charge $\gamma = \sum_{i=1}^{r} N_i \gamma_i$ on a basis of charges $\gamma_i \in H^*(X)$ associated to a set of ‘elementary D-branes’, and the net number of chiral fields $|\{\Phi_{ij}^{a}\}| - |\{\Phi_{ji}^{a}\}|$ going from $i$ to $j$ is given by (minus) the skew-symmetrized Euler form $-\langle \gamma_i, \gamma_j \rangle$. The full BPS spectrum, for given stability parameters $\theta_i$, is then obtained as supersymmetric bound states of these elementary constituents, represented by BPS ground states of the quiver quantum mechanics. In the presence of an infinitely heavy defect of charge $\gamma_i$, such as a D6-brane wrapping $X$ or D4-branes wrapping non-compact divisors in $X$, the quiver quantum mechanics obtains an additional gauge group $U(N_{\infty})$ and arrows $\Phi_{\infty,i}^{a}, \Phi_{i,\infty}^{a}$, and computes the number of framed BPS states.

Mathematically, BPS ground states are cohomology classes on the moduli space of $\theta$-semistable representations of the quiver with potential $(Q, W)$. The ‘elementary D-branes’, or ‘fractional branes’ in the context of orbifolds, correspond to a tilting sequence $T = \bigoplus_{i=1}^{r} T_i$ in the derived category of coherent sheaves $D^b(\text{coh } X)$, such that $T_i$ generate $D^b(\text{coh } X)$ and $\text{Ext}^k(T, T) = 0$ for $k \neq 0$. When $X$ is the total space of the canonical bundle on a complex surface $S$, a tilting sequence $T$ can be constructed by lifting a strong exceptional collection of line bundles on $S$ [55, 11]. Note however that the lifted sequence need not be exceptional, in particular $\text{End}(T_i) = \Gamma(X, O_X)$ may have dimension $> 1$. The triangulated category $D^b(\text{coh } X)$ is then equivalent to the category of representations of the Jacobian algebra $J(Q, W)$ for a quiver with potential $(Q, W)$ associated to $T$ [10, 9].

For a wide class of toric CY threefolds, the construction of the tilting sequence $T$ can be by-passed and the quiver $(Q, W)$ can be read off from a brane tiling [53, 45]. The latter is a bipartite graph $G$ embedded in a 2-dimensional (real) torus $\mathcal{T}$, or equivalently a periodic bipartite graph $\tilde{G}$ on $\mathbb{R}^2$. Each vertex carries a color, black or white, such that edges connect only vertices with different colors. The quiver $Q$ is then the dual graph of $G$: the vertices $i \in Q_0$ correspond to faces of $G$ (i.e. the connected components of $\mathcal{T}\backslash G$) and the arrows $a: i \to j \in Q_1$ to edges common to faces $i$ and $j$. The arrows are oriented so that they go clockwise around white vertices of $G$ and go anti-clockwise around black vertices of $G$.

Let $Q_2$ be the set of connected components of $\mathcal{T}\backslash Q$, or equivalently the set of vertices of $G$. Let $Q_2^+$ and $Q_2^-$ correspond to the sets of white and black vertices of $G$. For any face $F \in Q_2$, let $w_F$ be the cycle obtained by going along the arrows of $F$ (defined up to a cyclic shift). The
potential $W$ is then
\begin{equation}
W = \sum_{F \in Q_2^+} w_F - \sum_{F \in Q_2^-} w_F.
\end{equation}

Note that $|Q_0| - |Q_1| + |Q_2| = 0$, where $|Q_i|$ denotes the cardinality of the set $Q_i$, since the Euler number of the two-dimensional torus vanishes.

Conversely, starting with a quiver $(Q, W)$ with $|Q_0| - |Q_1| + |Q_2| = 0$, it is straightforward to reconstruct the brane tiling: for every term $w$ in $W$, we construct a polygon with edges corresponding to the arrows of $w$ and orientation depending on the sign of $w$. Then we glue these polygons along equal edges and obtain a torus with an embedded quiver. Considering the dual graph, we obtain the required bipartite graph embedded in a torus. However, not all quivers corresponding to toric CY3 singularities satisfy the torus condition $|Q_0| - |Q_1| + |Q_2| = 0$, see e.g. [12] for some counter-examples.

**Example 4.5.** Let $\Gamma \subset \text{SL}_3(\mathbb{C})$ be an abelian group. The corresponding 3-dimensional representation of $\Gamma$ can be decomposed as $\mathbb{C}^3 = \rho_1 \oplus \rho_2 \oplus \rho_3$, where $\rho_i$ are 1-dimensional representations of $\Gamma$. The set of $\Gamma$-representations can be identified with the group of characters $\hat{\Gamma} = \text{Hom}(\Gamma, \mathbb{C}^\times)$ (non-canonically isomorphic to $\Gamma$). Then $\rho_i \in \hat{\Gamma}$ satisfy $\rho_1 \rho_2 \rho_3 = 1$. The corresponding Mckay quiver has the set of vertices $Q_0 = \Gamma$ and arrows $a_{i,\rho}: \rho \rho_i \to \rho$ for all $\rho \in \hat{\Gamma}$ and $i = 1, 2, 3$. For any $\rho \in \hat{\Gamma}$ and a permutation $\pi \in S_3$, consider the cycle
\begin{equation}
\rho = \rho \rho_{\pi(1)} \rho_{\pi(2)} \rho_{\pi(3)} \to \rho \rho_{\pi(1)} \rho_{\pi(2)} \to \rho \rho_{\pi(1)} \to \rho
\end{equation}
The potential $W$ is the sum over all such cycles (up to a cyclic shift), weighted with sgn($\pi$). This implies that $|Q_0| - |Q_1| + |Q_2| = |\Gamma| - 3 |\Gamma| + 2 |\Gamma| = 0$, hence by applying the gluing algorithm described earlier we obtain a torus and a brane tiling.

Conversely, starting from the brane tiling, one may recover both the toric diagram of $\mathcal{X}$ and the tilting sequence $[45, 52, 84, 20]$. In particular, periodic perfect matchings are in correspondence with integer points on the toric diagram $P$. The correspondence is many-to-one except for corner points of $P$, which correspond to a single perfect matching [45]. More directly, one reconstruct the full toric CY3-fold $\mathcal{X}$ from the moduli space of D0-branes, as we discuss next.

### 4.3. $\Lambda$-grading and torus action

In order to analyze Jacobian algebras associated to brane tilings, consider the chain complex $\mathcal{C}$ of abelian groups [88]
\begin{equation}
\cdots \to 0 \to \mathbb{Z} Q_2 \xrightarrow{d_2} \mathbb{Z} Q_1 \xrightarrow{d_1} \mathbb{Z} Q_0 \to 0 \to \cdots,
\end{equation}
where \( d_2(F) = \sum_{a \in F} a \) for \( F \in Q_2 \) and \( d_1(a) = t(a) - s(a) \) for \( a \in Q_1 \). Its homology \( H_*(\mathbb{C}) \) is isomorphic to \( H_*(\mathbb{T}, \mathbb{Z}) \). The quotient

\[
(4.14) \quad \Lambda = \mathbb{Z}Q_1/(d_2(F) - d_2(F') : F, F' \in Q_2)
\]

is a free abelian group of rank \( |Q_0| + 2 \). The projection

\[
(4.15) \quad \text{wt}: \mathbb{Z}Q_1 \to \Lambda,
\]

which we will call the weight function, induces a \( \Lambda \)-grading on the path algebra \( \mathbb{C}Q \). For any arrow \( a \in Q_1 \), we have \( \frac{\partial W}{\partial a} = \frac{\partial W_F}{\partial a} - \frac{\partial W_{F'}}{\partial a} \), where \( F, F' \) are two faces that contain \( a \). Note that these derivatives have the same weight in \( \Lambda \). Therefore the ideal generated by \( \frac{\partial W}{\partial a} \), for \( a \in Q_1 \), is homogeneous with respect to the \( \Lambda \)-grading and the Jacobian algebra \( J = J(Q, W) \) inherits the \( \Lambda \)-grading. This implies that the space of representations \( R(J, d) \) is equipped with an action of the complex torus \( T_\Lambda = \text{Hom}(\Lambda, \mathbb{C}^\times) \)

\[
(4.16) \quad t \cdot (M_a)_{a \in Q_1} = (t^a M_a)_{a \in Q_1}, \quad t^a = t(\text{wt}(a)).
\]

Starting from a brane tiling and the corresponding Jacobian algebra \( J = J(Q, W) \), one may obtain the singular toric CY3 \( X \) as the moduli space \( M(J, \delta) = R(J, \delta) / G_\delta \), for the dimension vector \( \delta = (1, \ldots, 1) \in \mathbb{Z}^{|Q_0|} \) (physically, this is the moduli space for a single D0-brane). This is an affine variety with the coordinate ring \( \mathbb{C}[M(J, \delta)] = \mathbb{C}[R(J, \delta)]^{G_\delta} \) isomorphic to the center of \( J \). Note that \( G_\delta = (\mathbb{C}^\times)^{Q_0} \) and the moduli space \( M(J, \delta) \) is equipped with an action of the torus \( T_\Lambda / G_\delta \). This torus is isomorphic to \( T_M = \text{Hom}(M, \mathbb{C}^\times) \), where \( M = \text{Ker}(d_1: \Lambda \to \mathbb{Z}Q_1) \) is a rank 3 lattice.

To see that \( M(J, \delta) \) is a 3-dimensional toric variety with an action of the torus \( T_M \), we need to describe an open toric orbit in \( M(J, \delta) \). Consider the open subset \( T' = R(J, \delta) \cap (\mathbb{C}^\times)^{Q_1} \subset R(J, \delta) \) (which is a torus). Its points can be identified with maps \( x: Q_1 \to \mathbb{C}^\times \) such that \( \prod_{a \in F} x(a) \) is independent of \( F \in Q_2 \). We obtain a group homomorphism \( x: \mathbb{Z}Q_1 \to \mathbb{C}^\times \) such that \( x(d_2(F)) = x(d_2(F')) \) for all \( F, F' \in Q_2 \). Hence we can identify \( x \) with a homomorphism \( x: \Lambda \to \mathbb{C}^\times \) and therefore we obtain \( T' = T_\Lambda \). Taking the quotient by \( G_\delta = (\mathbb{C}^\times)^{Q_0} \) we obtain the 3-dimensional torus \( T_\Lambda / G_\delta \simeq T_M \) inside \( M(J, \delta) \).

Note that \( M(J, \delta) \) is generally a singular 3-dimensional toric CY variety. By considering moduli spaces

\[
(4.17) \quad M^\theta(J, \delta) = R^\theta(J, \delta) / G_\delta
\]

for generic stability parameters \( \theta \), one obtains crepant resolutions of the variety \( M(J, \delta) \), which are still toric since the torus \( T_M \) is also contained in these moduli spaces. One can construct the tilting bundle \( T = \bigoplus_{i \in Q_0} T_i \) on \( X = M^\theta(J, \delta) \) as follows (see e.g. [20]). The diagonal \( \mathbb{C}^\times \subset G_\delta = (\mathbb{C}^\times)^{Q_0} \) acts trivially on \( R^\theta = R^\theta(J, \delta) \) and we have a free action of \( G_\delta / \mathbb{C}^\times \) on \( R^\theta \). Let us fix a vertex \( i_0 \in Q_0 \). For any vertex \( i \in Q_0 \), we equip the trivial line bundle \( L_i = R^\theta \times \mathbb{C} \) with an action of \( G_\delta \) given by

\[
(4.18) \quad t \cdot (M, c) = (t \cdot M, t_i c t_{i_0}^{-1} c),
\]

where \( t \cdot M \) denotes the standard action of \( G_\delta \) on \( R^\theta(J, \delta) \). Then the diagonal \( \mathbb{C}^\times \subset G_\delta \) acts trivially on \( L_i \) and we have a free action of \( G_\delta / \mathbb{C}^\times \) on \( L_i \). Taking the quotients, we obtain a line bundle

\[
(4.19) \quad T_i = L_i / G_\delta \to R^\theta / G_\delta = M^\theta(J, \delta)
\]
The first embedding was introduced in [88]. Let \( \tilde{\Delta} \) where we identify parallel sides of the parallelogram. The corresponding quiver has one vertex

\[
D^b(\text{coh } X) \simeq D^b(\text{mod } J), \quad F \mapsto \text{RHom}(T,F).
\]

For this reason the Jacobian algebra \( J \) is called a non-commutative crepant resolution of \( M(J, \delta) \).

4.4. Crystals. In the previous section we introduced the weight function \( \text{wt}: \mathbb{Z}Q_1 \to \Lambda \) (4.15) which equips the Jacobian algebra \( J = J(Q,W) \) with a \( \Lambda \)-grading. Under certain consistency condition on the brane tiling (satisfied in all our examples), this grading can be used to equip framed moduli spaces of \( J \)-representations with a torus action and parametrize torus-fixed points (and therefore, as we recall below, framed BPS states in the non-commutative chamber) as molten crystals or pyramids [88, 92].

Under the above-mentioned consistency conditions, it was proved in [88] that two paths \( u, v: i \to j \) in \( Q \) induce equal elements in \( J \) if and only if \( \text{wt}(u) = \text{wt}(v) \) (we will say in this case that \( u, v \) are equivalent). Moreover, any nontrivial path has a nonzero weight. For any path \( u: i \to j \), we define \( s(u) = i \), the source of \( u \), and \( t(u) = j \), the target of \( u \). Note that if \( s(u) = s(v) \) and their weights are equal, then \( t(u) = t(v) \).

Let \( \Delta_i \) be the set of equivalence classes of paths that start at the vertex \( i \). It is a basis of the projective \( J \)-module \( P_i = J e_i \). We define a partial order on \( \Delta_i \) by the condition that \( u \leq v \) if there exists a path \( w \) such that \( uw \sim v \). A subset \( J \subset \Delta_i \) is called an ideal (or a lower set) if \( u \leq v \) and \( v \in J \) imply \( u \in J \). In physics literature the poset \( \Delta_i \) is called a crystal, an element \( u \in \Delta_i \) is called an atom and the target \( t(u) \in Q_0 \) is called the color of \( u \). The complement \( \Delta_i \setminus J \) of a (finite) ideal \( J \) is called a molten crystal.

Note that we have an embedding

\[
\text{wt}: \Delta_i \hookrightarrow \Lambda.
\]

Therefore we can parametrize atoms by their weights in \( \Lambda \) and interpret the crystal \( \Delta_i \) as a subset of the lattice \( \Lambda \simeq \mathbb{Z}^{\left| Q_0 \right|+2} \).

**Example 4.6.** Consider the brane tiling

![Brane Tiling Diagram](image)

where we identify parallel sides of the parallelogram. The corresponding quiver has one vertex 1, three loops \( x, y, z \), and potential \( W = xyz - xzy \). Since \( d_2(F) = d_2(F') \) for the two terms in \( W \), we have \( \Lambda = \mathbb{Z}Q_1 \simeq \mathbb{Z}^3 \). The poset \( \Delta_1 \) can be identified with \( \mathbb{N}^3 \), where a triple \( (k,l,m) \) corresponds to the monomial \( x^k y^l z^m \in \mathbb{C}[x,y,z] \simeq J(Q,W) \). A finite ideal \( J \subset \Delta_1 \simeq \mathbb{N}^3 \) is a finite subset such that if \( (k,l,m) \in J \) and \( 0 \leq k' \leq k, 0 \leq l' \leq l, 0 \leq m' \leq m \), then \( (k',l',m') \in J \). Such subsets are also called plane partitions.

When \( |Q_0| > 1 \), we can still embed \( \Delta_1 \) in lower dimensional spaces to make it more visual. The first embedding was introduced in [88]. Let \( \bar{Q} \) be the universal cover of \( Q \), embedded in \( \mathbb{R}^2 \). Consider a lift of \( i \) in \( \bar{Q} \) which we continue to denote by \( i \). Any path in \( Q \) starting at \( i \) can be identified with a path in \( \bar{Q} \) that starts at \( i \). It was proved in [88] that for any two vertices \( i, j \) in \( \bar{Q} \), there exists a path \( v_{ij}: i \to j \) in \( \bar{Q} \) (unique up to an equivalence; called the shortest path
from $i$ to $j$) such that any other path $u: i \to j$ in $\tilde{Q}$ is equivalent to $\omega^n v_{ij} \sim v_{ij} \omega^n$, where $\omega_i$ is a cycle that starts at $i$ and goes along some face (it is unique up to an equivalence) and $n \geq 0$. Usually we omit the starting point of $\omega_i$ and write $\omega$. Therefore we obtain a bijection

\begin{equation}
\Delta_i \sim \tilde{Q}_0 \times \mathbb{N} \subset \mathbb{R}^3, \quad \omega^n v_{ij} \mapsto (j, n).
\end{equation}

The corresponding partial order on $\tilde{Q}_0 \times \mathbb{N}$ is generated by the following relations. For any arrow $a: j \to k$ we have either $av_{ij} \sim v_{ik}$ or $av_{ij} \sim \omega v_{ik}$. Therefore

\begin{equation}
(j, n) < (k, n) \quad \text{or} \quad (k, n) < (j, n) < (k, n + 1).
\end{equation}

There is an alternative embedding, called \textit{pyramid embedding},

\begin{equation}
\Delta_i \hookrightarrow \tilde{Q}_0 \times \mathbb{N} \subset \mathbb{R}^3,
\end{equation}

where the first map is not necessarily a bijection. For any poset $P$ and any element $u \in P$, define its height $\ell(u)$ to be the length $k$ of the maximal chain $u_0 < u_1 < \cdots < u_k = u$. Note that if all cycles in $W$ have equal length, then equivalent paths also have equal length and therefore the height of $u \in \Delta_i$ is just the length of the path $u$. Every $u \in \Delta_i$ can be interpreted as a path $u: i \to j$ in $\tilde{Q}$ (up to equivalence). The pyramid embedding maps it to

\begin{equation}
u \mapsto (j, \ell(u)) \in \tilde{Q}_0 \times \mathbb{N}.
\end{equation}

Note that $u$ is mapped to level zero (meaning that $\ell(u) = 0$) only if $u$ is the trivial path $e_i$ at $i$. In this way we depict $\Delta_i$ as an (upside down) pyramid with the apex $e_i$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{pyramid_embedding.png}
\caption{The bipartite graph and the dual quiver for the conifold}
\end{figure}

\textbf{Example 4.7} (Conifold). Consider the brane tiling in Figure 4. The corresponding quiver has vertices 1, 2, arrows $a_1, a_2: 1 \to 2$, $b_1, b_2: 2 \to 1$, and the potential

\begin{equation}
W = a_1 b_1 a_2 b_2 - a_1 b_2 a_2 b_1.
\end{equation}

We draw the crystal $\Delta_1$ as a pyramid in Figure 5. We denote paths $u$ with $t(u) = 1$ by yellow stones and paths $u$ with $t(u) = 2$ by red stones.
4.5. NCDT and molten crystals. In (2.29) we defined the partition function $Z_{i,NC}(x)$ of NCDT invariants as a generating function of invariants of the moduli spaces $M^{NC}(J,d)$ of NC-stable framed representations of the Jacobian algebra. The moduli space $M^{NC}(J,d)$ is equipped with an action of the torus $T_{\Lambda} = \text{Hom}(\Lambda, \mathbb{C}^\times)$. For the framing vector $f = e_i$, the torus fixed points are parametrized by finite ideals $I \subset \Delta_i$ and the partition function has a simple form \[ \sum_{I \subset \Delta_i} (-1)^{d_i + \chi(d,d)} x^{\dim I}, \]

where $\dim I = \sum_{u \in I} e_{t(u)} \in \mathbb{Z}^{Q_0}$ is the dimension vector of the representation corresponding to the ideal $I$. In this way we obtain an interpretation of the partition function of NCDT invariants as counting molten crystals (with signs). By Theorem 2.9 we have (for symmetric quivers)

\[ Z_{i,NC}(x) = \bar{S}_{e_i} \text{Exp} \left( -\sum_d d_i \Omega(d,1) x^d \right). \]

Let us define the operator

\[ \bar{T} : x^d \mapsto (-1)^{\chi(d,d)} x^d. \]

Then the generating function counting melting crystals in $\Delta_i$ can be written as

\[ Z_{\Delta_i}(x) = \sum_{I \subset \Delta_i} x^{\dim I} = \bar{S}_{e_i} \bar{T} Z_{i,NC}(x) = \bar{T} \text{Exp} \left( -\sum_d d_i \Omega(d,1) x^d \right). \]

Remark 4.8 (Algorithms). The above partition function can be computed using the following algorithm, which works for any subposet (or subcrystal) $P \subset \Delta_i$. For simplicity we assume that all cycles in $W$ have the same length. We start with the set $P_0 = \{u_1, \ldots, u_n\}$ of minimal elements in $P$. Then we apply all admissible arrows to all elements in $P_0$ and obtain the set $P_1$ of elements having height $\leq 1$. Assuming that we constructed the set $P_k$ of elements having height $\leq k$, we apply all admissible arrows to the elements of $P_k \setminus P_{k-1}$ and obtain the set $P_{k+1}$ of all elements having height $\leq k + 1$ in $P$. In order to find the terms of the partition function up to degree $n$, we need only ideals $I \subset P$ having $\leq n$ elements. Any element of such semi-ideal has height $\leq n - 1$, hence it is contained in $P_n$. This means that we just need to find all ideals (of size $\leq n$) in the finite poset $P_n \subset P$. This is done using standard algorithms for finding all ideals in finite posets. See https://github.com/smzg/msinvar for an implementation. An alternative algorithm based on the Quiver Yangian of [71] has been developed by the second-named author [93] and is included in the Mathematica package CoulombHiggs.m, see Remark 3.14.

The above partition function of (numerical) NCDT invariants is itself an important object associated with the Jacobian algebra. Later we will study partition functions of unframed refined
invariants of Jacobian algebra. Having these refined partition functions, we can determine $Z_{f,NC}$ using the results of §2.6 and §3.4. Then we can compare the result with the direct computation obtained by applying the algorithms in Remark 4.8.

5. BPS indices for small crepant resolutions

In this section we will consider small crepant resolutions of affine singular CY3 varieties, meaning that the exceptional locus of a resolution has dimension $\leq 1$. This implies that compactly supported sheaves on a resolution have support of dimension $\leq 1$. In all our examples, we will actually study Jacobian algebras $J(Q,W)$ that are non-commutative crepant resolutions of their centers. Moreover, an important feature of all small crepant resolutions is that the quiver $Q$ is symmetric. Therefore the wall-crossing formula translates to the fact that integer DT invariants $\Omega(d,y)$ are independent of the stability parameter and satisfy (see cf. (2.49))

$$A(x) = \exp \left( \sum d \frac{\Omega(d,y)x^d}{y^{-1} - y} \right),$$

where $A(x)$ is the generating function of stacky unframed invariants corresponding to the trivial stability. Our goal will be to compute this generating function explicitly (or review existing results in the literature) and determine the DT invariants $\Omega(d,y) = \Omega_*(d,y) = \Omega_S(d,y)$. In this way we also shall get access to the partition functions of framed invariants (refined and numerical) as explained in §2.6. Examples of affine CY3 varieties admitting small crepant resolutions are

1. Quotients $\mathbb{C}^2/G \times \mathbb{C}$, where $G \subset \text{SL}_2(\mathbb{C})$ is finite.
2. Quotients $\mathbb{C}^3/G$, where $G \subset \text{SO}(3)$ is finite.
3. Affine toric CY3 varieties with toric diagrams that don’t contain internal nodes. They are of the form $\{ xy - z^{N_0}w^{N_1} = 0 \}$ for $0 \leq N_1 \leq N_0$ or $\mathbb{C}^3/(\mathbb{Z}_2 \times \mathbb{Z}_2)$ with an action of the group given by $(1,0) \mapsto \text{diag}(-1,-1,1)$, $(0,1) \mapsto \text{diag}(1,-1,-1)$. See Figure 6 for the corresponding toric diagrams.

Note that for the action of $\mathbb{Z}_N$ on $\mathbb{C}^3$ given by $1 \mapsto \text{diag}(1,\omega,\omega^{-1})$, $\omega = e^{2\pi i/N}$, the corresponding quotient $\mathbb{C}^3/\mathbb{Z}_N$ is contained in all three families (for the second family one needs to consider a subgroup of $\text{SO}(3)$ conjugate to $\mathbb{Z}_N \subset \text{SL}_3(\mathbb{C})$; for the third family one considers $N_0 = N$, $N_1 = 0$). Note also that the quotient $\mathbb{C}^3/(\mathbb{Z}_2 \times \mathbb{Z}_2)$ is contained in the second and the third family.

5.1. Invariants of $\mathbb{C}^3$. We consider the quiver $Q$ with one vertex, three loops $x, y, z$ and potential $W = xyz - xzy$. The corresponding Jacobian algebra is $J(Q,W) = \mathbb{C}[x,y,z]$. 

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{toric_diagram.png}
\caption{Toric diagram for $\{ xy - z^{N_0}w^{N_1} = 0 \}$, with $N_0 = 4$ edges at the bottom and $N_1 = 2$ edges at the top (left). Toric diagram for $\mathbb{C}^3/(\mathbb{Z}_2 \times \mathbb{Z}_2)$ (right).}
\end{figure}
The following result for unframed stacky invariants of $\mathbb{C}^3$ was obtained in [18]. The authors actually study the refined NCDT invariants, but the refined unframed invariants written below can be also obtained from their proof. For another proof of the formula see [85].

**Theorem 5.1.** The generating function of (unframed) stacky invariants for $\mathbb{C}^3$ is

\[
A(x) = \exp \left( \frac{q^2 \sum_{n \geq 1} x^n}{q - 1} \right) = \exp \left( \frac{-y^3 \sum_{n \geq 1} x^n}{y^{-1} - y} \right).
\]

This implies that the corresponding DT invariants are

\[
\Omega(n, y) = -y^3 = (-y)^{-3} \cdot P(\mathbb{C}^3; y), \quad n \geq 1.
\]

This is the virtual motive of $\mathbb{C}^3$ [18] (not to be confused with the virtual Poincaré polynomial $P(\mathbb{C}^3; y) = y^6$). Physically, $\Omega(n, y)$ counts bound states of $n$ D0-branes on $\mathbb{C}^3$. The fact that it does not depend on $n$ is the basic property which allows to view D0-branes as Kaluza-Klein gravitons in M-theory [102]. We note that (5.3) agrees in the unrefined limit with an independent computation [13] based on exponential networks, which provide a dual representation of BPS states as D3-branes wrapped on special Lagrangian cycles in the mirror CY 3-fold [41]. It would be interesting to refine the computations of [13] so as to include spin dependence, along the lines of [47].

**Remark 5.2.** One has a similar formula for counting (unframed) D0 invariants of a smooth CY3-fold $\tilde{\mathcal{X}}$ [18]

\[
A_{\tilde{\mathcal{X}}, 0}(x) = \exp \left( \frac{q^{-1}[\tilde{\mathcal{X}}] \sum_{n \geq 1} x^n}{q - 1} \right) = \exp \left( \frac{(-y)^{-3}[\tilde{\mathcal{X}}] \sum_{n \geq 1} x^n}{y^{-1} - y} \right),
\]

where $[\tilde{\mathcal{X}}] = P(\tilde{\mathcal{X}}; y)$ is the virtual Poincaré polynomial defined in (2.35). In particular, let $\mathcal{X}$ be a singular toric CY3 variety arising from a brane tiling or the corresponding quiver with potential $(Q, W)$. Let $\tilde{\mathcal{X}}$ be a crepant resolution of $\mathcal{X}$ and $J = J(Q, W)$ be the Jacobian algebra. Then we have an equivalence of derived categories $D^b(\text{coh } \tilde{\mathcal{X}}) \simeq D^b(\text{mod } J)$ so that the class of $n$ D0-branes on $\tilde{\mathcal{X}}$ is mapped to the dimension vector $n\delta$, where $\delta = (1, \ldots, 1) \in \mathbb{Z}^{Q_0}$. This dimension vector is contained in the kernel of the skew-symmetric form, hence the DT invariants $\Omega_\theta(n\delta, y)$ are independent of a (generic) stability parameter $\theta$ and, in particular, coincide with the attractor invariant $\Omega_\ast(n\delta, y)$. We obtain from the above formula that

\[
\Omega_\ast(n\delta, y) = (-y)^{-3}[\tilde{\mathcal{X}}],
\]

Applying Lemma 4.2, we obtain

\[
\Omega_\ast(n\delta, y) = -y^{-1}(y^4 + (i + b - 3)y^2 + i),
\]

where $i$ and $b$ are respectively the numbers of internal and boundary lattice points in the toric diagram of $\mathcal{X}$.

According to §2.6, for any framing vector $f \in \mathbb{N}$, we have

\[
Z^\text{ref}_{f, NC}(x) = S_{-f} \exp \left( \sum_{n \geq 1} \frac{(y^{2fn} - 1)\Omega(n, y) x^n}{y^{-1} - y} \right) = S_{-f} \exp \left( \sum_{n \geq 1} \frac{y^4(y^{2fn} - 1)x^n}{y^2 - 1} \right).
\]
In particular, for $f = 1$, we have (cf. [18])
\begin{equation}
Z_{NC}^{\text{ref}}(x) = S_{-1} \left( \sum_{n \geq 1} \frac{q^2(q^n - 1)x^n}{q - 1} \right)
\end{equation}
(5.8)
\begin{equation}
Z_{NC}(-x) = \prod_{n \geq 1} \frac{1}{(1 - x^n)^n}
\end{equation}
(5.9)
which is the MacMahon function. According to (4.27), it can be also computed by counting molten crystals
\begin{equation}
Z_{NC}(-x) = \sum_{\gamma \subseteq \Delta_1} x^{\text{dim} \gamma},
\end{equation}
(5.10)
where the crystal is $\Delta_1 = \mathbb{N}^3$ (see Example 4.6), ideals $J \subseteq \mathbb{N}^3$ are plane partitions and $\text{dim} \gamma = |\gamma|$. It is a theorem of MacMahon that the generating function of plane partitions is given by (5.9). Note that the refined topological vertex [57] postulates a different deformation of the generating series (5.9), which is tantamount to $\Omega(n, y) = -y$ rather $\Omega(n, y) = -y^3$ as in (5.3).

5.2. Invariants of $\mathbb{C}^2/G \times \mathbb{C}$. Let $G \subset \text{SL}_2(\mathbb{C})$ be a finite subgroup and $X = \mathbb{C}^2/G \times \mathbb{C}$. The corresponding McKay quiver is isomorphic to the double quiver (meaning that we add opposite arrows) of a quiver $Q$ with an underlying diagram being an extended Dynkin diagram of type $A_n$ for $n \geq 0$, $\hat{D}_n$ for $n \geq 4$ or $\hat{E}_n$ for $n = 6, 7, 8$. Let $Q$ be the \textit{Ginzburg quiver}, obtained from $Q$ by adding opposite arrows $a^* : j \to i$ for arrows $a : i \to j$ and loops $\ell_i : i \to i$ for $i \in Q_0$. The potential on $Q$ is given by
\begin{equation}
W = \sum_{(a : i \to j) \in Q_1} (\ell_i a a^* - \ell_j a^* a).
\end{equation}
(5.11)
Then the Jacobian algebra $J = J(\hat{Q}, W)$ is Morita equivalent to the skew group algebra $G \ltimes \mathbb{C}[x, y, z]$, where $G$ acts on the coordinates $x, y, z$. Therefore the derived category $D^b(\text{mod } J)$ is equivalent to the derived category of $G$-equivariant coherent sheaves with compact support on $\mathbb{C}^3$.

In order to write down the formula for unframed stacky invariants, we need to recall the root systems of affine type. Let $Q$ be of type $\hat{X}_{N-1} = \hat{A}_{N-1}$, $\hat{D}_{N-1}$ or $\hat{E}_{N-1}$. Let $\Delta^f_+$ be the set of positive finite roots of type $\hat{X}_{N-1}$ and $\Delta^f = \Delta^f_+ \cup (-\Delta^f_+)$ be the set of all finite roots. Let $\Delta$ be the indivisible imaginary root. Then the positive real roots of type $\hat{X}_{N-1}$ are
\begin{equation}
\Delta^r_+ = \Delta^f_+ \cup \{ \Delta^f + n\delta \mid n \geq 1 \}
\end{equation}
(5.12)
while the positive imaginary roots are $\Delta^\text{im}_+ = \{ n\delta \mid n \geq 1 \}$. We define $\Delta_+ = \Delta^r_+ \cup \Delta^\text{im}_+$.

**Remark 5.3.** In type $\hat{A}_{N-1}$ we can also describe real roots as follows. Let $\alpha_0, \ldots, \alpha_{N-1}$ be simple roots (so that $\delta = \alpha_0 + \cdots + \alpha_{N-1}$). For any $i, j \in \mathbb{Z}_N$, consider the element $\alpha_{ij} = \alpha_i + \alpha_{i+1} + \cdots + \alpha_j$. Then $\Delta^r_+ = \{ \alpha_{ij} \mid j \neq i - 1 \} + \mathbb{N}\delta$.

We can identify the root lattice of type $\hat{X}_{N-1}$ and the lattice $\Gamma = \mathbb{Z}^{Q_0}$. Under this identification positive roots correspond to dimension vectors of indecomposable $Q$-representations. The following result was proved in [85] (see also [25] for the $\hat{A}_{N-1}$ case).
Theorem 5.4. The generating function of unframed stacky invariants for $J(\hat{Q}, W)$ is

$$A(x) = \text{Exp} \left( \sum_{d \in \Delta^p} q x^d + q(q + N - 1) \sum_{d \in \Delta^m} x^d \right).$$

Note that for the trivial group $G$ (hence $N = 1$) we obtain Theorem 5.1. The above theorem implies that the corresponding DT invariants are

$$\Omega(d, y) = \begin{cases} -y & d \in \Delta^p \\ -y(y^2 + N - 1) & d \in \Delta^m \\ 0 & \text{otherwise} \end{cases}$$

The imaginary roots correspond to bound states of $n$ D0-branes, with $\Omega(n \delta) = (-y)^{-3} P(\tilde{X})$. Real roots instead correspond to D2-D0 bound states, with DT invariants $\Omega(d, y)$ interpreted as refined Gopakumar-Vafa invariants [50, 27]. For $N = 2$, the result (5.14) agrees in the unrefined limit with independent computation based on exponential networks [15].

Applying the results of §2.6, we can determine partition functions of framed invariants for any framed vector $f$. In particular, for $f = e_0$ (corresponding to the extended vertex as well as the trivial representation of $G$), we obtain numerical NCDT invariants (2.53)

$$Z_{0,NC}(x) = \bar{S}_{e_0} \text{Exp} \left( \sum_{d \in \Delta^p} d_0 x^d + N \sum_{d \in \Delta^m} d_0 x^d \right).$$

This implies

$$Z_{0,NC}(-x_0, x_1, \ldots, x_{N-1}) = \prod_{n \geq 1} \left( 1 - x^n \right)^N \prod_{d \in \Delta^l} \left( 1 - x^{d + n \delta} \right)^{-n}.$$ 

According to §4.5 this is also the generating function counting molten crystals. Equation (5.16) for the group $G = \mathbb{Z}_N$ was originally proved in [105] using the molten crystals interpretation.

5.3. Invariants of the resolved conifold. Consider the conifold singularity

$$xy - zw = 0.$$ 

Its toric diagram is shown on Figure 2. To see the relation between the singularity and the toric variety, consider an exact sequence

$$0 \rightarrow \mathbb{Z} \begin{pmatrix} 1 & -1 & -1 \\ 1 & 0 & 0 \end{pmatrix} \mathbb{Z}^4 \begin{pmatrix} 0 & 0 & 1 & 1 \\ 0 & 1 & 0 & 1 \\ 1 & 1 & 1 & 1 \end{pmatrix} \mathbb{Z}^3 \rightarrow 0$$

where the columns of the second matrix correspond to the rays of the fan. The corresponding toric variety is equal to $\mathbb{C}^4/T$, where the action of $T = \mathbb{C}^*$ on $\mathbb{C}^4$ is given by

$$t(x_1, x_2, x_3, x_4) = (tx_1, t^{-1}x_2, t^{-1}x_3, tx_4).$$

The map

$$(x_1, x_2, x_3, x_4) \mapsto (x, y, z, w) = (x_1 x_2, x_3 x_4, x_1 x_3, x_2 x_4)$$

is $T$-equivariant and maps $\mathbb{C}^4$ to the conifold. Taking the quotient, we obtain an isomorphism. On the hand we can represent this toric variety as a moduli space of quiver representations. Consider the quiver $Q$.
Then we can identify $R(Q, \delta)$, $\delta = (1,1)$, with $\mathbb{C}^4$

(5.21)

\[ M \mapsto (M_{a_1}, M_{b_1}, M_{b_2}, M_{a_2}) \in \mathbb{C}^4 \]

so that $M(Q, \delta) = R(Q, \delta)/G_\delta = \mathbb{C}^4/T$.

We equip $Q$ with the potential (4.26) and consider the Jacobian algebra $J = J(Q,W)$. Note that in this example we actually have $M(J, \delta) = M(Q, \delta)$. Crepant resolutions are obtained by considering a generic stability parameter $\theta$ (for example $\theta = (1,0)$ or $\theta = (0,1)$) and the corresponding moduli space $M^\theta(J, \delta) = M^\theta(Q, \delta)$. They are isomorphic to the vector bundle $O((-1) \oplus O(-1) \to \mathbb{P}^1$ and have a derived category (of coherent sheaves with compact support) equivalent to the derived category of $J$. The following result was proved in [82].

**Theorem 5.5.** The generating function of unframed stacky invariants for $J(Q,W)$ is

(5.22)

\[ A(x) = \exp \left( \frac{(q+q^2)x_0x_1 - q^{1/2}(x_0 + x_1)}{q - 1} \sum_{k \geq 0} x^{kd} \right). \]

Equivalently, the only non-zero unframed DT invariants are

(5.23)

\[ \Omega(n\delta) = -y^3 - y, \quad \Omega(n\delta - e_0) = \Omega(n\delta - e_1) = 1 \quad (n \geq 1) \]

corresponding to D0-branes and D2-D0 bound states, respectively. These invariants were first computed in the unrefined limit $y \to 1$ in [99, 61, 49], and have been recovered using exponential networks in [15, (3.29)].

Applying results of §2.6, we can determine the partition functions of framed invariants (refined and numerical) for any framing vector $f \in \mathbb{N}^{Q_0}$ and any stability parameter. In particular, for $f = e_0$, we obtain the partition function of numerical NCDT invariants (2.53)

\[ Z_{0,NC}(-x_0, x_1) = \tilde{S}_{e_0} Z_{0,NC}(x) = \exp \left( \sum_{k \geq 1} 2k(x_0x_1)^k - kk_0x_1^{k-1} - (k-1)x_0^{k-1}x_1^k \right) \]

(5.24)

\[ = \prod_{k \geq 1} \frac{(1 - x_0^kx_1^{k-1})(1 - x_0^kx_1^{k+1})}{(1 - x_0^kx_1^{2k})} \]

According to §4.5, the generating function counting melting crystals in the crystal $\Delta_0$ (see Figure 5) is equal to

(5.25)

\[ Z_{\Delta_0}(x) = \sum_{j \subset \Delta_0} x^{\dim j} = Z_{0,NC}(x_0,-x_1) = \prod_{k \geq 1} \frac{(1 + x_0^kx_1^{k-1})(1 + x_0^kx_1^{k+1})}{(1 - x_0^kx_1^{2k})} \]

This formula was conjectured in [99] and proved in [104] using the molten crystal interpretation.

Generally, for any (generic) stability parameter $\theta \in \mathbb{R}^2$, we have by Theorem 2.11

(5.26)

\[ \tilde{S}_{e_0} Z_{0,\theta} = \exp \left( - \sum_{\theta(d) < 0} d_0 \Omega(d,1)x^d \right), \quad \tilde{S}_{e_0} Z_{0,NC} = \exp \left( - \sum_d d_0 \Omega(d,1)x^d \right). \]

We see from Equation (5.24) that the walls occur only for $\theta$ satisfying $\theta(1,1) = 0$, $\theta(m, m-1) = 0$ or $\theta(m-1, m) = 0$ for some $m \geq 1$. We can parametrize them as follows. For any $m \geq 0$, consider the rays

(5.27)

\[ \ell^+_m = \mathbb{R}_{\geq 0}(1 - m, m), \quad \ell^-_m = \mathbb{R}_{\geq 0}(-m, m-1), \quad \ell_\infty = \mathbb{R}_{\geq 0}(-1, 1) \]
and let $C_m^\pm$ be the chamber between $\ell_m^\pm$ and $\ell_{m+1}^\pm$ (see Figure 7).

The partition function $Z_{0,\theta}$ is independent of $\theta$ in a given chamber. For example, let us consider $\theta \in C_m^-$ of the form $\theta = (-m, m - 1 + \varepsilon)$ for $0 < \varepsilon \ll 1$. We have $\theta(k, k) < 0$ and $\theta(k, k-1) < 0$ for all $k \geq 1$ and $\theta(k-1, k) = m - k + \varepsilon < 0$ only for $k \geq m + 1$. Therefore, we obtain

$$Z_{0,\theta}(-x_0, x_1) = \operatorname{Exp} \left( \sum_{k \geq 1} \left( 2k(x_0 x_1)^k - kx_0^k x_1^{k-1} \right) - \sum_{k \geq m+1} (k-1)x_0^{k-1} x_1^k \right)$$

for $\theta \in C_m^-$. This generating function can be used to compute melting crystals in a crystal having $m$ stones at the top (for example, the crystal $\Delta_0$ has one stone at the top).

**Theorem 5.6** (see [90, Theorem 5.13]). For any $\theta \in C_m^-$, $m \geq 1$, the framed moduli space $M_{0}^{\text{fr}}(J, d)$ is isomorphic to

$$M_{0}^{\text{fr}}(J, d) \simeq M_{\text{NC}}(J', (\bar{d}, 1)), \quad \bar{d} = \begin{pmatrix} m & -m+1 \\ m+1 & -m \end{pmatrix} d,$$

where $J'$ is the quotient of $\mathbb{C}Q_f$, for the framing vector $f = me_0$ (with new arrows $r_i: \infty \to 0$ for $1 \leq i \leq m$), with relations induced by $W$ and $a_2 r_i = a_1 r_{i+1}$ for $1 \leq i < m$. 

**Figure 7.** Chamber structure for framed invariants of the resolved conifold. The spectrum of framed BPS states is trivial in the chamber $C_0^+$, finite in the chambers $C_m^+$ with $m > 0$, infinite in the chambers $C_m^-$ with $m \geq 0$. The non-commutative chamber corresponds to $C_0^-$. 


Remark 5.7. The chamber structure for the conifold was first studied in [90, 59]. The relations $a_2 r_i = a_1 r_{i+1}$ for $1 \leq i < m$ can be implemented by adding arrows $p_i : 1 \to \infty$, for $1 \leq i < m$, and considering a potential $W' = W + \sum_{i=1}^{m-1} p_i (a_2 r_i - a_1 r_{i+1})$ [90, 28].

There is a torus action on $M_{NC}(J^f, (d, 1))$ so that the fixed points are parametrized by ideals in a poset (pyramid) $\Delta^{(m)}_0$ having $m$ stones at the top. Under the map $d \mapsto \tilde{d}$ described above, we have

$$ (k, k) \mapsto (k, k), \quad (k, k-1) \mapsto (k+m-1, k+m), \quad (k-1, k) \mapsto (k-m, k-m-1). $$

Using the formula (5.28) for the partition function $Z_{0,\theta}(x)$, we can describe the partition function of melting crystals

$$ Z_{\Delta^{(m)}_0}(x) = \sum_{\Delta^{(m)}_0} x^{\dim \gamma}, $$

$$ Z_{\Delta^{(m)}_0}(-x_0, -x_1) = \exp \left( \sum_{k \geq 1} \left( 2k(x_0 x_1)^k - k x_0^{k+m-1} x_1^{k+m} \right) - \sum_{k \geq m+1} (k-1) x_0^{k-m} x_1^{k-m-1} \right) $$

$$ = \exp \left( \sum_{k \geq 1} 2k(x_0 x_1)^k - k x_0^{k+m-1} x_1^{k+m} - (k + m - 1) x_0^k x_1^{k-1} \right) $$

$$ = \prod_{k \geq 1} \frac{(1 - x_0^{k} x_1^{k-1})^{k+m-1} (1 - x_0^{k+m-1} x_1^{k+m})^k}{(1 - x_0^{k} x_1^{k})^{2k}} $$

Note that for $m = 1$ we recover (5.25). This formula was conjectured in [99] and proved in [104, 90].

5.4. Invariants of toric small crepant resolutions. Consider the toric singularity

$$ xy - z^{N_0} w^{N_1} = 0, $$

where $0 \leq N_1 \leq N_0$. This singularity reduces to the conifold for $(N_0, N_1) = (1, 1)$, and is sometimes known as a generalized conifold. Its toric diagram has the form as in Figure 6, with $N_0$ edges at the bottom and $N_1$ edges at the top.

The small crepant resolutions are obtained by triangulations of the toric diagram (see Figure 8) . We will parametrize them following [83]. Let $N = N_0 + N_1$. Given a triangulation $\sigma$, we parametrize every triangle by the left end of its horizontal edge and enumerate triangles from right to left. Then we obtain a bijection

$$ \sigma = (\sigma_x, \sigma_y) : I_N = \{0, \ldots, N-1\} \to (I_{N_0} \times \{0\}) \cup (I_{N_1} \times \{1\}). $$

![Figure 8. Example of a triangulation of the toric diagram on Figure 6 with $\sigma = ((3, 0), (2, 0), (1, 0), (1, 1), (0, 0), (0, 1))$ and $J = \{0, 1\}$](image)

We will usually identify $I = I_N$ with $\mathbb{Z}_N$. Define

$$ J = \{ i \in I \mid \sigma_y(i) = \sigma_y(i + 1) \} $$

which enumerates $i \in I$ such that triangles $T_i, T_{i+1}$ have adjoint horizontal edges (we consider triangles $T_{N-1}, T_0$ for $i = N - 1$). We will assume that the diagonal between the origin and
$(1, 1)$ is in $\sigma$ (if $N_1 > 0$). Then $\sigma$ is uniquely determined by $J$. Note that the parity of $J$ is equal to the parity of $I$, see Remark 5.12.

The corresponding quiver with potential is constructed as follows. Let $I = \mathbb{Z}_N$ and $J \subset I$ be a subset having the same parity as $I$. Define a quiver $Q$ with the set of vertices $Q_0 = I$ and with edges

$$
\{ h_i : i \to i + 1, \bar{h}_i : i + 1 \to i \mid i \in I \} \cup \{ r_i : i \to i \mid i \in J \}
$$

equipped with the potential

$$W = \sum_{i \in J} \pm r_i (\bar{h}_i h_i - h_{i-1} \bar{h}_{i-1}) + \sum_{i \notin J} \pm \bar{h}_i h_i h_{i-1} \bar{h}_{i-1},
$$

where the signs are chosen in such way that every arrow appears with opposite signs (this is possible as $J$ has the same parity as $I$). The quiver $(Q, W)$ can be glued into a brane tiling [83] as was explained in §4.2. Different triangulations lead to equivalent quivers related by mutations.

**Example 5.8.** Consider $I = \{0, 1, 2\}$ and $J = \{0\}, \{1\}$ or $\{0, 1, 2\}$. The corresponding potentials are

$$W = r_0 (\bar{h}_0 h_0 - h_2 \bar{h}_2) - \bar{h}_1 h_1 h_0 \bar{h}_0 + h_2 h_2 h_1 \bar{h}_1,
$$

$$W = \bar{h}_0 h_0 h_2 \bar{h}_2 + r_1 (\bar{h}_1 h_1 - h_0 \bar{h}_0) - h_2 h_2 h_1 \bar{h}_1,
$$

$$W = r_0 (\bar{h}_0 h_0 - h_2 \bar{h}_2) + r_1 (\bar{h}_1 h_1 - h_0 \bar{h}_0) + r_2 (h_2 h_2 - h_1 \bar{h}_1).
$$

**Example 5.9 (Quotient $\mathbb{C}^2/\mathbb{Z}_N \times \mathbb{C}$).** Consider $N_1 = 0$, $N_0 = N$ and a triangulation

Then $I = J = \{0, \ldots, N - 1\}$ and the quiver $Q$ is the Ginzburg quiver of the cyclic quiver $C_N$, obtained by taking the double quiver of $C_N$ and adding loops at all vertices. The potential was described in (5.11).

**Example 5.10 (Conifold).** Consider $N_0 = N_1 = 1$ and a triangulation

Then $I = \mathbb{Z}_2$ and $J = \emptyset$. We obtain the same quiver with potential as was studied in §5.3, with an identification

$$a_1 = h_0, \quad a_2 = \bar{h}_1, \quad b_1 = \bar{h}_0, \quad b_2 = h_1.
$$

**Example 5.11 (Suspended pinch point).** Consider $N_0 = 2$, $N_1 = 1$ and a triangulation

Then $I = \mathbb{Z}_3$, $J = \{0\}$ and we obtain the quiver shown in Figure 9. Labelling the vertices by $0, 1, 2$ and the arrows by

$$h_i : i \to i + 1, \quad \bar{h}_i : i + 1 \to i, \quad r_0 : 0 \to 0.$$
the potential is given by
\begin{equation}
W = r_0(\bar{h}_0 h_0 - h_2 \bar{h}_2) - \bar{h}_1 h_1 h_0 h_0 + \bar{h}_2 h_1 h_1.
\end{equation}

Figure 9. Quiver and tiling for the suspended pinched point

Remark 5.12. In what follows we will consider only triangulations with $J = \{0, \ldots, N' - 1\}$ for some $N' \geq 0$. One can show that such triangulation is unique and that $N' = N_0 - N_1$ (assuming that the diagonal between $(0,0)$ and $(1,1)$ is in the triangulation). Note that $N'$ and $N$ have the same parity. Since mutations (swapping a diagonal) do not change the parity of $J$, we conclude that $J$ always has the same parity as $I$.

In the statement of the following theorem we use the root system of type $\tilde{A}_{N-1}$ which was described in Remark 5.3.

Theorem 5.13 (see [83]). Let $N = N_0 + N_1$, $N' = N_0 - N_1$, $I = \mathbb{Z}_N$, $J = \{0, \ldots, N' - 1\}$ and $(Q,W)$ be the quiver with potential defined above. Then the generating function of unframed stacky invariants for $J(Q,W)$ is given by
\begin{equation}
\mathcal{A}(x) = \exp\left(\sum_{d,\Omega} \Omega(d,y) x^d \right),
\end{equation}
where, for $d \in \mathbb{N}^N$,
\begin{enumerate}
\item $\Omega(d,y) = -y$ if $d \in \Delta_+^{re}$ and $\sum_{i \notin J} d_i$ is even.
\item $\Omega(d,y) = 1$ if $d \in \Delta_+^{re}$ and $\sum_{i \notin J} d_i$ is odd.
\item $\Omega(d,y) = -y(y^2 + N - 1)$ if $d \in \Delta_+^{im}$.
\item $\Omega(d,y) = 0$ otherwise.
\end{enumerate}

Cases 1 and 2 correspond to D2-D0 bound states wrapped on a rational curve with normal bundle $\mathcal{O}(-1) \oplus \mathcal{O}(-1)$ and $\mathcal{O}(0) \oplus \mathcal{O}(-2)$ respectively, while case 3 corresponds to D0-branes, see Remark 5.2.

Example 5.14 (Suspended pinch point). Consider the quiver with potential from Example 5.11. We have $\delta = \alpha_0 + \alpha_1 + \alpha_2 = (1,1,1)$ and
\begin{align*}
\Delta_+^{re} = \{\alpha_0, \alpha_1, \alpha_2, \alpha_0 + \alpha_1, \alpha_1 + \alpha_2, \alpha_0 + \alpha_2\} + N\delta.
\end{align*}
We have $J = \{0\}$, $s(d) = \sum_{i \notin J} d_i = d_1 + d_2$ and $s(\delta)$ even. The real roots $d$ with even $s(d)$ are
\begin{align*}
\{\alpha_0, \alpha_1 + \alpha_2\} + N\delta.
\end{align*}
The real roots $d$ with odd $s(d)$ are
\begin{align*}
\{\alpha_1, \alpha_2, \alpha_0 + \alpha_1, \alpha_0 + \alpha_2\} + N\delta.
\end{align*}
The generating function of unframed stacky invariants for
\begin{equation}
\mathcal{A}(x) = \text{Exp} \left( q(x_0 + x_1 x_2) - q^{\frac{1}{2}} (x_1 + x_2 + x_0 x_1 + x_0 x_2) + q(q + 2) x^\delta \sum_{n \geq 0} x^{n \delta} \right). \tag{5.45}
\end{equation}

Applying (4.28) we obtain the partition function of NCDT invariants
\begin{align*}
\bar{S}_{e_0} Z_{0,NC}(x) &= \text{Exp} \left( \sum_{k \geq 0} ((k + 1)x_0 + kx_1 x_2 - (k + (k + 1)x_0)(x_1 + x_2) + 3(k + 1)x^\delta x^{k\delta}) \right) \\
&= \prod_{k \geq 0} \frac{(1 - x_1 x^k\delta)(1 - x_2 x^k\delta)(1 - x_0 x_1 x^k\delta)k+1(1 - x_0 x_2 x^k\delta)k+1}{(1 - x_0 x^k\delta)k+1(1 - x_1 x_2 x^k\delta)k(1 - x^k\delta)k(3(k+1))}
\end{align*}
\begin{equation}
\tag{5.46}
\end{equation}

Similarly, applying (4.30) we obtain the partition function of melting crystals in the crystal $\Delta_0$
\begin{equation}
Z_{\Delta_0}(x_0, -x_1, -x_2) = \bar{T} Z_{\Delta_0}(x) = \bar{S}_{e_0} Z_{0,NC}(x).
\end{equation}

Therefore
\begin{equation}
\tag{5.47}
Z_{\Delta_0}(x) = \prod_{k \geq 0} \frac{(1 + x_1 x^k\delta)(1 + x_2 x^k\delta)(1 + x_0 x_1 x^k\delta)k+1(1 + x_0 x_2 x^k\delta)k+1}{(1 - x_0 x^k\delta)k+1(1 - x_1 x_2 x^k\delta)k(1 - x^k\delta)k(3(k+1))}.
\end{equation}

This formula proves a conjecture from \cite{88}.

5.5. **Invariants of $\mathbb{C}^3/ (\mathbb{Z}_2 \times \mathbb{Z}_2)$**. Consider the quotient $\mathbb{C}^3/ (\mathbb{Z}_2 \times \mathbb{Z}_2)$, where the action of the group is given by $(1, 0) \mapsto \text{diag}(-1, -1, 1), (0, 1) \mapsto \text{diag}(1, -1, -1)$. The corresponding toric diagram is contained in Figure 6. We construct the corresponding quiver with potential following Example 4.5. The McKay quiver $Q$ has vertices $0, 1, 2, 3$, arrows $a_{ij}: i \rightarrow j$ for all $i \neq j$ and potential
\begin{equation}
W = \sum_{i, j, k} \pm a_{ki} a_{jk} a_{ij}
\end{equation}
where the sum runs over all triples of elements in $Q_0$. The quiver and brane tiling are shown on Figure 10. The following result is proved in \cite{89}. Here we identify $Q_0$ with $\mathbb{Z}_4$ and write $\delta = (1, 1, 1, 1) \in \mathbb{Z}^{Q_0}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{quiver.png}
\caption{Quiver and tiling for $\mathbb{C}^3/ (\mathbb{Z}_2 \times \mathbb{Z}_2)$}
\end{figure}

**Theorem 5.15.** The generating function of unframed stacky invariants for $J(Q, W)$ is
\begin{equation}
\mathcal{A}(x) = \text{Exp} \left( q \sum_{i < j} x_i x_j - q^{\frac{5}{2}} \sum_i (x_i + x_i x_{i+1} x_{i+2}) + q(q + 3) x^\delta \sum_{n \geq 0} x^{n \delta} \right). \tag{5.49}
\end{equation}
Note that the summands of the form \( x_i x_{i+2} \) above don’t correspond to any roots of type \( \tilde{A}_3 \). Applying (4.28) we obtain the partition function of unrefined NCDT invariants

\[
Z_{0,\text{NC}}(-x_0, x_1, x_2, x_3) = \text{Exp} \left( \sum_{n \geq 1} n x^n \delta \left( \frac{1}{4} + \sum_{i \neq j, i \neq 0} (x_i x_j - (x_i x_j)^{-1} - \sum_{i \neq 0} (x_i + x_i^{-1})) \right) \right)
\]

\[
= M(1, x^\delta) \frac{\hat{M}(x_1 x_2, x^\delta) \hat{M}(x_1 x_3, x^\delta) \hat{M}(x_2 x_3, x^\delta)}{\hat{M}(x_1 x_2 x_3, x^\delta) \hat{M}(x_1, x^\delta) \hat{M}(x_2, x^\delta) \hat{M}(x_3, x^\delta)},
\]

where we define

\[
M(q, x) = \prod_{n \geq 1} (1 - q x^n)^{-n} = \text{Exp} \left( \sum_{n \geq 1} n q x^n \right),
\]

\[
\hat{M}(q, x) = M(q, x) M(q^{-1}, x) = \text{Exp} \left( \sum_{n \geq 1} n (q + q^{-1}) x^n \right).
\]

This formula was proved in [105] using the molten crystal interpretation.

Remark 5.16. Throughout this section, we have considered quivers with superpotential coming from a brane tiling. Donaldson-Thomas invariants for deformations of the standard potential for \( \mathbb{C}^3 \), \( \mathbb{C}^2/\mathbb{Z}_N \times \mathbb{C} \) and the conifold have been computed in [26] and references therein, and exhibit jumps in complex codimension 2 as the deformation parameter is varied.

6. Attractor indices for local surfaces

In this section we study attractor invariants of some local surfaces (line bundles over smooth projective surfaces). As explained in §4, they arise as crepant resolutions of affine toric CY3 varieties associated to brane tilings. In contrast to the previous section, these crepant resolutions are not small, so there are exceptional divisors (corresponding to internal points of the toric diagram), hence two-dimensional compact subvarieties. On the algebraic side the problem becomes significantly more difficult since the quiver is no longer symmetric and therefore the quantum affine plane is not commutative. Instead of the DT invariants \( \Omega(d, y) \) considered in the symmetric case (independent of a stability parameter), in the non-symmetric case we will study the attractor DT invariants \( \Omega_*(d, y) \). It was conjectured in [16] that they have a particularly nice behavior, namely they vanish unless \( d = e_i \) or \( d \) is contained in the kernel of the skew-symmetric form \( \langle - , - \rangle \). In this section we will compute attractor DT invariants \( \Omega_*(d, y) \) explicitly for small \( d \). They turn out to have a particularly simple form, which suggests a natural conjecture for the value of \( \Omega_*(d, y) \) for arbitrary dimension vectors. As explained in §3, having a general formula for attractor DT invariants, we can compute DT invariants (both framed and unframed) for any stability parameter. In particular, we shall compute the framed DT invariants in the non-commutative chamber, and find agreement with the counting of molten crystals in the unrefined limit.

6.1. Double dimensional reduction. Let \((Q, W)\) be a quiver with a potential and let \( I \subset Q_1 \) be a cut. Then the generating function of unframed refined invariants is given by (2.41) (the
first dimensional reduction)

\[ \mathcal{A}(x) = \sum_{d \in \mathbb{N}^Q_0} (-y)^{\chi_Q(d,d) + 2\gamma_I(d)} \frac{P(R(J_I, d))}{P(G_d)} x^d, \quad \gamma_I(d) = \sum_{(a: i \rightarrow j) \in I} d_id_j, \]

where

\[ J_I = J_I(Q, W) = \mathbb{C} Q'/\partial W/\partial a : a \in I, \quad Q' = (Q_0, Q_1 \setminus I). \]

Assume that there is another cut \( I' \subset Q_1 \) disjoint from \( I \). Define \( Q'' = (Q_0, Q_1 \setminus (I \cup I')) \) and consider the forgetful map

\[ \pi : R(J_I, d) \rightarrow R(Q'', d) \]

having linear fibers. Given a \( Q'' \)-representation \( M \), let \( \phi(M) \) denote the dimension of the fiber \( \pi^{-1}(M) \). Then \( \phi(M) \) is quadratic, meaning that there exist values \( \phi(M, N) \) such that \( \phi(M) = \phi(M, M) \) and \( \phi(\bigoplus_i M_i, \bigoplus_j N_j) = \sum_{i,j} \phi(M_i, N_j). \)

Let \( J \) be the set parameterizing all indecomposable \( Q'' \)-representations. Then every \( Q'' \)-representation can be written in the form \( M = \bigoplus_{X \in \mathcal{J}} X^{\oplus m_X} \) for some map \( m : J \rightarrow \mathbb{N} \) with finite support. Therefore the above generating function can be written in the form (the second dimensional reduction)

\[ \mathcal{A}(x) = \sum_{M \in \text{Rep} Q''} (-q^{\frac{1}{2}})^{\chi_Q(d,d) + 2\gamma_I(d)} \frac{q^\phi(M)}{[\text{Aut} M]} x^d \]

\[ = \sum_{m : J \rightarrow \mathbb{N}} (-q^{\frac{1}{2}})^{-\sum_{M \in \mathcal{J}} m_M m_N \sigma(M,N)} \frac{\prod_{M \in \mathcal{J}} (q^{-1})^{m_M}}{x^d \sum_{\mathcal{J}}} m_M \text{dim } M \]

where \((q)_n\) was defined in (2.37), and the ‘interaction form’ \( \sigma : J \times J \rightarrow \mathbb{Z} \) is given by

\[ \sigma(M, N) = 2h(M, N) - 2\phi(M, N) - \rho(M, N), \]

\[ h(M, N) = \text{dim } \text{Hom}(M, N), \quad \rho(d, e) = \chi_Q(d, e) + 2 \sum_{(a : i \rightarrow j) \in I} d_i e_j, \]

where \( \rho(M, N) = \rho(\text{dim } M, \text{dim } N). \) In the following examples, we shall choose the disjoint cuts \( I, I' \) such that the remaining quiver \( Q'' \) is simple enough that we are able to classify all its indecomposable representations. In that case we can then apply (6.4) to compute the generating function \( \mathcal{A}(x) \) and read off the DT invariants for any stability parameter using the methods explained in §3.

6.2. General action of \( \mathbb{Z}_N \) on \( \mathbb{C}^3 \). Consider a finite subgroup \( \mathbb{Z}_N \subset \text{SL}_3(\mathbb{C}) \). Choosing a basis of \( \mathbb{C}^3 \) we can represent the action of \( \mathbb{Z}_N \) on \( \mathbb{C}^3 \) as

\[ 1 \mapsto \text{diag}(\omega, \omega^k, \omega^{-k-1}), \]

where \( \omega \) is a primitive \( N \)-th root of 1 and \( 0 \leq k < N/2 \). The toric diagram is the convex hull of the vectors (equivalent to Figure 4 in [53])

\[ \hat{v}_1 = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \hat{v}_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \hat{v}_3 = \begin{pmatrix} -k \\ k+1-N \end{pmatrix} \]

The corresponding McKay quiver (cf. Example 4.5) has vertices \( Q_0 = \mathbb{Z}_N \), arrows

\[ Q_1: \ a_i : i \rightarrow i+1, \quad b_i : i \rightarrow i+k, \quad c_i : i \rightarrow i-k-1, \quad i \in \mathbb{Z}_N. \]
We choose two cuts

\begin{equation}
W = \sum_{i \in \mathbb{Z}_N} c_{i,k+1}(b_{i+1} \alpha_i - \alpha_i + k b_i).
\end{equation}

We choose two cuts

\begin{equation}
I = \{ c_i \mid i \in \mathbb{Z}_N \}, \quad I' = \{ b_i \mid i \in \mathbb{Z}_N \}.
\end{equation}

such that the quiver $Q'' = Q \setminus (I \cup I')$ is the cyclic quiver $C_N$ (having vertices $i \in \mathbb{Z}_N$ and arrows $a_i: i \to i + 1$ for $i \in \mathbb{Z}_N$). As recalled below, we can easily parametrize the set $\mathcal{I}$ of indecomposable representations of $C_N$. For any representation $M$ of this quiver, the arrows $b_i \in I'$ correspond to a morphism $M \to \Sigma^k M$, where the functor $\Sigma$ is defined by

\begin{equation}
\Sigma: \text{Rep}_{C_N} \to \text{Rep}_{C_N}, \quad (\Sigma M)_i = M_{i+1}.
\end{equation}

This implies that the dimension of the fiber of (6.3) over $M$ is equal to $\phi(M) = h(M, \Sigma M)$, hence we have $\phi(M, M') = h(M, \Sigma^k M')$. Using notation from §6.1, we obtain

\begin{equation}
\sigma(M, M') = 2h(M, M') - 2h(M, \Sigma^k M') - \rho(M, M'),
\end{equation}

\begin{equation}
\rho(d, e) = x_Q(d, e) + 2 \sum_{(i: i \to j) \in I} d_i e_j = \sum_i d_i (e_i - e_{i+1} - e_{i+k} + e_{i-k-1}).
\end{equation}

Now we have all necessary ingredients to compute the generating function $A(x)$ of stacky unframed invariants of $(Q, W)$ using the formula (6.4).

Let us now describe the indecomposable representations of the quiver $Q'' = C_N$ in more detail. Dimension vectors $d$ of indecomposable representations are parametrized by the (positive) roots of type $\tilde{A}_{N-1}$ (see Remark 5.3). The representations associated to $d$ depend on whether $d$ is a real or imaginary positive root:

- For any real root $d \in \Delta_{r}^+ \subset \mathbb{N}^{Q_0}$, there is just one indecomposable representation having dimension vector $d$. More precisely, for $d = \alpha_{ij} + n \delta$ with $i, j \in \mathbb{Z}_N$ and $n \geq 0$ (recall from Remark 5.3 that $\alpha_{ij} = \alpha_i + \alpha_{i+1} + \cdots + \alpha_j$ and $j \neq i + 1$ for real roots), the corresponding indecomposable representation $X_{i,j,n}$ has a basis consisting of vectors $e_{i,i+1, \ldots, e_{i+j+n,N}}$, where $0 \leq \ell < N$ is such that $\ell \equiv j - i$ (mod $N$). We place $e_k$ at the vertex $k$ (mod $N$) of $C_N$. The arrows of $C_N$ send $e_k$ to $e_{k+1}$ for $i \leq k < i + \ell + nN$ and send $e_{i+j+n,N}$ to zero. Note that all of these representations are nilpotent.

- For any imaginary root $d = n \delta$, there are $N$ nilpotent representations of the form $X_{i,j-1,n-1}$ with $i \in \mathbb{Z}_N$, as well as one parameter families of representations $X_{n,\lambda}$ with $\lambda \in \mathbb{C}^*$ (we call them invertible representations) of the following form: $X_{n,\lambda}$ has a vector space $\mathbb{C}^n$ at every vertex, identity matrices for all arrows $a_i: i \to i + 1$ except for one arrow $a_j$ with Jordan block $J_{n,\lambda}$ (different choices of $j \in \mathbb{Z}_N$ lead to isomorphic representations).

Remark 6.1. The above indecomposable nilpotent representations can be alternatively parameterized by pairs $(i, j)$, where $i \leq j$ are integers and $0 \leq i < N$. Given representations $M, M'$ corresponding to pairs $(i, j)$ and $(k, \ell)$ respectively, the dimension of the vector space $\text{Hom}(M, M')$ is equal to the number of integers $k \leq s \leq \ell$ such that $s = i$ (mod $N$) and $j - i \geq \ell - s$.

We note that the interaction form (6.13) is zero if one of the representations $M, M'$ is invertible. This implies that we can decompose

\begin{equation}
A(x) = A^1(x) \cdot A^n(x),
\end{equation}

\begin{equation}
\phi(M, M') = h(M, \Sigma M') = h(M, \Sigma M').
\end{equation}
where $A^1(x)$ and $A^n(x)$ are defined as in (6.4) with the sums running over (indecomposable) invertible and nilpotent representations of $C_N$ respectively. We can compute the series $A^1(x)$ explicitly as follows. The corresponding series for one eigenvalue $\lambda \in \mathbb{C}^*$ is given by

\begin{equation}
A^1_0(x) = \prod_{n \geq 1} \left( \sum_{m \geq 0} \frac{x^{n\delta}}{(q^{-1})_m} \right) = \exp \left( \sum_{n \geq 1} \frac{q^n x^n}{q - 1} \right).
\end{equation}

Therefore the generating function for all invertible representations is given by

\begin{equation}
A^1(x) = A^1_0(x)^{q-1} = \exp \left( q \sum_{n \geq 1} x^n \right).
\end{equation}

The generating function $A^n(x)$ is significantly more complicated and it is unclear if one can find a closed formula for it. Yet we have all the necessary ingredients to determine it for small dimension vectors using a computer. Then we can find the corresponding attractor invariants $\Omega_i(d, y)$ for the series $A^n(x)$ so that attractor invariants for the series $A(x)$ are given by

\begin{equation}
\begin{aligned}
\Omega_i(d, y) &\equiv \Omega^n_i(d, y) + \Omega^1_i(d, y) = \Omega^n_i(d, y) + \begin{cases}
y^2(y^{-1} - y) & d = n\delta, \ n \geq 1, \\
0 & \text{otherwise}.
\end{cases}
\end{aligned}
\end{equation}

Before proceeding to discuss the simplest example $X = \mathbb{C}^3/\mathbb{Z}_3$, we introduce the following construction which will be useful later. Consider the cyclic quiver $C_N$ and a vertex $i \in \mathbb{Z}_N$. Then we define a functor that forgets the vertex $i$

\begin{equation}
F_i : \text{Rep}(C_N) \to \text{Rep}(C_{N-1}), \quad M \mapsto (M_0, \ldots, M_{i-1}, M_{i+1}, \ldots, M_{N-1}),
\end{equation}

where the linear maps between vector spaces are the same as before except for $M_{i-1} \to M_{i+1}$ which is the composition $M_{i-1} \to M_i \to M_{i+1}$. If $i = 0$, then we start with $M_1$.

More generally, let $I = \{i_1, \ldots, i_m\}$, where $0 \leq i_1 < \cdots < i_m < N$. Then the functor

\begin{equation}
F_I = F_{i_1} \circ \cdots \circ F_{i_m} : \text{Rep}(C_N) \to \text{Rep}(C_{N-m})
\end{equation}

forgets vertices from $I$.

6.3. Invariants of $\mathbb{P}^2$. Consider the action of $\mathbb{Z}_3$ on $\mathbb{C}^3$ given by

\begin{equation}
1 \mapsto \text{diag}(\omega, \omega, \omega)
\end{equation}

where $\omega = e^{2\pi i/3}$. The corresponding McKay quiver with potential $(Q, W)$ was described in the previous section, and was studied in detail in the physics literature [36]. It is shown along with the brane tiling in Figure 11.

![Figure 11. Quiver and tiling for $\mathbb{C}^3/\mathbb{Z}_3$](image-url)

Note that the quotient $X = \mathbb{C}^3/\mathbb{Z}_3$ has a crepant resolution $\tilde{X} = \mathbb{P}^2 = \mathbb{O}(-3)$, the canonical bundle of $\mathbb{P}^2$ (see the toric diagram in Figure 2). On the other hand, the Jacobian algebra
\(J = J(Q,W)\) is a non-commutative crepant resolution of \(\mathbb{C}^3/\mathbb{Z}_3\). Let us choose a cut \(I = \{a_2, b_2, c_2 : 2 \to 0\}\). Then the algebra \(J_I = J_I(Q,W)\) (6.2) is given by the quiver

\[
\begin{array}{ccc}
0 & \xrightarrow{a_0b_0c_0} & 1 & \xrightarrow{a_1b_1c_1} & 2
\end{array}
\]

subject to the relations

\[
(6.22) \quad a_1b_0 = b_1a_0, \quad c_1b_0 = b_1c_0, \quad a_1c_0 = c_1a_0.
\]

Note that it is isomorphic to the algebra of endomorphisms \(\text{End}(\mathcal{O} \oplus \mathcal{O}(1) \oplus \mathcal{O}(2))\) corresponding to the Beilinson exceptional sequence \(\mathcal{O}, \mathcal{O}(1), \mathcal{O}(2)\) on \(\mathbb{P}^2\). Morally, under these identifications, the canonical embedding \(J_I(Q,W) \hookrightarrow J(Q,W)\) corresponds to the projection \(K_{\mathbb{P}^2} \to \mathbb{P}^2\) and the forgetful map \(J(Q,W) \to J_I(Q,W)\) corresponds to the zero section \(\mathbb{P}^2 \hookrightarrow K_{\mathbb{P}^2}\). We have a commutative diagram of derived categories

\[
\begin{array}{ccc}
D^b(\text{coh } \mathbb{P}^2) & \xrightarrow{\sim} & D^b(\text{mod } J_I) \\
\downarrow & & \downarrow \\
D^b_c(\text{coh } K_{\mathbb{P}^2}) & \xrightarrow{\sim} & D^b(\text{mod } J)
\end{array}
\]

where \(D^b_c(\text{coh } K_{\mathbb{P}^2})\) denotes the bounded derived category of coherent sheaves with compact support on \(K_{\mathbb{P}^2}\). Therefore, counting objects on \(\mathbb{P}^2\) corresponds to counting objects on the CY3-fold \(K_{\mathbb{P}^2}\) (supported on the zero section) or counting objects in \(D^b(\text{mod } J)\).

As was discussed in the previous section, we have an explicit formula for the generating series \(A^n(x)\) (and \(A(x)\)) that can be determined in small degrees using a computer. Then we can apply the Joyce-Reineke formula (see Theorem 3.2) to find the attractor invariants \(\Omega^*_n(d,y)\) and \(\Omega_*(d,y)\). The following conjecture was obtained using this approach and was verified up to degree \((4,4,4)\).

**Conjecture 6.2.** We have

\[
(6.23) \quad \Omega_*(c_i, y) = 1, \quad \Omega_*(n\delta, y) = -y^{-1}(y^4 + y^2 + 1), \quad n \geq 1.
\]

All other attractor invariants vanish.

Note that the above vanishing of the attractor invariants was conjectured in [16]. The value of \(\Omega_*(n\delta, y)\), corresponding to \(n\) D0-branes on \(K_{\mathbb{P}^2}\), was left undetermined in this reference, but according to Remark 5.2 we have \(\Omega_*(n\delta, y) = (-y)^{-3}[\mathbb{X}]\). For \(\mathbb{X} = K_{\mathbb{P}^2}\), we have \([\mathbb{X}] = q(q^2 + q + 1)\) and the corresponding value of \(\Omega_*(n\delta, y)\) is consistent with our computations. It was conjectured in [16] that the single-centered invariants (see Remark 3.13) satisfy \(\Omega_*(n\delta, y) = \Omega_5(n\delta, y) - y - 1/y\), so Eq. (1.2) appears to be verified in this case.

Using the prescriptions in §3.4, or equivalently the attractor tree formula for the framed quiver, we can compute the framed refined DT invariants in the non-commutative chamber,

\[
\begin{align*}
Z_{0,NC}(x) &= 1 + x_0 + (y^2 + 1 + 1/y^2) x_0 x_1 + (y^2 + 1 + 1/y^2) x_0 x_1^2 - (y^3 + y + 1/y) x_0 x_1 x_2 \\
&\quad + (y^4 + 2y^3 + 3 + 2/y^2 + 1/y^3) x_0 x_1^2 x_2 + x_0 x_1^3 - (y^3 + y + 1/y) x_0^2 x_1 x_2 \\
&\quad - (y^5 + y^3 + y + 1/y + 1/y^3 + 1/y^5) x_0 x_3^2 x_2 + (y^4 + 2y^2 + 3 + 2/y^2 + 1/y^3) x_0 x_1^2 x_2^2 \\
&\quad - (y^5 + 2y^3 + 3y + 2/y + 1/y^3) (x_0^2 x_1^2 x_2 + x_0^2 x_1^2 x_2^2) + (y^4 + 1 + 1/y^3) x_0^2 x_1^2 x_2^3 \\
&\quad + (y^6 + y^5 + 2y^4 + 2y^2 + 3 + 2/y^2 + 2/y^4 + 1/y^6 + 1/y^5) x_0 x_1^3 x_2^2 \\
&\quad + (y^6 + 3y^4 + 6y^2 + 6 + 4/y^2 + 1/y^4) x_0^2 x_1^2 x_2^2 + O(x_0^4)
\end{align*}
\]

(6.24)

In the unrefined limit \(y \to 1\), this agrees with the counting of molten crystals in [29, (8.16)], see also [105, Remark A.5]. It is worth noting that the lack of invariance under \(y \to 1/y\) in most of the coefficients in this expansion follows directly from the non-invariance of \(\Omega_*(n\delta, y)\).
As before, we define

\[
\text{sgn}(1^i X) = \prod_{i \in Q_0} \text{sgn}(a_i \sum_{j,k} a^{(i)}_j a^{(j)}_k a^{(k)}_0).
\]

where \(\text{sgn}(1,2) = 1, \text{sgn}(2,1) = -1\). We write \(a_i = a^{(1)}_i\) and \(b_i = a^{(2)}_i\).

Stacky invariants for dimension vectors with support on 1 or 2 vertices are easily computed since the relations \(\partial W/\partial a = 0\) are trivial obeyed.

6.4. **Invariants of \(F_0\).** We now consider the Hirzebruch surface \(F_0 = \mathbb{P}^1 \times \mathbb{P}^1\) and the corresponding CY3-fold \(\tilde{X} = K_{F_0}\). It can be realized as a crepant resolution of a singular toric CY3 variety \(X\) associated to the brane tiling shown in Figure 12 (for the so-called phase II in the terminology of [16]), corresponding to a \(\mathbb{Z}_2\)-orbifold of the conifold. The quiver has vertices indexed by \(i \in \mathbb{Z}_4\), arrows \(a_i^{(1)}, a_i^{(2)} : i \rightarrow i + 1\) and potential

\[
W = \sum_{i \neq j, k \neq l} \text{sgn}(i, j) \text{sgn}(k, l) a^{(i)}_3 a^{(j)}_2 a^{(k)}_1 a^{(l)}_0.
\]

where \(\text{sgn}(1,2) = 1, \text{sgn}(2,1) = -1\). We write \(a_i = a^{(1)}_i\) and \(b_i = a^{(2)}_i\).

Let us consider two disjoint cuts

\[
I = \{b_1, b_3\}, \quad I' = \{b_0, b_2\}.
\]

As before, we define

\[
J_I = \kappa Q'/(\partial W/\partial a : a \in I), \quad Q' = Q\backslash I
\]

and \(Q'' = Q\backslash (I \cup I') = C_4\), the cyclic quiver. Then an element of a fiber of a forgetful map

\[
\pi : R(J_I, d) \rightarrow R(Q'', d)
\]

over a representation \(M\) of \(Q'' = C_4\) corresponds to a choice of morphisms for the arrows \(b_0, b_2 \in I'\). The relations in the algebra \(J_I\) amount to the commutativity of the diagram

\[
\begin{array}{ccc}
M_0 & \xleftarrow{a_1 a_0} & M_2 \\
| & b_0 & \downarrow b_2 \\
M_1 & \xleftarrow{a_2 a_1} & M_3
\end{array}
\]
Therefore we can consider \((b_0, b_2)\) as a morphism \(F_{1,3}M \to F_{0,2}M\) between representations of the cyclic quiver \(C_2\), where the forgetful functor \(F_1\) was defined in §6.2. This means that the dimension of the fiber \(\pi^{-1}(M)\) is equal to

\[
(6.29) \quad \phi(M) = h(F_{1,3}M, F_{0,2}M).
\]

As in §6.1, let \(\mathcal{I}\) be the set of indecomposable representations of \(Q'' = C_4\) and let \(\sigma: \mathcal{I} \times \mathcal{I} \to \mathbb{Z}\) be the interaction form defined by (6.5)

\[
(6.30) \quad \sigma(M, N) = 2h(M, N) - 2h(F_{1,3}M, F_{0,2}N) - \rho(M, N),
\]

\[
(6.31) \quad \rho(d, d) = \chi_Q(d, d) + 2 \sum_{(a : i \to j) \in I} d_i d_j = (d_0 - d_1)^2 + (d_2 - d_3)^2.
\]

As was explained §6.2 we have a simple parametrization of indecomposable representations of the cyclic quiver \(C_4\). Therefore we can compute the generating function \(\mathcal{A}(x)\) of unframed stacky invariants of the Jacobian algebra \(J(Q, W)\) (6.4)

\[
(6.32) \quad \mathcal{A}(x) = \sum_{m \in \mathcal{I}, J \to \mathbb{N}} \frac{(-q^{\frac{1}{2}})^{-\Sigma_{M \in \mathcal{I}} m_M n_M \sigma(M, N)}}{\prod_{M \in \mathcal{I}} (q^{-1})^{m_M}} x^{\Sigma_{M \in \mathcal{I}} m_M \dim M}.
\]

The following conjecture was verified in small degrees:

**Conjecture 6.3.** We have

\[
(6.33) \quad \Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = -y^{-1}(y^2 + 1)^2, \quad n \geq 1,
\]

All other attractor invariants vanish.

Note that this conjecture is compatible with \(\Omega_*(n\delta) = (-y)^{-3}[\mathcal{X}]\) (5.5) as \([\mathcal{X}] = [K_{\mathcal{F}_0}] = q(q + 1)^2\). Moreover, it was conjectured in [16] that the single-centered invariants (see Remark 3.13) satisfy \(\Omega_* (n\delta, y) = \Omega_S (n\delta, y) - y - 1/y\), so Eq. (1.2) is again verified. We note that DT invariants on \(K_{\mathcal{F}_0}\) were studied using exponential networks in [14].

Using the prescriptions in §3.4, or equivalently the attractor tree formula for the framed quiver, we can compute the framed, refined DT invariants in the non-commutative chamber

\[
(6.34) \quad \mathcal{Z}_{1, NC}(x) = 1 + x_0 - (y + 1/y)x_0x_1 + x_0x_2^2 + (y^2 + 2 + 1/y^2)x_0x_1x_2
\]

\[
- (y^3 + y + 1/y + 1/y^3)x_0x_1^2x_2 - (y + 1/y)x_0x_2x_1 - (y^3 + 2 + 1/y)x_0x_1x_2x_3
\]

\[
- (y^3 + 2y + y^-1)x_0x_1x_2x_3 + (y^4 + y^2 + 2 + 1/y^2 + 1/y^4)x_0x_1^2x_2^2
\]

\[
+ (y^2 + 2 + 1/y^2)(x_0x_1x_2x_3 + x_0x_1^2x_2x_3) - (y^3 + y + 1/y + 1/y^3)x_0x_1^2x_2^2
\]

\[
- (y + 1/y)x_0x_1x_2x_3^2 - (y^5 + 2y^3 + 4y + 4/y + 2/y^3 + 1/y^5)x_0x_1^2x_2x_3
\]

\[
+ (y^2 + 2 + 1/y^2)x_0^2x_1^2x_2x_3 + (y^4 + 3y^2 + 3 + 1/y^2)x_0^2x_1^2x_2x_3 + \mathcal{O}(x_i^7)
\]

Again, one may check that this agrees with the counting of molten crystals in the unrefined limit \(y \to 1\).
For future reference, we also record the unframed stacky invariants for trivial stability condition:

| $d$      | $\mathcal{A}(d, y) \cdot [GL_d]$                  |
|----------|----------------------------------------------------|
| $(1, 1, 1, 1)$ | $y^2 (y^8 + 2y^6 - 2y^4 - y^2 + 1)$               |
| $(1, 1, 1, 2)$ | $-y^7 (3y^8 - 3y^4 + 1)$                           |
| $(1, 1, 2, 2)$ | $y^{10} (y^{14} + y^{12} + 3y^{10} - 3y^8 - 5y^6 + 3y^4 + 2y^2 - 1)$ |
| $(1, 2, 2, 2)$ | $-y^9 (3y^{20} + 4y^{18} - y^{16} - 10y^{14} - y^{12} + 6y^{10} + 2y^6 - y^4 - 2y^2 + 1)$ |
| $(2, 2, 2, 2)$ | $y^{10} (y^{26} + 7y^{24} + 19y^{22} - 15y^{20} - 53y^{18} + 3y^{16} + 66y^{14} + 10y^{12}$ |
|           | $-49y^{10} - 3y^8 + 20y^6 - 3y^4 - 3y^2 + 1)$     |

6.5. **Invariants of $F_1 = dP_1$.** We now consider del Pezzo surface $dP_1$, which is the blow-up of $\mathbb{P}^2$ at one point. Equivalently, it is the Hirzebruch surface $F_1 = P(\mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(1))$. Its canonical bundle $K_{dP_1}$ is a crepant resolution of a singular toric CY3 variety associated to the brane tiling shown in Figure 13. The quiver $Q$ has 4 vertices, 10 arrows and potential [42, 9]

(6.35) $W = \Phi_{11}^1 \Phi_{34}^2 \Phi_{21}^2 \Phi_{12} + \Phi_{14}^1 \Phi_{34}^2 \Phi_{14}^1 + \Phi_{42} \Phi_{34}^2 \Phi_{23}^1 - \Phi_{21}^1 \Phi_{34}^2 \Phi_{23}^1 \Phi_{12} - \Phi_{41}^1 \Phi_{34}^2 \Phi_{13} - \Phi_{42} \Phi_{34}^2 \Phi_{23}^1$

**Figure 13. Quiver and tiling for $F_1$**

We choose the cuts

(6.36) $I = \{ \Phi_{23}^1, \Phi_{34}^1, \Phi_{41}^1 \}, \quad I' = \{ \Phi_{13}, \Phi_{34}, \Phi_{42} \}$

Then

(6.37) $Q'' = Q \setminus (I \cup I') = \{ \Phi_{12}, \Phi_{23}^2, \Phi_{34}^3, \Phi_{41}^2 \} = \{ a_1, a_2, a_3, a_4 \}$

is a cyclic quiver with 4 vertices. An element of the fiber of

(6.38) $\pi: R(J_I, d) \to R(Q'', d)$

over a $Q''$-representation $M$ is encoded by the values of the arrows in $I''$ and induces a commutative diagram

![Diagram](image-url)
The arrows at the top produce a representation $F_2 M$ of $C_4$ (we forget the vertex 2). The arrows at the bottom produce a representation $\Sigma F_1 M$ (we forget the vertex 1 and perform the cyclic shift). The above analysis implies that the fiber of $\pi$ can be identified with

$$\pi^{-1}(M) \simeq \text{Hom}_{C_3}(F_2 M, \Sigma F_1 M).$$

Using notation from §6.1, we obtain

$$\sigma(M, N) = 2h(M, N) - 2h(F_2 M, \Sigma F_1 N) - \rho(M, N),$$

$$\rho(d, e) = \chi_Q(d, e) + 2 \sum_{(a: i \rightarrow j) \in I} d_i e_j - \sum_i d_i e_i - d_1(e_2 + e_3) - d_3 e_4 - d_4 e_2.$$

As was discussed in §6.1, this gives us all ingredients to compute the generating function $A(x)$ of unframed stacky invariants of the Jacobian algebra $J(Q, W)$. Then we apply the Joyce-Reineke formula (see Theorem 3.2) to find the attractor invariants $\Omega_s(d, y)$. The following conjecture was verified in small degrees.

**Conjecture 6.4.** We have

$$\Omega_s(e_i) = 1, \quad \Omega_s(n\delta) = -y^{-1}(y^4 + 2y^2 + 1), \quad n \geq 1.$$ 

*All other attractor invariants vanish.*

Note that this conjecture is compatible with $\Omega_s(n\delta) = (-y)^{-3}[K_{AP}]$ (5.5) as $[K_{AP}] = q(q+1)^2$. Moreover it was conjectured in [16] that $\Omega_s(n\delta, y) = \Omega_s(n\delta, y) - y - 1/y$, in line with Eq. (1.2).

Using the prescriptions in §3.4, or equivalently the attractor tree formula for the framed quiver, we can compute the framed, refined DT invariants in the non-commutative chamber

$$Z_{1,NC} = 1 + x_1 + x_1 x_2 + x_1 x_3 + (y^2 + 1 + 1/y^2) x_1 x_2 x_3 + x_1 x_3 x_4$$

$$-(y + 1/y) x_2 x_3 x_4 + (y^2 + 1 + 1/y^2) x_1 x_2 x_3^2 - (y^3 + 2y + 1/y)x_1 x_2 x_3 x_4 + \ldots$$

$$Z_{2,NC} = 1 + x_2 - 2x_2 x_3 + x_2 x_3^2 + (y^2 + 2 + 1/y^2) x_2 x_3 x_4 - (y + 1/y) (x_2 x_4 x_2^2 + x_2 x_3 x_4^2)$$

$$+(y^2 + y^2 + 1 + 1/y^2 + 1/y^4) x_2 x_3 x_4^2 - (y^3 + 2y + 1/y)x_1 x_2 x_3 x_4 + \ldots$$

$$Z_{3,NC} = 1 + x_3 + (y^2 + 1 + 1/y^2) x_3 x_4 + (y^2 + 1 + 1/y^2) x_3 x_4^2 + (y^2 + 2 + 1/y^2) x_1 x_3 x_4$$

$$+ x_2 x_3 x_4 + x_3 x_4 + (y^4 + 2y^2 + 3 + 2/y^2 + 1/y^4) x_1 x_3 x_4^2 - (y + 1/y)x_2 x_3 x_4$$

$$+ x_4 x_3 x_4 - (y^3 + 2y + 1/y)x_1 x_2 x_3 x_4 + \ldots$$

$$Z_{4,NC} = 1 + x_4 + x_2 x_4 - (y + 1/y)x_1 x_2 + x_1 x_4^2 + (y^2 + 2 + 1/y^2) x_1 x_2 x_4$$

$$+ (y^2 + 1 + 1/y^2) x_2 x_4 - (y + 1/y) x_1 x_2 x_4 - (y^3 + 2y + 1/y)x_1 x_2 x_3 x_4 + \ldots$$

(6.43)

For future reference, we also record the unframed stacky invariants for trivial stability condition:

| $d$     | $A(d, y) \cdot [G_d]$               |
|---------|------------------------------------|
| $(1, 0, 1, 1)$ | $-y^3(-y^4 - y^2 + 1)$           |
| $(0, 1, 1, 1)$ | $y^2(-y^4 - y^2 + 1)$            |
| $(1, 1, 1, 1)$ | $y^2(y^3 + 2y^6 - y^3 - 2y^2 + 1)$ |
6.6. **Invariants of** dP_2. Consider del Pezzo surface dP_2 which is the blow-up of \( \mathbb{P}^2 \) at two points, or equivalently the blow-up of \( \mathbb{F}_1 \) at one point. Its canonical bundle \( K_{dP_2} \) is a crepant resolution of a singular toric CY3 variety corresponding to the brane tiling shown in Figure 14 (in the so called phase II). The quiver \( Q \) has 5 vertices, 11 arrows and potential

\[
W = \Phi_{51} \Phi_{35} \Phi_{23} \Phi_{12}^2 + \Phi_{41} \Phi_{43} \Phi_{23} \Phi_{12} + \Phi_{52} \Phi_{45} \Phi_{24} - \Phi_{41} \Phi_{24} \Phi_{12}^2 - \Phi_{52} \Phi_{35} \Phi_{23}^2 - \Phi_{51} \Phi_{45} \Phi_{34} \Phi_{23} \Phi_{12}^1
\]

(6.44)

We choose the disjoint cuts

\[
I = \{ \Phi_{23}^1, \Phi_{41}, \Phi_{52} \}, \quad I' = \{ \Phi_{12}^1, \Phi_{24}, \Phi_{35} \}.
\]

Then

\[
Q'' = Q \setminus (I \cup I') = \{ \Phi_{12}^2, \Phi_{23}^2, \Phi_{44}, \Phi_{45}, \Phi_{51} \} = \{ a_1, a_2, a_3, a_4, a_5 \}
\]

is a cyclic quiver with 5 vertices. The same analysis as before shows that an element of the fiber \( \pi^{-1}(M) \), for \( M \in \text{Rep} \ Q'' \), induces a commutative diagram

The arrows at the top produce representation \( F_{4,5}M \in \text{Rep} \ C_3 \). The arrows at the bottom produce representation \( F_{1,3}M \in \text{Rep} \ C_3 \). The above analysis implies that the fiber of \( \pi \) can be identified with

\[
\pi^{-1}(M) \cong \text{Hom}_{C_3}(F_{4,5}M, F_{1,3}M).
\]

(6.47)

Using notation from §6.1, we obtain

\[
\sigma(M, N) = 2h(M, N) - 2h(F_{4,5}M, F_{1,3}N) - \rho(M, N),
\]

(6.48)

As was discussed in §6.1, this gives us all ingredients to compute the generating function \( A(x) \) of unframed stacky invariants of the Jacobian algebra \( J(Q, W) \). Then we apply the Joyce-Reineke formula (see Theorem 3.2) to find the attractor invariants \( \Omega_*(d, y) \). The following conjecture was verified in small degrees.

**Conjecture 6.5.** We have

\[
\Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = -y^{-1}(y^4 + 3y^2 + 1), \quad n \geq 1.
\]

All other attractor invariants vanish.
Note that this conjecture is compatible with \( \Omega_*(n\delta) = (-y)^{-3}[K_{dP_2}] \) (5.5) as \( [K_{dP_2}] = q[P_2] = q(\mathbb{P}^2 + 2q) = q(q^2 + 3q + 1) \). Moreover \( \Omega_*(n\delta, y) = \Omega_S(n\delta, y) - y - 1/y \) [16].

**Figure 15.** Toric diagram of \( F_2 \) (left), \( P_{dP_2} \) (center) and \( Y^{3,2} \) (right)

For future reference, we also record the unframed stacky invariants for trivial stability condition:

| \( d \) | \( A(d, y) \cdot [G_d] \) |
|-----|---------------------|
| \( (1, 1, 0, 1, 0) \) | \(-y^4(2y^2 - 1)\) |
| \( (0, 1, 1, 0, 1) \) | \(-y^4(2y^2 - 1)\) |
| \( (0, 1, 0, 1, 1) \) | \(y^2(2y^2 - 1)\) |
| \( (1, 1, 1, 0, 1) \) | \(-y^3(y^6 + 2y^4 + 3y^2 - 1)\) |
| \( (1, 1, 1, 1, 0) \) | \(-y^3(y^6 + 2y^4 + 3y^2 - 1)\) |
| \( (1, 1, 1, 1, 1) \) | \(y^2(y^{10} + 3y^8 - 2y^6 - 4y^4 + 4y^2 - 1)\) |

**Remark 6.6.** For \( dP_3 \), none of the four brane tilings corresponding to models I through IV in [16] admit a double cut reduction to an oriented cyclic quiver \( C_6 \). Nonetheless, they can be reduced to a cyclic quiver with some flipped arrows, whose representation theory is also under control but more complicated.

6.7. **Invariants of \( F_2 \).** Consider the Hirzebruch surface \( F_2 = P(\mathcal{O}_{P_1} \oplus \mathcal{O}_{P_1}(2)) \), whose toric diagram is shown on Figure 15. Its canonical bundle \( \tilde{X} = K_{F_2} \) is a crepant resolution of the quotient singularity \( X = \mathbb{C}^3/\mathbb{Z}_4 \), where the action of \( \mathbb{Z}_4 \) on \( \mathbb{C}^3 \) is given by

\[
1 \mapsto \text{diag}(\omega, \omega, \omega^2). \quad \omega = e^{2\pi i/4} = i.
\]

The corresponding tiling and McKay quiver is shown on Figure 16, and the potential is given by (6.10). The toric diagram (see Figure 15) has one internal lattice point and one lattice point on the boundary, in agreement with the fact that \( F_2 \) is an almost Fano surface.

**Figure 16.** Quiver and tiling for \( F_2 \)
We apply the same approach as before to compute the attractor invariants of $J(Q,W)$. The following conjecture was verified up to degrees $(3,3,3,3)$:

**Conjecture 6.7.** We have

$$\Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = -y^{-1}(y^2 + 1)^2, \quad n \geq 1,$$

(6.51)

$$\Omega_*(e_0 + e_2 + n\delta) = \Omega_*(e_1 + e_3 + n\delta) = -y, \quad n \geq 0.$$  

All other attractor invariants vanish.

Note that the vectors $e_i + e_{i+2} + n\delta$ are contained in the kernel of the skew-symmetric form of the above quiver. The vanishing of the attractor invariants for dimension vectors in the kernel of the skew-symmetric form was conjectured in [16], but these invariants were left undetermined. As in the previous section, the attractor invariant $\Omega_*(n\delta)$ counting D0-branes on $\tilde{X}$ is seen to be consistent with (5.5), upon computing the motive $[\tilde{X}] = q(g + 1)^2$ (this follows from Lemma 4.2 or from the fact that $X = K_{\tilde{X}}$). Moreover, we find $\Omega_*(n\delta) = \Omega_5(n\delta) - y - 1/y$, in agreement with Eq. (1.2), and $\Omega_*(\gamma) = \Omega_5(\gamma)$ for $\gamma = e_0 + e_2 + n\delta$ or $e_1 + e_3 + n\delta$ with $n = 1, 2$.

Using the prescriptions in §3.4, or equivalently the attractor tree formula for the framed quiver, we can compute the framed, refined DT invariants in the non-commutative chamber:

$$Z_{0,NC}(x) = 1 + x_0 - (y + 1/y)x_0x_1 - yx_0x_2 - yx_0^2x_2 + x_1^2x_0 + (y^2 + 2 + 1/y^2)x_0x_1x_2 + y^2x_0x_2x_0 + (1+y^2)x_0^2x_1x_2 - (y^3 + y + 1/y + 1/y^3)x_0^3x_2x_2 - (y^3 + 2y + 1/y)x_0x_1x_2x_3 + y^2x_0^3x_2x_2 - (y^3 + y + 1/y + 1/y^3)x_0^3x_1x_2x_2 - yx_0^2x_1x_2x_2 - (y^3 + 2y + 1/y)x_0^3x_1x_2x_3 + (y^4 + y^2 + 2 + 1/y^2 + 1/y^4)x_0^4x_1x_2x_2 + \ldots$$

(6.52)

One may check that this agrees with the counting of molten crystals in the unrefined limit $y \to 1$.

**6.8. Invariants of PdP$_2$.** The ‘pseudo del Pezzo surface’ PdP$_2$ is a blow up of dP$_1$ or $\mathbb{F}_2$ at one point. Its toric diagram, shown on Figure 15, includes one lattice boundary point, so PdP$_2$ is an almost Fano surface. The canonical bundle $K_{\text{PdP}_2}$ is a crepant resolution of a singular toric CY3 variety corresponding to the brane tiling shown on Figure 17. The quiver $Q$ has 5 vertices, 13 arrows (including one bidirectional arrow) and potential [54, (13.1)] (relabelling nodes 1,2,3,4,5 into 3,1,4,5,2 in that reference)

$$W = \Phi_{41}\Phi_{24}\Phi_{12} + \Phi_{51}\Phi_{35}\Phi_{13} + \Phi_{41}\Phi_{23}\Phi_{12} + \Phi_{52}\Phi_{45}\Phi_{34}\Phi_{23}$$

(6.53)

$$-\Phi_{41}\Phi_{34}\Phi_{13} - \Phi_{31}\Phi_{23}\Phi_{12} - \Phi_{52}\Phi_{35}\Phi_{23} - \Phi_{51}\Phi_{45}\Phi_{24}\Phi_{12}$$

**Figure 17.** Quiver and tiling for PdP$_2$
We choose the disjoint cuts
\begin{equation}
I = \{ \Phi_{13}, \Phi_{24}, \Phi_{31}, \Phi_{52} \}, \quad I' = \{ \Phi_{12}, \Phi_{23}, \Phi_{35}, \Phi_{41} \}
\end{equation}
Then
\begin{equation}
Q'' = Q \setminus (I \cup I') = \{ \Phi_{12}', \Phi_{23}', \Phi_{34}', \Phi_{45}', \Phi_{51}' \} = \{ a_1, a_2, a_3, a_4, a_5 \}
\end{equation}
is a cyclic quiver with 5 vertices. The same analysis as before shows that an element of the fiber \( \pi^{-1}(M) \), for \( M \in \text{Rep} \, Q'' \), induces a commutative diagram
\[
\begin{array}{cccc}
1 & \xrightarrow{a_1} & 2 & \xrightarrow{a_2} & 3 & \xrightarrow{a_3} & 4 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
2 & \xrightarrow{a_2} & 3 & \xrightarrow{a_4 a_3} & 5 & \xrightarrow{a_5 a_4} & 1 \\
\end{array}
\]

The arrows at the top produce representation \( F_3 M \in \text{Rep} C_4 \). The arrows at the bottom produce representation \( \Sigma F_4 M \in \text{Rep} C_4 \). The above analysis implies that the fiber of \( \pi \) can be identified with
\begin{equation}
\pi^{-1}(M) \simeq \text{Hom}_{C_4}(F_3 M, \Sigma F_4 M).
\end{equation}
Using notation from §6.1, we obtain
\begin{equation}
\sigma(M, N) = 2h(M, N) - 2h(F_3 M, \Sigma F_4 N) - \rho(M, N),
\end{equation}
As was discussed in §6.1, this gives us all ingredients to compute the generating function \( A(x) \) of unframed stacky invariants of the Jacobian algebra \( J(Q, W) \). Then we apply the Joyce-Reineke formula (see Theorem 3.2) to find the attractor invariants \( \Omega_s(d, y) \). The following conjecture was verified in small degrees.

**Conjecture 6.8.** We have
\begin{equation}
\begin{align*}
\Omega_s(e_1) & = 1, \\
\Omega_s(n \delta) & = -y^{-1}(y^4 + 3y^2 + 1), \\
\Omega_s(e_1 + e_3 + n \delta) & = \Omega_s(e_2 + e_4 + e_5 + n \delta) = -y, \\
\end{align*}
\end{equation}
All other attractor invariants vanish.

Note that this conjecture is compatible with (5.5) as \( [K_{dP_2}] = q(q^2 + 3q + 1) \), which is easily computed from the toric diagram in Figure 15. Moreover we find that \( \Omega_s(n \delta) = \Omega_5(n \delta) - y - 1/y \) and \( \Omega_s(\gamma) = \Omega_5(\gamma) \) for \( \gamma = e_1 + e_3 + n \delta \) or \( \gamma = e_2 + e_4 + e_5 + n \delta \) for low values of \( n \).

6.9. **Invariants of \( Y^{3,2} \).** The CY3 variety \( Y^{3,2} \) is the simplest element in the \( Y^{p,q} \) family of cones over smooth Sasaki-Einstein manifolds constructed in [48, 79], after the conifold \( Y^{1,0} \) and \( Y^{2,1} = dP_1 \). Its toric diagram, shown on Figure 15, has two internal lattice points, but no boundary lattice points except for the four corners. The brane tiling was determined in [45]. The tiling and quiver are shown in Figure 18. The quiver has 6 vertices, 16 arrows and potential
\begin{equation}
W = \Phi_{42} \Phi_{23} \Phi_{31} + \Phi_{31} \Phi_{23} \Phi_{12} + \Phi_{26} \Phi_{45} \Phi_{64} + \Phi_{34} \Phi_{53} \Phi_{45} + \Phi_{12} \Phi_{61} \Phi_{65} \Phi_{25} \\
- \Phi_{42} \Phi_{34} \Phi_{23} - \Phi_{31} \Phi_{24} \Phi_{12} - \Phi_{26} \Phi_{45} \Phi_{64} - \Phi_{34} \Phi_{53} \Phi_{45} - \Phi_{12} \Phi_{61} \Phi_{65} \Phi_{25}
\end{equation}
We choose disjoint cuts
\begin{equation}
I = \{ \Phi_{64}, \Phi_{42}, \Phi_{25}, \Phi_{53}, \Phi_{31} \}, \quad I' = \{ \Phi_{12}, \Phi_{23}, \Phi_{34}, \Phi_{45}, \Phi_{56} \}
\end{equation}
such that \( I \) consists of all diagonals and \( I' \) contains one arrow of each double arrow. Then
\begin{equation}
Q'' = Q \setminus (I \cup I') = \{ \Phi_{12}', \Phi_{23}', \Phi_{34}', \Phi_{45}', \Phi_{56}' \} = \{ a_1, a_2, a_3, a_4, a_5, a_6 \}
\end{equation}
is a cyclic quiver with 6 vertices. The same analysis as before shows that an element of the fiber \( \pi^{-1}(M) \), for \( M \in \text{Rep} Q' \), induces a commutative diagram

\[
\begin{array}{cccccc}
1 & \rightarrow & 2 & \rightarrow & 3 & \rightarrow & 4 & \rightarrow & 5 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
2 & \rightarrow & 3 & \rightarrow & 4 & \rightarrow & 5 & \rightarrow & 6
\end{array}
\]

The arrows at the top produce representation \( F_6 M \in \text{Rep} C_5 \). The arrows at the bottom produce representation \( F_1 M \in \text{Rep} C_5 \). The above analysis implies that the fiber of \( \pi \) can be identified with

\[
\pi^{-1}(M) \simeq \text{Hom}_{C_5}(F_6 M, F_1 M).
\]

Using notation from §6.1, we obtain

\[
\sigma(M, N) = 2h(M, N) - 2h(F_6 M, F_1 N) - \rho(M, N),
\]

As was discussed in §6.1, this gives us all ingredients to compute the generating function \( A(x) \) of unframed stacky invariants of the Jacobian algebra \( J(Q, W) \). Then we apply the Joyce-Reineke formula (see Theorem 3.2) to find the attractor invariants \( \Omega^*(d, y) \). The following conjecture was verified in small degrees.

**Conjecture 6.9.** We have

\[
\Omega^*(e_i) = 1, \quad \Omega^*(n\delta) = -y^{-1}(y^4 + 3y^2 + 2), \quad n \geq 1.
\]

All other attractor invariants vanish.

Note that this conjecture is compatible with \( \Omega^*(n\delta) = (-y)^{-3}[Y^{3,2}] \) (5.5) as \( [Y^{3,2}] = q(q^2 + 3q + 2) \) which is easily computed from Figure 15. Moreover we find that \( \Omega^*(n\delta) = \Omega_S(n\delta) - 2y - 2/y \) for low values of \( n \), in line with Eq. (1.2).

**6.10. Further orbifold examples.** Let us consider the action of \( \mathbb{Z}_N \) on \( \mathbb{C}^3 \) given by

\[
1 \mapsto \text{diag}(\omega, \omega, \omega^{-2}), \quad \omega = e^{2\pi i/N}.
\]

The case \( N = 2 \) corresponds to a small crepant resolution \( \mathbb{C}^2/\mathbb{Z}_2 \times \mathbb{C} \) already discussed in §5.2, while \( N = 3 \) and \( N = 4 \) were considered in §6.3 and §6.7, respectively. For \( N = 5 \), our computations for low dimension vectors indicate that

\[
\Omega^*(e_i) = 1, \quad \Omega^*(n\delta) = -y^{-1}(y^4 + 2y^2 + 2),
\]
while all other attractor invariants vanish. This is in agreement with the motive computed from the toric diagram in Figure 19. Moreover the Coulomb branch formula gives \( \Omega_*(\delta) = \Omega_S(\delta) - 2y - 2/y \), in agreement with (1.2).

For \( N = 6 \), we find instead

\[
\Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = -y^{-1}(y^2 + 1)(y^2 + 2), \quad n \geq 1,
\]

(6.67)

\[
\Omega_*(e_i + e_{i+2} + e_{i+4} + n\delta) = -y, \quad n \geq 0,
\]

while all other attractor invariants vanish. The value of \( \Omega_*(n\delta) \) is in agreement with the motive computed from the toric diagram in Figure 19. The Coulomb branch formula gives again \( \Omega_*(\delta) = \Omega_S(\delta) - 2y - 2/y \), in agreement with (1.2).

**Remark 6.10.** The toric diagram of the quotient \( X_N = \mathbb{C}^3/\mathbb{Z}_N \) was described in §6.2. Applying Lemma 4.2, we obtain the motive of a crepant resolution \( \tilde{X}_N \) of \( \mathbb{C}^3/\mathbb{Z}_N \),

(6.68) \[
[\tilde{X}_N] = \begin{cases} 
q(q^2 + kq + k - 1) & N = 2k, \\
q(q^2 + kq + k) & N = 2k + 1.
\end{cases}
\]

Then \( \Omega_*(n\delta) = (-y)^{-3}[\tilde{X}_N] \) as explained earlier.

**Conjecture 6.11.** For \( N \geq 3 \), consider the action of \( \mathbb{Z}_N \) on \( \mathbb{C}^3 \) given by \( 1 \mapsto \text{diag}(\omega, \omega, \omega^{-2}) \), \( \omega = e^{2\pi i/N} \). Then the attractor invariants of the corresponding quiver with potential are

\[
\Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = (-y)^{-3}[\tilde{X}_N], \quad n \geq 1,
\]

(6.69)

\[
\Omega_*(e_i + e_{i+2} + \cdots + e_{i-2}) = -y, \quad n \geq 0, \text{ even } N.
\]

All other attractor invariants vanish.

Finally, let us consider the action of \( \mathbb{Z}_6 \) on \( \mathbb{C}^3 \) given by

(6.70) \[
1 \mapsto \text{diag}(\omega, \omega^2, \omega^3), \quad \omega = e^{2\pi i/6}.
\]

A crepant resolution of \( X = \mathbb{C}^3/\mathbb{Z}_6 \) is the canonical bundle over the almost Fano surface \( \text{PdP}_{3a} \), in the notation of [16]. Our computations indicate that

(6.71) \[
\Omega_*(e_i) = 1, \quad \Omega_*(n\delta) = -y^{-1}(y^4 + 4y^2 + 1),
\]

\[
\Omega_*(e_i + e_{i+2} + e_{i+4} + n\delta) = \Omega_*(e_i + e_{i+3} + n\delta) = \Omega_*(e_i + e_{i+1} + e_{i+3} + e_{i+4} + n\delta) = -y
\]
and all other attractor invariants vanish. The Coulomb branch formula gives $\Omega_\ast(\delta) = \Omega_5(\delta) - y - 1/y$, in agreement with (1.2).
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