Sleep Stage Classification using Laplacian Score Feature Selection Method by Single Channel EEG
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ABSTRACT:
Sleep is a normal state in humans and the subconscious level of brain activity increases during sleep. The brain plays a prominent role during sleep, so a variety of mental and brain-related diseases can be identified through sleep analysis. A complete sleep period according to the two world standards R&K and AASM consists of seven and five steps, respectively. To diagnose diseases through sleep, it is necessary to identify different stages of sleep because the disorder at each stage indicates a certain disease. On the other hand, efficient and useful features should be selected to increase the accuracy of sleep stage classification. In this paper, at first, different statistical, entropy, and chaotic features are extracted from sleep data. Afterwards, by introducing and using the Laplacian score selector, the best feature set is selected. At the end, some conventional classification algorithms such as SVM, ANN and KNN are used to classify different sleep stages. Simulation results confirms the superiority of the proposed method based on the classification results. With the proposed algorithm, 2, 3, 4, 5 and 6 stages of sleep were classified by SVM and decision tree with 98.0%, 98.0%, 97.3%, 96.6%, and 95.0% accuracy, which are more superior to previous method’s results.
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1. INTRODUCTION
Sleep is a phenomenon of physiology in humans [1], and the unconscious level of the person increases in this case [2]. For this reason, it is possible to diagnose mental illness by carefully study sleep [1]. By studying sleep, you can diagnose various illnesses such as respiratory apnea [3], depressive [4], epilepsy [5]. To diagnose different diseases through sleep, it is necessary to identify the sleep stages at the beginning. For the first time in 1968, Rechtschaffen defined seven different stages for a complete sleep period. According to international standard Rechtschaffen and Kale (R&K) [6], which is the oldest and most complete sleep classification, a whole night sleep includes seven stages: Wake, movement time, stage 1, stage 2, stage 3, stage 4, Rapid Eye Movement (REM). In 2007, the American Academy of Sleep medicine presented a new classification for the sleep stages. According to American Academy of Sleep Manual [7], a whole night sleep contains five stages: wake, REM, stage 1, stage 2 and stage 3 + stage 4 (SWS). Disorder in each stage of sleep represents a particular condition. Brain frequencies appear in sleep during several stages. The four brain waves that occur during sleep are Alpha, Beta, Theta and Delta. Alpha is a wave with a frequency of 8-13 (Hz) and it can appear in wake, S1 and REM stages. Beta is a wave with a frequency of more than 13 (Hz) and it can appear in wake stage. Theta is a wave with a frequency of 4-8 (Hz) and it can appear in S1, S2, S3 and S4 stages. Delta is a wave with a frequency of 0-4 (Hz) and it can appear in S3 and S4 stages. Because if this, S3 and S4 combine into one stage in AASM standard that its name is SWS [8]. Since a frequency appears at different stages of sleep, diagnosing and separating different stages of sleep require efficient algorithms to be able to correctly identify the stages of sleep.

It is obvious that, checking sleep process manually may reduce the accuracy of sleep stages classification. Therefore, in recent years many studies have been done on automatic classification of sleep stages [9-14]. In this process, inefficient features can greatly reduce the classification accuracy. Because of this, many studies have been done to select a suitable feature set for automatic classification of sleep stages. In sleep studies with attention to the use of labeled and unlabeled data, feature selector are separated in two groups of
supervised and unsupervised ones. In the supervised method, three feature selection categories are used: wrapper methods, embedded method and filter based method [8].

Wrapper based feature selection, operates on the basis of features and classifier and interacts with variables [9]. Seifpour et al. [8] by using statistical behavior of local Extrema signal and multi-cluster/class feature selection algorithm, was able to classify six stages of sleep. Pejman Memar et al. [10] to study the sleep stages, used the minimal-redundancy-maximal-relevance algorithm to choose the best features. By using wrapper method feature selectors, the type of classifier used has while targeting the useful features before the data classification. The second category of feature selection is embedded method. The embedded method has great influence on the correct selection of features and the selection of efficient features but it depends on the choice of the type of classification [11]. This greatly eliminates the dependency of wrapper method on the class type, but the type of classification also has a great influence on the accuracy of the detection of useful features and it raises the problem of automatic classification of sleep stages. Rahman et al. [12] by using the statistical features and neighborhood component analysis as feature selection, were able to automatically classify the six sleep stages by used EOG signal. In research, we need a property selector to provide useful features independently before classifying operations, so we go to the third method.

The filter method is well capable of detecting superior features even for very large data sets and it chooses the superior feature regardless of the type of classifier, which is a great advantage over the two previous methods [13]. Cho et al. [14] used the normalized mutual information feature selection method to select the best feature for automatically classify four sleep stages. Shahin Akhter et al. [15] used sequential forward feature selection to identify the best features to diagnose sleep apnea by snore sound. Depending on the type of class used, it is difficult to select the optimal property. In sleep study, we need a property selector to provide useful features independently before classifying operations. In addition, feature selections that can work on labeled and unlabeled data can be very useful and comprehensive.

In this paper, we use “Laplacian score” (LS) for feature selection in sleep study. To do this, a complete set of different statistical features, entropy features and chaotic features are extracted from the sleep data, at first. In sleep studies due to the high volume of sleep data, we need optimized features in automatic sleep monitoring algorithms to provide the best information in the shortest time possible. Therefore, in this study, Laplacian feature selector is used to automatically classify sleep stages to improve classification accuracy and computational speed by identifying superior features. LS is a filter based method and is used for labeled and unlabeled data. This selector acts as a robust guide to class selection for labeled and unlabeled data and solves the problem of difficult clustering. LS on labeled data, selecting the most appropriate features and through the selection of optimal features improves classification accuracy [16].

The structure of the paper is as follows. At first, in Section 2, statistical, entropy and chaotic features are introduced on labeled data, and LS method will be examined. In the next step, in Section 3, different classification algorithms are used to classify the selected features and review the results. Finally, the paper is concluded in Section 4.

2. MATERIAL AND METHODS

In this section, the used database is explained in the first step. In the second step, we examine the proposed method. In proposed method, a complete set of different statistical, entropy and chaotic features are used in feature extraction stage. Fig. 1 shows the flowchart of the proposed method.

2.1. Database

To study the sleep stages and apply the suggested method, the Sleep EDF database, which is available on the Physionet site, is used [17]. The database includes the bio signals such as EEG, EOG, EMG and body temperature of 20 hours during two subsequent day-night periods at the subjects’ homes (Sleep Cassette (SC)), 153 healthy Caucasian men and women (aged 25-101 years) and 44 Caucasian males and females with taking temazepam (Sleep Telemetry (ST)). EEG signal is effective for sleep study. In EDF database, EEG signal recorded from two channel Pz-Oz and Fpz-Cz. Pz-Oz channel have high accuracy than Fpz-Cz channel according to [18, 19]. In the proposed method, we used single channel EEG (Pz-Oz) from 100 healthy persons with 100 Hz sample rate.

Due to the high duration of recording of sleep signals consider every 30 seconds of the signal in this database as an epoch. So, one hour is considered as 120 epoch.
2.2. Feature Extraction

To identify the different stages of sleep, the second step is the extraction of the feature. The selection of effective features plays an important role in identifying the correct stages of sleep. In this section, different types of features are introduced, and used in sleep stage classification.

2.2.1. Statistical features

The first category of statistical features are mean, variance, skewness and kurtosis. Mean is a central tendency of a collection and the variance determines the extent of data dispersal from this mean point. Skewness asymmetry in a set and kurtosis describes the general form of the probability distribution. Mean, variance, skewness and kurtosis are calculated according to Equations 1-4 respectively.

\[
\mu = \frac{1}{N} \sum_{i=1}^{N} x_i \quad (1)
\]

\[
\sigma^2 = \frac{1}{N} \sum_{i=1}^{N} (x_i - \mu)^2 \quad (2)
\]

\[
x_s = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \mu}{\sigma} \right)^3 \quad (3)
\]

\[
x_K = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - \mu}{\sigma} \right)^4 \quad (4)
\]

In Equation 1-4, \( N \) displays the number of signal samples and \( x_i \) time series.

The second category of statistical features is Hjorth parameters [20]. It was first introduced by Bo Hjorth in 1970, and based on the definition of variance and use for sleep study in recent researches [21, 22]. The Hjorth parameters are used for statistical analysis of the EEG signal and include 3 parameters of activity, complexity and mobility which are calculated according to Equations 5-7 for \( x(n) \) signal.

\[
Hjorth\_activity = \sigma_x^2 \quad (5)
\]

\[
Hjorth\_mobility = \frac{\sigma_x^2}{\sigma_s} \quad (6)
\]

\[
Hjorth\_complexity = \left( \frac{\sigma_x^2}{\sigma_s} \right) + \left( \frac{\sigma_s^2}{\sigma_x} \right) \quad (7)
\]

In Equations 5-7, \( \sigma_k \) is standard division of \( x(n) \) signal derivative and \( \sigma_k \) is standard deviation of the second derivative of the \( x(n) \) signal.

Statistical features examine the signal for dispersion, symmetry or asymmetry and other statistical tests. Now let's examine the entropy set of features that examine the signal in terms of disorganization.

2.2.2. Entropy features

The entropy features examine the complexity and integrity of the EEG signal in various ways. Normalized Signal Entropy (NSE) is a kind of entropy that can be calculated from the normal power spectrum of the signal [23]. To classify the sleep stages, the first entropy feature used is NSE. In other words, this entropy is calculated by the short-time Fourier transform of the signal and indicates the irregularity of the power spectrum. NSE is calculated according to Equation 8.

\[
NSE = \frac{1}{log(N_s)} \sum_{i=1}^{N_s} S(f_s)(log \frac{1}{S(f_s)}) \quad (8)
\]

In Equation 8, \( F_1 \) and \( F_2 \) are high and low frequency power spectrum, \( S \) is spectrum power and \( N \) is the average frequencies.

The second entropy feature which is used for sleep stages classification is Shannon entropy [24]. Shannon entropy is defined as the index of variety and calculated according to Equation 9.

\[
s_h\_entropy = \frac{1}{1-M} \log \left( \frac{N}{\sum_{i=1}^{N} P_i^m} \right) \quad (9)
\]

In Equation 9, \( N \) is the number of samples, \( P \) is the sequence of signal probability and \( M \) is equal to 2 [10].

The third entropy feature which is used for sleep stages classification is Boltzmann's entropy. This entropy was first introduced by Ludwig Boltzmann in 1872 [25, 26]. The correlation of the parameters can be described in terms of order and disorder respectively [27]. Boltzmann's entropy calculated according to Equation 10.

\[
Boltzmann\_entropy = k \ln(W) \quad (10)
\]

In Equation 10, \( k \) refers to Boltzmann constant equal to 1.38065 \times 10^{-21} \text{J/K} \) and \( W \) refers to thermodynamic probability. After examining statistical and entropy features, we turn to chaotic features. In the signal, there are apparently irregularities in some places. The chaos examines the hidden rules of these irregularities that are rooted in the initial conditions.

2.2.3. Chaotic features

These features on EEG signals describe the basic concepts of nonlinear dynamics and the measurement of complexity and stability of signal.

Using the fractal dimension, can measure the complexity of a signal in nonlinear behavior. Petrosian Fractal Dimension (PFD) method is a quick and easy
calculation of fractal dimension through the Petrosian algorithm [10]. PDF is calculated according to Equation 11.

$$PFD = \frac{\log N}{\log N + \log N + 0.4M}$$ (11)

In Equation 11, $N$ is number of sample and $M$ is the number of signal changes in the derivative of the signal. The Normalized Line Length (NLL) method is another method for calculating the fractal dimension, which was first proposed by Esteller [10]. NLL can be calculated according to Equation 12.

$$NLL(n) = \frac{1}{M} \sum_{m=n-N}^{n} |x(m) - x(m-1)|$$ (12)

In Equation 12, $N$ is the window length, $n$ is number of sample and $M$ denotes the number of movable and variable windows.

### 2.3. Feature Selection

![Laplacian score algorithm for feature selection.](image)

Fig. 2. Laplacian score algorithm for feature selection.

After extracting sleep signal features, inefficient features should be removed and effective features should be selected. In the proposed method, we use ‘Laplacian score’ (LS) for feature selection. LS is a kind of filter based feature selection method which is used for unsupervised and supervised data and taken from eigenmaps [28]. In the Laplacian method, each feature is considered as a point of the graph and the Laplacian graph is obtained. Fig. 2 shows the Laplacian algorithm [16].

In this algorithm, for two neighbor $i, j$, the weight matrix $s$ can be calculated according to Equation 13.

$$S_{ij} = e^{-\frac{2|x_i-x_j|^2}{t}}$$ (13)

In Equation 13, $t$ is a constant, which is considered 1 in this paper. $t$ is a global coefficient which does not affect the weight matrix in discrete Laplacian [28]. If $i=j$, $s$ is calculated according to Equation 13 and otherwise $s=0$.

For $r^{th}$ feature, the Laplacian score (Laplacian graph) is calculated according to Equations 14-18 [16].

$$f_r = [f_{r1}, f_{r2}, \ldots, f_{rm}]^T$$ (14)

$$D = \text{diag}(S)$$ (15)

$$L = D - S$$ (16)

$$f_r = f_r - f_r^T D^{-1} 1$$ (17)

$$L_r = [f_r^T L f_r]^T$$ (18)

In Equation 18, $L$ is the Laplacian graph and $1$ is $1=[1,1,\ldots,1]^T$.

Laplacian feature selection gives us a matrix of best feature, so we can reduce the dimensions of the feature matrix. Reducing feature space will remove inefficient features. In the proposed method, at first features are extracted, and then the top features are selected by the supervised Laplacian score algorithm. LS is used for both unsupervised clustering and supervised classification problems, but it is usually used in a supervised manner in recent researches [29, 30]. The selected features by LS algorithm are Normalized Spectral Entropy (NSE), Boltzmann Entropy, Petrosian Algorithm (PFD), complexity, mobility, activity and Shannon entropy.

In general, the performance of other algorithms such as Fisher [31] is similar to LS algorithm, but the Fisher algorithm has a lower computational speed and does not clearly specify the final answer and because of its low
computational speed, it cannot be a good option for processing high-volume sleep data. Moreover, in the recent studies in the field of sleep, it has been shown that the Fisher feature selector cannot be a viable option for signal processing operations [32-34].

3. RESULTS

Sleep stages can be divided into 5 different classes, based on the number of stages that are identified and classified in each class. Classes 4th and 5th are defined by two global standards AASM and R&K which are fully described in the Introduction section. AASM Standard is newer and more logical than R&K, and R&K Standard is a more comprehensive classification of sleep. In the proposed method, a complete sleep period can be classified into different forms depending on the importance of each class for clinical use. The different classification for sleep stages in this paper is shown in Table 1.

3.1. Evaluation Criteria

To evaluate the simulation results, three criteria of accuracy, sensitivity and specificity are used. Sensitivity, specificity and accuracy are calculated according to Equations 19-21.

\[ Sensitivity = \frac{T_{pos}}{T_{pos} + F_{neg}} \]  \hspace{1cm} (19)

\[ Specificity = \frac{T_{neg}}{T_{neg} + F_{pos}} \]  \hspace{1cm} (20)

\[ Accuracy = \frac{T_{pos} + T_{neg}}{T_{neg} + F_{neg} + T_{pos} + F_{pos}} \]  \hspace{1cm} (21)

In Equations 19-21, \( T_{pos} \) is the number of target class that are correctly identified, \( T_{neg} \) is the number of non-target classes that are correctly identified, \( F_{pos} \) is the number of target class that are incorrectly identified, and finally \( F_{neg} \) is the number of non-target classes that are incorrectly identified.

Table 2, shows the value of sensitivity, specificity and accuracy for five sleep stages by the proposed method and SVM classifier. In the simulation results section, we will investigate different classifiers, and their results on the proposed method. If all the results are correctly detected, the three values of accuracy, sensitivity, and accuracy are given 1, so the best result of sensitivity is for stage REM, the best result of specificity and accuracy are for stage 2 according to Table 2.

Table 2. Value of sensitivity, specificity and accuracy for five sleep stages by and proposed method with SVM classifier.

| Stages | Sensitivity | Specificity | Accuracy |
|-------|-------------|-------------|----------|
| Wake  | 0.880       | 0.989       | 0.96     |
| REM   | 0.887       | 0.987       | 0.95     |
| S1    | 0.873       | 0.992       | 0.97     |
| S2    | 0.860       | 0.997       | 0.99     |
| SWS   | 0.880       | 0.989       | 0.96     |

For the best comparison between sensitivity, specificity, and accuracy of different five sleep stages, Fig. 3 shows the bar graph of the value of sensitivity, specificity and accuracy for five sleep stages by the proposed method. In the proposed method, for five stages of sleep, the best result of sensitivity is for stage REM and the best result of specificity and accuracy is for stage 2.

Fig. 3. Bar-graph of the value of sensitivity, specificity and accuracy for five sleep stages by the proposed method.
Table 3 shows the value of sensitivity, specificity and accuracy of the six stages of sleep classification by SVM classifier and Laplacian feature selector. According to Table 3, the best result of specificity and accuracy is for S2 and the best result of sensitivity is for stage S1.

Table 3. Value of sensitivity, specificity and accuracy for seven sleep stages.

| Stages | Sensitivity | Specificity | Accuracy |
|-------|-------------|-------------|----------|
| Wake  | 0.776       | 0.987       | 0.94     |
| REM   | 0.772       | 0.989       | 0.95     |
| S1    | 0.786       | 0.985       | 0.96     |
| S2    | 0.768       | 0.991       | 0.96     |
| S3    | 0.772       | 0.989       | 0.95     |
| S4    | 0.776       | 0.987       | 0.94     |

Table 4 shows the bar graph of the value of sensitivity, specificity and accuracy for six sleep stages by the proposed method. According to Table 4, the best result of sensitivity and accuracy is for stage 1 and the best result of accuracy and specificity is for stage 1. Despite the difficulty of detecting stage 1 of sleep, the proposed algorithm is capable of identifying stage 1 with high accuracy.

![Bar graph of the value of sensitivity, specificity and accuracy for six sleep stages by the proposed method.](image)

Fig. 4 shows the bar graph of the value of sensitivity, specificity and accuracy for six sleep stages by the proposed method. According to Fig. 4, the best result of sensitivity and accuracy is for stage 1 and the best result of accuracy and specificity is for stage 1. Despite the difficulty of detecting stage 1 of sleep, the proposed algorithm is capable of identifying stage 1 with high accuracy.

In Equation 11, $P_o$ is the relative observed agreement among raters and $P_e$ is hypothetical probability of chance agreement. The most ideal case for the kappa coefficient is 1. Comparison between kappa of recent studies and the proposed method is shown in Table 4. According to Table 4, the best kappa in 5 class (AASM) is for the proposed method.

Table 4. Comparison between kappa coefficient of recent studies and proposed method by SVM classifier.

| Method | 2 class | 3 class | 4 class | 5 class | 6 class |
|--------|---------|---------|---------|---------|---------|
| Ref. [39] | 0.98 | 0.947 | 0.93 | 0.840 | 0.88 |
| Ref. [40] | 0.943 | 0.893 | 0.86 | 0.854 | 0.836 |
| Ref. [41] | - | - | - | 0.865 | - |
| Proposed method | 0.961 | 0.959 | 0.95 | 0.957 | 0.934 |

Fig. 4 shows the bar graph of the value of sensitivity, specificity and accuracy for six sleep stages by the proposed method. According to Fig. 4, the best result of sensitivity and accuracy is for stage 1 and the best result of accuracy and specificity is for stage 1. Despite the difficulty of detecting stage 1 of sleep, the proposed algorithm is capable of identifying stage 1 with high accuracy.

![Bar graph of the value of sensitivity, specificity and accuracy for six sleep stages by the proposed method.](image)

Cohen’s kappa is one of the most important criteria for agreement between two or more subject [35], [36] and is presented as an evaluation criterion in recent research on sleep stages [8, 37, 38]. Equation 22 shows the calculation of Kappa coefficient.

$$k = 1 - \frac{1 - P_o}{1 - P_e}$$  \hspace{1cm} (22)
Table 6, for the classification of the five stages of sleep according to AASM standard. According to Table 6, with 93.8% accuracy, sleep stages can be automatically classified by SVM. In addition, it can be seen that the proposed algorithm has a good ability to identify the SWS stage.

Table 6. The confusion matrix of SVM for the classification of the five stages of sleep according to AASM standard.

| True Class | Wake | REM | S1 | S2 | SWS |
|------------|------|-----|----|----|-----|
| Wake       | 96%  | 4%  | 0% | 0% | 0%  |
| REM        | 2%   | 95% | 3% | 0% | 0%  |
| S1         | 0%   | 2%  | 97%| 1% | 0%  |
| S2         | 0%   | 0%  | 1% | 99%| 0%  |
| SWS        | 1%   | 1%  | 0% | 2% | 96% |

Predicted class

Table 7 shows the confusion matrix of six stages of sleep classification according to R&K standard by SVM with Laplacian score feature selection. According to Table 7, six stages of sleep are classified by decision tree classifier and Laplacian feature selection, with 90.5% accuracy.

Table 7. Confusion matrix of six stages of sleep classification according to R&K standard by DA with Laplacian score feature selection.

| True Class | Wake | REM | S1 | S2 | S3 | S4 |
|------------|------|-----|----|----|----|----|
| Wake       | 94%  | 5%  | 0% | 0% | 0% | 1% |
| REM        | 2%   | 95% | 2% | 0% | 0% | 1% |
| S1         | 0%   | 1%  | 96%| 3% | 0% | 3% |
| S2         | 0%   | 0%  | 2% | 96%| 0% | 2% |
| S3         | 1%   | 0%  | 0% | 2% | 95%| 2% |
| S4         | 0%   | 1%  | 2% | 3% | 0% | 94%|

Table 9 shows four different classifiers on the superior features of using Laplacian score for feature selection. Laplacian score gives a matrix of best feature
and increases the accuracy of classification. According to Tables 8 and 9, the best classifier for automatic classification of sleep stages is SVM with quadratic kernel.

Table 9. Accuracy of different classifiers used for automatic classification of sleep stages with Laplacian score feature selection.

| Classifier | 2 class | 3 class | 4 class | 5 class | 6 class |
|------------|---------|---------|---------|---------|---------|
| SVM        | 98.0%   | 98.0%   | 97.3%   | 96.6%   | 95.0%   |
| KNN        | 95.5%   | 85.3%   | 86.0%   | 87.6%   | 88.3%   |
| ANN        | 98.9%   | 98.0%   | 97.4%   | 96.0%   | 93.2%   |
| Decision tree | 91.5%   | 96.0%   | 93.0%   | 95.0%   | 90.2%   |

4. CONCLUSIONS AND FUTURE WORKS

In this paper, statistical, entropy and chaotic features were used to investigate and automatically classify sleep stages, and then the optimal properties were selected by the Laplacian algorithm, which is a filter-based feature selector. The use of superior features and the removal of ineffective features have been used to increase the accuracy of sleep classification. In the proposed method, different classifiers were used, and finally the SVM classifier stimulation results were evaluated as the best classifier. In the proposed algorithm, using Laplacian feature selector and SVM classifier, 5 and 6 stages of sleep were classified according to AASM and R&K standards with accuracy of 96.6% and 95.0% respectively. In general, the proposed algorithm was able to improve the accuracy of classification of different stages of sleep compared to previous research (classic research and deep learning research) and demonstrate the ability of filter-based feature selectors in sleep studies. It is very difficult to detect stage 1 in automatic algorithms in sleep study because of its high resemblance to wake and REM stages, but the proposed algorithm in classification of stage 1 sleep identified the first stage more accurately than other stages. Increasing the accuracy of sleep classification by increasing the number of statistical, entropy, chaotic and distance-based features and the use of efficient feature selectors are the topics of future researches in this field.
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