CONTROL PROBLEM FOR QUADRATIC PARABOLIC DIFFERENTIAL EQUATIONS WITH SPARSE SENSOR SETS OF
FINITE VOLUME OR ANISOTROPICALLY DECAYING DENSITY
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Abstract. We prove observability and null-controllability for quadratic parabolic differential equations. The sensor set is allowed to be sparse and have finite volume if the generator has trivial singular space $S$. In the case of generators with singular space $S \neq \{0\}$ the sensor set is permitted to decay in directions determined by $S$. The proof is based on dissipation estimates for the quadratic differential operator with respect to spectral projections of partial harmonic oscillators and corresponding uncertainty relations.
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1. Introduction

We treat the control problem for quadratic parabolic differential equations, including hypoelliptic ones. For a wide class of such equations we show that starting from a given initial state it is possible to drive the solution to zero in a given time $T \in (0, \infty)$ by steering it from sensor sets that are sparse at infinity and may have finite measure. Typical examples of such sensor sets $\omega$ satisfy for some $\rho, \gamma > 0$ and $a \in (0, 1)$ the geometric condition

$$\gamma^{1+|x|^a} \leq \frac{|\omega \cap B(x, \rho)|}{|B(x, \rho)|} \quad \text{for all} \quad x \in \mathbb{R}^d.$$  \hfill (1.1)

Here $B(x, \rho)$ is the ball of radius $\rho > 0$ centered at $x \in \mathbb{R}^d$. Such $\omega$ have finite measure, if complemented by a similar upper bound, more specifically if for some $0 < a^- \leq a^+ < 1$ we have

$$\gamma^{1+|x|^a^-} \leq \frac{|\omega \cap B(x, \rho)|}{|B(x, \rho)|} \leq \gamma^{1+|x|^a^+} \quad \text{for all} \quad x \in \mathbb{R}^d.$$  \hfill (1.2)
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A particular instance of such a set is

\[ \omega = \bigcup_{k \in \mathbb{Z}^d} B(k, 2^{-1-\sqrt{|k|}}). \]

The prime example of a quadratic differential operator such that the corresponding parabolic equation exhibits observability from a sensor set as described above is the harmonic oscillator Hamiltonian. This fact extends to semigroups associated to a class of quadratic differential operators comparable to the harmonic oscillator in a sense that will be made precise below. A more general class of operators related to so-called partial harmonic oscillators, also defined below, give rise to parabolic equations that are observable from certain anisotropic cousins of sensor sets \( \omega \) as in (1.2). A precise statement is formulated in Theorem 3.5 below, and a wider class of admissible sensor sets can be found in Corollary 5.10.

As just mentioned, the fundamental and most basic example for which our observability inequalities hold is the harmonic oscillator. For this special case, these inequalities are stated and proved in our short companion paper [9] and we refer readers who just want to grasp our results in the simplest case to this note. In contrast, those who want to see the full scope of our methods should stick with the paper at hand, where we treat a broad class of models beyond the harmonic oscillator. Some of the ideas of the proofs in [9] reappear here in a generalized variant, giving rise to parallels between [9] and Section 5 below.

Our results improve and generalize several recently established criteria, such as [3, 5, 9, 28], for observability and null-controllability, especially for semigroup generators comparable to the harmonic oscillator. While we cannot prove at this point that our sufficiency criteria are also necessary in this case, bounded sensor sets do not yield a spectral inequality (a certain type of uncertainty relation, which is a crucial step in proving observability by the established Lebeau-Robbiano method) see [29] or [9], Example 2.5.

The main body of results in the present paper concern controllability for semigroups generated by a differential operator comparable to an anisotropic Schrödinger operator. Here, the potential of the Schrödinger operator is growing unboundedly in some coordinate directions while being bounded or constant in others. A prototypical example on \( \mathbb{R}^2 \) is the partial harmonic oscillator

\[
- \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial y^2} + x^2.
\]

(1.3)

Naturally, the anisotropy of the potential is reflected in the criteria for a sensor set to yield null-controllability. In the case of (1.3), the sensor set is allowed to decay in the \( x \)-direction in the manner described in (1.1), while in the \( y \)-direction decay is not permitted. In fact, in direction of the \( y \)-variable the sensor set should be thick in the sense of formula (2.2) below.

The control problems we are considering are defined on unbounded domains. This framework has recently attracted considerable attention due to applications in kinetic theory. There the geometric domain of the differential equation is typically an unbounded subset of the phase space due to absence of restrictions on the velocity coordinates. Our results are general enough to cover, among others, certain types of generalized Ornstein-Uhlenbeck operators, especially those appearing in Kolmogorov and Kramers-Fokker-Planck equations. It is, however, worth to mention that similar results for non-quadratic operators such as (anisotropic) Shubin operators and Schrödinger operators with power growth potentials have recently been obtained in [10, 27].

We summarize now the new findings and methodological advancements in the present paper and take this opportunity to explain its structure. To begin with, in Section 2 below we recall the well-established Lebeau-Robbiano method, which combines a so-called dissipation estimate with a suitable uncertainty relation (resp. spectral inequality) to conclude observability. Moreover, in that section we review relevant previous results.

Section 3 presents the three major contributions of the present paper (in a somewhat simplified form). The first one is the dissipation estimate in Theorem 3.1 for general quadratic differential operators exhibiting a singular space with product structure, cf. Corollary 4.6 for our most general result in this respect. The second is
an anisotropic spectral inequality for partial harmonic oscillators formulated in Theorem 3.2; Section 5 contains the proof of a generalized version, Theorem 5.3. The last and final one is an observability result from sensor sets with decaying density or even finite measure, see Theorem 3.5 and its extension Theorem 6.1. These generalize the findings of our companion paper [9], where the first example of observability from finite measure sets for a quadratic operator on $\mathbb{R}^d$ was exhibited.

The way how partial harmonic oscillators enter the picture becomes clear in Section 4. The singular space of a quadratic differential operator $A$ allows us to associate to it a particular partial harmonic oscillator $H_I$ in such a way that the semigroup generated by $A$ satisfies a dissipation estimate with respect to the spectral projections of $H_I$. Theorem 3.1 unifies, interpolates, and generalizes the dissipation estimates derived earlier in [3, 5, 6, 28]. Section 4 provides the proof of our dissipation estimate as well as some extensions.

While our proof of the dissipation estimate is based, as in the previously mentioned papers, on anisotropic Gelfand-Shilov smoothing estimates we provide a considerably streamlined derivation compared to earlier ones.

Applications and extensions of our results are presented in Section 6: We show that partial harmonic oscillators allow a more explicit treatment with quantitative bounds on the control costs. We also consider Shubin as well as generalized Ornstein-Uhlenbeck operators that fit into our framework; amongst others, this includes the Kolmogorov and the Kramers-Fokker-Planck equations.

The exposition in this paper aims at accessibility for non-experts and for completeness sake includes some arguments spelled out in the literature before. For the same reason we provide an appendix containing a proper definition of partial harmonic oscillators. Moreover, we there provide dimension reduction arguments based on the tensor structure of these operators.

2. Model, previous results, and goals

Let $A: \mathcal{H} \supset \mathcal{D}(A) \to \mathcal{H}$ be a densely defined, closed operator on a Hilbert space $\mathcal{H}$ generating a strongly continuous semigroup $(T(t))_{t \geq 0}$ and let $B \in \mathcal{L}(\mathcal{H})$ be a bounded operator. We consider the abstract Cauchy problem

$$w'(t) = Aw(t), \quad v(t) = Bw(t), \quad w(0) = w_0, \quad (2.1)$$

where $t \geq 0$. The latter is said to be final-state observable in time $T > 0$ if there is a constant $C_{\text{obs}} > 0$ such that the observability inequality

$$\|T(T)g\|_\mathcal{H}^2 \leq C_{\text{obs}}^2 \int_0^T \|BT(t)g\|_\mathcal{H}^2 \, dt \quad \text{holds for all} \quad g \in \mathcal{H}. \quad (2.2)$$

For $\mathcal{H} = L^2(\mathbb{R}^d)$ observability inequalities have been derived for several combinations of operators $A$ and $B$. The most important one is the case where $B = 1_\omega: f \mapsto 1_\omega f$ with a measurable set $\omega \subset \mathbb{R}^d$ and where $A$ is some differential operator. Here the measurable set $\omega \subset \mathbb{R}^d$ is called sensor set and it is a fundamental problem to understand what geometric conditions on $\omega$ are necessary and/or sufficient for observability of the associated abstract Cauchy problem (2.1). Given some (sufficient) conditions for the sensor set, we are also interested in the dependence of the observability constant $C_{\text{obs}}$ on the geometry of $\omega$.

For the Laplacian $A = \Delta$ on $\mathbb{R}^d$ sharp geometric conditions on $\omega$ were obtained in [13, 37]. There it is shown that the Cauchy problem of the Laplacian is observable if and only if the sensor set $\omega$ is thick, i.e., if there are $\gamma, \rho > 0$ such that

$$\frac{|\omega \cap B(x, \rho)|}{|B(x, \rho)|} \geq \gamma \quad \text{for all} \quad x \in \mathbb{R}^d. \quad (2.2)$$

Associated bounds on the control cost in terms of the parameters $\rho, \gamma$ were given in [13] as well, and optimized in [30].
Condition (2.2) has been shown in [5] to be sufficient also in the case where \( A = \Delta - |x|^2 \) is the negative harmonic oscillator on \( \mathbb{R}^d \). However, thickness of sensor sets is not necessary for this choice of \( A \), cf. [9, 28]. In fact, the main result of [9] implies that the Cauchy problem of \( A \) is observable for sensor sets \( \omega \) that satisfy the weaker condition (1.1).

All these results are based on the so-called Lebeau-Robbiano method. This method combines a dissipation estimate with a suitable spectral inequality, see (2.4) and (2.3) below, to derive an observability inequality for the Cauchy problem. The mentioned spectral inequality is a particular form of a quantitative unique continuation estimate or uncertainty principle for elements of spectral subspaces of elliptic differential operators. Here we spell out a variant of the Lebeau-Robbiano method formulated in [6]; we also refer the reader to the closely related works [4, 15, 30, 35].

**Theorem 2.1.** Let \( A \) be the generator of a strongly continuous contraction semigroup \( (T(t))_{t \geq 0} \) on \( L^2(\mathbb{R}^d) \) and let \( \omega \subset \mathbb{R}^d \) be a measurable set with positive Lebesgue measure. Suppose that there is a family \( (P_\lambda)_{\lambda \in [1, \infty)} \) of orthogonal projections in \( L^2(\mathbb{R}^d) \) such that

(i) there are \( d_0, d_1, \gamma_1 > 0 \) such that for all \( \lambda \geq 1 \) and all \( g \in L^2(\mathbb{R}^d) \) we have

\[
\|P_\lambda g\|_{L^2(\mathbb{R}^d)}^2 \leq d_0 e^{d_1 \lambda \gamma_1} \|P_\lambda g\|_{L^2(\omega)}^2. \tag{2.3}
\]

(ii) there are \( d_2 \geq 1, d_3, \gamma_3, t_0 > 0 \) and \( \gamma_2 > \gamma_1 \) such that for all \( \lambda \geq 1, 0 < t < t_0 \), and all \( g \in L^2(\mathbb{R}^d) \) we have

\[
\|(I - P_\lambda)T(t)g\|_{L^2(\mathbb{R}^d)}^2 \leq d_2 e^{-d_3 \lambda \gamma_2 t^{\gamma_3}} \|g\|_{L^2(\mathbb{R}^d)}^2. \tag{2.4}
\]

Then there is a constant \( C > 0 \) such that for all \( g \in L^2(\mathbb{R}^d) \) and all \( T > 0 \) we have the observability estimate

\[
\|T(T)g\|_{L^2(\mathbb{R}^d)}^2 \leq C_\text{obs}^2 \int_0^T \|T(t)g\|_{L^2(\omega)}^2 \, dt,
\]

with

\[
C_\text{obs}^2 = C \exp \left( \frac{C}{T^{\frac{1}{\gamma_2 - \gamma_1}}} \right).
\]

Here \( C \) depends merely on \( d_1, d_2, d_3, \) and \( t_0 \).

**Remark 2.2.** (a) The statement of Theorem 2.1 in [6] was originally formulated for open \( \omega \). However, the proof only requires measurable \( \omega \) with positive measure, as observed in [13].

(b) The dissipation estimate (2.4) is here only required to hold for small \( t \). There have been attempts to sharpen the bound in the observability estimate [15], cf. also [30], but this requires the dissipation estimate (2.4) to hold for all \( t \in (0, T/2] \). On the other hand, in [4], Theorem 2.1 above has been extended to allow \( d_2 = d_2(t) \) with a polynomial blow-up as \( t \to 0 \).

(c) In many cases the dissipation bound in (2.4) has \( \gamma_2 = 1 \), e.g. if \( P_\lambda \) is a spectral projection of \( A \), cf. the discussion below. Hence, in what follows we are particularly interested in spectral inequalities with \( \gamma_1 < 1 \).

Note that in the hypotheses of the above theorem the sensor set only appears in the spectral inequality (2.3). Hence, this is the only pivot where the geometric assumptions on the sensor set \( \omega \) influence the Lebeau-Robbiano method. For instance, in the case of the (negative) Laplacian the spectral inequality with \( P_\lambda = 1_{(-\infty, \lambda]}(-\Delta) \) holds if and only if the set \( \omega \) is thick, see [21, 26].

Let us turn now to consider the dissipation estimate: It is trivial by functional calculus if \( A \) is a self-adjoint operator (for instance \( A = \Delta \) or \( A = \Delta - |x|^2 \)) and one chooses \( P_\lambda = 1_{(-\infty, \lambda]}(-A) \) to be a projection onto a
suitable spectral subspace. However, a spectral inequality for spectral projectors of $A$ might not be available, or, even worse, the operator $A$ might not be self-adjoint. In that case it is natural to search for a suitable self-adjoint ‘comparison’ operator $H$ and choose the operators $P_j$ as its spectral projections. Spectral inequalities for these projections then directly determine the possible sensor sets.

To the best of the authors knowledge, this approach was first implemented in [6] for certain (quadratic) differential operators $A$ with the harmonic oscillator $H = -\Delta + |x|^2$ as the (self-adjoint) comparison operator. For a larger class of (quadratic) differential operators $A$, [3] proved that the (negative) Laplacian $H = -\Delta$ is a suitable comparison operator. However, the result of [3] is strictly weaker for operators $A$ that are, at the same time, comparable with the harmonic oscillator and with the Laplacian: Indeed, while spectral inequalities for the Laplacian require thick sensors sets, the results of [9, 28] show that thickness is not necessary for spectral inequalities for the harmonic oscillator. In fact, our companion paper exhibited sensor sets that are even allowed to have finite measure, see [9], Example 2.3 and also (1.2) above.

One of the goals of this paper is to propose a new class of comparison operators that interpolate, in some sense, between the Laplacian and the harmonic oscillator. In particular, our results imply that thickness of the sensor set can be relaxed if the comparison operator is not the Laplacian. The sensors sets we study in this situation were not covered before, except in the case of the harmonic oscillator, when they agree with those studied in our companion paper [9].

In order to formulate our results, we need to introduce the notion of quadratic differential operators. Let

$$q: \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{C}, \quad q(x, \xi) = \sum_{\alpha+\beta=2, \alpha, \beta \in \mathbb{N}_0^d} c_{\alpha,\beta} x^\alpha \xi^\beta, \quad c_{\alpha,\beta} \in \mathbb{C},$$

be a complex quadratic form. It is well known, see [32], that the distribution kernel

$$K(x, y) = (2\pi)^{-d/2} F^{-1}(\mathbb{R}^d \ni \xi \mapsto q((x+y)/2, \xi))(x-y)$$

defines a continuous operator $q^w: \mathcal{S}(\mathbb{R}^d) \to \mathcal{S}'(\mathbb{R}^d)$ by

$$\langle q^w u, v \rangle = \langle K, v \otimes u \rangle \quad \text{for} \quad u, v \in \mathcal{S}(\mathbb{R}^d).$$

Here $F: \mathcal{S}'(\mathbb{R}^d) \to \mathcal{S}'(\mathbb{R}^d)$ denotes the Fourier transform, $\langle \cdot , \cdot \rangle$ the pairing between $\mathcal{S}'(\mathbb{R}^d)$ and $\mathcal{S}(\mathbb{R}^d)$, and $\otimes$ the tensor product. Moreover, the thus defined operator $q^w$ extends to a continuous operator on $\mathcal{S}'(\mathbb{R}^d)$, see [32], Proposition 1.2.13, and we may therefore define the operator

$$A: L^2(\mathbb{R}^d) \ni \mathcal{D}(A) \to L^2(\mathbb{R}^d), \quad f \mapsto q^w f$$
on

on

$$\mathcal{D}(A) = \{ f \in L^2(\mathbb{R}^d) : q^w f \in L^2(\mathbb{R}^d) \}.$$We call $A$ the quadratic differential operator associated to $q$ and $q$ its symbol.

Note that the above construction does not require $q$ to be quadratic but works analogously for more general functions, in particular any polynomial. However, if $q$ is a quadratic polynomial, the operator $A$ fits nicely into the general framework of semigroups, which makes it well accessible for control theory:

**Proposition 2.3** (see [18]). Let $q$ be as in (2.5). Then the operator $A$ is closed, densely defined, and agrees with the closure of the restriction of $q^w$ to the space $\mathcal{S}(\mathbb{R}^d)$. If $\text{Re} \ q \leq 0$, then $A$ is $m$-dissipative and generates a contraction semigroup.
Throughout the rest of this work, we will assume that \( q \) is of the form (2.5) satisfying \( \text{Re} \, q \leq 0 \). We denote by \( A \) the corresponding quadratic differential operator and by \((T(t))_{t \geq 0}\) the semigroup generated by \( A \).

A particular example of a quadratic differential operator is the (negative) partial harmonic oscillator.

**Definition 2.4.** Let \( \mathcal{I} \subset \{1, \ldots, d\} \). Then we call the (self-adjoint) quadratic differential operator \( A \) with symbol

\[
q(x, \xi) = q_\mathcal{I}(x, \xi) = -|\xi|^2 - |x_\mathcal{I}|^2, \quad |x_\mathcal{I}|^2 = \sum_{j \in \mathcal{I}} x_j^2,
\]

a partial harmonic oscillator.

The latter can alternatively also be introduced via quadratic forms, see Appendix A, which leads to the same operator since both agree on Schwartz functions; cf. Corollary A.3.

Particular cases of partial harmonic oscillators are the Laplacian (with \( \mathcal{I} = \emptyset \)) and the usual harmonic oscillator (with \( \mathcal{I} = \{1, \ldots, d\} \)). These two are prominent prototypes for certain classes of quadratic differential operators. In order to characterize these classes, we introduce the *Hamilton map* associated to the quadratic form \( q \) defined by

\[
F = \frac{1}{2} \begin{pmatrix}
(\partial_{q_j} \partial_{x_k} q(x, \xi))_{j,k=1}^d
& (\partial_{q_j} \partial_{\xi_k} q(x, \xi))_{j,k=1}^d
\end{pmatrix}.
\]

Note that \( F \) is a constant matrix since \( q \) is a quadratic polynomial. Associated to the Hamilton map is the so-called *singular space* of the quadratic form \( q \), or the operator \( A \). This was introduced in [16] as

\[
S = S(A) = S(q) = \left( \cap_{j=0}^{2d-1} \ker \left[ \text{Re} \, F(\text{Im} \, F)^j \right] \right) \cap \mathbb{R}^{2d},
\]

where \( \text{Re} \, F \) and \( \text{Im} \, F \) are taken entrywise. We denote by \( k_0 \in \{0, \ldots, 2d-1\} \) the smallest number such that

\[
S = \left( \cap_{j=0}^{k_0} \ker \left[ \text{Re} \, F(\text{Im} \, F)^j \right] \right) \cap \mathbb{R}^{2d}.
\]

(2.6)

For the purpose of this paper, we call \( k_0 \) the *rotation exponent* of \( q \) (resp. \( A \)). (It resembles somewhat the degree of non-holonomy in sub-Riemannian geometry.)

It turns out that it is reasonable to classify quadratic differential operators by the form of their singular space. For instance, [6] shows that all quadratic differential operators \( A \) with \( S(A) = S(\Delta - |x|^2) \) satisfy a dissipation estimate with respect to projections onto spectral subspaces of the harmonic oscillator. Note that a simple calculation verifies \( S(\Delta - |x|^2) = \{0\} \).

**Proposition 2.5** ([6], Prop. 4.1). Let \( S(A) = \{0\} \) and let \( k_0 \) be the rotation exponent of \( A \). Then there are \( c_0, t_0 > 0 \) such that

\[
\| (1 - P_\lambda) T(t) g \|_{L^2(\mathbb{R}^d)} \leq c_0 e^{-c_0 t^{k_0+1}} \| g \|_{L^2(\mathbb{R}^d)}
\]

(2.7)

for all \( 0 < t < t_0 \), \( \lambda \geq 1 \), and \( g \in L^2(\mathbb{R}^d) \) where

\[
P_\lambda = 1_{(-\infty, \lambda]}(\Delta + |x|^2)
\]

is the projection onto the spectral subspace of the harmonic oscillator associated to the interval \( (-\infty, \lambda] \).
A similar result is also available for the Laplacian: In [1], Remark 2.9, the authors state that the technique developed in [3], Section 4.2 implies that all quadratic differential operators $A$ with $S(A) \subset S(\Delta)$ satisfy a dissipation estimate similar to (2.7), but with $P_\lambda$ a projection onto a spectral subspace of the Laplacian; note that $S(\Delta) = \mathbb{R}^d \times \{0\}$. This approach yields the following result which is, however, not formulated in the last mentioned references explicitly.

**Proposition 2.6** (see [3], Sect. 4.2, [1], Rem. 2.9). Assume $S(A) = U \times \{0\}$ for some subspace $U \subset \mathbb{R}^d$ and let $k_0$ be the rotation exponent of $A$. Then there are $c_0, t_0 > 0$ such that
\[
\|(1 - P_\lambda)T(t)g\|_{L^2(\mathbb{R}^d)} \leq c_0 e^{-ct_0^{2k_0+1}\lambda} \|g\|_{L^2(\mathbb{R}^d)}
\]
for all $0 < t < t_0$, $\lambda \geq 1$, and $g \in L^2(\mathbb{R}^d)$ where
\[
P_\lambda = 1_{(-\infty, \lambda]}(-\Delta)
\]
is the projection onto the spectral subspace of the negative Laplacian associated to the interval $(-\infty, \lambda]$.

As already mentioned above, the choice of the comparison operators determines the geometric assumptions required for sensor sets. The following result formulates a spectral inequality for spectral projectors of the harmonic oscillator and thus complements the dissipation estimate in Proposition 2.5. Here we write $\Lambda_L(x) = x + (-L/2, L/2)^d$ for the cube of sidelength $L > 0$ centered at $x \in \mathbb{R}^d$.

**Proposition 2.7** ([9], Thm. 2.1). There is a universal constant $K \geq 1$ such that for every $a \in [0, 1), L > 0$, $\gamma \in (0, 1)$, $\lambda \in [1, \infty)$ and every measurable $\omega \subset \mathbb{R}^d$ satisfying
\[
\frac{|\omega \cap \Lambda_L(m)|}{|\Lambda_L(m)|} \geq \gamma^{1+|m|^a}
\]
for all $m \in (L\mathbb{Z})^d$ we have
\[
\|f\|_{L^2(\omega)}^2 \geq 3 \left( \frac{\gamma K}{K^d} \right)^{Kd/2+a(1+L)^2\lambda(1+a)/2} \|f\|_{L^2(\mathbb{R}^d)}^2
\]
for all $f \in \text{Ran } P_\lambda$.

Here $P_\lambda$ is as in Proposition 2.5.

On the other hand, in order to complement the dissipation estimate from Proposition 2.6 and obtain a spectral inequality for spectral projections of the Laplacian, we rely on very precise uncertainty relations established in the seminal works [23, 24]. While they were formulated by Kovrijkine in a Fourier analytic setting, it was observed in [13, 14] that they translate to spectral inequalities for the Laplacian and have applications in control theory. Analogous results for the Laplacian on finite cubes with periodic, Dirichlet or Neumann boundary conditions, were obtained in [13, 14], while [12] established a more general spectral inequality covering both bounded and unbounded domains. We use here the specific formulation from [12], Corollary 1.5:

**Proposition 2.8** (Kovrijkine’s Inequality). Let $\omega \subset \mathbb{R}^d$ be measurable satisfying
\[
\frac{|\omega \cap \Lambda_L(m)|}{|\Lambda_L(m)|} \geq \gamma
\]
for all $m \in (L\mathbb{Z})^d$

with some fixed $L > 0$ and $\gamma \in (0, 1)$.
Then, there is a universal constant \( K \geq 1 \) such that for every \( \lambda \in [1, \infty) \) and all \( f \in \text{Ran} \, P_\lambda \), where \( P_\lambda \) is as in Proposition 2.6, we have

\[
\|f\|_{L^2(\omega)}^2 \geq \left( \frac{\gamma}{K} \right)^{Kd\lambda^{1/2}+2d+6} \|f\|_{L^2(\mathbb{R}^d)}^2.
\]

Both dissipation estimates spelled out in Propositions 2.5 and 2.6 cover the case \( S(A) = \{0\} \). Hence, it is natural to compare the two complementing spectral inequalities in Propositions 2.7 and 2.8 in this case; clearly, the requirement on \( \omega \) in Proposition 2.7 is less restrictive. In this sense, if \( S(A) = \{0\} \), using the harmonic oscillator as a comparison operator for \( A \) allows for more general sensors sets than using the pure Laplacian. This suggests that also for \( S(\Delta) \supset \{0\} \), using the harmonic oscillator as a comparison operator for \( A \) allows for more general sensors sets than using the pure Laplacian.

3. Main results

Our first main result on the way to establish observability is a dissipation estimate that allows to treat quadratic differential operators \( A \) with singular space \( S = \mathbb{R}^d \times \{0\} \). Here we set

\[
M^d_N = \{ x \in \mathbb{R}^d : x_j = 0 \quad \text{for all} \quad j \notin N \}
\]

for \( M \subset \mathbb{R} \) and \( N \subset \{1, \ldots, d\} \). Note that by a suitable rotation also more general singular spaces of the form \( S = U \times \{0\} \) for some subspace \( U \subset \mathbb{R}^d \) can be handled, see Section 4.3 below.

We consider here quadratic differential operators with \( S(A) = S(\mathcal{H}_I) \), where

\[
\mathcal{H}_I = -\Delta + |x_I|^2, \quad I \subset \{1, \ldots, d\},
\]

is the partial harmonic oscillator with singular space \( S(\mathcal{H}_I) = \mathbb{R}^d_I \times \{0\} \). The equality \( S(A) = S(\mathcal{H}_I) \) plays a crucial role in the smoothing estimates underlying the proof of the dissipation estimate. We discuss this in detail in Section 4 together with the input we use from [1, 3].

In order to formulate the dissipation estimate we denote by

\[
P_\lambda = 1_{(-\infty, \lambda]}(H_I)
\]

the projection onto the spectral subspace of \( H_I \) associated to the interval \( (-\infty, \lambda] \).

**Theorem 3.1 (Dissipation estimate).** Let \( S(A) = S(\mathcal{H}_I) = \mathbb{R}^d_I \times \{0\} \) for some set \( I \subset \{1, \ldots, d\} \). Then there are \( c_0, t_0 > 0 \) such that

\[
\| (1 - P_\lambda)T(t)g \|_{L^2(\mathbb{R}^d)} \leq c_0 e^{-c_0 t^{2k_0+1}\lambda} \|g\|_{L^2(\mathbb{R}^d)}
\]

for all \( 0 < t < t_0 \), \( \lambda \geq 1 \), and \( g \in L^2(\mathbb{R}^d) \) where \( P_\lambda \) is the projection in (3.1) and \( k_0 \) is the rotation exponent from (2.6).

Theorem 3.1, or rather the more general Corollary 4.5 below, covers and extends all previous dissipation estimates obtained in [3, 6, 28].

The second main result is a tailored spectral inequality complementing the dissipation estimate in Theorem 3.1. Here, it turns out that the anisotropy of the potential of the partial harmonic oscillator \( H_I \) translates
into decay properties of functions in its spectral subspace $\text{Ran} \, P_{\lambda}$: The functions exhibit decay in those coordinate directions where the potential $V(x) = \sum_{j \in J} x_j^2$ grows. This decay allows us to prove the spectral inequality without requiring thickness on the sensor set $\omega$. In the particular case $\mathcal{I} = \{1, \ldots, d\}$ we recover Proposition 2.7.

**Theorem 3.2 (Spectral inequality).** Let $\omega \subset \mathbb{R}^d$ be measurable satisfying

$$\frac{|\omega \cap A_L(m)|}{|A_L(m)|} \geq \gamma^{1+|m_{2}|^a} \text{ for all } m \in (L\mathbb{Z})^d$$

with some fixed $a \in [0,1)$, $L > 0$, and $\gamma \in (0,1)$.

Then, there is a universal constant $K \geq 1$ such that for every $\lambda \in [1, \infty)$ and all $f \in \text{Ran} \, P_{\lambda}$, with $P_{\lambda}$ as in (3.1), we have

$$\|f\|_{L^2(\omega)}^2 \geq 3 \left( \frac{\gamma}{Kd} \right)^{Kd^{1+a}(1+L)^2 \lambda^{(1+a)/2}} \|f\|_{L^2(\mathbb{R}^d)}^2.$$  \hspace{1cm} (3.3)

A result allowing more general sets $\omega$ is deferred to Corollary 5.10 below.

**Example 3.3.** Let $a, \gamma \in (0,1)$, $L = 1$, and set

$$\omega = \bigcup_{k \in \mathbb{Z}^d} A_{r_k}(k) \quad \text{with} \quad r_k = \frac{\gamma^{(1+|k_{2}|^a)d}}{d}.$$  

Then, $\omega$ satisfies

$$\frac{|\omega \cap A_{1}(k)|}{|A_{1}(k)|} = \gamma^{1+|k_{2}|^a} \text{ for all } k \in \mathbb{Z}^d,$$

so that the hypotheses of Theorem 3.2 are satisfied, and we obtain

$$\|f\|_{L^2(\omega)}^2 \geq 3 \left( \frac{\gamma}{Kd} \right)^{4Kd^{1+a}\lambda^{(1+a)/2}} \|f\|_{L^2(\mathbb{R}^d)}^2$$

for all $f \in \text{Ran} \, P_{(-\infty,\lambda]}(H_{\mathcal{I}})$, $\lambda \geq 1$. Note that $\gamma_1 = (1+a)/2 < 1$, while on the other hand, the set $\omega$ is *not* thick in $\mathbb{R}^d$. In particular, if $\mathcal{I} = \{1, \ldots, d\}$, it even has finite measure since $\gamma \in (0,1)$. The latter holds also for $\omega$ as in (1.2).

**Remark 3.4.** Analogously to [30] for the fractional Laplacian, we can also treat the fractional harmonic oscillator $H_\mathcal{I}^\theta = (-\Delta + |x_{\mathcal{I}}|^2)^\theta$ for certain $\theta > 1/2$. More precisely, if $\omega$ satisfies (3.2), then (3.3) implies

$$\|f\|_{L^2(\omega)}^2 \geq 3 \left( \frac{\gamma}{Kd} \right)^{Kd^{1+a}(1+L)^2 \lambda^{(1+a)/2}} \|f\|_{L^2(\mathbb{R}^d)}^2$$

for $f \in \text{Ran} \, P_{(-\infty,\lambda]}(H_\mathcal{I}^\theta) = \text{Ran} \, P_{(-\infty,\lambda^{1/\theta}]}(H_\mathcal{I})$, relying on the transformation formula for spectral measures. This requires $\theta > (1+a)/2$ in order to guarantee $\gamma_1 = \frac{1+a}{2\theta} < 1$ in (2.3).

The combination of the dissipation estimate in Theorem 3.1 and the spectral inequality in Theorem 3.2 implies by the Lebeau-Robbiano method the following observability result. In view of Example 3.3 it sharpens [3], Theorem 1.12.

**Theorem 3.5 (Observability).** Let $A$ be a quadratic differential operator on $\mathbb{R}^d$ with singular space $S(A) = S(H_{\mathcal{I}}) = \mathbb{R}^d \times \{0\}$ for some set $\mathcal{I} \subset \{1, \ldots, d\}$, and let $\omega$ be as in Theorem 3.2. Then the abstract Cauchy problem (2.1) with $B = 1_\omega$ is final-state observable.
**Remark 3.6.** It is also possible to treat operators $A$ with $S(A) = U \times \{0\}$, where $U$ is some subspace of $\mathbb{R}^d$. This allows, e.g., to consider for $d = 2$ the symbol $q(x, \xi) = -|\xi|^2 - (x_1 + x_2)^2$ on $L^2(\mathbb{R}^2)$, the singular space of which is of the above form with $U = \{ r \cdot (1, -1)^\top : r \in \mathbb{R} \}$, cf. Section 4.3 below.

We close this section by discussing a null-controllability result that follows from the facts discussed so far. It is well known that the adjoint $A^*$ of $A$ is again a quadratic differential operator with symbol $\overline{q}$, see [32], Proposition 1.2.10. Since $q$ and $\overline{q}$ have the same singular space and the same rotation exponent, this establishes that also the abstract Cauchy problem

$$x'(t) = A^* x(t), \quad y(t) = 1_{\omega} x(t), \quad x(0) = x_0,$$

corresponding to $A^*$ is observable from $\omega$. By the well-known Hilbert uniqueness method this implies null-controllability in time $T > 0$ of

$$w'(t) = Aw(t) + 1_{\omega} u(t), \quad w(0) = w_0,$$

that is, for all $w_0 \in L^2(\mathbb{R}^d)$ there exists $u \in L^2((0, T); L^2(\mathbb{R}^d))$ such that the mild solution

$$w(t) = \mathcal{T}(t)w_0 + \int_0^t \mathcal{T}(t-s)1_{\omega} u(s) \, ds$$

to (3.4) satisfies $w(T) = 0$, see also, e.g., [8, 11, 30, 36, 39] and the references cited therein. In this case, the so-called control cost

$$C_T = \sup_{\|w_0\|=1} \inf \{ \|u\|_{L^2((0, T); L^2(\mathbb{R}^d))} : w(T) = 0 \}$$

satisfies

$$C_T \leq C_{\text{obs}},$$

and the latter is finite by Theorem 3.5. Thereby, we arrive at the following

**Corollary 3.7** (Null-controllability). Let $A$ be a quadratic differential operator on $\mathbb{R}^d$ with singular space $S(A) = S(H_L) = \mathbb{R}^d_{\mathbb{R}^d} \times \{0\}$ for some set $\mathcal{I} \subset \{1, \ldots, d\}$, and let $\omega$ be as in Theorem 3.2. Then the abstract Cauchy problem (2.1) with $B = 1_{\omega}$ is null-controllable.

4. DISSIPATION ESTIMATE

Recall that $(\mathcal{T}(t))_{t \geq 0}$ is a strongly continuous contraction semigroup and that its generator $A$ is a quadratic differential operator corresponding to a quadratic symbol $q$ with $\text{Re} \, q \leq 0$.

4.1. Smoothing effects

The proof of Theorem 3.1 is based on so-called smoothing effects of the semigroup $(\mathcal{T}(t))_{t \geq 0}$. These describe the fact that for appropriate quadratic symbols $q$ the function $T(t)g \in L^2(\mathbb{R}^d)$, $t > 0$, has a certain regularity for every $g \in L^2(\mathbb{R}^d)$. Several recent works, see, e.g., [1, 3, 17], show that the smoothing effects of the semigroup are closely related to the structure of the singular space $S$. One of the first results, [16], Proposition 3.1.1, shows that for $S(A) = \{0\}$ we have $\mathcal{T}(t)g \in S(\mathbb{R}^d)$ for all $g \in L^2(\mathbb{R}^d)$ and $t > 0$.

For comparison, we first state the result that was the main ingredient in the proof of the dissipation estimate in [6], formulated in Proposition 2.5 above.
Proposition 4.1 ([17], Prop. 4.1). Let \( S(A) = \{0\} \) and let \( k_0 \) be the rotation exponent from (2.6). Then there are \( c_0, c'_0, t_0 > 0 \) such that
\[
\|e^{\alpha t}2^{k_0+1}(\Delta_x^2)^{l(t)}g\|_{L^2(\mathbb{R}^d)} \leq c'_0 \|g\|_{L^2(\mathbb{R}^d)} \quad \text{for all} \quad 0 < t < t_0.
\]

The last inequality implies (cf. [17], Inequality (4.19)) that for some \( C > 0 \) we have
\[
\|x^\alpha D_x^2 \mathcal{T}(t)g\|_{L^2(\mathbb{R}^d)} \leq \frac{C^{1+|\alpha|+|\beta|}G}{t^{(k_0+1/2)(|\alpha|+|\beta|+2d)}} \|g\|_{L^2(\mathbb{R}^d)} \quad (4.1)
\]
for all \( \alpha, \beta \in \mathbb{N}_0^d \) and \( 0 < t < t_0 \). This establishes that the semigroup is smoothing in the so-called Gelfand-Shilov space \( S_{1/2}(\mathbb{R}^d) \). For the definition of the general Gelfand-Shilov spaces \( S_{\mu}(\mathbb{R}^d), \mu, \nu > 0 \), see [32], Chapter 6.

An alternative proof of Proposition 4.1 using (4.1) has been suggested in [28]. In a similar way, as observed in [1], Remark 2.9, the technique of [3], Section 4.2 can be adapted to prove
\[
\|e^{\alpha t}2^{k_0+1}(\Delta_x^2)^{l(t)}g\|_{L^2(\mathbb{R}^d)} \leq c'_0 \|g\|_{L^2(\mathbb{R}^d)} \quad \text{for all} \quad 0 < t < t_0
\]
using a variant of (4.1) with \( \alpha = 0 \).

We follow the same path and establish a variant of Proposition 4.1 for the partial harmonic oscillator \( H_x \). To this end, we need the following corollary to [1], Theorem 2.6. In the formulation of this result, the orthogonality is taken with respect to the usual Euclidean inner product on \( \mathbb{R}^{2d} \). Here we write \( \mathbb{N}_0^{d,I} = (\mathbb{N}_0)^d \) for simplicity.

Theorem 4.2. Let \( S(A) = \mathbb{R}_x^d \times \mathbb{R}_j^d \) for some sets \( I, J \subset \{1, \ldots, d\} \) and let \( k_0 \) be the rotation exponent from (2.6). Then there are constants \( C > 0 \) and \( t_0 \in (0,1) \) such that for all \( \alpha \in \mathbb{N}_0^{d,I}, \beta \in \mathbb{N}_0^{d,J} \), and \( 0 < t < t_0 \) we have
\[
\|x^\alpha D_x^2 \mathcal{T}(t)g\|_{L^2(\mathbb{R}^d)} \leq \frac{C^{1+|\alpha|+|\beta|}}{t^{(k_0+1/2)(|\alpha|+|\beta|+2d)}} \|g\|_{L^2(\mathbb{R}^d)}, \quad (4.2)
\]

Proof. We set \( Y_k = (e_k,0), k \in I \), and \( Y_j = (0,e_j), j \in J \), where \( e_l \in \mathbb{R}^d \) is the \( l \)-th unit vector in \( \mathbb{R}^d \). Denote by \( D_{Y_k} \) and \( D_{Y_j} \) the Weyl quantization of the symbols \( q(x,\xi) = e_k \cdot x \) and \( q(x,\xi) = e_j \cdot \xi \), respectively, \( i.e. \) \( D_{Y_k} = x_k \) and \( D_{Y_j} = -i\partial_j \).

Under the imposed assumptions, [1], Theorem 2.6 implies that there are constants \( C_0 > 0 \) and \( t_0 \in (0,1) \) such that for all \( m \in \mathbb{N} \) and \( 0 < t < t_0 \) we have
\[
\|D_{Y_1} \cdots D_{Y_m} \mathcal{T}(t)g\|_{L^2(\mathbb{R}^d)} \leq \frac{C_0^m}{t^{mk_0/m}} \|g\|_{L^2(\mathbb{R}^d)}, \quad (4.3)
\]
Here each of the \( Y_1, \ldots, Y_m \) can be any of the vectors \( \{(e_k,0)_{k \in I},(0,e_j)_{j \in J}\} \) forming a basis of \( S(A) = \mathbb{R}_x^d \times \mathbb{R}_j^d \).

Let \( \alpha \in \mathbb{N}_0^{d,I} \) and \( \beta \in \mathbb{N}_0^{d,J} \). For each \( k \in I \), we take \( \alpha_k \)-times the vector \( Y_k \), and, similarly, \( \beta_j \)-times the vector \( Y_j \) for each \( j \in J \). In total, these are \( m = |\alpha| + |\beta| \) many vectors. Hence (4.3) implies
\[
\|x^\alpha D_x^2 \mathcal{T}(t)g\|_{L^2(\mathbb{R}^d)} \leq \frac{C_0^{1+|\alpha|+|\beta|}}{t^{(|\alpha|+|\beta|)(k_0+1/2)}} \|g\|_{L^2(\mathbb{R}^d)} \leq \frac{C^{1+|\alpha|+|\beta|}}{t^{(k_0+1/2)(|\alpha|+|\beta|+2d)}} \|g\|_{L^2(\mathbb{R}^d)},
\]
where \( C = 2\sqrt{d}C_0 \).

\[\square\]
Then, for Lemma 4.3.

Let \( l \) partially Schwartz functions we single out the following class of partially Schwartz functions

\[
\mathcal{G}_{I,J} := \{ f \in L^2(\mathbb{R}^d) : x^\alpha \partial^\beta f \in L^2(\mathbb{R}^d) \; \forall \alpha \in \mathbb{N}_{0,I}^d, \beta \in \mathbb{N}_{0,J}^d \},
\]

and denote \( l := |I \cap J| \leq d \). In view of Theorem 4.2 the assumptions of the following lemma are natural.

**Lemma 4.3.** Let \( D_1, D_2 > 0 \) be constants, and suppose that \( f \in \mathcal{G}_{I,J} \) satisfies

\[
\| x^\alpha \partial^\beta f \|_{L^2(\mathbb{R}^d)} \leq D_1 D_2^{[\alpha]+[\beta]}(\alpha!)^{1/2}(\beta!)^{1/2} \forall \alpha \in \mathbb{N}_{0,I}^d, \beta \in \mathbb{N}_{0,J}^d.
\] (4.4)

Then, for \( s \leq 1/(40e \cdot 2^d d D_2^2) \) we have \( f \in \mathcal{D}(e^{sH_{I,J}}) \) and

\[
\| e^{sH_{I,J}} f \|_{L^2(\mathbb{R}^d)} \leq 2 \left( \frac{2}{3} \right) D_1 \leq 2 D_1.
\]

**Proof.** On \( \mathcal{G}_{I,J} \) define the differential expressions \( T_j, \; j \in \{1, 2, 3\} \), with

\[
T_1 g = (-\Delta_{I \cap J} + |x_{I \cap J}|^2)g, \quad T_2 g = -\Delta_{J \setminus I} g, \quad T_3 g = |x_{J \setminus I}|^2 g
\]

for \( g \in \mathcal{G}_{I,J} \). By Lemma A.1, we have

\[
(H_{I,J} + l)f = (T_1 + l)f + T_2 f + T_3 f.
\]

Since the \( T_j \) leave \( \mathcal{G}_{I,J} \) invariant and commute pairwise, this gives for \( n \in \mathbb{N}_0 \)

\[
(H_{I,J} + l)^n f = \sum_{\nu = n} \binom{n}{\nu} (T_1 + l)^\nu T_2^{\nu_2} T_3^{\nu_3} f.
\]

We have

\[
T_2^{\nu_2} T_3^{\nu_3} f = (-1)^{\nu_2} \sum_{|\beta| = \nu_2} \sum_{|\alpha| = \nu_3} \binom{\nu_2}{\beta} \binom{\nu_3}{\alpha} x^{2\alpha} \partial^\beta f \in \mathcal{G}_{I,J}(\mathbb{R}^d).
\]

Moreover, we recall from [28], equations (4.9) and (4.11) that

\[
(T_1 + l)^\nu g = \sum_{|\gamma + \delta| \leq 2\nu_1} \epsilon_{\gamma, \delta}^{(\nu)} x^\gamma \partial^\delta g, \quad g \in \mathcal{G}_{I,J},
\] (4.5)
where the coefficients satisfy the bound
\[ |c^{(\nu_1)}_{\gamma, \delta}| \leq 3^{2\nu_1 - 1} \nu_1 (2\nu_1)^{(2\nu_1 - |\gamma + \delta|)/2}, \quad |\gamma + \delta| \leq 2\nu_1. \tag{4.6} \]

Hence, inserting \( g = T_2^{\nu_2} T_3^{\nu_3} f \) in formula (4.5) and using the triangle inequality for operator norms we are left with estimating
\[
\|(T_1 + l)^{\nu_1} T_2^{\nu_2} T_3^{\nu_3} f\| \\
\leq \sum_{|\gamma + \delta| \leq 2\nu_1} \sum_{|\beta| = \nu_2} \sum_{|\alpha| = \nu_3} |c^{(\nu_1)}_{\gamma, \delta}| \left(\frac{\nu_2}{\beta}\right) \left(\frac{\nu_3}{\alpha}\right) \|x^{\gamma + 2\alpha} \partial_x^{2\beta} f\|. \\
\]

Note that we can apply the hypothesis (4.4) for each summand separately with \( \gamma + 2\alpha \in \mathbb{N}_0^d, \delta + 2\beta \in \mathbb{N}_0^d \). Hence, using also (4.6), we get
\[
|c^{(\nu_1)}_{\gamma, \delta}| \cdot \|x^{\gamma + 2\alpha} \partial_x^{2\beta} f\| \leq 3^{2\nu_1 - 1} \nu_1 (2\nu_1)^{(2\nu_1 - |\gamma + \delta|)/2} D_1 D_2 |\gamma + 2\alpha| + |\delta + 2\beta| ((\gamma + 2\alpha)!)^{1/2} ((\delta + 2\beta)!)^{1/2}. \\
\]

We further estimate this term using the simple inequality \( \zeta! \leq |\zeta|^{|\zeta|} \) for multiindices \( \zeta, |\gamma + 2\alpha| + |2\beta + \delta| \leq 2n \) and \( 2\nu_1 - |\gamma + \delta| + |\gamma + 2\alpha| + |\delta + 2\beta| = 2n \). Combining this with \( (2n)^n \leq (2e)^n n! \) yields
\[
3^{2\nu_1 - 1} \nu_1 (2\nu_1)^{(2\nu_1 - |\gamma + \delta|)/2} D_1 D_2 |\gamma + 2\alpha| + |\delta + 2\beta| ((\gamma + 2\alpha)!)^{1/2} ((\delta + 2\beta)!)^{1/2} \\
\leq 3^{2\nu_1 - 1} d^{\nu_1} D_1 (2e D_2^2)^n n!. \\
\]

Noting also
\[
\sum_{\gamma + \delta \leq 2\nu_1} \sum_{|\beta| = \nu_2} \sum_{|\alpha| = \nu_3} \left(\frac{\nu_2}{\beta}\right) \left(\frac{\nu_3}{\alpha}\right) \leq (2\nu_1 + 1) l^{\nu_2 + \nu_3} \leq 2 l^{2\nu_1} d^{\nu_2 + \nu_3}, \\
\]
we finally derive
\[
\|(T_1 + l)^{\nu_1} T_2^{\nu_2} T_3^{\nu_3} f\| \leq \left(\frac{2}{3} l\right)^n D_1 (9e \cdot 2d)^{\nu_1} (2e \cdot d D_2^2)^n n!. \\
\]

By the multinomial formula, we have thus shown
\[
\|(H_{\mathcal{I}, \mathcal{J}} + l)^n f\| \leq \sum_{|\nu| = n} \binom{n}{\nu} \|(T_1 + l)^{\nu_1} T_2^{\nu_2} T_3^{\nu_3} f\| \\
\leq \left(\frac{2}{3} l\right)^n D_1 (2e \cdot d D_2^2)^n (9 \cdot 2^d + 2)^n n! \\
\leq \left(\frac{2}{3} l\right)^n D_1 (20e \cdot 2^d D_2^2)^n n!. \\
\]
Now, choose $1/s = 40e \cdot 2^d dD_2^2$. Then $f \in \mathcal{D}(e^{s(H_{\mathcal{I},\mathcal{J}} + l)})$ and

\[
\|e^{s(H_{\mathcal{I},\mathcal{J}} + l)} f\| \leq \sum_{n=0}^{\infty} \frac{s^n}{n!} \|(H_{\mathcal{I},\mathcal{J}} + l)^n f\| \leq 2 \cdot \left(\frac{2}{3}\right)^l D_1.
\]

It remains to observe that $f \in \mathcal{D}(e^{s(H_{\mathcal{I},\mathcal{J}})})$ with $\|e^{sH_{\mathcal{I},\mathcal{J}}} f\| \leq \|e^{sH_{\mathcal{I},\mathcal{J}} + l}) f\|$ by the spectral theorem. \hfill \Box

The above lemma is the central tool in the proof of the next theorem, which is a generalization and sharpening of Proposition 4.1.

**Theorem 4.4.** Let $S(A)^{\perp} = \mathbb{R}^d_\mathcal{I} \times \mathbb{R}^d_\mathcal{J}$ for some sets $\mathcal{I}, \mathcal{J} \subset \{1, \ldots, d\}$ and let $k_0$ be the rotation exponent from (2.6). Then we have for all $g \in L^2(\mathbb{R}^d)$ that $T(t)g \in \mathcal{D}(e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}}})$ and

\[
\|e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}} T(t)} g\|_{L^2(\mathbb{R}^d)} \leq 2\|g\|_{L^2(\mathbb{R}^d)} \quad \text{for all } 0 < t < t_0.
\]

Here $c = 1/(40e \cdot 2^d dC^2)$, and $C$ and $t_0 \in (0, 1)$ are as in Theorem 4.2.

**Proof.** We observe that inequality (4.2) in Theorem 4.2 shows that for every $0 < t < t_0$ the function $f = T(t)g$ satisfies the hypotheses of Lemma 4.3 with $D_1 = \|g\|_{L^2(\mathbb{R}^d)}$ and $D_2 = Ct^{-(k_0+1)/2}$. Lemma 4.3 therefore gives

\[
\|e^{sH_{\mathcal{I},\mathcal{J}}} f\|_{L^2(\mathbb{R}^d)} \leq 2\|g\|_{L^2(\mathbb{R}^d)}
\]

for $s \leq 1/(40e \cdot 2^d dD_2^2)$. This shows

\[
\|e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}} T(t)} g\|_{L^2(\mathbb{R}^d)} \leq 2\|g\|_{L^2(\mathbb{R}^d)},
\]

where $c = 1/(40e \cdot 2^d dC^2)$. \hfill \Box

We have now assembled all tools needed to prove a generalized version of our Theorem 3.1, i.e. a dissipation estimate for small times for the projections

\[
P_\lambda = P_{(-\infty,\lambda]}(H_{\mathcal{I},\mathcal{J}}).
\]

**Theorem 4.5.** Let $S(A)^{\perp} = \mathbb{R}^d_\mathcal{I} \times \mathbb{R}^d_\mathcal{J}$ for some sets $\mathcal{I}, \mathcal{J} \subset \{1, \ldots, d\}$ and let $k_0$ be the rotation exponent from (2.6). Then, with constants $C > 0$ and $t_0 \in (0, 1)$ as in Theorem 4.2, we have

\[
\|(1 - P_\lambda) T(t)g\|_{L^2(\mathbb{R}^d)} \leq 2e^{-ct^{2k_0+1}/2}\|g\|_{L^2(\mathbb{R}^d)}, \quad c = (40e \cdot 2^d dC^2)^{-1},
\]

for all $g \in L^2(\mathbb{R}^d)$, $0 < t < t_0$, and $\lambda \geq 0$.

In the particular case $\mathcal{J} = \{1, \ldots, d\}$ this agrees with Theorem 3.1. The proof follows the strategy of [6], Proposition 4.1.

**Proof.** By Theorem 4.4 we have $T(t)g \in \mathcal{D}(e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}}})$ and

\[
\|e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}} T(t)} g\|_{L^2(\mathbb{R}^d)} \leq 2\|g\|_{L^2(\mathbb{R}^d)} \quad \text{for } 0 < t < t_0.
\]

(4.7)

For those $t$, we therefore have

\[
T(t)g = e^{-ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}}} e^{ct^{2k_0+1}H_{\mathcal{I},\mathcal{J}}} T(t)g.
\]
Moreover, the projections \( P_\lambda \) and the operator \( e^{-ct^{2k_0 + 1} H_{I,J}} \) commute, so that the previous identity and the spectral theorem imply
\[
\|(1 - P_\lambda) T(t) g\| \leq \|e^{-ct^{2k_0 + 1} H_{I,J}} (1 - P_\lambda)\| \cdot \|e^{ct^{2k_0 + 1} H_{I,J}} T(t) g\| \\
\leq 2e^{-ct^{2k_0 + 1} \lambda} \cdot \|g\|_{L^2(\mathbb{R}^d)} \quad \text{for } 0 < t < t_0,
\]
where we used inequality (4.7) in the last line.

\[
\square
\]

4.3. Crooked singular spaces

The above considerations can also be used to treat more general singular spaces of the form \( S(q)^\perp = V \times W \), where \( V, W \subset \mathbb{R}^d \) are vector spaces of dimensions \( d_1 = \dim V \) and \( d_2 = \dim W \). Indeed, in this case, there is an orthogonal transformation \( \mathcal{R} : \mathbb{R}^d \to \mathbb{R}^d \) such that
\[
\mathcal{R}V = \mathbb{R}^d_I \quad \text{and} \quad \mathcal{R}W = \mathbb{R}^d_J
\]
where
\[
I = \{1, \ldots, d_1\} \quad \text{and} \quad J = \{d_1 - l + 1, \ldots, d_1 + d_2 - l\},
\]
with
\[
\mathcal{I} = \{1, \ldots, d_1\} \quad \text{and} \quad \mathcal{J} = \{d_1 - l + 1, \ldots, d_1 + d_2 - l\},
\]
where \( l = \dim(V \cap W) \). Then the singular space of the form \( \tilde{q} \) given by \( \tilde{q}(x, \xi) = q(\mathcal{R}^{-1} x, \mathcal{R}^{-1} \xi) \) for all \( x, \xi \in \mathbb{R}^d \) is characterized by \( S(\tilde{q})^\perp = \mathbb{R}^d_I \times \mathbb{R}^d_J \), and the accretive operators \( A \) and \( \tilde{A} \) associated with \( q \) and \( \tilde{q} \), respectively, by the Weyl quantizations satisfy \( A = \mathcal{U}_R \tilde{A} \mathcal{U}_R^{-1} \) where \( \mathcal{U}_R f = f \circ \mathcal{R} \). Using this construction we derive the following general result.

**Corollary 4.6.** Let \( S(A)^\perp = V \times W \), and let \( \mathcal{R} \) be as in (4.8). Then, with \( P_\lambda = \mathcal{U}_R P_{(-\infty, \lambda)}(H_{I,J}) \mathcal{U}_R^{-1} \), we have
\[
\|(1 - P_\lambda) T(t) g\|_{L^2(\mathbb{R}^d)} \leq 2e^{-ct^{2k_0 + 1} \lambda} \cdot \|g\|_{L^2(\mathbb{R}^d)}
\]
for all \( g \in L^2(\mathbb{R}^d) \), \( 0 < t < t_0 \), and \( \lambda \geq 0 \).

**Remark 4.7.** Note that there are also quadratic forms whose singular space does not satisfy \( S(q)^\perp = V \times W \). Consider, \( e.g. \), the form \( q(x, \xi) = -(|x| + \xi)^2 \) on \( \mathbb{R}^2 \) with singular space \( S(q) = \{r \cdot (1, -1)^T : r \in \mathbb{R}\} \). Such forms are not covered by Corollary 4.6.

5. Spectral inequality

In this section, we prove a spectral inequality for the operator \( H_{I} = H_{I,J} \) with \( \mathcal{J} = \{1, \ldots, d\} \) and \( \mathcal{I} \neq \emptyset \). To this end, we generalize the arguments in [9], where the special case \( \mathcal{I} = \{1, \ldots, d\} \) was treated.

Without loss of generality, we may reorder the coordinates of \( \mathbb{R}^d \) such that we have \( \mathcal{I} = \{1, \ldots, d_1\} \) with some \( 1 \leq d_1 \leq d \). Set \( d_2 := d - d_1 \). We introduce the operators \( H_1 \) and \( H_2 \) corresponding to the differential expressions
\[
-\Delta + |x|^2 \quad \text{in} \quad L^2(\mathbb{R}^{d_1}), \quad -\Delta \quad \text{in} \quad L^2(\mathbb{R}^{d_2}),
\]
respectively, \( \text{via} \) their quadratic forms; cf. Appendix A. In other words, \( H_1 \) is the harmonic oscillator in \( L^2(\mathbb{R}^{d_1}) \) and \( H_2 \) is the pure Laplacian on \( L^2(\mathbb{R}^{d_2}) \).
If \( d_2 = 0 \), we just have \( H_\mathcal{I} = H_1 \). On the other hand, for \( d_2 \neq 0 \) we have by Lemma A.2, Corollary A.3 and Remark A.4 that

\[
H_\mathcal{I} = H_1 \otimes I_2 + I_1 \otimes H_2 \quad \text{and} \quad \sigma(H) = \sigma(H_1) + \sigma(H_2) \subset [d_1, \infty),
\]

where for the latter we used that \( \sigma(H_1) \subset [d_1, \infty) \) and \( \sigma(H_2) = [0, \infty) \); recall that \( H_1 \) has pure point spectrum with eigenvalues \( 2k + d_1, k \in \mathbb{N}_0 \). Moreover, by Corollary A.5 every \( f \in \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}) \) can be extended to an analytic function on \( \mathbb{C}^d \). We denote this extension again by \( f \).

Throughout this section, let \( (Q_k)_{k \in \mathcal{K}} \) be any finite or countably infinite family of measurable subsets \( Q_k \subset \mathbb{R}^d \) and \( \kappa \geq 1 \) such that

\[
\left| \mathbb{R}^d \setminus \bigcup_{k \in \mathcal{K}} Q_k \right| = 0 \quad \text{and} \quad \sum_{k \in \mathcal{K}} 1_{Q_k}(x) \leq \kappa \quad \text{for all} \ x \in \mathbb{R}^d. \tag{5.1}
\]

We say that \( (Q_k)_{k \in \mathcal{K}} \) is an essential covering of \( \mathbb{R}^d \) of multiplicity at most \( \kappa \).

As a starting point, we derive exponential decay of elements of the spectral subspace \( \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}) \), \( \lambda \geq 1 \), in the growth directions of the potential, that is, the coordinates \( \mathcal{I} \). To this end, we recall that the elements of \( \text{Ran} \, P_{[-\infty, \lambda]}(H_1) \) are finite linear combinations of the well-known Hermite functions, which exhibit an exponential decay in terms of a weighted \( L^2 \)-estimate, see for instance [5], Proposition 3.3. Using the tensor representation of \( H_\mathcal{I} \), we now obtain the following result.

**Lemma 5.1.** For all \( f \in \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}) \), \( \lambda \geq 1 \), we have

\[
\|e^{ix|x|^2/64d_1} f\|_{L^2(\mathbb{R}^d)}^2 \leq 2^{2(d_1+1)+\lambda}\|f\|_{L^2(\mathbb{R}^d)}^2.
\]

**Proof.** Let \( f \in \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}) \) with \( \lambda \geq 1 \). By Corollary A.5, we have \( f(\cdot, y) \in \text{Ran}_{[-\infty, \lambda]}(H_1) \) for all \( y \in \mathbb{R}^{d_2} \), and by [5], Proposition 3.3

\[
\|e^{ix|x|^2/64d_1} f(\cdot, y)\|_{L^2(\mathbb{R}^{d_1})}^2 \leq 2^{2(d_1+1)+\lambda}\|f(\cdot, y)\|_{L^2(\mathbb{R}^{d_1})}^2 \quad \text{for all} \ y \in \mathbb{R}^{d_2}.
\]

The claim now follows by integration over \( y \in \mathbb{R}^{d_2} \). \( \square \)

**Corollary 5.2.** Let \( \lambda \geq 1 \) and \( C = 32d_1(1 + \sqrt{\log \kappa}) \). Then the subset \( \mathcal{K}_c := \{ k \in \mathcal{K} : Q_k \cap (B(0, C\lambda^{1/2}) \times \mathbb{R}^{d_2}) \neq \emptyset \} \) satisfies

\[
\sum_{k \in \mathcal{K}_c} \|f\|_{L^2(Q_k)}^2 \leq \frac{1}{4}\|f\|_{L^2(\mathbb{R}^d)}^2 \quad \text{for all} \ f \in \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}).
\]

Here \( B(0, C\lambda^{1/2}) \) denotes the ball in \( \mathbb{R}^{d_1} \).

**Proof.** For \( f \in \text{Ran} \, P_{[-\infty, \lambda]}(H_\mathcal{I}) \) and \( s \geq C\lambda^{1/2} \), Lemma 5.1 implies that

\[
\|f\|_{L^2(\mathbb{R}^d \setminus (B(0,s) \times \mathbb{R}^{d_2}))}^2 = \|e^{-ix|x|^2/64d_1} e^{ix|x|^2/64d_1} f\|_{L^2(\mathbb{R}^d \setminus (B(0,s) \times \mathbb{R}^{d_2}))}^2 \\
\leq e^{-s^2/32d_1} 2^{2(d_1+1)+\lambda}\|f\|_{L^2(\mathbb{R}^d)}^2 \\
\leq \frac{1}{4\kappa}\|f\|_{L^2(\mathbb{R}^d)}^2.
\]
By definition, $Q_k \cap (B(0, CN^{1/2}) \times \mathbb{R}^d) = \emptyset$ for $k \in \mathcal{K}_C^0$. Hence,
\[
\sum_{k \in \mathcal{K}_C^0} \|f\|_{L^2(Q_k)}^2 \leq \kappa \|f\|_{L^2(\mathbb{R}^d \setminus B(0, CN^{1/2}) \times \mathbb{R}^d))}^2 \leq \frac{1}{4} \|f\|_{L^2(\mathbb{R}^d)}^2.
\]

The above motivates the following general hypothesis on the covering.

**Hypothesis** $(H_\lambda)$. Let $\mathcal{K}$ be finite or countably infinite and let $(Q_k)_{k \in \mathcal{K}}$ be an essential covering of $\mathbb{R}^d$ with multiplicity at most $\kappa$ as in (5.1). Set $C = 32d_1(1 + \sqrt{\log \kappa})$. For fixed $\lambda \geq 1$, let
\[
\mathcal{K}_c = \mathcal{K}_c(\lambda) = \{k \in \mathcal{K} : Q_k \cap (B(0, C\lambda^{1/2}) \times \mathbb{R}^d) \neq \emptyset\}
\]
For each $k \in \mathcal{K}_c$, we suppose that

(i) $Q_k$ is non-empty, convex, open, and contained in a hyperrectangle with sides of length $l_k = (l_k^{(1)}, \ldots, l_k^{(d)}) \in (0, \infty)^d$ parallel to the coordinate axes such that

(ii) $\|l_k\|_2 := \left((l_k^{(1)})^2 + \cdots + (l_k^{(d)})^2\right)^{1/2} \leq D\lambda^{1-\varepsilon}/2$ for some $\varepsilon \in (0, 1]$ and $D > 0$ independent of $k \in \mathcal{K}_c$.

In what follows we call a set $Q \subset \mathbb{R}^d$ centrally symmetric if there is $x_0 \in Q$ such that $x_0 + x \in Q$ implies $x_0 - x \in Q$.

Our general spectral inequality reads as follows. Its proof is postponed to Section 5.2 below.

**Theorem 5.3.** With fixed $\lambda \geq 1$ assume Hypothesis $(H_\lambda)$. Let $a \geq 0$ and $\gamma \in (0, 1)$ be given. If $\omega \subset \mathbb{R}^d$ is measurable satisfying
\[
\frac{|\omega \cap Q_k|}{|Q_k|} \geq \gamma \lambda^{a/2} \quad \text{for all } k \in \mathcal{K}_c,
\]
then
\[
\|f\|_{L^2(\omega)}^2 \geq \frac{3}{\kappa} \left[\frac{\gamma}{24 \cdot d^{1+d/2}}\right]^\gamma \left(1600eD(D+1)+\log(4\kappa^{1/2})\right)^{\lambda^{1-(s-a)/2}} \|f\|_{L^2(\mathbb{R}^d)}^2,
\]
for every $f \in \text{Ran} \, P_{(-\infty, \lambda]}(H_2)$. Here $\tau_d$ denotes the Lebesgue measure of the Euclidean unit ball in $\mathbb{R}^d$.

If, in addition, all $Q_k, k \in \mathcal{K}_c$, are centrally symmetric (or a cube, respectively), then the term in square brackets can be replaced by
\[
\frac{\gamma}{24 \cdot d^{1+d/2}} \left(\text{or } \frac{\gamma}{24 d^{1+d/2} \tau_d}, \text{ respectively}\right).
\]

**Remark 5.4.** (a) Examples of families $(Q_k)_{k \in \mathcal{K}}$ satisfying Hypothesis $(H_\lambda)$ are discussed in Section 5.3 below.

(b) Let us emphasize that on one hand, $\varepsilon$ and $D$ in condition (ii) need to be uniform in $k \in \mathcal{K}_c$. On the other, formally they are allowed to depend on $\lambda$. However, in all applications presented in this paper this will not be the case implying that the exponent in (5.4) is proportional to $\lambda^{1-\frac{s-a}{2}}$. In this case the relevant power satisfies $1 - \frac{s-a}{2} < 1$ if and only if $a < \varepsilon$.

### 5.1. The local estimate and good covering sets

On a bounded domain the following local estimate is sufficient to derive the type of uncertainty relation we are aiming at. We rely here on crucial ideas of Nazarov [31] and Kovrijkine [23, 24]. They have been used and
(at least implicitly) formulated in several recent works related to our topic, such as [14], Section 5, [37], [5], Section 3.3.3, [28], and [12], Lemma 3.5. We spell out the formulation from the last mentioned reference:

**Lemma 5.5.** Let \( \lambda \geq 1, f \in \text{Ran } P_{(-\infty, \lambda]}(H_I) \), and let \( Q \subset \mathbb{R}^d \) be a non-empty bounded convex open set that is contained in a hyperrectangle with sides of length \( l \in (0, \infty)^d \) parallel to coordinate axes.

Then, for every measurable set \( \omega \subset \mathbb{R}^d \) and every linear bijection \( \Psi : \mathbb{R}^d \to \mathbb{R}^d \) we have

\[
\| f \|_{L^2(Q \cap \omega)} \geq 12 \left( \frac{|\Psi(Q \cap \omega)|}{24d \tau_d (\text{diam } \Psi(Q))^d} \right)^{4 \log M / \log 2 + 1} \| f \|_{L^2(Q)}
\]

with

\[
M := \sqrt{|Q|} \cdot \sup_{z \in Q + D_4l} |f(z)|,
\]

where \( D_4l \subset \mathbb{C}^d \) denotes the polydisc of radius \( 4l \) centered at the origin.

Note that the normalized supremum \( M \) in the above lemma automatically satisfies \( M \geq 1 \). In order to estimate

\[
\frac{|\Psi(Q \cap \omega)|}{(\text{diam } \Psi(Q))^d} = \frac{|Q \cap \omega|}{|Q|} \cdot \frac{|\Psi(Q)|}{(\text{diam } \Psi(Q))^d}
\]

we may choose \( \Psi = \text{Id} \) in case of a cube and get

\[
\frac{|\Psi(Q)|}{(\text{diam } \Psi(Q))^d} = \frac{1}{d^{d/2}}.
\]

For the general case we use the following corollary to John’s Ellipsoid Theorem.

**Proposition 5.6.** Let \( \emptyset \neq Q \subset \mathbb{R}^d \) be convex, open, and bounded. Then there is a linear bijection \( \Psi : \mathbb{R}^d \to \mathbb{R}^d \) with

\[
\eta := \frac{\tau_d}{2d^{d/2}} \leq \frac{|\Psi(Q)|}{(\text{diam } \Psi(Q))^d} \leq \frac{\tau_d}{2d^{d/2}}.
\]

If, in addition, \( Q \) is centrally symmetric, then \( \eta \) can be replaced by \( \tau_d/(4d)^{d/2} \).

**Proof.** We first prove the upper bound in (5.8). By Jung’s Theorem [20], \( \Psi(Q) \) is contained in a ball \( B \) of radius \( R > 0 \) satisfying

\[
R \leq \text{diam}(\Psi(Q)) \sqrt{\frac{d}{2(d+1)}} \leq \text{diam}(\Psi(Q))/\sqrt{2}.
\]

Hence we obtain

\[
|\Psi(Q)| \leq |B| = \frac{\tau_d}{2d^{d/2}} (\text{diam } \Psi(Q))^d.
\]

For the lower bound we use John’s Theorem [19], which states that for every convex, open, bounded \( \emptyset \neq Q \subset \mathbb{R}^d \) there is a linear bijection \( \Phi : \mathbb{R}^d \to \mathbb{R}^d \), some \( z \in \mathbb{R}^d \), and a radius \( r > 0 \) such that the ellipsoid \( E = \Phi(B_r) \) satisfies
\[ \mathcal{E} \subset Q + z \subset d \cdot \mathcal{E} \] or, equivalently, setting \( \Psi = \Phi^{-1} \)

\[ B_r \subset \Psi(Q) + \Psi z \subset d \cdot B_r. \]

This implies that \( 2r \leq \text{diam} \Psi(Q) \leq 2rd \), as well as

\[ |\Psi(Q)| \geq \tau_d r^d \geq \tau_d \left( \frac{\text{diam} \Psi(Q)}{2d} \right)^d = \frac{\tau_d}{(2d)^d} (\text{diam} \Psi(Q))^d. \]

For centrally symmetric \( Q \), John’s Theorem gives \( \mathcal{E} \subset Q + z \subset \sqrt{d} \cdot \mathcal{E} \) leading in the same way to the stated inequality.

For the rest of this section, we fix \( \lambda \geq 1 \) and assume Hypothesis (H\( \lambda \)) for that \( \lambda \). Given a non-zero \( f \in \text{Ran} \ P_{(-\infty, \lambda]}(H_{\mathcal{I}}) \), let

\[ M_k := \sqrt{|Q_k|} \cdot \sup_{z \in Q_k + D_{4l_k}} |f(z)| \]  

(5.9)

denote the normalized supremum from the local estimate in Lemma 5.5 corresponding to \( Q_k \). We do not know how to guarantee an upper bound on \( M_k \) for all \( k \), but for ‘sufficiently many’ \( k \). In order to make this precise, we first derive for functions in \( \text{Ran} \ P_{(-\infty, \lambda]}(H_{\mathcal{I}}) \) a so-called Bernstein-type inequality. For the particular case of the harmonic oscillator, that is, for \( \mathcal{I} = \mathcal{J} = \{1, \ldots, d\} \), this was first established in [5], Proposition 4.3 (ii) and later reproduced in a slightly different form in [12], Proposition B.1.

**Lemma 5.7.** Given \( \lambda \geq 1 \), every function \( f \in \text{Ran} \ P_{(-\infty, \lambda]}(H_{\mathcal{I}}) \) satisfies

\[ \sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{C_B(m, \lambda)}{m!} \cdot \|f\|_{L^2(\mathbb{R}^d)}^2 \quad \text{for all} \ m \in \mathbb{N}_0, \]

where \( C_B(m, \lambda) := 2^m \prod_{k=0}^{m-1} (\lambda + 2k) \).

**Proof.** Recall from [12], Proposition B.1 and its proof that every \( g \in \text{Ran} \ P_{(-\infty, \lambda]}(H_{\mathcal{I}}) \) satisfies

\[ \sum_{|\beta|=m} \frac{1}{\beta!} \|\partial^\beta g\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{C_1(m, \lambda)}{m!} \cdot \|g\|_{L^2(\mathbb{R}^d)}^2 \quad \text{for all} \ m \in \mathbb{N}_0 \]

with

\[ C_1(m, \lambda) = \prod_{k=0}^{m-1} (\lambda + 2k). \]

Moreover, every function \( h \in \text{Ran} \ P_{(-\infty, \lambda]}(H_{\mathcal{I}}) \) satisfies

\[ \sum_{|\nu|=m} \frac{1}{\nu!} \|\partial^\nu h\|_{L^2(\mathbb{R}^{d_\mathcal{I}})}^2 \leq \frac{\lambda m}{m!} \cdot \|h\|_{L^2(\mathbb{R}^{d_\mathcal{I}})}^2 \quad \text{for all} \ m \in \mathbb{N}_0 \]  

(5.10)

which follows from [12], Proposition 2.10; cf. also [7], Theorem 11.3.3.
Let \( f \in \text{Ran} \, P_{(-\infty, \lambda]}(H_2) \). By Corollary A.5, we have that \((\partial^\beta f)(x, \cdot)\) belongs to \( \text{Ran} \, P_{(-\infty, \lambda]}(H_2) \) for all \( x \in \mathbb{R}^d \), and all \( \beta \in \mathbb{N}_0^d \). In the next step we split a multiindex \( \alpha \in \mathbb{N}_0^d \) as \( \alpha = \beta + \nu \) with \( \beta \in \mathbb{N}_0^n \) and \( \nu \in \mathbb{N}_0^{d-n} \). Now we apply for fixed \( m \in \mathbb{N} \) and \( \beta \in \mathbb{N}_0^n \) inequality (5.10) to \( h = \partial^\beta f \) as well as Fubini’s theorem to obtain

\[
\sum_{|\nu|=m-|\beta|} \frac{1}{\nu!} \|\partial^\nu \partial^\beta f\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{\lambda^{m-|\beta|}}{(m-|\beta|)!} \|\partial^\beta f\|_{L^2(\mathbb{R}^d)}^2.
\]

In the same way, \( f(\cdot, y) \) belongs to \( \text{Ran} \, P_{(-\infty, \lambda]}(H_1) \) for all \( y \in \mathbb{R}^{d_2} \), so that

\[
\sum_{|\beta|=j} \frac{1}{\beta!} \|\partial^\beta f\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{C_1(j, \lambda)}{j!} \|f\|_{L^2(\mathbb{R}^d)}^2.
\]

Putting the last two estimates together, we arrive at

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(\mathbb{R}^d)}^2 = \sum_{j=0}^m \sum_{|\beta|=j} \sum_{|\nu|=m-j} \frac{1}{\nu!} \|\partial^\nu \partial^\beta f\|_{L^2(\mathbb{R}^d)}^2 \leq \frac{1}{m!} \left( \sum_{j=0}^m \binom{m}{j} C_1(j, \lambda) \lambda^{m-j} \right) \|f\|_{L^2(\mathbb{R}^d)}^2.
\]

In order to complete the proof, it only remains to observe that

\[
\sum_{j=0}^m \binom{m}{j} C_1(j, \lambda) \lambda^{m-j} = \sum_{j=0}^m \binom{m}{j} \prod_{k=0}^{j-1} (\lambda + 2k) \cdot \lambda^{m-j} \leq \prod_{k=0}^{m-1} (\lambda + 2k) \sum_{j=0}^m \binom{m}{j} = C_1(m, \lambda) 2^m.
\]

Kovrijkine [23, 24] established the approach of localizing the Bernstein-type inequality on so-called good \( Q_k \). It was used in many works thereafter, e.g. [5, 14]. We rely here on the form presented in [12], Section 3.3:

We say that \( Q_k \) for \( k \in \mathcal{K} \) is good with respect to \( f \in \text{Ran} \, P_{(-\infty, \lambda]}(H_2) \) if

\[
\sum_{|\alpha|=m} \frac{1}{\alpha!} \|\partial^\alpha f\|_{L^2(Q_k)}^2 \leq 2^{m+1} \frac{C_B(m, \lambda)}{m!} \|f\|_{L^2(Q_k)}^2 \quad \text{for all } \ m \in \mathbb{N},
\]

and we call \( Q_k \) bad otherwise. We then have

\[
\sum_{k \in \mathcal{K}: \ Q_k \text{ bad}} \|f\|_{L^2(Q_k)}^2 \leq \frac{1}{2} \|f\|_{L^2(\mathbb{R}^d)}^2 \quad \text{(5.11)}
\]

and we set

\[
\mathcal{K}_g := \{ k \in \mathcal{K}: \ Q_k \text{ good} \}.
\]
Inequality (5.11) shows that the $Q_k$ with $k \in \mathcal{K}_g$ carry at least half of the $L^2$-mass of $f$. However, we actually need a similar statement with $k \in \mathcal{K}_g$ replaced by the intersection $\mathcal{K}_c \cap \mathcal{K}_g$. This is guaranteed by the following lemma.

**Lemma 5.8.** Given $f \in \text{Ran } P_{(-\infty, \lambda]}(H_I)$ and $\mathcal{K}_c$ and $\mathcal{K}_g$ as in (5.2) and (5.12), respectively, we have

$$\|f\|_{L^2(\mathbb{R}^d)}^2 \leq 4 \sum_{k \in \mathcal{K}_c \cap \mathcal{K}_g} \|f\|_{L^2(Q_k)}^2.$$  

In particular, $\mathcal{K}_c \cap \mathcal{K}_g \neq \emptyset$.

**Proof.** Subadditivity, Corollary 5.2, and (5.11) imply that

$$\sum_{k \in \mathcal{K}_c \cup \mathcal{K}_g} \|f\|_{L^2(Q_k)}^2 \leq \sum_{k \in \mathcal{K}_c} \|f\|_{L^2(Q_k)}^2 + \sum_{k \in \mathcal{K}_g} \|f\|_{L^2(Q_k)}^2 \leq \frac{3}{4} \|f\|_{L^2(\mathbb{R}^d)}^2.$$  

Passing to the complementary sum over $k \in \mathcal{K}_c \cap \mathcal{K}_g$ proves the claim. $\square$

A key ingredient in the strategy of Kovrijkine [23, 24] is the observation that each good $Q_k$ contains a point where a Taylor expansion with suitable upper bounds on the coefficients can be performed. This can be proven by contradiction, see [23], formula (1.5). Technically we follow the presentation in [12] and show that for each $k \in \mathcal{K}_c \cap \mathcal{K}_g$ there is a point $x_k \in Q_k$ with

$$\sum_{|\alpha|=m} \frac{1}{\alpha!} |\partial^\alpha f(x_k)|^2 \leq \frac{4^{m+1} \kappa C_B(m, \lambda)}{m!} \frac{\|f\|_{L^2(Q_k)}^2}{|Q_k|},$$  

(5.13)

for all $m \in \mathbb{N}_0$ and all $\alpha \in \mathbb{N}_0^d$ with $|\alpha| = m$, see [12], equation (3.9). In order to see this, we assume for contradiction that for all $x \in Q_k$ there is $m = m(x) \in \mathbb{N}_0$ with

$$\sum_{|\alpha|=m} \frac{1}{\alpha!} |\partial^\alpha f(x)|^2 > \frac{4^{m+1} \kappa C_B(m, \lambda)}{m!|Q_k|} \|f\|_{L^2(Q_k)}^2.$$  

We multiply the latter by $m!4^{-m-1}/(\kappa C_B(m, \lambda))$, estimate further by taking the sum over all $m \in \mathbb{N}_0$ on the left-hand side, integrate over $Q_k$, and take into account that $Q_k$ is good to obtain

$$\|f\|_{L^2(Q_k)}^2 < \|f\|_{L^2(Q_k)}^2 \sum_{m \in \mathbb{N}_0} 2^{-m-1} = \|f\|_{L^2(Q_k)}^2,$$

leading to a contradiction. This proves (5.13).

Using Taylor expansion around $x_k$, we now obtain similarly as in the proof of [12], Proposition 3.1, the following result.

**Lemma 5.9.** Let $k \in \mathcal{K}_c \cap \mathcal{K}_g$. Then, the quantity $M_k$ in (5.9) satisfies

$$M_k \leq 2 \kappa^{1/2} \sum_{m \in \mathbb{N}_0} C_B(m, \lambda)^{1/2} \frac{(10||l_k||_2)^m}{m!},$$

where $||l_k||_2^2 = (l_k^{(1)})^2 + \cdots + (l_k^{(d)})^2$. 
In order to proceed further, we recall that condition (ii) of Hypothesis (Hλ)

Proof of Theorem 5.3

In light of Hypothesis (Hλ), the local estimate in Lemma 5.5 and Proposition 5.6 yield

where for the second last inequality we used that \( \sum_{|\nu|=m} l_k^2 / \nu! = \|l_k\|_2^2 / m! \). Taking into account that \( Q_k + D_{4l_k} \subset x_k + D_{5l_k} \), this proves the claim. \( \square \)

5.2. Proof of Theorem 5.3

With the above preparations, we are finally in position to prove our abstract spectral inequality.

Proof of Theorem 5.3. In light of Hypothesis (Hλ), the local estimate in Lemma 5.5 and Proposition 5.6 yield

for \( k \in \mathcal{K}_c \), where \( M_k \) is as in (5.9). By Lemma 5.8 we then have

Using assumption (5.3) on the set \( \omega \), we have

In order to proceed further, we recall that condition (ii) of Hypothesis (Hλ) gives \( \|l_k\|_2 \leq D\lambda^{(1-\epsilon)/2} \) for all \( k \in \mathcal{K}_c \) and infer from the proof of Proposition B.1 in [12] that

Hence, Lemma 5.9 and the definition of \( C_B(m, \lambda) \) in Lemma 5.7 imply

\[ M_k \leq 2k^{1/2} \sum_{m \in \mathbb{N}_0} C_B(m, \lambda) \frac{1}{\alpha!} \left( \frac{10D\lambda^{(1-\epsilon)/2}}{m!} \right)^m \]
\[ = 2\kappa^{1/2}e^{c/(2\delta)}e^{\sqrt{\lambda}/\delta} \sum_{m \in \mathbb{N}_0} (20\sqrt{2}\delta D \lambda^{(1-\varepsilon)/2})^m \] for all \( k \in \mathcal{K}_c \cap \mathcal{K}_g \) for \( \delta > 0 \). Choosing

\[ \delta = \left(\frac{40\sqrt{2}D\lambda^{(1-\varepsilon)/2}}{1-\varepsilon}\right)^{1 \over 2}, \]

we obtain

\[ M_k \leq 4\kappa^{1/2} \exp(1600eD^2\lambda^{1-\varepsilon} + 40\sqrt{2}D\lambda^{(1-\varepsilon)/2}\sqrt{\lambda}) \leq 4\kappa^{1/2} \exp(1600eD(D+1)\lambda^{1-\varepsilon/2}) \]

and, thus,

\[ \log M_k \leq \log(4\kappa^{1/2}) + 1600eD(D+1)\lambda^{1-\varepsilon/2} \]

for all \( k \in \mathcal{K}_c \cap \mathcal{K}_g \). Combining the latter with (5.15), we arrive at

\[ a_k \geq 12 \left(\gamma \frac{\sqrt{d}}{24 \cdot 2^d} d^1+\frac{d}{2}\right) \gamma^{1600eD(D+1)\lambda^{1-\varepsilon/2}} \]

for all \( k \in \mathcal{K}_c \cap \mathcal{K}_g \), where we used that \( 1 + 4/\log 2 \leq 7 \). In view of (5.14), this proves the claim.

If all \( Q_k, k \in \mathcal{K}_c \) are centrally symmetric we use the sharper lower bound in Proposition 5.6 to replace \( d^1+\frac{d}{2} \) by \( d^1+d/2 \) in the lower bound on \( a_k \), and similarly in the case of cubes.  \( \square \)

5.3. Examples

We now discuss examples of sets \( \omega \subset \mathbb{R}^d \), where Theorem 5.3 can be applied with \( D \) and \( \varepsilon \) not depending on \( \lambda \). In the situation of Theorem 3.2, these sets are characterized in terms of an explicit covering, but for Corollary 5.10 below the covering is implicitly constructed using Besicovitch’s covering theorem. Both results should be regarded as corollaries to Theorem 5.3.

We start with the proof of Theorem 3.2.

Proof of Theorem 3.2. Take \( Q_k = \Lambda_L(k) \) for \( k \in \mathcal{K} = (L\mathbb{Z})^d \). We then have \( \kappa = 1 \) and, thus, \( C = 32d_1 \leq 32d \) in Hypothesis (H\( \lambda \)). In view of the asymptotic formula \( \tau_d \sim (2\pi e/d)^{d/2}/\sqrt{d\pi} \) we infer the bound \( 24d^1+\frac{d}{2} \tau_d \leq K^d \) for the term appearing in (5.5) in the case of a cube.

It is easy to see that \( l_k = (L, \ldots, L) \) satisfies \( \|l_k\|_2 = \sqrt{d}L = D\lambda^0 \) with \( D := \sqrt{d}L \). Hence, \( (Q_k)_{k \in \mathcal{K} = (\Lambda_L(k))_{k \in (L\mathbb{Z})^d}} \) satisfies Hypothesis (H\( \lambda \)) for every \( \lambda \geq 1 \).

It is also not hard to verify that

\[ \frac{|k|}{2} \leq \inf_{x \in \Lambda_L(k)} |x| \leq C\lambda^{1/2} \quad \text{for all } k \in \mathcal{K}_c \subset (L\mathbb{Z})^d. \]

Here, the first inequality follows from the definition of \( \Lambda_L(k) \) while the second follows from the definition of \( \mathcal{K}_c \).

Finally, using these estimates, we calculate

\[ \gamma^{1+|k|} \geq \left(\gamma^{2^a}\right)^{1+(|k|)/2} \geq \left(\gamma^{2^a}\right)^{1+C^a\lambda^{a/2}} \geq \left(\gamma^{2(2C)^a}\right)^{\lambda^{a/2}}. \]
The claim in Theorem 3.2 now follows from Theorem 5.3 with \( \varepsilon = 1 \) and \( \gamma \) replaced by \( \gamma^{2(2C)^n} \). It only remains to observe the particular constant in (3.3) from the simple estimate

\[
2 \cdot (2C)^n \cdot 7(1600eD(D + 1) + \log(4)) \leq K d^{1+\alpha}(1 + L)^2.
\]

We may also consider sets \( \omega \) with respect to a scale that is allowed to vary in the coordinate directions corresponding to \( I \). To this end, let \( \rho: \mathbb{R}^{d_1} \to (0, \infty) \) be any function that satisfies

\[
\rho(x) \leq R(1 + |x|^2)^{\frac{1+\varepsilon}{2}} \quad \text{for all } x \in \mathbb{R}^{d_1}
\]

with \( R > 0 \) and \( \varepsilon \in (0, 1] \), and let \( L > 0 \). Given \( x \in \mathbb{R}^d \), we introduce the coordinates \( x = (x^{(1)}, x^{(2)}) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2} \) and set

\[
Q(x) := B(x^{(1)}, \rho(x^{(1)})) \times \Lambda_L(x^{(2)}) \subset \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}.
\]

The following result now generalizes [28], Theorem 2.1 and [9], Theorem 2.7.

**Corollary 5.10.** Let \( \omega \subset \mathbb{R}^d \) be a measurable set with

\[
\frac{|\omega \cap Q(x)|}{|Q(x)|} \geq \gamma^{1+|x|^2} \quad \text{for all } x \in \mathbb{R}^d
\]

and for some fixed \( a \in [0, \varepsilon] \), \( \gamma \in (0, 1) \).

Then, there is a universal constant \( K \geq 1 \) such that for every \( \lambda \geq 1 \) and all \( f \in \text{Ran} \ P_{(-\infty, \lambda]}(H_I) \) we have

\[
\|f\|_{L^2(\omega)}^2 \geq 3\left( \gamma \right)^{K^{1+a}(13+3a)/2(1+R+L)^2 \lambda^{1-\frac{\varepsilon}{2}}} \|f\|_{L^2(\mathbb{R}^d)}^2.
\]  

(5.16)

In contrast to the situation in Theorem 3.2, the proof of Corollary 5.10 starts with the construction of the family \((Q_k)_{k \in K}\), as the family is this time not given explicitly in the statement of the result. To this end, we use the following formulation of the well-known Besicovitch covering theorem.

**Proposition 5.11 (Besicovitch).** If \( A \subset \mathbb{R}^{d_1} \) is a bounded set and \( \mathcal{B} \) is a family of closed balls such that each point in \( A \) is the center of some ball in \( \mathcal{B} \), then there are at most countably many balls \((\overline{B}_k) \subset \mathcal{B}\) such that

\[
1_A \leq \sum_k 1_{\overline{B}_k} \leq K_{\text{Bes}}^{d_1},
\]

where \( K_{\text{Bes}} \geq 1 \) is a universal constant.

**Proof of Corollary 5.10.** Suppose first that \( d_1 < d \). For fixed \( \lambda \geq 1 \), we consider the set \( A = B(0, C\lambda^{1/2}) \subset \mathbb{R}^{d_1} \), where \( C = 32d_1(1 + \sqrt{\log(K_{\text{Bes}}^{d_1})}) \). Then, the assumptions of Proposition 5.11 are fulfilled for \( A \) and the family of balls \( \mathcal{B} = \{ B(x, \rho(x)) : x \in A \} \). This shows that there is a subset \( K_0 \subset \mathbb{N} \) and a collection of points \((y_j)_{j \in K_0} \subset \mathcal{B}\) such that the balls \( B_j = B(y_j, \rho(y_j)) \) satisfy \( |A \setminus \bigcup_{j \in K_0} B_j| = 0 \). Setting \( B_0 = \mathbb{R}^{d_1} \setminus \bigcup_{j \in K_0} B_j \), the family \((B_j)_{j \in K_0}, K_0 = K_0 \cup \{0\}\), is then an essential covering of \( \mathbb{R}^{d_1} \) with

\[
\sum_{j \in K_0} 1_{B_j} \leq K_{\text{Bes}}^{d_1} =: \kappa.
\]
Set $\mathcal{K} := \mathcal{K}_0 \times (LZ)^{d_2}$ and $Q_k := B_{k(1)} \times \Lambda L(k^{(2)})$ for $k = (k^{(1)}, k^{(2)}) \in \mathcal{K}$. Then, $(Q_k)_{k \in \mathcal{K}}$ is an essential covering of $\mathbb{R}^d$ with

$$\sum_{k \in \mathcal{K}} 1_{Q_k} \leq \kappa.$$ 

Note also that by construction we have

$$\mathcal{K}_c = \{ k \in \mathcal{K} : Q_k \cap (B(0, C\lambda^{1/2}) \times \mathbb{R}^{d_2}) \neq \emptyset \} = \mathcal{K}_* \times (LZ)^{d_2}$$

and $Q_k = Q((y_{k(1)}, k^{(2)}))$ for $k \in \mathcal{K}_c$.

We show that $(Q_k)_{k \in \mathcal{K}_c}$ satisfies Hypothesis $(H_\lambda)$: It is easy to see that (i) is satisfied with $l_k = (2\rho(y_{k(1)}), \ldots, 2\rho(y_{k(1)}), L, \ldots, L)$. Since $y_{k(1)} \in A$ for all $k \in \mathcal{K}_c$, we have $|y_{k(1)}| \leq C\lambda^{1/2}$ and, consequently,

$$\rho(y_{k(1)}) \leq 2RC\lambda^{(1-\varepsilon)/2} \quad \text{for all } k \in \mathcal{K}_c.$$ 

Combining this with the identity for $l_k$ stated above, we obtain

$$\|l_k\|_2 \leq \|l_k\|_1 \leq 2d_1 \rho(y_{k(1)}) + d_2 L \leq D\lambda^{(1-\varepsilon)/2}, \quad D = d(4RC + L).$$

This proves condition (ii). Thus, Hypothesis $(H_\lambda)$ is satisfied. Using again $|y_{k(1)}| \leq C\lambda^{1/2}$ for $k \in \mathcal{K}_c$, we see that the assumption on the set $\omega$ yields

$$\frac{|\omega \cap Q_k|}{|Q_k|} \geq \gamma^{1+(C\lambda^{1/2})^n} \geq \left(\gamma^{1+C^n}\right) \lambda^{n/2}.$$ 

We now apply Theorem 5.3 with $\gamma$ replaced by $\gamma^{1+C^n}$. Since the $Q_k$ are centrally symmetric for every $k \in \mathcal{K}_c$, this gives

$$\|f\|_{L^2(\omega)}^2 \geq \frac{3}{\kappa} \left[ \frac{\gamma^{1+C^n}}{24 \cdot 2^d d_1 + d_2} \right] \left(1600eD(D+1) + \log(4\kappa^{1/2})\right)^{\frac{1}{2}} \|f\|_{L^2(\mathbb{R}^d)}.$$ 

For some appropriately chosen, universal constant $K \geq 1$ we have $24 \cdot 2^d d_1 + d_2 \leq (Kd)^d$, $\kappa \leq K^d$, $1 + C^n \leq (1 + K^n)d^{3n/2}$, and $D \leq Kd^{5/2}(R + L)$. Hence, possibly adapting the constant $K$, it is easy to see that

$$\left(\log(\kappa) + \log(24 \cdot 2^d d_1 + d_2)\right) \cdot (1 + C^n) \cdot 7\left(1600eD(D+1) + \log(4\kappa^{1/2})\right) \leq K^{1+a}d^{(13+3a)/2}(1 + R + L)^2,$$

which gives the precise constant in the statement.

If $d_1 = d$, then $d_2 = 0$ and the second factors in the tensor sets are empty. In this case the proof is similar, but even simpler.

\Making{} \section{Spectral inequalities with parts of free potential}

Via Fourier transform we can reduce the more general case $\mathcal{I} \setminus \mathcal{J} \neq \emptyset$ to the previously studied situation $\mathcal{J} = \{1, \ldots, d\}$. More precisely, suppose that $\mathcal{I} \cup \mathcal{J} = \{1, \ldots, d\}$ while $\mathcal{J} \neq \{1, \ldots, d\}$. Then the partial Fourier
transform
\[
(F_{I \setminus J} f)(x) = \frac{1}{(2\pi)^{m/2}} \int_{\mathbb{R}^d_{I \setminus J}} f(\eta, x^{(2)}) e^{-i\eta \cdot x^{(1)}} \, d\eta
\]
where \(m = \#(I \setminus J)\) and \(x = (x^{(1)}, x^{(2)})\) with \(x^{(1)} \in \mathbb{R}^d_{I \setminus J}\) and \(x^{(2)} \in \mathbb{R}^d_{(I \setminus J)^c}\) satisfies
\[
H_{I, J} = F_{I \setminus J}^{-1} H_{I \cap J, I \cup J} F_{I \setminus J} = F_{I \setminus J}^{-1} H_{I \cap J, I \setminus J} F_{I \setminus J},
\]
see Lemma A.6. Thus spectral inequalities of the form \(\|1_\omega f\|_2^2 \geq C \|f\|_2^2\) for \(H_{I \cap J}\) translate directly to spectral inequalities for \(H_{I, J}\) of the form \(\|Bf\|_2^2 \geq C \|f\|_2^2\) with \(B = F_{I \setminus J}^{-1} 1_\omega F_{I \setminus J}\) and the same constant \(C > 0\). Since \(H_{I \cap J}\) is an operator of the form discussed in the previous parts of Section 5, we get analogous results for \(H_{I, J}\).

This is exemplified in the following result for the situation of Theorem 3.2.

**Corollary 5.12.** Suppose \(I \cup J = \{1, \ldots, d\}, I \setminus J \neq \emptyset,\) and let \(\omega\) be as in (3.2). Then, there is a universal constant \(K \geq 1\) such that for every \(\lambda \geq 1\) and all \(f \in \text{Ran} P_{(-\infty, \lambda]}(H_{I, J})\) we have
\[
\|Bf\|_{L^2(\mathbb{R}^d)}^2 \geq 3 \left(\frac{\gamma}{K^d}\right)^{K d^{1+\alpha} (1+\rho)^2 \lambda^{(1+\alpha)/2}} \|f\|_{L^2(\mathbb{R}^d)}^2,
\]
where \(B = F_{I \setminus J}^{-1} 1_\omega F_{I \setminus J}\).

Note that the case \(I \cup J \neq \{1, \ldots, d\}\) can be reduced to the present case provided the sensor sets are chosen as appropriate Cartesian products.

**Remark 5.13.** If \(\omega\) is Borel measurable, then \(B = F_{I \setminus J}^{-1} 1_\omega F_{I \setminus J}\) can be interpreted by functional calculus. To this end, let \(X_1, \ldots, X_d\) be the strongly commuting position operators \(X_j f = x_j f\). Then the multiplication operator \(1_\omega\) agrees with \(1_\omega(X_1, \ldots, X_d)\) defined by joint functional calculus, cf. [33], Chapter 5.5. Since the momentum operators \(P_1, \ldots, P_d\) with \(P_j f = -i \partial_j f\) correspond to the position operators by \(F_{(j)} X_j F_{(j)} = P_j\), we have
\[
B = 1_\omega(R_1, \ldots, R_d), \quad \text{where} \quad R_j = \begin{cases} X_j & j \in (I \setminus J)^c, \\ P_j & j \in I \setminus J. \end{cases}
\]
Note that \(R_1, \ldots, R_d\) are likewise strongly commuting.

### 6. Applications, Extensions, and Comparison to Previous Results

In this section we give examples of quadratic differential operators that fit into our general framework. These examples also present the application of the theory and extend previous results by different authors, see, e.g., [3, 5, 6, 9, 28].

Moreover, we give a sharper version of Theorem 3.5 in the case where the operator \(A\) is itself a partial harmonic oscillator. Furthermore, we also establish a result for isotropic Shubin operators, which are non-quadratic differential operators.

**6.1. Partial harmonic oscillators**

In the situation of the partial harmonic oscillator itself, we do not rely on Theorem 2.1 above. Instead, we can use the stronger result from [30], since, as already noted in the introduction, the dissipation estimate is trivial for all times \(t > 0\) if we choose the projections onto the spectral subspace of the non-negative self-adjoint operator.
for which we want to establish observability or, equivalently, null-controllability. This is again demonstrated for \( \omega \) as in Theorem 3.2, but with \( a = 1/2 \) for simplicity. The theorem is a direct consequence of [30], Theorem 2.8.

**Theorem 6.1** (Observability for the partial harmonic oscillator). Let \( H_I = -\Delta + |x_I|^2 \) for \( I \subset \{1, \ldots, d\} \) be the partial harmonic oscillator and let \( \omega \) be as in (3.2) above with \( a = 1/2 \). Then the abstract Cauchy problem (2.1) with \( A = -H_I \) and \( B = 1_\omega \) is observable and

\[
C^{2}_{\text{obs}} \leq \frac{c_1}{T} \exp \left( \frac{c_2}{T^3} (1 + \rho)^8 \gamma^{-4} \right),
\]

where \( c_1, c_2 > 0 \) depend only on the dimension \( d \).

**Remark 6.2.** Following Remark 3.4 we get an analogous result for the fractional harmonic oscillator \( H^\theta_I \), \( \theta > 3/4 \).

Note that here \( C_{\text{obs}} \in \mathcal{O}(1/T^{1/2}) \) as \( T \to \infty \) whereas Theorem 3.5 merely establishes \( C_{\text{obs}} \in \mathcal{O}(1) \) as \( T \to \infty \). Although a result similar to [30] has been obtained in the non-self-adjoint case [15], this is not applicable in the situation of Theorem 3.5: our dissipation estimate for general quadratic differential operators \( A \) with \( S(A) = S(H_I) \) only holds for small times \( t < 1 \) but [15] requires the dissipation estimate to hold for all times \( t \leq T/2 \). In particular, this shows that the dissipation estimate from Theorem 3.1 is not optimal in the particular case where \( A \) is a partial harmonic oscillator.

### 6.2. Quadratic differential operators with zero singular space

If \( q \) is any complex quadratic form with singular space \( S(q) = \{0\} \) satisfying \( \text{Re} q \leq 0 \), then Theorem 3.1 holds for the projections onto the spectral subspace of the harmonic oscillator. This situation has already been considered in [5, 28] based on the dissipation estimate from [6]. In this setting, the spectral inequality takes the form of a Logvinenko-Sereda type inequality for Hermite functions up to a given degree. The latter was first established in [5] for thick sensor sets \( \omega \) and subsequently generalized to not necessarily thick sets in [9, 28]. For \( \omega \) as in (1.2) we obtain the following result, which is on one hand a particular case of Corollary 3.7 and on the other generalizes the just mentioned references.

**Corollary 6.3.** Let \( S(A) = \{0\} \). There are sensor sets of finite measure such that the abstract Cauchy problem (2.1) is null-controllable.

Sensor sets as in the above corollary were not accessible before in this context.

### 6.3. Null-controllability for isotropic Shubin operators

Besides the above studied quadratic differential operators our results can also be used to extend the observability from [2] for the semigroup generated by the negative of the isotropic Shubin operator \( (-\Delta)^k + |x|^{2k} \) for \( k \in \mathbb{N} \). In fact, combining our spectral inequality in Theorem 3.2 with the dissipation estimate from the proof of [2], Theorem 2.8 shows, amongst others, the following result, where \( \omega \) is again as in (1.2).

**Corollary 6.4.** For all \( k \in \mathbb{N} \) and every sensor set as in (1.2) the abstract Cauchy problem (2.1) with \( A = -(\Delta)^k - |x|^{2k} \) is null-controllable.

See also [27] and [10] for very recent related results.

### 6.4. Generalized Ornstein-Uhlenbeck operators

For symmetric, positive semidefinite matrices \( Q, R \in \mathbb{R}^{d \times d} \) and a matrix \( B \in \mathbb{R}^{d \times d} \), we consider the generalized Ornstein-Uhlenbeck operators

\[
A = \frac{1}{2} \text{Tr}(Q \nabla_x^2) - \frac{1}{2} Rx \cdot x + Bx \cdot \nabla_x
\]
on $L^2(\mathbb{R}^d)$, where $\text{Tr}$ denotes the trace and $\nabla^2_x = (\partial_{x_j} \partial_{x_k})_{j,k=1}^d$. We here assume without loss of generality that $\text{Tr}(B) = 0$, as $A$ is in this case a quadratic differential operator with symbol

$$q(x, \xi) = -\frac{1}{2} Q \xi \cdot \xi - \frac{1}{2} R x \cdot x - i B x \cdot \xi.$$ 

Note that without the assumption on the trace, the associated semigroup changes by the constant factor $\exp(-\text{Tr}(B)/2)$, which is not significant for our results.

We now invoke a result from [3], Proof of Theorem 5.2 there.

**Lemma 6.5.** Suppose that $B$ and $Q^{1/2}$ satisfy the Kalman rank condition, i.e., the rank of the matrix $(Q^{1/2}, BQ^{1/2}, \ldots, B^{d-1}Q^{1/2}) \in \mathbb{R}^{d \times d^2}$ is $d$, and that there is a set $I \subset \{1, \ldots, d\}$ such that

$$\left( \bigcap_{j=0}^{d-1} \ker(RB^j) \right)^\perp = \mathbb{R}^d_I.$$ 

(6.1)

Then $S(A)^\perp = \mathbb{R}^d_I \times \mathbb{R}^d$.

**Remark 6.6** (Kalman rank condition). If $R = 0$, then the Kalman rank condition guarantees that the Ornstein-Uhlenbeck operator is hypoelliptic and there is an explicit formula for the semigroup $(T(t))_{t \geq 0}$, see [22].

Hence for matrices $B$, $Q$, and $R$ as in Lemma 6.5, our spectral inequality for the partial harmonic oscillator is applicable towards observability and null-controllability of the generalized Ornstein-Uhlenbeck operators. This covers also situations where the sensor set is not thick.

To make this more precise, we consider some examples. In all of these we set $d = 2m$, $m \in \mathbb{N}$, and write $y = (y^{(1)}, y^{(2)}) \in \mathbb{R}^m \times \mathbb{R}^m$ for $y \in \mathbb{R}^d = \mathbb{R}^{2m}$.

### 6.4.1. Kolmogorov equation

Set

$$Q = \begin{pmatrix} 0 & 0 \\ 0 & 2I_d \end{pmatrix}, \quad B = \begin{pmatrix} 0 & -I_d \\ 0 & 0 \end{pmatrix}, \quad \text{and} \quad R = 0.$$ 

(6.2)

Then $A = \Delta x^{(1)} - x^{(2)} \cdot \nabla x^{(1)}$ is the Kolmogorov operator. Since

$$B^2 = 0, \quad Q^{1/2} = \begin{pmatrix} 0 & 0 \\ 0 & \sqrt{2}I_d \end{pmatrix}, \quad \text{and} \quad BQ^{1/2} = \begin{pmatrix} 0 & -\sqrt{2}I_d \\ 0 & 0 \end{pmatrix}$$

we have

$$(Q^{1/2}, BQ^{1/2}, \ldots, B^{d-1}Q^{1/2}) = \begin{pmatrix} 0 & 0 & 0 & -\sqrt{2}I_d & 0 & \cdots & 0 \\ 0 & \sqrt{2}I_d & 0 & 0 & 0 & \cdots & 0 \end{pmatrix},$$

so that $\text{rank}(Q^{1/2}, BQ^{1/2}, \ldots, B^{d-1}Q^{1/2}) = d$. Thus, the Kalman rank condition is satisfied and (6.1) holds with $I = \emptyset$, so that $S(A)^\perp = \{0\} \times \mathbb{R}^d$. In particular, we recover the observability of the Kolmogorov equation from thick sensor sets $\omega$, which has already been obtained in [3], see also [6, 25].

However, if we allow for non-zero $R$, we get an example where our result is strictly stronger than [3]: Let $B$ and $Q$ be as in (6.2). Since $B^2 = 0$, it is easy to see that the condition (6.1) for $R \neq 0$ reduces to

$$\left( \ker(R) \cap \ker(RB) \right)^\perp = \mathbb{R}^d_I.$$ 

(6.3)
Since for $K, L \in \mathbb{R}^{m \times m}$ we have
\[
\begin{pmatrix}
0 & K \\
0 & L
\end{pmatrix}
\begin{pmatrix}
0 & -\text{Id}_m \\
0 & 0
\end{pmatrix}
= 0,
\]
Condition (6.3) further reduces to
\[
(\mathbb{R}^m \times (\ker(K) \cap \ker(L))) = \ker(R) = \mathbb{R}^d
\text{ if } R = \begin{pmatrix} 0 & K \\ 0 & L \end{pmatrix}.
\]
Hence, if $\{0\} \neq \ker(K) \cap \ker(L) \subset \mathbb{R}^m_{I_2}$ for some $I_2 \subset \{1, \ldots, m\}$, we have $S(A) = \mathbb{R}^d \times \mathbb{R}^d$ with $I = \{1, \ldots, m\} \cup (m + I_2)$.
Therefore, our results improve upon [3] since in view of Theorem 5.3 our sensor sets do not need to be thick.

6.4.2. Kramers-Fokker-Planck equation

Let $I_1 \subset \{1, \ldots, m\}$, and set
\[
Q = \begin{pmatrix} 0 & 0 \\ 0 & 2 \text{Id}_m \end{pmatrix}, \quad
B = \begin{pmatrix} 0 & \text{Id}_m \\ -\text{Id}_{I_1} & 0 \end{pmatrix}, \quad
R = \begin{pmatrix} 0 & 0 \\ 0 & \frac{1}{2} \text{Id}_m \end{pmatrix}.
\]
The operator $A$ is then given by
\[
A = \Delta_{x^{(2)}} - \frac{1}{4}|x^{(2)}|^2 - x^{(2)} \cdot \nabla_{x^{(1)}} V(x^{(1)}) \cdot \nabla_{x^{(2)}},
\]
where $V(x^{(1)}) = |(x^{(1)})_{I_1}|^2$ is the so-called external potential.
Note that $B^{2k} = \text{Id}_d$ and $B^{2k+1} = B$ for all $k \in \mathbb{N}_0$. Since $Q$ is as in Section 6.4.1 above, we have
\[
BQ^{1/2} = \begin{pmatrix} 0 & \sqrt{2} \text{Id}_m \\ 0 & 0 \end{pmatrix},
\]
Therefore,
\[
(Q^{1/2}, BQ^{1/2}, \ldots, B^{d-1}Q^{1/2}) = (Q^{1/2}, BQ^{1/2}, Q^{1/2}, \ldots, BQ^{1/2})
\]
has rank $d$ and the Kalman rank condition is satisfied.
On the other hand, the identities for the powers of $B$ imply
\[
\bigcap_{j=0}^{d-1} \ker(RB^j) = \ker(R) \cap \ker(RB).
\]
We have $\ker(R) = \mathbb{R}^m \times \{0\}$, and since
\[
RB = \begin{pmatrix} 0 & 0 \\ -\frac{1}{2} \text{Id}_{I_1} & 0 \end{pmatrix},
\]
we calculate \( \ker(RB) = \mathbb{R}_d^m \times \mathbb{R}^m \). Hence,

\[
\left( \bigcap_{j=0}^{d-1} \ker(RB^j) \right) ^{\perp} = \left( \mathbb{R}_d^m \times \{0\} \right) ^{\perp} = \mathbb{R}_d^m \times \mathbb{R}^m = \mathbb{R}^d
\]

with \( \mathcal{I} = \mathcal{I}_1 \cup \{m+1, \ldots, d\} \). Therefore, by Lemma 6.5, \( S(A) ^{\perp} = \mathbb{R}^d \times \mathbb{R}^d \).

Since \( \mathcal{I} \neq \emptyset \), our result generalizes those obtained in [3], Section 4 (and in all previous works) for all choices of \( \mathcal{I}_1 \). Indeed, we have shown that there are non-thick sensor sets \( \omega \) from which the abstract Cauchy problem associated to \( A \) is observable, whereas [3] only establishes observability from thick sets.

Note that

(i) if \( \mathcal{I}_1 = \{1, \ldots, m\} \) we have \( V = |x_1|^2 \) and \( A \) is called the Kramers-Fokker-Planck operator with quadratic external potential. Here the singular space is \( S(A) = \{0\} \), and we are in the setting of Section 6.2 above, that is, we compare \( A \) with the (full) harmonic oscillator.

(ii) if \( \mathcal{I}_1 \subset \{1, \ldots, m\} \), we have a Kramers-Fokker-Planck operator with partial quadratic external potential (or without external potential if \( \mathcal{I}_1 = \emptyset \)) and we compare \( A \) with the partial harmonic oscillator.

**Appendix A. The Partial Harmonic Oscillator**

Let \( \mathcal{I}, \mathcal{J} \subset \{1, \ldots, d\} \). Consider

\[
\mathcal{H}_{\mathcal{J}} := \{ f \in L^2(\mathbb{R}^d) : \partial_k f \in L^2(\mathbb{R}^d) \ \forall k \in \mathcal{J} \}
\]

with the norm

\[
\| f \|_{\mathcal{H}_{\mathcal{J}}} := \left( \| f \|_L^2(\mathbb{R}^d) + \sum_{k \in \mathcal{J}} \| \partial_k f \|_L^2(\mathbb{R}^d) \right)^{1/2}, \quad f \in \mathcal{H}_{\mathcal{J}}.
\]

A standard proof shows that \( (\mathcal{H}_{\mathcal{J}}, \| \cdot \|_{\mathcal{H}_{\mathcal{J}}} ) \) is complete.

Define the forms

\[
a_{\mathcal{J}}[f,g] := \sum_{k \in \mathcal{J}} \langle \partial_k f, \partial_k g \rangle_{L^2(\mathbb{R}^d)}, \quad f, g \in D(a_{\mathcal{J}}) := \mathcal{H}_{\mathcal{J}},
\]

as well as \( D(\nu_\mathcal{I}) := \{ f \in L^2(\mathbb{R}^d) : |x_\mathcal{I}|f \in L^2(\mathbb{R}^d) \} ,
\]

\[
\nu_\mathcal{I}[f,g] := \langle |x_\mathcal{I}|f, |x_\mathcal{I}|g \rangle_{L^2(\mathbb{R}^d)}, \quad f, g \in D(\nu_\mathcal{I}),
\]

and

\[
h_{\mathcal{I},\mathcal{J}} := a_{\mathcal{J}} + \nu_\mathcal{I}, \quad D(h_{\mathcal{I},\mathcal{J}}) := D(a_{\mathcal{J}}) \cap D(\nu_\mathcal{I}).
\]

The nonnegative form \( a_{\mathcal{J}} \) is closed since \( (\mathcal{H}_{\mathcal{J}}, \| \cdot \|_{\mathcal{H}_{\mathcal{J}}} ) \) is complete, and \( \nu_\mathcal{I} \) is nonnegative and closed by [33], Proposition 10.5 (ii). Thus, the form \( h_{\mathcal{I},\mathcal{J}} \) is densely defined, nonnegative, and closed by [33], Corollary 10.2, so that there is a unique self-adjoint operator \( H_{\mathcal{I},\mathcal{J}} \) on \( L^2(\mathbb{R}^d) \) given by

\[
D(H_{\mathcal{I},\mathcal{J}}) = \{ f \in D(h_{\mathcal{I},\mathcal{J}}) : \exists h \in L^2(\mathbb{R}^d) \text{ s.t. } h_{\mathcal{I},\mathcal{J}}[f,g] = \langle h,g \rangle_{L^2(\mathbb{R}^d)} \ \forall g \in D(h_{\mathcal{I},\mathcal{J}}) \}.
\]
and

\[ h_{I,J}[f,g] = \langle H_{I,J} f, g \rangle_{L^2(\mathbb{R}^d)}, \quad f \in \mathcal{D}(H_{I,J}), \quad g \in \mathcal{D}[h_{I,J}]. \]

Recall that

\[ G_{I,J} = \{ f \in L^2(\mathbb{R}^d): x^\alpha \partial^\beta f \in L^2(\mathbb{R}^d) \forall \alpha \in \mathbb{N}_0^d, \beta \in \mathbb{N}_0^d \} \subset \mathcal{D}[h_{I,J}]. \]

**Lemma A.1.** We have \( G_{I,J} \subset \mathcal{D}(H_{I,J}) \) and \( H_{I,J} f = -\Delta_J f + |x|_J^2 f \) for all \( f \in G_{I,J} \). In particular, \( G_{I,J} \) is invariant for \( H_{I,J} \).

**Proof.** Let \( f \in G_{I,J} \) and \( g \in \mathcal{D}[h_{I,J}] \subset \mathcal{H}_J \). Then, using Fubini’s theorem and that \( C_\infty^\infty(\mathbb{R}) \) is dense in \( H^1(\mathbb{R}) \), integration by parts in each coordinate of \( J \) yields

\[
\begin{align*}
    h_{I,J}[f,g] &= \sum_{k \in J} \langle \partial_k f, \partial_k g \rangle_{L^2(\mathbb{R}^d)} + \langle |x|_I f, |x|_I g \rangle_{L^2(\mathbb{R}^d)} \\
    &= \langle -\Delta_J f, g \rangle_{L^2(\mathbb{R}^d)} + \langle |x|_I^2 f, g \rangle_{L^2(\mathbb{R}^d)} \\
    &= \langle -\Delta_J f + |x|_J^2 f, g \rangle_{L^2(\mathbb{R}^d)}.
\end{align*}
\]

Since \( g \in \mathcal{D}[h_{I,J}] \) was arbitrary, this proves the claim. \( \square \)

We now prove a tensor representation for the operator \( H_{I,J} \) with \( J \neq \emptyset \) and derive related representations for the elements of spectral subspaces for \( H_{I,J} \); for a more detailed discussion of tensor products of operators, we refer to [33], Section 7.5 and [38], Section 8.5.

Without loss of generality, we may reorder the coordinates of \( \mathbb{R}^d \) in the following way: There are \( d_1, d_2, d_3 \in \{0, \ldots, d\} \) with \( 1 \leq d_1 + d_2 \leq d \) and \( d_3 = d - d_1 - d_2 \) such that

\[ J = \Gamma_1 \cup \Gamma_2 \quad \text{and} \quad I = \Gamma_1 \cup \Gamma_3 \quad (A.1) \]

where

\[ \Gamma_1 = \{1, \ldots, d_1\}, \quad \Gamma_2 = \{d_1 + 1, \ldots, d_1 + d_2\}, \quad \Gamma_3 = \{d_1 + d_2 + 1, \ldots, d\}. \]

Analogously to \( H_{I,J} \) above, we introduce the self-adjoint nonnegative operators \( H_1, H_2, \) and \( H_3 \) corresponding to the expressions

\[-\Delta + |x|^2 \quad \text{in} \quad L^2(\mathbb{R}^{d_1}), \quad -\Delta \quad \text{in} \quad L^2(\mathbb{R}^{d_2}), \quad |x|^2 \quad \text{in} \quad L^2(\mathbb{R}^{d_3}),\]

respectively, via their quadratic forms. Specifically for \( H_1 \), this form reads

\[
    h_1[f,g] = \sum_{k=1}^{d_1} \langle \partial_k f, \partial_k g \rangle_{L^2(\mathbb{R}^{d_1})} + \langle |x| f, |x| g \rangle_{L^2(\mathbb{R}^{d_1})}
\]

for

\[ f, g \in \mathcal{D}[h_1] := H^1(\mathbb{R}^{d_1}) \cap \{ h \in L^2(\mathbb{R}^{d_1}) : |x|h \in L^2(\mathbb{R}^{d_1}) \}, \]

and similarly for \( H_2 \) and \( H_3 \).
**Lemma A.2.** With $\mathcal{I}$ and $\mathcal{J}$ as in (A.1), the operator $H = H_{\mathcal{I}, \mathcal{J}}$ admits the tensor representation

$$H = H_1 \otimes I_2 \otimes I_3 + I_1 \otimes H_2 \otimes I_3 + I_1 \otimes I_2 \otimes H_3,$$  \hspace{1cm} (A.2)

where $I_j$ denotes the identity operator in $L^2(\mathbb{R}^{d_j})$, $j = 1, 2, 3$.

**Proof.** Denote the operator corresponding to the right-hand side of (A.2) by $\tilde{H}$. Following [33], Theorem 7.23 and Exercise 7.17.a, $\tilde{H}$ is nonnegative and self-adjoint with operator core $\mathcal{D} := \text{span}_C \{ f_1 \otimes f_2 \otimes f_3 : f_j \in \mathcal{D}(H_j) \}$. Moreover, using the form domains of $H_j$, it is easy to see that $\mathcal{D} \subseteq \mathcal{D}[h_{\mathcal{I}, \mathcal{J}}]$. We now proceed similarly as in [34], Section 3: Let $f = f_1 \otimes f_2 \otimes f_3 \in \mathcal{D}$ and $g \in \mathcal{D}[h_{\mathcal{I}, \mathcal{J}}]$. By Fubini’s theorem we then have that $g(\cdot, y, z)$ belongs for almost every $(y, z) \in \mathbb{R}^{d_2} \times \mathbb{R}^{d_3}$ to the form domain $\mathcal{D}[h_{1}]$ of $H_1$. Using this, we see that

$$\langle (H_1 \otimes I_2 \otimes I_3) f, g \rangle_{L^2(\mathbb{R}^d)} = \langle (H_1 f_1 \otimes f_2 \otimes f_3), g \rangle_{L^2(\mathbb{R}^d)}$$

$$= \int_{\mathbb{R}^{d_2} \times \mathbb{R}^{d_3}} f_2(y) f_3(z) \langle H_1 f_1, g(\cdot, y, z) \rangle_{L^2(\mathbb{R}^{d_1})} \, d(y, z)$$

$$= \int_{\mathbb{R}^{d_2} \times \mathbb{R}^{d_3}} f_2(y) f_3(z) h_1[f_1, g(\cdot, y, z)] \, d(y, z)$$

$$= \mathfrak{h}_{\Gamma_1, \Gamma_1}[f, g].$$

In a completely analogous way, we establish

$$\langle (I_1 \otimes H_2 \otimes I_3) f, g \rangle_{L^2(\mathbb{R}^d)} = \mathfrak{h}_{0, \Gamma_2}[f, g]$$

and

$$\langle (I_1 \otimes I_2 \otimes H_3) f, g \rangle_{L^2(\mathbb{R}^d)} = \mathfrak{h}_{\Gamma_3, 0}[f, g].$$

Summing up gives

$$\langle \tilde{H} f, g \rangle_{L^2(\mathbb{R}^d)} = \mathfrak{h}_{\Gamma_1, \Gamma_1}[f, g] + \mathfrak{h}_{0, \Gamma_2}[f, g] + \mathfrak{h}_{\Gamma_3, 0}[f, g] = \mathfrak{h}_{\mathcal{I}, \mathcal{J}}[f, g].$$

By sesquilinearity, the latter extends to all $f \in \mathcal{D}$, so that $\tilde{H}|_{\mathcal{D}} \subseteq H$. Since $\mathcal{D}$ is an operator core for $\tilde{H}$ and both $H$ and $\tilde{H}$ are self-adjoint, we conclude that $\tilde{H} = H|_{\mathcal{D}} = H$, which proves the claim. \qed

**Corollary A.3.** In the situation of Lemma A.2, we have

$$\sigma(H) = \sigma(H_1) + \sigma(H_2) + \sigma(H_3),$$

and the restriction of $H$ to the Schwartz functions on $\mathbb{R}^d$ is essentially self-adjoint.

**Proof.** The first part follows from [33], Corollary 7.25; cf. also [33], Exercise 7.18.a. For the second part we observe that $H_2$ and $H_3$ are essentially self-adjoint on $\mathcal{S}(\mathbb{R}^{d_2})$ and $\mathcal{S}(\mathbb{R}^{d_3})$, respectively. Moreover, since the eigenfunctions of $H_1$ are Hermite functions and, in particular, Schwartz functions, $H_1$ is also essentially self-adjoint on $\mathcal{S}(\mathbb{R}^{d_1})$ by Nussbaum’s theorem, see, e.g., [33], Theorem 7.14. Hence, $H$ is essentially self-adjoint on $\text{span}_C \{ f_1 \otimes f_2 \otimes f_3 : f_j \in \mathcal{S}(\mathbb{R}^{d_j}) \} \subset \mathcal{S}(\mathbb{R}^d)$, see, e.g., [38], Theorem 8.33. \qed

**Remark A.4.** If $d_3 = 0$, then the third tensor factor can be dropped here, that is, we then have $H = H_1 \otimes I_2 + I_1 \otimes H_2$ and $\sigma(H) = \sigma(H_1) + \sigma(H_2)$.

Since $H_1$ has pure point spectrum, in the situation of the preceding remark we obtain the following result.
Corollary A.5. In the situation of Lemma A.2 with \( d_3 = 0 \), every \( f \in \operatorname{Ran} P_{(-\infty,\lambda]}(H) \), \( \lambda \geq 0 \), can be represented as a finite sum

\[
f = \sum_k \phi_k \otimes \psi_k
\]

with suitable \( \phi_k \in \operatorname{Ran} P_{(-\infty,\lambda]}(H_1) \) and \( \psi_k \in \operatorname{Ran} P_{(-\infty,\lambda]}(H_2) \). In particular, \( f \) can be extended to an analytic function on \( \mathbb{C}^d \). Moreover, \((\partial^\beta f)(\cdot, y) \) belongs to \( \operatorname{Ran} P_{(-\infty,\lambda]}(H_1) \) for all \( y \in \mathbb{R}^{d_2} \) and all multiindices \( \beta \in \mathbb{N}_0^{d_2} \), and \((\partial^\beta f)(x, \cdot) \) belongs to \( \operatorname{Ran} P_{(-\infty,\lambda]}(H_2) \) for all \( x \in \mathbb{R}^{d_1} \) and all \( \beta \in \mathbb{N}_0^{d_1} \).

Proof. We proceed similarly as in the proof of [12], Lemma 2.3. Let \( f \in \operatorname{Ran} P_{(-\infty,\lambda]}(H) \) for some \( \lambda \geq 0 \), and let \((\phi_k)_k \) be an orthonormal basis of eigenfunctions of \( H_1 \) with corresponding eigenvalues \( \mu_k \). Write \( f(x, y) = \sum_k \langle f(\cdot, y), \phi_k \rangle_{L^2(\mathbb{R}^{d_1})} \phi_k(x) \), where \( g_k \in L^2(\mathbb{R}^{d_2}) \) is given by \( g_k(y) = \langle f(\cdot, y), \phi_k \rangle_{L^2(\mathbb{R}^{d_1})} \).

By [38], Theorem 8.34 and Exercise 8.21, the spectral family \( P_{(-\infty,\lambda]}(H) \) for \( H \) admits the representation

\[
P_{(-\infty,\lambda]}(H) = \sum_{\mu \leq \lambda} P_{1\mu}(H_1) \otimes P_{(-\infty,\lambda-\mu]}(H_2).
\]

This implies that

\[
f = P_{(-\infty,\lambda]}(H) f = \sum_{k: \mu_k \leq \lambda} \phi_k \otimes \psi_k
\]

with \( \psi_k = P_{(-\infty,\lambda-\mu_k]}(H_2) g_k \in \operatorname{Ran} P_{(-\infty,\lambda-\mu_k]}(H_2) \subset \operatorname{Ran} P_{(-\infty,\lambda]}(H_2) \). This shows the first part of the statement. The remaining part is then clear by using the corresponding properties of \( \phi_k \) and \( \psi_k \) and Hartogs' theorem on separate analyticity.

We close this appendix by showing that for general \( I, J \subset \{1, \ldots, d\} \) we can trade the parts of the potential corresponding to elements in \( I \setminus J \) for additional derivatives via an appropriate partial Fourier transform. Let \( m = \#(I \setminus J) \), and write

\[
x = (x^{(1)}, x^{(2)}) \quad \text{with} \quad x^{(1)} \in \mathbb{R}^d_{I \setminus J}, \quad x^{(2)} \in \mathbb{R}^d_{(I \setminus J)^c}.
\]

Consider the partial Fourier transform

\[
(F_{I \setminus J} f)(x) = \frac{1}{(2\pi)^{m/2}} \int_{\mathbb{R}^d_{I \setminus J}} f(\eta, x^{(2)}) e^{-i\eta \cdot x^{(1)}} \, d\eta, \quad f \in L^2(\mathbb{R}^d), \quad (A.3)
\]

which by Plancherel’s and Fubini’s theorems defines a unitary operator on \( L^2(\mathbb{R}^d) \). With this transform, we can now show that \( H_{I, J} \) is unitary equivalent to a partial harmonic oscillator \( H_{I, J'} \) with \( J' \supset I' \).

Lemma A.6. With \( F_{I \setminus J} \) as in (A.3) we have

\[
H_{I, J} = F_{I \setminus J}^{-1} H_{I \cap J, I \cup J} F_{I \setminus J}.
\]

In particular, for all \( \lambda \geq 0 \) we have

\[
F_{I \setminus J} \operatorname{Ran} P_{(-\infty,\lambda]}(H_{I, J}) = \operatorname{Ran} P_{(-\infty,\lambda]}(H_{I \cap J, I \cup J}).
\]
Proof. We first observe that for \( j \in J \) the partial derivative \( \partial_j \) commutes with \( F_{I\setminus J} \), and that for \( j \in I \cap J \) the multiplication by \( x_j \) commutes with \( F_{I\cap J} \). Moreover, for \( f \in L^2(\mathbb{R}^d) \) and \( k \in I \setminus J \) we have \( x_k f \in L^2(\mathbb{R}^d) \) if and only if \( \partial_k F_{I\setminus J} f \in L^2(\mathbb{R}^d) \) and, in this case, \( \partial_k F_{I\setminus J} f = -iF_{I\setminus J}(x_k f) \). With this, we easily see that \( f \in D[h_{I,J}] \) if and only if \( F_{I\cap J} f \in D[h_{I\cap J}] \), and that

\[
h_{I\cap J}[f, g] = h_{I,J}[f, g] \quad \text{for all} \quad f, g \in D[h_{I,J}],
\]

which proves the claim. \( \square \)
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