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Abstract

In constrained real-world scenarios where it is challenging or costly to generate data, disciplined methods for acquiring informative new data points are of fundamental importance for the efficient training of machine learning (ML) models. Active learning (AL) is a subfield of ML focused on the development of methods to iteratively and economically acquire data through strategically querying new data points that are the most useful for a particular task. Here, we introduce PyRelationAL, an open source library for AL research. We describe a modular toolkit that is compatible with diverse ML frameworks (e.g. PyTorch, Scikit-Learn, TensorFlow, JAX). Furthermore, to help accelerate research and development in the field, the library implements a number of published methods and provides API access to wide-ranging benchmark datasets and AL task configurations based on existing literature. The library is supplemented by an expansive set of tutorials, demos, and documentation to help users get started. We perform experiments on the PyRelationAL collection of benchmark datasets and showcase the considerable economies that AL can provide. PyRelationAL is maintained using modern software engineering practices — with an inclusive contributor code of conduct — to promote long term library quality and utilisation.

1 Introduction

Machine learning (ML) models, particularly those using deep learning, play an increasing role in modern scientific research and broader society due to strong performance across tasks and domains. However, the success of such learning algorithms has often been fueled by large annotated datasets and well designed inductive biases. Unfortunately, many important domains — such as chemistry, biology, and medicine — operate in low data regimes [1], wherein the amount of data is relatively small compared to the rich and complex representations of each entity of interest. This problem can be attributed to the staggering cost and resources required to label a sufficient number of entities for effective learning [2, 3, 4]. For instance, labelling all pairwise combinations of the ∼4,000 FDA-approved drugs for synergistic effects at a single dose pair would require ∼8 million experiments per...
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phenotypic readout; this would require specialized equipment and could reasonably be considered experimentally infeasible.

Active learning (AL) is a machine learning paradigm where the aim is to develop methods, or strategies, to improve model performance in a data-efficient manner. Intuitively, an AL strategy seeks to sample data points economically such that the resulting model performs as well as possible under budget constraints. This is typically achieved via an interactive process whereby the model can sequentially query samples based on current knowledge and uncertainties. AL is also known as query learning in the computational learning theory literature [5] and is a concept that has come in and out of focus over the last decades. Notions in AL can be related to research in Bayesian optimization [6] and reinforcement learning [7], both aiming to strategically explore some space to improve on a performance metric. Recently, there has been a renewed interest in AL, especially in combination with advances in deep learning, to address various real-world applications [8, 9]. Notably, applications in medicine have seen growing interest both from academic and industrial institutes [2, 3, 10, 11, 12].

Here, we introduce PyRelationAL, an open source Python library for the rapid, reliable and reproducible construction of AL pipelines and strategies. The design is modular and allows easy implementation of AL strategies within a consistent framework. PyRelationAL enables the reproduction of existing research, the application to new domains, and the design of new methods. We include a plethora of published methods as part of PyRelationAL to help users get started and facilitate development around popular state of the art methods. Historically, the open source ML libraries that have played a major role in the fast paced advancement of ML have adopted a practical researcher-first ethos coupled with flexible design principles [13, 14, 15, 16, 17, 18, 19]. Our intention is for PyRelationAL to have a similar transformative impact for AL research.

We summarise PyRelationAL’s main contributions as follows:

- A modular toolkit to rapidly construct AL pipelines and strategies.
- A first-party interface to various popular ML frameworks through our generic ML manager (e.g. PyTorch, Sci-kit Learn, JAX, TensorFlow).
- Implementation of existing AL strategies for reproduction, modification and extensions.
- Collection of synthetic and real world benchmark datasets and AL task configurations for evaluating AL strategies horizontally across domains [9, 20, 21].

2 Active learning primer

Notations

Let $\mathcal{X}$ denote a state space whereby each element $x \in \mathcal{X}$ can be associated to a label $y \in \mathcal{Y}$. We further denote by $\mathcal{F}$ the space of functions mapping $f : \mathcal{X} \rightarrow \mathcal{Y}$. For a given ML architecture, we denote by $\mathcal{F}_\Theta \subset \mathcal{F}$ the subset of function mappings having this architecture and parameters in $\Theta$, which is defined by the model’s hyperparameters. The world, $\mathcal{W} \subset \mathcal{X} \times \mathcal{Y}$, is defined by a canonical mapping $\omega \in \mathcal{F}$ that associates to each state a unique label. We assume we have initially access to a set of observations $\mathcal{L}_0 \subset \mathcal{W}$ from the world. We denote by $\mathcal{U}_0 \subset \mathcal{X}$ the set of elements that are not observed in $\mathcal{L}_0$. The task we are faced with is to approximate the canonical mapping function $\omega$ from a subset of observations of $\mathcal{W}$, i.e. find $f \in \mathcal{F}$ such that $\forall x \in \mathcal{X}, f(x) \approx \omega(x)$.

| Symbol | Description |
|--------|-------------|
| $\mathcal{X}$ | Complete state space |
| $\mathcal{Y}$ | Corresponding label space |
| $\mathcal{F}$ | Space of functions mapping $f : \mathcal{X} \rightarrow \mathcal{Y}$ |
| $\omega : \mathcal{X} \rightarrow \mathcal{Y}$ | Canonical map we wish to learn |
| $\mathcal{F}_\Theta \subset \mathcal{F}$ | Subset of $\mathcal{F}$ representable using chosen numerical method |
| $\mathcal{W} \subset \mathcal{X} \times \mathcal{Y}$ | The world defined as a state-label pairing |
| $\mathcal{L}_k \subset \mathcal{W}$ | Observations at round $k$ |
| $\mathcal{U}_k \subset \mathcal{X}$ | Unlabelled samples at round $k$. |
Supervised learning  To address this task in the supervised ML paradigm, one first defines a function space $F_{\Theta}$, through various inductive biases and hyperparameter tuning. Then one typically searches for a function $f_{\hat{\theta}} \in F_{\Theta}$, with parameters $\hat{\theta} \in \Theta$, that best approximate $\omega$.

Active learning  In contrast, in the AL paradigm the function space $F_{\Theta}$ is largely assumed to be fixed, but the practitioner can iteratively increase the size of the dataset by strategically querying the labels for some unlabelled elements in $\mathcal{X}$. At the $k^{th}$ iteration, we denote by $\mathcal{L}_k$ the dataset and by $\mathcal{U}_k$ the set of unlabelled elements. The goal of an AL strategy is to identify a query set $Q_k \subseteq \mathcal{U}_k$ that carries the most information for approximating $\omega$. In other words, the AL practitioner looks to add new observations strategically to identify a smaller space $F_{\Theta,k} + 1$ of functions that are compatible with $L_{k+1} = L_k \cup \{(q, \omega(q)), q \in Q_k\}$, whereby the queries’ labels are provided by an oracle, e.g. human annotators or laboratory experiments. We then update $\mathcal{U}_{k+1} = \mathcal{U}_k \setminus Q_k$ for the next iteration.

The general framing described above, and illustrated in Figure 1, is sometimes referred to as pool-based AL [5], where $\mathcal{U}_k$ defines the pool at the $k^{th}$ iteration. This is arguably the most common framing of the AL problem. However, there exist variations whereby at each iteration $\mathcal{U}_k$ is not a finite set but either a generative process or a stream of unlabelled observation. These are known as membership query and stream based AL, respectively [5]. All framings share the same core problem: identifying unlabelled observations that are most informative to improving our solution to the task. In our exposition, we will principally focus on pool-based AL unless otherwise specified.

A critical question underpinning AL is how to measure the informativeness of each state in $\mathcal{X}$. A number of heuristics have been proposed in the past which can broadly be split into two categories: 1.) uncertainty-based category and 2.) diversity-based category. These are not mutually exclusive as the two notions can be combined to positive effect [5,22,23]. The former relies on some measure of uncertainties of the predictions obtained from the set of functions $F_{\Theta,k}$ at each iteration. In practice, $F_{\Theta,k}$ can be defined intrinsically by the class of ML models (e.g. Gaussian processes or Bayesian neural networks) or a subset of it can be obtained using heuristics such as ensembling [24,25,26] or Bayesian inference approximation methods like MCDropout [27]. Various informativeness scores can be computed from the uncertainty estimates (see Table 3) and used to select the query set $Q_k$.

In contrast, diversity-based heuristics rely on a distance measure $d : \mathcal{X} \times \mathcal{X} \mapsto \mathbb{R}_+$, which can depend on $F_{\Theta,k}$, to score states in $\mathcal{U}_k$ with respect to elements in $\mathcal{L}_k$. The choice of informativeness measure is an important challenge of AL as well as the choice of query selection strategy from the informativeness scores.

Figure 1: Generic pipeline for pool based AL scenarios following notations introduced in Section 2. The solid lines indicate the internal operations within an AL iteration. In practice the constrain operation is done through training the model(s) on $\mathcal{L}_k$. The optional dependency of the informativeness scoring on $F_{\Theta,k}$ is represented by the dotted line. The dashed line represents the update step based on external information provided by the oracle. The colors indicate the correspondence with the different modules in PyRelationAL: the data manager handling label tracking and updating, the model manager handling training and uncertainty estimation, and the AL strategy defining the informativeness measure and selection criteria. These components are detailed in Section 4.
A standard approach to select $Q_k$ is to greedily pick the highest scoring elements such that

$$Q_k = \arg\max_{Q \subseteq U_k, |Q| = m_k} \sum_{q \in Q} I(q),$$

where $I : \mathcal{X} \rightarrow \mathbb{R}$ denotes an information measure that typically would depend on $F_{\Theta, k}$, and $m_k$ corresponds to the number of queries desired at round $k$. However, for $m_k > 1$, this selection strategy can lead to a redundant query set as each query therein is selected independently of the others. The sub-field of batch AL is concerned with this issue and developing strategies to ensure some notion of diversity in the query set [5, 22, 28]. For instance, BatchBALD [29] relies on minimising the mutual information between pairs of queries in $Q_k$.

Table 2: Open source libraries for AL and features available. (*) ModAL can work with models defined in Keras and PyTorch via additional libraries such as Skorch [30] which provides them with an interface akin to Scikit-learn estimators. (†) Scikit-activeml lists a future update for regression strategies as does ALiPY. (‡) Google’s AL playground has utilities for defining a dataset compatible with the sample strategies, as well as sample datasets to test this utility, but no verification on whether these datasets have been used for active learning in literature nor utilities for setting up AL task configurations.

| Name (Year)          | Main ML framework | Additional ML frameworks officially supported | Strategies | Strategies Classification | Strategies Regression | Bayesian approximation | Explicit data managing | Datasets | Licence     |
|----------------------|-------------------|---------------------------------------------|------------|---------------------------|----------------------|------------------------|------------------------|----------|-------------|
| Google Active Learning (2019) | Keras/TF          | None                                        | Yes        | No                        | No                   | No                     | Yes†                   | Yes| Apache 2.0 |
| JCLAL [31] (2016)    | Weka/MULAN        | None                                        | Yes        | No                        | No                   | Yes                    | No                     |        | GPL 3.0     |
| scikit-activeml [22] (2021) | Scikit-learn      | None                                        | Yes        | No                        | No                   | No                     | Yes                    | No| BSD-3-Clause |
| AlPy [33] (2019)     | Generic           | NA                                          | Yes        | No                        | No                   | Yes                    | No                     | No| BSD-3-Clause |
| LibCtF [34] (2017)   | Scikit-learn      | None                                        | Yes        | No                        | No                   | Yes                    | No                     |        | BSD-2-Clause |
| CardinAL [35] (2022) | Scikit-learn      | None                                        | Yes        | No                        | No                   | No                     | No                     |        | Apache 2.0 |
| BAAL [66] (2020)     | PyTorch           | Scikit-learn                                | Yes        | Yes                       | Yes                  | Yes                    | No                     | No| Apache 2.0 |
| ModAL [37] (2018)    | Scikit-learn      | Keras/PyTorch*                              | Yes        | Yes                       | Yes                  | Yes                    | No                     | No| MIT         |
| PyRelationAL [38]    | Generic/PyTorch   | Scikit-learn/TF/Keras/fax                   | Yes        | Yes                       | Yes                  | Yes                    | Yes                    | No| Apache 2.0 |

3 Design principles and positioning within the ML and AL infrastructure ecosystem

AL pipelines can appear under various scenarios such as pool-, streaming-, or membership query-based sampling. All three involve complex interactions with the underlying labelled training data, the learning algorithm, and the AL strategies. Similarly AL strategies can evolve from simple sequential uncertainty sampling approaches to complex agents that leverage several informative measures and query selection algorithms in conjunction [5, 23].

PyRelationAL was developed under careful consideration of features available within the existing AL ecosystem, coupled with our vision to create a researcher-first imperative style library for AL research and development. To accommodate the growing complexity, advancements in new ML infrastructures and encourage user construction of complex AL pipelines and strategies, we strove to make writing of data managers, ML models, and AL strategies as intuitive and productive as possible. This is achieved through a modular framework which we describe in Section 4. To encourage the immediate use, study, and extension of existing strategies we have implemented various informativeness measures and query strategies that can be composed arbitrarily to re-implement or devise novel AL methods in classification and regression tasks in our tutorials and examples. Furthermore, in recognition of increasing use of deep learning models within AL pipelines, we provide modules that allow approximate Bayesian inference with point estimate models such as MCDropout [27].

There are a number of open source libraries dedicated to AL whose features are summarised in Table 2. As the table shows, most libraries are tied to a particular ML framework with specific strategies
revolving around the available ML model types, all with differing levels of coverage both across classification and regression tasks. Each library comes with different goals in mind and they should be appreciated for addressing different needs in open source research. ModAL [37] is an excellent modular python library for AL built with Scikit-learn as a basis for models. Its design emphasis on modularity and extensibility makes it the most similar to our work. Yet we differ to this and other libraries by making the user explicitly care about the dataset and how the model, strategy and oracle can interact with it through a data manager (see Section 4), controlling all aspects of AL pipeline as well as the function of the strategy. The flexible nature of our modules may be seen as a limitation that incurs additional development overhead compared to other libraries but we believe this trade-off is practical and useful to researchers exploring new approaches. As we outline in Section 5 another important contribution of our library is an API for downloading selected datasets and constructing AL benchmarks or tasks. As such we believe that PyRelationAL offers a compelling and complete set of features that is complementary and additive to the existing ML and the AL tools ecosystem. In the next section we describe how our modules enable quick development of AL with the practical flexibility to create novel pipelines and strategies.

4 PyRelationAL framework design

PyRelationAL decomposes the steps discussed in the Section 2 in three primary modules, as illustrated in Figure 1, a data manager, a ML manager, and an AL strategy. Figure 2 provides schematic of these modules using Universal Modelling Language (UML) diagrams to highlight the major attributes and methods of each module. Appendix B showcases a use case of PyRelationAL through a full coding example.

![Diagram of the three constitutive modules of PyRelationAL](image)

**Data manager** This module is designed to work with any PyTorch Dataset object, which in turn can be used flexibly with other numerical libraries through custom collate functions, as illustrated in PyRelationAL suite of examples. The job of the data manager is multi-faceted: it stores the dataset, keeps track of data subsets, handles the creation of dataloaders for each subset, and finally interacts with the oracle to update after each loop. Note that, the validation set and test set are considered external to the AL loop and can be used for model selection and evaluation purposes.

**ML manager** In our theoretical framing, this second major component defines $F_{\theta,k}$ from which uncertainties can be estimated and used as basis for query selection. In practice this module manages the life-cycle of the learning algorithm from instantiation to evaluation, through training and uncertainty estimation. While PyRelationAL natively offers multiple ML managers using PyTorch and PyTorch Lightning [38] as a training engine, we demonstrate through tutorials and examples that any ML framework can be interfaced with PyRelationAL using our ML manager interface.

**AL strategy** The crux of an AL iteration is the strategy which relies on a notion of informativeness $I$ and a selection criterion to define $Q_k$ at each iteration $k$ (see Figure 3 for pool-based AL). Note that in some AL strategies, the informativeness notion and the selection criterion are not separable.
Informativeness
Selection
AL strategy

Figure 3: Illustration of the flow of the active learning strategy during one iteration in the pool-based AL framing. The unlabelled set is fed to the active learning strategy which typically would first score each sample according to its notion of informativeness before selecting a query set based on its selection strategy given the samples and their scores.

Table 3: List of informativeness measures implemented in PyRelationAL currently. The task column indicates whether the corresponding informativeness measure is defined for classification, regression, or is agnostic (Any) to the ML task being performed.

| Name                     | Task              | Ref. |
|--------------------------|-------------------|------|
| Entropy                  | Classification    | [39, 5] |
| Least confidence         | Classification/Regression | [40, 5] |
| Margin confidence        | Classification    | [41, 5] |
| Ratio confidence         | Classification    | [41] |
| Greedy score             | Regression        | [42] |
| Upper confidence bound   | Regression        | [42] |
| Expected improvement     | Regression        | [42] |
| Bayesian active learning by disagreement | Classification/Regression | [43] |
| Thompson sampling        | Regression        | [44] |
| Representative sampling  | Any               | [45] |
| Relative distance        | Any               | [46] |

The informativeness measure is often task-dependent; for instance, uncertainty measures are computed differently for continuous and categorical targets. Table 3 gives the list of informativeness measures from the literature that are implemented in PyRelationAL and Appendix A provides more details and discussion around the various measures. Note that all individual informativeness measure can be combined together. For instance, the Upper Confidence Bound (UCB) score for regression as defined in [42] is a linear combination of the greedy score and least confidence score for regression tasks, with trade-off controlled by a hyperparameter. The final step is to select \( Q_k \) from \( U_k \) based on a chosen criteria combined with the informativeness scores.

5 Benchmark datasets and AL tasks

A core part of ML research and development is the translation of theory to practice typically in the form of evaluating a proposed method empirically against a range of established or challenging benchmark datasets and tasks. The practice of empirically evaluating on established datasets and tasks has become so ubiquitous that all major ML frameworks such as PyTorch, TensorFlow, SciKit-Learn come with interfaces for downloading common benchmarks. The rapid progress of ML research in images, text, and graphs can be attributed at least partially to easy access to pre-processed benchmark datasets [47, 48, 49, 50].

However, despite a multitude of papers, surveys, and other libraries for AL methods there is no established set of datasets evaluating AL strategies. To further complicate matters the same datasets can be processed to pose different AL tasks such as cold and warm starts as described in Konyushkova et al. [20] and Yang and Loog [21] to provide different challenges to strategies. In other words, a benchmark for AL has to be considered from the characteristics of the dataset and the circumstances of the initial labelling.

Due to these challenges, AL papers have a tendency to test and apply proposed methods using different splits of the same datasets with little overlap agreement across papers — as noted in several reviews [9, 21, 64]. This makes it difficult to assess strategies horizontally across a range of common
Table 4: Selection of datasets made available in the PyRelationAL library along with information on whether the ML task is a classification or regression, whether it is real-world or synthetic dataset, and the raw source of our implementation or the paper from which we constructed the dataset if it was not available publicly. We also give the licence of each dataset curated and extend our permissive Apache 2.0 licence (see section 6) to synthetic datasets generated with our code as well as the task configurations. Our selection was strongly based on their prior reference in related AL literature.

| Name           | ML Task  | Type   | Source | Use in AL literature | Licence   |
|----------------|----------|--------|--------|----------------------|-----------|
| CreditCard     | Classification | Real    | [51]   | [20]                 | DbCL 1.0  |
| StriatumMini   | Classification | Real    | [52, 53, 20] | [20, 54] | GPLv3     |
| Breast         | Classification | Real    | [55]   | [56, 21, 9]          | CC BY 4.0 |
| Glass          | Classification | Real    | [55]   | [57, 58, 9]          | CC BY 4.0 |
| Parkinsons     | Classification | Real    | [59, 55] | [60, 21, 9] | CC BY 4.0 |
| SynthClass1    | Classification | Synthetic | [21]  | [21]                 | Apache 2.0 |
| SynthClass2    | Classification | Synthetic | 61    | 61, 21               | Apache 2.0 |
| GaussianClouds | Classification | Synthetic | 20    | 20, 21               | Apache 2.0 |
| Checkerboard2x2| Classification | Synthetic | 20    | 20                   | Apache 2.0 |
| Checkerboard4x4| Classification | Synthetic | 20    | 20                   | Apache 2.0 |
| Diabetes       | Regression  | Real    | [62, 55] | [56, 9]              | CC BY 4.0 |
| Concrete       | Regression  | Real    | [63, 55] | 64                  | CC BY 4.0 |
| Energy         | Regression  | Real    | [65, 55] | 66                  | CC BY 4.0 |
| Power          | Regression  | Real    | [67, 55] | [66, 64]            | CC BY 4.0 |
| Airfoil        | Regression  | Real    | 55     | 64                  | CC BY 4.0 |
| WineQuality    | Regression  | Real    | [68, 55] | 64                  | CC BY 4.0 |
| Yacht          | Regression  | Real    | 55     | [66, 64]            | CC BY 4.0 |

datasets and identify regimes under which a given strategy shows success or failure. This issue is exacerbated by publication bias which favours the reporting of positive results — as noted in Settles [5]. To help alleviate this issue we have collected a variety of datasets for both classification and regression tasks as used in AL literature and make these available through PyRelationAL, see Table 4. The datasets are either real world datasets or synthetic datasets taken from seminal AL literature [20, 51, 9, 21, 64, 66]. The synthetic datasets were typically devised to pose challenges to specific strategies. Another selection criteria was their permissive licensing, such as the Creative Commons Attribution 4.0 International License granted on the recently updated UCI archives [55], or the licenses through the Open Data Commons initiative.

Each of the datasets can be downloaded and processed into PyTorch Dataset objects through a simple API. Furthermore, we provide additional facilities to turn them into PyRelationAL DataManager objects that emulate cold and warm start AL initialisations with arbitrary train-validation-test splits and canonical splits (where applicable) for pain-free benchmarking.

In Figure 4 we show the performance curves over query iterations using a Gaussian process classifier with 5 different budgeted AL strategies on the Checkerboard2x2 dataset from Konyushkova et al. [20]. Our intent with this example is first to show drastic economies that can be obtained with active learning in early stages of labelling (i.e. AL is useful!) and secondly how dramatically these curves may change based on the task configuration within a dataset. We show the importance of the initial AL task configurations within datasets and demonstrate that there is no free-lunch amongst the AL strategies. Such results motivate the collection of datasets and task configurations, as well our modular approach to constructing methods so that researchers can modify and study the behaviours of novel strategies quickly. We provide a more comprehensive comparative analysis across the currently available datasets in Table 4 with details on the experimental setup as used here in Appendix C.

6 Maintaining PyRelationAL

We consider AL as an important tool and a growing domain of research interest, particularly as ML research focus intensifies towards tasks in low-data regimes such as biomedicine. Hence, we adopt modern open source software engineering practices in order to promote robustness and reliability of
Figure 4: Performance curves over serial query iterations of selected active learning strategies on the Checkerboard2x2Dataset from Konyushkova et al. [20]. The left figure shows the balanced accuracy given a cold start task configuration, the right figure shows the performance given a warm start configuration.

(a) Cold start
(b) Warm start

7 Conclusion

PyRelationAL supports popular modelling frameworks and flexibly accounts for the various components within an AL pipeline. We provide detailed documentation and various tutorials across use cases. Furthermore, we adopt modern software practices with an inclusive code of conduct as discussed in Section 6 to foster a productive, sustainable and healthy growth of the library and the community around it. We endeavoured to release PyRelationAL as both a tool to help practitioners perform research but also help newcomers join the community and make novel contributions to the field. We therefore believe PyRelationAL offers a compelling set of features that are additive and beneficial to the AL community.
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A Informativeness measures

In this section, we provide more details about each type of informativeness measure discussed in the main and described some of the specific scores mentioned in Table 3.

A.1 Uncertainty-based informativeness scores

As discussed in Section 4, a large number of informativeness measures rely on some estimate of prediction uncertainties. The underlying rationale is that regions of the world are highly uncertain because they are poorly represented in the training data. Improving coverage through sampling uncertain data regions can enable significant global performance gains. While this makes intuitive sense, it ignores subtleties about the nature of uncertainties which can be decomposed in epistemic and aleatoric components [69]. The former is understood as coming from modelling errors while the latter is inherent to the world, corresponding to natural variations or measurement noise. Aleatoric uncertainties are irreducible and, in practice, it is extremely difficult to tease out the two uncertainty components from each other. This means that uncertainty-based informativeness scores can overestimate the information gain that a sample would provide.

In the following, we detail a few of the scores that fall under this category.

**Entropy** is a well-established notion in information theory that quantifies the uncertainty of a probability distribution over possible outcomes [70]. It is used as an informativeness measure for classification tasks where the probability distribution is defined over the finite set of labels $Y$. Specifically, it is defined as

$$I(x) = - \sum_{y \in Y} p_{F_{\theta,k}}(y|x) \log(p_{F_{\theta,k}}(y|x)).$$

**Least confidence** can be used both for regression and classification tasks, although the score is defined differently for each task. In regression tasks, we have

$$I(x) = \text{Var}_{F_{\theta,k}}[Y|x],$$

where $Y$ denotes a random variable in $Y$. Hence, to each sample $x$ it associates the variance across the predictions from the set of functions $F_{\theta,k}$.

In classification tasks, the least confidence score is defined as

$$I(x) = 1 - \max_{y \in Y} p_{F_{\theta,k}}(y|x).$$

**Margin confidence** was introduced for classification tasks and measures uncertainty as the difference between the highest and second highest probabilities associated to labels in $Y$ derived from our predictions on a given sample. The smaller that difference, the higher the uncertainty. In equation, this gives

$$y_0 = \arg\max_{y \in Y} p_{F_{\theta,k}}(y|x),$$

$$y_1 = \arg\max_{y \in Y \setminus \{y_0\}} p_{F_{\theta,k}}(y|x),$$

$$I(x) = 1 - \left(p_{F_{\theta,k}}(y_0|x) - p_{F_{\theta,k}}(y_1|x)\right).$$

**Ratio confidence** is a score similar to margin confidence, the only difference comes from the fact that the uncertainty is expressed as a ratio between the two probabilities

$$y_0 = \arg\max_{y \in Y} p_{F_{\theta,k}}(y|x),$$

$$y_1 = \arg\max_{y \in Y \setminus \{y_0\}} p_{F_{\theta,k}}(y|x),$$

$$I(x) = \frac{p_{F_{\theta,k}}(y_1|x)}{p_{F_{\theta,k}}(y_0|x)}.$$
**Greedy score**  This is a simple score used for regression tasks where greater values in $\mathcal{Y}$ are of higher interest. For instance, we would be more interested in reliably identifying highly synergistic pairs of drugs. The score is defined as

$$I(x) = \mathbb{E}_{\mathcal{F}_{\theta,k}} [Y|x].$$

**Upper confidence bound**  UCB comes from the reinforcement learning (RL) literature and corresponds to a trade-off, controlled by an hyperparameter $\lambda$, between the greedy score and the least confidence score. It is formally defined as

$$I(x) = \mathbb{E}_{\mathcal{F}_{\theta,k}} [Y|x] + \lambda \sqrt{\text{Var}_{\mathcal{F}_{\theta,k}} [Y|x]},$$

where $Y$ denotes a random variable in $\mathcal{Y}$.

Similarly to the greedy score, it is defined for continuous label values and assumes that greater values, known as rewards in RL, are more relevant to the problem.

**A.2 Diversity-based informativeness scores**

Rather than rely on some estimate of uncertainties, diversity-based scores aim to increase the diversity of the training set, querying samples that are far from the current labelled set according to a selected distance metric. Methods can differ on the choice of distance metric and on the space where distances are computed. The ambient space is often used but can have some limitations due to noisy or redundant features or suffer from the curse of dimensionality in high-dimensional space. As such, researchers have proposed to compute distances in lower dimensional spaces either obtained from dimensionality reduction techniques or from intermediary latent spaces derived from a trained model. We discuss below two generic types of approaches that are built-in PyRelationAL.

**Relative distance sampling**  computes the minimum distance from an unlabelled sample to the labelled samples

$$I(x) = \min_{l \in L} d \left( \phi(x), \phi(l) \right),$$

where $\phi : \mathcal{X} \mapsto \mathbb{R}^m$ an embedding function projecting samples into a latent space and $d : \mathbb{R}^m \times \mathbb{R}^m \mapsto \mathbb{R}_+$ represents the chosen distance metric in the latent space. Note that $\phi$ is simply the identity function when computing distances in the ambient space. The coreset approach, as defined in [12], would be classified in this category in PyRelationAL, where the latent space representation of a point is defined by the associated penultimate activations in a neural network.

**Representative sampling**  does not explicitly define an informativeness scores. Instead, it groups the current unlabelled set into a fixed number of clusters and selects representative samples from each cluster to form the query set. Note that this can be quite expensive to compute when the unlabelled set is large as it requires all-to-all pairwise distances, and can benefit from extracting first a subset of the unlabelled set based on some other criteria.

**B  Use case study: coding example**

In this section, we will walk through a simple coding example to showcase PyRelationAL building blocks and how to simply create an AL pipeline with them.

First, we need to define our dataset of interest, defined in Listings[1]. For this example we outline how one can outline their own custom datasets. We use the diabetes dataset from Scikit-Learn [71] package which contains data for 442 patients, each described by 10 features (such as age, sex, and bmi) and associated with a scalar score quantifying the disease’s progression, or stage. The distribution of these scores is shown in Figure[5].

```python
1 import torch
2 from sklearn.datasets import load_diabetes
3 from torch.utils.data import Dataset
4
5```
class DiabetesDataset(Dataset):
    def __init__(self):
        # Load the diabetes dataset
        diabetes_X, diabetes_y = load_diabetes(
            return_X_y=True
        )
        self.x = torch.FloatTensor(diabetes_X)
        self.y = torch.FloatTensor(diabetes_y)
    def __len__(self):
        return self.x.shape[0]
    def __getitem__(self, idx):
        return self.x[idx], self.y[idx]

Listing 1: Creating a pytorch dataset for a regression task using the Diabetes dataset from scikit-learn.

We then wrap the dataset into a PyRelationAL data manager (see Listings [2]), randomly splitting the data into train, validation, and test sets (lines 9-16) and taking a portion of the train set as our initial labelled set (lines 17-21).

def get_data_manager(
    batch_size=10,
    hit_ratio_at=5,
):
    ds = DiabetesDataset()
    train_ds, valid_ds, test_ds = \
    torch.utils.data.random_split(
        ds,
        [400, 22, 20],
    )
    train_indices = train_ds.indices
    valid_indices = valid_ds.indices
    test_indices = test_ds.indices
    labelled_indices = {
        train_indices[:labelled_size

Figure 5: Distribution of the diabetes progression score in the dataset considered.
Listing 2: Defining a PyRelationAL data manager for the dataset.

Second, we define a simple multi-layer perceptron model (see Listings 3) to predict diabetes progression based on the input features describing each patient.

Listing 3: A simple MLP regression pytorch model.

We then define a PyRelationAL ML manager to wrap around the PyTorch model in Listings 4, overriding the methods train (lines 20-36) and test (lines 38-48). We’ll use ensembling as a way to estimate prediction uncertainties, hence we use PyRelationAL’s GenericEnsembleModel as a base class. The base class handles instantiation of an ensemble of models of size governed by the n_estimators parameter (line 11).
Listing 4: Defining a torch model wrapper for PyRelationAL.

The last piece is the AL strategy. Here, we implement an ϵ-greedy strategy (see Listings[5]), borrowed from the reinforcement learning literature, that interpolates between a random strategy, that selects patients for labelling at random, and a greedy strategy, that selects patients whose diabetes is predicted to be most advanced, and who might be in need of more care.
scores = regression_greedy_score(x=output)
ixs = torch.argsort(
    scores, descending=True
).tolist()
greedy_annotate = int((1-self.eps)*num_annotate)
ixs = [self.u_indices[i] \\
    for i in ixs[: greedy_annotate]]
remaining_u_indices = list(
    set(self.u_indices) - set(ixs)
)
random_annotate = np.random.choice(  
    remaining_u_indices,
    num_annotate-greedy_annotate,
    replace=False,
)
return ixs + random_annotate.tolist()

Listing 5: Implements an $\epsilon$-greedy strategy, whereby a percentage of the samples to annotate are selected randomly while the remaining are selected greedily.

We now have everything ready to setup and run the AL pipeline (see Listings 6). Line 1 of the snippet defines a PyRelationAL data manager, line 2 create the PyRelationAL model. Both are then used to instantiate the strategy on line 8. On line 13, we estimate maximum theoretical performances that would be achieved if all the train set was available. Line 14 then performs an iterative AL loop whereby 25 patients from the unlabelled pool are added to the labelled set at each iteration.

data_manager = get_data_manager()
model = TorchModuleWrapper(
    DiabetesRegression,
    {"dropout": 0.12},
    {"epochs":100, "lr":3e-4},
    n_estimators=10,
)
strategy = EpsilonGreedyStrategy(
    data_manager=data_manager,
    model=model,
    eps=0.05
)
strategy.full_active_learning_run(num_annotate=25)

Listing 6: Running the strategy.

C Comparative analysis on selected strategies and datasets in PyRelationAL

In this section we perform a simple empirical comparative analysis of selected serial active learning strategies constructed with the informativeness measures in Table 3 across the current datasets in PyRelationAL. Serial active learning strategies perform one instance queries at each query loop iteration such that

$$Q_k = \arg \max_{q \in U_k} I(q),$$

and the strategy is mainly driven by the choice of informativeness measure $I(\cdot)$. We remind that our aim here is to show the different components at play when creating AL experiments and assessing the resulting performances of strategies rather than advocating for any method.

Inspired by Konyushkova et al. [20] and Yang and Loog [21], we assess our strategies on each dataset in two AL task configurations with respect to the ML task type.

- **Cold-start classification**: 1 observation for each class represented in the training set is labelled and the rest unlabelled.
• **Warm-start classification:** a randomly sampled 10 percent of the training set is labelled, the rest is unlabelled.

• **Cold-start regression:** the two observations with highest euclidean pairwise distance in the train set are labelled, the rest is unlabelled.

• **Warm-start regression:** a randomly sampled 10 percent of the training set is labelled, the rest is unlabelled.

**Experimental setup**  For each dataset, we use a 5-fold cross-validation setup (stratified for classification task). We generate a warm and cold start initialisation for each of these splits to set up an AL experiment. A single observation is queried at the end of each AL iteration, i.e. referred to the oracle for labelling. For small datasets (<300 observations in the training split) we run the query loop until all available observations in the training set are labelled. For larger datasets we set a maximum query budget of 250 iterations.

For the sake of simplicity, we used the same Gaussian process classifier (GPC) for each of the experiments on classification datasets and the same Gaussian process regressor (GPR) for the regression datasets. Both GPC and GPR utilise a RBF kernel. The model is trained anew at each AL query iteration. For both models, the prior is assumed to be constant and zero. The parameters of the kernel are optimized by maximizing the log marginal likelihood with the LBGFS algorithm. Details of the GPR implementation can be found in Algorithm 2.1 of Rasmussen and Williams [72]. The GPC implements the logistic link function based on Laplace approximation. Details of its implementation can be found in Algorithms 3.1, 3.2, and 5.1 of Rasmussen and Williams [72].

At each query iteration, we record the model’s balanced accuracy score for classification datasets and mean square error (MSE) for regression datasets on the respective hold-out test sets. We aggregate the performance curves over the AL iterations showing the mean performance and 95% confidence intervals over the data splits as displayed in Figures 6 and 7. We also aggregate the area under each AL iteration performance curve (shortened to IPAUC), this is a single number where higher numbers denote better performance of the strategy in classification and lower numbers are better in regression. We report the mean IPAUC score and standard deviations over all the curves. Obviously, different metrics can be used for the "performance" in the IPAUC score.

**Active learning strategies**  To keep the performance curves from being too cluttered in this paper, we report the performance on a chosen few strategies. For classification tasks, we use the 1) random acquisition, 2) least confidence, 3) margin confidence, 4) entropy, and 5) representative sampling strategies. For regression tasks, we use the 1) random acquisition, 2) least confidence, 3) BALD, 4) expected improvement, and 5) representative sampling strategies. These represent a small sample of methods coming from different families of AL approaches based on uncertainty sampling and diversity sampling techniques [5, 23].

All experiments were run on a single workstation with an Intel® Xeon® E5-1650 v3 CPU clocked at 3.50GHz and 64GB memory. All experimental scripts for replicating the experiments can be found in the supplementary materials alongside the library code base.

**Results and discussion**  First and foremost, as can be seen in the AL performance curves of Figures 6 and 7, considerable performance gains can be made economically via AL. We can see comparable results for models with far less annotated observations than those using the full dataset. The gains are especially obvious in cold start settings as shown by the results obtained for the Glass dataset in Figure 6c. However, we can also see that certain strategies bring benefits later on such as the BALD strategy in warm start Airfoil dataset (Figure 7b). As Tables 5 through 8 show, in equally many cases AL does not bring any tangible benefits compared to the baseline of randomly acquiring labels for samples.

Assessment of the active learning strategies requires consideration of several factors acting in conjunction: the dataset, the model class used, the way under which uncertainty is measured from the model (if relevant for the informativeness measure), and obviously the strategy itself. Below we discuss some of these considerations with reference to the results across Tables 5 to 8 and Figures 6 and 7.

The dataset and associated ML task have an effect on the AL performance through the model as a task may be too simple to solve for a model — as is evident by the saturated and largely
The choice of model affects strategies that utilise its notion of uncertainty to form informativeness measures. For example, the Gaussian process estimators we have utilised for the experiments provide principled measures of uncertainty. Meanwhile, a neural network can output class probabilities which can then be used to derive uncertainty estimates for informativeness measures. However, this is generally considered a poor uncertainty measure. Neural networks tend to produce pathologically overconfident predictions and struggle to quantify their uncertainty when applied on corrupted or previously unseen data [73, 74]. Bayesian modelling [75] as we have done with the GPs provides a theoretically rigorous approach to perform probabilistic inference also for deep neural networks. Seemingly these Bayesian neural networks (BNNs) combine the best of both worlds - the modelling complexity of a deep model augmented with uncertainty estimates through probabilistic inference over the weights of the neural network. Unfortunately the high computational cost of performing proper Bayesian inference restricts our use to using approximations. Many approximate Bayesian inference methods exist — such as MCDropout [27] and SWAG [76] — and each bring their own strengths, limitations, and hyperparameters that one can consider when assessing their downstream effects on AL strategies. Strategies designed to operate on committees and ensembles of models such as query-by-disagreement and query-by-committee algorithms work on similar principles and the collective of models gives rise informativeness measures whose quality and characteristics are dependent on its members.

As outlined in section 4, AL strategies can be defined through compositions of informativeness measures and query selection algorithms. Ultimately, the choice of strategy should be aligned with the objective of the practitioner. One objective of the active learning strategy can be to exploit model uncertainty to reduce classification error. This is useful for fine-tuning a model’s classification boundary and here uncertainty sampling techniques — such as the least confidence, margin, and entropy — succeed when ample representative data points are available as in the warm start configuration of Checkerboard2x2 in Figure 4b. Conversely, if the objective is to initially explore the input feature space, the serial uncertainty sampling strategies we have created can struggle immensely compared to random sampling baseline in Checkerboard2x2 cold start configuration in Figure 4a. This occurs as the myopic uncertainty sampling technique focuses its querying budget on refining the model’s classification boundary between the two initially labelled instances instead of exploring across its region of identically labelled areas diagonally across the plane. This can be overcome by adapting the query selection algorithm to balance the maximal informativeness coming from the informativeness function with another exploration utility measure. This interplay with informativeness measures, query selection, and their compositions — along with the considerations we have discussed above — give rise to the plethora of active learning strategies in literature and many yet unexplored avenues of research.
Table 5: IPAUC scores on balanced accuracy scores on a cold-start task configurations. Highest mean scores are bolded.

| Task Configuration          | Classification cold start IPAUC (balanced accuracy) |
|-----------------------------|----------------------------------------------------|
| UCI Parkinsons              | 0.7520±0.0752                                       |
| UCI Glass                   | 0.8275±0.0250                                       |
| UCI Seeds                   | 0.8885±0.0318                                       |
| Striatum Mini               | 0.9490±0.0000                                       |
| Gaussian Clouds             | 0.5087±0.0068                                       |
| Checkerboard 2x2            | 0.7253±0.0356                                       |
| Checkerboard 4x4            | 0.5110±0.0086                                       |
| Breast Cancer               | 0.8741±0.0145                                       |
| Synth Class 1               | 0.9799±0.0148                                       |
| Synth Class 2               | 0.9718±0.0093                                       |

Table 6: IPAUC scores on balanced accuracy scores on a warm-start task configurations. Highest mean scores are bolded.

| Task Configuration          | Classification warm start IPAUC (balanced accuracy) |
|-----------------------------|----------------------------------------------------|
| UCI Parkinsons              | 0.7645±0.0753                                       |
| UCI Glass                   | 0.9198±0.0347                                       |
| UCI Seeds                   | 0.8804±0.0524                                       |
| Striatum Mini               | 0.4980±0.0000                                       |
| Gaussian Clouds             | 0.6339±0.0067                                       |
| Checkerboard 2x2            | 0.7731±0.0228                                       |
| Checkerboard 4x4            | 0.5330±0.0153                                       |
| Breast Cancer               | 0.8942±0.0133                                       |
| Synth Class 1               | 0.9772±0.0058                                       |
| Synth Class 2               | 0.9959±0.0002                                       |

Table 7: IPAUC scores on mean square error on a cold-start task configurations. The lowest average mean square error is highlighted in bold.

| Task Configuration          | Regression cold start IPAUC (MSE)                  |
|-----------------------------|----------------------------------------------------|
| UCI Parkinsons              | 1.8077±0.0161                                       |
| UCI Glass                   | 13.3700±2.6240                                      |
| UCI Seeds                   | 1466.6133±71.6872                                   |
| UCI Energy                  | 533.9063±30.3188                                    |
| UCI Power                   | 194696.1155±59.6207                                 |
| Wine Quality                | 26.3305±0.9590                                      |
| UCI Tach                    | 191.1043±106.0610                                   |
| UCI Airfoil                 | 11391.2233±248.5694                                 |
| Diabetes                    | 574877.8421±28927.1300                              |

Table 8: IPAUC scores on mean square error on a warm-start task configurations. The lowest average mean square error is highlighted in bold.

| Task Configuration          | Regression warm start IPAUC (MSE)                  |
|-----------------------------|----------------------------------------------------|
| UCI Parkinsons              | 0.0922±0.1831                                       |
| UCI Glass                   | 15.1964±7.6292                                      |
| UCI Concrete                | 1418.5645±88.1003                                   |
| UCI Energy                  | 264.0951±21.3812                                    |
| UCI Power                   | 147479.2169±1249.972                                |
| Wine Quality                | 22.2955±0.6630                                      |
| UCI Tach                    | 84.8051±46.0703                                     |
| UCI Airfoil                 | 9407.7984±329.1265                                  |
| Diabetes                    | 78962.3416±1036.6245                                |
Figure 6: Plots of AL strategy performance on selected classification datasets,

Figure 7: Plots of AL strategy performance on selected regression datasets.