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Universal quantum simulations of gauge field theories are exposed to the risk of gauge symmetry violations when it is not known how to compile the desired operations exactly using the available gate set. In this letter, we show how time evolution can be compiled in an Abelian gauge theory—if only approximately—without compromising gauge invariance, by graphically motivating a block-diagonalization procedure. When gauge invariant interactions are associated with a “spatial network” in the space of discrete quantum numbers, it is seen that cyclically shearing the spatial network converts simultaneous updates to many quantum numbers into conditional updates of a single quantum number: ultimately, this eliminates any need to pass through (and acquire overlap onto) unphysical intermediate configurations. Shearing is explicitly applied to gauge-matter and magnetic interactions of lattice QED. The features that make shearing successful at preserving Abelian gauge symmetry may also be found in non-Abelian theories, bringing one closer to gauge invariant simulations of quantum chromodynamics.

The real-time dynamics of quantum field theories (QFTs) holds the details of rich nonperturbative physics, such as the fragmentation of jets at the Large Hadron Collider or early-universe bubble nucleation in extensions of the Standard Model. Analytic methods that can quantitatively predict nonperturbative phenomena from the underlying quantum field theories are scarce, and this deficit underlies the existence of what is today a sophisticated, numerical lattice QFT program. For decades, the lattice QFT program has pushed the envelope of high-performance computing and fundamental physics, but its scope has generally been restricted to properties for which a QFT’s Euclidean or imaginary-time path integral is not hampered by a sign problem. The calculation of real-time dynamics has largely been precluded by sign problems, except for special cases [1, 2]. The fact is that real-time dynamics explicitly involves events in Minkowskian, rather than Euclidean, spacetime. Any general computational solution—if one exists—will require the use of nontraditional lattice methods.

In recent years, a new computational avenue for dynamics has opened up [3–15] based on simulating field theoretic degrees of freedom [16–64] and their interactions with laboratory-controllable quantum systems, i.e., quantum simulators and computers [65, 66]. Quantum computers are naturally suited for simulating Hamiltonian mechanics, as opposed to path integrals, and thereby appear to be sign problem-free. This letter is specifically concerned with simulation by universal digital quantum computers (as opposed to analog ones, as well as quantum annealers), which are the model for architectures like those being engineered by Google [67], IBM [68], IonQ [69], Rigetti [70], and others.

Digital quantum simulation requires a quantum algorithm or set of instructions to be executed by the quantum computer. For QFTs, this may entail truncating and mapping the field degrees of freedom onto quantum bits (qubits) and mimicking Schrödinger-picture time evolution through an appropriate sequence of unitary gates. At the end of the evolution, measurements would be made to extract the observables of interest. How exactly QFTs and their dynamics would best be “digitized” is a subject of active research [7, 12, 15, 19, 21, 30, 35, 36, 43, 44, 60, 63, 71–74].

Among field theories that will be studied by quantum computers, gauge theories such as quantum chromodynamics are uniquely complex due to their hallmark local constraints — namely gauge invariance, which is identified with Gauss’s law and charge conservation. Unlike certain analog devices, in which there can be opportunities to map gauge symmetry to a physical symmetry of the simulator [58], qubits and the operations done on them generally do not discriminate between gauge-violating interactions and gauge-conserving ones. Gauge symmetry, therefore, is a concern for both the wave functions and the effectively simulated interactions. We do note, however, that there is evidence of dynamical robustness against gauge-violating interactions in certain contexts [75, 76]. Unless these observations can be extended to and made rigorous for more general gauge theories (particularly in the continuum limit), manifestly gauge invariant protocols, where possible and practical, remain preferable.

Symmetry preservation aside, a crucial consideration in selecting any QFT digitization is the implementation of its time evolution. Gauge theory Hamiltonians are often given in the form \( H = \sum_j H_j \), where each \( H_j \) is a manifestly gauge invariant operator involving fields from a site, link, or unit square (plaquette) of a spatial lattice. The time evolution operator \( e^{-itH} \) generally will not be a native operation and must be constructed from the available gate set. The simplest and most well-studied approaches take advantage of Lie-Trotter-Suzuki product formulas \([77–79]\); at first order, \( e^{-itH} \simeq \prod_j e^{-itH_j/s} \) for a sufficiently large number of Trotter steps, \( s \). This Trotterization of the time evolution operator is inexact.
for finite $s$, but it is gauge invariant because each $H_j$ is.

In practice, the complexity of the $H_j$ may call for a second level of approximation: $e^{-i \delta t H_j} \rightarrow \prod_k V_{jk}(\delta t)$ in the limit of small $\delta t$, where each factor $V_{jk}(\delta t)$ is an implementable sequence of elementary gates. There is no reason to expect a priori that the individual $V_{jk}$ will be gauge invariant, nor is there any guarantee $\prod_k V_{jk}(\delta t)$ conserves gauge symmetry either. Protecting gauge invariance through this second layer of approximation (which is also referred to as Trotterization) is a nontrivial aspect of designing the quantum circuit.

In this letter, a solution is introduced for Trotterizing Abelian gauge theories while preserving gauge symmetry. This is achieved by finding collections $V_{jk}(\delta t)$ that are individually gauge invariant, implying gauge invariant time evolution. The key insight is that the transitions induced by gauge invariant operators can be thought of as a geometric graph or “spatial network” of parallel edges. Through appropriate changes of basis, the edges can be aligned parallel to the axis of a single quantum number, effectively turning the problem of tightly correlated transitions of multiple quantum numbers into transitions of a single quantum number conditioned by Boolean logic. This method, based on ‘cyclic shears,’ is illustrated by applying it to hopping terms (minimally-coupled fermion-photon interactions) and plaquette operators encountered in compact U(1) gauge theories, such as lattice QED.

$U(1)$ hopping terms.—In Ref. [38], complete and scalable algorithms with bounded errors were given for time evolution of the lattice Schwinger model (QED in 1D space), truncated in the basis of electric fields and fermion occupation numbers. The $H_j$ were link-localized electric energies and hopping terms, and site-localized mass terms. The propagators $e^{\mp i \delta t H_j}$ associated to the electric and mass terms could be decomposed straightforwardly and exactly using typical universal gate sets because they are diagonal in the computational basis. The off-diagonal hopping terms do not enjoy the same benefit, making it less obvious how to exactly decompose their associated propagators as circuits.

Concretely, let $\psi$ and $\chi$ be the fermionic modes at two neighboring lattice sites, $U$ the gauge link variable joining them, $x > 0$ the interaction strength, and $T_{\text{hop}} = x \psi^+ \chi U$ the associated hopping term. Conjugate to a link operator is the integer electric field $\hat{E}$ along that link; we work in the eigenbasis of $\hat{E}$, with $U = \sum_E |E+1\rangle \langle E|$. We also assume a hard cutoff for which $E_{\min} \leq E \leq E_{\max}$ and $U |E_{\max}\rangle = U^\dagger |E_{\min}\rangle = 0$.

A Jordan-Wigner transformation can be used to turn the fermionic operators into qubit (spin $\frac{1}{2}$) operators, e.g.,

$$T_{\text{hop}} = x \sigma^- \sigma^+_\chi U; \quad (1)$$

we are using a computational basis in which $\sigma^+ = |0\rangle \langle 1|$ and 0 and 1 denote eigenvalues of $\hat{n}_\psi \equiv \psi^+ \psi$ or $\hat{n}_\chi \equiv \chi^+ \chi$.

Electric eigenstates, truncated to $\eta$ qubits per link, are interchangeably labelled by nonnegative integers $E = E - E_{\min}$. Arithmetic involving $\hat{E}$ is always modulo $2^n$.

In multiqubit quantum computation, it is common for Pauli operator to refer to any tensor product of Pauli matrices $I$, $X$, $Y$, or $Z$ acting on individual qubits (e.g., $X \otimes X$ or $I \otimes Z \otimes Z$). Pauli operators form a Hermitian basis for all multiqubit operators. The expression of an operator with respect to this basis is its Pauli decomposition. The exponential of a Pauli operator is considered easy to simulate, but directly Trotterizing the Pauli decomposition can be prohibitively inefficient. Generally, one will divide up and manipulate different parts of the Hamiltonian before arriving at Pauli operators intended for hardware implementation.

Diagonalized operators such as $\hat{E}^2$ in the Schwinger model are trivial to program without approximation because Trotterizing their Pauli decomposition incurs no commutation errors: $[I, Z] = 0$. The off-diagonal hopping terms, however, are not as trivial to implement exactly, in part due to $[X, Y] \neq 0$. Diagonalizing the involved field operators is not an option since they are nilpotent. The fields’ Hermitian and antihermitian parts are of course diagonalizable, but they are not by themselves gauge covariant and they fail to commute. Ref. [38] went forward with the Hermitian and antihermitian fields, postponing the construction of fully gauge invariant Trotter steps.

Insight into the computational nature of gauge invariant transitions can be gained by graphically examining the structure of hopping terms as a whole within the space of quantum numbers. The top panel of Fig. 1 depicts the transitions induced by $T_{\text{hop}}$ and $T_{\text{hop}}^\dagger$ as edges in the $(n_\psi, n_\chi, E)$ space of quantum numbers (shown for $\eta = 2$). An edge connecting $(n_\psi, n_\chi, E')$ and $(n_\psi', n_\chi', E')$ corresponds to a nonzero matrix ele-
met \langle n^I_\psi, n^I_\chi, E^I \rangle (T^I_{\text{hop}} + T^I_{\text{hop}}^\dagger) \langle n^I_\psi, n^I_\chi, E^I \rangle$. The transitions form what is known in graph theory as a geometric graph or spatial network. This particular spatial network consists of parallel edges whose slant represents simultaneous changes to all three relevant quantum numbers— as given, hopping terms are off-diagonal on all three field registers.

If the edges were instead oriented parallel to one of the axes, the interaction would be off-diagonal on a single register only. Such a block-diagonalization would make it easier to avoid most gauge-violating transitions by simply excluding all X and Y operations on the other registers’ qubits. It is clear from Fig. 1 that this scenario is entirely attainable by appropriately shearing the graph.

The middle section of Fig. 1 show the result of a ‘cyclic shear’ transformation, which is mathematically given by

\[
\hat{\xi}_1 = \delta_{n_\psi,0} + \delta_{n_\chi,1} \hat{\lambda}^- , \\
\hat{\xi}_1 T^\dagger_{\text{hop}} \hat{\xi}_1^\dagger = x \sigma^- \sigma^x (1 - \delta_{E, E_{\text{max}}}) .
\]

Above, \(\delta\) serve as shorthand for projection operators: \(\delta_{n_\psi,0} = (0|0)_{\psi}\), \(\delta_{E, E_{\text{max}}} = |E_{\text{max}}\rangle \langle E_{\text{max}}|\), etc. We also introduce cyclic incrementers \(\hat{\lambda}^\pm = \sum_{E=0}^{2^n-1} |E \pm 1\rangle \langle E|\).

The ‘cyclicity’ of the shear transformation thus means that when a node gets sheared beyond the extent of its range, it wraps around to the opposite boundary and continues being sheared. In this way, the shears provide unitary mappings that can be applied to computational basis states.

Under \(\hat{\xi}_1, \hat{T}^\dagger_{\text{hop}}\) becomes off-diagonal on two registers only. This can then be combined with another shear,

\[
\hat{\xi}_2 = \delta_{n_\psi,0} + \delta_{n_\chi,1} X , \\
\hat{\xi}_2 (\hat{\xi}_1 T^\dagger_{\text{hop}} \hat{\xi}_1^\dagger) \hat{\xi}_2^\dagger = x \delta_{n_\chi,1} \sigma^- \psi (1 - \delta_{E, E_{\text{max}}}) .
\]

After the combined transformation \(\hat{\xi}_2 \hat{\xi}_1, \hat{T}^\dagger_{\text{hop}}\) becomes off-diagonal on the space of a single qubit. The projector \((1 - \delta_{E, E_{\text{max}}} )\) that has arisen is necessary to prevent a reduced set of possible gauge-violating errors: those that correspond to wrap-around effects at the cutoffs. This is the work left to be done by hand, as far as charge conservation is concerned.

Fortuitously, in this case of gauge-fermion hopping terms, the work left to be done is negligible. The Hermitian operator to be simulated, \(\delta_{n_\chi,1} X \psi (1 - \delta_{E, E_{\text{max}}} )\), can be implemented with two controlled X-rotations. Figure 2 shows these gates sandwiched between the shears. This circuit, which was only tailor-made to conserve charge, is actually an exact gate decomposition for the hopping propagator.

**Compact U(1) plaquettes.**—The shearing of plaquettes is explained below by first considering a toy model, two-link ‘plaquette’: two links joined end to end. The toy plaquette highlights every key feature of solving plaquette operators using shears, but is more easily visualized than the case of four links. The generalization to the four-link plaquette is summarized thereafter.

Consider two links labeled ‘1’ and ‘2’ with their truncated ‘plaquette’ operator given by

\[
\hat{U}_1 \hat{U}_2^\dagger = \hat{\lambda}_1^+ \hat{\lambda}_2^- [1 - \delta_{E_1, E_{\text{max}}} ] \hat{\lambda}_2^+ [1 - \delta_{E_2, E_{\text{min}}} ] = \hat{\lambda}_1^+ \hat{\lambda}_2^- [1 - \delta_{E_1,-1} ] [1 - \delta_{E_2,0} ] .
\]

A consequence of \([\hat{U}_1 \hat{U}_2^\dagger, \hat{E}_1 + \hat{E}_2] = 0\) is that the electric configurations that can be mixed by \(\hat{U}_1 \hat{U}_2^\dagger\) lie on various one-dimensional lines in the space of electric quantum numbers. As illustrated in Fig. 3, these transitions can be aligned with one axis by a shear in the 12-plane:

\[
\hat{\xi}_{12} \equiv \sum_{j=0}^{2^n-1} \delta_{E_{1,j}} (\hat{\lambda}_2^+)^j .
\]

Computationally, \(\hat{\xi}_{12}\) is nothing but addition modulo \(2^n\):

\[
|E_1\rangle \langle E_2| \equiv \hat{\xi}_{12} \langle E_1| \langle E_2| .
\]

Applying \(\hat{\xi}_{12}\) to the operators appearing in (5), we find that \(\hat{\lambda}_2^-\) and \(\hat{\xi}_1\) are invariant, whereas \(\hat{\lambda}_1^+ \equiv \hat{\xi}_{12} \hat{\xi}_2 \hat{\xi}_2 \hat{\xi}_1\) and \(\hat{\xi}_{12} \hat{\xi}_{12} \hat{\xi}_2 \hat{\xi}_2 - \hat{\xi}_1\). Therefore

\[
\hat{\xi}_{12} \hat{U}_1 \hat{U}_2^\dagger \hat{\xi}_{12} = \hat{U}_1 [1 - \delta_{E_{2,-E_1},0}] ,
\]

which is off-diagonal on register 1 alone.

To simulate the right-hand side of (7), we can upcycle a strategy used in [38]. The identity \(\hat{\lambda}_\pm = \sigma^\pm + \hat{\lambda}^+ \sigma^\pm \hat{\lambda}^-\), where \(\sigma^\pm\) acts on the least signif-
icant (qu)bit of $E_1$ is used in (7) to obtain
\[ \hat{U}_1 \hat{U}_2^\dagger + \hat{U}_1^\dagger \hat{U}_2 \equiv \hat{h}_e + \hat{h}_o, \]
\[ \hat{h}_e = \hat{\pi}_e X_1^{(\text{lab})}, \]
\[ \hat{h}_o = \lambda_1^e \hat{\pi}_o X_1^{(\text{lab})} \lambda_1^o \]
\[ \hat{\pi}_e \equiv (1 - \delta_{E_2,x} \{ \hat{E}_1 \}) \]
\[ \hat{\pi}_o \equiv (1 - \delta_{E_2,x} \{ \hat{E}_1 \}). \]

The projection operator $\hat{\pi}_e (\hat{\pi}_o)$ is named as such because it explicitly depends on $E_1$ rounded down (up) to the nearest even (odd) integer; in particular, $\hat{\pi}_e$ and $\hat{\pi}_o$ each commute with $X_1^{(\text{lab})}$. Figure 4 provides intuition for the identity $\hat{\Xi}_{12}(\hat{U}_1 \hat{U}_2 + \hat{U}_2^\dagger \hat{U}_1^\dagger)_{\Xi_{12}} = \hat{h}_e + \hat{h}_o$ by interpreting the graph as a linear combination of pairwise mixings. The two terms correspond to a so-called “coloring” of the graph, for which the chromatic number is 2. The isolation of the terms $\hat{h}_e$ and $\hat{h}_o$ has the effect of breaking up chains of states connected by powers of the sheared plaquette into pairwise transitions in two-state subspaces; in $\hat{h}_e$ they are bit-flips of the least significant bit, and the same can be said for $\hat{h}_o$ if the basis is shifted by one unit. The projectors $\hat{\pi}_e$ and $\hat{\pi}_o$ that arise serve to prevent unphysical wrap-around effects at the cutoffs.

Next, we consider a first-order Trotterization $e^{-i \delta t (\hat{U}_1 \hat{U}_2^\dagger + \hat{U}_2^\dagger \hat{U}_1)} \simeq \hat{\Xi}_{12} e^{-i \delta \hat{h}_e - i \delta \hat{h}_o} \hat{\Xi}_{12}$, which incurs error due to $[\hat{h}_e, \hat{h}_o] \neq 0$, but respects gauge invariance. Now all that is needed is circuits for the Trotter factors
\[ \exp[-i \delta t \hat{h}_e] = \hat{\lambda}_1^e \exp[-i \delta t \hat{\pi}_e X_1^{(\text{lab})} \hat{\lambda}_1^o], \]
\[ \exp[-i \delta t \hat{h}_o] = \exp[-i \delta t \hat{\pi}_o X_1^{(\text{lab})}]. \]

At the heart of each factor is an $X$-rotation on register 1’s least significant bit, controlled by the other $\eta - 1$ bits as dictated by $\hat{\pi}_e$ or $\hat{\pi}_o$. Figure 5 shows a possible circuit implementation of the Trotterized hopping propagator for the case of $\eta = 3$. Protocols for $\lambda^\pm$ and $\hat{\Xi}_{12}$ are left up to the user. The routine calls for two ancilla qubits.

Moving on, we now generalize to the case of four registers ‘0,’ ‘1,’ ‘2,’ and ‘3.’ The truncated plaquette operator is
\[ \hat{U}_{\Box} = \hat{U}_0 \hat{U}_1 \hat{U}_2 \hat{U}_3 \equiv \hat{\lambda}_0^e \hat{\lambda}_1^e \hat{\lambda}_2^o \hat{\lambda}_3^o [1 - \delta_{E_0,x,-1}] [1 - \delta_{E_1,-1}] \times \]
\[ [1 - \delta_{E_2,0}] [1 - \delta_{E_3,0}]. \]

Like before, the gauge invariant moves by $\pm(1, 1, -1, -1)$ in the $(E_0, E_1, E_2, E_3)$ hypercube induced by plaquettes form parallel chains in the space of quantum numbers that can be cyclically sheared to align with a single axis.

First, the $E_0$ and $E_3$ components of the moves can be eliminated by shears in the 01- and 23-planes:
\[ \hat{\Xi}_{01} \equiv \sum_{j=0}^{2^{n-1}} \delta_{E_1,j} (\hat{\lambda}_0^o)^j, \]
\[ \hat{\Xi}_{01} \hat{U}_0 \hat{U}_1 \hat{\Xi}_{01} = \hat{U}_1 (1 - \delta_{E_0} + \hat{E}_1,-1), \]
\[ \hat{\Xi}_{23} \equiv \sum_{k=0}^{2^{n-1}} \delta_{E_2,k} (\hat{\lambda}_3^-)^k, \]
\[ \hat{\Xi}_{23} \hat{U}_1^\dagger \hat{U}_2 \hat{\Xi}_{23} = \hat{U}_1 (1 - \delta_{E_3} + \hat{E}_2,0). \]

Combining the two, $\hat{U}_{\Box}$ is transformed into $\hat{U}_1 \hat{U}_2^\dagger (1 - \delta_{E_0} + \hat{E}_1,-1) (1 - \delta_{E_3} + \hat{E}_2,0)$: essentially the two-link ‘plaquette’ but with additional cutoff-enforcing projectors. The $E_2$ components can then be eliminated just like before, by porting over $\hat{\Xi}_{12}$ unchanged. Recalling how $\hat{\Xi}_{12}$ transforms the operators $\hat{U}_1 \hat{U}_2^\dagger$, $\hat{E}_1$, and $\hat{E}_2$, we arrive at a sheared plaquette that is off-diagonal on register 1 alone:
\[ \hat{U}_{\Box} \equiv \hat{U}_1^\dagger \hat{U}_2 \equiv \hat{U}_1 (1 - \delta_{E_2,-1} + \hat{E}_1,0) \times \]
\[ (1 - \delta_{E_3} + \hat{E}_2,-1) \]
\[ \hat{\Pi} \equiv [1 - \delta_{E_0} + \hat{E}_1,-1] [1 - \delta_{E_1,-1}] \times \]
\[ [1 - \delta_{E_2,-1}] [1 - \delta_{E_3} + \hat{E}_2,-1]. \]

$\hat{\Pi}$ is a projector on to the states in the electric hypercube not annihilated by $\hat{U}_{\Box}$, after it has been sheared. Substituting for $\lambda^\pm$ and simplifying as in the toy example, we find that the Hamiltonian term that needs to be simulated in the sheared basis is given by
\[ \hat{\Xi}_{12} \hat{\Xi}_{23} \hat{\Xi}_{01} (\hat{U}_{\Box} + \hat{U}_{\Box}^\dagger) \hat{\Xi}_{23} \hat{\Xi}_{01} \hat{\Xi}_{12} = \hat{H}_e + \hat{H}_o, \]
\[ \hat{H}_e = \hat{\Pi}_e X_1^{(\text{lab})}, \]
\[ \hat{H}_o = \hat{\Pi}_o X_1^{(\text{lab})} \hat{\lambda}_1^o \]
\[ \hat{H}_o = [1 - \delta_{E_0} + \hat{E}_1,0] [1 - \delta_{E_2,-1}] [1 - \delta_{E_3} + \hat{E}_2,-1]. \]

Like in the two-link model, $\hat{H}_e$ and $\hat{H}_o$ are essentially controlled $X$-rotations on a single qubit, and they can be simulated separately in a Trotter-Suzuki expansion without violating gauge invariance. A quantum circuit for this (the counterpart to Fig. 5) is provided in the Supplemental Material.
**Conclusion.**—The objective of this work was to furnish a new strategy for constructing digital quantum simulation algorithms for Abelian gauge theories that do not compromise gauge invariance. What makes gauge invariance nontrivial is the necessity of approximating time evolution with gates that generally are not gauge invariant, while at the same time enacting tightly correlated changes across many qubits. A key observation is that the particular transitions induced by a given gauge invariant interaction can be thought of as parallel edges of a spatial network in the space of involved charge quantum numbers. It follows that appropriately chosen cyclic shears can be used to align the edges parallel to the axis of a single quantum number, essentially converting the correlated changes across multiple qubit registers into controlled increments on a single register.

One obvious question remains: How practical is it to make the circuits gauge invariant? To this end, we will compare the sheared hopping propagator to its counterpart developed in Ref. [38]. As detailed in the Supplemental Material, an equitable comparison of the gate counting (in the approximation that \( \hat{\Xi} \) is allowed to wrap around at the cutoff) leads to an upper bound of \( 4\eta^2 + 20 \) on the number of CNOTs called for within the shearing approach described in this work, as compared with the earlier CNOT upper bound of \( 4\eta^2 - 4\eta + 18 \). The sub-leading cost increase (in \( \eta \)) can, however, be avoided by an alternative choice of shears (also in the Supplemental Material), giving a final count of \( 4\eta^2 - 4\eta + 20 \) — just two more than the original algorithm. Given that the original circuit can induce unphysical transitions with probability as high as 0.8 if \( x \Delta t \) grows to 1.8, and \( x \rightarrow \infty \) corresponds to the continuum limit of the Schwinger model, it would seem that two more CNOTs is a small price to pay to achieve the exact hopping propagator.

The operators studied in this work are important for compact \( U(1) \) gauge theories, but the shearing method’s applicability could be broader. Key features that made the gauge invariant transitions tractable were the simultaneously diagonalizable constraints (guaranteeing basis states that can each be identified as allowed or unallowed nodes), and the Cartesian structure of the truncated quantum numbers (which unitarily maps into itself under cyclic shears). Kogut-Susskind-like [80] formulations of nonabelian, SU(2) lattice gauge theory share neither of these: Gauss’s law has noncommuting color components, and angular momentum quantum numbers \( \{j, m_L, m_R\} \) on links have a staggered pyramidal structure that does not naturally truncate to a box-like grid. The loop-string-hadron formulation of SU(2) lattice gauge theory [60], however, should be suitable for applications of shears because the same gauge invariant physics is encoded using strictly Abelian flux constraints and naturally-Cartesian quantum numbers.

Local gauge symmetries are most celebrated for their key role in defining the Standard Model of particle physics. The potential for simulating the Standard Model Hamiltonian efficiently, and with all known symmetries intact, will be an important clue as to whether or not our own universe could be a simulation [81] and further our insight into its intrinsic informational complexity. Could it be that optimal gauge invariant algorithms actually scale worse than optimal non-gauge invariant ones when it comes to extracting observables or to nonabelian gauge groups?
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As desired, this term does not require controls on the incrementers. An exact circuit for it is shown in Fig. 7. The cost goes as follows:

- 4 explicit CNOTs
- 8 CNOTs for the doubly controlled $e^{-ix\delta tX}$ gate
- 8 CNOTs for the doubly controlled $e^{+ix\delta tX}$ gate
- $2\eta(\eta - 1)$ CNOTs for the $\lambda^-$ as done in Ref. [38]
- $2\eta(\eta - 1)$ CNOTs for the $\lambda^+$

This gives $4\eta^2 - 4\eta + 20$ CNOTs in total, a constant increase of two relative to the old circuit. Additionally, the old circuit is accidentally exact for $\eta < 3$; when we reach $\eta = 3$, 42 CNOTs are called for by the old circuit, which is much larger than the additional two needed to make the exact, gauge-conserving circuit.

Since we apparently have to pay more CNOTs for the new hopping term circuits, it is appropriate to ask what we are gaining in terms of the simulated physics. One way to answer this as follows: Suppose $|\psi\rangle$ is some initial state in a definite charge sector, $H_{\text{phys}}$ is the space of states that can mix with $|\psi\rangle$ under evolution by the exact hopping propagator, and $H_{\text{unphys}}$ is the orthogonal complement of $H_{\text{phys}}$. Given that the approximate propagator circuit causes leakage into $H_{\text{unphys}}$ for $\eta \geq 3$, what is the worst-case probability (as a function of Trotter step time) of finding the evolved state in $H_{\text{unphys}}$? Numerically, we find that this probability can be as high as 0.8 if $x \delta t$ grows as large as 1.8. In the continuum limit of asymptotically-free theories, $x \to \infty$, in which case $\delta t$ has to shrink to keep the unphysical transitions suppressed.
The circuit below, a generalization of Fig. 5 to the ordinary number of gauge links, represents the Trotterized propagator associated to a plaquette operator in a compact U(1) lattice gauge theory (discussed in the main text). In this case the plaquette operator is off-diagonal on four electric quantum numbers $E_i (i = 0, 1, 2, 3)$. The gauge invariant moves induced by $U_{\square} + U_{\square}^\dagger$ can be thought of as edges running in the $(1,1,-1,-1)$ direction of a four-dimensional grid. Shears in the 01- and 23-planes at the beginning of the circuit realign the edges to the $(0,1,-1,0)$ direction. From that point forward, the circuit is essentially following the same steps as were taken for the two-link toy plaquette: propagating by the analogue of $\hat{h}_e$ and then $\hat{h}_o$, with appropriate arithmetic and controls throughout serving to effect the electric cutoffs in a four-dimensional space.