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ABSTRACT. In this paper, we obtain stability results for martingale representations in a very general framework. More specifically, we consider a sequence of martingales each adapted to its own filtration, and a sequence of random variables measurable with respect to those filtrations. We assume that the terminal values of the martingales and the associated filtrations converge in the extended sense, and that the limiting martingale is quasi–left–continuous and admits the predictable representation property. Then, we prove that each component in the martingale representation of the sequence converges to the corresponding component of the martingale representation of the limiting random variable relative to the limiting filtration, under the Skorokhod topology. This extends in several directions earlier contributions in the literature, and has applications to stability results for backward SDEs with jumps and to discretisation schemes for stochastic systems.

CONTENTS

1. INTRODUCTION 2
2. PRELIMINARIES 5
  2.1. The stochastic basis 5
  2.2. Stochastic integrals 6
    2.2.1. Itô stochastic integral 6
    2.2.2. Stochastic integral with respect to an integer–valued random measure 6
    2.2.3. Orthogonal decompositions 8
  2.3. The Skorokhod space \((\mathbb{D}, J_1)\) and convergence in the extended sense 9
3. STABILITY OF MARTINGALE REPRESENTATIONS 12
  3.1. Framework and statement of the main theorem 12
  3.2. Examples and applications 13
    3.2.1. The case of processes with independent increments 13
    3.2.2. A stronger version of the main theorem 14
  3.3. Comparison with the literature 16
  3.4. Outline of the proof 18
  3.5. Step 4 is valid for \(\mathcal{J}(X^\infty)\) 19
  3.6. Step 3 is valid 25
  3.7. Step 2 is valid 26
    3.7.1. \(\mathcal{G}^\infty,\mathcal{I}\) is an \(\mathcal{F}\)–martingale 27
    3.7.2. \(\mathcal{N}\) is sufficiently integrable 32
    3.7.3. The filtration \(\mathcal{G}^\infty\) is immersed in the filtration \(\mathcal{F}\) 34
  3.8. Proof of the main Theorem 37
APPENDIX A. AUXILIARY RESULTS 39
  A.1. Joint convergence for the Skorokhod \(J_1\)–topology 39
    A.1.1. \(J_1\)–continuous functions 39
    A.1.2. Technical proofs 44
  A.2. Measure Theory 46

We thank Samuel Cohen for useful discussions during the work on these topics. Alexandros Saplaouras gratefully acknowledges the financial support from the DFG Research Training Group 1845 “Stochastic Analysis with Applications in Biology, Finance and Physics”. Dylan Possamaï gratefully acknowledges the financial support from the ANR project PACMAN (ANR-16-CE05-0027). Moreover, all authors gratefully acknowledge the financial support from the PROCOP project “Financial markets in transition: mathematical models and challenges”. 
A.3. Young functions
A.4. Proof of Corollary 3.4
REFERENCES

1. INTRODUCTION

Consider a sequence \((X^n)_{n \in \mathbb{N}}\) of square–integrable martingales, which is assumed to converge to another square–integrable martingale \(X^\infty\), the convergence holding either in the strong sense, meaning in particular that all the martingales \(X^n\), as well as \(X^\infty\), are defined on a common probability space, or in the weak sense, that is, the convergence is in distribution, and each \(X^n\) is then defined on its own probability space. For every \(n \in \mathbb{N}\), let us denote by \(\mathcal{G}^n := (\mathcal{G}^n_t)_{t \geq 0}\) the filtrations with respect to which \(X^n\) are martingales and by \(\mathcal{G}^\infty := (\mathcal{G}^\infty_t)_{t \geq 0}\) the one associated to \(X^\infty\). Given now a sequence of random variables \((\xi^n)_{n \in \mathbb{N}}\), where \(\xi^n\) is respectively \(\mathcal{G}^n\)–measurable, based on a well–known result (see, for instance, Jacod and Shiryaev [34, Lemma III.4.24]) the martingales \(Y^n := \mathbb{E}[\xi^n | \mathcal{G}^n]\) admit a so–called orthogonal decomposition with respect to \(X^n\).

In other words, for every \(n \in \mathbb{N}\), let \(X^{n,c}\) be the continuous part of \(X^n\) and \(\tilde{\mu}^{X^{n,d}}\) be the (compensated) random measure of jumps associated to \(X^n\), i.e. the purely discontinuous part of \(X^n\), then

\[
Y^n = Y^n_0 + \int_0^{\infty} Z^n_s dX^{n,c}_s + \int_0^{\infty} \int_{\mathbb{R}^d} U^n_s(x) \tilde{\mu}^{X^{n,d}}(ds, dx) + N^n, \tag{1.1}
\]

where \(Z^n\) and \(U^n\) are respectively a predictable process and a predictable function, while \(N^n\) is another martingale, appropriately orthogonal to both the continuous and the discontinuous martingale parts of \(X^n\).

Assume now that the sequence of pairs \((X^n, \mathcal{G}^n)_{n \in \mathbb{N}}\) converges (in the extended sense) to \((X^\infty, \mathcal{G}^\infty)\), and that the sequence \((\xi^n)_{n \in \mathbb{N}}\) converges, in an appropriate sense, to some \(\mathcal{G}^\infty\)–measurable random variable \(\xi^\infty\), such that the following orthogonal decomposition for \(Y := \mathbb{E}[\xi^\infty | \mathcal{G}^\infty]\) with respect to \(X^\infty\) holds

\[
Y^\infty = Y^\infty_0 + \int_0^{\infty} Z^\infty_s dX^{\infty,c}_s + \int_0^{\infty} \int_{\mathbb{R}^d} U^\infty_s(x) \tilde{\mu}^{X^{\infty,d}}(ds, dx) + N^\infty. \tag{1.2}
\]

A natural question is then whether the convergence of \(Y^n\) to \(Y^\infty\) implies also the convergence of the martingale parts on the right–hand side of (1.1) to their respective counterparts on the right–hand side of (1.2). A weaker version of the posed question is whether the sequence consisting of the sum of the stochastic integrals in (1.1) converges to the sum of the stochastic integrals in (1.2) and therefore also the sequence of the orthogonal martingales \((N^n)_{n \in \mathbb{N}}\) converges to \(N^\infty\).

This problem of approximations of certain martingale representations has a long history, which was mainly motivated by applications in mathematical finance. There the random variables \(\xi^n\) can be understood as contingent claims to be hedged using financial assets whose prices are given by \(X^n\), and where \(Z^n\) are then appropriate hedging strategies (usually risk minimising). In this context, \(U^n\) would typically appear when the price processes \(X^n\) can have jumps, and \(N^n\) would sum up all the information in the filtration \(\mathcal{G}^n\) which cannot be generated by \(X^{n,c}\) or \(\tilde{\mu}^{X^{n,d}}\). This is the typical situation encountered in so–called incomplete financial markets. Furthermore, the approximation of \(X^n\) by \(X^\infty\) usually stems from computational considerations, typically using discretisation schemes for practical and efficient implementations. The question of whether the associated hedging strategies converge or not, and in which sense, is then of paramount importance. This was notably the subject of Jacod, Mélédard, and Protter [35], which considers a setting where the \(U^n\) do not appear, since the stochastic integral is an integral with respect to \(X^n\) (and not only its continuous martingale part; this is the celebrated Galtchouk–Kunita–Watanabe decomposition from martingale theory), and where the \(\xi^n\) are Markovian functionals of \(X^n\). Earlier contributions by Jakubowski, Mémin, and Pagès [36] and then Kurtz and Protter [40, 41] had already studied, from a theoretical point of view, the simpler question of the weak convergence of stochastic integrals of the form \(\int_0^T Z^n_s dX^n_s\), while Duffie and Protter had investigated the aforementioned financial applications in [24].

The problem posed above is also intimately linked to the study of weak convergence of discretisation schemes for stochastic systems, which has been a topic of continued interest in stochastic numerical analysis and its applications. As illustrated in several articles, there are discretisation schemes for such systems which do not lead to satisfactory stability properties, especially for the simplest and elementary processes, such as stochastic integrals and stochastic differential equations. These questions, in a context similar to ours, have been investigated
for instance by Barlow and Protter [4], for the stability of special semimartingale decompositions, by Coquet and Słomiński [13] for Dirichlet processes, and by Émery [27, 28], Mackevičius [48, 49], Protter [62, 63] and Słomiński [67] for strong solutions of stochastic differential equations. More recently, this also was the direction followed by Leão and Ohashi [42], where the authors aimed at describing readable structural conditions on a given optional process adapted to a Brownian filtration, in order to construct explicit, robust and feasible approximating skeletons for smooth semimartingales. Closedness results for stochastic integrals with respect to (local) martingales are also part of the folklore of the general theory of processes. This, roughly speaking, corresponds to the case where one simply studies integrals of the form $\int_0^t Z_s dX^n_s$. Hence, the case of integrals in $L^2$ (or more generally in $\mathbb{L}^p, p > 1$) is straightforward, coming almost directly from the Hilbert space isometry of stochastic integrands and integrals, see for instance Protter [64, p. 153] or Jacod [33]. The much more subtle case of martingales in $L^1$ was settled by Yor [69], see also Delbaen and Schachermayer [18] for a survey of these results, as well as additional compactness criteria. The case where $X$ is allowed to be a semimartingale is naturally quite more involved, and comprehensive results in this direction were obtained by Mémin [51], Schweizer [66], Monat and Stricker [55, 56], and Delbaen, Monat, Schachermayer, Schweizer, and Stricker [19, 20].

Once the semimartingales considered have more structural properties, other interesting results can be obtained. Barrieu, Cazanave, and El Karoui [6], for instance, and later Barrieu and El Karoui [5] were interested in what they coined “continuous quadratic semimartingales” (see also related articles by Mocha and Westray [54], still in the continuous case, and recent extensions to jump processes by Ngoupeyou [58] and El Karoui, Matoussi, and Ngoupeyou [25]), for which, roughly speaking, the bounded variation process part in the semimartingale $X$ is absolutely continuous with respect to the quadratic variation of the martingale part of $X$. [5, 6] obtained associated stability results for these processes.

An important common feature of the articles mentioned so far, is that they actually only consider the strong framework we described at the beginning of this introduction, in the sense that there is a always a fixed probability space and all processes (meaning here mainly $X^n$ and $X^\infty$) are adapted to the same fixed filtration $G$. An important exception is Słomiński [67], where the probability space is fixed, but not the filtration. However, for practical purposes, and especially for the analysis of numerical schemes, it is well–known that the weak framework is also of paramount importance, as illustrated for instance by the famous Donsker theorem. There has thus been a certain number of studies of stability properties for semimartingale or martingale decompositions when the underlying filtration itself is also allowed to change. In that direction, Antonelli and Kohatsu-Higa [3], followed by Coquet, Mackevičius, and Mémin [14, 15], Ma, Protter, San Martín, and Torres [47], Briand, Delyon, and Mémin [9], Briand, Delyon, and Mémin [10], and then Cheridito and Stadje [11], studied such stability properties for continuous backward stochastic differential equations (BSDEs for short), a type of non–linear martingale representation. Mémin [52] looked into the stability of the canonical decomposition for semimartingales, Kchia [38] (see also Kchia and Protter [39]) extended Barlow and Protter’s result [4] for stability of special semimartingale decompositions to a framework allowing changing filtrations, while Possamaï and Tan [61] extended results of [9, 10] to the case of so–called second order BSDEs. Let us also mention the recent paper by Madan, Pistorius, and Stadje [50], which considers stability results for BSDEs with jumps (that is to say that both the processes $Z$ and $U$ are present in the solution), when the driving càdlàg martingale is approximated by random walks. Several of these works make a strong use of the notions of extended convergence, introduced by Aldous [1], as well as that of convergence of filtrations, introduced by Hoover [32] and further developed by Coquet, Mémin, and Mackevičius [16] and Coquet, Mémin, and Słomiński [17], which also plays a major role in the present paper. Let us also mention the recent contributions by Leão, Ohashi and Simas [43, 44], who study stability of Wiener functionals under weak convergence of filtration beyond semimartingales, in the context of functional Itô calculus.

Our work follows this latter strand of literature and studies the problem of stability for the martingale representation (or the orthogonal decomposition) of the martingales $X^n$, when their filtration is also allowed to change. A very important difference compared to the existing literature is that we basically make no assumption on the filtration $G^n$, besides the minimal ones, i.e. that they satisfy the usual assumptions of right–continuity and completeness under a fixed reference probability measure $\mathbb{P}$, and that they converge in an appropriate sense to the filtration $G^\infty$ associated to $X^\infty$. This means, in particular, that the filtrations $G^n$ are not constrained to be
quasi–left-continuous, a property often considered in the highest literature, and whose relaxation highly complicates the problem. We believe that this is somehow the highest degree of generality one can consider while still remaining in the martingale framework. However, this level of generality comes at the price that we have to assume more properties for the limiting filtration $G^\infty$. More precisely, we have to assume that $G^\infty$ is quasi–left–continuous (hence also the martingale $X^\infty$) and that the predictable representation property holds for $G^\infty$ and $X^\infty$ (meaning that $N^\infty$ in (1.2) above must vanish). Although the first assumption is somehow unavoidable in such a setting, as illustrated by Mémé [52], the second one is slightly more restrictive. A proper discussion of the reasons why our approach cannot work even if it requires lengthy preliminaries, hence we postpone it to Subsection 3.3 below. Our results stipulate that under these assumptions, the extended convergence of $(\xi^n, G^n)$ implies the joint convergence in the Skorohod topology of $(Y^n, Z^n, X^n + U^n \ast \bar{\mu}^{X^n,d}, N^n)$, but also of the angle brackets $(\langle Y^n \rangle, \langle Y^n, X^n \rangle, \langle N^n \rangle)^T$. In case the processes $X^n$ have in addition independent increments, we can obtain that the above convergences also hold in law when we work under the natural filtration associated to $X^n$ (see Corollary 3.4). Besides, if we assume that there exist two sequences that converge to the continuous and the purely discontinuous part of the limiting martingale respectively, then the angle brackets of $Y^n$ with respect to these sequences converge to the angle brackets of $Y^\infty$ with respect to the continuous and the purely discontinuous part of the limiting martingale, see Corollary 3.10.

On the way to proving our results, we needed to apply the Burkholder–Davis–Gundy inequality, as well as the Doob inequality in their general form, namely for a (suitable) moderate Young function $\Phi$. This finally allowed us to have a “sharp” $L^2$–convergence in our results, and not simply $L^{2+\epsilon}$, for some $\epsilon > 0$, as it is usually imposed in the literature in order to have sufficient integrability. As the reader may suspect, this result was possible due to the special role that $L$ plays in the general $L^p$–theory.

The rest of the paper is organised as follows. Section 2 introduces all the relevant notions from stochastic analysis and stochastic integration, as well as from the study of the Skorohod space and the extended convergence of Aldous. Section 3 is then devoted to the statement of our main results, a comprehensive comparison with the existing literature, as well as a very detailed explanation of our strategy of proof. The proof itself follows, while the appendices collect important technical results.

Notation. Let $\mathbb{R}_+$ denote the set of non–negative real numbers, $\mathbb{R}_+ := [0, \infty]$ and $\mathbb{N} := \mathbb{N} \cup \{\infty\}$. For any positive integer $\ell$, any $x \in \mathbb{R}^\ell$ will be identified as a column vector of length $\ell$, $x^i$ will denote the $i$–th element of $x$ and $\pi^i$ will denote the canonical $i$–projection $\mathbb{R}^\ell \ni x \mapsto x^i \in \mathbb{R}$, for $1 \leq i \leq \ell$. The identity function $\mathbb{R}^\ell \ni x \mapsto x \in \mathbb{R}^\ell$ will be denoted by $\mathrm{Id}_\ell$, where we will suppress the index when the dimension is clear. By $|x|$ we will denote the usual Euclidean norm of $x$, while the metric compatible with the topology imposed by the Euclidean norm will be denoted by $d_{||\cdot||}$. For any additional positive integer $q$, a $q \times \ell$–matrix with real entries will be considered as an element of $\mathbb{R}^{q \times \ell}$. For any $z \in \mathbb{R}^{q \times \ell}$, its transpose will be denoted by $z^\top \in \mathbb{R}^{\ell \times q}$. The element at the $i$–th row and $j$–th column of $z \in \mathbb{R}^{q \times \ell}$ will be denoted by $z_{ij}$, for $1 \leq i \leq q$ and $1 \leq j \leq \ell$. The trace of a square matrix $z \in \mathbb{R}^{q \times \ell}$ is $\mathrm{Tr}[z] := \sum_{i=1}^\ell z_{ii}$. We endow $\mathbb{R}^{q \times \ell}$ with the $\|\cdot\|_2$–norm defined for any $z \in \mathbb{R}^{q \times \ell}$ by $\|z\|_2^2 := \mathrm{Tr}[z^\top z]$ and remind the reader that this norm is derived from the inner product defined for any $(z, u) \in \mathbb{R}^{q \times \ell} \times \mathbb{R}^{q \times \ell}$ by $\mathrm{Tr}[z^\top u]$. Moreover, we will also make use of the $\|\cdot\|_1$–norm, which is defined as $\|z\|_1 := \sum_{i=1}^\ell \sum_{j=1}^\ell |z_{ij}|$, for $z \in \mathbb{R}^{q \times \ell}$. We abuse notation and denote by $0$ the neutral element in the groups $(\mathbb{R}^\ell, +)$ and $(\mathbb{R}^{q \times \ell}, +)$. Throughout the rest of the paper $p, q, \ell$ will always denote natural integers and, in particular, $\ell$ will be fixed.

Let $E$ denote a finite dimensional topological space, then $\mathcal{B}(E)$ will denote the associated Borel $\sigma$–algebra. Furthermore, for any other finite dimensional topological space $G$ and for any non–negative measure $\rho$ defined on $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$, we will denote the Lebesgue–Stieltjes integral, with respect to some measure $\rho$ on $(\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))$, of any measurable map $f : (\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+)) \to (G, \mathcal{B}(G))$ by

$$
\int_{[u, t]} f(s) \rho(ds) \quad \text{and} \quad \int_{(u, \infty)} f(s) \rho(ds), \quad \text{for any } u, t \in \mathbb{R}_+.
$$

1The convergence of the respective square bracket processes is also obtained, but this is well-known in the existing literature.

2For the definition see Appendix A.3.
In case $\rho$ is a finite measure with associated distribution function $F^\rho(\cdot) := \rho([0,\cdot])$, we will indifferently denote the above integrals by

$$\int_{(u,t]} f(s)\,dF^\rho_s \quad \text{and} \quad \int_{(u,\infty)} f(s)\,dF^\rho_s,$$

for any $u, t \in \mathbb{R}_+$. When there is no confusion as to which measure the distribution function $F^\rho$ is associated to, we will omit the upper index and simply write $F$. More generally, for any measure $\mu$ on $(\mathbb{R}_+ \times E, \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{B}(E))$ and for any measurable map $g : (\mathbb{R}_+ \times E, \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{B}(E)) \to (G, \mathcal{B}(G))$ we will denote the Lebesgue–Stieltjes integral by

$$\int_{(u,t]} g(s, x)\,\mu(ds, dx) \quad \text{and} \quad \int_{(u,\infty)} g(s, x)\,\mu(ds, dx),$$

for any $t, u \in \mathbb{R}_+, A \in \mathcal{B}(E)$.

The integrals above are to be understood in a component–wise sense.

Finally, we recall, for the convenience of the reader, some classical terminology. Let $(E, d_E)$ be a Polish space. We denote by $\mathcal{P}(E)$ the set of all probability measures on $(E, \mathcal{B}(E))$. We endow $\mathcal{P}(E)$ with the weak topology\(^3\), \textit{i.e.} the coarsest topology for which the mappings $\mathcal{P}(E) \ni \mu \mapsto \int f\,d\mu \in \mathbb{R}$, are continuous for all bounded continuous functions $f$ on $E$. It is well–known that $E$ is Polish if and only if $\mathcal{P}(E)$ is Polish; see Aliprantis and Border [2, Theorem 15.15] or Parthasarathy [60, Theorem 6.5]. Moreover, a subset $\Gamma$ of $\mathcal{P}(E)$ is relatively compact for the weak topology if and only if it is tight, see [2, Theorem 15.22] or [60, Theorem 6.7]. For a random variable $\Xi : (\Omega, \mathcal{G}) \to (E, \mathcal{B}(E))$, its law $\mathcal{L}(\Xi)$ is defined as $\mathcal{L}(\Xi)(\cdot) := \mathbb{P}(\omega \in \Omega, \Xi(\omega) \in \cdot)$, for every $A \in \mathcal{B}(E)$. We will say that the sequence of random variables $(\Xi^k)_{k\in\mathbb{N}}$ converges in law to the random variable $\Xi^\infty$, and we will write $\Xi^k \xrightarrow{\mathcal{L}} \Xi^\infty$, if $\mathcal{L}(\Xi^k)$ converges weakly to $\mathcal{L}(\Xi^\infty)$, which will be denoted as $\mathcal{L}(\Xi^k) \xrightarrow{\mathcal{w}} \mathcal{L}(\Xi^\infty)$. Moreover, we will say that the sequence of random variables $(\Xi^k)_{k\in\mathbb{N}}$ is tight, if the associated sequence of laws $(\mathcal{L}(\Xi^k))_{k\in\mathbb{N}}$ is tight. Finally, for a tight sequence $(\Xi^k)_{k\in\mathbb{N}}$ of random variables, we will say that $\Xi$ is a weak–limit point if there exists a subsequence $(\Xi^{k_i})_{i\in\mathbb{N}}$ such that $\mathcal{L}(\Xi^{k_i}) \xrightarrow{\mathcal{w}} \mathcal{L}(\Xi)$ holds.

### 2. Preliminaries

#### 2.1. The stochastic basis

Let $(\Omega, \mathcal{G}, \mathbb{P})$ be a probability space, which is fixed for the remainder of this paper. Expectations under $\mathbb{P}$ will be denoted by $\mathbb{E}[\cdot]$. For any filtration\(^4\) $\mathcal{F}$ on $(\Omega, \mathcal{G}, \mathbb{P})$ and for any $\mathbb{F}–$stopping time $\tau$, we will denote the set of $\mathbb{R}^q–$valued and square–integrable $\mathbb{F}–$martingales stopped\(^5\) at $\tau$ by $\mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^q)$. A process $(M_t)_{t\in\mathbb{R}_+}$ will be denoted also as $M$, and the usual augmentation of its natural filtration will be denoted by $\mathcal{F}^M$. Let $M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^q)$, then its norm is defined by $\|M\|_{\mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^q)} := \mathbb{E}[\text{Tr}([M]_\tau)]$. In the sequel, we will say that the real–valued $\mathbb{F}–$martingales $L, M$ are (mutually) orthogonal, denoted by $L \perp \perp M$, if their product $LM$ is an $\mathbb{F}–$martingale; see Jacod and Shiryaev [34, Definition I.4.11.a, Lemma I.4.13.c]. An $\mathbb{R}^q–$valued, $\mathbb{F}–$martingale $L$ will be called a continuous martingale if $L_0 = 0$ and $L_t$ is a continuous $\mathbb{F}–$martingale, for each $t \in \{1, \ldots, q\}$. Moreover, an $\mathbb{R}^q–$valued, $\mathbb{F}–$martingale $M$ will be called a purely discontinuous martingale if $M_0 = 0$ and $M_t$ is orthogonal to all continuous real–valued $\mathbb{F}–$martingales, for each $t \in \{1, \ldots, q\}$. Using [34, Corollary I.4.16] we can decompose the space of square integrable $\mathbb{F}–$martingales as follows

$$\mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^q) = (\mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}))^q = (\mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}) \oplus \mathcal{H}^{2,d}(\mathbb{F}, \tau; \mathbb{R}))^q = \mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}^q) \oplus \mathcal{H}^{2,d}(\mathbb{F}, \tau; \mathbb{R}^q),$$

where we have defined for any $m \in \mathbb{N}$

$$\mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}^m) := \{ M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^m), \ M \text{ is continuous} \},$$

$$\mathcal{H}^{2,d}(\mathbb{F}, \tau; \mathbb{R}^m) := \{ M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^m), \ M \text{ is purely discontinuous} \}.$$

Then, it follows from [34, Theorem I.4.18], that any $M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^q)$ admits a unique decomposition, up to $\mathbb{P}$–indistinguishability $M = M_0 + M^c + M^d$, where $M_0^t = M_0^t = 0$. The process $M^c = (M_t^c, \ldots, M_t^{c,q}) \in \mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}^q)$ will be called the continuous (martingale) part of $M$ and the process $M^d = (M_t^d, \ldots, M_t^{d,q}) \in \mathcal{H}^{2,d}(\mathbb{F}, \tau; \mathbb{R}^q)$ will be called the purely discontinuous (martingale) part of $M$.

\(^3\) In functional analysis, this is called the weak$^*$–topology.

\(^4\) We assume that all filtrations considered satisfy the usual conditions of right–continuity and $\mathbb{P}$–completeness.

\(^5\) For a process $M$, the corresponding process stopped at $\tau$, denoted by $M^\tau$, is defined by $M^\tau_t := M_{t\wedge \tau}, t \geq 0$.
2.2. Stochastic integrals. Let us fix an arbitrary filtration $\mathcal{F}$ on $(\Omega, \mathcal{G}, \mathbb{P})$ and an arbitrary $\mathbb{F}$–stopping time $\tau$. The predictable $\sigma$–field generated by $\mathbb{F}$–adapted and left–continuous processes on $\Omega \times \mathbb{R}_+$ is denoted by $\mathcal{P}^\mathbb{F}$.

2.2.1. Itô stochastic integral. We will follow [34, Section III.6a] throughout this sub–sub–section. Let $X \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^\ell)$. There exists an $\mathbb{F}$–predictable, càdlàg and increasing process $C^X$ such that

$$
\langle X \rangle^\tau := \int_{(0, \cdot \wedge \tau)} \frac{d\langle X \rangle_s}{dC^X_s} dC^X_s,
$$

where $d\langle X \rangle/dC^X$ is a positive definite, symmetric and $\mathbb{F}$–predictable $\ell \times \ell$–matrix whose elements are defined by

$$
\left( \frac{d\langle X \rangle}{dC^X} \right)^{ij} := \frac{d\langle X \rangle^{ij}}{dC^X}, \quad \text{for } i, j = 1, \ldots, \ell.
$$

Let us now proceed by defining

$$
\mathbb{H}^2(X, \mathbb{F}, \tau; \mathbb{R}^\ell) := \left\{ Z : (\Omega \times \mathbb{R}_+, \mathcal{P}^\mathbb{F}) \rightarrow (\mathbb{R}^\ell, \mathcal{B}(\mathbb{R}^\ell)), \mathbb{E}\left[ \int_{(0, \tau]} Z^T d\langle X \rangle_t Z_t dC^X_t \right] < \infty \right\}.
$$

Notice that this space does not depend on the choice of $C^X$. For any $Z \in \mathbb{H}^2(X, \mathbb{F}, \tau; \mathbb{R}^\ell)$, the Itô stochastic integral of $Z$ with respect to $X$ is well defined and is an element of $\mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R})$. It will be denoted interchangeably by $\int_0^s Z dX_s$ or $Z \cdot X$. Moreover, we have the following equality

$$
||Z||^2_{\mathbb{H}^2(X, \mathbb{F}, \tau; \mathbb{R}^\ell)} := \mathbb{E}\left[ \int_{(0, \tau]} Z^T \frac{d\langle X \rangle_t}{dC^X_t} Z_t dC^X_t \right] = \mathbb{E}[\text{Tr}\{(Z \cdot X)_\tau]\}.
$$

We denote the space of Itô stochastic integrals of processes in the space $\mathbb{H}^2(X, \mathbb{F}, \tau; \mathbb{R}^\ell)$, with respect to $X$, by $\mathcal{L}^2(X, \mathbb{F}, \tau; \mathbb{R})$, and remind the reader that $\mathcal{L}^2(X, \mathbb{F}, \tau; \mathbb{R}) \subset \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R})$.

**Remark 2.1.** In case $X$ is a continuous martingale, i.e. $X \in \mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}^\ell)$, then for any $Z \in \mathbb{H}^2(X, \mathbb{F}, \tau; \mathbb{R}^\ell)$ it holds that $Z \cdot X$ is an element of $\mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R})$, from which it follows from [34, Section III.4a] that

$$
\mathcal{L}^2(X, \mathbb{F}, \tau; \mathbb{R}) \subset \mathcal{H}^{2,c}(\mathbb{F}, \tau; \mathbb{R}) \subset \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}).
$$

2.2.2. Stochastic integral with respect to an integer–valued random measure. Let us now define the space $\tilde{\Omega} := \Omega \times \mathbb{R}_+ \times \mathbb{R}^\ell$ as well as the $\sigma$–algebra $\tilde{\mathcal{P}}^\mathbb{F} := \mathcal{P}^\mathbb{F} \otimes \mathcal{B}(\mathbb{R}^\ell)$. A measurable function $U : (\tilde{\Omega}, \tilde{\mathcal{P}}^\mathbb{F}) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R}))$ is called an $\tilde{\mathcal{P}}^\mathbb{F}$–measurable function or simply $\mathbb{F}$–predictable function.

Let $\mu := \{\mu(\omega; dt, dx)\}_{\omega \in \tilde{\Omega}}$ be a random measure on $\mathbb{R}_+ \times \mathbb{R}^\ell$, i.e. a family of non–negative measures defined on $(\mathbb{R}_+ \times \mathbb{R}^\ell, \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{B}(\mathbb{R}^\ell))$ satisfying $\mu(\omega; \{0\} \times \mathbb{R}^\ell) = 0$, identically. For an $\mathbb{F}$–predictable function $U$, we define the process

$$
U * \mu_\cdot(\omega) := \begin{cases}
\int_{(0, \cdot] \times \mathbb{R}^\ell} U(\omega, s, x) \mu(\omega; ds, dx), & \text{if } \int_{(0, \cdot] \times \mathbb{R}^\ell} |U(\omega, s, x)| \mu(\omega; ds, dx) < \infty, \\
\text{otherwise}, & \text{if } \int_{(0, \cdot] \times \mathbb{R}^\ell} |U(\omega, s, x)| \mu(\omega; ds, dx) = \infty.
\end{cases}
$$

Let us fix an arbitrary càdlàg $\mathbb{F}$–adapted process $X$ until the end of the present sub–sub–section, from which we can define the processes $X_{t-} = \lim_{s \downarrow t} X_s$ and $\Delta X_t = X_t - X_{t-}$, $t > 0$.

Observe that $\Delta X_0 = 0$. We assume that $X$ satisfies $\mathbb{E}\left[ \sum_{0 < s \leq t} |\Delta X_s|^2 \right] < \infty$. We can associate to $X$ the $\mathbb{F}$–optional integer–valued random measure $\mu^X$ on $(\mathbb{R}_+ \times \mathbb{R}^\ell, \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{B}(\mathbb{R}^\ell))$ defined by

$$
\mu^X(\omega; dt, dx) := \sum_{s > 0} \mathbb{1}_{\{\Delta X_s(\omega) \neq 0\}} \delta(s, \Delta X_s(\omega))(dt, dx),
$$

where $\mathbb{1}$ is the indicator function.
see [34, Proposition II.1.16]. Here \( \delta_z \) denotes the Dirac measure at the point \( z \), for any \( z \in \mathbb{R}_+ \times \mathbb{R}^\ell \). Notice that \( \mu^X(\omega; \mathbb{R}_+ \times \{0\}) = 0 \), and that
\[
\mathbb{E} \left[ \int_{(0,\tau]} |x|^2 \mu^X(ds, dx) \right] = \mathbb{E} \left[ \sum_{0<s\leq \tau} |\Delta X_s|^2 \right] < \infty.
\]
In view of the latter condition, the compensator of \( \mu^X \) under \( \mathbb{P} \) exists. This is the unique, up to a \( \mathbb{P} \)-null set, \( \mathbb{F} \)-predictable random measure \( \mu(X,F) \) on \( (\mathbb{R}_+ \times \mathbb{R}^\ell, \mathcal{B}(\mathbb{R}_+) \otimes \mathcal{B}(\mathbb{R}^\ell)) \), for which the equality
\[
\mathbb{E} \left[ W * \mu^X_\infty \right] = \mathbb{E} \left[ W * \mu^X_\infty \right],
\]
holds for every non–negative \( \mathbb{F} \)-predictable function \( W \); see [34, Theorem II.1.8]. Moreover, we define the compensated integer–valued random measure \( \tilde{\mu}(X,F) := \mu^X - \nu(X,F) \).

In order to define the stochastic integral of an \( \mathbb{F} \)-predictable function \( U \) with respect to \( \tilde{\mu}(X,F) \), we will consider the following class
\[
G_2(\mu^X,\mathbb{F},\tau;\mathbb{R}) := \left\{ U : (\tilde{\Omega}, \tilde{\mathcal{P}}) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R})), \mathbb{E} \left[ \sum_{t \leq \tau} \left| \int_{\mathbb{R}} U(t,x) \tilde{\mu}(X,F)(\{t\} \times dx) \right|^2 \right] < \infty \right\},
\]
see also Papapantoleon, Possamai, and Saplraus [59, Section 2.2] for more details. It is a well–known result that any element of \( G_2(\mu^X,\mathbb{F},\tau;\mathbb{R}) \) is associated to an element of \( \mathcal{H}^{2,d}(\mathbb{F},\tau;\mathbb{R}) \), which is unique up to \( \mathbb{P} \)-indistinguishability, see [34, Definition II.127, Proposition II.13.3.a]
\[
G_2(\mu^X,\mathbb{F},\tau;\mathbb{R}) \ni U \mapsto U * \tilde{\mu}(X,F) \in \mathcal{H}^{2,d}(\mathbb{F},\tau;\mathbb{R}).
\]
We call \( U * \tilde{\mu}(X,F) \) the stochastic integral of \( U \) with respect to \( \tilde{\mu}(X,F) \), and point out that for \( U \in G_2(\mu^X,\mathbb{F},\tau;\mathbb{R}) \) it holds \( \Delta(U * \tilde{\mu}_t)(X,F) = \int_{\mathbb{R}} U(t,x) \tilde{\mu}(X,F)(\{t\} \times dx) \) by definition. Let us also introduce the following convenient notation
\[
\int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^\ell} U_s(x) \tilde{\mu}(X,F)(dx, ds) := U * \tilde{\mu}_t(X,F) - U * \tilde{\mu}_{t_1}(X,F),
\]
where \( \tau_1, \tau_2 \) are \( \mathbb{F} \)-stopping times such that \( 0 \leq \tau_1 \leq \tau_2 \leq \infty \), \( \mathbb{P} – a.s. \).

**Remark 2.2.** Observe that the canonical projections satisfy \( \pi^i \in G_2(\mu^X,\mathbb{F},\tau;\mathbb{R}) \), for every \( i = 1, \ldots, \ell \).

Therefore, we can associate to the process \( X \) the \( \mathbb{F} \)-martingale \( (\pi^1 * \tilde{\mu}(X,F), \ldots, \pi^\ell * \tilde{\mu}(X,F)) \) in \( \mathcal{H}^{2,d}(\mathbb{F},\tau;\mathbb{R}^\ell) \).

In case \( X \in \mathcal{H}^2(\mathbb{F},\tau;\mathbb{R}^\ell) \), it is clear that \( X^d = (\pi^1 * \tilde{\mu}(X,F), \ldots, \pi^\ell * \tilde{\mu}(X,F)) \), i.e. the purely discontinuous part of the martingale \( X \) is indistinguishable from \( (\pi^1 * \tilde{\mu}(X,F), \ldots, \pi^\ell * \tilde{\mu}(X,F)) \). Henceforth, when \( X \in \mathcal{H}^2(\mathbb{F},\tau;\mathbb{R}^\ell) \), we will make no distinction between these two purely discontinuous martingales. Moreover, assuming that \( X \) is an \( \mathbb{F} \)-martingale, when we refer to the jump process \( \Delta X^d \) we will mean the \( \mathbb{R}^\ell \)-valued process
\[
\Delta X^d := \left( \int_{\mathbb{R}^\ell} \pi^1(x) \tilde{\mu}(X,F)(\{\cdot\} \times dx), \ldots, \int_{\mathbb{R}^\ell} \pi^\ell(x) \tilde{\mu}(X,F)(\{\cdot\} \times dx) \right),
\]
while, assuming that \( X \) is simply an \( \mathbb{F} \)-adapted process, when we refer to the jump process \( \Delta X \) we will mean the \( \mathbb{R}^\ell \)-valued process
\[
\Delta X = \left( \int_{\mathbb{R}^\ell} \pi^1(x) \mu^X(\{\cdot\} \times dx), \ldots, \int_{\mathbb{R}^\ell} \pi^\ell(x) \mu^X(\{\cdot\} \times dx) \right).
\]
This subtle difference arises because the process \( X \) is not quasi–left–continuous, hence the compensator \( \mu(X,F) \) can have jumps. In other words, the jumps of \( \mu^X \) and \( \tilde{\mu}(X,F) \) are not identical, in general.

**Remark 2.3.** Let \( X \in \mathcal{H}^2(\mathbb{F},\tau;\mathbb{R}^\ell) \). We can also associate an integer–valued random measure to the jumps of the martingale \( X^d \), denoted by \( \mu^{X^d} \), and then (2.1) can be written in a similar form to (2.2), i.e.
\[
\Delta X^d = \left( \int_{\mathbb{R}^\ell} \pi^1(x) \mu^{X^d}(\{\cdot\} \times dx), \ldots, \int_{\mathbb{R}^\ell} \pi^\ell(x) \mu^{X^d}(\{\cdot\} \times dx) \right).
\]
Remark 2.4. We would like to clarify a subtle detail in our notation at this point, namely the difference between the mappings * and ⋆. Apart from the fact that they have different domains, let us comment on the way they are defined. Let \( U \in G_2(\mu^X, F, \tau; \mathbb{R}) \), then

\[
U \star \tilde{\mu}^{(X,F)} = \int_{(0,\infty) \times \mathbb{R}^d} U(\omega, s, x) \tilde{\mu}^{(X,F)}(\omega; ds, dx),
\]

i.e. this is the Lebesgue–Stieljes integral of \( U \) with respect to the signed measure \( \tilde{\mu}^{(X,F)} \), for which the only information we have regarding its integrability is the square summability of its jumps. Clearly this does not imply the finiteness of the process in any time interval. On the contrary, by \( U \star \tilde{\mu}^{(X,F)} \) we denote the square–integrable purely discontinuous \( \mathbb{F} \)--martingale whose jump at each time \( t \) is given by \( \int_{\mathbb{R}_+} U(t, x) \tilde{\mu}^{(X,F)}(\{t\} \times dx) \). A specific case where the two processes \( U \star \tilde{\mu}^{(X,F)} \) and \( U \star \tilde{\mu}^{(X,F)} \) coincide is given by [34, Proposition II.1.28] and corresponds to the finite variation case.

The space of real–valued square–integrable stochastic integrals with respect to \( \tilde{\mu}^{(X,F)} \) will be denoted by

\[
\mathcal{K}^2(\mu^X, F, \tau; \mathbb{R}) := \left\{ U \in G_2(\mu^X, F, \tau; \mathbb{R}) \right\}.
\]

By [34, Theorem II.1.33], or He, Wang, and Yan [31, Theorem 11.21], and the Kunita–Watanabe inequality, see e.g. [31, Corollary 6.34], we have

\[
\mathbb{E}\left[ (U \star \tilde{\mu}^{(X,F)})_\tau \right] < \infty, \quad \text{if and only if} \quad U \in G_2(\mu^X, F, \tau; \mathbb{R}),
\]

which enables us to define the following more convenient space

\[
\mathbb{H}^2(\mu^X, F, \tau; \mathbb{R}) := \left\{ U : (\tilde{\Omega}, \tilde{\mathcal{F}}) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R})) ; \mathbb{E}\left[ \left| (U \star \tilde{\mu}^{(X,F)})_\tau \right| \right] < \infty \right\},
\]

and we emphasise that we have the direct identification \( \mathbb{H}^2(\mu^X, F, \tau; \mathbb{R}) = G_2(\mu^X, F, \tau; \mathbb{R}) \).

2.2.3. Orthogonal decompositions. We close this subsection with a reminder on orthogonal decompositions of square integrable martingales.

Definition 2.5. Let \( X \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^d) \). \( X \) is said to possess the \( \mathbb{F} \)--predictable representation property if

\[
\mathcal{H}^2_0(\mathbb{F}, \tau; \mathbb{R}) = \mathcal{L}^2(X^c, \mathbb{F}, \tau; \mathbb{R}) \oplus \mathcal{K}^2(\mu^X, F, \tau; \mathbb{R}),
\]

where \( \mathcal{H}^2_0(\mathbb{F}, \tau; \mathbb{R}) := \left\{ M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}) ; M_0 = 0 \right\} \). In other words, for any \( M \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}) \), there exists a pair \( (Z, U) \in \mathcal{H}^2(X^c, \mathbb{F}, \tau; \mathbb{R}^d) \times \mathcal{H}^2(\mu^X, F, \tau; \mathbb{R}) \) such that

\[
M = M_0 + Z \cdot X^c + U \star \tilde{\mu}^{(X,F)}.
\]

In the sequel, we adapt the notation of Cohen and Elliott [12, Sections 13.2–3]. We associate the measure \( M_\mu : (\tilde{\Omega}, \tilde{\mathcal{G}} \otimes \mathcal{B}(\mathbb{R}^+)) \rightarrow \mathbb{R}_+ \) to a random measure \( \mu \), which is defined as \( M_\mu(B) = \mathbb{E}[1_B \ast \mu_\infty] \). We will refer to \( M_\mu \) as the Doléans measure associated to \( \mu \). If there exists an \( \mathbb{F} \)--predictable partition \( (A_n)_{n \in \mathbb{N}} \) of \( \tilde{\Omega} \) such that \( M_\mu(A_n) < \infty \), for every \( n \in \mathbb{N} \), then we will say that \( \mu \) is \( \mathbb{F} \)--predictably \( \sigma \)--integrable and we will denote it by \( \mu \in \tilde{\mathcal{A}}_\sigma(\mathbb{F}) \). For a sub--\( \sigma \)--algebra \( \mathcal{A} \) of \( \mathcal{G} \otimes \mathcal{B}(\mathbb{R}^+) \otimes \mathcal{B}(\mathbb{R}^d) \), the restriction of the measure \( M_\mu \) to \( (\tilde{\Omega}, \mathcal{A}) \) will be denoted by \( M_\mu|\mathcal{A} \). Moreover, for \( W : (\tilde{\Omega}, \tilde{\mathcal{G}} \otimes \mathcal{B}(\mathbb{R}^+) \otimes \mathcal{B}(\mathbb{R}^d)) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R})) \), we define the random measure \( W_\mu \) as follows

\[
(W_\mu)(\omega; ds, dx) := W(\omega, s, x) \mu(\omega; ds, dx).
\]

Definition 2.6. Let \( \mu \in \tilde{\mathcal{A}}_\sigma(\mathbb{F}) \) and \( W : (\tilde{\Omega}, \tilde{\mathcal{G}} \otimes \mathcal{B}(\mathbb{R}^+) \otimes \mathcal{B}(\mathbb{R}^d)) \rightarrow (\mathbb{R}, \mathcal{B}(\mathbb{R})) \) be such that \( |W|\mu \in \tilde{\mathcal{A}}_\sigma(\mathbb{F}) \). Then we define the conditional \( \mathbb{F} \)--predictable projection of \( W \) on \( \mu \), denoted by \( M_\mu[|W|\tilde{\mathcal{F}}] \) as follows

\[
M_\mu[|W|\tilde{\mathcal{F}}] := \frac{dM_{|W\mu|\tilde{\mathcal{F}}}}{dM_\mu|\tilde{\mathcal{F}}},
\]

The following definition is justified by [34, Lemma III.4.24].
**Definition 2.7.** Let $Y \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R})$ and consider a triple $(Z, U, N) \in \mathbb{H}^2(X^c, \mathbb{F}, \tau; \mathbb{R}^\ell) \times \mathbb{H}^2(\mu^X, \mathbb{F}, \tau; \mathbb{R})$ such that

$$ Y = Y_0 + Z \cdot X^c + U \ast \tilde{\mu}(X^c) + N, \quad (2.4) $$

with $\langle N, X^c \rangle = 0$, for $i = 1, \ldots, \ell$, and $M_\mu \Delta N[\tilde{\mathcal{P}}] = 0$. Then, $(2.4)$ is called the orthogonal decomposition of $Y$ with respect to $(X^c, \mu^X, \mathbb{F})$.

We conclude this subsection with a useful corollary, which must be preceded by the definition of the following space

$$ \mathcal{H}^2(X^\perp, \mathbb{F}, \tau; \mathbb{R}) := \left\{ N \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}), \quad N \perp L, \quad \forall L \in L^2(X^c, \mathbb{F}, \tau; \mathbb{R}) \oplus K^2(\mu^X, \mathbb{F}, \tau; \mathbb{R}) \right\}. $$

**Corollary 2.8.** Let $Y \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R})$, $X \in \mathcal{H}^2(\mathbb{F}, \tau; \mathbb{R}^\ell)$ and $Y = Y_0 + Z \cdot X^c + U \ast \tilde{\mu}(X^c) + N$ be the orthogonal decomposition of $Y$ with respect to $(X^c, \mu^X, \mathbb{F})$. Then $N \in \mathcal{H}^2(X^\perp, \mathbb{F}, \tau; \mathbb{R})$. In particular $N \perp X^i$, for every $i = 1, \ldots, \ell$.

**Proof.** This is immediate by [34, Proposition I.4.15, Theorem III.4.5] and [12, Theorem 13.3.16].

### 2.3. The Skorokhod space $(\mathcal{D}, J_1)$ and convergence in the extended sense.

The natural path–space for an $\mathbb{R}^{p \times q}$–valued process, which is adapted to some filtration, is the Skorokhod space

$$ \mathcal{D}([0, \infty); \mathbb{R}^{p \times q}) := \left\{ \alpha : \mathbb{R}_+ \rightarrow \mathbb{R}^{p \times q}, \alpha \text{ is càdlàg} \right\}, $$

which we equip with the Skorokhod $J_1(\mathbb{R}^{p \times q})$–topology, see [34, Section VI.1b]. We denote by $d_{J_1}(\mathbb{R}^{p \times q})$ the metric which is compatible with the $J_1(\mathbb{R}^{p \times q})$–topology. Due to [34, Comments VI.1.21-22], and since in the remainder of the paper we will have to distinguish between joint and separate convergence on products of Skorokhod spaces, we will always indicate the state space in our notation, for the sake of clarity. We remind the reader that $(\mathcal{D}([0, \infty); \mathbb{R}^{p \times q}), d_{J_1}(\mathbb{R}^{p \times q}))$ is a Polish space, see [34, Theorem VI.1.14]. We will denote by $d_{lu}$ the metric on $\mathcal{D}([0, \infty); \mathbb{R}^{p \times q})$ which is compatible with the topology of *locally uniform* convergence, see [34, Section VI.1a], and by $d_{LU}$ the metric on $\mathcal{D}([0, \infty); \mathbb{R}^{p \times q})$ which is compatible with the topology of *uniform* convergence. Clearly $d_{lu}$ is stronger than $d_{lu}$. Moreover, it is well–known that $d_{lu}$ is stronger than $d_{J_1}(\mathbb{R}^{p \times q})$, see [34, Proposition VI.1.17]. In order to simplify notations, we set $\mathcal{D}^{p \times q} := \mathcal{D}([0, \infty); \mathbb{R}^{p \times q})$ and, in case $p = q = 1$, $\mathbb{D} := \mathbb{D}^1$. Moreover, to avoid any misunderstanding, we will not introduce any shorthand notation for the space $(\mathcal{D}([0, \infty); \mathbb{R}))^{p \times q}$. We will postpone all proofs of the present section, except for the very short ones, to Appendix A.1 for the sake of readability.

**Definition 2.9.** Let $(M^k)_{k \in \mathbb{N}}$ be an arbitrary sequence such that $M^k$ is an $\mathbb{R}^{p \times q}$–valued càdlàg process, for every $k \in \mathbb{N}$.

(i) The sequence $(M^k)_{k \in \mathbb{N}}$ converges in probability under the $J_1(\mathbb{R}^{p \times q})$–topology to $M^\infty$ if

$$ \mathbb{P} \left( d_{J_1}(\mathbb{R}^{p \times q})(M^k, M^\infty) > \varepsilon \right) \xrightarrow{k \to \infty} 0, \quad \text{for every } \varepsilon > 0, $$

and we denote \(^6\) it by $M^k \xrightarrow{(J_1(\mathbb{R}^{p \times q}), \mathbb{P})} M^\infty$.

(ii) Let $\vartheta \in [1, \infty)$. The sequence $(M^k)_{k \in \mathbb{N}}$ converges in $L^{\vartheta}$–mean under the $J_1(\mathbb{R}^{p \times q})$–topology to $M^\infty$ if

$$ \mathbb{E} \left[ (d_{J_1}(\mathbb{R}^{p \times q})(M^k, M^\infty))^{\vartheta} \right] \xrightarrow{k \to \infty} 0, $$

and we denote it by $M^k \xrightarrow{(J_1(\mathbb{R}^{p \times q}), L^{\vartheta})} M^\infty$.

(iii) Analogously, we denote by $M^k \xrightarrow{(L^1, L^1)} M^\infty$, resp. $M^k \xrightarrow{(L^\vartheta, L^\vartheta)} M^\infty$, the convergence in probability, resp. in $L^{\vartheta}$–mean, under the locally uniform topology.

\(^6\)Notice that we omit the index associated to the convergence (i.e. $k \rightarrow \infty$). We will do the same in the remainder of the paper, when it is clear to which index the convergence refers.
We denote the weak convergence of $\sigma$-fields and filtrations. We will need the filtrations to be indexed by $[0, \infty]$, hence, given a filtration $\mathbb{F} := (\mathcal{F}_t)_{t \geq 0}$, we define the $\sigma$-algebra $\mathcal{F}_\infty$ by using the convention

$$\mathcal{F}_\infty := \mathcal{F}_\infty = \bigvee_{t \geq 0} \mathcal{F}_t.$$ 

We recall also the following notation for every sub-$\sigma$-field $\mathcal{F}$ of $\mathcal{G}$ and $\vartheta \in [1, \infty)$

$$\mathbb{L}^\vartheta(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^q) := \left\{ \xi, \mathbb{R}^q \text{-valued and } \mathcal{F} \text{-measurable such that } \mathbb{E}[|\xi|^\vartheta] < \infty \right\}.$$ 

**Definition 2.10.** (i) A sequence of $\sigma$-algebras $(\mathcal{F}_k)_{k \in \mathbb{N}}$ converges weakly to the $\sigma$-algebra $\mathcal{F}_\infty$ if, for every $\xi \in \mathbb{L}^1(\Omega, \mathcal{F}_\infty, \mathbb{P}; \mathbb{R})$, we have

$$\mathbb{E}[\xi | \mathcal{F}_k] \xrightarrow{\mathbb{P}} \mathbb{E}[\xi | \mathcal{F}_\infty].$$

We denote the weak convergence of $\sigma$-algebras by $\mathcal{F}_k \xrightarrow{w} \mathcal{F}_\infty$.

(ii) A sequence of filtrations $(\mathbb{F}_k := (\mathcal{F}_t^k)_{t \geq 0})_{k \in \mathbb{N}}$ converges weakly to $\mathbb{F}_\infty := (\mathcal{F}_t^\infty)_{t \geq 0}$. If, for every $\xi \in \mathbb{L}^1(\Omega, \mathcal{F}_\infty, \mathbb{P}; \mathbb{R})$, we have

$$\mathbb{E}[\xi | \mathcal{F}_k^t] \xrightarrow{(J_1(\mathbb{R}), \mathbb{P})} \mathbb{E}[\xi | \mathcal{F}_\infty].$$

We denote the weak convergence of the filtrations by $\mathbb{F}_k \xrightarrow{w} \mathbb{F}_\infty$.

(iii) Consider the sequence $((M_k, \mathbb{F}_k^k))_{k \in \mathbb{N}}$ where $M^k$ is an $\mathbb{R}^q$-valued càdlàg process and $\mathbb{F}_k^k$ is a filtration, for any $k \in \mathbb{N}$. The sequence $((M_k, \mathbb{F}_k^k))_{k \in \mathbb{N}}$ converges in the extended sense to $(M^\infty, \mathbb{F}^\infty)$ if for every $\xi \in \mathbb{L}^1(\Omega, \mathcal{F}_\infty, \mathbb{P}; \mathbb{R})$,

$$(\mathbb{E}[\xi | \mathcal{F}_k] \xrightarrow{(J_1(\mathbb{R}^{q+1}), \mathbb{P})} \mathbb{E}[\xi | \mathcal{F}_\infty]).$$

We denote the convergence in the extended sense by $M_k, \mathbb{F}_k \xrightarrow{ext} M^\infty, \mathbb{F}^\infty$.

**Remark 2.11.** For the definition of weak convergence of filtrations, we could have used only random variables $\xi$ of the form $\mathbb{1}_A$, for $A \in \mathcal{F}_\infty$. Indeed, the two definitions are equivalent, see Coquet et al. [17, Remark 1.1]].

The following result, which is due to Hoover [32, Theorem 7.4], provides a sufficient condition for weak convergence of $\sigma$-algebras which are generated by random variables.

**Example 2.12.** Let $(\xi_k)_{k \in \mathbb{N}}$ be a sequence of random variables such that $\xi_k \xrightarrow{\mathbb{P}} \xi^\infty$. Then the convergence $\sigma(\xi_k) \xrightarrow{w} \sigma(\xi^\infty)$ holds, where $\sigma(\psi)$ denotes the $\sigma$-algebra generated by the random variable $\psi$.

In the next example, which is [17, Proposition 2], a sufficient condition for the weak convergence of the natural filtrations of stochastic processes is provided.

**Example 2.13.** Let $M_k$ be a process with independent increments, for every $k \in \mathbb{N}$. If $M_k \xrightarrow{(J_1(\mathbb{R}^q), \mathbb{P})} M^\infty$, then $\mathbb{F}_k \xrightarrow{w} \mathbb{F}_\infty$. 

(iv) Let $(p_1, p_2, q_1, q_2) \in \mathbb{N}^4$. Moreover, let $(M_k)_{k \in \mathbb{N}}$ be a sequence of $\mathbb{R}^{p_1 \times q_1}$-valued and càdlàg processes and $(N_k)_{k \in \mathbb{N}}$ be a sequence of $\mathbb{R}^{p_2 \times q_2}$-valued and càdlàg processes. For $\vartheta_1, \vartheta_2 \in [1, \infty)$ we will write

$$(M_k, N_k) \xrightarrow{(J_1(\mathbb{R}^{p_1 \times q_1} \times \mathbb{R}^{p_2 \times q_2}), \mathbb{P})} (M^\infty, N^\infty),$$

if the following convergences hold

$$(M_k, N_k) \xrightarrow{(J_1(\mathbb{R}^{p_1 \times q_1} \times \mathbb{R}^{p_2 \times q_2}), \mathbb{P})} (M^\infty, N^\infty), \quad M_k \xrightarrow{(J_1(\mathbb{R}^{q_1}), \mathbb{P})} M^\infty, \quad \text{and} \quad N_k \xrightarrow{(J_1(\mathbb{R}^{q_2}), \mathbb{P})} N^\infty.$$
In the remainder of this section, we fix an arbitrary sequence of filtrations \((\mathcal{F}^k)_{k \in \mathbb{N}}\) on \((\Omega, \mathcal{G}, \mathbb{P})\) (recall Footnote 4), with \(\mathbb{P} := (\mathcal{F}^k)_{k \geq 0}\), and an arbitrary sequence \((M^k)_{k \in \mathbb{N}}\), where \(M^k\) is an \(\mathbb{R}^q\)-valued, uniformly integrable, \(\mathbb{F}^k\)-martingale, for every \(k \in \mathbb{N}\). Then, it is well known that the random variables \(M^k_{\infty} := \lim_{t \to \infty} M^k_t\) are well-defined \(\mathbb{P}\)-a.s., and \(M^k_{\infty} \in L^1(\Omega, \mathcal{F}^k_{\infty}, \mathbb{P}; \mathbb{R}^q)\), for \(k \in \mathbb{N}\); see [34, Theorem I.1.42].

Next, we would like to discuss how to deduce the extended convergence of martingales and filtrations from individual convergence results. Such properties have already been obtained by Mémin [52, Proposition 1.(iii)], where he refers to Coquet et al. [17, Proposition 7] for the proof. However, the authors in [17] proved the result under the additional assumption that the processes are adapted to their natural filtrations. Moreover, they consider a finite time horizon \(T\), which gives the time point \(T\) a special role for the \(J_1(\mathbb{R})\)-topology on \(\mathbb{D}([0, T]; \mathbb{R})\), see also [34, Remark VI.1.10]. In addition, in [17, Remark 1.2]), the convergence \(M^k_{\infty} \overset{L^1(\Omega, \mathcal{F}^k_{\infty}, \mathbb{P}; \mathbb{R}^q)}{\to} M^\infty_{\infty}\) is assumed, although it is not necessary (note that we have translated their results into our notation). This is restrictive, in the sense that they have to assume in addition the \(\mathcal{F}^\infty_{\infty}\)-measurability of \(M^k_{\infty}\), for each \(k \in \mathbb{N}\).

We present below, for the sake of completeness, the statement and proof of the aforementioned results for the infinite time horizon case, under the condition \(M^k_{\infty} \overset{L^1(\Omega, \mathcal{G}, \mathbb{P}; \mathbb{R}^q)}{\text{ext}} \to (M^\infty_{\infty}, \mathbb{F}^\infty)\).

**Proposition 2.14.** Assume the convergence \(M^k_{\infty} \overset{L^1(\Omega, \mathcal{G}, \mathbb{P}; \mathbb{R}^q)}{\text{ext}} \to (M^\infty_{\infty}, \mathbb{F}^\infty)\) holds. Then, the convergence \(\mathbb{P}^k \overset{w}{\to} \mathbb{F}^\infty\) is equivalent to the convergence \((M^k, \mathbb{P}^k) \overset{\text{ext}}{\to} (M^\infty_{\infty}, \mathbb{F}^\infty)\).

The following two results, which are essentially [52, Theorem 11, Corollary 12], constitute the cornerstone for the convergence in the extended sense. Here we state and prove them in the multi-dimensional case. Before we proceed, let us recall some further definitions. An \(\mathbb{F}\)-adapted process \(M\) is called \(\mathbb{F}\)-\(\text{quasi–left–continuous}\) if \(\Delta M_\sigma = 0\), \(\mathbb{P}\)-a.s., for every \(\mathbb{F}\)-predictable time \(\sigma\). An \(\mathbb{F}\)-adapted process \(S\) is called an \(\mathbb{F}\)-\(\text{special semimartingale}\) if \(S = S_0 + M + A\), where \(S_0\) is finite–valued and \(\mathcal{F}_0\)-measurable, \(M\) is a local \(\mathbb{F}\)-martingale with \(M_0 = 0\) and \(A\) is a \(\mathbb{F}\)-predictable, finite variation process with \(A_0 = 0\); see [34, Definition I.4.21]. This decomposition of an \(\mathbb{F}\)-special semimartingale is unique, and for this reason we will call it the \(\mathbb{F}\)-\(\text{canonical decomposition}\) of \(S\). For a process \(A\) of finite variation, we denote by \(\text{Var}(A)\) the \(\text{(total) variation process}\) of \(A\), i.e. \(\text{Var}(A)_t(\omega)\) is the total variation of the function \(\mathbb{R}_+ \ni s \mapsto A_s(\omega) \in \mathbb{R}_+\) in the interval \([0, t]\). For \(A \in \mathbb{D}^{p \times q}\), we denote by \(\text{Var}(A) \in \mathbb{D}^{p \times q}\) the process for which \(\text{Var}(A)^{ij} := \text{Var}(A^{ij})\), for \(i = 1, \ldots, p\) and \(j = 1, \ldots, q\).

**Theorem 2.15.** Let \((S^k)_{k \in \mathbb{N}}\) be a sequence of \(\mathbb{R}^q\)-valued \(\mathbb{F}^k\)-\(\text{special semimartingales}\) with \(\mathbb{F}^k\)-\(\text{canonical decomposition}\) \(S^k = S^k_0 + M^k + A^k\), for every \(k \in \mathbb{N}\). Assume that \(S^\infty\) is \(\mathbb{F}^\infty\)-\(\text{quasi–left–continuous}\) and the following properties hold

(i) the sequence \((S^k_{\infty})_{k \in \mathbb{N}}\) is uniformly integrable, for every \(i = 1, \ldots, q\),

(ii) the sequence \((\|\text{Var}(A^k)\|_1)_{k \in \mathbb{N}}\) is tight,

(iii) the extended convergence \((S^k, \mathbb{P}^k) \overset{\text{ext}}{\to} (S^\infty_{\infty}, \mathbb{F}^\infty)\) holds.

Then

\[(S^k, M^k, A^k) \overset{\text{(J_1(\mathbb{R}^q \times \mathbb{R}))}}{\to} (S^\infty_{\infty}, M^\infty_{\infty}, A^\infty_{\infty}).\]

**Proof.** By [52, Theorem 11], we obtain for every \(i = 1, \ldots, q\) the following convergence

\[(S^{k,i}, M^{k,i}, A^{k,i}) \overset{\text{(J_1(\mathbb{R}))}}{\to} (S^{\infty,i}_{\infty}, M^{\infty,i}_{\infty}, A^{\infty,i}_{\infty}).\]

Then, by assumption \(S^k \overset{(\text{J_1(\mathbb{R}))}}{\to} S^\infty_{\infty}\), and using Corollary A.2 and Remark A.3 we obtain the required result. \(\Box\)

**Theorem 2.16.** Let \(M^k \in \mathcal{H}^2(\mathbb{F}^\infty_{\infty}; \mathbb{R}^q)\) for any \(k \in \mathbb{N}\) and \(M^\infty\) be \(\mathbb{F}^\infty\)-\(\text{quasi–left–continuous}\). If the following convergences hold

\[(M^k, \mathbb{P}^k) \overset{\text{ext}}{\to} (M^\infty_{\infty}, \mathbb{P}^\infty)\] and \(M^k_{\infty} \overset{L^2(\Omega, \mathcal{G}, \mathbb{P}; \mathbb{R}^q)}{\to} M^\infty_{\infty},\)

then
(i) \((M^k, [M^k], \langle M^k \rangle) \xrightarrow{(1,(\mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q))} (M^\infty, [M^\infty], \langle M^\infty \rangle)\),

(ii) for every \(i = 1, \ldots, q\), we have

\[ [M^k,i]_\infty \xrightarrow{L^1(\Omega, G, \mathbb{P})} [M^\infty,i]_\infty \quad \text{and} \quad \langle M^k,i \rangle_\infty \xrightarrow{L^1(\Omega, G, \mathbb{P})} \langle M^\infty,i \rangle_\infty. \]

We conclude this subsection with the following technical lemma which will be of utmost importance for us in the proof of our robustness result for martingale representations.

**Lemma 2.17.** Let \((L^k)_{k \in \mathbb{N}}\) be a sequence of \(\mathbb{R}^p\)-valued processes such that \((\text{Tr}[[L^k]_\infty])_{k \in \mathbb{N}}\) is uniformly integrable and \((N^k)_{k \in \mathbb{N}}\) be a sequence of \(\mathbb{R}^q\)-valued processes such that \((\text{Tr}[[N^k]_\infty])_{k \in \mathbb{N}}\) is bounded in \(L^1(\Omega, G, \mathbb{P})\), i.e., \(\sup_{k \in \mathbb{N}} \mathbb{E}[\text{Tr}[[N^k]_\infty]] < \infty\). Then \(\left(\left\|\text{Var}([L^k,N^k]_\infty)\right\|\right)_{k \in \mathbb{N}}\) is uniformly integrable.

### 3. Stability of martingale representations

#### 3.1. Framework and statement of the main theorem.

We start by presenting and discussing the main assumptions that will be used throughout this section. Let us fix an arbitrary sequence of càdlàg \(\mathbb{R}^\ell\)-valued processes \((X^k)_{k \in \mathbb{N}}\) for which we assume that

\[
\sup_{k \in \mathbb{N}} \mathbb{E} \left[ \int_{(0,\infty) \times \mathbb{R}^\ell} |x|^2 \mu^{X^k}\,(ds, dx) \right] < \infty. \tag{3.1}
\]

Then we fix an arbitrary sequence of filtrations \((G^k)_{k \in \mathbb{N}}\) (recall Footnote 4) with \(G^k := (G^k_t)_{t \geq 0}\), for every \(k \in \mathbb{N}\), on the probability space \((\Omega, G, \mathbb{P})\), and an arbitrary sequence of real–valued random variables \(\xi^k \in \mathbb{R}\).

The following assumptions will be in force throughout this section.

- **(M1)** The filtration \(G^\infty\) is quasi–left–continuous and the process \(X^\infty\) is \(G^\infty\)-quasi–left–continuous.

- **(M2)** The process \(X^k \in H^2(G^k, \infty; \mathbb{R}^\ell)\), for every \(k \in \mathbb{N}\). Moreover \(X^\infty \xrightarrow{L^2(\Omega, G, \mathbb{P}; \mathbb{R}^\ell)} X^\infty\).

- **(M3)** The martingale \(X^\infty\) possesses the \(G^\infty\)-predictable representation property.

- **(M4)** The filtrations converge weakly, i.e., \(G^k \xrightarrow{w} G^\infty\).

- **(M5)** The random variable \(\xi^k \in L^2(\Omega, G^k, \mathbb{P}; \mathbb{R})\), for every \(k \in \mathbb{N}\), and \(\xi^k \xrightarrow{L^2(\Omega, G^k, \mathbb{P}; \mathbb{R})} \xi^\infty\).

**Remark 3.1.** In view of Proposition 2.14, conditions (M2) and (M4) imply that

\( (X^k, G^k) \xrightarrow{\text{ext}} (X^\infty, G^\infty) \).

**Remark 3.2.** In (M5), we have imposed an additional measurability assumption for the sequence of random variables \((\xi^k)_{k \in \mathbb{N}}\), since we require that \(\xi^k \in G^k\) be \(G^\infty\)-measurable for any \(k \in \mathbb{N}\), instead of just being \(G\)-measurable. We could spare that additional assumption at the cost of a stronger hypothesis in (M4), namely that the weak convergence of the \(\sigma\)-algebra

\( G^k \xrightarrow{w} G^\infty \),

holds in addition. To sum up, the pair (M4) and (M5) can be substituted by the following

- **(M4’)** The filtrations converge weakly as well as the final \(\sigma\)-algebra, that is \(G^k \xrightarrow{w} G^\infty\) and \(G^k \xrightarrow{w} G^\infty\).

- **(M5’)** The sequence \((\xi^k)_{k \in \mathbb{N}} \subset L^2(\Omega, G, \mathbb{P}; \mathbb{R})\) and satisfies \(\xi^k \xrightarrow{L^2(\Omega, G, \mathbb{P}; \mathbb{R})} \xi^\infty\).

In the sequel we are going to update our notation as follows: for \(k \in \mathbb{N}\), \(X^{k,c}\), respectively \(X^{k,d}\), will denote the continuous part, respectively the purely discontinuous part, of the martingale \(X^k\). Moreover, for \(i = 1, \ldots, \ell\), \(X^{k,c,i}\), respectively \(X^{k,d,i}\), will denote the \(i\)-th element of the continuous part, respectively the \(i\)-th element of the purely discontinuous part, of the martingale \(X^k\). An \(\mathbb{R}^\ell\)-predictable process \(A\) will be denoted by \(A^\ell\), whenever the coexistence of several filtrations may create confusion.

**Theorem 3.3.** Let conditions (M1)–(M5) hold and define the \(G^k\)-martingales \(Y^k := \mathbb{E}[\xi^k | G^k]\), for \(k \in \mathbb{N}\). The orthogonal decomposition of \(Y^\infty\) with respect to \((X^{\infty,c}, \mu^{X^{\infty,d}}, G^\infty)\)

\[
Y^\infty = Y^\infty_0 + Z^\infty \cdot X^{\infty,c} + U^\infty \ast \tilde{\mu}(X^{\infty,d}, G^\infty),
\]
and the orthogonal decomposition of $Y^k$ with respect to $(X^{k,c},\mu^{X^{k,d},\mathbb{G}^k})$

$$Y^k = Y^k_0 + Z^k \cdot X^{k,c} + U^k \ast \tilde{\mu}^{(X^{k,d},\mathbb{G}^k)} + N^k,$$ for $k \in \mathbb{N},$

satisfy the following convergences

$$\begin{align*}
(Y^k, Z^k \cdot X^{k,c} + U^k \ast \tilde{\mu}^{(X^{k,d},\mathbb{G}^k)}, N^k) \overset{(\mathcal{F})}{\longrightarrow} (Y^\infty, Z^\infty \cdot X^\infty,c + U^\infty \ast \tilde{\mu}^{(X^\infty,d,\mathbb{G}^\infty)}, 0), \\
(Y^k, X^k) \overset{\mathbb{P}}{\longrightarrow} (Y^\infty, X^\infty), \quad (3.2)
\end{align*}$$

where $(Y^k, X^k) := ((Y^k, X^{k,1}), \ldots, (Y^k, X^{k,\ell}))^\top$ for all $k \in \mathbb{N}.$

### 3.2. Examples and applications
In order to apply the above result in a concrete scenario, we need to check that Assumptions (M1)–(M5) are satisfied. The input data would then be a random variable $\xi$, a martingale $X^\infty$ and a filtration $\mathbb{G}^\infty$, and we assume they satisfy (M1) and (M3). Moreover, we can construct sequences $(\xi^k)_{k \in \mathbb{N}}$ and $(X^k)_{k \in \mathbb{N}}$ such that (M2) and (M5) are also satisfied. Therefore, what remains to be shown is not trivial, is the weak convergence of the filtrations, i.e. (M4).

The following two cases describe situations where we can easily check that this condition is satisfied.

- According to Coquet et al. [17, Proposition 2], if $X^k$ is a martingale with independent increments that converges to $X^\infty$, and the filtrations $\mathbb{G}^k$ and $\mathbb{G}^\infty$ are the natural filtrations generated by the respective martingales, then (M4) is automatically satisfied.

- According to Coquet et al. [14, Theorem 1], if $X^\infty$ is a càdlàg Markov process, $X^k$ is a discretization of $X^\infty$, and $\mathbb{G}^k$ and $\mathbb{G}^\infty$ are the natural filtrations generated by the respective martingales, then (M4) is again automatically satisfied.

The following two sub–sub–sections provide two corollaries of Theorem 3.3 that are relevant for applications, in particular for numerical schemes.

#### 3.2.1. The case of processes with independent increments
In this sub–sub–section, we focus on processes with independent increments, and we are interested in convergence in law, which is the relevant convergence for numerical schemes, such as the Euler–Monte Carlo method. Convergence results for numerical schemes typically involve stochastic processes that are defined on distinct probability spaces, while the very definition of weak convergence of filtrations in (M4) requires that processes are defined on the same space. In order to reconcile these opposing facts, we will work with the natural filtration of stochastic processes with independent increments and, in this case, the weak convergence of the filtrations follows from the results of Coquet et al. [17, Proposition 2].

Then, as a corollary of the main theorem, we can show that the convergence results in (3.2) and (3.3) hold also in law.

Let us set the framework for the results that follow. Let $(X^k)_{k \in \mathbb{N}}$ be a sequence of $\mathbb{R}^\ell$–valued càdlàg processes, where $X^k$ is defined on the space $(\Omega^k, \mathbb{G}^k, \mathbb{P}^k)$ for each $k \in \mathbb{N}$, and $(\xi^k)_{k \in \mathbb{N}}$ be a sequence of real–valued random variables, where each $\xi^k$ is defined on $(\Omega^k, \mathbb{G}^k, \mathbb{P}^k)$ for each $k \in \mathbb{N}$. Moreover, we assume that

$$\sup_{k \in \mathbb{N}} \mathbb{E}^k \left[ \int_{(0,\infty) \times \mathbb{R}^\ell} |x|^2 \mu^{X^k}(ds, dx) \right] < \infty, \quad (3.4)$$

where by $\mathbb{E}^k[\cdot]$ we have denoted the expectation under $\mathbb{P}^k$, for every $k \in \mathbb{N}$. We will denote analogously $\mathbb{E}^k[\cdot|\mathcal{F}]$ the conditional expectation with respect to (an element of) a filtration $\mathcal{F}$ under the measure $\mathbb{P}^k$, for every $k \in \mathbb{N}$. Moreover, we will denote the set of $\mathbb{R}^q$–valued and square–integrable $\mathbb{P}^{X^k}$–martingales by $\mathcal{H}^2(\mathbb{P}^{X^k}, \infty; \mathbb{R}^q)$, for every $k \in \mathbb{N}$, where we have notationally suppressed the dependence on $\Omega^k$.

The following assumptions will be in force throughout this sub–sub–section.

(W1) The filtration $\mathbb{P}^{X^\infty}$ is quasi–left–continuous.

(W2) $X^k \in \mathcal{H}^2(\mathbb{P}^{X^\infty}, \infty; \mathbb{R}^\ell)$, for every $k \in \mathbb{N}$. Moreover, $X^k \overset{\mathcal{L}}{\longrightarrow} X^\infty$ in $\mathcal{D}([0, \infty); \mathbb{R}^\ell)$ as well as $X^\infty \overset{\mathcal{L}}{\longrightarrow} X^\infty$ in $\mathbb{R}^\ell$, where $(|X^\infty|^2)_{k \in \mathbb{N}}$ is in addition uniformly integrable.

(W3) The martingale $X^\infty$ possesses the $\mathbb{P}^{X^\infty}$–predictable representation property.

(W4) The process $X^k$ has independent increments relative to the filtration $\mathbb{P}^{X^k}$, for every $k \in \mathbb{N}$. 
(W5) The random variable \( \xi^k \in L^2(\Omega^k, \mathcal{F}^{X^k}, \mathbb{P}^k; \mathbb{R}) \), for every \( k \in \mathbb{N} \), and is such that \( (|\xi^k|^2)_{k \in \mathbb{N}} \) is uniformly integrable and \( \xi^k \xrightarrow{\mathcal{L}} \xi^\infty \).

**Corollary 3.4.** Let conditions (W1)–(W5) hold and define the martingales \( Y^k := \mathbb{E}^k[\xi^k | \mathcal{F}^{X^k}] \), for \( k \in \mathbb{N} \). The orthogonal decomposition of \( Y^\infty \) with respect to \( (X^\infty, \mu^{X^\infty}; \mathbb{P}^{X^\infty}) \)

\[
Y^\infty = Y_0^\infty + Z^\infty \cdot X^\infty, + U^\infty \star \tilde{\mu}(X^\infty, \mathbb{P}^{X^\infty}),
\]

and the orthogonal decomposition of \( Y^k \) with respect to \( (X^k, \mu^{X^k}; \mathbb{P}^{X^k}) \)

\[
Y^k = Y_0^k + Z^k \cdot X^k, + U^k \star \tilde{\mu}(X^k, \mathbb{P}^{X^k}) + N^k, \text{ for } k \in \mathbb{N},
\]

satisfy the following convergences

\[
(Y^k, Z^k \cdot X^k, U^k \star \tilde{\mu}(X^k, \mathbb{P}^{X^k}), N^k) \xrightarrow{\mathcal{L}} (Y^\infty, Z^\infty \cdot X^\infty, + U^\infty \star \tilde{\mu}(X^\infty, \mathbb{P}^{X^\infty}), 0), \tag{3.5}
\]

\[
(\langle Y^k \rangle, \langle Y^k, X^k \rangle, \langle N^k \rangle) \xrightarrow{\mathcal{L}} (\langle Y^\infty \rangle, \langle Y^\infty, X^\infty \rangle, 0). \tag{3.6}
\]

The proof is deferred to Appendix A.4.

### 3.2.2. A stronger version of the main theorem

In this sub–sub–section, we strengthen the main theorem in the following sense: if we assume that there exist two sequences that converge to the continuous and the purely discontinuous part of the limiting martingale, then the angle brackets of \( Y^k \) with respect to these sequences converge to the angle brackets of \( Y^\infty \) with respect to the continuous and the purely discontinuous part of the limiting martingale. This framework is very useful when considering discrete–time approximations of continuous–time martingales. To this end, we need to allow the Itô integrator to exhibit jumps, i.e. it should not necessarily be a continuous martingale. Therefore, we also need to generalize the notion of orthogonal decompositions which was described in Sub–sub–subsection 2.2.3.

**Definition 3.5.** Let \( \mathbb{F} \) be a filtration, \( (X^0, X^2) \in \mathcal{H}^2(\mathbb{F}, \infty; \mathbb{R}^m) \times \mathcal{H}^{2.d}(\mathbb{F}, \infty; \mathbb{R}^n) \) and \( Y \in \mathcal{H}^2(\mathbb{F}, \infty; \mathbb{R}) \). The decomposition

\[
Y = Y_0 + Z \cdot X^0 + U \star \tilde{\mu}^{X^2} + N,
\]

where the equality is understood componentwise, will be called the orthogonal decomposition of \( Y \) with respect to \( (X^0, X^2) \) if

(i) \( Z \in \mathbb{H}^2(X^0, \mathbb{F}, \infty; \mathbb{R}^m) \) and \( U \in \mathbb{H}^2(\mu^{X^2}; \mathbb{F}, \infty; \mathbb{R}) \),

(ii) \( Z \cdot X^0 \perp U \star \tilde{\mu}^{X^2} \),

(iii) \( N \in \mathcal{H}^2(\mathbb{F}, \infty; \mathbb{R}) \) with \( \langle N, X^0 \rangle^\mathbb{F} = 0 \) and \( M_{\mu^{X^2}}[\Delta N | \mathcal{F}^\mathbb{F}] = 0 \).

The following results will allow us to obtain the orthogonal decomposition as understood in Definition 3.5. Their proofs can be found in [59, Appendix A]. For the statement of the following results we will fix an arbitrary filtration \( \mathbb{F} \).

**Lemma 3.6.** Let \( (X^0, X^2) \in \mathcal{H}^2(\mathbb{F}, \infty; \mathbb{R}^m) \times \mathcal{H}^{2.d}(\mathbb{F}, \infty; \mathbb{R}^n) \) with \( M_{\mu^{X^2}}[\Delta X^0 | \mathcal{F}^\mathbb{F}] = 0 \), where the equality is understood componentwise. Then, for every \( Y^0 \in \mathcal{L}^2(X^0, \mathbb{F}, \infty; \mathbb{R}) \), \( Y^2 \in \mathcal{K}^2(\mu^{X^3}; \mathbb{F}, \infty; \mathbb{R}) \), we have \( \langle Y^0, Y^2 \rangle = 0 \). In particular, \( \langle X^0, X^2 \rangle = 0 \).

In view of Lemma 3.6, we can provide in the next proposition the desired orthogonal decomposition of a martingale \( Y \) with respect to a pair \( (X^0, X^2) \in \mathcal{H}^2(\mathbb{F}, \infty; \mathbb{R}^m) \times \mathcal{H}^{2.d}(\mathbb{F}, \infty; \mathbb{R}^n) \), i.e. we do not necessarily use the pair \( (X^c, X^d) \) which is naturally associated to the martingale \( X \). Observe that in this case we do allow the first component to have jumps. This is particularly useful when one needs to decompose a discrete–time martingale as a sum of an Itô integral, a stochastic integral with respect to an integer–valued random measure and a martingale orthogonal to the space of stochastic integrals.
Proposition 3.7. Let \((Y, X^o, X^\natural) \in \mathcal{H}^2(F, \infty; \mathbb{R}) \times \mathcal{H}^2(F, \infty; \mathbb{R}^m) \times \mathcal{H}^2_{\mu X^\natural}[\Delta X^o|\tilde{P}]^2 = 0\), where the equality is understood componentwise. Then, there exists a pair \((Z, U) \in \mathcal{H}^2(X^o, F, \infty; \mathbb{R}^m) \times \mathcal{H}^2(\mu X^\natural F, \infty; \mathbb{R})\) and \(N \in \mathcal{H}^2(F, \infty; \mathbb{R})\) such that
\[
Y = Y_0 + Z \cdot X^o + U \cdot \tilde{\mu}^X + N,
\] (3.7)
with \((X^o, N) = 0\) and \(M_{\mu X^\natural}[\Delta N|\tilde{P}] = 0\). Moreover, this decomposition is unique, up to indistinguishability.

In other words, the orthogonal decomposition of \(Y\) with respect to the pair \((X^o, X^\natural)\) is well–defined under the above additional assumption on the jump parts of the martingales \(X^o\) and \(X^\natural\).

We conclude this subsection with some useful results. Let \(\overline{X} := (X^o, X^\natural) \in \mathcal{H}^2(\mathbb{R}, \infty; \mathbb{R}^m) \times \mathcal{H}^2_{\mu X^\natural}(\mathbb{R}, \infty; \mathbb{R})\) with \(M_{\mu X^\natural}[\Delta X^o|\tilde{P}] = 0\). Then we define
\[
\mathcal{H}^2(\overline{X}^\bot, F, \infty; \mathbb{R}) := \left\{ L \in \mathcal{H}^2(F, \infty; \mathbb{R}) \mid (X^o, L)^F = 0 \text{ and } M_{\mu X^\natural}[\Delta L|\tilde{P}] = 0 \right\}.
\]

Proposition 3.8. Let \(\overline{X} := (X^o, X^\natural) \in \mathcal{H}^2(F, \infty; \mathbb{R}^m) \times \mathcal{H}^2_{\mu X^\natural}(\mathbb{R}, \infty; \mathbb{R})\) with \(M_{\mu X^\natural}[\Delta X^o|\tilde{P}] = 0\). Then,
\[
\mathcal{H}^2(\overline{X}^\bot, F, \infty; \mathbb{R}) = \{ L \in \mathcal{H}^2(F, \infty; \mathbb{R}) \mid (X^o, L)^F = 0 \text{ and } M_{\mu X^\natural}[\Delta L|\tilde{P}] = 0 \}\}
Moreover, the space \((\mathcal{H}^2(\overline{X}^\bot, F, \infty; \mathbb{R}), \| \cdot \|_{\mathcal{H}^2(F, \infty; \mathbb{R})})\) is closed.

Corollary 3.9. Let \(\overline{X} := (X^o, X^\natural) \in \mathcal{H}^2(F, \infty; \mathbb{R}^m) \times \mathcal{H}^2_{\mu X^\natural}(\mathbb{R}, \infty; \mathbb{R})\) with \(M_{\mu X^\natural}[\Delta X^o|\tilde{P}] = 0\). Then,
\[
\mathcal{H}^2(F) = \mathcal{L}^2(F, \infty; \mathbb{R}) \oplus \mathcal{K}^2(\mu X^\natural F, \infty; \mathbb{R}) \oplus \mathcal{H}^2(\overline{X}^\bot, F, \infty; \mathbb{R}),
\]
where each of the spaces appearing in the above identity is closed.

In view of the above results, we are going to strengthen Condition (M2) to the following one
\[(M'2)\] There is a pair \((X^{k, o}, X^{k, \natural}) \in \mathcal{H}^2(G^k, \infty; \mathbb{R}) \times \mathcal{H}^2_{\mu X^{k, \natural}}(G^k, \infty; \mathbb{R})\) with \(M_{\mu X^{k, \natural}}[\Delta X^{k, o}|\tilde{P}^{G^k}] = 0\) for every \(k \in \mathbb{N}\), such that in addition \(X^k = X^{k, o} + X^{k, \natural}\), and
\[
(X^{k, o}, X^{k, \natural}) \overset{L^2(\Omega, G, F^k; R^\ell^2)}{\longrightarrow} (X^{\infty, c}_\infty, X^{\infty, d}_\infty).
\] (3.8)

Corollary 3.10. Let conditions (M1), (M2') and (M3)–(M5) hold. Then Theorem 3.3 is valid and the convergence (3.3) can be improved into the following one
\[
\left\langle Y^k, X^{k, o} \right\rangle + \left\langle Y^k, X^{k, \natural} \right\rangle \overset{\left\langle J_1(F^\ell R^\ell), L^1 \right\rangle}{\longrightarrow} \left\langle Y^{\infty, c}, X^{\infty, c} \right\rangle + \left\langle Y^{\infty, d}, X^{\infty, d} \right\rangle,
\] (3.9)
where we have defined \(\left\langle Y^k, X^{k, o} \right\rangle := \left\langle Y^k, X^{k, o, i} \right\rangle\) for \(i = 1, \ldots, \ell\), and \(k \in \mathbb{N}\), and analogously for the processes \(\left\langle Y^k, X^{k, \natural} \right\rangle\), \(k \in \mathbb{N}\), \(\left\langle Y^{\infty, c}, X^{\infty, c} \right\rangle\) and \(\left\langle Y^{\infty, d}, X^{\infty, d} \right\rangle\).

Proof. Theorem 3.3 obviously applies in the current framework, since the sequence \((X^{k, o})_{k \in \mathbb{N}}\) approximates \(X^{\infty, c}\), i.e. the associated sequence of jump processes will finally vanish. Due to the bilinearity of the dual predictable projection, we obtain the following convergence
\[
\left\langle Y^k, X^{k, o} \right\rangle + \left\langle Y^k, X^{k, \natural} \right\rangle = \left\langle Y^k, X^k \right\rangle \overset{\left\langle J_1(F^\ell R^\ell), L^1 \right\rangle}{\longrightarrow} \left\langle Y^{\infty, c}, X^{\infty, c} \right\rangle + \left\langle Y^{\infty, d}, X^{\infty, d} \right\rangle.
\] (3.10)
By convergence (3.8) and (M5), we obtain the following convergence
\[
\left(Y^{k, o} + X^{k, o, i}, X^{k, o, i}, X^{k, o, i}, X^{k, o, i} \right) \overset{L^2(\Omega, G, F^k; \mathbb{R}^2)}{\longrightarrow} \left( Y^{\infty, c}, X^{\infty, c, i}, X^{\infty, c, i}, X^{\infty, c, i} \right),
\] (3.11)
for every \(i = 1, \ldots, \ell\). Theorem 2.16(i) yields that the predictable quadratic covariation of the processes above also converge, and then the polarisation identity allows us to deduce that
\[
\left\langle Y^k, X^{k, o} \right\rangle \overset{\left\langle J_1(F^\ell R^\ell), L^1 \right\rangle}{\longrightarrow} \left\langle Y^{\infty, c}, X^{\infty, c} \right\rangle = \left\langle Y^{\infty, c}, X^{\infty, c} \right\rangle.
\]
The statement now follows from the continuity of the angle bracket of the limiting processes, due to the quasi–left–continuity of the limiting filtrations, the convergence in (3.10) and Lemma A.1. □
Remark 3.11. The last corollary generalizes Madan et al. [50, Corollary 2.6]. Indeed, they consider a discrete–time process approximating a Lévy process, and work with the natural filtrations, while we can deal both with discrete– and continuous–time approximations of general martingales, with arbitrary filtrations.

3.3. Comparison with the literature. In this section, we will compare the results presented in Subsections 3.1 and 3.2 with analogous results in the existing literature, namely, with Briand et al. [10, Theorem 5] and Jacod et al. [35, Theorem 3.3]. This discussion serves also as an introduction to the next section, where we will try to clarify some technical points of the proof. For the convenience of the reader, we have adapted the notation of the aforementioned articles to our notation.

We will follow the chronological order for our discussion, i.e. we will start with the comparison of Theorem 3.3 with [35, Theorem 3.3]. There, the authors consider a single filtration, i.e. \( \mathbb{G}^k = \mathbb{G}^\infty \) for every \( k \in \mathbb{N} \), where \( \mathbb{G}^\infty \) is an arbitrary filtration. The reader should observe that under this framework, (M4) reduces to a triviality. Additionally, since the filtration is chosen to be arbitrary, conditions (M1) and (M3) are not necessarily satisfied. Regarding the stochastic integrators, \( X^{k,o} \) is a locally square–integrable real–valued \( \mathbb{G}^\infty \)–martingale and \( X^{k,z} = 0 \), for every \( k \in \mathbb{N} \). Therefore, the authors deal with Kunita–Watanabe decompositions, i.e. each \( Y^k \) consists of an Itô process and its orthogonal martingale, for every \( k \in \mathbb{N} \). Schematically, the convergence indicated by solid arrows in the following scheme holds, and it is proved in [35, Theorem 3.3] that the convergence of the respective parts of the Kunita–Watanabe decompositions (indicated with the dashed arrows) also holds

\[
\begin{align*}
  X^k &\,\downarrow\, Y^k = Z^k \cdot X^k + N^k, \\
  X^\infty &\downarrow\, Y^\infty = Z^\infty \cdot X^\infty + N^\infty.
\end{align*}
\]

In other words, the result of [35] is more general than Theorem 3.3, in the sense that the orthogonal martingale part is non–zero, and more restrictive in the sense that it considers a single filtration and Kunita–Watanabe decompositions.

Let us rewrite the above scheme by means of an Itô stochastic integral with respect to the continuous martingale part \( X^{k,c} \), and of a stochastic integral with respect to the integer–valued measure \( \mu^{X^{k,d}} \), for every \( k \in \mathbb{N} \) , i.e.

\[
\begin{align*}
  X^k &\,\downarrow\, Y^k = Z^k \cdot X^{k,c} + (Z^k \text{Id}) \ast \mu^{X^{k,d,\mathbb{G}^\infty}} + N^k, \\
  X^\infty &\downarrow\, Y^\infty = Z^\infty \cdot X^{\infty,c} + (Z^\infty \text{Id}) \ast \mu^{X^{\infty,d,\mathbb{G}^\infty}} + N^\infty.
\end{align*}
\]

Observe that we have written the purely discontinuous part of the martingale \( Z^k \cdot X^k \) as \( (Z^k \text{Id}) \ast \mu^{X^{k,d,\mathbb{G}^\infty}} \). This follows from [34, Proposition II.1.30], in conjunction with the fact that \( X^{k,d,\mathbb{G}^\infty} = \text{Id} \ast \mu^{(X^{k,d,\mathbb{G}^\infty})} \), for every \( k \in \mathbb{N} \). Assume moreover, that we are interested in proving a result analogous to [35, Theorem 3.3] for orthogonal decompositions, and not only for Kunita–Watanabe decompositions. Then, in view of the above scheme, we should not restrict ourselves to integrands of the form \( \text{Id} \) for the stochastic integral with respect to an integer–valued measure, where \( \text{Id} \) is a predictable process which is determined by the Itô integrand. In other words, given that the convergence indicated by solid arrows in the following scheme holds, we would like to prove that the convergence indicated by the dashed arrows also holds

\[
\begin{align*}
  X^k &\downarrow\, Y^k = Z^k \cdot X^{k,c} + U^k \ast \mu^{X^{k,d,\mathbb{G}^\infty}} + N^k, \\
  X^\infty &\downarrow\, Y^\infty = Z^\infty \cdot X^{\infty,c} + U^\infty \ast \mu^{X^{\infty,d,\mathbb{G}^\infty}} + N^\infty.
\end{align*}
\]

However, if we were to try to follow arguments analogous to [35, Theorem 3.3] in order to prove the result described by the last scheme, we would not be able to conclude. In order to intuitively explain why, let us introduce some further notations. To this end, recall that we are under the framework of [35, Theorem 3.3], i.e. \( \mathbb{G}^k = \mathbb{G}^\infty \) for every \( k \in \mathbb{N} \), and fix a \( k \in \mathbb{N} \). Moreover, recall by the last scheme that \( N^k \) is the martingale obtained by the orthogonal decomposition of \( Y^k \) with respect to \( X^k \), and assume the following orthogonal

\footnote{For simplicity, we will also assume in the following discussion that every local martingale is a square–integrable martingale. This will of course not be the case in the subsequent sections.}
decompositions hold

\[ X^k = X_0^k + \gamma^k \cdot X_{\infty}^\cdot + \beta^k \cdot \tilde{\mu}(X_{\infty}^\cdot, G_\infty) + L^k, \]

where \( \langle X_{\infty}^\cdot, L^k, c \rangle = 0 \) and \( M_{\mu_{X_{\infty}, d}}[\Delta L^k | P_{G_\infty}] = 0 \),

\[ Y^k = \lambda^k \cdot X_{\infty}^\cdot + \zeta^k \cdot \tilde{\mu}(X_{\infty}^\cdot, G_\infty) + R^k, \]

where \( \langle X_{\infty}^\cdot, R^k, c \rangle = 0 \) and \( M_{\mu_{X_{\infty}, d}}[\Delta R^k | P_{G_\infty}] = 0 \).

Using arguments analogous to [35, Theorem 3.3], we would be required at some point to write the stochastic integrals \( U^k \cdot \tilde{\mu}(X_{\infty}, G^k) \) and \( \zeta^k \cdot \tilde{\mu}(X_{\infty}, G^k) \) as the sum of stochastic integrals with respect to \( \tilde{\mu}(X_{\infty}, G^k) \) and \( \mu(L_{t}, G^k) \). This is indeed possible when the predictable function \( \beta^k \), respectively \( U^k, \zeta^k \), is of the form \( W_1\text{Id} \), respectively \( W_2\text{Id}, W_3\text{Id} \), for some predictable process \( W_1 \), respectively \( W_2, W_3 \). However, nothing guarantees that this is possible in the general case, which means that we cannot follow through with the proof.

Our work intends to provide a general limit theorem. Therefore, a condition which imposes a specific relationship between the approximating filtrations \( G^k \) and the limiting filtration \( G_\infty \) would seem restrictive, e.g., \( G^k \subset G_\infty \) for every \( k \in \mathbb{N} \). On the other hand, it is well-known that any right-continuous martingale can be embedded into a Brownian motion, where the filtration associated to the Brownian motion is in general larger than its natural filtration and also depends on the family of stopping times that are used to embed the right-continuous martingale; see [57, Theorem 11]. This may lead one to think that we can, without loss of generality, embed every element of the convergent sequence of martingales \( (X^k)_{k \in \mathbb{N} \cup \{\infty\}} \) into a Brownian motion, though, in this case, the associated filtration \( G_\infty \) would automatically depend on the sequence of families of stopping times used. In special cases, e.g., in the embedding of a sequence of random walks into a Brownian motion, the stopping times used for the embedding are stopping times with respect to the natural filtration of said Brownian motion. Therefore, for Donsker type approximations, it seems that one may use this assumption without loss of generality. However, for the general case, it is not clear how one can verify the weak predictable representation property of \( X_\infty \) with respect to \( G_\infty \). Indeed, observe that if we consider only the natural filtrations then there is no reason why the assumption \( G^k \subset G_\infty \) should hold and in the best case we fall back in the framework presented in our work. As one can see, the two questions posed in this comment are closely related. Returning to our initial formulation and in view of the Jacod–Yor theorem, see [12, Theorem 18.3.6] in conjunction with [12, Theorem 14.5.7], the case of a sequence \( (X^k)_{k \in \mathbb{N} \cup \{\infty\}} \) of additive martingales with respect to their natural filtrations provides a concrete example.

We proceed now to the comparison of Corollary 3.10 and [10, Theorem 5]. The authors of [10] consider the Brownian motion case on a finite and deterministic time interval \([0, T]\). Therefore, in order to translate the finite time horizon into the positive real half-line, we will assume in the following that the processes are indexed on \( \mathbb{R}_+ \) but are constant on the time interval \([T, \infty)\). More precisely and by means of the notation we have introduced, \( X_\infty \) is a real-valued \( \mathbb{P}^{X_\infty} \)-Brownian motion which is approximated by the sequence \( (X^{k, \circ})_{k \in \mathbb{N}} \) under the locally uniform topology in \( L^2 \)-mean, where \( X^{k, \circ} \) is a square-integrable \( \mathbb{P}^{X^k} \)-martingale for every \( k \in \mathbb{N} \). Obviously, \( X^{k, \circ} = 0 \) for every \( k \in \mathbb{N} \). The reader may recall that the convergence \( X^{k, \circ} \xrightarrow{\text{(hu,L^2)}} X^\infty \)

is equivalent to \( X^{k, \circ} \xrightarrow{\mathbb{P}^{(L_1(\mathbb{R}), L^2)}} X^\infty \), due to the continuity of the limit \( X^\infty \). In view of the aforementioned convergence and due to the special role of the time \( T \), we have that

\[ X^{k, \circ} = X_T^{k, \circ} \xrightarrow{\text{L^2}(\Omega, \mathcal{G}, \mathbb{P}; \mathbb{R})} X^\infty_T = X^\infty. \]

Until this point, we can verify that conditions (M1), (M2') and (M3) are satisfied. Condition (M4) is guaranteed by [10, Proposition 3], while condition (M5) is [10, Assumption (H2)]. It is immediate now that the framework of [10, Theorem 5] is stronger than the one we have described for Corollary 3.10. Moreover, Briand, Delyon and Mémin consider the Kunita–Watanabe decomposition of the martingale \( Y^k \) with respect to \( X^{k, \circ} \), for every \( k \in \mathbb{N} \), i.e., the stochastic integral is an Itô integral. Schematically, the convergences indicated by solid arrows in the following scheme hold, and it is proved in [10, Theorem 5] that the convergence of the respective parts of the Kunita–Watanabe decompositions (indicated with dashed arrows) also holds

\[ \begin{array}{c|c|c|c|c|c|c}
X^{k, \circ} & Y^k & = & Z^k \cdot X^{k, \circ} & + & N^k \\
\downarrow & \downarrow & & \downarrow & \uparrow & \\
X^\infty & Y^\infty & = & Z^\infty \cdot X^\infty & + & 0
\end{array} \]

Therefore, we can identify [10, Theorem 5] as a special case of Corollary 3.10.
Let us also briefly describe the technique for the proof that the authors have followed in [10]. We will do so, because we are going to follow the same technique, mutatis mutandis, in order to prove Theorem 3.3. A sufficient condition to conclude the required result is to prove that an arbitrary weak–limit point of the sequence \((N^k)_{k \in \mathbb{N}}\), say \(N\), is orthogonal to \(X^\infty\), i.e. \([X^\infty, N]\) is an \(\mathbb{P}(X^\infty, N)\)–martingale or equivalently
\[
\langle X^\infty, N \rangle_{\mathbb{P}(X^\infty, N)^T} = 0.
\] (3.12)

The reader should keep in mind that the predictable quadratic variation of \([X^\infty, N]\) is determined with respect to the filtration \(\mathbb{P}(X^\infty, N)^T\) and not merely the filtration \(\mathbb{F}X^\infty\). The reason is that the \(\mathbb{F}X^\infty\)–measurability of \(N\) cannot be a priori guaranteed. Let us now briefly argue why (3.12) is a sufficient condition. We start by observing that by definition we have
\[
\mathbb{P}X^\infty \subset \mathbb{P}(X^\infty, N)^T, \text{ and therefore } \mathcal{P}X^\infty \subset \mathcal{P}(X^\infty, N)^T.
\]

Hence, using the well–known property (see [34, Theorem I.4.40.d)])
\[
H \cdot (X^\infty, N)^{\mathbb{P}(X^\infty, N)^T} = \langle H \cdot X^\infty, N \rangle_{\mathbb{P}(X^\infty, N)^T}, \text{ for } H \in \mathbb{H}^2(X^\infty, \mathbb{P}(X^\infty, N)^T, T; \mathbb{R}),
\]
the authors can conclude in particular that \(\overline{N} \perp L\), for every \(L \in \mathcal{L}^2(X^\infty, \mathbb{P}X^\infty, T; \mathbb{R})\). For the equivalent forms of orthogonality see [34, Proposition I.4.15]. Assume now that \((N^k)_{k \in \mathbb{N}}\) is the subsequence that approximates \(\overline{N}\), i.e. \(N^k \xrightarrow{\mathcal{L}} N\) as \(k \to \infty\). Using condition (3.13), the fact that \(Y^\infty\) can be written in the form \(Y^\infty = Z^\infty \cdot X^\infty\) for some \(Z \in \mathbb{H}^2(X^\infty, \mathbb{P}X^\infty, T; \mathbb{R})\), and recalling that \(X^\infty\) possesses the \(\mathbb{F}X^\infty\)–predictable representation property, Briand, Delyon and Mémin can conclude that \(\langle N^k \rangle_{(lu,l)} \xrightarrow{\mathcal{L}} 0\) and consequently \(\overline{N} = 0\). Since the last convergence holds for every weak–limit point of the sequence \((N^k)_{k \in \mathbb{N}}\) and due to the sequential compactness of \((N^k)_{k \in \mathbb{N}}\) (recall that \((C([0, T]; \mathbb{R}), d_{lu})\) is Polish), the authors can conclude that \(N^k \xrightarrow{\mathcal{L}} 0\). The convergence \(Z^k \cdot X^{k, o} \xrightarrow{\mathcal{L}} Z^\infty \cdot X^\infty\) follows then automatically.

After this discussion, the reader may have already wondered what difficulties arise if we do not impose (M3). In order to explain briefly the issue, let us omit (M3) from the set of assumptions, i.e. \(N^\infty \neq 0\) in the Convergence (3.2). Then, by recalling the arguments above, we have that \((N^k)_{k \in \mathbb{N}}\) is a tight sequence, therefore we can assume in general that the set \(\{N : \overline{N}\text{ is a weak limit point of } (N^k)_{k \in \mathbb{N}}\}\) is not a singleton and we can approximate every element up to a subsequence. Recall also that the arbitrary weak limit of \((N^k)_{k \in \mathbb{N}}\) is not necessarily \(\mathcal{G}^\infty\)–adapted.

Then, the best we can say about the relationship between \(N^\infty\) and the arbitrary weak–limit \(\overline{N}\) is that the \(\mathcal{G}^\infty\)–optional projection of \(\overline{N}\) is indistinguishable from \(N^\infty\). Despite our best efforts, we did not manage to improve this result, leading us to assume that (M3) holds.

We close this subsection with a short discussion on the set of conditions (M1)–(M5). As we have already stated in Section 2.3, Theorems 2.15 and 2.16 (which are respectively [52, Theorem 11, Corollary 12] restated in the multidimensional case) constitute the cornerstones for our work. The former will be used in order to construct convergent sequences of martingales, while the latter will guarantee that the respective sequences of dual predictable quadratic variations will be also convergent. Therefore, it is natural for our results to be built on the framework of the aforementioned results. Indeed, conditions (M1), (M2), (M4) and (M5) are those which guarantee that \((X^k, Y^k, \mathcal{G}^k) \xrightarrow{\text{m.a.}} (X^\infty, Y^\infty, \mathcal{G}^\infty)\), recall Remark 3.1. Condition (M3) will be needed in order to characterize the arbitrary weak–limit of the sequence \((N^k)_{k \in \mathbb{N}}\); for more details see Section 3.8.

3.4. Outline of the proof. In this subsection, we present the strategy and an overview of the main arguments used to prove Theorem 3.3, in order to ease the understanding of the technical parts that follow.

---

8If such a property could be proved, then using the fact that \(\overline{N}\) is orthogonal to every element of \(\mathcal{L}^2(X^\infty, \mathcal{G}^\infty, \mathcal{R}) \oplus K^2(\mu^X, \mathcal{G}^\infty, \mathcal{R})\), we could then easily conclude that \(\overline{N} = N^\infty\), by the uniqueness of the orthogonal representation.
The first part of the statement amounts to showing the following convergences

\[
Y^k = Y_0^k + Z^k \cdot X^{k,e} + U^k \cdot \bar{\mu}(X^{k,d,G_k}) + N^k \\
\downarrow \downarrow \downarrow \downarrow \\
Y^\infty = Y_0^\infty + Z^\infty \cdot X^{\infty,e} + U^\infty \cdot \bar{\mu}(X^{\infty,d,G^\infty}) + 0.
\]

(3.14)

The definition of \( Y^k \) as the optional projection of \( \xi^k \) with respect to \( G^k \), for \( k \in \mathbb{N} \), together with Assumptions (M4) and (M5) and Proposition 2.14, yield directly that \( Y^k \xrightarrow{(J_1(\mathbb{R}),\mathbb{P})} Y^\infty \). In particular, \( Y_0^k \xrightarrow{P} Y_0^\infty \). Thus, the sum on the right-hand of (3.14) converges, and we can conclude if we show that \( N^k \xrightarrow{(J_1(\mathbb{R}),\mathbb{P})} 0 \).

**Step 1:**

\[ N^k \xrightarrow{\mathcal{L}} 0. \]

We will show that \( \langle N^k \rangle \xrightarrow{\mathcal{L}} 0 \), which is equivalent to \( \langle N^k \rangle \xrightarrow{(J_1(\mathbb{R}),\mathbb{P})} 0 \). The integrability of the sequence \( (\langle N^k \rangle)_{k \in \mathbb{N}} \), in conjunction with Doob’s maximal inequality, allow us then to deduce that \( N^k \xrightarrow{(J_1(\mathbb{R}),\mathbb{P})} 0 \).

**Step 2:**

\[ \langle N^k \rangle \xrightarrow{\mathcal{L}} 0. \]

We cannot show the statement directly, since we do not even know if \( (N^k)_{k \in \mathbb{N}} \) has a well–defined limit. Now, notice that \( \langle N^k \rangle = \langle Y^k \rangle, \) for every \( k \in \mathbb{N} \), by the orthogonality in the martingale representation. We will thus show instead that \( \langle Y^\infty, \mathcal{N} \rangle_F = 0 \), where \( \mathcal{N} \) is a weak–limit point of \( \langle N^k \rangle_{k \in \mathbb{N}}, \mathbb{P} \) is a filtration such that \( G^k_t \subset \mathcal{F}_t \), for every \( t \in [0, \infty) \), and \( \langle Y^\infty, \mathcal{N} \rangle_F \) is the dual \( \mathbb{F} \)–predictable projection of \( \langle Y^\infty, \mathcal{N} \rangle \). This is equivalent to proving that \( [Y^\infty, \mathcal{N}] \) is an \( \mathbb{F} \)–martingale, and a sufficient condition for the latter is the following

\[ \langle X^{\infty,e}, \mathcal{N} \rangle^F P = 0, \quad \mu_{\mathcal{N}}[\Delta \mathcal{N}]^P = 0, \quad \text{and} \quad \mathcal{N} \text{ is an } \mathbb{F} \text{–martingale}. \]

(3.15)

Hence, having showed that \( \mathcal{N} = 0 \) for every weak–limit point \( \mathcal{N} \) of \( (N^k)_{k \in \mathbb{N}}, \) we can show a posteriori the required convergence.

**Step 3:**

A sufficient condition for (3.15).

This amounts to showing that

\[ [X^\infty, \mathcal{N}] \text{ and } \left[ \int_0^\infty \int_{\mathbb{R}^\ell} h(x) I I(x) \mu(X^{\infty,d,G^\infty})(ds, dx), \mathcal{N} \right] \text{ are uniformly integrable } \mathbb{F} \text{–martingales}, \]

(3.16)

for a suitable positive and deterministic function \( h \) and for a suitable family of sets \( I \).

**Step 4:**

A sufficient condition for (3.16).

This amounts to proving convergence (3.17) below. We have that \( N^k_t \xrightarrow{\mathcal{L}} \mathcal{N}, \) \( X^k \xrightarrow{\mathcal{L}} X^\infty, \) while both sequences possess the \( P \)–UT property; see [34, Definition VI.6.1]. Hence we can conclude that \( [X^k, N^k] \xrightarrow{\mathcal{L}} [X^\infty, \mathcal{N}], \) and \( [X^\infty, \mathcal{N}] \) is a uniformly integrable martingale as the limit of uniformly integrable martingales. Then, we also need to show that

\[ \int_0^\infty \int_{\mathbb{R}^\ell} h(x) I I(x) \mu(X^{k,d,G^k})(ds, dx) \xrightarrow{(J_1(\mathbb{R}),\mathbb{P})} \int_0^\infty \int_{\mathbb{R}^\ell} h(x) I I(x) \mu(X^{\infty,d,G^\infty})(ds, dx), \]

(3.17)

again for a suitable deterministic and positive function \( h \), and a suitable family of sets \( I \), in order to obtain the convergence

\[ \left[ \int_0^\infty \int_{\mathbb{R}^\ell} h(x) I I(x) \tilde{\mu}(X^{k,d,G^k})(ds, dx), N^k \right] \xrightarrow{\mathcal{L}} \left[ \int_0^\infty \int_{\mathbb{R}^\ell} h(x) I I(x) \tilde{\mu}(X^{\infty,d,G^\infty})(ds, dx), \mathcal{N} \right]. \]

3.5. **Step 4 is valid for \( \mathcal{J}(X^\infty) \). This subsection is devoted to proving that (3.17) is true for a family \( \mathcal{J} \) of open subsets of \( \mathbb{R}^\ell \). Throughout this section, we will consider \( X^k \) to be a \( G^k \)–martingale, for every \( k \in \mathbb{N} \). In particular, its jump process is given by (2.1). Before we proceed, let us introduce some notations that will be used throughout the rest of Section 3. For a fixed \( i \in \{1, \ldots, \ell\} \), following the notations used in Appendix A.1,
we introduce the sets
\[ W(X_i^n, t) := \{u \in \mathbb{R} \setminus \{0\}, \exists t > 0 \text{ with } \Delta X_i^n(t) = u\}, \]
\[ V(X_i^n, t) := \{u \in \mathbb{R} \setminus \{0\}, P(\Delta X_i^n(t) = u, \text{ for some } t > 0) > 0\}, \]
\[ I(X_i^n, t) := \{(v, w) \subset \mathbb{R} \setminus \{0\}, vw > 0 \text{ and } v, w \notin V(X_i^n, t)\}. \]

By [34, Lemma VI.3.12], we have that the set \( V(X_i^n, t) \) is at most countable, for every \( i = 1, \ldots, \ell \). Moreover, we define
\[ \mathcal{J}(X_i^n) := \left\{ \prod_{i=1}^\ell I_i, \text{ where } I_i \in \mathcal{I}(X_i^n, t) \cup \{\mathbb{R}\} \right\} \text{ for every } i = 1, \ldots, \ell \setminus \{\mathbb{R}\}, \]
and, for every \( I := I_1 \times \cdots \times I_\ell \in \mathcal{J}(X_i^n) \), we set \( J_I := \{i \in \{1, \ldots, \ell\}, I_i \neq \mathbb{R}\} \neq \emptyset \). Let \( k \in \mathbb{N} \), \( I := I_1 \times \cdots \times I_\ell \in \mathcal{J}(X_i^n) \) and \( g : \Omega \times \mathbb{R}^\ell \to \mathbb{R} \). Then we define the \( \mathbb{R}^{\ell+1} \)-valued process
\[ \hat{X}^k[g, I] := (X^k, X^{k,g,I})^\top, \]
where
\[ X^{k,g,I}(\omega) := \sum_{0 \leq t \leq \tau} g(\omega, \Delta X_t^k(\omega)) I(\Delta X_t^k(\omega)) = \int_{[0,\tau]} g(\omega, x) I_I(x) \mu^{X^k}(\omega; ds, dx). \]
Observe that, due to \((M2)\), the random variable \( X_{\infty}^k \) exists \( P - a.s. \). Consequently, the process \( X^{k,g,I} \), as well as the process \( \hat{X}^k[g, I] \), are \( P - a.s. \) well-defined.

**Proposition 3.12.** Let condition \((M2)\) hold. Fix an \( I \in \mathcal{J}(X_i^n) \) and a function \( g : (\Omega \times \mathbb{R}^\ell, G \otimes B(\mathbb{R}^\ell)) \to (\mathbb{R}, B(\mathbb{R})) \) such that there exists \( \Omega^C \subset \Omega \) with \( P(\Omega^C) = 1 \), and \( \mathbb{R}^\ell \ni x \mapsto g(\omega, x) \in \mathbb{R} \) is continuous on \( C(\omega) \) for every \( \omega \in \Omega^C \), where
\[ C(\omega) := \prod_{i=1}^\ell A_i(\omega), \text{ with } A_i(\omega) := \begin{cases} W(X_i^n, t), & \text{if } i \in J_I, \\ W(X_i^n, t) \cup \{0\}, & \text{if } i \in \{1, \ldots, \ell\} \setminus J_I, \end{cases} \]
Then, it holds
\[ \hat{X}^k[g, I] \xrightarrow{k \to \infty} \hat{X}^\infty[g, I]. \]

**Proof.** Let us fix an \( I := I_1 \times \cdots \times I_\ell \in \mathcal{J}(X_i^n) \). Since the space \((D(\mathbb{R}^{\ell+1}), d_{J_1(\mathbb{R}^{\ell+1}))})\) is Polish, by Dudley [23, Theorem 9.2.1], it is therefore sufficient to prove that for every subsequence \( (\hat{X}^{k_l}[g, I])_{l \in \mathbb{N}} \), there exists a further subsequence \( (\hat{X}^{k_{lm}}[g, I])_{m \in \mathbb{N}} \) for which
\[ \hat{X}^{k_{lm}}[g, I] \xrightarrow{m \to \infty} \hat{X}^\infty[g, I], \quad P - a.s. \] (3.18)
Let \( (\hat{X}^{k_l}[g, I])_{l \in \mathbb{N}} \) be fixed hereinafter. For every \( i \in J_I \), since \( I_i \in \mathcal{I}(X_i^n, t) \), there exists \( \Omega^{I_i} \subset \Omega \) such that
(i) \( P(\Omega^{I_i}) = 1 \),
(ii) \( \Delta X_i^{\infty,d,i}(\omega) \notin \partial I_i \), for every \( t \in \mathbb{R}_+ \) and \( \omega \in \Omega^{I_i} \),
where \( \partial A \) denotes the \( | \cdot | \)−boundary of the set \( A \).
Condition \((M2)\) implies the convergence \( X^k \xrightarrow{J_1(\mathbb{R}^\ell), P} X^\infty \). Hence, for the subsequence \( (X^{k_l})_{l \in \mathbb{N}} \), there is a further subsequence \( (X^{k_{lm}})_{m \in \mathbb{N}} \) for which holds
\[ X^{k_{lm}} \xrightarrow{J_1(\mathbb{R}^\ell), P} X^\infty, \quad P - a.s. \] (3.19)
Let \( \Omega_{\text{sub}} \subset \Omega \) be such that \( P(\Omega_{\text{sub}}) = 1 \) and such that the convergence \((3.19)\) holds for every \( \omega \in \Omega_{\text{sub}} \). Define \( \Omega_{\text{sub}}^I := \Omega_{\text{sub}} \cap \left( \cap_{i \in J_I} \Omega^{I_i} \right) \). Then
(i') \( P(\Omega_{\text{sub}}^I) = 1 \),
(ii') $\Delta X_t^{\infty,d,i}(\omega) \notin \partial I_i$, for every $t \in \mathbb{R}_+$, for every $i \in J_I$ and every $\omega \in \Omega^{J_I}_{\text{sub}}$. By the last property, we can conclude that $\partial I_i \cap W(X^{\infty,i}(:)) = \emptyset$, for every $\omega \in \Omega^{J_I}_{\text{sub}}, i \in J_I$. Therefore, the function $\mathbb{R}^{\ell} \ni x \mapsto g_i(\omega, x)\mathbb{I}_I(x)$ is continuous on the set $C'(\omega)$ for $\mathbb{P}$–almost every $\omega \in \Omega^{J_I}_{\text{sub}}$. We can now conclude once we apply, for each $\omega \in \Omega^{J_I}_{\text{sub}}$, Proposition A.8 for the sequence $(X_{k,m}^{\omega}(:))_{m \in \mathbb{N}}$ and for the function $\mathbb{R}^{\ell} \ni x \mapsto g(\omega, x) \in \mathbb{R}$. This gives us (3.18).

In order to abridge the notation in the following results, we introduce, for any $p \in \mathbb{R}_+$, the continuous function
$$\mathbb{R}^{\ell} \ni x \mapsto \sum_{i=1}^{\ell} (|x_i| \wedge 1)^p \in \mathbb{R},$$
where $a \wedge b = \min\{a, b\}$ for $a, b \in \mathbb{R}$.

**Corollary 3.13.** Let condition (M2) hold. Then, for every $I \in \mathcal{J}(X^{\infty})$ it holds
$$\hat{X}^k[R_p, I] \xrightarrow{\mathbb{P}(\mathbb{R}^{\ell+1}, \mathbb{P})} \hat{X}^\infty[R_p, I], \text{ for every } p \in \mathbb{R}_+.$$  

**Proof.** Let $p \in \mathbb{R}_+$. It suffices to apply the above proposition to the function $R_p$, which is continuous. □

Let us now provide more details on the strategy of the proof for this step. Proposition 3.18 below is the most important result of this subsection, since it provides us with a rich enough family of converging martingale sequences. It is this family that we are going to use in order to show convergence (3.17). To this end, we are going to apply Theorem 2.15 to the sequence $(X^{k,R_2,I})_{k \in \mathbb{N}}$, where $I \in \mathcal{J}(X^{\infty})$. However, all of this requires to make sure that this sequence indeed verifies the requirements of the aforementioned theorem, for every $I \in \mathcal{J}(X^{\infty})$. This is the subject of the remainder of this subsection.

Let us fix $I = \prod_{i=1}^{\ell} I_i \in \mathcal{J}(X^{\infty})$, hence the set $J_I$ is a fixed non–empty subset of $\{1, \ldots, \ell\}$. Moreover, we define $\mathbb{R}^{\ell} \ni x \mapsto R_2A(x), \text{ for every } A \subset \mathbb{R}^{\ell}$.

**Lemma 3.14.** The process $X^{k,R_2,I}$ is a $\mathbb{G}^k$–special semimartingale, for every $k \in \mathbb{N}$. In particular, its $\mathbb{G}^k$–canonical decomposition is given by
$$X^{k,R_2,I} = \int_0^\infty \int_{\mathbb{R}^{\ell}} R_2(x) \tilde{\mu}^{(X^{k,d},\mathbb{G}^k)}(ds, dx) + \int_{[0,\cdot] \times I} R_2(x) \nu^{(X^{k,d},\mathbb{G}^k)}(ds, dx),$$
or equivalently
$$R_2 \ast \mu^{X^{k,d}} = R_2 \ast \tilde{\mu}^{(X^{k,d},\mathbb{G}^k)} + R_2 \ast \nu^{(X^{k,d},\mathbb{G}^k)}.$$  

**Proof.** Let $k \in \mathbb{N}$. Observe that by construction the process $X^{k,R_2,I}$ is $\mathbb{G}^k$–adapted and càdlàg. The function $R_2$ is positive, hence the process $X^{k,R_2,I}$ is a $\mathbb{G}^k$–submartingale of finite variation, as its paths are $\mathbb{P}$–a.s. non–decreasing. Before we proceed, we need to show the integrability of $R_2 \ast \mu^{X^{k,d}}$ in order to make use of [34, Proposition II.1.28]. But, we have
$$\mathbb{E} \left[ \int_{[0,\infty) \times \mathbb{R}^{\ell}} R_2(x) \mu^{X^{k,d}}(ds, dx) \right] \leq \mathbb{E} \left[ \int_{[0,\infty) \times \mathbb{R}^{\ell}} \sum_{i=1}^{\ell} |x_i|^2 \mu^{X^{k,d}}(ds, dx) \right] \leq 4 \mathbb{E} \left[ \int_{[0,\infty) \times \mathbb{R}^{\ell}} |x|^2 \mu^{X^{k,d}}(ds, dx) \right]$$
$$\leq 4 \mathbb{E} \left[ \int_{[0,\infty) \times \mathbb{R}^{\ell}} |x|^2 \mu^{X^{k,d}}(ds, dx) \right] \quad \leq \quad (3.1) \leq \quad (3.20)$$
which yields also that $X^{k,R_2,I}$ is special, by [34, Proposition I.4.23.(iv)]. Moreover, by [34, Theorem II.1.8] and condition (3.1) we obtain
$$\mathbb{E} \left[ \int_{[0,\infty) \times \mathbb{R}^{\ell}} R_2(x) \nu^{(X^{k,d},\mathbb{G}^k)}(ds, dx) \right] < \infty, \text{ for every } k \in \mathbb{N}. \quad (3.21)$$
Therefore, we have

\[
X_{k,R_2,I} = \sum_{0<s \leq t} R_2(\Delta X^{k,d}_s) \mathbb{I}_I(\Delta X^{k,d}_s) = \int_{[0,1] \times \mathbb{R}^t} R_2(x) \mathbb{I}_I(x) \mu^{X^{k,d}}(ds, dx)
\]

Using (3.29) from [34, Theorem II.1.28],

\[
\begin{aligned}
\int_0^t \int_{\mathbb{R}^t} R_2(x) \mathbb{I}_I(x) \mu^{X^{k,d,G^k}}(ds, dx) & + \int_0^t \int_{\mathbb{R}^t} R_2(x) \mathbb{I}_I(x) \nu^{X^{k,d,G^k}}(ds, dx) \\
& = R_{2,I} * \mu^{X^{k,d,G^k}} + R_{2,I} * \nu^{X^{k,d,G^k}}.
\end{aligned}
\]

The finite variation part \( R_{2,I} * \mu^{X^{k,d,G^k}} \) is predictable, since \( R_{2,I} \) is deterministic and the random measure \( \nu^{X^{k,d,G^k}} \) is predictable (see [34, Definition II.1.6, Theorem II.1.8]). Hence, we can conclude also via this route that \( X_{k,R_2,I} \) is a special semimartingale, since it admits a representation as the sum of a martingale and a predictable part of finite variation.

\[\square\]

**Lemma 3.15.**

(i) The sequence \( \left( \text{Tr}([X^k]^\infty) \right)_{k \in \mathbb{N}} \) is uniformly integrable.

(ii) The sequence \( \left( X^k_{R_2,I} \right)_{k \in \mathbb{N}} \) is uniformly integrable.

(iii) The sequence \( \left( [X^k_{R_2,I}]^\infty \right)_{k \in \mathbb{N}} \) is uniformly integrable.

**Proof.** (i) In view of conditions \( (M1), (M2) \) and \( (M4) \), we have from Theorem 2.16(ii) that the sequence \( \left( [X^k]^\infty \right)_{k \in \mathbb{N}} \) is uniformly integrable. By [31, Corollary 1.10] we can conclude.

(ii) Using the definitions of \( R_2 \) and \( X^k_{R_2,I} \), we get

\[
X^k_{R_2,I} = \int_{(0,\infty) \times \mathbb{R}} R_2(x) \mu^{X^{k,d}}(ds, dx) \leq \int_{(0,\infty) \times \mathbb{R}} |x|^2 \mu^{X^{k,d}}(ds, dx) = \text{Tr}([X^k_d]_\infty) \leq \text{Tr}([X^k]^\infty).
\]

Hence, from (i) and [31, Theorem 1.7] we can conclude.

(iii) By Lemma 3.14, the process \( X^k_{R_2,I} \) is a \( G^k \)-special semimartingale for every \( k \in \mathbb{N} \), whose martingale part is purely discontinuous. Therefore, we have by [34, Theorem I.4.52] that

\[
[X^k_{R_2,I}]_\infty = \sum_{s > 0} |R_2(\Delta X^{k,d}_s)|^2 \mathbb{I}_I(\Delta X^{k,d}_s) \leq \sum_{s > 0} |R_2(\Delta X^{k,d}_s)|^2 = \sum_{s > 0} \left( \sum_{i=1}^{\ell} (|\Delta X^{k,d,i}_s| \wedge 1)^2 \right)
\]

\[
= \sum_{s > 0} \left( \sum_{i=1}^{\ell} (|\Delta X^{k,d,i}_s|^4 \mathbb{I}_{(0,1)}(|\Delta X^{k,d,i}_s|) + \mathbb{I}_{[1,\infty)}(|\Delta X^{k,d,i}_s|)) \right)
\]

\[
\leq 2\ell \sum_{s > 0} \left( \sum_{i=1}^{\ell} (|\Delta X^{k,d,i}_s|^4 \mathbb{I}_{(0,1)}(|\Delta X^{k,d,i}_s|) + \mathbb{I}_{[1,\infty)}(|\Delta X^{k,d,i}_s|)) \right)
\]

\[
\leq 2\ell \sum_{s > 0} \left( \sum_{i=1}^{\ell} (|\Delta X^{k,d,i}_s|^4 \mathbb{I}_{(0,1)}(|\Delta X^{k,d,i}_s|) + \mathbb{I}_{[1,\infty)}(|\Delta X^{k,d,i}_s|)) \right)
\]

Thus, using (i) and [31, Theorem 1.7] again, we have the required result.

\[\square\]

**Lemma 3.16.**

(i) The sequence \( \left( \text{Var}(R_{2,I} * \nu^{X^{k,d,G^k}}) \right)_{k \in \mathbb{N}} \) is tight in \((\mathbb{R}, | \cdot |)\).

(ii) The sequence \( \left( \sum_{s > 0} (\Delta(R_{2,I} * \nu^{X^{k,d,G^k}})_s)^2 \right)_{k \in \mathbb{N}} \) is uniformly integrable.

**Proof.** (i) We have already observed that \( X^k_{R_2,I} \) is a \( G^k \)-submartingale for every \( k \in \mathbb{N} \) and consequently \( R_{2,I} * \nu^{X^{k,d,G^k}} \) is non-decreasing for every \( k \in \mathbb{N} \), a property which is also immediate since \( R_{2,I} \) is a positive function and \( \nu^{X^{k,d,G^k}} \) is a (positive) measure. Therefore, it holds

\[
\text{Var}(R_{2,I} * \nu^{X^{k,d,G^k}}) = R_{2,I} * \nu^{X^{k,d,G^k}}, \text{ for every } k \in \mathbb{N}.
\]
In view of the above and due to Markov’s inequality, it suffices to prove that \( \sup_{k \in \mathbb{N}} \mathbb{E}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty})] < \infty \).

Indeed, for every \( \varepsilon > 0 \) it holds for \( K := \frac{1}{\varepsilon} \sup_{k \in \mathbb{N}} \mathbb{E}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty})] > 0 \) that

\[
\sup_{k \in \mathbb{N}} \mathbb{P}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty}) > K] \leq \frac{1}{K} \sup_{k \in \mathbb{N}} \mathbb{E}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty})] < \varepsilon,
\]

which yields the required tightness. Now, observe that we have

\[
\mathbb{E}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty})] < \infty.
\]

We have concluded using inequality (3.20), which in turn makes use of Assumption (3.1). Therefore (3.22) yields that \( \sup_{k \in \mathbb{N}} \mathbb{E}[X_{2,I} \ast (X^{k,d,G_{k}}_{\infty})] < \infty \).

(ii) We have, for every \( k \in \mathbb{N} \), that the following holds:

\[
\sum_{s>0} \left( \frac{\Delta(R_{2,I} \ast (X^{k,d,G_{k}}))}{s} \right)^2 = \sum_{s>0} \left( \int_{\mathbb{R}^I} R_{2,I}(x) \nu(X^{k,d,G_{k}})(\{s\} \times dx) \right)^2 
\]

\[
\leq \int_{\mathbb{R}^I} R_{2,I}(x) \nu(X^{k,d,G_{k}})(\{s\} \times dx) \leq \int_{(0,\infty) \times \mathbb{R}^I} R_{2,I}(x) \nu(X^{k,d,G_{k}})(dx, ds, dx)
\]

\[
= \int_{(0,\infty) \times I} \left[ \sum_{i=1}^{\ell} (|x_i|^2 \wedge 1)^2 \right] \nu(X^{k,d,G_{k}})(dx, ds, dx) \leq 2\ell \int_{(0,\infty) \times I} \sum_{i=1}^{\ell} (|x_i|^2 \wedge 1) \nu(X^{k,d,G_{k}})(dx, ds, dx)
\]

\[
= 2\ell R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}).
\]

Using Lemma 3.15.(ii) and the first lemma in Meyer [53, p.770], there exists a moderate\(^9\), Young function \( \Phi \) such that

\[
\sup_{k \in \mathbb{N}} \mathbb{E}[\Phi(X^{k,R_{2,I}_{\infty}})] < \infty.
\]

Then, using that \( X^{k,R_{2,I}} \) is an increasing process, and is thus equal to its supremum process, the decomposition of Lemma 3.14 and applying Lenglart, Lépingle, and Pratelli [45, Théorème 3.2.1], we can conclude that

\[
\sup_{k \in \mathbb{N}} \mathbb{E}[\Phi(R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}))] < \infty.
\]

By de La Vallée–Poussin’s criterion, the latter condition is equivalent to the uniform integrability of the sequence \( (R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}))_{k \in \mathbb{N}} \). Then, by (3.23) and [31, Theorem 1.7] we can conclude the uniform integrability of the required sequence.

**Corollary 3.17.**

(i) The sequence \( (R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}))_{k \in \mathbb{N}} \) is uniformly integrable.

(ii) Consequently, it holds that \( R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}) \in \mathcal{H}^{2,d}(G^k, \mathbb{R}; \mathbb{R}) \), for every \( k \in \mathbb{N} \).

**Proof.** Using that \( R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}) \) is a martingale of finite variation, we have

\[
\left[ R_{2,I} \ast (X^{k,d,G_{k}}_{\infty}) \right]_{\infty} = \sum_{s>0} \left( \Delta(R_{2,I} \ast (X^{k,d,G_{k}}))_{s} \right)^2 = \sum_{s>0} \left( \Delta(X^{k,R_{2,I}})_{s} - \Delta(R_{2,I} \ast (X^{k,d,G_{k}}))_{s} \right)^2 
\]

\[
\leq 2 \sum_{s>0} \left( \Delta(X^{k,R_{2,I}})_{s} \right)^2 + 2 \sum_{s>0} \left( \Delta(R_{2,I} \ast (X^{k,d,G_{k}}))_{s} \right)^2 
\]

\[
= 2 [X^{k,R_{2,I}}]_{\infty} + 2 \sum_{s>0} \left( \Delta(R_{2,I} \ast (X^{k,d,G_{k}}))_{s} \right)^2,
\]

where in the last equality we have used that \( X^{k,R_{2,I}} \) is a semimartingale whose paths have finite variation and [34, Theorem 1.4.52]. In view now of the above inequality, Lemma 3.15.(iii), Lemma 3.16.(ii) and [31, Theorem 1.7, Corollary 1.10], we can conclude the required property. This shows (i).

\(^9\)Cf. Definition A.11.
Proposition 3.18. Let conditions (M1), (M2) and (M4) hold. Then the following convergence holds

\[ \left( (X^k)\top, R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right) \rightarrow \left( (X^\infty)\top, R_{2,l} \ast \tilde{\mu}(X^{\infty,d},\mathbb{G}^\infty) \right) . \]  

(3.24)

Proof. As we have already pointed out on page 21, we are going to apply Theorem 2.15 to the sequence \((X^k, R_{2,l})_{k \in \mathbb{N}}\). By Lemma 3.14, this is a sequence of \(\mathbb{G}^k\)-special semimartingales, for every \(k \in \mathbb{N}\).

In view of (M1), which states that \(X^\infty\) is \(\mathbb{G}^\infty\)-quasi-left-continuous, and using [34, Corollary II.1.19], we get that the compensator \(\nu(X^{\infty,d},\mathbb{G}^\infty)\) associated to \(\mu^{X^\infty,d}\) is an atomless random measure. Therefore, the finite variation part of the \(\mathbb{G}^\infty\)-canonical decomposition of \(X^\infty, R_{2,l}\) is a continuous process. Moreover, by [31, Theorem 5.36] and (M1), which states that the filtration \(\mathbb{G}^\infty\) is quasi-left-continuous, it suffices to show that the martingale part of \(X^\infty, R_{2,l}\) is uniformly integrable. The latter holds by Corollary 3.17.(ii).

Lemma 3.15.(ii) yields that condition (i) of Theorem 2.15 holds. Lemma 3.16.(ii) yields that condition (ii) of the aforementioned theorem also holds. Moreover, from Corollary 3.13 with \(p = 2\), we obtain the convergence

\[ \left( (X^k)\top, X^k, R_{2,l} \right) \rightarrow \left( (X^\infty)\top, X^\infty, R_{2,l} \right) . \]  

(3.25)

The last convergence in conjunction with conditions (M2) and (M4), Remark 3.1 and Corollary A.2, is equivalent to the convergence \((X^k, R_{2,l}, \mathbb{G}^k) \rightarrow \text{ext} \rightarrow (X^\infty, R_{2,l}, \mathbb{G}^\infty)\). Therefore, condition (iii) of Theorem 2.15 is also satisfied.

Applying now Theorem 2.15 to the sequence \((X^k, R_{2,l})_{k \in \mathbb{N}}\), and keeping in mind the decomposition from Lemma 3.14, we obtain the convergence

\[ \left( (X^k)\top, R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right) \rightarrow \left( (X^\infty)\top, R_{2,l} \ast \tilde{\mu}(X^{\infty,d},\mathbb{G}^\infty) \right) . \]  

(3.26)

Using Corollary A.2, we can combine the convergences in (3.25) and (3.26) to obtain

\[ \left( (X^k)\top, R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right) \rightarrow \left( (X^\infty)\top, R_{2,l} \ast \tilde{\mu}(X^{\infty,d},\mathbb{G}^\infty) \right) . \]

The last result can be further strengthened to an \(L^2\)-convergence in view of the following arguments: let \(\alpha^k := ((X^k)\top, R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k))\), then by Vitali’s Convergence Theorem, the latter is equivalent to showing that \(d_2^2(\alpha^k, \alpha^\infty)\) is uniformly integrable. Moreover, by the inequality

\[ d_2^2(\alpha^k, \alpha^\infty) \leq (d_1(\alpha^k, 0) + d_1(0, \alpha^\infty))^2 \leq 2d_1^2(\alpha^k, 0) + 2d_1^2(0, \alpha^\infty) \leq 2\|\alpha^k\|_\infty^2 + 2\|\alpha^\infty\|_\infty^2, \]

and [31, Theorem 1.7, Corollary 1.10], it suffices to show that \(\|\alpha^k\|_\infty \leq \|\alpha^\infty\|_\infty\) is uniformly integrable.

By Corollary 3.17.(i) we know that the sequence \([R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k)]_{k \in \mathbb{N}}\) is uniformly integrable. Therefore, using de La Vallée Poussin’s criterion, there exists a moderate Young function \(\phi\) such that

\[ \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \phi \left( \left[ R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right] \right) \right] < \infty. \]  

(3.27)

Proposition A.12 yields that the map \(R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \rightarrow \mathbb{E} \phi \left( \frac{1}{2} \sup_{s > 0} \left| (R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k))_s \right| \right) \) is again moderate and Young. We can apply now the Burkholder–Davis–Gundy (BDG) inequality [cf. 31, Theorem 10.36] to the sequence of martingales \(R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \rightarrow \mathbb{E} \phi \left( \frac{1}{2} \left[ R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right] \right) \) using the function \(\psi\), and we obtain that

\[ \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \phi \left( \frac{1}{2} \sup_{s > 0} \left| (R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k))_s \right| \right) \right] \leq C_\psi \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \psi \left( \sup_{s > 0} \left| (R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k))_s \right| \right) \right] \]

\[ \leq C_\psi \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \phi \left( \frac{1}{2} \left[ R_{2,l} \ast \tilde{\mu}(X^{k,d},\mathbb{G}^k) \right] \right) \right] < \infty. \]  

(3.28)
Hence the sequence \( \left( \sup_{s>0} |R_{2,i} \ast \tilde{\mu}(X^k,G_k)|^2 \right)_{k \in \mathbb{N}} \) is uniformly integrable, again from de La Vallée Poussin’s criterion. Moreover, \( (\text{Tr}[|X_k|^2])_{k \in \mathbb{N}} \) is a uniformly integrable sequence; cf. Lemma 3.15.(i). Using analogous arguments to the above inequality, we can conclude that the sequence \( \left( \sup_{s>0} |X_{s}\tilde{X}|^2 \right)_{k \in \mathbb{N}} \) is also uniformly integrable. Hence, the family \( \left( \sup_{s>0} |X_{s}\tilde{X}|^2 + \sup_{s>0} |R_{2,i} \ast \tilde{\mu}(X^k,G_k)|^2 \right)_{k \in \mathbb{N}} \) is uniformly integrable, which allows us to conclude.

**Lemma 3.19.** The sequence \( (R_{2,i} \ast \tilde{\mu}(X^k,d,G_k))_{k \in \mathbb{N}} \) possesses the P–UT property, consequently

\[
(R_{2,i} \ast \tilde{\mu}(X^k,d,G_k), [R_{2,i} \ast \tilde{\mu}(X^k,d,G_k)]) \xrightarrow{\text{D}(1(R^2),\mathbb{P})} (R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty), [R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty)]).
\]

**Proof.** By (3.28), we obtain that the martingale sequence \( (R_{2,i} \ast \tilde{\mu}(X^k,d,G_k))_{k \in \mathbb{N}} \) is \( L^2 \)-bounded, which allows us further to conclude that

\[
\sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{s>0} | \Delta (R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty))_s | \right] \\
\leq \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{s \leq t} | \Delta (R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty))_s | + \sup_{s \leq t} | \Delta (R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty))_{s-} | \right] \\
\leq 2 \sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{s \leq t} | \Delta (R_{2,i} \ast \tilde{\mu}(X^\infty,d,G^\infty))_s | \right] \leq L^2 \text{–boundedness} < \infty.
\]

Now, (3.24) yields that the sequence converges in law, hence [34, Corollary VI.6.30] allow us to conclude that the sequence \( (R_{2,i} \ast \tilde{\mu}(X^k,d,G_k))_{k \in \mathbb{N}} \) possesses the P–UT property. Then, we obtain the required convergence from [34, Theorems VI.6.26 and VI.6.22.(c)].

**3.6. Step 3 is valid.** The following result provides a sufficient criterion for showing that a martingale \( L \) is orthogonal to the space generated by another martingale \( X \). We adopt the notation of the previous section.

**Proposition 3.20.** Let \( X \) be an \( \mathbb{F} \)–quasi–left–continuous, \( \mathbb{R}^\ell \)–valued \( \mathbb{F} \)–martingale and \( L \) be a uniformly integrable, \( \mathbb{R} \)–valued \( \mathbb{F} \)–martingale. Assume that

(i) \( [X^i,L] \) is a uniformly integrable \( \mathbb{F} \)–martingale, where \( [X^i,L] := ([X^1,L],\ldots,[X^\ell,L])^\top \).

(ii) \( \mathcal{I} \) is a family of subsets of \( \mathbb{R}^\ell \) such that \( \sigma(\mathcal{I}) = \mathcal{B}(\mathbb{R}^\ell) \) and the martingale \( R_{2,A} \ast \tilde{\mu}(X^\mathcal{I}) \) is well–defined for every \( A \in \mathcal{I} \). Moreover, \( [R_{2,A} \ast \tilde{\mu}(X^\mathcal{I}),L] \) is a uniformly integrable \( \mathbb{F} \)–martingale, for every \( A \in \mathcal{I} \).

(iii) \( |\Delta L| \mu^X \in \mathcal{A}_0(\mathbb{F}) \).

Then, we have that

\[
(X^c,i,L^c)^\mathcal{I} = 0, \text{ for every } i = 1,\ldots,\ell, \text{ and } M_{\mu^X}[|\Delta L| \tilde{\mu}^\mathcal{I}] = 0.
\]

**Proof.** By condition (i) we have that \( [X^i,L] \) is a process of class (D), see [34, Definition I.1.46], for every \( i = 1,\ldots,\ell \). Hence, by the Doob–Meyer decomposition we obtain that

\[
<X^i,L> = 0, \text{ for every } i = 1,\ldots,\ell.
\]

We are going to translate condition (ii) into the following one

\[
\mathbb{E} \left[ \int_{(0,\infty) \times \mathbb{R}^\ell} W(s,x)R_{2}(x)\Delta L_s \mu^X(ds,dx) \right] = 0, \text{ for every } \mathbb{F} \text{–measurable function } W.
\]

Before we proceed, recall that we have assumed \( X \) to be an \( \mathbb{F} \)–quasi–left–continuous martingale. Thus, by [34, Corollary II.1.19] and Remark 2.2 we can conclude that

\[
\Delta (R_{2,A} \ast \tilde{\mu}(X^\mathcal{I}))_s = R_{2}(\Delta X^d_s) I_A(\Delta X^d_s) = R_{2}(\Delta X_s) I_A(\Delta X_s) = \Delta (R_{2,A} \ast \mu^X)_s.
\]

\footnote{For the notation, recall the discussion before Definition 2.6.}
By the martingale property of \([R_{2,A} \ast \tilde{\mu}(X,F), L]\), we obtain for every \(0 \leq t < u \leq \infty\) and every \(C \in \mathcal{F}_t\), that
\[
0 = E \left[ I_C E \left[ [R_{2,A} \ast \tilde{\mu}(X,F), L]_u | \mathcal{F}_t \right] - I_C [R_{2,A} \ast \tilde{\mu}(X,F), L]_t \right]
= E \left[ I_C [R_{2,A} \ast \tilde{\mu}(X,F), L]_u - I_C [R_{2,A} \ast \tilde{\mu}(X,F), L]_t \right]
= E \left[ I_C \sum_{t < s \leq u} \Delta (R_{2,A} \ast \tilde{\mu}(X,F))_s \Delta L_s \right]
\]
where in the third equality we have used that \(R_{2,A} \ast \tilde{\mu}(X,F) \in \mathcal{H}^{2,d}(\mathbb{F}, \infty; \mathbb{R})\) and [34, Theorem 1.4.52]. Moreover, observe that \(\tilde{\Omega} \supseteq (\omega, s, x) \mapsto R_2(x) \in \mathbb{R}\) is \(\mathbb{F}\)-predictable, since it is deterministic and continuous. Moreover, the function \(R_2\) is positive \(M_{\mu X} - a.e.,\) recall that \(\mu X\) has been defined using the random set \([\Delta X \neq 0]\). Therefore, we obtain
\[
E \left[ \int_{(0, \infty) \times \mathbb{R}^\ell} U(s, x) \Delta L_s \mu^X(ds, dx) \right] = 0, \text{ for every } \mathbb{F}\text{–measurable function } U,
\] (3.34)
by substituting in (3.32) the \(\mathbb{F}\)-predictable function \(W(\omega, s, x)\) with the \(\mathbb{F}\)-predictable function \(\frac{U(\omega, s, x)}{R_2(x)}\), where \(U\) is an arbitrary \(\mathbb{F}\)-predictable function.

Now, since we have assumed that \([\Delta L]_{\mu X} \in \mathcal{A}_{\sigma}(\mathbb{F})\), in view of (3.34) and Definition 2.6 we obtain that the conditional \(\mathbb{F}\)-predictable projection of \(L\) on \(\mu^X\) is well–defined and is identically zero, i.e.
\[
M_{\mu X}[\Delta L_{\tilde{\mathcal{P}}}] = 0.
\] (3.35)
We proceed now to show the validity of the first \(\ell\) conditions in (3.30). By [34, Theorem 13.3.16], we obtain that
\[
\langle X^{d,i}, L \rangle = \langle \pi^i \ast \tilde{\mu}(X,F), L \rangle = \langle \pi^i M_{\mu X} [\Delta L_{\tilde{\mathcal{P}}} \ast \mu(X,F)] \rangle \quad (3.36)
\]
The combination of (3.31) and (3.36) yields
\[
\langle X^{c,i}, L \rangle = \langle X^{i}, L \rangle - \langle X^{d,i}, L \rangle_{\tilde{\mathcal{P}}} \quad (3.31)
\]
where for the first equality we have applied [34, Theorem 1.4.52].

3.7. **Step 2 is valid.** Now that we have obtained a family of converging martingales by Proposition 3.18, we proceed by proving some technical lemmata which are going to be useful in the proof of Theorem 3.3.

Recall that our aim in Step 2 is to prove that
\[
[Y^\infty, \overline{N}]\text{ is an }\mathbb{F}\text{–martingale},
\] (3.37)
for every weak–limit point \(\overline{N}\) of \((N^k)_{k \in \mathbb{N}}\) and for some filtration \(\mathbb{F}\) which includes \(\mathbb{G}\), and may depend on \(\overline{N}\). In the next few lines, we are going to explain why this is sufficient (for showing that the limit of \((N^k)_{k \in \mathbb{N}}\) equals zero) and how the filtration \(\mathbb{F}\) is going to be determined.

Observe that by the orthogonal decomposition of \(Y^k\) with respect to \((X^{k,c}, \mu^{X^{k,d}}, \mathbb{G}^k)\), we have for every \(k \in \mathbb{N}\)
\[
\langle Y^k, N^k \rangle = \langle N^k \rangle.
\] (3.38)

\[\text{We abuse notation and denote } \omega \mapsto x^i \in \mathbb{R}.\]
This identity is the link with what follows. In Lemma 3.21, we show that the sequence \((N^k)_{k \in \mathbb{N}}\) is tight, while the sequence \((\langle N^k \rangle)_{k \in \mathbb{N}}\) is \(C\)-tight. Thus, there exists a subsequence \((k_l)_{l \in \mathbb{N}}\) such that \((N^k)_{l \in \mathbb{N}}\) and \((\langle N^k \rangle)_{l \in \mathbb{N}}\) converge jointly and we denote the respective weak–limit points by \(\overline{N}\) and \(\Xi\), i.e.

\[
(N^k, \langle N^k \rangle) \xrightarrow{l \to \infty} (\overline{N}, \Xi). \tag{3.39}
\]

The last convergence will enable us to prove, see Corollary 3.27, that

\[
[Y^{k_l}, N^{k_l}] - \langle N^{k_l} \rangle \xrightarrow{l \to \infty} [Y^{\infty}, \overline{N}] - \Xi. \tag{3.40}
\]

Using classical arguments, we can prove that the limit process is a uniformly integrable martingale with respect to \(\mathbb{P}^{(Y^{\infty}, \overline{N}, \Xi)}\). Then, we can conclude that \(\Xi = 0\), if (3.37) is valid for the filtration \(\mathbb{F}^{(Y^{\infty}, \overline{N}, \Xi)}\), since in this case \(\Xi\) is an \(\mathbb{P}^{(Y^{\infty}, \overline{N}, \Xi)}\)-predictable \(\mathbb{P}^{(Y^{\infty}, \overline{N}, \Xi)}\)-martingale of finite variation, see [34, Corollary I.3.16].

However, the problem is that the filtration \(\mathbb{P}^{(Y^{\infty}, \overline{N}, \Xi)}\) does not necessarily contain \(\mathbb{G}^\infty\). Before we proceed let us fix an arbitrary \(I \in \mathcal{F}(X^{\infty})\) and an arbitrary \(G \in \mathcal{G}^\infty\). In order to enlarge the filtration with respect to which the limiting process in (3.40) is a martingale, we will use the sequences \((\Theta^{k,l})_{k \in \mathbb{N}}\) and \((\Theta^{k,l,G})_{k \in \mathbb{N}}\), which are defined as

\[
\Theta^{k,l} := (X^k, [X^k], \langle X^k \rangle, Y^k, N^k, [X^k, N^k], [R_{2,l} \star \tilde{\mu}^{(X^k, N^k)}], [Y^k, N^k] - \langle N^k \rangle)^\top, \tag{3.41}
\]

\[
\Theta^{k,l,G} := ((\Theta^{k,l})^\top, \mathbb{E}[I_G|\mathcal{G}^\infty])^\top. \tag{3.42}
\]

We will prove initially that

\[
\Theta^{\infty,l,G} := (X^\infty, [X^\infty], \langle X^\infty \rangle, Y^\infty, \overline{N}, [X^\infty, \overline{N}], [R_{2,l} \star \tilde{\mu}^{(X^\infty, \overline{N})}], [Y^\infty, \overline{N}] - \Xi, \mathbb{E}[I_G|\mathcal{G}^\infty])^\top, \tag{3.43}
\]

i.e. the weak–limit of \((\Theta^{k,l,G})_{k \in \mathbb{N}}\), is an \(\mathbb{F}^{M^\infty, G}\)-martingale, where

\[
M^{\infty,G} := (X^\infty, \langle X^\infty \rangle, Y^\infty, \overline{N}, \Xi, \mathbb{E}[I_G|\mathcal{G}^\infty]). \tag{3.44}
\]

Since the set \(G\) was arbitrarily chosen, we will deduce in Proposition 3.29 the martingale property of

\[
\Theta^\infty,l := (X^\infty, [X^\infty], \langle X^\infty \rangle, Y^\infty, \overline{N}, [X^\infty, \overline{N}], [R_{2,l} \star \tilde{\mu}^{(X^\infty, \overline{N})}], [Y^\infty, \overline{N}] - \Xi)^\top, \tag{3.45}
\]

with respect to the filtration

\[
\mathbb{F} := \mathbb{G}^\infty \lor \mathbb{F}^{M^\infty}, \text{ for } M^\infty := (X^\infty, \langle X^\infty \rangle, Y^\infty, \overline{N}, \Xi). \tag{3.46}
\]

Observe that the filtration \(\mathbb{F}\) depends on \(\overline{N}\) and \(\Xi\), but we notationally suppressed this dependence. Moreover, it does not necessarily hold that \(\mathbb{F}\) is right–continuous. However, in view of [31, Theorem 2.46] and the càdlàg property of \(\Theta^\infty\), we can conclude also that \(\Theta^\infty\) is an \(\mathbb{F}_+\)-martingale, where \(\mathbb{F}_+ := (\mathcal{F}_{t+})_{t \in \mathbb{R}_+}\) and \(\mathcal{F}_{t+} := \bigcap_{s > t} \mathcal{F}_s\).

3.7.1. \(\Theta^\infty,l\) is an \(\mathbb{F}\)-martingale. In view of the discussion above, we need to show that the family \((\Theta^{k,l,G})_{k \in \mathbb{N}}\) is tight and uniformly integrable for every \(I \in \mathcal{F}(X^{\infty})\) and every \(G \in \mathcal{G}^\infty\). These results are proved in Lemmata 3.23 and 3.24. Before that, we present some necessary results.

Lemma 3.21. Assume the setting of Theorem 3.3. Then, for the sequence \((N^k)_{k \in \mathbb{N}}\) the following are true

(i) The sequence \((\{N^k\})_{k \in \mathbb{N}}\) is \(C\)-tight in \(\mathbb{D}(\mathbb{R})\).
(ii) The sequence \((N^k)_{k \in \mathbb{N}}\) is tight in \(\mathbb{D}(\mathbb{R})\).
(iii) The sequence \((\{N^k\}, \{N^k\})_{k \in \mathbb{N}}\) is tight in \(\mathbb{D}(\mathbb{R}^2)\).
(iv) The sequence \((N^k)_{k \in \mathbb{N}}\) is \(L^2\)-bounded, i.e. \(\sup_{k \in \mathbb{N}} \mathbb{E}\left[\sup_{t \in [0, \infty)} |N^k_t|^2\right] < \infty\).
(v) The sequence \((\{N^k\})_{k \in \mathbb{N}}\) is uniformly integrable.
(vi) The sequence \((\{N^k\})_{k \in \mathbb{N}}\) is \(L^1\)-bounded, i.e. \(\sup_{k \in \mathbb{N}} \mathbb{E}\left[|N^k_{\infty}|\right] < \infty\).
Proof. (i) By the construction of the orthogonal decompositions of $Y^k$ with respect to $(X^{k,c}, \mu^{X^{k,d}, \mathbb{G}^k})$ and Corollary 2.8, we obtain that

$$\langle Z^k \cdot X^{k,c} + U^k \ast \widetilde{\mu}(X^{k,d}, \mathbb{G}^k), N^k \rangle = 0, \text{ for every } k \in \mathbb{N}. \quad (3.47)$$

By conditions (M4), (M5) and Proposition 2.14, we have

$$\langle Y^k, \mathbb{G}^k \rangle \xrightarrow{} (Y^\infty, \mathbb{G}^\infty),$$

which allows us to apply Theorem 2.16 and therefore obtain by part (i) the convergence

$$\langle Y^k, [Y^k], Y^k \rangle \xrightarrow{} (Y^\infty, [Y^\infty], (Y^\infty)). \quad (3.48)$$

Hence, by Assumption (M1) and convergence (3.48), we get that the sequence $\langle (Y^k)_{k \in \mathbb{N}} \rangle$ is C–tight, see [34, Definition VI.3.25]. Moreover, (3.47) implies that

$$\langle Y^k \rangle = \langle Z^k \cdot X^{k,c} + U^k \ast \widetilde{\mu}(X^{k,d}, \mathbb{G}^k) + N^k \rangle, \text{ for every } k \in \mathbb{N}, \quad (3.49)$$

which in turn yields that the process $\langle Y^k \rangle$ strongly majorises both $\langle Z^k \cdot X^{k,c} + U^k \ast \widetilde{\mu}(X^{k,d}, \mathbb{G}^k) \rangle$ and $\langle N^k \rangle$, for every $k \in \mathbb{N}$, see [34, Definition VI.3.34]. We can conclude thus the C–tightness of $\langle (Y^k)_{k \in \mathbb{N}} \rangle$ by [34, Proposition VI.3.35].

(ii) Using [34, Theorem VI.4.13] to obtain the tightness of $\langle N^k \rangle_{k \in \mathbb{N}}$, it suffices to show that $\langle (N^k)_{k \in \mathbb{N}} \rangle$ is C–tight and $\langle N^0 \rangle_{k \in \mathbb{N}}$, $\langle N^k \rangle_{k \in \mathbb{N}}$ is tight. The first statement follows from (i), while for the second one we get that $N^0_k = 0$, by the definition of the orthogonal decomposition of $Y^k$ with respect to $(X^{k,c}, \mu^{X^{k,d}, \mathbb{G}^k})$, for every $k \in \mathbb{N}$.

(iii) This is immediate in view of [34, Corollary VI.3.33] and (i)–(ii).

(iv) We have by Doob’s $\mathbb{L}^2$–inequality, see [34, Theorem 5.1.3] and [31, Theorem 6.8], that

$$\mathbb{E} \left[ \sup_{t \in [0, \infty]} |N^k_t|^2 \right] \leq 4 \mathbb{E} \left[ |N^k_\infty|^2 \right] \leq 4 \mathbb{E} \left[ \langle N^k \rangle_\infty \right] \leq 4 \mathbb{E} \left[ \langle Y^k \rangle_\infty \right], \quad (3.50)$$

by identity (3.49). By convergence (3.48), compare Theorem 2.16.(ii), we obtain that the sequence $\langle (Y^k)_{k \in \mathbb{N}} \rangle$ is uniformly integrable and in particular $\mathbb{L}^1$–bounded.

(v) Since $\langle (N^k)_{k \in \mathbb{N}} \rangle$ is strongly majorized by $\langle (Y^k)_{k \in \mathbb{N}} \rangle$ which is uniformly integrable, see the comments in the proof of (iv), we can conclude by [31, Theorem 1.7].

(vi) The identity $\mathbb{E} \left[ |N^k_\infty| \right] = \mathbb{E} \left[ |N^k_\infty| \right]$ for every $k \in \mathbb{N}$ and the uniform integrability of the sequence $\langle (N^k)_{k \in \mathbb{N}} \rangle$ which implies the $\mathbb{L}^1$–boundedness of the sequence allow us to conclude. \hfill \Box

Lemma 3.22. Let conditions (M1), (M2), (M4) and (M5) hold. Then the sequences $(X^k)_{k \in \mathbb{N}}$ and $(Y^k)_{k \in \mathbb{N}}$ possess the P–UT property.

Proof. The proof is analogous to the one of Lemma 3.19, in particular we are going to apply [34, Corollary VI.6.30]. In view of conditions (M1), (M2), (M4), (M5), Remark 3.1 and Proposition 2.14, we have that the sequences $(X^k)_{k \in \mathbb{N}}$ and $(Y^k)_{k \in \mathbb{N}}$ satisfy Theorem 2.16, i.e.

$$X^k \xrightarrow{} (J_1(\mathbb{R}^d), \mathbb{P}) \xrightarrow{} X^\infty \text{ and } Y^k \xrightarrow{} (J_1(\mathbb{R}), \mathbb{P}) \xrightarrow{} Y^\infty.$$ 

Moreover, $(X^k)_{k \in \mathbb{N}}$ is $\mathbb{L}^2$–bounded and for every $k \in \mathbb{N}$ the process $X^k$ is càdlàg $\mathbb{G}^k$–martingale. Therefore, using similar arguments to the ones in the proof of Lemma 3.19, we get that

$$\sup_{k \in \mathbb{N}} \mathbb{E} \left[ \sup_{s \leq t} |\Delta X^k_s| \right] < \infty,$$

which allows us to conclude. The steps for the sequence $\langle Y^k \rangle_{k \in \mathbb{N}}$ are completely similar, so that we omit them. \hfill \Box
Lemma 3.23. The family of random variables \( \{\|\Theta_{t,i}^{k,G}\|_{1}\}_{k \in \mathbb{N}, t \in [0,\infty)} \) is uniformly integrable for every \( I \in \mathcal{J}(X^\infty) \) and \( G \in \mathbb{G}_\infty^\infty \), where, abusing notation, we have defined
\[
\|\Theta_{t,i}^{k,G}\|_{1} := \|X_k^i\|_{1} + \|X_k^i - \langle X_k^i \rangle_t\|_{1} + \|Y_k^i, N_k^i\|_{1} + \|\langle X_k, N_k \rangle_t\|_{1} + \|\mathcal{R}_{2,t} \ast \widetilde{\mu}(X_{0,t}, N_{0,t})\|_{1} + \|\mathcal{R}_{2,t} \ast \widetilde{\mu}(X_{0,t}, N_{0,t})\|_{1}.
\]

Proof. Let \( I \in \mathcal{J}(X^\infty) \) and \( G \in \mathbb{G}_\infty^\infty \) be fixed. We are going to prove that for each summand of \( \|\Theta_{t,i}^{k,G}\|_{1} \) the associated family indexed by \( \{k \in \mathbb{N}, t \in [0,\infty)\} \) is uniformly integrable. Then, by [31, Corollary 1.10], we can conclude also for their sum \( \{\|\Theta_{t,i}^{k,G}\|_{1}\}_{k \in \mathbb{N}, t \in [0,\infty)} \).

(i) Let \( i \in \{1, \ldots, \ell\} \). Theorem 2.16 and Burkholder–Davis–Gundy’s inequality imply the \( L^2 \)-boundedness of \((\sup_{t \in [0,\infty)} |X_k^{i,t}|)_{k \in \mathbb{N}} \). By de La Vallée–Poussin’s criterion, we obtain that \((\sup_{t \in [0,\infty)} |X_k^{i,t}|)_{k \in \mathbb{N}} \) is uniformly integrable. By the obvious domination \( |X_k^{i,t}| \leq \sup_{t \in [0,\infty)} |X_k^{i,t}| \), for every \( t \in [0,\infty) \), and [31, Theorem 1.7], we can conclude in particular the uniform integrability of the family \( \{X_k^{i,t}\}_{k \in \mathbb{N}, t \in [0,\infty)} \). By [31, Corollary 1.10], we conclude that \( \{\|X_k^{i,t}\|_{1}\}_{k \in \mathbb{N}, t \in [0,\infty)} \) is uniformly integrable.

(ii) Let \( i, j \in \{1, \ldots, \ell\} \). By Theorem 2.16 and Lemma 2.17, we obtain the uniform integrability of the sequence \((\text{Var}(X_k^{i,t}, X_k^{j,t}))_{k \in \mathbb{N}} \). Hence the sequence \((|X_k^{i,t}, X_k^{j,t}|)_{k \in \mathbb{N}} \) is also uniformly integrable, in view of the domination \(|X_k^{i,t}, X_k^{j,t}| \leq \text{Var}(X_k^{i,t}, X_k^{j,t})\). Then, \( \{\|X_k^{i,t}\|_{1}\}_{k \in \mathbb{N}, t \in [0,\infty)} \) is also uniformly integrable as the sum of uniformly integrable families.

For the uniform integrability of \((X_k^{i,t}, X_k^{j,t})_{t \in [0,\infty)} \), we can use arguments completely analogous to the ones above. We have only to mention that Lemma 2.17 is valid when we substitute the quadratic covariation by the predictable quadratic covariation. Therefore we can conclude by the inequalities
\[
|X_k^{i,t}, X_k^{j,t}| - |X_k^{i,t}, X_k^{j,t}|_t \leq |X_k^{i,t}, X_k^{j,t}|_{t} + |X_k^{i,t}, X_k^{j,t}|_{t} \leq \text{Var}(X_k^{i,t}) + \text{Var}(X_k^{j,t})_t.
\]

(iii) We can conclude the uniform integrability of \((Y_k^{i,t})_{k \in \mathbb{N}} \) by arguments analogous to (i), since the sequence \((Y_k^{i,t})_{k \in \mathbb{N}} \) satisfies the assumptions of Theorem 2.16.

(iv) The uniform integrability of \((N_k^{i,t})_{k \in \mathbb{N}, t \in [0,\infty)} \) is immediate by Lemma 3.21(iv) and de La Vallée Poussin’s criterion.

(v) In Corollary 3.17.(i) we have obtained that the sequence \((\mathcal{R}_{2,t} \ast \widetilde{\mu}(X_{0,t}, G_{0,t}))_{k \in \mathbb{N}} \) is uniformly integrable. Moreover, the sequence \((|X_k^{i,t}|)_{k \in \mathbb{N}} \) is \( L^1 \)-bounded, by Lemma 3.21(vi). Now we can conclude the uniform integrability of the sequence \((\text{Var}(\mathcal{R}_{2,t} \ast \widetilde{\mu}(X_{0,t}, G_{0,t}), N_k^{i,t}))_{k \in \mathbb{N}} \) by Lemma 2.17. This further implies the uniform integrability of \((\mathcal{R}_{2,t} \ast \widetilde{\mu}(X_{0,t}, G_{0,t}), N_k^{i,t})_{k \in \mathbb{N}, t \in [0,\infty)} \).

(vi) We prove first the uniform integrability of the family \((Y_k^{i,t}, N_k^{i,t})_{k \in \mathbb{N}, t \in [0,\infty)} \). We can obtain it by applying Lemma 3.21 to the uniformly integrable sequence \((\text{Tr}(X_k^{i,t}))_{k \in \mathbb{N}} \) and the \( L^1 \)-bounded sequence \((|N_k^{i,t}|)_{k \in \mathbb{N}} \); see Lemma 3.21(vi). The uniform integrability of \((|N_k^{i,t}|)_{k \in \mathbb{N}} \) is provided by Lemma 3.21(v). Then
\[
|Y_k^{i,t}, N_k^{i,t}| - |N_k^{i,t}|_t \leq |Y_k^{i,t}, N_k^{i,t}|_t + |N_k^{i,t}|_t \leq \text{Var}(Y_k^{i,t}, N_k^{i,t}) + \text{Var}(|N_k^{i,t}|) + \text{Var}(|N_k^{i,t}|) + \text{Var}(|N_k^{i,t}|) + \text{Var}(|N_k^{i,t}|),
\]
and we can now conclude by [31, Theorem 1.7].

(vii) Observe that for every \( p > 1 \) and for every \( k \in \mathbb{N}, t \in [0,\infty) \) it holds
\[
\mathbb{E}[\mathbb{E}(|\mathbb{I}_G|G_{0,t})^p] \leq \mathbb{E}[\mathbb{E}(|\mathbb{I}_G|G_{0,t})^p|G_{0,t}^p] + \mathbb{E}[\mathbb{I}_G] = \mathbb{P}(G).
\]

Then, we can conclude by de La Vallée–Poussin’s criterion. We could have, more generally, used that \( 0 \leq \mathbb{E}[\mathbb{I}_G|G_{0,t}^p] \leq 1 \), for every \( k \in \mathbb{N}, t \in [0,\infty) \), see [31, Theorem 1.18].

□

Lemma 3.24. The sequence \( \{\Theta_{t,i,G}\}_{k \in \mathbb{N}} \) is tight in \( \mathbb{D}((\mathbb{R}^{\ell+1}) \times \mathbb{R}^{1 \times 2} \times \mathbb{R}^{1 \times 3}) \) for every \( I \in \mathcal{J}(X^\infty) \) and for every \( G \in \mathbb{G}_\infty^\infty \).
Proof. Let $I \in \mathcal{J}(X^\infty)$ and $G \in \mathcal{G}^\infty$ be fixed. We claim that the sequence $\Phi^k := (X^k, Y^k, N^k)$ is tight in $\mathcal{D}(\mathbb{R}^I \times \mathbb{R}^{1 \times 2})$, and that the tightness of $(\Phi^k)_{k \in \mathbb{N}}$ is sufficient to show the tightness of $(\Theta^{k, I, G})_{k \in \mathbb{N}}$.

The space $\mathcal{D}(\mathbb{R}^{(I+1) \times I} \times \mathbb{R}^{1 \times 2} \times \mathbb{R}^I \times \mathbb{R}^{1 \times 3})$ is Polish since it is isometric to $\mathcal{D}(\mathbb{R}^{2+2+I+I})$ which is Polish, see [34, Theorem VI.1.14]. Hence in this case tightness is equivalent to sequential compactness. Therefore, it suffices to provide a weakly convergent subsequence $(\Theta^{k,m, I, G})_{m \in \mathbb{N}}$ for every subsequence $(\Theta^{k, I, G})_{l \in \mathbb{N}}$.

Let us therefore consider a subsequence $(\Theta^{k_l, I, G})_{l \in \mathbb{N}}$. Assuming the tightness of $(\Phi^k)_{k \in \mathbb{N}}$, there exists a weakly convergent subsequence $(\Phi^{k_{m_l}})_{m \in \mathbb{N}}$, converging to, say, $(X^\infty, Y^\infty, \hat{N})$. In particular, by Lemma 3.22, we have that the subsequences $(X^{k_l})_{k \in \mathbb{N}}, (Y^{k_l})_{k \in \mathbb{N}}$ possess the P–UT property. In particular, the subsequences $(X^{k_{m_l}})_{m \in \mathbb{N}}, (Y^{k_{m_l}})_{m \in \mathbb{N}}$ possess the P–UT property. On the other hand, $(N^{k_l})_{k \in \mathbb{N}}$ is $L^2$–bounded and by using arguments completely analogous to the ones used in Lemma 3.19, we get that the sequence $(N^{k_{m_l}})_{m \in \mathbb{N}}$ possesses also the P–UT property. Finally, by Lemma 3.19 we have that the sequence $(R_{2, I} \ast \check{\mu}(X^{k_{m_l}} \circ G^{k_{m_l}}))_{m \in \mathbb{N}}$ possesses the P–UT property. By Theorem 2.16, we therefore obtain the convergence

$$
(X^k, [X^k], \langle X^k \rangle) \xrightarrow{(J_1(\mathbb{R}^I \times \mathbb{R} \times \mathbb{R}^{1 \times 2}), P)} (X^\infty, [X^\infty], \langle X^\infty \rangle)^{G^\infty}.
$$

Hence, by [34, Theorem VI.6.26] and by Proposition 3.18, we also get the convergence

$$
(X^{k_{m_l}}, [X^{k_{m_l}}], Y^{k_{m_l}}, N^{k_{m_l}}, [X^{k_{m_l}}], N^{k_{m_l}}), [R_{2, I} \ast \check{\mu}(X^{k_{m_l}} \circ G^{k_{m_l}}), N^{k_{m_l}}], Y^{k_{m_l}}, N^{k_{m_l}}) \xrightarrow{\mathcal{L}}
$$

$$
(X^\infty, [X^\infty] – \langle X^\infty \rangle)^{G^\infty}, Y^\infty, \hat{N}, [X^\infty, \hat{N}], [R_{2, I} \ast \check{\mu}(X^{\infty} \circ G^{\infty}), \hat{N}], [Y^\infty, \hat{N}].
$$

In view of the $C$–tightness of $(\langle N^k \rangle)_{k \in \mathbb{N}}$, see Lemma 3.21, we can pass to a further subsequence $(k_{m_{l_m}})_{m \in \mathbb{N}}$ so that

$$
\langle N^{k_{m_{l_m}}} \rangle \xrightarrow{n \to \infty} \hat{\Xi}.
$$

Hence, we can finally obtain a jointly weakly convergent subsequence

$$
\Theta^{k_{m_l}, I, G} \xrightarrow{\mathcal{L}} (X^\infty, [X^\infty] – \langle X^\infty \rangle)^{G^\infty}, Y^\infty, \hat{N}, [X^\infty, \hat{N}], [R_{2, I} \ast \check{\mu}(X^{\infty} \circ G^{\infty}), \hat{N}], [Y^\infty, \hat{N}] – \hat{\Xi}, \mathbb{E}[(I_G | G^{\infty})],
$$

where we have used that $(X^k, \mathbb{E}[I_G | G^k]) \xrightarrow{(J_1(\mathbb{R}^I, P), k \to \infty)} (X^\infty, \mathbb{E}[I_G | G^\infty])$ to conclude.

In order to prove our initial claim that $(\Phi^k)_{k \in \mathbb{N}}$ is tight, we will apply [34, Theorem 4.13] to the $L^2$–bounded sequences $(X^k)_{k \in \mathbb{N}}, (Y^k)_{k \in \mathbb{N}}, (N^k)_{k \in \mathbb{N}}$. The sequences $(X^k_0)_{k \in \mathbb{N}}, (Y^k_0)_{k \in \mathbb{N}}, (N^k_0)_{k \in \mathbb{N}}$ are clearly tight in $\mathbb{R}^I, \mathbb{R}$ and $\mathbb{R}$ respectively, as $L^2$–bounded. The sequences $(\text{Tr}(X^k))_{k \in \mathbb{N}}$ and $(Y^k)_{k \in \mathbb{N}}$ are $C$–tight as a consequence of Theorem 2.16 and the quasi–left–continuity of $X^\infty$ and $Y^\infty$. The sequence $(\langle N^k \rangle)_{k \in \mathbb{N}}$ is $C$–tight by Lemma 3.21. Finally, the sequence $(\Psi^k)_{k \in \mathbb{N}}$, where

$$
\Psi^k := \text{Tr}(X^k) + \langle Y^k \rangle + \langle N^k \rangle,
$$

is $C$–tight as the sum of $C$–tight sequences; see [34, Corollary VI.3.33]. This concludes the proof.

Remark 3.25. In the proof of the previous lemma, in order to prove the tightness of the sequence $\Phi^k$ we have used [34, Theorem VI.4.13], which in turn makes use of Aldous’s criterion for tightness, see [34, Section VI.4a]. This allows us to conclude that every weak–limit point of $(N^k)_{k \in \mathbb{N}}$ is quasi–left–continuous for its natural filtration. Recall that by Condition (M1), we have in particular that $X^\infty$ and $Y^\infty$ are quasi–left–continuous for their natural filtrations. To sum up, for the arbitrary weak–limit point $\overline{N}$ of $(N^k)_{k \in \mathbb{N}}$, it holds

$$
\mathbb{P}(\Delta X^\infty_t = 0) = \mathbb{P}(\Delta Y^\infty_t = 0) = \mathbb{P}(\Delta \overline{N}_t = 0) = 1, \text{ for every } t \in \mathbb{R}_+, i = 1, \ldots, I.
$$

Observe that the above property is independent of the filtration with respect to which the processes are adapted to.

In view of Lemma 3.21, we will fix for the rest of this subsection a pair $(\overline{N}, \Xi)$ such that (3.39) is valid, i.e. the weak–limit point $(\overline{N}, \Xi)$ is approximated by the subsequence $(N^{k_l}, \langle N^{k_l} \rangle)_{l \in \mathbb{N}}$. Consequently the subsequence $(k_l)_{l \in \mathbb{N}}$ will be fixed hereinafter.
Lemma 3.26. The subsequence $(N_{k_l})_{l \in \mathbb{N}}$ possesses the $P$–UT property.

Proof. This is immediately by [34, Corollary VI.6.30]. To verify the assumptions of the aforementioned corollary, in view of convergence (3.39), it is only necessary to prove that

$$\sup_{l \in \mathbb{N}} E \left[ \sup_{s \leq t} |\Delta N_{k_l}| \right] < \infty.$$ 

This follows by analogous arguments to the ones used in the proof of Lemma 3.19.

Corollary 3.27. Assume that conditions (M1), (M2), (M4), (M5) and convergence (3.39) hold. Then, for every $I \in \mathcal{J}(X^\infty)$, $G \in \mathcal{G}_{\infty}$, we have that $\Theta_{k_l,I,G} \overset{\mathcal{L}}{\rightarrow} \Theta_{\infty,I,G}$ and that the process $\Theta_{\infty,I,G}$ is a uniformly integrable $\mathbb{P}^{M_{\infty,G}}$–martingale, where $M_{\infty,G}$ is defined in (3.44).

Proof. Let us fix an $I \in \mathcal{J}(X^\infty)$ and a $G \in \mathcal{G}_{\infty}$. By Lemma 3.24, i.e. by the tightness of the sequence $(\Theta_{k_l,I,G})_{k \in \mathbb{N}}$, we obtain that the sequence $(\Theta_{k_l,I,G})_{l \in \mathbb{N}}$ is tight. Therefore, it is sufficient to prove the convergence in law of each element of the subsequence $(\Theta_{k_l,I,G})_{l \in \mathbb{N}}$.

(i) By conditions (M2), (M4) and Proposition 2.14, the following convergence holds

$$X^{k_l} \overset{(J_1(R^\infty),\mathcal{P})}{\rightarrow} X^\infty.$$ 

(ii) By the above convergence, conditions (M1), (M2), (M4) and Theorem 2.16, the following convergence holds

$$[X^{k_l}] - \langle X^{k_l} \rangle \overset{(J_1(R^\infty),\mathcal{P})}{\rightarrow} [X^\infty] - \langle X^\infty \rangle^G_{\infty}.$$ 

(iii) By conditions (M2), (M4), (M5) and Proposition 2.14, the following convergence holds

$$Y^{k_l} \overset{(J_1(R^\infty),\mathcal{P})}{\rightarrow} Y^\infty.$$ 

(iv) By Lemma 3.22, the sequences $(X^{k_l})_{l \in \mathbb{N}}$ and $(Y^{k_l})_{l \in \mathbb{N}}$ possess the $P$–UT property. Moreover, by Lemma 3.26 the sequence $(N_{k_l})_{l \in \mathbb{N}}$ has the $P$–UT property and by Lemma 3.19 the sequence $(R_{2,I} \ast \tilde{\mu}(X^{k_l,I,G}))_{l \in \mathbb{N}}$ possesses the $P$–UT property. Therefore, we can obtain by [34, Theorem VI.6.26] that

$$[X^{k_l}, N^{k_l}] \overset{\mathcal{L}}{\rightarrow} [X^\infty, \mathcal{N}],$$

$$[R_{2,I} \ast \tilde{\mu}(X^{k_l,I,G}), N^{k_l}] \overset{\mathcal{L}}{\rightarrow} [R_{2,I} \ast \tilde{\mu}(X^{\infty,I,G}, \mathcal{N}), \mathcal{N}],$$

$$[Y^{k_l}, N^{k_l}] - \langle N^{k_l} \rangle \overset{\mathcal{L}}{\rightarrow} [Y^\infty, \mathcal{N}] - \mathcal{N}.$$ 

(v) By condition (M4), the following convergence holds

$$E[I_G|G^{k_l}] \overset{(J_1(R^\infty),\mathcal{P})}{\rightarrow} E[I_G|G^\infty].$$

In order to show the second statement, we use Corollary A.2 and that $(X^k)_{k \in \mathbb{N}}$ is a common element, hence we obtain the convergence

$$(\Theta_{k_l,I,G}, M_{k_l,I,G}) \overset{\mathcal{L}}{\rightarrow} (\Theta_{\infty,I,G}, M_{\infty,I,G}).$$

Now we can conclude that $\Theta_{\infty,I,G}$ is a uniformly integrable martingale with respect to the filtration generated by $M_{\infty,I,G}$, which obviously coincides with the filtration generated by $(\Theta_{\infty,I,G}, M_{\infty,I,G})$, by Lemma 3.23 and [34, Theorem IX.1.12, Proposition IX.1.10]. Finally, in order to obtain the martingale property with respect to $\mathbb{F}^{M_{\infty,G}}$, i.e. the usual augmentation of the natural filtration of $M_{\infty,G}$, we apply [31, Theorem 2.46].

Remark 3.28. (i) For every $t \in [0, \infty)$, we have $\mathcal{F}_t = G^\infty_t \vee \mathcal{F}_t^{(N^\infty, \mathcal{N})}.$

(ii) The inclusion $\mathbb{P}^{\mathbb{F}^{M_{\infty,G}}}$ holds for every fixed $G \in \mathcal{G}_{\infty}$. In particular, it also holds that $\mathbb{P}^{\mathbb{F}^{M_{\infty,G}}} \subset \mathbb{P}$, for every fixed $G \in \mathcal{G}_{\infty}$.

Proposition 3.29. The process $\Theta_{\infty,I}$ is a uniformly integrable $\mathbb{P}$–martingale, for every $I \in \mathcal{J}(X^\infty)$. 

Proof. Let us fix an $I \in \mathcal{F}(X^{\infty})$. By applying Corollary 3.27 for every $G \in \mathcal{G}_\infty^\infty$ we have that $\Theta^{\infty,I}$ is a uniformly integrable $\mathbb{F}^{M^\infty,G}_t$-martingale. Therefore we have only to prove that $\Theta^{\infty,I}$ is an $\mathbb{F}$-martingale. By Lemma A.10, it is sufficient to prove that for every $0 \leq t < u \leq \infty$ the following condition holds

$$\int_{\Lambda} \mathbb{E}[\Theta^{\infty,I}_{u t}[\mathcal{F}_t]] \, d\mathbb{P} = \int_{\Lambda} \Theta^{\infty,I}_{u t} \, d\mathbb{P},$$

for every $\Lambda \in \mathcal{A}_t := \{ \Gamma \cap \Delta, \, \Gamma \in \mathcal{G}_t^\infty, \, \Delta \in \mathcal{F}_t^{\mathcal{N}(\Xi)^\top} \}$. Observe that $\mathcal{A}_t$ is a $\pi$-system with $\sigma(\mathcal{A}_t) = \mathcal{F}_t$.

Let us, therefore, fix $0 \leq t < u \leq \infty$ and $\Lambda \in \mathcal{A}_t$, where $\Lambda = \Gamma \cap \Delta$, for some $\Gamma \in \mathcal{G}_t^\infty$, $\Delta \in \mathcal{F}_t^{\mathcal{N}(\Xi)^\top}$. Observe that in particular $\Lambda \in \mathcal{F}_t^{\mathcal{M}^\infty}$. Now we obtain

$$\int_{\Lambda} \mathbb{E}[\Theta^{\infty,I}_{u t}[\mathcal{F}_t]] \, d\mathbb{P} = \int_{\Lambda} \mathbb{E}[\mathbb{E}[\Theta^{\infty,I}_{u t}[\mathcal{F}_{\Lambda}]]] \, d\mathbb{P} = \int_{\Lambda} \mathbb{E}[\Theta^{\infty,I}_{u t}[\mathcal{F}_{\Lambda}]] \, d\mathbb{P} = \int_{\Lambda} \Theta^{\infty,I}_{u t} \, d\mathbb{P},$$

where the first equality holds because $\Lambda \in \mathcal{F}_t^{\mathcal{M}^\infty}$, so that we can use the definition of the conditional expectation with respect to the $\sigma$-algebra $\mathcal{F}_t^{\mathcal{M}^\infty}$. In the second equality, we have used the tower property and Remark 3.28(ii), while for the third one we have used that $\Theta^{\infty,I}$ is a $\mathbb{F}^{\mathcal{M}^\infty}$ martingale, i.e. we applied Corollary 3.27 for $\Gamma \in \mathcal{G}_t^\infty \subset \mathcal{G}_\infty^\infty$. Therefore, we can conclude that $\Theta^{\infty,I}$ is a uniformly integrable $\mathbb{F}$-martingale. □

3.7.2. $\mathcal{N}$ is sufficiently integrable. The uniform integrability of the $\mathbb{F}$-martingale $\mathcal{N}$ implies neither the integrability of $[\mathcal{N}]^{1/2}$ nor of $\sup_{t \in [0,\infty)}[\mathcal{N}]_t$. In Lemma 3.32 we will prove that there exists a suitable function $\Psi$ such that

$$\Psi\left(\sup_{t \in [0,\infty)}[\mathcal{N}]_t\right) \text{ and } \Psi\left(\mathcal{N}^{1/2}\right) \text{ are integrable.}$$

This result is crucial in order to show that $M_{\mu^{\mathcal{N}}} \left(\mathcal{N} \mathbb{P}\right)$ is well-defined, see Corollary 3.33 and Proposition 3.34. The way we choose $\Psi$ is given in Definition 3.30.

We have shown in Lemma 3.15 that the sequence $(\text{Tr}[\{X^k\}_\infty])_{k \in \mathbb{N}}$ is uniformly integrable. The orthogonal decomposition of $Y^\infty$ with respect to $(X^\infty,c^\infty,\mu^{X^\infty,d^\infty})$ implies then that the (finite) family $\{\langle Z^\infty \cdot X^\infty,c^\infty \rangle, \langle U^\infty \cdot \mu^{X^\infty,d^\infty} \rangle\}_\infty$ is uniformly integrable. Therefore, the family

$$\mathcal{M} := \{\text{Tr}[\{X^k\}_\infty], k \in \mathbb{N}\} \cup \{\langle Z^\infty \cdot X^\infty,c^\infty \rangle, \langle U^\infty \cdot \mu^{X^\infty,d^\infty} \rangle\}_\infty,$$

is uniformly integrable as a finite union of uniformly integrable families of random variables. By de La Vallée-Poussin’s criterion, see [12, Corollary 2.5.5], we can construct a Young function $\Phi$, see Appendix A.3 for the respective definition, such that $\sup_{\Gamma \in \mathcal{M}} \mathbb{E}[\Phi(\Gamma)] < \infty$. We can improve the last condition by choosing a moderate Young function $\Phi^M$, see Appendix A.3 for the definition, such that

$$\sup_{\Gamma \in \mathcal{M}} \mathbb{E}[\Phi^M(\Gamma)] < \infty,$$

where $\mathcal{A} := (\alpha_m)_{m \in \mathbb{N}}$ is a sequence of non-negative integers such that $\alpha_0 = 0$, $\alpha_{2m} \leq 2\alpha_m$ and $\lim_{m \to \infty} \alpha_m = \infty$, see the first Lemma in [53].

Definition 3.30. Let $\Phi^A$ be a moderate Young function with associated sequence $\mathcal{A}$, consisting of non-negative integers such that $\alpha_0 = 0$, $\alpha_{2m} \leq 2\alpha_m$ and $\lim_{m \to \infty} \alpha_m = \infty$, for which condition (3.55) holds. For $x \quad \mapsto \quad 1/2x^2 \in \mathbb{R}_+$, we define the function $\Psi$ to be the Young conjugate of $\Phi^A \circ \text{quad}$.

Remark 3.31. The crucial property of $\Psi$ is that it is moderate, see Proposition A.12.

Lemma 3.32. The weak–limit $\mathcal{N}$ given by convergence (3.39) and the Young function $\Psi$ from Definition 3.30 satisfies

$$\mathbb{E}\left[\Psi\left(\sup_{t \in [0,\infty)}[\mathcal{N}]_t\right)\right] < \infty, \text{ and } \mathbb{E}\left[\Psi\left([\mathcal{N}]^{1/2}\right)\right] < \infty.$$
Proof. By convergence (3.39), Corollary 3.27, Remark 3.25 and [34, Proposition VI.3.14] we have that
\[ N_t^{k_i} \xrightarrow{L} N_t, \text{ for every } t \in \mathbb{R}_+. \]

The function \( \Psi \) is continuous and convex, since it admits a representation via a Lebesgue integral with positive and non-decreasing integrand. By the continuity of \( \Psi \) and the above convergence we can also conclude that
\[ \Psi(|N_t^{k_i}|) \xrightarrow{L} \Psi(|N_t|), \text{ for every } t \in \mathbb{R}_+. \] (3.56)

Using now Proposition A.12.(iv), there exists a Young function \( \Upsilon \) and constants \( K > 0 \) and \( C > 1 \) such that
\[
\sup_{t \in \mathbb{N}} \mathbb{E}\left[ \Upsilon\left( \sup_{t \in [0, \infty)} |N_t^{k_i}| \right) \right] = \sup_{t \in \mathbb{N}} \mathbb{E}\left[ (\Upsilon \circ \Psi)\left( \sup_{t \in [0, \infty)} |N_t^{k_i}| \right) \right] \\
\leq \sup_{t \in \mathbb{N}} \mathbb{E}\left[ C \mathbb{1}_{[0,\overline{C}]} \left( \sup_{t \in [0, \infty)} |N_t^{k_i}| \right) \right] + \frac{K}{2} \sup_{t \in \mathbb{N}} \mathbb{E}\left[ \sup_{t \in [0, \infty)} |N_t^{k_i}|^2 \mathbb{1}_{[C, \infty)} \left( \sup_{t \in [0, \infty)} |N_t^{k_i}| \right) \right] \\
\leq \overline{C} + \frac{K}{2} \sup_{t \in \mathbb{N}} \mathbb{E}\left[ \sup_{t \in [0, \infty)} |N_t^{k_i}|^2 \right] \overset{\text{Lemma 3.21.(iv)}}{<} \infty. \quad \text{(3.57)}
\]

By the above inequality and de La Vallée Poussin’s criterion, we obtain the uniform integrability of the family \( \left( \Psi(|N_t^{k_i}|) \right)_{t \in [0, \infty), \mathbb{N}} \). On the other hand, convergence (3.56) and the Dunford–Pettis compactness criterion, see Dellacherie and Meyer [21, Chapter II, Theorem 25], yield that the set
\[ Q := \{ \Psi(|N_t^{k_i}|), t \in [0, \infty), l \in \mathbb{N} \} \cup \{ \Psi(|N_t|), t \in [0, \infty) \}, \]
is uniformly integrable, since we augment the relatively weakly compact set \( \{ \Psi(|N_t^{k_i}|)\}_{t \in [0, \infty), \mathbb{N}} \) merely by aggregating it with the weak–limits \( \{ \Psi(|N_t|) \}, t \in [0, \infty) \). In particular, the subset \( N_{\varphi} := \{ \Psi(|N_t|) \}_{t \in [0, \infty)} \) is uniformly integrable. The \( L^1 \)–boundedness of \( N_\varphi \) and the \( F \)–martingale property of \( N \), see Proposition 3.29, imply that the random variable \( N_{\infty} := \lim_{t \to \infty} N_t \) exists \( \mathbb{P} \)-a.s. Using the uniform integrability of \( N_\varphi \) and the continuity of \( \Psi \) once again, we have that
\[ \Psi(|N_{\infty}|) \xrightarrow{L^1(\Omega, \mathcal{G}, \mathbb{P})} \Psi(|N_{\infty}|), \]
\[ \text{i.e. } \Psi(|N_{\infty}|) \in L^1(\Omega, \mathcal{G}, \mathbb{P}), \]
where \( \Psi(|N_{\infty}|) \) is the norm of the Orlicz space associated to the Young function \( \Psi \), see Dellacherie and Meyer [22, Paragraph 97]. Now we are ready to apply Doob’s inequality in the form [22, Inequality 103.1], since the Young conjugate of \( \Psi \) is the moderate Young function \( \Phi^\circ \Omega \) quad, with associated constant \( \tau_{\Phi^\circ \Omega} < \infty \), see Definition A.11 for the associated constants of a Young function. The above yields
\[ C_\Psi := \left\| \sup_{t \in [0, \infty)} |N_t| \right\|_\Psi \leq \tau_{\Phi^\circ \Omega} \| N_{\infty} \|_\Psi < \infty. \] (3.59)

Inequality (3.59) yields therefore the finiteness of \( \| \sup_{t \in [0, \infty)} |N_t| \|_\Psi \), which in conjunction with the fact that \( \Psi \) is moderate, \emph{i.e.} \( \tau_\Psi < \infty \), provides also the finiteness of \( \mathbb{E}[\Psi(|\sup_{t \in [0, \infty)} |N_t||)] \). The latter can be easily concluded by Long [46, Theorem 3.1.1.(b),(d)] and the fact that
\[ \mathbb{E}\left[ \Psi\left( \sup_{t \in [0, \infty)} |N_t| \right) \right] \leq \mathbb{E}\left[ \Psi\left( \frac{\sup_{t \in [0, \infty)} |N_t|}{C_\Psi} \right) \right] \mathbb{1}_{\{C_\Psi \leq 1\}} + \tau_\Psi \mathbb{E}\left[ \Psi\left( \frac{\sup_{t \in [0, \infty)} |N_t|}{C_\Psi} \right) \right] \mathbb{1}_{\{C_\Psi > 1\}}, \]
which is finite in any case. Now, we use the finiteness of \( \mathbb{E}[\Psi(|\sup_{t \in [0, \infty)} |N_t||)] \), Burkholder–Davis–Gundy’s inequality [31, Theorem 10.36], and the fact that \( \Psi \) is moderate to conclude that \( \mathbb{E}[\Psi\left( |N_{\infty}|^{1/2} \right)] < \infty. \)

**Corollary 3.33.** The weak–limit \( N \) in convergence (3.39) satisfies
\[ \mathbb{E}\left[ \int_{(0, \infty)} |\Delta N_s| \|x\|_1 \mu^{\infty, d}(ds, dx) \right] < \infty. \]
Proof. We have that
\[
E \left[ \int_{(0,\infty) \times \mathbb{R}^\ell} |\Delta \mathbf{N}_s| \, |x| \, \mu^{X^{\infty,d}}(ds, dx) \right] = \sum_{i=1}^\ell E \left[ \int_{(0,\infty)} |\Delta \mathbf{N}_s| \, |x^i| \mu^{X^{\infty,d}}(ds, dx) \right]
\]
\[
= \sum_{i=1}^\ell E \left[ \sum_{s>0} |\Delta \mathbf{N}_s| \, |\Delta X^{\infty,d,i}| \right] \leq \sum_{i=1}^\ell E \left[ \left( \sum_{s>0} (\Delta \mathbf{N}_s)^2 \right)^{1/2} \left( \sum_{s>0} (\Delta X^{\infty,d,i})^2 \right)^{1/2} \right]
\]
\[
\leq \sum_{i=1}^\ell E \left[ |\mathbf{N}|_{\infty}^{1/2} |X^{\infty,i}|_{\infty}^{1/2} \right] \leq \sum_{i=1}^\ell E \left[ \Psi \left( |\mathbf{N}|_{\infty}^{1/2} \right) + \Phi^d \circ \text{quad} \left( |X^{\infty,i}|_{\infty}^{1/2} \right) \right]
\]
\[
\leq \sum_{i=1}^\ell E \left[ \Psi \left( |\mathbf{N}|_{\infty}^{1/2} \right) + \Phi^d \left( \text{Tr} \left[ X^{\infty} \right]_{\infty} \right) \right] < \infty,
\]
where in the last inequality we used also the convexity of \( \Phi^d \) in order to take out the coefficient \( \frac{1}{2} \), which appears due to the definition of the function quad. \( \square \)

We conclude this sub-section with the following result, which yields that \( (X^{\infty,1}, \mathbf{N}, \ldots, X^{\infty,\ell}, \mathbf{N})^T \) is an uniformly integrable martingale.

**Proposition 3.34.** The weak–limit \( \mathbf{N} \) in convergence (3.39) satisfies
\[
\langle X^{\infty,c,i}, \mathbf{N} \rangle \sigma = 0, \quad \text{for every } i = 1, \ldots, \ell, \text{ and } M_{\mu^{X^{\infty,d}}} \left[ \Delta \mathbf{N} \right] F^2 = 0.
\]  

**Proof.** We will apply Proposition 3.20 to the pair of \( F \)-martingales \( (X^{\infty}, \mathbf{N}) \). Firstly, recall Remark 3.25, i.e. that \( X^{\infty} \) and \( \mathbf{N} \) are \( F \)-quasi–left–continuous \( F \)-martingales. Now we verify that the aforementioned pair indeed satisfies the requirements of Proposition 3.20,(i)–(iii).

- By Proposition 3.29 we have that \( [X^{\infty}, \mathbf{N}] \) is a uniformly integrable \( F \)-martingale, hence the first condition is satisfied.

- By the same proposition, we also have that \( [R_{2,i} \ast \mu^{(X^{\infty,d},G^{\infty})}, \mathbf{N}] \) is a uniformly integrable \( F \)-martingale, for every \( I \in \mathcal{J}(X^{\infty}) \). Moreover, by Lemma A.9 we have that \( \sigma\left( \mathcal{J}(X^{\infty}) \right) = B(\mathbb{R}^\ell \setminus \{0\}) \). Hence, the second condition is also satisfied.

- Finally, the property \( \left[ \Delta \mathbf{N} \right] \mu^{X^{\infty,d}} \in \mathcal{A}_p(F) \) is equivalent to
\[
E \left[ \int_{(0,\infty) \times \mathbb{R}^\ell} |\Delta \mathbf{N}_s| \, V(s, x) \, \mu^{X^{\infty,d}}(ds, dx) \right] < \infty,
\]
for some strictly positive \( F \)-predictable function \( V \). In view of Corollary 3.33, (3.61) holds for \( V(\omega, t, x) = \sum_{i=1}^\ell |\pi^i(x)| = \|x\|_1 \), which is \( \mu^{X^{\infty,d}} \)–a.e. strictly positive and \( F \)-predictable as deterministic. Therefore, (3.61) is valid, i.e. the third condition is satisfied. \( \square \)

### 3.7.3. The filtration \( G^{\infty} \) is immersed in the filtration \( F \)

In this sub-sub-section we use the notation and framework of subsection 3.7.1. Recall that the filtration \( F \) has been defined in (3.46), and that the subsequence \( (k_l)_{l \in \mathbb{N}} \) is fixed and such that convergence (3.39) holds.

**Definition 3.35.** The filtration \( G \) is immersed in the filtration \( F \)\(^1\) if
\[
\mathcal{H}^2(G, \infty; \mathbb{R}) \subset \mathcal{H}^2(F, \infty; \mathbb{R}).
\]

**Lemma 3.36.** Let \( X_0 + X^{\infty,c,F} + \text{Id} \ast \hat{\mu}(X^{\infty,d,F}) \) be the canonical representation of \( X^{\infty} \) as an \( F \)-martingale and \( X_0 + X^{\infty,c} + \text{Id} \ast \hat{\mu}(X^{\infty,d,G^{\infty}}) \) be the canonical representation of \( X^{\infty} \) as an \( G^{\infty} \)-martingale. Then the respective parts are indistinguishable, i.e.
\[
X^{\infty,c} = X^{\infty,c,F}, \text{ and } \text{Id} \ast \hat{\mu}(X^{\infty,d,G^{\infty}}) = \text{Id} \ast \hat{\mu}(X^{\infty,d,F}), \text{ up to indistinguishability.}
\]

Therefore, we will simply denote the continuous part of the \( F \)-martingale \( X^{\infty} \) by \( X^{\infty,c} \) and we will use differently \( \text{Id} \ast \hat{\mu}(X^{\infty,d,G^{\infty}}) \) and \( \text{Id} \ast \hat{\mu}(X^{\infty,d,F}) \) to denote the discontinuous part of the \( F \)-martingale \( X^{\infty} \).

---

\(^1\)A summary of other terms describing the same property can be found in Tsirelson [68].
Proof. By Proposition 3.29 the process $X^\infty$ is an $\mathbb{F}$–martingale whose canonical representation is given by

$$X^\infty = X_0 + X^{\infty,c,\mathbb{F}} + \text{Id} \ast \tilde{\mu}(X^{\infty,d,\mathbb{F}}),$$

see [34, Corollary II.2.38]. However $X^\infty$ is $\mathbb{G}^{\infty}$–adapted, which in conjunction with Föllmer and Protter [30, Theorem 2.2] implies that the process $X^{\infty,c,\mathbb{F}} + \text{Id} \ast \tilde{\mu}(X^{\infty,d,\mathbb{F}})$ is an $\mathbb{G}^{\infty}$–martingale. On the other hand, the canonical representation of the process $X^\infty$ as a $\mathbb{G}^{\infty}$–martingale is

$$X^\infty = X_0 + X^{\infty,c} + \text{Id} \ast \tilde{\mu}(X^{\infty,d,\mathbb{G}^{\infty}}).$$

Hence, by [34, Theorem I.4.18] we can conclude the indistinguishability of the respective parts due to the uniqueness of the decomposition. \qed

Lemma 3.37. We have $\langle X^\infty \rangle^{\mathbb{G}^{\infty}} = \langle X^\infty \rangle^\mathbb{F}$.

Therefore, we will denote the dual predictable projection of $X^\infty$ simply by $\langle X^\infty \rangle$.

Proof. In Proposition 3.29 we showed that the process $[X^\infty] - \langle X^\infty \rangle^{\mathbb{G}^{\infty}}$ is an $\mathbb{F}$–martingale. On the other hand, $\left(\text{Tr}([X^\infty]_t)\right)_{t \in [0,\infty)}$ is uniformly integrable and in particular of class (D)\(^{14}\). Consequently, by [34, Theorem I.3.18], there exists a unique $\mathbb{F}$–predictable process, say $\langle X^\infty \rangle^\mathbb{F}$, such that $[X^\infty] - \langle X^\infty \rangle^\mathbb{F}$ is a uniformly integrable $\mathbb{F}$–martingale. Recall that by definition $\mathbb{G}^{\infty} \subset \mathbb{F}$, therefore $\mathcal{P}^{\mathbb{G}^{\infty}} \subset \mathcal{P}^\mathbb{F}$, which allows us to conclude that $\langle X^\infty \rangle^{\mathbb{G}^{\infty}} - \langle X^\infty \rangle^\mathbb{F}$ is a uniformly integrable $\mathbb{F}$–predictable $\mathbb{F}$–martingale of finite variation. Therefore, by [34, Corollary I.3.16], we obtain that $\langle X^\infty \rangle^{\mathbb{G}^{\infty}} - \langle X^\infty \rangle^\mathbb{F} = 0$ up to an evanescent set. \qed

Corollary 3.38. The process $X^\infty$ is $\mathbb{F}$–quasi–left–continuous. Therefore

$$\nu^{(X^{\infty,d,\mathbb{F}})} (\omega; \{ t \} \times \mathbb{R}^+) = 0 \text{ for every } (\omega, t) \in \Omega \times \mathbb{R}_+.$$  \hspace{1cm} (3.62)

Proof. The $\mathbb{F}$–quasi–left–continuity of $X^\infty$ is immediate by the continuity of $\langle X^\infty \rangle$ and [34, Theorem I.4.2]. By [34, Corollary II.1.19], we conclude that (3.62) holds. \qed

Now, we can obtain some useful properties about the predictable quadratic covariation of the continuous and the purely discontinuous martingale part of $X^\infty$.

Lemma 3.39. We have $\langle X^\infty,c \rangle^\mathbb{F} = \langle X^\infty,c \rangle^{\mathbb{G}^{\infty}}$ and $\nu^{(X^{\infty,d,\mathbb{F}})}|_{\mathbb{P}^{\mathbb{G}^{\infty}}} = \nu^{(X^{\infty,d,\mathbb{G}^{\infty}})}$.

Therefore, we will denote the dual predictable projection of $X^{\infty,c}$ simply by $\langle X^\infty,c \rangle$.

Proof. For the reader’s convenience we separate the proof in two parts.

(i) First, we prove that $\nu^{(X^{\infty,d,\mathbb{F}})}|_{\mathbb{P}^{\mathbb{G}^{\infty}}} = \nu^{(X^{\infty,d,\mathbb{G}^{\infty}})}$. Indeed, recalling Remark 2.2 and that $X^\infty$ is both $\mathbb{G}^{\infty}$– and $\mathbb{F}$–quasi–left–continuous, it holds for every $t \in [0, \infty)$

$$\int_{\mathbb{R}^+} x \nu^{(X^{\infty,d,\mathbb{G}^{\infty}})}(\{ t \} \times dx) \overset{\text{(M1)}}{=} \int_{\mathbb{R}^+} x \nu^{(X^{\infty,d,\mathbb{F}})}(\{ t \} \times dx) \overset{(3.62)}{=} \int_{\mathbb{R}^+} x \nu^{(X^{\infty,d,\mathbb{F}})}(\{ t \} \times dx), \mathbb{P} – a.s. \hspace{1cm} (3.63)$$

Consequently, for every non–negative, $\mathbb{G}^{\infty}$–predictable function $\theta$, using [34, Theorem II.1.8], it holds

$$\mathbb{E} \left[ \theta \ast \nu^{(X^{\infty,c,\mathbb{F}})} \right] \overset{(3.63)}{=} \mathbb{E} \left[ \sum_{s > 0} \theta(s, \Delta X^\infty, d) \mathbb{1}_{|\Delta X^\infty,d|>0} \right] = \mathbb{E} \left[ \theta \ast \nu^{(X^{\infty,c,\mathbb{G}^{\infty}})} \right].$$

Therefore we can conclude that $\nu^{(X^{\infty,d,\mathbb{F}})}|_{\mathbb{P}^{\mathbb{G}^{\infty}}} = \nu^{(X^{\infty,d,\mathbb{G}^{\infty}})}$.

(ii) Now we prove that $\langle X^\infty,c \rangle^{\mathbb{G}^{\infty}} = \langle X^\infty,c \rangle^\mathbb{F}$. We will combine the previous part with Lemma 3.37. The map $\text{Id}$ is both an $\mathbb{G}^{\infty}$– and $\mathbb{F}$–predictable function as deterministic and continuous. Then

$$\langle X^\infty,c \rangle^\mathbb{F} = \langle X^\infty \rangle - (\text{Id} \ast \tilde{\mu}^{(X^{\infty,d,\mathbb{F}})}) \overset{\text{Lem. 3.36}}{=} \langle X^\infty \rangle - |\text{Id}|^2 \ast \mu^{(X^{\infty,d,\mathbb{F}})} \overset{(i)}{=} \langle X^\infty \rangle - |\text{Id}|^2 \ast \mu^{(X^{\infty,d,\mathbb{G}^{\infty}})} \overset{\text{Cor. 3.38}}{=} \langle X^\infty \rangle - (\text{Id} \ast \mu^{(X^{\infty,d,\mathbb{G}^{\infty}})}) \overset{(M1)}{=} \langle X^\infty \rangle - \langle \text{Id} \ast \mu^{(X^{\infty,d,\mathbb{G}^{\infty}})} \rangle^{\mathbb{G}^{\infty}} = \langle X^\infty,c \rangle^{\mathbb{G}^{\infty}}.$$ \hspace{1cm} \(\square\)

In view of the previous lemmata, we are able to prove that every $\mathbb{G}^{\infty}$–stochastic integral with respect to $X^\infty$ is also an $\mathbb{F}$–martingale. The exact statement is provided below.

\(^{14}\)See [34, Definition I.1.46].
Lemma 3.40. Let $Z \in \mathbb{H}^2(X^{\infty,c}, G^{\infty, \infty}; \mathbb{R})$, then we have $Z \cdot X^{\infty,c} \in \mathcal{H}^2_c([\mathbb{R}], G^{\infty, \infty})$.

Proof. By Lemma 3.39, we can easily conclude that $\mathbb{H}^2(X^{\infty,c}, G^{\infty, \infty}; \mathbb{R}) \subset \mathbb{H}^2(X^{\infty,c}, F, G^{\infty, \infty}; \mathbb{R})$. We are going to prove the required property initially for simple integrands. Assume that $\rho, \sigma$ are $G^{\infty}$-stopping times such that $\rho \leq \sigma, F$-a.s., and that $\psi$ is an $\mathbb{R}$-valued, bounded and $G^\infty$-measurable random variable. Then, see [34, Theorem 4.5], the $G^{\infty}$-stochastic integral $(\psi \mathbb{1}_{[\rho, \sigma]} \cdot X^{\infty,c})$ is defined as

$$\psi \mathbb{1}_{[\rho, \sigma]} \cdot X^{\infty,c} = \sum_{i=1}^{\ell} \int_0^\infty \psi^i \mathbb{1}_{[\rho, \sigma]} \, dX^{\infty,c,i}. \tag{3.64}$$

Treating now $\psi$ as an $F$-measurable variable, since $G^{\infty} \subset F$, and using that $X^{\infty,c}$ is an $F$-martingale, Proposition 3.29 yields that the representation in (3.64) is also an $F$-martingale. By [34, Theorem III.4.5 – Part a] we can conclude for an arbitrary $Z \in \mathbb{H}^2(X^{\infty,c}, G^{\infty, \infty}; \mathbb{R})$, since the process $Z \cdot X^{\infty,c}$ can be approximated by $F$-martingales with representation as in (3.64).

Lemma 3.41. Let $U \in \mathbb{H}^2(\mu^{X^{\infty,d}, G^{\infty, \infty}}; \mathbb{R})$, then it holds that $U * \tilde{\mu}^{X^{\infty,d}, G^{\infty}} \in \mathcal{H}^2(\mathbb{R}, G^{\infty, \infty}; \mathbb{R})$. Moreover, the processes $U * \tilde{\mu}^{X^{\infty,d}, G^{\infty}}$ and $U * \tilde{\mu}^{X^{\infty,d}, F}$ are indistinguishable.

Proof. Let $U \in \mathbb{H}^2(\mu^{X^{\infty,d}, G^{\infty, \infty}}; \mathbb{R})$. The inclusion $\mathcal{P}^{\infty} \subset \mathcal{F}$ and the equalities

$$\mathbb{E} \left[ \sum_{s>0} \left| \int_{\mathbb{R}^d} U(s, x) \tilde{\mu}^{X^{\infty,d}, G^{\infty}} \{\{s\} \times dx\right| \right]^2 \leq \mathbb{E} \left[ \sum_{s>0} \left| \int_{\mathbb{R}^d} U(s, x) \mu^{X^{\infty,d}} \{\{s\} \times dx\right| \right]^2 \leq \mathbb{E} \left[ \sum_{s>0} \left| \int_{\mathbb{R}^d} U(s, x) \mu^{X^{\infty,d}, G^{\infty}} \{\{s\} \times dx\right| \right]^2 < \infty,$n

yield that $U \in \mathbb{H}^2(\mu^{X^{\infty,d}, F, G^{\infty, \infty}}; \mathbb{R})$, hence the $F$-martingale $U * \tilde{\mu}^{X^{\infty,d}, F}$ is well-defined.

Let now $W$ be a positive $G^{\infty}$-predictable function such that $\mathbb{E}[W * \mu^{X^{\infty,d}}] < \infty$. By [34, Theorem I.1.8], we have that $\mathbb{E}[W * \nu^{X^{\infty,d}, G^{\infty}}] < \infty$, as well as $\mathbb{E}[W * \nu^{X^{\infty,d,F}}] < \infty$. Then, the property $\nu^{X^{\infty,d, F}}|_{G^{\infty}} = \nu^{X^{\infty,d, G^{\infty}}}$ from Lemma 3.39 translates into

$$W * \tilde{\mu}^{X^{\infty,d, G^{\infty}}} = W * \tilde{\mu}^{X^{\infty,d, F}} = W * \mu^{X^{\infty,d}} - W * \nu^{X^{\infty,d,F}}$$

$$= W * \mu^{X^{\infty,d}} - W * \nu^{X^{\infty,d,G^{\infty}}}$$

$$= W * \tilde{\mu}^{X^{\infty,d, G^{\infty}}},$$

where in the first and the last equalities, we used [34, Proposition I.2.8], while in the second one as well as in the second to last one, we used the definition of the compensated integer valued measure. It is immediate that the above equality holds also if $W$ is a real-valued $G^{\infty}$-predictable function such that $\mathbb{E}[W * \mu^{X^{\infty,d}}] < \infty$, i.e.

$$W * \tilde{\mu}^{X^{\infty,d, G^{\infty}}} = W * \tilde{\mu}^{X^{\infty,d, F}};$$

in other words, when the $G^{\infty}$-predictable integrand $W$ is such that $W * \tilde{\mu}^{X^{\infty,d, G^{\infty}}}$ is of finite-variation, then it is indistinguishable from $W * \tilde{\mu}^{X^{\infty,d, F}}$.

In view of the above discussion, we can conclude that for an arbitrary $U \in \mathbb{H}^2(\mu^{X^{\infty,d}, G^{\infty, \infty}}; \mathbb{R})$, we also have $U * \tilde{\mu}^{X^{\infty,d, G^{\infty}}} = U * \tilde{\mu}^{X^{\infty,d, F}}$ up to indistinguishability. Indeed, let us denote by $(\tau^m)_{m \in \mathbb{N}}$ the sequence of $G^{\infty}$-totally inaccessible $G^{\infty}$-stopping times which exhausts the thin $G^{\infty}$-optional set $[\Delta X^{\infty,d} \neq 0]$ (see [34, Proposition I.1.32, Proposition I.2.26]), and fix some $U \in \mathbb{H}^2(\mu^{X^{\infty,d}, G^{\infty, \infty}}; \mathbb{R})$. Then

$$\Delta (U * \tilde{\mu}^{X^{\infty,d, G^{\infty}}})_{\tau^m} = U(\tau^m, \Delta X^{\infty,d}_{\tau^m}) \in L^2(\Omega, G^{\infty, \infty}; \mathbb{R}), \quad \text{for every } m \in \mathbb{N}.$$
Using (M3), for every \( m \in \mathbb{N} \), there exists \( U^m \in \mathbb{H}^2(\mu^{X,\infty,d}, G^{\infty}; \mathbb{R}) \) such that

\[
M^m = U^m \ast \tilde{\mu}^{(X,\infty,d,G^{\infty})}(3.65) = U^m \ast \tilde{\mu}^{(X,\infty,d,F)},
\]

where the second equality holds because \( M^m \) is a process of finite variation for every \( m \in \mathbb{N} \), since it is a single-jump process. Consequently, \( M^m \in \mathcal{H}^{2,d}(\mathbb{F}, \mathbb{R}; \mathbb{R}) \) for every \( m \in \mathbb{N} \). Finally, by [12, Theorem 10.2.14] we can approximate (the precise argument is presented in the proof of the aforementioned theorem) both \( U \ast \tilde{\mu}^{(X,\infty,d,G^{\infty})} \) and \( U \ast \tilde{\mu}^{(X,\infty,d,F)} \) by the same sequence \( \left( \sum_{m=1}^{n} M^m \right)_{n \in \mathbb{N}} \). By the uniqueness of the limit, \( U \ast \tilde{\mu}^{(X,\infty,d,G^{\infty})} = U \ast \tilde{\mu}^{(X,\infty,d,F)} \) up to indistinguishability.

\[\Box\]

Concluding, since every \( G^{\infty} \)-martingale is also an \( \mathbb{F} \)-martingale, the filtration \( G^{\infty} \) is immersed in \( \mathbb{F} \). The following result shows that the orthogonal decomposition remains the same under both filtrations.

**Corollary 3.42.** The orthogonal decomposition of \( Y^{\infty} \) with respect to \( (X,\infty,c,\mu^{X,\infty,d},F) \) is given by

\[
Y^{\infty} = Y_0 + Z^{\infty} \cdot X^{\infty,c} + U^{\infty} \ast \tilde{\mu}^{(X,\infty,d,F)},
\]

(3.66)

where \( Z^{\infty} \in \mathbb{H}^2(X^{\infty,c}, G^{\infty}; \mathbb{R}) \) and \( U^{\infty} \in \mathbb{H}^2(\mu^{X,\infty,d}, G^{\infty}; \mathbb{R}) \) are determined by the orthogonal decomposition of \( Y^{\infty} \) with respect to \( (X,\infty,c,\mu^{X,\infty,d},G^{\infty}) \), see Theorem 3.3. In other words, the orthogonal decomposition of \( Y^{\infty} \) with respect to \( (X,\infty,c,\mu^{X,\infty,d},F) \) is indistinguishable from the orthogonal decomposition of \( Y^{\infty} \) with respect to \( (X,\infty,c,\mu^{X,\infty,d},G^{\infty}) \).

**Proof.** In Proposition 3.29, we have proven that \( Y^{\infty} \in \mathcal{H}^2(\mathbb{F}, \mathbb{R}; \mathbb{R}) \), therefore the orthogonal decomposition of \( Y^{\infty} \) with respect to \( (X,\infty,c,\mu^{X,\infty,d},F) \) is well-defined. Assume that

\[
Y^{\infty} = Y_0 + Z^{\infty,F} \cdot X^{\infty,c} + U^{\infty,F} \ast \widetilde{\mu}^{(X,\infty,d,F)} + N^{\infty,F},
\]

where \( Z^{\infty,F} \in \mathbb{H}^2(X^{\infty,c}, \mathbb{F}, \mathbb{R}; \mathbb{R}) \), \( U^{\infty,F} \in \mathbb{H}^2(\mu^{X,\infty,d,F}, \mathbb{R}; \mathbb{R}) \) and \( N^{\infty,F} \in \mathcal{H}^2(X^{\infty,c,F}, \mathbb{R}; \mathbb{R}) \). On the other hand, by Lemmata 3.40 and 3.41, we have that \( Z^{\infty} \cdot X^{\infty,c} \in \mathcal{H}^2(\mathbb{R}; \mathbb{R}) \) and \( U^{\infty} \ast \tilde{\mu}^{(X,\infty,G^{\infty})} \in \mathcal{H}^2(\mathbb{F}, \mathbb{R}; \mathbb{R}) \), that to say

\[
Y^{\infty} = Y_0 + Z^{\infty} \cdot X^{\infty,c} + U^{\infty} \ast \tilde{\mu}^{(X,\infty,G^{\infty})} = Y_0 + Z^{\infty} \cdot X^{\infty,c} + U^{\infty} \ast \tilde{\mu}^{(X,\infty,F)}.
\]

Hence, from [34, Theorem III.4.24], we get that, up to indistinguishability

\[
Z^{\infty} \cdot X^{\infty,c} = Z^{\infty,F} \cdot X^{\infty,c}, U^{\infty} \ast \tilde{\mu}^{(X,\infty,G^{\infty})} = U^{\infty,F} \ast \tilde{\mu}^{(X,\infty,F)}, N^{\infty} = 0.
\]

\[\Box\]

### 3.8. Proof of the main Theorem.

This subsection is devoted to the proof of the main theorem. In view of the preparatory results obtained in the previous sections, as well as of the outline of the proof presented in subsection 3.4, the following proof basically amounts to proving that Step 1 is valid.

**Proof of Theorem 3.3.** By Lemma 3.21(iii) we have that the sequence \( \left( (N^k, (N^k)) \right)_{k \in \mathbb{N}} \) is tight in \( \mathbb{D}(\mathbb{R}^2) \). Therefore, an arbitrary subsequence \( \left( (N^{k_l}, (N^{k_l})) \right)_{l \in \mathbb{N}} \) has a further subsequence \( \left( (N^{k_{l_m}}, (N^{k_{l_m}})) \right)_{m \in \mathbb{N}} \) which converges in law, say to \( (N, \Xi) \), i.e.

\[
(N^{k_{l_m}}, N^{k_{l_m}}) \overset{L}{\longrightarrow} (N, \Xi)^T, \quad m \to \infty,
\]

(3.67)

where \( N \) is a càdlàg process and \( \Xi \) is a continuous and increasing process. The continuity of \( \Xi \) follows from Lemma 3.21(i). Therefore, we can use the results of subsection 3.7 for the subsequence \( \left( (N^{k_{l_m}}, (N^{k_{l_m}})) \right)_{m \in \mathbb{N}} \) and the pair \( (N, \Xi) \).

By Proposition 3.34 and Corollary 3.42 we conclude

\[
\left\langle Y^{\infty}, N \right\rangle = \left\langle Z^{\infty} \cdot X^{\infty,c}, N \right\rangle + \left\langle U^{\infty} \ast \tilde{\mu}^{(X,\infty,d,G^{\infty})}, N \right\rangle
\]

\[
= \left\langle Z^{\infty} \cdot X^{\infty,c}, N \right\rangle + \left\langle U^{\infty} \ast \tilde{\mu}^{(X,\infty,d,F)}, N \right\rangle
\]

\[
= Z^{\infty} \cdot \left\langle X^{\infty,c}, N \right\rangle + \left( U^{\infty} \ast \mu^{X,\infty,d}[\Delta N, P^{\infty}] \right) \ast \nu^{(X,\infty,d,F)} = 0,
\]

(3.68)
i.e. \([Y^\infty, \mathcal{N}]\) is an \(\mathcal{F}\)–martingale. On the other hand, we have proved in Proposition 3.29 that \([Y^\infty, \mathcal{N}] = \Xi\) is an \(\mathcal{F}\)–martingale as well. By subtracting the two martingales, we obtain that \(\Xi\) is also an \(\mathcal{F}\)–martingale. Hence, \(\Xi\) is an \(\mathcal{F}\)–predictable process of finite variation and a martingale, therefore it has to be constant, see [34, Corollary I.3.16]. Now, we have that

\[
\langle N^{k_m} \rangle \xrightarrow{L} m \to \infty \Xi \implies \langle N^{k_m} \rangle_0 \xrightarrow{L} m \to \infty \Xi_0.
\]

Recall that by definition \(\langle N^k \rangle_0 = 0\) for every \(k \in \mathbb{N}\), hence \(\Xi_0 = 0\). Therefore \(\Xi = 0\) and, since the limit is a deterministic process, the convergence above is equivalent to the following

\[
\langle N^{k_m} \rangle \xrightarrow{(J_1, \mathbb{P})} m \to \infty 0.
\]

Since the limit above is common for every subsequence and \((\mathbb{D}, J_1(\mathbb{R}))\) is Polish, we can conclude from [23, Theorem 9.2.1] that

\[
\langle N^k \rangle \xrightarrow{(J_1(\mathbb{R}), \mathbb{P})} 0.
\]

Using Lemma 3.21.(v) and [31, Theorem 1.11], we can strengthen the above convergence to

\[
\langle N^k \rangle \xrightarrow{(J_1(\mathbb{R}), L^1)} 0. \tag{3.69}
\]

Then, we can also conclude that \(N^k \xrightarrow{(J_1(\mathbb{R}), L^2)} 0\). Indeed, for every \(R > 0\) and by Doob’s \(L^2\)–inequality we obtain

\[
\mathbb{E}\left[ \sup_{t \in [0, R]} |N^k_t|^2 \right] \leq 4\mathbb{E}\left[ |N^k_R|^2 \right] = 4\mathbb{E}\left[ \langle N^k \rangle_R \right] \xrightarrow{k \to \infty} 0,
\]

which implies the convergence \(\mathbb{E}[d_{in}^2(N^k, 0)] \to 0\).

Using the convergence of \(Y^k \xrightarrow{(J_1(\mathbb{R}), L^2)} Y^\infty\) and the convergence of \(\langle N^k \rangle_{k \in \mathbb{N}}\) to the zero process, which is trivially continuous, we can obtain the joint convergence

\[
(Y^k, N^k) \xrightarrow{(J_1(\mathbb{R}), L^2)} (Y^\infty, 0).
\]

Moreover, using the orthogonal decompositions of \(Y^k\) and \(Y^\infty\) and the previous results, we obtain

\[
Z^k \cdot X^k \cdot c + U^k \cdot \tilde{\mu}(X^k \cdot d, G^k) = Y^k - N^k - Y_0 \xrightarrow{(J_1(\mathbb{R}), L^2)} Y^\infty - Y_0 \xrightarrow{L^2} Z^\infty \cdot X^\infty \cdot c + U^\infty \cdot \tilde{\mu}(X^\infty \cdot d, G^\infty),
\]

which yields then (3.2). Thus, it is only left to prove convergence (3.3). Since the sequences \((X^k)_{k \in \mathbb{N}}\) and 
\((Y^k)_{k \in \mathbb{N}}\) satisfy the conditions of Theorem 2.16, we obtain in particular that the sequences \((Y^k + X^k)_{k \in \mathbb{N}}\) and 
\((Y^k - X^k)_{k \in \mathbb{N}}\) also satisfy the conditions of this theorem. Therefore we can conclude that

\[
\langle Y^k + X^k \rangle \xrightarrow{(J_1(\mathbb{R}), \mathbb{P})} \langle Y^\infty + X^\infty \rangle, \text{ and } \langle Y^k - X^k \rangle \xrightarrow{(J_1(\mathbb{R}), \mathbb{P})} \langle Y^\infty - X^\infty \rangle.
\]

By the continuity of the limiting processes, recall (M1) and [34, Theorem 4.2], using the identity

\[
\langle Y^k, X^k \rangle = \frac{1}{4} \langle (Y^k + X^k) - (Y^k - X^k) \rangle, \text{ for every } k \in \mathbb{N},
\]

and convergence (3.69), we can conclude that

\[
\langle (Y^k, X^k) \rangle \xrightarrow{(J_1(\mathbb{R} \times \mathbb{R} \times \mathbb{R}), L^1)} \langle (Y^\infty, X^\infty) \rangle.
\]

In order to strengthen the last convergence to an \(L^1\)–convergence, we only need to recall that by Theorem 2.16 the sequences \(\langle \text{Tr}[(X^k)_{\mathbb{N}}] \rangle_{k \in \mathbb{N}}\) and \(\langle (Y^k)_{\mathbb{N}} \rangle_{k \in \mathbb{N}}\) are uniformly integrable. Now Lemma 2.17 provides the uniform integrability of \(\|\text{Var}(Y^k, X^k)\|_{\mathbb{N}}\), which allows us to conclude. □
APPENDIX A. AUXILIARY RESULTS

A.1. Joint convergence for the Skorokhod $J_1$–topology. This appendix contains some useful results about the joint convergence of sequences in the Skorokhod $J_1$–topology, which are heavily used in Sub–section 2.3 and throughout Section 3. Let us recall that the spaces $\mathbb{D}^q = \mathbb{D}([0, \infty); \mathbb{R}^q)$ and $\mathbb{D}([0, \infty); \mathbb{R})^q$ do not coincide topologically, see [34, Statements VI.1.21-22]. Proposition VI.2.2 in [34] describes the relationship between the convergence on the Skorokhod space of the product state space and the convergence on the product of the Skorokhod spaces of one dimensional state spaces; see also Aldous [1, Lemma 3.5] and Ethier and Kurtz [29, Proposition 3.6.5]. A suitable variation of [34, Proposition VI.2.2] is provided in [17, Lemma 1], which we state here for convenience.

**Lemma A.1.** Let $\alpha^n := (\alpha^{n,1}, \ldots, \alpha^{n,q})^\top \in \mathbb{D}^q$, for every $n \in \mathbb{N}$. The convergence $\alpha^n \xrightarrow{J_1(\mathbb{R}^q)} \alpha^\infty$ holds if and only if the following hold

$$\alpha^{n,i} \xrightarrow{J_1(\mathbb{R})} \alpha^{\infty,i}, \text{ for } i = 1, \ldots, q, \text{ and } \sum_{i=1}^p \alpha^{n,i} \xrightarrow{J_1(\mathbb{R})} \sum_{i=1}^p \alpha^{\infty,i}, \text{ for } p = 1, \ldots, q.$$  

The following corollary is also useful for our purposes.

**Corollary A.2.** Let $\alpha^n, \beta^n, \gamma^n \in \mathbb{D}_f$, for every $n \in \mathbb{N}$. If

$$(\alpha^n, \beta^n)^\top \xrightarrow{J_1(\mathbb{R}^2)} (\alpha^\infty, \beta^\infty)^\top \text{ and } (\alpha^n, \gamma^n)^\top \xrightarrow{J_1(\mathbb{R}^2)} (\alpha^\infty, \gamma^\infty)^\top$$

then

$$(\alpha^n, \beta^n, \gamma^n)^\top \xrightarrow{J_1(\mathbb{R}^3)} (\alpha^\infty, \beta^\infty, \gamma^\infty)^\top.$$  

**Proof.** Consider the sequence $((\alpha^n, \beta^n, -\beta^n, \gamma^n)^\top)_{n \in \mathbb{N}}$. Using that the pairs converge, conditions (i)–(ii) of Lemma A.1 are satisfied, the desired result follows since

$$(\alpha^n, \beta^n, -\beta^n, \gamma^n)^\top \xrightarrow{J_1(\mathbb{R}^4)} (\alpha^\infty, \beta^\infty, -\beta^\infty, \gamma^\infty)^\top.$$  

**Remark A.3.** The result above does not depend on the dimension of the state spaces, and can be generalized inductively to an arbitrary number of sequences, as long as a common converging sequence exists.

The following lemma is another convenient tool when we want to conclude joint convergence.

**Lemma A.4.** Let $\alpha^n := (\alpha^{n,1}, \ldots, \alpha^{n,q})^\top \in \mathbb{D}^q$ for every $n \in \mathbb{N}$, and $f : \mathbb{R}^q \rightarrow \mathbb{R}^p$ be a function continuous on $\mathbb{R}^p$. If $\alpha^n \xrightarrow{J_1(\mathbb{R}^q)} \alpha^\infty$ then $f(\alpha^n) \xrightarrow{J_1(\mathbb{R}^p)} f(\alpha^\infty).$

**Proof.** See [1, Lemma 2.8].

A.1.1. $J_1$–continuous functions. Let

$$\mathcal{I} := \{ I \subset \mathbb{R}, \ I \text{ is a subinterval of } (-\infty, 0) \text{ or } I \text{ is a subinterval of } (0, \infty) \}.$$  

(A.1)

The aim of this sub–sub–section is the following: given a sequence $\alpha^n \xrightarrow{J_1(\mathbb{R}^q)} \alpha^\infty$ and a function $g : \mathbb{R}^q \rightarrow \mathbb{R}$, we want to define a sequence $\{\zeta^n\}_{n \in \mathbb{N}} \subset \mathbb{D}$, where $\zeta^n$ will be constructed using $\alpha^n$ for all $n \in \mathbb{N}$, such that

$$\zeta^n \xrightarrow{J_1(\mathbb{R})} \sum_{0 < t \leq e} g(\Delta \alpha^\infty_t) \mathbbm{1}_I(\Delta \alpha^\infty_t), \text{ for suitable } I \in (\mathcal{I} \cup \{\mathbb{R}\})^q.$$  

(A.2)

The above convergence will be presented in Proposition A.8. To this end we introduce the necessary notation and liminary results. For $\beta \in \mathbb{D}$ we introduce the sets

$$W(\beta) := \{ u \in \mathbb{R} \setminus \{0\}, \exists t > 0 \text{ with } \Delta \beta_t = u \}, \mathcal{I}(\beta) := \{ (v, w) \subset \mathbb{R}, v < w, \ vw > 0 \text{ and } v, w \notin W(\beta) \}.$$  


The convergence \( W(\beta) \) collects the heights of the jumps of the function \( \beta \). The set \( \mathcal{I}(\beta) \) collects all the open intervals of \( \mathbb{R} \setminus \{0\} \) with boundary points of the same sign, which, moreover, do not belong to \( W(\beta) \). Observe that \( \mathcal{I}(\beta) \subset \mathcal{I} \), for every \( \beta \in \mathbb{D} \). For \( \alpha \in \mathbb{D}^q \) we define the set

\[
\mathcal{J}(\alpha) := \left\{ \prod_{i=1}^{q} I_i, \text{ where } I_i \in \mathcal{I}(\alpha^i) \cup \{\mathbb{R}\} \text{ for every } i = 1, \ldots, q \right\} \setminus \{\mathbb{R}^q\}.
\]  

(A.3)

To every \( I := \prod_{i=1}^{q} I_i \subset \mathbb{R}^q \), we associate the set of indexes

\[
J_I := \{ i \in \{1, \ldots, q\}, I_i \neq \mathbb{R} \}.
\]  

(A.4)

For a pair \((\alpha, I)\), where \( \alpha \in \mathbb{D}^q \) and \( I := \prod_{i=1}^{q} I_i \subset \mathbb{R}^q \), we define, in analogy to [34, Notation VI.2.6], the time points

\[
s^0(\alpha, I) := 0, \quad s^{n+1}(\alpha, I) := \inf \{ s > s^n(\alpha, I), \Delta \alpha^n_s \in I_i \text{ for every } i \in J_I \}, \quad n \in \mathbb{N}.
\]  

(A.5)

If \{ \beta_s \} is the \( n \)-th time at which the value of \( \Delta \alpha \) lies in the set \( \mathcal{I} \). The following proposition is the analog of [34, Proposition VI.2.7].

**Proposition A.5.** Fix \( q \in \mathbb{N} \).

(i) The function \( \mathbb{D}^q \ni \alpha \longmapsto s^n(\alpha, I) \in \mathbb{R}_+ \) is continuous at each point \((\alpha, I) \in \mathbb{D}^q \times \mathcal{J}(\alpha)\), for \( n \in \mathbb{N} \).

(ii) If \( s^n(\alpha, I) < \infty \), for some \( n \in \mathbb{N} \), \( I \in \mathcal{J}(\alpha) \), then the function \( \mathbb{D}^q \ni \alpha \longmapsto \Delta \alpha_s^n(\alpha, I) \in \mathbb{D}^q \) is continuous.

**Proof.** Let \((\alpha^k)_k \in \mathbb{N}\) be such that \( \alpha^k \xrightarrow{j_1(\mathbb{R}^q)} \alpha^\infty \) and \( I := \prod_{i=1}^{q} I_i \) \in \mathcal{J}(\alpha^\infty) \). Observe that \( J_I \neq \emptyset \), by definition of \( \mathcal{J}(\alpha^\infty) \). We define \( s^{k,n} := s^n(\alpha^k, I) \), for \( k \in \mathbb{N} \) and \( n \in \mathbb{N} \).

(i) The convergence \( s^{k,0} \xrightarrow{k \to \infty} s^{\infty,0} \) holds by definition. Assume that the convergence \( s^{k,n} \xrightarrow{k \to \infty} s^{\infty,n} \) holds for some \( n \in \mathbb{N} \). We will prove that the convergence \( s^{k,n+1} \xrightarrow{k \to \infty} s^{\infty,n+1} \) holds as well.

Before we proceed, fix a positive number \( u[\alpha^\infty, I] \) such that \( u[\alpha^\infty, I] \notin \cup_{i \in J_I} \{ |u|, u \in W(\alpha^\infty,i) \} \) and \( u[\alpha^\infty, I] \leq \min_{i \in J_I} \{ |u|, v \in \partial I_i \} \).

Observe now that, for \( i \in J_I \) and for \( U := (-\infty, -u[\alpha^\infty, I]) \cup (u[\alpha^\infty, I], \infty) \), the sequence \( \{ s^n(\alpha^\infty,i, U) \}_{i \in \mathbb{N}} \) exhausts the set of times that \( \alpha^\infty,i \) exhibits a jump of height greater than \( u[\alpha^\infty, I] \), i.e.

\[
\{ t \in \mathbb{R}_+, |\Delta \alpha^\infty,i| > u[\alpha^\infty, I] \} \subset \{ s^n(\alpha^\infty,i, U) \}_{i \in \mathbb{N}}, \text{ for every } i \in J_I.
\]  

(A.6)

We will distinguish between several different cases now.

**Case 1:** \( s^{\infty,n+1} < \infty \).

By Property (A.6), there exist unique \( l^{i,n} \in \mathbb{N} \) with \( l^{i,n} < l^{i,n+1} \) such that

\[
s^{l^{i,n}}(\alpha^\infty,i, U) = s^{\infty,n} \quad \text{and} \quad s^{l^{i,n+1}}(\alpha^\infty,i, U) = s^{\infty,n+1} \text{ for every } i \in J_I.
\]  

(A.7)

By [34, Proposition VI.2.7] and the above identities, we obtain

\[
s^{l^{i,n}}(\alpha^{k,i}, U) \xrightarrow{k \to \infty} s^{\infty,n} \quad \text{and} \quad \Delta \alpha^{l^{i,n}}_{s^{l^{i,n}}(\alpha^{k,i}, U)} \xrightarrow{k \to \infty} \Delta \alpha^{\infty,i}_{s^{\infty,n}} \text{ for every } i \in J_I,
\]  

as well as

\[
s^{l^{i,n+1}}(\alpha^{k,i}, U) \xrightarrow{k \to \infty} s^{\infty,n+1} \quad \text{and} \quad \Delta \alpha^{l^{i,n+1}}_{s^{l^{i,n+1}}(\alpha^{k,i}, U)} \xrightarrow{k \to \infty} \Delta \alpha^{\infty,i}_{s^{\infty,n+1}} \text{ for every } i \in J_I.
\]  

(A.9)

\(^{15}\)Recall that \( \partial A \) denotes the \( \cdot \beta \)-boundary of the set \( A \subset \mathbb{R} \).

\(^{16}\)Observe that for \( \alpha \in \mathbb{D} \) the time point \( t^\beta(\alpha, u) \) defined in [34, Definition VI.2.6] can be rewritten using our notation as \( t^\beta(\alpha, \cdot) = s^\beta(\alpha, (\cdot, -\infty) \cup (\alpha, \infty)) \).
In particular, by [34, Proposition 2.1.b], the convergence $s^{k,n} \to s^{\infty,n}$, which has been assumed true as the induction hypothesis, and the Convergence (A.8), we can obtain that
\[
(s^{k,n}(\alpha_{k,i}, U) - s^{k,n})_{k \in \mathbb{N}} \in c_{00}(\mathbb{N}), \quad \text{for every } i \in J_{l}.
\]
where $c_{00}(\mathbb{N}) := \{(\gamma_{m})_{m \in \mathbb{N}} \in \mathbb{R}^{\mathbb{N}} : \exists m_{0} \in \mathbb{N} \text{ such that } \gamma_{m} = 0 \text{ for every } m \geq m_{0}\}$. Define
\[
k_{0,i} := \max \{k \in \mathbb{N} : s^{k,n}(\alpha_{k,i}, U) \neq s^{k,n}\} \text{ for } i \in J_{l}.
\]
By Property (A.10), we obtain that $k_{0,i} < \infty$ for every $i \in J_{l}$. Since $J_{l}$ is a finite set, the number $\bar{k}_{0} := \max \{k_{0,i} : i \in J_{l}\}$ is well–defined and finite, therefore
\[
\begin{align*}
&\text{since } s^{k,n}(\alpha_{k,1}, U) = \cdots = s^{k,n}(\alpha_{k,l}, U) = s^{k,n}, \quad \text{for every } k > \bar{k}_{0}.
\end{align*}
\]
Now, in view of Convergence (A.9), we can conclude the induction step once we prove the analogue to (A.10) for $m = n + 1$, i.e.
\[
(s^{l,n+1}(\alpha_{k,i}, U) - s^{k,n})_{k \in \mathbb{N}} \in c_{00}(\mathbb{N}), \quad \text{for every } i \in J_{l}.
\]
At this point we further distinguish between two cases.

**Case 1.1:**
For every $i \in J_{l}$, we have $l_{i}^{n+1} = 1 + l_{i}^{n}$.

By [34, Proposition VI.2.1.b], Convergence (A.9) and the convergence $\alpha_{k} \xrightarrow{J_{l}(\mathbb{R}^{n})} \alpha^{\infty}$, we can conclude that
\[
(s^{l,n+1}(\alpha_{k,i}, U) - s^{l,n+1}(\alpha_{k,j}, U)) \in c_{00}(\mathbb{N}), \quad \text{for every } i, j \in J_{l}.
\]
Therefore, we can fix hereinafter an index from $J_{l}$ and we will do so for $\mu := \min J_{l}$, i.e. $\mu$ is the minimum element of $J_{l}$. Define
\[
k_{0,i}^{n+1} := \max \{k \in \mathbb{N} : s^{l_{i}^{n+1}}(\alpha_{k,i}, U) \neq s^{l_{i}^{n+1}}(\alpha_{k,\mu}, U)\} \text{ for } i \in J_{l} \setminus \{\mu\}.
\]
By Property (A.13), we obtain that $k_{0,i}^{n+1} < \infty$ for every $i \in J_{l} \setminus \{\mu\}$. Since $J_{l} \setminus \{\mu\}$ is a finite set, the number $\bar{k}_{0}^{n+1} := \max \{k_{0,i}^{n+1} : i \in J_{l} \setminus \{\mu\}\}$ is well–defined and finite. Observe that
\[
\begin{align*}
&\text{where the first equality holds by assumption. Moreover, by Convergence (A.9) we obtain that}\n&1 = \prod_{i \in J_{l}} I_{I_{i}}(\Delta_{s^{1+l_{i}^{n}}(\alpha_{k,i}, U)}), \quad \text{for all but finitely many } k,
\end{align*}
\]
since $\Delta_{s^{1+l_{i}^{n}}(\alpha_{k,i}, U)}$ lies in the interior of the open interval $I_{i}$, for every $i \in J_{l}$. For notational convenience, we will assume that the above convergence holds for $k > \bar{k}_{0}^{n+1}$. Therefore,
\[
\begin{align*}
s^{k,n+1} &= \inf \{s > s^{k,n}, \Delta_{s^{k,i}} \subset I_{i} \text{ for every } i \in J_{l}\} = \inf_{i \in J_{l}} \{s > s^{k,n}, \Delta_{s^{k,i}} \subset I_{i}\}
\end{align*}
\]
\[
\begin{align*}
&= \inf_{i \in J_{l}} \left\{s \in (s^{l_{i}^{n}}(\alpha_{k,i}, U), s^{1+l_{i}^{n}}(\alpha_{k,i}, U)], \Delta_{s^{k,i}} \subset I_{i}\right\}
\end{align*}
\]
\[
\begin{align*}
&= \inf_{i \in J_{l}} \left\{s > s^{1+l_{i}^{n}}(\alpha_{k,i}, U), \Delta_{s^{k,i}} \subset I_{i}\right\}, \quad \text{for } k > \bar{k}_{0}^{n}
\end{align*}
\]
\[
\begin{align*}
&= \prod_{i \in J_{l}} I_{I_{i}}(\Delta_{s^{1+l_{i}^{n}}(\alpha_{k,i}, U)}), \quad \text{for all but finitely many } k,
\end{align*}
\]
\[
\begin{align*}
&\text{i.e. Property (A.12) holds.}
\end{align*}
\]

**Case 1.2:**
There exists $i \in J_{l}$ for which $l_{i}^{n+1} > 1 + l_{i}^{n}$.
Define \( \tilde{J}_I := \{ i \in J_I, l_i^{n+1} > 1 + l_i^n \} \) and fix \( \xi^i \in (l_i^n, l_i^{n+1}) \cap \mathbb{N} \), for every \( i \in \tilde{J}_I \). Recall that by [34, Proposition VI.2.7], we have

\[
\lim_{k \to \infty} s^\xi_i(\alpha^{k,i}, U) = s^\xi_i(\alpha^{\infty,i}, U) \quad \text{and} \quad \lim_{k \to \infty} \Delta \alpha^{k,i}_{s^\xi_i(\alpha^{k,i}, U)} = \Delta \alpha^{\infty,i}_{s^\xi_i(\alpha^{\infty,i}, U)}. \tag{A.16}
\]

We can conclude that Property (A.12) holds, if for every \( \bar{s} \in (s^{\infty,n}, s^{\infty,n+1}) \) such that

\[
\lim_{k \to \infty} s^\xi_i(\alpha^{k,i}, U) = \bar{s}, \quad \text{for every} \quad i \in \tilde{J}_I,
\]

holds

\[
0 = \prod_{i \in J_I \setminus J_{\tilde{I}}} \mathbf{1}_{I_i}(\Delta \alpha^{k,i}_{\bar{s}}) \prod_{i \in J_{\tilde{I}}} \mathbf{1}_{I_i}(\Delta \alpha^{k,i}_{s^\xi_i(\alpha^{k,i}, U)}), \quad \text{for all but finitely many} \quad k. \tag{A.18}
\]

However, if we had

\[
1 = \prod_{i \in J_I \setminus J_{\tilde{I}}} \mathbf{1}_{I_i}(\Delta \alpha^{k,i}_{\bar{s}}) \prod_{i \in J_{\tilde{I}}} \mathbf{1}_{I_i}(\Delta \alpha^{k,i}_{s^\xi_i(\alpha^{k,i}, U)}), \quad \text{for all but finitely many} \quad k,
\]

then in view of the definition of \( s^{\infty,n+1} \), we would have \( s^{\infty,n+1} = s^\xi_i(\alpha^{\infty,i}, U) \) for every \( i \in \tilde{J}_I \), which contradicts Property (A.7). The contradiction arises in view of

\[
s^\xi_i(\alpha^{\infty,i}, U) < s^{l_i,n+1}(\alpha^{k,i}, U), \quad \text{since} \quad \xi^i < l_i^{n+1}.\]

**Case 2:**

\[s^{\infty,n+1} = \infty.\]

We distinguish again between two cases.

**Case 2.1:**

\[s^{\infty,n} < \infty.\]

Using the same arguments as the ones used in Property (A.7) for \( s^{\infty,n} \), we can associate to \( s^n(\alpha^{\infty,i}, U) \) a unique natural number \( l_i^{n} \) such that Convergence (A.8) holds. Moreover, by definition of \( s^{\infty,n+1} \) we obtain that

\[
\{ s > s^n(\alpha^{\infty}, I), \Delta \alpha^{\infty,i} \in I_i \quad \text{for every} \quad i \in J_I \} = \emptyset,
\]

or, equivalently

\[
\text{for every} \quad s > s^{\infty,n} \quad \text{there exists} \quad i \in J_I \quad \text{such that} \quad \Delta \alpha^{\infty,i} \notin I_i. \tag{A.19}
\]

Assume now that

\[
\lim_{k \to \infty} s^{k,n+1} = \bar{s}, \quad \text{for some} \quad \bar{s} \in (s^{k,n}, \infty),
\]

i.e. there exists \((k_l)_{l \in \mathbb{N}} \) such that \( s^{k_l, n+1} \xrightarrow[l \to \infty]{} \bar{s} \). Equivalently, for every \( i \in J_I \) holds \( \Delta \alpha^{k_l,i}_{s^{k_l,n+1}} \in I_i \) for all but finitely many \( l \). By convergence \( \alpha^k \xrightarrow{J_I(\mathbb{R}^q)} \alpha^{\infty} \) [34, Proposition VI.2.1] and convergence \( s^{k_l,n+1} \xrightarrow[l \to \infty]{} \bar{s} \), we have that \( \Delta \alpha^{\infty,i}_{\bar{s}} \in I_i, \quad \text{for every} \quad i \in J_I \). But this contradicts the assumption \( s^{\infty,n+1} = \infty \) in view of the equivalent form (A.19).

**Case 2.2:**

\[s^{\infty,n} = \infty.\]

By the induction hypothesis it holds that \( s^{k,n} \xrightarrow[k \to \infty]{} s^{\infty,n} \), and by the definition of \( s^{k,n+1} \) it holds that \( s^{k,n} \leq s^{k,n+1} \), for every \( k \in \mathbb{N}, n \in \mathbb{N} \). The previous convergence yields \( s^{k,n+1} \xrightarrow[k \to \infty]{} \infty = s^{\infty,n+1} \).

**(ii)** Assume that there exist \( n \in \mathbb{N} \) and \( I \in J(\alpha) \) such that \( s^{\infty,n} < \infty \). By (i), we have that \( s^{k,n} \xrightarrow[k \to \infty]{} s^{\infty,n} \), which in conjunction with the convergence \( \alpha^k \xrightarrow{J_I(\mathbb{R}^q)} \alpha^{\infty} \) and [34, Proposition VI.2.1] implies that

\[
\Delta \alpha^{k,n}_{s^{k,n}} \xrightarrow[k \to \infty]{} \Delta \alpha^{\infty}_{s^{\infty,n}}. \quad \Box
\]
Corollary A.6. Let $\alpha^k \xrightarrow{J_1(\mathbb{R}^q)} \alpha^\infty$ and $I \in \mathcal{I}(\alpha^\infty)$. Define

$$\hat{n} := \max\{n \in \mathbb{N}, s^n(\alpha^\infty, I) < \infty\},$$

if $\{n \in \mathbb{N}, s^n(\alpha^\infty, I) < \infty\}$ is non-empty and finite, $\infty$, otherwise.

Then for every function $g : \mathbb{R}^q \rightarrow \mathbb{R}$ which is continuous on

$$C := \prod_{i=1}^q A_i,$$

where $A_i := \{W(\alpha^\infty,i), \text{if } i \in J_1, W(\alpha^\infty,i) \cup \{0\}, \text{if } i \in \{1, \ldots, q\} \setminus J_1,$

and for every $0 \leq n \leq \hat{n}$ holds

$$g(\Delta \alpha^k_{s^n(\alpha^k,I)}(\gamma)) \xrightarrow{k \rightarrow \infty} g(\Delta \alpha^\infty_{s^n(\alpha^\infty,I)}(\gamma))$$

In particular, for the càdlàg functions

$$\beta^k := g(\Delta \alpha^k_{s^n(\alpha^k,I)}(\gamma)) \mathbb{I}_{[s^n(\alpha^k,I),\infty)}(\gamma), \text{ for } k \in \mathbb{N},$$

the convergence $\beta^k \xrightarrow{J_1(\mathbb{R}^q)} \beta^\infty$ holds.

Proof. Fix an $n \in \mathbb{N}$ such that $n \leq \hat{n}$. By Proposition A.5.(ii) holds

$$\Delta \alpha^k_{s^n(\alpha^k,I)} \xrightarrow{k \rightarrow \infty} \Delta \alpha^\infty_{s^n(\alpha^\infty,I)}, \text{ where } \Delta \alpha^\infty_{s^n(\alpha^\infty,I)} \in \{W(\alpha^\infty,i), \text{if } i \in J_1, W(\alpha^\infty,i) \cup \{0\}, \text{if } i \in \{1, \ldots, q\} \setminus J_1.$$

Therefore, by definition of the time $s^n(\alpha^\infty,I)$ and of the set $C$ holds

$$g(\Delta \alpha^k_{s^n(\alpha^k,I)}(\gamma)) \xrightarrow{k \rightarrow \infty} g(\Delta \alpha^\infty_{s^n(\alpha^\infty,I)}(\gamma)).$$

(A.20)

By Proposition A.5.(i), the above convergence and [34, Example VI.1.19] we obtain the convergence

$$\beta^k \xrightarrow{J_1(\mathbb{R}^q)} \beta^\infty.$$ 

The following simple counterexample shows that in Corollary A.6 the convergence $\beta^k \xrightarrow{J_1(\mathbb{R}^q)} \beta^\infty$ does not necessarily hold for a function $g$ which is not continuous on the set $C$.

Example A.7. Let $((t_k,x_k))_{k \in \mathbb{N}}$ be such that $(t_k,x_k) \in \mathbb{R}_+ \times \mathbb{R}$ for every $k \in \mathbb{N}, t_k \rightarrow t_\infty \in \mathbb{R}$ and $x_k \downarrow x_\infty \in \mathbb{R} \setminus \{0\}$. Define $\gamma^k := x_k \mathbb{I}_{[t_k,\infty)}(\gamma)$, for every $k \in \mathbb{N}$. By [34, Example VI.1.19(ii)], we have $\gamma^k \xrightarrow{J_1(\mathbb{R}^q)} \gamma^\infty$. On the other hand, for $I := (\frac{1}{2}x_\infty, \frac{3}{2}x_\infty)$ holds $s^1(\gamma^k, I) = t_k$ for all but finitely many $k$ and $s^1(\gamma^\infty, I) = t_\infty$, i.e. $s^1(\gamma^k, I) \xrightarrow{k \rightarrow \infty} s^1(\gamma^\infty, I)$. Moreover, for $w > x_\infty$ we also have

$$\Delta \gamma^k_{t_k} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma^k_{t_k}) = x_k \mathbb{I}_{(x_\infty,w)}(x_k) = x_k \text{ for all but finitely many } k \in \mathbb{N}$$

and

$$\Delta \gamma_{t_\infty} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma_{t_\infty}) = x_\infty \mathbb{I}_{(x_\infty,w)}(x_\infty) = 0.$$ 

Therefore, for $x \mapsto g(x) \mathbb{I}_{(x_\infty,w)}(x)$

$$g(\Delta \gamma^k_{t_k} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma^k_{t_k})) = x_k \mathbb{I}_{(x_\infty,w)}(x_k) \neq 0 = \Delta \gamma_{t_\infty} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma_{t_\infty})$$

and for this reason we cannot obtain the convergence

$$\Delta \gamma^k_{t_k} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma^k_{t_k}) \mathbb{I}_{(x_\infty,w)}(\cdot) \xrightarrow{J_1(\mathbb{R}^q)} \Delta \gamma_{t_\infty} \mathbb{I}_{(x_\infty,w)}(\Delta \gamma_{t_\infty}) \mathbb{I}_{(x_\infty,w)}(\cdot).$$

Proposition A.8. Fix some subset $I := \prod_{i=1}^q I_i$ of $\mathbb{R}^q$ and a function $g : \mathbb{R}^q \rightarrow \mathbb{R}$. Define the map

$$D(\mathbb{R}^q) \ni \alpha \mapsto \hat{\alpha}[g,I] := (\alpha^1, \ldots, \alpha^q, \alpha^{g,I})^+ \in D(\mathbb{R}^{q+1}),$$

where

$$\alpha^{g,I} := \sum_{0 \leq t \leq 1} g(\Delta \alpha_t) \mathbb{I}_I(\Delta \alpha_t).$$

(A.21)
Then, the map \(\hat{\alpha}(g, I)\) is \(J_1\)–continuous at each point \(\alpha\) for which \(I \in \mathcal{J}(\alpha)\) and for each function \(g\) which is continuous on the set

\[
C := \prod_{i=1}^{q} A_i, \quad \text{where } A_i := \begin{cases} W(\alpha_i), & \text{if } i \in J_1, \\ W(\alpha_i) \cup \{0\}, & \text{if } i \in \{1, \ldots, q\} \setminus J_1. \end{cases}
\]

**Proof.** The arguments are similar to those in the proof of Corollary VI.2.8 in [34], therefore they are omitted for the sake of brevity. The interested reader can also consult Saplaouras [65, Proposition I.134] for the corresponding proof. \(\square\)

### A.1.2. Technical proofs

We conclude this subsection with the proofs that were omitted from Section 2.3.

**Proof of Proposition 2.14.** The first step is to show that the \(L^1\) convergence of \((M_k^n)_k\) together with the weak convergence of the filtrations, imply the convergence of the martingales in the \(J_1(\mathbb{R}^q)\)–topology. Let \(\varepsilon > 0\) and \(\mathbb{F}^k \xrightarrow{w} \mathbb{F}^\infty\), then

\[
P\left( d_{J_1(\mathbb{R}^q)}(M^k, M^\infty) > \varepsilon \right) \leq P\left( d_{J_1(\mathbb{R}^q)}(M^k, E[M^\infty | \mathcal{F}^k]) > \frac{\varepsilon}{2} \right) + P\left( d_{J_1(\mathbb{R}^q)}(E[M^\infty | \mathcal{F}^k], M^\infty) > \frac{\varepsilon}{2} \right) \leq P\left( \sup_{t \in [0, \infty)} |M^k_t - E[M^\infty | \mathcal{F}^k]| > \frac{\varepsilon}{2} \right) + P\left( d_{J_1(\mathbb{R}^q)}(E[M^\infty | \mathcal{F}^k], M^\infty) > \frac{\varepsilon}{2} \right) \leq \frac{2}{\varepsilon} E[|M^k_\infty - M^\infty_\infty|] + P\left( d_{J_1(\mathbb{R}^q)}(E[M^\infty | \mathcal{F}^k], E[M^\infty | \mathcal{F}^\infty]) > \frac{\varepsilon}{2} \right) \xrightarrow{k \to \infty} 0,
\]

where the first summand converges to 0 by assumption and the second one by the weak convergence of the filtrations. Let us point out that for the second inequality we have used that for \(\alpha, \beta \in \mathbb{P}^q\) holds

\[
d_{J_1(\mathbb{R}^q)}(\alpha, \beta) \leq d_{J_1(\mathbb{R}^q)}(\alpha, \beta) \leq d_{\|\cdot\|_\infty}(\alpha, \beta),
\]

by the definition of the metrics, while for the third inequality we used Doob’s martingale inequality.

The next step is to apply Lemma A.1 to \((M^k, E[\xi | \mathcal{F}^k])^{\top} =: (N^k)_k\), for \(\xi \in L^1(\Omega, \mathcal{F}^\infty, \mathbb{P}; \mathbb{R})\), in order to obtain the convergence in the extended sense. The \(J_1(\mathbb{R})\)–convergence of each \((N^{k,i})_k\), for \(i = 1, \ldots, q\), and of the partial sums \(\sum_{i=1}^{p} N^{k,i}\), for \(p = 1, \ldots, q\) follows from the previous step and Lemma A.1. Moreover, the \(J_1(\mathbb{R})\)–convergence of \(N^{k,q+1}\) follows from the definition of the weak convergence of filtrations. Hence, we just have to show the \(J_1(\mathbb{R})\)–convergence of \((\sum_{i=1}^{q+1} N^{k,i})_k\).

By assumption, we have \(\sum_{m=1}^{q} M_{\infty,m} + \xi \xrightarrow{\|\cdot\|_\infty} 0\), \(L^1(\Omega, \mathcal{G}, \mathbb{P}; \mathbb{R})_k \rightarrow \infty\), and arguing as in (A.22) we obtain

\[
E\left[ \sum_{m=1}^{q} M_{\infty,m} + \xi \right] \xrightarrow{k \rightarrow \infty} E\left[ \sum_{m=1}^{q} M_{\infty,m} + \xi \right].
\]

Moreover, by the linearity of conditional expectations, we get that

\[
\sum_{m=1}^{q} E[M_{\infty,m} | \mathcal{F}^k] + E[\xi | \mathcal{F}^k] \xrightarrow{k \rightarrow \infty} \sum_{m=1}^{q} E[M_{\infty,m} | \mathcal{F}^\infty] + E[\xi | \mathcal{F}^\infty].
\]

The converse statement is trivial. \(\square\)

**Proof of Theorem 2.16.** (i) By [52, Corollary 12], we obtain for every \(i = 1, \ldots, q\) the convergence

\[
(M^{k,i}, [M^{k,i}]^{\top}) \xrightarrow{(J_1(\mathbb{R})^2, \mathbb{P})} (M^{\infty,i}, [M^{\infty,i}]^{\top}),
\]
which in conjunction with Corollary A.2 and the convergence $M^k \xrightarrow{(J_1(\mathbb{R}^q), P)} M^\infty$ implies

\[
\begin{pmatrix}
M^{k,1} \\
M^{k,2} \\
\vdots \\
M^{k,q}
\end{pmatrix} \xrightarrow{(J_1(\mathbb{R}^{q \times 2}), P)}
\begin{pmatrix}
M^{\infty,1} \\
M^{\infty,2} \\
\vdots \\
M^{\infty,q}
\end{pmatrix}.
\]

(A.23)

On the other hand, let $i, j \in \{1, \ldots, q\}$ with $i \neq j$. Using that the sequence of square integrable martingales $(M^{k,l})$, for every $l = 1, \ldots, q$, is $L^2$–bounded, Doob's maximal inequality and [34, Corollary VI.6.30], we get that the sequences $(M^{k,i})_{k \in \mathbb{N}}$ and $(M^{k,j})_{k \in \mathbb{N}}$ possess the P–UT property; see [34, Section VI.6]. Therefore, by [34, Theorem VI.6.22], we obtain

\[
(M^{k,i}, M^{k,j}, M^{k,i}_\perp, M^{k,j}_\perp) \xrightarrow{(J_1(\mathbb{R}^4), P)} (M^{\infty,i}, M^{\infty,j}, M^{\infty,i}_\perp, M^{\infty,j}_\perp, M^{\infty,i}_\perp). 
\]

(A.24)

Now, in order to show that the quadratic variation of $M^{k,i}$ and $M^{k,j}$ converges, we just need to show that the product $M^{k,i}M^{k,j}$ converges, by the definition of the quadratic variation, see [34, Definition I.4.45].

By the convergence \((M^{k,i}, M^{k,j}) \xrightarrow{(J_1(\mathbb{R}^2), P)} (M^{\infty,i}, M^{\infty,j})\)\(\top\), recall (A.23), we obtain the convergence

\[
(M^{k,i}, M^{k,j}, M^{k,i}_\perp M^{k,j}_\perp) \xrightarrow{(J_1(\mathbb{R}^3), P)} (M^{\infty,i}, M^{\infty,j}, M^{\infty,i}_\perp M^{\infty,j}_\perp),
\]

(A.25)

where we have applied Lemma A.4 for the continuous function $\mathbb{R}^2 \ni (x^1, x^2) \mapsto (x^1, x^2, x^1 x^2) \in \mathbb{R}^3$.

Then (A.24)–(A.25) imply that

\[
(M^{k,i}, M^{k,j}, [M^{k}]_{ij}) \xrightarrow{(J_1(\mathbb{R}^3), P)} (M^{\infty,i}, M^{\infty,j}, [M^{\infty}]_{ij}),
\]

(A.26)

while (A.23) and (A.26), in conjunction with Remark A.3, yield that

\[
(M^k, [M^k]) \xrightarrow{(J_1(\mathbb{R}^q \times \mathbb{R}^{q \times q}), P)} (M^\infty, [M^\infty]).
\]

(A.27)

Let us now show that the predictable quadratic variations converge as well. By [52, Corollary 12], we have for $i = 1, \ldots, q$

\[
(M^{k,i}) \xrightarrow{(J_1(\mathbb{R}), P)} (M^{\infty,i}).
\]

(A.28)

Moreover the convergence $M^k \xrightarrow{(J_1(\mathbb{R}^2), \mathbb{L}^2)} M^\infty$ implies in particular, for every $i, j = 1, 2, \ldots, q$ with $i \neq j$, that

\[
M^{k,i} + M^{k,j} \xrightarrow{(J_1(\mathbb{R}^2), \mathbb{L}^2)} M^{\infty,i} + M^{\infty,j}.
\]

(A.29)

In view of (A.23) and (A.29), we can apply [52, Corollary 12] to $(M^{k,i} + M^{k,j})_{k \in \mathbb{N}}$ and $(M^{k,i} - M^{k,j})_{k \in \mathbb{N}}$, for every $i, j = 1, 2, \ldots, q$ with $i \neq j$. Therefore we get that

\[
(M^{k,i} + M^{k,j}) \xrightarrow{(J_1(\mathbb{R}), P)} (M^{\infty,i} + M^{\infty,j}),
\]

and

\[
(M^{k,i} - M^{k,j}) \xrightarrow{(J_1(\mathbb{R}), P)} (M^{\infty,i} - M^{\infty,j}).
\]

Now recall that $M^\infty$ is quasi–left–continuous, which implies that the processes $(M^{\infty,i} + M^{\infty,j})$ and $(M^{\infty,i} - M^{\infty,j})$ are continuous for every $i, j = 1, 2, \ldots, q$ with $i \neq j$. Therefore, by [34, Theorem I.4.2, Proposition VI.2.2] and the last results we obtain

\[
(M^{k})_{ij} = \frac{1}{4}(M^{k,i} + M^{k,j} - M^{k,i} - M^{k,j}) \xrightarrow{(J_1(\mathbb{R}), P)} \frac{1}{4}(M^{\infty,i} + M^{\infty,j} - M^{\infty,i} - M^{\infty,j}) = (M^\infty)_{ij}.
\]

(A.30)
Concluding, by (A.27), (A.28), (A.30) and due to the continuity of $\langle M^\infty \rangle$ we have
\[
(M^k, [M^k], \langle M^k \rangle) \xrightarrow{(L_1(\mathbb{R}^\ell \times \mathbb{R}^\ell \times \mathbb{R}^\ell \times \mathbb{R}^\ell), P)} (M^\infty, [M^\infty], \langle M^\infty \rangle).
\]

(ii) Let $i = 1, \ldots, q$. The sequence $(M^{k,i})_{k \in \mathbb{N}}$ satisfies the conditions of [52, Corollary 12]. In the middle of the proof of the aforementioned corollary, we can find the required convergences. 

**Proof of Lemma 2.17.** By [31, Corollary 1.10], it is enough to prove that the sequence $\text{Var}([L^{k,i}, N^{k,j}])_{k \in \mathbb{N}}$ is uniformly integrable, for every $i = 1, \ldots, p$ and $j = 1, \ldots, q$. We will use [31, Theorem 1.9] in order to prove it. Let $i, j$ be arbitrary but fixed. The $L^1$-boundedness of the sequence $(\text{Var}([L^{k,i}, N^{k,j}])_{k \in \mathbb{N}}$ is obtained using the Kunita–Watanabe inequality in the form [31, Corollary 6.34] and the $L^1$-boundedness of the sequences $([L^{k,i}]_{k \in \mathbb{N}}$ and $([N^{k,j}]_{k \in \mathbb{N}}$, due to the uniform integrability of the former; see [31, Theorem 1.7.1]). By the Kunita–Watanabe inequality again, but now in the form [31, Theorem 6.33], and the Cauchy–Schwarz inequality, we obtain for each $A \in \mathcal{G}$
\[
\int_A \text{Var}([L^{k,i}, N^{k,j}]) \ d\mathbb{P} \overset{K-W \text{ ineq.}}{\leq} \int_A \frac{[L^{k,i}]}{a} \frac{[N^{k,j}]}{b} \ d\mathbb{P} \overset{C-S \text{ ineq.}}{\leq} \left( \int_A [L^{k,i}] \ d\mathbb{P} \right)^{1/2} \left( \int_A [N^{k,j}] \ d\mathbb{P} \right)^{1/2}
\leq \sup_{k \in \mathbb{N}} \left( \int_{[A]} [L^{k,i}] \ d\mathbb{P} \right)^{1/2}
\leq C \left( \int_{[A]} [L^{k,i}] \ d\mathbb{P} \right)^{1/2}, \tag{A.31}
\]
where $C^2 := \sup_{k \in \mathbb{N}} \mathbb{E}[\text{Tr}([N^{k,i}])].$ Note that for the third inequality we used that $[N^{k,j}]_{k \in \mathbb{N}} \geq 0$ for all $k \in \mathbb{N}$.

Now we use [31, Theorem 1.9] for the uniformly integrable sequence $([L^{k,j}]_{k \in \mathbb{N}}$. For every $\varepsilon > 0$, there exists $\delta > 0$ such that, whenever $\mathbb{P}(A) < \delta$, it holds
\[
\sup_{k \in \mathbb{N}} \int_A [L^{k,i}] \ d\mathbb{P} < \frac{\varepsilon^2}{C^2} \iff \sup_{k \in \mathbb{N}} \left( \int_A [L^{k,i}] \ d\mathbb{P} \right)^{1/2} < \frac{\varepsilon}{C},
\]
This further implies $\sup_{k \in \mathbb{N}} \mathbb{E}[\mathbb{I}_A \text{Var}([L^{k,i}, N^{k,j}])] \overset{(A.31)}{<} \varepsilon,$ which is the required condition. 

**A.2. Measure Theory.** This appendix contains some necessary results of measure theoretic nature. Let us endow the Euclidean space $\mathbb{R}^\ell$ with the usual metric $d_{\mathbb{R}^\ell}$, where we have suppressed the dimension in the notation. Let $D$ be a countable and dense subset of $\mathbb{R}$. Then every open $U \subset \mathbb{R}$ is the countable union of pairwise disjoint intervals with endpoints in $D$, i.e. there exists a sequence of intervals $((a_k, b_k))_{k \in \mathbb{N}}$ with $a_k, b_k \in D$, for every $k \in \mathbb{N}$, such that $U = \cup_{k \in \mathbb{N}}(a_k, b_k)$. In particular, these intervals can be selected from the set $\mathcal{I}(X^\infty, \delta)$, for every $i \in [1, \ldots, \ell]$.

**Lemma A.9.** The following equality holds $\sigma(\mathcal{J}(X^\infty)) = \mathcal{B}(\mathbb{R}^\ell)$, where $\mathcal{J}(X^\infty)$ has been introduced in Subsection 3.5 and $\sigma(\mathcal{J}(X^\infty))$ denotes the $\sigma$-algebra on $\mathbb{R}^\ell$ generated by the family $\mathcal{J}(X^\infty)$.

**Proof.** The space $\mathbb{R}^\ell$ is a finite product of the second countable metric space $\mathbb{R}$. Therefore, it holds that
\[
\mathcal{B}(\mathbb{R}^\ell) = \mathcal{B}(\mathbb{R}) \otimes \cdots \otimes \mathcal{B}(\mathbb{R}),
\]
so that it is sufficient to prove that $\sigma(\mathcal{I}(X^\infty, i)) = \mathcal{B}(\mathbb{R})$ for every $i = 1, \ldots, \ell$. 


Using the comment at the beginning of this appendix, we have the following chain of equalities
\[
\sigma(\mathcal{I}(X^{\infty})^t) = \sigma(\{U \subset \mathbb{R}, U \text{ is open and subset of } \mathbb{R} \setminus \{0\}\}) = \sigma(\{U \subset \mathbb{R}, U \text{ is open}\} \cup \{\mathbb{R} \cup \{0\}\}) = \sigma(\{U \subset \mathbb{R}, U \text{ is open}\}) = \mathcal{B}(\mathbb{R}),
\]
which allows us to conclude. \hfill \square

**Lemma A.10.** Let $(\Sigma, \mathcal{S})$ be a measurable space and $\varrho_1$, $\varrho_2$ be two finite signed measures on this space. Let $\mathcal{A}$ be a family of sets with the following properties:

(i) $\mathcal{A}$ is a $\pi$–system, i.e. if $A, B \in \mathcal{A}$, then $A \cap B \in \mathcal{A}$.
(ii) We have $\sigma(\mathcal{A}) = \mathcal{S}$.
(iii) $\varrho_1(A) = \varrho_2(A)$ for every $A \in \mathcal{A}$.

Then it holds $\varrho_1 = \varrho_2$.

**Proof.** See Bogachev [8, Lemma 7.2.1], or Saplaouras [65,Lemma A.7]. \hfill \square

### A.3. Young functions

This appendix contains a brief overview as well as some new results on moderate Young functions. In particular, in subsection 3.7, we are interested in using the Burkholder–Davis–Gundy inequality for moderate Young functions and Doob's maximal inequality for functions whose Young conjugate is moderate.

We will use and adapt the terminology of [22, Chapter VI, Section 3, Paragraph 97]. A function $\Phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is called Young if it is increasing, convex and satisfies
\[
\Phi(0) = 0 \text{ and } \lim_{x \rightarrow \infty} \frac{\Phi(x)}{x} = \infty.
\]

We can write every Young function $\Phi$ in the form $\Phi(x) = \int_0^x \phi(t)dt$, where $\phi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ is an increasing and càdlàg function. Due to the growth condition, it is immediate to check that $\lim_{x \rightarrow \infty} \phi(x) = \infty$, which implies that the càdlàg inverse of $\phi$, which is defined by
\[
\psi(s) := \inf\{t \geq 0, \phi(t) > s\}, \quad s \in \mathbb{R}_+,
\]
(A.32)

is real–valued and unbounded as well.

**Definition A.11.** Every Young function $\Phi$ is associated to the constants
\[
\mathcal{E}_\Phi := \inf_{x > 0} \frac{x\phi(x)}{\Phi(x)}, \text{ and } \mathcal{T}_\Phi := \sup_{x > 0} \frac{x\phi(x)}{\Phi(x)}.
\]

If $\mathcal{E}_\Phi < \infty$, then $\Phi$ is called moderate.

Observe that by the immediate inequality $\Phi(x) \leq x\phi(x)$, we have that $\mathcal{E}_\Phi \geq \mathcal{T}_\Phi \geq 1$. A characterization of moderate Young functions is given in [46, Theorem 3.1.1]. In other words, a Young function $\Phi$ is moderate if and only if $\Phi(\lambda x) \leq \lambda^{\mathcal{E}_\Phi} \Phi(x)$ for every $x \in \mathbb{R}_+$ and for every $\lambda \geq 1$. However, for a Young function to be moderate, it turns out that we actually only need to prove the property for some $\lambda > 1$, e.g. for $\lambda = 2$, see [31, Definition 10.32, Lemma 10.33.2]. The Young conjugate of $\Phi$ is the Young function $\Psi : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ defined as
\[
\Psi(x) := \int_0^x \psi(s)ds,
\]
where $\psi$ is the càdlàg inverse of $\phi$ defined in (A.32). By [46, Theorem 3.1.1], we have that $\mathcal{E}_\Psi$ is the conjugate index of $\mathcal{T}_\Phi$ and $\mathcal{T}_\Psi$ is the conjugate index of $\mathcal{E}_\Psi$, i.e.
\[
\mathcal{E}_\Psi = \begin{cases} \frac{\mathcal{E}_\Phi}{\mathcal{E}_\Phi - 1}, & \text{if } \mathcal{E}_\Phi > 1, \\ \infty, & \text{if } \mathcal{E}_\Phi = 1, \end{cases} \quad \text{and } \mathcal{T}_\Psi = \begin{cases} \frac{\mathcal{T}_\Phi}{\mathcal{T}_\Phi - 1}, & \text{if } \mathcal{T}_\Phi > 1, \\ \infty, & \text{if } \mathcal{T}_\Phi = 1. \end{cases}
\]

Therefore, the Young conjugate of $\Phi$ is moderate if $\mathcal{E}_\Phi > 1$. In the following, to every sequence $\mathcal{A} := (\alpha^k)_{k \in \mathbb{N}}$ such that $\alpha^0 = 0$ and $\alpha^k \leq \alpha^{k+1}k$ for every $k \in \mathbb{N}$, and $\lim_{k \rightarrow \infty} \alpha_k = \infty$, we will associate the Young function $\Phi^A$ with $\Phi^A(x) := \int_0^x \sum_{k=1}^{\infty} \alpha^k \mathbb{1}_{[k,k+1)}(t)dt$. For convenience, we define $\phi^A : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ by $\phi^A(t) := \sum_{k=1}^{\infty} \alpha^k \mathbb{1}_{[k,k+1)}(t)$. If, moreover, $\alpha^{2k} \leq 2\alpha^k$ for every $k \in \mathbb{N}$, then the Young function $\Phi^A$ is moderate, as an immediate consequence of the comments after Definition A.11.
Proposition A.12. Let \( A = (\alpha_k)_{k \in \mathbb{N}} \) be an increasing and unbounded sequence of positive integers for which holds \( \alpha^k \leq \alpha^{k+1} \) and \( \alpha^{2k} \leq 2\alpha^k \), for every \( k \in \mathbb{N} \). Let now \( \Phi_A \) be the moderate Young function associated to the sequence \( A \). Define \( \text{quad} : \mathbb{R}_+ \to \mathbb{R}_+ \) by \( \text{quad}(x) = \frac{1}{2}x^2 \), and let \( \Psi \) be the Young conjugate of \( \Phi_A \), where \( \Phi_A := \Phi_A \circ \text{quad} \), with associated right derivative \( \psi \). Then

(i) \( \Phi_A \circ \text{quad} \), \( \Psi \) are moderate Young functions.

(ii) \( \psi \) is continuous and can be written as a concatenation of linear and constant functions defined on intervals. Besides, the slopes of the linear parts constitute a non–increasing sequence converging to 0.

(iii) We have \( \Psi(x) \leq \text{quad}(x) \), where the equality holds on a compact neighborhood of 0, and
\[
\lim_{x \uparrow \infty} \{ \text{quad}(x) - \Psi(x) \} = \infty.
\]

(iv) There exists a Young function \( \Upsilon \) such that \( \Upsilon \circ \Psi = \text{quad} \).

Proof. (i) We will prove initially that \( \Phi_A \circ \text{quad} \) is a Young function. In view of the comments before and after Definition A.11, it is sufficient to prove that it can be written as a Lebesgue integral whose integrand is a càdlàg, increasing and unbounded function.

For every \( x \in \mathbb{R}_+ \), we have by definition
\[
\Phi_A(\text{quad}(x)) = \Phi_A \left( \frac{1}{2}x^2 \right) = \int_{[0, \frac{1}{2}x^2]} \phi_A(z) \, dz = \int_{[0, x]} t \phi_A \left( \frac{1}{2}t^2 \right) \, dt.
\]
We define \( \phi_A : \mathbb{R}_+ \to \mathbb{R}_+ \) by
\[
\phi_A(t) := t \phi_A \left( \frac{1}{2}t^2 \right) = t \mathbb{I}_{[0, \sqrt{2}]}(t) + \sum_{k=1}^{\infty} \alpha^k \mathbb{I}_{[\sqrt{2k}, \sqrt{2k+2}]}(t),
\]
i.e. \( \phi_A \) is càdlàg and piecewise-linear. Observe, moreover, that

- \( \Delta \phi_A(\sqrt{2k+2}) = (\alpha^{k+1} - \alpha^k) \sqrt{2k+2} \geq 0 \), for every \( k \in \mathbb{N} \).
- \( \phi_A \) has increasing slopes; the value of the slope of the linear part defined on the interval \([\sqrt{2k}, \sqrt{2k+2}]\) is determined by the value of the respective element \( \alpha^k \geq 1 \), for every \( k \in \mathbb{N} \).
- \( \lim_{t \to \infty} \phi_A(t) = \infty \).

Therefore, \( \Phi_A \circ \text{quad} \) is a Young function and its conjugate \( \Psi \) is also a Young function.

We will prove now that both \( \Phi_A \circ \Psi \) and \( \Psi \) are moderate. We have directly that \( \underline{c}_{\text{quad}} = \underline{c}_{\text{quad}} = 2 \). Moreover, by the property \( \alpha^{2k} \leq 2\alpha^k \) we have that \( \Phi_A \) is moderate, hence \( \underline{c}_A < \infty \). Now we obtain
\[
\underline{c}_{\Phi_A \circ \text{quad}} = \inf_{x \geq 0} \frac{x \phi_A(\text{quad}(x))}{\Phi_A(\text{quad}(x))} = \inf_{x > 0} \frac{x^2 \phi_A \left( \frac{1}{2}x^2 \right)}{\Phi_A \left( \frac{1}{2}x^2 \right)} = 2 \inf_{x > 0} \frac{x^2 \phi_A \left( \frac{1}{2}x^2 \right)}{\Phi_A \left( \frac{1}{2}x^2 \right)} = 2 \inf_{u > 0} \frac{u \phi_A(u)}{\Phi_A(u)} = 2 \underline{c}_A \geq 2,
\]
because for every Young function \( \Upsilon \) holds \( \underline{c}_{\Upsilon} \geq 1 \). In addition, for \( \overline{c}_{\Phi_A \circ \text{quad}} \) we have
\[
\overline{c}_{\Phi_A \circ \text{quad}} = \sup_{x \geq 0} \frac{x \phi_A(\text{quad}(x))}{\Phi_A(\text{quad}(x))} = 2 \sup_{u > 0} \frac{u \phi_A(u)}{\Phi_A(u)} = 2 \overline{c}_A < \infty.
\]
Hence, \( \Phi_A \circ \text{quad} \) is a moderate Young function. Besides, since \( \underline{c}_{\Phi_A \circ \text{quad}} = 1 \), we have from [46, Theorem 3.1.1 (f)] that \( \overline{c}_\Psi < \infty \). Therefore, \( \Psi \) is also moderate.

(ii) For the rest of the proof, i.e. for parts (ii)–(iv), we will simplify the notation and simply write \( \phi \) for the function \( \phi_A \circ \text{quad} \).

Firstly, let us observe that \( \psi \) is real–valued, resp. unbounded, when \( \phi \) is unbounded, resp. real–valued.\(^{17}\) In order to determine the value \( \psi(s) \) for \( s \in (0, \infty) \), let us define two sequences of subsets of \( \mathbb{R}_+, (C^k)_{k \in \mathbb{N} \cup \{0\}},

\(^{17}\) The reader who is not familiar with generalized inverses may find Embrechts and Hofert [26] helpful, especially the comments after [26, Remark 2.2].
For convenience, let us define two sequences
\[ (J^k)_{k \in \mathbb{N} \cup \{0\}}, \]
by
\[ C^k := \left[ \phi(\sqrt{2}k), \lim_{t \uparrow \sqrt{2k+2}} \phi(t) \right] \text{ and } J^{k+1} := \left[ \lim_{t \uparrow \sqrt{2k+2}} \phi(t), \phi(\sqrt{2k+2}) \right], \quad k \in \mathbb{N} \cup \{0\}. \tag{A.35} \]

Observe that
- \( C^k = \phi\left(\sqrt{2k}, \sqrt{2k+2}\right) \neq \emptyset, \forall k \in \mathbb{N} \cup \{0\}, \) since \( \phi \) is continuous and increasing on \([\sqrt{2k}, \sqrt{2k+2}]\).
- \( J^k = \emptyset \) if and only if \( \phi \) is continuous at \( \sqrt{2k+2} \), which is further equivalent to \( \alpha^k = \alpha^{k+1} \).

For convenience, let us define two sequences \( (s^k)_{k \in \mathbb{N} \cup \{0\}}, \ (s^{k+1})_{k \in \mathbb{N} \cup \{0\}} \) of positive numbers as follows
\[ s^0 := 0, \ s^k := \phi(\sqrt{2k}) = \alpha^k \sqrt{2k}, \quad \text{for } k \in \mathbb{N} \quad \text{and} \quad \lim_{x \uparrow \sqrt{2k+2}} \phi(x) = \alpha^k \sqrt{2k+2}, \quad \text{for } k \in \mathbb{N} \cup \{0\}. \tag{A.36} \]

The introduction of the last notation allows us to rewrite \( C^k = [s^k, s^{k+1}] \) and \( J^{k+1} = [s^{k+1}, s^{k+1}] \), for \( k \in \mathbb{N} \cup \{0\} \). Now we are ready to determine the values of \( \psi \) on \((0, \infty)\). The reader should keep in mind that the function \( \phi \) is increasing and right-continuous.

- Let \( s \in C^0 = [\phi(0), \phi(\sqrt{2})] = [\phi(0, \sqrt{2})] \), then
  \[ \psi(s) = \inf \{ t \in \mathbb{R}_+, \phi(t) > s \} = \inf \{ t \in [0, \sqrt{2}), \phi(t) > s \} = \left[ \phi(0), \sqrt{2} \right], \quad \text{for every } s \in J^1. \tag{A.34} \]
  where the second equality is valid because \( \phi \) is continuous on \([0, \sqrt{2})\) with \( \phi([0, \sqrt{2})] = [0, s_1^-) \). To sum up, we have proven that \( \psi \mathbf{1}_{[0, s_1^+)} = \mathbf{1}_{[0, s_1^-)} \).

- Let \( s \in J^1 = [\phi(\sqrt{2}), \phi(\sqrt{2})] = [s_1^-, s_1^+] \). If \( J^1 = \emptyset \), which amounts to \( \alpha^1 = 1 \), there is nothing to prove. On the other hand, if \( J^1 \neq \emptyset \), then \( \phi(\sqrt{2}) = s < \phi(\sqrt{2}) \) and consequently
  \[ \psi(s) = \inf \{ t \in \mathbb{R}_+, \phi(t) > s \} = \sqrt{2} \quad \text{for every } s \in J^1. \]
  To sum up, we have proven that \( \psi \mathbf{1}_{[s_1^-, s_1^+)} = \sqrt{2} \mathbf{1}_{[s_1^-, s_1^+)} \).

For the general case let us fix a \( k \in \mathbb{N} \). We will distinguish between the cases \( s \in C^k \) and \( s \in J^k \). For the latter we can argue exactly as in the case \( s \in J^1 \), but for the sake of completeness we will provide the proof.

- Let \( s \in C^k = [\phi(\sqrt{2k}), \phi(\sqrt{2k+2})] = [\phi(\sqrt{2k}, \sqrt{2k+2})] \). Since \( C^k \) is the image of \([\sqrt{2k}, \sqrt{2k+2}]\) through \( \mathbb{R}_+ \ni t \xrightarrow{x \rightarrow} \alpha^k t \in \mathbb{R}_+ \), then \( \psi \) has to coincide with \( \mathbb{R}_+ \ni s \xrightarrow{x \rightarrow} \frac{1}{\alpha} s \in \mathbb{R}_+ \) on \( C^k = [s^k, s^{k+1}] \).
  To sum up, we have proven that \( \psi \mathbf{1}_{[s^k, s^{k+1}]} = \frac{1}{\alpha} \mathbf{1}_{[s^k, s^{k+1}]} \).

- Let \( s \in J^{k+1} = [\phi(\sqrt{2k+2}), \phi(\sqrt{2k+2})] = [s_k^-^+, s^{k+1}] \). If \( J^{k+1} = \emptyset \), which amounts to \( \alpha^{k+1} = \alpha^k \), there is nothing to prove. On the other hand, if \( J^{k+1} \neq \emptyset \), then \( \phi(\sqrt{2k+2}) = s < \phi(\sqrt{2k+2}) \) and consequently
  \[ \psi(s) = \inf \{ t \in \mathbb{R}_+, \phi(t) > s \} = \sqrt{2k+2}, \quad \text{for every } s \in J^{k+1}. \]
  To sum up, we have proven that \( \psi \mathbf{1}_{[s_k^-, s^{k+1}]} = \sqrt{2k+2} \mathbf{1}_{[s_k^-, s^{k+1}]} \).

Overall, we have that the right derivative of \( \Psi \) can be written as a concatenation of linear and constant functions defined on intervals, i.e.
\[ \psi(s) = \mathbf{1}_{[s^0, s^1]} + \sum_{k=1}^{\infty} \frac{1}{\alpha^k} \mathbf{1}_{[s^k, s^{k+1}]} + \sum_{k=0}^{\infty} \sqrt{2k+2} \mathbf{1}_{[s_k^-, s^{k+1}]}, \tag{A.37} \]
where
\[ s^0 := 0, \ s^k := \alpha^k \sqrt{2k}, \quad \text{for } k \in \mathbb{N}, \quad \text{and} \quad s^{k+1} := \alpha^k \sqrt{2k+2}, \quad \text{for } k \in \mathbb{N} \cup \{0\}. \]
Recall now that $\alpha^k \geq 1$, for every $k \in \mathbb{N}$, therefore we have that the slopes of $\psi$ are smaller than 1. Moreover, since $\alpha^k \leq \alpha^{k+1}$ and $\lim_{k \to \infty} \alpha^k = \infty$, we have that $\frac{1}{\alpha^{k+1}} \leq \frac{1}{\alpha^k}$ and $\lim_{k \to \infty} \frac{1}{\alpha^k} = 0$. Finally, as it can be easily checked, $\psi$ is continuous. This causes no surprise, since $\phi$ is strictly increasing, see Embrechts and Hofert [26, Proposition 2.3.(7)]\(^{18}\).

(iii) Let us consider the function $\zeta : \mathbb{R}_+ \to \mathbb{R}$ defined by $\zeta := \text{Id} - \psi$, i.e. $\zeta$ is also continuous. Moreover, $\zeta$ is differentiable on a superset of $\mathbb{R}_+ \setminus \{(s^k)_{k \in \mathbb{N} \cup \{0\}} \cup (s^{k+1})_{k \in \mathbb{N} \cup \{0\}}\}$, which is clearly an open and dense subset of $\mathbb{R}_+$, since there is no accumulation point in the sequence $(s^k)_{k \in \mathbb{N} \cup \{0\}} \cup (s^{k+1})_{k \in \mathbb{N} \cup \{0\}}$. Obviously

$$
\zeta'(x) = \begin{cases}
1 - \frac{1}{\alpha^k}, & \text{for } x \in (s^k, s^{k+1}) \text{ for } k \in \mathbb{N} \cup \{0\}, \\
1, & \text{for } x \in (s^{k+1}, s^{k+1}) \text{ for } k \in \mathbb{N} \cup \{0\},
\end{cases}
$$

whenever $(s^{k+1}, s^{k+1}) \neq \emptyset$.

We intend to prove that $\quad \psi$ equals $\text{Id}$, i.e. $\zeta(x)$ is constant. Since $\text{Id}$ is increasing, we can conclude that $\zeta'(x) > 0$ almost everywhere on $[s^1, \infty)$.

For any $x \in (s^k, s^{k+1})$, we have $\zeta(x) \leq s^k < \infty$, which causes no surprise, since $\phi$ is strictly increasing, see Embrechts and Hofert [26, Proposition 2.3.(7)]\(^{18}\).

Define $M := \min\{k \in \mathbb{N}, \alpha^k > 1\}$, which is a well-defined positive integer, since $\alpha^k \to \infty$. Recall now that $\alpha^k \geq 1$ for $k \in \mathbb{N}$ and we can conclude that $\zeta'(x) > 0$ almost everywhere on $[s^M, \infty)$.

We prove now that $\quad \psi$ coincides only on a compact neighborhood of 0. By the definition of $M$ we have that $\alpha^k = 1$ for $k \in \{1, \ldots, M - 1\}$ and $\alpha^M > 1$, therefore $\text{Id}_{[0,s^M]} = \psi_{[0,s^M]}$ and $x > \psi(x)$ for every $x \in [s^M, \infty)$.

Finally, it is left to prove that $\lim_{x \to \infty} (\text{Id}(x) - \psi(x)) = \infty$. Recall that $(s^{k+1}, s^{k+1}) \neq \emptyset$ whenever $k$ is such that $\alpha^k < \alpha^{k+1}$, i.e. there are infinitely many non-trivial intervals $(s^{k+1}, s^{k+1})$. But these intervals correspond to the intervals where $\psi$ is constant. Since $\text{Id}$ is increasing, we can conclude that $\zeta$ is unbounded and that the desired result holds.

(iv) For the following recall (A.36), (A.37) and the definition of $M$. Let us start with the introduction of the auxiliary function $\eta : \cup_{k=M}^{\infty} [\psi(s^{k+1}) - \psi(s^k), \psi(s^{k+1})] \to (0, 1]$ defined by $\eta(z) := \frac{\psi(s^{k+1}) - z}{\psi(s^{k+1}) - \psi(s^k)}$.\(^{19}\) Recall now that $\psi$ is continuous and increasing, which allows us to define the function $v : \mathbb{R}_+ \to \mathbb{R}_+$ by

$$v(z) := \mathbb{I}_{[0,\psi(s^M)]}(z) + \sum_{k=M}^{\infty} \alpha^k \mathbb{I}_{[\psi(s^k), \psi(s^{k+1})]}(z) + \sum_{k=M}^{\infty} \left(\eta(z)\alpha^k + (1 - \eta(z))\alpha^{k+1}\right) \mathbb{I}_{[\psi(s^{k+1}) - \psi(s^k), \psi(s^{k+1})]}(z). \hspace{1cm} (A.38)$$

We can directly check that $v$ is indeed well-defined, non-negative, non-decreasing and unbounded. Therefore, the function $v$ is the right derivative of a Young function, say $\Upsilon$.

We intend to prove that $\Upsilon \circ \psi = \quad \psi$, which is equivalent to proving that the right–derivative of $\Upsilon \circ \psi$ equals $\text{Id}$. The following simple calculations allow us to evaluate the right derivative of $\Upsilon \circ \psi$ in terms of $v$, $\psi$, and $\Upsilon$. For any $x \in \mathbb{R}_+ \to \mathbb{R}_+$, we have

$$\Upsilon \circ \psi(x) = \int_{[0,\psi(x)]} v(t) \, dt = \int_{[0,x]} \psi(z) v(\psi(z)) \, dz.$$  

Now we can compare the right derivative of $\Upsilon \circ \psi$, which is the function $v(\Upsilon \circ \psi) : \mathbb{R}_+ \to \mathbb{R}_+$, with the identity function $\text{Id}$. To this end, we will consider the behaviour of $\psi(v \circ \psi)$ on the intervals $[0, s^M]$, $[s^k, s^{k+1}]$, for $k \geq M$ and $[s^k, s^{k+1}]$ for $k \geq M$, which form a partition of $\mathbb{R}_+$. Before we proceed, let us evaluate the

\(^{18}\)For the following we keep our notation. In [26] the presented results is for the left–continuous generalized inverse of a function. However, $\phi^{-1}$ is the càdlàg version of $\psi$, therefore we can directly conclude that $\psi$ has to be also continuous.

\(^{19}\)In fact, $\eta(z)$ is the unique number in $[0, 1)$ for which $z$ can be written as convex combination of $\psi(s^{k+1})$ and $\psi(s^k)$.\(^{18}\)
function $\psi$ at $\Psi(s)$ for $s \in \mathbb{R}_+$

$$v(\Psi(s)) = 1_{(0,\Psi(s_M))}(\Psi(s)) + \sum_{k=M}^{\infty} \alpha^k 1_{[\Psi(s_k),\Psi(s_{k+1})]}(\Psi(s))$$

$$+ \sum_{k=M}^{\infty} \left\{ \eta(\Psi(s)) \alpha^k + \left[ 1 - \eta(\Psi(s)) \right] \alpha^{k+1} \right\} 1_{[\Psi(s_{k+1}),\Psi(s_{k+1})]}(\Psi(s))$$

$$= 1_{[0,s_M]}(s) + \sum_{k=M}^{\infty} \alpha^k 1_{[s_k,s_{k+1}]}(s)$$

$$+ \sum_{k=M}^{\infty} \left\{ \eta(\Psi(s)) \alpha^k + \left[ 1 - \eta(\Psi(s)) \right] \alpha^{k+1} \right\} 1_{[s_{k+1},s_{k+1}]}(s) \quad (A.39)$$

because $\Psi$ is continuous and increasing.

- Let $s \in [0, s^M]$. At the end of the proof of (iii) we obtained that $\text{Id} 1_{[0,s^M]} = \psi 1_{[0,s^M]}$. Therefore, we can conclude that $\psi(s)(v \circ \Psi)(s) = s v(\Psi(s)) = s$.

- Let $s \in [s^k, s^{k+1})$, for some $k \geq M$. Then,

$$\psi(s)v(\Psi(s)) \quad (A.37) \quad \frac{1}{\alpha^k} \alpha^k s = s.$$  

- Let $s \in [s^{k+1}, s^{k+1}]$ for some $k \geq M$. Then, for the chosen $s$ there exists (unique) $\mu_s \in [0, 1)$ such that

$$s = \mu_s s_{k+1} + (1 - \mu_s) s^{k+1}. \quad (A.40)$$

However, $\Psi$ is linear on $[s_{k+1}, s^{k+1})$, i.e.

$$\Psi(s) = \mu_s \Psi(s^{k+1}) + (1 - \mu_s) \Psi(s^{k+1}) \quad (A.41)$$

and $\Psi(s) \in [\Psi(s^{k+1}), \Psi(s^{k+1})]$. Therefore, by definition of $\eta$

$$\eta(\Psi(s)) \quad (A.41) \quad \Psi(s^{k+1}) - \Psi(s_{k+1}) \quad (A.42)$$

and finally, we can conclude in view of

$$\psi(s)(v \circ \Psi)(s) = \sqrt{2k+2} v(\Psi(s)) \quad (A.39) \quad \sqrt{2k+2} \left\{ \eta(\Psi(s)) \alpha^k + \left[ 1 - \eta(\Psi(s)) \right] \alpha^{k+1} \right\}$$

$$= \sqrt{2k+2}(\mu_s \alpha^k + (1 - \mu_s) \alpha^{k+1}) \quad (A.42)$$

$$= \mu_s s_{k+1} + (1 - \mu_s) s^{k+1} \quad (A.40)$$

A.4. Proof of Corollary 3.4.

Proof. Let us initially define the random variables

$$D^k := (X^k_{\omega}, \xi^k, X^k)$$

for $k \in \mathbb{N}$. Observe that the state space of $D^k$ is $\mathbb{R}^{\ell+1} \times \mathbb{D}(\mathbb{R}_+, \mathbb{R}^\ell)$, which is clearly Polish as a finite Cartesian product of Polish spaces. Moreover, observe that $D^k \overset{D^\infty}{\rightarrow} D$ due to Assumptions (W2) and (W5). We are going to use the Skorokhod Representation Theorem, see Billingsley [7, Theorem 6.7], in order to obtain a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a sequence $(\bar{D}^k)_{k \in \mathbb{N}}$ of random variables defined on $(\Omega, \mathcal{F}, \mathbb{P})$ such that

(i) $\mathcal{L}(\bar{D}^k) = \mathcal{L}(D^k)$, for every $k \in \mathbb{N}$,
(ii) $\mathbb{D}^k \overset{\mathbb{P}_{	ext{t}_{\text{H}}}}{\longrightarrow} \mathbb{D}^\infty$, $\mathbb{P}$–almost surely, where $\delta_{\text{t}_{\text{H}}} : (\mathbb{R}^{d+1} \times \mathbb{D}(\mathbb{R}^+; \mathbb{R}^d)) \times (\mathbb{R}^{d+1} \times \mathbb{D}(\mathbb{R}^+; \mathbb{R}^d)) \to \mathbb{R}$ with

$$
\delta_{\text{t}_{\text{H}}}((x, \alpha), (y, \beta)) := |x - y| + \delta_{\text{t}_{\text{H}}} (\alpha, \beta)
$$

for $x, y \in \mathbb{R}^{d+1}$ and $\alpha, \beta \in \mathbb{D}(\mathbb{R}^+; \mathbb{R}^d)$.

The expectation under the measure $\mathbb{P}$ will be denoted by $\mathbb{E}[\cdot]$ and the conditional expectation of a random variable $Z$ with respect to a $\sigma$–algebra $\mathcal{H}$ under the measure $\mathbb{P}$ will be denoted by $\mathbb{E}[Z | \mathcal{H}]$. In view of the above, $\mathbb{D}^k$ can be written as $(\mathbb{X}\uparrow_{\sigma}, \mathbb{X}^k, \mathbb{X}^k)$ for some $\mathbb{R}^\ell$–, resp. $\mathbb{R}$–valued, random variables $\mathbb{X}^k\uparrow_{\sigma}$ and some $\mathbb{R}^\ell$–valued process $\mathbb{X}^k$, for every $k \in \mathbb{N}$. The next step is to construct the stochastic basis $(\Omega, \mathcal{F}, \mathbb{F}^X, \mathbb{P})$ for every $k \in \mathbb{N}$. In order to make clear the correspondence with the conditions of Theorem 3.3, we define $\mathbb{G}^k := \mathbb{F}^X$ for every $k \in \mathbb{N}$. Then, we can translate Conditions (W1), (W2), (W3) and (W5) into Conditions (M1), (M2), (M3) and (M5) under the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Moreover, in view of Condition (W4), we can conclude that $\mathbb{X}^k$ is a process with independent increments. This property in conjunction with the convergence obtained by (ii) implies in particular that $\mathbb{X}^k \to \mathbb{E}^{\mathbb{X}^k}$ a.s. Our last claim is verified by Coquet et al. [17, Proposition 2]. Therefore, Condition (M4) is also satisfied when we work on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

Finally, we need to prove also that $\mathcal{L}(\mathbb{E}^k[\xi^k | \mathcal{F}^X]) = \mathcal{L}(\mathbb{E}^k[\xi^k | \mathcal{F}^X])$ for every $k \in \mathbb{N}$, in order to be able to transfer the results from $(\Omega, \mathcal{F}, \mathbb{P})$ to the original space. We underline that the probability measure $(\Omega, \mathcal{F}, \mathbb{P})$ is not the natural filtration measure. The interpretation of the Skorokhod representation theorem does not deal with the associated filtrations. However, we will see in the next lines that, if we work with the natural filtrations, then we can assume that the laws of the corresponding optional projections (or simply of the conditional expectations) are unaffected. For the following we will use Jacod and Shiryaev [34, Theorem VI1.14 c)]. In other words, we will use the fact that for every $t \in \mathbb{R}^+$ the $\sigma$–algebra $\mathbb{G}_t^k(\mathbb{R}^\ell)$ is the $\sigma$–algebra generated by all maps $\mathbb{D}(\mathbb{R}^+; \mathbb{R}^d) \ni \alpha \to \alpha(u) \in \mathbb{R}^\ell$ for $u \leq s$, and coincides with the Borel $\sigma$–algebra associated to the Polish space $(\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathcal{G}_t^k(\mathbb{R}^\ell))$.

Define now $\mathbb{G}(\mathbb{R}^\ell) := \bigvee_{t \in \mathbb{R}^+} \mathbb{G}_t^k(\mathbb{R}^\ell)$. In order to prove our claim that $\mathcal{L}(\mathbb{E}^k[\xi^k | \mathcal{F}^X]) = \mathcal{L}(\mathbb{E}^k[\xi^k | \mathcal{F}^X])$, it is sufficient by Kolomogorov’s extension theorem to prove that for every finite subset $T$ of $\mathbb{R}^+$, the finite dimensional distributions associated to the processes $\mathbb{E}^k[\xi^k | \mathcal{F}^X]$ and $\mathbb{E}^k[\xi^k | \mathcal{F}^X]$ coincide.

We will initially prove that for every $t \in \mathbb{R}^+$ and for every $k \in \mathbb{N}$ holds

$$
\mathbb{E}^k[\xi^k | \mathcal{F}^X] = g_t^k(X^k)
$$

as well as $\mathbb{E}^k[\xi^k | \mathcal{F}^X] = g_t^k(X^k), \quad (A.43)

where $g_t^k : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$.

Fix $(t, k) \in \mathbb{R}^+ \times \mathbb{N}$. Doob’s lemma (Kallenberg [37, Lemma 1.13]), the $\mathcal{F}^X$–measurability of $\mathbb{E}^k[\xi^k | \mathcal{F}^X]$, and the $\mathcal{F}^X$–measurability of $\mathbb{E}^k[\xi^k | \mathcal{F}^X]$, imply that there exist $g_t^k : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$, and $\tilde{g}_t^k : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$, such that $\mathbb{E}^k[\xi^k | \mathcal{F}^X] = g_t^k(X^k)$, and $\mathbb{E}^k[\xi^k | \mathcal{F}^X] = \tilde{g}_t^k(X^k)$. Our aim, now, is to prove that

$$
g_t^k = \tilde{g}_t^k \quad \text{a.s.}
$$

(hence also $\mathbb{P}_{\mathcal{F}^X} - a.s.$), \quad (A.44)

where $\mathbb{P}_{\mathcal{F}^X}$, resp. $\mathbb{P}_{\mathcal{X}^k}$, denotes the push forward measure $\mathbb{P}_{\mathcal{F}^X} : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$ defined by $\mathbb{P}_{\mathcal{F}^X}(A) := \mathbb{E}^k((X^k)^{-1}(A))$. The interpretation of $\mathbb{P}_{\mathcal{F}^X}$ is analogous. At this point recall (i) and the definition of the conditional expectation, in order to derive the following equality

$$
\mathbb{E}^k[g_t^k(X^k)1_{(X^k)^{-1}(A)}] = \mathbb{E}^k[\xi^k 1_{(X^k)^{-1}(A)}] = \mathbb{E}^k[\xi^k 1_{(X^k)^{-1}(A)}] = \mathbb{E}^k[\tilde{g}_t^k(X^k) 1_{(X^k)^{-1}(A)}]
$$

for every $A \in \mathbb{B}(\mathbb{R}^\ell)$. Using classical approximation arguments, we can prove using the above equality that

$$
\mathbb{E}^k[g_t^k(X^k)f(X^k)] = \mathbb{E}^k[\tilde{g}_t^k(X^k)f(X^k)],
$$

for every bounded $f : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$. In particular, using the above equality for every bounded $h_t : (\mathbb{D}(\mathbb{R}^+; \mathbb{R}^\ell), \mathbb{G}_t^k(\mathbb{R}^\ell)) \to (\mathbb{R}, \mathbb{B}(\mathbb{R}))$, of the fact that both $g_t^k$ and $\tilde{g}_t^k$ are $\mathbb{G}_t^k(\mathbb{R}^\ell)$–measurable,
and that the measures $\mathbb{P}_{X^k}$ and $\mathbb{P}_{X^\infty}$ are equal, we can conclude that Equality (A.44) holds. Now, we can easily conclude that the associated finite dimensional distributions are equal in view of
\[
\mathbb{P}^k\left[\left\{\omega^k \in \Omega^k : E^k]\xi^k|\mathcal{F}_t^X\right]\omega^k \in A_1, \ldots , E^k]\xi^k|\mathcal{F}_t^X\right]=
\mathbb{P}\left(\bigcap_{m=1}^n \left\{(g_{i_t}^k)^{-1}(A_1)\right\}\right)
= \mathbb{P}\left(\bigcap_{m=1}^n \left\{(g_{i_t}^k)^{-1}(A_1)\right\}\right)
= \mathbb{P}\left[\left\{\omega \in \Omega : E^k]\xi^k|\mathcal{F}_t^X\right]\omega \in A_1, \ldots , E^k]\xi^k|\mathcal{F}_t^X\right]\omega \in A_n\right]}

for every $t_1, \ldots , t_n \in \mathbb{R}_+$, $A_1, \ldots , A_n \in \mathcal{B}(\mathbb{R}^k)$ and every $n \in \mathbb{N}$.
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