Abstract

**Background:** Surveys/questionnaires are common research tools to identify the most important barriers that physicians face to improve patient care. Typically, potential items are preselected by investigators and described in a question for participants to rank in order from most to least important. Problems may arise if not every item applies or if multiple items are equally ranked. The nature of this type of ranked data can complicate data analysis and the number of primary items ultimately selected is generally performed ad hoc. To overcome this issue, the question can be broken down into item-specific questions in Likert-style or visual analogue scale (VAS). These two scales are common in psychometric research, but the choice of appropriate statistical methods remains controversial based on the nature and scale of the data.

**Methods:** In this paper, we compare three question designs (ranking, Likert scale, and VAS) via simulations in order to identify primary items. We focus our investigation on the differences in designs by the scale of data and consider the VAS design as the gold standard as it produces data more informative than the rank and Likert data. We introduce a simulation-based method that accounts for correlation between ranks as well as ratings within subjects.

**Results:** The VAS design outperforms the Likert and ranking designs. The Likert design with 5 or 7 Likert items is not as compelling as the VAS design until the sample size is large. The ranking design tends to incorrectly identify primary items when the proportion of primary items is over 50%.

**Conclusions:** Overall, we conclude that the VAS design is the superior choice for identifying and prioritizing primary items. The Likert design can be improved by adding more items. The ranking design is adequate if the proportion of primary items is low.
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or “top” item and thus have a greater contribution to the top item than the participants who choose to prioritize items. Due to the inconsistent and infrequent ranking of certain items, ranking can be simplified by rating only the top-u items where u is smaller than the total number of items.

The Friedman’s test [1] is a rank-based test alternative to one-way ANOVA with repeated measures. It is equivalent to two-sided Wilcoxon signed rank test when the number of items is two. The Friedman’s test can be used to compare the distributions of items and the Skillings-Mack test [2] is a general Friedman’s test that handles missing data. An improved test to the Skillings-Mack test recently was published by Best and Rayner [3]. Practically, as suggested by the survey software SurveyMonkey [4]. (http://help.surveymonkey.com/articles/en_US/kb/What-is-the-Rating-Average-and-how-is-it-calculated), researchers tend to summarize the data with mean and standard deviation by item and determine the most important barriers to the provision of care based on the sample means. This method is potentially biased due to what we learned from the data.

Rather than being asked to rank-order items, participants may instead be asked to rate or evaluate each item in a Likert-style scale or visual analogue scale (VAS). The same question can be formatted in Likert or visual analogue scale by asking “Please rate each barrier below for you to provide indigent care (Medicaid, pro bono services) to young athletes in terms of scale as:
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While our guiding research question stems from an example of barriers to the provision of patient care, the issues encountered with ranking design and its alternatives can be generalized to other applications and research questions informed using survey items. The potential designs in question include 1) ranking through items (ranking the top-u items as a special case), 2) rating individual items in a Likert scale, and 3) rating individual items in a VAS. Leung commented, “out of these [forced choice] formats, ranking is probably least frequently used, as the responses are relatively difficult to record and analyze”. In fact, the ranking design remains one of the most commonly implemented designs and is assumed in survey software such as SurveyMonkey [4] and SPSS [6]. Questionnaire design is an important topic but is not the focus of this paper. Briefly, Leung [5] and Friedman and Amoo [7] are useful references for a general guideline and a review of VAS can be found in Wewers and Lowe [8]. Typically, a design is evaluated by validity and reliability. In practice, the validity and reliability of individual surveys depend on the research question, study population and study design. For example, the VAS is commonly employed for measurements of pain intensity; the patient is asked to indicate their level of pain on a 10-cm line with rating descriptions of “no pain” on one end and “extreme pain” on the other [9]. The VAS has been shown to be reliable in the acute pain setting, but may exhibit up to 20 percent variability in repeated measurements [9,10]. For Likert-type scales, research on reliability and validity has focused on the ideal number of scale points. In general, valid results can be obtained regardless of the number of scale points, but test-retest reliability is strengthened for scales with between 7 and 10 response categories [11]. In a comparison of ranking and rating scales, Rankin and Grube [12] found no substantial differences in test-retest reliabilities or validity between ranking 2 sets of 18 values and rating the same 36 values on a scale from 1 to 99.

In addition to the difficulties in assessing the most reliable and valid survey measurement method for a given population or research question, there is also debate surrounding the correct methods to analyze the information [13]. Analysis typically involves descriptive statistics to summarize individual items [14]. Ordinal scales are often treated as continuous (i.e., interval) [15,16]. Historically, it has been controversial to presume that the respective differences between ranks or ratings are equal and summarize the data using parametric summary statistics such as mean and standard deviation [17]. In 1946, Stevens [18] argued that parametric statistics should not be applied to ordinal data even if the data is normally distributed because the difference in scales will distort the empirical information [19]. Clauson and Dormody [16] similarly suggested that failing to recognize the discrete nature of each item response in a Likert design, while perhaps statistically appropriate, can still lead to inferential errors. They suggested the data be modeled using a multinomial distribution or analyzed using count-based methods, such as chi-square
tests. Others have discussed the theoretical, empirical, and practical merits of the application of parametric statistics to inherently ordinal scales [19,20]. While parametric statistics come with a larger set of assumptions, namely normality and homoscedasticity, they also provide more power over non-parametric alternatives. Parametric tests for mean comparisons such as the t-test and F-test are also robust to violations of assumptions [21], a fact that has prompted some to conclude that parametric statistics can be used with Likert data, non-normal distributions, small sample sizes, and unequal variances “with no fear” [13].

In this paper, we compare the VAS, ranking, and Likert designs. Rather than validity and reliability, we focus on the scale of the data produced by the three designs. We simulate VAS scores and convert the data into ranking and Likert scores. The data are analyzed by a simulation-based method that we propose to identify the primary items. We provide an introduction to the simulation-based method and a description of the simulation settings, as well as the simulation results and discussion.

Methods
Notations
In a survey questionnaire, each item is rated by subjects using a VAS, ranking, or Likert score. Assume that k items are under consideration and n subjects participate in the survey. Denote by $y_i$, the VAS score for the j-th item from the i-th subject, $0 \leq y_i \leq 100$ for $i=1,2,...,n$ and $j=1,2,...,k$. Let the VAS data be collected in the matrix $Y = [y_{ij}]$, where $y_{ij}$ is the VAS score by the i-th subject for the j-th item. Denote by $r_{ij}$ the rank score for the j-th item from the i-th subject, $r_{ij} = k$ if most important, $r_{ij} = 1$ if least important. Let the rank score be collected in the matrix $R = [r_{ij}]$, where $r_{ij}$ is the rank score by the i-th subject for the j-th item. Denote by $s_{ij}$ the Likert score for the j-th item from the i-th subject, $s_{ij} = k$ if most important, $s_{ij} = 1$ if least important. Let the Likert score be collected in the matrix $S = [s_{ij}]$, where $s_{ij}$ is the Likert score by the i-th subject for the j-th item.

Simulation-based method
The permutation method is a simulation-based method to identify and prioritize top items of the highest importance. This method particularly accounts for correlation between items. For example, in our guiding ranking question: “Please rank in order the major barriers for you to provide indigent care (Medicaid, pro bono services) to young athletes in terms of their significance”, the items of family commitments and lack of time are possibly correlated because physicians who have family commitments would tend to have less time to provide indigent care to young athletes. The simulation-based method takes discrete or continuous data, which is described assuming VAS data for convenience. The simulation-based method is an appropriate method for comparison between the three designs because it has the potential to maximally utilize information contained in the data and does not make any distributional assumptions. The procedure is broken down into 8 steps. Steps 1-5 are used to identify top items. Top items are then prioritized to obtain primary items via steps 6-8. To clarify, top items have significantly higher VAS scores than the expected value assuming the items are equally important. Top items are a subset of top items and are significantly more important than the other top items. When there is no top item, it implies that the items are equally important. Presumably, the items under investigation are preselected and of high importance. If the score distributions of all items are at the low end, there is no need to perform a test to identify primary items.

Step 1 Let the vector $M_i = (m_{i1}, m_{i2}, ..., m_{ik})^T$ contain the observed item-specific mean scores where $m_{ik} = \frac{1}{n} \sum_{j=1}^{n} y_{ij}$. Items with a p-value smaller than the Bonferroni corrected level, $\alpha/k$, are considered significant where $k$ is the number of items and $\alpha$ is the overall significance level, typically at 5%. If a single significant item is identified, that item is the only primary item. If more than one significant item is identified and sampling budget is not a concern, these items can all be considered as primary items. Alternatively, significant items can be prioritized using pairwise comparisons conducted sequentially following steps 6-8.

Step 2 Permute the VAS data within subjects, i.e., the data in $Y = [y_{ij}]$ for $i=1,2,...,n$. Denote by $Y_{ij}'$ the vector of VAS score by the i-th subject for the j-th item.

Step 3 Collect the data produced at Step 2 and calculate item specific mean scores.

Step 4 Repeat Steps 2 and 3 for B times. Each produces a mean score vector. Denote by $M_{i} = (m_{i1}', m_{i2}', ..., m_{ik}')^T$ the mean score vector from the i-th permutation where $m_{ik}'$ is the mean score of the k-th item at the i-th permutation.

Step 5 The p-value for the j-th item against the null hypothesis that the items are equally important is calculated by

$$p_j = \frac{1}{B} \sum_{i=1}^{B} I(m_{ij} > m_{oj})$$

where $I(m_{ij} > m_{oj}) = 1$ if $m_{ij} > m_{oj}$; otherwise, $I(m_{ij} > m_{oj}) = 0$. Items with a p-value smaller than the Bonferroni corrected level, $\alpha/k$, are considered significant where $k$ is the number of items and $\alpha$ is the overall significance level, typically at 5%.

Step 6 Sort the significant items by the observed mean scores, where the top item has the highest observed mean score.

Step 7 Assume that the j-th and j-th items are the top two significant items and $m_{ij} \geq m_{ij}'$. Denote by $D_{ij}$ the vector of score difference between the j-th and j-th items, i.e., $D_{ij} = Y_{ij} - Y_{ij}'$. Sample $n$ differences from the vector with replacement and calculate the mean difference for B times.

Step 8 Let the mean difference from the i-th sample be $\bar{d}_{ijf}$. The p-value for the alternative hypothesis that the j-th mean score is greater than the j-th mean score is calculated by

$$p_{ij} = \frac{1}{B} \sum_{i=1}^{B} I(\bar{d}_{ijf} > 0)$$

where $I(\bar{d}_{ijf} > 0) = 1$ if $\bar{d}_{ijf} > 0$; otherwise, $I(\bar{d}_{ijf} > 0) = 0$. The primary items are then prioritized to obtain primary items via steps 6-8.
The \( j \)-th item is the only primary item if \( pj_j < a/(k-1) \) where \( k-1 \) is the maximal number of pair comparisons. Otherwise, compare the top 2 and top 3 items following steps 6-8. The comparison continues until the first significant result is identified or all pairwise comparisons are completed. If the iterative procedure stops at the comparison of the top \( j \) and \( j+1 \) items, the top 2 items are identified as the primary items. If none of the comparisons are significant, the items are considered equally important - all of them are primary items.

**Simulations**

Since the VAS data contains additional information that is not contained in the rank or Likert data, we first simulate the VAS data and then convert the data to the rank and Likert data. Through the conversion, there is a loss of information in the data. We considered \( k=5 \), 10 items and \( h=5,7 \) Likert items. Each item was assumed to be either primary or non-primary and the same type of items had a common VAS score distribution. Let the distribution for each primary item be \( N(\mu_1, \sigma^2) \) and that for each non-primary item be \( N(\mu_2, \sigma^2) \) where \( 0 \leq \mu_2 < \mu_1 \leq 100 \). VAS scores were simulated jointly for the \( k \) items from the multivariate normal distribution with the mean vector \( [\mu_1 1_{k \times m_1}, \mu_2 1_{k \times m_0}] \) and the variance-covariance matrix

\[
\begin{pmatrix}
\Sigma_{m_1 \times m_1}^1 & 0 \\
0 & \Sigma_{m_0 \times m_0}^0
\end{pmatrix}
\]

where \( m_1 \) was the number of primary items and \( m_0 \) was the number of non-primary items. \( \Sigma_{m_1 \times m_1}^1 \) and \( \Sigma_{m_0 \times m_0}^0 \) were correlation matrix with 1 on the diagonal, 0 on the non-diagonal for \( \Sigma_{m_0 \times m_0}^0 \), and \( \theta \) on the non-diagonal for \( \Sigma_{m_1 \times m_1}^1 \). Presumably, primary items tend to be negatively correlated or uncorrelated with non-primary items. Primary items may be correlated with each other; similarly, non-primary items may be correlated with each other. We assumed that any two primary items were correlated with the correlation coefficient \( \theta \). Any two non-primary items were assumed to have no correlation; similarly, no correlation was assumed between a primary and a non-primary item. Any data point greater than 100 was replaced by 100. Similarly, those smaller than 0 were replaced by 0.

We assumed that the conversion from the VAS data to the rank or Likert data is the same for every participant. We explored multiple conversions with an attempt to minimize information loss. We also handled tied data, which is frequently observed in ranking and Likert data. The idea is similar to simulating data which is extremely non-normal or ideally categorized, i.e., favorable to the ranking and Likert designs. To convert VAS scores to rank scores, we sorted VAS scores within subjects and assigned rank score \( k \) to the largest and rank score 1 to the smallest. If there was a tie, the average rank score was assigned to each of the items. The conversion was applied to VAS scores before and also after the 0-and-100 truncation. The truncated VAS scores were converted to the same rank scores while VAS scores without being truncated produced unique ranks.

We applied two conversions from VAS scores to Likert scores. Denote by \( V \) the truncated VAS score and \( L \) the corresponding Likert score. In the first conversion, we considered the break points \((0, \mu_0 - \sigma, \mu_0, \mu_1, \mu_1 + \sigma, 100)\) for \( h=5 \), which formed five intervals:

- \((0, \mu_0 - \sigma)\)
- \((\mu_0 - \sigma, \mu_0)\)
- \((\mu_0, \mu_1)\)
- \((\mu_1, \mu_1 + \sigma)\)
- \((\mu_1 + \sigma, 100)\)

\(L\) was assigned if \( V \) was in the \( i \)-th interval. Similarly, we considered 6 break points instead for \( h=7 \),

\((0, \mu_0 - 2\sigma, \mu_0 - \sigma, \mu_0, \mu_1, \mu_1 + \sigma, \mu_1 + 2\sigma, 100)\)

In the second conversion, we used equal intervals of the length 100/5 for \( h=5 \) and 100/7 for \( h=7 \). The first conversion was expected to separate rank scores of primary and non-primary items and give better power than the second conversion.

Simulations with no primary items were termed null simulations. Simulations assuming at least one primary item were termed power simulations. We compared different designs and conversions by type I error rate in null simulations and by power in power simulations. Type I error rate was estimated by the proportion of simulation replicates that incorrectly identified any item when the items were equally important. Power was estimated by the proportion of simulation replicates that correctly identified each item when there was at least one primary item. The simulation parameters are presented in Table 1. \( \sigma \) was fixed at 10 for all simulations. In null simulations, \( \mu_0 = \mu_1 = \mu \) and we let \( \mu \) be 80 or 90. All the items are non-primary items, i.e., \( m_1 = 0 \) and \( m_0 = k \). In power simulations, \( \mu_0 < \mu_1 \) was set to 70 or 80 and we chose \( \mu_1 \) by adding 10 to \( \mu_0 \). The correlation between primary items (\( \theta \)) was set to 0, 0.5, 0.8. Number of primary items (\( m_1 \)) varied from 1 to 4 when \( k=5 \) and from 1 to 8 when \( k=10 \). We didn’t consider \( m_1 = 9 \) when \( k=10 \) because it required a huge sample size to achieve a reasonable power.

The results of \( m_1 = 1, 2, \ldots, 8 \) already showed a trend.

| \( k \) | \( n \) | \( \theta \) | Power | Null |
|---|---|---|---|---|
| 5 | 15 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 1 | 80, 90 | 0 |
| 5 | 35 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 2 | 80, 90 | 0 |
| 5 | 80 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 3 | 80, 90 | 0 |
| 5 | 350 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 4 | 80, 90 | 0 |
| 10 | 15 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 1 | 80, 90 | 0 |
| 10 | 25 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 2 | 80, 90 | 0 |
| 10 | 35 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 3 | 80, 90 | 0 |
| 10 | 50 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 4 | 80, 90 | 0 |
| 10 | 80 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 5 | 80, 90 | 0 |
| 10 | 120 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 6 | 80, 90 | 0 |
| 10 | 230 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 7 | 80, 90 | 0 |
| 10 | 500 | 0, 0.5, 0.8 | (80, 70, 90, 80) | 8 | 80, 90 | 0 |
which can be generalized for \( m_1 = 9 \). The sample size \( (n) \) was chosen for a power around 80% assuming VAS data and \( \theta = 0 \). It gave a similar power to \( (\mu_0, \mu_1) = (70, 80) \) and \( (80, 90) \). The same sample sizes were used for null simulations regardless of \( \theta \). The shift in normal mean would lead to more truncated data. The probability of truncation was 0.1% for data from \( N(70, 10^2) \), 2.3% for data from \( N(80, 10^2) \), and 15.9% for data from \( N(90, 10^2) \). Number of replicates was 1,000 for power simulations (at least one primary item) and was 10,000 for null simulations (items equally important). Number of permutations within each replicate was \( B = 1,000 \). The overall significance level, \( \alpha \), was set to 5%.

**Results**

We compare type I error rates and powers of the three designs and conversions from VAS scores to ranks or Likert scores. Specifically, we compare:

1. VAS design (VAS)
2. Rank design with rank scores converted from the original VAS scores (Rank:O, Original VAS scores)
3. Rank design with rank scores converted from the truncated VAS scores (Rank:T, Truncated VAS scores)
4. Likert design with 5 Likert items where Likert scores are obtained via the first conversion based on the intervals formed by population means and standard deviations of primary and non-primary items (L5:UEI, Unequal Intervals)
5. Likert design with 7 Likert items where Likert scores are obtained via the first conversion based on the intervals formed by population means and standard deviations of primary and non-primary items (L7:UEI, Unequal Intervals)
6. Likert design with 5 Likert items where Likert scores are obtained via the second conversion based on 5 equal intervals (L5:EI, Equal Intervals)
7. Likert design with 7 Likert items where Likert scores are obtained via the second conversion based on 7 equal intervals (L7:EI, Equal Intervals)

**Null simulations**

In null simulations, \( \mu_1 = \mu_0 = \mu \), i.e., no primary items, where \( \mu = 80, 90 \). The null simulation results are presented in **Figure 1** for \( k=5 \) (5 items) and in **Figure 2** for \( k=10 \) (10 items). The \( y \)-axis denotes type I error rate. The sample sizes on the \( x \)-axis are the sample sizes chosen for power simulations to achieve a power around 80% assuming a number of uncorrelated primary items. The left three panels are for \( \mu = 80 \) with the top one for \( \theta = 0 \) followed by \( \theta = 0.5 \) and then \( \theta = 0.8 \). Similarly, the right three panels are for \( \mu = 90 \) and \( \theta = 0, 0.5, 0.8 \).

**Figures 1 and 2** show consistent results. In each figure, the patterns are similar regardless of the correlation between primary items (\( \theta \)). With the exception of L5:EI and L7:EI, simulation designs are robust to the data truncation and perform similarly for \( \mu = 80, 90 \). The type I error rates of L5:EI and L7:EI are inflated by the truncation and the inflation is intensified when the sample size is small and, for L5:EI only, when the number of items is 10. The VAS consistently results in a reasonable type I error in the 95% confidence interval of 5% nominal level, [0.0457, 0.0543]. Other designs have an inflated type I error rate when the sample size is small. The inflation diminishes when the sample size is sufficiently large. The degree of inflation and the sample size needed to maintain a reasonable type I error, however, varies with designs and conversions. The most inflated type I error rate occurs when the sample size is 15 (the smallest sample size that we considered in our simulations) and when the data is greatly truncated for L5:EI or L7:EI. The type I error rates are 0.0555 for VAS, 0.0679 for RANK:O, 0.0655 for RANK:T, 0.0721 for L5:UEI, 0.0701 for L7:UEI, 0.5424 for L5:EI, and 0.1473 for L7:EI. In **Figures 1 and 2**, the type I error rates of L5:EI when the sample size is 15 are relatively large and are omitted in order to appropriately scale the figures. Overall, VAS design performed the best followed in descending order by RANK:O, RANK:T, L5:UEI, L7:UEI, L7:EI, and L5:EI. Within designs, L7:EI consistently performs better than L5:EI. RANK:O and RANK:T behave similarly, as do L5:UEI and L7:UEI.

**Power simulations**

The power simulation results are presented in **Figures 3 and 4** for \( k=5 \) (5 items) and **Figure 4** for \( k=10 \) (10 items). Both figures are arranged by the correlation between primary items and the population means of primary and non-primary items. The \( x \)-axis denotes the number of primary items and the \( y \)-axis denotes power.

From \( k=5 \) to \( k=10 \), the patterns of power are similar. When the number of primary items is increased, the power of every design and conversion increases with the exception of RANK:O and RANK:T. Both continue to maintain a power approximately equal to 0.80, but start losing power when the proportion of primary items is greater than 50%. With the increase in correlation between primary items (\( \theta \)), the power of every design and conversion increases, but this increase is not as significant for RANK:T and RANK:O. Other than L5:EI and L7:EI, simulation designs are robust to the right shift of normal means where 15.9% of VAS scores for each primary item are truncated at 100. The power of L5:EI and L7:EI, respectively, is reduced, particularly L5:EI, when \( k=10 \) and the proportion of primary items is small. The VAS design consistently demonstrates the highest power, followed by L5:UEI, L7:UEI, L7:EI, L5:EI, RANK:O, and RANK:T. L5:UEI and L7:UEI show consistently similar power, while L7:EI is consistently more powerful than L5:EI. RANK:O and RANK:T perform similarly with better power than L5:EI when the proportion of primary items is smaller than 50%.

**Discussions**

We have explored three survey questionnaire designs (ranking, Likert, and VAS) for their ability to identify primary items. The ranking design asks participants to weigh different items simultaneously, whereas the Likert and VAS designs require participants to evaluate items one at a time. While making a fair
Figure 1. Null simulation results: type I error rates assuming the number of items is 5 (the two dash lines are $y=0.0457$ and $y=0.0543$, the lower and upper bounds of 95% confidence interval of 5% nominal level). VAS-VAS design, Rank:O - rank design with rank scores converted from the original VAS scores, Rank:T - rank design with rank scores converted from the truncated VAS scores, L5:UEI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L7:UEI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L5:EI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on 5 equal intervals, L7:EI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on 7 equal intervals.

Comparison of the three design scales is a challenge, we were able to introduce a simulation-based method and evaluation scheme to determine the probability of correctly identifying each item, primary or non-primary. Presumably, the pre-selected items are of high importance. Therefore, we simulated VAS scores at the high end and studied the effect of truncation
or a left-skewed distribution. To ensure comparable data across designs, we began with VAS scores and converted them to ranking and Likert scores. Multiple conversions were considered for each design, each having a different practical implication.

**Figure 2.** Null simulation results: type I error rates assuming the number of items is 10 (the two dash lines are y=0.0457 and y=0.0543, the lower and upper bounds of 95% confidence interval of 5% nominal level). VAS-VAS design, Rank:O - rank design with rank scores converted from the original VAS scores, Rank:T - rank design with rank scores converted from the truncated VAS scores, L5:UEI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L7:UEI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L5:EI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on 5 equal intervals, L7:EI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on 7 equal intervals.
Figure 3. Power simulation results: powers assuming the number of items is 5. VAS-VAS design, Rank:O - rank design with rank scores converted from the original VAS scores, Rank:T - rank design with rank scores converted from the truncated VAS scores, L5:UEI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L7:UEI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on the intervals formed by population means and standard deviations of primary and non-primary items, L5:EI - Likert design with 5 Likert items where Likert scores are obtained via the conversion based on 5 equal intervals, L7:EI - Likert design with 7 Likert items where Likert scores are obtained via the conversion based on 7 equal intervals.

From VAS to ranking scores, the conversion to untruncated VAS scores assumes that each item is uniquely ranked unless VAS scores are exactly the same -- the likelihood of this similarity is nearly 0. The conversion to truncated VAS scores allows the top items to be equally ranked. This conversion can be generalized to items with similar VAS scores being assigned the same rank scores. In both conversions, the rank scores for items with equal ranks are obtained by taking the average of rank scores presuming they are uniquely ranked and the sum of rank scores for all items is the same for each subject, i.e., each
subject has the same contribution to the data. Whether there are ties or not, the mean scores of neighboring items will be similar and the comparisons between items will not be affected.

From VAS to Likert scores, the conversion based on equal intervals is quite straightforward but the resulting distributions of Likert scores for primary and non-primary items may
not be apart, particularly when the number of Likert items is 5. The conversion based on unequal intervals assumes a level of item importance. These intervals are data dependent and are determined such that the Likert scores of primary and non-primary items are well separated. If real data are available, the relationship between VAS and Likert scores is expected to be reasonably described by the first conversion. The second conversion produces data by attempting to optimize the Likert design. It implies a design with numerous Likert items where the bottom items are truncated and the differences between items are unequal.

Our simulation results show that the VAS design consistently has a reasonable type I error rate, as well as the highest power when compared to ranking and Likert designs. Unsurprisingly, L5:UEI and L7:UEI outperform L5:EI and L7:EI. L5:UEI and L7:UEI are as competitive as VAS except when the primary items are uncorrelated and the proportion of primary items is high. L5:UEI and L7:UEI perform similarly, which implies that prioritizing the extreme values does not necessarily improve the performance of Likert design. L7:EI consistently outperforms L5:EI. Both have a highly inflated type I error when the sample size is not sufficiently large. A large sample size is required to correctly identify each item when the proportion of primary items is high. When the validity (type I error rate) is not a problem and the primary items are correlated, L7:EI and VAS are similarly powerful. UEI designs utilize the distributional information and are favored over EI designs with the exception of L7:UEI, which has a higher power than L7:EI when items are independent, both designs are empowered (with a sufficiently large sample size), and the data is substantially right truncated. With the increase in sample size, EI designs are able to maintain a reasonable type I error and improve power. UEI becomes a less sensible method to convert VAS to Likert data compared to EI when the data is substantially right truncated and the number of Likert items is 7.

For the Likert design, we have seen significant improvement in performance from 5 to 7 Likert items. Still, 7 Likert items are insufficient for the Likert score distribution to serve as a good approximation to the VAS score distribution. More Likert items are needed to improve the Likert design. Rather than describe different degrees of importance in words, it is a better idea to group VAS scores in 10 groups, for example, and ask participants to check one of the groups, 1-10, 11-20, ..., and 91-100. It is essentially adding more items to improve the approximation to a VAS score distribution.

The superiority of the VAS design over the ranking design is minimized when there are very few primary items. The ranking design may allow for ties but that is not related to the identification of primary items. This design is robust to data truncation and correlation between primary items. It has a slightly inflated type I error rate when the sample size is not sufficiently large. The power significantly drops when the number of primary items is greater than the number of non-primary items. The condition that improves EI designs reduces the power of ranking design - an increase in the number of primary items. Assume four out of five items are primary items, items A, B, C, and D. A is consistently ranked the top 1, B the top 2, C the top 3, and D the top 4. The average rank score is 3 and the item D will never be identified a primary item. Similarly, if there are 10 items with the assumption that each primary item is ranked the same by participants. The average rank score is 5.5 and primary items ranked 6 or greater will never be identified. With the increase in correlation between primary items, the scores of primary items become consistent, i.e., the likelihood that any primary item has a low score like one from the distribution of a non-primary item is reduced. This results in an increase in power. The ranking design does not benefit from this increased correlation because regardless of how correlated two items are, it produces ties and the power will not change (explained previously).

While the simulation-based method is introduced to compare different designs, it can also be used to decide which items to carry forward for intervention. This method is a two-stage approach. The first stage identifies top items and the second stage prioritizes them. Both stages provide information for decision-making. The simulation-based method is simple and accounts for the correlation between scores within subjects. It is particularly useful when the distributions overlap. The simulation-based method performs best for VAS data. The ranking and Likert designs are outperformed due to the scale of data. While the debate regarding analysis methods for survey data continues, most of the empirical literature suggests that the choice between parametric vs. non-parametric methods will not bias the validity of results [13,22]. While we simulated truncated data, we did not explore extremely non-normal data. Instead, we explored multiple conversions to minimize information loss and tied data, which is frequently observed in ranking and Likert data. The concept is similar to simulating data which is extremely non-normal or ideally categorized, i.e., favorable to the ranking and Likert designs. Extremely non-normal data may fail the simulation-based method by showing no preference among the designs. It will never show that the ranking or Likert design is better than the VAS design because the VAS data is more informative than the rank and Likert data. Ideally, a better method that is able to utilize most of the data information, e.g., Friedman’s test, then should be used to compare the three designs. We utilized the Bonferroni method for multiple testing correction in the simulation-based method. The Bonferroni method has been cited as conservative and other methods such as Holm’s Bonferroni procedure [23] to control family wise error rate in a less conservative way may be used instead to improve the power. In addition, the simulation-based method can be adapted to control false discovery rate instead of family wise error rate. Methods to control false discovery rate include those proposed by Benjamini and Hochberg [24]. For general use, how this simulation-based method can be adapted for missing data and how robust it is to outliers and extremely
non-normal distributions, however, requires future investigation. The Friedman’s type tests can be an alternative to the simulation-based test for the design comparison, particularly the Skillings-Mack test is readily applied to study missing data. These tests are robust to non-normal data; however, are conservative against the VAS design when the data is approximately normal.

Conclusions
Overall, we conclude that the VAS design is the superior choice for identifying and prioritizing primary items. A Likert design, however, will perform just as well when the sample size is large. The Likert design can also be improved by adding more items. The ranking design tends to incorrectly identify primary items, but it is adequate if the proportion of primary items is low. In addition to the scale of data, other considerations need to be taken into account before choosing a design. For example, certain populations (i.e., children or intellectually disabled) find the VAS more difficult to understand and answer correctly [25]. Additionally, as surveys are more often delivered online, the VAS design may not be an option due to implementation difficulties such as not being user-friendly or creating many missing values [26]. As we know, SurveyMonkey [4] currently does not include a function for users to create VAS questions online in the way that one can indicate a position by mouse click along a continuous line between two end-points. Thus, several variants of the VAS design have been practiced including allowing a user to enter a score [0-100], instead of marking a point on a measurement line. Although we have not considered these variants in our study, they are likely to share similarities with VAS and Likert designs from an analysis prospective. There is some evidence that software companies are overcoming the operational difficulties associated with VAS implementation in the form of slider bars [27], and it is our hope that web survey companies continue to expand the extent to which the VAS design is available for users to implement their survey questions.
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