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Introduction

Orbifolds were first defined by Ichirō Satake in the mid-fifties under the name ‘V-manifolds’ [45, 46]. In his initial work, Satake proved V-manifold analogues of some classical theorems in differential geometry, including the de Rham theorem, Poincaré duality, and the Gauss-Bonnet theorem. In doing this, Satake showed that V-manifolds are quite similar to smooth manifolds. Over the next twenty years, V-manifolds were considered to be a straightforward generalisation of smooth manifolds [1, p. ix]. Although they were useful geometric tools (indeed Satake introduced V-manifolds in order to study the Siegel modular variety), they were not considered as a legitimately ‘new’ concept in this time.

In the late seventies and early eighties, Tetsuro Kawasaki wrote a small series of articles presenting V-manifold versions of the foundational theorems of index theory: the Hirzebruch signature theorem [28], the Hirzebruch-Riemann-Roch theorem [29], and the Atiyah-Singer index theorem [30]. Although these results are generalised versions of well-known results concerning smooth manifolds, the proofs of these theorems emphasised features of the V-manifold theory which are not present for that of smooth manifolds. In particular, Kawasaki introduced what is now called the inertia orbifold associated to a given V-manifold. When applied to a smooth manifold, this construction simply returns the original manifold; this construction is only significant when applied to nontrivial V-manifolds. Furthermore, this construction highlights the need to consider ineffective orbifolds, which were not discussed in Satake’s work. Thus it was realised that V-manifolds have a geometric theory which is not merely a generalisation of that of smooth manifolds.

Around the same time, William Thurston made use of orbifolds in his study of the geometry of three-manifolds. Given that V-manifolds deserved to be con-

\[^1\) Conflicting accounts on the meaning of the letter ‘V’ have been given. Some suggest it stands for ‘Virtual’, virtual meaning ‘up to a finite cover’. Others suggest that the ‘V’ is a typographic representation of a cone point.
considered as being distinct from smooth manifolds, the search for a new name was initiated. Eventually the name ‘orbifold’ was settled upon, and over time this name became standard.\footnote{The name ‘orbifold’ is meant to evoke imagery of a manifold-like object which can be obtained as an orbit space.}

In the mid-eighties, orbifolds were being used by physicists in their study of conformal field theory \cite{14, 13}. This work was important not only for its physical significance, but also for the physical intuition it brought to the purely mathematical theory of orbifolds. A more informed overview of this aspect of orbifold history can be found in \cite{1}.

In this thesis we are concerned with the methods used to represent orbifolds as geometric objects. Satake’s work was done in terms of orbifold atlases; this approach is geometrically intuitive, but does not readily tell us much about the global structure of orbifolds. More recently orbifolds have been represented by orbifold groupoids; this is the approach we will ultimately follow. This approach can be traced back to André Haefliger’s work on foliations \cite{19}, and was more recently developed in the context of orbifolds by Ieke Moerdijk and Dorotea Pronk \cite{39}. Unlike orbifold atlases, orbifold groupoids can be used to study the global structure of orbifolds. However, they have no particular advantage with respect to local matters. The purpose of this thesis is to use the language of orbifold groupoids to describe the geometry and topology of orbifolds, highlighting advantages and disadvantages of this language as they arise.
Chapter 1

Orbifolds: the classical viewpoint

In this chapter, we shall introduce orbifolds as they were originally studied: as topological spaces enriched by ‘orbifold atlases’. This is the most intuitive way of dealing with orbifolds, but it is not always the most convenient, and has some interesting flaws when used naively. We shall introduce the concepts of smooth maps between and vector bundles over orbifolds, highlighting the aforementioned flaws in the process. Finally, we will discuss ineffective orbifolds, further motivating the shift towards modern methods (both atlas-theoretic and otherwise).

The exposition in this chapter is essentially a combination of Satake’s original exposition in [45, 46] and that of the recent text [1]. We have adopted a new choice of notation which, despite its reliance on multiple typefaces, makes for simpler definitions and clearer exposition than these references.

1.1 Effective orbifolds

Put briefly, an $n$-dimensional orbifold is a space which is locally given by the orbit space $G \setminus \widetilde{U}$ of the action of a finite group $G$ on a connected open subset $\widetilde{U} \subset \mathbb{R}^n$ of Euclidean $n$-space. However, it is not enough to say that an orbifold is a topological space which is locally homeomorphic to such an orbit space, as we want to keep track of these ‘local actions’. Thus we make the following definition.

Definition 1.1.1. Let $X$ be a topological space. An $n$-dimensional orbifold chart\(^1\) $U = (\widetilde{U}, G_U, \varphi_U)$ on $X$ is given by

- a connected open subset $\widetilde{U} \subset \mathbb{R}^n$ of Euclidean $n$-space,

\(^1\)Orbifold charts were originally called local uniformising systems, as in [45] and [46]. This terminology still appears in current literature.
• a finite group $G_U$ along with a smooth effective left action of $G_U$ on $\tilde{U}$, and

• a continuous $G_U$-map $\varphi_U: \tilde{U} \to X$ which induces a homeomorphism of the orbit space $G_U \setminus \tilde{U}$ onto its image $U := \varphi_U(\tilde{U}) \subset X$.

We will often refer to an orbifold chart more concisely as a chart.

Note that the action associated to an orbifold chart is assumed to be effective; that is, the only element of $G_U$ which acts trivially on $\tilde{U}$ is the identity element.

Remark 1.1.2. We have used different typefaces to refer to different aspects of an orbifold chart. A chart $U$ is written in boldface, the corresponding open subset of $\mathbb{R}^n$ is written $\tilde{U}$ (lightface with tilde), and the image $U := \varphi_U(\tilde{U})$ of this space under the map $\varphi_U$ is written in lightface with no tilde. The group $G_U$ and map $\varphi_U$ associated to this chart are indexed by the ‘name’ of the chart (written in lightface). So a chart $V$ would be a triple $V = (\tilde{V}, G_V, \varphi_V)$, and we would write $V = \varphi_V(\tilde{V})$. We will occasionally break this convention (indeed, we do so in the following example), but it should be clear from context what we mean.

Example 1.1.3. For a simple example of an orbifold chart, let $B$ denote the open unit ball in $\mathbb{R}^2$, and let the cyclic group $\mathbb{Z}_n$ act on $B$ by rotation. More explicitly, identify $\mathbb{R}^2$ with the complex numbers $\mathbb{C}$, identify $\mathbb{Z}_n$ with the group of $n$th roots of unity $\mathbb{Z}_n = \langle \zeta_n \rangle < \mathbb{C}$, $\zeta_n := e^{2\pi i/n}$, and let $\mathbb{Z}_n$ act on the complex unit ball $B \subset \mathbb{C}$ by multiplication. Set $X$ to be the sector of $B$ with angle $2\pi/n$ with edges identified as in Figure 1.1, and let $\varphi: B \to X$ be the natural $n$-fold cover of $X$. Since $\varphi$ induces a homeomorphism from the orbit space $\mathbb{Z}_n \setminus B$ to $X$, we find that $(B, \mathbb{Z}_n, \varphi)$ is a 2-dimensional orbifold chart on $X$.

Thanks to our newly-expanded vocabulary, we can be more specific: an orbifold is a topological space which is covered by orbifold charts. In this way, the notion of an orbifold is a generalisation of the notion of a smooth manifold. We immediately reach another problem: if we have two orbifold charts $U, V$ on a space $X$ which overlap, in the sense that $U \cap V$ is nonempty, how do we express ‘local compatibility’ of the two charts? Invoking the analogy of an atlas on a smooth manifold, if a point $x \in X$ lies in the intersection of $U$ and $V$, there should be a third chart $W$ with $x \in W$ which somehow ‘sits inside’ the other two charts. This consideration leads us to the next definition.
1.1. EFFECTIVE ORBIFOLDS

Definition 1.1.4. Let $U$ and $V$ be two orbifold charts on a topological space $X$. An embedding\(^2\) $\lambda: U \to V$ is given by an embedding (in the usual sense) $\lambda: \tilde{U} \to \tilde{V}$ such that $\varphi_V \circ \lambda = \varphi_U$. Note that embeddings can be composed: if $\lambda: U \to V$ and $\mu: V \to W$ are embeddings, then the composition $\mu \circ \lambda: \tilde{U} \to \tilde{W}$ determines an embedding $\mu \circ \lambda: U \to W$.

We are now well on our way to pinpointing what an orbifold actually is. Just as a smooth structure on a topological manifold is given by an equivalence class of atlases, an orbifold structure on a topological space is given by an equivalence class of ‘orbifold atlases’, as follows.

Definition 1.1.5. (1) An $n$-dimensional orbifold atlas $\mathcal{U}$ on a topological space $X$ is a set of $n$-dimensional orbifold charts such that

- the charts in $\mathcal{U}$ cover $X$, in the sense that
  $$\bigcup_{U \in \mathcal{U}} U = X,$$
  and

- if $U$ and $V$ are charts in $\mathcal{U}$, then for all $x \in U \cap V$ there exists a chart $W$ in $\mathcal{U}$ with $x \in W \subset U \cap V$ such that there exist embeddings of $W$ into both $U$ and $V$.

(2) A refinement $\mathcal{U} \to \mathcal{V}$ of orbifold atlases on $X$ is given by a function $r: \mathcal{U} \to \mathcal{V}$ and, for each chart $U \in \mathcal{U}$, an embedding $\lambda_U: U \to r(U)$. In this situation we say that $\mathcal{U}$ is a refinement of $\mathcal{V}$. We define a symmetric and reflexive relation $\sim$ on the set of orbifold atlases on $X$ by taking $\mathcal{U} \sim \mathcal{V}$ to mean that there exists a common refinement of $\mathcal{U}$ and $\mathcal{V}$\(^3\). We say that two orbifold atlases are equivalent if they are related by the transitive closure of $\sim$.

---

\(^2\)Embeddings were originally called inclusions in [45] and [46].

\(^3\)Some authors refer to this relation as direct equivalence.
(3) An orbifold structure on a topological space \( X \) is given by an equivalence class \([\mathcal{U}]\) of orbifold atlases on \( X \).

Remark 1.1.6. Equivalence of orbifold atlases is our first technical hurdle. Unlike equivalence of manifold atlases, it is not at all obvious that the relation \(~\) as defined above is transitive. Originally this issue was avoided by taking the transitive closure as we have [46, p467]. However, in [51, Lemma 1.34] it is shown that \(~\) is transitive by using an equivalent definition of the relation. The proof is too much of a diversion to be included in this work, so we shall be content with taking the transitive closure.

Definition 1.1.7. An effective orbifold \( \mathfrak{X} = (X, [\mathcal{U}]) \) is given by a paracompact Hausdorff space \( X \) along with an orbifold structure \([\mathcal{U}]\) on \( X \). We call \( X \) the underlying space of \( \mathfrak{X} \), and denote it by \( |X| \). The effective orbifold \( \mathfrak{X} \) is said to be compact (resp. connected) if the space \( X \) is compact (resp. connected).

Remark 1.1.8. An ineffective orbifold is one in which the groups \( G_U \) in charts \( U \in \mathcal{U} \) are not assumed to act effectively on \( U \). Defining ineffective orbifolds via orbifold atlases causes (solvable) problems; we consider this in Section 1.5. For now we shall use the terms ‘effective orbifold’ and ‘orbifold’ interchangeably.

In Example 1.1.3 we saw an example of an orbifold chart \((B, \mathbb{Z}_n, \varphi)\) on a paracompact Hausdorff space \( X \cong \mathbb{Z}_n \setminus B \). This chart defines an orbifold atlas \( \mathcal{U} \) on \( X \) consisting only of the chart itself; hence \( \mathfrak{X} := (X, [\mathcal{U}]) \) is an orbifold. We shall construct an equivalent atlas for \( \mathfrak{X} \). Let \( x \) denote the point \( \varphi(0) \in X \). The space \( X \setminus \{x\} \) is homeomorphic to a cylinder, and thus inherits a smooth manifold structure, so there exists a smooth manifold atlas for \( X \setminus \{x\} \). Let \( V = \{(V_\alpha, f_\alpha)\}_{\alpha \in A} \) denote such an atlas (with coordinate maps \( f_\alpha : V_\alpha \to \mathbb{R}^2 \) and indexing set \( A \)). Then letting 1 denote the trivial group, \((f_\alpha(V_\alpha), 1, f_\alpha^{-1})\) is an orbifold chart on \( X \) for each \( \alpha \). Let \( N \) be a neighbourhood of \( x \) in \( X \) obtained by ‘scaling down’ \( X \), as in Figure 1.2, and let \( \psi : B \to N \) be the obvious modification of the map \( \varphi : B \to X \). Then \((B, \mathbb{Z}_n, \psi)\) is an orbifold chart on \( X \) with \( \psi(B) = N \). For each \( \alpha \in A \) such that \( V_\alpha \cap N \) is nonempty, \((f_\alpha(V_\alpha \cap N), 1, f_\alpha^{-1})\) is an orbifold chart on \( X \). In order to construct an embedding from the chart \((f_\alpha(V_\alpha \cap N), 1, f_\alpha^{-1})\) to the chart \((B, \mathbb{Z}_n, \psi)\), it is sufficient to give an embedding \( \lambda : V_\alpha \cap N \to B \) such that \( \psi \circ \lambda = \text{id} \). It is easy to see pictorially that there are \( n \) such embeddings (this is shown in Figure 1.2). Therefore the union \( \mathcal{V} \) of the above charts defines an orbifold atlas on \( X \). The atlas \( \mathcal{V} \) is readily seen to be a refinement of \( \mathcal{U} \), and so \( \mathcal{V} \) and \( \mathcal{U} \) define the same orbifold structure on \( X \).
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Figure 1.2: An orbifold chart \((B, \mathbb{Z}_3, \psi)\) on \(X\), and embeddings \(V_\alpha \cap N \to B\). (\(V_\alpha\) is the small open ball shown intersecting \(N\).)

With the previous example in mind, we begin to see that each point \(x \in X\) of an orbifold \((X, [\mathcal{U}])\) comes equipped with intrinsic algebraic data, namely the local group \(G_x\) of the point \(x\). In this example, the ‘cone point’ \(x \in X\) has local group \(G_x \cong \mathbb{Z}_n\), while all points \(y \in X \setminus \{x\}\) have trivial local group. This information distinguishes the orbifold \(X\) from the orbit space \(\mathbb{Z}_n \setminus B\). We shall now make these intuitive notions rigorous.

Lemma 1.1.9. Let \(U\) and \(V\) be two orbifold charts on a topological space \(X\). Then every embedding \(\lambda : U \to V\) induces an injective group homomorphism \(\lambda^* : G_U \to G_V\).

Proof sketch: First note that for every group element \(g \in G_U\), left multiplication by \(g\) defines an embedding \(g : U \to U\). To complete the proof one goes on to show that for each \(g \in G_U\) there is a unique \(g' \in G_V\) such that
\[
\lambda \circ g = g' \circ \lambda. \tag{1.1}
\]
Setting \(\lambda_*(g) := g'\) then defines the desired homomorphism. For a full proof, see [46, Lemma 1] for the case where the fixed point set \(\tilde{U}^G\) has codimension \(\leq n - 2\) (where \(n\) is the dimension of the chart \(U\))\(^4\), or [39, Proposition A.1] for the general case. \(\square\)

The following lemma characterises the image of this homomorphism, and is needed to define local groups.

Lemma 1.1.10. Let \(\lambda : U \to V\) be an embedding as above, and suppose \(h \in G_V\). Then \(h \in \text{im } \lambda_\ast\) if and only if \(\lambda(\tilde{U}) \cap h \circ \lambda(\tilde{U}) \neq \emptyset\), in which case \(\lambda(\tilde{U}) = h \circ \lambda(\tilde{U})\).

\(^4\)In [46], this codimension condition is part of the definition of an orbifold chart/local uniformising system.
Proof. (Adapted from [46, Lemma 2]) If $h$ is in the image of $\lambda_*$, then by (1.1) we have

$$h \circ \lambda(\tilde{U}) = \lambda \circ \lambda_*(h)(\tilde{U}) = \lambda(\tilde{U}),$$

from which the claim follows. Conversely, suppose that $h \notin \text{im} \lambda_* \cup \lambda(\tilde{U})$ is nonempty, and let $\lambda(x) \in \lambda(\tilde{U}) \cap h \circ \lambda(\tilde{U})$ be a point which is not fixed by $G_V$. Such a point exists provided $G_V$ is not trivial since the fixed point set $\tilde{V}^{G_V}$ is nowhere dense in $\tilde{V}$ (by Corollary A.0.9), and since $\lambda(\tilde{U}) \cap h \circ \lambda(\tilde{U})$ is open and by assumption nonempty in $\tilde{V}$. Since $\lambda(x)$ is in $h \circ \lambda(\tilde{U})$, there is a point $y \in \tilde{U}$ such that $\lambda(x) = h \circ \lambda(y)$. Thus

$$\varphi_V(\lambda(x)) = \varphi_V(h \circ \lambda(y)) = \varphi_V(\lambda(y)),$$

and since $\lambda$ is an embedding, this implies that $\varphi_U(x) = \varphi_U(y)$. Hence there exists $g \in G_U$ such that $y = gx$. Then

$$\lambda(x) = h \circ \lambda(gx) = h\lambda_*(g)\lambda(x)$$

by (1.1), and since $\lambda(x)$ is not fixed by $G_V$, we have that $h\lambda_*(g)$ is the identity in $G_V$. But then $h = \lambda_*(g)^{-1} = \lambda_*(g^{-1})$ is in the image of $\lambda_*$, contradicting the assumption that $\lambda(\tilde{U}) \cap h \circ \lambda(\tilde{U})$ is nonempty. \qed

Corollary 1.1.11. Let $U$ and $V$ be two orbifold charts on a space $X$, let $\lambda: U \to V$ be an embedding, and suppose $x \in U \cap V$. Then for any choice of $x_U \in U$ and $x_V \in V$ lying above $x$ (in the sense that $\varphi_U(x_U) = \varphi_V(x_V) = x$), the isotropy groups $(G_U)_{x_U}$ and $(G_V)_{x_V}$ are isomorphic.

Proof. Choose $x_U \in U$ lying above $x$. By Lemma 1.1.10, $(G_V)_{\lambda(x_U)}$ is in the image of $\lambda_*$. Using the defining property (1.1) of $\lambda_*$, it is then easy to show that $\lambda_*$ maps $(G_U)_{x_U}$ isomorphically onto $(G_V)_{\lambda(x_U)}$. For arbitrary $x_V \in \tilde{V}$ lying above $x$, since $x_V$ and $\lambda(x_U)$ are in the same orbit of $G_V$, the isotropy groups $(G_V)_{x_V}$ and $(G_V)_{\lambda(x_U)}$ are conjugate in $G_V$ and thus isomorphic. \qed

Now consider two orbifold charts $U$ and $V$ and a point $x \in U \cap V$ as in the corollary. If we do not assume the existence of an embedding $U \to V$, then local compatibility guarantees that the conclusion of the corollary still holds.

Definition 1.1.12. (1) Let $\mathcal{X}$ be an effective orbifold and suppose $x \in |\mathcal{X}|$.

Choose an orbifold chart $U$ in any atlas in the orbifold structure on $\mathcal{X}$, with $x \in U$, and choose any $x_U \in \tilde{U}$ lying above $x$. Then the local group $G_x$ of $x$ is defined to be the isomorphism class of the group $(G_U)_{x_U}$.

If $G_V$ is trivial, then there is nothing to show.
1.1. EFFECTIVE ORBIFOLDS

(2) Let \( X \) be an effective orbifold. The singular set of \( X \) is the set

\[
\Sigma(X) := \{x \in |X| \mid G_x \neq 1\}
\]

of points with nontrivial local group. The points in \( \Sigma(X) \) are called singular points.

The above discussion shows that these definitions are independent of all choices made therein. In particular, they are independent of the choice of atlas on \( X \).

In Appendix A, we show two important facts about smooth actions of finite groups on manifolds: they can be viewed in neighbourhoods of fixed points as orthogonal actions, and consequently (in the case of effective actions) their fixed point sets are nowhere dense. Since effective orbifolds are locally given by smooth effective actions of finite groups on Euclidean spaces, we can apply these results locally, resulting in the following two propositions.

**Proposition 1.1.13.** The singular set \( \Sigma(X) \) of an effective orbifold \( X \) is nowhere dense in \( |X| \).

**Proof.** This follows directly from Corollary A.0.9. \( \square \)

**Proposition 1.1.14.** Let \( X \) be an effective orbifold. Then there exists an orbifold atlas \( U_{\text{orth}} \) on \( X \) such that every chart in \( U_{\text{orth}} \) is of the form

\[
(\tilde{U}, G_x, \varphi)
\]

where

- \( x \) is a point in \( |X| \),
- \( G_x \) is (isomorphic to) the local group of \( x \),
- \( \tilde{U} \) contains the origin, which is mapped to \( x \) by \( \varphi \), and
- \( G_x \) acts orthogonally on \( \tilde{U} \).

Furthermore, there exists such a chart in \( U_{\text{orth}} \) for each \( x \in |X| \). We call such an atlas an orthogonal atlas.

**Proof.** Let \( U \) be an orbifold atlas on \( X \), and consider a chart \( \tilde{U} \in U \) and a point \( x \in \tilde{U} \). The isotropy group \( (G_\tilde{U})_x \) acts on \( \tilde{U} \) and fixes \( x \), so by the orthogonalisation lemma A.0.8 there exists a coordinate neighbourhood \( \tilde{V} \) centred at \( x \) upon
which \((G_U)_x\) acts orthogonally. Denote the coordinate map \(\psi: N_x \to \tilde{V}\), where \(N_x\) is a small open neighbourhood of the origin in some Euclidean space. The triple
\[
(N_x, (G_U)_x, \varphi_U \circ \psi)
\]
then defines an orbifold chart on \(\vert X \vert\). To construct the atlas \(U_{\text{orth}}\), take the set of all such charts, noting that we may need to take arbitrarily small neighbourhoods \(\tilde{V}\) of each \(x\) to guarantee local compatibility.

The atlas we constructed on \(\mathbb{Z}_n \setminus B\) following Definition 1.1.7 is an example of an orthogonal atlas. The existence of orthogonal atlases shows that we need not consider arbitrary finite group actions in local charts in order to deal with orbifolds. However, in concrete examples such as \(\mathbb{Z}_n \setminus B\), the ‘simplest’ atlases are not necessarily orthogonal.

**Remark 1.1.15.** If \(X\) is an orbifold with empty singular set, then an orbifold atlas for \(X\) yields a manifold atlas on \(\vert X \vert\), and equivalence of orbifold atlases corresponds to equivalence of manifold atlases. Likewise, any manifold \(X\) can be made into an orbifold \(X\) with \(\vert X \vert = X\) by appending the trivial action of the trivial group to each coordinate chart. Therefore we consider orbifolds with empty singular sets to be manifolds, and vice versa.

### 1.2 Further examples

So far, the only explicit example of an orbifold that we have considered is that given by the action of a finite group on an open subset of Euclidean space. Orbifolds are defined to be locally of this form, but we have not yet considered orbifolds which are different globally.

The most important example of an effective orbifold is given by a compact Lie group \(G\) acting smoothly, effectively, and almost freely on a smooth manifold \(M\). The key result needed to construct an orbifold from such an action is the slice theorem A.0.7.

**Proposition 1.2.1.** Let \(G\) and \(M\) be as above. Then there is a natural orbifold structure on the orbit space \(G \setminus M\).

**Proof sketch:** Let \(x\) be a point of \(M\). By the slice theorem A.0.7, there exists a \(G\)-neighbourhood \(N\) of the orbit \(G(x)\) which is \(G\)-equivariantly diffeomorphic to the twisted product \(G \times_{G_x} U\), where \(U\) is a coordinate \(G_x\)-neighbourhood of
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The triple \((U, G_x, \varphi)\) is then an orbifold chart on \(G \setminus M\), where \(U\) has been identified with an open subset of \(\mathbb{R}^n\) and where \(\varphi: U \to G \setminus M\) is the quotient map. Note that \(G_x \setminus U\) is homeomorphic to \(G \setminus N\), since \(G \setminus N\) is homeomorphic to \(G \setminus (G \times G_x U)\), which can be identified with \(G_x \setminus U\). As in the proof of Proposition 1.1.14, the union of all such charts will define an orbifold atlas on \(G \setminus M\), again noting that we may have to take arbitrarily small neighbourhoods \(N\) to guarantee local compatibility. \(\square\)

The orbit space \(G \setminus M\) along with the above orbifold structure defines an orbifold: all that remains to be shown is that \(G \setminus M\) is paracompact and Hausdorff, and this follows once we assume that the manifold \(M\) is paracompact and Hausdorff.\(^6\) An orbifold constructed in this way is called an effective quotient orbifold, and may be denoted \(G \setminus M\) when no confusion with the orbit space \(G \setminus M\) is likely to occur. This construction yields a wide variety of interesting examples.

**Example 1.2.2.** (Weighted projective spaces.) Consider an odd-dimensional sphere \(S^{2n+1} = \{z \in \mathbb{C}^{n+1} : ||z|| = 1\} \subset \mathbb{C}^{n+1}\) where \(z = (z_0, \ldots, z_n)\) and \(||z|| = \sum_{j=0}^{n} |z_j|^2\). Let \((a_0, \ldots, a_n)\) be an \((n+1)\)-tuple of integers, and let the circle group \(S^1\) act on \(S^{2n+1}\) by

\[
\lambda(z_0, \ldots, z_n) := (\lambda^{a_0}z_0, \ldots, \lambda^{a_n}z_n).
\]

The action of \(S^1\) on \(S^{2n+1}\) is effective if and only if the integers \(a_0, \ldots, a_n\) are coprime (in the sense that \(\gcd(a_0, \ldots, a_n) = 1\)), for if \(b \neq 1\) divides each \(a_j\), then the \(b\)-th root of unity \(\zeta_b\) acts as the identity on every element of \(S^{2n+1}\). The resulting orbifold, called a weighted projective space, is denoted \(\mathbb{W P}(a_0, \ldots, a_n)\).

As an explicit example, consider \(\mathbb{W P}(2, 3)\). In this case we have an action of \(S^1\) on \(S^3\) given by

\[
\lambda(z_0, z_1) = (\lambda^2 z_0, \lambda^3 z_1).
\]

Let us compute the singular set \(\Sigma(\mathbb{W P}(2, 3))\). Suppose \(z = (z_0, z_1) \in S^3, \lambda \in S^1,\) and \(\lambda z = z\). Then we have

\[
z_0 = \lambda^2 z_0 \quad \text{and} \quad z_1 = \lambda^3 z_1.
\]

If both \(z_0\) and \(z_1\) are nonzero, then upon dividing the above equalities by \(z_0\) and \(z_1\) respectively we see that \(1 = \lambda^2 = \lambda^3\). The only complex number \(\lambda \in S^1\) for

\(^6\)If \(G\) is not assumed to be compact, then we have to assume that \(G\) acts properly on \(M\). If we do not assume this, \(G \setminus M\) may not be Hausdorff.
which this holds is the identity, so that such a point \((z_0 \neq 0, z_1 \neq 0)\) has trivial isotropy group. If \(z_0 = 0\), then since \(||z|| = 1\), \(z_1\) must lie in \(S^1\) (embedded in \(S^3\) as the subspace \(\{z \in S^3 \mid z_1 = 0\}\)). All such points lie in the orbit of \((0, 1)\). Now \(1 = \lambda^2\) if and only if \(\lambda = \pm 1\), so that the isotropy group of \((0, 1)\) is isomorphic to the cyclic group \(\mathbb{Z}_2\). Likewise, if \(z_1 = 0\) then \(z_0 = 1\); all such points lie in the orbit of \((1, 0)\), and the isotropy group of this point is isomorphic to \(\mathbb{Z}_3\).

A nice collection of similar examples can be found in [1, §1.2].

**Example 1.2.3.** We need not restrict ourselves to actions of compact groups on manifolds; indeed, if a Lie group \(G\) acts smoothly, effectively, and properly on a manifold \(M\), then the orbit space \(G \setminus M\) can be made into an orbifold exactly as in Proposition 1.2.1. In particular, if \(G\) is also assumed to be discrete, we obtain what is called a **good orbifold**; if \(G\) is finite this is called an **effective global quotient**. Note that for a proper action of a discrete group the orbit space \(G \setminus M\) is naturally a smooth manifold [15, §0.4, Example 4.8], but that it contains no ‘orbifold data’: for example, for all \(n \in \mathbb{N}\) the orbit spaces \(\mathbb{Z}_n \setminus B\) from Example 1.1.3 are diffeomorphic, but the orbifolds \(\mathbb{Z}_n \setminus B\) are distinct.

**Example 1.2.4.** Consider the construction of an orbifold atlas on \(\mathbb{Z}_n \setminus B\) following Remark 1.1.8. We can identify the orbit space \(X\) with a cone and smoothly glue a hemisphere onto the open end, as in Figure 1.3. The result is an orbifold with orbit space homeomorphic to \(S^2\), but with a lone singular point with local group \(\mathbb{Z}_n\). This orbifold is called a **teardrop**, and we denote it by \(\mathfrak{T}_n\). It can be shown that teardrops are not effective global quotients [1, Example 1.15].

Similarly, we can glue two different ‘orbifold cones’ together. This yields another orbifold with orbit space homeomorphic to \(S^2\), this time with two singular points with local groups \(\mathbb{Z}_n\) and \(\mathbb{Z}_m\). These orbifolds are not effective global quotients unless \(n = m\) [1, Example 1.16].

**Remark 1.2.5.** Since an effective global quotient is an orbifold, it is possible to relax our definition (1.1.1) of orbifold charts by allowing \(\bar{U}\) to be a connected
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manifold, rather than a connected subset of $\mathbb{R}^n$. This definition can be found in
the literature, for example in [16, §14.1]. We will occasionally construct orbifold
atlases using this characterisation.

1.3 Smooth maps

Defining smooth maps between smooth manifolds is quite easy: a map $f: M \to N$
between manifolds is said to be smooth if, in all local coordinates, it is smooth as
a map from $\mathbb{R}^{\dim M}$ to $\mathbb{R}^{\dim N}$. We encounter a problem when we try to generalise
this condition to orbifolds. If we have two orbifolds $\mathcal{X}$, $\mathcal{Y}$ and a continuous map
$f: |\mathcal{X}| \to |\mathcal{Y}|$, we can say that $f$ is smooth if it can locally be lifted to a $G_U$-$G_V$-equivariant smooth map $\tilde{U} \to \tilde{V}$ for orbifold charts $U$, $V$ on $\mathcal{X}$, $\mathcal{Y}$. However,
there may be more than one possible choice of lifting, and we are faced with the
question of deciding when two lifts should be considered to define the same map.

Satake’s original definition [46, §2] of ‘smooth map’ seems to be reasonable,
but does not behave well under composition or with respect to orbifold vector
bundles. More satisfactory definitions have been given, for example in [9, Definition 4.1.5]. Another reasonable way to define smooth maps of orbifolds is via
groupoids; we will take this up in Chapter 2. For now, we shall stick with Satake’s
definition and present the problems as they occur.

**Definition 1.3.1.** Let $\mathcal{X}$ and $\mathcal{Y}$ be two orbifolds, and let $\mathcal{U}$ and $\mathcal{V}$ be atlases on
$\mathcal{X}$ and $\mathcal{Y}$ respectively. A smooth map $f: \mathcal{X} \to \mathcal{Y}$, defined with respect to the
above atlases, is given by a map $\mu: \mathcal{U} \to \mathcal{V}$ and a collection of smooth maps

$$\left\{ f_U: \tilde{U} \to \mu(U) \right\}_{U \in \mathcal{U}},$$

(1.3)

where we write

$$\mu(U) = \left( \mu(U), G_{\mu(U)}; \varphi_{\mu(U)} \right),$$

such that for any embedding $\lambda: U \to V$ there exists an embedding $\lambda': \mu(U) \to \mu(V)$ such that

$$\lambda' \circ f_U = f_V \circ \lambda.$$

**Remark 1.3.2.** Note that in (1.3), $\mu(U)$ is defined to be the Euclidean space
associated to the orbifold chart $\mu(U)$. It is not $\mu(\tilde{U})$—indeed, this is not even
defined. This ambiguity could be considered a flaw of our notational system.

We can then go on to define refinements of maps defined with respect to pairs
of atlases, and use this to define an equivalence relation on such locally-defined
maps. A smooth map $X \to Y$ is then an equivalence class of locally-defined maps. A locally-defined map $f : X \to Y$ induces a continuous map from $|X|$ to $|Y|$, which we denote by $|f|$; this induced map depends only on the equivalence class of $f$, and so we can speak of the map $|f|$ induced by a smooth map $f : X \to Y$.

**Example 1.3.3.** Let $\mathfrak{T}_n$ be a teardrop orbifold as in Example 1.2.4. Identify $|\mathfrak{T}_n|$ with the sphere $S^2$ in such a way that the singular point $x$ of $\mathfrak{T}_n$ corresponds to the ‘north pole’ (i.e. any predetermined point) of $S^2$. Take an orbifold atlas for $\mathfrak{T}_n$ such that there is a single chart centred at $x$ of the form $(B, \mathbb{Z}_n, \varphi)$ and such that the remaining charts comprise a maximal manifold atlas for $S^2 \setminus \{x\}$ (as in the construction following Remark 1.1.8). We can construct a smooth map $f : \mathfrak{T}_n \to \mathfrak{T}_n$ which is the identity map when viewed in the chart at the singular point $x$, but which is rotation by $2\pi/n$ radians in the ‘north/south axis’ when viewed in all other charts. The induced map $|f| : S^2 \to S^2$ will be rotation by $2\pi/n$ in this axis. To construct this map, write the atlas for $\mathfrak{T}_n$ as $\mathcal{U} = \{(B, \mathbb{Z}_n, \varphi)\} \cup \mathcal{U}'$, where $\mathcal{U}'$ corresponds to the maximal manifold atlas on $S^2 \setminus \{x\}$. The map $\mu : \mathcal{U} \to \mathcal{U}$ sends $B$ to itself and acts on $\mathcal{U}'$ by ‘rotating the charts’, i.e. by sending a coordinate chart $\mathcal{U} = (\tilde{U}, 1, \varphi_U)$ to the chart $\mu(\mathcal{U}) := (\tilde{U}, 1, r \circ \varphi_U)$ where $r : S^2 \setminus \{x\} \to S^2 \setminus \{x\}$ is the rotation map. The chart $\mu(\mathcal{U})$ is in $\mathcal{U}'$ due to maximality of $\mathcal{U}'$ and smoothness of $r$. Define $f_V$ to be the identity map for each $V \in \mathcal{U}$. Then the condition on embeddings is automatically satisfied, and so $\{f_V\}$ defines a smooth map $\mathfrak{T}_n \to \mathfrak{T}_n$.

The previous example is quite subtle: we defined a map from an orbifold to itself such that the maps $\{f_V\}$ were all identity maps, but such that the induced map $|f|$ was not the identity. This shows the role played by the the map $\mu$ between orbifold atlases. This example also shows that maps between orbifolds are difficult to define in terms of atlases. Note that if we attempted to define this map from $\mathfrak{T}_n$ to $\mathfrak{T}_m$ with $n \neq m$, then we would run into problems. Indeed, if $\lambda$ is an embedding from the chart $(B, \mathbb{Z}_n, \varphi)$ to itself, then there would have to be a corresponding embedding $\lambda'$ from $(B, \mathbb{Z}_m, \varphi')$ to itself (where $(B, \mathbb{Z}_m, \varphi')$ is the corresponding chart of $\mathfrak{T}_m$) such that $\text{id}_B \circ \lambda = \lambda' \circ \text{id}_B$. In particular, the maps $\lambda$ and $\lambda'$ must be equal as maps from $B$ to itself. Taking $\lambda$ to be rotation by $2\pi/k$ for some $0 \leq k < n$, we get that that rotation by $2\pi/k$ defines an embedding from $(B, \mathbb{Z}_m, \varphi')$ to itself for all such $k$. This is only true if $2\pi/k$ is an integer multiple of $2\pi/m$ for $0 \leq k < n$, and this implies that $n$ divides $m$. If this is the case,
then this construction does indeed define a smooth map $\mathfrak{T}_n \to \mathfrak{T}_m$; otherwise the construction fails.

**Remark 1.3.4.** We will not go to the trouble of defining compositions of smooth maps, since we will ultimately redefine smooth maps in terms of groupoids. Of course, compositions can be defined using these atlas-based definitions (full details are in [44, §6.2]), but to do so would require a more in-depth look at orbifold atlases.

Even though we have not defined compositions of smooth maps, we are still able to discuss diffeomorphisms using the definition in [1, Definition 1.4].

**Definition 1.3.5.** Let $\mathcal{X}$ and $\mathcal{Y}$ be orbifolds. A smooth map $f: \mathcal{X} \to \mathcal{Y}$ is a **diffeomorphism** if there exists a second smooth map $g: \mathcal{Y} \to \mathcal{X}$ such that the induced maps $|f|$ and $|g|$ are mutual inverses.

We immediately see that the map $f: \mathfrak{T}_n \to \mathfrak{T}_n$ constructed in Example 1.3.3 is an example of a diffeomorphism.

## 1.4 Vector and principal bundles

Recall that a (real) **vector bundle** over a topological space $X$ is, roughly speaking, given by a collection of real vector spaces $E = \bigsqcup_{x \in X} E_x$ indexed by the points of $X$. We have a natural projection map $\pi: E \to X$, sending a vector $v \in E_x$ to the point $x$, and the total space $E$ is topologised in such a way that for each $x \in X$, there is a neighbourhood $U$ in $X$ such that the preimage $\pi^{-1}(U) = \bigsqcup_{x \in U} E_x$ is homeomorphic to the product $U \times \mathbb{R}^n$. If $X$ is connected, then this $n$ is constant, and called the **rank** of the vector bundle $E \to X$. We must also ensure that the natural vector space topology on each $E_x$ agrees with that induced from $E$. For a proper exposition of the basic theory of vector bundles, the reader should consult [3, Chapter 1].\footnote{Note that in [1], the equivalence relation between smooth maps defined in terms of atlases is not considered. Indeed, this is not necessary where diffeomorphisms are concerned.}
CHAPTER 1. ORBIFOLDS: THE CLASSICAL VIEWPOINT

One can construct a vector bundle of rank \( n \) over a space \( X \) by taking an open cover \( \{ U_\alpha \}_{\alpha \in A} \) of \( X \) and ‘gluing together’ the products \( U_\alpha \times \mathbb{R}^n \) along the intersections \( U_\alpha \cap U_\beta \) in a certain way. This method will be used to construct vector bundles over orbifolds, so we’ll briefly describe how it works for topological spaces. For each pair \( \alpha, \beta \) of indices, we need a transition function

\[
g_{\alpha \beta} : U_\alpha \cap U_\beta \to \text{GL}(n, \mathbb{R}).
\]

The collection of all such transition functions encodes how we need to glue together the products \( U_\alpha \times \mathbb{R}^n \): if \( x \) is in the intersection \( U_\alpha \cap U_\beta \), then a point \( (x, v) \in U_\alpha \times \mathbb{R}^n \) will be glued to the point \( (x, g_{\beta \alpha}(x)(v)) \in U_\beta \times \mathbb{R}^n \). Now suppose that \( x \) lies in the triple intersection \( U_\alpha \cap U_\beta \cap U_\gamma \), and consider a point \( (x, v) \in U_\alpha \times \mathbb{R}^n \). We have defined two different ways of gluing this point to a point of \( U_\gamma \times \mathbb{R}^n \): by the above definition, \( (x, v) \) will be glued to \( (x, g_{\gamma \alpha}(x)(v)) \); however, \( (x, v) \) will also be glued to \( (x, g_{\beta \alpha}(x)(v)) \in U_\beta \times \mathbb{R}^n \), and this point will be glued to \( (x, g_{\gamma \beta}(x)g_{\alpha \beta}(x)(v)) \in U_\gamma \times \mathbb{R}^n \). For our construction to work, gluing must be transitive. This leads to the cocycle condition

\[
g_{\gamma \beta}(x)g_{\beta \alpha}(x) = g_{\gamma \alpha}(x) \quad \text{for all } x \in U_\alpha \cap U_\beta \cap U_\gamma
\]

which must hold for all nonempty triple intersections \( U_\alpha \cap U_\beta \cap U_\gamma \). The above gluing procedure will then define a vector bundle over \( X \). The full details of this construction can be found in [49, §3].

As with smooth maps of orbifolds, the classical definition [46, §3] of an abstract vector bundle over an orbifold is inconvenient at best.\(^8\) In Section 3.1 we will provide a satisfactory definition within the groupoid framework. For now we will give an intuitive description of how orbifold vector bundles should behave, along with a few specific examples.

Let \( \mathcal{X} \) be an orbifold with an atlas \( \mathcal{U} \). A vector bundle over \( \mathcal{X} \) should locally be given by a product bundle; that is, for each chart \( U \in \mathcal{U} \) we should have a product bundle \( \widetilde{U} \times \mathbb{R}^n \rightarrow \widetilde{U} \), and furthermore \( G_U \) should act on \( \widetilde{U} \times \mathbb{R}^n \) in such a way that the projection \( \text{pr}_1 : \widetilde{U} \times \mathbb{R}^n \rightarrow \widetilde{U} \) is \( G_U \)-equivariant. If \( U, V \in \mathcal{U} \) are charts and \( \lambda : U \rightarrow V \) is an embedding, then there should be a \( G_U \)-\( G_V \)-equivariant bundle map \( \lambda' : \widetilde{U} \times \mathbb{R}^n \rightarrow \widetilde{V} \times \mathbb{R}^n \) (with \( G_V \) acting on \( \widetilde{V} \times \mathbb{R}^n \) as above). Such a map must be of the form \( \lambda'(x, v) = (\lambda(x), g_\lambda(x)(v)) \), with \( g_\lambda : \widetilde{U} \rightarrow \text{GL}_n(\mathbb{R}) \).

---

\(^8\)At worst, the classical definitions of orbifold vector bundles and smooth maps are incompatible, as under these definitions the pullback of a vector bundle by a smooth map can fail to be a vector bundle (see [1, §2.4]).
suggests that we can construct vector bundles over orbifolds by a generalisation of the above ‘gluing’ construction for topological spaces. We shall carry out this construction and show that it defines a ‘base orbifold’ $\mathcal{E}$ and a smooth map $\mathcal{E} \to X$.

As we saw in the previous paragraph, the transition functions for an orbifold vector bundle should be indexed not by intersections $U_\alpha \cap U_\beta$, but by embeddings. As such, for every embedding $\lambda: U \to V$ between two charts in $\mathcal{U}$, suppose we are given a transition function

$$g_\lambda: \tilde{U} \to \text{GL}(n, \mathbb{R}). \quad (1.5)$$

We assume that these transition functions satisfy the following modified version of the cocycle condition (1.4): for every pair $\lambda: U \to V$, $\mu: V \to W$ of composable embeddings, we have

$$g_\mu(\lambda(x))g_\lambda(x) = g_{\mu \circ \lambda}(x) \quad \text{for all } x \in \tilde{U}. \quad (1.6)$$

Using these transition functions we construct an orbifold atlas on the space

$$E := \left( \bigsqcup_{\tilde{U} \in \mathcal{U}} \tilde{U} \times \mathbb{R}^n \right) / \sim,$$

where $\sim$ is the equivalence relation identifying a pair $(x, v) \in \tilde{U} \times \mathbb{R}^n$ with $(\lambda(x), g_\lambda(x)(v)) \in \tilde{V} \times \mathbb{R}^n$ whenever $\lambda$ is an embedding from $U$ to $V$. This space can be shown to be paracompact and Hausdorff. The atlas is constructed as follows. For each chart $U \in \mathcal{U}$, define a chart $U^*$ on $E$ by

$$U^* = \left( \tilde{U}^* \times \mathbb{R}^n, G_U, \varphi_U^* \right)$$

where $\gamma \in G_U$ acts (effectively) on $\tilde{U}^* := \tilde{U} \times \mathbb{R}^n$ by $\gamma(x, v) = (\gamma(x), g_\gamma(x)(v))$, recalling that $\gamma$ is an embedding from $U$ to itself. Here $\varphi_U^*$ is the composition

$$\varphi_U^*: \tilde{U} \times \mathbb{R}^n \to \bigsqcup_{\tilde{U} \in \mathcal{U}} \tilde{U} \times \mathbb{R}^n \to E.$$

Evidently $\varphi_U^*$ induces a homeomorphism of $G_U \setminus \tilde{U}^*$ onto $\varphi_U^*(\tilde{U}^*)$. Let $\mathcal{U}^*$ be the collection of all such charts $U^*$. It is easy to see that $\mathcal{U}$ is an orbifold atlas on $E$: $\mathcal{U}^*$ obviously covers $E$, and local compatibility is inherited from $\mathcal{U}$, since each embedding $\lambda: U \to V$ induces an embedding $U^* \to V^*$ which sends $(x, v) \in \tilde{U} \times \mathbb{R}^n$ to $(\lambda(x), g_\lambda(x)(v))$. The pair $(E, \mathcal{U}^*)$ therefore defines an effective orbifold $\mathcal{E}$. 
For $\mathcal{E}$ to legitimately claim to be a bundle over $\mathcal{X}$, we need a smooth map $\pi: \mathcal{E} \to \mathcal{X}$. Such a map is easily constructed using the atlases $\mathcal{U}$ and $\mathcal{U}^*$ used above. For each chart $U^* \in \mathcal{U}^*$, $\pi_{U^*}$ maps $U^*$ into $U$ via the first projection $\text{pr}_1: \tilde{U} \times \mathbb{R}^n \to \tilde{U}$.

The reader is invited to check that this defines a smooth orbifold map.

Topologically, the result of this construction is a ‘vector bundle’ $\pi: E \to X$, where the fibre of $\pi$ over a non-singular point of $\mathcal{X}$ is a vector space. However, the fibre over a singular point $x \in \sum(\mathcal{X})$ is of the form $\pi^{-1}(x) \cong G_x \setminus \mathbb{R}^n$.

To see this, observe that in a local linear chart $(\tilde{U}, G_x, \varphi)$ the bundle $\mathcal{E}$ is of the form $(\tilde{U} \times \mathbb{R}^n, G_x, \varphi)$ with $G_x$ fixing 0; thus $G_x$ acts on $\{0\} \times \mathbb{R}^n$. The fibre $\pi^{-1}(x)$ is given by the quotient space of this action.

**Example 1.4.1. (Tangent bundle.)** Let $\mathcal{X}$ be an orbifold with atlas $\mathcal{U}$. The **tangent bundle** of $\mathcal{X}$, denoted $T\mathcal{X}$, is the orbifold vector bundle constructed using the set of transition functions $g_\lambda(x) = J_\lambda(x)$, where $\lambda: U \to V$ is an embedding, $x \in \tilde{U}$, and $J_\lambda(x)$ is the Jacobian matrix of the embedding $\lambda: \tilde{U} \to \tilde{V}$ at the point $x$. The cocycle condition in this case follows from the chain rule for differentiation.

For a concrete example of a tangent bundle, consider a ‘double cone’ $\mathcal{C}$ from Example 1.2.4. Recall that $|\mathcal{C}|$ is homeomorphic to $S^2$, and that $\mathcal{C}$ has two nonsingular points $x$ and $y$ with local groups $\mathbb{Z}_n$ and $\mathbb{Z}_m$ respectively. At the nonsingular points, the tangent bundle merely looks like the tangent bundle to a sphere. However, at the singular point $x$, $T_x\mathcal{C}$ looks like the quotient of $\mathbb{R}^2$ by the rotation action of $\mathbb{Z}_n$—that is, $T_x\mathbb{C}$ is (diffeomorphic to) the ‘cone orbifold’ $\mathbb{Z}_n \setminus B$ from Example 1.1.3. Likewise, $T_y\mathcal{C}$ is the cone orbifold $\mathbb{Z}_m \setminus B$.

As with the tangent bundle, we can construct all the tensor bundles $T^r\mathcal{X}$ (see [31, Example 5.4] for the definition of these tensor bundles over manifolds) used in differential geometry. This suggests that the usual techniques of differential geometry carry over to orbifolds—we take up this task in Chapter 3. Of course, to do this properly we need a rigorous notion of vector bundle, rather than a vague description.

To finish this section we shall sketch the construction of the **orthonormal frame bundle** Or $\mathcal{X}$ of an orbifold $\mathcal{X}$. This is used to prove the following theorem.
Theorem 1.4.2. Every effective orbifold is diffeomorphic to an effective quotient orbifold.

We recall, again from Steenrod [49, §8.1], the construction of the principal bundle associated to a given vector bundle. We will apply this construction to an orbifold vector bundle directly, rather than restating the construction for ordinary vector bundles. Suppose we are given a set of transition functions (1.5) for a vector bundle over an orbifold \( X \) with atlas \( \mathcal{U} \). We can replace the group \( \text{GL}(n, \mathbb{R}) \) with a Lie subgroup \( G < \text{GL}(n, \mathbb{R}) \) such that the images of the transition functions \( g_\lambda \) are all contained in \( G \) (this is called a reduction of structure group from \( \text{GL}(n, \mathbb{R}) \) to \( G \)). Carrying out the construction of the atlas \( \mathcal{U}^* \), but replacing \( \tilde{U} \times \mathbb{R}^n \) with \( \tilde{U} \times G \) and letting \( \gamma \in G_U \) act on \( \tilde{U} \times G \) by

\[
\gamma(x, v) := (\gamma(x), g_\gamma(x)v),
\]
we obtain a principal bundle over the orbifold \( \mathfrak{X} \) with structure group \( G \). The technicalities of this construction are essentially the same as those of the construction of an orbifold vector bundle.

When \( M \) is a smooth \( n \)-dimensional manifold, the orthonormal frame bundle \( \text{Or}_M \) is constructed by reducing the structure group of the tangent bundle \( TM \) from \( \text{GL}(n, \mathbb{R}) \) to the orthogonal group \( O(n) \). Such a reduction is equivalent to equipping \( M \) with a Riemannian metric. The same process works for an \( n \)-dimensional orbifold \( \mathfrak{X} \). In this case, a Riemannian metric on \( \mathfrak{X} \) is given by a \( G_U \)-invariant Riemannian metric \( g_U \) on each \( \tilde{T}\tilde{U} \) for each orbifold chart \( U \) in a given atlas for \( \mathfrak{X} \), such that the metrics \( g_U \) are compatible with embeddings between charts. The existence of Riemannian metrics is proved in essentially the same way as for smooth manifolds, using the existence of partitions of unity; we provide a proof in Section 3.4. Hence we can construct an orthonormal frame bundle \( \text{Or}_\mathfrak{X} \) to an orbifold \( \mathfrak{X} \).

Proposition 1.4.3. For each effective orbifold \( \mathfrak{X} \), the frame bundle \( \text{Or}_\mathfrak{X} \) is a manifold.

Proof. Let \( \mathcal{U} \) be an orthogonal atlas for \( \mathfrak{X} \). Then the orbifold \( \text{Or}_\mathfrak{X} \) is given by orbifold charts of the form

\[
\mathcal{U}^* = \left( \tilde{U} \times O(n), G_U, \varphi_U \circ \text{pr}_1 \right)
\]

\footnote{Recall from Remark 1.2.5 that we can define an orbifold locally as a quotient of a manifold by a finite group.}
for each chart $U \in \mathcal{U}$. Here $g \in G_U$ acts on $\tilde{U} \times O(n)$ by

$$g(x, v) = (gx, Dg(v))$$

where $Dg(v)$ denotes the componentwise differential action of $g$ on a frame $v$. Now suppose a point $(x, v) \in \tilde{U} \times O(n)$ is fixed by $g \in G_U$. Then $g$ must be in $(G_U)_x$, and we get that $Dg(v) = v$. Since $v$ is a frame, this implies that $Dg: T_x(\tilde{U}) \to T_x(\tilde{U})$ is the identity map. Since the atlas $\mathcal{U}$ is orthogonal, $g$ acts linearly on $\tilde{U}$, so $Dg = \text{id}_{T_x(\tilde{U})}$ implies that $g = 1$. (Here we have used that $G_U$ acts effectively on $\tilde{U} \times O(n)$.) Hence the singular set $\Sigma(\text{Or } \mathcal{X})$ is empty, and therefore $\text{Or } \mathcal{X}$ is a manifold.

Now observe that the (compact) orthogonal group $O(n)$ acts smoothly, effectively, and almost freely on the manifold $\text{Or } \mathcal{X}$ by fibrewise right translation. The orbit space of this action is homeomorphic to $|\mathcal{X}|$, and indeed the effective quotient orbifold $O(n) \backslash \text{Or } \mathcal{X}$ is diffeomorphic to the orbifold $\mathcal{X}$. This completes the sketch of the proof of Theorem 1.4.2.\(^\text{10}\)

1.5 Ineffective orbifolds

Consider a compact Lie group $G$ acting smoothly and almost freely on a manifold $M$, as in Proposition 1.2.1 but without the assumption of effectiveness. The orbit space $G \backslash M$ should have the structure of an orbifold, but it does not, since we have demanded that local groups act effectively in local charts. If we relax this condition and allow ineffective local actions, we get what is called an ineffective orbifold. These do occur naturally; for example, the weighted projective spaces $W\mathbb{P}(a_1, \ldots, a_n)$ (see Example 1.2.2) are ineffective when the integers $a_1, \ldots, a_n$ are not coprime. Another example is given by the moduli stack of elliptic curves $[21, 17]$: this is the ineffective orbifold given by the quotient of the upper half-plane

$$\mathcal{H} := \{ z \in \mathbb{C} | \text{Im}(z) > 0 \}$$

by the discrete group $\text{SL}(2, \mathbb{Z})$ of $2 \times 2$ square matrices with integer entries, where $\text{SL}(2, \mathbb{Z})$ acts properly on $\mathcal{H}$ by Möbius transformations

$$\begin{bmatrix} a & b \\ c & d \end{bmatrix} (z) := \frac{az + b}{cz + d}$$

\[^{10}\text{A more complete proof is available in [1, §1.3].}\]
The matrix $-I$ acts trivially on every point on $\mathcal{H}$, so $\text{SL}(2,\mathbb{Z}) \backslash \mathcal{H}$ is an ineffective orbifold.

One can treat ineffective orbifolds in terms of orbifold atlases, as we have done with effective orbifolds in this chapter, but this approach is not perfect. Foundational results such as Lemma 1.1.9 no longer hold, and the singular set of an ineffective orbifold $\mathcal{X}$ can be far from nowhere dense in $|\mathcal{X}|$; indeed, in the case of an ‘ineffective global quotient’ $G \backslash M$, the singular set is the whole orbit space. The orbifold atlas definition of ineffective orbifolds can be found in [9, §4.1]. It is similar to the definitions made in Section 1.1, except for the following caveat: an embedding between charts $U \to V$ must also come with a prescribed injective group homomorphism $G_U \to G_V$, in order to get around the failure of Lemma 1.1.9. This homomorphism must restrict to an isomorphism from $(G_U)_0$ to $(G_V)_0$, where $(G_U)_0 < G_U$ is the subgroup of elements of $G_U$ which act trivially on $\tilde{U}$. We will not use this definition, since for our purposes it is simpler and more gratifying to define ineffective orbifolds in terms of groupoids. This is the goal of the next chapter.

For $G$ and $M$ as above, the ineffective orbifold $G \backslash M$ is relatively easy to understand. Since $G_0$ is a subgroup of each isotropy group $G_x$, and since by assumption each $G_x$ is finite, $G_0$ is itself finite. The quotient

$$G_{\text{eff}} := G/G_0$$

acts effectively on $M$, and so the orbit space $G_{\text{eff}} \backslash M$ has a natural effective orbifold structure. This orbit space is equal to $G \backslash M$, so we have a natural way of turning $G \backslash M$ into an effective orbifold. We can think of the ineffective orbifold $G \backslash M$ as an orbifold with a ‘generic singularity’ given by $G_0$.

An orbifold which is diffeomorphic (of course, the definition of diffeomorphism must first be extended to ineffective orbifolds) to such an ineffective global quotient is called presentable. The discussion above shows that presentable orbifolds can be thought of as a straightforward modification of effective orbifolds. As for non-presentable orbifolds, we have the following interesting conjecture.

**Conjecture 1.5.1. ([1, Conjecture 1.55]) Every orbifold is presentable.**

We have shown (Theorem 1.4.2) that every effective orbifold is presentable, and so far the only examples of ineffective orbifolds we have given are already in the form of a quotient $G \backslash M$. Partial results towards this conjecture have been obtained; in [22, Theorem 5.5] it is shown that every connected orbifold can be written as a quotient $G \backslash \mathfrak{M}$, where $G$ is a compact Lie group and $\mathfrak{M}$ is an purely
ineffective orbifold, i.e. an orbifold for which every local group $G_x$ acts trivially on some orbifold chart about the point $x$. If this conjecture holds true, then we are in a good position to deal with ineffective orbifolds in general. If not, then there exist ineffective orbifolds which can’t be described in terms of a ‘generic singularity’ as above; these orbifolds could globally behave quite differently to effective orbifolds. This situation is not well understood, and we will restrict our attention to presentable orbifolds when necessary.

To conclude this chapter, we shall give a description of an ineffective orbifold which will be of use in what follows. Let $\mathfrak{X}$ be an effective orbifold with atlas $\mathcal{U}$. The inertia orbifold of $\mathfrak{X}$, denoted $\tilde{\mathfrak{X}}$, is an ineffective orbifold defined in terms of the atlas $\mathcal{U}$ as follows. The space $\tilde{\mathfrak{X}} = |\tilde{\mathfrak{X}}|$ is given by the set

$$\tilde{\mathfrak{X}} := \{(x,(g)) \mid x \in \mathfrak{X}, (g) \subset G_x\}$$

where $(g)$ denotes the conjugacy class of $g$ in the local group $G_x$. For each chart $U \in \mathcal{U}$ and for each conjugacy class $(g) \subset G_U$, define $\tilde{U}_{(g)}$ to be the (ineffective) orbifold chart

$$\tilde{U}_{(g)} := \left(\tilde{U}^{(g)}, Z(g), \tilde{\varphi}_{(g)}\right)$$

where $\tilde{U}^{(g)}$ is the submanifold of $\tilde{U}$ consisting of all points fixed by $(g)$, $Z(g)$ is the centraliser of $(g)$ in $G_U$, and

$$\tilde{\varphi}_{(g)}(x) := (\varphi_U(x), (g)).$$

Note that $(g)$ is a conjugacy class in $G_U$ rather that $G_x$, but we can easily identify $(g)$ with a conjugacy class in $G_x$: since $(g)$ fixes $x$, it can be viewed as a conjugacy class in $(G_U)_x$, which can be identified with $G_x$. Also note that if $g \in G_U$ is not the identity and if $\tilde{U}^{(g)}$ is nonempty, then $g \in Z(g)$ acts trivially on $\tilde{U}^{(g)}$, and so the action of $Z(g)$ on $\tilde{U}^{(g)}$ is not effective. The collection of all such $\tilde{U}_{(g)}$ turns out to be an ineffective orbifold atlas, defining an ineffective orbifold $\tilde{\mathfrak{X}}$. (Of course, if $\mathfrak{X}$ is a manifold, then $\tilde{\mathfrak{X}} = \mathfrak{X}$ is effective.)

\footnote{Note that we are now stretching our notational system beyond its limits!}
See Figure 1.4 for an illustration of the inertia orbifold of a ‘double cone’ with $\mathbb{Z}_2$ and $\mathbb{Z}_3$ singularities. Observe that the inertia orbifold is not connected, consists of components of differing dimension, and that in this case the local groups $\mathbb{Z}_2$ and $\mathbb{Z}_3$ act trivially in charts about the corresponding singular points.
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Groupoids

The key ingredient of this thesis is a result of Moerdijk and Pronk [39, Theorem 4.1, 4 ⇒ 1], which gives a correspondence between effective orbifold groupoids and effective orbifolds. Hence the first goal of this chapter is to develop enough Lie groupoid theory to state and prove this result. The second goal is to give a rigorous definition of smooth maps between orbifolds. To achieve this goal, we need to discuss the category-theoretic concept of a category of fractions and the corresponding calculus of fractions. Finally, we will use this theory to define vector and principal bundles over groupoids, and to see how they behave with respect to Morita equivalence. This leads to a satisfactory definition of bundles over orbifolds, as well as an analogue of topological $K$-theory for groupoids and orbifolds.

2.1 Lie groupoids and examples

Definition 2.1.1. A groupoid is a small category in which every arrow is invertible.

By virtue of being a small category, such a groupoid $\mathcal{G}$ possesses an object set $G_0 := \text{Obj}(\mathcal{G})$ and an arrow set $G_1 := \text{Mor}(\mathcal{G})$. It also comes equipped with source and target maps $s, t: G_1 \to G_0$, so that we can write an arrow $\gamma \in G_1$ as

$$s(\gamma) \xrightarrow{\gamma} t(\gamma).$$

To represent the composition of arrows we have a composition (or multiplication) map $m: G_1 \times_{s,t} G_1 \to G_1$ defined on the fibred product $G_1 \times_{s,t} G_1$; this maps a pair of composable\footnote{By composable we mean that $t(\gamma) = s(\delta)$.} arrows $(\gamma, \delta)$ to the composition $\delta \circ \gamma$. This is best represented...
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diagrammatically as
\[ x \xrightarrow{\gamma} y \xrightarrow{\delta} z \xrightarrow{m} x \xrightarrow{\delta \circ \gamma} z. \]

Finally, we have a unit (or identity) map \( u: G_0 \to G_1 \) mapping an object \( x \in G_0 \) to the identity arrow \( \text{id}_x: x \to x \), and an inverse map \( i: G_1 \to G_1 \) mapping \( \gamma: x \to y \) to \( \gamma^{-1}: y \to x \). These maps satisfy a collection of identities representing the axioms defining a category; for example, given an arrow \( \gamma \in G_1 \), the fact that \( \gamma^{-1} \) is a left inverse for \( \gamma \) can be written as

\[ m(\gamma, i(\gamma)) = u(s(\gamma)). \]

Of course, we could define a groupoid \( \mathcal{G} = (G_0, G_1, s, t, m, u, i) \) as being given by these structural maps and identities, and then remark that a groupoid defines a small category, but our definition is easier to remember.

**Definition 2.1.2.** A Lie groupoid is a groupoid \( \mathcal{G} \) such that \( G_0 \) and \( G_1 \) are smooth manifolds, \( s \) is a submersion, and all remaining structural maps are smooth.

By Lemma B.0.10, demanding that \( s \) is a submersion ensures that the fibred product \( G_1 \times_s G_1 \) is a smooth manifold, so that we’re able to discuss whether or not the multiplication \( m \) is smooth. Since the inverse map \( i: G_1 \to G_1 \) is a diffeomorphism, it follows that \( t \) is also a submersion.

**Example 2.1.3. (Action groupoids.)** Let \( M \) be a smooth manifold, and let \( G \) be a Lie group acting smoothly on \( M \) (from the left), with the action represented by a map \( \Theta: G \times M \to M \). Then we define the action groupoid \( G \bowtie M \) as follows. Set \( (G \bowtie M)_0 := M \) and \( (G \bowtie M)_1 := G \times M \), and let the source and target maps \( s, t: G \times X \to X \) be the projection \( \text{pr}_2 \) and the action \( \Theta \) respectively. Thus the arrows in \( G \bowtie M \) are of the form

\[ x \xrightarrow{(g, x)} gx. \]

The other structural maps come from the group \( G \) in the obvious fashion; for example, the inverse map \( i \) sends an arrow \( (g, x) \) to \( (g^{-1}, gx) \). The projection \( \text{pr}_2 \) is a submersion and the remaining structural maps are evidently smooth, so \( G \bowtie M \) is a Lie groupoid. In this way the notion of a Lie groupoid is a generalisation of that of a smooth group action. Taking \( M \) to be a single point and allowing \( G \) to act trivially on \( M \), we obtain an action groupoid with a single object, which we denote by \( G \).
Example 2.1.4. (Induced groupoids.) (See [38, Section 5.3]) Let $G$ be a Lie groupoid, $M$ a smooth manifold, and $f: M \to G_0$ a smooth map. Under certain conditions we can construct a Lie groupoid $f^*G$, called the induced groupoid, in which $(f^*G)_0 = M$ and such that the set of arrows from $x \in M$ to $y \in M$ is identified with the set of arrows from $f(x)$ to $f(y)$ in $G_1$, with multiplication inherited from the multiplication in $G$. Consider the diagram

\[
\begin{array}{ccc}
(f^*G)_1 & \xrightarrow{pr_2} & M \\
pr_1 \downarrow & & \downarrow f \\
M \times_s G_1 & \xrightarrow{pr_2} & G_1 \\
pr_1 \downarrow & & \downarrow s \\
M & \xrightarrow{f} & G_0
\end{array}
\]

in which both squares are fibred products, i.e.

\[
(f^*G)_1 = (M \times_s G_1) \times_{pr_2 \times f} M.
\]

Since $s$ is a submersion, the fibred product $M \times_s G_1$ is a smooth manifold. If we further assume that either $f$ or $t \circ pr_2$ is a submersion, then $(f^*G)_1$ is a smooth manifold, and the source and target maps ($pr_1 \circ pr_1^t$ and $pr_2^t$ respectively) are smooth. It is not hard to see that that the multiplication and inverse maps coming from $G$ are smooth, though this is rather unwieldy to write down. Thus the induced groupoid $f^*G$ is defined provided that either $f$ or $t \circ pr_2$ is a submersion.

For later reference, we note that from diagram 2.1 it follows that the diagram

\[
\begin{array}{ccc}
(f^*G)_1 & \xrightarrow{pr_2 \circ pr_1^t} & G_1 \\
\langle s,t \rangle \downarrow & & \downarrow \langle s,t \rangle \\
M^2 & \xrightarrow{f^2} & G^2_0
\end{array}
\]

is a fibred product.

Example 2.1.5. (Restrictions.) Let $G$ be a Lie groupoid, and suppose $U$ is an open submanifold of $G_0$. The inclusion $\iota: U \to G_0$ is then a submersion, and we can define the restriction of $G$ to $U$ to be the induced groupoid

$$G|_U := \iota^*G.$$ 

As a category, $G|_U$ is the full subcategory of $G$ determined by $U \subset \text{Obj}(G)$. 
Example 2.1.6. (Manifolds as groupoids.) Let $M$ be a smooth manifold. There are two natural ways of viewing $M$ as a Lie groupoid. First, we could consider a Lie groupoid with object and arrow space both equal to $M$, with $s = t = i = u = \text{id}_M$, and with trivial multiplication. This yields the unit groupoid associated to $M$, which we denote simply by $M$.

Alternatively, let $U = \{(U_j, \varphi_j)\}_{j \in J}$ be an atlas for the manifold $M$, where each $\varphi_j: U_j \subset \mathbb{R}^n \to X$ is a coordinate map. We shall define a Lie groupoid $M[U]$ associated to this atlas, called a manifold atlas groupoid, as follows. Let $U_0$ be the disjoint union

$$U_0 := \bigsqcup_{j \in J} U_j$$

of the local Euclidian coordinate charts, and let $f: U_0 \to M$ be the disjoint union of the coordinate maps $\varphi_j$. Since $f$ is a submersion, we can consider the Lie groupoid $f^*M$ induced from the unit groupoid associated to $M$. Thus two objects in $f^*M$ are connected by an arrow if and only if they represent the same point of the manifold $M$. We define $M[U] := f^*M$.

Example 2.1.7. (Localisation of a groupoid over an open cover.) We can generalise the idea behind the manifold atlas groupoid of the previous example to general Lie groupoids. Let $G$ be a Lie groupoid, and suppose $U = \{U_j\}_{j \in J}$ is an open cover of $G_0$. Then we can construct a groupoid $G[U]$ with object set

$$U_0 := \bigsqcup_{j \in J} U_j$$

and with arrow set induced by the disjoint union of the inclusions $U_j \to G_0$. The groupoid $G[U]$ is called the localisation of $G$ over $U$. Evidently the manifold atlas groupoid $M[U]$ above is equal to the localisation of the unit groupoid $M$ over the open cover $U$.

Example 2.1.8. (Orbifolds as groupoids.) Let $X$ be an orbifold with $X := |X|$, and let $\mathcal{U}$ be an orbifold atlas for $X$. We can construct an orbifold atlas groupoid $X[\mathcal{U}]$ analogous to the manifold atlas groupoid of Example 2.1.6; however, we cannot use the technique of Example 2.1.7—there is no global ‘smooth space’ to localise over. The groupoid $X[\mathcal{U}]$ must be constructed directly.$^2$

Let the object space $X[\mathcal{U}]_0$ be the disjoint union

$$X[\mathcal{U}]_0 := \bigsqcup_{U \in \mathcal{U}} \tilde{U}.$$ 

---

$^2$This is done in [40, Theorem 4.1.1]. Our approach is the same, but we provide more detail.
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The objects of $X[U]_0$ can thus be written in the form $(x, \tilde{U})$, where $U$ is a chart in $\mathcal{U}$ and $x$ is a point in $\tilde{U}$. To construct the orbit space $X$ from the atlas $\mathcal{U}$, we identify two points $(x, \tilde{U})$ and $(y, \tilde{V})$ if there is a chart $W \in \mathcal{U}$ and two embeddings

$$U \xrightarrow{\lambda} W \xrightarrow{\mu} V$$

along with a point $z \in \tilde{W}$ such that $\lambda(z) = x$ and $\mu(z) = y$. Hence an arrow $(x, \tilde{U}) \rightarrow (y, \tilde{V})$ should be given by a triple $(\lambda, z, \mu)$ with $\lambda$, $z$, and $\mu$ as above. To define such a triple we need the following information: a chart $W$, two embeddings $\lambda$ and $\mu$ out of $W$, and a point $z \in \tilde{W}$. Thus we define the space

$$A := \bigsqcup_{W \in \mathcal{U}} \bigsqcup_{(\lambda, \mu) \in E(W)^2} \tilde{W},$$

where $E(W)$ is the set of embeddings from $W$ into any other chart of $\mathcal{U}$. An element of $A$ is given by a point $z \in \tilde{W}$ for some $W \in \mathcal{U}$ along with two specified embeddings out of $W$, so that $A$ can be identified with the set of triples $(\lambda, z, \mu)$ as above. As a disjoint union of smooth manifolds, $A$ is itself a smooth manifold.

The space $A$ is a decent candidate for the arrow set of the groupoid $X[\mathcal{U}]$, but it is too big. If we have a two points $(x, \tilde{U})$ and $(y, \tilde{V})$ in $X[\mathcal{U}]_0$, a diagram of embeddings

$$U \xrightarrow{\lambda} W \xrightarrow{\mu} V$$

and a point $z' \in \tilde{W'}$ with $\lambda(\nu(z')) = x$ and $\mu(\nu(z')) = y$, then we obtain a second triple $(\lambda \circ \nu, z', \mu \circ \nu)$ which ought to define the same arrow as $(\lambda, \nu(z), \mu)$. This defines an equivalence relation $\sim$ on $A$, and we define $X[\mathcal{U}]_1$ to be the quotient space $A/\sim$.

Lemma 2.1.9. The space $X[\mathcal{U}]_1$ has a canonical smooth structure.

Proof. Let $\pi: A \rightarrow A/\sim$ be the quotient map. Then it suffices to show that for each point $x \in A$ there is a neighbourhood $x \in V \subset A$ such that $\pi$ maps $V$ homeomorphically onto $\pi(V)$ [50, §1.5.3]. Consider an element $(\tilde{W}, (\lambda, \mu))$ of the disjoint union (2.4). Each point of $A$ has such an element as an open neighbourhood, and clearly the equivalence relation $\sim$ is trivial on $(\tilde{W}, (\lambda, \mu))$, so it suffices to show that $\pi((\tilde{W}, (\lambda, \mu)))$ is open. By the definition of the quotient topology, this is equivalent to showing that the saturation $S$ of $(\tilde{W}, (\lambda, \mu))$ is open in $A$. 
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Suppose \((\lambda', z', \mu')\) is in \(S\). Then there is a point \(z \in \tilde{W}\) such that

\[(\lambda', z', \mu') \sim (\lambda, z, \mu).\]

This means either that we have a diagram

\[
\begin{array}{ccc}
W' & \xrightarrow{\lambda'} & \tilde{W} \\
U & \xleftarrow{\lambda} & W \\
& \xrightarrow{\nu'} & V
\end{array}
\]

with \(z' \in \tilde{W}'\) and \(\nu'(z') = z\), or a diagram

\[
\begin{array}{ccc}
W & \xrightarrow{\nu} & \tilde{W} \\
U & \xleftarrow{\lambda} & \tilde{W}' \\
& \xrightarrow{\mu} & V
\end{array}
\]

with \(\nu(z) = z'\). In either case, we claim that there is an open neighbourhood of \((\lambda', z', \mu')\) contained in \(S\); this will prove that \(S\) is open in \(A\). The proof is the same either way, so we will focus only on the first case. Since \(\nu': \tilde{W}' \to \tilde{W}\) is an embedding with \(\nu'(z') = z\), there exists a neighbourhood \(N\) of \(z\) in \(\tilde{W}\) which is contained in \(\nu'(\tilde{W}')\). The set

\[\{(\lambda', \nu'^{-1}(x), \mu') \mid x \in N\}\]

is then an open neighbourhood of \((\lambda', z', \mu')\) in \(A\) (noting that \(\nu'^{-1}\) is well-defined on \(N\)). Furthermore, this set is contained in \(S\), since if \(x\) is in \(N\), then \((\lambda', \nu'^{-1}(x), \mu')\) is equivalent to \((\lambda, x, \mu) \in (\tilde{W}, (\lambda, \mu))\). Completing the proof in the second case then shows that \(S\) is open, and ultimately proves that \(X[U]_1\) has a canonical smooth structure. \(\square\)

For a triple \((\lambda, z, \mu)\) in \(A\) (as in (2.3)), write the corresponding arrow in \(X[U]\) as \([\lambda, z, \mu]\). The structural maps \(s, t, u, i\) for the groupoid \(X[U]\) are defined by

\[
\begin{align*}
  s([\lambda, z, \mu]) &:= (\lambda(z), \tilde{U}) \\
  t([\lambda, z, \mu]) &:= (\mu(z), \tilde{V}) \\
  u((x, \tilde{V})) &:= [\text{id}_U, x, \text{id}_U] \\
  i([\lambda, z, \mu]) &:= [\mu, z, \lambda];
\end{align*}
\]

it is easy to show that these are all well-defined and smooth, and that \(s\) is a submersion. To define the multiplication map \(m\), consider a diagram of embeddings

\[
\begin{array}{ccc}
U & \xleftarrow{\lambda} & X & \xrightarrow{\mu} & V & \xleftarrow{\lambda'} & X' & \xrightarrow{\mu'} & W
\end{array}
\]
along with two points \( x \in \tilde{X}, \ x' \in \tilde{X}' \) such that \( \mu(x) = \lambda'(x) \), so that the arrows \([\lambda, x, \mu], [\lambda', x', \mu']\) are composable. Then since
\[
\varphi_X(x) = \varphi_V(\mu(x)) = \varphi_V(\mu'(x')) = \varphi_X(x'),
\]
the point \( \varphi_X(x) \) is in the intersection \( \tilde{X} \cap \tilde{X}' \). Hence by local compatibility there is a chart \( Y \in U \), two embeddings
\[
X \xrightarrow{\sigma} Y \xrightarrow{\sigma'} X',
\]
and a point \( y \in \tilde{Y} \) such that \( \lambda(\sigma(y)) = \lambda(x) \) and \( \mu'(\sigma'(y)) = \mu'(x) \). We define the composition \([\lambda', x', \mu'] \circ [\lambda, x, \mu]\) to be the arrow \([\lambda \circ \sigma, y, \mu' \circ \sigma']\). Again, one can show that this is well-defined and smooth.

This is manifestly more complicated than defining an orbifold in terms of an orbifold atlas; the power of the groupoid approach will come from the ability to define orbifolds without using atlases.

Given a Lie groupoid \( \mathcal{G} \) and points \( x, y \in G_0 \), we can consider the subspace \( \mathcal{G}(x, y) \subset G_1 \) of arrows \( x \rightarrow y \), endowed with the subspace topology. Taking \( x = y \) yields the *isotropy group* \( \mathcal{G}_x := \mathcal{G}(x, x) \), which has a group structure inherited from the multiplication \( m \). The *orbit* of \( x \) is defined to be the set
\[
\mathcal{G}(x) := \{ t(\gamma) \mid \gamma \in G_1, s(\gamma) = x \} = t(s^{-1}(x)) \subset G_0
\]
along with the subspace topology. The *orbit space* of \( \mathcal{G} \) is the set
\[
|\mathcal{G}| := \{ \mathcal{G}(x) \mid x \in G_0 \}
\]
with the weak topology coming from the projection map \( \pi: G_0 \rightarrow |\mathcal{G}| \) sending a point \( x \) to the orbit \( \mathcal{G}(x) \). When \( \mathcal{G} = G \ltimes X \) is an action groupoid, these notions evidently coincide with the usual action-theoretic notions of isotropy group, orbit, and orbit space. For a groupoid \( M[U] \) coming from a smooth manifold \((M, U)\) as in Example 2.1.6, all isotropy groups are trivial, and the orbit space is homeomorphic to the manifold \( M \). For an orbifold atlas groupoid \( X[U] \) as in Example 2.1.8, the isotropy group of a point \( x \in U \) is given by the isotropy group \((G_U)_x\) in the local group \( G_U \), and the orbit space is homeomorphic to \( X \).

Note that if \( \gamma: x \rightarrow y \) is an arrow in \( G_1 \), then \( \gamma \) defines an isomorphism from \( \mathcal{G}_x \) to \( \mathcal{G}_y \) which sends \( \delta: x \rightarrow x \) to \( \gamma \circ \delta \circ \gamma^{-1}: y \rightarrow y \). Thus if \( x \) is a point in the

\[3\]In fact, \( \mathcal{G}_x \) is a Lie group, and the arrow spaces \( \mathcal{G}(x, y) \) are closed submanifolds of \( G_1 \); a proof can be found in [38, Theorem 5.4]. Ultimately we’ll only consider the case where each \( \mathcal{G}_x \) is finite, so we won’t need this information.
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orbit space $|\mathcal{G}|$, we can speak of the isotropy group $\mathcal{G}_x$ as an isomorphism class of groups, just as we can speak of the local group of a point of an orbifold.

Often we like to think of the orbit space as providing the ‘topology’ of $\mathcal{G}$. As such, we say the groupoid $\mathcal{G}$ is compact if $|\mathcal{G}|$ is compact, and connected if $|\mathcal{G}|$ is connected. For a manifold (or orbifold) atlas groupoid $M[U]$ as above, compactness and connectedness coincide with compactness and connectedness of the manifold (or orbifold) $M$. Note however that in general $M[U]_0$ is neither compact nor connected.

2.2 Homomorphisms and equivalences

Definition 2.2.1. Let $\mathcal{G}$ and $\mathcal{H}$ be Lie groupoids. A homomorphism $\varphi: \mathcal{G} \to \mathcal{H}$ of Lie groupoids is a functor between the categories $\mathcal{G}$ and $\mathcal{H}$ such that the object and morphism maps $\varphi_0: G_0 \to H_0$ and $\varphi_1: G_1 \to H_1$ are smooth.

Evidently the composition of two Lie groupoid homomorphisms remains a Lie groupoid homomorphism, so we can form the category $\text{LGpoid}$ of Lie groupoids and homomorphisms. We then say two Lie groupoids are isomorphic if they are isomorphic in this category. A morphism $\varphi: \mathcal{G} \to \mathcal{H}$ in this category induces a map from $|\mathcal{G}|$ to $|\mathcal{H}|$ which we denote $|\varphi|$; it is easy to see that this map is continuous. Indeed, for an open subset $U \subset H_0$ we have

$$|\varphi|^{-1}(\pi_H(U)) = \pi_G(\varphi_0^{-1}(U)),$$

where $\pi_G$ and $\pi_H$ are the projections of $G_0$ and $H_0$ onto their respective orbit spaces. Since the topologies on $|\mathcal{G}|$ and $|\mathcal{H}|$ are the weak topologies coming from these projections, this shows that $|\varphi|$ is continuous. This correspondence can be interpreted as defining a forgetful functor $|\cdot|: \text{LGpoid} \to \text{Top}$.

We briefly recall the definition of a natural transformation. Let $\mathcal{C}$ and $\mathcal{D}$ be categories, and suppose that $F$ and $G$ are two functors from $\mathcal{C}$ to $\mathcal{D}$. A natural transformation $\tau$ from $F$ to $G$ is a correspondence which associates to each object $x \in \text{Obj}(\mathcal{C})$ a morphism $\tau(x)$ from $F(x)$ to $G(x)$ such that for all

---

4Associativity follows directly from associativity of functor composition, and the identity functor is obviously a Lie groupoid homomorphism.
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morphisms $\alpha: x \to y$ in $\text{Mor}(C)$, the diagram

\[
\begin{array}{ccc}
F(x) & \xrightarrow{F(\alpha)} & F(y) \\
\tau(x) \downarrow & & \downarrow \tau(y) \\
G(x) & \xrightarrow{G(\alpha)} & G(y)
\end{array}
\]

(2.5)

commutes. When $C$ and $D$ are small categories, $\tau$ can be thought of as a map from $\text{Obj}(C)$ to $\text{Mor}(D)$ such that the diagram above commutes for all $\alpha \in \text{Mor}(C)$.

**Definition 2.2.2.** Let $\varphi, \psi: G \to H$ be two Lie groupoid homomorphisms. A natural transformation from the homomorphism $\varphi$ to the homomorphism $\psi$ is given by a natural transformation $\tau$ from $\varphi$ to $\psi$ (viewed as functors) such that the associated map $\tau: G_0 \to H_1$ is smooth.

**Example 2.2.3.** (Homomorphisms between manifolds and Lie groups.) Let $M$ and $N$ be smooth manifolds viewed as unit groupoids. Then every Lie groupoid homomorphism $M \to N$ can be identified with a smooth map between the manifolds $M$ and $N$, and vice versa. Similarly, if $G$ and $H$ are Lie groups viewed as Lie groupoids with one object, then a Lie groupoid homomorphism $G \to H$ is the same thing as a smooth group homomorphism between the Lie groups $G$ and $H$. Therefore Lie groupoid homomorphisms generalise both smooth maps and smooth group homomorphisms.

Let $\varphi, \psi: M \to N$ be Lie groupoid homomorphisms (or equivalently, smooth maps) and suppose $\tau: \varphi \to \psi$ is a natural transformation. Then for each $x \in M$, $\tau(x)$ must be an arrow from $\varphi(x)$ to $\psi(x)$. But since the only arrows in $N$ are identity arrows, we must have that $\varphi(x) = \psi(x)$, and so $\tau$ is the identity natural transformation.

Alternatively, consider two Lie groupoid homomorphisms $\varphi, \psi: G \to H$ (or equivalently, smooth group homomorphisms), and suppose $\tau: \varphi \to \psi$ is a natural transformation. Then $\tau$ is completely determined by a choice of group element $\tau \in H$, and we must have

$$\tau \varphi(g) = \psi(g) \tau$$

for all $g \in G$. Thus the natural transformations $\varphi \to \psi$ can be identified with the elements $\tau \in H$ such that

$$\varphi = \tau^{-1} \psi \tau.$$

Because every arrow in a groupoid is invertible, with the map sending an arrow to its inverse being smooth, every natural transformation between Lie groupoid
homomorphisms is invertible with smooth inverse. In light of this fact, we will refer to natural transformations as *natural isomorphisms*. If \( \varphi \) and \( \psi \) are Lie groupoid homomorphisms, then we write \( \varphi \sim \psi \) to mean that \( \varphi \) and \( \psi \) are naturally isomorphic. It is easy to see that two naturally isomorphic Lie groupoid homomorphisms induce the same maps of orbit spaces. We would like to consider naturally isomorphic homomorphisms as defining the same map. To this end, we define \( \mathbf{LGpoid}' \) to be the quotient category of \( \mathbf{LGpoid} \) obtained by identifying two homomorphisms if they are related by a natural transformation. By the discussion above, this is a well-defined equivalence relation.

**Remark 2.2.4.** Since our intentions are not yet clear, we should take a moment to explain how we plan on using groupoids to represent orbifolds. We are working towards a theory of ‘generalised smooth spaces’; orbifolds are particular examples of such spaces. These spaces are represented by Lie groupoids (with non-isomorphic groupoids potentially representing the same space), and maps between these spaces are essentially represented by Lie groupoid homomorphisms (with distinct homomorphisms potentially representing the same map). For example, consider a connected manifold \( M \) with two distinct atlases \( U \) and \( V \), and consider a second manifold \( N \) with an atlas \( W \). The ‘smooth space’ \( M \) is represented by the unit groupoid \( M \) as well as the atlas groupoids \( M[U] \) and \( M[V] \), but in general no two of these groupoids are isomorphic. Indeed, for the groupoid \( M \) to be isomorphic to \( M[U] \), the manifold \( M \) must be diffeomorphic to the disjoint union of the coordinate charts in \( U \), and this is only possible if \( M \) is covered by a single chart. A similar problem arises when we try to define a map from \( M \) to \( N \); we can do this by defining a Lie groupoid homomorphism from either \( M, M[U] \), or \( M[V] \) to either \( N \) or \( N[W] \). The following sections will explain how to deal with these issues.

**Definition 2.2.5.** Let \( \varepsilon: \mathcal{G} \to \mathcal{H} \) be a homomorphism of Lie groupoids.

1. We call \( \varepsilon \) a *weak equivalence* if

   \[
   (i) \text{ the composition } \quad G_0 \varepsilon_0 \times_s H_1 \xrightarrow{pr_2} H_1 \xrightarrow{t} H_0 \quad \text{is a surjective submersion, and }
   
   (ii) \text{ the square}
   
   \[
   \begin{array}{ccc}
   G_1 & \xrightarrow{\varepsilon_1} & H_1 \\
   (s,t) \downarrow & & \downarrow (s,t) \\
   G_0 \times G_0 & \xrightarrow{\varepsilon_0 \times \varepsilon_0} & H_0 \times H_0
   \end{array}
   \] (2.6)
   
   
\]
is a fibred product of manifolds.

(2) We call $\varepsilon$ a \textit{strong equivalence} if it represents an isomorphism in $\text{LGpoid}'$, i.e. if there exists a second homomorphism $\eta: \mathcal{H} \to \mathcal{G}$ and two natural isomorphisms $\eta \circ \varepsilon \sim \text{id}_\mathcal{G}$ and $\varepsilon \circ \eta \sim \text{id}_\mathcal{H}$. Such a homomorphism $\eta$ is called a \textit{weak inverse} of $\varphi$.

The set of weak (resp. strong) equivalences is closed under composition, and every strong equivalence is a weak equivalence.\textsuperscript{5} Lie groupoid isomorphisms are automatically strong equivalences; in particular, identity homomorphisms are strong equivalences.

\textbf{Example 2.2.6.} Let $\mathcal{G}$ be a Lie groupoid and $M$ a smooth manifold, and suppose $f: M \to G_0$ is a smooth map such that the composition $t \circ \text{pr}_2: M \times_s G_1 \to G_0$ is a surjective submersion. Then, recalling diagrams (2.1) and (2.2), the homomorphism $F: f^*\mathcal{G} \to \mathcal{G}$ with $F_0 = f$ and

$$F_1 = \text{pr}_2 \circ \text{pr}_1': (f^*\mathcal{G})_1 \to G_1$$

is a weak equivalence (with notation as in diagram (2.1)). In particular, if $U$ is an atlas on $M$, then this homomorphism gives a weak equivalence from $M[U]$ to the unit groupoid $M$. Similarly, if $U$ and $V$ are atlases on $M$ and $V$ refines $U$, then each refinement $V \to U$ induces a weak equivalence $M[V] \to M[U]$. This remains true if we replace manifolds and manifold atlases with orbifolds and orbifold atlases.

One can show that if $\varphi$ and $\psi$ are naturally isomorphic homomorphisms, then $\varphi$ is a weak (resp. strong) equivalence if and only if $\psi$ is also a weak (resp. strong) equivalence. Thus the notion of weak equivalence descends from $\text{LGpoid}$ to the quotient category $\text{LGpoid}'$, and so we can talk of weak equivalences in $\text{LGpoid}'$.\textsuperscript{6}

\textbf{Remark 2.2.7.} One can show (as in the remarks following [1, Definition 1.42]) that a weak equivalence $\varphi: \mathcal{G} \to \mathcal{H}$ between two Lie groupoids is a weak equivalence of categories. Every weak equivalence of categories has a weak inverse (this follows from the axiom of choice), but such a weak inverse is not necessarily a Lie groupoid.

\textsuperscript{5}The first statement is obvious in the case of strong equivalences, and for weak equivalences this is [38, Proposition 5.12(iii)]. The second statement is [38, Proposition 5.11].

\textsuperscript{6}Strong equivalences in $\text{LGpoid}$ descend to isomorphisms in $\text{LGpoid}'$, so there is no need to talk of strong equivalences in $\text{LGpoid}'$. 
homomorphism, as the defining maps will usually fail to be smooth. Likewise, a weak equivalence of categories $\mathcal{G} \to \mathcal{H}$ will generally not be a weak equivalence of Lie groupoids.

## 2.3 Morita equivalence

Recall from Remark 2.2.4 that the notion of Lie groupoid isomorphism is too strong for our purposes. The notion of weak equivalence is more appropriate: we wish to consider two Lie groupoids $\mathcal{G}$ and $\mathcal{H}$ as representing the same ‘generalised smooth space’ if there is a weak equivalence between them. Speaking more categorically, our ‘category of generalised smooth spaces’ should be constructed from the category $\text{LGpoid}'$ in such a way that weak equivalences in $\text{LGpoid}'$ induce isomorphisms in this new category.

This suggests a more general problem: given a category $\mathcal{C}$ and a collection of morphisms $\Sigma \subset \text{Mor}(\mathcal{C})$, does there exist a category $\mathcal{C}[\Sigma^{-1}]$ such that, in an appropriate sense, $\mathcal{C}[\Sigma^{-1}]$ contains $\mathcal{C}$ and such that all morphisms in $\Sigma$ become invertible in $\mathcal{C}[\Sigma^{-1}]$? The calculus of fractions offers conditions on $\Sigma$ for which such a category exists and is well-behaved, along with a description of the morphisms in this category. We give a brief overview of the definitions and theorems (without proofs) that we will require. Along with proofs, these can be found in [18, Chapter 1].

**Definition 2.3.1.** [18, 1.1] Let $\mathcal{C}$ and $\mathcal{D}$ be categories.

1. Let $F: \mathcal{C} \to \mathcal{D}$ be a functor and suppose $\varepsilon$ is a morphism in $\mathcal{C}$. We say that $F$ makes $\varepsilon$ invertible if $F(\varepsilon)$ is invertible in $\mathcal{D}$.

2. Let $\Sigma \subset \text{Mor}(\mathcal{C})$. A category of fractions for $\Sigma$ is defined by a category $\mathcal{C}[\Sigma^{-1}]$ and a functor $P_\Sigma: \mathcal{C} \to \mathcal{C}[\Sigma^{-1}]$ such that
   
   (i) $P_\Sigma$ makes all morphisms in $\Sigma$ invertible, and
   
   (ii) the pair $(\mathcal{C}[\Sigma^{-1}], P_\Sigma)$ is universal among functors satisfying condition (i), i.e. if a functor $F: \mathcal{C} \to \mathcal{D}$ makes all morphisms in $\Sigma$ invertible, then there exists a unique functor $\tilde{F}$ making a commutative diagram

   \[
   \begin{array}{ccc}
   \mathcal{C} & \xrightarrow{F} & \mathcal{D} \\
   P_\Sigma \downarrow & & \downarrow \tilde{F} \\
   \mathcal{C}[\Sigma^{-1}] & & 
   \end{array}
   \]
Definition 2.3.2. [18, dual of 2.2] Let $C$ be a category and $\Sigma \subset \text{Mor}(C)$. We say that $\Sigma$ admits a right calculus of fractions if

(i) $\Sigma$ contains all identity morphisms in $C$,

(ii) $\Sigma$ is closed under composition of composable morphisms,

(iii) for each diagram

\[
\begin{array}{ccc}
X & \xrightarrow{\varepsilon} & I \\
\downarrow \varepsilon' & & \downarrow \varphi \\
Y & \xrightarrow{\varphi} & Y
\end{array}
\]

in $C$ with $\varepsilon \in \Sigma$, there exists a commutative square

\[
\begin{array}{ccc}
Y' & \xrightarrow{\varepsilon'} & Y \\
\downarrow \varphi' & & \downarrow \varphi \\
X & \xrightarrow{\varepsilon} & I
\end{array}
\]

with $\varepsilon' \in \Sigma$, and

(iv) for each commutative diagram

\[
\begin{array}{ccc}
X & \xleftarrow{\varphi} & Y \\
\downarrow \psi & & \downarrow \varepsilon \\
X & \xrightarrow{\varepsilon} & Y'
\end{array}
\]

in $C$ with $\varepsilon \in \Sigma$, there exists a morphism $\eta \in \Sigma$ making a commutative diagram

\[
\begin{array}{ccc}
X' & \xrightarrow{\eta} & X \\
\downarrow \psi & & \downarrow \varphi \\
X & \xrightarrow{\varepsilon} & Y \\
\downarrow \psi & & \downarrow \varphi \\
X & \xrightarrow{\varepsilon} & Y'
\end{array}
\]

If $\Sigma$ and $C$ are as in the above definition, then there exists a well-behaved category of fractions $(C[\Sigma^{-1}], P_\Sigma)$ for $\Sigma$. It is important that we describe the objects and morphisms in this category. The objects of $C[\Sigma^{-1}]$ are simply the objects of $C$,

\[\text{Obj}(C[\Sigma^{-1}]) = \text{Obj}(C)\].

The morphisms $C[\Sigma^{-1}](X, Y)$ between two objects $X, Y$ of $C$ can be described as follows. Consider the collection $H(X, Y)$ of diagrams in $C$ of the form

\[
\begin{array}{ccc}
X & \xleftarrow{\varepsilon} & X' \\
\downarrow \varphi & & \downarrow \varphi \\
Y & \xrightarrow{\varepsilon} & Y
\end{array}
\]

with $\varepsilon \in \Sigma$. We shall call these diagrams generalised morphisms. A generalised morphism as above will be denoted by the pair $(\varepsilon, \varphi)$. We declare two such
generalised morphisms \((\varepsilon, \varphi)\) and \((\eta, \psi)\) to be equivalent if there is a commutative diagram in \(C\) of the form

\[
\begin{array}{ccc}
X & \xrightarrow{X'} & Y \\
\downarrow^{\varepsilon} & & \downarrow^{\eta} \\
\downarrow^{\alpha} & & \downarrow^{\beta} \\
X'' & \xrightarrow{X'''} & Y \\
\end{array}
\]

with \(\varepsilon \circ \alpha = \eta \circ \beta \in \Sigma\). The conditions in Definition 2.3.2 ensure that this defines an equivalence relation. By the construction of \(C[\Sigma^{-1}]\) in [18, §I.1 and §I.2], \(C[\Sigma^{-1}](X, Y)\) can be naturally identified by the quotient of \(H(X, Y)\) under this equivalence relation. We denote the equivalence class of a generalised morphism \((\varepsilon, \varphi)\) by \([\varepsilon, \varphi]\).

To see how composition of morphisms in \(C[\Sigma^{-1}]\) works, consider two generalised morphisms given by a diagram

\[
\begin{array}{ccc}
X & \xrightarrow{X'} & Y & \xrightarrow{Y'} & Z \\
\downarrow^{\varepsilon} & & \downarrow^{\eta} & & \downarrow^{\psi} \\
\end{array}
\]

in \(C\) with \(\varepsilon, \eta \in \Sigma\). In order to compose the morphisms \([\varepsilon, \varphi]\) and \([\eta, \psi]\), notice that condition (iii) in Definition 2.3.2 ensures the existence of a commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{X'} & Y & \xrightarrow{Y'} & Z \\
\downarrow^{\varepsilon} & & \downarrow^{\eta} & & \downarrow^{\psi} \\
\text{with } \eta' \in \Sigma. \text{ Since } \Sigma \text{ is closed under composition by condition (ii), we end up with an element } (\varepsilon \circ \eta', \psi \circ \varphi') \in H(X, Z), \text{ whose equivalence class we define to be the composition } [\eta, \psi] \circ [\varepsilon, \varphi]. \text{ One can easily show that this class is independent of the choice of } (\eta', \varphi').
\end{array}
\]

We return to the category \(LGpoid'\) of Lie groupoids and homomorphisms modulo natural isomorphisms.

**Theorem 2.3.3.** Let \(\Sigma \subset \text{Mor}(LGpoid')\) be the set of weak equivalences in the quotient category \(LGpoid'\). Then \(\Sigma\) admits a right calculus of fractions.

**Proof sketch:** We already know that conditions (i) and (ii) in Definition 2.3.2 hold, as remarked after Definition 2.2.5. Conditions (iii) and (iv) follow from the existence of weak fibred products of groupoids [38, Proposition 5.12(iv)]; see [37, Theorem 3.31] for a complete proof.
Thus we are able to work in the category of fractions \( \text{LGpoid}'[\Sigma^{-1}] \) in which all weak equivalences become isomorphisms. A morphism \( \mathcal{G} \to \mathcal{H} \) in this category is an equivalence class of diagrams in \( \text{LGpoid}' \) of the form

\[
\mathcal{G} \xleftarrow{\varepsilon} \mathcal{K} \xrightarrow{\varphi} \mathcal{H}
\]

where \( \varepsilon \) is a weak equivalence; such a diagram is called a generalised map, and denoted \( (\varepsilon, \varphi): \mathcal{G} \to \mathcal{H} \). The equivalence class of such a generalised map is denoted by \( [\varepsilon, \varphi] \).

**Definition 2.3.4.** A *Morita equivalence* between Lie groupoids \( \mathcal{G} \) and \( \mathcal{H} \) is a generalised map \( (\varepsilon, \varphi): \mathcal{G} \to \mathcal{H} \) in which \( \varphi \) is a weak equivalence. We say \( \mathcal{G} \) and \( \mathcal{H} \) are *Morita equivalent* if there exists a Morita equivalence \( \mathcal{G} \to \mathcal{H} \). If \( \varepsilon \) and \( \varphi \) are strong equivalences, we call \( (\varepsilon, \varphi) \) a *strong Morita equivalence*.

**Proposition 2.3.5.** Two Lie groupoids are Morita equivalent if and only if they are isomorphic in \( \text{LGpoid}'[\Sigma^{-1}] \).

For a proof of this fact, see [33, Corollary 4.23].\(^7\) This tells us that the category \( \text{LGpoid}'[\Sigma^{-1}] \) is a decent candidate for our ‘category of generalised smooth spaces’. In order to study these spaces, we must consider properties of groupoids that are invariant under Morita equivalence. For example, since a weak equivalence \( \mathcal{G} \to \mathcal{H} \) induces a homeomorphism of orbit spaces \( |\mathcal{G}| \to |\mathcal{H}| \), the homeomorphism class of the orbit space is Morita invariant. Of course, general Lie groupoids are hard to deal with, so we will not spend too much time considering the category \( \text{LGpoid}'[\Sigma^{-1}] \) for its own sake. Our goal is to study orbifolds, so study orbifolds we shall.

### 2.4 Orbifold groupoids

We now restrict our attention to a particular class of Lie groupoids, namely *orbifold groupoids*. These will turn out to represent orbifolds—both effective and ineffective. First we must consider étale groupoids.

**Definition 2.4.1.** We say that a Lie groupoid \( \mathcal{G} \) is *étale* if \( s \) and \( t \) are local diffeomorphisms.

\(^7\)Note that Landsman’s \( \text{LG}'[S^{-1}] \) is our \( \text{LGpoid}'[\Sigma^{-1}] \), and that the definition of Morita equivalence used is the ‘\( G-H \)-bibundle’ definition, which is equivalent to our definition (see [37, Corollary 3.21]).
If $\mathcal{G}$ is étale and $\dim G_0$ is defined (i.e. the connected components of $G_0$ have equal dimension), then $G_1$ and $G_0$ must have equal dimension, so we can define the dimension of $\mathcal{G}$ to be the number

$$\dim \mathcal{G} := \dim G_1 = \dim G_0.$$ 

In fact, since $s$ is assumed to be a submersion, if $\dim G_0$ is defined then $\mathcal{G}$ is étale if and only if $\dim G_1 = \dim G_0$.

**Proposition 2.4.2.** Let $X$ be an $n$-dimensional orbifold with atlas $\mathcal{U}$ and underlying space $X$. Then the orbifold atlas groupoid $X[\mathcal{U}]$ is étale.

**Proof.** The object space $X[\mathcal{U}]_0$ is a disjoint union of $n$-dimensional manifolds, so to show that $X[\mathcal{U}]$ is étale it is sufficient to show that $\dim X[\mathcal{U}]_1 = n$. Recall from the construction of $X[\mathcal{U}]$ in Example 2.1.8 that $X[\mathcal{U}]_1$ is the quotient of the $n$-dimensional manifold $A$ (defined in (2.4)) by an equivalence relation $\sim$. The smooth structure on $A/\sim$ is such that the quotient map $\pi: A \to A/\sim$ is a local diffeomorphism, and so

$$\dim X[\mathcal{U}]_1 = \dim A = n,$$

and we are done. \qed

**Remark 2.4.3.** Let $\mathcal{G} = G \ltimes X$ be an action groupoid. Then since

$$\dim G_1 = \dim G + \dim X = \dim G + \dim G_0,$$

the groupoid $\mathcal{G}$ is étale if and only if the group $G$ is discrete. In particular, if $G$ is finite, then $G \ltimes X$ is étale.

Unfortunately the étale property is not Morita invariant. It is proven in [38, Proposition 5.20] that a Lie groupoid $\mathcal{G}$ is Morita equivalent to an étale groupoid if and only if it is a foliation groupoid; that is, if for each $x \in G_0$ the isotropy group $\mathcal{G}_x$ is discrete. Note that étale groupoids are automatically foliation groupoids: all isotropy groups $\mathcal{G}_x = (s, t)^{-1}(x)$ are discrete since $s$ and $t$ are local diffeomorphisms.

**Remark 2.4.4.** An action groupoid $G \ltimes X$ is a foliation groupoid precisely when the action of $G$ on $X$ has discrete stabilisers. In particular, if $G$ acts almost freely on $X$, then $G \ltimes X$ is a foliation groupoid. In the case where $G$ itself is non-discrete, $G \ltimes X$ is not étale, though it will be Morita equivalent to an étale groupoid.
2.4. ORBIFOLD GROUPOIDS

Remark 2.4.5. Although the étale property is not Morita invariant, Morita equivalence behaves quite nicely when restricted to étale groupoids. Indeed, it is possible to show that a Morita equivalence \((\varepsilon, \eta)\) between two étale groupoids is equivalent to a strong Morita equivalence \((\varepsilon', \eta')\), in the sense that \((\varepsilon, \eta)\) and \((\varepsilon', \eta')\) represent the same morphism in \(\text{LGpoid}^{[\Sigma^{-1}]}\).

Remark 2.4.6. Let \(G\) be an étale groupoid, take two possibly equal points \(x, y \in G_0\), and let \(\text{Diff}(x,y)\) denote the set of germs of local diffeomorphisms from \(x\) to \(y\). Suppose \(\gamma: x \to y\) is an arrow in \(G\). Then there exists a neighbourhood \(U_\gamma\) of \(\gamma\) in \(G_1\) and neighbourhoods \(V_x, V_y \subset G_0\) of \(x\) and \(y\) respectively such that the source and target maps \(s, t\) map \(U_\gamma\) diffeomorphically onto \(V_x\) and \(V_y\) respectively. Through these diffeomorphisms, \(\gamma\) defines a diffeomorphism \(V_x \to V_y\), and hence a germ \(\tilde{\gamma} \in \text{Diff}(x,y)\). This germ is independent of the choice of neighbourhood \(U_\gamma\), so we have defined a natural map \(G(x,y) \to \text{Diff}(x,y)\). Note that \(\text{Diff}(x,x)\) is a group under composition, and that the above map defines a group homomorphism \(G_x \to \text{Diff}(x,x)\).

Definition 2.4.7. An étale groupoid \(G\) is said to be effective if for each \(x \in G_0\) the group homomorphism \(G_x \to \text{Diff}(x,x)\) is injective.

So the effective étale groupoids are those for which the only arrows which act trivially as germs of diffeomorphisms are the identity arrows.

Proposition 2.4.8. Let \(X[\mathcal{U}]\) be an orbifold atlas groupoid as in Proposition 2.4.2. Then \(X[\mathcal{U}]\) is effective.

Proof. Let \((x, \tilde{U})\) be a point in \(X[\mathcal{U}]_0\). The isotropy group \(X[\mathcal{U}]_{(x, \tilde{U})}\) consists of all arrows of the form \([\lambda, z, \mu]\), where \(z\) is in \(\tilde{W}\) for some chart \(W \in \mathcal{U}\) and \(\lambda, \mu: W \to U\) are embeddings such that \(\lambda(z) = \mu(z) = x\). Using Lemmas 1.1.9

---

8To show this, one must first show that if \(\varepsilon\) is a weak equivalence of étale groupoids then \(P_{\Sigma}(\varepsilon)\) is equivalent to a strong Morita equivalence. This is most conveniently done by using the alternative definitions of Morita equivalence and weak equivalence appearing in [20, §1.3] and [53, Definition 5.2], noting that ‘Morita equivalence’ in the second reference is the same as our ‘weak equivalence’.

9A local diffeomorphism from \(x\) to \(y\) is given by a neighbourhood \(U\) of \(x\), a neighbourhood \(V\) of \(y\), and a diffeomorphism \(f: U \to V\) with \(f(x) = y\). Two such local diffeomorphisms \(f: U \to V\), \(g: U' \to V'\) are said to be equivalent if there exists a neighbourhood \(W\) of \(x\), with \(W \subset U \cap U'\), such that the restrictions of \(f\) and \(g\) to \(W\) are equal. A germ of a local diffeomorphism from \(x\) to \(y\) is an equivalence class of local diffeomorphisms as above.
and 1.1.10, we find that $\mu = g \circ \lambda$ for some $g \in (G_U)_x$. From the diagram

$$
\begin{array}{ccc}
W & \xrightarrow{\lambda} & U \\
\downarrow \mu & & \downarrow g \\
U & \xleftarrow{\lambda} & U,
\end{array}
$$

we find that $[\lambda, z, \mu] = [1, x, g]$. Two arrows $[1, x, g]$ and $[1, x, h]$ of this form (i.e. with $g, h \in (G_U)_x$) are equal if and only if $g = h$, and one can show that

$$[1, x, h] \circ [1, x, g] = [1, x, hg].$$

Therefore $X[U]_{(x, \tilde{U})}$ is isomorphic to the local group $(G_U)_x$. The action of $g \in (G_U)_x$ on a neighbourhood of $(x, \tilde{U})$ as a local diffeomorphism coincides with the action of $G_U$ on $\tilde{U}$, which is effective since $\mathfrak{X}$ is an effective orbifold. Therefore the étale groupoid $X[U]$ is effective. \qed

**Definition 2.4.9.** We say that a Lie groupoid $G$ is **proper** if the map

$$(s, t): G_1 \to G_0 \times G_0$$

is proper.

As a direct consequence of this definition, every isotropy group $G_x$ $(x \in G_0)$ of a proper Lie groupoid is compact. Properness is preserved under weak equivalence; this is a straightforward topological lemma proved in [38, Lemma 5.25 and Proposition 5.26].

It can be shown (see [51, Lemma 3.14]) that orbifold atlas groupoids $X[U]$ are proper. Recalling Proposition 2.4.2, we make the following definition.

**Definition 2.4.10.** A Lie groupoid is called an **orbifold groupoid** if it is both proper and étale.

An effective orbifold $\mathfrak{X}$ with atlas $\mathcal{U}$ and underlying space $X$ determines an effective orbifold groupoid $X[U]$. The converse is also true, as we will now show. The following proofs are adapted from [39, Theorem 4.1, 4 $\Rightarrow$ 1].

**Theorem 2.4.11.** Let $G$ be an orbifold groupoid, and let $x \in G_0$ be a point of $G$. Then there exist arbitrarily small neighbourhoods $N_x$ of $x$ such that the isotropy group $G_x$ acts on $x$; this action corresponds to the natural action of $G_x$ near $x$ as local diffeomorphisms. Further, for each of these neighbourhoods, the restriction $G|_{N_x}$ is isomorphic to the action groupoid $G_x \rtimes N_x$.

---

10In particular, we use the corollary that every embedding $W \to U$ is of the form $g \circ \lambda$ for some $g \in G_W$. See the remark following [46, Lemma 2].
Proof. As in Remark 2.4.6, for each \( \gamma \in \mathcal{G}_x \) choose a neighbourhood \( W_{\gamma} \) of \( \gamma \) in \( G_1 \) upon which \( s \) and \( t \) restrict to diffeomorphisms. The isotropy group \( \mathcal{G}_x \) is finite, so these neighbourhoods can be chosen to be pairwise disjoint. Our first candidate for the neighbourhood \( N_x \) is the set

\[
U_x := \bigcap_{\gamma \in \mathcal{G}_x} s(W_\gamma);
\]

(2.7)
each \( s(W_\gamma) \) is an open neighbourhood of \( x \), thus so is \( U_x \). However, \( \mathcal{G}_x \) may not act on \( U_x \), so we need to choose a smaller neighbourhood.

The next step is to find a neighbourhood \( V_x \subset U_x \) of \( x \) such that

\[
(V_x \times V_x) \cap (s, t) \left( G_1 \setminus \bigcup_{\gamma \in \mathcal{G}_x} W_\gamma \right) = \emptyset;
\]

(2.8)such a neighbourhood has the property that if an arrow \( \delta \in G_1 \) is such that \( s(\delta), t(\delta) \in V_x \), then \( \delta \) is in \( W_\gamma \) for some \( \gamma \in \mathcal{G}_x \). For now we shall assume such a neighbourhood exists; a proof that this is so is given in Lemma 2.4.12. We note that properness of \( \mathcal{G} \) is used in the construction of \( V_x \).

The neighbourhood \( V_x \) is not necessarily \( \mathcal{G}_x \)-stable, so we shall shrink \( V_x \) to ensure that this is so. For each \( \gamma \in \mathcal{G}_x \) let \( \bar{\gamma} \) denote the diffeomorphism \( s(W_\gamma) \to t(W_\gamma) \) induced by \( \gamma \). Since \( V_x \subset s(W_\gamma) \) for each \( \gamma \in \mathcal{G}_x \) (by 2.7), each \( \bar{\gamma} \) is defined on \( V_x \), and so we can define

\[
N_x := \{ y \in V_x \mid \bar{\gamma}(y) \in V_x \text{ for all } \gamma \in \mathcal{G}_x \} = \bigcap_{\gamma \in \mathcal{G}_x} \bar{\gamma}^{-1}(V_x \cap t(W_\gamma)) \cap V_x.
\]
The second equality shows that \( N_x \) is open, and since \( x \) is fixed by each \( \gamma \in \mathcal{G}_x \), \( x \) is in \( N_x \). If \( y \in N_x \) and \( \gamma \in \mathcal{G}_x \), then for all \( \delta \in \mathcal{G}_x \)

\[
\bar{\delta}(\bar{\gamma}(y)) = \bar{\delta\gamma}(y) \in N_x,
\]
so \( \mathcal{G}_x \) acts on \( N_x \). Clearly we can make \( N_x \) arbitrarily small.

Now we must show that the restriction \( \mathcal{G}|_{N_x} \) is isomorphic to the action groupoid \( \mathcal{G}_x \rtimes N_x \). For each \( \gamma \in \mathcal{G}_x \), define

\[
O_{\gamma} := W_\gamma \cap s^{-1}(N_x).
\]
If \( y \in N_x \) and \( \gamma \in \mathcal{G}_x \), then \( \bar{\gamma}(y) \in N_x \) (by the definition of \( N_x \)). By the definitions of \( \bar{\gamma} \) and \( W_\gamma \), this shows that

\[
O_{\gamma} = W_\gamma \cap (s, t)^{-1}(N_x \times N_x).
\]
By the definition of $V_x$, if $\delta \in (s, t)^{-1}(N_x \times N_x)$ then $\delta$ is in $W_\gamma$ for some $\gamma \in \mathcal{G}_x$. Consequently

$$(\mathcal{G}|_{N_x})_1 = (s, t)^{-1}(N_x \times N_x) = \bigcup_{\gamma \in \mathcal{G}_x} O_\gamma.$$ 

Since the $W_\gamma$ are disjoint, so are the $O_\gamma$, and hence the above union is a disjoint union. It follows (with a bit of thought) that $\mathcal{G}|_{N_x}$ is isomorphic to $\mathcal{G}_x \ltimes N_x$. (Note that $(\mathcal{G}_x \ltimes N_x)_1 = \mathcal{G}_x \times N_x$, and since $\mathcal{G}_x$ is finite, this is diffeomorphic to a disjoint union of $|\mathcal{G}_x|$ copies of $N_x$.)

**Lemma 2.4.12.** Using the notation of the proof above, there exists a neighbourhood $V_x \subset U_x$ of $x$ such that (2.8) holds.

**Proof.** Since $(s, t)$ is a proper map into a compactly generated Hausdorff space, $(s, t)$ is a closed map. Thus $(s, t)(G_1 \setminus \cup_{\gamma \in \mathcal{G}_x} W_\gamma)$ is closed. Manifolds are regular spaces, so there exists a closed neighbourhood $R_x$ of the point $(x, x) \in G_0 \times G_0$ which avoids the closed set $(s, t)(G_1 \setminus \cup_{\gamma \in \mathcal{G}_x} W_\gamma)$. Define the open neighbourhood $V_x$ of $x$ by

$$V_x := \text{pr}_1(R_x \cap U_x \times U_x) \cap \text{pr}_2(R_x \cap U_x \times U_x).$$

Then since $V_x \times V_x \subset R_x$, we have that $V_x$ satisfies (2.8).

**Corollary 2.4.13.** Let $\mathcal{G}$ be an effective orbifold groupoid. Then there is a canonically defined orbifold atlas on the orbit space $|\mathcal{G}|$.

**Proof.** Let $\mathcal{U}$ be the set of triples of the form

$$(N_x, \mathcal{G}_x, \pi_x)$$

where $x \in G_0$, $N_x$ and $\mathcal{G}_x$ are as in Theorem 2.4.11, and $\pi_x$ is the restriction of the quotient map $G_0 \to |\mathcal{G}|$ to $N_x$. Note that for each $x$ we should take arbitrarily small neighbourhoods $N_x$. Since the action of $\mathcal{G}_x$ on $N_x$ is given by the arrows in $\mathcal{G}$, the map $\pi_x$ is automatically $\mathcal{G}_x$-invariant and induces an injective map $N_x \setminus \mathcal{G}_x \to |\mathcal{G}|$. Hence to show that each such triple is an orbifold chart, it suffices to show that $\pi_x$ is an open map; but this holds since $\pi_x$ is the quotient map of a smooth action of a finite group.

To show that $\mathcal{U}$ is an orbifold atlas on $|\mathcal{G}|$, we are left with proving local compatibility. Suppose $(N_x, \mathcal{G}_x, \pi_x)$ and $(N_y, \mathcal{G}_y, \pi_y)$ are two charts in $\mathcal{U}$ such that there is a point $z \in \pi_x(N_x) \cap \pi_y(N_y)$. Then there is a point $z' \in G_0$ and two arrows $\gamma_1: z' \to x$, $\gamma_2: z' \to y$ in $\mathcal{G}$. Choose a chart $(N_{z'}, \mathcal{G}_{z'}, \pi_{z'})$ as above, along with neighbourhoods $W_{\gamma_1}$, $W_{\gamma_2}$ of $\gamma_1$ and $\gamma_2$ in $G_1$ such that the following conditions are satisfied:
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- $s$ and $t$ restrict to local diffeomorphisms on $W_{\gamma_1}$ and $W_{\gamma_2}$,
- $s(W_{\gamma_1}) = s(W_{\gamma_2}) = N_{z'}$, and
- $t(W_{\gamma_1}) \subset N_x$ and $t(W_{\gamma_2}) \subset N_y$.

Then the maps $\tilde{\gamma}_1: N_{z'} \to N_x$ and $\tilde{\gamma}_2: N_{z'} \to N_y$ induce embeddings

$$(N_x, \mathcal{G}_x, \pi_x) \longrightarrow (N_{z'}, \mathcal{G}_{z'}, \pi_{z'}) \longrightarrow (N_y, \mathcal{G}_y, \pi_y).$$

Now $\pi_{z'}(z') = z$, and the conditions above ensure that $\pi_{z'}(N_{z'}) \subset \pi_x(N_x) \cap \pi_y(N_y)$, so this proves local compatibility. Therefore $\mathcal{U}$ is an orbifold chart on $|\mathcal{G}|$.

In summary, effective orbifold groupoids have natural orbifold structures on their orbit spaces, and an orbifold atlas on a paracompact Hausdorff space determines an effective orbifold groupoid. Furthermore, a refinement of orbifold atlases induces a weak equivalence of these orbifold groupoid, and so an equivalence class of atlases corresponds to a Morita equivalence class of effective orbifold groupoids. With these correspondences in mind, we make the following definition.

**Definition 2.4.14.** An orbifold structure on a paracompact Hausdorff space $X$ is given by an orbifold groupoid $\mathcal{G}$ and a homeomorphism

$$|\mathcal{G}| \to X.$$  \hspace{1cm} (2.9)

An equivalence of orbifold structures $|\mathcal{G}| \to X$, $|\mathcal{H}| \to X$ is given by a Morita equivalence $(\varepsilon, \eta): \mathcal{G} \to \mathcal{H}$ such that the diagram

$$|\mathcal{G}| \xrightarrow{(\varepsilon, \eta)} |\mathcal{H}| \quad \xrightarrow{\downarrow} \quad X$$

commutes. An orbifold $\mathfrak{X}$ is a paracompact Hausdorff space $X$ along with an equivalence class of orbifold structures. A groupoid representation of an orbifold $\mathfrak{X}$ is given by a particular choice of orbifold structure (2.9) in this equivalence class; the groupoid $\mathcal{G}$ appearing in this structure is called a representing groupoid for $\mathfrak{X}$.

**Remark 2.4.15.** Since the orbit space of a Morita equivalence class of Lie groupoids is only defined up to canonical homeomorphism, to ‘fix’ the topology of an orbifold we must give a particular homeomorphism as in (2.9).
Note that we have not assumed that our orbifold groupoids are effective. An effective orbifold is one for which any representing groupoid is effective; an ineffective orbifold is one which is not effective (recall that effectiveness is Morita invariant). This allows us to consider a wider class of orbifolds than before, without having to concern ourselves with ineffective orbifold atlases. In particular, if \( G \) is a compact Lie group acting smoothly, almost freely, and not necessarily effectively on a smooth manifold \( M \), then the action groupoid \( G \ltimes M \) (more specifically, a Morita equivalent \( \acute{e}tale \) groupoid) defines an ineffective orbifold structure on the orbit space \( G \setminus M = |G \ltimes M| \). Therefore the examples given in section 1.5 take their rightful place as orbifolds.

**Definition 2.4.16.** An orbifold \( \mathcal{X} \) is called **presentable** if it has a representing groupoid \( \mathcal{G} \) which is Morita equivalent to an action groupoid \( G \ltimes M \), where \( G \) is a compact Lie group acting smoothly and almost freely on a smooth manifold \( M \).

**Remark 2.4.17.** Note that the action groupoid \( G \ltimes M \) is not \( \acute{e}tale \) unless \( G \) is discrete, so \( G \ltimes M \) will usually not be a representing groupoid for an orbifold.

With this new machinery in place, we can give a satisfactory definition of a smooth map between orbifolds.

**Definition 2.4.18.** A **smooth map** between two orbifolds \( \mathcal{X}, \mathcal{Y} \), with groupoid representations

\[
|\mathcal{G}| \to X, \quad |\mathcal{H}| \to Y
\]

respectively, is given by a morphism \( f: \mathcal{G} \to \mathcal{H} \) in \( \text{LGpoid}[\Sigma^{-1}] \). Such a morphism induces a unique map \( |f|: X \to Y \) such that the diagram

\[
\begin{array}{ccc}
|\mathcal{G}| & \xrightarrow{f} & |\mathcal{H}| \\
\downarrow & & \downarrow \\
X & \xrightarrow{|f|} & Y
\end{array}
\]

commutes.

**Remark 2.4.19.** If we define a diffeomorphism as an invertible smooth map, then by Proposition 2.3.5 two orbifolds are diffeomorphic if and only if they have Morita equivalent representing groupoids. This justifies our definition of presentability.
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are equivalent groupoid representations of \( \mathcal{X} \) and \( \mathcal{Y} \) respectively, then the morphism \( f \) uniquely determines a morphism \( f': \mathcal{G}' \to \mathcal{H}' \) yielding a smooth map from \( \mathcal{X} \) to \( \mathcal{Y} \). The morphisms \( f \) and \( f' \) are considered to determine the same map from \( \mathcal{X} \) to \( \mathcal{Y} \).\(^{11}\)

Remark 2.4.20. It can be shown that this definition of smooth map is equivalent to the ‘good maps’ introduced in [9, §4.4] and the ‘strong maps’ of [39, §5]. (See [1, §2.4].)

A smooth function on an orbifold \( \mathcal{X} \) with groupoid representation \( |\mathcal{G}| \to X \) is given by a smooth map from \( \mathcal{X} \) to the manifold \( \mathbb{R} \) (represented by the unit groupoid \( \mathbb{R} \)). The set of smooth functions \( \mathcal{X} \to \mathbb{R} \) is denoted by \( C^\infty(\mathcal{X}) \), and is naturally identified with the set of generalised maps from \( \mathcal{G} \) to \( \mathbb{R} \). Let \( f \in C^\infty(\mathcal{X}) \) be a smooth function on \( \mathcal{X} \), given by a generalised map

\[
\begin{array}{c}
\mathcal{G} \\
\epsilon \quad \phi
\end{array} \quad \begin{array}{c}
\mathcal{G}' \quad \mathcal{R}
\end{array}
\]

Since \( \epsilon \) is a weak equivalence, the induced map \( |\epsilon| \) is invertible, giving a map \( |\phi| \circ |\epsilon|^{-1} \) from \( |\mathcal{G}| \) to \( \mathbb{R} \). Composing this map with the homeomorphism \( X \to |\mathcal{G}| \) defines a map from \( X \) to \( \mathbb{R} \), which we denote by \( |f| \). This map allows us to discuss ‘pointwise’ behavior of the map \( f \): we define

\[
f(x) := |f|(x)
\]

for all \( x \in X \), and we define the support of \( f \) to be the set

\[
\text{supp } f := \{ x \in X : f(x) \neq 0 \}.
\]

Hence we can speak of compactly supported real-valued functions on orbifolds.

Remark 2.4.21. Defining a smooth map between two orbifolds \( \mathcal{X}, \mathcal{Y} \) presented by \( \acute{\text{e}} \text{tale} \) groupoids \( \mathcal{G}, \mathcal{H} \) respectively is essentially the same as defining a generalised map

\[
\begin{array}{c}
\mathcal{G} \\
\epsilon \quad \phi
\end{array} \quad \begin{array}{c}
\mathcal{K} \quad \mathcal{H}
\end{array}
\]

Observe that the Lie groupoid \( \mathcal{K} \) is weakly equivalent to \( \mathcal{G} \), and hence Morita equivalent to \( \mathcal{G} \). Therefore \( \mathcal{K} \) is a foliation groupoid. However, we cannot assume

\(^{11}\)To be more precise, we could define an equivalence relation on maps defined with respect to groupoid representations, and define a smooth map between orbifolds to be an equivalence class of these maps. At this point, this level of rigour seems unnecessary, and to fill in the gaps explicitly would make for dry reading.
that $\mathcal{K}$ is étale. This will cause us problems in the future.

To conclude this section, we note that the groupoid approach to orbifolds allows us to easily define restrictions of orbifolds, using the fact that the restriction $\mathcal{G}|_U$ of an orbifold groupoid $\mathcal{G}$ to an open set $U$ is an orbifold groupoid.

**Definition 2.4.22.** Let $\mathfrak{X}$ be an orbifold with groupoid representation $p: |\mathcal{G}| \to X$, and let $U \subset X$ be an open set. Writing $\pi: G_0 \to |\mathcal{G}|$ for the quotient map, we define the orbifold $\mathfrak{X}|_U$ by the groupoid representation

$$|\mathcal{G}|(p \circ \pi)^{-1}(U) \to U,$$

where we view $|\mathcal{G}|(p \circ \pi)^{-1}(U)$ as a subset of $|\mathcal{G}|$.

### 2.5 $\mathcal{G}$-spaces and bundles

Unlike the classical definition of a fibre bundle over an orbifold, the definition of a fibre bundle over a groupoid is fairly intuitive. A fibre bundle over a Lie groupoid $\mathcal{G}$ is given by a fibre bundle $\pi: E \to G_0$ (in the usual sense) along with a fibrewise action of the arrows of $\mathcal{G}$ on $E$. That is, every arrow $\gamma: x \to y$ in $\mathcal{G}$ induces a map $\gamma: E_x \to E_y$ (linear in the case of a vector bundle). These induced maps must respect the composition law of $\mathcal{G}$. To make this notion precise, we have to discuss what it means for a Lie groupoid to act on a smooth manifold.

**Definition 2.5.1.** Let $\mathcal{G}$ be a Lie groupoid, $M$ a smooth manifold, and $\alpha: M \to G_0$ a smooth map. A left action of $\mathcal{G}$ on $M$ along $\alpha$ is given by a smooth map

$$\Theta: G_1 \times_\alpha M \to M$$

such that for all $(\gamma', \gamma, y) \in G_1 \times_\tau G_1 \times_\alpha M$ (writing $\gamma y := \Theta(\gamma, y)$ when $s(\gamma) = \alpha(y)$),

- $\alpha(\gamma y) = t(\gamma),$
- $\text{id}_{\alpha(y)} = y,$ and
- $\gamma'(\gamma y) = (\gamma' \gamma)y.$

---

12 If we prohibited the use of foliation groupoids to represent orbifolds, then we would not be able to take advantage of the fact that presentable orbifolds can be represented by action groupoids $G \ltimes M$ for non-discrete groups $G$. Representing presentable orbifolds in this way is crucial when looking at their $K$-theory, so such representations should be allowed.
The map $\alpha$ is called the anchor of the $G$-action, and $M$ is referred to as a left $G$-space. In the same way we can define right $G$-spaces.

Given such a left $G$-space, we can define an action groupoid $G \ltimes X$ analogous to that of Example 2.1.3. Observe that for a Lie group $G$ viewed as a groupoid with one object, this notion corresponds to the usual notion of $G$-space (as there is only one possible choice of anchor).

A $G$-map $f: X \to Y$ between two $G$-spaces (with anchors $\alpha_X$ and $\alpha_Y$ respectively) is a smooth map with $\alpha_Y \circ f = \alpha_X$ such that $f(\gamma x) = \gamma \cdot f(x)$ for all $(\gamma, x) \in G_1 \times_{\alpha_X} X$.

**Example 2.5.2.** Let $G$ be a Lie groupoid. Then $G_0$ can be viewed as a $G$ space where the anchor is the identity map and $\gamma: x \to y$ acts by

$$\gamma x := y.$$ 

**Definition 2.5.3.** Suppose that $G$ is a Lie groupoid and $H$ is a Lie group.

1. A vector $G$-bundle $E \to G$ is given by a vector bundle $\pi: E \to G_0$ and a fibrewise linear left action of $G$ on $E$ along $\pi$.

2. A (right) $H$-principal $G$-bundle $P \to G$ is given by a (right) $H$-principal bundle $\pi: P \to G_0$ and a $H$-equivariant left action of $G$ on $P$ along $\pi$.

The term $G$-bundle will be used generically to refer to either a vector or principal $G$-bundle.

**Remark 2.5.4.** When $G = G \ltimes X$ is an action groupoid, vector $G$-bundles are naturally identified with $G$-equivariant vector bundles over the $G$-space $X$. This observation is crucial in studying the $K$-theory of presentable orbifolds (see Section 3.7).

**Definition 2.5.5.** Suppose that $G$ is a Lie groupoid and that $E, F \to G$ are vector (resp. principal) $G$-bundles.

1. A bundle homomorphism from $E$ to $F$ is a $G$-map $f: E \to F$ which is also a vector (resp. principal) bundle homomorphism in the usual sense. Bundle isomorphisms are defined as usual to be invertible bundle homomorphisms.

2. A section of the $G$-bundle $E$ is a $G$-map $\sigma: G_0 \to E$ which is also a section of $E$ in the usual sense, where $G_0$ is viewed as a $G$-space as in Example 2.5.2.
Consider a vector \( G \)-bundle \( \pi: E \to G \) and a Lie groupoid homomorphism \( \varphi: \mathcal{H} \to \mathcal{G} \). We would like to define a pullback \( \mathcal{H} \)-bundle \( \varphi^* E \to \mathcal{H} \), generalising the construction of the pullback of an ordinary vector bundle. We shall outline this construction briefly. The underlying vector bundle of \( \varphi^* E \) is the ordinary pullback

\[
\pi^*: \varphi_0^* E \to H_0.
\]

To make \( \varphi_0^* E \) into a \( \mathcal{H} \)-bundle, we need an action of \( \mathcal{H} \) on \( \varphi_0^* E \) along \( \pi^* \). Suppose \( \delta: x \to y \) is an arrow in \( \mathcal{H} \). Then \( \varphi_1(\delta) \) is an arrow in \( \mathcal{G} \) from \( \varphi_0(x) \) to \( \varphi_0(y) \), and hence induces a map from \( E_{\varphi_0(x)} \) to \( E_{\varphi_0(y)} \). By definition of the pullback, \( (\varphi_0^* E)_x \) and \( (\varphi_0^* E)_y \) are identified with \( E_{\varphi_0(x)} \) and \( E_{\varphi_0(y)} \) respectively; the arrow \( \delta \) induces a map \( (\varphi_0^* E)_x \to (\varphi_0^* E)_y \) by way of this identification. In this way \( \varphi_0^* E \) is made into a \( \mathcal{H} \)-space, thus defining the pullback \( \mathcal{H} \)-bundle \( \varphi^* E \).

The above construction shows that pullback bundles are defined in the category \( \text{LGpoid} \); the following lemma extends this fact to \( \text{LGpoid}' \) (up to canonical isomorphism).

**Lemma 2.5.6.** Let \( E, \mathcal{G}, \) and \( \mathcal{H} \) be as above, and suppose \( \varphi, \psi: \mathcal{H} \to \mathcal{G} \) are naturally isomorphic Lie groupoid homomorphisms. Then the pullback \( \mathcal{H} \)-bundles \( \varphi^* E \) and \( \psi^* E \) are canonically isomorphic.

**Proof sketch:** Let \( \tau: \varphi \to \psi \) be a natural isomorphism. Then for each point \( x \in H_0 \), there is an arrow \( \tau(x) \) in \( G_1 \) from \( \varphi_0(x) \) to \( \psi_0(x) \). This arrow induces a map \( E_{\varphi_0(x)} \to E_{\psi_0(x)} \). Using the identifications \( E_{\varphi_0(x)} = (\varphi_0^* E)_x \) and \( E_{\psi_0(x)} = (\psi_0^* E)_x \), this defines a \( \mathcal{H} \)-bundle map \( \varphi_0^* E \to \psi_0^* E \). The inverse \( \tau^{-1} \) provides an inverse to this \( \mathcal{H} \)-bundle map. \( \square \)

**Remark 2.5.7.** The above constructions work equally well for principal \( G \)-bundles; we will mainly consider vector \( G \)-bundles from now on.

Consider two vector \( G \)-bundles \( E, F \to \mathcal{G} \). As vector bundles over the manifold \( G_0 \), we can consider the Whitney sum \( E \oplus F \to G_0 \) and tensor product \( E \otimes F \to G_0 \). These are vector bundles with fibres of the form \( (E \oplus F)_x \cong E_x \oplus F_x \) and \( (E \otimes F)_x \cong E_x \otimes F_x \). The \( \mathcal{G} \)-actions on \( E \) and \( F \) lead to a \( \mathcal{G} \)-actions on the bundles \( E \oplus F \) and \( E \otimes F \), endowing them with a vector \( G \)-bundle structures. This is done in the obvious way: for a vector \( (v, w) \in E \oplus F \) and an arrow \( \gamma: \pi((v, w)) \to y \) in \( \mathcal{G} \), we define

\[
\gamma(v, w) := (\gamma v, \gamma w) \in (E \oplus F)_y.
\]

Since the actions of \( \mathcal{G} \) on \( E \) and \( F \) are smooth, this action is also smooth. We define the action of \( \mathcal{G} \) on \( E \otimes F \) analogously. Thus the operations \( \oplus \) and \( \otimes \) are...
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defined on the set of vector \(G\)-bundles. As one would expect, these operations behave well with respect to \(G\)-bundle isomorphism. To see this, let \(E', F' \to G\) be two more vector \(G\)-bundles, and suppose \(f: E \to E'\) and \(g: F \to F'\) are \(G\)-bundle isomorphisms. Then in particular \(f\) and \(g\) are isomorphisms of vector bundles over \(G_0\), and the map

\[ f \oplus g: E \oplus F \to E' \oplus F' \]

sending a vector \((v, w)\) to \((f(v), g(w))\) is a vector bundle isomorphism (see [3, §1.2]). Since \(G\) acts componentwise on sums and since \(f\) and \(g\) are \(G\)-maps, \(f \oplus g\) is also a \(G\)-map, and hence gives a \(G\)-bundle isomorphism \(E \oplus F \to E' \oplus F'\). Likewise, \(E \otimes F\) and \(E' \otimes F'\) are isomorphic as \(G\)-bundles. Therefore we can define the semiring \(\text{Vect}_F(G)\), whose elements are isomorphism classes of vector \(G\)-bundles over the field \(F\) (either \(\mathbb{R}\) or \(\mathbb{C}\)), with the operations \(\oplus\) and \(\otimes\)\(^{13}\). In Section 2.7 we will use this semiring (with \(F = \mathbb{C}\)) to construct the \(K\)-theory of the Lie groupoid \(G\).

If \(\varphi: \mathcal{H} \to G\) is a Lie groupoid homomorphism and if \(E, F \to G\) are two isomorphic \(G\)-bundles, then the pullbacks \(\varphi^*E\) and \(\varphi^*F\) are isomorphic (for the same reason as in the case of vector bundles over manifolds). In fact, if we view \(\varphi\) as a morphism in the quotient category \(\text{LGpoid}'\), Lemma 2.5.6 shows that \(\varphi^*E\) and \(\varphi^*F\) remain isomorphic. Hence a morphism \(\varphi: \mathcal{H} \to G\) in \(\text{LGpoid}'\) induces a map

\[ \varphi^*: \text{Vect}_F(G) \to \text{Vect}_F(\mathcal{H}). \]

This map is easily shown to be a semiring homomorphism. We are more interested in the situation in the category \(\text{LGpoid}'[\Sigma^{-1}]\); more precisely, we would like to pull back bundles by generalised maps. As such, let \(E \to G\) be a vector \(G\)-bundle, and suppose

\[ \mathcal{H} \xleftarrow{\varepsilon} \mathcal{K} \xrightarrow{\varphi} G \]  

(2.11)

is a generalised map. We can pull \(E\) back to a vector bundle \(\varphi^*E\) over \(\mathcal{K}\); to get a bundle over \(\mathcal{H}\), we must then push \(\varphi^*E\) forward by \(\varepsilon\). Here we encounter a problem: if \(\varepsilon\) is a weak equivalence with no further assumptions, then it is not at all obvious how to proceed. However, if \(\varepsilon\) is a strong equivalence, then there exists a weak inverse \(\varepsilon^{-1}\) to \(\varepsilon\) (unique up to natural isomorphism), and we can pull \(\varphi^*E\) back by \(\varepsilon^{-1}\) to get a bundle over \(\mathcal{H}\), which we denote \((\varepsilon, \varphi)^*E\). Of

\(^{13}\)We have only shown that these operations are well-defined. The other axioms, such as associativity and distributivity, have been neglected. The proof that the remaining axiom holds is identical to the proof in the case of vector bundles over topological spaces.
course, this bundle is only defined up to canonical isomorphism. Nevertheless we get a well-defined semiring homomorphism

\[(\varepsilon, \varphi)^*: \text{Vect}_F(G) \to \text{Vect}_F(H)\]

under the assumption that \(\varepsilon\) is a strong equivalence.

We must then show that this homomorphism is well-defined on equivalence classes of generalised maps. In attempting to prove this, we encounter another problem. We must show that if we have a vector bundle \(E \to G\) and a diagram in \(\text{LGpoid}'\) of the form

\[
\begin{array}{ccc}
K & \xrightarrow{\varepsilon} & G \\
\downarrow{\alpha} & & \downarrow{\beta} \\
H & \xleftarrow{\delta} & M
\end{array}
\]

such that \(\alpha\) is a weak equivalence, then \((\varepsilon, \varphi)^*E \cong (\alpha, \beta)^*E\). But without assuming that \(\alpha\) is a strong equivalence, this is meaningless. However, if \(\alpha\) is assumed to be a strong equivalence, then we can take a weak inverse \(\alpha^{-1}\) to \(\alpha\) and write

\[
(\varepsilon^{-1})^*\varphi^*E \cong (\alpha \circ \alpha^{-1})^*\varphi^*E \cong (\alpha^{-1})^*\alpha^*\varphi^*E \cong (\alpha^{-1})^*\beta^*E,
\]

so that \((\varepsilon, \varphi)^*E \cong (\alpha, \beta)^*E\). Hence we have a semiring homomorphism

\[\left[\varepsilon, \varphi\right]^*: \text{Vect}_F(G) \to \text{Vect}_F(H)\]

It follows that the isomorphism class of \(\text{Vect}_F(G)\) is a strong Morita invariant, in the sense that if \(G\) and \(H\) are strongly Morita equivalent, then \(\text{Vect}_F(G) \cong \text{Vect}_F(H)\)

If in the generalised maps above all groupoids are assumed to be étale, then we can avoid the issue of having to assume our weak equivalences are strong equivalences. Given a generalised map \((\varepsilon, \varphi)\) as in (2.11), since \(H\) and \(M\) are assumed to be étale, by Remark 2.4.5 we can replace \(\varepsilon\) with a strong Morita equivalence, resulting in a diagram

\[
\begin{array}{ccc}
\mathcal{H} & \xleftarrow{\varepsilon'} & \mathcal{K}' \\
\uparrow{\psi} & & \uparrow{\varphi} \\
\mathcal{K} & \xrightarrow{\varepsilon} & G
\end{array}
\]

in which \(\varepsilon'\) is a strong equivalence. Thus we are reduced to the case where we have a strong equivalence on the left, and we can define

\[(\varepsilon, \varphi)^*E := ((\varepsilon')^{-1})^*\psi^*\varphi^*E.
\]

However, this doesn’t solve the problem when only \(H\) and \(G\) are assumed to be étale, as is the case when we consider maps between orbifolds.
2.6 Associated $\mathcal{G}$-bundles and Hilsum-Skandalis morphisms

In the previous section, we showed that (isomorphism classes of) vector $\mathcal{G}$-bundles were invariant under strong Morita equivalence. To show this, we used the fact that bundles easily push forward under strong equivalences; it is not at all obvious that they can be pushed forward under weak equivalences. This prevents us from showing the Morita invariance of vector $\mathcal{G}$-bundles. In fact, this Morita invariance does hold, but it is not easily seen without an alternative characterisation of vector $\mathcal{G}$-bundles, and this alternative characterisation is not obvious without an alternative characterisation of generalised morphisms. The required characterisation is that of Hilsum-Skandalis (see [41, Chapter II] and [24]; we shall not state the definition, but will instead list one consequence of which we will make use.

**Proposition 2.6.1.** Let $H$ be a Lie group and $\mathcal{G}$ a Lie groupoid. Then the set of isomorphism classes of $H$-principal $\mathcal{G}$-bundles $P \to \mathcal{G}$ is in natural bijective correspondence with the set

$$\text{LGpoid}[^{\Sigma^{-1}}](\mathcal{G}, H)$$

of generalised morphisms from $\mathcal{G}$ to the Lie group $H$ (viewed as a groupoid with one object as in Example 2.1.3).

Using this fact, we can show that isomorphism classes of rank $n$ vector bundles over $\mathcal{G}$ are the same as generalised morphisms $\mathcal{G} \to GL(n, \mathbb{R})$. Once this has been shown, if $\mathcal{H}$ is Morita equivalent to $\mathcal{G}$, then $\mathcal{H}$ and $\mathcal{G}$ are isomorphic in $\text{LGpoid}[^{\Sigma^{-1}}]$ (by Proposition 2.3.5) and so the morphism sets

$$\text{LGpoid}[^{\Sigma^{-1}}](\mathcal{G}, GL(n, \mathbb{R})) \approx \text{LGpoid}[^{\Sigma^{-1}}](\mathcal{H}, GL(n, \mathbb{R}))$$

can be naturally identified. This identification can be shown to respect Whitney sums and tensor products, and so it will follow that the isomorphism class of the semiring $\text{Vect}_F(\mathcal{G})$ is Morita invariant.

To achieve this, we need to show that rank $n$ vector $\mathcal{G}$-bundles (up to isomorphism) are the same as $GL(n, \mathbb{R})$-principal $\mathcal{G}$-bundles. This is done by generalising the associated bundle construction to the case of Lie groupoids. Recall that to a $GL(n, \mathbb{R})$-principal bundle $\pi: P \to G_0$ over $G_0$ we can associate a vector bundle $V \to G_0$, with the same transition functions as $P$, by setting

$$V := GL(n, \mathbb{R}) \setminus (P \times \mathbb{R}^n),$$
where $A \in \text{GL}(n, \mathbb{R})$ acts on $P \times \mathbb{R}^n$ by

$$A(p, v) := (p \cdot A, A^{-1}v).$$

If $P$ is a $\mathcal{G}$-space, then we can make $V$ into a $\mathcal{G}$-space by setting

$$\gamma[p, v] = [\gamma p, v]$$

whenever $\gamma$ is an arrow in $\mathcal{G}$ with $s(\gamma) = \pi(p)$. Since the actions of $\text{GL}(n, \mathbb{R})$ and $\mathcal{G}$ on $P$ are compatible, this action is well-defined. Therefore the associated bundle construction carries over to the world of Lie groupoids, and as with the case of bundles over topological spaces, this shows that rank $n$ vector $\mathcal{G}$-bundles are given by $\text{GL}(n, \mathbb{R})$-principal $\mathcal{G}$-bundles (and conversely; all up to isomorphism of course). By the previous paragraph, we can conclude that the set of isomorphism classes of vector $\mathcal{G}$-bundles over a Lie groupoid is Morita invariant.

To convince the reader that the semiring $\text{Vect}_F(\mathcal{G})$ is Morita invariant, we provide a sketch of the characterisation of the Whitney sum in terms of $\text{GL}(n, \mathbb{R})$-principal $\mathcal{G}$-bundles. Suppose we have two generalised maps

$$\mathcal{G} \to \text{GL}(n, \mathbb{R}), \quad \mathcal{G} \to \text{GL}(m, \mathbb{R})$$

with the same mediating groupoid, i.e. a diagram of the form

$$\begin{array}{ccc}
\mathcal{G} & \xleftarrow{\varepsilon} & \mathcal{H} \\
\downarrow{\varphi} & & \downarrow{\psi} \\
\text{GL}(n, \mathbb{R}) & \xleftarrow{} & \text{GL}(m, \mathbb{R}).
\end{array}$$

Then we can construct a Lie groupoid homomorphism $\varphi \oplus \psi: \mathcal{H} \to \text{GL}(n + m, \mathbb{R})$ by sending each arrow $h \in H_1$ to the block matrix

$$\varphi_1(h) \oplus \psi_1(h) = \begin{bmatrix} \varphi_1(h) & 0 \\ 0 & \varphi_2(h) \end{bmatrix}.$$ 

This homomorphism corresponds to the construction of the Whitney sum of two vector bundles. Likewise we can construct a homomorphism $\varphi \otimes \psi: \mathcal{H} \to \text{GL}(nm, \mathbb{R})$ corresponding to the tensor product of vector bundles.\(^{14}\)

---

\(^{14}\)This is by no means a proof that $\text{Vect}_F(\mathcal{G})$ is Morita invariant as a semiring. Unfortunately time constraints have prevented the inclusion of such a proof.
Recall that the $K$-theory $K^0(M)$ of a compact manifold $M$ is defined to be the Grothendieck group of the commutative monoid $\text{Vect}_C(M)$ (see [3, Chapter II]), with a ring structure coming from the multiplicative structure on $\text{Vect}_C(M)$. Likewise we can define the $K$-theory of a compact Lie groupoid $G$: $\text{Vect}_C(G)$ is a commutative monoid (forgetting the multiplicative structure), and we define $K^0(G)$ to be the Grothendieck group of this monoid. The multiplication on $\text{Vect}_C(G)$ then induces a ring structure on $K^0(G)$. Of course, the ring $K^0(G)$ is only defined up to canonical isomorphism. Since the semiring $\text{Vect}_C(G)$ is Morita invariant, $K^0(G)$ is also Morita invariant. Also, each generalised map $(\varepsilon, \varphi): G \to H$ between two compact Lie groupoids induces a ring homomorphism $(\varepsilon, \varphi)^*: K^0(H) \to K^0(G)$ thanks to the universal property of the Grothendieck group.

If $G$ is a Lie groupoid (not necessarily compact), then we define a vector $G$-bundle with compact support to be a pair of $G$-bundles $E^0, E^1 \to G$ along with a bundle morphism $\sigma: E^0 \to E^1$ such that the set
\[ \{ x \in G_0 \mid \sigma_x: E^0_x \to E^1_x \text{ is not an isomorphism} \} \]
defines a compact set in $|G|$ [25, Definition 2.4]. The compactly supported $K$-theory ring $K^0_c(G)$ is then defined analogously to the $K$-theory ring in the compact case, and likewise every generalised map $(\varepsilon, \varphi): G \to H$ between two Lie groupoids induces a ring homomorphism $K^0_c(H) \to K^0_c(G)$. If $G$ is compact then $K^0_c(G)$ and $K^0(G)$ are isomorphic, so in general (i.e. when $G$ is not necessarily compact) we will write $K^0(G)$ instead of $K^0_c(G)$.

For a possibly non-compact Lie groupoid $G$, let $G \times \mathbb{R}^n$ denote the groupoid with $(G \times \mathbb{R}^n)_0 := G_0 \times \mathbb{R}^n$, $(G \times \mathbb{R}^n)_1 := G_1 \times \mathbb{R}^n$ and with source and target maps $(s, \text{id})$ and $(t, \text{id})$ respectively. The orbit space of $G \times \mathbb{R}^n$ is homeomorphic to $|G| \times \mathbb{R}^n$, so $G \times \mathbb{R}^n$ is not compact. There is an obvious Lie groupoid homomorphism $\iota: G \to G \times \mathbb{R}^n$: define
\[ \iota_0 := \text{id}_{G_0} \times c^0, \quad \iota_1 = \text{id}_{G_1} \times c^1 \]
where $c^0: G_0 \to \mathbb{R}^n$ (resp. $c^1: G_1 \to \mathbb{R}^n$) sends each point in $G_0$ (resp. $G_1$) to the origin $0 \in \mathbb{R}^n$. The homomorphism $\iota$ (or indeed any generalised map equivalent to $\iota$) induces a ring homomorphism
\[ \iota^*: K^0(G \times \mathbb{R}^n) \to K^0(G). \]
We define $K^{-n}(G) := \ker \iota^*$ for each natural number $n$. If $G$ and $H$ are Morita equivalent Lie groupoids, then $G \times \mathbb{R}^n$ and $H \times \mathbb{R}^n$ are Morita equivalent,\(^{15}\) so $K^{-n}(G)$ is Morita invariant for each $n$. Using the above definitions, we can define the rings $K^{-n}(X)$ for any orbifold $X$: we simply define $K^{-n}(X)$ to be $K^{-n}(G)$, where $G$ is a representing groupoid for $X$. Clearly any smooth map $f : X \to Y$ between two orbifolds induces a corresponding ring homomorphism $f^* : K^{-n}(Y) \to K^{-n}(X)$ in $K$-theory.

At this point in the development of topological $K$-theory we would prove the Bott periodicity theorem, implying that $K^{-n} \cong K^{-n-2}$ for each $n$, and thus prompting us to treat $K$-theory as a $\mathbb{Z}_2$-graded theory. However, the proof of Bott periodicity does not immediately generalise to the much wider scope of Lie groupoids. In fact, it does not even generalise immediately to arbitrary orbifolds, although when we restrict our attention to presentable orbifold groupoids Bott periodicity will hold automatically. We will leave this to Section 3.7.

Remark 2.7.1. Bott periodicity does hold for proper Lie groupoids. This can be proven by identifying the $K$-theory of $G$ with the $K$-theory of the reduced $C^*$-algebra $C^*_{\text{red}}(G)$ as in [11, Chapter 2] and using that Bott periodicity holds in this context [23].

\(^{15}\)To see this, one needs to show that if $\varepsilon : G \to H$ is a weak equivalence, then so is the homomorphism $(\varepsilon, \text{id}) : G \times \mathbb{R}^n \to H \times \mathbb{R}^n$, where $(\varepsilon, \text{id})_0 = (\varepsilon_0, \text{id}_{\mathbb{R}^n})$ and $(\varepsilon, \text{id})_1 = (\varepsilon_1, \text{id}_{\mathbb{R}^n})$. One can then construct a Morita equivalence between $G \times \mathbb{R}^n$ and $H \times \mathbb{R}^n$ by means of a Morita equivalence between $G$ and $H$. 
Chapter 3

Geometry and $K$-theory of orbifolds

In this chapter, we look at the differential geometry and ‘topological’ $K$-theory of orbifolds using the groupoid language developed in Chapter 2. From the viewpoint of differential geometry, orbifolds are not too different from manifolds: many geometric constructions on smooth manifolds can be generalised to orbifolds. That this generalisation is possible is a consequence of the existence of partitions of unity subordinate to open covers of orbifolds. As in the theory of smooth manifolds, this allows us to construct globally-defined objects from locally-defined objects. This result is proven in Section 3.2, and the following sections detail some of its consequences. In the first half of this chapter it becomes clear that the groupoid language does not tell us anything new about the differential geometry of orbifolds—this can be studied perfectly adequately using the language of orbifold atlases. However, we will see in the second half that the groupoid approach is very useful in studying the $K$-theory of presentable orbifolds. The inertia orbifold will be introduced in Section 3.8 (this is most easily done using groupoids) and then appear as the natural target for the ‘delocalised Chern character’. This generalises the usual Chern character for smooth manifolds, and defines an isomorphism between the $K$-theory of a presentable orbifold (modulo torsion) and the de Rham cohomology of the corresponding inertia orbifold. This isomorphism is the subject of Section 3.9.
3.1 Orbifold bundles revisited

**Definition 3.1.1.** Let $\mathcal{X}$ be an orbifold with groupoid representation $|\mathcal{G}| \to X$. A vector (resp. principal) bundle over $\mathcal{X}$ is given by a vector (resp. principal) $\mathcal{G}$-bundle $E \to \mathcal{G}$.

Sections of bundles over orbifolds are defined by sections of the corresponding $\mathcal{G}$-bundles.

**Remark 3.1.2.** With $\mathcal{X}$ and $E$ as in the above definition, if $|\mathcal{G}'| \to X$ is another orbifold presentation of $\mathcal{X}$ and $\mathcal{G} \xleftarrow{\varepsilon} \mathcal{M} \xrightarrow{\varphi} \mathcal{G}'$

is a Morita equivalence defining an equivalence of orbifold structures, then $(\varepsilon, \varphi)$ and $E$ induce a well-defined isomorphism class $(\varepsilon, \varphi)_*(E)$ of bundles over $\mathcal{G}'$. If $(\varepsilon, \varphi)$ is a strong Morita equivalence, then $(\varepsilon, \varphi)_*(E) := \varphi_* \varepsilon * E$ is well-defined up to canonical isomorphism (depending on the choice of weak inverse for $\varphi$ used to define $\varphi_*$ as in Section 2.5). Otherwise, we can use the techniques of Section 2.6 to define $(\varepsilon, \varphi)_* E$ as an isomorphism class of bundles. This shows that the notion of a bundle over an orbifold—as opposed to the notion of an isomorphism class of bundles—is not well-defined if we represent orbifolds with groupoids. This is an important flaw of the groupoid approach. To get around this, whenever we have to deal with an actual bundle rather than an isomorphism class, we will work with a specific groupoid representation and not consider equivalent presentations.

Many constructions in differential geometry—in particular, the notion of a connection on a vector bundle—rely on the existence of nonzero sections of such a vector bundle. Of course, a vector bundle on a manifold has plenty of nonzero sections,\(^1\) so we take this requirement for granted. For a vector bundle over a Lie groupoid this is no longer the case, so we are led to restrict the class of vector bundles under consideration. Recall that for an étale groupoid $\mathcal{G}$ and a point $x \in G_0$, there is a natural group homomorphism $\lambda_x : \mathcal{G}_x \to \text{Diff}(x, x)$ (see Remark 2.4.6). If $E \to \mathcal{G}$ is a vector $\mathcal{G}$-bundle, then the isotropy group $\mathcal{G}_x$ also acts on the fibre $E_x$, thus defining a group homomorphism $\rho_x : \mathcal{G}_x \to \text{End} E_x$.

**Definition 3.1.3.** The vector $\mathcal{G}$-bundle $E \to \mathcal{G}$ is called good if $\ker \lambda_x \subset \ker \rho_x$ for each $x \in G_0$. The $\mathcal{G}$-bundle $E$ is called bad if it is not good.

---

\(^1\)The reader is warned not to confuse ‘nonzero’ sections with ‘nonvanishing’ sections.
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For a good $\mathcal{G}$-bundle, if a loop $g: x \to x$ acts trivially about $x$ (as a local diffeomorphism), then it acts trivially on the fibre $E_x$. Note that if the étale groupoid $\mathcal{G}$ is effective, then every vector bundle over $\mathcal{G}$ is automatically good, since in this case $\ker \lambda_x = \{\text{id}_x\}$ for all $x$.

Example 3.1.4. (A bad bundle over an ineffective orbifold.) Let $\mathbb{Z}_2$ act trivially on an arbitrary smooth manifold $M$, and let $\mathfrak{X}$ denote the corresponding ineffective orbifold (with representing groupoid $\mathbb{Z}_2 \ltimes M$). Let $\mathbb{Z}_2$ act on the trivial bundle $M \times \mathbb{R}$ by

$$\bar{1}(x, v) := (x, -v)$$

where $\bar{1}$ denotes the non-identity element of the additive group $\mathbb{Z}_2$. Equipped with this $\mathbb{Z}_2$-action, $M \times \mathbb{R}$ is an bad orbifold vector bundle over $\mathfrak{X}$. Now suppose $\sigma$ is a section of this bundle over $\mathfrak{X}$. For all $x \in M = |\mathfrak{X}|$, we must have

$$\sigma(x) = \sigma(\bar{1}x) = \bar{1}\sigma(x) = -\sigma(x),$$

from which it follows that the only section of $M \times \mathbb{R}$ over $\mathfrak{X}$ is the zero section.

We refer to a vector bundle over an orbifold $\mathfrak{X}$, given by a vector $\mathcal{G}$-bundle $E$ over a representing groupoid $\mathcal{G}$, as **good** or **bad** if $E$ is good or bad respectively.

Étale groupoids share some of the geometric properties of smooth manifolds. In particular, the notion of tangent bundle carries over to étale groupoids. Given an étale groupoid $\mathcal{G}$, we can consider the tangent bundle $T\mathcal{G}_0$ as a $\mathcal{G}$-space in the following way. Let $\gamma: x \to y$ be an arrow in $\mathcal{G}$. Then $\gamma$ determines the germ of a local diffeomorphism from $x$ to $y$; the differential of such a germ\(^{2}\) gives an isomorphism of tangent spaces $T_x\mathcal{G}_0 \to T_y\mathcal{G}_0$. Thus the action of $\mathcal{G}$ on $G_0$ lifts to an action upon $T\mathcal{G}_0$, making $T\mathcal{G}_0$ into a $\mathcal{G}$-space. We denote the resulting vector $\mathcal{G}$-bundle by $T\mathcal{G}$; this is a good bundle. For an orbifold $\mathfrak{X}$ with representing groupoid $\mathcal{G}$, we define the tangent bundle $T\mathfrak{X}$ to be the vector bundle over $\mathfrak{X}$ given by $T\mathcal{G}$. When $\mathcal{G}$ is an orbifold atlas groupoid, this bundle coincides with the tangent bundle constructed in Section 1.4.1.

A local diffeomorphism as above induces maps not only between tangent spaces $T_xG_0 \to T_yG_0$, but also between all tensor bundles $(T_x^r)_xG_0 \to (T_y^r)_yG_0$ (see [31, Example 5.4] and Section 1.4); thus to an étale groupoid $\mathcal{G}$ we can associate tensor bundles $T^r_\mathcal{G}\mathcal{G}$. Likewise we can define symmetric bundles $S^rT\mathcal{G}$ and

\(^{2}\)To define the differential of the germ of a local diffeomorphism, simply observe that a representative $f: U \to V$ of such a germ induces a diffeomorphism $Df: T_xG_0 \to T_yG_0$, and that this map is independent of our choice of representative by the definition of a germ.
exterior bundles $\wedge^r T\mathcal{G}$. As with the tangent bundle, these are all good bundles. In particular, we can construct the exterior powers $\wedge^r T^*\mathcal{G}$ of the cotangent bundle of $\mathcal{G}$, which allow us to consider differential forms on the étale groupoid $\mathcal{G}$. When $\mathcal{G}$ is a representing groupoid for an orbifold $\mathfrak{X}$, we obtain the corresponding notions for orbifolds.

3.2 Partitions of unity

The existence of partitions of unity (see [34, §II.3]) on a smooth manifold $M$ allows us to extend local constructions—such as Riemannian metrics, and connections on bundles—to global constructions. They are also crucial in proving the exactness of the generalised Mayer-Vietoris sequence [6, Proposition 8.5], from which follows the Čech-de Rham isomorphism [6, Theorem 8.9]. The same is true for orbifolds: partitions of unity exist, they can be used to prove the existence of Riemannian metrics on orbifolds and connections on bundles, and from their existence follows a Čech-de Rham type isomorphism for orbifold de Rham cohomology. We will define these concepts and prove the aforementioned results in the following sections.

Definition 3.2.1. Let $\mathfrak{X}$ be an orbifold, and let $\mathcal{U} = \{U_\alpha\}_{\alpha \in A}$ be an open cover of $\mathfrak{X} = |\mathfrak{X}|$. A partition of unity subordinate to the cover $\mathcal{U}$ is given by a locally finite refinement $\{V_\beta\}_{\beta \in B} \to \mathcal{U}$ along with a collection of smooth non-negative functions $\{\rho_\beta\}_{\beta \in B} \subset C^\infty(\mathfrak{X})$ such that

(a) for each $\beta$, supp $\rho_\beta$ is compact and contained in $V_\beta$, and

(b) for each $x \in \mathfrak{X}$,

$$\sum_\beta \rho_\beta(x) = 1.$$

Of course, to speak of smooth functions in a truly well-defined way we must choose a groupoid representation of $\mathfrak{X}$. There is no harm in doing this.

Theorem 3.2.2. Let $\mathfrak{X}$ be an orbifold with groupoid representation $|\mathcal{G}| \to \mathfrak{X}$, and let $\mathcal{U}$ be an open cover of $\mathfrak{X}$ as in Definition 3.2.1. Then there exists a partition of unity subordinate to $\mathcal{U}$.

Proof. Use paracompactness of $\mathfrak{X}$ and Theorem 2.4.11 to find a locally finite refinement $\lambda: \{U_\alpha\}_{\alpha \in A} \to \mathcal{U}$ of $\mathcal{U}$, with $U_\alpha = \pi(\tilde{U}_\alpha)$ where $\{\tilde{U}_\alpha\}_{\alpha \in A}$ is a refinement
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of the cover $\pi^{-1}\mathcal{U}$ of $G_0$ such that for each $\alpha$,

$$\mathcal{G}|_{\tilde{\mathcal{U}}_\alpha} \cong \mathcal{G}_{x(\alpha)} \times \tilde{U}_\alpha$$

(3.1)

for some $x(\alpha) \in U_\alpha$ (here $\pi$ denotes the map $\mathcal{G} \to |\mathcal{G}| \to X$). We can also find for each $\alpha$ a relatively compact set $W_\alpha$ with

$$\overline{W_\alpha} \subset \tilde{U}_\alpha \quad (\overline{W_\alpha} := \pi^{-1}(W_\alpha))$$

such that $\{W_\alpha\}_{\alpha \in A}$ is a locally finite refinement of $\mathcal{U}$ (see [34, Propositions II.3.1 and II.3.2]).

For each $\alpha$, choose a compactly supported non-negative smooth function $\psi_\alpha \in C^\infty(G_0)$ such that

$$\psi_\alpha \equiv 1 \text{ on } \overline{W_\alpha}, \quad \psi_\alpha \equiv 0 \text{ on } \overline{U_\alpha}^c.$$  

Now define functions $\psi^*_\alpha \in C^\infty(G_0)$ by

$$\psi^*_\alpha(y) := \begin{cases} 0 & y \notin \tilde{U}_\alpha, \\ \frac{1}{|\mathcal{G}_{x(\alpha)}|} \sum_{\gamma} \psi_\alpha(\gamma y) & x \in \tilde{U}_\alpha, \end{cases}$$

where the sum is over all $\gamma \in G_1$ such that $s(\gamma) = y$ and $t(\gamma) \in \tilde{U}_\alpha$. Since $\tilde{U}_\alpha = \pi^{-1}(U_\alpha)$, if $\gamma$ is in $G_1$, then the source and target of $\gamma$ are either both in $\tilde{U}_\alpha$ or both not in $U_\alpha$. Furthermore, by the isomorphism (3.1), this sum is identified with the average

$$\frac{1}{|\mathcal{G}_{x(\alpha)}|} \sum_{\gamma \in \mathcal{G}_{x(\alpha)}} \psi_\alpha(\gamma y)$$

over the group $\mathcal{G}_{x(\alpha)}$. It follows that $\psi^*_\alpha$ is a well-defined smooth function in $C^\infty(\mathcal{G})$, and thus defines a smooth function on $\mathfrak{X}$.

Finally, as with the usual construction of a partition of unity on a manifold, for each $\alpha$ define

$$\rho_\alpha := \frac{\psi^*_\alpha}{\sum_\eta \psi^*_\eta}.$$  

It is now easy to check that this collection of functions defines a partition of unity subordinate to $\mathcal{U}$.

The above proof is adapted from [10, Proposition 1.2]. Observe that this is essentially an ‘orbifold atlas’ proof translated into groupoid language via Theorem 2.4.11; properties of groupoids were not used in any profound way.


3.3 Differential forms and de Rham cohomology

Definition 3.3.1. A differential $n$-form $\omega$ on an étale groupoid $G$ is a section of the $n^{th}$ exterior power of the cotangent $G$-bundle

$$\omega \in \Gamma (G, \wedge^n T^* G).$$

Equivalently, a differential $n$-form on $G$ is given by a differential $n$-form $\omega$ on $G_0$ such that for all arrows $\gamma: x \to y$ in $G$,

$$\omega(y) = \gamma \cdot \omega(x).$$

A differential form on an orbifold $X$ is defined as a section of an exterior power of the cotangent bundle $T^* X$, or equivalently as a differential form on a representing groupoid $G$. As with any concept involving sections of vector bundles, the concept of a differential form on an orbifold $X$ is somewhat hazy without considering a particular groupoid representation of $X$. The space of differential $n$-forms over a groupoid $G$ (resp. an orbifold $X$) is denoted by $\Omega^n(G)$ (resp. $\Omega^n(X)$).

Proposition 3.3.2. Let $G$ be an étale groupoid, and suppose $\omega \in \Omega^n(G_0)$ is a $G$-equivariant $n$-form on $G_0$. Then $d\omega \in \Omega^{n+1}(G_0)$ is also $G$-equivariant.

Proof. Suppose $\gamma: x \to y$ is an arrow in $G$. Then $\gamma$ extends to a local diffeomorphism $\tilde{\gamma}: U_x \to U_y$ between neighbourhoods of $x$ and $y$. Using $D\tilde{\gamma}$ to denote the action of $G$ on $\wedge^n T^* G_0$, $G$-equivariance of $\omega$ on the aforementioned neighbourhoods can be expressed by the commutative diagram

$$U_x \xrightarrow{\gamma} U_y \xrightarrow{\omega} \wedge^n T^* U_x \xrightarrow{D\tilde{\gamma}} \wedge^n T^* U_y.$$  

By naturality of the exterior derivative, this extends to a commutative diagram

$$U_x \xrightarrow{\gamma} U_y \xrightarrow{\omega} \wedge^n T^* U_x \xrightarrow{d} \wedge^n T^* U_y$$

$$\xrightarrow{D\tilde{\gamma}} \xrightarrow{d} \wedge^{n+1} T^* U_x \xrightarrow{D\tilde{\gamma}} \wedge^{n+1} T^* U_y$$

which expresses the local $G$-equivariance of $d\omega$. This implies global $G$-equivariance as desired.  

$\square$
Corollary 3.3.3. The exterior derivative is defined on $\Omega^\bullet(G) := \oplus_{n \geq 0} \Omega^n(G)$.

Likewise the wedge product $\wedge$ is defined on $\Omega^\bullet(G)$. Thus we are able to define the de Rham complex $(\Omega^\bullet(G), d)$ and cohomology rings $H^\bullet_{\text{dR}}(G)$ of an étale groupoid, as well as the corresponding complex $(\Omega^\bullet(X), d)$ and cohomology rings $H^\bullet_{\text{dR}}(X)$ of an orbifold. However, $H^\bullet_{\text{dR}}(X)$ is not a very strong ‘orbifold invariant’, as expressed by the following theorem.

Theorem 3.3.4. ($\check{\text{Čech-de Rham-Satake}}$) Let $X$ be a presentable orbifold. Then the de Rham cohomology ring of $X$ is isomorphic to the singular cohomology ring of $|X|$ with real coefficients:

$$H^\bullet_{\text{dR}}(X) \cong H^\bullet(|X|; \mathbb{R}). \quad (3.2)$$

To prove that there is a group isomorphism of the form (3.2) we shall consider the sheaf of locally-defined differential forms over an orbifold $X$.

Proposition 3.3.5. The correspondence $\Omega^p$ above defines a fine sheaf of Abelian groups on $X$.

Proof. The correspondence is well-defined—the restriction of an orbifold groupoid $G$ to an open set is étale by Theorem 2.4.11, so we can speak of differential forms over restrictions. For two open sets $U \subset W \subset X$, we define the restriction map $r^W_U : \Omega^p(W) \rightarrow \Omega^p(U)$ to be the usual restriction of differential forms

$$\tilde{W} := (f \circ \pi)^{-1}(W)$$

writing $\tilde{W} := (f \circ \pi)^{-1}(W)$ and $\tilde{U} := (f \circ \pi)^{-1}(U)$. If $\omega$ is in $\Omega^p(W)$, then $\omega$ can be viewed as a $G|_{\tilde{W}}$-equivariant differential form on $\tilde{W}$. Since the arrows of $G|_{\tilde{U}}$ are contained in $G|_{\tilde{W}}$, the restriction of $\omega$ to $\tilde{U}$ is $G|_{\tilde{U}}$-equivariant, so these restriction maps are well-defined. It follows immediately that if $U \subset V \subset W \subset X$, then $r^V_U \circ r^W_V = r^W_U$. Thus $\Omega^p$ is a presheaf.

The two sheaf axioms [52, Definition 1.2] follow easily. To see this, let $\{U_i\}$ be an open cover of a subset $U \subset X$. If $\omega, \eta \in \Omega^p(U)$ agree when restricted to

---

3For a nice exposition of sheaf theory, see [52, Chapter II].
any $U_i$, then they must be equal as differential forms on $G_0$, hence they are equal in $\Omega^p(U)$, proving the first axiom. As for the second axiom, if we have a form $\omega_i \in \Omega^p(U_i)$ for each $i$ and if for every nonempty intersection $U_i \cap U_j$ we have that

$$r^{U_i}_{U_i \cap U_j}(\omega_i) = r^{U_j}_{U_i \cap U_j}(\omega_j),$$

then as differential forms on $G_0$ the $\omega_i$ ‘patch together’ to define a form

$$\omega \in \Omega^p(\tilde{U}) \quad (\tilde{U} := (\varphi \circ \pi)^{-1}(U)).$$

It remains to show that $\omega$ is $\mathcal{G}|_{\tilde{U}}$-equivariant. Suppose $\gamma: x \to y$ is an arrow in $\mathcal{G}|_{\tilde{U}}$. Then $f \circ \pi(x) = f \circ \pi(y)$, and there is some $U_i$ containing this point. Since $\gamma$ is an arrow in $\mathcal{G}|_{\tilde{U}_i}$, the form $\omega_i$ is $\gamma$-equivariant, and so

$$\omega(x) = \omega_i(x) = \omega_i(y) = \omega(y).$$

This shows that $\Omega^p$ is a sheaf.

Finally, to show that $\Omega^p$ is fine, we simply mimic the proof that the sheaf of differential $p$-forms on a manifold is fine, using the existence of partitions of unity (Theorem 3.2.2). Given a locally finite open cover $\{V_\alpha\}$ of $X$, take a partition of unity $\{\rho_\alpha\}$ subordinate to this cover and define sheaf homomorphisms $\eta_\alpha: \Omega^p \to \Omega^p$ by sending a form $\omega \in \Omega^p(U)$ to the form

$$x \mapsto \eta_\alpha(x)\omega(x) \in \Omega^p(U).$$

Consider now the exact sheaf sequence

$$0 \to \Omega^0 \xrightarrow{d} \Omega^1 \xrightarrow{d} \cdots \to \Omega^p \xrightarrow{d} \cdots .$$

The kernel of $d: \Omega^0 \to \Omega^1$ is precisely the sheaf $\mathbb{R}$ of constant functions $X \to \mathbb{R}$.\footnote{Viewing a form $\omega \in \Omega^0(U)$ as a $\mathcal{G}|_{\tilde{U}}$-equivariant 0-form (i.e. a $\mathcal{G}|_{\tilde{U}}$-equivariant function) on $\tilde{U}$, we have that $d\omega = 0$ if and only if $\omega$ is constant. Constant functions on $\tilde{U}$ are automatically $\mathcal{G}|_{\tilde{U}}$-equivariant and obviously are no different to constant functions on $U$.}

Since the sheaves $\Omega^p$ are fine, we have a fine resolution

$$0 \to \mathbb{R} \to \Omega^* .$$

The abstract de Rham theorem [52, Theorem 3.13] hence provides an isomorphism

$$H_{\text{dR}}^*(X) \cong H_c^*(X; \mathbb{R}).$$
of the de Rham cohomology groups of $X$ with the Čech cohomology groups of $X$ with coefficients in $\mathbb{R}$. If $X$ has the homotopy type of a CW-complex, then we have a natural isomorphism

$$H^*_\mathcal{C}(X; \mathbb{R}) \cong H^*(X; \mathbb{R})$$

between Čech and singular cohomology [6, Theorem 15.8]. This yields a group isomorphism of the form (3.2) whenever $X$ has the homotopy type of a CW-complex. In particular, if $X$ is presentable, then $X$ is homeomorphic to $G \setminus M$ for a smooth almost-free action of a compact Lie group $G$ on a smooth manifold $M$, and such orbit spaces have canonical CW-complex structures (see [36, Proposition 1.6] and [26, Corollary 7.2]). To prove that (3.2) is a ring isomorphism, one must use the ‘double complex’ approach (see [6, Theorem 14.28]) rather than the sheaf-theoretic approach. We will not prove this here, as the proof would take us too far off track.

Remark 3.3.6. The proof of the group isomorphism (3.2) given here is a modernised version of that sketched (or at least indicated) by Satake for effective orbifolds in [45, Theorem 1].

Remark 3.3.7. As usual, we can define differential $n$-forms with complex coefficients as sections of the bundle $\wedge^n T^*X \otimes \mathbb{C}$. All the results presented above then carry over to complex coefficients. In particular, the Čech-de Rham-Satake theorem then states that

$$H^*_{\text{dR}}(X; \mathbb{C}) \cong H^*(|X|; \mathbb{C})$$

for a presentable orbifold $X$. We can also define compactly supported de Rham cohomology, where the support of a differential form $\omega \in \Omega^n(X)$ is defined to be the closure of the set

$$\pi(\{x \in G_0 : \omega(x) \neq 0\}) \subset |G|$$

where $\pi : G_0 \to |G|$ is the quotient map. The Čech-de Rham-Satake theorem holds for compactly supported cohomology (replacing simplicial cohomology with compactly supported simplicial cohomology). Consequently we have a covariant Mayer-Vietoris sequence: if $X$ is a presentable orbifold with underlying space $X$, and if $\{U, V\}$ is an open cover of $X$, then there is an exact sequence

$$\cdots \to H^p_{\text{dR}}(X|_{U \cap V}) \to H^p_{\text{dR}}(X|_U) \oplus H^p_{\text{dR}}(X|_V) \to H^p_{\text{dR}}(X) \to H^{p+1}_{\text{dR}}(X|_{U \cap V}) \to \cdots$$

\footnote{Singular cohomology in [6] has coefficients in $\mathbb{Z}$; we obtain our isomorphism by replacing $\mathbb{Z}$ with $\mathbb{R}$ throughout, or alternatively by the universal coefficient theorem [6, Theorem 15.14].}
given by the corresponding covariant Mayer-Vietoris exact sequence in compactly supported simplicial cohomology.

### 3.4 Riemannian metrics

**Definition 3.4.1.** A Riemannian metric on an étale groupoid $\mathcal{G}$ is a positive-definite section 

$$g \in \Gamma(\mathcal{G}, \Sigma^2 T^* \mathcal{G})$$

of the 2nd symmetric power of the cotangent bundle of $\mathcal{G}$. Equivalently, a Riemannian metric on $\mathcal{G}$ is given by a Riemannian metric on the smooth manifold $G_0$ which is $\mathcal{G}$-invariant in the sense that if $\gamma : x \to y$ is an arrow in $\mathcal{G}$, then

$$g_y(\gamma v, \gamma w) = g_x(v, w) \quad (v, w \in T_x G_0),$$

recalling that $TG_0$ is naturally a $\mathcal{G}$-space.

For two vector fields $\xi, \nu \in \Gamma(\mathcal{G}, T\mathcal{G})$ on an étale groupoid equipped with a Riemannian metric $g$, we let $\langle \xi, \nu \rangle \in C^\infty(\mathcal{G})$ denote the smooth function

$$x \mapsto g_x(\xi_x, \nu_x).$$

As with differential forms, a Riemannian metric on an orbifold $\mathfrak{X}$ is defined to be a Riemannian metric on a representing groupoid $\mathcal{G}$.

**Theorem 3.4.2.** Let $\mathfrak{X}$ be an orbifold with groupoid representation $|\mathcal{G}| \to X$. Then there exists a Riemannian metric on $\mathfrak{X}$.

**Proof.** Using paracompactness of $X$ and Theorem 2.4.11, take a locally finite open cover $\{U_\alpha\}_{\alpha \in \mathcal{A}}$ of $X$ such that for each $\alpha$

$$\mathcal{G}|_{\tilde{U}_\alpha} \cong \mathcal{G}_{x(\alpha)} \ltimes \tilde{U}_\alpha$$

using the notation from the proof of Theorem 3.2.2. On each $\tilde{U}_\alpha$ there exists a $\mathcal{G}|_{\tilde{U}_\alpha}$-invariant Riemannian metric $\tilde{g}_\alpha$. To see this, for a fixed $\alpha$ take any Riemannian metric $g_\alpha$ on $\tilde{U}_\alpha$ and define for $y \in \tilde{U}_\alpha$ and $v, w \in T_y \tilde{U}_\alpha$

$$\tilde{g}_\alpha(v, w) := \frac{1}{|\mathcal{G}_{x(\alpha)}|} \sum_{\gamma \in \mathcal{G}_{x(\alpha)}} g_\alpha(\gamma v, \gamma w).$$

Just as in Theorem 3.2.2, this averaging procedure defines a $\mathcal{G}|_{\tilde{U}_\alpha}$-invariant Riemannian metric on $\tilde{U}_\alpha$. 
Now we can use a partition of unity to piece together these locally-defined metrics in order to obtain a globally-defined one. Let \( \{ \rho_\alpha \} \) be a partition of unity subordinate to the cover \( \{ U_\alpha \} \), and define

\[
g_x := \sum_\alpha \rho_\alpha(x) \tilde{g}_\alpha.
\]

Exactly as in the smooth manifold case (see [31, Proposition III.1.4]), this defines a Riemannian metric on the orbifold \( \mathcal{X} \).

**Remark 3.4.3.** By generalising the definition of a Riemannian metric, we can consider metrics on any vector bundle (real or complex\(^6\)) over a groupoid \( \mathcal{G} \). The proof of Theorem 3.4.2 carries over to this more general context, telling us that there exist metrics on any vector bundle over an orbifold.

### 3.5 Connections and curvature

**Definition 3.5.1.** Let \( E \) be a vector bundle over an étale groupoid \( \mathcal{G} \). A connection on \( E \) is an \( \mathbb{R} \)-linear\(^7\) map

\[
\nabla : \Gamma(\mathcal{G}, E) \to \Omega^1(\mathcal{G}, E) := \Gamma(\mathcal{G}, \wedge^1 T^* M \otimes E)
\]

such that the Leibniz rule

\[
\nabla(\varphi \xi) = d\varphi \otimes \xi + \varphi \nabla \xi \tag{3.3}
\]

holds for all functions \( \varphi \in C^\infty(\mathcal{G}) \) and sections \( \xi \in \Gamma(\mathcal{G}, E) \). Given such a connection \( \nabla \) and a vector field \( \eta \in \Gamma(\mathcal{G}, TG) \), we define

\[
\nabla_\eta : \Gamma(\mathcal{G}, E) \to \Gamma(\mathcal{G}, E)
\]

to be the operator \( \iota(X)\nabla \), where \( \iota(\eta) : \Omega^1(\mathcal{G}, E) \to \Gamma(\mathcal{G}, E) \) is contraction by \( \eta \).\(^8\)

Connections on orbifold bundles are defined in the now-apparent way.

**Example 3.5.2.** (Levi-Civita connection.) Let \( \mathcal{X} \) be an orbifold with representing groupoid \( \mathcal{G} \) and with a Riemannian metric \( g \) defined on \( TG \). Then, in

---

\(^6\)By a metric over a complex vector bundle we mean a Hermitian metric.

\(^7\)Recall our convention of assuming all vector bundles are real vector bundles unless otherwise stated.

\(^8\)See [5, Definitions 1.6 and 1.14]
particular, $G_0$ is a Riemannian manifold, and so we have the Levi-Civita connection $\nabla^{\text{LC}}$ defined on the tangent bundle $TG_0$. This is the unique connection on $TG_0$ such that

$$d\langle \xi, \eta \rangle = \langle \nabla^{\text{LC}}_\xi \eta, \eta \rangle + \langle \xi, \nabla^{\text{LC}}_\eta \eta \rangle$$

and

$$[\xi, \eta] = \nabla^{\text{LC}}_\xi \eta - \nabla^{\text{LC}}_\eta \xi$$

for all vector fields $\xi, \eta \in \Gamma(G_0, TG_0)$. Recall once more the action of an arrow $\gamma : x \to y$ in $\mathcal{G}$ as a local diffeomorphism from $x$ to $y$. By the definition of a Riemannian metric on an étale groupoid, $\gamma$ in fact acts as a local isometry. Since the Levi-Civita connection is determined by local properties of the metric on $G_0$, it follows that $\nabla^{\text{LC}}$ is $\mathcal{G}$-invariant. Therefore $\nabla^{\text{LC}}$ defines a connection on $TG$, and in particular on $T\mathcal{X}$.

Every vector bundle over a smooth manifold admits a connection; the proof (see [42, Proposition 3.3.4]) is a standard partition of unity argument. The same is true for vector bundles over orbifolds.

**Proposition 3.5.3.** Let $\mathcal{X}$ be an orbifold with groupoid representation $|\mathcal{G}| \to X$, and suppose $E \to \mathcal{G}$ is a $\mathcal{G}$-vector bundle. Then there exists a connection on $E$.

**Proof.** As usual, take a locally finite open cover $\{U_\alpha\}$ of $X$ with

$$\mathcal{G}|_{\tilde{U}_\alpha} \cong \mathcal{G}_{x(\alpha)} \ltimes \tilde{U}_\alpha,$$

again using notation from the proof of Theorem 3.2.2, and take a partition of unity $\{\rho_\alpha\}$ subordinate to this cover. Over each $\tilde{U}_\alpha$, the vector $\mathcal{G}$-bundle $E$ takes the form of a $\mathcal{G}_{x(\alpha)}$-equivariant vector bundle over $\tilde{U}_\alpha$. Fixing $\alpha$, let $\nabla_\alpha$ be any connection on $E_\alpha$, and define a new $\mathcal{G}_{x(\alpha)}$-equivariant connection $\tilde{\nabla}_\alpha$ on $E_\alpha$ by

$$\tilde{\nabla}_\alpha(\xi) := \frac{1}{|\mathcal{G}_{x(\alpha)}|} \sum_{\gamma \in \mathcal{G}_{x(\alpha)}} \nabla_\alpha(\gamma \xi) \quad (\xi \in \Gamma(\tilde{U}_\alpha, E_\alpha)),$$

where $\gamma \in \mathcal{G}_{x(\alpha)}$ acts on $\Gamma(\tilde{U}_\alpha, E_\alpha)$ by

$$\gamma \xi(x) = \gamma(\xi(\gamma^{-1}x)) \quad (x \in \tilde{U}_\alpha).$$

It is straightforward to check that $\tilde{\nabla}_\alpha$ defines a connection on the vector $\mathcal{G}|_{\tilde{U}_\alpha}$-bundle $E_\alpha$ (noting that the Leibniz rule (3.3) only holds for $\mathcal{G}|_{\tilde{U}_\alpha}$-equivariant sections).
3.5. CONNECTIONS AND CURVATURE

Now define a connection $\nabla$ on the $\mathcal{G}$-bundle $E$ by

$$\nabla(\xi) := \sum_{\alpha} \rho_{\alpha} \tilde{\nabla}_{\alpha}(\xi|_{\tilde{U}_\alpha}) \quad (\xi \in \Gamma(\mathcal{G}, E)).$$

As a locally finite sum of smooth sections, $\nabla(\xi)$ is a well-defined smooth section of $E$ over $G_0$, whose $\mathcal{G}$-invariance follows immediately. Since the $\tilde{\nabla}_{\alpha}$ are connections in the local $\mathcal{G}|_{\tilde{U}_\alpha}$-bundles $E_\alpha$, it follows that $\nabla$ is a connection. \hfill $\square$

Exactly as in the smooth manifold case, we get the following corollary.

**Corollary 3.5.4.** The set of connections on a vector bundle $E$ over an orbifold $\mathfrak{X}$ is a non-empty affine space modelled on the space $\Omega^1(\text{End}(E))$ of $\text{End}(E)$-valued 1-forms.

**Remark 3.5.5.** Our proof of Proposition 3.5.3 is essentially the same as that given in [9, Lemma 4.3.2]. However, the proof is much simpler when presented in the language of groupoids.

**Remark 3.5.6.** Although we did not restrict the definition of a connection to good vector bundles, the concept is not particularly useful for bad vector bundles—as shown in Example 3.1.4—without modification (such a modification is given in [47], with application to Chern-Weil theory).

**Remark 3.5.7.** One should ask whether or not connections exist on (vector or principal) bundles over non-orbifold étale groupoids. It turns out that not all principal bundles over such groupoids admit connections. This is explored in [35, §3.3] (a specific counterexample is given in Example 3.12).

Let $E \to M$ be a vector bundle over a smooth bundle, and suppose $\nabla$ is a connection on $E$. Recall that the curvature of $\nabla$ is an $\text{End}(E)$-valued 2-form

$$F_{\nabla} \in \Omega^2(\text{End}(E))$$

defined by

$$F_{\nabla}(\xi, \eta) := [\nabla_\xi, \nabla_\eta] - \nabla_{[\xi, \eta]} \quad (3.4)$$

for vector fields $\xi, \eta \in \Gamma(M, TM)$ [5, §1.1]. By using (3.4) we can define the curvature of a connection on a $\mathcal{G}$-bundle $E \to \mathcal{G}$ over an étale groupoid, provided that the Lie bracket of two $\mathcal{G}$-equivariant vector fields is itself $\mathcal{G}$-equivariant. We shall show that this is the case. Let $\xi, \eta \in \Gamma(G_0, TG_0)$ be two $\mathcal{G}$-equivariant vector fields, and write the Lie bracket as

$$[\xi, \eta] = \left. \frac{d}{dt} \right|_{t=0} \varphi_t \eta,$$
where \(\{\varphi_t\}\) is the family of diffeomorphisms of \(G_0\) given by the flow of \(\xi\). To show that \([\xi, \eta]\) is \(G\)-equivariant, it thus suffices to show for any arrow \(\gamma: x \to y\) in \(G\) that
\[
\varphi_t(y) = \tilde{\gamma} \cdot \varphi_t(x)
\]
for sufficiently small \(t > 0\), where \(\tilde{\gamma}\) denotes the action of \(\gamma\) as a local diffeomorphism from \(x\) to \(y\). But since \(\tilde{\gamma}\) is a local diffeomorphism and \(D\tilde{\gamma}(\xi_x) = \xi_y\) (as \(\xi\) is a \(G\)-equivariant vector field), the equality (3.5) holds for small \(t\). Therefore equation (3.4) can be used to define the curvature of a connection \(\nabla\) on a vector \(G\)-bundle \(E\).

### 3.6 Chern-Weil theory

Let \(E \to M\) be a vector bundle of rank \(r\) over the field \(\mathbb{F}\) (here \(\mathbb{F}\) is either \(\mathbb{R}\) or \(\mathbb{C}\)) over a smooth manifold \(M\), and suppose \(\nabla\) is a connection on \(E\). The Chern-Weil construction (see [52, §III.3]) associates to each invariant \(k\)-linear form \(\varphi \in I_k(M_{r \times r}(\mathbb{F}))\) a differential \(2k\)-form \(\varphi(\nabla) \in \Omega^{2k}(M; \mathbb{F})\) with coefficients in \(\mathbb{F}\), defined geometrically in terms of the curvature \(F_\nabla\) of the connection \(\nabla\). It turns out that the \(2k\)-form \(\varphi(\nabla)\) is closed, and hence defines a de Rham cohomology class \([\varphi(\nabla)] \in H_{dR}^{2k}(M; \mathbb{F})\); the miracle of Chern-Weil theory is that this class does not depend on the connection \(\nabla\).\(^{10}\) Given that there exists a connection on \(E\), we can hence view this construction as a way to coax topologically meaningful data (i.e. cohomology classes) out of vector bundles by means of invariant \(k\)-linear forms. Since giving an invariant \(k\)-linear form \(\varphi\) on \(M_{r \times r}(\mathbb{F})\) is equivalent to giving an invariant map \(\varphi: M_{r \times r}(\mathbb{F}) \to \mathbb{F}\) such that \(\varphi(A)\) is a degree \(k\) homogeneous polynomial in the entries of \(A\), we usually consider the Chern-Weil construction as sending these ‘invariant polynomials’ to cohomology classes.

**Example 3.6.1. (Chern classes.)** [52, Example III.3.1, Definition 3.4] Let \(E \to M\) be a complex vector bundle of rank \(r\) over a smooth manifold. The

\(^9\)A \(k\)-linear form over \(M_{r \times r}(\mathbb{F})\) is a multilinear map

\[
\varphi: \underbrace{M_{r \times r}(\mathbb{F}) \times \cdots \times M_{r \times r}(\mathbb{F})}_{k \text{ times}} \to \mathbb{F};
\]

such a form is invariant if

\[
\varphi(gA_1g^{-1}, \ldots, gA_kg^{-1}) = \varphi(A_1, \ldots, A_k)
\]

for all \(g \in GL(r, \mathbb{F})\) and \(A_j \in M_{r \times r}(\mathbb{F})\) [52, §III.3].

\(^{10}\)The form \(\varphi(\nabla)\) does depend on \(\nabla\), but only up to an exact form.
determinant map \[ \det: M_{r \times r}(\mathbb{C}) \to \mathbb{C} \]
is multiplicative, so that \( \det(gAg^{-1}) = \det(A) \) for all \( g \in \text{GL}(r, \mathbb{C}) \) and \( A \in M_{r \times r}(\mathbb{C}) \). Consider the normalised characteristic polynomial

\[
\det \left( I - \frac{i}{2\pi} tA \right) = \sum_{k=0}^{r} \Phi_k(A)t^k
\]
of \( A \). Each \( \Phi_k(A) \) is a homogeneous polynomial in the entries of \( A \), so by the Chern-Weil construction, each \( \Phi_k \) determines a cohomology class

\[ c_k(E) \in H^2_{\text{dR}}(M; \mathbb{C}) \]
called the \( k \)th Chern class of the vector bundle \( E \). The total Chern class of \( E \) is defined to be the sum

\[ c(E) := \sum_{k=1}^{r} c_k(E) \in H^{2r}_{\text{dR}}(M; \mathbb{C}), \]
living in the even-dimensional de Rham cohomology of \( M \) with complex coefficients.

Generalising the Chern-Weil construction to bundles over orbifolds is easy. Let \( E \to G \) be a rank \( r \) \( \mathbb{F} \)-vector bundle over an orbifold groupoid \( G \) with a connection \( \nabla \), and suppose \( \varphi \in I_k(M_{r \times r}(\mathbb{F})) \). Following the construction in the smooth manifold case \([52, \S III.3]\), working with the vector bundle \( E \to G_0 \), and assuming all objects are \( G \)-equivariant, we see that the resulting \( 2k \)-form \( \varphi(F_{\nabla}) \) is \( G \)-equivariant and hence defines a closed differential form

\[ \varphi(F_{\nabla}) \in \Omega^{2k}(G; \mathbb{F}). \]

Thus the usual consequences of the Chern-Weil construction follow \textit{mutatis mutandis} in the case of orbifold vector bundles. In particular, following Example 3.6.1 we can define the \( k \)th Chern class

\[ c_k(E) \in H^2_{\text{dR}}(X; \mathbb{C}) \]
of a rank \( r \) complex vector bundle \( E \) over an orbifold \( X \), as well as the total Chern class

\[ c(E) := \sum_{k=1}^{r} c_k(E) \in H^{2r}_{\text{dR}}(X; \mathbb{C}). \]
Example 3.6.2. (Chern character.) Consider the map \( \varphi : M_{r \times r}(\mathbb{C}) \to \mathbb{C} \) given by

\[
A \mapsto \text{tr} \left( \exp \left( \frac{A}{2\pi i} \right) \right).
\]

As with the map defining the Chern class, this can be expanded as a formal power series

\[
A \mapsto \sum_{k=0}^{\infty} \Psi_k(A) t^k,
\]

where each \( \Psi_k \) is a degree \( k \) homogeneous polynomial in the entries of \( A \). The function \( \varphi \) is invariant; to see this, let \( g \) be in \( \text{GL}(r, \mathbb{C}) \) and write

\[
\varphi(gAg^{-1}) = \text{tr} \left( \exp \left( g \frac{A}{2\pi i} g^{-1} \right) \right)
= \text{tr} \left( g \exp \left( \frac{A}{2\pi i} \right) g^{-1} \right)
= \text{tr} \left( \exp \left( \frac{A}{2\pi i} \right) g^{-1} g \right)
= \varphi(A),
\]

first using that \( \exp(gAg^{-1}) = g \exp(A)g^{-1} \) for invertible \( g \), and then using that the trace of a product is invariant under cyclic permutations of the terms of the product. If \( E \to \mathcal{X} \) is a complex orbifold vector bundle of rank \( r \), the sum \( \sum_k \Psi_k \) hence determines a sum of cohomology classes. This sum is denoted \( \text{Ch}(E) \) and called the Chern character of \( E \).

Suppose \( F \to \mathcal{X} \) is a second complex orbifold vector bundle. As in the case of vector bundles over manifolds, it can be shown that \( \text{Ch}(E \oplus F) = \text{Ch}(E) + \text{Ch}(F) \) and \( \text{Ch}(E \otimes F) = \text{Ch}(E) \text{Ch}(F) \). Furthermore, if \( \mathbb{C} \) denotes the trivial complex line bundle on \( \mathcal{X} \), then \( \text{Ch}(\mathbb{C}) = 1 \in H^0_{\text{dir}}(\mathcal{X}; \mathbb{C}) \). Hence the Chern character defines a semiring homomorphism \( \text{Vect}_{\mathbb{C}}(\mathcal{X}) \to H^0_{\text{dir}}(\mathcal{X}; \mathbb{C}) \). By the universal property of the Grothendieck group, this induces a ring homomorphism

\[
\text{Ch}: K^0(\mathcal{X}) \to H^0_{\text{dir}}(\mathcal{X}; \mathbb{C})
\]

when \( \mathcal{X} \) is compact.

### 3.7 \( K \)-theory of presentable orbifolds

Remark 3.7.1. From now on we will only consider complex vector bundles, so the term ‘vector bundle’ will now exclusively mean ‘complex vector bundle’.
Let $X$ be a presentable orbifold, i.e. an orbifold with representing groupoid Morita equivalent to an action groupoid $G \ltimes M$, where $G$ is a compact Lie group acting smoothly and almost freely on a manifold $M$. The orbifold $X$ is compact if and only if the orbit space $G \setminus M$ is compact; by [7, Theorem I.3.1], this holds if and only if $M$ is compact. As noted in Remark 2.5.4, vector bundles over $G \ltimes M$ can be identified with $G$-equivariant vector bundles over $M$. Furthermore, complexes of vector bundles over $G \ltimes M$ can be identified with complexes of $G$-equivariant vector bundles over the $G$-space $M$ (using the terminology of [48, §3]). Both of these identifications respect the operations $\oplus$ and $\otimes$, so therefore the $K$-theory $K^0(G \ltimes M)$ of the groupoid $G \ltimes M$ can be identified with the $G$-equivariant $K$-theory $K^0_G(M)$ of the $G$-space $M$ (taking compactly supported equivariant $K$-theory when $M$ is noncompact).\[11\]

Remark 3.7.2. We have implicitly made use of the fact that $K^0_G(M)$ can be equivalently defined in terms of smooth vector bundles rather than continuous vector bundles. Vector bundles over Lie groupoids are, by definition, smooth vector bundles.

Since $G \ltimes M$ is Morita equivalent to a representing groupoid for the orbifold $X$, we can identify $K^0(X)$ with $K^0_G(M)$. In fact, for each $n \in \mathbb{N}$ we can identify $K^{-n}(X)$ with $K^{-n}_G(M)$, and so the $K$-theory of presentable orbifolds reduces to the equivariant $K$-theory of manifolds. This is extremely useful, as all the properties of equivariant $K$-theory (which are well-known) carry over to the $K$-theory of presentable orbifolds. Compare this to the case of general orbifolds, in which we could not say much at all about $K$-theory (keeping Conjecture 1.5.1 in mind).

In particular, since Bott periodicity holds for equivariant $K$-theory, it also holds for presentable orbifold $K$-theory, so that

$$K^{-n-2}(X) \cong K^{-n}(X)$$

for all $n \in \mathbb{N}$. We hence define $K^n(X) := K^{-n}(X)$ for all $n \in \mathbb{N}$, and write

$$K^\bullet(X) := K^0(X) \oplus K^1(X),$$

so that $K^\bullet$ is a $\mathbb{Z}_2$-graded ring. Consequently, $K$-theory is a $\mathbb{Z}_2$-graded cohomology theory when restricted to presentable orbifolds.\[12\] The covariant Mayer-

\[11\]For the details of equivariant $K$-theory, see [48, 43, 3].

\[12\]Of course, we could have just said ‘since equivariant $K$-theory is a $\mathbb{Z}_2$-graded cohomology theory, so is presentable orbifold $K$-theory’.
Vietoris sequence also carries over from compactly supported equivariant $K$-theory: supposing $X$ is a presentable orbifold with $|X| = X$, and taking an open cover $\{U, V\}$ of $X$, we have an exact sequence

$$
\begin{align*}
K^0(X_{|U \cap V}) &\longrightarrow K^0(X_{|U}) \oplus K^0(X_{|V}) \longrightarrow K^0(X) \\
K^1(X) &\longrightarrow K^1(X_{|U}) \oplus K^1(X_{|V}) \longrightarrow K^1(X_{|U \cap V}).
\end{align*}
$$

### 3.8 The inertia orbifold

In Section 1.5 we gave a vague description of the ‘inertia orbifold’ $\tilde{X}$ associated to an orbifold $X$. Now we shall give a rigorous definition of $\tilde{X}$. In the next section, we will see the use of this concept in studying the $K$-theory of presentable orbifolds.

Let $G$ be a Lie groupoid, and define

$$S_G := G_0 \Delta \times_{(s,t)} G_1 = \{ \gamma \in G_1 \mid s(\gamma) = t(\gamma) \}$$

where $\Delta: G_0 \to G_0 \times G_0$ is the diagonal map. Since $s$ and $t$ are submersions, $(s, t)$ is also a submersion, and thus $S_G$ is a smooth manifold. Elements of $S_G$ are ‘loops’ in $G$, i.e. arrows which start and end at the same point. The manifold $S_G$ can be made into a $G$-space in the following way. The anchor $S_G \to G_0$ is the map $\text{pr}_1: G_0 \Delta \times_{(s,t)} G_1 \to G_0$ which sends a loop to its ‘basepoint’. If $\gamma: x \to y$ is an arrow in $G$ and $\delta$ is a loop at $x$, then $\gamma \delta \gamma^{-1}$ is a loop at $y$. Defining

$$\Theta(\delta, \gamma) := \gamma \delta \gamma^{-1}$$

makes $S_G$ into a $G$-space. The resulting action groupoid $G \times S_G$ is called the **inertia groupoid** of $G$ and denoted $\tilde{G}$.

Consider the ‘basepoint’ map

$$\beta := \text{pr}_1: G_0 \Delta \times_{(s,t)} G_1 \to G_0.$$ 

from before. This map induces a groupoid homomorphism $\beta: \tilde{G} \to G$ with

$$\beta_1 = \text{pr}_1: G_1 \times_{\beta} S_G \to G_1.$$ 

If the groupoid $G$ is proper, then the map $(s, t): G_1 \to G_0$ is proper, and hence so is $\beta$.

Suppose $\ell \in S_G$ is a loop in $G$ (i.e. an arrow $\ell \in G_1$ with $s(\ell) = t(\ell)$). Then the isotropy group of $\ell$ in the inertia groupoid $\tilde{G}$ is given by the group of arrows
\[ \delta \in G \text{ with } \delta \cdot \ell = \ell. \] By the definition of the \( G \)-action on \( S_G \), this is the subgroup of arrows \( \delta \in G_{\beta(\ell)} \) with
\[ \delta \ell \delta^{-1} = \ell, \]
or equivalently \( \delta \ell = \ell \delta \). Therefore \( \widetilde{G}_\ell \) is precisely the centraliser subgroup \( Z(\ell) \) of \( \ell \) in the isotropy group \( G_{\beta(\ell)} \).

**Proposition 3.8.1.** Let \( G \) be a compact Lie group acting smoothly and almost freely on a manifold \( M \). Then the inertia groupoid \( \widetilde{G} \ltimes M \) is weakly equivalent to the disjoint union of action groupoids
\[ \bigsqcup_{g \in R} Z(g) \ltimes M^g, \]
where \( R \subset G \) is any set of representatives for the conjugacy classes of \( G \) and \( Z(g) \) is the centraliser subgroup of \( g \) in \( G \).

**Remark 3.8.2.** We haven’t explicitly defined disjoint unions of Lie groupoids, but it is easy to see how they should be defined.

**Proof.** For each \( g \in R \), define a Lie groupoid homomorphism
\[ \varphi_g : Z(g) \ltimes M^g \to \widetilde{G} \ltimes M \]
which sends an arrow \( (\gamma, x) : x \to y \) in \( Z(g) \ltimes M^g \) to the arrow
\[ (\gamma, (x, g)) : (x, g) \to (y, g) \]
in \( \widetilde{G} \ltimes M \). This is well-defined since \( \gamma \) is in the centraliser \( Z(g) \), and is clearly a Lie groupoid homomorphism. Define
\[ \varphi : \bigsqcup_{g \in R} Z(g) \ltimes M^g \to \widetilde{G} \ltimes M \]
to be the disjoint union of these homomorphisms.

Now we must show that \( \varphi \) is a weak equivalence. To see that the composition
\[ \left( \bigsqcup_{g \in R} M^g \right) \varphi_0 \times_s \left( \widetilde{G} \ltimes M \right)_1 \xrightarrow{\text{pr}_2} \left( \widetilde{G} \ltimes M \right)_1 \xrightarrow{\ell} S_{G \ltimes M} \]
is surjective, suppose \((k, y)\) is a loop in \( S_{G \ltimes M} \) (i.e. \( y \in M \) and \( k \in G \), with \( ky = y \)). Then \( k = \gamma g \gamma^{-1} \) for some \( g \in R \) and \( \gamma \in G \), and hence the element
\[ ((x, M^g), (\gamma, (g, x))) \in \left( \bigsqcup_{g \in R} M^g \right) \varphi_0 \times_s \left( \widetilde{G} \ltimes M \right)_1 \]
is mapped by \( t \circ \text{pr}_2 \) onto \((k, y)\). This proves surjectivity. To see that the map is a submersion, suppose \( g \in R \) and observe that a sufficiently small neighbourhood of \((g, y) \in S_{G \ltimes M}\) is of the form
\[
\{(g, z) : z \in N_y\}
\]
where \( N_y \) is a small neighbourhood of \( y \) in \( M \). This holds because the action of \( G \) on \( M \) is almost free, so using the slice theorem we can locally interpret the action as an action of a finite (hence discrete) group. The correspondence
\[
(g, z) \mapsto ((z, M^g), (1, z))
\]
then defines a local section of \( t \circ \text{pr}_2 \), where \( 1 \in G \) is the identity element. Therefore \( t \circ \text{pr}_2 \) is a submersion.

It remains to show the second condition for \( t \circ \text{pr}_2 \) to be a weak equivalence; this amounts to saying that the set of arrows between two points
\[
(x, M^h), (y, M^k) \in \bigsqcup_{g \in R} Z(g) \ltimes M^g
\]
can be smoothly identified with the set of arrows between the points
\[
(h, x), (k, y) \in S_{G \ltimes M}.
\]
Since \( \bigsqcup_{g \in R} Z(g) \ltimes M^g \) is a disjoint union, there is only an arrow between \((x, M^h)\) and \((y, M^k)\) if \( h = k \), in which case the arrows are of the form
\[
\gamma : (x, M^h) \to (\gamma x, M^h)
\]
for \( \gamma \in Z(h) \). Now suppose \( \sigma : (h, x) \to (h, y) \) is an arrow in \( \hat{G} \ltimes \hat{X} \). Then \( y = \sigma x \) and \( h = \sigma h \sigma^{-1} \), so \( \sigma \) is in \( Z(h) \) and the required identification is apparent. \( \square \)

Consider a presentable orbifold \( \mathfrak{X} \) defined by the action groupoid \( G \ltimes X \). Since \( \hat{G} \ltimes \hat{X} \) is weakly equivalent to a disjoint union of orbifold groupoids (which must then be an orbifold groupoid), \( \hat{G} \ltimes \hat{X} \) defines an orbifold. We denote this orbifold by \( \hat{\mathfrak{X}} \) and call it the **inertia orbifold** associated to \( \mathfrak{X} \). More generally, if \( \mathcal{G} \) is an orbifold groupoid, then \( \hat{\mathcal{G}} \) is weakly equivalent to an orbifold groupoid; this can be proven similarly to Proposition 3.8.1 by way of Theorem 2.4.11. We will restrict our attention to presentable orbifolds henceforth.

Since weak equivalences induce homeomorphisms of orbit spaces, the following result is an immediate corollary of Proposition 3.8.1.
Corollary 3.8.3. Let $\mathfrak{X} = G \setminus M$ be a presentable orbifold. Then the orbit space $|\tilde{\mathfrak{X}}|$ is homeomorphic to the disjoint union
\[ \bigsqcup_{g \in R} |Z(g) \ltimes M^g| \] (3.6)
with notation as in Proposition 3.8.1.

The homeomorphism in this corollary yields a nice decomposition of the de Rham cohomology of a presentable orbifold $\tilde{\mathfrak{X}}$. Using the Čech-de Rham-Satake Theorem 3.3.4, we can write
\[ H^\bullet_{dR}(\tilde{\mathfrak{X}}; \mathbb{C}) \cong \bigoplus_{(g) \subset G} H^\bullet_{dR}(|Z(g) \ltimes M^g|; \mathbb{C}) \cong \bigoplus_{(g) \subset G} H^\bullet_{dR}(Z(g) \setminus M^g; \mathbb{C}). \]

Of course, we obtain the same isomorphisms whether we use real or complex coefficients. The de Rham cohomology of the inertia orbifold $\tilde{\mathfrak{X}}$ will play an important role in the $K$-theory of the orbifold $\mathfrak{X}$, so this expression will come in handy.

3.9 The delocalised Chern character

In Section 3.6, we defined the Chern character homomorphism
\[ \text{Ch}: K^0(\mathfrak{X}) \to H^\bullet_{dR}(\mathfrak{X}; \mathbb{C}) \]
when $\mathfrak{X}$ is a compact orbifold. This can be extended to $\mathbb{Z}_2$-graded ring homomorphism
\[ \text{Ch}: K^\bullet(\mathfrak{X}) \to H^\bullet_{dR}(\mathfrak{X}; \mathbb{C}), \] (3.7)
for all presentable orbifolds $\mathfrak{X}$, where $H^\bullet_{dR} = H^\text{ev}_{dR} \oplus H^\text{odd}_{dR}$ is viewed as a $\mathbb{Z}_2$-graded ring and where we use compactly supported de Rham cohomology. First we extend the definition to non-compact orbifolds: if $\sigma: E_0 \to E_1$ is a a compactly supported vector bundle over an orbifold $\mathfrak{X}$, then we define
\[ \text{Ch} \left( E_0 \xrightarrow{\sigma} E_1 \right) := \text{Ch}(E_0) - \text{Ch}(E_1). \]
This defines a ring homomorphism from $K^0(\mathfrak{X}) := K^0_c(\mathfrak{X})$ into the compactly supported de Rham cohomology $H^\text{ev}_{dR}(\mathfrak{X}; \mathbb{C})$. When $\mathfrak{X}$ is compact, then this definition
coincides with the usual definition of the Chern character. Now we extend the definition to $K^1$. Recall that $K^1(\mathcal{X})$ is defined to be $K^0(\mathcal{X} \times \mathbb{R})$ (whether or not $\mathcal{X}$ is compact). The Chern character maps $K^0(\mathcal{X} \times \mathbb{R})$ into $H^c_{dr}(\mathcal{X} \times \mathbb{R}; \mathbb{C})$. When $\mathcal{X} = M$ is a manifold, we have an isomorphism of compactly supported cohomology rings

$$H^\bullet_{dr}(M \times \mathbb{R}; \mathbb{C}) \cong H^\bullet_{dr}(-1)(M; \mathbb{C})$$

given by ‘integration along the fibre’; a proof of this isomorphism is given in [6, §I.4]. This proof still works when we replace the manifold $M \times \mathbb{R}$ with the orbifold $\mathcal{X} \times \mathbb{R}$, yielding an isomorphism

$$H^\bullet_{dr}(\mathcal{X} \times \mathbb{R}; \mathbb{C}) \cong H^\bullet_{dr}(-1)(\mathcal{X}; \mathbb{C}).$$

Composing the Chern character $K^0(\mathcal{X} \times \mathbb{R}) \to H^c_{dr}(\mathcal{X} \times \mathbb{R}; \mathbb{C})$ with this isomorphism gives the definition of the ‘odd’ Chern character

$$\text{Ch}: K^1(\mathcal{X}) \to H^\text{odd}_{dr}(\mathcal{X}; \mathbb{C}).$$

Putting the ‘even’ and ‘odd’ Chern characters together gives the $\mathbb{Z}_2$-graded ring homomorphism in (3.7).

For a compact manifold $M$, the Chern character gives rise to an isomorphism

$$\text{Ch}: K^\bullet(M) \otimes_{\mathbb{Z}} \mathbb{C} \cong H^\bullet_{dr}(M; \mathbb{C}) \quad (3.8)$$

of $\mathbb{Z}_2$-graded rings (see [27, Theorem V.3.25]). Consequently the torsion-free behaviour of $K^\bullet(M)$ is completely given by the de Rham cohomology of $M$. For a compact presentable orbifold $\mathcal{X}$, the Chern character still gives a map from $K^\bullet(M) \otimes_{\mathbb{Z}} \mathbb{C}$ to $H^\bullet_{dr}(\mathcal{X}; \mathbb{C})$, but this map is no longer an isomorphism. In its place, we have a ‘delocalised’ Chern character $\text{Ch}_{\text{deloc}}$ which induces an isomorphism

$$\text{Ch}_{\text{deloc}}: K^\bullet(\mathcal{X}) \otimes_{\mathbb{Z}} \mathbb{C} \cong H^\bullet_{dr}(\mathcal{X}; \mathbb{C}); \quad (3.9)$$

note that the de Rham cohomology of $\mathcal{X}$ has been replaced with the de Rham cohomology of the associated inertia orbifold. When $\mathcal{X}$ is a manifold (i.e. when $\mathcal{X}$ has no singular points), $\text{Ch}_{\text{deloc}}$ and $\mathcal{X}$ will coincide with $\text{Ch}$ and $\mathcal{X}$ respectively, and so (3.9) will reduce to the isomorphism (3.8).

The remainder of this section will be devoted to constructing $\text{Ch}_{\text{deloc}}$ and proving the isomorphism (3.9). Before doing this we shall take a moment to reflect

\[\text{This is because the isomorphism } K^0_c(\mathcal{X}) \to K^0(\mathcal{X}) \text{ is defined by sending a compactly supported vector bundle } E_0 \to E_1 \text{ to the } K\text{-theory class } [E_0] - [E_1].\]
on the consequences of this isomorphism. For a presentable orbifold \( X = G \setminus M \), we find by the results of the previous section that

\[
K^\bullet(X) \otimes \mathbb{C} \cong \bigoplus_{(g) \in R} H^\bullet(|Z(g) \ltimes M^g|; \mathbb{C})
\]

where \( R \) is a set of representatives for the conjugacy classes in \( G \). Thus the torsion-free behaviour of \( K^\bullet(X) \) can be computed topologically. However, in contrast with the de Rham cohomology of \( X \), this behaviour is affected by the orbifold structure of \( X \), not just the underlying topological space \(|X|\). Therefore \( K \)-theory is a truly interesting orbifold invariant, even at the torsion-free level.

Now we shall define the delocalised Chern character. Let \( \mathfrak{X} \) be an orbifold with representing groupoid \( \mathcal{G} \), and suppose \( E \to \mathfrak{X} \) is a complex vector bundle represented by a vector bundle \( E \to \mathcal{G} \). Using the basepoint map \( \beta: \tilde{\mathcal{G}} \to \mathcal{G} \), pull \( E \) back to a bundle \( \beta^*E \) over \( \tilde{\mathcal{G}} \). Via the \( \mathcal{G} \)-action on \( E \), each loop \( \ell \in \mathcal{G} \) induces an isomorphism on the fibre \( E_{\beta(\ell)} \). This fibre is identified with \( (\beta^*E)_{\ell} \). Hence we can define a canonical automorphism \( \Phi_E \) of the vector bundle \( \beta^*E \) which acts on each fibre \( (\beta^*E)_{\ell} \) as the automorphism on \( E_{\beta(\ell)} \) induced by the loop \( \ell \). If we equip the bundle \( E \) with a Hermitian metric (by Remark 3.4.3 this can always be done), then each loop \( \ell \) acts unitarily on the fibre \( (\beta^*E)_{\ell} \), and so we have an eigenbundle decomposition

\[
\beta^*E = \bigoplus_{\theta \in S^1} E_\theta,
\]

where each \( E_\theta \) is a complex vector bundle over \( \tilde{\mathcal{G}} \) upon which \( \Phi_E \) acts as multiplication by \( \theta \in S^1 \subset \mathbb{C} \). Note that this decomposition does not depend on the Hermitian metric on \( E \).

**Definition 3.9.1.** With respect to the eigenbundle decomposition (3.10), we define the delocalised Chern character of the complex vector bundle \( E \to \mathfrak{X} \) by

\[
\text{Ch}_{\text{deloc}}(E) := \sum_{\theta \in S^1} \theta \text{Ch}(E_\theta) \in H^{ev}_{\text{dR}}\left(\tilde{\mathfrak{X}}; \mathbb{C}\right).
\]

When \( \mathfrak{X} \) is compact, this defines a map from \( K^0(\mathfrak{X}) \) to \( H^{ev}_{\text{dR}}\left(\tilde{\mathfrak{X}}; \mathbb{C}\right) \). For a compactly supported vector bundle \( \sigma: E_0 \to E_1 \) over a noncompact orbifold \( \mathfrak{X} \), we define

\[
\text{Ch}_{\text{deloc}}(E_0 \xrightarrow{\sigma} E_1) := \text{Ch}_{\text{deloc}}(E_0) - \text{Ch}_{\text{deloc}}(E_1).
\]

This defines a map from \( K^0_c(\mathfrak{X}) \) into the compactly supported de Rham cohomology \( H^{ev}_{\text{dR}}\left(\tilde{\mathfrak{X}}; \mathbb{C}\right) \), and when \( \mathfrak{X} \) is compact this coincides with the pre-existing map from \( K^0(\mathfrak{X}) \).
Proposition 3.9.2. The delocalised Chern character induces a $\mathbb{Z}_2$-graded ring homomorphism $K^\bullet(X) \to H^\bullet_{\text{dR}}(\tilde{X}; \mathbb{C})$.

Proof. We will prove this for compact $X$, as the general case is an immediate consequence of the proof.

First we must show that $\text{Ch}_{\text{deloc}}$ is a semiring homomorphism from $\text{Vect}_C(X)$. Let $\mathcal{G}$ be a representing groupoid for $X$ and suppose $E, F \to \mathcal{G}$ are two complex vector bundles. Since $\mathcal{G}$ acts on $E \oplus F$ componentwise we can write

$$\Phi_{E \oplus F} = \Phi_E \oplus \Phi_F,$$

identifying $\beta^*(E \oplus F)$ with $\beta^*E \oplus \beta^*F$. Thus the eigenbundle decomposition of $\beta^*(E \oplus F)$ takes the form

$$\beta^*(E \oplus F) = \bigoplus_{\theta \in S^1} E_{\theta} \oplus F_{\theta},$$

and so we have

$$\text{Ch}_{\text{deloc}}(E \oplus F) = \sum_{\theta \in S^1} \theta \text{Ch}(E_{\theta} \oplus F_{\theta})$$

$$= \sum_{\theta \in S^1} \theta(\text{Ch}(E_{\theta}) + \text{Ch}(F_{\theta}))$$

$$= \text{Ch}_{\text{deloc}}(E) + \text{Ch}_{\text{deloc}}(F).$$

Similarly, the eigenbundle decomposition of $\beta^*(E \otimes F)$ takes the form

$$\beta^*(E \otimes F) = \bigoplus_{\theta \in S^1} \bigoplus_{\rho, \sigma \in S^1, \rho \sigma = \theta} E_{\rho} \otimes F_{\sigma} = \bigoplus_{\rho, \sigma \in S^1} E_{\rho} \otimes F_{\sigma},$$

and so

$$\text{Ch}_{\text{deloc}}(E \otimes F) = \sum_{\rho, \sigma \in S^1} \rho \sigma \text{Ch}(E_{\rho}) \text{Ch}(F_{\sigma})$$

$$= \text{Ch}_{\text{deloc}}(E) \text{Ch}_{\text{deloc}}(F).$$

Finally, $\mathcal{G}$ acts trivially on the trivial complex line bundle $\mathbb{C} \to \mathcal{G}$, and so $\Phi_{\mathbb{C}}$ is the identity on $\mathbb{C}$. Hence

$$\text{Ch}_{\text{deloc}}(\mathbb{C}) = \text{Ch}(\mathbb{C}) = 1.$$  

Therefore $\text{Ch}_{\text{deloc}}$ is a semiring homomorphism $\text{Vect}_C(X) \to H^0_{\text{dR}}(\tilde{X}; \mathbb{C})$, and thus induces a ring homomorphism

$$\text{Ch}_{\text{deloc}} : K^0(X) \to H^0_{\text{dR}}(\tilde{X}; \mathbb{C}).$$
3.9. THE DELOCALISED CHERN CHARACTER

We define $\text{Ch}_{\text{deloc}}$ on $K^1(\mathfrak{X})$ similarly to the way we defined the Chern character: that is, by using the isomorphism

$$H^*_{\text{dr}}\left(\mathfrak{X} \times \mathbb{R}; \mathbb{C}\right) \cong H^{*-1}_{\text{dr}}\left(\mathfrak{X}; \mathbb{C}\right)$$

given by integration along the fibre. Note that $\text{Ch}_{\text{deloc}}$ maps $K_0(\mathfrak{X} \times \mathbb{R})$ into $H^*_{\text{dr}}(\mathfrak{X} \times \mathbb{R}; \mathbb{C})$; since the orbifolds $\mathfrak{X} \times \mathbb{R}$ and $\mathfrak{X} \times \mathbb{R}$ are equivalent, we have an isomorphism

$$H^*_{\text{dr}}\left(\mathfrak{X} \times \mathbb{R}; \mathbb{C}\right) \cong H^*_{\text{dr}}\left(\mathfrak{X} \times \mathbb{R}; \mathbb{C}\right),$$

completing the construction.

Now we can get to work on proving isomorphism (3.9). Our strategy is to prove the isomorphism for possibly non-compact quotients $G \backslash M$ where $G$ is finite. Every orbifold is locally of this form. Using the Mayer-Vietoris sequence, we can extend this result to compact presentable orbifolds.

**Lemma 3.9.3.** Suppose $G$ is a finite group acting smoothly on a possibly non-compact smooth manifold $M$, and let $\mathfrak{X} = G \backslash M$ be the corresponding orbifold. Then the delocalised Chern character induces an isomorphism

$$K^*(\mathfrak{X}) \otimes \mathbb{C} \cong H^*_{\text{dr}}\left(\mathfrak{X}; \mathbb{C}\right).$$

**Proof sketch:** First suppose $M$ is compact. The first part of the proof given by the proof of [2, Theorem 2], which we briefly recall. Suppose $E \to M$ is a $G$-vector bundle. Each element $g \in G$ acts fiberwise upon the restriction of $E$ to $M^g$, and so $E|_{M^g}$ has an eigenbundle decomposition

$$E|_{M^g} = \bigoplus_{\theta \in S^1} E_{\theta}$$

where $g$ acts on $E_{\theta}$ as multiplication by $\theta$. The correspondence $E \mapsto \sum_{\theta} \theta E_{\theta}$ defines a map $\varphi_g$ from $\text{Vect}^G_C(M)$ into $K^0_{Z(g)}(M^g)$. Extending the maps $\varphi_g$ to $K^1$, taking the direct sum, and tensoring with $\mathbb{C}$ gives a homomorphism

$$K^*_G(M) \otimes \mathbb{C} \to \bigoplus_{g \in R} K^*_{Z(g)}(M^g) \otimes \mathbb{C}.$$  

(3.12)

Where, as usual, $R$ is a set of representatives for the conjugacy classes in $G$. The content of [2, Theorem 2] is that this map is an isomorphism. Identifying each $K^*_{Z(g)}(M^g)$ with $K^*(Z(g) \ltimes M^g)$ and composing the above map with the sum of the Chern character homomorphisms

$$K^*(Z(g) \ltimes M^g) \otimes \mathbb{C} \to H^*_{\text{dr}}(Z(g) \ltimes M^g; \mathbb{C})$$

(3.13)
yields a homomorphism
\[ K^\bullet(\mathfrak{X}) \otimes \mathbb{Z} \mathbb{C} \cong K^\bullet_c(M) \otimes \mathbb{Z} \mathbb{C} \to \bigoplus_{g \in R} H^\bullet_{dR}(Z(g) \ltimes M^g; \mathbb{C}) \cong H^\bullet_{dR}(\tilde{\mathfrak{X}}; \mathbb{C}). \]

Upon inspecting the decomposition 3.11 and the map 3.12 we see that this homomorphism is precisely that given by Ch\textsubscript{deloc}. By a result of Baum and Connes [4, Theorem 1.19], the maps in 3.13 are isomorphisms, completing the proof when \( \mathfrak{X} \) is compact. When \( \mathfrak{X} \) is not compact, the same argument works (replacing vector bundles with compactly supported vector bundles) since the result in [4] does not require compactness of \( M^g \).

\[ \Box \]

**Theorem 3.9.4.** [25, Proposition 2.7] Let \( \mathfrak{X} \) be a compact presentable orbifold. Then the map
\[ \text{Ch}_{\text{deloc}} : K^\bullet(\mathfrak{X}) \otimes \mathbb{Z} \mathbb{C} \to H^\bullet_{dR}(\tilde{\mathfrak{X}}; \mathbb{C}) \]
is an isomorphism.

**Proof.** Since \( \mathfrak{X} \) is compact, we can cover the underlying space \( X \) of \( \mathfrak{X} \) with finitely many open sets \( U_i \) such that the restrictions \( \mathfrak{X}|_{U_i} \) are orbifolds given by the quotient of a finite group, as in the previous lemma. Proceeding by induction (noting that the lemma constitutes the base case), assume that \( \{U_1, \ldots, U_{n+1}\} \) is an open cover of \( X \) as above, and write
\[ A := \bigcup_{i=1}^n U_i \quad \text{and} \quad B := U_{n+1}. \]

Then using the covariant Mayer-Vietoris sequences for \( K \)-theory and compactly supported de Rham cohomology, we have a diagram
\[
\begin{array}{cccccccc}
K^0(A \cap B) & \longrightarrow & K^0(A) \oplus K^0(B) & \longrightarrow & K^0(\mathfrak{X}) & \longrightarrow & K^1(A \cap B) & \longrightarrow & K^1(A) \oplus K^1(B) \\
H^0_{dR}(A \cap B) & \longrightarrow & H^0_{dR}(A) \oplus H^0_{dR}(B) & \longrightarrow & H^0_{dR}(\mathfrak{X}) & \longrightarrow & H^0_{dR}(A \cap B) & \longrightarrow & H^0_{dR}(A) \oplus H^0_{dR}(B) \\
\end{array}
\]
in which the rows are exact and the vertical maps are given by Ch\textsubscript{deloc}.\textsuperscript{14} Commutativity of this diagram follows from naturality of the Chern character. Upon tensoring the top row with \( \mathbb{C} \) (note that this preserves exactness since \( \mathbb{C} \) is free), all vertical maps except the central map become isomorphisms by the inductive hypothesis. This proves the required isomorphism for even \( K \)-theory. The isomorphism for odd \( K \)-theory is proven in the same way by inspecting the remaining portion of the Mayer-Vietoris sequence. \( \Box \)

\textsuperscript{14}We have abbreviated \( K^0(\mathfrak{X}|_{A \cap B}) \) by \( K^0(A \cap B) \) (and so on) and omitted references to complex coefficients in our de Rham cohomology.
Appendix A

The slice theorem

The slice theorem (first proven in the smooth case in [32]) is of fundamental importance in the study of smooth actions of compact Lie groups on manifolds. We use it (along with some related results) in Sections 1.1 and 1.2, so we have collected these results in one place for easy reference.

To properly state the slice theorem, we need to make a few definitions. These are adapted from [12, §1].

**Definition A.0.5.** Let $G$ be a group acting on a topological space $X$ (on the left), and let $H$ be a subgroup of $G$. Then $H$ acts on the product $G \times X$ by

$$h(g, x) = (gh^{-1}, hx) \quad (h \in H).$$

The orbit space of this action is denoted $G \times_H X$ and called the *twisted product* of $G$ and $X$. The orbit of a point $(g, x) \in G \times X$ is denoted $[g, x]$. The twisted product is a $G$-space with the action

$$g'[g, x] = [g'g, x] \quad (g' \in G).$$

**Definition A.0.6.** Let $G$ be a Lie group acting smoothly on a manifold $M$, and let $x$ be a point of $M$. A *smooth slice* at $x$ is a $G_x$-stable superset $U$ of $x$ in $M$ such that the $G$-map

$$G \times_{G_x} U \rightarrow M, \quad [g, u] \mapsto gu$$

is a diffeomorphism onto a neighbourhood of the orbit $G(x)$. If $U$ is homeomorphic to an open ball in $\mathbb{R}^n$ for some $n$, then $G \times_{G_x} U$ is called an *equivariant tubular neighbourhood* of $G(x)$.

**Theorem A.0.7.** Let $G$ be a compact Lie group acting smoothly on a manifold $M$. Then for each point $x \in M$ there exists an equivariant tubular neighbourhood of $G(x)$. 
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In fact, we can find an equivariant tubular neighbourhood of the form $G \times_{G_x} S$, where $S$ is a vector space and $G_x$ acts linearly on $S$. When $G_x$ is finite (as is the case when $G$ acts almost freely on $M$), this essentially comes from the following lemma [8, Lemma 1].

**Lemma A.0.8. (Orthogonisation lemma.)** Let $M$ be a smooth manifold, let $G$ be a finite group acting smoothly on $M$, and suppose $x \in M$ is fixed by $G$. Then there exist coordinates centred at $x$ upon which $G$ acts orthogonally.

This can be proven by considering the differential action of $G$ on $T_x M$ and using normal coordinates about $x$.

**Corollary A.0.9.** Let $G$ be a compact group acting smoothly, effectively, and almost freely on a manifold $M$. Then the fixed point set $M^G$ is nowhere dense in $M$.

**Proof.** Let $x$ be a point of $M$ and consider the isotropy group $G_x$. By the orthogonalisation lemma, there exists a coordinate neighbourhood $N$ centred at $x$ upon which $G_x$ acts linearly. If any $g \in G_x$ fixes an open neighbourhood of $x$, then since the only linear map which fixes an open set is the identity and since $G_x$ acts effectively on $N$, $g$ must act as the identity on $N$. It follows that any $g \in G$ which fixes an open set $U \subset M$ must be the identity map, and thus the fixed point set $M^G$ contains no open sets. Therefore $M^G$ is nowhere dense in $M$. □
Appendix B

Fibred products

Let \( \mathcal{C} \) be a category, and consider a diagram in \( \mathcal{C} \) of the form

\[
\begin{array}{ccc}
Y & \xrightarrow{\psi} & Z \\
\downarrow{\psi} & & \\
X & \xrightarrow{\varphi} & Y
\end{array}
\]

(B.1)

Recall that the fibred product of \( X \) and \( Y \) over \( Z \), denoted \( X \varphi \times Y \psi \), is an object in \( \mathcal{C} \) along with two morphisms \( p_1, p_2 \) such that the diagram

\[
\begin{array}{ccc}
X \varphi \times Y & \xrightarrow{p_2} & Y \\
\downarrow{p_1} & & \downarrow{\psi} \\
X & \xrightarrow{\varphi} & Z
\end{array}
\]

(B.2)

commutes, and such that the triple \( (X \varphi \times Y, p_1, p_2) \) is universal with respect to this property. It follows that if such a fibred product exists, it is unique up to isomorphism in \( \mathcal{C} \).

Fibred products always exist in the category of sets and functions: in the situation of diagram B.1, we can define \( X \varphi \times Y \psi \) to be the set

\[
X \varphi \times Y := \{(x, y) \in X \times Y \mid \varphi(x) = \psi(y)\} \subset X \times Y.
\]

In this case \( p_1 \) and \( p_2 \) are just the restrictions of the coordinate projections \( \text{pr}_1 \) and \( \text{pr}_2 \). If \( A \) is a set and \( f : A \to X, \ g : A \to Y \) are functions such that the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{g} & Y \\
\downarrow{f} & & \downarrow{\psi} \\
X & \xrightarrow{\varphi} & Z
\end{array}
\]
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commutes, then \( \sigma := (f, g) \) is the unique morphism making the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\sigma} & Y \\
\downarrow f & & \downarrow g \\
X & \xleftarrow{\phi \times \psi} & Y \\
\end{array}
\]

commute.

Assuming now that these sets and functions are topological spaces and continuous maps, we can give \( X \times_Y Y \) the subspace topology coming from the product topology on \( X \times Y \). This makes \( X \times_Y Y \) a fibred product in the category of topological spaces and continuous maps, since \( (f, g) \) is a continuous map by the definition of the subspace and product topologies.

The situation is more subtle in other categories. For example, fibred products do not always exist in the category of smooth manifolds and smooth maps, the obstruction being that the topological space \( X \times_Y Y \) is not always a manifold.

We have the following criterion for a fibred product to exist.

**Lemma B.0.10.** Let \( X \), \( Y \), and \( Z \) be smooth manifolds, and let \( \phi : X \to Z \) and \( \psi : Y \to Z \) be smooth maps, either of which is a submersion. Then the topological fibred product \( X \times_Y Y \) is a manifold with a unique smooth structure.

This lemma is used repeatedly throughout Chapter 2; see [34, §II.2] for a proof.
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