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Abstract—The new generation of communication devices operating in higher frequency bands is constantly pushing the complexity of field measurements for electromagnetic compliance and the design of field probes. These compliance are to be met for both electric and magnetic fields which demands repeating the same measurement procedure using different probes. The main objective of this paper is to provide a procedure which provides both fields in a single shot measurement using a single probe based on source reconstruction algorithm. The algorithm is based on a novel way of placing single dipole per point tangentially to a fictitious surface based on surface equivalence theorem instead of three orthogonal dipoles per point in earlier works. The control of overall accuracy by varying dipole and measurement point density is also demonstrated. We also prove the existence, uniqueness and the error bounds involved in the inverse problem rigorously. The numerical results corroborates the effectiveness of the proposed procedure in obtaining accurate fields and also locating the regions of the Device Under Test responsible for overshooting the interference limits.

Index Terms—EMI, EMC, Field Measurements, Radiated Emissions, DUT, Surface Equivalence Theorem.

I. INTRODUCTION

The ever increasing demand of bandwidth of new generation communication devices poses a new challenge to the well established electromagnetic interference and electromagnetic compatibility (EMI-EMC) measurements and testing [1]. These EMC measurement standards are regularly updated for higher operating frequency range [2], [3]. The military standard MIL-STD 461G prescribe strict limits for the radiated electromagnetic fields compared to the commercial ones. The example of two Radiated Emissions tests under this standard are RE101 and RE102 for the radiated magnetic and electric fields by a Device Under Test (DUT). The electric and magnetic fields are measured using electric and magnetic probes connected to a spectrum analyzer or a vector network analyzer. The electric and magnetic probes are realized using dipole, loop, biconical or horn antennas. In order to measure both electric and magnetic fields radiated by a device, the EMC engineer may have to repeat the same experiment twice using different probes. This is still fine if the focus is on one single frequency. This is not the case in real scenarios where a range of frequencies should be swept in order for the device to be a truly compliant with the standards.

As the high speed and miniaturization of digital circuit becomes the need of the hour, the requirement of high precision near field measurement systems [4] becomes more prominent. The measurement of near field is a key step in not only deciding the compliance of a DUT but also in characterizing the properties of antennas [5]. It requires very huge investments in terms of anechoic chambers [6]. However, such high cost technique is not an absolute necessity for EMI-EMC measurements as the objective here is not to find the accurate radiation field patterns (as in the case of antennas) instead it is to find the maximum value of the field at a spherical measurement surface enclosing the DUT accurately. The near field measurements are obtained using electric and magnetic probes. The size and the design of probes specifically dictate the sensitivity and the spatial resolution [7], [8] for obtaining accurate field measurements. Apart from this, the EMC practitioner also need good calibration techniques [9]–[11]. These calibration techniques are further classified into spatial and frequency domain methods [10].

The design and fabrication of an electric probe are relatively easier compared to a magnetic probe. However, as the frequency goes higher the miniaturization of the electric probe deteriorates its sensitivity. The magnetic probe requires complex designs as frequency increases. The sensitivity is also an issue which can still be solved using the resonant probes [12]. However, the resonant effects limit their application to narrowband near field measurements. They need high pass and notch filters for explicitly suppressing the interference from the electric fields [13]. The magnetic probe with very high sensitivity, wideband operating frequency range and ability to suppress unwanted electric fields can still be realized. However, it increases the fabrication cost tremendously [14]. There is a trade off between the sensitivity and fabrication cost when it comes to choosing an appropriate probe.

These limitations can be addressed by performing near field measurements of the DUT and obtaining the field computationally at the location specified by the EMI-EMC standard. The near field measurement based source reconstruction algorithms broadly can be grouped under dipoles based, integral equations, Finite Element Method (FEM) and Finite Difference Method (FDM). The integral equations and dipole based method give greater accuracy as compared to the other methods [15], [16]. There also have been recent develop-
ments where these methods are combined with optimization techniques [17] and regularization for broadband frequency range [18]. The dipole based method have limitations in terms of position and density of the dipoles to be fixed a priori [16]. However, the method is flexible enough to use new measurement devices [19]. The source reconstruction based on FDM [20] require simultaneous near field measurements on three different planes and a Perfect Electric Conductor (PEC) enclosure to correctly predict the radiated emissions. Moreover, the usage of FDM inherits its shortcomings in terms of numerical errors [21]. The source reconstruction algorithm in [22] based on the Finite Element Method (FEM) has also been used to predict the far field in the context of EMI and identifying the location of interference from multiple source [23] based on the estimation of s-parameters. The success of these methods is based on the phase measurement where recently promising low cost alternatives are proposed [24], [25].

In this paper, we address some of the limitations highlighted above with the proposed single-shot field measurement based on the equivalent surface dipoles based source reconstruction algorithm. The proposed method places only one dipole per point compared to three dipoles placed by the other dipole based methods [26]. The advantage of the dipoles based algorithm compared to other techniques lies in its faster implementation. The novel contribution of this work are that both electric and magnetic field are obtained using a single measurement using either an electric or magnetic probe. Secondly, the dependence of accuracy of the measured field on the number of dipoles and measurement points is demonstrated. We rigorously prove the existence, uniqueness, and error bounds in the measured field using proposed procedure as the third contribution. Finally, we also demonstrate the effectiveness of the proposed method in locating the potential source of EMI in the DUT.

The paper is outlined as: the theoretical background and notation related to the electromagnetic fields of the dipole are set in the section II. The section III presents the proposed procedure with the mathematical analysis in terms of existence, uniqueness and error bounds. The results validating the proposed procedure are presented in section IV followed by the conclusion in section V.

II. BACKGROUND AND NOTATION

An infinitesimally small electric dipole, in a high-frequency regime, can be considered as a localized oscillating source. Specifically, we can represent the associated charge and current density as a function of space and time as \( \rho(r, t) = \rho(r)e^{-i\omega t} \) and \( \mathbf{J}(r, t) = \mathbf{J}(r)e^{-i\omega t} \). The real physical quantities are obtained by taking the real part of these complex functions.

These functions induce their time variation on the electromagnetic potentials and fields. The vector potential \( \mathbf{A}(r, t) = \mathbf{A}(r)e^{-i\omega t} \) [27] where

\[
\mathbf{A}(r) = \frac{\mu_0}{4\pi} \int_{\Omega} \mathbf{J}(r')G(r, r')d\Omega',
\]

with \( \mu_0 \) being the free space magnetic permeability, \( \Omega \) being the support of the volume current density, \( G(r, r') = \frac{e^{ik|r-r'|}}{|r-r'|} \) being the high frequency green’s function with the wave number \( k \). The magnetic and electric field intensity are linked to the vector potential by \( \mathbf{H} = \frac{1}{\mu_0} \nabla \times \mathbf{A} \) and \( \mathbf{E} = \frac{\mu_0}{\varepsilon_0 c} \nabla \times \mathbf{H} \) respectively. The wave impedance of free space is represented by \( \eta \). The equation (1) can be further simplified by using the volume charge density \( \rho \), the current continuity equation \( \nabla \cdot \mathbf{J} = i\omega \rho \)

\[
\mathbf{A}(r) = -\frac{i\omega \mu_0}{4\pi} \frac{e^{ikr}}{r} \int_{\Omega} \mathbf{J}(r')d\Omega'.
\] (2)

The separation of the terms \( r \) and \( r' \) into \( |r-r'| = r-\hat{r} \cdot r' \) is based on the assumption of infinitesimally small size of dipole. Using the tensorial identity \( \partial_3(J, \mathbf{J}_i) = (\partial_3 \mathbf{J}_i) r_i + J_i = i\omega \rho + \mathbf{J}_i \), we get \( \int_{\Omega} \mathbf{J}(r')d\Omega' = -\int_{\Omega} (\nabla' \cdot \mathbf{J}(r'))d\Omega' = -\int_{\Omega} r' \rho(r')d\Omega' \). The final expression of the vector potential relevant for this work is

\[
\mathbf{A}(r) = -\frac{i\omega \mu_0}{4\pi} \frac{e^{ikr}}{r} \mathbf{p}
\] (3)

where \( \mathbf{p} = \int_{\Omega} r' \rho(r')d\Omega' \) is the electric dipole moment. This notation captures the alignment of the dipole in the vector \( \mathbf{p} \). Moreover, simplified models can be obtained for \( \mathbf{p} \) by a constant or linearly varying vector quantity. The magnetic and electric field intensity are obtained using standard vector calculus identities [27] as

\[
\mathbf{H}(r) = \frac{c \lambda^2}{4\pi} (\hat{r} \times \mathbf{p}) e^{ikr} \left( 1 - \frac{1}{ikr} \right),
\] (4)

\[
\mathbf{E}(r) = \frac{1}{4\pi \varepsilon_0} \frac{k^2(\hat{r} \times \mathbf{p}) \times e^{ikr}}{r} + [3\hat{r} \cdot \mathbf{p} \left( \frac{1}{r^3} - \frac{i\omega}{r^2} \right)] e^{ikr}.
\] (5)

The above expressions are used to define a set of dipoles on fictitious surface based on surface equivalence theorem. Consider a source \( S \) which radiates the electromagnetic field \( (\mathbf{E}(r), \mathbf{H}(r)) \) in the three-dimensional space \( \mathbb{R}^3 \). The space \( \mathbb{R}^3 \) is divided into two domains such that \( S \in \Omega \) and \( \Omega \cup \Omega_e \in \mathbb{R}^3 \). If we replace the original field in \( \Omega \) as \( (\mathbf{E}_0(r), \mathbf{H}_0(r)) \) then the surface equivalence surface allows us to replace the original source \( S \) with equivalent surface currents \( (\mathbf{J}(r), \mathbf{M}(r)) \) on the boundary surface \( \Gamma_s = \partial \Omega \) which radiate \( (\mathbf{E}_0(r), \mathbf{H}_0(r)) \) in the \( \Omega_e \) and the electromagnetic fields different from \( (\mathbf{E}(r), \mathbf{H}(r)) \) (usually set to zero according to Love’s condition) in the region \( \Omega \). The objective of reconstructing \( (\mathbf{E}(r), \mathbf{H}(r)) \) can be achieved using a single current density function (either \( \mathbf{J}(r) \) or \( \mathbf{M}(r) \)). These current densities satisfy

\[
\hat{n} \times [\mathbf{H}(r) - \mathbf{H}_i(r)] = \mathbf{J}(r)
\]

\[
-\hat{n} \times [\mathbf{E}(r) - \mathbf{E}_i(r)] = \mathbf{M}(r)
\] (6)

for \( r \in \Gamma_s \).
III. PROPOSED SINGLE-SHOT FIELD MEASUREMENT PROCEDURE

Consider a typical measurement setup for estimating the high frequency radiation emissions from a DUT as shown in Figure 1. The DUT is represented by the volume region $\Omega$. The boundary of the DUT is defined by $\Gamma = \partial \Omega$. The area of interest where the electromagnetic fields are assessed or computed is the region exterior to $\Omega$. The region is represented by $\bar{\Omega} = \Omega \cup \Gamma$ is a closed region.

The reconstruction of radiated electromagnetic fields by the DUT requires the flow of either electric or magnetic currents or both on an equivalent surface. These currents are proposed to be represented by a set of electric dipoles placed on the equivalent surface $\Gamma_d$. The magnetic field and electric field due to each electric dipole in this set can be easily computed using the equation (4) and (5). Each dipole is placed tangentially to the surface $\Gamma_d$ which ensures the applicability of the surface equivalence principle.

The density of electric dipoles is dictated by the minimum number of samples required to discretize the equivalent surface currents. The criteria is based on the number of minimum modes required in the spherical harmonics based expansions of a given electromagnetic field [5]. The number of samples per unit wavelength $k\lambda$ is roughly taken to be 10 per unit wavelength [28]. The convex hull of the DUT is chosen as the equivalent surface $\Gamma_d$ (a spherical surface for point sources such as dipoles). The equivalent surface $\Gamma_d$ is discretized into a triangular mesh with the average edge length specified as one-tenth of the wavelength corresponding to the operating frequency. On each edge, we define an electric dipole placed at the midpoint and align its moment $p$ along the edge. The set of electric dipoles represents the equivalent surface dipoles decomposing the electromagnetic field for $r \in \Omega_c$ as

$$E(r) = \sum_{j=1}^{N_d} p_j E_j(r)$$  \hspace{1cm} (7)

$$H(r) = \sum_{j=1}^{N_d} p_j H_j(r)$$  \hspace{1cm} (8)

where $N_d$ is the total number of dipoles, $E_j(r) = E_{jx}(r)\hat{x} + E_{jy}(r)\hat{y} + E_{jz}(r)\hat{z}$ and $H_j(r) = H_{jx}(r)\hat{x} + H_{jy}(r)\hat{y} + H_{jz}(r)\hat{z}$ are the electric and magnetic field of the $j^{th}$ dipole respectively computed using equation (4) and (5). The next step is to define a set of measurement points $\{r_i\}_{i=1}^{N_m}$ lying on the measurement surface $\Gamma_m$. This naturally transforms equations (7) and (8) into the rectangular system of linear equations as

$$Tp = e, \hspace{1cm} (9)$$

$$Kp = h, \hspace{1cm} (10)$$

where element wise $p_j = p_j$ are the unknown coefficients, the element of the electric field system matrix is defined as

$$T_{ij} = \begin{cases} E_{jx}(r_i), & \text{if } 1 \leq i \leq N_m \\ E_{jy}(r_i), & \text{if } N_m + 1 \leq i \leq 2N_m \\ E_{jz}(r_i), & \text{if } 2N_m + 1 \leq i \leq 3N_m \end{cases}, \hspace{1cm} (11)$$

and the magnetic field system matrix

$$K_{ij} = \begin{cases} H_{jx}(r_i), & \text{if } 1 \leq i \leq N_m \\ H_{jy}(r_i), & \text{if } N_m + 1 \leq i \leq 2N_m \\ H_{jz}(r_i), & \text{if } 2N_m + 1 \leq i \leq 3N_m \end{cases}, \hspace{1cm} (12)$$

The right hand side vectors element wise are given by

$$e_i = \begin{cases} E_x(r_i), & \text{if } 1 \leq i \leq N_m \\ E_y(r_i), & \text{if } N_m + 1 \leq i \leq 2N_m \\ E_z(r_i), & \text{if } 2N_m + 1 \leq i \leq 3N_m \end{cases}, \hspace{1cm} (13)$$

and

$$h_i = \begin{cases} H_x(r_i), & \text{if } 1 \leq i \leq N_m \\ H_y(r_i), & \text{if } N_m + 1 \leq i \leq 2N_m \\ H_z(r_i), & \text{if } 2N_m + 1 \leq i \leq 3N_m \end{cases}, \hspace{1cm} (14)$$

where $E(r_i) = E_o(r_i)\hat{x} + E_y(r_i)\hat{y} + E_z(r_i)\hat{z}$ and $H(r_i) = H_x(r_i)\hat{x} + H_y(r_i)\hat{y} + H_z(r_i)\hat{z}$ are the measured electromagnetic fields of the DUT at the measurement point $r_i$.

A. Procedure for Single-shot Field Measurements

For a DUT, whose electromagnetic field data is of interest can be obtained as follows:

i) Measure the electric field $E(r)$ at a predefined set of measurement points $\{r_i\}_{i=1}^{N_m}$ and set $e$ vector according to equation (13). If the magnetic field measurements are chosen as an initial step then set the vector according to the equation (14).

ii) Obtain the unknown coefficients i.e the dipole moments for the set of dipoles using the equation (9) (or equation (10) if magnetic field is being measured in the initial step) using the inverse method outlined in the following subsection.

iii) Compute the magnetic field at the measurement points set $\{r_i\}_{i=1}^{N_m}$ using equation (10) (or equation (9) if magnetic field measurements are chosen initially).
B. Existence & Uniqueness of the Solution

The existence of the surface current density \( J \) replacing the existing DUT is proved using the surface equivalence principle. Assume that the DUT is replaced with an equivalent surface \( \Gamma_d \) that encloses a volume region \( \Omega_d \). The solution provides a surface current density \( J(r) \) on \( \Gamma_d \) such that it radiates the original electromagnetic field \( (E(r), H(r)) \) in the region \( \mathbb{R}^3/\Omega_d \). Let us assume that such a \( J(r) \) does not exist. The absence of \( J(r) \) implies the existence of the original electromagnetic field across the surface \( \Gamma_d \). This contradicts the assumption that the DUT is replaced with an equivalent surface. Hence, there exists a \( J(r) \) on \( \Gamma_d \) that will radiate \( (E(r), H(r)) \) in the region \( \mathbb{R}^3/\Omega_d \).

The uniqueness of the solution current density is ensured due to the Surface Equivalence Principle. Consider the DUT replaced with the equivalent surface \( \Gamma_d \). The \( \Gamma_d \) splits \( \mathbb{R}^3 \) into two regions \( \mathbb{R}^3/\Omega_d \) and \( \Omega_d \). Let us assume that there are two surface current densities \( J_1(r) \) and \( J_2(r) \) which radiate \( (E(r), H(r)) \) in \( \mathbb{R}^3/\Omega_d \) and \( (E_d(r), H_d(r)) \) in the region \( \Omega_d \). If a new current density \( J(r) = J_1(r) - J_2(r) \) is placed on \( \Gamma_d \) then it radiates zero electromagnetic fields by principle of superposition. This is possible only if \( J(r) = 0 \) which implies \( J_1(r) = J_2(r) \). Hence, the uniqueness of \( J(r) \) is ensured if \( E_d(r), H_d(r) \) is specified in the \( \Omega_d \).

C. Error Bounds

The proposed procedure takes the input as the measured electric or magnetic field data and computes the second one at the predefined measurement points. In the analysis presented here we prove that the error of the computed field is upper bounded by the error of the measurement system.

Let the measured electric field \( e + \delta e \) has an uncertainty \( \delta e \) causing deviation in the solution \( p \). Due to \( T \) being a linear operator, we get

\[
T(p + \delta p) = e + \delta e. \tag{15}
\]

In the next step, the magnetic field is obtained as

\[
h + \delta h = K(p + \delta p) \tag{16}
\]

corrupted with the error. Subtracting (9) from (15) and equation (10) from (16) gives

\[
T \delta p = \delta e, \tag{17}
\]

\[
\delta h = K \delta p. \tag{18}
\]

Combining the above two equations, we get

\[
\delta h = KT^{-1} \delta e. \tag{19}
\]

Using the Cauchy-Schwarz inequality [29] we get

\[
||\delta e||_2 \leq ||K||_2 ||T^{-1}||_2 ||\delta e||_2 \tag{20}
\]

when the electric field was chosen in the initial step. If magnetic field is measured in first step the inequality is

\[
||\delta e||_2 \leq ||T||_2 ||K^{-1}||_2 ||\delta h||_2. \tag{21}
\]

This clearly demonstrates that the computed field is bounded by the error in the input field measurement data. The interested reader may refer [30] and the references therein for more rigorous proofs based on Sobolev spaces.

D. Solution of the Inverse Source Reconstruction

The DUT replaced with equivalent surface dipoles results in the discretization of the inverse problem of source reconstruction. We demonstrate the method here using the electric field measurements taken as initial step. The arguments remain same for the magnetic field measurements. The linear system of equations is given by

\[
Tp = e \tag{22}
\]

The inverse problem finds the solution vector \( p \) by minimizing \( ||Tp - e||_2/||e||_2 \). The number of unknowns \( N_d \) is the number of dipoles placed on the equivalent surface \( \Gamma_d \). The matrix \( T \) has the dimension of \( 3N_m \times N_d \) rows and \( N_d \) columns. The choice of \( N_d \) is dependent on the discretization criteria of \( \lambda/10 \) edge length.

Since the measurement surface \( \Gamma_m \) encloses \( \Gamma_d \), usually the discretization criteria will result in the \( N_m > N_d \). The strict adherence to the criteria will result in the oversampling of the field at \( \Gamma_m \). The existence of non-radiating and minimum energy modes when the field is modeled at \( \Gamma_d \) causes these fields to be evanescent at the \( \Gamma_m \) [31]. This is the cause of the ill-posedness when the equation (22) is solved. These evanescent modes are responsible for the existence of the null space of \( T \). The equation (22) should be solved in the least square sense with Tikhonov’s regularization [32]. The other techniques such as Truncated SVD and pseudo-inverse can also be used. These techniques, however, become computationally prohibitive whenever the size of the problem increases. In such scenarios, we need to resort to iterative solvers which are also well suited for fast algorithms [32].
To use iterative solvers, we need to convert the linear system of equation (22) to a normal residual system of equations

\[ T^H T p = T^H e \]

where \( T^H \) is the Hermitian transpose of \( T \). In the case of an underdetermined system, the normal error system of the equations are employed. The choice of the iterative solver, does not effect the solution accuracy significantly for the proposed algorithm from implementation points of view, the standard libraries for solving the least square problem can be used [33].

IV. RESULTS AND VALIDATION

The single-shot field measurement procedure is first being validated by an infinitesimally small dipole antenna. This source is chosen for validation because exact mathematical expressions for the radiated electromagnetic field are available. The role of dipole density on the equivalent surface \( \Gamma_d \), the density of measurement points on the measurement surface \( \Gamma_m \) and the variation of frequency on the overall accuracy of field is analyzed. The section concludes with the results of a realistic example of an horn antenna as the DUT. The accuracy of the proposed procedure is analyzed in terms of relative error in the measured field. The relative error at a
Horn Antenna: Geometry with dimensions in metres.

Horn Antenna: Reconstructed dipole moment of the surface of radius are placed on each edge of the mesh (total edges being 495) radius the equations (4) and (5). The dipole source is replaced with fields given in [34] to ensure implementation differences with axis operating at $0$ GHz. We use the expressions for the electric field data in Figure 3d to 3f. The maximum value of $-50.92$ dB is observed in the chosen set of measurement points. The maximum value is observed for those measurement points which has minimum valued original electric field where as for the peak values the observed relative error is of order $-70$ dB.

Second case deals with the electric field data as the input column vector to obtain the unknown dipole moments. The solution is obtained in 2755 iterations with the residual $\delta r = 3.91 \times 10^{-3}$ using $T$ matrix. The magnetic field computed using the proposed technique is compared with the original magnetic field data in Figure 3d to 3f. The maximum value of error $-50.92$ dB is observed in the chosen set of measurement points. These results evidently demonstrate the validity of the proposed technique in obtaining single-shot measurements of electromagnetic field data.

B. Analysis: Role of dipole density, measurement point density in accuracy

The question of the dipole density or the density of the measurement points is typically based on trial and error [36]. Using the proposed procedure, the obtained results confirm the criteria of $kd + N_e$ samples per wavelength [5] in deciding the dipole density where $d$ is the diameter of $\Omega$ and $N_e$ is a constant value.

The Figure 4 shows the variation of the relative error with respect to the number of samples needed per wavelength both for dipole density and measurement point density. For the curve corresponding to the dipole density, the measurement points are kept at 10 samples per wavelength and the number of dipoles are varied on the surface $\Gamma_d$. In other words, the average edge length of the mesh of the surface $\Gamma_d$ is varied. The curve clearly demonstrates that when the edge length of the mesh is $\lambda$, the relative error is quite high. Once the average edge length reaches $\lambda/10$ the relative error improves. The further decrease in the average edge length saturates the error. Hence, for the best results with lower computational complexity it is better to keep the average edge length of the discretized $\Gamma_d$ as $\lambda/10$. Next, the average edge length of discretized $\Gamma_d$ is kept constant at $\lambda/10$ and the measurement point density of $\Gamma_m$ is varied to obtain the curve corresponding to measurement point density in Figure 4. Here also we see that the best values for the relative error is obtained when the number of points per wavelength is approximately 10.
After this, increasing the measurement point density keeps the relative error more or less around the same value. The role of the 10 samples per wavelength are further confirmed in the Figure 5 where the measurement setup is kept the same as in the previous subsection. The operating frequency is varied. As the plot clearly shows the error confined within a small range till the average edge length corresponds to $\lambda/10$. The further increase deteriorates the accuracy of the obtained field values.

C. Realistic scenario: Horn antenna as DUT

In most realistic scenarios, the DUT’s radiation pattern typically resembles that of isotropic radiators. Here, we choose the horn antenna because of its high directivity with the dimensions shown in Figure 6. This ensures in a wide dynamic range of the field values which brings numerical challenges for the inverse source reconstruction algorithms [32]. The operating frequency of the horn antenna is 14.125 GHz. The equivalent surface for this horn antenna is the convex hull $\Gamma_d$ shown in Figure 7. The number of dipoles placed on $\Gamma_d$ is 6402. The electric and magnetic field data of the horn antenna shown in Figure 7. The number of dipoles placed on equivalent surface for this horn antenna is the convex hull $\Gamma$. The operating frequency of the horn antenna is 14.125 GHz for the antenna aligned along z axis.

The advantage of the proposed procedure is seen in Figure 7 where the high radiating regions of the DUT can be distinctly identified. This demonstrate that the proposed procedure potentially can serve as a tool for practicing EMC-EMI engineers for diagnostics purpose. This will help in addressing the electromagnetic compliance issues of the DUTs by identifying and rectifying the high radiating regions.

V. Conclusion

The paper presents a novel procedure for obtaining both electric and magnetic field in a single shot measurement. The procedure is based on the equivalent surface dipoles based source reconstruction algorithm. The source reconstruction is different from previously reported approaches as it places the dipoles tangentially on an equivalent surface. The theoretical analysis of error bounds on the obtained field is also presented. The numerical results validates the effectiveness of the proposed procedure in obtaining the fields for radiated
emissions and identifying the radiating regions for resolving the electromagnetic compliance issues of a DUT.
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