A Hamilton–Jacobi formalism for higher order implicit Lagrangians
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Abstract

In this paper, we present a generalization of the Hamilton–Jacobi theory for higher order implicit Lagrangian systems. We propose two different backgrounds to deal with higher order implicit Lagrangian theories: the Ostrogradski approach and the Schmidt transform, which convert a higher order Lagrangian into a first order one. The Ostrogradski approach involves the addition of new independent variables to account for higher order derivatives, whilst the Schmidt transform adds gauge invariant terms to the Lagrangian function. In these two settings, the implicit character of the resulting equations will be treated in two different ways in order to provide a Hamilton–Jacobi equation. On one hand, the implicit Lagrangian system will be realized as a Lagrangian submanifold of a higher order tangent bundle that is generated by a Morse family. On the other hand, we will rely on the existence of an auxiliary section of a certain bundle that allows the construction of local vector fields, even if the differential equations are implicit. We will illustrate some examples of our proposed schemes, and discuss the applicability of the proposal.
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1. Introduction

In classical mechanics there exist two main approaches to deal with mechanical systems: namely the Hamiltonian and the Lagrangian formalism [1, 4, 41]. Assuming that the configuration space of a physical system is an \( n \)-dimensional manifold \( Q \), the Lagrangian formulation of the dynamics is generated by a Lagrangian function \( L \) defined on the tangent bundle \( TQ \). Physically, \( TQ \) can be considered as the velocity phase space of the dynamics whereas \( L \) is given as the difference of kinetic and potential energies. The extremals of the integral action lead to the determination of the Euler–Lagrange equations governing the motion. In a local chart \((q^A, \dot{q}^A)\) on \( TQ \), the Euler–Lagrange equations can be written as

\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}^A} - \frac{\partial L}{\partial q^A} = 0. \tag{1}
\]

Note that, the Euler–Lagrange equations conform a system of \( n \) second order differential equations.

On the other hand, Hamiltonian realization of a physical system is achieved on the cotangent bundle \( T^*Q \), which is the momentum-phase space of a physical system. \( T^*Q \) is equipped with a canonical symplectic (closed, and non-degenerate) two-form \( \Omega_Q \) [46, 50]. The non-degeneracy of the symplectic two-form establishes that for an exact one-form \( dH \), where \( H \) is the Hamiltonian function on \( T^*Q \), there exists a unique vector field \( X_H \) on \( T^*Q \). This vector field is the Hamiltonian vector field and it is implicitly defined by the following equation:

\[
\iota_{X_H} \Omega = dH. \tag{2}
\]

Here, \( \iota \) is a contraction operator or interior derivative [2, 63]. In most of the cases, the Hamiltonian function corresponds with the total energy of physical system, which is a manifestation of the skew-symmetry of \( \Omega_Q \), and it is conserved all along the motion. There is a distinguished coordinate system \((q^A, p_A)\), known as the Darboux’ coordinates, on \( T^*Q \). In this chart, the symplectic two form turns out to be \( \Omega_Q = dq^A \wedge dp_A \), and the Hamilton equations (2) can be written as

\[
\dot{q}^A = \frac{\partial H}{\partial p_A}(q^A, p_A), \quad \dot{p}_A = -\frac{\partial H}{\partial q^A}(q^A, p_A). \tag{3}
\]

Notice that, the Hamilton equations conform a system of \( 2n \) first order differential equations. Two questions may arise at this point. One is how to find a passage between the Lagrangian and the Hamiltonian formulation of a given dynamical system. The other one is how to solve the Euler–Lagrange or/and the Hamilton equations. These two questions are essential and motivational for the present work. In this introductory part, we use local coordinates and avoid technical details as much as possible in order to exhibit the motivation and the aim of the present paper in a clearer form. Accordingly, we will explain the global definitions and mathematical foundations along the main body of the paper.

1.1. The Legendre transformation

To find a passage between the Lagrangian and the Hamiltonian formalisms of a dynamical system, one needs a one-to-one transformation from the tangent bundle \( TQ \) to the cotangent bundle \( T^*Q \). But, unfortunately, there is no canonical way to arrive at such a mapping between these two bundles [1, 4]. Nevertheless, by means of a Lagrangian function \( L \), more concretely by taking the fiber derivative of \( L \), we can define the Legendre transformation
\[ \mathbb{F}L : TQ \longrightarrow T^*Q : (q^A, \dot{q}^A) \mapsto \left( q^A, \frac{\partial L}{\partial \dot{q}^A} \right). \]  

Here, the momenta is defined to be \( p_A = \frac{\partial L}{\partial \dot{q}^A} \) so that it is a function of the positions and the velocities \((q^A, \dot{q}^A)\). By referring once more to the Lagrangian function, define a real valued function

\[ H = p_A \dot{q}^A - L(q^A, \dot{q}^A) \]  

depending on the positions, the velocities and the momenta.

Considering the Legendre transformation \((4)\), we see that there are two possibilities. One possibility is the case where all the velocities \((\dot{q}^A)\) can be written as functions of the position and the momenta \((q^A, p_A)\), which is the case when the Legendre transformation is locally invertible. This case occurs if the Lagrangian function is non-degenerate, that is if the Hessian matrix \([\partial^2 L/\partial q^A \partial \dot{q}^B]\) has rank \(n\). Other possibility occurs when some of the velocities cannot be written as functions of \((q^A, p_A)\). That is, the Legendre transformation is not invertible, so the Hessian condition does not hold. Let us discuss these two cases one by one.

**Non-degenerate Lagrangians.** If the Lagrangian function is non-degenerate, that is, if the Hessian matrix \([\partial^2 L/\partial q^A \partial \dot{q}^B]\) has rank \(n\), then, the implicit function theorem guarantees the existence of a local solution \(\dot{q}^A = \dot{q}^A(q, p)\). That is, we can locally write the velocities as functions of the positions and the momenta. In this case, the Legendre transformation \((4)\) becomes invertible so that it turns out to be a local diffeomorphism. By substituting the local inversion \(\dot{q}^A = \dot{q}^A(q, p)\) into the function \((5)\), one arrives at a well-defined Hamiltonian function \(H = H(q^A, p_A)\) that only depends on the positions and momenta. It is now easy to compute that the Hamilton equation \((3)\) generated by this Hamiltonian function are exactly the same as the Euler–Lagrange equation \((1)\). So that, in this case, Hamiltonian analysis of the Euler–Lagrange equations can be achieved immediately.

**Degenerate Lagrangians.** If, on the other hand, a Lagrangian function is degenerate, then the Legendre transformation \((4)\) fails to be invertible even locally. In this case, the image \(\mathbb{F}L(TQ)\) of the tangent bundle \(TQ\) under the Legendre transformation can at most be a (so called as the primary constraint) submanifold of \(T^*Q\) [19]. Since some of the velocities in the set \(\dot{q}^A\) cannot be written as functions of the positions and the momenta, the function \(H\), in \((5)\), must also depend on the velocities. That is, \(H = H(q^A, p_A, \dot{q}^A)\). One way to understand such a function is to consider it as a family of functions defined on \(T^*Q\) parameterized by the variables \(\dot{q}^A\). More terminologically, \(H\) can be taken as a Morse family of functions [8, 46]. In this case, the dynamical equations on the cotangent bundle become implicit differential equations

\[ \dot{\dot{q}}^A = \frac{\partial H}{\partial p_A}, \quad \dot{p}_A = -\frac{\partial H}{\partial q^A}, \quad \frac{\partial H}{\partial \dot{q}^A} = 0 \Leftrightarrow p_A - \frac{\partial L}{\partial \dot{q}^A} = 0. \]  

A key observation here is to see that the explicit Hamiltonian dynamics in \((3)\) and the implicit Hamiltonian dynamics in \((6)\) are both Lagrangian submanifolds of the iterated tangent bundle \(TTQ\). This leads to a pure geometric approach to the Legendre transformation which makes this transformation even applicable in constrained or/and degenerate Lagrangians. This interpretation was first introduced by Tulczyjew, and the passing from the higher order tangent to the higher order cotangent of manifold (and viceversa) is known as the Tulczyjew triple [67]. In the main body of the paper we shall present the theory of Tulczyjew triples in detail. Here, \(TTQ\) is a symplectic manifold equipped with the symplectic two-form

\[ \Omega_Q^T = dq^A \wedge dp_A + dq^A \wedge dp_A \]  

\[ \omega_2 = \Omega_Q^T. \]
obtained from the complete lift of the canonical symplectic two-form $\Omega_Q$ on $T^*Q$ [65].

We wish to make an additional remark here by recalling an alternative way of reaching a well-defined explicit Hamiltonian formulation for degenerate systems. In this method, to have a Hamiltonian realization, one needs to employ the Dirac–Bergmann constraint algorithm [19] or its geometric equivalent, the Gotay–Nester–Hinds algorithm [27–29] to the system.

**Implicit Hamiltonian dynamics.** A Lagrangian submanifold of a symplectic manifold is determined by two conditions. One is that the dimension of the Lagrangian submanifold must be a half of the dimension of the symplectic manifold, and the second is that the symplectic two-form must be identically zero when it is restricted to the Lagrangian submanifold. Notice that, direct substitutions of the explicit Hamiltonian dynamics in (3) or the implicit Hamiltonian dynamics in (6) into the symplectic two-form (7) result with the vanishing of the symplectic two-form. So that, both of them determine Lagrangian submanifolds of $TT^*Q$.

In general, we say that a system of differential equations is a Hamiltonian system if it can be recast as a Lagrangian submanifold of a certain symplectic manifold. It is evident that if a Lagrangian submanifold is horizontal, according to the Poincaré lemma [46], there locally exists a Hamiltonian function generating the dynamics. This results with an explicit differential system. The existence of Darboux’ coordinates on symplectic manifolds guarantees that such an explicit Hamiltonian system can be written in form (3). If a Lagrangian submanifold is non-horizontal then it is not possible to find either a Hamiltonian vector field or a Hamiltonian function [48]. Instead, it is possible to find (inevitably not a classical Hamiltonian function but) a generating function for a non-horizontal, Lagrangian submanifold, so that it can locally be written as

$$\dot{q}^A = \frac{\partial F}{\partial p_A}, \quad \dot{p}_A = -\frac{\partial F}{\partial q^A}, \quad \frac{\partial F}{\partial \lambda^\alpha} = 0$$

for a Morse family of functions $F$. Notice that, in this local picture, $F$ depends on auxiliary variables $(\lambda^\alpha)$ as well as on the position and the momenta $(q^A, p_A)$. The existence of this local realization (8) is a manifestation of the generalized Poincaré lemma (also called as Maslov–Hörmander theorem) [9, 33, 46, 69] under the light of special symplectic structures [35, 60].

1.2. Hamilton–Jacobi theory

In order to find some possible analytical solutions of the Hamilton equations, one may employ the Hamilton–Jacobi (HJ) theory. The HJ theory is rooted in the idea of finding an appropriate canonical transformation [4, 9, 34] that leads the system to equilibrium and pairs of action-angle variables that render the dynamics trivial. This philosophy has brought many interesting results, deriving into integrability theories, reduction, KAM theory, among others [20, 24, 61, 62]. Our interest resides in the geometric interpretation of this theory [1, 46, 49], its formulation, and applications. See for example [11], where a geometric framework for the Hamilton–Jacobi theory was presented and the Hamilton–Jacobi equation was formulated both in the Lagrangian and in the Hamiltonian formalisms of autonomous and non-autonomous mechanics.

Let us describe this geometry in local coordinates. Consider a Hamiltonian system defined by a Hamiltonian vector field $X_H$ on the symplectic manifold $(T^*Q, \Omega_Q)$. The time-independent Hamilton–Jacobi problem is a partial differential equation, whose solution is a function $W$ defined on $Q$, given by

$$H \left( q^A, \frac{\partial W}{\partial q^A} \right) = \varepsilon.$$
Here, the function $H$ is the Hamiltonian function generating the Hamiltonian dynamics, and $\varepsilon$ is a constant real number. Notice that, in (9), the momenta is replaced by the partial derivative of a function $W$ that is $p_A = \partial W/\partial q^A$. We call a solution $W$ of (9) general if it additionally depends on $n$ number of some other variables $(\varphi^A)$ as well, that is $W = W(q^A, \varphi^A)$.

The Hamilton–Jacobi theory finds solutions on the lower dimensional manifold $Q$ and retrieves them on the higher dimensional manifold $T^* Q$ by the existence of a section $dW$ of the cotangent bundle. Here, $W$ is a solution of the Hamilton–Jacobi equation (9). Let us now comment how we relate the solutions of Hamilton–Jacobi equation and the solutions of the Hamilton equations. Consider the differential equation

$$\dot{q}^A = \left. \frac{\partial H}{\partial p_A} \right|_{p_A = \partial W/\partial q^A} \quad (10)$$

on $Q$ defined by taking the first set of the Hamilton equation (3) at $p_A = \partial W/\partial q^A$. Notice that, the system (10) consists of a number $n$ of first order differential equations, that is a half of the number of equations in (3). Accordingly, it is easier to solve this system than solving the Hamilton equations. If $W$ is a solution of the Hamilton–Jacobi problem, then a solution of (10) can be lifted to a solution of the Hamilton equations. More concretely, if $\varphi_t = (\varphi_t^A)$ is a solution of (10) then $(\varphi_t, \partial W/\partial q^A(\varphi_t))$ is a solution of the Hamilton equations.

**A Hamilton–Jacobi theory for implicit Hamiltonian dynamics.** It is important to remark here that the classical HJ theory only deals with explicit Hamiltonian systems. In [25], we presented a generalization of the classical Hamilton–Jacobi theory that proved its suitability in the case of implicit Hamiltonian dynamics. To elaborate this theory, we started with a (possibly non-horizontal) Lagrangian submanifold $S$ of $TT^* Q$. This submanifold $S$ projects to a submanifold $T\pi_Q(S)$ of $TQ$ by the mapping $T\pi_Q$. Here, $T\pi_Q$ is the tangent mapping of the cotangent bundle projection $\pi_Q : T^* Q \mapsto Q$. Note that $T\pi_Q(S)$ determines an implicit differential equations on $Q$. The philosophy of the implicit HJ theory is to retrieve solutions of $S$, provided the solutions of $T\pi_Q(S)$. In similar fashion as in the classical Hamilton–Jacobi theorem 1, in order to lift the solutions in $Q$ to $T^* Q$, we are still in need of a closed one-form $dW$ on $Q$, but two ingredients of the theory are missing. One is that the base manifold, denoted by $C = \tau_Q(T^* Q)$, is not necessarily the whole $T^* Q$, but possibly a proper submanifold of it. The second is the nonexistence of a Hamiltonian vector field due to the implicit character of the equations. We present the following diagram to summarize this discussion:

$$\begin{array}{ccc}
S & \subset & TT^* Q \\
\uparrow \tau_{T^* Q} & & \downarrow T\pi_Q \\
C & \subset & T^* Q \\
\uparrow \pi_Q & & \downarrow T\pi_Q(S) \\
\downarrow dW & & \downarrow T\pi_Q \\
Q & \quad & \end{array}$$

where $\tau_Q$ is the tangent bundle projection from $TQ$ to $Q$ whereas $\tau_{T^* Q}$ is the tangent bundle projection from $TT^* Q$ to $T^* Q$. 
Our first idea to work with a non-horizontal submanifold is to make use of the generalized Poincaré lemma, which affirms that there exists a Morse function $F$ (a family of generating functions) that generates the dynamics of the implicit system. Recall this local realization exhibited in (8). The Morse function $F$ plays the role of the Hamiltonian in the explicit picture. A Hamilton–Jacobi theory for this system consists in finding a function $W$ on $Q$ satisfying

$$F \left( q^A, \frac{\partial W}{\partial q^A}, \lambda^A \right) = \varepsilon, \quad \frac{\partial F}{\partial \lambda^A} \bigg|_{\lambda^A = \partial W / \partial q^A} = 0,$$

where $\varepsilon$ is a constant.

The second idea is to deal with the implicit character of the system by constructing a local a vector field. For this construction we need to consider an auxiliary section $\sigma: C \cap \text{Im}(dW) \to S$, because since $S$ is implicit, there may exist several vectors in $S$ projecting to the same point in $C$. The role of the section $\sigma$ is to reduce this unknown number to one. As a result, we arrive at a vector field $X_\sigma$ that satisfies Hamilton-like equations, and which is suitable for the application of the classical HJ theory. We will show the details in the main body of the paper.

1.3. Higher order systems

In our previous work [25], where the HJ formalism was generalized for implicit systems, we also addressed the problem of constructing HJ theory for degenerate Lagrangian theories. Now, as a complement to our previous work, in the present paper we wish to apply the implicit HJ theory to degenerate higher order Lagrangian systems.

**Higher order Euler–Lagrange equations.** The Euler–Lagrange equations (1) consist of second order differential equations. It is also possible to formulate differential equations involving higher order derivatives in the realm of the Lagrangian formalism. Let us depict here the second order case and postpone the general case to the upcoming sections. Consider a Lagrangian function $L$ depending on the acceleration as well as the position and the momenta, that is $L = L(q^A, \dot{q}^A, \ddot{q}^A)$. Geometrically, the triplets $(q^A, \dot{q}^A, \ddot{q}^A)$ are the elements of the second order tangent bundle $T^2Q$. After the variational of the action integral, one arrives at the second order Euler–Lagrange equations

$$\frac{d^2}{dt^2} \frac{\partial L}{\partial \ddot{q}^A} - \frac{d}{dt} \frac{\partial L}{\partial \dot{q}^A} + \frac{\partial L}{\partial q^A} = 0.$$  

(13)

Note that, the second order Euler–Lagrange equations in (13) give rise to a system of fourth order differential equations if the term $\partial L / \partial \ddot{q}^A$ depends on $\ddot{q}^A$. In the literature, higher order systems make appearance in many physical theories involving the mathematical description of relativistic particles with spin, string theories, gravitation, Podolsky electromagnetism, in some problems of fluid mechanics and classical physics, and in numerical models arising from the geometric discretization of first order dynamical systems (see [56, 57] for a long but non-exhaustive list of references).

**Ostrogradski momenta.** The Hamiltonian formulation of the second order Lagrangian formulation (13) is also possible. This can be, for example, achieved by means of the Ostrogradski momenta [55]

$$p_A^{(0)} = \frac{\partial L}{\partial \ddot{q}^A} - \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^A} \right), \quad p_A^{(1)} = \frac{\partial L}{\partial q^A}.$$  

(14)
See that, in this case, we have two sets of momenta denoted by \( p_A^{(0)} \) and \( p_A^{(1)} \). In this case, define a function

\[
H = p_A^{(0)} \dot{q}^A + p_A^{(1)} \ddot{q}^A - L(q^A, \dot{q}^A, \ddot{q}^A)
\]  

(15)
depending on the positions, the velocities, the accelerations, and the Ostrogradski momenta. A second order Lagrangian function is said to be non-degenerate in the sense of Ostrogradski if the rank of the matrix \([\partial^2 L/\partial \dot{q}^A \partial \ddot{q}^A]\) is maximal. If the Lagrangian function is non-degenerate, then all the accelerations \( \ddot{q}^A \) can be written as functions of the first order terms \( (q^A, \dot{q}^A, p_A^{(1)}) \) by employing the implicit function theorem to the second momenta in (14). After the substitution of these solutions, the function in (15) turns out to be a well defined Hamiltonian function.

After a direct substitution of the Hamiltonian function \( H = H(q^A, \dot{q}^A, p_A^{(0)}), p_A^{(1)} \) on the iterated cotangent bundle \( T^*TQ \) equipped with the local coordinates \((q^A, \dot{q}^A, p_A^{(0)}, p_A^{(1)})\). In this case, the Hamilton equations are computed to be

\[
\frac{dq^A}{dt} = \frac{\partial H}{\partial p_A^{(0)}}, \quad \frac{d\dot{q}^A}{dt} = \frac{\partial H}{\partial p_A^{(1)}}, \quad \frac{dp_A^{(0)}}{dt} = -\frac{\partial H}{\partial q^A}, \quad \frac{dp_A^{(1)}}{dt} = -\frac{\partial H}{\partial \dot{q}^A}.
\]

(16)

After a direct substitution of the Hamiltonian function \( H = H(q^A, \dot{q}^A, p_A^{(0)}, p_A^{(1)}) \) into the Hamilton equations, one arrives at the second order Euler–Lagrange equation (13). This establishes a Hamiltonian realization of the higher order Lagrangian formalism. If a Lagrangian function is degenerate in the sense of Ostrogradski, then one cannot solve all the accelerations \( \ddot{q}^A \) referring to the second momenta in (14). So that, the function \( H \) in (15) cannot be written as a function depending solely on \( (q^A, \dot{q}^A, p_A^{(0)}, p_A^{(1)}) \). The accelerations cannot be accommodated by the first order terms. Hence, there is no explicit Hamiltonian function or no explicit Hamilton equations as given in (16). This results in systems of implicit differential equations defined on \( T^*TQ \). In this paper, we are interested in such kind of higher order degenerate Lagrangian systems.

**Schmidt method.** There is an alternative way to arrive at the Hamiltonian picture of a higher order Lagrangian system. For this, initially, one needs to recast a Lagrangian function depending on higher order derivatives into a Lagrangian function depending only on the first order derivatives. Then, one applies directly the classical Legendre transformation (4) to this first order formalism. There are two ways of writing a higher order Lagrangian as a first order one. The first method is based on the idea that consecutive time derivatives of the initial coordinates form new coordinates with the introduction of Lagrange multipliers. This eventually coincides with the method of Ostrogradski momenta (14). The second one is the Schmidt method [3, 21, 59] where the acceleration is defined as a new coordinate instead of the velocity. One of the advantages of the Schmidt method is the non-existence of Lagrange multipliers in the reduction procedure. Instead, the Lagrangian function is modified by adding a gauge term such that the associated energy function contains additional terms preserving the equations of motion. Another important feature about the Schmidt method is that it equally deals with degenerate or non-degenerate Lagrangians.

**Hamilton–Jacobi theory for higher order systems.** In [17], the authors propose a HJ theory for higher order systems that are explicit. Nonetheless, they do not propose any generalization of the HJ formalism for higher order implicit equations. This observation has been another point of motivation for our present work. As we have pointed out, the degeneracy levels of Lagrangian function bring some complications when we pursue their Hamiltonian formulation. Apart from this, it is important to note that other technicalities appear in the
case of higher order dynamics. Notice that for the first order theory, the Lagrangian function is defined on $TQ$, whereas the Hamiltonian function is defined on $T^*Q$. So that both the domain $TQ$ and the range $T^*Q$ of the Legendre transformation have the same dimensions $2n$. But, for example, in the second order case, the Lagrangian function is defined on $T^2Q$, and its Hamiltonian counterpart is defined on $T^*TQ$. The dimension of $T^2Q$ is $3n$, whereas the dimension of $T^*TQ$ is $4n$. This issue also becomes relevant when we write a Hamilton–Jacobi theory for higher order Lagrangians, and concerning the implicit character of the equations. Hence, one needs to perform a careful and coordinate-free analysis to have a correct picture. This is one of the reasons why we prefer to use tools of global analysis in the main body of the paper, while we use local expressions along the rest of the text.

1.4. Statement of the problem and contents

After presenting some fundamentals and pointing out what is missing in the literature, we are now ready to state our aim in the present paper.

**Goal of the present paper.** In this paper, our goal is to construct a Hamilton–Jacobi theory for the higher order degenerate Lagrangians. More concretely, we will generalize the geometry that we have proposed [25] in such a way that it allows us to construct a Hamilton–Jacobi formalism for higher order systems. As we mentioned previously in [25], two main ideas are proposed to deal with the implicit character of the Lagrangian/Hamiltonian formulation: one is the use of Morse families, and other one is to introduce auxiliary sections. In the present work, we generalize both of these two ideas to a higher order degenerate frame. Further, in this paper, we aim to compare the Ostrogradski and Schmidt method in the realm of a HJ theory for both degenerate and non-degenerate higher order Lagrangians.

**Organization of the present paper.** The following section is reserved for some basics as well as for a brief summary of Hamilton–Jacobi theory of implicit systems of first order. Additionally, Morse families and special symplectic structures, Tulczyjew triple for the first order dynamics are summarized. In section 3, we review the fundamentals of higher order tangent bundles, Tulczyjew triples for higher order frameworks, and implicit higher-order differential equations. In section 4, we construct a Hamilton–Jacobi theory for higher order implicit Lagrangian systems. We explain our two main approaches to work with the implicit character of the arising higher order implicit equations: one is the Lagrangian submanifold method or Morse family approach, and the second is the construction of a local vector field by the existence of an additional section that reduces the number of vectors in the implicit submanifold projecting to a same point of a lower dimensional bundle. For the Morse family approach, we will elaborate a list of subcases considering the Ostrogradski method and the Schmidt transformation, comparing both cases and illustrating their utility in nondegenerate and degenerate cases. Section 5 shows the applications of an implicit Hamilton–Jacobi theory for higher order dynamical systems in the particular case of second order Lagrangians. We will depict such application making use of the Ostrogradski approach and the Schmidt–Legendre transform. For second order Lagrangians, we also introduce the setting of the acceleration bundle for the Schmidt–Legendre transform, in order to deal likewise with degenerate or nondegenerate higher order implicit Lagrangians. Two particular examples are: a deformed elastic cylindrical beam with fixed ends, and the end of a javelin. The Ostrogradski and Schmidt methods will be compared in this same section for nondegenerate cases, as it is the case in which Ostrogradski applies. As more general models, we will depict the second and third order Lagrangians with affine dependence on their highest order terms. Section 6 contains further commentaries on the usefulness and the limitations of the theory that we propose, as well as
some open questions on possible Hamilton–Jacobi realizations of second order degenerate Lagrangian theories especially coming from the gravitation theory.

2. Fundamentals

2.1. Hamiltonian dynamics on the cotangent bundle

Consider an $n$-dimensional manifold $Q$ and its cotangent bundle $T^*Q$ with the canonical projection $\pi_Q$ from $T^*Q$ to $Q$. $T^*Q$ is equipped with a canonical (Liouville) one-form $\theta_Q$ defined as

$$\theta_Q(X) = \langle T\pi_Q(X), \tau_{T^*Q}(X) \rangle,$$

(17)

where the pairing on the right hand side is the duality between $T^*Q$ and $TQ$. Here, $T\pi_Q$ is the tangent mapping of the projection $\pi_Q$ whereas $\tau_{T^*Q}$ is the tangent bundle projection from $TT^*Q$ to $T^*Q$. To see these mapping more explicitly, we refer to the commutative diagram exhibited in (11). Minus of the exterior derivative of the canonical one form, that is $\Omega_Q = -d\theta_Q$, is the canonical symplectic two-form on $T^*Q$. A Hamiltonian system on $T^*Q$ is determined by the triple $(T^*Q, \Omega_Q, H)$, where $H$ being a Hamiltonian function. Geometrically, the Hamilton equations are defined by

$$\iota_{X_H} \Omega_Q = dH,$$

(18)

where $X_H$ is the Hamiltonian vector field associated with the Hamiltonian function $H$, and $\iota_{X_H}$ is the interior derivative [2, 63].

Local picture. Let $(q^A, p_A)$ be bundle coordinates on $T^*Q$ that are Darboux coordinates for the symplectic form. In these coordinates, the canonical one-form reads $\theta_Q = p_A dq^A$ whereas the canonical symplectic two-form becomes $\Omega_Q = dq^A \wedge dp_A$. In this local picture, the Hamiltonian vector field $X_H$ is written as

$$X_H = \frac{\partial H}{\partial p_A} \frac{\partial}{\partial q^A} - \frac{\partial H}{\partial q^A} \frac{\partial}{\partial p_A},$$

(19)

so that the Hamilton equations turn out to be the ones in (3).

2.2. Geometric Hamilton–Jacobi theory

Consider a Hamiltonian system $(T^*Q, \Omega_Q, H)$ with the Hamiltonian vector field $X_H$. Let $\gamma$ be a one-form on $Q$, and define a vector field $X^\gamma_H$ on $Q$ by

$$X^\gamma_H = T\pi \circ X_H \circ \gamma.$$  

(20)

This definition implies the commutativity of the following diagram.

$$\begin{array}{ccc}
T^*Q & \xrightarrow{X_H} & TT^*Q \\
\downarrow{\pi_Q} & & \downarrow{T\pi_Q} \\
Q & \xrightarrow{X^\gamma_H} & TQ
\end{array}$$

(21)

We state the geometric Hamilton–Jacobi theorem as follows [11, 37].
Theorem 1. For a closed one-form $\gamma$ on $Q$, the following conditions are equivalent:

(i) The vector fields $X_H$ and $X_H^\gamma$ are $\gamma$-related, that is

$$T \gamma (X_H^\gamma) = X_H \circ \gamma.$$  \hspace{1cm} (22)

(ii) The equation is fulfilled

$$d (H \circ \gamma) = 0.$$  \hspace{1cm} (22)

Notice that, since a solution $\gamma$ is assumed to a closed one-form, by Poincaré lemma there locally exists a function $W$ satisfying $d W = \gamma$. Substitution of this into the condition $d (H \circ \gamma) = 0$ results with the classical formulation of the Hamilton–Jacobi problem (9) where the constant $\varepsilon$ appears as a manifestation of the integration.

Geometric HJ theories in the literature. This realization of the Hamilton–Jacobi theory has been devised in various situations, as it is the case of nonholonomic systems [13, 24, 32, 36, 52, 53], geometric mechanics on Lie algebroids [5], almost-Poisson manifolds [38], singular systems [40], Nambu–Poisson framework [44], control theory [7], classical field theories [37, 39, 45], partial differential equations in general [68], the geometric discretization of the Hamilton–Jacobi equation [43, 54], and others [6, 12].

2.3. Lagrangian submanifolds and Morse families

Let $(M, \Omega)$ be a symplectic manifold, and $S_M$ be a submanifold of $M$. We define the symplectic orthogonal complement of $T S_M$ as the set of tangent vectors

$$T S_M^\perp = \{ u \in TM \mid \Omega(u, v) = 0, \forall v \in T S_M \}. \hspace{1cm} (23)$$

$S_M$ is called a Lagrangian submanifold of $M$ if $T S_M = T S_M^\perp$. In this case, the dimension of $S_M$ is equal to the half of the dimension of $M$. For different types of manifolds (Poisson, Nambu–Poisson, etc), the definition of a Lagrangian submanifold has been accommodated to its background. See for example [46]. In the case of mechanical systems, the Lagrangian submanifolds have a physical interpretation as a generalization of the set of possible initial momenta of a given point in the configuration space.

Consider the canonical symplectic manifold $(T^* Q, \Omega_Q)$. As it is well known, the image space of a closed one-form $\gamma$ on $Q$ is a Lagrangian submanifold of $T^* Q$. We call such kind of Lagrangian submanifolds as horizontal Lagrangian submanifolds. If a Lagrangian submanifold of $T^* Q$ is non-horizontal, that is, if it is not possible to determine it as the image of a closed one-form, then one possibility is to employ the theory of Morse families in order to express the Lagrangian submanifold in terms of a generating function.

Morse families. Let $(R, \tau, N)$ be a fiber bundle. The vertical bundle $V R$ over $R$ is the space of vertical vectors $U \in TR$ satisfying $T \tau (U) = 0$. The conormal bundle of $VR$ is defined by

$$V^0 R = \{ \alpha \in T^* R : \langle \alpha, U \rangle = 0, \forall U \in VR \} .$$

Let $E$ be a real-valued function on $R$, then the image of its exterior derivative is a submanifold of $T^* R$. We say that $E$ is a Morse family (or an energy function) if

$$T \varepsilon \text{Im} (d E) + T \varepsilon V^0 R = T T^* R,$$  \hspace{1cm} (24)

for all $z \in \text{Im} (d E) \cap V^0 R$. A Morse family defined on $(R, \tau, N)$ generates a Lagrangian submanifold of the canonical symplectic manifold $(T^* N, \Omega_N)$ in the following way [8]:
\[ S_N = \{ w \in T^*N : T^* \tau(w) = dE(z), \text{ for some } z \in T^*R \} . \]  

(25)

In this case, we say that \( S_N \) is generated by the Morse family \( E \). Note that, in the definition of \( S_N \), there is an intrinsic requirement that \( \tau(z) = \pi_N(w) \). The inverse of this statement is also true, that is, any Lagrangian submanifold is generated by a Morse family. This is known as the generalized Poincaré lemma \([9, 33, 46, 66, 69]\). Here, we are presenting the following diagram in order to summarize this discussion.

\[
\begin{array}{c}
\mathbb{R} \xleftarrow{E} R \\
\downarrow \tau \qquad \downarrow \pi_N \\
N \xrightarrow{\pi} T^*N \\
\end{array}
\]

(26)

**Local picture for Morse families.** Assume that \( N \) is equipped with local coordinates \((x^\alpha)\), and consider the bundle local coordinates \((x^\alpha, \lambda^\alpha)\) on the total space \( R \). In this picture, a function \( E \) is called a Morse family if the rank of the matrix

\[
\begin{pmatrix}
\frac{\partial^2 E}{\partial x^\alpha x^\beta} & \frac{\partial^2 E}{\partial x^\alpha \partial \lambda^\gamma}
\end{pmatrix}
\]

(27)

is maximal. In such a case, the Lagrangian submanifold (25) generated by \( E \) locally looks like

\[ S_N = \left\{ (x^\alpha, \frac{\partial E}{\partial x^\alpha}(x, \lambda)) \in T^*N : \frac{\partial E}{\partial \lambda^\alpha}(x, \lambda) = 0 \right\} . \]

(28)

See that the dimension of \( S_N \) is half of the dimension of \( T^*N \), and that the canonical symplectic two-form \( \Omega \) vanishes on \( S_N \).

**Special symplectic structures.** Let \( P \) be a symplectic manifold carrying an exact symplectic two-form \( \Omega = d\Theta \). Assume also that, \( P \) is the total space of a fibre bundle \((P, \pi, N)\). A special symplectic structure is a quintuple \((P, \pi, N, \Theta, \chi)\) where \( \chi \) is a fiber preserving symplectic diffeomorphism from \( P \) to the cotangent bundle \( T^*N \) \([35, 60]\). Here, \( \chi \) can uniquely be characterized by

\[ \langle \chi(p), \pi_*X(n) \rangle = \langle \Theta(p), X(p) \rangle \]

(29)

for a vector field \( X \) on \( P \), for any point \( p \) in \( P \) where \( \pi(p) = n \). Note that, pairing on the left hand side of (29) is the natural pairing between the cotangent space \( T^*_nN \) and the tangent space \( T_nN \). Pairing on the right hand side of (29) is the one between the cotangent space \( T^*_pP \) and the tangent space \( T_pP \). We refer \([8, 35, 60]\) for further discussions on special symplectic structures. Here is a diagram exhibiting the special symplectic structure.

\[
\begin{array}{c}
T^*N \xleftarrow{\chi} P \\
\downarrow \pi_N \qquad \downarrow \pi \\
N \xrightarrow{\pi} P \\
\end{array}
\]

(30)

The two-tuple \((P, \Omega)\) is called as underlying symplectic manifold of the special symplectic structure \((P, \pi, N, \Theta, \chi)\).

Let \((P, \pi, N, \Theta, \chi)\) be a special symplectic structure. Assume also that \( S_P \) be a Lagrangian submanifold of \( P \). The image \( S_N = \chi(S_P) \) of \( S_P \) is a Lagrangian submanifold of \( T^*N \). By referring to the generalized Poincaré lemma presented in the previous subsection, we argue that the Lagrangian submanifold \( S_N \) can locally be generated by a Morse family \( E \) on a fibre bundle \((R, \tau, N)\). Accordingly, we call the Morse family \( E \) a generator of both \( S_N \) and \( S_P \) since they are
the same up to $\chi$. The following diagram summarizes this discussion by equipping a Morse family (26) to a special symplectic structure (30).

$$
\begin{array}{c}
\mathbb{R} \xleftarrow{E} R \xrightarrow{\tau} T^*N \xrightarrow{\chi} P \\
N \xrightarrow{\pi_N} N \xleftarrow{\pi} \end{array}
$$

(31)

2.4. Tulczyjew triple

In this subsection, we demonstrate that the tangent bundle $TT^*Q$ admits two different special symplectic structures [65–67]. Let us start this analysis by elaborating the symplectic two-form on $TT^*Q$.

**Symplectic structure on $TT^*Q$.** Consider the canonical symplectic manifold $T^*Q$ equipped with the exact symplectic two-form $\Omega_Q = -d\Theta_Q$. Define a derivation $i_\tau$ taking the symplectic two-form $\Omega_Q$ on $T^*Q$ to a one-form on $TT^*Q$ as, for $X$ in $TT^*Q$,

$$
i_\tau \Omega_Q(X) = \Omega_Q(T\tau_{T^*Q}(X), \tau_{T^*Q}(X)).
$$

Here, $T\tau_{T^*Q}$ is the tangent mapping of the bundle projection $\tau_{T^*Q}$ whereas $\tau_{T^*Q}$ is the tangent bundle projection $TT^*Q$. Accordingly, we define two one-forms on $TT^*Q$ as $\theta_1 = i_\tau \Omega_Q$ and $\theta_2 = d_\tau \Theta_Q$ where the derivation $d_\tau$ is the commutator $[d, i_\tau]$. Minus of the exterior derivatives of these one-forms results with a symplectic two-form

$$
\Omega_T^Q = -d\theta_1 = -d\theta_2
$$

(32)

on $TT^*Q$ [65, 67]. In terms of the induced local coordinate chart $(q^A, p_A, \dot{q}^A, \dot{p}_A)$, the potential one-forms are computed to be

$$
\theta_1 = i_\tau \Omega_Q = \dot{p}_A dq^A - \dot{q}^A dp_A, \quad \theta_2 = d_\tau \Theta_Q = \dot{p}_A dq^A + p_A d\dot{q}^A.
$$

(33)

Notice that, in this case, the symplectic two-form $\Omega_T^Q$ turns out to be the one in (7). Note that, the difference $\theta_1 - \theta_2$ is an exact one-form. Actually, it is the exterior derivative of coupling function $\dot{q}^A p_A$ in the Legendre transformation (4).

**Special symplectic structures on $TT^*Q$.** The non-degeneracy of the canonical symplectic structure $\Omega_Q$ on $T^*Q$ leads to the existence of the following symplectomorphism

$$
\Omega_Q^T : TT^*Q \mapsto T^*T^*Q : X \mapsto i_X \Omega_Q : (q^A, p_A, \dot{q}^A, \dot{p}_A) \mapsto (q^A, p_A, -\dot{p}_A, \dot{q}^A).
$$

(34)

It is a matter of a direct calculation to prove that, the quintuple

$$
(TT^*Q, T^*Q, \tau_{T^*Q}, \theta_1, \Omega_Q^T)
$$

(35)

is a special symplectic manifold. Here, $\theta_1$ is the differential one-form defined in (33). There exists a canonical involution on $TTQ$. A dualization of this determines a symplectomorphism $\Xi_Q$ from $TTQ$ to the cotangent bundle $T^*TQ$. In local the coordinates, we obtain

$$
\Xi_Q : TT^*Q \mapsto T^*TQ : (q^A, p_A, \dot{q}^A, \dot{p}_A) = (\dot{q}^A, \dot{q}^A, \dot{p}_A, p_A).
$$

(36)

Then it becomes easy to prove that
is a special symplectic manifold. Here, $\theta_2$ is the differential one-form defined in (33). As a result, we provide two special symplectic structures for the symplectic manifold $(TT^*Q, \Omega^*_Q)$. Tulczyjew triple is a combination of these two special symplectic structures in one commutative diagram as given below [30, 31, 48, 64, 66, 67].

$$ \begin{align*}
T^*TQ &\xleftarrow{\Xi_Q} TT^*Q \xrightarrow{\Omega^*_Q} T^*T^*Q \\
TQ &\xleftarrow{\pi_{TQ}} T^*Q \xrightarrow{\tau_{T^*Q}} T^*Q
\end{align*} $$

(38)

We cite [22, 23, 70] for the Tulczyjew triple in the Lie group framework.

2.5. Hamilton–Jacobi theory for implicit Hamiltonian systems

In [25], we have proposed two methods to construct Hamilton–Jacobi formulations of implicit Hamiltonian systems. The first method consists of a theory which does refer to Morse families. The second is based on the construction of a local vector field defined on the image of a section, but not globally on the phase space.

The method of Morse families. By referring to the special symplectic structure (35) accommodated on the right wing of the Tulczyjew triple, we see that for every Lagrangian submanifold $S$ of $TT^*Q$, there exists a Morse family $F$ generating $S$ so that

$$ S = \left\{ \left( q^A, p_A; \frac{\partial F}{\partial p_A}, \frac{\partial F}{\partial q^A} \right) \in TT^*Q : \frac{\partial F}{\partial \lambda^a} = 0 \right\} $$

(39)

where $F = F(q^A, p_A, \lambda^a)$. Notice that $F$ is defined on a fiber bundle $R$ (equipped with coordinates $(q^A, p_A, \lambda^a)$) over the cotangent bundle $T^*Q$. Here is the diagram summarizes the Morse family.

$$ \begin{align*}
\mathbb{R} &\xleftarrow{F} R \xrightarrow{\tau} T^*T^*Q \xrightarrow{\Omega^*_Q} TT^*Q \\
T^*Q &\xleftarrow{\pi_{T^*Q}} T^*Q \xrightarrow{\tau_{T^*Q}} \pi_{T^*Q}
\end{align*} $$

(40)

where we have employed the right wing of the Tulczyjew triple (38).

We consider the restriction of the momenta $(p_A)$ to the image space of a closed one-form $\gamma = \gamma_A dq^A$ on $Q$. This reads the following restricted submanifold

$$ S|_{\text{Im}(\gamma)} = \left\{ \left( q^A, \gamma_A(q); \frac{\partial F}{\partial p_A}|_{\text{Im}(\gamma)}, -\frac{\partial F}{\partial q^A}|_{\text{Im}(\gamma)} \right) \in TT^*Q : \frac{\partial F}{\partial \lambda^a}|_{\text{Im}(\gamma)} = 0 \right\}. $$

(41)

Note that, if the Lagrangian submanifold $S$ is the image of a Hamiltonian vector field $X_H$, then $S|_{\text{Im}(\gamma)}$ reduces to the image space of the composition $X_H \circ \gamma$. Since the submanifold $S|_{\text{Im}(\gamma)}$ does not depend on the momentum variables, we can project it to a submanifold $S'$ of $TQ$ via the tangent mapping $T\pi_Q$ as follows
The submanifold \( S^γ \) defines an implicit differential equation on \( Q \). We state the generalization of the Hamilton–Jacobi theorem 1 as follows [25].

**Theorem 2.** The following conditions are equivalent for a closed one-form \( γ \):

(i) The Lagrangian submanifold \( S \) in (39) and the submanifold \( S^γ \) in (42) are \( γ \)-related, that is

\[
T_γ(S^γ) = S|_{\text{Im}(γ)}
\]

(ii) \( dF(q, γ(q), λ) = 0 \), where \( F \) is the Morse family generating \( S \).

In a local chart, we can take \( γ \) as the exterior derivative of a function \( W = W(q) \). Hence, the local version of the second condition in theorem 2 turns out to be (12). Notice that, if the Lagrangian submanifold \( S \) is horizontal, then the Morse function \( F \) becomes independent of the auxiliary variables \( (λ^a) \). In this case, the Morse function \( F \) becomes a well defined Hamiltonian function on \( T^*Q \) so that the implicit HJ theorem 2 reduces to the classical HJ theorem 1.

**The method of local vector fields.** Assuming that the integrability conditions are all satisfied [47], let \( S \) be a (possibly non-horizontal) Lagrangian submanifold of \( TT^*Q \), and consider it projection \( C = τ_{T^*Q}(S) \). Due to the non-horizontal character of \( S \), there may exist several vectors in \( S \) projecting to the same point in \( C \), so that \( C \) does not have to be the whole \( T^*Q \). Define an auxiliary section \( σ : T^*Q \to TT^*Q \) satisfying \( σ(C) \subset S \). The role of the section \( σ \) is to reduce this unknown number to one. We are additionally require that the domain of the section \( σ \) be the intersection of \( \text{Im}(γ) \) and \( C \). Here, \( γ \) is a closed one-form on \( Q \). As a result, we arrive at a vector field \( X_σ \). Note that \( X_σ \) satisfies

\[
ι_{X_σ}Ω_Q = Θ(γ(q))
\]

for an arbitrary one-form \( Θ \) defined on \( γ(q) \). We record here the following diagram in order to visualize the sections more explicitly.

\[
\begin{align*}
& S \subset TT^*Q \\
& \tau_{T^*Q} \quad \tau_Q \\
& C \cap \text{Im}(γ) \subset T^*Q \\
& γ \quad π_Q \quad π_Q \\
& \pi_\gamma \quad τ_Q \quad τ_π \quad \pi_γ
\end{align*}
\]

We define a vector field \( X_γ \) on the tangent bundle \( TQ \) as

\[
X_γ = \pi_π \circ X_σ \circ γ.
\]
In local coordinates, the vector field $X_\sigma$ and its projection $X'_\sigma$ can be written as

$$X_\sigma = \sigma^A(q, \gamma(q)) \frac{\partial}{\partial q^A} + \sigma_\alpha(q, \gamma(q)) \frac{\partial}{\partial p_\alpha}, \quad X'_\sigma = \sigma^A(q, \gamma(q)) \frac{\partial}{\partial q^A}, \quad (45)$$

respectively. Using a one-form section $\gamma$ on $Q$, the tangent lift of the projected vector field $X'_\sigma$ is

$$T\gamma(X'_\sigma) = \sigma^A \left( \frac{\partial}{\partial q^A} + \frac{\partial \gamma_B}{\partial q^A} \frac{\partial}{\partial p_B} \right). \quad (46)$$

Using (44), we find an expression relating the section $\sigma$ and the vector fields as follows.

$$\sigma^A(q, \gamma(q)) \frac{\partial \gamma_B}{\partial q^A}(q) = \sigma_B(q, \gamma(q)). \quad (47)$$

We are ready now to state the following theorem [25].

**Theorem 3.** Given the conditions above, we say that: the two vector fields $X_\sigma$ and $X'_\sigma$ are $\gamma$-related if and only if (47) is fulfilled.

### 3. Higher order dynamical systems

Let us consider differential manifolds and standard tensor bundle calculus. It is assumed throughout the text that all structures and mappings are smooth ($C^\infty$-class). For very detailed descriptions of fundamentals, we refer to [14] and we shall skip to our notation and brief comments on the essentials.

#### 3.1. Geometry of higher order bundles

**Jet bundles.** Given a fibration $(P, \pi, N)$, consider the dimension of $P$ be $p$ and that of $N$ be $n$. Consider a section $s : N \to P$ and let us denote by $\text{Sec}(P)$ the set of all sections on $P$. We say that two sections $s, s' \in \text{Sec}(P)$ are $k$-related for $0 \leq k \leq \infty$ in a point $x \in N$ if $s(x) = s'(x)$ and for all functions $f : P \to \mathbb{R}$, the function $f \circ s - f \circ s' : N \to \mathbb{R}$ is flat of order $k$ at $x$, that is, this function and all the derivatives up to order $k$ included are zero at $x$. The equivalence class determined by the $k$-relation is called jet of order $k$ for a section $j^k s(x)$ [58]. The set of all $k$-jets at $x$ is denoted by $J^k_x(P, \pi, N)$. For the union of all of them at any point $x$, we say $J^k(P, \pi, N)$. More generally, we can define now at a point a mapping from $N$ to $P$. Consider a function $f : N \to P$, then the equivalence class determined by the $k$-equivalence is called the $k$-jet of $f$ at $x$. For a representative of the class we use $j^k f(x)$ and the set of $k$-jets is represented by $J^k_x(P, N)$ and again, the union of these at every $x$ will be represented by $J^k(P, N)$. Notice that the manifold $J^k(P, \pi, N)$ is a submanifold of $J^k(P, N)$ and so the above projections admit restrictions to it.

Both in the case of sections or mappings it is possible to define jets for local sections or mappings. For it, one works with the germs, which are the equivalence classes determined by the relation that two section/mappings are related if they have the same value at every point in the intersection of their domains.

The $k$-jet manifold of section/mappings can be fibered in different ways, we have

$$\alpha^k : J^k(P, N) \to N; \quad \alpha^k(f^k(x)) = x, \quad (48)$$
\[ \beta^k : J^k(P,N) \to P \quad \alpha^k(f^k(x)) = x \]  
(49)

\[ \rho_r^k : J^k(P,N) \to J^r(P,N) \quad \rho_r^k(f^k(x)) = f^r(x), \quad r \leq k. \]  
(50)

Here the \( \alpha^k \) projection is called the source projection and \( \beta^k \) is the target projection. Now, consider \( J^1(J^k(P,N),\alpha^k,N) \) be a manifold of 1-jets of \( \alpha^k : J^k(P,N) \to N \). The interest of this manifold is that the fibered manifold \( J^{k+1}(P,N) \) can be regularly immersed into \( J^1(J^k(P,N),\alpha^k,N) \).

\[
\begin{align*}
J^kP & \xleftarrow{\rho_r^k \circ u} J^{k+1}P & \psi & \to J^1(J^kP) \\
& & & \downarrow \psi \\
N & & & J^1(q^{k+1}_u) \\
& & & u
\end{align*}
\]

such that

\[ u(x) = J^1(\rho_r^k \circ u)(x) \]
(51)
for a function \( u : N \to J^{k+1}P \). Note that \( J^{k+1}P \subset J^1(J^kP) \). We can set local coordinates for jets, the jet manifold \( J^k(P,N) \) has an atlas when it is modeled in the space \( \mathbb{R}^p \times \mathbb{R}^a \times J^k(\mathbb{R}^p,\mathbb{R}^a) \), locally we may think \( J^k(P,N) \) as \( J^k(\mathbb{R}^p,\mathbb{R}^a) \). Locally, \((x_u,\xi^A,\xi^A_{\alpha(r)})\) with \( 1 \leq r \leq k \) is the coordinate representation of a point of \( J^k(P,N) \).

**Higher order tangent bundles.** Now, a particular type of jet manifold is the tangent bundle of higher order. Consider \( Q \) a configuration space of dimension \( n \), \( TQ \) is the tangent bundle and \( T^*Q \) is the cotangent bundle or phase space for a dynamical system. The \( k \)-order tangent bundle can be identified with \( k \) order jets in the following way

\[ T^kQ = J^k_0(\mathbb{R} \times Q, \pi_1, \mathbb{R}). \]
(52)

So that \( T^kQ \) is a submanifold of \( J^k_0(\mathbb{R} \times Q, \pi_1, \mathbb{R}) \). Here, \( \pi_1 \) is the projection from \( \mathbb{R} \times Q \) to the first factor \( \mathbb{R} \). One has the same type of fibrations as for the jets above. In fact, if \( r \leq k \), we have the canonical projection \( \rho^k_r : T^kQ \to T^rQ \), given by \( \rho^k_r(\sigma^k(0)) = \sigma^r(0) \), and the target projection is \( \beta^k : T^kQ \to Q \), given by \( \beta^k(\sigma^k(0)) = \sigma(0) \). One has obviously \( \rho^k_0 = \beta^k \), and \( T^0Q \) is identified canonically with \( Q \).

To describe the local coordinates in \( T^kQ \), let \((U,\varphi)\) be a local chart in \( Q \), with \( \varphi = (\varphi^A) \), \( 1 \leq A \leq n \), and \( \varphi : \mathbb{R} \to Q \) is a curve in \( Q \) such that \( \varphi(0) \in U \); by writing \( \varphi^A = \varphi^A \circ \varphi \), the \( k \)-jet \( \tilde{\varphi}(0) \) is uniquely represented in \( (\beta^k)^{-1}(U) = T^kU \) by

\[ (q^A(0), q^A(1), q^A(2), \ldots, q^A(k)) := (q^A, \dot{q}^A, \ddot{q}^A, \ldots, (k^A)) \]
(53)
where

\[ q^A = \varphi^A(0) ; \quad q^A_{(i)} = \frac{\text{d}^{(i)}q^A}{\text{d}t^{(i)}}|_{t=0} \]
in the open set \( (\beta^k)^{-1}(U) \subseteq T^kQ \). The local expression of the canonical projections \( \beta^k \) and \( \rho_r^k \) are

\[ \rho_r^k(q^0_0, q^0_1, \ldots, q^0_k) = (q^0_0, q^0_1, \ldots, q^0_r) , \quad \beta^k(q^0_0, q^0_1, \ldots, q^0_k) = (q^0_0) . \]
Hence, local coordinates in the open set \((\beta^k)^{-1}(U) \subseteq T^kQ\) adapted to the \(p^k\)-bundle structure are
\[
(q^0_1, \ldots, q^k_{(r)}; q^0_{(r)}, q^k_{(r+1)}, \ldots, q^k_{(k)}),
\]
and a section \(s \in \Gamma(p^k)\) is locally given in this open set by
\[
s(q^0_1, \ldots, q^k_{(r)}) = (q^0_{(0)}; q^0_{(1)}, \ldots, q^k_{(r)}; q^k_{(r+1)}, \ldots, q^k_{(k)}),
\]
where \(s^k_j\) (with \(r + 1 \leq j \leq k\)) are local functions. This approach is very useful to work on the tangent bundle \(TT^{k-1}Q\). Accordingly, we denote the induced coordinates on \(TT^{k-1}Q\) as
\[
(q^k_{(\kappa)}; \dot{q}^k_{(\kappa)}; \ddot{q}^k_{(\kappa)}) = (q^0_{(0)}; q^1_{(0)}; q^k_{(k)}; \ddot{q}^1_{(1)}; \ddot{q}^k_{(k)}, \ldots) \in TT^{k-1}Q,
\]
where \(\kappa\) runs from 0 to \(k - 1\).

### 3.2. Tulczyjew triples for higher order bundles

Consider the natural embedding of \(T^kQ\) into the iterated tangent bundle \(TT^{k-1}Q\) of \(T^{k-1}Q\). This is locally given by
\[
\iota : T^kQ \rightarrow TT^{k-1}Q : (q^0_1, \ldots, q^0_k) \rightarrow (q^0_1, \ldots, q^0_k; q^1_{(k-1)}; q^1_{(1)}; q^k_{(k)}).
\]
See [42]. Here, the induced coordinates on \(TT^{k-1}Q\) are assumed to be
\[
(q^k_{(\kappa)}; \dot{q}^k_{(\kappa)}; \ddot{q}^k_{(\kappa)}) = (q^0_{(0)}; q^1_{(1)}; q^k_{(k)}; \ddot{q}^1_{(1)}; \ddot{q}^k_{(k)}, \ldots) \in TT^{k-1}Q,
\]
where \(\kappa\) runs from 0 to \(k - 1\). For future reference, let us record here the particular case \(s = 2\) that is
\[
T^2Q \rightarrow TTQ : (q^0_1, q^2_{(2)}) \rightarrow (q^0_1, q^1_{(1)}; q^2_{(2)}).
\]
This embedding will enable us to study the dynamics on the higher order bundles in the framework of Tulczyjew triples.

Recall first the first order Tulczyjew triple presented in section 2.4. By replacing the configuration manifold \(Q\) in the classical first order Tulczyjew triple by the \((k - 1)\)th order tangent bundle \(T^{k-1}Q\), we draw the following generalized Tulczyjew triple [21] proper for the higher order frameworks

\[
\begin{array}{cccccc}
T^*TT^{k-1}Q & \xleftarrow{\pi_{TT^{k-1}Q}} & TT^*T^{k-1}Q & \xrightarrow{\Omega^0_{TT^{k-1}Q}} & T^*T^*T^{k-1}Q.
\end{array}
\]

Here, \(\pi_{TT^{k-1}Q}\) is the cotangent bundle projection, \(T\pi_{T^{k-1}Q}\) is the tangent lift of \(\pi_{T^{k-1}Q}\), \(\tau_{TT^{k-1}Q}\) is the tangent bundle projection, and \(\pi_{T^*T^{k-1}Q}\) is the cotangent bundle projection.

Since \(T^*T^{k-1}Q\) is a cotangent bundle, the pair \((T^*T^{k-1}Q, \Omega_{T^{k-1}Q})\) is a symplectic manifold with the canonical symplectic two-form \(\Omega_{T^{k-1}Q} = d\Theta_{T^{k-1}Q}\). On \(T^*T^{k-1}Q\), the Darboux coordinates are
\[
(q_{(\kappa)}; p_{(\kappa)}^{(s)}) = (q^0_{(0)}; q^1_{(1)}; \ldots; q^k_{(k-1)}; p^0_{(0)}; p^1_{(1)}; \ldots; p^k_{(k-1)}) \in T^*T^{k-1}Q.
\]
so we write the canonical two-form as
\begin{equation}
\Omega_{T^{k-1}Q} = \sum_{\kappa=0}^{k-1} dp^{(\kappa)}_A \wedge dq^{(\kappa)}_A.
\end{equation}

On $TT^*T^{k-1}Q$, introduce the following local coordinate system
\begin{equation}
(q^{(\kappa)}_A, p^{(\kappa)}_A, \dot{q}^{(\kappa)}_A, \dot{p}^{(\kappa)}_A) \in TT^*T^{k-1}Q
\end{equation}
where $\kappa$ runs from 0 to $k - 1$. The pair $\left(TT^*T^{k-1}Q, \Omega_{T^{k-1}Q}^T\right)$ is a symplectic manifold with lifted symplectic two-form. In terms of the coordinates, $\Omega_{T^{k-1}Q}^T$ can be written as
\begin{equation}
\Omega_{T^{k-1}Q}^T = \sum_{\kappa=0}^{k-1} dp^{(\kappa)}_A \wedge dq^{(\kappa)}_A + \sum_{\kappa=0}^{k-1} dp^{(\kappa)}_A \wedge d\dot{q}^{(\kappa)}_A.
\end{equation}

Then, we define the adapted symplectic diffeomorphism $\Xi_{T^{k-1}Q}$ and $\Omega_{T^{k-1}Q}^\flat$ from the symplectic diffeomorphism $\Xi_Q$ and $\Omega_Q^\flat$ in the first order Tulczyjew triple (57). Accordingly, they are computed as
\begin{equation}
\Xi_{T^{k-1}Q}(q^{(\kappa)}_A, p^{(\kappa)}_A, \dot{q}^{(\kappa)}_A, \dot{p}^{(\kappa)}_A) = (q^{(\kappa)}_A, \dot{q}^{(\kappa)}_A, \dot{p}^{(\kappa)}_A, p^{(\kappa)}_A), \quad \kappa = 0, \ldots, k - 1.
\end{equation}

We remark here that both the left and the right wings of the higher order Tulczyjew triple are special symplectic structures, and the triple is merging them to enable a Legendre transformation for the singular or/and constrained higher order dynamical systems.

### 3.3. Explicit higher order differential equations

Consider the bundle projection $\pi_1 : \mathbb{R} \times Q \rightarrow \mathbb{R}$ onto the first factor. If $\phi : \mathbb{R} \rightarrow Q$ is a curve in $Q$, the canonical lifting of $\phi$ to $T^*Q$ is the curve $J^\phi : \mathbb{R} \rightarrow T^*Q$. We consider the module of vector fields $X(\pi'_1)$ along the projection $\pi'_1 : J^1\pi \rightarrow J^1\pi$. The $k$th holonomic lift of $X = X_o \frac{\partial}{\partial t} \in X(\mathbb{R})$ is given by
\begin{equation}
J^k X = X_o \left( \frac{\partial}{\partial t} + \sum_{i=0}^{k-1} q^{(i+1)}_A \frac{\partial}{\partial q^{(i)}_A} \right).
\end{equation}

Using the identification $J^k\pi \cong \mathbb{R} \times T^kQ$ and denoting by $\pi_2 : \mathbb{R} \times Q \rightarrow Q$ the natural projection onto the second factor, and all the induced projections in higher order jet bundles, we have the following diagram.

\begin{align*}
\mathbb{R} \times T^{k+1}Q & \xrightarrow{\pi_2^{k+1}} T^{k+1}Q \\
\mathbb{R} \times T^kQ & \xrightarrow{\pi_2^k} T^kQ.
\end{align*}
Definition 1. A curve \( \psi : \mathbb{R} \rightarrow T^kQ \) is holonomic of type \( r \), \( 1 \leq r \leq k \), if 

\[
jk - r + 1 \phi = \beta^{k-r+1} \circ \psi,
\]

where \( \phi = \beta^k \circ \psi : \mathbb{R} \rightarrow Q \); that is, the curve \( \psi \) is the lifting of a curve in \( Q \) up to \( T^{k-r+1}Q \).

In particular, a curve \( \psi \) is holonomic of type 1 if 

\[
jk \phi = 0 \phi,
\]

with \( \phi = \beta^k \circ \psi \). Throughout this paper, holonomic curves of type 1 are simply called holonomic.

Definition 2. A vector field \( X \in \mathfrak{X}(T^kQ) \) is a semispray of type \( r \), \( 1 \leq r \leq k \), if every integral curve \( \psi \) of \( X \) is holonomic of type \( r \).

The local expression of a semispray of type \( r \) is

\[
X = q^A_1 \frac{\partial}{\partial q^0} + q^A_2 \frac{\partial}{\partial q^1} + \ldots + q^A_{k-r+1} \frac{\partial}{\partial q^{k-r}} + F^A_{k-r+1} \frac{\partial}{\partial q^{k-r+1}} + \ldots + F^A_k \frac{\partial}{\partial q^k},
\]

where \( F^A_{i-r+1}, \ldots, F^A_k \) are functions of \( q^i \), \( i = 1, \ldots, k \). Observe that semisprays of type 1 in \( T^kQ \) are the analogue to holonomic vector fields in first order mechanics. Their local expressions are

\[
X = q^A_1 \frac{\partial}{\partial q^0} + q^A_2 \frac{\partial}{\partial q^1} + \ldots + q^A_k \frac{\partial}{\partial q^k} + F^A \frac{\partial}{\partial q^k}. \tag{63}
\]

If \( X \in \mathfrak{X}(T^kQ) \) is a semispray of type \( r \), a curve \( \phi : \mathbb{R} \rightarrow Q \) is said to be a path or solution of \( X \) if \( \tilde{j}^k \phi \) is an integral curve of \( X \); that is, \( \tilde{j}^k \phi = X \circ \tilde{j}^k \phi \), where \( \tilde{j}^k \phi \) denotes the canonical lifting of \( j^k \phi \) from \( T^kQ \) to \( TT^kQ \).

3.4. Implicit higher order differential equations

Consider a \( k \)th order system

\[
\Phi^i(q, \dot{q}, \ddot{q}, \ldots, q^{(k)}) = 0, \quad i = 1, \ldots, r
\]

of differential equations defined by \( r \) number equations on a configuration manifold \( Q \). Geometrically, the functions \( \Phi^i \) define a submanifold \( S \) of \( T^kQ \). Using the induced coordinates on the higher order tangent bundle, this submanifold is given locally by

\[
S = \{ \mathbf{q} := (q, \dot{q}, \ddot{q}, \ldots, q^{(k)}) | \Phi^i(q) = 0 \}. \tag{64}
\]

A differentiable curve \( \phi \) on \( Q \) whose canonical \( k \)-lifting is a curve \( \psi = j^k_0 \phi \) on \( T^kQ \) is a solution of \( S \subset T^kQ \) if the lifted curve lies in \( S \). The submanifold \( S \) can be understood as a first
order differential equation defined on $TT^{k-1}Q$ as well. To this end we first consider the natural embedding of $T^sQ$ into the iterated tangent bundle $TT^{k-1}Q$ of $T^{k-1}Q$. This is locally described as in (54). For $s = 2$, recall (56). Using the mapping in (54), image $\iota(S)$ of $S$ is a submanifold of $TT^{k-1}Q$. The differential equation $S$ is called explicit if there exists a vector field $X$ on $T^{k-1}Q$ such that $\text{Im}(X)$ is $\iota(S)$. Otherwise, $S$ is called an implicit differential equation.

Looking for a Lagrangian function generating a differential equation is the inverse problem of calculus of variations. See, for example, [51] for a geometric approach to this problem for the case of $s = 1$. For the fourth order explicit systems, in [26], some conditions are proposed for the existence and uniqueness of a Lagrangian function. In this work, we assume that there exists already a Lagrangian function generating the dynamics.

4. The Hamilton–Jacobi problem for higher order implicit systems

For regular higher order Lagrangians, the submanifold $S$ in $TT^sQ$ projects via $T\tau_{T^{k-1}Q}$ on the whole $T^sT^{k-1}Q$. In the singular case, this projection is only a part of $T^sT^{k-1}Q$. If we would like to construct a Hamilton–Jacobi theory in this setting, there must be a way in which we obtain a Lagrangian submanifold of $T^sT^{k-1}Q$. To find a solution, we need to find a section $\gamma : T^sT^{k-1}Q \to TT^sT^{k-1}Q$. Nonetheless, starting from an implicit differential equation on $TT^sT^{k-1}Q$, by the projection $T\tau_{T^{k-1}Q}$, we arrive at a submanifold in $TT^{k-1}Q$. Hence, we need to make use of Tulcyjew triple (57) to pass from the Lagrangian to Hamiltonian pictures $TT^{k-1}Q$ and $T^sT^{k-1}Q$ through some morphisms. In this section we develop a geometric Hamilton–Jacobi theory for higher order implicit differential equations using two different approaches.

The first method consists of a theory which does refer to vector fields, that we will refer to as the Morse family method. The second is based on the construction of a local vector field defined on the image of a section, but not defined globally on the phase space. In this case, the definitions above apply locally, and the philosophy of the Hamilton–Jacobi approach matches the explanation above. Let us then start first with the method which is not so related to the usual definitions and that implements as a novelty the use of Lagrangian submanifolds generated by a Morse function. Hence, we start with our so-called Morse family method. Notice also that we will rely on the Ostrogradski approach (59) in this subsection, but there is an alternative, the Schmidt approach that we will introduce in the next section.

4.1. The Morse family method—general approach

Let us start with the first method. We start with a Lagrangian submanifold $S$ of the symplectic manifold $TT^sT^{k-1}Q$ equipped with the symplectic two-form $\Omega^{T, k-1}_Q$ exhibited in (60). If it is a horizontal Lagrangian submanifold then it is possible to find a Hamiltonian vector field on $T^sT^{k-1}Q$ whose image is exactly the submanifold itself [60]. This corresponds to an explicit dynamical system. If the Lagrangian submanifold fails to be horizontal then there is no Hamiltonian vector field generating the Lagrangian submanifold. In this case, dynamical equations governing the dynamical system can only be written in an implicit differential equation form. We now propose a Hamilton–Jacobi formalism valid for both the explicit and implicit systems.

Lagrangian submanifolds of $TT^sT^{k-1}Q$ Consider a Lagrangian submanifold $S$ of $TT^sT^{k-1}Q$. If it is projectable, by projecting $S$ via the mapping $T\tau_{T^{k-1}Q}$, we reach a submanifold of $T^sT^{k-1}Q$. On the other hand, if we project $S$ with $T\tau_{T^{k-1}Q}$, we reach a submanifold of $TT^{k-1}Q$, where we have a first order implicit differential equation. Accordingly, we can
iteratively project these resulting bundles: from $T^*T^{k-1}Q$ to $Q$. Let us summarize this in the following diagram.

\[ S \leftarrow T^*T^{k-1}Q \rightarrow TT^*T^{k-1}Q \]

where $\tau_Q^{k-1} : T^{k-1}Q \rightarrow Q$. Notice that if $S$ is integrable, then $T\pi_{T^{k-1}Q}(S)$ is integrable too. We see this by considering the projection $T\pi_{T^{k-1}Q}(V)$ of an element $V \in S$. Note that, if $\varphi$ is a curve lying in $T^*T^{k-1}Q$ and it is tangent to $V \in S$, then $\pi_{T^{k-1}Q} \circ \varphi$ is curve on $T^{k-1}Q$ that is tangent to $T\pi_{T^{k-1}Q}(V)$. This shows that the projections of the solutions of $S$ are solutions of $T\pi_{T^{k-1}Q}(S)$. The inverse question is precisely the basis of a Hamilton–Jacobi theory, i.e. if starting from the solutions of $T\pi_{T^{k-1}Q}(S)$ we are able to construct solutions of $S$, that is to lift the solutions on $TT^{k-1}Q$ to the iterated bundle $T^*T^{k-1}Q$.

Notice that $S$ may not be projectable, that means that $S$ is only projectable when it is restricted to the image space of a differential one-form $\gamma$ on $T^{k-1}Q$. We denote the restriction of $S$ to the image space of a one-form $\gamma$ as $S|_{\text{im}(\gamma)}$. For this procedure, we need to introduce a section $\gamma : T^{k-1}Q \rightarrow T^*T^{k-1}Q$ such that for a solution $\psi : \mathbb{R} \rightarrow T^{k-1}Q$ of $S' = T\pi_{T^{k-1}Q}(S)$, we have that $\gamma \circ \psi : \mathbb{R} \rightarrow T^*T^{k-1}Q$ is a solution of $S$. We say that $S$ and $S'$ are $\gamma$-related. In accordance to the usual Hamilton–Jacobi theory [5, 12, 13, 38], recall (1), we have

\[ T^*T^{k-1}Q \xrightarrow{j^{k-1}\gamma \circ \phi} TT^*T^{k-1}Q \xrightarrow{S} S' \]

Morse families. In this case, since $S$ and $S'$ are implicit, we do not have a vector field. Nonetheless, as we have discussed previously, for every Lagrangian submanifold $S$ in $TT^{k-1}Q$, there exists a Morse family $E$ defined over a smooth bundle structure $(\mathbb{R}, \tau, T^*T^{k-1}Q)$ generating $S$. Let us recall in a diagram the Lagrangian submanifold that is generated and the Lagrangian submanifold we need for a Hamilton–Jacobi theory:

\[ M. Phys. A: Math. Theor. 53 (2020) 075204 \]
where the triangle is the special symplectic structure presented as the right wing of the Tulczyjew triple \((57)\). Here, \(D\) is the image of \(S\) under the musical mapping \(\Omega_T^\sharp\), hence a Lagrangian submanifold of \(T^* T^{k-1}Q\). Assume the local coordinates \((q^A(\kappa), p_A^{(\kappa)}, \lambda^\alpha)\) on the fiber bundle \(R\). Here \((q^A(\kappa), p_A^{(\kappa)})\) is the Darboux' coordinates on \(T^* T^{k-1}Q\) since \(\kappa\) runs from 0 to \(k-1\). The Lagrangian submanifold \(S\), generated by the Morse family \(E = E(q(\kappa), p^{(\kappa)}, \lambda)\), can be written as

\[
D = \left\{ \left( q^A(\kappa), p_A^{(\kappa)}; \frac{\partial E}{\partial q^A(\kappa)}, \frac{\partial E}{\partial p_A^{(\kappa)}} \right) \in T^* T^* T^{k-1}Q : \frac{\partial E}{\partial \lambda^\alpha} = 0 \right\}.
\]  

(67)

The isomorphic image of \(D\) is the Lagrangian submanifold describing the dynamics and computed to be

\[
S = \left\{ \left( q^A(\kappa), p_A^{(\kappa)}; \frac{\partial E}{\partial q^A(\kappa)}, \frac{\partial E}{\partial p_A^{(\kappa)}} \right) \in TT^* T^{k-1}Q : \frac{\partial E}{\partial \lambda^\alpha} = 0 \right\}.
\]  

(68)

The Lagrangian submanifold \(S\) generates the following systems of implicit differential equations

\[
\dot{q}^A(\kappa) = \frac{\partial E}{\partial p_A^{(\kappa)}}, \quad \dot{p}_A^{(\kappa)} = -\frac{\partial E}{\partial q^A(\kappa)}, \quad \frac{\partial E}{\partial \lambda^\alpha} = 0.
\]  

(69)

We introduce a closed one-form \(\gamma\) on \(T^{k-1}Q\) with local picture

\[
\gamma(q(\kappa)) = \gamma_A^{(\kappa)} dq_A^{(\kappa)},
\]

where \(\gamma_A^{(\kappa)}\) are real valued functions on \(T^{k-1}Q\). See that, \(\text{Im}(\gamma)\) is a Lagrangian submanifold of \(T^* T^{k-1}Q\), so that there is an inclusion \(\epsilon : \text{Im}(\gamma) \hookrightarrow T^* T^{k-1}Q\). We use the inclusion to pull the bundle \((R, \tau, T^* T^{k-1}Q)\) back over \(\text{Im}(\gamma)\). By this, one arrives at a fiber bundle \((\epsilon^*R, \epsilon^*\tau, \text{Im}(\gamma))\).

\[
\epsilon^*(R) \xrightarrow{\epsilon} R \xrightarrow{\tau} \text{Im}(\gamma) \xrightarrow{\iota} T^* T^{k-1}Q.
\]

(70)

Here, the total space the pull-back bundle is

\[
\epsilon^*(R) = \left\{ (\gamma(q(\kappa)), z) \in \text{Im}(\gamma) \times R : \tau(z) \in \text{Im}(\gamma) \right\}
\]
with $\varepsilon$ is the corresponding inclusion. Although restriction of the Morse family on $\iota^* (R)$ should formally be written as $E \circ \varepsilon$, we will abuse notation using $E$. The submanifold generated by $E = E (q^{(k)}, \gamma^{(k)}, \lambda)$ is given by

$$ S_{|\text{Im}(\gamma)} = \left\{ \left( q_A^{(k)}, \gamma_A^{(k)} ; \frac{\partial E}{\partial q_A^{(k)}}, \frac{\partial E}{\partial q^{(k)}_{A}} \right) \in T^* T^{k-1} Q : \frac{\partial E}{\partial \lambda^{\alpha}} = 0 \right\}. \quad (71) $$

Note that, if the Lagrangian submanifold $S$ was explicit, and would be understood as the image of a Hamiltonian vector field $X_H$, then $S_{|\text{Im}(\gamma)}$ reduces to the image space of the composition $X_H \circ \gamma$.

The submanifold $S_{|\text{Im}(\gamma)}$ exhibited in (71) does not depend on the momentum variables. This enables us to project it to a submanifold $S'$ of $T^* Q$ by the tangent mapping $T \pi_Q$ as follows

$$ S' = T \pi_{T^{k-1} Q} \circ S_{|\text{Im}(\gamma)} = \left\{ \left( q_A^{(k)}, \gamma_A^{(k)} (q^{(k)}, \gamma^{(k)}, \lambda) \right) \in T^* T^{k-1} Q : \frac{\partial E}{\partial \lambda^{\alpha}} = 0 \right\}. \quad (72) $$

Note that the submanifold $S'$ defines an implicit differential equation on $T^{k-1} Q$. We state the generalization of the Hamilton–Jacobi theorem 1 as follows.

**Theorem 4 (Higher order implicit HJ theorem).** The following conditions are equivalent for a closed one-form $\gamma$ that is a solution of the implicit higher order Hamilton–Jacobi problem:

(i) The Lagrangian submanifold $S$ in (67) and the submanifold $S'$ in (72) are $\gamma$-related, that is

$$ T\gamma (S') = S_{|\text{Im}(\gamma)} $$

(ii) The Morse family $E$ that generates the submanifold $S$ fulfills the equation

$$ dE (q^{(k)}, \gamma^{(k)}, \lambda) = 0. \quad (73) $$

**Proof.** The one-form $\gamma = \gamma^{(k)} \partial q_A^{(k)}$ is closed, that is, $\partial \gamma^{(k)} / \partial q_B^{(k)} = \partial \gamma^{(k)} / \partial q_A^{(k)}$. The first assertion in theorem 4 can be written locally as

$$ \delta^{k, k} \frac{\partial \gamma^{(k)}}{\partial q_A^{(k)}} \frac{\partial E}{\partial q_A^{(k)}} + \frac{\partial E}{\partial q^{(k)}_{A}} = 0, \quad (74) $$

for $A = 1, \ldots, n$, and $\kappa, k = 1, \ldots, k - 1$ and with the condition $\partial E / \partial \lambda^{\alpha} = 0$. Let us now compute

$$ dE (q^{(k)}, \gamma^{(k)}, \lambda) = \frac{\partial E}{\partial q^{(k)}_{A}} \partial q_A^{(k)} + \frac{\partial E}{\partial p_A^{(k)}} \gamma_A^{(k, \kappa)} \partial q_A^{(k)} + \frac{\partial E}{\partial \lambda^{\alpha}} d\lambda^{\alpha}. \quad (75) $$

Note that, after the substitution of (74) into (75) and by employing the closure of the one-form, we conclude that the exterior derivative of $E$ vanishes when $p^{(k)} = \gamma^{(k)}$. \hspace{1cm} $\blacksquare$

**4.1.1 The Morse family method—Ostrogradski momenta.** Now, we come to the problem of deciding the total space $R$ of the bundle $T^* T^{k-1} Q$. We are proposing two alternative ways for this. In this case our interest is focused in the Lagrangian submanifolds generated by a
Lagrangian function. Accordingly, consider a Lagrangian function depending on higher order differential terms on the higher order tangent bundle \( T^kQ \) of the configuration space \( Q \). If \( Q \) is an \( n \)-dimensional manifold with a local chart \((q^A_0), \) then \( T^kQ \) is a \((k + 1) \times n\)-dimensional manifold with the induced local chart \((q^A_0, q^A_1, \ldots, q^A_k)\). Now, consider the Whitney product

\[
W = T^kQ \times_{\tau^{-1}} T^*T^{k-1}Q
\]

(76)
equipped with the local coordinates

\[
(q^A_{(\kappa)}, q^A_{(k)}, p_A^{(\kappa)}) = (q^A_0, \ldots, q^A_{(k-1)}, q^A_{(k)}, p_A^{(0)} \cdots p_A^{(k-1)})
\]

(77)
of the higher order tangent bundle \( T^kQ \) and the iterated cotangent bundle \( T^*T^{k-1}Q \) fibered over \( T^{k-1}Q \). Here, we have assumed the canonical coordinates \((q^A_{(\kappa)}, p_A^{(\kappa)})\) on \( T^*T^{k-1}Q \) where \( \kappa \) runs from 0 to \( k - 1 \). Note that, we can realize this Whitney product as the total space of the smooth fiber bundle

\[
\tau : T^kQ \times_{\tau^{-1}} T^*T^{k-1}Q \mapsto T^*T^{k-1}Q : (q^A_{(\kappa)}, q^A_{(k)}, p_A^{(\kappa)}) \mapsto (q^A_{(\kappa)}, p_A^{(\kappa)}),
\]

(78)
where the base is \( T^*T^{k-1}Q \). In this fibration the fibers are given by \((q^A_{(k)})\) and they are \( n \)-dimensional.

For a given higher order Lagrangian \( L = L(q^A_0, \ldots, q^A_k), \) the corresponding energy function \( E \) is defined on the Whitney product \( T^kQ \times_{\tau^{-1}} T^*T^{k-1}Q \) and explicitly given by

\[
E(q^A_{(\kappa)}, q^A_{(k)}, p_A^{(\kappa)}) = p^{(0)}_A q^{(1)}_A + p^{(1)}_A q^{(2)}_A + \cdots + p^{(k-1)}_A q^{(k)}_A - L.
\]

(79)
It is immediate to see that \( E \) is a Morse family and that it generates a Lagrangian submanifold of the cotangent bundle \( T^*T^kQ \), as it was mentioned in the theory on Morse families. Diagrammatically, we replace the total space \( R \) with the Whitney product in (76) with the projection (78). Hence, the Lagrangian submanifold \( D \) in (67) takes the particular form

\[
\left( q^A_{(\kappa)}, p_A^{(\kappa)}; -\frac{\partial L}{\partial q^A_0}, p_A^{(0)}, \ldots, -\frac{\partial L}{\partial q^A_{(1)}}, p_A^{(k-2)} - \frac{\partial L}{\partial q^A_{(k-1)}}, q^A_{(1)}, \ldots, q^A_{(k)} \right)
\]

(80)
equipped with constraints

\[
p_A^{(k-1)} - \frac{\partial L}{\partial q^A_{(k)}} = 0.
\]

(81)
See that the Lagrangian submanifold exhibited in (80) and (81) is in \( T^*T^kT^{k-1}Q \) where \( q^A_{(k)} \) are auxiliary variables presenting the implicit character of the system. In this framework, Ostrogradski momenta are given by

\[
p^{(\kappa)} = \sum_{j=\kappa}^{k-1} \left( -\frac{d}{dt} \right)^{j-\kappa} \left( \frac{\partial L}{\partial q^{(\kappa + 1)}} \right)
\]

(82)
where \( \kappa \) runs from 0 to \( k - 1 \).

**Legendre transformation by means of Tulczyjew triple.** Using the right wing of the Tulczyjew’ triple (57), and referring directly to the musical isomorphism \( \Omega^T_{\tau^{-1}} \) in (61), we map the Lagrangian submanifold in (80) and (81) to \( T^*T^{k-1}Q \). This reads
Accordingly, we compute the following system of equations

$$\frac{\partial L}{\partial q_A(0)} = \frac{dL}{dt} \frac{\partial L}{\partial q_A(1)} + \frac{d^2L}{dt^2} \frac{\partial L}{\partial q_A(2)} + \cdots + (-1)^{k-1} \frac{d^kL}{dt^k} \frac{\partial L}{\partial q_A(k)} = 0. \quad (85)$$

Note that these identifications are independent of the regularity of the Lagrangian functions.

### Hamilton–Jacobi equations

Introduce a closed one-form $\gamma$ on $T^{k-1}Q$ given locally by

$$\gamma = \gamma_A^{(k)} dq_A^{(k)} = \gamma_A^{(0)} dq_A^{(0)} + \gamma_A^{(1)} dq_A^{(1)} + \cdots + \gamma_A^{(k-1)} dq_A^{(k-1)}. \quad (86)$$

Now we apply the implicit Hamilton–Jacobi theorem 4 to the first order implicit system given in (84), which is equivalent to the higher order Euler–Lagrange system. More concretely, we are employing the second condition (73) in theorem 4 to the present case. This reads

$$d \left( \sum_{A} \gamma_A^{(0)} q_A^{(0)} + \gamma_A^{(1)} q_A^{(1)} + \cdots + \gamma_A^{(k-1)} q_A^{(k-1)} \right) = 0. \quad (87)$$

Accordingly, we compute the following system of equations

$$\frac{\partial \gamma_A^{(0)}}{\partial q_A^{(0)}} q_A^{(1)} + \cdots + \gamma_B^{(k-1)} q_B^{(k-1)} + \gamma_A^{(0)} q_A^{(0)} + \cdots + \gamma_B^{(k-1)} q_B^{(k-1)} = 0. \quad (88)$$

Since $\gamma$ is a closed one-form, then in a local chart, one may take $\gamma$ as the exterior derivative of a real-valued function $W$ on $T^{k-1}Q$. In this case, we integrate the system as

$$\frac{\partial W}{\partial q_A^{(0)}} q_A^{(0)} + \cdots + \frac{\partial W}{\partial q_A^{(k-1)}} q_A^{(k-1)} = 0. \quad (89)$$

This is a Lagrangian submanifold of $T^*T^{k-1}Q$. The dynamics in this submanifold is represented by a system of implicit differential equations

$$\dot{q}_A^{(0)} = \dot{q}_A^{(1)} = \cdots = \dot{q}_A^{(k-1)} = \dot{q}_A^{(k)}, \quad \ddot{p}_A^{(0)} = \frac{\partial L}{\partial q_A^{(0)}}, \quad \ddot{p}_A^{(1)} = \frac{\partial L}{\partial q_A^{(1)}} - p_A^{(0)}, \cdots, \quad \ddot{p}_A^{(k-1)} = \frac{\partial L}{\partial q_A^{(k-1)}} - p_A^{(k-2)}, \quad (83)$$

equipped with the constraints given in (81). It is immediate now to check that the Lagrangian submanifold (80) and (81), or the system of implicit equations (84) correspond to the higher order Euler–Lagrange equations

$$(84)$$

$$(85)$$

$$(86)$$

$$(87)$$

$$(88)$$
Hamilton–Jacobi equations for nondegenerate cases. Note that, we may solve the Lagrange multipliers $q^A_{(k)}$ from the definition of conjugate momenta $p^A_{(k−1)}$ using the constraint (81) if the matrix $[\partial^2 L/\partial q^A_{(k)} \partial q^B_{(k)}]$ is nondegenerate. In this case, the solution has the form

$$ q^A_{(k)} = \sum^k \left(q^{(0)}, q^{(1)}, \ldots, q^{(k−1)}, p^{(1)}\right). $$

Further, in a local chart, one may take $\gamma$ as the exterior derivative $dW$ of a real-valued function $W$ on $T^{k−1}Q$. In this case the requirement that $E$ is constant on the image of $dW$ results in a Hamilton–Jacobi equation in form

$$ \frac{\partial W}{\partial q^A_{(0)}} q^A_{(1)} + \frac{\partial W}{\partial q^A_{(1)}} q^A_{(2)} + \cdots + \frac{\partial W}{\partial q^A_{(k−1)}} q^A_{(k)} - L(q^{(0)}, q^{(1)}, \ldots, q^{(k−1)}, \Sigma) = 0. $$

(89)

4.1.2. The Morse family method—the Schmidt–Legendre transformation for second order systems. We start by recalling some basics on the acceleration bundle and refer the reader to [21] for further details.

Acceleration bundle. Consider the set $K_q(Q)$ of smooth curves passing through $q \in Q$ whose first derivatives vanish at $q$, that is

$$ K_q(Q) = \{ \gamma \in C_q(Q) : D(f \circ \gamma)(0) = 0, \quad \forall f : Q \to \mathbb{R} \}. $$

(90)

Define an equivalence relation on $K_q(Q)$ by saying that two curves $\gamma$ and $\gamma'$ are equivalent if the second derivatives of $\gamma$ and $\gamma'$ are equal at the point $q$, that is if

$$ \gamma(0) = \gamma'(0) = q, \quad D^2(f \circ \gamma)(0) = D^2(f \circ \gamma')(0), \quad \forall f : Q \to \mathbb{R} $$

for all real valued functions $f$ on $Q$. An equivalence class is denoted by $a\gamma(0)$. The set of all of these equivalence classes is called acceleration space $A_qQ$ at $q \in Q$. If $Q$ is an $n$-dimensional manifold then union of all acceleration spaces

$$ AQ = \bigsqcup_{q \in Q} A_qQ $$

is a $2n$-dimensional manifold called as the acceleration bundle of $Q$. The induced local coordinates on $AQ$ are defined to be

$$ (q^A_{(0)}, a^A_{(0)}) : AQ \to \mathbb{R}^{2n} : a_\gamma(0) \to (q^A_{(0)} \circ \gamma(0), D^2(q^A_{(0)} \circ \gamma)(0)). $$

(91)

We note that, the third order tangent bundle $T^3Q$ and the tangent bundle of the acceleration bundle are isomorphic. If the induced coordinates assumed on the tangent bundle $TAQ$ are $(q^A_{(0)}, a^A_{(0)}; q^A_{(1)}; a^A_{(1)})$, then the isomorphism $S$ locally takes the form

$$ S : TAQ \to T^3Q : \left(q^A_{(0)}; a^A_{(0)}; q^A_{(1)}; a^A_{(1)}\right) \to \left(q^A_{(0)}, q^A_{(1)}; a^A_{(0)}, a^A_{(1)}\right). $$

(92)

Gauge invariance of the Lagrangian formalism and Schmidt method. Consider a second order Lagrangian function

$$ L = L(q^{(0)}, q^{(1)}, q^{(2)}) $$

on $T^2Q$. The gauge invariance of the second order Euler–Lagrange equations implies that the equations of motion generated by $L$ and $L + (d/dt)F$ are the same for any smooth function $F$ on $T^2Q$. When we consider $F$, we come up with a third order Lagrangian.
\[ \dot{L} (q(0), q(1), q(2), q(3)) = L (q(0), q(1), q(2)) + \frac{d}{dt} F (q(0), q(1), q(2)) \]
\[ = L (q(0), q(1), q(2)) + \frac{\partial F}{\partial q(0)} q(1) + \frac{\partial F}{\partial q(1)} q(2) + \frac{\partial F}{\partial q(2)} q(3) \]  

(94)

defined in \( T^3 Q \) with local coordinates \((q(0), q(1), q(2), q(3))\). By recalling the isomorphism in (92), we pull back the Lagrangian \( \dot{L} \) to the tangent bundle \( TAQ \), so it results in a first order Lagrangian function

\[ L_2 : TAQ \mapsto \mathbb{R} : (q(0), a_A(0), q_A(0); q(1), a_A(1)) \mapsto L (q(0), q(1), q(2), q(3)) + \frac{\partial F}{\partial q(0)} q(1) + \frac{\partial F}{\partial q(1)} q(2) + \frac{\partial F}{\partial q(2)} q(3) \]  

(95)

defined on the first order tangent bundle \( TAQ \). The Euler–Lagrange equations generated by \( L_2 \) are computed to be

\[ \frac{\partial L_2}{\partial q(0)} = \frac{d}{dt} \frac{\partial L_2}{\partial \dot{q}(0)} = 0, \quad \frac{\partial L_2}{\partial a_A(0)} = \frac{d}{dt} \frac{\partial L_2}{\partial \dot{a}_A(0)} = 0. \]  

(96)

The second set of equations in (96) can be rewritten as

\[ \left( \frac{\partial L}{\partial a_A(0)} + \frac{\partial F}{\partial q(0)} \right) + \frac{\partial^2 F}{\partial q_A(1) \partial \dot{a}_A(0)} (a_A(0) - q_A(2)) = 0. \]  

(97)

Assume that the second order Lagrangian function \( L \) is a nondegenerate, that is the rank of the Hessian matrix \( \left[ \frac{\partial^2 L}{\partial a_A(0) \partial \dot{a}_A(0)} \right] \) is maximal, and assume also that the auxiliary function \( F \) satisfies

\[ \frac{\partial L}{\partial a_A(0)} + \frac{\partial F}{\partial q(0)} = 0. \]  

(98)

In this case, the non-degeneracy of the matrix \( \left[ \frac{\partial^2 L}{\partial a_A(0) \partial \dot{a}_A(0)} \right] \) implies the non-degeneracy of the matrix \( \left[ \frac{\partial^2 F}{\partial q_A(1) \partial \dot{a}_A(0)} \right] \). Given this, the equations (97) reduce to the set of constraints \( a_A(0) - q_A(2) = 0 \). In this case, the first set in (96) results in the same Euler–Lagrange equations generated by \( L \) in (93).

**Morse family generating the Lagrangian submanifold.** Assuming the dual coordinates \((q_A(0), a_A(0), p_A(0), \pi_A(0))\) on the cotangent bundle \( TAQ \), define the following Morse family

\[ E \left( q(0), a(0), p(0), \pi(0), q_A(0), a_A(0) \right) = p_A(0) q_A(1) + \pi_A(0) a_A(1) - L_2 (q(0), a(0); q_A(1), a_A(1)) \]
\[ = p_A(0) q_A(1) + \pi_A(0) a_A(1) - L(q(0), q_A(1), a_A(1)) - \frac{\partial F}{\partial q(0)} q(1) - \frac{\partial F}{\partial q(1)} a(1) - \frac{\partial F}{\partial a_A(0)} a_A(1) \]  

(99)

on the Whitney sum \( TAQ \times AQ T^* A Q \) over the base manifold \( T^* A Q \). The conjugate momenta are defined by the equations

\[ 0 = \frac{\partial E}{\partial \dot{q}_A(1)} = p_A(0) - \frac{\partial L_2}{\partial q_A(1)}, \quad 0 = \frac{\partial E}{\partial \dot{a}_A(1)} = \pi_A(0) - \frac{\partial L_2}{\partial a_A(1)} = \pi_A(0) - \frac{\partial F}{\partial a_A(0)}. \]  

(100)
If we substitute the momenta $\pi_A^{(0)}$ in the definition of the Morse family (99) which makes the family free of $(a^{(1)}_A)$, it results in

$$E(q_0, a_0; p^{(0)}, \pi^{(0)}, q^{(1)}) = p^{(0)}_A q^{(1)}_A - L(q_0, q^{(1)}_A, a^{(0)}_A) - \frac{\partial F}{\partial q^{(0)}_0} q^{(1)}_0 - \frac{\partial F}{\partial a^{(0)}_A} a^{(0)}_A$$

(101)

defined on the Whitney sum $T^*AQ \times_T TAQ$. A further reduction on the Morse family is possible. For this, recall the assumption that the matrix $[\partial^2 F/\partial a^{(0)}_A \partial q^{(0)}_0]$ is nondegenerate. So that we can, at least locally, solve $q^{(0)}_A$ in terms of the momenta from the second equation $\pi^{(0)}_A = \frac{\partial F(q_0, q^{(1)}_A, q^{(2)}_A)}{\partial a^{(0)}_A}$ in (100). Let us write this solution as

$$q^{(0)}_A = \mathbf{z}^{(0)}(q_0, a_0, \pi^{(0)})$$

(102)

This results with a well-defined Hamiltonian function

$$H(q_0, a_0; p^{(0)}, \pi^{(0)}) = p^{(0)}_A \mathbf{z}^{(0)}_A - L(q_0, \mathbf{z}, a_0) - \frac{\partial F}{\partial q^{(0)}_0} \mathbf{z}^{(0)}_0 - \frac{\partial F}{\partial a^{(0)}_A} a^{(0)}_A$$

(103)

on $T^*AQ$.

**Hamilton–Jacobi theory in the acceleration bundle framework.** Now, we are ready to write the Hamilton–Jacobi theory for second order nondegenerate Lagrangian functions. For this, assume a real valued function $W$ defined on the acceleration bundle $AQ$ and a Hamiltonian vector field $X_H$ on $T^*AQ$ associated to the Hamiltonian function $H$ in (103). We can define a vector field $X_H^\gamma$ on the acceleration bundle $AQ$

$$X_H^\gamma = T\pi_{AQ} \circ X_H \circ \gamma$$

(104)

according to the commutativity of the diagram

$$\begin{array}{ccc}
T^*AQ & \xrightarrow{X_H} & TT^*AQ \\
\gamma = dw & \downarrow & \\
AQ & \xrightarrow{X_H^\gamma} & TAQ
\end{array}$$

(105)

**Theorem 5 (HJ theorem in the acceleration bundle).** Let $\gamma = dw$ be a closed one-form on $AQ$, we say that $\gamma$ is a solution of the Hamilton–Jacobi problem in the acceleration bundle if the following two equivalent conditions are satisfied

(i) The vector fields $X_H$ and $X_H^\gamma$ are $\gamma$-related

(ii) $d(H \circ \gamma) = 0$.

We can rewrite the second condition as an equation the function $W = W(q_0, a_0)$ satisfying the partial differential equation

$$\frac{\partial W}{\partial a^{(0)}_A} \mathbf{z}^{(0)}_A(q_0, a_0, \frac{\partial W}{\partial q^{(0)}_0}) - L(q_0, \mathbf{z}, a_0) - \frac{\partial F}{\partial a^{(0)}_A} \mathbf{z}^{(0)}_0(q_0, a_0, \frac{\partial W}{\partial q^{(0)}_0}) = \frac{\partial F}{\partial a^{(0)}_A} a^{(0)}_A = E.$$ 

(106)

where $E$ is a constant.
Let us write the second condition explicitly for a particular case. Determine the auxiliary function \( F(a_0, q_1) = -\partial_{AB} q^0_0 q^1_0 \) in (95). In the light of condition (98), the Lagrangian is quadratic with respect to second order time derivatives. More concretely, we see that \( \partial L / \partial A_{0}^{0} = \partial_{AB} a_{0}^{0} a_{0}^{0} \). In this case, the Hamiltonian function (103) reduces to

\[
H \left( q(0), a(0), p(0), \pi(0) \right) = \delta^{AB} p_{A}^{0} \pi_{B}^{0} - L \left( q(0), \pi(0), a(0) \right) + \delta_{AB} a_{0}^{0} a_{0}^{0}.
\]

In this case, for a closed one-form

\[
\gamma = \frac{\partial W}{\partial a_{0}^{0}} dq_{0}^{0} + \frac{\partial W}{\partial a_{0}^{0}} da_{0}^{0},
\]

the second condition in theorem 5 provides the following Hamilton–Jacobi equation for the nondegenerate second order Lagrangian function \( L \)

\[
\delta^{AB} \frac{\partial W}{\partial q_{0}^{0}} \frac{\partial W}{\partial q_{0}^{0}} - L \left( q(0), \frac{\partial W}{\partial a_{0}^{0}}, a(0) \right) + \delta_{AB} a_{0}^{0} a_{0}^{0} = E. \tag{108}
\]

4.1.3. Comparisons of HJ formalisms for nondegenerate cases. Let us consider again the auxiliary function \( F = F(q_{0}(0), q_{1}(0), q_{2}(0)) \) on the second order tangent bundle \( T^{2}Q \) and let us write \( T^{2}Q \) locally as a product space \( AQ \times_{Q} T^{*}Q \). Here, the function will have a form \( F = F(q_{0}(1), q_{1}(0), a(0)) \). In this case, the cotangent bundle of \( T^{*}T^{2}Q \) can be identified with the product space \( T^{*}AQ \times T^{*}TQ \). The image of the exterior derivative \( dF \) determines a Lagrangian submanifold of \( T^{*}AQ \times T^{*}TQ \) hence a symplectic diffeomorphism between \( T^{*}AQ \) and \( T^{*}TQ \). Explicitly, the symplectic diffeomorphism is computed to be

\[
T^{*}AQ \rightarrow T^{*}TQ : \left( q_{0}^{0}(0), a_{0}^{0}, p_{0}^{0}, \pi_{0}^{0} \right) \rightarrow \left( q_{0}^{0}, z^{A}, \left( q_{0}(0), a_{0}(0), \pi_{0}(0) \right), a(0), -\frac{\partial F}{\partial z^{A}} \right). \tag{109}
\]

This symplectic diffeomorphism establishes the link between the Morse families (79) (when \( k = 1 \) and (101). To see this directly, let us now pull back the Morse family \( E \) given in (79) by the mapping (109). We compute the result as follows

\[
\begin{align*}
\left( p_{0}^{0}(0), q_{1}(0) + \frac{\partial F}{\partial q} \left( q_{0}, z(q, a), a \right) \right) z = & \frac{\partial F}{\partial z^{A}} a - L(q, z, a) \\
= & p_{q} z - L(q, z, a) - \frac{\partial F}{\partial z} z - \frac{\partial F}{\partial z^{A}} a \tag{110}
\end{align*}
\]

which is exactly the Hamiltonian function in (103). Here, we have employed the identification \( a_{0}^{0} = q_{2}^{0} \). The following examples compare the two methods we have exhibited so far.

**Example.** Let us consider a pure quadratic one-dimensional Lagrangian

\[
L = \frac{1}{2} \mu q_{1}^{2}; \tag{111}
\]
If we first apply the Ostragradski method, the momentum $p^{(1)}$ is computed to be $\mu q(2)$. The Hamilton–Jacobi equation (89) for this system is

$$\frac{\partial W}{\partial q(0)} q^{(1)} + \frac{1}{2} \mu \left( \frac{\partial W}{\partial q(0)} \right)^2 = c.$$  \hspace{1cm} (112)

Let us now apply the Schmidt method presented in section 4.1.2 to the Lagrangian (111). Condition (98) integrates the function $F$ as

$$F = -\mu a q^{(1)} + g(q(0))$$  \hspace{1cm} (113)

where $g$ is an arbitrary function which can be chosen as zero without loss of any generality. This enables us to use the Hamilton–Jacobi equation in (106), which is exactly

$$-\frac{\partial W}{\partial q(0)} \frac{\partial W}{\partial a(0)} + \frac{1}{2} \mu a^2(0) = c$$  \hspace{1cm} (114)

and which can be solved assuming that $\nabla_a W$ does not equal to zero, and rewrite the Hamilton–Jacobi problem in the form

$$\frac{\partial W}{\partial q(0)} = \frac{1}{2} \mu a^2(0) - c = c_2$$  \hspace{1cm} (115)

where $c_2$ is a constant. Its solution reads:

$$W(q(0), a(0)) = c_2 q(0) + \frac{1}{6c_2} \mu a^3(0) = \frac{c}{c_2} a(0).$$  \hspace{1cm} (116)

4.1.4. The Morse family method—the Schmidt method for the third order Lagrangians. Let us start with a third order Lagrangian function $L(q(0), q(1), q(2), q(3))$ defined on $T^3Q$. Recalling the local diffeomorphism in (92), we pull back the Lagrangian function $L$ to the tangent bundle $TAQ$ of the acceleration bundle. By this, we arrive at a first order Lagrangian function $L = L(q(0), a(0); q(1), a(1))$. Now, we define a manifold $M$ with local coordinates $m$, its tangent bundle $TM$ with coordinates $(m^A, m^B)$ and the first order Lagrangian function

$$L_3 = L(q(0), a(0); q(1), a(1)) + \frac{\partial F}{\partial q(0)} a^A(0) + \frac{\partial F}{\partial q(1)} a^A(0) + \frac{\partial F}{\partial a(0)} a^A(0) + \frac{\partial F}{\partial m^A(0)} a^A(1)$$  \hspace{1cm} (117)

on the tangent bundle $T(AQ \times M)$ equipped with local coordinates

$$(q^A(0), a^A(0); q^A(1), a^A(1); m^A(0), m^A(1)).$$

Here, the auxiliary function $F$ depends on $(q(0), q(1), a(0), m(0))$. The Euler Lagrange equations generated by the Lagrangian $L_3$ are equal to the Euler–Lagrange equations generated by the third order Lagrangian function $L$ if the requirement

$$\det[\partial^2 F/\partial q^A(1) \partial m^B(0)] \neq 0$$  \hspace{1cm} (118)

is assumed [21].

We consider the conjugate momenta on $T^*(AQ \times M)$ determined locally by $(p^A_A, \pi^A_A, \mu^A_A)$ and the energy function associated with $L_3$ is
\[ E = p_A^{(0)} q_A^{(1)} + \pi_A^{(0)} a_A^{(1)} + \mu_A^{(0)} m_A^{(1)} - L_3 \]
\[ = p_A^{(0)} q_A^{(1)} + \pi_A^{(0)} a_A^{(1)} + \mu_A^{(0)} m_A^{(1)} - L - \frac{\partial F}{\partial q_A^{(0)}} q_A^{(1)} - \frac{\partial F}{\partial a_A^{(0)}} a_A^{(1)} - \frac{\partial F}{\partial m_A^{(0)}} m_A^{(1)}. \]

(119)

Notice that this energy function is a Morse family on the Whitney sum \( T(AQ \times M) \times T^*(AQ \times M) \) and, in accordance with the following diagram.

\[ TT^*(AQ \times M) \xrightarrow{\gamma} T^*(AQ \times M) \quad T^*(AQ \times M) \xrightarrow{\gamma} T^*(AQ \times M), \]

The family \( E \) generates a Lagrangian submanifold \( D \) of \( T^*(AQ \times M) \), and using the musical isomorphism \( \Omega_{AQ \times M}^* \), we map this Lagrangian submanifold to a Lagrangian submanifold \( S \) of \( TT^*(AQ \times M) \), that is a symplectic manifold equipped with the lifted symplectic two-form \( \Omega_{T^*(AQ \times M)}^T \). This Lagrangian submanifold exactly determines the third order Euler–Lagrange equations generated by the Lagrangian \( L = L(q_A^{(0)}, q_A^{(1)}, q_A^{(2)}, q_A^{(3)}) \).

Let us now apply the implicit Hamilton–Jacobi theorem to this case. Assume a closed one-form \( \gamma \) on \( AQ \times M \) given locally by
\[ \gamma = \gamma_A dq_A^{(0)} + \alpha_A da_A^{(0)} + \beta_A dm_A^{(0)}. \]

(121)

The restriction of the Lagrangian submanifold \( S \) to the image space of \( \gamma \) will be denoted by \( S_{\gamma} \). Then project \( S_{\gamma} \) to the tangent bundle \( T(AQ \times M) \) by means of the tangent mapping \( T\pi_{AQ \times M} \). This results in a (possibly non horizontal) submanifold \( S^\gamma = T\pi_{AQ \times M} (S_{\gamma}) \) of \( T(AQ \times M) \).

Let us depict these in the following diagram

\[ T^*(AQ \times M) \xrightarrow{\gamma} TT^*(AQ \times M) \xleftarrow{\gamma} S_{\gamma} \]

(122)

**Theorem 6 (HJ theorem for implicit third order Lagrangians in the acceleration space).** A solution of the implicit Hamilton–Jacobi problem for third order Lagrangians in the acceleration space is a closed one-form \( \gamma \) that fulfills the two following equivalent relations:

(i) The Lagrangian submanifold \( S_{\gamma} \) and the submanifold \( S^\gamma \) are \( \gamma \)-related, that is \( T\gamma(S^\gamma) = S_{\gamma} \).

(ii) \( d(E(q_A^{(0)}, a_A^{(0)}, m_A^{(0)}; \gamma_A, \alpha_A, \beta_A, q_A^{(1)}, a_A^{(1)}, m_A^{(1)})) = 0 \).

The second condition reads the implicit HJ equation
\[ E = \gamma_A q_A^{(1)} + \alpha_A a_A^{(1)} + \beta_A m_A^{(1)} - L_3 = c, \]
where $c$ being a constant. Taking the exterior derivative of this equation, we arrive at the following local picture of the Hamilton–Jacobi equation
\[
\frac{\partial \gamma_A}{\partial q^0} q^{(1)} + \frac{\partial \alpha_A}{\partial q^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial q^0} = 0
\]
\[
\frac{\partial \gamma_A}{\partial a^0} a^{(1)} + \frac{\partial \alpha_A}{\partial a^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial a^0} = 0
\]
\[
\frac{\partial \gamma_A}{\partial m^0} m^{(1)} + \frac{\partial \alpha_A}{\partial m^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial m^0} = 0
\]
\[
\gamma_A - \frac{\partial L_3}{\partial q^0} = 0,
\]
\[
\alpha_A - \frac{\partial L_3}{\partial a^0} = 0,
\]
\[
\beta_A - \frac{\partial L_3}{\partial m^0} = 0,
\]
where $L_3$ is the Lagrangian function in (117). As a particular case, we consider that the auxiliary function is taken to be $F = \delta_{AB} q^{(1)} m^{(0)}$. In this case the Lagrangian function $L_3$ reduces to
\[
L_3 (q^{(0)}, a^{(0)}; q^{(1)}, a^{(1)}; m^{(0)}, m^{(1)}) = L (q^{(0)}, a^{(0)}, q^{(1)}, a^{(1)}) + \delta_{AB} q^{(1)} m^{(0)}.
\]
In this case, the last equation in system (123) provides the definition of the Lagrange multiplier as $q^{(1)} = \delta^{AC} \beta_C$. So that the substitution of the Lagrangian (124) into (123), we the following reduced Hamilton–Jacobi equations
\[
\delta^{AC} \gamma_C \frac{\partial \gamma_A}{\partial q^0} q^{(1)} + \frac{\partial \alpha_A}{\partial q^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial q^0} \bigg|_{q^{(1)} = \delta^{AB} \beta_B} = 0
\]
\[
\delta^{AC} \gamma_C \frac{\partial \gamma_A}{\partial a^0} a^{(1)} + \frac{\partial \alpha_A}{\partial a^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial a^0} \bigg|_{a^{(1)} = \delta^{AB} \beta_B} = 0
\]
\[
\delta^{AC} \gamma_C \frac{\partial \gamma_A}{\partial m^0} m^{(1)} + \frac{\partial \alpha_A}{\partial m^0} a^{(1)} + \frac{\partial \beta_A}{\partial m^0} m^{(1)} - \frac{\partial L_3}{\partial m^0} \bigg|_{m^{(1)} = \delta^{AB} \beta_B} = 0
\]
\[
\gamma_A - \frac{\partial L_3}{\partial q^0} \bigg|_{q^{(1)} = \delta^{AB} \beta_B} - \delta_{AB} m^{(1)} = 0,
\]
\[
\alpha_A - \frac{\partial L_3}{\partial a^0} \bigg|_{a^{(1)} = \delta^{AB} \beta_B} = 0,
\]
\[
\beta_A - \frac{\partial L_3}{\partial m^0} \bigg|_{m^{(1)} = \delta^{AB} \beta_B} = 0,
\]
**Hamilton–Jacobi theory for degenerate second order Lagrangians** Notice that up to now, the non-degeneracy condition has not been assumed. This implies that we can apply this framework in both degenerate and nondegenerate third order Lagrangian systems. It is also interesting to note that we can further study the second order Lagrangian systems in the present framework. Let us study this particular case. In the definition of $L_3$ given in (117), we choose $L = L(q^{(0)}, a^{(0)}, q^{(1)})$, and consider an auxiliary function $F = F(q^{(0)}, q^{(1)}, m^{(0)})$. So that, we have a Lagrangian function
\[ L_{2\text{-deg}}(q_0, a_0; q_1, a_1; m_0, m_1) = L(q_0, q_1, a_0) + \frac{\partial F}{\partial q_0} q_1 + \frac{\partial F}{\partial q_1} a_0 + \frac{\partial F}{\partial m_0} m_1 \]

defined on the tangent bundle \( T(AQ \times M) \). In this case, the energy function (119) is reduced to

\[ E = p_A(0) q_1 + \pi_A(0) a_1 + \mu_A(0) m_1 - L - \frac{\partial F}{\partial q_0} q_1 - \frac{\partial F}{\partial m_0} m_1. \]

This Morse family generates a nonhorizontal Lagrangian submanifold of \( TT^*(AQ \times M) \). So that defines an implicit Hamiltonian system. We substitute the Lagrangian \( L_{2\text{-deg}} \) into the Hamilton–Jacobi equation (123). This gives the following Hamilton–Jacobi equation for a second order degenerate Lagrangian \( L \). The fifth equation gives us that \( \alpha_A = 0 \). Under the light of the closure of the differential form \( \gamma \), this reads \( \gamma_A = \gamma_A(q_0, m_0) \) and that \( \beta_A = \beta_A(q_0, m_0) \) so we have

\[
\begin{align*}
\frac{\partial \gamma_A}{\partial q_0}(q_1) + \frac{\partial \beta_A}{\partial q_0}(q_1) m_1 &= \frac{\partial L}{\partial q_0} + \frac{\partial^2 F}{\partial q_0^2} q_1 + \frac{\partial^2 F}{\partial q_0 \partial q_1} a_0 + \frac{\partial^2 F}{\partial q_0 \partial m_0} m_1, \\
\frac{\partial \gamma_A}{\partial m_0}(q_1) + \frac{\partial \beta_A}{\partial m_0}(q_1) m_1 &= \frac{\partial^2 F}{\partial m_0^2} q_1 + \frac{\partial^2 F}{\partial m_0 \partial q_1} a_0 + \frac{\partial^2 F}{\partial m_0 \partial m_0} m_1, \\
\gamma_B &= \frac{\partial L}{\partial q_1^B} + \frac{\partial^2 F}{\partial q_1^B \partial q_0} q_1 + \frac{\partial^2 F}{\partial q_1^B \partial m_0} a_0 + \frac{\partial^2 F}{\partial q_1^B \partial m_0} m_1, \\
\beta_B &= \frac{\partial F}{\partial m_1^B}.
\end{align*}
\]

Let us study the Hamilton–Jacobi equation (128) for the particular choice of \( F = \delta_{AB} q_1^B m_0^A \). As in the third order case, the last line of the system implies that \( q_1^A = \delta^{AC} \beta_C \). Eventually we have

\[
\begin{align*}
\frac{\partial \delta^{AC} \beta_C \gamma_A}{\partial q_0} + \frac{\partial \beta_A}{\partial q_0} m_1 &= \frac{\partial L}{\partial q_0} \\
\frac{\partial L}{\partial q_1^B} + \delta_{AB} m_0^B &= 0 \\
\delta^{AC} \beta_C \frac{\partial \gamma_A}{\partial m_0^B} + \frac{\partial \beta_A}{\partial m_0^B} m_1 &= \delta_{BC} a_C^B \\
\gamma_B &= \frac{\partial L}{\partial q_1^B} + \delta_{AB} m_1^B.
\end{align*}
\]

4.2. Local vector field method

The second procedure to deal with an implicit higher-order implicit Lagrangian is based on the construction of a local vector field describing the dynamics. Consider an additional section \( \sigma : T^*T^{k-1}Q \to TT^*T^{k-1}Q \) in the same previous picture.
where $\tau_{k}^{-1} : T^{k-1}Q \to Q$.

**A remark** Recall that $E$ is implicit, so there are several vectors in $E$ projecting to the same point. The role of $\sigma$ is to reduce the unknown number to one. We require that the domain of the section is included in the intersection of $\text{Im}(\gamma)$ and $C$. Since for implicit systems $C$ may not be the whole $T^{*}T^{k-1}Q$, as a result we arrive at a vector field $X_{\sigma}$ that will satisfy a Hamilton equation of type

$$
\iota_{X_{\sigma}}\Omega_{T^{-1}Q} = \Theta(\gamma(q))
$$

for a covector $\Theta$ defined at a point $\gamma(q)$.

The construction of these local vector field using $\sigma$ would imply the following diagram

$$
\begin{array}{ccc}
T^{*}T^{k-1}Q & \xrightarrow{X_{\sigma}} & TT^{*}T^{k-1}Q \\
\downarrow\gamma & & \downarrow\tau_{T^{-1}Q} \\
T^{k-1}Q & \xrightarrow{X_{\gamma}} & TT^{k-1}Q \\
\end{array}
$$

Explicitly, the locally constructed vector fields $X_{\sigma} \in \mathfrak{X}(T^{*}T^{k-1}Q)$ and $X_{\gamma} \in \mathfrak{X}(T^{k-1}Q)$ in coordinates would read:

$$
X_{\sigma} = \sigma^{A}_{(\kappa)}(q_{(\kappa)}, \gamma_{(\kappa)}) \frac{\partial}{\partial p^{(\kappa)}_{A}} + \sigma^{A}_{(\kappa)}(q_{(\kappa)}, \gamma_{(\kappa)}) \frac{\partial}{\partial p^{(\kappa)}_{A}}, \quad X_{\gamma} = \sigma^{A}_{(\kappa)}(q_{(\kappa)}, \gamma_{(\kappa)}) \frac{\partial}{\partial q^{(\kappa)}_{A}}.
$$

If we use the one-form $\gamma : T^{k-1}Q \to T^{*}T^{k-1}Q$ and define the projected vector field

$$
X_{\sigma} = T_{\pi_{T^{-1}Q}} \circ X_{\sigma} \circ \gamma,
$$

we have the following theorem.

**Theorem 7 (Implicit HJ theorem with an auxiliary section).** The one-form $\gamma$ will be a solution of an implicit higher order Hamilton–Jacobi problem if it satisfies the following relation...
\[
\sigma^A_{(\kappa)} (q^A_{(\kappa)}, \gamma^A_{(\kappa)} (q_{(\kappa)})) \frac{\partial \gamma^A_{(\kappa)}}{\partial q^A_{(\kappa)}} = \sigma^A_{(\kappa)} (q^A_{(\kappa)}, \gamma^A_{(\kappa)} (q_{(\kappa)})),
\]

(134)

when \( \sigma \) is an auxiliary section \( \sigma : T^*T^k Q \rightarrow TT^k Q \). It is fulfilled that \( \sigma^{-1} (S) = C \). Recall that since \( S \) is an implicit submanifold, it does not necessarily project on the whole \( T^*T^k Q \), but in a submanifold \( C \) of it.

**Proof.** It is straightforward using that
\[
T_\gamma (X^0_\rho) = X_\gamma \circ \gamma
\]
and the expressions of \( X^0_\rho \) and \( X_\sigma \) in coordinates as in (132).

5. Applications

5.1. A (homogeneous) deformed elastic cylindrical beam with fixed ends

Let \( Q \) be a one-dimensional manifold with coordinate \( q_{(0)} \), and introduce the second order Lagrangian
\[
L(q_{(0)}, q_{(1)}, q_{(2)}) = \frac{1}{2} \mu q_{(2)}^2 + \rho q_{(0)}
\]
in terms of a local coordinate system \( (q_{(0)}, q_{(1)}, q_{(2)}) \) on \( T^2 Q \).

**The Morse family method—Ostrogradski momenta.** We will first apply the Ostrogradski method. In this method, the corresponding energy function is computed to be
\[
E(q_{(0)}, q_{(1)}, q_{(2)}, p_{(0)}, p_{(1)}) = p_{(0)} q_{(2)} + p_{(1)} q_{(2)} - \frac{1}{2} \mu q_{(2)}^2 - \rho q_{(0)}.
\]

(137)

where \( q_{(2)} \in \mathbb{R} \) is the fiber component and \( (q_{(0)}, q_{(1)}, p_{(0)}, p_{(1)}) \) are the canonical coordinates on \( TTQ \). Here, \( q_{(2)} \) is a Lagrange multiplier. The Morse family \( E \) generates a Lagrangian submanifold \( S \) of \( TTQ \), that corresponds with
\[
S = \{(q_{(0)}, q_{(1)}, p_{(0)}, \mu q_{(2)}; q_{(1)}, q_{(2)}, \rho, -p_{(0)}) \in TTQ : q_{(2)} \in \mathbb{R}\}.
\]

This Lagrangian submanifold defines the following differential equation
\[
\dddot{q}_{(0)} = -\frac{\rho}{\mu},
\]

(138)

which is exactly the fourth order Euler–Lagrange equation generated by the Lagrangian function \( L \). The projection of \( S \) onto the cotangent bundle \( TTQ \) results in the submanifold
\[
C = \{(q_{(0)}, q_{(1)}; p_{(0)}, p_{(1)}) \in TTQ : p_{(1)} = \mu q_{(2)} \in \mathbb{R}\}.
\]

Let us now consider a closed one-form \( \gamma = \gamma_{(0)} dq_{(0)} + \gamma_{(1)} dq_{(1)} \) and write the Hamilton–Jacobi equations.
\[
\begin{cases}
q_{(1)} \frac{\partial \gamma_{(0)}}{\partial q_{(0)}} + q_{(2)} \frac{\partial \gamma_{(1)}}{\partial q_{(2)}} - \rho = 0 \\
\gamma_{(0)} + q_{(1)} \frac{\partial \gamma_{(0)}}{\partial q_{(1)}} + q_{(2)} \frac{\partial \gamma_{(1)}}{\partial q_{(2)}} = 0 \\
\gamma_{(1)} - \mu q_{(2)} = 0.
\end{cases}
\]

(139)
If we substitute the last equation into the Morse family (137) equal to constant, and we assume that \( \gamma = dW \) for some real valued function \( W \) on \( TQ \), we arrive at that
\[
q^{(1)} \frac{\partial W}{\partial q^{(0)}} + \frac{1}{2\mu} \left( \frac{\partial W}{\partial q^{(1)}} \right)^2 - \rho q^{(0)} = 0.
\] (140)

Note that, in this case, solving the Hamilton–Jacobi equation is much more difficult than solving (138).

**The Morse family method—the Schmidt method.** Let us now propose the Schmidt method section 4.1.2. In this case, we have a two-dimensional acceleration bundle \( AQ \) with coordinates \((q^{(0)}, a^{(0)})\). Its tangent bundle \( TAQ \) is four-dimensional with coordinates \((q^{(0)}, a^{(0)}; q^{(1)}, a^{(1)})\).

We pull back the Lagrangian in (136) to \( TAQ \) by means of the isomorphism (92) which reads
\[
L = \frac{1}{2} \mu a^{2(0)} + \rho q^{(0)}.
\]
The compatibility condition (98) and the non-degeneracy of the Lagrangian suggests the auxiliary function \( F = -\mu a^{(0)} q^{(1)} \). So, the extended Lagrangian (95) turns out to be
\[
L_2 = \rho q^{(0)} - \frac{1}{2} \mu a^{2(0)} - \mu a^{(1)} q^{(1)}.
\]

The dual coordinates on the cotangent bundle \( T^*AQ \) is given by \((q^{(0)}, a^{(0)}; p^{(0)}, \pi^{(0)})\). The conjugate momenta is computed to be \( \pi^{(0)} = -\mu q^{(1)} \). According to (103), this results with the following Hamiltonian function
\[
H = \frac{1}{2} \mu a^{2(0)} - \frac{1}{\mu} \pi^{(0)} p^{(0)} - \rho q^{(0)}.
\]

To arrive at the Hamilton–Jacobi equation, assume a closed one-form \( \gamma = \gamma dq^{(0)} + \alpha da^{(0)} \) defined on the acceleration bundle \( AQ \), that is \( \frac{\partial \gamma}{\partial a^{(0)}} = \frac{\partial \alpha}{\partial q^{(0)}} \). Recalling the Hamilton–Jacobi theorem asserts that the restriction of \( H \) on \( \gamma \) is constant (139). Taking exterior derivative of this, we have the following set of equations
\[
\frac{\partial \alpha}{\partial a^{(0)}} \alpha + \frac{\partial \alpha}{\partial q^{(0)}} \gamma = \mu^2 a^{(0)},
\]
(141)
\[
\frac{\partial \gamma}{\partial q^{(0)}} \alpha + \frac{\partial \alpha}{\partial q^{(0)}} \gamma = -2\rho.
\]
(142)

Note that, this Hamilton–Jacobi problem reduces to the example studied in section 4.1.3 if \( \rho = 0 \). In this case, we solve the system as \( \gamma = c_2 \) and \( \alpha = \frac{1}{c^2} \mu^2 a^{(0)} + c \), where \( c \) and \( c_2 \) are constants.

**5.2. One dimensional version of the end of a javelin**

Let us consider the following Lagrangian on \( T^2Q \) of the one-dimensional manifold \( Q \) equipped with \((q^{(0)}, q^{(1)}, q^{(2)})\) given by
\[
L(q^{(0)}, q^{(1)}, q^{(2)}) = \frac{1}{2} q^{(1)} - \frac{1}{2} q^{(2)}.
\] (143)
The Morse family method—Ostrogradski momenta. The associated energy function is given by

\[ E(q(0), q(1), q(2), p(0), p^{(1)}) = p(0)q(1) + p^{(1)}q(2) + \frac{1}{2}q(2)^2 - \frac{1}{2}q(1)^2. \]

Here, \( q(2) \in \mathbb{R} \) is the fiber component and \( (q(0), q(1), p(0), p^{(1)}) \) are the canonical coordinates on \( T^*TQ \). The Morse function \( E \) generates the Lagrangian submanifold of \( T^*TQ \) given by

\[ S = \{(q(0), q(1), p(0), -q(2); q(1), q(2), 0, p(0) - q(1)) \in T^*TQ : q(2) \in \mathbb{R}\}. \]

This Lagrangian submanifold defines the equations

\[ q^{(0)}_0 + q^{(0)}_1 = c, \]

where \( c \) is a constant. The projection of \( S \) onto the cotangent bundle \( T^*TQ \) is a three-dimensional manifold

\[ C = \{(q(0), q(1); p(0), p^{(1)}) \in T^*TQ : p^{(1)} = -q(2) \in \mathbb{R}\}. \]

for a fixed \( q(2) \). For a closed one-form \( \gamma^{(0)}dq(0) + \gamma^{(1)}dq(1) \), the Hamilton–Jacobi equation according to theorem (139) turns out to be

\[
\begin{align*}
q(1) \frac{\partial \gamma^{(0)}}{\partial q(0)} + q(2) \frac{\partial \gamma^{(1)}}{\partial q(0)} &= 0 \\
\gamma^{(0)} + q(1) \frac{\partial \gamma^{(0)}}{\partial q(1)} + q(2) \frac{\partial \gamma^{(1)}}{\partial q(1)} - q(1) &= 0 \\
\gamma^{(1)} + q(2) &= 0.
\end{align*}
\]

(144)

We can solve \( q(2) \) from the last equation and if we substitute it in the equation \( E = C \), (where \( C \) is a constant) under the image of \( \gamma = dW \) for some real valued function \( W \) on \( TQ \), we arrive at

\[
\frac{\partial W}{\partial q(0)}q(1) - \frac{1}{2} \left( \frac{\partial W}{\partial q(1)} \right)^2 - \frac{1}{2}q(1)^2 = 0.
\]

(145)

There is a solution [18]

\[ W(q(0), q(1)) = Aq(0) + \sqrt{2} \int \sqrt{Aq(1) - \frac{1}{2}q(1)^2} - Bdq(1) \]

which results with a one-form \( \gamma \) solving the system (144) in form

\[ \gamma = Adq(0) + \sqrt{2} \sqrt{\left( Aq(1) - \frac{1}{2}q(1)^2\right)}dq(1). \]

The Morse family method—the Schmidt method. As an alternative realization of the Hamilton–Jacobi problem, we can use the Schmidt method in section 4.1.2. As in the previous subsection, we assume that acceleration bundle \( AQ \) is two-dimensional with local coordinates \( (q(0), a(0)) \), and \( TAQ \) is a four-dimensional manifold with \( (q(0), a(0); q(1), a(1)) \). We pull back the Lagrangian \( L \) in (143) by means of the isomorphism (92) and arrive at that

\[ L = \frac{1}{2}q(1)^2 - \frac{1}{2}a(0)^2. \]

(146)
In this case, the auxiliary function is taken to be $F = a(0)q(1)$. Note that, $F$ satisfies the compatibility condition in (98). So, the first order Lagrangian function (95) is computed to be

$$L_2 = \frac{1}{2}q(1)^2 + \frac{1}{2}a(0)^2 + q(1)a(1).$$

The coordinates on the cotangent bundle $T^*AQ$ are $(q(0), a(0); p(0), \pi(0))$ and the conjugate momenta is computed to be $\pi(0) = q(1)$. This results in the following Hamiltonian function

$$H = \pi(0)p(0) - \frac{1}{2}(\pi(0))^2 - \frac{1}{2}a(0)^2.$$

The Hamilton–Jacobi theorem in the acceleration bundle (5) asserts that the restriction of $H$ on a closed one-form $dW$ is constant, say $c$. See that this can be written as

$$\frac{\partial W}{\partial a(0)} - \frac{\partial W}{\partial q(0)} - \left( \frac{\partial W}{\partial a(0)} \right)^2 - \frac{1}{2}a(0)^2 = c.$$

A solution of this equation can easily be computed to be

$$W = \frac{1}{\sqrt{2}} \ln \left( a(0) + \sqrt{a(0)^2 + 2c} \right) + \frac{1}{2\sqrt{2}} a(0) \sqrt{a(0)^2 + 2c}.$$

5.3. A simple degenerate model

Now we consider $Q$ as a three dimensional manifold with coordinates $(x, y, z)$ and consider the following degenerate second order Lagrangian

$$L = \frac{1}{2}(\dot{x} + \dot{y})^2.$$

The Morse family method—Ostrogradski momenta. On the cotangent bundle $T^*TQ$, we introduce the momenta $(p_x, p_y, p_z; p_\xi, p_\eta, p_\zeta)$ and the energy function

$$E = p_x \dot{x} + p_y \dot{y} + p_z \dot{z} + p_\xi \dot{\xi} + p_\eta \dot{\eta} + p_\zeta \dot{\zeta} - \frac{1}{2}(\dot{x} + \dot{y})^2.$$

Assume a function $W$ depending on $(x, y, z, \dot{x}, \dot{y}, \dot{z})$, then the Hamilton–Jacobi problem (87) reads

$$\begin{align*}
\frac{\partial^2 W}{\partial x^2} \ddot{x} + \frac{\partial^2 W}{\partial x \partial y} \ddot{y} + \frac{\partial^2 W}{\partial x \partial z} \ddot{z} + \frac{\partial^2 W}{\partial x \partial \xi} \ddot{\xi} + \frac{\partial^2 W}{\partial x \partial \eta} \ddot{\eta} + \frac{\partial^2 W}{\partial x \partial \zeta} \ddot{\zeta} &= 0 \\
\frac{\partial W}{\partial x} + \frac{\partial^2 W}{\partial x^2} \dot{x} + \frac{\partial^2 W}{\partial x \partial y} \dot{y} + \frac{\partial^2 W}{\partial x \partial z} \dot{z} + \frac{\partial^2 W}{\partial x \partial \xi} \dot{\xi} + \frac{\partial^2 W}{\partial x \partial \eta} \dot{\eta} + \frac{\partial^2 W}{\partial x \partial \zeta} \dot{\zeta} &= 0 \\
\frac{\partial W}{\partial y} + \frac{\partial^2 W}{\partial y^2} \dot{y} + \frac{\partial^2 W}{\partial y \partial z} \dot{z} + \frac{\partial^2 W}{\partial y \partial \xi} \dot{\xi} + \frac{\partial^2 W}{\partial y \partial \eta} \dot{\eta} + \frac{\partial^2 W}{\partial y \partial \zeta} \dot{\zeta} &= 0 \\
\frac{\partial W}{\partial z} + \frac{\partial^2 W}{\partial z^2} \dot{z} + \frac{\partial^2 W}{\partial z \partial \xi} \dot{\xi} + \frac{\partial^2 W}{\partial z \partial \eta} \dot{\eta} + \frac{\partial^2 W}{\partial z \partial \zeta} \dot{\zeta} &= 0. 
\end{align*}$$

(149)
Although this system looks cumbersome, the set of constraints in (87) is simply computed as
\[
\frac{\partial W}{\partial \dot{x}} = \frac{\partial W}{\partial \dot{y}} = \ddot{x} + \ddot{y}, \quad \frac{\partial W}{\partial \dot{z}} = 0,
\]
what reduces this huge system to a more reasonable one. For example, the independecne of \( W \) to \( \dot{z} \) from the last line of the system gives the independence of \( W \) to \( z \). So that we have actually four number of equations. Then the first two constraints lead to the following reduced system of equations
\[
\begin{align*}
\frac{\partial^2 W}{\partial \dot{x} \partial x} \ddot{x} + \frac{\partial^2 W}{\partial \dot{x} \partial \dot{y}} \ddot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{x}} \dot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \ddot{x}} \dot{x} &= 0 \\
\frac{\partial^2 W}{\partial x \partial \dot{x}} \ddot{x} + \frac{\partial^2 W}{\partial x \partial \dot{y}} \ddot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{x}} \dot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \ddot{x}} \dot{x} &= 0 \\
\frac{\partial^2 W}{\partial \dot{y} \partial x} \ddot{x} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{y}} \ddot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{x}} \dot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \ddot{x}} \dot{x} &= 0 \tag{151}
\end{align*}
\]
\[
\frac{\partial W}{\partial \dot{y}} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{x}} \ddot{x} + \frac{\partial^2 W}{\partial \dot{y} \partial \dot{y}} \ddot{y} + \frac{\partial^2 W}{\partial \dot{y} \partial \ddot{x}} \dot{x} = 0.
\]
Notice that a solution of this can easily be noticed as
\[
W = a\dot{x} + b\dot{y}. \tag{152}
\]

5.4. Second order Lagrangian systems with affine dependence on the acceleration

In this subsection we are employing the theoretical parts presented in the previous section to the particular case of second order Lagrangian theories with affine dependence on the acceleration. To this end, we first define the following generic Lagrangian function
\[
L(q^{(0)}, q^{(1)}, q^{(2)}) = f_A(q^{(0)}, q^{(1)})q_A^{(2)} + g(q^{(0)}, q^{(1)})
\]
on the second order tangent bundle \( T^2\mathcal{Q} \) where \( f_A \) and \( g \) are functions depending only on the position and the velocity.

**The Morse family method—Ostrogradski momenta.** Let us start with the first approach by introducing the Ostrogradski momenta \( (p_A^{(0)}, p_A^{(1)}) \) as the fiber coordinates of \( T^*T\mathcal{Q} \). Then the energy function take the form
\[
E = p_A^{(0)}q_A^{(1)} + p_A^{(1)}q_A^{(2)} - L = p_A^{(0)}q_A^{(1)} + p_A^{(1)}q_A^{(2)} - f_A(q^{(0)}, q^{(1)})q_A^{(2)} - g(q^{(0)}, q^{(1)}). \tag{154}
\]
Now, let us introduce an exact one-form
\[
\gamma = dW(q^{(0)}, q^{(1)}) = \frac{\partial W}{\partial q_A^{(0)}} dq_A^{(0)} + \frac{\partial W}{\partial q_A^{(1)}} dq_A^{(1)} \tag{155}
\]as given (86) and study the system of Hamilton–Jacobi equations (87). In this case we have that
∂^2 W \over \partial q^A_{(0)} \partial q^A_{(1)} + \partial^2 W \over \partial q^B_{(0)} \partial q^B_{(1)} q^A_{(2)} = \partial f_A \over \partial q^A_{(0)} q^A_{(2)} + \partial g \over \partial q^B_{(0)}.

\partial W \over \partial q^A_{(0)} + \partial^2 W \over \partial q^A_{(1)} \partial q^B_{(0)} q^A_{(2)} = \partial f_A \over \partial q^A_{(1)} q^A_{(2)} + \partial g \over \partial q^B_{(0)}.

\partial W \over \partial q^A_{(1)} = f_A(q_{(0)}, q_{(1)}).

(156)

Consider now the third equation in the system (156). Taking the partial derivative of this with respect to \(q^B_{(1)}\), result with the following equality

\partial^2 W \over \partial q^A_{(1)} \partial q^B_{(1)} = \partial f_A \over \partial q^A_{(1)}.

(157)

Notice that the left hand side is symmetric with respect to the indices \(A\) and \(B\) whereas this is not generally true for an arbitrary functions \(f_A\). This is the first restriction in the theory. Even though there are numerous physical systems satisfying this symmetry criteria in the literature. There are also interesting physical models involving affine terms violating this symmetry. We provide two example important examples for such kind of systems in the conclusions section by pointing out some possible future works.

We can further investigate more on the integrability of the Hamilton–Jacobi equations. To this end, we substitute the last line of the system (156) into the first two equations. This reads

\partial^2 W \over \partial q^A_{(0)} \partial q^A_{(1)} = \partial g \over \partial q^B_{(0)}

\partial W \over \partial q^A_{(0)} = \partial g \over \partial q^B_{(1)} - \partial f_A \over \partial q^A_{(1)}.

(158)

Taking the partial derivative of the second line with respect to \(\partial q^A_{(0)}\), multiplying by \(q^A_{(1)}\), we arrive at the following differential equation

\partial g \over \partial q^A_{(0)} \partial q^B_{(0)} q^A_{(1)} + \partial f_A \over \partial q^A_{(0)} q^A_{(1)} q^C_{(1)} = 0.

(159)

This is an integrability criterion for the Hamilton–Jacobi problem for second order Lagrangian fomalisms that are affine in acceleration. Assuming that this holds, the Hamilton–Jacobi problem can be written in a relatively easy form

\partial W \over \partial q^A_{(0)} = \partial g \over \partial q^B_{(1)} - \partial f_A \over \partial q^A_{(0)} q^A_{(1)},

\partial W \over \partial q^A_{(1)} = f_A(q_{(0)}, q_{(1)}).

(160)

The Morse family method—the Schmidt method. In this case, we shall start with the Lagrangian function (153) once more, but in this case we investigate the associated Hamilton–Jacobi problem by means of the Schmidt Legendre transformation in the framework of the acceleration bundle. By choosing the auxiliary function \(F = \delta_{AB} q^A_{(1)} m^B_{(0)}\) we write the equivalent Lagrangian function exhibited in (126) as follows
\[ L_{2-deg} = f_A(q^{(0)}, q^{(1)})a^A_{(0)} + g(q^{(0)}, q^{(1)}) + \delta_{AB}q^{(1)}m^B_{(1)} + \delta_{AB}a^A_{(0)}m^B_{(0)} \]  

which depends on the base components \((q^{(0)}, a^{(0)}, m^{(0)})\) along with the velocities \((q^{(1)}, a^{(1)}, m^{(1)})\). In this case, the energy function (127) turns out to be

\[ E = p_A^{(0)}q^A_{(1)} + \pi_A^{(0)}a^A_{(1)} + \mu_A^{(0)}m^A_{(1)} - f_A(q^{(0)}, q^{(1)})a^A_{(0)} - g(q^{(0)}, q^{(1)}) - \delta_{AB}q^A_{(1)}m^B_{(1)} - \delta_{AB}a^A_{(0)}m^B_{(0)} \]

Assuming an exact one-form

\[ \gamma = dW(q^{(0)}, a^{(0)}, m^{(0)}) = \frac{\partial W}{\partial q^A_{(0)}} dq^A_{(0)} + \frac{\partial W}{\partial a^A_{(0)}} da^A_{(0)} + \frac{\partial W}{\partial m^A_{(0)}} dm^A_{(0)} \]

the Hamilton–Jacobi equation (129) turns out to be

\[
\begin{align*}
\frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} q^A_{(1)} + \frac{\partial^2 W}{\partial a^A_{(0)} \partial q^A_{(0)}} a^A_{(1)} + \frac{\partial^2 W}{\partial m^A_{(0)} \partial q^A_{(0)}} m^A_{(1)} &= \frac{\partial f_A}{\partial q^A_{(0)}} a^A_{(0)} + \frac{\partial g}{\partial q^A_{(0)}} \\
\frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} q^A_{(1)} + \frac{\partial^2 W}{\partial a^A_{(0)} \partial q^A_{(0)}} a^A_{(1)} + \frac{\partial^2 W}{\partial m^A_{(0)} \partial q^A_{(0)}} m^A_{(1)} &= \frac{\partial f_B}{\partial q^A_{(0)}} a^A_{(0)} + \frac{\partial g}{\partial q^A_{(0)}} + \delta_{AB}m^B_{(1)} \\
\frac{\partial^2 W}{\partial q^A_{(0)} \partial a^A_{(0)}} q^A_{(1)} + \frac{\partial^2 W}{\partial a^A_{(0)} \partial a^A_{(0)}} a^A_{(1)} + \frac{\partial^2 W}{\partial m^A_{(0)} \partial a^A_{(0)}} m^A_{(1)} &= \delta_{AB}a^A_{(0)} \\
\frac{\partial W}{\partial q^A_{(0)}} &= \frac{\partial f_B}{\partial q^A_{(1)}} a^A_{(1)} + \frac{\partial g}{\partial q^A_{(1)}} + \delta_{AB}m^B_{(1)} \\
\frac{\partial W}{\partial a^A_{(0)}} &= 0 \\
\frac{\partial W}{\partial m^A_{(0)}} &= \delta_{AB}q^A_{(1)}. \quad (163)
\end{align*}
\]

From the fifth line we see that \(W\) does not depend on \(a^{(0)}\). So that, the second line determines the identity \(f_B = -\delta_{AB}m^A_{(0)}\). From the fourth and sixth equations, we substitute the Lagrange multipliers \(m^{(1)}\) and \(q^{(1)}_{(1)}\) in to the rest of the equations and we arrive at the following reduced system

\[
\begin{align*}
\delta_{AC} \frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} \frac{\partial W}{\partial m^C_{(0)}} + \delta_{AC} \frac{\partial W}{\partial m^C_{(0)} \partial q^A_{(0)}} \left( \frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} a^A_{(0)} - \frac{\partial f_A}{\partial q^A_{(0)}} a^A_{(0)} - \frac{\partial g}{\partial q^A_{(0)}} \right) &= \frac{\partial f_A}{\partial q^A_{(0)}} a^A_{(0)} + \frac{\partial g}{\partial q^A_{(0)}} \\
\delta_{AC} \frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} \frac{\partial W}{\partial m^C_{(0)} \partial q^A_{(0)}} + \delta_{AC} \frac{\partial W}{\partial m^C_{(0)} \partial q^A_{(0)}} \left( \frac{\partial^2 W}{\partial q^A_{(0)} \partial q^A_{(0)}} a^A_{(0)} - \frac{\partial f_A}{\partial q^A_{(0)}} a^A_{(0)} - \frac{\partial g}{\partial q^A_{(0)}} \right) &= \delta_{AB}a^A_{(0)}. \quad (164)
\end{align*}
\]

In this case, we have arrived at a relatively complicated PDE system comparing with the Ostrogradski method. Indeed, the choice of one of the two methods is important for resolving the equations.

5.5. Third order Lagrangian systems with affine dependence on the third order derivative term

In this subsection, in order to exhibit the application area of the theoretical framework we have proposed, we shall investigate possible Hamilton–Jacobi realization of some class of the third
order singular Lagrangian systems involving affine dependence to the third order derivative terms in the following form
\[ L(q(0), q(1), q(2)) = f_A(q(1), q(2))q_A^1 + g(q(0), q(1)) \]  
(165)
on the third order tangent bundle \( T^3Q \).

**The Morse family method—Ostrogradski momenta.** The energy function generating the dynamics of the Lagrangian (165) is
\[ E = p_A^0 q_A^1 + p_A^1 q_A^2 + p_A^2 q_A^3 - f_A(q(1), q(2))q_A^1 - g(q(0), q(1)), \]
(166)where \((p^0, p^1, p^2)\) are the conjugate momenta defining the fiber coordinates of the cotangent bundle \( T^*T^2Q \). Consider an exact one-form on \( T^2Q \) which is in coordinates given by
\[ \gamma = dW(q(0), q(1), q(2)) = \frac{\partial W}{\partial q_A^0} dq_A^0 + \frac{\partial W}{\partial q_A^1} dq_A^1 + \frac{\partial W}{\partial q_A^2} dq_A^2 \]
(167)following (86). We write the system of Hamilton–Jacobi equations (87) as follows
\[
\begin{align*}
\frac{\partial^2 W}{\partial q_A^0 \partial q_B^0} q_A^1 + \frac{\partial^2 W}{\partial q_A^0 \partial q_B^1} q_A^2 + \frac{\partial^2 W}{\partial q_A^0 \partial q_B^2} q_A^3 &= \frac{\partial g}{\partial q_A^0} \\
\frac{\partial W}{\partial q_A^0} + \frac{\partial^2 W}{\partial q_A^1 \partial q_B^0} q_A^1 + \frac{\partial^2 W}{\partial q_A^1 \partial q_B^1} q_A^2 + \frac{\partial^2 W}{\partial q_A^1 \partial q_B^2} q_A^3 &= \frac{\partial f_A}{\partial q_A^1} + \frac{\partial g}{\partial q_A^1} \\
\frac{\partial W}{\partial q_A^1} + \frac{\partial^2 W}{\partial q_A^2 \partial q_B^0} q_A^1 + \frac{\partial^2 W}{\partial q_A^2 \partial q_B^1} q_A^2 + \frac{\partial^2 W}{\partial q_A^2 \partial q_B^2} q_A^3 &= \frac{\partial f_A}{\partial q_A^2} + \frac{\partial g}{\partial q_A^2} \\
\frac{\partial W}{\partial q_A^2} &= f_B.
\end{align*}
\]  
(168)

Let us try to simplify this system. See that the last line reads that \( \partial W/\partial q_A^2 \) is independent of \( q(0) \), and leads to the observation that \( \partial f_B/\partial q_A^2 \) must be symmetric with respect to the indices \( A \) and \( B \). Substitution of the last identity in (168) into the second and third lines we arrive at a fairly more simple system
\[
\begin{align*}
\frac{\partial W}{\partial q_A^0} &= \frac{\partial g}{\partial q_A^0} + \frac{\partial^2 f_B}{\partial q_A^1} q_A^2 q_A^3, \\
\frac{\partial W}{\partial q_A^1} &= -\frac{\partial f_B}{\partial q_A^1} q_A^2, \\
\frac{\partial W}{\partial q_A^2} &= f_B.
\end{align*}
\]  
(169)

See that, this system is coupled with the first line of the system (168). So that substitution of (169) into the first line of (168) must be identically satisfied. This compatibility condition reads
\[
\begin{align*}
\frac{\partial^2 g}{\partial q_A^0 \partial q_{B}^0} q_A^1 + \frac{\partial f_B}{\partial q_A^0} q_B^0 q_A^1 q_{B}^1 q_{A}^2 q_A^3 - \frac{\partial^2 f_B}{\partial q_A^1 \partial q_{B}^0} q_A^2 q_{B}^1 q_A^1 q_A^2 q_A^3 &= \frac{\partial g}{\partial q_A^0}.
\end{align*}
\]  
(170)
It is also important to know that one only needs to perform direct integration to find \( W \) after the functions \( f_A \) and \( g \) are determined. But to do this, \( f_A \) and \( g \) can not be arbitrarily chosen since they have to satisfy the integrability conditions arising form the system.

6. Conclusions and comments

In this paper, we propose a Hamilton–Jacobi theory for higher order Lagrangians. Our theory works well for all non-degenerate and (a large class) of degenerate Lagrangians. The implicit character of singular systems has been studied in two different ways: the first one consisted on making use of Morse families that play the role of the Hamiltonian function, and that give rise to Lagrangian submanifolds as in equivalence to the image of \( \gamma \), i.e. the solution of a Hamilton–Jacobi problem. The second method consists on the local construction of a vector field associated to the implicit equations and defined on a proper domain compatible with the implicit character. The higher order derivatives are studied through both the Ostrogradski–Legendre and Schmidt–Legendre transformations. In the particular case of second order Lagrangians, we have employed the acceleration bundle picture.

As a future endeavour, we would like to generalize this formalism in such a way that we could be able to work with all degenerate higher order Lagrangian systems, e.g. singular higher order Lagrangians coming from the gravitational theory. Concerning this topic, we will be specifically interested in two examples. These examples cannot be studied in the geometry exhibited in the present framework because of the skew-symmetric Chern–Simon term.

(1) One is the chiral oscillator in two dimensions, which accounts for mirror symmetry, and in the non-relativistic case, we have an oscillator with a Chern–Simons term (independent of the metric). It reads:

\[
L = -\lambda \epsilon_{AB}q_A^{(1)}q_B^{(2)} + \frac{m}{2} \delta_{AB}q_A^{(1)}q_B^{(1)}
\]

(171)

where \( \lambda \) and \( m \) are nonvanishing constants [16]. Here, \( \epsilon_{AB} \) is a skew-symmetric tensor with \( \epsilon_{12} = 1 \). The Lagrangian (171) is quasi-invariant under the Galilean transformations.

(2) The second example is the Clément Lagrangian, which is a second order degenerate Lagrangian function [15]. It is defined on the second order tangent bundle \( T^2Q \) where \( Q \) is a semi-Riemannian manifold equipped with the Minkowskian metric \( \theta = [\theta_{AB}] \) with \((+,−,−)\). The Clément Lagrangian is given by

\[
L = -\frac{m}{2} \zeta \theta_{AB}q_A^{(1)}q_B^{(1)} - \frac{2m\Lambda}{\zeta} + \frac{\zeta^2}{2\mu \Lambda} \epsilon_{ABC}q_A^{(0)}q_B^{(1)}q_C^{(2)}
\]

(172)

where \( \zeta = \zeta(t) \) is a function that allows arbitrary reparametrizations of the variable \( t \), whereas \( \Lambda \) and \( 1/2m \) are the cosmological and Einstein gravitational constants, respectively. Here, \( \epsilon_{ABC} \) is a skewsymmetric three tensor determining the triple product, so this Lagrangian falls into the category of Lagrangians depending linearly on the acceleration [16]. For the Hamiltonian analysis of this singular theory, we cite [10].
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