New Characterizations of Musielak–Orlicz–Sobolev Spaces via Sharp Ball Averaging Functions
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Abstract. In this article, the authors establish a new characterization of the Musielak–Orlicz–Sobolev space on \( \mathbb{R}^n \), which includes the classical Orlicz–Sobolev space, the weighted Sobolev space and the variable exponent Sobolev space as special cases, in terms of sharp ball averaging functions. Even in a special case, namely, the variable exponent Sobolev space, the obtained result in this article improves the corresponding result obtained by P. Hästö and A. M. Ribeiro [Commun. Contemp. Math. 19 (2017), 1650022, 13 pp] via weakening the assumption \( f \in L^1(\mathbb{R}^n) \) into \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), which was conjectured to be true by Hästö and Ribeiro in the aforementioned same article.

1 Introduction

Let \( s \in (0, 1) \) and \( p \in [1, \infty) \). In what follows, we use the symbol \( L^p(\mathbb{R}^n) \) to denote the space of all Lebesgue measurable functions \( f \) on \( \mathbb{R}^n \) such that

\[
\|f\|_{L^p(\mathbb{R}^n)} := \left[ \int_{\mathbb{R}^n} |f(x)|^p \, dx \right]^{1/p} < \infty
\]

and \( L^p(\mathbb{R}^n \times \mathbb{R}^n) \) is similarly defined via replacing \( \mathbb{R}^n \) by \( \mathbb{R}^n \times \mathbb{R}^n \). The fractional order Sobolev space \( W^{s,p}(\mathbb{R}^n) \) is defined by setting

\[
W^{s,p}(\mathbb{R}^n) := \left\{ f \in L^p(\mathbb{R}^n) : \frac{|f(x) - f(y)|^p}{|x - y|^{n+sp}} \in L^p(\mathbb{R}^n \times \mathbb{R}^n) \right\}
\]

equipped with the norm

\[
\|f\|_{W^{s,p}(\mathbb{R}^n)} := \left\{ \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|f(x) - f(y)|^p}{|x - y|^{n+sp}} \, dx \, dy \right\}^{1/p}.
\]

Bourgain, Brezis and Mironescu [6, 7] studied the limit behavior of the norm \( \| \cdot \|_{W^{s,p}(\mathbb{R}^n)} \) as \( s \uparrow 1 \), here and hereafter, the symbol \( s \uparrow 1 \) means that \( s \in (0, 1) \) increasingly converges to \( 1 \). More precisely, Bourgain, Brezis and Mironescu [6] showed that, for any \( f \in L^p(\mathbb{R}^n) \), it holds true that

\[
\lim_{s \uparrow 1} (1 - s) \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \frac{|f(x) - f(y)|^p}{|x - y|^{n+sp}} \, dx \, dy = C_{(n,p)} \int_{\mathbb{R}^n} |\nabla f(x)|^p \, dx,
\]
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where $C_{(n,p)}$ is an explicit positive constant depending on $n$ and $p$. Recently, these results have been generalized to the cases of the so-called magnetic space \cite{36} and the Orlicz–Sobolev space \cite{17}.

In what follows, we use the symbol $L^1_{\text{loc}}(\mathbb{R}^n)$ to denote the space of all locally integrable functions on $\mathbb{R}^n$. Let $\mathcal{P}(\mathbb{R}^n)$ be the set of all measurable functions $p : \mathbb{R}^n \to [1, \infty)$. For any $p \in \mathcal{P}(\mathbb{R}^n)$, let

\begin{equation}
    p^+ := \text{ess sup}_{x \in \mathbb{R}^n} p(x) \quad \text{and} \quad p^- := \text{ess inf}_{x \in \mathbb{R}^n} p(x).
\end{equation}

For any given $p \in \mathcal{P}(\mathbb{R}^n)$, the variable exponent modular $\rho_{p(\cdot)}$ is defined by setting, for any $f \in L^1_{\text{loc}}(\mathbb{R}^n)$,

\[ \rho_{p(\cdot)}(f) := \int_{\mathbb{R}^n} |f(x)|^{p(x)} \, dx. \]

The variable exponent Lebesgue space $L^p(\cdot)(\mathbb{R}^n)$ is defined by setting

\[ L^p(\cdot)(\mathbb{R}^n) := \{ f \text{ is measurable on } \mathbb{R}^n : \text{there exists } \lambda \in (0, \infty) \text{ such that } \rho_{p(\cdot)}(\lambda f) < \infty \} \]

equipped with the Luxemburg (also called the Luxembourg–Nakano) norm

\[ \|f\|_{L^p(\cdot)(\mathbb{R}^n)} := \inf \left\{ \lambda \in (0, \infty) : \rho_{p(\cdot)} \left( \frac{f}{\lambda} \right) \leq 1 \right\}. \]

Moreover, the variable exponent Sobolev space $W^{1,p(\cdot)}(\mathbb{R}^n)$ is defined by setting

\[ W^{1,p(\cdot)}(\mathbb{R}^n) := \left\{ u \in L^p(\cdot)(\mathbb{R}^n) : |\nabla u| \in L^p(\cdot)(\mathbb{R}^n) \right\}. \]

For more studies on variable exponent Lebesgue spaces and Sobolev spaces, we refer the reader to \cite{11, 14}.

However, in the case of variable exponent Sobolev spaces, the similar characterization as in \cite{6, 17, 36} does not hold true, because that the translation operator may not be bounded on the variable exponent Lebesgue space. Indeed, from \cite[Proposition 3.6.1]{14}, it follows that the translation operator is bounded on the variable exponent Lebesgue space $L^{p(\cdot)}(\mathbb{R}^n)$ if and only if $p$ is a constant. In particular, this means that, in the different quotient appearing in (1.1), we can not replace the constant exponent $p$ simply by the variable exponent $p(x)$ or $p(y)$. The same problem also appears in \cite{19}. Instead of this, Diening and Hästö \cite{16} creatively replaced the different quotient in the definition of the trace space by the sharp averaging operator $M^\#_B$ (see, for example, \cite[(1.3)]{25} or (1.4) below). Motivated by the work \cite{16}, under the assumptions that the variable exponent $p(\cdot)$ satisfies the local log-Hölder continuity condition, the log-Hölder decay condition (at infinity) and $p^- \in (1, \infty)$ with $p^-$ as in (1.2), Hästö and Ribeiro \cite[Theorem 4.1]{25} obtained a new characterization of the variable exponent Sobolev space in terms of the sharp averaging operator, which is re-stated as Theorem 1.A below.

As a natural generalization of the Lebesgue space, the Orlicz space was introduced by Birnbaum and Orlicz \cite{5} and Orlicz \cite{33}. Since then, the theory of Orlicz spaces has been well developed and these spaces have been widely used in probability, statistics, potential theory, partial
differential equations, as well as harmonic analysis and some other fields of analysis (see, for example, [2, 9, 30, 29, 35, 34]). Later, Musielak [28] introduced the so-called Musielak–Orlicz space, which contains the Orlicz space and the weighted Lebesgue space as special cases. Nowadays, the theory of both Musielak–Orlicz spaces and function spaces of Musielak–Orlicz type has been well developed and these spaces have been widely used in many branches of mathematics. It is worth pointing out that Musielak–Orlicz spaces or Musielak–Orlicz–Sobolev spaces naturally appear in the study of the regularity for solutions of some nonlinear elliptic equations or minimizers of functionals with non-standard growth (see, for example, [1, 2, 9, 10]). We also refer the reader to [31, 32, 38, 39] for some recent progresses about the real-variable theory of both Musielak–Orlicz–Sobolev spaces and function spaces of Musielak–Orlicz type.

In this article, motivated by [16, 17, 25], we obtain a new characterization of the Musielak–Orlicz–Sobolev space on \( \mathbb{R}^n \), including the classical Orlicz–Sobolev space, the weighted Sobolev space and the variable exponent Sobolev space, in terms of sharp ball averaging functions. Even in the special case, namely, the variable exponent Sobolev space, the obtained result in this article improves the corresponding result obtained in [25, Theorem 4.1] via weakening the assumption \( f \in L^1(\mathbb{R}^n) \) into \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), which positively confirms a conjecture proposed by Hästö and Ribeiro in [25, Remark 4.1].

To describe the main result of this article, we first recall some necessary notions and notation.

**Definition 1.1.**
(i) A function \( G : [0, \infty) \to [0, \infty) \) is called an *Orlicz function* if it satisfies the following conditions:

(i) \( G \) is continuous, convex, increasing and \( G(0) = 0 \);

(ii) \( \lim_{t \to 0^+} \frac{G(t)}{t} = 0 \) and \( \lim_{t \to \infty} \frac{G(t)}{t} = \infty \).

(ii) A function \( \Phi : \mathbb{R}^n \times [0, \infty) \to [0, \infty) \) is called a *Musielak–Orlicz function* if, for any given growth variable \( t \in [0, \infty) \), \( \Phi(\cdot, t) \) is measurable and, for almost every space variable \( x \in \mathbb{R}^n \), the function \( \Phi(x, \cdot) \) is an Orlicz function.

(iii) Let \( \Phi \) be a Musielak–Orlicz function. Then the *complementary function* of \( \Phi \), denoted by \( \Phi^* \), is defined by setting, for any \( x \in \mathbb{R}^n \) and \( s \in [0, \infty) \),

\[
\Phi^*(x, s) := \sup_{t \in [0, \infty)} \{ st - \Phi(x, t) \}.
\]

The Musielak–Orlicz space \( L^\Phi(\mathbb{R}^n) \) and the Musielak–Orlicz–Sobolev space \( W^{1, \Phi}(\mathbb{R}^n) \) are defined as follows.

**Definition 1.2.** Let \( \Phi \) be a Musielak–Orlicz function. For any given \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), the *Musielak–Orlicz modular* of \( f \) is defined by setting

\[
\rho_\Phi(f) := \int_{\mathbb{R}^n} \Phi(x, |f(x)|) \, dx.
\]

Then the *Musielak–Orlicz space* \( L^\Phi(\mathbb{R}^n) \) is defined by setting

\[
L^\Phi(\mathbb{R}^n) := \{ u \text{ is measurable on } \mathbb{R}^n : \rho_\Phi(u) < \infty \}.
\]
there exists $\lambda \in (0, \infty)$ such that $\rho_{\Phi}(\lambda f) < \infty$. 

equipped with the Luxemburg (also called the Luxemburg–Nakano) norm 

\begin{equation}
\|u\|_{L^p(\mathbb{R}^n)} := \inf \left\{ \lambda \in (0, \infty) : \int_{\mathbb{R}^n} \Phi \left( x, \frac{|u(x)|}{\lambda} \right) \, dx \leq 1 \right\}. 
\end{equation}

Moreover, the Musielak–Orlicz–Sobolev space $W^{1, \Phi}(\mathbb{R}^n)$ is defined by setting 

$$W^{1, \Phi}(\mathbb{R}^n) := \left\{ u \in L^\Phi(\mathbb{R}^n) : |\nabla u| \in L^\Phi(\mathbb{R}^n) \right\}$$

equipped with the norm 

$$\|u\|_{W^{1, \Phi}(\mathbb{R}^n)} := \|u\|_{L^\Phi(\mathbb{R}^n)} + \||\nabla u|||_{L^\Phi(\mathbb{R}^n)},$$

where $||\nabla u|||_{L^\Phi(\mathbb{R}^n)}$ is defined via replacing $u$ by $|\nabla u|$ in (1.3). 

Furthermore, the homogeneous Musielak–Orlicz Sobolev space $\dot{W}^{1, \Phi}(\mathbb{R}^n)$ is defined by setting 

$$\dot{W}^{1, \Phi}(\mathbb{R}^n) := \left\{ u \in L^1_{\text{loc}}(\mathbb{R}^n) : |\nabla u| \in L^\Phi(\mathbb{R}^n) \right\}$$

equipped with the norm $\|u\|_{\dot{W}^{1, \Phi}(\mathbb{R}^n)} := \||\nabla u|||_{L^\Phi(\mathbb{R}^n)}$.

In what follows, for any $x \in \mathbb{R}^n$ and $r \in (0, \infty)$, we always let 

$$B(x, r) := \{ y \in \mathbb{R}^n : |y - x| < r \}$$

be a ball of $\mathbb{R}^n$ with the center $x$ and the radius $r$.

**Definition 1.3.** Let $(\psi_\epsilon)_{\epsilon > 0}$ be a family of functions in $L^1((0, 1))$ such that, for any $\epsilon \in (0, \infty)$, 

$$\psi_\epsilon \geq 0, \quad \int_0^1 \psi_\epsilon(r) \, dr = 1$$

and, for any $\gamma \in (0, 1)$,

$$\lim_{\epsilon \to 0^+} \int_0^\gamma \psi_\epsilon(r) \, dr = 0,$$

here and hereafter, the symbol $\epsilon \to 0^+$ means that $\epsilon \in (0, \infty)$ and $\epsilon \to 0$. 

Assume that $\Phi$ is a Musielak–Orlicz function. For any $\epsilon \in (0, \infty)$ and $f \in L^1_{\text{loc}}(\mathbb{R}^n)$, let 

$$\rho_\#^\epsilon(f) := \int_0^1 \left[ \int_{\mathbb{R}^n} \Phi \left( x, \frac{1}{r} M_{B(x, r)}^\#(f) \right) \, dx \right] \psi_\epsilon(r) \, dr,$$

where the sharp ball averaging function $M_{B(x, r)}^\#(f)$ of $f$ is defined by setting, for any $f \in L^1_{\text{loc}}(\mathbb{R}^n)$, $x \in \mathbb{R}^n$ and $r \in (0, \infty)$,

\begin{equation}
M_{B(x, r)}^\#(f) := \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - f_{B(x, r)}| \, dy
\end{equation}

and 

$$f_{B(x, r)} := \frac{1}{|B(x, r)|} \int_{B(x, r)} f(y) \, dy.$$
Recall that \( M^\sharp_{B(x,r)} \) is also called the \textit{sharp averaging operator} in [25, p. 1650022-2]. Moreover, for any given \( \epsilon \in (0, \infty) \) and \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), the norm \( \|f\|_{\Phi^\epsilon} \) is defined by setting

\[
\|f\|_{\Phi^\epsilon} := \inf \left\{ \lambda \in (0, \infty) : \rho^\epsilon_\lambda \left( \frac{f}{\lambda} \right) \leq 1 \right\}.
\]

We point out that several examples of such families of functions \( \{\psi_\epsilon\}_{\epsilon>0} \) as in Definition 1.3 were given by Brezis [8, Remark 8].

Recall that a function \( p : \mathbb{R}^n \to \mathbb{R} \) is said to satisfy the \textit{local log-Hölder continuity condition} if there exists a positive constant \( C \) such that, for any \( x, y \in \mathbb{R}^n \) with \( x \neq y \),

\[
|p(x) - p(y)| \leq \frac{C}{\log(e + \frac{1}{|x-y|})},
\]

a function \( p : \mathbb{R}^n \to \mathbb{R} \) is said to satisfy the \textit{log-Hölder decay condition} (at infinity) if there exist positive constants \( C \in (0, \infty) \) and \( p_\infty \in [1, \infty) \) such that, for any \( x \in \mathbb{R}^n \),

\[
|p(x) - p_\infty| \leq \frac{C}{\log(e + |x|)}.
\]

If a function \( p \) satisfies both the local log-Hölder continuity condition and the log-Hölder decay condition, then the function \( p \) is said to satisfy the \textit{log-Hölder continuity condition}. It is easy to see that, if \( p \) satisfies the log-Hölder continuity condition, then \( p \) is bounded and \( p^+ < \infty \) with \( p^+ \) as in (1.2).

For the variable exponent Sobolev space, the following conclusion was established in [25, Theorem 4.1].

**Theorem 1.A.** Let \( p \in \mathcal{P}(\mathbb{R}^n) \) satisfy the log-Hölder continuity condition and \( p^- \in (1, \infty) \) with \( p^- \) as in (1.2), and \( \{\psi_\epsilon\}_{\epsilon>0} \) be a family of functions as in Definition 1.3. For any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \), let \( \Phi(x, t) := t^{p(x)} \). Assume further that \( f \in L^1(\mathbb{R}^n) \). Then \( \nabla f \in L^{p(t)}(\mathbb{R}^n) \) if and only if

\[
\limsup_{\epsilon \to 0^+} \rho^\epsilon_\lambda(f) < \infty,
\]

here and hereafter, \( \nabla f \) denotes the gradient of \( f \). In this case,

\[
\lim_{\epsilon \to 0^+} \rho^\epsilon_\lambda(f) = p_\lambda(c_0|\nabla f|)
\]

and

\[
\lim_{\epsilon \to 0^+} \|f\|_{\Phi^\epsilon} = c_0 \|\nabla f\|_{L^{p(t)}(\mathbb{R}^n)},
\]

where \( c_0 := \frac{1}{|B(0,1)|} \int_{B(0,1)} |x \cdot e_1| \, dx \) with \( \tilde{0}_n \) being the origin of \( \mathbb{R}^n \) and \( e_1 := (1, 0, \ldots, 0) \).

**Remark 1.4.** We point out that, in [25, Remark 4.1], Hästö and Ribeiro also conjectured that Theorem 1.A still holds true if \( f \in L^1(\mathbb{R}^n) \) is replaced by \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \), which is confirmed by Corollary 1.12(i) below, as a simple corollary of Theorem 1.10 below.
To state the main result of this article, we first give some assumptions on the Musielak–Orlicz function $\Phi$.

**Assumption 1.5.** The Musielak–Orlicz function $\Phi$ is locally integrable on the space variable in $\mathbb{R}^n$, namely, for any given positive constant $c$ and any compact set $K \subset \mathbb{R}^n$, we have

$$\int_K \Phi(x, c) \, dx < \infty.$$  

**Assumption 1.6.** The Musielak–Orlicz function $\Phi$ satisfies the $\Delta_2$-condition on the growth variable, namely, there exists a positive constant $\kappa \in (1, \infty)$ such that, for almost every $x \in \mathbb{R}^n$ and any $s \in [0, \infty)$,

$$\Phi(x, 2s) \leq \kappa \Phi(x, s).$$

**Assumption 1.7.** The Musielak–Orlicz function $\Phi$ has the property: $C^\infty_c(\mathbb{R}^n)$ is dense in the homogeneous Musielak–Orlicz–Sobolev space $\dot{W}^{1, \Phi}(\mathbb{R}^n)$ with respect to the norm $\| \cdot \|_{\dot{W}^{1, \Phi}(\mathbb{R}^n)}$, where the symbol $C^\infty_c(\mathbb{R}^n)$ denotes the set of all $C^\infty$ functions on $\mathbb{R}^n$ with compact supports.

**Assumption 1.8.** The Hardy–Littlewood maximal operator $M$ is bounded on the Musielak–Orlicz space $L^{\Phi}(\mathbb{R}^n)$, namely, there exists a positive constant $C$ such that, for any $f \in L^{\Phi}(\mathbb{R}^n)$,

$$\|M(f)\|_{L^\Phi(\mathbb{R}^n)} \leq C \|f\|_{L^\Phi(\mathbb{R}^n)}.$$  

Here and hereafter, $M(f)$ denotes the Hardy–Littlewood maximal function of $f$, which is defined by setting, for any given $f \in L^1_{\text{loc}}(\mathbb{R}^n)$ and $x \in \mathbb{R}^n$,

$$M(f)(x) := \sup_{x \in B} \frac{1}{|B|} \int_B |f(y)| \, dy,$$

where the supremum is taken over all balls $B \subset \mathbb{R}^n$ containing $x$.

**Remark 1.9.** Here we give some examples of Musielak–Orlicz functions satisfying Assumptions 1.7 and 1.8 as follows.

(i) For any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, let $\Phi(x, t) := t^{p(x)}$, where $p(\cdot)$ is as in Theorem 1.A. It is known that $\Phi$ satisfies Assumptions 1.7 and 1.8 (see, for example, [14, Theorems 9.1.6 and 4.3.8]).

(ii) For any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, let $\Phi(x, t) := \varphi(t)$, where $\varphi$ is an Orlicz function satisfying the $\Delta_2$-condition. It is well known that Assumption 1.7 holds true for such $\Phi$ (see, for example, [3, Theorem 8.31]). Moreover, by [20, Theorem 2.1] (see also [26, Theorem 1.2.1]), we find that $\Phi$ satisfies Assumption 1.8.

(iii) Let $p \in [1, \infty)$. Recall that an almost everywhere non-negative and locally integrable function $\omega$ on $\mathbb{R}^n$ is called an $A_p(\mathbb{R}^n)$ weight if

$$[\omega]_{A_p(\mathbb{R}^n)} := \sup_{B \subset \mathbb{R}^n} \left( \frac{1}{|B|} \int_B w(x) \, dx \right) \left( \frac{1}{|B|} \int_B [w(x)]^{-\frac{1}{p-1}} \, dx \right)^{p-1} < \infty.$$
when \( p \in (1, \infty) \), and

\[
[\omega]_{A_q(\mathbb{R}^n)} := \sup_{B \subset \mathbb{R}^n} \left\{ \frac{1}{|B|} \int_B w(x) \, dx \right\} \left\{ \operatorname{ess \ inf}_{y \in B} w(y) \right\}^{-1} < \infty,
\]

where the suprema are taken over all balls \( B \subset \mathbb{R}^n \).

For any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \), let \( \Phi(x, t) := \omega(x)t^q \), where \( q \in (1, \infty) \) and \( \omega \in A_q(\mathbb{R}^n) \). From [37, Theorem 2.1.4], it follows that such \( \Phi \) satisfies Assumption 1.7. Furthermore, it is well known that Assumption 1.8 holds true for \( \Phi \) (see, for example, [21, Theorem 7.1.9]).

(iv) More examples of Musielak–Orlicz functions satisfying Assumption 1.7 were given in [4] (see also [39, Example 2.1]). Moreover, some necessary and sufficient conditions for the Musielak–Orlicz function \( \Phi \) satisfying Assumption 1.8 were established in [13, 24].

Now we state the main result of this article as follows.

**Theorem 1.10.** Let \( \Phi \) be a Musielak–Orlicz function satisfying Assumptions 1.5 through 1.8. Assume that the complementary function \( \Phi^* \) to \( \Phi \) satisfies Assumptions 1.5 and 1.6, \( \{\psi_\epsilon\}_{\epsilon>0} \) is a family of functions as in Definition 1.3 and \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \). Then \( |\nabla f| \in L^\Phi(\mathbb{R}^n) \) if and only if

\[
\lim_{\epsilon \to 0^+} \sup \rho_\Phi^\epsilon(f) < \infty.
\]

In this case,

\[
\lim_{\epsilon \to 0^+} \rho_\Phi^\epsilon(f) = \rho_\Phi(c_0|\nabla f|)
\]

and

\[
\lim_{\epsilon \to 0^+} \|f\|_{\Phi, \sharp} = c_0\|\nabla f\|_{L^\Phi(\mathbb{R}^n)},
\]

where \( c_0 \) is the same as in Theorem 1.1A.

The detailed proof of Theorem 1.10 is presented in Section 2.

To show Theorem 1.10, we borrow some ideas from the proof of [25, Theorem 4.1]. More precisely, we first prove that (1.6) holds true for functions in \( C_c^\infty(\mathbb{R}^n) \). Then, for a function \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) such that \( |\nabla f| \in L^\Phi(\mathbb{R}^n) \), by the technique of approximation using functions from \( C_c^\infty(\mathbb{R}^n) \) and some finer properties of Musielak–Orlicz functions, we show that (1.6) also holds true for such functions \( f \). Moreover, from (1.6) and the properties of Musielak–Orlicz functions, we further deduce that (1.7) holds true. Comparing with [25, Theorem 4.1], instead of \( f \in L^1(\mathbb{R}^n) \), we now only need to assume that \( f \in L^1_{\text{loc}}(\mathbb{R}^n) \) in Theorem 1.10. To overcome the difficulty causing by this weaker assumption, in the proof of Theorem 1.10, we flexibly use the boundedness of the Hardy–Littlewood maximal operator on the Musielak–Orlicz space \( L^\Phi(\mathbb{R}^n) \), which is assumed to hold true, and the subtle growth properties of Musielak–Orlicz functions obtained in Lemma 2.2 below. Moreover, we point out that the assumed boundedness of the Hardy–Littlewood maximal operator \( M \) on the Musielak–Orlicz space \( L^\Phi(\mathbb{R}^n) \) is known to hold true for several well-known Musielak–Orlicz functions \( \Phi \); see Corollary 1.12 below.

As a simple conclusion of Theorem 1.10, we have the following conclusion, the details being omitted here.
Corollary 1.11. Let $\Phi$ be a Musielak–Orlicz function satisfying Assumptions 1.5 through 1.8. Assume that the complementary function $\Phi^*$ to $\Phi$ satisfies Assumptions 1.5 and 1.6, $\{\psi_\varepsilon\}_{\varepsilon>0}$ is a family of functions as in Definition 1.3 and $f \in L^1_{\text{loc}}(\mathbb{R}^n)$. Then $f \in W^{1,\Phi}(\mathbb{R}^n)$ if and only if $f \in L^{\Phi}(\mathbb{R}^n)$ and
\[ \limsup_{\varepsilon \to 0^+} \rho^\Phi_\varepsilon(f) < \infty. \]
Moreover, if $f \in W^{1,\Phi}(\mathbb{R}^n)$, then
\[ \|f\|_{W^{1,\Phi}(\mathbb{R}^n)} = \|f\|_{L^{\Phi}(\mathbb{R}^n)} + c_0^{-1} \lim_{\varepsilon \to 0^+} \|f\|^{\Phi}_{\phi^*,\#}, \]
where $c_0$ is the same as in Theorem 1.A.

Applying Theorem 1.10 and Corollary 1.11, we can obtain the following conclusions which are of independent interests.

Corollary 1.12. The conclusions of Theorem 1.10 and Corollary 1.11 hold true if $\Phi$ satisfies one of the following items:

(i) for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, $\Phi(x, t) := t^{p(x)}$, where $p(\cdot)$ is as in Theorem 1.A.

(ii) for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, $\Phi(x, t) := \varphi(t)$, where $\varphi$ is an Orlicz function satisfying both the $\Delta_2$-condition and that there exist positive constants $l \in (1, \infty)$ and $t_0 \in [0, \infty)$ such that, for any $t \in [t_0, \infty)$,
\[ \varphi(lt) \geq 2l \varphi(t). \]

(iii) for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, $\Phi(x, t) := \omega(x)t^p$, where $p \in (1, \infty)$ and $\omega \in A_p(\mathbb{R}^n)$.

(iv) for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, $\Phi(x, t) := t^p + \omega(x)t^q$, where $1 < p < q < \infty$ and $\omega \in A_q(\mathbb{R}^n)$.

The proof of Corollary 1.12 is also presented in Section 2.

Remark 1.13. (i) We point out that Corollary 1.12(i) improves Theorem 1.A via weakening the assumption $f \in L^1(\mathbb{R}^n)$ into $f \in L^1_{\text{loc}}(\mathbb{R}^n)$, which positively confirms a conjecture proposed by Hästö and Ribeiro in [25, Remark 4.1] (see also Remark 1.4).

(ii) The condition (1.8) in Corollary 1.12(ii) is to guarantee that the complementary function $\varphi^*$ to $\varphi$ satisfies the $\Delta_2$-condition. A typical example of such a $\varphi$ is that, for any $t \in [0, \infty)$, $\varphi(t) := t^p(|\log t| + 1)$, where $p \in (1, \infty)$ is a positive constant (see, for example, [27, p. 27, (4.13)]).

(iii) We point out that Musielak–Orlicz functions $\Phi$ as in Corollary 1.12(iv) and the corresponding Musielak–Orlicz–Sobolev spaces naturally appear in the study on the double phase variational problems (see, for example, [4, 10]).
Remark 1.14. Some time later after we have completed the first version of this article, we learned from Professor Peter Hästö that a result similar to Theorem 1.10 had been independently obtained by Ferreira et al. [18] for the homogeneous Musielak–Orlicz–Sobolev spaces $W^{1,\Phi}(\mathbb{R}^n)$ and $W^{1,\Phi}(\Omega)$ under the quite different assumptions for $\Phi$, where $\Omega$ is an open set in $\mathbb{R}^n$.

More precisely, let $\varphi : [0, \infty) \to [0, \infty]$ be an increasing function. Denote by $\varphi^{-1} : [0, \infty) \to [0, \infty]$ the left-continuous generalized inverse of $\varphi$, namely, for any $s \in [0, \infty]$,

$$\varphi^{-1}(s) := \inf \{ t \in [0, \infty] : \varphi(t) \geq s \}.$$  

Moreover, a function $g : \mathbb{R} \to [0, \infty]$ is said to be almost increasing if there exists a positive constant $c$ such that, for any $t_1, t_2 \in \mathbb{R}$ with $t_1 \leq t_2$, $g(t_1) \leq cg(t_2)$.

Let the Musielak–Orlicz function $\Phi$ satisfy the following assumptions:

(a) $\Phi$ satisfies the $\Delta_2$-condition.

(b) There exists a positive constant $\ell \in (1, \infty)$ such that, for almost every $x \in \mathbb{R}^n$, the function $s \mapsto s^{-\ell} \Phi(x, s)$ in $(0, \infty)$ is almost increasing with the constant $\ell$ independent of $x$.

(c) There exist positive constants $\beta \in (0, 1)$ and $\gamma \in (0, \infty)$ such that

(c)$_1$ for any $x \in \mathbb{R}^n$, $\Phi(x, \beta y) \leq 1 \leq \Phi(x, y)$;

(c)$_2$ for any ball $B \subset \mathbb{R}^n$, any $x, y \in B$ and $t \in [\gamma, \Phi^{-1}(y, |B|^{-1})]$, $\Phi(x, \beta t) \leq \Phi(y, t)$;

(c)$_3$ there exists a function $h \in L^1(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$ satisfying that, for almost every $x, y \in \mathbb{R}^n$ and any $t \in [0, \gamma],$

$$\Phi(x, \beta t) \leq \Phi(y, t) + h(x) + h(y).$$

For such a Musielak–Orlicz function $\Phi$, the conclusion of Theorem 1.10 was established in [18, Theorem 1.1]. Moreover, replaced $\mathbb{R}^n$ by an open set $\Omega \subset \mathbb{R}^n$, the conclusion of Theorem 1.10 was also obtained in [18, Theorem 1.1] under the assumptions (a), (b) and (c) with replacing $\mathbb{R}^n$ by $\Omega$.

We point out that, in the case of the Euclidean space $\mathbb{R}^n$, Theorem 1.10 completely covers [18, Theorem 1.1]; in other words, the assumptions in Theorem 1.10 are weaker than the assumptions of [18, Theorem 1.1]. Indeed, by [24, Theorem 4.6], we know that the above assumptions (b) and (c) imply Assumption 1.8. Moreover, from [22, Theorem 6.5] and [24, Theorem 4.6], it follows that the above assumptions (a), (b) and (c) imply Assumption 1.7. Furthermore, it is easy to see that the above assumptions (a) and (c)$_1$ imply Assumption 1.5. By [23, Lemma 2.4(2)] and [22, Lemma 2.4], we conclude that the above assumptions (a) and (b) imply that the complementary function $\Phi^*$ to $\Phi$ satisfies Assumption 1.6, which, combined with [22, Proposition 4.6] and the above assumptions (a) and (c)$_1$, further implies that the complementary function $\Phi^*$ satisfies Assumption 1.5. Thus, the above assumptions (a), (b) and (c) for $\Phi$ imply that Assumptions 1.5 through 1.8 hold true for $\Phi$ and that the complementary function $\Phi^*$ to $\Phi$ satisfies Assumptions 1.5 and 1.6, which further implies that Theorem 1.10 completely covers [18, Theorem 1.1] in the case of $\mathbb{R}^n$.

We point out that (i) and (ii) of Corollary 1.12 are also simple corollaries of [18, Theorem 1.1]. However, the function $\Phi$ as in (iii) and (iv) of Corollary 1.12 may not satisfy the assumption (c)$_1$. Thus, (iii) and (iv) of Corollary 1.12 cannot be deduced from [18, Theorem 1.1], but they can be deduced from Theorem 1.10. In this sense, Theorem 1.10 strictly has more generality than [18, Theorem 1.1] in the case of the Euclidean space $\mathbb{R}^n$. 

Finally, we make some conventions on notation. Throughout the article, we always denote by $C$ a positive constant which is independent of the main parameters, but it may vary from line to line. We also use $C_{(\gamma,\beta,\ldots)}$ to denote a positive constant depending on the indicated parameters $\gamma, \beta, \ldots$. The symbol $f \leq g$ means that $f \leq Cg$. If $f \leq g$ and $g \leq f$, then we write $f \sim g$. We also use the following convention: If $f \leq Cg$ and $g = h$ or $g \leq h$, we then write $f \sim h$ or $f \leq g \leq h$, rather than $f \leq g = h$ or $f \leq g \leq h$. For any measurable subset $E$ of $\mathbb{R}^n$, we denote by $1_E$ its characteristic function. We also let $\mathbb{N} := \{1, 2, \ldots\}$ and use $\overline{0}_n$ to denote the origin of $\mathbb{R}^n$.

2 Proofs of Theorem 1.10 and Corollary 1.12

In this section, we give the proofs of Theorem 1.10 and Corollary 1.12. We begin with some auxiliary conclusions. In what follows, we use the symbol $C_{(\gamma,\beta,\ldots)}(\mathbb{R}^n)$ to denote the set of all functions having continuous derivatives till order $2$ with compact supports.

Lemma 2.1. Assume that the Musielak–Orlicz function $\Phi$ satisfies Assumptions 1.5 and 1.6. If $f \in C_{(\gamma)}(\mathbb{R}^n)$, then
\[
\lim_{\epsilon \to 0^+} \rho_{(\epsilon)}^f(x) = \rho_{\Phi(c_0)|\nabla f|},
\]
where $c_0$ is the same as in Theorem 1.A.

To prove Lemma 2.1, we need the following properties of Musielak–Orlicz functions.

Lemma 2.2. Assume that the Musielak–Orlicz function $\Phi$ satisfies Assumption 1.6.

(i) For almost every $x \in \mathbb{R}^n$, any $a \in (0, \infty)$ and any $b \in (0, 1)$, $\Phi(x, ab) \leq b\Phi(x, a)$.

(ii) There exists a positive constant $\gamma \in (\kappa, \infty)$ such that, for almost every $x \in \mathbb{R}^n$, any $a \in (0, \infty)$ and any $b \in [1, \infty)$, $\Phi(x, ab) \leq b^{\gamma}\Phi(x, a)$, where $\kappa$ is as in Assumption 1.6.

(iii) For any $\delta \in (0, \infty)$, there exists a positive constant $C(\delta)$, depending on $\delta$, such that, for almost every $x \in \mathbb{R}^n$ and any $a, b \in (0, \infty)$,
\[
\Phi(x, a + b) \leq (1 + \delta)^\gamma \Phi(x, a) + C(\delta)\Phi(x, b),
\]
where $\gamma$ is as in Lemma 2.2(ii).

Proof. We first show (i). By the fact that, for almost every $x \in \mathbb{R}^n$, $\Phi(x, \cdot)$ is convex and $\Phi(x, 0) = 0$, we find that, for almost every $x \in \mathbb{R}^n$, any $a \in (0, \infty)$ and any $b \in (0, 1)$, $\Phi(x, ab) \leq b\Phi(x, a)$, which implies that (i) holds true.

Now we give the proof of (ii). From the proof of [23, Lemma 2.4(2)], it follows that there exists a positive constant $\gamma \in (\kappa, \infty)$ such that, for almost every $x \in \mathbb{R}^n$, the function $t \mapsto t^{-\gamma}\Phi(x, t)$ is decreasing in $(0, \infty)$, which further implies that, for almost every $x \in \mathbb{R}^n$, any $a \in (0, \infty)$ and any $b \in [1, \infty)$, $(ab)^{-\gamma}\Phi(x, ab) \leq a^{-\gamma}\Phi(x, a)$. By this, we find that, for almost every $x \in \mathbb{R}^n$, any $a \in (0, \infty)$ and any $b \in [1, \infty)$,
\[
\Phi(x, ab) \leq b^{\gamma}\Phi(x, a).
\]
Finally, we prove (iii). Let \( \delta \in (0, \infty) \). Fix \( x \in \mathbb{R}^n \) and \( a, b \in [0, \infty) \). If \( b > \delta a \), from the fact that \( \Phi(x, \cdot) \) is increasing and Assumption 1.6, we deduce that

\[
\Phi(x, a + b) \leq \Phi \left( x, b \left( 1 + \frac{1}{\delta} \right) \right) \leq \Phi \left( x, 2^m b \right) \leq \kappa^m \Phi(x, b),
\]

where \( \kappa \) is as in Assumption 1.6 and \( m := m(\delta) \in \mathbb{N} \) satisfies that \( 1 + \frac{1}{\delta} \leq 2^m \). Moreover, if \( b \leq \delta a \), by (ii), we conclude that

\[
\Phi(x, a + b) \leq \Phi(x, a(1 + \delta)) \leq (1 + \delta)^2 \Phi(x, a),
\]

which, combined with (2.1), then completes the proof of (iii) and hence of Lemma 2.2.

Now we show Lemma 2.1 by using Lemma 2.2.

**Proof of Lemma 2.1.** Let \( f \in C^2_c(\mathbb{R}^n) \). Then, by the Taylor expansion, we know that, for any \( x, y \in \mathbb{R}^n \),

\[
f(y) = f(x) + \nabla f(x) \cdot (y - x) + R(x, y),
\]

where \( R(x, y) = o(|x - y|) \) as \( y \to x \), which implies that, for any \( x, y \in \mathbb{R}^n \) and \( r \in (0, \infty) \),

\[
f(y) - f_{B(x,r)} = \frac{1}{|B(x,r)|} \int_{B(x,r)} \left[ f(y) - f(z) \right] dz
\]

\[
= \frac{1}{|B(x,r)|} \int_{B(x,r)} \left[ \nabla f(x) \cdot (y - x) - \nabla f(x) \cdot (z - x) + R(x, y) - R(x, z) \right] dz.
\]

From symmetry, it follows that

\[
\int_{B(x,r)} \nabla f(x) \cdot (z - x) dz = 0,
\]

which, together with (2.2), further implies that, for any \( x, y \in \mathbb{R}^n \) and \( r \in (0, \infty) \),

\[
f(y) - f_{B(x,r)} = \nabla f(x) \cdot (y - x) + R(x, y) - \frac{1}{|B(x,r)|} \int_{B(x,r)} R(x, z) dz.
\]

By (2.3) and the triangle inequality on \( \mathbb{C} \), we conclude that, for any \( x, y \in \mathbb{R}^n \) and \( r \in (0, \infty) \),

\[
M^{\sharp}_{B(x,r)}(f) \leq \frac{1}{|B(x,r)|} \int_{B(x,r)} |\nabla f(x) \cdot (y - x)| dy + \frac{2}{|B(x,r)|} \int_{B(x,r)} |R(x, y)| dy
\]

\[
= \frac{1}{|B(x,r)|} \int_{B(x,r)} \left| \nabla f(x) \right| \cdot (y - x) \cdot dy + \frac{2}{|B(x,r)|} \int_{B(x,r)} |R(x, y)| dy.
\]

Noticing that \( \int_{B(x,r)} v \cdot (y - x) \cdot dy \) is independent of \( v \in S^{n-1} \), from (2.4), we further deduce that, for any \( x, y \in \mathbb{R}^n \) and \( r \in (0, \infty) \),

\[
M^{\sharp}_{B(x,r)}(f) \leq c_0 r |\nabla f(x)| + \frac{2}{|B(x,r)|} \int_{B(x,r)} |R(x, y)| dy,
\]
where \( c_0 \) is the same as in Theorem 1.A. Similarly to (2.5), we also have

\[(2.6) \quad M_{B(x,r)}^\#(f) \geq c_0 r |\nabla f(x)| - \frac{2}{|B(x,r)|} \int_{B(x,r)} |R(x,y)| \, dy.\]

Let \( \Omega := \{ x \in \mathbb{R}^n : f |_{B(x,1)} \neq 0 \} \). Then

\[
\rho^\#(f) = \int_0^1 \left[ \int_0^1 \Phi \left( x, \frac{1}{r} M_{B(x,r)}^\#(f) \right) \, dx \right] \psi_\epsilon(r) \, dr.
\]

By \( f \in C^2_c(\mathbb{R}^n) \), we know that \( \Omega \) is a bounded set in \( \mathbb{R}^n \). From (2.5), (2.6) and the fact that \( M_{B(x,r)}^\#(f) \geq 0 \), it follows that

\[(2.7) \quad \int_0^1 \left\{ \int_\Omega \Phi(x, \max(0, c_0 |\nabla f(x)| - h(x,r))) \, dx \right\} \psi_\epsilon(r) \, dr \leq \rho^\#(f) \leq \int_0^1 \left\{ \int_\Omega \Phi(x, c_0 |\nabla f(x)| + h(x,r)) \, dx \right\} \psi_\epsilon(r) \, dr,
\]

where \( h(x,r) := \frac{2}{r |B(x,r)|} \int_{B(x,r)} |R(x,y)| \, dy \).

By Lemma 2.2(iii), we conclude that, for any \( \delta \in (0, \infty) \), there exists a positive constant \( C_\delta \), depending on \( \delta \), such that, for almost every \( x \in \mathbb{R}^n \),

\[
\Phi(x, c_0 |\nabla f(x)| + h(x,r)) \leq (1 + \delta)\gamma \Phi(x, c_0 |\nabla f(x)|) + C_\delta \Phi(x, h(x,r)),
\]

which, together with \( \int_0^1 \psi_\epsilon(r) \, dr = 1 \), further implies that

\[(2.8) \quad \rho^\#(f) \leq (1 + \delta)^\gamma \int_\Omega \Phi(x, c_0 |\nabla f(x)|) \, dx + C_\delta \int_0^1 \left[ \int_\Omega \Phi(x, h(x,r)) \, dx \right] \psi_\epsilon(r) \, dr.
\]

Letting \( \epsilon \to 0^+ \) in (2.8), we find that

\[(2.9) \quad \limsup_{\epsilon \to 0^+} \rho^\#(f) \leq (1 + \delta)^\gamma \rho_\Phi(c_0 |\nabla f|) + \limsup_{\epsilon \to 0^+} C_\delta \int_0^1 \left[ \int_\Omega \Phi(x, h(x,r)) \, dx \right] \psi_\epsilon(r) \, dr.
\]

Assume that \( \epsilon \in (0, 1/2) \). Let \( \sigma \in (0, \infty) \) be such that \( \frac{|R(x,y)|}{|x-y|} < \epsilon \) when \( |x-y| < \sigma \). By \( f \in C^2_c(\mathbb{R}^n) \), we know that \( \frac{|R(x,y)|}{|x-y|} \) is bounded, which further implies that there exists a positive constant \( C \) such that

\[
h(x,r) = \frac{2}{r |B(x,r)|} \int_{B(x,r)} |R(x,y)| \, dy \leq \frac{2}{|B(x,r)|} \int_{B(x,r)} \frac{|R(x,y)|}{|x-y|} \, dy \leq 2\epsilon I_{(0,\sigma)}(r) + C 1_{(\sigma,1)}(r).
\]

From this, the definition of \( \psi_\epsilon \) and Lemma 2.2(i), we deduce that

\[
\int_0^1 \left[ \int_\Omega \Phi(x, h(x,r)) \, dx \right] \psi_\epsilon(r) \, dr
\]
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\[ \int_\Omega \left[ \int_0^r \Phi(x, 2\epsilon)\psi_\epsilon(r) \, dr + \int_\sigma^1 \Phi(x, C)\psi_\epsilon(r) \, dr \right] \, dx \]
\[ \leq 2\epsilon \int_\Omega \Phi(x, 1) \, dx + \int_\Omega \Phi(x, C) \, dx \int_\sigma^1 \psi_\epsilon(r) \, dr, \]

which, combined with Assumption 1.5 and the definition of $\psi_\epsilon$, further implies that

\[ \lim_{\epsilon \to 0^+} \int_0^1 \left[ \int_\Omega \Phi(x, h(x, r)) \, dx \right] \psi_\epsilon(r) \, dr = 0. \]  

(2.10)

By this and (2.9), we conclude that

\[ \limsup_{\epsilon \to 0^+} \rho_\#_\Phi(f) \leq (1 + \delta)^\gamma \rho_\Phi(c_0|\nabla f|). \]  

(2.11)

Letting $\delta \to 0^+$ in (2.11), then we know that

\[ \limsup_{\epsilon \to 0^+} \rho_\#_\Phi(f) \leq \rho_\Phi(c_0|\nabla f|). \]  

(2.12)

Moreover, from Lemma 2.2(iii), we deduce that, for any $\delta \in (0, \infty)$, there exists a positive constant $C_{(\delta)}$, depending on $\delta$, such that, for almost every $x \in \mathbb{R}^n$ and any $r \in (0, \infty)$,

\[ \Phi(x, \max\{0, c_0|\nabla f(x)| - h(x, r)\}) \]
\[ \geq (1 + \delta)^{-\gamma} \Phi(x, c_0|\nabla f(x)|) - C_{(\delta)}(1 + \delta)^{-\gamma} \Phi(x, h(x, r)), \]

which, together with (2.7), implies that

\[ \liminf_{\epsilon \to 0^+} \rho_\#_\Phi(f) \]
\[ \geq (1 + \delta)^{-\gamma} \rho_\Phi(c_0|\nabla f|) - \limsup_{\epsilon \to 0^+} C_{(\delta)}(1 + \delta)^{-\gamma} \int_0^1 \left[ \int_\Omega \Phi(x, h(x, r)) \, dx \right] \psi_\epsilon(r) \, dr. \]

By this and (2.10), similarly to (2.12), we conclude that

\[ \liminf_{\epsilon \to 0^+} \rho_\#_\Phi(f) \geq \rho_\Phi(c_0|\nabla f|), \]

which, combined with (2.12), further implies that

\[ \lim_{\epsilon \to 0^+} \rho_\#_\Phi(f) = \rho_\Phi(c_0|\nabla f|). \]

This finishes the proof of Lemma 2.1. \hfill \Box

**Lemma 2.3.** Assume that the Musielak–Orlicz function $\Phi$ satisfies Assumptions 1.6 and 1.8. Then there exists a positive constant $C$ such that, for any $\epsilon \in (0, \infty)$ and $f \in W^{1, \Phi}(\mathbb{R}^n)$,

\[ \rho_{\#_\Phi}(f) \leq C \max \left\{ \|\nabla f\| L^\Phi(\mathbb{R}^n), \|\nabla f\| L^{\gamma\Phi}(\mathbb{R}^n) \right\}, \]

where $\gamma$ is as in Lemma 2.2(ii).
Proof. First, let \( f \in W^{1,\Phi}(\mathbb{R}^n) \) be such that \( \|\nabla f\|_{L^\Phi(\mathbb{R}^n)} \leq 1 \). By the Poincaré inequality, we know that, for any \( x \in \mathbb{R}^n \) and \( r \in (0, \infty) \),

\[
M^\Phi_B(x,r)(f) = \frac{1}{|B(x,r)|} \int_{B(x,r)} |f(y) - f_{B(x,r)}| \, dy \leq \frac{r}{|B(x,r)|} \int_{B(x,r)} |\nabla f(y)| \, dy,
\]

which, together with the fact that, for any \( \epsilon \in (0, \infty) \), \( \int_0^1 \psi_\epsilon(r) \, dr = 1 \), further implies that

\[
\rho^\Phi_\gamma(f) \leq \int_0^1 \left[ \int_{\mathbb{R}^n} \Phi \left( x, \frac{1}{|B(x,r)|} \int_{B(x,r)} |\nabla f(y)| \, dy \right) \right] \psi_\epsilon(r) \, dr
\]

\[
\leq \int_0^1 \left[ \int_{\mathbb{R}^n} \Phi \left( x, M(|\nabla f|(x)) \right) \right] \psi_\epsilon(r) \, dr
\]

\[
\sim \int_{\mathbb{R}^n} \Phi \left( x, M(|\nabla f|(x)) \right) \, dx.
\]

Moreover, from (i) and (ii) of Lemma 2.2, Assumption 1.8 and \( \|\nabla f\|_{L^\Phi(\mathbb{R}^n)} \leq 1 \), we deduce that

\[
\int_{\mathbb{R}^n} \Phi \left( x, M(|\nabla f|(x)) \right) \, dx \leq \max \left\{ \|M(|\nabla f|)\|_{L^\Phi(\mathbb{R}^n)}, \|M(|\nabla f|)\|_{L^\Phi(\mathbb{R}^n)}^\gamma \right\}
\]

\[
\leq \max \left\{ \|\nabla f\|_{L^\Phi(\mathbb{R}^n)}, \|\nabla f\|_{L^\Phi(\mathbb{R}^n)}^\gamma \right\} \leq 1,
\]

which, combined with (2.13), implies that

\[
\rho^\Phi_\gamma(f) \leq \int_{\mathbb{R}^n} \Phi \left( x, M(|\nabla f|(x)) \right) \, dx \leq 1.
\]

For any \( f \in W^{1,\Phi}(\mathbb{R}^n) \), replacing \( f \) by \( f/\|\nabla f\|_{L^\Phi(\mathbb{R}^n)} \) and repeating the proof of (2.14), we know that

\[
\rho^\Phi_\gamma\left( \frac{f}{\|\nabla f\|_{L^\Phi(\mathbb{R}^n)}} \right) \leq \int_{\mathbb{R}^n} \Phi \left( x, \frac{M(|\nabla f|(x))}{\|\nabla f\|_{L^\Phi(\mathbb{R}^n)}} \right) \, dx \leq 1.
\]

Moreover, from the definition of \( \rho^\Phi_\gamma \) and (i) and (ii) of Lemma 2.2, it follows that, for any \( \lambda \in (0, \infty) \),

\[
\rho^\Phi_\gamma(f) \leq \rho^\Phi_\gamma\left( \frac{f}{\lambda} \right) \max \{\lambda, \gamma\},
\]

where \( \gamma \) is as in Lemma 2.2(ii), which, combined with (2.15), further implies that

\[
\rho^\Phi_\gamma(f) \leq \max \left\{ \|\nabla f\|_{L^\Phi(\mathbb{R}^n)}, \|\nabla f\|_{L^\Phi(\mathbb{R}^n)}^\gamma \right\}.
\]

This finishes the proof of Lemma 2.3.

To prove Theorem 1.10, we need the following reflexivity of the Musielak–Orlicz space \( L^\Phi(\mathbb{R}^n) \), which was obtained in [39, Theorem 1.4].
Lemma 2.4. Let Φ be a Musielak–Orlicz function and Φ* be the complementary function to Φ. If both Φ and Φ* satisfy Assumptions 1.5 and 1.6, then the Musielak–Orlicz space $L^\Phi(\mathbb{R}^n)$ is reflexive, namely, $(L^\Phi(\mathbb{R}^n))^{**} = L^{\Phi^*}(\mathbb{R}^n)$, where $(L^\Phi(\mathbb{R}^n))^*$ denotes the dual space of $L^\Phi(\mathbb{R}^n)$ [namely, the space of all continuous linear functions on $L^\Phi(\mathbb{R}^n)$] and

$$(L^\Phi(\mathbb{R}^n))^{**} = \left(\left((L^\Phi(\mathbb{R}^n))^{*}\right)^*\right).$$

Let $G \in C^\infty_c(B(\bar{0}, 1))$ be a standard mollifier. Namely, for any $x \in \mathbb{R}^n$,

$$G(x) := \begin{cases} C_1 e^{-\frac{1}{1-|x|^2}} & \text{if } |x| < 1, \\ 0 & \text{if } |x| \geq 1, \end{cases}$$

where $C_1$ is a positive constant such that $\int_{\mathbb{R}^n} G(x) \, dx = 1$. For any $\varepsilon \in (0, \infty)$ and $x \in \mathbb{R}^n$, let $G_\varepsilon(x) := e^{-|x|/\varepsilon}G(x/\varepsilon)$.

Now we prove Theorem 1.10 by using Lemmas 2.1 through 2.4.

Proof of Theorem 1.10. We divide the proof into the following three steps according to the sufficient and the necessary conditions for (1.5) and the equivalence of (1.6) and (1.7).

Step 1) In this step, we show that, if $\|\nabla f\| \in L^\Phi(\mathbb{R}^n)$, then (1.6) holds true, which further implies that (1.5) also holds true.

By the triangle inequality on $\mathbb{C}$, we find that, for any $x \in \mathbb{R}^n$, $r \in (0, \infty)$ and $f, g \in L^1_{\text{loc}}(\mathbb{R}^n)$,

$$\frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - f_{B(x, r)}| \, dy \leq \frac{1}{|B(x, r)|} \int_{B(x, r)} |f(y) - g(y) - (f - g)_{B(x, r)}| \, dy + \frac{1}{|B(x, r)|} \int_{B(x, r)} |g(y) - g_{B(x, r)}| \, dy,$$

which implies that, for any $x \in \mathbb{R}^n$, $r \in (0, \infty)$ and $f, g \in L^1_{\text{loc}}(\mathbb{R}^n)$,

$$M^\sharp_{B(x, r)}(f) \leq M^\sharp_{B(x, r)}(f-g) + M^\sharp_{B(x, r)}(g).$$

From this, the definition of $\rho^\sharp_\Phi(f)$ and Lemma 2.2(iii), we deduce that, for any $\varepsilon \in (0, \infty)$ and $\delta \in (0, \infty)$, there exists a positive constant $C_\delta$, depending on $\delta$, such that

$$\rho^\sharp_\Phi(f) \leq C_\delta \rho^\sharp_\Phi(f-g) + (1 + \delta)^{\gamma} \rho^\sharp_\Phi(g),$$

(2.17)

here and hereafter, $\gamma$ is as in Lemma 2.2(ii).

Let $f \in W^{1, \Phi}(\mathbb{R}^n)$ and $g \in C^\infty_c(\mathbb{R}^n)$. Then, by (2.17), Lemmas 2.1 and 2.3, we conclude that

$$\limsup_{\varepsilon \to 0^+} \rho^\sharp_\Phi(f) \leq C_\delta \max \left\{ \|\nabla(f-g)\|_{L^\Phi(\mathbb{R}^n)}, \|\nabla(f-g)\|_{L^\Phi(\mathbb{R}^n)}^\gamma \right\} + (1 + \delta)^\gamma \rho_\Phi(c_0|\nabla g|),$$

(2.18)

where $c_0$ is the same as in Theorem 1.1A. From Assumption 1.7, it follows that $C^\infty_c(\mathbb{R}^n)$ is dense in $W^{1, \Phi}(\mathbb{R}^n)$, which implies that there exists a sequence $\{g_i\}_{i \in \mathbb{N}} \subset C^\infty_c(\mathbb{R}^n)$ such that $\nabla g_i$ converges to $\nabla f$ in $L^\Phi(\mathbb{R}^n)$ as $i \to \infty$. Replacing $g$ by $g_i$ in (2.18) and letting $i \to \infty$, we obtain

$$\limsup_{\varepsilon \to 0^+} \rho^\sharp_\Phi(f) \leq \lim_{i \to \infty} (1 + \delta)^\gamma \rho_\Phi(c_0|\nabla g_i|) = (1 + \delta)^\gamma \rho_\Phi(c_0|\nabla f|).$$

(2.19)
Letting $\delta \to 0^+$ in (2.19), we conclude that

\[(2.20) \quad \limsup_{\epsilon \to 0^+} \rho_{\Phi}^\epsilon(f) \leq \rho_{\Phi}(c_0|\nabla f|).\]

Moreover, similarly to (2.17), we find that, for any $\epsilon \in (0, \infty)$ and $\delta \in (0, \infty)$, there exists a positive constant $C_{(\delta)}$, depending on $\delta$, such that

\[\rho_{\Phi}^\epsilon(f) \geq \frac{1}{(1 + \delta)^r} \rho_{\Phi}^\epsilon(g_i) - \frac{C_{(\delta)}}{(1 + \delta)^r} \rho_{\Phi}^\epsilon(f - g_i),\]

where, for any $i \in \mathbb{N}$, $g_i$ is as in (2.19). By this estimate and similarly to (2.20), we conclude that

\[\liminf_{\epsilon \to 0^+} \rho_{\Phi}^\epsilon(f) \geq \rho_{\Phi}(c_0|\nabla f|),\]

which, together with (2.20), further implies that

\[\lim_{\epsilon \to 0^+} \rho_{\Phi}^\epsilon(f) = \rho_{\Phi}(c_0|\nabla f|).\]

Thus, (1.6) holds true.

**Step 2** In this step, we show that, if (1.5) holds true, then $|\nabla f| \in L^p(\mathbb{R}^n)$.

Let $G$ be as in (2.16). By the triangle inequality on $\mathbb{C}$ and a change of integration order, we find that, for any $x \in \mathbb{R}^n$, $r \in (0, 1)$ and $\delta \in (0, \infty)$,

\[(2.21) \quad M_{B(x,r)}^\delta(G_\delta * f) = \frac{1}{|B(x,r)|} \int_{B(x,r)} |(G_\delta * f)(y) - (G_\delta * f)_{B(x,r)}| \, dy \]

\[= \frac{1}{|B(x,r)|} \int_{B(x,r)} |G_\delta * (f - f_{B(x,r)})(y) \, dy \leq G_\delta * M_{B(x,r)}^\delta(f)(x).\]

For any $\delta \in (0, \infty)$, $x \in \mathbb{R}^n$ and $r \in (0, 1]$, let

\[h_{r,\delta}(x) := \frac{1}{r} M_{B(x,r)}^\delta(G_\delta * f) \quad \text{and} \quad g_r(x) := \frac{1}{r} M_{B(x,r)}^\delta(f).\]

If $\|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \leq 1$, then, from Lemma 2.2(i), it follows that

\[(2.22) \quad \int_{\mathbb{R}^n} \Phi(x, h_{r,\delta}(x)) \, dx = \int_{\mathbb{R}^n} \Phi\left(x, \frac{h_{r,\delta}(x)}{\|h_{r,\delta}\|_{L^p(\mathbb{R}^n)}} \right) \, dx \leq \|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \leq 1.\]

If $\|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \in (1, \infty)$, by Lemma 2.2(ii), (2.21) and Assumption 1.8, we find that

\[(2.23) \quad \int_{\mathbb{R}^n} \Phi(x, h_{r,\delta}(x)) \, dx = \int_{\mathbb{R}^n} \Phi\left(x, \frac{h_{r,\delta}(x)}{\|h_{r,\delta}\|_{L^p(\mathbb{R}^n)}} \right) \, dx \leq \|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \leq \|G_\delta * g_r\|_{L^p(\mathbb{R}^n)} \leq \|M\|_{L^p(\mathbb{R}^n)} \|g_r\|_{L^p(\mathbb{R}^n)} \leq \|g_r\|_{L^p(\mathbb{R}^n)},\]

which, further implies that, if $\|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \in (1, \infty)$, then $\|g_r\|_{L^p(\mathbb{R}^n)} \geq 1$. From this and Lemma 2.2(i), we deduce that

\[\|g_r\|_{L^p(\mathbb{R}^n)} \leq \int_{\mathbb{R}^n} \Phi(x, g_r(x)) \, dx.\]
By this and (2.23), we conclude that, if \( \|h_{r,\delta}\|_{L^p(\mathbb{R}^n)} \in (1, \infty) \), then

\[
\int_{\mathbb{R}^n} \Phi(x, h_{r,\delta}(x)) \, dx \leq \left\{ \int_{\mathbb{R}^n} \Phi(x, g_r(x)) \, dx \right\}^{\gamma},
\]

which, combined with (2.22) and the fact that, for any \( \epsilon \in (0, \infty) \), \( \int_0^1 \psi_\epsilon(r) \, dr = 1 \), further implies that, for any \( \delta, \epsilon \in (0, \infty) \),

\[
\int_0^1 \left\{ \int_{\mathbb{R}^n} \Phi \left( x, \frac{1}{r} M^\#_{B(x,r)}(G_\delta * f) \right) \, dx \right\}^{1/\gamma} \psi_\epsilon(r) \, dr \\
\leq \int_0^1 \left[ \int_{\mathbb{R}^n} \Phi \left( x, \frac{1}{r} M^\#_{B(x,r)}(f) \right) \, dx + 1 \right] \psi_\epsilon(r) \, dr \leq \rho^\#_\epsilon(f) + 1.
\]

Assume that \( g \in C^2(\mathbb{R}^n) \). Repeating the proof of Lemma 2.1, we know that, for any \( R \in (0, \infty) \),

\[
\lim_{\epsilon \to 0^+} \int_0^1 \left\{ \int_{B(\bar{0},R)} \Phi \left( x, \frac{1}{r} M^\#_{B(x,r)}(g) \right) \, dx \right\}^{1/\gamma} \psi_\epsilon(r) \, dr \\
= \left\{ \int_{B(\bar{0},R)} \Phi(x, c_0|\nabla g(x)|) \, dx \right\}^{1/\gamma}.
\]

Assume that \( \lim_{\epsilon \to 0^+} \rho^\#_\epsilon(f) < \infty \). Noticing that \( G_\delta * f \in C^2(\mathbb{R}^n) \) for any \( \delta \in (0, \infty) \), by (2.24) and (2.25), we conclude that, for any \( R, \delta \in (0, \infty) \),

\[
\left\{ \int_{B(\bar{0},R)} \Phi(x, c_0|\nabla(G_\delta * f)(x)|) \, dx \right\}^{1/\gamma} \\
\leq \lim_{\epsilon \to 0^+} \int_0^1 \left\{ \int_{B(\bar{0},R)} \Phi \left( x, \frac{1}{r} M^\#_{B(x,r)}(G_\delta * f) \right) \, dx \right\}^{1/\gamma} \psi_\epsilon(r) \, dr
\]

\[
\leq \lim_{\epsilon \to 0^+} \int_0^1 \left\{ \int_{\mathbb{R}^n} \Phi \left( x, \frac{1}{r} M^\#_{B(x,r)}(G_\delta * f) \right) \, dx \right\}^{1/\gamma} \psi_\epsilon(r) \, dr \leq \lim_{\epsilon \to 0^+} \rho^\#_\epsilon(f) + 1 < \infty.
\]

Therefore, \( \{\nabla(G_\delta * f)\}_{\delta > 0} \) is a bounded sequence in \( L^p(\mathbb{R}^n) \). By this and Lemma 2.4, combined with the well-known Eberlein–Šmulian theorem, we conclude that there exists a subsequence of \( \{\nabla(G_\delta * f)\}_{\delta > 0} \) weakly converging in \( L^p(\mathbb{R}^n) \) to a function \( h \in L^p(\mathbb{R}^n) \), which, together with the definition of the derivative and the fact that \( G_\delta * f \) converges to \( f \) in \( L^1_{\text{loc}}(\mathbb{R}^n) \), implies that \( h = \nabla f \).

**Step 3** Finally, we show that (1.6) implies (1.7).

Let \( \delta \in (0, \infty) \) and

\[
g := \frac{f}{c_0(1 + \delta)(\|\nabla f\|_{L^p(\mathbb{R}^n)} + \delta)},
\]

where \( c_0 \) is the same as in Theorem 1.A. From (1.6) and Lemma 2.2(i), it follows that

\[
\lim_{\epsilon \to 0^+} \rho^\#_\epsilon(g) = \rho^\Phi(c_0|\nabla g|) = \rho^\Phi \left( \frac{|\nabla f|}{(1 + \delta)(\|\nabla f\|_{L^p(\mathbb{R}^n)} + \delta)} \right).
\]
Therefore, (1.7) holds true. This finishes the proof of Theorem 1.10.

Similarly, we also have

\[ ||f||_{\Phi, \Phi}^e \leq c_0(1 + \delta)(||\nabla f||_{L^p(\mathbb{R}^n)} + \delta). \]

Letting \( \delta \to 0^+ \), we obtain

\[ \lim_{\epsilon \to 0^+} ||f||_{\Phi, \Phi}^e \leq c_0||\nabla f||_{L^p(\mathbb{R}^n)}. \]

Similarly, we also have

\[ \lim_{\epsilon \to 0^+} ||f||_{\Phi, \Phi}^e \geq c_0||\nabla f||_{L^p(\mathbb{R}^n)}. \]

Therefore, (1.7) holds true. This finishes the proof of Theorem 1.10.

Now we show Corollary 1.12.

**Proof of Corollary 1.12.** To prove Corollary 1.12, we only need to show that the Musielak–Orlicz function \( \Phi \) as in Corollary 1.12 satisfies Assumptions 1.5 through 1.8 and its complementary function \( \Phi^* \) satisfies Assumptions 1.5 and 1.6. We divide the proof into the following four steps according to the type of \( \Phi \).

**Step i) In this step, we show Corollary 1.12(i).** To this end, for any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \), let \( \Phi(x, t) := t^{q(x)} \), where \( p(\cdot) \) is as in Theorem 1.1A. In this case, by the assumption that \( p \) satisfies the log-Hölder continuity condition, we easily know that \( p^+ < \infty \) with \( p^+ \) as in (1.2), which, together with the assumption \( p^- \in (1, \infty) \) with \( p^- \) as in (1.2), further implies that \( 1 < p^- \leq p^+ < \infty \). From this, we deduce that \( \Phi \) satisfies Assumptions 1.5 and 1.6. Moreover, it is known that Assumption 1.7 holds true for such a function \( \Phi \) (see, for example, [14, Theorem 9.1.6]). Furthermore, from [14, Theorem 4.3.8] (see also [12, 13, 15, 24]), it follows that the Hardy–Littlewood maximal operator \( M \) is bounded on \( L^{p(x)}(\mathbb{R}^n) \), which further implies that \( \Phi \) satisfies Assumption 1.8. Thus, Assumptions 1.5 through 1.8 hold true for such a \( \Phi \).

Moreover, it is easy to see that, for any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \),

\[ \Phi^*(x, t) = \frac{1}{q(x)[p(x)]^{q(x)/p(x)}} p(x), \]

where, for any \( x \in \mathbb{R}^n \), \( q(x) \) is given by the equality \( \frac{1}{p(x)} + \frac{1}{q(x)} = 1 \). Indeed, by the Young inequality, we know that, for any \( k \in (1, \infty) \) and \( a, b \in [0, \infty) \),

\[ ab \leq \frac{a^k}{k} + \frac{b^{k'}}{k'}, \]

where \( k' \in (1, \infty) \) is given by the equality \( \frac{1}{k} + \frac{1}{k'} = 1 \), which, combined with choosing \( a := s[p(x)]^{1/p(x)} \), \( b := t/[p(x)]^{1/p(x)} \) and \( k := p(x) \) in (2.27), further implies that, for any \( x \in \mathbb{R}^n \) and \( s, t \in [0, \infty) \),

\[ st \leq s^{p(x)} + \frac{1}{q(x)[p(x)]^{q(x)/p(x)}} t^{p(x)}. \]
From this and the definition of $\Phi^*$, it follows that, for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$,

\begin{equation}
\Phi^*(x, t) \leq \frac{1}{q(x)[p(x)]^{(\frac{1}{p(x)})} f^q(x)}.
\end{equation}

Furthermore, by the condition $c^k = b^k$ that is to guarantee that the equality holds true in (2.27), we conclude that, for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$,

\begin{equation}
\Phi^*(x, t) \geq \frac{1}{q(x)[p(x)]^{(\frac{1}{p(x)})} f^q(x)},
\end{equation}

which, combined with (2.28), further implies that (2.26) holds true for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$. From the fact that $1 < p^- \leq p^+ < \infty$, we deduce that $1 < q^- \leq q^+ < \infty$, which further implies that $\Phi^*$ satisfies Assumptions 1.5 and 1.6. Therefore, the conclusions of Theorem 1.10 and Corollary 1.11 hold true for such a $\Phi$. This finishes the proof of Corollary 1.12(i).

**Step ii** In this step, we show Corollary 1.12(ii). To this end, for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, let $\Phi(x, t) := \varphi(t)$, where $\varphi$ is an Orlicz function satisfying the $\Delta_2$-condition and (1.8). Obviously, such a $\Phi$ satisfies Assumptions 1.5 and 1.6. It is well known that $C_c^\infty(\mathbb{R}^n)$ is dense in the homogeneous Orlicz–Sobolev space $W^{1, \varphi}(\mathbb{R}^n)$ (see, for example, [3, Theorem 8.31]), which implies that the function $\Phi$ satisfies Assumption 1.7. From [20, Theorem 2.1] (see also [26, Theorem 1.2.1]), we deduce that the Hardy–Littlewood maximal operator $M$ is bounded on $L^\infty(\mathbb{R}^n)$, which implies that such a $\Phi$ satisfies Assumption 1.8. Thus, Assumptions 1.5 through 1.8 hold true for such a $\Phi$.

Furthermore, by the fact that the complementary function $\Phi^*$ is independent of the spatial variable $x$, we conclude that Assumption 1.5 holds true for $\Phi^*$. From (1.8) and [27, p. 25, Theorem 4.2], it follows that $\Phi^*$ satisfies the $\Delta_2$-condition. Therefore, Theorem 1.10 and Corollary 1.11 hold true for such a $\Phi$, which completes the proof of Corollary 1.12(ii).

**Step iii** In this step, we show Corollary 1.12(iii). To this end, for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$, let $\Phi(x, t) := \omega(x)p$, where $p \in (1, \infty)$ and $\omega \in A_\ast(\mathbb{R}^n)$. In this case, the Musielak–Orlicz space $L_\Phi(\mathbb{R}^n)$ and the homogeneous Musielak–Orlicz–Sobolev space $W^{1, \Phi}(\mathbb{R}^n)$ are just the weighted Lebesgue space $L_\omega^p(\mathbb{R}^n)$ and the homogeneous weighted Sobolev space $W_{\omega, p}^1(\mathbb{R}^n)$, respectively. Recall that the *weighted Lebesgue space* $L_\omega^p(\mathbb{R}^n)$ is defined to be the space of all Lebesgue measurable functions $f$ such that

\[ \|f\|_{L_\omega^p(\mathbb{R}^n)} := \left[ \int_{\mathbb{R}^n} |f(x)| \omega(x) \, dx \right]^{1/p} < \infty \]

and the *homogeneous weighted Sobolev space* $W_{\omega, p}^1(\mathbb{R}^n)$ is defined to be the space of all $f \in L_{\text{loc}}^1(\mathbb{R}^n)$ such that $|f| \in L_\omega^p(\mathbb{R}^n)$. It is easy to see that $\Phi$ satisfies Assumptions 1.5 and 1.6. Moreover, from [37, Theorem 2.1.4], we deduce that $C_c^\infty(\mathbb{R}^n)$ is dense in the homogeneous weighted Sobolev space $W_{\omega, p}^1(\mathbb{R}^n)$, which implies that Assumption 1.7 holds true for $\Phi$. Furthermore, it is well known that the Hardy–Littlewood maximal operator $M$ is bounded on the weighted space $L_\omega^p(\mathbb{R}^n)$ (see, for example, [21, Theorem 7.1.9]), which further implies that $\Phi$ satisfies Assumption 1.8. Thus, Assumptions 1.5 through 1.8 hold true for such a $\Phi$.

Moreover, similarly to (2.26), we find that, for any $x \in \mathbb{R}^n$ and $t \in [0, \infty)$,

\[ \Phi^*(x, t) = \frac{1}{p} p^{-\frac{p}{p'}} [\omega(x)]^{-\frac{p}{p'}} t^{p'}, \]

which completes the proof of Corollary 1.12(iii).
where \( p' \in (1, \infty) \) is given by the equality \( \frac{1}{p} + \frac{1}{p'} = 1 \). It is easy to see that Assumption 1.6 holds true for \( \Phi^* \). Furthermore, from the fact that \( \omega \in A_p(\mathbb{R}^n) \) and the properties of \( A_p(\mathbb{R}^n) \)-weights, we deduce that \( \omega^{-\frac{\cdot}{p}} \in A_p(\mathbb{R}^n) \) (see, for example, [21, Proposition 7.1.5(4)]), which implies that \( \omega^{-\frac{\cdot}{p}} \in L^1_{\text{loc}}(\mathbb{R}^n) \) and hence \( \Phi^* \) satisfies Assumption 1.5. Therefore, the conclusions of Theorem 1.10 and Corollary 1.11 hold true for such a \( \Phi \). This finishes the proof of Corollary 1.12(iii).

**Step iv)** In this step, we show Corollary 1.12(iv). To this end, for any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \), let \( \Phi(x, t) := t^p + \omega(x)t^q \), where \( 1 < p < q < \infty \) and \( \omega \in A_p(\mathbb{R}^n) \). Then it is easy to see that such a \( \Phi \) satisfies Assumptions 1.5 and 1.6. Moreover, by [4, Theorem 1.1], we find that Assumption 1.7 holds true for \( \Phi \). From the facts that the Hardy–Littlewood maximal operator \( M \) is bounded on both \( L^p(\mathbb{R}^n) \) and \( L^q(\mathbb{R}^n) \) (see, for example, [21, Theorem 7.1.9]), it follows that \( \Phi \) satisfies Assumption 1.8. Thus, Assumptions 1.5 through 1.8 hold true for such a \( \Phi \).

Moreover, similarly to (2.26), we know that, for any \( x \in \mathbb{R}^n \) and \( t \in [0, \infty) \),

\[
\Phi^*(x,t) \sim \frac{1}{p'} t^{p'-q'} + \frac{1}{q'} t^{q'-1} \omega(x)^{\frac{q'-q}{q'}}
\]

where \( p', q' \in (1, \infty) \) are given, respectively, by \( \frac{1}{p} + \frac{1}{p'} = 1 \) and \( \frac{1}{q} + \frac{1}{q'} = 1 \), and the implicit positive equivalence constants are independent of \( x \) and \( t \). By this and similarly to the corresponding proof in Step iii), we conclude that both Assumptions 1.5 and 1.6 hold true for \( \Phi^* \). Therefore, Theorem 1.10 and Corollary 1.11 hold true for such a \( \Phi \), which completes the proof of Corollary 1.12.(iv) and hence of Corollary 1.12.

\[\square\]
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