HIT SONG PREDICTION BASED ON EARLY ADOPTER DATA AND AUDIO FEATURES
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ABSTRACT

Billions of USD are invested in new artists and songs by the music industry every year. This research provides a new strategy for assessing the hit potential of songs, which can help record companies support their investment decisions. A number of models were developed that use both audio data, and a novel feature based on social media listening behaviour. The results show that models based on early adopter behaviour perform well when predicting top 20 dance hits.

1. INTRODUCTION

“I’ve written about 78 top 10 songs, and I still don’t know what a hit song is.” Lamont Dozier, one of the most successful producers behind the Motown label [7]

Given the huge investments in new talent by the music industry [6], the question of predicting hits is extremely relevant. The science of hit song prediction has had a controversial history, as early studies such as [1, 9] showed that random oracles can not always be outperformed when it comes to predicting hits. More recent studies, however, have managed to develop more accurate classifiers for separating hits from non-hits [3, 8]. These successful hit prediction models use various audio features, including temporal features [3], or lyrics [2]. In this study, we not only focus on audio features, but also include social media listening behaviours to identify early adopters.

2. EARLY ADOPTERS

‘There are people …with some sort of sixth sense for hit songs, such that they listen to hit songs even before they actually climb to the top of the record charts.’ [11]

In [10], Rogers defines early adopters as individuals with ‘the highest degree of opinion leadership among the other adopter categories’. This group of adopters is typically younger and has a higher social status and is more ‘socially forward’ than others.

The idea of early adopters fits in the context of today’s music listening experience and the way hit songs are spread among peers on platforms such as Last.FM. Inspired by preliminary research of [11], the models in this research will use listening behaviour and hit listings information to identify a group of early adopters and embed this knowledge in a model for future hit predictions. In contrast to the original thesis by [11], which only uses 5 songs, we will use a much larger dataset in order to draw more general conclusions. The creation of this dataset is described in the next section.

3. DATASET

3.1 Hits versus non-hits

A list of hit songs was parsed from dance charts listed on the Belgian website ‘The Ultratop 50’ [1]. The top 20 songs were used to identify ‘hits’. In order to obtain a list of non-hits, previous research has used low ranking songs from hit lists (e.g. top 30-50 in [3]). In this research, however, we were able to use ‘The Bubbling Under chart’, also from the Ultratop 50 site, which contains a list of 20 upcoming songs identified by music experts. We filtered out any song that eventually hit the charts, and only kept those that never became a hit. The data from 2/07/11 until 16/11/13 was recorded our the dataset, resulting in a total of 8,750 songs, of which 982 were unique.

3.2 Listening behaviour

Listening behaviour data for three Last.FM groups, ‘Consistently New Dance and Electronic’ (2,116 members), ‘Electronic Music’ (3,747 members) and ‘Belgium’ (1,859 members), was parsed using the Last.FM API. Listening data was retrieved for a period of 6 months, from 16/04/13 until 16/11/13. This data was thoroughly cleaned to compensate for irregular spelling and abbreviations, e.g. ‘featured’ versus ‘ft’. The resulting cleaned dataset consists of 854,060 listening records (time, date, user, song, artist). This dataset was further processed to contain a row for each song at each week (instance), and a column (feature)
for each user indicating the number of times they listened to that particular song. A feature called ‘predictive’ was set to 1 if the song was not yet a hit now, but will be in the future.

3.3 Audio features
A total of 140 audio features, including those that capture a temporal aspect, were extracted through the EchoNest API, as described by [3]. Among the EchoNest features are a number of meta-features, such as danceability and hotness. As the EchoNest documentation does not provide a precise definition of these features, we have decided to create a second dataset whereby these features are removed, so as to be able to properly analyze the effect of acoustic properties only. In the next section, we refer to the dataset that includes all features as the ‘Meta feature’ dataset and the reduced dataset as the ‘Audio feature’ dataset.

4. RESULTS

4.1 Audio feature-models
Five classification models were built in Weka in order to classify top 20 hits from non-hits, as inspired by [4, 5]: RIPPER ruleset (RR), Logistic Regression (LR), Support Vector Machines (SVM) and Naive Bayes (NB). The AUC values (area under the receiver operating curve) are displayed in Table 1.

A fairly high AUC value is obtained (0.77) when using all of the features. However, to be fully independent from the EchoNest’s precalculated features such as ‘hotness’, which might already include hit data, the audio feature dataset should be used. Models based on these features obtain a much lower maximum AUC (0.64), with the most accurate model being the logistic regression. The receiver operating curves of the logistic regression model for all datasets is shown in Figure 1.

Table 1: AUC results with 10-fold cross-validation.

| Feature Set   | C4.5 | RR   | NB   | LR   | SVM  |
|---------------|------|------|------|------|------|
| Meta features | 0.73 | 0.72 | 0.75 | 0.77 | 0.70 |
| Audio features| 0.60 | 0.61 | 0.60 | 0.64 | 0.59 |
| Early Adopters| 0.50 | 0.51 | 0.70 | 0.79 | 0.50 |

4.2 Early adopters-based models
When building models based on social media listening behaviour, overall higher AUC values are reached. The AUC of each of the models is displayed in Table 1. The best performing model, reaching an AUC of 0.79 is logistic regression. Currently, no parameter tuning for the SVM was performed, e.g. through grid-search, or by trying different kernels. This could potentially drastically improve the performance of the model and should be explored in future research. The current values, however, already clearly show that listening data from Last.FM can help us predict top 20 hits.

5. CONCLUSIONS
In this study, a large dataset of social listening behaviour gathered through the Last.FM API was created. The dataset also contained hit/non-hit information from the Belgian Dance charts Ultratop 50, and audio data gathered from EchoNest. Based on an early adopter model, the hit prediction models built in this research are able to predict upcoming top 20 hit with an AUC value of 0.79.

In future research, it would be interesting to perform parameter tuning of the models and look at an embedded model that combines both audio and social listening data to further enhance hit prediction accuracy. In order to advance this field, it would also be beneficial to have an open dataset with fixed hit definitions for benchmarking.

6. REFERENCES
[1] N. Borg and G. Hokkanen. What makes for a hit pop song? what makes for a pop song? Stanford University, California, USA, 2011.
[2] R. Dhanaraj and B. Logan. Automatic prediction of hit songs. In ISMIR, pages 488–491, 2005.
[3] D. Herremans, D. Martens, and K. Sørensen. Dance hit song prediction. Journal of New Music Research, 43(3):291–302, 2014.
[4] D. Herremans, David Martens, and K. Sørensen. Composer Classification Models for Music-Theory Building. Springer, 2015.
[5] D. Herremans, K. Sørensen, and David Martens. Classification and generation of composer-specific music using global feature models and variable neighborhood search. Computer Music Journal, 39:91, 2015.
[6] IFPI. Investing in music. Technical report, International Federation of the Phonographic Industry, 2012.
[7] H. Lindwall. How to write a hit song. http://www.theguardian.com/music/musicblog/2011/jul/14/how-to-write-a-hit-song. Accessed: 2017-08-28.
[8] Y. Ni, R. Santos-Rodriguez, M. Mcvicar, and T. De Bie. Hit song science once again a science? 2011.
[9] F. Pachet and P. Roy. Hit song science is not yet a science. In Proc. of the 9th International Conference on Music Information Retrieval (ISMIR 2008), pages 355–360, 2008.
[10] E.M. Rogers. Diffusion of innovations. Simon and Schuster, 2010.
[11] M. Smit. Can you predict a hit. Master’s thesis, Radboud Universiteit Nijmegen, 2013.