Identification of $b$ jets using QCD-inspired observables
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We study the issue of separating hadronic jets that contain bottom quarks ($b$ jets) from jets featuring light partons only. We develop a novel approach to $b$ tagging that exploits the application of QCD-inspired jet substructure observables such as one-dimensional jet angularities and the two-dimensional primary Lund plane. We demonstrate that these observables can be used as inputs to modern machine-learning algorithms to efficiently separate $b$ jets from light ones. In order to test our tagging procedure, we consider simulated events where a $Z$ boson is produced in association with jets and show that using jet angularities as an input for a deep neural network, as well as using images obtained from the primary Lund jet plane as input to a convolutional neural network, one can achieve tagging accuracy comparable with the accuracy of conventional track-based taggers. We argue that the complementary usage of the track-based taggers together with the ones based upon QCD-inspired observables could improve $b$-tagging accuracy.

One of the most common final states resulting from high-energy particle collisions features collimated sprays of hadrons. These so-called hadronic jets can be seeded by particles with very different properties. For instance, jets can result from the fragmentation, and subsequent hadronization, of very energetic partons (quarks and gluons) or from the hadronic decays of (boosted) heavy particles, such as the Higgs boson, the electroweak ($W$, $Z$) bosons or the top quark. Therefore, the identification of hadronic jets is a key aspect in particle physics and, consequently, a vibrant field of theoretical and experimental research on jet substructure has emerged and flourished in the last decade. Theoretical advances in jet-substructure physics have led to the development of QCD-inspired jet observables that aim to efficiently distinguish signal from background, while maintaining desirable properties, such as resilience against difficult-to-model nonperturbative effects (see [1] and references therein). Furthermore, in the past few years, the particle physics community has started actively using novel machine learning (ML) algorithms, which turned up to be very beneficial and, consequently, they are driving many of the most recent development in the fields; see [2, 3].

In the context of jet tagging, an efficient and pure experimental selection of jets containing bottom quarks, henceforth $b$ jets, versus jets produced by other light flavors, dubbed $b$-jet tagging, is crucial for studies of the Higgs boson properties [4–7], measurements of Standard Model (SM) processes [8–10], and searches for beyond SM (BSM) phenomena [11–13]. The experimental identification of $b$ jets is possible exploiting the long lifetime ($\tau \approx 1.5$ ps), large mass ($m \gtrsim 5$ GeV), and decay patterns of the produced $b$ hadrons which are reconstructed thanks to existing precision particle tracking detectors.

In this paper, we suggest a novel approach to $b$ tagging using QCD-inspired observables and ML techniques. In particular, we use jet angularities [16–18] and the primary Lund plane (PLP) [19] as inputs to train ML algorithms. These observables have been the target of recent measurement campaigns at the LHC [20–23] as well as of detailed theoretical investigation [24–30]. Therefore, jet angularities and PLP provide us with the opportunity to construct taggers that are, at the same time, efficient and robust. Because of the intrinsically multivariate nature of the $b$-jet tagging problem, we use the aforementioned QCD-inspired observables to train a deep neural network (DNN) and a convolutional neural network (CNN), suited also for image recognition, in order to obtain optimal $b$-jet tagging performance from the combination of multiple features. The results are finally compared against $b$-jet tagging performance as provided in detail by the ATLAS collaboration [14].

In the following, we study the case of high transverse momentum ($p_T \geq 500$ GeV) [31] jets produced in proton-proton collisions at $\sqrt{s} = 13$ TeV collision energy, a challenging benchmark for experiments because $b$-jet tagging performance degrades for jets of transverse momentum beyond several hundred GeV [14, 15] which is a consequence of the worsening experimental resolution for high $p_T$ charged particle track reconstruction [32]. Furthermore, fragmentation tracks become more abundant, and this dilutes the discrimination power, even in the presence of an ideal detector. Moreover, the large amount of data collected at $\sqrt{s} = 13$ TeV collision energy—up to an integrated luminosity of $\int L = 140$ fb$^{-1}$ for the major LHC experiments—constitutes an invaluable source of physics information that can be exploited, for instance, by means of jet-substructure observables, as it has
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been already done using jet angularities [20, 22, 23] and PLP [21, 33]. We also note that about 20 times larger integrated luminosity is foreseen to be collected in the future, requiring the optimal extrapolation of $b$-tagging techniques to the very high $p_T$ region, where BSM sensitivity is expected.

In this work, we study the behavior of the proposed $b$-tagging algorithm exploiting computer-generated pseudodata produced with the PYTHIA v8.303 Monte Carlo (MC) [34]. To check the stability of our predictions with respect to change of a MC model we also consider the HERWIG v7.2.1 code [35, 36]. In both programs we are using their default settings and leading-order matrix elements. The results based upon PYTHIA MC are shown in the main text, while the HERWIG ones are available in Appendix.

We simulate a $Z$ boson production in association with hadronic jets, as in the recent CMS measurements [22] with slightly adjusted leading jet cuts to be consistent with the ATLAS jet selection cuts from [14], which we aim to compare our results to. More precisely, we require at least one anti-$k_t$, $R = 0.4$ jet [37] with rapidity $|y_{jet}| < 2.5$ and $p_T^{jet} \geq 500$ GeV.

We define the flavor of each selected jet as $b$, $c$, and light-jets using hadron-level quantities, replicating the standard experimental procedures illustrated by the ATLAS analysis [14]. More precisely, jets are labeled as $b$ jets if they are matched to at least one weakly decaying $b$ hadron having $p_T \geq 5$ GeV within a cone of size $\Delta R = 0.3$ around the jet axis; if no $b$ hadrons are found, then the same selection criteria are used to search for matching $c$ hadrons. A jet matched to a $c$ hadron is labeled as a $c$-jet. After assigning $b$ and $c$ jet labels we dub the remaining jets as light jets. Because it is a common approach [14, 15] to quantify the quality of $b$-tagging algorithms comparing $b$-jet vs. light-jet discrimination, we discard jets with $c$ labels from our sample. We generate 100 K samples for both $b$ jets and light jets, using the MC event generators described above. Finally, we build jet substructure observables before and after application of the SoftDrop grooming algorithm [38] with $\beta = 0$ and $z_{cut} = 0.1$ parameters. The application of the SoftDrop algorithm allows us to reduce the sensitivity of the observables to soft radiation, which is difficult to model. Groomed observables are, therefore, more resilient than standard ones against hadronization, underlying event, pileup and detector effects. In the following, we use the label SoftDrop to indicate whether this grooming algorithm has been applied to the jets. To avoid complications due to the possible $p_T$-bin migration caused by SoftDrop we always refer to the value of the transverse momentum of a SoftDrop jet being measured before grooming.

Let us first demonstrate how one can use the jet angularities to tell light jets from $b$ jets. Jet angularities are defined as

$$\lambda_\alpha = \sum_{i \in \text{jet}} \left( \frac{p_T,i}{\sum_{j \in \text{jet}} p_T,j} \right) \left( \frac{\Delta_i}{R} \right)^\alpha, \quad (1)$$

where the sum runs over all jet constituents, $R$ is the jet radius, and

$$\Delta_i = \sqrt{(y_i - y_{jet})^2 + (\phi_i - \phi_{jet})^2} \quad (2)$$

is the Euclidean azimuth-rapidity distance of particle $i$ from the jet axis. The requirement of infrared and collinear safety implies $\alpha > 0$. Therefore, we consider three commonly used cases namely, $\lambda_{1/2}$ (Les Houches angularity), $\lambda_1$ (jet width) and $\lambda_2$ (jet thrust).

In Figs. 1 (a) and (d) we compare the Les Houches angularity distribution for $b$- and light-jet samples produced with PYTHIA, before and after jet grooming (other distributions are available in Appendix). The $b$-jet flavor discrimination performance is quantified using so-called receiver operating characteristic (ROC) curves, shown in the inserts of Figs. 1 (a) and (d). The ROC curve is computed by varying a selection threshold along the observable, $\lambda_{cut}$ in this case, and displaying in a two-dimensional plane the corresponding efficiency of selecting the $b$-jet signal, $\varepsilon_B$, versus the efficiency of selecting the light-jet background, $\varepsilon_L$, calculated according to

$$\varepsilon_{B/L} = \frac{1}{N_{B/L}} \int_{\lambda_{cut}}^1 \frac{dN_{B/L}}{d\lambda} d\lambda. \quad (3)$$

In addition to considering single pairs $\varepsilon_L - \varepsilon_B$ to estimate the tagging performance of a given observable, one can also consider the area under the ROC curve (AUC) which gives an intuitive measure of the quality of a discriminating algorithm (it is maximal and equal to 1 for perfect discrimination between signal to background, i.e. $\varepsilon_B = 1$ and $\varepsilon_L = 0$ for any value of $\lambda_{cut}$). In Fig. 2 we show the full set of ROC curves and AUC values for $\lambda_{1/2}$, $\lambda_1$, and $\lambda_2$ angularities calculated before and after grooming. We see that the most efficient tagger based upon single jet angularity provides about 58% $b$-jet tagging efficiency versus about 40% light-jet tagging efficiency, reaching an area under the curve (AUC) of about 0.64. Similar efficiency is achieved after the application of the SoftDrop algorithm.

In order to improve over the simple cut-and-count approach using a single observable, we train two discriminants, one for jets before and after grooming correspondingly. Each DNN takes as an input values of three different jet angularities $\lambda_{1/2}$, $\lambda_1$, and $\lambda_2$. The DNN architecture consists of two hidden layers having five nodes in each layer. More complex DNN architectures have also been tested without observing significant gains. The “ReLu” and “SoftMax” activation functions are used for the intermediate and output layer, respectively. To train the DNN we use Adam optimizer [39] and the cross-
FIG. 1. A collection of jet substructure observables that we use in our analysis. (a) The Les Houches angularity, including the underflow events in the first bin; the PLP for b jets (b) and light jets (c). The bottom row shows corresponding groomed distributions.

entropy loss function. We used 60% of the balanced data set for the training of the DNN, and the remaining 20% for the validation and 20% for the evaluation. For each test event the DNN returns an output score in the interval [0, 1], with higher values if the event is more likely to be signal. Therefore, it is possible to evaluate the ROC curve and the AUC of the DNN algorithm proceeding with a threshold scan over the DNN output scores.

The results are shown in Fig. 2; we can see a relevant improvement in the performance as compared to the cut-and-count approach over any of the individual angularity distributions: the ROC reaches a value of $\varepsilon_B \approx 64\%$ for a light-jet background efficiency of $\varepsilon_L \approx 40\%$, and the AUC reaches a value of 0.67, with no difference when considering the computation for jets before or after grooming.

The second QCD-inspired observable we have tested and found sensitive to the jet flavor is the PLP originally introduced in Ref. [40] and recently applied to projection of a single jet in Ref. [19]. The PLP already found many applications, e.g., in the context of tagging [19, 30, 41–44], dynamical grooming [45, 46], generative models [47], reinforced ML [48], and unsupervised new physics searches [49]. In the context of b physics, Ref. [50] first proposed to use the PLP to look for the so-called dead-cone effect, i.e., the suppression of QCD radiation around massive quarks. This effect was then subsequently measured by the ALICE collaboration [51]. Furthermore, the all-order structure of the PLP density was recently computed in Ref. [29]. Following Ref. [19], we build the PLP by reclustering the selected jet using the Cambridge-Aachen jet algorithm [52, 53]. We then follow the declustering history of the hardest branch and record at each splitting:

$$k_i = p_{Tb} \Delta_{ab},$$

where $\Delta_{ab}$ is the azimuth-rapidity distance between subjets a and b. In Figs. 1 (b), (c), (e), and (f) we show the two-dimensional PLP distributions (plotted on a log-log plane) for b and light jets before and after SoftDrop grooming.

Next, we explore the construction of a b-tagging algo-
to a better performance than our DNN and CNN models. Nevertheless, the set of simple input features considered in this article, which rely on QCD phenomenological ideas and are not directly based on charged particle track information obtained by these algorithms (plus additional jet and secondary vertex reconstruction information) is used as an input for the so-called high-level b tagger, in this case a deep feed-forward neural network named DL1 [56]. Scatter points in Fig. 2 show the results of b-jet signal efficiency and light-jet background efficiency for the JetFitter, IP3D, and DL1 algorithms for jets reconstructed using PYTHIA-generated events, subsequently fed into the ATLAS Geant4-based detector simulation, plus charged particle track reconstruction. The values are taken from [57]. By comparing the performance of the JetFitter, IP3D and DL1 taggers against our results we see that our DNN discriminants show better performance than the IP3D tagger and somewhat worse performance than the JetFitter tagger. However, we see that our CNN discriminator improves our tagging performance and makes it comparable with the performance of the JetFitter algorithm. Finally, we note that the DL1 tagger, which is trained upon multiple features, leads to a better performance than our DNN and CNN models. Nevertheless, the set of simple input features considered in this article, which rely on QCD phenomenological ideas and are not directly based on charged particle track reconstruction or b-hadron decay properties, can be used in conjunction with the aforementioned ATLAS taggers, to improve existing multivariate tagging algorithms. In order to support this statement we have checked that the output of the PLP with CNN tagger has no correlation with b-hadron decay distance from the proton collision or the invariant mass reconstructed using b-hadron decay charged particles.

We stress that the above discussion should be taken with some caution, as we are comparing information obtained with simulated data at the detector level by the ATLAS collaboration, with our own simulations, which are performed at particle level. However, we have a good level of confidence that this comparison is meaningful, because our taggers are built with infrared and collinear safe observables that should be robust against detector reconstruction inefficiency for low momentum particles or single hadron reconstruction in dense environments. For instance, related studies on Higgs tagging using the PLP with CNN [44] have shown that detector effects typically result in a degradation of the tagging efficiency, as measured by the AUC, of a few percent, in the case of jets.

The ROC curves and corresponding AUC for the CNN algorithms are reported in Fig. 2, showing a relevant improvement over the DNN results. The ROC reaches a value of $\varepsilon_B \simeq 70\%$, for a signal efficiency which corresponds to a light-jet background selection of $\varepsilon_L \simeq 40\%$. The AUC reaches a value of 0.71, with a decrease of 0.02 for the case of the groomed jets.

To check the robustness of our approach against the details of the simulation tools, e.g. the different approaches to model nonperturbative effects, we apply the CNN PLP tagger, trained upon PYTHIA inputs, to a dataset produced with the aforementioned HERWIG setup. The resulting ROC curves have profiles similar to those shown in Fig. 2. The difference between AUC values is varying in the 1–3% interval (see also the Appendix). These results give us confidence about the discrimination power of our proposed tagger.

Finally, the performance of our DNN and CNN discriminants is compared to the state-of-the-art b-tagging algorithms used by the ATLAS experiment. The approach commonly followed by experimental collaboration is to combine a set of low-level b-tagging algorithms, based on detector reconstructed quantities, into high-level multivariate algorithms. In the case of the ATLAS experiment the low-level b-tagging algorithms we could analyze are the JetFitter algorithm [55], which attempts the reconstruction of the b- to c-hadron chain using fully or partially reconstructed vertices obtained from a subset of charged tracks associated to the jets, and the IP3D [56] algorithm, which analyzes, for each charged particle track, the three-dimensional distance of minimal approach between the proton-proton interaction vertex and the track trajectory. The information obtained by these algorithms (plus additional jet and secondary vertex reconstruction information) is used as an input for the so-called high-level b tagger, in this case a deep feed-forward neural network named DL1 [56]. Scatter points in Fig. 2 show the results of b-jet signal efficiency and light-jet background efficiency for the JetFitter, IP3D, and DL1 algorithms for jets reconstructed using PYTHIA-generated events, subsequently fed into the ATLAS Geant4-based detector simulation, plus charged particle track reconstruction. The values are taken from [57]. By comparing the performance of the JetFitter, IP3D and DL1 taggers against our results we see that our DNN discriminants show better performance than the IP3D tagger and somewhat worse performance than the JetFitter tagger. However, we see that our CNN discriminator improves our tagging performance and makes it comparable with the performance of the JetFitter algorithm. Finally, we note that the DL1 tagger, which is trained upon multiple features, leads to a better performance than our DNN and CNN models. Nevertheless, the set of simple input features considered in this article, which rely on QCD phenomenological ideas and are not directly based on charged particle track reconstruction or b-hadron decay properties, can be used in conjunction with the aforementioned ATLAS taggers, to improve existing multivariate tagging algorithms. In order to support this statement we have checked that the output of the PLP with CNN tagger has no correlation with b-hadron decay distance from the proton collision or the invariant mass reconstructed using b-hadron decay charged particles.
without grooming. Furthermore, we expect these effects to be even smaller, in the case of SoftDrop jets.

In this article, we have proposed a novel $b$-tagging approach based upon QCD-inspired jet substructure observables: one-dimensional jet angularities and a two-dimensional primary Lund plane. We have found that deep neural network and convolutional neural network discriminators trained upon these observables for jets of high transverse momentum ($p_T \geq 500$ GeV) reach accuracy similar to $b$-tagging algorithms based on charged particle track reconstruction, as used by the ATLAS collaboration, but not as good as a more complex multivariate tagger which combines the aforementioned track-based tagger information. Nevertheless, the advantage of our approach lies in its simplicity, since the only information one needs to use is the jet clustering history. Furthermore, both jet angularities and the primary Lund plane are sensitive to the kinematics of the jet constituents and their dynamics, as dictated by QCD. Both effects are influenced by the mass of the $b$ quark. On the other hand, existing $b$ taggers heavily rely on the $b$-hadron lifetime and decay properties, which are driven by electroweak physics. Therefore, in the future, it would be especially interesting to combine the discriminating features discussed in this article with the ones already exploited in $b$-jet tagging algorithms used in experiments.
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In the following, several figures and plots offer additional details about the cross-checks and studies supporting our findings.

In Fig. 3 we provide two diagrams showing the details of the DNN/CNN architectures we use.

In Fig. 4 we provide λ₁ and λ₂ distributions. The inserts in Fig. 4 show the ROC curves for the one-dimensional taggers defined upon a simple angularity cut according to

\[ \varepsilon_{B/L} = \frac{1}{N_{B/L}} \int_{\lambda_{cut}}^{1} \frac{dN_{B/L}}{d\lambda} d\lambda. \]  

(5)

To ensure that our findings are not sensitive to the details of simulation, all results obtained with PYTHIA have been cross-checked using the HERWIG MC program. In Fig. 5 we provide λ₁/2 and PLP distributions for b jets and light jets before and after grooming obtained with the HERWIG MC.

We compare the performance of different taggers using HERWIG pseudodata in Fig. 6. We see that the AUC values corresponding to the simple taggers based upon a single jet angularity observable differ by 2–5% from the corresponding values obtained with the PYTHIA simulation, and this difference reduces to 1% when considering SoftDrop jets. We also note that the differences between AUC values obtained with DNN and CNN trained upon PYTHIA and HERWIG are within 1–5% interval. We also shall note that we observe somewhat different profiles of the ROC curves generated with different MC tools. In Fig. 7 we provide the ROC curves obtained by applying the CNN trained up PYTHIA MC to the HERWIG data. By calculating the corresponding AUC values and comparing them against the AUC values presented in the main part of our paper, we see that our predictions remain stable under the change of the MC dataset. More precisely, we see that the AUC value for ungroomed PLP data changes from 0.708 (the CNN trained and tested on the PYTHIA data) to 0.709 (the CNN trained on the PYTHIA MC and tested on the HERWIG data). In the case of the groomed PLP distributions the AUC values change from 0.689 to 0.704, correspondingly.

Finally, Fig. 8 summarizes the analysis of correlation between the CNN output score and key properties of the b-hadron decay as used by experiments. Using 10 K events of the PYTHIA 8 MC simulation (as used in the paper), Fig. 8 shows the CNN output score distribution for b jets on the Y axis versus the decay distance of the leading b hadron on the X axis of the left plot, and versus the invariant mass reconstructed using charged hadrons and leptons of \( p_T > 0.5 \) GeV (a typical selection threshold in experiments) originating from the b-hadron decay on the X axis of the right plot. We found that the correlation coefficient between the tested distribution is below 0.06 in all cases.
FIG. 4. Jet width ($\lambda_1$) and jet thrust ($\lambda_2$) distributions generated with the PYTHIA event generator. Upper row corresponds to ungroomed distributions whereas the lower row to groomed ones.

FIG. 5. An example of different jet substructure observables we use for $b$ jets and light jets simulated with HERWIG MC. The top row shows the following for hadron-level jets: (a) the histogram of the Les Houches angularity $\lambda_{1/2}$, including the underflow events in the first bin, and the PLP for $b$ jets (b) and light jets (c). The bottom row shows the following for hadron-level jets after the application of the SoftDrop grooming algorithm with $\beta = 0$ and $\varepsilon_{\text{cut}} = 0.1$ parameters: (d) the histogram of the Les Houches angularity $\lambda_{1/2}$, including the underflow events in the first bin, and the PLP for $b$ jets (e) and light jets (f).
FIG. 6. ROC curves, obtained using HERWIG simulated data, for one-dimensional angularity distributions, multivariable DNN classifier, and PLP CNN classifier. The single points correspond to ATLAS SV1, IP3D, and DL1 b-tagging performance.

FIG. 7. Robustness test of our CNN model. The ROC curves are obtained by applying the CNN trained upon PYTHIA data to the HERWIG data.

FIG. 8. PYTHIA 8 MC simulation of 10 K Z + b jets events with b jet $p_T > 500$ GeV. Both figures show, on the Y axis, the CNN output score built using primary Lund plane information versus the decay distance of the leading b hadron on the (upper plot) or versus the invariant mass reconstructed using charged hadrons and leptons of $p_T > 0.5$ GeV (a typical selection threshold in experiments) originating from the b-hadron decay (lower plot).
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