Generation and Transmission Expansion Planning With Respect to Global Warming Potential
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Abstract—As a result of global efforts to reduce greenhouse gas emissions, future energy system designs must be investigated. However, previous studies in integrated generation and transmission expansion planning neglect indirect emissions and therefore the full global warming potential of system designs. We introduce a linear, single-stage integrated expansion planning model with respect to global warming potential of all components. Neglecting indirect emissions underestimates the global warming potential by more than 20% and the total cost by almost 10% in an exemplary showcase. The inclusion of indirect emissions tightens the emission budget and therefore leads to different system designs.
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I. INTRODUCTION

In the course of achieving global carbon net neutrality, renewable energies will foreseeably dominate energy supply. While renewable’s supply conditions are more favourable in particular environments (e.g. closer to the equator or in windy coastal areas), high energy demand typically exists away from those potent areas. For this reason the question arises whether it is more ecological and economical to transport energy from distant production locations or to deal with below-optimal energy supply conditions. To find answers, generation expansion planning (GEP) must be enhanced by locational planning and an expandable transmission grid in order to investigate future system designs. Models of this type are subordinated to generation and transmission expansion planning (G&TEP). With ongoing efforts to mitigate global warming and therefore reduce greenhouse gas (GHG) emissions, the energy sector has seen a strong emergence of published research within G&TEP.

However, with few exceptions, recent publications only track direct emissions in power supply to ensure consistency with climate targets [1]–[6], not paying attention to the indirect GHG emissions along the life-cycle of components. Indirect emissions make up the majority of the total emissions of renewable energy technologies (RETs) [7]. Neither will RETs reach close-to-zero life-cycle GHG emissions in the future [8], nor will additionally required energy storages be emission-free through their life-cyle. While carbon net neutrality does not imply zero emissions, the average annual absorption of carbon sinks defines a strict emission limit. Hence, the inclusion of indirect emissions - obtained from life-cycle assessment (LCA) studies - could have a restrictive and probably costly effect on finding efficient and sustainable energy system designs. Therefore the goal of this paper is to investigate first implications of life-cycle indirect emissions in G&TEP models.

After outlining emissions and LCA in the context of energy system modelling in Section II, we introduce a linear single-stage G&TEP model that incorporates life-cycle GHG emissions in Section III. A sensitivity study on an exemplary test case (presented in Section IV) showcases the impact of life-cycle GHG emissions on finding efficient future energy system designs in Section V.

II. CONTEXT

Different approaches to emissions exist within related literature. While the inclusion of direct emissions has become standard in GEP problems, TEP problems typically neglect emissions. Among direct emissions in G&TEP models, studies can be distinguished between GHG emissions [1], [5] and emissions related to health or nature conservation, like pollution, sulphur oxides (SOx) or nitrogen oxides (NOx) [2]. Other studies fully neglect emissions or do not reveal details about their inclusion [3]. Very few studies include indirect emissions into their direct emission parameter to reflect life-cycle impacts [9]. Recently, only one study has differentiated between direct and indirect emissions [6]. So far no study includes the global warming potential (GWP) of static components such as transformers, lines or cables. Other parameters to reach environment-, health- or sustainability-
related targets could be monitored as well, but are outside the scope of this paper.

In LCA studies, global warming potential is typically given in kilograms or tons of CO$_2$-equivalents per unit. Given units do not always allow for adoption into an energy system model (e.g. per kilogram material) or don’t deduct unneeded information (GWP of transmission grid at current energy mix). Researching literature values for life-cycle emissions, we also realized that reliable data about life-cycle GHG emissions are either sparse or very specific and show incoherent variety among different studies and data sets. In literature, emission intensity varies depending on the year of study, location of production and inherently the carbon-intensity of energy supply. Conducted LCA studies mostly investigate the status quo of production and do not give any insight about future potentials, like the decreasing carbon intensity of energy supply. Conducted LCA studies mostly investigate the status of production and inherently the carbon-intensity of energy supply. 

Technology minimal average maximal 2050 [8]  
Photovoltaic [10], [11] 8 32 80 4 (3-21)  
Onshore wind [11], [12] 5 8 25 4 (3-6)  
Offshore wind [12], [13] 7 8 16 4 (3-6)  
Stationary battery [14]$^a$ 10 / 180 /  
Photovoltaic [15] 824 1280 2870 /  
Transformer [16], [17] 9 / 119 /  
Overhead line [18] 135 /  /  
Underground cable [18] 632 /  /  

$^a$ Global warming potential per energy delivered  
$^b$ Cradle-to-Gate only (no recycling considered)

III. Model

In the following, a mathematical model for the single-stage generation and transmission expansion planning model is described. The model is purely linear and intended to provide a general framework for multi-energy planning. The single-objective function described by (1) aims to reduce total system cost of operation, installation, transmission and fuel as well as curtailment and - required to find a valid solution - energy provision through slack in compliance with the GHG emission constraint (7). As the goal is to find GHG compliant energy system designs - not to determine taxes at which compliant systems would be achieved - an emission cap is preferred instead of an emission tax (which would also result in a multi-objective function). Used sets, variables and parameters can be taken from Table II to IV.

$$\min C_{OP} + C_{INST} + C_{TRM} + C_{FUEL} + C_{SLK} \quad \text{(1)}$$

subject to:

1. $$C_{OP} = \sum_{t \in T} \sum_{j \in N : B \in M(j)} C^p_{Bj}(x^d_{Bjt} - x^c_{Bjt}) \quad \text{(2)}$$
2. $$C_{INST} = \sum_{j \in N} \sum_{i \in M(j)} C^c_{ij} y_{ij} + \sum_{g \in E_{cand}} C^v_g l_g \quad \text{(3)}$$
3. $$C_{TRM} = \sum_{t \in T} \sum_{e \in E} c_{et} + \sum_{t \in T} \sum_{g \in E_{cand}} c_{VPI} \quad \text{(4)}$$
4. $$C_{FUEL} = \sum_{j \in N : F \in M(j)} \sum_{j \in N} \sum_{e \in E_{cand}} \sum_{g \in E_{cand}} c_{Fjt, e} \eta_{Fj} \quad \text{(5)}$$
5. $$C_{SLK} = \sum_{j \in N} \sum_{i \in M(j)} (C^+_j s^+_j t + C^-_j s^-_j t) \quad \text{(6)}$$

As a general concept, the electric output of any technology $i$ at an electric node $j$ during time slot $t$ can be described by a variable $x_{ijt}$ and is limited by the installed capacity $y_{ij}$. The expansion can be capped at a defined regional/nodal limit by $Y_{ij}^{max}$ (e.g. required for expansion potentials):  

$$0 \leq x_{ijt} \leq y_{ij} \leq Y_{ij}^{max}. \quad \text{(8)}$$

Further, electric demand is described by $D_{jt} < 0$. Slack variables are defined to tackle overdemand and oversupply in (9) and (10), respectively.

$$0 \leq s^+_j t \leq -D_{jt} \quad \text{(9)}$$
$$s^-_j t \leq 0 \quad \text{(10)}$$

With former values, nodal power injection in the grid of node $j$ during time slot $t$ is described as:

$$z_{jt} = \sum_{i \in M(j)} x_{ijt} + D_{jt} + s^+_j t + s^-_j t. \quad \text{(11)}$$

A. Transmission network expansion planning

To reflect constraints in the transmission network we use a power transfer distribution factor (PTDF) approach. Transmission line expansion is added through virtual power injection (VPI) as suggested in [19], but with relaxed binary variables to allow for partial expansion. The PTDF coefficients, denoted
Every candidate line can be supplemented through VPI. As $\Psi$ in the following, are calculated with all candidates built. Every candidate line can be supplemented through VPI. 

Candidate lines have two virtual generators. A candidate line $g = (u, w) \in E_{\text{cand}}$ connects two nodes $u, w \in N$. For each $t \in T$, the virtual generators attached to each endpoint of the line are described as $v_{gt} = v_{gt}^+ = -v_{gt}^-$. Virtual generators manipulate the flow on a line. If a line is fully built, virtual generators are idle. If a line is not built, virtual generators inject power in such a way, that the flow equation of the candidate line equals zero, which is equivalent to the line not being built. The virtual generators appear as yet another generator in the flow equation (12) for any line $e \in E$ and time $t \in T$ as follows:

$$f_{et} = \sum_{j \in N} \Psi_{ej} z_{jt} + \sum_{g \in E_{\text{cand}}} (\Psi_{gu} - \Psi_{gw}) v_{gt}$$ (12)

Power flow is constrained by the thermal line capacity $F_e$ in (13), and the absolute values are subject to transport cost in (14). This resembles potential losses through otherwise neglected ohmic resistance and rewards localized solutions.

$$-F_e \leq f_{et} \leq F_e$$ (13)

$$-c_{et} \leq c_{et}^T \leq c_{et}$$ (14)

Whether a candidate line $g = (u, w)$ is built between $u$ and $w$ is dependent on decision variable $l_g$. If the line is fully built ($l_g = 1$), the associated virtual generators are inoperable; otherwise they are restricted as described in (15) and (16).

$$0 \leq l_g \leq 1$$ (15)

$$F_g(l_g - 1) \leq v_{gt} \leq F_g(1 - l_g)$$ (16)

Power flow on a candidate line $g$ is now restricted as in (17) and (18).

$$v_{gt} - \left[ \sum_{j \in N} \Psi_{gj} z_{jt} + \sum_{g' \in E_{\text{cand}}} (\Psi_{g'u} - \Psi_{g'w}) v_{g't} \right] \leq l_g F_g$$ (17)

$$v_{gt} - \left[ \sum_{j \in N} \Psi_{gj} z_{jt} + \sum_{g' \in E_{\text{cand}}} (\Psi_{g'u} - \Psi_{g'w}) v_{g't} \right] \geq -l_g F_g$$ (18)

In principle, the expansion variables associated with virtual generators are binary. Relaxing this requirement gives more degrees of freedom, especially when a line is built only partially. To favour correct minimal usage of virtual generators, marginal cost is added to VPI usage:

$$-c_{gV^{PI}} \leq c_{gV^{PI}} v_{gt} \leq c_{gV^{PI}}$$ (19)

From a mathematical point of view, additional transformer capacity can be modelled just as candidate lines. The expansion of grid infrastructure does not only incur cost, but also emissions as:

$$e_g = E_g l_g.$$ (20)

| Variable $x_{ij,t}$ | Description |
|---------------------|-------------|
| $z_{jt}$ | Amount of electric power generated / withdrawn by technology $i \in T$ in node $j \in N$ during time slot $t \in T$ |
| $y_{ij,t}$ | Power injection at node $j \in N$ during time slot $t \in T$ |
| $l_g$ | Installed capacity at node $j \in N$ for technology $i \in M(j)$ |
| $s_{gt}$ | Installed fraction of candidate line $g \in E_{\text{cand}}$ |
| $s_{jt}$ | Virtual injection of candidate edge $g \in E_{\text{cand}}$ at $t \in T$ |
| $s^c_{jt}$ | Curtail power at node $j \in N$ during time slot $t \in T$ (due to oversupply / congestion) |
| $s^d_{jt}$ | Power deficit slack at node $j \in N$ during time slot $t \in T$ |
| $c_{VPI}^{\Psi}$ | Transmission cost for edge $e \in E$ during time slot $t \in T$ |
| $c_{VPI}^{\Psi}$ | Virtual power injection cost at edge $g \in E_{\text{cand}}$ at $t \in T$ |
| $e_{ij,t}$ | Emissions at node $j \in N$ and technology $i \in M(j)$ |
| $e_g$ | Emissions related to installation of candidate line $g \in E_{\text{cand}}$ |
| $f_{et}$ | Power flow along edge $e \in E$ during time slot $t \in T$ |
| $h_{B,ij}$ | Amount of energy that is used to charge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $w_{B,ij}$ | Amount of energy that is used to discharge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $h_{B,ij}$ | Energy stored at node $j \in N$ s.t. $B \in M(j)$ at $t \in T$ |
| $w_{B,ij}$ | Maximum energy storage at node $j \in N$ s.t. $B \in M(j)$ |

| Parameter $\psi_{ej}$ | Description |
|----------------------|-------------|
| $\psi_{ej}$ | Virtual power injection cost at node $j \in N$ for technology $i \in M(j)$ |
| $\psi_{ew}$ | Transmission cost for edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Virtual power injection cost at edge $g \in E_{\text{cand}}$ at $t \in T$ |
| $\psi_{ew}$ | Power flow along edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to charge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to discharge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Energy stored at node $j \in N$ s.t. $B \in M(j)$ at $t \in T$ |
| $\psi_{ew}$ | Maximum energy storage at node $j \in N$ s.t. $B \in M(j)$ |

### TABLE III

| Parameter $\psi_{ej}$ | Description |
|----------------------|-------------|
| $\psi_{ej}$ | Virtual power injection cost at node $j \in N$ for technology $i \in M(j)$ |
| $\psi_{ew}$ | Transmission cost for edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Virtual power injection cost at edge $g \in E_{\text{cand}}$ at $t \in T$ |
| $\psi_{ew}$ | Power flow along edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to charge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to discharge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Energy stored at node $j \in N$ s.t. $B \in M(j)$ at $t \in T$ |
| $\psi_{ew}$ | Maximum energy storage at node $j \in N$ s.t. $B \in M(j)$ |

### TABLE IV

| Parameter $\psi_{ej}$ | Description |
|----------------------|-------------|
| $\psi_{ej}$ | Virtual power injection cost at node $j \in N$ for technology $i \in M(j)$ |
| $\psi_{ew}$ | Transmission cost for edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Virtual power injection cost at edge $g \in E_{\text{cand}}$ at $t \in T$ |
| $\psi_{ew}$ | Power flow along edge $e \in E$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to charge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Amount of energy that is used to discharge a battery at node $j \in N$ s.t. $B \in M(j)$ during time slot $t \in T$ |
| $\psi_{ew}$ | Energy stored at node $j \in N$ s.t. $B \in M(j)$ at $t \in T$ |
| $\psi_{ew}$ | Maximum energy storage at node $j \in N$ s.t. $B \in M(j)$ |
1) Wind turbines and photovoltaic systems: The input from wind turbines and photovoltaic systems is modelled via normalized feed-in profiles $\text{RE}N_{ij,t}$ imposing constraints for each $t \in T$, $j \in N$ and $i \in M(j) \cap \{W, O, P\}$ as

$$x_{ij,t} \leq \text{RE}N_{ij,t} y_{ij}. \quad (21)$$

Emissions occur through direct operation ($E^x_{ij}$) or installation ($E^y_{ij}$):

$$e_{ij} = E^x_{ij} y_{ij} + \sum_{t \in T} E^y_{ij} x_{ij,t}. \quad (22)$$

2) Thermal power plants, fuel cells: The modelling of electrical feed-in from power plants is straightforward. Their output is already described by (8) with a respective cost $C_{F,j}$. Ramps or similar features are neglected for the time being. Both, operation and installation, may incur emissions as described by (22).

3) Electrical Storage: Storage, which is denoted with technology index $B$ in the model, is described by two variables: $x^{d}_{B,j,t}$ for charging and $x^{c}_{B,j,t}$ for discharging. Efficiencies are given by $0 \leq \eta^{d}_{B,j} \leq 1$ and $0 \leq \eta^{c}_{B,j} \leq 1$. We introduce variables $h_{B,j,t}$ to denote the amount of energy stored at node $j$ during time slot $t$. Storages have a total energy capacity related to its power output that again depends on $y_{B,j}$. Storage balance must be fulfilled for every time step. Required constraints read as:

$$\begin{align*}
0 & \leq x^{d}_{B,j,t} \leq y_{B,j}, \quad (23) \\
-y_{B,j} & \leq x^{c}_{B,j,t} \leq 0, \quad (24) \\
x^{d}_{B,j,t} & = x^{c}_{B,j,t} + x^{d}_{B,j,t}, \quad (25) \\
h_{B,j,0} & = CAP_{B,j,0} y_{B,j}, \quad (26) \\
0 & \leq w^{\text{max}}_{B,j} = CAP_{B,j} y_{B,j}, \quad (27) \\
h_{B,j,t} & = h_{B,j,t-1} - \frac{x^{d}_{B,j,t}}{\eta^{d}_{B,j}} - x^{c}_{B,j,t} \eta^{c}_{B,j}. \quad (28)
\end{align*}$$

Emissions from energy storages can be accounted for on a per-Megawatt basis or per-Energy-delivered basis. Depending on the modellers’ target, either the use of resources or reduced life-time per cycle can be addressed through both parameters:

$$e_{B,j} = E^y_{B,j} y_{B,j} + \sum_{t \in T} E^x_{B,j} x^{d}_{B,j,t}. \quad (29)$$

IV. MODEL INPUT AND SCENARIO FRAMEWORK

We choose a modified IEEE 118 bus network with corresponding input data and time series as a benchmark case that resembles conditions as can be found in northern Germany to determine energy system designs in a distant future of the year 2050 (Fig. 1) [20]. Investigating a greenfield approach to assess system designs of the future, the year has been chosen so that technical parameters could still be found in literature. The test case is modified to match the purpose of this study. In the original data set certain technologies are installed per node; fourfold the ‘initial’ capacity becomes the maximum expansion potential per technology. Coal and lignite options have been replaced by Gas power plants. Batteries can be expanded at any location with renewable technology potentials. Their maximal installed capacity is identical to the sum of renewable expansion potentials at the same node (Fig. 2). As a simplified approach to the (N-1) criterion, the line rating is capped at 70% of the actual thermal rating. Transmission expansion is restricted to the 380kV level and transformers; expansion candidates are twins of the original components that should be interpreted as thermal rating updates. More candidates as well as more sophisticated expansion options are possible, but beyond the intentions of this investigation.

The assumed cost parameters in Table V have been adopted according to availability from the “Technology Data catalogue” published by the Danish Energy Agency [21], [22]. For studying the impact of life-cycle GHG parameters, four sensitivities are investigated. In the BASE sensitivity, emission parameters have been derived in accordance with the parameters outlined in Table I. Indirect emissions for Onshore and Offshore Wind relate to 4 kg/MWh, Photovoltaic is a bit higher with 6kg/MWh. For the OMIT sensitivity indirect emissions are ignored to evaluate the impact of underestimating the full GWP of considered technologies. To underline the importance
of low-emission storage, the GWP of batteries is doubled in the BATT sensitivity. Lastly, we double the indirect emissions of Photovoltaic in the PHTV sensitivity to investigate whether the emissions have a technology-dependent impact.

The sensitivities are run with 300 consecutive timesteps. To reflect the cost of investment, annuity cost - or rather the time-frame dependent shares of investment cost - are calculated with an interest rate of 0% and linear depreciation. Indirect emissions are taken into account in the same way. The emission cap is set to an annual target of 7 Mio. tCO₂-eq or roughly 40 kgCO₂-eq/MWh, which corresponds to a emission reduction target of 95% in Germany in 2050.

V. RESULTS AND DISCUSSION

The resulting linear program consists of roundabout 5.2E+5 variables and 7.8E+5 constraints. It is solved by Gurobi’s barrier method without crossover. The duality gap is below 0.3% in any case. As the problem is very decent still, it takes between 35 to 50 minutes to solve an instance on an Intel Core i7-7700HQ with four threads. Numerical results and locational decisions are summarised in Table VI.

In the BASE case (and any other sensitivity) photovoltaic is the dominant technology, being installed at its fully available capacity. Onshore wind and Battery storages are the second dominant technologies. Roughly 9.6 GW Gas power plants have been expanded with a capacity factor of 32%. Grid expansion, for better comparison simply measured as total expansion costs, contributes 1.1% of the total system cost.

The OMIT sensitivity does not take indirect emissions into account. Although the emission cap has been fulfilled according to the sensitivity parameters, there are neglected indirect emissions that can be calculated in retrospect and compared to the BASE case. Thereby the emission cap has been exceeded by more than 23%, mostly due to the increased supply of Gas power plants, reducing the objective value by 9%. At last, there is particularly less expansion of wind technologies in the north-east of the grid.

The BATT sensitivity increases indirect emissions of Battery cycling by 100%. Counter-intuitively this leads to the actual expansion of Battery storage by 25%. At the same time Gas power plant operation and installation decreases, resulting in an objective value 5% higher compared to the BASE case. It is noticeable that also the grid expansion costs are rising, providing additional transmission capacity, which results in less curtailment of renewables.

V. RESULTS AND DISCUSSION

Acknowleging the fact that photovoltaic is the dominant technology all of the former scenarios, its indirect emission parameter is doubled in the PHTV sensitivity. Apparently this has no effect on the expansion decisions for photovoltaic itself and instead becomes the more extreme version of the BATT sensitivity. Battery storage capacity increases by 38% compared to the BASE case (providing only 4% more discharge energy) and gas-fired plants appear even less ideal for the situation. Although the objective value reaches its maximum (+7% compare to BASE), grid expansion appears to be less valuable with even more Battery storage available.

Although it can hardly be generalized from this particular test case, the results indicate that the integration of life-cycle emissions into the equation of expansion models affects both, energy and technology mix. GHG emissions are significantly underestimated when omitting indirect emissions in the planning approach, which overestimates the role of conventional power plants and at the same time underestimates the necessity of renewable energy technologies. Increasing the GWP of certain technologies does not necessarily change the technology preference, but instead leads to a tighter emission budget and ultimately leads to different system designs.

To be able to make more generalized statements about how GWP changes G&TEP modelling, further extensions are required. First of all, the test cases have only been calculated on 300 consecutive time steps. Solving the model on larger instances and for longer periods in reasonable time requires customized solving strategies and probably means of model reformulation and reduction. To answer questions about

---

### Table V

| Expansion options | Technology | Operation | Installation | Lifetime |
|-------------------|------------|-----------|--------------|----------|
|                   |            | [€/MWh]  | [€/KW]       | [h]      |
| Onshore Wind      | 0.00       | 1439     | 30           |          |
| Offshore Wind     | 0.00       | 3106     | 30           |          |
| Photovoltaic      | 0.00       | 802      | 40           |          |
| Gas power plant   | 97.34      | 599      | 25           |          |
| Battery storage   | 1.60       | 510      | 30           |          |
| Transformer       | / 34000 [€/MVA] | 50 | | |
| Line expansion   | / 1 Mio. [€/km] | 50 | | |

| Sensitivity: emissions in CO₂-equivalents | BASE | OMIT | BATT | PHTV |
|-------------------------------------------|------|------|------|------|
| Operation | [€/MWh] | [t/MW] | [kg/MWh] | [t/MW] | [kg/MWh] | [t/MW] | [kg/MWh] | [t/MW] |
| Onshore Wind | 0      | 300   | 0     | 0     | 0      | 300   | 0      | 300   |
| Offshore Wind | 0     | 500   | 0     | 0     | 0      | 500   | 0      | 500   |
| Photovoltaic | 0     | 240   | 0     | 0     | 0      | 240   | 0      | 240   |
| Gas power plant | 400   | 100   | 400   | 0     | 400    | 100   | 400    | 100   |
| Battery storage | 0b | 0     | b0    | 0     | b0     | 0     | b0     | 0     |
| Transformer | 100 [t/MVA] | 0 [t/MV] | 100 [t/MVA] | 0 [t/MV] | 100 [t/MVA] | 0 [t/MV] | 100 [t/MVA] | 0 [t/MV] |
| Line expansion | 100 [t/km] | 0 [t/km] | 100 [t/km] | 0 [t/km] | 100 [t/km] | 0 [t/km] | 100 [t/km] | 0 [t/km] |

---

*a* Cycling efficiency: 0.92, energy-to-power-ratio: 2 [Wh/W]

*b* Per energy delivered
future energy systems, the planning approach cannot neglect the added flexibility and GHG reduction potentials of sector integration. Relevant technologies need to be integrated into the model to provide answers to more urgent questions. Lastly, additional research is required to better link the research in LCA and energy system modelling and to determine how the uncertainty of these parameters can be countered in future works.
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| BASE | OMIT | BATT | PHTV |
|------|------|------|------|
| Offshore wind: | 5.118 MW | 3.796 MW | (−26%) | 5.118 MW | (±0%) | 5.122 MW | (±0%) |
| Onshore wind: | 61.976 MW | 48.352 MW | (−22%) | 61.930 MW | (±0%) | 61.936 MW | (±0%) |
| Photovoltaic: | 85.452 MW | 85.452 MW | (±0%) | 85.452 MW | (±0%) | 85.452 MW | (±0%) |
| Battery storage: | 120.850 MW | 103.505 MW | (−14%) | 151.436 MW | (+25%) | 167.307 MW | (+38%) |
| Battery (delivered): | 1.150 GWh | 1.227 GWh | (+7%) | 1.169 GWh | (+2%) | 1.195 GWh | (+4%) |
| Gas power plant: | 9.661 MW | 9.279 MW | (−4%) | 8.618 MW | (−11%) | 8.091 MW | (−16%) |
| Gas (delivered): | 463 GWh | 569 GWh | (+23%) | 453 GWh | (+6%) | 418 GWh | (−10%) |
| Objective value: | 306.7 MEUR | 279.7 MEUR | (−9%) | 320.8 MEUR | (+5%) | 328.0 MEUR | (+7%) |
| Grid expansion cost: | 338.8 TEUR | 326.5 TEUR | (−4%) | 417.4 TEUR | (+23%) | 338.9 TEUR | (±0%) |