Abstract

In this paper we consider the variable inequality problem, that is, to find a solution of the inclusion given by the sum of a function and a point-to-cone application. This problem can be seen as a generalization of the classical system inequality problem taking a variable order structure. Exploiting this special structure, we propose two variants of the subgradient algorithm for solving a system of variable inequalities. The convergence analysis is given under convex-like conditions which, when the point-to-cone application is constant, contains the old subgradient schemes.
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1 Introduction

Given $F : \mathbb{R}^n \to \mathbb{R}^m$ and $C$ a non-empty subset of $\mathbb{R}^n$, consider the problem of finding $x \in C$ such that the following inequalities are satisfied

$$F(x) \leq 0,$$

or equivalently that

$$0 \in F(x) + \mathbb{R}^m_+.$$

This problem can be generalized as follows: find $x \in C$ such that

$$0 \in F(x) + K,$$

where $K \subset \mathbb{R}^m$ is a closed, convex and pointed cone in $\mathbb{R}^m$. A partial order $\preceq$, induced in $\mathbb{R}^m$ by $K$, is defined as $\hat{y} \preceq y$ if and only if $y - \hat{y} \in K$; see [17]. Then problem (1) can be formulated as the $K$-inequalities problem

$$\text{find } x \in C \text{ such that } F(x) \preceq_K 0.$$
If the function $F$ is convex with respect to the partial order given by $K$, i.e. for all $x, \hat{x} \in \mathbb{R}^n$ and $\alpha \in [0, 1]$, $F(\alpha x + (1 - \alpha)\hat{x}) \preceq_K \alpha F(x) + (1 - \alpha)F(\hat{x})$, then problem (2) is called $K$-convex inequalities problem; see, for instance, [23].

The variable case considers the set valued application $K : \mathbb{R}^m \rightrightarrows \mathbb{R}^m$, where $K(y)$ is a pointed, convex and closed cone, for all $y \in \mathbb{R}^m$. Then the variable version of (1) can be reformulated as finding a point $x \in C$ such that

$$0 \in F(x) + K(F(x)).$$

(3)

This problem is an inclusion model, which has been studied in many works; see for instance [15, 23]. In this case, the set valued application $K(F(x))$ has a special structure, which will be strongly exploited in order to find a solution of problem (3). Based on the variable order structures given by $z \preceq_{K(z)} y$ if and only if $y - z \in K(z)$, problem (3) is equivalent to the following problem, called $K$-inequality:

$$\text{find } x \in C \text{ such that } F(x) \preceq_{K(F(x))} 0.$$  

(4)

The solution set of this problem will be denoted by $S^*$. In this paper we propose a subgradient approach for solving problem (4), which combines a subgradient iteration with a simple projection step, onto the intersection of $C$ with suitable halfspaces containing the solution set, $S^*$. The proposed conceptual algorithm contains two variants called Algorithm R, based on Robinson’s subgradient algorithm given in [26] for solving problem (2), and Algorithm S, which corresponds to a special modification of the subgradient algorithms proposed in [9] for the scalar problem and in [10] for problem (2). Their main difference lies in how the projection step is done. For the convergence of the variants, we assume that the solution set $S^*$ is nonempty and that the function $F$ is $K$-convex with respect to the variable order structure defined by $K(F(\cdot))$. That is, $F$ is $K$-convex if for all $x, \hat{x} \in \mathbb{R}^n$ and $\alpha \in [0, 1]$,

$$F(\alpha x + (1 - \alpha)\hat{x}) \preceq_K F(\alpha x + (1 - \alpha)\hat{x}) \alpha F(x) + (1 - \alpha)F(\hat{x}).$$

In this case we say that problem (4) is a $K$-convex inequality problem, where $K$ is understood as a point-to-set valued application; see, for instance, [7].

Note that if $K$ is a constant application, problem (4) corresponds with (1). This model has been already studied in [10, 26]. Moreover, if $K$ is the Pareto cone, i.e., $K = \mathbb{R}^n_+$, it is equivalent to the convex feasibility problem, which has been well-studied [4] and has many applications in optimization theory, approximation theory, image reconstruction and so on; see, for instance, [14, 25, 29]. The variable ordering structures, when $K$ is point-to-cone application, are very useful in several mathematical models, which are formalized via general variable preferences; see the recently works [2, 3], underlining the importance of problems like (4).

The paper is organized as follows. In the next section, we outline the main definitions and preliminary results. In Section 4 some analytical results for $K$-convex functions are shown. Section 4 is devoted to the presentation of the algorithms and their convergence is shown in Section 5. Finally some comments and remarks are presented in Section 6.
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A set valued application \( K : \mathbb{R}^m \rightrightarrows \mathbb{R}^m \) is closed if and only if \( gr(K) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : F(x) = y\} \) is a closed set.

The set \( C \) will be a closed and convex subset of \( \mathbb{R}^n \). For an element \( x \in \mathbb{R}^n \), we define the orthogonal projection of \( x \) onto \( C \), \( P_C(x) \), as the unique point in \( C \), such that \( \| P_C(x) - y \| \leq \| x - y \| \) for all \( y \in C \). In the following a well known fact on orthogonal projections.

**Proposition 1.** Let \( C \) be a nonempty, closed and convex set in \( \mathbb{R}^n \). For all \( x \in \mathbb{R}^n \) and all \( z \in C \), the following property holds: \( \langle x - P_C(x), z - P_C(x) \rangle \leq 0 \).

**Proof.** See Theorem 3.14 of [5].

Now we present the Fejér convergence.

**Definition 1.** Let \( S \) be a nonempty subset of \( \mathbb{R}^n \). A sequence \( (x^k)_{k \in \mathbb{N}} \) is said to be Fejér convergent to \( S \), if and only if for all \( x \in S \), there exists \( k > 0 \) such that \( \| x^{k+1} - x \| \leq \| x^k - x \| \) for all \( k \geq k \).

This definition was introduced in [13] and has been further elaborated in [20]. A useful result on Fejér sequences is the following.

**Theorem 1.** If \( (x^k)_{k \in \mathbb{N}} \) is Fejér convergent to \( S \) then,

- \( i) \) The sequence \( (x^k)_{k \in \mathbb{N}} \) is bounded,

- \( ii) \) if a cluster point of the sequence \( (x^k)_{k \in \mathbb{N}} \) belongs to \( S \), then the sequence \( (x^k)_{k \in \mathbb{N}} \) converges.

**Proof.** See Theorem 2.16 of [4].

### 3 On K-convexity

Convexity is a very helpful concept in optimization. Convex functions satisfy nice properties such as existence of directional derivative and subgradient. In this section we will study the fulfillment of these properties in the variable order case.

We begin with the analysis of the epigraph of \( K \)-convex functions. In the variable order case the epigraph of \( F \) is defined as

\[
epi(F) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^m : F(x) \in y - K(F(x))\}.
\]

In non-variable orders, i.e., when \( K \) is a constant application, the convexity of \( epi(F) \) is equivalent to the convexity of \( F \); see [22]. However, as it is shown in the next proposition, in the variable order setting this important characterization does not hold.

**Proposition 2.** Suppose that \( F \) is a \( K \)-convex function. Then, \( epi(F) \) is convex if and only if \( K(F(x)) \equiv K \), for all \( x \in \mathbb{R}^n \).

**Proof.** Suppose that for some \( x, \hat{x} \in \mathbb{R}^n \) such that \( F(x) \neq F(\hat{x}) \), there exists \( z \in K(F(x)) \setminus K(F(\hat{x})) \). Take the points \( (x, F(x) + 2\alpha z) \) and \( (2\hat{x} - x, F(2\hat{x} - x)) \), with \( \alpha > 0 \). They belong to \( epi(F) \).

Consider the following convex combination:

\[
\frac{(x, F(x) + 2\alpha z)}{2} + \frac{(2\hat{x} - x, F(2\hat{x} - x))}{2} = \left( \hat{x}, \frac{F(x) + F(2\hat{x} - x)}{2} + \alpha z \right).
\]

This point belongs to \( epi(F) \) if and only if

\[
F(\hat{x}) = \frac{F(x) + F(2\hat{x} - x)}{2} + \alpha z - k(\alpha),
\]
where \( k(\alpha) \in K(F(\hat{x})). \) By the \( K \)-convexity of \( F \),
\[
F(\hat{x}) = \frac{F(x) + F(2\hat{x} - x)}{2} - k_1,
\]
where \( k_1 \in K(F(\hat{x})). \) So,
\[
\alpha z + k_1 = k(\alpha).
\]
(5)
Since \( K(F(\hat{x})) \) is closed and convex, and \( z \notin K(F(\hat{x})) \), \( \{z\} \) and \( K(F(\hat{x})) \) may be strictly separated in \( \mathbb{R}^n \) by a hyperplane, \( i.e. \), there exists some \( p \in \mathbb{R}^n \setminus \{0\} \) such that
\[
p^T k \geq 0 > p^T z,
\]\n(6)
for all \( k \in K(F(\hat{x})). \) Therefore, after multiplying (5) by \( p^T \) and using (6) with
\[
k = k(\alpha) \in K(F(\hat{x})),
\]
we obtain that
\[
\alpha p^T z + p^T k_1 = p^T k(\alpha) \geq 0.
\]
Taking limits as \( \alpha \) goes to \( \infty \), the contradiction is established, since
\[
0 \leq \alpha p^T z + p^T k_1 \rightarrow -\infty.
\]
Hence, \( K(F(x)) \equiv K \) for all \( x \in \mathbb{R}^n. \)

In the following we present some analytical properties of \( K \)-convex functions. For the non-differentiable model, we generalize the classical assumptions given in the case of constant cones; see [16, 22]. Let us first present the definition of Daniell cone, for more details; see [24].

**Definition 2.** We say that a convex cone \( K \) is Daniell cone iff, for all sequence \((x^k)_{k \in \mathbb{N}} \subset \mathbb{R}^n \) satisfying \((x^k - x^{k+1})_{k \in \mathbb{N}} \subset K \) and for some \( x \in \mathbb{R}^n \), \((x^k - x)_{k \in \mathbb{N}} \subset K \), then \( \lim_{k \to \infty} x^k = \inf_{k \in \mathbb{N}} \{x^k\}. \)

Given the partial order structure induced by a cone \( K \), the concept of infimum of a sequence can be defined. Indeed, for a sequence \((x^k)_{k \in \mathbb{N}} \) and a cone \( K \), the point \( \hat{x} \) is \( \inf_{k \in \mathbb{N}} \{x^k\} \) if and only if \((x^k - \hat{x})_{k \in \mathbb{N}} \subset K \), and there is not \( \bar{x} \) such that \( \bar{x} - \hat{x} \in K \) and \((x^k - \bar{x})_{k \in \mathbb{N}} \subset K \).

It is well known that every pointed, closed and convex cone in a finite dimensional space is a Daniell cone; see [21].

**Lemma 1.** Suppose that there exists \( K \) a Daniell cone such that \( K(F(x)) \subset K \) for all \( x \) in a neighborhood of \( \hat{x} \). If \( F \) is a \( K \)-convex function, then \( F \) is locally Lipschitz around \( \hat{x} \).

**Proof.** If \( F \) is \( K \)-convex, then \( F \) is \( K \)-convex in the non-variable sense. By Theorem 3.1 of [24], \( F \) is locally Lipschitz.

**Proposition 3.** Suppose that for each \( \bar{x} \) there exists \( \varepsilon > 0 \) such that \( \bigcup_{\bar{x} \in B(\hat{x}, \varepsilon)} K(F(x)) \subset K \), where \( K \) is a Daniell cone. Then, the directional derivative of \( F \) at \( \bar{x} \) exists along \( d = (x - \bar{x}) \), that is,
\[
F'(\bar{x}; x - \bar{x}) = \lim_{t \to 0^+} \frac{F(\bar{x} + td) - F(\bar{x})}{t}.
\]

**Proof.** By the convexity of \( F \),
\[
F(\bar{x} + t_1 d) - \frac{t_1}{t_2} F(\bar{x} + t_2 d) - \left( \frac{t_2 - t_1}{t_2} \right) F(\bar{x}) \in -K(F(\bar{x} + t_1 d)),
\]
for all \( 0 < t_1 < t_2 < \varepsilon \). Dividing by \( t_1 \), we have
\[
\frac{F(\bar{x} + t_1 d) - F(\bar{x})}{t_1} - \frac{F(\bar{x} + t_2 d) - F(\bar{x})}{t_2} \in -K(F(\bar{x} + t_1 d)) \subset -K.
\]
Hence, \( \frac{F(\bar{x} + t_1d) - F(\bar{x})}{t_1} \) is a non-increasing function. Similarly, as

\[
F(\bar{x}) - \frac{t_1}{t_1 + 1} F(\bar{x} - d) - \frac{1}{t_1 + 1} F(\bar{x} + t_1d) \in -K(F(\bar{x})),
\]

it holds that

\[
\frac{F(\bar{x} + t_1d) - F(\bar{x})}{t_1} - F(\bar{x} - d) - F(\bar{x}) \in K(F(\bar{x})) \subset K.
\]

Since \( K \) is a Daniell cone, \( \frac{F(\bar{x} + t_1d) - F(\bar{x})}{t_1} \) has a limit as \( t_1 \) goes to 0. Hence, the directional derivative exists. \( \square \)

Let us present the definition of subgradient.

**Definition 3.** We say that \( \epsilon_\bar{x} \) is a subgradient of \( F \) at \( \bar{x} \) if for all \( x \in \mathbb{R}^n \),

\[
F(x) - F(\bar{x}) \in \epsilon_\bar{x}(x - \bar{x}) + K(F(\bar{x})).
\]

The set of all subgradients of \( F \) at \( \bar{x} \) is denoted as \( \partial F(\bar{x}) \).

**Proposition 4.** If for all \( x \in \mathbb{R}^n \), \( \partial F(x) \neq \emptyset \), then \( F \) is \( K \)-convex.

**Proof.** Since \( \partial F(x) \neq \emptyset \), for all \( x \in \mathbb{R}^n \), taking any \( \bar{x}, \hat{x} \in \mathbb{R}^n \) there exists \( \epsilon_{\alpha\bar{x}+(1-\alpha)\hat{x}} \) belonging to \( \partial F(\alpha\bar{x} + (1 - \alpha)\hat{x}) \) and \( k_1, k_2 \in K(F(\alpha\bar{x} + (1 - \alpha)\hat{x})) \), such that

\[
F(\hat{x}) - F(\alpha\bar{x} + (1 - \alpha)\hat{x}) = \alpha \epsilon_{\alpha\bar{x}+(1-\alpha)\hat{x}}(\hat{x} - \bar{x}) + k_1,
\]

and

\[
F(\bar{x}) - F(\alpha\bar{x} + (1 - \alpha)\hat{x}) = (\alpha - 1) \epsilon_{\alpha\bar{x}+(1-\alpha)\hat{x}}(\bar{x} - \hat{x}) + k_2.
\]

Multiplying the previous equalities by \( (1 - \alpha) \) and \( \alpha \) respectively, their addition leads to

\[
\alpha F(\bar{x}) + (1 - \alpha)F(\bar{x}) - F(\alpha\bar{x} + (1 - \alpha)\hat{x}) = \alpha k_2 + (1 - \alpha)k_1.
\]

Since \( K(F(\alpha\bar{x} + (1 - \alpha)\hat{x})) \) is convex, the result follows. \( \square \)

**Proposition 5.** If \( K \) is a closed application, then \( \partial F \) is closed.

**Proof.** Assume that \( (x^k)_{k \in \mathbb{N}} \) and \( (A^k)_{k \in \mathbb{N}} \subset \partial F(x^k) \) are sequences such that \( \lim_{k \to \infty} x^k = \bar{x} \) and \( \lim_{k \to \infty} A^k = A \). For every \( x \), one has

\[
F(x) - F(x^k) - A^k(x - x^k) \in K(F(x^k)).
\]

Taking \( k \) going to \( \infty \), as \( \lim_{k \to \infty} F(x^k) = F(\bar{x}) \) and \( K \) is a closed mapping, we get that

\[
F(x) - F(\bar{x}) - A(x - \bar{x}) \in K(F(\bar{x})).
\]

Hence, \( A \in \partial F(\bar{x}) \), establishing that \( \partial F(\bar{x}) \) is closed. \( \square \)

**Proposition 6.** Let \( F \) be a \( K \)-convex function. If \( \text{gr}(K) \) is closed, then for all \( \bar{x} \in \mathbb{R}^n \), where \( F \) is differentiable, \( \nabla F(\bar{x}) = \partial F(\bar{x}) \).
Proof. First we show that $\nabla F(\bar{x})$ belongs to $\partial F(\bar{x})$. Since $F$ is a differentiable function, fixed $\bar{x}$, we get

$$F(\alpha x + (1 - \alpha)\bar{x}) = F(\bar{x}) + \alpha \nabla F(\bar{x})(x - \bar{x}) + o(\alpha).$$

By $K$-convexity,

$$F(\bar{x}) + \alpha \nabla F(\bar{x})(x - \bar{x}) + o(\alpha) \in \alpha F(x) + (1 - \alpha)F(\bar{x}) - K(F(\alpha x + (1 - \alpha)\bar{x})).$$

So,

$$\alpha \left( F(x) - F(\bar{x}) - \nabla F(\bar{x})(x - \bar{x}) + \frac{o(\alpha)}{\alpha} \right) \in K(F(\alpha x + (1 - \alpha)\bar{x})).$$

Since $K$ is a cone, it follows that

$$F(x) - F(\bar{x}) - \nabla F(\bar{x})(x - \bar{x}) + \frac{o(\alpha)}{\alpha} \in K(F(\alpha x + (1 - \alpha)\bar{x})).$$

By taking limits as $\alpha$ goes to 0 and recalling that $F$ is a continuous function and $K$ is a closed application, by Lemma it holds that

$$F(x) - F(\bar{x}) - \nabla F(\bar{x})(x - \bar{x}) \in K(F(\bar{x})),$$

and hence, $\nabla F(\bar{x}) \in \partial F(\bar{x})$.

Suppose that $\varepsilon_{\bar{x}} \in \partial F(\bar{x})$. Fixed $d \in \mathbb{R}^n$, we get that, for all $\alpha > 0$,

$$F(\bar{x} + \alpha d) - F(\bar{x}) = \alpha \nabla F(\bar{x})d + o(\alpha) \in \alpha \varepsilon_{\bar{x}}d + k(\alpha),$$

where $k(\alpha) \in K(F(\bar{x}))$. Dividing by $\alpha > 0$, and taking limits as $\alpha$ approaches 0, it follows that

$$[\nabla F(\bar{x}) - \varepsilon_{\bar{x}}]d \in K(F(\bar{x})),$$

recall that $K(F(\bar{x}))$ is a closed set. Repeating the same analysis for $-d$, we obtain that

$$-[\nabla F(\bar{x}) - \varepsilon_{\bar{x}}]d \in K(F(\bar{x})).$$

Taking into account that $K(F(\bar{x}))$ is a pointed cone, $[\nabla F(\bar{x}) - \varepsilon_{\bar{x}}]d = 0$. As the previous equality is valid for all $d \in \mathbb{R}^n$,

$$\nabla F(\bar{x}) = \varepsilon_{\bar{x}},$$

establishing the desired equality. \hfill \Box

Theorem 2. Suppose that there exists $K$ a Daniell cone such that $K(F(x)) \subset K$ for all $x$ in a neighborhood of $\hat{x}$. If $F$ is $K$-convex and $K$ is a closed application, then $\partial F(\hat{x}) \neq \emptyset$.

Proof. By Lemma $F$ is a locally Lipschitz continuous function. By Rademacher’s Theorem, for all $\hat{x}$, $F$ is differentiable almost everywhere on some neighborhood of $\hat{x}$. Moreover, due to the boundedness of $\nabla F$ whenever exists, there exists a sequence $x^k$ convergent to $\hat{x}$ such that $A = \lim_{k \to \infty} \nabla F(x^k)$. By Proposition it holds that $\nabla F(x^k) = \partial F(x^k)$. By Proposition $A \in \partial F(\hat{x})$, hence $\partial F(\hat{x}) \neq \emptyset$. \hfill \Box

Remark 1. Given $\hat{x}$ and $V$ a bounded neighborhood of $\hat{x}$, under the assumptions of the previous Lemma, the set $\partial F(x)$ is uniformly bounded in $V$. Indeed as $F$ is $K$-convex, locally around $\hat{x}$, $F$ will be also $K$-convex. Now, since the domain of $F$ is a finite dimensional space, the fact follows directly after [23, Theorem 4.12(ii)].
4 The algorithms

In this section we consider two variants of subgradient method for solving problem (4). The algorithms generate a sequence of projections onto special sets. From now on we assume that the following assumptions hold.

Assumptions

(A1) The subgradients of $F$ are locally bounded.

(A2) $F$ is $K$-convex.

(A3) $K : \mathbb{R}^m \rightarrow \mathbb{R}^m$ is a closed application.

(A4) For all $x^* \in S^*$ and $x \in C$.

$$K(F(x^*)) \subseteq K(F(x)),$$

We emphasize that Assumption (A1) is a typical assumption for proving the convergence of the subgradient-scalar methods in infinite dimension setting; see [1, 8, 9, 25]. As stated in [23], for the scalar and vector framework, this assumption holds trivially in finite-dimensional spaces. Recently, (A1) was proved in [6] when $K$ is a constant application. A sufficient condition can be found in Remark 1.

The existence of subgradient is guaranteed under (A2)-(A3).

Assumption (A4) implies that there exists a cone $K$ such that $K(F(x^*)) = K$ for all $x^* \in S^*$. In this case problem (4) is equivalent to the non-variable inequality problem

$$\text{find } x \in C \text{ such that } F(x) \preceq K(0).$$

However, as $K$ is not known, this equivalence is not useful from a practical viewpoint. Next example shows a function and an order structure fulfilling (4).

Remark 2. Given problem (4) with $C = \mathbb{R}$, $K(y) = \{(r, \theta), r \geq 0, \theta \in [0, \theta(y)]\}$ and $F : \mathbb{R} \rightarrow \mathbb{R}^2$, $F(x) = (x^2, x)$. Here

$$\theta(y) = \begin{cases} \frac{\pi}{2}, & \text{if } y_1 = 0, \\ \frac{3\pi}{4} - \frac{\arctan(y_2^2/y_1^2)}{2}, & \text{otherwise}. \end{cases}$$

Evidently

$$\mathbb{R}_+ \times \{0\} \subset K(y) \subset \mathbb{R}_+ \times \mathbb{R}.$$

Moreover, $F(x) \in -K(F(x))$ if and only if $x = 0$. Therefore, $S^* = \{0\}$ and due to

$$\theta(y) \geq \frac{\pi}{2} = K(0),$$

Assumption (A4) holds.

Since the function $x^2$ is convex,

$$F(\alpha x + (1 - \alpha)\hat{x}) - \alpha F(x) - (1 - \alpha)F(\hat{x}) \in -\mathbb{R}_+ \times \{0\} \subset -K(F(\hat{x}))$$

for all $x, \hat{x} \in \mathbb{R}^n$. Hence, $F$ is $K$-convex. Moreover, the continuity of $\theta$ implies that $K$ is a closed application.
Now we will present the conceptual algorithm.

**Conceptual Algorithm**

**Initialization step.** Take \( x^0 \in C \), and set \( k = 0 \).

**Iterative step.** Given \( x^k, U^k \in \partial F(x^k) \). Compute

\[
x^{k+1} := F(x^k, U^k).
\]

(7)

If \( x^{k+1} = x^k \) then stop.

We consider two variants the conceptual algorithm. As they are based on the algorithms proposed in \([11, 26]\), the extensions are called Algorithms R and S respectively. The main difference is given by the definition of the procedure \( F \) in (7), which is defined as follows

\[
F_R(x^k, U^k) := P_{C \cap H(x^k, U^k)}(x^k); \\
F_S(x^k, U^k) := P_{C \cap W(x^k) \cap H(x^k, U^k)}(x^0);
\]

(8)
(9)

where

\[
H(x, U) := \{ z \in \mathbb{R}^n : F(x) + \langle U, z - x \rangle \in -K(F(x)) \} \\
W(x) := \{ z \in \mathbb{R}^n : \langle z - x, x^0 - x \rangle \leq 0 \}.
\]

(10)
(11)

Before we start with the formal analysis of the convergence properties of the algorithm, we make the following remark on the complexity of the projection steps.

**Remark 3.** Since \( H(x^k, U^k) \) and \( W(x^k) \) are halfspaces, the projections defined in (8) and (9) does not entail any significant additional computational cost over the computation of the projection onto \( C \) itself. Actually, if \( C \) is described by nonlinear constrains, the projections onto these smaller sets may be easier than onto the feasible set; see, for instance, \([8]\).

5 Convergence Analysis

In this part we prove the convergence of the algorithms. The section will be contain three subsections. First we study the properties of the solution set \( S^* \) and present some general properties of the conceptual algorithm. The convergence analysis of the proposed variants, Algorithms R and S, will be presented separately in the last two subsections.

5.1 Properties of the solution set

**Proposition 7.** The set \( S^* \) is closed and convex.

**Proof.** Take \( x, x^* \in S^* \). Then, it holds that

\[
F(\alpha x + (1 - \alpha)x^*) \in \alpha F(x) + (1 - \alpha)F(x^*) - K(F(\alpha x + (1 - \alpha)x^*)),
\]

for all \( \alpha \in [0, 1] \). As \( F(x) \preceq_{K(F(x))} 0 \) and \( F(x^*) \preceq_{K(F(x^*))} 0 \), it follows from (A4) that

\[
K(F(x)) = K(F(x^*)) \subset K(F(\alpha x + (1 - \alpha)x^*)).
\]

Hence,

\[
F(\alpha x + (1 - \alpha)x^*) \in -K(F(\alpha x + (1 - \alpha)x^*)),
\]
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and therefore $\alpha x + (1 - \alpha)x^* \in S^*.$

For the closeness, consider any sequence $(x^k)_{k\in\mathbb{N}} \subset S^*$ convergent to $x^*.$ As $F$ is a continuous function; see Lemma 1, $\lim_{k\to\infty} F(x^k) = F(x^*)$ and taking into account that $F(x^k) \in -K(F(x^k))$ and the closeness of $K$ leads to $F(x^*) \in -K(F(x^*))$. So, $x^* \in S^*$. □

We assume that $S^*$ is a nonempty set.

**Lemma 2.** For all $x \notin S^*$ and $U \in \partial F(x)$, it holds that $S^* \subset H(x, U)$.

**Proof.** Take $x^* \in S^*$. Then, $F(x^*) \in -K(F(z))$ and by the $K$ convexity of $F$,

$$F(x) + \langle U, x^* - x \rangle - F(x^*) \in -K(F(x)),$$

for all $x \in \mathbb{R}^n$ and all $U \in \partial F(x)$. Hence, using the above inclusion and (4), we get that

$$F(x) + \langle U, x^* - x \rangle \in -K(F(x)) - K(F(x^*)) \subseteq -K(F(x)),$$

for all $x \notin S^*$. So, $x^* \in H(x, U)$. □

**Lemma 3.** If $x \in H(x, U) \cap C$ for some $U \in \partial F(x)$, then $x \in S^*$.

**Proof.** Suppose that $x \in H(x, U) \cap C$ for some $U \in \partial F(x)$, then $x \in C$ and

$$F(x) \in -K(F(x)),$$

i.e., $x \in S^*$. □

The above lemma will be useful to show that the stop criterion of the variants of the conceptual algorithm are well defined.

### 5.2 Convergence of Algorithm R

In this subsection all results are referent to Algorithm R, i.e., with the iterative step as

$$x^{k+1} = \mathcal{F}_R(x^k, U^k) = P_{C \cap H(x^k, U^k)}(x^k),$$

where

$$H(x^k, U^k) = \{z \in \mathbb{R}^n : F(x^k) + \langle U^k, z - x^k \rangle \in -K(F(x^k))\}$$

and $U^k \in \partial F(x^k)$.

The following proposition gives the validity of the stop criterion on Algorithm R.

**Proposition 8.** If Algorithm R stops at iteration $k$, then $x^k \in S^*$.

**Proof.** If Algorithm R stops, then $x^{k+1} = x^k$. It follows from (3) that $x^k \in H(x^k, U^k) \cap C$. So, by Lemma 3 $x^k \in S^*$. □

**Proposition 9.** The sequence generated by Algorithm R is Féjer convergent to $S^*$. Moreover, it is bounded and

$$\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0. \quad (12)$$

**Proof.** Take $x^* \in S^*$. By Lemma 2 $x^* \in H(x^k, U^k)$, for all $k \in \mathbb{N}$. Then

$$\|x^{k+1} - x^*\|^2 - \|x^k - x^*\|^2 + \|x^{k+1} - x^k\|^2 = 2\langle x^* - x^{k+1}, x^k - x^{k+1} \rangle \leq 0,$$

using Proposition 4 and (3) in the last inequality. So,

$$\|x^{k+1} - \hat{x}\|^2 \leq \|x^k - x^*\|^2 - \|x^{k+1} - x^k\|^2. \quad (13)$$
The above inequality implies that \((x^k)_{k \in \mathbb{N}}\) is Féjer convergent to \(S^*\) and hence \((x^k)_{k \in \mathbb{N}}\) is bounded. Also, we get
\[
0 \leq \|x^{k+1} - x^*\|^2 \leq \|x^k - x^*\|^2.
\]
So, \((\|x^k - x^*\|^2)_{k \in \mathbb{N}}\) is a convergent sequence. Therefore, using \((13)\), we get that
\[
\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0.
\]

**Theorem 3.** *The sequence generated by Algorithm \(R\) converges to some point in \(S^*\).*

**Proof.** By Proposition 9, \((x^k)_{k \in \mathbb{N}}\) is bounded. So, using (A1), \((U^k)_{k \in \mathbb{N}}\) is bounded, i.e., there exists \(L \geq 0\) such that
\[
\|U^k\| \leq L, \tag{14}
\]
for all \(k\).

Fix \(k \in \mathbb{N}\). Since \(K(F(x^k))\) is a closed convex cone, it is clear that \(y \in \mathbb{R}^m\) can be uniquely written as
\[
y = y_+ + y_-,
\]
with \(y_+ \in K^*(F(x^k)), y_- = -K(F(x^k))\) and \((y_+, y_-) = 0\). For \(y = F(x^k)\), consider \(F(x^k)_+\) and \(F(x^k)_-\). Now
\[
\|F(x^k)_+\|^2 = \langle F(x^k)_+, F(x^k)_+ + F(x^k)_- \rangle = \langle F(x^k)_+, F(x^k) \rangle
\]
\[
= \langle F(x^k)_+, F(x^k) + U^k(x^{k+1} - x^k) \rangle - \langle F(x^k)_+, U^k(x^{k+1} - x^k) \rangle.
\]
But \(F(x^k)_+ \in K^*(F(x^k))\), so \(\langle F(x^k)_+, F(x^k) + U^k(x^{k+1} - x^k) \rangle \leq 0\), and therefore
\[
\|F(x^k)_+\|^2 \leq -\langle F(x^k)_+, U^k(x^{k+1} - x^k) \rangle.
\]
Applying the Cauchy Schwartz inequality and recalling (14), it follows that
\[
\|F(x^k)_+\|^2 \leq L \|F(x^k)_+\| \|x^{k+1} - x^k\|.
\]
Since \(x^k \notin S^*, F(x^k)_+ \neq 0\). So, dividing by \(\|F(x^k)_+\|\), we obtain
\[
\|F(x^k)_+\| \leq L \|x^{k+1} - x^k\|.
\]
Recalling (12), it follows that
\[
\lim_{k \to \infty} \|F(x^k)_+\| = 0. \tag{15}
\]
Now consider a convergent subsequence \((x^{j_k})_{k \in \mathbb{N}}\) of \((x^k)_{k \in \mathbb{N}}\). Denote \(x^*\) as its limit. It follows from (15) that \(F(x^*)_+ = 0\). Henceforth, \(F(x^*) = F(x^*)_-.\) Moreover as
\[
\lim_{k \to \infty} F(x^{j_k})_- = \lim_{k \to \infty} F(x^{j_k}) - \lim_{k \to \infty} F(x^{j_k})_+,
\]
we get that
\[
\lim_{k \to \infty} F(x^{j_k})_- = F(x^*).
\]
Since \(F(x^{j_k})_- \in -K(F(x^{j_k}))\) and (A3) is fulfilled,
\[
F(x^*) \in -K(F(x^*)),
\]
i.e., \(x^* \in S^*\). Therefore, the accumulation points of \((x^k)_{k \in \mathbb{N}}\) belong to \(S^*\). Finally, by the Féjer convergence, the sequence converge to a point in \(S^*\). \(\square\)
5.3 Convergence of Algorithm S

In this subsection all results are referent to Algorithm S, i.e., with the iterative step as

\[ x^{k+1} = F_S(x^k, U^k) = P_{C \cap W(x^k) \cap H(x^k, U^k)}(x^0), \]

where

\[ H(x^k, U^k) = \{ z \in \mathbb{R}^n : F(x^k) + \langle U^k, z - x^k \rangle \in -K(F(x^k)) \} \]

with \( U^k \in \partial F(x^k) \) and

\[ W(x^k) = \{ z \in \mathbb{R}^n : \langle z - x^k, x^0 - x^k \rangle \leq 0 \} \].

The following proposition gives the validity of the stop criterion on Algorithm S.

**Proposition 10.** If Algorithm S stops at iteration \( k \), then \( x^k \in S^* \).

**Proof.** If Algorithm S stops, then \( x^{k+1} = x^k \). It follows from \([9]\) that \( x^k \in W(x^k) \cap H(x^k, U^k) \cap C \subset H(x^k, U^k) \cap C \). So, by Lemma \([3]\), \( x^k \in S^* \). \( \square \)

Observe that, in virtue of their definitions, \( W(x^k) \) and \( H(x^k, U^k) \) for some \( U^k \in \partial F(x^k) \) are convex and closed sets, for each \( k \in \mathbb{N} \). Therefore \( C \cap H(x^k, U^k) \cap W(x^k) \) is a convex and closed set, for each \( k \in \mathbb{N} \). So, if \( C \cap H(x^k, U^k) \cap W(x^k) \) is nonempty then, the next iterate, \( x^{k+1} \), is well-defined. Next lemma guarantees this fact.

**Lemma 4.** For all \( k \in \mathbb{N} \), it holds that \( S^* \subset C \cap H(x^k, U^k) \cap W(x^k) \).

**Proof.** We proceed by induction. By definition, \( S^* \subset C \). By Lemma \([2]\), \( S^* \subset C \cap H(x^k, U^k) \), for all \( k \). For \( k = 0 \), since \( W(x^0) = \mathbb{R}^m \), \( S^* \subset C \cap H(x^0, U^0) \cap W(x^0) \). Assume that \( S^* \subset C \cap H(x^k, U^k) \cap W(x^k) \), for all \( 0 \leq \ell \leq k \). Henceforth, \( x^{k+1} = P_{C \cap H(x^k, U^k) \cap W(x^k)}(x^0) \) is well-defined. Then, by Lemma \([2]\) for all \( x^* \in S^* \), we get that

\[ \langle x^* - x^{k+1}, x^0 - x^{k+1} \rangle = \langle x^* - P_{C \cap H(x^k, U^k) \cap W(x^k)}(x^0), x^0 - P_{C \cap H(x^k, U^k) \cap W(x^k)}(x^0) \rangle \leq 0, \]

using the induction hypothesis. The above inequality implies that \( x^* \in W(x^{k+1}) \) and hence, \( S^* \) is a subset of \( C \cap H(x^{k+1}, U^{k+1}) \cap W(x^{k+1}) \). \( \square \)

**Corollary 1.** Algorithm S is well-defined.

**Proof.** By the previous lemma, \( S^* \subset C \cap H(x^k, U^k) \cap W(x^k) \), for \( k \in \mathbb{N} \). Since \( S^* \neq \emptyset \), then, given \( x^0 \), the sequence \( (x^k)_{k \in \mathbb{N}} \) is computable. \( \square \)

Before proving the convergence of the sequence, we will study its boundedness. Next lemma shows that the sequence remains in a ball determined by the initial point.

**Lemma 5.** The sequence \( (x^k)_{k \in \mathbb{N}} \) is bounded. Furthermore,

\[ (x^k)_{k \in \mathbb{N}} \subset B \left[ \frac{1}{2} (x^0 + x^*), \frac{1}{2} \rho \right], \]

where \( x^* = P_{S^*}(x^0) \) and \( \rho = \text{dist}(x^0, S^*) \).

**Proof.** Lemma \([3]\) says that \( S^* \subset C \cap W(x^k) \cap H(x^k, U^k) \) for \( k \in \mathbb{N} \), and by definition of \( x^{k+1} \); see \([7]\) and \([9]\), it is true that

\[ \|x^{k+1} - x^0\| \leq \|z - x^0\|, \tag{16} \]

for \( k \in \mathbb{N} \) and all \( z \in S^* \). Henceforth, taking in \((16)\) \( z = x^* \),

\[ \|x^{k+1} - x^0\| \leq \|x^* - x^0\| = \rho, \]

where \( x^* = P_{S^*}(x^0) \) and \( \rho = \text{dist}(x^0, S^*) \).
for all $k$. Hence, $(x^k)_{k \in \mathbb{N}}$ is bounded. Without loss of generality, take $z^* = x^k - \frac{1}{2}(x^0 + x^*)$ and $\bar{x} = x^* - \frac{1}{2}(x^0 + x^*)$. It follows from the fact $x^* \in W(x^{k+1})$ that

$$0 \geq 2\langle x^* - x^{k+1}, x^0 - x^{k+1} \rangle$$

$$= 2\left\langle z^* + \frac{1}{2}(x^0 + x^*) - z^{k+1} - \frac{1}{2}(x^0 + x^*), z^0 + \frac{1}{2}(x^0 + x^*) - z^{k+1} - \frac{1}{2}(x^0 + x^*) \right\rangle$$

$$= 2\langle z^* - z^{k+1}, z^0 - z^{k+1} \rangle = \langle z^* - z^{k+1}, z^* - z^{k+1} \rangle = \|z^{k+1}\|^2 - \|z^*\|^2,$$

using in the third equality that $z^* = -z^0$. So,

$$\|x^{k+1} - \frac{x^0 + x^*}{2}\| \leq \|x^* - \frac{x^0 + x^*}{2}\| = \frac{\rho}{2} \quad (17)$$

Now we will focus on the properties of the accumulation points.

**Lemma 6.** All accumulation points of $(x^k)_{k \in \mathbb{N}}$ are elements of $S^*$.

**Proof.** Since $x^{k+1} \in W(x^k)$,

$$0 \geq 2\langle x^{k+1} - x^k, x^0 - x^k \rangle = \|x^{k+1} - x^k\|^2 - \|x^{k+1} - x^0\|^2 + \|x^k - x^0\|^2.$$

Equivalently,

$$0 \leq \|x^{k+1} - x^k\|^2 \leq \|x^{k+1} - x^0\|^2 - \|x^k - x^0\|^2,$$

establishing that $\langle \|x^k - x^0\| \rangle_{k \in \mathbb{N}}$ is a monotone nondecreasing sequence. It follows from Lemma 6 that $\langle \|x^k - x^0\| \rangle_{k \in \mathbb{N}}$ is bounded and thus, it is a convergent sequence. Therefore,

$$\lim_{k \to \infty} \|x^{k+1} - x^k\| = 0.$$

Let $\bar{x}$ be an accumulation point of $(x^k)_{k \in \mathbb{N}}$ and $(x^{j_k})_{k \in \mathbb{N}}$ be a convergent subsequence to $\bar{x}$. Since $x^{k+1}$ belongs to $H(x^k, U^k)$, for all $k$, we have

$$F(x^{j_k} + U^{j_k}(x^{j_k+1} - x^{j_k})) \preceq K(F(x^{j_k})) 0. \quad (18)$$

By Remark 1, $(U^{j_k})_{k \in \mathbb{N}}$ is bounded. So, the sequence $(U^{j_k}(x^{j_k+1} - x^{j_k}))_{k \in \mathbb{N}}$ converges to zero. By taking limits in (18) and recalling that $K$ is closed application, we obtain that

$$
\lim_{k \to \infty} F(x^{j_k}) + U^{j_k}(x^{j_k+1} - x^{j_k}) = F(\bar{x}) \in -K(F(\bar{x})),
\]

implying that $\bar{x} \in S^*$.

Finally, we are ready to prove the convergence of the sequence $(x^k)_{k \in \mathbb{N}}$ generated by Algorithm S to the solution which lies closest to $x^0$.

**Theorem 4.** Define $x^* = P_{S^*}(x^0)$. Then $(x^k)_{k \in \mathbb{N}}$ converges to $x^*$.

**Proof.** By Lemma 3, $(x^k)_{k \in \mathbb{N}} \subseteq B \left[ \frac{1}{2}(x^0 + x^*), \frac{1}{2}\rho \right]$ is bounded. Let $(x^{j_k})_{k \in \mathbb{N}}$ be a convergent subsequence of $(x^k)_{k \in \mathbb{N}}$, and let $\bar{x}$ be its limit. Evidently $\bar{x} \in B \left[ \frac{1}{2}(x^0 + x^*), \frac{1}{2}\rho \right]$. Furthermore, by Lemma 6, $\bar{x} \in S^*$. Since

$$S^* \cap B \left[ \frac{1}{2}(x^0 + x^*), \frac{1}{2}\rho \right] = \{x^*\},$$

recall that $S^*$ is a convex and closed set, we conclude that $x^*$ is the unique limit point of $(x^k)_{k \in \mathbb{N}}$. Hence $(x^{j_k})_{k \in \mathbb{N}}$ converges to $x^* \in S^*$.
6 Final Remarks

In this paper we have presented two algorithms for finding a solution to the $K$-convex variable inequalities problem. Using the same hypotheses their convergence is shown. At Algorithm $S$ the projection step involves more calculations than Algorithm $R$. However, the sequence generated by the first algorithm has better properties. In fact it converges to a solution of the problem, which lies closest to the starting point. We emphasize that this last special feature is interesting and it is useful in specific applications such as image reconstruction [19, 27]. The main drawback of extending these algorithms to the infinite dimensional spaces is that the existence of the subgradient has not been shown in the variable order case.

As studied in [18], variable orders can be considered in two different ways,

$$ y \preceq^1_K \bar{y} \text{ if and only if } \bar{y} - y \in K(y) $$

or

$$ y \preceq^2_K \bar{y} \text{ if and only if } \bar{y} - y \in K(\bar{y}) $$

problem (1) corresponds with the inequality defined by $\preceq^1_K$. If the order is given by $\preceq^2_K$, the inequality problem becomes

$$ \text{find } x \in C \text{ such that } F(x) \preceq_{K(0)} 0. $$

Since the cone $K(0)$ is fixed, the previous model is a non-variable $K$-inequality problem and it can be solved by the solution algorithm proposed in [10, 26].
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