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Abstract

Paraphrasing plays an important role in various natural language processing (NLP) tasks, such as question answering, information retrieval and sentence simplification. Recently, neural generative models have shown promising results in paraphrase generation. However, prior work mainly focused on single paraphrase generation, while ignoring the fact that diversity is essential for enhancing generalization capability and robustness of downstream applications. Few works have been done to solve diverse paraphrase generation. In this paper, we propose a novel approach with two discriminators and multiple generators to generate a variety of different paraphrases. A reinforcement learning algorithm is applied to train our model. Our experiments on two real-world datasets demonstrate that our model not only gains a significant increase in diversity but also improves generation quality over several state-of-the-art baselines.

1 Introduction

Paraphrases refer to texts with identical meaning but expressed in different ways. Paraphrase generation has a wide range of applications. For example, paraphrases can be used to extend the reference texts for the automatic evaluation of text generation tasks, which make the evaluation more robust and accurate (Madnani and Dorr, 2010). In addition to increasing reference texts, paraphrases can also augment training data for text classification problems, especially for tasks lack of training data. Besides, paraphrases can be used as variations of queries for information retrieval and question answering systems. Query paraphrasing can narrow the gap between system comprehension and user questions (Fader et al., 2014; Yin et al., 2015). And systems can obtain better results from multiple feedbacks for different query variants.

Traditional paraphrase generation approaches leverage manual-crafted rules (McKeown, 1983; Hassan et al., 2007). In recent years, sequence to sequence learning techniques have achieved improvements in a variety of NLP tasks, such as machine translation (Bahdanau et al., 2014; Cho et al., 2014), text summarization (Nallapati et al., 2016) and dialogue systems (Serban et al., 2017). Specifically, the paraphrase generation can also be formulated as a sequence to sequence problem. Existing neural paraphrase generation works (Prakash et al., 2016; Gupta et al., 2018; Li et al., 2018) also demonstrate the effectiveness of deep learning method.

Although prior paraphrase generation methods mainly consider only one single output for each input, the nature of paraphrasing indicates that we can paraphrase one sentence into several different sentences. Therefore, we hope to generate a variety of paraphrases while ensuring quality. However, most of the previous work dedicated to improving the quality of top generated sentence, but did not conduct in-depth research on the diversity of paraphrase generation. In fact, diversity is very important in many applications. More diverse paraphrases will be beneficial to robustness and accuracy of automatic text evaluation, text classification, and can avoid the blandness caused by repetitive patterns.

A straightforward way to generate multiple different sentences is using beam search to select the top k sentences. However, beam search generates suboptimal sentences, and the resulting sentences are very similar to each other. Gupta et al. (2018) employ a variational auto-encoder framework to produce multiple sentences according to different noise input. Xu et al. (2018b) learn a shared decoder with different decoder embeddings for various decoding pattern. Although we can get multiple outputs with different noise inputs or de-
coder embeddings, different outputs may have slight changes or even no difference.

In order to address the problem, in this paper, we utilize multiple generators to generate diverse paraphrases without sacrificing quality. Reinforcement learning makes it possible for every generator to explore different generation pattern, breaking the restriction of learning the same target sentences given by data in supervised learning. Thus, we design a reinforcement learning algorithm to guide the models learning procedure. The proposed framework contains two discriminators. One discriminator is to examine whether two sentences convey the same meaning, the other one is to distinguish the sentence is generated by which generator. The higher the confidence of one text be judged as generated by a certain generator is, indicating the more obvious the differences between that text and texts generated by other generators are. We combine the scores of the two discriminators as guiding signals to the generators using reinforcement learning. Therefore, generators can learn to synthesize texts with apparent differences and good quality.

Our approach can automatically discover the solution to diverse paraphrase generation through the jointly learning of the discriminators and generators. And the model uses the same data pairs as in learning mono-paraphrase generation without extra annotations. Experiments on two real-world datasets show that our model improves both in quality and diversity. There are mainly two contributions in our work: the first one is proposing a novel framework as well as a corresponding learning procedure to generate various paraphrases, the second one is performing experiments demonstrating that our method achieves improvement regarding both generation diversity and quality.

2 Related Work

Paraphrase generation In the early years, various traditional techniques have been developed to solve the paraphrase generation problem. McKeown (1983) makes use of manually defined rules. Hassan et al. (2007) use thesaurus-based method for lexical substitution. And statistical machine translation (SMT) has also been used. Quirk et al. (2004) train SMT tools on a large number of sentence pairs collected from newspapers. Wubben et al. (2010) propose a phrase-based SMT model trained on aligned news headlines. Zhao et al. (2008) utilize multiple resources to strengthen a log-linear SMT model. Recently, deep neural models have also been applied to paraphrase generation due to their great success on natural language processing tasks. Prakash et al. (2016) design a deep stacked network with residual connections, Gupta et al. (2018) propose a conditional variational auto-encoder which can produce multiple paraphrases, Iyyer et al. (2018) learn a model to generate syntactically controlled paraphrase, Li et al. (2018) propose a generator-evaluator architecture coupled with deep reinforcement learning. Although being similar to the architecture proposed in (Li et al., 2018), our framework targets a different goal. Our work focuses on generating multiple diverse paraphrases, while theirs dedicates to improving the quality of the top generated paraphrase. The main difference is that our approach utilizes a generator discriminator to encourage more diverse paraphrases, which is essential for diversity.

Diverse text generation A few works have explored to produce diverse generation by changing decoding schemes or introducing random noise. Methods that change decoding schemes are orthogonal and complementary to our work. Li et al. (2016) modify the score function in decoding to encourage usage of novel words and penalize words after the same partially generated sentence. Dai et al. (2017) utilize conditional generative adversarial network (GAN) to generate diverse image caption according to the input noise. Gupta et al. (2018) employ a variational auto-encoder framework with both encoder and decoder conditioned on source input. Shi et al. (2018) employ inverse reinforcement learning for unconditional diverse text generation. Xu et al. (2018a) propose a modified GAN to generate diverse and informative outputs for different inputs. Xu et al. (2018b) train a generator with different embeddings to generate multiple paraphrases, only the decoder embedding with lowest cross entropy can get updated.

3 Methods

3.1 Problem Definition

Given a source sentence $X$, we aim to generate multiple target sentences $S = \{Y_1, Y_2, ..., Y_k\}$. Specifically, our goal is to learn a model which can generate $S$ such that every $Y_i$ ($i=1..k$) has the
same meaning as $X$ and obvious differences between each other.

### 3.2 Models

Our diverse paraphrase generation framework consists of three parts: one paraphrase discriminator, one generator discriminator and multiple generators. Paraphrase discriminator determines whether two sentences have the same meaning, and the generator discriminator determines the sentence is generated by which generator. The goal of multiple paraphrase generators is to generate sentences that are judged as paraphrases of the input sentence, and the differences between sentences should be as large as possible. The intuition is that sentences with quite different expressions can be easily distinguished by the generator discriminator and will be judged as generated by the corresponding generator with high confidence.

#### 3.2.1 Paraphrase generator

We frame paraphrase generation as a sequence-to-sequence (Seq2Seq) problem and adopt the encoder-decoder framework. Multiple generators share the same encoder yet with their own decoder. The generation posterior of the $i$-th generator is:

$$ G_i(Y|X) = \prod_{t=1}^{T} P(y_t|y_{1:t-1}, X; \theta_i), $$

where $y_{1:t-1}$ indicates the subsequence from timestep 1 to timestep $t - 1$, $T$ denotes the length of output sentence $Y$. $\theta_i$ represents the parameter of the $i$-th generator, we omit $\theta_i$ in the following illustration for conciseness. We use pointer-generator (See et al., 2017) for our generators to alleviate the out-of-vocabulary problem and enhance the performance. In pointer-generator, the decoder can generate not only words from the chosen vocabulary as standard decoders but also words from the input sentences by copying them from the input. The probability of copying words can be represented as

$$ p_{\text{copy}}(y_t|y_{1:t-1}, X) = a_{ti}, $$

$$ a_{ti} = \frac{\exp(f(s_{t-1}, h_i))}{\sum_i \exp(f(s_{t-1}, h_i))}, $$

where $s_{t-1}$ is the decoder state at timestep $t - 1$, $h_i$ is the encoder hidden state at timestep $i$. $p_{\text{copy}}$ is actually $a_{ti}$, which is the attention distribution at timestep $t$. We use attention in (Bahdanau et al., 2014), thus $f$ is a linear function. The probability of extracting the next word from vocabulary is:

$$ p_{\text{vocab}}(y_t|y_{1:t-1}, X) = g(s_{t-1}, y_{t-1}, c_t), $$

$$ c_t = \sum_i a_{ti} \ast h_i, $$

where $y_{t-1}$ is the word generated last step, $c_t$ means the context vector at timestep $t$, $g$ is a linear function with softmax output. The overall probability of the next word is

$$ P(y_t|y_{1:t-1}, X) = p_{\text{gen}} \ast p_{\text{vocab}} + (1 - p_{\text{gen}}) \ast p_{\text{copy}}, $$

$$ p_{\text{gen}} = m(s_t, y_{t-1}, c_t) $$

where $m$ is a linear transformation with sigmoid activation output. $p_{\text{gen}}$ acts as a gate to control whether the next word is generated from vocabulary or is copied from the input.

#### 3.2.2 Paraphrase discriminator

We follow (Li et al., 2018) to cast paraphrase recognition as a sentence matching problem. In our work, we use a model with two recurrent neural networks (RNN). Assume giving a pair of sentences $(X, Y)$, paraphrase discriminator will score a value to evaluate the semantic similarity between $X$ and $Y$.

$$ \alpha = RNN_{\alpha}(X), \quad \beta = RNN_{\beta}(Y), $$

$$ \gamma = \tanh(W_{\alpha} \ast \alpha + b_{\alpha}) \ast \tanh(W_{\beta} \ast \beta + b_{\beta}), $$

$$ D_p = \text{softmax}(W_p \ast f_c(\gamma) + b_p), $$

sentence $X$ and sentence $Y$ are encoded using RNN-based encoder. The encoded representations $\alpha$ and $\beta$ are integrated into $\gamma$. Then we input $\gamma$ into a fully connected network $f_c$ and finally output a softmax classification probability, which represents the degree of meaning similarity between
$X$ and $Y$. We optimize the cross entropy loss for paraphrase discriminator.

$$L = -\log(D_p(X, Y +)) - \log(1 - D_p(X, Y -)),$$

where $(X, Y -)$ means sentence $Y -$ is not a paraphrase of $X$ and $(X, Y +)$ means sentence $Y +$ is a paraphrase of $X$. Paraphrase discriminator separate the negative sentence pairs from the positive ones.

### 3.2.3 Generator discriminator

In order to distinguish sentences generated by different generators, we learn a sentence discriminator. Suppose there is a set of sentences $\{S_1, S_2, ..., S_k\}$, where $S_i$ denotes sentences generated by the $i$-th generator. We hope our generator discriminator can separate sentences in $S_i$ (i = 1, k) from sentences generated by other generators. If there are obvious differences between sentences in $S_i$ and those generated by other generators, generator discriminator can determine the sentence is generated by the $i$-th generator with high confidence. Otherwise, if sentences in $S_i$ are very similar to those generated by other generators, generator discriminator will get confused and misclassify the sentences into another generator, thus confidence will be low as well. For simplicity, we use a RNN to extract feature from sentences and use a softmax output as activation function.

$$e = RNN(Y), D_p(y|Y) = softmax(e)$$

where $e$ indicates the sentence feature and $y$ means which generator generates $Y$. The generator discriminator is pretrained using data generated by the pretrained generators. During the reinforcement learning phase, generator discriminator updates iteratively using new samples produced by all generators.

### 3.3 Learning

#### 3.3.1 Maximum likelihood estimation

The most typical technique to train a Seq2Seq model is teacher forcing (Williams and Zipser, 1989), which is also referred to as maximum likelihood estimation (MLE).

$$L = \sum_{t=1}^{T} \log p(y_t^n | y_{1:t-1}^n, X)$$

where $y_t^n$ denotes the $t$-th word in the target sentence given by training sample. We pretrain all generators using teacher forcing. However, teacher forcing suffers from exposure bias (Ranzato et al., 2015). During training, the next word to generate is conditioned on the correctly annotated word subsequence. But in the inference stage, the model predicts the next word conditioned on words generated by itself, which causes inconsistency between training and inference. As model may generate wrong words, future generation conditioned on the generated subsequence will also be affected, leading to accumulated errors. One solution to this problem is finetuning generators via reinforcement learning after pretraining.

#### 3.3.2 Reinforcement learning

Regarding a generator as an agent interacting with the environment (i.e. the word input and context vector). The objective function of the generator can be written as

$$L = \sum_{\hat{Y}} R(\hat{Y}), \hat{Y} \sim \pi_\theta$$

$\hat{Y}$ indicates the word sequence sampled from the generator. $R$ is the reward function, and a batch of sentences is sampled to approximate the objective function since it is intractable to use all sentences. The optimization objective is to minimize the negative expected rewards of generated texts, in other words, maximize the expected rewards.

---

**Algorithm 1:** Training Procedure of our framework

**Input:** A data with paraphrase pairs $\{(X, Y)\}$ and non-paraphrase pairs $\{(X, Y -)\}$

**Output:** Generators $\{G_i\}_{i=1}^k$

1. Random initialize all generators $\{G_i\}_{i=1}^k$.
2. Pre-train all generators $G_i$ with $\{(X, Y)\}$.
3. Generate sentences $\{S_i\}_{i=1}^k; S_i = \{\hat{Y}\}$, using $G_i$.
4. Train paraphrase discriminator with $\{(X, Y)\}$ and $\{(X, Y -)\}$.
5. Pre-train generator discriminator with $\{S_i\}_{i=1}^k$.
6. while not converge do
   7. Sample sentences $\{X\}$ from the paraphrase corpus;
   8. for $i = 1$ To $k$ do
      9. Using $G_i$ to generate sentences $\{\hat{Y}\}$, by sampling and $\{\hat{Y}\}$, by greedy search;
      10. Compute the rewards using Eq(3);
      11. Update generators by minimizing Eq(4);
   end
   12. Generate sentences $\{S_i\}_{i=1}^k$ using $\{G_i\}_{i=1}^k$;
   13. Update generator discriminator with $\{S_i\}_{i=1}^k$ by minimizing Eq(7);
15 end
16 Return $\{G_i\}_{i=1}^k$.
The reward of each sentence is determined by the paraphrase discriminator and the generator discriminator together. The reward of the \( i \)-th generator is
\[
R_i = D_p(X, Y_i) \odot D_g(y = i|Y_i), \tag{3}
\]
where \( Y_i \) indicates the sentence generated by the \( i \)-th generator. The \( i \)-th generator can get a high reward only when sentence \( Y_i \) is recognized as a paraphrase of \( X \) by the paraphrase discriminator and the differences between \( Y_i \) and sentences generated by other generators is so large that generator discriminator takes \( Y_i \) as a sentence generated by the \( i \)-th generator.

Specifically, we use the self-critical algorithm (Rennie et al., 2017) as our reinforcement learning method. In order to reduce the variance of policy gradient method, a typical technique is subtracting baseline values to update the model. In order to reduce the variance of policy gradient method, a typical technique is subtracting baseline values to update the model.

\[
\sum Y \sum y R(X, Y)P(Y, y|X) = \sum Y \sum_{i=1}^k R(X, Y)D_y(y = i|Y)G_i(Y|X)
\]

The other sentence is generated by greedy search, \( \hat{y}_i = \arg \max_y P(y_t|\hat{y}_{1:t-1}, X) \), the word with the highest probability is selected at each step. The reward of the sentence generated by greedy search is used as a baseline. We use rewards subtracted by baseline values to update the model
\[
L = \sum_{t=1}^T (R(\hat{y}_t) - R(\hat{y})) \log p(y_t|y_{1:t-1}, X), \tag{4}
\]
which means that we compare the rewards of the sampled sentences \( \hat{y}_t \) and those of the sentences \( \hat{y} \) which are produced by greedy search. Only the generated sentences that outperform the sentence \( \hat{y} \) are given positive signals. As a result, Rewards will be increased as the generators increase the generation probability of better sequences while decreasing the chances of worse sequence generation.

### 3.3.3 The overall objective

Our goal is to generate multiple diverse paraphrases of high quality. We illustrate the reason why our model can achieve this goal from the aspect of the whole optimization objective. Given input \( X \), we hope to generate multiple high-quality sentences \( Y \). We make the assumption that \( y \) is only dependent on \( Y \), that is, \( D_g(y|Y, X) = D_g(y|Y) \). The weaker condition forces the generator discriminator to only focus on the generated sentences and encourages stronger diversity. The overall objective can be written as:
\[
\sum Y (R(X, Y)P(Y|X) = \sum Y \sum y R(X, Y)P(Y, y|X) \tag{5}
\]

The derived cost function of generator discriminator is:
\[
L = -\sum_{i=1}^k \mathbb{E}_{G_i(Y|X)} R(X, Y) \log(D_g(y = i|Y)) \tag{7}
\]

Since the gradient can not be propagated backward to \( G_i \) and \( D_y \) by gradient descent, we use reinforcement learning to update both \( D_y \) and \( G_i \). And directly optimizing the above objective will reduce the reward of a good output \( Y^* \) to zero for all generators except the one with the highest generation probability for this output \( Y^* \). We should lower the reward of that good output for other generators, but reducing the reward of \( Y^* \) to zero will affect the stability of other generators. To address this issue, we can regularize \( D_y \) by adding entropy or we propose to scale the gradient of \( D_y \) by \( 1/D_y \).
The outputs generated by $G_i$ are not equally contributed to $D_g(y = i|Y)$, outputs that have better quality are more encouraged by $D_g$. High-quality sentences $Y$ generated by $G_i$ maximize $D_g(y = i|Y)$ while minimizing $D_g(y = j|Y)$ ($j \neq i$) to force other generators to generate different sentences. The $i$-th generator maximizes $R(X, Y)D_g(y = i|Y)$ so that sentences generated by the $i$-th generator satisfy both the quality and diversity requirement. The complete learning procedure is shown in algorithm 1.

4 Experiment

4.1 Dataset

| Dataset | #Train | #Validation | #Test | #Positive | #Negative |
|---------|--------|-------------|-------|-----------|-----------|
| Quora   | 100K   | 3K          | 30K   | 100K      | 160K      |
| Twitter | 110K   | 1K          | 5K    | 10K       | 40K       |

Table 1: Statistics of datasets.

To validate our model’s capability to generate diverse paraphrases, we conduct experiments on two real-world datasets: Quora question paraphrase dataset ¹ and Twitter URL paraphrasing dataset (Lan et al., 2017).

Quora dataset contains a large corpus of question pairs collected from Quora. The Quora dataset totally contains about 400k data pairs. All the data are manually labeled whether two sentences convey the identical meaning. We randomly select 100k pairs for training, 3k for validation and 30k for test. The twitter dataset contains sentence pairs collected from Twitter. It also marks whether the sentence pairs are paraphrases. But the difference is that some of them are manually labeled and some are automatically labeled by the algorithm. For generators, we split test set and validation set from the manually labeled subset. The training set contains the rest data from the manually labeled subset and data from the automatically labeled paraphrase pairs. In order to avoid bias induced by the labelling algorithm, we only use the manually labeled data for the paraphrase discriminator. A summary of dataset statistics is given in Table 1.

4.2 Evaluation metric and baseline

We evaluate our model’s performance for both quality and diversity. For sentence quality, we use two commonly used metrics: BLEU (Papineni et al., 2002) and METEOR (Lavie and Agarwal, 2007). BLEU measures word overlapping between generated sentences and reference texts. METEOR introduces stemming and synonym matching to alleviate problems caused by only exact matching in BLEU. BLEU and METEOR scores are averaged for multiple generated sentences. To evaluate sentence quality more reliably, we also conduct human evaluations to compare the quality of sentences generated by different models. For diversity, we use self-BLEU (Zhu et al., 2018). To compute self-BLEU of a set of outputs, every output is picked once as candidate and others are used as references to compute BLEU score. And the average of all the BLEU scores computed for this set is self-BLEU. A lower self-BLEU score indicates better diversity.

Several basic models and existing neural-based methods are used as baseline models for comparison. For both datasets, we report results of attentive Seq2Seq (Bahdanau et al., 2014), variational auto-encoder (VAE-SVG-eq) (Gupta et al., 2018), conditional GAN (Dai et al., 2017) with the generator replaced by Seq2Seq, diversity-promoting GAN (DP-GAN) (Xu et al., 2018a), the generator with inverse reinforcement learning (IRL) (Shi et al., 2018), the generator with multiple decoder embeddings (D-PAGE) (Xu et al., 2018b) and pointer-generator (See et al., 2017). We use beam search for attentive Seq2Seq (Seq2Seq-BS), and pointer-generator (PG-BS) to generate multiple outputs. Top three outputs of each method are obtained for evaluation.

4.3 Implementation

We use the following experimental setting for our model. For generators, we randomly initialize all generators and train them by teacher forcing in the same way. We use three generators and utilize single-layer LSTM (Hochreiter and Schmidhuber, 1997) for both encoder and decoders. The hidden dimension of encoder and decoders is set to 256, the word embedding dimension is 128. We use Adam optimizer (Duchi et al., 2011) with a learning rate of 1e-3 in MLE pretrain. In reinforcement learning, the learning rate decreases to 2e-5 and the batch size is fixed at 32. We also use ground-truth with reward of $D_g$ to stabilize the training. We strengthen the performance of D-PAGE by replacing the basic Seq2Seq with pointer-generator.

¹ https://www.kaggle.com/c/quora-question-pairs
For paraphrase discriminator and generator discriminator, the sentence encoders are all built with one-layer LSTM with 256-dimensional hidden units and the dimension of word embeddings is set to 256. For each of the two discriminators, Adam optimizer with a learning rate of 1e-4 is used to optimize the loss function. The batch size is kept at 64 for paraphrase discriminator. We employ a 3-layer fully connected network with ReLU activation in paraphrase discriminator and set the dropout to 0.2.

## 5 Results

Results of automatic evaluation on Quora is shown in Table 2. Our model achieves the best METEOR score among all the models. As BLEU only calculate the exact overlapping between generated sentences and reference sentences, lower BLEU score does not necessarily indicate bad quality. In addition, every test case only has one reference text, which makes automatic evaluation more difficult to measure the real quality of multiple generated sentences. Since METEOR compares the generated sentences with the reference text using not only exact word matching but also stemming and synonym matching, we believe it measures the generation quality more accurately.

For human evaluation, we randomly select 100 input sentences from the test set of each dataset and get the generated results of different models for these inputs. We follow the human evaluation guideline in (Li et al., 2018). The sentence pairs are scored for two aspects of the generated results: fluency (whether the generated sentence is fluent and grammatical) and consistency (the meaning similarity between the input sentence and the generated sentence). Each output is given two ratings, scaling from 1 to 5, on fluency and consistency separately. An input and outputs generated for the input from different systems form a test group. The outputs from different systems in the test group are shuffled. The test groups are randomly assigned to annotators. Every test group is evaluated by two annotators and scores for each output are averaged. The agreement between annotators is moderate (kappa=0.54). The final score for each system is the average score for all outputs. Table 4 shows our model achieves better scores in both meaning similarity and fluency than baseline models.
How do you know you’re in love again?

How do you know if you’re in love with someone?

What are some ways to know that you are in love with someone?

How can you know if you’re in love?

How does this demonetisation of 500 & 1000 rupee notes help to reduce the price of real estate?

What will be the effect of banning 500 and 1000 notes on the Indian economy?

What will be the effect of banning 500 and 1000 notes on the stock markets?

What will be the effect of banning 500 and 1000 notes on the real estate sector?

How does the declaration that Rs 500 and Rs 1000 notes would not be accepted as valid transactions affect real estate in India?

How can the ban of 500 and 1000 rupee notes help in curbing the price of real estate?

I want to write a book - where should I start?

How do I write a book?

Table 5: Example paraphrases on Quora

| Source   | paraphrase                                                                 |
|----------|---------------------------------------------------------------------------|
| PG-BS    | How do you know you’re in love again?                                     |
|          | How do you know you are in love with someone?                             |
|          | How do you know if you’re in love with someone?                           |
|          | How can you know if you’re in love?                                       |
| ours     | How do you know if you’re in love with someone?                           |
|          | What are some ways to know that you are in love with someone?             |
|          | How can you know if you’re in love?                                       |
| Source   | How does this demonetisation of 500 & 1000 rupee notes help to reduce the price of real estate? |
| PG-BS    | What will be the effect of banning 500 and 1000 notes on the Indian economy? |
|          | What will be the effect of banning 500 and 1000 notes on the stock markets? |
|          | What will be the effect of banning 500 and 1000 notes on the real estate sector? |
| ours     | What will be the effect of banning 500 and 1000 notes on real estate sector in India? |
|          | How does the declaration that Rs 500 and Rs 1000 notes would not be accepted as valid transactions affect real estate in India? |
|          | How can the ban of 500 and 1000 rupee notes help in curbing the price of real estate? |
| Source   | I want to write a book - where should I start?                            |
| PG-BS    | I want to write a book, where should I start?                             |
|          | I want to write a book, how should I start?                               |
|          | I want to write a book, where can I start?                                |
| ours     | What should I do to write a book - where should I start?                  |
|          | I want to write a book, where should I start?                             |

Table 5 demonstrates some examples generated by pointer-generator using beam search and our model. Although pointer-generator indeed generates different sentences, it only yields little diversity. Sentences produced by pointer-generator can be very similar, many of them only differ from others by one word. Compared to sentences generated by pointer-generator, those produced by our model have not only more diverse expression but also better quality compared to those generated by other models.

In terms of diversity, our approach outperforms other methods by a large margin. VAE-SVG-eq, GAN and D-PAGE do not show better results than beam search. As discussed in (Xu et al., 2018b), beam search guarantees that multiple generated sentences are different from each other by at least one word, which yields better diversity. GAN methods often suffer from mode collapse problems and generate similar outputs. For VAE-SVG-eq, different random noise sampled from a Gaussian prior is used identically in training, so different noise inputs may produce the same sentences. The generator with IRL and DP-GAN have no obvious improvement in diversity in our task. Although the generator with IRL and DP-GAN also claim to improve diversity, their goal is essentially different from ours. The generator with IRL was proposed to tackle the unconditional text generation problem, where texts are generated without any input or condition. DP-GAN generates a more informative output for each input to avoid repetitive response for different inputs. In the experiments, we notice that VAE-SVG-eq and GAN generate similar or even identical sentences according to different random noise, which is consistent with the results posted in (Xu et al., 2018b). D-PAGE may able to find different patterns for very short sentences or phrases, but results in our experiments show that D-PAGE does not separate different patterns in longer sentences and the generated sentences lack diversity.

Table 3 shows scores on Twitter dataset. Our model achieves the best BLEU score and outperforms all baselines for METEOR. The human evaluation results presented in table 4 also show that our model produces better quality paraphrases. For diversity, our model again performs considerably better than other models. Since part of sentence pairs in Twitter dataset may be mislabelled by the labeling algorithm, it is harder to generate high-quality paraphrases on Twitter. Paraphrases generated by our model have not only more diverse expression but also better quality compared to those generated by other models.

Table 5 demonstrates some examples generated by pointer-generator using beam search and our model. Although pointer-generator indeed generates different sentences, it only yields little diversity. Sentences produced by pointer-generator can be very similar, many of them only differ from others by one word. Compared to sentences generated by pointer-generator, those produced by our model have obvious differences between each other. In the first example, our model uses different types of interrogative. In contrast, pointer-generator generates sentences that are almost the same. In the second example, pointer-generator generates similar sentences and yields obvious meaning changes from the input sentence. The sentences generated by our model are in different expressions and more relevant to the input sentence. In the third example, the sentences generated by pointer-generator show minor variations, while those generated by our model present richer expressions.
6 Conclusion

In this paper, we present a novel approach to generate diverse paraphrases. Multiple generators are pretrained in the same way, then learn different generation patterns and enhance generation quality via reinforcement learning. Paraphrase discriminator evaluates the meaning similarity between two sentences, generator discriminator distinguishes sentences generated from different generators. Experiments show that our model has better results concerning both diversity and quality. In the future, we would like to apply our framework to increase reference texts for automatic evaluation or augment training data for text classification.
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