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\textbf{Abstract.} It was shown recently that many of the Gustafson integrals appear in studies of the SL(2, R) spin chain models. One can hope to obtain a generalization of the Gustafson integrals considering spin chain models with a different symmetry group. In this paper we analyse the spin magnet with the SL(2, C) symmetry group and derive several new integrals.
1. Introduction

Gustafson’s integrals are the multidimensional generalization of the classical Mellin-Barnes integrals. These integrals [1, 2, 3] together with their q-deformed and elliptic analogs [4, 5, 6, 7, 8] play an important role in the theory of special functions of many variables, the theory of random matrices, applied mathematics, etc. Many of these integrals have a group theoretic interpretation. Namely, it was shown in [2, 3] that they can be represented as integrals over the corresponding compact simple Lie groups. At the same time it was known that some of these integrals appear naturally in the theory of integrable models. For instance, the classical Barnes first lemma follows from the Yang-Baxter relation for the \( R \) matrix for Toda chain. It turns out that such relations are not accidental. It is shown in [3] that many of the Gustafson integrals arise from certain relations between matrix elements in the SL(2, \( \mathbb{C} \)) spin chain models.

The spin chain models give an example of nontrivial integrable systems which can be solved by the quantum inverse scattering method (QISM) [10, 11, 12, 13, 14, 15]. One of the techniques available in the QISM is the Separation of Variables (SoV) method developed by E. K. Sklyanin [14]. He has shown that the system of eigenfunctions of the elements of a monodromy matrix provides a convenient basis for studies of spin chain models. The SoV method is especially suitable for the system with an infinite-dimensional Hilbert space such as spin chain models with noncompact symmetry groups, like SL(2, \( \mathbb{R} \)) or SL(2, \( \mathbb{C} \)). The eigenfunctions of the monodromy matrix elements for these models can be constructed explicitly in the form of multidimensional integrals which have a remarkably simple iterative structure [10, 17, 18, 19, 20]. Moreover, these eigenfunctions can be interpreted as Feynman integrals of a certain type that facilitates calculations of scalar products between different eigenfunctions. As a rule such scalar products are given by a product of the \( \Gamma \)-functions depending on the separated variables – parameters which characterize the eigenfunction. Using the completeness of the corresponding bases and re-expanding one set of the eigenfunctions over the other set, one arrives at integral identities which are, in the case of the SL(2, \( \mathbb{R} \)) spin chains, easy to identify as Gustafson’s integrals [9]. Moreover, proceeding along these lines it was possible to derive several new integrals.

It would be logical to extend this approach to spin chains with a different symmetry group. The most obvious candidate is the group SL(2, \( \mathbb{C} \)). The first step in this direction was done in [21] where a generalization of the first Gustafson integral was obtained by analysing the closed SL(2, \( \mathbb{C} \)) spin magnet. It is remarkable enough that being written in terms of \( \Gamma \)-functions associated with the complex field \( \mathbb{C} \) [22] the corresponding integral identity preserves its functional form. In this paper we derive the SL(2, \( \mathbb{C} \)) counterparts for another two Gustafson’s integrals (the integrals (2) and (3) in [9]). To this end we construct the SoV representation for the open spin chain magnets and calculate the transition matrix between the SoV representation for the closed and open spin chains. Using the completeness of the SoV representations we derive SL(2, \( \mathbb{C} \)) version of two integral identities that presents the main result of this paper.

Let us note that similar identities which involve integration and summation were considered in [23, 24, 25, 26, 27]. They are obtained as a limiting case of the elliptic star-triangle relation [24, 25]. The integrals derived in this paper also are obtained by a rather indirect approach. In our opinion it would be desirable to have a more direct proof of these identities using the techniques developed in [2, 3, 4, 6, 9].

The paper is organized as follows: In sect. 2 we briefly review the formulation of the SL(2, \( \mathbb{C} \)) spin magnets and the SoV construction. Section 3 contains details of the calculation of relevant scalar products. The new integral identities are given in sect. 4. Section 5 contains our summary and elements of the diagrammatic technique are collected in Appendix A.

2. SL(2, \( \mathbb{C} \)) spin magnets

The quantum SL(2, \( \mathbb{C} \)) spin magnet is a one dimensional lattice system which generalizes the well-known XXX, chain to the case of complex spins. The dynamical variables are two copies of spin generators \( S_\alpha^{(k)} \), \( \tilde{S}_\alpha^{(k)} \), defined at each site, \( k = 1, \ldots, N \). Here and below \( N \) is the length of the spin chain. The generators at the same site satisfy the standard \( sl(2) \) commutation relation

\[
[S_+, S_-] = 2S_0, \quad [S_0, S_\pm] = \pm S_\mp.
\]

\[
[\tilde{S}_+, \tilde{S}_-] = 2\tilde{S}_0, \quad [\tilde{S}_0, \tilde{S}_\pm] = \pm \tilde{S}_\mp.
\]
The generators at different sites commute. All commutators between holomorphic operators \((S_n)\) and anti-holomorphic \((\bar{S}_n)\) vanish. The only interaction between two sectors comes from the conditions imposed on the wave functions.

We assume that the generators belong to a unitary continuous principal series representation of the \(SL(2,\mathbb{C})\) group. Such a representation is determined by two complex spins, \(s\) and \(\bar{s}\), which are parameterized by a (half) integer number \(n\) and a real number \(\nu\) [20]

\[
s = 1/2 + n/2 + i\nu, \quad \bar{s} = 1/2 - n/2 + i\nu. \tag{2.2}
\]

In the standard realization the generators are first order differential operators

\[
S_- = -\partial_z, \quad S_0 = z\partial_z + s, \quad S_+ = z^2\partial_z + 2sz, \\
\bar{S}_- = -\partial_{\bar{z}}, \quad \bar{S}_0 = \bar{z}\partial_{\bar{z}} + \bar{s}, \quad \bar{S}_+ = \bar{z}^2\partial_{\bar{z}} + 2\bar{s}\bar{z}, \tag{2.3}
\]

which are adjoint to each other, \(S_0^* = -\bar{S}_0\), with respect to the \(L_2(\mathbb{C})\) scalar product

\[
(\Phi | \Psi) = \int d^2z \Phi(z, \bar{z}) \Psi(z, \bar{z}). \tag{2.4}
\]

The Hilbert space of the model is given by a direct product of \(N\) copies of the \(L_2(\mathbb{C})\) spaces,

\[
\mathbb{H}_N = \mathbb{V}_1 \otimes \mathbb{V}_2 \otimes \cdots \otimes \mathbb{V}_N, \quad \mathbb{V}_k = L_2(\mathbb{C}). \tag{2.5}
\]

We will consider only the homogeneous chains, i.e. \(s_1 = s_2 = \ldots = s_N = s\). Finally, since any equation in holomorphic sector has its anti-holomorphic twin copy we will write only the holomorphic version in most cases.

2.1. SoV for closed spin chain

The QISM allows one to construct a family of non-trivial commuting operators acting on the Hilbert space of the model. The fundamental object in this approach is the so-called Lax operator defined as

\[
L(u) = u + i(\sigma \otimes S), \quad \bar{L}(\bar{u}) = \bar{u} + i(\sigma \otimes \bar{S}), \tag{2.6}
\]

where \(\sigma^\alpha\) is the Pauli matrices, \((\sigma \otimes S) = \sum_\alpha \sigma^\alpha S_\alpha\) and complex numbers \(u, \bar{u}\) are called the spectral parameters. Taking a product of Lax operators one gets a monodromy matrix for a closed spin chain

\[
T_N(u) = L_1(u) \cdots L_N(u) = \begin{pmatrix} A_N(u) & B_N(u) \\ C_N(u) & D_N(u) \end{pmatrix}. \tag{2.7}
\]

Replacing \(L_k(u) \to \bar{L}_k(\bar{u})\) one gets the anti-holomorphic monodromy matrix, \(\bar{T}_N(\bar{u})\). It has to be stressed here that we do not assume any relation between the parameters \(u\) and \(\bar{u}\). It is shown in the QISM [14] that the entries of the monodromy matrix, which are polynomials in a spectral parameter, form commuting operator families, i.e.

\[
[A_N(u), A_N(v)] = 0, \quad [B_N(u), B_N(v)] = 0, \tag{2.8}
\]

etc. Commutativity implies that the eigenfunctions of the operators \(A_N, \bar{A}_N\) \((B_N, \bar{B}_N)\) do not depend on the spectral parameters. They form a basis of Sklyanin’s representation of the Separated Variables [14] and were constructed in the explicit form in [16] [20]. One can find a detailed derivation in [16] [20] [21]. We give only final expressions for the eigenfunctions which match exactly those in [21] including the normalization factors. The eigenfunction \(\Psi_A(x|z)\) satisfies the equations

\[
A_N(u) \Psi_A(x|z) = \prod_{k=1}^N (u - x_k) \Psi_A(x|z), \\
\bar{A}_N(\bar{u}) \Psi_A(x|z) = \prod_{k=1}^N (\bar{u} - \bar{x}_k) \Psi_A(x|z), \tag{2.9}
\]

where \(x_k, (\bar{x}_k = x_k^*)\) are the separated variables which take the form

\[
x_k = -in_k/2 + \nu_k \tag{2.10}
\]

with \(n_k - n \in \mathbb{Z}\) and \(\nu_k \in \mathbb{R}\). We use boldface letters for sets, \(x = \{x_1, \ldots, x_N\}\), etc.

Similarly, the eigenfunctions of the operator \(B_N\) obey the equations

\[
B_N(u) \Psi_B(p, x|z) = p \prod_{k=1}^{N-1} (u - x_k) \Psi_B(p, x|z), \\
\bar{B}_N(\bar{u}) \Psi_B(p, x|z) = \bar{p} \prod_{k=1}^{N-1} (\bar{u} - \bar{x}_k) \Psi_B(p, x|z), \tag{2.11}
\]

where \(\bar{p} = p^*\) and \(x = \{x_1, \ldots, x_{N-1}\}\) and \(x_k\) takes the form (2.10). The eigenfunctions can be written as

\[
\Psi_B(p, x|z) = |p|^{N-1} \Lambda_N(x_1) \cdots \Lambda_2(x_{N-1}) \alpha^{i\nu_1 + i\bar{\nu}_1}, \\
\Psi_A(x|z) = \bar{\Lambda}_N(x_1) \cdots \bar{\Lambda}_2(x_{N-1}) \bar{\Lambda}_1(x_N). \tag{2.12}
\]

The layer operators \(\Lambda_k(x)\) and \(\bar{\Lambda}_k(x)\) map functions of
The second layer operator $\tilde{A}_N(x)$ for $N = 4$. The diagrammatic representation for the kernels of the layer operators $\Lambda_N(x)$ (upper diagram) and $\tilde{A}_N(x)$ (bottom diagram) for $N = 4$.

$k - 1$ variables to functions of $k$ variables. Namely,

$$[\Lambda_k(x)\Phi(z)] = \prod_{i=1}^{k-1} \int d^2 w_i \chi_x(z_i, z_{i+1}, w_i) \Phi(w),$$

where $z = \{z_1, \ldots, z_k\}$ and $w = \{w_1, \ldots, w_{k-1}\}$. The function $\chi_x$ takes the form (see also Fig. 1)

$$\chi_x(z, z', w) = r(x)[z' - z]^{1-2s} \times [w - z]^{s+ix-1}[w - z']^{s-ix-1},$$

where $[z]^{\alpha} \equiv z^\alpha \bar{z}^\alpha$, the normalization factor is

$$r(x) = a(s + ix)a(\bar{s} - i\bar{x})$$

and the function $a(\alpha)$ is defined as follows

$$a(\alpha) = \Gamma(1 - \alpha)/\Gamma(\alpha).$$

(2.13)

The second layer operator $\tilde{A}_k(x)$ reads

$$\tilde{A}_k(x) \equiv [z_k]^{-s+ix} \Lambda_k(x)$$

(2.17)

Let us note that for the chosen normalization the layer operators satisfy the exchange relations

$$\Lambda_k(x)\Lambda_{k-1}(x') = \Lambda_k(x')\Lambda_{k-1}(x)$$

(2.18)

and the same for $\tilde{A}_k$. This ensures that the functions $\Psi_B(p, x)$ and $\Psi_A(x)$ are symmetric functions of the separated variables.

The kernels of the operators and the eigenfunctions can be represented in the form of Feynman diagrams. This appears to be quite useful for proving certain operator identities. The diagrammatic representation of the layer operators $\Lambda_N$ and $\Lambda_N$ is shown in Fig. 2.

Being the eigenfunctions of the self-adjoint operators these functions form a complete orthogonal basis in the Hilbert space $\mathbb{H}_N$, (Eq. (2.5))

$$(\Psi_A(x'), \Psi_A(x)) = (\mu_N^{(A)}(x))^{-1} \delta_N(x - x'),$$

(2.19)

and

$$(\Psi_B(p', x'), \Psi_B(p, x)) = (\mu_N^{(B)}(x))^{-1} \delta^2(\bar{p} - \bar{p}') \times \delta_{N-1}(x - x').$$

(2.20)

Here

$$\delta_N(x - x') = \frac{1}{N!} \sum_{s \in S_N} \prod_{k=1}^{N} \delta^{(2)}(x_k - x'_{s(k)}),$$

(2.21)

where the sum goes over all permutations of $N$ elements and

$$\delta^{(2)}(x - x') \equiv \delta_{nn'}(\nu - \nu').$$

(2.22)

The weight functions $\mu_N^{(A,B)}(x)$ (Sklyanin’s measures) take the form [10] [20]

$$\mu_N^{(B)}(x) = \frac{1}{(N-1)!} \frac{2\pi^{-N^2}}{(2\pi)^N} \prod_{1 \leq k < j \leq N-1} \delta_{N-1}[x_k - x_j],$$

$$\mu_N^{(A)}(x) = \frac{1}{N!} \frac{\pi^{-N^2}}{(2\pi)^N} \prod_{1 \leq k < j \leq N} \delta_{N}[x_k - x_j],$$

(2.23)

where we introduced the notation $[x] \equiv x\bar{x}$.

A completeness condition for the $B$-system reads

$$\prod_{k=1}^{N} \delta^{(2)}(\bar{z}_k - \bar{z}_k') = \int d^2 \bar{p} \int \mathcal{D}_{N-1} x \mu_N^{(B)}(x) \times \Psi_B(p, x|x') \Psi_B(p, x|x'),$$

(2.24)

where the integration measure is defined as

$$\int \mathcal{D}_{N-1} x = \prod_{k=1}^{N-1} \left( \sum_{n_k = -\infty}^{\infty} \int_{-\infty}^{\infty} d\nu_k \right).$$

(2.25)

The sum goes over integer or half-integer $n$ depending on whether $[s]$ is an integer or half-integer. A similar expression for the $A$-system can be found in [21].

We also write down the expressions for two matrix elements obtained in [21]. First of them is the matrix element of the shift operator,

$$T_{z_0}\Phi(z) = \Phi(z_1 - z_0, \ldots, z_N - z_0),$$

(2.26)

between $A$ states:

$$T_{z_0}(x, x') = (\Psi_A(x'), T_{z_0}\Psi_A(x))$$

(2.27)

$$= (-1)^{|A| - |A'|} \prod_{k,j=1}^{N} q(x_k, x'_j).$$

where

$$q(x_k, x'_j) = (\mu_N^{(A)}(x_j))^{-1} \delta_N(x_k - x'_j).$$
Here \((-1)^{|A|} = (-1)^{A_x-iA_z}\), \(A_X = \sum_k(s - ix_k)\) and
\[
q(x,x') = \pi a \left(1 + i(x - x')\right) \frac{a(\bar{s} - i\bar{x})}{a(s - ix')}.
\]
The second one is a scalar product
\[
\left(\Psi_B(p, x'), \Psi_A(x)\right) = |p|^{-N-1} |p|^{A_x} S_{BA}(x, x'),
\]
where
\[
S_{BA}(x, x') = \pi^N |s|^{A_x} \prod_{k=1} \prod_{j=1} q(x_k, x'_j).
\]

Generalization of the first Gustafson integral to the complex case follows from the re-expansion of the matrix element \((2.27)\) over the \(B\)-system. To proceed further we have to construct the SoV representation for the open \(SL(2, \mathbb{C})\) spin chain.

2.2. SoV for open spin chain

A systematic approach for constructing the integrable models with nontrivial boundary conditions has been developed by E. K. Sklyanin \([13]\). The monodromy matrix for an open spin chain is given by the following expression ▮

\[
T_N(u) = T_N(-u)\sigma_2^T_N(u)\sigma_2 = \left(\Lambda_N(u) \ B_N(u) \ C_N(u) \ D_N(u)\right),
\]

where \(T_N(u)\) is the monodromy matrix for the closed spin chain, Eq. \((2.7)\). It is shown in the QISM that the operators \(B_N(u)\) form a commuting family, \([B_N(u), B_N(v)] = 0\), and therefore can be diagonalized simultaneously. By a construction \(B_N(u)\) is a polynomial of the degree \(2N - 1\) in \(u\). It can be shown, see e.g. \([18]\), that it vanishes at \(u = -i/2\) and satisfies the equation
\[
(-2u + i) B_N(u) = (2u + i) B_N(-u).
\]

Thus the operator \(\hat{B}_N(u) = B_N(u)/(2u + i)\) is a polynomial of the degree \(N - 1\) in \(u^2\).

In order to construct the eigenfunctions of \(\hat{B}_N(u)\) we follow the approach of ref. \([18]\). Let us define a function \(G_N(u, v|z, w)\) as follows
\[
G_N(u, v|z, w) = \prod_{k=1}^{N-1} \int d^2\xi d\xi\left(\xi_{k+1} - \xi_k\right) \chi_{\bar{v}}(\xi_k, \bar{v}_k, w_k)
\]
\[
\times \chi_{v}(\xi_k, \xi_{k+1}, w_k)\bigg|_{\xi_N=z_N}.
\]

In the diagrammatic form this function is shown in Fig. 3. The function has certain properties that allow one to identify it with the kernel of the layer operator for the open spin chain. Namely, it can be verified with the help of the diagrammatic technique that \(G_N(u, v)\) is invariant under the permutation \((u, \bar{v}) \leftrightarrow (v, \bar{v})\). Moreover, one can check (see \([18]\)) that
\[
B_N(u) G_N(u, -u) = \hat{B}_N(u) G_N(u, -u) = 0.
\]

Therefore we define the layer operator for the open spin chain as follows
\[
[\Lambda_k(x)\Psi](z) = \prod_{i=1}^{k} \int d^2w G_k(x, -x|z, w)\Phi(w).
\]

The layer operators are even functions of the spectral parameter \(x\), \(\Lambda_k(x) = \Lambda_k(-x)\), and for the chosen normalization they satisfy the exchange relation
\[
\Lambda_k(x)\Lambda_{k+1}(x') = \Lambda_{k+1}(x')\Lambda_k(x).
\]

In order to prove such a relation it is sufficient to show that the kernels of operators on both sides of an equation coincide. It can be done diagrammatically with the help of the so-called integration rules given in Appendix A (Detailed examples of an application of the diagrammatic technique can be found in refs. \([16, 20]\)).

The eigenfunction of the operator \(\hat{B}_N\) takes exactly the same form as for the closed chain, the only modification being a replacement of the layer operators \(\Lambda_k \rightarrow \Lambda_k\)
\[
\Psi_B(p, x|z) = |p|^{N-1} \Lambda_N(x_1) \ldots \Lambda_2(x_{N-1}) e^{ip^2 + iz^2},
\]

Indeed, by virtue of Eqs. \((2.36)\) and \((2.34)\) this function is annihilated by the operators \(\hat{B}_N(\pm x_k)\), \(\hat{B}_N(\pm \bar{x}_k)\) and it is also an eigenstate of the momentum operator
\[
\left(\sum_{k=1}^{N} S^{(k)}\right) \Psi_B(p, x) = p\Psi_B(p, x). \]

This implies that
\[
\hat{B}_N(u)\Psi_B(p, x) = p \prod_{k=1}^{N-1} (u^2 - x^2_k)\Psi_B(p, x),
\]
and similar for $\bar{\mathbb{E}}_N(\bar{u})$.

The single-valuedness requirement for the function (2.37) leads to quantization of the separated variables: $s + ix_k - (\bar{s} + i\bar{x}_k) \in \mathbb{Z}$. It implies

$$x_k = -\frac{in_k}{2} + \nu_k, \quad \bar{x}_k = \frac{in_k}{2} + \nu_k,$$

(2.39)

where $n_k$ is a (half)integer such that $n_k - n \in \mathbb{Z}$ and $n$ is defined in (2.29). The normalization condition for the eigenfunctions implies that $\nu_k \in \mathbb{R}$.

Since the function $\Psi_B(p, x)$ is invariant under $x_k \to -x_k$ one can always assume that the separated variables belong to one of two regions: either $S_I = \{\nu_k \in \mathbb{R}_+, n_k - n \in \mathbb{Z}\}$ or $S_{II} = \{n_k \geq 0, \nu_k \in \mathbb{R}\}$.

The calculation of the scalar product of eigenfunctions is based on the following relation for the layer operators

$$\Lambda_k^\dagger(x') \Lambda_k(x) = \vartheta(x, x') \Lambda_{k-1}(x) \Lambda_{k-1}(x'),$$

(2.40)

which holds for $x \neq x'$ and where

$$\vartheta(x, x') = \frac{\pi^2}{[x - x'] [x + x']}.$$  

(2.41)

Assuming that $x \in S_I$ we obtain

$$(\Psi_B(p', x'), \Psi_B(p, x)) = (\mu_B(p, x))^{-1} \delta^2(\bar{p} - \bar{p}') \times \delta_{N-1}(x - x'),$$

(2.42)

where the weight function is given by

$$\mu_B(p, x) = \frac{1}{(N-1)!} \frac{\pi^{-2N^2}}{2^{N-1}} \prod_{1 \leq k < l \leq N-1} |x_k - x_l|^2 \times \prod_{1 \leq k \leq l \leq N-1} |x_k + x_l|.$$  

(2.43)

A completeness condition for the $\mathbb{E}$-system reads

$$\prod_{k=1}^N \delta^{(2)}(\bar{z}_k^s - \bar{z}_k^s) = \int d^2p \int_{S_1} D_{N-1}(x) \mu_B(p, x) \times \Psi_B(p, x | z) \overline{\Psi_B(p, x | z')},$$

(2.44)

where

$$\int_{S_1} D_{N-1}(x) = \sum_{n_k = -\infty}^\infty \int_0^\infty \ dx_k,$$

(2.45)

and the sum goes over integers or half-integers if $n$ is an integer or half-integer, respectively.

3. Scalar products

In order to derive new integral identities we have to calculate the scalar product between the eigenfunctions of the closed and open spin chains. The calculation makes use of the recursive structure of the eigenfunctions. Namely, let us represent $\Psi_N^A(x')$ and $\Psi_N^B(p, x)$ as follows

$$\Psi_N^A(x') = \Lambda_{N-1}(x') \Psi_{N-1}^A(x'),$$

$$\Psi_N^B(p, x) = |p| \Lambda_{N}(x) \Psi_{N-1}^B(p, x_{N-1}).$$

(3.1)

Here $x_{N-1} = \{x_1', \ldots, x_N'\}$ and similarly for $x_{N-1}$. Then the scalar product $\langle \Psi_N^A(x'), \Psi_N^B(p, x) \rangle$ can be cast into the form

$$|p| \langle \Lambda_{N-1}(x'_{N-1}), \Lambda_{N}(x) \rangle \Psi_{N-1}^A(x),$$

(3.2)

The product of layer operators can be factorized into the product of four Baxter operators

$$\Lambda_N(x') \Lambda_N(x) = \lambda_N(x', x') Q_{N-1}^\dagger(x) Q_{N-1}^\dagger(-x) \times (Q'_{N-1}(-x'))^{-1} Q_{N-1}(x'),$$

(3.3)

where

$$\lambda_N(x, x') = (-1)^{|x|} r(x')^{N-1} (-1)^{|x| - |x'|} q(\pm x, x').$$

(3.4)
Here and below we use a shorthand notation \( f(\pm x) = f(x) f(-x) \), \( f(\pm x \pm y) = f(\pm x \mp y) f(\pm x \mp y) \), etc. The diagrammatic representations for the operator \( Q_N(x) \), \( Q_N^+(x) \) and \( Q_N(x') \) are shown in Figs. 2 and 3 respectively. To verify that the operator \( Q_N^+(x) \) defined in such a way is indeed an inverse of \( Q_N(x) \) one needs to check that \( Q_N(x) Q_N^+(x) = 1 \). This relation follows immediately from Eq. (A.3).

The proof of the factorization formula (3.2) is a bit more complicated. First, using the transformation rules in Appendix A it is easy to show that

\[
\tilde{\Lambda}_N(x') \Lambda_N(x) = a(x, x') Q_{N-1}^+(x) Q_{N-1}^-(x) \mathcal{F}(x').
\]

Second, it is not hard to check that at \( x' \rightarrow x \) the product of the operators takes the form

\[
Q_{N-1}^+(x) Q_{N-1}^-(x) \mathcal{F}(x')|_{x' \rightarrow x} \sim Q_{N-1}^-(x) Q_{N-1}^+(x).
\]

It implies that \( \mathcal{F}(x) \sim Q_{N-1}^+(x) Q_{N-1}^-(x) \) and results in Eq. (3.2).

The operators \( Q_N(x) \) and \( Q_N(x') \) satisfy the following exchange relations with the layer operators \( \Lambda_k, A_k \)

\[
Q_k(x) \tilde{\Lambda}_k(x') = q(x', x) \tilde{\Lambda}_k(x) Q_k(x),
\]

\[
Q_k(x') \Lambda_k(x) = b(x, x') \Lambda_k(x) Q_k(x'),
\]

The factor \( q(x', x) \) is defined in Eq. (2.28) and

\[
b(x, x') = \pi^2 a(1 - i(x' \pm x)) \frac{a(s \pm ix)}{a^2(s - ix')}.
\]

Again, the identities (3.2) and (3.3) can be checked diagrammatically by representing the l.h.s. and r.h.s. of the identities in a form of Feynman diagrams and mapping one into another with the help of transformation rules given in Appendix A.

Taking into account Eqs. (2.12) and (2.37) one immediately concludes that the functions \( \Psi_{N-1}^{(A)}(x'_{N-1}) \) and \( \Psi_{N-1}^{(B)}(p, x_{N-1}) \) are the eigenfunctions of the operators \( Q_{N-1}(x) \) and \( Q_{N-1}(x') \) respectively. The corresponding eigenvalues are \( \prod_{k=2}^N q(x_k, x_1) \) for the function \( \Psi_{N-1}^{(A)}(x'_{N-1}) \) and

\[
\prod_{k=2}^N b(x_k, x'_1) \quad \prod_{k=2}^N \frac{1}{a(1 - i(x'_{k+1} + x'_j))}.
\]

Therefore, the answer for general \( N \) is obtained by a recursion.

\[
\left( \Psi_N^{(A)}(x'), \Psi_N^{(B)}(p, x) \right) = |p|^{N-1} |p|^{-A_N} S_A(x, x').
\]

Here \( A_N = \sum_{k=1}^N (s - ix_k) \) and

\[
S_A(x, x') = \sigma_N \prod_{k=1}^{N-1} a(s + ix_k) \prod_{k=1}^{N-1} a(s - ix_k)
\]

\[
\times \prod_{k=1}^{N-1} a(1 - i(x'_k + x_j)) \prod_{k<j} a(1 - i(x'_k + x'_j)),
\]

where the normalization factor \( \sigma_N \) is

\[
\sigma_N = (-1)^{[s]N(N-1)} \pi^{N(N-1)}.\]

Note that this expression possesses all necessary symmetries: it is symmetric under any permutation of \( x \) (\( x' \)) variables and invariant under the reflections \( x_k \rightarrow -x_k, k = 1, \ldots, N-1 \). We also want to stress that the \( p \)-dependence of the scalar product is fixed by the quantum numbers of the eigenstates and can be determined without calculations.

The calculation of the scalar product between the eigenfunctions of \( B \) operators goes along the same lines. We omit the details and present the final answer only:

\[
\left( \Psi_N^{(B)}(p', x'), \Psi_N^{(B)}(p, x) \right) = \pi \delta^{(2)}(\bar{p} - \bar{p}') S_B(x, x'),
\]

where

\[
S_B(x, x') = \sigma_N \prod_{k=1}^{N-1} a(s + ix_k) \prod_{k=1}^{N-1} a(s - ix_k)
\]

\[
\times \prod_{k=1}^{N-1} a(1 - i(x'_k + x_j)) \prod_{k<j} a(1 - i(x'_k + x'_j)).
\]

In next section we consider integrals involving these scalar products. Let us discuss analytic properties of the functions (3.7), (3.10). First we note that if \( \bar{x} = 1 - x^* \) then \( |a(x)| = 1 \). It means that all factors like \( a(s \pm ix_k) \) are pure phases. Second, it is easy to check that

\[
\prod_{k<j} \frac{1}{a(1 - i(x'_k + x'_j))} = \prod_{k<j} \frac{|x'_k + x'_j|}{|x_k + x_j|}.
\]

and, hence, this factor is integrable. Thus the only singularities one has to take care of are due to factors \( a(1 - i(x'_k + x_j)) \). The function \( a(1 - ix) \) becomes singular for \( x = 0 \ (x = -in/2 + \nu) \) only. Indeed,

\[
a(1 - i\nu) = \frac{\Gamma(i\nu - \frac{1}{2})}{\Gamma(1 - i\nu - \frac{1}{2})} = \frac{(-1)^{\nu}\Gamma(i\nu + \frac{1}{2})}{\Gamma(1 - i\nu + \frac{1}{2})}.
\]
thus the function \( a(1-i(x' \pm x)) \) is singular only when \( n' = \pm n \) and \( n' = \pm n' \). In the calculation of the scalar product the divergencies at \( x_k' = \pm x_j \) comes from the chain integration. To make this integral finite one can give the variables \( \nu_k' \) a small negative imaginary part, \( \text{Im} \nu_k' < 0 \). This effectively is equivalent to the following \( \epsilon \)-prescription for avoiding the singularity

\[
\Gamma(i(\nu_k' \pm \nu_j')) \to \Gamma(i(\nu_k' \pm \nu_j') + \epsilon). \tag{3.13}
\]

In what follows such a prescription of bypassing the poles will always be implied.

4. Integral identities

In order to obtain the SL(2, \( \mathbb{C} \)) integral identities let us re-expand the matrix element \( T_{\sigma_0}(x, x') \), Eq. (2.27), over the eigenstates of the operator \( \mathbb{B}_N \). Taking into account that

\[
T_{\sigma_0}(x, x') = \int \frac{d^2p}{p^2} \frac{[\mathcal{A}_s - \mathcal{A}'_s]}{e^{-i(pz_0 + \bar{p}z_0)}} \psi_{\sigma_0}(p, x)
\]

one gets the following relation

\[
T_{\sigma_0}(x, x') = \int D_{N-1}u \mu_{N}^{(B)}(u) S_A(x, x') S_A(u, x). \tag{4.1}
\]

In order to present the result in a compact form we redefine the variables: \( z_k = -ix_k' \), \( z_{N+k} = ix_k' \) for \( k = 1, \ldots, N \) \((z_k = m_k/2 + \mu_k, \bar{z}_k = -m_k/2 + \mu_k)\) and introduce the function \([22]\)

\[
\Gamma(z) \equiv \Gamma(z, \bar{z}) = a(1 - \bar{z}) = \Gamma(z)/\Gamma(1 - \bar{z})
\]

\[
= \frac{\Gamma(m/2 + \mu)}{\Gamma(1 + m/2 - \mu)} = (-1)^m \frac{\Gamma(-m/2 + \mu)}{\Gamma(-m/2 - \mu)}. \tag{4.2}
\]

The relation \([4.1]\) can be written in the form

\[
\frac{1}{2^{N-1}(N-1)!} \sum_{k=1}^{N-1} \sum_{n_k=\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dv_k}{2\pi i} \times \\
\prod_{k=1}^{N-1} \Gamma(z_j + u_k) \prod_{1 \leq k < j \leq N-1} \Gamma(z_j + u_k + u_j) \\
\prod_{1 \leq k \leq 2N} \Gamma(z_j + z_k) \Gamma(\sum_{k=1}^{2N} z_k). \tag{4.3}
\]

Here \( u_k = m_k + \nu_k \) and the sum goes over all integers or half-integers. All parameters \( n_k, m_k \) are integer or half-integer simultaneously. We assume that \( \text{Re} (\mu_k) > 0 \) so that the series of poles due to \( \Gamma(z_j - u_k) \) and \( \Gamma(z_j + u_k) \) lay in the right and left complex half-planes, respectively. This assumption \( \text{Re} (\mu_k) > 0 \) can be replaced by a requirement for the series of the poles to be separated by the integration contour. The contour is pinched by the poles whenever the condition

\[
\mu_i + \mu_k = -|m_i + m_k| - p_{ik}, \quad p_{ik} \geq 0 \tag{4.4}
\]

is fulfilled. The corresponding singularities show up as the poles of \( \Gamma(z_i + z_k) \) functions in the r.h.s. of Eq. (4.3).

The convergence of the integrals and the sum in (4.3) for large \( u_k \) depends on the variables \( z_k \). The integral and sum in (4.3) converge absolutely provided that \( \text{Re} \left( \sum_{k=1}^{2N} \mu_k \right) < 1 \) and define an analytic function of \( \mu_k \). Note also that the dependence on the spin \( s \) of the spin chain disappears completely.

Next, writing down the functions \( \psi_{\sigma}^{(A)}(x') \) and \( \psi_{\sigma}^{(B)}(x) \) in the basis provided by the eigenstates of the operator \( B_N \) one gets

\[
S_A(x, x') = \pi \int D_{N-1}u \mu_{N}^{(B)}(u) S_B(x, u) S_B(u, x').
\]

Using the explicit expressions \([3.9], [3.7], [3.10]\) for the functions \( S_A^{(AB)} \) and introducing the notations \( z_k = ix_k' = m_k/2 + \mu_k, w_k = -ix_k = p_k/2 + \xi_k \) we obtain

\[
\frac{1}{(N-1)!} \sum_{k=1}^{N-1} \sum_{n_k=\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dv_k}{2\pi i} \times \\
\prod_{k=1}^{N-1} \prod_{j=1}^{N-1} \Gamma(u_k + w_j) \Gamma(u_k - u_j) \\
\prod_{1 \leq m < j \leq N-1} \Gamma(u_m + u_k) \Gamma(u_m - u_k) \\
\prod_{1 \leq k < m \leq N} \Gamma(z_m + z_k) = \prod_{k=1}^{N} \Gamma(z_k + w_j). \tag{4.5}
\]

Here, as in Eq. (4.3), \( u_k = m_k + \nu_k \). All parameters \( \{m_k, p_j, n_i\} \) are integer or half-integer numbers simultaneously. The integration contours separate the poles the functions \( \Gamma(z_m - u_k) \) and \( \Gamma(u_k \pm w_j) \). The singularities due to the \( \Gamma \) functions in the numerator in the r.h.s. of (4.5) come from pinching of the integration contours. The singularities coming from the function \( \Gamma(z_m + z_k) \) in the denominator can be traced to the divergence of the integral in the regime \( u_m \sim -u_k \sim \infty \).

We also present here the SL(2, \( \mathbb{C} \)) analog of the first Gustafson integral. It was derived in \([21]\) and can be written as

\[
\frac{1}{(N-1)!} \sum_{k=1}^{N-1} \sum_{n_k=\infty}^{\infty} \int_{-\infty}^{\infty} \frac{dv_k}{2\pi i} \times \\
\prod_{k=1}^{N} \prod_{k=1}^{N} \Gamma(z_m - u_k) \Gamma(u_k + w_j) \Gamma(u_m - u_k) \\
\prod_{1 \leq m < j \leq N-1} \Gamma(u_m - u_k) \Gamma(u_m + u_k) \\
\prod_{1 \leq k < m \leq N} \Gamma(z_m + z_k) = \prod_{k=1}^{N} \Gamma(z_k + w_j) \Gamma(\sum_{k=1}^{N} z_k + z_k). \tag{4.6}
\]
As in the previous case the integration contours have to separate the series of poles of \( \Gamma \)-functions in the numerator. The integral and sum converge absolutely provided that \( \text{Re} \left( \sum_{k=1}^{N} (\mu_k + \zeta_k) \right) < 1. \)

For this integral there is no difference between integer and half-integer cases, since the equation is invariant under the transformation \( u_k \mapsto u_k + 1/2, \ z_k \mapsto z_k + 1/2 \) and \( w_k \mapsto w_k - 1/2 \). Note that this is not true for other two integrals.

Below we write down integrals (4.6) and (4.3) for \( N = 2 \) in the explicit form (4.3)

\[
\sum_{n} \frac{d\nu}{2\pi i} \prod_{k=1,2} \frac{\Gamma(z_k - \frac{n}{2} - \nu)}{\Gamma(1 - \bar{z}_k - \frac{\nu}{2} + \nu)} \frac{\Gamma(w_k + \frac{n}{2} + \nu)}{\Gamma(1 - w_k + \frac{\nu}{2} - \nu)} \\
= \frac{\Gamma(1 - \sum_k (\bar{z}_k + \bar{w}_k))}{\Gamma(\sum_k (z_k + w_k))} \prod_{k,j=1,2} \frac{\Gamma(z_k + w_j)}{\Gamma(1 - \bar{z}_k - \bar{w}_j)} \tag{4.7}
\]

for the integral (4.6) and

\[
\frac{1}{2} \sum_{n} \frac{d\nu}{2\pi i} (-1)^{2n} (n^2 - 4k^2) \prod_{k=1}^{4} \frac{\Gamma(z_k \pm \frac{n}{2} \pm \nu)}{\Gamma(1 - \bar{z}_k \pm \frac{n}{2} \pm \nu)} \\
= \frac{\Gamma(1 - \sum_k \bar{z}_k)}{\Gamma(\sum_k z_k)} \prod_{k < j} \frac{\Gamma(z_k + j)}{\Gamma(1 - \bar{z}_k - j)} \tag{4.8}
\]

for the integral (4.3). Again, the sum goes over integer or half-integer \( n \). The integrals (4.7) and (4.8) are the generalization of Barnes’ first lemma and de Branges - Wilson integral [80] [311] to the complex case.

5. Summary
We have derived a generalization of Gustafson’s integrals to the complex case. The integrals have the same functional form as in the real case save that the \( \Gamma \)-functions have to be replaced by the \( \Gamma \)-functions associated with the complex field \( \mathbb{C} \) and the integration measure have to be appropriately modified.

Our analysis relies on the QISM technique, especially the Separation of Variables method. For the \( \text{SL}(2, \mathbb{C}) \) spin chain the eigenfunctions of elements of the monodromy matrix are known explicitly. Using the diagrammatic approach we calculated some scalar products between the corresponding eigenfunctions of the closed and open spin chains. The scalar products are given by a product of the \( \Gamma \)-functions associated with the complex field \( \mathbb{C} \). Using the completeness of the SoV representation and expanding vectors in the scalar products over an appropriate basis we obtain generalization of Gustafson’s integrals to the complex case.

* For \( N = 2 \) the integral (4.3) is a partial case of (4.6).

We expect that the same technique can be applied to trigonometric and elliptic spin chains and gives rise to new \( q \)-beta and elliptic Gustafson type integrals.
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Appendix A. The diagram technique
Throughout this paper we used a diagrammatic representation for the kernels of relevant operators. Relations between operators are equivalent to the corresponding relations between operator’s kernels. The most convenient way to check such relations is to prove the equivalence of the corresponding diagrams (kernels). It can be done diagrammatically with the help of several simple identities – integration rules.

Below we give some of these rules (see also ref. [16]).

- An arrow with the index \( \alpha \) directed from \( w \) to \( z \) stands for a propagator \( D_\alpha(z - w) = (z - w)^{-\alpha} \):

\[
\text{ } \quad w \xrightarrow{\alpha} z = (z - w)^{-\alpha}
\]

It has the following properties:

\[
D_\alpha(z - w) = (-1)^{|\alpha|} D_\alpha(w - z).
\]

- The Fourier transform reads

\[
\int d^2 z e^{i(pz + \bar{p}\bar{z})} D_\alpha(z) = \pi i^{\alpha - \bar{\alpha}} a(\alpha) D_{1 - \alpha}(p), \tag{A.1}
\]

where the function \( a \) is

\[
a(\alpha) \equiv a(\alpha, \bar{\alpha}) = \Gamma(1 - \bar{\alpha})/\Gamma(\alpha),
\]

It has the following properties

\[
a(\alpha) a(1 - \bar{\alpha}) = 1, \quad a(\alpha) = -a(1 + \alpha),
\]

\[
a(\alpha) a(1 - \alpha) = (-1)^{|\alpha|}, \quad a(\alpha) = (-1)^{|\alpha|} a(\bar{\alpha}).
\]

- Chain rule

\[
\int \frac{d^2 w}{|z_1 - w|^\alpha |w - z_2|^\beta} = \pi \frac{a(\alpha) a(\beta)}{a(\gamma)} \frac{1}{|z_1 - z_2|^\gamma}, \tag{A.2}
\]

where \( \gamma = \alpha + \beta - 1 \). Its diagrammatic form is

\[
\text{ } \quad \alpha \quad \beta \quad \gamma
\]

For a special case \( \beta \rightarrow 2 - \alpha \) one gets

\[
\int \frac{d^2 w}{|z_1 - w|^\alpha |w - z_2|^{2 - \alpha}} = \pi^2 a(\alpha, 2 - \alpha) \delta^{(2)}(z_1 - z_2) \tag{A.3}
\]
• Star-triangle relation
\[ \alpha \gamma = \pi a(\alpha, \beta, \gamma) = 1 - \beta \]
\[ \beta \gamma = 1 - \alpha \]
where \( \alpha + \beta = \alpha' + \beta' \).

• Cross relation
\[ a(\alpha', \beta) = a(\alpha, \beta) \cdot \frac{\alpha'}{\alpha} \cdot \frac{\beta}{\beta'} \cdot \frac{1 - \alpha}{1 - \alpha'} \cdot \frac{1 - \beta}{1 - \beta'} \]
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