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Abstract: The last few years have seen an explosion of interest from researchers in the crossmodal correspondences, defined as the surprising connections that the majority of people share between seemingly-unrelated stimuli presented in different sensory modalities. Intriguingly, many of the crossmodal correspondences that have been documented/studied to date have involved audition as one of the corresponding modalities. In fact, auditory pitch may well be the single most commonly studied dimension in correspondences research thus far. That said, relatively separate literatures have focused on the crossmodal correspondences involving simple versus more complex auditory stimuli. In this review, I summarize the evidence in this area and consider the relative explanatory power of the various different accounts (statistical, structural, semantic, and emotional) that have been put forward to explain the correspondences. The suggestion is made that the relative contributions of the different accounts likely differs in the case of correspondences involving simple versus more complex stimuli (i.e., pure tones vs. short musical excerpts). Furthermore, the consequences of presenting corresponding versus non-corresponding stimuli likely also differ in the two cases. In particular, while crossmodal correspondences may facilitate binding (i.e., multisensory integration) in the case of simple stimuli, the combination of more complex stimuli (such as, for example, musical excerpts and paintings) may instead be processed more fluently when the component stimuli correspond. Finally, attention is drawn to the fact that the existence of a crossmodal correspondence does not in-and-of-itself necessarily imply that a crossmodal influence of one modality on the perception of stimuli in the other will also be observed.
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1. INTRODUCTION

In recent years, there has been a rapid growth of interest in research on the crossmodal correspondences. According to Spence [1, p. 973], crossmodal correspondences can be defined as “a compatibility effect between attributes or dimensions of a stimulus (i.e., an object or event) in different sensory modalities (be they redundant or not).” Crossmodal correspondences have now been documented between pretty much every pair of sensory modalities (see [2–6] for reviews). Interestingly, however, thus far, there has been far less research/evidence concerning intramodal correspondences, excluding, that is, limited work on Kandinsky’s colour-shape correspondences (see [7] for a review). In the crossmodal arena, it is noteworthy how much of the research that has been published to date has focused specifically on correspondences involving simple auditory stimuli, varying in pitch and to a lesser extent loudness (see [1,3,8] for reviews).

In this tutorial review, the focus is on those correspondences involving audition as one of the component modalities. However, in contrast to previous reviews of audiovisual correspondences involving simple stimuli (e.g., [2–4]), I also want to review the evidence concerning complex crossmodal correspondences (or rather correspondences between, or involving, stimuli that are themselves more complex). I start by briefly reviewing the evidence concerning simple crossmodal correspondences involving basic auditory features such as pitch, loudness, and timbre [9–11]. Thereafter, I move on to look at those correspondences involving more complex auditory stimuli, such as short musical excerpts [12]. Complex here being defined operationally as having multiple individuable elements or attributes. In terms of the putative consequences for perception (and ‘processing fluency’) of presenting corresponding versus non-corresponding sensory stimuli, it has been suggested that simple correspondences between different unisensory features (such as auditory pitch and visual size) may, at least under certain conditions, facilitate crossmodal binding [13]. By contrast, in the case of
combinations involving more complex stimuli, the primary consequence of ‘playing to the correspondences’ would appear to be in terms of a modulation of processing fluency (cf. [14]). In fact, while several of the same explanations (see [1,3] for reviews) can be put forward to account for both simple and complex correspondences, the relative weighting (or contribution) of the different accounts to explaining any particular crossmodal correspondence likely varies in the two cases.

2. CROSSMODAL CORRESPONDENCES

2.1. Correspondences Involving Simple Auditory Stimuli

Perhaps the single most extensively studied auditory attribute, or dimension, in the field of crossmodal correspondences research is pitch (see [8] for a review). Over the years, auditory pitch has been shown to correspond to visual size [10,15], visual angularity [9,16], brightness [16], lightness [16,17], elevation ([8,10,18–21]), and direction of movement [22]. In terms of auditory timbre-colour/shape crossmodal correspondences, Adeli et al. [11] concluded that their participants: “strongly associated soft timbres with blue, green or light gray rounded shapes, harsh timbres with red, yellow or dark gray sharp angular shapes and timbres having elements of softness and harshness together with a mixture of the two previous shapes.” It is, though, important to stress here, in passing, that no correspondence has been documented between certain pairs of sensory dimensions such as, for instance, auditory pitch and hue [23], or loudness and lightness [16].

In recent years, several researchers have attempted to investigate the automaticity of crossmodal correspondences (e.g., [24–26]). However, the evidence that has been published to date would appear to suggest that the audiovisual correspondences (or at least those that have been studied thus far) fail to meet all of the criteria necessary to classify a particular effect/phenomenon as automatic [27]. In terms of the neural substrates underlying, or associated with coding, the correspondence between auditory and visual stimuli/stimulus dimensions, parietal areas (specifically the intraparietal sulcus) looks likely to be one of the relevant candidate sites ([28,29]; see also [30,31]).

By now, crossmodal correspondences have been demonstrated between simple auditory and visual features in both chimpanzees [32] and very young infants ([33–36]; see also [37]). However, while such results have been taken by some commentators to imply that chimpanzees and neonates are synaesthetic, it should be noted that my colleague Ophelia Deroy and I have argued at length elsewhere against any such suggestion [38]. That said, the last few years has seen the publication of a few intriguing papers showing that individuals with synaesthesia may be more susceptible to the influences of certain crossmodal correspondences than are non-synaesthetes (e.g., see [39], see also [40]). At the same time, however, it is also worth remembering that crossmodal correspondences are often characterized as being relative [41,42]—that is, it is the larger of two circles that is matched to the lower-pitched of two sounds, rather than there being any specific match between a sound having a particular pitch and an object of a specific size. By contrast, the relation between inducer and concurrent in the case of synaesthesia proper tends to be absolute. This, then, just one of the many fundamental differences between crossmodal correspondences and synaesthesia (see [41] for a fuller discussion of this issue).

Studies using a variety of behavioural tasks have demonstrated that performance on crossmodally congruent audiovisual trials tends to be significantly different from that seen on those trials where crossmodally incongruent stimulus combinations are presented instead (see [1–3,31] for reviews). However, whether performance is better or worse really does seem to depend on the task that participants have to perform. For instance, crossmodally congruent stimulus combinations typically facilitate performance on speeded discrimination ([43]; and see [2] for a review) and Implicit Association Test-type tasks [9,44]. Meanwhile, in terms of the detrimental effects of audiovisual crossmodal correspondences, Parise and Spence [13] reported a series of unspeeded psychophysical studies demonstrating that participants found it significantly harder to discriminate the relative location, or timing, of auditory stimuli (pure tones) when presented together with a corresponding as compared to an incongruent visual stimulus. Elsewhere, presenting crossmodally corresponding audiovisual stimuli has been shown to lead to an enhanced temporal ventriloquism effect [45,46]. And, beyond their effect on perception, crossmodal correspondences have, by now, also been shown to influence both working memory [47] and learning too [48].

Crossmodal correspondences involving simple auditory stimuli are thought to be bidirectional [41]. That is, larger circles are matched with lower-pitched sounds, and lower-pitched sounds are just as strongly associated with larger circles. However, given that we are all visually dominant organisms [49,50], one might reasonably well expect to find that the crossmodal influence of visual over auditory stimuli would be larger than any effects documented in the reverse direction [51]. However, at least for the audiovisual case, the senses appear to be reasonably well matched in this regard. Indeed, over the years, a number of robust crossmodal influences have been documented in both directions, at least between simple auditory and visual stimuli (e.g., see [2] for a review). It should, though, be noted that such bidirectional crossmodal influences have not always been demonstrated [51].
2.2. Correspondences Involving Complex Auditory Stimuli

In terms of crossmodal correspondences involving more complex auditory stimuli, short musical excerpts have often been used as experimental stimuli. So, for instance, in one oft-cited study, Palmer and his colleagues demonstrated that people reliably associated different pieces of classical music with different colour patches [52]. The participants in the first of their studies had to listen to 18 short pieces of classical orchestral music by Bach, Brahms, and Mozart. The musical selections varied in terms of their tempo (slow/medium/fast) and mode (major/minor). For each musical excerpt (18–50 s in duration), the participants had to pick the five best-matching and the five worst-matching colours in order from the 37 carefully-selected Berkeley Colour Project colour patches (shown simultaneously). The results revealed some surprisingly robust crossmodal correspondences between the musical selections and the colours chosen. Intriguingly, this was the case both for Californian students (N = 48) as well as for a group of participants from the university of Guadalajara in Mexico (N = 49) who took part in the same experiment. The latter finding hinting at the possible cross-cultural generalizability of the audiovisual crossmodal correspondences that were documented.

Palmer et al.’s [52] participants also had to rate each and every one of the musical excerpts and colour patches in terms of how strongly associated they were to each of eight emotional descriptors: happy, sad, angry, calm, strong, weak, lively, and dreary. The participants responded using line scales ranging from −100 to 100. Generally-speaking, the results revealed that faster tempi musical pieces (as well as those musical selections played in major, as compared to minor, mode) were associated with more saturated, lighter, and yellower (i.e., warmer) colours. By contrast, musical selections played in minor mode were associated by the participants with darker, desaturated, bluer colours. Separately, in terms of the composers, Brahms’s music (or at least the 6 pieces selected for use in this study) was associated with less saturated, darker, bluer colours than were the musical selections of Bach and Mozart (which did not differ significantly from one another).

Further support for the emotional mediation account of such crossmodal correspondences was provided by the results of two further experiments in which Palmer et al.’s [52] participants matched the colour patches (Experiment 2) or the classical music selections (Experiment 3) to one of eight faces displaying different emotional expressions. Once again, robust correlations were obtained. Moreover, the music-colour matches documented in Palmer et al.’s Experiment 1 could be predicted on the basis of the music-emotion and colour-emotion results documented in Experiments 2 and 3. However, that said, one thing that remains unclear on the basis of this, and other studies like it, is whether any emotional mediation is based on the emotion experienced in response to the music, or rather, on a more cognitive assessment of the emotion that one might want to associate with the stimuli themselves [53]. Others, meanwhile, have questioned whether we should really be talking about affect rather than emotion [54].

In subsequent work, 34 musical excerpts sampled from a variety of different genres (including blues, salsa, heavy metal, etc.) were presented to participants [55]. In this case, arousal and valence were found to be key emotional attributes mediating the crossmodal association, or correspondence, between music and colour. There is a potentially intriguing link here to Osgood and colleagues’ classic early work on the semantic differential technique ([56]; see also [57–59]). Selecting short musical excerpts from pre-composed music, be it classical or any other genre, is, in some sense, unconstrained/uncontrolled in terms of stimulus generation. In order to address any such criticism, Palmer and his colleagues subsequently went on to show much the same pattern of emotionally-mediated crossmodal matches when their participants matched much more precisely controlled single-line melodies to colour patches instead [60]. However, while oft-cited, it should be stressed that Palmer et al.’s [52] study is by no means unique in demonstrating a connection between music and visual stimuli. In fact, over the years, many other studies have also documented an emotional mediation of music-colour correspondences (e.g., see [61–67]).

Here, it is worth remembering that the musical stimuli used in much of the crossmodal correspondences research that has been published to date were presumably professionally composed in order to elicit some particular emotional response in the listener. As such, it is perhaps not so surprising to find that the emotional mediation account should prove to have so much explanatory validity for complex auditory stimuli, at least when compared to its role in explaining the correspondences that have been documented between the presumably much less emotionally-valenced simple visual and auditory stimuli used in much of the research in this area (though see [68–71]). Whatever the explanation, the emotional mediation account of crossmodal correspondences/influences has undoubtedly become an increasingly common theme (or explanatory approach) in the literature in this area in recent years (e.g., see [72–74]).

While Palmer et al.’s [52] work involved complex auditory stimuli, the abstract colour patches that constituted the visual stimuli were relatively simple. Elsewhere, researchers have investigated people’s matching tendencies when presented with pieces of music and paintings. So, for
instance, Albertazzi and colleagues [75] demonstrated that people tend to associate Spanish music with materic painting. Furthermore, they also found that emotional adjectives such as ‘calm’ and ‘happy’ played a significant role in mediating the crossmodal associations between music and visual art that were observed. Here, it is worth highlighting the separate line of research assessing people’s sensitivity to cross-media artistic styles [76]. So, for example, Hasenfus et al. presented people with unfamiliar paintings, architecture, poetry, and music from several different historical epochs/styles (e.g., Baroque, Neoclassical, or Romantic). Across a series of studies, participants had to group the stimuli as they saw fit. Intriguingly, people were significantly more likely to group the stimuli from the same stylistic period together (seemingly regardless of media format) than would have been expected by chance. However, it turns out that such results can sometimes be explained more parsimoniously by the existence of basic sensory/perceptual correspondences rather than necessarily needing to postulate the extraction of common underlying stylistic qualities in the cross-media stimuli used [77,78]. (This presumably being more likely in those cases where the participants are unfamiliar with the complex stimuli that they happen to be rating.) And, once again, emotional mediation may play a significant role in people’s matching behaviour.

In closing this brief summary of audiovisual cross-modal correspondences involving complex auditory stimuli (which nearly always turn out to be excerpts from composed music), it is worth stressing, once again, that emotional adjectives such as ‘calm’ and ‘happy’ played a significant role in mediating the crossmodal associations between music and visual stimuli that were observed. Here, it is worth highlighting the separate line of research assessing people’s sensitivity to cross-media artistic styles [76]. So, for example, Hasenfus et al. presented people with unfamiliar paintings, architecture, poetry, and music from several different historical epochs/styles (e.g., Baroque, Neoclassical, or Romantic). Across a series of studies, participants had to group the stimuli as they saw fit. Intriguingly, people were significantly more likely to group the stimuli from the same stylistic period together (seemingly regardless of media format) than would have been expected by chance. However, it turns out that such results can sometimes be explained more parsimoniously by the existence of basic sensory/perceptual correspondences rather than necessarily needing to postulate the extraction of common underlying stylistic qualities in the cross-media stimuli used [77,78]. (This presumably being more likely in those cases where the participants are unfamiliar with the complex stimuli that they happen to be rating.) And, once again, emotional mediation may play a significant role in people’s matching behaviour.

In closing this brief summary of audiovisual cross-modal correspondences involving complex auditory stimuli (which nearly always turn out to be excerpts from composed music), it is worth stressing, once again, that just because people experience a correspondence, or some other sort of crossmodal association between music and visual stimuli that does not necessarily mean that there with be an influence on one stimulus on the other, if presented together. This, note, seemingly being the implication of the words ‘high’ and ‘low’ that are used in English to describe pitch and spatial elevation (though see also [93]). And, finally, there is also the increasingly-popular emotional mediation account of crossmodal correspondences. While this account has been used by researchers working with both simple and complex stimuli, it would seem to account for more of the variance in the data when considering the statistical regularities of the environment [1,3]. Although this account is unlikely to explain many of the correspondences that have been reported to date, it may provide a plausible account for intensity-based correspondences, given similar neural coding of intensity (in terms of increased neural firing) in all senses. In theoretical work on sound(pitch)-colour(hue) matching one also sometimes find researchers talking of some sort of physical structural relationship between the stimulus dimensions themselves (e.g., [65,89]).
accounting for correspondences involving more complex (and, as it happens, typically emotionally complex/meaningful) stimuli (e.g., music, paintings).

4. CONCLUSIONS

There has been a rapid growth of interest in crossmodal correspondences research in recent years amongst experimental psychologists, cognitive neuroscientists, and practitioners (e.g., in the multimedia community) [94–96]. Much of that research interest has tended to focus on the surprising associations that people experience with simple auditory stimuli (i.e., features such as pitch and, to a lesser extent, loudness and timbre). As well as providing a brief summary of that literature, in this tutorial review, I have attempted to summarize a number of the correspondences involving more complex auditory stimuli (typically short excerpts taken from composed music; [12,97,98]).
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