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The search for novel entangled phases of matter has lead to the recent discovery of a new class of “entanglement transitions”, exemplified by random tensor networks and monitored quantum circuits. Most known examples can be understood as some classical ordering transitions in an underlying statistical mechanics model, where entanglement maps onto the free energy cost of inserting a domain wall. In this paper, we study the possibility of entanglement transitions driven by physics beyond such statistical mechanics mappings. Motivated by recent applications of neural network-inspired variational Ansätze, we investigate under what conditions on the variational parameters these Ansätze can capture an entanglement transition. We study the entanglement scaling of short-range restricted Boltzmann machine (RBM) quantum states with random phases. For uncorrelated random phases, we analytically demonstrate the absence of an entanglement transition and reveal subtle finite size effects in finite size numerical simulations. Introducing phases with correlations decaying as $1/r^\alpha$ in real space, we observe three regions with a different scaling of entanglement entropy depending on the exponent $\alpha$. We study the nature of the transition between these regions, finding numerical evidence for critical behavior. Our work establishes the presence of long-range correlated phases in RBM-based wave functions as a required ingredient for entanglement transitions.

I. INTRODUCTION

The past decade has seen growing interest in identifying new phases of entangled, out-of-equilibrium quantum matter. A sufficiently generic, isolated quantum system is expected to approach thermal equilibrium under its unitary dynamics, and develop an extensive amount of entanglement entropy [1–3]. The eigenstates of such systems feature entanglement entropy scaling as a volume law. On the other hand, the presence of disorder or a quasiperiodic potential is capable of drastically changing the dynamical properties of the system, leading to many-body localization (MBL). MBL systems represent a different dynamical phase of matter, in particular characterized by area-law entangled eigenstates. The existence of distinct dynamical phases characterized by qualitatively different scaling of entanglement entropy naturally raises the question of the nature of the so-called MBL phase transition separating the ergodic and MBL phases. While the MBL transition received significant attention [4, 5], it was later realized to be a particular example of an entanglement transition, which separates phases with different entanglement scalings.

Beyond MBL, examples of an entanglement transition are provided by measurement-induced entanglement transitions in random unitary circuits under random local measurements [6–36], random tensor networks [32, 37–40], and Rokhsar-Kivelson [41] (RK) inspired wave functions [42]. While all these phase transitions feature different tuning parameters and phenomenology, they often can be mapped onto classical ordering (spontaneous symmetry-breaking) phase transitions. For instance, the measurement-induced transition, resulting from a competition between local random unitary dynamics and the rate of local projective measurements at random points in space and time, was shown [9, 10] to be related to a classical ordering transition in a replicated two-dimensional statistical model. Changing the measurement rate tunes the effective temperature of the classical model, driving it from an ordered phase at small measurement rate (corresponding to volume-law entanglement) to a disordered phase at large measurement frequency (area-law). Similar entanglement transitions and mappings also were reported in random tensor networks [37, 38].

A different approach to entanglement transitions was considered in [42]. There, the authors considered a variational Ansatz state inspired by the Rokhsar-Kivelson wave function [41], in which the weights for the configurations are chosen from the Gibbs weights of a classical spin-glass model. Since states with positive weights can only sustain an area-law worth of entanglement [43], an additional random sign structure was also considered. The entanglement transition in this scenario was proven to be related to the geometric localization of the wave function due to the classical spin glass transition.

Thus, on the one hand, both random tensor networks and measurement-induced entanglement transitions can be understood as an ordering transition in a two-dimensional statistical mechanical model, with the transition being induced by changing the tensor network bond dimension or the measurement rate. On the other hand, the transition observed in the RK-inspired wave function is closely related to the geometric spin-glass transition. This motivates the question if entanglement transitions can be driven by physics beyond classical ordering transitions. The MBL transition as mentioned above could be one example of this. However, investigating the MBL transition is particularly challenging, see [5] and references therein for recent progress.

In this work, we focus on the variational wave function approach. Specifically, in this paper, we consider a
neural-network inspired variational Ansatz for the quantum wave function [44]. Machine learning techniques have been proved fruitful to the field of many-body quantum physics [44–55]. Specifically, exciting progress has been made in identifying quantum phases and transitions among them, either symmetry-broken phases [47–50, 56] or topological phases [57], establishing connections to renormalization group techniques [58, 59] and perturbation theory [60]. In addition, machine learning ideas have also been used in measuring quantum entanglement and wave function tomography [55, 61, 62]. We focus on a particular neural network variational state, referred to as restricted Boltzmann machines (RBM) quantum states which have been proven [54, 63] to capture both an area-law as well as volume-law worth of entanglement depending on the locality of the neural network. In addition, recent work [52] showed that RBM states can also be used to parametrize quantum wave functions with non-Abelian symmetries. Having in mind the representability power of neural network Ansätze, and in particular, of the simple RBM Ansatz, we ask under what conditions it is capable of capturing an entanglement transition while continuously varying some parameters used to define the state.

Since our motivation lies in entanglement transitions not driven by classical phase transitions, we consider RBM quantum states where the real part of the wave function is a local function of the spin degrees of freedom. Since no classical phase transition can exist in local one-dimensional statistical models, in this way we exclude any possible entanglement phase transition driven by a classical phase transition in the wave function weights. Our main results and structure of this paper are as follows: After introducing short-range RBM quantum states and discussing their entanglement capabilities in Sec. II, we proceed with the study of short-range RMB states with uncorrelated random phases in Sec. III. There we demonstrate the volume-law entanglement scaling for all values of the variational parameter $\beta$ that plays a role of inverse effective temperature, indicating the absence of an entanglement transition. Next, in Sec. IV we study the phase diagram for short-range RBM quantum states but with power-law correlated phases as a function of inverse temperature $\beta$ and power-law exponent $\alpha$. We numerically show the existence of three different scaling regimes of the entanglement entropy and discuss the existence of a possible entanglement transition in the two-dimensional phase diagram characterized by $\alpha$ and $\beta$. We conclude in Sec. V with brief discussions of our results and comments on directions for future work.

II. RESTRICTED BOLTZMANN MACHINES

In this section, we introduce restricted Boltzmann machines in the context of their usage as a variational state for many-body quantum physics. Moreover, we discuss the entanglement properties of the resulting wave function which depends on the locality of the RBM Ansatz.

A. RMB as a wave function Ansatz

A restriction from a Boltzmann machine [64], the so-called restricted Boltzmann machine (RBM) is one of the simplest cases of an artificial neural network that can learn a distribution over the set of their input. In the context of quantum many-body physics [44], RBMs are often used to approximate the wave function that is interpreted as a (complex) marginal probability distribution. Assuming that the wave function is defined on the many-body Hilbert space of spin-1/2 degrees of freedom, the spin configurations $\sigma \in \{-1,1\}$ represent an input referred to as “physical spins”.

The RBM is defined on a bipartite graph, whose vertices are grouped into two classes: the hidden spins and the physical (visible) spins, see Fig. 1. Suppose there are $N$ visible spins and $M$ hidden spins, and we associate the $N$ variables $\sigma \in \{-1,1\}$ and $M$ variables $h \in \{-1,1\}$ to the physical and hidden spins respectively. The spins in the hidden layer are connected to those in the physical layer, but there is no connection among spins in the same layer (see Fig. 1 for an illustration). The RBM representation of the amplitudes of a quantum many-body wave function is obtained by tracing out the hidden spins:

$$
\Psi_\Omega(\sigma) = \sum_{h_j = \pm 1} e^{\sum_{i=1}^N a_i \sigma_i + \sum_{j=1}^M b_j h_j + \sum_{ij} \sigma_i W_{ij} h_j},
$$

and is fully specified by a set of variational parameters denoted as $\Omega = \{W, a, b\}$ that can assume complex values. Here non-zero interactions between hidden and physical spins $W_{ij}$ induce correlations between physical spins, whereas constants $a_i$ renormalize the wave function amplitudes depending on the state of individual spins and do not induce correlations. The presence of either non-zero $a_i$ or $b_i$ leads to a breaking of the $Z_2$ symmetry associated with flipping all physical spins. The summation over hidden spins in Eq. (1) can be performed analytically, resulting in

$$
\Psi_\Omega(\sigma) = e^{\sum_{i=1}^N a_i \sigma_i} \prod_{j=1}^M 2 \cosh \left( b_j + \sum_{i=1}^N W_{ij} \sigma_i \right).
$$

Since the quantum many-body wave function typically contains complex parameters, we rewrite each term in the sum in its polar form $\Psi_\Omega(\sigma) = e^{i\phi_\sigma} e^{-E_{\Omega}(\sigma)/2}$, where both $\phi_\sigma$ and $E_{\Omega}(\sigma)$ are real, with the latter playing an analogue of an energy in the partition function that determines the norm of the state. More specifically, we introduce the partition function $Z = \langle \psi_\Omega | \psi_\Omega \rangle = \sum_\sigma e^{-E_{\Omega}(\sigma)}$, thus corresponding to a statistical model characterized by the energy function $E_{\Omega}(\sigma)$. In the remaining of the paper, we will explore the structure of entanglement in this wave function, depending on the different choices of the variational parameters $\Omega$. 
Moreover, Ref. [63] demonstrated via an explicit example that long-range RBM states can exhibit volume-law entanglement. This further implies that the corresponding MPS representation of such a state would require an exponential scaling of the bond dimension with the system size.

As we discussed above, RBM Ansätze are capable of representing quantum states with both area- and volume-law entanglement. This suggests the natural hypothesis that RBM may provide a potential Ansatz for a variational wave function that exhibits an entanglement transition. Inspired by this hypothesis, in the remainder of this work we explore entanglement structure of the RBM quantum states and its dependence on the variational parameters.

### III. UNCORRELATED RANDOM PHASES

In this section we motivate and introduce the first family of variational RBM Ansätze with random uncorrelated phases. After that we discuss results for the annealed average of the second Renyi entropy which shows the absence of an entanglement transition in this family of wave functions.

#### A. RBM ansatz wave function

In this work, we only consider ansätze that do not allow for a description of the entanglement transition in terms of a classical phase transition in the wave function weights. Is it then natural to restrict to local RBM quantum states. However, such construction cannot encode volume law entanglement due to result of Ref. [63] discussed above. Thus we introduce a minimal extension to the short-range RBM ansatz and include an additional contribution coming from independent and identically distributed (i.i.d) random phases. In this aspect, our construction is similar to that of Ref. [42] that extended the variational wave function of the Rokshar-Kivelson type with random phases. Crucially, here we keep the interactions between spins strictly local.

Specifically, we consider the following ansatz state as our starting point:

\[
|\psi_{\Omega}(\beta)\rangle = \frac{1}{\sqrt{Z}} \sum_{\sigma} e^{i\phi_{\sigma}} \Psi_{\Omega}(\sigma, \beta)|\sigma\rangle,
\]

where each phase $\phi_{\sigma}$ is i.i.d and drawn from a uniform distribution in the $[-\pi, \pi]$ interval. This wave function is parametrized by the parameter $\beta$ that plays the role of effective inverse temperature in the RBM-type state $\Psi_{\Omega}(\sigma, \beta)$,

\[
\Psi_{\Omega}(\sigma, \beta) = \prod_{j=0}^{N} \cosh \left( \beta (\lambda + \sigma_j + \sigma_{j+1}) \right).
\]
This state is a particular example of RBM wave function from Eq. (2), where the network geometry includes only nearest neighbor interactions between physical and hidden spins, see Fig. 1(b). We note that $\Psi_{\Omega}(\sigma, \beta) > 0$ for all states $|\sigma\rangle$ in the computational basis, and hence it can be written as $\Psi_{\Omega}(\sigma, \beta) = e^{-E_{\Omega}(\beta)/2}$, where

$$E_{\Omega}(\beta) = -2 \sum_j \ln \cosh \left( \beta (\lambda + \sigma_j + \sigma_{j+1}) \right),$$

(4)

can be interpreted as the energy of some underlying statistical mechanical model. In what follows we fix the value of lambda such that $\lambda = 0.1$.

### B. Bounding Renyi entropies

We are interested in studying average Renyi entropies,

$$\langle S_n(\rho_A) \rangle = \frac{1}{1-n} \left( (\ln \text{Tr}(\rho_A)^n) - n \langle \ln Z \rangle \right),$$

(5)

where $\rho_A = \frac{1}{2} \tilde{\rho}_A$ represent the normalized quantum state of the subsystem A. The averaging is performed over the random phases $\sigma$ in Eq. (3). However, in general calculating $\langle \ln \rho_A^n \rangle$ is analytically intractable and hence we resort to computing a lower bound. The lower bound, $\langle S_n(\rho_A) \rangle \geq \langle S_n(\rho_A) \rangle_{\text{ann}}$, uses the so-called annealed average of the same Renyi entropy

$$\langle S_n(\rho_A) \rangle_{\text{ann}} = \frac{1}{1-n} \left( (\ln \text{Tr}(\rho_A)^n) - n \ln \langle Z \rangle \right),$$

(6)

where the disorder-averaged density matrix and partition function enter the logarithm.

It is possible to show that for any state of the form of Eq. (3) all annealed Renyi entropies can expressed via modified partition functions depending on the Renyi index $n$. In particular, focusing on the second Renyi entropy we obtain

$$\langle S_2(\rho_A) \rangle_{\text{ann}} = -\ln \left( \frac{\text{Tr}_A Z_A^2 + \text{Tr}_B Z_B^2}{Z^2(\beta)} - Y(\beta) \right),$$

(7)

where $Z_A, B = \text{Tr}_A, B e^{-E\Omega(\beta)}$ are the partition function on region A and its complement B, and $Y = Z(2\beta)/Z^2(\beta)$ corresponds to the inverse participation ratio. Such representation of the second Renyi entropy opens the door to analytical calculations of Eq. (7). The final results then is an analytical function of the system size $N$ and the variational parameter $\beta$. This allows us to obtain the value of $\langle S_2(\beta) \rangle_{\text{ann}}$ for an arbitrary system sizes $N$. We relegate the detailed derivation to Appendix A and instead discuss results below.

### C. Absence of entanglement transition

In Fig. 2(a) we compare the numerical results for the average bipartite second Renyi entropy with the corresponding lower bound. We observe a good agreement between the average second Renyi entropy and its lower bound throughout the full range of considered values of $\beta$. At low $\beta$ the bipartite second Renyi entropy scales extensively with system size, $S_2 \sim N$ which further implies the same scaling for the entanglement entropy. At larger values of $\beta$ we observe an apparent crossing for curves corresponding to different system sizes. While this may suggest the existence of an entanglement transition tuned by $\beta$, below we will argue that this crossing originates from strong finite size effects.

To explore the fate of the crossing between normalized second Renyi entropy curves as the number of spins is increased, we first compute the difference between the annealed second Renyi entropy for systems consisting of $N$ and $N-2$ spins. Figure 2(b) shows that the crossing...
point shifts toward larger values of $\beta$ when the number of spins $N$ is increased, suggesting the absence of an entanglement transition in the present case. The absence of transition is further supported by Fig. 2(c), that shows a logarithmic increase of the value of $\beta_{\text{cross}}$ defined as the point where crossing occurs between normalized second Renyi entropy for $N$ and $N+\delta$ spins. The logarithmic increase with $N$ holds for $\beta_{\text{cross}}$ irrespective of the separation $\delta$ between the system sizes considered, giving a strong indication that the crossing shifts to $\beta = \infty$ in the thermodynamic limit.

Summarizing, the above results imply that short-range RBM quantum states with uncorrelated random phases, Eq. (3), always display a volume-law entanglement at arbitrary large but finite values of $\beta$. Therefore this ansatz does not have an entanglement transition as a function of $\beta$. While the result here was obtained for a simple class of RBM states with only nearest neighbor interactions, we also numerically confirmed it for longer-range local RBM states. Thus we believe that arbitrary local (finite-range) RBM states feature volume-law entanglement for any finite values of $\beta$, and thus do not have an entanglement transition.

IV. CORRELATED RANDOM PHASES

As we discussed in Sec. III, the presence of uncorrelated random phases does not allow for an entanglement transition in the local RBM variational Ansatz. Two natural directions towards an entanglement transition consist in relaxing either the locality of the energy function $E_{\Omega}(\beta)$ or introducing correlations between random phases in Ansatz (3). In order to avoid a spin-glass transition in the classical Hamiltonian, leading to the geometric localization of the wave function, we keep the local structure of RBM and relax the condition of uncorrelated random phases. In particular, below we consider a short-range RBM ansatz with power-law correlated random phases, controlled by a power-law exponent $\alpha$.

A. RBM Ansatz wave function

We introduce correlations between random phases using the RBM description of the wave function with complex parameters. Specifically, we consider the Ansatz Eq. (2) with $a_i = 0$ and complex values of $W_{ij}$ written as $W_{ij} = W_{ij}^{(1)} + iW_{ij}^{(2)}$. The real part of the couplings is taken to be local with constant nearest neighbors interaction, that is, $W_{ij}^{(1)}$ is the same as in Eq. (3). The imaginary part of couplings, $W_{ij}^{(2)}$, is a random number that is suppressed with distance between points $i$ and $j$,

$$W_{ij}^{(2)} = \frac{w_{ij}}{|i-j|^{\alpha}}, \text{ with } w_{ij} \in [-\pi, \pi].$$  

Here the power-law exponent $\alpha > 0$ controls the decay of correlations in real space. In addition, we consider a longitudinal magnetic field of the form $b_j = \lambda + ib_j^{(2)}$, with $b_j^{(2)} \in [-\pi, \pi]$.

Translating the above choice of complex $W_{ij}$ into the wave function and keeping only the local part of the energy function we obtain the following expression:

$$|\psi_{\Omega}(\beta)\rangle = \frac{1}{\sqrt{Z(\beta)}} \sum_{\sigma} e^{i\phi_{\sigma}} e^{-E_{\Omega}(\beta)/2} |\sigma\rangle,$$

where $\phi_{\sigma} = \sum_{j=1}^{N} \text{sign}(X_j^{(1)})X_j^{(2)}$ and $E_{\Omega}(\beta)$ is given by Eq. (4). We can think of the state Eq. (10) as the result of time evolving the state $|\Phi\rangle = \frac{1}{\sqrt{Z(\beta)}} \sum_{\sigma} e^{-E_{\Omega}(\beta)/2} |\sigma\rangle$ that has no phases with a Hamiltonian $H_Z$ that is diagonal in the computational basis and has eigenvalues $\phi_{\sigma}$. Since the state $|\Phi\rangle$ features an area-law entanglement [63], the structure of entanglement of the state $|\psi_{\Omega}(\beta \gg 1)\rangle$ is determined by the phases encoded in $H_Z$. Below we will consider the structure of $H_Z$ and use it to understand the entanglement of the resulting state.

The explicit form of $H_Z$ depends on the range $\mathcal{R}$ of the real part of RBM couplings $W_{ij}^{(1)}$. However, for any finite $\mathcal{R}$ it features long-range power-law interactions between spins determined by the parameter $\alpha$. As an example, it is possible to show that for the present ansatz

$$H_Z = \sum_{ij} \frac{J_{ij}}{|i-j|^{\alpha+1}} \sigma_i^z \sigma_j^z + \sum_i h_i \sigma_i^z,$$

where $J_{ij} \propto w_{ij}^2$ and $h_i$ is a random number uniformly distributed in the $[1/2,1/2+\pi]$ interval. In order to understand the entanglement created by $H_Z$, we use results
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The explicit form of $H_Z$ depends on the range $\mathcal{R}$ of the real part of RBM couplings $W_{ij}^{(1)}$. However, for any finite $\mathcal{R}$ it features long-range power-law interactions between spins determined by the parameter $\alpha$. As an example, it is possible to show that for the present ansatz

$$H_Z = \sum_{ij} \frac{J_{ij}}{|i-j|^{\alpha+1}} \sigma_i^z \sigma_j^z + \sum_i h_i \sigma_i^z,$$
of Ref. [71]. This work obtained an upper bound on the rate of production of entanglement entropy, $\Gamma = dS_A/dt$. The entanglement rate scales as the area of the boundary’s subregion when $\alpha > 2$ ($\alpha > D + 1$ in arbitrary dimensions). Since the initial state $\ket{\Phi}$ is an area-law state, the aforementioned result guarantees that the state $|\psi_\Omega(\beta \gg 1)\rangle$ has an area-law entanglement if $\alpha > 2$. In contrast, for $\alpha < 2$ the results of Ref. [71] imply that the entangling rate that scales as $\Gamma \sim N_A^{2-\alpha}$, where $N_A$ is the size of the subregion $A$ which here we always take as $N_A = N/2$ since we focus on the bipartite entanglement. Note that when $\alpha \in (1,2)$ we get that $2 - \alpha < 1$ and hence, the entangling rate scaling is sub-extensive in the system size $N$.

The application of the upper bound from Ref. [71] results in the high-$\beta$ phase diagram boundaries shown at the top part of Fig. 3(a). For $\alpha > 2$ the bound implies area-law scaling of entanglement. For the intermediate values of $1 < \alpha < 2$ we expect at most a subextensive amount of entanglement, $S \propto N_A^{2-\alpha}$. Finally, for the values of $\alpha < 1$ the upper bound has volume-law entanglement and thus is not very useful.

C. Phase diagram

Although the bound discussed above provides expectations for the phase diagram at high values of $\beta$, the expansion breaks down at small values of $\beta$. Therefore, we resort to numerical simulations to determine the phase boundaries at intermediate and small values of $\beta$. To be consistent with our previous approach, we focus on the second Renyi entropy and perform numerical simulations for systems with up to $N = 20$ physical spins. The results of these simulations are summarized in Fig. 3.

To begin with, let us explore the region determined by $\alpha < 1$, where according to summary shown in Fig. 3(a) we expect the volume law entanglement. In this region, the analytical bound does not provide any useful information. We compare the numerical results for average second Renyi entropy $\langle S_2(\alpha,\beta)\rangle$ with fixed $\alpha < 1$ to the analytical result from Eq. (7) for the annealed average obtained under assumption of i.i.d random phases and the same non-random energy function. Remarkably, we observe a good agreement between both quantities at all values of $\beta \in [0,1.5]$ considered in the numerical simulations, see an example in Fig. 3(b). In particular, we find that for every $\beta$ in the considered range the difference between the analytical expression and numerically averaged second Renyi entropy is on average $\sim 10^{-7}$ and assumes the maximal value of $\sim 10^{-4}$ in the worst case, achieved for small values of $\beta$. This result suggests that, in this regime, the average second Renyi entropy in the presence of long-range phase correlations nearly coincides to its annealed average value in the case of uncorrelated random phases. This case was considered in Section III, where we demonstrated an absence of entanglement transition.

Therefore, although the finite size scaling reveals a crossing in Fig. 3(b), we expect this crossing to shift to
larger values of $\beta$ with increasing system size. This is further supported by Fig. 4, that shows the increase of the point $\beta_{\text{cross}}$, defined at the point where curves corresponding to different system sizes cross, for $\alpha < 1$. This result is along the line with our expectations of a volume law entanglement at all finite $\beta$. However, the available range of $N$ is insufficient to check if $\beta_c$ grows logarithmically with $N$ as we demonstrated in Sec. III.

Next, we continue with the region $1 < \alpha < 2$. Here the bound suggests the existence of a sub-extensive scaling of the entropy at large $\beta$, as indicated at the top of Fig. 3(a). Numerical simulations in Fig. 3(c) show the presence of crossings for values of $\alpha$ that are sufficiently close to one, for example $\alpha = 1.15$. For larger values of $\alpha$, for instance $\alpha = 1.66$ no crossing is observed and instead we find a good agreement with a sub-extensive $N^{2-\alpha}$ scaling of the entropy shown in Fig. 3(d). This result suggests the existence of a critical region separating the volume-law and sub-extensive scaling regimes, as is illustrated by the black line in Fig. 3(a) that shows the position of the crossing. The inset of Fig. 4 shows the scaling collapse for $\alpha = 1.15$ with critical exponents $(\beta_c, \nu) = (0.42, 0.5)$.

We observe the crossing and performed scaling collapse for the region of $1 < \alpha < 1.53$ that is suggestive of entanglement transition. However, as observed in Fig. 4, finite size scaling of data shows that in the region $\alpha > 1$ the critical line shifts toward smaller $\alpha$ when considering larger system sizes. Such finite size drift may again suggest this region might be associate with a crossover rather than an actual entanglement transition, but due to our limited system size points, we cannot rule out any of the two possibilities.

Finally, for $\alpha > 2$, numerical simulations in Fig. 3(e) show the entanglement entropy to be independent of system size for all finite values of $\beta$, signaling the existence of area-law scaling for the entanglement entropy. This is reflected in Fig. 3(a) by the shaded region for $\alpha > 2$.

In summary, the phase diagram proposed in Fig. 3(a) agrees with our numerical findings for the existence of three different scaling regimes for the entanglement entropy. The possible entanglement transition tuned by parameter $\beta$ could be realized in this phase diagram for an intermediate range of $\alpha$, $1 < \alpha \lesssim 1.53$. However, the example of strong finite-size effects and eventual absence of transition for $\alpha < 1$ suggests that one has to interpret these findings with care, and additional studies maybe needed to rule out the possibility of this being a crossover rather than a true entanglement transition.

V. DISCUSSIONS

Motivated by recent studies of entanglement transitions, we considered a neural-network inspired variational Ansatz for the quantum wave function. We used RBM quantum states, which have been proven capable of representing ground states of many-body Hamiltonians with polynomial-size gap and quantum states generated by any polynomial-size quantum circuits [45, 74]. We studied whether such variational states can capture an entanglement transition while continuously varying some parameters used to define the underlying neural network.

First, we considered a short-range RBM state with independent random phases parametrized by $\beta$ that plays the role of an inverse temperature. For this Ansatz we analytically calculated a lower bound on the second Renyi entropy. We found numerically that the averaged second Renyi entropy is very close to the analytic lower bound for all numerically accessible number of spins (up to $N = 20$). Although both the analytical lower bound and the numerically averaged Renyi entropy display finite size crossings, we demonstrate that they are associated with a crossover rather than an actual entanglement transition. Using the analytical lower bound we observe that the crossing point $\beta_{\text{cross}}$ scales very slowly, as $\ln N$ for large $N$, a scaling that would be extremely hard to recognize from numerical simulations due to the limited range of accessible number of spins. We conclude that the short-range RBM Ansatz with random phases features a volume law entanglement at all finite values of $\beta$, thus ruling out the possibility of an entanglement transition.

As a more general example, we relaxed the assumption of uncorrelated random phases, and considered random power-law correlated phases controlled by the exponent $\alpha$. The presence of long-range correlated phases did not allow to apply the analytic approach and we instead resorted to numerical simulations of the second Renyi entropy. Using known bounds on the entangling rate for

![Figure 4. Finite size scaling for the critical curve: Clearly distinct behavior in the finite size scaling results for the critical $\beta(\alpha)$ ($\alpha(\beta)$) is observed for regions $\alpha \lesssim 1$. For $\alpha < 1$ with increasing system size the crossing point shifts towards larger $\beta$, which is in agreement with our previous expectations. Moreover, for $\alpha > 1$ with increasing $N$ the crossing point shifts towards smaller $\alpha$. Circles (triangles) correspond to cuts at constant $\beta$ ($\alpha$). Inset: Example of scaling collapse of numerical data at fixed $\alpha = 1.15$. We find the critical exponents to be $(\beta_c, \nu) = (0.42, 0.5)$. Scaling collapses of data were performed using the pyfssa [72, 73] package.](image-url)
systems with power-law interactions, we derived a hypo-
thesized phase diagram with three regions of different
scaling of entanglement entropy for large values of β. For
small and intermediate values of β, our numerical simu-
lations suggest the existence of a critical curve in the
(β, α) plane. However, the limited range of number of spins we
can access does not allow us to exclude the presence of a
crossover rather than an actual phase transition.

As a future research direction, it would be interest-
ing to go beyond RBM states. In particular, a recent
work [53] suggested that contemporary deep learning ar-
chitectures, in the form of deep convolutional and recur-
cent networks, can also efficiently represent highly entan-
gled quantum systems. Moreover, it was shown that such
architectures can support volume-law entanglement scal-
ing, polynomially more efficiently

where $\mathcal{O}(N^2)$ is the complexity of the RBM. Hence, it would then be in-
teresting to carry out the same study we pursued in this
work but using these state-of-the-art neural-network base
wave functions.
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Appendix A: Analytic calculation of the annealed
second Renyi entropy

The goal of this section is to explicitly derive the ex-
pression (7) for the annealed average of the second Renyi
entropy. As we already stated, this results holds for states
of the form:

$$|\psi(\beta)\rangle = \frac{1}{\sqrt{Z}} \sum_\sigma e^{-i \phi_\sigma} e^{-E(\beta)/2}|\sigma\rangle,$$

where $E(\beta)$ is a non-random function, and $\phi_\sigma$ is i.i.d
uniformly distributed in the $[-\pi, \pi]$ interval.

We are then interested in computing the following
quantity

$$S_2^A(\rho_A) = -\ln(\text{Tr}\rho_A^2).$$

Given a bipartition of the system $(A, B)$, the reduced
density matrix is given by the following expression

$$\rho_A = \frac{1}{Z} \sum_{a,a'} c_{a,a'} |\sigma_a\rangle \langle \sigma_a'|,$$

and consequently

$$\text{Tr}\rho_A^2 = \frac{1}{Z^2} \sum_{a,a'} c_{a,a'} c_{a',a},$$

$$= \frac{1}{Z^2} \sum_{a,a'} \sum_{b,c} r_{a,b}^* r_{a',b}^* r_{a',c}^* r_{a,c} \Delta \left( E_{a,b} + E_{a',b} + E_{a,c} + E_{a',c} \right)$$

(A1)

where $r_{a,b} = e^{-i \phi_{a,b}}$. In order to average over disorder
realizations we need to compute $\langle r_{a,b}^* r_{a',b}^* r_{a',c}^* r_{a,c} \rangle$. For
this, note that since $r_{a,b}$ is a phase the only way to get a
non-zero contribution is by cancelling out the phases.
Hence, it is quite easy to check that

$$\langle r_{a,b}^* r_{a',b}^* r_{a',c}^* r_{a,c} \rangle = \delta_{a,a'} + \delta_{b,c} - \delta_{a,a'} \delta_{b,c}.$$

Finally, substituting the above expression into Eq. (A1)
leads to the desired result

$$\langle \text{Tr}\rho_A^2 \rangle = \left( \text{Tr}_A(\text{Tr}_B e^{-\beta H})^2 + \text{Tr}_B(\text{Tr}_A e^{-\beta H})^2 \right) \mathcal{Z}^2(\beta) - Y_2(\beta).$$
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