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Abstract: Skeleton based recognition systems are gaining popularity and machine learning models focusing on points/joints in a skeleton have proved to be computationally effective and application in many areas like Robotics. It is easy to track points and thereby preserving spatial and temporal information, which plays an important role in abstracting the required information, classification becomes an easy task. In this paper, we aim to study these points but using a cloud mechanism, where we define a cloud as collection of points. A point cloud is a collection of data that represents objects or space. These points represent a single point on a sampled surface as its X, Y, and Z coordinates. The purpose of a point cloud is to group together many spatial measurements to represent a larger spatial picture. They take on 4D aspects when red, green, and blue information is added, an extra layer which can be added to any gesture to differentiate further. However, when we add temporal information, it may not be possible to retrieve the coordinates of a point in each frame and hence instead of focusing on a single point, we can use k-neighbors to retrieve the state of the point under discussion. Our focus is to gather such information using weight sharing but making sure that when we try to retrieve the information from neighbors, we do not carry noise with it. LSTM which has capability of long-term modelling and can carry both temporal and spatial information, we have used LSTM as our base algorithm and using point clouds as input have performed many experiments to find the best hyper-parameters and at the same time document the results. Our focus was to increase the accuracy of the model and study the effect of optimizers on how they play a role in gesture recognition classification. Our methodology combines both current and previous feature information using neighboring points with appropriate weight sharing and fed to LSTM network where these features are learned, and algorithm was tuned to achieve state-of-art. The proposed methodology was trained and tested on a challenging SHREC’17 dataset. Point Clouds are not bound to a particular action or gesture and the tuned algorithm should be applicable on any action recognition and not just hand gesture recognition. However, as the density of point cloud increases, the noise carried from one frame to another can increase and filtering noise will be a necessity. We have studied methods on how the grouping of points should be done to make sure minimum noise is transferred. We in this study restrict ourselves to capture the results only on Hand Gesture SHREC’17 dataset but believe this proposal will benefit further experiments. Finally, the normalized results achieved on SHREC’17 were compared against other graph-based techniques to evaluate the effectiveness of point cloud-based methods.

Introduction: Hand gesture recognition started many decades ago, basically for computer control. Glove-based control interfaces in 1980s were the first steps in this area and with this it was realized that gestures inspired by sign languages[1] [3] [4] [2] [7] [8] can be used for issuing commands to computer interface. In the 1990s, there was significant increase in work for identifying gestures in images and video using computer vision. Over past decades many inventions fuelled discovery in gesture recognition, what started with wired technology, has now changed into wireless and with many areas where Hand Gesture[6][9][10] are widely used and are becoming part of life. Currently it is an open knowledge area and requires lot of studies and experiments to get better results not just accuracy but also computational cost as training such data requires lots of resources.
Approaches utilizing different methods specially using skeleton are increasing as they require less processing comparing with full image and hence less computational cost, another benefit of using such techniques is application in Robotics\cite{11}\cite{12}\cite{13}\cite{14}. Earlier methods utilized full image and stand-alone methods of using Machine Learning, Deep Learning did give good results but were limited and training and last gesture classification was difficult. As technology developed, cameras which play an important role also got better, resulting in images with lots of modularity. Despite good quality image and easy access to GPU/TPU, this area remains an area where lots of study can be done, newer approaches are taking us towards better accuracy but there are noises which restrict their accuracy and hence they limit use of these technologies in sensitive areas like medical (surgery).

Gesture can be defined into five categories:
• Gesticulation: Spontaneous movements of the hands and arms that are accompanied by speech.
• Language-like gestures: Gesticulation integrated into a speech, replacing a particular spoken word or phrase.
• Pantomimes: Gestures that depict objects or actions, with or without accompanying speech.
• Emblems: Gestures like “V for victory”, “thumbs up” and assorted rude gestures.
• Sign languages: Well defined Linguistic systems such as American Sign Language. Explained below are alphabets “A”, “C” and “F”.

Gesture recognition is the process by which gestures made by the user are made known to the system. It can also be explained as the mathematical interpretation of a human motion by a computing device. Various types of gesture recognition technologies in use currently are:
• **Contact type**
  It involves touch-based gestures using a touch pad or a touch screen.
• **Non-Contact**
  o Device Gesture Technologies - Device-based techniques use a glove, stylus, or other position tracker, whose movements send signals that the system uses to identify the gesture.
• **Vision-based Technologies**
  There are three approaches to vision-based gesture recognition.
  o Model based techniques - They try to create a 3D model of the user’s hand and use this for recognition.
  o Image based methods - Image-based techniques detect a gesture by capturing pictures of a user’s motions during a gesture.
  o Electrical Field Sensing - Proximity of a human body or body part can be measured by sensing electric fields.

Methods involving RGB data, have proved to achieve state-of-art but methods involving point clouds have proven further beneficial as they are able to capture latent geometric structure and the distance information between object surfaces. However, with limited techniques it was a challenge to utilize this information. Along with capture this information it is also required that we can capture long term relationships and LSTM does fit very well. The LSTM architecture is such that it allows long term modelling and hence increase the bar. With LSTM it is possible to capture both spatial and temporal information, during an action pose and time are two factors which describes what action is being taken. LSTM at the same time also allows to test different configurations and can be complex enough to solve any problem with higher accuracies. With point clouds capturing information is also a complex task. We can visualize point clouds in two ways, one where a point
‘P’ in frame 1 also available in frame ‘2’, during this exact information we can extract the spatial-temporal information. Assuming that we can capture all points in one frame to another, task of classifying gesture can be very easy, however this is more of hypothetical scenario, and we need to look further. As we know that neighbouring points to some extent carries same information, utilizing this fact information can be extracted in another frame using the neighbouring points but this is going to be computationally very expensive. Moving a layer up, if we can average out the points in a frame and use that as information points can be computationally easy. Point clouds along with LSTM help in achieving this framework.

Having studied the current trending methods, we found that with each study we are able to device a method which can give better accuracy. The studies have claimed to be better over the other but is found that those studies focus on the architecture and devising a new way to achieve state-of-art. During this, we tend to forget small components which if tuned can help overall algorithm to give better results. There are very minimal studies on small components used in any algorithm which proved to be better than others. There is no documentation of effects of things like hyper-parameter tuning, what happens if we use optimizer A compared to optimizer B in a deep learning model. Also, whether a particular technique is better than other is missing.

With all gaps found in studies, we decided to focus on Point Clouds and LSTM as base algorithm and try to tune the current algorithm based on LSTM and point clouds. At the same time, try to capture the required information from point cloud and see using which methodology noise can be filtered out. When we use neighbours to extract the point information, we indirectly also extract information which is not related to the action (gesture). We will study the weighing mechanism so that we can analyse depending on dataset how to filter the noise. At last, we will compare our results with other GCN based methods, to conclude which methodology has an upper hand.

**Problem Statement**

Availability of fast processors like GPU, TPU, immense storage capacity and scalability has enabled experimentation on subject like action/gesture recognition. Data collection in different forms is yet difficult but not anymore, a challenging task. Different studies on Hand gestures have been done and many more are in progress, with each research bar is increased and it also paves a path for further studies on what can be and should be done. Our problem deals in area of Hand gesture recognition, after a rigorous review of existing studies we have found that few areas need more focus and results should be ready for any future task to be undertaken.

One of the problems is lot of studies done are focused on achieving state-of-art or do better than the existing best, this leads to different methods, but missing point here is, can the existing algorithm or method be enriched with small study like effects on accuracy due to hyper-parameter tuning. Are most of scenarios related to tuning are studied and documented. We found that not much has been explored on this and hence one of our focus points is to try training the model with different hyperparameters and document the changes we observe in the result.

Another problem, with methodology using Point Clouds is that, either they are computationally very expensive as they try to capture details of each point in one frame to another OR methods using k-neighbor points to find the start of point have problems where they carry noise with them. Though weighing mechanism is helpful but not enough has been tried and hence it is too early to say that we have reached a pinnacle of effort. We would like to study different ways of weighing the neighboring point clouds and document how these methods have performed on various datasets. Finally, many methods claiming to be better than the other but is missing any comparison.
We would like to normalize our accuracy matrix from confusion matrix and compare the results with other graph-based methods.

**Aim and Objectives**

The main aim of this research is to tune the cloud-based point LSTM algorithm to classify the hand gesture. The classification using cloud-based point LSTM allows use of previous and current point with less computational cost and the algorithm can also be used on other action recognition. The research objectives are formulated based on the aim of this study, which are as follows:

- To analyze the current algorithm and tune the various hyperparameters to improve the accuracy of classification, document the effect on model performance due to various optimizers.
- To study different neighborhood grouping methodology which can help in avoiding irrelevant information (noise) to be carried further in network thereby making algorithm generic to be used on other action classification with higher accuracy.
- To compare the model results with other graph-based techniques to identify the better algorithm.

**Literature Survey:**

In this century, backed up by fast changing and improved information technologies and communication systems, new systems are being developed which helps provide better user experience and replicate real world scenarios. One such field which is continuously changing, and better is gesture recognition. New methodologies are being developed to enhance the recognition and Point Cloud is an effort towards same. With launch of cheap depth sensors like Kinect, Intel RealSense etc. lot of time and investment has been put to derive an algorithm which can help solving the gesture recognition, use of Point Cloud is a step towards it. However, before the point clouds be used, it is important to assess the quality of point clouds (Epfl, 2018).

Point clouds are datasets that represent objects or space. These points represent the X, Y, and Z geometric coordinates of a single point on an underlying sampled surface. Point clouds are a means of collating many single spatial measurements into a dataset that can then represent a whole. When colour information is present, the point cloud becomes 4D.

Point clouds are most generated using 3D laser scanners and LiDAR (light detection and ranging) technology and techniques. Here, each point represents a single laser scan measurement. These scans are then stitched together, creating a complete capture of a scene, using a process called ‘registration’. Conversely, point clouds can be synthetically generated from a computer program. Point clouds have information hidden such that they can be used precisely describe the geometric structure and help in finding the distance between object surfaces, these informational elements provide necessary details which are useful in gesture recognition. Since point cloud is not a visual rather geometric representation of an object, it given immense possibility to build a concept which can be used for all types of gesture recognition, however our focus in this study is limited to hand gestures. 3D representation of an object help extracts both motion and structure feature and gives a possibility to derive methodologies which can help tune the processing. Below Figure 1 (Apostol et al., 2014), is an example of how point clouds looks with four different gestures.
Figure 1 Gesture point clouds: (a) Open hand pose. (b) Peace pose. (c) Ok pose. (d) Like pose

**Recent Gesture Recognition techniques**

With ever evolving technology, new methods are being developed and tested in the field of Gesture Recognition. The Gestures can be divided into three sections,

- **Static 2D** – simplest form and shape is basically used to identify gesture example fist or fingers. They are simpler poses complexities when tracking is required[24][25].
- **Dynamic 2D** – It’s enhancement to Static 2D recognition, where hand trajectories different features and their various combinations are used.
- **3D** – Kinect sensor which allowed to capture depth in an image brough a revolution, depth map helps in identifying distance of all pixels from surface of the image, with many advantages of colour images.

This section aims to detail down the latest Gesture Recognition techniques, pros, and cons of same.

**Vision Based Gesture Recognition**

Considering the advantages of 3D images, many studies were done on 3D images and methodologies were evolved to get better accuracy.

2019 (Zhu et al., 2021), 3D shape context was used to represent 3D hand gestures. This basically was a technique to gather image information utilizing local shape context and global shape distribution of each 3D point. Once hand gestures are constructed using these 3D shape context, dynamic time warping algorithm was used to identify the gesture. Figure 2 (Zhu et al., 2021), shows pictorial representation of the method.

Figure 2 Representation of hand gesture using histogram and DTW algorithm
Advantages of this algorithm include robustness towards noise, articulated variations, and rigid transformation, speed (no need of GPU), application in real-time scenarios; Improvement to DTW algorithm by using Chi-Square coefficient.

It was found that the proposed algorithm outperformed many at the time existing algorithms on different datasets and results are shown in Table 1 (Zhu et al., 2021).

| Dataset              | Accuracy (%) |
|----------------------|--------------|
| NTU Hand Digit Dataset | 98.7         |
| Kinect Leap Dataset  | 96.8         |
| Senz3d Dataset       | 99.6         |
| ASL-FS Dataset       | 87.1         |
| ChaLearn LAP IsoGD Dataset | 60.12 |

Despite performing well on many datasets, it was found that the accuracy was not good enough on many other datasets and it can be concluded that the approach though outperformed many other algorithms was not good enough to be generalized and will not be the best option in real-time applications.

A new experiment was done, utilizing NAO robot[22][23][27][28][29][30] to evaluate the effectiveness of the model. The said technique used Leap Motion (Wu et al., 2022) to gather data and applied Kalman filter to the original data to remove unwanted noise. From the original coordinates there were three new features that were extracted and used namely, angle feature, angle velocity feature and length feature. Finally, these extracted features were fed to LSTM-RNN network to predict the gesture. Below Figure 3 (Wu et al., 2022) is the pipeline demonstrating the overall architecture.

Several experiments were done to find the accuracy of the model and it was found that using just 3D positions of finger joints resulted in 97.93% accuracy, only length resulted in 95.17%, Angle in 93.79% and Angular Velocity resulted in very less accuracy i.e. 79.31% due to speed the player used in movements. However, when all features were used together, highest accuracy of 99.31% was achieved.
Though the accuracy achieved in the research is very good but needs to be verified on other datasets and is lacking in the current research. Another aspect is noise introduced in Leap Motion and is something that can be studies further and instead of Kalman filter, other filters can be tried, and overall impact can be studied.

**Graph based Gesture Recognition**

In above approaches we saw how an image can be used to extract feature and deep learning techniques like LSTM etc can be applied. Feature creation is one of the most important facts and a good feature can help train a model and achieve a very good accuracy. Skeleton data now a days is widely used due to their robustness to accommodate complex and dynamic circumstances in action recognition. Along with feature creation and trying different datasets and data creation techniques, new techniques need to be evolved and one of such technique was use of Graph based techniques. In this section we will study different graph-based techniques that have been applied and pros and cons of same. Conventional methods utilizing skeleton data relied heavily on hand crafted features to extract skeleton information, however with development of Deep Learning methods like CNN, RNN and GCN’s, more advance mechanism was derived. Earlier, joint information was used from skeleton data and temporal analysis was done for action recognition, however since they were lacking utilization of spatial information which is crucial in action determination, a new methodology ST-GCN (Yan et al., 2018) was developed which uses both spatial and temporal information to identify the action. Below Figure 4 (Yan et al., 2018) shows graph capturing spatial-temporal information.

![Figure 4: The spatial temporal graph of a skeleton sequence](image)

From the figure, we can infer that there are two types of edges, one form basis of spatial i.e.. Natural connectivity of joins and other that connects joins within different time frame and called as temporal edge. Below Figure 5 (Yan et al., 2018) visually describes the method used in ST-GCN
Figure 5: Construct spatial temporal graph on skeleton sequences

ST-GCN was evaluated over two datasets namely Kinetics and NTU-RGB+D, ST-GCN reached accuracy of 52.8% and 88.3% respectively. The technique opened doors to experiments using GCN and further studies were done on how to create feature from skeleton data. Though ST-GCN proved to be promising method, but it was found that node interaction does not necessarily provide the complementary required information, it also introduces possibility of noise. It was also found that use of GCN can become over-smoothing when multi-layer GCN is used. To overcome the issues of GCN, a new methodology ST-GDN (Peng et al., 2021) was proposed. This method provides a better aggregation of messages by removing embedding redundancy, it addresses GCN’s over-smoothing problem. High level working of this method is shown in Figure 6 (Peng et al., 2021)

![Figure 6: Illustration of the ST-GDNs block](image)

ST-GDNs basically has four building blocks, listed in table below with high level working.

| Building Blocks | Description |
|-----------------|-------------|
| Node-wise ST-GDN (ST-GDN2) | Represents the features in new feature-space (coordinates changed), the feature embeddings are standardized and correlation is removed, thereby removing the over-smoothing problem |
| Frame-wise ST-GDN (ST-GDN-T) | Like ST-GDN2 |
| Element-wise ST-GDN (ST-GDN-E) | Like ST-GDN2 |
| Combination of GCN and GDN (ST-GDCN) | Graph representation learning is enhanced by use to of convolutional/deconvolutional feature embeddings |

Below Figure 7 (Yan et al., 2018; Peng et al., 2021) shows feature creation by both ST-GCN and ST-GDN methods.
As we can see that in Figure 7: (a) ((Yan et al., 2018; Peng et al., 2021) we find that it is hard to distinguish nodes as they have similar representation, on the contrary when coordinates are changed, nodes can be easily distinguished hence confirming ST-GDN2, alleviate over-smoothing problem.

Above method was evaluation over many challenging datasets and listed are accuracies against each.

- NTU RGB+D dataset – 95.9%
- NTU RGB+D 120 dataset – 82.3%
- Kinetics-skeleton dataset – 60.5%

Although, ST-GCN were successful in hand gesture recognition, it was found that they had certain limitation like usage of fixed graph be it spatial based on hand skeleton tree or temporal dimension which restricts hand gesture recognition. Actions like touching forehead is different from clapping or jumping, these examples strongly indicates that graph structure should be data dependent and this problem is not solved in ST-GCN. In order to overcome these issues two-stream graph attention convolutional network with spatial–temporal attention was proposed (Zhang et al., 2020) which was based on (Wang et al., 2022).

Beginning with Adaptive Graph Convolutional Network (Wang et al., 2022), it basically constructs two types of graphs, one can be called as global graph which represents common data patterns and other is unique to local(each) data points. These two graphs are then optimized individually which helps in better fitting of the model’s hierarchical structure. ST-GCN focusses on first order information which is feature vector of vertex, but it does not consider second order information which is basically feature of bones between joints. This information is crucial as bone length and direction plays an important role in action recognition, AGCN on other hand utilizes this information. AGCN formulates length of bones and their direction as vector, this vector is then fed to AGCN to predict the class. Basic idea of AGCN is to utilize both networks and increase the efficiency.

The spatiotemporal graph convolution is based on predefined graph and as described above it has limitations, AGCN solves this problem by formulating a way to optimize all other parameters together and forms an end-to-end learning. It basically works on connection between two vertexes and their connectivity strength. Below Figure 8 (Wang et al., 2022) shows overall architecture of 2 Stream AGCN, where B-Stream stands for network of bones and J-Stream stands for network of joints. From both J and B stream we get scores which are finally added and fed to SoftMax layer for prediction.
The two stream – AGCN method was evaluated over two datasets. It was found that the model showed 95.1% accuracy over NTU-RGBD and 58.7% on Kinetics-Skeleton dataset.

Two stream- AGCN influenced two-stream graph attention convolutional network with spatial–temporal attention (STA-GCN) (Zhang et al., 2020), basic idea was to use motion over bone stream and better results were achieved.

STA-GCN, in addition to utilizing concepts of two stream – AGCN, it can be summarized in two steps as below:

- Temporal graph attention module was used, so that hand gesture encoding can be done with multi-scale temporal features.
- Two-stream hand gesture network was used as briefed below:
  - Pose stream – it uses joints from each frame as input
  - Motion stream – it uses joint offsets between neighbouring frames

Below Figure 9 (Zhang et al., 2020) details out network architecture for single stream.

As shown in above figure, is the network architecture used by both Pose and Motion streams. First, we initialize the skeleton graph, the input then is fed to Spatial Graph convolution with spatial graph attention mechanism and temporal graph attention to extract the spatial temporal features. Figure 10 (Zhang et al., 2020) shows spatial temporal features, where black line denotes spatial connections and blue denotes temporal connections.
The output feature of GCN with spatial graph attention will be fed to the GCN with temporal graph attention. Temporal pyramid pooling layer (TPP) (Wang et al., 2017), is then used to extract multi-scale features, the output of TPP is then fed to fully connected (FC) layer and SoftMax is used for classification.

Below Table 3 (Zhang et al., 2020) shows accuracy of STA-GCN when used of SHREC’17

| Stream        | 14 gestures |
|---------------|-------------|
| Pose stream   | 93.2        |
| Motion stream | 94.4        |
| Two streams   | **94.5**    |

On DHG14/28 dataset, on 14 gestures accuracy of 91.5% was achieved. STA-GCN when compared with 2s-AGCN on SHREC’17, it was found to be better by 2.1% on 14 gestures recognition and 0.7% on 28 gestures recognition, while when compared on DHG14/28, STA-GCN outperformed 2s-AGCN by 1.6% on 14 gestures recognition and 1.2% on 28 gestures recognition.

In 2019 (Shi et al., 2019), another improvement to graph-based methods was done, earlier methods used bones and joints separately and hence making skeleton as undirected graph, this posed limitations. To overcome these limitations, skeleton was representing as DAG, joints were used as vertexes and bones represents edges. Using this information, a DGCN was designed, which could propagate the information in adjacent joints and bones and hence better represent the current state, thereby giving opportunity to better identify the action. This study also solves the problem where graph cannot be directly used to populate the coordinates, for example clapping or hugging. Since there is strong dependency between two body parts be it two hands or hugging someone, such feature cannot be constructed using graph. This problem was solved using adaptive graph, in which topology of graph is parameterized and optimization takes place during training. Below Figure 11 (Shi et al., 2019) is graph representation of human body, where blue circle indicates the root vertex.
Following are the high-level steps involved:

- Prepare Skeleton data frames containing joint coordinates
- Extract bone information
- Represent Spatial information of joint and bones as vertexes and edges within a DAG
- DGCN – Extract the action recognition features

DGCN method was applied on two famous datasets NTU-RGBD and Skeleton-Kinetics and accuracy of 96.1% and 59.6% was achieved respectively. Main thing to note here is due to diversity of actions in Skeleton-Kinetics dataset we find that accuracy is not very good, and this indicates that more study in the field is required and methods which can be generalized with higher accuracy. This study paves a path where generalization is key, use of skeleton + RGB data together can be studied and possibly a better accuracy can be achieved.

**Point Based Gesture Recognition**

Above section, we learnt use of Graph based methodologies in gesture recognition, idea was very clear and was to make use of joints in human body and derive methods which are efficient. Different other techniques were then applied on graph to make the recognition generic.

In 2010 (Li et al., 2010), 3D points were used from the depth maps to classify the action. During this time there was no public dataset (benchmark) available and hence a dataset having 20 actions was collected for study. In total 7 subjects performed each action 3 times to create a dataset of 4020 action samples with depth map of 640x480X480. The depth image was first down sampled to reduce computational cost, the sampled 3D points were then allocated to XY, YZ and XZ projections. For all conducted experiments, training samples were clustered using the Non-Euclidean Relational Fuzzy (NERF) C-Means and the dissimilarity between two depth maps was calculated as the Harsdorf distance between the two sets of the sampled 3D points as shown in Figure 12 (Li et al., 2010) below.
To evaluate the methodology, the datasets were divided into 3 parts, details of datasets and accuracy are listed in Table 4 below.

Table 4: NERF based accuracy matrix

| Train-Test split – 1/3-2/3 | AS1 | AS2 | AS3 | Overall |
|----------------------------|-----|-----|-----|---------|
| Simple action of one kind  | 89.5% |     |     | 91.6%   |
| Simple action of another kind | 89.0% |     |     |         |
| Complex actions            | 96.3% |     |     |         |

This study also observed differences in accuracies when different quadrant of images was removed (images was divided in 4 quadrants), it was concluded that part which had least significance is removed then accuracies increases and vice-versa, this study hence paved a path to concentrate on points which are significant for that recognition. It was found that 3D points offer a lot, and more research were required to get to better and generic methods.

2014 (Vemulapalli et al., 2014), a new methodology which represented action as a curve in the lie group was proposed. As there are difficulties in classifying the curves in lie group, mapping of curves in lie group was done to the lie algebra, which is nothing but a vector space and hence easy to model for classification. The vectors were then used with DTW, Fourier temporal pyramid representation and linear SVM. Below Figure 13 (Vemulapalli et al., 2014) shows curve in the lie group and Figure 14 (Vemulapalli et al., 2014) shows methodology used.
Figure 13: Representation of an action (skeletal sequence) as a curve in the Lie group SE(3) × ...

Figure 14: Training and Testing pipeline using Lie Group

The model was evaluated on many datasets and found to be effective, below Table 5 shows the accuracies.

Table 5: Lie group-based accuracy matrix

| Datasets      | Accuracies |
|---------------|------------|
| MSR-Action3D  | 92.46      |
| UTKinect      | 97.08      |
| Florence3D    | 90.88      |

Though the model results were good, but usage was limited due to following reasons:

- Dynamic identification of body part used for action recognition was unavailable
- Actions performed were by a single person and hence accuracies cannot be generalized.
Many research were being done during these years, focused on cloud based points, taking the studies further, in 2018 (Ge et al., 2018), Hand PointNet was proposed. This methodology was different from other CNN based (methods using CNN had issue containing the space and time complexities which can grow cubically) from the fact that this method directly processed the 3D point cloud which was formed from the visible hand surface for pose regression. To improve the efficiency of the model, neighboring finger points were also considered and used in the modelling and referred to as fingertip refinement network. Below Figure 15 details out the architecture used in Hand PointNet.

![Figure 15 Hand PointNet architecture](image)

OBB – It helps solve the large variation in hand orientation, by transforming the original hand point cloud into a canonical coordinate, making global orientation consistent.

Fingertip refinement PointNet – Takes k-nearest neighboring points of fingertip location and outputs refined 3D fingertip locations, with this we can

- Decrease fingertip estimation error
- KNN will not change even if there is deviation of fingertip location from ground truth.

The methodology was compared against many other methods, and it was found that PointNet was superior to other as shown in Figure 16 (Ge et al., 2018) below.

![Figure 16: Comparison with other techniques (Our stands for PointNet)](image)

Point cloud at this stage has become one of most studied and many methodologies were proposed. In continuation on how point clouds can further be utilized, in 2019 (Liu et al., 2019b), MeteorNet was proposed. Specialty of this proposed method was that it directly consumes the dynamic
sequences of point clouds and learns both local and global features and this learning was utilized to solve problems like classification, segmentation etc.

MeteorNet is based on a novel neural network module called Meteor module, specialty of Meteor is that it takes point clouds and learn features of each point from it by aggregating the spatiotemporal neighborhoods. Design is such that it can learn from previous features by stacking modules over one another. Finally, the stacked modules can capture information from larger neighborhood. However, problem with this method was its inability to properly determine the spatiotemporal neighborhoods while the object is in motion. To address this, under MeteorNet two methods were proposed, shown in Figure 17 (Liu et al., 2019b):

- Direct grouping – Directly increases the grouping radius over time
- Chained grouping – Tracks the motion of the object and uses offline estimated scene flow to construct the neighbourhood.

![Figure 17: (a) direct grouping; (b) chained-flow grouping](image)

MeteorNet evaluation was done on many datasets, and below Table 2.6 shows the accuracy achieved on classification dataset (limited due to scope of this study).

| # Of Frames | Accuracy |
|-------------|----------|
| 4           | 78.11    |
| 8           | 81.14    |
| 12          | 86.53    |
| 16          | 88.21    |
| 24          | 88.50    |

Another methodology, FlowNet3D (Liu et al., 2019a) based on deep neural network was proposed which is capable of learning flow of scene using point clouds in an end-to-end fashion. The architecture is such that it can learn hierarchical feature from point clouds and flow embeddings representing point motions simultaneously.

FlowNet3D utilizes two consecutive flow frames let’s call then point cloud 1 and point cloud 2, the network inside FlowNet3D is capable of estimating a translation flow vector for every single point in point cloud 1 (with help of point cloud 2) thereby indicating the motion(flow) between two frames as shown in Figure 18 (Liu et al., 2019a).
FlowNet3D has 3 building blocks as explained below on overall how it works.

• Point Feature Learning – Since point clouds are irregular and order less, traditional convolutions are not effective and hence a new architecture PointNet++ (Qi et al., 2017) was used which is capable of learning hierarchical features.

• Point Mixture – Mixing of two point clouds is not an easy task due to viewpoint shift and occlusions. Idea was based on finding displacement between two points at time t and t+1 and using weights to achieve the end state.

• Flow Refinement – Here the flow embedding found using Point Mixture are up-sampled to the original points and helps in propagating the points features so that they can be learnt.

To evaluate the model, end point error (EPE = average distance between estimated flow vector and ground truth) and flow estimation accuracy (ACC = portion of estimated flow vector which are below EPE threshold) was used.

Results when evaluated on FlyingThings3D were as follows:

• EPE = 0.1694
• ACC (<5%) = 25.37%
• ACC (<10%) = 57.85%

There were multiple research using point cloud and various different methods were applied, another such techniques which utilizes point cloud based on LSTM was proposed in 2020 (Min et al., 2020). In this methodology idea was to propagate the information from past to future while retaining the spatial structure. This method combines past state information of neighboring points with current state and with the help of weight-shared LSTM. One of problems of all methods described was that they were unable to capture long term relationships and were basically short term. Ideally a point at time t-1 will have representation at time t but, it won’t be easy to find the exact point and that is where this method has been useful. It used the neighboring points to find the state.

PointLSTM was found effective on datasets like SHREC’17 and NVGestures. On SHREC’17, on 14 gesture it reported max of 95.9 % and on 28 gestures, 94.7%. On NVGesture it was found to be 87.9% accurate.
Another LSTM based approach, Two Stream LSTM (Gammulle et al., 2017) was proposed which focused on learning salient spatial features using CNN and finally using LSTM to map the temporal relationship. Proposed techniques showed that the output of both layers combined has greater recognition ability than using either stream alone. The results showed that a fully connected layer output can be used as a tool to direct the LSTM to the important parts of the convolutional feature sequence. The proposed mechanism achieved 94.6%, 99.1%, 69.0% accuracy on UCF Sport, UCF11 and jHMDB datasets respectively.

Another study which also based on the fact that the single-stream models are not adequate for capturing both fine-grained local posture variations and global hand movements was proposed (Bigalke and Heinrich, 2022). The idea was to decouple learning of local and global features using a dual-stream model, the features were then fused to a LSTM layer where temporal learning was done. Through leveraging the complementary benefits of raw point clouds and BPS-based representations, proposed framework explicitly learns global position and local posture features as shown in Figure 19 (Bigalke and Heinrich, 2022). The approach was computationally more efficient, but the accuracy could have been increased by adding an extra module for low-level spatiotemporal feature extraction.

![Figure 19: 2S model to capture both global position and local posture features](image)

The method was found to be highly effective on datasets like SHREC’17 and achieved 96.1 and 95.2% accuracy on 14 and 28 Gestures respectively.

**Point Clouds nearest neighbors and sampling**

Efficiently finding nearest neighbor in point cloud is an important task, as we have studies in other research papers that information about a point can be derived using its neighbors, however more the effective method is less the noise that will get propagated from one frame to another. Another aspect is to sample the 3D point clouds, as the data is huge we also need to make sure that we do not oversample and same time simplify the 3D point cloud data.
Representing the point clouds is an important task and a study was done in 2010, (Wang et al., 2010) and a simplified way to represent 3D point clouds were proposed. Idea was to integrate both the feature parameters and uniform spherical sampling. The first thing we do is establish parameters comprised of the average of neighboring point’s average distance, angle formed between point and neighboring points and point curvature, another step is then is to define the feature threshold by calculating density of 3D points, this helps in differentiating between feature and non-feature points. Uniform sampling is then applied over the non-feature points. Figure 20 (Wang et al., 2010) shows feature and non-feature points. Spherical parameterization techniques can be used for sampling.

Figure 20: Feature and Non-Feature points

The benefit achieved by this method was that it shows ways to reduce the 3D point cloud data and same time retaining the sharp information without loss.

Continuing with the previous studies on how to effectively create optimized 3D points was proposed in 2011 using k nearest neighbor (Angelo and Giaccari, 2011). 3D point clouds need to be processed so as to construct high level information beginning from cartesian coordinates. The process of processing point clouds usually entails removing residual noise, adjusting the sampling rate, estimating the points' normal, and/or tessellation. Various operations in the cloud require computing the k-nearest neighborhoods (KNN) of each point. Angelo and Giaccari proposed knn search based on new data structure using typical space division approach. It was comprised of two basic steps:
1. Data Structure creation – Helps reducing computational cost
2. Nearest-neighbour search

With success in using KNN on point clouds another approach, an improved method based on dimension reduction and sorting was proposed for the K-nearest neighbors algorithm (Li and Wang, 2017). PCA was introduced to analyze the spatial distribution of point clouds data main
directions. In the next step, turn the main directions so they match the X, Y, and Z coordinates, sort the point cloud data in the three coordinate axes, and find the position of the query point. Next the distance between the query point and its neighbors by extracting neighbor points in proportion to the three sorted point cloud data sets. In order to determine the nearest neighbors, sort the distance by the first k points found. The proposed algorithm helped in reducing point to point distance calculation time efficiently. The KNN algorithm was improved, resulting in a major time savings when solving point cloud normal vectors, reconstructing surfaces, and similar operations. Exploring feature of neighboring point was possible based on studies done, however the existing methods suffered from ambiguous feature, mainly junction regional points. An approach using segmentation scores of neighboring points was proposed in 2019 (Zhao et al., 2019). The module proposes a method for improving 3D point cloud segmentation scores by utilizing attention-based refinement, which can be easily integrated with existing networks. This study allowed possible to focus on a particular region to extract required feature which can be used for modeling.

Table 7: Summary of different methods used in Gesture recognition

| Technique | Advantages | Disadvantages | Achievement |
|-----------|------------|---------------|-------------|
| Vision Based | 3D shape context was used to represent 3D hand gestures | robustness towards noise, articulated variations, and rigid transformation, speed (no need of GPU), application in real-time scenarios | Approach cannot be generalized and not good on real time scenarios | Improvement to DTW algorithm by using Chi-Square coefficient |
| Hand joint coordinate features collected by the Leap Motion and training using LSTM-RNN | Application in robotics and high accuracy | Noise introduced in leap motion needs to be studied further | Methodology can be used extensively in robotics |
| Graph based | ST-GCN - Spatial-temporal graph convolution network - uses both spatial and temporal information to identify the action | Made GCN popular and creation of features from skeleton data | Node interaction does not necessarily provide the complementary required information, it also introduces possibility of noise. It was also found that use of GCN can become over-smoothing when multi-layer GCN is used | Good accuracy achieved over NTU-RGB+D |
| ST-GDN - Spatial Temporal Graph Deconvolutional Network for Skeleton-Based Human Action Recognition | Better aggregation of messages by removing embedding redundancy, it addresses GCN’s oversmoothing problem | limitation like usage of fixed graph be it spatial based on hand skeleton tree or temporal dimension which restricts hand gesture recognition | Improvement over ST-GCN, good accuracy on • NTU RGB+D and • NTU RGB+D +120 datasets |
| Methodology (1) | 2S AGCN and STA-GCN Two-stream graph attention convolutional network with spatial–temporal attention | Overcame ST-GDN limitations and made graph structure data dependent hence classifying actions like forehead touching | Making use of joints and bones makes skeleton graph undirected, hence state presentations suffered some limitations | Temporal graph attention module was used, so that hand gesture encoding can be done with multi-scale temporal features Achieved higher accuracy on NTU-RGBD datasets |
|---|---|---|---|---|
| Methodology (2) | DGCN | Skeleton was representing as DAG. joints were used as vertexes and bones represents edges; better represent the current state, thereby giving opportunity to better identify the action | Diversity of actions impacts the accuracy, and hence more efforts are required to generalize the classification of gestures | Solves the problem where graph cannot be directly used to populate the coordinates, for example clapping or hugging: High accuracy on NTU-RGBD |
| Methodology (3) | Bag of 3D points from depth image | Benchmark for study in point clouds and data collection | Limited scope and data were collected for this study itself; limited accuracy | Focus on action area increased the accuracy of the model. It was found that 3D points offers a lot and more researches were required to get to better and generic methods |
| Methodology (4) | Methodology which represented action as a curve in the lie group | Good accuracy on datasets like MSR-Action3D | Dynamic identification of body part used for action recognition was unavailable. Actions performed were by a single person and hence accuracies cannot be generalized. | New way of representation and option for further studies |
| Methodology (5) | Hand PointNet - 3D Hand Pose Estimation using Point Sets | Overcome issue using CNN; CNN had issue containing the space and time complexities which can grow cubically | Directly processed the 3D point cloud which was formed from the visible hand surface for pose regression; as fingertip refinement network |
| Methodology (6) | MeteorNet: Deep Learning on Dynamic 3D Point Cloud Sequences | Can learn from previous features by stacking modules over one another; the stacked modules are able to capture information from larger neighborhood | Point clouds are too sparse, and the flow estimation is inaccurate. In this case, errors may accumulate during chaining, and the resulting spatiotemporal neighborhood may deviate from the true corresponding | directly consumes the dynamic sequences of point clouds and learns both local and global features and this learning was utilized to solve problems like classification, segmentation etc. |

**Notes:** For more information about different applications of AI and deep learning techniques please go through these papers [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [31] [32] [33].
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