Research on Anti-Alzheimer’s Traditional Chinese Medicine with Data Security: Datasets, Methods, and Evaluation

Peng Tang, Yubin Zheng, Weidong Qiu, Hao Wang, Jie Guo, and Zheng Huang

1School of Cyber Science and Engineering, Shanghai Jiao Tong University, Shanghai, China
2College of Basic Medical Sciences, Shanghai Jiao Tong University School of Medicine, Shanghai, China

Correspondence should be addressed to Weidong Qiu; qiuwd@sjtu.edu.cn

Received 27 January 2022; Accepted 2 March 2022; Published 22 March 2022

Alzheimer’s disease (AD), a growing global health concern, has been posing a significant threat to the health of the aging population. The factors contributing to the occurrence and development of AD are extremely complex, including multiple neural networks and multiple targets, which join together to formulate enormous challenges in AD treatment. Traditional Chinese medicine (TCM) possesses the characteristics to regulate multiple targets at the same time, which is consistent with the pathogenesis of AD, moreover, clinical results in TCM treating AD reveal promising effects. In this paper, we first collected anti-Alzheimer’s prescriptions and their therapeutic effects from commonly used literature databases and expanded the data to form the anti-Alzheimer’s TCM dataset. Next, we combined machine learning models to train and analyze the dataset, which was used to predict the effectiveness of new TCM prescriptions. For the first time, we proposed to use the artificial intelligence method to train the properties of nature, flavor, and channel tropism in TCM prescriptions. The accuracy of the prediction model for the effectiveness of anti-Alzheimer’s can reach up to 85%. The experimental results demonstrated that our method can precisely predict the effectiveness of prescriptions against Alzheimer’s disease, and have great value in providing guidance for the development of new anti-Alzheimer’s drugs. Finally, we built a distributed model training architecture based on federated learning to train and predict the effectiveness of TCM prescriptions under the premise of ensuring data security.

1. Introduction

At present, Alzheimer’s disease (AD) has become the third major disease that seriously threatens the health of the elderly after cardiovascular diseases and malignant tumors. AD, as defined by the World Health Organization, is a chronic or progressive syndrome, usually a cognitive function that is worse than the normal aging process, which implicates memory, thinking, orientation, understanding, calculation, learning, language and judgment ability, but not consciousness. Cognitive impairment is usually accompanied by emotional control, social behavior and motivation decline. According to the statistics of the World Health Organization (WHO), currently, there are nearly 50 million AD patients worldwide, and the number is growing at 10 million per year with about $100 billions of treatment cost. It is estimated that the large AD patient population may reach 150 million in 2050, undoubtedly brings huge burden on individuals and society, therefore, new ideas of treatment is in urgent need [1].

Researchers have conducted multiple scientific researches on AD, however, effective approaches for cure AD are still unavailable, clinically, we can only try to alleviate the symptoms through drug treatment or other means. Currently, the drugs approved by the FDA for the treatment of AD mainly include donepezil, galantamine, rivastigmine, and memantine. Most drugs can simply relieve the symptoms of AD’s early or mid-stage, such as memory loss, but unable to prevent the disease itself.

Due to the complicated etiology and unclear pathogenesis, drugs with single target are difficult to achieve the effect of curing AD. Whereas, TCM has the characteristics of multiple-component and multiple-path, which can make up for the limitations of drugs with single target. TCM has a
long history in treating AD and has accumulated many experiences. Although the “Alzheimer’s disease” were unrecorded in ancient medical books, there are records of symptoms such as “forgetfulness,” “dignity,” and the classic prescriptions to treat these symptoms include “Kaixin San,” “Clever Soup,” “Yizhi Soup,” “Dihuang Yinzi,” and so on.

With the rise of big data analysis and deep learning technology, a new path has been opened up for the development of TCM. Computer technology can transform the clinical experience and related information of TCM into data, and construct a large database of TCM, explain TCM theories in a more scientific and systematic way, thereby promoting the development of TCM. At present, big data has been used in the diagnosis of diseases, clinical treatment, and the inheritance of TCM experience.

TCM has a long history of treating AD. In ancient China, there have been many documents recording the treatment of AD-related diseases. The first chapter of “Jing Yue Quan Shu” records the TCM prescriptions for the treatment of dementia, which is the earliest known herbal medicine in the world [2]. Liu et al. [3] conducted a comprehensive investigation, summary and analysis on the causes of AD, TCM treatment methods, and TCM extracts to treat AD. Wang et al. [4] reviewed the active ingredients in TCM, and concluded that TCM has the advantage of multitarget regulation in the treatment of AD. Acetylcholinesterase inhibitors (AChEI) are the first drugs approved by the FDA to treat mild to moderate AD. Most of these drugs, such as huperzine, was first isolated from TCM. Lin et al. [5] based on the Ellman method to detect the AChE inhibitory activities of TCM extracts for insomnia and brain function disorders, and experimental results show that these TCM have great potential for the treatment of AD. HupA, an effective AChEI, is an extract of Huperzia serrata, which has been widely used in the treatment of AD in China. Jiang et al. [6] comprehensively investigated the clinical, pharmacological, chemical and physical structure aspects of HupA.

With the development of big data analysis and machine learning technology, artificial intelligence (AI) technologies such as machine learning played an important role in various fields, such as network analysis [7–10] and security [11, 12], disease diagnose and treatment [13–17]. Joshi et al. [18] investigated the current status of artificial intelligence in the field of healthcare and discussed its prospect. The authors believe that AI technology can be applied to various medical fields, including early disease detection and diagnosis, treatment and results forecasting and so on, while AI can also be applied to different diseases, including cancer, heart disease, liver disease [19] and so on. There are also many studies on machine learning in the treatment of AD. Christian et al. [20] used machine learning methods to identify and diagnose relevant biomarkers in MRI, so as to detect early AD and provide defense and treatment timely. Joshi et al. [21] established a neural networks (NN) classification model and found that some specific factors have a great impact on AD. Machine learning methods are also used in the study of TCM in the treatment of AD. Pang et al. [22] collected 13 TCM prescriptions for the treatment of AD and 25 AD-related targets, and selected 7 representative TCM for the machine learning model training, through the machine learning model to predict the effective components of TCM prescriptions, this method provides new ideas for the research and development of TCM, but this method lacks the analysis of large amounts of data. This paper only mentioned that the model has high prediction accuracy, but did not report the specific value of accuracy, precision, etc. Chen et al. [23] used deep learning and random forest methods to find the best TCM formula for AD, but this method is only for glycogen synthase kinase 3β (GSK3β) related TCM.

Firstly, this paper collected and constructed a data set of TCM prescriptions for anti-Alzheimer’s disease. Secondly, combined with machine learning algorithm, we proposed an effectiveness prediction model based on drug attributes, which can predict whether the TCM prescriptions are effective against Alzheimer’s disease. Finally, an effectiveness prediction model was constructed based on federated learning to complete the prediction while ensuring the security of user privacy data and prescription data. This paper conducted supplementary research on the basis of conference paper [24], carried out experimental expansion from both data and model, enhanced the data set and built a more reasonable model to model and analyze the attributes of TCM prescriptions, and the accuracy of the model is improved.

2. Methodology

Figure 1 shows the overall framework of this article. First, a dataset of TCM prescriptions against Alzheimer’s disease was constructed through literature search, and then the attributes in the TCM prescriptions were extracted as features to train the machine learning models, and different models were used for experiments and comparisons. Finally, the results and advantages of different models were analyzed.

2.1. Properties of TCM. The nature, flavor and channel tropism are the special properties of TCM. According to the 2015 edition of the Chinese Pharmacopoeia [25], there are five types of nature of drugs: “calm,” “cold,” “hot,” “warm,” and “cool.” Flavor can be divided into six types: “pungent,” “sweet,” “sour,” “astringent,” “bitter,” and “salty.” Channel tropism can be divided into eleven types: “heart channel,” “kidney channel,” “lung channel,” “liver channel,” “spleen channel,” “stomach channel,” “gallbladder channel,” “large intestine channel,” “bladder channel,” and “tri-jiao channel.”

2.2. Data Collection and Preprocessing

2.2.1. Collection and Classification of TCM Prescriptions. This article collected literature on treatment of AD-related diseases from 1988 to the present from databases such as China HowNet, Weipu, Wanfang and other eligible libraries, and a total of 224 TCM prescriptions have been collected. The total number of patients who used each TCM prescription and the number of patients who experienced significant improvement with the TCM prescription were
documented in the literature. The proportion of patients with effective treatment is recorded as the effective rate of the TCM prescription. The prescriptions with an effective rate greater than or equal to 85% are labeled “1,” the prescriptions with an effective rate less than 85% are labeled “0.”

2.2.2. Data Standardization. A TCM prescription contains many drugs, and each drug contains properties of nature, flavor and channel tropism. Nature can be divided into five categories, flavor can be divided into 6 categories and channel tropism can be divided into 11 categories. Therefore, each drug has at most 22 properties, which can be represented by an array of 22 bits. If a drug has one of the above properties, the corresponding position in the array is “1”; otherwise, the corresponding position is “0.” For example, “radix rehmanniae preparata,” a common drug in TCM prescriptions, is “warm,” “sweet” and it belongs to “kidney channel” and “liver channel,” so we set “00010” as nature attributes in the order of “calm, cold, hot, warm, cool,” set “010000” as flavor attributes in the order of “pungent, sweet, sour, astringent, bitter, salty” and set “01010000000” as tropism channel attributes in the order of “heart channel, kidney channel, lung channel, liver channel, spleen channel, stomach channel, gallbladder channel, large intestine channel, bladder channel, tri-jiao channel.” Then the radix rehmanniae preparata can then be converted into a 22-bit array “00010100000101000000.”

According to statistics, among the TCM prescriptions collected, each contains at most 18 kinds of drugs. And each drug can be normalized with a 22-bit array, so each prescription can be normalized with an 18 * 22 matrix. For prescriptions with fewer than 18 drugs, fill the matrix with “0.” We ended up with a dataset of 224 prescriptions. The dataset is recorded as “original dataset.” Figure 2 shows a prescription and its’ standardized data.

Some machine learning algorithms, such as SVM, cannot handle 18 * 22 matrices. In order to observe the performance of these models on predicting the effectiveness of TCM, the two-dimensional feature matrix is further accumulated by columns, so that the 18 * 22 two-dimensional feature matrix is reduced to 1 * 22 one-dimensional feature vector, and a new data set is generated, and recorded as “ori-one-dim dataset.” Figure 2 shows the generation of a 1 * 22 one-dimensional feature vector.

2.2.3. Dataset Expansion. Although the use of TCM has a long history, due to the lack of systematic and complete data records in ancient times, credible clinical data is not enough. It has been pointed out in Section 2.2.1 that only 224 prescriptions can be collected from the literature database, however, in Section 2.2.2, the features after data standardization reach 392 ((18 * 22) dimensions. Therefore, the number of samples in the data set is obviously insufficient. In
which case, we consider using the following three methods for data expansion.

(1) Rearrange the Row Vectors of the Feature Matrix. In the feature matrix of prescriptions obtained in Section 2.2.2, the row vectors represent the drug properties, and the row vectors sequence is the sequence of the drugs. Changing the order of the drugs will not change the properties of the prescription, that is, the label of the prescription does not change. But for the feature matrix, changing the order of the row vectors generates a new feature matrix. Figure 3 demonstrates the generation of new sample data from existing sample data. For each prescription, containing \( n \) kinds of drugs, there is only one feature matrix in the "original dataset," \( 2^n \) new feature matrices are randomly generated using the method of row vector rearrangement, and finally, a dataset containing 5396 feature matrices is obtained based on the "original dataset," which is recorded as "rearrange dataset."

(2) Add Redundant Information. Add one or two drugs to the original prescription data to form new prescription data. On account that the original properties of the prescriptions cannot be affected, the added drugs should appear with low frequency in all the prescriptions and do not have main therapeutic effect. The better additives include jujube, musk, cloves and so on. Figure 4 demonstrates the generation of new prescriptions from existing prescriptions. 224 prescriptions in the "original dataset" are split into two parts. One part contains 154 prescriptions, by adding redundant information to this part of the data, 144 new prescriptions are obtained, after merging the original 154 prescriptions, 298 prescriptions are obtained, as a training set and recorded as "add-red dataset." The other part contains 70 prescriptions as a test set.

(3) Mixed Method. The row vector rearrangement method is used to rearrange each matrix in the "add-red dataset," which contains 298 prescriptions, to generate a new training set containing 7452 feature matrices and recorded as "mix dataset." The same method is used for the test set, which contains 70 prescriptions, to generate a new test set containing 1726 feature matrices.

The result of accumulating the matrix in "rearrange dataset" by column is the same as that of accumulating the matrix in "original dataset," both are "ori-one-dim dataset." The matrix in the "add-red dataset" and the matrix in the "mix dataset" are respectively accumulated by column, and the result is the same one-dimensional matrix, which is an extension of the "ori-one-dim dataset," is recorded as "mix-one-dim dataset." Table 1 summarizes all the datasets used and their descriptions.

2.2.4. Feature Engineering. The total number of TCM prescriptions collected for anti-AD is 224, in which each drug has as much as 22 features, which will lead to overfitting for machine learning algorithms. Therefore, it is necessary to filter and select important features for training.

The data set was divided randomly into a training set and a test set, use the XGBoost algorithm to train the data, then call the feature importance function to output the importance of 22 features. This process will be repeated 8 times, each time the data set is re-divided into a training set and a test set, features with low importance are counted in the following 8 results.

The final result showed that, among the 22 features, eight were of relatively low importance and have less effect to the prediction, such as "hot," "cold," "astringent," "gallbladder channel," "large intestine channel," "bladder channel," "trijiao channel," and "small intestine channel." On the basis of "ori-one-dim dataset," these eight features were deleted to generate new data sets, which were recorded as "fil-one-dim dataset."
2.3. Training Method

2.3.1. Multilayer Perceptron (MLP). MLP is a typical artificial neural network, which has been proved to be effective in various scenarios. MLP consists of an input layer, hidden layers, and an output layer that maps the input to the output by nonlinear transformation.

In this paper, the input of MLP is the data set generated in Section 2.2 (including the original TCM prescription dataset and the expanded dataset), and the output is the label of prescription.

2.3.2. Convolutional Neural Network (CNN). CNN is often used in computer vision (CV) tasks. Using the neural network based on CNN to detect and classify objects in images will have a better effect. The basic CNN includes convolution layer, pooling layer and full connection layer, of which the layer is used to extract local features, reduce feature dimensions and complete the classification task, respectively. The sample in the datasets used in this paper is a two-dimensional matrix, so CNN can be used to complete the classification.

In this paper, the input of CNN is a two-dimensional feature matrix of sample, including “original dataset,” “rearrange dataset,” “add-red dataset,” and “mix dataset” and the output is the label of prescription.

2.3.3. Support Vector Machines (SVM). SVM is a traditional supervised classification algorithm. Its principle is to obtain a hyperplane through training, and use the hyperplane to divide data into two categories. Through kernel function, SVM can also solve nonlinear classification problems. Although deep learning technologies such as MLP and CNN have been widely used in various fields, machine learning technologies such as SVM will also achieve better results when the amount of data is small. The original data in this paper are two-dimensional matrices, which can be converted into one-dimensional vectors by adding columns, so that SVM can be used for training.

In the paper, the input of SVM is a one-dimensional feature vector of sample, including “ori-one-dim dataset,” “mix-one-dim dataset” and “fil-one-dim dataset,” and the output is the label of prescription.

2.3.4. Ensemble Learning (EL). EL algorithm is also a more popular machine learning algorithm in recent years. It obtains a strong classifier by integrating multiple weak classifiers, so it usually has better effect than a single classifier. The EL algorithm used in this paper is XGBoost.

In the paper, the input of XGBoost is a one-dimensional feature vector of sample, including “ori-one-dim dataset,” “mix-one-dim dataset,” and the output is the label of prescription. Since the “fil-one-dim dataset” is a dataset filtered

| Dataset               | Description                                      |
|-----------------------|--------------------------------------------------|
| Original dataset      | The feature matrix of the original prescriptions  |
| Ori-one-dim dataset   | Add the original dataset by column to get the one-dimensional vector |
| Rearrange dataset     | Rearrange row vectors for original dataset       |
| Add-red dataset       | Added redundant drugs to original dataset        |
| Mix dataset           | Rearrange row vectors for add-red dataset        |
| Mix-one-dim dataset   | Add the add-red dataset by column to get the one-dimensional vector |
| Fil-one-dim dataset   | a one-dimensional vector after filtering some features of the ori-one-dim dataset |

Figure 4: Generate new prescriptions from existing prescriptions.

Table 1: Summarizes all the data sets used and their descriptions.
according to XGBoost, and using XGBoost to train "fil-one-dim dataset" will produce overfitting, therefore the "fil-one-dim dataset" is not used to train the XGBoost model.

2.4. Evaluation

2.4.1. MLP. Firstly, this paper trained MLP model to predict the effectiveness of TCM prescriptions in the treatment of AD. We constantly adjust the parameters of the MLP model to get the best model and save it. The model consists of two hidden layers, each of which contains 32 nodes. The hidden layers are connected in a fully connected way. The dropout of the hidden layer is set to 0.8. The dropout is used to prevent overfitting of the model. ReLU is used as the activation function of the hidden layer and softmax is used as the activation function of the output layer. The function of the activation function is to carry out nonlinear transformation. The cross entropy is used as the loss function, which is used to measure the prediction quality of the model. Optimizer algorithm and learning rate are used to update the weight of neural network. In the MLP model of this paper, the optimizer algorithm adopts Adam algorithm, and the learning rate is set to 0.001.

The inputs of the MLP model can be either two-dimensional matrices or one-dimensional vectors, so all extended datasets and original datasets in Section 2.2 can be trained using the MLP model. Figures 5 and 6 show results of the MLP model trained using the different datasets in Section 2.2.

It can be seen from Figure 5 that MLP fits well on the training set of "original dataset" and "add-red dataset," but the effect on the test set indicates that MLP has overfitted. The reason for the poor effect on the "original dataset" may be that the number of samples in the "original dataset" is small, and there are more features that lead to overfitting. The reason for the poor effect of "add-red dataset" may be: the additional drugs added to the prescriptions may be considered as redundant information and interfere with model training.

MLP is not overfitting on the "rearrange dataset," and the accuracy of the test set can reach 0.75. This shows that the data expansion method of row vector rearrangement has a certain effect. Row vector rearrangement may help the MLP model resist the interference of the order of medicinal materials and focus more on the properties of nature, flavor and channel tropism. The "mix dataset" can be regarded as generated on the basis of the "rearrange dataset," so the MLP model has the same performance on the "mix dataset."

As shown in Figure 6, both the "ori-one-dim dataset," "mix-one-dim dataset" and the "fil-one-dim dataset" are one-dimensional feature vectors. The "ori-one-dim dataset" is converting the "original dataset" into one-dimensional vector, reducing the feature dimension and improving the effect of the MLP model. However, due to the small number of samples, the accuracy of the model is still not high. "Fil-one-dim dataset" is a data set generated after feature filtering of "ori-one-dim dataset," the accuracy of MLP on this data set has also improved, which shows that feature filtering is useful. "mix-one-dim dataset" is generated by adding up columns of "add-red dataset," due to the reduction of dimension, the accuracy is also improved.

2.4.2. CNN. The inputs to the CNN model are 18°22 matrices. Similar to MLP, the dropout of CNN model is set to 0.8, the activation function of the hidden layer is ReLU, the activation function of the output layer is softmax, the loss function is cross entropy, the optimization algorithm is Adam, and the learning rate is set to 0.001. Different from MLP, CNN’s hidden layer consists of four convolutional layers and pooling layers, which are used to extract local features of matrix.

Figure 7 shows results of the CNN model trained using the different datasets in Section 2.2. CNN is also overfitting on "original dataset" and "add-red dataset," but is not overfitting on "rearrange dataset" and "mix dataset," which is consistent with the results of the MLP model. The accuracy rate of CNN on the test set of "rearrange dataset" reached 0.78, and the accuracy rate of "mix dataset" reached 0.85, which is a greater improvement than the accuracy of the MLP model.

2.4.3. SVM. NuSVC is a support vector machine based on libsvm implementation. In this paper, NuSVC is used to train the one-dimensional vector datasets. NuSVC supports the use of kernel function to complete nonlinear classification. In this paper, the Gaussian kernel function “rbf” is used as the kernel function, and the coefficient gamma of the kernel function is set to “auto.” NuSVC also provides an upper limit parameter of training error rate, Nu, whose value range is (0, 1), which is set to 0.5 in this paper. We train the NuSVC model using the method of k-fold cross validation, where k is set to 8. The data set was randomly divided into training set and test set, and the training set accounted for 75% and the test set 25%.

The generated data in Section 2.2 contains two kinds of one-dimensional vector datasets, one is a one-dimensional vector with a length of 22, and the other is a one-dimensional vector with a length of 14 after feature engineering. So, the input data for the model is 22 or 14 widths. Figure 8 shows results of the SVM model trained using the different datasets in Section 2.2.

It can be seen from Figure 8 that although the accuracy of the NuSVC model is not the highest, its performance is relatively stable. In the cross-validation method, the average accuracy of the model exceeds 0.6. Experiments show that when the amount of data is sufficient, the SVM model will have a good effect.

Compared with the "ori-one-dim dataset," the accuracy of the SVM model on the "fil-one-dim dataset" has been improved, and meanwhile is more stable, indicating that feature filtering is effective on this problem; moreover, the deleted eight features have a lesser degree of influence on the effectiveness of the prescription. The SVM model had the highest accuracy and was more stable in the "mix-one-dim dataset," indicating that data expansion could effectively improve the effect of SVM model.
Figure 5: Continued.
2.4.4. EL. Experiment with the classical algorithm XGBoost in EL. The input data for the model is 22 or 14 widths. Booster is set to "gbtree," the gamma value is set to 0.1, and the maximum depth of the tree is set to 6. The learning rate is set to 0.1, and the training rounds are 500 rounds. Similar to SVM, we used k-fold cross validation to train the XGBoost model, where $k$ is set to 8. The data set was randomly divided into training set and test set, and the training set accounted for 75% and the test set 25%. Figure 9 shows the experimental results of XGBoost on the datasets.

As can be seen from Figure 9, compared with the MLP and CNN models using the "original dataset," XGBoost has better performance on the corresponding dataset ("ori-one-dim dataset") and is more stable, compared with the MLP using "ori-one-dim dataset," the effect of XGBoost is poor. However, compared with SVM, the performance of XGBoost on the "ori-one-dim dataset" is slightly better than that of SVM, but the performance on the "mix-one-dim Dataset" is worse than that of SVM.

3. Data Security Scheme

3.1. Overview. The experimental results in Section Methodology show that our proposed method for training machine learning models based on drug attributes is effective for predicting the effectiveness of anti-Alzheimer’s TCM prescriptions. However, in a real scenario, the data of TCM prescriptions are issued by doctors in different hospitals. The method in Section Methodology needs to aggregate each hospital’s data for model training, which will cause data security problems. For example, the prescription data is the intellectual property of the hospital, the hospital may be unwilling to share the data with a third party, or the patient’s private information exists in the data, and the sharing of data will lead to the leakage of user privacy and so on. Aiming at the data security problems that may exist in real scenarios, this paper built a scheme that can ensure data security, and conducted model training without sharing the data with a third party. The specific scheme is shown in Figure 10.

As shown in Figure 10, we proposed a model training scheme based on federated learning to ensure the data security of TCM prescriptions in real scenarios. The scheme mainly includes two stages: data processing stage and model training stage. In the data processing stage, each hospital participating in the model training mainly completes the data processing and feature extraction of the original TCM prescription. The method of feature extraction was consistent with the method in Section Methodology, which extracted the nature, flavor and channel tropism attributes of the drugs in the prescription. In the model training stage, unlike the training of a single model in Section Methodology, this scheme used its own data to train a separate model locally in each hospital, and then aggregates the parameters of the local model to the central server for aggregation. Then return the parameter update rules to each local model, and the local model updates the parameters according to the rules, and finally completes the training of the local model.

In this scheme, the same data processing and feature extraction methods in Section Methodology are used, but different models are used for training. The model does not collect data of all hospitals for analysis, but only needs to collect encryption parameters in the training process of each local model, which ensures data security.

3.2. Experimental Results and Analysis. In this paper, the open source federated learning framework FATE was used to conduct experiments. The original training set was randomly divided into two equal parts and stored on two servers with FATE installed, so as to simulate the participation of two hospitals in model training. Finally, the model was tested on the test set. SecureBoost model provided by FATE
Figure 6: The experimental results of MLP on the one-dimensional datasets. (a) Ori-one-dim dataset. (b) Mix-one-dim dataset. (c) Fil-one-dim dataset.
Figure 7: Continued.
is used for training in this paper. SecureBoost is implemented based on XGBoost, which is also an ensemble learning algorithm. During the experiment, we continuously adjusted the parameters of the secureBoost model to make the model achieve the best effect. In the final model, the maximum depth of the trees was set to 10, the number of the trees was set to 100, and the learning rate was set to 0.01.

FATE provides an open source visual interface, FATEBoard, to view the model training results. The model training results in this paper are shown in Figure 11, and the accuracy of the model on the training set reaches 0.71.

The model was used to test the test set. The test results are shown in Table 2. The accuracy rate of the model on the test set reached 0.6, and the F1 value reached 0.64, indicating that the prediction model of effectiveness of anti-Alzheimer’s TCM prescription based on federated learning proposed in this paper is still effective.

4. Discussion

4.1. Principal Results. We are the first to analyze the effectiveness of anti-Alzheimer’s prescription using the property of TCM combined with machine learning method, and we are also the first to build the database of anti-Alzheimer’s prescription.

Table 3 summarizes the accuracy of all models in this paper. It can be seen from the table that when the amount of data is small, machine learning algorithms such as SVM and EL have advantages. The SVM model performs better than the EL model, with an accuracy rate of 69%, but the neural network model is overfitting in these small data sets. When the amount of data is large, the neural network algorithm has a greater advantage. Among which, the performance of the CNN model is better than that of the MLP model, with an accuracy rate of 85%. In the dataset constructed in this article, the CNN model achieves the best results, with an accuracy rate of 85%. On account that CNN has the characteristics of learning high-dimensional features, when the amount of data is large enough, CNN can learn the relationship between drugs’ attributes well so as to predict the effectiveness of TCM composed of multiple drugs. Finally, we train the SecureBoost model in federated learning to ensure data security, and the model accuracy can reach 0.60, indicating that the proposed data security scheme is still effective.

4.2. Conclusions. In this paper, we have collected the data of anti-Alzheimer’s disease TCM prescriptions and their efficacy recorded in the literature so far, converted the TCM prescriptions into a two-dimensional digital matrix according to the drug attributes, and formed the original dataset. By rearranging row vectors and adding redundant information, the original data set was expanded and new datasets were generated. At the same time, this paper proposes a machine learning-based prediction method for the effectiveness of anti-Alzheimer’s TCM prescriptions. The datasets constructed in this paper are used to train MLP, CNN, SVM and EL models. Among them, the CNN model has the highest accuracy, reaching 85%. The experimental results show that the method proposed in this paper can effectively predict the effectiveness of TCM for the treatment of Alzheimer’s disease, and has a guiding role for the production of new drugs. The proposed method is also applied to the real scene, and the joint modeling of each hospital is carried out under the condition of ensuring the data security, and the experimental verification is carried out. The verification results show that the proposed scheme can not only ensure the data security, but also complete the model training and prediction. At the same time, the method proposed in this paper can be extended to predict the therapeutic effect of TCM on other diseases, which will play a positive role in the promotion of TCM.
Figure 8: The experimental results of SVM on the datasets. (a) Ori-one-dim dataset. (b) Mix-one-dim dataset. (c) Fil-one-dim dataset.

Figure 9: The experimental results of XGBoost on the datasets. (a) Ori-one-dim dataset. (b) Mix-one-dim dataset.

Figure 10: Model training scheme based on federated learning.
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