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Abstract—A word is said to be bordered if it contains a non-empty proper prefix that is also a suffix. We can naturally extend this definition to pairs of non-empty words. A pair of words \((u, v)\) is said to be mutually bordered if there exists a word that is a non-empty proper prefix of \(u\) and suffix of \(v\), and there exists a word that is a non-empty proper suffix of \(u\) and prefix of \(v\). In other words, \((u, v)\) is mutually bordered if \(u\) overlaps \(v\) and \(v\) overlaps \(u\). We give a recurrence for the number of mutually bordered pairs of words. Furthermore, we show that, asymptotically, there are \(c \cdot 2^{kn}\) mutually bordered words of length-\(n\) over a \(k\)-letter alphabet, where \(c\) is a constant. Finally, we show that the expected shortest overlap between pairs of words is bounded above by a constant.
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I. INTRODUCTION

Let \(\Sigma_k\) denote the alphabet \(\{0, 1, \ldots, k - 1\}\). Let \(\Sigma_k^n\) denote the set of all length-\(n\) words over the alphabet \(\Sigma_k\). The length of a word \(w\) is denoted by \(|w|\). A border of a word \(w \in \Sigma_k^n\) is a non-empty word that is both a proper prefix and suffix of \(w\). A word with a border is said to be bordered. Otherwise, the word is said to be unbordered. For example, the French word entente is bordered, and has two borders, namely ente and e. Unbordered words are also referred to as bifix-free words, where a bifix is just a border. We choose to use border to denote a non-empty prefix that is also a suffix since it was used first [1], [2], and it is more widely used in the literature.

Let \(U_k^n\) denote the set of all length-\(n\) unbordered words over a \(k\)-letter alphabet. It is well known [3] that the sequence \(u_n = |U_k^n|\) is defined by the recurrence

\[
    u_n = \begin{cases} 
    1, & \text{if } n = 0; \\
    ku_{n-1} - u_{n/2}, & \text{if } n > 0 \text{ is even}; \\
    ku_{n-1}, & \text{if } n \text{ is odd}.
    \end{cases}
\]

In the same paper by Nielsen, he showed that the limit \(\lim_{n \to \infty} u_n/k^n\) exists. In particular, he showed that for \(k = 2\) there are \((c + o(1)) \cdot 2^n\) unbordered binary words, where \(c \approx 0.2677\). Also see [4].

The notion of a word being unbordered can naturally be generalized to pairs of words. Our goal is to prove results similar to Nielsen’s for these kinds of pairs of words. The concept of a word being unbordered can also be generalized to larger collections of words. But counting the number of such tuples (or sets) of words can get very complicated because of all of the different “interacting” words. Thus we focus on the simplest generalization to multiple words, that is, to pairs of words.

Let \(u\) and \(v\) be words of length \(m\) and \(n\), respectively. Let \(w\) be a non-empty word. In this paper we write \((u, v)\) to refer to an ordered pair of words. We say that \((u, v)\) has a right-border if \(u\) has a non-empty proper suffix that is a proper prefix of \(v\). If \(w\) is a suffix of \(u\) and prefix of \(v\) then \(w\) is said to be a right-border of \((u, v)\). Analogously, we say that \((u, v)\) has a left-border if \(u\) has a non-empty proper prefix that is a proper suffix of \(v\). If \(w\) is a prefix of \(u\) and suffix of \(v\) then \(w\) is said to be a left-border of \((u, v)\).

A pair of words \((u, v)\) is said to be mutually bordered if \((u, v)\) has both a right-border and a left-border. If \((u, v)\) has neither a right-border nor a left-border, then \((u, v)\) is said to be mutually unbordered. The pair \((u, v)\) is said to be right-bordered if \((u, v)\) has a right-border but not a left-border. Similarly \((u, v)\) is said to be left-bordered if \((u, v)\) has a left-border but not a right-border.

Example 1: The pair of English words (delivered, redeliver) is mutually bordered. The word red is a right-border of the pair and deliver is a left-border of the pair.

The pair of English words (mail, box) is mutually unbordered since it has no right-border or left-border.

The pair of English words (overlap, lapse) is right-bordered. The word lap is a right-border of the pair.

Mutually unbordered words have previously arisen in digital communications as a generalization of a method of frame synchronization [5], [6]. The goal of frame synchronization is to let the receiver of some piece of data know where the boundaries of the frames in the data are (i.e., both the sender and receiver are on the same page). Typically this is done by inserting a specially chosen word periodically into the data stream as a kind of delimiter.

Wijnjaarden and Willink [6] proposed a new method of frame synchronization where a set of different words are interleaved into the data stream periodically instead of appearing as a contiguous subword. An important part of frame synchronization is the detection of the periodically inserted word. Bajic and Stojanovic [5] calculated statistical quantities related to the detection of distributed sequences in random data. For more work on mutually unbordered words, also called “cross-bifix-free words” or “non-overlapping words”.

1We could have defined left-borders and right-borders to refer to ordinary non-empty prefixes and suffixes without specifying they be proper. But since a border is defined as a non-empty proper prefix and suffix of a word, we decided to keep the definition analogous.
see [7]–[14]. We choose not to use the terminology “cross-bifix-free words” or “non-overlapping words” since we require a specific name for pairs of words \((u, v)\) with the property that \((u, v)\) has either a right-border or a left-border but not both.  
- Let \(M_k(m, n)\) denote the number of mutually bordered pairs of words \((u, v)\).
- Let \(R_k(m, n)\) denote the number of right-bordered pairs of words \((u, v)\).
- Let \(U_k(m, n)\) denote the number of mutually unbordered pairs of words \((u, v)\).

See Tables I, II, and III for sample values of \(M_k(m, n)\), \(R_k(m, n)\), and \(U_k(m, n)\) for \(m, n\) where \(1 \leq m, n \leq 8\).

In this paper, we are primarily concerned with pairs of equal length words (i.e., the case where \(m = n\)). So we define \(M_k(n) = M_k(n, n)\), and we define \(R_k(n)\) and \(U_k(n)\) similarly (see Table IV for some sample values). The main results of this paper are Corollary 6, Theorem 9, Theorem 10, and Theorem 14. In Corollary 6 we bound the sum of the length of the shortest left-border and right-border of a pair of words. In Theorem 9 we give recurrences for \(M_k(n)\), \(R_k(n)\), and \(U_k(n)\). Then in Theorem 10 we prove that the limit \(\lim_{n \to \infty} M_k(n)/k^{2n}\) exists. Finally, in Theorem 14 we show that the expected shortest right-border and left-border of a pair of equal-length words is \(O(1)\).

II. NUMBER OF MUTUALLY BORDERED PAIRS

In this section we enumerate the number of mutually bordered pairs of words \(M_k(n)\).

- Let \(so(u, v)\) denote the shortest right-border of \((u, v)\), and let \(so(u, v) = \epsilon\) if \((u, v)\) does not have a right-border.
- By definition we have that \(so(v, u)\) is the length of the shortest left-border of \((v, u)\), and \(so(v, u) = \epsilon\) if \((u, v)\) does not have a left-border.
- Let \(iso(v, u)\) be the length of the shortest right-border of \((v, u)\), and let \(iso(v, u) = 0\) if \((u, v)\) does not have a right-border. Again we have that by definition \(iso(v, u)\) is the length of the shortest left-border of \((u, v)\), and \(iso(v, u) = 0\) if \((u, v)\) does not have a left-border.

Example 2: The pair of binary words \((u, v) = (1000101, 1001001)\) has one right-border and two left-borders. The word 01 is a right-border of the pair. The words 1 and 10001 are left-borders of the pair. The shortest right-border is 01 and is of length 2. The shortest left-border is 1 and is of length 1. So \(so(u, v) = 01, iso(u, v) = 2, so(v, u) = 1,\) and \(iso(v, u) = 1\).

Since the concept of a pair of words being mutually bordered is similar to the concept of a single word being bordered, it is natural to assume that the insights used to count bordered words might be useful to also count pairs of mutually bordered words. Let \(u\) be a bordered word. Let \(v\) be the shortest border of \(u\). The key ideas used to count length-\(n\) bordered words is that for bordered words \(u\), the shortest border \(v\) is unbordered, and \(|v| \leq n/2\). Combining these facts we get the following formula for the number of length-\(n\) bordered words over a \(k\)-letter alphabet:

\[
\sum_{i=1}^{[n/2]} u_i \cdot k^{n-2i}.
\]

The basic idea we will use to count mutually bordered pairs of words \((u, v)\) is to, analogously to bounding the length of the shortest border, put a bound on \(iso(u, v) + iso(v, u)\) (see Corollary 6). Then further classify all pairs \((u, v)\) into two
groups based on $\text{iso}(u, v) + \text{iso}(v, u)$. If $\text{iso}(u, v) + \text{iso}(v, u)$ is ‘small’, then we can easily count the number of such pairs merely by using the number of unbordered words (see Lemma 4). If $\text{iso}(u, v) + \text{iso}(v, u)$ is ‘large’, then the pair $(u, v)$ has a certain structure we can exploit to count them (see Lemma 5).

**Lemma 3:** Let $n \geq 1$. Let $u, v \in \Sigma_k^*$. Let $w$ be a non-empty word that is both a proper suffix of $u$ and a proper prefix of $v$. Then $w = \text{so}(u, v)$ iff $w$ is unbordered.

**Proof:** We prove an equivalent proposition, namely that $w \neq \text{so}(u, v)$ iff $w$ is bordered.

$w \neq \text{so}(u, v) \iff$ There exists a non-empty word $x$ such that $|w| < |w|$ and $x = \text{so}(u, v)$, $\iff x = \text{so}(w, u)$, $\iff w = xs = tx$ for some $s, t \in \Sigma_k^*$ $\iff w$ is bordered. 

**Lemma 4:** Let $n \geq 1$. Let $u$ and $v$ be length-$n$ words. Let $i = \text{iso}(u, v)$, and $j = \text{iso}(v, u)$. Then $i + j \leq n$ iff $u = xsy$ and $v = ytx$ for some words $s, t \in \Sigma_k^*$, $x \in U_j^k$, and $y \in U_j^k$.

**Proof:** $\implies$: Follows from the definition of $u$ and $v$.

$\implies$: Suppose $i > n$ and $j > n$. By definition there exist words $x, z, \alpha, \beta \in \Sigma_k^*$ such that $u = w y$, $v = y z$, $w = \alpha x$, and $x = \beta z$. But since $i + j = |x| + |y| \leq n$, we have that $x$ and $y$ do not overlap. Thus there exist words $s, t \in \Sigma_k^*$ such that $u = x s y$ and $v = y t x$. By Lemma 3, we have that $x$ and $y$ must be unbordered. Therefore $x \in U_j^k$ and $y \in U_j^k$.

$\iff$: Since $i + j > n$ we have that $(\text{so}(u, v), \text{so}(v, u))$ has a right-border and a left-border. Let $x$ be the length-$(i + j - n)$ suffix of $\text{so}(u, v)$. We can now write $u = r a x = x w \beta$ and $v = a x w$ for some $r, w, \alpha, \beta \in \Sigma_k^*$ where $|x| = i$ and $|x| = j$. Clearly $x$ is a prefix of $u$, and $x$ is unbordered. Let $y$ be the length-$(i + j - n)$ suffix of $\text{so}(v, u)$. By a similar argument as above, one can show that $y$ is a prefix of $v$, and $y$ is unbordered. If $(x, y)$ has a right-border or a left-border, then $u, v$ has a right-border of $i < j$ or a left-border of $i > j$. Thus $(x, y)$ must be mutually unbordered and $u$ must be of the form $x s y t x$ and $v$ must be of the form $y t x s y$ for some $s, t \in \Sigma_k^*$ where $|y t x| = i$ and $|x s y| = j$. Since $(x, y)$ is mutually unbordered, the words $u$ and $v$ can only be of this form if $2|x| + |y| = 2|y| + |x| \leq n$. Since $|x| = |y| = (i + j - n)$, we have that $3(i + j - n) \leq n \implies i + j \leq \frac{3n}{2}$. Now by Lemma 3, we have that $y t x s y$ and $x s y t x$ are unbordered. Since $x s y$ is unbordered, $|x| = |y|$, we have that $y$ and $x$ must be distinct.

$\iff$: We have that $i + j > n$ by assumption.

Perhaps the most peculiar and interesting aspect to Lemma 5 is the fact that for length-$n$ words $u$ and $v$, the sum of $\text{iso}(u, v)$ and $\text{iso}(v, u)$ is bounded by a number between $n$ and $2n$. This fact is outlined in Corollary 6.

**Corollary 6:** Let $n \geq 1$. Let $u$ and $v$ be length-$n$ words. Then $\text{iso}(u, v) + \text{iso}(v, u) \leq \frac{4}{3}n$.

In Example 7 we illustrate pairs of words $(u, v)$ that reach the bound $\frac{4}{3}n$.

**Example 7:** The following three pairs of words illustrate the upper bound $\frac{4}{3}n$ from Lemma 5 and Corollary 6. We give examples for all lengths of words by giving examples for each equivalence class modulo 3.

For $n = 3m$, we have

$$(u, v) = (0^m1^m0^m, 1^m0^m1^m).$$

For $n = 3m + 1$, we have

$$(u, v) = (0^m1^m1^m1^m0^m, 1^m1^m0^m1^m).$$

For $n = 3m + 2$, we have

$$(u, v) = (0^m1^m2^m0^m, 1^m2^m0^m1^m).$$

Lemma 5 shows that pairs of length-$n$ non-empty words $(u, v)$ where $\text{iso}(u, v) + \text{iso}(v, u)$ is ‘large’ ($> n$) exhibit a particular structure. Namely $\text{so}(u, v)$ is unbordered and $\text{so}(v, u)$ begins and ends with a mutually unbordered pair of words. The same is true for $\text{so}(v, u)$ as well. So we need an expression for the number of unbordered words whose prefix and suffix of a certain length form a pair of mutually unbordered words.

Let $t \leq n$ be a positive integer. Let $u$ and $v$ be length-$t$ words such that $(u, v)$ is mutually unbordered. Let $G_{u,v}(n)$ denote the number of length-$n$ unbordered words that have $u$ as a prefix, $v$ as a suffix (and vice versa).

**Lemma 7:** Let $n \geq t \geq 1$. Let $u$ and $v$ be length-$t$ words such that $(u, v)$ is mutually unbordered and $u \neq v$. Then the number of unbordered words that have $u$ as a prefix and $v$ as a suffix is

$$G_{u,v}(n) = \begin{cases} 0, & \text{if } n < 2t; \\ k^{n-2t} - \sum_{i=2t}^{[n/2]} G_{u,v}(i) k^{n-2i}, & \text{if } n \geq 2t. \end{cases}$$

**Proof:** If $n < 2t$ then $G_{u,v}(n) = 0$, since $(u, v)$ is mutually unbordered. Suppose $n \geq 2t$. Then the number of unbordered words of length $n$ having $u$ as a prefix and $v$ as a suffix is equal to the number of bordered words that contain $u$ as a prefix and $v$ as a suffix, subtracted from the total number of words that contain $u$ as a prefix and $v$ as a suffix. Let $w$ be a word of length $n$ such that $u$ is a prefix of $w$ and $v$ is a suffix of $w$. Then $w$ is bordered if and only if its shortest border is of length $j$ where $2t \leq j \leq \lfloor n/2 \rfloor$. This is because $(u, v)$ is mutually unbordered and words that have a border of length $> n/2$ must also have a border of length $\leq n/2$. Also observe that the shortest border of $w$ must itself be unbordered and have $u$ as a prefix and $v$ as a suffix. So the total number of words of the form $w$ as described above is $\sum_{i=2t}^{\lfloor n/2 \rfloor} G_{u,v}(i) k^{n-2i}$. Therefore, for $n \geq 2t$ we have

$$G_{u,v}(n) = k^{n-2t} - \sum_{i=2t}^{\lfloor n/2 \rfloor} G_{u,v}(i) k^{n-2i}. $$
From Lemma 8 we see that $G_{u,v}$ is independent of $u$ and $v$, but dependent on the length of $|u| = |v|$. Therefore, for $u, v$ words of length $t$, let $G_{u,v}(n) = G_t(n)$.

Also notice that for $n, t \geq 1$ we have,

$$G_t(n) \leq k^{n-2i}.$$

This follows from the fact that $G$ counts a subset of length-$n$ words that have a fixed length-$t$ prefix and suffix.

Finally, we are ready to present recurrences for $M_k(n)$, $R_k(n)$, and $U_k(n)$.

**Theorem 9:** The number $M_k(n)$ of mutually bordered pairs of words of equal length satisfies

$$M_k(n) = \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} u_{i,j} k^{2n-2(i+j)}$$

and

$$U_k(n) + 2R_k(n) + M_k(n) = k^{2n}. \tag{3}$$

**Proof:** Let $n \geq 1$, and let $u$ and $v$ be words of length $n$. Proof of Eq. (3): Let $(u, v)$ be a pair of length-$n$ words. Exactly one of the following must be true about $(u, v)$:

(a) $(u, v)$ has a right-border and a left-border (i.e., $(u, v)$ is mutually bordered),

(b) $(u, v)$ has a right-border but not a left-border (i.e., $(u, v)$ is right-bordered),

(c) $(u, v)$ does not have a right-border but has a left-border (i.e., $(u, v)$ is left-bordered),

(d) $(u, v)$ does not have a right-border or a left-border (i.e., $(u, v)$ is mutually unbordered).

Clearly the number of right-bordered pairs of words is the same as the number of pairs of left-bordered pairs of words. From these facts we conclude that $U_k(n) + 2R_k(n) + M_k(n) = k^{2n}$.

Proof of Eq. (2): The number of right-bordered pairs of words is equal to the total number of pairs $(u, v)$ that have a right-border subtracted from the total number of mutually bordered pairs of words. So $R_k(n) = (\sum_{i=1}^{n-1} k^{2n-2(i+j)} u_{i,j}) - M_k(n)$.

Proof of Eq. (1): Clearly $M(1) = 0$ since words of length 1 cannot have left-borders or right-borders. Let $i = \text{iso}(u,v)$ and $j = \text{iso}(v,u)$. By Lemma 4 we have that $i+j \leq n$ iff $u = xsy$ and $v = ytx$ for some words $s, t \in \Sigma_k^\ast, x \in \mathcal{U}_k^\ast$, and $y \in \mathcal{U}_k^\ast$. We can count the number of pairs of such words using the number of unordered words, $\sum_{i=1}^{n-1} k^{2n-2(i+j)} u_{i,j}$.

By Lemma 5 we have that $i + j > n$ iff $n+1 \leq i + j \leq \frac{4}{3} n$ and there exist words $x, y \in \Sigma_k^{k+2n-i}$, and $s, t \in \Sigma_k^\ast$ such that $u$ is of the form $xsysy$ and $v$ is of the form $yttx$ where $(x, y)$ is mutually unbordered, both $xsysy$ and $yttx$ are unbordered with $|yx| = i$ and $|sy| = j$, and $x \neq y$. The fact that $n+1 \leq i + j \leq \frac{4}{3} n$ and $i, j, n$ are integers imply that $1 \leq |x| = |y| = (i + j - n) \leq \lfloor n/3 \rfloor$. Let $p = (i + j - n)$. Since $(x, y)$ is mutually unbordered and both $xsysy$ and $yttx$ are unbordered, we have that $x \neq y$. Suppose that we in fact have $w = x = y$ for some $w \in \Sigma_k^\ast$. The only such word must be unbordered, since $(x, y)$ is unbordered. Therefore, the number of mutually unbordered pairs $(x, y)$ with $x \neq y$ is $U_k(p) - u_p$.

By Lemma 8 we know that for $(x, y)$ fixed, the number of unbordered words of the form $xytx$ with $(x, y)$ mutually unbordered and $x \neq y$ is $G_{x,y}(i) = G_p(i)$. Similarly the number of unbordered words of the form $yxty$ is $G_{y,x}(n - i + i + p) = G_p(n - i + p)$. We also have that $i \geq 2p$ and $i \leq n-p$ since $(x, y)$ is mutually unbordered. For $(x, y)$ fixed, the total number of pairs of words of the form $(xsysy, ytx)$ is

$$\sum_{i=1}^{n-p} G_p(i) G_p(n - i + p).$$

So the number of words of the form $xsysytx$ and $yttxys$ as described above is equal to the number of pairs of words $(xsysy, ytx)$ with $(x, y)$ mutually unbordered, $xsysy$ and $yttx$ unbordered, and $x \neq y$. Since $1 \leq p = (i + j - n) \leq \lfloor n/3 \rfloor$ we have that this is equal to $\sum_{p=1}^{\lfloor n/3 \rfloor} (U_k(p) - u_p) \sum_{i=1}^{n-p} G_p(i) G_p(n - i + p)$.

Putting it all together, we have

$$M_k(n) = \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} u_{i,j} k^{2n-2(i+j)}$$

and

$$U_k(n) + 2R_k(n) + M_k(n) = k^{2n}. \tag{3}$$

**III. Limiting Values**

In this section we show that the limit $L_k = \lim_{n \to \infty} M_k(n)/k^{2n}$ exists.

**Theorem 10:** The following limit exists:

$$L_k = \lim_{n \to \infty} \frac{M_k(n)}{k^{2n}}.$$ 

Furthermore, we have that

$$\left( \sum_{i=1}^{n} u_{i,k} k^{-2i} \right)^2 \leq L_k \leq \left( \left( \sum_{i=1}^{n} u_{i,k} k^{-2i} \right) + \frac{k^n}{k-1} \right)^2.$$ 

**Proof:** From the recurrence for $M_k(n)$, we see that there are two main terms. The first term is $\sum_{i=1}^{n-1} \sum_{j=1}^{n-i} u_{i,j} k^{2n-2(i+j)}$, which counts all pairs of words $(u, v)$ where $\text{iso}(u,v) + \text{iso}(v,u)$ is ‘small’. The second term is $\sum_{i=1}^{\lfloor n/3 \rfloor} (U_k(i) - u_i) \sum_{j=1}^{n-i} G_j(n - j + i)$, which counts all pairs of words $(u, v)$ where $\text{iso}(u,v) + \text{iso}(v,u)$ is ‘large’. Now from Lemma 5, we know that the only pairs $(u, v)$ where $\text{iso}(u,v) + \text{iso}(v,u)$ is ‘large’ are pairs of words of the form $(xsysy, ytxs)$. There are at most $k^n$ choices for $xsysy$, and $yttxs$ can be recreated from $xsysy$ by knowing the starting positions of $s, t, y$, and $t$. Therefore there must be $o(k^{2n})$ pairs of such words. So in the limit $L_k$, this term goes to 0, and thus $L_k = \lim_{n \to \infty} \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} u_{i,j} k^{-2(i+j)}$. Therefore we have that the limit $L_k$ exists if and only if $\lim_{n \to \infty} \sum_{i=1}^{n-1} \sum_{j=1}^{n-i} u_{i,j} k^{-2(i+j)}$ converges.
Consider the infinite double series

\[ L'_k = \lim_{n \to \infty} \sum_{i=1}^{n-1} \sum_{j=1}^{n-1} u_i u_j k^{-(i+j)}. \]

We can factor out \( u_i k^{-2i} \) out of the nested series and split up the nested sum to get

\[ L'_k = \lim_{n \to \infty} \sum_{i=1}^{n-1} u_i k^{-2i} \sum_{j=1}^{n-1} u_j k^{-2j} = \lim_{n \to \infty} \sum_{i=1}^{n-1} u_i k^{-2i} \left( \sum_{j=1}^{n-1} u_j k^{-2j} + \sum_{j=n-i+1}^{n-1} u_j k^{-2j} \right). \]

For each \( i \), we have \( \lim_{n \to \infty} \sum_{j=n-i+1}^{n-1} u_j k^{-2j} = 0 \), and thus,

\[ L_k = L'_k. \]

So using the fact that \( L_k = L'_k \), we have

\[ L_k = \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right)^2. \]

Thus the limit \( L_k \) exists if and only if the series \( \sum_{i=1}^{\infty} u_i k^{-2i} \) converges. Since \( u_i \leq k^i \) we have that \( u_i k^{-2i} \leq k^{-i} \). Therefore by direct comparison we have that \( \sum_{i=1}^{\infty} u_i k^{-2i} \) converges, and so the limit \( L_k \) exists. Since \( u_i k^{-2i} \leq k^{-i} \) we have that \( \sum_{i=m}^{\infty} u_i k^{-2i} \leq \sum_{i=m}^{\infty} k^{-i} \).

Using this fact along with the fact that \( \sum_{i=1}^{n} u_i k^{-2i} \leq \sum_{i=1}^{\infty} u_i k^{-2i} \), we get the following inequalities,

\[ \sum_{i=1}^{n} u_i k^{-2i} \leq \sum_{i=1}^{\infty} u_i k^{-2i} \leq \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right) + \sum_{i=n+1}^{\infty} k^{-i} = \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right) + \frac{k^{-n}}{k-1}. \]

Now we have bounds for our limit,

\[ \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right)^2 \leq L_k = \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right)^2 \leq \left( \sum_{i=1}^{\infty} u_i k^{-2i} \right)^2 + \frac{k^{-n}}{k-1}. \]

**Corollary 11:** The following limit exists:

\[ \lim_{n \to \infty} \frac{R_k(n)}{k^{2n}}. \]

**Corollary 12:** The following limit exists:

\[ \lim_{n \to \infty} \frac{U_k(n)}{k^{2n}}. \]

Table V shows the behaviour of the functions \( M_k(n) \), \( R_k(n) \), and \( U_k(n) \) as \( k \) increases. Interestingly, there are more mutually bordered pairs than not when \( k = 2 \), but when \( k \) increases the number of mutually unbordered pairs of words dominates.

### Table V

**Limits of Recurrences as \( k \) Increases**

| \( k \) | \( \lim_{n \to \infty} \frac{M_k(n)}{k^{2n}} \) | \( \lim_{n \to \infty} \frac{R_k(n)}{k^{2n}} \) | \( \lim_{n \to \infty} \frac{U_k(n)}{k^{2n}} \) |
|---|---|---|---|
| 2 | 0.536 | 0.196 | 0.072 |
| 3 | 0.167 | 0.247 | 0.310 |
| 4 | 0.098 | 0.215 | 0.473 |
| 5 | 0.058 | 0.182 | 0.578 |
| 10 | 0.012 | 0.098 | 0.792 |
| 100 | 0.000 | 0.010 | 0.980 |

### IV. Expected Shortest Right-Border

In this section we compute expected value of \( \text{iso}(u, v) \) and \( \text{iso}(v, u) \) for length-\( n \) words \( u \) and \( v \). Additionally, we show that the expected value tends to a constant.

Let \( S_k(i, n) \) denote the number of pairs of length-\( n \) words \((u, v)\) over a \( k \)-letter alphabet such that \( \text{iso}(u, v) = i \).

**Proposition 13:** Let \( n, k, i \geq 1 \). Then \( S_k(i, n) = u_k k^{2(n-i)} \).

**Proof:** Follows directly from Lemma 3.

**Theorem 14:** Let \( n, k \geq 1 \). Let \( u \) and \( v \) be length-\( n \) words over a \( k \)-letter alphabet. Then the expected value of \( \text{iso}(u, v) \) is \( O(1) \).

**Proof:**

\[ \lim_{n \to \infty} \sum_{i=0}^{n} i \cdot \Pr[X = i] = \lim_{n \to \infty} \frac{1}{k^{2n}} \sum_{i=1}^{n-1} i \cdot S_k(i, n) = \sum_{i=1}^{\infty} i \cdot u_k k^{-2i}. \]

Since \( u_i \leq k^i \), we have that \( i \cdot u_i k^{-2i} \leq i \cdot k^{-i} \). Therefore by direct comparison, the series \( \sum_{i=1}^{\infty} i \cdot u_i k^{-2i} \) converges. We clearly have that

\[ \sum_{i=1}^{\infty} i \cdot u_i k^{-2i} \leq \sum_{i=1}^{\infty} i \cdot k^{-2i}. \]

Since \( i \cdot u_i k^{-2i} \leq i \cdot k^{-i} \) we have that \( \sum_{i=1}^{\infty} i \cdot u_i k^{-2i} \leq \sum_{i=1}^{\infty} i \cdot k^{-i} \). Using this we get the upper bound

\[ \sum_{i=1}^{\infty} i \cdot u_i k^{-2i} \leq \left( \sum_{i=1}^{n} i \cdot u_i k^{-2i} \right) + \sum_{i=n+1}^{\infty} i \cdot k^{-i} = \left( \sum_{i=1}^{n} i \cdot u_i k^{-2i} \right) + k^{-n} \frac{k(n+1) - n}{(1-k)^2}. \]

Table VI shows the behaviour the expected shortest right-border/left-border as \( k \) increases. Interestingly, \( k = 2 \) is the
only value of $k$ for which the expected length of the shortest left-border and right-border is greater than 1. For all other $k > 2$ we have that the expected shortest left-border and right-border are less than one symbol in length.

V. Open Problems

We conclude by posing some open problems:

- How many pairs of length-$n$ words $(u, v)$ have a largest right-border/left-border of length $i$?
- What is the expected length of the longest right-border/left-border of a pair of words?
- Find recurrences for $M_k(m, n)$, $R_k(m, n)$, and $U_k(m, n)$.
- Generalize to arbitrary tuples or sets of size $\geq 3$. Two obvious generalizations possible:
  1) All consecutive words in a tuple are either mutually unbordered, or mutually bordered.
  2) All pairs of words in a set are either mutually unbordered (i.e., cross-bifix-free sets of words), or mutually bordered.

- The term Gray code is used to describe an exhaustive listing of a set of combinatorial objects where successive terms differ by some small, well-defined amount. Gray codes are named after Frank Gray, who discovered a simple method of listing all $2^n$ binary words where successive words differ in exactly one position. Gray codes for cross-bifix-free sets already exist [9], [15]. Can one generate a Gray code for mutually unbordered and bordered pairs of length-$n$ words where successive terms differ by a small amount if their Hamming distance is bounded by some constant $C \geq 1$? How small can $C$ get?
- The concept of mutual borderedness and unborderedness can be extended to two dimensions [16], [17] where words are two-dimensional matrices with entries taken from a finite alphabet. Similar to the study of mutually bordered and unbordered pairs of words in this paper, can one do the same for the set of all mutually bordered and unbordered pairs of $p \times q$-matrices?
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