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Abstract. We present an alternative definition of the twisted 1-loop invariant in terms of the Jacobian of Ptolemy coordinates. As an application, we prove that the twisted 1-loop invariant is equal to the adjoint twisted Alexander polynomial for all hyperbolic once-punctured torus bundles. This implies that the 1-loop conjecture proposed by Dimofte and Garoufalidis holds for all hyperbolic once-punctured torus bundles.

1. Introduction

An ideal triangulation of a cusped hyperbolic 3-manifold is an effective tool to describe the hyperbolic structure of the manifold: each tetrahedron is assigned to a complex variable which describes its shape and each edge has an equation to guarantee that the tetrahedra around the edge are well-glued compatibly [Thu77]. These equations can be encoded into integer matrices called the gluing equation matrices. Surprisingly, (a slight modification of) the gluing equation matrices turned out to have the symplectic property [NZ85], and this led to some new invariants of 3-manifolds defined in terms of ideal triangulations. The 1-loop invariant introduced in [DG13] is one of such invariants which is also motivated by the generalized Volume conjecture [Guk05]. Although it is defined in terms of ideal triangulations, it has topological invariance, namely, it is invariant under 2–3 Pachner moves. Furthermore, the 1-loop conjecture [DG13, Conj.1.8] predicts that the 1-loop invariant coincides with the adjoint Reidemeister torsion [Por97]. To state the conjecture precisely, let $M$ be a 1-cusped hyperbolic 3-manifold and $T$ be an ideal triangulation of $M$. We denote by $\tau_\gamma(M)$ the adjoint Reidemeister torsion of $M$ and by $\tau^{CS}_\gamma(T)$ the 1-loop invariant of $T$ (here CS stands for the Chern–Simons theory, as the 1-loop invariant is derived from its perturbative partition function). Note that both are elements of the trace field of $M$ well-defined up to sign and depend on a choice of a peripheral curve $\gamma$ of $M$.

Conjecture 1.1 ([DG13]). The 1-loop invariant $\tau^{CS}_\gamma(T)$ of $T$ is equal to the adjoint Reidemeister torsion $\tau_\gamma(M)$ of $M$ for all peripheral curves $\gamma$.

Garoufalidis and the author showed in [GY21] that the gluing equation matrices can be generalized to twisted gluing equations matrices (whose entries are in $\mathbb{Z}[t^\pm 1]$) by choosing an infinite cyclic cover of $M$, or an epimorphism $\alpha : \pi_1(M) \rightarrow \mathbb{Z}$ equivalently, and additionally recording how the gluing data are lifted to a fundamental domain. They also defined twisted 1-loop invariant using a similar construction to the 1-loop invariant and conjectured that it is equal to the adjoint twisted Alexander polynomial (associated with the geometric representation and the epimorphism $\alpha$). Note that both are Laurent polynomials in one variable $t$ over the trace field and well-defined up to multiplication of units in $\mathbb{Z}[t^\pm 1]$.

Conjecture 1.2 ([GY21]). The twisted 1-loop invariant $\tau^{CS}(T, t)$ of $T$ is equal to the adjoint twisted Alexander polynomial $\tau(M, t)$ of $M$.

Our original motivation was to study Conjecture 1.2 for punctured surface bundles over $S^1$. As is well-known, twisted Alexander polynomials of those manifolds are simply determined by monodromies. In particular, adjoint twisted Alexander polynomials are determined by how monodromies act on the $SL_2(\mathbb{C})$-character varieties of punctured surfaces. This leads us to consider so-called Ptolemy coordinates or assignments, instead of shape parameters of tetrahedra, as we need coordinates for the character varieties of punctured surfaces. Ptolemy coordinates are well-studied objects in both 2 and 3-dimensional hyperbolic geometry but in different languages (see, for instance, [FG06, Pen12, GTZ15]). An essential property of Ptolemy coordinates is that they effectively parameterize (certain
The goal of this paper is to relate the twisted 1-loop invariant with Ptolemy coordinates. Precisely, we present an alternative definition of the twisted 1-loop invariant as well as the 1-loop invariant in terms of the Jacobian of Ptolemy coordinates (see Theorem 3.7 and Corollary 3.8). An advantage of this definition is that it does not require a combinatorial flattening, an extra datum which is needed in the original definition of (twisted) 1-loop invariant in [DG13] and [GY21]. Interestingly, this resembles the fact that we need a combinatorial flattening to compute the Chern-Simons invariant in terms of the shapes of tetrahedra [Neu04] but we do not if we use Ptolemy coordinates [Zic09, GTZ15].

As an application of Theorem 3.7, we prove that Conjecture 1.2 is true for all hyperbolic once-punctured torus bundles (which was our original motivation; most of the techniques used in the proof can be applied to higher genus surface bundles). To state the theorem precisely, let \( M_\varphi \) be the once-punctured torus bundle over \( S^1 \) with monodromy \( \varphi \) and \( \alpha : \pi_1(M_\varphi) \to \mathbb{Z} \) be the epimorphism induced from the projection map \( M_\varphi \to S^1 \). We choose an ideal triangulation \( T_\varphi \) of \( M_\varphi \) as the canonical triangulation (also called the monodromy triangulation) [FH82, Lac03, Gue06].

**Theorem 1.3.** The twisted 1-loop invariant \( \tau^{\text{CS}}(T_\varphi,t) \) equals to the adjoint twisted Alexander polynomial \( \tau(M_\varphi,t) \) of \( M_\varphi \) for all hyperbolic once-punctured torus bundles \( M_\varphi \).

As a corollary of Theorem 1.3, we obtain that the 1-loop conjecture [DG13, Conj.1.8] holds for all hyperbolic once-punctured torus bundles.

**Corollary 1.4.** The 1-loop invariant \( \tau_{\text{CS}}^{T_\varphi}(T_\varphi) \) equals to the adjoint Reidemeister torsion \( \tau_{\gamma}(M_\varphi) \) of \( M_\varphi \) for all peripheral curves \( \gamma \) and hyperbolic once-punctured torus bundles \( M_\varphi \).

The paper is organized as follows. In Section 2, we briefly recall the definition of the twisted 1-loop invariant. In Section 3, we present an alternative definition of the twisted 1-loop invariant in terms of the Jacobian of Ptolemy coordinates. In Section 4, we explicitly compute the twisted 1-loop invariant (Section 4.2) and Ptolemy assignments (Section 4.3) for once-punctured torus bundles and present a formula for the adjoint twisted Alexander polynomial in terms of Ptolemy assignments (Section 4.4). Based on computations in Section 4, we prove Theorem 1.3 and Corollary 1.4 in Section 5.
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2. The twisted 1-loop invariant

Let \( M \) be a 1-cusped hyperbolic 3-manifold equipped with an epimorphism \( \alpha : \pi_1(M) \to \mathbb{Z} \) and \( T \) be an ideal triangulation of \( M \). Let \( \tilde{M} \) be the infinite cyclic cover of \( M \) corresponding to the kernel of \( \alpha \) and \( \tilde{T} \) be the ideal triangulation of \( \tilde{M} \) induced from \( T \). We index the edges \( e_i \) and the tetrahedra \( \Delta_j \) of \( T \) by \( 1 \leq i,j \leq N \) (the number of tetrahedra is equal to that of edges, as the Euler characteristic of \( M \) is zero). We choose a fundamental domain of \( M \) in \( \tilde{M} \) and denote by \( \tilde{e}_i \) and \( \tilde{\Delta}_j \) the lifts of \( e_i \) and \( \Delta_j \), respectively, to the fundamental domain. Then an edge and a tetrahedron of \( \tilde{T} \) are given by \( g^k \cdot \tilde{e}_i \) and \( g^k \cdot \tilde{\Delta}_j \) for some \( k \in \mathbb{Z} \) and \( 1 \leq i,j \leq N \) where \( g \) is a generator of the deck transformation group \( \mathbb{Z} \) of \( \tilde{M} \).

A quad type of a tetrahedron is a pair of opposite edges; hence each tetrahedron has three different quad types. We choose a quad type and an orientation of each \( \Delta_j \) so that each edge of \( \Delta_j \) admits a shape parameter among

\[
\frac{1}{1 - z_j}, \quad \frac{1}{z_j} \in \mathbb{C} \setminus \{0,1\}
\]
with opposite edges having same parameters (see Figure 1). We denote by □ the three pairs of opposite edges of a tetrahedron so that the edges of □ are assigned to the shape parameter $z^\square$.

![Diagram of an ideal tetrahedron with shape parameters $z^\square$.](image)

**Figure 1.** An ideal tetrahedron with shape parameters $z^\square$.

The gluing equation matrices $G^\square$ of $T$ are the $N \times N$ matrices (whose rows and columns are indexed by the edges and by the tetrahedra of $T$ respectively) whose $(i,j)$-entry $G^\square_{ij}$ is the number of edges of $\Delta_j$ with parameter $z_j^{\square}$ that are incident to $e_i$ in $T$. The gluing equation matrices basically show which tetrahedra are attached to $e_i$. In particular, the gluing equation of $e_i$ is given by

$$e_i : \prod_{j=1}^{N} z_j^{G_{ij}} z_j^{G'_{ij}} z_j^{G''_{ij}} = 1.$$  

In a similar manner, we consider tetrahedra of $\tilde{T}$ that are attached to $e_i$. Precisely, for $k \in \mathbb{Z}$ let $G_k^\square$ be the $N \times N$ matrix whose $(i,j)$-entry is the number of edges of $g^k \Delta_j$ with parameter $z_j^{\square}$ that are incident to $e_i$ in $\tilde{T}$. We then define the twisted gluing equation matrices $G^\square(t)$ of $T$ by

$$G^\square(t) := \sum_{k \in \mathbb{Z}} G_k^\square t^k.$$  

Note that entries of $G^\square(t)$ are in $\mathbb{Z}[t^{\pm 1}]$ and that $G^\square(t)$ reduces to $G^\square$ when $t = 1$.

A peripheral curve is an oriented, homotopically non-trivial, simple closed curve in the peripheral torus of $M$. Each peripheral curve $\gamma$ is associated with three row vectors $C_{\gamma} \in \mathbb{Z}^N$ that describe its completeness equation as

$$\gamma : \prod_{j=1}^{N} C_{\gamma j} z_j^{C_{\gamma j}'} z_j^{C_{\gamma j}''} = 1$$

where $C_{\gamma j}$ is the $j$-th component of $C_{\gamma}$. We say that a point $(z_1, \ldots, z_N) \in (\mathbb{C} \setminus \{0,1\})^N$ is a solution of $T$ if it satisfies the gluing equation (1) for all edges of $T$ and the completeness equation (2) for all peripheral curves of $M$ and that a solution is geometric if its holonomy representation $\pi_1(M) \to \text{PSL}_2(\mathbb{C})$ is the geometric representation of $M$. Throughout the paper, we assume that a geometric solution of $T$ exists.

A combinatorial flattening of $T$ consists of three column vectors $f^\square \in \mathbb{Z}^N$ satisfying

$$f + f' + f'' = (1, \ldots, 1)^T,$$

$$Gf + G'f' + G''f'' = (2, \ldots, 2)^T,$$

$$C_{\gamma}f + C_{\gamma}'f' + C_{\gamma}''f'' = 0$$

for all peripheral curves $\gamma$. Note that every ideal triangulation has a combinatorial flattening [Nec92, Thm.4.5].

**Definition 2.1** ([GY21]). With the above notation, the twisted 1-loop invariant $\tau^{CS}(T,t)$ of $T$ is defined as

$$\tau^{CS}(T,t) := \frac{\det(G(t) \text{ diag}(\zeta) + G'(t) \text{ diag}(\zeta') + G''(t) \text{ diag}(\zeta''))}{\prod_{j=1}^{N} \zeta_j^{\zeta_j} \zeta_j'^{\zeta'_j} \zeta_j''^{\zeta''_j}} \in \mathbb{C}[t^{\pm 1}].$$

where the right-hand side is evaluated at the geometric solution of $T$,

$$\zeta_j = \frac{d \log z_j}{dz_j} = \frac{1}{z_j}, \quad \zeta'_j = \frac{d \log z'_j}{dz_j} = \frac{1}{1 - z_j}, \quad \zeta''_j = \frac{d \log z''_j}{dz_j} = \frac{1}{z_j(z_j - 1)}.$$
and \( \text{diag}(\zeta^\square) \) is the diagonal matrix with diagonal entries \( \zeta^\square, \ldots, \zeta^\square \).

Several choices, such as quad types of \( \Delta_j \), a fundamental domain of \( M \) and a flattening of \( \mathcal{T} \), are involved in the right-hand side of Equation (6). However, it turns out that the twisted 1-loop invariant \( \tau^{CS}(\mathcal{T}, t) \) is well-defined up to multiplication of units in \( \mathbb{Z}[t^\pm 1] \). Furthermore, it is invariant under 2–3 Pachner moves. We refer to [GY21] for details.

**Remark 2.2.** The logarithmic form of the gluing equation (1) is

\[
(8) \quad e_i : \sum_{j=1}^{N} G_{ij} \log z_j + G'_{ij} \log z'_j + G''_{ij} \log z''_j = 2\pi \sqrt{-1}.
\]

Since we fixed a fundamental domain, say \( D \), of \( M \), the infinite cyclic cover \( \widetilde{M} \) is divided into \( g^k \cdot D \) for \( k \in \mathbb{Z} \). Accordingly, the left-hand side of Equation (8) is divided with respect to \( k \in \mathbb{Z} \): the contribution from \( g^k \cdot D \) is

\[
\sum_{j=1}^{N} (G_k)_{ij} \log z_j + (G'_k)_{ij} \log z'_j + (G''_k)_{ij} \log z''_j.
\]

It naturally allows us to associate a Laurent polynomial \( E_i \) to each edge \( e_i \)

\[
E_i = \sum_{k \in \mathbb{Z} \setminus \{0\} \setminus \{1\}} \left( \sum_{j=1}^{N} (G_k)_{ij} \log z_j + (G'_k)_{ij} \log z'_j + (G''_k)_{ij} \log z''_j \right) t^k
\]

which reduces to the left-hand side of Equation (8) when \( t = 1 \). It follows from the definition (7) that

\[
(G(t) \text{ diag}(\zeta) + G'(t) \text{ diag}(\zeta') + G''(t) \text{ diag}(\zeta''))_{ij} = \frac{\partial E_i}{\partial z_j}
\]

for \( 1 \leq i, j \leq N \).

### 3. The Jacobian of \( \sigma\)-Ptolemy coordinates

In this section, we present an alternative definition of the twisted 1-loop invariant in terms of the Jacobian of \( \sigma\)-Ptolemy coordinates (see Theorem 3.7 below).

#### 3.1. A single tetrahedron

We first consider a single tetrahedron \( \Delta \) with its truncation \( \Delta \), a polyhedron obtained from \( \Delta \) by chopping off its vertices. There are two types of edges in \( \Delta \): an edge of a triangular face is called a short-edge and an edge that is not a short-edge is called a long-edge. Let \( \delta \Delta \) be the union of four triangular faces of \( \Delta \) so that the edges of \( \delta \Delta \) are the short-edges of \( \Delta \). We denote by \( \mathcal{E}(X) \) for \( X \in \{ \Delta, \delta \Delta \} \) the set of oriented edges of \( X \). It is clear that \( \mathcal{E}(\delta \Delta) \subset \mathcal{E}(\Delta) \) and that \( \mathcal{E}(\Delta) \) is identified with \( \mathcal{E}(\Delta) \setminus \mathcal{E}(\delta \Delta) \) in an obvious way.

We say that an assignment \( \sigma : \mathcal{E}(\delta \Delta) \to \{ \pm 1 \} \) of a sign to each oriented short-edge is a cocycle if

- \( \sigma(-e) = \sigma(e)^{-1} \) for \( e \in \mathcal{E}(\delta \Delta) \) where \( -e \) is the same edge \( e \) but with the reversed orientation;
- \( \sigma(e_1)\sigma(e_2)\sigma(e_3) = 1 \) if \( e_1, e_2 \), and \( e_3 \) form the boundary of a 2-cell of \( \delta \Delta \) in any cyclic order.

In fact, the orientations of short-edges do not matter as the target group is \( \{ \pm 1 \} \).

**Definition 3.1 ([Yoo19]).** For a cocycle \( \sigma : \mathcal{E}(\delta \Delta) \to \{ \pm 1 \} \) an assignment \( c : \mathcal{E}(\Delta) \to \mathbb{C}^* \) is called a \( \sigma\)-Ptolemy assignment (or coordinates) if \( c(-e) = -c(e) \) for all \( e \in \mathcal{E}(\Delta) \) and

\[
(9) \quad c(l_{02})c(l_{13}) - \frac{\sigma(s_{031})\sigma(s_{023})}{\sigma(s_{032})\sigma(s_{021})}c(l_{03})c(l_{12}) - \frac{\sigma(s_{032})\sigma(s_{023})}{\sigma(s_{031})\sigma(s_{021})}c(l_{01})c(l_{23}) = 0
\]

where \( l_{ij} \) is the oriented edge of \( \Delta = [v_0, v_1, v_2, v_3] \) starting from the vertex \( v_i \) and heading to \( v_j \) and \( s_{ijk} \) is the oriented short-edge starting from \( l_{ij} \) and heading to \( l_{jk} \) as in Figure 2. We refer to Equation (9) as the \( \sigma\)-Ptolemy equation \( p\Delta^2 \) of \( \Delta \).

It is shown in [Yoo19] that a \( \sigma\)-Ptolemy assignment \( c : \mathcal{E}(\Delta) \to \mathbb{C}^* \) determines a cocycle \( \rho : \mathcal{E}(\Delta) \to \text{SL}_2(\mathbb{C}) \) and the shape of \( \Delta \). Precisely, the cocycle \( \rho \) is given by

\[
(10) \quad \rho(l_{ij}) = \begin{pmatrix} 0 & -c(l_{ij})^{-1} \\ c(l_{ij}) & 0 \end{pmatrix}, \quad \rho(s_{ijk}) = \begin{pmatrix} \sigma(s_{ijk}) & c(l_{ki}) \\ -c(l_{ki})^{-1} & \sigma(s_{ijk})^{-1} \end{pmatrix}
\]
Lemma 3.3. Let \((\iota, \iota', \iota'') \in \mathbb{Z}^3\) be a triple of integers satisfying \(f + f' + f'' = 1\). Then we have
\[
\frac{c(e_\iota)}{c(e_0)c(e_1)} \cdot \frac{\partial p_\Delta}{\partial c(e_\iota')} = \pm \frac{\zeta}{c_\Delta}
\]
for \(i = 0, 1\) and any \(\Box\) where the sign \(\pm\) does not depend on \(i\) and \(\Box\), and
\[
\begin{align*}
\zeta^f_{\Delta} & := c(e_0)^f c(e_1)^f c(e_0')^f c(e_1')^f c(e_0'')^f c(e_1'')^f, \\
\zeta^f_\gamma & := \zeta^f \zeta'^f \zeta''^f.
\end{align*}
\]

**Proof.** As in the proof of Lemma 3.2, suppose that a quad type of \(\Delta\) is \((e_0,e_1) = (l_{02},l_{13})\) so that \((e_0',e_1') = (l_{01},l_{23})\) and \((e_0'',e_1'') = (l_{03},l_{12})\). Then we have
\[
\zeta^f \zeta'^f \zeta''^f = \zeta^{1-f'-f''} \zeta'^f \zeta''^f = \\
= \zeta \left( \frac{\zeta}{\zeta'} \right)^{f'} \left( \frac{\zeta''}{\zeta} \right)^{f''} = \\
= \pm \zeta \left( \frac{c(l_{01})c(l_{23})}{c(l_{02})c(l_{13})} \right)^{f'} \left( \frac{c(l_{03})c(l_{12})}{c(l_{02})c(l_{13})} \right)^{f''} = \\
= \pm \zeta \cdot \frac{c(e_0)^f c(e_1)^f c(e_0')^f c(e_1')^f c(e_0'')^f c(e_1'')^f}{c(e_0) c(e_1)}.
\]
where the sign \(\pm\) above only depends on the cocycle \(\sigma\) and the triple \((f,f',f'')\). Combining this with Lemma 3.2, we obtain Equation (14).

Note that Lemma 3.3 reduces to Lemma 3.2 when \((f,f',f'') = (1,0,0)\).

### 3.2. \(\sigma\)-Ptolemy assignments for a 3-manifold.

The notion of \(\sigma\)-Ptolemy assignment in Section 3.1 naturally extends to an ideal triangulation of a 3-manifold [Yoo19]. We briefly recall its definition with some properties that we need in the following sections.

Let \(M\) be a 1-cusped hyperbolic 3-manifold and \(\overline{M}\) be the compact manifold with a torus boundary whose interior is homeomorphic to \(M\). An ideal triangulation \(T\) of \(M\) endows \(\overline{M}\) with a decomposition into truncated tetrahedra whose triangular faces triangulate the boundary \(\partial \overline{M}\) of \(\overline{M}\). For simplicity we confuse this decomposition of \(\overline{M}\) as well as that of \(\partial \overline{M}\) with its underlying space. We denote by \(E(X)\) for \(X \in \{T, \overline{M}, \partial \overline{M}\}\) the set of oriented edges of \(X\).

**Definition (Yoo19).** For a cocycle \(\sigma : E(\partial \overline{M}) \to \{\pm 1\}\) an assignment \(c : E(T) \to \mathbb{C}^*\) is called a \(\sigma\)-Ptolemy assignment (or coordinates) if it satisfies \(c(-e) = -c(e)\) for all \(e \in E(T)\) and the \(\sigma\)-Ptolemy equation for all tetrahedra of \(T\).

As in Equation (10), a \(\sigma\)-Ptolemy assignment \(c : E(T) \to \mathbb{C}^*\) determines a cocycle \(\rho : E(\overline{M}) \to \text{SL}_2(\mathbb{C})\) and thus induces a representation \(\rho : \pi_1(M) \to \text{SL}_2(\mathbb{C})\) (also denoted by \(\rho\)) up to conjugation. We obtain a map \(\Phi\) from the set \(P^\sigma(T)\) of all \(\sigma\)-Ptolemy assignments of \(T\) to the \(\text{SL}_2(\mathbb{C})\)-character variety \(\mathcal{X}(M)\) of \(M\)
\[(15)\]
\[
\Phi : P^\sigma(T) \to \mathcal{X}(M)
\]
by sending \(c \in P^\sigma(T)\) to the conjugacy class of \(\rho\). Note that by the definition (10) the representation \(\rho\) satisfies (up to conjugation)
\[(16)\]
\[
\rho(\gamma) = \begin{pmatrix} \sigma(\gamma) & * \\ 0 & \sigma(\gamma)^{-1} \end{pmatrix} \text{ for all } \gamma \in \pi_1(\partial \overline{M})
\]
where \(\sigma : \pi_1(\partial \overline{M}) \to \{\pm 1\}\) is the homomorphism (also denoted by \(\sigma\)) induced from the cocycle \(\sigma\).

**Remark 3.5.** As the \(\sigma\)-Ptolemy equation (9) is homogeneous, the set \(P^\sigma(T)\) admits the multiplication by a non-zero complex number acting diagonally. It is proved in [Yoo19, Prop.2.6] that \(\Phi(k \cdot c) = \Phi(c)\) for all \(c \in P^\sigma(T)\) and \(k \in \mathbb{C}^*\).

As in Equation (11), a \(\sigma\)-Ptolemy assignment \(c \in P^\sigma(T)\) determines the shape parameters of tetrahedra of \(T\). These shape parameters automatically form a solution of \(T\), and its holonomy representation admits an \(\text{SL}_2(\mathbb{C})\)-lift whose conjugacy class is \(\Phi(c) \in \mathcal{X}(M)\). Conversely, a standard pseudo-developing map argument shows the following (see [Yoo19, Sec.2.3] or [GTZ15, Thm.1.12] for details).
Proposition 3.6 ([Yoo10]). Let $z_1, \ldots, z_N$ be a solution of $T$ whose holonomy representation admits an $SL_2(\mathbb{C})$-lift $\rho$. Then for any cocycle $\sigma : E(\partial \tilde{M}) \to \{\pm 1\}$ satisfying Equation (16) there exists $c \in P^*(T)$ corresponding to the solution.

The geometric representation of a hyperbolic 3-manifold always has an $SL_2(\mathbb{C})$-lift [CS83, Prop.3.1.1]. We say that a cocycle $\sigma : E(\partial \tilde{M}) \to \{\pm 1\}$ is an obstruction cocycle if it satisfies Equation (16) for a lift $\rho$ of the geometric representation of $M$. It follows from Proposition 3.6 that for any obstruction cocycle $\sigma$ there exists $c \in P^*(T)$ corresponding to the geometric solution of $T$.

3.3. An alternative definition of the twisted 1-loop invariant. We now fix an epimorphism $\alpha : \pi_1(M) \to \mathbb{Z}$.

Let $\tilde{M}$ be the infinite cyclic cover of $M$ corresponding to the kernel of $\alpha$ and $\tilde{T}$ be the ideal triangulation of $\tilde{M}$ induced from $T$. We choose a fundamental domain of $M$ in $\tilde{M}$ and denote by $\tilde{e}_i$ and $\tilde{\Delta}_j$ the lifts of $e_i$ and $\Delta_j$, respectively, to the fundamental domain (recall that $e_1, \ldots, e_N$ and $\Delta_1, \ldots, \Delta_N$ are the edges and the tetrahedra of $T$). It is clear that $\tilde{e}_1, \ldots, \tilde{e}_N$ are edges of $\Delta_1, \ldots, \Delta_N$ but those are not all of the edges of $\Delta_1, \ldots, \Delta_N$. We denote by $\tilde{e}_{N+1}, \ldots, \tilde{e}_{N+L}$ the other edges of $\Delta_1, \ldots, \Delta_N$. It follows that for $N+1 \leq i \leq N+L$ there exists a unique pair of $1 \leq j(i) \leq N$ and $k(i) \in \mathbb{Z}$ satisfying

$$\tilde{e}_i = g^{k(i)} \cdot \tilde{e}_{j(i)}$$

where $g$ is a generator of the deck transformation group $\mathbb{Z}$ of $\tilde{M}$.

We choose an orientation of each edge of $T$ and orient the edges of $\tilde{T}$ accordingly. We then assign a variable $c_i$ to each $\tilde{e}_i$ ($1 \leq i \leq N+L$) and define an element $p^c_i \in \mathbb{Z}[c_1, \ldots, c_{N+L}, t^{\pm 1}]$ as follows.

- let $p^c_i$ be the left-hand side of the $\sigma$-Ptolemy equation (9) of $\tilde{\Delta}_i$ for $1 \leq i \leq N$;
- let $p^c_i = c_i - t^{-k(i)}c_{j(i)}$ for $N+1 \leq i \leq N+L$.

For $N+1 \leq i \leq N+L$ we often write $p^c_i(t)$ instead of $p^c_i$ if we need to specify the value of the variable $t$. For instance, there is an obvious bijection

$$P^*(T) \cong \{(c_1, \ldots, c_{N+L}) \in (\mathbb{C}^*)^{N+L} : p^c_1 = \cdots = p^c_N = p^c_{N+1}(1) = \cdots = p^c_{N+L}(1) = 0\}$$

sending $c \in P^*(T)$ to $(c_1, \ldots, c_{N+L})$ where $c_i = c(e_i)$ for $1 \leq i \leq N$ and $c_i = c_{j(i)}$ for $N+1 \leq i \leq N+L$. In particular, if $\sigma$ is an obstruction cocycle, then there exists a point $(c_1, \ldots, c_{N+L}) \in (\mathbb{C}^*)^{N+L}$ corresponding to the geometric solution of $T$.

Theorem 3.7. For an obstruction cocycle $\sigma$ we have

$$\tau^{CS}(T, t) = \pm \frac{1}{c_1 \cdots c_N} \det \left( \frac{\partial p^c_i}{\partial c_j} \right), \quad 1 \leq i, j \leq N+L$$

where the right-hand side is evaluated at a point $(c_1, \ldots, c_{N+L})$ corresponding to the geometric solution of $T$.

Proof. For $N+1 \leq i \leq N+L$ we have

$$\frac{\partial p^c_i}{\partial c_j} = \begin{cases} 1 & \text{if } j = i \\ -t^{-k(i)} & \text{if } j = j(i) \\ 0 & \text{otherwise} \end{cases}$$

Thus adding $t^{-k(i)}$ times the $i$-column of the Jacobian matrix $(\partial p^c_i / \partial c_j)$ to the $j(i)$-th column, we have

$$\left( \begin{array}{c} \mathbf{Y} \\ \mathbf{0} \end{array} \right) \ast \left( \begin{array}{c} \mathbf{Y} \\ \mathbf{0} \end{array} \right) = \left( \begin{array}{c} \mathbf{Y} \\ \mathbf{0} \end{array} \right)$$

where $\mathbf{Id}_L$ is the identity matrix of size $L$ and $\mathbf{Y}$ is a square matrix of size $N$ with $\det \mathbf{Y} = \det \left( \frac{\partial p^c_i}{\partial c_j} \right)$.

Let $f^\mathbb{Z} = (f_1^\mathbb{Z}, \ldots, f_N^\mathbb{Z}) \in \mathbb{Z}^N$ be a combinatorial flattening of $T$. We claim that

$$\text{diag}(\pm c_1, \ldots, \pm c_N) \mathbf{Y}^T \text{diag}(c_{f_1}^{\Delta_1}, \ldots, c_{f_N}^{\Delta_N})^{-1} = (\mathbf{G}(t) \text{diag}(\zeta) + \mathbf{G}'(t) \text{diag}(\zeta') + \mathbf{G}''(t) \text{diag}(\zeta'')) \text{diag}(c_{f_1}^{\Delta_1}, \ldots, c_{f_N}^{\Delta_N})^{-1}$$

where $c_{f_i}^{\Delta_i}$ are the notations defined in Lemma 3.3. We fix $1 \leq I \leq N$ and let $N+1 \leq I_1, \ldots, I_m \leq N+L$ be the indices satisfying $j(I_1) = \cdots = j(I_m) = I$. This means that the edges $\tilde{e}_{I_1}, \ldots, \tilde{e}_{I_m}$ are lifts of the edge $e_I$. 

We have
\[ Y_{IJ} = \frac{\partial \rho_{iJ}^2}{\partial c_{jI}} + \frac{\partial \rho_{jI}^2}{\partial c_{iJ}} T^{-k(I_i)} + \ldots + \frac{\partial \rho_{mJ}^2}{\partial c_{iJ}} T^{-k(I_m)} \]
for \( 1 \leq J \leq N \), and since \( c_I = c_{I_1} = \ldots = c_{I_m} \),
\[ \frac{c_I}{c_{I_j}} Y_{IJ} = \frac{c_{I_j}}{c_{I_j}} \frac{\partial \rho_{iJ}^2}{\partial c_{jI}} + \frac{c_{I_1}}{c_{I_1}} \frac{\partial \rho_{jI}^2}{\partial c_{iJ}} T^{-k(I_i)} + \ldots + \frac{c_{I_m}}{c_{I_m}} \frac{\partial \rho_{mJ}^2}{\partial c_{iJ}} T^{-k(I_m)}. \]

A tetrahedron \( \Delta_J \) is attached to \( e_I \) if and only if \( \Delta_J \) is attached to one of \( \bar{e}_I, \bar{e}_{I_1}, \ldots, \bar{e}_{I_m} \). Also, a tetrahedron \( \tilde{\Delta}_J \) is attached to \( \bar{e}_I \) for some \( 1 \leq l \leq m \) if and only if \( g^{-k(I_l)} \cdot \tilde{\Delta}_J \) is attached to \( \bar{e}_I \). Combining this fact with Equation (20), we obtain Equation (19) from Lemma 3.3. Therefore,
\[ \pm \frac{c_1 \cdots c_N}{c_{I_1} \Delta_1 \cdots c_{I_N} \Delta_N} \det Y = \frac{\det \left( G(t) \operatorname{diag}(\zeta) + G'(t) \operatorname{diag}(\zeta') + G''(t) \operatorname{diag}(\zeta'') \right) }{c_{I_1} \Delta_1 \cdots c_{I_N} \Delta_N} = \tau^{CS}(T, t). \]

On the other hand, we have
\[ \frac{c_{I_1}^2 \cdots c_{I_N}^2}{c_{I_1} \Delta_1 \cdots c_{I_N} \Delta_N} = \frac{c_1^2 \cdots c_N^2}{c_{I_1} \Delta_1 \cdots c_{I_N} \Delta_N} \]
since \((f, f', f'')\) satisfies \( Gf + G'f' + G''f'' = (2, 2, 2)^T \). This completes the proof:
\[ \tau^{CS}(T, t) = \pm \frac{c_1 \cdots c_N}{c_{I_1} \Delta_1 \cdots c_{I_N} \Delta_N} \det Y = \pm \frac{1}{c_1 \cdots c_N} \det Y = \pm \frac{1}{c_1 \cdots c_N} \det \left( \frac{\partial \rho_{iJ}^2}{\partial c_{jI}} \right). \]

Combining Theorem 3.7 with [GY21, Thm.1.7], we also obtain an alternative expression of the 1-loop invariant [DG13] in terms of \( \sigma \)-Ptolemy coordinates:

**Corollary 3.8.** We have
\[ \tau_{\chi}^{CS}(T) = \pm \frac{1}{c_1 \cdots c_N} \frac{d}{dt} \bigg|_{t=1} \det \left( \frac{\partial \rho_{iJ}^2}{\partial c_{jI}} \right), \quad 1 \leq i, j \leq N + L \]
where \( \lambda \) is the peripheral curve satisfying \( \alpha(\lambda) = 0 \).

**Remark 3.9.** A combinatorial flattening is required to satisfy the three conditions (3), (4) and (5). However, we only used the first and second conditions to obtain Theorem 3.7 which provides an expression of the twisted 1-loop invariant without using a flattening. This implies that we actually do not need the third condition (5) in the first place.

### 4. Once-punctured Torus Bundles

Let \( F \) be the once-punctured torus and \( G \) be the mapping class group of \( F \). For \( \varphi \in G \) we denote by \( M_{\varphi} \) the \( F \)-bundle over the circle \( S^1 \) whose monodromy is \( \varphi \), i.e.,
\[ M_{\varphi} = F \times [0, 1]/\sim \]
where the quotient \( \sim \) identifies \( F \times \{0\} \) with \( F \times \{1\} \) by a diffeomorphism of \( F \) whose isotopy class is \( \varphi \). It is well-known that \( G \) is identified with \( \text{SL}_2(\mathbb{Z}) \) and that \( M_{\varphi} \) is hyperbolic if \( \varphi \in \text{SL}_2(\mathbb{Z}) \) has distinct real eigenvalues. Also, up to conjugation we can write
\[ \varphi = R \cdots R L \cdots L \cdots R L \cdots L \]
for some positive integers \( s_1, t_1, \ldots, s_n, t_n \) where
\[ R = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \text{ and } L = \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix}. \]
We denote by \( \varphi_i \in \{ R, L \} \) the \( i \)-th letter of \( \varphi \) for \( 1 \leq i \leq N = s_1 + t_1 + \cdots + s_n + t_n \), and let \( \varphi_N := \varphi_0 \). For the sake of simple exposition, we assume that \( t_n \geq 2 \). The other case \( t_n = 1 \) has only minor variants.

#### 4.1. The canonical triangulation of \( M_{\varphi} \)

The canonical triangulation \( \mathcal{T}_\varphi \) of \( M_{\varphi} \) consists of \( N \) ideal tetrahedra. Letting \( M_0 \) be the once-punctured torus, we inductively construct a manifold \( M_i \) (\( 1 \leq i \leq N \)) by attaching an
ideal tetrahedron $\Delta_i$ to $M_{i-1}$ where the way of attaching $\Delta_i$ depends on whether $\varphi_{i-1}$ is $R$ or $L$ as in Figure 3. Then the manifold $M_\varphi$ is obtained from $M_N$ by identifying the remaining faces of the last tetrahedron $\Delta_N$ with the initial surface $M_0$ in a trivial way. We refer to [Gue06] for details. We denote by $e_i$ the new edge (the bold edge in Figure 3) created when we attach $\Delta_i$ to $M_{i-1}$ and by $z_i$ the shape parameter of $\Delta_i$ at $e_i$.

Figure 3. Four copies of $F$ and the way of attaching $\Delta_i$.

The canonical triangulation $T_\varphi$ induces the triangulation of the peripheral torus of $M_\varphi$ where each $\Delta_i$ provides four triangles (see Figure 4). We refer to [Gue06, Sec.4] for a detailed description of this triangulation. Each edge $e_i$ appears in this triangulation as a vertex and thus the gluing equation of $e_i$ can be easily computed from the triangles adjacent to the vertex:

\[
\begin{align*}
e_i : & \quad \begin{cases} z_i (z_{i+1}^{i+1})^2 \cdots (z_{i+j}^{i+j})^2 z_{i+j+1} = 1 & \text{if } \varphi_i = R \\ z_i (z_{i+1}^{i+1})^2 \cdots (z_{i+j}^{i+j})^2 z_{i+j+1} = 1 & \text{if } \varphi_i = L \end{cases}
\end{align*}
\]

for all $1 \leq i \leq N$ where $1 \leq k \leq N$ denotes the number congruent to $k \in \mathbb{N}$ in modulo $N$ and $j \geq 1$ is the smallest integer satisfying $\varphi_{i+j} = \varphi_i$. Remark that we have $i + j + 1 \leq N$ so that we actually do not need the overline symbols in Equation (23) for all $1 \leq i \leq N$ but $i = N - t_n$ (when $\varphi_i$ is the last $R$ in $\varphi$) and $i = N - 1, N$ (when $\varphi_i$ is one of the last two $L$’s in $\varphi$). Without using the overline symbol, we have

\[
\begin{align*}
e_i : & \quad \begin{cases} z_i (z_{i+1}^{i+1})^2 \cdots (z_{i+j}^{i+j})^2 z_{i+j+1} = 1 & \text{if } \varphi_i = R \\ z_i (z_{i+1}^{i+1})^2 \cdots (z_{i+j}^{i+j})^2 z_{i+j+1} = 1 & \text{if } \varphi_i = L \end{cases}
\end{align*}
\]

for all $1 \leq i \leq N$ but $i = N - t_n, N - 1, N$ where the rest cases are

\[
\begin{align*}e_{N-t_n} : & \quad z_{N-t_n} (z_{N-t_n+1}^{N-t_n+1})^2 \cdots (z_N^{N})^2 \times (z_1^{1})^2 z_2 = 1, \\
e_{N-1} : & \quad z_{N-1} (z_N^{N})^2 \times z_1 = 1, \\
e_N : & \quad z_N \times (z_2^2)^2(z_3^2)^2 \cdots (z_{t_1+1}^{t_1+1})^2 z_{t_1+2} = 1.
\end{align*}
\]

Here we put $\times$ intentionally to distinguish the indices that come after $N$. This would be helpful for understanding Lemma 4.2 below.

Example 4.1. Let $\varphi = R^2 L^3$. The canonical triangulation $T_\varphi$ has 5 edges whose gluing equations are

\[
\begin{align*}
e_1 : & \quad z_1 (z_3^2)^2 z_3 = 1, \\
e_2 : & \quad z_2 (z_3^2)^2(z_4^2)^2(z_5^2)^2 \times (z_1^{1})^2 z_2 = 1, \\
e_3 : & \quad z_3 (z_4^2)^2 z_5 = 1, \\
e_4 : & \quad z_4 (z_5^2)^2 \times z_1 = 1, \\
e_5 : & \quad z_5 \times (z_1^2)^2 (z_2^2)^2 (z_3^2)^2 z_4 = 1.
\end{align*}
\]

If we choose peripheral curves $\mu$ and $\lambda$ as in Figure 4, then their completeness equations are

\[
\begin{align*}
\mu : & \quad (z_2^{1})^{-1}(z_2^{1})^{-1} z_3^4 z_3^4 z_3^4 = 1, \\
\lambda : & \quad (z_1^{1})^{-1}(z_1^{1})^{-1} z_4^1(z_1^{1})^{-1} z_4^1 = 1.
\end{align*}
\]

Note that $\mu$ and $\lambda$ correspond to the base circle of the bundle $M_\varphi \to S^1$ and the puncture of $F$, respectively and that they generate the fundamental group of the peripheral torus. A numerical computation shows that the geometric
Proof. Recall that tetrahedra $\Delta_i$...equation (24), that is, every tetrahedron attached to $\tilde{e}_i$ is also lifted into the fundamental domain, we obtain Equation (29) from Remark 2.2. Similarly, we obtain Equation (30) from Equation (25).

Theorem 4.3. The twisted 1-loop invariant of $\mathcal{T}_\varphi$ is given by

$$\tau^{CS}(\mathcal{T}_\varphi, t) = \det X$$

where $X$ is the $N \times N$ matrix whose $i$-th row $X_i$ is

$$X_i = \begin{cases} 
(0 \cdots 0 1 \frac{2z_{i+1}}{1-z_{i+1}} \cdots \frac{2z_{i+j-1}}{1-z_{i+j-1}} 1 0 \cdots 0) & \text{if } \varphi_i = R, \\
(0 \cdots 0 1 \frac{2z_{i+1}}{1-z_{i+1}} \cdots \frac{2z_{i+j-1}}{1-z_{i+j-1}} 1 0 \cdots 0) & \text{if } \varphi_i = L
\end{cases}$$

Figure 4. The induced triangulation of the peripheral torus for $\varphi = R^2L^3$. The triangles with index $1 \leq i \leq 5$ are from $\Delta_i$, and the dots indicate where the parameter $z_i$ is assigned.

solution of $\mathcal{T}_\varphi$ is approximately

$$z_1 \approx -0.19373 + 0.90574i, \quad z_2 \approx 0.80627 + 0.90574i,$$

$$z_3 \approx -0.19373 + 0.90574i, \quad z_4 \approx 0.35508 + 0.35232i,$$

$$z_5 \approx 0.35508 + 0.35232i$$

with $\text{Vol}(M_\varphi) = \text{Vol}(\Delta_1) + \cdots + \text{Vol}(\Delta_5) \approx 4.17775.$

4.2. The twisted 1-loop invariant of $\mathcal{T}_\varphi$. Let $\alpha : \pi_1(M_\varphi) \to \mathbb{Z}$ be the epimorphism induced from the projection map $M_\varphi \to S^1$ and $\tilde{M}_\varphi$ be the infinite cyclic cover corresponding to the kernel of $\alpha$. We identify $\tilde{M}_\varphi$ with $F \times \mathbb{R}$ and choose a fundamental domain of $M_\varphi$ as $F \times [0, 1]$. Recall Section 2 that the choice of the fundamental domain determines twisted gluing equation matrices $G^{ij}(t)$ of $\mathcal{T}_\varphi$.

Lemma 4.2. The $i$-th row of $G(t)\text{diag}(\zeta) + G'(t)\text{diag}(\zeta') + G''(t)\text{diag}(\zeta'')$ is

$$\begin{pmatrix} 0 & \cdots & 0 & 2\zeta_{i+1} & \cdots & 2\zeta_{i+j} & \zeta_{i+j+1} & 0 & \cdots & 0 \end{pmatrix}$$

if $\varphi_i = R$.

$$(29)$$

$$\begin{pmatrix} 0 & \cdots & 0 & 2\zeta_{i+1}'' & \cdots & 2\zeta_{i+j}'' & \zeta_{i+j+1} & 0 & \cdots & 0 \end{pmatrix}$$

if $\varphi_i = L$.

for all $1 \leq i \leq N$ but $i = N - t_n, N - 1, N$ where $j \geq 1$ is the smallest integer satisfying $\varphi_{i+j} = \varphi_i$. The rest three rows are

the $(N - t_n)$-th row : $(0 \cdots 0 \zeta_{N-t_n} 2\zeta_{N-t_n+1} \cdots 2\zeta_N) + (2\zeta_{1} \zeta_{2} \cdots 0)$,

$$(30)$$

the $(N - 1)$-st row : $(0 \cdots 0 \zeta_{N-1} 2\zeta_N) + (\zeta_1 0 \cdots 0)$,

the $N$-th row : $(0 \cdots 0 \zeta_N) + (2\zeta_{1}'' \cdots 2\zeta_{i+j+1}'' \zeta_{i+2} 0 \cdots 0)$.

Proof. Recall that $\tilde{e}_i$ and $\tilde{\Delta}_j$ denotes the lifts of $e_i$ and $\Delta_j$ to the fundamental domain, respectively and that the tetrahedra $\Delta_1, \ldots, \Delta_{i+j+1}$ are attached to the edge $e_i$ in $\mathcal{T}_\varphi$ (see Equation (23)). Lifting $e_i$ to $\tilde{e}_i$, these tetrahedra $\Delta_k (i \leq k \leq i + j + 1)$ are lifted to $g^{\frac{k-i}{N}} \cdot \tilde{\Delta}_k$ accordingly. Here $g$ is the generator of the deck transformation group of $\tilde{M}_\varphi$ sending the fundamental domain $F \times [0, 1]$ to $F \times (1, 2)$. Since we have $i + j + 1 \leq N$ for $i \neq N - t_n, N - 1, N$ as in Equation (24), that is, every tetrahedron attached to $e_i$ is also lifted into the fundamental domain, we obtain Equation (29) from Remark 2.2. Similarly, we obtain Equation (30) from Equation (25). \qed

Theorem 4.3. The twisted 1-loop invariant of $\mathcal{T}_\varphi$ is given by

$$\tau^{CS}(\mathcal{T}_\varphi, t) = \det X$$

where $X$ is the $N \times N$ matrix whose $i$-th row $X_i$ is

$$X_i = \begin{cases} 
(0 \cdots 0 1 \frac{2z_{i+1}}{1-z_{i+1}} \cdots \frac{2z_{i+j}}{1-z_{i+j}} 1 0 \cdots 0) & \text{if } \varphi_i = R, \\
(0 \cdots 0 1 \frac{2z_{i+1}}{z_{i+1}-1} \cdots \frac{2z_{i+j}}{z_{i+j}-1} 1 0 \cdots 0) & \text{if } \varphi_i = L
\end{cases}$$

in $\mathcal{T}_\varphi$.
for all $1 \leq i \leq N$ but $i = N - t_n, N - 1, N$ where $j \geq 1$ is the smallest integer satisfying $\varphi_{i+j} = \varphi_i$. The rest rows of $X$ are

$$
X_{N-t_n} = \begin{pmatrix} 0 & \cdots & 0 & \frac{2x_{N-t_n+1}}{z_{N-t_n+1}-1} & \cdots & \frac{2x_N}{z_{N-1}-1} \end{pmatrix} + \begin{pmatrix} \frac{2z_1}{z_1-1} & 1 & 0 & \cdots & 0 \end{pmatrix} t,
$$

(32)

$$
X_{N-1} = \begin{pmatrix} 0 & \cdots & 0 & \frac{2}{z_N-1} \end{pmatrix} + \begin{pmatrix} 1 & 0 & \cdots & 0 \end{pmatrix} t,
$$

$$
X_N = \begin{pmatrix} 0 & \cdots & 0 & 1 \end{pmatrix} + \begin{pmatrix} \frac{2}{z_{1+1}-1} & \cdots & \frac{2}{z_{1+1}} & 1 & 0 & \cdots & 0 \end{pmatrix} t.
$$

Proof. From Lemma 4.2 with the fact that $\zeta_i/\zeta_i = z_i/(1 - z_i)$ and $\zeta_i/\zeta_i = 1/(z_i - 1)$ we have

$$
X = (G(t) \text{diag}(\zeta) + G'(t) \text{diag}(\zeta') + G''(t) \text{diag}(\zeta'')) \text{diag}(\zeta_1, \ldots, \zeta_N)^{-1}.
$$

On the other hand, three vectors $f = (1, \ldots, 1)^T$ and $f' = f'' = (0, \ldots, 0)^T$ satisfy the conditions (3) and (4); it is clear that $f + f' + f'' = (1, \ldots, 1)^T$, and $G_f + G'_f + G''_f = G_f = (2, \ldots, 2)^T$ since the gluing equation (23) of each edge $e_i$ has exactly two shape parameters $z_i$ and $z_i - 1$. Then it follows from Remark 3.9 that

$$
\tau_{CS}(\varphi, t) = \frac{\det \begin{pmatrix} G(t) \text{diag}(\zeta) + G'(t) \text{diag}(\zeta') + G''(t) \text{diag}(\zeta'') \end{pmatrix}}{\zeta_1 \cdots \zeta_N} = \det X.
$$

□

Example 4.4 (Continued). Applying the case of $\varphi = R^2L^3$ to Theorem 4.3, we have

$$
X = \begin{pmatrix} 1 & \frac{2x_2}{1 - z_2} & 0 & 0 & 0 & 0 \\
0 & 1 & \frac{2x_3}{1 - z_3} & \frac{2x_4}{z_4 - 1} & \frac{2x_5}{z_5 - 1} & 0 \\
0 & 0 & 1 & \frac{2x_6}{z_6 - 1} & 1 & 0 \\
0 & 0 & 0 & 1 & \frac{2z_1}{z_1 - 1} & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix} + \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{2}{z_1 - 1} & \frac{2}{z_2 - 1} & \frac{2}{z_3 - 1} & 1 & 0 \end{pmatrix} t.
$$

An easy exercise is that $\tau_{CS}(\varphi, t) = \det X$ is a polynomial of degree 3 whose leading coefficient and constant term are $-1$ and 1, respectively. Also, since $\tau_{CS}(\varphi, 1) = 0$ [GY21, Thm.1.7], we have $\tau_{CS}(\varphi, t) = 1 - \alpha t + \alpha^2 t^2 - \alpha^3$ for some $\alpha \in \mathbb{C}$. Indeed, substituting the geometric solution (28) to $\det X$, we obtain

$$
\tau_{CS}(\varphi, t) \approx 1.00000 - (31.45667 + 9.44217i) t + (31.45667 + 9.44217i) t^2 - 1.00000t^3.
$$

4.3. $\sigma$-Ptolemy assignments of $T_{\varphi}$. We start with the once-punctured torus $F$ consisting of two ideal triangles. Chopping off the puncture of $F$, we obtain the compact surface $\overline{F}$ consisted of two truncated triangles. We choose an assignment $\sigma : \mathcal{E}(\partial \overline{F}) \to \{ \pm 1 \}$ as in Figure 5 (note that the orientations of short-edges do not matter as the target group is $\{ \pm 1 \}$). Since we do not have any tetrahedron so far, a $\sigma$-Ptolemy assignment $c : \mathcal{E}(F) \to \mathbb{C}^*$ is an assignment simply satisfying $c(-e) = -c(e)$ for $e \in \mathcal{E}(F)$. Choosing the orientations of the edges $e_{N+1}, e_{N+2}$ and $e_{N+3}$ of $F$ as in Figure 5, the set $P^\sigma(F)$ of all $\sigma$-Ptolemy assignments of $F$ is identified with $(\mathbb{C}^*)^3$:

$$
P^\sigma(F) \simeq (\mathbb{C}^*)^3, \ c \mapsto (c(e_{N+1}), c(e_{N+2}), c(e_{N+3})).
$$

Here we use the index starting from $N + 1$ to match it with the ones used in Sections 3.3 and 4.1.

Figure 5. The compact surface $\overline{F}$.

Recall that a $\sigma$-Ptolemy assignment $c : \mathcal{E}(F) \to \mathbb{C}^*$ determines a cocycle $\rho : \mathcal{E}(\overline{F}) \to \text{SL}_2(\mathbb{C})$, and thus there is a map $\Phi$ from $P^\sigma(F)$ to the $\text{SL}_2(\mathbb{C})$-character variety $\mathcal{X}(F)$ of $F$. 

Lemma 4.5. The image of $\Phi$ is contained in $\text{tr}^{-1}_\lambda(-2)$ where $\text{tr}_\lambda : \mathcal{X}(F) \to \mathbb{C}$ is the trace function of $\lambda = \partial \mathcal{F}$.

Proof. The boundary curve $\lambda = \partial \mathcal{F}$ consists of 6 short-edges and the product of signs that $\sigma$ assigns to them is $-1$. It thus follows from Equation (10) that the the image of $\lambda$ under the representation $\rho$ is

$$\rho(\lambda) = \begin{pmatrix} -1 & * \\ 0 & -1 \end{pmatrix}$$

up to conjugation, hence $\text{tr}\rho(\lambda) = -2$. ☐

Remark 4.6. The fundamental group of $F$ is the free group with two generators, say $g_1$ and $g_2$, and the character variety $\mathcal{X}(F)$ is identified with $\mathbb{C}^3$ with coordinates $\text{tr}g_1, \text{tr}g_2$ and $\text{tr}g_2g_1$. Using Equation (10), we explicitly compute that

$$\rho(g_1) = \begin{pmatrix} \frac{x^2+y^2}{xz} & y \\ z & x \end{pmatrix}, \quad \rho(g_2) = \begin{pmatrix} 0 & -\frac{1}{x} \\ x & -\frac{x^2+y^2+z^2}{yz} \end{pmatrix}$$

with

$$\text{tr}\rho(g_1) = \frac{x^2+y^2+z^2}{xz}, \quad \text{tr}\rho(g_2) = -\frac{x^2+y^2+z^2}{yz}, \quad \text{tr}\rho(g_1g_2) = -\frac{x^2+y^2+z^2}{xy}.$$ 

where $(x, y, z) = (c(e_{N+1}), c(e_{N+2}), c(e_{N+3}))$. Also, one can double-check that $\text{tr}\rho(\lambda) = \text{tr}\rho(g_1g_2) = -2$ and Remark 3.5.

Recall that the manifold $M_i$ ($1 \leq i \leq N$) is obtained from $M_{i-1}$ by attaching an ideal tetrahedron $\Delta_i$ to $M_{i-1}$ as in Figure 3 ($M_0$ is the once-punctured torus $F$). For simplicity we confuse the ideal triangulation of $M_i$ with its underlying space $M_i$. We denote by $\overline{M}_i$ the compact manifold obtained from $M_i$ by replacing $\Delta_1, \ldots, \Delta_i$ to their truncations $\overline{\Delta}_1, \ldots, \overline{\Delta}_i$.

We first extend $\sigma : \mathcal{E}(\partial \overline{M}_{i-1}) \to \{\pm 1\}$ to $\partial \overline{M}_i$ so that the extension $\sigma : \mathcal{E}(\partial \overline{M}_i) \to \{\pm 1\}$ (also denoted by $\sigma$) satisfies the cocycle conditions. Explicitly, the truncated tetrahedron $\overline{\Delta}_i$ has 12 short-edges, 6 of which are contained in $\overline{M}_{i-1}$. Thus there are 6 new short-edges when we attach $\overline{\Delta}_i$ to $\overline{M}_{i-1}$, and we assign $+1$ to all of these new short-edges but one; assign $-1$ to the one in the bottom-left as in Figure 6 (see also Figure 5). One easily checks that $\sigma : \mathcal{E}(\partial \overline{M}_i) \to \{\pm 1\}$ is indeed a cocycle (and such an extension is unique).

![Figure 6. Four copies of $F$ and the way of attaching $\Delta_i$.](image)

We then extend a $\sigma$-Ptolemy assignment $c : \mathcal{E}(M_{i-1}) \to \mathbb{C}^*$ to $c : \mathcal{E}(M_i) \to \mathbb{C}^*$ (also denoted by $c$) so that the $\sigma$-Ptolemy equation of $\Delta_i$ is satisfied. Explicitly, if we orient the edges $e_\alpha, e_\beta, e_\gamma$ and $e_i$ of $\Delta_i$ as in Figure 6, then the $\sigma$-Ptolemy equation of $\Delta_i$ is

$$c(e_i)c(e_\beta) - c(e_\alpha)^2 - c(e_\gamma)^2 = 0 \quad \text{if } \varphi_{i-1} = R$$

and therefore

$$c(e_i) = \begin{cases} \frac{c(e_\alpha)^2 + c(e_\gamma)^2}{c(e_\beta)} & \text{if } \varphi_{i-1} = R \\ \frac{c(e_\beta)^2 + c(e_\gamma)^2}{c(e_\alpha)} & \text{if } \varphi_{i-1} = L \end{cases}$$

(35)

(36)
Note that (as in Section 4.1) $e_i$ is the new edge created when we attach $\Delta_i$ to $M_{i-1}$ and that $c(e_i)$, $1 \leq i \leq N$ is a rational function in the three initial variables $c(e_{N+1})$, $c(e_{N+2})$ and $c(e_{N+3})$.

**Remark 4.7.** Recall that a $\sigma$-Ptolemy assignment determines the shapes of tetrahedra. Precisely, for Figure 6 the shape parameter $z_i$ of $\Delta_i$ at the edge $e_i$ is given by

$$z_i = \begin{cases} 
-c(e_\gamma)^2/c(e_\alpha)^2 & \text{if } \varphi_{i-1} = R \\
-c(e_\beta)^2/c(e_\gamma)^2 & \text{if } \varphi_{i-1} = L 
\end{cases} \quad (37)$$

The boundary of $M_i$ ($1 \leq i \leq N$) consists of four ideal triangles. We regard two of them forming the initial punctured torus $M_0$ as a *negative boundary* and the other two triangles as a *positive boundary*, so that the manifold $M_{\varphi}$ is obtained by identifying the negative and positive boundaries of $M_N$ in a trivial way. It is clear from Figure 6 that $\sigma$ assigns the signs for the negative and positive boundaries of $M_i$ in the same fashion. It follows that the cocycle $\sigma : \mathcal{E}(\partial M_\varphi) \to \{+1\}$ induces $\sigma : \mathcal{E}(\partial M_{\varphi}) \to \{\pm 1\}$ (also denoted by $\sigma$). On the other hand, the triple of horizontal, vertical, and diagonal edges of the negative boundary of $M_i$ is $(e_{N+1}, e_{N+2}, e_{N+3})$. See Figure 5. Such triples for positive boundaries depend on $i$, as we attach $\Delta_i$ to the positive boundary of $M_{i-1}$ as in Figure 6:

$$\sigma(e, e_\gamma, e_i) \mapsto (e_\gamma, e_i, e_\alpha) \quad \text{if } \varphi_{i-1} = R, \quad \text{and} \quad \sigma(e, e_\beta, e_i) \mapsto (e, e_i, e_\gamma) \quad \text{if } \varphi_{i-1} = L. \quad (38)$$

It follows that the triple for the positive boundary of $M_N$ is $(e_{N-1}, e_{N-t_n}, e_N)$. Therefore, a $\sigma$-Ptolemy assignment $c : \mathcal{E}(M_N) \to \mathbb{C}^*$ is required to satisfy

$$c(e_{N+1}) = c(e_{N-1}), \quad c(e_{N+2}) = c(e_{N-t_n}), \quad c(e_{N+3}) = c(e_N) \quad (39)$$

in order to become a $\sigma$-Ptolemy assignment of $\mathcal{T}_\varphi$. Summing up the above, we obtain:

**Proposition 4.8.** A $\sigma$-Ptolemy assignment $c \in P^\sigma(\mathcal{T}_\varphi)$ is represented by a point $(c(e_1), \ldots, c(e_{N+3})) \in (\mathbb{C}^*)^{N+3}$ satisfying Equation (36) for all $1 \leq i \leq N$ and Equation (39).

**Proposition 4.9.** There exists a $\sigma$-Ptolemy assignment $c \in P^\sigma(\mathcal{T}_\varphi)$ corresponding to the geometric solution of $\mathcal{T}_\varphi$.

**Proof.** It suffices to show that the cocycle $\sigma$ is an obstruction cocycle (see Proposition 3.6). Let $\rho$ be an SL$_2(\mathbb{C})$-lift of the geometric representation of $M_\varphi$. The fundamental group of $\pi_1(M_\varphi)$ has a presentation

$$\langle g_1, g_2, \mu | \mu g_1 \mu^{-1} = \varphi_*(g_1), \mu g_2 \mu^{-1} = \varphi_*(g_2) \rangle$$

where $\mu$ is the base circle of the bundle $M_\varphi \to S^1$ and $\varphi_* : \pi_1(F) \to \pi_1(F)$ is the isomorphism induced from the monodromy $\varphi$. This implies that we may assume that $\text{tr} \rho(\mu) = 2$; if $\text{tr} \rho(\mu) = -2$, then we consider another lift $\overline{\varphi}_0$ defined by $\overline{\varphi}(g_1) = \rho(g_1)$, $\overline{\varphi}(g_2) = \rho(g_2)$ and $\overline{\varphi}(\mu) = -\rho(\mu)$. On the other hand, the geometric representation does not admit an SL$_2(\mathbb{C})$-lift which is boundary-unipotent [Cal06]. Hence, we have $\text{tr} \rho(\lambda) = -2$ and

$$\rho(\mu) = \begin{pmatrix} \sigma(\mu) & * \\ 0 & \sigma(\mu)^{-1} \end{pmatrix}, \quad \rho(\lambda) = \begin{pmatrix} \sigma(\lambda) & * \\ 0 & \sigma(\lambda)^{-1} \end{pmatrix} \quad (40)$$

up to conjugation. This proves that $\sigma$ is an obstruction cocycle. \hfill \Box

**Example 4.10** (Continued). For $\varphi = R^2L^3$ the set $P^\sigma(\mathcal{T}_\varphi)$ consists of points $(c(e_1), \ldots, c(e_8)) \in (\mathbb{C}^*)^8$ satisfying

$$c(e_1) = \frac{c(e_2)^2 + c(e_3)^2}{c(e_6)}, \quad c(e_2) = \frac{c(e_3)^2 + c(e_1)^2}{c(e_7)}, \quad c(e_3) = \frac{c(e_8)^2 + c(e_2)^2}{c(e_1)},$$

$$c(e_4) = \frac{c(e_2)^2 + c(e_3)^2}{c(e_8)}, \quad c(e_5) = \frac{c(e_2)^2 + c(e_4)^2}{c(e_3)}, \quad (41)$$

and

$$c(e_6) = c(e_4), \quad c(e_7) = c(e_2), \quad c(e_8) = c(e_5). \quad (42)$$

As $P^\sigma(\mathcal{T}_\varphi)$ admits the multiplication action by elements of $\mathbb{C}^*$ (see Remark 3.5), we may assume that $c(e_6) = 1$. Then there are finitely many solutions to Equations (41) and (42). Among them, we find a solution corresponding
to the geometric solution (28) by using Equation (37): the shape parameters of \( \Delta_1, \ldots, \Delta_5 \) are
\[
(z_1, z_2, z_3, z_4, z_5) = \left( \frac{-c(e_{11})^2}{c(e_{8})^2}, \frac{-c(e_{12})^2}{c(e_{8})^2}, \frac{-c(e_{22})^2}{c(e_{8})^2}, \frac{-c(e_{23})^2}{c(e_{8})^2}, \frac{-c(e_{33})^2}{c(e_{8})^2} \right).
\]
A numerical computation shows that the three initial variables corresponding to the geometric solution (28) are
\[
(c(e_6), c(e_7), c(e_8)) \approx (1.0000, 0.26938 - 0.65395i, 0.64492 - 0.35232i)
\]
with
\[
(c(e_1), \ldots, c(e_5)) \approx (-0.06329 - 0.80677i, 0.26938 - 0.65395i, 1.00000, 1.00000, 0.64492 - 0.35232i).
\]

4.4. Adjoint twisted Alexander polynomials. We now fix a \( \sigma \)-Ptolemy assignment \( c \in P^\sigma(T_\varphi) \) and a representation \( \rho : \pi_1(M_\varphi) \to \text{SL}_2(\mathbb{C}) \) determined by \( c \) (up to conjugation). We denote by \( H^*(M_\varphi; V) \) the twisted cohomology of \( M_\varphi \) where the coefficient \( V = sl_2(\mathbb{C}) \otimes \mathbb{C}[\I, \O] \) is twisted by \( \text{Ad}\rho \otimes \alpha \). Here \( \text{Ad}\rho \) denotes the adjoint action associated to \( \rho \).

**Theorem 4.11.** The adjoint twisted Alexander polynomial \( \tau(\rho, t) \) associated to \( \rho \) is given by
\[
\tau(\rho, t) = \det (tI - \varphi^*)
\]
if \( H^*(M_\varphi; V) \) is trivial and the restriction of \( \rho \) to the punctured torus \( F \) is irreducible. Here \( c(e_{N-\ell}, c(e_{N-1}) \) and \( c(e_N) \) are viewed as (rational) functions in \( c(e_{N+1}), c(e_{N+2}) \) and \( c(e_{N+3}) \).

**Proof.** As the restriction \( \eta \) of \( \rho \) to \( F \) is irreducible, we have \( H^0(F; V) = H^0(F; sl_2(\mathbb{C})) = 0 \). Hence the cohomology \( H^1(F; V) \) is non-trivial only for \( i = 1 \). Then a routine computation of the Mayer-Vietoris sequence for a bundle over the circle \( S^1 \) (see e.g. [Fri88]) shows that
\[
\tau(\rho, t) = \det(tI - \varphi^*)
\]
where \( \varphi^* : H^1(F; V) \to H^1(F; V) \) is the isomorphism induced from the monodromy \( \varphi \). As the restriction of \( \alpha \) to \( F \) is trivial, we may reduce the coefficient \( V \) to \( sl_2(\mathbb{C}) \). Also, it is known that \( H^1(F; sl_2(\mathbb{C})) \) is isomorphic to the Zariski tangent space \( T_{[\eta]} \mathcal{X}(F) \) of the character variety \( \mathcal{X}(F) \) at the conjugacy class of \( \eta \) (see e.g. [Wei64, Sik12]). Hence we may regard \( \varphi^* \) as an automorphism of \( T_{[\eta]} \mathcal{X}(F) \). We now consider the differential \( dt_{\lambda} : T_{[\eta]} \mathcal{X}(F) \to \mathbb{C} \) of the trace function \( t_{\lambda} : \mathcal{X}(F) \to \mathbb{C} \) of \( \lambda \). Since \( [\eta] \in T_{\lambda}^{-1}(2) \subset \mathcal{X}(F) \) (see Lemma 4.5), the kernel of \( dt_{\lambda} \) is equal to \( T_{[\eta]}(t_{\lambda}^{-1}(2)) \). On the other hand, the monodromy \( \varphi \) induces an action on \( \mathcal{X}(F) \) fixing \( [\eta] \) and preserving \( t_{\lambda} \) (since \( \varphi \) preserves the boundary curve \( \lambda \)). It follows that \( \varphi^* : T_{[\eta]} \mathcal{X}(F) \to T_{[\eta]} \mathcal{X}(F) \) has a matrix form
\[
\varphi^* = \begin{pmatrix} A & * \\ 0 & 1 \end{pmatrix}
\]
where the matrix \( A \) represents the restriction of \( \varphi^* \) to \( T_{[\eta]}(t_{\lambda}^{-1}(2)) \).

Let \( F_0 \) and \( F_1 \) be the negative and positive boundaries of \( M_N \), respectively, so that \( M_\varphi \) is obtained by identifying \( F_0 \) with \( F_1 \) in a trivial way. Recall Lemma 4.5 and Remark 3.5 (see also Remark 4.6) that \( P^\sigma(F_i) / \mathbb{C}^* \cong (\mathbb{C}^*)^3 / \mathbb{C}^* \) gives a local coordinates of \( t_{\lambda}^{-1}(2) \subset \mathcal{X}(F) \) for \( i = 1, 2 \). Precisely, two homogeneous coordinates
\[
[c(e_{N+1}) : c(e_{N+2}) : c(e_{N+3})] \quad \text{and} \quad [c(e_{N-1}) : c(e_{N-\ell}) : c(e_N)]
\]
are local coordinates of \( t_{\lambda}^{-1}(2) \) at \( [\eta] \) where the notation \( [x : y : z] \) means that we identify it with \( [kx : ky : kz] \) for all \( k \in \mathbb{C}^* \). Also, recall Equation (36) that if we multiply the initial variables \( c(e_{N+1}), c(e_{N+2}) \) and \( c(e_{N+3}) \) by \( k \in \mathbb{C}^* \), then the rational function \( c(e_i) \) becomes \( k \cdot c(e_i) \) for all \( 1 \leq i \leq N \). It implies that
\[
\det \left( tI - \frac{\partial(c(e_{N-1}), c(e_{N-\ell}), c(e_N))}{\partial(c(e_{N+1}), c(e_{N+2}), c(e_{N+3}))} \right) = (t - 1) \det(tI - A).
\]
This completes the proof, since \( \tau(\rho, t) = \det(tI - \varphi^*) = (t - 1) \det(tI - A) \).

If \( \rho \) is an \( \text{SL}_2(\mathbb{C}) \)-lift of the geometric representation of \( M_\varphi \), we write \( \tau(M_\varphi, t) \) instead of \( \tau(\rho, t) \). In this case, it is proved in [BDHP19, Lem.2.5] that the twisted cohomology \( H^*(M_\varphi; V) \) is trivial. Also, the restriction of \( \rho \) to \( F \)
is irreducible; otherwise, the generators $g_1$ and $g_2$ of $\pi_1(F)$ satisfy up to conjugation

$$\rho(g_1) = \left(\begin{array}{c} m_1 \\ 0 \end{array}\right), \quad \rho(g_1) = \left(\begin{array}{c} m_2 \\ 0 \end{array}\right)$$

for some $m_1$ and $m_2 \in \mathbb{C}^*$, hence $\text{tr} \rho(\lambda) = \text{tr} \rho(g_1 g_2^{-1} g_2^{-1}) = 2$ which contradicts the fact that $\text{tr} \rho(\lambda) = -2$.

**Example 4.12** (Continued). From Equation (41) we have

$$c(e_2) = \frac{x^2 z^2 + (y^2 + z^2)^2}{x^2 y},$$

$$c(e_4) = \frac{x^6 z^4 + x^6 (5y^2 z^4 + 4z^6) + 2x^4 z^2 (y^2 + z^2)^2 (2y^2 + 3z^2) + x^2 (y^2 + z^2)^4 (y^2 + 4z^2) + (y^2 + z^2)^6}{x^6 y^6 z^2},$$

$$c(e_5) = \frac{x^{12} z^6 + x^{10} (8y^2 z^6 + 6z^8) + x^8 z^4 (y^2 + z^2)^4 (2y^2 + 5z^2) + 4x^6 z^2 (y^2 + z^2)^4 (y^2 + 5z^2)}{x^8 y^6 z^2}$$

where $(x, y, z) = (c(e_6), c(e_7), c(e_8))$. Substituting the geometric solution (44) to Theorem 4.11

$$\tau(M_\varphi, t) = \det (tI - \frac{\partial(c(e_4), c(e_2), c(e_5))}{\partial(c(e_6), c(e_7), c(e_8))}),$$

we obtain

$$\tau(M_\varphi, t) \approx 1.00000 - (31.45667 + 9.44217i) t + (31.45667 + 9.44217i) t^2 - 1.00000 t^3$$

which agrees with the twisted 1-loop invariant $\tau_{CS}(T_\varphi, t)$ computed in Example 4.4.

## 5. Proofs

### 5.1. Proof of Theorem 1.3

Applying the computation in Section 4.3 to Theorem 3.7, we have

$$\tau_{CS}(T_\varphi, t) = \pm \frac{1}{c_1 \cdots c_N} \det \left( \frac{\partial p_i^\varphi}{\partial c_j} \right), \quad 1 \leq i, j \leq N + 3$$

where $p_i^\varphi (1 \leq i \leq N)$ is given by (cf. Equation (35))

$$p_i^\varphi = \begin{cases} c_i c_\beta - c_\alpha^2 - c_\gamma^2 & \text{if } \varphi_{i-1} = R \\ c_i c_\alpha - c_\beta^2 - c_\gamma^2 & \text{if } \varphi_{i-1} = L \end{cases}$$

for Figure 6

and (cf. Equation (39))

$$p_{N+1} = c_{N+1} - c_{N-1} t, \quad p_{N+2} = c_{N+2} - c_{N} t, \quad p_{N+3} = c_{N+3} - c_{N} t.$$  

Recall that the quad type of $\Delta$ is given by $(e_i, e'_i)$ for some $i'$. Precisely, for Figure 6 we have $e_i = e_\beta$ if $\varphi_{i-1} = R$ and $e_i = e_\alpha$ if $\varphi_{i-1} = L$. Since $f = (1, \ldots, 1)^T$ and $f' = f'' = (0, \ldots, 0)^T$ satisfy $G f + G' f' + G'' f'' = (2, \ldots, 2)^T$ (see the proof of Theorem 4.3), we have

$$\prod_{i=1}^{N} c_i c_{i'} = \prod_{i=1}^{N} c_{i \varphi_i} = \prod_{i=1}^{N} c_i^e.$$  

Here $c_{i \varphi_i}^e$ is the notation defined in Lemma 3.3. It follows that $\prod_i c_{i'} = \prod_i c_i$ and thus

$$\tau_{CS}(T_\varphi, t) = \pm \det \left( \frac{\partial(p_1^\varphi, \ldots, p_N^\varphi, p_{N+1}^\varphi, p_{N+2}^\varphi, p_{N+3}^\varphi)}{\partial(c_1, \ldots, c_N, c_{N+1}, c_{N+2}, c_{N+3})} \right)$$

where

$$p_i^\varphi = \begin{cases} c_i - c_\alpha^2 - c_\beta^2 & \text{if } \varphi_{i-1} = R \\ c_i - c_\alpha^2 - c_\beta^2 & \text{if } \varphi_{i-1} = L \\ c_i - c_\alpha^2 - c_\beta^2 & \text{for Figure 6.} \end{cases}$$
Lemma 5.1. We have
\[
\det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_N^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_N)} \right) = \det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1})} \right)
\]
where the right-hand side is obtained by eliminating the variable \(c_N\) by the equation \(p_N = 0\).

Proof. From the determinant formula for a block matrix with the fact \(\partial p_k^N/\partial c_N = 1\) we have
\[
\det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_N^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_N)} \right) = \det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1})} \right) \cdot \frac{\partial p_{N+1}^N}{\partial c_N} \frac{\partial p_{N+2}^N}{\partial c_N} \cdots \frac{\partial p_{N}^N}{\partial c_N}.
\]
Since \(\partial p_k^N/\partial c_N = 0\) for \(1 \leq k \leq N-1\), the matrix in Equation (51) equals to
\[
\frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1})} = \begin{pmatrix}
\frac{\partial p_{N+1}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+1}^N}{\partial c_N} \\
\frac{\partial p_{N+2}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+2}^N}{\partial c_N} \\
\frac{\partial p_{N+3}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+3}^N}{\partial c_N} \\
0 & \cdots & 0
\end{pmatrix}.
\]
Moreover, since \(\frac{\partial p_k^N}{\partial c_k} = -\frac{\partial c_k}{\partial c_k}\) for \(k \neq N\), the above matrix equals to
\[
\frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1})} + \begin{pmatrix}
\frac{\partial p_{N+1}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+1}^N}{\partial c_N} \\
\frac{\partial p_{N+2}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+2}^N}{\partial c_N} \\
\frac{\partial p_{N+3}^N}{\partial c_N} & \cdots & \frac{\partial p_{N+3}^N}{\partial c_N} \\
0 & \cdots & 0
\end{pmatrix}.
\]
Due to the chain rule, if we eliminate the variable \(c_N\) by using the equation \(p_N = 0\), then the matrix (53) is equal to \(\frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1})}\) where \(p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_{N-1}^N\) are viewed as functions in \(N + 2\) variables \(c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_{N-1}\) (while those in the matrix (53) are viewed as functions in \(N + 3\) variables \(c_{N+1}, c_{N+2}, c_{N+3}, c_1, \ldots, c_N\)).

Continuing the variable reduction of Lemma 5.1, we obtain
\[
\tau^{CS}(T_\varphi, t) = \pm \det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N, \ldots, p_N^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3}, \ldots, c_N)} \right)
\]
\[
= \pm \det \left( \frac{\partial (p_{N+1}^N, p_{N+2}^N, p_{N+3}^N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3})} \right)
\]
\[
= \pm \det \left( I - \frac{\partial (c_{N-1}, c_{N-1}, c_N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3})} \right) t
\]
where \(c_{N-t_n}, c_{N-1}, c_N\) are viewed as functions in \(c_{N+1}, c_{N+2}, c_{N+3}\). On the other hand, the adjoint twisted Alexander polynomial \(\tau(M_\varphi, t)\) is palindromeic, namely, \(\tau(M_\varphi, t) = \tau(M_\varphi, t^{-1})\) up to multiplication by an element of \(\pm t^Z\). See e.g. [Kit96, KL09]. Therefore, combining the above with Theorem 4.11, we obtain
\[
\tau^{CS}(T_\varphi, t) = \det \left( I - \frac{\partial (c_{N-1}, c_{N-1}, c_N)}{\partial (c_{N+1}, c_{N+2}, c_{N+3})} \right) t = \tau(M_\varphi, t^{-1}) = \tau(M_\varphi, t)
\]
up to multiplication by an element of \(\pm t^Z\). This proves Theorem 1.3.

5.2. Proof of Corollary 1.4. Combining Theorem 1.3 with [GY21, Thm.1.7], we obtain
\[
\tau^{CS}_\lambda(T_\varphi) = \tau_\lambda(M_\varphi)
\]
where \(\lambda\) is a peripheral curve \(\lambda\) satisfying \(\alpha(\lambda) = 0\). Here \(\tau^{CS}_\lambda(T_\varphi)\) and \(\tau_\lambda(M_\varphi)\) are the 1-loop invariant of \(T_\varphi\) and the adjoint Reidemeister torsion of \(M_\varphi\), respectively, with respect to \(\lambda\). On the other hand, in [Sie17, Sec.5.3] it is
proved that if Conjecture 1.1 holds for one peripheral curve, then it does for all peripheral curves, hence we obtain Corollary 1.4.
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