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Abstract

Ranks estimated from data are uncertain and this poses a challenge in many applications. However, estimated ranks are deterministic functions of estimated parameters, so the uncertainty in the ranks must be determined by the uncertainty in the parameter estimates. We give a complete characterization of this relationship in terms of the linear extensions of a partial order determined by interval estimates of the parameters of interest. We then use this relationship to give a set estimator for the overall ranking, use its size to measure the uncertainty in a ranking, and give efficient algorithms for several questions of interest. We show that our set estimator is a valid confidence set and describe its relationship to a joint confidence set for ranks recently proposed by Klein, Wright & Wieczorek. We apply our methods to both simulated and real data and make them available through the R package rankUncertainty.
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1 Introduction

Estimating the ranks of unknown parameters is a fundamental statistical problem with applications in every field that works with data. When faced with this problem, practitioners typically report the sample ranks of the point estimates with no associated measure of uncertainty. However, as shown in [Hall and Miller (2010) and Zuk et al. (2007)], sample ranks are highly sensitive to measurement noise, so simply reporting a point estimate can vastly overstate how certain we are regarding its value.

Although the need to consider the joint uncertainty of parameter estimates has been recognized since Louis (1984), the vast majority of the literature to date has been focused
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on confidence intervals for individual ranks. Frequentist methods in the literature fall into two categories: confidence intervals based on the bootstrap and other computational methods (Goldstein and Spiegelhalter, 1996; Hall and Miller, 2009; Marshall and Spiegelhalter, 1998; Wright et al., 2014; Xie et al., 2009; Zhang et al., 2014), and confidence intervals based on differences in means (Bie, 2013; Holm, 2013; Lemmers et al., 2007; Mohamad et al., 2018).

The first method to produce a joint measure of uncertainty for sample ranks was introduced in Klein et al. (2020). The key insight there is that the uncertainty in the ranks is determined by the uncertainty in the parameters. The authors use that insight to build a joint confidence region for the true ranking in terms of simultaneous confidence intervals for the individual ranks. In this paper, we build on that insight and give a full characterization of the relationship between parameter uncertainty and rank uncertainty, and use that characterization to develop a theory of uncertainty in ranking.

We will illustrate our main idea with a simple example. Figure 1.1 displays interval estimates for three distinct parameters $\theta_1, \theta_2, \theta_3$. Assuming that each interval contains the true value of its parameter, we can conclude that $\theta_1 < \theta_3$, but we cannot conclude anything about the rank of $\theta_2$. We may have $\theta_2 < \theta_1 < \theta_3$, $\theta_1 < \theta_2 < \theta_3$ or $\theta_1 < \theta_3 < \theta_2$.

We have a set of rankings that we cannot rule out given the data, and it is natural to take the proportion of possible rankings that belong to this set as a measure of the uncertainty in our ranking. Measuring this proportion involves counting linear extensions of a particular partial order, a problem with applications in fields such as automated planning (Muise et al., 2016), Bayesian statistics (Niinimäki et al., 2016), causal inference (Wallace et al., 1996), event mining (Mannila and Meek, 2000), minimum-comparison sorting (Peczarski, 2004), non-parametric statistics (Morton et al., 2009), and preference reasoning (Lukasiewicz et al., 2014). The partial order that we consider was used implicitly in Klein et al. (2020) to define a joint confidence region for sample rankings and explicitly in Soliman et al. (2010) for improved point estimates of sample ranks in a Bayesian context. Our contribution consists of showing how this order can be used to characterize the relationship between parameter uncertainty and rank uncertainty and developing methods based on this relationship.

The remainder of this paper is laid out as follows. In section 2 we give the necessary
combinatorial background for further discussion. In section 3, we characterize the relationship between parameter uncertainty and rank uncertainty, give a set estimate for the true ranking, and discuss issues related to measuring the uncertainty in a ranking. In section 4, we discuss some computations related to rankings. In section 5, we discuss the frequentist properties of our set estimate and compare our set estimate against that found in [Klein et al. (2020)]. In section 6, we discuss how to visualize the uncertainty in a set of rankings. In section 7, we perform experiments with simulated data to study the behavior of our methods. Finally in section 8, we apply our methods to data from the American Community Survey.

2 Notation and Definitions

In this section we define the notation we will use and give a brief introduction to general relations and partial orders. We refer the reader to [Gallier (2011)] and [Davey and Priestley (2002)] respectively for more information on these topics.

We assume that the reader is comfortable with elementary graph theory and algorithm analysis. We recommend [Bondy and Murty (2008)] and [Cormen et al. (2009)] as respective introductions to these subjects.

2.1 General Notation

$[n]$ denotes the set $\{1, \ldots, n\}$. $\square$ denotes an empty list. Given an interval $I$, we use $\ell(I)$ and $r(I)$ to denote its left and right endpoints respectively.

Given a data set $x_1, \ldots, x_n$, the rank of $x_j$ is denoted by $r_j(x_1, \ldots, x_n)$ and is equal to $\sum_{i=1}^n 1(x_i \leq x_j)$. The vector whose $j$th entry is $r_j(x_1, \ldots, x_n)$ is referred to as a ranking and is denoted by $r(x_1, \ldots, x_n)$. When there is no potential for confusion, we will elide the data and simply denote a ranking as $r$.

2.2 Relations

Given a set $S$, a binary relation $\mathcal{R}$ on $S$ is any subset of $S \times S$. We write $s \mathcal{R} t$ as a shorthand for $(s, t) \in \mathcal{R}$. If $T \subseteq S$, the restriction of $\mathcal{R}$ to $T$ is denoted by $\mathcal{R} \restriction T$ and defined as $\mathcal{R} \cap (T \times T)$.

If $s \mathcal{R} s$ for all $s \in S$, we say that $\mathcal{R}$ is reflexive. If $s \mathcal{R} t$ and $t \mathcal{R} s$ implies that $s = t$, we say that $\mathcal{R}$ is antisymmetric. If $s \mathcal{R} t$ and $t \mathcal{R} u$ implies that $s \mathcal{R} u$, we say that $\mathcal{R}$ is transitive. Finally, if $s \mathcal{R} t$ or $t \mathcal{R} s$ for all $s, t \in S$, we say that $\mathcal{R}$ is total.

The transitive closure of a relation $\mathcal{R}$ is the smallest transitive relation $\mathcal{R}_T$ such that $\mathcal{R} \subseteq \mathcal{R}_T$. The transitive reduction of $\mathcal{R}$ is the smallest relation $\mathcal{R}_t$ such that the transitive closure of $\mathcal{R}_t$ is equal to the transitive closure of $\mathcal{R}$.
2.3 Partially Ordered Sets

A partially ordered set (or poset) is an ordered pair \((S, \preceq)\) such that \(\preceq\) is a reflexive, antisymmetric and transitive relation on \(S\). \(S\) is referred to as the ground set, and \(\preceq\) is referred to as a partial order on \(S\). A linear order is a total partial order.

We define the dual of \(\preceq\) to be the order \(\preceq^\text{op}\) such that \(s \preceq^\text{op} t\) if and only if \(t \preceq s\). The poset \((S, \preceq^\text{op})\) is referred to as the dual of \((S, \preceq)\).

We write \(s \prec t\) when \(s \preceq t\) and \(s \neq t\). The relation \(\prec\) is referred to as a strict partial order. Given a strict partial order \(\prec\), we can define a partial order \(\preceq\) by \(s \preceq t\) whenever \(s \prec t\) or \(s = t\). If \(s \not\prec t\) and \(t \not\prec s\), we say that \(s\) and \(t\) are incomparable and write \(s \parallel t\).

Suppose that \(\preceq_1\) and \(\preceq_2\) are partial orders on some set \(S\). We say that \(\preceq_2\) is an extension of \(\preceq_1\) if \(s \preceq_1 t\) implies \(s \preceq_2 t\). A linear extension of a partial order \(\preceq\) is a linear order \(\preceq\) such that \(\preceq\) is an extension of \(\preceq\). The set of linear extensions of \(\preceq\) is denoted by \(\text{LE}(\preceq)\).

\(T \subseteq S\) is a down-set if \(t \in T\) and \(s \preceq t\) implies that \(s \in T\). A principal down-set is written as \(\downarrow s\), and \(\downarrow s = \{x \in S \mid x \preceq s\}\). An up-set of a poset is defined as a down-set in the dual poset, and a principal up-set is written as \(\uparrow s\). Likewise, the successor set of \(s\), written as \(\text{succ}(s)\), is its predecessor set in the dual poset. An interval \([s, t]\) is defined to be \(\uparrow s \cap \downarrow t\).

\(s\) is a minimal element of a poset if \(t \preceq s\) implies that \(s = t\) and a minimum if \(s \preceq t\) for all \(t\). In a linearly ordered set every minimal element is a minimum but this is not true for general posets.

The reachability relation of a graph is the transitive closure of its edges. The reachability relation of any directed acyclic graph \(G\) is a partial order which we will denote \(\preceq_G\). Furthermore, every partial order can be realized as the reachability relation of some directed acyclic graph. If \(\preceq\) is a partial order and \(G\) is a graph whose reachability relation is \(\preceq\), we say that \(G\) is a graph of \(\preceq\). The cover graph of a partial order \(\preceq\) is the graph whose set of edges is equal to the transitive reduction of the reachability relation of any graph of \(\preceq\).

We will also be interested in a matrix representation of a poset. This a matrix \(M \in \{0, 1\}^{|S| \times |S|}\) such that \(m_{ij} = 1\) if \(s_i \preceq s_j\).

Many of the most interesting results from order theory apply to posets of arbitrary size. In this paper, however, we will only be interested in finite posets.

3 From Parameter Uncertainty to Rank Uncertainty

In this section we discuss the relationship between parameter uncertainty and rank uncertainty. We first show how to define rank uncertainty in terms of parameter uncertainty, and then we discuss computational issues related to measuring rank uncertainty.

3.1 Defining Rank Uncertainty

We consider the problem of estimating the ranks of several unknown real-valued parameters \(\theta_1, \ldots, \theta_p\). \(r(\hat{\theta}_1, \ldots, \hat{\theta}_p)\) is a point estimate of \(r(\theta_1, \ldots, \theta_p)\), but as always we wish to have
some measure of its uncertainty.

In any realistic context, we will have some measure of the uncertainty in each point estimate. These are typically presented as interval estimates \( \hat{I}_1, \ldots, \hat{I}_p \). We will show that these interval estimates also contain information about the uncertainty in the ranking of the parameters.

In the presence of ties in the parameter values, the sample ranks are not a consistent estimator of the population ranks (Xie et al., 2009), so we only consider the case where \( \theta_{j_1} \neq \theta_{j_2} \) when \( j_1 \neq j_2 \). We additionally assume that no two interval estimates share a common endpoint, that that \( \hat{\theta}_j \in \hat{I}_j \) for all \( j \) and that each \( \hat{I}_j \) has positive length.

We say that a ranking \( r \) is compatible with the data if there is a set of points \( x_1, \ldots, x_p \) such that \( x_j \in \hat{I}_j \) for all \( j \) and \( r = r(x_1, \ldots, x_p) \). The sample ranks of the point estimates are compatible with the data, but other rankings are as well unless the interval estimates are pairwise disjoint. Because we assume that \( \theta_{j_1} \neq \theta_{j_2} \) when \( j_1 \neq j_2 \), we are guaranteed that \( r(\theta_1, \ldots, \theta_p) \) has \( p \) distinct values, so we only need to consider the \( p! \) possible permutations of \([p]\).

We define our set estimator for the true ranking to be the set of rankings which are compatible with the data. Working directly with the definition of this set is challenging, but its size is analogous to the width of an interval estimate. The range of possible sizes grows with the number of parameters we wish to estimate, but we can always normalize it by dividing by the number of all possible rankings. We therefore take this ratio to be our measure of uncertainty.

In order to be able to work with this measure of uncertainty, we will give a characterization of compatibility with the data in terms of order relations. For this, we will need to define two orders.

We first consider the order generated by a ranking. For any ranking \( r \), we define \( \leq_r \) by \( j_1 \leq_r j_2 \) whenever \( r_{j_1} \leq r_{j_2} \).

We then consider the order generated by a set of intervals. Given a set of intervals \( \mathcal{I} \), we will follow Klein et al. (2020) and Soliman et al. (2010) and define \( \prec_\mathcal{I} \) by \( j_1 \prec_\mathcal{I} j_2 \) whenever \( r(\hat{I}_{j_1}) \prec r(\hat{I}_{j_2}) \).

In the remainder of this paper, \( \mathcal{I} \) will be assumed to be a set of interval estimates for the parameters of interest. \( \leq_r \) and \( \prec_\mathcal{I} \) are then orders on \([p]\). The relationship between \( \leq_r \) and \( \prec_\mathcal{I} \) and compatibility in the data is given in Theorem 3.3 which follows from Lemma 3.1 and Lemma 3.2.

**Lemma 3.1.** If a ranking \( r \) is compatible with the data, then \( \leq_r \) is a linear extension of \( \prec_\mathcal{I} \).

**Proof.** Since \( r \) is compatible with the data, there are points \( x_1, \ldots, x_n \) such that \( x_j \in \hat{I}_j \) for all \( j \) and \( r = r(x_1, \ldots, x_n) \). If \( j_1 \parallel j_2 \) for all \( j_1, j_2 \) then \( \leq_r \) is a linear extension of \( \prec_\mathcal{I} \) because every linear order on \([p]\) is a linear extension of \( \prec_\mathcal{I} \). Otherwise there are \( j_1, j_2 \) such that \( j_1 \prec_\mathcal{I} j_2 \). Then \( r(\hat{I}_{j_1}) \prec r(\hat{I}_{j_2}) \), and this guarantees that \( x_{j_1} < x_{j_2} \). Therefore \( j_1 \leq_r j_2 \). Since this holds for every \( j_1, j_2 \) with \( j_1 \prec_\mathcal{I} j_2 \), \( \leq_r \) is a linear extension of \( \prec_\mathcal{I} \). \( \square \)

**Lemma 3.2** (Trotter (1997)). If \( \leq_r \) is a linear extension of \( \prec_\mathcal{I} \), then \( r \) is compatible with the data.
Theorem 3.3. A ranking $r$ is compatible with the data if and only if $\preceq_r$ is a linear extension of $\preceq_I$.

In light of Theorem 3.3, we will denote the set of rankings compatible with the data as $\text{LE}(\preceq_I)$. Our measure of uncertainty will then be $|\text{LE}(\preceq_I)|/p!$.

All of the theory and methods we will develop rely on the assumption that no two intervals share a common endpoint. Although this will often hold in practice, it will not always be satisfied, and it is reasonable to worry that we will need methods that do not rely on this assumption. However, this turns out not to be an issue.

The key insight here is that the statistic we are interested in is $\preceq_I$ rather than $I$. If $I'$ is a set of intervals such that $\preceq_I = \preceq_{I'}$, then any computation on $I$ that depends only on $\preceq_I$ will yield the same result when we perform it on $I'$. Therefore, if we can find a set of intervals $I'$ such that $\preceq_I = \preceq_{I'}$ and $I'$ has distinct endpoints, then we can use $I'$ in place of $I$ to avoid issues related to common endpoints.

A procedure to find such an $I'$ is given in Madej and West (1991). While we can apply this procedure to any set of intervals, for numerical reasons we prefer to start with a set of intervals with integer endpoints. As shown in Mitas (1994), $\preceq_I$ has a canonical representation with

$$I_j = \{\{\text{pred}(j') \mid \text{pred}(j') \subset \text{pred}(j)\}, \{\text{succ}(j') \mid \text{succ}(j) \subset \text{succ}(j')\}\}$$

for all $j \in [p]$. Given a set of intervals $I$, we can compute this canonical representation and then distinguish the endpoints to produce a set of intervals with distinct endpoints that generates $\preceq_I$. Because we need to be able to run this procedure on sets of intervals where the endpoints are not distinct, we requires a matrix representation of $\preceq_I$. The time and space complexity are therefore both $O(p^2)$.

3.2 Measuring Rank Uncertainty

In light of Theorem 3.3 we can measure the uncertainty in the ranks of a collection of estimated parameters by counting the linear extensions of the order generated by their interval estimates. However, this is more easily said than done. As shown in Brightwell and Winkler (1991), counting linear extensions of a partial order is intractable in general. Fortunately, there are a number of algorithms available for efficiently approximating the number of linear extensions of a given partial order. We refer the reader to Talvitie et al. (2018) and references therein for details.

Here we introduce the idea of partitioning $\preceq_I$. This is a method that allows us to count its linear extensions by counting the linear extensions of several smaller orders and multiplying the results. To state this idea, we will need the notion of an order partition.

An order partition of a poset $(S, \preceq)$ is a partition $S_1, \ldots, S_k$ of $S$ with the property that $s_{j_1} \prec s_{j_2}$ if and only if $j_1 < j_2$ for all $s_{j_1} \in S_{j_1}$, $s_{j_2} \in S_{j_2}$. We say that an order partition is maximal if no $S_j$ can be further partitioned.

1More precisely, the problem of counting the linear extensions of a given partial order is $\#P$-complete. A discussion of what this means is beyond the scope of this paper. See Arora and Barak (2009) for the relevant definitions.
Algorithm 3.1  Partition a set of intervals into subsets of disjoint index.

procedure PartitionOrder($\hat{I}_1, \ldots, \hat{I}_p$)
    Sort $\hat{I}_1, \ldots, \hat{I}_p$ by their left endpoints
    Let $\sigma$ be the permutation that maps $\hat{I}_1, \ldots, \hat{I}_p$ to their sorted indices
    $j_\ast \leftarrow 1$
    $P \leftarrow []$
    $r \leftarrow -\infty$
    for $j \in [p]$ do
        $r \leftarrow \max(r, r(\hat{I}_j))$
        if $j < p$ and $r < \ell(\hat{I}_{j+1})$ then
            Append $\{\sigma(j_\ast), \ldots, \sigma(j)\}$ to $P$
            $j_\ast \leftarrow j + 1$
        end if
    end for
    Append $\{\sigma(j_\ast), \ldots, \sigma(|S|)\}$ to $P$
    return $P$
end procedure

If we have an order partition of $(S, \preceq)$, then the number of linear extensions of $\preceq$ is equal to the product of the number of linear extensions of $\preceq$ restricted to each component of the partition. While this does not reduce the asymptotic complexity of counting linear extensions, it can bring the running time down significantly for some posets.

We are not aware of an algorithm for computing a maximal order partition for a general poset. However, we can compute an order partition of $([p], \preceq_{\hat{I}})$ with Algorithm 3.1. We prove the correctness of this algorithm and analyze its complexity in Theorem 3.4.

**Theorem 3.4.** Algorithm 3.1 computes a maximal order partition of $([p], \preceq_{\hat{I}})$. Its time complexity is $O(p \log(p))$ and its space complexity is $O(p)$.

**Proof.** We must first show that Algorithm 3.1 produces an order partition of $([p], \preceq_{\hat{I}})$. In this case, an order partition is a collection of sets $S_1, \ldots, S_k$ such that $r(\hat{I}_{j_1}) < \ell(\hat{I}_{j_2})$ whenever $j_1 \in S_{j_1}, j_2 \in S_{j_2}$ and $j_1 < j_2$. By construction, the subsets of $[p]$ inserted into $P$ have this property. To see that the output is a maximal order partition, simply observe that the algorithm will find all cases where the remaining left endpoint are greater than the greatest right endpoint observed so far.

The running time of Algorithm 3.1 is dominated by the cost of sorting the endpoints. We need to store the output and a representation of $\sigma$, so the total space is $O(p)$.

4  Other Questions of Interest

While $|\text{LE}(\preceq_{\hat{I}})|/p!$ is a measure of uncertainty in a ranking estimate, our inability to efficiently calculate it exactly presents us with some difficulty. Here we consider two tractable
questions related to LE(≤_T). We first discuss how to determine whether a given ranking is an element of LE(≤_T). We then discuss which parameters are in the smallest k of some ranking compatible with the data.

4.1 Is a Given Ranking Compatible with the Data?

We first consider the problem of determining whether a given ranking is compatible with the data. Our method is given in Algorithm 4.1, and we prove its correctness and analyze its complexity in Theorem 4.1.

**Theorem 4.1.** Algorithm 4.1 correctly determines whether a given ranking is compatible with the data in time O(p log(p)) and space O(p).

**Proof.** By Theorem 3.3, r is compatible with the data if and only if ≤_r is a linear extension of ≤_T.

If ≤_r is a linear extension of ≤_T, then there is no pair j_1, j_2 such that r(ˆ(I_j_1)) < ℓ(ˆ(I_j_2)) but r_j_1 > r_j_2. In that case the algorithm will never find a right endpoint to the left of the current interval’s left endpoint. As a result, it will return true.

If ≤_r is not a linear extension of ≤_T, then there is some pair j_1, j_2 such that r(ˆ(I_j_1)) < ℓ(ˆ(I_j_2)) and r_j_1 > r_j_2. In that case the algorithm will find a right endpoint to the left of the current interval’s left endpoint. It will then return false.

We need to sort the endpoints to perform the algorithm, so the time complexity is at least O(p log(p)). We can find each endpoint through binary search, and in total this requires O(p log(p)) steps. Maintaining j_∗ requires us to look at each element exactly once, so the total time complexity is O(p log(p)).

We need to store the list P, a bit for each interval denoting whether its endpoints have been deleted, a map of the locations of the endpoints of each interval in P, and the index j_∗, so the total space required is O(p).

4.2 Which Parameters Can Be in the Smallest k?

In many applications of ranking, we wish to select the k smallest unknown parameters. The standard answer to this question is \{θ_{(j)} \mid j ≤ k\}, but this ignores the uncertainties in the point estimates.

If instead we assume that θ_j ∈ ˆ(I_j) for all j, we can ask which values can be in the k smallest. In the example given in Figure 1.1, the smallest value may be either θ_1 or θ_2, and the two smallest values may be \{θ_1, θ_2\} or \{θ_1, θ_3\}.

However, we are not completely uncertain regarding the smallest values. The claims that θ_3 is the smallest value and that \{θ_2, θ_3\} are the two smallest values are not compatible with the data because r(ˆ(I_1)) < ℓ(ˆ(I_3)).

To solve this problem, we need some new vocabulary. First, we need the notion of an index. If \((S, ≤)\) is a linearly ordered set and s ∈ S, the index of s with respect to ≤ is defined to be |{t ∈ S \mid t ≤ s}| and is denoted index_≤(s).
Algorithm 4.1 Decide whether a given ranking is compatible with the data.

procedure DETERMINECOMPATIBILITY(r, \( \hat{I}_1, \ldots, \hat{I}_p \))

\[ P \leftarrow \text{SORT}(\{\ell(\hat{I}_1), r(\hat{I}_1), \ldots, \ell(\hat{I}_p), r(\hat{I}_p)\}) \]

\[ j_* \leftarrow \min\{j \mid P[j] \text{ is a right endpoint}\} \]

for \( j \in [p] \) do

if \( P[j_*] < \ell(\hat{I}_j) \) then

return false

else

Mark \( \ell(\hat{I}_j), r(\hat{I}_j) \) as deleted

\( j_* \leftarrow \min\{j \mid P[j] \text{ is a right endpoint and not marked as deleted}\} \)

end if

end for

return true

end procedure

Algorithm 4.2 Compute the cardinalities of the principal down-sets of \( \preceq_I \).

procedure PRINCIPALDOWNSETS(\( \hat{I}_1, \ldots, \hat{I}_p \))

\[ P \leftarrow \text{SORT}(\{\ell(\hat{I}_1), r(\hat{I}_1), \ldots, \ell(\hat{I}_p), r(\hat{I}_p)\}) \]

\( r \leftarrow 1 \)

for \( q \in P \) do

Let \( q \) be an endpoint of \( \hat{I}_j \)

if \( q \) is a left endpoint then

\( c_j \leftarrow r \)

else

\( r \leftarrow r + 1 \)

end if

end for

return \( c \)

end procedure
We will also need the notion of a $k$-top set. Given a partially ordered set $(S, \preceq)$ and $k \leq |S|$, we define the $k$-top set to be \{ $j \mid \text{index}_\preceq(j) \leq k$ for some linear extension $\preceq$ of $\succeq$\}.

It is clear that $| \downarrow s | \leq \text{index}_\preceq(s)$ for all $s \in S$. Therefore, the $k$-top set is equal to \{ $s \in S \mid | \downarrow s | \leq k$ \}, and we can compute the $k$-top set of $(S, \preceq)$ by computing the cardinalities of the principal down-sets of $\succeq$ and selecting those that have at most $k$ elements. Algorithm 4.2 computes the cardinalities of these principal down-sets for the order generated by a set of intervals. We prove the correctness of this algorithm in Theorem 4.2.

**Theorem 4.2.** Algorithm 4.2 computes the cardinalities of the principal down-sets of $\succeq_I$ in time $O(p \log(p))$ and space $O(p)$.

**Proof.** To see this, observe that $| \downarrow j |$ is one greater than the number of intervals whose right endpoints are less than $\ell(\hat{I}_j)$. The counter $r$ is equal to this value when each left endpoint is encountered, so the algorithm is correct.

The running time of Algorithm 4.2 is dominated by the cost of sorting the endpoints, which will in general be $O(p \log(p))$. The memory required is determined by the size of $P$ and the cost of storing $c(j)$ for $j \in [p]$, so the total is $O(p)$. ☐

We can define the $k$-bottom set of $(S, \succeq)$ to be the $k$-top set of $(S, \preceq_{op})$. If $\succeq$ is the order generated by a set of intervals, $\preceq_{op}$ is the order generated by the image of these intervals under the map $x \mapsto -x$. We can therefore compute the $k$-bottom set of $\preceq_I$ by applying Algorithm 4.2 to the negated intervals.

However, it is worth considering how to describe the $k$-bottom set in terms of the original order. The $k$-bottom set is equal to \{ $s \in S \mid | \uparrow s | \leq k$ \}. Inclusion-exclusion allows us to give an alternate formula for $\text{index}_\preceq(s)$, which we record as Lemma 4.3.

**Lemma 4.3.** Let $(S, \preceq)$ be a linearly ordered set. Then $\text{index}_\preceq(s) = |S| + 1 - |\{ t \in S \mid s \preceq t \}|$.

The $k$-bottom set of $(S, \preceq)$ can therefore be described as the set of elements whose index is at most $|S| + 1 - k$ in some linear extension of $\preceq$.

## 5 Confidence Sets for Rankings

Up until now we have considered general interval estimates, but in this section we turn our attention to the case where $\hat{I}_1, \ldots, \hat{I}_p$ are confidence intervals. We will show that $\text{LE}(\preceq_I)$ is a confidence set for the true ranking and analyze a similar confidence set found in Klein et al. (2020).

### 5.1 Coverage Probability of the Set of Rankings Compatible with the Data

We begin by considering the coverage probability of $\text{LE}(\preceq_I)$. Our main result is Theorem 5.1 which allows us to interpret $\text{LE}(\preceq_I)$ as a confidence region for the true ranking.
The true ranking can be compatible with the data even if no confidence interval contains the true value of its parameter.

**Theorem 5.1.** Suppose that $\hat{I}_1, \ldots, \hat{I}_p$ are confidence intervals with joint coverage probability $1 - \alpha$. Then $\text{LE}(\preceq_I)$ contains the true ranking with probability at least $1 - \alpha$.

**Proof.** If each confidence interval $\hat{I}_k$ contains the true value of the corresponding parameter, then the true ranking is compatible with the data. This happens with probability at least $1 - \alpha$. \hfill \square

The true ranking of the parameters may be compatible with the data even when no interval contains the true value of its parameter (see Figure 5.1 for an example). Therefore the coverage probability of $\text{LE}(\preceq_I)$ will in general be higher than the joint coverage probability of the original confidence intervals.

### 5.2 An Analysis of the Product Confidence Set

We now turn to the confidence set given in Klein et al. (2020). There the authors gave a probabilistic proof that this set has the correct coverage probability. We will prove the same result using order theoretic methods, and then show that this region may be more conservative than $\text{LE}(\preceq_I)$.

The confidence set given in Klein et al. (2020) is equal to the product of intervals that contain the sample ranks. In our terms, the interval for $\hat{r}_j$ is equal to $[\downarrow j, p + 1 - \uparrow j]$. We know from the discussion in section 4 that $\text{index}_c(j)$ is contained in this interval for any linear extension $\preceq$ of $\preceq_I$. Furthermore, for any $i \in [\downarrow j, p + 1 - \uparrow j]$, we can construct a linear extension $\preceq$ of $\preceq_I$ such that $\preceq(j) = i$. This interval is the set of possible indices of $j$ in all linear extensions of $\preceq_I$, so we will refer to it as the *index interval* of $j$ with respect to $\preceq_I$.

We will show that the index intervals are valid confidence intervals for the individual ranks. Our analysis hinges on Lemma 5.2.

**Lemma 5.2.** If a ranking $\mathbf{r}$ is compatible with the data, then $r_j \in [\downarrow j, p + 1 - \uparrow j]$ for all $j \in [p]$.
Parameter | Index Interval
--- | ---
θ₁ | [1, 3]
θ₂ | [1, 4]
θ₃ | [1, 5]
θ₄ | [2, 5]
θ₅ | [3, 5]

Figure 5.2: A counterexample to the converse of Lemma 5.2

Proof. We know from Theorem 3.3 that \( r \) is compatible with the data if and only if \( \leq_r \) is a linear extension of \( \preceq_I \). Therefore we assume that \( \leq \) is a linear extension of \( \preceq_I \). Then we must have \( j_1 \leq j_2 \) whenever \( j_1 \preceq_I j_2 \), and this implies that \( \text{index}_{\leq}(j) \geq |\downarrow j| \). By a similar argument and an appeal to Lemma 4.3, we can show that \( \text{index}_{\leq}(j) \leq p + 1 - |\uparrow j| \).

We can now give a new proof of the main result of Klein et al. (2020).

**Theorem 5.3.** [Klein et al. (2020)] Suppose that \( \hat{I}_1, \ldots, \hat{I}_p \) are confidence intervals with joint coverage probability \( 1 - \alpha \). Then the index intervals of \( \preceq_I \) are simultaneous \( 1 - \alpha \) confidence intervals for the true ranks.

Proof. This follows from Theorem 5.1, Lemma 5.2 and Theorem 3.3.

We note that we can compute the index intervals of \( \preceq_I \) by applying Algorithm 4.2 to \( \preceq_I \) and its dual. The time and space complexity of this operation are \( O(p \log(p)) \) and \( O(p) \) respectively.

To show that the product confidence set is conservative, we note that the converse of Lemma 5.2 is false. Consider the intervals shown in Figure 5.2. The order \( \leq \) defined by \( 3 \leq 4 \leq 1 \leq 2 \leq 5 \) is not a linear extension of the order generated by these intervals, but \( \text{index}_{\leq}(j) \in [\downarrow j, p + 1 - |\uparrow j|] \) for all \( j \in [p] \). Therefore, while the product confidence set is guaranteed to contain every ranking that is compatible with the data, it can contain rankings that are not compatible with the data.

This conservatism seems to be deeply embedded in the index intervals themselves. Any intervals which are strictly contained in the index intervals rule out rankings that are compatible with the data. We find it difficult to imagine that a method that produces narrower
intervals would always produce confidence intervals with the correct coverage probability. However, we do not have a proof of this claim, so we must state it as a conjecture.

**Conjecture 5.4.** No procedure which produces intervals that are strictly contained in the index intervals will always produce valid confidence intervals for the individual ranks.

We also note that in some cases the index intervals may contain precisely the rankings that are compatible with the data. This is the case for the order generated by the intervals in Figure 1.1. We still recommend using LE(⪯I) in that case because its size directly measures the uncertainty in the ranking. The size of the product confidence set is correlated with the uncertainty in the ranking, but is harder to interpret, and may even be greater than p! in some cases.

Finally, following Klein et al. (2020), we note that the arguments given here regarding coverage probabilities apply to credible regions in the Bayesian setting. Given a set of credible intervals with joint posterior probability 1 − α, LE(⪯I) forms a credible region for the sample ranking with posterior probability at least 1 − α. Similarly, the index intervals of ⪯I form a credible region for the individual ranks with joint posterior probability at least 1 − α.

### 6 Visualizing the Set of Rankings Compatible with the Data

|LE(⪯I)|/p! gives us a measure of how much uncertainty is in a ranking, but there is value in being able to visualize that uncertainty. A plot that depicts every linear extension of ⪯I is in general computationally expensive to produce and difficult to interpret, so we need to find some better alternative.

One obvious approach is to plot the intervals themselves, but this is not the only possible choice. Any graph of ⪯I contains the same information as the intervals in I. A graph with fewer edges is more easily understood than one with more, so the cover graph of ⪯I is a natural choice. We can compute the cover graph of ⪯I by computing any graph of ⪯I and
removing any edge \((j_1, j_2)\) such that there is some \(j_3\) with \(j_1 \prec \prec I \prec j_2\). This algorithm has a time complexity of \(O(p^3)\), but if the number of parameters is large enough that this is too slow, the graph will likely be difficult to interpret or even display on a single page.

While the intervals and the cover graph convey the same information, they emphasize different aspects of it. In most situations the best choice is to display both plots. Figure 6.1 displays the cover graph for the order generated by the intervals shown in Figure 1.1.

In Klein et al. (2020), the authors suggest plotting the index intervals to visualize the uncertainty in a ranking. We know that these can contain rankings compatible with the data, but in addition it is difficult to determine which intervals overlap from the index intervals. Consider the index intervals corresponding to the intervals in Figure 5.2. Given only these intervals, it is not immediately obvious that \(1 \prec \prec I 4\). As such, we do not recommend plotting the index intervals.

### 7 Experiments with Simulated Data

We now turn our attention to the operation of our algorithms on data. In this section we examine the behavior of our methods in the context of normal mean estimation with an emphasis on studying \(|\text{LE} (\preceq I)|\) and the coverage probability.

For our experiments we take data from a five-dimensional multivariate Gaussian with independent components. The means and standard deviations for each experiment are those found in Klein and Wright (2011):

- (i) \(\mu = (10.0, 10.2, 10.4, 10.6, 10.8)\) and \(\sigma = (0.07, 0.07, 0.07, 0.07, 0.07)\);
- (ii) \(\mu = (10.0, 10.2, 10.4, 10.6, 10.8)\) and \(\sigma = (0.05, 0.05, 0.2, 0.2, 0.2)\);
- (iii) \(\mu = (10.0, 10.2, 10.7, 11.2, 11.4)\) and \(\sigma = (0.15, 0.15, 0.25, 0.15, 0.15)\);
- (iv) \(\mu = (10.0, 10.5, 10.7, 11.0, 11.2)\) and \(\sigma = (0.1, 0.3, 0.3, 0.1, 0.5)\);
- (v) \(\mu = (9.8, 10.5, 10.7, 10.9, 11.6)\) and \(\sigma = (0.5, 0.1, 0.1, 0.1, 0.5)\).

For each of these cases, we use four confidence interval procedures based on combinations of a 90% or 95% confidence level and Bonferroni or unadjusted confidence intervals. No multiple comparison adjustment will produce intervals which are wider than the Bonferroni intervals or narrower than the unadjusted intervals, so these represent the extreme possibilities.

For each trial, we draw 30 observations from each distribution and examine the joint uncertainty in the ranks of the means based on the appropriate confidence intervals. We perform 1000 trials per combination of parameter values and confidence interval procedure. Because the number of possible rankings is small, we compute exact counts of the rankings compatible with the data.

Table 7.1 shows the results of our experiments. In the table header \(q(p)\) denotes the \(p\)th quantile of the number of compatible rankings and \(p_c\) denotes the coverage probability. We make the following observations about the results of our experiments:
Table 7.1: Results of the first normal mean estimation experiment.

| Case | \( q(0.1) \) | \( q(0.5) \) | \( q(0.9) \) | \( p_c \) |
|------|---------------|---------------|---------------|---------|
| 1    | 1             | 1             | 1             | 1       |
| 2    | 1             | 2             | 2             | 1       |
| 3    | 1             | 1             | 2             | 1       |
| 4    | 2             | 4             | 4             | 1       |
| 5    | 1             | 1             | 1             | 1       |

(a) 90% Bonferroni confidence intervals.

| Case | \( q(0.1) \) | \( q(0.5) \) | \( q(0.9) \) | \( p_c \) |
|------|---------------|---------------|---------------|---------|
| 1    | 1             | 1             | 1             | 1.00    |
| 2    | 1             | 2             | 3             | 1.00    |
| 3    | 1             | 1             | 2             | 1.00    |
| 4    | 2             | 4             | 5             | 1.00    |
| 5    | 1             | 1             | 1             | 1.00    |

(c) 95% Bonferroni confidence intervals.

| Scaling Factor | \( q(0.1) \) | \( q(0.5) \) | \( q(0.9) \) | \( p_c \) |
|----------------|---------------|---------------|---------------|---------|
| 0.25           | 1             | 1             | 1             | 1       |
| 0.5            | 1             | 1             | 1             | 1       |
| 1              | 1             | 2             | 4             | 1       |
| 2              | 4             | 8             | 12            | 1       |
| 4              | 14            | 24            | 40            | 1       |

Table 7.2: Results of the second normal mean estimation experiment.

| \( 1 - \alpha \) | \( p_{\text{LE}}(\leq x) \) | \( p_{pc} \) |
|------------------|-----------------------------|--------------|
| 0.90             | 1.00                        | 1.00         |
| 0.80             | 0.99                        | 0.99         |
| 0.70             | 0.98                        | 0.98         |
| 0.60             | 0.96                        | 0.96         |
| 0.50             | 0.89                        | 0.89         |
| 0.40             | 0.76                        | 0.76         |
| 0.30             | 0.60                        | 0.60         |
| 0.20             | 0.37                        | 0.37         |
| 0.10             | 0.18                        | 0.18         |

Table 7.3: Results of the third normal mean estimation experiment.
1. As expected, the number of rankings compatible with the data increases with the width of the confidence intervals and the degree to which the densities overlap.

2. Even with a relatively small number of observations, the number of rankings compatible with the data is small. Out of twenty experiments, none show \( q(0.5) \geq 6 \).

3. The coverage probability is exactly 1 in all cases. We investigate this in further experiments.

In order to investigate the relationship between the density overlap and the number of rankings compatible with the data, we repeated the simulations for case (iv) with 95\% unadjusted confidence intervals and varying scaling factors applied to the standard deviations. Table 7.2 shows the results. We note that even when the standard deviations are high, the number of rankings compatible with the data is still not usually above 20\% of all possible rankings.

Finally we investigate the coverage probability of \( LE(\preceq I) \) and compare it against that of the product confidence set. We simulate a 1000-dimensional normal distribution with \( \mu_i = i \), \( \sigma_i^2 = 2 \) and independent components. We perform 1000 trials for each confidence level shown in Table 7.3. For each trial we draw 30 observations, generate unadjusted confidence intervals, test whether the true ranking is compatible with the data, and test whether the true ranking is contained in the product confidence set.

Table 7.3 shows the results of this experiment. \( p_{LE(\preceq I)} \) denotes the coverage probability of \( LE(\preceq I) \), and \( p_{pc} \) denotes the coverage probability of the product confidence set. In this case, both methods are similarly conservative. Further investigation is needed to understand the degree to which the product confidence set is more conservative than \( LE(\preceq I) \).

8 A Case Study: Travel Time Data from the American Community Survey

In this section, we apply our methods to travel time data from the 2011 American Community Survey. This data was previously considered in Klein et al. (2020), where the authors computed the product confidence region and described it in terms of the index intervals. Here we approximately measure \( |LE(\preceq I)|/p! \) for this data set.

8.1 The Data

The data for this case study is taken from the TravelTime2011 dataset in the package RankingProject (Wieczorek, 2020). The data set describes average travel time to work for Americans over 16 years old who do not work from home in each US state and the District of Columbia.

We repeat the analysis in Klein et al. (2020) by fitting 90\% Bonferroni confidence intervals for the mean travel time. Figures 8.1 and 8.2 display the interval plot and cover graph for the order generated by the confidence intervals for the mean travel times. We omit the
Figure 8.1: Interval plot for the travel time data.
Figure 8.2: Cover graph for the travel time data.
| Group | States | Count   | Proportion   |
|-------|--------|---------|--------------|
| 1     | 9      | 24192   | 0.07         |
| 2     | 37     | 1.07 × 10^{22} | 7.77 × 10^{-22} |
| 3     | 2      | 2       | 1            |
| 4     | 2      | 2       | 1            |
| Overall | 51     | 1.03 × 10^{27} | 6.65 × 10^{-40} |

Table 8.1: Counts and proportions of rankings compatible with the data.

The states can be partitioned into four groups. While Figure 8.2 does not make this so clear, the vertical positions of nodes corresponding to states conveys information about which pairs are comparable that is less clear from the interval plot.

### 8.2 The Algorithm

We use the Adaptive Relaxation Monte Carlo algorithm of [Talvitie et al. (2018)](#). ARMC computes a randomized approximation of the number of linear extensions of a partial order controlled by parameters $\epsilon$ and $\delta$. It guarantees that the approximation is within a factor of $1 + \epsilon$ of the true value with probability at least $1 - \delta$. While its worst case running time is exponential in the size of the input, it often outperforms other asymptotically faster algorithms on small posets.

### 8.3 Results

As shown in Figure 8.1, the states can be partitioned into four groups. We begin by listing these groups:

1. AK, IA, ID, KS, MT, ND, NE, SD, WY
2. AL, AR, AZ, CA, CO, CT, DE, FL, GA, HI, IL, IN, KY, LA, MA, ME, MI, MN, MO, MS, NC, NH, NM, NV, OH, OK, OR, PA, RI, SC, TN, TX, UT, VA, VT, WA, WI, WV
3. DC, NJ
4. MD, NY

Table 8.1 shows the number and proportion of rankings compatible with the data for each group as well as all the states together. The counts for groups 1, 3 and 4 are exact. The count for group 2 is generated by ARMC with $\epsilon = 0.01$ and $\delta = 0.005$. The proportions for each group are calculated by dividing the number of rankings compatible with the data in each partition by the number of possible rankings of that partition.
These experiments were run on a PC with a 2.8 GHz Intel Xeon CPU. With these parameters, approximating the number of linear extensions of group 1 takes roughly one second. Performing the same approximation for all states takes only about 30% longer.
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