Abstract—We study the problem of controlling multi-agent systems under a set of signal temporal logic tasks. Signal temporal logic is a formalism that is used to express time and space constraints for dynamical systems. Recent methods to solve the control synthesis problem for single-agent systems under signal temporal logic tasks are, however, subject to a high computational complexity. Methods for multi-agent systems scale at least linearly with the number of agents and induce even higher computational burdens. We propose a computationally-efficient control strategy to solve the multi-agent control synthesis problem that results in a robust satisfaction of a set of signal temporal logic tasks. In particular, a decentralized feedback control law is proposed that is based on time-varying control barrier functions. The obtained control law is discontinuous and formal guarantees are provided by nonsmooth analysis. Simulations show the efficacy of the presented method.

I. INTRODUCTION

Control of multi-agent systems deals with achieving tasks such as consensus [1], formation control [2], and connectivity maintenance [3]. More recently, ideas from formal verification have been used where the task is formulated as a temporal logic formula. Signal temporal logic (STL) [4] allows to formulate time and space constraints and is based on continuous-time signals. It is hence suited to impose continuous-time tasks on continuous-time systems. STL also admits robust semantics [5] that state how robustly an STL formula is satisfied. For discrete-time single-agent systems, [6] and [7] propose optimization-based methods where in particular [6] is based on a computationally expensive mixed integer linear program; [6] has been extended to discrete-time multi-agent systems in [8] and is hence subject to similar computational burdens. These methods fail to provide continuous time guarantees. A first step in this direction, i.e., for continuous-time systems, was made in [9] and [10]; [9], however, is limited by the need of solving a non-convex optimization problem, while the STL fragment in [10] is limited; [11] establishes a connection between the semantics of an STL task and time-varying control barrier functions and derives a computationally-efficient feedback control law for single-agent systems. Control barrier functions have first been proposed in [12] and guarantee the existence of a control law that renders a desired set forward invariant; [13] presents control barrier functions tailor for the safe robot navigation, while [14] presents decentralized control barrier functions for safe multi-robot navigation. Nonsmooth and time-varying control barrier functions have been proposed in [15] and [16], respectively; [17] uses finite time control barrier functions for single-agent systems under linear temporal logic tasks, hence not allowing explicit timing constraints.

We propose a decentralized control barrier function-based feedback control law for continuous-time multi-agent systems under a set of STL tasks. This control law is discontinuous. Therefore, we first extend our previous work on time-varying control barrier functions for single-agent systems, proposed in [11], to systems with discontinuous control inputs. We provide a barrier condition that, if satisfied, results in a satisfaction of an associated STL task. This barrier condition induces a certain load that needs to be accomplished by the control input. For multi-agent systems, we propose to share this load among agents by means of a discontinuous load sharing function resulting in a decentralized and discontinuous control law. Notably, each agent is subject to unknown dynamical couplings with other agents as well as noise. In the last step, we propose explicit construction rules for the control barrier functions that account for the STL semantics of a fragment of STL tasks. The construction of this barrier function can conveniently be carried out offline and maximizes the robustness by which the STL task is satisfied. The proposed decentralized feedback control law, which is calculated online, is obtained by solving a computationally tractable convex quadratic program.

Sec. II presents the problem formulation, while our proposed problem solution is stated in Sec. III. Simulations are presented in Sec. IV followed by conclusions in Sec. V.

II. PRELIMINARIES AND PROBLEM FORMULATION

True and false are $T$ and $\bot$, respectively. Let $0$ be a vector of appropriate size containing only zeros. An extended class $K$ function $\alpha : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0}$ is a continuous and strictly increasing function with $\alpha(0) = 0$. The partial derivative of a function $b(x, t) : \mathbb{R}^n \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}$ evaluated at $(x', t')$ is abbreviated by $\frac{\partial b(x', t')}{\partial x} := \frac{\partial b(x, t)}{\partial x} \big|_{x = x'}$ and assumed to be a row vector. For two sets $S_1$ and $S_2$, let $S_1 \subseteq S_2 := \{ s_1 + s_2 \mid s_1 \in S_1, s_2 \in S_2 \}$ denote the Minkowski sum.

A. Discontinuous Systems and Nonsmooth Analysis

Assume the system $\dot{x} = f(x, t)$ where $f : \mathbb{R}^n \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n$ is locally bounded and measurable. We consider Filippov solutions [18] and define the Filippov set-valued map as

$$F(f)(x, t) := \mathbb{R} \{ \lim_{i \rightarrow \infty} f(x_i, t) \mid x_i \rightarrow x, x_i \notin N \cup N_f \}$$
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where $\overline{c}$ denotes the convex closure; $N_f$ denotes the set of Lebesgue measure zero where $f(x,t)$ is discontinuous, while $N$ denotes an arbitrary set of Lebesgue measure zero. A Filippov solution of $\dot{x} = f(x,t)$ is an absolutely continuous function $x : [t_0,t_1] \to \mathbb{R}^n$ that satisfies $x(t) \in F[f](x,t)$ for almost all $t \in [t_0,t_1]$. Due to [19, Prop. 3] it holds that there exists a Filippov solution to $\dot{x} = f(x,t)$ if $f : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}^n$ is locally bounded and measurable. Consider a continuously differentiable function $b(x,t)$ so that Clarke’s generalization of $b(x,t)$ coincides with the gradient of $b(x,t)$ [19, Prop. 6], denoted by $\nabla b(x,t) := \left[ \frac{\partial b(x,t)}{\partial x} \quad \frac{\partial b(x,t)}{\partial t} \right]^T$.

The set-valued Lie derivative of $b(x,t)$ is then defined as

$$L_{F[f]} b(x,t) := \nabla b(x,t) \left[ \chi^T \right]^T \in F[f](x,t).$$

According to [20, Thm. 2.2], it holds that $b(x,t) \in L_{F[f]} b(x,t)$ for almost all $t \in [t_0,t_1]$. Let $L_{F[f]} b(x,t) := \left[ \frac{\partial b(x,t)}{\partial x} \quad \frac{\partial b(x,t)}{\partial t} \right]$, the set-valued Lie derivative is then equivalent to $L_{F[f]} b(x,t) = L_{F[f]} b(x,t) \cap \left\{ \frac{\partial b(x,t)}{\partial t} \right\}$.

Lemma 1: Consider $\dot{x} = f_1(x,t) + f_2(x,t)$ where $f_1 : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}^n$ and $f_2 : \mathbb{R}^n \times \mathbb{R}_+ \to \mathbb{R}^n$ are locally bounded and measurable. It then holds that

$$L_{F[1]} b(x,t) \subseteq L_{F[1]} b(x,t) \cap L_{F[2]} b(x,t) \cap \left\{ \frac{\partial b(x,t)}{\partial t} \right\}.$$  

Proof: Holds by definition of $L_{F[1]} b(x,t)$ since $F[1] + F[2] = F[1] \cap F[2] \cap \{ \frac{\partial b(x,t)}{\partial t} \}$.

B. Signal Temporal Logic (STL)

Signal temporal logic [4] is based on predicates $\mu$ that are obtained after evaluation of a continuously differentiable predicate function $h : \mathbb{R}^n \to \mathbb{R}$ as $\mu := \begin{cases} \top & \text{if } h(x) \geq 0 \\ \bot & \text{if } h(x) < 0 \end{cases}$ for $x \in \mathbb{R}^n$. The STL syntax is then given by

$$\phi ::= \top \mid \mu \mid \neg \phi \mid \phi' \land \phi'' \mid \phi^* U_{[a,b]} \phi''',$

where $\phi', \phi''$ are STL formulas with $a \leq b < \infty$ for $U_{[a,b]}$ (until operator). Also define $F_{[a,b]} \phi := \top U_{[a,b]} \phi$ (eventually operator) and $G_{[a,b]} \phi := \neg F_{[a,b]} \neg \phi$ (always operator). Let $x \models \phi$ denote if the signal $x : \mathbb{R}_+ \to \mathbb{R}^n$ satisfies $\phi$. These STL semantics are defined in [4]; $\phi$ is satisfiable if $\exists x : \mathbb{R}_+ \to \mathbb{R}^n$ such that $x \models \phi$. Robust semantics determine how robustly a signal $x$ satisfies the formula $\phi$ at time $t$. The robust semantics for STL [5, Def. 3] are defined by:

$$\rho^0(x,t) := |h(x,t)|, \quad \rho^{-\phi}(x,t) := -\rho^0(x,t), \quad \rho^\phi(x,t) := \min(\rho^0(x,t), \rho^{-\phi}(x,t)), \quad \rho^{\phi \land \phi'}(x,t) := \min(\rho^\phi(x,t), \rho^{\phi'}(x,t)), \quad \rho^{\phi^* U_{[a,b]} \phi''}(x,t) := \max_{t \in [a,b]} \min_{t \in [t]} \rho^\phi(x,t), \rho^{\phi U_{[a,b]} \phi''}(x,t) := \max_{t \in [a,b]} \min_{t \in [t]} \rho^\phi(x,t), \rho^{\phi^* G_{[a,b]} \phi''}(x,t) := \min_{t \in [a,b]} \rho^\phi(x,t).$$

Furthermore, it holds that $x \models \phi$ if $\rho^\phi(x,0) > 0$.

C. Coupled Multi-Agent Systems

Consider $M$ agents modeled by an undirected graph $G := (\mathcal{V}, \mathcal{E})$ where $\mathcal{V} := \{1, \ldots, M\}$ while $\mathcal{E} \in \mathcal{V} \times \mathcal{V}$ indicates communication links. Let $x_i \in \mathbb{R}^{n_i}$ and $u_i \in \mathbb{R}^{m_i}$ be the state and input of agent $i$. Also let $x := [x_1^T \ldots x_M^T]^T \in \mathbb{R}^n$ with $n = n_1 + \ldots + n_M$ and

$$\dot{x}_i = f_i(x_i,t) + g_i(x_i,t)u_i + c_i(x_i,t)$$

(1)

where $f_i : \mathbb{R}^{n_i} \times \mathbb{R}_+ \to \mathbb{R}^{n_i}$, $g_i : \mathbb{R}^{n_i} \times \mathbb{R}_+ \to \mathbb{R}^{n_i \times m_i}$, and $c_i : \mathbb{R}^{n_i} \times \mathbb{R}_+ \to \mathbb{R}^{n_i}$ are sufficiently regular. By sufficiently regular, we mean locally Lipschitz continuous and measurable in the first and second argument, respectively; $c_i(x_i,t)$ may model given dynamical couplings such as those induced by a mechanical connection between agents; $c_i(x_i,t)$ may also describe unmodeled dynamics or process noise. We assume that $c_i(x_i,t) = 0$, and otherwise unknown so that no knowledge of $x_i$ and $c_i(x_i,t)$ is required by agent $i$ for the control design. In other words, there exists $C \geq 0$ such that $||c_i(x_i,t)|| \leq C$ for all $(x_i,t) \in \mathbb{R}^{n_i} \times \mathbb{R}_+ \times \mathbb{R}^{n_i}$.

Assumption 1: The function $g_i(x_i,t)$ has full row rank for all $(x_i,t) \in \mathbb{R}^{n_i} \times \mathbb{R}_+ \times \mathbb{R}^{n_i}$.

Remark 1: Assumption 1 implies $n_i \geq n_i$. Since $x$ and $c_i(x_i,t)$ are not known by agent $i$, the system (1) is not feedback equivalent to $\dot{x}_i = u_i$. Canceling $f_i(x)$ may also induce high control inputs, while we derive a minimum norm controller in Section III-B. Consider avoidance, consensus, formation control, or connectivity maintenance can be achieved through a secondary controller $f_2$. Let therefore $\mathcal{V}_i \subseteq \mathcal{V}$ be a set of agents that induce dynamical couplings, and let $x_i := [x_i, x_{i+1}^T] \in \mathbb{R}^{n_i}$ and $n_i := n_1 + \ldots + n_{i+1}$. For $j_i \in \mathcal{V}_i$, let $x_j \models \psi_j(x_j,t) \models \psi_j(x_j,t) = \rho^{-\phi_j}(x_j,t) + v_j$ the dynamics $\dot{x}_i = f_i(x_i,t) + f_2(x_i,t) + g_i(x_i,t)v_i + c_i(x_i,t)$ resemble (1) if $f_2 : \mathbb{R}^{n_i} \times \mathbb{R}_+ \to \mathbb{R}^{n_i}$ is sufficiently regular.

D. Problem Formulation

In this paper, we consider the STL fragment

$$\psi ::= \top \mid \mu \mid \neg \mu \mid \psi' \land \psi'' \mid \psi^* \land \psi'' \mid \psi^{\phi \land \phi'}$$

(2a)

where $\psi', \psi''$ are formulas of class $\psi$ in (2a), whereas $\phi', \phi''$ are formulas of class $\phi$ in (2b). Consider $K$ formulas $\phi_1, \ldots, \phi_K$ of the form (2b) and let the satisfaction of $\phi_k$ for $k \in \{1, K\}$ depend on the set of agents $\mathcal{V}_k \subseteq \mathcal{V}$.

Assumption 2: For each $\phi_k$ with $k \in \{1, K\}$, it holds that $(i_1, i_2) : \mathcal{E}$ for all $i_1, i_2 \in \mathcal{V}_k$.

Assume further that the sets of agents $\mathcal{V}_1, \ldots, \mathcal{V}_K \subseteq \mathcal{V}$ are disjoint, i.e., $\mathcal{V}_i \cap \mathcal{V}_j = \emptyset$ for all $k_1, k_2 \in \{1, K\}$ with $k_1 \neq k_2$, and such that $\mathcal{V}_1 \cup \ldots \cup \mathcal{V}_K = \mathcal{V}$.

Problem 1: Consider $K$ formulas $\phi_k$ of the form (2b), Derive a control law $u_i$ for each agent $i \in \mathcal{V}$ so that $0 < r \leq \rho^{\phi_1 \land \ldots \land \phi_K}(x,0)$ where $r$ is maximized.

III. CONTROL APPROACH

Section III-A extends [11] to single-agent systems with discontinuous inputs. Based on this, Section III-B proposes a decentralized feedback control law for multi-agent systems. Sections III-A and III-B assume that the control barrier function satisfies some conditions that account for $\phi_k$. These conditions are addressed in Section III-C.
A. Control Barrier Functions for Single-Agent Systems

For now, assume a single-agent system \((M = 1)\) given by
\[
\dot{x} = f(x, t) + g(x, t)u(x, t) + c(x, t) \quad (3)
\]
where \(u(x, t)\) may be a discontinuous function, while \(f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n \), \(g : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^{n \times m}\), and \(c : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^n\) are sufficiently regular, and where again there exists \(C \geq 0\) such that \(|c(x, t)| \leq C\) for all \((x, t) \in \mathbb{R}^n \times \mathbb{R}_0\). This section does not require Assumption 1. Assume that (3) is subject to a formula \(\phi\) of the form (2b).

Consider a function \(b : \mathbb{R}^n \times [s_j, s_{j+1}] \to \mathbb{R}\) that is continuously differentiable on \(\mathbb{R}^n \times (s_j, s_{j+1})\) and let \(x : [t_j, t_{j+1}] \to \mathbb{R}^n\) be a Filippov solution to (3) under \(u(x, t)\) and with \(t_j = s_j\). We distinguish between \(t_{j+1}\) and \(s_{j+1}\) since we want to ensure closed-loop properties over \([s_j, s_{j+1}]\). In (5) it holds that
\[
\dot{b}(x(t)) \leq \sum_{i=1}^p \exp(-\eta b_i(x(t))) + \eta \left( \sum_{i=1}^p \exp(-\eta b_i(x(t))) \right) \leq \min_{i \in \{1, \ldots, p\}} b_i(x(t)) \quad (6)
\]

Due to (5) it holds that
\[
C \geq \frac{1}{\eta} \ln \left( \sum_{i=1}^p \exp(-\eta b_i(x(t))) \right) + \frac{1}{\eta} \ln \left( \sum_{i=1}^p \exp(-\eta b_i(x(t))) \right) = \min_{i \in \{1, \ldots, p\}} b_i(x(t)) \quad (6)
\]

Now, \(b(x, t) \geq 0\) implies \(b_i(x, t) \geq 0\) for each \(l \in \{1, \ldots, p\}\), i.e., the conjunction operator can be encoded. The conditions imposed on \(b(x, t)\) are summarized in three steps (Steps A, B, and C). For negations on predicates \(\mu\) as in (2a), let the corresponding predicate function be \(\bar{h}(x)\). Furthermore, let \(h_1(x), h_2(x), h_3(x), \) and \(h_4(x)\) correspond to the atomic propositions \(\mu_1, \mu_2, \mu_3,\) and \(\mu_4\), respectively.

**Step A** Consider single temporal operators in (2b) that do not contain conjunctions, i.e., \(G_{[a,b]} \mu_1, F_{[a,b]} \mu_2,\) and \(\mu_1 U_{[a,b]} \mu_2\). For \(G_{[a,b]} \mu_1,\) select \(b(x, t)\) so that \(b(x, t') \leq h_1(x)\) for all \(t' \in [a, b]\). For \(F_{[a,b]} \mu_2,\) select \(b(x, t)\) so that \(b(x, t') \leq h_2(x)\) for some \(t' \in [a, b]\) and \(b(x, t') \leq h_1(x)\) for all \(t'' \in [a, t']\). **Step B** Consider single temporal operators in (2b) that do contain conjunctions, i.e., \(G_{[a,b]} \psi_1, F_{[a,b]} \psi_1,\) and \(\psi_1 U_{[a,b]} \psi_2\) where \(\psi_1\) and \(\psi_2\) may contain a conjunction of predicates as in (2a). Assume, without loss of generality, \(\psi_1 := \mu_1 \land \mu_2\) and \(\psi_2 := \mu_3 \land \mu_4\). For \(G_{[a,b]} \psi_1,\) select \(b(x, t) := -\frac{1}{\eta} \ln \left( \exp(-\eta h_1(x, t)) + \exp(-\eta h_2(x, t)) \right)\) so that \(b_1(x, t') \leq h_1(x)\) and \(b_2(x, t') \leq h_2(x)\) for all \(t' \in [a, b]\). For \(F_{[a,b]} \psi_1,\) select \(b(x, t) := -\frac{1}{\eta} \ln \left( \exp(-\eta h_1(x, t)) + \exp(-\eta h_2(x, t)) \right)\) so that \(b_1(x, t') \leq h_1(x)\) and \(b_2(x, t') \leq h_2(x)\) for some \(t' \in [a, b]\). For \(\psi_1 U_{[a,b]} \psi_2,\) select \(b(x, t) := -\frac{1}{\eta} \ln \left( \exp(-\eta h_1(x, t)) + \exp(-\eta h_2(x, t)) \right)\) so that \(b_3(x, t') \leq h_3(x)\) and \(b_4(x, t') \leq h_4(x)\) for some \(t' \in [a, b]\) and \(b_3(x, t''') \leq h_3(x)\) and \(b_4(x, t''') \leq h_4(x)\) for all \(t''' \in [a, t']\). **Step C** Consider conjunctions of temporal operators. For instance, consider \(G_{[a,b]} \psi_1 \land F_{[a,b]} \psi_2 \land (\psi_3 U_{[a,b]} \psi_4)\). Let \(b(x, t) := -\frac{1}{\eta} \ln \left( \sum_{i=1}^3 \exp(-\eta h_i(x, t)) \right)\) where \(b_1(x, t), b_2(x, t), \) and \(b_3(x, t)\) are associated with one temporal operator each and constructed as in Steps A and B.
is removed at $t = b_l$, i.e., $o_l(t) = 1$ if $t < b_l$ and $o_l(t) := 0$ if $t \geq b_l$. The function $b(x, t)$ is now piecewise continuous in $t$. We denote the switching sequence by $\{s_0 := 0, s_1, \ldots, s_q\}$ with $q \in \mathbb{N}$ as the total number of switches. This sequence is known due to knowledge of $[a_l, b_l]$. At time $t \geq s_j$ we have $s_{j+1} := \arg\min_{b_j \in [b_{j-1}, b_j]} \zeta(b_j, t)$ where $\zeta(b_j, t) := b_j - t$ if $b_j - t > 0$ and $\zeta(b_j, t) := \infty$ otherwise. To guarantee Filippov solutions $x : [t_0, t_1] \to \mathbb{R}^n$ with $t_0 \geq s_h$, we finally require that $x(t) \in \mathcal{C}(t)$ implies $x(t) \in \mathcal{D}' \subset \mathcal{D}$ where $\mathcal{D}'$ is some compact set. This requirement is not restrictive and can be achieved by adding a function $b_{p+1}(x, t)$ to $b(x, t) := -\frac{1}{\zeta} \ln \left( \sum_{l=1}^{q+1} o_l(t) \exp(-\eta b_l(x, t)) \right)$ to $b_{p+1}(x, t) = D - \|x\|$ for a suitably selected $D \geq 0$, i.e., $D$ is such that $\mathcal{D}' := \{x \in \mathbb{R}^n | \|x\| \leq D\} \subset \mathcal{D}$.

**Corollary 1**: Consider $\phi$ of the form (2b) and the system (3). Let $b(x, t)$ satisfy the conditions in Steps A, B, and C for $\phi$ and be a cCBF for each time interval $[s_j, s_{j+1})$. If $u(x, t)$ is locally bounded, measurable, and such that (4) holds for all $(x, t) \in \mathcal{D} \times (s_j, s_{j+1})$, then it follows that $x := \phi$ for each Filippov solution to (3) under $u(x, t)$.

**Proof**: It holds that $\lim_{t \to s_j^-} \mathcal{C}(t) \subseteq \mathcal{C}(s_j)$ where $\lim_{t \to s_j^-} \mathcal{C}(t)$ denotes the left-sided limit of $\mathcal{C}(t)$ at $t = s_j$. It is hence sufficient to ensure forward invariance of $\mathcal{C}(t)$ for each $(s_j, s_{j+1})$ separately. There exist Filippov solutions $x : [t_0, t_1] \to \mathbb{R}^n$ to (3) from each $x(t_0) \in \mathcal{C}(t_0)$. Due to Theorem 1, it follows that $x(t) \in \mathcal{C}(t)$ for all $t \in [t_0, \min(t_1, s_j))$; $x(t) \in \mathcal{C}(t)$ implies $x(t) \in \mathcal{D}' \subset \mathcal{D}$, i.e., $x(t)$ remains in the compact set $\mathcal{D}'$, which implies $t_1 \geq s_1$ by [21, Ch. 2.7]. The same reasoning can be applied for the intervals $(s_1, s_2], \ldots, (s_{q-1}, s_q)$. It follows that $x := \phi$.

**B. Control Barrier Functions for Multi-Agent Systems**

Consider again $M$ agents subject to (1) and $K$ formulas $\phi_k$ of the form (2b). For $j_1, \ldots, j_{|V_k|} \in V_k$, let $\bar{x}_k := \bar{x}_{j_1}, \ldots, \bar{x}_{j_{|V_k|}} \in \mathbb{R}^n$ and $\bar{g}_k(x_k, t) := \text{diag}(g_{j_1}(x_{j_1}, t), \ldots, g_{j_{|V_k|}}(x_{j_{|V_k|}}, t))$ where $\bar{g}_k := n_{j_1} + \ldots + n_{j_{|V_k|}}$. Let $b^k(\bar{x}_k, t)$ be the cCBF corresponding to $\phi_k$ and accounting for Steps A, B, and C. Define $\mathcal{C}_k(t) := \{\bar{x}_k \in \mathbb{R}^n | b^k(\bar{x}_k, t) \geq 0\}$ and let $\{s^k_0 := 0, s^k_1, \ldots, s^k_{q_k}\}$ be the switching sequence corresponding to $b^k(\bar{x}_k, t)$ as discussed in the previous section. We next consider cases where $\frac{\partial b^k(\bar{x}_k, t)}{\partial \bar{x}_k} \bar{g}_k(\bar{x}_k, t) = 0^T$ for $(\bar{x}_k, t) \in \mathcal{D}_k \times (s^k_{j+1}, s^k_{j+1})$ where $\mathcal{D}_k$ is an open and bounded set such that $\mathcal{D}_k \supseteq \mathcal{C}_k(t)$ for all $t \geq 0$. These occurences mean that $b^k(\bar{x}_k, t)$, although possibly being a cCBF for $[s^k_{j+1}, s^k_{j+1})$, may not be a vCBF for $[s^k_{j+1}, s^k_{j+1})$ and for (1) under any control law since (5) might fail to hold. Due to Assumption 1, it holds that $\frac{\partial b^k(\bar{x}_k, t)}{\partial \bar{x}_k} \bar{g}_k(\bar{x}_k, t) = 0^T$ if and only if $\frac{\partial b^k(\bar{x}_k, t)}{\partial \bar{x}_k} = 0$.

**Assumption 3**: For an extended locally Lipschitz continuous class $K$ function $\alpha_k$ and for $(\bar{x}_k, t) \in \mathcal{D}_k \times (s^k_{j+1}, s^k_{j+1})$ with $\frac{\partial b^k(\bar{x}_k, t)}{\partial \bar{x}_k} \bar{g}_k(\bar{x}_k, t) \leq 0$ it holds that $\frac{\partial b^k(\bar{x}_k, t)}{\partial \bar{x}_k} > -\alpha_k(b^k(\bar{x}_k, t))$.

**Theorem 2**: Consider a multi-agent system consisting of $M$ agents that are subject to the dynamics in (1) satisfying Assumption 1 and $K$ formulas $\phi_k$ of the form (2b) satisfying Assumption 2. Assume further that each $b^k(\bar{x}_k, t)$ accounts for the STL semantics of $\phi_k$ according to Steps A, B, and C, and that $b^k(\bar{x}_k, t)$ is a cCBF for each time interval $[s^k_{j+1}, s^k_{j+1})$ satisfying Assumption 3. If each agent $i \in V_k$ applies the control law $u^i_0(\bar{x}_k, t) := u_i$ where $u_i$ is given by

$$\min u_i^T u_i,$$

then $u^i_0(\bar{x}_k, t)$ is a cCBF for each time interval $[s^k_{j+1}, s^k_{j+1})$ satisfying Assumption 3. If each agent $i \in V_k$ applies the control law $u^i_0(\bar{x}_k, t) := u_i$ where $u_i$ is given by

$$\min u_i^T u_i,$$

then $u^i_0(\bar{x}_k, t)$ is a cCBF for each time interval $[s^k_{j+1}, s^k_{j+1})$ satisfying Assumption 3. If each agent $i \in V_k$ applies the control law $u^i_0(\bar{x}_k, t) := u_i$ where $u_i$ is given by

$$\min u_i^T u_i,$$

then $u^i_0(\bar{x}_k, t)$ is a cCBF for each time interval $[s^k_{j+1}, s^k_{j+1})$ satisfying Assumption 3. If each agent $i \in V_k$ applies the control law $u^i_0(\bar{x}_k, t) := u_i$ where $u_i$ is given by

$$\min u_i^T u_i,$$

then $u^i_0(\bar{x}_k, t)$ is a cCBF for each time interval $[s^k_{j+1}, s^k_{j+1})$ satisfying Assumption 3. If each agent $i \in V_k$ applies the control law $u^i_0(\bar{x}_k, t) := u_i$ where $u_i$ is given by

$$\min u_i^T u_i,$$
Step 1) Assume $p = 1$ and consider $\phi := G_{[a_l,b_l]}\mu_l$ and $\phi := F_{[a_l,b_l]}\mu_l$. It is first required that $r \leq h_{\text{opt}}^l$. Then, set

$$t_i^* := \begin{cases} b_l & \text{if } F_{[a_l,b_l]}\mu_l \\ a_l & \text{if } G_{[a_l,b_l]}\mu_l, \end{cases}$$

(9)

which reflects the requirement that $\mu_l$ holds at least once between $[a_l,b_l]$ for $F_{[a_l,b_l]}\mu_l$ or at all times within $[a_l,b_l]$ for $G_{[a_l,b_l]}\mu_l$. If $t_i^* = 0$, it is naturally required that $h_l(x(0)) \geq r$. Let now $b_i(x,t) := -\gamma_l(t) + h_l(x)$ with parameters

$$\gamma_{l,0} \in \begin{cases} (-\infty, h_l(x(0))) & \text{if } t_i^* > 0 \\ (r, h_l(x(0))) & \text{otherwise} \end{cases}$$

(10a)

$$\gamma_{l,\infty} \in \{\max(r, \gamma_{l,0}), h_{\text{opt}}^l\}$$

(10b)

$$l_i \in \begin{cases} -\ln \left( \frac{r - \gamma_{l,0}}{\gamma_{l,\infty} - \gamma_{l,0}} \right)/t_i^* & \text{if } \gamma_{l,0} < r \\ 0 & \text{otherwise} \end{cases}$$

(10c)

Note that by the choice of $\gamma_{l,0}$, it holds that $b_l(x(0),0) > 0$ and it furthermore holds that $b_l(x(0),0) \leq h_l(x(0)) - r$ if $t_i^* = 0$ such that a satisfaction with a robustness of $r$ is possible. By the choice of $\gamma_{l,\infty}$ and $l_i$, it is ensured that $b_l(x(t'),t') \leq h_l(x(t')) - r$ for all $t' \geq t_i^*$. Hence, if now $b_l(x(t'),t') \geq 0$ for all $t' \geq t_i^*$, then it follows that $h_l(x(t')) - r \geq 0$, which implies $h_l(x(t')) \geq r$ leading to $\rho^\phi(x,0) \geq r$ by the choice of $t_i^*$ and $r$.

Step 2) For $p > 1$, a more elaborate procedure is needed. Let, similarly to Step 1, $b_l(x,t) := -\gamma_l(t) + h_l(x)$ with $\gamma_l(t)$ according to (9) and (10). To ensure that $b_l(x,t)$ is a cCBF satisfying Assumption 3, we pose the following assumption.

Assumption 4: Each predicate function contained in $\phi$, denoted by $h_l(x) : \mathbb{R}^n \to \mathbb{R}$ with $l \in \{0,1,\ldots,p\}$, is concave.

Lemma 2: Under Assumption 4 and for a fixed $t'$, $b_l(x,t') := -\frac{1}{n} \ln \left( \sum_{j=1}^n a_l(t') \exp(-\eta b_l(x(t'))) \right)$ is concave.

Proof: Omitted due to space limitations.

Compared to Step 1, it is not enough to select $\gamma_{l,0}$ as in (10a) to ensure $b_l(x(0),0) \geq 0$ due to (6). To see this, consider $b_l(x,t) := -\frac{1}{n} \ln \left( \exp(-\eta b_l(x,t)) + \exp(-\eta b_2(x,t)) \right)$. If $b_l(x(0),0) > 0$ and $b_2(x(0),0) > 0$ (which is both ensured by (10a)), then it does not necessarily hold that $b_l(x(0),0) \geq 0$ depending on the value of $\eta$. Therefore, $\gamma_{l,0}$ now needs to be selected sufficiently large hence increasing the accuracy of the used approximation.

More importantly, $\gamma_{l,\infty}$, which has to be selected according to (10b), and $r$, need to be selected so that for all $t \in [s_0,s_q]$ there exists $x \in \mathbb{R}^n$ so that $b_l(x,0) \geq 0$. These objectives can be achieved by appropriately selecting $\eta$, $r$, $\gamma_{l,0}$, and $\gamma_{l,\infty}$. We formulate this parameter selection as an optimization problem that can be solved offline. Define next

$$\gamma_0 := [\gamma_{l,0} \ldots \gamma_{p,0}], \quad \gamma_{\infty} := [\gamma_{l,\infty} \ldots \gamma_{p,\infty}], \quad \text{and } I := [1 \ldots [p]]^T$$

that contain the parameters $\gamma_{l,0}$, $\gamma_{l,\infty}$, and $l_i$ for each eventually- and always-operator encoded in $b_l(x,t)$. Define also $\xi_1, \ldots, \xi_p \in \mathbb{R}^n$ and let $\xi := [\xi_1^T \ldots \xi_p^T]^T$. As argued in Section III-A, there also needs to exist a compact set $\mathcal{D}$, which is realized by including an additional barrier function $b_{p+1}(x,t) = D - ||x||$ for a suitably selected $D$ into $b_l(x,t)$. Next, select the parameters $r$, $\eta$, $D$, $\gamma_0$, $\gamma_{\infty}$, and $l$ according to the solution of the following optimization problem

$$\text{argmax} \quad r$$

subject to

$$\text{s.t.} \quad b(x(0),0) \geq \delta$$

(11a)

$$\lim_{t \to \tau} b(\xi_j,\tau) \geq \delta \quad \text{for each } j \in \{1,\ldots,q\}$$

(11b)

$$\gamma_{l,0} \text{ as in (10a) for each } l \in \{1,\ldots,p+1\}$$

(11c)

$$\gamma_{l,\infty} \text{ as in (10b) for each } l \in \{1,\ldots,p+1\}$$

(11d)

$$l_i \text{ as in (10c) for each } l \in \{1,\ldots,p+1\}$$

(11e)

$$\eta > 0 \text{ and } r > 0.$$
We also rewrite $(\|x_i\|_\infty \leq 1)$ as $(x_{i,1} \leq 1) \land (-x_{i,1} \leq 1) \land (x_{i,2} \leq 1) \land (-x_{i,2} \leq 1)$.

Let $\phi_1 := G_{[5,10]}(\|x_1 - p_A\|_\infty \leq 0.5) \land (\|x_2 - [x_{1,1} - 1, x_{1,2} - 1]_T\|_\infty \leq 0.5) \land (\|x_3 - [x_{1,1} - 1, x_{1,2} - 1]_T\|_\infty \leq 0.5)U_{[10,20]}(\|x_1 - p_B\|_\infty \leq 0.5)$ with $p_A := \begin{bmatrix} 2.5 & 7 \end{bmatrix}_T$ and $p_B := \begin{bmatrix} 8 & 6 \end{bmatrix}_T$, i.e., agent 1 should always be in region $p_A$ within 5-10 time units, e.g., to prepare an object for transportation, while agents 2 and 3 form a formation with agent 1 from 10 time units and until agent 1 reaches region $p_B$, e.g., collaborative transportation of the object. Let $\phi_2 := F_{[5,10]}(\|x_1 - p_C\|_\infty \leq 1) \land G_{[0,10]}(x_{4,1} \geq 8) \land F_{[15,20]}(\|x_1 - p_D\|_\infty \leq 1) \land G_{[10,20]}(x_{1,2} \leq 2)$ with $p_C := \begin{bmatrix} 9 & 1 \end{bmatrix}_T$, $p_D := \begin{bmatrix} 1 & 1 \end{bmatrix}_T$, e.g., a surveillance task. We obtain $b_1(x_{\phi_1}(t), t)$ and $b_2(x_{\phi_2}(t), t)$ for $\phi_1$ and $\phi_2$, respectively; (11) has been solved as a feasibility problem with computation times of 50 and 13 seconds, respectively, on a two-core 1.8 GHz CPU with 4 GB of RAM. Computing (7) took, on average, 0.006 seconds. The control barrier functions are plotted in Fig. 1a, while Fig. 1b and 1c show the agent trajectories from 0-10 and from 10-20 time units, respectively. In Fig. 1b agents 1, 2, 3, and 4 first approach each other due to $f_2(x)$. At 2.6, 2.4, 3.4, and 1.7 time units, respectively, the barrier functions force the agents to not approach each other any further and instead work towards satisfying $\phi_1$ and $\phi_2$. At 10 time units, agent 1 reaches region $p_A$ while agents 2 and 3 form a formation. Fig. 1c shows how this formation is maintained while agent 1 approaches $p_B$. Agents do not get too close to each other due to $f_3(x)$. It holds that $\rho_{\phi_1,\phi_2}(x, 0) \geq 0.005$.

V. CONCLUSION

We proposed decentralized control barrier functions for multi-agent systems under STL tasks. We also presented a procedure to construct control barrier functions for a particular class of STL tasks. This last step is subject to future work to account for a more general class of STL tasks.
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Fig. 1: Barrier function evolution and agent trajectories for the simulated example.