Classical Nucleation Theory for Active Fluid Phase Separation
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Classical nucleation theory (CNT), linking rare nucleation events to the free energy landscape of a growing nucleus, is central to understanding phase-change kinetics in passive fluids. Nucleation in non-equilibrium systems is much harder to describe because there is no free energy, but instead a dynamics-dependent quasi-potential that typically must be found numerically. Here we extend CNT to a class of active phase separating systems governed by a minimal field-theoretic model (Active Model B\(^+\)). In the small noise and supersaturation limits that CNT assumes, we compute analytically the critical supersaturation and hence nucleation barrier, for liquid-vapor phase separation. Crucially to our results, detailed balance, although broken microscopically by activity, is restored along the instanton trajectory, which in CNT involves the nuclear radius as the sole reaction coordinate.

Active fluids dissipate energy at the microscale: each constituent particle extracts energy from the environment and uses it to overcome frictional or viscous drag and create motion\(^1,2\). Phase separation is ubiquitous in active systems; as in equilibrium, it can stem from attractive forces\(^3,4\), such as adhesion which underlies compartmentalization in biological tissues\(^5,7\). Phase separation can also emerge for purely repulsive motile particles\(^8,10\), a situation with no equilibrium counterpart. Recently it was shown that active phase separation can display non-equilibrium features at the macroscopic scale, such as negative surface tensions\(^11\)–\(^13\), mesoscopic currents in the steady state\(^12\)\(^14\)\(^16\), or highly dynamical clustering\(^17\)\(^19\). Below we address the simplest case where the active system undergoes bulk fluid-fluid phase separation. Although at first sight this resembles closely the equilibrium case\(^3\)\(^20\)\(^25\), detailed balance remains broken mesoscopically in the presence of density gradients\(^25\)\(^26\). In phase-field type models, the resulting interfacial activity alters the binodal densities at coexistence\(^27\)\(^28\). It must likewise be accounted for to properly define the pressure in particle-based models\(^29\).

A crucial feature of phase-separating systems is homogeneous nucleation, a rare event causing the formation of a distinct phase by growth of a nucleus within the bulk of a metastable parent phase. This growth is driven by noise until a critical radius is reached whereafter it proceeds spontaneously. In passive fluids, Classical Nucleation Theory (CNT)\(^30,31\) states that the probability of nucleating a liquid droplet in a vapor with supersaturation \(\epsilon\) is given, within the large deviations limit of low temperature \(T\), by \(P \propto \exp\left(-U_{eq}(R_c)/k_B T\right)\). Here, \(\propto\) stands for logarithmic equivalence\(^32\) and \(k_B\) is the Boltzmann constant. In three spatial dimensions, the free energy barrier is given by

\[
U_{eq}(R_c) = \frac{4\pi}{3}\sigma_{eq}R_c^2 + \mathcal{O}(R_c T) \quad d = 3
\]

in terms of the critical radius \(R_{c,eq} = 2\sigma_{eq}/(f'(\phi_s)\Delta f)\) and \(\sigma_{eq}\) is the surface tension of the interface. Here, \(\Delta f = f(\phi_2) - f(\phi_1)\) where \(\phi\) is the order parameter (e.g., particle density); \(f(\phi)\) is the corresponding free-energy density; \(\phi_{1,2}\) represent respectively the vapor and liquid binodals, and \(\phi_s = \phi_1 + \epsilon\). CNT holds for small supersaturation (\(\epsilon \ll |\phi_1|\)) such that the critical nucleation radius \(R_c\) is large compared to the interfacial width. It assumes that the nucleus remains almost spherical, which is true for fluid-fluid phase separation in the regime just delineated. CNT equally describes nucleation of vapor from liquid by interchanging 1 \(\leftrightarrow\) 2. The vast literature on CNT has \textit{inter alia} aimed at improving its predictions beyond the limit of small supersaturation\(^34\); at describing systems where multiple pathways to nucleation are present\(^35\), and at assessing the relative importance of homogeneous and heterogeneous nucleation\(^30\).

It has been suggested that CNT might be extended to address nucleation in phase-separating active systems\(^37\)\(^39\), but there has been limited progress along these lines so far. We are aware of one study, restricted to hard-core non-Brownian particles, which assumes a nucleation pathway via single-monomer attachments, and requires fitting parameters to get quantitative agreement with simulations\(^38\). Below we address instead CNT via statistical field theory. Here we will find that the standard analysis for passive systems can be extended with surprising completeness to the active case.

Classical nucleation theory is one prominent instance of large deviation theory (LDT)\(^32\)\(^40\), which addresses rare events in settings ranging from solid state physics\(^41\) and physical chemistry\(^42\) to finance\(^43\), turbulence\(^44\)\(^45\), and geophysical flows\(^46\)\(^47\). In thermal equilibrium systems, event rates can be found from the free energy barrier, \textit{e.g.} via (1) above (although dynamical methods can also be used\(^48\)). By working with the free energy, one also accesses the typical dynamics of the rare event: time-reversal symmetry ensures...
that the most probable route up the barrier (the so-called instanton path) is the time-reversal of the noiseless (relaxational) downward path [19, 30].

The situation is very different in non-equilibrium systems such as active matter. Within LDT [22, 40] the free energy is replaced by the quasi-potential [49, 50], but this is unknown a priori, and the instanton is not in general the time-reversal of the relaxational path. Computing the quasi-potential and/or instanton represents an intrinsically dynamical problem which, even in the small noise limit of LDT, is rarely achievable analytically. (Only for a few minimal models was the quasi-potential found either exactly [51, 53], or by perturbation theory [54, 56].) Even from a numerical perspective, studying rare events without detailed balance is much more complex than at equilibrium; dedicated algorithms developed for this task [57] include cloning [58, 59], instanton-based codes [60, 62], and other approaches [63–67]. Accordingly, while intense research into rare events in active systems was recently initiated [66, 72], this has been mainly numerical.

In this Letter we extend CNT to active fluid phase separation, using statistical field theory. We can thereby access analytically nucleation rates and quasi-potentials for a generic class of non-equilibrium, many-body systems. This is possible because, although activity breaks detailed balance, this is restored along the instanton trajectory, which in CNT involves a single reaction coordinate (the droplet radius) with noise that we infer from the infinite-dimensional Langevin equation for the order parameter field. Our results are given for Active Model B+ (AMB+) [12, 25], a canonical field theory for active phase separation. However, the analysis route just outlined should be open whenever CNT’s precept of a single reaction coordinate is applicable.

In their simplest form [12, 27, 73], statistical field theories of active phase separation only retain the evolution of a composition or density field, ϕ. (Hydrodynamic [16, 74] or polar [75] fields can be added if required.) Their construction proceeds via conservation laws, symmetry arguments, and an expansion in ϕ and its gradients, along lines long established for Model B, which describes passive phase separation [76, 78]. In the active case, locally broken time-reversal symmetry implies that new nonlinear terms are allowed. The ensuing minimal theory, AMB+, includes all terms that break detailed balance up to order \(O(\nabla^4, \phi^2)\) [12, 25]:

\[
\begin{align*}
\partial_t \phi & = -\nabla \cdot \left( J + \sqrt{2D} \Lambda \right) \quad (2) \\
J/M & = -\nabla \mu_\lambda + \zeta (\nabla^2 \phi) \nabla \phi \quad (3) \\
\mu_\lambda(\phi) & = \frac{\delta F}{\delta \phi} + \lambda |\nabla \phi|^2. \quad (4)
\end{align*}
\]

Here \(F = \int d\mathbf{r} \left[ f(\phi) + \frac{K(\phi)}{2} |\nabla \phi|^2 \right]\), with \(f(\phi)\) a double-well local free energy density, and \(\Lambda\) is a vector of zero-mean, unit-variance, Gaussian white noises. Below we choose unit mobility \((M = 1)\); set \(K\) constant (though our results can be extended to any \(K(\phi) > 0\)); assume constant noise \(D\); and choose \(f(\phi)\) as a quartic polynomial. These are standard simplifications for passive Model B, which is recovered, setting \(D = M k_B T\), at vanishing activity \((\lambda = \zeta = 0)\) [76], and leads to the rate equation [1]. As shown in [12, 25] the explicit coarse-graining of quorum-sensing particle models leads \(\zeta = 0\), while nonvanishing \(\zeta\) and \(\lambda\) are obtained when two-body forces are included [12, 79]. Note that the \(\zeta\) term in (3) can be written, via Helmholtz decomposition, as \(-\nabla \mu_\zeta + \nabla \Lambda\), whose second, divergenceless part does not affect the φ dynamics in (2). Thus we define a total chemical potential \(\mu = \mu_\lambda + \mu_\zeta\), with \(\mu_\zeta\) nonlocal in \(\phi\) [80].

Let us denote by \(\phi_{1,2}\) the binodal densities at which bulk vapor and liquid phases coexist. Within LDT, these can be calculated at mean field \((D \to 0)\) level; without activity this amounts to global minimization of \(F\). For AMB+ they are instead found by changing variables from \(\phi\) and \(f\) to \(\psi\) and \(g\): these solve \(K \partial^2 \psi / \partial \phi^2 = (\zeta - 2\lambda) \partial \psi / \partial \phi\) and \(\partial g / \partial \psi = \partial f / \partial \phi\), where in uniform bulk phases \(\partial f / \partial \phi = \mu\) as defined previously. It follows that \(\psi = K (\exp((\zeta - 2\lambda) / K) - 1) / (\zeta - 2\lambda)\) [12, 25]. In transformed variables, the binodal densities \(\phi_{1,2}\) obey the usual equilibrium conditions: \(\mu_1 = \mu_2\) and \((\mu_\lambda - g_1) = (\mu_\lambda - g_2)^2\) [12, 25]. This change of variables vastly simplifies the mathematical construction of phase equilibria but we show in [80] how our main results can be found without them.

Figure 1. A nucleating liquid (orange) droplet in a vapor (blue) environment, showing the notation used in the text.

We now consider, as in Figure 1, the nucleation of a liquid droplet of mean radius \(R_0\) in a supersaturated vapor with density at infinity \(\phi_s = \phi_1 + \epsilon\) (vapor-in-liquid nucleation can of course be addressed likewise). We detail our analysis in \(d = 3\) but our main results are valid in dimensions \(d \geq 2\); the case \(d = 2\) involves boundary terms and we treat it separately below. Following
CNT, we assume small supersaturation, \(c\); the chemical potential at infinity remains constant and equal to \(f'(\phi_s)\). The central idea is that, as in passive fluids \([48, 81]\), the most probable nucleation path is explored by quasi-static diffusion in the low noise limit. The locally coexisting densities outside and inside a near-spherical droplet (at distance from the interface large compared to its width \(\xi\) but small compared to the droplet size) are denoted by \(\phi_\pm\). We parametrize the droplet by its radius \(R(\theta_1, \theta_2, t) = R_t + \delta R(\theta_1, \theta_2, t)\) as a function of the polar and azimuthal angles, where \(\delta R\) encodes shape fluctuations at fixed volume such that \(\int \delta \theta_1 d\theta_2 \sin \theta_1 \delta R = 0\).

In principle, three separate sources of fluctuations could contribute to the nucleation dynamics: (i) fluctuations in mean droplet radius \(R_t\); (ii) non-spherical fluctuations of its shape encoded in \(\delta R\); (iii) fluctuations in the droplet radius relevant for nucleation, just as in the passive case. To confirm this for active systems, we note first that shape fluctuations are driven only by noise – nothing else in \([2]\) breaks rotational symmetry. As shown in \([11]\), these fluctuations are resisted by a capillary-wave interfacial tension \(\sigma_{cw} = \int dy \varphi^2(y) \{K - \zeta [\varphi(y) - (\psi_1 + \psi_2)/2]\}\). Hence \(\delta R \sim O(\sqrt{D/\sigma_{cw}})\) and, as confirmed below, this is negligible for nucleation dynamics at small \(D\). Second, fluctuations in the normal profile relax on a diffusive time-scale set by the interfacial thickness and hence decay fast compared to the diffusive growth or shrinkage of the droplet itself. This can be formalized in the Ansatz \(\phi(x, t) = \varphi_{R_t}(r-R(\theta_1, \theta_2, t))\),

\[
\varphi_{R_t}(r-R) = \varphi(r-R) + \frac{\varphi_1(r-R)}{R_t} + O(R_t^{-2})
\]

where \(\varphi\) is the stationary density profile of a flat interface and \(\varphi_1\) a correction due to curvature.

We can now derive the stochastic evolution equation for the mean droplet radius \(R_t\). We start by inserting \([9, 10]\) in \([7]\). Working within the Stratonovich convention, integrating over the angular coordinates, and retaining only the leading orders in \(R_t^{-1}\) and \(\delta R\), the left hand side gives \(-\varphi'_{R_t}(r-R_t) \dot{R_t} + O(R_t^{-2}, \delta R^2)\), where \(\varphi'_{R_t}(r) \equiv \partial_r \varphi_{R_t}(r)\). Denoting by \(\mu_{R_t}(r) = \mu[\varphi_{R_t}(r-R_t)]\) the chemical potential evaluated at \(r\) for the profile \(\varphi_{R_t}(r-R_t)\), we thus obtain

\[
-\varphi'_{R_t}(r-R_t) \dot{R_t} = \nabla^2 \mu_{R_t} + \chi + O(R_t^{-2}, \delta R^2)
\]

where the Gaussian white noise \(\chi\) has zero mean and variance \(\langle \chi(r_1, t_1) \chi(r_2, t_2) \rangle = -2D \nabla^2 \delta((r_1-r_2)/R_t^{-1}) \delta(t_1-t_2)/S_d\), with \(S_d = 4\pi\) in \(d = 3\). In deriving the noise term we have transformed the Dirac delta from cartesian to spherical coordinates using \(\delta(x-x') dx = \delta(r-r') \delta(\theta_1-\theta'_1) \delta(\theta_2-\theta'_2)/(r'^2 \sin \theta'_1) d\theta'_1 d\theta'_2\).

We next invert the Laplacian in \([6]\). Imposing as boundary conditions that \(\mu = f'(\phi_s)\) at \(r \to \infty\), and that the solution is non-singular at \(r \to 0\), we get

\[
\nabla^2 \left[ \varphi'_{R_t} \dot{R_t} + \chi \right] = f'(\phi_s) - \mu_{R_t} + O(R_t^{-2}, \delta R^2).
\]

Here, \(\nabla^2\chi\) denotes the solution \(\ell(r)\) to the Poisson equation \(\nabla^2 \ell(r) = s(r)\), defined for all \(r \in [0, \infty)\) and vanishing at infinity, which explicitly reads \(\ell(r) = -\int_r^\infty d r_2 \varphi'(r_2) \frac{d}{d r_2} (r_1/r_2)^{d-1} s(r_1)\).

The effective evolution for the radius of the droplet \(R_t\) can be found multiplying \([7]\) by \(\psi'_{R_t}\), where \(\psi_{R_t}\) is the transformed variable associated with \(\varphi_{R_t}\), and integrating across the interface. The right side of \([7]\) gives

\[
(d-1) \sigma \left\{ \frac{1}{R_t} - \frac{1}{R_c} \right\} + \mathcal{O}(R_t^{-2}, \delta R^2)
\]

where the critical radius \(R_c\) is given by

\[
R_c = \frac{(d-1) \sigma}{f'(\phi_s) \psi - \delta g},
\]

with \(\delta g = \psi(\phi_+ - \phi_s)\) and \(\sigma = \int d r \psi'(r) \{K \psi'(r) - \zeta [\psi(r) - \psi(\phi_s)] \psi'(r)\}\) is a surface tension. Unlike in passive systems, this differs from \(\sigma_{cw}\): it is the tension previously encountered in our studies of Ostwald ripening of liquid droplets \([12]\), and can take either sign. Here we restrict to \(\sigma > 0\), but comment later on the case of negative \(\sigma\).

Under the same procedure of multiplying by \(\psi'_{R_t}\) and integrating, then using the solution to the Poisson equation and expanding in powers of \(R_t^{-1}\), the deterministic term on the left side of \([7]\) gives \([80]\)

\[
\dot{R_t} \int d r \psi'_{R_t} \nabla^2 \varphi_{R_t} = -R_t \dot{R_t} \left[ \delta \phi \psi + \mathcal{O}(R_t^{-1}) \right]
\]

where \(\delta \phi = \phi_+ - \phi_s\). Likewise the noise term in \([7]\) gives a Gaussian noise whose correlations we compute in \([80]\).

Putting together these results, we obtain the stochastic dynamics for the radius of the droplet:

\[
\dot{R_t} = -\mathcal{M}(R_t) \frac{\partial U}{\partial R_t} + \sqrt{2 D} \mathcal{M} \Lambda + \mathcal{O}(R_t^{-3}, \delta R^2).
\]

Here, \(\Lambda\) is a zero-mean Gaussian noise with correlations \(\langle \Lambda(t_1) \Lambda(t_2) \rangle = \delta(t_1-t_2)\); the effective mobility is

\[
\mathcal{M}(R_t) = \frac{1}{S_d(\delta \phi)^2 R_t^d} + \mathcal{O}\left(\frac{1}{R_t^{d+1}}\right);
\]

and the effective potential is

\[
U(R_t) = \frac{\sigma}{\psi(\phi_+ - \phi_s) S_d} R_t^{d-1} \left[ 1 - \frac{d-1}{d} \frac{R_t}{R_c} \right].
\]

Equation \([11]\), including crucially its noise, is the same as for a thermal Langevin particle of mobility \(\mathcal{M}(R_t)\) and temperature \(D\) in a potential \(U(R_t)\). Detailed balance is thus restored for the dynamics of \(R_t\) even though it is absent in that of \(\phi(x, t)\). Indeed \([11]\) is the same equation as for the reaction coordinate \(R_t\) in passive CNT for Model B, up to a change in free energy landscape \(U\).
While we have derived the above results in $d = 3$, they hold for any $d > 2$. For $d = 2$ boundary terms arise via the inverse Laplacian, and while [9] [11] and [13] still hold, (12) is changed to
\[ M(R_t) = \frac{1}{S_d(2\pi)^2 R_t^2 \log(R^+/R_t)} + O\left(\frac{1}{R_t^2}\right) \]  
(14)
where $R^+$ is the upper limit of integration for $r$. For a single droplet nucleating in a circular domain of radius $L$, with $\phi = \phi_*$ at the boundary, one chooses $R^+ = L$. On the other hand, for a nucleation event taking place among other droplets already undergoing coarsening, $R^+$ must be self-consistently determined from the distribution $n(R, t)$ of droplets of radius $R$ at time $t$. Just as in the passive case, this yields $(R^+)^{-1} = 2\pi \int dR R n(R, t) K_1(R/R^+)/(K_0(R/R^+))$, where $K_0, 1$ are modified Bessel functions of the first kind [82] [83].

Equations (11–14) are the key results of this Letter. Just as for passive CNT, they are valid in the limit of large $R$, small noise and small supersaturation, in which $R_c$ is also large. Using the fact that $\phi_+ = \phi_{1,2} + O(R_c^{-1})$ [12], one can then replace $\delta\phi, \delta\psi$ and $\delta g$ with $\Delta\phi, \Delta\psi$ and $\Delta g$ [80], and the critical radius reduces to $R_c = (d - 1)\sigma/|f(\phi_0)\Delta\psi - \Delta g| + O(\epsilon^3, 1/(c R_c))$ or, equivalently, to $R_c = (d - 1)\sigma/\epsilon(\Delta\psi) (f''(\phi_1)) + O(\epsilon^3, 1/(c R_c))$. Moreover, although (11) contains multiplicative noise, it is equivalent in the Itô and Stratonovich interpretations, as the conversion factor enters only at order $O(R_c^{-d-1})$.

As usual in CNT, a droplet successfully nucleates upon reaching the critical radius $R_c$. The probability (or rate) for this to happen is given at large deviation level by $P(R_c) \approx \exp(-U(R_c)/D)$, with
\[ U(R_c) = \frac{\sigma S_d}{d} \frac{\Delta\phi}{\Delta\psi} R_c^{d-1} + O(R_c^{d-2}, D) \]  
(15)
the quasi-potential for the critical droplet. Here we have used that $\delta R \sim O(\sqrt{D/\sigma_{cw}})$. Just as it should, (15) reduces to (1) for passive Model B: without activity, $\psi \rightarrow \phi$, $\sigma \rightarrow \sigma_{cw}$ and $R_c \rightarrow R_{c,cw}$. Furthermore, it should be noted that the nucleation barrier in (15) takes exactly the same form as in equilibrium upon the exchange of $\sigma_{cw}, R_{c,cw}$ with $\sigma\Delta\phi/\Delta\psi$ and $R_c$. The growth of a droplet from $R_c$ to its final radius is relaxational: therefore, the probability of observing a droplet of radius $R$ is given by $P(R) \approx \exp\left(-\bar{U}(R)/D\right)$, where $\bar{U}(R) = U(R)$ if $R < R_c$ and $\bar{U}(R) = U(R_c)$ if $R \geq R_c$.

In order to explicitly compute $\bar{U}(R)$ and/or integrate the instantaneous dynamics (11) need to evaluate the surface tension $\sigma$ and the binodals. As shown in [12] [80], these quantities can be obtained via a simple numerical procedure, with $\sigma$ found by a single numerical integral. Moreover, when $\zeta = 2\lambda$, and the local free energy is of standard form $f(\phi) = -a\phi^2/2 + b\phi^4/4$, the quasi-potential $\bar{U}(R)$ can be found analytically. From [13] we indeed have that $\psi = \phi$, $\Delta\phi = 2\sqrt{a/b}$, and $\sigma = \sigma_{eq}(1 + \zeta/K)$, where $\sigma_{eq} = \sqrt{SKa^3/(9b^2)}$. Note that any cubic term $c\phi^3/3$ in $f(\phi)$ can be absorbed by the shift $a \rightarrow a + c^2/(3b)$, $\phi \rightarrow \phi + c/3b$. In Fig. 2 we plot $U(R_c)$ and the quasi-potential $\bar{U}(R)$ at fixed supersaturation for various $\zeta$ and $\lambda$. Unsurprisingly, the nucleation barrier is very strongly changed by activity: not only can it collapse to zero as $\sigma$ approaches negative values, but it can also be much enhanced (for positive $\zeta$). Since the barrier enters nucleation rates exponentially, our ability to compute it within CNT is a crucial step in quantitatively understanding active phase separation kinetics.

The theory derived in this Letter describes nucleation in AMB+ so long as the active surface tension $\sigma$ and the capillary wave tension $\sigma_{cw}$ are positive. Sufficiently high activity can cause capillary waves to become unstable: $\sigma_{cw} < 0$ is indeed found at $\lambda, \zeta$ sufficiently large and positive [11], not shown in Fig. 2. Also, sufficiently strong activity can turn the Ostwald process into reverse while $\sigma_{cw} > 0$: $\sigma < 0$ is indeed found at $\zeta, \lambda$ sufficiently negative for liquid droplets (or positive for vapor bubbles) [12]. When this happens, $R_c(\epsilon)$ is a stable fixed point for the relaxational dynamics: a droplet grows (shrinks) if it is initially smaller (larger) than $R_c$. In this case the critical radius for nucleation is not $R_c$ but expected to be much smaller. Such nucleation might perhaps be captured by including the terms of order $R_c^{-3}$ in (11): we leave this idea to future work.

In conclusion, we have extended classical nucleation theory to address phase separation in active fluids. It is very unusual, if not unique, for the probability of rare fluctuations to be obtained analytically in a strongly nonequilibrium system, with continuously many degrees of freedom, as done here. This was achieved because detailed balance, although violated in the full dynamics, is
restored at large deviation level for the reaction coordinate, as shown by explicit construction of the Langevin equation for droplet size \[11\]. A key element to this was to compute the noise in this equation, which we found to be unaffected by the active terms although these drastically alter the (quasi-)potential landscape.

Our results were derived within AMB+, a canonical field theory for phase separation in active fluids. More generally, the techniques developed here could help elucidate the nucleation dynamics in more specific active models, by addressing field theories obtained by explicit coarse-graining \[12 28 84\]. Our techniques might also help in understanding nucleation in the presence of non-equilibrium chemical reactions \[85 86\], relevant for describing the inner structure of cells \[87 88\] or when the density evolution is coupled to other slow fields \[16 74 75\]. More speculatively, our results might be a step towards understanding nucleation, considered a key ingredient of cancer metastasis \[89\], in biological tissues.

Confirming numerically our analytical results poses a significant challenge; this is because CNT is valid in the regime where the nucleation barrier is much larger than the noise amplitude \(U(R_c) \gg D\) and the supersaturation is small, so that the nucleation rate is also very small and the critical radius is large. Even for passive fluids, where CNT has been widely verified both experimentally and in particle models \[31 33\], we are not aware of any computational work on Model B that addressed nucleation in the CNT regime. Such a challenge can likely be addressed by employing recently developed algorithms dedicated to sample rare events in systems far from equilibrium \[63 67 90\]; in fact, our exact results create a potential benchmark for these codes. A key question is whether algorithms can be created to automatically identify a low dimensional subspace of one or more reaction coordinates, without relying on detailed mechanistic analysis of the type presented above.
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Appendix A: Derivation of the effective equation for the radius of the droplet

We provide here some details on the derivation of the effective equation for the radius of the droplet. We carry on these calculations in $d = 3$ but the analysis is very similar for $d \geq 2$ (for $d = 2$ one must take into account the boundary terms that arise).

1. Total chemical potential

As discussed in [12] and in the main text, and AMB+ can be rewritten as $\phi = \nabla^2 \mu - \nabla \cdot \sqrt{2D} A$, where the total chemical potential $\mu = \mu_x + \mu_\zeta$ is obtained via Helmholtz decomposition. This gives

$$\mu_\zeta = -\zeta \int dx_1 \nabla \cdot (\nabla^2 \phi \nabla \phi)(x_1) G(x - x_1) \quad (A1)$$

where $G$ is the Green function of the Laplacian ($G(x) = -1/(4\pi|x|)$ in $d = 3$). Evaluating the chemical potential $\mu$ on the spherically symmetric profile $\varphi_{R_t}(r - R_t)$, and integrating over the angular coordinates, we obtain

$$\mu_{R_t} = f'(\varphi_{R_t}) - K \varphi_{R_t}'' - \left(\frac{d - 1}{r}\right)K \varphi_{R_t}' + \left(\lambda - \frac{\zeta}{2}\right)\varphi_{R_t}^2 + (d - 1)\zeta \int_r^\infty \varphi_{R_t}^2(r_1) \frac{dr_1}{r_1} \quad (A2)$$

that enters in eq. (6) and (7). The derivation of eq. (8) from eq. (7) follows similar lines as those described in [12].

2. Deterministic part

We show how to obtain Equation (10) from Equation (7). Using the solution of the Poisson equation given in the main text, we have

$$\dot{R}_t = \int_0^\infty dr \varphi_{R_t}'(\nabla^2 \varphi_{R_t}) = \quad (A3)$$

$$-\dot{R}_t \int_0^\infty dr \varphi_{R_t}'(r - R_t) \int_r^\infty \frac{dr_2}{r_2} \int_0^{r_2} dr_1 r_1^2 \varphi_{R_t}'(r_1 - R_t).$$

Integrating by parts over $r_2$, we have

$$[A3] = -\dot{R}_t \int_0^\infty dr \varphi_{R_t}'(r - R_t) \left[\frac{1}{r} \int_0^r dr_1 r_1 + \int_r^\infty dr_1 \right] r_1 \varphi_{R_t}'(r_1 - R_t) \quad (A4)$$

Concerning the first term, we make the change of variables $r \rightarrow r - R_t$, $r_1 \rightarrow r_1 - R_t$, expand in powers of $R_t^{-1}$, and go back to the original variables, to obtain

$$\dot{R}_t \dot{R}_t \left\{\psi_+ \delta \phi + \int_0^\infty dr \psi_{R_t} \varphi_{R_t}' \right\} + O(\dot{R}_t). \quad (A5)$$

We now consider the second term of eq. (A4). Integrating by parts over $r$ and again expanding in $R_t^{-1}$ gives

$$-\dot{R}_t \dot{R}_t \left\{\psi_+ \delta \phi + \int_0^\infty dr \psi_{R_t} \varphi_{R_t}' \right\} + O(\dot{R}_t). \quad (A6)$$

We now add up (A5) and (A6) to get

$$[A3] = R_t \dot{R}_t [\delta \phi \delta \psi + O(R_t^{-1})] \quad (A7)$$

which gives the desired result.

3. Noise term

We compute here the statistics of the noise entering Equation (11). To do so we start from defining

$$\tilde{\chi} = \int_0^\infty dr \psi_{R_t}' \nabla^{-2} \chi \quad (A8)$$

where we recall that $\chi$ is a Gaussian white noise with zero average and variance

$$\langle \chi(r_1,t_1) \chi(r_2,t_2) \rangle = -\frac{2D}{S_3} \nabla^2 \left(\frac{\delta (r_1 - r_2)}{r_1^2}\right) \delta(t_1 - t_2).$$

Because $\nabla^{-2}$ is a linear operator, $\tilde{\chi}$ is also Gaussian with zero average. We are thus left with computing its correlations. Integrating by parts, it is easy to show that

$$\langle \tilde{\chi}(t_1) \tilde{\chi}(t_2) \rangle = -\frac{2D}{S_3} \int_0^\infty dr \psi_{R_t}'(r - R_t) \nabla^{-2} \left(\frac{\psi_{R_t}(r - R_t)}{r^2}\right) \delta(t_1 - t_2).$$

Using the solution to the Poisson equation and integrating by parts, we obtain

$$\langle \tilde{\chi}(t_1) \tilde{\chi}(t_2) \rangle = -\frac{2D}{S_3} \int_0^\infty dr \psi_{R_t}'(r - R_t) \left\{2 \int_0^\infty dr \psi_{R_t} + 2 \psi_+ \delta \phi \right\} \delta(t_1 - t_2) + O(R_t^{-2}) \quad (A9)$$

and hence

$$\langle \tilde{\chi}(t_1) \tilde{\chi}(t_2) \rangle = \frac{2D}{S_3} \int_0^\infty \delta \psi^2 \delta(t_1 - t_2) + O(R_t^{-2}) \quad (A10)$$

It is then straightforward to show that the noise entering (11) is as specified in the main text.

4. Critical radius in the limit of small supersaturation

We show here that, in the limit of small supersaturation, the critical radius in Equation (9) reduces to

$$R_c = \frac{(d - 1)^2}{\epsilon \Delta \varphi (\varphi_0)} + O(\epsilon^2, 1/(\epsilon R_t)) \quad (A11)$$
To do so we recall that \( \phi_{\pm} = \phi_{1,2} + \alpha_{\pm}/R_t + O(R_t^{-2}) \) where the constants \( \alpha_{\pm} \) quantify the departure of the density from the binodals due to the curvature of the interface, which can be computed as shown in [12]; their value is not needed in the following. Using the definitions of the transformed variables \( \psi \) and \( g \) we thus obtain that

\[
\psi(\phi_{\pm}) = \psi(\phi_{1,2}) + \frac{\alpha_{\pm}}{R_t} \frac{\partial \psi}{\partial \phi} \bigg|_{\phi = \phi_{1,2}} + O(R_t^{-2}) \quad (A12)
\]

\[
g(\phi_{\pm}) = g(\phi_{1,2}) + \frac{\alpha_{\pm}}{R_t} \frac{\partial g}{\partial \phi} \bigg|_{\phi = \phi_{1,2}} + O(R_t^{-2}) \quad (A13)
\]

where \( |\phi_{1,2} \) stands for the evaluation at \( \phi = \phi_{1,2} \) and we have used that \( (\partial \psi/\partial \phi)(\partial f/\partial \phi) = \partial g/\partial \phi \) from the definition of \( g \).

We can now expand \( f'(\phi_{\pm})\delta \psi - \delta g \) for small supersaturation and large \( R_t \) to obtain

\[
f'(\phi_{\pm})\delta \psi - \delta g = \epsilon f''(\phi_{1,2}) \Delta \psi + O(\epsilon^2, \epsilon/R_t). \quad (A14)
\]

Plugging \((A14)\) into \((9)\) we finally obtain \((A11)\).

**Appendix B: Derivation of the results in the standard variables**

While the results in this Letter were derived employing the transformed variables \( \psi \) and \( g \), we show here that a fully equivalent result is obtained without introducing them. To see this, we multiply \((7)\) by \( \phi_{R_t} \) instead of \( \psi_{R_t} \); following the same steps as in the main text, we obtain again Equations \((11)\)–\((12)\), but now

\[
U(R_t) = \bar{\sigma} S_d R_t^{d-1} \left[ 1 - \frac{d-1}{d} \frac{R_t}{R_c} \right] \quad (B1)
\]

where

\[
R_c = \frac{(d-1)\bar{\sigma}}{f'(\phi_{1,2})\delta \phi - \delta f} \quad (B2)
\]

and

\[
\bar{\sigma} = \int dr \varphi^2(r) \left[ K - \frac{3}{2}\frac{2\lambda - \zeta}{d-1} \varphi'(r) - \zeta(\varphi(r) - \varphi_2) \right].
\]

Comparing \((13)\) with \((B1)\) and \((9)\) with \((B2)\) we conclude that \( \bar{\sigma} = \sigma \Delta \phi/\Delta \psi \) and \( \Delta f = \Delta g \delta \phi/\delta \psi \). Note however that the use of the transformed variables eliminates the need to know \( \varphi_1 \), the correction to the profile of a flat interface, to compute the interfacial tension; \( \varphi_1 \) indeed does not enter in Equations \((11)\)–\((14)\).

**Appendix C: Expression for the surface tension \( \sigma \)**

A simple numerical procedure to obtain the binodals \( \phi_{1,2} \) and the interfacial tension \( \sigma \) was provided in [12].

Here, for the choice \( f(\phi) = -a\phi^2/2 + b\phi^4/4 \), we recall how to obtain the binodals and show that \( \sigma \) can be written as a single integral to be evaluated numerically. As recalled in the main text, any cubic term \( c\phi^3/3 \) in \( f(\phi) \) can be absorbed by the shift \( a \to a + c^2/(3b) \).

The binodals \( \phi_{1,2} \) are obtained generalising the equality of the chemical potential and pressure, which become

\[
f'(\phi_1) = \mu_1 = \mu_2 = f'(\phi_2) \quad (C1)
\]

\[
\mu_1 - \mu_2 = (\mu_\psi - g)_1 = (\mu_\psi - g)_2 \quad (C2)
\]

where the explicit expression of \( \psi \) is given in the main text. The transformed variable \( g \) is defined by \( \partial g/\partial \psi = \partial f/\partial \phi \); imposing that \( g = f \) when \( \lambda = \zeta = 0 \), we obtain

\[
g(\phi) = -\frac{a}{\zeta^2} - \frac{6b}{\zeta^4} + \frac{2c}{\zeta^3} \zeta(1 - \zeta) + \frac{6c}{\zeta^5} \zeta^3 \zeta^3 \zeta^3 - 3\zeta^3 \zeta^2 \zeta^2 + 6\zeta^6 - 6 \quad (C3)
\]

where \( \zeta = (\zeta - 2\lambda)/k \). Although an analytic solution for \( \phi_{1,2} \) can be found only when \( 2\lambda = \zeta = 0 \) (in which case \( -\phi_1 = \phi_2 = 1 \)), solving Equations \((C1)\) and \((C2)\) for \( \phi_{1,2} \) is a straightforward numerical problem.

We then show that \( \sigma \) can be expressed only in terms of a single integral, to be evaluated numerically. To do so, let us first observe that

\[
\sigma = \int_{\phi_1}^{\phi_2} d\varphi \sqrt{w(\varphi)} \left\{ K - \zeta [\psi(\varphi) - \psi(\varphi_2)] \right\} \quad (C4)
\]

where \( w(\varphi) = \varphi^2 \) is seen as a function of the density. In turn, \( w(\varphi) \) can be obtained explicitly. To do so, we first observe that the profile of the flat interface \( \varphi \) solves

\[
\mu_1 = f'(\varphi) - K\varphi'' + (\lambda - \zeta/2)\varphi^2. \quad (C5)
\]

Multiplying by \( \psi \) and integrating in the interval \((-\infty, x)\), we obtain

\[
\mu_1[\psi - \psi(\varphi_1)] = g - g(\varphi_1) + \int_{-\infty}^{x} dx \mu_1[\psi(\varphi) - \psi(\varphi_1)] \frac{\partial \varphi}{\partial \psi}.
\]

Using the definition of the transformed variables to evaluate the last integral and solving for \( w \):

\[
w(\varphi) = \frac{2}{K} \left[ g(\varphi) - g(\varphi_1) - \mu_1(\psi(\varphi) - \psi(\varphi_1)) \right] \frac{\partial \varphi}{\partial \psi}
\]

\[
= \frac{2}{K} \left[ g(\varphi) - g(\varphi_1) - \mu_1(\psi(\varphi) - \psi(\varphi_1)) \right] e^{\frac{2\Delta \phi}{K}} \quad (C6)
\]

Inserting \((C3)\) and \((C6)\) into \((C4)\) allows us to compute \( \sigma \) numerically as a single integral over \( \varphi \).