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Abstract

We make several observations relating the Lie algebra $\mathfrak{g}_2 \subset \mathfrak{so}(7)$, associative 3-planes, and $\mathfrak{so}(4)$ subalgebras. Some are likely well-known but not easy to find in the literature, while other results are new. We show that an element $X \in \mathfrak{g}_2$ cannot have rank 2, and if it has rank 4 then its kernel is an associative subspace. We prove a canonical form theorem for elements of $\mathfrak{g}_2$. Given an associative 3-plane $P$ in $\mathbb{R}^7$, we construct a Lie subalgebra $\Theta(P)$ of $\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)$ that is isomorphic to $\mathfrak{so}(4)$. This $\mathfrak{so}(4)$ subalgebra differs from other known constructions of $\mathfrak{so}(4)$ subalgebras of $\mathfrak{so}(7)$ determined by an associative 3-plane. These are results of an NSERC undergraduate research project. The paper is written so as to be accessible to a wide audience.
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1 Introduction

The space $\mathbb{R}^7$ admits a special algebraic structure called a “$G_2$-structure”, which essentially consists of the standard inner product, orientation, and a cross product operation $(v, w) \mapsto v \times w$ satisfying certain properties. The subgroup of $\text{GL}(7, \mathbb{R})$ preserving this structure is the exceptional Lie group $G_2$, embedded in a natural way inside $\text{SO}(7)$. Since $\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)$, this yields a decomposition $\Lambda^2(\mathbb{R}^7) = \mathfrak{g}_2 \oplus \mathfrak{g}_2^\perp$. Moreover, the $G_2$-structure on $\mathbb{R}^7$ determines a distinguished class of 3-dimensional subspaces of $\mathbb{R}^7$, called associative subspaces. In this paper we investigate the relations between associative subspaces, the Lie algebra $\mathfrak{g}_2$, and certain $\mathfrak{so}(4)$ subalgebras of $\Lambda^2(\mathbb{R}^7)$.

Some of the results in Section 3 are likely well-known to experts, but are not easy to find explicitly in the literature. For example, we show that an element $X$ of $\mathfrak{g}_2$ can never have rank 2, and if it has rank 4 then its kernel is an associative subspace. We also derive a general canonical form theorem (Theorem 3.7) for elements of $\mathfrak{g}_2$, which is essentially the maximal torus theorem, at the Lie algebra level, for $\mathfrak{g}_2$. However, we give a completely self-contained proof using the cross product and its properties, avoiding the use of any abstract Lie theory. See Remark 3.23 for more details. This canonical form theorem has been recently applied to study Betti numbers of nearly $G_2$ manifolds. See Remark 3.24 for more details.

The results of Section 4 appear to be new. Given an associative subspace $P$ of $\mathbb{R}^7$, we construct an $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ of $\Lambda^2(\mathbb{R}^7)$. We also investigate the intersections $\Theta(P) \cap \Theta(Q)$ for two distinct associative subspaces $P, Q$. These results are summarized in Theorem 4.36. The $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ determined by an associative subspace $P$ constructed in the present paper is not the same as the standard embedding of $\mathfrak{so}(4)$ in $\mathfrak{g}_2$ determined by $P$, because $\Theta(P)$ does not lie in $\mathfrak{g}_2$. It is also not the same as the $\mathfrak{so}(4)$ subalgebra obtained from $\Lambda^2(P^\perp)$. See Remark 4.37 for more details.

**Notation and conventions.** We equip $\mathbb{R}^7$ with the standard inner product $\langle \cdot, \cdot \rangle$ and orientation. Using the inner product, we identify $\mathbb{R}^7$ with its dual space in the usual way throughout without further mention. Thus all of our indices are subscripts. In particular, a bilinear form $A$ on $\mathbb{R}^7$ is identified with a linear operator $A : \mathbb{R}^7 \to \mathbb{R}^7$ by $A(u, v) = \langle A(u), v \rangle$. Under this identification a symmetric bilinear form (respectively, skew-symmetric bilinear form) corresponds to a self-adjoint operator (respectively, skew-adjoint operator). For example, if $u, v \in \mathbb{R}^7$, then the 2-form $u \wedge v$ corresponds to the skew-adjoint linear map

$$(u \wedge v)w = \langle u, w \rangle v - \langle v, w \rangle u. \quad (1.1)$$

We only work with orthonormal bases $\{e_1, \ldots, e_7\}$, so the matrix representing a bilinear form is the same as the matrix representing the associated linear operator, namely $A_{ij} = A(e_i, e_j) = \langle A(e_i), e_j \rangle$. In index notation with respect to an orthonormal frame, we sum over repeated indices from 1 to 7. We write $\Lambda^k$ for $\Lambda^k(\mathbb{R}^7)$, the space of $k$-forms.

**Acknowledgements.** A significant portion of this research was conducted in summer 2021, while the first author held an NSERC Undergraduate Student Research Award under the supervision of the second author. The work was completed in 2022 by the second author, under the support of an NSERC Discovery Grant. The second author also thanks Shengda Hu and Anton Iliashenko for useful conversations. Both authors are grateful to the anonymous referee for finding typographical errors in the original draft.

2 Preliminaries

In this section we review the standard “$G_2$ package” on $\mathbb{R}^7$, including the notion of associative subspaces, and discuss without proofs their basic properties. A good reference for some of this material, with similar conventions and notation, is [8]. Another useful resource is [11]. A representation-theoretical presentation is given in [3], and a nice historical survey of $G_2$ is given in [1]. For more details on associative subspaces, see [4, 5, 9, 10]. However, as long as the reader is willing to accept the facts presented in this section, then the rest of the paper is essentially completely self-contained.
2.1 Review of the standard $G_2$-structure on $\mathbb{R}^7$

Recall that the octonions $\mathbb{O}$ are an 8-dimensional non-associative real normed unital algebra. As a vector space, $\mathbb{O} = \mathbb{R}^8$, equipped with its standard inner product and orientation. As a normed unital algebra, $\mathbb{O}$ is equipped with a bilinear (non-associative) multiplication $(a, b) \mapsto ab$ satisfying $|ab| = |a| |b|$ where $|\cdot|$ is the norm induced from the inner product. The orthogonal complement of the span of the multiplicative identity 1 is called the imaginary octonions and is denoted $\text{Im} \mathbb{O}$. Thus $\text{Im} \mathbb{O} = \mathbb{R}^7$ inherits the Euclidean inner product and we give it the induced orientation such that $1 \wedge \text{vol}_{\mathbb{O}} = \text{vol}_{\mathbb{O}}$.

The octonion multiplication induces a cross product operation $\times : \mathbb{R}^7 \times \mathbb{R}^7 \to \mathbb{R}^7$ by

$$u \times v = \text{Im}(uv), \quad \text{for } u, v \in \mathbb{R}^7 = \text{Im} \mathbb{O}.$$  (2.1)

The cross product satisfies

$$u \times v = -v \times u, \quad \langle u \times v, u \rangle = 0, \quad |u \times v|^2 = |u \wedge v|^2.$$  (2.2)

From (2.1), we deduce immediately that with respect to an orthonormal frame we have

$$(u \times v)_k = u_p v_q \varphi_{pqk} = (v \bigwedge u \varphi)_k.$$  (2.3)

The Hodge star operator $\star : \Lambda^k \to \Lambda^{7-k}$ then gives us a 4-form $\psi \in \Lambda^4$ by

$$\psi = \star \varphi.$$  (2.4)

Using the inner product, $\psi$ can also be thought of as a vector-valued 3-form by

$$\langle \psi(u, v, w), y \rangle = \psi(u, v, w, y).$$

That is, we “raise the last index” of $\psi$. (This vector valued 3-form is denoted $\chi$ by some authors. We choose to call it $\psi$ to avoid proliferation of notation. Similarly we could write $u \times v = \varphi(u, v)$ if we raise the last index of $\varphi$ to regard it as a vector-valued 2-form.)

Iterating the cross product, one obtains the relation

$$u \times (v \times w) = -(u, v)w + \langle u, w \rangle v + \psi(u, v, w).$$  (2.5)

A special case occurs when $v = u$, for which we have

$$u \times (u \times w) = -|u|^2 w + \langle u, w \rangle u.$$  (2.6)

Moreover, it follows from (2.3) and the skew-symmetry of $\psi$ that

$$u \times (v \times w)$$

is totally skew-symmetric if $u, v, w$ are orthogonal. (2.5)

In index notation with respect to an orthonormal frame, the fundamental identity (2.3) is

$$\varphi_{ijp} \varphi_{abp} = \delta_{ia} \delta_{jb} - \delta_{ib} \delta_{ja} - \psi_{ijab}.$$  (2.6)

By taking various contractions of this identity with itself, one can establish (see [7] for proofs) the following important identities for contractions of $\varphi$ with $\psi$:

$$\varphi_{ijp} \psi_{abcp} = \delta_{ia} \varphi_{jbc} + \delta_{ib} \varphi_{jac} + \delta_{ic} \varphi_{abj} - \delta_{ja} \varphi_{ibc} - \delta_{jb} \varphi_{aic} - \delta_{jc} \varphi_{abi},$$

$$\varphi_{ipq} \psi_{abpq} = -4 \varphi_{iab}.$$  (2.7)
and for contractions of $\psi$ with $\psi$:

$$
\psi_{ijkp} \psi_{abcq} = -\varphi_{ajk} \varphi_{ibc} - \varphi_{akj} \varphi_{ibc} - \varphi_{ajk} \varphi_{ibc} + \delta_{ia} \delta_{jb} \delta_{kc} + \delta_{ib} \delta_{jc} \delta_{ka} + \delta_{ic} \delta_{ja} \delta_{kb} - \delta_{ia} \delta_{jc} \delta_{kb} - \delta_{ib} \delta_{ja} \delta_{kc} - \delta_{ic} \delta_{jb} \delta_{ka} - \delta_{ia} \psi_{jkb} - \delta_{ib} \psi_{jkc} - \delta_{ic} \psi_{jkb} + \delta_{ia} \psi_{jkc} - \delta_{ic} \psi_{jkb},
$$

(2.8)

$$
\psi_{ijkp} \psi_{abpq} = 4\delta_{ia} \delta_{jb} - 4\delta_{ia} \delta_{ja} - 2\psi_{ijab}.
$$

The $G_2$-structure $\varphi$ on $\mathbb{R}^7$ determines distinguished classes of 3-dimensional subspaces.

**Definition 2.9.** A 3-dimensional subspace $A$ of $\mathbb{R}^7$ is called *associative* if it is closed under the cross product. That is, if $u, v, w \in A$ implies $u \times v \in A$.

Using the properties of the cross product, we see easily that if $\{e_1, e_2, e_3\}$ is an orthonormal basis of $A$, then $A$ is associative if and only if $e_i \times e_j = \pm e_k$ for $i, j, k$ distinct. Equivalently, $A$ is associative if and only if $A$ admits an orientation such that $\varphi|_A = \text{vol}_A$. In this case, if $\{e_1, e_2, e_3\}$ is an oriented orthonormal basis of $A$, then $e_i \times e_j = e_k$ whenever $i, j, k$ is a cyclic permutation of $1, 2, 3$. It is also true that $A$ is associative if and only if $\psi(u, v, w) = 0$ for all $u, v, w \in A$. (2.10)

(This can be seen from (2.3) by letting $u, v, w$ be orthonormal and using the fact that $u \times y = 0$ if and only if $u, y$ are parallel.)

The exceptional Lie group $G_2$ can be defined as the stabilizer in $\text{GL}(7, \mathbb{R})$ of the 3-form $\varphi$. It is a classical fact that, from this definition, it follows that $G_2 \subseteq \text{SO}(7)$. (See for example [8, Theorem 4.4] for a proof.) In particular, this means that elements of $G_2$ preserve the inner product and the orientation on $\mathbb{R}^7$. The columns of a matrix $P \in \text{SO}(7)$ are an oriented orthonormal frame $\{e_1, \ldots, e_7\}$ of $\mathbb{R}^7$. Those matrices $P \in G_2 \subseteq \text{SO}(7)$ are further distinguished by the relations

$$
e_3 = e_1 \times e_2, \quad e_5 = e_1 \times e_4, \quad e_6 = e_2 \times e_4, \quad e_7 = e_3 \times e_4 = (e_1 \times e_2) \times e_4.
$$

(2.11)

An oriented orthonormal frame $\{e_1, \ldots, e_7\}$ for $\mathbb{R}^7$ is called a $G_2$-adapted frame if it satisfies (2.11). Such frames are precisely the images of the standard basis of $\mathbb{R}^7$ by elements of $G_2$.

From the octonion multiplication table and the definitions of $\varphi$ and $\psi$, one can show that with respect to a $G_2$-adapted frame $\{e_1, \ldots, e_7\}$, and writing $e_{ijk} = e_i \wedge e_j \wedge e_k$, we have

$$
\varphi = e_{123} - e_{167} - e_{527} - e_{563} - e_{415} - e_{426} - e_{437},
$$

$$
\psi = e_{4567} - e_{4523} - e_{4163} - e_{4127} - e_{2637} - e_{1537} - e_{1526}.
$$

(2.12)

From (2.12), it is easy to read off, for example, that $e_1 \times e_2 = e_3$ and $e_5 \times e_6 = -e_3$. Thus $\{e_1, e_2, e_3\}$ and $\{-e_3, e_5, e_6\}$ are oriented orthonormal bases of associative 3-planes.

### 2.2 The decomposition $\Lambda^2 = \Lambda_7^2 \oplus \Lambda_{14}^2$

Using the inner product on $\mathbb{R}^7$, the Lie algebra $\mathfrak{so}(7)$ of skew-adjoint operators is identified with the space $\Lambda^2$ of skew-symmetric bilinear forms. There is an orthogonal decomposition $\Lambda^2 = \Lambda_7^2 \oplus \Lambda_{14}^2$ into irreducible representations of $\mathfrak{g}_2$ that is described as follows. (See [8] or [7] for more details about those facts that are presented here without proof.)

Since $G_2 \subseteq \text{SO}(7)$, we get $\mathfrak{g}_2 \subseteq \mathfrak{so}(7)$, and under the identification $\Lambda^2 = \mathfrak{so}(7)$ we have $\Lambda_{14}^2 = \mathfrak{g}_2$. Since $G_2$ is the subgroup of $\text{SO}(7)$ preserving $\varphi$, the infinitesimal expression of this condition is

$$
X \in \Lambda^2_{14} \iff \varphi(X(u), v, w) + \varphi(u, X(v), w) + \varphi(u, v, X(w)) = 0 \quad \text{for all } u, v, w.
$$

(2.13)

Using (2.1), we have $\varphi(X(u), v, w) = \langle X(u), v \times w \rangle = X(u, v \times w)$, so we can rewrite (2.13) as

$$
X \in \Lambda^2_{14} \iff X(u, v \times w) + X(v, w \times u) + X(w, u \times v) = 0 \quad \text{for all } u, v, w.
$$

(2.14)
Note that \( \Lambda^2_{14} \) is a Lie subalgebra of \( \Lambda^2 \). In terms of a local orthonormal frame, \( X \in \Lambda^2_{14} \) if and only if
\[
X_{ip}\varphi_{pjk} + X_{jp}\varphi_{ipk} + X_{kp}\varphi_{ijp} = 0. 
\] (2.15)
We can also express (2.14) in the following useful equivalent form. Using the skew-symmetry of \( X(u, v) = \langle X(u), v \rangle \) and of \( \varphi(u, v, w) = \langle u \times v, w \rangle \), we have
\[
X(u, v \times w) + X(v, w \times u) + X(w, u \times v) = -X(v \times w, u) + \langle X(v), w \times u \rangle + \langle X(w), u \times v \rangle \\
= -\langle X(v \times w), u \rangle + \langle u, X(v) \times w \rangle + \langle u, v \times X(w) \rangle \\
= -\langle X(v \times w) + X(v) \times w + v \times X(w), u \rangle.
\]
By the nondegeneracy of the inner product, we deduce from the above that
\[
X \in \Lambda^2_{14} \iff X(v \times w) = X(v) \times w + v \times X(w) \quad \text{for all } v, w. 
\] (2.16)
That is, (2.16) says that \( g_2 = \Lambda^2_{14} \subseteq \Lambda^2 = \mathfrak{so}(7) \) consists of those derivations in \( \mathfrak{so}(7) \) that (infinitesimally) preserve the cross product \( \times \). This is exactly what we expect, because \( g \) and \( \times \) together determine \( \varphi \), and \( g_2 \) is precisely the space of derivations in \( \mathfrak{gl}(7, \mathbb{R}) \) preserving \( \varphi \).

The following observation about elements of \( \Lambda^2_{14} \) is used twice in Section 3.

**Proposition 2.17.** Let \( X \in \Lambda^2_{14} = g_2 \), and suppose that \( u, v, y \) are orthogonal. Then we have
\[
X(u \times y, v \times y) = |y|^2 X(u, v) + X(y, (u \times v) \times y).
\]

**Proof.** Using (2.14), (2.4), and (2.5), we compute
\[
X(u \times y, v \times y) = -X(v, y \times (u \times y)) - X(y, (u \times y) \times v) \\
= X(v, y \times (y \times u)) + X(y, v \times (u \times y)) \\
= X(v, -|y|^2 u) + X(y, y \times (v \times u)) \\
= |y|^2 X(u, v) + X(y, (u \times v) \times y)
\]
as claimed. \( \square \)

The subspace \( \Lambda^2 \), which is not a Lie subalgebra (see Section 4.1), is the orthogonal complement of \( \Lambda^2_{14} \). In fact we have (see [8, 7]) that
\[
X \in \Lambda^2 \iff X = u \mathcal{J} \varphi \quad \text{for some } u \in \mathbb{R}^7 
\] (2.18)
and indeed the map \( \mathbb{R}^7 \to \Lambda^2 \) given by \( u \mapsto u \mathcal{J} \varphi \) is a linear isomorphism.

There are various equivalent descriptions of the spaces \( \Lambda^2 \) and \( \Lambda^2_{14} \) that are also useful. These are
\[
X \in \Lambda^2 \iff \ast(X \wedge \varphi) = -2X \iff X = u \mathcal{J} \varphi, \\
X \in \Lambda^2_{14} \iff \ast(X \wedge \varphi) = X \iff X \wedge \psi = 0. 
\] (2.19)
From the fact that \( \ast(X \wedge \varphi)_{ij} = \frac{1}{2} \psi_{ijpq} X_{pq} \), the above descriptions in terms of a local orthonormal frame become
\[
X_{ij} \in \Lambda^2 \iff \psi_{ijpq} X_{pq} = -4X_{ij} \iff X_{ij} = u_{ip} \varphi_{pji}, \\
X_{ij} \in \Lambda^2_{14} \iff \psi_{ijpq} X_{pq} = 2X_{ij} \iff X_{pq} \varphi_{pq} = 0, 
\] (2.20)
and moreover we have
\[
\psi_{ijpq} X_{pq} = -4(X_7)_{ij} + 2(X_{14})_{ij} 
\] (2.21)
where \( X_7 \) and \( X_{14} \) denote, respectively, the orthogonal projections of \( X \in \Lambda^2 \) onto \( \Lambda^2 \) and \( \Lambda^2_{14} \). We use (2.21) in Section 4.1 to study the splitting \( \Lambda^2 = \Lambda^2 \oplus \Lambda^2_{14} \) at a deeper level.
Finally, there is a useful formula for the projection $X_\pi$ of an element $X \in \Lambda^2$, given by
\[
(X_\pi)_{ij} = u_p \varphi_{pij} \quad \text{where} \quad u_p = \frac{1}{6} X_{ij \varphi_{jp}}. \tag{2.22}
\]
Consider the special case $X = v \wedge w \in \Lambda^2$. Then $X_{ij} = v_i w_j - v_j w_i$, so equations (2.22) and (2.2) give $(\pi_\pi(u \wedge v))_{ij} = u_p \varphi_{pij}$ where $u_p = \frac{1}{6} (v_i w_j - v_j w_i) \varphi_{jp} = \frac{1}{3} v_i w_j \varphi_{jp} = \frac{1}{3} (v \times w)_p$. That is, we have shown that
\[
\pi_\pi(v \wedge w) = \frac{1}{6} (v \times w) \mu \varphi. \tag{2.23}
\]

2.3 Canonical forms for $\mathfrak{so}(7) = \Lambda^2$ and for $\Lambda^2_7$

Let us recall the canonical form theorem for a real skew-symmetric bilinear form on $\mathbb{R}^n$ (specialized to the case $n = 7$). If $X \in \Lambda^2$, the matrix for $X$ with respect to the standard basis is skew-symmetric, and thus the linear operator $X : \mathbb{R}^7 \to \mathbb{R}^7$ given by $\langle X(u), v \rangle = X(u, v)$ is skew-adjoint. (In particular, its matrix with respect to any orthonormal frame for $\mathbb{R}^7$ will be skew-symmetric.)

It is then a standard result from linear algebra that the eigenvalues of $X$ are all purely imaginary and come in complex conjugate pairs. That is, there exist real numbers
\[
\lambda \geq \nu \geq \mu \geq 0
\]
such that the eigenvalues of $X$ are $\pm i\lambda, \pm i\nu, \pm i\mu$, and 0. It follows that we can orthogonally decompose $\mathbb{R}^7 = E_\lambda \oplus E_\nu \oplus E_\mu \oplus E_0$ into $X$-invariant subspaces where:

- The space $E_0$ is a 1-dimensional subspace, on which $X$ vanishes (this space corresponds to the one eigenvalue that is necessarily zero, although there could be more as $\lambda \geq \nu \geq \mu \geq 0$).

- The space $E_\lambda$ is a 2-dimensional subspace for which we can find an orthonormal basis $\{u, \bar{u}\}$ such that $X(u) = \lambda \bar{u}$ and $X(\bar{u}) = -\lambda u$. That is, restricted to $E_\lambda$, the operator $X$ is a 90° degree counterclockwise rotation of the oriented plane $u \wedge \bar{u}$ followed by a dilation by $\lambda \geq 0$. (Analogously for the spaces $E_\nu$ and $E_\mu$). In particular, note that we can replace the ordered basis $\{u, \bar{u}\}$ by $\{u', \bar{u}'\} = \{(\cos \alpha)u - (\sin \alpha)\bar{u}, (\sin \alpha)u + (\cos \alpha)\bar{u}\}$ and we still have $X(u') = \lambda \bar{u}'$, $X(\bar{u}') = -\lambda u'$.

In summary, there exists an orthonormal basis $B = \{e_1, \ldots, e_7\}$ for $\mathbb{R}^7$ such that, with respect to the basis $B$, the matrix $[X]_B$ for $X$ takes the form
\[
[X]_B = \begin{pmatrix}
0 & \mu & -\nu & 0 & -\lambda & 0 \\
-\mu & 0 & \nu & -\lambda & 0 & \mu \\
-\nu & -\lambda & 0 & \mu & -\nu & 0 \\
0 & \lambda & 0 & 0 & \mu & -\nu \\
-\lambda & 0 & \mu & -\nu & 0 & \lambda \\
\end{pmatrix}. \tag{2.24}
\]

In particular, the rank of $X$ must be one of 0, 2, 4, or 6.

We use the above canonical form to prove a refined canonical form theorem for elements of $\Lambda^2_7 = \mathfrak{g}_2$ in Theorem 3.7.

Here we consider the easier case $\Lambda^2_2$. Let $X = u \mu \varphi \in \Lambda^2_2$. From (2.1) we have
\[
\langle X(u), v \rangle = X(u, v) = (u \mu \varphi)(v, w) = \varphi(u, v, w) = \langle u \times v, w \rangle.
\]
Thus we have $X(v) = u \times v$ for all $v$. Write $u = \lambda e_1$, where $\lambda = |u| \geq 0$. If $X \neq 0$, then $u \neq 0$ and $\lambda > 0$. In this case $e_1$ is uniquely determined by $e_1 = \lambda^{-1} u$. If $u = 0$, then $\lambda = 0$ and $e_1$ is arbitrary. Note that $X = \lambda Y$, where $Y(v) = e_1 \times v$. 

6
Complete \( \{e_1\} \) to a \( G_2 \)-adapted frame \( \mathcal{B} = \{e_1, \ldots, e_7\} \). Then from (2.12) we have

\[
Y(e_1) = e_1 \times e_1 = 0, \quad Y(e_2) = e_1 \times e_2 = e_3, \quad Y(e_3) = e_1 \times e_3 = -e_2, \\
Y(e_4) = e_1 \times e_4 = e_5, \quad Y(e_5) = e_1 \times e_5 = -e_4, \quad Y(e_6) = e_1 \times e_6 = -e_7, \quad Y(e_7) = e_1 \times e_7 = e_6.
\]

The above equations express the fact that the linear map \( Y \) maps the orthogonal complement of the span of \( \{e_1\} \) into itself, and squares to minus the identity. This can also be seen from (2.4).

With respect to the frame \( \mathcal{B} \), the matrix \([X]_{\mathcal{B}}\) for \( X \) takes the form

\[
[X]_{\mathcal{B}} = \begin{pmatrix}
0 & 0 & -\lambda \\
0 & -\lambda & \\
\lambda & 0 & \\
0 & & -\lambda \\
\end{pmatrix}
\]

(2.25)

**Corollary 2.26.** Let \( X \in \Lambda^2_7 \). Then \( \text{rank} \, X \in \{0, 6\} \). That is, \( \text{rank} \, X \neq 2, 4 \).

**Proof.** If \( X \neq 0 \), then \( \lambda > 0 \), so \( \text{rank} \, X = 6 \) by (2.25).

**Remark 2.27.** Note that (2.25) is almost of the form (2.24), with \( \mu = \nu = \lambda \), except that we need to replace \( e_6 \mapsto -e_6 \). That is, one cannot achieve the canonical form (2.24) for an element \( X \in \Lambda^2_7 \) using a \( G_2 \)-adapted frame, but rather with a frame that is obtained from a \( G_2 \)-adapted frame by a reflection. The fact that \( \lambda = \mu = \nu \) is what rules out the possibilities of rank 2 or 4. (The reader should compare this with Remark 3.22 below, where we observe that one can achieve the canonical form (2.24) for an element \( X \in \Lambda^2_{14} \) using a \( G_2 \)-adapted frame.) ▲

### 3 The Lie algebra \( \mathfrak{g}_2 = \Lambda^2_{14} \) as a subalgebra of \( \mathfrak{so}(7) = \Lambda^2 \)

In this section we consider the inclusion of Lie algebras \( \mathfrak{g}_2 \subseteq \mathfrak{so}(7) \). We first establish some facts about elements of \( \Lambda^2_{14} \), namely that: (i) if their rank is less than maximal, their kernel contains an associative 3-plane; and (ii) elements of \( \Lambda^2_{14} \) cannot have rank 2. Then we prove a general canonical form theorem for elements of \( \Lambda^2_{14} \). See also Remark 3.23.

#### 3.1 The kernel and rank of elements of \( \mathfrak{g}_2 = \Lambda^2_{14} \)

Let \( X \in \Lambda^2_{14} \). Since \( X \) is identified with a skew-adjoint operator, we have \( X^* = -X \), and thus \( \text{im} \, X = (\ker X^*)^\perp = (\ker X)^\perp \), so we have an orthogonal decomposition \( \mathbb{R}^7 = (\ker X) \oplus (\text{im} \, X) \).

**Proposition 3.1.** Let \( X \in \Lambda^2_{14} \). Suppose \( \text{rank} \, X \leq 4 \). Then \( \ker X \) contains an associative 3-plane.

**Proof.** Since \( \text{rank} \, X \leq 4 \) and \( \mathbb{R}^7 = (\ker X) \oplus (\text{im} \, X) \), we have \( \dim(\ker X) \geq 3 \). Thus there exists an orthonormal pair \( u_1, u_2 \in \ker X \). Let \( w \in (\ker X)^\perp = \text{im} \, X \). There exists \( v \in \mathbb{R}^7 \) with \( w = X(v) \). Since \( X(u_1) = X(u_2) = 0 \), we have

\[
\langle u_1 \times u_2, w \rangle = \varphi(u_1, u_2, w) = \varphi(u_1, u_2, X(v)) = \varphi(X(u_1), u_2, v) + \varphi(u_1, X(u_2), v) + \varphi(u_1, u_2, X(v)),
\]

which vanishes by (2.13), so \( u_1 \times u_2 \) is orthogonal to \( w \). Since \( w \in (\ker X)^\perp \) is arbitrary, we find that \( u_1 \times u_2 \in \ker X \), so \( \ker X \) contains the associative 3-plane spanned by \( \{u_1, u_2, u_1 \times u_2\} \). □
Corollary 3.2. Let \( X \in \Lambda^2_{14} \). Suppose rank \( X \leq 4 \). Then there exists a \( G_2 \)-adapted frame \( \mathcal{B} = \{e_1, \ldots, e_7\} \) such that, with respect to the basis \( \mathcal{B} \), the matrix \([X]_\mathcal{B}\) takes the form
\[
[X]_\mathcal{B} = \begin{pmatrix}
0_{3 \times 3} & 0_{3 \times 4} \\
0_{4 \times 3} & Y_{4 \times 4}
\end{pmatrix}
\]
where the \( 4 \times 4 \) matrix \( Y \in \mathfrak{so}(4) \) is of the form
\[
Y = \begin{pmatrix}
0 & -a & -b & -c \\
a & 0 & -c & b \\
b & c & 0 & -a \\
c & -b & a & 0
\end{pmatrix}
\]
for some \( a, b, c \in \mathbb{R} \).

Proof. By Proposition 3.1, we can find \( \{e_1, e_2, e_3 = e_1 \times e_2\} \) orthonormal in ker \( X \). Let \( e_4 \) be a unit vector orthogonal to \( \{e_1, e_2, e_3\} \), and define the \( G_2 \)-adapted frame \( \mathcal{B} = \{e_1, \ldots, e_7\} \) by (211). Since \( X(e_i, v) = (X(e_i), v) = 0 \) for \( i = 1, 2, 3 \) and any \( v \in \mathbb{R}^7 \), we see that \( X \) has the block diagonal form (3.4).

Letting \( y = e_4 \) and \( u, v \) be distinct elements of \( \{e_1, e_2, e_3\} \) in Proposition 2.17, we obtain
\[
X(e_i \times e_4, e_j \times e_4) = X(e_i, e_j) + X(e_4, (e_i \times e_j) \times e_4) = X(e_i, e_j) + X(e_4, e_k \times e_4).
\]

The above yields the three independent identities
\[
X_{56} = X_{47}, \quad X_{67} = X_{45}, \quad X_{75} = X_{46}.
\]

These conditions and the skew-symmetry of \( X \) give (3.4). \( \square \)

Corollary 3.5. Let \( X \in \Lambda^2_{14} \). Then rank \( X \in \{0, 4, 6\} \). That is, rank \( X \neq 2 \).

Proof. We already know that rank \( X \) is even. Suppose rank \( X \leq 4 \). By Corollary 3.2, there exists a basis in which the matrix for \( X \) takes the form (3.3), where \( Y \) is given by (3.4). A computation reveals that \( \det Y = (a^2 + b^2 + c^2)^2 \), and thus if \( Y \neq 0 \), then rank \( Y = 4 \). Hence rank \( X \in \{0, 4, 6\} \). \( \square \)

Of course, since rank \( X \geq 6 \) is an open condition, the generic element of \( \Lambda^2_{14} \) will have rank 6.

Corollary 3.6. Let \( X \in \Lambda^2 \). If rank \( X = 2 \), then \( X \) cannot be purely type \( \Lambda^2_7 \) nor purely type \( \Lambda^2_{14} \). If rank \( X = 4 \), then \( X \) cannot be purely type \( \Lambda^2_7 \).

Proof. This is immediate from Corollaries 2.26 and 3.5. \( \square \)

3.2 A canonical form theorem for elements of \( \mathfrak{g}_2 = \Lambda^2_{14} \)

In this section we extend the results of Section 3.1 by removing the restriction that rank \( X \leq 4 \) for \( X \in \Lambda^2_{14} \). In fact, this section is logically independent of Section 3.1, but it is instructive to have considered the special case rank \( X \leq 4 \) before tackling the general case. The following is a canonical form theorem for elements of \( \Lambda^2_{14} = \mathfrak{g}_2 \).

Theorem 3.7. Let \( X \in \Lambda^2_{14} = \mathfrak{g}_2 \). There exists a \( G_2 \)-adapted frame \( \mathcal{B} = \{e_1, \ldots, e_7\} \) and real numbers \( \lambda \geq \mu \geq 0 \) such that, with respect to the basis \( \mathcal{B} \), the matrix \([X]_\mathcal{B}\) takes the form
\[
[X]_\mathcal{B} = \begin{pmatrix}
0 & -\lambda & 0 \\
\lambda & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]
\[
\begin{pmatrix}
0 & 0 & 0 & \lambda - \mu \\
0 & 0 & -\mu & 0 \\
0 & \mu & 0 & 0 \\
-(\lambda - \mu) & 0 & 0 & 0
\end{pmatrix}
\]
(3.8)
Let

\[ \nu \]

then \( \nu \geq \mu \geq 0 \) be as in Section 2.3. If \( \lambda = 0 \), then \( X = 0 \) and the theorem holds trivially. Thus we can assume from now on that \( \lambda > 0 \).

There exists an orthonormal basis \( \{e_1, e_2\} \) for \( E_\lambda \) such that \( X(e_1) = \lambda e_2 \) and \( X(e_2) = -\lambda e_1 \). Let \( e_3 = e_1 \times e_2 \), so that \( \{e_1, e_2, e_3\} \) spans an associative 3-plane \( A \). We have

\[
X(e_1, e_3) = \langle X(e_1), e_3 \rangle = \lambda \langle e_2, e_1 \times e_2 \rangle = 0,
\]

\[
X(e_2, e_3) = \langle X(e_2), e_3 \rangle = -\lambda \langle e_1, e_1 \times e_2 \rangle = 0.
\]

Let \( C = A^\perp \) be the orthogonal coassocative 4-plane. Let \( v \in C \). Then, using (2.14), we have

\[
X(v, e_3) = X(v, e_1 \times e_2) = -X(e_1, e_2 \times v) - X(e_2, v \times e_1)
\]

\[
= -\langle X(e_1), e_2 \times v \rangle - \langle X(e_2), v \times e_1 \rangle = -\lambda \langle e_2, e_2 \times v \rangle + \lambda \langle e_1, v \times e_1 \rangle = 0.
\]

We have thus shown that \( X(v, e_3) = 0 \) for any \( v \) orthogonal to \( e_3 \). In particular, if \( B_C = \{e_4, e_5, e_6, e_7\} \) is any orthonormal basis for \( C \), then with respect to \( B = \{e_1, \ldots, e_7\} \), we have

\[
[X]_B = \begin{pmatrix}
0 & -\lambda & 0 \\
\lambda & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(3.9)

where the skew-symmetric \( 4 \times 4 \) matrix \([X]_{B}\) represents the restriction \( X \) with respect to \( B \). (In passing, we note that if \( \mu > 0 \), then \( e_3 \) must lie in the space \( E_0 \), but this need not hold if \( \mu = 0 \).)

Note that if we restrict \( X \) to \( A \), it has characteristic polynomial \((t^2 + \lambda^2)^2 \). Thus the restriction of \( X \) to \( C \) has characteristic polynomial \((t^2 + \lambda^2)(t^2 + \mu^2) \), with \( \nu = \mu \geq 0 \). That is, we have \( C = E_\nu \perp E_\mu \). Let \( e_4 \) be a unit vector in \( E_\nu \subseteq C \). That is, there exists \( \tilde{e}_4 \in E_\nu \) such that \( \{e_4, \tilde{e}_4\} \) is an orthonormal basis of \( E_\nu \) with

\[
X(e_4) = \nu \tilde{e}_4, \quad X(\tilde{e}_4) = -\nu e_4.
\]

(3.10)

If we define

\[
e_5 = e_1 \times e_4, \quad e_6 = e_2 \times e_4, \quad e_7 = e_3 \times e_4 = (e_1 \times e_2) \times e_4,
\]

(3.11)

then \( B = \{e_1, \ldots, e_7\} \) is a G2-adapted frame of \( \mathbb{R}^7 \) in the sense of (2.11). Since \( \{e_1, e_2, e_3 = e_1 \times e_2\} \) is an oriented orthonormal frame for an associative 3-plane, we have \( e_i \times e_j = e_k \) when \( i, j, k \) is a cyclic permutation of \( 1, 2, 3 \). Letting \( y = e_4 \) and \( u, v \) be distinct elements of \( \{e_1, e_2, e_3\} \) in Proposition 2.17, we obtain

\[
X(e_i \times e_4, e_j \times e_4) = X(e_i, e_j) + X(e_4, (e_i \times e_j) \times e_4) = X(e_i, e_j) + X(e_4, e_k \times e_4).
\]

The above yields the three independent identities

\[
X_{56} = -\lambda + X_{47}, \quad X_{67} = X_{45}, \quad X_{75} = X_{46}.
\]

(3.12)

If \( \nu = 0 \), then \( \mu = 0 \) as well, and from \( C = E_\nu \perp E_\mu \), we deduce that \( X_{ij} = 0 \) for \( 4 \leq i, j \leq 7 \). But then (3.12) forces \( \lambda = 0 \), contradicting our assumption that \( \lambda > 0 \). (That is, we have shown that if \( \lambda > 0 \), then \( \nu > 0 \) as well. Hence, \( X \) cannot have rank 2, yielding another proof of Corollary 3.5.)
Next, we show that necessarily $X_{45} = X_{46} = 0$. We present two arguments for this. The first, which we give here, is by contradiction, and has a geometric flavour. The second, which is purely algebraic, is given in Remark 3.18 below.

Recall from the discussion at the end of the second bullet point of Section 2.3 that if we replace

$$e_1 \mapsto e'_1 = (\cos \alpha)e_1 - (\sin \alpha)e_2,$$

$$e_2 \mapsto e'_2 = (\sin \alpha)e_1 + (\cos \alpha)e_2,$$

which leaves $e_3 = e_1 \times e_2$ invariant, then $[X]_2$ still has the form (3.9). We can exploit this freedom to ensure that $X_{45} = 0$, as follows. Under this rotation of the oriented orthonormal frame $\{e_1, e_2\}$, we have

$$e_5 = e_1 \times e_4 \implies e'_5 = ((\cos \alpha)e_1 - (\sin \alpha)e_2) \times e_4 = (\cos \alpha)e_5 - (\sin \alpha)e_6,$$

$$e_6 = e_2 \times e_4 \implies e'_6 = ((\sin \alpha)e_1 + (\cos \alpha)e_2) \times e_4 = (\sin \alpha)e_5 + (\cos \alpha)e_6.$$

Thus we have

$$X_{45} = X(e_4, e_5) \implies X'_{45} = X(e_4, e'_5) = (\cos \alpha)X_{45} - (\sin \alpha)X_{46},$$

$$X_{46} = X(e_4, e_6) \implies X'_{46} = X(e_4, e'_6) = (\sin \alpha)X_{45} + (\cos \alpha)X_{46}.$$\hspace{1cm} (3.13)

If we initially had $X_{45} = 0$, then we need not rotate the frame. If $X_{45} \neq 0$ for our initial choice, then taking $\cot \alpha = \frac{X_{45}}{X_{46}}$ ensures that in the new frame we have $X'_{45} = 0$. To summarize, we can without loss of generality assume that $X_{45} = 0$, but we have now fixed the choice of $\{e_1, e_2\}$ and no longer have the freedom to rotate this frame.

Using $X_{45} = 0$, we compute

$$0 = X_{45} = \langle X(e_4), e_5 \rangle = \nu \langle \tilde{e}_4, e_5 \rangle.$$

Since $\nu > 0$, we deduce that $e_5$ is orthogonal to $\tilde{e}_4$. Since $e_5 = e_1 \times e_4$, it is also orthogonal to $e_4$. Thus $e_5 \in C$ lies in the orthogonal complement of $E_\nu$, which is $E_\mu$. Hence, there exists $\tilde{e}_5 \in E_\mu$ such that $\{e_5, \tilde{e}_5\}$ is an orthonormal basis of $E_\mu$ with

$$X(e_5) = \mu \tilde{e}_5, \quad X(\tilde{e}_5) = -\mu e_5.$$\hspace{1cm} (3.14)

Because both $\{e_4, e_5, e_6, e_7\}$ and $\{e_4, \tilde{e}_4, e_5, \tilde{e}_5\}$ are orthonormal bases for $C$, it must be the case that there exists an angle $\beta$ such that

$$e_6 = (\cos \beta)\tilde{e}_4 \pm (\sin \beta)\tilde{e}_5, \quad e_7 = -(\sin \beta)\tilde{e}_4 \pm (\cos \beta)\tilde{e}_5,$$\hspace{1cm} (3.15)

where the $\pm$ sign is determined from $e_6 \wedge e_7 = \pm \tilde{e}_4 \wedge \tilde{e}_5$.

Using (3.10), (3.14), and (3.15), we can compute

$$X_{67} = \langle X(e_6), e_7 \rangle = \langle (\cos \beta)X(\tilde{e}_4) \pm (\sin \beta)X(\tilde{e}_5), e_7 \rangle$$

$$= \langle (-\nu(\cos \beta)e_4 \mp \mu(\sin \beta)e_5), e_7 \rangle = 0,$$

confirming the relation $X_{67} = X_{45}$ of (3.12), because $X_{45} = 0$. Similarly we have

$$X_{75} = -X_{57} = -\langle X(e_5), e_7 \rangle = -\mu \langle \tilde{e}_5, e_7 \rangle = -(\pm \mu \cos \beta),$$

$$X_{46} = \langle X(e_4), e_6 \rangle = \nu \langle e_4, e_6 \rangle = \nu \cos \beta.$$

Thus, the relation $X_{75} = X_{46}$ of (3.12) becomes

$$(\nu \pm \mu) \cos \beta = 0.$$\hspace{1cm} (3.16)
Again, in the same way we compute
\[ X_{56} = (X(e_3), e_6) = \nu (\tilde{e}_3, e_6) = \pm \nu \sin \beta, \]
\[ X_{47} = (X(e_4), e_7) = \nu (\tilde{e}_4, e_7) = -\nu \sin \beta. \]

Thus, the relation \( X_{56} = -\lambda + X_{47} \) of (3.12) becomes
\[ (\nu \pm \mu) \sin \beta = -\lambda. \] (3.17)

If \( \nu \pm \mu = 0 \), then (3.17) gives \( \lambda = 0 \), which is a contradiction. Thus \( \nu \pm \mu \neq 0 \), so (3.16) gives \( \cos \beta = 0 \). Thus we must have \( \sin \beta = 1 \). Since \( \nu \geq \mu \geq 0 \) and \( \nu \pm \mu \neq 0 \), we always have \( \nu \pm \mu > 0 \). Moreover, we have \( -\lambda < 0 \). Hence \( \sin \beta = 1 \) and (3.17) are only consistent if \( \sin \beta = -1 \). Substituting \( \cos \beta = 0 \) and \( \sin \beta = -1 \) into the above expressions for the matrix elements, we have established that
\[ X_{45} = X_{67} = 0, \quad X_{46} = X_{75} = 0, \quad X_{56} = \mp \mu, \quad X_{47} = \nu. \]

(As an aside, we note that since \( X_{45} = X_{67} = 0 \), equation (3.13) shows that these entries were necessarily both zero even before we rotated the \( \{e_1, e_2\} \) frame, so no rotation was necessary. See Remark 3.18 for an algebraic proof of this fact.)

Finally, the relation \( X_{56} = -\lambda + X_{47} \) of (3.12) becomes \( \mp \mu = -\lambda + \nu \), which we rewrite as
\[ \lambda = \nu \pm \mu. \]

Since \( \lambda \geq \nu \geq \mu \geq 0 \), the above is only consistent if we take the \( \pm = + \), unless \( \mu = 0 \) in which case the sign is irrelevant. Thus, in both cases we have \( \lambda = \nu + \mu \). To summarize, we have shown that
\[ X_{45} = X_{46} = X_{67} = X_{75} = 0, \quad X_{56} = -\mu, \quad X_{47} = \nu, \quad \text{with } \lambda = \nu + \mu. \]

We then have the following three cases:

(i) If \( \lambda = \mu \), then we necessarily have \( \nu = 0 \), so \( \mu = 0 \), and hence \( X = 0 \).

(ii) If \( \lambda > 0 \) and \( \mu = 0 \), then \( \lambda = \nu > 0 \) and rank \( X = 4 \). Moreover \( \ker X \) is spanned by \( \{e_3, e_5, e_6\} \). Note that by (2.12), we have \( e_5 \times e_6 = -e_3 \). Thus \( \ker X \) is an associative 3-plane with oriented orthonormal basis \( \{-e_3, e_5, e_6\} \).

(iii) If \( \lambda > \mu > 0 \), then \( \nu > 0 \) as well, and rank \( X = 6 \). In this case \( \ker X \) is spanned by \( \{e_3\} \).

Since \( \nu = \lambda - \mu \), the proof is complete.

**Remark 3.18.** In the course of the proof of Theorem 3.7, we had reduced to the following situation. Let \( \nu > 0 \), and \( X(e_4) = \nu \tilde{e}_4 \). Then we ended up showing that \( X_{45} = X_{46} = 0 \) and \( X_{47} = \nu \). Here we give an algebraic demonstration of this fact. For the \( 4 \times 4 \) matrix \([X|_C]_{BC}\) of (3.9), using (3.12), we can write
\[ [X|_C]_{BC} = Y = \begin{pmatrix} 0 & -a & -b & -c \\ a & 0 & -(c + \lambda) & b \\ c & -b & a & 0 \end{pmatrix}. \]

The condition \( X(e_4) = \nu \tilde{e}_4 \) says that \( \nu^2 = a^2 + b^2 + c^2 \). Explicitly computing \( \det(tI - Y) \) gives the characteristic polynomial of \( Y \), which using \( \nu^2 = a^2 + b^2 + c^2 \) turns out to be
\[ t^4 + (2\nu^2 + 2c\lambda + \lambda^2)t^2 + (\nu^2 + c\lambda)^2, \]
with roots
\[ t^2 = -\frac{1}{2}(2\nu^2 + 2c\lambda + \lambda^2) \pm \frac{1}{2} \sqrt{(2\nu^2 + 2c\lambda + \lambda^2)^2 - 4(\nu^2 + c\lambda)^2} \]
\[ = -\nu^2 - c\lambda \pm \frac{1}{2} \sqrt{(4\nu^2 + 4c\lambda)\lambda^2 + \lambda^4}. \]
However, we know that the characteristic polynomial of \(Y\) is \((t^2 + \nu^2)(t^2 + \mu^2)\), and since \(\nu^2 \geq \mu^2\), the smaller root (corresponding to the minus sign above) must equal \(-\nu^2\). Thus we have

\[-\nu^2 = -\nu^2 - c\lambda - \frac{1}{2} \lambda^2 - \frac{1}{2} \sqrt{(4\nu^2 + 4c\lambda)\lambda^2 + \lambda^4},\]

which can be rearranged to give

\[- (2c\lambda + \lambda^2) = \sqrt{(4\nu^2 + 4c\lambda)\lambda^2 + \lambda^4}.

(3.19)

Squaring both sides gives

\[4c^2\lambda^2 + 4c\lambda^3 + \lambda^4 = (4\nu^2 + 4c\lambda)\lambda^2 + \lambda^4,

and thus since \(\lambda > 0\) we deduce that \(c^2 = \nu^2\). This forces \(a^2 + b^2 = 0\), so \(a = b = 0\). Moreover, (3.19) now gives \(- (2c\lambda + \lambda^2) \geq 0\), so \(c\) cannot be positive, and thus \(c = -\nu\).

**Corollary 3.20.** Let \(X \in \Lambda^3_{14} = g_2\). There exists a \(G_2\)-adapted orthonormal frame \(B = \{f_1, \ldots, f_7\}\) and real numbers \(\lambda \geq \nu \geq \mu \geq 0\) with

\[\lambda = \nu + \mu,\]

such that, with respect to the basis \(B\), the matrix \([X]_B\) takes the form

\[[X]_B = \begin{pmatrix}
0 & 0 & -\mu \\
0 & \mu & 0 \\
-\nu & 0 & 0 \\
\nu & 0 & \lambda \\
0 & -\lambda & 0
\end{pmatrix}.

(3.21)

where all nondisplayed entries are zero. Moreover, there are exactly three cases that occur:

(i) if \(\lambda = \mu\), then \(\lambda = \nu = \mu = 0\), and \(X = 0\);

(ii) if \(\lambda > 0\) and \(\mu = 0\), then \(\lambda = \nu\), rank \(X = 4\), and \(\ker X\) is the associative 3-plane spanned by \(\{f_1, f_2, f_3\}\);

(iii) if \(\lambda > \mu > 0\), then rank \(X = 6\), and \(\ker X\) is spanned by \(\{f_1\}\).

**Proof.** From (2.12), we see that if \(\{e_1, \ldots, e_7\}\) is a \(G_2\)-adapted frame, then

\[-e_3 \times e_5 = e_6, \quad -e_3 \times e_4 = e_7, \quad e_5 \times e_7 = e_2, \quad e_6 \times e_7 = -e_1.\]

Thus, if we define

\[f_1 = -e_3, \quad f_2 = e_5, \quad f_3 = e_6, \quad f_4 = e_7, \quad f_5 = e_2, \quad f_6 = e_2, \quad f_7 = -e_1,\]

then the above relations give

\[f_1 \times f_2 = f_3, \quad f_1 \times f_4 = f_5, \quad f_2 \times f_4 = f_6, \quad f_3 \times f_4 = f_7,\]

and thus \(\{f_1, \ldots, f_7\}\) is also a \(G_2\)-adapted frame. Using the canonical form (3.8) in terms of \(\{e_1, \ldots, e_7\}\) and expressing it in terms of the new \(G_2\)-adapted frame \(\{f_1, \ldots, f_7\}\) defined above, we obtain (3.21). For example, \(X(f_6, f_7) = -X(e_2, e_1) = -\lambda\). The three cases are precisely the cases of Theorem 3.7. □

**Remark 3.22.** Equation (3.21) is formally the same as (2.24). However, there are two important points to emphasize. Since \(\Lambda^3_{14} \subseteq \Lambda^2\), we know that there will exist an orthonormal basis \(B\) such that \([X]_B\) takes the form (2.24). What is not obvious, and what lies at the heart of Theorem 3.7, is that we can in fact always achieve the form (2.24) using a \(G_2\)-adapted frame. Moreover, we also obtain the fundamental constraint that \(\lambda = \nu + \mu\) for elements of \(\Lambda^3_{14}\), which rules out the possibility of rank 2. (Compare with Remark 2.27 for the \(\Lambda^2_{14}\) case.) ▲
Remark 3.23. For readers familiar with Lie theory, Theorem 3.7 is nothing more than an explicit demonstration of the maximal torus theorem, at the Lie algebra level, in the case of the exceptional Lie algebra $g_2$. More precisely, let $t$ denote the set of elements in $g_2$ whose matrix with respect to the standard basis (which is $G_2$-adapted) take the form of the right hand side of (3.21) with $\lambda = \nu + \mu$. It is easy to check that $t$ forms a 2-dimensional abelian subalgebra of $g_2$, and in fact $t$ is a maximal abelian subalgebra. Theorem 3.7 shows that any $X \in g_2$ is conjugate by an element of $G_2$ to an element of $t$. In the language of Lie theory, this says that $t$ is a maximal torus for $g_2$, and the fact that $\dim t = 2$ says that the rank of $g_2$ is 2. The advantage of our proof of Theorem 3.7 is that it uses no abstract Lie theory, but rather explicitly uses the algebra of the cross product on $\mathbb{R}^7$. ▲

Remark 3.24. In [6], Anton Iliashenko applies Theorem 3.7 to improve the estimates of Bourguignon–Karcher [2] for the eigenvalues of the self-adjoint Riemann curvature operator $\hat{R}$: $\Omega^2 \to \Omega^2$ in the case of nearly $G_2$ manifolds, when $\hat{R}$ is restricted to $\Omega^2_{14}$. ▲

4 Associative 3-planes and $so(4)$ subalgebras

In this section we demonstrate that given an associative 3-plane $P \subseteq \mathbb{R}^7$, we obtain a Lie subalgebra $\Theta(P) = \Lambda^2(\mathbb{R}^7)$ that is isomorphic to $so(4)$. We also completely describe the intersections $\Theta(P) \cap \Theta(Q)$ for two distinct associative 3-planes $P, Q$.

4.1 Structure of the splitting $\Lambda^2 = \Lambda^2_{14} \oplus \Lambda^2_{14}$

Recall the orthogonal decomposition $\Lambda^2 = \Lambda_{14}^2 \oplus \Lambda_{14}^2$ described in Section 2.2. We know that $\Lambda_{14}^2 = g_2$, so it is a Lie subalgebra. In fact, it is straightforward to verify directly that $\Lambda_{14}^2$ is closed under the Lie bracket of $\Lambda^2 = so(7)$, using (2.15) and (2.20). Let us investigate the bracket of an element of $\Lambda_{14}^2$ with an element of $\Lambda_{14}^2$, or of two elements of $\Lambda_{14}^2$. In particular, the failure of $\Lambda_{14}^2$ to be a Lie subalgebra motivates the definition of the object $\Psi_{uv}$ in (4.2) below, which plays a crucial role throughout Section 4.

First, if $X \in \Lambda_{14}^2$ and $u \cdot \varphi \in \Lambda_{14}^2$, then using (2.15) we have

$$
[X, u \cdot \varphi]_{ij} = X_{ij}(u \cdot \varphi)_{pq} - (u \cdot \varphi)_{ip}X_{pq} \\
= X_{ip}u_k\varphi_{kp} - u_k\varphi_{kip}X_{pq} \\
= u_k(X_{ip}\varphi_{kp} + X_{jp}\varphi_{ip}) \\
= u_k(-X_{kp}\varphi_{ij}) \\
= (X_{pk}u_k)\varphi_{pij}.
$$

Thus we have shown that

$$
[X, u \cdot \varphi] = X(u \cdot \varphi) \text{ for } X \in \Lambda_{14}^2. \text{ In particular, } [\Lambda_{14}^2, \Lambda_{14}^2] \subseteq \Lambda_{14}^2.
$$

Note that an invariant (frame-independent) proof of the above also follows immediately from (2.16) and the fact that $(u \cdot \varphi)w = u \times w$.

It remains to consider the Lie bracket of two elements of $\Lambda_{14}^2$. We compute

$$
[u \cdot \varphi, v \cdot \varphi]_{ij} = (u \cdot \varphi)_{ik}(v \cdot \varphi)_{kj} - (u \cdot \varphi)_{ik}(v \cdot \varphi)_{kj} \\
= (u_p\varphi_{pk})(v_q\varphi_{qj}) - (v_q\varphi_{qk})(u_p\varphi_{pk}) \\
= u_pv_q\varphi_{pk}\varphi_{qj} - u_pv_q\varphi_{pk}\varphi_{qk}.
$$

Applying (2.6), we obtain

$$
[u \cdot \varphi, v \cdot \varphi]_{ij} = u_pv_q(\delta_{pj}\delta_{iq} - \delta_{pq}\delta_{ij}) - u_pv_q(\delta_{pi}\delta_{jq} - \delta_{pq}\delta_{ji}) - u_pv_q(\delta_{pi}\delta_{jq}) - u_pv_q(\delta_{pj}\delta_{iq}) \\
= u_pv_i - u_pv_j - 2u_pv_q\psi_{pqij}. \quad (4.1)
$$
In order to understand equation (4.1), we are motivated to make the following definition.

Let \( u, v \in \mathbb{R}^7 \). Define \( \Psi_{uv} \in \Lambda^2 \) by

\[
\Psi_{uv} := u \cdot \bigwedge u \cdot \bigwedge \psi = \star(u \wedge v \wedge \varphi).
\] (4.2)

In terms of a local orthonormal frame, we have

\[
(\Psi_{uv})_{ij} = u_p v_q \psi_{pqij}.
\] (4.3)

As a 2-form, \( X = u \wedge v \) has components \( X_{pq} = u_p v_q - u_q v_p \), so

\[
\psi_{ijpq} X_{pq} = (u_p v_q - u_q v_p) \psi_{pqij} = 2 u_p v_q \psi_{pqij}.
\]

Thus, comparing the above two equations with (2.21), we deduce that

\[
\Psi_{uv} = -2(u \wedge v)^7 + (u \wedge v)^{14}.
\] (4.4)

From (4.4) and \( u \wedge v = (u \wedge v)^7 + (u \wedge v)^{14} \) we obtain

\[
(u \wedge v)^7 = \frac{1}{3}(u \wedge v - \Psi_{uv}), \quad (u \wedge v)^{14} = \frac{1}{3}(2u \wedge v + \Psi_{uv}).
\] (4.5)

Returning now to equation (4.1), and using (4.3) and (4.4), we find that

\[
[u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi] = -(u \wedge v) - 2\Psi_{uv}
\]

\[
= -(u \wedge v)\tau - (u \wedge v)^{14} - 2(2(u \wedge v)^7 + (u \wedge v)^{14}),
\]

and hence we conclude that

\[
[u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi] = 3(u \wedge v)^7 - 3(u \wedge v)^{14}.
\] (4.6)

Equation (4.6) shows that \([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]\) in general has components in both \( \Lambda_7^2 \) and \( \Lambda_1^7 \). In fact, unless \( u, v \) are linearly dependent where the bracket is zero, the bracket \([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]\) always has nonzero components in both \( \Lambda_7^2 \) and \( \Lambda_1^7 \). To see this, suppose that \( u \wedge v \) is either purely type \( \Lambda_7^2 \) or \( \Lambda_1^7 \). Then we have

\[
u \wedge v \wedge \varphi = c \ast (u \wedge v)
\]

for \( c = -2, 1 \), respectively. Wedging both sides with \( u \wedge v \) gives \( 0 = c|u \wedge v|^2 \), so \( u \wedge v = 0 \), and \( u, v \) are linearly dependent.

From (4.5) and (4.6) we obtain

\[
[u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi] = -u \wedge v - 2\Psi_{uv},
\]

\[
\pi_7([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]) = u \wedge v - \Psi_{uv},
\]

\[
\pi_{14}([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]) = -2u \wedge v - \Psi_{uv},
\] (4.7)

giving the components of the bracket \([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]\) explicitly in terms of \( u \wedge v \) and \( \Psi_{uv} \).

Another relation which we use in Section 4.2 is the following, which follows immediately from the first equation in (4.5) and equation (2.23), namely

\[
 u \wedge v = (u \times v) \cdot \bigwedge \varphi + \Psi_{uv}.
\] (4.8)

Finally, from (4.6) and (2.23) we obtain the relation

\[
\pi_7([u \cdot \bigwedge \varphi, v \cdot \bigwedge \varphi]) = (u \times v) \cdot \bigwedge \varphi.
\] (4.9)
4.2 Identities satisfied by $\Psi_{uv}$

Recall the definition (4.2) of $\Psi_{uv} \in \Lambda^2$ for any $u, v \in \mathbb{R}^7$. We establish several important identities satisfied by $\Psi_{uv}$.

**Lemma 4.10.** Let $u, v, w, y \in \mathbb{R}^7$. Then we have

$$\langle \Psi_{uv}, \Psi_{wy} \rangle = 4(u \wedge v, w \wedge y) - 2\psi(u, v, w, y). \quad (4.11)$$

In particular, if $\{u, v, w\}$ is orthonormal in $\mathbb{R}^7$, then $\{\frac{1}{2}\Psi_{uv}, \frac{1}{2}\Psi_{uw}, \frac{1}{2}\Psi_{vw}\}$ is orthonormal in $\Lambda^2$. We also have

$$\langle \Psi_{uv}, w \wedge y \rangle = 2\psi(u, v, w, y). \quad (4.12)$$

**Proof.** Using (4.3) and (2.8), we compute

$$\langle \Psi_{uv}, \Psi_{wy} \rangle = \langle u, v, w \rangle q_p q_p q_p q_p - 4\psi(u, v, w, y)$$

which is precisely (4.11). The second statement follows, since the $\psi$ term vanishes in each case. Finally, equation (4.12) is immediate from (4.3) and $(w \wedge y)_{ij} = w_{ij} - w_{ji}$. □

**Lemma 4.13.** Let $u, v, w \in \mathbb{R}^7$ be orthogonal. The following identities hold:

$$(u \times w) \times (v \times w) = 2\varphi(u, v, w)w - |w|^2 u \times v, \quad (4.14)$$

$$\Psi_{(u \times w) (v \times w)} = \psi(u, v, w) \wedge w + |w|^2 u \wedge v - \varphi(u, v, w)w \wedge \varphi, \quad (4.15)$$

$$(u \times w) \wedge (v \times w) = \varphi(u, v, w)w \wedge \varphi + \psi(u, v, w) \wedge w + |w|^2 \Psi_{uv}. \quad (4.16)$$

**Proof.** Replacing $u$ with $u \times w$ in (2.3), we have

$$(u \times w) \times (v \times w) = -(u \times w, v)w + (u \times w, w) + \psi(u \times w, v, w) = \varphi(u, v, w)w + 0 + \psi(u \times w, v, w). \quad (4.17)$$

Expanding the last term of (2.3) with $u \times w = u_a w_b \varphi_{abp} e_p$, we have

$$\psi(u \times w, v, w) = u_a w_b \varphi_{abp} \psi(e_p, v, w) = u_a w_b v_i w_j \varphi_{abp} \psi_{ijk} e_k.$$

Using the first identity of (2.7), the above becomes

$$\psi(u \times w, v, w) = -u_a w_b v_i w_j (\varphi_{abp} \psi_{ijp}) e_k = -u_a w_b v_i w_j (\delta_{ai} \varphi_{bjk} + \delta_{aj} \varphi_{ibk} - \delta_{bk} \varphi_{ija} e_k - \delta_{bi} \varphi_{akj} - \delta_{kj} \varphi_{iaj} - \delta_{ik} \varphi_{ajb} - \delta_{ij} \varphi_{bak}).$$

Using the skew-symmetry of $\varphi$ and the orthogonality of $u, v, w$, the first four terms vanish, leaving

$$\psi(u \times w, v, w) = |w|^2 u \times v + \varphi(v, u, w)w = -|w|^2 u \times v + \varphi(u, v, w)w.$$

Substituting the above into (4.17) yields (4.14).

Similarly, we compute

$$(\Psi_{(u \times w) (v \times w)})_{ab} = \psi(u \times w, v, w, c_a, e_c) = u_i w_j \varphi_{ijk} v_i w_m \varphi_{lkn} \psi_{knab}$$

$$= u_i w_j v_i w_m \varphi_{ijk} (\psi_{lmn} \psi_{knab})$$

$$= u_i w_j v_i w_m \varphi_{ijk} (\delta_{lk} \varphi_{mab} + \delta_{lkb} \varphi_{mab} + \delta_{lmb} \varphi_{mab} - \delta_{lmb} \varphi_{kal}).$$
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The fourth term above vanishes. Applying (2.6) four times, we have
\[
(\Psi_{(u \times w)(v \times w)})_{ab} = -\varphi(u, v, w)(w \cdot \varphi)_{ab} + u_i w_j v_a w_m (\delta_{im} \delta_{jb} - \delta_{ib} \delta_{jm} - \psi_{ijmb})
+ u_i w_j w_m (\delta_{ia} \delta_{jm} - \delta_{im} \delta_{ja} - \psi_{ijma}) - u_i w_j v_a (\delta_{ia} \delta_{jb} - \delta_{ib} \delta_{ja} - \psi_{ijab})
- u_i w_j v_1 w_b (\delta_{ia} \delta_{jb} - \delta_{ib} \delta_{ja} - \psi_{ij1b}).
\]

Using the orthogonality of \( u, v, w \) and the skew-symmetry of \( \psi \), most of the terms above vanish. We are left with
\[
(\Psi_{(u \times w)(v \times w)})_{ab} = -\varphi(u, v, w)(w \cdot \varphi)_{ab} - |w|^2 u_i v_a + |w|^2 u_a v_b + w_a \psi(u, v, w)_b - w_b \psi(u, v, w)_a
= -\varphi(u, v, w)(w \cdot \varphi)_{ab} + |w|^2 (u \wedge v)_{ab} + (\psi(u, v, w) \wedge w)_{ab},
\]
which is the component form of (4.15).

Next, using (4.8) with \( u \) replaced by \( u \times w \) and \( v \) replaced by \( v \times w \), we have
\[
(u \times w) \wedge (v \times w) = (u \times w) \times (v \times w) = \Psi_{(u \times w)(v \times w)}. \tag{4.19}
\]

Substituting the identities (4.14) and (4.15), this becomes
\[
(u \times w) \wedge (v \times w) = (2\varphi(u, v, w)w - |w|^2 u \times v \cdot \varphi
+ \psi(u, v, w) \wedge w + |w|^2 u \wedge v - \varphi(u, v, w)w \cdot \varphi
= \varphi(u, v, w)w \cdot \varphi + \psi(u, v, w) \wedge w + |w|^2 (u \wedge v - (u \times v) \cdot \varphi).
\]

Equation (4.16) now follows from the above and (4.8).

The key result that enables us to construct \( \Theta(P) \) in Section 4.4 is the following identity.

**Proposition 4.18.** Let \( u, v, w \in \mathbb{R}^7 \) be orthogonal. Under the identification between 2-forms and skew-adjoint endomorphisms, the commutator \([\Psi_{uw}, \Psi_{vw}]\) satisfies the remarkable identity
\[
[\Psi_{uw}, \Psi_{vw}] = -|w|^2 \Psi_{uw} - \Psi_{(u \times w)(v \times w)}. \tag{4.19}
\]

**Proof.** We have
\[
- [\Psi_{uw}, \Psi_{vw}]_{kc} = - (\Psi_{uw})_{kl} (\Psi_{vw})_{lc} + (\Psi_{vw})_{kl} (\Psi_{uw})_{lc}
= -(u_i w_j v_{1k} w_a v_b \psi_{abcd}) + (v_a w_b \psi_{abdk})(u_i w_j \psi_{jlc})
= u_i w_j v_a w_b \psi_{ijkt} \psi_{abcd} - u_i w_j v_a w_b \psi_{ijkt} \psi_{abdk}.
\]

The second term above (apart from the minus sign) is identical to the first term after interchanging \( k \leftrightarrow c \). As shorthand, we write
\[
- [\Psi_{uw}, \Psi_{vw}]_{kc} = u_i w_j v_a w_b \psi_{ijkt} \psi_{abcd} - (k \leftrightarrow c). \tag{4.20}
\]

Using the identity (2.8), the first term on the right hand side above is
\[
u_i w_j v_a w_b (\varphi_{a\beta k} \varphi_{\beta c} - \varphi_{a\beta k} \varphi_{\beta c} - \varphi_{a\beta k} \varphi_{\beta c} - \varphi_{a\beta k} \varphi_{\beta c})
+ \delta_{ia} \delta_{jb} \delta_{kc} + \delta_{ib} \delta_{ja} \delta_{ka} + \delta_{ic} \delta_{ja} \delta_{kb} - \delta_{ia} \delta_{ic} \delta_{ja} - \delta_{ib} \delta_{ic} \delta_{kb} - \delta_{ia} \delta_{ic} \delta_{kb} - \delta_{ib} \delta_{ia} \delta_{kb}
- \delta_{ia} \delta_{jkbc} - \delta_{ib} \delta_{jkbac} - \delta_{ic} \delta_{jka} + \delta_{ic} \delta_{jkbac} - \delta_{ic} \delta_{jka}.
\]

By the orthogonality of \( u, v, w \) and the skew-symmetry of \( \psi \), the second term on the first line vanishes, all the terms except the last one on the second line vanish, and all the terms on the third line vanish. We are left with
\[
u_i w_j v_a w_b (|w|^2 \psi_{abcd} - |w|^2 \psi_{abcd} - |w|^2 \psi_{abcd} - |w|^2 \psi_{abcd})
= -(v \times w)_{k}(u \times w)_{c} + \varphi(u, v, w)(w \cdot \varphi)_{kc} - |w|^2 u_c v_k.
\]
Substituting the above into (4.20), we find that
\[-[\Psi_{uw}, \Psi_{vw}]_{kc} = -(v \times w)_k (u \times w)_c + (v \times w)_c (u \times w)_k + 2\varphi(u, w, v)(w \varphi)_{kc} + |w|^2(u_k v_c - u_c v_k),\]
which is the component form of
\[-[\Psi_{uw}, \Psi_{vw}] = (u \times w) \land (v \times w) - 2\varphi(u, v, w)w \varphi + |w|^2u \land v. \tag{4.21} \]
Substituting (4.16) into the above, we obtain
\[-[\Psi_{uw}, \Psi_{vw}] = \psi(u, v, w) \land w + |w|^2\Psi_{uv} - \varphi(u, v, w)w \varphi + |w|^2u \land v. \]
Subtracting (4.15) from the above, we are left with
\[-[\Psi_{uw}, \Psi_{vw}] - \Psi_{(u \times w)(v \times w)} = |w|^2\Psi_{uv}, \]
which is precisely (4.19). \(\square\)

4.3 The \(\mathfrak{so}(3)\) subalgebra \(\Psi(P)\) of an associative 3-plane

Let \(P\) be a 3-plane in \(\mathbb{R}^7\), that is a 3-dimensional linear subspace. Then \(\Lambda^2(P)\) is a 3-dimensional linear subspace of \(\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)\). Let \(\{u, v, w\}\) be an orthonormal basis for \(P\). Then \(\{v \land w, w \land u, u \land v\}\) is an orthonormal basis for \(\Lambda^2(P)\). Moreover, using (1.1), for any \(y \in P\) we have
\[ [u \land v, w \land v]y = (u \land v)(w \land v)(y) - (u \leftrightarrow w) = (u \land v)((w, y)v - (v, y)w) - (u \leftrightarrow w) = (w, y)((u, v)v - (v, v)u) - (v, y)((u, w)v - (v, w)u) - (u \leftrightarrow w) = -\langle w, y\rangle u + \langle u, y\rangle w = (u \land w)y, \]
and similarly for cyclic permutations of \(u, v, w\), yielding
\[ [u \land v, v \land w] = w \land u, \quad [v \land w, w \land u] = u \land v, \quad [w \land u, u \land v] = w \land v. \]

If we define \(X_1 = v \land w, X_2 = w \land u, X_3 = u \land v\), then the above is nothing more than the well-known fact that \(\Lambda^2(P) = \text{Span}\{X_1, X_2, X_3\}\) is a Lie subalgebra of \(\Lambda^2(\mathbb{R}^7)\), isomorphic to \(\mathfrak{so}(3)\), since \([X_i, X_j] = X_k\) for \(i, j, k\) a cyclic permutation of \(1, 2, 3\).

Given the \(G_2\)-structure \(\varphi\) on \(\mathbb{R}^7\), we claim that \(P\) determines another \(\mathfrak{so}(3)\) subalgebra \(\Psi(P)\) of \(\mathfrak{so}(7)\), which is orthogonal to \(\Lambda^2(P)\). This is obtained as follows. Define a linear map \(\Psi: \Lambda^2 \rightarrow \Lambda^2\) by
\[ \Psi(\beta) = \ast(\beta \land \varphi). \]

In fact, (2.19) says that \(\Psi\) is a linear isomorphism with \(\Psi = -2\pi_7 + \pi_{14}\). Note also from (4.2) that \(\Psi(u \land v) = \Psi_{uw}\). Since \(\Psi\) is linear, it maps the 3-dimensional subspace \(\Lambda^2(P)\) of \(\Lambda^2 = \Lambda^2(\mathbb{R}^7)\) onto a 3-dimensional subspace \(\Psi(\Lambda^2(P))\), which we denote by \(\Psi(P)\) for simplicity. In fact, since any 2-form on \(P\) is decomposable, every element of \(\Psi(P)\) is of the form \(\Psi_{uv}\) for some (non-unique) \(u, v \in P\). Thus,
\[ \Psi(P) = \{ \Psi_{uv} | u, v \in P \}. \tag{4.22} \]

By (4.22) and Lemma 4.10, the set \(\{ \frac{1}{2} \Psi_{uv}, \frac{1}{2} \Psi_{uw}, \frac{1}{2} \Psi_{vw} \}\) is an orthonormal basis of \(\Psi(P)\).

**Lemma 4.23.** Let \(P\) be a 3-plane in \(\mathbb{R}^7\). The two 3-dimensional subspaces \(\Lambda^2(P)\) and \(\Psi(P)\) of \(\Lambda^2(\mathbb{R}^7)\) are orthogonal to each other.
Let Proposition 4.25. In this case we can choose \{u,v,w\} be at least one of \{v \wedge w, w \wedge u, u \wedge v\} and any element of \{\frac{1}{2} \Psi_{vw}, \frac{1}{2} \Psi_{wu}, \frac{1}{2} \Psi_{uv}\}, there will be at least one of \{u,v,w\} that appears in both, so by (4.12) and the skew-symmetry of \psi, these elements will be orthogonal. The result now follows by bilinearity. □

For a general 3-plane \(P\), we cannot say more than this. From now on, suppose that \(P\) is associative. In this case we can choose \{\{u,v,w\} so that

\[ v \times w = u, \ w \times u = v, \text{ and } u \times v = w. \]  

(4.24)

**Proposition 4.25.** Let \(P\) be an associative 3-plane in \(\mathbb{R}^7\). Then the 3-dimensional subspace \(\Psi(P)\) of \(\Lambda^3(\mathbb{R}^7)\) is a Lie subalgebra, isomorphic to \(\mathfrak{so}(3)\).

**Proof.** Using the key identity (4.19) and (4.24), we compute

\[
\left[ \frac{1}{2} \Psi_{uw}, \frac{1}{2} \Psi_{vw} \right] = -\frac{1}{4} [\Psi_{uw}, \Psi_{vw}] = \frac{1}{4} [\Psi_{uw}, \Psi_{vw}]
\]

\[
= \frac{1}{4} (-|w|^2 \Psi_{uw} - \Psi_{(u \times w) (v \times w)})
\]

\[
= -\frac{1}{4} (\Psi_{uw} + \Psi_{(-v) u})
\]

\[
= -\frac{1}{4} \Psi_{uw}.
\]

Cyclically permuting \(u,v,w\), we deduce that

\[
\left[ \frac{1}{2} \Psi_{uw}, \frac{1}{2} \Psi_{vw} \right] = -\frac{1}{4} \Psi_{vw}, \quad \left[ \frac{1}{2} \Psi_{vu}, \frac{1}{2} \Psi_{uv} \right] = -\frac{1}{4} \Psi_{uv}, \quad \left[ \frac{1}{2} \Psi_{wu}, \frac{1}{2} \Psi_{uw} \right] = -\frac{1}{4} \Psi_{wu}.
\]

If we define \(Y_1 = \Psi_{uw}, Y_2 = \Psi_{vu},\) and \(Y_3 = -\Psi_{uv}\), then the above says \([Y_i, Y_j] = Y_k\) for \(i,j,k\) a cyclic permutation of \(1,2,3\). Thus indeed \(\Psi(P) = \text{Span}\{Y_1, Y_2, Y_3\}\) is a Lie subalgebra of \(\Lambda^3(\mathbb{R}^7)\), isomorphic to \(\mathfrak{so}(3)\). □

**Remark 4.26.** If \(P\) is given an orientation, so that \(\{u,v,w\}\) is an oriented orthonormal basis of \(P\), then it naturally induces an orientation on \(\Lambda^2(P)\) such that \(\{v \wedge w, w \wedge u, u \wedge v\}\) is an oriented orthonormal basis of \(\Lambda^2(P)\). Then the linear isomorphism \(\Psi: \Lambda^2 \to \Lambda^2\) maps \(\Lambda^2(P)\) onto \(\Psi(P)\), inducing an orientation on \(\Psi(P)\) such that \(\{\frac{1}{2} \Psi_{vw}, \frac{1}{2} \Psi_{wu}, \frac{1}{2} \Psi_{uv}\}\) is an oriented orthonormal basis of \(\Psi(P)\). Because we had to take \(Y_3 = -\frac{1}{2} \Psi_{uv}\) in the proof of Proposition 4.25, the orientation on \(\Psi(P)\) which gives the standard \(\mathfrak{so}(3)\) commutation relations is the opposite of the orientation induced on \(\Psi(P)\) by the orientation on \(P\). □

Next we investigate the bracket between elements of the two \(\mathfrak{so}(3)\) subalgebras \(\Lambda^2(P)\) and \(\Psi(P)\).

**Proposition 4.27.** Let \(P\) be an associative 3-plane in \(\mathbb{R}^7\). Then the two \(\mathfrak{so}(3)\) subalgebras \(\Lambda^2(P)\) and \(\Psi(P)\) of \(\Lambda^3(\mathbb{R}^7)\) commute. That is, if \(X \in \Lambda^2(P)\) and \(Y \in \Psi(P)\), then \([X,Y] = 0\).

**Proof.** If \(X \in \Lambda^2(P)\) and \(Y \in \Psi(P)\), then there exist \(u,v,w,y \in P\) such that \(X = u \wedge v\) and \(Y = \Psi_{uy}\). Using (4.3), we compute

\[
[X,Y]_{ij} = X_{ik} Y_{kj} - Y_{ik} X_{kj}
\]

\[
= (u_i v_k - u_k v_i)(w_p y_q \psi_{pqk}) - (w_p y_q \psi_{pqi}) (u_k v_j - u_j v_k)
\]

\[
= u_i \psi(w,y,v)_j - v_i \psi(w,y,u)_j + \psi(w,y,u)_j - \psi(w,y,v)_j
\]

\[
= (u \wedge \psi(w,y,v) - v \wedge \psi(w,y,u))_{ij}.
\]

Since \(P\) is associative, the above expression vanishes by (2.10). □
4.4 The $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ of an associative 3-plane $P$

Given an associative 3-plane $P$ in $\mathbb{R}^7$, we define

$$\Theta(P) = \Lambda^2(P) \oplus \Psi(P).$$

(4.28)

Note that $\Theta(P)$ is a 6-dimensional linear subspace of $\Lambda^2(\mathbb{R}^7)$, and a Lie subalgebra.

**Proposition 4.29.** Let $P \subseteq \mathbb{R}^7$ be a associative. The orthogonal direct sum $\Theta(P) = \Lambda^2(P) \oplus \Psi(P)$ is a Lie subalgebra of $\Lambda^2(\mathbb{R}^7)$ isomorphic to $\mathfrak{so}(4)$.

**Proof.** This follows from Proposition 4.27 and the well-known isomorphism $\mathfrak{so}(4) \cong \mathfrak{so}(3) \oplus \mathfrak{so}(3)$, where the right hand side is a direct sum of Lie algebras, meaning that they commute. \qed

We have shown that any associative 3-plane $P$ in $\mathbb{R}^7$ gives rise to an $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ of $\Lambda^2$. It is natural to investigate the relations between $\Theta(P)$ and $\Theta(Q)$ if $P, Q$ are two distinct associative 3-planes. We first establish some preliminary results, which conclude with an alternative characterization of $\Theta(P)$ in Corollary 4.32 below.

**Lemma 4.30.** Let $P$ be an associative 3-plane. Then $\Theta(P) \cap \Lambda^2_7 = P_{\downarrow \varphi} := \{u_{\downarrow \varphi} \mid u \in P\}$.

**Proof.** Let $\{u, v, w\}$ be an orthonormal basis of $P$ with $w = u \times v$. We saw in Section 4.3 that

$$\{v \wedge w, w \wedge u, u \wedge v, \Psi_{vw}, \Psi_{wu}, \Psi_{uw}\}$$

is a basis of $\Theta(P) = \Lambda^2(P) \oplus \Psi(P)$. It then follows immediately from (4.7) that

$$\{\pi_7([v_{\downarrow \varphi}, w_{\downarrow \varphi}]), \pi_7([w_{\downarrow \varphi}, u_{\downarrow \varphi}]), \pi_7([u_{\downarrow \varphi}, v_{\downarrow \varphi}])\}$$

$$\cup \{\pi_{14}([v_{\downarrow \varphi}, w_{\downarrow \varphi}]), \pi_{14}([w_{\downarrow \varphi}, u_{\downarrow \varphi}]), \pi_{14}([u_{\downarrow \varphi}, v_{\downarrow \varphi}])\}$$

is a basis for $\Theta(P)$. Thus, using (4.9), we have

$$\Theta(P) \cap \Lambda^2_7 = \text{Span}\{\pi_7([v_{\downarrow \varphi}, w_{\downarrow \varphi}]), \pi_7([w_{\downarrow \varphi}, u_{\downarrow \varphi}]), \pi_7([u_{\downarrow \varphi}, v_{\downarrow \varphi}])\}$$

$$= \text{Span}\{(v \times w)_{\downarrow \varphi}, (w \times u)_{\downarrow \varphi}, (u \times v)_{\downarrow \varphi}\}$$

$$= \text{Span}\{u_{\downarrow \varphi}, v_{\downarrow \varphi}, w_{\downarrow \varphi}\},$$

which equals $P_{\downarrow \varphi}$. \qed

**Lemma 4.31.** Let $V \subseteq \mathbb{R}^7$ be a subspace. Let $V_{\downarrow \varphi} = \{v_{\downarrow \varphi} \mid v \in V\}$, which is a subspace of $\Lambda^2(\mathbb{R}^7)$ of the same dimension as $V$, since $v \mapsto v_{\downarrow \varphi}$ is injective. We also have the subspace $\Lambda^2(V)$ of $\Lambda^2(\mathbb{R}^7)$. Thus $\Lambda^2(V) \cap (V_{\downarrow \varphi})$ is a subspace of $\Lambda^2(\mathbb{R}^7)$. There are two cases:

- If $V = \mathbb{R}^7$, then $\Lambda^2(V) \cap (V_{\downarrow \varphi}) = \Lambda^2_7$.
- If $V$ is a proper subspace, then $\Lambda^2(V) \cap (V_{\downarrow \varphi}) = \{0\}$.

**Proof.** The first statement is just (2.18). Suppose $V$ is proper, so $V^\perp \neq \{0\}$. Let $w \in V^\perp$ be nonzero. Suppose $X \in \Lambda^2(V) \cap (V_{\downarrow \varphi})$. Then $X = v_{\downarrow \varphi}$ for some $v \in V$. Since $\langle v, w \rangle = 0$, by (2.2) and (2.4) we have

$$w \times (w_{\downarrow \varphi}X) = w \times (w_{\downarrow \varphi}v_{\downarrow \varphi}) = w \times (v \times w) = |w|^2v.$$  

But if $X \in \Lambda^2(V)$, then for $w \in V^\perp$ we have $w_{\downarrow \varphi}X = 0$, so since $w \neq 0$, the above gives $v = 0$. Therefore $X = 0$, and hence indeed $\Lambda^2(V) \cap (V_{\downarrow \varphi}) = \{0\}$. \qed

The above lemmas give us an alternative characterization of the $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ as follows.
Corollary 4.32. Let $P$ be an associative 3-plane. Then $\Theta(P) = \Lambda^2(P) \oplus (P \downarrow \varphi)$. Note that this direct sum is not orthogonal.

Proof. Recall that $\Theta(P) = \Lambda^2(P) \oplus \Psi(P)$ is 6-dimensional. Both $\Lambda^2(P)$ and $(P \downarrow \varphi)$ are 3-dimensional, and by Lemma 4.31 they have trivial intersection. Moreover, Lemma 4.30 shows that $P \downarrow \varphi \subseteq \Theta(P)$. Thus the assertion follows. \qed

Now suppose that $P$ and $Q$ are both associative 3-planes. If $P \neq Q$, then the intersection $P \cap Q$ can only have dimension $0$ or $1$, because they are both closed under the cross product, so if they have two orthonormal vectors in common, then they must have three.

Proposition 4.33. Let $P, Q$ be distinct associative 3-planes. Then $\Theta(P) \cap \Theta(Q) \subseteq \Lambda^2_7$.

Proof. We prove the contrapositive. Let $X \in \Theta(P) \cap \Theta(Q)$. By Corollary 4.32, there exists $u_1, u_2, u_3 \in P$ and $v_1, v_2, v_3 \in Q$ such that
\[
X = u_1 \land u_2 + u_3 \downarrow \varphi = v_1 \land v_2 + v_3 \downarrow \varphi. \tag{4.34}
\]
Let $V = P + Q$, which is at most 6-dimensional and thus a proper subspace. By Lemma 4.31, we have $X \in \Lambda^2(V) \oplus (V \downarrow \varphi)$. Thus we deduce from (4.34) that $u_1 \land u_2 = v_1 \land v_2$. If $X \notin \Lambda^2_7$, then $u_1 \land u_2 = v_1 \land v_2$ is nonzero, and hence $\text{Span}\{u_1, u_2\} \subseteq P$ equals $\text{Span}\{v_1, v_2\} \subseteq Q$, so $P = Q$ as explained immediately before the proposition. \qed

We can now completely describe the intersection $\Theta(P) \cap \Theta(Q)$ when $P \neq Q$.

Corollary 4.35. Let $P, Q$ be distinct associative 3-planes. Then $\Theta(P) \cap \Theta(Q) = (P \cap Q) \downarrow \varphi$.

Proof. Using Proposition 4.33 and Lemma 4.30, we have
\[
\Theta(P) \cap \Theta(Q) = \Theta(P) \cap \Theta(Q) \cap \Lambda^2_7 \\
= (\Theta(P) \cap \Lambda^2_7) \cap (\Theta(Q) \cap \Lambda^2_7) \\
= (P \downarrow \varphi) \cap (Q \downarrow \varphi).
\]
But since $v \mapsto v \downarrow \varphi$ is injective, we have $(P \downarrow \varphi) \cap (Q \downarrow \varphi) = (P \cap Q) \downarrow \varphi$. \qed

Putting together all of the results in this section, we have established the following.

Theorem 4.36. Let $P$ be an associative 3-plane. Then $\Theta(P) = \Lambda^2(P) \oplus \Psi(P)$ is a Lie subalgebra of $\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)$ isomorphic to $\mathfrak{so}(4)$. Moreover, the direct sum is orthogonal. We can also describe $\Theta(P)$ as the non-orthogonal direct sum $\Theta(P) = \Lambda^2(P) \oplus (P \downarrow \varphi)$. Finally, if $P, Q$ are distinct associative 3-planes, then the intersection $\Theta(P) \cap \Theta(Q)$ is the Lie subalgebra
\[
\bullet \ \Theta(P) \cap \Theta(Q) = \{0\} \text{ if } P \cap Q = \{0\}, \\
\bullet \ \Theta(P) \cap \Theta(Q) = \text{Span}\{v \downarrow \varphi\} \cong \mathfrak{so}(2) \text{ if } P \cap Q \text{ is 1-dimensional with orthonormal basis } \{v\}.
\]
Note that in the second case of Theorem 4.36, $v \downarrow \varphi$ generates the element of $\text{SO}(7)$ which acts as follows. Let $L = \text{Span}\{v\}$. There are orthogonal decompositions $P = L \oplus \tilde{P}$, $Q = L \oplus \tilde{Q}$, and $\mathbb{R}^7 = L \oplus \tilde{P} \oplus \tilde{Q} \oplus U$. Then $\exp(v \downarrow \varphi)$ fixes $L$ and rotates each of $\tilde{P}$, $\tilde{Q}$, and $U$ as described by exponentiating (2.25).

Remark 4.37. There are two other well-known ways to obtain an $\mathfrak{so}(4)$ subalgebra given an associative 3-plane $P$ in $\mathbb{R}^7$. The first is as follows. A choice of associative 3-plane $P$ determines an orthogonal
splitting $\mathbb{R}^7 = P \oplus P^\perp$, and since $P$ is associative we can identify $\mathbb{R}^7 = \text{Im } \mathbb{H} \oplus \mathbb{H}$. Then $\text{SO}(4) = \{(p,q) \in \mathbb{H} \times \mathbb{H} \mid |p| = |q| = 1\}/\{\pm(1,1)\}$ acts on $\mathbb{R}^7 = \text{Im } \mathbb{H} \oplus \mathbb{H}$ by 

$$(p,q)(v,a) = (pv, paq).$$

(See Harvey–Lawson [5] for more details.) One can show that this gives an embedding of $\text{SO}(4)$ in $\text{G}_2$, and thus an inclusion of Lie algebras $\mathfrak{so}(4) \subseteq \mathfrak{g}_2$. However, the $\mathfrak{so}(4)$ subalgebra $\Theta(P)$ constructed in this section from an associative 3-plane $P$ is not the same, because $\Theta(P)$ does not lie entirely in $\mathfrak{g}_2$, but rather lies in the larger Lie algebra $\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)$. Another possibility is to take the orthogonal complement $P^\perp$, which is a coassociative subspace, and to consider $\Lambda^2(P^\perp) = \Lambda^2_{+}(P^\perp) \oplus \Lambda^2_{-}(P^\perp)$, which is isomorphic to $\mathfrak{so}(4) = \mathfrak{so}(3) \oplus \mathfrak{so}(3)$ and is a subspace of $\mathfrak{so}(7) = \Lambda^2(\mathbb{R}^7)$. However, this $\mathfrak{so}(4)$ algebra is also not the same as $\Theta(P)$. One can check directly that $\Lambda^2_{+}(P^\perp)$ is contained in $\mathfrak{g}_2 = \Lambda^2_{14}$, whereas neither of the $\mathfrak{so}(3)$ subalgebras in $\Theta(P) = \Lambda^2(P) \oplus \Psi(P)$ are contained in $\mathfrak{g}_2$. \hfill ▲
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