Double-layer Support Vector Machine for Robust and Efficient Classification
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Abstract. In this paper, double-layer support vector machine (DLSVM) for binary classification is proposed that can expeditiously learn a classification model under the premise of ensuring accuracy. In the first layer, least squares support vector machine (LSSVM) is used to evaluate all samples in the data set. Support vector machine (SVM) utilize a sparse data set to train the binary classifier in the second layer. In order to obtain excellent sparse data set for SVM, the normalized norm sequence and the normalized Lagrange multiplier Shannon entropy sequence are introduced. DLSVM provides low computation cost because the two-layer structure reduces lots of iterative operations. Experimental results show that the proposed method not only has similar classification accuracy compared to SVM but also has higher efficiency.

1. Introduction

As one of the most popular supervised classification methods, Support Vector Machine (SVM) has been widely used in different approaches such as fault diagnosis[1]-[2], image and video processing [3]-[4] and information retrieval[5] etc. Traditional classification methods minimize loss function to calculate the parameters of the separating hyperplane. SVM tries to maximize margin to find best-fit separating hyperplane. The points closest to the separating hyperplane are known as support vectors and the distance between support vectors and the separating hyperplane is known as margin. Hence, the SVM can achieve greater prediction accuracy than other traditional supervised classifiers with a small training set [6]. The optimization problem of SVM classifier involves inequality constraints, and the sequential minimal optimization (SMO) algorithm [7] is used to solve the optimization problem. In SMO based method, the Lagrange multiplier is calculated iteratively and support vectors is selected with respect to them. All training samples will be sent to train the SVM classifier, however, only the support vectors really work for classification results.

In many applications that deals with large data sets or requires high real-time performance [9]-[10], the classification methods should overcome some computational difficulties. Several works in the literature address the time consuming issue of learning SVM model. They can be divided into two categories:

1) Linear Methods: Different from solving a quadratic programming problem with inequality constraints in standard SVM, the optimization problem is transformed into linear problem with equality constraints.

2) Reduced Methods: Eliminating those less important training samples to generate a smaller
kernel matrix, the thin kernel matrix is used to replace the full kernel matrix. As the most typical linear method, least squares support vector machine [11] has equality constraints and \( L_2 \)-loss function. The solution follows from a linear Karush-Kuhn-Tucker [12] system. The optimization problem of LSSVM can be solved efficiently. However, all the training sample becomes support vectors in LSSVM case. The lack of sparsity leads to a decrease in prediction accuracy. To improve the accuracy of LSSVM, the key is to find optimal support vectors. Pruning those less meaningful training samples and the LSSVM model is re-trained by the remaining data points [12]-[13]. Pruning LSSVM models reduces the time requirements compared to SVM at the cost of accuracy, because those less meaningful data points cannot be precisely pruned. Furthermore, LLSVM (locally linear support vector machines) is approximated by using local coding. The model can be optimized by performing stochastic gradient [14]. The accuracy of LLSVM is better than that of LSSVM based methods, but the optimization process is iterative and time-consuming.

In recent years, reduced SVM methods have been studied by several researchers. In RSVM (reduced support vector machine), a full dataset is replaced to a uniform random subset to generate a thin rectangular kernel matrix [15]. The computational time of RSVM is much less than that of a standard SVM with the full kernel matrix. However, the performance of RSVM is not stable for its randomness. RW-SVM (reduced weighted support vector machine) reduces the training set to a smaller size via clustering method. In subsequent supervised learning, the loss function is modified by weighted training samples [16]. The data points of the smaller training set may not belong to the original data set, which will affect the final classifier performance.

In this paper, we propose an improved SVM model with double layered structure for robust and efficient classification. In the first layer, IWLSSVM is used to evaluate all data points. In IWLSSVM, an improved RBF kernel matrix with the normalized \( L_2 \) sample distance is used to adapt to values that lie in different ranges. In the second layer, the normalized Lagrange multiplier Shannon entropy is used to eliminate those less important data points and the sparse training set is utilized to train SVM model. DL-SVM inherits both merits of linear methods and reduced methods. The proposed classification model is evaluated on multiple binary datasets from the UCI repositories. The results show that the classification accuracy of DL-SVM not inferior to SVM while maintaining higher efficiency.

2. Review of SVM and LSSVM

In this section, we briefly review the SVM model with inequality constraints and the LSSVM model with equality constraints.

2.1. Support Vector Machine

Given that the data set is \( \{(x_i, y_i)\}_{i=1}^N \), where \( x_i \in \mathbb{R}^n \) represents the input vector of the training sample and \( y_i \in \mathbb{R} \) is the corresponding sample label. The separating hyperplane is formed as:

\[
f(x) = w^T \phi(x) + b
\]

where \( w \) is the weight vector and \( b \) is the bias. In order to find the \( w \) and \( b \) values, we must find the points closest to the separating hyperplane and maximize that margin. The optimization problem can be written as:

\[
\max_{w,b} \left\{ \min_{i} (y_i \cdot (w^T \phi(x_i) + b)) - \frac{1}{\|w\|} \right\}, i = 1, 2, \ldots, N
\]

The above optimization function is equivalent to the following one with inequality constraints [9].
\[
\begin{align*}
\min \| y - w^T \phi(x) + b \| + C \sum_i \xi_i \\
\text{s.t.} \quad y_i (w^T \phi(x_i) + b) \geq 1 - \xi_i, i = 1, 2, \ldots, N \\
\xi_i \geq 0, i = 1, 2, \ldots, N
\end{align*}
\]  
(3)

where \( C \) is a tradeoff parameter and \( \xi_i \) is a slack variable. By using Lagrange dual algorithm, the previous problem can be transformed into an unconstrained optimization problem as follows:

\[
\max \sum_i \alpha_i - \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j y_i y_j \phi(x_i) \phi(x_j) \\
\text{s.t.} \quad \sum_i \alpha_i y_i = 0, \quad \alpha_i \geq 0
\]

(4)

where \( \phi \) is kernel function and \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_N) \) is the Lagrange multiplier vector. In this paper the RBF kernel is used.

\[
K(x, x_i) = \exp \left( -\frac{\| x - x_i \|^2}{2\sigma^2} \right)
\]

(5)

where \( \sigma \) is the kernel parameter. The sequential minimal optimization (SMO) algorithm is used to solve Equation (4). The predictive function can be written as

\[
g(x) = \sum_i \alpha_i y_i K(x, x_i) + b
\]

(6)

Solving the optimization problem of SVM model by using SMO algorithm is iterative process. However, only those support vectors play real role in training SVM classifier.

### 2.2. Least Squares Support Vector Machine

Different from SVM, Equation (2) is converted to the optimization problem with an equality constraint as follows [10]:

\[
\begin{align*}
\min \sum_i e_i^2 + C \sum_i \xi_i \\
\text{s.t.} \quad y_i = w^T \phi(x_i) + b + e_i, i = 1, 2, \ldots, N
\end{align*}
\]  
(7)

where \( C \) is a tradeoff parameter and \( e_i \in R \) is the sample error. The Lagrangian function with Lagrange multipliers \( \alpha_i \) is defined as follows:

\[
L(w, b, \alpha, \varepsilon) = \frac{1}{2} w^T w + \frac{C}{2} \sum_i \varepsilon_i^2 + \sum_i \alpha_i (y_i - w^T \phi(x_i) - b - \varepsilon_i)
\]

(8)

The optimal parameters can be calculated by

\[
\begin{align*}
\frac{\partial L}{\partial w} = 0 & \quad \Rightarrow \quad \sum_i \alpha_i \phi(x_i) = 0 \\
\frac{\partial L}{\partial b} = 0 & \quad \Rightarrow \quad \sum_i \alpha_i = 0 \\
\frac{\partial L}{\partial \varepsilon_i} = 0 & \quad \Rightarrow \quad \alpha_i = C e_i \\
\frac{\partial L}{\partial \alpha_i} = 0 & \quad \Rightarrow \quad w^T \phi(x_i) + b + \varepsilon_i - y_i = 0
\end{align*}
\]

(9)

Eliminating the variables \( w \) and \( e_i \), the following linear equations can be got:

\[
\begin{bmatrix}
0 \\
I
\end{bmatrix} \Omega + \frac{1}{C} \begin{bmatrix}
I \\
\Omega
\end{bmatrix} \begin{bmatrix}
b \\
\alpha
\end{bmatrix} = \begin{bmatrix}
0 \\
y
\end{bmatrix}
\]

(10)
where $\mathbf{t} = [t_1, \ldots, t_N]^T$, $\mathbf{a} = [a_1, \ldots, a_N]^T$, $\mathbf{y} = [y_1, \ldots, y_N]^T$, $\mathbf{I}$ is a unit matrix, $\Omega$ is a $N \times N$ matrix and $\Omega_{ij} = K(x_i, x_j), k, l = 1, 2, \cdots, N$. The predictive function of LSSVM model is same as Equation (6).

3. Proposed Approach : DL-SVM

As shown in Fig.1, LSSVM in the first layer of DL-SVM is utilized to estimate all sample in original dataset and the sparse dataset is sent to training SVM model in the second layer.

![Figure1. Scheme of DL-SVM](image)

3.1. Improved Weights Least Squares Support Vector Machine

If the training dataset is a balanced binary dataset, the estimation of the support values is optimal when the error variable distribution is Gaussian. WLSSVM (weights least squares support vector machine) use weighting factor $\beta_i$ to weight the error variable $e_i = \alpha_i / C$ [17]. The optimization problem is expressed as follows.

$$
\min_{w,b,a} J(w, e) = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{N} \beta_i e_i^2
$$

(11)

The Lagrangian function with Lagrange multipliers becomes

$$
L(w, b, e, a) = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{N} \beta_i e_i^2 + \sum_{i=1}^{N} a_i (y_i - w^T \phi(x_i) - b - e_i)
$$

(12)

The KKT system becomes

$$
\begin{bmatrix}
0 & \mathbf{I}^T \\
\mathbf{I} & \Omega + \frac{1}{C} \mathbf{\boldsymbol{\beta}}
\end{bmatrix}
\begin{bmatrix}
\mathbf{a} \\
\mathbf{y}
\end{bmatrix}
= \begin{bmatrix}
0 \\
\mathbf{y}
\end{bmatrix}
$$

(13)

where $\mathbf{\boldsymbol{\beta}}$ is a diagonal matrix.

$$
\mathbf{\boldsymbol{\beta}} = \text{diag} \{ \beta_1, \beta_2, \cdots, \beta_N \}
$$

(14)

The value of weighting factor $\beta_i$ can be obtained by taking

$$
\beta_i = \begin{cases}
1 & \text{if } |e_i / \delta| \leq c_1 \\
\frac{c_2 - e_i / \delta}{c_2 - c_1} & \text{if } c_1 \leq |e_i / \delta| \leq c_2 \\
10^{-4} & \text{otherwise}
\end{cases}
$$

(15)

where $\delta = \frac{\text{IQR}}{2 \times 0.6745}$ [18], IQR (interquartile range) is the difference between the 75th percentile and the 25th percentile of error variable distribution in LSSVM case. $c_1$ and $c_2$ are set to 2.5 and 3 respectively.

In WLSSVM model, the RBF kernel matrix is written as
\[
\Omega = \begin{bmatrix}
K(x_i, x_i) & \cdots & K(x_i, x_N) \\
\vdots & \ddots & \vdots \\
K(x_N, x_i) & \cdots & K(x_N, x_N)
\end{bmatrix}
\]

where \(K(x_i, x_j)\) is the kernel function of \(x_i\) and \(x_j\). If the distance between two different samples is large, the kernel matrix tends to a unit matrix. Under these circumstances, Equation (10) can be written as

\[
\begin{bmatrix}
0 \\
I
\end{bmatrix}
= \begin{bmatrix}
\frac{1}{C} \mathbf{x} \\
[\mathbf{w}^T, \mathbf{y}^T]
\end{bmatrix}
\]

The Lagrange multiplier \(\alpha_i\) can be solved by the follow equation

\[b + \frac{C + 1}{C} \alpha_i = y_i\]  \hspace{2cm} (18)

\(b\) is a constant and the value of label \(y_i\) is \(+1\) or \(-1\) in binary LSSVM classifier, so the value of \(\alpha_i\) is \(\frac{(1-b)C}{C+1}\) or \(\frac{-(1+b)C}{C+1}\).

In order to adapt to sample values that lie in different ranges, an improved RBF kernel matrix with the normalized \(L_2\) sample distance is proposed. \(i\)-th columns of \(\Omega\) represents the RBF kernel value sequence between \(i\)-th sample and all samples, which corresponds to a \(L_2\) sample distance sequence \([d_{i1}, d_{i2}, \ldots, d_{iN}] = [||x_i - x_1||, ||x_i - x_2||, \ldots, ||x_i - x_N||]\).

\[
\begin{align*}
\hat{d}_{i\text{max}} &= \max[d_{i1}, d_{i2}, \ldots, d_{iN}] \\
\hat{d}_{i\text{min}} &= \min[d_{i1}, d_{i2}, \ldots, d_{iN}] \\
\hat{R}_d &= \hat{d}_{i\text{max}} - \hat{d}_{i\text{min}}
\end{align*}
\]

where \(\hat{d}_{i\text{max}}, \hat{d}_{i\text{min}}\) and \(\hat{R}_d\) are the maximum element, minimum element and the range in \([d_{i1}, d_{i2}, \ldots, d_{iN}]\) respectively. The normalized \(L_2\) sample distance sequence is defined as follows:

\[
D_i = [d_{i1}, d_{i2}, \ldots, d_{iN}] / \hat{R}_d
\]

The normalized \(L_2\) sample distance matrix is shown as follows:

\[
D = [D_1', D_2', \ldots, D_N']
\]  \hspace{2cm} (21)

**Algorithm 1. IWLSSVM**

**Inputs:**

- The training dataset \(\{(x_i, y_i)\}_{i=1}^N\)
- The tradeoff parameter \(C\)
- The kernel parameter \(\sigma\)

**Outputs:**

- Lagrange multiplier sequence \([\alpha_1, \alpha_2, \ldots, \alpha_N]\)

**Process:**

1. Calculate the normalized \(L_2\) sample distance matrix \(D\) and the corresponding RBF kernel matrix \(\Omega\).
2. Solve the linear system of LSSVM and obtain the Lagrange multiplier sequence of LSSVM model.
3. Calculate the error variables of LSSVM model.
4. Calculate \(\hat{s}\) from the error variable distribution.
5. Determine the weighting factor \(\beta_i\) according to Equation (15).
6. Solve IWLSSVM model according to Equation (13), giving the Lagrange multiplier sequence \([\alpha_1, \alpha_2, \ldots, \alpha_N]\).
3.2. Normalized Lagrange Multiplier Shannon Entropy to Reduce Training Dataset

As a concept of information theory, entropy is employed to measure information content [11]. The entropy of i-th Lagrange multiplier $\alpha_i$ is defined as

$$E_i = -\left(\frac{\text{abs}(\alpha_i)}{\sum_{i=1}^{N} \text{abs}(\alpha_i)} \right) \log_2 \left(\frac{\text{abs}(\alpha_i)}{\sum_{i=1}^{N} \text{abs}(\alpha_i)} \right)$$

(22)

where $\text{abs}(\cdot)$ represents the absolute value of a number. The entropy sequence of Lagrange multipliers $[E_1, E_2, \cdots, E_N]$ is normalized as $[\text{norm}E_1, \text{norm}E_2, \cdots, \text{norm}E_N]$.

$$\text{norm}E_i = \frac{E_i}{E_{\text{max}} - E_{\text{min}}}$$

(23)

where $E_{\text{max}}$ and $E_{\text{min}}$ are the maximum element and the minimum element in $[E_1, E_2, \cdots, E_N]$. A judgment condition is defined as

$$\text{norm}E_i \geq \theta, \theta \in [0, 1]$$

(24)

where $\theta$ is a judgment parameter. If the judgment condition is satisfied, the corresponding training sample will be added in the sparse training set of SVM, otherwise it will be eliminated. By adapting this method, the solution of SVM in the second layer is sparse.

**Algorithm 2. DL-SVM**

**Inputs:**
- The training dataset $\{(x_i, y_i)\}_{i=1}^{N}$
- The testing sample $x^*$
- The tradeoff parameter $C$
- The kernel parameter $\sigma$
- The judgment parameter $\theta \in [0, 1]$

**Outputs:**
- The predicted class label for $x^*$

**Process:**
1. Calculate the Lagrange multiplier sequence $[\alpha_1, \alpha_2, \cdots, \alpha_N]$ of IWLSSVM model.
2. while $i < N + 1$ do
3. Calculate the normalized Lagrange multiplier Shannon entropy $\text{norm}E_i$ of $\alpha_i$
4. if $\text{norm}E_i \geq \theta$ then
5. The corresponding training sample is sent to a sparse set.
6. end if
7. end while
8. Train SVM model with the sparse dataset and obtain support vectors (SVs)
9. return the predicted class label $y^*$ according to Equation (6)

4. Experimental Results

In this section, the effectiveness of the proposed DL-SVM model is experimentally evaluated compared to several related methods. All results are obtained by using Dell laptop (2.7GHz CPU and 8GB memory) and all models are implemented by using Python 3.6.

4.1. Experimental Setup

In the experiments, seven binary benchmark datasets or binary subsets of benchmark datasets from the UCI repositories [19] are used to display the experimental results. Wine-1, Wine-2, Iris-1, Iris-2, Ionosphere, Abalone-1 and Abalone-2. Wine-1 is a binary subset of Wine dataset, samples of class 1
and class 2 are used and the labels of class 1 and class 2 are set to $+1$ and $-1$ respectively. The first 80 samples are selected as training set and the rest 40 as testing set. Wine-2 is a subset of Wine, which contains samples of class 2 and class 3 in Wine dataset. The first 81 samples are used for training and the rest 40 for testing. Iris-1 and Iris-2 are subsets of Iris dataset. Iris-1 contains samples of class ‘setosa’ and class ‘versicolor’, we use the first 35 ‘setosa’ samples and the first 35 ‘versicolor’ samples as training instances and the rest for testing. Iris-2 contains samples of class ‘versicolor’ and class ‘virginica’, the dataset is divided in the same way as Iris-1. For Ionosphere, we use the first 301 samples for training and the rest 50 for testing. Abalone-1 contains samples of class 6 and class 7 in Abalone dataset, the first 500 samples are used for training and the rest 150 for testing. Abalone-2 contains samples of class 14 and class 15 in Abalone dataset, the first 179 samples are used for training and the rest 50 for testing.

DL-SVM and IWLSSVM are compared to three baseline methods: the standard SVM, LSSVM and LSSVM with normalized L$_2$ sample distance. Every experimental process is repeated 10 times, the average result are recorded. There three parameters need to set. $\theta$ is set to 0.3, 0.5, 0.7, respectively. $C$ and $\sigma$ are optimized by cross validation method and the ranges of $C$ and $\sigma$ are set to

$$\{2^{-3}, 2^{-2}, 2^{-1}, 2^0, 2^1, 2^2, 2^3\}.$$

4.2. Error Variable Distribution of IWLSSVM

We first compare the error Variable distribution of IWLSSVM to LSSVM and LSSVM with normalized L$_2$ sample distance in Wine-1 dataset and Ionosphere dataset, with results shown in Fig.2 and Fig.3. In LSSVM model, the RBF kernel matrix is written as Equation (16), if the distance between two different samples is large, the kernel matrix tends to a unit matrix and the error variable distributes over two constants. LSSVM model with normalized L$_2$ sample distance can solve the above problem to some extent, but the distribution of error variable is discrete. The error variable distribution in IWLSSVM model approximate Gaussian and the support vectors can be evaluated from the Lagrange multiplier sequence. The bigger the absolute value of Lagrange multiplier, the greater the probability that the sample is a support vector.

**Figure 2.** Histogram of Lagrange multipliers for Wine-1 dataset. (a) Pure LSSVM model (b) LSSVM model with normalized L2 sample distance (c) IWLSSVM

**Figure 3.** Histogram of Lagrange multipliers for Ionosphere dataset. (a) Pure LSSVM model (b) LSSVM model with normalized L2 sample distance (c) IWLSSVM
4.3. Performance of DL-LSSVM

The testing and training performance of pure SVM and DLSVM with different $\theta$ are compared in this section. The average training time and the correct recognition rate in test set are presented in Table 1. For the first datasets, we can see that DLSVM with $\theta = 0.3$ can achieve 100% correct recognition rate in test phase and the average training time is smaller that of pure SVM. For Iris-1 dataset, the average training time of DLSVM with $\theta = 0.5$ is only 0.267s and the correct recognition rate reaches 100%. For Ionosphere dataset, DLSVM with $\theta = 0.3$ has smaller average training time than SVM, the correct recognition rate is 100%. For the last two datasets, DLSVM has larger correct recognition rate compare to the pure SVM when $\theta = 0.5$. We can know that DLSVM has similar or even better performance with lower computation cost, due to DLSVM can provide a sparse training dataset for SVM in the second layer. By adjusting the value of $\theta$, we can get different DLSVM model to adapt to different application scenarios.

Table 1. Performance comparison between DLSVM and SVM

|                  | DL-SVM($\theta=0.1$) | DL-SVM($\theta=0.3$) | DL-SVM($\theta=0.5$) | SVM |
|------------------|-----------------------|-----------------------|-----------------------|-----|
|                  | Average training time(s) | Correct Recognition rates in test | Average training time(s) | Correct Recognition rates in test | Average training time(s) | Correct Recognition rates in test |
| Wine-1           | 0.583                 | 100%                  | 0.303                 | 100%                  | 0.262                 | 90%                  | 0.712                 | 95%                  |
| Wine-2           | 0.726                 | 100%                  | 0.712                 | 100%                  | 0.436                 | 95%                  | 0.574                 | 100%                  |
| Iris-1           | 0.468                 | 100%                  | 0.321                 | 100%                  | 0.267                 | 100%                  | 0.395                 | 100%                  |
| Iris-2           | 0.430                 | 100%                  | 0.336                 | 100%                  | 0.213                 | 100%                  | 0.395                 | 100%                  |
| Ionosphere       | 7.971                 | 100%                  | 6.152                 | 100%                  | 3.114                 | 98%                  | 6.241                 | 98%                  |
| Abalone-1        | 30.281                | 64%                   | 27.258                | 57.4%                 | 17.912                | 50%                  | 21.187                | 46%                  |
| Abalone-2        | 4.058                 | 54%                   | 3.126                 | 56%                   | 2.786                 | 60%                  | 2.945                 | 54%                  |

Table 2. Size of sparse training set and support vectors in DL-SVM

|                  | $\theta=0.1$ | $\theta=0.3$ | $\theta=0.5$ |
|------------------|------------|------------|------------|
|                  | sparse training set | support vectors | sparse training set | support vectors | sparse training set | support vectors |
| Wine-1(80)       | 50         | 25         | 15         | 12         |
| Wine-2(81)       | 68         | 42         | 24         | 24         |
| Iris-1(70)       | 64         | 51         | 59         | 56         |
| Iris-2(70)       | 67         | 67         | 64         | 62         |
| Ionosphere(301)  | 288        | 268        | 255        | 200        |
| Abalone-1(1500)  | 460        | 142        | 109        | 99         |
| Abalone-2(179)   | 172        | 123        | 82         | 73         |

Figure 4. Training time and training error of DLSVM with different values of $\theta$ in Wine_1 dataset

The size of sparse training set and support vectors in the second layer of DL-SVM with different values of $\theta$ are presented in Table 2. We can see the size of sparse training set and support vectors decreases as the value of $\theta$ increases. Those less important support vectors are deleted. The training time of DL-SVM is equal to the sum of the training time of IWLSSVM and the training time of SVM with the sparse training set, so the training time decreases as the value of $\theta$ increases.
5. Conclusions
In this paper, a novel SVM model named DL-SVM is proposed. DL-SVM is a double layer structure. IWLSSVM is used to estimate all samples in the first layer and a sparse dataset is utilized by SVM in the second layer. In IWLSSVM, a normalized $L_2$ sample distance matrix is used to calculate Lagrange multiplier sequence and the Lagrange multiplier distribution becomes approximate Gaussian. The bigger the absolute value of Lagrange multiplier, the greater the probability that the sample is a support vector. A judgment parameter $\theta$ is used to select sparse dataset by comparing with entropy sequence of Lagrange multipliers. Experiments on different datasets further testified the effectiveness of DL-SVM.
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