Axisymmetric, stationary collisionless gas configurations surrounding Schwarzschild black holes
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Abstract

The properties of a stationary gas cloud surrounding a black hole are discussed, assuming that the gas consists of collisionless, identical massive particles that follow spatially bound geodesic orbits in the Schwarzschild spacetime. Several models for the one-particle distribution function are considered, and the essential formulae that describe the relevant macroscopic observables, like the current density four-vector and the stress–energy–momentum tensor are derived. This is achieved by rewriting these observables as integrals over the constants of motion and by a careful analysis of the range of integration. In particular, we provide configurations with finite total mass and angular momentum. Differences between these configurations and their nonrelativistic counterparts in a Newtonian potential are analyzed. Finally, our configurations are compared to their hydrodynamic analogues, the ‘polish doughnuts’.
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1. Introduction

The goal of this work is to extend the non-relativistic steady-state collisionless kinetic gas tori around compact objects discussed in our accompanying article [1] (referred to as paper I in the following) to the relativistic case, assuming that the central object is a black hole. Such tori have many potential astrophysical applications, including the modeling of low-density hot accretion disks and studying the behavior of dark matter or a distribution of stars surrounding
supermassive black holes. In particular, the recent observations by the Event Horizon Telescope Collaboration [2–4] revealing the shadows of the supermassive black holes M87∗ and Sgr A∗ call for a profound understanding for the behavior of a hot plasma in the vicinity of a strong gravitational field beyond the hydrodynamic approximation.

The configurations discussed in this work are based on the same assumptions as the nonrelativistic model in paper I, except that the kinetic gas is treated in a fully relativistic description and the central object is assumed to be a black hole. For the sake of completeness and clarity, in the following we list all the assumptions made in this article. First, we assume the gas to be collisionless\(^1\), neglecting the effects of collisions between the gas particles. Second, we consider a gas consisting of identical, massive and uncharged particles, and hence we do not take into account electromagnetic effects (which is justified for dark matter or star distributions but nor for plasmas). Third, we assume that the self-gravity of the gas can be neglected, the gravitational field being dominated by the one generated by the central black hole. This implies that we may regard the black hole as being described by an asymptotically flat, stationary solution of the Einstein vacuum equations with an event horizon. Modulo technical assumptions, the uniqueness theorems (see, for instance [6, 7]) imply that the central black hole belongs to the Kerr family. Fourth, in this article we further neglect the rotation of the black hole, implying that the exterior region is described by the Schwarzschild metric. Finally, similar to paper I and motivated by phase space mixing [8, 9] and dispersion [10] on a fixed Schwarzschild background, we restrict ourselves to steady-states in which each gas particle follows a spatially bound geodesic trajectory in the Schwarzschild geometry. Moreover, for simplicity, we restrict our analysis to axisymmetric configurations in which the one-particle distribution function (DF) only depends on the energy and azimuthal component of the angular momentum of the gas particles.

Our models are based on the ansätze for the DF that have been used in previous works to construct self-gravitating axisymmetric configurations in the absence of a central black hole, see for example [11–16]. In particular, we consider the generalized polytropic ansatz used more recently in [17, 18] to numerically construct configurations with toroidal, disk-like, spindle-like and composite structures. In these ansätze, the one-particle DF is the product of a function of the energy times a function of the azimuthal component of the angular momentum. Contrary to the works in [11–14, 17, 18], the gravitational field in our configurations is dominated by the central black hole, such that the self-gravity can be neglected. One of the main achievements of this work is to derive explicit expressions for the spacetime observables (namely, the current density and energy–momentum–stress tensor) which have the form of a single integral of an analytic (albeit complicated) function of the energy. In the Newtonian limit these integrals simplify and reduce to the corresponding expressions in paper I. By analyzing the properties of these spacetime observables, we show that our configurations have the morphology of a thick torus extending all the way to spatial infinity, having a sharp inner boundary surface. Next, we show that although they have infinite extend, for suitable values of the free parameters our configurations have finite total particle number, energy and angular momentum. Finally, we provide a detailed analysis for the radial profile of the spacetime observables, including the particle density, the kinetic temperature and the principle pressures and compare them with an analogous fluid model.

Relevant to the self-consistency of our models is the recent work by Jabiri [19, 20] who proves the mathematical existence of solutions to the stationary, axisymmetric

\(^1\) Note that for hot and diffuse plasmas accreting into black holes the mean free path is expected to be comparable or even larger than the macroscopic length scale, which justifies a kinetic description [5].
Einstein–Vlasov system of equations describing self-gravitating tori of Vlasov matter which, in the limit of vanishing amplitude, reduce to configurations which are similar to the ones analyzed in the present article. In this sense, the work in [19] suggests that (for small enough amplitude) our configurations can likely be generalized to include their self-gravity. We also mention related recent work on the accretion of a Vlasov gas by a central black hole [10, 21–27] in which unbounded (instead of bounded) timelike geodesics are relevant.

This work is organized as follows. In section 2 we provide a brief review of the collisionless Boltzmann equation on a Schwarzschild spacetime. We focus our attention on the subset of phase space which corresponds to spatially bound future-directed timelike geodesics. Assuming that the one-particle DF is supported on this set, we establish general expressions for the current density vector and energy–momentum–stress tensor which allow one to compute these spacetime observables when the one-particle DF is a function only of the integrals of motion. Next, in section 3 we consider an ansatz in which the one-particle DF depends only on the energy and azimuthal component of the angular momentum of the gas particles. We concentrate on two models; the first one (rotating) describes a gas configuration that has nonvanishing total angular momentum while in the second one (even) the DF is an even function of the angular momentum such that the total angular momentum vanishes although the individual gas particles rotate. For these models, we reduce the expressions for the spacetime observables to single integrals over the energy variable. Furthermore, we compute the total particle number, energy and angular momentum of our configurations and compare them with the analogous Newtonian models in paper I. The properties of some spacetime observables are analyzed in section 4 where we also compare our kinetic configurations with the corresponding fluid models. Conclusions are drawn in section 5 and technical—yet important—aspects of our calculations are described in appendices A–E.

Throughout this work, we use the signature convention (−, +, +, +) for the spacetime metric and work in geometrized units, such that \( G_N = c = 1 \). For recent reviews on mathematical results regarding the Einstein–Vlasov system and the geometric structure in the relativistic kinetic theory on curved spacetimes we refer the reader to [28–31].

2. Collisionless gas configurations trapped in a Schwarzschild potential

In this section we review the basic formalism necessary to describe a collisionless kinetic gas propagating in the exterior of a non-rotating black hole spacetime. Since the self-gravity of the gas is neglected, we may assume that the spacetime is described by the Schwarzschild metric with fixed mass parameter \( M > 0 \), as explained in the introduction. We focus our attention on the case in which the individual gas particles follow future-directed spatially bound timelike geodesics. In the next subsection we provide a brief recapitulation of the Hamiltonian description of such geodesics, its integrals of motion and the properties of the effective potential describing the radial motion. In section 2.2 we summarize a few well-known results concerning the formulation of general relativistic kinetic theory which are essential to this work, and in section 2.3 we express the particle current density vector and the energy–momentum–stress tensor in terms of an integral over the conserved quantities.

The case of unbound trajectories has been analyzed in detail in [10] and applied to accretion problems [10, 21, 23–26], see also [22] for the analogous problem on the Reissner–Nordström

\(^2\) The self-gravitating configurations constructed in [19] have finite support, whereas in our case the support is infinite, although we could also easily obtain finite support configurations with our ansatz as discussed further below.
In terms of adapted local coordinates the Poisson bracket is given by

\[ \text{see } \{F, G\} = \frac{\partial F}{\partial \mu} \frac{\partial G}{\partial \nu} - \frac{\partial F}{\partial \nu} \frac{\partial G}{\partial \mu}, \]

which is associated with the free-particle Hamiltonian of the theory, given by

\[ \mathcal{H}(x,p) := \frac{1}{2} g_{ij}^{-1}(p,p) = \frac{1}{2} \left( -\frac{p^2}{N(r)} + N(r)p^2_t + p^2_\theta + \frac{p^2_\varphi}{r^2} \right), \]

in adapted local coordinates \((x^\mu, p_\mu) = (t, r, \theta, \varphi, p_t, p_r, p_\theta, p_\varphi)\) on the cotangent bundle \(T^*\mathcal{M}\) associated with the spacetime manifold \((\mathcal{M}, g)\). In this article, we focus our attention on the conserved quantities

\[ m = \sqrt{-2\mathcal{H}}, \quad E = -p_t, \quad L_z = p_\varphi, \quad \text{and} \quad L^2 := L_z^2 + L_\varphi^2 + L_\theta^2 = \frac{p_z^2}{\sin^2 \theta}, \]

which Poisson commute with each other. For the following, it is useful to introduce the orthonormal components of vector fields

\[ e_0 := \frac{1}{\sqrt{N(r)}} \frac{\partial}{\partial t}, \quad e_1 := \sqrt{N(r)} \frac{\partial}{\partial r}, \quad e_2 := \frac{1}{r} \frac{\partial}{\partial \theta}, \quad e_3 := \frac{1}{r \sin \theta} \frac{\partial}{\partial \varphi}. \]

In terms of the conserved quantities, the orthonormal components of \(p\) have the form

\[ (p_\mu)(e_\mu, e_\alpha) = \left( -\frac{E}{\sqrt{N(r)}}, \frac{\epsilon_r}{\sqrt{N(r)}} \sqrt{E^2 - V_{m,L}(r)} \right), \]

where the signs \(\epsilon_r = \pm 1\) and \(\epsilon_\alpha = \pm 1\) determine the corresponding signs of \(p_t\) and \(p_\alpha\), and \(V_{m,L}(r)\) is the effective potential for radial geodesic motion in the Schwarzschild spacetime, which is given by

\[ V_{m,L}(r) := N(r) \left( m^2 + \frac{L_z^2}{r^2} \right). \]

The properties of this potential are well-known, see for example appendix A in [10] for a summary. The most relevant features for the purpose of the present article are the following: (a)
there exists a potential well with associated stable bound orbits only if \( L > L_{\text{ms}} := \sqrt{12} M m \). In the limit \( L = L_{\text{ms}} \), the potential has an inflection point at \( r = r_{\text{ms}} = 6 M \) describing the marginally stable circular orbits which have energy \( E_{\text{ms}} = \sqrt{8}/9m \). (b) Bound orbits exist only when \( E \in (E_{\text{ms}}, m) \) and the total angular momentum is confined to the interval \( L \in (L_{c}(E), L_{\text{ab}}(E)) \), with \( L_{c}(E) \) \((L_{\text{ab}}(E)) \) the critical angular momentum corresponding to the case in which the effective potential’s maximum (minimum) is equal to \( E^{2} \). These extrema of \( V_{m,L} \) are located at

\[
\begin{align*}
  r_{\text{max}} & = \frac{6M}{1 + \sqrt{1 - 12 M^{2} m^{2}/L^{2}}}, \\
  r_{\text{min}} & = \frac{6M}{1 - \sqrt{1 - 12 M^{2} m^{2}/L^{2}}},
\end{align*}
\]

with \( r_{\text{max}} \) decreasing monotonously from \( 6 M \) to \( 3 M \) and \( r_{\text{min}} \) increasing monotonously from \( 6 M \) to \( \infty \) as \( L \) increases from \( L_{\text{ms}} \) to \( \infty \). The unstable circular orbit at \( r = r_{\text{max}} \) separate those orbits that are reflected at the potential from those that plunge into the black hole, and they have energies smaller than \( m \) as long as \( L_{\text{ms}} < L < 4 M m \). Therefore, for fixed values of \( L \) in this interval, the bound orbits with minimum radius are those whose energies and left turning points approach \( E_{\text{max}} = \sqrt{V_{m,L}(r_{\text{max}})} \) and \( r_{\text{max}} \), respectively. For these reasons, the limiting orbits with \( E = E_{\text{max}} \) are called innermost stable orbits (ISO). In the limit \( L = L_{\text{mb}} = 4 M m \) the ISOs are marginally bound, and they have energy \( E = m \) and minimum radius \( r = r_{\text{mb}} = 4 M \).

2.2. Collisionless Boltzmann equation and spacetime observables

The collisionless Boltzmann (or Vlasov) equation on the curved spacetime manifold \((\mathcal{M}, g)\) can be written in a compact way as

\[
\{\mathcal{H}, f\} = 0, \tag{8}
\]

where \( f : T^{*} \mathcal{M} \rightarrow \mathbb{R} \) is the one-particle DF, and it expresses the fact that \( f \) is constant along the Liouville flow. When restricted to the subset \( \Gamma_{\text{bound}} \) of \( T^{*} \mathcal{M} \) corresponding to bound orbits, one can transform \((x^{\mu}, p_{\mu})\) to generalized action-angle variables \((Q^{\mu}, J_{\mu})\) which allows one to provide an explicit solution representation for the DF [8]. The explicit form of these variables will not be used in this article, although the existence of the symplectic transformation \((x^{\mu}, p_{\mu}) \rightarrow (Q^{\mu}, J_{\mu})\) will turn out to be useful when computing the total particle number, energy and angular momentum in the next section.

For the following, we restrict ourselves to gas configurations consisting of identical particles of positive rest mass \( m > 0 \). In this case, the momentum is confined to the future mass hyperboloid,

\[
P_{+}^{+}(m) := \{ p \in T_{+}^{*} \mathcal{M} : g_{\gamma}^{-1}(p,p) = -m^{2}, \text{the vector dual to } p \text{ is future directed} \}, \tag{9}
\]

and \( f \) is a function on the future mass shell

\[
\Gamma_{m}^{+} := \{ (x,p) : x \in \mathcal{M}, p \in P_{+}^{+}(m) \}. \tag{10}
\]

Due to phase space mixing (see [8, 9] and references therein), it is expected that a gas configuration consisting of purely bound particles (such that it is described by a DF supported in \( \Gamma_{\text{bound}} \)) relaxes in time to a stationary configuration which can be described by a one-particle DF \( f \) depending only on the integrals of motion, that is, only on \((E, L_{c}, L_{r}, L_{z})\). Notice that such a function \( f \) automatically satisfies the collisionless Boltzmann equation (8) since \( E, L_{c}, L_{r}, L_{z} \) Poisson commute with \( \mathcal{H} \). In this article, we will assume, in addition, that \( f \) depends only on \( E \) and one component of the angular momentum, say \( L_{r} \), such that

\[
f(x, p) = F(E, L_{r}), \tag{11}
\]
As mentioned above, we restrict ourselves to DFs whose support lies in $\Gamma_{\text{bound}}$ and other suitable hypotheses hold, it has been shown recently \cite{19,20} that such configurations can be made self-gravitating, provided their amplitude is sufficiently small.

To extract the physical content of our gas configurations, we compute the most relevant spacetime observables, that is, the particle current density $J$ and the energy--momentum--stress tensor $T$. In particular, these quantities contain the information about the particle density $n$, mean particle four-velocity, the energy density $\varepsilon$, heat flow, pressure tensor $P_{ij}$ and kinetic temperature. They are defined as follows (see, for instance, \cite{31,32})

$$J_{\mu}(x) := \int_{p^+_{\mu}(m)} f(x,p)p_{\mu} \text{dvol}_t(p), \quad T_{\mu\nu}(x) := \int_{p^+_{\mu}(m)} f(x,p)p_{\mu}p_{\nu} \text{dvol}_t(p),$$

(12)

where $\text{dvol}_t(p)$ is the Lorentz-invariant volume form, which, in terms of the orthonormal basis (4) is defined as

$$\text{dvol}_t(p) := \frac{dp_1 \wedge dp_2 \wedge dp_3}{\sqrt{m^2 + p_1^2 + p_2^2 + p_3^2}} = \frac{dp_1 \wedge dp_2 \wedge dp_3}{|p_0|}.$$ (13)

Any DF $f$ that satisfies the collisionless Boltzmann equation (8) and is positive implies that $J$ is future-directed timelike, that $T$ satisfies the standard energy conditions (strong, dominated, weak, null) and that $J$ and $T$ are divergence-free:

$$\nabla^\mu J_\mu = 0, \quad \nabla^\mu T_{\mu\nu} = 0.$$ (14)

In the next subsection, we rewrite $J_\mu$ and $T_{\mu\nu}$ in terms of integrals over the conserved quantities $E$, $L$ and $L_c$, such that these quantities can be evaluated more easily for any DF of the form (11).

2.3. Explicit representation of the observables in terms of integrals over the conserved quantities

Re-expressing the fibre integrals in terms of the conserved quantities $E$, $L$ and $L_c$ involves two steps. The first one is to rewrite the volume form (13) in terms of these quantities. The second is to determine the correct integration limits for them.

The first step is straightforward. Using equations (3) and (5) one obtains, fixing $m$, $r$ and $\vartheta$,

$$\text{dvol}_t(p) = \frac{1}{r^2 \sin \vartheta} \frac{dE \, dL \, dL_c}{\sqrt{E^2 - V_{m,L}(r)} \sqrt{L^2 - L_c^2 / \sin^2 \vartheta}}.$$ (15)

The second step is more involved and has to be analyzed carefully. In order to determine the correct intervals over which $E$, $L$ and $L_c$ need to be integrated over, we make the following observations:

(a) As mentioned above, we restrict ourselves to DFs whose support lies in $\Gamma_{\text{bound}}$, that is the subset of relativistic phase space corresponding to bound orbits, which implies that $E_{\text{ms}} < E < m$ and $L_c(E) < L < L_{\text{lab}}(E)$.

(b) Given the position $r = r_{\text{obs}}$ of the observer, one needs that $V_{m,L}(r) \ll E^2$ for $r$ to lie in the classically allowed region. This implies that the total angular momentum must satisfy the additional bound

$$L \leq L_{\text{max}}(E, r) := r \sqrt{E^2 / N(r) - m^2}.$$ (16)
(c) A further restriction comes from the requirement that the radius of the observer \( r = r_{\text{obs}} \) must lie between the turning points \( r_1 < r_2 \) of the bound orbit with given \( E \) and \( L \), that is, \( r_1 \leq r_{\text{obs}} \leq r_2 \).

(d) When \( r_{\text{obs}} > r_{\text{ms}} = 6M \) the minimum possible value for the energy \( E \), such that a bound trajectory satisfying \( r_1 < r_{\text{obs}} < r_2 \) exists, occurs when \( r_{\text{obs}} \) coincides with the right turning point \( r_2 \) of the ISO, see figure 1. As shown in appendix B (cf equation (B10) and the right panel of figure 16) this implies that

\[
E > E_c(r) := m - \frac{r + 2M}{\sqrt{r(r + 6M)}}, \quad r > 6M.
\]

For \( E \in (E_c(r), m) \) the lower bound \( L = L_c(E) \) for the total angular momentum corresponds to the situation for which orbits with the same value of \( E \) but slightly smaller value for \( L \) plunge into the black hole.

(e) When \( 4M < r_{\text{obs}} < r_{\text{ms}} \) the minimum value for \( E \) such that a bound trajectory satisfying \( r_1 < r_{\text{obs}} < r_2 \) exists occurs when \( r_{\text{obs}} \) coincides with the position of the local maximum of the effective potential (see figure 1), such that

\[
E > E_c(r) := m - \frac{r - 2M}{\sqrt{r(r - 3M)}}, \quad 4M < r < 6M.
\]

For \( E \in (E_c(r), m) \) the lower bound for \( L \) is again given by \( L = L_c(E) \).

(f) For \( r = r_{\text{obs}} < r_{\text{ms}} = 4M \) there are not bound orbits.

(g) Note that in both cases (d) and (e), one has \( L_{\text{max}}(E, r_{\text{obs}}) \leq L_{\text{ab}}(E) \). To prove this, consider a trajectory with \( L = L_{\text{max}}(E, r_{\text{obs}}) \), such that \( r_{\text{obs}} \) is a turning point, and consider the effective potential \( V_{m,L} \) with \( L' = L_{\text{ab}}(E) \), such that its local minimum is equal to \( E^2 \). Then, clearly, \( V_{m,L}(r_{\text{obs}}) > E^2 \) which implies \( L' > L_{\text{max}}(E, r_{\text{obs}}) \). The limit \( L' = L_{\text{max}}(E, r_{\text{obs}}) \) occurs when \( r_{\text{obs}} \) coincides with the position of the minimum of \( V_{m,L} \).

(h) Finally, the range of \( L_c \) is restricted by the requirement that \( L^2 \geq 0 \), which yields \( |L_c| \leq L \sin \vartheta \).

Based on these observations, we conclude that the relevant range of integration for the conserved quantities \((E, L, L_c)\) is given by

\[
E_c(r) < E < m, \quad L_c(E) < L < L_{\text{max}}(E, r), \quad \text{and} \quad |L_c| < L \sin \vartheta,
\]

where

\[
E_c(r) = \begin{cases} 
  m - \frac{r - 2M}{\sqrt{r(r - 3M)}}, & 4M \leq r \leq 6M, \\
  m - \frac{r + 2M}{\sqrt{r(r + 6M)}}, & r \geq 6M.
\end{cases}
\]

and

\[
L_c(E) = \frac{4\sqrt{2}Mm^3}{\sqrt{36m^2 E^2 - 8m^4 - 27E^4 + E(9E^2 - 8m^2)^{3/2}}},
\]

\[
L_{\text{max}}(E, r) = r \sqrt{\frac{E^2}{N(r)} - m^2}.
\]
Figure 1. Behavior of effective potential vs radius for \( L = \sqrt{14} Mm \) (gray), \( L = \sqrt{15} Mm \) (red), and \( L = 4 Mm \) (purple). \((r_1, r_2)\) are the turning points and the dashed (red) lines represent the energy level corresponding to the maximum and minimum values of the potential with \( L = \sqrt{15} Mm \).

Figure 2. Behavior of the critical minimum energy \( E_c \) vs radius (left) and the critical angular momentum \( L_c \) vs energy (right).

For an alternative derivation of these limits and further details, see appendix B. The behavior of the critical minimum energy \( E_c (r) \) and the critical angular momentum \( L_c (E) \) are shown in figure 2. Note that \( E_c \) decreases from \( m \) to \( E_{ms} \) in the interval \( [4M, 6M] \) and increases from \( E_{ms} \) to \( m \) in the interval \( [6M, \infty) \). Furthermore, this function is continuously differentiable at \( r = 6M \). The function \( L_c (E) \) increases monotonously from \( L_{ms} \) to \( L_{mb} \).

Now that the integration limits are understood, the explicit form for the particle current density and the energy–momentum–stress tensor in terms of conserved quantities can be given:
\[ J_{\mu}(x) = \sum_{\epsilon, \epsilon' = \pm 1}^{\infty} \int_{L_{\epsilon}(E)}^{L_{\epsilon'}(E)} \int_{-L \sin \vartheta}^{L \sin \vartheta} f(x, p) p^{(\epsilon, \epsilon')} \frac{dL_{\epsilon} dL dE}{r^2 \sin \vartheta \sqrt{E^2 - V_{m,L}(r)} \sqrt{L^2 - L_{\epsilon}^2 / \sin^2 \vartheta}}, \]  
\[ (23) \]

\[ T_{\mu\nu}(x) = \sum_{\epsilon, \epsilon' = \pm 1}^{\infty} \int_{L_{\epsilon}(E)}^{L_{\epsilon'}(E)} \int_{-L \sin \vartheta}^{L \sin \vartheta} f(x, p) p^{(\epsilon, \epsilon')} \frac{dL_{\epsilon} dL dE}{r^2 \sin \vartheta \sqrt{E^2 - V_{m,L}(r)} \sqrt{L^2 - L_{\epsilon}^2 / \sin^2 \vartheta}}, \]  
\[ (24) \]

where the functions \( p_{\mu}(\epsilon, \epsilon') \) are given by equation (5) and the effective potential \( V_{m,L} \) is defined in equation (6). The expressions (23) and (24) are valid for any DF \( f \) which decays sufficiently fast in the momentum space such that these integrals converge. In the following section, we further reduce these integrals under the assumption that \( f(x, p) \) has the form (11).

3. Stationary, axisymmetric models

In this section, we further reduce the expressions (23) and (24) for the current density and energy–momentum–stress tensor for the case that the DF has the form (11), where we assume that \( F(E, L_z) \) is given by a generalized polytropic ansatz as in [17, 18]. Furthermore, we compute the total particle number, energy and angular momentum for these configurations and compare them with the analogous Newtonian models in paper I. For a related model in which the DF depends only on \( E \) and \( L_z/L \), see [33].

3.1. The relativistic \( (E, L_z) \)-models

For the following, we assume that the function \( F \) in equation (11) has the product form

\[ F(E, L_z) := F_0(E) \times I(L_z), \]  
\[ (25) \]

with \( F_0 \) given by the polytropic ansatz

\[ F_0(E) := \alpha \left( 1 - \frac{E}{E_0} \right)^{k-\frac{3}{2}}. \]  
\[ (26) \]

Here, \( \alpha, E_0 \) are positive parameters, \( k > 1/2 \), and the notation \( F_+ \) refers to the positive part of the quantity \( F \), that is \( F_+ = F \) if \( F > 0 \) and \( F_+ = 0 \) otherwise. The cut-off parameter \( E_0 \) provides an upper bound for the energy. For \( E_0 < m \), the resulting configurations have finite extent. However, in the results shown below we shall choose the limiting case \( E_0 = m \) in which the configurations extend to infinity, similar to the Newtonian configurations constructed in paper I. In turn, the function \( I(L_z) = I^{(\text{even,rot})}(L_z) \) is given by one of the following two functions:

\[ I^{(\text{even})}(L_z) := \left( \frac{L_z}{L_0} - 1 \right)^{\ell}. \]  
\[ (27) \]
A precise definition of a ‘static DF’ could be provided in terms of the complete lifts of the timelike and azimuthal discussions on the imposition of symmetries for the DF. corresponding to the integrals in the first line are independent of \( L_0 \) and \( \ell = 0, 1, 2, \ldots \) Here, the superscript ‘even’ refers to the fact that \( I(L_c) \) is an even function of \( L_c \), meaning that for any particle orbiting in the positive sense around the black hole, there is a corresponding particle moving in the opposite direction with the same absolute value of \( L_c \). As a consequence, the corresponding gas configurations are static\(^4\) and have vanishing total angular momentum. In contrast, the configurations denoted by the superscript ‘rot’ consist of particles with positive values of \( L_c \), and hence they rotate. The cut-off parameter \( L_0 \) provides a lower bound for the absolute value of the azimuthal angular momentum; hence when \( L_0 > 0 \) the gas configuration vanishes in the vicinity of the \( z \)-axis. As follows from the analysis in paper I, the total particle number, energy and angular momentum for the infinitely extended configurations \( E_0 = m \) are finite provided \( 2k > \ell + 7 \).

3.2. Spacetime observables

Since the DF is independent of \( L \), it is convenient to interchange the order of integration of \( L \) and \( L_c \) in equation (23), which yields

\[
J_\ell(x) = \sum_{\ell, r, \theta} \int_{E_c(r)}^{E_{\max}(E, r, \theta) \sin \theta} \int_{-L_{\max}(E, r, \theta) \sin \theta}^{L_{\max}(E, r, \theta) \sin \theta} dE_0(E) \int \frac{dL_c I(L_c)}{LL_{\max}(E, r, \theta)} \frac{p_\ell(\ell, r, \theta)}{r^2 \sin \theta}.
\]

Using the identity \( E^2 - V_{mL}(r) = N(r)[L_{\max}(E, r)^2 - L_c^2]/r^2 \), equation (5) and the formulae in appendix C, the integral over \( L \) can be performed analytically, obtaining

\[
\begin{pmatrix} J_0 \\ J_3 \end{pmatrix}(x) = \frac{2\pi}{\sqrt{N} \sin \theta} \int_{E_c(r)}^{E_{\max}(E, r) \sin \theta} dE_0(E) \int_{-L_{\max}(E, r) \sin \theta}^{L_{\max}(E, r) \sin \theta} dL_c I(L_c) \left( \frac{E}{\sqrt{N}} \right) \left( \frac{L}{r \sin \theta} \right)
\]

\[
- \frac{4}{\sqrt{N} \sin \theta} \int_{E_c(r)}^{E_{\max}(E, r) \sin \theta} dE_0(E) \int_{-L_{\max}(E, r) \sin \theta}^{L_{\max}(E, r) \sin \theta} dL_c I(L_c) \arctan \left( \frac{L_c(E)^2 - L_{\max}(E, r)^2}{L_{\max}(E, r)^2 - L_c(E)^2} \right) \left( \frac{E}{\sqrt{N}} \right) \left( \frac{L}{r \sin \theta} \right),
\]

while the remaining components are zero: \( J_1 = J_2 = 0 \). Note that the contribution to \( J_0 \) and \( J_3 \) corresponding to the integrals in the first line are independent of \( L_c(E) \) and very similar to the corresponding expression for the particle density \( n \) in the Newtonian case (see equation (38) in paper I). In contrast, the integrals on the second line depend on the critical angular momentum.

\(^4\) A precise definition of a ‘static DF’ could be provided in terms of the complete lifts of the timelike and azimuthal Killing vector fields associated with the Schwarzschild metric; see e.g. section 5 in [30] or appendix F in [31] for discussions on the imposition of symmetries for the DF.
\( L_\circ(E) \) which is related to the maximum of the potential, and thus they are due to relativistic effects. Similar expressions for \( T_{\mu\nu}(x) \) are obtained following the same steps, starting from equation (24).

The next step consists in computing the integrals over \( L_\circ \) for the specific models (27) and (28). The integrals on the right-hand side of the first line of equation (30) are easily evaluated. For the corresponding integrals on the second line, it is convenient to introduce the shorthand notation

\[
a = a(E, \vartheta) := \frac{L_\circ(E)}{L_0} \sin \vartheta, \quad b = b(E, r) := \frac{L_\circ(E)}{L_{\text{max}}(E, r)}, \quad L_\circ := aL_0 \lambda_c. \tag{31}
\]

Using integration by parts one finds, for instance,

\[
\begin{align*}
\int_{-L_\circ(E) \sin \vartheta}^{+L_\circ(E) \sin \vartheta} dL_\circ l(L_\circ) \arctan \left( \frac{L_\circ(E)^2 - L_\circ^2}{L_{\text{max}}(E, r)^2 - L_\circ(E)^2} \right) &= \frac{2L_0}{l+1} b \sqrt{1 - b^2} \\
&\quad \times \int_{1/a}^{1} \frac{d\lambda_c \lambda_c}{\sqrt{1 - \lambda_c^2}} \left( a \lambda_c - 1 \right)^{i+1} \sqrt{1 - b^2 \lambda_c^2}, \tag{32}
\end{align*}
\]

for both models (27) and (28). To write down the final result, it is convenient to introduce the functions

\[
K_i(a, b) := \frac{2}{\pi} \sqrt{1 - b^2} \int_{1/a}^{1} \frac{d\lambda_c \lambda_c}{\sqrt{1 - \lambda_c^2}} \left( a \lambda_c - 1 \right)^{i+1} \sqrt{1 - b^2 \lambda_c^2}, \quad a > 0, \quad 0 < b < 1, \tag{33}
\]

and

\[
\tilde{K}_i(a, b) := \frac{1}{l+1} \left( \left( \frac{a}{b} - 1 \right)^{i+1} + b \tilde{K}_i(a, b) \right), \quad a > 0, \quad 0 < b < 1. \tag{34}
\]

As shown in appendix D, these functions are continuous in \((a, b)\) with \(\tilde{K}_i(a, b)\) satisfying the bound 0 ≤ \(K_i(a, b)\) ≤ \((a - 1)^{i+1}\) for all \(a > 0\) and \(0 < b < 1\), which implies \(K_i(a, b) = 0\) if \(a < 1\). In particular, \(K_i(a, b)\) vanishes if \(0 < a \leq 1\), that is, if \(L_\circ(E) \sin \vartheta \leq L_0\), which is always the case if \(L_0 \geq L_{\text{mb}} = 4Mm\), see figure 2. Consequently, \(K_i(a, b) = 0\) if \(a \leq 1\), that is, if \(L_{\text{max}}(E, r) \sin \vartheta \leq L_0\). Although we have not found a closed-form expression for the functions \(K_i(a, b)\) for generic values of \(l\), it is possible to obtain explicit expressions at least for \(l = 0, 1, 2\) using a symbolic integration package such as MAPLE or Wolfram Mathematica, see appendix D for more details.

Gathering the results, one obtains

\[
\begin{align*}
J_0^{(\text{even})}(x) &= J_0^{(\text{odd})}(x) = \frac{4\pi L_0}{N(r)R} \int_{E_i(r)}^{m} dEEF_0(E)K_i(a, b), \tag{35} \\
J_3^{(\text{odd})}(x) &= \frac{4\pi L_0^3}{\sqrt{N(r)R^2}} \int_{E_i(r)}^{m} dEEF_0(E) [K_{i+1}(a, b) + K_i(a, b)], \tag{36}
\end{align*}
\]
while \( J_{3}^{(even)}(x) = 0 \), and the remaining orthonormal components of \( J_{\mu} \) are identically zero. Here, and in the following, \( R := r \sin \vartheta \) refers to the cylindrical radius, and we recall the definitions of the quantities \( a \) and \( b \) in equation (31). The orthonormal components of the particle current density in equations (35) and (36) determine the invariant particle density and four-velocity of the gas:

\[
n := \sqrt{-J^{\hat{\mu}}J_{\hat{\mu}}} = \sqrt{J_{0}^{2} - J_{3}^{2}}, \quad u^{\hat{\mu}} = \frac{1}{n}J^{\hat{\mu}}. \tag{37}
\]

Repeating the calculations for the energy–momentum–stress tensor (see appendix C for further details) one obtains

\[
\begin{align*}
T_{\hat{0}\hat{0}}(x) &= \frac{4}{\sqrt{N(r)}R} \left[ \frac{\pi}{2} \int_{E_{c}(r)}^{+L_{c}(E) \sin \vartheta} dE_{0}(E) \int_{-L_{c}(E) \sin \vartheta}^{+L_{c}(E) \sin \vartheta} dL_{c}(L_{c}) \left( \frac{E^{2}}{N(r)} \right) \right. \\
&\qquad - \left. \int_{E_{c}(r)}^{+L_{c}(E) \sin \vartheta} dE_{0}(E) \int_{-L_{c}(E) \sin \vartheta}^{+L_{c}(E) \sin \vartheta} dL_{c}(L_{c}) \arctan \sqrt{\frac{L_{c}(E)^{2} - L_{c}^{2} / \sin^{2} \vartheta}{L_{c}(E^{2}) - L_{c}(E)^{2}}} \right] \\
&\qquad \times \left( \frac{E^{2}}{N(r)} \right), \tag{38}
\end{align*}
\]

and \( T_{\hat{1}\hat{1}} = A - B, T_{\hat{2}\hat{2}} = A + B \) with

\[
A = \frac{2}{\sqrt{N(r)R}^{2}} \left[ \frac{\pi}{2} \int_{E_{c}(r)}^{+L_{c}(E) \sin \vartheta} dE_{0}(E) \int_{-L_{c}(E) \sin \vartheta}^{+L_{c}(E) \sin \vartheta} dL_{c}(L_{c}) \left( L_{c}(E^{2}) - L_{c}(E)^{2} \right) \right] \\
B = \frac{2}{\sqrt{N(r)R}^{2}} \int_{E_{c}(r)}^{+L_{c}(E) \sin \vartheta} dE_{0}(E) \int_{-L_{c}(E) \sin \vartheta}^{+L_{c}(E) \sin \vartheta} dL_{c}(L_{c}) \sqrt{L_{c}(E^{2}) - L_{c}(E)^{2}} \left( L_{c}(E^{2}) - L_{c}(E)^{2} \right) \right] \\
\tag{39}\]

For the specific model (28) one obtains, recalling the definitions of \( a, b, K_{i}(a, b) \) and \( \tilde{K}_{i}(a, b) \) in equations (31)–(34):

\[
T_{\hat{0}\hat{0}}^{(rot)}(x) = \frac{4\pi L_{0}}{\sqrt{N(r)R}^{2}} \int_{E_{c}(r)}^{+L_{c}(E) \sin \vartheta} dE_{0}(E) \tilde{K}_{i}(a, b), \tag{41}
\]
\[ T^{(\text{rot})}_{03}(x) = -\frac{4\pi L_0^2}{N(r)R^3} \int_{E_0(r)}^{m} dE_0(E) \left[ K_i(a,b) + K_{i+1}(a,b) \right], \quad (42) \]

\[ T^{(\text{rot})}_{33}(x) = \frac{4\pi L_0^2}{\sqrt{N(r)R^3}} \int_{E_0(r)}^{m} dE_0(E) \left[ K_i(a,b) + 2K_{i+1}(a,b) + K_{i+2}(a,b) \right], \quad (43) \]

\[ T^{(\text{rot})}_{11}(x) = \frac{2\pi L_0^2}{\sqrt{N(r)R^3}} \int_{E_0(r)}^{m} dE_0(E) \left[ \left( \frac{a^2}{b^2} - 1 \right) K_i(a,b) - 2K_{i+1}(a,b) \right] \]

\[ -K_{i+2}(a,b) = \frac{a^2}{b^2} \sqrt{1 - \frac{b^2}{l+1}} K_i(a,0), \quad (44) \]

\[ T^{(\text{rot})}_{22}(x) = \frac{2\pi L_0^2}{\sqrt{N(r)R^3}} \int_{E_0(r)}^{m} dE_0(E) \left[ \left( \frac{a^2}{b^2} - 1 \right) K_i(a,b) - 2K_{i+1}(a,b) \right] \]

\[ -K_{i+2}(a,b) + \frac{a^2}{b^2} \sqrt{1 - \frac{b^2}{l+1}} K_i(a,0). \quad (45) \]

Here, the function \( \tilde{K}_i(a,0) \) can be expressed in terms of hypergeometric functions \( \, _2F_1(a,b;c;z) \), see appendix D for the explicit form. For the even model (27) one finds \( T^{(\text{even})}_{0\hat{1}\hat{2}} = T^{(\text{even})}_{\hat{2}\hat{1}\hat{2}} \) for the diagonal elements \( (\hat{\mu}\hat{\nu}) = (0\hat{0}, \hat{1}\hat{1}, \hat{2}\hat{2}, \hat{3}\hat{3}) \), whereas all non-diagonal components (including \( (\hat{\mu}\hat{\nu}) = (0\hat{3}) \)) are zero. The orthonormal components of the energy–momentum–stress tensor allow one to construct the energy density \( \varepsilon \) and principal pressures \( P_r, P_\theta, P_\phi \), which can be determined by diagonalizing \( T^{(\hat{\nu})}_{\hat{\mu}\hat{\nu}} \) [29, 34]. More specifically, \( -\varepsilon \) is the eigenvalue of \( T^{(\hat{v})}_{\hat{\nu}} \) corresponding to the timelike eigenvector, and \( P_r, P_\theta, P_\phi \) are the eigenvalues belonging to the spacelike ones. Explicitly, this yields

\[ \varepsilon = \frac{1}{2} \left[ T_{00} - T_{33} + \sqrt{(T_{33} + T_{00})^2 - 4T_{03}^2} \right], \quad (46) \]

\[ P_r = T_{11}, \quad (47) \]

\[ P_\theta = T_{22}, \quad (48) \]

\[ P_\phi = \frac{1}{2} \left[ -T_{00} + T_{33} + \sqrt{(T_{33} + T_{00})^2 - 4T_{03}^2} \right]. \quad (49) \]

For the even model (27) one has \( T^{(\text{even})}_{0\hat{3}} \) = 0 and the expressions above simplify to \( \varepsilon = T_{00} \) and \( P_\phi = T_{33} \), as expected since in this case the energy–momentum–stress tensor is diagonal.

We end this subsection by observing that the support of the configuration is determined by those values of \( (r, \theta) \) for which \( L_{\max}(E, r) \sin \theta \geq L_0 \) for some \( E \in [E_r(r), m] \) in the allowed range (see the comments below equation (34)). Since for fixed \( r \), \( L_{\max}(E, r) \) is an increasing function of \( E \), we conclude that the support of the configuration is delimited by

\[ L_{\max}(m, r) \sin \theta \geq L_0, \quad r \geq 4M, \quad (50) \]

or

\[ \frac{1}{N(r)} - \frac{L_0^2}{m^2 r^2 \sin^2 \theta} \geq 0, \quad r \geq 4M, \quad (51) \]
which, in the Newtonian limit, reduces to the expression in equation (51) of paper I with the dimensionless Kepler potential \( \psi(r) = Mm/(L_0r) \). However, in stark contrast to the nonrelativistic case, the inner boundary of the configuration cannot lie arbitrarily close to the central object even if \( L_0 \) is small. The minimal value \( r = 4M \) is due to the presence of the ISOs which are absent in the Newtonian case.

### 3.3. Total particle number, energy and angular momentum of the kinetic gas cloud

In this subsection we derive expressions for the total particle number, energy and angular momentum of the gas configuration. These are the conserved quantities associated with the divergence-free currents \( J^\mu, J^\mu_L := -T^\mu_\nu k^\nu \) and \( J^\mu_S := T^\mu_\nu \nu^\nu \), respectively, with \( k = \partial_t \) and \( \nu = \partial_x \) the timelike and azimuthal Killing vector fields of the Schwarzschild metric. Denoting by \( S \) a spacelike Cauchy surface and by \( \hat{n} \) the associated future-directed unit normal, the corresponding conserved quantities are

\[
N_{\text{gas}} = - \int_S J^\mu \hat{n}_\mu \eta_S, \quad E_{\text{gas}} = - \int_S J^\mu_L \hat{n}_\mu \eta_S, \quad J_{\text{gas}} = - \int_S J^\mu_S \hat{n}_\mu \eta_S, \quad (52)
\]

with \( \eta_S \) the induced volume form on \( S \). Choosing without loss of generality \( S \) to be a hypersurface of constant (Schwarzschild) time \( t \) with spatial coordinates \( (x^1, x^2, x^3) \), the first integral can be rewritten as [31]

\[
N_{\text{gas}} = \int_{\mathbb{R}^6} f(x, p, dx^\mu) dx^1 dx^2 dx^3 dp_1 dp_2 dp_3, \quad (53)
\]

where \( x \) is the manifold point with local coordinates \( (t, x^1, x^2, x^3) \) and \( p_\mu dx^\mu \in P^+ (m) \) is the momentum covector on the future mass shell with spatial coordinates \( (p_1, p_2, p_3) \). To make further progress, it is very useful to transform the spatial phase space coordinates \( (x^i, p_i) \) to action-angle variables \( (Q^i, J_i) \), see for example [8]. Since the transformation \( (x^i, p_i) \mapsto (Q^i, J_i) \) is symplectic, the volume form transforms trivially, and one obtains

\[
N_{\text{gas}} = \int_{\Omega_t} \int_{\mathbb{T}^3} f(x, p) dQ^1 dQ^2 dQ^3 dJ_1 dJ_2 dJ_3, \quad (54)
\]

with \( \Omega_t \subset \mathbb{R}^3 \) the range of the action variables \( J_\ell \). In the models considered in this article the DF \( f \) only depends on the integrals of motion and hence only on \( J_\ell \). Therefore, the integral over the angle variables \( Q^\ell \) is trivial and yields the simple factor \( (2\pi)^3 \) corresponding to the volume of the three-torus \( \mathbb{T}^3 \). On the other hand, the action variables can be expressed in terms of the conserved quantities \( (E, L, L_\ell) \), and one can show that

\[
dJ_1 dJ_2 dJ_3 = \frac{1}{2\pi} T_r(E, L) dEdLdL_\ell, \quad (55)
\]

where \( T_r(E, L) \) denotes the period function for the radial motion (see [8] for details). This yields

\[
N_{\text{gas}} = 4\pi^2 \int_{\Omega} F(E, L, L_\ell) T_r(E, L) dEdLdL_\ell, \quad (56)
\]
where $\Omega$ is the range for $(E, L, L_c)$ corresponding to $\Omega_l$. Similarly, one obtains the following expressions for the total energy and angular momentum:

$$E_{\text{gas}} = 4\pi^2 \int_{\Omega} EF(E, L_c) T_r(E, L) dE dL dL_c, \quad J_{\text{gas}} = 4\pi^2 \int_{\Omega} L_c F(E, L_c) T_r(E, L) dE dL dL_c. \quad (57)$$

The period function can be expressed analytically in terms of Legendre’s elliptic integrals and the roots $r_0 < r_1 < r_2$ of the cubic equation $r^3 (E^2 - V_{mL}(r)) = 0$, with $r_1$ and $r_2$ the turning points (see appendix A for more details). In terms of the dimensionless quantities $\varepsilon := \frac{E}{m}, \quad \varepsilon_0 := \frac{E_0}{m}, \quad \lambda := \frac{L}{M m}, \quad \lambda_0 := \frac{L_0}{M m}, \quad \xi := \frac{r}{M},$ the period function has the form (cf appendix in [9])

$$T_r(\varepsilon, \lambda) = 2M \varepsilon [\mathbb{H}_2 - \mathbb{H}_0], \quad (59)$$

where

$$\mathbb{H}_0 := -\frac{\xi_{012}}{2\xi_1 (\xi_2 - \xi_0)} [(\xi_0 \xi_{012} - \xi_1 \xi_2) \mathbb{F}(\kappa) + \xi_1 (\xi_2 - \xi_0) \mathbb{E}(\kappa)] + \xi_{012} (\xi_1 - \xi_0) \Pi \left( b^2, \kappa \right),$$

$$\mathbb{H}_2 := \frac{8\xi_{012}}{\xi_1 (\xi_2 - \xi_0)} \left[ \frac{\xi_1^2}{\xi_0 - 2} \mathbb{F}(\kappa) + (\xi_1 - \xi_0) \Pi \left( b^2, \kappa \right) - \frac{4(\xi_1 - \xi_0)}{(\xi_1 - 2)(\xi_0 - 2)} \Pi \left( \beta^2, \kappa \right) \right]. \quad (60)$$

Here, $\mathbb{F}(\kappa)$, $\mathbb{E}(\kappa)$, and $\Pi(b^2, \kappa)$ are Legendre’s complete elliptic integrals of the first, second and third kind, respectively, as defined in [35]. Further, we have abbreviated $\xi_{012} := \xi_0 + \xi_1 + \xi_2$ and have defined

$$b := \sqrt{\frac{\xi_2 - \xi_1}{\xi_2 - \xi_0}}, \quad \kappa := \sqrt{\frac{\xi_0}{\xi_1}}, \quad \beta := \sqrt{\frac{\xi_0 - 2}{\xi_1 - 2}} b. \quad (62)$$

Using the DF (25) for the models (26)–(28) and taking into account that $T_r(E, L)$ is independent of $L_c$, the integral over $L_c$ in equation (56) can be computed explicitly, and one obtains for both the (rot) and (even) models

$$\frac{N_{\text{gas}}}{M^3 m^3 l_{\text{gas}}} = 4(2\pi)^2 \frac{\lambda_0}{l + 1} \int_{\varepsilon_{\text{gas}}} d\varepsilon \varepsilon \left( 1 - \frac{\varepsilon}{\varepsilon_0} \right)^{k-\frac{1}{2} \lambda_{\text{as}}(\varepsilon)} \int d\lambda \left( \mathbb{H}_2 - \mathbb{H}_0 \right) \left( \frac{\lambda}{\lambda_0} - 1 \right)^{l+1}. \quad (63)$$

The remaining two integrals on the right-hand side of equation (63) are computed numerically. For this, it is very useful to perform a further change of variables from $(\varepsilon, \lambda)$ to $(p, e)$ which generalize the ‘semi-latus rectum’ and eccentricity to the Schwarzschild case (see [36, 37]). These new variables are related to the turning points through

$$\xi_1 = \frac{p}{1+e}, \quad \xi_2 = \frac{p}{1-e}. \quad (64)$$

The main advantage of this transformation is the fact that it maps the region of integration to the simpler region $0 < e < 1$ and $p > 6 + 2e$. Furthermore, the third root $\xi_0$ and the dimensionless energy and angular momentum can be expressed explicitly in terms of $(p, e)$ as

$$\xi_0 = \frac{2p}{p - 4}, \quad \varepsilon = \sqrt{\frac{(p - 2)^2 - 4e^2}{p(p - e^2 - 3)}}, \quad \lambda = \frac{p}{\sqrt{p - e^2 - 3}}, \quad p > 6 + 2e, \quad (65)$$
see equations (A3) and (A4) in appendix A. Further, using equations (A4) and (A5) one obtains

$$\varepsilon_{\text{de}d\lambda} = \frac{e [(p - 6)^2 - 4e^2]}{2p\sqrt{(p - e^2)^3}} \text{de}dp. \quad (66)$$

Gathering these results yields the final expression for the total particle number:

$$\frac{N_{\text{gas}}}{M^3m^3\alpha} = \frac{8\pi^2\lambda_0}{I + 1} \int \frac{d\varepsilon}{6 + 2n} \int_0^\infty dp \frac{(p - 6)^2 - 4e^2}{p\sqrt{(p - e^2)^3}} \left(1 - \frac{\varepsilon}{\varepsilon_0}\right)^{k-\frac{3}{2}}$$

$$\times \left(\frac{\lambda_0 - 1}{\lambda_0}\right)^{l+1} + \left(\frac{\lambda_0 - 1}{\lambda_0}\right)^{l+2} (\mathbb{H}_2 - \mathbb{H}_0). \quad (67)$$

The corresponding expression for the total energy $E_{\text{gas}}$ is obtained from this by adding the factor $E = mc^2$ in the integrand on the right-hand side of equation (67). The total angular momentum is obtained from a similar calculation, starting from equation (57), and yields

$$\frac{J_{\text{rot}}}{M^3m^3\alpha} = \frac{8\pi^2\lambda_0}{I + 1} \int \frac{d\varepsilon}{6 + 2n} \int_0^\infty dp \frac{(p - 6)^2 - 4e^2}{p\sqrt{(p - e^2)^3}} \left(1 - \frac{\varepsilon}{\varepsilon_0}\right)^{k-\frac{3}{2}}$$

$$\times \left(\frac{\lambda_0 - 1}{\lambda_0}\right)^{l+1} + \left(\frac{\lambda_0 - 1}{\lambda_0}\right)^{l+2} (\mathbb{H}_2 - \mathbb{H}_0), \quad (68)$$

whereas $J_{\text{even}}^{(\text{even})} = 0$.

These expressions simplify considerably in the Newtonian limit, in which $\lambda_0 \gg 1$. Since $\lambda \sim \sqrt{p}$ for large values of $\lambda$, this implies that $p \gg 1$, and using the asymptotic expressions

$$\varepsilon_0 = 2 + \frac{8}{p} + \mathcal{O}(p^{-2}), \quad (69)$$

$$b = \sqrt{\frac{2\varepsilon}{1 + e}} \left[1 + \mathcal{O}(p^{-1})\right], \quad \kappa = 2\varepsilon \frac{p}{1 + \mathcal{O}(p^{-1})}, \quad \beta = \frac{4\sqrt{\varepsilon}}{p} \left[1 + \mathcal{O}(p^{-1})\right], \quad (70)$$

$$\varepsilon = 1 - \frac{1 - e^2}{2p} + \mathcal{O}(p^{-2}), \quad \mathbb{H}_2 - \mathbb{H}_0 = \pi \left(\frac{p}{1 - e^2}\right)^{3/2} \left[1 + \mathcal{O}(p^{-1})\right], \quad (71)$$

one finds, choosing $\varepsilon_0 = E_0/m = 1$,

$$\frac{N_{\text{gas}}}{M^3m^3\alpha} \approx \frac{\pi^3}{2^{k-\frac{3}{2}} (l + 1)\lambda_0^l} \int_0^1 de e(1 - e^2)^{l-3} \int_{\lambda_0^{l+1}}^\infty dp \frac{p^{k-\frac{3}{2}}}{\sqrt{(\sqrt{p} - \lambda_0)^{l+1}}}$$

$$= \frac{\pi^3}{2^{k-\frac{3}{2}}} \frac{\Gamma(l + 1)\Gamma(2k - l - 6)}{\Gamma(2k - 3)} \frac{1}{\lambda_0^{l+1}} \frac{1}{\lambda_0^{2k-6}}. \quad (72)$$

This agrees with the corresponding expression for the total rest mass of the Newtonian model, see equation (C7) in paper I with $\chi = 0, E_0 = mc^2$ and taking into account that in natural units $M$ should be replaced with the gravitational radius $r_g := GM/c^3$ and $m$ with $mc$ in the left-hand side of equation (72). Likewise, the internal energy, $E_{\text{gas}} - mN_{\text{gas}}$, reduces to the corresponding expression in the Newtonian limit for large values of $\lambda_0$,

$$\frac{E_{\text{gas}} - mN_{\text{gas}}}{M^3m^3\alpha} \approx - \frac{\pi^3}{2^{k-\frac{3}{2}}} \frac{\Gamma(l + 1)\Gamma(2k - l - 4)}{\Gamma(2k - 1)} \frac{1}{\lambda_0^{2k-4}}. \quad (73)$$

see equation (C8) in paper I.
In order to analyze the differences between the relativistic and non-relativistic cases, we evaluate numerically the expression in equation (67) for the total particle number and compare it with the analogous expression from equation (C7) in paper I with $E_0 = mc^2$ for the Newtonian model in the Kepler and isochrone potentials (the latter being regular at the center). This comparison is shown in figure 3 for different values of the parameters $(k, l)$ and the parameter values $\kappa = 0$ (corresponding to the Kepler potential) and $\kappa = 1$ characterizing the isochrone potential. For large values of $\lambda_0$, the three descriptions show the same behavior, as expected. However, the relativistic configurations have a smaller total rest mass than their non-relativistic counterparts for $\lambda_0 \lesssim 1$ while their mass is slightly larger for some intermediate values of $\lambda_0$ lying in a small interval between 1 and 10. Similarly, in figure 4 we provide a comparison between the internal energy $E_{\text{gas}} - mN_{\text{gas}}$ in the relativistic and Newtonian cases. As in the total mass case, we note that the three descriptions agree with each other when $\lambda_0$ is large, while for small values of $\lambda_0$ the relativistic internal energy has the smallest absolute value.

In the next section we discuss the properties of the spacetime observables associated with the relativistic gas configurations, keeping fixed the total particle number computed from equation (67).
Figure 5. Normalized particle density $\bar{n}(\text{rot})$ (left panel) and $\bar{n}(\text{rot}) \times r^2$ (right panel) as a function of the dimensionless radius $\xi$ in the equatorial plane for $k = 5$, $l = 0, 1, 2$, $\lambda_0 = 4$. As $l$ increases, the location of the maximum moves outwards, as expected. Although configurations with smaller values of $l$ have a higher maximum of $\bar{n}(\text{rot})$, we see that they eventually intersect the curves belonging to higher values of $l$ and they decay faster for large $\xi$, as is visible from the plot in the right panel.

Figure 6. Same as previous plot for the parameter values $l = 1$, $k = 5, 6, 7$ and $\lambda_0 = 4$.

4. Properties of the spacetime observables

In this section we discuss the properties of the spacetime observables derived from the particle current density vector and the energy–momentum–stress tensor. For definiteness, we focus our attention on the particle density, the kinetic temperature, the pressure anisotropy, and we compare their properties with those of the corresponding Newtonian model in paper I. Recall that these quantities depend on the amplitude $\alpha$ of the DF and the dimensionless parameters $\varepsilon_0$, $\lambda_0$ (see equation (58)), $k$ and $l$. As explained previously, we choose the maximum value $\varepsilon_0 = 1$ in all the results shown, which leads to an infinitely extended cloud. The cut-off value $\lambda_0$ for the azimuthal angular momentum is an arbitrary positive parameter, while $l \geq 0$ and $k > 7/2 + l/2$ is necessary in order to guarantee a finite total particle number, energy and angular momentum. In the following, we compare configurations of equal total particle number $N_{\text{gas}}$, which fixes the amplitude $\alpha$. At the end of this section we also compare our kinetic configurations with the well-known ‘polish doughnuts’ based on a perfect fluid model.
4.1. Normalized particle density and morphology of the gas cloud

In this subsection we discuss the properties of the normalized particle density

\[ \bar{n}(\xi, \vartheta) := \frac{M^3 n(\xi, \vartheta)}{N_{\text{gas}}}, \]

which can be computed from equations (37) and (67) for both the even and rotating models. Although both models have the same total particle number \( N_{\text{gas}} \), their particle densities differ from each other, \( n^{(\text{even})} \neq n^{(\text{rot})} \), which is due to the fact that \( n \) depends on the \( \hat{3} \)-component of \( J \). After fixing \( \varepsilon_0 = 1 \) the quantity \( \bar{n}(\xi, \vartheta) \) depends only on \( \lambda_0, k \) and \( l \), as discussed above.

In figures 5 and 6 we show the profiles of \( \bar{n} \) and \( \bar{n}^2 \) on the equatorial plane (\( \vartheta = \pi/2 \)) for different values of the free parameters for the rotating model. As is visible from these plots, the configurations become more compact as \( l \) decreases or \( k \) increases. This is the same qualitative behavior as in the Newtonian case, see paper I.

The morphology of the particle density for configurations with \((k, l) = (5, 1)\) and \( \lambda_0 = 4 \) and \( \lambda_0 = 1 \) is shown in figure 7 for the rotating case and reveals the toroidal-like structure of the configuration. As can also be seen from this plot, the particle density is everywhere regular, has a maximum at some circle lying in the equatorial plane, and decays for large radii. Note also the difference in the shape of the disk near the black hole in the two cases. For \( \lambda_0 = 1 \) the inner boundary has a spherical part (with radius equal to \( 4M \), i.e. the radius of the marginally bound orbits) delimited by two cusps, whereas for \( \lambda_0 = 4 \) the inner part of the disk is wedge-like. This is related to the fact that when \( \lambda_0 \leq 4 \), the ISOs become occupied, which yields a change of behavior in the minimum radius.

The differences in the profiles of the particle density between the even and rotating cases is small in all cases we have examined. As an example, we show in figure 8 the relative difference \( n^{(\text{even})}/n^{(\text{rot})} - 1 \) between the two models for different values of \((k, l)\) and \( \lambda_0 = 4 \). The maximum relative difference is about 0.414 and occurs at the inner radius of the disk.
Figure 8. Comparison of the particle density between the even (blue) and rotating (red) models and the corresponding nonrelativistic models for \((k, l) = (5, 1)\) and \(\lambda_0 = 4\). The difference between the first two models is not visible in this plot. The relative difference is shown in the next plot.

Figure 9. Relative difference \(n^{(\text{even})}/n^{(\text{rot})} - 1\) between the even and rotating models for \((k, l) = (4, 0)\) (red), \((k, l) = (5, 1)\) (blue), \((k, l) = (6, 2)\) (green), and \(\lambda_0 = 4\).

Finally, in figure 9 we compare the particle density profiles and compare them with the corresponding profiles of the nonrelativistic models with the Kepler \((\kappa = 0)\) and isochrone potentials \((\kappa = 1)\). As expected, these profiles agree with each other for large values of \(\xi\). However, the nonrelativistic configurations have an inner radius that is larger than their relativistic counterparts, and hence the relativistic and nonrelativistic profiles are considerably different from each other for smaller values of \(\xi\).

4.2. Kinetic temperature

As in paper I, we define the kinetic temperature \(T\) through the ideal gas equation \(nk_B T = \bar{P}\) with the average pressure \(\bar{P} := (P_\rho + P_\phi + P_{\phi\phi})/3\) and the particle density \(n\). We show the equatorial temperature profile in figures 10 and 11 for the cases \(\lambda_0 = 4\) and \((k, l) = (4, 0)\) and
Figure 10. Equatorial kinetic temperature profiles for the model with parameter values 
\((k, l) = (4, 0)\) and \((5, 1)\) and \(\lambda_0 = 4\).

Figure 11. Equatorial kinetic temperature profile for the model with parameter values 
\((k, l) = (5, 1)\) and \(\lambda_0 = 4\) in the relativistic and Newtonian cases.

\((k, l) = (5, 1)\) and the rotating model, along with the corresponding results in the Newtonian cases. The behavior is qualitatively similar to the profile of the particle number density.

4.3. Pressure anisotropy

Figures 12 and 13 show the principal pressures as a function of the dimensionless areal coordinate \(\xi = r/M\) on the equatorial plane for the rotating model. Note that for \(\lambda_0 = 1\) these pressures are different from each other, while for \(\lambda_0 \geq 4\) the principle pressures \(P_r\) and \(P_\theta\) corresponding to the radial and polar directions are always equal to each other. This can be understood by realizing that the expressions (44) and (45) differ from each other only in the sign of the last term in the integrand. However, this term is proportional to \(K_l(a, 0)\) which vanishes if \(\lambda_0 \geq 4\). As expected, for large values of \(\xi\), the results agree with the corresponding results from the Newtonian models discussed in paper I. As seen from the plots in figure 13, as \(r\) increases
Figure 12. Log–log plot showing the behavior of the principal pressures (normalized by the average pressure $P$) as a function of the areal radius $r$ in the equatorial plane for the parameter values $k = 5$, $l = 1$, $\varepsilon_0 = 1$ and the rotating model. Left panel: $\lambda_0 = 1$. Note that in this case the three pressures are different from each other, with $P_r$ converging to $P_\vartheta$ for large $r$. Right panel: $\lambda_0 = 4$. In this case, $P_r = P_\varphi$ everywhere.

Figure 13. Behavior of the principal pressures $P_r$ and $P_\varphi$ (normalized by the average pressure $P$) as a function of the areal radius $r$ in the equatorial plane (note that we use a logarithmic scale in $r$) for the parameter values $k = 5$, $l = 1$, $\varepsilon_0 = 1$, $\lambda_0 = 4$ and the rotating model. For comparison, we also show the corresponding results from the Newtonian case with the Kepler ($\kappa = 0$) and the isochrone ($\kappa = 1$) potentials. Left panel: The principal pressure $P_r$ corresponding to the radial direction. Right panel: Principal pressure $P_\varphi$ corresponding to the azimuthal direction. Note that the inner radius of the Newtonian configurations is located at $\xi = 8$ (for the Kepler case) and $\xi = 4\sqrt{5} \approx 8.94$ (for the isochrone potential with $\kappa = 1$) while the relativistic configurations have their inner edge located at $\xi = 4$. As this inner radius is approached, $P_\varphi / P$ converges to zero in all cases. As expected, for large values of $r$, the relativistic and Newtonian profiles agree with each other.

from its value at the inner edge of the configuration to large values, the radial pressure decays while the azimuthal pressure increases monotonically.

4.4. Comparison with fluid model

We end this section by comparing our kinetic configurations to the well-known 'polish doughnuts' hydrodynamics configurations whose construction is briefly reviewed in appendix E. We start with the comparison of the boundary surface delimiting the support of the gas. In the kinetic case, this boundary is determined by equation (51). Written in terms of the dimensionless quantities introduced in equation (58) this gives

$$\frac{2}{\xi - 2} - \frac{\lambda_0^2}{\xi^2 \sin^2 \vartheta} \geq 0, \quad \xi \geq 4,$$

(75)
Figure 14. Normalized profiles between the kinetic and fluid descriptions. The left panel shows the profile of the particle density for the fluid model in the extreme cases with adiabatic indices $\gamma = 1.01$ (dashed red) and $\gamma = 2$ (dotted dashed blue) and the corresponding particle density for the rotating kinetic models with $(k, l) = (4, 0)$ (black) and $(k, l) = (5, 1)$ (gray). The right panel shows the normalized profile for the fluid (dashed blue) and kinetic temperature with $(k, l) = (4, 0)$ (red). The temperature profile for the kinetic model with $(k, l) = (5, 1)$ lies almost on the top of the profile for the $(k, l) = (4, 0)$ model, and thus it is not plotted. In both panels the normalization is chosen such that the maximum is one.

which is equivalent to the condition $\xi \geq \xi_{\text{min}}(\vartheta)$ with

$$\xi_{\text{min}}(\vartheta) := \begin{cases} \lambda_0^2 \frac{1}{4 \sin^2 \vartheta} \left[ 1 + \sqrt{1 - \frac{16 \sin^2 \vartheta}{\lambda_0^2}} \right] & \text{if } 4 \sin \vartheta \leq \lambda_0, \\ 4 & \text{if } 4 \sin \vartheta > \lambda_0. \end{cases}$$

(76)

In the fluid case, restricting ourselves to the region $r > 4M$, the boundary surface is determined by the level one set of the enthalpy function $h$. According to equation (E15), this yields precisely the same condition $\xi \geq \xi_{\text{min}}(\vartheta)$ where now $\lambda_0$ stands for the (constant) azimuthal angular momentum per energy of the fluid elements divided by $M$. As explained in paper I, this coincidence is due to the fact that as one approaches the boundary surface from the inside of the fluid configuration, the pressure’s gradient converges to zero implying that the fluid elements follow timelike geodesics with specific azimuthal angular momentum $M\lambda_0$, as in the kinetic case.

Although the boundary surface in the kinetic and fluid models coincide exactly with each other, the structure of the interior cloud cannot be identical in both models. Indeed, in the fluid model, the pressure is enforced to be isotropic and each fluid element has constant azimuthal angular momentum per energy along the stream lines, whereas in the kinetic model, the pressure is anisotropic and the gas particles’ azimuthal angular momenta obey the distributions $I^{(\text{even})}$ or $I^{(\text{rot})}$, see equations (27) and (28).

In order to compare both model’s morphology with each other, for the following we use the particle density $n$ and the temperature $T$. In the fluid case, we assume a polytropic equation of state $P = Kn^\gamma$ with $K$ a constant and $\gamma$ the adiabatic index subject to $1 < \gamma \leq 2$, and obeying the ideal gas equation $P = n k_B T$. Integrating the first law one obtains the following relation between the specific enthalpy $h$, $n$ and $T$ (see appendix E for details):

$$h - 1 = \frac{\gamma}{\gamma - 1} K \frac{n^{-\gamma}}{m} = \frac{\gamma}{\gamma - 1} \frac{k_B}{m} T,$$

(77)
Table 1. Top row: Ratio between the radii corresponding to the maxima of the fluid and kinetic temperature profiles. Bottom row: Ratio between the corresponding maxima of the temperature. Here we choose \((k, l) = (5, 1)\), and in the fluid case the adiabatic index is determined as in Paper I, i.e. \(\gamma = \gamma^{(\text{kinetic})}\) which fits the asymptotic decay of the kinetic configuration. Three significant figures are shown.

| \(\lambda_0\) | 0.970 | 0.970 | 0.968 |
|--------------|--------|--------|--------|
| \(r_{\text{max}}^{(\text{fluid})}/r_{\text{max}}^{(\text{kinetic})}\) | 1.31 | 1.30 | 1.30 |
| \(m/T_{\text{max}}^{(\text{fluid})}/m/T_{\text{max}}^{(\text{kinetic})}\) | |

with \(m\) the averaged rest mass per particle. Figure 14 shows the normalized (with respect to its maximum value) density and temperature profiles for the fluid and the kinetic models with different values of \((k, l)\) and \(\lambda_0 = 4\). As in the Newtonian case, the fluid configurations are more compact and slightly hotter than the kinetic ones. Nevertheless, remarkably, the equatorial temperature profile of the fluid configuration (which is independent of the adiabatic index \(\gamma\)) agrees very well with the corresponding profile of the kinetic model with \((k, l) = (4, 0)\) or \((k, l) = (5, 1)\). A quantitative comparison between the locations and values of the maximum temperature in both models are given in table 1. These values should be compared with the corresponding values reported in table III of paper I.

5. Conclusions

In this work we derived analytic solutions describing relativistic stationary and axisymmetric collisionless kinetic gas clouds consisting of identical massive neutral particles surrounding a non-rotating black hole. Based on the assumption that the gravitational field is dominated by the black hole, the self-gravity of the gas is neglected, such that the gas particles follow bound geodesic orbits in the Schwarzschild exterior spacetime. As we have shown, our gas configurations agree with their non-relativistic counterparts constructed in paper I \([1]\) in the limit in which the angular momentum cut-off parameter \(L_0\) tends to infinity. The one-particle DF in our models depends on the energy \(E\) and the azimuthal component of the angular momentum \(L_z\) of the particles through the generalized polytropic ansätze \((25)\)–\((28)\) describing both rotating and nonrotating stationary and axisymmetric configurations. In the rotating case all particles have positive values of \(L_z\) larger than some cut-off value \(L_0\), giving rise to a net angular momentum while in the nonrotating case the DF is an even function of \(L_z\). We have derived explicit expressions for the spacetime observables in terms of a single integral over a function depending solely on the energy. This has been achieved by rewriting the fibre integrals over the particles’ momenta as integrals over the constants of motion \(E, L\) and \(L_z\). A challenging problem in this change of variables is the determination of the correct range of integration over which \(E, L\) and \(L_z\) vary, as this range depends on the observer’s radius \(r\). The result which was derived in section 2.3 and appendix B is summarized in equations \((19)\)–\((22)\), and it should have applications extending beyond the ones given in the current work.

By choosing the polytropic index \(k\) sufficiently large, it follows from the asymptotic analysis in paper I that our configurations have finite total particle number, energy and angular momentum. By introducing action-angle variables we have been able to reduce the expressions...
for these total quantities to a triple integrals which involve the period function $T_r(E, L)$ describing the period of the radial motion for an orbit with energy $E$ and total angular momentum $L$. For our models, the integral over $L_c$ can be performed analytically, which leaves a double integral over $E$ and $L$. To perform this integral, we used the fact that for the case of a Schwarzschild spacetime, $T_r(E, L)$ can be expressed in terms of Legendre’s elliptic integrals whose arguments depend on the eccentricity and the ‘semi-latus rectum’, and one ends up with a numerical integral over these new variables. The behavior of the total quantities was compared with those of the corresponding non-relativistic quantities, and we have verified that they agree with each other in the limit $L_0 \rightarrow \infty$, see figures 3 and 4.

In addition to the aforementioned total quantities, we have computed and analyzed the behavior of the particle density, the principal pressures, and the kinetic temperature as a function of the free parameters $k, l, E_0, L_0$ in our models (the first two corresponding to the polytropic indices and the last two describing the cut-off parameters associated with the energy and angular momentum). We have shown that these quantities agree with their non-relativistic counterparts computed in paper I in the limit in which $L_0$ tends to infinity. However, when $L_0/(Mm)$ is of the order one or smaller, several relativistic effects become visible. The most important difference consists in the morphology of the inner part of the torus. In the Newtonian case the boundary surface is completely smooth and its minimum radius shrinks continuously to zero as $L_0 \rightarrow 0$. However, in the relativistic case, there are no bound orbits at all in the region $r < 4M$. This is due to the presence of the maximum of the effective potential $V_{m,L}$ which drops below the asymptotic value $m^2$ of $V_{m,L}$ when $L_0/(Mm) < 4$. Hence, in this case, the minimum inner radius is given by the location of the turning point of the orbit with maximum energy $E = m$ for orbits with $L > 4Mm$, while for $L < 4Mm$ this inner radius is determined by the ISOs. This transition leads to the two cusps which are visible in the left panel of figure 7. Another relativistic effect that appears when $L_0$ drops below $4Mm$ can be seen from the pressure anisotropies: in this case the three principal pressures are different from each other (see figure 12) while for $L_0 > 4Mm$ the radial and polar principal pressures are always equal to each other, like in the Newtonian case. As explained in the article, this is again related to the presence of the ISOs. Finally, though less dramatic, a further relativistic effect is related to the difference between the particle density in the even and rotating models. In the Newtonian case the density is exactly equal in both models. In contrast, in the relativistic case the, this density is slightly larger in the even model as shown in the figure 9. This is due to the fact that the relativistic invariant particle density $n$ depends on all components of the current density four-vector, see equation (37). Therefore, even though the orthonormal component $J_0$ in the time direction coincides exactly in both models, the presence of the azimuthal component in the rotating case diminishes the invariant particle density $n$.

Finally, we have compared our kinetic configurations with their hydrodynamic analogues, namely the well-known ‘polish doughnuts’ configurations. This comparison revealed the following properties: (a) by matching the value of the cut-off parameter $L_0/(Mm)$ with the (constant) fluid angular momentum $l$, we have shown that both configurations are delimited by exactly the same boundary surface. (b) The normalized equatorial radial profile of the particle density has its maximum lying closer to the black hole in the fluid case, meaning that the fluid configurations are generally more compact than the kinetic ones. (c) Surprisingly however, the normalized equatorial radial profile of the temperature, which is independent of the adiabatic index in the fluid case and largely insensitive to the polytropic indices $(k, l)$ in the kinetic case, is very similar in both cases (see the right panel of figure 14). This correspondence was also found in the nonrelativistic configurations of paper I. Like in the Newtonian case, choosing the adiabatic index such that it fits the asymptotic temperature decay of the kinetic configuration,
it was found that the fluid configurations are slightly hotter than the kinetic ones as can be inferred from table 1.

We close this article by emphasizing that, although they have finite total rest mass, energy and angular momentum, the configurations we have considered in this article extend all the way to infinity. A related model in which the function $I(L_z)$ is replaced by a function of $L_z/L$ in equation (25) was studied in [33]. Solutions with finite support could also have been considered by choosing $E_0 < m$ instead of $E_0 = m$ in the ansatz (26). The recent work by Jabiri [19, 20] suggests that the effects from the self-gravity can be included for such finite configurations, provided the amplitude of the DF is sufficiently small. It should also be interesting to generalize the models studied here to a rotating (Kerr) black hole or to include effects from binary collisions or an electromagnetic field. We leave these generalizations to future work.
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Appendix A. Parametrization of bound trajectories in terms of the variables $(p, e)$

In this appendix we recollect some useful formulae that can be used to parametrize the spatially bound timelike geodesics in the Schwarzschild exterior. In the body of the article these orbits have mainly been parametrized in terms of the conserved quantities $(E, L)$, corresponding to the energy and total angular momentum of the particle. Here we show that these orbits can also be parametrized in terms of their turning points $(r_1, r_2)$ or the associated dimensionless ‘semi-latus rectum’ $p$ and eccentricity $e$ defined by $r_i = M p_i / (1 + e)$. For more details and generalizations to the Kerr spacetime, see [9, 36, 37].

The turning points are determined by the equation $V_{m,L}(r) = E^2$, which, in terms of the dimensionless variables introduced in equation (58) yields the following quartic equation for $\xi = r/M$:

$$R(\xi) := \xi \left[(\xi^2 - 1)\xi^3 + 2\xi^2 - \xi^2 + 2\lambda^2\right] = 0. \quad (A1)$$

For bound orbits, there are four real roots $0, \xi_0, \xi_1, \xi_2$ of $R(\xi)$ satisfying $0 < \xi_0 < \xi_1 < \xi_2$, the largest two ones corresponding to the turning points. Comparing equation (A1) with $R(\xi) = (e^2 - 1)(\xi - \xi_0)(\xi - \xi_1)(\xi - \xi_2)$ one obtains the following relations between the conserved quantities $(e, \lambda)$ and the roots $\xi_0, \xi_1$ and $\xi_2$:

$$\varepsilon^2 = 1 - \frac{2}{\xi_0 + \xi_1 + \xi_2}, \quad \lambda^2 = \frac{\xi_0 \xi_1 \xi_2}{\xi_0 + \xi_1 + \xi_2}, \quad 2 = \frac{\xi_0 \xi_1 \xi_2}{\xi_0 \xi_1 + \xi_0 \xi_2 + \xi_1 \xi_2}. \quad (A2)$$
Figure 15. Image of the domain $p > 6 + 2e, 0 < e < 1$ under the transformation (A4). Its boundary consists of the dashed line, corresponding to highly eccentric orbits ($e = 1$), the blue line representing the ISOs and the purple line corresponding to the stable circular orbits.

The last relation allows one to express the roots explicitly in terms of $(p, e)$:

$$\xi_0 = \frac{2p}{p-4}, \quad \xi_1 = \frac{p + e}{1 - e}, \quad \xi_2 = \frac{p - e}{1 - e}. \tag{A3}$$

where $0 < e < 1$ and the condition $\xi_1 > \xi_0$ leads to the restriction $p > p_{\text{ISO}}(e) := 6 + 2e$. Note that the limits $e = 0$ and $p = p_{\text{ISO}}(e)$ correspond to stable circular orbits and ISOs, respectively. Inserting this into the first two relations in equation (A2), one obtains

$$\varepsilon^2 = \frac{(p - 2)^2 - 4e^2}{p(p - 3)}, \quad \lambda^2 = \frac{p^2}{p - e^2 - 3}. \tag{A4}$$

This yields the following relation between the elements $\lambda d\lambda d\varepsilon$ and $d\varepsilon d\lambda$ (cf equation (14) in [9]):

$$\lambda d\lambda d\varepsilon = \frac{e\sqrt{p} [(p - 6)^2 - 4e^2]}{2\sqrt{(p - 3)^3} [(p - 2)^2 - 4e^2]} d\varepsilon d\lambda. \tag{A5}$$

For illustrative purpose, we show in figure 15 the image of the domain $p > 6 + 2e, 0 < e < 1$ under the transformation (A4).

### Appendix B. Limits of integration for the fiber integrals defining the spacetime observables

In this appendix we provide an alternative derivation for the integration limits for $E$ and $L$ in equation (19), given an observer located at a certain radius $r_{\text{obs}}$. As in the previous appendix, for simplicity we work with the dimensionless variables introduced in equation (58).

The first key observation is that the observer must lie between the turning points of the orbits, in order to perceive it; that is one must have $\xi_1 < \xi_{\text{obs}} < \xi_2$. Using equation (A3) and the restriction $p > 6 + 2e$ this yields the following restrictions for $p$:

$$p^{(1)}_{\text{min}}(\xi_{\text{obs}}, e), p^{(2)}_{\text{min}}(\xi_{\text{obs}}, e) < p < p_{\text{max}}(\xi_{\text{obs}}, e), \tag{B1}$$
where

\[ p_{\text{max}}(\xi_{\text{obs}}, e) := (1 + e)\xi_{\text{obs}}, \]  
\[ p_{\text{min}}^{(1)}(\xi_{\text{obs}}, e) := p_{\text{ISO}}(e) = 6 + 2e, \]  
\[ p_{\text{min}}^{(2)}(\xi_{\text{obs}}, e) := (1 - e)\xi_{\text{obs}}. \]

To determine this range more explicitly, we first note that the equations

\[ p_{\text{min}}^{(1)}(\xi_{\text{obs}}, e) = p_{\text{max}}(\xi_{\text{obs}}, e) \]  
and

\[ p_{\text{min}}^{(1)}(\xi_{\text{obs}}, e) = p_{\text{min}}^{(2)}(\xi_{\text{obs}}, e) \]

are satisfied if and only if

\[ e = e^{(1)}_{c}(\xi_{\text{obs}}) \]  
and

\[ e = e^{(2)}_{c}(\xi_{\text{obs}}) \], respectively, with

\[ e^{(1)}_{c}(\xi_{\text{obs}}) = \frac{\xi_{\text{obs}} - 6}{2 - \xi_{\text{obs}}} \]  
and

\[ e^{(2)}_{c}(\xi_{\text{obs}}) = \frac{\xi_{\text{obs}} - 6}{2 + \xi_{\text{obs}}} \].

where the first function lies in the required range \(0 \leq e < 1\) if \(4 < \xi_{\text{obs}} \leq 6\) and the second one if \(\xi_{\text{obs}} \geq 6\). These observations allow one to conclude that the permitted values of \((p, e)\) are given by:

\[ 4 < \xi_{\text{obs}} \leq 6 : p_{\text{min}}^{(1)}(\xi_{\text{obs}}, e) < p < p_{\text{max}}(\xi_{\text{obs}}, e) \]  
and

\[ e^{(1)}_{c}(\xi_{\text{obs}}) < e < 1, \]  
\[ \xi_{\text{obs}} > 6 : p_{\text{min}}^{(2)}(\xi_{\text{obs}}, e) < p < p_{\text{max}}(\xi_{\text{obs}}, e) \]  
for \(0 < e < e^{(2)}_{c}(\xi_{\text{obs}})\),

\[ p_{\text{min}}^{(1)}(\xi_{\text{obs}}, e) < p < p_{\text{max}}(\xi_{\text{obs}}, e) \]  
for \(e^{(2)}_{c}(\xi_{\text{obs}}) < e < 1. \]

We illustrate two representative examples of the resulting domain in the \((p, e)\)-plane in figure 16. Note that \(e\) cannot approach zero when \(\xi_{\text{obs}} < 6\), which is compatible with the fact that there are no stable circular orbits in this region.

Now that we have determined the correct domain of integration in terms of the variables \((p, e)\), we translate the results to the variables \((E, L)\) by means of the transformation \((p, e) \mapsto (\varepsilon, \lambda)\) defined in equation (A4). To understand the resulting region, it is sufficient to map the boundary of the allowed region in the \((p, e)\) plane, which consists of straight line segments. First, note that the line segment with \(e = 1\) is mapped to \(\varepsilon = 1\). Next, consider the line.
\[ p = p_{\text{min}}^{(1)}(\xi_{\text{obs}}, \epsilon) \] corresponding to the ISOs. Its image under the transformation \((p, \epsilon) \mapsto (\epsilon, \lambda)\) yields

\[ \epsilon_{\text{ISO}}^2 = \frac{8}{9 - \epsilon^2}, \quad \lambda_{\text{ISO}}^2 = \frac{4(3 + \epsilon)^2}{(1 + \epsilon)(3 - \epsilon)}, \quad 0 < \epsilon < 1. \] \hfill (B7)

Eliminating \(\epsilon\) from these expression one obtains \(\lambda = \lambda_c(\epsilon)\) with

\[ \lambda_c(\epsilon) := \frac{4\sqrt{2}}{\sqrt{36\epsilon^2 - 8 - 27\epsilon^4 + \epsilon \sqrt{[9\epsilon^2 - 8]^3}}}, \quad \frac{8}{9} < \epsilon^2 < 1. \] \hfill (B8)

which is precisely the critical angular momentum \(L_c/(Mm)\) introduced below equation (6). Finally, by noticing that \(p = p_{\text{min}}^{(2)}(\xi_{\text{obs}}, \epsilon)\) and \(p = p_{\text{max}}(\xi_{\text{obs}}, \epsilon)\) correspond to the turning points, where the effective potential \(V_{m, L}(r)\) is equal to \(E^2\), one obtains \(\lambda = \lambda_{\text{max}}(\epsilon, \xi)\) with

\[ \lambda_{\text{max}}(\epsilon, \xi) := \frac{\epsilon^2}{\xi} - 1. \] \hfill (B9)

In fact, this expression can also be obtained by substituting either \(p = (1 + \epsilon)\xi_{\text{obs}}\) or \(p = (1 - \epsilon)\xi_{\text{obs}}\) into equation (A4) and eliminating \(\epsilon\). At first sight, it seems curious that the wedge-like portion of the boundary consisting of the two line segments \(p = (1 \pm \epsilon)\xi_{\text{obs}}\) is transformed into the smooth curve \(\lambda = \lambda_{\text{max}}(\epsilon, \xi)\). The reason for this relies in the factor \(\epsilon\) in equation (A5), which implies that the transformation \((p, \epsilon) \mapsto (\epsilon, \lambda)\) is singular at \(\epsilon = 0\), which is the location where the two line segments cross each other. The point corresponding
to the minimum value of $p$ corresponds to the point of minimal energy $\varepsilon$. It can be obtained by substituting equation (B4) into the expression for the energy in equation (B7), which yields

$$
\varepsilon_{\xi}(\xi) := \begin{cases} 
\frac{\xi-2}{\sqrt{\xi(\xi-3)}} & \text{for } 4 \leq \xi \leq 6, \\
\frac{\xi+2}{\sqrt{\xi(\xi+6)}} & \text{for } \xi \geq 6.
\end{cases}
$$

(B10)

We conclude that the allowed region for bound trajectories which intersect an observer located at $\xi = \xi_{\text{obs}}$ is given by

$$
\lambda_{\varepsilon}(\varepsilon) < \lambda < \lambda_{\text{max}}(\varepsilon, \xi) \quad \text{and} \quad \varepsilon_{\xi}(\xi) < \varepsilon < 1.
$$

(B11)

This coincides with the result in equation (19) which is derived in section 2.3 by different means. Figure 17 shows the behavior of the curves $\lambda = \lambda_{\varepsilon}(\varepsilon)$, $\lambda = \lambda_{\text{nh}}(\varepsilon)$ and $\lambda = \lambda_{\text{max}}(\varepsilon, \xi)$ for two representative values of $\xi$.

Appendix C. Integrals over angular momentum

In this appendix we list the relevant integrals that are used in section 3.2 in order to compute the spacetime observables. For the integrals over the total angular momentum $L$, we first introduce the notation $L_1 := |L_c|/\sin \vartheta$, $L_2 := L_{\max}(E, r)$, and $L_3 := \max\{L_c(E), |L_c|/\sin \vartheta\}$. By virtue of equation (19) these quantities satisfy the inequality $L_1 \leq L_3 \leq L_2$. By means of the variable substitution

$$
\sin^{2}\phi = \frac{L_2^2 - L_1^2}{L_3^2 - L_1^2}, \quad 0 \leq \phi \leq \frac{\pi}{2},
$$

(C1)

one finds

$$
\int_{L_3}^{L_2} \frac{LdL}{\sqrt{L^2 - L_1^2}} = \frac{\pi}{2} - \arcsin \sqrt{\frac{L_2^2 - L_1^2}{L_3^2 - L_1^2}} = \frac{\pi}{2} - \arctan \sqrt{\frac{L_3^2 - L_1^2}{L_3^2 - L_2^2}},
$$

(C2)

$$
\int_{L_3}^{L_2} \frac{\sqrt{L_3^2 - L_1^2}}{\sqrt{L^2 - L_1^2}} LdL = \frac{1}{2} \left( L_2^2 - L_1^2 \right) \left( \frac{\pi}{2} - \arctan \sqrt{\frac{L_3^2 - L_1^2}{L_3^2 - L_2^2}} \right) - \frac{1}{2} \sqrt{L_3^2 - L_1^2} \sqrt{L_2^2 - L_3^2}.
$$

(C3)

$$
\int_{L_3}^{L_2} \frac{\sqrt{L_3^2 - L_1^2}}{\sqrt{L^2 - L_1^2}} LdL = \frac{1}{2} \left( L_2^2 - L_1^2 \right) \left( \frac{\pi}{2} - \arctan \sqrt{\frac{L_3^2 - L_1^2}{L_3^2 - L_2^2}} \right) + \frac{1}{2} \sqrt{L_3^2 - L_1^2} \sqrt{L_2^2 - L_3^2}.
$$

(C4)

Note that the contributions from the arctan on the right-hand side of these equations vanish when $L_3 = L_1$, that is, when $|L_c|/\sin \vartheta \geq L_c(E)$.

In order to treat the integrals over the azimuthal angular momentum for the models (27) and (28) which appear in equations (30), (38)–(40) we use the following equations for $a > b > 0$ which can be obtained using integration by parts,

$$
a \int_{I/a}^{I} d\lambda \sqrt{1 - \lambda^2 (a\lambda - 1)^t} = \frac{1}{I+1} \int_{I/a}^{I} d\lambda \frac{\lambda}{\sqrt{1 - \lambda^2 (a\lambda - 1)^t}} + \frac{1}{I+1} \int_{I/a}^{I} d\lambda \frac{(a\lambda - 1)^t}{\sqrt{1 - \lambda^2 (a\lambda - 1)^t}},
$$

(C5)
\[
\int_a^1 d\lambda \frac{(a \lambda - 1)_+^{l+1}}{1/a} \sqrt{1 - \frac{\lambda^2}{(1/b^2) - 1}} = \frac{\pi}{2} \frac{b}{l+1} K_l(a, b), \quad \text{(C6)}
\]

\[
\int_{1/a}^1 d\lambda \frac{(a \lambda - 1)_+^{l+1}}{(1/b^2) - 1} \sqrt{1 - \frac{\lambda^2}{(1/b^2) - 1}} = \int_{1/a}^1 \frac{\lambda d\lambda}{\sqrt{1 - \frac{\lambda^2}{1 - b^2}} (1/b^2) - 1} \sqrt{1 - \frac{\lambda^2}{(1/b^2) - 1}} \left[ (a \lambda - 1)_+^{l+1} + (a \lambda - 1)_+^{l+2} \right] \frac{l+2}{l+1} \\
= \frac{\pi}{2} b \left[ \frac{1}{l+1} K_l(a, b) + \frac{1}{l+2} K_{l+1}(a, b) \right], \quad \text{(C7)}
\]

\[
\int_{1/a}^1 d\lambda \frac{(a \lambda - 1)_+^{l+1}}{(1/b^2) - 1} \sqrt{1 - \frac{\lambda^2}{(1/b^2) - 1}} = \frac{\pi}{2} b \left[ \frac{1}{l+1} K_l(a, b) + \frac{2}{l+2} K_{l+1}(a, b) \right] + \frac{1}{l+3} K_{l+2}(a, b), \quad \text{(C8)}
\]

where we recall the definition of the function \( K_l(a, b) \) defined in equation (33).

**Appendix D. Properties of the integral kernels \( K_l(a, b) \)**

In this appendix we summarize some elementary properties of the integral

\[
K_l(a, b) := \frac{2}{\pi} \sqrt{1 - b^2} \int_{1/a}^1 \frac{d\lambda}{\sqrt{1 - \frac{\lambda^2}{1 - b^2}}} (a \lambda - 1)_+^{l+1}, \quad a > 1, \quad 0 < b < 1, \quad \text{(D1)}
\]

which was defined in equation (33). First, observe that \( K_l(a, b) \) is continuous in \((a, b)\) and that

\[
\lim_{a \to 1} K_l(a, b) = 0. \quad \text{(D2)}
\]

In order to analyze the behavior for large \( a \) and the limits \( b \to 0 \) and \( b \to 1 \) it is convenient to perform the variable substitution \( \mu := \sqrt{1 - \lambda^2} / \sqrt{1 - b^2} \), which transforms the integral into

\[
K_l(a, b) := \frac{2}{\pi} \sqrt{\frac{1}{1-b^2}} \int_0^1 \frac{d\mu}{1 + b^2 \mu^2} \left[ a \sqrt{1 - (1 - b^2)\mu^2} - 1 \right]^{l+1}. \quad \text{(D3)}
\]

From this, we see that for all \( a > 1 \),

\[
\lim_{b \to 1} K_l(a, b) = \frac{2}{\pi} \int_0^\infty \frac{d\mu}{1 + b^2 \mu^2} (a - 1)^{l+1} = (a - 1)^{l+1}. \quad \text{(D4)}
\]
Furthermore, using the fact that $\sqrt{a^2 - \frac{1}{a^2}} \leq 1$, one obtains the estimate

$$0 \leq \tilde{K}(a, b) \leq \frac{2}{\pi b} \arctan \left( \frac{b}{\sqrt{1 - b^2}} \right) (a - 1)^{l+1} \leq (a - 1)^{l+1}, \quad a > 1, \quad 0 < b < 1. \quad (D5)$$

From equation (D1) and the variable substitution $\lambda = (1 - 1/a)t + 1/a$ one also obtains the limit

$$\tilde{K}(a, 0) := \lim_{b \to 0} \tilde{K}(a, b) = \frac{1}{\sqrt{\pi}} \frac{\Gamma(l+2)}{\Gamma(l+\frac{3}{2})} \sqrt{1 - \frac{1}{a^2}} (a - 1)^{l+1}$$

$$\times \, _2F_1 \left( -\frac{1}{2}, l + 1, l + \frac{5}{2}, -\frac{a - 1}{a + 1} \right), \quad (D6)$$

with $_2F_1(a, b; c; z)$ the Gauss hypergeometric function as defined, for instance, in equation (9.111) of [38].

Although we have not found an explicit expression for $\tilde{K}(a, b)$ which is valid for generic values of $l$, the integral can be computed explicitly for the specific values of $l = 0, 1, 2$:

$$\tilde{K}_0(a, b) = \frac{a}{b^2} \left[ 1 - \sqrt{1 - b^2} \left( 1 - \frac{2}{\pi} \arcsin \frac{1}{a} \right) \right]$$

$$+ \frac{a - b}{\pi b^2} \arctan \frac{ab - 1}{\sqrt{(a^2 - 1)(1 - b^2)}}$$

$$- \frac{a + b}{\pi b^2} \arctan \frac{ab + 1}{\sqrt{(a^2 - 1)(1 - b^2)}}, \quad (D7)$$

$$\tilde{K}_1(a, b) = -\frac{2a}{b^2} \left[ \frac{1}{\pi} \sqrt{(a^2 - 1)(1 - b^2)} + 1 - \sqrt{1 - b^2} \left( 1 - \frac{2}{\pi} \arcsin \frac{1}{a} \right) \right]$$

$$+ \frac{(a - b)^2}{\pi b^3} \arctan \frac{ab - 1}{\sqrt{(a^2 - 1)(1 - b^2)}}$$

$$+ \frac{(a + b)^2}{\pi b^3} \arctan \frac{ab + 1}{\sqrt{(a^2 - 1)(1 - b^2)}}, \quad (D8)$$

$$\tilde{K}_2(a, b) = \frac{a^3}{b^4} \left[ 1 - \sqrt{1 - b^2} \left( 1 + \frac{b^2}{2} \right) \left( 1 - \frac{2}{\pi} \arcsin \frac{1}{a} \right) \right]$$

$$+ \frac{3a}{b^2} \left[ \frac{5}{2\pi} \sqrt{(a^2 - 1)(1 - b^2)} + 1 - \sqrt{1 - b^2} \left( 1 - \frac{2}{\pi} \arcsin \frac{1}{a} \right) \right]$$

$$+ \frac{(a - b)^3}{\pi b^4} \arctan \frac{ab - 1}{\sqrt{(a^2 - 1)(1 - b^2)}}$$

$$- \frac{(a + b)^3}{\pi b^4} \arctan \frac{ab + 1}{\sqrt{(a^2 - 1)(1 - b^2)}}, \quad (D9)$$

We show corresponding plots of these functions in figure 18.

**Appendix E. Short review of polish doughnuts configurations**

In this appendix we briefly review the ‘polish doughnuts’ configurations describing stationary and axisymmetric hydrodynamic thick disks surrounding black holes (for more details see [39–46]). To describe these configurations, we assume that the spacetime is stationary, axisymmetric and circular (the Kerr spacetime satisfies these properties; however for the moment we
may assume a metric more general than Kerr. It can be shown (see for instance [6]) that such a spacetime admits local coordinates \((t, r, \vartheta, \phi)\) in which the metric coefficients depend neither on the time coordinate \(t\) (stationarity) nor the azimuthal coordinate \(\varphi\) (axisymmetry), and such that \(g_{tr} = g_{t\vartheta} = g_{\varphi r} = g_{\varphi \vartheta} = 0\) (circularity), that is,
\[
g = g_{tt} dt^2 + 2g_{t\varphi} dt d\varphi + g_{rr} dr^2 + g_{\vartheta\vartheta} d\vartheta^2 + g_{\varphi\varphi} d\varphi^2.
\]
(E1)

The Killing vector fields associated with this spacetime are \(k = \partial_t\) and \(v = \partial_\varphi\).

Next, consider a perfect fluid flow in circular motion, which means that its four-velocity \(u\) is a linear combination of \(k\) and \(v\), such that
\[
u = A (k + \Omega v),
\]
(E2)

for some normalization constant \(A > 0\) and a function \(\Omega\) describing the angular velocity of the flow. Denoting by \(\rho = nm\), \(h\) and \(P\) the rest mass density, specific enthalpy and pressure, the relativistic Euler equations can be written as
\[
a_\nu = \frac{1}{\rho h} (\nabla_\mu P + u_\mu \nabla_\nu P),
\]
(E3)

with \(a_\nu = (\nabla_\mu u)_\nu = u^\mu \nabla_\mu u_\nu\) the acceleration of the fluid elements.

For the following, we impose the Killing symmetries on the fluid quantities, such that \(\rho, h, p\) and \(\nu\) are invariant with respect to the flows generated by \(k\) and \(v\). Assuming an adiabatic fluid in local thermodynamic equilibrium, such that \(dh = dp/\rho\), one can show that the Bernoulli-type quantities
\[
B := -hu_\mu k^\mu = -hu_t, \quad \mathcal{L} := hu_\mu v^\mu = hu_\varphi,
\]
(E4)

are constant along the flow lines. For the following, it is convenient to introduce the ‘fluid angular momentum’ (the angular momentum per energy of a fluid element), defined as
\[
\ell := \frac{\mathcal{L}}{B} = \frac{-u_\varphi}{u_t}.
\]
(E5)

Combining this definition with the equation \(\Omega = u_\varphi/u_t\) and the normalization condition \(u_\mu u^\mu = -1\) yields
\[
u u_\ell = -\frac{1}{1 - \Omega \ell},
\]
(E6)
which allows one to express the components \( u^r, u^\varphi = \Omega u^t, u_{\varphi} = -\ell u_t \) in terms of \( u_t, \Omega \) and \( \ell \). Computing the normalization constant \( A = u^t \) and using equation (E6) one also finds
\[
    u_t = -\frac{1}{1 - \frac{\Omega}{1 - \ell}} \sqrt{-g_{tt} - 2g_{t\varphi} - \Omega^2 g_{\varphi\varphi}}. \tag{E7}
\]
Using equation (E6), the formula \( a_\nu = u^\mu (\partial_\mu u_\nu - \partial_\nu u_\mu) \), and taking into account the Killing symmetries, one obtains
\[
a_\nu = \partial_\nu \log |u_t| - \left( \frac{\Omega}{1 - \ell} \right) \partial_\nu \ell. \tag{E8}
\]
Euler’s equation (E3) together with \( \nabla_u P = 0 \) and the first law lead to
\[
    -d \log |h| = d \log |u_t| - \left( \frac{\Omega}{1 - \ell} \right) d \ell. \tag{E9}
\]
Taking the exterior derivative on both sides yields \( d \Omega \wedge d \ell = 0 \), implying that \( d \Omega \) is proportional to \( d \ell \). This in turn implies that the angular velocity \( \Omega \) only depends on the specific angular momentum (or vice-versa) [47]. On the other hand, using \( u_\mu = g_{\mu\nu} u^\nu \) one finds the following relation between \( \ell \) and \( \Omega \):
\[
    g_{\ell t} + g_{\ell \varphi} (1 + \Omega \ell) + g_{\varphi \varphi} \Omega = 0. \tag{E10}
\]
The surfaces of constant \( \ell \) and \( \Omega \) describe the ‘von Zeipel cylinders’.

After these remarks, stationary, axisymmetric perfect fluid configuration in circular motion can be described as follows. One possibility is to specify a function \( h \) that is determined by the region for which the right-hand side of equation (E9) is positive, such that \( h > 1 \). Note that the location of the boundary surface \( h = 1 \) depends on a free integration constant. By construction, the quantity \( h |u_t| \) is constant on the von Zeipel cylinders.

Alternatively, one can fix \( \ell = \ell_0 \) to be constant throughout the fluid configuration, such that
\[
    \log(h) = -\log |u_t| + \text{const}, \tag{E12}
\]
with \( u_t \) given again by equation (E7) where now \( \Omega \) is the function of \( (r, \vartheta) \) determined by equation (E10), which yields
\[
    \Omega(r, \vartheta) = -\frac{g_{\ell t}}{g_{\varphi \varphi} + g_{t \varphi} \ell_0}. \tag{E13}
\]

\(^5\) An elegant way of deriving equation (E8) makes use of the calculus for differential forms. Denoting by \( \varpi = u_t dt + du^\nu \) the one-form associated with the four-velocity, one obtains from equation (E2)
\[
a = i_\varpi \text{d}_u \varpi = A(\text{d}_u u^t + \Omega i_t du_u) = -A(\text{d}_u u^t + \Omega dt_u) = -A[du_u - \Omega d(\ell u)]
\]
where we have used the Cartan formula \( i_\varpi \text{d}_u \varpi = i_\varpi \text{d}_u + d i_\varpi \varpi \) in the third step. Taking into account that \( A = u^t \) and using equation (E6) yields the desired result.
to \( r \geq \ell_0 \) and is constant on the closed level sets \( 4 < \ell < \ell_0 \) while \( \ell_0 < \ell \) increases and \( \log \) and \( \ell_6 = \sin r \) are located on the equatorial plane equal to the value of \( 1 \) is \( \sin r \) the \( (\text{E15}) \) \( + W \) which is the radius of the marginally bound circular \( W = E_{15} / \ell_0 \).

\[ \ell_0 = \ell_{mb} \] is \( \ell_0 \) to \( \ell_{mb} \) the radius of the marginally bound circular trajectory. For \( \ell_0 > \ell_{mb} \) the saddle lies above 0 and hence bound fluid configurations cannot spill over the saddle and fall into the black hole. Therefore, the range \( \ell_0 < \ell < \ell_{mb} = 4M \) is the one that is relevant for accretion disk models. Note also that at the minimum of \( W_{\ell_0} \), the fluid elements follow circular geodesics due to the fact that the gradient of the pressure vanishes there. Recalling that \( \ell \) represents the angular momentum per energy of the particles and making use of the formulae \( L(r) = mM^{1/2}r^{3/2}/\sqrt{r(r - 3M)} \) and \( E(r) = m(r - 2M)/\sqrt{r(r - 3M)} \) for
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the angular momentum and energy of the circular timelike geodesics (see equation (A4) with \( e = 0 \), one obtains \( \ell_0 = L(r)/E(r) = M^{1/2}r^{3/2}/(r - 2M) \) which satisfies equation (E16).
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