ERGODICITY OF BURGERS’ SYSTEM

SYMON PESZAT, KRYSZYNA TWARDOWSKA, AND JERZY ZABCZYK

Abstract. We consider a stochastic version of a system of coupled two equations formulated by Burgers [2] with the aim to describe the laminar and turbulent motions of a fluid in a channel. The existence and uniqueness of the solution as well as the irreducibility property of such system were given by Twardowska and Zabczyk [18, 19, 20]. In the paper the existence of a unique invariant measure is investigated. The paper generalizes the results of Da Prato, Debussche and Temam [4], and Da Prato and Gatarek [5], dealing with one equation describing the turbulent motion only.

1. Introduction

Let $U = U(t)$ denote the primary velocity of the fluid, parallel to the walls of the channel, and let $v = v(t, x)$ denote the secondary velocity of the turbulent motion. According to [2], they satisfy the following system of equations

\begin{align}
\frac{dU}{dt}(t) &= P - \nu U(t) - \int_0^1 v^2(t, y)dy, \\
\frac{\partial v}{\partial t}(t, x) &= \nu \frac{\partial^2 v}{\partial x^2}(t, x) + U(t)v(t, x) - \frac{\partial}{\partial x}(v^2(t, x))
\end{align}

for $t > 0$ and $x \in (0, 1)$. The system is considered with the initial and boundary conditions

\begin{align}
U(0) &= U_0, \quad v(0, x) = v_0(x), \quad x \in (0, 1) \\
v(t, 0) &= v(t, 1) = 0, \quad t > 0.
\end{align}

In (1) and (2), $P$ is a constant representing an exterior force, analogous to the mean pressure gradient in the hydrodynamic case, and $\nu = \frac{\mu}{\rho} > 0$, where $\rho$ is the density and $\mu$ is the viscosity of the fluid. We assume that $\rho$ and $\mu$ are constant. The system is derived from
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the theory of turbulent fluid motion and has similar properties to the Navier–Stokes equation, but is much simpler to study.

The existence and uniqueness of the global solution was established by Dlotko [8], using the Galerkin method. The necessary and sufficient conditions on $P$ and $\nu$ such that the solutions to (1)–(3) satisfy $U(t) \to 0$ and $v(t) \to 0$ as $t \to +\infty$ are given in [3] and [8].

In order to obtain nontrivial limiting behaviour of solutions as $t \to +\infty$, the following stochastic perturbation was proposed

\[(4) \quad dU(t) = \left( P - \nu U(t) - \int_0^1 v^2(t, y) dy \right) dt + g_0(U(t), v(t)) \, dW_0(t), \]

\[(5) \quad dv(t, x) = \left( \nu \frac{\partial^2 v}{\partial x^2}(t, x) + U(t) v(t, x) - \frac{\partial}{\partial x}(v^2(t, x)) \right) dt \]

\[+ g_1(U(t), v(t, \cdot))(x) dW_1(t, x) \]

with the initial and boundary conditions (3). Above $W_0$ is a real-valued Wiener process, $W_1$ is an independent of $W_0$ cylindrical Wiener process in $L^2 := L^2(0, 1)$, see the next section, $g_0: \mathbb{R} \times L^2 \mapsto \mathbb{R}$ and $g_1: \mathbb{R} \times L^2 \mapsto L^2$ are Lipschitz continuous functions.

The existence and uniqueness of the global solution to (3)–(5) in the space $H := \mathbb{R} \times L^2$ was established by Twardowska and Zabczyk [18, 19, 20]. The existence and uniqueness of the solution for the classical one dimensional stochastic Burgers equation driven by cylindrical Wiener process, as well as the existence of an invariant measure was established by Da Prato, Debussche and Temam [4].

As the main result, we prove the existence of an invariant measure to system (3)–(5). In the proof we use the Krylov–Bogolyubov theorem adapting the method of Da Prato and Gatarek [5], see also [7]. The main difficulty is caused by the fact that since the noise is not an $\mathbb{R} \times L^2$-valued process we cannot use the Itô formula. Due to existence of nonlinear diffusion terms and different structure of our system we cannot apply the Hopf–Cole transformation as for example in [10].

A similar problem of an hydrodynamic equation coupled with heat equation was studied by Ferrario [11]. In the considered there Bénard problem: a viscous fluid, in a rectangular container, is heated from below and the top surface is taken at constant temperature. Heating the fluid, its density changes and the gradient of density gives rise to a motion of particles from the bottom to the top of the container.
2. Preliminaries and formulation of the main result

Let $L^2 := L^2(0,1)$ be the Hilbert space equipped with the scalar product $\langle \varphi, \psi \rangle = \int_0^1 \varphi(x) \psi(x) dx$ and the corresponding norm $\| \cdot \|$.

Let $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ be a filtered probability space. We assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is complete, the filtration is right-continuous and each $\mathcal{F}_t$ contains all $\mathbb{P}$-null sets in $\mathcal{F}$. We consider the one-dimensional Wiener process $W_0(t), t \geq 0$, and a cylindrical Wiener process $W_1(t, \cdot), t \geq 0$, in $L^2$. It can be defined as the sum $W_1(t, x) = \sum_{k=1}^{\infty} W_k(t) e_k(x)$, where $(e_k)$ is any orthonormal basis of $L^2$ and $(W_k)$ are independent real-valued Wiener processes. The sum converges however not in $L^2$ but in any Hilbert space $V$ such that the imbedding $L^2 \hookrightarrow V$ is Hilbert–Schmidt. We assume that for all $t > s > 0$, the increments $W_0(t) - W_0(s), W_k(t) - W_k(s)$ are independent of the $\sigma$-field $\mathcal{F}_s$.

From now on, we assume that $(e_k)$ is the orthonormal basis of the eigenvectors of the Laplace operator on $L^2$ with Dirichlet boundary conditions, that is

\[ e_k(x) = \sqrt{\frac{2}{\pi}} \sin k\pi x, \quad x \in (0,1), \quad k = 1, 2, \ldots. \]

**Definition 1.** A pair of processes $(U, v)$ is a weak solution to problem (3)–(5) if and only if they are adapted with continuous trajectories in $\mathbb{R}$ and $L^2$, respectively, and such that for arbitrary $t \geq 0$,

\[
U(t) = U_0 + tP - \nu \int_0^t U(s) ds - \int_0^t \|v(s)\|^2 ds \\
+ \int_0^t g_0(U(s), v(s)) dW_0(s), \quad \mathbb{P}\text{-a.s.,}
\]

and for arbitrary $\varphi \in C_0^\infty(0,1),$

\[
\langle v(t), \varphi \rangle = \langle v_0, \varphi \rangle + \int_0^t U(s) \langle v(s), \varphi \rangle ds \\
+ \int_0^t \left( v(s) \frac{d^2 \varphi}{dx^2} \right) ds + \int_0^t \left( v^2(s), \frac{d \varphi}{dx} \right) ds \\
+ \int_0^t \langle \varphi, g_1(U(s), v(s, \cdot)) dW_1(s) \rangle, \quad \mathbb{P}\text{-a.s.}
\]

We introduce now an equivalent concept of the integral or mild solution, see e.g. [6, 7]. Namely, let $(e_k)$ be the orthonormal basis of $L^2$
given by (6), and let $S(t)$, $t \geq 0$, be the classical heat semigroup on $L^2$. Then, for any $\psi \in L^2$,

$$S(t)\psi = \sum_{k=1}^{\infty} e^{-\frac{\pi^2}{4}k^2t} \langle \psi, e_k \rangle e_k$$

with the convergence of the series in $L^2$. It is well known that the generator $A$ of the semigroup $S(t)$, $t \geq 0$, is identical with the second derivative operator $\frac{d^2}{dx^2}$ on the domain $D(A)$ consisting of functions $\psi$ such that $\psi$ and $\frac{d}{dx} \psi$ are absolutely continuous, $\psi$, $\frac{d}{dx} \psi$, $\frac{d^2}{dx^2} \psi \in L^2$, and $\psi(0) = \psi(1) = 0$.

A proof of the following lemma can be find e.g. in [4, 18, 19, 20].

**Lemma 1.** The operators $S(t)$, $t > 0$, can be extended linearly to the space of all distributions of the form $\frac{d}{dx} \psi$, $\psi \in L^1(0, 1)$, in such a way that they take values in $L^2$ and for all $\psi \in L^2$ and $t \geq 0$,

$$\left\| S(t)\frac{d\psi}{dx} \right\| \leq \|\psi\|_{L^1(0,1)} \left( \sum_{k=1}^{\infty} \frac{2\pi}{\sqrt{\nu}} k^2 e^{-\frac{\pi^2}{4}k^2t} \right)^{1/2} \leq C \sqrt{t} \|\psi\|_{L^1(0,1)}.$$

**Definition 2.** A pair of continuous adapted processes $(U, v)$ with values in $\mathbb{R}$ and $L^2$, respectively, is said to be an integral or mild solution to problem (3)–(5) if

$$U(t) = e^{-\nu t}U_0 + \int_0^t e^{-\nu(t-s)} \left( P - \|v(s)\|^2 \right) ds$$

$$+ \int_0^t e^{-\nu(t-s)} g_0 (U(s), v(s)) dW_0(s),$$

and

$$v(t) = S(t)v_0 + \int_0^t S(t-s) \left( U(s)v(s) - \frac{d^2 v}{dx^2} (s) \right) ds$$

$$+ \int_0^t S(t-s) g_1 (U(s), v(s)) dW_1(s).$$

In the integral

$$\int_0^t S(t-s) \frac{d^2 v}{dx^2} (s) ds$$

we use the extension of the operator $S(t-s)$ described in Lemma 1.

Let $Z_T^p$, $p > 1$, denote the space of all continuous adapted processes $X = (U, v)$ on $[0, T]$ with values on $\mathbb{R} \times L^2$ such that

$$\|(U, v)\|_{p, T} = \|U\|_{1, p, T} + \|v\|_{2, p, T} < +\infty,$$
where
\[ \|U\|_{1,p,T} = \left( \mathbb{E} \sup_{t \in [0,T]} |U(t)|^p \right)^{1/p}, \]
\[ \|v\|_{2,p,T} = \left( \mathbb{E} \sup_{t \in [0,T]} \|v(t)\|^p \right)^{1/p}. \]

The first part of the theorem below concerning the existence of the solution was proven in [18, 19, 20] and it is stated here only for the sake of completeness. The second and the third parts concerning existence and uniqueness of the invariant measure are the main result of the present paper. Their proofs are presented in Sections 4 and 5, respectively.

**Theorem 1.** Assume that the mappings \( g_0 : \mathbb{R} \times L^2 \mapsto \mathbb{R} \) and \( g_1 : \mathbb{R} \times L^2 \mapsto L^2 \) are bounded and Lipschitz continuous. Then the following assertions are true:

(i) For any initial values \( U_0 \in \mathbb{R} \) and \( v_0 \in L^2 \), system (3)–(5) has a unique weak solution in any \( Z^p_T \)-space, \( T > 0, p \geq 1 \). Moreover, (3)–(5) defines Feller Markov process on the Hilbert space \( H := \mathbb{R} \times L^2 \).

(ii) There is an invariant measure \( \mu \) for the Markov family defined by system (3)–(5).

(iii) If \( g_0 \) and \( g_1 \) are separated from zero; i.e. there is a constant \( C > 0 \) such that
\[
\left| \frac{1}{g_0(r, \psi)} \right| \leq C, \quad \left| \frac{1}{g_1(r, \psi)} \right| \leq C \quad \text{for all } r \in \mathbb{R} \text{ and } \psi \in L^2,
\]
then the corresponding transition semigroup \( (P_t) \) is strong Feller and irreducible, and the invariant measure \( \mu \) is unique. Finally, for any initial value \( (U_0, v_0) \) the law \( \mathcal{L}(U(t), v(t)) \) of the solution at time \( t \) converges in the total variation norm to \( \mu \) as \( t \to +\infty \).

3. Auxiliary results

To prove the existence of an invariant measure we shall apply the classical Krylov–Bogolyubov criterion in the form of the following proposition, see [7].

**Proposition 1. (Krylov–Bogolyubov)** Assume that \( X \) is a Feller Markov process on a Hilbert space \( H \) and \( H_0 \subset H \) is a Hilbert space contained in \( H \) with compact embedding. If for some \( X(0) \) and for each \( \varepsilon > 0 \) there exists a constant \( M \) such that for all \( t > 0 \),
\[
\frac{1}{t} \int_0^t P\left( \|X(s)\|_{H_0} \geq M \right) ds \leq \varepsilon,
\]
then there exists an invariant measure for $X$ in $H$.

Let us recall that $\nu$ is the viscosity parameter. The eigenvalues of $A$ are $-\lambda_m = \frac{\pi^2 m^2}{\nu}$, $m = 1, \ldots$. The operator $-A$ is self-adjoint and positive definite and for arbitrary $\alpha > 0$ the fractional power $(-A)^\alpha$ is given by the formulae,

$$(-A)^\alpha \psi = \sum_{m=1}^{\infty} \lambda_m^\alpha \psi_m e_m \quad \text{for} \quad \psi = \sum_{m=1}^{\infty} \psi_m e_m \in D(-A)^\alpha,$$

where $\psi \in D(-A)^\alpha$ if and only if

$$\|(-A)^\alpha \psi\| = \left(\sum_{m=1}^{\infty} \lambda_m^{2\alpha} \psi_m^2\right)^{1/2} < +\infty.$$

We set $H^{2\alpha} = D(-A)^\alpha$.

In our proof of the existence of an invariant measure to (3)–(5) we will show that the assumptions of the proposition above are satisfied for $H = \mathbb{R} \times L_2$ and $H_0 = \mathbb{R} \times H^{1/4}$.

Let $X(t) = (U(t), v(t))$ be the solution to problem (3)–(5). We assume that $U(0) = 0$ and $v_0 = 0$. Given $L > 0$ set

$$Z_L(t) := \int_0^t e^{-L(t-s)}S(t-s)g_1(U(s), v(s)) \, dW_1(s), \quad t > 0,$$

(7)

$$Y_L(t) := \int_0^t e^{-(L+\nu)(t-s)}g_0(U(s), v(s)) \, dW_0(s), \quad t > 0.$$

**Lemma 2.** Let $p \geq 2$ and $\varepsilon > 0$. There exists $L_0 \geq 0$ such that for $L \geq L_0$ we have

$$\sup_{0 \leq t < +\infty} \mathbb{E} \left(\|Z_L(t)\|_{H^{1/4}}^p + |Y_L(t)|^p\right) \leq \varepsilon.$$

**Proof.** Let $\|B\|(HS)$ denote the Hilbert–Schmidt norm of a linear operator $B: L^2 \mapsto L^2$. In (7) we identify an element $g_1(U(s), v(s))$ of $L^2$ with the multiplication operator

$$g_1(U(s), v(s)) : L^2 \ni \psi \mapsto g_1(U(s), v(s)) \psi \in L^2.$$

Clearly, its operator norm

$$\|g_1(U(s), v(s))\|_{L(L^2, L^2)} \leq \sup_{r \in \mathbb{R}, \psi \in L^2} \|g_1(r, \psi)\| := K.$$
Hence using the Burkholder inequality and denoting by $S_L(t) = e^{-Lt}S(t)$, we obtain
\[ \mathbb{E} \left\| Z_L(t) \right\|^p_{L^4} \leq c_p \mathbb{E} \left( \int_0^t \left\| (-A)^{\frac{1}{2}} S_L(t-s) g(U(s), v(s)) \right\|^2_{(HS)} ds \right)^{\frac{p}{2}} \]
\[ \leq c_p K^p \left( \int_0^{+\infty} \left\| (-A)^{\frac{1}{2}} S_L(s) \right\|^2_{(HS)} ds \right)^{\frac{p}{2}} \]
\[ \leq c_p K^p \left( \int_0^{+\infty} e^{-2Lt} \left\| (-A)^{\frac{1}{2}} S(s/2) S(s/2) \right\|^2_{(HS)} ds \right)^{\frac{p}{2}}. \]

Since
\[ \left\| (-A)^{\frac{1}{2}} S(s/2) S(s/2) \right\|_{(HS)} \leq \left\| (-A)^{\frac{1}{2}} S(s/2) \right\|_{L(L^2, L^2)} \left\| S(s/2) \right\|_{(HS)} \leq C s^{-\frac{1}{4}} \left\| S(s/2) \right\|_{(HS)}, \]
we have
\[ \mathbb{E} \left\| Z_L(t) \right\|^p_{L^4} \leq C^p \left( \int_0^{+\infty} e^{-2Lt} s^{-\frac{1}{4}} \sum_{k=1}^{\infty} e^{-\frac{\pi^2 k^2}{\nu} s} ds \right)^{\frac{p}{2}}. \]

Therefore the desired conclusion follows from the Lebesgue dominated convergence theorem and fact that
\[ \int_0^{+\infty} s^{-\frac{1}{4}} \sum_{k=1}^{\infty} e^{-\frac{\pi^2 k^2}{\nu} s} ds = \int_0^{+\infty} s^{-\frac{1}{4}} e^{-s} ds \sum_{k=1}^{\infty} \left( \frac{\pi^2 k^2}{\nu} \right)^{-1+\frac{1}{4}} < +\infty. \]

Clearly, in the same way one can obtain the desired estimate for $Y_L$. □

**Corollary 1.** Taking into account the Sobolev embedding $H^{\frac{1}{4}} \hookrightarrow L^4$, see Theorem 3, p. 8 in [17], we obtain
\[ \lim_{L \to +\infty} \sup_{t \geq 0} \mathbb{E} \left\| Z_L(t) \right\|_{L^4}^p = 0. \]

Let
\[ V_L(t) := v(t) - Z_L(t), \]
\[ U_L(t) := U(t) - Y_L(t). \]

Note that $V_L$ and $U_L$ are solutions to the following system of equations with random coefficients:
\[
\begin{align*}
\frac{dU_L}{dt}(t) &= P - \nu U_L(t) - \left\| V_L(t) + Z_L(t) \right\|^2 + LY_L(t), \\
U_L(0) &= U_0
\end{align*}
\]
and

\[ \frac{\partial V_L}{\partial t}(t, x) = \nu \frac{\partial^2 V_L}{\partial x^2}(t, x) + (U_L(t) + Y_L(t)) (V_L(t, x) + Z_L(t, x)) \]

\[ - \frac{\partial}{\partial x} (V_L(t, x) + Z_L(t, x))^2 + L Z_L(t, x), \]

\[ V_L(0, x) = v_0(x), \]

\[ V_L(t, 0) = 0 = V_L(t, 1), \quad t > 0. \]

Recall, see e.g. [17], that \( H_0^1 \) is the Sobolev space consisting of absolutely continuous functions \( \psi \) such that \( \frac{d\psi}{dx} \in L^2 \), and \( \psi(0) = \psi(1) = 0 \). We can now state the main result of this section.

**Lemma 3.** Given \( L \) write

\[ y_L(t) := \|V_L(t)\|^2 + U_L^2(t), \quad t \geq 0. \]

Then there are independent of \( L \) constants \( \beta > 0 \) and \( C > 0 \) such that

\[ \frac{d}{dt} y_L(t) + \beta \left[ y_L(t) + \|V_L(t)\|_{H^1_0} \right] \leq C y_L(t) \xi_L(t) + C \eta_L(t), \]

where

\[ \xi_L(t) := |Y_L(t)| + \|Z_L(t)\|^2 + \|Z_L(t)\| + \|Z_L(t)\|^\frac{8}{4}, \]

\[ \eta_L(t) := (1 + L^2) \left( Y_L^4(t) + \|Z_L(t)\|_{L^1}^4 \right) + 1. \]

**Proof.** We have

\[ \left\langle \frac{\partial V_L}{\partial t}, V_L \right\rangle = \nu \left\langle \frac{\partial^2 V_L}{\partial x^2}, V_L \right\rangle + U \left\langle V_L + Z_L, V_L \right\rangle \]

\[ - \left\langle \frac{\partial}{\partial x} (V_L + Z_L)^2, V_L \right\rangle + L \left\langle Z_L, V_L \right\rangle. \]

Therefore

\[ \frac{1}{2} \frac{d}{dt} \|V_L\|^2 = -\nu \left\langle \frac{\partial V_L}{\partial x}, \frac{\partial V_L}{\partial x} \right\rangle + U \left\langle V_L, V_L \right\rangle + U \left\langle Z_L, V_L \right\rangle \]

\[ + \left\langle V_L^2, \frac{\partial V_L}{\partial x} \right\rangle + 2 \left\langle V_L Z_L, \frac{\partial V_L}{\partial x} \right\rangle + \left\langle Z_L^2, \frac{\partial V_L}{\partial x} \right\rangle + L \left\langle Z_L, V_L \right\rangle \]

\[ = -\nu \left\langle \frac{\partial V_L}{\partial x}, \frac{\partial V_L}{\partial x} \right\rangle + U \left\langle V_L, V_L \right\rangle + U \left\langle Z_L, V_L \right\rangle \]

\[ + 2 \left\langle V_L Z_L, \frac{\partial V_L}{\partial x} \right\rangle + \left\langle Z_L^2, \frac{\partial V_L}{\partial x} \right\rangle + L \left\langle Z_L, V_L \right\rangle. \]
since \( \langle V_L^2, \frac{\partial V_L}{\partial x} \rangle = 0 \). In other words we have
\[
\frac{1}{2} \frac{d}{dt} \| V_L \|^2 + \nu \| V_L \|_{H^1_0}^2 \\
= U \| V_L \|^2 + U \langle V_L, Z_L \rangle + 2 \int_0^1 V_L Z_L \frac{\partial V_L}{\partial x} \, dx + \int_0^1 Z_L^2 \frac{\partial V_L}{\partial x} \, dx + L \langle Z_L, V_L \rangle.
\]
Further we have
\[
\left| \int_0^1 Z_L^2 \frac{\partial V_L}{\partial x} \, dx \right| \leq \| Z_L^2 \|_{H^1_0}^2 \left\| \frac{\partial V_L}{\partial x} \right\| = \| Z_L \|_{L^4}^2 \| V_L \|_{H^1_0}
\leq \frac{\nu}{4} \| V_L \|_{H^1_0}^2 + \frac{1}{\nu} \| Z_L \|_{L^4}^4.
\]
Using an interpolation estimate, see e.g. [13], we obtain
\[
2 \left| \int_0^1 V_L Z_L \frac{\partial V_L}{\partial x} \, dx \right| \leq 2C_1\| V_L \|_{H^1_0}^3 \| V_L \|_{H^1_0} \leq \frac{\nu}{4} \| V_L \|_{H^1_0}^2 + C_2 \| V_L \|^2 \| Z_L \|_{L^4}^\frac{8}{3}
\]
Hence
\[
\frac{1}{2} \frac{d}{dt} \| V_L \|^2 + \frac{\nu}{2} \| V_L \|_{H^1_0}^2 \leq U \| V_L \|^2 + U \langle V_L, Z_L \rangle + L \| Z_L \| \| V_L \|
\leq C_2 \| V_L \|^2 \| Z_L \|_{L^4}^{\frac{8}{3}} + \frac{1}{\nu} \| Z_L \|_{L^4}^4.
\]
Recall that \( U = U_L + Y_L \) and
\[
\frac{1}{2} \frac{d}{dt} U_L^2 + \nu U_L^2 = U_L \left( P - \| V_L + Z_L \|^2 + LY_L \right)
= U_L \left( P - \| V_L \|^2 - 2\langle V_L, Z_L \rangle - \| Z_L \|^2 \right) + LU_L Y_L
\leq \frac{\nu}{2} U_L^2 + \frac{1}{2\nu} P^2 - U_L \| V_L \|^2 - 2U_L \langle V_L, Z_L \rangle - U_L \| Z_L \|^2

Therefore adding the above inequality we obtain
\[
\frac{1}{2} \frac{d}{dt} \left[ \| V_L \|^2 + U_L^2 \right] + \frac{\nu}{2} \left[ \| V_L \|_{H^1_0}^2 + U_L^2 \right]
\leq Y_L \| V_L \|^2 + (Y_L - U_L) \langle V_L, Z_L \rangle + L \| Z_L \| \| V_L \|
\leq C_2 \| V_L \|^2 \| Z_L \|_{L^4}^{\frac{8}{3}} + \frac{1}{\nu} \| Z_L \|_{L^4}^4 + \frac{1}{2\nu} P^2 - U_L \| Z_L \|^2 + LU_L Y_L.
Thus, using the Young inequality $|ab| \leq a^p/p + b^q/q$, we obtain
\[
\frac{d}{dt} \left( \|V_L\|^2 + U_L^2 \right) + \frac{\nu}{2} \left[ \|V_L\|^2_{H^1_0} + U_L^2 \right] \\
\leq 2|Y_L||V_L|^2 + 2(Y_L - U_L)(V_L, Z_L) + C_3L^2\|Z_L\|^2 \\
+ 2C_2\|V_L\|^2\|Z_L\|\|Z_L\|_L^\frac{4}{r_1} + \frac{2}{\nu}\|Z_L\|_L^4 + \frac{1}{\nu}P + C_3\|Z_L\|^4 + C_3L^2Y_L^2 \\
\leq 2|Y_L||V_L|^2 + 2|Y_L|\|Z_L\||V_L| + 2|U_L|\|V_L\|\|Z_L\| + C_3L^2\|Z_L\|^2 \\
+ 2C_2\|V_L\|^2\|Z_L\|\|Z_L\|_L^\frac{4}{r_1} + \frac{2}{\nu}\|Z_L\|_L^4 + \frac{1}{\nu}P + C_3\|Z_L\|^4 + C_3L^2Y_L^2 \\
\leq 2|Y_L||V_L|^2 + |Y_L|^2 + \|Z_L\|^2\|V_L\|^2 + U_L^2\|Z_L\| + \|V_L\|^2\|Z_L\| \\
+ C_3L^2\|Z_L\|^2 + 2C_2\|V_L\|^2\|Z_L\|_{L^1}^\frac{4}{r_1} + \frac{2}{\nu}\|Z_L\|_{L^1}^4 \\
\leq \frac{1}{\nu}P + C_3\|Z_L\|^4 + C_3L^2Y_L^2 \\
\leq C_4 \left[ \|V_L\|^2 + U_L^2 \right] \left( Y_L(t) + \|Z_L\|^2 + \|Z_L\| + \|Z_L\|_L^\frac{4}{r_1} \right) \\
+ C_4 \left( (1 + L^2)|Y_L|^2 + (1 + L^2)\|Z_L\|^2 + \|Z_L\|_{L^1}^4 + P \right)
\]
and the desired estimate follows from the Poincaré inequality
\[
\pi^2\|V_L\|^2 \leq \|V_L\|^2_{H^1_0}
\]
and from the fact that $\|Z_L\| + \|Z_L\|^2 \leq 2\|Z_L\|_{L^1}^4 + 2$. □

**Corollary 2.** Let $X = (U, v)$ be the solution to problem (3)–(5) with initial conditions $U(0) = U_0 \in \mathbb{R}$ and $v(0) = v_0 \in L^2$. Then
\[
\lim_{M \to +\infty} \limsup_{T \to +\infty} \frac{1}{T} \int_0^T \mathbb{P} \left( |U(t)| + |v(t)| \geq M \right) \, dt = 0.
\]

**Proof.** We use the idea of Da Prato and Gatarek [5], see also Da Prato and Zabczyk [7]. Namely, let us fix $M \geq 2$. Recall, see Lemma 3 that $y_L(t) := \|V_L(t)\|^2 + U_L^2(t)$. Given $L > 0$ set
\[
\zeta_L(t) := \log \left( y_L(t) \vee \frac{M}{2} \right).
\]
Then
\[
\frac{d}{dt} \zeta_L(t) = \chi_{\{y_L(t) \geq M/2\}} \frac{1}{y_L(t)} \frac{d}{dt} y_L(t).
\]
Recall, see Lemma 3 that
\[
\frac{d}{dt} y_L(t) + \beta y_L(t) \leq C y_L(t) \zeta_L(t) + C \eta_L(t).
\]
Multiplying both sides of the inequality above, by 
\[ \chi(y_L(t) \geq M/2) \frac{1}{y_L(t)} \leq \frac{2}{M}, \]
we obtain 
\[ \frac{d}{dt} \zeta_L(t) + \beta \chi(y_L(t) \geq M/2) \leq C \zeta_L(t) + \frac{2C}{M} \eta_L(t). \]
Hence, after integrating over \( t \) and taking expectation, we get 
\[ \mathbb{E} (\zeta_L(T) - \zeta_L(0)) + \beta \int_0^T \mathbb{P} (y_L(t) \geq M/2) \, dt \leq C \int_0^T \left( \mathbb{E} \xi_L(t) + \frac{2 \mathbb{E} \eta_L}{M} \right) \, dt. \]
Since \( \zeta_L(T) - \zeta_L(0) \geq 0 \) because \( M \geq 2 \), we have 
\[ \frac{1}{T} \int_0^T \mathbb{P} (y_L(t) \geq M/2) \, dt \leq \frac{C}{\beta T} \int_0^T \left( \mathbb{E} \xi_L(t) + \frac{2 \mathbb{E} \eta_L}{M} \right) \, dt. \]
Let us fix an \( \varepsilon > 0 \). Then, by Lemma 2 there is a constant \( L_0 \) such that for any \( L \geq L_0 \),
\[ \sup_{t \geq 0} \mathbb{E} \xi_L(t) \leq \varepsilon \quad \text{and} \quad \sup_{t \geq 0} \mathbb{E} \eta_L(t) \leq (1 + L^2) \varepsilon + 1. \]
Therefore, for \( L \geq L_0 \),
\[ \frac{1}{T} \int_0^T \mathbb{P} (y_L(t) \geq M/2) \, dt \leq \frac{C}{\beta} \left[ \varepsilon + \frac{(1 + L^2) \varepsilon + 1}{M} \right]. \]
Since 
\[ U^2(t) + \|v(t)\|^2 = y_L(t) + Y_L^2(t) + \|Z_L(t)\|^2, \]
we have by the Chebyshev inequality
\[ \frac{1}{T} \int_0^T \mathbb{P} (U^2(t) + \|v(t)\|^2 \geq M) \, dt \leq \frac{C}{\beta} \left[ \varepsilon + \frac{(1 + L^2) \varepsilon + 1}{M} \right] + \frac{2}{M} \sup_{t \geq 0} \mathbb{E} \left[ Y_L^2(t) + \|Z_L(t)\|^2 \right], \]
and the desired conclusion follows since by Lemma 2
\[ \lim_{L \to +\infty} \sup_{t \geq 0} \mathbb{E} \left[ Y_L^2(t) + \|Z_L(t)\|^2 \right] = 0. \]
To be more precise, given \( \varepsilon > 0 \) we first find \( L \) such that
\[ \sup_{t \geq 0} \mathbb{E} \left[ Y_L^2(t) + \|Z_L(t)\|^2 \right] \leq \frac{\varepsilon}{2}, \]
and than $M > 2$ such that

$$\frac{C}{\beta} \left[ \varepsilon + \frac{(1 + L^2)\varepsilon + 1}{M} \right] \leq \varepsilon \frac{2}{\beta}.$$ 

□

4. Proof of the existence of an invariant measure

Taking into account the Krylov-Bogolyubow criterion (see Proposition 1 and Corollary 2) it is enough to show that the family of laws $(\mathcal{L}(v(t)), t > 0)$ is tight in the space $H^4_\beta$. Recall that $v(t) = V_L(t) + Z_L(t)$. On the other hand by Lemma 3 we have the inequality

$$\beta \|V_L(t)\|_{H^4_\beta}^2 \leq C y_L(t) \xi L(t) + C \eta_L(t) \leq C \left[ y_L^2(t) + \xi_L^2(t) + \eta_L(t) \right].$$

Since $y_L(t) = \|V_L(t)\|^2 + U_L^2(t) \leq 2 \left( \|v(t)\|^2 + U^2(t) \right) + 2 \left( \|Z_L(t)\|^2 + Y_L^2(t) \right)$, and $\| \cdot \|_{H^4_\beta} \leq C_1 \| \cdot \|_{H_0^1}$ we have

$$\|v(t)\|_{H^4_\beta} \leq \|Z_L(t)\|_{H^4_\beta} + C_2 \left( \|v(t)\|^2 + U^2(t) \right) + C_2 \left( \|Z_L(t)\|^2 + Y_L^2(t) \right) + C_2 \left[ \xi_L^2(t) + \eta_L(t) \right]^{\frac{1}{2}} \leq C_2 \left( \|v(t)\|^2 + U^2(t) \right) + R_L(t),$$

where, by Lemma 2

$$R_L(t) := \|Z_L(t)\|_{H^4_\beta} + C_2 \left( \|Z_L(t)\|^2 + Y_L^2(t) \right) + C_2 \left[ \xi_L^2(t) + \eta_L(t) \right]^{\frac{1}{2}}$$

satisfies

$$\sup_{t > 0} E R_L(t) < +\infty.$$ 

Hence

$$P \left( \|v(t)\|_{H^4_\beta} \geq M \right) \leq P \left( \|v(t)\|^2 + U^2(t) \geq \frac{M}{2C_2} \right) + P \left( R_L(t) \geq \frac{M}{2} \right).$$

By Corollary 2

$$\lim_{M \to +\infty} \limsup_{T \to +\infty} \frac{1}{T} \int_0^T P \left( \|v(t)\|^2 + U^2(t) \geq \frac{M}{2C_2} \right) dt = 0.$$ 

By Chebyshev's inequality

$$\lim_{M \to +\infty} \limsup_{T \to +\infty} \frac{1}{T} \int_0^T P \left( R_L(t) \geq \frac{M}{2} \right) dt \leq \lim_{M \to +\infty} \frac{2}{M} \sup_{t > 0} E R_L(t) = 0. \quad \Box$$
5. **Strong Feller and Irreducibility**

In this section we will show that if $g_0$ and $g_1$ are separated from 0, then the semigroup defined by problem (3)–(5) is strong Feller and irreducible.

Let us recall first some basic definitions and theorems. Assume that $P_t(z, \Gamma), t \geq 0, z \in E, \Gamma \in \mathcal{B}(E)$ is a transition probability on a Polish space $E$. Let $(P_t)$ be the corresponding transition semigroup.

**Definition 3.** We call a transition probability $P$ regular if the measures $P_t(u, \cdot)$ and $P_t(z, \cdot)$, $u, z \in E$ and $t, s > 0$ are mutually absolutely continuous.

We call $P$ strong Feller if the semigroup $P_t : B_b(E) \rightarrow C_b(E)$ for $t > 0$.

We call it irreducible if $P(t, z, \mathcal{O}) > 0$ for all $t > 0$, $z \in E$ and non-empty open set $\mathcal{O} \subset E$.

The first part of the theorem below is due to Khas’minskii [12]. The second part is due to Doob [9]. For the proofs of theses two parts we refer the reader also to [7]. The third part contains results of Seidler [15] and Stettner [16].

**Theorem 2.** (i) If a transition probability is strong Feller and irreducible then it is regular. (ii) If $P$ is stochastically continuous and regular transition probability and $\mu$ is an invariant measure with respect to $P$, than $\mu$ is unique, equivalent to all measures $P_t(z, \cdot)$ and for all $z \in E$ and $\Gamma \in \mathcal{B}(E)$,

$$
\lim_{t \to +\infty} P_t(z, \Gamma) = \mu(\Gamma),
$$

(iii) Assume that the Markov process $X$ with a transition function $P$ is right-continuous, strong Markov and regular. Assume that $\mu$ is an invariant-measure for $X$. Then for any probability measure $\tilde{\mu}$ on $E$ we gave

$$
\lim_{t \to +\infty} \|P_t^* \mu - \mu\|_{TV} = 0.
$$

Recall that the **total variation norm** of two probability measures $\mu$ and $\tilde{\mu}$ on $E$ is given as follows

$$
\|\mu - \tilde{\mu}\|_{TV} = \sup_{\Gamma \in \mathcal{B}(E)} |\mu(\Gamma) - \tilde{\mu}(\Gamma)|.
$$

5.1. **Proof of strong Feller property.** In this part we are going to apply some standard techniques. Therefore we present here only a sketch of the proof. First we need to approximate $g_0$ and $g_1$ by sequence
of $C^\infty$ mappings $g^n_0$ and $g^n_1$ such that the corresponding Lipschitz constants converge; i.e.

$$\|g^n_0\|_{\text{Lip}} \to \|g_0\|_{\text{Lip}} \quad \text{and} \quad \|g^n_1\|_{\text{Lip}} \to \|g_1\|_{\text{Lip}}.$$ 

We require also point convergence and the upper and lower bonds:

$$|g^n_0(r, \psi) - g_0(r, \psi)| \to 0 \quad \text{and} \quad \|g^n_1(r, \psi) - g_1(r, \psi)\| \to 0, \quad \forall r \in \mathbb{R}, \psi \in L^2.$$ 

and there is a constant $C \in (0, +\infty)$ such that for all $r \in \mathbb{R}$ and $\psi \in L^2$ all the following numbers

$$|g^n_0(r, \psi)|, \quad \frac{1}{\|g^n_0(r, \psi)\|}, \quad \|g^n_1(r, \psi)\|, \quad \frac{1}{\|g_1(r, \psi)\|}$$

are less or equal to $C$. In [14] one can find a construction of such sequences.

We need also to regularize (in fact localize) the mappings $N(\psi) = \|\psi\|^2$ and $B(\psi) = -\frac{\partial}{\partial x} \psi^2$. We set

$$N_n(\psi) = N(\psi)\phi_n(\|\psi\|^2),$$

where $\phi_n \in C^\infty(\mathbb{R})$ is such that $0 \leq \phi_n(r) \leq 1$, $|\phi'(r)| \leq 2$ for $r \in \mathbb{R}$, $\phi_n(r) = 1$ for $r \leq n + 1$ and $\phi_n(r) = r$ for $r \leq n$. In the same fashion we localize $B$,

$$B_n(\psi) = B\left(\psi\phi_n(\|\psi\|^2)\right).$$

Let $X^z_{n,m}(t) = (U^z_{n,m}(t), v^z_{n,m}(t))$ be the value at time $t$ of the solution to the problem obtained from (3)–(5) by replacing $g_i$ by $g^n_i$, and $N$ and $B$ by $N_n$ and $B_n$. We denote by $z = (U(0), v(0))$ the initial data. We take for granted the existence and uniqueness of the solution to the modify problem on the state space $H = \mathbb{R} \times L^2$.

Let

$$P^n_{t,m}f(z) = \mathbb{E}f(X^z_{n,m}(t)), \quad z = (r, \psi) \in \mathbb{R} \times L^2,$$

be the transition semigroup to the modify problem. As in [14] one can derive the Bismut–Elworthy–Li formula

$$D_r P^n_{t,m}f((r, \psi))a + D_\psi P^n_{t,m}f((r, \psi))\varphi
\quad = \mathbb{E}f(X^z_{n,m}(t))Y_{n,m}(r, \psi, t, a, \varphi),$$

with

$$Y_{n,m}(r, \psi, t, a, \varphi) = \varphi(a) - \langle \psi, a \rangle - \frac{1}{2} \langle \psi, D_r \varphi \rangle.$$
where: \( a \in \mathbb{R} \) and \( \varphi \in L^2 \) are directions, \( D_r \) and \( D_\psi \) denote the derivatives in \( r \) and \( \psi \),

\[
Y_{n,m}(r, \psi, t, a, \varphi) = Y^1_{n,m}(r, \psi, t)a + Y^2_{n,m}(r, \psi, t, \varphi),
\]

\[
Y^1_{n,m}(r, \psi, t) := \frac{1}{t} \int_0^t \frac{1}{g_0(X^{(r,\psi)}_{n,m}(s))} \frac{\partial}{\partial r} U^{(r,\psi)}_{n,m}(s) dW_0(s),
\]

\[
Y^2_{n,m}(r, \psi, t, \varphi) := \frac{1}{t} \int_0^t \left\langle \frac{1}{g_1(X^{(r,\psi)}_{n,m}(s))} D_\psi U^{(r,\psi)}_{n,m}(s)[\varphi], dW_0(s) \right\rangle.
\]

We left to the reader the verification of the fact that there is an independent of \( m, r, \psi, a, \) and \( \varphi \) constant \( C(n, t) \) such that

\[
\mathbb{E} |Y_{n,m}(r, \psi, t, a, \varphi)| \leq C(n, t) \left[ |a|^2 + \| \varphi \|^2 \right]^\frac{1}{2}.
\]

This ensures not only the strong Feller property of \((P^{n,m}_t)\) but also gives the estimate

\[
\|DP^{n,m}_t f(z)\|_{L(H,H)} \leq C(n, t) \sup_{z \in H} |f(z)|.
\]

Therefore \( P_t f \) is Lipschitz continuous function on \( H \), and

\[
\|P^{n,m}_t f\|_{\text{Lip}} \leq C(n, t).
\]

Since \( C(n, t) \) does not depend on \( m \) it enables us to pass with \( n \to \infty \) and prove the strong Feller property of the transition semigroup \((P^n_t)\) for the problem, say problem \( \Pi^n \), obtained from \((3)-(5)\) by replacing only \( N \) and \( B \) by \( N_n \) and \( B_n \). In fact, \( P^n f \) is Lipschitz continuous and for any bounded measurable function \( f \) we have

\[
\|P^n_t f\|_{\text{Lip}} \leq C(n, t).
\]

We can now conclude by using a standard localization procedure. Namely let \( X^n_z \) be the solution to problem \( \Pi^n \) and let \( X^z \) be the solution to problem \([3]-[5]\). Then, from the uniqueness of the solutions and since for \( \psi: \|\psi\| \leq n \) we have \( \mathcal{N}_n(\psi) = \mathcal{N}(\psi) \) and \( B_n(\psi) = B(\psi) \), we infer that

\[
X^n_z(s) = X^z(s) \quad \text{for } s < \tau^n_z,
\]

where

\[
\tau^n_z := \inf\{s: \|X^z(s)\| \geq n\}.
\]

We can now repeat arguments from \([5, 7]\). Namely, let \( f \) be a bounded measurable function on \( H = \mathbb{R} \times L^2 \). We have

\[
|P^n_t f(z) - P_t f(z)| = \mathbb{E} \left[ f(X^n_z(t)) - f(X^z(t)) \right] \chi(t \geq \tau^n_z)
\]

\[
\leq 2 \sup_{z \in H} \|f(z)\| \mathbb{P}(t \geq \tau^n_z).
\]
Since functions $P^nf$ are continuous, it is enough to show that for all $M > 0$ and $t > 0$ we have

$$\lim_{n \to +\infty} \sup_{\|z\| \leq M} \mathbb{P}(t \geq \tau^n_z) = 0.$$

This can be written equivalently as

$$\lim_{n \to +\infty} \sup_{\|z\| \leq M} \mathbb{P} \left( \sup_{s \leq t} \|X^z(s)\|_H \geq n \right) = 0,$$

which can be easily deduced from Lemma 3, see [5] for more details, or from the existence of solution in the spaces $Z_T^p, p > 1$, established in [18, 19, 20].

5.2. Proof of irreducibility. We will follow [5, 14]. Namely, from (10) we infer that it is enough to prove the irreducibility for the problem $\Pi_n$ obtained from the original problem (3)–(5) by replacing $N$ and $B$ by $N_n$ and $B_n$, see formulae (8) and (9) from Section 5.1. The idea is to use the Girsanov theorem. Let $O \neq \emptyset$ be an open set in $H$ and let $T > 0$. Let $z = (U_0, v_0)$ be a fixed initial datum. We are going to show that $P^n_T(z, O) > 0$. Let $\bar{z} = (\bar{U}, \bar{v}) \in O$. Since the domain $D(A)$ is dense in $L^2$ we can assume that $\bar{v} \in D(A)$. We will show that for any $\varepsilon > 0, P^n_T(z, B(\bar{z}, \varepsilon)) > 0$, where $B(\bar{z}, \varepsilon)$ is the ball in $H$ of radius $\varepsilon$ and center at $\bar{z}$. To explain the idea it will be convenient for us to write our problem in the following form

$$dX_n = \left[A X_n + F_n(X_n)\right] dt + \sigma(X_n)dW,$$

with properly chosen $A$, $F_n$ and $\sigma$. In particular $A = (A, -\nu)$. Given $0 < h < T$ define

$$f^h(s) = \begin{cases} 0 & \text{for } s \leq T - h, \\ h^{-1}e^{A(s-(T-h))} (\bar{z} - X_n(T-h)) - A z & \text{for } s > T - h. \end{cases}$$

Note that the mapping $f^h$ is such that

$$X_n(T-h) + \int_{T-h}^T e^{A(T-s)} f^{h,m}(s) ds = \bar{z}. \tag{11}$$

Let

$$\zeta_{h,m}(s) := \sigma(X_n(s))^{-1} \left[f^h(s)\right] \chi_{\{\|X_n(T-h)\|H \leq m\}}.$$

Then under the probability measure

$$d\mathbb{P}^* = \exp \left\{ -\int_0^T \zeta_{h,m}(s)dW(s) - \frac{1}{2} \int_0^T \|\zeta_{h,m}(s)\|^2 ds \right\} d\mathbb{P},$$

$$W^*(t) = W(t) + \int_0^t \zeta_{h,m}(s)ds, \quad t \leq T,$$
is a cylindrical Wiener process on $H$. Therefore the law of $X_n$ is equivalent to the law of the solution $\tilde{X}_n$ to the following equation

$$d\tilde{X}_n = \left[ A\tilde{X}_n + F_n(\tilde{X}_n) + \int_{\{\|\tilde{X}_n\|_H \leq m\}} f h \chi \right] dt + \sigma(X_n)dW.$$

Taking into account, (11), we have

$$\tilde{X}_n(T) = z + R_h(T) \quad \text{if} \quad \|X_n(T - h)\|_H \leq m,$$

where

$$R_h(T) := \int_{T-h}^T e^{A(T-s)}F_n(\tilde{X}_n(s))ds + \int_{T-h}^T e^{A(T-s)}\sigma(\tilde{X}_n(s))dW(s).$$

Obviously we have

$$\lim_{m \to +\infty} P(\|X_n(T - h)\|_H \leq m) = 1.$$

Thus the proof will be completed as soon as we can show that for any $\varepsilon > 0$ we have

$$\lim_{h \to 0} P(\|R_h(T)\|_H < \varepsilon) > 0.$$

Since it can be done in the same way as in Da Prato and Gatarek [5] and we leave it to the reader.
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