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Abstract— Comparison of the Accuracy of different off-line methods for classification Electroencephalograph (EEG) signals, obtained from Brain-Computer Interface (BCI) devices are investigated in this paper.

BCI is a technology that allows people to interact directly or indirectly with their environment only by using brain activity. But, the method of signal acquisition is non-invasive, resulting in significant data loss. In addition, the received signals do not contain only useful information. All this requires careful selection of the method for the classification of the received signals.

The main purpose of this paper is to provide a fair and extensive comparison of some commonly employed classification methods under the same conditions so that the assessment of different classifiers will be more convincing. In this study, we investigated the accuracy of the classification of the received signals with classifiers based on AdaBoost (AB), Decision Tree (DT), k-Nearest Neighbor (kNN), Gaussian SVM, Linear SVM, Polynomial SVM, Random Forest (RF), Random Forest Regression (RFR). We used only basic parameters in the classification, and we did not apply fine optimization of the classification results.

The obtained results show suitable algorithms for the classification of EEG signals. This would help young researchers to achieve interesting results in this field faster.
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I. INTRODUCTION

Brain Computer Interface (BCI) systems create a communication bridge between the human brain and the outside world, eliminating the need for typical methods of delivering information. They control the sending of messages by the human brain and decode the transmitted signals.

Brain Computer Interface (BCI) enables users to communicate with multiple devices by detecting and processing EEG signals emitted by the human brain. The BCI system records brain waves and sends them to the computer system to perform the intended task. In this way, transmitted waves are used to identify the expression of an idea or the management of an object.

The use of BCI can enable different groups of users to control devices from our environment without using e.g. your hands. We just need to think about something, e.g. "Turn on the lights." This is enough to execute a set of commands and does not require muscular intervention [9], [10], [3]. For people with disabilities, using BCI as Assistant Robots can provide additional opportunities to make their daily lives easier. In the field of IT technologies, BCI can provide additional opportunities for the protection of information systems.

In order to implement a BCI system, various patterns of brain activity must be created that can be identified by the system and converted into commands. This means that the signals coming from the BCI must be processed and recognized correctly by the system.

Currently, off-line classification algorithms are most commonly used for this purpose. The design of the classification model involves the selection of one or more classification algorithms. However, in order for the assessment of classification to be sufficiently accurate, an appropriate algorithm must be selected, depending on the objective set for the researcher. The construction of a Real-Time Information system requires, in addition to the accuracy of signal recognition, a sufficiently high speed of signal processing, while for research purposes, high accuracy and reliability of the results are required.

In our study, we focus mainly on assessing the accuracy of the various algorithms. Usually, in different researches and articles, the work of one algorithm is shown, which gives a certain result, but we decided to compare the results of the work of the most
frequently used algorithms, setting standard parameters under different conditions.

In this case, we investigated the accuracy of the classification of the received signals with classifiers based on AdaBoost (AB), Decision Tree (DT), k-Nearest Neighbor (kNN), Gaussian SVM, Linear SVM, Polynomial SVM, RF, and RFR classifiers to evaluate the accuracy in classifying BCI signals. All studies were performed with the same data set and each classifier was filled with 5 different types of parameters to find the optimal settings for each classifier.

In addition, in our study during the training process of the participant we use additional visual stimulation, which according to the results of our preliminary studies significantly increases the accuracy in classifying the data sent to the algorithm for analysis. This is due to the additional visual stimulus for concentration of the participants in the study.

The commands we researched here are the standard – “Left” and “Right”. The emitted brain waves were received by EMotiv Epoc 14+ device.

We used drivers CyKIT 3.0 for Python 3.x (github.com/hugofloresgarcia/CyKit) [7], [9]. The received signals were recorded in CSV format using OpenVibe platform (Inria Rennes, INSERM and Orange Labs in collaboration with AFM, CNRS, Gipsa-lab and CEA List). The process of classifier training and the following-after tests were performed in offline mode [4,5,9]. The data is processed in Python 3.9 - Spyder version 5.0.

In our research we focused only on Beta waves, between 12 and 30 hertz.

The standard experiment includes a visualization of an Arrow and a respective Written Command. In our case we had arrows and written commands for “Left” and ‘Right”. The main point of interest in our experiment is connected to the respective reasoning of the participant when a particular sign and command appear on the screen: whether his main idea in this moment is the word “Left” or the word “Right’; whether the arrows for “Left” and “Right”, or the phrases “Turn Left” and “Turn Right” [12,16,17,18]. It is significant that at different instances (moments) our brain can associate different and each classifier was filled with 5 different types of images and ideas that at different moments (instances) our brain can associate one and the same picture with different images and ideas having a common reference. It is for this reason that we also use additional visual stimulation during the experiment [10,11], i.e. a simultaneous display on the screen of a respective command (a real-time playing game - in our case - motorboat control).

The research includes analysis of raw data obtained from 16 physically and mentally healthy participants, without pre-existing neurological disorders and previous experience with using Brain-Computer Interface (BCI) devices. The participants are of different age groups – between 21 and 54.

B. Collected data

Each experiment lasted 550 - 610 sec., or ~ 10 min. There were 20 min intervals between the different stages in order to relax the participant. During the experiment, the respective images with written commands “left” and “right” were shown 20 times each. Each series consisted of a 3-second display of the respective image (epoch) and additional visual and audio signals. At the beginning of the series, a 1-second beep was sounded to alert the participant. Each test series lasted 26 seconds [12]. This included 3 seconds to display the appropriate command and 20 seconds to perform synchronization actions. Because the experiment involved motor imagery, it was mainly focused on beta waves (12 - 30 Hz).

The data used in this experiment is collected from each participant using fourteen electrodes AF3, F7, F3, F5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 at locations of the motor cortex. The obtained raw data is shown in Table 1.

| Time: 128Hz | Epoch | AF3 | F7 | AF4 | Event Id | Event Date |
|------------|-------|-----|----|-----|----------|------------|
| 0          | 1     | 4114.103 | 4110 | ... | 4117.436 |
| 0.0078125  | 0     | 4113.974 | 4107.692 | ... | 4115.769 | 32769 | 0.008967 |
| 0.015625   | 0     | 4107.82 | 4105.897 | ... | 4108.718 |
| ...        | ...   | ... | ... | ... | ...        |
| 571.046875 | 0     | 4118.332 | 4111.410 | ... | 4120.128 | 33026 | 0.008967 |

Dataset size is shown in Table 2 and parameter list for all algorithms in Table 3.

| Time: 128Hz | Epoch | AF3 | F7 | AF4 | Event Id | Event Date |
|------------|-------|-----|----|-----|----------|------------|
| 0          | 1     | 4114.103 | 4110 | ... | 4117.436 |
| 0.0078125  | 0     | 4113.974 | 4107.692 | ... | 4115.769 | 32769 | 0.008967 |
| 0.015625   | 0     | 4107.82 | 4105.897 | ... | 4108.718 |
| ...        | ...   | ... | ... | ... | ...        |
| 571.046875 | 0     | 4118.332 | 4111.410 | ... | 4120.128 | 33026 | 0.008967 |

TABLE II. DATASET SIZE

| Number of data | 13800  |
|----------------|--------|
| Only for left / right | 6900  |
| 20% test sample | 1380 |
| 30% test sample | 2710 |
| 40% test sample | 2769 |

| Classifier | Base parameters | Additional parameters |
|------------|----------------|----------------------|
| AdaBoost Classifier | n_neighbors = 1, 20, 50, 70, 100 | none |
| Decision Tree Classifier | n_neighbors = 1, 20, 50, 70, 100 | none |
| K-Neighbours Classifier | n_neighbors = 1, 3, 5, 7, 9 | none |
| Gaussian SVM Classifier | max_depth = 1, 20, 50, 70, 100 | C=10 |
| Linear SVM Classifier | max_iter = 1000, 3000, 5000, | C=10, gamma='auto' |
| Polynomial SVM Classifier | max_iter = 1000, 3000, 5000, | C=10, max_iter = 5000, gamma='auto' |
| Random Forest Classifier | max_depth = 5, 10, 15, 25, 50 | n_estimators = 10 |
| Random Forest Regressor Classifier | max_depth = 10, 20, 30, 40, 50 | n_estimators = 10 |
Basic scheme

The preliminary evaluation steps shown in Figure 1 are applied in order to increase the probability of accurate classification the received signals (movement, desire for something, etc.) from different channels (AF3, AF4, F3, F4, FC5, FC6, F7, F8, O2 ...), responsible for various types of brain activity. The stages of data processing and classification algorithms are shown in Fig. 1.
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Fig. 1 Data processing and Classification algorithms

C. Background theory

AdaBoost algorithm (AB), short for Adaptive Boosting, is a Boosting technique that is used as an Ensemble Method in Machine Learning. It is called Adaptive Boosting as the weights are re-assigned to each instance, with higher weights to incorrectly classified instances. Boosting is used to reduce bias as well as the variance for supervised learning. It works on the principle where learners are grown sequentially. Except for the first, each subsequent learner is grown from previously grown learners. In simple words, weak learners are converted into strong ones.

Decision Trees (DTree) are a non-parametric supervised learning method used for classification and regression. The goal is to create a model that predicts the value of a target variable by learning simple decision rules inferred from the data features. A tree can be seen as a piecewise constant approximation[14].

K nearest neighbors (kNN): Instance based learning or lazy learning which trains the classifier function locally by majority note of its neighboring data points. Linear NN Search algorithm is used for search algorithm [14,25,28, 29].

A support vector machine (SVM) is a type of supervised machine learning classification algorithm that constructs one or more hyper planes to be can be used for classification[14].

Gaussian RBF (Radial Basis Function) is Kernel method used in SVM models. RBF kernel is a function whose value depends on the distance from the origin or from some point.

Linear Kernel can be used as normal dot product any two given observations. The product between two vectors is the sum of the multiplication of each pair of input values[14].

Polynomial Kernel is a more generalized form of the linear kernel. The polynomial kernel can distinguish curved or nonlinear input space[14].

Random Forest (R. Forest) algorithm constructs a forest of random trees [38] with locations of attributes chosen at random. It uses an ensemble of unpruned decision trees by a bootstrap sample using training data. There is no restriction on the depth of the tree.

Random Forest Regression is a supervised learning algorithm that uses ensemble learning method for regression. Ensemble learning method is a technique that combines predictions from multiple machine learning algorithms to make a more accurate prediction than a single model[14].

The execution time of each algorithm was obtained from the CPU by calling the python function "time" before each start of the classification and after its execution.

To evaluate the result we use the indicator f-score.

The f-score showing weighted average of the precision and recall, where an f-score reaches its best value at 1 and worst score at 0. The relative contribution of precision and recall to the f-score are equal. The formula for the f-score is:

$$F1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}$$

III. RESULT OF THE EXPERIMENT

As mentioned above, as a result of the study, 4 data sets were taken from each participant, as a result, a total of $16 \times 4 = 64$ data sets were processed.

Each data set is processed sequentially with each of the algorithms - AdaBoost (AB), Decision Tree (DT), k-Nearest Neighbor (kNN), Gaussian SVM, Linear SVM, Polynomial SVM, Random Forest (RF), Random Forest Regression (RFR).

The result of Average F1-Score accuracy for dataset with 20% test size of data is shown on Table 4.

| Algorithm Type | Value 1 | Value 2 | Value 3 | Value 4 | Value 5 |
|----------------|---------|---------|---------|---------|---------|
| AB             | 35.22%  | 64.10%  | 67.41%  | 68.26%  | 68.62%  |
| Dtree          | 36.29%  | 78.17%  | 78.10%  | 78.28%  | 78.25%  |
| kNN            | **90.16%** | **88.53%** | **87.88%** | **87.06%** | **86.62%** |
| G SVM          | 69.58%  | 85.47%  | 88.21%  | **89.25%** | **89.79%** |
| L SVM          | 66.80%  | 67.33%  | 65.65%  | 63.58%  | 61.85%  |
| P SVM          | 62.81%  | 56.38%  | 55.27%  | 60.62%  | 59.17%  |
| RF             | 64.23%  | 72.83%  | 79.03%  | **82.56%** | **81.48%** |
| RFR            | 16.79%  | 36.97%  | 42.21%  | 41.58%  | 42.42%  |

In the table, the results in bold with more than 80% F1 Score are indicated, and the colors in yellow - with over 90% F1 Score. In this case (test size - 20%) only kNN and Gaussian SVM are suited for classification if we want classification accuracy over 85%. For KNN the accuracy of the assessment is over 85% regardless of the number of n-neighbors, for G SVM the highest result is achieved at max_dept = 20, 50, 70 and 100. It should be borne in mind that it is not good to use n_neighbors = 1 for classification[1].
A result of over 80% was also obtained for Random Forrest algorithm with max_dept over 15.

The diagram in Figure 2 shows the summarized results for the accuracy of the classified signals for all algorithms at train size 80 and test size 20% in datasets.
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Fig. 2 Summarize result – test size = 20%

The result of Average F1-Score accuracy for dataset with 30% test size of data is shown on Table V.

| Algorithm_Type | Param 1 | Param 2 | Param 3 | Param 4 | Param 5 |
|----------------|---------|---------|---------|---------|---------|
| AB             | 35.58%  | 62.88%  | 67.95%  | 68.39%  | 68.92%  |
| Dtree          | 11.08%  | 77.06%  | 77.17%  | 77.06%  | 77.29%  |
| kNN            | 88.90%  | 87.83%  | 86.85%  | 86.33%  | 85.83%  |
| G SVM          | 69.19%  | 84.91%  | 88.03%  | 89.10%  | 90.11%  |
| L SVM          | 67.29%  | 67.29%  | 64.24%  | 66.64%  | 61.08%  |
| P SVM          | 58.93%  | 53.39%  | 41.88%  | 33.87%  | 33.82%  |
| RF             | 64.37%  | 72.46%  | 79.43%  | 82.46%  | 81.53%  |
| RFR            | 17.16%  | 38.44%  | 41.46%  | 42.09%  | 40.24%  |

In this case (test size - 30%) only kNN and Gaussian SVM are suited for classification if we want classification accuracy over 85%. For KNN the accuracy of the assessment is over 85% regardless of the number of n-neighbors, for G SVM the highest result is achieved at max_dept = 20, 50, 70 and 100.

The diagram in Figure 3 shows the summarized results for the accuracy of the classified signals for all algorithms at train size 70 and test size 30% in datasets.
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Fig. 3 Summarize result – test size = 30%

In this case in Table VI - (test size - 40%) again kNN and Gaussian SVM showing accuracy over 85%. For KNN the accuracy of the assessment is over 85% regardless of the number of n-neighbors, for G SVM again the highest result is achieved at max_dept = 20, 50, 70 and 100.

| Algorithm_Type | Test size | Param 1 | Param 2 | Param 3 | Param 4 | Param 5 |
|----------------|-----------|---------|---------|---------|---------|---------|
| AB             | 0.2       | 90.16%  | 88.53%  | 87.88%  | 87.06%  | 0.86616281 |
| Dtree          | 0.3       | 88.90%  | 87.83%  | 86.85%  | 86.33%  | 0.858326895 |
| kNN            | 0.4       | 88.90%  | 87.24%  | 86.55%  | 85.77%  | 0.849772973 |

Below are the summarized results for the two algorithms that showed the highest results – kNN – Table VII and Gaussian SVM – Table VIII

| Algorithm_Type | Test size | Param 1 | Param 2 | Param 3 | Param 4 | Param 5 |
|----------------|-----------|---------|---------|---------|---------|---------|
| AB             | 0.2       | 69.58%  | 85.47%  | 88.21%  | 89.25%  | 89.79%  |
| Dtree          | 0.3       | 69.19%  | 84.91%  | 88.03%  | 89.10%  | 90.11%  |
| kNN            | 0.4       | 69.34%  | 84.27%  | 87.24%  | 87.83%  | 88.58%  |

From the obtained results it is clear that the optimal test sample (train set) in% is 30% or 40%, and the number of neighbors – 5 form kNN. For Gaussian SVN we need set max_dept parameter over 20.

Overall performance measure of classification algorithms on EEG datasets is shown on Table IX

| Algorithm_Type | Param 1 | Param 2 | Param 3 | Param 4 | Param 5 |
|----------------|---------|---------|---------|---------|---------|
| AB             | 35.58%  | 64.10%  | 68.64%  | 69.00%  | 69.57%  |
| Dtree          | 36.29%  | 78.17%  | 78.10%  | 78.28%  | 78.25%  |
| kNN            | 90.16%  | 88.53%  | 87.88%  | 87.06%  | 86.62%  |
| G SVM          | 69.58%  | 85.47%  | 88.21%  | 89.25%  | 90.11%  |
| L SVM          | 67.29%  | 67.33%  | 65.65%  | 63.58%  | 61.85%  |
| P SVM          | 62.81%  | 56.38%  | 55.27%  | 60.62%  | 59.17%  |
| RF             | 64.37%  | 72.83%  | 79.43%  | 82.56%  | 81.53%  |
| RFR            | 17.16%  | 38.44%  | 42.21%  | 42.09%  | 42.42%  |

and the graph of the obtained results is showing Fig. 6
In Table X is showing the best parameters and execution time for each of the algorithms.

| TABLE X. MAX ACCURACI - F1-SCORE FOR ALL TEST SIZE | 
|-----------------------------------------------------|
| Best parameters | Time Execution |
|------------------|----------------|
| AB neighbors = 100 | 0.126827478 |
| Dtree neighbors = 100 | 0.018254995 |
| kNN n_neighbors = 1, 3, 5, 7, 9 - no matter, but the best - 1 | 1.081873178 |
| G SVM max_dept = all > 20 | 7.50461765 |
| SVM max_iter = 3000 | 2.599415779 |
| P SVM max_iter = 2 | 3.116209811 |
| RF max_depth = 25, 50 | 0.019266009 |
| RFR max_dept = 30 | 0.017406821 |

CONCLUSION

We studied 8 different types of classification algorithms, including AdaBoost (AB), Decision Tree (DT), k-Nearest Neighbor (kNN), Gaussian SVM, Linear SVM, Polynomial SVM, Random Forest (RF), Random Forest Regression (RFR) meta-analysis, and compared their results in classifying EEG signals using a different number of characteristics. We found that the k-Nearest Neighbor and Gaussian SVM classification algorithms outperformed most classification algorithms, as the k-Nearest Neighbor algorithm is faster.

The obtained results show suitable algorithms for the classification of EEG signals. This will help young researchers to achieve interesting results in this area faster.
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