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We developed an integer lattice gas method for the fluctuating diffusion equation. Such a method is unconditionally stable and able to recover the Poisson distribution for the microscopic densities. A key advance for integer lattice gases introduced in this paper is a new sampling collision operator that replaces particle collisions with sampling from an equilibrium distribution. This can increase the efficiency of our integer lattice gas by several orders of magnitude.

## I. INTRODUCTION

The idea of the integer lattice gas developed by Blommel *et al.* [1] extends traditional Boolean lattice gases [2, 3], that allow only one particle per lattice link to instead allow for an integer number of particles. This cures problems with the local density dependent advection prefactor that breaks Galilean invariance in those standard lattice gas model. It also includes ideal gas fluctuations in a consistent manner, and can therefore represent fluctuations for low densities.

Historically lattice Boltzmann methods were derived from lattice gas models [2, 4]. The exclusion principle that allowed for one particle per lattice velocity only caused the equilibrium distribution to be of the Fermi-Dirac rather than the Boltzmann form. This equilibrium distribution was the reason, that the hydrodynamic limit of these lattice gases contained non Galilean invariant terms. The original lattice Boltzmann methods were exactly equivalent to these lattice gas methods [5]. Qian and d’Humieres modified the lattice Boltzmann collision operator to break the link to the underlying lattice gas model [6], which enabled them to recover the Galilean invariance of the lattice gas hydrodynamics. Blommel and Wagner [1] were able to show that one can define a set of integer lattice gas models which will have a corresponding entropic lattice Boltzmann method as its Boltzmann averaged limit. This equivalence showed that the integer lattice gases share the improved level of Galilean invariance with their lattice Boltzmann counterparts, a significant improvement over Boolean lattice gases. The recovery of a Galilean invariant (in the lattice Boltzmann sense, since no lattice based method can be fully invariant) lattice gas was striking, but the advance was mostly of theoretical interest, since the fundamental two particle lattice gas collision operator was not computationally competitive with the corresponding lattice Boltzmann method.

In this paper we develop a sampling collision operator for the lattice gas method, and we show that with such a collision operator the lattice gas can be competitive with the corresponding lattice Boltzmann method. Such a sampling approach was previously suggested by Boghosian [7], but in that case it was considered impractical to construct such a sampling collision operator. We show here that by focusing on a diffusive system leading to a diffusive lattice Boltzmann method [8], it is indeed possible to construct an efficient sampling method for our integer lattice gas.

In section II we introduce the lattice gas, and in section III we derive its Boltzmann average. Section IV is dedicated to validating the fluctuating and dynamic properties of the method for a few test cases. Section V is dedicated to the analysis of the improved computational efficiency of the method.

## II. THE MONTE CARLO LATTICE GAS ALGORITHM

A lattice gas consists of an underlying lattice and a set of lattice velocities \( v_i \) as well as occupation numbers \( n_i(x, t) \) indicating the number of particles at lattice point \( x \) at time \( t \) associated with lattice velocity \( v_i \). The distance between the nearest neighbors of the lattice sites constitutes the lattice spacing \( \Delta x \). Time increments in discrete time steps \( \Delta t \). The velocities \( v_i \) are defined such that the lattice displacements \( v_i \Delta t \) are lattice vectors, i.e. they connect lattice sites with each other. In particular if \( x \) is a lattice site so is \( x + v_i \Delta t \). Typically the lattice velocities are the same for each lattice site and restricted in number such that the lattice displacements are restricted to a (small) neighborhood. In general we will refer to the number of lattice velocities as \( V \).

When we say that for each lattice velocity \( v_i \) there is an associated integer occupation number \( n_i(x, t) \), what we mean is \( n_i(x, t) \) that the number of particles at lattice site \( x \) at time \( t \) that came from lattice site \( x - v_i \) in the previous time step. This allows us to define a local number of particles at each lattice site

\[
N(x, t) = \sum_i n_i(x, t). \tag{1}
\]

The time-evolution of the lattice occupation numbers \( n_i \),
can be written as
\[ n_i(x + v_i \Delta t, t + \Delta t) = n_i(x, t) + \Xi_i, \] (2)
where \( \Xi_i \) is referred to as the collision operator. This collision operator will be a stochastic operator in general that obeys the local conservation laws. In our case the local number of particles \( N(x, t) \) will be left unchanged by the collision. In the integer lattice gas developed by Blommel et al.[1] this collision operator was constructed as the net effect of many two-particle collisions that conserved mass and momentum. This allowed for an implementation that recovered independent Poisson distributed fluctuations of the occupation numbers as well as an equilibrium distribution derivable from a maximum entropy consideration. The relaxation towards equilibrium was analytically derived, even including a non-linear relaxation regime. Despite these attractive features, the method did not constitute a viable replacement for fluctuating lattice Boltzmann methods as the collision operator required an execution time that for larger numbers of collisions, would lead to times significantly larger than the equivalent lattice Boltzmann execution time. This prevented the integer lattice gas from becoming the method of choice for most practical applications.

To alleviate this drawback we consider here a collision operator that performs all collisions in one step by directly sampling from the local equilibrium distribution. We expect that this will increase the performance of integer lattice gas method. While we believe that this is possible in the general case, this paper focuses on the simpler case that only has mass (i.e. no momentum) conservation. The hydrodynamic limit of such a method recovers the diffusion equation. We leave the extension to hydrodynamic lattice gasses to a future research project. We therefore aim to derive the lattice gas that is equivalent to the fluctuating lattice Boltzmann method for the diffusion equation.[2]

As in the case of the integer gas of Blommel et al.[1] we are imposing the weights \( w_i \) for the occupation numbers in local equilibrium. The collision of Blommel et al. involved two particle collisions such that the total number of particles as well as the momentum (although not the energy) in each collision was conserved. In the case of our diffusive lattice gas momentum is not conserved. This represents a significant simplification since only the number of particles needs to be conserved and we now can consider single-particle collisions, which can be thought of physically as collisions of the particles with a matrix or a solvent that is not explicitly modeled.

Collision rules equivalent to those of Blommel’s integer lattice gas consist of selecting a particle at random. Since particles are not individually labeled in a lattice gas, this corresponds to picking a particle associated with velocity \( v_i \) with probability \( p_i = n_i / \sum_j n_j \). We impose a local equilibrium distribution for a number of particles \( N \) at the lattice site, as a local ensemble average. This is an average over many collisions, but with a fixed number of particles, i.e. without exchanging particles with neighboring cells. This local equilibrium is then given by
\[ f_i^0(N) = \langle n_i \rangle^0 = Nw_i, \] (3)
where \( \langle \cdots \rangle^0 \) implies an equilibrium average over occupation numbers \( n_i \) under local collisions, but without an exchange of particle with neighbouring sites. The \( w_i \) are weights with
\[ 1 = \sum_{i=1}^V w_i, \] (4)
equivalent to the weights used in lattice Boltzmann[6] which are derived as a discretization of a Maxwell-Boltzmann distribution onto the lattice velocities \( v_i \).

In local equilibrium we require that detailed balance, i.e. in equilibrium the transition from state A to state B is just as likely as the reverse transition, is obeyed. This can be formally written as a constraint on the general transition probabilities \( P_{i \rightarrow j} \):
\[ Nw_i P_{i \rightarrow j} = Nw_j P_{j \rightarrow i}, \] (5)
This tells us that the transition probabilities \( P_{i \rightarrow j} \) for \( i \neq j \) obey
\[ P_{i \rightarrow j} \propto \min \left( 1, \frac{w_j}{w_i} \right). \] (6)
This only defines the transition probabilities up to a pre-factor, so we define
\[ P_{i \rightarrow j} = \left\{ \begin{array}{ll} \lambda_{ij} \min \left( 1, \frac{w_j}{w_i} \right) & \text{for } i \neq j \vspace{1mm} \\
1 - \sum_{i:j(i \neq j)} P_{i \rightarrow j} & \text{for } i = j \end{array} \right. \] (7)
where \( \lambda_{ij} = \lambda_{ji} \) according to Eq. [6]. For the most efficient simulations \( \lambda_{ij} \) should be as large as possible to ensure the best possible acceptance rate for the collision. This becomes particularly simple, and maximally efficient, if we choose
\[ \lambda_{ij} = \max(w_i, w_j), \] (8)
and we get
\[ P_{i \rightarrow j} = w_j, \] (9)
which clearly fulfills the detailed balance Eq. [6]. Practically this amounts to selecting a particle at random with velocity \( v_i \) and reassigning a new velocity \( v_i \) with probability \( w_i \).

The effect of this collision on the occupation number \( n_i \) can be written as a random variable
\[ \delta_i^j = \delta_{i,j} - \delta_{s,j}, \] (10)
where the Kroneker delta \( \delta_{i,j} \) is one for \( i = j \) and zero otherwise.
The collision operator can then be written as a sum of
\[ C_t^C = \sum_{c=1}^{C} \varrho^C_c. \] (11)

This fully defines an integer lattice gas for the fluctuating
diffusion equation analogous to the integer lattice gas for
hydrodynamic systems introduced by Blommel [1]. The
disadvantage of these methods is that the time required
for the collision operator scales linearly with the number
of collisions. The number of collisions scales with the
numbers of particles \( C \propto N \), and particularly for higher
densities this approach will become slow. The key idea of
this paper is to replace the collision operator of Eq. (11)
with a one that simply samples the post-collision distri-
bution from an appropriately chosen distribution and
thereby to perform all collisions in a single step.

In general for a system with \( Q \) discrete velocities and
\( K \) conserved quantities this relates to the daunting
problem of sampling from a distribution that lives on \( Q - K \)
dimensional manifold in a \( Q \) dimensional space [2]. For
this comparatively simple system, however, the problem
becomes tractable.

For many collisions we can obtain a unique local equi-
librium probability for the set of occupation numbers \( \{n_i\} \). Since \( N = \sum n_i \) of Eq. (11) is the number of par-
ticles at the lattice site (which is fixed for the local colli-
sions), the mean of these local equilibrium distributions
is given by \( Nw \). The probability for a set of occupation
numbers \( \{n_i\} \) is given by the multinomial distribution
\[ P(\{n_i\}) = \begin{cases} N! \prod_{i=1}^{V} \frac{w_i^{n_i}}{n_i!} & \text{if } \sum_i n_i = N, \\ 0 & \text{otherwise.} \end{cases} \] (12)

This can be seen by realizing that this is entirely equi-
valent to the standard combinatorial problem of the cu-
mulative occurrence of \( N \) trials with \( V \) outcomes with
respective probabilities \( w_i \). In this textbook example the
probability of having \( \{n_i\} \) occurrences of events \( i \) is then
given by Eq. (12). This is often used as the example
when the multinomial distribution is intro-
cuced [10].

First we focus on the case for \( X_i^C \) in the limit of \( C \to \infty \), i.e. the case where we sample from the equilibrium
distribution of Eq. (12).

Sampling directly out of the multinomial distribution
is implemented by some packages like the GNU scientific
library (GSL) [11]. It allows us to sample a set of \( V \)
random numbers with the probability given by Eq. (12).
We can then sample the redistribution of \( N \) particles onto
\( V \) boxes with probability \( w_i \) through
\[ \begin{pmatrix} \hat{n}_0 \\ \vdots \\ \hat{n}_V \end{pmatrix} = \begin{pmatrix} X_0^N \\ \vdots \\ X_V^N \end{pmatrix} \] (13)
where \( X_i^N \) is the \( i^{th} \) component of a multinomial
sample. Note that all this ensures that
\[ \sum_i \hat{n}_i = N \] (14)
i.e. that the collision does conserve the number of parti-
cles.

Alternatively we can do this sequentially by picking
new occupation numbers from a binomial distribution
as follows: let \( X_p^N \) be a binomially distributed random
number with
\[ P(\hat{X}_p^N = n) = \binom{N}{n} p^n (1-p)^{N-n}. \] (15)

We will need such binomially distributed numbers later
even if we use multinomially distributed random numbers
from Eq. (13). To numerically obtain these binomially
distributed random numbers one can use libraries like the
GNU scientific library [11]. Since we expect the drawing
of these random numbers to be a key factor in the overall
performance of our algorithm we also developed an algo-
rithm in-house. This algorithm is described in appendix
A and we found that it could be significantly faster than
the GSL algorithm for a range of about \( N \in [10,1000] \)
average particles per lattice site.

The collision operator is then defined by the follow-
ing binomial sampling algorithm. Out of the available
\( N \) particles we pick an occupation number associated to
\( v_0 \) such that each particle has a probability \( w_0 \) to be
assigned to \( n_0 \) given by
\[ \hat{n}_0 = X_0^N, \] (16)
leaving us with \( \hat{N}_1 = N - n_0 \) particles. We now pick
\( n_1 \) particles out of the remaining \( \hat{N}_1 \) particles. Because
there are now fewer states available the probability of
a particle to be assigned to this occupation number \( n_1 \),
however, has increased to \( \hat{w}_1 = w_1/(1-w_0) \). We then pick
\[ \hat{n}_1 = X_{\hat{w}_1}. \] (17)
For the remaining occupation numbers we can define the
remaining particles as
\[ \hat{N}_i = \hat{N}_{i-1} - n_{i-1} \] (18)
and the normalized probability as
\[ \hat{w}_i = \frac{w_i}{1 - \sum_{j=1}^{i-1} w_j}. \] (19)
We sample the remaining densities as
\[ \hat{n}_i = X_{\hat{w}_i}. \] (20)
Note that because \( \sum_{i} w_i = 1 \) the probability associated
with the last weight \( \hat{w}_V = 1 \), i.e. the remaining particles
will be assigned to the last occupation number \( n_V \) with
probability 1. Therefore, this algorithm ensures local conservation of particles and Eqn. (14) is again fulfilled. This is of course to be expected since this implementation is just a specific recipe to generating a multinomially distributed random number and is therefore mathematically equivalent to (13). It will be seen below, however, that either algorithm can be more efficient, depending on what context they are used in.

In this case for $C \rightarrow \infty$ the sampling collision operator is then given by

$$\Xi_i^{C \rightarrow \infty} = \hat{n}_i - n_i. \quad (21)$$

For a finite number of collisions $C$ we need to consider the fraction of uncollided particles. The original algorithm of Blommel et al. [1] used a fixed number of collisions, but there is no reason that there should be a fixed number of collisions at each lattice site at each time-step. Instead, we are envisaging here a fixed number of collisions at each lattice site at each time-step. Instead, we are envisaging here a fixed number of collisions at each lattice site at each time-step. This is both more realistic on physical grounds and easier to implement as a sampling algorithm.

If each particle has the probability $\omega$ to be collided during the current time-step, and there are $N$ particles at a lattice site, then on average $N\omega$ collisions will occur. We can go a step further and find the probability distribution for the number of collided particles as

$$P(N^c) = \left( \frac{N}{N^c} \right) \omega^{N^c} (1 - \omega)^{N - N^c}. \quad (22)$$

To reproduce a finite number of collisions with the sampling collision operator we then take the number of particles $N^c$ that will undergo a collision and remove them at random from the occupation numbers, again using a binomially distributed random number. We have to remove a binomially distributed random number of particles from each of the occupation numbers. The number of particles associated with velocity $v_i$ that are undergoing a collision are then selected through

$$n_i^{\omega} = X_{\omega}^{n_i} \quad (23)$$

and we perform the sampling algorithm as above, except that we only distribute $N^c = \sum_i n_i^{\omega}$ particles. If we denote the redistributed particles from the equivalent equation to Eq (20) as $\hat{n}_i^{\omega}$ then the collision operator becomes

$$\Xi_i^{\omega} = \hat{n}_i^{\omega} - n_i^{\omega} \quad (24)$$

and for $\omega = 1$ we recover the full sampling collision operator of Eq. (21). This then defines an integer lattice gas for and arbitrary number of collisions.

III. BOLTZMANN AVERAGE OF THE LATTICE GAS

To compare the lattice gas results to the lattice Boltzmann method we will now examine an non-equilibrium ensemble average of the lattice gas evolution equation. We define the particle probability densities as

$$f_i(x, t) = \langle n_i(x, t) \rangle_{neq} \quad (25)$$

where $\langle \cdots \rangle_{neq}$ implies a non-equilibrium average over an ensemble of microscopic realizations leading to the same macroscopic state. We define the density as

$$\rho(x, t) = \langle N(x, t) \rangle_{neq}. \quad (26)$$

The evolution equation for the average particle densities is then

$$f_i(x + v_i, t + 1) = f_i(x, t) + \Omega_i. \quad (27)$$

The Boltzmann collision operator can be obtained as an averaged lattice gas collision operator

$$\Omega_i^\omega = \langle \Xi_i^{\omega} \rangle_{neq} = \langle \hat{n}_i^{\omega} - n_i^{\omega} \rangle_{neq} = \omega (f_i^0 - f_i), \quad (28)$$

where $f_i^0$ is the local equilibrium distribution function defined in Eq. (30). This is exactly the form of the standard BGK lattice Boltzmann collision operator [9]. Note that because of the particular simplicity of the diffusive case this is a pure BGK collision operator, in contrast to additional non-linear contributions Blommel et al. [1] found for the hydrodynamic case.

In the hydrodynamic limit, the density obeys a diffusion equation

$$\partial_t \rho = \nabla [D \nabla (\rho \theta)], \quad (29)$$

with

$$D = \left( \frac{1}{\omega} - \frac{1}{2} \right), \quad (30)$$

$$\theta = \frac{1}{d} \sum_i w_i v_i^2. \quad (31)$$

where $d$ is the number of spatial dimensions.

IV. VERIFICATION OF THE METHOD

So far we have focused on the Boltzmann average of our lattice gas. The original reason we were interested in the lattice gas were its fluctuating properties. The fluctuations in an ideal gas have been discussed by Landau [12, §114], where it is shown that for a classical Boltzmann gas the number density in sub-volumes are Poisson distributed. The argument here is trivially extended to lattice gases showing that (for large lattices) each density $n_i$ should be Poisson distributed:

$$P(n_i) = \frac{\exp(-f_i^{eq}) (f_i^{eq})^{n_i}}{n_i!}, \quad (32)$$
FIG. 1: The \( n_i \) for the integer lattice gas are Poisson distributed. This example is for an average density of \( N = 10 \).

where

\[
f^{eq} = \langle n_i \rangle, \quad (33)
\]

is the global equilibrium distribution, corresponding to a full equilibrium average of the system. In our case this is given by \( w_i \) times the average number of particles per lattice cell.

For explicit examples of the verification of the method we consider a square lattice and lattice displacements consisting of all displacements of \( \pm 1 \) lattice sites in each dimension. We use a two dimensional system, often referred to as a D2Q9 model, where D2 refers to the fact that the system has 2 dimensions and Q9 indicates the number of lattice velocities associated with each lattice site \( i.e. V = 9 \) in our notation above.

We show in Figure 1 that we indeed recover Poisson distributions for \( n_i \) as well as \( \rho \) in the integer lattice gas method. In order to do this, we run a simulation initialized in a sine wave with an average of 10 particles per lattice an a 32x32 lattice grid. We then run the simulation for 10000 timesteps to allow it to relax to approximate equilibrium, and then take data points of the numbers of particles in each velocity at each lattice for 1000 timesteps, average this data, and normalize it. This measured Poisson distribution lacks some inaccuracies that resulted from continuous densities for the fluctuating lattice Boltzmann method presented in [9].

To verify that the lattice gas does indeed have Eq. (29) as its hydrodynamic limit we look at an example problem that has an analytical solution. We initialize the simulation with a density profile in the shape of a sin() function:

\[
\rho(x, y, 0) = N^{av} \left[ 1 + \sin \left( \frac{2\pi x}{L_x} \right) \right] \quad (34)
\]

where \( N^{av} \) is the average number of particles. The evolution of Eq. (29) with this initial condition has the analytical solution

\[
\rho(x, y, t) = N^{av} \left[ 1 + \sin \left( \frac{2\pi x}{L_x} \right) \exp \left( -\frac{4\pi^2 D t}{L_x^2} \right) \right] \quad (35)
\]

\[
= N^{av} + A^{th}(t) \sin \left( \frac{2\pi x}{L_x} \right). \quad (36)
\]

This defines the decay amplitude

\[
A^{th}(t) = N^{av} \exp \left( -\frac{4\pi^2 D t}{L_x^2} \right). \quad (37)
\]

The mathematics are essentially identical to that presented in Blommel et al. for a decaying shear wave. To implement an initial profile of a sine wave in a lattice gas we have the difficulty that the density is not an integer, and a lattice gas needs to include fluctuations that are already averaged away in Eq. (29). We therefore need to start with an initial density profile that is sampled from a sinusoidal probability distribution which is Poisson distributed. In particular we need

\[
P(\rho) = N^{av} \left[ 1 + \sin \left( \frac{2\pi x}{L_x} \right) \right]. \quad (38)
\]
We achieve this by picking the occupation numbers $n_i(x,0)$ as Poisson distributed random numbers with expectation value $w_i P(\rho)$. This procedure allows us to initialize non-integer valued initial distributions and also implements the full equilibrium fluctuations in the initial configuration of the simulation.

We then run our simulation and record the densities at each timestep. We utilize the method presented in Blommel et al. to extract the amplitude from the data:

$$A^{LG}(t) = \frac{\sum_{x=1}^{L_x} \sum_{y=1}^{L_y} \sin \left( \frac{\pi x}{L_x} \right) N(x, y, t)}{L_y \sum_{x=1}^{L_x} \sin^2 \left( \frac{\pi x}{L_x} \right)}.$$  \hspace{1cm} (39)

We then compare this measured amplitude to the theoretical result of Eq. \((37)\) in Figure 2 and find excellent agreement. The simulation was performed on a 32x32 D2Q9 lattice system for various values of $\tau$, each lattice point having an average of 1000 particles. Over several timesteps it can be seen that these decays match the theory, up until the region where the amplitude is so small that the averaging becomes insufficient and the fluctuations take over. This result validates our prediction that we can tune the diffusion constant by allowing for only partial collisions given by Eq. \((30)\). An outstanding, but rather interesting, question is whether lattice gases can also implement over-relaxation, as is often done in lattice Boltzmann methods. Preliminary results suggest that this is possible, at least for larger numbers of particles per cell. A detailed discussion of this subject, however, is outside the scope of this paper.

V. COMPUTATIONAL EFFICIENCY

In the previous section we have shown that the novel sampling collision operator will give results that are essentially equivalent to the direct single particle collision approach to integer lattice gases introduced by Blommel et al.\cite{b1}. A key ingredient in the algorithm is the sampling procedure that allows us to obtain binomially distributed random numbers in Eqs. \((16)\)–\((18)\) as well as Eq. \((24)\). There exist open source sampling algorithms, and we implemented both a sequential multinomial sampling algorithm and a direct multinomial sampling algorithm using the GSL library \cite{b13}. We further improved the performance of our algorithm within a certain range by writing our own sampling algorithm, which we refer to as the Lookup Table method below. Details of this algorithm are given in Appendix A.

Since we derived the sampling collision operator to improve the execution speed of the integer lattice gas method, we performed benchmarking tests of different versions of our algorithm: the base comparison is to the Collision method, \textit{i.e.} the algorithm based given by Eqn. \((11)\).

We compare the timing of this baseline method to the algorithm using the sampling collision operator either with full collision of Eq. \((21)\) or with partial collisions of Eq. \((24)\). Both algorithms either employ the GSL or Lookup Table method to generate the binomially distributed random numbers.

In addition, we compare the results to the fluctuating lattice Boltzmann method developed by Wagner et al.\cite{b8}. There are two versions of this executable: One compiled with standard flags, and a second one using the -O3 optimization flag, which significantly improved the algorithm’s runtime. Optimization flags had significant less effect on the lattice gas implementation. We summarize the different methods in Table I. The source code for these methods is available on Github at \cite{b14}.

To compare the performance of the different algorithms we used the simulations of a decaying sign wave presented in Sec. (4) for varying average numbers of particles. The setup consists of a 32x32 lattice with an initial density distribution given by Eq. \((38)\) with an initial amplitude of $A = N\rho$, as indicated in Eq. \((37)\). Since the lookup table method generates sample points as the simulation

| Method            | Collision Operator | Comment                  |
|-------------------|--------------------|--------------------------|
| Collision         | Eq. \((11)\)       | Random Collisions        |
| GSL               | Eq. \((22)\)       | GSL Sampling             |
| GSL Multinomial   | Eq. \((23)\)       | GSL Mult. Sampling       |
| Lookup Table      | Eq. \((24)\)       | Lookup Table Sampling    |
| LB                | Eq. \((25)\) + noise| Fluctuating LB           |
| Optimized LB      | Eq. \((26)\)       | LB with the -O3 flag     |

FIG. 3: Execution time of the different versions of the sampling algorithm compared to the original integer lattice gas approach and two lattice Boltzmann runs graphed on a log-log scale. Each method was tested using a 32 x 32 lattice grid, and all methods, with the exception of the non-optimized Lattice Boltzmann method, are run with the -O3 flag active. We ran each system for 1000 iterations, and initialized each system by utilizing the same methods as in section 4.
runs, we first run the simulation for 1000 iterations to ensure that the sampling algorithm has fully initialized and then measure the runtime of the next 1000 iterations.

The results for an inverse relaxation time of $\omega = 1$ are shown in Figure 3. For the Collision method we cannot guarantee that all particles will have collided, and therefore we chose a number of collisions that ensures that on average 99.9% of particles will have collided, as explained in Appendix B. As expected, the number of collisions scales linearly with the number or particles, as opposed to quadratically with the number of particles in the case of binary collisions in the hydrodynamic lattice gas [1]. The lattice gas implementation with the sampling collision operator performs significantly better than the collision algorithm. It even outperforms the non-optimized version of the lattice Boltzmann code, although it remains slower than the optimized lattice Boltzmann code by about a factor of five. We believe that there is still significant potential for optimization, not least in the sampling algorithm. The implementation of the lookup method for sampling binomial numbers already outperforms the GSL algorithm in the range between 20 and 2000 average numbers of particles per lattice site. It is remarkable that the GSL sampling algorithms speed up for average numbers of particles larger than 2000, which will allow the algorithm to scale well for large numbers of particles.

As we decrease the inverse collision time $\omega$ we have to perform fewer collisions, which benefits the collision method. The effect on the sampling method is harder to predict: on the one hand a second sampling step is required to select the particles to be collided, as indicated in Eq. (22); on the other hand the number of particles to be collided are fewer, which generally leads to faster sampling times. The net effect of this is shown in Figure 4. As expected the collision method becomes faster with increasing $\omega$. The timing of the sampling methods changes only slightly. The most notable change is for the GSL methods, which show a slight increase in the execution time for the sequential multinomial sampling algorithm, and a significant increase in the execution time for the direct multinomial sampling algorithm, to the point that, while the direct sampling algorithm is faster for $\omega = 1$, it is slower for $\omega < 1$. We are not sure what the reason for this unexpected behavior of the library calls is. However, even for $\omega = 0.5$ the sampling collision operators continue to outperform the direct collision approach when there are more than 20 particles per lattice site on average. Thus, for most practical approaches the Monte Carlo lattice gas is superior to the collision method, and has the potential to become competitive with the fluctuating lattice Boltzmann method.

VI. CONCLUSIONS

We developed a novel integer lattice gas method for the fluctuating diffusion equation. This method reme-
dies some deficiencies of the equivalent fluctuating lattice Boltzmann method, particularly for small densities. The fundamental approach based on single particle collisions and equivalent to the approach pioneered by Blom-\textsuperscript{mel} for hydrodynamics integer lattice gases \cite{ref1} becomes slow for larger numbers of particles per lattice site. The computational cost for this approach scales linearly with the number of particles. To remedy this difficulty we also developed a sampling collision operator that picks new particle distributions directly from a local equilibrium distribution. The runtime of this algorithm now scales much better, and, in the case of the GSL sampling algorithm, approximately recovers the flat scaling of lattice Boltzmann approaches at higher densities. We believe that this first algorithm of a sampling collision operator shows the potential for lattice gas approaches to become competitive with lattice Boltzmann approaches again. These results open the door to develop sampling collision operators for hydrodynamic integer lattice gases that we hope will be computationally competitive with fluctuating lattice Boltzmann methods and have correct statistics for small numbers of particles per lattice site.

Appendix A: Efficient Binomially distributed random numbers

There are quite a few efficient Binomial sampling algorithms available, such as the GNU Scientific Library (GSL) which is the algorithm used for large densities on this project. We also developed our own algorithm, that turns out to be faster for some range of parameters. This is encouraging since a key cost of the lattice gas algorithm with a sampling collision operator lies in the generation of binomially distributed random numbers. A second motivation for developing an in-house sampling algorithm lies in the fact that hydrodynamic sampling algorithms we need to sample from other discrete (and as yet unnamed) distributions, and our algorithm easily generalizes for this case. Better algorithm implementations are also likely to be possible, which would lead to a much faster simulation\cite{ref15, 10}. Our algorithm follows from the concept of inverting a cumulative distribution function, as explained e.g. in the Numerical Recipes [17, chapter 7.3.2]. Unfortunately, there is no explicit expression for the cumulative distribution function \( C(n) \), instead it is possible to derive a recursion relation that gives \( C(n) \) through

\[
C(n) = \sum_{m=0}^{n} P(m). \tag{A1}
\]

Given a random number \( 0 \leq r \leq 1 \) we find a suitably distributed integer random number \( M \), given by:

\[
M = C^{-1}(r) \tag{A2}
\]

as illustrated in Figure 5.

For the binomial distribution we have an analytical expression

\[
P(n) = \frac{N!}{n!(N-n)!}p^n(1-p)^{N-n} \tag{A3}
\]

but for larger \( N \) the evaluation of the factorial as well as the power of \( p \) can cause potential difficulties.

However, we do not have an explicit formula for calculating the cumulative distribution function. We can
generate it through the recursive relations

\[ P(0) = (1 - p)^N, \]
\[ P(n + 1) = P(n) \frac{p(N - n + 1)}{(1 - p)n}, \]
\[ P(n) = P(n + 1) \frac{(1 - p)n}{p(N - n + 1)}. \] (A4)

Since \( C(n) \) is the sum of \( P(n) \), these relations allow us to
generate the cumulative distribution function as needed.
For \( N \geq 250 \), there is a problem of numerical underflow.
To mitigate this issue, we began to utilize the logarithms
of these recursion relations

\[
\ln[P(0)] = N \ln(1 - p) \\
\ln[P(n + 1)] = \ln[P(n)] \\
\quad + \ln[p(N - n + 1)] - \ln[(1 - p)n] \\
\ln[P(n)] = \ln[P(n + 1)] \\
\quad + \ln[(1 - p)n] - \ln[p(N - n + 1)]. \] (A5)

Thus, the algorithm consists of generating a uniformly
distributed random number \( r \) between 0 and 1, and then
find a binomially distributed random number \( n \) by the condition

\[ C(n - 1) \leq r < C(n) \] (A6)

where we defined \( C(-1) = 0 \). This approach has two key
drawbacks: firstly, using logarithms for calculating \( C(n) \)
iteratively is computationally very expensive; secondly,
for large \( N \) the recursive algorithm will take on average
\( N/2 \) iterations to obtain the required \( n \).
To alleviate this problem we devised a lookup method,
where we pre-calculate the values of \( P(n) \) (0) - 250,
and store them in memory. This allows a more targeted search which both allows using
Eq. (A4) instead of Eq. (A5) to obtain \( C(n) \) from a closer starting point to the target value.
The number of iterations required is also substantially reduced, which is shown in Figure [5].
We also experimented with using more saved values, but the required overhead essentially outweighed the gains for the code we generated.

Appendix B: Determining the Equivalent Number if Collisions Per Timestep to match specific values of \( \omega \)

In order to compare the execution times of the Collision lattice gas method and the Monte Carlo lattice gas method, it was necessary to relate the values of \( \omega \) used for sampling the multinomial distribution to the number of collisions per lattice site per timestep. In order to do this, we made an estimation that collisions within each lattice site are independent, and looked at the average fraction of particles that remains uncollided, which is the definition of the value of \( \omega \). Thus, taking the number of uncollided particles \( N_u \) out of a system of \( N \) particles as a continuous function of collision time \( c \), we can approximate the discrete collision process by a continuous
differential equation:

\[
\frac{d}{dc} N_u(c) = - \frac{N_u(c)}{N}, \] (B1)

where \( N_u(c)/N \) is the probability that a randomly picked particle has not undergone a collision before. With the initial condition \( N_u(0) = N \) this gives

\[ N_u(c) = N \exp\left(-\frac{c}{N}\right). \] (B2)

From the lattice Boltzmann evolution equation [27] with the BGK collision operator of Eq. [28] we see that the fraction of uncollided particles is given by \( 1 - \omega \). We therefore get

\[ \frac{N_u(c)}{N} = 1 - \omega. \] (B3)

We then take this equation, and, substituting the total number of collisions \( C \) for the collision time \( c \), we obtain:

\[ 1 - \omega = \exp\left(-\frac{C}{N}\right). \] (B4)

Solving for \( C \) gives:

\[ C = -N \ln(1 - \omega), \] (B5)

which is the relation for the number of collisions per timestep for a number of particles \( N \) and a given \( \omega \).
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