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Abstract

An equi-isoclinic tight fusion frame (EITFF) is a type of Grassmannian code, being a sequence of subspaces of a finite-dimensional Hilbert space of a given dimension with the property that the smallest spectral distance between any pair of them is as large as possible. EITFFs arise in compressed sensing, yielding dictionaries with minimal block coherence. Their existence remains poorly characterized. Most known EITFFs have parameters that match those of one that arose from an equiangular tight frame (ETF) in a rudimentary, direct-sum-based way. In this paper, we construct new infinite families of non-“tensor-sized” EITFFs in a way that generalizes the one previously known infinite family of them as well as the celebrated equivalence between harmonic ETFs and difference sets for finite abelian groups. In particular, we construct EITFFs consisting of \(Q\) planes in \(\mathbb{C}^Q\) for each prime power \(Q \geq 4\), of \(Q-1\) planes in \(\mathbb{C}^Q\) for each odd prime power \(Q\), and of 11 three-dimensional subspaces in \(\mathbb{R}^{11}\). The key idea is that every harmonic EITFF—one that is the orbit of a single subspace under the action of a unitary representation of a finite abelian group—arises from a smaller tight fusion frame with a nicely behaved “Fourier transform.” Our particular constructions of harmonic EITFFs exploit the properties of Gauss sums over finite fields.
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1. Introduction

Let \(D, N, R\) be integers with \(1 \leq R \leq D \leq NR\) and \(N > 1\). For each \(n = 1, \ldots, N\), let \(\Phi_n\) be any \(D \times R\) complex isometry, that is, any \(D \times R\) complex matrix with \(\Phi_n^* \Phi_n = I\), meaning its columns form an orthonormal basis for some \(R\)-dimensional subspace \(U_n\) of \(\mathbb{C}^D\). Any such sequence \(\{\Phi_n\}_{n=1}^N\) satisfies a generalized Welch bound \([36, 31, 33, 8, 3]\):

\[
\max_{n_1 \neq n_2} \|\Phi_{n_1}^* \Phi_{n_2}\|_2 \geq \frac{1}{\sqrt{R}} \max_{n_1 \neq n_2} \|\Phi_{n_1}^* \Phi_{n_2}\|_{\text{Fro}} \geq \left[ \frac{NR-D}{R(N-1)} \right]^{1/2}.
\]  

(1)

Equality in the right-hand inequality of (1) holds if and only if \(\{U_n\}_{n=1}^N\) is an equichordal tight fusion frame (ECTFF) for \(\mathbb{C}^D\), namely a tight fusion frame (TFF) for \(\mathbb{C}^D\), meaning \(\sum_{n=1}^N \Phi_n \Phi_n^* = A I\) for some \(A > 0\), that is equichordal (EC) in the sense that \(\|\Phi_{n_1}^* \Phi_{n_2}\|_{\text{Fro}}\) is constant over all \(n_1 \neq n_2\). Such \(\{U_n\}_{n=1}^N\) are precisely those that achieve equality in Conway, Hardin and Sloane’s simplex bound \([3]\), and are chordal Grassmannian codes, that is, sequences of \(N\) members of the
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Grassmannian that consists of all \(R\)-dimensional subspaces of \(\mathbb{C}^D\) whose smallest pairwise chordal distance \(\text{dist}_c(\mathcal{U}_n, \mathcal{U}_{n_2}) := (R - \|\Phi^*_{n_1, n_2}\|_F^2)^{\frac{1}{2}}\) is as large as possible. Meanwhile, equality holds throughout \(\mathbb{R}\) if and only if \(\mathcal{U}_n\) is an \textit{equi-isoclinic tight fusion frame} (EITFF) for \(\mathbb{C}^D\), namely a TFF for \(\mathbb{C}^D\) that is \textit{equi-isoclinic} (EI), meaning that the singular values \(\{\cos(\theta_{n_1, n_2, r})\}_{r=1}^{R}\) of \(\Phi^*_{n_1, n_2}\) are constant over all \(n_1 \neq n_2\) and all \(r\). Every EITFF is an ECTFF, and is moreover a Grassmannian code with respect to the spectral distance \(\text{dist}_s(\mathcal{U}_n, \mathcal{U}_{n_2}) := (1 - \|\Phi^*_{n_1, n_2}\|_F^2)^{\frac{1}{2}}\) \([8]\).

EITFFs are well-suited for block compressed sensing, yielding isometries \(\{\Phi_n\}_{n=1}^{N}\) with minimal block coherence, and so providing the strongest guarantee via \([10]\) on the recovery of a sparse linear combination of members of \(\mathcal{U}_n\) using block orthogonal matching pursuit, for example. Because of this, a lot of recent work on new EITFFs has focused on the \textit{existence problem}: for what \((D, N, R)\) does there exist an EITFF \((D, N, R)\), namely an EITFF for \(\mathbb{C}^D\) that consists of \(N\) subspaces of dimension \(R^2\)? Some basic facts here are as follows: if an EITFF \((D, N, R)\) exists, then \(R \leq D \leq NR\); conversely, if \(R = D\) or \(D = NR\) then a trivial EITFF \((D, N, R)\) exists; every EITFF \((D, N, R)\) with \(D < NR\) has a \textit{Naimark complement} which is an EITFF \((NR - D, N, R)\); directly summing an EITFF \((D_1, N, R_1)\) and an EITFF \((D_2, N, R_2)\) with \(\frac{D_1}{R_1} = \frac{D_2}{R_2}\) yields an EITFF \((D_1 + D_2, N, R_1 + R_2)\). Due to this last fact, EITFF \((D, N, R)\) in which \(D\) and \(R\) are coprime are particularly noteworthy. In particular, every EITFF \((D, N, R)\) with \(R = 1\) equates to an \(N\)-vector \textit{equiangular tight frame} (ETF) for \(\mathbb{C}^D\), and these have been the subject of much attention; see \([18]\) for a survey. To date, remarkably few constructions of EITFF \((D, N, R)\) with \(gcd(D, R) = 1\) and \(R > 1\) are known: a real EITFF \((N, N, 2)\) exists whenever a complex symmetric conference matrix of size \(N\) does, including whenever \(N\) is a prime power with \(N \equiv 1 \mod 4\) \([11, 2]\), and a real EITFF \((8, 6, 3)\) exists \([11, 2]\). In fact, most known EITFF \((D, N, R)\) are “tensor-sized,” having parameters that match those of one obtained by directly summing \(R\) copies of an \(N\)-vector ETF for a space of dimension \(\frac{D}{r}\) \([17]\).

In this paper, we generalize the celebrated equivalence \([26, 31, 37, 9]\) between symmetric and skew-symmetric complex conference matrices \([13]\); see Theorem 5.2. We begin in the next section by introducing notation and explaining some known facts that we use later on.
2. Preliminaries

For the sake of simplicity, we sometimes consider vectors, matrices, etc., whose entries are indexed by members of arbitrary finite sets. In particular, for any finite \( N \)-element set \( N \), we equip \( \mathbb{C}^N := \{ x : N \to \mathbb{C} \} \) with the inner product \( \langle x_1, x_2 \rangle := \sum_{n \in N} x_1(n) x_2(n) \), and denote its standard basis as \( \{ \delta_n \}_{n \in N} \) where \( \delta_n(n) := 1 \) and \( \delta_n(n') := 0 \) whenever \( n' \neq n \). (All of our complex inner products are conjugate-linear in their first arguments.) For any finite sets \( M \) and \( N \), we identify a linear operator \( A : \mathbb{C}^N \to \mathbb{C}^M \) with a member of \( \mathbb{C}^{M \times N} \) in the usual way, being the \( \mathbb{M} \times \mathbb{N} \) matrix \( A \) with entries \( A(m,n) = (\delta_m, A\delta_n) \) for all \( m \in M \) and \( n \in N \). The adjoint \( A^* \) of such a matrix \( A \) is its \( N \times M \) conjugate transpose.

The synthesis operator of vectors \( \{ \varphi_n \}_{n \in N} \) in a \( D \)-dimensional complex Hilbert space \( \mathcal{V} \) is \( \Phi : \mathbb{C}^N \to \mathcal{V} \), \( \Phi x := \sum_{n \in N} x(n) \varphi_n \). The image of such an operator \( \Phi \) is \( \Phi(\mathbb{C}^D) = \text{span}\{ \varphi_n \}_{n \in N} \), and its adjoint is the corresponding analysis operator \( \Phi^* : \mathcal{V} \to \mathbb{C}^N \), \( (\Phi^* y)(n) = \langle \varphi_n, y \rangle \). We sometimes identify a single vector \( \varphi \in \mathcal{V} \) with the synthesis operator \( \varphi : \mathbb{C} \to \mathcal{V} \), \( \varphi(z) := z \varphi \) whose adjoint is the linear functional \( \varphi^* : \mathcal{V} \to \mathbb{C} \), \( \varphi^* y = \langle \varphi, y \rangle \). Composing the synthesis and analysis operators of \( \{ \varphi_n \}_{n \in N} \) gives the frame operator \( \Phi \Phi^* : \mathcal{V} \to \mathcal{V} \), \( \Phi \Phi^* = \sum_{n \in N} \varphi_n \varphi_n^* \) and the \( N \times N \) Gram matrix \( \Phi^* \Phi \) whose \((n_1,n_2)\)th entry is \( \langle \varphi_{n_1}, \varphi_{n_2} \rangle \). In particular, \( \Phi \) is an isometry (i.e., satisfies \( \Phi^* \Phi = I \)) if and only if \( \{ \varphi_n \}_{n \in N} \) is orthonormal, and in this case \( \Phi \Phi^* \) is the orthogonal projection onto the image of \( \Phi \); in the sequel, we use projection synonymously with orthogonal projection operator. As a degenerate case, \( \mathbb{C}^0 \) is the singleton vector space \( \{ \mathbf{0} \} \); there is thus a unique linear operator \( \Phi : \mathbb{C}^0 \to \mathcal{V} \), and it is an isometry: \( \Phi^* \Phi = I \) is the identity operator on \( \{ \mathbf{0} \} \) and \( \Phi \Phi^* \) is the rank-0 projection (zero operator) on \( \mathcal{V} \). When \( \mathcal{V} = \mathbb{C}^D \) for some finite set \( D \), \( \mathcal{D} \) is the \( D \times D \) matrix that has \( \varphi_n \) as its \( n \)th column, \( \Phi^* \) is its \( N \times D \) conjugate transpose, and \( \Phi \Phi^* \) and \( \Phi^* \Phi \) are their \( D \times D \) and \( N \times N \) products, respectively.

Vectors \( \{ \varphi_n \}_{n \in N} \) in \( \mathcal{V} \) are unit norm if \( \| \varphi_n \| = 1 \) for all \( n \), and form a tight frame for \( \mathcal{V} \) if \( \Phi \Phi^* = AI \) for some \( A \). If both of these properties hold then they form a unit norm tight frame (UNTF) for \( \mathcal{V} \), and taking the rank and trace of \( \sum_{n \in N} \varphi_n \varphi_n^* = AI \) gives that necessarily \( A = \frac{N}{\mathcal{D}} \geq 1 \). An \( N \times N \) matrix \( \mathcal{G} \) is the Gram matrix \( \Phi^* \Phi \) of some UNTF \( \{ \varphi_n \}_{n \in N} \) for some complex Hilbert space \( \mathcal{V} \) if and only if each of its diagonal entries is 1 and \( \frac{1}{\mathcal{D}} \mathcal{G} \) is a projection for some \( A > 0 \); in this case, \( \mathcal{D} := \dim(\mathcal{V}) = \frac{N}{\mathcal{D}} \). If, in this case, we further have that \( \mathcal{D} \neq A \) then \( \frac{A}{\mathcal{D}}(I - \frac{1}{\mathcal{D}} \Phi \Phi^*) \) has these same two properties, meaning that it is the Gram matrix \( \Phi^* \Phi \) of some \( N \)-vector UNTF \( \{ \varphi_n^b \}_{n \in N} \) for some \( (N - D) \)-dimensional complex Hilbert space. When this occurs, \( \{ \varphi_n \}_{n \in N} \) and \( \{ \varphi_n^b \}_{n \in N} \) are Naimark complements of each other.

2.1. Tight fusion frames (TFFs)

Now let \( \{ \mathcal{R}_n \}_{n \in N} \) be a sequence of finite sets with \( \mathcal{R}_n := \#(\mathcal{R}_n) \geq 0 \) for all \( n \). For each \( n \in N \), let \( \Phi_n : \mathbb{C}^{\mathcal{R}_n} \to \mathcal{V} \) be an isometry, namely the synthesis operator of some orthonormal basis \( \{ \varphi_{n,r} \}_{r \in \mathcal{R}_n} \) of some \( \mathcal{R}_n \)-dimensional subspace \( \mathcal{U}_n := \Phi_n(\mathbb{C}^{\mathcal{R}_n}) = \text{span}\{ \varphi_{n,r} \}_{r \in \mathcal{R}_n} \) of \( \mathcal{V} \). The fusion synthesis, analysis \( \Phi^* \), frame \( \Phi \Phi^* \) and Gram \( \Phi^* \Phi \) operators of \( \{ \Phi_n \}_{n \in N} \) are the (traditional) synthesis, analysis, frame and Gram operators of the concatenation \( \{ \varphi_{n,r} \}_{n \in N \times \{ \mathcal{R}_n \}} \) of these bases, respectively; here, \( \mathcal{N} \times \{ \mathcal{R}_n \} \) is shorthand notation for the set \( \{ (n,r) : n \in \mathcal{N}, r \in \mathcal{R}_n \} = \bigcup_{n \in \mathcal{N}} \{ n \} \times \mathcal{R}_n \) of all pairs of such indices. In particular, \( \Phi \Phi^* = \sum_{(n,r) \in \mathcal{N} \times \{ \mathcal{R}_n \}} \varphi_{n,r} \varphi_{n,r}^* = \sum_{n \in \mathcal{N}} \Phi_n \Phi_n^* \). Meanwhile, \( \Phi^* \Phi \) has an \(( (n_1,r_1), (n_2,r_2) ) \)th entry of

\[
( \Phi^* \Phi )((n_1,r_1), (n_2,r_2)) = \langle \varphi_{n_1,r_1}, \varphi_{n_2,r_2} \rangle = \langle \Phi_{n_1} \delta_{r_1}, \Phi_{n_2} \delta_{r_2} \rangle = ( \Phi_{n_1}^* \Phi_{n_2} )(r_1,r_2),
\]
and so is naturally regarded as an $\mathcal{N} \times \mathcal{N}$ array whose $(n_1, n_2)$th submatrix is the $R_{n_1} \times R_{n_2}$ cross-Gram matrix $\Phi^*_n \Phi_n$. We say isometries are equivalent to $\{\Phi_n\}_{n \in \mathcal{N}}$ if they are of the form $\{U\Phi_nV_n\}_{n \in \mathcal{N}}$ for some unitary operator $U$ on $V$ and some $R_n \times R_n$ unitaries $\{V_n\}_{n \in \mathcal{N}}$; their fusion frame operator is $U\Phi^*\Phi U^*$, while their fusion Gram matrix is obtained by conjugating $\Phi^*\Phi$ by a block-diagonal matrix whose $n$th diagonal block is $V_n$. We say isometries $\{\Phi_n\}_{n \in \mathcal{N}}$ are real if they are equivalent to isometries whose fusion Gram matrix has all real entries; in this case we can without loss of generality regard $\{U_n\}_{n \in \mathcal{N}}$ to be subspaces of $\mathbb{R}^D$ where $D = \text{rank}(\Phi)$.

We say that such isometries $\{\Phi_n\}_{n \in \mathcal{N}}$ form a $\text{TFF}(D, N, \{R_n\}_{n \in \mathcal{N}})$ for $V$ if $\Phi \Phi^* = AI$ for some $A > 0$. This property is preserved by equivalence, and so is often regarded as a statement about $\{U_n\}_{n \in \mathcal{N}}$ rather than $\{\Phi_n\}_{n \in \mathcal{N}}$. Regardless, it holds if and only if the concatenation $\{\varphi_{n,r}\}_{(n,r) \in \mathcal{N} \times \{R_n\}}$ of some orthonormal bases for $\{U_n\}_{n \in \mathcal{N}}$ is a UNTF for $V$. As such, we necessarily have $1 \leq A = \frac{1}{D} \sum_{n \in \mathcal{N}} R_n \leq N$ and moreover that a matrix $G$ whose rows and columns are indexed by $\mathcal{N} \times \{R_n\}$ is the fusion Gram matrix $\Phi^* \Phi$ of a TFF for some complex Hilbert space $V$ if and only if $\frac{1}{N} G$ is a projection for some $A > 0$ and, for each $n$, the $n$th diagonal block of $G$ is the $R_n \times R_n$ identity matrix; in this case, $D := \text{dim}(V) = \frac{1}{D} \sum_{n \in \mathcal{N}} R_n$. From this, it follows that the isometries $\{\Phi_n\}_{n \in \mathcal{N}}$ of any $\text{TFF}(D, N, \{R_n\}_{n \in \mathcal{N}})$ with $D < \sum_{n \in \mathcal{N}} R_n$ have a Naimark complement whose isometries $\{\Phi^*_n\}_{n \in \mathcal{N}}$ form a $\text{TFF}(\sum_{n \in \mathcal{N}} R_n - D, N, \{R_n\}_{n \in \mathcal{N}})$. When $\{\Phi_n\}_{n \in \mathcal{N}}$ are alternatively the isometries of a $\text{TFF}(D, N, \{R_n\}_{n \in \mathcal{N}})$ for $V$ with $R_n < D$ for at least one $n$, then $A < N$ and any isometries $\{\Phi^*_n\}_{n \in \mathcal{N}}$ for $\{U_n\}_{n \in \mathcal{N}}$ satisfy $\sum_{n \in \mathcal{N}} \Phi^*_n(\Phi_n)^* = \sum_{n \in \mathcal{N}} (I - \Phi_n \Phi^*_n) = (N - A)I$ and so form a spatial complementary $\text{TFF}(D, N, (D - R_n)_{n \in \mathcal{N}})$ for $V$.

One can also directly sum some TFFs to form others provided their parameters are consistent in a certain way. To explain, let $\{D^{(j)}\}_{j \in \mathcal{J}}$ be a partition of some $D$-element set $D$ into nonempty subsets, and, for each $n \in \mathcal{N}$, let $\{R^{(j)}_n\}_{j \in \mathcal{J}}$ be a partition of $R_n$. For each $j \in \mathcal{J}$, let $\Phi_n \in \mathcal{J}$ be isometries of some $\text{TFF}(D^{(j)}, N, \{R^{(j)}_n\}_{n \in \mathcal{N}})$ for $\mathbb{C}^{D^{(j)}}$. For each $n \in \mathcal{N}$, let $\Phi_n$ be a $D \times R_n$ block-diagonal matrix whose $j$th diagonal block is $\Phi_n^{(j)}$. Then each cross-Gram matrix $\Phi^*_n \Phi_n$ is a block-diagonal matrix whose $j$th diagonal block is $[\Phi^{(j)}_n]^* \Phi_n^{(j)}$. In particular, each $\Phi_n$ is an isometry. Moreover, the fusion frame operator $\sum_{n \in \mathcal{N}} \Phi_n \Phi_n^*$ of these isometries is also a block diagonal matrix whose $j$th diagonal block is $\sum_{n \in \mathcal{N}} \Phi_n^{(j)} \Phi_n^{(j)*} = A^{(j)} I$ where $A^{(j)} = \frac{1}{D^{(j)}} \sum_{n \in \mathcal{N}} R^{(j)}_n$. In particular, $\{\Phi_n\}_{n \in \mathcal{N}}$ are the isometries of a $\text{TFF}(D, N, \{R_n\}_{n \in \mathcal{N}})$ if and only if $A^{(j)} = A$ for all $j \in \mathcal{J}$, that is, if and only if

$$
\sum_{j \in \mathcal{J}} \sum_{n \in \mathcal{N}} R^{(j)}_n = \frac{1}{D} \sum_{n \in \mathcal{N}} R_n, \quad \forall j \in \mathcal{J}.
$$

(2)

### 2.2. Equichordal (EC) and equi-isoclinic (EI) tight fusion frames (TFFs)

We say isometries $\{\Phi_n\}_{n \in \mathcal{N}}$, $\Phi_n : \mathbb{C}^{R_n} \to V$ are uniform if there is some set $\mathcal{R}$ such that $R_n = R$ for all $n$. In this case, $\mathcal{N} \times \{R_n\} = \mathcal{N} \times \mathcal{R}$. If uniform isometries form a $\text{TFF}(D, N, \{R_n\}_{n \in \mathcal{N}})$ for $V$ we often call it simply a $\text{TFF}(D, N, R)$ for $V$ where $R = \#(\mathcal{R})$. In this paper, we only consider uniform TFFs as a “means to an end” for constructing uniform ones. For any uniform isometries $\{\Phi_n\}_{n \in \mathcal{N}}$ onto $R$-dimensional subspaces $\{U_n\}_{n \in \mathcal{N}}$ of the $D$-dimensional complex Hilbert space $V$, cycling traces gives

$$
0 \leq \| \Phi \Phi^* - \frac{N^2 R^2}{D} I \|_{\text{Fro}}^2 = \text{Tr}[(\Phi \Phi^*)^2] - \frac{N^2 R^2}{D} = \sum_{n_1 \in \mathcal{N}} \sum_{n_2 \neq n_1} \| \Phi^*_n \Phi_n \|_{\text{Fro}}^2 - \frac{N R (N R - D)}{D}.
$$
In particular, any such \( \{ \Phi_n \}_{n \in \mathcal{N}} \) satisfy the following inequality, and moreover achieve equality in it if and only if they form a \( \text{TFF}(D, N, R) \) for \( \mathcal{V} \):

\[
\frac{NR-D}{D(N-1)} \leq \frac{1}{N(N-1)} \sum_{n_1 \in \mathcal{N}, n_2 \neq n_1} \frac{1}{R} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2. \tag{3}
\]

Here, for any \( n_1 \neq n_2 \), \( \| \Phi_{n_1}^* \Phi_{n_2} \|_2 \leq \| \Phi_{n_1} \|_2 \| \Phi_{n_2} \|_2 = 1 \), and so the singular values of \( \Phi_{n_1}^* \Phi_{n_2} \) can be expressed as \( \{ \cos(\theta_{n_1,n_2,r}) \}_{r=1}^R \) for some nondecreasing sequence \( \{ \theta_{n_1,n_2,r} \}_{r=1}^R \subset [0, \frac{\pi}{2}] \) of principal angles between \( U_{n_1} \) and \( U_{n_2} \). In particular, \( \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 = \sum_{r=1}^R \cos^2(\theta_{n_1,n_2,r}) \), and the chordal distance \( \text{dist}_c \) between \( U_{n_1} \) and \( U_{n_2} \) is the (scaled) Frobenius distance between their projections:

\[
\text{dist}_c(U_{n_1}, U_{n_2}) := \frac{1}{\sqrt{2}} \| \Phi_{n_1}^* \Phi_{n_1}^* - \Phi_{n_2}^* \Phi_{n_2}^* \|_{F^0} = (R-\| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2)^{\frac{1}{2}} = \left( \sum_{r=1}^R \sin^2(\theta_{n_1,n_2,r}) \right)^{\frac{1}{2}}. \tag{4}
\]

Bounding the summands in (3) by their largest member gives the right-hand inequality of (1): 

\[
\frac{NR-D}{D(N-1)} \leq \frac{1}{N(N-1)} \sum_{n_1 \in \mathcal{N}, n_2 \neq n_1} \frac{1}{R} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 \leq \frac{1}{R} \max_{n_1 \neq n_2} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2. \tag{5}
\]

Isometries \( \{ \Phi_n \}_{n \in \mathcal{N}} \) achieve equality throughout (3) if and only if they form a \( \text{TFF}(D, N, R) \) for \( \mathcal{V} \) in which (4) is constant over all \( n_1 \neq n_2 \), namely an \( \text{ECTFF}(D, N, R) \) for \( \mathcal{V} \). That is, a \( \text{TFF}(D, N, R) \) is an \( \text{ECTFF}(D, N, R) \) if and only if all of the off-diagonal blocks of its fusion Gram matrix have the same Frobenius norm. Meanwhile, the left-hand inequality of (1) arises from the fact that \( \frac{1}{R} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 \leq \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 \) for any \( n_1, n_2 \in \mathcal{N} \), with equality holding if and only if \( U_{n_1} \) and \( U_{n_2} \) are isoclinic in the sense that \( \theta_{n_1,n_2,r} \) is independent of \( r \). This relates to the spectral distance \( \text{dist}_s \) between \( U_{n_1} \) and \( U_{n_2} \):

\[
\text{dist}_s(U_{n_1}, U_{n_2}) := (1-\| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2)^{\frac{1}{2}} = [1-\max_r \cos^2(\theta_{n_1,n_2,r})]^{\frac{1}{2}} = \min_r \sin(\theta_{n_1,n_2,r}). \tag{6}
\]

In particular, one may continue (3) in the following way, which is alternative to (5):

\[
\frac{NR-D}{D(N-1)} \leq \frac{1}{N(N-1)} \sum_{n_1 \in \mathcal{N}, n_2 \neq n_1} \frac{1}{R} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 \leq \frac{1}{N(N-1)} \sum_{n_1 \in \mathcal{N}, n_2 \neq n_1} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2 \leq \max_{n_1 \neq n_2} \| \Phi_{n_1}^* \Phi_{n_2} \|_{F^0}^2. \]

Equality holds throughout (1) if and only if it holds throughout here, and this occurs if and only if \( \{ \Phi_n \}_{n \in \mathcal{N}} \) forms a \( \text{TFF}(D, N, R) \) for \( \mathcal{V} \) with the property that \( \theta_{n_1,n_2,r} \) is independent of both \( n_1 \neq n_2 \) and \( r \), namely an \( \text{EITFF}(D, N, R) \) for \( \mathcal{V} \). That is, a \( \text{TFF}(D, N, R) \) is an \( \text{EITFF}(D, N, R) \) if and only if all of the off-diagonal blocks of its fusion Gram matrix are a common scalar multiple of some unitaries. When rewritten in terms of (4) and (5), (1) equivalently becomes the following extension of Conway, Hardin and Sloane’s simplex bound:

\[
\min_{n_1 \neq n_2} \text{dist}_s(U_{n_1}, U_{n_2}) \leq \frac{1}{\sqrt{R}} \min_{n_1 \neq n_2} \text{dist}_c(U_{n_1}, U_{n_2}) \leq \sqrt{\frac{N}{N-1} \frac{D-R}{D}}. \]

In particular, every \( \text{ECTFF}(D, N, R) \) is a chordal Grassmannian code, while every \( \text{EITFF}(D, N, R) \) is a spectral Grassmannian code, is necessarily an \( \text{ECTFF}(D, N, R) \), and has minimal block coherence \( \min_{n_1 \neq n_2} \frac{1}{R} \| \Phi_{n_1}^* \Phi_{n_2} \|_2 \) (and so is well-suited for sensing block-sparse signals [10]).

Since EITFFs are more applicable—and rarer—than ECTFFs, we tend to prioritize their consideration throughout this paper. There are two trivial types of \( \text{EITFF}(D, N, R) \): those with
$D = R$ and those with $D = NR$: the former consist of $N$ copies of the entire space, while the isometries of the latter are formed by partitioning an orthonormal basis for the entire space into $N$ subcollections of $R$ vectors apiece. There are also at least two trivial ways to construct some EITFFs from other ones, namely via Naimark complements and via direct sums. In fact, by exploiting the aforementioned fusion-Gram-matrix-based characterizations of such objects, it is straightforward to show that a TFF($D, N, R$) with $D < NR$ is real and/or equichordal and/or equi-isoclinic if and only if its Naimark complement is as well. Similarly, if a TFF($D, N, R$) is the direct sum of TFF($D^{(j)}, N, R^{(j)}$) over all $j \in J$—which by (2) can only happen if $\frac{R^{(j)}}{D^{(j)}} = \frac{R}{D}$ for all $j \in J$—then this TFF($D, N, R$) is real and/or equichordal and/or equi-isoclinic if each TFF($D^{(j)}, N, R^{(j)}$) has that same property for all $j \in J$. We caution however that the spatial complement of an EITFF($D, N, R$) with $R < D$ is not an EITFF($D, N, R$) unless $R = \frac{D}{2}$. In fact, if $R < D$ then an EITFF($D, N, R$) can only exist if $R \leq \frac{D}{2}$, since otherwise at least one but not all of the principal angles between any two subspaces of an ECTFF($D, N, R$) are necessarily 0. That said, for any TFF($D, N, R$), (4) implies that $\text{distc}(U_{n_1}^+, U_{n_2}^+) = \text{distc}(U_{n_1}, U_{n_2})$ for all $n_1 \neq n_2$, and so this TFF is real and/or equichordal if and only if its spatial complement is as well; see [17] for a more thorough discussion of these well-known phenomena.

Beyond this, it is known that entrywise applying the mapping $x + iy \mapsto \frac{x - y}{x}$ to a synthesis matrix of a complex (EC/EI)TFF($D, N, R$) converts it into a real (EC/EI)TFF($2D, N, 2R$) [23]. Moreover, applying a similar mapping to a quaternionic (EC/EI)TFF($D, N, R$) converts it into a complex (EC/EI)TFF($2D, N, 2R$) [24, 35]. The community is particularly interested in EITFFs whose parameters do not match those of one that can be produced from other known EITFFs via any combination of these Hoggar-type methods with Naimark complements and direct sums. Along these lines, EITFF($D, N, R$) in which $D$ and $R$ are coprime are particularly sought after. These include all EITFF($D, N, R$) in which $R = 1$: in this case, a rank-$R$ isometry $\Phi_n$ equates to a unit vector $\varphi_n$, (1) reduces to Welch’s classical lower bound [36] on the coherence of unit vectors $\{|\varphi_n\rangle\}_{n \in \mathbb{N}}$, namely $\max_{n_1 \neq n_2} |\langle \varphi_{n_1} | \varphi_{n_2} \rangle| \geq \frac{\sqrt{N - D^2}}{N(N - 1)}$, and they achieve equality in it precisely when they form an ETF($D, N$) for $\mathbb{C}^D$, namely a UNTF with the additional property that $|\langle \varphi_{n_1} | \varphi_{n_2} \rangle|$ is constant over all $n_1 \neq n_2$. To date, the only apparently known EITFF($D, N, R$) with $R > 1$ whose parameters are not reproducible by applying some combination of Naimark, direct sum and Hoggar-type methods to known (possibly quaternionic [3, 12, 35]) ETFs or trivial EITFFs are those of [27], [11, 2], [14] and [24]. Specifically, [27] gives a real EITFF($2R, H(R) + 2, R$) whenever $R = 2^{J+K}$ for some nonnegative integers $J$ and $K \in \{0, 1, 2, 3\}$ and $H(R) = 8J + 2^K$ is its corresponding Hurwitz number, [11, 2] constructs a real EITFF($N, N, 2$) from any complex symmetric conference matrix of size $N$, including whenever $N$ is a prime power such that $N \equiv 1 \pmod{4}$, [14] constructs a real EITFF($8, 6, 3$), and [24] constructs a real EITFF($21, 15, 3$) (and also recovers an EITFF($8, 6, 3$)).

2.3. The signature matrix of an equi-isoclinic tight fusion frame

For any isometries $\{\Phi_n\}_{n \in \mathbb{N}}$ of an EITFF($D, N, R$) with $D < NR$, the corresponding signature matrix $S$ is $S = \frac{1}{R}(\Phi^* \Phi - I)$ where $B = \left[\frac{NR - D}{D(N - 1)}\right] > 0$. This is a self-adjoint block matrix whose diagonal blocks are zero and whose off-diagonal blocks are unitaries. Moreover, since $\Phi^* \Phi = I + BS$ where $(\Phi^* \Phi)^2 = A \Phi^* \Phi$ with $A = \frac{NR - D}{D(N - 1)}$, we have

$$A(I + BS) = (I + BS)^2 = I + 2BS + B^2S^2, \quad \text{i.e.,} \quad S^2 = \frac{A - 2}{R}S + \frac{A - 1}{R}I. \quad (7)$$

That is, $S$ is an $N \times N$ array of $R \times R$ matrices $\{S_{n_1, n_2}\}_{n_1, n_2 \in \mathbb{N}}$ that satisfies
(i) $S_{n,n} = 0$ for all $n \in \mathcal{N}$,
(ii) $S_{n_1,n_2}^{*} = S_{n_2,n_1}^{-1} = S_{n_2,n_1}$ for $n_1, n_2 \in \mathcal{N}, n_1 \neq n_2$,
(iii) $S^2$ is a linear combination of $S$ and $I$.

Conversely, any such $S$ arises from an EITFF. Indeed, having $S_{n_2,n_1} = S_{n_1,n_2}^* = (S^*)_{n_2,n_1}$ for all $n_1, n_2 \in \mathcal{N}$ implies that $S^* = S$, and so $S$ is unitarily diagonalizable and has real eigenvalues. Moreover, since $\text{Tr}(S) = 0$ and $S^2 = CS + EI$ for some scalars $C$ and $E$, $S$ has exactly two distinct eigenvalues, one positive and the other negative, which are roots of $\lambda^2 - C\lambda - E$. (In particular, $C$ and $E$ are necessarily real.) Denoting its negative eigenvalue as $-F$ for some $F > 0$, we thus have that $I + \frac{1}{F}S$ is the Gram matrix $\Phi^*\Phi$ of some UNTF $\{\varphi_{n,r}\}_{(n,r) \in \mathcal{N} \times \mathcal{R}}$ for some complex Hilbert space $\mathcal{V}$ whose dimension $D$ is the multiplicity of the positive eigenvalue of $S$. For each $n \in \mathcal{N}$, letting $\Phi_n$ be the $\mathcal{N} \times \mathcal{R}$ matrix that has $\{\varphi_{n,r}\}_{r \in \mathcal{R}}$ as its columns, we thus have that $\Phi_n^*\Phi_n$ is the $n$th diagonal block of $\Phi^*\Phi = I + \frac{1}{F}S$, namely an $\mathcal{R} \times \mathcal{R}$ identity matrix. As such, $\Phi^*\Phi$ is in fact the fusion Gram matrix of the isometries $\{\Phi_n\}_{n \in \mathcal{N}}$ of an EITFF($D, N, R$) for $\mathcal{V}$.

In practice, this theory is often used as follows. Let $S$ be any $\mathcal{N} \times \mathcal{N}$ array of $\mathcal{R} \times \mathcal{R}$ matrices where $S_{n,n} = 0$ for all $n \in \mathcal{N}$ and $S_{n_1,n_2}$ is unitary for all $n_1 \neq n_2$ (and is typically chosen from some explicitly parameterized subset of $O(\mathcal{R})$ or $U(\mathcal{R})$). Then $S$ is the signature matrix of some EITFF($D, N, R$) if and only if both $S_{n_1,n_2} = S_{n_2,n_1}^*$ for all $n_1 \neq n_2$ and $S$ satisfies \[(8) \text{ where } A = \frac{N}{D} \quad \text{and} \quad B = \frac{D(N-1)}{D(NR-D)} \]. When written block-wise, this latter condition becomes

$$
\sum_{n_3 \in \mathcal{N}} S_{n_1,n_3} S_{n_3,n_2} = (S^2)_{n_1,n_2} = (\frac{A}{B} - 2S + \frac{1}{B}I)_{n_1,n_2} = \begin{cases}
\frac{1}{B}I_{\mathcal{R} \times \mathcal{R}}, & n_1 = n_2, \\
\frac{A}{B} - 2S_{n_1,n_2}, & n_1 \neq n_2.
\end{cases}
$$

Here, when $S_{n_1,n_2} = S_{n_2,n_1}^*$ for all $n_1 \neq n_2$, the fact that $\frac{A}{B} = \frac{NR}{D} - 1 = \frac{D(N-1)}{N(R-D)} = (N-1)$ implies that \[(8) \text{ is automatically satisfied whenever } n_1 = n_2:\]

$$
\sum_{n_3 \in \mathcal{N}} S_{n_1,n_3} S_{n_3,n_1} = \sum_{n_3 \in \mathcal{N}} S_{n_1,n_3} S_{n_3,n_1}^* = 0 + \sum_{n_3 \in \mathcal{N}: n_3 \neq n_1} I_{\mathcal{R} \times \mathcal{R}} = (N-1)I_{\mathcal{R} \times \mathcal{R}} = \frac{A}{B} - 1I_{\mathcal{R} \times \mathcal{R}}.
$$

Since $\frac{A}{B} = \frac{NR}{D} - 2\lfloor \frac{D(N-1)}{NR-D} \rfloor = (NR - 2D)\lfloor \frac{N-1}{D(NR-D)} \rfloor$, we thus have that such a matrix $S$ is the signature matrix of an EITFF($D, N, R$) if and only if

$$
S_{n_1,n_2} = S_{n_2,n_1}^*, \quad \sum_{n_3 \in \mathcal{N}} S_{n_1,n_3} S_{n_3,n_2} = (NR - 2D)\lfloor \frac{N-1}{D(NR-D)} \rfloor S_{n_1,n_2}, \quad \forall n_1 \neq n_2.
$$

Clearly, the resulting EITFF is moreover real if $S$ is real. In the special case where $S$ is real and $R = 1$, \[(9) \text{ reduces to a classical method for constructing real ETFs that is intimately related to two-graphs. In the final section of this paper, we generalize that approach. There, inspired by some discoveries made in Section 4, we make educated guesses for choices of $S$ that might yield EITFF($N, N, 2$) and EITFF($N-1, N, 2$), and use } \text{ to characterize when those guesses are valid.}

3. Harmonic equichordal and equi-isoclinic tight fusion frames

We begin this section with a method for modulating a possibly nonuniform TFF into a uniform one with larger parameters. This generalizes the method of Theorem 14 in \[4\] to the case of nonuniform TFFs and noncyclic abelian groups. Later on in this section, we show that a TFF is
produced by this method if and only if it is “harmonic” in a certain sense that itself is the natural fusion-frame-based generalization of the concept of a harmonic frame. We then characterize when such harmonic TFFs are equichordal and/or equi-isoclinic. In the next section, we exploit these characterizations to construct new (harmonic) ECTFFs and EITFFs.

Here and throughout, let \( \mathcal{G} \) be a finite abelian group whose operation is denoted as addition. A **character** of \( \mathcal{G} \) is a homomorphism \( \gamma : \mathcal{G} \to \mathbb{T} := \{ z \in \mathbb{C} : |z| = 1 \} \). The Pontryagin dual of \( \mathcal{G} \) is the set \( \hat{\mathcal{G}} \) of all such characters, which is itself a group under pointwise multiplication. In fact, it is well known that since \( \mathcal{G} \) is finite, \( \hat{\mathcal{G}} \) is isomorphic to \( \mathcal{G} \) and moreover that the characters \( \{ \gamma \}_{\gamma \in \hat{\mathcal{G}}} \) form an equal-norm orthogonal basis for \( \mathbb{C}^{\mathcal{G}} \). As such, the synthesis operator \( \Gamma \) of this basis satisfies \( \Gamma^{-1} = \frac{1}{\mathcal{G}} \Gamma^* \). This \( \mathcal{G} \times \hat{\mathcal{G}} \) matrix \( \Gamma \) is the **character table** of \( \mathcal{G} \), having \((g, \gamma)\)th entry \( \Gamma(g, \gamma) = \gamma(g) \).

Its adjoint \( \Gamma^* \) is the *discrete Fourier transform* (DFT) over \( \mathcal{G} \). For a fixed character \( \gamma \), the function \( M_{\gamma} : \mathbb{C}^{\mathcal{G}} \to \mathbb{C}^\mathcal{G} \), \((M_{\gamma}y)(g) := \gamma(g)y(g)\) is known as *modulation* by \( \gamma \). We use this same term to more generally refer to other types of pointwise multiplication by characters. In particular, in what follows, we construct the isometries \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{\mathcal{G}}} \) of a uniform TFF by modulating the adjoint \( \Psi^* \) of the fusion synthesis operator \( \Psi \) of the isometries \( \{ \Psi_g \}_{g \in \mathcal{G}} \) of some \( \mathcal{G} \)-indexed (possibly nonuniform) TFF for \( \mathbb{C}^{\mathcal{R}} \).

**Definition 3.1.** Let \( \mathcal{G} \) be a finite abelian group of order \( G \), and let \( \mathcal{R} \) be a finite set of order \( R > 0 \). Consider any ensemble \( \{ \Psi_g \}_{g \in \mathcal{G}} \) of \( \mathcal{R} \times \mathcal{D}_g \) matrices, where each finite set \( \mathcal{D}_g \) has order \( D_g \) and \( \mathcal{D} := \sum_{g \in \mathcal{G}} D_g > 0 \). Put \( \mathcal{D} := \mathcal{G} \times \{ D_g \} = \bigcup_{g \in \hat{\mathcal{G}}} \{ g \} \times \mathcal{D}_g \). The **harmonic matrix ensemble** generated by \( \{ \Psi_g \}_{g \in \mathcal{G}} \) is the sequence \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{\mathcal{G}}} \) of \( \mathcal{D} \times \mathcal{R} \) matrices defined by

\[
\Phi_{\gamma}(g, d, r) := \left( \frac{1}{\mathcal{G}} \sum_{\gamma \in \hat{\mathcal{G}}} \gamma(g) \Psi_g(r, d) \right), \quad \forall (g, d) \in \mathcal{D}, r \in \mathcal{R}.
\]

We will soon see in Theorem 3.3 that the isometries of a TFF generate a harmonic matrix ensemble that forms another TFF. To distinguish between these two TFFs, we will say the generating TFF generates the harmonic TFF; see Definition 3.6 for a slightly more general notion following the characterization in Theorem 3.3. The following example uses the technology in Definition 3.1 to obtain the second-known construction of an EITFF(4, 5, 2).

**Example 3.2.** Let \( \mathcal{G} \) be the cyclic group \( \mathbb{Z}_5 \) of integers modulo 5. Let \( \mathcal{R} = \{1, 2\} \), which has cardinality \( R = 2 \). Let \( \mathcal{D}_0 \) be empty, and let \( \mathcal{D}_1 = \mathcal{D}_2 = \mathcal{D}_3 = \mathcal{D}_4 = \{1\} \) so that \( \mathcal{D} = \bigcup_{n \in \mathbb{Z}_5} \{ n \} \times \mathcal{D}_n \) is naturally identified with the subset \( \{1, 2, 3, 4\} \) of \( \mathbb{Z}_5 \), which has cardinality \( D = 4 \). Now consider five isometries \( \{ \Psi_n \}_{n \in \mathbb{Z}_5} \) with \( \Psi_n : \mathbb{C}^{\mathcal{D}_n} \to \mathbb{C}^{\mathcal{R}} \cong \mathbb{C}^2 \) for all \( n \), as well as each one’s corresponding \( 2 \times 2 \) projection \( \mathcal{P}_n := \Psi_n \Psi_n^* \). When \( n = 0 \) we have \( \mathcal{P}_0 = 0 \), and so \( \Psi_0 \) is informally a “matrix with two rows and zero columns,” which by formal convention means that \( \mathcal{P}_0 \) is a \( 2 \times 2 \) zero matrix (a rank-0 projection). When instead \( n \in \{1, 2, 3, 4\} \), \( \mathcal{D}_n = \#(\mathcal{D}_n) = 1 \), meaning \( \Psi_n \) is a \( 2 \times 1 \) matrix whose sole column is unit norm. For example, we may choose

\[
\Psi = [ \Psi_0 | \Psi_1 | \Psi_2 | \Psi_3 | \Psi_4 ] = \frac{1}{\sqrt{2}} \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & i & -i & 1 & -1
\end{bmatrix},
\]

where “\( i \)” is a placeholder for an entry whose column index belongs to the empty set. Here,

\[
\mathcal{P}_0 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \mathcal{P}_1 = \frac{1}{2} \begin{bmatrix} 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix}, \quad \mathcal{P}_2 = \frac{1}{2} \begin{bmatrix} 1 & -i & 1 & i \\ 1 & 1 & 1 & 1 \end{bmatrix}, \quad \mathcal{P}_3 = \frac{1}{2} \begin{bmatrix} 1 & i & 1 & 1 \\ -i & 1 & 1 & 1 \end{bmatrix}, \quad \mathcal{P}_4 = \frac{1}{2} \begin{bmatrix} 1 & -1 & 1 & 1 \\ -1 & 1 & 1 & 1 \end{bmatrix}.
\]

Since these five projections sum to \( 2I \), \( \{ \Psi_n \}_{n \in \mathbb{Z}_5} \) are the isometries of a TFF(2, 5, \{0, 1, 1, 1, 1\}) for \( \mathbb{C}^2 \). As we shall see, they generate the isometries \( \{ \Phi_{\gamma} \}_{\gamma \in \mathbb{Z}_5} \) of a harmonic TFF(4, 5, 2) for...
Essentially, since \( \{\Psi_n\}_{n \in \mathbb{Z}_5} \) are the isometries of a TFF, the rows of \( \Psi \) are equal-norm orthogonal, and so when suitably scaled, the columns of \( \Psi^* \) form an orthonormal basis for some two-dimensional subspace of \( \mathbb{C}^4 \); we then act on this subspace by a diagonal unitary matrix of order 5 to obtain orthonormal bases for five distinct two-dimensional subspaces of \( \mathbb{C}^4 \). Remarkably, these five isometries \( \{\Phi_m\}_{m \in \mathbb{Z}_5} \) themselves form a TFF for \( \mathbb{C}^4 \); as seen in the proof of Theorem \( 3.7 \), this is basically due to the fact that every off-diagonal entry of \( \Phi \Phi^* = \sum_{m \in \mathbb{Z}_5} \Phi_m \Phi_m^* \) is a vanishing geometric sum. The group-based structure of \( \Phi \) further implies that the fusion Gram matrix \( \Phi \Phi^* \) of this TFF\( (4,5,2) \) is block-circulant, having its \((m_1, m_2)\)th cross-Gram matrix \( \Phi_{m_1}^* \Phi_{m_2} \) depend only on the difference of \( m_1 \) and \( m_2 \), and moreover does so in a way that is essentially entrywise DFT of the generating TFF’s projections \( \{1\} \):

\[
\frac{1}{2} \left( \omega^{m_2-m_1} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} + \omega^{2(m_2-m_1)} \begin{bmatrix} 1 & -i \\ -i & 1 \end{bmatrix} + \omega^{3(m_2-m_1)} \begin{bmatrix} 1 & 1 \\ -1 & -1 \end{bmatrix} + \omega^{4(m_2-m_1)} \begin{bmatrix} -1 & -1 \\ 1 & 1 \end{bmatrix} \right).
\]

Because of this, this TFF\( (4,5,2) \) is equi-isoclinic precisely when \( \Phi_0 \Phi_0^* = \frac{N^R - D}{(N-1)i} = \sqrt{\frac{3}{5}} \) times some unitary for each \( m \in \{1, 2, 3, 4\} \). As explained in the next section, the theory of Gauss sums over finite fields implies that this is indeed the case here. This is the second known construction of a complex EITFF\( (4,5,2) \); as shown in \( 35 \), an EITFF\( (4,5,2) \) can also be obtained by applying Hoggar’s \( \mathbb{H} \)-to-\( \mathbb{C} \) method \( 3.12 \) to a quaternionic ETF\( (2,5) \) \( 3.12 \).

The next example illustrates how harmonic matrix ensembles generalize harmonic frames.

**Example 3.3.** When \( R \) is a singleton set, \( \{1\} \) reduces to the traditional construction of harmonic (unit norm tight) frames. To explain, if \( \Psi_g : \mathbb{C}^{D_g} \rightarrow \mathbb{C} \) is an isometry then \( D_g \) is either empty or a singleton set, and in the latter case we assume \( D_g = \{1\} \) without loss of generality, implying that \( \Phi_g \) is the 1 \times 1 matrix whose sole entry is 1. In this setting, \( D = \bigcup_{g \in G} \{g\} \times D_g \) is naturally identified with the subset \( \widehat{D} := \{g \in G : D_g \neq \emptyset\} \) of \( G \) that essentially has \( \{\Psi_g\}_{g \in \widehat{D}} \) as its characteristic function. Such isometries \( \{\Psi_g\}_{g \in \widehat{D}} \) automatically form a TFF for \( \mathbb{C} \), satisfying \( \sum_{g \in \widehat{D}} \Psi_g \Psi_g^* = \sum_{g \in \widehat{D} : D_g \neq \emptyset} 1 = D \). For example, when \( G = \mathbb{Z}_7 \) and we let \( D_g = \{1\} \) for \( g \in \{1, 2, 4\} \) and \( D_g = \emptyset \) for \( g \in \{0, 3, 5, 6\} \), the set \( \widehat{D} = \{(1,1),(2,1),(4,1)\} \) is naturally identified with the subset \( D = \{1,2,4\} \) of \( \mathbb{Z}_7 \) whose characteristic function \( 1_D \) is essentially given by the sequence of isometries \( \{\Psi_n\}_{n \in \mathbb{Z}_7} \) of the corresponding TFF\( (1,7,\{0,1,1,0,1,0,0\}) \), namely

\[
\Psi = \left[ \begin{array}{cccccc}
\Psi_0 & | & \Psi_1 & | & \Psi_2 & | & \Psi_3 & | & \Psi_4 & | & \Psi_5 & | & \Psi_6 \\
| & | & | & | & | & | & | & | & | & | & \\
\cdot & | & 1 & | & 1 & | & 1 & | & 1 & | & \cdot & | & \cdot \\
\end{array} \right].
\]

The harmonic matrix ensemble \( \{\Phi_\gamma\}_{\gamma \in \widehat{D}} \) generated by \( \{\Psi_g\}_{g \in \widehat{D}} \) forms a TFF\( (D,G,1) \) for \( \mathbb{C}^D \); for any \( \gamma \in \widehat{G} \), \( \Phi_\gamma \) is a \( D \times \{1\} \) matrix which, for any \( g \in G \) such that \( D_g \neq \emptyset \), has \((g,1,1)\)th entry

\[
\Phi_\gamma((g,1),1) = \frac{1}{\sqrt{D}} \gamma(g) \overline{\Psi_g(1,1)} = \frac{1}{\sqrt{D}} \gamma(g).
\]
Thus, \( \{\Phi_\gamma\}_{\gamma \in \hat{G}} \) is naturally identified with the traditional harmonic frame arising from \( \hat{D} \), namely the UNTF \( \{\varphi_\gamma\}_{\gamma \in \hat{G}} \) for \( \mathbb{C}^D \) whose synthesis operator is obtained by extracting the rows of the \( G \times \hat{G} \) character table of \( G \) that are indexed by \( \hat{D} \) \cite{22}, and then scaling them by \( \frac{1}{\sqrt{|\hat{D}|}} \). Here, \( (15) \) reduces to a well-known expression for the entries of such a frame’s \( \hat{G} \)-circulant Gram matrix in terms of the DFT of \( 1_{\hat{D}} \):

\[
(\Phi^*_\gamma \Phi_\sigma)(1,1) = \frac{1}{|\hat{D}|} \sum_{g \in \hat{G}} (\gamma^{-1}_1 \gamma_2)(g) 1_{\hat{D}}(g) = \frac{1}{|\hat{D}|} (\gamma_1 \gamma_2^{-1}, 1_{\hat{D}}) = \frac{1}{|\hat{D}|} (G^*1_{\hat{D}})(\gamma_1 \gamma_2^{-1}). \tag{14}
\]

It is straightforward to show (and has long been known \cite{32}) that \( |(G^*1_{\hat{D}})(\gamma)| \) is constant over all \( \gamma \neq 1 \) if and only if \( \hat{D} \) is a difference set for \( G \), having \#\{\( (d_1, d_2) \in \hat{D} \times \hat{D} : d_1 - d_2 = g \}\) be constant over all \( g \neq 0 \). Combining this with \( (14) \) gives the well-known fact \cite{26,31,37,9} that this occurs if and only if \( \{\varphi_\gamma\}_{\gamma \in \hat{G}} \) is an ETF for \( \mathbb{C}^D \). In Theorem 3.9, we show more generally that a harmonic matrix ensemble forms an EITFF if and only if the generating TFF’s isometries \( \{\Psi_g\}_{g \in \hat{G}} \) have a difference-set-like property.

For example, \( \hat{D} = \{1, 2, 4\} \) is a difference set for \( G = \mathbb{Z}_7 \) since every \( n \neq 0 \) appears in its difference table the same number of times, namely exactly once:

\[\begin{array}{lrrrr}
- & 1 & 2 & 4 \\
1 & 0 & 6 & 4 \\
2 & 1 & 0 & 5 \\
4 & 3 & 1 & 0
\end{array}\]

As such, identifying \( G = \mathbb{Z}_7 \) with its Pontryagin dual by identifying \( m \in \mathbb{Z}_7 \) with \( \gamma_m : \mathbb{Z}_7 \to T \), \( \gamma_m(n) = \omega^{mn} \) where \( \omega = \exp(2\pi i) \), we have that the harmonic matrix ensemble \( \{\Phi_m\}_{m \in \mathbb{Z}_7} \) generated by \( \{\Psi_n\}_{n \in \mathbb{Z}_7} \) of \( (13) \) forms an EITFF \((3, 7, 1)\) for \( \mathbb{C}^D \), namely

\[
\Phi_m = \frac{1}{\sqrt{3}} \begin{bmatrix} \omega^m & 0 & 0 \\
0 & \omega^{2m} & 0 \\
0 & 0 & \omega^{4m} \end{bmatrix} \begin{bmatrix} 1 \\
1 \\
1 \end{bmatrix}, \forall m \in \mathbb{Z}_7, \text{ i.e., } \Phi = \frac{1}{\sqrt{3}} \begin{bmatrix} 1 & \omega & \omega^2 \\
\omega^4 & \omega^3 & \omega^6 \\
\omega^5 & \omega^6 & \omega^5 \end{bmatrix}.
\]

Here, \( \Phi_{m_1 \tau_{m_2}} \) is a \( 1 \times 1 \) matrix whose sole entry of \( \frac{1}{\sqrt{3}}[\omega^{m_2-m_1} + \omega^{2(m_2-m_1)} + \omega^{4(m_2-m_1)}] \) has modulus \( \frac{1}{\sqrt{3}} \) whenever \( m_1 \neq m_2 \).

We are now ready to state the main result of this section.

**Theorem 3.4.** In the setting of Definition 3.1, \( \{\Phi_\gamma\}_{\gamma \in \hat{G}} \) are isometries that form a TFF \((D, G, R)\) for \( \mathbb{C}^D \) if and only if \( \{\Psi_g\}_{g \in \hat{G}} \) are isometries that form a TFF \((R, G, \{D_g\}_{g \in \hat{G}})\) for \( \mathbb{C}^R \), in which case each of the following holds:

(a) the harmonic matrix ensemble generated by any spatial (resp. Naimark) complement of \( \{\Psi_g\}_{g \in \hat{G}} \) is a Naimark (resp. spatial) complement of \( \{\Phi_\gamma\}_{\gamma \in \hat{G}} \);

(b) given any appropriately sized unitary matrices \( U \) and \( \{V_g\}_{g \in \hat{G}} \), there exists a unitary matrix \( V \) such that the harmonic matrix ensemble generated by \( \{U \Psi_g V_g\}_{g \in \hat{G}} \) is \( \{V^* \Phi_\gamma V^*\}_{\gamma \in \hat{G}} \);

(c) ensembles of isometries that directly sum to \( \{\Psi_g\}_{g \in \hat{G}} \) generate harmonic matrix ensembles that directly sum to \( \{\Phi_\gamma\}_{\gamma \in \hat{G}} \).

Furthermore, the \( \mathbb{R} \times \mathbb{R} \) cross-Gram matrices of \( \{\Phi_\gamma\}_{\gamma \in \hat{G}} \) are given by

\[
\Phi_{\gamma_1} \Phi_{\gamma_2} = \frac{R}{\hat{D}} \sum_{g \in \hat{G}} (\gamma_1^{-1} \gamma_2)(g) \Psi_g \Psi_g^*, \forall \gamma_1, \gamma_2 \in \hat{G}. \tag{15}
\]
We alert the reader to a subtlety in Theorem 3.4(a): a spatial complement of \(\{\Psi_g\}_{g \in G}\) corresponds with a Naimark complement of \(\{\Phi_\gamma\}_{\gamma \in \hat{G}}\), and vice versa.

Proof of Theorem 3.4. For any \(\gamma_1, \gamma_2 \in \hat{G}\), and any \(r_1, r_2 \in R\), (10) implies

\[
(\Phi_{\gamma_1}^* \Phi_{\gamma_2})(r_1, r_2) = \sum_{(g,d) \in D} \overline{\Phi}_{\gamma_1}((g,d), r_1) \Phi_{\gamma_2}((g,d), r_2)
\]

\[
= \frac{R}{D} \sum_{g \in \hat{G}} \sum_{d \in D_g} \gamma_1(g) \Psi_g(r_1, d) \gamma_2(g) \overline{\Psi}_g(r_2, d)
\]

\[
= \frac{R}{D} \sum_{g \in \hat{G}} (\gamma_1^{-1} \gamma_2)(g) \sum_{d \in D_g} \Psi_g(r_1, d) \Psi_g^*(d, r_2)
\]

\[
= \left( \frac{R}{D} \sum_{g \in \hat{G}} (\gamma_1^{-1} \gamma_2)(g) \Psi_g \Psi_g^* \right) (r_1, r_2),
\]

namely (15). When \(\gamma_1 = \gamma_2\), (15) reduces to \(\Phi_{\gamma}^* \Phi_{\gamma} = \frac{R}{D} \sum_{g \in \hat{G}} \Psi g \Psi_g^*\) for all \(\gamma \in \hat{G}\). In particular,

\[
\Phi_{\gamma}^* \Phi_{\gamma} = I, \quad \forall \gamma \in \hat{G} \iff \sum_{g \in \hat{G}} \Psi g \Psi_g^* = \frac{R}{D} I. \tag{16}
\]

Similarly, for any \((g_1, d_1), (g_2, d_2) \in D\), (10) implies

\[
\left( \sum_{\gamma \in \hat{G}} \Phi_{\gamma} \Phi_{\gamma}^* \right)((g_1, d_1), (g_2, d_2)) = \sum_{\gamma \in \hat{G}} \sum_{r \in R} \Phi_{\gamma}((g_1, d_1), r) \overline{\Phi}_{\gamma}((g_2, d_2), r)
\]

\[
= \frac{R}{D} \sum_{\gamma \in \hat{G}} \sum_{r \in R} \gamma(g_1) \overline{\Psi}_{g_1}(r, d_1) \gamma(g_2) \Psi_{g_2}(r, d_2)
\]

\[
= \frac{R}{D} \sum_{r \in R} \Psi_{g_1}(r, d_1) \overline{\Psi}_{g_2}(r, d_2) \sum_{\gamma \in \hat{G}} \gamma(g_1 - g_2).
\]

Since the character table of \(G\) is a complex Hadamard matrix, \(\sum_{\gamma \in \hat{G}} \gamma(g_1 - g_2) = G\) if \(g_1 = g_2\), and otherwise, it vanishes. As such, the above expression simplifies to

\[
\left( \sum_{\gamma \in \hat{G}} \Phi_{\gamma} \Phi_{\gamma}^* \right)((g_1, d_1), (g_2, d_2)) = \begin{cases} \frac{GR}{D} \sum_{r \in R} \Psi_{g_1}(r, d_1) \overline{\Psi}_{g_2}(r, d_2), & g_1 = g_2, \\ 0, & g_1 \neq g_2, \end{cases}
\]

\[
= \begin{cases} \frac{GR}{D} (\Psi_{g_1}^* \Psi_{g_2})(d_1, d_2), & g_1 = g_2, \\ 0, & g_1 \neq g_2. \end{cases}
\]

As such,

\[
\sum_{\gamma \in \hat{G}} \Phi_{\gamma} \Phi_{\gamma}^* = \frac{GR}{D} I \iff \Psi_{g} \Psi_g^* = I, \quad \forall g \in G. \tag{17}
\]

Overall, \(\{\Phi_{\gamma}\}_{\gamma \in \hat{G}}\) are the isometries of some TFF\((D, G, R)\) for \(CG\) if and only if the left-hand conditions of both (16) and (17) hold, which occurs if and only if the right-hand conditions of both (16) and (17) hold, namely if and only if \(\{\Psi_g\}_{g \in G}\) are the isometries of some TFF\((R, G, \{D_g\}_{g \in D_g})\) for
$\mathbb{C}^R$. For the remainder of this proof, assume that this is indeed the case, and so necessarily $D_g \leq R$

for all $g$ and moreover $R \leq D = \sum_{g \in G} D_g \leq GR$.

Turning to the proof of (a), note that if $D < GR$ then $D_g < R$ for at least one choice of $g$. In this case, let $\{\Psi_g^{\sharp}\}_{g \in G}$ be any $\{\mathcal{R} \times \mathcal{E}\}_{g \in G}$ isometries, respectively, that are spatial-complementary to $\{\Psi_g\}_{g \in G}$, and so yield a TFF$(R, G, \{R - D_g\}_{g \in G})$ for $\mathbb{C}^R$. Now let $\{\Phi_g^\natural\}_{g \in G}$ be the harmonic matrix ensemble generated by $\{\Psi_g^{\sharp}\}_{g \in G}$: for any $\gamma \in \hat{G}$, $(g, e) \in \mathcal{E} := \hat{G} \times \{\mathcal{E}\}$ and $r \in \mathcal{R}$, let

$$\Phi_g^\natural((g, e), r) := \left(\frac{R}{GR-D}\right)^{\frac{1}{2}} \gamma(g) \Psi_g^{\sharp}(r, e).$$

From what we have already shown, $\{\Phi_g^\natural\}_{\gamma \in \hat{G}}$ are the isometries of a TFF$(GR - D, G, R)$ for $\mathbb{C}^\sharp$.

Here, since $\{\Psi_g\}_{g \in G}$ and $\{\Psi_g^{\sharp}\}_{g \in G}$ are spatial-complementary, $\Psi_g^\sharp + \Psi_g^\sharp(\Psi_g^{\sharp})^* = \mathbf{1}$ for all $g$. Therefore, for any $\gamma_1, \gamma_2 \in \hat{G}$, $\gamma_1 \neq \gamma_2$, (15) along with the fact that $\sum_{\gamma \in \hat{G}} (\gamma_1^\natural \gamma_2^\natural)(g) = 0$ gives

$$(\Phi^\natural_{\gamma_1})(\Phi^\natural_{\gamma_2}) = \frac{R}{GR-D} \sum_{\gamma \in \hat{G}} (\gamma_1^\natural \gamma_2^\natural)(g) \Psi_g^\sharp(\Psi_g^\sharp)^* = \frac{R}{GR-D} \sum_{\gamma \in \hat{G}} (\gamma_1^\natural \gamma_2^\natural)(g)(1 - \Psi_g^\sharp \Psi_g^\sharp)^*$$

$$= -\frac{D}{GR-D} \frac{R}{GR-D} \sum_{\gamma \in \hat{G}} (\gamma_1^\natural \gamma_2^\natural)(g) \Psi_g^\sharp \Psi_g^\sharp = -\frac{D}{GR-D} \Phi^\natural_{\gamma_1} \Phi^\natural_{\gamma_2},$$

and so these TFF$(D, G, R)$ and TFF$(GR - D, G, R)$ are in fact Naimark-complementary, as claimed.

Similarly, if $R < D = \sum_{g \in G} D_g$, then let $\{\Psi_g^\sharp\}_{g \in G}$ be any $\{S \times D_g\}_{g \in G}$ isometries, respectively, that are Naimark-complementary to $\{\Psi_g\}_{g \in G}$, and so yield a TFF$(D - R, G, \{D_g\}_{g \in G})$ for $\mathbb{C}^S$ where $S$ is some (arbitrary) set with $\#(S) = D - R > 0$. Now let $\{\Phi_g^\natural\}_{g \in G}$ be the harmonic matrix ensemble generated by $\{\Psi_g\}_{g \in G}$: for any $\gamma \in \hat{G}$, $(g, d) \in D = \mathcal{G} \times \{D_g\}$ and $s \in S$, let

$$\Phi_g^\natural((g, d), s) := \left(\frac{D}{GR-D}\right)^{\frac{1}{2}} \gamma(g) \Psi_g^\sharp(s, d).$$

From what we have already shown, $\{\Phi_g^\natural\}_{\gamma \in \hat{G}}$ are the isometries of a TFF$(D, G, D - R)$ for $\mathbb{C}^D$.

To show that they are spatial-complementary to $\{\Phi^\natural_{\gamma}\}_{\gamma \in \hat{G}}$ it suffices to show that $\Phi^\natural_{\gamma} \Phi^\natural_{\gamma} + \Phi^\natural_{\gamma}(\Phi^\natural_{\gamma})^* = 1$ for all $\gamma \in \hat{G}$. To see this, note that since $\{\Psi_g^\sharp\}_{g \in G}$ and $\{\Psi_g\}_{g \in G}$ are Naimark-complementary,

$$\frac{R}{D} \Psi^\sharp_{g_1} \Psi^\sharp_{g_2} + \frac{D - R}{D} (\Psi^\natural_{g_1})^* \Psi^\natural_{g_2} = \left\{ \begin{array}{ll} \mathbf{1}, & g_1 = g_2, \\
0, & g_1 \neq g_2, \end{array} \right.$$
For (b), note that if \( \{ \Psi_g \}_{g \in G} \) are the isometries of a TFF(\( R, G, \{ D_g \}_{g \in D_g} \)) for \( \mathbb{C}^R \), then for any \( \hat{R} \times R \) unitary matrix \( U, \{ U \Psi_g \}_{g \in G} \) are the isometries of a TFF(\( R, G, \{ D_g \}_{g \in D_g} \)) for \( \mathbb{C}^R \), and the harmonic matrix ensemble they generate can be obtained by multiplying \( \{ \Phi_\gamma \}_{\gamma \in \hat{G}} \) on the right by \( U^* \): for any \( \gamma \in \hat{G}, (g, d) \in D = G \times \{ D_g \}, \tilde{r} \in \hat{R}, \)

\[
\frac{1}{\hat{R}} \tilde{\gamma}(g)(U \Psi_g)(\tilde{r}, d) = \frac{1}{R} \tilde{\gamma}(g) \sum_{r \in R} U(\tilde{r}, r) \Psi_g(r, d)
\]

\[
= \sum_{r \in R} \left( \frac{1}{\hat{R}} \tilde{\gamma}(g) \Psi_g(r, d) U(\tilde{r}, r) = \sum_{r \in \hat{R}} \Phi_\gamma((g, d), r) U^*(r, \tilde{r}) = (\Phi_\gamma U^*)((g, d), \tilde{r}).
\]

This thus only affects the bases of the subspaces of our TFF(\( D, G, R \)), not the subspaces themselves.

As a dual relation, note that if \( \{ V_g \}_{g \in G} \) are any appropriately sized unitaries, then \( \{ \Psi_g V_g \}_{g \in G} \) are alternative isometries for our TFF(\( R, G, \{ D_g \}_{g \in D_g} \)) for \( \mathbb{C}^R \), which in turn generates a harmonic TFF(\( D, G, R \)) whose isometries are left-unitarily equivalent to the original TFF(\( D, G, R \)):

Letting \( V \) be the \( D \times D \) block-diagonal unitary whose \( g \)th diagonal block is \( V_g, i.e.,

\[
V((g_1, d_1), (g_2, d_2)) = \begin{cases} V_{g_1}(d_1, d_2), & g_1 = g_2, \\ 0, & g_1 \neq g_2, \end{cases}
\]

note that for any \( \gamma \in \hat{G}, (d, r) \in D = G \times \{ D_g \}, r \in R, \)

\[
\frac{1}{\hat{R}} \tilde{\gamma}(g)(\Psi_g V_g)(r, d) = \frac{1}{R} \tilde{\gamma}(g) \sum_{d \in D_g} \Psi_g(r, d') V_g(d', d) = \sum_{d \in D_g} V_g^*(d, d') \Phi_\gamma((g, d'), r)
\]

\[
= \sum_{(g', d') \in D} V^*((g, d), (g', d')) \Phi_\gamma((g', d'), r) = (V^* \Phi_\gamma)((g, d), r).
\]

For (c), assume that \( R \) partitions into nonempty sets \( \{ R^{(j)} \}_{j \in J} \), that each \( D_g \) partitions into \( \{ D_g^{(j)} \}_{j \in J} \) and that each \( R \times D_g \) isometry \( \Psi_g \) is a block-diagonal matrix whose \( j \)th diagonal block is some \( R^{(j)} \times D_g^{(j)} \) matrix \( \Psi_{g}^{(j)} \). As outlined in Section 2, it then follows that for each \( j \in J, \)

\( \{ \Psi_g^{(j)} \}_{g \in G} \) are the isometries of a TFF(\( R^{(j)}, G, \{ D_g^{(j)} \} \)) for \( \mathbb{C}^{R^{(j)}} \), and satisfies the analogue of (2) in this context, namely that

\[
\frac{D_{g}^{(j)}}{R^{(j)}} = \frac{1}{R^{(j)}} \sum_{g \in G} D_g^{(j)} = \frac{1}{R} \sum_{g \in G} D_g = \frac{D}{R}, \quad \forall j \in J,
\]

where, for each \( j \in J, D^{(j)} \) is defined to be the cardinality of \( D^{(j)} := \bigcup_{g \in G}(\{ g \} \times D_g^{(j)}) \). For each \( j \in J, \) the harmonic matrix ensemble \( \{ \Phi_\gamma^{(j)} \}_{\gamma \in \hat{G}} \) generated by \( \{ \Psi_g^{(j)} \}_{g \in G} \) forms a TFF(\( D^{(j)}, G, R^{(j)} \)) for \( \mathbb{C}^{D^{(j)}} \) for any \( \gamma \in \hat{G}, (g, d) \in D^{(j)} \) and \( r \in R^{(j)}, \)

\[
\Phi_{\gamma}^{(j)}((g, d), r) = \left( \frac{1}{D^{(j)}^{(j)}} \right)^{\frac{1}{2}} \tilde{\gamma}(g) \Psi_{g}^{(j)}(r, d) = \left( \frac{1}{D^{(j)}} \right)^{\frac{1}{2}} \tilde{\gamma}(g) \Psi_{g}^{(j)}(r, d).
\]

These sets \( \{ D^{(j)} \} \) form a partition of \( D; \) they satisfy

\[
\bigcup_{j \in J} D^{(j)} = \bigcup_{g \in G} \left( \{ g \} \times \bigcup_{j \in J} D^{(j)}_g \right) = \bigcup_{g \in G}(\{ g \} \times D_g) = D.
\]
and are disjoint since, for each \( g \), the sets \( \{ D_g^{(j)} \}_{j \in J} \) are disjoint. When combined, these facts give that \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \) is the direct sum of \( \{ \Phi_{\gamma}^{(j)} \}_{\gamma \in \hat{G}} \) over all \( j \in J \): for any \( \gamma \in \hat{G} \), \( (g, d) \in D \) and \( r \in R \), we have that \((g, d) \in D^{(j)} \) for any particular \( j \) if and only if \( d \in D_g^{(j)} \) for that same \( j \), and so

\[
\Phi_{\gamma}((g, d), r) = \left\{ \begin{array}{ll} \frac{1}{|\hat{G}|} \gamma(g) \Phi_g(r, d), & \text{if } \exists j \in J \text{ such that } r \in R^{(j)} \text{ and } d \in D_g^{(j)}, \\ 0, & \text{else,} \end{array} \right.
\]

meaning \( \Phi_{\gamma} \) is indeed the block-diagonal matrix whose \( j \)th diagonal block is \( \Phi_{\gamma}^{(j)} \).

A word of caution regarding (b): though right-multiplying the isometries \( \{ \Psi_g \}_{g \in G} \) of the generating TFF\((R, G, \{ D_g \}_{g \in G})\) by unitaries \( \{ \Psi_g \}_{g \in G} \) does equate to left-multiplying the isometries \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \) of the harmonic TFF\((D, G, R)\) by the block-diagonal unitary \( V^* \) whose \( g \)th diagonal block is \( V_{g,g}^* \), not every \( D \times D \) unitary is of this form. In general, left-multiplying such isometries \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \) by a unitary will, of course, yield the isometries of some TFF\((D, G, R)\). But, in general, there is no guarantee that these isometries will form a harmonic matrix ensemble. That said, such a transformation has no effect on the fusion Gram matrix \( \Phi^* \Phi \) of such isometries. In particular, in light of (13), their fusion Gram matrix is \( \hat{G} \)-block circulant. In the next result, we prove a converse to this observation, and use it to characterize TFFs that are “harmonic” in some basis-independent sense.

**Theorem 3.5.** Letting \( \hat{G} \) be the Pontryagin dual of a finite abelian group \( G \), and letting the subspaces \( \{ U_\gamma \}_{\gamma \in \hat{G}} \) form a TFF\((D, G, R)\) for some complex Hilbert space \( V \), the following are equivalent:

(i) \( \{ U_\gamma \}_{\gamma \in \hat{G}} \) is unitarily equivalent to a TFF\((D, G, R)\) that is generated by a TFF\((R, G, \{ D_g \}_{g \in G})\) as in Definition 3.1.

(ii) There exist isometries \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \) onto \( \{ U_\gamma \}_{\gamma \in \hat{G}} \) whose corresponding fusion Gram matrix is \( \hat{G} \)-block-circulant, i.e., \( \Phi_{\gamma_1}^* \Phi_{\gamma_2} = \Phi_{\gamma_3}^* \Phi_{\gamma_4} \) whenever \( \gamma_1^{-1} \gamma_2 = \gamma_3^{-1} \gamma_4 \).

(iii) There exists a subspace \( U \) of \( V \) and a \( \hat{G} \)-unitary representation \( \pi \) of \( \hat{G} \) (i.e., a homomorphism \( \pi \) from \( \hat{G} \) into the group of unitary operators on \( V \)) such that \( U_\gamma = \pi(\gamma) U \) for all \( \gamma \in \hat{G} \).

**Proof.** (i \( \Rightarrow \) ii) Assume that \( \{ U_\gamma \}_{\gamma \in \hat{G}} \) is unitarily equivalent to a TFF\((D, G, R)\) for \( C^D \) that arises from Definition 3.1. Specifically, assume there exist isometries \( \{ \Phi_g \}_{g \in G} \) of a TFF\((R, G, \{ D_g \}_{g \in G})\) for \( C^R \) that generate a harmonic matrix ensemble \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \), which in turn form a TFF\((D, G, R)\) for \( C^D \), and that there exists a unitary operator \( V : C^D \rightarrow V \) such that for each \( \gamma \in \hat{G} \), \( U_\gamma \) is the image of the isometry \( \Phi_{\gamma} := V \Phi_{\gamma} \). Here, (13) gives that the cross-Gram matrix

\[
\widetilde{\Phi}_{\gamma_1}^* \widetilde{\Phi}_{\gamma_2} = \Phi_{\gamma_1}^* V^* V \Phi_{\gamma_2} = \Phi_{\gamma_1}^* \Phi_{\gamma_2} = \frac{1}{|\hat{G}|} \sum_{g \in G} (\gamma_1^{-1} \gamma_2)(g) \Psi_g \Psi_g^*
\]

depends only on the quotient \( \gamma_1^{-1} \gamma_2 \) of \( \gamma_1 \) and \( \gamma_2 \), as opposed to their individual values. Thus, the fusion Gram matrix of \( \{ \Phi_{\gamma} \}_{\gamma \in \hat{G}} \) is \( \hat{G} \)-block-circulant, as needed.
(ii ⇒ iii) Assume there exist isometries \( \{ \Phi_\gamma \}_{\gamma \in \hat{G}} \), \( \Phi_\gamma : \mathbb{C}^R \to \mathcal{V} \), such that \( \Phi_\gamma(\mathbb{C}^R) = \mathcal{U} \), for each \( \gamma \in \hat{G} \) and such that \( \Phi_{\gamma_1}^* \Phi_{\gamma_2} = \Phi_{\gamma_2}^* \Phi_{\gamma_1} \) whenever \( \gamma_1^{-1} \gamma_2 = \gamma_3^{-1} \gamma_4 \). Defining \( \mathcal{U} \) to be \( \mathcal{U}_1 = \Phi_1(\mathbb{C}^R) \), it thus suffices to construct a \( \mathcal{V} \)-unitary representation of \( \hat{G} \) with the property that

\[
\pi(\gamma_1) \Phi_{\gamma_2} = \Phi_{\gamma_1 \gamma_2}, \quad \forall \gamma_1, \gamma_2 \in \hat{G},
\]

since when \( \gamma_1 = \gamma \) and \( \gamma_2 = 1 \) this implies \( \mathcal{U}_\gamma = \Phi_\gamma(\mathbb{C}^R) = \pi(\gamma) \mathcal{U} \), as desired. There is at most one choice of such a mapping \( \pi \) from \( \hat{G} \) into the space of linear operators from \( \mathcal{V} \) into itself: by \([18] \), we necessarily have \( \pi(\gamma_1) \Phi_{\gamma_2} \Phi_{\gamma_3} = \Phi_{\gamma_1 \gamma_2 \gamma_3} \) and since \( \sum_\gamma \Phi_\gamma^* \Phi_\gamma = \frac{\mathbb{I}}{\# \hat{G}} \), summing this equation over all \( \gamma_2 \) implies that necessarily

\[
\pi(\gamma_1) = \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_2 \in \hat{G}} \Phi_{\gamma_1 \gamma_2} \Phi_{\gamma_2}^*, \quad \forall \gamma_1 \in \hat{G}.
\]

Taking \([19] \) as our definition of \( \pi \), note that for any \( \gamma_1, \gamma_2 \in \hat{G} \), our block-circulant assumption gives that \( \Phi_{\gamma_3}^* \Phi_{\gamma_2} \Phi_{\gamma_4} = \Phi_{\gamma_2^{-1} \gamma_3} \Phi_{\gamma_4} \) for all \( \gamma_3, \gamma_4 \in \hat{G} \) and so letting \( \gamma_5 = \gamma_2^{-1} \gamma_3 \) gives

\[
\pi(\gamma_1) \pi(\gamma_2) = \left( \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_3 \in \hat{G}} \Phi_{\gamma_1 \gamma_3} \Phi_{\gamma_3}^* \right) \left( \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_4 \in \hat{G}} \Phi_{\gamma_2 \gamma_4} \Phi_{\gamma_4}^* \right) = \frac{\mathbb{D}^2}{\# \hat{G}^2} \sum_{\gamma_3 \in \hat{G}} \sum_{\gamma_4 \in \hat{G}} \sum_{\gamma_5 \in \hat{G}} \Phi_{\gamma_1 \gamma_3} \Phi_{\gamma_5} \Phi_{\gamma_3}^* \Phi_{\gamma_5}^* \Phi_{\gamma_2 \gamma_4} \Phi_{\gamma_4}^* \Phi_{\gamma_5} = \pi(\gamma_1 \gamma_2).
\]

When combined with the fact that \( \pi(1) = \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma \in \hat{G}} \Phi_\gamma \Phi_\gamma^* = \mathbb{I} \) and moreover that

\[
[\pi(\gamma_1)]^* = \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_2 \in \hat{G}} \Phi_{\gamma_2} \Phi_{\gamma_2}^* = \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_3 \in \hat{G}} \Phi_{\gamma_1^{-1} \gamma_3} \Phi_{\gamma_3}^* = \pi(\gamma_1^{-1}),
\]

we have that \( \pi \) is indeed a homomorphism for \( \hat{G} \) into the group of unitary operators on \( \mathcal{V} \). To show that it satisfies \([18] \), note that for any \( \gamma_1, \gamma_2 \in \hat{G} \), our block-circulant assumption gives that \( \Phi_{\gamma_3}^* \Phi_{\gamma_2} = \Phi_{\gamma_2}^* \Phi_{\gamma_3} \) for all \( \gamma_3 \in \hat{G} \), and so

\[
\pi(\gamma_1) \Phi_{\gamma_2} = \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_3 \in \hat{G}} \Phi_{\gamma_1 \gamma_3} \Phi_{\gamma_3}^* \Phi_{\gamma_2} = \left( \frac{\mathbb{D}}{\# \hat{G}} \sum_{\gamma_3 \in \hat{G}} \Phi_{\gamma_1 \gamma_3} \Phi_{\gamma_3}^* \Phi_{\gamma_3} \right) \Phi_{\gamma_2} = \Phi_{\gamma_1 \gamma_2}.
\]

(iii ⇒ i) Assume that there exists some subspace \( \mathcal{U} \) of \( \mathcal{V} \) and some homomorphism \( \pi \) from \( \hat{G} \) into the group of unitary operators on \( \mathcal{V} \) such that \( \mathcal{U}_\gamma = \pi(\gamma) \mathcal{U} \) for all \( \gamma \in \hat{G} \). We now factor \( \pi \) into irreducible (one-dimensional) subrepresentations. To explain, since \( \hat{G} \) is abelian, the unitaries \( \{ \pi(\gamma) \}_{\gamma \in \hat{G}} \) commute, implying there exists an orthonormal basis \( \{ v_d \}_{d=1}^D \) for \( \mathcal{V} \) such that for each \( d \in [D] = \{ 1, \ldots, D \} \) and \( \gamma \in \hat{G} \) we have that \( v_d \) is an eigenvector for \( \pi(\gamma) \). The fact that \( \{ \pi(\gamma) \}_{\gamma \in \hat{G}} \) commute moreover implies that for each \( d \in [D] \) the function \( \gamma \mapsto \langle v_d, \pi(\gamma) v_d \rangle \) that maps \( \hat{G} \) to the \( d \)th (unimodular) eigenvalue of \( \pi(\gamma) \) is itself a homomorphism, and so is a character of \( \hat{G} \). Identifying \( \hat{G} \) with the Pontryagin dual of \( \hat{G} \) in the standard way—via the isomorphism \( g \mapsto (\gamma \mapsto \gamma(g)) \)—gives that for any \( d \in [D] \) there exists a unique \( q_d \in \hat{G} \) such that \( \pi(\gamma) v_d = \gamma(q_d) v_d \) for all \( \gamma \in \hat{G} \). As such, defining \( D_g := \{ d \in [D] : q_d = g \} \) for each \( g \in \hat{G} \) yields a partition \( \{ D_g \}_{g \in \hat{G}} \) of \( [D] \). Now define \( D := \cup_{g \in \hat{G}} \{ g \} \times D_g \), as in Definition \([3.4] \), this has the effect of pairing each eigenvector
index \( d \) with its corresponding group element \( g \). In particular, reindexing the vectors \( \{v_d\}_{d=1}^{D} \) of our orthonormal eigenbasis as \( \{v_{(g,d)}\}_{(g,d) \in D} \), we have

\[
\pi(\gamma)v_{(g,d)} = \gamma(g)v_{(g,d)}, \quad \forall \gamma \in \hat{G}, \ (g,d) \in D.
\]  

(20)

Now let \( V : C^D \to \mathcal{V} \), \( V_Y := \sum_{(g,d) \in D} y_{(g,d)}v_{(g,d)} \) be the (unitary) synthesis operator of \( \{v_{(g,d)}\}_{(g,d) \in D} \), and let \( U : C^R \to \mathcal{V} \), \( U_x := \sum_{r \in R} x(r)u_r \) be the synthesis operator of some arbitrarily chosen orthonormal basis \( \{u_r\}_{r \in R} \) for \( \mathcal{V} \). Here, since \( U \) is an isometry onto \( \mathcal{U} \), \( \{\pi(\gamma)U\}_{\gamma \in \hat{G}} \) are isometries onto the subspaces \( \{\mathcal{U}_{\gamma}\}_{\gamma \in \hat{G}} = \{\pi(\gamma)\mathcal{U}\}_{\gamma \in \hat{G}} \) of our given \( \text{TFF}(D,G,R) \) for \( \mathcal{V} \). Applying \( V^* \) to them yields unitarily equivalent isometries for a \( \text{TFF}(D,G,R) \) for \( C^D \), namely

\[
\{\Phi_{\gamma}\}_{\gamma \in \hat{G}}, \quad \Phi_{\gamma} := V^*\pi(\gamma)U.
\]  

(21)

For any \( g \in \mathcal{G} \), now define a \( R \times D_g \) matrix with entries

\[
\Psi_g(r,d) := \left(\frac{1}{R}\right)^{\frac{1}{2}} \langle u_r, v_{(g,d)} \rangle, \quad \forall r \in R, d \in D_g.
\]  

(22)

Now note that \( \{\Psi_g\}_{g \in \mathcal{G}} \) and \( \{\Phi_{\gamma}\}_{\gamma \in \hat{G}} \) are related via (10): for any \( \gamma \in \hat{G}, g \in \mathcal{G}, d \in D_g \) and \( r \in R \), combining (21), (20) and (22) gives

\[
\Phi_{\gamma}(g,d,r) = (V^*\pi(\gamma)U)((g,d),r) = \delta(g,d), \quad \langle V^*\pi(\gamma)U\rangle_{\gamma \in \hat{G}}
\]

\[
\pi(\gamma) = \langle v_{(g,d)}, \pi(\gamma)u_r \rangle = \langle \pi(\gamma)^*v_{(g,d)}, u_r \rangle = \langle \pi(\gamma)v_{(g,d)}, u_r \rangle
\]

\[
= \gamma(g)\langle v_{(g,d)}, u_r \rangle = \left(\frac{1}{R}\right)^{\frac{1}{2}} \gamma(g)\langle U\rangle_{\gamma \in \hat{G}}(g,d,r) = \left(\frac{1}{R}\right)^{\frac{1}{2}} \gamma(g)\Psi_g(r,d).
\]

In summary, \( \{\mathcal{U}_{\gamma}\}_{\gamma \in \hat{G}} = \{\pi(\gamma)\mathcal{U}\}_{\gamma \in \hat{G}} \) is unitarily equivalent to a \( \text{TFF}(D,G,R) \) for \( C^D \) that has \( \{\Phi_{\gamma}\}_{\gamma \in \hat{G}} \) as isometries and moreover arises as the harmonic matrix ensemble generated by \( \{\Psi_g\}_{g \in \mathcal{G}} \). Here, Theorem 3.3 moreover gives that \( \{\Psi_g\}_{g \in \mathcal{G}} \) are themselves the isometries of a \( \text{TFF}(R,G,\{D_g\}_{g \in \mathcal{G}}) \) for \( C^R \) where \( D_g = \#(D_g) \) for all \( g \).

**Definition 3.6.** Letting \( \hat{\mathcal{G}} \) be the Pontryagin dual of a finite abelian group \( \mathcal{G} \), we say that a \( \text{TFF}(D,G,R) \) \( \{\mathcal{U}_{\gamma}\}_{\gamma \in \hat{G}} \) for a complex Hilbert space \( \mathcal{V} \) is **harmonic** if it satisfies any one of the three equivalent properties given in Theorem 3.3. In this case, we say a \( \text{TFF} \) \( \{W_g\}_{g \in \mathcal{G}} \) for \( C^R \) is a corresponding **generating TFF** if it is formed by isometries \( \{\Psi_g\}_{g \in \mathcal{G}} \) that generate a harmonic matrix ensemble \( \{\Phi_{\gamma}\}_{\gamma \in \hat{G}} \), and furthermore, there exists a unitary operator \( V : C^D \to \mathcal{V} \) such that the isometries \( \{V\Phi_{\gamma}\}_{\gamma \in \hat{G}} \) form the original \( \text{TFF} \) \( \{\mathcal{U}_{\gamma}\}_{\gamma \in \hat{G}} \).

We now give some facts that follow easily by combining Theorems 3.3, 3.5 and Definition 3.6.

**Corollary 3.7.** Any harmonic \( \text{TFF}(D,G,R) \) with \( D < GR \) has a Naimark complement which is a harmonic \( \text{TFF}(GR-D,G,R) \). Any harmonic \( \text{TFF}(D,G,R) \) with \( R < D \) has a spatial complement which is a harmonic \( \text{TFF}(D-R,G,R) \).

It was recently shown that taking iterated alternating Naimark and spatial complements of any \( \text{TFF}(D,N,R) \) with either \( N > 4 \) or \( N = 4 \) and \( D \neq 2R \) yields an infinite number of TFFs with distinct parameters \([17]\). From Corollary 3.7 we see that if one TFF in such a Naimark-spatial orbit is harmonic then all TFFs in this orbit are as well. Recalling that any Naimark or spatial complement of an ECTFF is itself an ECTFF, this provides a simple way to generate
an infinite number of distinct harmonic ECTFFs provided the order of the underlying group is at least 5. We caution however that the only members of such an orbit that might be EITFFs necessarily have "minimal" \( R \) parameters. For example, taking iterated alternating Naimark and spatial complements of the harmonic EITFF(4,5,2) discussed in Example 3.2 yields harmonic ECTFFs with \((D, N, R)\) parameters \((4,5,2), (6,5,2), (6,5,4), (14,5,4), (14,5,10), etc.,\) but of these, only those with parameters \((4,5,2)\) and \((6,5,2)\) are EITFFs. These ideas from [17] were in part motivated by a desire to certify when a certain generalization of an ECTFF construction method of [25] yielded genuinely new ECTFFs. As we now discuss, it turns out that both this construction method [25] and its generalization [17] are essentially special cases of harmonic matrix ensembles.

Remark 3.8. Here regard the group \( \mathcal{G} \) of Theorem 3.4 to be a subgroup of some larger \( K \)-element finite abelian group \( K \) with Pontryagin dual \( \hat{K} \). The corresponding annihilator of \( \mathcal{G} \) with respect to \( K \) is \( \mathcal{G}^\perp := \{ \kappa \in \hat{K} : \kappa(g) = 1, \forall g \in \mathcal{G} \} \). It is well known that \( \mathcal{G}^\perp \) is a subgroup of \( \hat{K} \) of order \( R := K/\mathcal{G} \) and, in fact, is isomorphic to the Pontryagin dual of \( K/\mathcal{G} \). Let \( \mathcal{D} \) be a nonempty \( D \)-element subset of \( K \) and let \( \{ \varphi_\kappa \}_{\kappa \in \hat{K}} \) be the traditional harmonic frame for \( \mathbb{C}^D \), having \( \varphi_\kappa(d) := \frac{1}{\sqrt{|\mathcal{D}|}} \kappa(d) \) for all \( \kappa \in \hat{K} \) and \( d \in \mathcal{D} \). We now partition the vectors of this UNTF for \( \mathbb{C}^D \) according to the cosets of \( \mathcal{G}^\perp \) in \( \hat{K} \). To be precise, for any \( \kappa \in \hat{K} \), let \( \Phi_\kappa \) be the \( \mathcal{D} \times \mathcal{G}^\perp \) synthesis operator of \( \{ \varphi_{\eta\kappa} \}_{\eta \in \mathcal{G}^\perp} \) and note that for any \( \kappa_1, \kappa_2 \in \hat{K} \) and \( \eta_1, \eta_2 \in \mathcal{G}^\perp \), the \((\eta_1, \eta_2)\)th entry of the corresponding \((\kappa_1, \kappa_2)\)th cross-Gram matrix is

\[
(\Phi_{\kappa_1} \Phi_{\kappa_2})(\eta_1, \eta_2) = \langle \varphi_{\kappa_1 \eta_1}, \varphi_{\kappa_2 \eta_2} \rangle = \frac{1}{|\mathcal{D}|} \sum_{d \in \mathcal{D}} (\kappa_1 \eta_1)(d)(\kappa_2 \eta_2)(d)
\]

\[
= \frac{1}{|\mathcal{D}|} \sum_{k \in \hat{K}} (\kappa_1 \eta_1 \kappa^{-1}_2 \eta_2^{-1})(k)|1_{\mathcal{D}}(k)| = \frac{1}{|\mathcal{D}|} (\Gamma_{\kappa_1} 1_{\mathcal{D}})(\kappa_1 \eta_1 \kappa^{-1}_2 \eta_2^{-1}), \quad (23)
\]

where \( \Gamma_{\kappa} \) is the \( K \times \hat{K} \) character table of \( K \) and \( 1_{\mathcal{D}} \) is the characteristic function of \( \mathcal{D} \). In particular, each \( \Phi_\kappa \) is an isometry if and only if \((\Gamma_{\kappa} 1_{\mathcal{D}})(\eta) = 0 \) for all \( \eta \in \mathcal{G}^\perp, \eta \neq 1 \); by the Poisson summation formula, this equates to the cardinality of \( \mathcal{D}(\kappa) := \mathcal{G} \cap (\mathcal{D} - k) \) being independent of \( k \) [17]. In this case, the fact that \( \{ \varphi_\kappa \}_{\kappa \in \hat{K}} \) is a UNTF for \( \mathbb{C}^D \) implies that \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) are the isometries of a TFF(\( D, G, R \)) for \( \mathbb{C}^D \); here, \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) is (abused) notation for a subsequence of \( \{ \Phi_\kappa \}_{\kappa \in \hat{K}} \) that is indexed by some transversal (choice of coset representatives) of \( \mathcal{G}^\perp \) in \( \hat{K} \).

In [21] it was shown that such matrices \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) are the (unitary) synthesis operators of \( D \) mutually unbiased bases for \( \mathbb{C}^D \) if and only if \( \mathcal{D} \) is a semiregular relative difference set for \( K \). In [25] it was more generally shown that if \( \mathcal{D} \) is a semiregular divisible difference set for \( K \) then \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) are the isometries of an ECTFF(\( D, G, R \)) for \( \mathbb{C}^D \) with the remarkable property that \(|\langle \varphi_{\kappa_1 \eta_1}, \varphi_{\kappa_2 \eta_2} \rangle|\) is constant over all \( \kappa_1, \kappa_2 \in \hat{K} \) that lie in distinct cosets of \( \mathcal{G}^\perp \) and all \( \eta_1, \eta_2 \in \mathcal{G}^\perp \). In [17] it was more generally shown that \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) are the isometries of an ECTFF(\( D, G, R \)) for \( \mathbb{C}^D \) if and only if the subsets \( \{ \mathcal{D}(\kappa) \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) of \( \mathcal{G} \) all have the same cardinality and form a difference family for \( \mathcal{G} \), having \( \sum_{k+\mathcal{G} \in \hat{K}/\mathcal{G}} |(\Gamma^*1_{\mathcal{D}(\kappa)})(\gamma)|^2 \) be constant over all \( \gamma \in \hat{G}, \gamma \neq 1 \); they are moreover the isometries of an EITFF(\( D, G, R \)) for \( \mathbb{C}^D \) if and only if each \( \mathcal{D}(\kappa) \) is a difference set for \( \mathcal{G} \). (A similar idea has also been used to partition certain harmonic ETFs into regular simplices [13, 19] or, more generally, into mutually unbiased ETFs [16].)

Such TFFs are "harmonic" in the sense that their isometries are constructed by extracting rows from the character table of a finite abelian group. In light of (23), each cross-Gram matrix of the isometries \( \{ \Phi_\kappa \}_{\kappa \mathcal{G}^\perp \in \hat{K}/\mathcal{G}^\perp} \) is \( \mathcal{G}^\perp \)-circulant. Here, [23] further implies that the fusion Gram...
said, one can show that whenever an ECTFF \((D, G, R)\) is the direct product of \(D, G, R\) with some other subgroup of \(\hat{K}\). This is often possible, but not always so. That said, one can show that whenever an ECTFF \((D, G, R)\) or EITFF \((D, G, R)\) arises from the method of \([25, 17]\), there is also a harmonic ECTFF or EITFF (in the sense of Definition 3.6) with the same parameters. Furthermore, the EITFF \((D, N, R)\) construction in \([25, 17]\) is necessarily “tensor sized”, in the sense that \(R\) divides \(D\) and an ETF \(\left(\frac{D}{R}, N\right)\) exists. This defect does not appear in the more general approach of Definition 3.6 as illustrated by the results of Section 4 below.

We now characterize when a TFF that is harmonic in the sense of Definition 3.6 is an EITFF or an ECTFF in terms of a matrix-valued DFT of the projections of the corresponding generating TFF.

**Theorem 3.9.** Let \(\hat{G}\) be the Pontryagin dual of a finite abelian group \(G\), and let \(\{M_\gamma\}_{\gamma \in \hat{G}}\) be the entrywise DFT of any \(G\)-indexed sequence \(\{P_g\}_{g \in G}\) of \(R \times R\) orthogonal projection matrices:

\[
M_\gamma := \sum_{g \in G} \gamma(g)P_g, \quad \forall \gamma \in \hat{G}.
\]

Then the images of \(\{P_g\}_{g \in G}\) form a TFF for \(C^R\) if and only if \(M_1 = AI\) for some \(A > 0\). Assuming this to be the case, and defining

\[
D := \sum_{g \in G} D_g \quad \text{where} \quad D_g := \text{rank}(P_g) \quad \forall g \in G, \quad G := \#(G), \quad R := \#(R),
\]

we have that \(A = \frac{D}{R}\), that any isometries \(\{\Psi_g\}_{g \in G}\) of this TFF \((R, G, \{D_g\}_{g \in G})\) generate a harmonic matrix ensemble \(\{\Phi_\gamma\}_{\gamma \in \hat{G}}\) that forms a harmonic TFF \((D, G, R)\), and that

\[
\Phi_\gamma^* \Phi_\gamma = \frac{D}{R}M_{\gamma_1^{-1}}, \quad \forall \gamma_1, \gamma_2 \in \hat{G}.
\]

Furthermore:

(a) The following are equivalent:

(i) this harmonic TFF \((D, G, R)\) is an EITFF \((D, G, R)\);

(ii) there exists a scalar \(B\) such that \(M_\gamma^* M_\gamma = BI\) for all \(\gamma \in \hat{G}, \gamma \neq 1\);

(iii) there exists a scalar \(C\) such that \(\sum_{g \in G} P_g P_{g+g'} = CI\) for all \(g \in G, g \neq 0\).

Moreover, if (i)–(iii) hold, then \(B = \frac{D(GR-D)}{R^2(G-1)}\) and \(C = \frac{D(D-R)}{R^2(G-1)}\).

(b) The following are equivalent:

(iv) this harmonic TFF \((D, G, R)\) is an ECTFF \((D, G, R)\);

(v) there exists a scalar \(B\) such that \(\frac{1}{\pi} \|M_\gamma\|_{\text{Fro}}^2 = \frac{1}{\pi} \text{Tr}(M_\gamma^* M_\gamma) = B\) for all \(\gamma \in \hat{G}, \gamma \neq 1\);

(vi) there exists a scalar \(C\) such that \(\sum_{g' \in G} \frac{1}{\pi} \text{Tr}(P_{g'} P_{g+g'}) = C\) for all \(g \in G, g \neq 0\).

Moreover, if (iv)–(vi) hold, then \(B = \frac{D(GR-D)}{R^2(G-1)}\) and \(C = \frac{D(D-R)}{R^2(G-1)}\).

In particular, if \(\{P_g\}_{g \in G}\) are the projections of an ECTFF \((R, G, \frac{D}{R})\), then they generate a harmonic ECTFF \((D, G, R)\) and \(\langle M_{\gamma_1}, M_{\gamma_2}\rangle_{\text{Fro}} = 0\) for \(\gamma_1, \gamma_2 \in \hat{G}\) with \(\gamma_1 \neq \gamma_2\).
(c) This harmonic TFF \((D, G, R)\) is real if \(P_g(r_1, r_2) = \overline{P_g(r_1, r_2)}\) for all \(g \in \mathcal{G}\) and \(r_1, r_2 \in \mathcal{R}\).

(d) For any \(\gamma \in \hat{\mathcal{G}}\), \(\text{Tr}(M_\gamma) = \sum_{g \in \mathcal{G}} \gamma(g) D_g\).

Proof. Let \(\mathcal{R}\) be any nonempty finite set, let \(\{P_g\}_{g \in \mathcal{G}}\) be any \(\mathcal{G}\)-indexed sequence of \(\mathcal{R} \times \mathcal{R}\) orthogonal projection matrices and define \(D, D_g, G\) and \(R\) as above. For each \(g \in \mathcal{G}\) let \(\Psi_g\) be any \(\mathcal{R} \times \mathcal{D}_g\) isometry such that \(P_g = \Psi_g \Psi_g^*\). By definition, the subspaces \(\{\Psi_g(C^D)\}_{g \in \mathcal{G}} = \{P_g(C^R)\}_{g \in \mathcal{G}}\) form a TFF for \(C^R\) if and only if \(M_1 = \sum_{g \in \mathcal{G}} P_g = \sum_{g \in \mathcal{G}} \Psi_g \Psi_g^*\) equals \(AI\) for some \(A > 0\). Assume this holds for the remainder of this proof. Here, \(AR = \text{Tr}(AI) = \sum_{n \in \mathcal{N}} \text{Tr}(P_n) = \sum_{n \in \mathcal{N}} D_n = D\) and so \(A = \frac{D}{\mathcal{R}}\). By Theorem 3.3 and Definition 3.6, \(\{\Psi_g\}_{g \in \mathcal{G}}\) generate the isometries \(\{\Phi_g\}_{g \in \mathcal{G}}\) of a harmonic TFF \((D, G, R)\) for \(\mathbb{C}^D\) where \(D := \cup_{g \in \mathcal{G}} \{g\} \times D_g\) and, by (15) and (21),

\[
\Phi_1^* \Phi_2 = \frac{D}{\mathcal{R}} \sum_{g \in \mathcal{G}} \gamma_1^{-1} \gamma_2(g) \Psi_g \Psi_g^* = \frac{D}{\mathcal{R}} \sum_{g \in \mathcal{G}} \gamma_1^{-1} \gamma_2(g) P_g = \frac{D}{\mathcal{R}} M_{\gamma_1} \gamma_2^{-1}
\]

for any \(\gamma_1, \gamma_2 \in \hat{\mathcal{G}}\). This immediately implies that this harmonic TFF \((D, G, R)\) is an EITFF if and only if there exists \(B \geq 0\) such that \(\Phi_g\) is \(\sqrt{B}\) times a unitary for every \(\gamma \neq 1\), or equivalently, such that \(M_1^* M_1 = B I\) for all \(\gamma \neq 1\). Thus, (i) equates to (ii). To show that (ii) equates to (iii), let \(\{A_g\}_{g \in \mathcal{G}}\) be the autocorrelation of \(\{P_g\}_{g \in \mathcal{G}}\), namely the sequence \(\{\Phi_g\}_{g \in \mathcal{G}}\) of \(\mathcal{R} \times \mathcal{R}\) matrices defined by \(A_g := \sum_{g' \in \mathcal{G}} P_{g'} P_{g' + g}\) for each \(g \in \mathcal{G}\), and note that for any \(\gamma \in \hat{\mathcal{G}}\),

\[
M_1^* M_\gamma = \left[ \sum_{g_1 \in \mathcal{G}} \gamma(g_1) P_{g_1} \right]^* \left[ \sum_{g_2 \in \mathcal{G}} \gamma(g_2) P_{g_2} \right] = \sum_{g_1 \in \mathcal{G}} \sum_{g_2 \in \mathcal{G}} \gamma(g_1 - g_2) P_{g_1} P_{g_2} = \sum_{g_1 \in \mathcal{G}} \sum_{g_2 \in \mathcal{G}} \gamma(-g) P_{g_1} P_{g_1 + g} = \sum_{g \in \mathcal{G}} \gamma(g) A_g. \tag{26}
\]

Since \(M_1 = \sum_{g \in \mathcal{G}} P_g = \frac{D}{\mathcal{R}} I\), (ii) thus holds for a given \(B\) if and only if

\[
\sum_{g \in \mathcal{G}} \gamma(g) A_g = M_1^* M_1 = \left\{ \frac{D}{\mathcal{R}} \right\}^2 I, \quad \gamma = 1
\]

\[
\left\{ \frac{D}{\mathcal{R}} \right\}^2 B \delta_1(\gamma) + B I, \quad \gamma \neq 1
\]

\[
\left\{ \left( \frac{D}{\mathcal{R}} \right)^2 - B \right\} \delta_0(g) I, \quad \forall g \in \mathcal{G}. \tag{27}
\]

Here, \(\sum_{g \in \mathcal{G}} \gamma(g) A_g\) is the (entrywise) DFT of \(\{A_g\}\), and so taking the (entrywise) inverse DFT of this equation gives, for any given scalar \(B\), that (ii) equates to having

\[
A_g = \frac{1}{\mathcal{G}} \sum_{\gamma \in \hat{\mathcal{G}}} \gamma(g) \left\{ \left( \frac{D}{\mathcal{R}} \right)^2 - B \right\} \delta_1(\gamma) + B \delta_0(g) \right\} I, \quad \forall g \in \mathcal{G}. \tag{28}
\]

In particular, if (ii) holds then \(A_g = C I\) for all \(g \neq 0\) where

\[
C = \frac{1}{\mathcal{G}} \left( \left( \frac{D}{\mathcal{R}} \right)^2 - B \right), \tag{29}
\]

implying (iii). Conversely, if (iii) holds, namely if there exists a scalar \(C\) such that \(A_g = C I\) for all \(g \neq 0\), then (ii) holds for the unique choice of \(B\) that satisfies (29) since, in this case, (28) holds for all \(g \neq 0\), while for \(g = 0\),

\[
A_0 = \sum_{g \in \mathcal{G}} A_g - \sum_{g \neq 0} A_g = \sum_{g \in \mathcal{G}} \sum_{g' \in \mathcal{G}} P_{g'} P_{g' + g} - \sum_{g \neq 0} C I = \left( \sum_{g \in \mathcal{G}} P_g \right)^2 - (G - 1) C I
\]

\[
\left( \frac{D}{\mathcal{R}} \right)^2 I - \frac{\mathcal{G}}{\mathcal{G}} \left\{ \left( \frac{D}{\mathcal{R}} \right)^2 - B \right\} I = \left\{ \frac{1}{\mathcal{G}} \left( \left( \frac{D}{\mathcal{R}} \right)^2 - B \right) + B \right\} I. \tag{30}
\]
 Altogether, (i), (ii) and (iii) are equivalent, and the requisite scalars $B$ and $C$ satisfy (29).

The equivalence of (iv), (v) and (vi) is proven similarly. In brief, by (25), the harmonic TFF$(D,G,R)$ under consideration here is an ECTFF if and only if there exists a scalar $B$ such that

$$\frac{1}{R} \| M_{\gamma} \|_{\text{Fro}} = \frac{1}{R} (M_{\gamma}^* M_{\gamma}) = B$$

for all $\gamma \neq 1$, and so (iv) equates to (v). Moreover, taking the trace of (26) gives

$$\frac{1}{R} \text{Tr}(M_{\gamma}^* M_{\gamma}) = \sum_{g \in G} \frac{\gamma(g)}{R} \text{Tr}(A_g)$$

for any $\gamma \in \hat{G}$, at which point the trace-based analogs of (27), (28), and (30) imply that (v) holds for a given $\gamma$ whenever $\gamma \neq 1$.

In particular, in this case, the matrices $\text{Tr}(\gamma(g) M_{\gamma}^{-1}) = \frac{R^2}{D} B$, whenever $\gamma_1 \neq \gamma_2$, and so necessarily $B = \frac{D(GR-D)}{R^2(G-1)}$. Substituting this into (29) gives

$$C = \frac{1}{R} \left[ \left( \frac{D}{R} \right)^2 - B \right] = \frac{1}{R} \left[ \left( \frac{D}{R} \right)^2 - \frac{D(GR-D)}{R^2(G-1)} \right] = \frac{D(G-1)-(GR-D)}{R^2(G-1)} = \frac{D(G-R)}{R^2(G-1)}.$$

This completes the proof of (a). For the remaining conclusions of (b), note that if $\{ P_g \}_{g \in G}$ are the projections of an ECTFF$(R,G,D,R)$ then $\text{Tr}(P_{g_1} P_{g_2})$ is constant over all $g_1 \neq g_2$, implying that (vi) holds, and so the harmonic TFF$(D,G,R)$ here is an ECTFF. In this case, (vi) in fact gives that $\text{Tr}(P_{g_1} P_{g_2}) = \frac{D}{G(G-1)} [(GR-D) \delta_{g_1}(g_2) + (D-R)].$

As such, for any $\gamma_1, \gamma_2 \in \hat{G}$,

$$\langle M_{\gamma_1}, M_{\gamma_2} \rangle_{\text{Fro}} = \text{Tr} \left[ \sum_{g_1 \in G} \gamma_1(g_1) P_{g_1}^* \sum_{g_2 \in G} \gamma_2(g_2) P_{g_2} \right]$$

$$= \frac{D}{G(G-1)} \sum_{g_1 \in G} \sum_{g_2 \in G} \gamma_1(g_1) \gamma_2(g_2) [(GR-D) \delta_{g_1}(g_2) + (D-R)]$$

$$= \frac{D}{G(G-1)} \sum_{g_1 \in G} \gamma_1(g_1) [(GR-D) \gamma_2(g_2) + G(D-R) \delta_1(\gamma_2)]$$

$$= \left\{ \begin{array}{l}
\frac{D^2}{R}, \quad \gamma_1 = \gamma_2 = 1, \\
\frac{D(GR-D)}{R^2(G-1)}, \quad \gamma_1 = \gamma_2 \neq 1, \\
0, \quad \gamma_1 \neq \gamma_2.
\end{array} \right.$$
In light of (25), this means our harmonic TFF(\(D, G, R\)) is real, having a real-valued fusion Gram matrix. Finally, for any \(\gamma \in \mathcal{G}\), (d) follows by taking the trace of (24):

\[
\text{Tr}(M_{\gamma}) = \sum_{g \in \mathcal{G}} \gamma(g) \text{Tr}(P_g) = \sum_{g \in \mathcal{G}} \gamma(g) \text{rank}(P_g) = \sum_{g \in \mathcal{G}} \gamma(g) D_g. \tag*{\square}
\]

As discussed in Example 3.8, the harmonic TFFs of Definition 3.6 equate to traditional harmonic frames in the special case where \(R = 1\). In this case, each projection \(P_g\) is a 1 \times 1 matrix whose sole entry is either 1 or 0, implying there exists some subset \(D\) of \(\mathcal{G}\) such that \(P_g(1,1) = 1_D(g)\) for all \(g \in \mathcal{G}\). By Theorem 3.9(iii), a harmonic TFF(\(D, N, 1\)) is thus an EITFF if and only if there exists some scalar \(C\) such that for all \(g \neq 0\),

\[
C = \sum_{g' \in \mathcal{G}} 1_D(g') 1_D(g + g') = |D \cap (D - g)| = \#\{(d_1, d_2) \in D \times D : g = d_1 - d_2\},
\]

where the final equality follows from the fact that \(d \mapsto (d + g, d)\) is a bijection from \(D \cap (D - g)\) onto \\{\((d_1, d_2) \in D \times D : g = d_1 - d_2\)\}. In particular, in the special case where \(R = 1\), the equivalence of (i) and (iii) of Theorem 3.9 reduces to well known equivalence [26, 31, 37, 9] between harmonic ETFs and difference sets. In this case, Theorem 3.9(a) gives that \(C\) is necessarily \((D - 1)/2\), a fact which is often proven in the context of difference sets using a simple counting argument. Moreover, since here \(M_{\gamma}(1,1) = \sum_{g \in \mathcal{G}} \gamma(g) P_g(1,1) = \sum_{g \in \mathcal{G}} \gamma(g)(1_D(g)) = (\Gamma^*1_D)(\gamma)\) for all \(\gamma \in \mathcal{G}\), Theorem 3.9(ii) gives that this equates to \(|(\Gamma^*1_D)(\gamma)|^2\) being constant over all \(\gamma \neq 1\). Thus, when \(R = 1\), the equivalence of (ii) and (iii) reduces to the classical character-based characterization of difference sets [32]. From this perspective, projections \(\{P_g\}_{g \in \mathcal{G}}\) that satisfy (i)–(iii) form a type of operator-theoretic generalization of a difference set:

**Definition 3.10.** We say \(R \times R\) orthogonal projection matrices \(\{P_g\}_{g \in \mathcal{G}}\) are difference projections of the finite abelian group \(\mathcal{G}\) if their images form a TFF for \(\mathbb{C}^R\) and they satisfy any one of the three equivalent properties (i)–(iii) of Theorem 3.9.

In the next section, we construct some nontrivial difference projections for the additive groups of finite fields so as to obtain some new (harmonic) EITFFs. We note the standard methods for converting one difference set for \(\mathcal{G}\) into another such set—translations, automorphisms and complementation—generalize to this setting. In particular, if \(\{P_g\}_{g \in \mathcal{G}}\) sum to a positive multiple of the identity and satisfy the condition of Theorem 3.9(ii) then the same is true for \(\{P_{g+g'}\}_{g' \in \mathcal{G}}\) for any \(g' \in \mathcal{G}\) as well as for \(\{P_{\sigma(g)}\}_{g \in \mathcal{G}}\) for any automorphism \(\sigma\) of \(\mathcal{G}\) since, for any \(\gamma \in \mathcal{G}\),

\[
\sum_{g \in \mathcal{G}} \gamma(g) P_{g+g'} = \sum_{g \in \mathcal{G}} \gamma(g-g') P_g = \gamma(g') M_{\gamma}, \quad \sum_{g \in \mathcal{G}} \gamma(g) P_{\sigma(g)} = \sum_{g \in \mathcal{G}} \gamma(\sigma^{-1}(g)) P_g = M_{\gamma \circ \sigma^{-1}}.
\]

Moreover, by Theorem 3.4(a) and Corollary 3.7 any harmonic EITFF(\(D, G, R\)) with \(D < GR\) has a Naimark complement which is a harmonic EITFF(\(GR - D, G, R\)), and the corresponding generating TFFs are spatial-complementary. Thus, if \(\{P_g\}_{g \in \mathcal{G}}\) are difference projections with \(P_g \neq I\) for at least one choice of \(g\) then so are \(\{I - P_g\}_{g \in \mathcal{G}}\).

**Remark 3.11.** Rather than regarding a harmonic ETF as arising from a generating TFF for a space of dimension one, we may instead regard it as a generating ECTFF that, by Theorem 3.9(b), yields a harmonic ECTFF with larger parameters. Remarkably, one can show that the resulting ECTFFs are a special case of those constructed by Zauner [38] from balanced incomplete block designs (BIBDs).
4. Constructions of harmonic equichordal and equi-isoclinic tight fusion frames

In this section we use Theorem 3.9 to construct new infinite families of (harmonic) EITFFs. In particular, we construct difference projections (Definition 3.10) by exploiting the classical theory of Gauss sums over finite fields. We start by reviewing some preliminaries [28].

4.1. Preliminaries

Recall that the Pontryagin dual $\hat{G}$ of a finite abelian group $G$ is the set of all characters on $G$, namely the set of all homomorphisms $\gamma$ from $G$ into $\mathbb{T} := \{z \in \mathbb{C} : |z| = 1\}$. Let $Q$ be any prime power, and let $\chi$ be any multiplicative character of the $Q$-element field $\mathbb{F}_Q$, that is, any character of its (cyclic) multiplicative group $\mathbb{F}_Q^\times$. Let $\gamma$ be an additive character of $\mathbb{F}_Q$, that is, a character of the additive group of $\mathbb{F}_Q$. Now consider the inner product of the restriction of $\gamma$ to $\mathbb{F}_Q^\times$ with $\chi$:

$$\langle \gamma, \chi \rangle_\times = \sum_{x \in \mathbb{F}_Q^\times} \overline{\gamma(x)} \chi(x).$$

(Throughout, we place a “$\times$” subscript on an inner product when its arguments should be regarded as vectors whose entries are indexed by $\mathbb{F}_Q^\times$.) Complex numbers of this form are types of Gauss sums, and we now review some facts about them that we will need.

We denote the Pontryagin duals of the additive and multiplicative groups of $\mathbb{F}_Q$ as $\hat{\mathbb{F}}_Q$ and $\hat{\mathbb{F}}_Q^\times$, respectively. Recall that if $G$ is any finite abelian group then $\{\gamma, \gamma' \in \hat{G}\}$ is an equal norm orthogonal basis for $C^G$ that satisfies $|\gamma(g)| = 1$ for all $g \in G$, $\gamma \in \hat{G}$. Since restricting the identity additive character $1 \in \hat{\mathbb{F}}_Q$ to $\mathbb{F}_Q^\times$ yields $1 \in \hat{\mathbb{F}}_Q^\times$ we have that $\langle 1, \chi \rangle_\times = 0$ whenever $\chi \neq 1$. When $\gamma \neq 1$ and $\chi = 1$, we instead have $\langle \gamma, 1 \rangle_\times = \sum_{x \in \mathbb{F}_Q^\times} \overline{\gamma(x)} = -1 + \sum_{x \in \mathbb{F}_Q^\times} \overline{\gamma(x)} = -1$. That is,

$$\langle \gamma, \chi \rangle_\times = \begin{cases} Q-1, & \gamma = 1, \chi = 1, \\ 0, & \gamma = 1, \chi \neq 1, \\ -1, & \gamma \neq 1, \chi = 1. \end{cases}$$  \hfill (31)

The remaining case has a well-known modulus:

$$|\langle \gamma, \chi \rangle_\times| = \sqrt{Q}, \quad \forall \gamma \neq 1, \chi \neq 1.$$ \hfill (32)

We will also need a certain relationship between a Gauss sum of $\chi$ and a Gauss sum of its inverse (entrywise conjugate) $\overline{\chi}$:

$$\langle \gamma, \overline{\chi} \rangle_\times = \chi(-1)\langle \gamma, \chi \rangle_\times, \quad \forall \gamma \in \hat{\mathbb{F}}_Q, \chi \in \hat{\mathbb{F}}_Q^\times.$$ \hfill (33)

In general, since the multiplicative group of $\mathbb{F}_Q$ is cyclic, we can enumerate its characters by letting $x_0$ be any fixed generator of $\mathbb{F}_Q$ and defining $\chi_m(x_0^n) := \exp(\frac{2\pi imn}{Q})$ for all $m, n \in \mathbb{Z}_{Q-1}$. In particular, $\mathbb{F}_Q$ has no nontrivial real-valued multiplicative character when $Q$ is even, and has a sole such character when $Q$ is odd. Extending this multiplicative character to $\mathbb{F}_Q$ yields the Legendre symbol, namely the function

$$\left(\frac{\cdot}{Q}\right) : \mathbb{F}_Q \to \mathbb{C}, \quad \left(\frac{\cdot}{Q}\right) := \begin{cases} 0, & x = 0, \\ 1, & \exists y \in \mathbb{F}_Q^\times \text{ such that } x = y^2, \\ -1, & \text{else.} \end{cases}$$ \hfill (34)
We abuse terminology, sometimes also using “Legendre symbol” to refer to the multiplicative character obtained by restricting \((\chi \circ \text{parity})\) to \(\mathbb{F}_Q^\times\).

Any multiplicative character satisfies \(\chi(-x) = \chi(-1)\chi(x)\) for all \(x \in \mathbb{F}_Q\) where \(\chi(-1) \in \{1, -1\}\), and so is even (i.e., has even symmetry) when \(\chi(-1) = 1\) and is odd when \(\chi(-1) = -1\). When \(Q\) is even, every multiplicative character is even. When \(Q\) is odd, exactly half of the \(Q - 1\) multiplicative characters are even. Furthermore, when \(Q\) is odd, the Legendre symbol is even if and only if \(Q \equiv 1 \mod 4\). Finally, we will use the standard result that any nontrivial multiplicative character \(\chi\) satisfies

\[
\chi(x) = \chi(-x) \quad \forall x \in \mathbb{F}_Q^\times \quad \iff \quad Q \equiv 1 \mod 4 \quad \text{and} \quad \chi(x) = (\frac{x}{Q}) \quad \forall x \in \mathbb{F}_Q^\times.
\]  

(35)

4.2. Constructions

With these facts in hand, we are ready to construct an infinite family of harmonic EITFFs that generalizes the one given in Example 3.2.

**Theorem 4.1.** A harmonic EITFF(\(Q-1, Q, 2\)) exists for any odd prime power \(Q\). Also, a harmonic EITFF(Q − 1, Q, R) exists for any prime power \(Q\) and positive integer \(R \leq Q - 1\), and it can be chosen to be real when both \(Q \equiv 1 \mod 4\) and \(R = 2\).

To clarify, Theorem 4.1 does not announce the existence of a real EITFF(Q − 1, Q, 2) for any prime power \(Q \equiv 1 \mod 4\).

For context, a complex ETF(\(Q - 1, Q, R\)) is known to exist \([18]\). For \(Q\) of this latter type, one may alternatively attempt to obtain a complex ETF(\(Q - 1, Q, 2\)) by applying Hoggar’s \(\mathbb{H}\)-to-\(\mathbb{C}\) method to a quaternionic ETF(\(\frac{1}{2}(Q - 1), Q\)), and such ETFs are known to exist for \(Q \in \{5, 7, 9, 11, 13\}\) \([3, 12, 25]\), but not more generally. The ETFFs produced by Theorem 4.1 above are thus apparently new for all of the infinite number of prime powers \(Q \geq 19\) with \(Q \equiv 1 \mod 4\). This itself suggests a question that we leave for future work: does a quaternionic ETF(\(\frac{1}{2}(N - 1), N\)) exist for every odd \(N > 1\)? In Theorem 5.2, we generalize the construction of Theorem 4.1 finding that a complex ETF(\(N - 1, N, 2\)) exists whenever a skew-symmetric complex conference matrix of size \(N + 1\) exists.

**Proof of Theorem 4.1.** We apply Theorem 3.9 taking \(\mathcal{G}\) to be the additive group of \(\mathbb{F}_Q\). Let \(R\) be any integer such that \(1 \leq R \leq Q - 1\), and let \(\{\chi_r\}_{r=1}^R\) be any sequence of distinct multiplicative characters of \(\mathbb{F}_Q\) with \(\chi_1\) being the identity character. To construct a harmonic ETF(\(Q - 1, Q, R\)), let \(\Psi_0\) be the (degenerate, rank-0) \(R \times \emptyset\) isometry, and for any nonzero \(x \in \mathbb{F}_Q\) let \(\Psi_x\) be the \(R \times 1\) matrix (column vector) with \(\Psi_x(r) = \frac{1}{\sqrt{R}} \chi_r(x)\) for all \(x \neq 0\) and \(r \in [R]\). Defining \(\mathbf{P}_x := \Psi_x \Psi_x^*\) for all \(x \in \mathbb{F}_Q\), we thus have that \(\mathbf{P}_0 := \Psi_0 \Psi_0^* = 0\), and that for any \(x \neq 0\), \(\mathbf{P}_x = \Psi_x \Psi_x^*\) is the \(R \times R\) rank-1 projection whose \((r_1, r_2)\)th entry is

\[
\mathbf{P}_x(r_1, r_2) = (\Psi_x \Psi_x^*)(r_1, r_2) = \frac{1}{\sqrt{R}} \chi_{r_1}(x) \overline{\chi_{r_2}(x)} = \frac{1}{\sqrt{R}} (\chi_{r_1} \chi_{r_2}^{-1})(x).
\]  

(36)

For any additive character \(\gamma\) of \(\mathbb{F}_Q\), the \((r_1, r_2)\)th entry of the matrix \(\mathbf{M}_\gamma\) of (24) is thus

\[
\mathbf{M}_\gamma(r_1, r_2) = \sum_{x \in \mathbb{F}_Q} \gamma(x) \mathbf{P}_x(r_1, r_2) = 0 + \sum_{x \in \mathbb{F}_Q} \gamma(x) \frac{1}{\sqrt{R}} (\chi_{r_1} \chi_{r_2}^{-1})(x) = \frac{1}{ \sqrt{R}} \gamma(\chi_{r_1} \chi_{r_2}^{-1} / x).
\]  

(37)
When $\gamma = 1$, this reduces via (31) to $M_1 = \sum_{x \in F_0} P_x = \frac{Q-1}{P} I$, implying that $\{\Psi_x\}_{x \in F_0}$ are the isometries of a generating $TFF(R, Q, \{D_x\}_{x \in F_0})$ where $D_0 = 0$ and $D_x = 1$ for all $x \neq 0$, and so generate a harmonic $TFF(Q-1, Q, R)$ by Theorem 3.4. To show that this harmonic $TFF(Q-1, Q, R)$ is an ECTFF, note that for any $\gamma \neq 1$, (31) and (32) give

$$|M_1(r_1, r_2)|^2 = \frac{1}{|P|}|\langle \gamma, \chi_1 r_1^{-1} \rangle x_1|^2 = \frac{1}{|P|} \begin{cases} 1, & r_1 = r_2, \\ Q, & r_1 \neq r_2, \end{cases}$$

implying that $\|M_1\|^2_{F_{00}} = \frac{1}{|P|}[R + R(R-1)Q]$ is independent of $\gamma \neq 1$, meaning the conditions of Theorem 3.9(b) are met.

In light of (36) and the fact that $P_0 = 0$, this harmonic ECTFF($Q-1, Q, R$) meets the sufficient condition for being real that is given in Theorem 3.9(c) if and only if

$$\frac{1}{R}(\chi_1 r_1^{-1})(x) = P_x(r_1, r_2) = \overline{P_x}(r_1, r_2) = \frac{1}{R}(\chi_1 r_2^{-1})(-x)$$

for all $x \neq 0$ and all distinct $r_1, r_2 \in [R]$. In light of (35) and the fact that $\chi_1$ is the identity multiplicative character, this holds if and only if either $R = 1$ or $R = 2$, $\chi_2$ is the Legendre symbol, and $Q \equiv 1 \mod 4$.

We conclude by characterizing when this harmonic ECTFF($Q-1, Q, R$) is an EITFF in the special case where $R = 2$. Here, letting $\chi_2 = \chi$ be any nonidentity multiplicative character, and letting $\gamma$ be any nonidentity additive character, (37), (31) and (33) give

$$M_\gamma = \frac{1}{2} \begin{bmatrix} \langle \gamma, 1 \rangle \times \langle \gamma, \chi^{-1} \rangle \times \\ \langle \gamma, \chi \rangle \times \langle \gamma, 1 \rangle \times \end{bmatrix} = \frac{1}{2} \begin{bmatrix} -1 \\ \langle \gamma, \chi \rangle \times -1 \end{bmatrix} = \frac{1}{2} \begin{bmatrix} -1 \chi(-1) \langle \gamma, \chi \rangle \times \\ \langle \gamma, \chi \rangle \times -1 \end{bmatrix}.$$  

(38)

For any $\gamma \neq 1$, (32) gives $|\langle \gamma, \chi \rangle |^2 = Q$ and so this in turn implies that

$$M_\gamma^* M_\gamma = \frac{1}{2} \begin{bmatrix} Q + 1 \\ -[1 + \chi(-1)] \langle \gamma, \chi \rangle \times \end{bmatrix} = \frac{1}{2} \begin{bmatrix} Q + 1 \\ -[1 + \chi(-1)] \langle \gamma, \chi \rangle \times \end{bmatrix}.$$  

By Theorem 3.9(a), such a harmonic ECTFF($Q-1, Q, 2$) is an EITFF if and only if $\chi(-1) = -1$, namely if and only if $\chi$ has odd symmetry. Such $\chi$ exist whenever $Q$ is odd. \hfill \square

In the next result, we modify the construction of Theorem 4.1 so as to obtain new (harmonic) EITFF($Q, Q, 2$).

**Theorem 4.2.** A harmonic EITFF($Q, Q, 2$) exists for any prime power $Q \geq 4$, and it can be chosen to be real whenever $Q \equiv 1 \mod 4$. Also, a harmonic EITFF($Q, Q, R$) exists for any prime power $Q$ and positive integer $R \leq Q - 1$.

**Proof.** Let $R$ be any integer such that $1 \leq R \leq Q - 1$, and let $\{\chi_r\}_{r=1}^R$ be any sequence of distinct multiplicative characters of $F_Q$ with $\chi_1$ being the identity character. To construct a harmonic EITFF($Q, Q, R$), let $\{\Psi_x\}_{x \in F_Q}$ be the $R \times 1$ matrices (column vectors) obtained by letting $\Psi_0$ be the first standard basis vector and letting

$$\Psi_x(r) = \begin{cases} \left[\frac{Q - r}{Q - 1}\right]^\frac{1}{2}, & r = 1, \\ \left[\frac{Q - r}{Q - 1}\right]^\frac{1}{2} \chi_r(x), & r = 2, \ldots, R, \end{cases}$$
for any \( x \neq 0 \) and \( r \in [R] \). These are rank-1 isometries (unit vectors): for any \( x \neq 0 \),

\[
\sum_{r=1}^{R} |\Psi_x(r)|^2 = \frac{Q-R}{R(Q-1)} + (R-1)\frac{Q}{R(Q-1)} = 1.
\]

The corresponding rank-1 projections \( \{P_x\}_{x \in \mathbb{F}_Q} \), \( P_x = \Psi_x \Psi_x^* \) have \((r_1, r_2)\)th entries

\[
P_0(r_1, r_2) = \begin{cases} 1, & r_1 = 1 = r_2, \\ 0, & \text{else}, \end{cases}
P_x(r_1, r_2) = \begin{cases} \frac{Q-R}{R(Q-1)}, & x \neq 0, r_1 = 1 = r_2, \\ \frac{|Q(Q-R)|^2}{Q(R(Q-1))} \chi_{r_2}^{-1}(x), & x \neq 0, r_1 = 1 < r_2, \\ \frac{|Q(Q-R)|^2}{Q(R(Q-1))} \chi_{r_1}(x), & x \neq 0, r_1 > 1 = r_2, \\ \frac{Q}{R(Q-1)} \chi_{r_1} \chi_{r_2}^{-1}(x), & x \neq 0, r_1, r_2 > 1. \end{cases}
\] (39)

For any additive character \( \gamma \), the \((r_1, r_2)\)th entry of the matrix \( M_\gamma \) of (24) is thus

\[
M_\gamma(r_1, r_2) = \begin{cases} 1 + \frac{Q-R}{R(Q-1)}(\gamma, 1)_x, & r_1 = 1 = r_2, \\ \frac{|Q(Q-R)|^2}{Q(R(Q-1))} (\gamma, \chi_{r_2}^{-1})_x, & r_1 = 1 < r_2, \\ \frac{|Q(Q-R)|^2}{Q(R(Q-1))} (\gamma, \chi_{r_1})_x, & r_1 > 1 = r_2, \\ \frac{Q}{R(Q-1)} (\gamma, \chi_{r_1} \chi_{r_2}^{-1})_x, & r_1, r_2 > 1. \end{cases}
\] (40)

Since the multiplicative characters \( \{\chi_r\}_{r=1}^R \) are distinct with \( \chi_1 = 1 \), this reduces via (31) to the following in the special case where \( \gamma = 1 \):

\[
M_1(r_1, r_2) = \begin{cases} 1 + \frac{Q-R}{R(Q-1)}(Q-1), & r_1 = r_2 = 1 \\ \frac{Q}{R(Q-1)}(Q-1), & r_1 = r_2 > 1 \\ 0, & \text{else} \end{cases}
= \frac{Q}{R}I(r_1, r_2).
\]

Thus, \( M_1 = \sum_{x \in \mathbb{F}_Q} P_x = \frac{Q}{R}I \), implying that \( \{\Psi_x\}_{x \in \mathbb{F}_Q} \), are the isometries of a generating \( TFF(R, Q, 1) \), and so yield a harmonic \( TFF(Q, Q, R) \) by Theorem 3.3. To show that this harmonic \( TFF(Q, Q, R) \) is an ECTFF, note that for any \( \gamma \neq 1 \), combining (31) with (40) gives the following for any \( \gamma \neq 1 \):

\[
M_\gamma(r_1, r_2) = \begin{cases} \frac{(R-1)Q}{R(Q-1)}, & \gamma \neq 1, r_1 = r_2 = 1, \\ -\frac{Q}{R(Q-1)}, & \gamma \neq 1, r_1 = r_2 > 1, \\ \frac{|Q(Q-R)|^2}{R(Q-1)} (\gamma, \chi_{r_2}^{-1})_x, & \gamma \neq 1, r_1 = 1 < r_2, \\ \frac{|Q(Q-R)|^2}{R(Q-1)} (\gamma, \chi_{r_1})_x, & \gamma \neq 1, r_1 > 1 = r_2, \\ \frac{Q}{R(Q-1)} (\gamma, \chi_{r_1} \chi_{r_2}^{-1})_x, & \gamma \neq 1, r_1 \neq r_2, r_1, r_2 > 1. \end{cases}
\] (41)

Moreover, in the last three cases above, (42) gives that \( (\gamma, \chi_{r_2}^{-1})_x \), \( (\gamma, \chi_{r_1})_x \) and \( (\gamma, \chi_{r_1} \chi_{r_2}^{-1})_x \) have magnitude \( \sqrt{Q} \), respectively. As such, for any \( \gamma \neq 1 \),

\[
\|M_\gamma\|_{\text{Fro}}^2 = \left[ \frac{(R-1)Q}{R(Q-1)} \right]^2 + (R-1)\left[ \frac{Q}{R(Q-1)} \right]^2 + 2(R-1)\frac{Q(Q-R)}{R(R(Q-1))^2} Q + (R-1)(R-2)\frac{Q}{R(R(Q-1))^2} Q.
\] (25)
Thus, our harmonic TFF\((Q, Q, R)\) satisfies the condition of Theorem 3.9(b), and so is indeed an ECTFF. (As a check on this work, the interested reader can verify that the quantity above simplifies to \(\frac{(R-1)Q^2}{R(R-1)}\), which is consistent with the necessary value of \(B\) given in Theorem 3.9(b).)

Next, in light of (39), the fact that \(\chi_1 = 1\), and the fact that \(P_0\) is real, this harmonic ECTFF\((Q, Q, R)\) satisfies the sufficient condition for realness given in Theorem 3.9(c) if and only if \((\chi_r, \chi_r^{-1})(x) = (\chi_r, \chi_r^{-1})(-x)\) for all \(x \neq 0\) and all distinct \(r_1, r_2 \in [R]\). As in the proof of Theorem 4.1, (35) implies that this occurs if and only if either \(R = 1\) or \(R = 2\), \(\chi_2\) is the Legendre symbol, and \(Q \equiv 1 \mod 4\). We do not explicitly mention this fact in the statement of the result since, as we now explain, it is a subset of the cases in which this harmonic ECTFF is an EITFF.

When \(R = 2\), for any nontrivial multiplicative character \(\chi = \chi_2\), (33) and (11) give

\[
M_1 = \begin{bmatrix}
\frac{Q}{2(Q-1)} & \frac{Q(Q-2)}{2(Q-1)}\chi(-1)\langle(\gamma, \chi)\times \rangle \\
\frac{Q}{2(Q-1)} \rangle \langle \gamma, \chi \rangle \times & -\frac{Q}{2(Q-1)}
\end{bmatrix}
\]

for any \(\gamma \neq 1\). In light of (32), we thus have

\[
M_1^* M_1 = \begin{bmatrix}
\frac{Q^2}{4(Q-1)} & \frac{Q^2}{4(Q-1)^2} \langle \gamma, \chi \rangle \times \\
\frac{Q^2}{4(Q-1)^2} \langle \gamma, \chi \rangle \times & \frac{Q^2}{4(Q-1)}
\end{bmatrix},
\]

for any \(\gamma \neq 1\). By Theorem 3.9(a), our harmonic ECTFF\((Q, Q, 2)\) is thus an EITFF if and only if \(\chi(-1) = 1\), that is, if and only if \(\chi\) has even symmetry. A nontrivial multiplicative character \(\chi\) for \(\mathbb{F}_Q\) with even symmetry exists if and only if \(Q \geq 4\). In fact, when \(Q \equiv 1 \mod 4\), we can choose \(\chi\) to be the Legendre symbol, and as we have already explained, doing so yields a real TFF, and so a real harmonic EITFF\((Q, Q, 2)\).

When \(N\) is even, the existence of an EITFF\((N, N, 2)\) is not too surprising since ETF\(\left(\frac{N}{2}\right)\) are relatively common [18]. But, when \(N\) is odd, no such EITFF can arise by either direct sums or Hoggar’s methods. That said, applying a clever modification of Hoggar’s \(\mathbb{C}\)-to-\(\mathbb{R}\) method to the appropriate matrix yields an EITFF\((N, N, 2)\) whenever \(N = Q\) is a prime power with \(Q \equiv 1 \mod 4\) [11] or, more generally, whenever there exists a complex symmetric conference matrix of size \(N\) [2]. Nevertheless, the EITFFs of Theorem 4.2 seem to be new for all (infinitely many) prime powers \(Q \geq 7\) with \(P \equiv 3 \mod 4\). For example, when \(Q = 7\), we have \(\mathbb{F}_Q^2 = \{1, 2, 3, 4, 5, 6\} = \{3^0, 3^2, 3^1, 3^4, 3^2, 3^3\}\), and so a new (complex, harmonic) EITFF\((7, 7, 2)\) is generated by the following isometries \(\{\Psi_x\}_{x \in \mathbb{F}_7}\) of a TFF\((2, 2, 1)\):

\[
\Psi = [\Psi_0 | \Psi_1 | \Psi_2 | \Psi_3 | \Psi_4 | \Psi_5 | \Psi_6] = \begin{bmatrix}
1 & a & a & a & a & a & a \\
0 & b & b\omega & b\omega & b\omega & b\omega & b
\end{bmatrix}
\]

where \(a = \left(\frac{3}{7}\right)^{\frac{1}{2}}, b = \left(\frac{7}{72}\right)^{\frac{1}{2}}\) and \(\omega = \exp\left(\frac{2\pi i}{3}\right)\). In Theorem 5.1, we generalize Theorem 4.2 finding that an EITFF\((N, N, 2)\) exists whenever a complex symmetric conference matrix of size \(N + 1\) exists. As detailed there, this is notably distinct from the method of [11, 2] that produces such an EITFF from such a matrix of size \(N\), but nevertheless equates to it in an important special case.

The two previous results show that the generalization of difference sets to difference projections given in Definition 3.10 bears fruit. We conclude this section with a construction of a real harmonic EITFF\((11, 11, 3)\) from a generating TFF\((3, 11, 1, 1)\), specifically from 11 rank-1 difference projections
for the additive group of \( \mathbb{F}_{11} \). Up to Naimark complements, this is only the second (real or complex) EITFF\((D, N, R)\) to have ever been discovered in which \( D \) is relatively prime to \( R > 2 \), the first being the real EITFF\((8, 6, 3)\) of [14, 24].

**Theorem 4.3.** There exists a real harmonic EITFF\((11, 11, 3)\). Explicitly, let \( \chi \) be any generator of \( \hat{\mathbb{F}}_{11} \), let \( \gamma \in \hat{\mathbb{F}}_{11} \) be given by \( \gamma(x) := \exp(\frac{2\pi i x}{11}) \), put \( \omega := (\gamma, \chi)_{\hat{x}} \), \( c := \cos(\frac{2\pi}{3}) \), and \( s := \sin(\frac{2\pi}{3}) \), and define

\[
U := \frac{1}{\sqrt{2}} \begin{bmatrix} \sqrt{2} & 0 & 0 \\ 0 & 1 & 1 \\ 0 & i & -i \end{bmatrix}, \quad \Psi_0 := \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \quad \Psi_x := \frac{\sqrt{11}}{\sqrt{30}} \begin{bmatrix} \frac{s}{\sqrt{11}} \\ \chi(x)[c(\frac{x}{11}) + is] \\ \chi(x)[c(\frac{x}{11}) + iss] \end{bmatrix}, \quad \forall x \in \mathbb{F}_{11}^*,
\]

where \( (\frac{x}{11}) \) denotes the Legendre symbol of \( x \). Then the harmonic matrix ensemble generated by \( \{U\Psi_x\}_{x \in \mathbb{F}_{11}} \) forms a real harmonic EITFF\((11, 11, 3)\).

It is easy to verify Theorem 4.3 with the aid of a computer algebra system, and the arXiv version of this paper includes an ancillary file with code that implements such a verification in GAP [20]. For the sake of completeness, we also include a human-readable (albeit technical) proof of Theorem 4.3 as Appendix A.

5. Combinatorial generalizations of some harmonic EITFF constructions

In Theorem 4.1 we used Theorem 3.9 to construct a harmonic EITFF\((Q - 1, Q, 2)\) for any odd prime power. Examining (38) from the perspective of Theorems 3.4 and 3.9 reveals that for any distinct \( n_1, n_2 \in [Q] \), the \((n_1, n_2)\)th block of this EITFF’s signature matrix \( S \) is of the form

\[
S_{n_1, n_2} = \frac{1}{\sqrt{N + 1}} \begin{bmatrix} -1 & -\sqrt{N} Z(n_1, n_2) \\ \sqrt{N} Z(n_1, n_2) & -1 \end{bmatrix},
\]

(43)

where \( Z \) is some \( \mathbb{F}_q \)-circulant complex matrix whose off-diagonal entries are unimodular and whose diagonal entries are 0. Applying a similar logic to (42) reveals that the \((n_1, n_2)\)th block of the signature matrix of the EITFF\((Q, Q, 2)\) we constructed in Theorem 4.2 is of the form

\[
S_{n_1, n_2} = \frac{1}{\sqrt{N - 2}} \begin{bmatrix} 1 & \sqrt{N - 2} Z(n_1, n_2) \\ \sqrt{N - 2} Z(n_1, n_2) & -1 \end{bmatrix},
\]

(44)

for some such matrix \( Z \). In this section, we relax the requirement that \( Z \) be \( \mathbb{F}_q \)-circulant, and instead characterize those \( N \times N \) matrices \( Z \) for which (38) or (41) define a signature matrix of an EITFF\((N - 1, N, 2)\) or of an EITFF\((N, N, 2)\), respectively. As we shall see, it turns out that (44) is distinct from, but also related to, another recently discovered construction of EITFF\((N, N, 2)\) [11, 2], and moreover that all three constructions involve *conference matrices*.

To elaborate, for any positive integer \( M \), a complex conference matrix of size \( M \) is any \( M \times M \) complex matrix \( C \) whose diagonal entries are zero, whose off-diagonal entries are unimodular, and which is a scalar multiple of a unitary matrix, satisfying \( C^*C = (M-1)I \). A (real) conference matrix is a complex conference matrix \( C \) with \( C(m_1, m_2) \in \{1, -1\} \) for all \( m_1 \neq m_2 \). We say that a complex matrix \( C \) is \( \varepsilon \)-symmetric for some \( \varepsilon \in \{1, -1\} \) if \( C^T = \varepsilon C \). That is, \( C \) is 1-symmetric.
or $-1$-symmetric if it is symmetric or skew-symmetric, respectively. A complex conference matrix $C$ is $\varepsilon$-normalized if $C(m, 1) = 1 = \varepsilon C(1, m)$ for all $m > 1$, namely if it is of the following form:

$$
C = \begin{bmatrix} 0 & \varepsilon & 1^{*} \\ \varepsilon^{*} & 1 & C_{\varepsilon} \\
1 & C_{\varepsilon} & 0 \end{bmatrix}.
$$

(45)

where $1$ is an $(M - 1) \times 1$ all-ones vector. When $C$ is $\varepsilon$-normalized, we say $C_{\varepsilon}$ is its $\varepsilon$-core which is real and/or $\varepsilon$-symmetric if and only if $C$ is as well. (We also use the terms core and skew-core to refer to $C_{\varepsilon}$ when $\varepsilon$ is 1 or $-1$, respectively.) If $C$ is any complex conference matrix, then $D_{1}CD_{2\varepsilon}$ is an $\varepsilon$-normalized complex conference matrix where $D_{1}$ and $D_{2\varepsilon}$ are $M \times M$ diagonal matrices with $D_{1}(1, 1) = D_{2\varepsilon}(1, 1) = 1$ and $D_{1}(m, m) = \overline{C(m, 1)}$, $D_{2\varepsilon}(m, m) = \varepsilon C(1, m)$ for all $m > 1$. If $C$ is real and/or $\varepsilon$-symmetric then $D_{1}CD_{2\varepsilon}$ is as well; for the latter, note that $D_{1} = D_{2\varepsilon}$ and so $(D_{1}CD_{2\varepsilon})^{T} = D_{2\varepsilon}^{T}C^{T}D_{1}^{T} = D_{2\varepsilon}\varepsilon CD_{1} = \varepsilon D_{1}CD_{2\varepsilon}$. For any $M \times M$ complex matrix $C$ of the form (45) for some $\varepsilon \in \{1, -1\}$ we have

$$
C^{*}C = \begin{bmatrix} 0 & 1^{*} \\ \varepsilon^{*} & 1 \end{bmatrix} \begin{bmatrix} 0 & \varepsilon \end{bmatrix} = \begin{bmatrix} M - 1 & 1^{*}C_{\varepsilon} \\ C_{\varepsilon}^{*} & 11^{*} + C_{\varepsilon}^{*}C_{\varepsilon} \end{bmatrix}.
$$

As such, an $(M - 1) \times (M - 1)$ complex matrix $C_{\varepsilon}$ whose diagonal entries are zero and whose off-diagonal entries are unimodular is the $\varepsilon$-core of an $\varepsilon$-normalized complex conference matrix if and only if both $C_{\varepsilon}^{*}1 = 0$ and $C_{\varepsilon}^{*}C_{\varepsilon} = (M - 1)I - J$ where $J = 11^{*}$ is an $(M - 1) \times (M - 1)$ all-ones matrix. Here, having $C_{\varepsilon}^{*}C_{\varepsilon} = (M - 1)I - J$ implies $1 \in \ker((M - 1)I - J) = \ker(C_{\varepsilon}^{*}C_{\varepsilon}) = \ker(C_{\varepsilon})$. (In fact, these two conditions equate to the columns of $C_{\varepsilon}$ summing to zero and forming a regular simplex in the orthogonal complement of the all-ones vector.) As such, when $C_{\varepsilon}$ is $\varepsilon$-symmetric and $C_{\varepsilon}^{*}C_{\varepsilon} = (M - 1)I - J$, we automatically have that $C_{\varepsilon}^{*}1 = C_{\varepsilon}^{*}1 = \varepsilon C_{\varepsilon}1 = 0$. Altogether, for $\varepsilon \in \{1, -1\}$, we see that an $(M - 1) \times (M - 1)$ complex matrix $C_{\varepsilon}$ is the $\varepsilon$-core of an $\varepsilon$-normalized complex $\varepsilon$-symmetric conference matrix $C$ of size $M$ if and only if

$$
C_{\varepsilon}^{*}C_{\varepsilon} = (M - 1)I - J, \quad C_{\varepsilon}^{T} = \varepsilon C_{\varepsilon}, \quad |C_{\varepsilon}(m_{1}, m_{2})| = \begin{cases} 1, & m_{1} = m_{2}, \\ 0, & m_{1} \neq m_{2}, \end{cases}
$$

(46)

and moreover, in this case we necessarily have

$$
C_{\varepsilon}1 = 0 = C_{\varepsilon}^{T}1.
$$

(47)

In particular, for any positive integer $M$ and choice of $\varepsilon \in \{1, -1\}$, a complex $\varepsilon$-symmetric conference matrix of size $M$ exists if and only if such a matrix $C_{\varepsilon}$ exists.

Real conference matrices are a subject of classical interest, see [2, 18] for recent overviews. In brief, it is known that if a real symmetric conference matrix of size $M$ exists then $M \equiv 2 \mod 4$ and $M - 1$ is a sum of two squares, and that if a real skew-symmetric conference matrix of size $M$ exists then either $M = 2$ or $4 \mid M$. Notably, if any conference matrix $M$ exists then either a symmetric or skew-symmetric conference matrix of size $M$ exists, depending on whether $M \equiv 2$ or $M \equiv 0 \mod 4$ [2]. The existence of a real symmetric conference matrix of size $M$ equates to that of a real ETF$(\frac{M}{2}, M)$; such conference matrices are known to exist, for example, when $M = Q + 1$ where $Q \equiv 1 \mod 4$ is a prime power, and when $M = 5(9^{J}) + 1$ where $J$ is an odd positive integer. Meanwhile, the existence of a real skew-symmetric conference matrix of size $M$ equates to the existence of a complex ETF$(\frac{M}{2}, M)$ whose Gram matrix’s off-diagonal entries are purely
imaginary, and when $M > 2$ moreover implies the existence of a complex ETF($\frac{M}{2} - 1, M - 1$)\cite{30}; such conference matrices are known to exist, for example, when $M = Q + 1$ where $Q \equiv 3 \mod 4$.

Less is understood about complex conference matrices in general. That said, a recent series of papers\cite{11, 2} gives that any real symmetric conference matrix of size $M + 1$ yields a complex symmetric conference matrix of size $M$, which in turn yields an EITFF($M, M, 2$). In particular, a real EITFF($Q, Q, 2$) exists for any prime power $Q \equiv 1 \mod 4$\cite{11}. Dihedral complex symmetric conference matrices are also known to exist for any $M \in \{2, 5, 6, 8, 9, 10, 14, 17, 18\}$, but of these, only the $M = 8$ case is particularly notable since (real) symmetric conference matrices of these sizes are known to exist whenever $M \in \{2, 6, 10, 14, 18\}$, and complex symmetric conference matrices of these sizes arise from (real) symmetric conference matrices of size $M + 1$ when $M \in \{5, 9, 17\}$. We also note that\cite{19} provides a circulant complex conference matrix of size $M$ whenever $M - 1$ is a prime power, but these are not necessarily symmetric or skew-symmetric.

In the following result, we generalize Theorems 4.1 and 4.2 to construct an EITFF($N - 1, N, 2$) from any complex skew-symmetric conference matrix of size $N + 1$, and also to construct an EITFF($N, N, 2$) from any complex symmetric conference matrix of size $N + 1$; notably, applying the construction of\cite{11, 2} to the latter would produce an EITFF with distinct parameters, namely an EITFF($N + 1, N + 1, 2$).

**Theorem 5.1.** Let $Z$ be an $N \times N$ complex matrix whose diagonal entries are zero, and whose off-diagonal entries are unimodular. Let $S$ be a $2N \times 2N$ matrix with entries partitioned into $2 \times 2$ blocks such that the diagonal blocks are zero matrices.

(a) If the off-diagonal blocks of $S$ are given in terms of $Z$ by \eqref{43}, then $S$ is the signature matrix of an EITFF($N - 1, N, 2$) if and only if $Z$ is the skew-core of a skew-normalized complex skew-symmetric conference matrix.

(b) If the off-diagonal blocks of $S$ are given in terms of $Z$ by \eqref{44}, then $S$ is the signature matrix of an EITFF($N, N, 2$) if and only if $Z$ is the core of a normalized complex symmetric conference matrix.

In both (a) and (b), the resulting EITFF is real if the requisite complex conference matrix is real. As a consequence, no $5 \times 5$ complex skew-symmetric conference matrix or $4 \times 4$ complex symmetric conference matrix exists.

For context, no $3 \times 3$ complex conference matrix exists (symmetric, skew-symmetric or otherwise) since no $3 \times 3$ matrix with 0 diagonal entries and unimodular off-diagonal entries has orthogonal columns. Meanwhile, Proposition 3.1 of\cite{13} gives that any $4 \times 4$ complex conference matrix is equivalent—via left and/or right multiplication by phased permutation matrices—to a (real) skew-symmetric conference matrix. Furthermore, Theorem 3.4 of\cite{13} gives that every $5 \times 5$ complex conference matrix is equivalent in this same sense to a certain complex symmetric conference matrix. The final statement of the theorem above seems related to these results from\cite{13}, but is also not immediately implied by them. In fact, this suggests a problem, which we leave for future research: can a complex symmetric conference matrix of size $N > 2$ be equivalent to a skew-symmetric one?

**Proof of Theorem 5.1.** Our proof of (b) is slightly less technical than that of (a), and so we discuss it first. For any $n_1 \neq n_2$, the fact that $Z(n_1, n_2)$ is unimodular implies that the matrix $S_{n_1, n_2}$ defined by \eqref{44} is unitary. As such, \eqref{9} gives that $S$ is the signature matrix of an EITFF($N, N, 2$)
if and only if

$$S_{n_1, n_2} = S_{n_2, n_1}^*, \quad \sum_{n_3=1}^{N} S_{n_1, n_3} S_{n_3, n_2} = 0, \quad \forall n_1 \neq n_2.$$ 

Here, (41) moreover implies that $S_{n_1, n_2} = S_{n_2, n_1}^*$ for all $n_1 \neq n_2$ if and only if $Z(n_1, n_2) = Z(n_2, n_1)$ for all $n_1 \neq n_2$, that is, if and only if $Z$ is symmetric. For any pairwise distinct $n_1, n_2, n_3 \in [N], \ (41)$ also gives that $S_{n_1, n_2} S_{n_3, n_2}$ is

$$\frac{1}{N-1} \left[ \frac{1}{\sqrt{N-2}} Z(n_1, n_3) \left[ \sqrt{N-2} Z(n_1, n_3) \right] \right] \left[ \frac{1}{\sqrt{N-2}} Z(n_3, n_2) \right] = \frac{1}{N-1} \left[ 1 + (N-2) Z(n_1, n_3) Z(n_3, n_2) \right] \frac{1}{\sqrt{N-2}} Z(n_3, n_2) \sum_{n_3=1}^{N} Z(n_1, n_3) - Z(n_3, n_2). \quad (48)$$

Summing this over all $n_3 \in [N]$ that are distinct from $n_1$ and $n_2$, and recalling that $S_{n, n} = 0$ and $Z(n, n) = 0$ for all $n \in [N]$, we see that $S$ is the signature matrix of an EITFF($N, N, 2$) if and only if $Z$ is symmetric and the following two equations are satisfied for all distinct $n_1, n_2 \in [N]$:

$$0 = \sum_{n_3=1}^{N} Z(n_1, n_3) - Z(n_3, n_2). \quad (49)$$

Here, since every off-diagonal entry of $Z$ is unimodular, $(Z^* Z)(n, n) = N - 1$ for all $n$, and so having (48) for all $n_1 \neq n_2$ equates to having $Z^* Z = NI - J$. In particular, if $S$ is the signature matrix of an EITFF($N, N, 2$) then $C_{\varepsilon} = Z$ satisfies (46) when $\varepsilon = 1$ and $M = N + 1$, that is, when $Z$ is the core of a normalized complex symmetric conference matrix. Conversely, if $C_{\varepsilon} = Z$ satisfies (46) when $\varepsilon = 1$ and $M = N + 1$, then (47) also holds, implying that $Z$ is symmetric and satisfies both (48) and (49) for all $n_1, n_2$, namely that $S$ is the signature matrix of an EITFF($N, N, 2$).

For (a), we instead use (43) to define $S_{n_1, n_2}$ for any $n_1 \neq n_2$, which is a unitary matrix since $Z(n_1, n_2)$ is unimodular. Since $(NR - 2D) \left[ \frac{\sqrt{N-1}}{D(NR-D)} \right]^2 = 2 \sqrt{\frac{N+1}{N+1}}$ when $(D, N, R) = (N - 1, N, 2)$, we thus have by (43) that $S$ is the signature matrix of an EITFF($N - 1, N, 2$) if and only if

$$S_{n_1, n_2} = S_{n_2, n_1}^*, \quad \sum_{n_3=1}^{N} S_{n_1, n_3} S_{n_3, n_2} = \frac{2}{\sqrt{N+1}} S_{n_1, n_2}, \quad \forall n_1 \neq n_2.$$ 

By (43), $S_{n_1, n_2} = S_{n_2, n_1}^*$ if and only if $Z(n_1, n_2) = -Z(n_2, n_1)$. So, $S_{n_1, n_2} = S_{n_2, n_1}^*$ for all $n_1 \neq n_2$ if and only if $Z^T = -Z$. Next, note that for any pairwise distinct $n_1, n_3, n_3 \in [N], \ (43)$ implies

$$S_{n_1, n_3} S_{n_3, n_2} = \frac{1}{N+1} \left[ \frac{1}{\sqrt{N}} Z(n_1, n_3) - \sqrt{N} Z(n_1, n_3) \right] \left[ \frac{1}{\sqrt{N}} Z(n_3, n_2) \right] = \frac{1}{N+1} \left[ \frac{1}{\sqrt{N}} Z(n_1, n_3) - \sqrt{N} Z(n_1, n_3) \right] \left[ \frac{1}{\sqrt{N}} Z(n_3, n_2) \right].$$
Summing this over all $n_3 \in [N]$ that are distinct from $n_1$ and $n_2$, we see that $S$ is thus the signature matrix of an EITFF($N - 1, N, 2$) if and only if $Z^T = -Z$ and, for all $n_1 \neq n_2$, we have that

$$-\frac{2}{N+1} = \sum_{n_3 \in [N], n_3 \neq \{n_1, n_2\}} \frac{1}{N+1}[1 - N\overline{Z(n_1, n_3)}Z(n_3, n_2)] = \frac{N-2}{N+1} + \frac{N}{N+1} \sum_{n_3=1}^{N} \overline{Z(n_3, n_1)}Z(n_3, n_2) = \frac{N-2}{N+1} + \frac{N}{N+1}(Z^*Z)(n_1, n_2),$$

i.e., $(Z^*Z)(n_1, n_2) = -1$, and also that

$$\frac{2\sqrt{N}}{N+1} Z(n_1, n_2) = \sum_{n_3 \in [N], n_3 \neq \{n_1, n_2\}} (-\frac{2\sqrt{N}}{N+1})[Z(n_1, n_3) + Z(n_3, n_2)]$$

$$= (-\frac{2\sqrt{N}}{N+1})(-2Z(n_1, n_2) + \sum_{n_3=1}^{N} Z(n_1, n_3) + \sum_{n_3=1}^{N} Z(n_3, n_2)),$$

namely that $\sum_{n_3=1}^{N} Z(n_1, n_3) + \sum_{n_3=1}^{N} Z(n_3, n_2) = 0$. Paralleling the argument we used at this point of our proof of (b) then gives that $S$ is the signature matrix of an EITFF($N - 1, N, 2$) if and only if $C_\varepsilon = Z$ satisfies (46) when $\varepsilon = -1$ and $M = N + 1$, that is, when $Z$ is the skew-core of a skew-normalized complex skew-symmetric conference matrix.

In either (a) or (b), note that by $[13]$ and $[14]$, respectively, we have that $S$ is real if $Z$ is real, and that in this case, the (skew-)normalized complex (skew-)symmetric conference matrix that $Z$ is the (skew-)core of is also real.

For the final conclusions, note that if a $5 \times 5$ complex skew-symmetric conference matrix exists then taking $Z$ in (a) to be its $4 \times 4$ core yields an EITFF($3, 4, 2$), contradicting the fact that an EITFF($D, N, R$) with $R < D$ can only exist if $R \leq D_2$. Similarly, if a $4 \times 4$ complex symmetric conference matrix exists then taking $Z$ in (b) to be its $3 \times 3$ core yields an EITFF($3, 3, 2$), a contradiction.

Applying Theorem $5.1$ to the EITFFs of Theorems $4.1$ and $4.2$ implies that a complex skew-symmetric conference matrix of size $Q + 1$ exists for any odd prime power $Q$, and that a complex symmetric conference matrix of size $Q + 1$ exists for any prime power $Q \geq 4$, respectively. These families are not mentioned in $[11, 2, 13]$ and so are apparently new. As such, we also provide a shorter, direct proof of their existence:

**Theorem 5.2.** Let $Q$ be a prime power. If $Q \geq 4$ then a complex symmetric conference matrix of size $Q + 1$ exists. If $Q$ is odd then a complex skew-symmetric conference matrix of size $Q + 1$ exists.

**Proof.** We generalize the classical construction of a Paley conference matrix to the complex setting. Let $\chi$ be any nontrivial multiplicative character of $\mathbb{F}_Q$, and extend it to a function $\chi_0 : \mathbb{F}_Q \to \mathbb{C}$ by letting $\chi_0(0) := 0$. Let $C_0$ be the $\mathbb{F}_Q$-circulant matrix with $\chi_0$ as its 0th column, having $C_0(x_1, x_2) = \chi_0(x_1 - x_2)$ for all $x_1, x_2 \in \mathbb{F}_Q$. Note that $C_0(x, x) = \chi_0(0) = 0$ for all $x \in \mathbb{F}_Q$, and moreover that $|C_0(x_1, x_2)| = |\chi(x_1 - x_2)| = 1$ for any $x_1 \neq x_2$. Further note that $C_0$ is either symmetric or skew-symmetric depending on whether $\chi$ has even or odd symmetry, that is, whether $\varepsilon := \chi(-1)$ is either 1 or $-1$; for any prime power $Q \geq 4$, we can choose $\chi$ to be even, and for any
odd prime power $Q$ we can choose $\chi$ to be odd. Being $F_Q$-circular, $C_0$ is moreover diagonalized by the additive characters of $F_Q$: for any $\gamma \in \bar{F}_Q$, and $x_1 \in F_Q$, letting $x_3 = x_1 - x_2$ below gives
\[
(C_0\gamma)(x_1) = \sum_{x_2 \in F_Q} \chi_0(x_1 - x_2)\gamma(x_2) = \sum_{x_3 \in \bar{F}_Q} \gamma(x_3)\chi_0(x_3)\gamma(x_1) = \left[(\gamma, \chi) \times \gamma(x_1)\right],
\]
for all $x \in F_Q$. Letting $\Gamma$ be the corresponding $F_Q \times \bar{F}_Q$ character table, defined by $\Gamma(x, \gamma) := \gamma(x)$, we thus have that $C_0 = \frac{1}{Q} \Gamma D_0 \Gamma^*$ where $D_0$ is the $\bar{F}_Q \times \bar{F}_Q$ diagonal matrix whose $\gamma$th diagonal entry is $(\gamma, \chi) \times$. As such, $C_0^*C_0 = (\frac{1}{Q} \Gamma D_0 \Gamma^*)^*(\frac{1}{Q} \Gamma D_0 \Gamma^*) = \Gamma \Gamma D_0 \Gamma^*$. Here, by (31) and (32), $\frac{1}{Q} D_0 \Gamma^*$ is a diagonal matrix whose $\gamma$th diagonal entry is
\[
\frac{1}{Q}(\Gamma D_0 \Gamma^*)(\gamma, \gamma) = \frac{1}{Q}|(\gamma, \chi) \times|^2 = \begin{cases} 
0, & \gamma = 1 \\
1, & \gamma \neq 1
\end{cases} = (I - \delta_1 \delta_1^*)(\gamma, \gamma).
\]
Since $\Gamma \delta_1 = 1$ is the all-ones vector, we thus have that
\[
C_0^*C_0 = \Gamma \frac{1}{Q} D_0 \Gamma^* = \Gamma (I - \delta_1 \delta_1^*) \Gamma^* = QI - (\Gamma \delta_1)(\Gamma \delta_1)^* = QI - 11^* = QI - J.
\]
Altogether, we see that $C_0$ satisfies (10) for $\varepsilon = \chi(-1)$ and $M = Q + 1$, meaning it is the core of an $\varepsilon$-normalized complex $\varepsilon$-symmetric conference matrix of size $Q + 1$.

The distinction between the EITFFs of Theorem 5.1(b) and those of 11.2 is subtle. To explain, the signature matrix $S$ of an EITFF($N, N, 2$) can be obtained by applying either one of the following mappings $\eta, \tilde{\eta} : \mathbb{C} \to \mathbb{R}^{2 \times 2}$ to every entry of a suitably chosen $N \times N$ complex matrix $Z$ whose diagonal entries are 0 and whose off-diagonal entries are unimodular:
\[
\eta(z) := \begin{bmatrix} \Re(z) - \Im(z) \\
\Im(z) & \Re(z) \end{bmatrix}, \quad \tilde{\eta}(z) := \begin{bmatrix} \Re(z) & \Im(z) \\
\Im(z) & -\Re(z) \end{bmatrix} = \begin{bmatrix} \Re(z) - \Im(z) \\
\Im(z) & \Re(z) \end{bmatrix} \begin{bmatrix} 1 & 0 \\
0 & -1 \end{bmatrix}.
\]

Here, $\eta$ is an injective ring homomorphism (a faithful representation of the field $\mathbb{C}$) that restricts to the classical canonical isomorphism from $T := \{z \in \mathbb{C} : |z| = 1\}$ onto $SO(2)$. As essentially noted by Hoggar [23], applying $\eta$ to each entry of the signature matrix of a complex EITFF($D, N, R$) yields the signature matrix of a real EITFF($2D, N, 2R$). In particular, $S_{n_1, n_2} := \eta(\mathbb{Z}(n_1, n_2))$ defines the signature matrix of a real EITFF($N, N, 2$) if and only if $Z$ is the signature matrix of an ETF($\frac{N}{2}, N$), namely an $N \times N$ complex Hermitian conference matrix; note here that $N$ is necessarily even. In contrast, $\tilde{\eta}$ is not an isomorphism. In fact, the image of its restriction to $T$ is not even a group, being the nontrivial coset of $SO(2)$ in $O(2)$. That said, $\tilde{\eta}$ is related to the isomorphism $\eta$ in a nice way, and has other useful properties:
\[
\eta(1) = 1, \quad [\tilde{\eta}(z)]^T = [\tilde{\eta}(z)]^* = \tilde{\eta}(z), \quad \tilde{\eta}(z_1)\tilde{\eta}(z_2) = \eta(z_1z_2), \quad \forall z_1, z_2 \in \mathbb{C}.
\]
As shown in 11.2, these facts quickly imply that $S_{n_1, n_2} := \tilde{\eta}(\mathbb{Z}(n_1, n_2))$ defines the signature matrix of a real EITFF($N, N, 2$) if and only if $Z$ is an $N \times N$ complex symmetric conference matrix, and such matrices exist for an infinite number of odd $N$. Meanwhile, Theorem 5.1(b) yields an EITFF($N, N, 2$) if and only if $Z$ the core of an $(N + 1) \times (N + 1)$ complex symmetric conference matrix. That said, the construction of 11.2 does overlap with that of Theorem 5.1(b) in a special case: Theorem 1 of [23] constructs a complex symmetric conference matrix $Z$ of size $N$ from a normalized real symmetric conference matrix $C$ of size $N + 1$, and a careful read of its proof reveals that applying $\tilde{\eta}$ to $Z$ yields the same signature matrix $S$ that one obtains by applying Theorem 5.1(b) directly to the core of $C$. From this perspective, Theorems 1 and 3 of 11.2 and Theorem 5.1(b) yield two distinct generalizations of Et-Taoui’s original breakthrough construction of an EITFF($Q, Q, 2$) from the Legendre symbol on $F_Q$ when $Q \equiv 1$ mod 4 11.
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As such, the \( 3 \times 3 \) matrix \( \Psi \) is an isometry (unit-norm column vector): for any \( x \neq 0 \),

\[
|\Psi_x(1, 1)|^2 + |\Psi_x(2, 1)|^2 + |\Psi_x(3, 1)|^2 = \frac{8}{30} + \frac{11}{30}[1 - 2cs \Im(\omega)(\frac{\zeta}{\chi})] + \frac{11}{30}[1 + 2cs \Im(\omega)(\frac{\zeta}{\chi})] = 1.
\]

For any \( x \neq 0 \), moreover we have that

\[
(\Psi_x \Psi_x^*)(2, 3) = \Psi(2, 1)\Psi(3, 1) = \frac{11}{30}\chi(x)[c(\frac{\zeta}{\chi}) + is\omega]\chi(x)[c(\frac{\zeta}{\chi}) - is\omega] = \frac{11}{30}(c^2 + s^2\omega^2)\chi^2(x).
\]

As such, the \( 3 \times 3 \) rank-1 projections \( \{P_x\}_{x \in F_{11}} \), \( P_x := \Psi_x \Psi_x^* \) are \( P_0 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \) and, for any \( x \neq 0 \),

\[
P_x = \begin{bmatrix}
\frac{8}{11} & \frac{\sqrt{3}}{11}\chi(x)[c(\frac{\zeta}{\chi}) - is\omega] & \frac{\sqrt{3}}{11}\chi(x)[c(\frac{\zeta}{\chi}) - is\omega] \\
\frac{8}{11}\chi(x)[c(\frac{\zeta}{\chi}) + is\omega] & 1 - 2cs \Im(\omega)(\frac{\zeta}{\chi}) & (c^2 + s^2\omega^2)\chi^2(x) \\
\frac{8}{11}\chi(x)[c(\frac{\zeta}{\chi}) + is\omega] & (c^2 + s^2\omega^2)\chi^2(x) & 1 + 2cs \Im(\omega)(\frac{\zeta}{\chi})
\end{bmatrix}.
\]
We next compute the matrices \( \{ M_y \}_{y \in \mathbb{F}_{11}} \) of \( \mathbb{F}_{11} \). Here, we elect to identify \( \mathbb{F}_{11} \) with \( \hat{\mathbb{F}}_{11} \): for any \( y \in \mathbb{F}_{11} \), define the additive character \( \gamma_y \) by \( \gamma_y(x) := \exp(\frac{2\pi i xy}{11}) \) for each \( x \in \mathbb{F}_{11} \). We also adopt the following shorthand notation for Gauss sums:

\[
 z_{n,y} := \langle \gamma_y, \chi^n \rangle_x = \sum_{x \in \mathbb{F}_{11}} \overline{\gamma_y(x)} \chi^n(x) = \sum_{x \in \mathbb{F}_{11}} \exp(-\frac{2\pi i xy}{11}) \chi^n(x), \quad \forall n \in \mathbb{Z}, \; y \in \mathbb{F}_{11}. \tag{A.1}
\]

In particular, for any \( y \in \mathbb{F}_{11} \), the matrix \( M_y := M_{\gamma_y} \) of \( \mathbb{F}_{11} \) has \( (1,1) \) entry

\[
 M_y(1,1) = P_0(1,1) + \sum_{x \in \mathbb{F}_{11}} \overline{\gamma_y(x)} P_x(1,1) = 1 + \frac{8}{30} \langle \gamma_y, 1 \rangle_x = \frac{1}{30}(30 + 8z_{0,y}).
\]

We compute each remaining entry of \( M_y \) by using the facts that \( \langle \frac{1}{11} \rangle = \chi^5(x) \) and \( \langle \chi(x) \rangle = \chi^{-1}(x) \) for all \( x \in \mathbb{F}_{11}^\times \). For example, by \( (A.1) \),

\[
 M_y(1,2) = \sum_{x \in \mathbb{F}_{11}} \overline{\gamma_y(x)} [\frac{11 \sqrt{2}}{30 \sqrt{11}} \chi(x)] [c(\frac{x}{11}) - i\omega] = \frac{11 \sqrt{2}}{30 \sqrt{11}} \sum_{x \in \mathbb{F}_{11}} \overline{\gamma_y(x)} [c\chi^4(x) - i\omega \chi^{-1}(x)]= \frac{11 \sqrt{2}}{30 \sqrt{11}} (cz_{4,y} - i\omega z_{-1,y}).
\]

Performing this type of analysis for each entry gives that

\[
 M_y = \frac{1}{11} \left[ \begin{array}{cc}
 \frac{1}{\sqrt{11}} (30 + 8z_{0,y}) & \frac{\sqrt{2}}{\sqrt{11}} (cz_{4,y} - i\omega z_{-1,y}) \\
 \frac{\sqrt{2}}{\sqrt{11}} (cz_{6,y} + i\omega z_{1,y}) & z_{0,y} - 2c \text{ Im}(\omega) z_{5,y} \\
 \frac{\sqrt{2}}{\sqrt{11}} (cz_{4,y} + i\omega z_{-1,y}) & (c^2 + s^2 \omega^2) z_{2,y}
\end{array} \right], \tag{A.2}
\]

for all \( y \in \mathbb{F}_{11} \). Here, combining \( (31) \) and \( (A.1) \) gives \( z_{0,0} = 10 \) and \( z_{n,0} = 0 \) whenever \( 10 \nmid n \), and so \( (A.2) \) reduces to the following when \( y = 0 \):

\[
 M_0 = \sum_{x \in \mathbb{F}_{11}} P_x = \frac{1}{11} \left[ \begin{array}{ccc}
 \frac{1}{\sqrt{11}} (30 + 8(10)) & 0 & 0 \\
 0 & 10 & 0 \\
 0 & 0 & 10
\end{array} \right] = \frac{1}{11} \mathbf{I}. \tag{A.3}
\]

Thus, \( \{ P_x \}_{x \in \mathbb{F}_{11}} \) are the projections of a TFF(3,11,1), and so yield a harmonic TFF(11,11,3) via Theorem 3.4. Moreover, by Theorem 3.9, this harmonic TFF(11,11,3) is an EITFF if and only if \( M_y^* M_y = B I \) for all \( y \neq 0 \) where \( B = \frac{D(\mathcal{G}R - D)}{B'(G + 1)} = \frac{11(22)}{90(10)} = (\frac{11}{3})^2 \frac{1}{5} \), that is, if and only if \( \frac{3\sqrt{5}}{11} M_y \) is unitary for all \( y \neq 0 \). Here, for any \( y \neq 0 \), \( (31) \) implies \( z_{0,y} = -1 \) and so in this case \( (A.2) \) becomes

\[
 \frac{3\sqrt{5}}{11} M_y = \frac{1}{2\sqrt{5}} \left[ \begin{array}{ccc}
 2 & \frac{\sqrt{2}}{\sqrt{11}} (cz_{4,y} - i\omega z_{-1,y}) & \frac{\sqrt{2}}{\sqrt{11}} (cz_{6,y} - i\omega z_{1,y}) \\
 \frac{\sqrt{2}}{\sqrt{11}} (cz_{6,y} + i\omega z_{1,y}) & -1 - 2c \text{ Im}(\omega) z_{5,y} & (c^2 + s^2 \omega^2) z_{2,y} \\
 \frac{\sqrt{2}}{\sqrt{11}} (cz_{4,y} + i\omega z_{-1,y}) & (c^2 + s^2 \omega^2) z_{2,y} & -1 + 2c \text{ Im}(\omega) z_{5,y}
\end{array} \right]. \tag{A.4}
\]

To simplify these matrices, note that by \( (33) \) and \( (A.1) \),

\[
 z_{-n,y} = \langle \gamma_y, \chi^{-n} \rangle_x = \langle \gamma_y, \overline{\chi^n} \rangle = [\chi(-1)]^n \langle \gamma_y, \chi^n \rangle = (-1)^n z_{n,y}, \quad \forall n \in \mathbb{Z}, \; y \in \mathbb{F}_{11}.
\]
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As such, for any \( y \neq 0 \), \( z_{5,y} \) is purely imaginary, and moreover the entries of (A.4) arise in conjugate pairs. Specifically, its (2,2) and (3,3) entries are conjugates of each other, and the same is true for its (1,2) and (1,3) entries, its (2,1) and (3,1) entries, and its (2,3) and (3,2) entries. Thus,

\[
\frac{3\sqrt{5}}{11} \{M_y = \frac{1}{2\sqrt{8}} \begin{bmatrix} 2 & \frac{\sqrt{5}}{\sqrt{11}} (cz_{6,y} - i\omega z_{1,y}) & \frac{\sqrt{5}}{\sqrt{11}} (cz_{6,y} - i\omega z_{1,y}) \\ \frac{\sqrt{5}}{\sqrt{11}} (cz_{6,y} + i\omega z_{1,y}) & -1 - 2\cos(\omega) z_{5,y} & (c^2 + s^2\omega^2) z_{2,y} \\ \frac{\sqrt{5}}{\sqrt{11}} (cz_{6,y} + i\omega z_{1,y}) & (c^2 + s^2\omega^2) z_{2,y} & -1 - 2\cos(\omega) z_{5,y} \end{bmatrix} \} \tag{A.5}
\]

for any \( y \neq 0 \). To proceed, note that combining (3.2) and (A.1) gives \( |z_{n,y}| = \sqrt{11} \) whenever \( y \neq 0 \) and \( \forall n \neq 0 \). In particular, \( z_{5,y} \in \{\sqrt{11}, -\sqrt{11}\} \) for all \( y \neq 0 \). Moreover, the modulus of the (2,2) entry of (A.1) is independent of \( y \neq 0 \), and the same is true for its (2,3), (3,2) and (3,3) entries. In order for (A.5) to be unitary for all \( y \neq 0 \), the modulus of its (2,1) entry must thus also be independent of \( y \neq 0 \). This suggests we choose \( \omega := \frac{z_{6,1}}{z_{1,1}} \). To elaborate, note \( |\omega| = \frac{z_{6,1}}{z_{1,1}} = \sqrt{11} = 1 \) as required. Moreover, (A.1) and a simple reindexing give

\[
z_{n,y} = \langle \gamma, \chi^n \rangle_x = \chi^n(y)^{-1} \langle \gamma, \chi^n \rangle = \frac{\chi^n(y)}{z_{n,1}} \langle \gamma, \chi^n \rangle, \quad \forall n \in \mathbb{Z}, \ y \in F_{11}^x.
\]

As such, for any \( y \neq 0 \), we have \( z_{6,1} = \frac{\chi^1(y)}{x^1(y) z_{1,1}} = \omega \chi^1(y) = \omega (\frac{y}{11}) \) and so

\[
cz_{6,y} \pm i\omega z_{1,y} = cw_{2,1,y} (\frac{y}{11}) \pm i\omega z_{1,y} = \omega z_{1,y} [c(\frac{y}{11}) \pm is].
\]

As such, for this particular choice of \( \omega \), (A.5) can be reexpressed as

\[
\frac{3\sqrt{5}}{11} \{M_y = \frac{1}{2\sqrt{8}} \begin{bmatrix} 2 & \frac{\sqrt{5}}{\sqrt{11}} \omega z_{1,y} [c(\frac{y}{11}) + is] & \frac{\sqrt{5}}{\sqrt{11}} \omega z_{1,y} [c(\frac{y}{11}) - is] \\ \frac{\sqrt{5}}{\sqrt{11}} \omega z_{1,y} [c(\frac{y}{11}) - is] & -1 - 2\cos(\omega) z_{5,y} & (c^2 + s^2\omega^2) z_{2,y} \\ \frac{\sqrt{5}}{\sqrt{11}} \omega z_{1,y} [c(\frac{y}{11}) + is] & (c^2 + s^2\omega^2) z_{2,y} & -1 - 2\cos(\omega) z_{5,y} \end{bmatrix} \} \tag{A.7}
\]

for any \( y \neq 0 \). Next, for any \( y \neq 0 \), we conjugate (A.7) by the \( 3 \times 3 \) diagonal unitary matrix \( D_y \) whose (1,1), (2,2) and (3,3) entries are 1, \( \frac{1}{\sqrt{11}} \omega z_{1,y} \) and \( \frac{1}{\sqrt{11}} \omega z_{1,y} \), respectively. In particular, the (3,2) entry of the resulting matrix is

\[
\frac{3\sqrt{5}}{11} \{D_y M_y D_y^* \} (3,2) = \frac{3\sqrt{5}}{11} \{D_y (3,3)(M_y) (3,1) D_y (2,2) \}
\]

\[
= \frac{1}{2\sqrt{8}} \sqrt{\frac{1}{\sqrt{11}} \omega z_{1,y} (c^2 + s^2\omega^2) z_{2,y}} \frac{1}{\sqrt{11}} \omega z_{1,y} = \frac{1}{2\sqrt{8}} (c^2 + s^2\omega^2) \frac{1}{z_{2,y}}.
\]

From this, it follows that

\[
\frac{3\sqrt{5}}{11} \{D_y M_y D_y^* = \frac{1}{2\sqrt{8}} \begin{bmatrix} 2 & \sqrt{\frac{1}{\sqrt{11}} [c(\frac{y}{11}) + is]} & \sqrt{\frac{1}{\sqrt{11}} [c(\frac{y}{11}) - is]} \\ \sqrt{\frac{1}{\sqrt{11}} [c(\frac{y}{11}) - is]} & -1 - 2\cos(\omega) z_{5,y} & (c^2 + s^2\omega^2) z_{2,y} \\ \sqrt{\frac{1}{\sqrt{11}} [c(\frac{y}{11}) + is]} & (c^2 + s^2\omega^2) z_{2,y} & -1 - 2\cos(\omega) z_{5,y} \end{bmatrix} \} \tag{A.8}
\]

for any \( y \neq 0 \). To simplify this even further, for each \( y \neq 0 \), we multiply (A.8) on both the left and right by the \( 3 \times 3 \) diagonal unitary matrix \( \Delta_y \) whose (1,1), (2,2) and (3,3) entries are 1, \( c(\frac{y}{11}) - is \) and \( c(\frac{y}{11}) + is \), respectively. (We caution that \( \Delta_y \) is not self-adjoint, and so this is not
conjugation by $\Delta_y$, but nevertheless preserves the property of being unitary.) In particular, since $[c(\frac{\pi}{11})\pm is]^{-1} = c(\frac{\pi}{11}) \mp is$ and $[c(\frac{\pi}{11}) \pm is]^2 = c^2 - s^2 \pm 2ics(\frac{\pi}{11})$ for all $y \neq 0$, this yields

$$3\sqrt{\frac{5}{11}} \Delta_y D_y M_y D^*_y \Delta_y = \frac{1}{\sqrt{5}} \begin{bmatrix} 1 & \sqrt{2} & \sqrt{2} \\ \sqrt{2} & \frac{-1-2cs \text{Im}(\omega)z_{5,y}}{2[c^2-s^2+2ics(\frac{\pi}{11})]} & \frac{(c^2\omega^2+s^2)z_{1,y}^2}{2z_{2,y}} \\ \sqrt{2} & -\frac{1-2cs \text{Im}(\omega)z_{5,y}}{2[c^2-s^2+2ics(\frac{\pi}{11})]} & \frac{(c^2\omega^2+s^2)z_{1,y}^2}{2z_{2,y}} \end{bmatrix}, \quad (A.9)$$

for any $y \neq 0$. To summarize, to show that our harmonic $\text{TFF}(11,11,3)$ here is an EITFF, it suffices to show that (A.9) is a unitary matrix for all $y \neq 0$. We will prove something stronger, namely that for the appropriate choices of $\chi$ and $\theta$, (A.9) is some fixed real-symmetric orthogonal matrix regardless of $y \neq 0$, namely that

$$\frac{3\sqrt{\frac{5}{11}} \Delta_y D_y M_y D^*_y \Delta_y := \frac{1}{\sqrt{5}} \begin{bmatrix} 1 & \sqrt{2} & \sqrt{2} \\ \sqrt{2} & \frac{1+\sqrt{5}}{2} & \frac{-1-\sqrt{5}}{2} \\ \sqrt{2} & \frac{-1-\sqrt{5}}{2} & \frac{-1+\sqrt{5}}{2} \end{bmatrix}, \quad (A.10)$$

for all $y \neq 0$. Comparing (A.9) and (A.10), it suffices to show that for some $\chi$ and $\theta$, the following two equations hold for all $y \neq 0$:

$$-1 - 2cs \text{Im}(\omega)z_{5,y} = (-1 + \sqrt{5})[c^2 - s^2 + 2ics(\frac{\pi}{11})], \quad (A.11)$$

$$(c^2\omega^2 + s^2)z_{1,y}^2 = (-1 - \sqrt{5})z_{2,y}. \quad (A.12)$$

(To be clear, $z_{n,y} := \langle \gamma_y, \chi^n \rangle_\chi$ depends on one’s choice of $\chi$, and thus so does $\omega = \frac{2\pi}{z_{1,1}}$.) We choose $\theta = \frac{2\pi}{5}$, implying $c = \cos(\frac{2\pi}{5}) = \frac{1}{4}(\sqrt{5} - 1)$, $s = \sin(\frac{2\pi}{5}) = \frac{1}{8}(10 + 2\sqrt{5})$ and also $c^2 = \frac{1}{8}(3 - \sqrt{5})$, $s^2 = \frac{1}{8}(5 + \sqrt{5})$, $(-1 + \sqrt{5})(c^2 - s^2) = (-1 + \sqrt{5})\frac{1}{4}(1 - 1 - \sqrt{5}) = -1. \quad (A.12)$

Simplifying (A.11) with (A.12), we see that it suffices to show that for some $\chi$,

$$- \text{Im}(\omega)z_{5,y} = (-1 + \sqrt{5})i(\frac{\pi}{11}),$$

$$\frac{1}{8}(3 - \sqrt{5})\omega^2 + (5 + \sqrt{5})z_{1,y}^2 = (-1 - \sqrt{5})z_{2,y},$$

for all $y \neq 0$. Now note that for any $y \neq 0$, (A.6) gives

$$z_{5,y} = \chi^3(y)z_{5,1} = (\frac{\pi}{11})z_{5,1}, \quad z_{1,y}^2 = |\chi(y)z_{1,1}|^2 = \chi^2(y)z_{1,1}^2, \quad z_{2,y} = \chi^2(y)z_{2,1,1}.$$

Using this to simplify the previous equations reveals that it suffices to prove that the following two equations hold for some choice of $\chi$; notably, these equations are independent of $y$:

$$- \text{Im}(\omega)z_{5,1} = (-1 + \sqrt{5})i, \quad (A.13)$$

$$\frac{1}{8}(3 - \sqrt{5})\omega^2 + (5 + \sqrt{5})z_{1,1}^2 = (-1 - \sqrt{5})z_{2,1,1}. \quad (A.14)$$

It will turn out that (A.13) and (A.14) hold, for example, for the standard generator $\chi$ of $\hat{F}_{11}$ that arises from the fact that $2$ is a generator for $\hat{F}_{11}$, namely for $\chi(2^m) := \exp(\frac{2im}{10})$ for all $m \in \mathbb{Z}$. Assume this for the moment. Then (A.10) holds for all $y \neq 0$, and so by Theorem (A.10)(a) the
resulting harmonic TFF(11,11,3) is an EITFF. Remarkably, this EITFF(11,11,3) is real, as we now explain. Borrowing \(\{25\}\) from the proof of Theorem 3.9 we see that the isometries \(\{\Phi_{y_1}, \Phi_{y_2}\}\) of our harmonic EITFF(11,11,3) satisfy \(\Phi_{y_1}^* \Phi_{y_2} = \frac{1}{i} M_{y_1 - y_2}\) for all \(y_1, y_2 \in F_{11}\). Moreover, for any \(y \in F_{11}\), (A.3) and (A.5) imply that there exists \(d \in \mathbb{R}\) and \(e, f, g, h \in \mathbb{C}\) such that

\[
M_y = \begin{bmatrix}
d & e \\
f & g \\
h & i
d & \sqrt{2} Re(e) \\
f & Re(g) + Re(h) Im(m) - Im(h) \\
h & -Re(m) - Im(g) - Im(h) Re(g) - Re(h)
\end{bmatrix}.
\]

Conjugating any matrix of this form by \(U := \frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{2} & 0 & 0 \\
0 & 1 & 1 \\
0 & i & -i
\end{bmatrix}\) yields a real matrix:

\[
\frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{2} & 0 & 0 \\
0 & 1 & 1 \\
0 & i & -i
\end{bmatrix} \begin{bmatrix}
d & e \\
f & g \\
h & i
d & \sqrt{2} Re(e) \\
f & Re(g) + Re(h) Im(m) - Im(h) \\
h & -Re(m) - Im(g) - Im(h) Re(g) - Re(h)
\end{bmatrix} \frac{1}{\sqrt{2}} \begin{bmatrix}
\sqrt{2} & 0 & 0 \\
0 & 1 & 1 \\
0 & i & -i
\end{bmatrix} = \begin{bmatrix}
d & \sqrt{2} Re(e) - \sqrt{2} Im(e) \\
f & Re(g) + Re(h) Im(m) - Im(h) \\
h & -Re(m) - Im(g) - Im(h) Re(g) - Re(h)
\end{bmatrix}.
\]

Thus, \(\{\Phi_y U^*\}_{y \in F_{11}}\) is an (alternative) sequence of isometries for our harmonic EITFF(11,11,3) whose cross-Gram matrices are real, having \(\Phi_y U^* \Phi_{y_2} U^* = U \Phi_y^* \Phi_{y_2} U^* = \frac{3}{\Pi} U M_{y_1 - y_2} U^*\) for any \(y_1, y_2 \in F_{11}\), implying this harmonic EITFF(11,11,3) is itself real. Alternatively but equivalently, the interested reader can verify that the alternate projections \(\{Uy_{x}^* U^*\}_{x \in F_{11}}\) satisfy the condition of Theorem 3.9(c), despite the fact that the original projections \(\{P_x\}_{x \in F_{11}}\) do not.

It remains to prove (A.13) and (A.14). Recall that we have now chosen a particular generator \(\chi\) of the Pontryagin dual of \(F_{11}^\times\), defined by \(\chi(2^m) := \exp(\frac{2 \pi i m}{11})\) for all \(m \in \mathbb{Z}\). That is, letting \(a := \exp(\frac{2 \pi i}{11})\), \(\chi\) maps \(F_{11}^\times\) into \(\mathbb{T}\) as follows:

\[
\{1, 2, 3, 4, 5, 6, 7, 8, 9, 10\} \mapsto \{1, -a, a, a^2, -a^2, -a, -a^3, a^3, -1\}.
\]

Further recall that we have associated an additive character \(\gamma_y\) of \(F_{11}\) to any \(y \in F_{11}\), defined by \(\gamma_y(x) := \exp(\frac{2 \pi i x}{11}) = b^x y\) for all \(x \in F_{11}\), where \(b := \exp(\frac{2 \pi i}{11})\). For any integer \(n\) we thus have

\[
z_{n,1} := \langle \gamma_1, \chi^n \rangle = \sum_{x \in F_{11}^\times} \gamma(x) \chi^n(x) = [b^{10} + (-1)^n b] + a^n [b^7 + (-1)^n b^4] + a^{2n} [b^6 + (-1)^n b^5] + a^{3n} [b^5 + (-1)^n b^9] + a^{4n} [b^8 + (-1)^n b^3].
\]

In particular, letting \(n\) be 1, 2, 5 and 6 gives

\[
\begin{align*}
z_{1,1} &= (b^{10} - b) + a(b^7 - b^4) + a^2(b^6 - b^5) + a^3(b^5 - b^9) + a^4(b^8 - b^3), \\
z_{2,1} &= (b^{10} + b) + a^2(b^7 + b^4) + a^3(b^6 + b^5) + a^4(b^5 + b^9) + a^3(b^8 + b^3), \\
z_{5,1} &= (b^{10} - b) + (b^7 - b^4) + (b^6 - b^5) + (b^2 - b^9) + (b^8 - b^3), \\
z_{6,1} &= (b^{10} + b) + (b^7 + b^4) + (b^6 + b^5) + (b^8 - b^9) + a^4(b^8 + b^3),
\end{align*}
\]

respectively. Our goal here is to prove that these four quantities satisfy two particular algebraic relationships, namely (A.13) and (A.14). From (A.2), recall that these four numbers have modulus \(\sqrt{11}\). Since clearly \(z_{5,1} = z_{5,1}\) implies \(z_{5,1} \in \{\sqrt{11}, -\sqrt{11}\}\). To proceed, we note that in fact, \(z_{5,1} = -\sqrt{11}\): since \(11 \equiv 3 \mod 4\), the classical theory of quadratic Gauss sums gives

\[
\sqrt{11} = \sum_{x \in F_{11}} \exp\left(\frac{2 \pi i x^2}{11}\right) = 1 + 2(b + b^3 + b^4 + b^5 + b^9);
\]

\[38\]
subtracting $0 = \sum_{n=0}^{10} b^n$ from this, and comparing the result against (A.17) gives $\sqrt{11i} = z_{31,1}$. As such, (A.13) equates to having $\text{Im}(\omega) = -\frac{\sqrt{2}}{\sqrt{5}}$, where $\omega := \frac{26i}{27,1}$. We now claim something which both immediately implies this fact—and so (A.13)—and will help us prove (A.14), namely that

$$\sqrt{11i}_{27,1} = \sqrt{11i} = (1 - \sqrt{5}) + i\sqrt{5 + 2\sqrt{5}} = 1 + 2a^2 - 2a^4. \quad (A.20)$$

The right-hand equality of (A.20) involves trigonometry: since $\exp(\frac{2i\pi}{5}) = a$ and $\exp(\frac{2i\pi}{10}) = -a^3$,

$$\frac{1}{2}(a + a^4) = \cos\left(\frac{2\pi}{5}\right) = \frac{1}{4}(1 + \sqrt{5}), \quad \frac{1}{2}(a - a^4) = \sin\left(\frac{2\pi}{5}\right) = \frac{1}{4}\sqrt{10 + 2\sqrt{5}}, \quad (A.21)$$

implying

$$\sqrt{5 + 2\sqrt{5}} = \sqrt{10 + 2\sqrt{5}} \cdot \sqrt{3 + \sqrt{5}} = 4 \sin\left(\frac{2\pi}{5}\right) \cos\left(\frac{\pi}{10}\right) = \frac{1}{4}(a - a^4)(-a^3 - a^2);$$

combining these identities with the fact that $0 = \sum_{n=0}^{4} a^n$ gives

$$(1 - \sqrt{5}) + i\sqrt{5 + 2\sqrt{5}} = -2(a + a^4) + (a - a^4)(-a^3 - a^2) = -a + a^2 - a^3 - 3a^4 = 1 + 2a^2 - 2a^4,$$

as claimed. In light of this, (A.19) and the fact that $\omega := \frac{26i}{27,1}$, (A.20) holds if and only if

$$[1 + 2(b + b^3 + b^4 + b^5 + b^9)]_{z_{6,1}} = (1 + 2a^2 - 2a^4)_{z_{31,1}} = 0. \quad (A.22)$$

By (A.15) and (A.18), all the quantities in (A.22) lie in the field $\mathbb{Q}[\exp(\frac{2i\pi}{5})]$, meaning this equation can be verified via cyclotomy. In detail, by (A.15)

$$(1 + 2a^2 - 2a^4)_{z_{31,1}} = (1 + 2a^2 - 2a^4)[(b^{10} - b) + a(b^7 - b^4) + a^2(b^6 - b^5) + a^3(b^2 - b^6) + a^4(b^8 - b^3)] = -(b + 2b^2 + 2b^4 - 2b^7 - 2b^9 + b^{10}) + a(-2b^3 - b^4 + 2b^5 - 2b^6 + b^7 + 2b^8) + a^2(-2b - 2b^2 - b^5 + b^6 + 2b^9 + 2b^{10}) + a^3(b^2 + 2b^3 - 2b^4 + 2b^7 - 2b^8 - b^9) + a^4(2b - b^3 - 2b^5 + 2b^6 + b^8 - 2b^{10}),$$

while by (A.18),

$$(1 + 2(b + b^3 + b^4 + b^5 + b^9)]_{z_{6,1}} = [1 + 2(b + b^3 + b^4 + b^5 + b^9)]([(b^{10} + b) + a(b^7 + b^4) + a^2(b^6 + b^5) + a^3(b^2 + b^6) + a^4(b^8 + b^3)] = (2 + b + 4b^2 + 2b^3 + 4b^4 + 2b^5 + 2b^6 + 2b^8 + 2b^{10}) + a(2 + 2b + 2b^2 + b^4 + 4b^5 + 3b^7 + 4b^8 + 2b^9 + 2b^{10}) + a^2(2 + 2b + 2b^2 + b^4 + 3b^5 + 2b^6 + 2b^7 + 2b^8 + 4b^9 + 2b^{10}) + a^3(2 + 2b + 2b^2 + 4b^3 + 2b^4 + 2b^5 + 4b^6 + 2b^7 + b^9 + 2b^{10}) + a^4(2 + 4b + 2b^2 + b^3 + 2b^4 + 4b^6 + 2b^7 + 3b^8 + 2b^{5}),$$
and subtracting the former from the latter gives exactly

\[
[1 + 2(b + b^3 + b^4 + b^5 + b^6)]z_{6,1} - (1 + 2a^2 - 2a^4)z_{1,1} = 2\left(\sum_{n=0}^{4} a^n\right)\left(\sum_{n=0}^{10} b^n\right) = 0,
\]

namely (A.22). Having (A.20) and so (A.13), we turn to the proof of (A.14), which equates to having

\[
(-1 + \sqrt{5}[(3 - \sqrt{5})a^2 + (5 + \sqrt{5})]z_{1,1}^2 + 32z_{2,1} = 0.
\]

(A.23)

Here, squaring (A.20) gives

\[
-11a^2 = (1 + 2a^2 - 2a^4)^2 = 1 - 8a + 4a^2 + 4a^4 = -3 - 12a - 4a^4,
\]

while (A.21) gives \(\sqrt{5} = 1 + 2a + 2a^3\), and so the coefficient of \(z_{1,1}^2\) in (A.23) can be expressed as:

\[
(-1 + \sqrt{5}[(3 - \sqrt{5})a^2 + (5 + \sqrt{5})])n(3 + 12a + 4a^4 + (6 + 2a + 2a^4]) = \frac{32}{3}(2 - a - 2a^3).
\]

Thus, (A.14) equates to (A.23) which equates to having

\[
(2 - a - 2a^3)z_{1,1}^2 + 11z_{2,1} = 0.
\]

(A.24)

Here, directly squaring (A.13) gives

\[
z_{1,1}^2 = (-2 - 2b + b^2 + 2b^3 + 2b^5 + b^6 + b^7 - b^8)
+ a(-2 - 2b^2 + b^4 + 2b^5 + b^6 + b7 - b^8)
+ a^2(-2 + 2b + b^3 - 2b^4 - 2b^7 + b^8 + b^10)
+ a^3(-2 + 2b^2 - 2b^3 + b^5 + b^6 - 2b^8 + b^9)
+ a^4(-2 + b + b^4 - 2b^5 - b^6 + 2b^7 + b^10).
\]

Multiplying this by \(2 - a - 2a^3\) gives

\[
(2 - a - 2a^3)z_{1,1}^2 = (2 - 9b + 2b^2 + 2b^3 + 2b^4 + 2b^5 + 2b^6 + 2b^7 + b^8 + 2b^9 - 9b^{10})
+ a(2 + 2b + 2b^2 + 2b^3 - 9b^4 + 2b^5 + b^6 + b^7 - 9b^8 + 2b^9 + 2b^{10})
+ a^2(2 + 2b + 2b^2 - 9b^4 + 2b^5 + 2b^6 + b^7 - 9b^8 + 2b^9 + 2b^{10})
+ a^3(2 + 2b + 2b^2 - 9b^4 + 2b^5 + 2b^6 + b^7 - 9b^8 + 2b^9 + 2b^{10})
+ a^4(2 + 2b + 2b^2 - 9b^4 + 2b^5 + 2b^6 + b^7 - 9b^8 + 2b^9 + 2b^{10}),
\]

and comparing this to (A.10) gives \((2 - a - 2a^3)z_{1,1}^2 + 11z_{2,1} = 2\sum_{m=0}^{4} a^m\sum_{n=0}^{10} b^n = 0\), namely (A.24) and so (A.14).

Despite some effort, we have not yet been able to generalize the construction of Theorem 4.3 in a way that yields other EITFFs. We leave this problem for future work, but do note one remarkable aspect of its construction that went unmentioned in the above proof: for any \(y \neq 0\), it is straightforward to explicitly compute \(\frac{32}{3}M_yD_yD_y^\dagger\) from (A.10), and to then in turn show that the cube of this matrix is \(-I\). Equivalently, for any \(y \neq 0\), we have that \(M_y\) has trace zero, and has a (real) negative eigenvalue. Whereas the former is a consequence of Theorem 4.3(d) and the fact that \(\text{rank}(P_x) = 1\) for all \(x \in F_{11}\), the latter seems truly remarkable.