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Abstract

Tensor train (TT) decomposition, a powerful tool for analyzing multidimensional data, exhibits superior performance in many machine learning tasks. However, existing methods for TT decomposition either suffer from noise overfitting, or require extensive fine-tuning of the balance between model complexity and representation accuracy. In this paper, a fully Bayesian treatment of TT decomposition is employed to avoid noise overfitting, by endowing it with the ability of automatic rank determination. In particular, theoretical evidence is established for adopting a Gaussian-product-Gamma prior to induce sparsity on the slices of the TT cores, so that the model complexity is automatically determined even under incomplete and noisy observed data. Furthermore, based on the proposed probabilistic model, an efficient learning algorithm is derived under the variational inference framework. Simulation results on synthetic data show the success of the proposed model and algorithm in recovering the ground-truth TT structure from incomplete noisy data. Further experiments on real-world data demonstrate the proposed algorithm performs better in image completion and image classification, compared to other existing TT decomposition algorithms.
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1. Introduction

Driven by the increasing demand for multidimensional big data analysis, tensor decomposition has come up as an emerging technique that shows superior performance in a variety of data analytic tasks, including image completion [1, 2, 3, 4], classification [5, 6, 7], and neural network compression [8, 9, 10]. Among the many tensor decomposition formats, the tensor train (TT) decomposition has made remarkable success in the above-mentioned applications owing to its particular algebraic format. In addition to multidimensional data mining, TT decomposition has witnessed a unique advantage in solving originally formidable large scale optimization problems by reformulating them using the TT format with suitable TT ranks, thus significantly saving the computational resources [11, 12, 13, 14, 15].

A number of algorithms have been put forward to solve the TT decomposition problems from the perspective of multi-linear algebra and optimization. For example, if the tensor is fully observed, TT-SVD [16] finds the TT cores based on truncated SVDs to the unfolding data matrices of the observed tensor. Although simple to implement, it cannot handle missing data, and is prone to overfitting of noises when the required reconstruction accuracy is set too high. On the other hand, when a tensor is not fully observed, alternating optimization methods, which update one TT-core in each iteration while keeping others fixed, are often adopted [17, 18, 19, 20]. However, these methods require the knowledge of TT structure, or TT ranks explicitly, which unfortunately is unknown in practice. To bypass the challenge of presetting TT ranks, recent works [2, 21] proposed a low-rank pursuing scheme, which targets at minimizing the weighted TT ranks, or incorporates the optimization of the TT ranks in a regularization term. While the tensor structure is not a prerequisite anymore, these schemes require fine-tuning the weightings in the objective function or regularization parameters, which may take different values under different applications, thus being very time-consuming in finding the right set of parameters.

Therefore, it becomes a crucial problem to determine the TT model complexity, i.e., TT ranks, to avoid overfitting. To overcome this challenge, Bayesian method, which has been shown to effectively avoid noise overfitting without parameter fine-tuning [22, 3, 23, 24], would be helpful. However, existing Bayesian models cannot be straightforwardly extended to the TT format because of TT’s unique algebraic structure in the coupling of adjacent TT cores through the ranks. Fortunately, we might draw some inspirations
from Bayesian Tucker Decomposition (TD) [24], where the ranks of different factor matrices are coupled in the central core tensor.

In particular, extending the modeling in Bayesian TD, we adopt a Gaussian-product-Gamma prior for the TT model, where the variance of each element of the TT cores is determined by two hyper Gamma distributed parameters. With the model for probabilistic TT decomposition established, variational inference is adopted to approximate the posterior distribution of the unknown parameters. The contribution of this paper includes:

- A Gaussian-product-Gamma prior is adopted for tensor train representation. Different from previous works using similar models [24, 25], it is proved for the first time that such model could theoretically lead to sparsity in TT slices, thus establishing the legitimacy of such modeling.

- The proposed variational inference algorithm can automatically select the TT ranks, thus determining a suitable model complexity, which helps to achieve high recovery accuracy even in the presence of noise.

- Extensive experimental results on synthetic data and real-world datasets have demonstrated the superior performance of the proposed algorithm in multiple applications, namely RGB and hyper-spectral image completion with random and structured missing data, and image classification, over the recent TT decomposition algorithms.

A conference version of this work is in [26]. This paper significantly extends the results in [26] with the following technical and practical contributions: i) Thorough theoretical analyses and proofs are provided to explain the proposed probabilistic model. ii) Insights on the updating equations are provided, which inspires a new and straightforward strategy of rank selection with a convergence guarantee. iii) The complexity of the proposed algorithm is analysed, together with the derivation of an efficient update equation that substantially reduces the computation when the data are fully observed. iv) More comprehensive experimental assessments are presented, including validation of the accuracy of rank estimation on synthetic data, and image completion under different noise/missing patterns on different datasets.

The rest of the paper is organized as follows. Section 2 gives a brief review on the TT decomposition and Bayesian methods. Section 3 analyzes the Gaussian-product-Gamma distribution and shows how it is adopted in the TT model. The inference algorithm is presented in Section 4. Numerical results are reported in Section 5 and the conclusions are drawn in Section 6.
Notation: Boldface lowercase and uppercase letters are used to denote vectors and matrices, respectively. Boldface capital calligraphic letters are used for tensors. \( I_n \) denotes the identity matrix with size \( n \times n \). Notation \( \text{diag}(\mathbf{a}) \) is a diagonal matrix, with \( \mathbf{a} \) on its diagonal. An element of a matrix or tensor is specified by the subscript, e.g., \( Y_{i,j,k} \) denotes the \((i, j, k)\)-th element of tensor \( Y \), while \( Y_{:,k} \) includes all elements in the first and second modes with \( k \) fixed at the third mode. The operator \( \otimes \) denotes the Kronecker product, and \( \circ \) denotes the entry-wise product of two tensors with the same size. \( \mathbb{E}[\cdot] \) represents the expectation of the variables. \( \mathcal{N}(\mu, \Sigma) \) denotes the Gaussian distribution with mean \( \mu \) and variance \( \Sigma \), and \( \text{Gamma}(\alpha, \beta) \) denotes the Gamma distribution with shape \( \alpha \) and rate \( \beta \).

2. Preliminaries

2.1. Tensor Train Decomposition

A \( D \)-th order tensor \( \mathbf{X} \in \mathbb{R}^{J_1 \times \cdots \times J_D} \) can be represented in the tensor train format as

\[
\mathbf{X}_{j_1,j_2,...,j_D} = \sum_{r_2=1}^{R_2} \cdots \sum_{r_D=1}^{R_D} \mathbf{g}^{(1)}_{r_2,j_1} \cdots \mathbf{g}^{(D)}_{r_D,j_D} \\
= \mathbf{g}^{(1)}_{j_1} \circ \mathbf{g}^{(2)}_{j_2} \cdots \circ \mathbf{g}^{(D)}_{j_D} \\
\triangleq \ll \mathbf{g}^{(1)}_{j_1}, \mathbf{g}^{(2)}_{j_2}, \ldots, \mathbf{g}^{(D)}_{j_D} \gg_{j_1,j_2,...,j_D}.
\]

From the first line of (1), it is stated that the \((j_1, j_2, \ldots, j_D)\)-th element of the \( D \)-th order tensor can be expressed as a multiple summation of the product of elements from a number of 3-dimensional tensors \( \{ \mathbf{g}^{(d)} \in \mathbb{R}^{R_d \times R_{d+1} \times J_d} : d = 1, \ldots, D \} \), known as TT cores, with their size parameters \( \{ R_d \}_{d=1}^{D+1} \) termed as TT ranks.

Figure 1: An example of the tensor train decomposition.
(with \( R_1 \) and \( R_{D+1} \) fixed as 1). Furthermore, from the second line of (1), it can be seen that \( \mathbf{X}_{j_1, j_2 \ldots j_D} \) can also be interpreted as consecutive matrix products among frontal matrix slices in the TT cores. For the TT ranks \( \{ R_d \}_{d=1}^{D+1} \), they control the size of TT cores, and thus are deemed as the hyper-parameters that controls the model complexity. An example of the TT decomposition of a 3rd-order tensor is illustrated in Fig. 1. In particular, \( \mathbf{X}_{2,3,1} = \mathbf{G}_{:,2}^{(1)} \mathbf{G}_{:,3}^{(2)} \mathbf{G}_{:,1}^{(3)} \) is highlighted in the figure, where the associated matrix slice index in the \( d \)-th TT core is the same as the \( d \)-th index of \( \mathbf{X}_{2,3,1} \).

Consequently, the goal of TT decomposition/completion is to learn \( 3 \)-dimensional tensor cores \( \{ \mathbf{G}^{(d)} \}_{d=1}^{D} \) from the \( D \)-dimensional tensor data \( \mathbf{Y} \), with the following optimization problem [16, 17, 18, 19, 20]:

\[
\min_{\mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \ldots, \mathbf{G}^{(D)}} \left\| \mathcal{O} \circ \left( \mathbf{Y} - \ll \mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \ldots, \mathbf{G}^{(D)} \gg \right) \right\|_F^2, \tag{2}
\]

where \( \mathcal{O} \) is the observation tensor with its element being 1 if the corresponding data element is observed and 0 otherwise.

### 2.2. Bayesian Model in Matrix and Tensor Factorization

The Gaussian-Gamma distribution is commonly used in Bayesian modeling for matrix and tensor factorization. Taking matrix decomposition \( \mathbf{U} = \mathbf{B} \mathbf{A}^T \) as an example, in which \( \mathbf{U} \in \mathbb{R}^{M \times N}, \mathbf{B} \in \mathbb{R}^{M \times L} \) and \( \mathbf{A} \in \mathbb{R}^{N \times L} \). A common prior modeling is to assume each column of the factor matrix \( \mathbf{A} \) and \( \mathbf{B} \) follows a zero-mean Gaussian distribution with its precision following a Gamma distribution [22]. Mathematically,

\[
p(\mathbf{A}) = \prod_{\ell=1}^{L} \mathcal{N}(\mathbf{A}_{:,\ell} | 0, \lambda_{\ell}^{-1} \mathbf{I}_N)
\]

\[
p(\mathbf{B}) = \prod_{\ell=1}^{L} \mathcal{N}(\mathbf{B}_{:,\ell} | 0, \lambda_{\ell}^{-1} \mathbf{I}_M),
\]

\[
p(\mathbf{\lambda}) = \prod_{\ell=1}^{L} \text{Gamma}(\mathbf{\lambda}_{\ell} | \alpha_{\ell}, \beta_{\ell}), \tag{3}
\]

in which \( \mathbf{\lambda}_{\ell} \) serves as the precision of factors \( \mathbf{A}_{:,\ell} \) and \( \mathbf{B}_{:,\ell} \). An important property of (3) is that the marginal distribution of \( \mathbf{A}_{:,\ell} \) and \( \mathbf{B}_{:,\ell} \) is a student’s t distribution [27]. With \( \alpha_{\ell} \) and \( \beta_{\ell} \) tending to zero, the marginal distribution
will highly peak at zero and have a heavy tail, which indicates the prior belief that the many elements in $A$ and $B$ are zero. Moreover, during the inference procedure, it is found that very large $\lambda_\ell$ leads $A_{\cdot,\ell}$ and $B_{\cdot,\ell}$ close to zero, which induces group sparsity in columns of $A$ and $B$ and therefore facilitates low-rank matrix decomposition. Similar modeling can be found in tensor canonical polyadic decomposition (CPD) [3, 23], which is a high order extension of matrix decomposition. Applications using the above sparsity promoting prior modeling have shown that it can reduce noise overfitting and determine the model complexity at the same time.

However, this model is not suitable for the TT decomposition, since matrix factorization or tensor CPD is only controlled by a single rank, while TT decomposition consists of multiple ranks $\{R_2, \ldots, R_D\}$, with each rank constraining the dimensions of two adjacent TT cores. Take the 3rd-order tensor in Fig. 1 as an example, the intermediate TT core $G^{(2)}$ interacts with both $G^{(1)}$ and $G^{(3)}$, with its size determined by $R_2$ as well as $R_3$. To extend the idea in (3) to the TT decomposition, a strategy similar to Bayesian Tucker Decomposition [24] may be employed. The idea is that the precision of the coupled components is represented as multiplication of the Gamma variables. However, currently there is no theoretical guarantee for such modeling. Therefore, in the next section, we will first investigate such a model, which we term Gaussian-product-Gamma model, in the uni-variate case, then apply it on TT decomposition and see how TT decomposition benefits from it.

3. Probabilistic Model for tensor train representation

3.1. Theoretical Analysis for Gaussian-Product-Gamma Model

As discussed in Section 2.2 to extend the traditional Gaussian-Gamma prior for TT decomposition, the Gaussian-product-Gamma prior will be adopted, with its univariate form given by

$$p(x|\lambda_1, \lambda_2) = \mathcal{N}(x|0, (\lambda_1 \lambda_2)^{-1}),$$
$$p(\lambda_1) = \text{Gamma}(\lambda_1|\alpha_1, \beta_1),$$
$$p(\lambda_2) = \text{Gamma}(\lambda_2|\alpha_2, \beta_2).$$

(4)

Although empirically shown to be effective in denoising and rank selection [24, 25], the effect of the product of precision parameters on the Gaussian-Gamma prior pair has never been theoretically analyzed. As the prior (4)
will be assigned to each element of the TT cores in the next subsection, we start to gain more insights into this prior by establishing the following propositions.

**Proposition 1.** The Gamma distribution is conditionally conjugate to the Gaussian distribution in (4). That is,

$$p(\lambda_1 | x, \lambda_2, \alpha_1, \beta_1, \alpha_2, \beta_2) = \text{Gamma}(\lambda_1 | \alpha_1 + \frac{1}{2}, \frac{\lambda_2}{2} x^2 + \beta_1),$$

and a similar result holds for $\lambda_2$. While (5) is not the full conjugate property, it still ensures a closed-form update in the inference procedure.

**Proof:** Firstly, multiplying the equations in (4), the joint distribution of $x, \lambda_1$ and $\lambda_2$ is obtained as

$$P(x, \lambda_1, \lambda_2 | \alpha_1, \beta_1, \alpha_2, \beta_2)$$

$$= \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2}}{\sqrt{2\pi \Gamma(\alpha_1) \Gamma(\alpha_2)}} \lambda_1^{\alpha_1 - \frac{1}{2}} \lambda_2^{\alpha_2 - \frac{1}{2}}$$

$$\times \exp\left\{ - \left( \frac{\lambda_1 \lambda_2}{2} x^2 + \beta_1 \lambda_1 + \beta_2 \lambda_2 \right) \right\}. \quad (6)$$

Then $\lambda_1$ can be integrated out by observing that the joint distribution (6) with respect to $\lambda_1$ follows the form of a Gamma distribution, with shape and
rate parameters being $\alpha_1 + \frac{1}{2}$ and $\frac{\lambda_2 x^2}{2} + \beta_1$ respectively, and we obtain

$$P(x, \lambda_2 | \alpha_1, \beta_1, \alpha_2, \beta_2) = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2} \lambda_2^{\alpha_2 - \frac{1}{2}} \Gamma(\alpha_1 + \frac{1}{2}) (\frac{\lambda_2 x^2}{2} + \beta_1)^{-(\alpha_1 + \frac{1}{2})}}{\sqrt{2\pi} \Gamma(\alpha_1) \Gamma(\alpha_2)} \times \exp\{-\beta_2 \lambda_2\}. \quad (7)$$

Finally, (5) is obtained by dividing (6) by (7). □

**Proposition 2.** The prior distribution of $x$ in model (4) is

$$p(x | \alpha_1, \beta_1, \alpha_2, \beta_2) = \frac{\beta_1^{\alpha_1} \beta_2^{\alpha_2} \Gamma(\alpha_1 + \frac{1}{2}) (\frac{\sqrt{\lambda_2} x}{2} + \beta_1)^{-(\alpha_1 + \frac{1}{2})}}{\sqrt{2\pi} \Gamma(\alpha_1) \Gamma(\alpha_2)} \int \exp\{-\beta_2 \lambda_2\} \lambda_2^{\alpha_2 - \frac{1}{2}} (\frac{\sqrt{\lambda_2} x}{2} + \beta_1)^{-(\alpha_1 + \frac{1}{2})} d\lambda_2. \quad (8)$$

*Proof:* Proposition 2 is obtained by further integrating out $\lambda_2$ in (7). □

**Proposition 3.** With the hyperparameter set $\{\alpha_1, \beta_1\}$ or $\{\alpha_2, \beta_2\}$ tends to 0, the prior distribution of $x$ would be proportional to $\frac{1}{|x|}$, which highly peaks at zero, and has a heavy tail.

*Proof:* The result is obtained by observing that the term $(\frac{\sqrt{\lambda_2} x}{2} + \beta_1)^{-(\alpha_1 + \frac{1}{2})}$ in (8) tends to $\frac{1}{\sqrt{\lambda_2 |x|}}$ as $\alpha_1$ and $\beta_1$ both tend to 0. A similar result holds when $\alpha_2$ and $\beta_2$ tend to zero, as another valid form of (8) can be obtained by exchanging the positions of $\{\lambda_1, \alpha_1, \beta_1\}$ and $\{\lambda_2, \alpha_2, \beta_2\}$, which corresponds to the integration of (6) firstly with respect to $\lambda_2$, and $\lambda_1$. □

Proposition 3 can be understood from two perspectives. On one hand, the prior distribution highly peaks at zero, revealing the initial belief that $x$ is most likely to be zero. On the other hand, it has heavy tails, which allows $x$ to take a very large value. Moreover, if such modeling is applied to a set of variables, then most of the variables will become zero, while the remaining few take large values, thus inducing sparsity. An illustration of Property 3 is shown in Fig. 2 which plots the prior distribution of $x$ when $\alpha_1 = \alpha_2 = 10^{-6}, \beta_1 = \beta_2 = 10^{-6}$.

### 3.2. Likelihood and Priors for the Tensor Train Model

The observed tensor can be expressed as

$$\mathcal{A} = \mathcal{O} \circ (\mathcal{Y} + \mathcal{W}), \quad (9)$$
where $\mathbf{Y} = \ll \mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \ldots, \mathbf{G}^{(D)} \gg$ is the ground-truth tensor which is assumed to be in the TT format, and $\mathbf{W}$ is a noise tensor, with each element modeled as independent and identically distributed (i.i.d.) Gaussian variables with mean 0 and precision $\tau$ (i.e., the inverse of the variance). Correspondingly, the logarithm of the likelihood function of the observed tensor is

$$
\ln \left( p(\mathbf{A}|\mathbf{O}, \{\mathbf{G}^{(d)}\}_{d=1}^D, \tau) \right) = \frac{|\Omega|}{2} \ln \tau - \frac{\tau}{2} \left\| \mathbf{O} \circ (\mathbf{A} - \ll \mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \ldots, \mathbf{G}^{(D)} \gg) \right\|_F^2 + \text{const}, \quad (10)
$$

where $\Omega$ denotes the set of indices of the observed entries, and $|\Omega|$ denotes the cardinality of $\Omega$, which equals the number of observed entries.

It is not difficult to see that the result of maximizing (10) will be the same as that of solving problem (2), regardless what the noise variance $\tau^{-1}$ is. However, as discussed in the last section, minimizing the square error works well only when the tensor train ranks are suitably chosen. Thus, instead of maximizing the log-likelihood, we build a hierarchical probabilistic model by treating $\{\mathbf{G}^{(d)}\}_{d=1}^D$ as variables, which enhances the expressive power of the model, and allows automatic rank determination. As has been discussed in the last section, the Gaussian-product-Gamma prior (4) can be adopted for the TT cores to induce sparsity:

$$
p(\mathbf{G}^{(d)}|\lambda^{(d)}, \lambda^{(d+1)}) = \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} \mathcal{N}\left( \mathbf{G}_{k,\ell,:}^{(d)}|0, (\lambda_k^{(d)} \lambda_\ell^{(d+1)})^{-1} \mathbf{I}_{L_d} \right), \forall d \in \{1, 2, \ldots, D\},
$$

$$
p(\lambda^{(d)}|\alpha^{(d)}, \beta^{(d)}) = \prod_{k=1}^{L_d} \text{Gamma}(\lambda_k^{(d)}|\alpha_k^{(d)}, \beta_k^{(d)}), \quad \forall d\{2, \ldots, D\}, \quad (11)
$$

where $\lambda^{(d)} = [\lambda_1^{(d)}, \ldots, \lambda_{L_d}^{(d)}]$ for $d = 2, \ldots, D$, $\lambda^{(1)}$ and $\lambda^{(D+1)}$ are scalars and set as 1 so that the expression in (11) is applicable for the first and last TT cores. Furthermore, $\alpha^{(d)} = [\alpha_1^{(d)}, \ldots, \alpha_{L_d}^{(d)}]$ and $\beta^{(d)} = [\beta_1^{(d)}, \ldots, \beta_{L_d}^{(d)}]$ for $d = 2, \ldots, D$ are hyperparameters of the Gamma distributions, with probabilistic density function $\text{Gamma}(x|\alpha, \beta) = \beta^\alpha x^{\alpha-1} e^{-\beta x}/\Gamma(\alpha)$. In (11)
and (12), \( \{L_d\}_{d=1}^D \) are the assumed TT ranks, which are chosen as large numbers such that automatic selection of important tensor core slices \( G_{k,:,:}^{(d)} \) or \( G_{i,:l,:}^{(d)} \) is possible during model inference. A simple demonstration of the coupling in (11) is depicted in Fig. 3.

For the noise precision \( \tau \) in (10), we model it as a Gamma distribution with hyperparameters \( \alpha_{\tau} \) and \( \beta_{\tau} \):

\[
p(\tau|\alpha_{\tau}, \beta_{\tau}) = \text{Gamma}(\tau|\alpha_{\tau}, \beta_{\tau}).
\] (13)

Since we have no information about the distribution of \( \{\lambda^{(d)}\} \) and \( \tau \), we set \( \alpha^{(d)} = \beta^{(d)} = 10^{-6} \times 1_{L_d \times 1} \) and \( \alpha_{\tau} = \beta_{\tau} = 10^{-6} \) to make (12) and (13) non-informative [28]. The hierarchical probabilistic model for the TT decomposition is shown in Fig. 4.

Notice that the Gaussian-product-Gamma prior for the TT cores is more complicated than that in (4) since the \( \lambda^{(d+1)}_k \) in (11) and (12) controls the \( k \)-th lateral slice of \( G_{k,:,:}^{(d)} \) and the \( k \)-th horizontal slice of \( G_{i,:l,:}^{(d+1)} \), while \( \lambda_1 \) and \( \lambda_2 \) in (4) only controls a univariate \( x \). Despite the difference, the sparsity promoting property still exists as shown in the next subsection.

### 3.3. Sparsity Analysis of the TT Model

To see how the Gaussian-product-Gamma prior modeling benefits the TT decomposition, the marginal distribution of a horizontal or lateral slice of the TT-core can be investigated, and the following proposition holds.  

**Proposition 4.** With \( \alpha^{(d+1)}_{\ell} \) and \( \beta^{(d+1)}_{\ell} \) tend to zero for all \( \ell \), the marginal distribution of the horizontal slice \( G_{k,:,:}^{(d)} \) and the lateral slice \( G_{i,:m,:}^{(d+1)} \) under...
The model (11) and (12) become
\[
p(G^{(d)}_{k,:;:} | \lambda^{(d)}_k) \propto \prod_{\ell=1}^{L_d+1} (\sum_{j_d} G_{k,\ell,j_d}^{(d)} 2^{-j_d})^{-\frac{j_d}{2}},
\]
(14)
\[
p(G^{(d+1)}_{:,m,:} | \lambda^{(d+1)}_{\ell}) \propto \prod_{\ell=1}^{L_{d+1}} (\sum_{j_{d+1}} G_{\ell,m,j_{d+1}}^{(d+1)} 2^{-j_{d+1}})^{-\frac{j_{d+1}}{2}},
\]
(15)
respectively.

**Proof:** Take the row slice \( G^{(d)}_{k,:;:} \) as an example. The joint distribution of all the TT cores and hyperparameters is firstly obtained by multiplying (11) and (12). Integrating out irrelevant TT cores and \( \{\lambda^{(n)}|n \neq d \text{ or } d+1\} \), the following distribution can be obtained
\[
p(G^{(d)}_{k,:;:}, \lambda^{(d)}_k, \lambda^{(d+1)}_{\ell}) \propto \lambda^{(d)}_k \prod_{\ell=1}^{L_{d+1}} \lambda^{(d+1)}_{\ell} \exp \left\{ -\left( \sum_{j_d} G_{k,\ell,j_d}^{(d)} \lambda^{(d)}_k \right)^2 - \left( \sum_{j_{d+1}} G_{\ell,m,j_{d+1}}^{(d+1)} \lambda^{(d+1)}_{\ell} \right)^2 \right\}
\]
\[
\times \prod_{\ell=1}^{L_{d+1}} \lambda^{(d+1)}_{\ell} \exp \left\{ -\left( \sum_{j_d} G_{k,\ell,j_d}^{(d)} \lambda^{(d)}_k \right)^2 - \left( \sum_{j_{d+1}} G_{\ell,m,j_{d+1}}^{(d+1)} \lambda^{(d+1)}_{\ell} \right)^2 \right\} \exp \left\{ -\left( \sum_{j_d} G_{k,\ell,j_d}^{(d)} \lambda^{(d)}_k \right)^2 - \left( \sum_{j_{d+1}} G_{\ell,m,j_{d+1}}^{(d+1)} \lambda^{(d+1)}_{\ell} \right)^2 \right\},
\]
(16)
which is organized to reveal that each \( \lambda^{(d+1)}_{\ell} \) follows a Gamma distribution with a new set of hyperparameters. Further integrating out all \( \lambda^{(d+1)}_{\ell} \), the
joint distribution of $G^{(d)}_{k,:}$ and $\lambda^{(d)}_{k}$ is obtained as

$$
p(G^{(d)}_{k,:}, \lambda^{(d)}_{k}) \propto \lambda^{(d)}_{k} \frac{j_{d}}{2} + \alpha^{(d)}_{k} - 1 \exp \left\{ - \beta^{(d)}_{k} \lambda^{(d)}_{k} \right\}
\times \prod_{\ell=1}^{L_{d+1}} \left( \lambda^{(d)}_{k} \frac{\sum_{j_{d}}^{j_{d}} k_{\ell,j_{d}}}{2} + \beta^{(d+1)}_{\ell} \right)^{- \frac{j_{d}}{2} + \alpha^{(d+1)}_{\ell}}.
$$

(17)

It is observed from (17) that when $\alpha^{(d+1)}_{\ell}$ and $\beta^{(d+1)}_{\ell}$ tend to zero, we obtain (14).

Proposition 4 indicates that with very small hyperparameters $\{\alpha^{(d+1)}_{\ell}\}$ and $\{\beta^{(d+1)}_{\ell}\}$ for $\ell$ from 1 to $L_{d+1}$, the probabilistic density of the prior of the TT core slices $G^{(d)}_{k,:}$ and $G^{(d+1)}_{k,:}$ will mostly concentrate around zero, which leads the posterior of the TT cores to flavor sparse solutions. Moreover, as can be seen in next section, sparsity of slices $G^{(d)}_{k,:}$ and $G^{(d+1)}_{k,:}$ can be achieved simultaneously through $\lambda^{(d+1)}_{k}$, thus reducing the model complexity. A demonstration of (14) with $L_{d+1} = 2$ is shown in Fig. 5a and as a comparison, the marginal distribution under standard Gaussian prior is shown in Fig. 5b.

4. Inference Algorithm

The goal of Bayesian inference is to find the posterior distribution of the unknown variables $\Theta := \{G^{(d)}_{d=1}, \lambda^{(d)}_{d=2}, \tau\}$, and subsequently the marginal distribution of each of the variables. However, since the marginal distribution $p(A) = \int p(A, \Theta) d\Theta$ is difficult to compute due to the complex
model, the posterior \( p(\Theta | \mathcal{A}) = p(\mathcal{A}, \Theta) / p(\mathcal{A}) \) is also intractable. To bypass this problem, we turn to variational inference (VI), which uses a variational distribution \( q(\Theta) \) to approximate the true posterior \( p(\Theta | \mathcal{A}) \), by minimizing their Kullback-Leibler (KL) divergence:

\[
\min_{q(\Theta)} \text{KL}(q(\Theta) \mid \mid p(\Theta | \mathcal{A})) = \int q(\Theta) \ln \frac{q(\Theta)}{p(\Theta | \mathcal{A})} d\Theta. \tag{18}
\]

Mean-field approximation \( q(\Theta) = \prod_{s=1}^{S} q(\Theta_s) \) with \( \Theta_s \subset \Theta, \cup_s^{S} \Theta_s = \Theta \), and \( \Theta_s \cap \Theta_t = \emptyset \) for \( s \neq t \), is commonly adopted to simplify (18). Under this approximation, the optimal variational distribution of each variable set \( \Theta_s \) can be obtained as [29, pp. 737]:

\[
\ln q^*(\Theta_s) = \mathbb{E}_{\Theta \setminus \Theta_s}[\ln p(\mathcal{A}, \Theta)] + \text{const}, \tag{19}
\]

where \( \mathbb{E}_{\Theta \setminus \Theta_s} \) means expectation with respect to \( \Theta \) except \( \Theta_s \). It is obvious that when computing for \( q^*(\Theta_s) \), we need to know \( q(\Theta_t) \) where \( t \neq s \). Therefore, the variational distribution needs to be updated alternatingly for different \( s \). Since (19) is a convex problem with respect to each \( q(\Theta_s) \) [30, pp. 466], the convergence of the iterative updating procedure is guaranteed.

For the proposed TT model, we impose the mean-field approximation as \( q(\Theta) = q(\tau) \prod_{d=1}^{D+1} q(\lambda^{(d)}) \prod_{d=1}^{D} \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} q(\mathcal{G}_{k,\ell,:}^{(d)}) \). Following (19), the closed-form update for each variable set can be derived, with the key steps sketched below and the whole algorithm summarized in Algorithm 1.

**Update \( \mathcal{G}^{(d)} \) from \( d = 1 \) to \( D \)**

Each fiber of the TT core follows a Gaussian distribution

\[
q(\mathcal{G}_{k,\ell,:}^{(d)}) = \prod_{j_d=1}^{J_d} \mathcal{N}(\mathbb{E}[\mathcal{G}_{k,\ell,j_d}^{(d)}], \nu_{\mathcal{G}_{k,\ell,j_d}^{(d)}}).
\]

The variance and mean of each element from the fiber can be derived as

\[
\nu_{\mathcal{G}_{k,\ell,j_d}^{(d)}} = \left( \mathbb{E}[\tau] \sum_{j_1,j_2,\ldots,j_D \setminus j_d} \sigma_{j_1,j_2,\ldots,j_D} \mathbb{E}[u_{(k-1)L_d+k}^{(<d)}] \mathbb{E}[u_{(\ell-1)L_{d+1}+\ell}^{(>d)}] + \mathbb{E}[\lambda_k^{(d)}] \mathbb{E}[\lambda_\ell^{(d+1)}] \right)^{-1}, \tag{20}
\]
\[
\mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] = v^{(d)}_{k,\ell,j_d} \mathbb{E}[\tau] \sum_{j_1, j_2, \ldots, j_D} \mathcal{O}_{j_1j_2\ldots j_D}(A_{j_1,j_2\ldots j_D} \mathbb{E}[t_k^{(<d)}] \mathbb{E}[t_\ell^{(>d)}])
- \sum_{k' \neq k} \sum_{\ell' \neq \ell} \mathbb{E}[b^{(<d)}_{k-1,j_d}] \mathbb{E}[\mathcal{G}^{(d)}_{k',\ell',j_d}] \mathbb{E}[b^{(>d)}_{(\ell-1)j_d+1}]
\]

in which we used the following notations to make the expression more concise,

\[
\mathbb{E}[t^{(<d)}] = \prod_{n=1}^{d-1} \mathbb{E}[\mathcal{G}^{(n)}_{:,:,j_n}],
\]

\[
\mathbb{E}[b^{(<d)}] = \prod_{n=1}^{d-1} \mathbb{E}[\mathcal{G}^{(n)}_{:,:,j_n} \otimes \mathcal{G}^{(n)}_{:,:,j_n}],
\]

and \(\mathbb{E}[t^{(>d)}]\) and \(\mathbb{E}[b^{(>d)}]\) in a similar fashion.

**Update \(\lambda^{(d)}\) from \(d=2\) to \(D\)**

The variational distribution of \(\lambda^{(d)}\) is a Gamma distribution

\[
q(\lambda^{(d)}_k) = \text{Gamma}(\hat{\alpha}^{(d)}_k, \hat{\beta}^{(d)}_k),
\]

with \(\mathbb{E}[\lambda^{(d)}_k] = \hat{\alpha}^{(d)}_k / \hat{\beta}^{(d)}_k\) and

\[
\hat{\alpha}^{(d)}_k = \frac{J_d L_{d+1}}{2} + \frac{J_{d-1} L_{d-1}}{2} + \alpha^{(d)}_k,
\]

\[
\hat{\beta}^{(d)}_k = \frac{1}{2} \sum_{j_d=1}^{J_d} \sum_{\ell=1}^{L_{d+1}} (\mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] \mathbb{E}[\lambda^{(d+1)}_\ell])
+ \frac{1}{2} \sum_{j_{d-1}=1}^{J_{d-1}} \sum_{\ell'=1}^{L_{d-1}} (\mathbb{E}[\mathcal{G}^{(d-1)}_{\ell',k,j_{d-1}}] \mathbb{E}[\lambda^{(d-1)}_{\ell'}]) + \beta^{(d)}_k.
\]

**Update \(\tau\)**

The variational distribution of \(\tau\) is a Gamma distribution

\[
q(\tau) = \text{Gamma}(\hat{\alpha}_\tau, \hat{\beta}_\tau),
\]
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Algorithm 1: Variational Inference Algorithm for the probabilistic TT model.

**Initialization:** Input the observed tensor $\mathbf{A}$. Set initial ranks $\{L_d\}_{d=1}^D$ and hyperparameters $\{\alpha^{(d)}\}_{d=2}^D$, $\{\beta^{(d)}\}_{d=2}^D$, $\alpha_\tau$, $\beta_\tau$;

**while** Not Converged **do**

1. Update the TT cores via (20) and (21);
2. Update $\{\lambda^{(d)}\}_{d=2}^D$ via (24) and (25);
3. Update $\tau$ via (26) and (27);
4. Rank selection;

**end**

with $\mathbb{E}[\tau] = \hat{\alpha}_\tau / \hat{\beta}_\tau$, and

$$\hat{\alpha}_\tau = \frac{|\Omega|}{2} + \alpha_\tau,$$

$$\hat{\beta}_\tau = \frac{1}{2} \left( \| \mathbf{O} \circ \mathbf{A} \|^2_F - 2 \sum_{j_1=1}^{J_1} \cdots \sum_{j_D=1}^{J_D} \mathbf{O}_{j_1 \cdots j_D} \mathbf{A}_{j_1 \cdots j_D} \prod_{d=1}^D \mathbb{E}[\mathbf{G}^{(d)}_{\cdots j_d}] ight)$$

$$+ \sum_{j_1=1}^{J_1} \cdots \sum_{j_D=1}^{J_D} \mathbf{O}_{j_1 \cdots j_D} \prod_{d=1}^D \mathbb{E}[\mathbf{G}^{(d)}_{\cdots j_d} \otimes \mathbf{G}^{(d)}_{\cdots j_d}] + \beta_\tau.$$  (27)

4.1. Further discussion

**Initialization.** Since we set the hyperparameters of the prior Gamma distributions $\{\alpha^{(d)}\}_{d=2}^D$, $\{\beta^{(d)}\}_{d=2}^D$, $\alpha_\tau$, $\beta_\tau$ to be $10^{-6}$, the initialization of other variables can be set accordingly. In particular, the initialization of $\mathbb{E}[\lambda^{(d)}]$ and $\mathbb{E}[\tau]$ are set as $\alpha_k^{(d)}/\beta_k^{(d)} = 1$ and $\alpha_\tau/\beta_\tau = 1$, respectively. Consequently, the covariance of the TT-cores is initialized as $\nu_{g^{(d)}} = \mathbb{E}[\lambda_k^{(d)}] \mathbb{E}[\lambda_k^{(d+1)}] \mathbf{I}_{J_d} = \mathbf{I}_{J_d}$.

For the mean of the TT-cores, we complete the observed tensor with random values drawn from $\mathcal{N}(0, 1)$, decompose it using TT-SVD, and apply the results as the initialization. For the initial ranks, we adopt the maximal possible ranks $r_{max} \in \mathbb{R}^{(D+1) \times 1}$, with its $d$-th element $(r_{max})_d$ being the rank of the unfolding matrix $\mathbf{A}^{(d)} = \mathbb{R}^{\prod_{d'=1}^d J_{d'} \times \prod_{d'=d+1}^D J_{d'}}$, whose $[j_1 + \sum_{d'=2}^d (j_{d'} - 1) \prod_{i=1}^{d'-1} J_{d'-i}, j_{d+1} + \sum_{d'=d+2}^D (j_{d'} - 1) \prod_{i=1}^{d'-d-1} J_{d'-i}]$-th element is the $[j_1, \ldots, j_d]$-th element in $\mathbf{A}$. However, since the middle element
of $r_{\text{max}}$ commonly grows exponentially with respect to the order of the tensor, which might be too big for high order tensor, we further set an upper bound for the initial TT rank, which is $15$ times the tensor dimension. Consequently, the initial TT rank is chosen as $L_d = \min((r_{\text{max}})_d, 15J_d)$.

**Rank Selection.** As can be seen from (20), the variance of the TT cores is affected by $\{\lambda^{(d)}\}_{d=1}^D$. If $\lambda^{(d)}_k$ is large enough, the variance of all elements in both slices $G^{(d)}_{;;:k;}$ and $G^{(d+1)}_{;;:k;}$ will tend to zero. Moreover, (21) shows that a small variance will further force the mean of a slice to be zero, and in such a way $\{\lambda^{(d)}\}$ contributes to rank selection. From another perspective, it can be seen from (25) that the update of $\lambda^{(d)}_k$ mostly depends on the weighted power of the corresponding slices $G^{(d)}_{;;:k;}$ and $G^{(d+1)}_{;;:k;}$. With these two slices both tending to zero, $\lambda^{(d)}_k$ becomes very large, thus acts like an indicator that decides whether to prune the slices. In practice, the rank selection can be implemented by discarding the slices whose $\lambda^{(d)}_k$ is much larger than others, e.g., $100$ times larger than the smallest one.

**Convergence Analysis** As discussed in the beginning of this section where the VI algorithm is introduced, the convergence of the proposed algorithm is guaranteed. Moreover, the rank pruning can be done after each iteration while not affecting the convergence of the algorithm, since every time when a slice is eliminated, it is equivalent to restarting the VI algorithm with a smaller model size and with the current variational distribution serving as a new initialization.

### 4.2. Complexity analysis and efficiency improvement with fully observed tensors

**Complexity Analysis.** The complexity of the proposed algorithm comes from the update of $\{G^{(d)}\}_{d=1}^D$, $\{\lambda^{(d)}\}_{d=1}^D$ and $\tau$. For simplicity, we suppose that all TT-ranks are initially set as $L$. For the updating of each TT core $G^{(d)}$, it takes $O(DL^2)$ to get $t^{(<d)}$ and $t^{(>_d)}$, $O(DL^4)$ to get $b^{(<d)}$ and $b^{(>_d)}$, then $O(|\Omega|DL^2)$ to get the mean and $O(|\Omega|DL^4)$ to get the variance of a TT core in (21) and (20) respectively. Furthermore, each $\lambda^{(d)}$ requires $O((J_d + J_{d-1})L^2)$ to compute, and $\tau$ requires $O(|\Omega|D(L^4 + L^2))$ to compute. It can be seen that the complexity is dominated by computing $\{G^{(d)}\}_{d=1}^D$, and the overall complexity is $O((\sum_{d=1}^D J_d + D^2)|\Omega|(L^3 + L^4))$. Though the complexity could be large if the initial TT ranks are large, it should be noticed that pruning is operated in each iteration of the algorithm, thus
the computational burden at later iterations would be smaller, especially for
tensors with low true TT-ranks.

**Efficiency improvement.** According to the complexity analysis above, in
Algorithm 1 (20) and (27) constitutes a great part of the complexity, due
to the sum of products of the elements from $O$ and the Kroneckers of the
TT cores. Especially, when the number of observed elements grows, the
complexity grows as well, which leads to a huge computational burden when
there is no missing data. Below, we reveal that this problem can be solved
by exchanging the execution order of the summation and the product when
a tensor is fully observed.

Firstly, the most computationally part from (20) is taken out as follows,

$$c(j_d) = \sum_{j_1,j_2,...,j_D \setminus j_d} O_{j_1,j_2...j_D} \mathbb{E}[b^{<d}_{(k-1)L_d+k}] \times \mathbb{E}[b^{>d}_{(\ell-1)L_d+1+\ell}],$$

which takes time complexity $O(|\Omega|DL^4)$. Substitute (23) into the above
equation, the following equation is obtained,

$$c(j_d) = \sum_{j_1} \left\{ \mathbb{E}[g^{(1)}_{,,;j_1} \otimes g^{(1)}_{,,;j_1}] \sum_{j_2} \left\{ \mathbb{E}[g^{(2)}_{,,;j_2} \otimes g^{(2)}_{,,;j_2}] \right\} \right\} \times \cdots \times \left\{ \sum_{j_D} \mathbb{E}[g^{(D)}_{,,;j_D} \otimes g^{(D)}_{,,;j_D}] \right\},$$

in which we further change the sequence of the product of the kroneckers and
the summation. Then it can be shown that when a tensor is fully observed
(i.e., $O_{j_1,j_2...j_D} = 1$ for any indice), we have

$$c(j_d) = \left\{ \sum_{j_1} \mathbb{E}[g^{(1)}_{,,;j_1} \otimes g^{(1)}_{,,;j_1}] \right\} \times \left\{ \sum_{j_2} \mathbb{E}[g^{(2)}_{,,;j_2} \otimes g^{(2)}_{,,;j_2}] \right\} \times \cdots \times \left\{ \sum_{j_D} \mathbb{E}[g^{(D)}_{,,;j_D} \otimes g^{(D)}_{,,;j_D}] \right\},$$

as $j_1, j_2, ..., j_D$ are not coupled anymore. The overall complexity to calcu-
late (29) is $O(DL^4)$, which is a great efficiency improvement compared to
calculating (28) directly. Furthermore, when a large percentage of a tensor is
observed, e.g., 90 percent, (28) can be calculated by subtracting extra factors
from (29), which takes time complexity $O((\prod_{d=1}^D J_d - |\Omega|)DL^4))$ and is also
more efficient.

5. Numerical Experiments

5.1. Validation on Synthetic Data

We first test the capability of the proposed algorithm to estimate the TT-ranks. A synthetic tensor \( \mathbf{Y} = \llbracket \mathbf{G}^{(1)}, \mathbf{G}^{(2)}, \mathbf{G}^{(3)} \rrbracket \) with size \([20, 20, 20]\) is considered, where each element of \( \mathbf{G}^{(d)} \in \mathbb{R}^{R_d \times R_{d+1} \times 20} \) is drawn from a normal distribution \( \mathcal{N}(0, 1) \). Since the synthetic tensors are of order 3 and \( R_1 = R_4 = 1 \), we only need to determine the second and third TT-ranks. The original tensor is contaminated by additive Gaussian noise tensor \( \mathbf{W} \), with \( \mathbf{W}_{j_1j_2j_3} \sim \mathcal{N}(0, \sigma^2) \). The observed tensor is \( \mathbf{A} = \mathbf{O} \odot (\mathbf{Y} + \mathbf{W}) \), where \( \mathbf{O} \) is an indicator tensor with its elements drawn from the binomial distribution with certain missing rate. The performance of the proposed probabilistic TT model is tested under different signal-to-noise ratios (SNR) defined as 
\[
20 \log(\|\mathbf{A}\|_F/\|\mathbf{W}\|_F),
\]
missing ratios and true TT-ranks. Each testing condition is simulated for 100 times. The results are presented in bar figures with the average estimated TT-ranks represented by the heights of the bars, and a pair of lines showing the one standard deviation. Furthermore, the estimation accuracy is also shown on the top of each figure.

Fig. 6a shows the TT ranks estimation results under different missing rates. The true TT ranks are set as \([1, 5, 5, 1]\), and the SNR is set as 20dB. It can be seen that the estimation accuracy is higher than 90% in all cases, and achieves 100% when missing rate is equal or less than 20%. When the accuracy is not 100%, the standard deviation becomes larger as the missing rate becomes higher. The reason is that under higher missing rate, when the rank estimation goes wrong, it would give a rank that differs a lot from 5, like 20, while under lower missing rate, the wrongly estimated rank is commonly around the true rank 5.

Fig. 6b shows the rank accuracy under different SNRs, with the true TT ranks \([1, 5, 5, 1]\) and missing rate 0%. It is observed that when the SNR is equal or larger than 5dB, the rank accuracy is 100%. However, when the SNR becomes 0dB, the proposed method fails to give accurate estimation of the TT ranks, which is understandable as the strong noise masks the underlying TT structure.

Fig. 6c shows the estimated rank accuracy under different true TT ranks, with the missing rate set as 20% and the SNR set as 20dB. When the true TT ranks are \([1, 5, 5, 1]\) and \([1, 10, 10, 1]\), the proposed method gives 100%
Table 1 shows the relative standard error (RSE) of the recovered tensor \( \hat{\mathbf{A}} \): 
\[ \frac{\| \mathbf{A} - \hat{\mathbf{A}} \|_F}{\| \mathbf{A} \|_F} \]. In particular, the effects of the missing rate (with SNR = 20dB, TT ranks = [1, 5, 5, 1]), SNR (with 0% missing rate, TT ranks = [1, 5, 5, 1]), and the true TT ranks (with 20% missing rate, SNR = 20dB) are shown in Table 1a, 1b and 1c respectively. The results of the proposed method is compared with those of sparse tensor-train optimization (STTO) [4], simple low-rank tensor completion via TT (SiLRTC-TT) [2], tensor completion by parallel matrix factorization via TT (TMAC-TT) [2] and TT-SVD [16]. In addition, the tensor recovery performance of a non-TT-format tensor completion method - fully Bayesian CP factorization (FBCP) [3] is also compared. The tuning parameters of the above algorithms have been finely tuned to achieve the best performance.

From Table 1 it can be seen that the proposed method outperforms other methods in all cases. In particular, TT-SVD is not applicable when there are missing entries, as shown in Table 1a while STTO, SiLRTC-TT, and TMAC-TT perform poorly when there is noise, as shown in Table 1b. For STTO, when there is little noise and the true ranks match its rank parameters, its performance is better than other optimization-based TT methods (i.e., SiLRTC-TT and TMAC-TT), but is still not as good as the performance...
Table 1: \[ \text{RSE} = \frac{\| \mathcal{A} - \hat{\mathcal{A}} \|_F}{\| \mathcal{A} \|_F} \] of tensor recovery from incomplete and noisy observed tensors.

(a) with respect to the missing rate (SNR = 20dB, true TT ranks = \([1, 5, 5, 1]\)).

| missing rate | 0%  | 20%  | 40%  | 60%  | 80%  |
|--------------|-----|------|------|------|------|
| proposed method | 8.22e-4 | 1.10e-3 | 1.50e-3 | 2.60e-3 | 4.12e-2 |
| STTO         | 1.00e-2 | 8.30e-3 | 6.90e-3 | 6.00e-3 | 6.89e-2 |
| SiLRTC-TT    | 1.00e-2 | 1.00e-2 | 1.58e-2 | 7.38e-2 | 5.27e-1 |
| TMAC-TT      | 1.00e-2 | 1.63e-2 | 2.44e-2 | 1.26e-2 | 5.45e-1 |
| FBCP         | 2.20e-3 | 2.60e-3 | 4.00e-3 | 7.60e-3 | 3.26e-1 |
| TT-SVD       | 9.80e-3 |         |        |        |       |

(b) with respect to SNR (0% missing rate, true TT ranks = \([1, 5, 5, 1]\)).

| SNR\,dB | 0   | 5   | 10  | 15  |
|---------|-----|-----|-----|-----|
| proposed method | 7.90e-2 | 2.52e-2 | 8.10e-3 | 2.60e-3 |
| STTO    | 1.01 | 3.17e-1 | 1.00e-1 | 3.12e-2 |
| SiLRTC-TT | 1.00 | 3.16e-1 | 1.00e-1 | 3.16e-2 |
| TMAC-TT | 1.00 | 3.17e-1 | 1.00e-1 | 3.16e-2 |
| FBCP   | 1.77e-1 | 5.95e-2 | 2.06e-2 | 7.00e-3 |
| TT-SVD | 1.01 | 3.21e-1 | 9.90e-2 | 3.11e-2 |

(c) with respect to TT ranks (20% missing rate, SNR = 20dB).

| True TT ranks | 5   | 10  | 15  | 20  |
|---------------|-----|-----|-----|-----|
| proposed method | 1.01e-3 | 3.90e-3 | 1.38e-2 | 7.40e-2 |
| STTO         | 8.30e-3 | 9.83e-2 | 1.57e-1 | 1.63e-1 |
| SiLRTC-TT    | 1.00e-2 | 1.90e-2 | 5.33e-2 | 9.17e-2 |
| TMAC-TT      | 1.63e-2 | 4.62e-2 | 6.96e-2 | 8.32e-2 |
| FBCP         | 2.60e-3 | 1.07e-2 | 1.11e-1 | 1.97e-1 |
| TT-SVD       |         |       | Not applicable |     |

of the proposed method, as Table 1a shows. On the other hand, when the true ranks are different from its rank parameters, STTO performs much worse than other methods, as shown in Table 1c. Finally, for FBCP, its performance is poor when the missing rate is high or the TT ranks are high, which is due to the mismatch between the assumed CPD format in FBCP and the more complicated TT structure in the synthetic data.

5.2. Image Completion

In this subsection, the results of image completion experiments on RGB images and hyperspectral images (HSI) are presented. The performance of the proposed algorithm is compared with those of SiLRTC-TT [2], TMAC-TT [2], STTO [4], TTC-TV [33], FBCP [3], and FaLRTC [1], with their parameters fine-tuned to achieve the best performance.

Before performing image completion, we adopt the tensor augmentation on the images, which is firstly introduced in [34], and further proved to be effective in image completions in [2]. The core concept of tensor augmentation
Conventional tensor augmentation

Tensor augmentation with margins

Figure 7: Illustrations on tensor augmentation.

is to fold a matrix into a high-order tensor. In particular, given a matrix \( A \in \mathbb{R}^{M \times N} \), its dimension \( M \) and \( N \) can be written as \( M = \prod_{i=1}^{f} M_i \) and \( N = \prod_{i=1}^{f} N_i \) for some integers \( \{M_i\} \) and \( \{N_i\} \). Then, we construct a tensor with elements \( A_{(m_1n_1),(m_2n_2),...,(m_fn_f)} = A_{m_1m_2...m_fn_1n_2...n_f} \), and finally get an \( f \)-th order tensor \( A \in \mathbb{R}^{M_1N_1 \times M_2N_2 \times ... \times M_fN_f} \). Tensor augmentation is equivalent to have the original matrix cut into multiple small matrix blocks, and then treat each matrix block as a fiber of the reordered tensor.

An example of tensor augmentation is illustrated in the upper part of Fig. 7. In our experiments, we further improve the tensor augmentation by padding the images and using overlapping windows, which is shown in the bottom part of Fig. 7. In particular, the boundaries of the image is first replicated. Then, instead of folding the basic \( M_1 \times N_1 \) matrix block, overlapping \( (M_1 + 1) \times (N_1 + 1) \) matrix blocks (with vertical stride \( M_1 \) and horizontal stride \( N_1 \)) is folded as columns of the new tensor. The reason for doing so is that the neighbourhood information of the separated matrix blocks will be retained after reordering the entries.

5.2.1. Random missing observations

In this experiment, 13 RGB images with size 256 \( \times \) 256 \( \times \) 3 are tested, with 80 percent randomly missing. We add boundary padding to the original
image of size $2^8 \times 2^8 \times 3$, and then reshape it to a 9-dimensional tensor with size $16 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 4 \times 3$.

Table 2 and Table 3 show the peak signal-to-noise ratio (PSNR) defined as
$$20 \ln \left( \frac{\max(A) \sqrt{3MN}}{\|A - \hat{A}\|_F} \right)$$
and the structural similarity index measure (SSIM) [35] of the recovered images under no noise and under Gaussian noise with variance 0.1, respectively. It can be seen that the proposed algorithm achieves the overall best performance in terms of both PSNR and SSIM, no matter there is noise or not.

When there is no noise, in most cases the proposed algorithm recovers images with more than 1dB higher PSNR than other algorithms. Furthermore, for the ‘airplane’ and ‘jellybeans’ figures, the improvement is over 3dB and 5dB in PSNR respectively compared to the second best, and the better PSNR is also visually evident in the recovered images shown in Fig. 8.

When there is Gaussian noise with variance 0.1, the performance of the proposed algorithm achieves about 2dB higher PSNR and more than 0.1 higher SSIM than the second best, and recovers recognizable figures as shown in Fig. 8. One thing worth to notice is that SiLRTC-TT, TMAC-TT and
Table 2: Performance of image completion without noise.

| Algorithm | PSNR | SSIM |
|-----------|------|------|
| STTO      |      |      |
| TTC-TV    |      |      |
| FBCP      |      |      |
| FaLRTC    |      |      |

Table 3: Performance of image completion under Gaussian noise with variance 0.1.

| Algorithm | PSNR | SSIM |
|-----------|------|------|
| STTO      |      |      |
| TTC-TV    |      |      |
| FBCP      |      |      |
| FaLRTC    |      |      |

FaLRTC all set $\hat{A} = A$ as a constraint in their optimization schemes. Thus, they inherently cannot handle noisy data, and this is clearly corroborated in the poorly recovered images in Fig. 8.

5.2.2. Stripe missing observations

3 HSIs from the CAVE data set (http://www.cs.columbia.edu/CAVE/database/multispectral/) are tested in this experiment. The original HSIs are with size $512 \times 512 \times 31$, and the first 30 bands are selected for testing. For each band of the images, stripe missing pattern is adopted, and the Gaussian noise with variance 0.01 is added. The visual effects of the stripe missing pattern and the observed images are shown in Fig. 9. The image size
Figure 9: Recovered ‘feathers’ HSIs using different tensor completion methods, with bands [25,15,5] set as the R, G, B layers. From left to right: The original image, the mask, the observed image, the images recovered by: the proposed algorithm, TMAC-TT, STTO, FBCP, FaLRTC.

Table 4: Performance of HSI completion with structured missing and noise variance 0.01.

|        | Proposed Algorithm | TMAC-TT | STTO | FBCP | FaLRTC |
|--------|--------------------|---------|------|------|--------|
|        | MPSNR MSSIM        | MPSNR MSSIM | MPSNR MSSIM | MPSNR MSSIM | MPSNR MSSIM |
| balloon| 30.93 0.833        | 21.06 0.149 | 20.96 0.144 | 30.82 0.801 | 21.04 0.147 |
| beads  | 25.22 0.664        | 21.18 0.330 | 20.42 0.301 | 24.39 0.614 | 21.01 0.319 |
| feathers| 28.15 0.692    | 21.33 0.205 | 21.15 0.197 | 28.33 0.673 | 21.29 0.202 |

is written as \((8 \times 4 \times 4 \times 4) \times (8 \times 4 \times 4 \times 4) \times (5 \times 6)\). After boundary padding on both spatial and spectral dimensions, each HSI is folded with size \(100 \times 16 \times 16 \times 16 \times 7 \times 6\).

Table 4 shows the MPSNR and MSSIM of the recovered images, which are the mean PSNR and SSIM for all bands, respectively. It can be seen that the proposed method outperforms the competitors, especially when compared with the non-Bayesian methods like TMAC-TT or FaLRTC, since they cannot handle noise. For FBCP, though it has the ability to overcome noise and achieves similar MPSNR and MSSIM with the proposed method, it tends to generate over-smoothed images. As can be seen from Fig.9, the rift of the yellow feather can be barely seen from the recovered image by FBCP, while it is obvious for the other recovered images.

5.3. Image Classification

In this subsection, we present the performance of the proposed algorithm on image classification. In particular, after TT decomposition, the TT cores of the decomposed data are fed into the support tensor train machine (STTM) [7], which extends the support vector machine (SVM) to tensors and adopts TT-structured weighting parameters for classification. The original STTM uses TT-SVD to decompose data for training and testing, while in our experiments the proposed algorithm is adopted. Additionally, the performance of SVM is also tested for comparison. The cifar-10 dataset (https://www.cs.toronto.edu/~kriz/cifar.html) [36] is used,
from which different sample sizes are used for training (specified in Fig. 10) and 1000 images are used for testing. Three scenarios are considered: clean data for training and testing, noisy data for training and testing, training on clean data and testing on noisy data. Gaussian noise with zero mean and variance 0.01 is added to generate the noisy data. Since both STTM and SVM are binary classifiers, but there are totally 10 classes in the dataset, we perform classification for every two classes, and calculate the average error rate.

The results are presented in Fig. 10. From Fig. 10a it can be seen that for the clean data, STTM combined with TT-SVD and the proposed algorithm achieve similar performance, under all training sample sizes, and both outperform SVM. However, as illustrated in Fig. 10b and 10c, when there is noise, no matter in both training and testing data, or in only the testing data, STTM combined with TT-SVD performs much worse than the proposed algorithm. This is because that the proposed algorithm can recover the underlying TT structure of the data even under noise perturbation, while TT-SVD cannot.

6. Conclusions

In this paper, a probabilistic TT model, with the capability of automatic rank determination was proposed to avoid noise overfitting. The legitimacy of the proposed model was verified by establishing the sparsity promoting property of the adopted Gaussian-product-Gamma prior. Learning algorithm was derived under variational inference framework. Simulation results on synthetic data demonstrated the ability of the proposed algorithm to accurately recover the underlying TT structure from incomplete noisy data. Further-
more, experiments on image completion and image classification showed the proposed algorithm leads to higher recovery or classification accuracy than other state-of-the-art TT decomposition algorithms.
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Appendix A. Derivation for the VI algorithm

In this section, we present the derivation of the variational inference (VI) algorithm for the proposed TT model. Especially, the detailed expression of the expectation terms are provided.

Following the probabilistic model proposed in Section 3.2, the logarithm of the joint distribution of the observed tensor and the unknown variables is

$$
\ln \left( p(\mathcal{A}, \Theta) \right)
= \frac{|\Omega|}{2} \ln \tau - \frac{\tau}{2} \left\| \mathcal{O} \circ (\mathcal{A}- \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg) \right\|_F^2
+ \frac{1}{2} \sum_{d=1}^{D} \sum_{k} \sum_{\ell} \left( J_d \ln(\lambda_k^{(d)} \lambda_{k+1}^{(d+1)}) - \lambda_k^{(d)} \lambda_{k+1}^{(d+1)} \right)
+ \sum_{d=2}^{D} \sum_{k=1}^{L_d} \left( (\alpha_k^{(d)} - 1) \ln \lambda_k^{(d)} - \beta_k^{(d)} \lambda_k^{(d)} \right)
+ (\alpha_\tau - 1) \ln \tau - \beta_\tau \tau \ + \text{const.} \quad (A.1)
$$

where $\mathcal{A}$ is the observed tensor, $\mathcal{O}$ is the indicator tensor, and $\Theta$ defined as $\{ \{ \mathcal{G}^{(d)} \}_{d=1}^{D}, \{ \lambda^{(d)} \}_{d=2}^{D}, \tau \}$. To learn the posterior distribution of the unknown variables, the mean field variational inference (MFVI) is adopted, which assumes that the non-overlapping subsets $\{ \Theta_s | \Theta_s \subset \Theta, \bigcup_{s=1}^{S} \Theta_s = \Theta, \Theta_s \cap \Theta_t = \emptyset \text{ for } s \neq t \}$ are mutually independent. As discussed in Section 4, the optimal variational distribution of $\Theta_s$ is

$$
\ln q^*(\Theta_s) = \mathbb{E}_{\Theta \setminus \Theta_s} [\ln p(\mathcal{A}, \Theta)] + \text{const.} \quad (A.2)
$$
By alternatively updating \( \Theta \)s by (A.2), an approximation of the posterior is obtained when it converges.

For the proposed TT model, we impose the mean-field approximation as \( q(\Theta) = q(\tau) \prod_{d=1}^{D+1} q(\lambda^{(d)}) \prod_{d=1}^{D} \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} q(\mathcal{G}^{(d)}_{k,\ell,:}) \), and the optimal variational distribution at each iteration is derived as below.

**Update \( q(\mathcal{G}^{(d)}_{k,\ell,:}) \) for \( d \in \{1, \ldots, D\}, \ k \in \{1, \ldots, L_d\}, \ \ell \in \{1, \ldots, L_{d+1}\} \)**

Substituting (A.1) into (A.2) with \( \Theta \)s set as \( G^{(d)}_{k,\ell,:} \), it is obtained that

\[
\ln q(\mathcal{G}^{(d)}_{k,\ell,:}) = \mathbb{E}_{\Theta \setminus \mathcal{G}^{(d)}_{k,\ell,:}} \left[ -\frac{\tau}{2} \left\| \mathcal{O} \circ (A - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg ) \right\|_F^2 
- \frac{1}{2} \lambda^{(d+1)}_{k,\ell} \sum_{j_d=1}^{J_D} \mathcal{G}^{(d)}_{k,\ell,j_d}^2 \right] + \text{const.} \quad (A.3)
\]

For the Frobenius norm, it can be expanded as

\[
\left\| \mathcal{O} \circ (A - \ll \mathcal{G}^{(1)}, \mathcal{G}^{(2)}, \ldots, \mathcal{G}^{(D)} \gg ) \right\|_F^2 = \sum_{j_1=1}^{J_1} \ldots \sum_{j_{D}=1}^{J_{D}} \left( \mathcal{O}_{j_1 \ldots j_D} \left( -2A_{j_1 \ldots j_D} \mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D} 
+ (\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D})^2 \right) \right) + \text{const.} \quad (A.4)
\]

As shown in [A.3], the expectation is taken over all variables except \( \mathcal{G}^{(d)}_{k,\ell,:} \).

The difficulty comes from the second order term \((\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D})^2\), since the slices of different TT cores are multiplied and then squared. Fortunately, notice that \((\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D})^2\) is a scalar and thus can be written as \((\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D}) \otimes (\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D})) \). Using the mixed-product property of the Kronecker product \((A_1 \ldots A_D) \otimes (B_1 \ldots B_D) = (A_1 \otimes B_1) \ldots (A_D \otimes B_D)\), \((\mathcal{G}^{(1)}_{::j_1} \ldots \mathcal{G}^{(D)}_{::j_D})^2\) can be further expressed as \(\prod_{d=1}^{D} (\mathcal{G}^{(d)}_{::j_d} \otimes \mathcal{G}^{(d)}_{::j_d})\). By sub-
It is noticed that (A.5) is a quadratic function of \( \ln q \). Substituting this result into (A.4), \( \ln q^\ell \) can be obtained as
\[
\ln q^\ell = \sum_{j_d=1}^{J_d} \mathbb{E}_{\Theta^{(j_d)}} \left[ -\tau \sum_{j_1,\ldots,j_D} \mathcal{O}_{j_1\ldots j_D} \left( -2\mathcal{A}_{j_1\ldots j_D} \mathcal{G}^{(1)}_{j_1} \ldots \mathcal{G}^{(d)}_{j_d} \right)^T \right] \\
\times \mathcal{G}^{(D)}_{j_d} + \mathcal{G}^{(1)}_{j_d} \mathcal{G}^{(1)}_{j_d} \ldots \mathcal{G}^{(d)}_{j_d} \mathcal{G}^{(d)}_{j_d} \ldots \mathcal{G}^{(D)}_{j_d} \mathcal{G}^{(D)}_{j_d} \\
- \frac{1}{2} \lambda^{(d)} \lambda^{(d+1)} \mathcal{G}^{(d)}_{k,\ell,j_d} + \text{const.} \tag{A.5}
\]

It is noticed that (A.5) is a quadratic function of \( \mathcal{G}^{(d)}_{k,\ell,j_d} \), so \( q(\mathcal{G}^{(d)}_{k,\ell,j_d}) \) must follow a Gaussian distribution. Moreover, it can be seen that the elements indexed by different \( j_d \) are independent of each other, and thus can be updated separately. Therefore, \( q(\mathcal{G}^{(d)}_{k,\ell,j_d}) = \prod_{j_d=1}^{J_d} \mathcal{N}(\mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}], \mathbb{V}[\mathcal{G}^{(d)}_{k,\ell,j_d}]) \) with the mean and variance given by
\[
\mathbb{V}[\mathcal{G}^{(d)}_{k,\ell,j_d}] = \mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] \sum_{j_1,\ldots,j_D \neq j_d} \mathcal{O}_{j_1\ldots j_D} \mathbb{E}[\mathcal{G}^{(1)}_{j_1}] \ldots \mathbb{E}[\mathcal{G}^{(D)}_{j_D}]
\times \mathbb{E}[\mathcal{G}^{(d)}_{j_d}] + \mathbb{E}[\lambda^{(d)}] \mathbb{E}[\lambda^{(d+1)}]^{-1} \tag{A.6}
\]

\[
\mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] = \mathbb{V}[\mathcal{G}^{(d)}_{k,\ell,j_d}] \mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] \sum_{j_1,\ldots,j_D \neq j_d} \mathcal{O}_{j_1\ldots j_D} \left( \mathcal{A}_{j_1\ldots j_D} \mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] \right) \\
- \sum_{k' = 1}^{L_d} \sum_{\ell' = 1}^{L_{d+1}} \mathbb{E}[\mathcal{G}^{(d)}_{k',\ell',j_d}] \mathbb{E}[\mathcal{G}^{(d)}_{k',\ell',j_d}] \mathbb{E}[\mathcal{G}^{(d)}_{k',\ell',j_d}] \mathbb{E}[\mathcal{G}^{(d)}_{k',\ell',j_d}] \tag{A.7}
\]

where the subscripts of \( \mathcal{G}^{(d)}_{k,\ell,j_d} \), \( \mathcal{G}^{(d)}_{k',\ell',j_d} \), and \( \mathcal{G}^{(d)}_{k',\ell',j_d} \) are decided by finding the coupled factors with \( \mathcal{G}^{(d)}_{k,\ell,j_d} \).

Since different cores are assumed to be independent in the mean-field approximation, it is obtained that
\[
\mathbb{E}[\mathcal{G}^{(d)}_{k,\ell,j_d}] = \mathbb{E}[\mathcal{G}^{(d)}_{j_1}] \ldots \mathbb{E}[\mathcal{G}^{(d)}_{j_{d-1}}], \tag{A.8}
\]
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and similar results hold for $t^{(>d)}$ and $b^{(>d)}$. For the expectation of $G_{i:j}^{(e)} \otimes G_{i:j}^{(e)}$, it can be calculated by

$$E[G_{i:j}^{(e)} \otimes G_{i:j}^{(e)}] = E[G_{i:j}^{(e)}] \otimes E[G_{i:j}^{(e)}] + V_{i:j}^{(e)},$$

(A.10)

where $V_{i:j}^{(e)} := E[(G_{i:j}^{(e)} - E[G_{i:j}^{(e)}]) \otimes (G_{i:j}^{(e)} - E[G_{i:j}^{(e)}])]$ is the Kronecker-form covariance. Again, because $q(G^{(e)}) = \prod_{k=1}^{L_d} \prod_{\ell=1}^{L_{d+1}} q(g^{(e)}_{k,\ell})$, it is assumed in the mean-field, $E[(G_{k,\ell,j}^{(e)} - E[G_{k,\ell,j}^{(e)}])(G_{k',\ell',j}^{(e)} - E[G_{k',\ell',j}^{(e)}])] = \nu_{g^{(e)}_{k,\ell,j}} \delta(k-k') \delta(\ell-\ell')$, where $\delta(x) = 1$ if $x = 0$ and zero otherwise. Therefore, $V_{i:j}^{(e)} \in \mathbb{R}^{L_d^2 \times L_{d+1}^2}$ consists of block matrices with dimension $L_d \times L_{d+1}$ and the $(k, \ell)$-th block matrix contains only one nonzero element $\nu_{g^{(e)}_{k,\ell,j}}$ at the $(k, \ell)$-th position.

**Update $q(\lambda^{(d)})$ for $d \in \{2, \ldots, D\}$**

The update for $q(\lambda^{(d)})$ is calculated by substituting (A.1) into (A.2) with $\Theta_s$ set as $\lambda^{(d)}$:

$$\ln q(\lambda^{(d)}) = \text{const} + \sum_{k=1}^{L_d} \left[ \mathbb{E}_\lambda^{(d)} \left( \ln \lambda^{(d)} \left( \frac{J_d L_{d+1}}{2} + \frac{J_{d-1} L_{d-1}}{2} + \alpha^{(d)}_k - 1 \right) \right) - \left( \frac{1}{2} \sum_{j=1}^{J_d} \sum_{\ell=1}^{L_{d+1}} g^{(d)}_{j,\ell,j} \lambda^{(d+1)}_{\ell} + \frac{1}{2} \sum_{j=1}^{J_d} \sum_{\ell'=1}^{L_{d-1}} g^{(d-1)}_{\ell',j,j-1} \lambda^{(d-1)}_{\ell'} + \beta^{(d)}_k \right) \lambda^{(d)}_k \right].$$

(A.11)

From (A.11) it is observed that $q(\lambda^{(d)}) = \prod_{k=1}^{L_d} \Gamma(\lambda^{(d)}_k | \tilde{\alpha}^{(d)}_k, \tilde{\beta}^{(d)}_k)$ with parameters

$$\tilde{\alpha}^{(d)}_k = \frac{J_d L_{d-1}}{2} + \frac{J_{d-1} L_{d-1}}{2} + \alpha^{(d)}_k,$$

(A.12)
\[ \tilde{\beta}_k^{(d)} = \frac{1}{2} \sum_{j_d=1}^{J_d} \sum_{\ell=1}^{L_{d+1}} (\mathbb{E}[G_{k,\ell,j_d}^{(d)}] \mathbb{E}[\lambda_{\ell}^{(d+1)}]) \]

\[ + \frac{1}{2} \sum_{j_{d-1}=1}^{J_{d-1}} \sum_{\ell'_{d-1}=1}^{L_{d-1}} (\mathbb{E}[G_{\ell',k,j_{d-1}}^{(d-1)}] \mathbb{E}[\lambda_{\ell'}^{(d-1)}]) + \beta_k^{(d)}, \]  

(A.13)

in which \( \mathbb{E}[G_{k,\ell,j_d}^{(d)}] \) can be obtained by picking up the \((kL_d + k, \ell L_{d+1} + \ell)\)-th element from \( \langle G(e) \rangle \) in (A.10). The expectation is \( \mathbb{E}[\lambda_{\ell}^{(d)}] = \hat{\alpha}_{\ell}^{(d)} / \hat{\beta}_{\ell}^{(d)} \) according to the property of the Gamma distribution [37, pp. 70].

**Update q(\(\tau\))**

Substitute (A.1) into (A.2) with \( \Theta_s \) set as \( \tau \), the variational distribution for \( \tau \) is as follows,

\[ \ln q(\tau) = \mathbb{E}_{\Theta_s} \left[ \left( -\frac{1}{2} \left( \| \mathcal{O} \circ \mathcal{A} \|^2_F - 2 \sum_{j_1=1}^{J_1} \cdots \sum_{j_D=1}^{J_D} \mathcal{O}_{j_1 \ldots j_D} \mathcal{A}_{j_1 \ldots j_D} \prod_{d=1}^{D} G_{:,j_d}^{(d)} \right) - \hat{\beta}_\tau \right) \tau \right. \]

\[ + \left. \left( \frac{|\Omega|}{2} + \alpha_\tau - 1 \right) \ln \tau \right] + \text{const}, \]  

(A.14)

which clearly shows that \( \tau \) obeys a Gamma distribution, with parameters

\[ \hat{\alpha}_\tau = \frac{|\Omega|}{2} + \alpha_\tau, \]  

(A.15)

\[ \hat{\beta}_\tau = \frac{1}{2} \left( \| \mathcal{O} \circ \mathcal{A} \|^2_F - \sum_{j_1=1}^{J_1} \cdots \sum_{j_D=1}^{J_D} \mathcal{O}_{j_1 \ldots j_D} \mathcal{A}_{j_1 \ldots j_D} \right. \]

\[ \times \left. \prod_{d=1}^{D} \mathbb{E}[G_{:,j_d}^{(d)}] + \sum_{j_1=1}^{J_1} \cdots \sum_{j_D=1}^{J_D} \mathcal{O}_{j_1 \ldots j_D} \prod_{d=1}^{D} \mathbb{E}[G_{:,j_d}^{(d)} \otimes G_{:,j_d}^{(d)}] \right) \beta_\tau, \]  

(A.16)

in which the calculation of \( \mathbb{E}[G_{:,j_d}^{(d)} \otimes G_{:,j_d}^{(d)}] \) is as (A.10).
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