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Abstract: The total variation (TV) model and its related variants have already been proposed for image processing in previous literature. In this paper a novel total variation model based on kernel functions is proposed. In this novel model, we first map each pixel value of an image into a Hilbert space by using a nonlinear map, and then define a coupled image of an original image in order to construct a kernel function. Finally, the proposed model is solved in a kernel function space instead of in the projecting space from a nonlinear map. For the proposed model, we theoretically show under what conditions the mapping image is in the space of bounded variation when the original image is in the space of bounded variation. It is also found that the proposed model further extends the generalized TV model and the information from three different channels of color images can be fused by adopting various kernel functions. A series of experiments on some gray and color images are carried out to demonstrate the effectiveness of the proposed model.
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1 Introduction

Over the past several decades partial differential equations (PDEs)\textsuperscript{1-5} have been widely used in image processing such as image denoising, edge detection, image deconvolution and image inpainting because they provide more intuitive mathematical models. These models based on PDEs\textsuperscript{6-10} have been established to modify an image or a surface by evolving their solutions. One type of methods used to obtain PDEs\textsuperscript{11-15} is that an energy functional is first defined in terms of the expected properties of the output image and the evolution equation is then derived by computing the Euler-Lagrange equation of this energy functional. Among this category of methods, the typical and effective one was proposed by Rudin, Osher and Fatemi\textsuperscript{4} in 1992. They defined a certain total variation as a penalty function in a minimization problem and this model is usually referred to as the ROF model. Introducing the total variation, however, leads to a non-smooth objective function. Subsequently, several effective schemes have been proposed to address the non-smooth problem\textsuperscript{3}. Note also that the ROF model suffers from undesirable results for image processing such as the staircase effect and the loss of texture. Some improved ROF models\textsuperscript{5,7} have also been proposed to alleviate this problem. For example, Song\textsuperscript{5} proposed a generalized total variation model which effectively reduces the staircase effect in the TV model and still keeps sharp edges. Osher et al.\textsuperscript{6} developed an iterative regularization method where the squared L2 norm in the fidelity term is replaced by the L1 norm. Esedoglu and Osher\textsuperscript{7} introduced an anisotropic version of the ROF model to remain certain edge directions. In addition, Gilboa and Osher\textsuperscript{16} also proposed a nonlocal total variation model that combines the idea of variational models and patch-based methods in nonlocal means. Overall, these methods continue to contribute to the development of PDE-based models in some sense.

Some of total variation models mentioned above involve solving nonlinear equations. The nonlinearities of equations may capture the complex structure of images and enable this category of approaches to achieve good performance in the general case. It is noted that kernel functions in kernel learning methods\textsuperscript{18,19} are a class of nonlinear functions. These kernel functions can
effectively deal with some nonlinear problems and have gained wide applications in many areas such as pattern recognition and computer vision. Inspired by the idea of kernel learning methods, we expect that introducing these kernel functions into previous total variation models will further improve the performance of these models since this increases the nonlinearity of these equations which changes the dynamic range of gray levels of images. To this end, in this paper we propose a new variation model based on kernel functions. In the proposed model, the original image space is first mapped into a high-dimensional feature space and a nonlinear equation in a feature space is achieved from the total variation model. Then a kernel equation is derived from a couple of equations and evolves in a kernel function space. Finally, by considering the characteristics of kernel functions and utilizing the coupled image, we can obtain the processed image in the image or kernel space. Note that kernel functions in the proposed model may serve as prior knowledge of images in some sense, and they also provide a strategy for fusing the information from three different channels of color images. In addition, we also carry out some experiments to show the effectiveness of the proposed model on gray-level and color images.

2 Generalized TV models

In this section, we briefly introduce the generalized TV model which is defined as the following optimization problem $^5$:

$$\min J_p(I^a) = \frac{1}{p}\int_Q |\nabla I^a|^p \, dxdy + \frac{\lambda}{2} \int_Q |I^a - I_0^a|^2 \, dxdy, \quad (1)$$

where $Q$ is the domain of definition of the image, $I_0^a$ is the degraded image to restore, $\lambda$ is a tradeoff parameter, $|\nabla(I^a)| = \sqrt{\left(\partial_x(I^a), \partial_y(I^a)\right)^2}$, $\nabla I^a = (\partial_x(I^a), \partial_y(I^a))$, and $p$ is a positive number. It is found that Eq. (1) degenerates into the classical ROF model if $p = 1$. It is obvious that the processed image can be achieved by solving Eq.(1). Note that if the image to be processed is a gray-level image, $I^a$ contains a component; if the image is a color image, $I^a = (I_1^a, I_2^a, I_3^a)^T$ contains three components, where $I_1^a$, $I_2^a$, and $I_3^a$ denote red, green, and blue components of a color image respectively. The associated Euler-Lagrange equation of Eq.(1) is written as

$$-\nabla \cdot \left(|\nabla I^a|^{p-2} \nabla I^a\right) + \lambda(I^a - I_0^a) = 0. \quad (2)$$

$\nabla \cdot$ denotes the divergence operator and is to be taken componentwise. In fact, there are usually two schemes to solve Eq.(1). The one is to directly solve the Euler-Lagrange equation of Eq.(1) and the other is to apply the gradient decent method to solve Eq.(1). From Eq.(2), one may obtain a parabolic equation by introducing time as an evolving parameter, denoted by

$$\frac{\partial I^a}{\partial t} = \nabla \cdot \left(|\nabla I^a|^{p-2} \nabla I^a\right) - \lambda(I^a - I_0^a). \quad (3)$$

3 Generalized Kernel TV model

3.1 Kernel Methods

Assume that a nonlinear map $\phi$ is given, an input data space $\mathcal{R}$ can be mapped into a feature
space $F^{19-20}$.

$$\phi : \mathbb{R} \to F, I^a(x, y) \mapsto \phi(I^a(x, y)). \quad (4)$$

In terms of this nonlinear map, the pixel at coordinates $x$ and $y$ in an image space is mapped into a much higher dimensional vector in a feature space. Specifically, the value of the pixel $I^a(x, y)$ at coordinates $x$ and $y$ in a gray or color image is projected to $\phi(I^a(x, y))$ by using the nonlinear map $\phi$. Note that the feature space could have an arbitrarily large, possibly infinite, dimensionality and it is also difficult to give an explicit expression of this map $\phi$. However, by defining an inner product operation, one can obtain a kernel $^{19-20}$. A kernel is a function $k$ that satisfies

$$k(I^a(x, y), I^b(x, y)) = \phi(I^a(x, y)), \phi(I^b(x, y)) >,$$

where $I^b(x, y)$ denotes another image. As a result, one can compute the inner product of two input vectors in a feature space without knowing the explicit mapping function. The two widely used kernel functions in machine learning are polynomial kernels and Gaussian kernels, denoted by

$$k(I^a(x, y), I^b(x, y)) = \left\langle I^a(x, y), I^b(x, y) \right\rangle_d$$

and $\exp(-\left\langle I^a(x, y) - I^b(x, y) \right\rangle^2 / 2\delta)$, where $d$ and $\delta$ are two kernel parameters.

### 3.2 Generalized TV models based on kernel functions

#### 3.2.1 The proposed model

Using the nonlinear map defined in Eq.(4), one can obtain the following equation from Eq.(3).

$$\frac{\partial \phi(I^a)}{\partial t} = \nabla \cdot \left\langle \nabla \phi(I^a) \right\rangle^{p-2} \nabla \phi(I^a) - \lambda (\phi(I^a) - \phi(I_0^a)), \quad (5)$$

where $\left\langle \nabla \phi(I^a) \right\rangle = \sqrt{\left\langle \partial_x \phi(I^a), \partial_y \phi(I^a) \right\rangle + \left\langle \partial_y \phi(I^a), \partial_x \phi(I^a) \right\rangle}$. It is clear that Eq.(5) is a nonlinear equation. Moreover, it is found that directly solving Eq.(5) is not feasible due to the unknown nonlinear map. In the following, we will discuss how to deal with Eq.(5). That is, one needs to apply an inner product operation to produce a kernel function. To this end, we introduce another image $I^b$ and refer to $I^b$ as a coupled image of $I^a$. Based on this, if both sides of Eq.(5) are dot-multiplied by $\phi(I^b)$, then one obtains

$$\frac{\partial \phi(I^a)}{\partial t} \cdot \phi(I^b) = \nabla \cdot \left\langle \nabla \phi(I^a) \right\rangle^{p-2} \left\langle \nabla \phi(I^a), \phi(I^b) \right\rangle - \lambda \left\langle \phi(I^a), \phi(I^b) \right\rangle - \left\langle \phi(I_0^a), \phi(I^b) \right\rangle), \quad (6)$$

where $\left\langle \nabla \phi(I^a), \phi(I^b) \right\rangle = \left\langle \partial_x \phi(I^a), \phi(I^b) \right\rangle + \left\langle \partial_y \phi(I^a), \phi(I^b) \right\rangle$.

Similarly, we may also regard $I^a$ as the coupled image of $I^b$. Thus one can obtain another equation in terms of Eq.(6). That is, one obtains

$$\frac{\partial \phi(I^b)}{\partial t} \cdot \phi(I^a) = \nabla \cdot \left\langle \nabla \phi(I^b) \right\rangle^{p-2} \left\langle \nabla \phi(I^b), \phi(I^a) \right\rangle - \lambda \left\langle \phi(I^b), \phi(I^a) \right\rangle - \left\langle \phi(I_0^b), \phi(I^a) \right\rangle), \quad (7)$$
where \( I^b_0 \) is the degraded image of \( I^b \). In such a case, we refer to Eq.(7) as the coupled
equation of Eq.(6). If one adds Eq.(6) to Eq.(7), then the following equation can be obtained.

\[
\frac{\partial k(I^a, I^b)}{\partial t} = \nabla \cdot \left( \nabla \phi(I^a) \right) (\delta^2 (\nabla \phi(I^a), \phi(I^b))) - 2\lambda (k(I^a, I^b)) + \lambda k(I^a_0, I^b) + \lambda (k(I^b_0, I^a) + \lambda (k(I^b, I^a))) \right).
\]

(8)

It is observed from Eq.(8) that there is a coupled image of \( I^a \). The aim of introducing
the coupled image is to construct the kernel function since the implicit mapping is unknown. It is clear
that the nonlinear map corresponding to the kernel function provides a new feature space. A
nonlinear map corresponds to a feature space. Moreover, the kernelization technique using the
coupled image may be explained as a nonlinear transformation of the original image and the
nonlinear transformation may change the dynamic range of gray levels of images, thereby resulting
in some image enhancement techniques in digital image processing. In other words, the total
variation model based on kernel functions is actually a technique that performs the total variation in
an enhanced domain of the original image. In short, the main role of kernel functions in the
proposed model is to explore a proper feature space where the image is effectively processed by
selecting kernel parameters.

In addition to \( k \) in Eq.(8) that is a kernel function, it is found from Eq.(8) that one needs to
compute the partial derivatives of mapping functions in the inner product. Fortunately, in terms of
the definition of kernel functions, one can derive the following lemmas which can be used to
further deal with Eq.(8).

Lemma 1:

\[< \partial_x \phi(I^a(x, y)), \phi(I^b(x, y)) >= \partial_{x'} k(I^a(x, y), I^b(x', y'))|_{x'=x, y'=y}. \]

(9)

Lemma 2:

\[< \partial_y \phi(I^a(x, y)), \partial_y \phi(I^b(x, y)) >= \partial_{y'} k(I^a(x, y), I^b(x', y'))|_{x'=x, y'=y}. \]

(10)

Lemma 3:

\[< \partial_y \phi(I^a(x, y)), \phi(I^b(x, y)) >= \partial_{y'} k(I^a(x, y), I^b(x', y'))|_{x'=x, y'=y}. \]

(11)

It is obvious that lemmas 1, 2 and 3 only give the partial derivatives of mapping functions with
respect to the variable \( x \). It is also straightforward to obtain the partial derivatives of mapping
functions with respect to the variable \( y \). From lemmas 1, 2 and 3, it is found that solving the partial
derivatives of mapping functions in the inner product means computing partial derivatives of kernel
functions. Specifically, the right-hand side of Eq.(8) can be computed by using kernel functions. As
a result, Eq.(8) can be regarded as a kernel evolving equation in some sense and we refer to Eq.(8)
as the kernel total variation model. For the sake of clarity, we also derive some partial derivatives of
Gaussian kernels and polynomial kernels when dealing with color images, which are listed as
follows.

If \( < \phi(I^a), \phi(I^b) >= k(I^a, I^b) = \exp(-\sum_{i=1}^{d} (I_i - I_i^b)^2 / 2\delta), \) one obtains

\[< \partial_x \phi(I^a), \phi(I^b) >= k(I^a, I^b) \sum_{i=1}^{d} ((I_i^b - I_i^a) \partial_{x_i} I_i^a) / \delta), \]

(12)
\begin{align}
<\partial_y \phi(I^a), \phi(I^b) > & = k(I^a, I^b) \sum_{i=1}^3 (I^b_i - I^a_i) \partial_y I^a_i / \delta , \tag{13} \\
<\partial_x \phi(I^a), \partial_x \phi(I^a) > & = \sum_{i=1}^3 (\partial_x I^a_i)^2 / \delta , \tag{14} \\
<\partial_y \phi(I^a), \partial_y \phi(I^a) > & = \sum_{i=1}^3 (\partial_y I^a_i)^2 / \delta , \tag{15} \\
<\partial_x \phi(I^a), \partial_y \phi(I^a) > & = \sum_{i=1}^3 (\partial_x I^a_i \partial_y I^a_i) / \delta . \tag{16}
\end{align}

If \( <\phi(I^a), \phi(I^b) > = k(I^a, I^b) = (\sum_{i=1}^3 I^a_i I^b_i)^d \), one obtains

\begin{align}
<\partial_x \phi(I^a), \phi(I^b) > & = d (\sum_{i=1}^3 I^a_i I^b_i)^{d-1} \sum_{i=1}^3 (I^b_i \partial_x I^a_i) , \tag{17} \\
<\partial_y \phi(I^a), \phi(I^a) > & = d (\sum_{i=1}^3 I^a_i I^a_i)^{d-1} \sum_{i=1}^3 (I^a_i \partial_y I^a_i) , \tag{18} \\
<\partial_x \phi(I^a), \partial_x \phi(I^a) > & = d (d-1) (\sum_{i=1}^3 I^a_i I^a_i)^{d-2} (\sum_{i=1}^3 (I^a_i \partial_x I^a_i))^2 \\
& + d (\sum_{i=1}^3 I^a_i I^a_i)^{d-1} \sum_{i=1}^3 (\partial_x I^a_i)^2 , \tag{19} \\
<\partial_y \phi(I^a), \partial_y \phi(I^a) > & = d (d-1) (\sum_{i=1}^3 I^a_i I^a_i)^{d-2} (\sum_{i=1}^3 (I^a_i \partial_y I^a_i))^2 \\
& + d (\sum_{i=1}^3 I^a_i I^a_i)^{d-1} \sum_{i=1}^3 (\partial_y I^a_i)^2 , \tag{20} \\
<\partial_x \phi(I^a), \partial_y \phi(I^a) > & = d (d-1) (\sum_{i=1}^3 I^a_i I^a_i)^{d-2} (\sum_{i=1}^3 (I^a_i \partial_x I^a_i)) \sum_{i=1}^3 (I^a_i \partial_y I^a_i) \\
& + d (\sum_{i=1}^3 I^a_i I^a_i)^{d-1} \sum_{i=1}^3 (\partial_x I^a_i \partial_y I^a_i) . \tag{21}
\end{align}

It is obvious that these equations can be derived in terms of Lemmas 1, 2, and 3. In fact, these equations can be computed in advance when applied to the proposed model.

It is found that most images we deal with belong to the function space of bounded variation (BV). The theory of bounded variation plays an important role in Eq.(1). That is, the image we try to deal with should lie in the space of bounded variation. It is obvious that we map the image into a feature space by a nonlinear map, so it makes sense to ask whether the image in the new feature space is in the space of bounded variation. Before discussing this problem, we first give the following lemma.

**Lemma 4** \(^{21}\): Let \( I(x, y) \) be a function with bounded variation on a compact set and \( \phi : \mathbb{R} \rightarrow F \) be Lipschitz continuous on a bounded set. Then the composite map \( \phi(I(x, y)) \) belongs to the space of bounded variation.

Based on Lemma 4, we propose the following theorem.

**Theorem 1**: With \( I(x, y) \) as before, suppose that the nonlinear mapping \( \phi : \mathbb{R} \rightarrow F \) in Eq.(4) corresponds to a kernel function \( k(I^a(x, y), I^b(x, y)) \) that is symmetric and continuous. If the function \( k(I^a(x, y), I^a(x, y)) + k(I^b(x, y), I^b(x, y)) - 2k(I^a(x, y), I^b(x, y)) \) satisfies the 2\(^{nd}\) order Holder continuity, i.e.
\[ k(I^a(x,y), I^a(x,y)) + k(I^b(x,y), I^b(x,y)) - 2k(I^a(x,y), I^b(x,y)) \leq L\|I^a(x,y) - I^b(x,y)\|^2, \quad (22) \]

where \( L \) is a constant, then \( \phi(I(x,y)) \) is in the space of bounded variation.

Proof. \[ \|\phi(I^a(x,y)) - \phi(I^b(x,y))\| = \sqrt{k(I^a(x,y), I^a(x,y)) + k(I^b(x,y), I^b(x,y)) - 2k(I^a(x,y), I^b(x,y))} \quad (23) \]

If Eq.(22) holds, we substitute Eq.(22) into Eq.(23) and obtain

\[ \|\phi(I^a(x,y)) - \phi(I^b(x,y))\| \leq \sqrt{L\|I^a(x,y) - I^b(x,y)\|^2}, \quad (24) \]

Equation (24) shows the map \( \phi \) is Lipschitz continuous. Thus from Lemma 1, we complete the proof of Theorem 1.

Note that different nonlinear mappings may correspond to the same kernel function. Hence, in Theorem 1, we give the condition in terms of kernel functions instead of the nonlinear mapping. This shows that if we choose the kernel function in terms of Eq.(22), it is not necessary to care about the specific nonlinear map. In fact, there are numerous kernel functions in kernel-based learning. Theorem 1 only gives a sufficient condition to ensure that the mapping image belongs to the space of bounded variation, but there exists a possibility that the mapping image may be in the space of bounded variation even if Eq.(22) does not hold. According to Theorem 1, we obtain the following corollary.

**Corollary 1:** Assume that polynomial kernels \( k(I^a(x,y), I^b(x,y)) = \left(I^a(x,y), I^b(x,y)\right)^d \) and Gaussian kernels \( \exp(-\left(\|I^a(x,y) - I^b(x,y)\|^2 / 2\delta\right)) \) are adopted. If the kernel parameter \( d \) in polynomial kernels is not smaller than 1 and the parameter \( \delta \) in Gaussian kernels is bigger than zero, then the projected image \( \phi(I(x,y)) \) is in the space of bounded variation.

Proof: It is necessary to verify that polynomial kernels and Gaussian kernels satisfy the condition of Eq.(22). For Gaussian kernels, we have

\[ k(I^a(x,y), I^a(x,y)) + k(I^b(x,y), I^b(x,y)) - 2k(I^a(x,y), I^b(x,y)) = 2 - 2\exp(-\left(\|I^a(x,y) - I^b(x,y)\|^2 / 2\delta\right)) \leq \|I^a(x,y) - I^b(x,y)\|^2 / \delta. \quad (25) \]

Note that in Eq.(25) we use \( 1 - e^{-z} \leq z \) for \( z \geq 0 \). Thus for \( \delta > 0 \), Gaussian kernels satisfy Eq.(22). For polynomial kernels, we have

\[ k(I^a(x,y), I^a(x,y)) + k(I^b(x,y), I^b(x,y)) - 2k(I^a(x,y), I^b(x,y)) = ((I^a(x,y))^d - (I^b(x,y))^d)^2 = [d(I^a(x,y))^d - 1]\|I^a(x,y) - I^b(x,y)\|^2, \quad (26) \]

where \( \theta \) lies in the interval of \( (a, b) \) or \( (b, a) \). In Eq.(26) we use the mean value theorem on polynomial functions. It is obvious that \( [(dI^a(x,y))^d - 1]^2 \) is bounded if the gray level of the image takes values in a compact set and \( d \geq 1 \). Thus for \( d \geq 1 \), polynomial kernels satisfy Eq.(22). This
completes the proof of corollary 1. Note that if the pixel value of images is strictly bigger than zero, the parameter \(d\) in polynomial kernels can be further relaxed, i.e. \(d > 0\).

### 3.2.2 Simplifying models for gray images

When only considering the gray image, we can obtain the following corollary.

**Corollary 2:** If the image is a gray image and a constant image is selected as its coupled image in the case of Gaussian kernels or polynomial kernels, the Euler-Lagrange equation obtained by Eq.(8) in the kernel space is denoted by

\[
- \nabla \cdot \left( \left| \nabla \phi(I^a) \right|^{p-2} \left( \nabla k(I^a, I^b) \right) + \lambda k(I^a, I^b) - \lambda k(I^a, I^b) \right) = 0. \tag{27}
\]

**Proof:** Assume that \(I^b\) is a gray image and all of its pixel values are equal. For Gaussian kernels or polynomial kernels, one obtains

\[
< \phi(I^a), \partial_I \phi(I^b) > = 0, \tag{28}
\]

\[
< \phi(I^a), \partial_I \phi(I^b) > = 0. \tag{29}
\]

Note that \(I^b\) is a constant gray image. It is not difficult to use Eqs.(12-16) and (17-21) to verify that Eqs.(28) and (29) hold. Further, one obtains

\[
(\nabla \phi(I^a), \phi(I^b)) = ( \partial_x \phi(I^a), \partial_y \phi(I^b)), \tag{30}
\]

\[
\partial_x k(I^a, I^b) = \partial_x \phi(I^a), \partial_y \phi(I^b)), \tag{31}
\]

\[
\partial_y k(I^a, I^b) = \partial_y \phi(I^a), \partial_y \phi(I^b)), \tag{32}
\]

From Eqs.(30), (31), and (32), one obtains

\[
(\nabla \phi(I^a), \phi(I^b)) = ( \partial_x \phi(I^a), \partial_y \phi(I^b)), \tag{33}
\]

It is also easy to verify that the following equation holds.

\[
(\nabla \phi(I^b), \phi(I^a)) = (0, 0). \tag{34}
\]

As \(I^b_0\) is the degraded image of \(I^b\), we cannot obtain \(I^b_0\) in the general case. For the sake of simplicity, we generally assume that \(I^b_0 = I^b\). Thus substituting Eqs.(33) and (34) into Eq.(8), one can obtain the following equation.

\[
- \nabla \cdot \left( \left| \nabla \phi(I^a) \right|^{p-2} \left( \nabla k(I^a, I^b) \right) + \lambda k(I^a, I^b) - \lambda k(I^a, I^b) \right) = 0. \tag{35}
\]

This completes the proof.

Note that if polynomial kernels with polynomial degree being 1 are adopted and \(I^b = 1\), one can achieve Eq.(2) from Eq.(27). As a result, equation (2) is a special case of equation (27). In other words, the proposed model further generalizes the existing models in some sense.

### 3.2.3 The discretization of Eq.(27)

It is of interest to note that Eq.(27) involves computing the partial derivatives of kernel functions instead of partial derivatives of the original image and the coupled image. Hence one can directly discretize kernel functions in terms of partial derivatives of kernel functions as it is convenient to
deal with kernel functions. We also follow the numerical scheme in Ref. (22) as the gradient descent method is usually slow due to the time step constraints imposed by numerical stability. Assume that the current location is $O = (x, y)$. Let $E = (x, y + 1), N = (x, y - 1), S = (x, y + 1), W = (x - 1, y)$
denote its four neighbors, and $e = (x, y + 0.5), n = (x, y - 0.5), s = (x, y + 0.5), w = (x - 0.5, y)$ be
the four midway points. Note that we cannot directly obtain the kernel value of these four midway
points. Let $v = (v^1, v^2) = \nabla \phi(I^a)]^{p-2} (\nabla k(I^a, I^b))$. Then the divergence is first discretized by using
the central difference, denoted by

$$\nabla \cdot v = \frac{\partial v^1}{\partial x} + \frac{\partial v^2}{\partial y} \approx v^1_x - v^1_y + v^2_x - v^2_y,$$

where $v^1_x \approx [\nabla \phi(I^a)]^{p-2} (k(I^a, I^b)_E - k(I^a, I^b)_O), v^1_y \approx [\nabla \phi(I^a)]^{p-2} (k(I^a, I^b)_W - k(I^a, I^b)_O), v^2_x \approx [\nabla \phi(I^a)]^{p-2} (k(I^a, I^b)_N - k(I^a, I^b)_O), v^2_y \approx [\nabla \phi(I^a)]^{p-2} (k(I^a, I^b)_S - k(I^a, I^b)_O)$. It is
noted that $[\nabla \phi(I^a)]^{p-2} = \{\langle \partial_x \phi(I^a), \partial_y \phi(I^a) \rangle\} + \{\partial_x \phi(I^a), \partial_y \phi(I^a) \}$ and
$\{\partial_x \phi(I^a), \partial_y \phi(I^a) \}$ can be computed from the above lemmas. Thus from Eqs.(12-16) and (17-2),
one can find that these inner products can be obtained in terms of gradient information and pixel
values. Let $A = \{E, N, W, S\}$. Equation (27) can be discretized as follows.

$$0 = \sum_{R \in A} [\nabla \phi(I^a)]^{p-2} (k(I^a, I^b)_E - k(I^a, I^b)_O) + \lambda (k(I^a, I^b)_O - k(0)(I^a, I^b)_O)$$

Let us define the following equations.

$$w_R = [\nabla \phi(I^a)]^{p-2},$$

$$h_R = \frac{w_R}{\sum_{P \in A} w_P + \lambda},$$

$$h_O = \frac{\lambda}{\sum_{P \in A} w_P + \lambda},$$

It is not difficult to verify that $\sum_{R \in A} h_R + h_O = 1$. Hence Eq.(37) can also be expressed as
follows.

$$k(I^a, I^b)_O = \sum_R h_R k(I^a, I^b)_R + h_O k(I^a, I^b)_O.$$ (41)

It is found that Eq.(41) has the form of a low pass filter, which is a system of nonlinear
equations as the coefficients of this filter depend on kernel functions. Adopting the Gauss-Jacobi
iteration scheme for linear systems at each step $t$, one can update the kernel function $k^{(t-1)}$ to
$k^{(t)}$ by
\[ k^{(t)}(I^a, I^b) = \sum_n h_n^{(r-1)} k^{(r-1)}(I^a, I^b) + h_n^{(r-1)} k^{(r-1)}(I^0, I^b). \]  

As \( h \) in Eq.(42) is actually a low pass filter \( 22 \), the iterative process from Eq.(42) is stable.

### 3.2.4 Obtaining processed images

It is found that the proposed model is performed in the kernel function space due to the fact that introducing a coupled image is to form kernel functions. Thus from Eq.(8) or Eq.(42), one can only obtain the updated value of kernel functions. It is still necessary to use the processed image in the image space to update the value of kernel functions. In other words, in each iteration we need to obtain the processed image in the image space from the updated value of kernel functions. This can be done by considering the characteristics of kernel functions. In order to get the processed image in the image space in an effective way, the coupled images should not be set randomly. From the viewpoint of practical applications, one should adopt different coupled images for three channels of color images. In the following we show how to obtain the processed image by setting the coupled image of color images in the case of Gaussian kernels and polynomial kernels.

Assume that we have already obtained the processed image at the \( (t-1)th \) iteration, denoted by \( I^{a(t-1)}(x, y) = (I_1^{a(t-1)}(x, y), I_2^{a(t-1)}(x, y), I_3^{a(t-1)}(x, y)) \). For Gaussian kernels, in order to obtain the processed result of the first component (channel), we first choose another color image as the coupled image of \( I^{a(t-1)}(x, y) \). This coupled image is denoted by \( I^b(x, y) \) and its three components satisfy \( I_1^b(x, y) = 0, I_2^b(x, y) = I_2^{a(t-1)}(x, y), \) and \( I_3^b(x, y) = I_3^{a(t-1)}(x, y) \). The reason for choosing such a coupled image is that the component corresponding to the first channel can be obtained easily. By doing so, we construct the kernel function from \( I^{a(t-1)}(x, y) \) and \( I^b(x, y) \), denoted by

\[
    k(I^{a(t-1)}(x, y), I^b(x, y)) = \exp(-(I_1^{a(t-1)}(x, y))^2 / 2\delta). \tag{43}
\]

Using \( I^{a(t-1)}(x, y), I^b(x, y) \) and the kernel function in Eq.(43), we can obtain the updated value of the kernel function from Eq.(8), denoted by \( k_1^1 \). After obtaining this value of the kernel function, we can get the first component of the color image by the following equation.

\[
    I^{a(t)}_1(x, y) = \sqrt{-\ln(k_1^1) \cdot 2\delta}. \tag{44}
\]

Thus the first component of the color image is updated. Similarly, in order to update the second component of color images, we first choose a coupled image such that \( I_1^c(x, y) = I_1^{a(t)}(x, y), I_2^c(x, y) = 0 \) and \( I_3^c(x, y) = I_3^{a(t-1)}(x, y) \). Then we construct the kernel function from this coupled image and obtain the updated value of the kernel function from Eq.(8). The second component of the color image can be obtained by using a similar formula of Eq.(44), denoted by \( I^{a(t)}_2(x, y) \). For the third component of color images, the coupled image should satisfy \( I_1^e(x, y) = I_1^{a(t)}(x, y), I_2^e(x, y) = I_2^{a(t)}(x, y), \) and \( I_3^e(x, y) = 0 \). The updated value of the third component of color images is also obtained in a similar way. By doing so, all of the three
components of the color image are updated. Obviously, each channel of color images corresponds to a coupled image in such a case.

In the case of polynomial kernels, in order to obtain the processed result of the first component \( I_1^{a(t-1)}(x, y) \), one may select \( I^b(x, y) \) such that \( I_1^b(x, y) = 1, \ I_2^b(x, y) = 0 \) and \( I_3^b(x, y) = 0 \). Then we construct the kernel function from \( I_1^{a(t-1)}(x, y) \) and \( I^b(x, y) \), denoted by

\[
    k(I_1^{a(t-1)}(x, y), I^b(x, y)) = (I_1^{a(t-1)}(x, y))^d.
\]

(45)

Using \( I_1^{a(t-1)}(x, y) \), \( I^b(x, y) \) and the kernel function in Eq.(45), we can obtain the updated value of the kernel function from Eq.(8), denoted by \( k_p^1 \). After that, the first component of the color image can be updated by the following equation.

\[
    I_1^{a(t)}(x, y) = \frac{d}{\sqrt{k_p^1}}.
\]

(46)

In a similar way, other two components of the color image can be updated. Note that we give how to deal with color images using two types of kernel functions. In fact, for gray images, it is only necessary to deal with one component and the updated value of kernel functions can be obtained by Eq.(42). Overall, in order to obtain the processed image in the image space, one needs to implement Eq.(44) or Eq.(46). It is obvious that we easily obtain the image in the kernel function space without using Eq.(44) or Eq.(46).

4 Experimental Results and Discussion

In this section, we evaluate the performance of the proposed model on gray and color images.

4.1 The selection of kernel parameters

As the proposed model involves kernel functions, the parameters in kernel functions will directly affect the performance of the proposed model. It is necessary to determine the optimal kernel parameter in the proposed model. In this subsection, we will discuss how to select proper kernel parameters in order to achieve good performance. Note that an image can be regarded as a two-dimensional surface in a Hilbert space in the general case. The area of a surface in the feature space can be computed by using the kernel trick without knowing implicitly mapping. That is, the area of this surface can be computed by using \( A(\bar{X}) = \int \int \sqrt{g} \, dx \, dy \).

As a result, different kernel parameters will give different areas of a surface. Let us define a ratio by

\[
    r = \frac{A(\bar{X})}{A(X)}, \text{where } A(\bar{X}) \text{ is the area of the surface in the mapping space and } A(X) \text{ is the area of the surface in the original space. This ratio can be explained as an indicator of the variation on the surface. If } r = 1, \text{ it shows that the mapping can preserve areas.}
\]

In this set of experiments, we check the ratio \( r \) with different kernel parameters on the Lena image with \( 256 \times 256 \) pixels. The corrupted images are obtained by adding multiplicative Gaussian noise with zero mean and standard deviation (20) to the original image. In this paper we consider two types of kernel functions (Gaussian kernels and polynomial kernels) due to the fact that they satisfy the condition of Eq.(22). In order to reduce the staircase effect, the parameter \( p \) in Eq.(8) is set to 1.2 in this paper. The polynomial degree \( d \) in polynomial kernels varies from 1.1 to 2 by an interval of 0.1, and the kernel parameter \( \delta \) is in Gaussian kernels varies from 0.1 to 1 by an
interval of 0.1. We also use the PSNR to evaluate the quality of processed images. Figure 1 (a) shows the PSNR of the proposed model and the ratio as polynomial kernel parameters vary in the case of the double Y axes on the Lena image, and Figure 1 (b) shows the PSNR of our model and the ratio with the change of Gaussian kernel parameters on the Lena image.

As can be seen from Figure 1(a), the ratio $r$ becomes big with the increase of the kernel parameter $d$. However, the PSNR of this image sees a downward trend as the kernel parameter $d$ increases. It is found that the PSNR of this image is the highest when the ratio $r$ is close to one. So it is better to select the optimal kernel parameter if the ratio $r$ lies 1 or so. From Figure 1(b), it is found that the ratio $r$ decreases as the kernel parameter increases. It is observed that the PSNR of this image first increases significantly and then becomes relatively steady. This shows that we should choose the optimal kernel parameters when the ratio $r$ is in the vicinity of 1. Overall, these experimental results show that by properly selecting the kernel parameters in two types of kernels, one can obtain good PSNR of images.
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(a) polynomial kernels

![Graph of PSNR and ratio for Gaussian kernels.](image2)

(b) Gaussian kernels

Figure 1: PSNR of the proposed model and the ratio with varying kernel parameters

It is found that we perform the proposed model in the kernel function space. When the image is embedded into the kernel function space, it makes sense to ask what change has happened. As shown in Figure 3 (b), Figure 3 (c), Figure 4(b), and Figure 4 (c), the visual quality of images has been changed when they are embedded into the kernel function space. In order to assess the visual quality of images in the kernel function space, it is necessary to use image quality assessment
models. Although there are numerous models in previous literature\textsuperscript{24,25}, we adopt the natural image quality evaluator (NIQE)\textsuperscript{24} in this paper due to its simplicity. In the NIQE model, the NIQE index is the performance index for evaluating the image quality. In the general case, the bigger the NIQE index is, the worse the visual quality of images. Figure 2 shows the experimental results on the Lena image. From Figure 2 (a), it is found that if images are embedded into the polynomial kernel space, the NIQE index will change as kernel parameters vary. As pointed out in Section 3.2.2, when \( d=1 \) and \( I^b(x, y) = 1 \), our model degenerate to the TV model, so in such a case the NIQE index is actually computed from the noisy image in the image space. This shows that by choosing proper kernel parameters, the image in the kernel space has better visual quality than the noisy image in the image space. Likewise, we find from Figure 2(b) that the NIQE index of the image in the Gaussian kernel space may be lower than that of the noisy image by choosing kernel parameters. This shows again that embedding the image into the kernel function space may improve the visual quality of images in some sense. This also helps us explain why our method may obtain good performance in some cases and this simultaneously provides a strategy to choose kernel parameters in the proposed model by using NIQE. However, note that NIQE is used to evaluate natural images in real world. The lowest NIQE index may not mean the highest PSNR since NIQE does not requires reference images and PSNR makes use of reference images. In the following section, when we apply the proposed model to denoise images, we use PSNR as performance measure; when we enhance images by the proposed model, we adopt NIQE as the performance measure.
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(a) polynomial kernels
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(b) Gaussian kernels

Figure 2: NIQE index of the image in the kernel space with varying kernel parameters
4.2 Denoising Gray Images

In this set of experiments, we evaluate the proposed model on Lena, House, Couple, Hill, Boat, Barbara, and Peppers images. We also test the proposed model in terms of Gaussian kernels (GK) and polynomial kernels (PK), denoted by GK+GTV and PK+GTV respectively. Note that the nonlocal total variation model (NLTV) which utilizes more information from images can also improve the performance of the TV model. It is not difficult to embed kernel functions into the NLTV model by using the basic idea of this paper. We also implement NLTV in terms of Gaussian kernels and polynomial kernels, denoted by GK+NLTV and PK+NLTV respectively although we do not give the detailed derivation of this model. In implementing NLTV-based methods, we use ten best neighbors in the searching window of $5 \times 5$ and the 4 nearest neighbors to compute the weight. Currently there are some sparse representation methods that can be used to denoise images. It is noted that the sparse denoising method based on the adaptive dictionary produced by the K-SVD algorithm leads to the state-of-the-art performance. However, this method requires estimating the variance of noise in the general case. We actually find that this method is consistently superior to the proposed model in dealing with additive Gaussian noise if the variance of noise is known, but the variance of noise is unknown and the types of noise are diverse. To this end, in this paper, we also test the performance of the sparse denoising method from K-SVD in dealing with multiplicative Gaussian noise.

In the case of multiplicative Gaussian noise, we test the proposed model on noisy images with a relatively small deviation (20) and a relatively large deviation (80). The maximal number of iterations of the algorithms is set to be 50, and the tradeoff parameter $\lambda$ is set to be 10 in the case of the small deviation and 1 in the case of the large deviation. We also choose kernel parameters based on the idea of Section 4.1. Figure 3 shows the some experimental results on the Lena image. Figure 3(a) shows the noisy image. Figure 3(b) shows the image obtained by performing a nonlinear transformation $\left(I^a(x, y), I^b(x, y)\right)^d$ with $d=1.1$ and $I^b(x, y)=1$. Figure 3(c) shows the negative of the image obtained by performing a nonlinear transformation $\exp(-\left(I^a(x, y) - I^b(x, y)\right)^2/2\delta)$ with $I^b(x, y)=0$ and $\delta=0.5$. Note that the Gaussian function $\exp(-\left|I^a(x, y)\right|^2)$ does not preserve the increasing order from black to white in the output image, so we show $1 - \exp(-\left|I^a(x, y)\right|^2)$ to reserve the order from black to white. We also show the denoised images and the residual images of the Lena image in terms of the best PSNR in low noise in Fig.3(d)–(j2).

From Figure 3, it seems that NLTV-related models obtain higher brightness than GTV-related ones. It is obvious that embedding kernel functions into existing total variation models can further improve the denoising performance of images. Table 1 also lists the PSNR of several methods for dealing with seven images and the best performance of each image in two noisy cases is highlighted in bold. From Table 1, one can see that the PSNR of processed images decreases with the increase of standard deviations. When the standard deviation is 20, it is found that PK+NLTV obtains the best performance of all the methods on House, Hill, Boat, Barbara and Peppers images, and GK+NLTV performs best on Lena and Couple images. When the standard deviation is 80, PK+NLTV is better than other methods on House, Hill, Barbara Boat and Peppers images, and GK+NLTV is the best on Lena and Couple images. It is noted that the classical GTV model is worse than PK+GTV or GK+GTV in the general case. One can see that combining kernel functions into NLTV also contributes to the improvements of performance. That is, PK+NLTV or GK+NLTV
can obtain higher PSNR than NLTV. It is also found that there is no clear winner for applying Gaussian kernels or polynomial kernels on these images. A possible explanation is that the kernels we use may depend on the characteristics of noisy images. It is noted that NLTV gives better performance than GTV since the former considers more information from images. It is also found that K-SVD does not show a clear superiority in dealing with multiplicative Gaussian noise, especially for high noise, but this method is still better than GTV or NLTV in the general case. Overall, embedding kernel functions into total variation models can improve the filtering results for noisy images. As a result, one can embed Gaussian kernels or polynomial kernels into total variation models to deal with the images with multiplicative noise.
Figure 3: the experimental results on the Lena image (a) the noisy Lena image; (b) the image obtained in the kernel function space $\left\{I^a(x,y), I^b(x,y)\right\}^d$ with $d=1.1$; (c) the negative of the image obtained in the kernel function space $\exp(-\left\{I^a(x,y)-I^b(x,y)\right\}^2 / 2\delta$) with $\delta = 0.5$; (d1) the denoising image based on GTV; (d2) the absolute value of the residual image obtained by GTV; (e1) the denoising image based on PK+GTV; (e2) the absolute value of the residual image obtained by PK+GTV; (f1) the denoising image based on GK+GTV; (f2) the absolute value of the residual image obtained by GK+GTV; (g1) the denoising image based on NLTV; (g2) the absolute value of the residual image obtained by NLTV; (h1) the denoising image based on PK+NLTV; (h2) the absolute value of the residual image obtained by PK+NLTV; (i1) the denoising image based on GK+NLTV; (i2) the absolute value of the residual image obtained by GK+NLTV; (j1) the denoising
image based on K-SVD; (2) the absolute value of the residual image obtained by K-SVD;

Table 1: PSNR (dB) of models for handling gray images

| Images     | Lena | House | Hill | Couple | Boat | Barbara | Peppers |
|------------|------|-------|------|--------|------|---------|---------|
| 20         |      |       |      |        |      |         |         |
| GTV        | 32.16| 32.71 | 32.02| 31.88  | 30.82| 30.80   | 31.76   |
| GK+GTV     | 32.45| 32.94 | 32.23| 32.09  | 30.93| 30.89   | 32.12   |
| PK+GTV     | 32.21| 33.08 | 32.27| 32.01  | 31.06| 31.12   | 32.15   |
| NLTV       | 32.54| 32.94 | 32.35| 31.91  | 31.05| 30.90   | 31.89   |
| GK+NLTV    | **32.99** | 33.15 | 32.51| **32.17** | 31.43| 31.41   | 32.23   |
| PK+NLTV    | 32.87| **33.21** | **32.65** | 31.98 | **31.59** | **31.52** | **32.42** |
| K-SVD      | 32.88| 32.98 | 31.78| 32.13  | 31.37| 31.33   | 32.03   |
| 80         |      |       |      |        |      |         |         |
| GTV        | 24.92| 24.98 | 24.74| 23.88  | 23.68| 24.46   | 24.36   |
| GK+GTV     | 25.24| 25.82 | 25.33| 24.12  | 23.99| 24.77   | 24.72   |
| PK+GTV     | 24.39| 25.92 | 25.43| 24.17  | 23.96| 24.90   | 24.77   |
| NLTV       | 25.26| 26.02 | 25.02| 23.93  | 23.95| 24.79   | 25.16   |
| GK+NLTV    | **25.53** | 26.42 | 25.48| **24.26** | 24.12| 24.98   | 25.45   |
| PK+NLTV    | 25.38| **26.50** | **25.64** | 24.08 | **24.32** | **25.05** | **25.59** |
| K-SVD      | 24.90| 25.12 | 24.30| 23.95  | 23.97| 23.93   | 24.00   |

4.3. Denoising Color images

In this subsection, we continue to verify the proposed model on color images whose sizes are 256 × 256 × 3 pixels. The selection of kernel parameters and other settings are similar to the strategies in Section 4.2.

In this set of experiments, we carry out the experiments on some color images including House, Lena, F16, and Peppers images. The corrupted images are obtained by adding multiplicative Gaussian noise with zero mean and two different standard deviations (20 and 80) to the original images. Figure 4 shows the experimental results on the House image. From Figure 4, it is found that combining kernel functions into GTV or NLTV can further enhance the performance of the corresponding model. The PSNR of each method is shown in Table 2. From Table 2, PK+NLTV performs best on the Lena, House and Peppers images, and GK+NLTV obtains the best performance on the F16 images. One can see that the model using Gaussian kernels or polynomial kernels is generally superior to the corresponding one. Different from the results on gray images, the improvements on color images is relatively obvious. This is partly because the information from three channels in color images is effectively combined by using kernel functions. Like the results on the gray images, the model using polynomial kernels is not consistently better than the one using Gaussian kernels and NLTV is superior to GTV in the general case. It is found that PK+GTV or GK+GTV is better than GTV, and NLTV is worse than PK+NLTV or GK+NLTV. We also note that K-SVD is better than GTV in most cases and is worse than PK+NLTV or GK+NLTV. Overall, these experimental results show again that it is reasonable to embed Gaussian kernels or polynomial kernels into the existing total variation models to deal with color images with multiplicative noise.

![Images](a) (b) (c)
Figure 4: the experimental results on the House image (a) the noisy house image; (b) the image obtained in the kernel function space \( \left\{ I^a(x, y), I^b(x, y) \right\}^d \) with \( d=1.1 \); (c) the negative of the image obtained in the kernel function space \( \exp(-\left| I^a(x, y) - I^b(x, y) \right|^2 / 2\delta) \) with \( \delta = 0.5 \); (d1) the denoising image based on GTV; (d2) the absolute value of the residual image obtained by GTV; (e1) the denoising image based on PK+GTV; (e2) the absolute value of the residual image obtained by PK+GTV; (f1) the denoising image based on GK+GTV; (f2) the absolute value of the residual image obtained by GK+GTV; (g1) the denoising image based on NLTV; (g2) the absolute value of the residual image obtained by NLTV; (h1) the denoising image based on PK+NLTV; (h2) the absolute value of the residual image obtained by PK+NLTV; (i1) the denoising image based on GK+NLTV; (i2) the absolute value of the residual image obtained by GK+NLTV; (j1) the denoising image based on K-SVD; (j2) the absolute value of the residual image obtained by K-SVD.

**Table 2:** PSNR(dB) of denoising models for handling color images

| Methods | GTV  | GK+GTV | PK+GTV | NLTV  | GK+NLTV | PK+NLTV | K-SVD  |
|---------|------|--------|--------|-------|----------|----------|--------|
| Lena    | 20   | 31.94  | 32.55  | 32.67 | 32.07    | 32.89    | 32.95  | 32.09  |
|         | 80   | 24.38  | 24.77  | 24.93 | 24.73    | 25.30    | 25.36  | 24.81  |
| House   | 20   | 32.44  | 33.09  | 33.16 | 32.87    | 33.32    | 33.47  | 32.77  |
|         | 80   | 24.67  | 25.51  | 25.48 | 25.11    | 25.87    | 25.97  | 24.42  |
| F16     | 20   | 30.21  | 31.20  | 30.93 | 30.53    | 31.34    | 31.09  | 30.33  |
|         | 80   | 22.57  | 23.03  | 23.17 | 22.99    | 23.78    | 23.41  | 22.87  |
| Peppers | 20   | 32.51  | 33.22  | 32.88 | 32.70    | 33.34    | 33.48  | 32.69  |
|         | 80   | 25.10  | 25.51  | 25.17 | 25.63    | 25.79    | 25.94  | 25.09  |

### 4.4 Automatic Contrast Enhancement

In this subsection, we explore the proposed model for automatic image enhancement. It is noted that classical contrast enhancement is often achieved by applying linear or nonlinear transformation on an original image so as to change the gray level of images. There are several basic types of functions widely used for image enhancement including linear, logarithmic and power-law transformation. It is found that in the proposed method the image we process is in the kernel function space. In fact these kernel functions respond to nonlinear transformation in image enhancement. Instead of obtaining the original pixel value from Eq.(46) or Eq.(44), we directly display the image in the kernel function space, thereby enhancing the quality of the original image. It is obvious that different kernel parameters will give different images. It is necessary to select the best image from those that have been produced. Fortunately, some state-of-the art ‘general purpose’ no reference image quality assessment (IQA) algorithms can be used to predict the quality of output.
images from different kernel parameters. Note that these models are suitable for assessing some natural images. As pointed out in Section 4.1, it may be unsteady in evaluating those images used in Section 4.2. To this end, we test our proposed model on natural images. It is also noted that in Section 4.2 and 4.3 NLTV, PK+NLTV, and GK+NLTV are better than GTV, PK+GTV and GK+NTV respectively, so we only test the former three methods in this subsection. In order to choose the best quality of images, the Nature Image Quality Evaluator (NIQE) index is used in this paper due to its simplicity. Figure 5 shows the experimental results on a natural image. Note that we deal with gray images and color images independently instead of obtaining the result of gray images from the result of color images. Figure 5(a) is the original gray image whose NIQE index is 5.98. By using NLTV to deal with the image in Figure 5(a), we obtain the image in Figure 5(b) whose NIQE index is 4.72. Figure 5(c) is the image obtained by using PK+NLTV, but it belongs to the polynomial kernel function space and the kernel parameter is determined by the NIQE index. That is, the resulting image is not handled by Eq.(46). Figure 4(d) is the image obtained by GK+NLTV and we display the negative of the image since adopting Gaussian kernels makes the gray level of an image reverse. In a similar way, we can obtain those images in Figure 5(e), (f), (g), and (h). As shown in Figure 5, for gray images, the image obtained by GK+NLTV has the lowest NIQE index, so it has the best visual quality in these four gray images; for color images, GK+NLTV obtains the best visual quality of images. Therefore, from the perspective of image enhancement, handling images in the kernel function space corresponds to performing some operations in the enhanced domain of images, which helps us build a bridge between TV models and some image enhancement techniques by kernel functions. As a result, if the images are shown in the proper kernel function space, we actually enhance the image in some sense.
Figure 5: Experimental results on a natural image; (a) the original gray image (b) the gray image processed by NLTV; (c) the enhanced gray image in the polynomial kernel space from PK+NLTV; (d) the enhanced gray image in the Gaussian kernel space from GK+NLTV; (e) the original color image; (f) the color image processed by NLTV; (g) the enhanced color image in the polynomial kernel space from PK+NLTV; (h) the enhanced color image in the Gaussian kernel space from GK+NLTV.

5 Conclusions

This paper proposes a generalized TV model based on kernel functions to deal with gray or color images. The proposed model incorporates kernel methods into the generalized total variation model to enhance its performance. We give a sufficient condition to ensure that the embedding space is in the space of bounded variation. Via our theoretical analysis, it is found that the proposed model further extends the generalized total variation model. In some sense, the proposed method can be regarded as a technique that performs the generalized total variation on an enhanced domain of images, which connects TV models and some image enhancement techniques. As experimentally demonstrated, the proposed model gives better performance than previous models in some cases, which shows that our model can benefit from kernel functions. But there is still much work to be done. For example, it will be appealing if kernel parameters in the proposed model are chosen locally instead of globally. In addition, it should be pointed out that the basic idea of this paper can be applied to other partial differential nonlinear equations. We expect to generalize this idea to other nonlinear equations in the near future.
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