Towards a better diagnosis of prostate cancer: Application of machine learning algorithms
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**ABSTRACT**

**Introduction:** Prostate cancer is one of the leading causes of death in men, and the early detection of this disease can be a significant factor in controlling and managing it. Applying data mining techniques can lead to the extraction of hidden knowledge from a huge amount of data and can help diagnose this disease by physicians. This study aims to determine the algorithm with the best performance to diagnose prostate cancer.

**Material and Methods:** In this study, nine data mining techniques, including Support Vector Machine, Decision Tree, Naïve Bayes, K-Nearest Neighbors, Neural Network, Random Forest, Deep Learning, Auto-MLP, and Rule Induction algorithms, were used to extract hidden patterns from prostate cancer data. In this study, the data of 100 patients, which included eight characteristics, were used, and the RapidMiner Studio environment was employed for modeling. To compare the performance of the mentioned approaches used in this study to diagnose prostate cancer, accuracy, recall, precision, AUC, sensitivity, and specificity were calculated and reported for all techniques.

**Results:** The results of this study showed that the accuracy of the applied algorithms was between 77% and 84%. Using different criteria to evaluate the techniques used showed that the two algorithms K-Nearest Neighbors and Neural Network, had better performance and accuracy (84%) than other methods. The sensitivity in these two algorithms was 80% for Neural Networks and 85% for K-Nearest Neighbors, respectively.

**Conclusion:** The usage of different data mining techniques can lead to the discovery of hidden patterns among an enormous amount of data related to prostate cancer, and as a result, it leads to the early diagnosis of this disease and saves the subsequent costs.

**INTRODUCTION**

Prostate cancer is the type of cancer where an uncontrolled extension of cancer cells appears in prostate tissue. This cancer is the second most common cancer among men after lung cancer, ranking first in developed countries [1]. Various prostate tumors spread gently and are confined to the prostate gland, where they may not create dangerous harm. The expansion of prostate cancer is correlated with ethnicity, family history of cancer, age, and a high-fat diet. Men have a 1 in 6 chance of developing prostate cancer in their lifetime, and 1 in 32 people die from this type of cancer [2]. According to GLOBOCAN 2018 statistics, there are 1.3 million prostate cancer cases or around 7.1% of all carcinoma cases globally. Men aged from 70 to 79 years are the group who undergo the most from this disease [3].

Early prostate carcinoma regularly possesses no symptoms; still, it was observed that, when detected early, many prostate tumors can be cured and treated; when prostate cancer is diagnosed following symptoms have emerged, metastases are commonly present [4]. Prostate cancer is divided into different types depending on the starting point. In more than 95% of cases, cancer starts in cells inside the gland
cancer. Accordingly, we mean the same type [5].

Prostate cancer has a long prognosis. Approximately 80 to 85% of prostate cancers are diagnosed when the cancer cell is localized or regional. Nearly 100% of people whose disease is diagnosed and treated at this stage are recognized as disease-free after five years [6]. Prostate cancer is a life-taking disease, and early detection can decrease the incidence of mortality. An investigation of the numerous recent data has revealed that the survival rate is 98% after five years of diagnosis and 99% after ten years of diagnosis. Subsequent prostate cancer diagnosis, staging provides essential information about the degree of cancer in the body and foreseeable therapy to patients [7].

In current years, there is a growing interest in applying data-driven approaches to the early detection of various cancer to help improve accuracy; these computational Intelligence approaches covered data mining methods [8]. The field of medicine and health is one of the important sectors in industrial societies. Data mining means extracting latent information, recognizing hidden relationships and patterns, and generally discovering useful knowledge from high-volume data [9].

Extraction of classification rules is a type of data mining in which knowledge is discovered in several comprehensive and straightforward rules of data and used in the future for decision making and prediction [10]. By using data mining algorithms, intelligent systems can be developed that can automatically understand and interpret the medical properties of individuals without the need for physician supervision or discover useful information that helps experts make sound judgments [11]. Extracting knowledge from the vast amount of data related to individuals' medical histories using the data mining process can lead to identifying the laws of disease development and growth [12].

These techniques provide valuable information to health professionals and practitioners to identify the causes of disease occurrence, diagnosis, prognosis, and treatment of diseases according to the prevailing environmental factors. Several studies have centered on the confirmed diagnosis of prostate carcinoma employing data mining methods. Certain studies have applied diverse data mining approaches and have performed various results. Details of several studies are provided in this part. This paper aims to classify prostate patients and apply computational-based data mining techniques on public datasets.

Maliha et al. [13] conducted a study to predict various cancer diseases using Naïve Bayes, K-nearest neighbor, and J48 techniques. Datasets of patients were collected from different sources; physicians and experts helped researchers gather reliable data elements. One of the nine cancers that the researcher team predict was prostate neoplasm. For performing the train and test process of the three before mentioned algorithms, Weka 3.6 was used. Numerous metrics like accuracy, sensitivity, specificity, error rate, and F-score were reported for each cancer type. In another work [14], two data mining techniques - Support Vector Machine-Recursive Features Elimination (SVM-RFE) and One Dimensional-Naïve Bayes- were used to feature selection and classification methods. Applied datasets in this study were publicly available for prostate cancer and breast neoplasm. Analysis of classifications and results of breast cancer and prostate cancer were generated by Python 3.6.

Accuracy, precision, and recall were reported for each classifier; for prostate cancer, 1-DBC has the highest accuracy, i.e., 85%, and for breast cancer SVM-RFE achieved an accuracy of 95.65%. Wang et al. [2] performed a study on early detection of prostate cancer. This research proposed a stacking-based decision tree ensemble technique that can produce effective diagnostic rules and reliable detection. The prediction model dataset for detecting prostate cancer is gathered from patients' demographic information and all kinds of examination results, including blood routine examinations, urine routine examinations, ultrasound scans, and Prostate-Specific Antigen (PSA) testing. Accuracy, sensitivity, and specificity of the proposed method were calculated, respectively, 82%, 73%, and 85%.

MATERIAL AND METHODS

Dataset

The data used in this study are prostate cancer data taken from the Kaggle data repository. This data includes 100 samples and eight features (Table 1). These eight features determine whether prostate cancer is benign or malignant. Thirty-eight tuples have been labeled benign, and 62 tuples have been labeled malignant.

| Features                  | Prostate cancer data set |
|---------------------------|--------------------------|
| Radius (16.85;4.88)       | Fractal Dimension (0.06:0.008) |
| Texture (18.23;5.19)      | Symmetry (0.19:0.03)      |
| Area (702.88:319.71)      | Compactness (0.12:0.06)  |
| Perimeter (96.78;23.67)   | Smoothness (0.1:0.01)    |

Classification

Support Vector Machine (SVM), Decision Tree (DT), Naïve Bayes, K-Nearest Neighbors (k-NN), Neural Network (NN), Random Forest (RF), Deep Learning (DL), AutoMLP, and Rule Induction algorithms were used to classify patients with prostate cancer into benign and malignant groups. RapidMiner Studio
environment was used for modeling.

Naive Bayes is a probabilistic classifier based on the Bayesian theory suitable for working with huge data sets. This classifier assumes that the variables are not independent of each other\(^\text{15}\). One of the most widely used algorithms is Decision Tree, which can be used to solve regression and classification problems. Decision Tree is a supervised algorithm\(^\text{16}\). Support Vector Machine is a machine learning method that classifies training data based on hyperplane by creating a discrete hyperplane in descriptor space\(^\text{17}\). K-NN Classifier, called the non-parametric lazy algorithm, performs classifications based on the closest examples in the feature space\(^\text{18}\). Neural Network is a computational classification model based on a biological neural network and includes three layers: input, hidden, and output\(^\text{19}\). Deep learning uses a backpropagation algorithm to discover the complex structures in huge data and allows computational models to learn with multiple layers\(^\text{20}\). Random Forest Algorithm is an ensemble classifier that randomly selects training samples to produce multiple decision trees\(^\text{21, 22}\). The parameters related to each of the algorithms used are given below:

1) Rule Induction: criterion: information-gain, sample ratio: 0.9, pureness: 0.9, minimal prune benefit: 0.3
2) Random Forest: criterion: gain-ratio, maximal depth=10, and number of trees=110
3) Decision Tree criterion: gain-ratio, maximal depth: 20, confidence: 0.25, minimal gain: 0.1, minimal leaf size: 2
4) AutoMLP
5) Neural Network: training cycles= 60, learning rate=0.01, momentum=0.9 and hidden layer=1
6) K-Nearest Neighbors: K: 5
7) Naïve Bayes
8) Support Vector Machine: kernel type: dot, C: 0.0, convergence epsilon: 0.001, L pos:1.0, L neg: 1.0, epsilon: 0.0, epsilon plus: 0.0, epsilon minus:0.0
9) Deep Learning: Activation: rectifier, epochs=10

**Model performance evaluation**

After training the model with various data mining techniques, the performance of the model should be tested. A 10-fold cross-validation technique was used to compare different data mining models' accuracy. The evaluation results of different models were expressed with accuracy, sensitivity, specificity, precision, and recall (equations 1-5).

\[
\text{Accuracy}=\frac{TN+TP}{TP+FP+TN+FN} \quad (1)
\]
\[
\text{Sensitivity}=\frac{TP}{TP+FN} \quad (2)
\]
\[
\text{Specificity}=\frac{TN}{TN+FP} \quad (3)
\]
\[
\text{Recall}=\frac{TP}{TP+FN} \quad (4)
\]
\[
\text{Precision}=\frac{TP}{TP+FP} \quad (5)
\]

TP: True Positive
TN: True Negative
FP: False Positive
FN: False Negative

**RESULTS**

Nine machine learning algorithms, including SVM, DT, Naïve Bayes, k-NN, NN, RF, DL, AutoMLP, and Rule Induction, were used to diagnose malignant and benign prostate cancer. Comparing the performance of different algorithms based on different evaluation parameters, including accuracy, sensitivity, specificity, recall, precision, and area under the ROC curve (AUC), are shown in Table 2.

Fig 1 shows the accuracy of prostate cancer diagnosis by nine machine learning techniques. Of the nine machine learning algorithms, Random Forest with 77% accuracy had worse performance than other algorithms, and the Neural Network and K-NN classification techniques performed best with 84% accuracy. The highest sensitivity was related to Naïve Bayes algorithm with 90%, and the lowest was related to Decision Tree and Random Forest techniques.

Based on Decision Tree classifier's results, the two attributes of perimeter and texture have played an essential role in diagnosing people with the malignant type of prostate cancer and its benign type (Fig 2).
Table 2: Performance Evaluation of prostate cancer diagnosis with various classifiers.

| Data Mining Technique | Decision Tree | Rule Induction | SVM          |
|-----------------------|---------------|----------------|--------------|
| Accuracy              | 79.00% +/- 9.94% | 83.00% +/- 10.59% | 82.00% +/- 11.35% |
| Precision             | 77.50% +/- 20.81% | 77.67% +/- 18.78% | 77.50% +/- 17.15% |
| Recall                | 71.67% +/- 18.51% | 85.00% +/- 17.48% | 80.00% +/- 19.72% |
| Sensitivity           | 71.67% +/- 18.51% | 85.00% +/- 17.48% | 80.00% +/- 19.72% |
| Specificity           | 84.29% +/- 16.16% | 82.62% +/- 15.19% | 84.05% +/- 14.11% |
| AUC                   | 0.777 +/- 0.151  | 0.853 +/- 0.097  | 0.904 +/- 0.121  |
| Data Mining Technique | Deep Learning   | Neural Network  | Random Forest |
| Accuracy              | 79.00% +/- 11.97% | 84.00% +/- 10.75% | 77.00% +/- 8.23% |
| Precision             | 75.83% +/- 19.02% | 79.83% +/- 15.02% | 74.67% +/- 20.66% |
| Recall                | 75.00% +/- 26.35% | 80.00% +/- 19.72% | 71.67% +/- 21.94% |
| Sensitivity           | 75.00% +/- 26.35% | 80.00% +/- 19.72% | 71.67% +/- 21.94% |
| Specificity           | 82.62% +/- 15.19% | 87.14% +/- 9.60% | 81.19% +/- 15.53% |
| AUC                   | 0.890 +/- 0.113  | 0.908 +/- 0.121  | 0.879 +/- 0.084  |

Fig 1: Accuracy of various data mining algorithms to diagnose prostate cancer
One of the nine algorithms used in this study was rule induction, which led to the development of rules for diagnosing cancer; some of the rules are listed below.

```
if area > 575 then M (51 / 4)
if perimeter ≤ 77.500 then B (1 / 17)
if perimeter ≤ 83.500 then B (3 / 9)
if radius ≤ 18.500 and radius > 15.500 then B (0 / 3)
```

The ROC curve for comparison of the nine algorithms used is shown in Fig 3 and 4. Neural Network, Naïve Bayes, and SVM had the maximum AUC scores. ROC curve for Naïve Bayes with AUC 0.908 had better performance in comparison to other algorithms.

In evaluating the classifier's performance, each of the algorithms in different studies had different performances. In various studies, many factors can affect the accuracy of each algorithm. A decision support system was developed in a study by Sidiropoulos et al. to diagnose rare brain cancer cases. In this research, the Probabilistic Neural Network classifier was used to diagnose the diseases. This study has shown that the number of features can affect the accuracy of the designed system, and increasing the number of features can decrease the system's accuracy [25]. Ohmann et al. also used different data mining algorithms to diagnose acute abdominal pain and concluded that the sample size could significantly affect the performance of different algorithms, and a high sample size can improve the diagnostic system's accuracy [26]. Therefore, to obtain the best result, it is necessary to select the different algorithms according to the sample size, number of features, and each algorithm's unique features and characteristics.

CONCLUSION

As we have seen before, various applications of data mining and machine learning techniques in diagnosing diseases, using different data mining methods in diagnosing prostate cancer can help doctors extract valuable knowledge from a huge amount of data. This study uses various data mining techniques, including SVM, DT, Naïve Bayes, k-NN, NN, RF, DL, AutoMLP, and Rule Induction. The results showed that out of nine classifiers, NN and k-NN Algorithms had the best performance and were more successful in diagnosing prostate cancer.
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