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Abstract

With the development of wireless LAN (WLAN) technology, wireless access points (APs) are deployed increasingly more and the number of mobile terminals is increasing. It is normal for a mobile terminal to hand over its AP. The traditional terminal handover method cannot effectively control the handover delay and balance the network load due to the inherent drawbacks such as closed encapsulation and the lack of centralized control. In this paper, we introduce the innovative network architecture of software-defined networking (SDN), propose a software-defined WLAN architecture, and propose a seamless handover method and a load balancing handover method of the software-defined WLAN. Experimental results show that the proposed handover method effectively reduces the handover delay, balances the network load, and improves the quality of service (QoS) and resource utilization of the network.
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1 Introduction

1.1 Background and motivation

With the deepening of social information processes and the rapid development of wireless communication technology, the demand for wireless networks, the continuous growth of traffic, and the continuous expansion of coverage areas have promoted the massive deployment of wireless LANs (WLANs) and the intensive use of wireless access points (APs) [1]. In a network environment where APs are densely deployed, to ensure the user's network experience, the APs must be switched with the terminals. However, the terminal handover method based on the traditional WLAN has been unable to meet the increasing demands of users for high-quality, high-rate services of the network. In traditional WLAN architectures such as fat APs and thin APs [2], the collection of network information is a relatively difficult process, it is impossible to coordinate scheduling, and load migration is difficult to achieve. As a result, the handover is blind, and the traffic scheduling is unbalanced. The quality of service (QoS) provided by the wireless network and the resource utilization rate of the network cannot be guaranteed.

The emergence of software-defined networking (SDN) [3–9] provides a new way to thoroughly solve this problem. Its main idea is to decouple the control function of the forwarding function of the network and hand over the control to the centralized controller. Because of the global perspective of the controller and the open programmable interface of the network, users can obtain the state information on all the underlying devices and realize traffic scheduling according to their own needs. The network becomes more flexible and intelligent. The terminal handover in SDN-based WLANs can effectively improve the QoS and the resource utilization of WLANs. As a new computing paradigm, software-defined networking can also be applied to cellular networks [10], D2D heterogeneous networks [11], MESH networks [12], cloud computing [13], and edge computing [14] to facilitate resource allocation, provide service quality assurance, and improve user experience.
1.2 Related work

To solve the above problems, many researchers have devoted themselves to researching SDN-based WLAN architecture and terminal handover methods [15–29]. Odin [15] enabled the seamless handover of terminals by performing virtual access point (VAP) migration. However, the scheme is just a simple functional demonstration. It omits related processes such as authentication in the access process. It cannot meet the needs of practical applications. CloudMAC [16] is also based on the virtual AP to transfer traffic between APs by controlling the data forwarding behavior of the forwarding equipment with the SDN controller. Although CloudMAC realizes the fast handover of terminals, the handover method requires that all the terminals connected with the source VAP are switched to the destination VAP as a whole. A single terminal cannot be flexibly switched. The SDWLAN architecture [17] and One Big AP [18] handover method of this architecture migrates the control function of the AP to the SDN controller. The controller conducts the data forwarding operation according to the deployed strategy. The controller needs to virtualize one VAP for all APs. All the packets need to be processed by the controller. It is easy about the controller to become the performance bottleneck in the network. In [19], Rangisetti et al. proposed a novel load-aware hand-off algorithm for SDN-based WLAN systems which considers traffic load of APs in addition to received signal strength at wireless clients to solve load imbalance among APs and offer seamless mobility. Kiran et al. [20] proposed a seamless handover method of WLAN terminals based on an SDN, referred to as the KYA method. However, the KYA method is not comprehensive enough to judge the performance of APs based on their throughput. It cannot reflect the performance of APs as a whole. In a wireless network of a complex environment, the choice of the destination AP is not necessarily accurate. In [21], Sequeira et al. presented the development and testing of an open enterprise Wi-Fi solution based on virtual APs, managed by a central WLAN controller, and it allows seamless handovers between APs in different channels, maintaining the QoS of real-time services. Gilani et al. [22] presented a novel mobility management scheme based on logical AP that keeps a connection with the user terminal during hand-off triggered by either the user or the SDN controller of seamless mobility. Nahida et al. [23] introduced an improved IEEE 802.11 architecture utilizing SDNs, and the proposed architecture allows communications during device movements without losing a QoS. The fast seamless handover of QoS enables efficient usage of radio resources in large networks. In [27], Coronado et al. introduced a flexible, programmable, and open source SDN platform for heterogeneous 5G radio access networks (RANs). The platform allows network programmers to deploy complex management tasks as policies on top of a programmable centralized controller. Coronado et al. [28] presented a centralized approach to manage multicast flows based on SDN principles and reported on a proof-of-concept implementation that can be used in enterprise WLANs. Sen and Sivalingam [29] presented the testbed implementation details of a seamless handover mechanism for a software-defined enterprise WLAN framework. The authors of [30] presented an overview of SDWLAN architectures and provided a qualitative comparison in terms of features such as programmability and virtualization.

The above research solutions all solve the problem of the terminal handover method to a certain extent. However, they cannot flexibly implement the handover of a single terminal, or they cannot accurately judge the performance of the APs.

1.3 Contributions

To effectively solve the problem of terminal handover problem of the network, improve the QoS of networks, and improve the utilization of network resources, we propose an SDN-based WLAN architecture and implement a seamless handover method based on this architecture of this paper. The main contributions to this paper can be summarized as follows.

- An SDN-based WLAN architecture is proposed, which can realize seamless handovers and load balancing handover. The proposed architecture has the characteristics of separated control and forwarding, centralized control, and open programming, making the network flexible and controllable. The controller has a global perspective. Users can write applications based on their own needs.

- A seamless handover method is proposed. The method first effectively controls the handover delay by streamlining the access procedure of the handover and reduces the data propagation delay by releasing the flow table in advance, allowing seamless handovers to be realized. The experimental results show that the method reduces the overall delay of
terminal handovers and improves the QoS of the network.

- A load-balancing handover method is proposed. The global perspective and centralized control ability of the controller are used to collect, control, and analyze the information. According to the information provided by the controller, the load balancing module uses the algorithm proposed in this paper to calculate the weights and formulate the handover strategy. The controller realizes the handover of the terminal according to the handover strategy of the load balancing module. The experimental results show that the method improves the throughput of the system and improves the utilization of network resources.

The remainder of this paper is organized as follows. In Section 2, an SDN-based WLAN architecture is proposed, and the working mechanism of each module and the design of each component is described in detail. In Section 3, a seamless handover method and a load balancing handover method is proposed and the main ideas and working processes of the two handover methods are described. In Section 4, the algorithm is deployed in an SDN controller, and the performance of the algorithm is tested. Finally, concluding remarks are given.

2 Network architecture
An SDN-based WLAN architecture is proposed in this paper, which can realize the seamless handovers and load balancing handovers of terminals, as shown in Fig. 1. The network architecture is divided into three layers: the infrastructure layer, the control layer, and the application layer. The infrastructure layer is composed of APs and OpenFlow switches, the control layer is composed of SDN controllers, and the application layer is composed of applications realized by independent programming. The architecture is centered on the control layer. The control layer interacts with the infrastructure layer through the southbound interface and performs data interaction with the application layer through the northbound interface.

2.1 Components
2.1.1 AP
The APs in this architecture only retain the data forwarding function, and their logic control functions are moved to the controller. The current OpenFlow protocol [6] does not fully consider the characteristics of a wireless network and the controller cannot manage the APs. It is necessary
to establish a separate communication channel between the controller and each AP and the controller collects the state information on each AP through that channel, thereby implementing control of the APs.

2.1.2 Switch
The OpenFlow switch, similar to an AP, has its original control functions stripped and moved to the controller, retaining only the data forwarding function. Such a switch is equivalent to a pure data channel.

2.1.3 Controller
The controller is a centralized and unified logic control unit. It is responsible for the collection of device status information, the management of OpenFlow switches and APs, and the delivery of flow tables. The controller also provides a programmable interface, which is convenient for users to write applications according to their own needs.

2.2 Module function
2.2.1 Management module
The module is mainly used to manage APs and terminals. The APs in the network are stripped of the management control function, and each AP connects to a different number of mobile terminals. There needs to be a module to manage the large number of APs and terminals in the network, so a management module is deployed in the controller to manage the APs and terminals. The module is divided into two submodules: the AP management module and the terminal management module. The main functions of the AP management module are to discover and configure APs and to manage and collect the status information of each AP. The module mainly controls the authentication process of its access network.

2.2.2 Load balancing module
The module is deployed in the application layer to realize the concept of load balancing, and it is divided into the load sensing module and the handover decision module. The former mainly obtains the state information of each AP through the management module deployed in the controller. The latter mainly obtains the state information of the network according to the load sensing module, and it uses the AP weight algorithm proposed in this paper to assign a weight to each AP and its corresponding terminal. According to the weights, the traffic in the network is scheduled, and the terminal is switched, which balances the network load.

3 Methods for terminal handover
With the above architecture, we propose a seamless handover method and load balancing handover method, which can effectively improve the QoS of networks and the utilization of network resources.

3.1 Seamless handover
The delay caused by terminal handover is an important factor affecting users’ Internet experience [31]. In proposed SDN-based WLAN architecture, since the terminal has been connected to the network, its related information has been stored in the controller, and the scanning and authentication process has been omitted without causing delay. In addition to the handover delay in the terminal handover process, the network delay mainly occurs to four processes: queuing, node processing, transmission, and propagation. Here, the delays in the first three processes are on the order for microseconds, and the delay in the propagation process is on the order of milliseconds. Therefore, this paper mainly considers the handover delay and propagation delay.

3.1.1 Handover delay
The traditional handover method usually takes hundreds of milliseconds [32]. It may not cause serious problems of some services, but it may seriously restrict real-time applications such as voice over Internet protocol (VoIP) or online games.

The handover method proposed in this paper mainly reduces the handover delay by optimizing the terminal access process. Configuring the network, we set the service set identifiers (SSIDs) and basic service set identifier (BSSIDs) of all APs to be the same. In wireless networks, terminals identify APs by identifying the SSIDs and BSSIDs; therefore, when the terminal interacts with the wireless network, the data frames sending to the wireless network can be monitored by some APs with consistent SSIDs and BSSIDs. From the perspective of the terminal, there is only one logical “big AP” in the network, and there are no multiple independent physical APs in reality. In the SDN-based WLAN architecture, the authentication function of an AP is stripped and moved to the controller of its control function, so the AP is no longer responsible for the authentication operation of the terminal. The terminal authentication component is deployed in the management module of the controller of the architecture. After all the terminals perform the authentication operation through the controller when they access the network of the first time, the identity information on the terminal will be saved for the terminal authentication component of the controller. When the terminal reconnects to the network, the controller will compare its identity information. If the terminal authentication component already has the terminal information, there is no need for authentication.

3.1.2 Propagation delay
When the terminal performs the handover, the terminal associated with the AP has changed, and the flow
The server STA1 communicates with the client STA2. Both STA1 and STA2 are in the coverage area of AP1 and are connected to it. STA2 moves to the coverage area of AP2. When the handover condition is met, the association with STA2 and AP1 is canceled, and STA2 establishes a connection with AP2. Process 1 is the transmission of the data packet sent by STA1 to STA2 to AP1. At this time, AP1 is disconnected from STA2, and there is no matching entry into the flow table. According to the OpenFlow standard protocol, once the switch receives the packet, when there is no match in the flow table in the switch, the received packet is sent to the controller by using the Packet-In event, and then the packet forwarding operation is performed according to the flow table sent by the switch. When the packet is sent to the switch and there is no match in the flow table of the switch, the received packet is sent to the controller by using the Packet-In event, and then the packet forwarding operation is performed according to the flow table sent by the packet. In process 2, the AP1 uses the Packet-In event to send the data packet to the controller. In process 3, the controller sends a flow table to guide AP1 to perform packet forwarding operations. Process 4 involves AP1 forwarding the data packet. Process 5, similar to process 2, reports the Packet-In event to the controller. In process 6, the flow table is delivered in the same manner as in process 3. Process 7 involves AP2 forwarding the data packet to STA2 according to the flow table. In this case, this working process will have a corresponding delay.

Assume that the corresponding delays of each link in Fig. 2 are \( T_1, T_2, T_3, T_4, T_5, T_6, \) and \( T_7 \), respectively. The wireless link distance between STA1 and AP1 and between STA2 and AP2 is \( D \); the wireless transmission rate is \( C \); the wired link distance between the AP1, AP2, and the controller is \( L \); and the transmission rate is \( V \).

The delay of the wireless link is \( T_w = \frac{D}{C} \), and the delay of the wired link is \( T_x = \frac{L}{V} \). When the flow entries in the AP match, the delay is

\[
T_y = T_1 + T_4 + T_7 = \frac{2D}{C} + \frac{L}{V}. \tag{1}
\]

![Fig. 2 Packet forwarding process. When the terminal performs the handover, the terminal associated with the AP has changed, and the flow table in the AP is still updated in the future. Therefore, in the packet forwarding process, there is a phenomenon where the matching cannot be performed](image-url)
When there is no match in the flow table in the AP, the delay is

\[ T_z = \sum_{i=1}^{7} T_i = \frac{2D}{C} + 5L. \quad (2) \]

From Eqs. 1 and 2, it can be seen that when there is no matching term in the AP, the propagation delay is 16 times more than that of flow table item matching, which is four times that of the wired link delay \( T_z \). We effectively reduce the propagation delay by using the pre-transmit flow table strategy: when STA2 reaches the critical point of the coverage area of the two APs, it updates the flow table of the source AP and the destination AP before the handover is completed so that the packets sent from STA1 can be sent from STA1 without triggering the Packet-In event, thus saving \( T_z \), \( T_3 \), \( T_5 \), and \( T_6 \) and reducing the delay by \( \frac{4D}{V} \). \( T_1 \), \( T_3 \), and \( T_7 \) are the inherent delays of the network.

The handover process of the seamless handover method under the architecture proposed in this paper is as follows.

1. The terminal and AP1 complete the access process and then access the network.
2. The terminal moves from the signal range of AP1 to the overlapping area of the signal range between AP1 and AP2.
3. When the handover trigger condition is reached, the controller first selects the AP with the best comprehensive performance according to the policy to serve the terminal, assuming that the comprehensive performance of AP2 is better than AP1. Then, it performs the handover operation and at the same time issues instructions to the management modules of the two APs to perform the following two steps: (1) update the flow table of AP1, stop providing services to the terminal, and no longer receive and send the terminal data. (2) Update the flow table of AP2, and make the data packet of the terminal completely responsible for receiving and transmitting the data of AP2.
4. The terminal accesses AP2.

Compared with the terminal handover method in the traditional architecture, the seamless handover method proposed in this paper is carried out under the guidance of the controller. The terminal does not need to participate and only needs to perform an authentication process when accessing the network for the first time. There is no need to reauthenticate and associate with the destination AP during the handover process, which reduces the time consumption during the handover process. Furthermore, using the “early flow table” to avoid the Packet-In event reduces the time consumption of the data dissemination process.

### 3.2 Load balancing handover

This paper proposes a load balancing terminal handover method. The main idea is as follows. The management modules use the global perspective of the controller to collect the underlying APs and all the mobile terminal’s state information, such as the parameters affecting the AP performance, and passes it to the load balancing module; then, the load balancing module performs weight calculation of each AP according to the state information collected by the algorithm determines the merits of each AP's comprehensive performance according to the weight value, and finally makes a handover decision, selecting the best-performing AP. This handover method is used to balance the network load and improve the overall efficiency of the network.

#### 3.2.1 Parameters affecting AP performance

In general, the parameters that affect the performance of APs are the signal strength \( S \) and the number of associated terminals \( N \). The greater the received signal strength is, the better the transmission quality of the wireless link. In the traditional terminal handover, the signal strength is selected to judge the AP performance as the handover basis, the number of associated terminals can reflect the AP load to some extent, and, in general, the terminals associated with the same AP contend for the same channel to communicate. The ability of each terminal to contend for a channel is the same. The greater the number of APs associated with a terminal is, the greater the channel competition, and the greater the impact of the resulting collision on performance.

However, the two parameters of the signal strength and the number of access terminals cannot fully reflect the performance of an AP. The reasons are as follows.

1. An AP with a strong signal in the network will often attract a large number of terminal accesses, causing its load to increase and the QoS of the network to worsen.
2. The terminals associated with an AP are not necessarily working, and some of the associated terminals may be idle; therefore, the performance of an AP with a large number of access terminals is not necessarily worse than that of an AP with fewer access terminals.

To fully reflect the comprehensive performance of an AP, a parameter that reflects the true load of the AP should be added. The AP throughput is introduced in the load balancing handover strategy, and the throughput can reflect the load of the AP. The larger the throughput is, the larger the load, the worse the performance of the AP, and the lower the number of terminals that can be accessed.

#### 3.2.2 AP weight

Assume that the signal strength is \( S \), \( \bar{S} \) is the average of the signal strength \( S \), we have

\[ S = \alpha \bar{S}_t + (1 - \alpha) \bar{S}_{t-1}. \quad (3) \]

where \( \alpha \) is a smoothing factor.
The throughput of the AP will show some regularity. Analyzing the throughput of an AP over some time can more accurately determine the load status of the AP. In this paper, the AP historical traffic of the latest $n$ unit time $t_0$ of the AP is counted. The unit flow of the AP in the $i$th $t_0$ time is

$$\theta(i) = \frac{F_{iT} + F_{IR}}{t_0},$$

(4)

where $F_{iT}$ indicates the traffic sent by the AP in the $i$th unit at time $t_0$ in the queue and $F_{IR}$ indicates the traffic received by the AP in the $i$th unit at time $t_0$ in the queue.

From Eq. 4, we can obtain that the unit traffic (throughput) $\tilde{\theta}$ of the AP is

$$\tilde{\theta} = \frac{\sum_{i=1}^{n} \theta(i)}{n}.$$  

(5)

Because the number of terminals associated with an AP and the historical throughput of the AP are the parameters that reflect the load condition of the AP, we propose a load index that reflects the load of the AP by the two parameters of the throughput and the number of terminals. The load index of $AP_k$ in the network is $L_k$, which is calculated as

$$L_k = \frac{\tilde{\theta}_k}{\theta_{\text{max}}} + \frac{N_k}{N_{\text{max}}},$$

(6)

where $\tilde{\theta}_k$ is the historical throughput of $AP_k$ over some time, $\theta_{\text{max}}$ is the maximum throughput that $AP_k$ can withstand, $N_k$ is the number of terminals already associated with $AP_k$, and $N_{\text{max}}$ is the maximum number of terminals with which $AP_k$ can associate. $\theta_{\text{max}}$ and $N_{\text{max}}$ can be obtained by testing.

The larger the load index of an AP is, the greater the load, which means that the worse the performance of the AP is, the lower the number of STAs that can be associated with it. On the contrary, the smaller the load index of the AP is, the smaller the load, and the better its performance. Therefore, the performance and weight of an AP should be negatively correlated with the load index.

In general, the greater the received signal strength is, the better the transmission quality of the wireless link, so the AP performance is positively correlated with the signal strength.

Therefore, it is concluded that the performance weight $W$ of an AP is

$$W = \frac{S_k}{L_k}.$$  

(7)

To sum up, we have

$$W = \frac{\alpha S_t + (1-\alpha)S_{t-1}}{\tilde{\theta}_k/\theta_{\text{max}} + N_k/N_{\text{max}}}.$$  

(8)

The main strategy of the load balancing handover method is that the controller monitors the AP through its global perspective and gives the corresponding weights to each AP according to the collected AP state information. The AP with a strong signal, a small number of associated STAs, and low historical throughput is given a large weight, and then the controller selects the AP with the best performance for the STA to serve it according to the weight size of each AP.

The load balancing handover method is mainly realized by the controller that controls the access flow of the STA and the handover process. When the STA accesses the network for the first time, the controller first authenticates it. Then, it queries the AP weight table, selects the AP with the largest weight corresponding to the STA to provide the service, and completes the access process of the STA. In view of the mobility of the STA and the change in the network service, the load of the AP in the network is also changing with time, and the controller updates the weight table of the AP in real-time based on the state information of the AP collected in the network. When it is found that the AP serving an STA is not the AP with the best performance corresponding to the STA, the AP with the best performance, that is, the highest weight will be found for the STA, and the handover will be performed. To ensure that the controller always selects the best-performing AP for an STA to provide services and ensure the maximization of network resource utilization, the AP weight algorithm of the load balancing handover is given, as shown in Algorithm 1.

**Algorithm 1 AP weight algorithm**

**Input:** AP weight table

**Output:** Destination AP

1: for $STA_i$ in the AP weight table do
2:   Destination AP = Current $AP_x$
3:   $W_{\text{max}} = W_{ix}$
4:   if the number of the APs in the APs list that can be connected by the STA is not 0 then
5:     for $AP_j$ in the connectable APs list of the terminal do
6:       if $W_{ij} > W_{\text{max}}$ then
7:         $W_{\text{max}} = W_{ij}$
8:         Destination AP = $AP_j$
9:       end if
10:     end for
11:   end if
12: end for
13: if Destination AP == $AP_x$ then
14:   $STA_i$ does not need to hand over
15: else
16:   $STA_i$ needs to handover to destination AP
17: end if
4 The experimental results and analysis

To verify whether the seamless handover method and load balancing handover method are effective and can meet the ideal performance requirements. We used an emulator for SDNs: Mininet-WiFi 2.2.0d1 with OpenFlow 1.3 [33]. The controller uses RYU v4.27. The performance of the handover method is compared with that of the KYA method in [20] concerning the aspects of transmission rate and delay.

To evaluate the performance of the proposed handover method, we select two indicators that are the most intuitive to reflect network performance: transmission rate and delay.

4.1 Seamless handover

A topology consisting of one controller, two APs, and two terminals is constructed on the Mininet-WiFi platform, as shown in Fig. 3.

The moving speeds of 2 m/s and 1 m/s are respectively given to STA1 and STA2, and horizontal movement occurs to the right for 24 s. The positions after moving are shown in Fig. 4.

The selected signal strength value of the proposed method is used as the basis for terminal handover. STA1 is set as the client, STA2 is set as the server, the Iperf tool is used to record the transmission rate of STA1 during the moving, and then the Ping command is used to record the delays generated during the movement of STA1 and STA2. The experimental results of the two handover methods are then compared, as shown in Figs. 5 and 6.

It can be seen from Fig. 5 that the speed of STA1 is basically unchanged in the first 4 s because STA1 starts to move after recording for 4 s. At $t = 12$ s, the transmission rate of the two curves reaches the maximum value because STA2 is close to AP1 and STA1 has moved to the AP1 position at this time. Here, signal strength is the highest, so the speed is the fastest. When moving to $t = 21$ s, the transmission rates of both curves are reduced to their minimums because both of the handover methods are based on the signal strength. Also, at $t = 21$ s, STA1 has moved to the middle point of AP1 and AP2, and the signal strengths of AP1 and AP2 are the same. Therefore, both handover methods are terminal handovers here. By contrast, the traditional handover method reduces the transmission rate to 0 and maintains the disconnected state for about 3 s. The rate of the proposed seamless handover strategy is reduced, but the connection is not disconnected. When the moving reaches about 28 s, STA1 stops moving, so the transmission rate is unchanged.

From Fig. 6, the terminal starts to move from $t = 4$ s. When $t = 12$ s, STA1 moves to AP1, where the signal strength is the largest and the delay is the smallest. When $t = 21$ s, STA1 moves to the handover point. At this time, the terminal handover is performed, and the delay is increased; the traditional handover method is disconnected and maintained for about 3 s, and the proposed seamless handover method only has a delay of about 1 s and is not disconnected. When $t = 30$ s, the moving is stopped, and the delay remains unchanged.
The seamless handover method maintains the QoS of the network when the terminal is switched, and the delay is about 12.4 ms, which is less than 20 ms mentioned in [31]. The user has no perception of the delay, and the method is superior to the traditional handover method.

### 4.2 Load balancing handover

The topology with a controller, two APs, and eight terminals is constructed on the Mininet-WiFi platform, as shown in Fig. 7. The speed for STA1 is 4 m/s, and the moving time is 50 s when moving from the starting position (50, 150, 0) to the end (250, 150, 0), as shown in Fig. 8.

![Network topology with two APs and two terminals after moving. The motion speeds of 2m/s and 1m/s are respectively given to STA1 and STA2, and horizontal movement occurs to the right for 24s.](image1)

![Transmission rate for traditional and seamless handovers. The experimental results of the two handover mechanisms are then compared.](image2)
STA1 is set as the Iperf client, and STA4 is set as the Iperf server. Iperf is used to record the transmission rate of STA1 during moving, and then the Ping command is used to record the delays caused by STA1 and STA4 during motion. The results of the transmission rate and delay are shown in Figs. 9 and 10, respectively.

As shown in Fig. 9, the performance of the KYA method [20] is reduced to its lowest when $t = 20$ s because the only handover basis for its terminal handover is the AP throughput and the throughput of AP1 is larger than that of AP2. Therefore, once STA1 enters the signal coverage of AP2, the handover is performed. Moreover, the load-balancing handover method proposed in this paper reduces the transmission rate to its lowest at $t = 28$ s because the handover is based on the AP weight, which is determined by the three parameters of the signal strength, the number...
of connected terminals and the throughput; moreover, at $t = 28\,\text{s}$, AP1 and AP2 have equal weights. The two curves are in agreement between 0 and 20 s and 30 s and 50 s. The transmission rate of STA1 will only have small fluctuations. During the 20 s to 30 s, due to the different handover methods, the transmission rate of STA1 will fluctuate greatly during handover. The transmission rate of STA1 under the handover method is higher than that of the KYA method.

As shown in Fig. 10, the time delay of the KYA method reaches the maximum when $t = 20\,\text{s}$ because STA1 is executing the handover at this time; by contrast, the delay of the handover method proposed in this paper reaches the maximum when $t = 28\,\text{s}$ because the proposed handover method is executing the terminal handover. The two curves are in agreement between 0 and 20 s and 30 s and 50 s. During 20 s to 30 s, due to the different handover methods, the transmission rate of STA1 will fluctuate
greatly during handing over. The delay of STA1 under the handover method is higher than that of the KYA method.

5 Conclusions
In this paper, we propose an architecture for SDN-based WLAN and also the mechanisms for (1) seamless handover and (2) load balancing by utilizing the SDN paradigm. For the seamless handover case, we propose to reduce the data propagation delay by the early release of the OpenFlow table. For the load balancing handover case, we propose the algorithm that weights AP based on 3 factors. The largest weight is given to AP with strong signals, a small number of associated stations, and low historical throughput. The experiment using Mininet-WiFi emulator is presented, which is overall sufficient. However, when a large number of terminals are moving in a large-scale network where APs are densely deployed, it is easy to cause the terminals to switch back and forth between the two APs, spending more system resources and causing a decline in network performance. How to prevent the terminal from switching back and forth between the two access points when the smart terminal and the AP are dense has become a problem that must be considered to improve the utilization of network resources, and it is also a work that needs further research.
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