A Comprehensive Review of Techniques for Processing and Analyzing Fetal Heart Rate Signals
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Abstract: The availability of standardized guidelines regarding the use of electronic fetal monitoring (EFM) in clinical practice has not effectively helped to solve the main drawbacks of fetal heart rate (FHR) surveillance methodology, which still presents inter- and intra-observer variability as well as uncertainty in the classification of unreassuring or risky FHR recordings. Given the clinical relevance of the interpretation of FHR traces as well as the role of FHR as a marker of fetal wellbeing autonomous nervous system development, many different approaches for computerized processing and analysis of FHR patterns have been proposed in the literature. The objective of this review is to describe the techniques, methodologies, and algorithms proposed in this field so far, reporting their main achievements and discussing the value they brought to the scientific and clinical community. The review explores the following two main approaches to the processing and analysis of FHR signals: traditional (or linear) methodologies, namely, time and frequency domain analysis, and less conventional (or nonlinear) techniques. In this scenario, the emerging role and the opportunities offered by Artificial Intelligence tools, representing the future direction of EFM, are also discussed with a specific focus on the use of Artificial Neural Networks, whose application to the analysis of accelerations in FHR signals is also examined in a case study conducted by the authors.
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1. Introduction

Electronic fetal monitoring (EFM), commonly known as cardiotocography (CTG), was developed in the 1960s with the aim of assessing a fetus’s health before and/or during labor. The fetal status is assessed through the monitoring of fetal heart rate (FHR) and uterine contractions simultaneously. Many research works can be found around this issue; however, this topic is still important and interesting since biomedical research aims to continuously improve diagnostic techniques. Moreover, despite its widespread use, there is not yet a final shared consensus about neither the best recording procedure (even if photoplethysmography seems to be very promising) [1] nor the best signal processing technique [2].

FHR evaluation is crucial in clinical environments because it does not only reflect the behavior of the cardiovascular system but can also provide indirect information about the status of the Autonomous Nervous System (ANS), which controls the circadian rhythms, and indications about the neural development of the fetus [3–5]. Moreover, during labor, it can help to identify hypoxia, which can lead to newborn acidemia. In particular, the
variability of the FHR (FHRV) has an intimate relationship with the development and functioning of the ANS since a large proportion of FHRV can be explained on the basis of centrally mediated fluctuations in the parasympathetic and sympathetic tone [6].

Many different techniques can be adopted to measure the FHR [1], from fetal Electrocardiography (fECG) to fetal Phonocardiography (fPCG) and fetal Magnetocardiography (fMCG). Among them, CTG is still the most widespread, and it is considered the gold standard at the end of the pregnancy; furthermore, it is worth remembering that, in some countries, it represents a legal report. CTG is a non-invasive and simple tool that allows the simultaneous recording of both FHR and uterine contractions (UC) using Doppler ultrasound and pressure sensors. However, a common problem in the CTG and, more generally, in the EFM, is the poor inter- and intra-observer reliability as well as the high rates of false positives due to the visual interpretation of FHR recordings, which can lead to unnecessary operative deliveries and cesarean sections [1,3]. Therefore, many semiautomatic or automatic algorithms have been developed for the analysis of CTG traces in order to exploit all the potential hidden in the FHR and UC signals and extract reliable and useful information to improve the diagnostic efficacy [7–11].

Concerning FHR and FHRV assessment, many approaches are available. The techniques in the time and frequency domain are the most ‘traditional’ ones. However, very soon, it was understood that these techniques were not sufficient to highlight nonlinear phenomena underlying the FHRV physiology. Thus, nonlinear techniques began to be explored in the 1990s. Very briefly, it is possible to state that firstly, chaotic and fractal analyses were employed [12–14]. Then, since the 2000s, a great effort has been devoted to the study of entropy by proposing different methodologies and measures [15–17]. Finally, artificial neural network (ANN) and support vector machines (SVM) have been adopted, mainly for signals classification, i.e., for distinguishing and grouping FHR traces mainly according to the health status of the fetus (e.g., in order to distinguish between healthy and pathological signals) [18–21]. Simultaneously, other domain transformations, such as wavelet and Hilbert [3,22,23] and other techniques, such as Poincaré maps, Symbolic Dynamics (SD), Autoregressive models (AR), and others, have been applied for FHR analysis [24–30].

In spite of this wide availability of techniques and approaches for FHRV assessment, only weak predictive indications about fetal hypoxia and neonatal injuries can be achieved through the algorithms and methodologies developed so far [17]. In addition, while there are multiple, and also recent, examples of literature studies that review and discuss the available methodologies and metrics used both in research and in clinical practice to analyze the heart rate variability (HRV) of adult subjects [31–34], the field of fetal heart monitoring, despite a few examples of works focused on the neonatal and perinatal medicine [35,36], still lacks a comprehensive overview of the techniques employed in the analysis of FHRV.

In this work, a review of the most widespread signal processing techniques proposed in the literature to improve the analysis of FHRV, and hence the diagnosis of healthy fetal status, is carried out, regardless of the recording technique. An overview of the classical methods employed for FHR analysis is provided, then the so-called nonlinear techniques are analyzed. A summary of the most representative studies and the main results achieved by both traditional and nonlinear techniques is also given. Moreover, advantages, drawbacks, and predictive power of the reviewed methodologies are reported, and perspectives in the use of innovative alternative approaches rising from the field of Artificial Intelligence (AI), with particular regard to machine learning techniques, are discussed.

Finally, for some methodologies, new results obtained by the authors by means of the computerized analysis of CTG signals included in a database recorded in a clinical environment, and already employed for previous publications [37–39], will be shown.

2. Methods
2.1. Eligibility Criteria and Information Sources

The inclusion criteria are:
To explore the main signal processing techniques currently employed, we have first consulted the Web of Science database (by Clarivate Analytics) as the main source of information. Then, we integrated the search by including additional references from multiple sources (Scopus, PubMed, Google Scholar).

2.2. Search Strategy

The search was performed by using the following main keywords: FHR, FHR variability, FHRV, nonlinear FHRV indices, linear FHRV indices.

The review focused on the following techniques for FHRV analysis, which emerged during the search and were ordered and examined according to their relevance and frequency of occurrence:

- Time domain analysis;
- Frequency domain analysis;
- Fourier Transform, Fast Fourier Transform (FFT), Short Time Fourier Transform (STFT);
- Autoregressive models;
- Wavelet transform (WT);
- Entropy indices;
- Symbolic Dynamics;
- Fractal analysis;
- Detrended Fluctuation Analysis (DFA);
- Poincaré maps;
- Hilbert and Hilbert–Huang transform;
- Complexity of Lempel Ziv (LZ);
- Markov models;
- Lyapunov exponent;
- Lomb method;
- Matching Pursuit (MP).

After describing the literature review, we put the lights on a further methodology for FHR analysis, which has received stronger attention mostly in recent years, namely, the Artificial Neural Networks (ANNs). Although they were not part of the basic search criteria, they were included as a cutting-edge methodology in this field.

2.3. Selection Process

Figure 1 shows a schematic representation of the selection process.

Among the 372 papers considered, 192 were excluded during the screening phase due to accessibility reasons or because they were out of the review scope. Then, 180 full-text papers were assessed for eligibility, and among them, 88 were excluded because they were not informative enough for the purpose of this review, or because they were too similar to other works by the same authors, or because they represented techniques not sufficiently described, or again because they concerned too-particular cases or focus on animal models rather than human fetuses. Finally, 92 studies were included in the qualitative synthesis.
Figure 1. Diagram describing the study selection process.

2.4. Characteristics of the Screened Studies

In Figures 2 and 3, histograms of the most employed FHR processing and analysis techniques according to Web of Science database are shown. Even if the search considered papers since 1990, for the sake of readability, in both the figures, we report only the time interval 2000–2020.
Figure 2. Number of publications identified through the Web of Science database grouped on the basis of the technique used for FHR processing and analysis (for better readability, only the time interval from 2000 to 2020 is shown).

Figure 3. Annual distribution of the number of publications identified through the Web of Science database (for better readability, only the five most employed techniques in the period 2000–2020 are shown).

It is worth performing some observations. Figure 3 shows that, according to the records found in the Web of Science database, the Lomb method is among the less used together with MP, Markov models, and Lyapunov exponents; indeed, despite its suitability for the processing of uneven series, the Lomb method is quite complex and time-consuming. Besides, the Poincaré method, which is enumerated among the most widespread techniques for the analysis of heart rate variations in adult subjects, is little applied to the
analysis of FHR. Finally, Fourier analysis, due to its shared and recognized importance and simplicity, is considered apart from the more general frequency domain analysis. Instead, Figure 2 puts in evidence that the number of publications using the Fourier analysis keeps almost constant over the years. As far as fractal analysis and DFA, they have not been uniformly employed within the considered timespan, and the number of publications has not increased over time. On the contrary, the use of WT and entropy indices has seen a considerable rise, especially in recent years.

2.5. Characteristics of the Included Studies

The following Table 1 shows a qualitative synthesis with the characteristics of the most representative studies included in this review grouped according to the adopted approach: (i) time domain measurements; (ii) frequency domain analysis; (iii) nonlinear methods. A fourth category named ‘other methods’ has also been used to include less-widespread or less-common techniques for FHRV analysis. Finally, as previously mentioned, the last category is focused on the use of ANNs in the field of FHR monitoring. It is worth noting that, despite being less employed in the FHRV domain, the Poincaré maps have been included among the main nonlinear methods for their historically recognized value as powerful indices of HRV in adults.

| Approach               | Technique                        | Acronym | Reference                      |
|------------------------|----------------------------------|---------|--------------------------------|
| Time domain measurements | General Description              | -       | [7–10,40]                      |
|                        | Short-Term Variability           | STV     |                                 |
|                        | Long-Term Variability            | LTV     | [9,22,25,41–45]                |
|                        | Interval Index                   | II      |                                 |
|                        | Long-Term Irregularity           | LTI     |                                 |
| Frequency domain analysis | General Description              | -       | [5,6,17,46–48]                |
|                        | Fast Fourier Transform           | FFT     | [5,11,38,46,48–52]            |
|                        | Short Time Fourier Transform     | STFT    |                                 |
|                        | Autoregressive Models            | AR      | [6,24,26,46,49,53,54]         |
|                        | Wavelet Transform                | WT      | [22,23,55,56]                 |
| Nonlinear methods      | General Description              | -       | [12,17,57–59]                 |
|                        | Entropy Indices                  | ApEn \(^1\) |                                 |
|                        |                                  | SampEn \(^2\) |                                 |
|                        |                                  | MSE \(^3\) |                                 |
|                        | Symbolic Dynamics                | SD      | [4,27,28,69–73]               |
|                        | Fractal Analysis                 | -       | [14,74–76]                    |
|                        | Detrended Fluctuation Analysis   | DFA     | [68,77,78]                    |
|                        | Poincaré Maps                    | SDI \(^4\) |                                 |
|                        |                                  | SD2 \(^5\) |                                 |
| Other methods          | Hilbert–Huang Transform          | HHT     | [80–82]                       |
|                        | Lomb Method                      | -       | [83–85]                       |
|                        | Matching Pursuit                 | MP      | [13,86]                       |
|                        | Lyapunov Exponents               | -       | [87,88]                       |
|                        | Hidden Markov Models             | HMM     | [89]                          |
|                        | Lempel Ziv Complexity            | LZ      | [90–92]                       |
| Artificial Intelligence| Artificial Neural Networks       | ANNs    | [19,20,57,93–104]            |

\(^1\) Approximate Entropy. \(^2\) Sample Entropy. \(^3\) Multiscale Entropy. \(^4\) Standard deviation 1, perpendicular to the line-of-identity (Poincaré maps). \(^5\) Standard deviation 2, along the line-of-identity (Poincaré maps).

Based on the analysis carried out, it is possible to state that, regardless of the methods exploited in isolated cases, the most employed signal processing techniques for FHR signals are: Fourier analysis, through different implementations; AR models; wavelet transform, continuous or discrete; sample entropy; and other ‘nonlinear’ techniques, such as Poincaré
plots, fractal analysis, and others. Generally, since most of the methodologies analyzed have been developed in the context of studies on adult subjects, the starting point to conduct the HR analysis is the construction of the so-called ‘tachogram’, i.e., the sequence of durations of the inter-beat intervals (RR), meant as the distance between two following R peaks on the electrocardiogram [105], whereas when the analysis is carried out on fetuses and the signals are provided by cardiotocographs, the FHR is directly available.

3. State of the Art

In the following, we will provide the key information and relevant results about the use of the above-mentioned methodologies in the literature.

3.1. Time Domain Indices

The main processes, developed in the time domain, try to implement the FHR analysis in a way similar to that used by a physician who follows specific guidelines (for example, FIGO guidelines or others [106–109]) and medical terminologies. In particular, FHR baseline, accelerations, and decelerations are searched. To this aim, a variety of methods have been proposed using specialized algorithms [7–10,40]. Another approach concentrates on the derivation of indices from the FHR signal that is able to characterize the condition of the fetus, such as statistical metrics, able to quantify different facets of the FHRV, which are promoted by different autonomic sources. The most used ones are the mean and standard deviation of the FHR signal. Moreover, other indices are also used: the short-term variability (STV), which quantifies FHR variability over a very short time scale, usually on a beat-to-beat basis; the long-term irregularity (LTI), which is usually computed on a 3-min segment of RR sequence; and the Interval Index (II), which is, together with the LTI, an index to quantify the long-term variability in the FHR [25].

According to Cesarelli et al. [41], there is no agreement on the formula to quantify the STV. Therefore, here we propose three formulas available in the literature. The first one is proposed by Organ et al. [42]:

$$\sum_{i=1}^{n} \frac{|F(i + 1) - F(i)|}{n}$$  \hspace{1cm} (1)

where $n$ is number of beats in 30 s, $F(i)$ is the instantaneous FHR expressed in beats per minute (bpm) and obtained as $60,000/T(i)$, with $T(i)$ representing the instantaneous inter-beat intervals expressed in milliseconds.

The second one is proposed by Redman [43]:

$$\frac{1}{15} \sum_{m=1}^{15} |R(m + 1) - R(m)|$$  \hspace{1cm} (2)

with $R(m)$ calculated as:

$$R(m) = \sum_{i=1}^{r} \frac{|T(i + 1) - T(i)|}{r}$$  \hspace{1cm} (3)

where $r$ is the number of RR intervals in 3.75 s. It is worth highlighting the meaning of the factor $1/15$ preceding the summation, which reflects the number of subintervals in 60 s as reported in [41].

The third one is proposed by Cesarelli et al. [41], and it is computed as the standard deviation of the FHR:

$$\left[ \frac{1}{n-1} \sum_{i=1}^{n} (F(i) - \bar{F})^2 \right]^{1/2}$$  \hspace{1cm} (4)

where $n$ is the number of beats in 60 s and $\bar{F}$ is the mean of the FHR signal.
As far as the LTI and the II indices are considered, the following formulas in Equations (5) and (6) are proposed by Esposito et al. [44]:

\[
LTI = m_{24}(j) = \sqrt{T_{24}^2(j) + T_{24}^2(j + 1)}
\]  
(5)

defined as the interquartile range (1/4; 3/4) of the distribution of the modal \(m_{24}(j)\) computed on a 3 min segment of inter-beat sequence \(T_{24}(i)\) (with \(i = 1, \ldots, 72\)).

\[
II = \frac{\text{std}[T_{24}(i + 1) - T_{24}(i)]}{\text{STV}}
\]  
(6)

calculated as the coefficient of variation between the differences of all FHR values in 1 min of inter-beat sequence \(T_{24}(i)\) in ms (with \(i = 1, \ldots, 23\), taken each 2.5 s).

It is worth noting that usually, the STV is not directly used as a classifier but rather as a fetal well-being parameter and, therefore, as a reference measurement for the assessment of other indices. However, Pardey et al. [9] showed that STV correlates well with the development of metabolic acidemia and intrauterine death and could be used as a useful indicator in FHR monitoring. In addition, they state that a reduction in STV is superior to decelerations as a predictor of outcome and more comprehensive than umbilical artery Doppler velocimetry. In the same work, they also report that, in the absence of a sinusoidal rhythm, STV and long-term variability (LTV) are strongly correlated, while a low-frequency sinusoidal rhythm increases the LTV more than the STV.

While STV appears to be a valuable predictive antenatal tool, its effectiveness is influenced by frequencies oscillations and, in some cases, cannot distinguish the low FHR variations of healthy fetuses during quiet sleep from the low variations of compromised fetuses, as reported in the study of Cattani et al. [22]. On the other hand, long-term variability indices can be harder to quantify numerically.

Finally, as emerged from a recent systematic review on the role of STV in fetal growth restriction [45], there is not enough evidence supporting an association between STV and short- or long-term fetal and neonatal outcome, and more studies comparing STV and visual CTG examinations are needed before STV can be effectively used as a prognostic index in the clinical practice.

3.2. Frequency Domain Analysis

The frequency domain analysis quantifies the extent of contribution of each frequency component to the overall heart rate fluctuation. Basically, frequency domain analysis involves the calculation of the spectral energy content of each frequency component through a power spectral analysis (PSA).

PSA is exploited as a predictive tool in adult cardiac functions, and it has also been used to analyze the FHRV. Compared to time domain measurements, PSA is not only an index of the frequency distribution but, since power is a function of amplitude, it is also a measure of the degree of heart rate variations [6].

Similar to the adults’ HRV, even if with different ranges, in the FHRV analysis, it is usual to consider three frequency bands: Very Low Frequency (VLF: 0–0.05 Hz), Low Frequency (LF: 0.05–0.2 Hz), associated with the sympathetic control and vasomotor activity; and High Frequency (HF: 0.2–1 Hz), driven by respiration and mediated by vagal activity. Despite the availability of the above-mentioned band definitions, no agreements still exist in the literature about the precise range of values for each spectrum band, as already outlined in a previous review [5]. In addition, in some works [17,47,48], a different spectral band is sometimes considered, associated with fetal movements and the mechanical influences of the maternal breathing, the Movement Frequency (MF: 0.15–0.5 Hz).

The ratio between LF and HF, or the sum HF + MF, when the latter is used, represents an index of the balance between cardiac physiological control components (by the two branches of ANS) and fetus activity level (sympatho–vagal balance).
The most used methods to estimate the power spectral density (PSD), obtained by calculating powers and peak frequencies for the different frequency bands, can be divided into [46]: non-parametric techniques, e.g., Fourier-transform-based, and parametric techniques, e.g., Autoregressive (AR) models.

A brief description of the mentioned methods is given in the following paragraphs.

3.2.1. Fast Fourier Transform and Short-Time Fourier Transform

The Fourier analysis is the most important and widespread methodology in the analysis of FHRV. Standard Fourier analysis basically consists of a decomposition of the signal into sinusoids.

Since the FHR signal is inherently a sampled variable, the discrete Fourier transform (DFT) allows the expression of the original FHR sequence in the discrete frequency domain. A widely used algorithm to compute the DFT is the FFT. The FFT works well on a short time scale as the stationarity of the FHRV signal is an essential requirement (often a signal segment of 32 s is chosen [39,50]). However, in the presence of non-stationary RR sequences, the hypotheses underlying the spectral analysis methods are no longer valid. Therefore, among various techniques for time-frequency analysis in non-stationary conditions developed so far, the STFT represents a variation of the Fourier transform particularly suitable for dealing with non-stationarity. The STFT breaks the signal into specific periods of constant length and applies the Fourier transform individually on each of these parts of the signal. The STFT is given as:

\[
X(\tau, \omega) = \text{STFT}\{x(t)\} = \int_{-\infty}^{+\infty} x(t)w(t - \tau)e^{-j\omega t} dt
\]  

(7)

In the above formula, the signal to be transformed \(x(t)\) is multiplied by a windowing function \(w(t)\) (usually a Hanning or Gaussian function), and the resulting signal is locally transformed as the windowing function shifts along the time axis. A two-dimensional function \(X(\tau, \omega)\) is then obtained, which is the Fourier Transform of \(x(t)w(t - \tau)\) and represents phase and magnitude of the original signal \(x(t)\) over time and frequency [49].

In the 2000s, the frequency domain has been highly employed with some significant results [48,51]. Indeed, Rantonen et al. [48] adopted the FFT to compute the FHRV in fetuses with cord arterial base deficit (8–12 mmol/L) and found a linear correlation between mid-frequency (0.07–0.13 Hz) spectral densities and the cord arterial base deficit values; this fact suggests that changes in the autonomic nervous cardiac control, reflected by a decreased FHRV, can occur in fetuses at risk of complications. Van Laar et al. [51] used the STFT and showed that fetal behavioral state and gestational age could cause considerable variability in the FHRV spectrum, with an increase in LF (0.04–0.15 Hz) and HF (0.4–1.5 Hz) power in near- and post-term fetuses during active sleep compared to quiet sleep. More recently, Cömert et al. [52] proposed a prognostic model for predicting fetal hypoxia, called image-based time-frequency (IBTF), based on the combination of STFT and grey level co-occurrence matrix (GLCM), where the STFT spectrograms are converted into 8-bit grayscale images whose characteristics (contrast, correlation, energy, and homogeneity) are used to classify FHR signals. The model was embedded in an open access software for CTG analysis [11] developed by the authors and showed promising accuracy (77.81%), sensitivity (76.83%), and specificity (78.27%) in recognizing hypoxic fetuses.

Still recently, the analysis of FHR in the frequency domain has been employed to study the evaluation of ANS and to investigate its development as a function of the gestational age. Obtained results, among others, showed that the LF/HF ratio in the normal pregnancy group slightly decreases over the gestational period [46]. This result is in accordance with the previous results of the authors [5].
3.2.2. Autoregressive Models

A different method of FHR analysis can be found in AR models, which allow better identification of discrete frequency oscillations for time series and have been widely applied to the analysis of HRV and FHRV [24,46,49].

An AR series is expressed by the following equation:

$$x(n) = -\sum_{k=1}^{p} a_k \ast x(n) + e(n)$$  \hspace{1cm} (8)

where $x(n)$ is the input signal, $p$ is the model order, $a_k$ are the AR model parameters, and $e(n)$ is the error, which is a zero-mean white Gaussian noise [49].

Despite their large use, the effective use of AR models mainly lies in the appropriate choice of the order of the model. Since the use of low-order AR models could prevent a comprehensive representation of the FHR signal properties, a high-order AR model could be preferred. Indeed, due to higher degrees of freedom, high-order AR models can better fit the time series.

Among the numerous criteria to estimate the appropriate model order, Akaike’s Information Criterion (AIC) [110] is one of the most used. It determines the order of the AR model as the one that minimizes the following function:

$$\text{AIC}(p) = N \ast \ln(\sigma_p^2) + 2 \ast p$$  \hspace{1cm} (9)

where $N$ is the number of data points and $\sigma_p^2$ is the mean squared error calculated as:

$$\sigma_p^2 = \frac{1}{N} \sum_{n=1}^{N-1} e^2(n)$$  \hspace{1cm} (10)

In their study, Bracale et al. [26] analyzed 50 real CTG recordings through AR models with orders ranging from 4 to 14 and chose the best order using the AIC function and the whiteness test. Once the AR coefficients are known, they calculated the PSD of the FHRV as:

$$S(f) = \frac{\sigma^2 T}{\left| 1 - \sum_{k=1}^{p} a_k e^{-2\pi f k T} \right|^2}$$  \hspace{1cm} (11)

where $T$ is the sampling period [26,49]. Their analysis confirmed eight as the optimum order to estimate the PSD of the FHRV for all signals under study.

While AR models provide better identification of discrete frequency oscillations for non-stationary and relatively short data records (30 s–60 s duration is usually an acceptable range), Fourier analysis, when applied to relatively stationary data records of more than 250 s, allows searching for very-low-frequency oscillations and performs better as an amplitude estimator when reporting the percent power in various frequency bands [6].

Already in 1989, Ansorrian et al. [53] presented a digital analysis using AR power spectral estimation with an optimized Burg algorithm, which showed to provide good modeling of short-time series, potentially useful in the monitoring of fetal breathing movement, and a higher resolution than classical FFT, despite the increased computational complexity. Far later, in 2001, Cazares et al. [54] used an AR model of uterine activity (UA) to estimate the power at the contraction frequency. Results on 12 intrapartum UA traces were compared with the visual inspection of experts and confirmed that the proposed tenth-order AR model, with an agreement percentage of 62%, could be a helpful confidence index for the automated assessment of UA, potentially reducing errors made in the identification of uterine contractions. More recently, Fuentealba et al. [24] proposed a time-varying AR model to analyze the spectral dynamical changes in the FHR signal over time. They showed that certain time domain alterations could cause significant dynamical frequency domain changes and, in particular, that decelerations leave singular spectral
3.2.3. Wavelet Transform

WT is used to analyze non-stationary signals or signals containing multiple components, thus being particularly useful for processing medical and biological signals [23]. In the case of FHR, it proved to be helpful in investigating the long-term non-stationary behavior of FHR [55].

The algorithm consists of the convolution of ‘local’ wavelet-like functions, namely, wavelets, with the signal under study, as reported in the following equation [23]:

\[ W_s(a, b) = \int_{-\infty}^{+\infty} s(t) \psi_{a,b}^*(t) dt \]  (12)

where \( s(t) \) is the time domain signal, \( * \) is the complex conjugate, and \( \psi_{a,b}(t) \) is the mother wavelet, scaled by a factor of \( a (a > 0) \) and dilated by the factor \( b \), defined as:

\[ \psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi_{a,b} \left( \frac{t - b}{a} \right) \]  (13)

The appropriate selection of the type and width of the mother wavelet, i.e., by choosing one that matches the shape of the original signal at a specific scale and location, will give an effective transformation of the signal. However, this aspect can be critical in determining the performance of the analysis [111–113].

A WT is usually adopted to estimate the signal energy distribution through the calculation of the standard deviation of the wavelet coefficients in different frequency ranges of the FHR [55]. This allows the possibility of choosing the appropriate scale in the wavelet transform (smaller scales correspond to more rapid variations and therefore to higher frequencies) while ignoring the contribution of the other scales [56].

Wavelet transform has been employed in order to predict perinatal outcome [22] or to discriminate normal pregnancies from pregnancies complicated by gestational hypertension or gestational diabetes [23]. Both studies demonstrated that the use of parameters extracted from the wavelet domain contributes to revealing hidden information from FHR signals.

Vasios et al. [55] proposed an automated method to support the early diagnosis of fetal hypoxia using WT and self-organizing-map neural networks to analyze and classify FHR and fetal pulse oximetry signals. The application of WT allowed proper processing of the FHR signal, avoiding the problem of long-term non-stationary behavior as well as the extraction of the FHR power at different scale levels, which were used as input to the neural networks together with the pulse oximetry data. The classification performances showed good sensitivity (83%) and specificity (96%) in the categorization of the FHR patterns. The problem of fetal hypoxia was also addressed by Salamaleki et al. [56], who adopted the same system previously described by Vasios et al. [55] and confirmed that computerized analysis of FHR and pulse oximetry based on the combination of WT and ANN could give promising results in terms of both sensitivity (83.3%) and specificity (97.9%) for intrapartum diagnosis of hypoxic fetuses.

3.3. Nonlinear Techniques

Time and frequency analyses of FHR showed to be useful in the assessment of FHRV. However, significant limitations can be found in these so-called linear methods. On the one hand, time domain indices mainly rely on descriptive statistical measurements of the FHR signal, not being able to infer the physiological processes controlling the variation in the heart rhythm. On the other, frequency domain approaches showed to be sensitive to artifacts and do not allow the inspection of non-periodic trends embedded in the variability signal, leaving a shadow on the complex mechanisms underlying the variability of the traces, whose characteristics could help to distinguish between normal and pathological fetal conditions.
FHR signal and thereby preventing a proper comprehension of the fetal health status and a reliable risk stratification. In addition, there is agreement on the fact that, similar to the adults’ HRV, the characterization of the FHRV through linear techniques is fundamentally limited in its power to describe the nonlinear structure of the underlying sympatho–vagal interactions [27,114,115].

The investigation of such hidden phenomena [12], whose understanding is fundamental to thoroughly describe the variability of biological signals such as the FHR, has been carried out using alternative methodologies, conventionally defined as ‘nonlinear techniques’, which include algorithms and approaches, applied alone or in combination with traditional time and frequency domain analyses, that aim to quantify non-periodic contributions to the variability of FHR signals and to classify them accordingly [17,57–59,116,117].

3.3.1. Entropy Measurements

The quantification of regularity and irregularity or randomness in the heartbeat fluctuations can be achieved by using entropy measurements, which allow inferring the level of complexity in time series such as FHR. Among them, the most used for FHRV estimation are Approximate Entropy (ApEn), Sample Entropy (SampEn), and Multiscale Entropy (MSE).

Approximate entropy (ApEn) quantifies the independent statistical irregularities in the time series data [65,66,68,118], i.e., the ‘extent of randomness’ in sequences or time series [61]. Mathematically, the ApEn(m,r) measures ‘the negative logarithmic likelihood that runs of patterns, which are close (within tolerance r) for k–1 observations, remain close on the next incremental comparison’ [61].

In the case of FHR, this translates into the comparison of distances between m-dimensional RR patterns found in the r-neighborhood and the RR patterns obtained by increasing the number of vector components by one [61]. It is worth noting how, according to [119], the choice of those parameters for the calculation of the ApEn is a crucial factor. The lower the ApEn, the higher the regularity and predictability of the signal [120], potentially allowing the distinction between a wide variety of systems: deterministic, stochastic, chaotic, etc. [63,118,121,122]. While the main advantage lies in the applicability to small and noisy datasets [118], the consistency of the taken measurements is highly dependent on the length of the time series [123]. This limitation can be overtaken by using SampEn, which is independent of the size of the dataset and adopts a simplified algorithm to detect similarities among signal trends [123,124]. Despite this, SampEn appears to be sensitive to predetermined parameters [125].

In general, the interpretation of entropy values can be difficult since variations in entropy can be due to signal artifacts (e.g., outliers) rather than changes in regularity [67,126].

The Approximate Entropy method ApEn was used in the analysis of FHR by Signorini et al. in 2003 [17,67]. The authors compared spectral parameters of Autoregressive models and nonlinear algorithms. The study was performed on 14 normal fetuses, 8 cases of gestational diabetes, and 13 fetuses with intrauterine growth retardation pregnancy. The analysis showed a significant difference between the groups under study, and the computed spectral parameters proved the ability to distinguish among normal and pathological subjects [17].

Lim Jongil used ApEn to assess fetal stress and lack of oxygen, as well as the metabolic and respiratory acidosis in women at the end of their pregnancy. The FHR of singleton fetuses >37 weeks with at least half an hour of records of CTG monitoring before delivery were analyzed. It was found that the indices ApEn and SampEn are significantly different in relation to the stage of labor during which these are measured [62].

ApEn and SampEn have been used to analyze the variability of the parameters in the time domain of 46 MCG fetal recorded in the range of 21–38 weeks by Moraes et al. [64]. They demonstrated the advantage of SampEn over ApEn in overcoming the limitations related to the length of the recordings and the lack of consistency in the quantification of the regularity of the signals.
The identification of antepartum fetal distress was performed by Magenes et al. in 2004 [60] through multiparametric analysis using approximate entropy (ApEn) and SVM, a method of supervised learning for pattern regression and classification. In the study performed on 70 cases (35 healthy and 35 pathological), the combined analysis through ApEn and SVM showed good accuracy (78%), specificity (78%), and sensitivity (79%) in distinguishing the two groups.

3.3.2. Symbolic Dynamics Analysis

SD consists of transforming the inter-beat intervals time series into a series of ‘abstract’ symbols so that the signal’s samples are reduced to a few possible patterns of symbols, i.e., strings of consecutive symbols named ‘words’, then grouped in subgroups or ‘families’ [70].

An example of the methodology, as applied in the analysis of the HRV of adult subjects, is provided by Cysarz et al. [127], where, starting from a series of interbeat intervals $RR(i) (i = 1, \ldots, N)$, a binary symbolic series $S(i)$ was created using the differences $\Delta RR(i) = RR(i) - RR(i - 1)$ between successive inter-beat intervals, and applying the following rule:

$$S(i) = \begin{cases} 0 & \text{if } \Delta RR(i) \geq 0 \\ 1 & \text{if } \Delta RR(i) < 0 \end{cases}$$ (14)

Hence, decelerations of the instantaneous heart rate are symbolized by 0 s and accelerations by 1 s. Then, from the binary series $S(i)$, short binary sequences can be extracted simply by taking $k$ consecutive symbols.

In this way, it is possible to simplify the study and classification of the dynamic of the system [128]. As for other nonlinear techniques, the use of this type of analysis could be helpful when used together with traditional methods in order to improve the reliability of the risk stratification. Indeed, the SD proved to be able to identify complex fluctuations in the heart rate better than traditional methods [70]. On the other hand, it should be taken into account that the choice of the alphabet of symbols and the criteria to form words of symbols can influence the obtained results and that the codification into symbols can cause loss of information and be influenced by the presence of outliers [129,130].

Van Leuween et al. [70] used SD and ApEn to categorize short segments of the FHR signals with respect to their degree of regularity and quantified the changes in regularity and irregularity over time. Their results proved an increase in the short-term complexity of the FHR over the gestational age due to the development of behavioral states, not only related to the HR but also to the motility, hemodynamics, metabolism, and response to stimulation. Such states and the transitions between them increase both irregular and regular HR patterns, which can be detected and properly interpreted using the proposed complexity measure.

In previous works [4,27,71,72], FHRV analysis through the SD was carried out, and this technique was compared with other traditional indices. Results showed how the SD is a more reliable measure than frequency domain parameters in assessing fetal development during the course of pregnancy, in accordance with the above-reported results. In addition, the ease of use and implementation of the methodology allows immediate interpretation of the CTG traces. Furthermore, in a recent work, it has been proved how SD analysis of healthy fetuses near to term is a powerful tool in classifying CTG traces according to their degree of variability [4] as well as to the type of delivery (spontaneous and cesarean) [27].

Since the patterns in FHR fluctuations change with gestation age, it can be assumed that maternal–fetal cardiac coupling may also evolve with maturation. Therefore, in their work, Khandoker et al. [69] investigated the nature of nonlinear interaction of maternal–fetal heart rate phase synchronization using a modified version of the SD, namely, high-resolution Joint Symbolic Dynamics (HRJSD). They estimated the degree of short-term cardiovascular coupling in growing fetuses. The HRJSD approach is characterized by three symbols, a threshold (individual dynamic physiological variability) for time series transformation, and 8 coupling pattern families (resulting in 64 different coupling patterns), which quantify patterns of the autonomic regulation. They concluded that HRJSD is a
helpful tool for measuring the degree of fetal-maternal coupling, which could be a clinical marker of healthy prenatal development and fetal cardiac anomalies.

More recently, Montalvo-Jaramillo et al. [28] investigated the analytical value of SD in fetuses at term during low-risk labor, exploring the relationship between symbolic parameters (such as the percentage of no variations between three successive symbols, reflecting sympathetic modulations, and the probability of low variability with a threshold of 4 ms, usually associated with a low variability), and classic linear indices of FHRV, with particular attention to the PNN5, which is a time domain index representing the percentage of differences between successive normal (i.e., after removal of abnormal beats) inter-beat intervals exceeding 5 ms. The latter is defined as the percentage of differences between adjacent RR intervals larger than 5 ms, which is a time domain index employed to assess fetal development [73]. They confirmed that the SD could be a potential source of clinical biomarkers to differentiate the fetal autonomic cardiac condition at different stages of pregnancy.

3.3.3. Fractal Analysis

Another method for the evaluation of FHRV is fractal analysis. The analysis of the fractal dimension allows calculating the degree of irregularity of a system by splitting it into a number of fundamental units (fractals) having the same shape at different scales of observation [14]. For those physiological signals which do not show a characteristic time scale, which is the case of a signal \( y(t) \) which has the same statistics (mean, variance, etc.) of its scaled version \( y(at) \) [131], the fractal analysis represents a measure of the invariance of the signal at different time scales.

In the case of FHR, the use of fractal analysis helped not only in the discrimination between pathological and normal FHR traces but also in the investigation of the nature of those long-range correlations in FHR fluctuations being manifested from around the twenty-fourth gestation week, which is a particularly relevant period from a physiological point of view since it coincides with major developments in the functional maturation of the ANS [14,76]. Nevertheless, it is worth highlighting that this analysis is more suited to time series of normal-to-normal interbeat intervals from long-term recording [132].

In their study, Di Rienzo et al. [74] used fractal analysis to identify pathological fetuses from 20 min noisy CTG traces. They performed the fractal analysis and were able to reliably differentiate between healthy fetuses and distressed ones. The potential of fractal features has also been proven by Felgueiras et al. [14], who compared them with traditional STV indices and demonstrated the better classification performance (error rate between 7% and 16%) of fractal dimensions over STV values in discriminating between pathological and normal FHR traces. Among different available algorithms to compute fractal features from FHR signals, Hopkins et al. [75] showed how most of the proposed fractal techniques offer significant improvement over simple standard deviation for the classification of compromised versus normal FHR traces. However, they also observed that no algorithm could completely separate all cases at all times, and that a clear separation can only be guaranteed in the longer term, making these features less suitable for real-time monitoring.

3.3.4. Detrended Fluctuation Analysis

The DFA is a technique that helps in extracting nonlinear contributions in a signal. It is typically applied by segmenting the signal into short windows or blocks and by calculating two coefficients, \( a_1 \) and \( a_2 \), which measure the correlation between inter-beat intervals in the short and long term of a ‘detrended’ signal [133], i.e., after the elimination of continuous and linear components from the signal itself. The method has been widely exploited to carry out a correlation analysis in biomedical signals since it is able to remove external interference (noise) and thereby analyze only the intrinsic characteristics of the signal. Over other conventional fractal methods, DFA permits the detection of long-range correlations embedded in raw non-stationary time series [78,134] and quantification of self-similarities in time series [68].
However, the process of signal segmentation can produce two undesirable effects [135]: (i) if the signal length is not a multiple of the window length, at least one block will have fewer samples than the others unless we remove samples from the signal; (ii) when one block is considerably shorter than the others, then the energy of the signal within that block will be much lower than the rest of the signal, and discontinuities will be observed in the detrended signal. These two issues generally occur in the calculation of the $\alpha_2$ coefficient, which usually requires the use of large windows [77,136]. In addition, the DFA requires a high computational load, a minimum signal length of 8000 samples, and it is more suited to normal-to-normal interbeat intervals time series [130,134,137].

Despite the small number of studies on the applications of the DFA to the study of FHR, it is worth mentioning the work of Echeverría et al. [78], who evaluated the suitability of an enhanced DFA method for studying FHRV series and found that the enhanced DFA technique is able to highlight the presence of long-term fractality in FHRV, occurring at around 24 weeks of gestation, when well-known manifestations of fetal neural maturation arise.

3.3.5. Poincaré Maps

Poincaré maps analysis is a graphical technique to obtain a quantitative and qualitative two-dimensional representation of the HRV and gather information about the heart’s behavior. A scatter plot is drawn by plotting the value of each inter-beat interval, $RR(n+1)$, against the preceding one, $RR(n)$, and the obtained plot’s shape (namely, a cloud of points) can be then attributed to a specific pattern. Three indices can be calculated from the map to quantify the differences in the HRV [138]: (i) the standard deviation of the variability of RR intervals in the short term (minor axis of the cloud, SD1); (ii) the standard deviation of the variability of RR intervals in the long-term (major axis of the cloud, SD2); (iii) the axis ratio (SD1/SD2). The technique does not require continuous time series nor a normal distribution of the data. It provides an easily and immediately readable visual representation of the results and can be carried out also on a relatively short signal length (3–5 min is sufficient for FHRV analysis) [79].

A signal duration of 3–5 min is sufficient for FHRV analysis. However, the visual interpretation can lead to subjective evaluations [139,140], and the time-sequence information is lost in Poicaré plots, which only provide distributional information. Thus, the same plot can be generated by data sets with different underlying dynamics [141].

Poincaré maps are mostly employed to analyze HRV in adults, but some studies [25,79] also aimed at using Poincaré maps to determine the degree of chaos/uncertainty in the FHR variability and to evaluate dynamic changes in the FHR and dispersion of inter-beat intervals in healthy and pathological fetuses. Indeed, Mooney et al. [79] observed that the FHR pattern is chaotic and that this chaotic structure is maintained in short intervals of 3–5 min with dispersion in the variability that increases for shorter periods of observation.

For this study, we calculated the Poincaré SD1 and SD2 on a database of 187 FHR signals from real CTG traces of healthy fetuses between 24 and 42 weeks of gestation and found a correlation between both the computed Poincaré indices and the gestation period, as shown in Figure 4.
3.3.6. Hypothesis Tests Based on Surrogate Data

Before concluding the examination of nonlinear techniques, it is worth underlining that they can sometimes lead to wrong conclusions about the behavior of the system due to heart rhythm fluctuations that are erroneously interpreted as caused by nonlinear dynamics. Therefore, in order to obtain more robust interpretations from the nonlinear analysis of the heart rate variations, the testing with surrogate data becomes an essential part of many of the above-mentioned methods, ensuring that the results are not achieved fortuitously, but they reflect actual properties and dynamics of the system under study. The tests with surrogate data allow determining if the output of the nonlinear analysis is related to deterministic nonlinear or stochastic linear properties of the signal [142]. Briefly, a surrogate is a dataset artificially generated by modifying certain features from the original signal. If the difference between the results obtained from the original signal and those obtained from the series surrogate is statistically significant, the hypothesis that the original series is generated by a stochastic process cannot be excluded [131].

The effectiveness of this method is highly dependent on the choice of the surrogates, which should be constructed preserving the properties of the original signal and should have the same spectral and cross-spectral characteristics as the original data. This can be obtained through randomization of the phases as follows:

- The two series (original and surrogate) are Fourier transformed;
- A random number uniformly distributed between 0 and $2\pi$ is generated and added to both phases of the Fourier transforms of the two series to preserve their difference (cross-spectrum);
- The two series are then anti-transformed.

The surrogate data test is commonly used in combination with other nonlinear techniques (fractal analysis, entropy measurements, etc.) [131,143].

Figure 4. Trends of Poincaré indices according to the pregnancy period: (a) regression graphs of Poincaré SD1 parameter as a function of the gestational week; (b) regression graphs of Poincaré SD2 parameter as a function of the gestational week. For each graph, trend lines (dashed), fitting lines (solid), and R-squared values (R^2) are reported.

The determination coefficient (R^2) of 0.75, obtained for both regression lines displayed in Figure 4, demonstrates how the Poincaré indices moderately reflect the growth and development of the fetus over the course of pregnancy.
3.3.7. Overview of Advantages and Disadvantages of the Reviewed Techniques

The following table summarizes the main advantages and disadvantages of the major techniques of FHRV analysis explored in this review so far. It is worth underlining that, since the main results obtained by applying these methods to the analysis of the FHRV have been already described in the previous paragraphs, in Table 2, we focus more on the technical benefits and drawbacks of each method.

Table 2. Main pros and cons of the most used techniques for the analysis of FHRV.

| Approach | Technique | Main Pros | Main Cons |
|----------|-----------|-----------|-----------|
| Time domain measurements | General considerations | Despite their widespread use and recognized clinical value, time domain indices rely mainly on descriptive statistical measurements of the FHR and, therefore, they do not allow inferring the physiological processes controlling the variation in the heart rhythm. | |
| | SIV | It correlates well with the development of metabolic academia, and it is recognized as a valuable antenatal monitoring tool. | There is no agreement on the formula used to calculate the SIV, and its effectiveness can be influenced by frequency oscillations. |
| | LTV | It shows good sensitivity to sinusoidal fluctuations in the heart rhythms. | It can be complex to quantify numerically. |
| Frequency domain analysis | General considerations | Even though frequency domain indicators are widely employed and studied in the literature, particularly for their capability of investigating periodic trends in the heart rate fluctuations, it should be taken into account that these parameters are sensitive to artifacts and, since the heart is not a periodic oscillator, do not allow the inspection of non-periodic trends or transient changes embedded in the variability signal. In addition, power spectral indices are not able to characterize nonreciprocal changes of sympathetic and parasympathetic modulations. | |
| | Fourier Transform | It is relatively simple and does not require high computational power; therefore, it is widely employed in the literature. Specific conditions such as the cord arterial base deficit and changes in the behavioral state as well as in the gestational age cause variations in the FHRV spectrum. | The stationarity of the FHRV signal is an essential requirement. Limitations in describing the nonlinear structure of sympatho–vagal interactions. The length of data segments influences the frequency resolution. |
| | AR models | They provide better identification of discrete frequency oscillations for non-stationary and relatively short time series. | The determination of the optimal order of the AR model is non-trivial, and a wrong choice can compromise the reliability of the model. |
| | WT | It allows proper processing of the FHR signal, avoiding the problem of long-term non-stationary behavior as well as the extraction of the FHR power at different scale levels. It uses short windows at high frequencies and long windows at low frequencies, thereby obtaining more precise spectral components and enabling a multi-resolution time-frequency representation of the signal. | There is still a lack of a gold standard procedure for the use of WT in the analysis of heart rate variations, even in the analysis of FHRV in adults. In particular, it is not clear how the mother wavelet impacts the results and if results obtained using different mother wavelets can be compared. The performance can be unsatisfactory when more than one spectral component is present. Despite its better tunability compared to Fourier Transform, the time and frequency resolutions of wavelet transform cannot be arbitrarily good. Despite the undoubted theory advantages of the WT over traditional time-domain and frequency-domain analysis methods, there seem to be no direct comparisons with nonlinear techniques of FHRV analysis. |
| Nonlinear methods | Entropy indices (general considerations) | Entropy measurements provide a global index of the overall regularity of the time series under study, but they are not able to detect the dynamics that generate such behavior. In particular, entropy values should be interpreted carefully since they are not always a result of differences in regularity or complexity of the time series, but they can be an effect of the presence of outliers that affect the variance in the heart rate signal. | |
| | ApEn | It allows inferring the level of complexity of the FHR signal. | Results are highly dependent on the signal length and lack relative consistency since the algorithm also counts self-matches, thus introducing a bias in the results. The choice of the optimal parameters for the calculation of the ApEn is difficult. |
| | SampEn | Similar to ApEn, it allows quantifying the complexity of a time series, but it eliminates self-matches, requires lower computational time, and it is largely independent of the signal length. | The choice of the parameters to calculate the SampEn is critical, and there are no guidelines or a gold standard on their use and optimization. It appears to be more sensitive than ApEn to noise and non-normal beats. |
### Table 2. Cont.

| Approach | Technique | Main Pros | Main Cons |
|----------|-----------|-----------|-----------|
| **SD**  | The signal’s samples are reduced to a few possible patterns of symbols, thereby simplifying the study and the classification of the underlying dynamics of the system. | The choice of the alphabet of symbols and the criteria to form words of symbols is complex, and a standard has not been achieved yet. The symbolization can cause loss of information and can be influenced by the presence of outliers. |
| Fractal analysis | It allows calculating the degree of irregularity of the system by splitting it into a number of fundamental units (fractals) with the same shape at different scales of observation. | Algorithms for a reliable application of fractal analysis are not optimized for real-time monitoring. It is preferred for the analysis of time series of normal-to-normal interbeat intervals from long-term recording. |
| **DFA** | Useful for removing external interference (signal noise). Over other conventional fractal methods, it permits the detection of long-range correlations embedded in raw non-stationary time series. | The signal segmentation can produce two undesirable effects: (i) if the signal length is not a multiple of the window length, at least one block will have fewer samples than the others; (ii) when one block is considerably shorter than the others, discontinuities will be observed in the detrended signal. A minimum signal length of 8000 samples and normal-to-normal interbeat intervals are requirements to apply the DFA. High computational load prevents the application of long series of data. |
| **Poincaré maps** | They provide an easily and immediately readable visual representation of the results. A signal duration of 3–5 min is sufficient for FHRV analysis. | Visual interpretation can lead to subjective evaluation. SD1 and SD2 indices do not provide much additional information compared to time-domain measurements. Temporal information, which is crucial for the detection of nonlinear dynamics, is lost in traditional Poincaré analyses that focus on mere statistical indices extracted from a cumulative distribution of points. |

As we already mentioned, since most of the methodologies analyzed here have been firstly developed in studies on adult subjects and then applied to fetuses, most of the technical pros and cons reported in Table 2 are shared between FHRV and HRV.

As far as time and frequency domain parameters, the main drawback, widely recognized in both adults [111,112,115,144–147] and fetuses [4,5,17,27,114], consists of the scarce capability of investigating nonlinear physiologic dynamics of the system. A major limitation that is observed for both linear and nonlinear techniques is related to the lack of standardization and optimization (e.g., in the case of STV, AR models, WT, entropy indices, and SD). Another limitation that is shared between some linear and some nonlinear approaches is the dependency on signal characteristics, such as length (e.g., in the case of Fourier transform, entropy indices, DFA). Finally, some nonlinear methodologies are limited due to the complexity of the adopted algorithms (e.g., in the case of fractal analysis and DFA) or because they provide too synthetic indicators, thereby causing loss of relevant information (e.g., in the case of SD and Poincaré maps).

### 3.4. Other Methods for FHR Analysis

Other methods for processing and analyzing heart rate variations are also present in the literature, although their applications to the analysis of heart rate variations in fetuses are limited. Despite that, we believe that it is worth exploring the contributions brought by these additional techniques to the analysis of FHR signals, being aware that the obtained findings may need further validation and study in the context of FHRV.

#### 3.4.1. Hilbert and Hilbert–Huang Transform

The Hilbert transform (HT) consists of the convolution of a signal $x(t)$ with the function $1/(\pi t)$, and it is expressed as:

$$H(t) = \frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{x(\tau)}{t - \tau} \, d\tau$$
Despite HT being successfully applied several times to solve problems in the field of signal and image processing, only a few applications to the analysis of FHR are present in the literature [3,80–82,148].

Similarly, the Hilbert–Huang transform (HHT) was developed as a tool for the analysis of nonlinear and non-stationary data. The key of HHT is the empirical mode decomposition (EMD), consisting in the decomposition of a dataset into a finite small number of intrinsic mode functions (IMF), i.e., symmetrical signals with a unique local frequency (mono-component signal), which possesses a well-behaved Hilbert transform [149,150].

Compared with the traditional Fourier transform and WT, the EMD has no specified bases, meaning that its bases are adaptively produced depending on the signal to be decomposed. The obtained Hilbert spectrum of the generated IMFs provides a time–frequency distribution with sharp identification of the spectral components of the HR signal [149]. However, most of the studies using HT or HTT are limited to the analysis of HRV in adults.

In 2005, Ortiz et al. [151] applied EMD to extract HF (>0.3 Hz) components of FHRV data belonging to 10 fetuses at term with four different fetal activity conditions. They analyzed the effect of the fetal breathing or corporal movement on non-stationary FHR time series and observed that the mean HF power increases during abrupt and large accelerations or decelerations periods, regardless of the occurrence of fetal breathing and corporal movements. A multivariate extension of the EMD was proposed by Saleem et al. [30] to calculate robust features from FHR and uterine contraction signals in order to classify fetal states leading to ‘vaginal’ vs. ‘cesarean section’ delivery. The features extracted with this methodology were then used as input to machine learning algorithms, with the best classifier showing 91.8% sensitivity and 95.5% specificity. Recently, Marques et al. [3] proposed a system for computerized CTG based on HT. They combined HT with an adaptive threshold technique to detect fiducial points on CTG traces. The method showed good predictivity (around higher than 90%) for FHR accelerations and decelerations as well as uterine contractions.

3.4.2. Lomb Method

With the Lomb method, an unevenly sampled signal is transformed, projecting the signal onto one element of an orthonormal base that minimizes the mean squared error energy \( e(c_i) \). The coefficient \( c(i) \), representing the transformed signal \( x(t) \), is that which minimizes the following function [83,152]:

\[
e(c_i) = \int_{-\infty}^{+\infty} (x(t) - c(i)b_i(t))^2 dt
\]

which is the squared differences between the signal \( x(t) \) and its projection onto an orthogonal basis \( b_i(t) \), defined as:

\[
c(i) = \int_{-\infty}^{+\infty} x(t)b_i(t) dt
\]

Using this method, it is not necessary to interpolate noisy or ectopic beat detection, thus avoiding the spectrum distortion produced with Fourier- or AR-based techniques [83,152]. Despite this, the methods have slower computational speed compared to FFT or other Fourier-based methods [153]. In the HRV analysis, the Lomb periodogram proved to be a more appropriate spectral estimation tool for unevenly sampled time series compared to traditional Fourier methods since no explicit data replacement is made (or model assumed), and the PSD is calculated from only the known values [154].

In the FHRV, the Lomb method confirmed its suitability to the analysis of unevenly sample data and demonstrated to be insensitive to missing points and useful in the PSD estimation from CTG signals, especially if applied in combination with additional techniques [83,84].

Romano et al. [85] and Cesarelli et al. [83] used the Lomb method to estimate the PSD of the FHRV and the SVB index on simulated FHR traces to show how an inappropriate
storage rate of CTG data can lead to an erroneous estimation of some important clinical parameters, such as the SVB. They confirmed that the interpolation process and the use of different storage rates significantly affected the PSD estimation and demonstrated that the evaluation of SVB on evenly spaced FHR series provides overestimated values.

3.4.3. Matching Pursuits

In order to extract additional FHR characteristics that previous spectral analyses cannot reveal, the MP method has been proposed. It is a modified version of the WT method, which creates time–frequency representations of the signal energy without cross-terms. The FHR signal is decomposed into waveforms selected from a dictionary of time-frequency atoms, which are the dilations, translations, and modulations of a single-window function, $g(t)$, defined as \[ g(t) = \frac{1}{\sqrt{s}} g\left(\frac{t-u}{s}\right) e^{i\eta t} \] (15)

where $\eta$ is the frequency modulation, $u$ is the translation, $s$ is the scaling parameter, and $\gamma$ is the set of parameters.

The MP proved to overcome the limitations of both Fourier and WT transform. Indeed, while classical Fourier and WT transform are not particularly suitable to represent non-stationary signals and narrow-frequency band signals, respectively, MP showed great potential in identifying multiple periodicities in highly non-stationary signals such as FHR [13].

In their work, Akay et al. [13] showed the high sensitivity of the MP in detecting perturbations in the normal dynamic pattern of FHR signals, such as sinusoidal fluctuations of multiple frequencies or burst-type activities, and in estimating the complex regulatory systems involved in the FHR control.

Moreover, Salamalekis et al. used the MP method for the analysis of FHR signal power in the VLF and LF frequency ranges to detect fetal hypoxia during labor [86]. They estimated the power of the FHR signal in four frequency ranges: Very Low Frequency (VLF) range (<0.04 Hz), Low Low Frequency (LLF) (0.04–0.08 Hz), Low Frequency (LF) (0.08–0.15 Hz), and High Frequency (HF) (>0.15 Hz), and found that the LLF recognizes the cases with lower cord arterial pH (sensitivity 78.5%, specificity 52.3%), while the VLF recognizes the cases with lower pH (72.2% and 59%) and the cases of non-reassuring FHR (sensitivity 64.2%, specificity 53.1%). The sensitivity and specificity of the VLF parameter were 72.2% and 59%, respectively, in recognizing the cases with low pH and 64.2% and 53.1% in recognizing non-reassuring FHR.

3.4.4. Lyapunov Exponents

The spectrum of Lyapunov exponents is one of the most useful tools for the study of the dynamics of nonlinear systems. Lyapunov exponents are estimates of the average speed of convergence or divergence of the exponential trajectory of a dynamic system near an attractor. Therefore, they are used to classify the asymptotic behavior of a dynamic system and to determine the stability of quasi-periodic and chaotic regimes as well as the equilibrium points and periodic solutions of a given vector. More generally, they can provide a qualitative and quantitative characterization of the dynamic behavior of a system. Lyapunov exponents can be measured for both continuous- and discrete-time systems, and the positivity of these indices reveal the presence of chaotic behavior in the system, i.e., small differences in the initial conditions can produce enormously different trajectories of the system. The numeric value of the Lyapunov exponent gives a precise indication of the time after which the system dynamics become unpredictable [29,87].

Despite the Lyapunov exponent being infrequently used in the analysis of FHRV, some interesting results are reported by Kikuchi et al. [88], who calculated the largest Lyapunov exponent from 119 FHR traces of healthy normal fetuses, and found no significant changes according to gestational age. On the other hand, compared to healthy fetuses, they observed
significantly lower values in 69 FHR traces of IUGR (Intra Uterine Growth Restriction) fetuses ($p < 0.001$).

3.4.5. Hidden Markov Models

Another nonlinear technique can be found in the Hidden Markov Models (HMMs), which have been applied to the analysis of electrocardiograms in recent decades. Basically, HMM is a statistical modeling technique that represents a complex system using a probability density function that varies according to the state of an underlying Markov chain. The term ‘hidden’ comes from the fact that the states of the model cannot be directly determined from observations [155].

Georgoulas et al. [89] used two HMMs together with traditional time domain and frequency domain analyses to extract a set of parameters for the automatic classification of FHR tracings belonging to hypoxic and normal fetuses. They compared HMMs characterized by a different number of hidden states and obtained the maximum overall classification rate of 83% for seven hidden states, with high classification rates both for normal (85%) and abnormal (81%) cases.

3.4.6. Complexity of Lempel Ziv

The complexity of LZ is a method of symbolic sequence analysis that measures the complexity of finite length time series and has been employed for the classifications of heart rate patterns [156]. The input of the algorithm is constituted by a finite sequence of symbols (string) belonging to a previously defined alphabet. Sometimes, the input string contains some parts (sub-strings), which are repeated several times. The idea of the algorithm is that of exploiting these repetitions to obtain a compression of the signal. The analysis concerns the rate of occurrence of specific subsets of strings and the calculation of the LZ complexity, whose values are larger at the increasing complexity of the time series.

In their studies, Ferrario et al. [91] compared traditional parameters that are derived from the FHR signals with ApEn, SampEn, and LZ. They showed that the LZ was the only index providing significant differentiation between healthy fetuses and fetuses with intrauterine growth restriction (IUGR). Again, Ferrario et al. [90] computed LZ and the multiscale entropy to analyze CTG traces from normal (17), severe IUGR (23), and non-severe IUGR (19) fetuses between the twenty-seventh and thirty-fourth week of gestation, finding that the proposed indices are able to identify the actual IUGRs and separate them from the physiological fetuses (sensitivity = 77.8%; accuracy = 82.4%). The capability of LZ to distinguish between normal and IUGR fetuses has been confirmed by Magenes et al. [92] in further work.

Despite the above-mentioned results, to the best of our knowledge, the LZ seems to be applied only to support the discrimination of IUGR fetuses, and most of the studies are carried out from the same research groups.

3.4.7. Principal Dynamic Models

The Principal Dynamic Models (PDM) method is another technique employed to identify and quantify nonlinear components of heart rate fluctuations. It describes the dynamics of a system as a hierarchy of nonlinear systems, and the signal is transformed using Volterra–Wiener kernels based on the expansion of Laguerre polynomials ($k_0, k_1, ...$):

$$y(n) = k_0 + \sum_{m=0}^{M-1} k_1(m)x(n-m) + \sum_{m_1=0}^{M-1} \sum_{m_2=0}^{M-1} k_2(m_1, m_2)x(n-m_1)x(n-m_2) + \ldots$$ (16)

where $x(n)$ is the input, $y(n)$ is the output, and $M$ is the memory of the system.

Though the PDM is applied to characterize nonlinear physiological systems, it is not suitable for analyzing the non-stationary RR series, as for traditional PSD calculation methods [149]. In addition, most studies using PDM are limited to the analysis of HRV in adults.
3.5. Artificial Neural Networks for the Classification of FHR Signals

Despite the wide range of techniques for the analysis of FHR traces and their extensive employing for the investigation of the FHRV behavior, and the fact that CTG is recognized as an important ante- and intrapartum monitoring tool to assess fetal wellbeing, there is no consensus, nor an established gold-standard, agreed by the scientific community for the interpretation of CTG traces, nor for the classification of FHR recordings [19]. This is one of the main reasons for the still-growing demand for the computer-aided study of FHRV and automated classification of FHR signals.

As an emerging trend, also in the healthcare sector, ANN proved its potential and showed interesting and promising results in the analysis of FHR, thanks to its powerful pattern recognition and classification capabilities.

Already between the 1990s and the 2000s, some researchers attempted the use of ANN to study FHR signals from CTG recordings. In 1994, Marques de Sa’ et al. [93] presented two multilayer perceptron ANN models for the estimation and classification of the FHR baseline. They obtained promising results in terms of accuracy, with 97.7% correctly classified cases in the training set and 90% correctly classified cases in the test set. Promising results, in the same year, were also obtained by John Liszka-Hackzell [94], who proposed two types of ANNs, namely, the back-propagation network and the self-organizing map network, to categorize different types of CTG traces according to the presence of accelerations/decelerations, baseline, beat-to-beat variability, presence of tachycardia/bradycardia. Subsequently, in 1995, other studies aimed at evaluating the potential of ANNs in the interpretation and of nonstress test results [95,96], showing encouraging achievements in the discrimination between normal and abnormal nonstress tests, with almost 60% agreement between the ANN model and human experts in the classification of abnormal FHR records [95].

In the early 2000s, Magenes et al. [97] showed that relatively simple ANN architectures, trained with a limited number of cases, can act as good nonlinear classifiers of fetal pathological states. Tests on 25 normal, 5 diabetes, and 6 IUGR cases gave an error of 5.5%. In the following years, other works explored the capability of different ANN models to discriminate between normal, suspicious, and pathological conditions from the pattern of CTG data [94,98,99], with some ANN models showing better performances over other classification techniques, such as discriminant analysis and decision tree, even in the prediction of fetal distress [100].

Later, between 2015 and 2018, further studies compared different ANN models among them and with other machine-learning-based approaches for the classification of CTG recordings. The best models showed accuracy, sensitivity, and specificity of at least 80% each [19], with ANN models having better performances than other algorithms. In particular, Yılmaz [101] focused on three different types of ANNs and achieved the best results with a generalized regression neural network. Cömert et al. [102] showed the better performance of ANNs over SVM, random forest, radial basis function network, and extreme learning machine, as also confirmed in a further study [103]. The same authors also showed that the combined use of both linear and nonlinear features as input parameters of the ANN model could increase the accuracy in the prediction of fetal distress [57].

More recently, ANNs have been compared with other data mining algorithms not only in terms of accuracy but also with regard to time consumption, demonstrating that an ANN model can be a good choice for classifying CTG traces since it can provide high accuracy at a reasonable computational time [104]. Furthermore, in 2019, Zhao et al. [20] used convolutional neural networks to predict fetal asphyxia, demonstrating the effectiveness of the proposed tool, which showed accuracy, sensitivity, and specificity up to 98.34%, 98.22%, and 94.87%, respectively.

4. Discussion

Despite the huge research efforts made in improving the analysis of FHRV through automatic computerized analysis of FHR signals, a gold standard has not been achieved
yet. Instead, the availability of a plethora of methods for FHRV analysis, ranging from linear to nonlinear approaches, makes it even more difficult to make direct comparisons between the results obtained with different techniques and starting from different datasets and hypotheses.

On the contrary, the examined literature revealed the fundamental difficulties in the implementation of both traditional and nonlinear methods, mainly consisting of: (i) noisy nature of physiological signals; (ii) finite length of the data series; (iii) non-stationarity of the signals.

Thus, the overall take-home message would suggest combining both linear and nonlinear FHRV indices in order to reach a more comprehensive interpretation of the physiological phenomena driving the FHR fluctuations. Such a combined approach, using both nonlinear and traditional analytic methods, showed promising results in adult HRV as well as in fetuses [17,57–59,116,117]. This reflects what has already been shown in adult subjects by Voss et al. [130,157], who suggested that the combination of different HRV parameters from both time and frequency domains as well as from nonlinear dynamics can improve diagnostic precision in the analysis of HRV. Moreover, this statement is also in agreement with further studies on FHRV, which showed that the choice of the optimal linear/nonlinear parameter combination could improve the classification between healthy and IUGR fetuses [158] and, in general, could be more effective in classifying FHR patterns and assessing ANS maturation [64,159,160].

Indeed, the combination of linear and nonlinear techniques could be helpful not only in overcoming peculiar limitations of a single specific approach but also in investigating hidden dynamics and complex relationships between the FHR and the fetal ANS functioning, behavior, and development. However, such an integrated approach, based on the rational combination of the above-described methodologies, is still far from being standardized, and the various attempts made in this direction provide encouraging but limited and non-definitive results.

According to our opinion and the recent literature, a promising alternative approach is one involving methodologies from the AI field, more specifically referring to machine learning techniques, which currently appear to be the future of medical diagnostics; indeed, from their first introduction in the medical arena, they showed encouraging results in the analysis of FHRV. In particular, a support vector machine (SVM), alone or in combination with other linear and/or nonlinear techniques, was also used to predict the risk of metabolic acidosis [161], to evaluate the fetal health state [21], and to detect fetal hypoxia [52]. With the objective to differentiate vaginal vs. cesarean delivery and normal vs. pathological pregnancy, multiple machine algorithms were applied in combination [30,162,163]. Moreover, ANN proved to be useful for the automatic classification of FHR recordings [18,19,102] and for predicting fetal acidemia conditions [20].

Furthermore, despite this extensive use of AI algorithms in FHR analysis, the majority of the studies do not incorporate responses of the fetus to UCs [30], which could be an additional useful factor to assess, together with FHR, especially in the context of CTG monitoring.

The huge potential of AI in medicine and, above all, its recognized capability of detecting very complex input–output relationships could be seen not only as the future of the automatic FHR analysis but also as the possible union ring between linear and nonlinear FHRV indices, i.e., a tool to integrate and connect the information provided by multiple methodologies in order to give a better, more meaningful, and more comprehensive interpretation of the FHRV.

5. Conclusions

In this work, a review of linear and nonlinear methods for the analysis of FHRV has been carried out, providing an overview of the basic principles, the main pros and cons, and some of the relevant results achieved in the literature. The results of the examined studies revealed that none of the techniques available were demonstrated to be absolutely better
than the others. Instead, a combination approach, using both traditional and nonlinear FHRV indices, is employed in many of the reviewed works, with promising but not yet definitive results. On the one hand, the application of different indices can bring more information, enhancing and improving the understanding of the complex dynamics involved in the control of the fetal heart rhythm; on the other hand, the proposed combined approaches lack integration and standardization. The latter creates a gap between the possibility of measuring several features of the FHR signal and the capability of obtaining a comprehensive, correct, and shared interpretation of the FHR dynamics, able to convert the collected data into information that could be useful for gynecologists and healthcare professionals in determining the health status of the fetus.

The frontiers paved by the use of AI in the diagnostics field could fill this gap by using traditional and nonlinear FHR features as an input to advanced machine learning algorithms that can improve the classification accuracy, enabling more reliable diagnostic information by distinguishing between healthy and pathological fetuses. This approach could increase the degree of integration between the most relevant analytic methods and, possibly, give an answer to the unmet clinical need of automatic analysis of FHR traces.

Author Contributions: Conceptualization, F.A. and M.R.; methodology, A.M.P., C.C., and M.R.; software, A.M.P., C.C. and M.R.; validation, A.M.P., C.C., F.A. and M.R.; formal analysis, A.M.P., C.C. and G.C.; investigation, A.M.P. and G.C.; resources, F.A. and M.R.; data curation, A.M.P. and C.C.; writing—original draft preparation, A.M.P. and C.C.; writing—review and editing, A.M.P., C.C., F.A. and M.R.; visualization, A.M.P., C.C. and G.C.; supervision, F.A. and M.R.; project administration, F.A. and M.R. All authors have read and agreed to the published version of the manuscript. F.A. and M.R. equally contributed to the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

AI: Artificial Intelligence; AIC: Akaike’s Information Criterion; ANN: Artificial Neural Network; ANS: Autonomous Nervous System; ApEn: Approximate Entropy; AR: Autoregressive; BPM: Beats Per Minute; CTG: Cardiotocography; DFA: Detrended Fluctuation Analysis; DFT: Discrete Fourier Transform; EFM: Electronic Fetal Monitoring; EMD: Empirical Model Decomposition; ECG: Fetal Electrocardiography; FFT: Fast Fourier Transform; FHR: Fetal Heart Rate; FHRV: Fetal Heart Rate Variability; fMCG: Fetal Magnetocardiography; fPCG: Fetal Phonocardiography; GLCM: Grey Level Co-occurrence Matrix; HF: High Frequency; HHT: Hilbert–Huang Transform; HMM: Hidden Markov Model; HRJSD: High-Resolution Joint Symbolic Dynamics; HRV: Heart Rate Variability; IBTF: Image-Based Time-Frequency; II: Interval Index; IMF: Intrinsic Mode Functions; IUGR: Intra-Uterine Growth Restriction; LF: Low Frequency; LTI: Long-Term Irregularity; LTV: Long-Term Variability; LZ: Lempel Ziv; MF: Middle Frequency; MP: Matching Pursuit; MSE: Multiscale Entropy; PDM: Principal Dynamic Models; PNN5: percentage of differences between successive normal inter-beat intervals exceeding 5 ms; PSA: Power Spectral Analysis; PSD: Power Spectral Density; SampEn: Sample Entropy; SD: Symbolic Dynamics SD1: standard deviation 1 perpendicular to the line-of-identity (Poincaré maps); SD2: standard deviation 2 along the line-of-identity (Poincaré maps); STFT: Short-Time Fourier Transform; STV: Short-Term Variability; SVB: sympatho–vagal balance; SVM: Support Vector Machine; UA: Uterine Activity; UC: Uterine Contraction; VLF: Very Low Frequency; WT: Wavelet Transform.
References

1. Abdulhay, E.W.; Oweis, R.J.; Alhaddad, A.M.; Sublaban, F.N.; Radwan, M.A.; Almasaeed, H.M. Review Article: Non-Invasive Fetal Heart Rate Monitoring Techniques. *Biomed. Sci. Eng.* 2014, 2, 53–67. [CrossRef]

2. Stylios, C. Methods and Tools for Processing Biosignals: A Survey Paper. In *IFMBE Proceedings*; Springer: Berlin/Heidelberg, Germany, 2005; Volume 11, pp. 1727–1983.

3. Lobo Marques, J.A.; Cortez, P.C.; Madeiro, J.P.D.V.; Fong, S.J.; Schlindwein, F.S.; Albuquerque, V.H.C.D. Automatic Cardiotocography Diagnostic System Based on Hilbert Transform and Adaptive Threshold Technique. *IEEE Access* 2019, 7, 73085–73094. [CrossRef]

4. Cesarelli, M.; Romano, M.; Bifulco, P.; Improta, G.; D’Addio, G. An Application of Symbolic Dynamics for FHRV Assessment; IOS Press: Amsterdam, The Netherlands, 2012; Volume 180, ISBN 09269630.

5. Romano, M.; Iuppariello, L.; Ponsiglione, A.M.; Improta, G.; Bifulco, P.; Cesarelli, M. Frequency and Time Domain Analysis of Foetal Heart Rate Variability with Traditional Indexes: A Critical Survey. *Comput. Math. Methods Med.* 2016, 2016. [CrossRef] [PubMed]

6. Oppenheimer, L.W.; Lewinsky, R.M. 7 Power Spectral Analysis of Fetal Heart Rate. *Baillière Clin. Obstet. Gynaecol.* 1994, 8, 643–661. [CrossRef]

7. Ayres-de Campos, D.; Bernardes, J.; Garrido, A.; Marques-de-Sá, J.; Pereira-Leite, L. SãoPorto 2.0: A Program for Automated Analysis of Cardiotocograms. *J. Matern. Fetal Med.* 2000, 9, 311–318. [CrossRef]

8. Czabanski, R.; Jezewski, J.; Matonia, A.; Jezewski, M. Computerized Analysis of Fetal Heart Rate Signals as the Predictor of Neonatal Acidemia. *Expert. Syst. Appl.* 2012, 39, 11846–11860. [CrossRef]

9. Pardey, J.; Moulden, M.; Redman, C.W.G. A Computer System for the Numerical Analysis of Nonstress Tests. *Am. J. Obstet. Gynecol.* 2002, 186, 1095–1103. [PubMed]

10. Romano, M.; Bifulco, P.; Ruffo, M.; Improta, G.; Clemente, F.; Cesarelli, M. Software for Computerised Analysis of Cardiotocographic Traces. *Comput. Methods Programs Biomed.* 2016, 124, 121–137. [CrossRef]

11. Cömert, Z.; Kocamaz, A.F. Open-Access Software for Analysis of Fetal Heart Rate Signals. *Biomed. Signal Process. Control* 2018, 45, 98–108. [CrossRef]

12. The Dimension of Chaos in the Fetal Heart Rate. *Am. J. Obstet. Gynecol.* 1991, 165, 1425–1429. [CrossRef]

13. Akay, M.; Mulder, E. Examining Fetal Heart-Rate Variability Using Matching Pursuits. *IEEE Eng. Med. Biol. Mag.* 1996, 15, 64–67. [CrossRef]

14. Felgueiras, C.S.; Marques de Sá, J.P.; Bernardes, J.; Gama, S. Classification of Foetal Heart Rate Sequences Based on Fractal Features. *Med. Biol. Eng. Comput.* 1998, 36, 197. [CrossRef]

15. Hoyer, D.; Heiniche, E.; Jaekel, S.; Tetschke, F.; Di Pietro Paolo, D.; Haueisen, J.; Schleußner, E.; Schneider, U. Indices of Fetal Development Derived from Heart Rate Patterns. *Early Hum. Dev.* 2009, 85, 379–386. [CrossRef]

16. Li, X.; Zheng, D.; Zhou, S.; Tang, D.; Wang, C.; Wu, G. Approximate Entropy of Fetal Heart Rate Variability as a Predictor of Fetal Distress in Women at Term Pregnancy. *Acta Obstet. Gynecol. Scand.* 2005, 84, 837–843. [CrossRef] [PubMed]

17. Signorini, M.G.; Magnes, G.; Cerutti, S.; Arduini, D. Linear and Nonlinear Parameters for the Analysis of Fetal Heart Rate Signal from Cardiotocographic Recordings. *IEEE Trans. Biomed. Eng.* 2003, 50, 365–374. [CrossRef] [PubMed]

18. Li, J.; Chen, Z.-Z.; Huang, L.; Fang, M.; Li, B.; Fu, X.; Wang, H.; Zhao, Q. Automatic Classification of Fetal Heart Rate Based on Convolutional Neural Network. *IEEE Internet Things J.* 2019, 6, 1394–1401. [CrossRef]

19. Cömert, Z.; Kocamaz, A.F. A Study of Artificial Neural Network Training Algorithms for Classification of Cardiotocography Signals. *Bitlis Eren Univ. J. Sci. Technol.* 2017, 7, 93–103. [CrossRef]

20. Zhao, Z.; Deng, Y.; Zhang, Y.; Zhang, Y.; Zhang, X.; Shao, L. DeepFHR: Intelligent Prediction of Fetal Acidemia Using Fetal Heart Rate Signals Based on Convolutional Neural Network. *BMC Med. Inform. Decis. Mak.* 2019, 19, 286. [CrossRef]

21. Yilmaz, E.; Kilıkçıer, Ç. Determination of Fetal State from Cardiotocogram Using LS-SVM with Particle Swarm Optimization and Binary Decision Tree. Available online: https://www.hindawi.com/journals/cmmm/2013/487179/ (accessed on 6 October 2020).

22. Cattani, C.; Dovbrynova, O.; Rogosin, S.; Voskresensky, S.L.; Zelis, E. On the Creation of a New Diagnostic Model for Fetal Well-Being on the Base of Wavelet Analysis of Cardiotocograms. *J. Med. Syst.* 2006, 30, 489–494. [CrossRef]

23. Spyridou, K.K.; Hadjileontiadis, L.J. Analysis of Fetal Heart Rate in Healthy and Pathological Pregnancies Using Wavelet-Based Features. In Proceedings of the 2007 29th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Lyon, France, 22–26 August 2007; pp. 1908–1911. [CrossRef]

24. Fuentetoba, P.; Illanes, A.; Ortmeier, F. Foetal Heart Rate Signal Spectral Analysis by Using Time-Varying Autoregressive Modelling. *Curr. Dir. Biomed. Eng.* 2018, 4, 579–582. [CrossRef]

25. Marques, J.L.; Cortez, P.; Madeiro, J.P.V.; Schlindwein, F. Classification System for Fetal Heart Rate Variability Measures Based on Cardiotocographies. *J. Life Sci. Technol.* 2015. [CrossRef]

26. Bracale, M.; Romano, M.; Cesarelli, M.; Bifulco, P.; Sansone, M. Cardiotocographic Data Pre-Processing and AR Modelling of Fetal Heart Rate Signals. Available online: /paper/Cardiotocographic-Data-Pre-Processing-and-AR-of-Bracale-Romano/91ce144cb1bd034733fde5670dc669041e83f8f4 (accessed on 31 August 2020).
Sensors 2021, 21, 6136

52. Cömert, Z.; Kocamaz, A.F.; Subha, V. Prognostic Model Based on Image-Based Time-Frequency Features and Genetic Algorithm for Fetal Hypoxia Assessment. Comput. Biol. Med. 2018, 99, 85–97. [CrossRef] [PubMed]

53. Ansourian, M.N.; Dripps, J.H.; Beattie, G.J.; Boddy, K. Autoregressive Spectral Estimation of Fetal Breathing Movement. IEEE Trans. Biomed. Eng. 1989, 36, 1076–1084. [CrossRef]

54. Cazares, S.; Moulden, M.; Redman, W.G.; Tarassenko, L. Tracking Poles with an Autoregressive Model: A Confidence Index for the Analysis of the Intrapartum Cardiotocogram. Med. Eng. Phys. 2001, 23, 603–614. [CrossRef]

55. Vassios, G.; Pretzna, A.; Blana, D.; Salamalekis, E.; Thomopoulos, P.; Giannaris, D.; Koutsouris, D. Classification of Fetal Heart Rate Tracings Based on Wavelet-Transform and Self-Organizing-Map Neural Networks. In Proceedings of the 2001 Conference Proceedings of the 23rd Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Istanbul, Turkey, 25–28 October 2001. [CrossRef]

56. Salamalekis, E.; Thomopoulos, P.; Giannaris, D.; Salloum, I.; Vassios, G.; Pretzna, A.; Koutsouris, D. Computerised Intrapartum Diagnosis of Fetal Hypoxia Based on Fetal Heart Rate Monitoring and Fetal Pulse Oximetry Recordings Utilising Wavelet Analysis and Neural Networks. BJOG Int. J. Obstet. Gynaecol. 2002, 109, 1137–1142. [CrossRef] [PubMed]

57. Cömert, Z.; Kocamaz, A.F. Evaluation of Fetal Distress Diagnosis during Delivery Stages Based on Linear and Nonlinear Features of Fetal Heart Rate for Neural Network Community. Int. J. Comput. Appl. 2016, 156, 26–31. [CrossRef]

58. Gonçalves, H.; Amorim-Costa, C.; Ayres-de-Campos, D.; Bernardes, J. Evolution of Linear and Nonlinear Fetal Heart Rate Indices throughout Pregnancy in Appropriate, Small for Gestational Age and Preterm Fetuses: A Cohort Study. Comput. Methods Programs Biomed. 2018, 153, 191–199. [CrossRef]

59. Gonçalves, H.; Rocha, A.P.; Ayres-de-Campos, D.; Bernardes, J. Linear and Nonlinear Fetal Heart Rate Analysis of Normal and Acidemic Fetuses in the Minutes Preceding Delivery. Med. Biol. Eng. Comput. 2006, 44, 847. [CrossRef]

60. Magenes, G.; Pedrinazzi, L.; Signorini, M.G. Identification of Fetal Sufferance Antepartum through a Multiparametric Analysis and a Support Vector Machine. In Proceedings of the 26th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, San Francisco, CA, USA, 1–5 September 2004; Volume 1, pp. 462–465.

61. Cysarz, D.; Van Leeuwen, P.; Bettermann, H. Irregularities and Nonlinearities in Fetal Heart Period Time Series in the Course of Pregnancy. Herzschrittmacherther. Elektrophysiol. 2000, 11, 179–183. [CrossRef]

62. Lim, J.; Kwon, J.Y.; Song, J.; Choi, H.; Shin, J.C.; Park, I.Y. Quantitative Comparison of Entropy Analysis of Fetal Heart Rate Variability Related to the Different Stages of Labor. Early Hum. Dev. 2014, 90, 81–85. [CrossRef]

63. Pincus, S.M.; Gladstone, I.M.; Ehrenkranz, R.A. A Regularity Statistic for Medical Data Analysis. J. Clin. Monit. 1991, 7, 335–345. [CrossRef]

64. Moraes, E.R.; Murta, L.O.; Baffa, O.; Wakai, R.T.; Comani, S. Linear and Nonlinear Measures of Fetal Heart Rate Patterns Evaluated on Very Short Fetal Magnetocardiograms. Physiol. Meas. 2012, 33, 1563–1583. [CrossRef]

65. Gonçalves, H.; Bernardes, J.; Paula Rocha, A.; Ayres-de-Campos, D. Linear and Nonlinear Analysis of Heart Rate Patterns Associated with Fetal Behavioral States in the Antepartum Period. Early Hum. Dev. 2007, 83, 585–591. [CrossRef]

66. Van Leeuwen, P.; Cysarz, D.; Bettermann, H. Presence of Irregularity in Fetal Heart Period Time Series. Med. Biol. Eng. Comput. 1999, 37, 2.

67. Ferrario, M.; Signorini, M.G.; Magenes, G.; Cerutti, S. Comparison of Entropy-Based Regularity Estimators: Application to the Fetal Heart Rate Signal for the Identification of Fetal Distress. IEEE Trans. Biomed. Eng. 2006, 53, 119–125. [CrossRef]

68. Padhye, N.S.; Brazeideikis, A.; Verklan, M.T. Change in Complexity of Fetal Heart Rate Variability. In Proceedings of the 2006 International Conference of the IEEE Engineering in Medicine and Biology Society, New York, NY, USA, 30 August–3 September 2006; pp. 1796–1798.

69. Khandoker, A.H.; Schulz, S.; Kimura, Y.; Palaniswami, M.; Voss, A. Investigating Maternal-Fetal Heart Rate Coupling by High Resolution Joint Symbolic Dynamics. In Proceedings of the Computing in Cardiology 2014, Cambridge, MA, USA, 7–10 September 2014; pp. 441–444.

70. Van Leeuwen, P.; Cysarz, D.; Lange, S.; Geue, D.; Groenemeyer, D. Quantification of Fetal Heart Rate Regularity Using Symbolic Dynamics. Chaos Interdiscip. J. Nonlinear Sci. 2007, 17, 015119. [CrossRef] [PubMed]

71. Romano, M.; D’Addio, G.; Clemente, F.; Ponsiglione, A.M.; Improta, G.; Cesarelli, M. Symbolic Dynamic and Frequency Analysis in Foetal Monitoring. In Proceedings of the 2014 IEEE International Symposium on Medical Measurements and Applications (MeMeA), Lisbon, Portugal, 11–12 June 2014; pp. 1–5.

72. Cesarelli, M.; Romano, M.; Bifulco, P.; Improta, G.; D’Addio, G. Prognostic decision support using symbolic dynamics in CTG monitoring. In Proceeding of the 13th EFMI Special Topic Conference: Data and Knowledge for Medical Decision Support, EFMI STC 2013; IOS Press: Amsterdam, The Netherlands, 2013; Volume 186, pp. 140–144. ISBN 978-1-61499-239-4.

73. Hoyer, D.; Schneider, U.; Kowalski, E.-M.; Schmidt, A.; Witte, O.W.; Schleuöner, E.; Hatzmann, W.; Grönenmeyer, D.H.; van Leeuwen, P. Validation of Functional Fetal Autonomic Brain Age Score FABAS in 5∕hspace0.167emmin Short Recordings. Physiol. Meas. 2015, 36, 2369–2378. [CrossRef] [PubMed]

74. Renzo, G.C.D.; Montani, M.; Fioriti, V.; Clerici, G.; Branconi, F.; Pardini, A.; Indraccolo, R.; Cosmi, E.V. Fractal Analysis: A New Method for Evaluating Fetal Heart Rate Variability. J. Perinat. Med. 1996, 24, 261–269. [CrossRef]

75. Hopkins, P.; Sneyd, R.; Outram, N.; Rosên, K.; Ileachor, E. Suitability of Fractal Dimension Analysis of Foetal Heart Rate as an Indicator for Asphyxia. In Proceedings of the International Conference on Computational Intelligence in Medicine and Healthcare (CIMED2005), Lisbon, Portugal, 29 June–1 July 2005; Volume 2, pp. 480–485.
100. Huang, M.-L.; Hsu, Y.-Y. Fetal Distress Prediction Using Discriminant Analysis, Decision Tree, and Artificial Neural Network. *J. Biomed. Sci. Eng.* 2012, 5, 526–533. [CrossRef]

101. Yilmaz, E. Fetal State Assessment from Cardiotocogram Data Using Artificial Neural Networks. *J. Med. Biol. Eng.* 2016, 36, 820–832. [CrossRef]

102. Comert, Z.; Kocamaz, A.F. Comparison of Machine Learning Techniques for Fetal Heart Rate Classification. *Acta Physica Polonica A* 2017, 132, 451–454. [CrossRef]

103. Tang, H.; Wang, T.; Li, M.; Yang, X. The Design and Implementation of Cardiotocography Signals Classification Algorithm Based on Neural Network. Available online: https://www.hindawi.com/journals/cmmm/2018/8568617/ (accessed on 20 February 2021).

104. Amin, B.; Gamal, M.; Salama, A.A.; El-Henawy, I.M.; Mahfouz, K. Classifying Cardiotocography Data Based on Rough Neural Network. *Int. J. Adv. Comput. Sci. Appl.* 2019, 10. [CrossRef]

105. Improta, G.; Faiella, G.; Romano, M.; Bifulco, P.; Clemente, F.; Cesarelli, M. Power Spectral Analysis of Foetal Heart Rate Variability. In Proceedings of the GNB 2014-IV Congresso Nazionale di Bioingegneria, Pavia, Italy, 25–27 June 2014.

106. Ayres-de-Campos, D.; Spong, C.Y.; Chandraharan, E. FIGO Consensus Guidelines on Intrapartum Fetal Monitoring: Cardiotocography. *Int. J. Gynecol. Obstet.* 2015, 131, 13–24. [CrossRef] [PubMed]

107. RCOG. *The Use of Electronic Fetal Monitoring: The Use and Interpretation of Cardiotocography in Intrapartum Fetal Surveillance: 8th RCOG Press: London, UK, 2001; ISBN 978-1-900364-49-2.

108. Cysarz, D.; Van Leeuwen, P.; Edelhäuser, F.; Montano, N.; Porta, A. Binary Symbolic Dynamics Classifies Heart Rate Variability Patterns Linked to Autonomic Modulations. *Comput. Biol. Med.* 2012, 42, 313–318. [CrossRef]

109. NCC. *National Certification Corporation NICHD Definitions and Classifications: Application to Electronic Fetal Monitoring Interpretation; NCC Monograph: Chicago, IL, USA, 2010; Volume 3.

110. Shibata, R. Selection of the Order of an Autoregressive Model by Akaike’s Information Criterion. *Biometrika* 1976, 63, 117–126. [CrossRef]

111. Tzabazis, A.; Eisenried, A.; Yeomans, D.C.; Hyatt, M.I. Wavelet Analysis of Heart Rate Variability: Impact of Wavelet Selection. *Biomed. Signal Process. Control* 2018, 40, 220–225. [CrossRef]

112. Li, K.; Rüdiger, H.; Ziemssen, T. Spectral Analysis of Heart Rate Variability: Time Window Matters. *Front. Neurol.* 2019, 10. [CrossRef]

113. Rangayyan, R.M. *Biomedical Signal Analysis;* John Wiley & Sons: Hoboken, NJ, USA, 2015; ISBN 978-1-119-06793-1.

114. Groome, L.J.; Mooney, D.M.; Holland, S.B.; Smith, L.A.; Atterbury, J.L.; Loizou, P.C. Human Fetuses Have Nonlinear Cardiac Dynamics. *J. Appl. Physiol.* 1999, 87, 530–537. [CrossRef] [PubMed]

115. Billman, G.E. The LF/HF Ratio Does Not Accurately Measure Cardiac Sympatho-Vagal Balance. *Front. Physiol.* 2013, 4, 26. [CrossRef] [PubMed]

116. Germán-Salló, Z.; Germán-Salló, M. Non-Linear Methods in HRV Analysis. *Procedia Technol.* 2016, 22, 645–651. [CrossRef]

117. Bartels, R.; Peçanha, T. HRV: A Pythonic Package for Heart Rate Variability Analysis. *J. Open Source Softw.* 2020, 5, 1867. [CrossRef]

118. Van Leeuwen, P.; Bettermann, H. The Status of Nonlinear Dynamics in the Analysis of Heart Rate Variability. *Herschzirnmacherther. Elektrophysiol.* 2000, 11, 127–130. [CrossRef]

119. Garner, D.; Souza, N.; Vanderlei, L. Unreliability of Approximate Entropy to Locate Optimal Complexity in Diabetes Mellitus via Heart Rate Variability. *Ser. Endocrinol. Diabetes Metab.* 2020, 2, 32–40.

120. Cysarz, D.; Lange, S.; Matthiessen, P.F.; van Leeuwen, P. Regular Heartbeat Dynamics Are Associated with Cardiac Health. *Am. J. Physiol.-Regul. Integr. Comp. Physiol.* 2007, 292, R368–R372. [CrossRef]

121. Pincus, S.M.; Goldberger, A.L. Physiological Time-Series Analysis: What Does Regularity Quantify? *Am. J. Physiol.-Heart Circ. Physiol.* 1994, 266, H1643–H1656. [CrossRef]

122. Wessel, N.; Schumann, A.; Schirdewan, A.; Voss, A.; Kurths, J. Entropy Measures in Heart Rate Variability Data. In *Proceedings of the Computing in Cardiology 2013, Zaragoza, Spain, 22–25 September 2013;* pp. 437–440.

123. Yılmaz, E. Fetal State Assessment from Cardiotocogram Data Using Artificial Neural Networks. *Int. J. Adv. Comput. Sci. Appl.* 2015, 6, 117–126. [CrossRef] [PubMed]

124. Lake, D.E.; Richman, J.S.; Griffin, M.P.; Moorman, J.R. Sample Entropy Analysis of Neonatal Heart Rate Variability. *Am. J. Physiol.-Regul. Integr. Comp. Physiol.* 2002, 283, R789–R797. [CrossRef] [PubMed]

125. Ayres-de-Campos, D.; Spong, C.Y.; Chandraharan, E. FIGO Consensus Guidelines on Intrapartum Fetal Monitoring: Cardiotocography. *Int. J. Gynecol. Obstet.* 2015, 131, 13–24. [CrossRef] [PubMed]

126. Ho, K.K.; Moody, G.B.; Peng, C.K.; Mietus, J.E.; Larson, M.G.; Levy, D.; Goldberger, A.L. Predicting Survival in Heart Failure Case and Control Subjects by Use of Fully Automated Methods for Deriving Nonlinear and Conventional Indices of Heart Rate Dynamics. *Circulation* 1997, 96, 842–848. [CrossRef] [PubMed]

127. Li, P.; Liu, C.; Li, K.; Zheng, D.; Liu, C.; Hou, Y. Assessing the Complexity of Short-Term Heartbeat Interval Series by Distribution Entropy. *Med. Biol. Eng. Comput.* 2015, 53, 77–87. [CrossRef]

128. Lake, D.E.; Richman, J.S.; Griffin, M.P.; Moorman, J.R. Sample Entropy Analysis of Neonatal Heart Rate Variability. *Am. J. Physiol.-Regul. Integr. Comp. Physiol.* 2002, 283, R789–R797. [CrossRef] [PubMed]

129. D’Addio, G.; Romano, M.; Maestri, R.; Bifulco, P.; Cesarelli, M. Indices of Symbolic Dynamic Distribution in Cardiac Patients. In *Proceedings of the Computing in Cardiology 2013, Zaragoza, Spain, 22–25 September 2013;* pp. 437–440.

130. Voss, A.; Schulz, S.; Schroeder, R.; Baumert, M.; Caminal, P. Methods Derived from Nonlinear Dynamics for Analysing Heart Rate Variability. *Philos. Trans. R. Soc. Math. Phys. Eng. Sci.* 2009, 367, 277–296. [CrossRef]
131. Li, C.; Tang, D.-K.; Zheng, D.-A.; Ding, G.-H.; Poon, C.-S.; Wu, G.-Q. Comparison of Nonlinear Indices in Analyses of Heart Rate Variability. In Proceedings of the 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Vancouver, BC, Canada, 20–25 August 2008; pp. 2145–2148.

132. Sassi, R.; Cerutti, S.; Lombardi, F.; Malik, M.; Huiukuri, H.V.; Peng, C.-K.; Schmidt, G.; Yamamoto, Y.; Goren, B.; Lip, G.Y.; et al. Advances in Heart Rate Variability Signal Analysis: Joint Position Statement by the e-Cardiology ESC Working Group and the European Heart Rhythm Association Co-Endorsed by the Asia Pacific Heart Rhythm Society. *EP Eur. 2015*, 17, 1341–1353. [CrossRef]

133. D’Addio, G.; Accardo, A.; Corbi, G.; Russo, G.; Pinna, G.D.; Ferrara, N.; Rengo, F. Quantitative Poincare Plots Analysis Contains Relevant Information Related to Heart Rate Variability Dynamics of Normal and Pathological Subjects. In Proceedings of the Computers in Cardiology, Chicago, Illinois, USA, 19–22 September 2004; pp. 457–460.

134. Yeh, R.-G.; Shieh, J.-S.; Han, Y.-Y.; Wang, Y.-J.; Tseng, S.-C. Detrended Fluctuation Analyses of Short-Term Heart Rate Variability in Surgical Intensive Care Units. *Biomed. Eng. Appl. Basis Commun.* **2006**, *18*, 67–72. [CrossRef]

135. Almeida, D.L.F.; Soares, F.A.; Carvalho, J.L.A. A Sliding Window Approach to Detrended Fluctuation Analysis of Heart Rate Variability. In Proceedings of the 2013 35th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), Osaka, Japan, 3–7 July 2013; pp. 3278–3281. [CrossRef]

136. Bilchick, K.C.; Berger, R.D. Heart Rate Variability. *J. Cardiovasc. Electrophysiol.* **2006**, *17*, 691–694. [CrossRef]

137. Castiglioni, P.; Faini, A. A Fast DFA Algorithm for Multifractal Multiscale Analysis of Physiological Time Series. *Front. Physiol.* **2019**, *10*, 115. [CrossRef]

138. Tayel, M.B.; Al-Saba, E.I. Poincaré Plot for Heart Rate Variability. *Int. J. Biomed. Biol. Eng.* **2015**, *9*, 708–711.

139. D’Addio, G.; Pinna, G.D.; Maestri, R.; Corbi, G.; Ferrara, N.; Rengo, F. Effects of Stroke Localization on Nonlinear Indexes of HRV. In Proceedings of the 2006 Computers in Cardiology, Valencia, Spain, 17–20 September 2006; pp. 621–624.

140. Fishman, M.; Jacono, F.J.; Park, S.; Jamasebi, R.; Thungtong, A.; Lopar, K.A.; Dick, T.E. A Method for Analyzing Temporal Patterns of Variability of a Time Series from Poincare Plots. *J. Appl. Physiol.* **2012**, *113*, 297–306. [CrossRef]

141. Theiler, J.; Eubank, S.; Longtin, A.; Galdrikian, B.; Doyme Farmer, J. Testing for Nonlinearity in Time Series: The Method of Surrogate Data. *Phys. Nonlinear Phenom.* **1992**, *58*, 77–94. [CrossRef]

142. Porta, A.; Guzzetti, S.; Furlan, R.; Gnocchi-Ruscone, T.; Montano, N.; Malliani, A. Complexity and Nonlinearity in Short-Term Heart Period Variability: Comparison of Methods Based on Local Nonlinear Prediction. *IEEE Trans. Biomed. Eng.* **2007**, *54*, 94–106. [CrossRef]

143. Ma, Y.; Wu, C.-W.; Peng, C.-K.; Ahn, A.; Bertisch, S.M.; Lipsitz, L.A.; Yeh, G.Y.; Manor, B.; Novak, V.; Hausdorff, J.M.; et al. Complexity-Based Measures of Heart Rate Dynamics in Older Adults Following Long- and Short-Term Tai Chi Training: Cross-Sectional and Randomized Trial Studies. *Sci. Rep.* **2019**, *9*, 7500. [CrossRef] [PubMed]

144. Mäkikallio, T.H.; Grote, L.; Peter, J.H.; Bund, A. Comparison of Detrended Fluctuation Analysis and Spectral Analysis for Heart Rate Variability in Sleep and Sleep Apnea. *IEEE Trans. Biomed. Eng.* **2003**, *50*, 1143–1151. [CrossRef] [PubMed]

145. Peng, C.-K.; Havlin, S.; Scientific Committee of the International Multiscale Complex Systems Conference; et al. M. Non-Linear and Non-stationary Signal Processing: Experimental Results. *Chaos* **1994**, *4*, 821–843. [CrossRef]

146. Kazmi, S.Z.H.; Zhang, H.; Aziz, W.; Monfredi, O.; Abbas, S.A.; Kazmi, S.S.H.; Shah, S.A.; Kazmi, S.S.H.; Butt, W.H. Inverse Correlation between Heart Rate Variability and Heart Rate Demonstrated by Linear and Nonlinear Analysis. *Sci. Rep.* **2016**, *7*, 11431. [CrossRef] [PubMed]

147. Porta, A.; Bilchick, K.C.; Berger, R.D. Heart Rate Variability. *J. Cardiovasc. Electrophysiol.* **2006**, *17*, 691–694. [CrossRef]

148. Wei, Z.; Xueyun, W.; Jian, Z.J.; Hongxing, L. Fetal Heart Beat Detection by Hilbert Transform and Non-Linear State-Space Surrogate Data. *IET Sci. Meas. Technol.* **2015**, *9*, 18, 1557–1567. [CrossRef]

149. D’Addio, G.; Pinna, G.D.; Maestri, R.; Corbi, G.; Ferrara, N.; Rengo, F. Effects of Stroke Localization on Nonlinear Indexes of HRV. In Proceedings of the 2006 Computers in Cardiology, Valencia, Spain, 17–20 September 2006; pp. 621–624.

150. Fishman, M.; Jacono, F.J.; Park, S.; Jamasebi, R.; Thungtong, A.; Lopar, K.A.; Dick, T.E. A Method for Analyzing Temporal Patterns of Variability of a Time Series from Poincare Plots. *J. Appl. Physiol.* **2012**, *113*, 297–306. [CrossRef]

151. Theiler, J.; Eubank, S.; Longtin, A.; Galdrikian, B.; Doyme Farmer, J. Testing for Nonlinearity in Time Series: The Method of Surrogate Data. *Phys. Nonlinear Phenom.* **1992**, *58*, 77–94. [CrossRef]

152. Porta, A.; Guzzetti, S.; Furlan, R.; Gnocchi-Ruscone, T.; Montano, N.; Malliani, A. Complexity and Nonlinearity in Short-Term Heart Period Variability: Comparison of Methods Based on Local Nonlinear Prediction. *IEEE Trans. Biomed. Eng.* **2007**, *54*, 94–106. [CrossRef]

153. Li, C.; Tang, D.-K.; Zheng, D.-A.; Ding, G.-H.; Poon, C.-S.; Wu, G.-Q. Comparison of Nonlinear Indices in Analyses of Heart Rate Variability. In Proceedings of the 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Vancouver, BC, Canada, 20–25 August 2008; pp. 2145–2148.

154. Zhao, F.; Li, C.; Tang, D.-K.; Zheng, D.-A.; Ding, G.-H.; Poon, C.-S.; Wu, G.-Q. Comparison of Nonlinear Indices in Analyses of Heart Rate Variability. In Proceedings of the 2008 30th Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Vancouver, BC, Canada, 20–25 August 2008; pp. 2145–2148.

155. Vallverdu, M.; Palacios, M.; Caminal, P. Modeling the Dynamics of the Heart Rate Variability by Hidden Markov Models. In Proceedings of the Computers in Cardiology, Thessaloniki, Greece, 21–24 September 2003; pp. 461–464.
156. Balasubramanian, K.; Nagaraj, N. Cardiac Aging Detection Using Complexity Measures. *arXiv* 2016, arXiv:160300817.

157. Voss, A.; Schroeder, R.; Vallverdú, M.; Schulz, S.; Cygankiewicz, I.; Vázquez, R.; Bayés de Luna, A.; Caminal, P. Short-Term vs. Long-Term Heart Rate Variability in Ischemic Cardiomyopathy Risk Stratification. *Front. Physiol.* 2013, 4, 364. [CrossRef]

158. Signorini, M.G.; Fanelli, A.; Magenes, G. Monitoring Fetal Heart Rate during Pregnancy: Contributions from Advanced Signal Processing and Wearable Technology. *Comput. Math. Methods Med.* 2014, 2014. [CrossRef] [PubMed]

159. Frank, B.; Pompe, B.; Schneider, U.; Hoyer, D. Permutation Entropy Improves Fetal Behavioural State Classification Based on Heart Rate Analysis from Biomagnetic Recordings in near Term Fetuses. *Med. Biol. Eng. Comput.* 2006, 44, 179–187. [CrossRef] [PubMed]

160. Signorini, M.G.; Ferrario, M.; Cerutti, S.; Magenes, G. Advances in Monitoring Cardiovascular Signals. Contribution of Nonlinear Signal Processing. In Proceedings of the 2011 Annual International Conference of the IEEE Engineering in Medicine and Biology Society, Boston, MA, USA, 30 August–3 September 2011; pp. 6568–6571.

161. Georgoulas, G.; Stylios, D.; Groumpos, P. Predicting the Risk of Metabolic Acidosis for Newborns Based on Fetal Heart Rate Signal Classification Using Support Vector Machines. *IEEE Trans. Biomed. Eng.* 2006, 53, 875–884. [CrossRef] [PubMed]

162. Ricciardi, C.; Improta, G.; Amato, F.; Cesarelli, G.; Romano, M. Classifying the Type of Delivery from Cardiotocographic Signals: A Machine Learning Approach. *Comput. Methods Programs Biomed.* 2020, 196, 105712. [CrossRef] [PubMed]

163. Fergus, P.; Selvaraj, M.; Chalmers, C. Machine Learning Ensemble Modelling to Classify Caesarean Section and Vaginal Delivery Types Using Cardiotocography Traces. *Comput. Biol. Med.* 2018, 93, 7–16. [CrossRef]