Predicting temperature of Erbil city applying deep learning and neural network
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ABSTRACT

One of the most significant and daunting activities in today’s world is temperature prediction. The meteorologists traditionally predict temperature via some statistical models aimed to forecast the fluctuations that might have happened to atmospheric parameters such as temperature and humidity. The main objective of this paper is to build an intelligent temperature prediction model of Erbil city in KRG/Iraq based on a historical dataset from 1992 to 2016 in each year there are twelve months’ average temperature readings from January to December. Hence to resolve this prediction problem an up-to-date deep learning neural network has been used, the network model is based on long short-term memory (LSTM) as an artificial recurrent neural network (RNN) architecture to estimate the future average temperature. The implementing model uses the dataset from real-time 30 weather stations deployed in the area of the city. The prediction performance of the proposed recurrent neural network model has been compared with some state of art algorithms like Adeline neural network, Autoregressive neural network (NAR), and generalized regression neural network (GRNN). The results show that the proposed model based on deep learning gives minimum prediction error.  
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1. INTRODUCTION

The prediction of future behavior is important issues in the sciences and engineering, to need it in the areas of all of life, such as the prediction price, weather, and temperatures, most countries rely on its plans and development programs on the foundations and advanced scientific methods to design more effective plan [1]-[2]. Through the statistical analysis know the past and disadvantages and predict the future and needs according to the possibilities available and where it cannot reach an accurate prediction for the future without knowing the cons and past shortcomings. So States registering a series of economic and social changes [3]. Forecasting the weather has received the attention of many researchers from different investigation areas due to its influence on public social life [4]-[5]. The popular availability is widespread Weather monitoring data including information development computer technology in the past decade has caused several searches to investigate the pattern hidden in the huge data set of prediction weather [6]. Weather forecasting is one of the catalytic research problems with most potential applications varying from
aeronautics to agriculture and tourism. Learning to predict the weather using a broad dataset of weather data and designing a robust weather forecast form that uses fundamental designs covered in the large weather data collection are among the challenges of weather forecasting [7].

Many useful applications of statistical modeling techniques, especially machine learning, for forecasting weather requirements have been published over the last decade [5], [6], [8]. Based on deep belief networks [4] (DBN), proceeding deep networks [5], energy-based forms should display developing support of deep learning as structural designs organized in-depth within the prior decade [9]. The word "deep" in deep learning refers to the fact that this neural network (NN) has more layers than those used in machine learning models. Multilayer NN has drawn a lot of research interest after a successful implementation of an unsupervised pre-training tool which is used to solve simple training problems. When it comes to simple forms, "deep" structure is very important, and NN has a deep structure that can produce a more effective learning experience.

The goal of the paper is to examine some feasibility of deep learning methods for weather prediction applying strong hierarchical weather descriptions learned from the weather data set. Models have tested using the amount of weather data provided by Erbil weather station (ministry of transport and communications) was compiled from about 30 weather stations from 1992 to 2016. In the aforementioned research, The long short-term memory (LSTM), adaline neural network, autoregressive neural network (NAR), and generalized regression neural network (GRNN) are some of the algorithms for climate modeling.

2. RELATED WORK

There is much research to handle the problem of predicting the weather in this section, some of them will be focused on. In [10] temperature forecasting system for past weather parameters has been proposed which is based on fuzzy time series. In [7] a conclusion has been made, which states that using a combination of ANN leads to enhance a learning process in weather predication models for different weather parameters. An ANN for forecasting precipitation based o statistical reduction has been proposed [11]. Whereas in [12] a neural network based on chaotic short-term oscillations for wind predicting utilizing LIDAR data has been proposed. A long rains prediction form utilizing combined fuzzy logic Wavelet with ANN has been presented in [13]. In [14] the deep learning has been employed in weather prediction. Thus a comparison has been made between the forecast achievement of conditional restricted boltzmann machine (CRBM) with recurrence neural network (RNN) and convolutional network (CN) models. In [15] New machine learning techniques and data processing are presented by the authors (random forest classification) for climate conditions forecasting. They concentrate on the challenges of today's rapid weather change, which renders traditional weather prediction approaches less accurate and time-consuming. To meet these challenges, strong climate forecasting techniques are needed. In [16] a new data-driven lightweight weather-predicting model has been constructed by investigating the performance of temporary forming methods of temporal convolutional networks (TCN) and (LSTM) and comparing it with the current standard methods of machine learning, like support vector regression (SVR), standard regression (SR), random forest (RF) also vector auto regression (VAR), vector error correction model (VECM) and autoregressive integrated moving average (ARIMA), are performed as analytical predicting methods. Moreover, the arbitrage of predicting expert (AFE) is performed as the dynamic ensemble method. They investigate the community LSTM and TCN models, although it is particular model in weather prediction utilizing ANN, using time-series data. The deep learning structure has several layers that add surface weather parameters to weather prediction over a period of time. The proposed deep learning networks including TCN and LSTM layers are tested in multi-input multi-output and multi-input single-output regressions. The challenge of investigating current trends with weather-predicting as a data source covers results over time and space. Particularly, they investigate the potential of the forecast through a heterogeneous discriminant method Predictive models trained in a deep neural network as a standard analytical principle for a collection of weather-related variables. They explain how the fundamental form can develop spatial incorporation that utilizes long-range spatial dependencies [17].

3. NEURAL NETWORK

Neural networks can be utilized to anticipate any procedure as long as adequate information is produced to precisely prepare the model. They can create designs and recognize interface/inclines that are too mind-boggling to be in any way watched through different procedures, in this manner taking into consideration the solid markers of new circumstances of intrigue. ANNs can be utilized to precisely foresee mechanical properties and other significant weld qualities without the requirement for ruinous testing, while exact models will give trust in the welds delivered. The number of hubs in ANNs and the association examples of the hubs can shift. The most broadly utilized association design is the three-layer
backpropagation neural system [18]-[19]. The deceptive neurons are managing sections that are made in powerful interconnected layers that get the data (input factors) and spread it towards the yield layer. The data got is weighted by a synaptic weight that picks if the going with neuron will be begun by the approval work, for the most part as far as possible in non-direct issues. System learning happens as the piles are balanced alongside the layers, as per the relationship between the wellsprings of information and the ideal yields. One of the most fundamental models is the multilayer perceptron network (MLP), which is generally utilized in the estimation of non-direct confines that delineate complex relationships among self-controlling and subordinate factors in different applications [20]. Fundamentally, there are 3 distinct layers in a neural system:

a) Input Layer - The Input layer speaks with the outer condition that presents an example to the neural system. Its responsibility is to manage all the information sources as they were.

b) Hidden Layers - The shrouded layer is the assortment of neurons that has actuation work applied on it and it is a middle-of-the-road layer found between the information layer and the yield layer. Its responsibility is to process the information sources acquired by its past layer. So it is the layer that is mindful extricating the necessary highlights from the information.

c) Output Layer - The yield layer of the neural system gathers and transmits the data in like manner in the way it has been intended to give. The data generated at this output layer can be given as input to the first layer as feedback. Nonlinear autoregressive neural network (NAR) empowers the expectation of future estimations of a period arrangement, bolstered by its history foundation, by methods for a re-taking care of component, in which an anticipated worth may fill in as a contribution for new forecasts at further developed focuses in time [21]-[22]. Deep learning techniques have become generally identified since important machine learning mechanisms for regression and classification problems. The most advanced deep learning architectures for subsequent learning responsibilities is LSTM [23]. LSTM designed to use long-range data regions involving data from time-series, which presents the best encouragement and potential for the evolution regarding a suitable arrangement to nonlinear structural challenges. The LSTM model supplements every RNN system under the hidden layer that contains an LSTM block for making a long-term memory [24]. The LSTM block contains four interactive parts: which is an input gate, an output gate, a forgetting gate, and an internal unit. Input is controlled by input gate which passes an initiated data which the next state to the internal part state. The internal block learns the unit status of the previous time step using a self-replicating connection [25]. The forget gate retains and deletes information that passes the internal unit state, which allows the LSTM unit to reset the unit’s memory or adaptively forget. Output controlled by output gate which enables a movement within the LSTM block output [26]-[27].

4. METHODOLOGY

In this study, four neural network system designs have been selected to be utilized as prediction models for vitality utilization. The principal model is non-straight autoregressive neural systems (NAR), which are to gauge tests confined in a one-dimensional time arrangement. A non-direct autoregressive system with exogenous data sources (NARX), which grow multidimensional time arrangement utilizing outside data has been selected to improve time arrangement forecast execution, and eventually, a traditional GRNN system is also proposed. Each system model has its advantages and expenses; NAR techniques are less complex than NARX. All things considered, the last model permits the utilization of extra data that may improve expectation precision. In a genuine circumstance, only one out of every odd structure has a similar administration framework nor a similar number of highlights: some lone register utilization while others handle more data, for example, outer and inside temperature. The chosen ANN models permit us to work with the two methodologies. The accompanying subsections portray these models to take care of the issue of vitality utilization time arrangement forecast.

4.1. NAR model

A nonlinear autoregressive neural system applied to time arrangement determining portrays a discrete, non-direct, The following are the characteristics of an autoregressive model.

\[ y(t) = h(y(t-1), y(t-2), \ldots, y(t-p)) + e(t) \]  \( (1) \)

This equation portrays how a NAR arrangement is utilized to foresee the estimation of an information arrangement \( y \) at time \( t \), \( y(t) \), utilizing the \( p \) past estimations of the arrangement. The capacity \( h(*) \) is obscure ahead of time, and the preparation of the neural system plans to estimate the capacity by methods for the enhancement of the system loads and neuron predisposition. At last, the term \( e(t) \) represents
the blunder of the estimation of the arrangement \( y \) at time \( t \). The topology of a NAR arrangement appears in Figure 1. The \( p \) highlights \( y(t-1), y(t-2), \ldots, y(t-p) \), are called input delays.

### 4.2. ADALINE algorithm

The Adeline algorithm is used among tapped delay line (TDL) for constructing the linear filter which is applied within forecasting weather. Figure 3 shows the illustrated figure of Adaline. The first part of the system is the TDL. The data enters the input from the left and moves within N-1 delays. An N-dimensional vector is a TDL output that is made up of the current input data and the prior input signal [28].

### 4.3. Generalized regression neural network (GRNN)

GRNN is a radial neural base network variant that, unlike BPNN, has four layers: input, pattern, summation, and output [2]. The average temperature is used in the first layer as the input vector. The pattern units are in the second layer, and the outputs of this layer are fed into the third layer's summation units. The final layer protects the manufacturing units. Its architecture is depicted in Figure 4. GRNN replaces the sigmoid activation function typically used in ANN with a radial base function (RBF), which calculates the probability density function using an estimator [15]. The predicted value is simply a weighted average of target values from training patterns that are similar to the input pattern. The smoothing factor, which represents RBF distance, is the only adjustable parameter. The following are the GRNN specifics:

\[
y(x) = \frac{\sum_{k=1}^{N} y_k K(x_k, x)}{\sum_{k=1}^{N} K(x_k, x)}
\]

(2)

where,

\[
K(x_k, x) = e^{-(x-x_k)^T(x-x_k)/2\sigma^2}
\]

(3)

where \( y(x) \) is the input \( x \) prediction value, \( y_k \) is the activation weight for the pattern layer neuron at \( k \), and \( K(x, x_k) \) is the RBF as formulated in (3). In the second layer, there are the same number of neurons as there are input/target vectors, but the weights are all set to target \( T \). A column vector of 0.8326/Spread is used to set the bias. To simulate GRNN, use Matlab's built-in function:

\[
\text{net} = \text{newgrnn}(P, T, \text{Spread})
\]

(4)

The newgrnn function takes input vector \( P \) and target vector \( T \) matrices, as well as a radial base layer spread, and returns a network with weights and biases such that the outputs are exactly \( T \) while the inputs are \( P \). The input has 22 inputs, with the first hidden layer consisting of 12 neurons and the second layer consisting of one neuron, and the output has one output.

### 4.4. LSTM

An LSTM is a multipurpose device that is made up of a recurrent network with feedback connections. Designate replies as training sequences of values shifting with a single time step to predict future values of future time steps for a series [29]. That is, the LSTM network learns to predict the value of the next time step for each time step in the input series. Training sequences without the final time stage are known as predictors [30]. Use the AndUpdatestate prediction function to predict multiple time phase values in the future one at a time, updating the network state in each forecast. Using the previous forecast as a starting point for each forecast [31].

### 4.5. Performance evaluation

The current dataset is collected from Erbil weather stations. In the LSTM the authors' steps as follow: Launch the data, that focuses on a single time series for step size referring to years and values denotes the number of hot days per month. The result is a cell array with a single time step for each unit. Make a row vector out of the results. After that, split the data into two groups: training and evaluation. Train for the first 85% of the series and then test for the last 15%. Thereafter, standardize the training data to provide a zero mean and unit variance for a better fit and to avoid the training from diverging. At the time of estimation, the test data must be standardized using the same parameters as the training data. Specify the responses to be training sequences with values changed by a one-time phase to predict the values of potential time steps of a series. That is, the LSTM network learns to predict the value of the next time step at each time step of the input series. The predictors are the training sequences that do not include the last time phase. After that, create an LSTM regression network. Set the secret units for the LSTM layer to 100. After that, choose your
training choices. Set the solver to 'adam' and practice for 500 iterations. Set the gradient threshold to 1 to keep the gradients from bursting. Set the initial learning rate to 0.0054, and after 125 epochs, reduce the learning rate by a factor of 0.2. The train network is used to train the LSTM network with the defined training options. Use the `predictAndUpdateState` feature to predict the values of several time steps in the future, one at a time, and update the network state at each prediction. Use the previous prediction as input to the function for each prediction. Using the same parameters as the training data, standardize the test data. Predict on the training data XTrain first to initialize the network condition. Then, using the last time phase of the training answer YTrain, make your first prediction (end). Input the previous prediction to `predictAndUpdateState` after looping through the remaining predictions. For large collections of data, long sequences, or large networks, predictions on the GPU are usually faster to compute than predictions on the CPU. Otherwise, predictions on the CPU are usually faster to compute. For single-time step predictions, use the CPU. To use the CPU for prediction, set the 'ExecutionEnvironment' option of `predictAndUpdateState` to 'cpu'. The autoregressive nonlinear adaptive filter model is the second proposed method. In this method, applied the feed-forward neural network with a tapped delay line. It used an adaptive filter to apply the desired response in the time series and the previous data as input to the adaptive filter. The one-step forecasting data is then output by the adaptive filter. The nonlinear prediction scheme was based on the neural network depicted in Figure 1. The most accurate forecast xe for the sequence of 25 values that define the hot degree values for 25 years can be obtained by starting a prediction method from given series data (Xn) at time n and comparing it to a time series. As a result, a predictor filter with an input vector 1x is proposed, which is accomplished by applying the delay operator, Z-1, to the series xn. Following that, the filter output will generate xe, which will be equal to the current value xn. As a consequence, the error at time k in this prediction filter can be estimated:

\[ e(k) = X_n(k) - X_e(k) \]  

(5)

This is used to change the NN weights by the learning norm. The nonlinear filter coefficients are modified on-the-fly during the learning process using a criterion that changes the number of patterns, iterations, and duration of the tapped delay line at each pass of the time series. The NAR filter model is used to develop the proposed predict method in this paper. The neural network architecture consists of three secret (with 15, 8, and 4 neurons respectively) and one output neuron with 1x inputs that reflect the number of input delays. The Levenberg-Marquardt method is the basis for the learning rule used in the procedure. The learning rule in this model, on the other hand, changes the number of patterns and iterations at each time level. The first delay is taken from the tapped-line xn and used as feedback to estimate the series xe one step ahead. As a result, the performance prediction can be written as:

\[ X_e(n+1) = F_p(Z-II([X_n])) \]  

(5)

xe(n+1) is the performance prediction at n+1, and Fp is the nonlinear predictor filter operator.

Figure 1. Training time series with the forecasted values

\[ X_e(n+1) = F_p(Z-II([X_n])) \]  

(5)

xe(n+1) is the performance prediction at n+1, and Fp is the nonlinear predictor filter operator.
Figure 2 provides the performance of NAR based on the number of iterations. From the figure, it is clear that the performance of the NAR is stable when the number of iterations is increasing. From Figure 3 presents the RMSE of the NAR, it’s clear that if the delay time till 5 delay time the RMSE is stable.

Figure 4 shows how Adaline was used to compare actual and predicted results. Weather value $p(t)$, which enters from the left into a tapped delay line with the linear activation function in the output layer, is the signal to be predicted here. The previous two values of $p(t)$ are available as outputs from the tapped delay line. The network uses to adapt the change the weights on each time step to minimize the error $e(t)$ on the far right. If this error is 0, the network output $a(t)$ is exactly equal to $p(t)$, and the network has done its prediction properly. Given the autocorrelation function of the stationary random process $p(t)$, you can calculate the error surface, the maximum learning rate, and the optimum values of the weights. After it is initialized and operated, the network adapts at each time step to minimize the error and in a relatively short time can predict the input $p(t)$. Figure 5 present the RMSE of Adaline. Finally, the performance results of GRNN is presented in the Figure 6 which depicted the variation of performance with respect of spreading factor for different number of inputs (number of years). The best performance is attained using 16 years record with a spreading factor of 0.782. The difference between predicted data and real data has been depicted in Figure 7.
Figure 4. Comparison of the real and predicting data of adaline

Figure 5. RMSE of adaline

Figure 6. Performance of GRNN
5. CONCLUSION

In this research work, four algorithms are presented. The LSTM model, NARX model, and Adaline neural network with GRNN for predicting the temperature of Erbil city. Various related methods gather data according to specific regions, whereas in this work data has been gathered from 30 different weather stations. The analysis of the data temperature through the neural network and a recurrent neural network model has been developed. In this paper, improved architectures on the neural network are presented with traditional ones (GRNN) such as like ADALINE, NAR neural networks, and LSTM recurrent neural networks, the purpose of which was to compare the effectiveness of various prediction methods. Obtained results illustrate that the proposed neural network algorithms optimize the error better than the statistical methods and the traditional one (GRNN) for the dataset for weather collected from (1992-2016) from KRG meteorological organization and seismology.
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