Screener3D: a gaseous time projection chamber for ultra-low radioactive material screening
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Abstract In experiments searching for rare signals, background events from the detector itself are some of the major factors limiting search sensitivity. Screening for ultra-low radioactive detector materials is becoming ever more essential. We propose to develop a gaseous time projection chamber (TPC) with a Micromegas readout for radio screening. The TPC records three-dimensional trajectories of charged particles emitted from a flat sample placed in the active volume of the detector. The detector can distinguish the origin of an event and identify the particle types with information from trajectories, which significantly increases the screening sensitivity. For particles from the sample surface, we observe that our proposed detector can reach a sensitivity higher than 100 μBq m⁻² within two days.
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1 Introduction

Experiments searching for neutrinoless double beta decay [1] and dark matter direct-detection signals [2, 3] have extremely low signal rates, if any at all. The background rate recorded by the detector is essential to the search sensitivity. In underground laboratories such as the China Jinping Underground Laboratory (CJPL) [4], the influence of cosmic rays is reduced by orders of magnitude and is no longer dominant. Background events result almost entirely from the detector itself and the surrounding lab environment. Therefore, extensive material screening campaigns to select materials with low radioactivities have been conducted by many experiments (for example, [5–10]). The majority of efforts emphasize the bulk radioactivities of materials using screening techniques such as γ-ray measurement with high-purity germanium (HPGe) detectors, inductively coupled plasma mass spectrometry (ICP-MS), and neutron activation analysis (NAA). Note that these techniques have significantly wider applications than only screening low-radioactive materials (for example, [11, 12]).

Surface radioactivity often differs from those in the bulk and may significantly contribute to the background budget. The surface of detector components may become contaminated with additional radioactivity through machining, handling, or exposure to air. When directly facing a detector active volume, α or β particles emitted from the surface may directly introduce background events. The
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surface background is particularly critical for modular detectors where large surface areas face detector modules. For example, $\alpha$ events from the supporting structure and surface of a detector are the most prominent source in the Cryogenic Underground Observatory for Rare Events (CUORE) bolometer array [13]. Even if surface contaminations are far from detectors, radioactive impurities may emanate from the surface and travel to the detector via the circulation of the liquid or gas detector medium. For example, in the PandaX-4T experiment, $^{222}$Rn from the detector and inner surface of the circulation pipe is a major background source in the search for dark matter [14].

Surface radioactivity is often measured using semiconductor detectors, scintillator arrays, gas ionization counters, etc. The detection areas of commercial silicon semiconductor detectors are frequently smaller than 30 cm$^2$ (e.g., [15]). An example of a scintillator array is BiPo-3, which utilizes 40 scintillator modules for a total screening area of 3.6 m$^2$ [16]. The background rate achieved by the BiPo-3 detector is 0.9 Bq m$^{-2}$ for $^{208}$Ti and 1 Bq m$^{-2}$ for $^{214}$Bi [16, 17]. The extremely sensitive detector requires dedicated support; therefore, the cost for measurement is high. Gas ionization counters can have large active areas and particle identification capability using pulse shape analysis. Ultralo 1800, offered by XIA [18], is one such detector with an $\alpha$ background of approximately 280 Bq m$^{-2}$. However, it fully utilizes the three-dimensional track recording capabilities of gas detectors. Proposals such as BetaCage [19] and $\mu$ time projection chamber ($\mu$-TPC) [20] are no longer active or are in the early stage of development. Our proposal differs from $\mu$-TPC in terms of sample placement, readout modules, and operating gas medium.

We propose to construct a large-area, high-efficiency, and low-cost gaseous TPC to measure surface contaminations, which we call Screener3D. Screener3D will be able to measure the energy and trajectories of $\alpha$ and $\beta$ particles with position-sensitive readout modules of the Micromegas Gaseous Structure (Micromegas [21]). In a typical argon TPC operating at atmospheric pressure, $\alpha$ particles of 10 MeV travel approximately 10 cm in an almost straight line. Trajectories of $\beta$ particles of the same energy are significantly longer and meander. Along the particle trajectories, the gas medium is ionized. The number and initial position of ionization electrons carry the three-dimensional trajectory information of the original particle. When combining energy and trajectory information, we can better distinguish signals from the background and identify the origin of the signals. Samples are placed in the TPC and the emitted charged particles are recorded with high efficiency. For $\alpha$ particles, in particular, the energy can be measured more accurately without energy loss in entrance windows. In this paper, we provide an overview of the proposed design and sensitivity studies using simulations.

2 Design overview

The central part of Screener3D is a low-background, large-area, and high-granularity gaseous TPC. This type of gaseous TPC is extensively used in nuclear and particle physics (e.g., [22, 23]). All the materials used to build the TPC will have low radioactivities to control the background contributions from the detector itself. The designed readout area, which determines the largest sample area that can be measured, is approximately 2000 cm$^2$. The Micromegas readout will be based on 3-mm wide strips, a granularity sufficient for $\alpha$ and $\beta$ tracks in the order of 10 cm. In addition to the key detector performance specifications, Screener3D must be stable over an extended period. The long-term stability is maintained with a gas circulation and purification system and a real-time monitoring system. With the auxiliary systems, we can measure samples for a prolonged period of up to weeks to increase the measurement sensitivity. We describe the main components of Screener3D and material screening plans in this section.

2.1 Gaseous TPC with Micromegas

The Screener3D TPC primarily comprises a readout plane with Micromegas modules, a cathode, a field cage, a gas medium, and an outer vessel (Fig. 1). The rectangular readout plane on the top collects drift electrons after amplification via avalanche. The cathode is at the bottom and provides a negative high voltage. The field cage connects the readout plane and cathode mechanically and aids in maintaining a uniform drift electric field in the active volume, which is the cuboid space enclosed by the aforementioned components. The active volume is 60 cm long, 40 cm wide, and 10 cm high, which is filled with 1 bar of an argon and isobutane gas mixture during operation. All the components are fixed inside the vessel with signal feedthroughs and various ports for gas circulation and pumping.

During measurement, a thin slab sample, such as a sheet of metal, plastic film, or silicon wafer, would be placed on the cathode plane. Radioactive contaminations on the top surface of the sample emit $\alpha$ and $\beta$ particles into the active volume. We focus primarily on the identification of $\alpha$ particles from samples since the energy deposition in the unit distance is large and trajectory characteristics are easier to define. The typical $\alpha$ emissions emanate from uranium and thorium decay chains. Nuclides such as $^{232}$Th,
to maintain a uniform electric field. At the bottom of the adjacent strips are connected with surface mount resistors are uniformly spaced copper strips on the PCB, and the field cage is created from 2 cm-thick acrylic plates with a Kapton-based flexible PCB attached to the outside. There, the distortion of the electric field at the edge of the sample became more severe with increased sample thickness. For a 1 cm-thick copper sample, the distortion became smaller than 1% when measured at approximately 7 cm from the edge. Therefore, we can mitigate this problem using more aggressive fiducial cuts. However, we should note that the main objective of Screener3D is to measure thin millimeter-scale samples.

The pads are inter-connected in the vertical or horizontal direction and form the so-called X or Y readout strips. With 64 X and 64 Y strips, the total number of electronics channels is 128 per module. Flat signal cables fabricated from a Kapton-based flexible printed circuit board (PCB) pass through the feedthroughs on the top of the vessel to send the signals to readout electronics (not shown in the figure) outside the TPC. Micromegas modules are frequently biased at a few hundreds of volts and the voltage is also provided through the flat Kapton cable.

Figure 1 (top) also shows the field cage and cathode as a drawer pulled out from the acrylic frame. The sidewall of the field cage is created from 2 cm-thick acrylic plates with a Kapton-based flexible PCB attached to the outside. There are uniformly spaced copper strips on the PCB, and the adjacent strips are connected with surface mount resistors to maintain a uniform electric field. At the bottom of the drawer, a polished copper plate with a thickness of 0.2 cm is used as the cathode. The cathode is electrically connected to the bottom strip of the field cage PCB. A uniform electric field is formed within the field cage when a negative high voltage is provided to the cathode. The entire setup is enclosed in an outer vessel created from 1 cm-thick stainless steel (SS). For easy sample loading with the drawer-style field cage, the opening of the vessel is at the front (Fig. 1 (bottom)). Ports for gas lines, a vacuum pump, and feedthrough for the cathode high-voltage cable are added on the side of the vessel.

Samples are placed on the cathode for measurement. In our current design shown in Fig. 1, the front panel of the vessel is unmounted, the field cage is pulled out, and the sample can be placed on the cathode. When closed again, we pump down the vessel to $O(1)$ mPa before flushing argon gas in. We expect the entire sample loading process to be accomplished in a period of an hour. Alternative designs, such as a stationary field cage with a slit opening on the front, are also under consideration to further streamline the sample loading process.

When samples are placed in the active volume, the counting efficiency is high and the measurement of $\alpha$-particle energy is more accurate. An aspect of concern may be the disturbance of electric potential lines when samples are on the cathode. We simulated the effect of a thin Kapton sample using the finite element analysis software COMSOL Multiphysics [24] (Fig. 2). The black wireframes in Fig. 2 represent the internal structure of the TPC, such as the field cage, cathode, and readout modules. We supplied the cathode with a 1 kV negative voltage and the readout plane with a 250 V negative voltage. The Kapton sample 54.4 cm long, 34.4 cm wide, and 0.1 cm thick is shown as the innermost rectangle in Fig. 2a. Figure 2b shows the side view of field cage. The field lines inside the field cage exhibited minimal distortions. In the $X-Z$ plane, the electric field in the $X$-direction was 3.6% of that in the vertical $Z$-direction at 2 mm from the edge of the sample, while the value was less than 1% at 2 cm from the edge of the sample. The uniformity of the electric field was almost the same for a 0.1 cm-thick copper or silicon sample of the same size; thus, it was negligible for our measurement.

The distortion of the electric field at the edge of the sample became more severe with increased sample thickness. For a 1 cm-thick copper sample, the distortion became smaller than 1% when measured at approximately 7 cm from the edge. Therefore, we can mitigate this problem using more aggressive fiducial cuts. However, we should note that the main objective of Screener3D is to measure thin millimeter-scale samples.
2.2 Gas and slow monitoring systems

The energy response and resolution of gaseous TPC are highly sensitive to the purity of gas medium, particularly electronegative impurities such as oxygen and water. The impurities may attract and absorb drift electrons in the active volume. They may also reduce the gain in the avalanche gap of the Micromegas. For the stability of the prolonged measurement period of Screener3D, a gas circulation and purification system (shown in Fig. 3) are designed. Before flowing into the TPC, gas mixtures travels through a set of gas purifiers. Given the different precision requirements of measurement, the purifier may be a charcoal-based absorber (primarily to absorb radio-impurities such as radon), a chemical-reaction-based getter (primarily to absorb electronegative impurities), or a combination of both. A circulation loop is added for the continuous purification of the working gas for an extended measurement of low-radioactivity samples.

To quantify the long-term (in)stability of the detector, we monitor key operation parameters, such as ambient temperature, detector temperature, gas pressure, Micromegas bias voltage, leakage current, TPC drift voltage, and event rates. We design and build a centralized slow monitoring system [25] (SMS) with all the parameter values stored in a database and are accessible in real-time on a web browser. With pre-defined safety ranges of the key parameters, the SMS can also send alerts via email or phone text messages. The SMS data would also enable us to reject or correct poor-quality data based on the variation of operating conditions. The SMS system may also store sample information, such as area, material, and screening time to serve as a centralized catalog of measurements.

2.3 Intrinsic background sources and mitigation

To improve the signal-to-background ratio in screening, we must minimize the radioactive background from Screener3D itself. The inner part of the Screener3D TPC will be built with materials of low radioactivity, screened using HPGe and/or mass spectrometer techniques. The cathode will be fabricated from high-purity oxygen-free copper particularly screened for low uranium and thorium contaminations. The field cage is designed to have only low-radioactivity acrylic facing the active volume to avoid background events from the PCB and resistors. Surface contaminations of the Micromegas are more challenging to measure and control. In this study, we used microbulk Micromegas [21], which is created from Kapton and copper using the PCB lithography technique and has been proven to have good performance and low surface

![Fig. 2](Color online) Electric field simulation using COMSOL, which demonstrated minimal impact to the electric field of samples on the cathode. a Top view of the detector showing the potential on the $X-Y$ plane. The innermost black rectangle shows the boundary of the sample, which had a slightly smaller footprint than the active volume of the TPC. b Side view of the detector showing the potential on the $X-Z$ plane. Red lines with arrows indicate the electric field lines. We can observe that the field lines were in almost perfect vertical directions above the sample's footprint.

![Fig. 3](Color online) Schematic diagram of the Screener3D gas system. Red arrows denote the filling loop. Green arrows denote the circulation loop. Blue arrows are the loops shared by the filling and circulation. After the pressure-reducing valve, the working pressure is limited to 1 bar.

To quantify the long-term (in)stability of the detector, monitoring key operation parameters, such as ambient temperature, detector temperature, gas pressure, Micromegas bias voltage, leakage current, TPC drift voltage, and event rates. We design and build a centralized slow monitoring system [25] (SMS) with all the parameter values stored in a database and accessible in real-time on a web browser. With pre-defined safety ranges of the key parameters, the SMS can also send alerts via email or phone text messages. The SMS data would also enable us to reject or correct poor-quality data based on the variation of operating conditions. The SMS system may also store sample information, such as area, material, and screening time to serve as a centralized catalog of measurements.
radioactivity [26]. Furthermore, the surfaces of detector components, particularly those facing the active volume of the TPC, will be thoroughly cleaned to reduce the emission of $\alpha$ particles. The inner volume of the Screener3D will be always filled or flushed with argon gas to avoid radon contamination from the air. In our sensitivity study later, we assume all the detector components are created from low-radioactivity materials and no secondary surface contaminations are introduced in construction.

In addition to minimizing the radioactive emission from detector components, we can further suppress the background with topological information from particle tracks, which is the key feature of Screener3D. Tracks of $\alpha$ particles from a sample and various TPC components are shown in Fig. 4. The high energy $\alpha$ tracks are mostly straight in 1 bar of argon. A large blob at one end of the track highlights the $dE/dx$ increase when $\alpha$ particles stop. $\alpha$ events originating from the sample would have starting points from the sample surface and an upward-going direction in our detector geometry. For the contaminations of the field cage, $\alpha$ tracks enter the active volume from the side and may travel upward or downward. Surface $\alpha$ events from the readout plane point downward and can be easily distinguished from those of the samples. During sample measurement, the majority of the surface area of the cathode is covered by a sample and no $\alpha$ particle from the cathode could enter the active volume excepted the very edge (Fig. 4). With the distinguished track features, we can significantly suppress $\alpha$ backgrounds from the detector and achieve a higher sensitivity. In the following section, we demonstrate the suppression power using simulation data.

3 Expected screening sensitivity

The screening sensitivity of Screener3D depends on the background event rates recorded by the detector. In this section, we describe the setting up of a detector model in the simulation framework Geant4 [27] and major background sources for $\alpha$ particle measurement. The energy deposition process and gaseous detector response were implemented in the simulation. Signal selection and background suppression efficiencies were first calculated using energy cuts and particle identification. The unique tracking capability of the gaseous detector was then exploited to distinguish $\alpha$ particles from different origins and with different orientations to further reduce the $\alpha$ background rate. We finally present the material screening sensitivity for surface contamination of $\alpha$-emitting impurities.

3.1 Screener3D background

Figure 5 shows the detector geometry constructed in the Geant4 simulation [27]. The setup consisted of the sensitive volume, field cage, readout plane, cathode, and SS vessel with dimensions identical to the detector’s conceptual design. The sensitive volume in the center was a $60 \times 40 \times 10 \, \text{cm}^3$ cuboid with 1 bar argon and 5% isobutane mixture. The readout plane is expected to be instrumented using microbulk Micromegas, which has complicated mechanical structures, such as a lithographed copper mesh, avalanche holes, and underlining PCB patterns [21]. The structure was substituted with a 0.1 mm-thick copper. The readout plane at the top of the sensitive volume consisted of 6 Micromegas modules and was 58.0 cm long and 38.5 cm wide. The cathode, created from 2 mm-thick oxygen-free copper, had the same surface area and faced the readout plane beneath the sensitive volume. A 4 cm-thick acrylic frame surrounding the sensitive volume from four sides represented the mechanical structure of the field cage and acrylic frame. We placed a $55 \times 35 \times 0.01 \, \text{cm}^3$ sample on the cathode in the simulation. All the components described above were enclosed in a 1 cm-thick SS vessel with an inner volume of $80 \times 60 \times 15 \, \text{cm}^3$.

We simulated major background contributions from surface and bulk contaminations of all components. The energy deposition process of $\alpha$, $\beta$, and $\gamma$ particles in the TPC were simulated in Geant4. For the study of $\alpha$ contamination on the sample surface, we expected the $\beta$ and $\gamma$ background events from detector bulk material to have a
marginal impact. We confirmed this in our simulation first before focusing on the $\alpha$ background from surfaces of detector components.

Major bulk background sources such as $^{238}$U, $^{232}$Th, and other radio-contaminations in different materials are listed in Table 1. The radio-contamination of oxygen-free copper and SS followed measurements of the PandaX Collaboration [14]. For acrylic, the radioactivities were assumed to be the same as that used by Ref. [31]. The working gas medium for $\alpha$ contamination measurement was argon. The radio-purity of commercial argon gas varies significantly from different vendors or even different batches of the same vendor. For $^{238}$U and $^{232}$Th in argon, we adopted values from GERDA [28]. Moreover, atmospheric argon contains approximately 1 Bq kg$^{-1}$ of cosmogenic $^{39}$Ar [29], which is a concern for $\beta$ measurement but will not introduce background in the high-energy region for $\alpha$ measurement.

$^{222}$Rn in argon is listed separately from the parent $^{238}$U chain. Radon is a noble gas and is frequently at the $\mu$Bq-mBq m$^{-3}$ level in commercial argon gas supply. The contamination can be reduced by at least three orders of magnitude after passing through an activated carbon cold trap [30]. We assumed a concentration of $^{222}$Rn of 10 $\mu$Bq m$^{-3}$ in our simulations.

Figure 6 shows the energy deposition of $\beta$ and $\gamma$ events in Screener3D. Owing to the relatively small $dE/dx$ of $\beta$ and $\gamma$ particles, the typical energy deposition is less than 1 MeV, which is distinctly different from that of $\alpha$ particles. Therefore, we defined the region of interest (ROI) for $\alpha$ particle measurement as above 1 MeV. The upper limit for $\alpha$ ROI was 10 MeV, which is above the highest $\alpha$ energy of naturally occurring radioactivity of the decay chains of uranium and thorium.

Only the $\alpha$-emitting surface directly facing the sensitive volume, including argon gas, readout plane, field cage, and cathode contribute to the $\alpha$ background. $\alpha$ particles with energy below 10 MeV travel less than 20 $\mu$m in copper and less than 100 $\mu$m in acrylic. Therefore, $\alpha$ contamination near the surface were our main focus. The concentration of $\alpha$-emitting radio-isotopes, particularly decay chains of $^{238}$U and $^{232}$Th, on the surface is frequently higher than that in the bulk, owing to secondary contamination. The surface radioactivities of acrylic, oxygen-free copper, and Micro-megas readout plane are shown in Table 2. We deduced a conservative surface contamination level of acrylic by comparing two sets of acrylic contamination levels with and without the surface cleaning from the JUNO Collaboration [31]. For copper, we adopted the maximum values measured by the CUORE Collaboration in dedicated bolometer arrays [32]. The radioactivity levels of the readout plane followed the results of microbulk Micro-megas measured using the BiPo-3 detector [23, 26].

The depth profile of surface contaminations can be approximated using an exponential curve,

$$\rho = \rho_0 e^{-\lambda} + b,$$

where $\rho_0$ is the surface contamination per unit volume at the very surface, $x$ is the distance into the bulk material, $\lambda$ is the characteristic penetration depth of the contamination, and $b$ is the contamination level in the bulk material. At the very surface, the contamination level is $\rho_0 + b$ [32]. $\lambda$ may vary significantly with the contamination type and causes of contamination. The depth profile can be verified and the exact value of $\lambda$ determined by measuring the peak shape

![Fig. 6 (Color online) Low-energy spectra of Screener3D. Main contributions in the energy range were from $\gamma$ and $\beta$ events](image)

**Table 1** Radioactivity level of bulk material in Screener3D

| Material            | Radioactivity               |
|---------------------|-----------------------------|
|                     | $^{238}$U (mBq kg$^{-1}$)   | $^{232}$Th (mBq kg$^{-1}$) | $^{40}$K (mBq kg$^{-1}$) | $^{60}$Co (mBq kg$^{-1}$) | $^{137}$Cs (mBq kg$^{-1}$) | $^{222}$Rn (mBq m$^{-3}$) | $^{39}$Ar (mBq kg$^{-1}$) |
|---------------------|-----------------------------|
| Gaseous argon       | 0.0018                      | 0.0004                      |                           |                           |                           | 10                         | $10^3$                      |
| Acrylic             | 0.003                       | 0.003                       |                           |                           |                           |                            |                            |
| Oxygen-free copper  | 0.38                        | 0.51                        | 4.00                       | 0.20                       | 0.16                       |                            |                            |
| Stainless           | 1.70                        | 2.74                        | 13.95                      | 1.03                       | 2.36                       |                            |                            |
Table 2: Radioactivity level of surface in Screener3D

| Material           | Radioactivity (mBq m⁻²) | $^{238}$U | $^{238}$Th |
|--------------------|-------------------------|----------|-----------|
| Acrylic            | 0.25                    | 0.08     |           |
| Oxygen-free copper | 1.30                    | 1.30     |           |
| Readout plane      | 0.45                    | 0.14     |           |

of $\alpha$ spectrum, but they are challenging experimentally. In our simulation, we set $\lambda = 0.1 \mu m$, which is a shallow distribution, but the effects can still be experimentally identified. Additionally, we compared our results with $\lambda = 1 \mu m$, to study the influence of the penetration depth of the contamination. For both $\lambda$ values, the total amount of the surface contaminations in the materials was the same.

Figure 7 shows the energy spectra of a copper sample on the cathode plane and different detector components for both $\lambda$ values. The count rates of the sample, field cage, readout plane, and cathode were scaled with the surface area and the corresponding surface radioactivity level listed in Table 2. For the gas medium, the spectrum was determined by the contamination level of radon and total argon mass. The bulk radioactivity level used in the simulation is listed in Table 1.

In the ROI between 1 and 10 MeV, the total expected background rate was 82.4 (76.1) counts per day for $\lambda = 0.1 \mu m$ (1 $\mu m$). Approximately 46.0% (45.4%) of the background was from the readout plane, 36.1% (35.8%) from the cathode, 17.6% (18.5%) from the field cage, and 0.3% (0.3%) from the working gas. The difference in $\alpha$ peak shapes of Fig. 7a, b highlight the impact of depth profile. For relatively radio-active samples with high contamination levels, we can potentially have a quantitative estimation of the depth profile. In the two figures, the spectra from argon gas are identical.

3.2 Detector response simulation

Detector response, including electron diffusion, energy resolution, readout scheme, and electronics response, was added to the Geant4 simulation data to produce mock detector data for downstream analysis. The detector response was simulated using the REST framework [33, 34], which was developed and used by PandaX-III [23] and other gas TPC projects. If we use an $\alpha$ particle traveling in gas as an example, Geant4 recorded the differential energy deposition $dE/dx$ along the trajectory. In REST, the differential energy deposition was converted to the number of ionization electrons in gas. The ionization electrons diffused while drifting to the readout plane. REST interfaced with the Garfield program [35] to calculate diffusion coefficients. For argon/isobutane(5%) mixture at 1 bar and under an electric field of 100 V/cm, the transverse (longitudinal) diffusion coefficient was 0.048 (0.044) $\sqrt{cm}$. The diffusion of the electrons was then calculated as $D_{Ic} \sqrt{L_d}$, where $D_{Ic}$ is the diffusion coefficient and $L_d$ is the drifting distance. When the diffused electrons reached the readout plane, the position and arrival time were recorded. Following the strip-readout schemes of Micromegas in the actual detectors, ionization electrons were grouped by strips, and pulses were generated strip by strip (Fig. 8a). The colored pulses represent signals from different strips. The pulse amplitude in Fig. 8 is proportional to the number of electrons collected per strip. The amplitudes were smeared according to a Gaussian function to account for an energy resolution of 3% full width at half maximum (FWHM) at 2.5 MeV in the detector response simulation. Pulse widths were determined from electronics shaping and a 1 $\mu s$ shaping time was used (Fig. 8a). The
relative timing among pulses indicated the arrival time of electrons. Under a relative constant drift velocity of approximately 30 mm/\(\mu\)s, the arrival time denoted the relative energy deposition position in the drift direction. For a sampling rate of 50 MHz and a record length of 512 sample points per signal, we recorded approximately 10 \(\mu\)s of data per signal window. For a drift length of 10 cm in our TPC, the signal window was more than adequate, as shown in the figure. We also implemented triggers in REST, but the trigger threshold effect was negligible for \(\alpha\) events in the ROI.

For comparison, Fig. 8b shows an \(\alpha\) event recorded by a gaseous detector. The detector was equipped with a 20 \(\times\) 20 cm\(^2\) Micromegas and filled with 1 bar of argon and 5% isobutane gas mixture. The height of the drift volume was 10 cm, the same as in our simulation. Our mock pulses reproduced the key features of detector pulses. Next, the mock pulses of each simulated event were analyzed using the same procedure as detector data.

Energy was reconstructed using mock pulses and the resulting spectra are shown in Fig. 9. Compared with Fig. 7, the \(\alpha\) peaks were broadened owing to the detector resolution. Since the effective area of the readout plane did not cover the full area of the field cage, partial energy of background events from the field cage were not be recorded. Therefore, the spectrum of background events from the field cage shifted to a lower energy compared with that in Fig. 7. Meanwhile, a small peak was observed in front of some characteristic peaks from the readout plane.

### 3.3 Track reconstruction

The main application of mock pulses is track reconstruction. As mentioned earlier, the amplitude and timing of pulses of different strips contain all the information we would collect from an actual detector. Therefore, this information can be used to reconstruct the particle tracks and differential energy loss along the tracks in a TPC. Track reconstruction was performed in the \(X-Z\) and \(Y-Z\) planes, where \(Z\) denotes the drift direction and \(X\) and \(Y\) represent transverse directions. In 1 bar argon, \(\alpha\) particles would rarely be scattered by a large angle and the tracks are mostly straight. Figure 10a shows an \(\alpha\) track in the
Fig. 10 (Color online) a Geant4-simulated tracks of an α particle; b Hits recorded using Micromegas strips and the reconstructed track. In (a), the straight red line represents the α particle track and yellow dots represent the relative size of energy deposition. In (b), each red/green dot represents a triggered strip signal and the size of the dot represents the amount of deposited energy in the strip. The black line is the reconstructed track by connecting nearby hits.

X – Z and Y – Z planes. The red trace represents the trajectory and yellow dots represent the energy deposition vertex. The size of yellow dots illustrates the relative amount of energy deposition. The Bragg peak is prominent at the end of the trajectory on the top left of the figures.

In Fig. 10b, we show the reconstructed track in the X – Z and Y – Z planes of the same event as in Fig. 10a. Each red (or green) point in the figures represents a triggered strip signal, and the size of the point represents the amount of deposited energy. The X(Y) coordinate was determined from the position of the strip. The Z-axis indicates the position of the ionized electron relative to that of the first electron to reach the readout plane, as determined using the drift velocity and pulse timing. For long, near-straight α tracks, sorting by timing or X/Y position can reliably reconstruct the true tracks. The black lines in Fig. 10b represent a well-reconstructed track. Track reconstruction can be challenging when the tracks are short. For example, the length of the X – Z and/or Y – Z tracks may be very short because of the projection angle. The tracks may also be short when α particles only deposit partial energy in the active volume.

3.4 Screener3D background suppression

In our ROI from 1 to 10 MeV for α measurement, effectively all the β/γ background were removed. The ROI cut also removed 11% of α background and maintained 98.9% of the signal events. Alpha background could be further suppressed using fiducial, angle, and hit-number cuts. We explain the cuts in detail as follows.
We set the cut values to maximize the detector sensitivity $S_d$. For measurements with a large number of backgrounds $B$, background fluctuation follows a Poisson distribution and equals $\sqrt{B}$. Therefore, the detector sensitivity is proportional to $\epsilon_s/\sqrt{\epsilon_b}$, where $\epsilon_s$ is the signal detecting efficiency and $\epsilon_b$ is the efficiency in which background events are maintained through selection cuts. For each cut, we selected the cut values that maximized the $\epsilon_s/\sqrt{\epsilon_b}$.

We devised two competing algorithms to identify the Bragg peak of a track and thus the track’s origin and direction. A track in the $X-Z$ or $Y-Z$ plane was split into two segments from the mid-point, and the energy in each segment was calculated. The Bragg peak was more likely to be in the segment with larger energy. The energy of each hit point and $dE/dx$ along the vertical direction could also be used to locate Bragg peaks. When particle energy was higher than 1 MeV and the total number of hits was larger than 10, the identified efficiency of the track’s direction was approximately 97%.

We identified the starting point of each track, and the distribution is shown in Fig. 11. The $X$-axis in the figure is called the fiducial distance, which is defined as the distance in the inward direction from the inner surface of the field cage. The majority of the events from the field cage and cathode originated from the edge of the sensitive volume. For those events, the fiducial distance was less than 50 mm. We performed a fiducial cut at the fiducial distance of 27 mm and discarded any events with a smaller fiducial distance, i.e., closer to the edge of the active volume. After the fiducial cut, the signal efficiency was at 96.2%. Less than 3% of the events from field cage and cathode background remained. The cut was less effective for other background sources, and the efficiencies are listed in Table 3.

**Figure 12** shows the distribution of $\cos(\theta)$, where $\theta$ is the angle between the particle traveling and upward vertical directions. The distribution is for events after the fiducial cut. The majority of $\alpha$ events from the sample had positive $\cos(\theta)$ values while events from the readout plane had negative values, as shown clearly in the figure. Events from the sample with negative $\cos(\theta)$ values were mostly short events with incorrect track reconstruction. The same was true for events from the readout plane but with positive $\cos(\theta)$ values. Events from the cathode and field cage that survived the fiducial cut had incorrectly reconstructed starting points and possibly orientations. Therefore, the distribution of these events is nearly symmetrical in the figure. We created a cut at 0 and rejected events with $\cos(\theta) < 0$.

We also counted the number of hit strips to further reject background events. The distribution of the hits number after the fiducial cut and angle cut is shown in Fig. 13. We maintained only events that triggered more than 10 (9 when $\lambda = 1 \, \mu$m) strips. The cut rejected background events from the readout plane most effectively since the remaining events that survived previous cuts were primarily particles.

![Fig. 11](image1.png)

**Fig. 11** (Color online) Distribution of tracks starting point. We created a cut at the fiducial distance of 27 mm to effectively remove the background events from the field cage and cathode.

![Fig. 12](image2.png)

**Fig. 12** (Color online) Distribution of track direction, defined as the cosine of the angle between the track and vertical direction. The distribution is for events that survived the fiducial cut. We created a cut at 0 to effectively remove the background events from the readout plane and gas.

| Cut parameter | Energy (Cut %) | Fiducial (Cut %) | Angle (Cut %) | Hit number (Cut %) |
|---------------|----------------|------------------|---------------|-------------------|
| Field cage    | 83.9           | 2.9              | 0.7           | 0.5               |
| Cathode      | 79.5           | 2.7              | 1.5           | 1.2               |
| Readout plane | 95.1           | 80.3             | 7.1           | 1.2               |
| Working gas  | 92.0           | 77.1             | 40.5          | 28.9              |
| Sample       | 98.9           | 96.2             | 92.2          | 74.2              |
with short tracks. The peak structure at the number of hits equal to 10 for events from the cathode was an artifact from the angle cut, where we had two algorithms to calculate the angles for tracks longer or shorter than 10 with different efficiencies.

Figure 14 shows the signal and background spectra after all cuts. The backgrounds were suppressed by nearly two orders of magnitude while maintaining a high signal efficiency. For $\lambda = 0.1 \mu m$, the combination of all the cuts reduced the $\alpha$ background rate from 82.3 to 0.9 counts per day while maintaining 74.2% of the signals. Among the remaining background events, 49.7% emanated from the readout plane, 36.5% from the cathode, 7.1% from the field cage, and 6.7% from the gas. Assuming $\lambda = 1 \mu m$, the background was suppressed from 76.1 to 0.8 counts per day while 67.9% of the signal was preserved. Approximately 52.5% of the remaining background was from the readout plane, 28.7% from the cathode, 10.2% from the field cage, and 8.6% from the gas. Owing to more $\alpha$ events generating below the surface and thus losing partial energy before they were emitted from the surface, the total residual events of both the background and signal were slightly fewer than those of $\lambda = 0.1 \mu m$.

3.5 Screener3D measurement sensitivity

Assuming no events are observed from the samples statistically different from the fluctuation of background, we can evaluate the sensitivity of Screener3D for a particular screening period $T$ in days. With a background rate of $R_{bkg}$ counts per day, the total background for a measurement is $B = R_{bkg}T$. We use the Poisson fluctuation of small background values to calculate the upper limit on counts and subsequent surface background rate. For small $B$ and a confidence level of $\Gamma$, the upper limit for counts of signal $\hat{S}$ can be expressed as

$$\sum_{k=\hat{S}+B}^{\infty} p_B(k) = 1 - \Gamma,$$

in which $\hat{S}$ can be evaluated numerically or with a lower incomplete Gamma function. Finally, the sensitivity can be calculated using the signal efficiency, $\hat{S}$, and sample surface areas. Table 5 shows the sensitivity of Screener3D with typical measurement periods. We can reach a sensitivity of 97 $\mu Bq \cdot m^{-2}$ at the 90\% confidence level (C.L.) for a two-day measurement, assuming a typical sample such as copper and an exponential surface contamination profile with $\lambda = 0.1 \mu m$. The sensitivity would be higher than 50 $\mu Bq \cdot m^{-2}$ when the measurement duration is extended to one week. For a characteristic depth $\lambda = 1 \mu m$, the results are very similar (Table 5).
Screener3D can also measure α rates of a specific nuclide, such as 212Po of the thorium decay chain and 214Po of the uranium decay chain. The signature α peak of 212Po is at 8.8 MeV and we define a specific ROI between 8 and 9 MeV. In the ROI, 7% of background events and 98% of the signals are reserved after the energy and topology cuts (fiducial and angle cuts). The final background rate is 0.03 (0.02 when \( k = 0 \)) counts per day. For 214Po in the ROI of 7 and 8 MeV, 97% of the background is removed while 98% of the signals remains. The final background rate is 0.09 (0.05 when \( k = 0 \)) counts per day. For the near-zero background measurements at specific peaks, Eq. 2 is no longer applicable. We use the Feldman-Cousins approach [36] with zero background as an approximation for this calculation. The sensitivity is 75 μBq m^-2 for two-day measurements of both polonium isotopes.

### 4 Summary and outlook

Background events from detector surfaces may have a severe negative impact on experiments searching for rare events. Screening methods for surface contaminations have not been utilized as widely as those for bulk contaminations (such as gamma and mass spectrometers). In this paper, we propose a charged-particle detector using the TPC concept for surface contamination screening. The TPC design concept and detector background control are described in detail. In addition, Screener3D can significantly reduce α background rate from itself through topological characteristics of particle trajectories, a distinctive feature of the gaseous detector. Eventually, we can have a detector with fewer than one α background count per day. With a large active area of approximately 2000 cm², the TPC we propose may attain a sensitivity higher than 100 μBq m^-2 for surface α contaminations with two days of measurements. If we only count α particles from specific α peaks, the sensitivity can be further increased.

Screener3D is currently designed primarily for surface α particle screening, and the ROI is typically above 1 MeV. We can also adopt the detector for surface β counting in the energy range below 1 MeV. However, in this energy range, γ-rays from the detector and nearby laboratory environment are the dominating background. Therefore, a γ-shielding facility is required and is currently under design. We are also investigating track reconstruction algorithms to better reconstruct the more meandering β tracks, aiming to locate the starting position with high precision. Screening capability for surface meandering will be reported in a future manuscript.
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