Fueter’s theorem: the saga continues
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Abstract

In this paper is extended the original theorem by Fueter-Sce (assigning an \( \mathbb{R}_{0,m} \)-valued monogenic function to a \( \mathbb{C} \)-valued holomorphic function) to the higher order case. We use this result to prove Fueter’s theorem with an extra monogenic factor \( P_k(x_0, \mathbf{x}) \).
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1 Introduction and preliminaries

Let \( \mathbb{R}_{0,m} \) be the \( 2^m \)-dimensional real Clifford algebra constructed over the orthonormal basis \( (e_1, \ldots, e_m) \) of the Euclidean space \( \mathbb{R}^m \) (see [2]). The multiplication in \( \mathbb{R}_{0,m} \) is determined by the relations

\[
e_{j}e_{k}+e_{k}e_{j}=-2\delta_{jk}, \quad j, k = 1, \ldots, m,
\]

where \( \delta_{jk} \) is the Kronecker delta. A basis for the algebra \( \mathbb{R}_{0,m} \) is then given by the elements

\[
e_A = e_{j_1} \cdots e_{j_k},
\]
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where $A = \{j_1, \ldots, j_k\} \subset \{1, \ldots, m\}$ is such that $j_1 < \cdots < j_k$. For the empty set $\emptyset$, we put $e_\emptyset = 1$, the latter being the identity element.

Any Clifford number $a \in \mathbb{R}_{0,m}$ may thus be written as

$$a = \sum_A a_A e_A, \quad a_A \in \mathbb{R},$$

and its conjugate $\overline{a}$ is given by

$$\overline{a} = \sum_A a_A \overline{e_A}, \quad \overline{e_A} = \overline{e_{j_k}} \cdots \overline{e_{j_1}}, \quad \overline{e_j} = -e_j, \quad j = 1, \ldots, m.$$

Observe that $\mathbb{R}^{m+1}$ may be naturally embedded in $\mathbb{R}_{0,m}$ by associating to any element $(x_0, x_1, \ldots, x_m) \in \mathbb{R}^{m+1}$ the paravector $x = x_0 + \underline{x} = x_0 + \sum_{j=1}^{m} x_j e_j$.

Let us recall that an $\mathbb{R}_{0,m}$-valued function $f$ defined and continuously differentiable in an open set $\Omega$ of $\mathbb{R}^{m+1}$, is said to be (left) monogenic in $\Omega$ if $\partial_x f = 0$ in $\Omega$, where

$$\partial_x = \partial_{x_0} + \partial_{\underline{x}}$$

is the generalized Cauchy-Riemann operator in $\mathbb{R}^{m+1}$ and

$$\partial_{\underline{x}} = \sum_{j=1}^{m} e_j \partial_{x_j}$$

is the Dirac operator in $\mathbb{R}^m$. Null-solutions of $\partial_{\underline{x}}$ are also called monogenic functions.

These functions are a fundamental object in Clifford analysis and may be considered as a natural generalization to higher dimension of the holomorphic functions in the complex plane (see e.g. [1]).

It is worth remarking that $\partial_{\underline{x}}$ and $\partial_x$ factorize the Laplacian, i.e.

$$\Delta_{\underline{x}} = \sum_{j=1}^{m} \partial_{x_j}^2 = -\partial_{\underline{x}}^2,$$

$$\Delta_x = \partial_{x_0}^2 + \Delta_{\underline{x}} = \partial_x \partial_{\underline{x}} = \partial_{\underline{x}} \partial_x,$$

and therefore every monogenic function is also harmonic.

An interesting fact about the monogenic functions was first observed by Fueter (see [4]) in the setting of quaternionic analysis: it is possible to generate monogenic functions using holomorphic functions in the upper half of the complex plane. This fact, which is now known as Fueter’s theorem, was later extended to the case of $\mathbb{R}_{0,m}$-valued functions by Sce [16] ($m$ odd) and
Qian [14] (m even). For further works on this topic we refer the reader to [5, 6, 7, 10, 11, 12, 13, 15, 19].

Let \( f(z) = u(t_1, t_2) + iv(t_1, t_2) \) (\( z = t_1 + it_2 > 0 \)); and let \( P_k(x) \) be a homogeneous monogenic polynomial of degree \( k \) in \( \mathbb{R}^m \), i.e.

\[
\begin{align*}
\partial_x P_k(x) &= 0, \quad x \in \mathbb{R}^m, \\
P_k(t x) &= t^k P_k(x), \quad t \in \mathbb{R}.
\end{align*}
\]

Put \( \omega = x/r \), with \( r = |x| = \sqrt{-x^2} \). In this paper we will focus on the following generalization of Fueter’s theorem obtained in [19].

**Theorem 1** If \( m \) is odd, then the function

\[
\Delta^{k+m-1}_z \left[ (u(x_0, r) + \omega v(x_0, r)) P_k(x) \right]
\]

is monogenic in \( \tilde{\Omega} = \{ x \in \mathbb{R}^{m+1} : (x_0, r) \in \Xi \} \).

**Remark:** The case \( k = 0 \) corresponds to Sce’s result.

The purpose of this paper is to prove that Theorem 1 is still valid if we replace \( P_k(x) \) by a homogeneous monogenic polynomial \( P_k(x_0, x) \) of degree \( k \) in \( \mathbb{R}^{m+1} \) (this problem arose from discussions between Qian and Sommen). In order to attain this goal, we will first prove an extension of Fueter’s theorem that uses \( \mathbb{C} \)-valued functions satisfying the equation

\[
\partial_z \Delta^p_z f(z) = 0, \quad p \in \mathbb{N}_0,
\]

as initial functions instead of the usual holomorphic functions. Here and throughout \( \partial_z \) and \( \Delta_z \) denote, respectively, the well-known Cauchy-Riemann operator

\[
\partial_z = \frac{1}{2} (\partial_{t_1} + i \partial_{t_2})
\]

and the Laplacian in two dimensions

\[
\Delta_z = \partial^2_{t_1} + \partial^2_{t_2}.
\]

**2 A higher order version of the original Fueter’s theorem**

We begin this section with two essential lemmas. The proof of Lemma 1 may be found in [10, 11].
Lemma 1. Suppose that $f(t_1, \ldots, t_d)$ is an $\mathbb{R}$-valued infinitely differentiable function in an open set of $\mathbb{R}^d$ and that $D_{t_j}(n)$ and $D^{t_j}(n)$, $n \in \mathbb{N}_0$, are differential operators defined by
\[
D_{t_j}(n)\{f\} = \left(\frac{1}{t_j} \partial_{t_j}\right)^n \{f\}, \quad D_{t_j}(0)\{f\} = f, \quad D^{t_j}(n)\{f\} = \partial_{t_j} \left(\frac{D^{t_j(n)} - 1}{t_j}\right)\{f\}, \quad D^{t_j}(0)\{f\} = f,
\]
$j = 1, \ldots, d$. Then one has
\begin{enumerate}[(i)]  
  \item $\partial_{t_j} D_{t_j}(n)\{f\} = D_{t_j}(n)\{\partial_{t_j}^2 f\} - 2n D_{t_j}(n + 1)\{f\}$,  
  \item $\partial_{t_j} D^{t_j}(n)\{f\} = D^{t_j}(n)\{\partial_{t_j}^2 f\} - 2n D^{t_j}(n + 1)\{f\}$,  
  \item $D^{t_j}(n)\{\partial_{t_j} f\} = \partial_{t_j} D_{t_j}(n)\{f\}$,  
  \item $D_{t_j}(n)\{\partial_{t_j} f\} - \partial_{t_j} D^{t_j}(n)\{f\} = 2n/t_j D^{t_j}(n)\{f\}$.
\end{enumerate}

Lemma 2. Suppose that $g$ is an $\mathbb{R}$-valued infinitely differentiable function in an open set of $\mathbb{R}_+^2 = \{(t_1, t_2) \in \mathbb{R}^2 : t_2 > 0\}$. Then for $n \in \mathbb{N}_0$, we have that
\begin{enumerate}[(i)]  
  \item $\Delta^n_\omega(g(x_0, r) P_k(\omega)) = \left(\sum_{j=0}^n d_{k,m}(j) \binom{n}{j} D_r(j) \Delta^{n-j}_\omega g(x_0, r)\right) P_k(\omega),$
  \item $\Delta^n_\omega(g(x_0, r) \omega P_k(\omega)) = \left(\sum_{j=0}^n d_{k,m}(j) \binom{n}{j} D_r(j) \Delta^{n-j}_\omega g(x_0, r)\right) \omega P_k(\omega),$
\end{enumerate}
where
\[
d_{k,m}(j) = (2k + m - 1)(2k + m - 3) \cdots (2k + m - (2j - 1)), \quad d_{k,m}(0) = 1.
\]

Proof. It is easily seen that
\[
\partial_{x_j} g = \sum_{j=1}^m e_j \partial_{x_j} g = \sum_{j=1}^m e_j (\partial_r g)(\partial_{x_j} r) = \sum_{j=1}^m e_j (\partial_r g) \frac{x_j}{r} = \omega \partial_r g,
\]
\[
\Delta_x \omega = -\partial^2_x \omega = (m-1)\partial_x \left(\frac{1}{r}\right) = -\frac{(m-1)}{r^2} \omega.
\]

\[
\Delta_x g = \partial^2_{x_0} g + \Delta_{x^2} g = \partial^2_{x_0} g - \partial_x (\omega \partial_r g) = \partial^2_{x_0} g + \partial^2_r g + \frac{m-1}{r} \partial_r g.
\]

Therefore
\[
\Delta_x (gP_k) = (\Delta_x g)P_k + 2 \sum_{j=1}^m (\partial_{x_j} g)(\partial_{x_j} P_k) + g(\Delta_x P_k)
\]
\[
= \left(\partial^2_{x_0} g + \partial^2_r g + \frac{m-1}{r} \partial_r g\right) P_k + 2 \frac{\partial_r g}{r} \sum_{j=1}^m x_j \partial_{x_j} P_k
\]
\[
= \left(\partial^2_{x_0} g + \partial^2_r g + \frac{2k+m-1}{r} \partial_r g\right) P_k
\]
\[
= (\partial^2_{x_0} g + \partial^2_r g + (2k + m - 1)\partial_r (1) \{g\}) P_k
\]

(1)

and
\[
\Delta_x (g \omega P_k) = (\Delta_x \omega)gP_k + 2 \sum_{j=1}^m (\partial_{x_j} \omega)(\partial_{x_j} (gP_k)) + \omega \Delta_x (gP_k)
\]
\[
= -\frac{(m-1)}{r^2} g \omega P_k + 2 \sum_{j=1}^m \left(\frac{e_j}{r} - \frac{x_j}{r^2} \omega\right) \left(\frac{x_j}{r} (\partial_r g) P_k + g(\partial_{x_j} P_k)\right)
\]
\[
+ \left(\partial^2_{x_0} g + \partial^2_r g + \frac{2k+m-1}{r} \partial_r g\right) \omega P_k
\]
\[
= \left(\partial^2_{x_0} g + \partial^2_r g + (2k + m - 1) \left(\frac{\partial_r g}{r} - \frac{g}{r^2}\right)\right) \omega P_k
\]
\[
= (\partial^2_{x_0} g + \partial^2_r g + (2k + m - 1)D_r (1) \{g\}) \omega P_k,
\]

(2)

where we have also used Euler’s theorem for homogeneous functions.

The proof now follows by induction using equalities (1)-(2) together with statements (i)-(ii) of Lemma 1. □

The previous lemma allows us to obtain a method to generate functions on \(\mathbb{R}^{m+1}\) that satisfy the equation
\[
\Delta^p_x F(x_0, \underline{x}) = 0,
\]

(3)

using functions fulfilling an equation of the same type in \(\mathbb{R}^2\)
\[
\Delta^p_x g(t_1, t_2) = 0.
\]

(4)
Proposition 1 Let \( m \) be odd. If \( g \) is an \( \mathbb{R} \)-valued solution of (4) in \( \Xi \subset \mathbb{R}^2 \), then
\[
\Delta^{k+m-1/2}_x (g(x_0, r) P_k(x))
\]
and
\[
\Delta^{k+m-1/2}_x (g(x_0, r) \omega P_k(x))
\]
satisfy the equation (3) in \( \tilde{\Omega} = \{ x \in \mathbb{R}^{m+1} : (x_0, r) \in \Xi \} \).

Proof. We first observe that if \( m \) is odd, then each factor which appears in the definition of \( d_{k,m}(j) \) is even. Now, by Lemma 2, we have that
\[
\Delta^{p+k+m-1/2}_x (g(x_0, r) P_k(x)) = (2k + m - (2j - 1) \leq 0)
\]
for \( j \geq k + (m + 1)/2 \) and therefore \( d_{k,m}(j) = 0 \) for \( j \geq k + (m + 1)/2 \). □

Theorem 2 Let \( f(z) = u(t_1, t_2) + iv(t_1, t_2) \) be a \( \mathbb{C} \)-valued function satisfying in some open subset \( \Xi \subset \mathbb{C}^+ \) the equation
\[
\partial_z \Delta^p_x f(z) = 0, \quad p \in \mathbb{N}_0.
\]
If \( m \) is odd, then the function
\[
\Delta^{p+k+m-1/2}_x [(u(x_0, r) + \omega v(x_0, r)) P_k(x)]
\]
is monogenic in \( \tilde{\Omega} = \{ x \in \mathbb{R}^{m+1} : (x_0, r) \in \Xi \} \).

Proof. By Lemma 2 we get that
\[
\Delta^{p+k+m-1/2}_x [(u(x_0, r) + \omega v(x_0, r)) P_k(x)] = (2k + m - 1)!! \left( p + k + \frac{m-1}{2} \right) (A(x_0, r) + \omega B(x_0, r)) P_k(x);
\]
with
\[ A = D_r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p u \}, \]
\[ B = D^r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p v \}. \]

It thus remains to prove that \( A \) and \( B \) satisfy the Vekua-type system (see [8, 10, 17, 18])
\[
\begin{cases}
\partial_{x_0} A - \partial_r B = \frac{2k + m - 1}{r} B \\
\partial_{x_0} B + \partial_r A = 0.
\end{cases}
\]

In order to do that, it will be necessary to use the fact that \( u \) and \( v \) satisfy in \( \Xi \) the system
\[
\begin{align*}
\partial_t \Delta_z^p u - \partial_t \Delta_z^p v &= 0 \\
\partial_t \Delta_z^p v + \partial_t \Delta_z^p u &= 0,
\end{align*}
\]
and statements (iii)-(iv) of Lemma 1.

Indeed,
\[
\begin{align*}
\partial_{x_0} A - \partial_r B &= D_r \left( k + \frac{m-1}{2} \right) \{ \partial_{x_0} \Delta_z^p u \} - \partial_r D^r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p v \} \\
&= D_r \left( k + \frac{m-1}{2} \right) \{ \partial_r \Delta_z^p v \} - \partial_r D^r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p v \} \\
&= \frac{2k + m - 1}{r} D^r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p v \} \\
&= \frac{2k + m - 1}{r} B
\end{align*}
\]

and
\[
\begin{align*}
\partial_{x_0} B + \partial_r A &= D^r \left( k + \frac{m-1}{2} \right) \{ \partial_{x_0} \Delta_z^p v \} + \partial_r D_r \left( k + \frac{m-1}{2} \right) \{ \Delta_z^p u \} \\
&= D^r \left( k + \frac{m-1}{2} \right) \{ \partial_x \Delta_z^p v \} + D^r \left( k + \frac{m-1}{2} \right) \{ \partial_r \Delta_z^p u \} \\
&= D^r \left( k + \frac{m-1}{2} \right) \{ \partial_{x_0} \Delta_z^p v + \partial_r \Delta_z^p u \} \\
&= 0,
\end{align*}
\]

which completes the proof. \( \square \)
3 Fueter’s theorem with an extra monogenic factor $P_k(x_0, z)$

Before starting the proof of the main theorem, we need to recall two basic results of Clifford analysis (see [11, 13, 15]).

**Theorem 3 (CK-extension theorem)** Every function $g(x)$ analytic in $\mathbb{R}^m$ has a unique monogenic extension $\text{CK}[g]$ to $\mathbb{R}^{m+1}$, which is given by

$$\text{CK}[g](x) = \sum_{j=0}^{\infty} \frac{(-x_0)^j}{j!} \partial_j^j g(x).$$

Let us denote by $P_k$, $k \in \mathbb{N}$, the set of all $\mathbb{R}_{0,m}$-valued homogeneous polynomials of degree $k$ in $\mathbb{R}^m$. It contains the important subspace $M^+(k)$ consisting of all homogeneous monogenic polynomials of degree $k$.

**Theorem 4 (Almansi-Fischer decomposition)** Let $k \in \mathbb{N}$. Then

$$P(k) = \bigoplus_{n=0}^{k} x^n M^+(k - n).$$

We are now ready to prove the final result.

**Theorem 5** Let $f(z) = u(t_1, t_2) + iv(t_1, t_2)$ be a $\mathbb{C}$-valued holomorphic function in some open subset $\Xi \subset \mathbb{C}^+$ and assume that $P_k(x_0, z)$ is a homogeneous monogenic polynomial of degree $k$ in $\mathbb{R}^{m+1}$. If $m$ is odd, then the function

$$\Delta_x^{\frac{k+m-1}{2}} \left[ (u(x_0, r) + \omega^i v(x_0, r)) P_k(x_0, z) \right]$$

is monogenic in $\tilde{\Omega} = \{ x \in \mathbb{R}^{m+1} : (x_0, r) \in \Xi \}$.

**Proof.** It is clear from Theorem 3 that $P_k(x_0, z) = \text{CK} [P_k(0, z)](x)$. By Theorem 4 there exist unique $P_{k-n}(z) \in M^+(k - n)$ such that

$$P_k(x_0, z) = \sum_{n=0}^{k} \text{CK} [x^n P_{k-n}(z)](x).$$

Thus, it suffices to prove the monogenicity of

$$\Delta_x^{\frac{k+m-1}{2}} \left[ (u(x_0, r) + \omega^i v(x_0, r)) \text{CK} [x^n P_{k-n}(z)](x) \right], \quad n = 0, \ldots, k.$$
As
\[ \text{CK} \left[ x^n P_{k-n}(x) \right] (x) = \sum_{j=0}^{k} \frac{(-x_0)^j}{j!} \partial^j_x(x^n P_{k-n}(x)) \]
and on account of the equality
\[ \partial_x(x^n P_{k-n}(x)) = \begin{cases} 
-(2k + m - n - 1)x^{n-1}P_{k-n}(x), & \text{if } n \text{ odd,} \\
-nx^{n-1}P_{k-n}(x), & \text{if } n \text{ even,}
\end{cases} \]
we may conclude that \( \text{CK} \left[ x^n P_{k-n}(x) \right] (x) \) is of the form
\[ \text{CK} \left[ x^n P_{k-n}(x) \right] (x) = \left( \sum_{j=0}^{k} c_j x_0^j x^{n-j} \right) P_{k-n}(x), \quad c_j \in \mathbb{R}. \]
Therefore
\[ \text{CK} \left[ x^n P_{k-n}(x) \right] (x) = \left( U(x_0, r) + \omega V(x_0, r) \right) P_{k-n}(x), \]
where \( U \) and \( V \) are \( \mathbb{R} \)-valued homogeneous polynomial of degree \( n \) in the variables \( x_0 \) and \( r \). Its corresponding \( \mathbb{C} \)-valued function \( g(z) = U(t_1, t_2) + iV(t_1, t_2) \) clearly satisfies
\[ \partial_z^{n+1} g(z) = 0, \quad z \in \mathbb{C}, \]
whence
\[ \partial_z^{n+1}(f(z)g(z)) = 0, \quad z \in \Xi, \]
i.e. \( f(z)g(z) \) is \((n + 1)\)-holomorphic in \( \Xi \). It then follows that
\[ \partial_z \Delta_z^n(f(z)g(z)) = 0, \quad z \in \Xi. \]
The proof now follows by using Theorem \[ \square \]
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