PhD Thesis
August 2018

— Dissertation Committee —

Dr. Kevin Gimpel
Toyota Technological Institute at Chicago

Dr. Risi Kondor
The University of Chicago

Dr. Brian D. Nord
Fermilab & The University of Chicago

Dr. Gregory Shakhnarovich
(Thesis Advisor)
Toyota Technological Institute at Chicago
DISCRIMINATIVE LEARNING OF SIMILARITY AND GROUP EQUIVARIANT REPRESENTATIONS

A thesis presented
by
SHUBHENDU TRIVEDI

in partial fulfillment of the requirements for the degree of
Doctor of Philosophy in Computer Science.
Toyota Technological Institute at Chicago
Chicago, Illinois
August, 2018

— Thesis Committee —

Dr. Kevin Gimpel
Committee member
Signature
Date

Dr. Risi Kondor
Committee member
Signature
Date

Dr. Brian D. Nord
Committee member
Signature
Date

Dr. Gregory Shakhnarovich
Thesis/Research Advisor
Signature
Date

Dr. Avrim Blum
Chief Academic Officer
Signature
Date
... for (and in veneration of) my loving parents: Smt. Jyotsna Trivedi and Shri M. L. Trivedi.

... to the memory of my grandfather Shri R. C. Trivedi.

... to one of my dearest friends: Babar Majeed Saggu.
One of the most fundamental problems in machine learning is to compare examples: Given a pair of objects we want to return a value which indicates degree of (dis)similarity. Similarity is often task specific, and pre-defined distances can perform poorly, leading to work in metric learning. However, being able to learn a similarity-sensitive distance function also presupposes access to a rich, discriminative representation for the objects at hand. In this dissertation we present contributions towards both ends. In the first part of the thesis, assuming good representations for the data, we present a formulation for metric learning that makes a more direct attempt to optimize for the k-NN accuracy as compared to prior work. Our approach considers the choice of k neighbors as a discrete valued latent variable, and casts the metric learning problem as a large margin structured prediction problem. We present experiments comparing to a suite of popular metric learning methods. We also present extensions of this formulation to metric learning for kNN regression, and discriminative learning of Hamming distance. In the second part, we consider a situation where we are on a limited computational budget i.e. optimizing over a space of possible metrics would be infeasible, but access to a label aware distance metric is still desirable. We present a simple, and computationally inexpensive approach for estimating a well motivated metric that relies only on gradient estimates, we also discuss theoretical as well as experimental results of using this approach in regression and multiclass settings. In the final part, we address representational issues, considering group equivariant neural networks (GCNNs). Equivariance to symmetry transformations is explicitly encoded in GCNNs; a classical CNN being the simplest example. Following recent work by Kondor et. al., we present a SO(3)-equivariant neural network architecture for spherical data, that operates entirely in Fourier space, while using tensor products and the Clebsch-Gordan decomposition as the only source of non-linearity. We report strong experimental results, and emphasize the wider applicability of our approach, in that it also provides a formalism for the design of fully Fourier neural networks that are equivariant to the action of any continuous compact group.
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One of the most fundamental questions in machine learning is to compare examples: Given a pair of objects \((\xi_1, \xi_2)\), we want to automatically predict a value \(\Psi(\xi_1, \xi_2) \in \mathbb{R}\), the magnitude of which indicates the degree of similarity or dissimilarity between \(\xi_1\) and \(\xi_2\). To underline the central nature of this problem, it is useful to consider the wide range of machine learning algorithms that explicitly or implicitly rely on a notion of pairwise similarity. Some such methods include: example based approaches such as \(k\) nearest neighbors \([28]\); clustering algorithms such as \(k\)-means \([101]\), mean-shift and centroid based methods, spectral clustering \([152]\); the various flavours of kernel methods such as support vector machines \([12]\), kernel regression, Gaussian processes \([126]\) etc.

The similarity between a pair of objects is customarily obtained as a function of some pre-defined pairwise distance, which in turns depends on the nature of the objects \(\xi_1\) and \(\xi_2\). If the objects live in an explicit feature space, the Euclidean distance is a common choice; similarly, the \(\chi^2\)-squared distance is frequently used if the objects reside in a simplex; likewise, the Levenshtein distance may be employed if the objects are strings (see \([34]\) for an exhaustive catalog of distance measures). As might be expected, such distances often fail to account for the quirks of a particular dataset and task at hand, and indeed, one might expect improved performance if the distance function is instead tailored to the task. Designing such distance functions automatically is the motivation behind the area of metric learning \([168]\).

In its most general form, distance metric learning leverages examples provided for the task at hand, in order to wriggle out a better suited, task-specific distance function. For example: If the task is clustering, and we are provided with sets of items and complete clusterings over these sets, we would like to exploit this side information to estimate the distance function that can help cluster future sets better. Yet another example, which is by far most commonly addressed in the metric learning literature is when the task is classification or regression using a nearest neighbor method. The side information furnished to us comprises of labels of points, which are then used to learn a distance function that can improve \(k\)-NN performance. We explicate further on the latter example in what follows, in a relatively simple setting, to better motivate and build ground to summarize the main contributions of this thesis.

Suppose we are working with a classification problem, which is specified by a suitable instance space \((\mathcal{X}, d)\), assumed to be a metric space, and a label space \(\mathcal{Y}\). In particular, we assume that \(\mathcal{X} \subset \mathbb{R}^d\), therefore \(\xi_1, \xi_2 \in \mathbb{R}^d\). We also assign \(\Psi(\xi_1, \xi_2) = +1\) if \(\xi_1\) and \(\xi_2\) are of the same class, and \(\Psi(\xi_1, \xi_2) = -1\) otherwise. Furthermore, given a map \(\xi \mapsto \Phi(\xi)\) parameterized by \(\mathcal{W}\), let us suppose the distance between \(\xi_1\) and \(\xi_2\) is given as:

\[
D_{\mathcal{W}}(\xi_1, \xi_2) = \|\Phi(\xi_1; \mathcal{W}) - \Phi(\xi_2; \mathcal{W})\|_2^2
\]
2 INTRODUCTION AND OVERVIEW

We can set the optimization so as to update parameters $\mathcal{W}$ such that $D_W(\xi_1, \xi_2)$ is increased if $\Psi(\xi_1, \xi_2) = -1$, and $D_W(\xi_1, \xi_2)$ is decreased if $\Psi(\xi_1, \xi_2) = +1$. This is illustrated in figure 1.1.

1.1 THE INTERPLAY BETWEEN SIMILARITY AND REPRESENTATION LEARNING

While the above example illustrates a simple method to learn a similarity-sensitive distance function, there are a few crucial issues that were swept under the proverbial rug, which we unpack below.

First of all, notice that in the example we did not assume anything about the structure of $\xi_1$ and $\xi_2$, except that they were points in $\mathbb{R}^d$. In such a setting $\Phi : \mathbb{R}^d \mapsto \mathbb{R}^p$ (with $d = p$ not necessarily true) corresponds to a mapping, such that in the transformed space distances are more reflective of similarity. In short, we assume that we already have a good feature representation for our data, on top of which a distance function could be learned. Indeed, if the feature representation is poor i.e. has poor class discriminative ability, then learning similarity sensitive distances would be hard if not impossible.

However, the objects $\xi_1$ and $\xi_2$ might come endowed with richer structure, as is often the case in various applications of machine learning. For example, $(\xi_1, \xi_2)$ might be a pair of images, or a pair of sets, or a pair of spherical images, or a pair of point-clouds and so on. In such cases $\Phi : \xi \mapsto \mathbb{R}^d$ could instead be a module that learns a representation for the object that is inherently discriminative and models natural invariances in the data.

To drive home this point, consider the example illustrated in figure 1.1 again, but with the modification that the objects $\xi_1$ and $\xi_2$ are large $d \times d$ images, and $\mathcal{W}$ represents the parameters of a fully-connected feed-forward network. The system is then trained to
be similarity sensitive as discussed. Such a system is likely to perform poorly, because
the fully connected network is unlikely to generate good representations for the images.
On the other hand, if \( \mathcal{W} \) instead represents the parameters of a Convolutional Neural
Network (CNN) [91], the system is far more likely to succeed. That this should be the
case is not hard to see, indeed, since CNNs are known to generate extremely good
representations for images.

As illustrated by the above example, in the context of similarity learning, there are two
notions that are crucial to good performance:

1. Having a rich, discriminative representation for the type of input \( \xi \), which models
   natural invariances and symmetries in the data.

2. If the underlying task is nearest neighbor classification or regression, as is usually
   the case in similarity learning, we would want to devise a loss that is a more direct
   proxy to nearest neighbor performance.

Both these notions: having an appropriate representation for the data type at hand, as
well as working with the right notion of loss for the learning of similarity reinforce each
other, and can also be learned jointly end-to-end. Nevertheless, as already noted, getting
both of these aspects in order is pivotal to good performance. In this dissertation, we
make contributions towards both aspects, which we describe below, while also outlining
the organization of this document.

1.2 DISCRIMINATIVE METRIC LEARNING

In Part i of this dissertation, we wholly focus on the loss formulation for the discrimi-
native learning of similarity and distance, while ignoring representational issues. That
is, we assume that the inputs \( \xi_i \in \mathbb{R}^d \), and that the representation is good enough for
the task at hand.

As already discussed, often, \( k \)-NN prediction performance is the real motivation for met-
ic and similarity learning, on which there is a large literature. Typically such methods
set the problem as an optimization problem, with the metric updated in such a way that
good neighbors (say from the correct class for a query point) are pulled together, while
bad neighbors are pushed away. We utilize Chapter 2 to review some popular methods
for discriminative metric learning.

In Chapter 3, we propose a formulation for metric learning that makes a more direct
attempt to optimize for the \( k \)-NN accuracy as compared to prior work. Our approach
considers the choice of \( k \) neighbors as a discrete valued latent variable, and casts the
metric learning problem as a large margin structured prediction problem. This formu-
lation allows us to use the arsenal of techniques for structural latent support vector
machines for the problem of metric learning. We also devise procedures for exact infer-
ence and loss augmented inference in this model, and also report experimental results
for our method, comparing to a suite of popular metric learning methods.

In Chapter 4, we consider the direct loss minimization approach to metric learning
from Chapter 3 and apply it in three different settings: Asymmetric similarity learning,
discriminative learning of Hamming distance, and metric learning for improving \( k \)-NN regression.

### 1.3 Metric Estimation Without Learning

In Part ii of the dissertation we consider a somewhat different tack: Suppose \( x_i \in \mathbb{R}^d \) and that this is a good representation of the data. However, we now consider a situation where we are on a limited computational budget i.e. optimizing over a space of possible metrics would be infeasible. Nevertheless we still want access to a good metric that could improve \( k \)-NN classification and regression performance as compared to the plain Euclidean distance.

In Chapter 6, we consider the case of regression and binary classification i.e. when we have an unknown regression function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \), and consider the metric given by the Expected Gradient Outer Product (EGOP)

\[
\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( \nabla f(x) \cdot \nabla f(x)^\top \right).
\]

We give a cheap estimator for the EGOP and prove that it remains statistically consistent under mild assumptions, while also showing empirically, that using the EGOP as a metric improves \( k \)-NN regression performance.

In Chapter 7, we consider the multi-class case i.e. when we have an unknown function \( f : \mathbb{R}^d \rightarrow S^c \) with \( S^c = \{ y \in \mathbb{R}^c \mid \forall i, y_i \geq 0, y^\top 1 = 1 \} \), and consider the metric given by the Expected Jacobian Outer Product (EJOP)

\[
\mathbb{E}_x G(X) \triangleq \mathbb{E}_x \left( J_f(x) J_f(x)^\top \right)
\]

where \( J_f \) is the Jacobian of \( f \). Like in the case of EGOP, we give a rough estimator, that not only remains statistically consistent under reasonable assumptions, but also gives improvements in \( k \)-NN classification performance.

### 1.4 Group Equivariant Representation Learning

In Part iii of this thesis we address the representational issues discussed earlier in this chapter. Chapter 8 introduces group equivariant neural networks and makes the case on how such neural networks exploit natural invariances in the data. We argue that group equivariance is an useful inductive bias in many domains. We start with the simple case of planar CNNs, and then review more recent efforts on generalizing classical CNNs in different settings. In chapter 8 we give an example of a group equivariant representation learning module: a SO(3) equivariant spherical convolution neural network that operates entirely in Fourier space.
Part I

DISCRIMINATIVE METRIC LEARNING
Amongst the oldest [28] and most widely used tools in machine learning are nearest neighbor methods (see [134] for a survey). Despite their simplicity, they are often successful and come with attractive properties. For instance, the $k$-NN classifier is universally consistent [140], being the first learning rule for which this was demonstrated to be the case. Additionally, nearest neighbor methods use local information and are inherently non-linear; while also being relatively resilient to label noise, since prediction requires averaging across $k$ labels. Moreover, it is trivial to add new classes to the data without requiring any fresh model training.

While nearest neighbor rules can often be efficacious, their performance tends to be limited by two factors: the computational cost of searching for nearest neighbors and the choice of the metric (distance measure) defining “nearest”. The cost of searching for neighbors can be reduced with efficient indexing (see for example [3, 9, 29]) or learning compact representations e.g. [51, 89, 118, 154]. We will defer addressing this issue till Chapter 4. In this part of the dissertation we instead focus on the choice of the metric. The metric is often taken to be Euclidean, Manhattan or $\chi^2$ distance. However, it is well known that in many cases these choices are suboptimal in that they do not exploit statistical regularities that can be leveraged from labeled data. Here, we focus on supervised metric learning. In particular, we present a method of learning a metric so as to optimize the accuracy of the resulting nearest neighbor estimator.

Existing works on metric learning (the overwhelming majority of which is for classification) formulate learning as an optimization task with various constraints driven by considerations of computational feasibility and reasonable, but often vaguely justified principles [49, 50, 71, 107, 141, 156, 157, 168]. A fundamental intuition is shared by most of the work in this area: an ideal distance for prediction is distance in the target space. Of course, that can not be measured, since prediction of a test example’s target is what we want to use the similarities to begin with. Instead, one could learn a similarity measure with the goal for it to be a good proxy for the target similarity. Since the performance of $k$NN prediction often is the real motivation for similarity learning, the constraints typically involve “pulling” good neighbors (from the correct class for a given point in the case of classification) closer while “pushing” the bad neighbors farther away. The exact formulation of “good” and “bad” varies but is defined as a combination of proximity and agreement between targets.

To give a flavor of some of these constraints and principles in order to improve nearest neighbor performance downstream, we review some well known metric learning algorithms in what follows. Yet another purpose for doing so will also be to set the ground for placing our approach in context. To begin to do so, we first suppose the classification problem is specified by a suitable instance space $(\mathcal{X}, d)$, which is assumed to be a metric space, and a label space $Y \in \mathbb{Z}_+$. The distance between any two points $x_i, x_j \in \mathcal{X}$ is denoted as $D_W(x_i, x_j)$, where $W$ are the parameters that specify the distance measure.
There might be considerable freedom in deciding what $\mathcal{W}$ should be, it could just represent the identity matrix, a low-rank projection matrix, or the parameters of a neural network. By far, the most popular family of metric learning algorithms involve learning a Mahalanobis distance.

**Mahalanobis Distances**

Suppose $x_i, x_j \in \mathcal{X} \subset \mathbb{R}^d$, and $W \in \mathbb{R}^{d \times d}$ as well as $W \succeq 0$. In the context of metric learning, the Mahalanobis distance has come to refer to all distances of the form $D_W(x_i, x_j) = \sqrt{(x_i - x_j)^T W (x_i - x_j)}$. However, its eponymous distance measure, proposed in 1936 in the context of anthropometry [102], was defined in terms of a covariance matrix $\Sigma$ as $D_\Sigma(x_i, x_j) = \sqrt{(x_i, x_j)^T \Sigma^{-1} (x_i, x_j)}$. It might also be worthwhile to note, that despite the prevalence of the term “metric learning”, it is somewhat of a misnomer. This is because $D_W$ infact defines a pseudo-metric i.e. $\forall x_i, x_j, x_k \in \mathcal{X}$, it satisfies:

- a. $D_W(x_i, x_j) \geq 0$
- b. $D_W(x_i, x_i) = 0$
- c. $D_W(x_i, x_j) = D_W(x_j, x_i)$
- d. $D_W(x_i, x_k) \leq D_W(x_i, x_j) + D_W(x_j, x_k)$

There is a large body of work on similarity learning done with the stated goal of improving kNN performance, which would be impossible to review justly. Therefore, we stick to reviewing some salient approaches that also help place our own approach in context. Some of the earliest work in what could be considered proto-metric learning goes back to Short and Fukunaga (1981) [46], with a string of follow up works in the 90s, for example see Hastie and Tibshirani [56]. However, in much of the recent work in the past decade and a half, the objective can be written as a combination of some sort of regularizer on the parameters of similarity, with loss reflecting the desired “purity” of the neighbors under learned similarity. Optimization then balances violation of these constraints with regularization.
In this sense the area of metric learning could be considered to have started with the influential work of Xing et al. [168]. In this method, the “good” neighbors are defined as all similarly labeled points, while “bad” neighbors are defined as all points that have a different label. During optimization, the metric is deformed such that each class is mapped into a ball of a fixed radius, but no separation is enforced between the classes (see figure 2.1). Letting $S$ and $D$ denote the sets of pairs of similar and dissimilar points respectively, we may write this approach as the following optimization problem:

$$\min_W \sum_{(x_i, x_j) \in S} \|x_i - x_j\|_W^2$$

subject to

$$\min_W \sum_{(x_i, x_j) \in D} \|x_i - x_j\|_W^2 \geq 1$$

$$W \succeq 0$$

Where, $\| \cdot \|_W^2$ is the squared Mahalanobis distance parameterized by $W$. Evidently, the immediate problem with this approach is that it has little relation to the actual $k$NN objective. Indeed, the $k$-NN objective does not require that similar points should be clustered together, and as a consequence methods of a similar flavour optimize an objective that is much harder than what is required for good $k$-NN performance.

A popular family of approaches to metric learning that has a somewhat better motivated objective than the above, are based on the Large Margin Nearest Neighbor (LMNN) algorithm [157]. In LMNN, the constraints for each training point involve a set of pre-defined “target neighbors” from the correct class, and “impostors” from other classes. The optimization is such that a margin is imposed between the “target neighbors” and the “impostors” (see figure 2.2). Such an objective may be written as:

$$\min_L \sum_{i,j:j \sim i} D_L(x_i, x_j)^2 + \mu \sum_{k: y_i \neq y_k} [1 + D_L(x_i, x_j)^2 - D_L(x_i, x_k)^2]_+$$

where $W = L^T L$; $\mu > 0$; $y_i$ denotes the label for $x_i$; the notation $j \sim i$ indicates that $x_j$ is a “target neighbor” of $x_i$; and $[z]_+ = \max(z, 0)$ denotes the hinge loss.

Despite being somewhat more suited to the underlying $k$-NN objective, the LMNN objective still has some issues that could affect its performance. To begin, the set of
target neighbors are chosen at the onset based on the euclidean distance (in absence of a priori knowledge). Moreover as the metric is optimized, the set of “target neighbors” is not dynamically updated. There is no reason to believe that the original choice of neighbors based on the euclidean distance is optimal while the metric is updated. Yet another issue is that in LMNN the target neighbors are forced to be of the same class. In doing so it does not fully leverage the power of the $k$NN objective, which only needs a majority of points to have the correct label. Extensions of LMNN [71, 156] allow for non-linear metrics, but retain the same general flavor of constraints.

In Neighborhood Component Analysis (NCA) [50] a different kind of proxy for classification error is used: the piecewise-constant error of the $k$NN rule is replaced by a soft version. This leads to a non-convex objective that is optimized via gradient descent. To write the objective, we denote the probability that a point $x_i$ selects $x_j$ as its neighbor by $p_{ij}$. In this set up, the point $x_i$ will be assigned the class of point $x_j$. Given $W = L^T L$, we can define $p_{ij}$ as:

$$p_{ij} = \frac{\exp\left(-\|Lx_i - Lx_j\|_2^2\right)}{\sum_{k \neq i} \exp\left(-\|Lx_i - Lx_k\|_2^2\right)} \quad \text{and} \quad p_{ii} = 0 \quad (2.5)$$

The probability that a point will be correctly classified is then given by:

$$p_i = \sum_{x_j \in C_i} p_{ij} \quad (2.6)$$

where $C_i$ denotes the set of all points that have the same class as $x_i$. Finally, we can write the NCA objective (to be maximized) as follows:

$$Obj(L) = \sum_i \sum_{x_j \in C_i} p_{ij} \quad (2.7)$$

One of the features of NCA is that it trades off convexity for attempting to directly optimize for the choice of nearest neighbor. This issue of non-convexity was partly remedied in [49], by optimization of a similar stochastic rule while attempting to collapse each class to one point. While this makes the optimization convex, collapsing classes to distinct points is unrealistic in practice. Another recent extension of NCA [141] generalizes the stochastic classification idea to $k$NN classification with $k > 1$. Out of all the methods reviewed so far, $k$-NCA is the only method that comes closest to optimize directly for the $k$-NN task loss.

There is also a wide plethora of metric learning methods that optimize for some kind of ranking loss. We discuss two examples here. In Metric Learning to Rank (MLR)[107], the constraints involve all the points: the goal is to push all the correct matches in front of all the incorrect ones. The idea essentially is: given a query point and a metric parameterized by $W$ finding the distance with the database points should sort them in such a way that good neighbors end up in the front. While important for retrieval, this is again not the same as requiring correct classification. In addition to global optimization constraints on the rankings (such as mean average precision for target class), the authors allow localized evaluation criteria such as Precision at $k$, which can be used as a surrogate for classification accuracy for binary classification, but is a poor surrogate for
multi-way classification. Direct use of $k$NN accuracy in optimization objective is briefly mentioned in [107], but not pursued due to the difficulty in loss-augmented inference. This is because the interleaving technique of [67] that is used to perform inference with other losses based inherently on contingency tables, fails for the multiclass case (since the number of data interleavings could possibly be exponential). A similar approach is taking in [119], where the constraints are derived from triplets of points formed by a sample, correct and incorrect neighbors. Again, these are assumed to be set statically as an input to the algorithm, and the optimization focuses on the distance ordering (ranking) rather than accuracy of classification.

Before concluding, we must note that in this chapter we have not reviewed any of the deep metric learning techniques. This is because all such techniques that we are aware of are based on a flavour of loss as one of the above, with the only difference that the mapping of each point onto a metric space is done by a neural network. The focus and main novelty of the work presented in the next chapter lies in its loss as compared to the techniques discussed. Indeed, the function that is used to map the points to a suitable metric space is an orthogonal consideration.

Having considered a general background on the metric learning problem, along with various loss formulations that have been proposed to attack it, we now proceed to give a formulation that attempts to give a more direct proxy for $k$-NN classification.
In this chapter, we give a formulation for metric learning that facilitates a more direct attempt to optimize for the $k$-NN accuracy as compared to previous work. We also show that our formulation makes it natural to apply standard learning methods for structural latent support vector machines (SVMs) to the problem of supervised metric learning. While we test this approach for the case of Mahalanobis metric learning, as emphasized in the previous chapter, the focus here is on obtaining a better proxy for the $k$-NN loss rather than the nature of mapping.

To achieve our stated goal of formulating the metric learning problem such that it is more direct in optimizing for the underlying task: $k$-NN accuracy, we consider looking at the nearest neighbor problem a bit differently.

In the $k$NN prediction problem, given a query point and fixing the underlying metric, there is an implicit hidden variable: the choice of $k$ “neighbors”. The inference of the predicted label from these $k$ examples is trivial: by simple majority vote among the associated labels for classification, and by taking a weighted average in the case of regression. In the case of classification, given a query point, there can possibly exist a very large number of choices of $k$ points that might correspond to zero loss: any set of $k$ points with the majority of correct class will do. Whereas, in the case of regression, there can exist a very large number of choices of $k$ points that might correspond to a loss less than a tolerance parameter (since zero loss would be impossible in most scenarios). We would like a metric to “prefer” one of these “good” example sets over any set of $k$ neighbors which would vote for a wrong class (or in the case of regression correspond to a high loss). Note that to win, it is not necessary for the right class to account for all the $k$ neighbors – it just needs to get more votes than any other class. As the number of classes and the value of $k$ grow, so does the space of available good (and bad) example sets.

These considerations motivate our approach to metric learning. It is akin to the common, albeit negatively viewed, practice of gerrymandering in drawing up borders of election districts so as to provide advantages to desired political parties, e.g., by concentrating voters from that party or by spreading voters of opposing parties. In our case, the “districts” are the cells in the Voronoi diagram defined by the Mahalanobis metric, the “parties” are the class labels voted for by the neighbors falling in each cell, and the “desired winner” is the true label of the training points associated with the cell. This intuition is why we refer to our method as neighborhood gerrymandering in the title.

A bit more technically, we write $k$NN prediction as an inference problem with a structured latent variable being the choice of $k$ neighbors. Thus learning involves minimizing a sum of a structural latent hinge loss and a regularizer [12]. Computing structural
latent hinge loss involves loss-adjusted inference — one must compute loss-adjusted values of both the output value (the label) and the latent items (the set of nearest neighbors). The loss augmented inference corresponds to a choice of worst $k$ neighbors in the sense that while having a high average similarity they also correspond to a high loss (“worst offending set of $k$ neighbors”). Given the inherent combinatorial considerations, the key to such a model is efficient inference and loss augmented inference. We give an efficient algorithm for exact inference. We also design an optimization algorithm based on stochastic gradient descent on the surrogate loss. Our approach achieves $k$NN accuracy higher than state of the art for most of the data sets we tested on, including some methods specialized for the relevant input domains.

Figure 3.1: Illustration of objectives of LMNN (left) and our structured approach to “neighborhood gerrymandering” (right) for $k = 3$. The point $x$ of class blue is the query point. In LMNN, the target points are the nearest neighbors of the same class, which are points $a, b$ and $c$ (the circle centered at $x$ has radius equal to the farthest of the target points i.e. point $b$). The LMNN objective will push all the points of the wrong class that lie inside this circle out (points $e, f, h, i$, and $j$), while pushing in the target points to enforce the margin. On the other hand, for our structured approach (right), the circle around $x$ has radius equal to the distance of the farthest of the three nearest neighbors irrespective of class. Our objective only needs to ensure zero loss. This would be achieved by pushing in point $a$ of the correct class (blue) while pushing out the point having the incorrect class (point $f$). Note that two points of the incorrect class lie inside the circle ($e$, and $f$), both being of class red. However $f$ is pushed out and not $e$ since it is farther from $x$.

As stated toward the end of the previous chapter, although we initially restrict ourselves to learning a Mahalanobis distance in an explicit feature space, the formulation is easily extensible to nonlinear similarity measures such as those defined by nonlinear kernels, provided computing the gradients of similarities with respect to metric parameters is feasible. In such extensions, the inference and loss augmented inference steps remain unchanged. Our formulation can also naturally handle a user-defined loss matrix on labels rather than just a zero-one loss. We propose a series of extensions to the case of $k$NN regression, Asymmetric metric learning and the discriminative learning of Hamming distance in Chapter 4. The extension to regression seems particularly foreboding given that in this case the number of “classes” is uncountable. This is attacked by both modifying the objective suitably and presenting algorithms for inference and loss aug-
mented inference to give a suitable approximation that is shown to perform well on standard benchmarks.

### 3.1 Gerrymandering in Context

In chapter 2, we introduced the metric learning problem and discussed some canonical approaches to the problem. In this short section, we hark back to some of the approaches discussed there to put our framework in context.

1 **Clustering type objectives**: Such methods for learning the metric are exemplified by the work of Xing et al. [168]. In such approaches, “good” neighbors for a given query point are all points that have a similar label. The metric is learned so as to map all such “good” neighbors into a ball of fixed radius. However, the $k$-NN objective does not require such clustering behaviour for good performance. In that sense our approach is more direct in leveraging the $k$-NN objective.

2 **LMNN type objectives**: As discussed earlier, in LMNN type algorithms [157], for a query point, the “good” neighbors are a set of “target neighbors” which are a) predefined and b) are all of the same class. In a way, the role of “target neighbors” in LMNN is not quite unlike the “best correct set of $k$ neighbors” ($h$ in Section 3.3) in our method. Moreover, in LMNN type methods, the “target neighbors” are predefined based on the Euclidean metric and then fixed throughout learning. In our method, the set of “good” neighbors $h$ are dynamically updated as the metric is learned. Yet another departure in our approach to that of LMNN is that for good $k$-NN performance, we don’t need all the “good” neighbors to be of the same class. In our method we provide inference procedures that ensure leveraging the $k$-NN objective more directly by only focusing on having a majority of points to be of the correct class. This is also illustrated in an example in figure 3.1.

3 **NCA**: Our method is similar to NCA [50] type methods in that it also trades off convexity (details in Section 3.3) in order to directly optimize for the choice of nearest neighbor. However, traditional NCA type algorithms focus only on 1-NN. The work of [141] that generalizes [50] to instead focus on the right selection of $k$ nearest neighbors for classification is closest in spirit to our work, and as far as we are aware the only work attempts to optimize directly for the $k$-NN objective. Experimentally, we found our method gave superior performance.

4 **Ranking objectives**: The original inspiration for this work was metric learning to rank [107], which optimizes for a ranking objective. As discussed this is not the same as requiring correct classification. Moreover, as discussed the approach of [107] fails for the multiclass case given the inference used. We take a very different approach to loss augmented inference, using targeted inference and the classification loss matrix, and can easily extend it to arbitrary number of classes.

### 3.2 Discriminative Loss Minimization for Classification

In this section we formally set up the problem. Note that we first state the distance and similarity formulation in its full generality, to illustrate that it is more widely applicable,
and not just to the case of learning global linear projections. We then modify it to work
with the Mahalanobis distance that is eventually dealt with in the rest of this chapter,
and for which detailed experimentation is carried out.

### 3.2.1 Problem setup

We are given \(N\) training examples \(X = \{x_1, \ldots, x_N\}\), represented by a “native” feature
map, \(x_i \in \mathbb{R}^d\), and their class labels \(y = [y_1, \ldots, y_N]^T\), with \(y_i \in [R]\), where \([R]\) stands
for the set \(\{1, \ldots, R\}\). We are also given the loss matrix \(\Lambda\) with \(\Lambda(r, r')\) being the loss
incurred by predicting \(r'\) when the correct class is \(r\). We assume \(\Lambda(r, r) = 0\), and \(\forall (r, r'), \Lambda(r, r') \geq 0\).

Most generally, we are interested in squared distances defined as:

\[
D_W(x, x_i) = \| \Phi(x; W) - \Phi(x_i; W) \|_2^2
\]

(3.1)

Where \(\Phi(x; W)\) is a map (possibly non-linear), \(x \rightarrow \Phi(x)\), parameterized by \(W\). Let \(h \subset X\) be a set of examples in \(X\). For a given \(W\) we define the distance score of \(h\) w.r.t. a point \(x\) as

\[
S_W(x, h) = -\alpha \sum_{x_j \in h} \| \Phi(x; W) - \Phi(x_j; W) \|_2^2 + \beta
\]

(3.2)

where \(\alpha, \beta\) and \(K\) are constants. This formulation of the distance score permits use of
the dot product to measure similarity as well, as long as it is normalized to unit length.

For the rest of this chapter, we are interested in the Mahalanobis metrics

\[
D_W(x, x_i) = (x - x_i)^T W (x - x_i),
\]

(3.3)

which are parameterized by positive semidefinite \(d \times d\) matrices \(W\), which can be seen
as learning a linear map \(x \rightarrow Lx\) where \(W = L^T L\), while satisfying fixed constraints
(usually to optimize for \(k\)NN performance). For a given \(W\) we define the distance score
of \(h\) w.r.t. a point \(x\) as

\[
S_W(x, h) = -\sum_{x_j \in h} D_W(x, x_j)
\]

(3.4)

Hence, the set of \(k\) nearest neighbors of \(x\) in \(X\) is

\[
h_W(x) = \arg\max_{|h|=k} S_W(x, h).
\]

(3.5)

For the remainder of this discussion, we will assume that \(k\) is known and fixed. Note
that, from any set \(h\) of \(k\) examples from \(X\), we can predict the label of \(x\) by (simple)
majority vote:

\[
\hat{y}(h) = \text{majority}\{y_j : x_j \in h\},
\]

with ties resolved by a heuristic, e.g., according to 1NN vote. In particular, the \(k\)NN classifier predicts \(\hat{y}(h_W(x))\). Due to this deterministic dependence between \(\hat{y}\) and \(h\), we can define the classification loss incurred by a voting classifier when using the set \(h\) as

\[
\Delta(y, h) = \Lambda(y, \hat{y}(h)).
\]

(3.6)
3.3 LEARNING AND INFERENCE

One might want to learn $W$ to minimize training loss

$$\sum_i \Delta (y_i, h_W(x_i))$$

However, this fails due to the intractable nature of classification loss $\Delta$. We will follow the usual remedy: define a tractable surrogate loss.

While already discussed earlier, here we must note again that in our formulation, the output of the prediction is a structured object $h_W$, for which we eventually report the deterministically computed $\hat{y}$. Structured prediction problems usually involve loss which is a generalization of the hinge loss; intuitively, it penalizes the gap between score of the correct structured output and the score of the "worst offending" incorrect output (the one with the highest score and highest $\Delta$).

However, in our case, we have an additional complication in that there is no single correct output $h$, since in general many choices of $h$ would lead to correct $\hat{y}$ and zero classification loss: any $h$ in which the majority votes for the right class. Ideally, we want $S_W$ to prefer at least one of these correct $h$s over all incorrect $h$s.

This intuition leads to the following surrogate loss definition:

$$L(x, y, W) = \max_h [S_W(x, h) + \Delta(y, h)] - \max_{h: \Delta(y, h) = 0} S_W(x, h). \tag{3.7}$$

This is quite different in spirit from the notion of margin sometimes encountered in ranking problems where we want all the correct answers to be placed ahead of all the wrong ones. Here, we only care to put one correct answer on top; it does not matter which one, hence the max in (3.8).

3.4 STRUCTURED FORMULATION

Our choice of the loss $L$ was motivated by intuitive arguments for what might correspond to a better proxy for the underlying task of k-NN prediction. However, it turns out that our problem is an instance of a familiar type of problems: latent structured prediction [169], and thus our choice of loss can be shown to form an upper bound on the empirical task loss $\Delta$.

First, we note that the score $S_W$ can be written as

$$S_W(x, h) = \left\langle W, - \sum_{x_j \in h} (x - x_j)(x - x_j)^T \right\rangle, \tag{3.9}$$

where $\langle \cdot, \cdot \rangle$ stands for the Frobenius inner product. Defining the feature map

$$\Psi(x, h) \triangleq - \sum_{x_j \in h} (x - x_j)(x - x_j)^T, \tag{3.10}$$

we get a more compact expression $\langle W, \Psi(x, h) \rangle$ for (3.9).
Going a step further, we can encode the deterministic dependence between $y$ and $h$ by a so-called “compatibility” function

$$A(y, h) = \begin{cases} 
0 & \text{if } y = \hat{y}(h) \\
-\infty & \text{otherwise}
\end{cases}$$

This notion of compatibility allows us to write the joint inference of $y$ and (hidden) $h$ performed by $k$NN classifier as

$$\hat{y}_W(x), \hat{h}_W(x) = \text{argmax}_{h, y} [A(y, h) + \langle W, \Psi(x, h) \rangle].$$

(3.11)

This is the familiar form of inference in a latent structured model [44, 169] with latent variable $h$. So, notwithstanding the somewhat unusual property of our model where the latent $h$ completely determines the inferred $y$, we can show the equivalence to “normal” latent structured prediction.

### 3.4.1 Learning by gradient descent

We define the objective in learning $W$ as

$$\min_W \|W\|_F^2 + C \sum_i L(x_i, y_i, W),$$

(3.12)

where $\| \cdot \|_F^2$ stands for Frobenius norm of a matrix. The regularizer is convex, but as in other latent structured models, the loss $L$ is non-convex due to the subtraction of the max in (3.8). To optimize (3.12), one can use the convex-concave procedure (CCCP) [170] which has been proposed specifically for latent SVM learning [169]. However, CCCP tends to be slow on large problems. Furthermore, its use is complicated here due to the requirement that $W$ be positive semidefinite (PSD). This means that the inner loop of CCCP includes solving a semidefinite program, making the algorithm slower still. Instead, we opt for a much faster, and perhaps simpler, choice: stochastic gradient descent (SGD), described in Algorithm 1.

**Algorithm 1**: Stochastic gradient descent

**Input**: labeled data set $(X, Y)$, regularization parameter $C$, learning rate $\eta(\cdot)$

initialize $W^{(0)} = 0$

for $t = 0, \ldots$, while not converged do

sample $i \sim [N]$

$$\hat{h}_i = \text{argmax}_h [S_{W^{(t)}}(x_i, h) + \Delta(y_i, h)]$$

$$h_i^* = \text{argmax}_{h: \Delta(y_i, h) = 0} S_{W^{(t)}}(x_i, h)$$

$$\delta W = \left[ \frac{\partial S_{W^{(t)}}(x_i, \hat{h}_i)}{\partial W} - \frac{\partial S_{W^{(t)}}(x_i, h_i^*)}{\partial W} \right] \bigg|_{W^{(t)}}$$

$$W^{(t+1)} = (1 - \eta(t))W^{(t)} - C\delta W$$

project $W^{(t+1)}$ to PSD cone

---

1 We discuss other choices of regularizer in Section 3.6.
The SGD algorithm requires solving two inference problems ($\hat{h}$ and $h^*$), and computing the gradient of $S_W$ which we address below.\(^2\)

**Algorithm 2 : Targeted inference**

**Input :** $x$, $W$, target class $y$, $\tau \triangleq [\text{ties forbidden}]$

**Output :** $\arg\max_{h : \hat{y}(h) = y} S_W(x)$

Let $n^* = \left\lceil \frac{k + \tau (R - 1)}{R} \right\rceil$ // min. required number of neighbors from $y$

$h := \emptyset$

for $j = 1, \ldots, n^*$ do

$h := h \cap \arg\min_{x : y_i = y, i \notin h} D_W(x, x_i)$

end for

for $l = n^* + 1, \ldots, k$ do

define $#(r) \triangleq |\{i : x_i \in h, y_i = r\}|$ // count selected neighbors from class $r$

$h := h \cap \arg\min_{x : y_i = y, or \#(y_i) < \#(y) - \tau, i \notin h} D_W(x, x_i)$

end for

return $h$

### 3.4.1 Targeted inference of $h^*_i$

Here we are concerned with finding the highest-scoring $h$ constrained to be compatible with a given target class $y$. We give an $O(N \log N)$ algorithm in Algorithm 2. Proof of its correctness and complexity analysis is in section 3.4.1.4.

The intuition behind Algorithm 2 is as follows. For a given combination of $R$ (number of classes) and $k$ (number of neighbors), the minimum number of neighbors from the target class $y$ required to allow (although not guarantee) zero loss, is $n^*$ (see Proposition 1 in section 3.4.1.4). The algorithm first includes $n^*$ highest scoring neighbors from the target class. The remaining $k - n^*$ neighbors are picked by a greedy procedure that selects the highest scoring neighbors (which might or might not be from the target class) while making sure that no non-target class ends up in a majority.

When using Alg. 2 to find an element in $H^*$, we forbid ties, i.e. set $\tau = 1$.

### 3.4.1.2 Loss augmented inference $\hat{h}_i$

Calculating the max term in (3.7) is known as loss augmented inference. We note that

$$
\max_{h'} \langle W, \Psi(x, h') \rangle + \Delta(y, h') = \max_{y'} \left\{ \max_{h' \in H^*(y')} \langle W, \Psi(x, h') \rangle + \Lambda(y, y') \right\}
$$

which immediately leads to Algorithm 3, relying on Algorithm 2. The intuition: perform targeted inference for each class (as if that were the target class), and the choose the set of neighbors for the class for which the loss-augmented score is the highest. In this case, in each call to Alg. 2 we set $\tau = 0$, i.e., we allow ties, to make sure the argmax is over all possible $h$’s.

\(^2\) We note that both inference problems over $h$ are done in leave one out settings, i.e., we impose an additional constraint $i \notin h$ under the argmax, not listed in the algorithm explicitly.
Algorithmus 3: Loss augmented inference

**Input:** \( x, W, \text{target class } y \)

**Output:** \( \arg\max_h \left[ S_W(x, h) + \Delta(y, h) \right] \)

**for** \( r \in \{1, \ldots, R\} \) **do**

\( h^{(r)} := h^*(x, W, r, 1) \)  // using Alg. 2

Let \( \text{Value}(r) := S_W(x, h^{(r)}), + \Lambda(y, r) \)

Let \( r^* = \arg\max_r \text{Value}(r) \)

**return** \( h^{(r^*)} \)

---

Figure 3.2: Inference as packing \( k \) neighbors with smallest distance while ensuring correct vote. For more details see sections 3.4.1 and 3.4.1.3

3.4.1.3 Some more intuition behind inference procedures

While in the previous section we have provided inference procedures and section 3.4.1.4 contains the analysis and proof of correctness, in this section we briefly provide more intuition. We can view of inference in this model as wanting to pack \( k \) neighbors with the smallest distance, while ensuring the correct vote. For instance, suppose we want \( k \leq k' \) neighbors from a target class. In that case, we start with \( k' \) nearest neighbors from the target class, and then proceed in the order of decreasing distance. While doing so, we also pick neighbors from the wrong class, but such that we also ensure that do not let any class have \( \geq k' \) points. This is then done for all feasible values of \( k' \), and from this we select the best set. This is illustrated further in figure 3.2

3.4.1.4 Analysis and Proof of correctness of Algorithm 2

First of all it is easy to see that Algorithm 2 terminates. There are \( k - n^* \) iterations after initialization (of the first \( n^* \) points) and this amounts to at most a linear scan of \( X \). We need \( O(N \log N) \) time to sort the data and then finding \( h^* \) involves \( O(N) \), thus the algorithm runs in time \( O(N \log N) \).

We need to prove that the algorithm returns \( h^* \) as defined earlier. First, we establish the correctness of setting \( n^* \):
Proposition 1. Let $R$ be the number of classes, and let $\#(h, y)$ be the count of neighbors from target class $y$ included in the assignment $h$. Then, $\Delta(y^*, h) = 0$ only if $\#(h, y^*) \geq n^*$, where

$$n^* = \begin{cases} \left\lceil \frac{k + R - 1}{R} \right\rceil & \text{if ties not allowed,} \\ \left\lceil \frac{k}{R} \right\rceil & \text{if ties allowed.} \end{cases}$$

We prove it below for the case with no ties; the proof when ties are allowed is very similar.

Proof. Suppose by contradiction that $\Delta(y^*, h) = 0$ and $\#(h, y^*) \leq \left\lceil \frac{k + R - 1}{R} \right\rceil - 1$. Then, since no ties are allowed, for all $y \neq y^*$, we have $\#(h, y) \leq \left\lceil \frac{k + R - 1}{R} \right\rceil - 2$, and

$$\sum_y \#(h, y) \leq (R - 1) \left( \left\lceil \frac{k + R - 1}{R} \right\rceil - 2 \right) \quad (3.14)$$

$$+ \left\lceil \frac{k + R - 1}{R} \right\rceil - 1 \quad (3.15)$$

$$< k, \quad (3.16)$$

a contradiction to $|h| = k$. \hfill \Box

Next, we prove that the algorithm terminates and produces a correct result. For the purposes of complexity analysis, we consider $R$ (but not $k$) to be constant, and number of examples from each class to be $O(N)$.

Claim 1. Algorithm 2 terminates after at most $O((N + k) \log N)$ operations and produces an $h$ such that $|h| = k$.

Proof. The elements of $X$ can be held in $R$ priority queues, keyed by $D_W$ values, one queue per class. Construction of this data structure is an $O(N \log N)$ operation, carried out before the algorithm starts. To initialize $h$ with $n^*$ values, the algorithm retrieves $n^*$ top elements from the priority queue for class $y^*$. An $O(n^* \log N)$ operation. Then, for each of the iterations over $l$, the algorithm needs to examine at most one top element from $R$ queues, which costs $O(\log N)$; each such iteration increases $|h|$ by one. Thus after $k - n^*$ iterations $|h| = k$; the total cost is thus $O(k \log N)$. Combined with the complexity of data structure construction mentioned above, this concludes the proof. \hfill \Box

Note that for typical scenarios in which $N \gg k$, the cost will be dominated by the $N \log N$ data structure setup.

Claim 2. Let $h^*$ be returned by Algorithm 2. Then,

$$h^* = \argmax_{h:|h|=k, \Delta(y^*, h)=0} S_W(x, h), \quad (3.17)$$

i.e., the algorithm finds the highest scoring $h$ with total of $k$ neighbors among those $h$ that attain zero loss.
Proof. From Proposition 1 we know that if \( \#(h, y) < n^* \), then \( h \) does not satisfy the \( \Delta(x, h) = 0 \) condition. |h| \( \geq n^* \) to (3.17) without altering the definition.

We will call \( h \) “optimal for \( l \)” if

\[
|h| = n^* + l, \quad \#(y, h) \geq n^*, \quad \Delta(y^*, h) = 0
\]

We now prove by induction over \( l \) that this property is maintained through the loop over \( l \) in the algorithm.

Let \( h(l) \) denote choice of \( h \) after \( j \) iterations of the loop, i.e., \( |h| = n^* + j \). Suppose that \( h(l-1) \) is optimal for \( l - 1 \). Now the algorithm selects \( x_a \in X \), such that \( x_a = \text{argmin}_{x_i} D_W(x, x_i) \).

Suppose that \( h(l) \) is not optimal for \( l \). Then there exists an \( x_b \in X \) for which \( D_W(x, x_b) < D_W(x, x_a) \) such that picking \( x_b \) instead of \( x_a \) would produce \( h \) optimal for \( l \). But \( x_b \) is not picked by the algorithm; this can only happen if conditions on the argmin in (3.18) are violated, namely, if \( \#(y_b) = \#(y) - \tau \); therefore picking \( x_b \) would violate conditions of optimality of \( h(l) \), and we get a contradiction.

It is also clear that after initialization with \( k \) highest scoring neighbors in \( y^* \), \( h \) is optimal for \( l = 0 \), which forms the base of induction. We conclude that \( h(k-n^*) \), i.e. the result of the algorithm, is optimal for \( k - n^* \), which is equivalent to definition in (3.17).

\( \square \)

3.4.1.5 Gradient update

Finally, we need to compute the gradient of the distance score. Since it is linear in \( W \) as shown in (3.9), we have

\[
\frac{\partial S_W(x, h)}{\partial W} = \Psi(x, h) = -\sum_{x_i \in h} (x - x_i)(x - x_i)^T.
\] (3.19)

Thus, the update in Alg 1 has a simple interpretation, illustrated in Fig 3.1. For every \( x_i \in h^* \setminus \hat{h} \), it “pulls” \( x_i \) closer to \( x \). For every \( x_i \in \hat{h} \setminus h^* \), it “pushes” it farther from \( x \); these push and pull refer to increase/decrease of Mahalanobis distance under the
updated \( W \). Any other \( x_i \), including any \( x_i \in h^* \cap \hat{h} \), has no influence on the update. This is a difference of our approach from LMNN, MLR etc. This is illustrated in Figure 3.1. In particular \( h^* \) corresponds to points \( a, c \) and \( e \), whereas \( \hat{h} \) corresponds to points \( c, e \) and \( f \). Thus point \( a \) is pulled while point \( f \) is pushed.

Since the update does not necessarily preserve \( W \) as a PSD matrix, we enforce it by projecting \( W \) onto the PSD cone, by zeroing negative eigenvalues. Note that since we update (or “downdate”) \( W \) each time by matrix of rank at most \( 2k \), the eigendecomposition can be accomplished more efficiently than the naïve \( O(d^3) \) approach, e.g., as in [139].

Using first order methods, and in particular gradient methods for optimization of non-convex functions, has been common across machine learning, for instance in training deep neural networks. Despite lack (to our knowledge) of satisfactory guarantees of convergence, these methods are often successful in practice; we will show in the next section that this is true here as well. However, care should be taken to ensure validity of the method, and we discuss this briefly before reporting on experiments.

A given \( x \) imposes a Voronoi-type partition of the space of \( W \) into a finite number of cells; each cell is associated with a particular combination of \( \hat{h}(x) \) and \( h^*(x) \) under the values of \( W \) in that cell. The score \( S_W \) is differentiable (actually linear) on the interior of the cell, but may be non-differentiable (though continuous) on the boundaries. Since the boundaries between a finite number of cells form a set of measure zero, we see that the score is differentiable almost everywhere.

### 3.5 Experiments

We compare the error of \( k \)NN classifiers using metrics learned with our approach to that with other learned metrics. For this evaluation we replicate the protocol in [71], using the seven data sets in Table 3.1. For all data sets, we report error of \( k \)NN classifier for a range of values of \( k \); for each \( k \), we test the metric learned for that \( k \). Competition to our method includes Euclidean Distance, LMNN [157], NCA, [50], ITML [30], MLR [107] and GB-LMNN [71]. The latter learns non-linear metrics rather than Mahalanobis.

For each of the competing methods, we used the code provided by the authors. In each case we tuned the parameters of each method, including ours, in the same cross-validation protocol. We omit a few other methods that were consistently shown in literature to be dominated by the ones we compare to, such as \( \chi^2 \) distance, MLCC, M-LMNN. We also could not include \( \chi^2 \)-LMNN since code for it is not available; however published results for \( k = 3 \) [71] indicate that our method would win against \( \chi^2 \)-LMNN as well.

Isolet and USPS have a standard training/test partition, for the other five data sets, we report the mean and standard errors of 5-fold cross validation (results for all methods are on the same folds). We experimented with different methods for initializing our method (given the non-convex objective), including the euclidean distance, all zeros etc. and found the euclidean initialization to be always worse. We initialize each fold with either the diagonal matrix learned by ReliefF [75] (which gives a scaled euclidean distance) or all zeros depending on whether the scaled euclidean distance obtained using ReliefF was better than unscaled euclidean distance. In each experiment, \( x \) are
scaled by mean and standard deviation of the training portion. The value of $C$ is tuned on a 75%/25% split of the training portion. Results using different scaling methods are also reported.

Our SGD algorithm stops when the running average of the surrogate loss over most recent epoch no longer decreases substantially, or after max. number of iterations. We use learning rate $\eta(t) = 1/t$.

The results show that our method dominates other competitors, including non-linear metric learning methods, and in some cases achieves results significantly better than those of the competition. The results for the initialization and set-up mention above are illustrated in table 3.1, as well as figure 3.4.

3.5.1 Runtimes using different methods

Here we include the training times in seconds for one fold of each dataset. These timings are for a single partition, for optimal parameters for $k = 7$. These experiments were run on a 12-core Intel Xeon E5-2630 v2 @ 2.60GHz and are reported in 3.2. We notice that the approach, while competitive is quite slow due to exact inference and loss augmented
### 3.5 Experiments

| Dataset | Isolet | USPS | letters | DSLR | Amazon | Webcam | Caltech |
|---------|--------|------|---------|------|--------|--------|---------|
| $d$     | 170    | 256  | 16      | 800  | 800    | 800    | 800     |
| $N$     | 7797   | 9298 | 20000   | 157  | 958    | 295    | 1123    |
| $C$     | 26     | 10   | 26      | 10   | 10     | 10     | 10      |
| Euclidean | 8.66  | 6.18 | 4.79 ±0.2 | 75.20 ±3.0 | 60.13 ±1.9 | 56.27 ±2.5 | 80.5 ±4.6 |
| LMNN    | 4.43   | 5.48 | 3.26 ±0.1 | 24.17 ±4.5 | 26.72 ±2.1 | 15.59 ±2.2 | 46.93 ±3.9 |
| GB-LMNN | 4.13   | 5.48 | 2.92 ±0.1 | 21.65 ±4.8 | 26.72 ±2.1 | 13.56 ±1.9 | 46.11 ±3.9 |
| MLR     | 6.61   | 8.27 | 14.25 ±5.8 | 36.93 ±2.6 | 24.01 ±1.8 | 23.05 ±2.8 | 46.70 ±3.4 |
| ITML    | 7.89   | 5.78 | 4.97 ±0.2 | 19.07 ±4.9 | 33.83 ±3.3 | 13.22 ±4.6 | 48.78 ±4.5 |
| 1-NCA   | 6.16   | 5.23 | 4.71 ±2.2 | 31.90 ±4.9 | 30.27 ±1.3 | 16.27 ±1.5 | 46.66 ±1.8 |
| k-NCA   | 4.45   | 5.18 | 3.13 ±0.4 | 21.13 ±4.3 | 24.31 ±2.3 | 13.19 ±1.3 | 44.56 ±1.7 |
| ours    | 4.87   | 5.18 | 2.32 ±0.1 | 17.18 ±47 | 21.34 ±2.5 | 10.85 ±3.1 | 43.37 ±2.4 |

**Table 3.1:** $k$NN errors for $k=3, 7$ and 11. Features were scaled by z-scoring.

Inference, each of which are expensive steps. The run time increases linearly both in the number of classes as well as $k$. 

Table 3.2: Comparison of runtimes

| Dataset | DSLR | Caltech | Amazon  | Webcam | Letters | USPS  | Isolet |
|---------|------|---------|---------|--------|---------|-------|--------|
| LMNN    | 358.11 | 182.1  | 1545.1  | 518.7  | 179.77  | 782.66 | 1762.1 |
| GB-LMNN | 410.13 | 1976.4 | 1680.9  | 591.29 | 272.87  | 3672.9 | 2882.6 |
| MLR     | 4.93  | 124.42 | 88.96   | 85.02  | 838.13  | 1281  | 33.20  |
| MLNG    | 413.36 | 1027.6 | 2157.2  | 578.74 | 6657.3  | 3891.7 | 3668.9 |

3.5.2 Experimental results using different feature normalizations

For the sake of completeness, we also experimented with different feature normalization other than z-scoring to see if it impacted the results significantly. Somewhat surprisingly, we did notice a deterioration in performance when no feature normalization was done. We report the results for the case of no feature normalization, for the same competition in table 3.4. We also ran the same set of experiments for the case when we did histogram normalization. In this case obviously, we could only run experiments in the case of 4 datasets: DSLR, Amazon, Webcam and Caltech, which allowed for such normalization. Results for experiments with such a feature normalization are reported in table 3.3.

3.6 Conclusion and summary of work

In this part of the dissertation we proposed a formulation of the metric learning for \( k \)NN classifier as a structured prediction problem, with discrete latent variables representing the selection of \( k \) neighbors. We also provided efficient algorithms for exact inference in this model, including for loss augmented inference. While proposed in the context of metric learning, these procedures might be of wider interest. We also devised a stochastic gradient descent based procedure for learning in this model. The proposed approach allows us to learn a Mahalanobis metric with an objective which is a more direct proxy for the stated goal (improvement of classification by \( k \)NN rule) than previously proposed similarity learning methods. Our learning algorithm is simple yet efficient, converging on all the data sets we have experimented with in run-times significantly lesser or comparable than other methods, such as LMNN and MLR.

We used the Frobenius norm as the choice of the regularizer in our experiments. This was motivated by the intuition of wanting to do capacity control but without biasing our model towards any particular form. In our experiments, we have also experiments with other schemes for regularization such as using the trace norm of \( W \) and the shrinkage towards Euclidean distance, \( \|W - I\|_F^2 \), but found both to be inferior to \( \|W\|_F^2 \). Our suspicion for such behavior is that often the optimal matrix that parameterizes the distance function i.e. \( W \) corresponds to a highly anisotropic scaling of data dimensions, and thus an initial bias towards \( I \) may be unhealthy.

The results in this section of the dissertation are restricted to learning the Mahalanobis metric, which is an appealing choice for a number of reasons. In particular, learning such metrics is equivalent to learning linear embedding of the data, allowing very efficient
### Table 3.3: kNN error, for $k=3$, 7 and 11

Mean and standard deviation are shown for data sets on which 5-fold partition was used. These experiments were done after histogram normalization. Best performing methods are shown in bold. Note that the only non-linear metric learning method in the above is GB-LMNN.

Methods for metric search. As mentioned in section 3.2, we can consider more general notions of distance:

$$D_W(x, x_i) = \|\Phi(x; \mathcal{W}) - \Phi(x_i; \mathcal{W})\|_2^2$$
### Table 3.4: kNN error for k = 3, 7 and 11. No feature scaling was applied in these experiments. Mean and standard deviation are shown for data sets on which 5-fold partition was used. Best performing methods are shown in bold. Note that the only non-linear metric learning method in the above is GB-LMNN.

Where $\Phi(x; W)$ is a map (possibly non-linear), $x \rightarrow \Phi(x)$, parameterized by $W$.

In such cases, learning $S$ when the map is non-linear can be seen as optimizing for a kernel with discriminative objective of improving kNN performance. Such a model
would be more expressive, and using methods for automatic differentiation should be straightforward to optimize.

In the next chapter of this dissertation, we explore some extensions of this approach. First, we consider the case when the query and database point are mapped to different subspaces. This was inspired by the work of Neyshabur et al. on asymmetric hashing [114] [115]. Next, we leverage the objective for the discriminative learning of Hamming distance, which gives us compact binary representations for fast retrieval. Lastly, we modify the inference procedures to make the approach amenable to learn suitable metrics for the (harder) case of $k$-NN regression.
EXTENSIONS

OUTLINE
The main contribution of the Neighborhood Gerrymandering method was primarily in its loss and inference procedures; its use for Mahalanobis metric learning being just one use case. In this chapter this wider applicability is demonstrated in three different settings: Asymmetric similarity learning, metric learning when the labels are continuous and finally learning compact binary codes that are similarity sensitive in Hamming space.

In the previous chapter, the problem of metric learning for $k$-NN classification was formulated as a large margin structured prediction problem, with the choice of neighbors represented by discrete latent variables. Efficient algorithms for exact inference and loss-augmented inference in this model (dubbed as neighborhood gerrymandering) were provided, and it was argued; with supporting experiments, that this formulation gave a more direct proxy for nearest neighbor classification as compared to prior art in metric learning. It was also noted that while the method was only tested in the case of learning Mahalanobis distances for points living in an explicit feature space, the methodology was more generally applicable.

To impress upon this point, we again consider the distance computation that might be used:

$$D_W(x, x_i) = \|\Phi(x; W) - \Phi(x_i; W)\|_2^2$$  \hspace{1cm} (4.1)

Note that there is considerable freedom in choosing the map $\Phi(x; W)$, and while the experiments reported in Chapter 3 were specifically for the Mahalanobis distance i.e. $x \rightarrow Lx$ such that $L^T L = W \succeq 0$, the map $x \rightarrow \Phi(x; W)$ could be non-linear, with $W$ representing the parameters of a deep neural network. With the same structured formulation, the procedures for inference and loss-augmented inference would remain the same, and the optimization would involve training a Siamese-like network while optimizing the gerrymandering objective. This direction was explored by dissertation author, however, in this chapter we present work on three somewhat different directions.

1 Asymmetric Similarity Computation: Note that in equation 4.1, the query point $x$ and the database point $x_i$ involve the same transformation parameterized by $W$. But it is clear that this need not be the case, indeed, we might modify 4.1 to the following form:

$$D_W(x, x_i) = \|\Phi(x; W) - \Phi'(x_i; W')\|_2^2$$  \hspace{1cm} (4.2)

while ensuring that $\Phi$ and $\Phi'$ maps to the same metric space i.e. $\Phi, \Phi' : \mathbb{R}^d \rightarrow \mathbb{R}^p$. In particular, we work with linear transformations: we transform the query point as $x \rightarrow Ux$, and the database point as $x \rightarrow Vx$, with $U, V \in \mathbb{R}^{d \times d}$. This approach, its motivation and empirical validation is discussed in section 4.1.
2 Similarity Computation in Hamming Space: As discussed in chapter 2, nearest neighbor methods are limited by two factors: first, the choice of the metric defining “nearest”, and second, efficient indexing facilitating fast retrieval from large datasets. In chapter 3, as well as in sections 4.1 and 4.3, we only focus on the former. The latter, however, is important for the success of nearest neighbor methods as well. This is often done by generating compact binary codes for the data in either a supervised or unsupervised fashion. In section 4.2 we discuss an approach that generates binary codes while optimizing for the nearest neighbor performance in Hamming space using the gerrymandering objective. In particular, \( \Phi : \mathbb{R}^d \to \mathcal{H} \), where \( \mathcal{H} \) is the Hamming space, containing \( 2^c \) binary codes of length \( c \). The Hamming space is endowed with a metric, the Hamming distance, which implies that with a good choice of \( \Phi \), we can use the same inference procedures as in chapter 3 to optimize for binary codes such that the nearest neighbor classification performance in Hamming space is improved.

3 Metric Learning with Continuous Labels: In preceding discussions we have worked with an instance space \((\mathcal{X}, d)\), which is a metric space, and a discrete label space \( \mathcal{Y} \in \mathbb{Z}_+ \). We assume an unknown, smooth function \( f : \mathcal{X} \to \mathcal{Y} \), and try to optimize for the metric such that accuracy of the \( k \)-nearest neighbor classifier is improved. We now change tack and work with the case when the labels are not discrete i.e. \( \mathcal{Y} \in \mathbb{R} \). Therefore, the problem becomes that of optimizing for a metric such that \( k \)-nearest neighbor regression performance improves. This problem is also somewhat different than the previous two in that the inference and loss-augmented inference procedures, which worked for discrete labels, are no longer directly applicable. Thus we need to suitably modify them in order to make inference tractable. This approach is discussed further in section 4.3.

In the following three sections, we develop the ideas outlined above in detail.

4.1 ASYMMETRIC METRIC LEARNING

Recall that for some \( W \succeq 0 \), we could factorize it as \( W = L^T L \). Thus, the squared distance may be written as:

\[
D_W(x, x_i) = (x - x_i)^T W (x - x_i) = \| L x - L x_i \|_2^2 = (L x - L x_i)^T (L x - L x_i)
\]  (4.3)

We can thus think of the metric learning problem as learning the same projection matrix \( L \) for both the query (denoted \( x \)) and the database points (denoted \( x_i \)). In this section, we instead consider the following alternative formulation instead:

\[
D_W(x, x_i) = \| U x - V x_i \|_2^2 = (U x - V x_i)^T (U x - V x_i)
\]  (4.4)

In this formulation, all the points are not subject to the same global transformation: the query and the database points are (linearly) projected separately, thus making the distance computation asymmetric.

The above (Eq. 4.4) may be rewritten as follows:
\[ D_W(x, x_i) = \begin{bmatrix} x & x_i \end{bmatrix} \begin{bmatrix} U^T U & -U^T V \\ -V^T U & V^T V \end{bmatrix} \begin{bmatrix} x \\ x_i \end{bmatrix} \] (4.5)

Therefore, the problem of learning U and V as specified in the similarity computation of 4.4 is equivalent to learning a matrix \( W \in \mathbb{R}^{2d \times 2d} \) such that \( W \preceq 0 \), with

\[
W = \begin{bmatrix} U^T U & -U^T V \\ -V^T U & V^T V \end{bmatrix}
\]

We will return to the formulation of the metric learning problem in this setting in the next section. But before doing so, it perhaps might be pertinent to point out the motivation for this approach.

The idea of subjecting the query and database points to different projections was inspired by work on hashing [114] [115], and was explored by the dissertation author [146] with the first author of [114][115], immediately after the publication of [147]. The main (and somewhat counterintuitive) message of [115] was the following: Usually, the similarity \( S(x, x_i) \) for query point \( x \) and database point \( x_i \), is approximated by the Hamming distance between the outputs of the same hash function \( f(x) \) and \( f(x_i) \), for some \( f \in \{\pm 1\}^k \). Now, instead of using the same hash function for both the query and database points, suppose two distinct functions \( f(x) \) and \( g(x_i) \) were used instead, then, even in cases where the target similarity happens to be symmetric, this asymmetry in the similarity computation affords representational advantages and reduces code length. Thus a natural question to consider was to see if asymmetry offered any advantages in the case of discriminative metric learning as well. With this brief background on the motivation, we now proceed to formulate the problem using the gerrymandering formalism described in the previous chapter.

4.1.1 Formulation

Coming back to the distance computation in equations 4.4 and 4.5: given \( U, V \in \mathbb{R}^{d \times d} \), for any \( h \subset X \) with \( |h| = k \), we can define the similarity between \( x \) and \( h \) in direct analogy with that in the previous chapter:

\[ S_{U,V}(x, h) = -\sum_{x_i \in h} (Ux - VX)^T(Ux - VX) \] (4.6)

Likewise, we can use the above measure of similarity to define the following surrogate loss for k-NN classification:

\[
L(x, y, \{U, V\}) = \max_h [S_{U,V}(x, h) + \Delta(y, h)] - \max_{h:\Delta(y, h)=0} S_{U,V}(x, h)
\] (4.7)

Given the loss formulation, we are now left with an appropriate penalty for capacity control. While there are many options to consider, a natural choice is to penalize for the Frobenius norm of the full matrix \( W \). The objective then becomes:

\[
\min_{U,V} ||W||_F + C \sum_i L(x_i, y_i, \{U, V\})
\] (4.8)
The derivatives of the loss and the regularizer with respect to $U$ (query gradient) and $V$ (database gradient) are worked out to be:

\[
\frac{\partial S_{U,V}(x,h)}{\partial U} = -2 \left( \sum_{x_i \in h} U(x_i x_i^T) - (V x_i) x_i^T \right)
\]
(4.9)

\[
\frac{\partial S_{U,V}(x,h)}{\partial V} = -2 \left( \sum_{x_i \in h} V(x_i x_i^T) - (U x_i) x_i^T \right)
\]
(4.10)

\[
\frac{\partial \|W\|_F}{\partial U} = 2(U U^T)U + 4(V V^T)U
\]
(4.11)

\[
\frac{\partial \|W\|_F}{\partial V} = 2(V V^T)V + 4(U U^T)V
\]
(4.12)

Other possibly well motivated regularizers (that were also tried during experimentation) are $\|U^T U\|_F$ or $\|U\|_F$ in the update equation for $U$ and $\|V^T V\|_F$ or $\|V\|_F$ in the update equation for $V$.

4.1.2 Optimization

With all the machinery stated and out of the way, we are finally in a position to write how an iteration of the learning algorithm proceeds. Each iteration $t$ of the algorithm consists of three steps:

a. Targeted inference of $h_i^*$ for each sample $x_i$:

\[
h_i^* = \arg\max_{h: \Delta(y_i,h) = 0} S_{U^{(t)},V^{(t)}}(x_i,h)
\]
(4.13)

This can be done by algorithm 2 in time $O(N \log N)$, but with the slight modification of using equation 4.6 for the similarity computation instead.

b. Loss augmented inference of $\hat{h}_i$ for each sample $x_i$:

\[
\hat{h}_i = \arg\max_h \left[ S_{U^{(t)},V^{(t)}}(x_i,h) + \Delta(y_i,h) \right]
\]
(4.14)

This can be done by algorithm 3, again by using 4.6 for the similarity instead.

c. Gradient updates for $U$ and $V$.

\[
U^{(t+1)} = U^{(t)} - \eta^{(t)} \left[ \frac{\partial S_{U,V}(x,\hat{h}_i)}{\partial U} - \frac{\partial S_{U,V}(x,h_i^*)}{\partial U} + 2(U U^T)U + 4(V V^T)U \right]
\]
\[
V^{(t+1)} = V^{(t)} - \eta^{(t)} \left[ \frac{\partial S_{U,V}(x,\hat{h}_i)}{\partial V} - \frac{\partial S_{U,V}(x,h_i^*)}{\partial V} + 2(V V^T)V + 4(U U^T)V \right]
\]
4.1.3 Experiments and Conclusion

The experimental setup is the same as in 3.5: We consider the same datasets, replicate the protocol in [71], consider the same test train splits, cross validation procedure and report $k$-NN errors for $k = 3, 7, 11$ for different methods on exactly the same folds. However, we do not repeat the experiments for different feature normalizations other than $z$-scoring, as they were consistently found to not help. This was also reflected in the results reported in 3.5. Therefore the numbers reported in 4.1 are identical to that in 3.1, except for the last column.

The only difference as compared to 3.5 is that the initialization using ReliefF [75] was done such that $U$ and $V$ were initialized to the same diagonal matrix; with the diagonal elements being the square-root of the weights obtained by using ReliefF. The experiments show no clear trend, although one thing is clear: there is marginal improvement over [147], and at least the results obtained by using the asymmetric distance as consistently better than the other methods in the competition. These results demonstrate that using this asymmetric similarity metric in conjunction with the gerrymandering formulation did slightly better than the case where the distance computation was symmetric.

4.2 Hamming Distance Metric Learning

As discussed earlier, performance of nearest neighbor classification methods are often limited by two factors:

1. Computational cost of searching for nearest neighbors in a large database.
2. The choice of the underlying metric that defines “nearest”.

In preceding discussions in this dissertation, we have exclusively focused on addressing (2): the choice of metric. In this chapter we turn our attention to (1), while still maintaining the flavor of solutions that were used to address (2).

The cost searching for nearest neighbors is usually addressed by efficient indexing and searching for approximate nearest neighbors instead (see [3, 9, 29, 64, 90] and references therein). The motivation for some such methods is simple: Usually for some task, approximate nearest neighbors rather than exact nearest neighbors should be good enough, assuming the data is well behaved. Relaxing the requirement for exact nearest neighbors can allow for sub-linear time search, which can be substantial for extremely large dataset sizes.

Yet another (but related to the above) approach is instead searching in Hamming space. That is, the data is projected onto a (potentially) lower dimensional Hamming space, where fast exact or approximate nearest neighbor search might be carried out. Needless to say, the embeddings generated must reflect some properties of the data. To this end, the original work on Locality Sensitive Hashing [29, 64], the codes were found using random projections, such that two points in the Hamming space were likely to be close if they were close in the original feature space. It has been observed that while random projections generate codes that are faithful to the pairwise distance, the code lengths can become prohibitively large.
$$k = 3$$

| Dataset | Isolet | USPS | letters | DSLR | Amazon | Webcam | Caltech |
|---------|--------|------|---------|------|--------|--------|---------|
| d       | 170    | 256  | 16      | 800  | 800    | 800    | 800     |
| N       | 7797   | 9298 | 20000   | 157  | 958    | 295    | 1123    |
| C       | 26     | 10   | 26      | 10   | 10     | 10     | 10      |
| Euclidean | 8.66  | 6.18 | 4.79 ±0.2 | 75.20 ±3.0 | 60.13 ±1.9 | 56.27 ±2.5 | 80.5 ±4.6 |
| LMNN [157] | 4.43  | 5.48 | 3.26 ±0.1 | 24.17 ±4.5 | 26.72 ±2.1 | 15.59 ±2.2 | 46.93 ±3.9 |
| GB-LMNN [71] | 4.13  | 5.48 | 2.92 ±0.1 | 21.65 ±4.8 | 26.72 ±2.1 | 13.56 ±1.9 | 46.11 ±3.9 |
| MLR [107] | 6.61  | 8.27 | 14.25 ±5.8 | 36.93 ±2.6 | 24.01 ±1.8 | 23.05 ±2.8 | 46.76 ±3.4 |
| ITML [30] | 7.89  | 5.78 | 4.97 ±0.2 | 19.07 ±4.9 | 33.83 ±3.3 | 13.22 ±4.6 | 48.78 ±4.5 |
| t-NCA [50] | 6.16  | 5.23 | 4.71 ±2.2 | 31.90 ±4.9 | 30.27 ±1.3 | 16.27 ±1.5 | 46.66 ±1.8 |
| k-NCA     | 4.45  | 5.18 | 3.13 ±0.4 | 21.13 ±4.3 | 24.31 ±2.3 | 13.19 ±1.3 | 44.56 ±1.7 |
| MLNG [147] | 4.87  | 5.18 | 2.32 ±0.1 | 17.18 ±4.7 | 21.34 ±2.5 | 10.85 ±3.4 | 43.37 ±2.4 |
| Asym-MLNG | 4.65  | 5.17 | 2.39 ±0.1 | 19.01 ±3.6 | 23.45 ±1.9 | 10.53 ±4.7 | 43.6 ±2.1 |

$$k = 7$$

| Dataset | Isolet | USPS | letters | DSLR | Amazon | Webcam | Caltech |
|---------|--------|------|---------|------|--------|--------|---------|
| Euclidean | 7.44  | 6.08 | 5.40 ±0.3 | 76.45 ±6.2 | 62.21 ±2.2 | 57.29 ±6.3 | 80.76 ±3.7 |
| LMNN [157] | 3.78  | 4.9  | 3.58 ±0.2 | 25.44 ±4.3 | 29.23 ±2.0 | 14.58 ±2.2 | 46.75 ±2.9 |
| GB-LMNN [71] | 3.54  | 4.9  | 2.66 ±0.1 | 25.44 ±4.3 | 29.12 ±2.1 | 12.45 ±4.6 | 46.17 ±2.8 |
| MLR [107] | 5.64  | 8.27 | 19.92 ±6.4 | 33.73 ±5.5 | 23.17 ±2.1 | 18.98 ±2.9 | 46.85 ±4.1 |
| ITML [30] | 7.57  | 5.68 | 5.37 ±0.5 | 22.32 ±2.5 | 31.42 ±1.9 | 10.85 ±3.4 | 51.74 ±2.8 |
| t-NCA [50] | 6.09  | 5.83 | 5.28 ±0.5 | 36.94 ±2.6 | 29.22 ±2.7 | 22.03 ±6.5 | 45.50 ±3.0 |
| k-NCA     | 4.13  | 5.1  | 3.15 ±0.2 | 22.78 ±3.1 | 23.11 ±1.9 | 13.04 ±2.7 | 43.92 ±3.1 |
| MLNG [147] | 4.61  | 4.9  | 2.54 ±0.1 | 21.61 ±5.9 | 22.44 ±1.3 | 11.19 ±3.3 | 41.61 ±2.6 |
| Asym-MLNG | 4.63  | 4.9  | 2.34 ±0.1 | 23.65 ±3.9 | 23.84 ±2.8 | 11.4 ±3.3 | 41.35 ±2.2 |

$$k = 11$$

| Dataset | Isolet | USPS | letters | DSLR | Amazon | Webcam | Caltech |
|---------|--------|------|---------|------|--------|--------|---------|
| Euclidean | 8.02  | 6.88 | 5.89 ±0.4 | 73.87 ±2.8 | 64.61 ±4.2 | 59.66 ±5.5 | 81.39 ±4.2 |
| LMNN [157] | 3.72  | 4.78 | 4.09 ±0.1 | 23.64 ±3.4 | 30.12 ±2.9 | 13.90 ±2.2 | 49.06 ±2.3 |
| GB-LMNN [71] | 3.98  | 4.78 | 2.86 ±0.2 | 23.64 ±3.4 | 30.07 ±3.0 | 13.90 ±1.0 | 49.15 ±2.8 |
| MLR [107] | 5.71  | 11.11 | 15.54 ±6.8 | 36.25 ±13.1 | 24.32 ±3.8 | 17.97 ±4.1 | 44.97 ±2.6 |
| ITML [30] | 7.77  | 6.63 | 6.52 ±0.8 | 22.28 ±3.4 | 30.48 ±1.4 | 11.86 ±5.6 | 50.76 ±1.9 |
| t-NCA [50] | 5.90  | 5.73 | 6.04 ±2.8 | 40.06 ±6.0 | 30.69 ±2.9 | 26.44 ±6.3 | 46.48 ±4.0 |
| k-NCA     | 4.17  | 4.81 | 3.87 ±0.6 | 23.65 ±4.1 | 25.67 ±2.1 | 11.42 ±4.0 | 43.8 ±3.1 |
| MLNG [147] | 4.11  | 4.98 | 3.05 ±0.1 | 22.28 ±4.9 | 24.11 ±3.2 | 11.19 ±4.4 | 40.76 ±1.8 |
| Asym-MLNG | 4.0   | 4.81 | 2.4 ±0.1 | 23.78 ±4.3 | 24.11 ±3.9 | 11.1 ±3.7 | 43.7 ±2.7 |

Table 4.1: kNN errors for $k=3, 7$ and 11 (asymmetric metric learning versus other methods). Features were scaled by z-scoring.
Moreover, such approaches are completely label oblivious: the codes generated do not reflect any semantic structure, and often the purpose of nearest neighbor search is some downstream task-specific application (like classification). The approach to instead machine learn the binary codes such that they are similarity sensitive to the underlying semantic structure was taken in the pioneering works of Shakhnarovich [133], the Semantic Hashing or supermarket search of Salakhutdinov and Hinton [130], and Weiss et al. [159]. To motivate machine learning of binary codes, consider we have to search an image from a large database which is similar to a given query image. We can then ask a number of binary questions to make search easier: Is the query a color image or a grayscale image? Is there a dog in the query or not? Does the query represent an indoor scene or an outdoor scene and so on. We can think of the codes as encoding a set of binary choices that are generated with the explicit goal to reflect label structure. If the underlying task is $k$-NN classification, we would want the code to be able to reflect the class of the image.

Following [130, 133, 159], in the last decade there has been an explosion in research in this area of learning compact, similarity-sensitive binary codes, which is nearly impossible to review. In any case, for the purpose of this chapter, it is not necessary either. For some prominent works we direct the reader to [51, 89, 118, 154] and the references therein, or more recent works that cite these.

To motivate our approach to the problem of learning binary codes that are similarity sensitive, we first hark back to work discussed in this dissertation thus far: We considered methods for learning the underlying metric or notion of similarity, this was achieved by projecting the data into a real space such that the underlying nearest neighbor classification accuracy in this space was improved. Indeed, the loss function employed was such that it was a more direct proxy to the $k$-NN classification error.

In this section, we suitably modify the framework proposed earlier for learning binary codes such that nearness in the Hamming space is a better proxy for classification accuracy. In other words, we learn a mapping from points in $\mathbb{R}^d$ to $\mathcal{H}$ in such a way that the accuracy of the $k$-NN classifier in the Hamming space is improved, by using the gerrymandering loss. Our main competitor in this regard is the method of Nourouzi et al. [119], also inspired by Latent Structural SVMs, where a triplet loss was used to learn a Hamming distance between two points that is reflective of similarity. As already noted, the triplets are assumed to be set statically as an input to the algorithm, and the optimization focuses on the distance ordering rather than accuracy of classification. We use a loss function akin to that proposed in chapter 3, but now adapted for the case of optimizing for the similarity directly in Hamming space. The gerrymandering loss being a more direct proxy for $k$-NN classification performance, can perhaps aid in the learning of compact binary codes that directly reflect nearest neighbor accuracy, and thus is perhaps better motivated than the approach of [119]. In the next section, we formulate the problem and our approach to attack it.

4.2.1 Formulation

We are interested in the problem of discriminative learning of Hamming distance between points. To this end, we first consider the Hamming distance between asymmetric
linear binary hashes with code length $c$: Once we have used this to introduce the framework, we will consider other variants, such as using non-linear binary hashes as well as symmetric hashes.

$$D_{U,V}(x, x_i) = \sum_{j=1}^{c} 1_{\text{sgn}(Ux) \neq \text{sgn}(Vx_i)} \quad (4.15)$$

where $U, V \in \mathbb{R}^{c \times d}$ are the parameters of the model. For any $h \in X$, we define the distance score of $h$ w.r.t. a point $x$ as:

$$S_{U,V}(x, h) = hc - \sum_{x_i \in h} D_{U,V}(x, x_i) = \left< \text{sgn}(Ux), \sum_{x_i \in h} \text{sgn}(Vx_i) \right> \quad (4.16)$$

Therefore, the set of $k$ nearest neighbors of $x$ in $X$ is:

$$h_{U,V}(x) = \arg\max_{|h|=k} S_{U,V}(x, h) \quad (4.17)$$

We will assume that $k$ is known. Given any set $h$, we can predict the labels of $x$ by the majority vote among members of $h$. We use a surrogate loss similar to

$$L(x, y, \{U, V\}) = \max_h [S_{U,V}(x, h) + \Delta(y, h)] - \max_{h: \Delta(y, h) = 0} S_{U,V}(x, h) \quad (4.18)$$

4.2.2 Optimization

Each iteration $t$ of the algorithm consists of four steps:

a. Targeted inference of $h_i^*$ for each sample $x_i$:

$$h_i^* = \arg\max_{h: \Delta(y, h) = 0} S_{U(0), V(0)}(x_i, h) \quad (4.19)$$

b. Loss augmented inference of $\hat{h}_i$ for each sample $x_i$:

$$\hat{h}_i = \arg\max_h \left[ S_{U(0), V(0)}(x_i, h) + \Delta(y, h) \right] \quad (4.20)$$

c. Gradient updates for $U$ and $V$. Let $b$ be the mini batch at iteration $t$. Since the sign function is not differentiable, we can approximate it by another function $f$. In this case, the updates will be

$$U^{(t+1)} = U^{(t)} - \eta \sum_{x_i \in b} \left[ f'(Ux_i) \circ \left( \sum_{x_j \in \hat{h}_i} \text{sgn}(Vx_j) - \sum_{x_j \in h_i^*} \text{sgn}(Vx_j) \right) \right] x_i^\top$$

$$V^{(t+1)} = V^{(t)} - \eta \sum_{x_i \in b} \left[ \sum_{x_j \in \hat{h}_i} \left( \text{sgn}(Ux_i) \circ f'(Vx_j) \right) x_j^\top - \sum_{x_j \in h_i^*} \left( \text{sgn}(Ux_i) \circ f'(Vx_j) \right) x_j^\top \right]$$

where possible options for the function $f$ are:

a) $f(x) = x$ and therefore $f'(x) = 1$. 

b) $f(x) = \tanh(x)$ and therefore $f'(x) = 1 - \tanh^2(x)$

d. Normalization:

$$U^{(t+1)} = \frac{U^{(t+1)}}{\|U^{(t+1)}\|_F} \quad (4.21)$$

$$V^{(t+1)} = \frac{V^{(t+1)}}{\|V^{(t+1)}\|_F} \quad (4.22)$$

4.2.3 Symmetric Variant

We have (with $W \in \mathbb{R}^{c \times d}$):

$$S_W(x, h) = hc - \sum_{x_i \in h} D_W(x, x_i) = \left\langle \text{sgn}(Wx), \sum_{x_i \in h} \text{sgn}(Wx_i) \right\rangle \quad (4.23)$$

Gradient:

$$\frac{\partial S_W(x, h)}{\partial W} = \left[ \sum_{x_i \in h} \text{sgn}(Wx_i) \circ f'(Wx) \right] x^\top + \left[ \sum_{x_i \in h} (\text{sgn}(Wx) \circ f'(Wx_i)) x_i^\top \right] \quad (4.24)$$

We also add the following penalty to the objective function as suggested in [159]. This encourages each bit, averaged over the training data, to be zero mean before quantization

$$\frac{1}{2} \|\text{mean}_x \text{sgn}(Wx)\|_2^2 \quad (4.25)$$

Which adds the following term to the update of $W$

$$\text{mean}_x \left( [\text{sgn}(Wx) \circ f'(Wx)] x^\top \right) \quad (4.26)$$

Note that we also add a term akin to 4.25 to the asymmetric variant of our algorithm in the experiments with two additional terms suitably added in the gradient updates of $U$ and $V$.

Before we begin to describe our experiments, we first mention how we carried out nearest neighbor search in Hamming space.

4.2.4 Distance Computation in Hamming Space

When we consider a query point $x \in \mathcal{H}$ and look for nearest neighbors in the database, there is a high probability of a tie, especially when code lengths are shorter. We experimented with several options for tie breaking, but eventually settled on using what is referred to in the literature as asymmetric hamming distance. Note that this nomenclature is rather unfortunate given our formulation of Hamming metric learning that uses different hash functions for the query and the database points. This notion of the asymmetric hamming distance used in the literature (see [38, 53, 119]) for retrieving points
in Hamming space is quite different. We use the approach used by [119] as we found it to consistently give superior results. For a given query \( x \in \mathbb{R}^d \), we do not binarize it while searching for neighbors in the database. The database points however live in \( \mathcal{H} \).

The distance between the query and the database point is given by:

\[
AsymH(x, x_i; s) = \frac{1}{4} \| x_i - \tanh(\text{Diag}(s)x) \|_2^2
\]

As also observed by [119], the distance computation is relatively insensitive to the choice of scaling parameters \( s \in \mathbb{R}^d \). However, after some experimentation, we set the scale parameters to be such that the real valued projection of the query vector has an average absolute value of 0.4.

### 4.2.5 Experiments and Conclusion

To test the efficacy of our method, we compare it directly with the experiments of [119] on MNIST. For training, we initialize \( U \) and \( V \) (for the asymmetric case) and \( W \) (for the symmetric case) as random gaussian matrices with mean zero and standard deviation of 1. We stop training when the running average of the surrogate loss over the last epoch does not decrease substantially, or when the maximum number of epochs is reached. We use a decaying learning rate schedule as \( \eta(t) = \frac{1}{t} \), and set the momentum parameter to 0.9. For training, to compare with the approach [119], we fix \( k \) to be 3 and 30 while training our system. Finally, we set aside 10,000 points from the MNIST training set for the purpose of tuning the regularization constant.

We compare results that report the \( k \)NN error, and compare directly with the results of [119], as well as results reported using baseline methods that do not use binary codes to find nearest neighbors.

We observe the following clear trends: The linear hash function used in the gerrymandering framework, both in the symmetric and asymmetric case performs worse than the linear setting in [119]. We also observe that the performance improves in our case when the code length increases, almost equaling the performance of the linear setting in [119] at higher code lengths. It is also noticeable that the asymmetric variant consistently gives better performance than the symmetric variant, suggesting that the asymmetry indeed helps in learning better codes. Next, in the two-layer setting: The asymmetric variant of the Gerrymandering loss consistently performs better than all the settings explored in [119], while the symmetric variant is comparable to [119], but usually slightly worse. Another interesting observation is that the gerrymandering loss in the two layer setting gives performance roughly similar as the code length increases, as contrasted to [119] where it steadily improves. This shows that the loss is able to learn more compact and discriminative binary codes.

In conclusion, in this section, we have presented a novel method for the discriminative learning of Hamming distance, and on experiments demonstrated that it works better than the competition in this space. One drawback of our method as compared to [119] is that the inference procedures are quite expensive to solve exactly, making it quite slow. We leave the development of approximate inference procedures for future work, which will enable to scale our method to much larger dataset sizes.
**Table 4.2:** $k$ NN classification errors on MNIST using Hamming distance metric learning by gerrymandering, compared to the approach of [119]. All results reported use the distance computation explicated in Section 4.2.4. MLNG refers to the Gerrymandering loss, SH refers to the use of symmetric hashes, while ASH to asymmetric hashes.

### 4.3 Metric Learning for K-NN Regression

To motivate this part of this chapter, we first review the basic setting in kernel regression, and use it to motivate the work of Weinberger and Tesauro [158]. We then use this to place our contribution in contrast.

Recall the standard regression setting: We have an unknown, smooth $f : \mathbb{R}^d \rightarrow \mathbb{R}$, that we have to estimate based on labeled data $\{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N)\}$, with $x_i \in \mathbb{R}^d$ and $y_i \in \mathbb{R}$. The labels are a noisy version of the actual function outputs i.e. $y_i = f(x_i) + \epsilon$, where $\epsilon$ is unknown. The task then is to use this sample to get an estimate $\hat{f}$ of $f$ that minimizes some loss function. In the non-parametric setting, a standard regression technique is kernel regression that predicts an output $\hat{y}_i$ for an input $x_i$ based on a weighted average of some of the inputs that are selected as its neighbors, the weighing is done as a function of the distance. This is given as below:

$$\hat{y}_i = \sum_{j \neq i} w(x_i, x_j)y_j$$  \hspace{1cm} (4.27)

To define the choice of weights $w(x_i, x_j)$, we first define a kernel function $K : \mathbb{R} \rightarrow \mathbb{R}$ which satisfies the following conditions:

$$\int K(x)dx = 1 \quad \text{and} \quad K(x) = K(-x)$$

While there is a vast literature on the choice of kernels, we content ourselves by defining only the Gaussian kernel, which suffices for the purpose of our discussion:

$$K(x) = \exp \left( \frac{-x^2}{2\sigma^2} \right)$$
Then, for any pair of points $x_i$ and $x_j \in \mathbb{R}^d$, we can define the kernel as:

$$K(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{2\sigma^2} \right)$$

We can then define the weights $w(x_i, x_j)$ in equation 4.27 simply as:

$$w(x_i, x_j) = \frac{K(x_i, x_j)}{\sum_{j \neq i}^N K(x_i, x_j)}$$

More generally, we can write the kernel for some distance function $d(x_i, x_j)$

$$K(x_i, x_j) = \exp \left( -\frac{d(x_i - x_j)^2}{2\sigma^2} \right)$$

For our familiar parameterization of $d$ as the Mahalanobis distance i.e. $d(x_i, x_j) = \sqrt{(x_i - x_j)^T W (x_i - x_j)}$ with $W \succeq 0$ and $W = L^T L$, the kernel might be written as:

$$K(x_i, x_j) = \exp \left( -\frac{\|Lx_i - Lx_j\|^2}{2\sigma^2} \right)$$

Working with 4.28 and 4.27, optimizing for $L$ to minimize the loss $L = \sum_{i=1}^N (y_i - \hat{y}_i)^2$ is the main contribution of metric learning for kernel regression [158]. This work remains to be the only major work in the literature that optimizes for the metric under a regression objective. The authors in [158] consider a gaussian kernel, which facilitates computing gradients with ease, and thus making optimization straightforward. In many scenarios, we are interested in using $k$ nearest neighbors, however, the problem of metric learning in such a setting is not straightforward considering the combinatorial nature of the problem, as well as taking into account the fact that defining sets of pairs of similar and dissimilar points is no longer straightforward as was in the classification case (where we could deem a pair of points to be similar if they belonged to the same class). The only work that we are aware of that optimizes for a metric under a nearest neighbor based regression objective is that of [72]. However, it works with a NCA [50] type objective, minimizing the expected squared loss, and thus only working with a 1-NN regressor. In the next section, we outline our method that attempts to bridge this gap and learns a metric when the downstream task is $k$-NN regression.

### 4.3.1 Problem formulation and Optimization

In this section, we are interested in the problem of learning a Mahalanobis metric for the case of $k$-NN regression rather than kernel regression. Note that in $k$-NN regression 4.27 only has a particular choice of weights, we consider the following choice: if $x_j$ is a neighbor of $x_i$, then $w(x_i, x_j) = \frac{1}{k}$ and 0 otherwise. Here, we show that with a suitable modification of the approach proposed in 3, we can obtain an efficient metric learning algorithm for the case of $k$-NN regression as well.

In order to describe the approach, we briefly state the setting again (which is similar to 3). That is, suppose we are given $N$ training examples $X = \{x_1, \ldots, x_N\}$ and their outputs $Y = [y_1, \ldots, y_n]^T$, where $x_i \in \mathbb{R}^d$ and $y_i \in \mathbb{R}$. For a subset $h \subset X$ with $|h| = k$, we can define its measure of similarity with a query point $x$ as:
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\[ S_W(x, h) = -\sum_{x_j \in h} D_W(x, x_j) \quad (4.29) \]

where

\[ D_W(x, x_i) = (x - x_i)^T W (x - x_i), \quad (4.30) \]

Thus, we work with the same measure of similarity as in \(3\), but a departure from the formulation occurs here as we move forward to state a reasonable objective. This is because, in the case of regression, the outputs \(y_i\) are no longer discrete, but real valued. Therefore, unlike in \(3\), the loss \(\Delta(y, h)\) may not necessarily be zero for any set \(h \subset X\).

Note that, given \(h\), the squared loss for a query point \((x, y)\) is:

\[ \Delta(y, h) = \left( y - \frac{1}{k} \sum_{x_i \in h} y_i \right)^2 \quad (4.31) \]

Armed with the notion of similarity as well as the loss, we can make a first attempt to define a loss for the task of metric learning for \(k\)-NN regression as follows. For some \(\gamma > 0\):

\[ L(x, y, W) = \max_h [S_W(x, h) + \gamma \Delta(y, h)] - \max_h [S_W(x, h) - \gamma \Delta(y, h)] \quad (4.32) \]

Adding the regularizer, this supplies us with the following objective

\[ \min_W ||W||_F + C \sum_i L(x_i, y_i, W) \quad (4.33) \]

At first blush, the optimization for this objective is similar to the variants of the gerrymandering approach discussed earlier. That is,

Each iteration \(t\) of the algorithm consists of the following steps:

a. Targeted inference of \(h_i^*\) for each sample \(x_i\):

\[ h_i^* = \arg\max_h [S_W(x_i, h) - \gamma \Delta(y_i, h)] \quad (4.34) \]

b. Loss augmented inference of \(\hat{h}_i\) for each sample \(x_i\):

\[ \hat{h}_i = \arg\max_h [S_W(x_i, h) + \gamma \Delta(y_i, h)] \quad (4.35) \]

c. Gradient update for \(W\).

However, for the loss defined in \(4.31\), this optimization is hard to solve exactly. Indeed, we can make the following claim:

**Claim 3.** Given data \(X\) and corresponding labels \(Y\), matrix \(W\) and query point \(x_i\), \(h \subset X\) with \(|h| > 1\) and \(\gamma > 0\) the problem of finding \(h_i^*\) and \(\hat{h}_i\) is NP Hard.
While the proof of this claim is omitted, this can be shown by an appropriate reduction to a modified version of the subset sum problem. We could resort to relaxations of the above problem, and thus work with suitable approximation algorithms to optimize for 4.34 and 4.35. Instead, we work with the following simple modification to our loss:

\[ \Delta(y, h) = \frac{1}{k} \sum_{i} (y - y_i)^2 \]  

(4.36)

Then, we have the following modified inference problems:

\[ h^*_i = \arg\max_h [S_W(x_i, h) - \gamma \hat{\Delta}(y_i, h)] \]  

(4.37)

\[ \hat{h}_i = \arg\max_h [S_W(x_i, h) + \gamma \hat{\Delta}(y_i, h)] \]  

(4.38)

Note that both of these problems are easy to solve: Fixing \( W \) and \( \gamma > 0 \), for each query point \((x, y)\), we simply need to sort the data in ascending order by the sum of their loss and similarity to the query and then pick the top and bottom \( k \) points to be \( h^*_i \) and \( \hat{h}_i \) respectively.

Before proceeding to report experiments on this approach and compare it with [158], it is instructive to see what the relation between the losses 4.31 and 4.36 is. This is made explicit in the following claim.

**Claim 4.** \( \hat{\Delta}(y, h) \) upper bounds the loss \( \Delta(y, h) \)

**Proof.** We have: \[ \hat{\Delta}(y, h) = \frac{1}{k} \sum_{i} (y - y_i)^2 \]

Expanding:

\[ \hat{\Delta}(y, h) = \frac{1}{k} \sum_{i} (y^2 + y_i^2 - 2yy_i) = \left( y^2 + \frac{1}{k} \sum_{i} y_i^2 \sum_{i} 1^2 - \frac{2y}{k} \sum_{i} y_i \right) \]

Now, using Cauchy Schwarz on the second term and rearranging, we have:

\[ \hat{\Delta}(y, h) \geq \left( y^2 + \left( \frac{1}{k} \sum_{i} y_i \cdot 1 \right)^2 - \frac{2y}{k} \sum_{i} y_i \right) = \left( y - \frac{1}{k} \sum_{i} y_i \right)^2 \]

or, \( \hat{\Delta}(y, h) \geq \Delta(y, h) \)

\[ \Box \]

### 4.3.2 Alternate notions of \( h^* \)

The set \( h^* \) may also be defined in other ways. We consider two such definitions here.

First uses the notion of an \( \epsilon \)-insensitive loss (similar to the notion used in Support Vector Regression [138]): We can define a set \( \mathcal{H} \) where for a query \((x_i, y_i)\)

\[ \mathcal{H}_i = \{ h | \Delta(y_i, h) \leq \epsilon \} \]

Then we may define \( h^* \) as:

\[ h^*_{\epsilon i} = h_i^* = \arg\max_{h \in \mathcal{H}} [S_W(x_i, h)] \]  

(4.39)

\( \epsilon \) then becomes a hyper-parameter to be found by cross-validation.
Yet another notion of $h^*$ may be defined as follows:

$$h^*_{Mi} = h^*_i = \arg \min_h \Delta(y_i, h)$$

Note that using this definition makes the overall objective convex. The inference and loss augmented procedures are straightforward for all these definitions.

### 4.3.3 Experiments

For the purpose of experimental evaluation of our approach, we make a direct comparison to the experiments reported in [158] by working with the DELVE (Data for Evaluating Learning in Valid Experiments) datasets. In particular we work with 16 datasets, 8 from the Kin family and 8 from Pumadyn family of datasets. The Kin datasets were obtained from realistic simulations of a 8-link all robot arm, and consist of four datasets having 8 dimensions and four 32 dimensional datasets. Likewise, the Pumadyn datasets were obtained from the simulations of dynamics of a Puma 560 robot arm, and also consist of four 8 dimensional and four 32 dimensional datasets. The various features represent the torque, angular momentum, angular positions of the robotic arm, and the output is a real number.

Each of these datasets have 8092 points. Following the protocol in [158], each dataset is split into four disjoint training sets, each of size 1024 and one unique test set, also of size 1024. For each training set we do a 5 fold cross validation for parameter tuning. In the experiments reported here we use the following naming protocol: `<NAME>−axy`. Where `<NAME>` is the name of the dataset. 'a' denotes an integer that signifies the dimensionality of the dataset. 'x' takes on the character values of either 'f' or 'n', where 'f' denotes that the dataset is largely linear, while 'n' denotes non-linearity. 'y' takes on character values of 'm' or 'h', where 'm' denotes medium noise, while 'h' denotes high noise. Thus, for example, the nomenclature Puma-32nh would imply we are referring to a dataset from the Pumadyn family with 32 features, in which the regression target is a non-linear function of the input and that the dataset has high noise.

For testing, we consider the following baselines: linear regression, a nearest neighbor model in which the $k$ is chosen over a range of values by cross-validation, a nearest neighbor model in which the coordinates are weighted by ReliefF [75] and the appropriate value of $k$ is chosen by cross validation, Gaussian process regression [160], the MLKR approach of [158]. All the numbers reported are relative to a baseline method that uses the mean of the training regression targets in case the squared error is minimized (for more details on the protocol and the DELVE suite, we point the reader to the manual [125]. For the approach in [158], we use code provided by the authors). In all cases we minimize for the squared error.

For our approach, we work with two models: One in which the metric is learned by optimizing for $L$ (such that $L^T L = W$) using the formulation implicit through equations 4.37 and 4.38, while initializing $L = I$. The second model is similar except that we use the formulation described in 4.1, and initialize the matrices $U$ and $V$ as diagonal matrices, where the diagonal carries the square root of the ReliefF coefficients after they

---

1 Available online at [https://www.cs.toronto.edu/delve/data/datasets.html](https://www.cs.toronto.edu/delve/data/datasets.html)
are normalized to be between 0 and 1. For both these models we cross validate for the batch size (from values 1, 3, 5, 11), the parameter $\gamma$ (for values increasing logarithmically from 0.00001 to 100), and the number of neighbors $k$ (for values from 1, 3, 5, 7, 11, 21 and 31).

Figures 4.1 and 4.2 illustrate the results. On the ‘linear’ datasets (marked with ‘f’), a recurring trend is that plain linear regression does quite well as compared to nearest neighbors. Thus it is interesting to see that all three metric learning methods evaluated here perform better than it. In the non-linear datasets on the other hand, all other methods other than the metric learning methods and Gaussian process regression perform poorly. The main trend that we see in this set of experiments is that Metric Learning for Kernel Regression [158] usually performs better than the symmetric variant of our algorithm, while being consistently worse than the asymmetric variant with ReliefF initialization. In summary, Gaussian Process Regression and the asymmetric variant of our algorithm consistently perform better, with our algorithm often performing slightly better.

4.3.4 Conclusion of the Regression Experiments

In summary, in this section we proposed an approach for metric learning for $k$-NN Regression. As noted earlier, literature on the topic is quite sparse, despite the fact that in many settings having a good metric while the downstream task is $k$NN regression might be desirable. In our experiments, we observed that the symmetric approach performs better than most baselines while underperforming the approach of [158] and Gaussian process regression, while the asymmetric approach performs at par with Gaussian Process Regression, often out-performing it, while consistently outperforming the approach of [158]. Our algorithm has very simple and efficient inference procedures; with the optimization for each dataset completing in a matter of a few minutes. Therefore
it is perhaps worthwhile to consider the problem of metric learning in the continuous label setting in more detail, while also considering more applications where it could be useful.

4.4 CONCLUSION OF PART I AND SUMMARY

The conclusion of the regression experiments also brings us to the conclusion of this part of the dissertation. Below we summarize the main contributions made:

Summary of Part I

1. In Chapter 3, we presented an approach to metric learning that is more direct in trying to optimize for the $k$-NN accuracy than methods previously proposed. The approach formulates the problem of metric learning for $k$-NN classification as a large margin structured prediction problem, with the choice of neighbors represented by discrete latent variables, making it natural to use machinery from latent structural support vector machines to the task of metric learning. We also provided exact procedures for inference and loss-augmented inference in this model, and validated the approach by comparing to a range of Mahalanobis distance metric learning methods.

2. In this chapter we explored the formalism explicated on in 3 in different settings. In section 4.1, we explored an approach to similarity learning in which the similarity computation is asymmetric: the query and database points are subjected to different transformations. In section 4.2.4 we combined the approach of Chapter 3 and Section 4.1 to learn the Hamming distance such that it is a better proxy for
Lastly, in section 4.3, we presented an approach to metric learning for $k$-NN regression that is consistently shown to perform better than its main competitors.

Often, while doing $k$-NN classification and regression, we might be on a limited computational budget— we might not be able to optimize for a metric over a space of possible metrics. However, we would still like to have access to a metric that is not completely label agnostic, but can be estimated cheaply, as performance using simply the Euclidean metric might be quite poor. Estimation of such a metric for improving $k$-NN classification and regression performance is the focus of the next part of this dissertation.
Part II

SINGLE PASS METRIC ESTIMATION
In the preceding part of this dissertation we proposed and worked with a more direct approach to metric learning; direct in that it tries to optimize for the metric using a differentiable loss that aims to be a more reasonable proxy for the underlying task: k-NN classification or regression. In this part, we take another, if somewhat indirect approach to the problem of identifying a good metric based only on gradient estimates of the unknown classification or regression function $f$. While somewhat roundabout from the perspective of the underlying task, this approach has the advantage that the metric can be estimated by a single pass over the dataset, while affording significant improvements in non-parametric regression and classification tasks. The rest of this section is used to motivate the problem, as well as to stage ground for the following two chapters which propose two variants of a gradient based metric estimator, which despite their simplicity remain statistically consistent under fairly mild assumptions.

To begin, recall that in high dimensional classification and regression problems, the task is to infer the unknown function $f$. We are given a set of observations $(x_i, y_i)$, $i = 1, 2, \ldots n$, with $x_i \in X \subset \mathbb{R}^d$ and the labels $y_i$ are noisy versions of the function values $f(x_i)$. We are interested in distance based (non-parametric) regression, which provides our function estimate:

$$f_n(x) = \sum_{i=1}^n w(x, x_i)y_i$$

$w(x, x_i)$ depends on the distance $\rho$. Where $\rho(x, x') = \sqrt{(x - x')^T W (x - x')}$ and $W \succeq 0$. Note that, when $W = I$, $\rho$ is the Euclidean distance.

The problem of estimating unknown $f$ becomes significantly harder as $d$ increases due to the curse of dimensionality. To remedy this situation, several pre-processing techniques are used, each of which rely on a suitable assumption about the data and/or about $f$. For instance, a conceptually simple, yet often reasonable assumption that can be made is that $f$ might not vary equally along all coordinates of $x$. Letting $f'_i = \nabla f^T e_i$ denote the derivative along coordinate $i$, and $\|f'_i\|_{1,\mu} \equiv \mathbb{E}_{x \sim \mu} f'_i(x)$, we can use the above distance based estimator by setting $\rho$ such that

$$W_{ij} = \begin{cases} \|f'_i\|_{1,\mu} & \text{if } i = j \\ 0 & \text{if } i \neq j \end{cases}$$

This gradient weighting rescales the space such the ball $B_\rho$ contains more points relative to the Euclidean ball $B$ (figure 5.1 for an example in $\mathbb{R}^2$). This is the intuition pursued in works such as [85], [86] (which are also the inspiration for what follows in this part of the dissertations), with an emphasis on deriving an efficient, yet consistent estimator for the gradient. Using gradient weights for coordinate scaling in this manner has strong theoretical grounding as is shown in these works, in that it has the effect of reducing the regression variance, while keeping the bias in control.
Figure 5.1: Left: Euclidean ball $B$ which assigns equal importance to both directions $e_1$ and $e_2$. Right: ball $B_\rho$ such that $\|f_1\|_{1,\rho} \gg \|f_2\|_{1,\rho}$, giving its ellipsoidal shape. Relative to the $B$, $B_\rho$ will have more mass in direction $e_2$.

While appealing in its simplicity, gradient weighing has an obvious drawback: the metric only involves diagonal $W$. In general $W \succeq 0$, need not be diagonal and may be decomposed as $W = \Sigma \Sigma^T$ where $U, V$ are orthogonal matrices. In such a case the data would not only be rescaled but also rotated. This is illustrated in figure 5.2.

Using the above motivation to construct a covariance type matrix but only using gradients via an iterative algorithm (which involved taking the outer product of the gradients $\nabla f(X) \cdot \nabla f(X)^T$ and summing over all the points) was used by us to derive an operator, with the following property: If the function $f$ does not vary along some direction $v \in \mathbb{R}^d$, then $v$, must lie in the nullspace of the operator. But we later discovered that this operator was already known in the literature in a different context. To define things clearly, put it in proper context and also outline our contributions, we first take a step back and consider the motivation that we mentioned earlier. The unknown classification or regression function $f$ might not vary equally in all coordinates. We used this fact to review the approach of [85], [86] above.

Figure 5.2: Left: Rescaled ball $B_\rho$ which is still axis aligned but rescales the coordinates. Right: Ball that not only rescales the data but also rotates it.

This simple observation is also motivation for a plethora of variable selection methods. In variable selection, the assumption that is used is that for $f$, we have $f(x) = g(Px)$, where $P \in \{0,1\}^{k \times d}$ projects $X$ down to $k < d$ coordinates that are most relevant to predicting the output $y$. This assumption is generalized further in multi-index regression e.g.[55, 96, 123, 166]). This is done by letting $P \in \mathbb{R}^{k \times d}$ project $x$ down to a $k$-dimensional subspace of $\mathbb{R}^d$. Put differently, this is a generalization because here it is assumed that while $f$ might vary along all coordinates, it actually only depends on an unknown $k$-dimensional subspace. Such a subspace is called a relevant subspace. The task then becomes finding the said relevant subspace rather than chopping coordinates since they all might be relevant in predicting the output $y$. 
Work to recover this relevant subspace (which is sometimes also referred to in the literature as effective dimension reduction [96]) gives rise to the expected gradient outerproduct (EGOP):

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( \nabla f(x) \cdot \nabla f(x)^T \right).$$

This operator (which superficially seems similar to the Fisher information matrix) is useful beyond the multi-index motivation mentioned above. That is, even when there is no clearly relevant dimension-reduction $P$, as is usually likely in practice, one might still expect that $f$ does not vary equally in all directions. Therefore, beyond the use of EGOP for dimension-reduction, we might use it instead to weight any direction $v \in \mathbb{R}^d$ according to its relevance as captured by the average variation of $f$ along $v$ (encoded in the EGOP). The weighting approach will be the main use of EGOP considered in this work. That is, we use the EGOP in the following way: let $VDV^T$ be a spectral decomposition of the estimated EGOP, we use it to transform the input $x$ as $D^{1/2}V^T x$.

Also, for constructing the EGOP we need to compute gradient estimates. Just as in the case of gradient estimation, optimal estimators of the EGOP can be expensive in practice. In this part of the thesis we also show that a simple, efficient difference based estimator suffices in that it remains statistically consistent under mild assumptions.

It is important to note that estimating the EGOP and using it to transform the inputs as $x \mapsto D^{1/2}V^T x$ and then using it for $k$-classification and regression does not involve any learning. Thus this approach is related to but distinct from metric learning in that a metric is not optimized for over a space of possible metrics parametrized by positive semi-definite matrices. This approach is also online and cheap: we only require $2d$ estimates of the function $f$ at $x$, and can also be used for preprocessing for standard metric learning methods. Work on the EGOP is explicated upon in Chapter 6.

As will be described later, the EGOP can be used for metric weighing in the setting where $f : \mathbb{R}^d \rightarrow \mathbb{R}$ and thus only in the case of regression and binary classification. For the multi-class case, we could treat it as a multinomial regression problem, where the unknown function $f : \mathbb{R}^d \rightarrow S^c$ where $S^c = \{ y \in \mathbb{R}^c | y \geq 0, y^T 1 = 1 \}$. This leads to a similar operator based on computing the Jacobian of this vector valued function, which we call the Expected Jacobian Outer Product (EJOP).

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( J_f(x) J_f(x)^T \right)$$

We describe metric weighing experiments for non-parametric classification and also show that a simple estimator for the EJOP remains statistically consistent under mild assumptions in Chapter 7.

To summarize, in this part of the thesis, we make the following contributions:

1. We describe a simple estimator for the Expected Gradient Outerproduct (EGOP)

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( \nabla f(x) \cdot \nabla f(x)^T \right).$$

and show that it remains statistically consistent under mild assumptions.
2 We use the EGOP (with a spectral decomposition $VDV^\top$) in non-parametric regression by using it to transform the inputs as $x$ as $D^{1/2}V^\top x$ and show it improves performance in several real world datasets.

3 We extend the EGOP to the multiclass case, proposing a variant called the Expected Jacobian Outer Product (EJOP)

$$E_x G(x) \triangleq E_x \left( J_f(x)J_f(x)^T \right)$$

4 For the EJOP, we propose a simple estimator and also prove that it remains statistically consistent under reasonable assumptions.

5 Similarly to the case of the EGOP, we use the EJOP for transforming the input space and also demonstrate that it improves performance in various non-parametric classification tasks.
In high dimensional classification and regression problems, the task is to infer the unknown, smooth function $f : \mathcal{X} \to \mathcal{Y}$. To this end, we are provided $n$ of functional estimates that comprises our data. In other words, we have $\{(x_i, y_i)_{1}, (x_i, y_i)_{2}, \ldots, (x_i, y_i)_{n}\}$, with $x_i \in \mathcal{X} \subset \mathbb{R}^{d}$ and the labels $y_i \approx f(x_i)$ i.e. they are noisy versions of the function values. We are interested in distance based regression, which provides our function estimate:

$$f_n(x) = \sum_{i=1}^{n} w(x, x_i) y_i$$

The weights $w(x, x_i)$, depend on the underlying metric. In Chapter 5 we made the case for metric estimation from gradients in case of a restricted computational budget, where optimizing over a space of metrics might not be feasible. In particular, in the case of regression and binary classification, we consider the metric given by the Expected Gradient Outerproduct, which is written as.

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( \nabla f(x) \cdot \nabla f(x)^\top \right)$$

Originally proposed in the context of multi-index regression, the EGOP recovers the average variation of $f$ in all directions. To see this: For some $v \in \mathbb{R}^{d}$, the directional derivative at $x$ along $v$ is given by $f'_v(x) = \nabla f(x)^\top v$, in other words

$$\mathbb{E}_x |f'_v(x)|^2 = \mathbb{E}_x \left( v^\top G(x) v \right) = v^\top (\mathbb{E}_x G(x)) v$$

From the above, it follows that, if $f$ does not vary along $v$, $v$ must be in the null-space of the EGOP matrix $\mathbb{E}_x G(X)$, since $\mathbb{E}_x |f'_v(X)|^2 = 0$. [165] infact show that considering $f$ is continuously differentiable on a compact space $\mathcal{X}$, the column space of $\mathbb{E}_x G(X)$ is exactly the relevant subspace defined by $P$ (recall that $P$ is the relevant subspace defined in Chapter 5 i.e. $f(x) = g(Px)$ with $P \in \mathbb{R}^{k \times d}$, with $P$ being the subspace most relevant to predicting the output $y$)

As already discussed in Chapter 5, the EGOP is useful beyond the multi-index setting, where its utility is to recover the relevant subspace $P$. That is, we might expect that in most practical, real world settings, a clear relevant subspace might not exist. Nevertheless, we can still expect that $f$ does not vary uniformly in all directions. The usefulness of the EGOP in such settings can be to weight any direction $v \in \mathbb{R}^{d}$ according to its relevance as captured by the average variation of $f$ along $v$ (encoded in the EGOP). It is this weighting use of the EGOP that we will consider in this chapter.

The estimation of the EGOP can be done in various sophisticated ways, which can however be prohibitively expensive. For instance an optimal way of estimating $\nabla f(x)$, and hence the EGOP, is to estimate the slope of a linear approximation to $f$ locally at each $x = X_i$ in an $n$-sample $\{(X_i, Y_i)\}_{i=1}^{n}$. Local linear fits can however be prohibitively
expensive since it involves multiplying and inverting large-dimensional matrices at all \( X_i \). This can render the approach impractical although it is otherwise well motivated.

One of the main messages of the work discussed in this chapter is that the EGOP does need to be estimated optimally for the utility of it that we discussed above. That is, it just needs to be estimated well enough to use towards improving classification and regression. To this end, we consider the following cheap, albeit very rough estimator. Let \( f_n \) denote an initial estimate of \( f \) (we use a kernel estimate); for the \( i \)-th coordinate of \( \nabla f(x) \), we use the rough estimate

\[
\Delta_i f_n(x) = \frac{f_n(x + te_i) - f_n(x - te_i)}{2t}, \quad t > 0.
\]

Now, let \( G_n(x) \) be the outer-product of the resulting gradient estimate \( \hat{\nabla} f_n(x) \), the EGOP is estimated as \( \mathbb{E}_n G_n(X) \), the empirical average of \( G_n \). The exact procedure is given in Section 6.2.1.

![Figure 6.1](image)

Figure 6.1: A simple illustration of the difference based gradient estimator when \( x \in \mathbb{R}^2 \). We perturb the input along each coordinate, record the value of \( f_n,h(x) \), and get a finite difference estimate. The background color represents the functional values.

We must first demonstrate that this rough estimator is, in fact, a sound estimator. To this end, we show it remains a statistically consistent estimate of the EGOP under very general distributional conditions. These assumptions being milder than the usual conditions on proper gradient estimation (for detailed assumptions see Section 6.2.2). The main consistency result and key difficulties (having to do with interdependencies in the estimate) are discussed in Section 6.3.

We also show, through extensive experiments that preprocessing the data with this cheap EGOP estimate can still significantly improve the performance of non-parametric classification and regression procedures in many real-world datasets. The experimentation is described in Section 6.4. In the next Section 6.1, we first give a quick overview of some of the relevant work and place ours in context.
6.1 Related Work

The work of Kpotufe et al. [85], [86] already briefly discussed in Chapter 5 was the direct inspiration for the work described in this chapter. Kpotufe et al. consider estimating the coordinates $f_i'$ of $\nabla f$ in a similar fashion as described here. However, there is a notable difference, in that [85], [86] are only concerned with a variable selection setting. That is, each coordinate $i$ of $X$ is to be weighted by an estimate of $\mathbb{E}_X |f'_i(X)|$, which is their quantity of interest. In this chapter we consider the more general approach of estimating the Expected Gradient Outerproduct. We also study its consistency and applicability in the context of non-parametric classification and regression.

Another body of literature, which is quite closely related to the work described in this chapter, is in the context of methods for multi-index regression. Many methods developed for doing multi-index regression use the so-called inverse regression approach (e.g. [96]), and many of them operate by incorporating estimates of derivative functionals of the unknown $f$. These approaches can be found in works as early as [123], and typically estimate $\nabla f$ as the slope of local linear approximations of $f$.

Comparatively recent works of [112, 165] build a much clearer bridge between various approaches to multi-index regression. In particular, they also related the EGOP to the covariance-type matrices typically estimated in inverse regression. Besides, [112, 165] also propose an alternative estimator for the gradient, rather than using local linear slopes. Their approach estimates $\nabla f$ via a regularized least-squares objective over an Reproduced Kernel Hibert Space. This approach is still expensive, since the least-square solution involves inverting an $n \times n$ feature matrix. In contrast our less sophisticated approach will take time in the order of $n$ times the time to estimate $f_n$ (in practice, we could employ fast range search methods when $f_n$ is a fast kernel regressor).

As already described, the primary utility of the EGOP in multi-index regression is to recover the relevant subspace given by $P$ in the model $f(x) = g(Px)$. The data can first be projected to this subspace before doing predicting on the projected data.

In this chapter, we do not make a case for any particular methodology that leverages the EGOP for preprocessing the data. Instead, our experiments focus on the use of EGOP as a metric for distance based non-parametric regression and classification. That is, suppose $VDV^\top$ is the spectral decomposition of the estimated EGOP, we then use this to transform the input as follows $x \mapsto D^{1/2}V^\top x$. Our use of the EGOP does not rely on the multi-index model holding, but rather on a more general model where $P$ might be a full-dimensional rotation (i.e. all directions are relevant), but $g$ varies more in some coordinate than in others. The diagonal element $D_{ii}$ recovers $\mathbb{E}_x (g'_i(x))^2$ where $g'_i$ denotes coordinate $i$ of $\nabla g$, while $V^\top$ recovers $P$.

6.2 Setup and Definitions

We consider a regression or classification setting where the input $X$ belongs to a space $\mathcal{X} \subset \mathbb{R}^d$, of bounded diameter 1. The output $Y$ is real. We are interested in the unknown regression function $f(x) \triangleq \mathbb{E}[Y|X = x]$ (in the case of classification with $Y \in \{0, 1\}$, this is just the probability of 1 given $x$).
For a vector $x \in \mathbb{R}^d$, let $\|x\|$ denote the Euclidean norm, while for a matrix $A$, let $\|A\|_2$ denote the spectral norm, i.e. the largest singular value $\sigma_{\text{max}}(A)$.

We use $\text{im}(A)$ to denote the column space of matrix $A \in \mathbb{R}^{n \times m}$: $\text{im}(A) = \{Y \in \mathbb{R}^n : Y = Ax \text{ for some } x \in \mathbb{R}^m\}$, and the $\ker(A)$ to denote the null space of matrix $A \in \mathbb{R}^{n \times m}$: $\ker(A) = \{x \in \mathbb{R}^m : Ax = 0\}$. We use $A \circ B$ to denote the entry-wise product of matrices $A$ and $B$.

As a little aside, we use both $x$ and $X$ to refer to $d$ dimensional vectors ($X$ to a matrix) in this chapter henceforth as well as the next chapter. The purpose of latching onto this notational freedom will be clear from the proofs, where working with $x$ can cause confusion.

### 6.2.1 Estimation procedure for the Expected Gradient Outerproduct

We let $\mu$ denote the marginal of $P_{X,Y}$ on $\mathcal{X}$ and we let $\mu_n$ denote its empirical counterpart on a random sample $X = \{X_i\}_{i=1}^n$. Given a labeled sample $(X, Y) = \{(X_i, Y_i)\}_{i=1}^n$ from $P_{X,Y}^0$, we estimate the EGOP as follows.

We consider a simple kernel estimator defined below, using a Kernel $K$ satisfying the following admissibility conditions:

**Definition 1 (Admissible Kernel).** $K : \mathbb{R}_+ \to \mathbb{R}_+$ is nonincreasing, $K > 0$ on $[0, 1)$, and $K(1) = 0$.

Using such an admissible kernel $K$, and a bandwidth $h > 0$, we consider the regression estimate $f_{n,h}(x) = \sum_i \omega_i(x)Y_i$ where

\[
\omega_i(x) = \begin{cases} 
   \frac{K(|x - X_i|/h)}{\sum_j K(|x - X_j|/h)} & \text{if } B(x, h) \cap X \neq \emptyset, \\
   \frac{1}{n} & \text{otherwise}. 
\end{cases}
\]

For any dimension $i \in [d]$, and $t > 0$, we first define

\[
\Delta_{t,i} f_{n,h}(x) \triangleq \frac{f_{n,h}(x + te_i) - f_{n,h}(x - te_i)}{2t}.
\]

This is a rough estimate of the line-derivative along coordinate $i$. However, for a robust estimate we also need to ensure that enough sample points contribute to the estimate. To this end, given a confidence parameter $0 < \delta < 1$ (this definition for $\delta$ is assumed in the rest of this work), define $A_{n,i}(X)$ as the event that

\[
\min_{s \in \{t, -t\}} \mu_n(B(X + se_i, h/2)) \geq \frac{2d \ln 2n + \ln(4/\delta)}{n}.
\]

The gradient estimate is then given by the vector

\[
\hat{\nabla} f_{n,h}(x) = \left( \Delta_{t,i} f_{n,h}(x) \cdot \mathbf{e}_i \right)_{i \in [d]}.
\]

Note that, in practice we can just replace $A_{n,i}(X)$ with the event that the balls $B(X + se_i, h), s \in \{-t, t\}$, contain samples.
Finally, define $G_n(x)$ as the outer-product of $\nabla f_{n,h}(x)$, we estimate $\mathbb{E}_X G(X)$ as

$$
\mathbb{E}_n G_n(X) \triangleq \frac{1}{n} \sum_{i=1}^n \nabla f_{n,h}(X_i) \cdot \nabla f_{n,h}(X_i)^\top.
$$

### 6.2.2 Distributional Quantities and Assumptions

For the analysis, our assumptions are quite general. In fact we could simply assume, as is common, that $\mu$ has lower-bounded density on a compact support $\mathcal{X}$, and that $f$ is continuously differentiable; all the assumptions below will then hold. We list these more general detailed assumptions to better understand the minimal distributional requirements for consistency of our EGOP estimator.

**A1 (Noise).** Let $\eta(X) \triangleq Y - f(X)$. We assume the following general noise model: $\forall \delta > 0$ there exists $c > 0$ such that $\sup_{x \in X} \mathbb{P}_{Y|X=x}(|\eta(X)| > c) \leq \delta$. We denote by $C_{\eta}(\delta)$ the infimum over all such $c$. For instance, suppose $\eta(X)$ has exponentially decreasing tail, then $\forall \delta > 0$, $C_{\eta}(\delta) \leq O(\ln 1/\delta)$.

Lastly the variance of $(Y|X = x)$ is upper-bounded by a constant $\sigma^2_x$ uniformly over $x \in X$. The next assumption is standard for nonparametric regression/classification.

**A2 (Bounded Gradient).** Define the $\tau$-envelope of $\mathcal{X}$ as $\mathcal{X} + B(0, \tau) \triangleq \{z \in B(x, \tau), x \in \mathcal{X}\}$.

We assume there exists $\tau$ such that $f$ is continuously differentiable on the $\tau$-envelope $\mathcal{X} + B(0, \tau)$. Furthermore, for all $x \in \mathcal{X} + B(0, \tau)$, we have $\|\nabla f(x)\| \leq R$ for some $R > 0$, and $\nabla f$ is uniformly continuous on $\mathcal{X} + B(0, \tau)$ (this is automatically the case if the support $\mathcal{X}$ is compact).

The next assumption generalizes common smoothness assumptions: it is typically required for gradient estimation that the gradient itself be Hölder continuous (or that $f$ be second-order smooth). These usual assumptions imply the more general assumptions below.

**A3 (Modulus of continuity of $\nabla f$).** Let $\epsilon_{t,i} = \sup_{x \in \mathcal{X}, s \in [-t,t]} |f'_i(x) - f'_i(x + se_i)|$. We assume $\epsilon_{t,i} \xrightarrow{t \to 0} 0$ which is for instance the case when $\nabla f$ is uniformly continuous on an envelope $\mathcal{X} + B(0, \tau)$.

The next two assumptions capture some needed regularity conditions on the marginal $\mu$. To enable local approximations of $\nabla f(x)$ over $\mathcal{X}$, the marginal $\mu$ should not concentrate on the boundary of $\mathcal{X}$. This is captured in the following assumption.

**A4 (Boundary of $\mathcal{X}$).** Define the $(t, i)$-**boundary** of $\mathcal{X}$ as $\partial_{t,i}(\mathcal{X}) = \{x : \{x + te_i, x - te_i\} \subseteq \mathcal{X}\}$. Define the vector $\mu_{\partial_i} = (\mu(\partial_{t,i}(\mathcal{X})))_{i \in [d]}$. We assume that $\mu_{\partial_i} \xrightarrow{t \to 0} 0$. This is for instance the case if $\mu$ has a continuous density on $\mathcal{X}$.

Finally we assume that $\mu$ has mass everywhere, so that for samples $X$ in dense regions, $X \pm te_i$ is also likely to be in a dense region.

**A5 (Full-dimensionality of $\mu$).** For all $x \in \mathcal{X}$ and $h > 0$, we have $\mu(B(x, h)) \geq C_{\mu} h^d$. This is for instance the case if $\mu$ has a lower-bounded density on $\mathcal{X}$.
6.3 Consistency of the estimator $E_n G_n(X)$ of $E X G(X)$

We establish consistency by bounding $\|E_n G_n(X) - E X G(X)\|_2$ for finite sample size $n$. The main technical difficulties in establishing the main result below have to do with the fact that each gradient approximation $\Delta_{h, \cdot} f_{h, \cdot}(X)$ at a sample point $X$ depends on all other samples in $X$. These inter-dependencies are circumvented by proceeding in steps which consider related quantities that are less sample-dependent.

**Theorem 1 (Main).** Assume $A_1, A_2$ and $A_3$. Let $t < \tau$ and suppose $h \geq (\log^2(n/\delta)/n)^{1/d}$. There exist $C = C(\mu, K(\cdot))$ and $N = N(\mu)$ such that the following holds with probability at least $1 - 2\delta$. Define $A(n) = \sqrt{Cd \log(n/\delta)} \cdot C_Y(\delta/2n) \cdot \sigma^2$ / $\log^2(n/\delta)$. Suppose $n \geq N$, we have:

$$\|E_n G_n(X) - E X G(X)\|_2 \leq \frac{6R^2}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right) +$$

$$\left( 3R + \|\epsilon_t\| + \sqrt{d} \left( \frac{hR + C_Y(\delta/n)}{t} \right) \right) \cdot \left[ \|\epsilon_t\| + \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + 2h^2R^2 + R \left( \sqrt{\frac{d \ln n}{2n}} + \|\mu_{\delta_t}\| \right) \right]$$

**Proof.** Start with the decomposition

$$\|E_n G_n(X) - E X G(X)\|_2 \leq \|E_n G(X) - E X G(X)\|_2$$

$$+ \|E_n G_n(X) - E_n G(X)\|_2. \quad (6.1)$$

The two terms of the r.h.s. are bounded separately in Lemma 2 and 12. □

**Remark.** Under the additional assumptions $A_3$ and $A_4$, the theorem implies consistency for $t \xrightarrow{n \to \infty} 0$, $h \xrightarrow{n \to \infty} 0$, $h/t^2 \xrightarrow{n \to \infty} 0$, and $(n/\log n)h^4 \xrightarrow{n \to \infty} \infty$, this is satisfied for many settings, for example $t \propto h^{1/4}$, $h \propto (1/n)^{1/(2(d+1))}$.

The bound on the first term of (6.1) is a direct result of the below concentration bound for random matrices:

**Lemma 1.** [68, 149]. Consider a random matrix $A \in \mathbb{R}^{d \times d}$ with bounded spectral norm $\|A\|_2 \leq M$. Let $A_1, A_2, ..., A_n$ be i.i.d. copies of $A$. With probability at least $1 - \delta$, we have

$$\left\| \frac{1}{n} \sum_{i=1}^{n} A_i - E A \right\|_2 \leq \frac{6M}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right).$$

We apply the above concentration to the i.i.d. matrices $G(X)$, $X \in \mathcal{X}$, using the fact that $\|G(X)\|_2 = \|\nabla f(X)\|^2 \leq R^2$. 
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Lemma 2. Assume A2. With probability at least $1 - \delta$ over the i.i.d sample $X \triangleq \{X_i\}_{i=1}^n$, we have
\[
\|\mathbb{E}_n G(X) - \mathbb{E}_X G(X)\|_2 \leq \frac{6R^2}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right).
\]

The next Lemma provides an initial bound on the second term of (6.1).

Lemma 3. Fix the sample $(X, Y)$. We have:
\[
\|\mathbb{E}_n G_n(X) - \mathbb{E}_n G_n(X)\|_2 \leq \mathbb{E}_n \|\nabla f(X) - \hat{\nabla} f_{n,h}(X)\| \cdot \max_{x \in X} \|\nabla f(x) + \hat{\nabla} f_{n,h}(x)\|.
\]

Proof. We have by a triangle inequality $\|\mathbb{E}_n G_n(X) - \mathbb{E}_n G_n(X)\|_2$ is bounded by:
\[
\mathbb{E}_n \left\| \left( \hat{\nabla} f_{n,h}(X) \cdot \hat{\nabla} f_{n,h}(X)^\top - \nabla f(X) \cdot \nabla f(X)^\top \right) \right\|_2.
\]

To bound the r.h.s above, we use the fact that, for vectors $a, b$, we have
\[
aa^\top - bb^\top = \frac{1}{2} (a - b)(b + a)^\top + \frac{1}{2} (b + a)(a - b)^\top,
\]

implying that
\[
\left\| aa^\top - bb^\top \right\|_2 \leq \frac{1}{2} \left\| (a - b)(b + a)^\top \right\|_2 + \frac{1}{2} \left\| (b + a)(a - b)^\top \right\|_2
\]
\[
= \left\| (b + a)(a - b)^\top \right\|_2
\]

since the spectral norm is invariant under matrix transposition.

We therefore have that $\|\mathbb{E}_n G_n(X) - \mathbb{E}_n G_n(X)\|_2$ is at most
\[
\mathbb{E}_n \|\nabla f(X) - \hat{\nabla} f_{n,h}(X)\| \cdot \|\nabla f(X) + \hat{\nabla} f_{n,h}(X)\| \cdot \max_{x \in X} \|\nabla f(x) + \hat{\nabla} f_{n,h}(x)\|.
\]

Thus the matrix estimation problem is reduced to that of an average gradient estimation. The two terms of (6.2) are bounded in the following two subsections. These sections thus contain the bulk of the analysis. All omitted proofs are found in the supplementary.
6.3.1 Bound on $\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \|

The analysis of this section relies on a series of approximations. In particular we relate the vector $\hat{\nabla} f_{n,h}(X)$ to the vector

$$\hat{\nabla} f(x) \triangleq \left( \Delta_{i,f}(x) \cdot 1_{A_{n,i}(x)} \right)_{i \in [d]}.$$ 

In other words we start with the decomposition:

$$\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \| \leq \mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f(X) \| + \mathbb{E}_n \| \hat{\nabla} f(X) - \hat{\nabla} f_{n,h}(X) \|.$$

(6.3)

We bound each term separately in the following subsections.

6.3.1.1 Bounding $\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f(X) \|

We need to introduce vectors $I_n(x) \triangleq \left( 1_{A_{n,i}(x)} \right)_{i \in [d]}$ and $\overline{I}_n(x) \triangleq \left( 1_{\bar{A}_{n,i}(x)} \right)_{i \in [d]}$. We then have:

$$\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f(X) \| \leq \mathbb{E}_n \| \nabla f(X) \circ I_n(X) \| + \mathbb{E}_n \| \nabla f(X) \circ I_n(X) - \hat{\nabla} f(X) \|.$$

(6.4)

The following lemma bounds the first term of (6.4).

**Lemma 4.** Assume $A_2$ and $A_5$. Suppose $h \geq \left( \log^2 (n/\delta) / n \right)^{1/d}$. With probability at least $1 - \delta$ over the sample of $X$:

$$\mathbb{E}_n \left\| \nabla f(X) \circ I_n(X) \right\| \leq R \cdot \left( \sqrt{\frac{d \ln \frac{d}{\delta}}{2n}} + \| \mu_{\hat{h}} \| \right).$$

**Proof.** By assumption, $\| \nabla f(x) \| \leq R$, so we have

$$\mathbb{E}_n \left\| \nabla f(X) \circ I_n(X) \right\| \leq R \cdot \mathbb{E}_n \left\| I_n(X) \right\|.$$

(6.5)

We bound $\left\| I_n(X) \right\|$ as follows. For any $i \in [d]$, define the events $A_i(X) \equiv \min_{t \in \{t_i-1\}} \mu(B(X + s e_i, h/2)) \geq 3 \cdot \frac{2d \ln n + \ln(4/\delta)}{n}$, and define the vector $\overline{I}(X) \triangleq \left( 1_{\bar{A}_i(X)} \right)_{i \in [d]}$.

By relative VC bounds [151], let $\bar{\alpha}_n = \frac{2d \ln n + \ln(4/\delta)}{n}$, then with probability at least $1 - \delta$ over the choice of $X$, for all balls $B \in R^d$ we have $\mu(B) \leq \mu_n(B) + \sqrt{\mu_n(B) \bar{\alpha}_n + \bar{\alpha}_n}$. Therefore, with probability at least $1 - \delta$, $\forall i \in [d]$ and $x$ in the sample $X$, $\bar{A}_{n,i}(x) \Rightarrow \bar{A}_i(x)$.

Moreover, since $\left\| I(X) \right\| \leq \sqrt{d}$, by Hoeffding’s inequality,

$$P(\mathbb{E}_n \left\| I(X) \right\| - \mathbb{E}_X \left\| I(X) \right\| \geq \epsilon) \leq e^{-\frac{2n \epsilon^2}{d}}.$$
It follows that, with probability at least $1 - \delta$,

$$
\mathbb{E}_n \| I_n(X) \| \leq \mathbb{E}_n \| I(X) \|
$$

$$
\leq \mathbb{E}_X \| I(X) \| + \sqrt{\frac{d \ln \frac{1}{\delta}}{2n}}
$$

$$
\leq \sqrt{\mathbb{E}_X \| I(X) \|^2} + \sqrt{\frac{d \ln \frac{1}{\delta}}{2n}},
$$

(6.6)

by Jensen’s inequality. We bound each of the $d$ terms of $\mathbb{E}_X \| I(X) \|^2 = \sum_{i \in [d]} \mathbb{E}_X 1_{A_i(X)}$ as follows.

Fix any $i \in [d]$. We have $\mathbb{E}_X 1_{A_i(X)} \leq \mathbb{E}_X [1_{A_i(X)} | X \in \mathcal{X} \setminus \partial_{i,i}(\mathcal{X})] + \mu(\partial_{i,i}(\mathcal{X}))$. Notice that $\mathbb{E}_X [1_{A_i(X)} | X \in \mathcal{X} \setminus \partial_{i,i}(\mathcal{X})] = 0$ since, by assumption, $\mu(B(x + se_i, h/2)) \geq C \mu(h/2)^d \geq 3\alpha$ whenever $h \geq (\log^2 (n/\delta) / n)^{1/d}$. Hence, we have

$$
\sqrt{\mathbb{E}_X \| I(X) \|^2} \leq \sum_{i \in [d]} \mu^2(\partial_{i,i}(\mathcal{X})).
$$

Combine this last inequality with (6.5) and (6.6) and conclude.

The second term of (6.4) is bounded in the next lemma.

**Lemma 5.** Fix the sample $X$. We have $\max_{X \in \mathcal{X}} \| \nabla f(X) \circ I_n(X) - \nabla f(X) \| \leq \| \epsilon_t \|.$

**Proof.** For a given coordinate $i \in [d]$, let $f'_i$ denote the directional derivative $e_i^\top \nabla f$ along $i$. Pick any $x \in \mathcal{X}$. Since $f(x + te_i) - f(x - te_i) = \int_{-t}^{t} f'_i(x + se_i) ds$, we have

$$
2t(f'_i(x) - e_{i,i}) \leq f(x + te_i) - f(x - te_i)
$$

$$
\leq 2t(f'_i(x) + e_{i,i})
$$

Thus $\frac{1}{2t}(f(x + te_i) - f(x - te_i)) - f'_i(x) | \leq \epsilon_{i,i}$. We therefore have that $\| \nabla f(X) \circ I_n(X) - \nabla f(X) \|$ equals

$$
\sqrt{\sum_{i = 1}^{d} \left( f'_i(x) \cdot 1_{A_{i,i}(x)} - \Delta_{i,i} f(x) \cdot 1_{A_{i,i}(x)} \right)^2}
$$

$$
= \sqrt{\sum_{i = 1}^{d} \left( \frac{1}{2t} (f(x + te_i) - f(x - te_i)) - f'_i(x) \right)^2}
$$

$$
\leq \| \epsilon_t \|.
$$

The last two lemmas can then be combined using equation (6.4) into the final bound of this subsection.

**Lemma 6.** Assume $A_2$ and $A_5$. Suppose $h \geq (\log^2 (n/\delta) / n)^{1/d}$. With probability at least $1 - \delta$ over the sample $X:

$$
\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f(X) \| \leq R \cdot \left( \sqrt{\frac{d \ln \frac{1}{\delta}}{2n}} + \| \mu_0 \| \right)
$$

$$
+ \| \epsilon_t \|.
$$
6.3.1.2 Bounding $\mathbb{E}_n\|\nabla f(X) - \nabla f_{n,h}(X)\|

We need to consider bias and variance functionals of estimates $f_{n,h}(x)$. To this end we introduce the expected estimate $f_{n,h}(x) = \mathbb{E}_Yf_{n,h}(x) = \sum_{i=1}^n w_i(x)f(X_i)$. The following lemma bounds the bias of estimates $f_{n,h}$. The proof relies on standard ideas.

**Lemma 7** (Bias of $f_{n,h}$). Assume A2. Let $t < \tau$. We have for all $X \in X$, all $i \in [d]$, and $s \in \{-t, t\}$:

$$|f_{n,h}(X + se_i) - f(X + se_i)| \cdot 1_{A_{n,h}(x)} \leq hR.$$

Proof. Let $x = X + se_i$. Using a Taylor approximation on $f$ to bound $|f(X_i) - f(x)|$, we have

$$|f_{n,h}(x) - f(x)| \leq \sum_{i \in [d]} w_i(x)|f(X_i) - f(x)| \leq \sum_{i \in [d]} w_i(x)|X_i - x| \cdot \sup_{X + B(0, \tau)} \|\nabla f\| \leq hR.$$

The following lemma bounds the variance of estimates $f_{n,h}$ averaged over the sample $X$. To obtain a high probability bound, we rely on results of Lemma 7 in [85]. However in [85], the variance of the estimator if evaluated at a point, therefore requiring local density assumptions. The present lemma has no such local density requirements given that we are interested in an average quantity over a collection of points.

**Lemma 8** (Average Variance). Assume A1. There exist $C = C(\mu, K(\cdot))$, such that the following holds with probability at least $1 - 2\delta$ over the choice of the sample $(X, Y)$. Define $A(n) = \sqrt{Cd \cdot \ln(n/\delta)} \cdot C_\gamma^2(\delta/2n) \cdot \sigma^2$, for all $i \in [d]$, and all $s \in \{-t, t\}$:

$$\mathbb{E}_n[f_{n,h}(X + se_i) - f_{n,h}(X + se_i)]^2 \cdot 1_{A_{n,h}(x)} \leq \frac{A(n)}{n^2}.$$

Proof of Lemma 8. Fix the sample $X$ and consider only the randomness in $Y$. The following result is implicit to the proof of Lemma 7 of [85]: with probability at least $1 - 2\delta$, for all $X \in X$, $i \in [d]$, and $s \in \{-t, t\}$, we have (where, for simplicity, we write $x = X + se_i$)

$$|f_{n,h}(x) - f_{n,h}(x)|^2 \cdot 1_{A_{n,h}(x)} \text{ is at most } \frac{Cd \cdot \log(n/\delta)C_\gamma^2(\delta/2n) \cdot \sigma^2}{n \mu_n((B(x, h/2))}.$$

Fix $i \in [d]$ and $s \in \{-t, t\}$. Taking empirical expectation, we get $\mathbb{E}_n[f_{n,h}(x) - f_{n,h}(x)]^2$ is at most

$$\frac{\sqrt{Cd \cdot \ln(n/\delta)} \cdot C_\gamma^2(\delta/2n) \cdot \sigma^2}{n} \sum_{j \in [n]} \frac{1}{n(x_j, h/2)}$$

where $x_j = X_j + se_j$, and $n(x_j, h/2) = n\mu_n(B(x_j, h/2))$ is the number of samples in $B(x_j, h/2)$. Let $Z \subset \mathbb{R}^d$ denote a minimal $h/4$-cover of $\{X_1, ..., X_n\}$. Since $X$ has bounded
6.3 Consistency of the estimator $E_n G_n(X)$ of $E_X G(X)$

Assume every $x_j$ is assigned to the closest $z \in Z$, where ties can be broken any way, and write $x_j \to z$ to denote such an assignment. By definition of $Z$, $x_j$ is contained in the ball $B(z, h/4)$, and we therefore have $B(z, h/4) \subset B(x_j, h/2)$.

Thus

$$\sum_{j \in [n]} \frac{1}{n(x_j, h/2)} = \sum_{z \in Z} \sum_{x_j \to z} \frac{1}{n(x_j, h/2)} \leq \sum_{z \in Z} \sum_{x_j \to z} \frac{1}{n(z, h/4)} \leq \sum_{z \in Z} \frac{n(z, h/4)}{n(z, h/4)} = |Z| \leq C_X(h/4)^{-d}.$$

Combining with the above analysis finishes the proof.

The main bound of this subsection is given in the next lemma which combines the above bias and variance results.

**Lemma 9.** Assume A1 and A2. There exist $C = C(\mu, K(\cdot))$, such that the following holds with probability at least $1 - 2\delta$ over the choice of $(X, Y)$.

Define $A(n) = \sqrt{Cd \cdot \ln(n/\delta) \cdot C_X^2 (\delta/2n) \cdot \sigma_Y^2}$:

$$E_n \|\nabla f(X) - \nabla f_{n,h}(X)\| \leq \frac{\sqrt d}{t} \sqrt{\frac{A(n)}{nh^d} + 2R^2h^2}. \quad (6.7)$$

**Proof.** In what follows, we first apply Jensen’s inequality, and the fact that $(a + b)^2 \leq 2a^2 + 2b^2$. We have:

$$E_n \|\nabla f(X) - \nabla f_{n,h}(X)\| = E_n \left( \sum_{i \in [d]} |\Delta_{i,t} f_{n,h}(X) - \Delta_{i,t} f(X)\| \cdot 1_{A_n(X)} \right)^{1/2} \leq \left( \sum_{i \in [d]} E_n |\Delta_{i,t} f_{n,h}(X) - \Delta_{i,t} f(X)\|^2 \cdot 1_{A_n(X)} \right)^{1/2} \leq \frac{\sqrt d}{2t} \left( \max_{i \in [d], s \in \{-t,t\}} 4E_n |f_{n,h}(\hat X) - f(\hat X)|^2 \cdot 1_{A_n(X)} \right)^{1/2} \quad (6.7)$$

where $\hat X = X + se_i$. Next, use the fact that for any $s \in \{-t, t\}$, we have the following decomposition into variance and bias terms

$$|f_{n,h}(X + se_i) - f(X + se_i)|^2 \leq 2|f_{n,h}(X + se_i) - \hat f_{n,h}(X + se_i)|^2 + 2|\hat f_{n,h}(X + se_i) - f(X + se_i)|^2.$$

Combine this into (6.7) to get a bound in terms of the average bias and variance of estimates $f_{n,h}(X + se_i)$. Apply Lemma 7 and 8 and conclude. \qed
6.3.1.3 Main Result of this Section

The following theorem provides the final bound of this section on $E_n \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \|$. It follows directly from the decomposition of equation 6.3 and Lemmas 6 and 21.

**Lemma 10.** Assume $A_1, A_2$ and $A_5$. Let $t < \tau$ and suppose $h \geq (\log^2(n/\delta)/n)^{1/d}$. With probability at least $1 - 2\delta$ over the choice of the sample $(X, Y)$, we have

$$E_n \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \| \leq \sqrt{\frac{d}{t}} \sqrt{\frac{A(n)}{nh^d}} + 2R^2h^2 \left( \sqrt{\frac{d \ln \frac{d}{\delta}}{2n}} + \|H_h\| + \|\epsilon_t\| \right).$$

6.3.2 Bounding $\max_{X \in X} \| \nabla f(X) + \hat{\nabla} f_{n,h}(X) \|$ 

**Lemma 11.** Assume $A_1$ and $A_2$. With probability at least $1 - \delta$, we have

$$\| \nabla f(X) + \hat{\nabla} f_{n,h}(X) \| \leq 3R + \|\epsilon_t\| + \sqrt{d} \left( \frac{hR + C_Y(\delta/n)}{t} \right).$$

**Proof.** Fix $X \in X$. We have

$$\| \nabla f(X) + \hat{\nabla} f_{n,h}(X) \| \leq 2\| \nabla f(X) \| + \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \| \leq 2R + \| \nabla f(X) - \hat{\nabla} f(X) \| + \| \hat{\nabla} f(X) - \hat{\nabla} f_{n,h}(X) \|. \tag{6.8}$$

We can bound the second term of (6.8) as follows.

$$\| \nabla f(X) - \hat{\nabla} f(X) \| \leq \| \nabla f(X) \circ \mathbf{1}_n(X) - \hat{\nabla} f(X) \| + \| \hat{\nabla} f(X) \circ \mathbf{1}_n(X) \| \leq \|\epsilon_t\| + R,$$

where we just applied Lemma 5.

For the third term of (6.8), $\| \hat{\nabla} f(X) - \hat{\nabla} f_{n,h}(X) \|$ equals

$$\sqrt{\sum_{i \in [d]} \left( |\Delta_{t,i} f_{n,h}(x) - \Delta_{t,i} f(x) \cdot \mathbf{1}_{A_n(x)} |^2 \right)}.$$

As in the proof of Lemma 21, we decompose the above summand into bias and variance terms, that is:

$$|\Delta_{t,i} f_{n,h}(x) - \Delta_{t,i} f(x)| \leq \frac{1}{L} \max_{s \in \{ -t, t \}} |f_{n,h}(x + se_i) - f(x + se_i)| + \frac{1}{L} \max_{s \in \{ -t, t \}} |f_{n,h}(x + se_i) - f_{n,h}(x + se_i)|.$$
By Lemma 7, \( \left| \hat{f}_{n,h}(x + se_i) - f(x + se_i) \right| \leq Rh \) for any \( s \in \{-t, t\} \).

Next, by definition of \( C_\gamma(\delta/n) \), with probability at least \( 1 - \delta \), for each \( j \in [n] \), \( Y_j \) has value within \( C_\gamma(\delta) \) of \( f(X_j) \). It follows that \( \left| f_{n,h}(X + se_i) - f_{n,h}(X + se_i) \right| \leq C_\gamma(\delta/n) \) for \( s \in \{-t, t\} \).

Thus, with probability at least \( 1 - \delta \), we have

\[
\left\| \nabla f(X) - \nabla f_{n,h}(X) \right\| \leq \sqrt{\frac{d}{t}} \left( \frac{hR + C_\gamma(\delta/n)}{t} \right).
\]

Combine these bounds in (6.8) and conclude. \( \square \)

6.3.3 Final Bound \( \|E_nG_n(X) - E_nG(X)\|_2 \)

We can now combine the results of the last two subsections, namely Lemma 10 and 11, into the next lemma, using the bound of Lemma 3.

**Lemma 12.** Assume A1, A2 and A5. Let \( t < \tau \) and suppose \( h \geq (\log^2(n/\delta)/n)^{1/d} \). With probability at least \( 1 - 2\delta \) over the choice of the sample \((X, Y)\), we have that \( \|E_nG_n(X) - E_nG(X)\|_2 \) is at most

\[
\left( 3R + \|\epsilon_t\| + \sqrt{d} \left( \frac{hR + C_\gamma(\delta/n)}{t} \right) \right) \cdot \left[ \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nR^2}} + 2h^2R^2 + R \left( \sqrt{\frac{d \ln^2 d}{2n^2}} + \|\mu_n\| + \|\epsilon_t\| \right) \right].
\]

6.4 Experiments

In this section we describe experiments aimed at evaluating the utility of EGOP as a metric estimation technique for regression or classification. We consider a family of non-parametric methods that rely on the notion of distance under a given Mahalanobis metric \( M \), computed as \((x - x')^T M (x - x')\).

In this setup, we consider three choices of \( M \): (i) identity, i.e., Euclidean distance in the original space; (ii) the estimated gradient weights (GW) matrix as in [85], i.e., Euclidean distance weighted by the estimated \( \Delta_{ij}f_n \), and (iii) the estimated EGOP matrix \( E_nG_n(X) \).

The latter corresponds to Euclidean distance in the original space under linear transform given by \( [E_nG_n(X)]^{1/2} \). Note that a major distinction between the metrics based on GW and EGOP is that the former only scales the Euclidean distance, whereas the latter introduces a rotation.

Each choice of \( M \) can define the set of neighbors of an input point \( x \) in two ways: (a) \( k \) nearest neighbors (kNN) of \( x \) for a fixed \( k \), or (b) neighbors with distance \( \leq h \) for a fixed \( h \); we will refer to this as \( h \)NN. When the task is regression, the output values of the neighbors are simply averaged; for classification, the class label for \( x \) is decided by majority vote among neighbors. Note that \( h \)NN corresponds to kernel regression with the boxcar kernel.

Thus, we will consider six methods, based on combinations of the choice of metric \( M \) and the definition of neighbors: kNN, kNN-GW, kNN-EGOP, hNN, hNN-GW, and hNN-EGOP.
Figure 6.2: Synthetic data, $d=50$, without rotation applied after generating $y$ from $x$. The figure shows error of $h$NN with different metrics and the profile of derivatives recovered by GW and EGOP. In the case when there is no rotation, the performance of GW is similar to that returned by the EGOP.

6.4.1 Synthetic Data

In order to understand the effect of varying the dependence of $f$ on the input coordinates, on the quality of the metric estimated by the EGOP as well as other approaches, we first consider experiments on synthetic data. For the purpose of these experiments, the output is generated as follows: We set $y = \sum_i \sin(c_i x_i)$, with the sum over all the dimensions of $x \in \mathbb{R}^d$. The profile of the $c$ vector is responsible for the degree to which the value of $x_i$ affects the output $y$.

We set $c[1] = 50$ and then $c[i] = 0.6 \times c[i−1]$ for $i = 2 : 50$, and sampled $d = 50$-dimensional input over a bounded domain. In this data, we consider two cases: The first denoted (R), in which the input features are transformed by a random rotation in $\mathbb{R}^d$, after $y$ has been generated; and the second, denoted (I) in which the input features are preserved. Under these conditions we evaluate the out of sample regression accuracy with original metric, GW and EGOP-based metrics, for different value of $n$; in each experiment, the values of $h$ and $t$ are tuned by cross-validation on the training set.

From the results that we can see in figures 6.2 and ?? is that reweighting examples by either gradient weights or by using the expected gradient outer product helps in performance in all cases. However, in the case when the synthetic data is rotated, as might be expected, the performance of the case when the EGOP is used for the reweighing, is not significantly affected as compared to the no rotation case. This is in sharp contrast to the case of gradient weights: which is able to recover a good metric (as can be seen by the accuracy) in the no-rotation case, however, its performance falls steeply when the data is rotated.

In order to get some insight into the nature of the metrics that were estimated from this synthetic data, we also plot profiles of the estimated feature relevance. For the gradients weights approach, these are just the weights obtained. For the EGOP, we use
Rotation

Figure 6.3: Synthetic data, \( d=50 \), with rotation applied after generating \( y \) from \( x \). As in the companion figure 6.2 we show error of \( h \)NN with different metrics, along with the profile of derivatives recovered by both GW and EGOP. The deterioration of the error performance of the Gradient Weights approach after the feature space is subject to a random rotation is noteworthy.

the eigenvalues of the matrix as a measure of feature importance. In other words, for gradient weights this corresponds to values on the diagonal of \( \mathbf{M} \), and for EGOP of the (square roots) of the eigenvalues of \( \mathbf{M} \). Plots in figures 6.2 and ?? also show these profiles (sorted in descending order). By inspecting at these profiles, it is clear that the EGOP is largely invariant to rotation of the feature space, and is much better at recovering the relevance of the features according to what was prescribed by the \( \mathbf{c} \) vector described above.

6.4.2 Regression Experiments

After the experiments on synthetic data, we now present some results on real world datasets. The name of the datasets, along with information such as their dimensionality, number of training and test points etc., is mentioned in Table 6.1. For each data set, we report the results averaged over ten random training/test splits.

As a measure of performance we compute for each experiment the **normalized mean squared error** (nMSE): mean squared error over test set, divided by target variance over that set. This can be interpreted as fraction of variance in the target unexplained by the regressor.

In each experiment the input was normalized by the mean and standard deviation of the training set. For each method, the values of \( h \) or \( k \) as well as \( t \) (the bandwidth used to estimate finite differences for GW and EGOP) were set by two fold cross-validation on the training set.
6.4.3 Classification Experiments

The setup for classification data sets is very similar for regression, except that the task is binary classification, and the labels of the neighbors selected by each prediction method are aggregated by simple majority vote, rather than averaging as in regression. The performance measure of interest here is classification error. As in regression experiments, we normalized the data, tuned all relevant parameters by cross validation on training data, and repeated the entire experimental procedure ten times with random training/test splits.

In addition to the baselines listed above, in classification experiments we considered another competitor: the popular feature relevance determination method called ReliefF [74, 84]. A highly engineered method that includes heuristics honed over considerable time by practitioners, it has the same general form of assigning weights to features as do GW and EGOP.

![Graphs showing regression error (nMSE) as a function of training set size for Ailerons, TeleComm, Wine data sets.]

Figure 6.4: Regression error (nMSE) as a function of training set size for Ailerons, TeleComm, Wine data sets.

6.4.4 Results

The detailed results are reported in Tables 6.1 and 6.2. These correspond to a single value of training set size. Plots in Figures 6.4 and 6.5 show a few representative cases for regression and classification, respectively, of performance of different methods as a
6.4 Experiments

Figure 6.5: Classification error as a function of training set size for Musk, Gamma, IJCNN data sets.

Figure 6.6: Comparison of EGOP estimated by our proposed method vs. locally linear regression, for Ailerons and Barrett1 datasets. See the text for more details including runtime function of training set size; it is evident from these that while the performance of all methods tends to improve if additional training data are available, the gaps methods persist across the range of training set sizes.
From the results in Tables 6.1 and 6.2, we can see that the k-EGOP variants dominate the k-GW ones, and that both produce gains relative to using the original metric. This is true both for kNN and for kernel regression (hNN) methods, suggesting general utility of EGOP-based metric, not tied to a particular non-parametric mechanism. We also see that the metrics based on estimated EGOP are competitive with ReliefF.

6.4.5 Experiments with Local Linear Regression

As mentioned earlier in the paper, our estimator for EGOP is an alternative to an estimator based on computing the slope of locally linear regression (LLR) [21] over the training data. We have compared these two estimation methods on a number of data sets, and the results are plotted in Figure 6.6. In these experiments, the bandwidth of LLR was tuned by a 2-fold cross-validation on the training data.

We observe that despite its simplicity, the accuracy of predictors using EGOP-based metric estimated by our approach is competitive with or even better than the accuracy with EGOP estimated using LLR. As the sample size increases, accuracy of LLR improves. However, the computational expense of LLR-based estimator also grows with the size of data, and in our experiments it became dramatically slower than our estimator of EGOP for the larger data sizes. This confirms the intuition that our estimator is an appealing alternative to LLR-based estimator, offering a good tradeoff of speed and accuracy.

To impress upon the reader the computational advantage of our simple estimator over LLR, we also report the following running times (averaged over the ten random runs) for the same using our method and LLR respectively for the highest sample size used in the above real world datasets: Ailerons (128.13s for delta and 347.48s for LLR), Barrett (377.03s for delta and 1650.55s for LLR). Showing that our rough estimator is significantly faster than Local Linear Regression while giving competitive performance. These timings were recorded on an Intel i7 processor with CPU @ 2.40 GHz and 12 GB of RAM.
Table 6.1: Regression results, with ten random runs per data set.

| Dataset      | d   | train/test | hNN  | hNN-GW  | hNN-EGOP |
|--------------|-----|------------|------|---------|----------|
| Ailerons     | 5   | 3000/2000  | 0.3637 ± 0.0099 | 0.3381 ± 0.0087 | 0.3264 ± 0.0095 |
| Concrete     | 8   | 730/300    | 0.3625 ± 0.0564 | 0.2525 ± 0.0417 | 0.2518 ± 0.0418 |
| Housing      | 13  | 306/200    | 0.3033 ± 0.0681 | **0.2628** ± 0.0652 | 0.2776 ± 0.0550 |
| Wine         | 11  | 2500/2000  | 0.7107 ± 0.0157 | 0.7056 ± 0.0184 | **0.6867** ± 0.0145 |
| Barrett1     | 21  | 3000/2000  | 0.0914 ± 0.0106 | **0.0740** ± 0.0209 | 0.0927 ± 0.0322 |
| Barrett5     | 21  | 3000/2000  | 0.0906 ± 0.0044 | **0.0823** ± 0.0171 | 0.0996 ± 0.0403 |
| Sarcos1      | 21  | 3000/2000  | 0.1433 ± 0.0087 | **0.0913** ± 0.0054 | 0.1064 ± 0.0101 |
| Sarcos5      | 21  | 3000/2000  | 0.1101 ± 0.0033 | 0.0972 ± 0.0044 | **0.0970** ± 0.0064 |
| ParkinsonM   | 19  | 3000/2000  | 0.4234 ± 0.0386 | 0.3606 ± 0.0524 | **0.3546** ± 0.0406 |
| ParkinsonT   | 19  | 3000/2000  | 0.4965 ± 0.0606 | **0.3980** ± **0.0738** | 0.4168 ± 0.0941 |
| TeleComm     | 48  | 3000/2000  | 0.1079 ± 0.0099 | 0.0858 ± 0.0089 | **0.0380** ± 0.0059 |

| Dataset      | kNN | kNN-GW   | kNN-EGOP |
|--------------|-----|----------|----------|
| Ailerons     | 0.3364 ± 0.0087 | 0.3161 ± 0.0058 | **0.3154** ± 0.0100 |
| Concrete     | 0.2884 ± 0.0311 | **0.2040** ± 0.0234 | 0.2204 ± 0.0292 |
| Housing      | 0.2897 ± 0.0632 | **0.2389** ± 0.0604 | 0.2546 ± 0.0530 |
| Wine         | 0.6633 ± 0.0119 | 0.6615 ± 0.0134 | **0.6574** ± 0.0171 |
| Barrett1     | 0.1051 ± 0.0150 | **0.0843** ± 0.0229 | 0.1136 ± 0.0510 |
| Barrett5     | 0.1095 ± 0.0096 | **0.0984** ± 0.0244 | 0.1120 ± 0.0315 |
| Sarcos1      | 0.1222 ± 0.0074 | **0.0769** ± 0.0037 | 0.0890 ± 0.0072 |
| Sarcos5      | 0.0870 ± 0.0051 | 0.0779 ± 0.0026 | **0.0752** ± 0.0051 |
| ParkinsonM   | 0.3638 ± 0.0443 | **0.3181** ± 0.0477 | 0.3211 ± 0.0479 |
| ParkinsonT   | 0.4055 ± 0.0413 | 0.3587 ± 0.0657 | **0.3528** ± 0.0742 |
| TeleComm     | 0.0864 ± 0.0094 | 0.0688 ± 0.0074 | **0.0289** ± 0.0031 |
Table 6.2: Classification results with 3000 training/2000 testing.

| Dataset     | d  | \(d\NN\)         | \(d\NN\)-GW       | \(d\NN\)-EGOP   | \(d\NN\)-ReliefF |
|-------------|----|-------------------|-------------------|----------------|------------------|
| Cover Type  | 10 | 0.2301 ± 0.0104   | 0.2176 ± 0.0105   | 0.2197 ± 0.0077 | 0.1806 ± 0.0165 |
| Gamma       | 10 | 0.1784 ± 0.0093   | 0.1721 ± 0.0082   | 0.1658 ± 0.0076 | 0.1696 ± 0.0072 |
| Page Blocks | 10 | 0.0410 ± 0.0042   | 0.0387 ± 0.0085   | 0.0383 ± 0.0047 | 0.0395 ± 0.0053 |
| Shuttle     | 9  | 0.0821 ± 0.0095   | 0.0297 ± 0.0327   | 0.0123 ± 0.0041 | 0.1435 ± 0.0458 |
| Musk        | 166| 0.0458 ± 0.0057   | 0.0477 ± 0.0069   | 0.0360 ± 0.0037 | 0.0434 ± 0.0061 |
| IJCNN       | 22 | 0.0523 ± 0.0043   | 0.0452 ± 0.0045   | 0.0401 ± 0.0039 | 0.0510 ± 0.0067 |
| RNA         | 8  | 0.1128 ± 0.0038   | 0.0710 ± 0.0048   | 0.0664 ± 0.0064 | 0.1343 ± 0.0406 |

| Dataset     | \(k\NN\)         | \(k\NN\)-GW       | \(k\NN\)-EGOP   | \(k\NN\)-ReliefF |
|-------------|-------------------|-------------------|----------------|------------------|
| Cover Type  | 0.2279 ± 0.0091   | 0.2135 ± 0.0064   | 0.2161 ± 0.0061 | 0.1839 ± 0.0087 |
| Gamma       | 0.1775 ± 0.0070   | 0.1680 ± 0.0075   | 0.1644 ± 0.0099 | 0.1623 ± 0.0063 |
| Page Blocks | 0.0349 ± 0.0042   | 0.0361 ± 0.0048   | 0.0329 ± 0.0033 | 0.0347 ± 0.0038 |
| Shuttle     | 0.0037 ± 0.0025   | 0.0024 ± 0.0016   | 0.0021 ± 0.0011 | 0.0028 ± 0.0021 |
| Musk        | 0.2279 ± 0.0091   | 0.2135 ± 0.0064   | 0.2161 ± 0.0061 | 0.1839 ± 0.0087 |
| IJCNN       | 0.0540 ± 0.0061   | 0.0459 ± 0.0058   | 0.0413 ± 0.0051 | 0.0535 ± 0.0080 |
| RNA         | 0.1042 ± 0.0063   | 0.0673 ± 0.0062   | 0.0627 ± 0.0057 | 0.0828 ± 0.0056 |
The Expected Gradient Outer Product, which was the focal point of the previous chapter, is an interesting operator that emerges naturally from the theory of multi-index regression and \textit{effective dimension reduction}. While it is straightforward to estimate while working with an unknown regression function $f : \mathbb{R}^d \rightarrow \mathbb{R}$, it is unclear how such an operator could be estimated when the unknown regression function is vector valued $f : \mathbb{R}^d \rightarrow \mathbb{R}^c$, while retaining the original multi-index motivation. In this chapter we give a generalization of the traditional EGOP for this case. We also show that a rough estimator for it remains statistically consistent under natural assumptions, while also providing gains in real world non-parametric classification tasks when used as a distance metric.

In the previous chapter, we worked with the following object, namely, the Expected Gradient Outer Product (EGOP):

$$E_x G(x) \triangleq E_x \left( \nabla f(x) \cdot \nabla f(x)^\top \right)$$

Where $f$ was an unknown regression function $f : \mathbb{R}^d \rightarrow \mathbb{R}$. The EGOP has the attractive property that it captures the average variation of $f$ in all directions. As has been discussed earlier, in practice the function $f$ might not vary equally along all coordinates: some features might be more important than the others, this being the motivation for variable selection methods as well as feature weighing methods such as $[85]$, $[86]$. More generally, even if all the features have a bearing toward predicting the output $y \in \mathbb{R}$, there might exist an unknown $k$ dimensional subspace on which $y$ \textit{effectively} depends upon. Such a \textit{relevant} subspace can be recovered by doing a singular value decomposition of the EGOP. Even more generally, as might be the case frequently in practice, even a \textit{relevant} subspace $P$ might not exist. However, the EGOP is still useful as $f$ is unlikely to vary equally in all directions: it can be employed to weight different directions according to their relevance. This was the motivation for using the EGOP as a metric in the previous chapter for non-parametric regression. Indeed, given the spectral decomposition $VDV^\top$ of the EGOP, we can transform the input $x$ as $x \mapsto D^{1/2} V^\top x$. $V$ rotates the data, while $D^{1/2}$ weighs the coordinates. Using this transformation of the input was shown to improve regression performance on almost all datasets.

However, as was apparent, all the experimental results reported in Chapter 6 were for regression and binary classification. Around the time of the publication of $[148]$, it was unclear if a similar metric could be estimated for the multiclass case. We noticed this to uniformly be the case in the use of the EGOP throughout the multi-index regression literature (for instance see the the experiments reported by $[165]$, which also involve regression and binary classification only).
In this part of the dissertation, we generalize the EGOP such that it can also be estimated efficiently in the multi-class setting, and similarly be used to reweigh features in non-parametric multi-class classification tasks. Like in the case of the EGOP, we propose a rough estimator, which is cheap to estimate. We also prove that under similarly mild assumptions as for the EGOP, that it remains statistically consistent. We also provide experimental evidence that this generalization, which we call the expected Jacobian outer product (EJOP), can give significant improvements on classification error in real-world datasets, when used as the underlying metric in nonparametric classifiers.

Before we develop further on the EJOP, it might be instructive to first consider the EGOP for the case of binary classification. It might not be immediately obvious to the reader that the EGOP, which is well grounded for the case of nonparametric regression, carries through seamlessly for binary classification. We provide reasoning below that shows why this is the case, which also serves to motivate our approach to proposing an estimator for the EJOP.

### 7.1 EGOP AND BINARY CLASSIFICATION

To demonstrate that arguments used to motivate the EGOP in the case of nonparametric regression also work for binary classification, we first show that $k$-NN and $\epsilon$-NN are plug-in classifiers. The same reasoning also works for other nonparametric regression methods, but we keep ourselves to nearest neighbors. For the sake of completeness, we begin by a standard definition.

**Definition 2 (Bayes Classifier).** Suppose $\eta(x) = P(Y = 1 | X = x)$ and

$$f(x) = \begin{cases} 1 & \text{if } \eta(x) > \frac{1}{2} \\ 0 & \text{if } \eta(x) \leq \frac{1}{2} \end{cases}$$

Then $f(x)$ is called the Bayes classifier.

**Definition 3 (Plug-in Classifier).** Suppose $\hat{\eta}(x)$ is an estimate of $\eta(x)$ obtained from $\{(x_i, y_i)\}_{i=1}^N$, and

$$\hat{f}(x) = \begin{cases} 1 & \text{if } \hat{\eta}(x) > \frac{1}{2} \\ 0 & \text{if } \hat{\eta}(x) \leq \frac{1}{2} \end{cases}$$

Then $\hat{f}(x)$ is called a plug-in classifier.

Consider $\hat{\eta}(x) = \sum_{i=1}^N w_i \mathbb{1}[y_i = 1]$ with $\sum_{i=1}^N w_i = 1$. If $C$ is the set of selected neighbors. Then, in the case of $k$-NN:

$$w_i(x) = \begin{cases} \frac{1}{k} & \text{if } i \in C \\ 0 & \text{otherwise} \end{cases}$$

Likewise, in the case of $\epsilon$-NN

$$w_i(x) = \begin{cases} \frac{1}{|B(x, \epsilon)|} & \text{if } i \in B(x, \epsilon) \\ 0 & \text{otherwise} \end{cases}$$
Proposition 2. \( k\)-NN and \( \epsilon\)-NN are plug-in classifiers

Proof. The plug-in classifier might be rewritten as:

\[
\hat{f}(x) = \mathbb{1}\left( \hat{\eta}(x) > \frac{1}{2} \right) u
\]

\[
= \mathbb{1}\left( \sum_{i=1}^{N} w_i \mathbb{1}[y_1 = 1] > \frac{1}{2} \right)
\]

\[
= \mathbb{1}\left( \sum_{i=1}^{N} w_i (2\mathbb{1}[y_1 = 1] - 1) > 0 \right)
\]

\[
= \mathbb{1}\left( \sum_{i=1}^{N} w_i (\mathbb{1}[y_1 = 1] - \mathbb{1}[y_1 = 0]) > 0 \right)
\]

\[
= \mathbb{1}\left( \sum_{i=1}^{N} w_i \mathbb{1}[y_1 = 1] > \sum_{i=1}^{N} w_i \mathbb{1}[y_1 = 0] \right)
\]

While laying out this trivial reasoning might seem unnecessarily excessive, the main message that we want to impress upon the reader is that \( k\)-NN and \( \epsilon\)-NN are plug-in classifiers. Note that, \( \hat{\eta}(x) \), which is the plug-in classifier is a regression estimate of the Bayes classifier \( \eta(x) \), and it is well known that the 0-1 classification error of the plug-in methods is related to the regression estimate (see Devroye et al. [33]). Thus the reasoning used for non-parametric regression in the case of gradient weights[85], [86], EGOP [148], [165] etc., also carries to the case of binary classification; one can just use \( \hat{\eta} \) to find the derivatives.

7.2 THE MULTICLASS CASE

For the multi-class case, we can consider

\[
\hat{\eta}_k(x) = \sum_{i=1}^{N} w_i \mathbb{1}[y_i = k]; \text{ where } \sum_{i=1}^{N} w_i = 1 \text{ and } k \in \{1, \ldots, r\}
\]

and define \( \hat{f}(x) = \max_k \hat{\eta}_k(x) \).

We can consider using \( \hat{f}(x) \) for finding derivatives, but that is prevented by the appearance of the max. Alternatively, we could consider a vector valued function (\( c \) being the number of classes)

\[
\hat{f}(x) = [\hat{\eta}_1, \ldots, \hat{\eta}_c]
\]

and then use the differences to find the derivatives. The latter approach seems in direct analogy to the case of binary classification, thus we use it to define the Jacobian Outer Product. Note that the properties of this plug-in and whether it is similar to the standard plug-in defined above is beyond the scope of this chapter (see Devroye et al. [33]). We simply content ourselves with using it to define the EJOP, and this intuition is borne out by being able to use it to prove a consistency result akin to the EGOP. We now conclude these meanderings to better motivate the EJOP, and proceed to define it more formally in the following section.
7.3 The Expected Jacobian Outer Product

Recall that in high dimensional classification problems over \( \mathbb{R}^d \), the unknown (multinomial regression) function \( f \) could be considered to be a vector-valued function mapping to a probability simplex \( \mathcal{S}^c = \{ y \in \mathbb{R}^c | \forall y_i \geq 0, y^T 1 = 1 \} \), where \( c \) is the number of classes. Or, more concisely, \( f : \mathbb{R}^d \rightarrow \mathcal{S}^c \). The prediction for some point \( x \) is then given by: \( y = \arg \max_{i=1,...,c} f_i(x) \).

For \( f \), at point \( x \), we can define the Jacobian as:

\[
\mathbf{J}_f(x) = \begin{bmatrix}
\frac{\partial f_1(x)}{\partial x_1} & \frac{\partial f_2(x)}{\partial x_1} & \cdots & \frac{\partial f_c(x)}{\partial x_1} \\
\frac{\partial f_1(x)}{\partial x_2} & \frac{\partial f_2(x)}{\partial x_2} & \cdots & \frac{\partial f_c(x)}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_1(x)}{\partial x_d} & \frac{\partial f_2(x)}{\partial x_d} & \cdots & \frac{\partial f_c(x)}{\partial x_d}
\end{bmatrix}
\]

We are interested in the quantity

\[
\mathbb{E}_X G(X) = \mathbf{J}_f(x) \mathbf{J}_f(x)^T
\]

Let \( f_n \) be an initial estimate of \( f \), for which we use a kernel estimate, then for the \((i,j)^{th}\) element of \( \mathbf{J}_f(x) \), we can use the following rough estimate:

\[
\Delta_{i,j} f_n(x) = \frac{f_n,i(x + t e_j) - f_n,i(x - t e_j)}{2t}, \quad t > 0
\]

Let \( \mathbf{J}_n(x) \) be the Jacobian estimate at \( x \). The Jacobian outer product is then estimated as \( \mathbb{E}_n \mathbf{J}_n(x) \mathbf{J}_n(x)^T \), which is the empirical average of \( \mathbf{J}_n(x) \mathbf{J}_n(x)^T \).

Note: Many of the assumptions and notation used overlap with that employed in chapter 6. We introduce new notation as needed, and if occasionally dictated for ease of exposition, redefine some term already defined in chapter 6.

7.3.1 Function Estimate

First, we need to specify the function estimate, that is used both for the theoretical analysis, and the experiments reported.

Again, considering \( c \) to be the number of classes, let the \( c \) dimensional vector valued function estimate be denoted by \( \tilde{f}_{n,h}(x) \), such that \( \tilde{f}_{n,h}(x) \in \mathcal{S}^c \)

\[
\tilde{f}_{n,h}(x) = [\tilde{f}_{n,h,1}(x), \ldots, \tilde{f}_{n,h,c}(x)] \text{ s.t. } \tilde{f}_{n,h,i}(x) > 0 \text{ and } \sum_i \tilde{f}_{n,h,i}(x) = 1
\]

The prediction in that case is given by:

\[
\hat{y} = \arg \max_i \tilde{f}_{n,h,i}(x)
\]

We use the following kernel estimate: \( \tilde{f}_{n,h,c}(x) = \sum_i w_i 1\{Y_i = c\} \), where:

\[
w_i(x) = \frac{K(||x - x_i||/h)}{\sum_j K(||x - x_j||/h)} \text{ if } B(x,h) \cap x \neq \phi_i
\]

\[
w_i(x) = \frac{1}{n} \text{ otherwise}
\]
Note that for k-NN, \( w_i(x) = \frac{1}{k} \) and for \( \epsilon \)-NN, \( w_i(x) = \frac{1}{|B(x, \epsilon)|} \).

While estimating gradients, we actually work with the softmaxed output

\[
\hat{f}_{n,h,i}(x) = \frac{e^{f_{n,h,i}(x)}}{\sum_j e^{f_{n,h,i}(x)}}
\]

Additionally, in the experiments we use a temperature term in the softmax for affording ease in gradient computation. But we omit this aspect from the discussion to keep the theoretical analysis simple, in any case, appearance of the temperature term does not affect any of the discussion to follow.

### 7.3.2 Note on the nomenclature

A natural question to ask is regarding the use of the name: Expected Jacobian Outer Product (EJOP), as compared to simply the Expected Gradient Outer Product (EGOP), after all we still find gradients, even in the multiclass case. We simply use different terminology to distinguish the two cases, especially given the lack of work on effective dimension reduction and multi-index regression for multinomial regression.

### 7.4 Notation and Setup

For a vector \( x \in \mathbb{R}^d \), we denote the euclidean norm as \( \|x\| \). For a matrix, we denote the spectral norm, which is the largest singular value of the matrix \( \sigma_{\text{max}}(A) \) as \( \|A\|_2 \). The column space of a matrix \( A \in \mathbb{R}^{n \times m} \) is denoted as \( \text{im}(A) \) where \( \text{im}(A) = \{Y \in \mathbb{R}^n | Y = Ax \ \text{for some} \ x \in \mathbb{R}^m \} \), and \( \ker(A) \) is used to denote the null space of matrix \( A \in \mathbb{R}^{n \times m}: \ker(A) = \{ x \in \mathbb{R}^m | Ax = 0 \} \). We use \( A \circ B \) to denote the Hadamard product of matrices \( A \) and \( B \).

Let the estimated nonparametric function be \( f_{n,h,c}(x) = \sum_i \omega_i(x) \mathbb{1}\{y_i = c\} \), and \( \hat{f}_{n,h,c}(x) = \sum_i \omega_i(x) \mathbb{P}(y_i = c | x_i) \). Our estimated gradient at dimension \( i \) is given as

\[
\Delta_{t,i} f_{n,h,c}(x) = \frac{f_{n,h,c}(x + te_i) - f_{n,h,c}(x - te_i)}{2t},
\]

and the estimated and true gradients for class \( c \) are given as:

\[
\nabla f_{n,h,c}(x) = \begin{bmatrix}
\Delta_{t,1} f_{n,h,c}(x) \cdot \mathbb{1}_{A_{n,1}(x)} \\
\Delta_{t,2} f_{n,h,c}(x) \cdot \mathbb{1}_{A_{n,2}(x)} \\
\vdots \\
\Delta_{t,d} f_{n,h,c}(x) \cdot \mathbb{1}_{A_{n,d}(x)}
\end{bmatrix},
\nabla f_c(x) = \begin{bmatrix}
\Delta_{t,1} f_c(x) \cdot \mathbb{1}_{A_{n,1}(x)} \\
\Delta_{t,2} f_c(x) \cdot \mathbb{1}_{A_{n,2}(x)} \\
\vdots \\
\Delta_{t,d} f_c(x) \cdot \mathbb{1}_{A_{n,d}(x)}
\end{bmatrix}
\]

Where \( A_{n,i}(X) \) is the event that enough samples contribute to the estimate \( \Delta_{t,i} f_{n,h}(X) \):

\[
A_{n,i}(X) \equiv \min_{\{t_i \neq t\}} \mu_n(B(X + se_i, h/2)) \geq \frac{2d \ln 2n + \ln(4/\delta)}{n}
\]

and likewise

\[
A_i(X) \equiv \min_{\{t_i \neq t\}} \mu(B(X + se_i, h/2)) \geq 3 \cdot \frac{2d \ln 2n + \ln(4/\delta)}{n}
\]
note that $\mu_n$, $\mu$ are empirical mass and mass of a ball, respectively.

We denote indicators of the events $A_{n,i}(X)$ and $A_i(X)$ in the following form

$$
\mathbb{I}_n(x) = \begin{bmatrix}
1_{A_{n,1}(x)} \\
1_{A_{n,2}(x)} \\
\vdots \\
1_{A_{n,c}(x)}
\end{bmatrix}, \quad \mathbb{I}_n(x) = \begin{bmatrix}
1_{A_1(x)} \\
1_{A_2(x)} \\
\vdots \\
1_{A_c(x)}
\end{bmatrix}
$$

Then the Jacobian outer product matrix is denoted $\hat{G}_n = \mathbb{I}_n(x)^T \mathbb{I}_n(x)$.

Let the Jacobian matrix $J_f(x) \in \mathbb{R}^{d \times c}$ to be

$$
J_f(x) = \begin{bmatrix}
\frac{\partial f_1(x)}{\partial x_1} & \frac{\partial f_2(x)}{\partial x_1} & \cdots & \frac{\partial f_c(x)}{\partial x_1} \\
\frac{\partial f_1(x)}{\partial x_2} & \frac{\partial f_2(x)}{\partial x_2} & \cdots & \frac{\partial f_c(x)}{\partial x_2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_1(x)}{\partial x_d} & \frac{\partial f_2(x)}{\partial x_d} & \cdots & \frac{\partial f_c(x)}{\partial x_d}
\end{bmatrix}
$$

where $c$ is the number of classes. And $f_k(x) = \mathbb{P}(y = k|x), \forall k \in [c]$ represents the conditional distribution of the class labels.

Then the Jacobian outer product matrix $G(x)$ is $G(x) = J_f(x)^T$. The estimated Jacobian matrix is

$$
\hat{J}_f(x) = \begin{bmatrix}
\nabla f_{n,h,1}(x) & \nabla f_{n,h,2}(x) & \cdots & \nabla f_{n,h,k}(x)
\end{bmatrix}
$$

the estimated Jacobian product matrix is denoted $\hat{G}(x) = \hat{J}_f(x)^T \hat{J}_f(x)^T$.

### 7.4.1 Assumptions

The assumptions are the same as in 6.2.2, with the following modifications: first to the bounded gradient assumption such that it extends to each class.

- Bounded Gradient: $\|\nabla f_k(x)\|_2 \leq R, \forall x \in \mathcal{X}, k \in [c]$.

Secondly, we modify the assumption on the modulus of continuity of $\nabla f_k$ similarly 

Let $\epsilon_{t,i} = \sup_{x \in \mathcal{X}, a \in [-t, t]} \left| \frac{\partial f_k(x)}{\partial x_i} - \frac{\partial f_k(x + \delta_i)}{\partial x_i} \right|$ and $\epsilon_{t,i} = \max_{k} \epsilon_{t,i}$, define the $(t,i)$-boundary of $\mathcal{X}$ as $\partial_{t,i}(\mathcal{X}) = \{ x : \{ x + \delta_i, x - \delta_i \} \not \subseteq \mathcal{X} \}$. When $\mu$ has continues density on $\mathcal{X}$ and $\nabla f_k$ is uniformly continuous on $\mathcal{X} + B(0, \tau)$, we have $\mu(\partial_{t,i}(\mathcal{X})) \overset{t \to 0}{\to} 0$ and $\epsilon_{t,i} \overset{t \to 0}{\to} 0$.

### 7.5 Consistency of Estimator $\mathbb{E}_n \hat{G}(X)$ of the Jacobian Outer Product $\mathbb{E}_X G(X)$

To show that the estimator $\mathbb{E}_n \hat{G}(X)$ is consistent, we proceed to bound $\|\mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X)\|$ for finite $n$, which is encapsulated in the theorem that follows. There are two main difficulties in the proof, which are addressed by a sequence of lemmas. One has to do with the fact that the gradient estimate at any point depends on all other points, and second, having gradient estimates for $c$ classes.
Theorem 2. Let \( t + h \leq \tau \), and let \( 0 \leq \delta \leq 1 \). There exist \( C = C(\mu, K(\cdot)) \) and \( N = N(\mu) \) such that the following holds with probability at least \( 1 - 2\delta \). Define \( A(n) = \sqrt{Cd} \cdot \log(kn/\delta) \cdot 0.25/\log^2(n/\delta) \). Let \( n \geq N \), we have:

\[
\| E_n \hat{G}(X) - E_X G(X) \|_2 \leq \frac{6R^2}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right) + k \left( \sqrt{\frac{d}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\mathcal{A}(X))} + \sqrt{\sum_{i \in [d]} c^2_{i,i}} \right)
\]

Proof. We begin with the following decomposition:

\[
\| E_n \hat{G}(X) - E_X G(X) \|_2 \leq \| E_n \hat{G}(X) - E_n G(X) \|_2 + \| E_n G(X) - E_X G(X) \|_2
\]

The first term on the right hand side i.e. \( \| E_n \hat{G}(X) - E_n G(X) \|_2 \) is bounded using Lemma 14; by using Lemma 15 we bound the second term \( \| E_n \hat{G}(X) - E_n G(X) \|_2 \), this is done with respect to \( \sum_{k \in [c]} \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \); therefore we need to bound \( \sum_{k \in [c]} \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \), which is done by employing Theorem 3 which concludes the proof.

Remark. The theorem implies consistency for \( t \xrightarrow{n \to \infty} 0 \), \( h \xrightarrow{n \to \infty} 0 \), \( h/t^2 \xrightarrow{n \to \infty} 0 \), and \( (n/\log n)h/d^4 \xrightarrow{n \to \infty} \infty \), this is satisfied for many settings, for example \( t \asymp h^{1/4}, h \asymp \frac{1}{\sqrt{n}} \).

7.5.1 Bounding \( \| E_n G(X) - E_X G(X) \|_2 \)

To bound this term, like in the case of the EGOP, we use the following random matrix concentration result.

Lemma 13. [68, 149]. For the random matrix \( X \in \mathbb{R}^{d_1 \times d_2} \) with bounded spectral norm \( \| X \|_2 \leq M \), let \( d = \min \{d_1, d_2\} \), and \( X_1, X_2, \ldots, X_n \) are i.i.d. samples, with probability at least \( 1 - \delta \), we have

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} X_i - \mathbb{E}X \right\|_2 \leq \frac{6M}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right)
\]

Recall the bounded gradient assumption \( \| G(X) \|_2 = \| \nabla f(X) \|_2 \leq R^2 \). Using this assumption we can apply the above lemma to i.i.d matrices \( G(X), X \in \mathbb{X} \), yielding the following lemma.

Lemma 14. With probability at least \( 1 - \delta \)

\[
\| E_n G(X) - E_X G(X) \|_2 \leq \frac{6R^2}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right)
\]
Next we proceed to bound the second term in the decomposition mentioned in the proof of theorem 2.

7.5.2 Bounding $\|E_n \hat{G}(X) - E_n G(X)\|_2$

A first bound is provided by the following lemma:

**Lemma 15.** Exist constant $c$, with probability at least $1 - \delta$:

$$\|E_n \hat{G}(X) - E_n G(X)\|_2 \leq \sum_{k \in [c]} E_n \|\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)\|_2 \cdot \max_{x \in X} \|\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)\|_2$$

**Proof.** First we can write the term on the l.h.s in terms of the gradients for each class:

$$\|E_n \hat{G}(X) - E_n G(X)\|_2 = \|E_n [\hat{G}(X) - G(X)]\|_2$$

$$\leq \sum_{k \in [c]} \|E_n [\nabla f_k(X) \cdot \nabla f_k(X)^T - \hat{\nabla} f_{n,h,k}(X) \cdot \hat{\nabla} f_{n,h,k}(X)^T]\|_2$$

next, we notice that $\nabla f_k(X) \cdot \nabla f_k(X)^T - \hat{\nabla} f_{n,h,k}(X) \cdot \hat{\nabla} f_{n,h,k}(X)^T$ can be rewritten as:

$$\nabla f_k(X) \cdot \nabla f_k(X)^T - \hat{\nabla} f_{n,h,k}(X) \cdot \hat{\nabla} f_{n,h,k}(X)^T = \frac{1}{2} \cdot (\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X))^T$$

$$+ \frac{1}{2} \cdot (\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X))^T$$

Using this yields:

$$\|E_n \hat{G}(X) - E_n G(X)\|_2 \leq \frac{1}{2} \sum_{k \in [c]} \|E_n [(\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X))^T]\|_2$$

$$+ \frac{1}{2} \sum_{k \in [c]} \|E_n [(\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X))^T]\|_2$$

$$= \sum_{k \in [c]} \|E_n [(\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X))^T]\|_2$$

By using Jensen’s inequality, we have:

$$E_n [(\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)) \cdot (\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X))^T]\|_2 \leq$$

$$E_n [\|\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)\|_2 \cdot \|\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)\|_2]$$

combining the above, gives us the following bound on $\|E_n \hat{G}(X) - E_n G(X)\|_2$

$$\|E_n \hat{G}(X) - E_n G(X)\|_2 \leq \sum_{k \in [c]} E_n [\|\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)\|_2 \cdot \|\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)\|_2]$$

$$= \sum_{k \in [c]} E_n [\|\nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X)\|_2 \cdot \max_{x \in X} \|\nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X)\|_2]$$
The above bound has a dependence on \( \| \nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X) \|_2 \), which we now proceed to bound below:

### 7.5.3 Bounding \( \| \nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X) \|_2 \)

We first bound the max term, by the following lemma:

**Lemma 16.** \( \forall c \in [k] \), we have

\[
\max_{X \in \mathcal{X}} \| \nabla f_k(X) + \hat{\nabla} f_{n,h,k}(X) \|_2 \leq 3R + \sqrt{\sum_{i \in [d]} \epsilon_{t,i}^2} + \sqrt{d} \left( \frac{hR + 1}{t} \right)
\]

**Proof.** \( \forall x \in \mathcal{X} \), we have

\[
\| \nabla f_k(x) + \hat{\nabla} f_{n,h,k}(x) \|_2 \leq \| \nabla f_k(x) \|_2 + \| \hat{\nabla} f_{n,h,k}(x) \|_2 \\
\leq 2 \| \nabla f_k(x) \|_2 + \| \nabla f_k(x) - \hat{\nabla} f_{n,h,k}(x) \|_2 \\
\leq 2R + \| \nabla f_k(x) - \hat{\nabla} f_k(x) \|_2 + \| \hat{\nabla} f_k(x) - \hat{\nabla} f_{n,h,k}(x) \|_2
\]

Next, we adopt the steps as in the proof for Lemma 21, and get the following bound:

\[
\| \hat{\nabla} f_k(x) - \hat{\nabla} f_{n,h,k}(x) \|_2 \leq \sqrt{\sum_{i \in [d]} (|\Delta_{t,i} f_{n,h,k}(x) - \Delta_{t,i} f_k(x)| \cdot \mathbb{1}_{A_{n,i}(x)})^2}
\]

this is because

\[
|\Delta_{t,i} f_{n,h,k}(x) - \Delta_{t,i} f_k(x)| \cdot \mathbb{1}_{A_{n,i}(x)} \leq \frac{1}{t} \max_{s \in \{-t,t\}} |\tilde{f}_{n,h,k}(x + se_i) - f_k(x + se_i)| \cdot \mathbb{1}_{A_{n,i}(x)} \\
+ \frac{1}{t} \max_{s \in \{-t,t\}} |\tilde{f}_{n,h,k}(x + se_i) - f_{n,h,k}(x + se_i)| \cdot \mathbb{1}_{A_{n,i}(x)}
\]

we also know that

\[
\max_{s \in \{-t,t\}} |\tilde{f}_{n,h,k}(x + se_i) - f_{n,h,k}(x + se_i)| \leq 1.
\]

Thus we obtain the following bound:

\[
\| \hat{\nabla} f_k(x) - \hat{\nabla} f_{n,h,k}(x) \|_2 \leq \sqrt{d} \left( \frac{hR + 1}{t} \right)
\]

While, we also have that

\[
\| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 \leq \| \nabla f_k(X) \circ I_n(X) - \hat{\nabla} f_k(X) \|_2 + \| \nabla f_k(X) \circ \tilde{I}_n(X) \|_2 \\
\leq R + \sqrt{\sum_{i \in [d]} \epsilon_{t,i}^2}
\]

Combining the above completes the proof

Next we need to bound \( \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \), which we do so in the next subsection:
7.5.4 Bound on \( \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,k,k}(X) \|_2 \)

We first decompose \( \mathbb{E}_n \| \nabla f_c(X) - \hat{\nabla} f_{n,k,k}(X) \|_2 \) as:

\[
\mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,k,k}(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 + \mathbb{E}_n \| \hat{\nabla} f_k(X) - \hat{\nabla} f_{n,k,k}(X) \|_2
\]

the first term in the r.h.s of the above i.e. \( \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 \) can in turn be decomposed as:

\[
\mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) - \hat{\nabla} f_k(X) \|_2 + \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2
\]

We need to bound both terms that appear on the r.h.s of the above, which we do so in the next two subsections, starting with the second term.

7.5.4.1 Bounding \( \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2 \)

The bound is encapsulated in the following lemma:

**Lemma 17.** With probability at least \( 1 - \delta \) over the choice of \( X \):

\[
\mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2 \leq R \left( \sqrt{\frac{d \ln \frac{d}{\delta}}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_{t,i}(\mathcal{X}))} \right)
\]

**Proof.** We begin by recalling the bounded gradient assumption: \( \| \nabla f(x) \|_2 \leq R \), using which we get

\[
\mathbb{E}_n \| \nabla f(X) \circ \mathbb{I}_n(X) \|_2 \leq R \mathbb{E}_n \| \mathbb{I}_n(X) \|_2
\]

By relative VC bounds [151], if we set \( \alpha_n = \frac{2d \ln 2n + \ln(4/\delta)}{n} \), then with probability at least \( 1 - \delta \) over the choice of \( X \), for all balls \( B \in \mathbb{R}^d \) we have \( \mu(B) \leq \mu_n(B) + \sqrt{\mu_n(B) \alpha_n} + \alpha_n \). Thus, with probability at least \( 1 - \delta \), \( \forall i \in [d], \mathbb{A}_{\mathcal{X}}(X) = \mathbb{A}_i(X) \). Moreover, since \( \| \mathbb{I}(X) \|_2 \leq \sqrt{d} \), then by Hoeffding’s inequality,

\[
\mathbb{P}( \mathbb{E}_n \| \mathbb{I}(X) \|_2 - \mathbb{E}_X \| \mathbb{I}(X) \|_2 \geq \epsilon ) \leq e^{-2\epsilon^2 \frac{d}{2n}}
\]

applying the union bound, we have the following with probability at least \( 1 - \delta \)

\[
\mathbb{E}_n \| \mathbb{I}_n(X) \|_2 \leq \mathbb{E}_n \| \mathbb{I}(X) \|_2 \leq \mathbb{E}_X \| \mathbb{I}_n(X) \|_2 + \sqrt{\frac{d \ln \frac{d}{\delta}}{2n}}
\]

But note that we have:

\[
\mathbb{E}_X \mathbb{1}_{\mathbb{A}_i(X)} \leq \mathbb{E}_X \mathbb{1}_{\mathbb{A}_i(X)} | X \in \mathcal{X} \setminus \partial_{t,i}(\mathcal{X}) | + \mu(\partial_{t,i}(\mathcal{X}))
\]

to see why this is true observe that \( \mathbb{E}_X \mathbb{1}_{\mathbb{A}_i(X)} | X \in \mathcal{X} \setminus \partial_{t,i}(\mathcal{X}) | = 0 \) because \( \mu(B(x + \mathbf{s}_{t,i}, h/2)) \geq C_{\mu}(h/2)^d \geq 3\alpha \) when we set \( h \geq (\log^2(n/\delta)/n)^{1/d} \).
Thus we have:

\[ \mathbb{E}_X \| \mathbb{I}_n(X) \|_2 \leq \sqrt{\sum_{i \in [d]} \mu^2(\partial_{t,i}(X))} \]

Thus with probability at least \(1 - \delta\), we obtain the following:

\[ \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2 \leq R \left( \sqrt{\frac{d \ln d}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_{t,i}(X))} \right) \]

Next we need to bound the first term that appeared on the r.h.s. of the decomposition of \( \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 \), reproduced below for ease of exposition:

\[ \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_k(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) - \hat{\nabla} f_k(X) \|_2 + \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2 \]

7.5.4.2 Bounding \( \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) - \hat{\nabla} f_k(X) \|_2 \)

This bound is encapsulated in the following lemma

**Lemma 18.** We have

\[ \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) - \hat{\nabla} f_k(X) \|_2 \leq \sqrt{\sum_{i \in [d]} e_{t,c,i}^2} \]

**Proof.** We start with the simple observation regarding the envelope:

\[ f_k(x + te_i) - f_k(x - te_i) = \int_{-t}^{t} \frac{\partial f_k(x + se_i)}{\partial x_i} ds \]

using this we have

\[ 2t \left( \frac{\partial f_k(x)}{\partial x_i} - \epsilon_{t,k,i} \right) \leq f_k(x + te_i) - f_k(x - te_i) \leq 2t \left( \frac{\partial f_k(x)}{\partial x_i} + \epsilon_{t,k,i} \right) \]

Thus we have

\[ \left| \frac{1}{2t} (f_k(x + te_i) - f_k(x - te_i)) - \frac{\partial f_k(x)}{\partial x_i} \right| \leq \epsilon_{t,c,i} \]

using which we have the following

\[
\| \nabla f_k(x) \circ \mathbb{I}_n(x) - \hat{\nabla} f_k(x) \|_2 \leq \sqrt{\sum_{i=1}^{d} \left| \frac{\partial f_k(x)}{\partial x_i} \cdot \mathbb{I}_{A_{n_i}(x)} - \Delta_{t,i} f_k(x) \cdot \mathbb{I}_{A_{n_i}(x)} \right|^2} \]

\[ \leq \sqrt{\sum_{i=1}^{d} \left| \frac{1}{2t} (f_k(x + te_i) - f_k(x - te_i)) - \frac{\partial f_k(x)}{\partial x_i} \right|^2} \]

Taking empirical expectation on both sides finishes the proof.
Taking a step back, recall again the decomposition of $\mathbb{E}_n \| \nabla f_c(X) - \nabla f_{n,h,k}(X) \|_2$:

$$
\mathbb{E}_n \| \nabla f_k(X) - \nabla f_{n,h,k}(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) - \nabla f_k(X) \|_2 + \mathbb{E}_n \| \nabla f_k(X) - \nabla f_{n,h,k}(X) \|_2
$$

the first term in the r.h.s of the above i.e. $\mathbb{E}_n \| \nabla f_k(X) - \nabla f_k(X) \|_2$ was in turn decomposed as:

$$
\mathbb{E}_n \| \nabla f_k(X) - \nabla f_k(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) - \nabla f_k(X) \|_2 + \mathbb{E}_n \| \nabla f_k(X) \circ \mathbb{I}_n(X) \|_2
$$

The analysis in the previous subsection was bounding these two terms individually. Now we turn our attention towards bounding $\mathbb{E}_n \| \hat{\nabla} f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2$

### 7.5.4.3 Bounding $\mathbb{E}_n \| \hat{\nabla} f(X) - \hat{\nabla} f_{n,h}(X) \|_2$

First we introduce a lemma which is a modification of Lemma 6 appearing in [85]

**Lemma 19.** Let $t + h \leq \tau$. We have for all $i \in [d]$, and all $s \in \{-t,t\}$:

$$
|\tilde{f}_{n,h,c}(x + se_i) - f_c(x + se_i)| \cdot \mathbb{I}_{A_n(x)} \leq hR
$$

**Proof.** The proof follows the same logic as in [85], with the last step modified appropriately. To be more specific, let $x = X + se_i$, let $v_i = \frac{X_i - x}{||X_i - x||^2}$, then we have

$$
|\tilde{f}_{n,h,c}(x + se_i) - f_c(x + se_i)| \leq \sum_{i \in [d]} w_i(x) |f(X_i) - f(x)|
$$

$$
= \sum_{i \in [d]} w_i(x) \int_0^{||X_i - x||^2} \frac{v_i^T \nabla f(x + tv_i) dt}{v_i^T \nabla f(x + tv_i) dt}
$$

$$
\leq \sum_{i \in [d]} w_i(x) ||X_i - x||^2 \cdot \max_{v \in V + B(0,1)} ||v_i^T \nabla f(x)||_2
$$

$$
\leq \sum_{i \in [d]} w_i(x) ||X_i - x||^2 R
$$

$$
\leq hR
$$

### Lemma 20.** There exist a constant $C = C(\mu, K(\cdot))$, such that the following holds with probability at least $1 - 2\delta$ over the choice of $X$. Define $A(n) = 0.25 \cdot \sqrt{C \cdot \ln(\text{kn}/\delta)}$, for all $i \in [d], k \in [c]$, and all $s \in \{-t,t\}$:

$$
\mathbb{E}_n |\tilde{f}_{n,h,k}(X + se_i) - f_{n,h,k}(X + se_i)|^2 \cdot \mathbb{I}_{A_n(X)} \leq \frac{A(n)}{nh^2}
$$

**Proof.** The proof follows a similar line of argument as made for the proof of Lemma 7 in [85]. First fix any $k \in [c]$, Assume $A_{n,k}(X)$ is true, and fix $x = X + se_i$. Taking conditional expectation on $Y^n = Y_{1}, ..., Y_n$ given $X^n = X_1, ..., X_n$, we have

$$
\mathbb{E}_{Y^n | X^n} |\tilde{f}_{n,h,k}(x) - f_{n,h,k}(x)|^2 \leq 0.25 \cdot \sum_{i \in [n]} (w_i(x))^2 \leq 0.25 \cdot \max_{i \in [n]} w_i(x)
$$
Use $Y^n_x$ to denote corresponding $Y_i$ of samples $X_j \in B(x, h)$. 

Next, we consider the random variable 

$$\psi(Y^n_x) = |f_{n,h,k}(x) - f_{n,h,k}(x)|^2$$

Let $Y'_δ$ denote the event that for all $Y \in Y^n$, $|Y - f(x)|^2 \leq 0.25$. We know $Y'_δ$ happens with probability at least $1/2$. Thus

$$P_{Y \in X} (\psi(Y^n_x) > 2E_{Y \in X} \psi(Y^n_x) + \epsilon) \leq P_{Y \in X} (\psi(Y^n_x) > E_{Y \in X, Y'_δ} \psi(Y^n_x) + \epsilon) \leq P_{Y \in X, Y'_δ} (\psi(Y^n_x) > E_{Y \in X, Y'_δ} \psi(Y^n_x) + \epsilon) + \delta/2$$

By McDiarmid’s inequality, we have

$$P_{Y \in X} (\psi(Y^n_x) > E_{Y \in X} \psi(Y^n_x) + \epsilon) \leq \exp \left\{ -2\epsilon^2 \cdot \delta^4 \sum_{i \in [n]} w_i^4(x) \right\}$$

The number of possible sets $Y^n_x$ (over $x \in X$) is at most the $n$-shattering number of balls in $\mathbb{R}^d$, using Sauer’s lemma we get the number is bounded by $(2n)^{d+2}$. By union bound, with probability at least $1 - \delta$, for all $x \in X$ satisfying $B(x, h/2) \cap X^n \neq \emptyset$,

$$\psi(Y^n_x) \leq 2E_{Y \in X} \psi(Y^n_x) + \sqrt{0.25 \cdot (d+2) \cdot \log(n/\delta) \cdot \sum_{i \in [n]} w_i^4(x)}$$

$$\leq 2\sqrt{E_{Y \in X} \psi^2(Y^n_x)} + \sqrt{0.25 \cdot (d+2) \cdot \log(n/\delta) \cdot \delta^4 \max_{i \in [n]} w_i^2(x)}$$

$$\leq \sqrt{Cd \cdot \log(n/\delta) \cdot 0.25/n^2 \mu^2_n(B(x, h/2))}$$

Take a union bound over $k \in [c]$, and take empirical expectation, we get $\forall k \in [c]$

$$E_n |f_{n,h,k}(X + se_i) - f_{n,h,k}(X + se_i)|^2 \leq \frac{0.25 \cdot \sqrt{Cd \cdot \ln(cn/\delta)}}{n} \sum_{i \in [n]} \frac{1}{n(x_i, h/2)}$$

where $n(x_i, h/2) = n_{\mu_n}(B(x_i, h/2))$ is the number of points in Ball $B(x_i, h/2)$. 

Let $Z$ denote the minimum $h/4$ cover of $\{x_1, ..., x_n\}$, which means for any $x_i$, there is a $z \in Z$, such that $x_i$ is contained in the ball $B(z, h/4)$. Since $x_i \in B(z, h/4)$, we have $B(z, h/4) \in B(x_i, h/2)$. We also assume every $x_i$ is assigned to the closest $z \in Z$, and write $x_i \to z$ to denote such $x_i$. Then we have:

$$\sum_{i \in [n]} \frac{1}{n(x_i, h/2)} = \sum_{z \in Z} \sum_{x_i \to z} \frac{1}{n(x_i, h/2)} \leq \sum_{z \in Z} \sum_{x_i \to z} \frac{1}{n(z, h/4)} \leq \sum_{z \in Z} \frac{n(z, h/4)}{n(z, h/4)} = |Z| \leq C_\mu(h/4)^{-d}$$

Combining above analysis finishes the proof. $$\square$$
Lemma 21. There exists a constant $C = C(\mu, K(\cdot))$, such that the following holds with probability at least $1 - 2\delta$. Define $A(n) = 0.25 \cdot \sqrt{Cd \cdot \ln(kn / \delta)}$, $\forall k \in [c]$:

$$
\mathbb{E}_n \| \hat{\nabla} f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \leq \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + h^2R^2
$$

Proof. First we can write the following bound for the l.h.s:

$$
\mathbb{E}_n \| \hat{\nabla} f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \leq \mathbb{E}_n \sqrt{\sum_{i \in [d]} |\Delta_{i,f} f_{n,h,k}(X) - \Delta_{i,f} f_k(X)|^2 \cdot 1_{A_n(X)}(X)}
$$

$$
\leq \sqrt{\sum_{i \in [d]} \mathbb{E}_n |\Delta_{i,f} f_{n,h,k}(X) - \Delta_{i,f} f_k(X)|^2 \cdot 1_{A_n(X)}(X)}
$$

$$
\leq \sqrt{\sum_{i \in [d]} \frac{1}{t^2} \max_{s \in \{-t, t\}} \mathbb{E}_n |f_{n,h,k}(X + se_i) - f_k(X + se_i)|^2 \cdot 1_{A_n(X)}(X)}
$$

First observe that:

$$
\mathbb{E}_n |f_{n,h,k}(X + se_i) - f_k(X + se_i)|^2 \cdot 1_{A_n(X)}(X) \leq \mathbb{E}_n |f_{n,h,k}(X + se_i) - f_k(X + se_i)|^2 \cdot 1_{A_n(X)}(X)
$$

$$
+ \mathbb{E}_n |f_{n,h,k}(X + se_i) - f_{n,h,k}(X + se_i)|^2 \cdot 1_{A_n(X)}(X)
$$

Also notice that: $\mathbb{E}_n |f_{n,h,k}(X + se_i) - f_k(X + se_i)|^2 \cdot 1_{A_n(X)}(X)$ and $\mathbb{E}_n |f_{n,h,k}(X + se_i) - f_{n,h,k}(X + se_i)|^2 \cdot 1_{A_n(X)}(X)$ can be respectively bounded by two lemmas from above, thus we get with probability at least $1 - 2\delta$

$$
\mathbb{E}_n |f_{n,h,k}(X + se_i) - f_k(X + se_i)|^2 \leq h^2R^2 + \sqrt{\frac{A(n)}{nh^d}}
$$

Combining above we get with probability at least $1 - 2\delta$, $\forall k \in [c]$

$$
\| \hat{\nabla} f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \leq \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + h^2R^2
$$

The following theorem provides a bound on $\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f_{n,h,k}(X) \|_2$:

Theorem 3. With probability at least $1 - 2\delta$ over the choice of $X$, we have $\forall k \in [c]$:

$$
\mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \leq \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + h^2R^2 + R \left( \sqrt{\frac{d \ln \frac{d}{2n}}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_{i,X}(X))} \right)
$$

$$
+ \sqrt{\sum_{i \in [d]} \epsilon^2_{i,X}}
$$

Proof. We start with the now familiar decomposition:

$$
\mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2 \leq \mathbb{E}_n \| \nabla f_k(X) - \hat{\nabla} f_{n,h,k}(X) \|_2
$$

$$
+ \mathbb{E}_n \| \nabla f_k(X) \circ 1_n(X) - \hat{\nabla} f_k(X) \|_2 + \mathbb{E}_n \| \nabla f_k(X) \circ 1_n(X) \|_2
$$

By Lemma 17 we bound $\mathbb{E}_n \| \nabla f(X) \circ 1_n(X) \|_2$; by Lemma 18 we bound $\mathbb{E}_n \| \nabla f(X) \circ 1_n(X) - \hat{\nabla} f(X) \|_2$; by Lemma 21 we bound $\mathbb{E}_n \| \nabla f(X) - \hat{\nabla} f_{n,h}(X) \|_2$. Combining these results concludes the proof.
7.6 Bounds on Eigenvalues and Eigenspace Variations

In the above section, we established that $E_n \hat{G}(X)$ is a consistent estimator of $E_X G(X)$. In this section, we also establish consistency of its eigenvalues and eigenspaces. The analysis here is based upon results from matrix perturbation theory [97, 98].

7.6.1 Eigenvalues variation

We begin by considering the following lemma for eigenvalues variation from matrix perturbation theory:

**Lemma 22.** [97] Suppose both $G$ and $\hat{G}$ are Hermitian matrices of size $d \times d$, and admit the following eigen-decompositions:

$$G = X \Lambda X^{-1} \quad \text{and} \quad \hat{G} = \hat{X} \hat{\Lambda} \hat{X}^{-1}$$

where $X$ and $\hat{X}$ are nonsingular and

$$\Lambda = \text{diag}(\lambda_1, \lambda_2, ..., \lambda_d) \quad \text{and} \quad \hat{\Lambda} = \text{diag}(\hat{\lambda}_1, \hat{\lambda}_2, ..., \hat{\lambda}_d)$$

and $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_d$, $\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq ... \geq \hat{\lambda}_d$. Thus for any unitary invariant norm $\| \cdot \|$, we have

$$\| \text{diag}(\lambda_1 - \hat{\lambda}_1, \lambda_2 - \hat{\lambda}_2, ..., \lambda_d - \hat{\lambda}_d) \| \leq \| G - \hat{G} \|$$

More specifically, when considering the spectral norm, we have

$$\max_{i \in [d]} |\lambda_i - \hat{\lambda}_i| \leq \| G - \hat{G} \|_2$$

and when considering the Frobenius norm, we have

$$\sqrt{\sum_{i \in [d]} |\lambda_i - \hat{\lambda}_i|^2} \leq \| G - \hat{G} \|_F$$

Using the above lemma, we obtain the following theorem that bounds the eigenvalue variation:

**Eigenvalue Variation Bound**

**Theorem 4.** Let $\lambda_1 \geq \lambda_2 \geq ... \geq \lambda_d$ be the eigen-values of $E_X G(X)$, let $\hat{\lambda}_1 \geq \hat{\lambda}_2 \geq ... \geq \hat{\lambda}_d$ be the eigen-values of $E_n \hat{G}(X)$. There exist $C = C(\mu, K(\cdot))$ and $N = N(\mu)$ such that the following holds with probability at least $1 - 2\delta$. Define $A(n) = \sqrt{Cd} \cdot \log(n/\delta) \cdot C_Y^2(\delta/2n) \cdot \sigma_Y^2 / \log^2(n/\delta)$. Let $n \geq N$, we have:

$$\max_{i \in [d]} |\lambda_i - \hat{\lambda}_i| \leq \frac{6R^2}{\sqrt{n}} \left( \sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}} \right) + \left( 3R + \sqrt{\sum_{i \in [d]} \epsilon_{i,i}^2} + \sqrt{d} \left( \frac{hR + C_Y(\delta)}{t} \right) \right)$$

$$\left[ \sqrt{\frac{d}{t}} + \frac{A(n)}{nhd} + h^2 R^2 + R \left( \sqrt{\frac{d \ln \frac{d}{\delta}}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_{t,i}(X'))} \right) + \sqrt{\sum_{i \in [d]} \epsilon_{i,i}^2} \right]$$
Proof. By Lemma 22, we bound \( \max_{i \in [d]} |\lambda_i - \hat{\lambda}_i| \) with respect to \( \| \mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X) \|_2 \); by Theorem 2 we bound \( \| \mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X) \|_2 \).

7.6.2 Eigenspace variation

First we introduce the following definition:

**Definition 4. (Angles between two subspaces)** Let \( X, \hat{X} \in \mathbb{R}^{d \times k} \) have full column rank \( k \). The angle matrix \( \Theta(X, \hat{X}) \) between \( X \) and \( \hat{X} \) is defined as:

\[
\Theta(X, \hat{X}) = \arccos((X^T X)^{-\frac{1}{2}} X^T \hat{X}(\hat{X}^T \hat{X})^{-1} \hat{X}^T X(X^T X)^{-\frac{1}{2}})^\frac{1}{2}
\]

More specifically, when \( k = 1 \), it reduces to the angle between two vectors:

\[
\Theta(x, \hat{x}) = \arccos \left( \frac{|x^T \hat{x}|}{\|x\|_2 \|\hat{x}\|_2} \right)
\]

Armed with this definition, we consider the following lemma on eigenspace variation:

**Lemma 23.** Suppose both \( G \) and \( \hat{G} \) are Hermitian matrices of size \( d \times d \), and admit the following eigen-decompositions:

\[
G = \begin{bmatrix} X_1 & X_2 \end{bmatrix} \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} \begin{bmatrix} X_1^{-1} \\ X_2^{-1} \end{bmatrix} \quad \text{and} \quad \hat{G} = \begin{bmatrix} \hat{X}_1 & \hat{X}_2 \end{bmatrix} \begin{bmatrix} \hat{\Lambda}_1 & 0 \\ 0 & \hat{\Lambda}_2 \end{bmatrix} \begin{bmatrix} \hat{X}_1^{-1} \\ \hat{X}_2^{-1} \end{bmatrix}
\]

where \( X = \begin{bmatrix} X_1 & X_2 \end{bmatrix} \) and \( \hat{X} = \begin{bmatrix} \hat{X}_1 & \hat{X}_2 \end{bmatrix} \) are unitary. We have:

\[
\| \sin \Theta(X_1, \hat{X}_1) \|_2 \leq \frac{\| (\hat{G} - G) X_1 \|_2}{\min_{\lambda \in \Lambda_1, \hat{\lambda} \in \hat{\Lambda}_2} |\lambda - \hat{\lambda}|}
\]

Using the above lemma, we get the following theorem for eigenspaces variant:

**Eigenspace Variation**

**Theorem 5.** Write the eigen-decompositions of \( \mathbb{E}_X G(X) \) and \( \mathbb{E}_n \hat{G}(X) \) as

\[
\mathbb{E}_X G(X) = \begin{bmatrix} X_1 & X_2 \end{bmatrix} \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} \begin{bmatrix} X_1^{-1} \\ X_2^{-1} \end{bmatrix}, \quad \mathbb{E}_n \hat{G}(X) = \begin{bmatrix} \hat{X}_1 & \hat{X}_2 \end{bmatrix} \begin{bmatrix} \hat{\Lambda}_1 & 0 \\ 0 & \hat{\Lambda}_2 \end{bmatrix} \begin{bmatrix} \hat{X}_1^{-1} \\ \hat{X}_2^{-1} \end{bmatrix}
\]
There exist constants $C = C(\mu, K(\cdot))$ and $N = N(\mu)$ such that the following holds with probability at least $1 - 2\delta$. Define $A(n) = \sqrt{Cd \cdot \log(n/\delta) \cdot C_1^2(\delta/2n) \cdot \sigma^2 / \log^2(n/\delta)}$. Let $n \geq N$:

$$
\| \sin \Theta(X_1, \hat{X}_1) \|_2 \leq \frac{\| X_1 \|_2}{\min_{\lambda \in \lambda(A_1), \lambda \in \lambda(A_2)} |\lambda - \lambda|} \left( \frac{6R^2}{\sqrt{n}} (\sqrt{d} + \sqrt{\ln \frac{1}{\delta}}) + \left( 3R + \sqrt{\sum_{i \in [d]} \epsilon_i^2} + \sqrt{d(\epsilon_i + \sqrt{\frac{hR + C_1(\delta)}{t}})} \right) \right)
$$

Proof. By Lemma 23, we bound $\| \sin \Theta(X_1, \hat{X}_1) \|_2$ with respect to $\| X_1 (\mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X)) \|_2$, since $\| X_1 (\mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X)) \|_2 \leq \| X_1 \|_2 \cdot \| \mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X) \|_2$, and by Theorem 2 we bound $\| \mathbb{E}_n \hat{G}(X) - \mathbb{E}_X G(X) \|_2$. Combining these concludes the proof.

7.7 Recovery of Projected Semiparametric Regression Model

In this section, the last on the theoretical analysis, we return to the multi-index motivation of the EGOP and EJOP discussed in the introduction to this chapter. For ease of exposition, we restrict our discussion to the EGOP, but the same argument also works for the EJOP.

Consider the following projected semiparametric regression model:

$$f(x) = g(V^T x)$$

where $V \in \mathbb{R}^{d \times r}, r \ll d$ is a dimension-reduction projection matrix, and $g$ is a non-parametric function. Without loss of generality, we assume $V = [v_1, v_2, ..., v_r]$, where $v_i \in \mathbb{R}^d, i \in [r]$ is a set of orthonormal vectors, and the gradient outer product (GOP) matrix of $g : \mathbb{E}_X [\nabla g(V^T X) \cdot \nabla g(V^T X)^T]$ is nonsingular. The following proposition gives the eigen-decomposition of gradient outer product (GOP) matrix of $f : \mathbb{E}_X G(x)$.

**Proposition 3.** Suppose the eigen-decomposition of $\mathbb{E}_X [\nabla g(V^T X) \cdot \nabla g(V^T X)^T]$ is given by:

$$\mathbb{E}_X [\nabla g(V^T X) \cdot \nabla g(V^T X)^T] = Z \Lambda Z^{-1}$$

then we have the following eigen-decomposition of $\mathbb{E}_X G(X)$:

$$\mathbb{E}_X G(X) = [VZ \ U] \begin{bmatrix} \Lambda & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} Z^{-1} \ V^T \\ U^T \end{bmatrix}$$

where $U = [u_1, u_2, ..., u_{d-r}], u_i \in [d - r]$ is a set of orthonormal vectors in ker($V^T$).

Proof. Since $f(x) = g(V^T x)$, we have $\nabla f(x) = V \nabla g(V^T x)$. Thus we get:

$$\mathbb{E}_X G(X) = V \mathbb{E}_X [\nabla g(V^T X) \cdot \nabla g(V^T X)^T] V^T = V \Lambda Z^{-1} V^T$$
When we check the eigen-decomposition given in the proposition, the above equation is satisfied. Moreover, since

\[
\begin{bmatrix}
VZ & U
\end{bmatrix}
\begin{bmatrix}
Z^{-1}V^T

\end{bmatrix}

= \begin{bmatrix}
Z^{-1}V^T

\end{bmatrix}
\begin{bmatrix}
VZ & U
\end{bmatrix} = I
\]

concludes the proof.

Since \( Z \) in the above proposition is nonsingular, we get that \( \text{im}(V) = \text{im}(VZ) \), which means that the column space of projection matrix \( V \) is exactly the subspace spanned by the top-\( r \) eigenvectors of the GOP matrix \( \mathbb{E}_X G(X) \). This point has also been noticed by [95, 164, 167].

Lastly, we need to show that the projection matrix \( V \) can be recovered using the estimated GOP matrix. This is captured in the following two theorems:

**Recovery of Semi-parametric model**

**Theorem 6.** Suppose the function \( f \) we want to estimate has the form \( f(x) = g(V^Tx) \), and \( \hat{V} \in \mathbb{R}^{d \times r} \) is the matrix composed by the top-\( r \) eigenvectors of \( \mathbb{E}_n \hat{G}(X) \), then with probability at least 1 − 2\( \delta \):

\[
\| \sin \Theta(V, \hat{V}) \|_2 \leq \frac{1}{\lambda_{\min}} \left( \frac{6R^2}{\sqrt{n}} (\sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}}) + \left( 3R + \sqrt{\sum_{i \in [d]} e_i^2} + \sqrt{d} (\frac{hR + C_Y(\delta)}{t}) \right) \right)
\]

\[
\left[ \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + h^2 R^2 + R \left( \sqrt{\frac{d \ln \frac{n}{d}}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_i(X))} \right) + \sqrt{\sum_{i \in [d]} e_i^2} \right]
\]

where \( \lambda_{\min} \) is the smallest eigenvalue of \( \mathbb{E}_X [\nabla g(V^TX) \cdot \nabla g(V^TX)^T] \). Suppose \( \lambda_1, \lambda_2, ..., \lambda_{d-r} \) are the lowest \( d - r \) eigenvalues of \( \mathbb{E}_n \hat{G}(X) \), and with probability at least 1 − 2\( \delta \):

\[
\max_{i \in [d-r]} |\lambda_i| \leq \frac{6R^2}{\sqrt{n}} (\sqrt{\ln d} + \sqrt{\ln \frac{1}{\delta}}) + \left( 3R + \sqrt{\sum_{i \in [d]} e_i^2} + \sqrt{d} (\frac{hR + C_Y(\delta)}{t}) \right)
\]

\[
\left[ \frac{\sqrt{d}}{t} \sqrt{\frac{A(n)}{nh^d}} + h^2 R^2 + R \left( \sqrt{\frac{d \ln \frac{n}{d}}{2n}} + \sqrt{\sum_{i \in [d]} \mu^2(\partial_i(X))} \right) + \sqrt{\sum_{i \in [d]} e_i^2} \right]
\]

**Proof.** We only sketch the proof. First of all, notice that \( V \) is a semi-orthogonal matrix, therefore \( \|V\|_2 = 1 \). When this observation is combined with above proposition and Theorem 5, we get a proof of the first part of the theorem. For proving the second part of the theorem, first observe that by proposition 3, the lowest \( d - r \) eigenvalues of \( \mathbb{E}_X G(X) \) are all zeros. This observation when combined with lemma 22 finishes the proof.
In this section, we give a brief experimental evaluation that examines the utility of the EJOP as a technique for metric estimation, when used in the setting of non-parametric classification. As in chapter 6, we consider non-parametric classifiers that rely on the notion of distance, parameterized by a matrix $M \succeq 0$, with the squared distance computed as $(x - x')^T M (x - x')$.

In the experiments reported in this section, we consider three different choices for $M$:

1. $M = I$, which corresponds to the Euclidean distance
2. $M = D$, where $D$ is a diagonal matrix, the notion of distance in this case corresponds to a scaled Euclidean distance. In particular, in the absence of a gradients weights \[85\], \[86\] like approach for the multiclass case, we instead obtain weights by using the ReliefF procedure \[75\], which estimates weights for the multiclass case by a series of one versus all binary classifications.
3. $M = E_nG_n(X)$, where $E_nG_n(X)$ is the estimated EJOP matrix.

In particular, letting $VDV^\top$ denote the spectral decomposition of $M$, we use it to transform the input $x$ as $D^{1/2}V^\top x$ for the distance computation. Next, for a fixed choice of $M$, we can define nearest neighbors of a query point $x$ in various ways. We consider the following two ways:

1. $k$ nearest neighbors (denoted henceforth as $k$NN) for fixed $k$
2. Neighbors that have distance $\leq h$ for fixed $h$ from the query. We denote this as $h$NN. This corresponds to nonparametric classification using a boxcar kernel.

### 7.8.1 A First Experiment on MNIST

We first consider the MNIST dataset to test the quality of the EJOP metric, and if it improves upon plain Euclidean distance. In this case, we only test it for the $k$NN case, fixing $k = 7$. We set aside 10,000 points as a validation set, which is used to obtain the ReliefF weights, as well as for tuning the parameter $t_i$ for $i = 1, \ldots, 784$ in the EJOP estimation. While the $t_i$ can be tuned separately for each class, we ignore that option in this set of experiments. Note that no preprocessing is applied on the images, and the metric estimation, as well as classification is done using the raw images. The results on the test set are illustrated in the following table:

While MNIST is a considerably easy task, the improvement given by the use of the EJOP as the distance metric over the plain Euclidean distance is substantial. This could perhaps be improved further by tuning $t_i$ separately for each class. We will take this approach in the experiments described in the next section.

### 7.8.2 Experiments on Datasets in \[147\] and \[71\]

Next, we consider the datasets considered in \[147\] and \[71\], on which experiments are described in Chapters 3 and 4 as well. First we report experiments using plain Euclidean
Table 7.1: Error rates on MNIST using EJOP as the underlying metric, and comparison to Euclidean distance and scaled Euclidean distance.

| Method  | Error % |
|---------|---------|
| Euclidean | 4.93    |
| ReliefF  | 4.11    |
| EJOP     | 2.37    |

Next, we consider the same datasets, and report results obtained on the same folds using three popular metric learning methods. In particular, we consider Large Margin Nearest Neighbors (LMNN) [157], Information Theoretic Metric Learning (ITML) [30] and Metric Learning to Rank (MLR) [107]. Since these methods explicitly optimize for the metric over a space of possible metrics, the comparison is manifestly unfair, since in the case of the EJOP, there is only one metric, which is estimated from the training samples. The setup is the same as discussed above, with the following addition for the metric learning methods: We learn the metric for $k = 5$, and test is using whatever $k$ that was returned while tuning for the EJOP. We observe that despite its simplicity, EJOP does a decent job as compared to the metric learning methods, in some cases returning error rates comparable to those returned by MLR and ITML.

### 7.9 SUMMARY OF PART ON METRIC ESTIMATION

We conclude this part of the dissertation with a summary of the work undertaken, and some potential avenues for future work. Chapters 6 and 7 made the following contributions:
7.10 Potential avenues for future work

7.10.1 Label Aware Dimensionality Reduction

As discussed in Chapter 5, an attractive quality of the EGOP is that it recovers the average variation of $f$ in all directions. It is this property that makes it useful for effective dimension reduction, that is, finding a $k << d$ dimensional subspace that is most relevant to predicting the output $y$. As discussed in Section 7.7, this multi-index motivation also carries through for the multiclass case by the EJOP.
Although explored somewhat cursorily by the dissertation author, it would be interesting to leverage the multi-index motivation of both the EGOP and the EJOP for the task of dimensionality reduction of data that takes into account the labels as well. This is contrasted to methods such as PCA, where the covariance matrix construction is completely label oblivious. Some experiments for dimensionality for the case of regression are reported by [112, 165] and by using metric learning are reported by [158], however not many applications were explored. The EGOP and EJOP can possibly be used to give a handy method for class aware dimensionality reduction.

7.10.2 Operators that take into account local geometry

We have the following, somewhat hand-wavy analogy between the EGOP and EJOP when put side by side with PCA. PCA helps recover directions according to how much variance in the data is explained by them, whereas the EGOP and EJOP help us recover directions according to the average variation of $f$. Both methods involve construction of a covariance matrix, and lose local information. We illustrate this with the EGOP

$$E_x G(x) \triangleq E_x \left( \nabla f(x) \cdot \nabla f(x)^\top \right).$$

While gradients are local objects, since in the estimation of the EGOP, we take expectation over $x$, all information about the local geometry is averaged out. We would like to construct operators that don’t lose local information, and maybe give a non-linear map to a subspace that is most relevant to predict the output.

We can perhaps take inspiration from the literature in non-linear dimensionality reduction to search for an alternative. An attractive method, that unlike PCA does retain local information is exemplified by Laplacian Eigenmaps of Belkin and Niyogi [4]. In such methods, dimensionality reduction is achieved by the spectral decomposition of an operator that encodes the local geometry of the data. Usually, such an operator is a diffusion based object, such as the Graph Laplacian, defined as:

$$L = I - D^{-\frac{1}{2}} W D^{-\frac{1}{2}}$$

where $D$ and $W$ are the degree and adjacency matrices respectively, of an appropriate nearest neighbor graph constructed on the data points. Taking a cue from this, we could define a diffusion map using gradients $W$, for the regression and binary classification case as follows:

$$W_{i,j} = W_f(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{\sigma_1} - \frac{\frac{1}{2}(\nabla f(x_i) + \nabla f(x_j))^\top(x_i - x_j)}{\sigma_2} \right)$$

Such an operator has in fact been discussed by [112, 165], but not explored in detail. For the multiclass case, we could consider the following:

$$W_{i,j} = \begin{cases} W_f(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{\sigma_1} - \frac{\frac{1}{2}(|\nabla f_c(x_i)| + |\nabla f_c(x_j)|)^\top(x_i - x_j)}{\sigma_2} \right) & \text{if } c_i = c_j, \\ 0 & \text{otherwise} \end{cases}$$
Where the operation $\| \cdot \|$ takes a matrix and sums over rows. In the above case $|\nabla f_c(x)|$ would be a $d$ dimensional object, rather than $d \times c$.

Preliminary experiments on using the above operators for non-linear class-aware dimensionality reduction, as well as metric reweighing has yielded encouraging results. However, a detailed study is left for future work.

Finally, a somewhat more challenging avenue for future work would be to obtain consistent estimators for such objects, which are also cheap to estimate. Recall that in Eignemaps type methods, proving consistency involves showing that the eigenvectors of the graph Laplacian approach the eigenfunctions of the corresponding Laplace-Beltrami operator in the limit (see for example [5, 153]). It is not clear if such results (akin to those in sections 7.6 and 7.7) could be shown for the gradient based operators defined above. However, it could be a fruitful line of work to try and extend the EGOP and EJOP in such a way that the local geometry of the data could be taken into account.
Part III

GROUP EQUIVARIANT REPRESENTATION LEARNING
DISCRIMINATIVE REPRESENTATION LEARNING FOR SPHERICAL DATA

In the previous chapter we motivated group equivariant representation learning, in particular discriminative learning of such representations. In this chapter, we give a particular example: We describe a $SO(3)$ equivariant spherical CNN, which while learning $SO(3)$ equivariant representations discriminatively, also has the unusual feature that it can operate completely in Fourier space. Work presented in this chapter has appeared in the following publication [81].

Our starting point is the following theorem:

**Theorem 7** (Kondor and Trivedi [82]). A neural network connecting layers of the form $L^2(X_i, C^n_i)$ for a sequence of $G$-spaces $X_i$ is $G$-equivariant if and only if it is a composition of $G$-convolutions on the $X_i$ spaces and nonlinearities applied to $C^n_i$.

A more general result for steerable convolution appears in the recent works of Cohen et al. [25], [26]. However, for our discussion it suffices to only consider the discussion in [82].

One of the main contributions of [82] is to give a spectral account for group equivariant networks, making the above theorem actionable to design neural networks that are equivariant to the action of general compact groups. In particular, [82] demonstrates that if a compact group $G$ acts on the inputs of the neural network, then there is a natural Fourier transformation with respect to the group $G$, which gives a sequence of Fourier matrices at each layer. In particular, the linear operation at a given layer will be equivariant to the action of $G$ if and only if it involves multiplying the Fourier matrices with learnable weight matrices from the right. It is this insight that we will use to present a neural network architecture that operates on spherical data, while being equivariant to rotations of the sphere.

We follow recent work on Spherical CNNs by Cohen et al. [24] (also see [43]), which presents a $SO(3)$ equivariant spherical neural network architecture using a generalized $SO(3)$ Fourier transform. One of the drawbacks of their approach is that the non-linearity still needs to be applied in real space, which leads to a non-conventional architecture which involves forward and backward Fourier transforms, which while being expensive can also cause numerical errors. In what follows we propose a spherical CNN architecture that is strictly more general, but at the same time operates entirely in Fourier space. It must be noted that our methodology is more general in its import—it can be used to design neural networks that are equivariant to the action of any continuous compact group.

In the next section, we describe the general set-up and notation to explicate on our approach.
8.1 Notation and Basic Definitions

8.1.1 The Unit Sphere

The sphere $S^2$ with unit radius can be defined as the set of points $x \in \mathbb{R}^3$ such that $\|x - x_0\| = 1$, where $x_0$ is the origin. We can represent a sphere conveniently in spherical coordinates: for some $x = [x_1, x_2, x_3]$ we can write $x_1 = r \cos \theta \sin \phi$, $x_2 = r \sin \theta \sin \phi$ and $x_3 = r \cos \phi$, where $\theta \in [0, 2\pi]$ is the azimuthal coordinate i.e. the longitude and $\phi \in [0, \pi]$ is the polar coordinate i.e. the co-latitude.

8.1.2 Signals

We work with spherical images represented by $f(\theta, \phi)$ and corresponding filters $h(\theta, \phi)$, which are taken to be continuous, complex valued functions. That is:

$$f, h : S^2 \rightarrow \mathbb{C}^k$$

For most of the discussion in this chapter we simply work with $f, h : S^2 \rightarrow \mathbb{C}$ for ease of exposition.

8.1.3 Rotations

We denote a rotation $R \in SO(3)$, and parametrize it by the familiar ZYZ Euler angles $\alpha, \beta, \gamma$ and denote it as $R(\alpha, \beta, \gamma)$. Any rotation $R(\alpha, \beta, \gamma)$ can thus be written as the following sequence of rotations along the $z$ and $y$ axes:

$$R(\alpha, \beta, \gamma) = R_z(\gamma)R_y(\beta)R_z(\alpha) \quad \alpha, \gamma \in [0, 2\pi), \beta \in [0, \pi]$$

Thus any spherical image $h(\theta, \phi)$ when subject to rotation $R$ could be denoted as:

$$h_R(\theta, \phi) = R_z(\gamma)R_y(\beta)R_z(\alpha)(h)(\theta, \phi) \quad (8.1)$$

Alternatively, if $x$ denotes the point at position $(\theta, \phi)$, we denote it as

$$h_R(x) = h(R^{-1}x) \quad R \in SO(3) \quad (8.2)$$

8.2 Correlation on the Sphere

In classical convolutional neural networks, given an input feature map $f : \mathbb{Z}^2 \rightarrow \mathbb{R}$ and a filter $g : \mathbb{Z}^2 \rightarrow \mathbb{R}$, the value of the output feature map at some point $(-x, -y)$ is simply the inner product between the input and the filter translated by $(x, y)$. Thus the process of correlation here can just be seen as pattern matching: the output map would have a stronger activation if it has a high correlation with the filter.

In order to define a spherical CNN, we would want to first state an appropriate notion for correlation between $f, g \in L^2(S^2)$, when $g$ is rotated and matched with $f$ in analogy with the planar CNN case. The difference in this case however is that, unlike in the planar case, where the translation group and the input (the plane) that it acts on are
isomorphic to each other, in the spherical case, they are no longer the same. This can lead to some consternation regarding the correct notion of spherical correlation.

However, as beautifully pointed out by Chirikjian and Kyatkin [19], a definition of correlation that does not veer off from the notion of pattern matching discussed above is rather simple:

\[ (h \ast f)(R) = \frac{1}{4\pi} \int_0^{2\pi} \int_{-\pi}^{\pi} [h_R(\theta, \phi)]^* f(\theta, \phi) \cos \theta d\theta d\phi \quad R \in SO(3) \quad (8.3) \]

* denotes complex conjugation. Thus the spherical correlation is function on the rotation group \( SO(3) \) rather than on \( S^2 \).

At first blush, the rather foreboding double integral in equation 8.3 is what we would want to implement in our neural network. But this is problematic, one reason for which is that no perfectly symmetrical discretizations for spheres exist [144].

8.3 Filters and Feature Maps in Fourier Space

Instead of working with \( f(\theta, \phi) \) and \( h(\theta, \phi) \) in real space, we instead move to the Fourier domain. It is well known that for functions on the sphere \( f \in L^2(S^2) \), in direct analogy for periodic functions on the circle, the eigenfunctions of the spherical Laplacian give a basis. These basis functions are the so-called spherical harmonics. We can thus represent \( f(\theta, \phi) \) and \( h(\theta, \phi) \) in terms of their spherical harmonics expansions.

\[
 f(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \hat{f}_m^\ell(\theta, \phi) Y_m^\ell(\theta, \phi) \\
 h(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} \hat{h}_m^\ell(\theta, \phi) Y_m^\ell(\theta, \phi) \quad (8.4)
\]

As might be already clear, \( Y_m^\ell(\theta, \phi) \) are the spherical harmonics with \( \ell \geq 0 \) and \( m \in \{-\ell, \ldots, \ell\} \), and are written as:

\[
 Y_m^\ell(\theta, \phi) = (-1)^m \sqrt{\frac{(2\ell+1)(\ell-m)!}{4\pi(\ell+m)!}} P_m^\ell(\cos \theta) e^{im\phi}, \quad m = -\ell, \ldots, \ell \quad (8.6)
\]

here \( P_m^\ell \) denote the associated Legendre functions.

The coefficients of this spherical Fourier transform are found as follows:

\[
 \hat{f}_m^\ell = \frac{1}{4\pi} \int_{(\theta, \phi) \in S^2} f(\theta, \phi) Y_m^\ell(\theta, \phi) \cos \theta d\theta d\phi \quad (8.7)
\]

\[
 \hat{h}_m^\ell = \frac{1}{4\pi} \int_{(\theta, \phi) \in S^2} h(\theta, \phi) Y_m^\ell(\theta, \phi) \cos \theta d\theta d\phi \quad (8.8)
\]

Above we have described how to write \( f(\theta, \phi) \) and \( h(\theta, \phi) \) in Fourier space. However, recall that correlation defined in equation 8.3 was a function on \( SO(3) \). We thus need to work with a Fourier transform on the rotation group. Thankfully, non-commutative harmonic analysis [19] provides us with such a notion. For functions \( f \in L^2(SO(3)) \).
The Fourier transform can be seen as a change of basis for the $L_2$ space of complex valued functions on $SO(3)$ to the irreducible representations. More specifically, for some function $g : SO(3) \to \mathbb{C}$, the $SO(3)$-Fourier transform is the collection of the following matrices:

$$G_\ell = \int_{SO(3)} g(R) \rho_\ell(R) d\mu(R) \quad \ell = 0, 1, 2, \ldots$$ \hspace{1cm} (8.9)

Where $\rho_\ell(R) \in \mathbb{C}^{2\ell+1 \times 2\ell+1}$ are the Wigner D-matrices, which are the irreducible representations for the group $SO(3)$. As a corollary of Schur’s first lemma, we also know that the spherical harmonics also provide us with a basis for the irreducible representations of $SO(3)$. That is $Y_\ell^m = \rho_\ell(R) Y^\ell(\theta, \phi)$, and the elements of $\rho_\ell(R)$ are given as:

$$\rho_{mn}^\ell(R) = e^{-im\gamma} d_{mn}^\ell (\cos \beta) e^{-ina} \quad m, n = -\ell \ldots, \ell$$ \hspace{1cm} (8.10)

Where $d_{mn}^\ell$ correspond to the Wigner little-d matrices. This is a good point to revisit the choice to keep activations and filters to be complex valued $f, h : S^2 \to \mathbb{C}$. Note that $\rho_\ell$ matrices are complex valued, and thus allowing activations and filters to be also complex valued simplifies implementation, as well will see when we describe our network.

Coming back, having defined the Fourier transform, we would also need the inverse Fourier transform, which is defined as below:

$$g(R) = \sum_{\ell=0}^{\infty} \text{Tr}[G_\ell \rho_\ell(R^{-1})]$$ \hspace{1cm} (8.11)

Having described Fourier transforms for $f \in L^2(S^2)$ and $f' \in L^2(SO(3))$, we now consider our spherical correlation formulation again:

$$(h \ast f)(R) = \frac{1}{4\pi} \int_{0}^{2\pi} \int_{-\pi}^{\pi} [h_R(\theta, \phi)]^* f(\theta, \phi) \cos \theta d\theta d\phi \quad R \in SO(3)$$ \hspace{1cm} (8.12)

It can be shown (see [19] and Appendix of [24]) that the $SO(3)$ correlation satisfies a Fourier theorem, reducing finding $SO(3)$ Fourier coefficients to simply pointwise multiplications of the spherical Fourier coefficients. That is, in the above equation, each component is simply given as (here $\dagger$ denotes the hermitian conjugate):

$$[h \ast f]_\ell = \hat{f}_\ell \hat{h}_\ell^\dagger \quad \ell = 0, 1, \ldots, L$$ \hspace{1cm} (8.13)

In layers $s = 2, \ldots, S$ of a spherical CNN, the filters and the activations are no longer a function on the sphere, but rather on $SO(3)$. In that case, rather unsurprisingly (see equation 8.10 and preceding discussion), we have a similar convolution theorem:

$$[h \ast f]_\ell = F_\ell H_\ell^\dagger \quad \ell = 0, 1, \ldots, L$$ \hspace{1cm} (8.14)

and since we are working with functions on $SO(3)$, $F_\ell$ and $H_\ell$ are of course matrices.

The approach of Cohen et al. is essentially based on equations 8.13 and 8.14, where instead of working with the continuous function $f$, which as we have already seen might be complicated to work with, we work with the coefficients $\hat{f}_\ell$ with $\ell = 0, 1, \ldots, L$ and regard them as the activations of the neural network. Likewise $\hat{h}_\ell$ with $\ell = 0, 1, \ldots, L$ are regarded as the learn-able filters.
8.4 A generalized $\text{so}(3)$-covariant spherical CNN

In the previous section we discussed two Fourier theorems, which form the bedrock on which the work of [24] was based. We now consider $\text{SO}(3)$ correlation i.e. equation 8.12 again, but view it from an algebraic point of view. Specifically, we would like to first nail down, how it behaves under rotations. To begin, we consider the fact that when a spherical function $f(\theta, \phi)$ is subject to a rotation as discussed in 8.1.3, then the Fourier components are modulated by the Wigner D-matrix corresponding to the rotation $R$ i.e.}

$$f \mapsto f_R \iff \hat{f}_\ell \mapsto \rho_\ell(R) \hat{f}_\ell \tag{8.15}$$

Likewise, for a function $h : \text{SO}(3) \to \mathbb{C}$, which is subject to a rotation $R$, we have an analogous effect on the Fourier matrices i.e. they are modulated by the corresponding Wigner D-matrix.

$$h(R') \mapsto h(R^{-1}R') \iff G_\ell \mapsto \rho_\ell(R)G_\ell \tag{8.16}$$

Where $G_\ell$ are the Fourier matrices of $h$. The following proposition states that matrices output in equation 8.13 exhibits similar behavior.

**Proposition 4.** Suppose $f : S^2 \to \mathbb{C}$ is an activation function that under a rotation $R$ transforms as $f \mapsto f(R^{-1}x)$ \hspace{1pt} $R \in \text{SO}(3)$, and also suppose $h : S^2 \to \mathbb{C}$ is a filter. Then, each component in the cross-correlation formula 8.13 transforms as:

$$[\hat{h} \ast \hat{f}]_\ell \mapsto \rho_\ell(R)[\hat{h} \ast \hat{f}]_\ell \tag{8.17}$$

An identical claim can be made in the context of equation 8.14, which we state separately for the sake of completeness.

**Proposition 5.** Suppose $f : \text{SO}(3) \to \mathbb{C}$ is an activation function that under a rotation $R$ transforms as $f \mapsto f(Rx)$ \hspace{1pt} $R \in \text{SO}(3)$, and also suppose $h : \text{SO}(3) \to \mathbb{C}$ is a filter. Then, each component in the cross-correlation formula 8.14 transforms as:

$$[\hat{h} \ast \hat{f}]_\ell \mapsto \rho_\ell(R)[\hat{h} \ast \hat{f}]_\ell \tag{8.18}$$

Notice that equation 8.17 describes how spherical harmonic vectors transform under a rotation, while equation 8.18 describes the behaviour of Fourier matrices under a rotation. This similarity is not superficial. Indeed, we could understand the latter to mean that each column of the Fourier matrices will instead transform according to 8.17. It is this observation that leads us to a general definition of a $\text{SO}(3)$ covariant Spherical CNN.

---

1 The usage of modulation is in analogy with classical Fourier analysis on the real line. Where a shift in the time domain causes the frequency to be multiplied by a complex exponential $x(t - t_0) \iff e^{-i\omega t_0}X(\omega)$. In the case of Fourier analysis on compact groups, a shift in the time domain, in this case a rotation, corresponds to a modulation by the irreducible representation in the frequency domain (in this case the Wigner D-matrix corresponding to $R$). Note that while $R$ is not compact $e^{-i\omega t_0}$ is infact an irreducible representation for $t_0$. 


**Generalized SO(3)-covariant Spherical CNN**

**Definition 5.** Let $\mathcal{N}$ be a $S + 1$ layer feed-forward network which takes as input $f^0 : S^2 \rightarrow \mathbb{C}$. We say that $\mathcal{N}$ is a generalized SO(3)-covariant Spherical CNN if the output of each layer can be expressed as a collection of vectors:

$$f^s = \left( f^s_{0,1}, f^s_{0,2}, \ldots, f^s_{0,\tau'_0}, f^s_{1,1}, f^s_{1,2}, \ldots, f^s_{1,\tau'_1}, \ldots, f^s_{L,\tau'_L} \right) \quad (8.19)$$

where each $f^s_{\ell,j} \in \mathbb{C}^{2\ell + 1}$ is a $\rho_\ell$-covariant vector in the sense of 8.17. We call each individual $f^s_{\ell,j}$ vector an irreducible fragment of $f^s$. The integer vector $\tau^s = (\tau^s_0, \tau^s_1, \ldots, \tau^s_L)$ that counts the number of fragments for each $\ell$, we call as the type of $f^s$.

The above gives a concrete definition of a SO(3)-covariant spherical CNN, however, to fully specify the neural network, we have to explicate on three things:

1. A linear transformation in each layer that involves learnable weights. Given that the output of each layer has the form in equation 8.19, we need to specify how they can be mixed. Moreover, the linear transformation must be covariant.
2. A covariant non-linearity on top of the linear transformation.
3. Final output that is rotation-invariant.

We consider these points one by one.

### 8.5 Covariant Linear Transformations

For a neural network to be covariant, the linear transformation applied at each layer must also be covariant. In the case of the network defined above, the prescription for this is encapsulated in the following proposition. Note that this proposition is a special case of the theorem introduced in the introduction of this chapter.

**Proposition 6.** Suppose $\hat{f}^s$ is a SO(3)-covariant activation function that has the form $\hat{f}^s = \left( \hat{f}^s_{0,1}, \hat{f}^s_{0,2}, \ldots, \hat{f}^s_{0,\tau'_0}, \hat{f}^s_{1,1}, \hat{f}^s_{1,2}, \ldots, \hat{f}^s_{1,\tau'_1}, \ldots, \hat{f}^s_{L,\tau'_L} \right)$, and yet another function $\hat{g}^s = \mathcal{L}(\hat{f}^s)$, which is a linear function of $\hat{f}^s$ expressed similarly. Then $\hat{g}^s$ is SO(3)-covariant iff each $\hat{g}^s_{\ell,j}$ fragment is a linear combination of fragments from $\hat{f}^s$ with the same $\ell$.

Recall that each fragment $\hat{f}^s_{\ell,j}$ is $2\ell + 1$ dimensional. If we concatenate all the fragments corresponding to a fixed $\ell$ into a matrix denoted $F^s_\ell$, and likewise do the same for $\hat{g}$. Then the proposition basically says that $G^s_\ell = F^s_\ell W^s_\ell$ for all $\ell$. It is these parameters that are learned in our network. We must also note the generality of this formulation by considering that both equations 8.17 and 8.18 are particular cases, although the $W_\ell$ does not yield to a good interpretation in terms of cross-correlation.
8.6 Covariant Non-linearities

Next we turn our attention to the design of a non-linearity that is both differentiable as well as covariant. The choice of non-linearity is absolutely crucial to the success of neural networks. Besides, in the case of networks that are equivariant, usually we work with non-linearities in real space. The reason for this is easy to understand. Being pointwise operations, these are automatically equivariant. Designing a non-linearity that is both covariant and differentiable in Fourier space is far more challenging. It is for this reason that other work in group equivariant networks always apply the non-linearity in real space. However, these backward-forward transformations can be expensive, and can be a cause for a number of complications, including partially losing equivariance due to quadrature.

Here we take a rather unusual route to solve this problem: We take tensor products between fragments, but note that since each of the fragments was irreducible, after tensor products they no longer might be so. To maintain covariance, we would want the fragments to be irreducible. This problem can be solved exactly by the so called Clebsch-Gordan decomposition.

In representation theory, the Clebsch-Gordan decomposition arises in the context of decomposing the tensor product of irreducible representations in a direct sum of irreducibles. In particular, for the group $SO(3)$, it takes the form:

$$\rho_{\ell_1}(R) \otimes \rho_{\ell_2}(R) = C_{\ell_1,\ell_2}^{T} \left[ \rho_{\ell_1}(R) \bigoplus_{\ell = |\ell_1 - \ell_2|} \rho_{\ell}(R) \right] C_{\ell_1,\ell_2}^{T}$$

Equivalently, we can write:

$$\rho_{\ell}(R) = C_{\ell_1,\ell_2,\ell}^{T} \left[ \rho_{\ell_1}(R) \otimes \rho_{\ell_2}(R) \right] C_{\ell_1,\ell_2,\ell}$$

Where $C_{\ell_1,\ell_2,\ell}$ are appropriate blocks of $C_{\ell_1,\ell_2}$. The utility of the CG-transform for our purpose is encapsulated in the following lemma:

**Lemma 24.** Let $\hat{f}_{\ell_1}$ and $\hat{f}_{\ell_2}$ denote $\rho_{\ell_1}$ and $\rho_{\ell_2}$ covariant vectors, and let $\ell$ denote any integer between $|\ell_1 - \ell_2|$ and $\ell_1 + \ell + 2$. Then

$$\hat{g}_{\ell} = C_{\ell_1,\ell_2,\ell}^{T} \left[ \hat{f}_{\ell_1} \otimes \hat{f}_{\ell_2} \right]$$

is a $\rho_{\ell}$ covariant vector.

The algorithm then consists of finding 8.20 between all pairs of fragments and then stacking them horizontally, resulting in possibly very wide matrices: in our parlance the activations, or number of channels increase substantially. This can be controlled by fixing, for each $\ell$, the maximum number of fragments to be $\bar{\tau}_\ell$. Thankfully, this can be done by using the learnable weight matrices (discussed in section 8.5).

8.7 Final Invariant Layer

Since we need the network to be rotation invariant, we implement this by considering only the $\hat{f}_{\ell_0,\ell}$ fragments in the last layer. This is because the $\ell = 0$ representation is
constant, and thus rotation invariant. We can then connect fully connected layers on top of this last Fourier layer.

With all the ingredients in place, we now describe our experiments.

8.8 experiments

In this section we describe experiments that give a direct comparison with those reported by Cohen et al. [24]. We choose these experiments as the Spherical CNN proposed in [24] is the only direct competition to our method. Besides, the comparison is also instructive for two different reasons: Firstly, while the procedure used in [24] is exactly equivariant in the discrete case, for the continuous case they use a discretization which causes their network to partially lose equivariance with changing bandwidth and depth, whereas our method is always equivariant in the exact sense. Secondly, owing to the nature of their architecture and discretization, [24] use a more traditional non-linearity i.e. the ReLU, which is also quite powerful. In our case, to maintain full covariance and to avoid the quadrature, we use an unconventional quadratic non-linearity in Fourier space. Because of these two differences, the experiments will hopefully demonstrate the advantages of avoiding the quadrature and maintaining full equivariance despite using a purportedly weaker nonlinearity.

Cohen et al. present two sets of experiments: In the first sequence, they study the numerical stability of their algorithm and quantify the equivariance error due to the quadrature. In the second, they present results on three datasets comparing with other methods. Since our method is fully equivariant, we focus on the second set of experiments.

8.8.1 Rotated MNIST on the Sphere

We use a version of MNIST in which the images are painted onto a sphere and use two instances as in [24]: One in which the digits are projected onto the Northern hemisphere and another in which the digits are projected on the sphere and are also randomly rotated.

The baseline model is a classical CNN with $5 \times 5$ filters and 32, 64, 10 channels with a stride of 3 in each layer (roughly 68K parameters). This CNN is trained by mapping the digits from the sphere back onto the plane, resulting in nonlinear distortions. The second model that we compare to is the Spherical CNN proposed in [24]. For this method, we use the same architecture as reported by the authors i.e. having layers $S^2$ convolution – ReLU – $SO(3)$ convolution – ReLU – Fully connected layer with bandwidths 30, 10 and 6, and the number of channels being 20, 40 and 10 (resulting in a total of 58K parameters).

For our method we use the following architecture: We set the bandlimit $L_{\text{max}} = 8$, and keep $\tau_l = \left\lceil \frac{12}{\sqrt{L+1}} \right\rceil$, using a total of 5 layers as described in section ???, followed by a fully connected layer of size 256 by 10. We use batch normalization [65] on the fully connected layer, and a variant of batch normalization that preserves covariance in the Fourier layers. This method takes a moving average of the standard deviation for a particular fragment for all examples seen during training till then and divides by it, the
parameter corresponding to the mean in usual batch normalization is kept to be zero as anything else will break covariance. Finally, we concatenate the output of each $F^s_0$ in each internal layer, which are $SO(3)$ invariant scalars, along with that of the last layer to construct the fully connected layer. We observed that having these skip connections was crucial to facilitate smooth training. The total number of parameters was 342086, the network was trained by using the ADAM optimization procedure [73] with a batch size of 50 and a learning rate of $5 \times 10^{-4}$. We also used L2 weight decay of 0.00001 on the trainable parameters.

We report three sets of experiments: For the first set both the training and test sets were not rotated (denoted NR/NR), for the second, the training set was not rotated while the test was randomly rotated (NR/R) and finally when both the training and test sets were rotated (denoted R/R).

| Method            | NR/NR | NR/R | R/R |
|-------------------|-------|------|-----|
| Baseline CNN      | 97.67 | 22.18| 12  |
| Cohen et al.      | 95.59 | 94.62| 93.4|
| Ours (FFS2CNN)    | 96    | 95.86| 95.8|

We observe that the baseline model’s performance deteriorates in the three cases, effectively reducing to random chance in the R/R case. While our results are better than those reported in [24], they also have another characteristic: they remain roughly the same in the three regimes, while those of [24] slightly worsen. We think this might be a result of the loss of equivariance in their method.

8.8.2 Atomization Energy Prediction

Next, we apply our framework to the QM7 dataset [10, 129], where the goal is to regress over atomization energies of molecules given atomic positions ($p_i$) and charges ($z_i$). Each molecule contains up to 23 atoms of 5 types (C, N, O, S, H). We use the Coulomb Matrix (CM) representation proposed by [129], which is rotation and translation invariant but not permutation invariant. The Coulomb matrix $C \in \mathbb{R}^{N \times N}$ is defined such that for a pair of atoms $i \neq j$, $C_{ij} = (z_i z_j) / (|p_i - p_j|)$, which represents the Coulomb repulsion, and for atoms $i = j$, $C_{ii} = 0.5 z_i^2$, which denotes the atomic energy due to charge. To test our algorithm we use the same set up as in [24]: We define a sphere $S_i$ around $p_i$ for each atom $i$. Ensuring uniform radius across atoms and molecules and ensuring no intersections amongst spheres during training, we define potential functions $U_z(z) = \sum_{j \neq i, z_j = z} \frac{25}{|x - p_j|}$ for every $z$ and for every $x$ on $S_i$. This yields a $T$ channel spherical signal for each atom in a molecule. This signal is then discretized using Driscol-Healy [39] grid using a bandwidth of $b = 10$. This gives a sparse tensor representation of dimension $N \times T \times 2b \times 2b$ for every molecule.

Our spherical CNN architecture has the same parameters and hyperparameters as in the previous subsection except that $t_l = 15$ for all layers, increasing the number of parameters to 1.1 M. Following [24], we share weights amongst atoms and each molecule is represented as a $N \times F$ tensor where $F$ represents $F^s_0$ scalars concatenated together. Finally,
we use the approach proposed in [171] to ensure permutation invariance. The feature vector for each atom is projected onto 150 dimensions using a MLP. These embeddings are summed over atoms, and then the regression target is trained using another MLP having 50 hidden units. Both of these MLPs are jointly trained. The final results are presented below, which show that our method outperforms the Spherical CNN of Cohen et al. The only method that delivers better performance is a MLP trained on randomly permuted Coulomb matrices [110], and as [24] point out, this method is unlikely to scale to large molecules as it needs a large sample of random permutations, which grows rapidly with $N$.

| Method                     | RMSE |
|----------------------------|------|
| MLP/Random CM [110]        | 5.96 |
| LGIKA (RF) [124]           | 10.82|
| RBF Kernels/Random CM [110]| 11.42|
| RBF Kernels/Sorted CM [110]| 12.59|
| MLP/Sorted CM [110]        | 16.06|
| Spherical CNN [24]         | 8.47 |
| Ours (FFS2CNN)             | 7.91 |

8.8.3 3D Shape Recognition

Finally, we report results for shape classification using the SHREC17 dataset [131], which is a subset of the larger ShapeNet dataset [18] having roughly 51300 3D models spread over 55 categories. It is divided into a 70/10/20 split for train/validation/test. Two versions of this dataset are available: A regular version in which the objects are consistently aligned and another where the 3D models are perturbed by random rotations. Following [24] we focus on the latter version, as well as represent each 3D mesh as a spherical signal by using a ray casting scheme. For each point on the sphere, a ray towards the origin is sent which collects the ray length, cosine and sine of the surface angle. In addition to this, ray casting for the convex hull of the mesh gives additional information, resulting in 6 channels. The spherical signal is discretized using the Discroll-Healy grid [39] with a bandwidth of 128. We use the code provided by [24] for generating this representation.

We use a ResNet style architecture, but with the difference that the full input is not fed back but rather different frequency parts of it. We consider $L_{\text{max}} = 14$, and first train a block only till $L = 8$ using $\tau_l = 10$ using 3 layers. The next block consists of concatenating the fragments obtained from the previous block and training for two layers till $L = 10$, repeating this process till $L_{\text{max}}$ is reached. These later blocks use $\tau_l = 8$. As earlier, we concatenate the $F_0$ scalars from each block to form the final output layer, which is connected to 55 nodes forming a fully connected layer. We use Batch Normalization in the final layer, and the normalization discussed in 8.8.1 in the Fourier layers. The model was trained with ADAM using a batch size of 100 and a learning rate of $5 \times 10^{-4}$, using L2 weight decay of 0.0005 for regularization. The total
number of parameters was roughly 2.3M. We compare our results using the SHREC competition evaluation script to some of the top performing models on SHREC (which use architectures specialized to the task) as well as the model of Cohen et al. Our method, like the model of Cohen et al. is task agnostic and uses the same representation. Despite this, it is able to consistently come second or third in the competition (while being neck to neck with Cohen et al.), showing that it affords an efficient method to learn from spherical signals.

| Method              | P@N  | R@N  | F1@N | mAP  | NDCG |
|---------------------|------|------|------|------|------|
| Tatsuma_ReVGG       | 0.705| 0.769| 0.719| 0.696| 0.783|
| Furuya_DLAN         | 0.814| 0.683| 0.706| 0.656| 0.754|
| SHREC16-Bai_GIFT    | 0.678| 0.667| 0.661| 0.607| 0.735|
| Deng_CM-VGG5-6DB    | 0.412| 0.706| 0.472| 0.524| 0.624|
| Spherical CNNs [24] | 0.701| 0.711| 0.699| 0.676| 0.756|
| FFS2CNNs (ours)     | 0.707| 0.722| 0.701| 0.683| 0.756|

8.9 conclusion

In conclusion, in this chapter, we presented a SO(3)-equivariant neural network architecture for spherical data, that operates entirely in Fourier space, while using tensor products and the Clebsch-Gordan decomposition as the only source of non-linearity. We report strong (and perhaps surprising) experimental results. While we specifically presented a spherical CNN, our approach is more widely applicable in that it also provides a formalism for the design of fully Fourier neural networks that are equivariant to the action of any continuous compact group.
CONCLUSIONS AND FUTURE DIRECTIONS

9.1 PART I

9.1.1 Conclusions

In chapter 2, we reviewed some relevant literature on metric learning; following which, in chapter 3, we proposed a metric learning method that makes a more direct attempt to optimize for k-NN accuracy than existing methods. While the approach is more general in its formulation (in that it can handle non-linear metrics as well), in chapter 3, we demonstrated its efficacy for learning Mahalanobis metrics while comparing to a number of popular competing methods. In chapter 4, we proposed a number of extensions of this approach, applying it to asymmetric similarity learning, discriminative learning of Hamming distance, and metric learning for improving k-NN regression performance. In each case we reported competitive results. Below we underline some straightforward avenues for future work:

9.1.2 Future Directions

1 A drawback of the approaches presented in Part i, with the exception of section 4.3, is poor scalability. For every gradient update, the procedures require exact inference and loss-augmented inference. For small dataset sizes this is desirable, however being expensive operations (see section 3.4.1.4) they restrict scaling these methods to very large datasets. One future avenue of work is to make these methods more scalable while retaining some of their positive characteristics as constrained to methods such as Large Margin Nearest Neighbors (LMNN). Some strategies to achieve this could take the route of doing exact inference for $h^*$ and $\hat{h}$ for a fixed number of gradient updates $N' << N$ (where $N$ is the number of training examples) in the beginning of the optimization. Once the initial Euclidean metric is improved to a somewhat better performing metric, the sets $h^*$ and $\hat{h}$ can be fixed for the next $p$ gradient updates, after which they are updated again by doing exact inference. This process could be repeated to convergence. Another route could be to pick large batches and do exact inference in only a given batch, and not the entire dataset.

2 Yet another avenue for future work is to propose approximate inference procedures for $h^*$ and $\hat{h}$, and combining them with the approaches outlined above.

3 Extending the approach using deep neural networks to do the mapping is also an obvious extension. This was explored by the dissertation author, but not extensively. It is arguable that the metric thus learned could be a better proxy for similarity than approaches based on triplet based losses.
For section 4.3, unlike other approaches presented in Part i, the inference procedures were intractable. We thus resorted to a modification of the loss function to make inference tractable. It would be interesting to explore approximation algorithms for the original, intractable formulations for $h^*$ and $\hat{h}$. Yet another approach to this problem, explored by the dissertation author to some degree, is to keep the original intractable objective, and devising a Metropolis-Hastings type procedure for sampling sets and then updating the metric. Lastly, it would also be interesting to cast the framework in section 4.3 as a structured prediction energy network in the spirit of Tu and Gimpel [150].

9.2 PART II

9.2.1 Conclusions

In part ii of the dissertation, we proposed a simple estimator for the Expected Gradient Outer Product (EGOP)

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( \nabla f(x) \cdot \nabla f(x)^\top \right),$$

moreover, we also showed that it remains statistically consistent under mild assumptions. The primary use of the estimated EGOP was as the underlying metric in non-parametric regression, and we showed that it improved performance as compared to the Euclidean distance in several real world datasets. We also generalized the EGOP to the multiclass case, proposing a variant called the Expected Jacobian Outer Product (EJOP)

$$\mathbb{E}_x G(x) \triangleq \mathbb{E}_x \left( J_f(x) J_f(x)^\top \right),$$

for which we also proposed a simple estimator and showed that it remained statistically consistent under similarly mild assumptions. We also showed that the estimated EJOP improved non-parametric classification when used as a metric.

9.2.2 Future Directions

1 One immediate use case for the approaches presented in Part ii, namely, the estimated Expected Gradient Outer Product (EGOP) and Expected Jacobian Outer Product (EJOP), is for dimensionality reduction, that unlike PCA type methods recover a subspace most relevant to predicting the output. This has not been explored in detail and could potentially be a useful addition to the standard toolbox for dimensionality reduction.

2 The EGOP and the EJOP use gradients, which are local objects, but due to the expectation taken over $x$, they lose all local information, only giving the average variation of the unknown regression or classification function $f$ in direction $v$. It would be interesting to explore the utility of diffusion based objects that take into account local geometry as well, first analogous to the EGOP

$$W_{i,j} = W_f(x_i, x_j) = \exp \left( - \frac{\|x_i - x_j\|^2}{\sigma_1} - \frac{\|\frac{1}{2}(\nabla f(x_i) + \nabla f(x_j))(x_i - x_j)\|^2}{\sigma_2} \right)$$
and then analogous to the EJOP

$$W_{i,j} = w_f(x_i, x_j) = \exp \left( -\frac{\|x_i - x_j\|^2}{\sigma_1} - \frac{\|\frac{1}{2}(\|\nabla f_c(x_i)\| + \|\nabla f_c(x_j)\|)(x_i - x_j)\|^2}{\sigma_2} \right)$$

$\cdot$ takes a matrix and sums over rows, and explore them for both recovering a metric, as well as for non-linear label-aware dimensionality reduction.

For the operators defined above it would also be interesting to obtain consistency results, similar in spirit to those obtained for Laplacian Eigenmaps type methods [5, 153]. For such methods, demonstrating consistency amounts to showing that the eigenvectors of the graph Laplacian converge to the eigenfunctions of the corresponding Laplace-Beltrami operator in the limit. However, this promises to be a rather challenging project, which might also require considerable refinement in definitions of these objects.

9.3 PART III

9.3.1 Conclusions

In chapter ?? we briefly reviewed work on discriminative group equivariant representation learning, arguing that equivariance to symmetry transformations affords a strong inductive bias in various tasks. In chapter 8, following recent work by Kondor and Trivedi [82], we proposed a SO(3)-equivariant neural network architecture for spherical data, that operates entirely in Fourier space, while using tensor products and the Clebsch-Gordan decomposition as the only source of non-linearity. We reported strong experimental results, and emphasized the wider applicability of our approach, in that it also provides a formalism for the design of fully Fourier neural networks that are equivariant to the action of any continuous compact group.

9.3.2 Future Directions

We first outline a future avenue for work that relates directly to the contributions presented in Chapter 8. Although the network architecture presented is the most general possible for the problem and mathematically elegant in its conception, while also giving excellent performance, it does lead to networks that are considerably bulkier than networks trained by [24]. In view of the dissertation author this inefficiency might be a consequence of the non-locality of filters. In vision tasks, it is perhaps much better motivated to use filters that operate on a small, spatially contiguous domain of the input. Thus, the use of more global filters could be the reason that the networks slid toward having more parameters to also pick up more local features on their own. Enforcing locality of filters in order to improve the efficiency of our network further is the most immediate line of future work. This should have relevance to not just SO(3)—equivariant networks that operate on data that lives on $S^2$, but to networks for vision tasks that are required to be equivariant to the action of general compact continuous groups.
More directly related to the more general theme covered in Part iii of this dissertation, is to design convolutional neural networks that encode more structure from the data and task at hand, by considering different groups and their homogeneous spaces. A simple example would be to design a $SIM(3)$–equivariant architecture, to follow works that present $SE(3)$–equivariant networks (for example see [155]). This could perhaps be considered low-hanging fruit, notwithstanding the fact that fast implementations of such architectures may require considerable engineering effort.

There are many applications where exact invariances to symmetry transformations are important, such as in Robotics and motion planning, tomography, camera calibration, molecular dynamics, protein kinematics etc. In these areas there already exists a large literature on using non-commutative harmonic analysis for functions defined on some homogeneous space of a group of interest. An extensive review of such approaches and half a dozen applications is given in [19]. Naturally, designing equivariant architectures that extend older approaches to also avoid feature engineering is an obvious line of work to pursue.

Most of the work on group equivariant neural networks reviewed in chapter ?? relies on the assumption that the functions are defined on a suitable homogeneous space of the symmetry group of interest. Indeed, the architecture presented in chapter 8 is rooted in the fact that the manifold $S^2$ is a homogeneous space of the rotation group $SO(3)$. There is recent interest in extending the convolutional neural network formalism to more general manifolds [106] that might not come equipped with a clear group action. Work that prescribes construction of theoretically well motivated convolutional networks on such spaces promises to be a very fruitful line for future work.

In most of the work discussed thus far, we have considered neural networks that are equivariant to explicit (and known) symmetry transforms. A considerably difficult project would be to instead to learn the symmetry group, without prior knowledge of symmetries in the data. The only work that we are aware of in this direction is that of Anselmi et al. [2].

The theory and design of covariant neural architectures in the context of recurrent neural networks and general dynamical systems also promises to be an interesting project. A simple situation that illustrates this occurs in Koopman mode analysis [16], where we want the Koopman invariant subspace to respect some underlying symmetry (for example if the physical system is subject to a rotation). To our knowledge there is no work toward this very reasonable end goal.

It would be interesting to explore connections and usages of equivariant networks in the context of Pattern Theory [113], which is a mathematical formalism to study patterns from the bottom up—with a focus on building compositional vocabularies. While pattern theory has influenced directly, or indirectly many modern machine learning algorithms, it by itself has largely been forgotten in the machine learning mainstream. However, the general philosophy and approach of Pattern Theory remains relevant and can be seen as echoed in many recent works in group equivariant architectures, and could also provide inspiration for future work.
in its coverage, it would be useful to consider salient aspects in some notable works within pattern theory. First is the construction of shapes, manifolds and surfaces. Second is the comparison of such objects, and lastly is a methodology to define variability (deformations) and using appropriate probability measures for inference. Usually the space of variability of such objects is an orbit under symmetry transformations. As already hinted, yet another important aspect about Pattern Theory is its focus on compositionality. The case for general covariant compositional architectures has been made in recent work [63], [83], and it would also be interesting to extend these works to also be able to define probabilistic models in the spirit of [113]. There is rich mathematical literature on probabilities on algebraic structures (see for example [54]) that Pattern Theory draws upon and could also provide fertile ground for the growth of more general, topologically sane work in neural networks.
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