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ABSTRACT
The paper studies the problem of designing the Intelligent Reflecting Surface (IRS) phase shifters for Multiple Input Single Output (MISO) communication systems in spatiotemporally correlated channel environments, where the destination can move within a confined area. The objective is to maximize the expected sum of SNRs at the receiver over infinite time horizons. The problem formulation gives rise to a Markov Decision Process (MDP). We propose a deep actor-critic algorithm that accounts for channel correlations and destination motion by constructing the state representation to include the current position of the receiver and the phase shift values and receiver positions that correspond to a window of previous time steps. The channel variability induces high frequency components on the spectrum of the underlying value function. We propose the preprocessing of the critic’s input with a Fourier kernel which enables stable value learning. Finally, we investigate the use of the destination SNR as a component of the designed MDP state, which is common practice in previous work. We provide empirical evidence that, when the channels are spatiotemporally correlated, the inclusion of the SNR in the state representation interacts with function approximation in ways that inhibit convergence.

Index Terms— Intelligent Reflecting Surfaces, deep learning, reinforcement learning

1. INTRODUCTION
The emergence of Intelligent Reflecting Surfaces (IRSs) [1] paves yet another avenue for impactful research in the area of Wireless Communications. IRS typically consists of a panel of passive reflective elements. Each element’s reflection coefficient can be explicitly controlled independently of the coefficients of the other elements. Consequently, the deployment of IRS introduces a number of new degrees of freedom for wireless system design. Therefore, holds the promise for performance improvements in terms of Quality-of-Service (QoS) [2], security [3] and energy preservation [4].

For these ambitions to materialize, there needs to be a collective effort towards developing regimens that decide upon the state of the IRS phase shifters on the fly so as to imprint desirable conditions on the signal propagation environment. Typically, the phase shift design aspiration induces the formulation of NP hard problems. The authors in [5, 6] propose IRS phase shift design approaches that are predicated upon semidefinite relaxations. The performance of said methods is compelling, but the methods induce high computational complexity (O(n^6) where n is the number of IRS phase shifters).

Due to the need for low computational complexity, researchers turned towards the employment of data-driven approaches for IRS phase-shift design. The authors in [7] employ graph neural networks for estimating the IRS phase shifters. The neural network is trained, in a supervised fashion, to estimate the phase shift coefficients from channel pilots. The works in [8, 9] also pose the IRS phase shift design as a supervised learning problem and use labels to train a neural network to map channel measurements to phase shift values. Supervised learning methods require the availability of ground truth labels which are scarce for the problem at hand. Second, the supervised learning regimes assume that channel data are i.i.d samples from the same stationary distribution. This view is inadequate when the channels exhibit correlations with respect to time and space. This is mostly the case for urban communications due to shadowing [10].

Both shortcomings of supervised learning can be surpassed by the employment of deep Reinforcement Learning (RL). In the case of deep RL, there is no need for labels, just measurements of a reward signal which can be the QoS metric of interest (SNR). Furthermore, the i.i.d assumption for the channel measurements can be lifted and the presupposition for spatiotemporal channel correlations can be readily adopted. Nonetheless such a setup has not been studied yet, to the best of our knowledge. The authors in [11] investigate a communication scenario between a MIMO source and a mobile destination, assisted by a single IRS. They benchmark the performance of a simple deep RL algorithm against multiple numerical methods under highly noisy channels. They demonstrate that the deep RL method is noticeably more robust with respect to noise. This provides strong incentive towards developing deep RL algorithms for IRS phase shift optimization. RL approaches have previously been employed for IRS phase shift design in single-user [12, 11] and multi-user [13, 14] set ups. We differentiate from the aforementioned approaches
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in the following ways. First, all previous methods do not assume that the spatiotemporal correlations of the channels. We provide an algorithm that is specifically designed to address the case of spatiotemporally correlated channels. Channel correlations are very prominent in urban communication environments and arise due to shadowing. Furthermore, the underlying value functions of MDPs that depend on spatiotemporally correlated channels typically possess high frequencies in the corresponding spectra [5]. Recent results in deep learning regression demonstrate the inability of feedforward neural networks to represent high frequency functions [16] (a phenomenon coined as Spectral Bias). Motivated by recent results in graphics [17], we propose to preprocess the input of networks to represent high frequency functions [16] (a phenomenon coined as Spectral Bias).

Finally, we investigate the inclusion of the destination SNR in the representation of the MDP state. This has been common practice in previous work [12, 11, 13]. We showcase that, for the representation of the MDP state. This has been common practice in previous work [12, 11, 13]. We showcase that, for spatiotemporally varying channels, including the SNR in the state interacts undesirably with function approximation and causes divergence and instability.

We adopt the following assumptions. First of all, both channels (BS-IRS and IRS-destination) exhibit correlations with respect to time, so \( h = h(t) \) and \( G = G(t) \). We also assume that the destination can move, but its motion is confined to a small area of space. The channel from the IRS to the destination also exhibits correlations with respect to space that depend on the relative position of the destination to the IRS. So, \( h = h(t, x_t) \), where \( x_t \in \mathbb{R}^3 \) is the position of the destination in the 3D space at time step \( t \); \( x_t \) is assumed known at the IRS controller, estimated by a coexistent radar perception system [18]. One way to design the phase shift matrix \( \Phi(t) \) at time \( t \), assuming that the channels \( h(t) \) and \( G(t, x_t) \) are known, is to solve the following problem:

\[
\begin{align*}
\max_{\Phi(t)} & \quad SNR(t) = \frac{1}{\sigma^2} \left\| h(t, x_t) \Phi(t) G(t) \right\|^2 \\
\text{s.t.} & \quad \left\| \Phi(t) \right\| = 1, \quad \forall i = 1, 2, \ldots, M.
\end{align*}
\]

Even if one neglects the computational overhead of estimating the channels at each time step (which is not negligible in practice), solving problem (3) induces complexity \( O(M^6) \) [5]. The calculation cost of the solution at every time step is prohibitive for real system deployment.

Instead of solving the above problem, we design an actor-critic algorithm that learns a policy which maps the position of the destination at time step \( t \) and information from previous time steps to the IRS phase shift values of the current time step. The policy is constructed so as to maximize the expected sum of destination SNRs over infinite time horizons of system operation. In such case, after learning the policy/actor, the IRS phase shift computation is a simple forward pass through the policy function.

3. OFF-POLICY DEEP RL

Reinforcement Learning (RL) studies the class of problems where an agent interacts with the environment in a sequence of states, actions and rewards. This gives birth to a Markov Decision Process (MDP). The MDP is defined as a tuple \( (S, A, R, p, \gamma) \), where \( S \) is the state space, \( A \) is the action space, \( R : S \times A \rightarrow \mathbb{R} \) is the reward function and \( P : S \times A \rightarrow S \) is the transition function that depends on the environment dynamics. \( p(s) \) is the initial state distribution and \( \gamma \in (0, 1) \) is the discount factor that quantifies how “far-sighted” the agent is. The goal of RL is to learn a mapping from states to actions, namely a policy, \( \pi(a|s) \) that maximizes the expected discounted sum of rewards \( J = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) \right] = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t r(t) \right] \).

The state-action value function \( Q^\pi \) is defined as the expected discounted sum of rewards starting from a state-action pair and following the policy \( \pi \) thereafter.

\[
Q^\pi(s, a) = \mathbb{E} \left[ \sum_{t=0}^{\infty} \gamma^t R(s_t, a_t) | (s_0, a_0) = (s, a) \right]
\] (4)

The optimal value function \( Q^* (s, a) \) is the fixed point of the Bellman backup operator:

\[
B^* Q(s, a) = \mathbb{E}_{a' \sim p} \left[ R(s, a) + \gamma \max_{a'} Q^* (s', a') \right]
\] (5)
In off-policy RL, we assume the availability of an Experience Replay that contains \( N_{exp} \) transitions from the interaction of the agent with the environment \( D = \{ s_i, a_i, s_i', r_i \}_{i=1}^{N_{exp}} \). The optimal state-action value function is parameterized as a neural network with parameters \( w \), denoted as \( Q_w(s,a) \). The process of approximating the value function entails the sampling of a batch of transitions from the Experience Replay and the following parameter update:

\[
\mathbf{w} \rightarrow \mathbf{w} + 2\eta \mathbb{E}_{(s,a,s',r)\sim D} \left[ \left( B^*Q_w(s,a) - Q_w(s,a) \right) \nabla w Q_w(s,a) \right]
\]

(6)

The process of learning the value function is usually unstable due to the fact that the bootstrapping target \( B^*Q_w(s,a) \) depends on the estimator \( Q_w(s,a) \). One popular heuristic includes the use of a target network with parameters \( \psi \) for computing the bootstrapping target. The parameter vector \( \psi \) slowly tracks the parameter vector \( w \) as proposed in [19].

The policy is parameterized by a neural network with parameters \( \phi \), denoted as \( \pi_\phi \). The policy is updated by the following rule (deterministic policy gradient theorem):

\[
\phi \rightarrow \phi + \eta \mathbb{E}_{s \sim D} \left[ \nabla a Q_w(s,a)_{a = \pi_\phi(s)} \nabla \pi_\phi(s) \right]
\]

(7)

4. DEEP RL FOR IRS PHASE SHIFT DESIGN

In order to develop the RL algorithm for the IRS phase shift design we need to define the elements of the MDP.

**State:** The first component of the state is the position of the destination, \( x_d \in \mathbb{R}^3 \). It can be estimated by a deployed radar perception system. Since the channels evolve as a temporally correlated process, the IRS phase shifters will also exhibit spatiotemporally correlated activations. We, therefore, include the phase shift values of the IRS for a window of previous time steps along with the destination positions at these time steps. The window length is denoted as \( W \). The incentive is that, including the phase shifters and destination locations for enough previous time steps, we can safely assume that the state is Markovian. In that sense, we operate in the context of a fully observable MDP. This nuance is similar to the practice in [20], where the state is the concatenation of consecutive frames for the environments of the Atari Domain.

\[
s_t = [x_t, x_{t-1}, \theta_1^{t-1}, \ldots, \theta_M^{t-1}, x_{t-W}, \ldots, \theta_M^{t-W}],
\]

where \( \theta_i^t \) is the value of the IRS phase shifter \( i \) at time step \( j \).

**Action:** The action is the component-wise difference between the phase shift elements of the current step and those of the previous step:

\[
a_t = [\delta \theta_1^t, \delta \theta_2^t, \ldots, \delta \theta_M^t],
\]

where \( \delta \theta_i^t = \theta_i^t - \theta_i^{t-1} \).

**Reward:** The reward is the destination SNR at step \( t \):

\[
r(t) = SNR(t).
\]

We adopt the DDPG [19] algorithm to learn the policy that maps the agent’s state to the phase shifters of the IRS. We employ 3 main networks, namely the actor network, \( \pi_\phi \), and the critic networks, \( Q_{w_1} \) and \( Q_{w_2} \). At every update step, we sample a batch of transitions from the Experience Replay and update the 2 critic networks with the update rule of eq. (6) and the actor with the update rule of eq. (7). The 2 critic networks are trained independently, but the minimum of the 2 is used for the update of the policy (eq. (7)) to hedge against overestimation. We employ corresponding target networks for all the main ones and update their parameters following the framework in [19].

Each neural network is a Multilayer Perceptron with ReLU activations (ReLU MLP). A critical question is how to ensure that the unit modulus constraints of problem [3] are satisfied during training. We address the challenge by explicitly designing the actor architecture. In particular, the in-between-layer activations of the actor are ReLUs, but the activation of the output layer is hyperbolic tangent (Tanh). The Tanh squashes each output component to the \([-1,1]\) range. Subsequently, we multiply each output component with \( \pi \). Therefore, we ensure that the output of the actor belongs to \([-\pi, \pi] \)\(^M\). Since the actor estimates the difference between the phase shifters of the current time step and those of the previous time step, we clip each resulting phase shifter to \([-\pi, \pi] \) for every IRS element at every time step. We denote this variation as RL-IRS-Base.

It has been common practice, when employing Deep RL for IRS phase shift design, to include the destination service metric (SNR) in the state representation [12, 11, 13]. Even though such a choice might seem intuitive, the way that it interacts with function approximation remains elusive. We implement a variation of the RL-IRS-Base that includes the destination SNR as a component of the state to test whether the aforementioned design choice is appropriate for the case of spatiotemporally correlated channels. We denote this variation as RL-IRS-SNR-state.

4.1. Fourier Preprocessing

As discussed in [15, 21], value functions that depend on spatiotemporally correlated communication channels typically incur high frequency content. When it comes to the RL-IRS-Base algorithm, the critics are ReLU MLPs that regress the value function of the formulated MDP. The value function depends on spatiotemporally correlated channels. Due to spectral bias, the critic might not be able to learn the high frequencies of the value function. Since the policy is updated to select the action that maximizes the critic estimate at each state, inaccurate value estimation results in suboptimal policies and/or divergence. We propose the preprocessing of the state-action pair with a random Fourier Kernel before passing it through the critic. We denote as \( \tilde{s} = [s, a] \rightarrow v = [\cos(2\pi B \tilde{s}), \sin(2\pi B \tilde{s})] \) the concatenation of state \( s \) and action \( a \), i.e.,

\[
\tilde{s} = [s, a] \rightarrow v = [\cos(2\pi B \tilde{s}), \sin(2\pi B \tilde{s})] \rightarrow v
\]

where matrix \( B \) is the transformation Kernel. Each element of \( B \) is drawn from \( \mathcal{N}(0, \sigma_B^2) \). The operations \( \cos(\cdot) \) and \( \sin(\cdot) \) in (8) are applied element-wise. The variation that employs the Fourier preprocessing is denoted as RL-IRS-FF.
5. EXPERIMENTS

We simulate a scenario as in Fig. 1. The operation space is a 3D cube $(20^3m^3)$, discretized into cube cells of volume $(1m^3)$. The source and IRS positions are fixed. The destination can freely move in an area within 4 cube cells. It occupies one cell per time slot and can also move to a neighboring cell at the subsequent slot. We simulate the channels so that they have statistics as described in [22]. The log-magnitude of the channel has 3 additive components, the pathloss with exponent $l = 2.3$, the multipath, which is i.i.d zero-mean Gaussian with variance $\sigma_x = 0.6$, and the shadowing which is a zero-mean Gaussian correlated in time and space. The correlation distance is $c_1 = 1.2$, the correlation time $c_2 = 5$, and the shadowing power is $\eta^2 = 6$. The source transmit power is $P_{max} = 65dBm$. The noise variance at the destination is $\sigma^2 = 0.5$. These parameters are consistent with real measurements [10] for urban channels. Each neural network is an MLP with 3 layers. Each layer consists of 400 neurons. We employ the Adam optimizer for the updates, with a learning rate of $2\times10^{-4}$ and batch size of 64. The elements of the Fourier kernel are drawn from a gaussian distribution with variance 0.01. The Experience Replay size is 1e+6 and the discount factor $\gamma$ is 0.99. The source has 5 antenna elements.

As can be inferred by Fig. 2 the algorithm that introduces the Fourier preprocessing performs significantly better than both the base implementation and the base implementation that includes the SNR at the state when it comes to convergence speed and destination SNR (increase of approximately $1.5dB$). We attribute this to the amelioration of the Spectral Bias and, therefore, the more precise estimation of the value function. Fig. 3 demonstrates the performance of the RL-IRS-FF for 3 different values of the window size $W$. The performance is improved for larger window sizes and best performance is exhibited for $W = 5$ which is equal to the temporal correlation coefficient of the channels. We noticed that stability requires a window size that is, at least, equal to the coefficient of the temporal correlation. The experiments for Figures 2 and 3 are conducted with an IRS of 20 elements. Fig. 4 illustrates the performances of RL-IRS-FF and RL-IRS-Base, after convergence, with respect to the size of the IRS.

6. CONCLUSION

The paper proposes a deep actor-critic algorithm for IRS phase shift design for MISO communication systems and spatiotemporally correlated channels. The variability of the correlated channels induces high frequency components on the spectrum of the underlying value function. We propose the preprocessing of the state-action vector with a Fourier Kernel before passing it through the critic, which helps in the process of learning the high frequencies of the value function. We empirically showcase that the inclusion of the SNR in the state, a common practice in prior works, inhibits stability and convergence. Further investigation on how the SNR as a state component interacts with value function approximation will be part of future work.
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