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Abstract

In this paper, we describe a stable finite element formulation for advection-diffusion-reaction problems that allows for robust automatic adaptive strategies to be easily implemented. We consider locally vanishing, heterogeneous, and anisotropic diffusivities, as well as advection-dominated diffusion problems. The general stabilized finite element framework was described and analyzed in [1] for linear problems in general, and tested for pure advection problems. The method seeks for the discrete solution through a residual minimization process on a proper stable discontinuous Galerkin (dG) dual norm. This technique leads to a saddle-point problem that delivers a stable discrete solution and a robust error estimate that can drive mesh adaptivity. In this work, we demonstrate the efficiency of the method in extreme scenarios, delivering stable solutions. The quality and performance of the solutions are comparable to classical discontinuous Galerkin formulations in the respective discrete space norm on each mesh. Meanwhile, this technique allows us to solve on coarse meshes and adapt the solution to achieve a user-specified solution quality.
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1. Introduction

Advection-diffusion-reaction problems arise in a wide range of phenomena relevant to many areas of applied physics and engineering, such as flow in porous media (e.g., reservoir engineering [2, 3] and groundwater flow [3, 4]) and drug delivery [5–7]. These processes generally involve heterogeneous and highly anisotropic diffusion tensors, representing varying material properties (e.g., permeability, porosity) in the domain [8–10]. Thus, the accuracy and stability of the numerical approximation have been the focus of intense research for several decades. Moreover, in advection-dominated regimes, this problem behaves as a hyperbolic partial differential equation (PDE), implying that an inaccurate numerical approximation could produce non-physical oscillatory discrete solutions on coarse meshes.

Traditionally, stabilization terms modify standard finite elements to improve the properties of the discrete solution. A plethora of conforming numerical schemes exist which add extra scaled residual terms [11–13], and the residual-free bubble approximation (RFB) [14]. Despite these efforts, the stabilization process still represents a significant challenge for the scientific community due to its relevance in the outcome of numerical simulations. For instance, the discrete solution quality and solver performance strongly depend on the appropriate selection of the penalization (scaling) parameters. Alternatively, non-conforming schemes
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build stability differently; for example, the discontinuous Galerkin (dG) class of methods, achieve stability by enforcing an element-by-element discretization and introducing a suitable choice of numerical traces [15–20]. Other conforming stabilized formulations are the minimal residual methods, such as the Least Squares Finite Element Method (LS-FEM) [21] or the Discontinuous Petrov-Galerkin (DPG) method [22–29], which minimize the discrete residual with respect to an artificial energy norm and, thus, achieve the sought stability.

Recently, [1] introduced, analyzed, and numerically tested a stabilized finite element formulation in abstract form for any linear partial differential equation system. The procedure minimizes the discrete residual of a conforming trial space in the dual norm of a suitable dG test space in which the trial space is a proper subspace. Hence, this formulation endows the discrete, continuous solution with the stability properties of the dG formulation that defines the dual norm. The method expresses the constrained residual minimization as a saddle-point problem that delivers a conforming approximation and an on-the-fly error estimate that drives automatic mesh refinement. Besides, since the formulation builds on the non-conformity of the underlying dG method, this attribute, in turn, allows us to consider strong norms for the test space when the trial space has high regularity. Measuring the error in stronger norms is an outstanding feature of this technology when compared against alternative ones such as the LS-FEM and DPG methods. This non-conforming residual minimization successfully tackled the analysis of compaction banding in geomaterials [30], the constraint enforcement in advection-dominated problems [31], and incompressible flows [32, 33], as well as goal-oriented adaptive mesh refinements [34].

In this paper, we apply this stabilized finite element method to advection-diffusion-reaction problems and show the impact of the norm selection on the quality of the resulting solutions. We consider different possible scenarios for this class of elliptic problems, such as advection-dominated diffusion, and heterogeneous, with locally vanishing or highly-anisotropic diffusivities. Section 2 describes the advection-diffusion-reaction problem and a discontinuous Galerkin formulation that allows us to solve the problem via residual minimization. Section 3 presents the method and the key ingredients for its formulation, and applies it to the model problem. Finally, Section 4 discusses several numerical examples that show the efficiency and robustness of this formulation.

2. The advection-diffusion-reaction problem

Let $\Omega \subset \mathbb{R}^d$, with dimension $d = 2, 3$, be an open and bounded Lipschitz domain with boundary $\Gamma := \partial \Omega$, and outward unit normal vector $n$. Using the standard notation of Hilbert and Banach spaces, let $K \in [L^\infty(\Omega)]^{d \times d}$ be a diffusion tensor, to be symmetric and positive definite in $\Omega$. Let $b \in [L^\infty(\Omega)]^d$ denote a divergence-free (almost everywhere) advection coefficient, and $\sigma \in L^\infty(\Omega)$ be a reactive coefficient. We write the advection-diffusion-reaction problem as follows:

\[
\begin{cases}
\text{Find } u \text{ such that:} \\
-\text{div} \left( K \nabla u \right) - b \cdot \nabla u + \sigma \ u = f, & \text{in } \Omega, \\
u = 0, & \text{on } \Gamma,
\end{cases}
\]  

where $f \in L^2(\Omega)$ denotes an spatial source.

In the present work, we focus on two different types of advection-diffusion-reaction problems:

- **Advection-dominated problems**, that is, problems where $0 < \|K\|_\infty, \|\sigma\|_\infty << \|b\|_\infty$. This kind of problems lead unstable solutions when using the standard FEM on coarse meshes.

- **Highly heterogeneous and anisotropic diffusion problems**, that is, problems where the diffusion takes locally small values, leading to advection-dominated regimes.

These two scenarios lead to sharp inner and boundary layers, which are difficult to capture with standard FEM formulation as they induce spurious oscillations (see [35, 36]).
2.1. Continuous weak variational formulation

The weak formulation of (1) reads:

\[
\begin{cases}
\text{Find } u \in H^1_0(\Omega), \text{ such that:} \\
b(u, v) = \ell(v), \forall v \in H^1_0(\Omega), 
\end{cases}
\]

with bilinear form \(b(u, v) = (K \nabla u, \nabla v)_0,\Omega + (b \cdot \nabla u, v)_0,\Omega + (\sigma u, v)_0,\Omega\), and linear form \(\ell(v) = (f, v)_0,\Omega\), where \((\cdot, \cdot)_0,\Omega\) denotes the \(L^2\)-scalar product in \(\Omega\). In what follows, we assume that there is a real number \(\sigma_0 > 0\) such that

\[
\sigma - \frac{1}{2} \nabla \cdot b \geq \sigma_0 \quad \text{a.e. in } \Omega. 
\]

Furthermore, we assume that the smallest eigenvalue of \(K\) is bounded from below by a positive constant \(K_0\). Then, owing to the Lax-Milgram Lemma, problem (2) is well-posed (see e.g., [4]).

2.2. Discrete setting

Let \(\{\mathcal{P}_h\}\) be a family of simplicial meshes of \(\Omega\) and, for simplicity, we assume that any mesh exactly represents \(\Omega\) in \(\mathcal{P}_h\), that is, \(\Omega\) is a polygon or a polyhedron. Let \(T\) be a generic element in \(\mathcal{P}_h\), and denote by \(\partial T\) its boundary, by \(h_T\) its diameter, and by \(n_T\) its outward unit normal. We set \(h = \max_{T \in \mathcal{P}_h} h_T\). We define the classical dG approximation space as

\[
V_h := \{v_h \in L^2(\Omega) \mid \forall T \in \mathcal{P}_h, v_h |_T \in P^p(T)\},
\]

where \(P^p(T)\) denotes the space of polynomial functions with degree smaller or equal than \(p\). We set the extended space \(V_{h,\#} = H^2(\mathcal{P}_h) + V_h\) for convenience. We say that \(F\) is an “interior face” if there exist two elements \(\{T^-(F), T^+(F)\} \in \mathcal{P}_h\), such that \(T^-(F) \cap T^+(F) = F\) and \(F\) has nonzero measure. We collect all faces \(F\) of \(\mathcal{P}_h\) into the set \(\mathcal{F}_h = \bigcup_{T \in \mathcal{P}_h} F\). We denote by \(\mathcal{F}_h^0\) the boundary skeleton \(\mathcal{F}_h \cap \Gamma\), and by \(\mathcal{F}_h^0\) the internal skeleton \(\mathcal{F}_h^0 = \mathcal{F}_h \setminus \Gamma\). Over each \(F \in \mathcal{P}_h\), we set \(n_F\) as a predefined unit normal, oriented from \(T^-(F)\) to \(T^+(F)\), being coincident with \(n\) when \(F \in \mathcal{F}_h^0\), and \(h_F\) as the diameter of the face \(F\). On interior faces, any function \(v_h \in V_h\) is two-valued, with values \(v_h^+\) and \(v_h^-\), defined with respect to the predefined normal \(n_F\). Thus, the jump \([v_h]_F\) and the weighted average \(\{v_h\}_\omega\) functions are defined as:

\[
[v_h]_F := v_h^+ - v_h^-, \quad \{v_h\}_\omega := \omega^- v_h^- + \omega^+ v_h^+,
\]

where the weights satisfy \(\omega^- + \omega^+ = 1\), with \(\omega^-, \omega^+ \geq 0\). In particular, when considering heterogeneous tensorial diffusivities, we choose the weights accounting the diffusivity structure:

\[
\omega^- = \frac{\delta_{K_n}^+}{\delta_{K_n}^+ + \delta_{K_n}^-}, \quad \omega^+ = \frac{\delta_{K_n}^-}{\delta_{K_n}^- + \delta_{K_n}^+},
\]

with \(\delta_{K_n}^+ = n_F \cdot K^+ n_F\) if \(F \in \mathcal{F}_h^0\), and \(\delta_{K_n}^- = n_F \cdot K^- n_F\) if \(F \in \mathcal{F}_h^0\). When \(K\) is a continuous tensor (homogeneous diffusion), the weights reduce to \(\omega^- = \omega^+ = 1/2\). Finally, on a boundary face \(F \in \mathcal{F}_h^0\), we set \([v_h]_F = \{v_h\}_F = v_h |_F\). We omit the subscript \(F\) in the jump and weighted average functions when there is no ambiguity.

2.3. Discontinuous Galerkin variational formulation

In this section, we briefly discuss a stable discontinuous Galerkin (dG) formulation for problem (1). It combines the Symmetry Weighted Interior Penalty (SWIP) scheme [4, 37] that handles general diffusivities, combined with the Upwinding (UPW) method [19, 38] that handles the advection-reaction contribution.

Considering the discrete setting described in Section 2.2, the dG formulation of problem (2) reads:

\[
\begin{cases}
\text{Find } u_h \in V_h, \text{ such that:} \\
b_h(u_h^dG, v_h) := b_h^\text{diff}(u_h^dG, v_h) + b_h^\text{adv}(u_h^dG, v_h) = \ell_h(v_h), \forall v_h \in V_h,
\end{cases}
\]
where the bilinear and linear forms are

\[
b_h^{\text{diff}}(u_h, v_h) := \sum_{T \in \mathcal{T}_h} (K \nabla u_h, \nabla v_h)_{0,T} + \sum_{F \in \mathcal{F}_h} \left[ - \left( [u_h]_F, \mathbf{n}_F \cdot \{ K \nabla v_h \} \omega_F \right)_{0,F} - \left( \mathbf{n}_F \cdot \{ K \nabla u_h \} \omega_F, [v_h]_F \right)_{0,F} + \gamma_F ([u_h], [v_h])_{0,F} \right],
\]

\[
b_h^{\text{adv}}(w, v) := \sum_{T \in \mathcal{T}_h} (\mathbf{b} \cdot \nabla u_h + \sigma \cdot u_h, v_h)_{0,T} + \sum_{F \in \mathcal{T}_h} \left( (\mathbf{b} \cdot \mathbf{n}_F)^\circ u_h, v_h \right)_{0,F} + \sum_{F \in \mathcal{T}_h} \left( \frac{1}{2} \left( |\mathbf{b} \cdot \mathbf{n}_F| [u_h]_F, [v_h]_F \right)_{0,F} - (\mathbf{b} \cdot \mathbf{n}_F [u_h], \{ v_h \})_{0,F} \right),
\]

and

\[
\ell_h(v_h) := \sum_{T \in \mathcal{T}_h} (f, v_h)_{0,T}.
\]

In the above, \((\cdot)^\circ\) denotes the negative part of \(x\) (i.e., \(x^\circ := \frac{1}{2} (|x| - x)\) for any real number \(x\)). For problems with diffusion, there exist many suitable choices for the penalty parameter \(\gamma_F\) (e.g., [39, 40] analyzed the penalty parameters and their dependence on the polynomial order of approximation; [4] defined and analyzed the impact of \(\gamma_K\) as the harmonic average of the “normal” permeabilities; [41], introduced a mesh-dependent penalty parameter). In this work, following [4, 39, 42], we set the penalty parameter \(\gamma_F = \eta \gamma_K\). Here, \(\eta > 0\) represents an element-wise parameter defined as:

\[
\forall F \in \mathcal{T}_h, \quad \eta = \frac{1}{2} \left( (p+1)(p+d) \frac{\mathcal{A}(\partial T^+)}{\mathcal{V}(T^+)} + \mathcal{A}(\partial T^-) \right) \quad \text{(7)}
\]

\[
\forall F \in \mathcal{T}_h, \quad \eta = \frac{(p+1)(p+d)}{d} \frac{\mathcal{A}(\partial T)}{\mathcal{V}(T)} \quad \text{(8)}
\]

where \(p\) is the polynomial order of the test space \(V_h\), \(d\) is the dimension, and \(\mathcal{A}\) and \(\mathcal{V}\) denote area and volume, respectively, for \(d = 3\), and length and area, respectively, for \(d = 2\). We define \(\gamma_K\) as follows:

\[
\forall F \in \mathcal{T}_h, \quad \gamma_K = (\omega^-)^2 \delta_{K_0}^+ + (\omega^+)^2 \delta_{K_0}^- \quad \text{(9)}
\]

\[
\forall F \in \mathcal{T}_h, \quad \gamma_K = \delta_{K_0} \quad \text{(10)}
\]

thus, recalling weights definition (5), we derive that

\[
\forall F \in \mathcal{T}_h, \quad \gamma_K = \frac{\delta_{K_0}^+ \delta_{K_0}^-}{\delta_{K_0}^+ + \delta_{K_0}^-} \quad \text{(11)}
\]

When we consider scalar diffusivities, that is, \(K = \kappa \mathbf{1}\) for some scalar function \(\kappa : \Omega \to \mathbb{R}\), we recover the symmetric interior penalty (IP or SIP) method [43–45] given that the penalty parameters reduces to \(\gamma_F = \eta \kappa\).

**Remark 1.** The dG formulation allows us to weakly impose non-homogeneous Dirichlet boundary conditions through modifying the right-hand side of (6) as follows: if we look for a solution of problem (1) satisfying \(u = g_D\) on \(\Gamma\), being \(g_D \in H^{1/2}(\Gamma)\) a boundary source, then we rewrite the linear form \(\ell_h(v_h)\) as:

\[
\ell_h(v_h) := \sum_{T \in \mathcal{T}_h} (f, v_h)_{0,T} + \sum_{F \in \mathcal{T}_h} \left[ (g_D, \mathbf{n}_F \cdot K \nabla v_h)_{0,F} + \gamma_F (g_D, v_h)_{0,F} + (\mathbf{b} \cdot \mathbf{n}_F)^\circ g_D, v_h \right]_{0,F}.
\]
2.4. Discrete norms, well-posedness and a priori error estimate

We provide the discrete space $V_h$ with the following norm:

$$
\|w\|_{V_h}^2 := \|w\|_{adv}^2 + \|w\|_{\text{diff}}^2
$$

with

$$
\|w\|_{adv}^2 := \|w\|_{0,\Omega}^2 + \frac{1}{2} \| b \cdot n \|_{0,\Omega}^2 + \frac{1}{2} \sum_{F \in S_h} \left( \| b \cdot n_F \|_{0,F} \| w \|_{0,F} + \sum_{T \in \mathcal{T}_h} h_T \| b \cdot \nabla w \|_{0,T}^2 \right),
$$

$$
\|w\|_{\text{diff}}^2 := \|\kappa \nabla w\|_{0,\Omega}^2 + \sum_{F \in S_h} (\gamma_F \| w \|_{0,F})^2,
$$

where $\kappa$ denotes the (unique) symmetric positive definite tensor-valued field such that $\kappa^2 = K$ a.e. in $\Omega$. Following [4], we define:

$$
|w|_{\text{V}_{h,\beta}}^2 := \sum_{T \in \mathcal{T}_h} h_T \| b \cdot \nabla w \|_{0,T}^2,
$$

which represents the last component of the norm $\|w\|_{adv}^2$ that controls the advective derivative error for small diffusivities. Finally, we define the following extended norm $\|w\|_{V_h,\#}$:

$$
\|w\|_{V_h,\#} := \|w\|_{V_h} + \left( \sum_{T \in \mathcal{T}_h} \|w\|_{0,T}^2 \right)^{\frac{1}{2}} + \left( \sum_{T \in \mathcal{T}_h} h_T \|\kappa \nabla w\|_{0,T}^2 \right)^{\frac{1}{2}}.
$$

In the remainder, the symbol $\lesssim$ indicates an inequality involving a positive constant $C$ independent of the mesh and diffusivity. Considering the norms above defined, the following theorem holds true (see [4, §3 & §4]):

**Theorem 1** (Well-posedness and a priori error estimate of the dG formulation). The following propositions hold true:

(a) **Inf-sup stability**: There exists a constant $C_{\text{sta}} = C \Delta_K^{-1}$, with $C > 0$, uniform with respect to the mesh size, such that:

$$
\sup_{v_h \in V_h \setminus \{0\}} \frac{b_h(w_h,v_h)}{\|v_h\|_{V_h}} \geq C_{\text{sta}} \|w_h\|_{V_h}, \quad \forall w_h \in V_h,
$$

where $\forall T \in \mathcal{T}_h$, $\Delta_K = \max_{T \in \mathcal{T}_h} \Delta_{K,T}$, and

$$
\Delta_{K,T} = \begin{cases} 
1 & \text{if } \|b\|_{L^\infty(T) \cdot \mathbb{R}^d} \geq \frac{\lambda_{M,T}}{h_T}, \\
\frac{\lambda_{M,T}}{\lambda_{m,T}} & \text{otherwise},
\end{cases}
$$

with $\lambda_{M,T}$ and $\lambda_{m,T}$ as the maximum and minimum eigenvalues of $K|_T$, respectively.

(b) **Boundedness**: There exists a mesh-independent constant $C_{\text{bnd}} < \infty$, such that:

$$
b_h(z,v_h) \leq C_{\text{bnd}} \|z\|_{V_h,\#} \|v_h\|_{V_h}, \quad \forall (z,v_h) \in V_h, \times V_h.
$$

(c) **Consistency**: Let $u$ be the solution of (2). If $u \in H^1_0(\Omega) \cap H^2(\mathcal{T}_h)$, then

$$
b_h(u,v_h) = \ell_h(v_h), \quad \forall v_h \in V_h.$$


Henceforth, $u^{dG}$, solution of problem (6), is unique (cf. [4, 38]). Moreover, the following a priori error estimate is satisfied

$$\inf_{y_h \in V_h} \| u - y_h \|_{V_h} \leq \| u - u^{dG} \|_{V_h} \leq \left( 1 + \frac{C_{\text{bnd}}}{C_{\text{sta}}} \right) \inf_{v_h \in V_h} \| u - v_h \|_{V_h, \#}. \tag{15}$$

We relate the convergence rates of both left and right-hand sides of the error estimate (15) through the following definition (cf. [38], §1.4.4):

**Definition 1** (Optimality, quasi-optimality and suboptimality of the error estimate). The error estimate (15) is

1. optimal if $\| \cdot \|_{V_h} \simeq \| \cdot \|_{V_h, \#}$,
2. quasi-optimal if the two norms are different, but the lower and upper bounds in (15) converge, for smooth $u$, at the same convergence rate as $h \to 0$,
3. suboptimal if the upper bound converges at a slower rate than the other bound.

3. Residual minimization based on discontinuous Galerkin formulations

3.1. Method description

We now describe the stabilized finite element formulation via residual minimization on dual discontinuous Galerkin (dG) norms devised in [1] for the advection-diffusion-reaction problem context. In (6), $u^{dG}_h$ discretely approximates the solution of (2) belonging to a discontinuous discrete space. In [1], the formulation seeks for an approximation of $u$ in a discrete space that may possess additional properties, for instance, continuity and, possibly, higher smoothness. Rather than solving problem (6), the dG-based residual minimization method implies:

(a) Consider the subspace $U_h = V_h \cap U \subset V_h$ (i.e., standard finite element functions).

(b) Obtain $u_h \in U_h$ by minimizing the residual:

$$\left\{ \begin{array}{l}
\text{Find } u_h \in U_h \subset V_h, \text{ such that: } \\
u_h = \arg \min_{z_h \in U_h} \frac{1}{2} \| \ell_h - B_h z_h \|_{V_h}^2 = \arg \min_{z_h \in U_h} \frac{1}{2} \| R^{-1}_{V_h} (\ell_h - B_h z_h) \|_{V_h}^2,
\end{array} \right. \tag{16}$$

where $B_h : V_h, \# \to V_h^\ast$ is:

$$\langle B_h w_h, v_h \rangle_{V_h^\ast \times V_h} := b_h(w_h, v_h), \tag{17}$$

and $R^{-1}_{V_h}$ denotes the inverse of the Riesz map:

$$R_{V_h} : V_h \to V_h^\ast \tag{18}$$

$$v_h \to \langle R_{V_h} y_h, v_h \rangle_{V_h^\ast \times V_h} := (y_h, v_h)_{V_h}, \tag{19}$$

with $\langle \cdot, \cdot \rangle_{V_h}$ denoting the inner product that induces the discrete norm $\| \cdot \|_{V_h}$ (i.e., $\| \cdot \|_{V_h} = \langle \cdot, \cdot \rangle_{V_h}^{1/2}$).

The second equality in (16) follows as the Riesz map (18) is an isometric isomorphism, therefore $\| \cdot \|_{V_h}$ is equivalent to $\| R^{-1}_{V_h}(\cdot) \|_{V_h}$. Thus, problem (16) is equivalent to the following saddle-point problem (see [46]):

$$\left\{ \begin{array}{l}
\text{Find } (\varepsilon_h, u_h) \in V_h \times U_h, \text{ such that: } \\
(\varepsilon_h, v_h)_{V_h} + b_h(u_h, v_h) = \ell_h(v_h), \quad \forall v_h \in V_h, \\
b_h(z_h, \varepsilon_h) = 0, \quad \forall z_h \in U_h,
\end{array} \right. \tag{20}$$
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where \( \varepsilon_h \) is a residual representative in \( V_h \). Indeed, the first identity in (20) implies that:

\[
\varepsilon_h = R_{V_h}^{-1}(\ell_h - B_h u_h) = R_{V_h}^{-1}B_h(u_h^{dG} - u_h),
\]

where the second identity in (21) comes from (6).

The saddle-point formulation has several desirable properties for numerical approximations. Firstly, the matrix associated with the inner product \((\varepsilon_h, \varepsilon_h)_V\) in (20) is always symmetric and positive-definite, independently of the nature of the chosen dG formulation; thus, several well-known iterative solvers are effective on the resulting saddle-point problem. Moreover, the discrete approximation \( u_h \in U_h \) inherits the discrete stability of the dG formulation. Finally, \( \varepsilon_h \in V_h \) is a robust error representation, which under an adequate saturation assumption becomes a reliable representative. Below, we summarize the last properties (see [1] for details):

**Theorem 2** (Well posedness and a priori error bound estimates for the saddle-point problem). The solution \((\varepsilon_h, u_h) \in V_h \times U_h\) of the saddle-point problem (20) is unique and the following a priori bound applies:

\[
\|\varepsilon_h\| \leq \|\ell_h\|_{V^*_h} \quad \text{and} \quad \|u_h\|_{V_h} \leq \frac{1}{C_{sta}}\|\ell_h\|_{V^*_h},
\]

and the following error estimate holds true:

\[
\|u - u_h\|_{V_h} \leq \left(1 + \frac{C_{bnd}}{C_{sta}}\right)\Delta h \inf_{v_h \in U_h} \|u - v_h\|_{V_h,#},
\]

where \( u \in V_{#} \) represents the exact solution to the continuous problem (1).

**Proposition 1** (Efficiency of the residual representative). Under the same hypotheses of Theorem 2, the following holds:

\[
\|\varepsilon_h\|_{V_h} \leq C_{bnd}\|u - u_h\|_{V_{h,#}}.
\]

**Assumption 1** (Saturation). Let \( u_h \in U_h \) be the second component of the pair \((\varepsilon_h, u_h) \in V_h \times U_h\) solving the saddle-point problem (20). Let \( u_h^{dG} \in V_h \) be the unique solution to (6). There exists a real number \( \delta \in [0, 1) \), uniform with respect to the mesh size, such that \( \|u - u_h^{dG}\|_{V_h} \leq \delta\|u - u_h\|_{V_h} \).

**Proposition 2** (Reliability of the residual representative). Let \( u_h \in U_h \) be the second component of \((\varepsilon_h, u_h) \in V_h \times U_h\) solving the saddle-point problem (20). Let \( u_h^{dG} \in V_h \) be the unique solution to (6). Then the following holds true:

\[
\|u_h - u_h^{dG}\|_{V_h} \leq \frac{1}{C_{sta}}\|\varepsilon_h\|_{V_h}.
\]

Moreover, if the saturation Assumption 1 is satisfied, then the following a posteriori error estimate holds:

\[
\|u - u_h\|_{V_h} \leq \frac{1}{(1 - \delta)C_{sta}}\|\varepsilon_h\|_{V_h}.
\]

We can now state the requirements for having an efficient and reliable residual representative. From (24) and (26), we have:

\[
\|u - u_h\|_{V_h} \lesssim \|\varepsilon_h\|_{V_h} \lesssim \|u - u_h\|_{V_{h,#}}.
\]

Thus, to ensure the usefulness of the residual representative, we need at least quasi-optimality, which means that the left-hand side should decay at the same rate as the right-hand side of (27) (see Definition 1).

### 3.2. Convergence rates

In the context of the above framework, we can recover some insightful results related to the convergence rates. Similarly as done in [1, Appendix B] (see also [47–49]), we can prove:

\[
\inf_{v_h \in V_h} \|u - v_h\|_{V_{h,#}} \lesssim \inf_{v_h \in V_h} \|u - v_h\|_{V_{h,#}}.
\]
This proves, in particular, that the residual minimization method delivers a discrete solution with the same quality as the one delivered by the dG formulation, as consequence of (15) and (23). Thus, if the solution is regular enough, it follows:

$$\inf_{v_h \in V_h} \| u - v_h \|_{V_h, \#} \lesssim h^p.$$  \hfill (29)

Additionally, from (29) we can deduce a bound for the advective component $| \cdot |_{V_h, \beta}$, defined in (13). Indeed, we can easily infer that:

$$\| \mathbf{b} \cdot \nabla (u - u_h) \|_{0,T}^2 \lesssim \| \kappa \nabla (u - u_h) \|_{0,\Omega}^2 \lesssim \| u - u_h \|_{V_h, \#}^2,$$

where $u$ and $u_h$ are defined as in Theorem 2. Combining (28), (30) and (29), multiplying both sides by the mesh size, and taking the square root, we can recover the optimal convergence rate for $| u - u_h |_{V_h, \beta}$, which reads:

$$| u - u_h |_{V_h, \beta} = \left( \sum_{T \in \mathcal{H}_h} h_T \| \mathbf{b} \cdot \nabla (u - u_h) \|_{0,T} \right)^{1/2} \lesssim h^{1/2} \| u - u_h \|_{V_h, \#} \lesssim h^{p+1/2}.$$

Similarly, we can deduce a bound for the $L^2$-norm error in the following way:

$$\| u - u_h \|_{0,\Omega} \lesssim \| u - u_h \|_{V_h, \#} \lesssim \inf_{v_h \in V_h} \| u - v_h \|_{V_h, \#} \lesssim h^p,$$

which is suboptimal. Indeed, we show through numerical examples that the method could deliver solutions with suboptimal $L^2$ convergence rates. Nevertheless, we show that the optimal convergence can be recovered by performing the energy-norm based adaptive mesh refinement strategy.

4. Numerical examples

In this section, we discuss some implementation aspects and describe the test cases that demonstrate the performance of the method under a wide range of challenging scenarios.

4.1. Implementation aspects

We use FEniCS [50] to perform all the numerical simulations. We show convergence plots of the error measured in the $L^2$ and $V_h$ norms versus the number of degrees of freedom (DOFs) (i.e., $\dim(U_h) + \dim(V_h)$ for (20)). As Section 2.3 describes, we use the Symmetric Weighted Interior Penalty (SWIP) method for the diffusive part of the bilinear form, which extends the classical Symmetric Interior Penalty (SIP) formulation. In our experience, extensive numerical testing shows that other dG formulations have similar computational cost and convergence rates; thus, for the sake of brevity, we detail the performance of the method uniquely using the SWIP formulation.

4.1.1. Adaptive mesh refinement

We use $\varepsilon_h \in V_h$ to estimate the error and to drive the adaptive mesh refinement process [1]. We follow a standard adaptive procedure, which considers an iterative loop where each level of refinement we perform the following four analysis modules:

- SOLVE $\rightarrow$ ESTIMATE $\rightarrow$ MARK $\rightarrow$ REFINE.

That is, given a mesh partition, we first solve the saddle-point problem (20). Later, we use a localized version of the inner product (12) (evaluated in each mesh cell $T$) as error indicator $E_T$

$$E_T^2 \colonequals \| \varepsilon_h \|_{loc,T}^2 + \frac{1}{2} | \varepsilon_h |_{loc,S}^2,$$

where $\varepsilon_h$ is the error function and $| \cdot |_{loc,S}$ is the local $L^2$-norm on each cell $S$.
with

\[ \| \varepsilon_h \|_{loc,T}^2 := \| r \nabla \varepsilon_h \|_{T}^2 + h_{0,T} \| b \cdot \nabla \varepsilon_h \|_{0,T}^2 + \sum_{F \in \mathcal{F}_h^d} \left( \frac{1}{2} | b \cdot n | + \gamma_F \right) (\varepsilon_h, \varepsilon_h)_{0,F}, \]

\[ | \varepsilon_h |_{loc,S}^2 := \sum_{F \in \mathcal{F}_h^d} \left( \frac{1}{2} | b \cdot n | + \gamma_F \right) (| \varepsilon_h |, | \varepsilon_h |)_{0,F}. \]

We then mark elements for refinement using the Dörfler bulk-chasing criterion [51] (i.e., select all elements for which the cumulative sum of the local values \( E_T \) in a decreasing order remains below a user-defined fraction of the total estimated error \( \| \varepsilon_h \|_{V_h} \)). Herein, we set this fraction to be 0.5 for \( d = 2 \) and 0.25 for \( d = 3 \).

Finally, we bisect each marked element [52] to obtain the refined mesh to use in the next step.

4.1.2. Iterative solver

The matrix system that problem (20) induces has the following form

\[
\begin{bmatrix}
G & B \\
B^T & 0
\end{bmatrix}
\begin{bmatrix}
\varepsilon \\
u
\end{bmatrix} =
\begin{bmatrix}
L \\
0
\end{bmatrix},
\]

(34)

where the superindex \( T \) denotes transpose. Following [1, §5], we apply the iterative algorithm proposed in [53]. Denoting by \( \hat{G} \) a preconditioner for the Gram matrix \( G \), and by \( \hat{S} \) a preconditioner for the reduced Schur complement \( B^T \hat{G}^{-1} B \), the iterative scheme becomes

\[
\begin{bmatrix}
\varepsilon_{i+1} \\
u_{i+1}
\end{bmatrix} =
\begin{bmatrix}
\varepsilon_i \\
u_i
\end{bmatrix} + \begin{bmatrix}
\hat{G} & B \\
B^T & \hat{C}
\end{bmatrix}^{-1} \left\{ \begin{bmatrix}
L \\
0
\end{bmatrix} - \begin{bmatrix}
G & B \\
B^T & 0
\end{bmatrix} \begin{bmatrix}
\varepsilon_i \\
u_i
\end{bmatrix} \right\},
\]

(35)

with \( \hat{C} = B^T \hat{G}^{-1} B - \hat{S} \). Let \( r_i = \mathbf{L} - \hat{G} \varepsilon_i - B \mathbf{u}_i \) and \( s_i = -B^T \varepsilon_i \). Also, let \( \varepsilon \) and \( \mathbf{u} \) be the residuals at the outer iteration \( i \). Then, the scheme requires the resolution of two interior problems for these increments:

\[
\eta_{i+1} := u_{i+1} - u_i = \hat{S}^{-1} \left( B^T (\hat{G}^{-1} r_i) - s_i \right),
\]

(36)

and

\[
\delta_{i+1} := \varepsilon_{i+1} - \varepsilon_i = \hat{G}^{-1} (r_i - B \eta_{i+1}).
\]

(37)

We construct an accurate approximation of \( G^{-1} \), as in practice, this delivers the best good computational performance; that is, low-quality approximations lead poor conditioning of the reduced Schur complement in (36). Bank et al. [53] proposed a relaxed approximation for the matrix \( G \); nevertheless, for this stiffer problem, we use a scheme with one outer iteration. That is, we approximate \( G^{-1} \) with a sparse Cholesky factorization (e.g., using the module “sksparse.cholmod”, see [54]). Moreover, we choose precondition (36) with an approximate Schur complement built as \( \hat{S} = B^T (\text{diag}(G))^{-1} B \), where \( \text{diag}(G) \) is the main diagonal of \( G \), and the inverse is approximated through the same procedure used for \( G \). We use the LGMRES algorithm (e.g., from Scipy sparse linear algebra package) to solve. On the coarsest mesh, our initial guess is zero, whereas, on the next refinements, our guess is the solution of the previous level of refinement.

4.2. Pure diffusion on L-shape domain

As a first example, we consider the L-shape domain \( \Omega := (-1,1)^2 \setminus (-1,0)^2 \), and the following Poisson problem:

\[
-\Delta u = 0, \quad \text{in} \ \Omega,
\]

\[
u = g_D, \quad \text{on} \ \partial \Omega,
\]

(38)

(39)

where \( g_D \) corresponds to the Dirichlet trace of the analytical function in polar coordinates \( u(r, \theta) = r^\alpha \sin(\alpha \theta) \), with \( \theta = 3\pi/2 \) for our case. This particular problem is known as reentrant corner problem [55], where the solution has a singularity at the corner, and its solution belongs to \( H^{1+\alpha-\epsilon} \), \( \forall \epsilon > 0 \) [56].
The dG variational formulation we use in problem (38) is the formulation (6) with $K = 1$, $b = (0,0)^T$, $\sigma = 0$ and $f = 0$. Figure 1 shows the convergence plots for $\alpha = 2/3$. A uniform refinement strategy cannot deal
with the corner singularity achieving similar convergence rates for increasing polynomial orders. However, the adaptive stabilized methodology overcomes this limitation, recovering optimal convergence rates on both $L^2$ and $V_h$ error norms.

\[
\Omega_1 \quad \Omega_2
\]

\[
K_1 = \begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix} \quad K_2 = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}
\]

\[
b = (1,0)^T, \quad \sigma = 0, \quad f = 0
\]

Figure 2: Heterogeneous diffusion problem.

4.3. Heterogeneous diffusion

We solve an advection-diffusion problem with discontinuous diffusion coefficients, based on a test from [57]; this problem shows the method performance with heterogeneous diffusion. We split the domain in two subdomains, $\Omega_1 = [0, \frac{1}{2}] \times [0, 1]$ and $\Omega_2 = [\frac{1}{2}, 1] \times [0, 1]$ and use a constant diffusivity tensor in each subdomain

\[
K_i(x, y) = \begin{pmatrix} \epsilon_i(x) & 0 \\ 0 & 1.0 \end{pmatrix}
\]

where $\epsilon_i(x)$ represent discontinuous values across the interface $x = \frac{1}{2}$. We set $\epsilon_1(x) = 1 \times 10^{-2}$ and $\epsilon_2(x) = 1.0$ with $b = (1,0)^T$, $\sigma = 0$ and $f = 0$. For this parameter choice, the exact solution is an exponential with
respect to the $x$-coordinate (i.e., independent of the $y$-coordinate). At the interface, the solution satisfies the following conditions:

$$
\begin{align*}
\lim_{x \to \frac{1}{2}^-} u(x, y) &= \lim_{x \to \frac{1}{2}^+} u(x, y), \\
\lim_{x \to \frac{1}{2}^-} -\epsilon(x) \partial_x u(x, y) &= \lim_{x \to \frac{1}{2}^+} -\epsilon(x) \partial_x u(x, y).
\end{align*}
$$

We set $u(0, y) = 0$, $u(1, y) = 1$, and by consequence of the matching conditions, we obtain

$$
\begin{align*}
u \left( \frac{1}{2}, y \right) &= \left[ u(0, y) \exp \left( \frac{1}{2\epsilon_1} \right) + u(1, y) \right] \left[ \frac{\exp \left( \frac{1}{2\epsilon_1} \right)}{1 - \exp \left( \frac{1}{2\epsilon_1} \right)} + \frac{1}{1 - \exp \left( \frac{1}{2\epsilon_2} \right)} \right]^{-1}.
\end{align*}
$$

Thus, the exact solution in each subdomain becomes:

$$
\begin{align*}
u_1(x, y) &= \frac{u \left( \frac{1}{2}, y \right) - \exp \left( \frac{1}{2\epsilon_1} \right) u(0, y) + [u(0, y) - u \left( \frac{1}{2}, y \right)] \exp \left( \frac{x}{\epsilon_1} \right)}{1 - \exp \left( \frac{1}{2\epsilon_1} \right)}, \\
u_1(x, y) &= \frac{u \left( \frac{1}{2}, y \right) - \exp \left( \frac{1}{2\epsilon_2} \right) u(1, y) + [u(1, y) - u \left( \frac{1}{2}, y \right)] \exp \left( \frac{x}{\epsilon_2} \right)}{1 - \exp \left( \frac{1}{2\epsilon_2} \right)}.
\end{align*}
$$

Figure 2 shows the convergence rates that using both trial and test space functions of the same polynomial degree deliver, for $p = 1, 2, 3$. As expected, we recover the same convergence rates as the original dG scheme: $h^p$ in the $V_h$ error norm and $h^{p+1/2}$ in the $V_{h,\beta}$ error norm.

Figure 3: Anisotropic diffusion problem sketch. Counterclockwise advection field.

4.4. Anisotropic with high-contrast diffusion

In this example, we consider an anisotropic problem, following [4]. We consider the unit square $\Omega = [0, 1] \times [0, 1]$ split into four subdomains: $\Omega_1 = \left[ 0, \frac{1}{2} \right] \times \left[ 0, \frac{1}{2} \right]$, $\Omega_2 = \left[ \frac{1}{2}, 1 \right] \times \left[ 0, \frac{1}{2} \right]$, $\Omega_3 = \left[ \frac{1}{2}, 1 \right] \times \left[ \frac{1}{2}, 1 \right]$, and $\Omega_4 = \left[ 0, \frac{1}{2} \right] \times \left[ \frac{1}{2}, 1 \right]$. The diffusivity tensor takes different values in each subdomain, see Figure 3:

$$
K_i(x, y) = \begin{cases}
0.0 & 0 \\
1.0 & 0
\end{cases} \quad \text{for } i = 1, 3 \quad \forall (x, y) \in \Omega_1, \Omega_3,
$$

$$
K_i(x, y) = \begin{cases}
1.0 & 0 \\
0 & 10^{-6}
\end{cases} \quad \text{for } i = 2, 4 \quad \forall (x, y) \in \Omega_2, \Omega_4.
$$
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The advection field is solenoidal $\mathbf{b} = (\beta_x, \beta_y)^T$, with $\beta_x = 40x(2y-1)(x-1)$ and $\beta_y = -40y(2x-1)(y-1)$ for the counterclockwise case, and $\mathbf{b} = -(\beta_x, \beta_y)^T$ for the clockwise case. Unlike the previous example, the advective field is neither constant nor orthogonal to the discontinuities in $K$. However, its orientation is still along the direction of increasing diffusivity; for that reason, internal layers develop in the solution. The forcing term is $f(x, y) = 10^{-2} \exp(-(r-0.35)^2/0.005)$ with $r^2 = (x-0.5)^2 + (y-0.5)^2$, corresponding to a Gaussian hill with center at $r = 0.35$. Finally, we set $\sigma = 1$ for the reaction term, and $g_D = 0$ on $\partial \Omega$ for the boundary condition. We consider two subcases, the first on a quasi-uniform mesh with $h = 0.024$, conforming to the discontinuities of $K$, and the second through an adaptive scheme starting from a uniform triangular mesh ($h = 0.177$). We solve both cases using the same polynomial degree $p = 1$ for trial and test spaces. Figure 4 shows results obtained for a uniform mesh, while
Figure 6: 3D advection-dominated diffusion problem. Adaptive mesh evolution.

Figure 5 shows results for adaptive mesh refinement with fewer degrees of freedom than in the uniform mesh case. We use the SWIP formulation such that the jump penalty considers the principal directions of the diffusivity. Thus, SWIP avoids overshoots and undershoots near the material interfaces, which is not the case for standard interior penalty schemes [4]. Finally, the adaptive strategy concentrates refinement at the inner layer but without losing the approximation quality.

4.5. 3D advection-dominated diffusion

As a last example, we consider a 3D advection-diffusion problem in the unit cube \( \Omega = (0, 1)^3 \subset \mathbb{R}^3 \). We set the source term \( f = 0 \), the diffusion \( K = 10^{-3} \), the spiral-type advective field \( \mathbf{b} = (\beta_x, \beta_y, \beta_z)^T = (-0.15 \sin(4\pi z), 0.15 \cos(4\pi z), 1)^T \), and the inflow boundary datum \( g \) as

\[
g = \begin{cases} 
1 + \tanh \left[ M \left( 0.15^2 - (x - 0.6)^2 - (y - 0.5)^2 \right) \right] & \text{on } z = 0, \\
0 & \text{elsewhere on } \Gamma,
\end{cases}
\]

These parameters produce a solution that presents an inner layer in the bottom of the unit cube \( z = 0 \) for values of \( M \gg 1 \) in the inflow boundary datum. On the other hand, at the top of the unit cube \( z = 1 \), the solution exhibits a boundary layer due to the advection-dominant regime and the boundary
condition imposed on that surface. Figure 6 shows the evolution of the 3D mesh as the refinement strategy progresses. Figure 6(a) displays the initial progress of the spiral shape of the inner layer inside the unit cube. Figures 6(b), 6(c), and 6(d) reflect the refinement process to capture the sharp internal layer that the advective field induces as well as the boundary layer that appears at the outlet due to the small diffusion. Figure 7 shows the discrete solution for a refined mesh displaying the interior mesh as well as a cut of the solution.

5. Conclusions

In this paper, we describe an adaptive stabilized conforming finite element method that minimizes the residual on dual discontinuous Galerkin (dG) norms for advection-diffusion-reaction problems. We demonstrate the performance and robustness of the method by analyzing in detail several challenging diffusivity distributions. In particular, we tackle problems with highly heterogeneous and anisotropic coefficient distributions as well as advection-dominated cases. The method computes smooth solutions that minimize a residual on a dual dG norm. This residual minimization problem leads to an equivalent saddle-point problem, which we solve explicitly for a discretely continuous approximation and an efficient and reliable error estimate that can guide adaptive mesh refinement. In the context of advection-diffusion-reaction problems, this method recovers the optimal convergence rates for $h$-adaptive schemes in the dG norm. Besides, the method captures sharp boundary and internal layers as well as overcomes the classical overshooting and undershooting problems. In summary, we use several challenging numerical examples to show the robustness of the method under a wide range of scenarios.
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