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Abstract

We present an extension of the Li and Lee model to quantify mortality in five European countries during the COVID-19 pandemic. The first two factors are used to model the pre-COVID mortality, with the first layer modelling the common trend and the second layer the country-specific deviation from the common trend. We add a third layer to capture the country-specific impact of COVID-19 in 2020 and 2021 in excess of the pre-COVID trend. We use weekly mortality data from the Short Term Mortality Fluctuations Database to calibrate this third factor, and we use a more granular dataset for deaths in the Netherlands to assess the added value of more detailed data. We use our framework to define mortality forecasts based on different possible scenarios for the future course of the pandemic.

1 Introduction and motivation

In this paper we use a three-layer Li and Lee model [14] to quantify mortality in five European countries during the COVID-19 pandemic, namely, Belgium, France, Germany, Great Britain, and the Netherlands. The first two layers model the pre-COVID mortality using annual data, where the first layer quantifies the common trend in the five countries and the second layer the country-specific deviation from the common trend. Our model adds a third layer to capture the country-specific impact of the new cause of death COVID-19 in the years 2020 and 2021 in excess of the pre-COVID trend. To model and quantify this third factor, we make use of weekly data that have become available in the Short Term Mortality Fluctuations (STMF) dataset, which forms a part of the Human Mortality Database (HMDB) [19]. We annualize the weekly outcomes to generate annual mortality forecasts. We supplement our model with possible scenarios for mortality rate predictions taking into account the impact of COVID-19.

The Li-Lee model is an extension of the Lee-Carter model [13]. In the Lee-Carter model a factor which determines the impact of mortality changes per age is estimated, and a time-dependent factor that describes the development over time when averaged among all ages, which therefore takes the form of a time series. Next to the Li-Lee model [14], which extends the Lee-Carter model by adding extra layers, many other modifications have been proposed, introducing, for example, additional factors [5, 20], cohort effects [21], or a more appropriate model for measurement noise [4]. What these and alternative models have in common (see [6] for a good overview) is the goal of an improved description of the development of survival probabilities over time for different age groups, since this allows better forecasts for all sorts of statistics for human survival and better pricing and risk management models for financial products that depend on it.
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The calibration methods for parameters in statistical models such as the Lee-Carter model rely on historical data and these are usually available in the form of yearly observations of deaths and population numbers or related statistics. We use annual data from 1970 up to and including 2019, retrieved from the HMDB, to calibrate the first two factors of the Li-Lee model, i.e., the pre-COVID mortality. However, since COVID-19 only plays a role in the years 2020 and 2021, we use weekly data to model the third layer of the Li-Lee model. The transition from yearly to weekly data means that some adjustments in the model need to be made.

Looking at more granular data necessitates that seasonal fluctuations in deaths during the year are taken into account since the mere assumption that deaths will be distributed over the different weeks of the year in a uniform manner can already be refuted after a first casual glance at the data. But if the actual distribution of mortality over weeks can be reliably deduced from historical data, and a calibrated mortality model is available for observations before the start of the pandemic, then weekly observations of deaths and exposures during the pandemic should allow us to assess its impact in terms of a time series describing its severity and a factor per age-group which determines how much its members will be affected.

We perform our analysis for the two genders separately, since it is well-known by now that gender is an important risk factor for death due to COVID-19. The risk for men is higher than for women, while at the same time women may be more prone to what has become known as the “long COVID” form of the disease, which can cause debilitating symptoms for a very long time period but does not seem to be fatal. Such a difference between the genders is partially explained by the distinct reactions of the immune systems which have been observed for the body’s response to infection with the SARS-CoV-2 virus [25].

Apart from age and gender, we will not consider other characteristics which may influence an individual’s change in survival probabilities as a result of the SARS-CoV-2 virus. We also will not make use of data that try to measure the number of deaths with known cause of death COVID-19 either. The actual number of deaths that are directly related to getting the disease will far outnumber those that have been confirmed by administrative and other data [1]. But more importantly, our aim is also to include indirect effects on mortality as a result of the pandemic as well.

The two-layer Li-Lee model that we use to quantify the pre-COVID mortality shows in the first layer a clear common trend. The country-specific deviations of the common trend in the second layer turn out not to be stationary. Instead, we model these deviations, like the first factor, using random walks with drifts. These drift terms are not statistically significantly different from zero. Therefore, we set these drift terms equal to zero in the mortality projections.

To quantify the factors which extend the traditional Li-Lee model, we do not only need death counts, but also exposures at a weekly frequency. These exposures are not available, so we have to determine these ourselves. Given the available data, we can only approximate their values. Therefore, as a comparison, we also briefly introduce the impact of COVID-19 using a compositional data (CoDa) analysis. Such a CoDa analysis only requires death counts, but not the corresponding exposures. We conduct this CoDa analysis using Dutch weekly death counts per individual age in the years 2020 and 2021, which were provided by Statistics Netherlands. Focusing on the years 2020 and 2021, the outcomes of the CoDa analysis turn out to be quite similar to the outcomes based on the three-layer Li-Lee model.

1Other risk factors, which can be medical, socioeconomic or pertaining to lifestyle choices, have been shown to increase the risk of a fatal outcome after an infection. In particular, cardiovascular disease [24], autoimmune diseases [9], diabetes [16], and obesity and increased blood pressure [10] appear to have a significant impact [8]. In addition, a study of COVID-19 deaths in British hospitals found a sharp increase in the risk for people with high scores on a measurement scale for deprivation, a variable that characterizes negative socioeconomic factors such as poverty, lack of social contacts and a lower level of education. Only part of this effect could be explained by the more common occurrence of existing medical conditions that are known to increase the risk to become severely ill as a result of COVID-19 [26]. Data from the UK also shows that the risk is not the same for people with different ethnicities: in a study that explicitly corrected for age, gender, preexisting conditions and socioeconomic factors, people with a white skin were found to have a lower risk of COVID-19 mortality than those with a different skin colour. A relatively recent large cohort study that took many of these different factors into account found that among the non-medical indicators, old age, male sex and black skin colour are the most severe ones [9].

2Such as the deferred care mentioned in footnote 1 for other conditions and the reduction in the number of deaths due to the flu or traffic accidents.
The weekly data in the Short Term Mortality Fluctuations (STMF) dataset only includes the death counts over five year age ranges. We use the Dutch weekly death counts per individual age in combination with the corresponding approximated exposures to investigate the impact of using five year age groups compared to individual ages. Comparing the resulting outcomes shows that the time trends are quite similar, but the age effects, after aggregating to five year intervals, might be quite sensitive to possible cohort effects. This applies in particular to ages that correspond to the baby boom generation, born after the second world war.

After annualizing the weekly outcomes, we use our results to generate mortality forecasts. Since the impact of COVID-19 on future mortality is quite uncertain at this stage, we present these mortality forecasts for different scenarios, where each scenario represents a possible future evolution of COVID-19.

Our approach differs from related research. For example, Robben et al. [22] and Schnürrch et al. [23] mention that the age profile of the impact may be different from the age profile for other causes of death, but this profile is not estimated. In the first paper, the maximum likelihood estimation problem for the time series of mortality dynamics from [11] is simply modified by giving less weight in the likelihood function to the observation years during the pandemic. By varying the corresponding weighting parameter and by adjusting the starting values of mortality projections using a modified version of the approach of Lee and Miller [12], different projections for the future forces of mortality in Belgium are generated and the effect on life expectancies is determined. Schnürrch et al. [23] provide a comparative analysis of the extra deaths in 2020 using Lee-Carter models for different countries, and Cairns-Blake Dowd models for robustness checks. The authors do not introduce a new age-dependent factor but focus on the change in the time series for mortality; their approach can therefore be interpreted as an extension of the approach by Chen & Cox [7], where transitory jumps in mortality time series are assumed.

Two papers in which a distinctive age pattern is addressed explicitly are Liu and Li [15] and Zhou and Li [27]. In the first paper, the consequences of an age effect of a sudden mortality shock are analyzed, but under the assumption that the shock has been observed in the past and that it only affects the year in which it occurred. In [27] the Lee-Carter model is extended by a new age-and-time effect for COVID-19 and a new time series representing the overall impact over all ages. Parameters are estimated using a penalized quasi-likelihood maximization. The estimated age distribution of the effect of COVID-19 follows the shape of the pre-COVID distribution for mortality changes. This is even true for higher ages, possibly because it is hard to separate the effect of the pandemic from ordinary mortality changes in this approach.

The calibration results of the three-layer Li-Lee model for the five countries that we include in our study show a different pattern. Different age groups are affected differently in the different countries, but in all cases we find an increasing trend in age and negligible effects for the youngest ages. This is in contrast to the results reported in [27] but in line with studies in the epidemiological literature, such as the infection fatality ratios reported in the metastudy of Driscoll et al. [17]. We believe that this shows the merit of the adjustments to existing estimation methods which we propose in this paper: using a Li-Lee model for different countries to identify a common pre-pandemic trend, using weekly data during the pandemic to estimate the age distribution of its impact, and using robustness checks based a more granular dataset for individual ages and a Compositional Data analysis to verify that our extrapolation method for unknown exposures is sound.

The structure of the remainder of this paper is as follows. Section 2 introduces the model that will be used to analyse weekly mortality observations. This section describes how pre-COVID mortality assumptions are derived, the estimation of seasonal effects in mortality, and how COVID-19 age and week effects are calibrated. Section 3 first presents results using Compositional Data analysis for which only death counts are needed. Then, using granular Dutch mortality death and exposure information, results are shown for the COVID-19 age and week effects (including various sensitivities), and a comparison is made between the COVID-19 effects in the Netherlands, Belgium, France, Germany and Great Britain. Section 4 illustrates how estimated COVID-19 age and week effects can be used to construct scenarios for mortality rate predictions that are adjusted for the impact of COVID-19. Finally, Section 5 concludes.
2 Model specification and calibration

In this section, we describe the framework for estimating the impact of COVID-19 on the level of mortality. We start with introducing our COVID-19 mortality model as an extension of the Li-Lee model for weekly observations to which an additional term is added to capture the impact of COVID-19. Then, we describe how the baseline level of mortality is calibrated using the usual Li-Lee model, and we investigate seasonal patterns in recent weekly mortality observations. Finally, we describe how weekly exposures and death counts are obtained and how the full model is calibrated.

2.1 A COVID-extension for the Li-Lee model

To assess the impact of the pandemic, we propose a model in which we distinguish a baseline specification for mortality in a country prior to the pandemic, an adjustment for seasonal effects when we make the transition from yearly to weekly data at the start of 2020, and a new age-dependent factor and time series to capture the effect of the pandemic. We thus assume that

$\mu_{x,t} = \alpha_{x} + \beta_{x} x + \kappa_{t} x + \mu^{c,t}_{x} + \phi_{x,t}^{c,g} + \gamma_{c,t}^{c,g} K_{c,t}^{g}$

where $x_{c,t}$, $x_{g}$, and $g$ are the age, week, and gender from which we obtain the baseline mortality, and $\mu^{c,t}_{x}$ is the new COVID-dependent factor for age group $x$, week $t$, and country $c$. The last two terms that are in $\mu^{c,g}_{x,t}$ combine a new age effect and time series to capture the effect of the pandemic. We thus assume that

$\mu^{c,g}_{x,t} = \mu^{c,g}_{x,t,0} + \phi_{x,t}^{c,g} + \gamma_{c,t}^{c,g} K_{c,t}^{g}$

This force of mortality combines a Lee-Carter specification in the first term, which forces of mortality for all countries in our chosen peer group have in common, with the last two terms that define a country-specific deviation from the common dynamics. The age-dependent parameters $B^{c}_{x}$, $\alpha^{c}_{x}$, and $\beta^{c}_{x}$ and the time series $K^{c}_{t}$ and $\kappa^{c}_{t}$ are calibrated using yearly historical data for time periods before the pandemic; the precise procedure will be discussed in the next subsection.

The forecast values for $t = 2020$ and $t = 2021$ based on these parameters determine the baseline values for pre-pandemic mortality $\mu^{c,t}_{x}$ in those years since these are then based on historical data before COVID-19 had any impact.

In Equation (1) for the force of mortality per week, we add two more terms. The first, $\ln \phi_{x,t}^{c,g}$, is introduced because mortality is not evenly distributed over the different weeks of the year: there is usually more mortality in the cold winter months and less mortality during the milder months. The quantity $\phi_{x,t}^{c,g}$ describes this fluctuation of mortality over the different weeks and will be called the seasonal effect. The last term in (1), the product $B^{c}_{x} K_{t}^{g}$, is the third layer of our Li-Lee model. It combines a new age effect $B^{c}_{x}$ with a new time effect $K_{t}^{g}$ which is 0 for $t \leq 2019$. Our specification thus preserves the model structure of a Lee-Carter or Li-Lee model, while making it possible to work with a finer dataset of weekly instead of yearly data.

The age effect $B^{c}_{x}$ is expected to be very different from the values that are found for $B^{c}_{x}$ and $\beta^{c}_{x}$ because we know that excess mortality in 2020 and 2021 was largest among the highest age-groups. For this reason, it is less accurate to describe the effect of COVID-19 by only making an adjustment in the time series $K^{c}_{t}$, and $\kappa^{c}_{t}$ for $t = 2020$ and $t = 2021$ while retaining the existing pre-pandemic model structure.

Note that we do not include a term that depends only on the age and the week (similar to the terms $A^{c}_{x}$ and $\alpha^{c,g}_{x}$), because this would mean that we make the a priori assumption that there could be a lasting effect of the virus, even if values of the corresponding time series $R_{t}^{c,g}$ would converge to zero in the future.

When analyzing mortality on an annual basis it is common to assume the force of mortality $\mu_{x,t}$ to remain constant during the year. Since we consider mortality on a weekly basis, it may seem more appropriate to assume the force of mortality $\mu_{x,t}$ to gradually move from $\mu_{x,t,1} = \mu_{x,t}$ to $\mu_{x,t,1} = \mu_{x,t+1}$ where $w_{t}$ equals the last week in year $t$. However, in Section 4 we show how the impact of COVID-19 on the level of mortality can be incorporated in mortality

$\mu^{c,g}_{x,t} = \mu^{c,g}_{x,t,0} + \phi_{x,t}^{c,g} + \gamma_{c,t}^{c,g} K_{c,t}^{g}$

Note that $\chi$ may refer to an individual age $x = \{x\}$ or a group of ages $x = \{x_{1}, x_{2}, ..., x_{n}\}$.
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The baseline mortality model in (2) contains common age-dependent parameters $B^g_x$, country-specific age-dependent parameters $\alpha^c_g$ and $\beta^c_g$, and the time series for the common trend $K^g_t$ and country-specific deviations from the trend $\kappa^c_g$. We use maximum likelihood methods to calibrate these parameters for individual ages, i.e., with $x = \{x\}$, for the time period before the pandemic started. The Human Mortality Database contains historical data in terms of deaths ($D^{c,g}_{c,g,x,t}$) and exposures ($E^{c,g}_{c,g,x,t}$) for individual ages for our peer-group of countries, which consist of the Netherlands, Belgium, Germany, France, and the United Kingdom of Great Britain and Northern Ireland, which we will abbreviate in the country set $\mathcal{C} = \{\text{NLD}, \text{BEL}, \text{DEU}, \text{FRA}, \text{GBR}\}$.

Data from the years $t \in \mathcal{T}^{\text{EU}} = \{1970, \ldots, 2019\}$ and ages $x \in \mathcal{X} = \{0, \ldots, 90\}$ are used for the calibration and we determine the relevant parameters in two separate steps. We first estimate the parameters which are common to all countries, $B^g_x$ and $K^g_t$, using the aggregated deaths and exposures

$$D^{\text{c,g}}_{x,t} = \sum_{c \in \mathcal{C}} D^{c,g}_{c,x,t}, \quad E^{\text{c,g}}_{x,t} = \sum_{c \in \mathcal{C}} E^{c,g}_{c,x,t}.$$  

Under the distributional assumption that deaths conditioned on exposures follow the Poisson distribution

$$D^{\text{c,g}}_{x,t} \sim \text{Poisson}\left( E^{\text{c,g}}_{x,t} \mu^\text{comm,g}_{x,t} \right)$$

$$\ln \mu^\text{comm,g}_{x,t} = A^g_x + B^g_x K^g_t$$

Figure 1: Estimated parameter values for the baseline model in (2). The left column shows $B^g_x$ and $K^g_t$ on the middle and the bottom row respectively. The middle column shows $\alpha^c_g$, $\beta^c_g$, and $\kappa^c_g$ on the top, middle and bottom row respectively when the gender $g$ is equal to male, the third column shows the same information as the second column but for females.

forecasts. For this purpose, it turns out to be more convenient to assume that the baseline level of mortality remains constant during the year.

### 2.2 Estimation of the baseline

The baseline mortality model in (2) contains common age-dependent parameters $B^g_x$, country-specific age-dependent parameters $\alpha^c_g$ and $\beta^c_g$, and the time series for the common trend $K^g_t$ and country-specific deviations from the trend $\kappa^c_g$. We use maximum likelihood methods to calibrate these parameters for individual ages, i.e., with $x = \{x\}$, for the time period before the pandemic started. The Human Mortality Database contains historical data in terms of deaths ($D^{c,g}_{c,x,t}$) and exposures ($E^{c,g}_{c,x,t}$) for individual ages for our peer-group of countries, which consist of the Netherlands, Belgium, Germany, France, and the United Kingdom of Great Britain and Northern Ireland, which we will abbreviate in the country set $\mathcal{C} = \{\text{NLD}, \text{BEL}, \text{DEU}, \text{FRA}, \text{GBR}\}$.
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$$D^{\text{c,g}}_{x,t} \sim \text{Poisson}\left( E^{\text{c,g}}_{x,t} \mu^\text{comm,g}_{x,t} \right)$$

$$\ln \mu^\text{comm,g}_{x,t} = A^g_x + B^g_x K^g_t$$

Figure 1: Estimated parameter values for the baseline model in (2). The left column shows $B^g_x$ and $K^g_t$ on the middle and the bottom row respectively. The middle column shows $\alpha^c_g$, $\beta^c_g$, and $\kappa^c_g$ on the top, middle and bottom row respectively when the gender $g$ is equal to male, the third column shows the same information as the second column but for females.
we can find parameter estimates \((A^g_x, B^g_x, K^g_t)\) by maximizing the log-likelihood
\[
\ln L_{\text{comm}} = \sum_{g \in \{m,f\}} \sum_{x \in X} \sum_{t \in T} \left( D^g_{x,t} (A^g_x + B^g_x K^g_t) - E^g_{x,t} e^{A^g_x + B^g_x K^g_t} \right) + C
\]
with \(C\) a constant which does not affect the optimization of the likelihood. Once the estimates \(B^g_x\) and \(K^g_t\) have been determined (as well as \(A^g_x\), which will no longer be needed in the sequel), we can start the second stage of the calibration based on the specification
\[
D^g_{x,t} \sim \text{Poisson} \left( E^g_{x,t} e^{\kappa^g_{t}+\beta^g_{t} \mu^g_{t}} \right),
\]
with \(\mu^g_{t}\) as defined in (2) with \(\chi = \{x\}\). This implies that the remaining parameters \(\alpha^c_g, \beta^c_g\) and \(\kappa^c_t\) can be determined by maximizing of the log-likelihood
\[
\ln L = \sum_{g \in \{m,f\}} \sum_{c \in C} \sum_{x \in X} \sum_{t \in T} \left( D^c_{x,t} (\alpha^c_g + \beta^c_g \kappa^c_t) - E^c_{x,t} e^{\beta^c_g + \alpha^g_x + \beta^c_g \kappa^c_t} \right) + C,
\]
We impose the parameter restrictions \(\|B^g\| = \|\beta^c_g\| = 1\) (with \(\| \cdot \|\) the Euclidian norm) and \(\sum_{t \in T} K^g_t = \sum_{t \in T} \kappa^c_t = 0\) when we maximize (5)-(6) for all countries \(c\) and genders \(g\) to ensure that no identification issues can arise.

**Estimated parameters for the Li-Lee baseline model.** The estimated parameters are shown in Figure 1. The \(B^g_x\) parameters show that the highest improvements in mortality in the observed period occurred at ages below 20 years. For higher ages the sensitivity to the \(K^g_t\) parameter is relatively stable, though ages 70-80 seem to benefit a bit more than average. The general trend in mortality across the countries, as represented by the slope of the \(K^g_t\) parameter, is stable, indicating that mortality (averaged over the countries) improved at a stable pace. The \(\alpha^c_g\) parameters exhibit the well-known structure: the lowest level of mortality at around 10 years, the accident hump for young adults, and mortality linearly increasing by age for higher ages. Differences between the countries are small except for ages close to the accident hump, and French female at higher ages seem to have structurally lower levels of mortality than the other countries considered.

The country-specific improvements, captured by the \(\beta^c_g\) and \(\kappa^c_t\) parameters, are less straightforward to interpret. The \(\kappa^c_t\) parameters indicate that countries may experience periods with higher and periods with lower improvement rates than the peer group. For example, the German male \(\kappa_t\) parameter decreases from 1970 to 1985, then increases until 2010, and remains steady afterwards. Such periods of higher and lower improvement rates can alternate from one year to the other, as indicated by the abrupt change in slope in those period effects. The \(\beta^c_g\) parameters, which indicate how sensitive ages are towards changes in the \(\kappa^c_t\) parameter, are not consistently above or below zero. Therefore, we cannot say in general that for a specific dataset mortality increased less or more severely for all ages compared to the peer group.

**Forecasting period effects in Li-Lee baseline model.** We have used data until 2019 to calibrate the Li-Lee baseline model. To calibrate the new age-dependent factor and time series for the effect of the pandemic, we need to predict the baseline mortality rates for the years 2020 and 2021. In Section 4 we investigate the impact of the pandemic on forecasts of cohort life expectancies, for which we need to forecast mortality far into the future. Hence, we need to specify a time series model for the calibrated period effects \(K^g_t\) and \(\kappa^c_t\).

The common approach to forecast the period effects in the peer group of countries is using a random walk with drift, see, for example, [14] and [11]. The assumption of a random walk with drift implies that the shared mortality trend continues in the future. For the country-specific period effects, an autoregressive model of order one, including a constant, is often used. We aim to calibrate one large time series model for all period effects simultaneously. Preliminary analyses highlighted that for various country-specific period effects the mean reversion parameter is larger than one, indicating that the time series is not stationary. We therefore impose a random walk with drift for the country-specific period effects. For projection purposes, we neglect the
drift term for the country-specific period effects to ensure mortality in the different countries does not diverge. This approach is justified by the fact that the estimated drift terms for most country-specific period effects are not statistically different from zero.

We define the assumed time series for the period effect of the peer group of countries and for the period effect of the country-specific deviations as:

$$
K^g_t = K^g_{t-1} + \theta^g + \varepsilon^g_t
$$

$$
\kappa^c_t = \kappa^c_{t-1} + \delta^c + \xi^c_t.
$$

We assume that the error terms $\varepsilon^g_t$ and $\xi^c_t$ for $g \in \{m,f\}$ and $c \in C$ follow a multivariate normal distribution with mean vector $\Theta_{12}$ and covariance matrix $\Sigma$. The parameters $\theta^g$, $\delta^c$, and all elements of the covariance matrix $\Sigma$ are estimated using maximum likelihood estimation techniques.

### 2.3 Incorporation of the seasonal effect

The specification for the weekly force of mortality in (1) contains a parameter for seasonal effect. We consider two approaches to incorporate a seasonal effect. If no seasonal effect is estimated in advance, which means $\ln \phi_{c,t,w}^x$ is taken to be zero, it will be included in the time series $R_{c,t,w}^c$. An alternative approach is to include a pre-determined estimator based on historical data which ensures that the product $B_{c,t,w}^c R_{c,t,w}^c$ only represents the observed deviation from the baseline predictions that are based on statistical information before the virus struck. We will designate the first approach with the term “time series for seasonal effect plus COVID-19” and the second approach with “time series for COVID-19”. By comparing these two methods, we can investigate whether the two choices can lead to different conclusions about the impact of the pandemic.

To illustrate the second approach, Figure 2 shows how mortality spreads over different weeks of the year for the different countries. Values are aggregated over the two sexes and over all ages $x \in X$. The gray lines for the years 2010 to 2019 show how mortality fluctuates over the weeks and we see a clear variation in time: for example, the severe flu wave around the tenth week of 2018 in the Netherlands is clearly visible in one of the gray lines. A value of 100% in the figure corresponds to the situation in which mortality is uniformly distributed in a year. The green line is the average over all gray lines, and thus equals the observed average effect per week. Mortality during the year is not evenly distributed: as expected, more people die in the winter months than during the summer months. Using cyclic cubic splines, we have estimated a smooth effect based on the annual historical observations shown here, and the result is represented by the orange line. The values at the beginning and at the end of the year ensure a smooth transition from week 52 to week 1.

### 2.4 Estimation of the impact of COVID-19

Once the Li-Lee model for the baseline and the seasonal effects have been calibrated, we can estimate the remaining parameters $B_{c,t,w}^c$ and $R_{c,t,w}^c$ that describe the effect of COVID-19. We make the assumption that during the pandemic the number of deaths for given exposures still follows a Poisson distribution which now includes the additional factors. This implies that for $t = 2020$ and $t = 2021$ we impose

$$
D_{c,t,w}^c \sim \text{Poisson}\left(E_{c,t,w}^c \mu_{c,t,w}^x \phi_{c,t,w}^x \exp(B_{c,t,w}^c R_{c,t,w}^c)\right)
$$

(where $\mu_{c,t,w}^x$ and $\phi_{c,t,w}^x$ are set to the earlier calibrated values), and the required dataset for calibration is

$$
\{E_{c,t,w}^c, D_{c,t,w}^c\}, \ x \in X, \ g \in \{m,f\}, \ c \in C, \ t \in T, \ w \in W_0.
$$

We choose a subset $X$ of ages and the collections $T = \{2020, 2021\}$ and $W_{2020} = \{1, \ldots, 53\}$ and $W_{2021} = \{1, \ldots, 52\}$ for weeks after January 1st, 2020. The parameters that describe the impact

---

4 The year 2020 counted among the used calendar convention NEN 2772/ISO 8601 an (incomplete) 53rd week and 2021 an (incomplete) 0th week; a correction has been made in the datasets by merging the two.
of the pandemic thus follow by determining for $g \in \{m,f\}$ and $c \in \mathcal{C}$:

$$\left(\hat{\mathbf{B}}^c_{t,w}, \hat{\mathbf{R}}^c_{t,w}\right) = \arg\min_{(B^c_{t,w}, R^c_{t,w})} \sum_{t \in T} \sum_{w \in \mathcal{W}} \left(D^c_{t,w} B^c_{t,w} R^c_{t,w} - D^{\text{pred},c}_{t,w} \exp(B^c_{t,w} R^c_{t,w})\right), \quad (7)$$

where we define

$$D^{\text{pred},c}_{t,w} = E^{c}_{t,w} C^c_{t,w} \phi^c_{t,w}. \quad (8)$$

for the expected number of deaths in a certain week based on given exposures during the week and the baseline mortality calibration, while possibly taking into account a seasonal effect.

**Estimation of weekly deaths and exposures by age.** The weekly exposures during the pandemic in (8), i.e., the values of $E^{c}_{t,w}$, cannot be based on observed data so we must generate estimates based on the population data that we have at our disposal. Various population statistics are available in the Eurostat database. Unfortunately, only yearly population estimates are given, and the most recent population estimate at the time that this paper was written refers to estimates based on the population data that we have at our disposal. Some adjustments are necessary to estimate weekly exposures. We combine the population sizes from Eurostat with available weekly mortality observations per age-group, $D^{c}_{t,w}$, from the Short Term Mortality Fluctuations dataset, which works with age-groups of five years, starting from $\{0, 1, 2, 3, 4\}$ until

\[
\text{Week} 0 \quad 10 \quad 20 \quad 30 \quad 40 \quad 50
\]

\[
0.8 \quad 0.9 \quad 1.0 \quad 1.1 \quad 1.2 \quad 1.3
\]

\[
\text{Week} 0 \quad 10 \quad 20 \quad 30 \quad 40 \quad 50
\]

\[
0.8 \quad 0.9 \quad 1.0 \quad 1.1 \quad 1.2 \quad 1.3
\]

\[
\text{Week} 0 \quad 10 \quad 20 \quad 30 \quad 40 \quad 50
\]

\[
0.8 \quad 0.9 \quad 1.0 \quad 1.1 \quad 1.2 \quad 1.3
\]

\[
\text{Week} 0 \quad 10 \quad 20 \quad 30 \quad 40 \quad 50
\]

\[
0.8 \quad 0.9 \quad 1.0 \quad 1.1 \quad 1.2 \quad 1.3
\]

**Figure 2:** Observed fraction of annual mortality per week in the years 2010-2019 for the five countries considered, and estimated seasonal effect, aggregated across ages and sexes.
\{85, 86, 87, 88, 89\}, and an open-ended final age-group \{90, 91, 92, \ldots\}. We transform the values \(D_{x,t}^{c,g,w}\) for age-groups \(x\) to values \(D_{x,t}^{c,g}\) for individual ages \(x\) in \(t = 2020\) and \(t = 2021\) by assuming that the proportional distribution of deaths over ages in an age-group in a certain week \(w\) equals the historical average of that distribution for age-group over the years 2015 up to (and including) 2019:

\[
D_{x,t}^{c,g,w} = D_{x,t}^{c,g} \cdot \frac{\sum_{t=2015}^{2019} D_{x,t}^{c,g}}{\sum_{x \in x} \sum_{t=2015}^{2019} D_{x,t}^{c,g}}.
\]

Define \(C_{x,t}^{c,g}\) as the number of people that died during week \(w\) in year \(t\) that would have had age \(x\) at 31 December of year \(t\). We construct \(C_{x,t}^{c,g}\) using the approximation\(^7\):

\[
C_{x,t}^{c,g} = \left(1 - \frac{w}{w_t}\right) \cdot D_{x-1,t}^{c,g} + \frac{w}{w_t} \cdot D_{x,t}^{c,g},
\]

where \(w_t\) represents the number of weeks in year \(t\), so \(w_{2019} = 52\), \(w_{2020} = 53\), and \(w_{2021} = 52\). We could estimate the population size at the first day of week \(w + 1\) using

\[
P_{x,t,w+1}^{c,g} = P_{x,t,w}^{c,g} - \left(\frac{w}{w_t} \cdot C_{x+1,t,w}^{c,g} + (1 - \frac{w}{w_t}) \cdot C_{x,t,w}^{c,g}\right).
\]

However, we then ignore the fact that people may have their birthday during a week, and we therefore replace the above formula by

\[
P_{x,t,w+1}^{c,g} = \left(1 - \frac{w}{w_t}\right) \left(P_{x,t+1}^{c,g} - \sum_{i \leq w} C_{x+1,t,i}^{c,g}\right) + \frac{w}{w_t} \left(P_{x-1,t+1}^{c,g} - \sum_{i \leq w} C_{x,t+1,i}^{c,g}\right),
\]

which accounts for this effect under the assumption that births are distributed uniformly during the year. We initialize this procedure using the last known value of \(P_{x,t}\) and we apply this formula for \(w = 0, \ldots, w_t\), such that \(P_{x,t,1} = P_{x,t}\) and \(P_{x,t,w+1} = P_{x,t+1,1} = P_{x,t+1}\).

Once we have a value for the population at the beginning and the end of the week, we can take the average to find the average population during the week, and we then have the required exposure \(E_{x,t}^{c,g}\) for that week after we have multiplied the result by \(\frac{7}{365}\).

For the Netherlands, we have more granular data at our disposal. Population sizes are available for the first day of each month until 1 January 2022. For the other days in the month, we determine the population sizes through linear interpolation. We do not need to project population sizes as in (10), since linear interpolation over monthly estimates is more accurate then projecting monthly estimates over a two-year period. The weekly exposures are then determined by multiplying the average population during the week by \(\frac{7}{365}\). The mortality observations \(D_{x,t}^{c,g}\) are available for individual ages and can be used directly.

### 3 Empirical Results

In this section, we present the empirical results when the model introduced in the previous section is applied to actual data. First, we analyze the impact of COVID-19 on mortality observations without using exposure information. This approach can be applied relatively easily, since during pandemics mortality observations may quickly become available, whereas exposure observations are often estimated and published on an annual basis only. We calibrate the COVID-19 model to Dutch mortality data for which we have mortality data available for individual ages. We use this granular dataset to investigate different ways to include a seasonal effect, analyze which ages are most affected by COVID-19, and examine the importance of having granular data. Finally, we compare the impact of COVID-19 on the level of mortality over time for the collection of five countries: NLD, DEU, FRA, BEL, and GBR.

---

\(^7\)This approximation is based on the assumption that at all times mortality is uniformly spread over all people in a Lexis-parallelogram who have the same age at the end of the year, and uniformly spread during the year over all people with a common (rounded) age.
3.1 Analysis based on Dutch death counts only

In this section we show, as comparison, the impact of COVID-19 using only the number of deaths during the weeks of 2020 and 2021. This avoids the use of exposures which may be hard to estimate. We follow [18] in which the Compositional Data (CoDa) analysis is introduced, referring to [2], as an alternative to the Lee-Carter way of modeling mortality. In [18], the CoDa analysis is presented in a number of steps which make use of so-called CoDa operators. These operators are summarized in an appendix of [3]. We follow this approach and apply it to Dutch mortality data for the years 2010 to 2021 and ages 0 to 98. The CoDa analysis cannot deal with zero observations. Since the weekly death counts by age contain many zero observations, we increase all death counts by 1. This adjustment has negligible impact on the shape of the distribution of the deaths over the ages and over the weeks.

Figure 3: Results from CoDa analysis using Dutch weekly number of deaths. The gray lines show the estimated CoDa parameters for the years 2010 to 2019 and the black line represents the average over these estimates. The estimated CoDa parameters for the years 2020 and 2021 are shown in red and blue respectively. For the years 2020 and 2021, the graphs on the right also show the standardized weekly death counts (normalized using the mean and variance in that year).

Figure 3 shows the CoDa-parameter estimates. In the CoDa analysis applied to mortality data, the $\alpha_x$ parameters show the (average) age distribution of the death counts. These age distributions in 2020 and 2021 are close to the average over the years 2010 to 2019 for lower ages. For higher ages, however, the age distributions in 2020 and 2021 are higher than the average over the years 2010-2019 and in particular also the age distribution in 2019. This confirms that COVID-19 mainly increased the number of deaths of the elderly. The age distribution of 2021 is close to that of 2020, although there seems to be a slight shift to younger ages. In particular, there seems to be a small increase for the ages between 50 and 70.

The $\kappa_{t,w}$ process in the CoDa analysis shows shifts in the age distribution over the weeks. By construction, both the $\kappa_{w}$ process (summed over time) and the $\beta_x$ parameters (summed over ages) add up to zero. A positive value of $\kappa_{w}$ implies a shift in the age distribution of number of deaths from the ages with a negative $\beta_x$ to the ages with a positive $\beta_x$. The $\kappa_{w}$ process shows a clear peak between weeks 10 and 20 of the year 2020, the first wave of the COVID-19 pandemic in the Netherlands. It also shows increasing positive values near the end of 2020, followed by positive values at the start of 2021, the second wave of COVID-19. Finally, near the end of 2021 the $\kappa_{w}$ process shows the third wave of COVID-19. For comparison we also

---

8 This age distribution shows the absolute number of deaths per age, aggregating to the total number of deaths per week.
show the standardized weekly death counts, i.e., the death counts normalized using the mean and variance in that year.

These peaks imply a shift in the age distribution from the young to the old, since the $\beta_s$ of the older people (above age 60) are positive, while the $\beta_s$ values of the younger ages are mostly negative (although there are some exceptions as far as the younger ages are concerned). However, the $\beta_s$ for the older males are substantially higher in 2020 than in 2021. The shifts in the age distribution (corresponding to an increase in the $\kappa_w$ process) of the males in 2021 are far less dramatic than the shifts in 2020. For females, the $\beta_s$ coefficients of 2021 are close to those in 2020 for ages above 80, but for ages between 60 and 80 the $\beta_s$ values in 2021 are lower than those in 2020. Thus, the shifts in the age distribution for females in 2021 is particularly in the direction of the very old, above age 80.

3.2 Calibration results based on a Dutch dataset with high granularity

In this section we continue our analysis using the Dutch mortality data as obtained from Statistics Netherlands. First, we investigate the two different approaches for incorporating the seasonal effect, then we compare the results when using different age ranges for calibration, and finally we analyze the importance of using granular data.

Incorporation of seasonal effect. In Section 2.3 we described two approaches for including the seasonal effect:

**Method 1** Time series for seasonal effect plus COVID-19: the seasonal effect $\phi_{s,t}$ in (1) is set equal to 1, which results in any seasonal effect being captured by the COVID-19 term $K_{c,g,t,w}$.

**Method 2** Time series for COVID-19: the seasonal effect $\phi_{s,t}$ is set equal to the estimated smooth seasonal effect as illustrated in Figure 2, which results in the COVID-19 term $K_{c,g,t,w}$ reflecting the impact of COVID-19 corrected for this seasonal effect.

Figure 4 shows the calibrated parameters. We observe that the differences in the COVID-19 age effects, as shown in the top row, are hardly visible. The COVID-19 age effect is erratic and close to zero for both females and males up to age 60. This indicates that for those ages there was hardly any impact on the level of mortality due to COVID-19 in the years 2020 and 2021. For higher ages, the age effect for females increases from age 60 to 70 and remains constant for ages 70 to 98, and for males the age effect increases steadily from age 60 to 98.

The COVID-19 week effects (bottom row) show substantial differences between the two methods. In the Netherlands, the corona virus was first identified in February 2020, which means that in the first four weeks of 2020 we would expect the COVID-19 week effect to be close to zero. The week effect represented by the dashed lines clearly starts above 0 for males and females. Further, in the summer of 2020 (around week 26) the dashed lines for the week effect are below zero, indicating mortality levels were below expectation if seasonality was not taken into account. The COVID-19 week effect of Method 2 (the solid line) starts close to zero and remains above zero for nearly all weeks included in the dataset; Method 2 therefore seems to capture only the impact of COVID-19 on observed mortality.

The observed weekly mortality death counts as shown in Figure 5 are very volatile for the ages 45 and 55 and do not exhibit the peaks as observed in the COVID-19 week effects in Figure 4. The fitted death counts are close to the seasonally adjusted death counts, and the impact of COVID-19 on mortality at these ages is therefore negligible. For ages 65 and 85, the seasonally adjusted expected deaths clearly exhibit a seasonal pattern, but this pattern is not sufficient to capture the peaks that coincide with the COVID-19 waves. The fitted deaths using Method 1 and Method 2 follow the wave pattern in the observed deaths more closely.

We would like to be able to distinguish between effects induced by a typical seasonal effect and effects due to a pandemic. Method 2, in which we correct for historically observed seasonal effects, allows us to assess the impact of only the pandemic on the level of mortality. Further, Method 2 is more flexible than Method 1, since the seasonal effect is not enforced to affect mortality the same way as the pandemic. Therefore, in the remainder of the analyses we will only use Method 2 when estimating the impact of COVID-19 on the level of mortality.
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Figure 4: COVID-19 parameters estimated with and without predetermined seasonal effect (solid respectively dashed line) for females and males using Dutch data.

Figure 5: The black dots represent observed weekly deaths for Dutch males at ages 45, 55, 65 and 85 during the years 2020 and 2021. The black line shows the expected deaths assuming a constant force of mortality, and the blue line represents expected death counts taking into account the historical seasonal effect. The yellow and red lines show the fitted deaths using Method 1 respectively Method 2.

Selection of ages. The COVID-19 age effects for ages below 40 in Figure 4 are volatile and seem to be centered around zero. In Appendix A we show estimates using ages 0-98 and ages 40-98. From the parameter estimates in Figure 12, we conclude that the COVID-19 week parameters and age parameters for higher ages are hardly affected when including information from
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younger ages. For interpretation of parameters and reliability of estimates and projections, it is desirable that only structural effects are analyzed; noise due to low exposures should preferably be excluded. Since the age effects at the younger ages do not seem to capture a systematic COVID-19 effect, we exclude data for ages below 40 from calibration.

Importance of granular data. For the Netherlands we have weekly mortality data available for both genders and individual ages. The Short Term Mortality Fluctuations database (STMF) contains weekly mortality data for many countries, but only for specific age groups. For some countries the age groups are small (age groups of five years), whereas for other countries there are only five age groups.

In this section, we use the dataset from Statistics Netherlands to investigate the importance of having granular data in analyzing the impact of COVID-19 on mortality. We consider three levels of granularity:

- **Level 1**, individual ages with \( x \in \{0, 1, 2, ..., 99\} \); this is the most granular type of data;
- **Level 2**, age groups of five years with \( x \in \{\{0, ..., 4\}, \{5, ..., 9\}, ..., \{90, ..., 94\}, \{95, ...\}\} \);
- **Level 3**, five age groups with \( x \in \{\{0, ..., 14\}, \{15, ..., 64\}, \{65, ..., 74\}, \{75, ..., 84\}, \{85, ...\}\} \); this is the least granular type of data.

We use the original dataset with observations by individual ages (Level 1) to artificially construct the datasets based on Level 2 and Level 3 granularity.

Figure 6 shows the parameter estimates when calibrating the COVID-19 model to the three datasets. The top row shows the estimated COVID-19 age effects, and we observe clear differences between the estimates from the datasets with different levels of granularity. The age effects are volatile for all levels of granularity, but the Level 2 and Level 3 estimates show remarkable peaks and dips at the ages 65-75. In the year 2020, these ages correspond with the years of birth 1945-1955 (with a clear peak in 1946), which is the so-called baby boom generation after the second World War. The baby boom generation appears as a cohort effect in the exposures, which in turn results in cohort effects in the observed deaths. For most age groups (either Level 2 or Level 3), the distribution of deaths over the ages is relatively stable over time, except for this baby boom generation. This cohort effect makes the allocation of deaths to individual ages increasingly inaccurate if larger age groups and more historical years are used when applying Equation (9).

In contrast, the COVID-19 week effects estimated using the datasets of different granularity look remarkably similar. This is as expected since the observed deaths are not relocated over different weeks, only over different ages. The impact of COVID-19 on total mortality will therefore be similar, which results in stable estimates of the COVID-19 week effect, regardless of the level of granularity of the dataset.

From this analysis we conclude that datasets with deaths by age group can be used to obtain a first impression of the impact of a pandemic over time. However, if the impact on individual ages must be assessed, one needs to use death counts for individual ages.

### 3.3 Calibration results based on the STMF dataset

In this section, we calibrate the COVID-19 model to the countries \( c \) in the set given by \( \mathscr{G} = \{\text{NLD, DEU, FRA, BEL, GBR}\} \) using mortality data as obtained from STMF. The deaths by age group are allocated to individual ages using Equation (9), and we include data for the ages 40 to 95. We investigate to what extent similarities and differences between countries can be observed.

Figure 7 shows the estimated COVID-19 parameters.\(^9\) The COVID-19 age effect is close to zero at lower ages for most countries. The exception to this is Great Britain, where the COVID-19 age effect is substantial for all ages included. The volatile behavior between ages 65 and 80 is probably the result of cohort effects in the death counts, as described in the previous section.

\(^9\)Results obtained using ages 0-98 are available in Appendix B.
Estimating the impact of the COVID-19 pandemic using granular mortality data

Figure 6: COVID-19 parameter estimates using datasets with different levels of granularity.

Figure 7: Estimated COVID-19 parameters for various countries using ages 40 to 95.

We observe that the different countries exhibit similar COVID-19 week effects, though there are a few notable differences. Germany experienced a minor first COVID-19 wave compared to the other four countries, whereas later COVID-19 waves were similar to those in other countries. Around week 33, Belgium, the Netherlands and Germany experienced a temporary peak, which may be the result of temporarily relaxing COVID-related restrictions.

Between week 40 and 60 (winter season 2020-2021) the second COVID-19 wave hit Western Europe, but we observe substantial differences between countries. From week 50 onward,
COVID-19 vaccines became available in various countries, though the availability and timing of the vaccine shots for people of different ages differed between countries. Belgium had a high peak at around week 45 after which excess mortality soon disappeared. The Netherlands, Germany and France all experienced lower peaks, but in these countries it also took a few more weeks before excess mortality had vanished. This decrease in excess mortality may have been the result of vaccines being applied to parts of the population but also due to new COVID-19 restrictions. Finally, Great Britain experienced a high peak which was similar to the one in Belgium, but a few weeks later, and measures were taken resulting in excess mortality decreasing rapidly. Great Britain was one of the countries in which vaccines were provided to the population earlier and faster.

It will always remain challenging to assess the effectiveness of policy decisions during a pandemic. But using the best possible data and using improved estimation methods can help to improve such assessments.

4 Forecasting mortality adjusted for COVID-19

In the previous section we have analyzed the impact of COVID-19 on the level of mortality in the years 2020 and 2021. For insurance companies and pension funds it is particularly important to assess the impact of COVID-19 on mortality rates. At the time this paper was written, it was too early to predict whether long term mortality improvement rates should be adjusted upward, downward, or not at all. In this section, we therefore introduce a general framework in which the impact of COVID-19 on the level of mortality in the years 2020 and 2021 can be used to generate scenarios for future mortality.

Transforming weekly effects to annual effects. The impact of COVID-19 was calibrated using weekly mortality observations. From these calibrations, we obtained weekly parameter estimates $B_x$ and $K_{t,w}$. To generate scenarios for future mortality, we first need to transform these week effects into annual effects $V_x$ and $X_t$. We temporarily impose that $\sum_x V_x = 1$ such that analytical results can be used for the transformation. Afterwards, we again apply the restriction $\|V\| = 1$. To transform week effects into annual effects, we make the two one-year survival probabilities for the years 2020 and 2021 equal to the product of the weekly survival probabilities in those years:

$$\exp \left( -\mu_{x,t} \cdot \exp \left[ \mathcal{V}_x \mathcal{X}_t \right] \right) = \prod_{w=1}^w \exp \left( -\frac{1}{w} \cdot \mu_{x,t} \cdot \phi_{x,w} \cdot \exp \left[ \mathcal{B}_x \mathcal{R}_{t,w} \right] \right),$$

for $t = 2020$ and $t = 2021$, and for all $x \in \mathcal{X}$. After taking the natural logarithm on both sides, dividing by $\mu_{x,t}$, taking the natural logarithm again, and summing over all ages $x \in \mathcal{X}$, we find

$$\mathcal{X}_t = \sum_{x \in \mathcal{X}} \ln \left( \frac{1}{w} \sum_{w=1}^w \phi_{x,w} \cdot \exp \left[ \mathcal{B}_x \mathcal{R}_{t,w} \right] \right).$$

Next, we determine $\mathcal{V}_x$ by making survival over both the years 2020 and 2021 equal to surviving over all weeks in those years (which follows directly from (11)):

$$\prod_{t=2020}^{2021} \exp \left( -\mu_{x,t} \cdot \exp \left[ \mathcal{V}_x \mathcal{X}_t \right] \right) = \prod_{t=2020}^{2021} \exp \left( -\frac{1}{w} \cdot \mu_{x,t} \cdot \phi_{x,w} \cdot \exp \left[ \mathcal{B}_x \mathcal{R}_{t,w} \right] \right).$$

Rewriting this equation results in

$$\sum_{t=2020}^{2021} \mu_{x,t} \sum_{w=1} \frac{1}{w} \left( \exp \left[ \mathcal{V}_x \mathcal{X}_t \right] - \phi_{x,w} \cdot \exp \left[ \mathcal{B}_x \mathcal{R}_{t,w} \right] \right) = 0,$$

and this non-linear equation in $\mathcal{V}_x$ can be solved numerically for each age $x \in \mathcal{X}$ separately. Finally, we again renormalize the parameters $\mathcal{V}_x$ and $\mathcal{X}_t$ such that $\|V\| = 1$. 
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Figure 8 shows the weekly and annual effects calibrated using the Dutch mortality data from Statistics Netherlands. The weekly and annual COVID-19 age effects are nearly identical, and the COVID-19 year effects are close to the averages of the week effects in that year.

**Figure 8:** COVID-19 parameters from calibration on weekly data (solid line) and annualized COVID-19 parameters (dashed line).

**Future scenarios for the COVID-19 period effect.** At the end of the observed period, the week effect as shown in Figure 8 is not far from zero. For prediction purposes, one might be tempted to choose \( X_t \) equal to 0 for \( t > 2021 \). However, the week effect also shows that after periods of (almost) no excess mortality, new periods of excess mortality may occur. We therefore investigate how mortality rates could develop under varying assumptions for the future impact of COVID-19 on mortality.

We choose scenarios that can be written as:

\[
\ln \mu_{x, 2021+h} = \ln \mu_{x, 2021+h}^{\text{pre-covid}} + \eta h \bar{X}_{2021+h},
\]

for \( 0 \leq \eta \leq 1 \). The value of the COVID-19 period effect in the limit, \( \bar{X}_\infty \), is chosen to be a multiple of \( \bar{X}_{2021} \) where the multiplicative factor is scenario-dependent. The parameter \( \eta \) defines how fast convergence to this limit value takes place. This generic approach for generating COVID-19 scenarios is similar to that of [27] who estimate similar COVID-19 effects using a penalized quasi-likelihood approach. We define the following scenarios:

1. **Completely incidental**: \( \bar{X}_\text{start} = \bar{X}_\infty = 0 \).
   The mortality forecast is completely based on the pre-COVID forecast.

2. **Completely structural**: \( \bar{X}_\text{start} = \bar{X}_\infty = \bar{X}_{2021} \).
   It is assumed that COVID-19 is a new cause of death that will remain permanently with an impact that does not change over time.

3. **Decreasing impact**: \( 0 < \eta < 1 \), \( \bar{X}_\text{start} = \bar{X}_{2021} \), \( \bar{X}_\infty = 0 \).
   It is assumed that the effect of COVID-19 converges to zero after a certain period, for example because herd immunity is (almost) reached in a population.

4. **Growing impact**: \( 0 < \eta < 1 \), \( \bar{X}_\text{start} = \bar{X}_{2021} \), \( \bar{X}_\infty = 1.25 \bar{X}_{2021} \).
   The impact grows, for example when new variants appear which are not impacted by current and new vaccines, or when other mitigating policies imposed by the government become less effective.

5. **New normal**: \( 0 < \eta < 1 \), \( \bar{X}_\text{start} = \bar{X}_{2021} \), \( \bar{X}_\infty = 0.25 \bar{X}_{2021} \).
   The impact decreases to a constant but does not completely vanish, which results in a permanent effect that can be compared to other causes of death such as the flu.
6. **Increased resilience**: $0 < \eta < 1, \ x_{\text{start}} = x_{2021}, \ x_{\infty} = -0.25x_{2021}$.

The impact gradually converges to a value below zero, for example because the population that survived the pandemic is stronger than the population before the pandemic.

At the time of writing this paper, no information is available to make an informed decision for the value of $\eta$. We choose $\eta = 0.5$ for illustration purposes. Given the other choices made for specifying the COVID-19 scenarios, the predicted period effects for Dutch males are shown in Figure 9; the figure for females looks similar in case the same choices are made.

![Future scenarios for COVID period effect](image)

**Figure 9**: Projected COVID-19 period effects for Dutch males under various assumptions for future development of impact of COVID-19 on mortality.

We also need to specify how the COVID-19 age effect is defined for ages $x / \in X$. Define $x_{\min}$ and $x_{\max}$ as the lowest respectively highest age included in the set of ages used for calibration, $X$ (i.e. $x_{\min} = 40$ and $x_{\max} = 95$ in the previous section). Figure 12 suggests that for lower ages the impact of COVID-19 on the level of mortality was negligible, and therefore these ages are excluded from calibration. In line with that approach, we define $\varpi_x = 0$ for $x < x_{\min}$. For higher ages, we observe that the estimated parameter $\varpi_x$ seems relatively stable at higher ages. Based on that observation, we define $\varpi_x = \varpi_{x_{\max}}$ for $x > x_{\max}$.

**Mortality predictions under various COVID-19 scenarios.** For the various scenarios illustrated in Figure 9, we have constructed the corresponding forecasts of mortality rates. Figure 10 shows the mortality forecasts for Dutch males at ages 55, 65 and 85. Though at age 55 mortality rates in 2020 and 2021 were not markedly different from the pre-COVID expectation, at age 65 the level of mortality was elevated and at age 85 it was substantially higher than expected. The pattern of the projected COVID-19 period effects from Figure 9 are clearly visible in the mortality forecasts. When constructing mortality rates, the COVID-19 period effects are multiplied with the COVID-19 age effects from Figure 8 which explains why the forecast of mortality rates at age 55 are hardly affected by the COVID-19 period effect while at age 85 mortality in all scenarios (except for Completely incidental) deviates greatly from the pre-COVID forecast. For the scenarios Decreasing impact, New normal and Increased resilience, the impact on mortality diminishes quickly after a few years (given our choice for $\eta$), but for Completely structural and Growing impact the impact remains.

The impact on predicted period life expectancies and cohort life expectancies is shown in the top row respectively bottom row of Figure 11. The period life expectancy at all ages is far below the pre-COVID expectation. Though the COVID-19 age effects are calibrated for the ages 40-95, the period life expectancy at age 0 is also affected, since mortality rates at all ages are used to compute this life expectancy. The gap between the most positive scenario (Increased resilience) and the most negative scenario (Growing impact) increases to approximately one year around 2040 for the ages shown. This impact remains constant further in the future once the COVID-19 period effect has converged to its limit value, and all remaining future developments are driven by the original Li-Lee model.

The pre-COVID forecast and the scenarios Completely incidental and Decreasing impact result in comparable projected cohort life expectancies. While in the predicted period life ex-
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Figure 10: Projected mortality rates for Dutch males aged 55, 65 and 85 under various assumptions for future development of impact of COVID-19 on mortality.

Figure 11: Projected period and cohort life expectancies for Dutch males at birth and at ages 65 and 85 under various assumptions for future development of impact of COVID-19 on mortality.

pectancies differences between scenarios grow over time, in predicted cohort life expectancies the difference between scenarios at the start of the projection is close to the difference in the limit.

5 Conclusions

In this paper, we introduce a model to quantify weekly deviations from expected levels of mortality during a pandemic. The model adds an extra layer to the two-layer Li-Lee model by including an additional seasonal effect to capture regular seasonal patterns and an additional age and week effect to measure deviations from pre-pandemic weekly mortality expectations.

We apply our model to data from Belgium, France, Germany and Great Britain using mortality data from the Short Term Mortality Fluctuations database. There are differences between countries in the extent to which mortality at different ages is affected by COVID-19 and how COVID-19 affected mortality through time. Yet, there are also clear similarities since in all countries periods of high excess mortality are followed by periods of lower or no excess mortality.

The application of the model requires the availability of exposures which often are not available on a weekly basis and these must therefore be approximated. Useful insights on the de-
development of mortality through a year can be obtained through a Composition Data (CoDa) analysis that can be performed using weekly death counts only.

Most sources of weekly mortality observations provide data by gender and by age groups. Our sensitivity analysis shows that such data can be used to accurately monitor the development of the pandemic through time, which is represented by the COVID-19 week effect. However, the COVID-19 age effects are inaccurate in case of cohort effects exist in population sizes, and use of weekly observations by individual ages is therefore recommended.

The future COVID-19 scenarios analyzed in this paper all assume convergence to pre-COVID long term improvement rates. At this stage, there is insufficient data and information available to determine whether, and if so how long term mortality improvement rates should be adjusted. This paper provides no solution for this problem, and this is a problem that is likely to challenge the imagination of demographers and actuaries for years to come.
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A Selection of ages

In Figure 4 we observed that for ages below 40 the COVID-19 age effects are erratic. Since the age effects do not seem to capture a systematic COVID-19 effect at the younger ages, it might be better to exclude those ages from calibration of the model. The COVID-19 age effects are more stable from age 40 onward, though between ages 40 and 60 the estimated effect is close to zero.

For interpretation of parameters and reliability of outcomes it is desirable that only structural effects are analyzed; noise due to low exposures should preferably be excluded. Therefore, we compare parameter estimates if we use different age ranges for calibration of the COVID-19 model. Figure 12 shows the estimated parameters for females and males using ages 0-98 (dashed line) and ages 40-98 (solid line) for calibration, where the former are renormalized such that the norms over the age range 40-98 are equal in both cases. This allows a comparison of the parameter estimates.

Figure 12: COVID-19 parameters estimated using ages 0-98 (dashed line) and ages 40-98 (solid line).

From the parameter estimates in Figure 12 we conclude that the COVID-19 week parameters and age parameters for higher ages are hardly affected when including information from younger ages. However, the COVID-19 age effects for ages below 40 years are erratic, and therefore we exclude these ages from further analyses.
B Additional calibration results based on STMF data

Figure 13: Estimated COVID-19 parameters for various countries using ages 0 up to and including 99.