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Abstract

The Private Aggregation of Teacher Ensembles (PATE) framework is one of the most promising recent approaches in differentially private learning. Existing theoretical analysis shows that PATE consistently learns any VC-classes in the realizable setting, but falls short in explaining its success in more general cases where the error rate of the optimal classifier is bounded away from zero. We fill in this gap by introducing the Tsybakov Noise Condition (TNC) and establish stronger and more interpretable learning bounds. These bounds provide new insights into when PATE works and improve over existing results even in the narrower realizable setting. We also investigate the compelling idea of using active learning for saving privacy budget, and empirical studies show the effectiveness of this new idea. The novel components in the proofs include a more refined analysis of the majority voting classifier — which could be of independent interest — and an observation that the synthetic “student” learning problem is nearly realizable by construction under the Tsybakov noise condition.
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1. Introduction

Differential privacy (DP) (Dwork et al., 2006) is one of the most popular approaches towards addressing the privacy challenges in the era of artificial intelligence and big data. While differential privacy is certainly not a solution to all privacy-related problems, it represents a gold standard and is a key enabler in many applications (Machanavajjhala et al., 2008; Erlingsson et al., 2014; McMahan et al., 2018).

Recently, there has been an increasing demand in training machine learning and deep learning models with DP guarantees, which has motivated a growing body of research on this problem (Kasiviswanathan et al., 2011; Chaudhuri et al., 2011; Bassily et al., 2014; Wang et al., 2015; Abadi et al., 2016; Shokri and Shmatikov, 2015).
In a nutshell, differentially private machine learning aims at providing formal privacy guarantees that provably reduce the risk of identifying individual data points in the training data, while still allowing the learned model to be deployed and to provide accurate predictions. Many of these methods satisfying DP guarantees work well in low-dimensional regime where the model is small and the data is large. It however remains a fundamental challenge how to avoid the explicit dependence in the ambient dimension of the model and to develop practical methods in privately releasing deep learning models with a large number of parameters.

The “knowledge transfer” model of differentially private learning is a promising recent development (Papernot et al., 2017, 2018) which relaxes the problem by giving the learner access to a public unlabeled dataset. The main workhorse of this model is the Private Aggregation of Teacher Ensembles (PATE) framework:

The PATE Framework:

1. Randomly partition the private dataset into $K$ splits.
2. Train one “teacher” classifier on each split.
3. Apply the $K$ “teacher” classifiers on public data and privately release their majority votes as pseudo-labels.
4. Output the “student” classifier trained on the pseudo-labeled public data.

PATE achieves DP via the sample-and-aggregate scheme (Nissim et al., 2007) for releasing the pseudo-labels. Since the teachers are trained on disjoint splits of the private dataset, adding or removing one data point could affect only one of the teachers, hence limiting the influence of any single data point. The noise injected in the aggregation will then be able to “obfuscate” the output and obtain provable privacy guarantees.

This approach is appealing in practice as it does not place any restrictions on the teacher classifiers, thus allowing any deep learning models to be used in a model-agnostic fashion. The competing alternative for differentially private deep learning, NoisySGD (Abadi et al., 2016), is not model-agnostic, and it requires significantly more tweaking and modifications to the model to achieve a comparable performance, (e.g., on MNIST), if achievable.

There are a number of DP mechanisms that can be used to instantiate the PATE Framework. Laplace mechanism and Gaussian mechanism are used in Papernot et al. (2017, 2018) respectively. This paper primarily considers the new mechanism of Bassily et al. (2018b), which instantiates the PATE framework with a more data-adaptive scheme of private aggregation based on the Sparse Vector Technique (SVT). This approach allows PATE to privately label many examples while paying a privacy loss for only a small subset of them (see Algorithm 2 for details). Moreover, Bassily et al. (2018b) provides the first theoretical analysis of PATE which shows that it is able to PAC-learn any hypothesis classes with finite VC-dimension in the realizable setting, i.e, expected risk of best hypothesis equals 0. And in this case, the center of teacher agreement is true label. However, this is a giant leap from the standard differentially private learning models (without the access to a public unlabeled dataset) because the VC-classes are not privately learnable in general (Bun et al., 2015; Wang et al., 2016). Bassily et al. (2018b) also establishes a set of results on the agnostic learning setting, albeit less satisfying, as the excess risk, i.e., the error rate of the learned classifier relative to the optimal classifier, does not vanish as the number of data points increases, a.k.a., inconsistency.
To fill in the gap, in this paper, we revisit the problem of model-agnostic private learning in PATE framework in two non-realizable settings: under the Tsybakov Noise Condition (TNC) (Mammen and Tsybakov, 1999; Tsybakov, 2004) and in agnostic setting. By making TNC assumption, teachers stay close to the best hypothesis $h^\ast$ in hypothesis class, thus we consider $h^\ast$ as the new center for teachers to agree on, instead of considering true label in the realizable setting. We make no assumptions in agnostic setting, and a different center of teacher gravity is considered. In addition, we introduce active learning (Hanneke, 2014) to PATE and propose a new practical algorithm.

**Summary of results.** Our contributions are summarized as follows.

1. We show that PATE consistently learns any VC-classes under TNC with fast rates and requires very few unlabeled public data points. When specializing to the realizable case, we show that the sample complexity bound of the SVT-based PATE is $\tilde{O}(d^{3/2}/\alpha \epsilon)$ and $\tilde{O}(d/\alpha)$ for the private and public datasets respectively. The best known results (Bassily et al., 2018b) is $\tilde{O}(d^{3/2}/\alpha^{3/2} \epsilon)$ (for private data) and $\tilde{O}(d/\alpha^2)$ (for public data).

2. We analyze standard Gaussian mechanism-based PATE (Papernot et al., 2018) under TNC. In the realizable case, we obtained a sample complexity of $\tilde{O}(d^{3/2}/\alpha \epsilon)$ and $\tilde{O}(d/\alpha)$ for the private and public datasets respectively, which matches the bound of (Bassily et al., 2018b) with a simpler and more practical algorithm that uses fewer public data points.

3. We show that PATE learning is inconsistent for agnostic learning in general and derive new learning bounds that compete against a sequence of limiting majority voting classifiers.
4. We propose a new active learning-based algorithm, PATE with Active Student Queries (PATE-ASQ), to adaptively select which public data points to release. Under TNC, we show that active learning with standard Gaussian mechanism is able to match the same learning bounds of the SVT-based method for privacy aggregation (Algorithm 1), except some additional dependence.

5. Finally, our experiments on real-life datasets demonstrate that PATE-ASQ achieves significantly better accuracy than standard PATE algorithms while incurring the same or lower privacy loss.

These results (summarized in Table 1) provide strong theoretical insight into how PATE works. Interestingly, our theory suggests that Gaussian mechanism suffices especially if we use active learning and that it is better not to label all public data when the number of public data points $m$ is large. The remaining data points can be used for semi-supervised learning. These tricks have been proposed in empirical studies of PATE (see, e.g., semi-supervised learning (Papernot et al., 2017, 2018), active learning (Zhao et al., 2019)), thus our theory can be viewed as providing formal justifications to these PATE variants that are producing strong empirical results in deep learning with differential privacy.

Motivation and applicability. We conclude the introduction by commenting on the applicability of the knowledge transfer model of differentially private learning and PATE. First, while this model applies only to those cases when a (small) public unlabeled dataset is available, it gains a more favorable privacy-utility tradeoff on those applicable cases. Second, public datasets are often readily available (e.g., census microdata) or can be acquired at a low cost (e.g., incentivizing patients to opt-in) especially if we do not need labels (e.g., getting doctor’s diagnosis is expensive). Note that this setting is different from label differential privacy (Chaudhuri and Hsu, 2011) where only labels are considered private. In our problem, even if the public data points are labeled, they are scarce and learning directly from them without using the private data will not give the same learning bound. In addition, PATE uses standard off-the-shelf learners / optimizers as blackboxes, thereby retaining their computational efficiency. For these reasons, we argue that the “knowledge transfer” model is widely applicable and could enable practical algorithms with formal DP guarantees in the many applications where the standard private learning model fails to be sufficiently efficient, private and accurate at the same time.

2. Related Work

The literature on differentially private machine learning is enormous and it is impossible for us to provide an exhaustive discussion. Instead we focus on a few closely related work and only briefly discuss other representative results in the broader theory of private learning.

2.1 Private Learning with an Auxiliary Public Dataset

The use of an auxiliary unlabeled public dataset was pioneered in empirical studies (Papernot et al., 2017, 2018) where PATE was proposed and shown to produce stronger results than NoisySGD in many regimes. Our work builds upon Bassily et al. (2018b)’s first analysis of PATE and substantially improves the theoretical underpinning. To the best of our knowledge,
our results are new and we are the first that consider noise models and active learning for PATE.

Alon et al. (2019) also studied the problem of private learning with access to an additional public dataset. Specifically, their result reveals an interesting “theorem of the alternatives”-type result that says either a VC-class is learnable without an auxiliary public dataset, or we need at least $m = \Omega(d/\alpha)$ public data points, which essentially says that our sample complexity on the (unlabeled) public data points are optimal. They also provide an upper bound that says $\tilde{O}(d/\alpha^2)$ private data and $\tilde{O}(d/\alpha)$ public data are sufficient (assuming constant privacy parameter $\epsilon$) to agnostically learn any classes with VC-dimension $d$ to $\alpha$-excess risk. Their algorithm however uses an explicit (distribution-independent) $\alpha$-net construction due to Beimel et al. (2016) and exponential mechanism for producing pseudo-labels, which cannot be efficiently implemented. Our contributions are complementary as we focus on oracle-efficient algorithms that reduce to the learning bounds of ERM oracles (for passive learning) and active learning oracles. Our algorithms can therefore be implemented (and has been) in practice (Papernot et al., 2017, 2018). Moreover, we show that under TNC, the inefficient construction is not needed and PATE is indeed consistent and enjoys faster rates. It remains an open problem how to achieve consistent private agnostic learning with only access to ERM oracles.

2.2 Privacy-Preserving Prediction

There is another line of work (Dwork and Feldman, 2018) that focuses on the related problem of “privacy-preserving prediction” which does not release the learned model (which we do), but instead privately answer one randomly drawn query $x$ (which we need to answer many, so as to train a model that can be released). While their technique can be used to obtain bounds in our setting, it often involves weaker parameters. More recent works under this model (see e.g., Dagan and Feldman, 2020; Nandi and Bassily, 2020) notably achieve consistent agnostic learning in this setting with rates comparable to that of Alon et al. (2019). However, they rely on the same explicit $\alpha$-net construction (Beimel et al., 2016), which renders their algorithm computationally inefficient in practice. In contrast, we analyze an oracle-efficient algorithm via a reduction to supervised learning (which is practically efficient if we believe supervised learning is easy).

2.3 Theory of Private Learning

More broadly, the learnability and sample complexity of private learning were studied under various models in Kasiviswanathan et al. (2011); Beimel et al. (2013, 2016); Chaudhuri and Hsu (2011); Bun et al. (2015); Wang et al. (2016); Alon et al. (2019). The VC-classes were shown to be learnable when the either the hypothesis class or the data-domain is finite (Kasiviswanathan et al., 2011). Beimel et al. (2013) characterizes the sample complexity of private learning in the realizable setting with a particular “dimension” that measures the extent to which we can construct a specific discretization of the hypothesis space that works for “all distributions” on data. Such a discretization does not exist, when $\mathcal{H}$ and $\mathcal{X}$ are both continuous. Specifically, the problem of learning threshold functions on $[0,1]$ having VC-dimension of 1 is not privately learnable (Chaudhuri and Hsu, 2011; Bun et al., 2015).
2.4 Weaker Private Learning Models

This setting of private learning was relaxed in various ways to circumvent the above artifact. These include protecting only the labels (Chaudhuri and Hsu, 2011; Beimel et al., 2016), leveraging prior knowledge with a prior distribution (Chaudhuri and Hsu, 2011), switching to the general learning setting with Lipschitz losses (Wang et al., 2016), relaxing the distribution-free assumption (Wang et al., 2016), and the setting we consider in this paper — when we assume the availability of an auxiliary public data (Bassily et al., 2018b; Alon et al., 2019). Note that these settings are closely related to each other in that some additional information about the distribution of the data is needed.

2.5 Tsybakov Noise Condition and Statistical Learning Theory

The Tsybakov Noise Condition (TNC) (Mammen and Tsybakov, 1999; Tsybakov, 2004) is a natural and well-established condition in learning theory that has long been used in the analysis of passive as well as active learning (Boucheron et al., 2005). The Tsybakov noise condition is known to yield better convergence rates for passive learning (Hanneke, 2014), and label savings for active learning (Zhang and Chaudhuri, 2014). However, the contexts under which we use these techniques are different. For instance, while we are making the assumption of TNC, the purpose is not for active learning, but rather to establish stability. When we apply active learning, it is for the synthetic learning problem with pseudo-labels that we release privately, which does not actually satisfy TNC. To the best of our knowledge, we are the first that formally study noise models in the theory of private learning. Lastly, active learning was considered for PATE learning in (Zhao et al., 2019), which demonstrates the clear practical benefits of adaptively selecting what to label. We remain the first that provides theoretical analysis with provable learning bounds.

3. Preliminaries

In this section, first we introduce symbols and notations that we will use throughout this paper. Then we formally introduce differential privacy and discuss existing progress on PATE and model-agnostic private learning. Finally we introduce disagreement-based active learning, which is the key tool we will use for our new active learning-based PATE algorithm.

3.1 Symbols and Notations

We use $[n]$ to denote the set $\{1, 2, ..., n\}$. Let $\mathcal{X}$ denote the feature space, $\mathcal{Y} = \{0, 1\}$ denote the label, $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$ to denote the sample space, and $\mathcal{Z}^* = \bigcup_{n \in \mathbb{N}} \mathcal{Z}^n$ to denote the space of a dataset of unspecified size. A hypothesis (classifier) $h$ is a function mapping from $\mathcal{X}$ to $\mathcal{Y}$. A set of hypotheses $\mathcal{H} \subseteq \{0, 1\}^{\mathcal{X}}$ is called the hypothesis class. The VC dimension of $\mathcal{H}$ is denoted by $d$. Also, let $\mathcal{D}$ denote the distribution over $\mathcal{Z}$, and $\mathcal{D}_X$ denote the marginal distribution over $\mathcal{X}$. $\mathcal{D}^T = \{(x_i^T, y_i^T)\mid i \in [n]\} \sim \mathcal{D}$ is the labeled private teacher dataset, and $\mathcal{D}^S = \{(x_j^S)\mid j \in [m]\} \sim \mathcal{D}_X$ is the unlabeled public student dataset.

The expected risk of a certain hypothesis $h$ with respect to the distribution $\mathcal{D}$ over $\mathcal{Z}$ is defined as $\text{Err}(h) = \mathbb{E}_{(x,y) \sim \mathcal{D}}[1(h(x) \neq y)]$, where $1(x)$ is the indicator function which equals to 1 when $x$ is true, 0 otherwise. The empirical risk of a certain hypothesis $h$ with respect to a dataset $\{(x_i, y_i)\mid i \in [n]\}$ is defined as $\widehat{\text{Err}}(h) = \frac{1}{n}\sum_{i=1}^{n}[1(h(x_i) \neq y_i)]$. The
| Symbol | Definition | Description |
|--------|------------|-------------|
| $\mathbb{1}(x)$ | $1(x = T), 0(x = F)$ | indicator function |
| $\text{Err}(h)$ | $E_{(x,y)\sim D}[\mathbb{1}(h(x) \neq y)]$ | expected risk of $h$ w.r.t. $D$ |
| $\text{Err}(h)$ | $\frac{1}{n} \sum_{i=1}^{n}[\mathbb{1}(h(x_i) \neq y_i)]$ | empirical risk of $h$ w.r.t. dataset $\{(x_i, y_i) | i \in [n]\}$ |
| $D$ | distribution over $Z$ |
| $d$ | VC dimension |
| $D_X$ | marginal distribution over $X$ |
| $D_T$ | $\{(x_i^T, y_i^T) | i \in [n]\} \sim D$ | labeled private teacher dataset |
| $D_S$ | $\{(x_i^S) | j \in [m]\} \sim D_X$ | unlabeled public student dataset |
| $\text{DIS}$ | region of disagreement in active learning |
| $\text{Dis}(h_1, h_2)$ | $E_{x \sim D_X}[\mathbb{1}(h_1(x) \neq h_2(x))]$ | expected disagreement of $h_1$ and $h_2$ w.r.t $D$ |
| $\text{Dis}(h_1, h_2)$ | $\frac{1}{n} \sum_{i=1}^{n}[\mathbb{1}(h_1(x_i) \neq h_2(x_i))]$ | empirical disagreement of $h_1$ and $h_2$ w.r.t. $\{(x_i, y_i) | i \in [n]\}$ |
| $\mathcal{H}$ | $\mathcal{H} \subseteq \{0,1\}^X$ | hypothesis class |
| $h$ | hypothesis, a function mapping from $X$ to $Y$ |
| $h^*$ | $\text{argmin}_{h \in \mathcal{H}} \text{Err}(h)$ | best hypothesis |
| $h_{\text{agg}}$ | $\text{argmin}_{h \in \mathcal{H}} \text{Err}(h)$ | Empirical Risk Minimizer (ERM) |
| $h_{\text{priv}}$ | aggregated classifier in PATE |
| $h_{\text{agg}}$ | privately aggregated classifier in PATE |
| $h_{\text{agg}}^\infty$ | infinite ensemble classifier |
| $K$ | number of teachers |
| $\ell$ | labeling budget |
| $m$ | number of unlabeled student points |
| $n$ | number of labeled teacher points |
| $[n]$ | $\{1, 2, \ldots, n\}$ | integer set |
| $O$ | big O notation hiding poly-logarithmic factors |
| $r(x)$ | $E[y|x]$ | regression function from $x$ to $y$ |
| $T$ | cut-off threshold |
| $\mathcal{X}$ | feature space |
| $\mathcal{Y}$ | $\{0,1\}$ | label space |
| $\mathcal{Z}$ | $\mathcal{X} \times \mathcal{Y}$ | sample space |
| $\mathcal{Z}^*$ | $\bigcup_{n \in \mathbb{N}} \mathcal{Z}^n$ | space of a dataset of unspecified size |
| $\alpha$ | excess risk |
| $\beta, \gamma$ | failure probabilities |
| $\epsilon, \delta$ | Definition 1 | parameters of differential privacy |
| $\nu, \xi$ | Definition 17 | parameters of high margin condition |
| $\tau$ | Definition 8 | parameter of the Tsybakov noise condition |
| $\theta$ | Hanneke (2014) | disagreement coefficient of active learning |
| $\Delta$ | Eq. 1 | realized margin |
| $\Delta$ | Eq. 4 | expected margin |
| $\perp$ | randomly assigned label |
| $\vee$ | $X \vee Y = \max\{X,Y\}$ | max operation |
| $\leq, \geq$ | inequalities hiding logarithmic factors |
| $c, c', C$ | constants |
Algorithm 1 Standard PATE (Papernot et al., 2018)

Input: “Teachers” \( \hat{h}_1, \ldots, \hat{h}_K \) trained on disjoint subsets of the private data. “Nature” chooses an adaptive sequence of data points \( x_1, \ldots, x_\ell \). Privacy parameters \( \epsilon, \delta > 0 \).

1: Find \( \sigma \) such that \( \sqrt{\frac{2\ell \log(1/\delta)}{\sigma^2}} + \frac{\ell}{2\sigma^2} = \epsilon \).
2: Nature chooses \( x_1 \).
3: for \( j \in [\ell] \) do
4: Output \( \hat{y}_j \leftarrow 1(\sum_{k=1}^K \hat{h}_k(x_j) + N(0, \sigma^2) \geq K/2) \).
5: Nature chooses \( x_{j+1} \) adaptively (as a function of the output vector till time \( j \)).
6: end for

best hypothesis \( h^* \) is defined as \( h^* = \arg\min_{h \in \mathcal{H}} \text{Err}(h) \), and the Empirical Risk Minimizer (ERM) \( \hat{h} \) is defined as \( \hat{h} = \arg\min_{h \in \mathcal{H}} \overline{\text{Err}}(h) \). \( \hat{h}_{\text{agg}} \) is used to denote the aggregated classifier in the PATE framework. \( \hat{h}_{\text{priv}} \) denotes the privately aggregated one. The expected disagreement between a pair of hypotheses \( h_1 \) and \( h_2 \) with respect to the distribution \( D_X \) is defined as \( \text{Dis}(h_1, h_2) = \mathbb{E}_{x \sim D_X} \left[ 1(h_1(x) \neq h_2(x)) \right] \). The empirical disagreement between a pair of hypotheses \( h_1 \) and \( h_2 \) with respect to a dataset \( \{(x_i, y_i) | i \in [n]\} \) is defined as \( \hat{\text{Dis}}(h_1, h_2) = \frac{1}{n} \sum_{i=1}^n \mathbb{1}(h_1(x_i) \neq h_2(x_i)) \). Throughout this paper, we use standard big \( O \) notations; and to improve the readability, we use \( \lesssim \) and \( \tilde{O} \) to hide poly-logarithmic factors. For reader’s easy reference, we summarize the symbol and notations above in Table 2.

3.2 Differential Privacy and Private Learning

Now we formally introduce differential privacy.

Definition 1 (Differential Privacy (Dwork and Roth, 2014)) A randomized algorithm \( \mathcal{M} : \mathcal{Z}^* \to \mathcal{R} \) is \( (\epsilon, \delta) \)-DP (differentially private) if for every pair of neighboring datasets \( D, D' \in \mathcal{Z}^* \) (denoted by \( \|D - D'\|_1 = 1 \)) for all \( S \subseteq \mathcal{R} \):

\[
\mathbb{P}(\mathcal{M}(D) \in S) \leq e^\epsilon \cdot \mathbb{P}(\mathcal{M}(D') \in S) + \delta.
\]

The definition says that if an algorithm \( \mathcal{M} \) is DP, then no adversary can use the output of \( \mathcal{M} \) to distinguish between two parallel worlds where an individual is in the dataset or not. \( \epsilon, \delta \) are privacy loss parameters that quantify the strength of the DP guarantee. The closer they are to 0, the stronger the guarantee is.

The problem of DP learning aims at designing a randomized training algorithm that satisfies Definition 1. More often than not, the research question is about understanding the privacy-utility trade-offs and characterizing the Pareto optimal frontiers.

3.3 PATE and Model-Agnostic Private Learning

There are different ways we can instantiate the PATE framework to privately aggregate the teachers’ predicted labels. The simplest, described in Algorithm 1, uses Gaussian mechanism to perturb the voting score.

An alternative approach due to (Bassily et al., 2018b) uses the Sparse Vector Technique (SVT) in a nontrivial way to privately label substantially more data points in the cases when
Algorithm 2 SVT-based PATE (Bassily et al., 2018b)

Input: “Teacher” classifiers $\hat{h}_1, ..., \hat{h}_K$ trained on disjoint subsets of the private data. “Nature” chooses an adaptive sequence of data points $x_1, ..., x_\ell$. Unstable cut-off $T$, privacy parameters $\epsilon, \delta > 0$.

1: Nature chooses $x_1$.
2: $\lambda \leftarrow \frac{\sqrt{2T(\epsilon + \log(2/\delta))} + \sqrt{2T\log(2/\delta)}}{\epsilon}.$
3: $w \leftarrow 3\lambda \log(2(\ell + T)/\delta), \hat{w} \leftarrow w + \text{Lap}(\lambda)$.
4: $c \leftarrow 0$.
5: for $j \in [\ell]$ do
6: \hspace{1em} $\text{dist}_j \leftarrow \max\{0, \lceil \frac{\hat{\Delta}(x_j)}{2} \rceil - 1\}$.
7: \hspace{1em} $\hat{\text{dist}}_j \leftarrow \text{dist}_j + \text{Lap}(2\lambda)$.
8: \hspace{1em} if $\hat{\text{dist}}_j > \hat{w}$ then
9: \hspace{2em} Output $\hat{y}_j \leftarrow 1(\sum_{k=1}^{K} \hat{h}_k(x_j) \geq K/2)$.
10: \hspace{1em} else
11: \hspace{2em} Output $\hat{y}_j \leftarrow \perp$.
12: \hspace{1em} $c \leftarrow c + 1$, break if $c \geq T$.
13: \hspace{1em} $\hat{w} \leftarrow w + \text{Lap}(\lambda)$.
14: \hspace{1em} end if
15: Nature chooses $x_{j+1}$ adaptively (based on $\hat{y}_1, ..., \hat{y}_j$).
16: end for

teacher ensemble’s predictions are stable for most input data. The stability is quantified in terms of the margin function, defined as

$$\hat{\Delta}(x) := \left| 2 \sum_{k=1}^{K} \hat{h}_k(x) - K \right|,$$

which measures the absolute value of the difference between the number of votes (see Algorithm 2).

In both algorithms, the privacy budget parameters $\epsilon, \delta$ are taken as an input and the following privacy guarantee applies to all input datasets.

**Theorem 2** Algorithm 1 and 2 are both ($\epsilon, \delta$)-DP.

Careful readers may note the slightly improved constants in the formula for calibrating privacy than when these methods were first introduced. We include the new proof based on the concentrated differential privacy (Bun and Steinke, 2016) approach in the Appendix A.

The key difference between the two private-aggregation mechanisms is that the standard PATE pays for a unit privacy loss for every public data point labeled, while the SVT-based PATE essentially pays only for those queries where the voted answer from the teacher ensemble is close to be unstable (those with a small margin). Combining this intuition with the fact that the individual classifiers are accurate — by the statistical learning theory, they are — the corresponding majority voting classifier can be shown to be accurate with a large margin. These two critical observations of Bassily et al. (2018b) lead to the first learning
theoretic guarantees for SVT-based PATE. For completeness, we include this result with a concise new proof in Appendix A.

**Lemma 3 (Adapted from Theorem 3.11 of Bassily et al. (2018a))** If the classifiers \( \hat{h}_1, \ldots, \hat{h}_K \) and the sequence \( x_1, \ldots, x_\ell \) obey that there are at most \( T \) of them such that \( \hat{\Delta}(x_k) < K/3 \) for \( K = 136 \log(4\ell T / \min(\delta, \beta/2)) \cdot \sqrt{T \log(2/\delta)} / \epsilon \). Then with probability at least \( 1 - \beta \), Algorithm 2 finishes all \( \ell \) queries and for all \( i \in [\ell] \) such that \( \hat{\Delta}(x_i) \geq K/3 \), the output of Algorithm 2 is \( \hat{h}_{agg}(x_i) \).

**Lemma 4 (Lemma 4.2 of Bassily et al. (2018a))** If the classifiers \( \hat{h}_1, \ldots, \hat{h}_K \) obey that each of them makes at most \( B \) mistakes on data \( (x_1, y_1), \ldots, (x_\ell, y_\ell) \), then

\[
\left| \left\{ i \in [\ell] \mid \sum_{k=1}^{K} 1(\hat{h}_k(x_i) \neq y_i) \geq \frac{K}{3} \right\} \right| \leq 3B.
\]

Lemma 4 implies that if the individual classifiers are accurate — by the statistical learning theory, they are — the corresponding majority voting classifier is not only nearly as accurate, but also has sufficiently large margin that satisfies the conditions in Lemma 3.

Next, we state and provide a straightforward proof of the following results due to (Bassily et al., 2018a). The results are already stated in the referenced work in the form of sample complexities, but we include a more direct analysis of the error bound and clarify a few technical subtleties.

**Algorithm 3 PATE-PSQ**

**Input:** Labeled private teacher dataset \( D^T \), unlabeled public student dataset \( D^S \), unstable query cutoff \( T \), privacy parameters \( \epsilon, \delta > 0 \); number of splits \( K \).

1: Randomly and evenly split the teacher dataset \( D^T \) into \( K \) parts \( D_k^T \subseteq D^T \) where \( k \in [K] \).

2: Train \( K \) classifiers \( \hat{h}_k \in \mathcal{H} \), one from each part \( D_k^T \).

3: Call Algorithm 2 with parameters \( (\hat{h}_1, \ldots, \hat{h}_K), D^S, T, \epsilon, \delta \) and \( \ell = m \) to obtain pseudo-labels for the public dataset \( \hat{y}_1^S, \ldots, \hat{y}_m^S \) (Alternatively, call Algorithm 1 with parameters \( (\hat{h}_1, \ldots, \hat{h}_K), D^S, \epsilon, \delta, \ell = m \))

4: For those pseudo labels that are \( \perp \), assign them arbitrarily to \( \{0, 1\} \).

**Output:** \( \hat{h}^S \) trained on pseudo-labeled student dataset.

**Theorem 5 (Adapted from Theorems 4.6 and 4.7 of (Bassily et al., 2018a))** Set

\[
T = 3 \left( \mathbb{E} \left[ \text{Err}(\hat{h}_1) \right] m + \sqrt{m \log(m/\beta)} \right),
\]

\[
K = O \left( \frac{\log(mT/\min(\delta, \beta)) \sqrt{T \log(1/\delta)}}{\epsilon} \right).
\]
Let \( \hat{h}^S \) be the output of Algorithm 3 that uses Algorithm 2 for privacy aggregation. With probability at least \( 1 - \beta \) (over the randomness of the algorithm and the randomness of all data points drawn i.i.d.), we have

\[
\text{Err}(\hat{h}^S) \leq \tilde{O}\left(\frac{d^2m\log(1/\delta)}{n^2\epsilon^2} + \sqrt{\frac{d}{m}}\right)
\]

for the realizable case, and

\[
\text{Err}(\hat{h}^S) \leq 13\text{Err}(h^*) + \tilde{O}\left(\frac{m^{1/3}d^{2/3}}{n^{2/3}\epsilon^{2/3}} + \sqrt{\frac{d}{m}}\right)
\]

for the agnostic case 1.

We provide a self-contained proof of this result in Appendix A.

Remark 6 (Error bounds when \( m \) is sufficiently large) Notice that we do not have to label all public data, so when we have a large number of public data, we can afford to choose \( m \) to be smaller so as to minimize the bound. That gives us a \( \tilde{O}\left(\frac{d}{n^{2/3}\epsilon^{2/3}}\right) \) error bound for the realizable case and a \( O(\text{Err}(h^*)) + \tilde{O}\left(\frac{d^{3/5}}{n^{2/5}\epsilon^{2/5}}\right) \) error bound for the agnostic case 2.

3.4 Disagreement-Based Active Learning

We adopt the disagreement-based active learning algorithm that comes with strong learning bounds (see, e.g., an excellent treatment of the subject in (Hanneke, 2014)). The exact algorithm, described in Algorithm 4, keeps updating a subset of the hypothesis class \( \mathcal{H} \) called a version space by collecting labels only from those data points from a certain region of disagreement and eliminates candidate hypothesis that are certifiably suboptimal.

Definition 7 (Region of disagreement (Hanneke, 2014)) For a given hypothesis class \( \mathcal{H} \), its region of disagreement is defined as a set of data points over which there exists two hypotheses disagreeing with each other,

\[
\text{DIS}(\mathcal{H}) = \{x \in \mathcal{X} : \exists h, g \in \mathcal{H} \text{ s.t. } h(x) \neq g(x)\}.
\]

Region of disagreement is the key concept of the disagreement-based active learning algorithm. It captures the uncertainty region of data points for the current version space. The algorithm is fed a sequence of data points and runs in the online fashion, whenever there exists a data point in this region, its label will be queried. Then any bad hypotheses will be removed from the version space.

The algorithm, as it is written, is not directly implementable, as it represents the version spaces explicitly, but there are practical implementations that avoids explicitly representing the versions spaces by a reduction to supervised learning oracles. In our experiments, we implement the PATE-ASQ algorithm and show it works well in practice while no explicit region of disagreement is maintained.

1. The numerical constant 13 might be improvable (and it is indeed worse than the result stated in Bassily et al. (2018b)), though we decide to present this for the simplicity of the proof.
2. These correspond to the \( O((d/\alpha)^{3/2}) \) sample complexity bound in Theorem 4.6 of (Bassily et al., 2018a) for realizable PAC learning for error \( \alpha \); and the \( \tilde{O}(d^{3/2}/\alpha^{3/2}) \) sample complexity bound in Theorem 4.7 of (Bassily et al., 2018a) for agnostic PAC learning with error \( O(\alpha + \text{Err}(h^*)) \). The privacy parameter \( \epsilon \) is taken as a constant in these results.
Algorithm 4 Disagreement-Based Active Learning (Hanneke, 2014)

**Input:** A “data stream” $x_1, x_2, \ldots$ sampled i.i.d. from distribution $\mathcal{D}$. A hypothesis class $\mathcal{H}$. An on-demand “labeling service” that outputs label $y_i \sim P(y|x = x_i)$ when requested at time $i$. Parameter $\ell, m, \gamma$.

1: Initialize the version space $V \leftarrow \mathcal{H}$.
2: Initialize the selected dataset $Q \leftarrow \emptyset$.
3: Initialize “Current Output” to be any $h \in \mathcal{H}$.
4: Initialize “Counter” $c \leftarrow 0$.
5: for $j \in [m]$ do
6:  if $x_j \in \text{DIS}(V)$ then
7:   “Request for label” for $x_j$ and get back $y_j$ from the “labeling service”.
8:   Update $Q \leftarrow Q \cup \{(x_j, y_j)\}$.
9:   $c \leftarrow c + 1$.
10: end if
11: if $\log_2(j) \in \mathbb{N}$ then
12:   Update $V \leftarrow \{h \in V : (\text{Err}_Q(h) - \min_{g \in V} \text{Err}_Q(g))|Q| \leq \mathcal{U}(j, \gamma_j)\}$,
where
\[
\mathcal{U}(j, \gamma_j) = c' \left( d \log(\theta(d/j)) + \log(1/\gamma_j) \right) / j + c' \sqrt{\text{Err}(h^*)(d \log(\theta(\text{Err}(h^*))) + \log(1/\gamma_j))} / j,
\]
$c'$ is a constant, and $\gamma_j = \gamma / (\log_2(2j))^2$.
13: end if
14: if $c \geq \ell$ then
15:   Break.
16: end if
17: end for

**Output:** Return “Current Output”. 
4. Main Results

In Section 4.1 and 4.2, we present a more refined theoretical analysis of PATE-PSQ (Algorithm 3) that uses SVT-based PATE (Algorithm 2) as the subroutine. Our results provide stronger learning bounds and new theoretical insights under various settings. In Section 4.3, we propose a new active learning based method and show that we can obtain qualitatively the same theoretical gain while using the simpler (an often more practical) Gaussian mechanism-based PATE (Algorithm 1) as the subroutine. For comparison, we also include an analysis of standard PATE (with Gaussian mechanism) in Appendix A. Table 1 summarizes these technical results.

4.1 Improved Learning Bounds under TNC

Recall that our motivation is to analyze PATE in the cases when the best classifier does not achieve 0 error and that existing bound presented in Theorem 5 is vacuous if \( \text{Err}(h^*) > 1/26 \).

The error bound of \( \hat{h}^S \) does not match the performance of \( h^* \) even as \( m, n \to \infty \) and even if we output the voted labels without adding noise. This does not explain the empirical performance of Algorithm 3 reported in Papernot et al. (2017, 2018) which demonstrates that the retrained classifier from PATE could get quite close to the best non-private baselines even if the latter are far from being perfect. For instance, on Adult dataset and SVHN dataset, the non-private baselines have accuracy 85% and 92.8% and PATE achieves 83.7% and 91.6% respectively.

To understand how PATE works in the regime where the best classifier \( h^* \) obeys that \( \text{Err}(h^*) > 0 \), we introduce a large family of learning problems that satisfy the so-called Tsybakov Noise Condition (TNC), under which we show that PATE is consistent with fast rates. To understand TNC, we need to introduce a few more notations. Let label \( y \in \{0, 1\} \) and define the regression function \( r(x) = \mathbb{E}[y|x] \). The Tsybakov noise condition is defined in terms of the distribution of \( r(x) \).

**Definition 8 (Tsybakov noise condition)** The joint distribution of the data \((x, y)\) satisfies the Tsybakov noise condition with parameter \( \tau \) if there exists a universal constant \( C > 0 \) such that for all \( t \geq 0 \)

\[
\mathbb{P}(|r(x)| \leq t) \leq Ct^{\tau - \tau}. 
\]

Note that when \( r(x) = 0.5 \), the label is purely random and when \( r(x) = 0 \) or 1, \( y \) is a deterministic function of \( x \). The Tsybakov noise condition essentially is reasonable “low noise” condition that does not require a uniform lower bound of \( |r(x)| \) for all \( x \). When the label-noise is bounded for all \( x \), e.g., when \( y = h^*(x) \) with probability 0.6 and \( 1 - h^*(x) \) with probability 0.4, then the Tsybakov noise condition holds with \( \tau = 1 \). The case when \( \tau = 1 \) is also known as the Massart noise condition or bounded noise condition in the statistical learning literature.

For our purpose, it is more convenient to work with the following equivalent definition of TNC, which is equivalent to Definition 8 (see a proof from Bousquet et al. (2004, Definition 7)).

**Lemma 9 (Equivalent definition of TNC)** We say that a distribution of \((x, y)\) satisfies the Tsybakov noise condition with parameter \( \tau \in [0, 1] \) if and only if there exists \( \eta \in [1, \infty) \)
such that, for every labeling function $h$,  
\[ \text{Dis}(h, h_{\text{Bayes}}) \leq \eta (\text{Err}(h) - \text{Err}(h_{\text{Bayes}}))^\tau. \]  
(2)

where $h_{\text{Bayes}}(x) = 1(r(x) > 0.5)$ is the Bayes optimal classifier.

In the remainder of this section, we make the assumption that the Bayes optimal classifier $h_{\text{Bayes}} \in \mathcal{H}$ and works with the slightly weaker condition that requires (2) to hold only for $h \in \mathcal{H}$ and that we replace $h_{\text{Bayes}}$ by the optimal classifier $h^* \in \mathcal{H}$.  

We emphasize that the Tsybakov noise condition is not our invention. It has a long history from statistical learning theory to interpolate between the realizable setting and the agnostic setting. Specifically, problems satisfying TNC admit fast rates. For $\tau \in [0, 1]$, the empirical risk minimizer achieves an excess risk of $\tilde{O}(1/n^{1/(2-\tau)})$, which clearly interpolates the realizable case of $O(1/n)$ and the agnostic case of $O(1/\sqrt{n})$.

Next, we give a novel analysis of Algorithm 3 under TNC. The analysis is simple but revealing, as it not only avoids the strong assumption that requires $\text{Err}(h^*)$ to be close to 0, but also achieves a family of fast rates which significantly improves the sample complexity of PATE learning even for the realizable setting.

**Theorem 10 (Utility guarantee of Algorithm 3 under TNC)** Assume the data distribution $D$ and the hypothesis class $\mathcal{H}$ obey the Tsybakov noise condition with parameter $\tau$. Then Algorithm 3 with  
\[ T = \tilde{O}\left(\left(\frac{m^{2-\tau}d^\tau}{n^{1-\tau}}\right)^{1-2\tau}\right), \]  
\[ K = O\left(\frac{\log(mT/\min(\delta, \beta))}{\epsilon} T \log(1/\delta)\right), \]

obeys that with probability at least $1 - \beta$:  
\[ \text{Err}(\hat{h}^S) \leq \text{Err}(h^*) + \tilde{O}\left(\frac{d}{m} + \left(\frac{md^2}{n^2 \epsilon^2}\right)^{\frac{4}{1-2\tau}}\right). \]

**Remark 11 (Bounded noise case)** When $\tau = 1$, the Tsybakov noise condition is implied by the bounded noise assumption, a.k.a., Massart noise condition, where the labels are generated by the Bayes optimal classifier $h^*$ and then toggled with a fixed probability less than 0.5. Theorem 10 implies that the excess risk is bounded by $\tilde{O}(\frac{d^2}{n \epsilon^2} + \frac{d}{m})$, with $K = \tilde{O}(\frac{dm}{n \epsilon^2})$, which implies a sample complexity upper bound of $\tilde{O}(\frac{d^2 \alpha}{\epsilon^2})$ private data points and $\tilde{O}(d/\alpha)$ public data points. The results improve over the sample complexity bound from Bassily et al. (2018b) in the stronger realizable setting from $\tilde{O}(\frac{d^3}{\alpha \epsilon^2})$ private data points and $\tilde{O}(d/\alpha)$ public data points, respectively in the private and public data.

---

3. This slightly different condition, that requires (2) to hold only for $h \in \mathcal{H}$ but with $h_{\text{Bayes}}$ replaced by the optimal classifier $h^*$ (without assuming that $h^* = h_{\text{Bayes}}$) is all we need. This is formally referred to as the Bernstein class condition by Hanneke (2014). Very confusingly, when the Tsybakov noise condition is being referred to in more recent literature, it is in fact the Bernstein class condition — a slightly weaker but more opaque definition about both the hypothesis class $\mathcal{H}$ and the data generating distribution.
Remark 12 (Optimal choice of \(m\)) The upper bound above can be minimized by choosing \(m^* = (d^{4\tau}n^{2\tau\varepsilon^{2\tau}})^{\frac{1}{4\tau}}\). When number of available public data points \(m \geq m^*\), then \(m\) is not a limiting factor and we should subsample these data points. When \(m < m^*\), then \(d/m\) is the leading factor, we should use all \(m\) data points.

There are two key observations behind the improvement. First, the teacher classifiers do not have to agree on the labels \(y\) as in Lemma 4; all they have to do is to agree on something for the majority of the data points. Conveniently, the Tsybakov noise condition implies that the teacher classifiers agree on the Bayes optimal classifier \(h^*\). Second, when the teachers agree on \(h^*\), the synthetic learning problem with the privately released pseudo-labels is nearly realizable. These intuitions can be formalized with a few lemmas, which will be used in the proof of Theorem 10.

Lemma 13 (Performance of teacher classifier w.r.t. \(h^*\)) With probability \(1 - \gamma\) over the training data of \(\hat{h}_1, \ldots, \hat{h}_K\), assume \(h^* \in \mathcal{H}\) is the Bayes optimal classifier and Tsybakov noise condition with parameter \(\tau\), then there is a universal constant \(C\) such that for all \(k = 1, 2, 3, \ldots, K\)

\[
\text{Dis}(\hat{h}_k, h^*) \leq C \left( \frac{dK \log(n/d) + \log(K/\gamma)}{n} \right)^{\frac{\tau}{2\tau}}.
\]

Proof By the equivalent definition of the Tsybakov noise condition and then the learning bounds under TNC (Lemma 38),

\[
\text{Dis}(\hat{h}_k, h^*) \leq \eta (\text{Err}(\hat{h}_k, h^*) - \text{Err}(h^*))^\tau \leq C \left( \frac{dK \log(n/d) + \log(K/\gamma)}{n} \right)^{\frac{\tau}{2\tau}}.
\]

Lemma 14 (Total number of mistakes made by one teacher) Under the condition of Lemma 13, with probability \(1 - \gamma\), for all \(k = 1, 2, \ldots, K\) the total number of mistakes made by one teacher classifier \(\hat{h}_k\) with respect to \(h^*\) can be bounded as:

\[
\sum_{j=1}^{m} 1(\hat{h}_k(x_j) \neq h^*(x_j)) \leq O \left( \max \left\{ m\text{Dis}(\hat{h}_k, h^*), \log \left( \frac{K}{\gamma} \right) \right\} \right).
\]

Proof Number of mistakes made by \(\hat{h}_k\) with respect to \(h^*\) is the empirical disagreement between \(\hat{h}_k\) and \(h^*\) on \(m\) data points, therefore, by Bernstein’s inequality (Lemma 35),

\[
\sum_{j=1}^{m} 1(\hat{h}_k(x_j) \neq h^*(x_j)) \leq O \left( m\text{Dis}(\hat{h}_k, h^*) + \sqrt{m\text{Dis}(\hat{h}_k, h^*) \log \left( \frac{K}{\gamma} \right)} + \log \left( \frac{K}{\gamma} \right) \right)
\]

\[
\leq O \left( \max \left\{ m\text{Dis}(\hat{h}_k, h^*), \log \left( \frac{K}{\gamma} \right) \right\} \right).
\]

Using the above two lemmas we establish a bound on the number of examples where the differentially privately released labels differ from the prediction of \(h^*\).
Lemma 15 (Total queries and cut-off budget) Let Algorithm 3 be run with the number of teachers $K$ and the cut-off parameter $T$ chosen according to Theorem 10. Assume the conditions of Lemma 13. Then with high probability ($\geq 1 - \beta$ over the random coins of Algorithm 3 alone and conditioning on the high probability events of Lemma 13 and Lemma 14), Algorithm 3 finishes all $m$ queries without exhausting the cut-off budget and that

$$\sum_{j=1}^{m} 1(\hat{h}_{j}^{\text{priv}} \neq h^*(x_j)) \leq T.$$ 

The $\tilde{O}$ notation in the choice of $K$ and $T$ hides polynomial factors of $\log(K/\gamma), \log(m/\beta)$ where $\gamma$ is from Lemma 13 and 14.

Proof Denote the bound from Lemma 14 by $B$. By the same Pigeon hole principle argument as in Lemma 4 (but with $y$ replaced by $h^*$), we have that the number of queries that have margin smaller than $K/6$ is at most $3B = \tilde{O}(\max\{m\text{Dis}(\hat{h}_k, h^*), \log(K/\gamma)\})$. The choice of $K$ ensures that with high probability, over the Laplace random variables in Algorithm 2, in at least $m - 3B$ queries where the answer $\hat{y}_j = h^*(x_j)$, i.e.,

$$\sum_{j=1}^{m} 1(\hat{h}_{j}^{\text{priv}} \neq h^*(x_j)) \leq 3B := T.$$ 

Now we are ready to put everything together and prove Theorem 10.

Proof [Proof of Theorem 10] Denote $\hat{h} = \arg\min_{h \in H} \tilde{\text{Dis}}(h, h^*)$ where $\tilde{\text{Dis}}$ is the empirical average of the disagreements over the data points that students have\(^4\). By the triangular inequality of the $0 - 1$ error,

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \text{Dis}(\hat{h}^S, h^*) \leq \tilde{\text{Dis}}(\hat{h}^S, h^*) + 4\frac{(d + \log(4/\gamma))}{m} + \frac{2\sqrt{\text{Dis}(\hat{h}^S, h^*)}}{m}$$

$$\leq 2\tilde{\text{Dis}}(\hat{h}^S, h^*) + \frac{5(d + \log(4/\gamma))}{m},$$

where the second line follows from the uniform Bernstein’s inequality — apply the first statement Lemma 36 in Appendix C with $z = h^*(x)$ and the third line is due to $a + 2\sqrt{ab} + b \leq 2a + 2b$ for non-negative $a, b$.

\(^4\) Note that in this case we could take $\hat{h} = h^*$ since $h^* \in H$. We are defining this more generally so later we can substitute $h^*$ with other label vector that are not necessarily generated by any hypothesis in $H$. 
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By the triangular inequality, we have \( \hat{\text{Dis}}(\hat{h}^S, h^*) \leq \hat{\text{Dis}}(\hat{h}^S, \hat{h}^{\text{priv}}) + \hat{\text{Dis}}(\hat{h}^{\text{priv}}, h^*) \), therefore

\[
(3) \leq 2\hat{\text{Dis}}(\hat{h}^S, \hat{h}^{\text{priv}}) + 2\hat{\text{Dis}}(\hat{h}^{\text{priv}}, h^*) + \frac{5(d + \log(4/\gamma))}{m} \leq 2\hat{\text{Dis}}(\tilde{h}, \hat{h}^{\text{priv}}) + 2\hat{\text{Dis}}(\hat{h}^{\text{priv}}, h^*) + \frac{5(d + \log(4/\gamma))}{m} \leq 2\hat{\text{Dis}}(\tilde{h}, h^*) + 4\hat{\text{Dis}}(\hat{h}^{\text{priv}}, h^*) + \frac{5(d + \log(4/\gamma))}{m} = 4\hat{\text{Dis}}(\hat{h}^{\text{priv}}, h^*) + \frac{5(d + \log(4/\gamma))}{m}.
\]

In the second line, we applied the fact that \( \hat{h}^S \) is the minimizer of \( \hat{\text{Dis}}(\hat{h}, \hat{h}^{\text{priv}}) \); in the third line, we applied triangular inequality again and the last line is true because \( \hat{\text{Dis}}(\tilde{h}, h^*) = 0 \) since \( \tilde{h} \) is the minimizer and that \( h^* \in \mathcal{H} \).

Recall that \( T \) is the unstable cutoff in Algorithm 3. The proof completes by invoking Lemma 15 which shows that the choice of \( T \) is appropriate such that \( \text{Dis}(\hat{h}^{\text{priv}}, h^*) \leq T/m \) with high probability.

In the light of the above analysis, it is clear that the improvement from our analysis under TNC are two-folds: (1) We worked with the disagreement with respect to \( h^* \) rather than \( y \). (2) We used a uniform Bernstein bound rather than a uniform Hoeffding bound that leads to the faster rate in terms of the number of public data points needed.

Remark 16 (Reduction to ERM) The main challenge in the proof is to appropriately take care of \( \hat{h}^{\text{priv}} \). Although we are denoting it as a classifier, it is in fact a vector that is defined only on \( x_1, \ldots, x_m \) rather than a general classifier that can take any input \( x \). Since we are using the SVT-based Algorithm 2, \( \hat{h}^{\text{priv}} \) is only well-defined for the student dataset. Moreover, these privately released “pseudo-labels” are not independent, which makes it infeasible to invoke a generic learning bound such as Lemma 37. Our solution is to work with the empirical risk minimizer (ERM, rather than a generic PAC learner as a blackbox) and use uniform convergence (Lemma 36) directly. This is without loss of generality because all learnable problems are learnable by (asymptotic) ERM (Vapnik, 1995; Shalev-Shwartz et al., 2010).

4.2 Challenges and New Bounds under Agnostic Setting

In this section, we present a more refined analysis of the agnostic setting. We first argue that agnostic learning with Algorithm 3 will not be consistent in general and competing against the best classifier in \( \mathcal{H} \) seems not the right comparator. The form of the pseudo-labels mandate that \( \hat{h}^S \) is aiming to fit a labeling function that is inherently a voting classifier. The literature on ensemble methods has taught us that the voting classifier is qualitatively different from the individual voters. In particular, the error rate of majority voting classifier can be significantly better, about the same, or significantly worse than the average error rate of the individual voters. We illustrate this with two examples.
Example 1 (Voting fails) Consider a uniform distribution on $X = \{x_1, x_2, x_3, x_4\}$ and that the corresponding label $P(y = 1) = 1$. Let the hypothesis class be $H = \{h_1, h_2, h_3\}$ whose evaluation on $X$ are given in Figure 1. Check that the classification error of all three classifiers is 0.5. Also note that the empirical risk minimizer $\hat{h}$ will be a uniform distribution over $h_1, h_2, h_3$. The majority voting classifiers, learned with iid data sets, will perform significantly worse and converge to a classification error of 0.75 exponentially quickly as the number of classifiers $K$ goes to $\infty$.

| $y$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | Error |
|-----|-------|-------|-------|-------|-------|
| $h_1$ | 1 | 1 | 0 | 0 | 0.5 |
| $h_2$ | 1 | 0 | 1 | 0 | 0.5 |
| $h_3$ | 1 | 0 | 0 | 1 | 0.5 |
| $\hat{h}_{agg}$ | 1 | 0 | 0 | 0 | 0.75 |

Figure 1: An example where majority voting classifier is significantly worse than the best classifier in $H$.

This example illustrates that the PATE framework cannot consistently learn a VC-class in the agnostic setting in general. On a positive note, there are also cases where the majority voting classifier boosts the classification accuracy significantly, such as the following example.

Example 2 (Voting wins) If $P[\hat{h}(x) \neq y|x] \leq 0.5 - \xi$, where $\xi$ is a small constant, for all $x \in X$, then by Hoeffding’s inequality,

$$P[\hat{h}_{agg}(x) \neq y|x] = P \left[ \sum_{k=1}^{K} 1(\hat{h}_k(x) \neq y) \geq \frac{K}{2} | x \right] \leq e^{-2K\xi^2}.$$ 

Thus the error goes to 0 exponentially as $K \to \infty$.

These cases call for an alternative distribution-dependent theory of learning that characterizes the performance of Algorithm 3 more accurately.

Next, we propose two changes to the learning paradigms. First, we need to go beyond $H$ and compare with the following infinite ensemble classifier

$$h_{\infty}(x) := 1 \left( E \left[ \frac{1}{K} \sum_{k=1}^{K} \hat{h}_k(x) | x \right] \geq \frac{1}{2} \right) = 1 \left( E[\hat{h}_1(x)|x] \geq \frac{1}{2} \right).$$

The classifier outputs the majority voting result of infinitely many independent teachers, each trained on $n/K$ i.i.d. data points. As discussed earlier, this classifier can be better or worse than a single classifier $\hat{h}_1$ that takes $n/K$ data points, $\hat{h}$ that trains on all $n$ data points or $h^*$ that is the optimal classifier in $H$. Note that this classifier also changes as $n/K$ gets larger.

Considering different centers for teacher classifiers to agree on is one of the key ideas of this paper. Figure 2 shows three kinds of centers for teachers $\hat{h}_1, \hat{h}_2, ..., \hat{h}_9$ to agree on.
In Bassily et al. (2018b), the center is the true label $y$ in the realizable setting. In Section 4.1 under TNC, we analyze the performance of PATE-PSQ, where the center is the best hypothesis $h^*$. Now we are interested in the new center $h_{\text{agg}}^\infty$ for teachers to agree on.

Second, we define the expected margin for a classifier $\hat{h}_1$ trained on $n$ i.i.d. samples to be

$$\Delta_n(x) := \left| \mathbb{E}[\hat{h}_1(x)|x] - \frac{1}{2} \right|. \tag{4}$$

This quantity captures for a fixed $x \in \mathcal{X}$, how likely the teachers will agree. For a fixed learning problem $\mathcal{H}, \mathcal{D}$ and the number of i.i.d. data points $\hat{h}_1$ is trained upon, the expected margin is a function of $x$ alone. The larger $\Delta_n/K(x)$ is, the more likely that the ensemble of $K$ teachers agree on a prediction in $\mathcal{Y}$ with high-confidence. Note that unlike in Example 2, we do not require the teachers to agree on $y$. Instead, it measures the extent to which they agree on $h_{\text{agg}}^\infty(x)$, which could be any label.

When the expected margin is bounded away from 0 for $x$, then the voting classifier outputs $h_{\text{agg}}^\infty(x)$ with probability converging exponentially to 1 as $K$ gets larger. On the technical level, this definition allows us to decouple the stability analysis and accuracy of PATE as the latter relies on how good $h_{\text{agg}}^\infty$ is.

**Definition 17 (Approximate high margin)** We say that a learning problem with $n$ i.i.d. samples satisfy $(\nu, \xi)$-approximate high-margin condition if $\mathbb{P}_{x \sim D} [\Delta_n(x) > \xi] \leq \nu$.

This definition says that with high probability, except for $O(\nu m)$ data points, all other data points in the public dataset have an expected margin of at least $\xi$. Observe that every learning problem has $\xi$ that increases from 0 to 0.5 as we vary $\nu$ from 0 to 1. The realizability assumption and the Tsybakov noise condition that we considered up to this point imply upper bounds of $\nu$ at fixed $\xi$ (see more details in Remark 21). In Appendix E, we demonstrate that for the problem of linear classification on Aadult dataset — clearly an agnostic learning problem — $(\nu, \xi)$-approximate high margin condition is satisfied with a small $\nu$ and large $\xi$.

The following proposition shows that when a problem is approximate high-margin, there are choices $T$ and $K$ under which the SVT-based PATE provably labels almost all data points with the output of $h_{\text{agg}}^\infty$.

**Proposition 18** Assume the learning problem with $n/K$ i.i.d. data points satisfies $(\nu, \xi)$-approximate high-margin condition. Let Algorithm 2 be instantiated with parameters

$$T \geq \nu m + \sqrt{2\nu m \log \left( \frac{3}{\gamma} \right)} + \frac{2}{3} \log \left( \frac{3}{\gamma} \right),$$
Liu, Zhu, Chaudhuri, and Wang

\[ K \geq \max \left\{ \frac{2 \log(3m/\gamma)}{\xi^2}, \frac{3\lambda \left( \log(4m/\delta) + \log(3m/\gamma) \right)}{\xi} \right\}, \]

then with high probability (over the randomness of the \( n \) i.i.d. samples of the private dataset, \( m \) i.i.d. samples of the public dataset, and that of the randomized algorithm), Algorithm 2 finishes all \( m \) rounds and the output is the same as \( h^\text{agg}_\infty(x_i) \) for all but \( T \) of the \( i \in [m] \).

This proposition provides the utility guarantee to Algorithm 2 and generalizes Lemma 15 from fixing \( \xi = 1/6 \) into allowing much smaller \( \xi \) at a cost of increasing \( \nu \).

Next, we state the learning bounds under the approximate-high margin condition.

**Theorem 19** Assume the learning problem with \( n/K \) i.i.d. data points satisfies \((\nu,\xi)\)-approximate high-margin condition and let \( K,T \) be chosen according to Proposition 18, furthermore assume that the privacy parameter of choice \( \epsilon \leq \log(2/\delta) \), then the output classifier \( \hat{h}^S \) of Algorithm 3 in the agnostic setting satisfies that with probability \( \geq 1 - 2\gamma \),

\[
\operatorname{Err}(\hat{h}^S) - \operatorname{Err}(h^\text{agg}_\infty) \leq \min_{h \in \mathcal{H}} \operatorname{Dis}(h, h^\text{agg}_\infty) + \frac{2T}{m} + \tilde{O}\left(\sqrt{\frac{d}{m}}\right).
\]

The voting classifier \( h^\text{agg}_\infty \) is usually not in the original hypothesis class \( \mathcal{H} \), so we can take a wider view of the hypothesis class and define the voting hypothesis space \( \text{Vote}(\mathcal{H}) \) where the learning problem becomes realizable. Note if the VC dimension of \( \mathcal{H} \) is \( d \), then the VC dimension of \( \text{Vote}_K(\mathcal{H}) \leq Kd \). In practice, this suggests using ensemble methods such as AdaBoost for \( K \) iterations.

**Theorem 20** Under the same assumption of Theorem 19, suppose we train an ensemble classifier within the voting hypothesis space \( \text{Vote}_K(\mathcal{H}) \) in the student domain, then the output classifier \( \hat{h}^S \) of Algorithm 3 in the agnostic setting satisfies that with probability \( \geq 1 - 2\gamma \),

\[
\operatorname{Err}(\hat{h}^S) - \operatorname{Err}(h^\text{agg}_\infty) \leq \frac{4T}{m} + \frac{5(Kd + \log(4/\gamma))}{m} = \tilde{O}\left(\nu + \frac{\log(4/\gamma)}{m} + \frac{d\sqrt{\nu}}{\xi\sqrt{m}}\right).
\]

**Remark 21** Whether the bounds in Theorem 19 and 20 will vanish as \( m,n \to \infty \) depends strongly on how parameter \( \nu \) and \( \xi \) change as \( n/K \) gets larger. Intuitively, if the learner converges to a single classifier \( h^* \), as in the realizable case or under TNC, then we can show that the learning problem satisfy \((\nu,\xi)\)-approximate high-margin condition with \( \xi = 1/6 \) and \( \nu \leq \tilde{O}(dK/n)^{1-\tau} \). Substituting this quantities into Theorem 19 and using the fact that \( \nu \) also bounds the disagreement between \( h^* \) and \( h^\text{agg}_\infty \) allows us obtain a bound that vanishes as \( n \) gets larger. More generally, in the agnostic case, it is reasonable to assume that the “teachers” will get more confident in their individual prediction for most data points as \( n/K \to \infty \). We argue this is a more modest requirement than requiring the “teachers” to get more accurate.

5. \( \lambda = (\sqrt{2T(\epsilon + \log(2/\delta))} + \sqrt{2T\log(2/\delta)})/\epsilon \) according to Algorithm 2.
4.3 PATE with Active Student Queries

In previous subsections, we have proved stronger learning bounds for PATE framework under TNC and in agnostic setting. However, all these results are based on the variants of PATE that aim at passively releasing almost all student queries. In this section we address the following question:

Can we do even better if we cherry-pick queries to label?

The hope is that this allows us to spend privacy budget only on those queries that add new information for the interest of training a classifier, hence resulting in a more favorable privacy-utility tradeoff. Without privacy constraints, this problem is known as active learning and it is often possible to save exponentially in the number of labels needed comparing to the passive learning model.

In Algorithm 5, we propose a new algorithm called PATE with Active Student Queries (PATE-ASQ) which uses the disagreement-based active learning algorithm (Algorithm 4) as the subroutine. Then we provide its utility guarantee.

**Algorithm 5**

**Input:** Labeled private teacher dataset $D^T$, unlabeled public student dataset $D^S$, privacy parameters $\epsilon, \delta > 0$, number of splits $K$, maximum number of queries $\ell$, failure probability $\gamma$.

1. Randomly and evenly split the teacher dataset $D^T$ into $K$ parts $D^T_k \subseteq D^T$ where $k \in [K]$

2. Train $K$ classifiers $\hat{h}_k \in \mathcal{H}$, one from each part $D^T_k$.

3. Declare “Labeling Service” $\leftarrow$ Algorithm 1 with $\hat{h}_1, ..., \hat{h}_K$, $\ell$, $\epsilon, \delta$, with an unspecified “nature”.

4. Initiate an active learning oracle (e.g., Algorithm 4) with an iterator over $D^S$ being the “data stream”, hypothesis class $\mathcal{H}$, failure probability $\gamma$. Set the “labeling service” to be Algorithm 1 with parameter $\hat{h}_1, ..., \hat{h}_K$, $\ell$, $\epsilon, \delta$, and set the “nature” to be the “request for label” calls in the active learning oracle.

5. Set $\hat{h}^S$ to be the “current output” from active learning oracle.

**Output:** Return $\hat{h}^S$.

**Theorem 22 (Utility guarantee of Algorithm 5)** With probability at least $1 - \gamma$, there exists universal constants $C_1, C_2$ such that for all

$$\alpha \geq C_1 \max \left\{ \eta^{\frac{2}{\sqrt{\tau}}} \left( \frac{dK \log(n/d) + \log(2K/\gamma)}{n} \right)^{\frac{\tau}{2}}, \frac{d \log((m + n)/d) + \log(2/\gamma)}{m} \right\},$$

the output $\hat{h}^S$ of Algorithm 5 with parameter $\ell, K$ satisfying

$$\ell = C_2 \theta(\alpha) \left( 1 + \log \left( \frac{1}{\alpha} \right) \right) \left( d \log(\theta(\alpha)) + \log \left( \frac{\log(1/\alpha)}{\gamma/2} \right) \right)$$

$$K = 6\sqrt{\log(2n)}(\sqrt{\ell \log(1/\delta) + \sqrt{\ell \log(1/\delta) + \epsilon \ell}})$$
obeys that 

\[ \text{Err}(h_S^*) - \text{Err}(h^*) \leq \alpha. \]

Specifically, when we choose

\[
\alpha = C_1 \max \left\{ \eta^{\frac{2}{3} \tau} \left( \frac{dK \log(n/d) + \log(2K/\gamma)}{n} \right)^{\frac{2}{\tau}}, \frac{d \log((m + n)/d + \log(2\gamma/\delta))}{m} \right\},
\]

and also \( \epsilon \leq \log(1/\delta) \), then it follows that

\[
\text{Err}(h_S^*) - \text{Err}(h^*) = \tilde{O} \left( \max \left\{ \left( \frac{d^{1.5} \sqrt{\vartheta(\alpha) \log(1/\delta)}}{n \epsilon} \right)^{\frac{2}{\tau}}, \frac{d}{m} \right\} \right),
\]

where \( \tilde{O} \) hides logarithmic factors in \( m, n, 1/\gamma \).

**Remark 23** The bound above resembles the learning bound we obtain using the passive student queries with Algorithm 2 as the privacy procedure, except for the additional dependence on the disagreement coefficients. Interestingly, active learning achieves this bound without using the sophisticated (and often not practical) algorithmic components from DP, such as sparse sector technique to save privacy losses. Instead, we can get away with using simple Gaussian mechanism as in Algorithm 1.

**Remark 24 (Blackbox reduction, revisited)** In contrary to our discussion in Remark 16, notice that we are using Algorithm 1 instead of Algorithm 2 as the labeling services, which allows us to reduce to any learner as a blackbox. This makes it possible to state formally results even for deep neural networks or other family of methods where obtaining ERM is hard but learning is conjectured to be easy in theory and in practice.

**Remark 25 (Relationships between SVT and active learning)** There is an intriguing analogy between the Algorithm 2 which simply labels all queries with an advanced DP mechanism and Algorithm 1 which uses active learning with a simple DP mechanism. On a high level, both approaches are doing selection. Active learning selects those queries that are near the decision boundary to be informative for learning; the sparse-vector-technique approach essentially selects those queries that are not stable to spend privacy budget on.

One curious question is whether the two sets of selected data points are substantially overlapping. If not, then we might be able to combine the two and achieve even better private-utility tradeoff.

5. Experiments

In this section, we present our empirical studies of PATE-PSQ and PATE-ASQ algorithms. Section 5.1 describes how we set up our experiments, and Section 5.2 show our results.

5.1 Experimental Settings

**Algorithms compared.** We focus on comparing the classification accuracy of the passive and active learning versions of PATE on a holdout test set ("Utility") when both algorithms are calibrated to the same privacy budget \( \epsilon \) ("privacy"). To set baselines, we also compare
them with non-private versions of them (no noise added to the votes, or $\epsilon = +\infty$), denoted by PATE-PSQ-NP and PATE-ASQ-NP. We remark that the PATE-PSQ we implement is the Gaussian mechanism version (Papernot et al., 2018). While we have shown that it has higher asymptotic sample complexity comparing to the more advanced version based on SVT (Bassily et al., 2018b) (Section 4.1), we found that the Gaussian mechanism version performs better for the realistically-sized datasets that we considered. Linear models are used for all of these algorithms for simplicity. For active learning, we follow the practical implementation of the disagreement-based active learning by Yan et al. (2018), which does not require the learner to explicitly maintain the (exponentially large) region of disagreement.

Datasets. We do our experiments on three binary classification datasets, mushroom, a9a, and real-sim. All of them are obtained from LIBSVM dataset website \footnote{https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/} See Table 3 for the statistics of them. If a dataset had been previously split into training and testing parts, we combine them together and record the total number of all data points. For all datasets, 80% of all data points are randomly selected to be considered private and used to train teacher classifiers. 2% of all data points are randomly selected as public student unlabeled data points. The remaining 18% data points are reserved for testing. We repeat these random selection processes for 30 times.

| Dataset | # All | # Train | # Unlabeled | # Budget | # Test | # Dimension |
|---------|-------|---------|-------------|----------|--------|-------------|
| mushroom | 8,124 | 6,499   | 163         | 49       | 1,462  | 112         |
| a9a     | 48,842 | 39,073  | 977         | 293      | 8,792  | 123         |
| real-sim   | 72,309 | 57,847  | 1,447       | 434      | 13,015 | 20,958      |

Parameter settings. Number of teachers $K$ is set on all datasets so that each teacher classifier gets trained with approximately 100 data points. 30% of student unlabeled data points are set as the total budget of queries for PATE-ASQ and PATE-ASQ-NP. See Table 3. $\epsilon = 0.5, 1.0, 2.0$ and $\delta = 1/n$ are set as privacy parameters for all datasets, where $n$ is number of private teacher data points. All privacy accounting and calibration are conducted via AutoDP (Wang et al., 2019), and the tight analytical calibration and composition of Gaussian mechanisms are due to (Balle and Wang, 2018).

Privacy loss vs. privacy budget. Besides the privacy budget parameter $\epsilon$ that the algorithms receive as an input, it is often the case that the active learning algorithm halts before exhausting the query budget of (30% of the total number of unlabeled data points). Therefore the privacy loss incurred after running PATE-ASQ might be smaller than the prescribed privacy budget. We refer to the privacy loss $\epsilon_{\text{ex post}}$, since it is determined by the output.
Table 4: Utility and privacy results of different PATE models. **# Queries** shows the number of queries actually answered in experiments. **Accuracy** is reported as mean $\pm 1.96 \times \text{standard error}/\sqrt{30}$, i.e., 98% asymptotic confidence interval of the expected accuracy based on inverting Wald’s test. All “PATE-” prefixes of methods are omitted to improve readability.

| Dataset   | Method   | # Queries | $\epsilon$ | $\epsilon_{\text{ex post}}$ | Accuracy       |
|-----------|----------|-----------|-------------|-----------------------------|----------------|
| mushroom  | PSQ-NP   | 163       | $+\infty$  | $+\infty$                  | 0.9773 ± 0.0006 |
|           | ASQ-NP   | 47.3 ± 0.2 | $+\infty$  | $+\infty$                  | 0.9146 ± 0.0036 |
|           | PSQ      | 163       | 0.5         | 0.5                         | 0.6416 ± 0.0036 |
|           | ASQ      | 40.1 ± 0.7 | 0.5         | 0.5                         | 0.6418 ± 0.0091 |
|           | PSQ      | 163       | 1.0         | 1.0                         | 0.7534 ± 0.0045 |
|           | ASQ      | 42.9 ± 0.5 | 1.0         | 1.0                         | 0.7727 ± 0.0098 |
|           | PSQ      | 163       | 2.0         | 2.0                         | 0.8974 ± 0.0027 |
|           | ASQ      | 46.5 ± 0.3 | 2.0         | 2.0                         | 0.8858 ± 0.0059 |
| a9a       | PSQ-NP   | 977       | $+\infty$  | $+\infty$                  | 0.5555 ± 0.0157 |
|           | ASQ-NP   | 225.6 ± 5.0 | $+\infty$  | $+\infty$                  | 0.5461 ± 0.0160 |
|           | PSQ      | 977       | 0.5         | 0.5                         | 0.5040 ± 0.0034 |
|           | ASQ      | 293       | 0.5         | 0.5                         | 0.5212 ± 0.0088 |
|           | PSQ      | 977       | 1.0         | 1.0                         | 0.5171 ± 0.0050 |
|           | ASQ      | 290.8 ± 0.8 | 1.0         | 1.0                         | 0.5369 ± 0.0103 |
|           | PSQ      | 977       | 2.0         | 2.0                         | 0.5176 ± 0.0070 |
|           | ASQ      | 290.3 ± 0.9 | 2.0         | 2.0                         | 0.5543 ± 0.0089 |
| real-sim  | PSQ-NP   | 1,447     | $+\infty$  | $+\infty$                  | 0.8234 ± 0.0014 |
|           | ASQ-NP   | 434       | $+\infty$  | $+\infty$                  | 0.8289 ± 0.0008 |
|           | PSQ      | 1,447     | 0.5         | 0.5                         | 0.6355 ± 0.0065 |
|           | ASQ      | 434       | 0.5         | 0.5                         | 0.7389 ± 0.0014 |
|           | PSQ      | 1,447     | 1.0         | 1.0                         | 0.7550 ± 0.0058 |
|           | ASQ      | 434       | 1.0         | 1.0                         | 0.8040 ± 0.0009 |
|           | PSQ      | 1,447     | 2.0         | 2.0                         | 0.8025 ± 0.0037 |
|           | ASQ      | 434       | 2.0         | 2.0                         | 0.8231 ± 0.0009 |

5.2 Experimental Results

The results are presented in Table 4, where both utility (classification accuracy on the test set) and privacy (privacy budget $\epsilon$ and privacy loss $\epsilon_{\text{ex post}}$) metrics are reported. Best results in each category are marked in bold fonts. We make a few observations of the results below.

1. Given the same privacy budget, ASQ performs substantially better than PSQ in most cases. The improvement is sometimes 10% (real-sim / $\epsilon = 0.5$). The only exception is when $\epsilon = 2.0$ on the “mushroom” dataset, in which the active learning performed
substantially worse than the passive-learning counterpart in the non-private baseline as well.

2. ASQ incurs a smaller private loss $\epsilon_{ex \ post}$ than PSQ, due to possibly fewer queries being selected by the active learning algorithm than the pre-specified query budget.

3. As $\epsilon$ increases, less noise is injected by the Gaussian mechanisms, and the performance improves for both PSQ and ASQ. In the regime of small $\epsilon$ (stronger privacy), we often see a greater improvement in ASQ.

4. ASQ requires privately releasing a much smaller number of labels while maintaining comparable performances as PSQ. Although ASQ algorithms use up all labeling budget on real-sim datasets, ASQ algorithms do not run out of them on mushroom and a9a datasets in most cases.

5. ASQ-NP does not always perform better than PSQ-NP algorithms, which meets our understanding from active learning literature. It only performs better than PSQ-NP on real-sim datasets.

6. Conclusion

Existing theoretical analysis shows that PATE framework consistently learns any VC-classes in the realizable setting, but not in the more general cases. We show that PATE learns any VC-classes under Tsybakov noise condition (TNC) with fast rates. When specializing to the realizable case, our results improve the best known sample complexity bound for both the public and private data. We show that PATE is incompatible with the agnostic learning setting because it is essentially trying to learn a different class of voting classifiers which could be better, worse, or comparable to the best classifier in the base-class. Lastly, we investigated the PATE framework with active learning and showed that simple Gaussian mechanism suffices for obtaining the same fast rates under TNC. In addition, our experiments on PATE-ASQ show it works as an efficient algorithm in practice.

Future work includes understanding different selections made by sparse vector technique and active learning, as well as addressing the open theoretical problem at large — developing ERM-oracle efficient algorithm for the private agnostic learning when a public unlabeled dataset is available.
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A. Proofs of Stated Technical Results

A.1 Proofs of Existing Results

In this subsection, we provide the privacy analysis as well as reproving the results of Bassily et al. (2018b) in our notation so that it becomes clear where the improvement is coming from.

Theorem 26 (Restatement of Theorem 2) Algorithm 1 and 2 are both \((\epsilon, \delta)\)-DP.

The proof for Algorithm 1 follows straightforwardly from Gaussian mechanism because the number of “teachers” who predict 1 will have a global sensitivity of 1. The proof for Algorithm 2 is more delicate. It follows the arguments in the proof of Theorem 3.6 of Bassily et al. (2018a) for the most part, which combines the sparse vector technique (SVT) (Hardt and Rothblum, 2010) with the distance to stability approach from Thakurta and Smith (2013). The only difference in the stated result here is that we used the modern CDP approach to handle the composition which provides tighter constants.

Proof First note that the global sensitivity (Definition 41) of the vote count is 1. Algorithm 1 is a straightforward adaptive composition of \(\ell\) Gaussian mechanisms (Lemma 44), which satisfies \(\ell \cdot z\)-CDP. By Lemma 51, we get that the choice of \(\sigma\) gives us \((\epsilon, \delta)\)-differential privacy.

Let us now address Algorithm 2. First note that \(\hat{\Delta}(x_j)\) as a function of the input dataset \(D\) has a global sensitivity of 2 for all \(x_j\), thus \(\text{dist}_j\) has a global sensitivity of 1. Following the proof of Theorem 3.6 of Bassily et al. (2018a), Algorithm 2 can be considered a composition of Sparse Vector Technique (SVT) (Algorithm 6), which outputs a binary vector of \(\{\perp, \top\}\) indicating the failures and successes of passing the screening by SVT, and the distance-to-stability mechanism (Algorithm 7) which outputs \(\hat{h}^{agg}(x_j)\) for all coordinates where the output is \(\perp\). Check that the length of this binary vector is random and is between \(T\) and \(\ell\). The number of \(\top\) is smaller than \(T\). If \(\{\hat{h}^{agg}(x_j)\}\) is not revealed, then this would be the standard SVT, and the challenge is to add the additional outputs.

The key trick of the proof inspired from the privacy analysis (Lemma 48) of the distance-to-stability is to discuss the two cases. In the first case, assume for all \(j\) such that the output is \(\perp\), \(\hat{h}^{agg}(x_j)\) remains the same over \(D, D'\), then adding \(\hat{h}^{agg}(x_j)\) to the output obeys 0-DP; in the second case, assume that there exists some \(j\) where we output \(\perp\) such that, \(\hat{h}^{agg}(x_j)\) is different under \(D\) and \(D'\), then for all these \(j\) we know that \(\text{dist}_j = 0\) for both \(D\) and \(D'\). By the choice of \(\lambda, w\), we know that the second case happens with probability at most \(\delta/2\) using the tail of Laplace distribution and a union bound over all \(\ell + T\) independent Laplace random variables. Note that this holds uniformly over all possible adaptive choices of the nature, since this depends only on the added noise.

Conditioning on the event that the second case does not happen, the output of the algorithm is only the binary vector of \(\{\perp, \top\}\) from SVT. The SVT with cutoff \(T\) is an adaptive composition of \(T\) SVTs with cutoff= 1. By our choice of parameter \(\lambda\), each such SVT with cutoff= 1 obeys pure-DP with privacy parameter \(2/\lambda\), hence also satisfy CDP with parameter \(2/\lambda^2\) by Proposition 1.4 of Bun and Steinke (2016). Composing over \(T\) SVTs, we get a CDP parameter of \(2T/\lambda^2\). By Proposition 1.3 of Bun and Steinke (2016) (Lemma 51), we can convert CDP to DP. The choice of \(\lambda\) is chosen such that the composed
mechanism obeys $(\epsilon,\delta/2)$-DP. Combining with the second case above, this establishes the $(\epsilon,\delta)$-DP of Algorithm 2.

**Theorem 27 (Restatement of Theorem 5)** Set

\[
T = 3 \left( \mathbb{E}[\text{Err}(\hat{h}_1)]m + \sqrt{\frac{m \log(m/\beta)}{2}} \right),
\]

\[
K = O \left( \frac{\log(mT/\min(\delta,\beta))}{\epsilon} \sqrt{T \log(1/\delta)} \right).
\]

Let $\hat{h}^S$ be the output of Algorithm 3 that uses Algorithm 2 for privacy aggregation. With probability at least $1 - \beta$ (over the randomness of the algorithm and the randomness of all data points drawn i.i.d.), we have

\[
\text{Err}(\hat{h}^S) \leq \hat{O} \left( \frac{d^2 m \log(1/\delta)}{n^2 \epsilon^2} + \sqrt{\frac{d}{m}} \right)
\]

for the realizable case, and

\[
\text{Err}(\hat{h}^S) \leq 13 \text{Err}(h^*) + \hat{O} \left( \frac{m^{1/3} d^{2/3}}{n^{2/3} \epsilon^{2/3}} + \sqrt{\frac{d}{m}} \right)
\]

for the agnostic case.

**Proof** The analysis essentially follows the proof of Theorem 10 by replacing $h^*$ with $y$. First, by Hoeffding’s inequality, with probability $1 - \beta$ over the teacher data points, the total number of mistakes made by each teacher classifier is at most $m \mathbb{E}[\text{Err}(\hat{h}_1)] + \sqrt{m \log(m/\beta)/2}$, which is $B$ in Lemma 4. Then following Lemma 4, by choose $T = 3B = 3(m \mathbb{E}[\text{Err}(\hat{h}_1)] + \sqrt{m \log(m/\beta)/2})$, we ensure that the majority voting classifiers are correct and have high margin in at least $m - T$ examples.

**In the realizable setting.** Since $\text{Err}(h^*) = 0$ and by standard statistical learning theory in the realizable case (Lemma 37), for each teacher classifier $\hat{h}_k$ we have

\[
\text{Err}(\hat{h}_k) \leq 4 \frac{d \log(n/K) + \log(4/\gamma)}{n/K}.
\]

Substitute our choice of $K = \hat{O}(\sqrt{T \log(1/\delta)/\epsilon})$ as in Lemma 3 we get that w.h.p.

\[
\text{Err}(\hat{h}_k) \leq \hat{O} \left( \frac{d \sqrt{T \log(1/\delta)}}{n \epsilon} \right).
\]

Plug in the bound into our choice of $T = 3(m \mathbb{E}[\text{Err}(\hat{h}_1)] + \sqrt{m \log(m/\beta)/2})$, we get

\[
T \leq \hat{O} \left( \frac{dm \sqrt{T \log(1/\delta)}}{n \epsilon} + \sqrt{\frac{m \log(m/\beta)}{2}} \right).
\]
By solving the quadratic inequality, we get that $T$ obeys

$$T \leq \tilde{O}\left(\frac{d^2 m^2 \log(1/\delta)}{n^2 \epsilon^2} + \sqrt{m}\right).$$

Recall that this choice of $K$ and $T$ ensures that Algorithm 2 will have at most $T$ unstable queries during the $m$ rounds, which implies that with high probability, the privately released pseudo-labels to those “stable” queries are the same as the corresponding true labels.

Now the next technical subtlety is to deal with the dependence in the student learning problem created by the pseudo-labels via a reduction to an ERM learner. By the standard Hoeffding-style uniform convergence bound (Lemma 36),

$$\text{Err}(\hat{h}^S) \leq \tilde{\text{Err}}(\hat{h}^S) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \leq \text{Err}(\hat{h}^{priv}) + \text{Dis}(\hat{h}^{priv}, \hat{h}^S) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \leq \frac{2T}{m} + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) = \tilde{O}\left(\frac{d^2 m \log(1/\delta)}{n^2 \epsilon^2} + \sqrt{\frac{d}{m}}\right).$$

(5)

where we applied the triangular inequality in the second line, used that $\hat{h}^S$ is the minimizer of $\text{Dis}(\hat{h}^{priv}, \cdot)$ in the third line, and then combined Lemma 3 and Lemma 4 to show that under the appropriate choice of $T$ and $K$ with high probability, $\hat{h}^{priv}(x_j)$ correctly returns $y_j$ except for up to $T$ example. Finally, the choice of $T$ is substituted.

In agnostic setting. By Lemma 37, with high probability, for all teacher classifier $\hat{h}_k$ for $k = 1, ..., K$, we have

$$\text{Err}(\hat{h}_k) - \text{Err}(h^*) \leq \tilde{O}\left(\sqrt{\frac{d \log(n/K) + \log(4/\gamma)}{n/K}}\right).$$

Substitute the choice of $K = \tilde{O}(\sqrt{T \log(1/\delta)/\epsilon})$ from Lemma 3, we get

$$\text{Err}(\hat{h}_k) \leq \text{Err}(h^*) + \tilde{O}\left(\frac{d^{1/2} T^{1/4}}{n^{1/2} \epsilon^{1/2}}\right).$$

Plug in the above bound into our choice $T = 3(m \text{Err}(\hat{h}_1)) + \sqrt{m \log(m/\beta)/2}$, we get that

$$T \leq 3m \text{Err}(h^*) + \tilde{O}(\sqrt{m}) + \tilde{O}\left(\frac{md^{1/2} T^{1/4}}{n^{1/2} \epsilon^{1/2}}\right).$$

(6)
Further, we can write

\[ T \leq 2(3m\text{Err}(h^*) + \tilde{O}(\sqrt{m}) \cdot 1(\tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) \leq \frac{T}{2}) \\
+ \left(2\tilde{O}\left(\frac{md^{1/2}}{n^{1/2}e^{1/2}}\right)\right)^{4/3} \cdot 1(\tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) > \frac{T}{2}) \\
\leq 6m\text{Err}(h^*) + \tilde{O}(\sqrt{m}) + \tilde{O}\left(\frac{md^{4/3}d^{2/3}}{n^{2/3}e^{2/3}}\right), \tag{7} \]

where the first line talks about two cases of Inequality (6): (1) \( T/2 \leq T - \tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) \leq 3m\text{Err}(h^*) + \tilde{O}(\sqrt{m}) \) if \( \tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) \leq T/2 \), and (2) \( T^{3/4} \leq 2\tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) \) if \( \tilde{O}\left(\frac{md^{1/2}T^{1/4}}{n^{1/2}e^{1/2}}\right) > T/2 \); The second line is due to the indicator function is always \( \leq 1 \).

Similar to the realizable case, now we apply a reduction to ERM. By the Hoeffding’s style uniform convergence bound (implied by Lemma 36)

\[
\text{Err}(\hat{h}^S) \leq \tilde{\text{Err}}(\hat{h}^S) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \\
\leq \tilde{\text{Err}}(\hat{h}^{\text{priv}}) + \tilde{\text{Dis}}(\hat{h}^{\text{priv}}, \hat{h}^S) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \\
\leq \tilde{\text{Err}}(\hat{h}^{\text{priv}}) + \tilde{\text{Dis}}(\hat{h}^{\text{priv}}, \hat{h}_1) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \\
\leq 2\tilde{\text{Err}}(\hat{h}^{\text{priv}}) + \text{Err}(\hat{h}_1) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \\
\leq \frac{2T}{m} + \text{Err}(h^*) + \tilde{O}\left(\sqrt{\frac{d}{m}}\right) \\
\leq 13\text{Err}(h^*) + \tilde{O}\left(\frac{m^{1/3}d^{2/3}}{n^{2/3}e^{2/3}} + \sqrt{\frac{d}{m}}\right),
\]

where the second and fourth lines use the triangular inequality of \( 0 - 1 \) error, the third line uses the fact that \( \hat{h}^S \) is the empirical risk minimizer of the student learning problem with labels \( \hat{h}^{\text{priv}} \) and the fact that \( h_1 \in H \). The second last line follows from the fact that in those stable queries \( \hat{h}^{\text{priv}}(x_j) \) outputs \( y_j \), and a standard agnostic learning bound. Finally, in the last line, we obtain the stated result by substituting the upper bound of \( T \) from (7).

The results stated in Table 1 are obtained by minimizing the bound by choosing a random subset of data points to privately release labels.

### A.2 Learning bound for PATE with Gaussian Mechanism

In this subsection, we provide a theoretical analysis of the version of PATE from Papernot et al. (2017, 2018) that uses Gaussian mechanism to release the aggregated teacher labels. We will focus on the setting assuming \( \tau \)-TNC. Though this result is not our main contribution, we note that standard PATE is a practical algorithm and this is the first learning-theoretic guarantees of PATE.
Theorem 28 (Utility guarantee of Algorithm 1) Assume the data distribution $D$ and the hypothesis class $\mathcal{H}$ obey the Tsybakov noise condition with parameter $\tau$, then with probability at least $1 - \gamma$, there exists universal constant $C$ such that the output $\hat{h}_S$ of Algorithm 1 with parameter $K$ satisfying

$$K = \frac{6\sqrt{\log(2n)}(\sqrt{m\log(1/\delta)} + \sqrt{m\log(1/\delta) + \epsilon m})}{\epsilon}$$

obeys that

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \tilde{O}\left(\frac{d}{m} + \left(\frac{d\sqrt{m}}{n\epsilon}\right)^{\frac{\tau^2 - \tau}{\tau}}\right).$$

Specifically, in the realizable setting, then it follows that

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \tilde{O}\left(\frac{d}{m} + \frac{d\sqrt{m}}{n\epsilon}\right).$$

Proof By the triangular inequality of the $0 - 1$ error,

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \text{Dis}(\hat{h}^S, h^*)$$

$$\leq \text{Dis}(\hat{h}^S, \tilde{h}^{\text{priv}}) + \text{Dis}(\tilde{h}^{\text{priv}}, h^*)$$

$$\leq 2\text{Dis}(\tilde{h}^{\text{priv}}, h^*) + 2\sqrt{\frac{(d + \log(4/\gamma))\text{Dis}(\tilde{h}^{\text{priv}}, h^*)}{m}} + \frac{4(d + \log(4/\gamma))}{m}$$

$$\leq 4\text{Dis}(\tilde{h}^{\text{priv}}, h^*) + \tilde{O}\left(\frac{d}{m}\right).$$

(8)

where the third line follows from the learning bound (Lemma 37) with $\tilde{h}^{\text{priv}}$ being the labeling function for the student dataset. The last line is due to $a + 2\sqrt{ab} + b \leq 2a + 2b$ for non-negative $a, b$.

The remaining problem would be finding the upper bound of $\text{Dis}(\tilde{h}^{\text{priv}}, h^*)$. First by Lemma 13, with probability at least $1 - \gamma/2, \forall k \in [K]$ we have

$$\text{Dis}(\hat{h}_k, h^*) \lesssim \eta^{\frac{\tau^2}{\tau}} \left(\frac{dK\log(n/d) + \log(2K/\gamma)}{n}\right)^{\frac{\tau^2}{\tau}}.$$
Next, conditioning on the teachers, \( \tilde{h}^{\text{priv}} \) is independent for each input and well-defined for all input. Let \( Z \sim \mathcal{N}(0, \sigma^2) \). By Gaussian-tail bound and Markov’s inequality,

\[
\text{Dis}(\tilde{h}^{\text{priv}}, h^*) \\
\leq \mathbb{P}[|Z| \leq \sigma \sqrt{2 \log \left( \frac{2}{\beta} \right)}] \mathbb{P}\left[ \sum_{k=1}^{K} 1(\hat{h}_k(x) \neq h^*(x)) \geq \frac{K}{2} - |Z| \right] \mathbb{P}[|Z| \leq \sigma \sqrt{2 \log \left( \frac{2}{\beta} \right)}] \\
+ \mathbb{P}[|Z| > \sigma \sqrt{2 \log \left( \frac{2}{\beta} \right)}]
\]

\[
\leq \frac{1}{K/2 - \sigma \sqrt{2 \log(2/\beta)}} \sum_{k=1}^{K} \mathbb{E}[1(\hat{h}_k(x) \neq h^*(x))] + \beta \\
\leq \frac{3}{K} \sum_{k=1}^{K} \text{Dis}(\hat{h}_k, h^*) + \frac{1}{n} \\
\lesssim \eta \frac{2^{1+}}{n} \left( dK \log(n/d) + \log(2K/\gamma) \right) \frac{\tau}{2^{1+}}.
\]

In the last line, we choose \( \beta = 1/n \) and applied the assumption that \( K \geq 6\sigma \sqrt{2 \log(2n)} \).

Note that our choice of \( \sigma \) satisfies that

\[
\sqrt{\frac{2m \log(1/\delta)}{\sigma^2}} + \frac{m}{2\sigma^2} = \epsilon.
\]

Solve the equation and we find that

\[
\sigma = \sqrt{\frac{2m \log(1/\delta)}{\epsilon}} + \sqrt{\frac{2m \log(1/\delta) + 2em}{2\epsilon}}.
\]

Therefore, the choice of \( K \) is

\[
K = 6\sqrt{\log(2n)} \left( \sqrt{\frac{m \log(1/\delta)}{\epsilon}} + \sqrt{\frac{m \log(1/\delta) + em}{2\epsilon}} \right) = \tilde{O} \left( \frac{\sqrt{m}}{\epsilon} \right),
\]

where \( \epsilon \) is assumed to be small. Put everything together, and the excess risk bound is

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \tilde{O} \left( \frac{d}{m} + \left( \frac{d\sqrt{m}}{n\epsilon} \right)^{\frac{1}{2+}} \right).
\]

\[\blacksquare\]

Remark 29 When \( m \) is sufficient large \( \left( \frac{d}{m} < \left( \frac{d\sqrt{m}}{n\epsilon} \right)^{\frac{1}{2+}} \right) \), it suffices to use a subset of randomly chosen data points to optimize the bound and we obtain an excess risk bound of \( \tilde{O} \left( \left( \frac{d^{1/2}}{n\epsilon} \right)^{\frac{1}{2+}} \right) \). When \( \tau = 1 \), this yields the \( \frac{d}{(n\epsilon)^{1/3}} \) rate that matches Bassily et al. (2018b)’s analysis of SVT-based PATE. To avoid any confusions, Gaussian mechanism-based PATE is still theoretically inferior comparing to SVT-based PATE as we established in Theorem 10.
B. Deferred Proofs of Our Results in Main Paper

In this section, we present full proofs of our results shown in the main paper.

**Proposition 30 (Restatement of Proposition 18)** Assume the learning problem with \( n/K \) i.i.d. data points satisfies \( (\nu, \xi) \)-approximate high-margin condition. Let Algorithm 2 be instantiated with parameters

\[
T \geq \nu m + \sqrt{2\nu m \log \left( \frac{3}{\gamma} \right)} + \frac{2}{3} \log \left( \frac{3}{\gamma} \right)
\]

\[
K \geq \max \left\{ \frac{2\log(3m/\gamma)}{\xi^2}, \frac{3\lambda \left( \log(4m/\delta) + \log(3m/\gamma) \right)}{\xi} \right\},
\]

then with high probability (over the randomness of the \( n \) i.i.d. samples of the private dataset, \( m \) i.i.d. samples of the public dataset, and that of the randomized algorithm), Algorithm 2 finishes all \( m \) rounds and the output is the same as \( h^{agg}_\infty(x_i) \) for all but \( T \) of the \( i \in [m] \).

**Proof** By the Bernstein’s inequality, with probability \( \geq 1 - \gamma^2 \) over the i.i.d. samples of the public data, the number of queries \( j \in [m] \) with \( \Delta_{n/K}(x_j) \leq \xi \) is smaller than \( \nu m + \sqrt{2\nu m \log(1/\gamma^2)} + \frac{2}{3} \log(1/\gamma^2) \). \( T \) is an upper bound of the above quantity if we choose \( \gamma^2 = \gamma/3 \).

Conditioning on the above event, by Hoeffding’s inequality and a union bound, with probability \( \geq 1 - \gamma^3 \) over the i.i.d. samples of the private data (hence the \( K \) i.i.d. teacher classifiers), for all \( m - T \) queries with \( \Delta_{n/K}(x_i) \) larger than \( \xi \), the realized margin (defined in (1)) obeys that

\[
\hat{\Delta}(x_j) \geq \mathbb{E}[\hat{\Delta}(x_j) | x_j] - \sqrt{2K \log \left( \frac{m}{\gamma^3} \right)}
\]

\[
= 2K \Delta_{n/K}(x_i) - \sqrt{2K \log \left( \frac{m}{\gamma^3} \right)}
\]

\[
\geq 2K\xi - \sqrt{2K \log \left( \frac{m}{\gamma^3} \right)}.
\]

It remains to check that under our choice of \( T, K \), \( \hat{\text{dist}}_j > \hat{\text{w}} \) for all \( j \in [m] \) except the (up to) \( T \) exceptions.

By the tail of Laplace distribution and a union bound, with probability \( \geq 1 - \gamma_1 \), all \( m \) Laplace random variables that perturb the distance to stability \( \text{dist}_j \) in Algorithm 7 is larger than \(-2\lambda \log((m + T)/(2\gamma_1))\) and all \( T \) Laplace random variables that perturb the threshold \( \text{w} \) is smaller than \( \lambda \log((m + T)/(2\gamma_1)) \), where \( \lambda \) is chosen according to Algorithm 2. We simplify the above bound by using \( T < m \).

It suffices that \( K \) is chosen such that

\[
2K\xi - \sqrt{2K \log \left( \frac{m}{\gamma^3} \right)} - 2\lambda \log \left( \frac{m}{\gamma_1} \right) > \hat{\text{w}} + \lambda \log \left( \frac{m}{\gamma_1} \right).
\]

7. \( \lambda = (\sqrt{2T(\epsilon + \log(2/\delta))} + \sqrt{2T \log(2/\delta)})/\epsilon \) according to Algorithm 2.
Substitute Algorithm 2’s choice \( w = 3\lambda \log(2(m + T)/\delta) \leq 3\lambda \log(4m/\delta). \) Assume \( K \geq 2 \log(m/\gamma_3)/\xi^2 \), we have \( 2K \xi - \sqrt{2K \log(m/\gamma_3)} \geq K \xi, \) thus it suffices that further \( K \xi > 3\lambda \left( \log(4m/\delta) + \log(m/\gamma_1) \right). \)

The proof is complete by taking \( \gamma_2 = \gamma_3 = \gamma/3 \) and take union bound over all high probability events described above. \( \blacksquare \)

**Theorem 31 (Restatement of Theorem 19)** Assume the learning problem with \( n/K \) i.i.d. data points satisfies \((\nu, \xi)\)-approximate high-margin condition and let \( K, T \) be chosen according to Proposition 18, furthermore assume that the privacy parameter of choice \( \epsilon \leq \log(2/\delta), \) then the output classifier \( \hat{h}^S \) of Algorithm 3 in the agnostic setting satisfies that with probability \( \geq 1 - 2\gamma, \)

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^\infty) \leq \min_{h \in \mathcal{H}} \text{Dis}(h, h^\infty) + \frac{2T}{m} + \tilde{O}(\sqrt{\frac{d}{m}}) \leq \min_{h \in \mathcal{H}} \text{Dis}(h, h^\infty) + 2\nu + \tilde{O}(\sqrt{\frac{d}{m}}). \tag{9}
\]

**Proof** We follow a similar argument as in the proof of Theorem 10, but replace \( h^* \) with \( h^\infty. \) Define \( \hat{h} = \arg\min_{h \in \mathcal{H}} \tilde{\text{Dis}}(h, h^\infty). \) By the triangular inequality of the 0–1 error and Lemma 36 in Appendix C,

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^\infty) \leq \tilde{\text{Dis}}(\hat{h}^S, h^\infty) \leq \tilde{\text{Dis}}(\hat{h}^S, \hat{h}^\priv) + \tilde{\text{Dis}}(\hat{h}^\priv, h^\infty),
\]

therefore,

\[
(9) \leq \tilde{\text{Dis}}(\hat{h}^S, \hat{h}^\priv) + \tilde{\text{Dis}}(\hat{h}^\priv, h^\infty) + \tilde{O}(\sqrt{\frac{d}{m}})
\]

\[
\leq \text{Dis}(\hat{h}, \hat{h}^\priv) + \tilde{\text{Dis}}(\hat{h}^\priv, h^\infty) + \tilde{O}(\sqrt{\frac{d}{m}})
\]

\[
\leq \text{Dis}(\hat{h}, h^\infty) + 2\tilde{\text{Dis}}(\hat{h}^\priv, h^\infty) + \tilde{O}(\sqrt{\frac{d}{m}})
\]

\[
\leq \min_{h \in \mathcal{H}} \text{Dis}(h, h^\infty) + 2\tilde{\text{Dis}}(\hat{h}^\priv, h^\infty) + \tilde{O}(\sqrt{\frac{d}{m}}).
\]

In the second line, we applied the fact that \( \hat{h}^S = \arg\min_{h \in \mathcal{H}} \tilde{\text{Dis}}(h, \hat{h}^\priv); \) in the third line, we applied triangular inequality again and the last line is true because \( \hat{h} = \arg\min_{h \in \mathcal{H}} \tilde{\text{Dis}}(h, h^\infty). \)

Recall that \( T \) is the unstable cutoff in Algorithm 3. The proof completes by invoking Proposition 18 which implies that \( \tilde{\text{Dis}}(\hat{h}^\priv, h^\infty) \leq T/m \) with high probability. \( \blacksquare \)

**Theorem 32 (Restatement of Theorem 20)** Under the same assumption of Theorem 19, suppose we train an ensemble classifier within the voting hypothesis space \( \text{Vote}_K(\mathcal{H}) \) in the
student domain, then the output classifier \( \hat{h}^S \) of Algorithm 3 in the agnostic setting satisfies that with probability \( \geq 1 - 2\gamma \),

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^*_{\infty}) \leq \frac{4T}{m} + \frac{5(Kd + \log(4/\gamma))}{m} = \tilde{O}\left(\nu + \frac{\log(4/\gamma)}{m} + \frac{\sqrt{\nu}}{\xi m}\right).
\]

**Proof** Define \( \hat{h}^S = \text{argmin}_{h \in \text{Vote}_K(\mathcal{H})} \tilde{\text{Dis}}(h, \hat{h}^{\text{priv}}) \) and \( \hat{h} = \text{argmin}_{h \in \text{Vote}_K(\mathcal{H})} \tilde{\text{Dis}}(h, h^*_{\infty}) \).

By the triangular inequality of the 0–1 error,

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^*_{\infty}) \leq \text{Dis}(\hat{h}^S, h^*_{\infty})
\]

\[
\leq \tilde{\text{Dis}}(\hat{h}^S, h^*_{\infty}) + 2\sqrt{\frac{(Kd + \log(4/\gamma))\text{Dis}(\hat{h}^S, h^*_{\infty})}{m}} + \frac{4(Kd + \log(4/\gamma))}{m}
\]

\[
\leq 2\tilde{\text{Dis}}(\hat{h}^S, h^*_{\infty}) + \frac{5(Kd + \log(4/\gamma))}{m},
\]

where the second line follows from the first statement of Lemma 36 in Appendix C with \( z = h^*_{\infty}(x) \) and the third line is due to \( a + 2\sqrt{ab} + b \leq 2a + 2b \) for non-negative \( a, b \).

By the triangular inequality, we have \( \tilde{\text{Dis}}(\hat{h}^S, h^*_{\infty}) \leq \tilde{\text{Dis}}(\hat{h}^S, \hat{h}^{\text{priv}}) + \tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) \), therefore,

\[
(10) \leq 2\tilde{\text{Dis}}(\hat{h}^S, \hat{h}^{\text{priv}}) + 2\tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) + \frac{5(Kd + \log(4/\gamma))}{m}
\]

\[
\leq 2\tilde{\text{Dis}}(\hat{h}, \hat{h}^{\text{priv}}) + 2\tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) + \frac{5(Kd + \log(4/\gamma))}{m}
\]

\[
\leq 2\tilde{\text{Dis}}(\hat{h}, h^*_{\infty}) + 4\tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) + \frac{5(Kd + \log(4/\gamma))}{m}
\]

\[
\leq 4\tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) + \frac{5(Kd + \log(4/\gamma))}{m}.
\]

In the second line, we applied the fact that \( \hat{h}^S = \text{argmin}_{h \in \text{Vote}_K(\mathcal{H})} \tilde{\text{Dis}}(h, \hat{h}^{\text{priv}}) \); in the third line, we applied triangular inequality again and the last line is true because \( \tilde{\text{Dis}}(\hat{h}, h^*_{\infty}) = 0 \) since \( \hat{h} \) is the minimizer and that \( h^*_{\infty} \in \text{Vote}_K(\mathcal{H}) \).

Recall that \( T \) is the unstable cutoff in Algorithm 3. The proof completes by using that \( \tilde{\text{Dis}}(\hat{h}^{\text{priv}}, h^*_{\infty}) \leq T/m \) with probability \( 1 - \gamma \) according to Proposition 18 and substitute the choices of \( T \) and \( K \) accordingly. \[\square\]

**Lemma 33** If the disagreement-based agnostic active learning algorithm is given a stream of \( m \) unlabeled data points, then with probability at least \( 1 - \gamma \), the algorithm returns a hypothesis \( h \) obeying that,

\[
\text{Err}(h) - \text{Err}(h^*) \lesssim \frac{d \log(\theta(d/m)) + \log(1/\gamma)}{m} + \sqrt{\frac{\text{Err}(h^*)(d \log(\theta(\text{Err}(h^*)) + \log(1/\gamma))}{m}}.
\]

**Proof** From Lemma 3.1 of Hanneke (2014), we learn that for any hypothesis \( h \) survive in version space \( V \) must satisfy

\[
\text{Err}(h) - \text{Err}(h^*) \leq 2U(m, \gamma).
\]
Then by the definition of $U(m, \gamma)$ shown in Algorithm 4, we have

$$\text{Err}(h) - \text{Err}(h^*) \lesssim \frac{d \log(\theta(d/m)) + \log(1/\gamma)}{m} + \sqrt{\text{Err}(h^*)(d \log(\theta(\text{Err}(h^*)) + \log(1/\gamma))}}.$$ 

\[\Box\]

**Theorem 34 (Restatement of Theorem 22)** With probability at least $1 - \gamma$, there exists universal constants $C_1, C_2$ such that for all

$$\alpha \geq C_1 \max\left\{\eta \frac{d \log(\theta(n/d)) + \log(2K/\gamma)}{n}, \frac{d \log((m + n)/d) + \log(2/\gamma)}{m}\right\},$$

the output $\hat{h}^S$ of Algorithm 5 with parameter $\ell, K$ satisfying

$$\ell = C_2 \theta(\alpha) \left(1 + \log\left(\frac{1}{\alpha}\right)\right) \left(d \log(\theta(\alpha)) + \log\left(\frac{\log(1/\alpha)}{\gamma/2}\right)\right)$$

$$K = \frac{6\sqrt{\log(2n)(\sqrt{\ell \log(1/\delta)} + \sqrt{\ell \log(1/\delta)} + \epsilon \ell)}}{\epsilon}$$

obeys that

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \alpha.$$ 

Specifically, when we choose

$$\alpha = C_1 \max\left\{\eta \frac{d \log(\theta(n/d)) + \log(2K/\gamma)}{n}, \frac{d \log((m + n)/d) + \log(2/\gamma)}{m}\right\},$$

and also $\epsilon \leq \log(1/\delta)$, then it follows that

$$\text{Err}(\hat{h}^S) - \text{Err}(h^*) = \tilde{O}\left(\max\left\{\left(\frac{d^{1.5} \sqrt{\theta(\alpha) \log(1/\delta)}}{n \epsilon}\right)^{\frac{\ell}{\sqrt{\ell}}, \frac{d}{m}}\right\}\right),$$

where $\tilde{O}$ hides logarithmic factors in $m, n, 1/\gamma$.

**Proof Step 1: Teachers are good.** By Lemma 13, with probability at least $1 - \gamma/2$, $\forall k \in [K]$ we have

$$\text{Dis}(\hat{h}_k, h^*) \lesssim \eta^{\frac{2}{3}} \left(\frac{dK \log(n/d) + \log(2K/\gamma)}{n}\right)^{\frac{2}{3}}.$$

**Step 2: PATE is just as good.** Let $\hat{h}^{\text{priv}}$ be a randomized classifier from Line 4 of Algorithm 1. Conditioning on the teachers, this classifier is independent for each input and
well-defined for all input. Note that \( \hat{h}_{\text{priv}} \) that uses Algorithm 2 do not have these properties.

Let \( Z \sim \mathcal{N}(0, \sigma^2) \). By Gaussian-tail bound and Markov’s inequality,

\[
\text{Dis}(\hat{h}_{\text{priv}}, h^*) \\
\leq \mathbb{P}[|Z| \leq \sigma \sqrt{2 \log \left( \frac{2}{\beta} \right)}] + \mathbb{P}[|Z| > \sigma \sqrt{2 \log \left( \frac{2}{\beta} \right)}] \\
\leq \frac{1}{K/2 - \sigma \sqrt{2 \log(2/\beta)}} \sum_{k=1}^{K} \mathbb{E}[1(\hat{h}_k(x) \neq h^*(x))] + \beta \\
\leq \frac{3}{K} \sum_{k=1}^{K} \text{Dis}(\hat{h}_k, h^*) + \frac{1}{n} \\
\lesssim \eta^{2/\tau} \left( \frac{dK \log(n/d) + \log(2K/\gamma)}{n} \right)^{\tau/\tau}. 
\]

In the last line, we choose \( \beta = 1/n \) and applied the assumption that \( K \geq 6\sigma \sqrt{2 \log(2n)} \).

**Step 3: Oracle reduction to active learning bounds.** Note that \( \hat{h}_{\text{priv}} \) is the labeling function in the student learning problem. So the above implies that the student learning problem is close to realizable:

\[
\min_{h \in \mathcal{H}} \text{Dis}(\hat{h}_{\text{priv}}, h) \leq \text{Dis}(\hat{h}_{\text{priv}}, h^*) \lesssim \eta^{2/\tau} \left( \frac{dK \log(n/d) + \log(2K/\gamma)}{n} \right)^{\tau/\tau}. 
\]

By the above, and the agnostic active learning bounds in Lemma 39, to achieve an excess risk bound of \( \alpha \geq \text{Dis}(\hat{h}_{\text{priv}}, h^*) := \text{Err}^* \) in the student learning problem with probability at least \( 1 - \gamma/2 \), with unbounded \( m \), it suffices to choose \( \ell \) to be

\[
C\theta(\text{Err}^* + \alpha) \left( \frac{(\text{Err}^*)^2}{\alpha^2} + \log \left( \frac{1}{\alpha} \right) \right) \left( d \log(\theta(\text{Err}^* + \alpha)) + \log \left( \frac{\log(1/\alpha)}{\gamma} \right) \right) \\
\leq C\theta(\alpha) (1 + \log(1/\alpha)) \left( d \log(\theta(\alpha)) + \log \left( \frac{\log(1/\alpha)}{\gamma} \right) \right). 
\]

This implies an error bound of

\[
\text{Dis}(\hat{h}_S, \hat{h}_{\text{priv}}) \leq \min_{h \in \mathcal{H}} \text{Dis}(\hat{h}_{\text{priv}}, h) + \alpha \\
\leq \text{Dis}(\hat{h}_{\text{priv}}, h^*) + \alpha \leq 2\alpha. 
\]

When \( m \) is small, we might not have enough data points to obtain \( \alpha = O(\text{Dis}(\hat{h}_{\text{priv}}, h^*)) \) in this case the error is dominated by our bounds in Lemma 33, which says that we can take

\[
\alpha = C \max \left\{ \text{Err}^*, \frac{d \log(m/d) + \log(2/\gamma)}{m} \right\}. 
\]
Step 4 Putting everything together.

\[
\text{Err}(\hat{h}^S) - \text{Err}(h^*) \leq \text{Dis}(\hat{h}^S, \tilde{h}^{\text{priv}}) + \text{Dis}(\tilde{h}^{\text{priv}}, h^*) \\
\lesssim \text{Dis}(\tilde{h}^{\text{priv}}, h^*) + \alpha \\
\lesssim \eta^{\frac{2}{2-\tau}}\left(\frac{dK\log(n/d) + \log(2K/\gamma)}{n}\right)^{\frac{\tau}{2}} \alpha.
\]

The proof is complete by substituting our choice of \( K = 6\sigma\sqrt{2\log(2n)} \), and furthermore by the standard privacy calibration of the Gaussian mechanism, our choice of \( \sigma \) satisfies that
\[
\sqrt{\frac{2\ell\log(1/\delta)}{\sigma^2}} + \frac{\ell}{2\sigma^2} = \epsilon,
\]
following the specification of Algorithm 1. Solve the equation and we find that
\[
\sigma = \sqrt{\frac{2\ell\log(1/\delta)}{\sigma^2}} + \sqrt{\frac{2\ell\log(1/\delta)}{\sigma^2}} + \frac{2\epsilon\ell}{2\epsilon},
\]
where \( \epsilon \) is assumed to be small.

C. Technical Lemmas from Statistical learning Theory

In this section, we cite a few results from statistical learning theory that we will use as part of our analysis.

**Lemma 35 (Pointwise convergence (Bousquet et al., 2004))** Let \((x, z)\) be drawn from any distribution \( D \) supported on \( X \times Y \). Let \( \text{Dis} \) and \( \hat{\text{Dis}} \) be the expected and empirical disagreement evaluated on \( n \) i.i.d. samples from \( D \). For each fixed \( h \in \mathcal{H} \), the following generalization error bound holds with probability \( 1 - \gamma \),
\[
\text{Dis}(h, z) \leq \hat{\text{Dis}}(h, z) + \sqrt{\frac{2\text{Dis}(h, z)\log(1/\gamma)}{n}} + \frac{2\log(1/\gamma)}{3n},
\]
where \( n \) is the number of data points.

This is a standard application of the Bernstein’s inequality.

**Lemma 36 (Uniform convergence (Bousquet et al., 2004))** Under the same conditions of Lemma 35, and in addition assume that \( d \) is the VC-dimension of \( \mathcal{H} \), Then with probability at least \( 1 - \gamma \), \( \forall h \in \mathcal{H} \) simultaneously,
\[
\text{Dis}(h, z) - \hat{\text{Dis}}(h, z) \leq 2\sqrt{\frac{(d + \log(4/\gamma))\text{Dis}(h, z)}{n}} + \frac{4(d + \log(4/\gamma))}{n},
\]
and
\[
\text{Dis}(h, z) - \hat{\text{Dis}}(h, z) \leq 2\sqrt{\frac{(d + \log(4/\gamma))\text{Dis}(h, z)}{n}} + \frac{4(d + \log(4/\gamma))}{n}.
\]
The above lemma is simply the uniform Bernstein’s inequality over a hypothesis class with VC-dimension \(d\). We will be taking \(z\) to be \(h^*\) in the cases when we work with noise conditions and \(h^\infty(x)\) in the agnostic case.

Lemma 37 (Learning bound (Bousquet et al., 2004)) Let \(d\) be the VC-dimension of \(\mathcal{H}\), the excess risk is bounded with probability \(1 - \gamma\),

\[
\text{Err}(\hat{h}) \leq \text{Err}(h^*) + 2\sqrt{\text{Err}(h^*) \frac{d \log(n) + \log(4/\gamma)}{n}} + 4 \frac{d \log(n) + \log(4/\gamma)}{n},
\]

where \(n\) is the number of data points we sample.

Lemma 38 (Passive learning bound under TNC (Lemma 3.4 of Hanneke (2014))) Let \(d\) be the VC-dimension of the class \(\mathcal{H}\). Assume Tsybakov noise condition with parameters \(\tau\), the excess risk is bounded with probability \(1 - \gamma\),

\[
\text{Err}(\hat{h}) - \text{Err}(h^*) \lesssim \left( \frac{1}{n} \left( d \log \left( \frac{n}{d} \right) + \log \left( \frac{1}{\gamma} \right) \right) \right)^{\frac{1}{2 - \tau}},
\]

where \(n\) is the number of data points.

Finally, we need a result from active learning.

Lemma 39 (Agnostic active learning bound (Theorem 5.4 of Hanneke (2014))) Let \(\mathcal{H}\) be a class with VC-dimension \(d\). With probability at least \(1 - \gamma\), there is a universal constant \(C\), such that the agnostic active learning algorithm (see Algorithm 4) outputs a classifier with an access risk of \(\alpha\) with

\[
C \theta (\text{Err}^* + \alpha) \left( \frac{(\text{Err}^*)^2}{\alpha^2} + \log \left( \frac{1}{\alpha} \right) \right) \left( d \log \left( \theta (\text{Err}^* + \alpha) \right) + \log \left( \frac{\log(1/\alpha)}{\gamma} \right) \right),
\]

where \(\text{Err}^* = \text{argmin}_{h \in \mathcal{H}} \text{Err}(h)\).

D. Additional Information about Differential Privacy

In this section, we cite a few results from differential privacy that we will use as part of our analysis.

Lemma 40 (Post-processing (Dwork et al., 2006)) If a randomized algorithm \(\mathcal{M} : Z^* \to \mathcal{R}\) is \((\epsilon, \delta)\)-DP, then for any function \(f : \mathcal{R} \to \mathcal{R}'\), \(f \circ \mathcal{M}\) is also \((\epsilon, \delta)\)-DP.

Definition 41 (Global sensitivity (Dwork and Roth, 2014)) A function \(f : Z^* \to \mathcal{R}\) has global sensitivity \(\vartheta\) if

\[
\max_{|D - D'| = 1} \| f(D) - f(D') \|_1 = \vartheta.
\]

Lemma 42 (Laplace mechanism (Dwork et al., 2006)) If a function \(f : Z^n \to \mathcal{R}^p\) has global sensitivity \(\vartheta\), then the randomized algorithm \(\mathcal{M}\), which on input \(D\) outputs \(f(D) + b\), where \(b \sim \text{Lap}(\vartheta/\epsilon)^p\), satisfies \(\epsilon\)-DP. The \(\text{Lap}(\lambda)^p\) denotes a vector of \(p\) i.i.d. samples from the Laplace distribution \(\text{Lap}(\lambda)\).
Definition 43 ($\ell_2$-sensitivity (Dwork and Roth, 2014)) A function $f : \mathbb{Z} \to \mathbb{R}$ has $\ell_2$ sensitivity $\vartheta_2$ if 

$$\max_{|D-D'|=1} \|f(D) - f(D')\|_2 = \vartheta_2.$$ 

Lemma 44 (Gaussian mechanism (Dwork and Roth, 2014)) If a function $f : \mathbb{Z}^n \to \mathbb{R}^p$ has $\ell_2$-sensitivity $\vartheta_2$, then the randomized algorithm $M$, which on input $D$ outputs $f(D) + b$, where $b \sim \mathcal{N}(0,\sigma^2)$, satisfies $(\epsilon,\delta)$-DP, where $\sigma \geq c\vartheta_2/\epsilon$ and $c^2 > 2\log(1.25/\delta)$. The $\mathcal{N}(0,\sigma^2)^p$ denotes a vector of $p$ i.i.d. samples from the Gaussian distribution $\mathcal{N}(0,\sigma^2)$.

Algorithm 6 Sparse Vector Technique (Dwork et al., 2010; Dwork and Roth, 2014)

**Input:** Dataset $D$, query set $Q = \{q_1,\ldots,q_m\}$, privacy parameters $\epsilon, \delta > 0$, unstable query cutoff $T$, threshold $w$.

1: $c \leftarrow 0, \lambda \leftarrow \sqrt{32T \log(1/\delta)/\epsilon}$, $\hat{w} \leftarrow w + \text{Lap}(\lambda)$.
2: for $q \in Q$ and $c \leq T$ do
3: $\hat{q} \leftarrow q + \text{Lap}(2\lambda)$.
4: if $\hat{q} > \hat{w}$ then
5: Output $\top$.
6: else
7: Output $\bot$. $\hat{w} \leftarrow w + 1, c \leftarrow c + 1$.
8: end if
9: end for

Lemma 45 (Privacy guarantee of Algorithm 6 (Dwork and Roth, 2014)) Algorithm 6 is $(\epsilon,\delta)$-DP.

Lemma 46 (Utility guarantee of Algorithm 6 (Dwork and Roth, 2014)) For $\phi = \log(2mT/\beta)\sqrt{512T \log(1/\delta)/\epsilon}$, and any set of $m$ queries, define the set $L(\phi) = \{i : q_i(D) \leq w + \phi\}$. If $|L(\phi)| \leq T$, then w.p. at least $1 - \beta : \forall i \notin L(\phi)$ Algorithm 6 outputs $\top$.

Definition 47 ($k$-stability (Thakurta and Smith, 2013)) A function $f : \mathbb{Z} \to \mathbb{R}$ is $k$-stable on dataset $D$ if adding or removing any $k$ elements from $D$ does not change the value of $f$, i.e., $f(D) = f(D')$ for all $D'$ such that $|D-D'| \leq k$. We say $f$ is stable on $D$ if it is (at least) 1-stable on $D$, and unstable otherwise.

Lemma 48 (Privacy guarantee of Algorithm 7 (Bassily et al., 2018b)) If the threshold $\Gamma = \log(1/\delta)/\epsilon$, and the distance to instability function $\text{dist}_f(D) = \arg\max_k (f(D) \text{ is } k\text{-stable})$, then Algorithm 7 is $(\epsilon,\delta)$-DP.

Lemma 49 (Utility guarantee of Algorithm 7 (Thakurta and Smith, 2013)) If the threshold $\Gamma = \log(1/\delta)/\epsilon$, and the distance to instability function $\text{dist}_f(D) = \arg\max_k (f(D) \text{ is } k\text{-stable})$, and $f(D)$ is $((\log(1/\delta) + \log(1/\beta))/\epsilon)$-stable, then Algorithm 7 outputs $f(D)$ w.p. at least $1 - \beta$. 
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Algorithm 7 Distance to Instability Framework (Thakurta and Smith, 2013)

Input: Dataset $D$, function $f : Z \to \mathcal{R}$, distance to instability $\text{dist}_f : Z \to \mathcal{R}$, threshold $\Gamma$, privacy parameter $\epsilon > 0$.

1: $\hat{\text{dist}} \leftarrow \hat{\text{dist}}_f(D) + \text{Lap}(1/\epsilon)$.
2: if $\hat{\text{dist}} > \Gamma$ then
3: Output $f(D)$.
4: else
5: Output ⊥.
6: end if

Definition 50 (Definition 1.1 of (Bun and Steinke, 2016)) $\mathcal{M}$ obeys $(\xi, \rho)$-zCDP if for two adjacent dataset $D, D'$, for all $\phi \in (1, \infty)$, the Renyi-divergence of order $\phi$ below obeys that

$$D_\phi(\mathcal{M}(D)\|\mathcal{M}(D')) \leq \xi + \rho \alpha.$$ 

When $\xi = 0$, we also call it $\rho$-zCDP (or simply $\rho$-CDP, since we are not considering other versions of CDPs in this paper).

The following two lemmas will be used in the privacy analysis of the SVT-based PATE.

Lemma 51 (Proposition 1.3 of (Bun and Steinke, 2016)) If $\mathcal{M}$ obeys $\rho$-zCDP, then $\mathcal{M}$ is $(\rho + 2\sqrt{\rho \log(1/\delta)}, \delta)$-DP for any $\delta > 0$.

Lemma 52 (Proposition 1.4 of (Bun and Steinke, 2016)) If $\mathcal{M}$ obeys $\epsilon$-DP, then $\mathcal{M}$ obeys $\frac{\epsilon^2}{2}$-CDP.

E. Simulation with adult dataset

In this section, we empirically estimate the expected margin $\Delta(x) = |\mathbb{E}[\hat{h}_1(x)\mid x] - 0.5|$ and $|\mathbb{E}[\mathbb{1}(h(x) \neq h^*(x))\mid x] - 0.5|$ on the Adult dataset. Note that in $\Delta(x)$, we do not require the teachers to agree on $y$ or $h^*$ but measure the extent to which they agree with $\hat{h}^{agg}$. In the latter one, we measure the degree of agreement between teachers and $h^*$.

The UCI Adult dataset is also known as “Census Income” dataset, which is used to predict whether an individual’s annual income exceeds $50,000. We partition the original training set as the private dataset and the testing set as the public dataset. To simulate the PATE setting, we train 250 logistic regression models on the private domain and use this ensemble to answer 2,000 queries from the public domain. Note that under this setting, the private domain contains 36,631 records and the public domain has 10,211 unlabelled records. We train $h^*$ with the entire private dataset using the logistic regression model.

Results shown in Figure 3 demonstrate that even though we do not know the distribution of the data at all, the teacher ensemble agrees on the large majority of the examples. Moreover, when they agree, they agree on $h^*$ in most cases and only in very rare cases when they agree on the wrong answers with high-margin. To say it differently, our assumption on the Tsybakov noise condition could be a good approximation to the real-life datasets.

In Figure 4, we plot the correlations between $\Delta(x)$ and $\mathbb{E}[\mathbb{1}[h(x) \neq h^*(x)]\mid x] - 0.5$ over
200 queries. The x-axis is the cumulation of $\Delta(x)$ and the y-axis is the cumulation of $E[1|h(x) \neq h^*(x)|x] - 0.5$. There is a nearly perfect linear line in the figure, which indicates they are highly correlated and majority voting tends to agree on $h^*$ in most cases on the Adult dataset.

Figure 3: Empirical distribution of the margins on the Adult dataset.

Figure 4: Correlations between margins on the Adult dataset.