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Abstract—We consider the issue of direct access to any letter of a sequence encoded with a variable length code and stored in the computer’s memory, which is a special case of the random access problem to compressed memory. The characteristics according to which methods are evaluated are the access time to one letter and the memory used. The proposed methods, with various trade-offs between the characteristics, outperform the known ones.
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I. INTRODUCTION AND A STATEMENT OF THE PROBLEMS

Variable-length codes are widely used for transmitting and storing data, because they can significantly reduce their size. In applications, the following model is usually used: there is a sequence of letters \( x = x_1x_2\ldots x_N \), and these letters are encoded by a lossless code with codewords of different lengths. In the case of data transmission, the decoder decodes the letters sequentially, and the difference in length is not a problem, but in many storage applications it is necessary to access directly some letters \( x_i \) in the sequence. That is, the compressed data must be available in random order. This is not an easy task, since the place of the codeword \( x_i \) depends on the total length of the codewords of the previous letters \( x_1\ldots x_{i-1} \) and in this case the decoder must calculate this total length, which can take time. So, the implementation of direct access requires an additional consideration. This problem was investigated in numerous papers (see [1]–[6] and reviews therein).

The method of direct (or random) access is the basis of some other operations that are used to work with compressed data. Among these operations, the following two are considered primitives for many others: the \( \text{rank}_v(i) \) operation returns the number of occurrences of a letter \( a \) up to \( i \) in the compressed sequence, and \( \text{select}_v(i) \) returns the position of the \( i \)th occurrence of \( a \), see [1]–[10]. [4], [5] shows that, given a data structure that only supports direct access, it is possible to build an efficient method for \( \text{rank}_v(i) \) and \( \text{select}_v(i) \). Therefore, we focus on the problem of direct access. Also note that, as is customary in this area, we assume that all operations are performed on a random access machine (RAM), which is a model of a “regular” computer.

Let us consider an example. Suppose that letters of the encoded sequence \( x \) belongs to an alphabet \( A = \{a_0, a_1, \ldots, a_{L-1}\} \), where \( L \geq 2 \). Let \( \text{bin}_m(n) \) be the binary representation of \( n \) presented as \( m \)-bit word. For example, \( \text{bin}_4(2) = 0010 \) (here and below \( \log \equiv \log_2 \)). Possibly, the simplest code of the letters from \( A \) is given by the following equation:

\[
\text{code}(a_i) = \text{bin}i(i),
\]

where \( l = [\log L] \). Here the time of decoding of any letter \( x_i \) from \( x = x_1 x_2\ldots x_N \) is \( O(1) \) and the size of the encoded \( x \) equals \( N \lfloor \log L \rfloor \).

If the probabilities \( p(a) \) of different letters from \( A \) are not equal, the size of the encoded sequence can be reduced using variable length codes. This problem is well known in information theory [11] and, in particular, it is known that the Huffman code \( C_H \) has the minimum average length \( E(C_H) \), for which

\[
h_1(p) \leq E(C_H) < h_1(p) + 1
\]

where \( h_1(p) = -\sum_{i=0}^{L-1} p(a_i) \log p(a_i) \) is the first-order Shannon entropy [11], \( E(C_H) = \sum_{i=0}^{L-1} p(a_i)|C_H(a_i)| \) is the expectation, \( C_H(a) \) is the codeword of the letter \( a \) and \( |v| \) is the length of \( v \), if \( v \) is a word, and the number of elements, if \( v \) is a set.

For example, let \( p(a_0) = 1/2, p(a_1) = 1/4, \ldots, p(a_{L-2}) = 1/2^{L-1} \) and \( p(a_{L-1}) = 1/2^{L-1} \). If we apply the Huffman code, then \( |C_H(a_0)| = 1, |C_H(a_1)| = 2, \ldots, |C_H(a_{L-2})| = L - 1 \) and \( |C_H(a_{L-1})| = L - 1 \) (see [11]), and, hence,

\[E(C_H) = h(p) = \sum_{i=0}^{L-2} 2^{-(i+1)}(i+1) + 2^{-(L-1)}(L-1) \]

< 2. In this case, the size is about \( 2N \), which is much less than \( N \lfloor \log L \rfloor \) of the first method for large \( L \), but the time to decode one letter is proportional to \( N \) if we decode letters sequentially (letter by letter), that is, much more than in the first case.

So, we see that there is a certain trade-off between the size of the encoded data and the speed of access to their parts. A fairly complete overview of known methods is given in [11], [2], which describes several methods with varying trade-offs. In this article, we describe several new compact storage methods with varying trade-offs between the size of the stored data and the access speed, showing that some methods are close to optimal and outperform known methods.

The rest of the article consists of two parts. In the first part, we consider the random access problem for the case where encoding and decoding are performed using separate letters, while the other part describes generalizations in which a sequence is divided into subsequences that are encoded separately or combined into blocks, where the blocks are treated as new letters.
II. GENERAL METHOD OF FAST RANDOM ACCESS

In this part we consider what is perhaps, the simplest situation, where there is an $N$-lettered sequence from the $L$-lettered alphabet $A$ and the frequency of occurrence of all $a \in A$ are known. The goal is to build a storage system for this sequence. (A close mathematical model is as follows: there is a source that generates letters from the $L$-lettered alphabet $A$ with known probabilities of the letters, and one needs to build a storage system for the $N$-lettered sequence generated by this source.)

A. Trimmed codes

Let, as before, there be an alphabet $A = \{a_0, ..., a_{L-1}\}$, $L \geq 2$, with a probability distribution $p = p(a_0), ..., p(a_{L-1})$ and $C$ be a lossless code for letters from $A$. In the previous Huffman code example, we saw that the length of the code-word can range from 1 to $L - 1$. In the following applications it will be convenient to use codes for which the code length of any letter is not greater than $\lceil \log L \rceil + 1$. (Note that for any code the maximal length of the codewords is not less than $\lceil \log L \rceil$.)

We call such codes as trimmed and define one of them as follows: if $C$ is a code then

$$
C_{\text{tr}}(a_i) = \begin{cases} 
0 & \text{if } |C(a_i)| \leq \lceil \log L \rceil \\
1 & \text{if } |C(a_i)| > \lceil \log L \rceil.
\end{cases}
$$

Let us explain how to decode. First, the decoder reads the first binary letter. If it is 0, the decoder uses the codeword of the code $C$ in order to find the encoded letter. If the first letter 1, the next $\lceil \log L \rceil$ letters contain the binary notations of $i$, i.e. the letter is $a_i$. Clearly, $|C_{\text{tr}}(a)| = \min\{|\log L| + 1, |C(a)| + 1\}$ for any letter $a$.

Note, that from this we can estimate the average length (per letter) of the trimmed code:

$$
E(|C_{\text{tr}}|) < E(|C|) + 1,
$$

where $E(\cdot)$ is the expectation. So, this design reduces the length of long codewords, but one extra bit is charged for this reduction.

Let us consider an example of the trimmed Huffman code. Let there be an alphabet $A = \{a_0, ..., a_{14}\}$ with probabilities $p(a_0) = 2^{-1}, p(a_1) = 2^{-2}, p(a_2) = 2^{-3}, ..., p(a_{13}) = 2^{-14}, p(a_{14}) = 2^{-15}$. Clearly, $C_H(a_0) = 0$, $C_H(a_1) = 10$, $C_H(a_2) = 110$, $C_H(a_{13}) = 1111111111110$ (thirteen 1s and 0), $C_H(a_{14}) = 1111111111111111111$ (fourteen 1s). Taking into account that $|\log 15| = 4$ and the definition (3) we obtain

$$
C_{\text{tr}}(a_0) = 0, C_{\text{tr}}(a_1) = 010, C_{\text{tr}}(a_2) = 0110,
C_{\text{tr}}(a_3) = 01110, ..., C_{\text{tr}}(a_{14}) = 11110, C_{\text{tr}}(a_{15}) = 11111.
$$

So, we can see that the long code-words became shorter, but the length of short codewords is increased by 1.

In this report, we consider perhaps the simplest trimmed code (3), but there are more efficient codes of this kind. For example, there are methods for constructing a code with a minimum average codeword length, provided that the maximum codeword length is limited by some constant $\Delta$, see [12], [13] (of course, $\Delta \geq \lceil \log L \rceil$). Thus, the average length of the codeword of the trimmed code constructed by these methods for $\Delta = \lceil \log L \rceil + 1$ may be less than for the described code $C_{\text{tr}}^H$. Besides, there are other possibilities to construct trimmed codes, but, anyway, the benefit will be not greater than 1 bit, if we take into account that the Huffman code is optimal and [4].

It is worth noting that there are fast decoding codes [14]–[16] that can come in handy for storing data.

B. The storage system based on the trimmed codes

Here we describe a system whose decoding time is $O(\log N)$ (instead of $\text{const} \log$ for Huffman code), but the required memory (per letter) is $h_1(p) + \log \log L + O(1)$ instead of $h_1(p)$ for Huffman code, where $h_1(p)$ is the Shannon entropy. We do this in the next two small sections.

1) The preliminary version of the storage system: The following storage system $\Sigma_{\text{tr}}^H$ consists of two codewords $y$ and $z$:

$$
y = y_1y_2...y_N \quad \text{and} \quad z = z_1z_2...z_N,
$$

where $z_i = C_{\text{tr}}^H(x_i)$, $y_i = \text{bin}[\log \lambda]|C_{\text{tr}}^H(x_i)|$, $\lambda = \lceil \log L \rceil + 1, i = 1, ..., N$. (6)

Taking into account (2) and (4), from this definition we obtain $|z| \leq N(h_1(p) + 2)$, $|y| = N|\log \lambda| \leq N(\log(\log L + 2) + 1)$, and, hence,

$$
|z| + |y| \leq N(h_1(p) + \log(\log L + 2) + 3).
$$

Suppose we want to find the letter $x_i$, that is, find such $a_j \in A$ that $x_i = a_j$. From the definitions (II-B1) and (3) we can see that any letter $x_i$ can be obtained from $z$ by sequentially decoding the letters $x_1...x_i$. It is clear that the average decoding time is proportional to $|z| = Nh_1(p)$.

Indeed, if we want to find the letter $x_i$, we can read the letters $y_1...y_{i-1}$ and calculate the sum of the integers represented there, that is, $\sum_{k=1}^{i-1} y_k$. It is important that this sum equals the sum of the codewords length of $x_1...x_{i-1}$, that is, $\sum_{k=1}^{i-1} y_k = \sum_{k=1}^{i-1}|C_{\text{tr}}^H(x_k)|$, see (II-B1). So, the first bit of the word $C_{\text{tr}}^H$ in $z$ is $\sum_{k=1}^{i-1} y_k + 1$ and the length of this word is written in $y_i$.

The described properties of the storage system $\Sigma_{\text{tr}}^H$ are summarised in the following

Claim I: Let there be a source generating letters from the alphabet $A = \{a_0, ..., a_{L-1}\}$ with the probability distribution $p$ and $x = x_1...x_N$ be the sequence generated by this source. If the storage system $\Sigma_{\text{tr}}^H$ is applied to sequence $x$ the average time of decoding of one letter equals the time of calculation of the sum $\sum_{k=1}^{i-1} y_k$ and the average memory space is $|z| + |y| \leq N(h_1(p) + \log(\log L + 2) + 3)$ bits.

Let us consider an example. Let the alphabet and the truncated Huffman code be as in the previous example (II-A) and the generated sequence $x = x_1...x_4$ be $a_5a_0a_0a_{10}$. Then

$$
z = 101011000011010, \quad y = 101010010101101.
$$
2) Acceleration with a binary indexed tree: Here we describe a new storage system using the so-called binary indexed tree [17, 18] to speed up the calculation of sums \( \sum_{k=1}^{N} y_k \) for different \( i \). We denote this storage system by \( \Sigma_{\text{bit}} \). Let’s describe a simplified binary indexed tree for our purposes. To simplify the notation, we assume that \( N = 2^\nu \), where \( \nu \) is an integer, but the generalization to an arbitrary \( N \) is straightforward.

Define the auxiliary values \( Q \) as follows
\[
Q^1_1 = y_1, Q^1_2 = y_2, ..., Q^1_N = y_N,
Q^2_1 = y_1 + y_2, Q^2_2 = y_3 + y_4, ..., Q^2_{N/2} = y_{N-1} + y_N,
Q^3_1 = y_1 + y_2 + y_4, Q^3_2 = y_5 + y_6 + y_8, ..., Q^3_{N/4} = y_{N-3} + ... + y_N,
\]
\[
Q^\log_2 N - 1_1 = y_1 + ... + y_{N/2}, Q^\log_2 N - 1_2 = y_{N/2+1} + ... + y_N,
Q^\log_2 N _1 = y_1 + ... + y_N.
\] (8)

Then, remove all even \( Q \)s and obtain the following set \( \hat{Q} \):
\[
\hat{Q}^1_1 = y_1, \hat{Q}^1_3 = y_3, ..., \hat{Q}^1_{N-1} = y_{N-1},
\hat{Q}^2_1 = y_1 + y_2, \hat{Q}^2_3 = y_3 + y_4, ..., \hat{Q}^2_{N/2-1} = y_{N-3} + y_{N-2},
\hat{Q}^3_1 = y_1 + y_2 + y_4, \hat{Q}^3_3 = y_5 + y_6 + y_8, ..., \hat{Q}^3_{N/4-1} = y_{N-7} + ... + y_{N-4},
\]
\[
..., \hat{Q}^\log_2 N - 1_1 = y_1 + ... + y_N.
\] (9)

To shorten the notation, define \( \sigma = \lceil \log \log (L + 1) \rceil \). Given that any \( y_i \) is an integer stored in a \( \sigma \)-bit words, we store the sum of \( \hat{Q}^1 \) pairs in a \( (\sigma + 1) \)-bit words, \( \hat{Q}^2_i \) in a \( (\sigma + 2) \)-bit words, ..., \( \hat{Q}^k \) in a \( (\sigma + k - 1) \)-bit words. So, the total memory size \( M \) for \( \hat{Q}^k \), \( k = 1, 2, ..., \log N - 1, i = 1, 3, 5, ..., N/2^{k-1} \) is as follows:
\[
M = \sigma N/2 + (\sigma + 1) N/4 + (\sigma + 2) N/8 + (\sigma + 3) N/16 + ... .
\]

From this we can derive the following estimate:
\[
M = N (\sigma (1/2 + 1/4 + 1/8 + ...) + (1/4 + 2/8 + 3/16 + ...) + N (\sigma + 1)) = N (\sigma + 1/4 + 1/2 + 3/4 + 4/8 + 5/16 + ...).
\]

(Here we used the identities \( \sum_{i=0}^{\infty} P^i = 1/(1-p) \) and \( \sum_{i=0}^{\infty} P^{i-1} = 1/(1-p)^2 \).)

The set \( \hat{Q} \) is stored instead of the sequence \( y \). So, if we compare the amount of memory required for this method and the previous one, we can see that the difference is 1 bit per letter (i.e. \( N(\sigma + 1) \) instead of \( N\sigma \)).

The most time-consuming part of the \( \Sigma_{\text{bit}} \) storage system is the calculation of the sums \( \sum_{k=1}^{N} y_k \). The set \( \hat{Q} \) is a tool to speed up this computation, and we now show how \( \hat{Q} \) makes it possible to compute these sums faster.

First, we consider an informal example in order to explain the main idea. Let \( N = 8 \) (\( \nu = 3 \)). Then
\[
\hat{Q}^1_1 = y_1, \hat{Q}^1_3 = y_3, \hat{Q}^1_5 = y_5, \hat{Q}^1_7 = y_7,
\hat{Q}^2_1 = y_1 + y_2, \hat{Q}^2_3 = y_3 + y_4, \hat{Q}^2_5 = y_5 + y_6, \hat{Q}^2_7 = y_7 + y_8.
\]

Then, \( y_1 + ... + y_8 \) can be calculated as \( \hat{Q}^1_1 + \hat{Q}^1_5 + \hat{Q}^1_7 \) (that is, \( y_1 + y_2 + y_3 + y_4 + y_5 + y_6 + y_7 + y_8 \)). Analogically, \( y_1 + ... + y_5 = \hat{Q}^2_1 + \hat{Q}^2_5, y_1 + ... + y_3 = \hat{Q}^3_1 + \hat{Q}^3_3, y_1 + ... + y_1 = \hat{Q}^3_1, \) etc.

The formal description of the calculation \( \sum_{k=1}^{i} y_k \) is as follows: First, we present \( j \) in the binary system \( \text{bin}(\nu + 1)(j) = (a_\nu a_{\nu-1}...a_0) \). Then corresponding \( \hat{Q} \) is summarised in \( \nu \) steps as follows:

Define two integers \( S \) and \( T \) and let the algorithm be as follows:
\[
S := 0, T := 0,
\]
\[
T := T + y_k, S := S + y_k \hat{Q}^\nu_{T-1},
\]
\[
\sum_{k=1}^{j} y_k := S.
\]

If we apply this algorithm to the previous example and calculate \( \sum_{k=1}^{5} y_k \), we obtain
\[
\text{bin}(4)(5) = (0101), S = 0, T = 0; i = 1, T = 0 + 1, S = 0 + 1 \hat{Q}^2_1;
\]
\[
i = 2, T = 2 + 0, S = \hat{Q}^3_1 + 0; i = 3, T = 2 \times 2 + 1, S = \hat{Q}^3_1 + \hat{Q}^3_1.
\]

Finally, \( \sum_{k=1}^{5} y_k = \hat{Q}^3_1 + \hat{Q}^3_1 \).

Let us estimate the time of calculation of the described algorithm. There are \( \nu \) steps where several operations of summation are carried out. So, the number of operations is proportional to \( \nu \). The length of all integers is \( O(\nu + \sigma) \) and hence the time (in bit operations) is proportional to \( \nu(\nu + \sigma) \).

Thus, we have estimated the memory space and the time of the decoding, and can summarise the properties of the storage system \( \Sigma_{\text{bit}} \) as follows:

**Theorem 1:** Let there be a source generating letters from the alphabet \( A = \{a_0, ..., a_{L-1}\} \) with the probability distribution \( p \), and let \( x = x_1 ... x_N \) be the sequence generated by this source. If the storage system \( \Sigma_{\text{bit}} \) is applied to a sequence \( x \), then the average time of decoding of one letter is proportional to \( \log(N + \log \log L) \) and the average memory space is not greater than \( N(h_1(p) + \log \log (L + 2) + 4) \) bits.

**III. VARIANTS OF THE PROPOSED METHOD THAT YIELD DIFFERENT TIME-MEMORY TRADE-OFFS.**

In this part, we will describe some versions of the proposed method \( \Sigma_{\text{bit}} \) that are designed to represent various trade-offs between time and memory. Some of them are superior to known random access algorithms from [11–3].

Let us first consider a popular storage scheme for compressed data, where the sequence \( x = x_1 ... x_N \) is represented as \( m \) subsequences \( x^1 = x_1 ... x_M, x^2 = x_{M+1} ... x_{2M}, ..., x^m = x_{(m-1)M+1} ... x_N \) and \( N = mM \). To simplify the notations, suppose that \( N \) and \( M \) are a power of two. The storage system \( \Sigma_{\text{bit}} \) is then applied to any subsequence of \( x^i \).
separately, but the starting address of any encoded sequence is stored in computer memory (this requires \( m \log(N/|L|) \) bits). If someone wants to find the letter \( x_i \) from \( x \), he must first calculate \( r = \lceil i/M \rceil \) and \( j = i - (r - 1)M \) and then find the \( j \)th letter in \( x^r \) by the described decoding method. The time of the first part is proportional to \( m \log N \) and, hence, the extra time per letter is \( \log N \). Denote this system as \( \Sigma_{N,m} \).

So, from this description and from Theorem 1 we obtain the following:

**Theorem 2:** Let there be a source generating letters from the alphabet \( A = \{a_0, ..., a_{L-1}\} \) with the probability distribution \( p \), and let \( x = x_1...x_N \) be the sequence generated by this source. If the storage system \( \Sigma_{N,m} \) is applied to the sequence \( x \), then the average time of decoding of one letter \( (T) \) is proportional to \( \log M(\log M + \log \log L) + \log N \) and the memory space \( (S) \) is not greater than \( N(h_1(p) + \log(\log(L + 2) + 4) + m \log(N(\log L + 1)) \) bits, where \( M = N/m \).

Let us consider an example. Suppose, \( M = N^\alpha, \alpha \in (0, 1) \). Then, asymptotically, for \( N \to \infty \), \( S = N(h_1 + \log \log L + O(1)) \) and \( T \) is proportional to \( \alpha^2(\log N)^2(1 + o(1)) \). So, we can see that the time of encoding is significantly less than for the initial method \( \Sigma^{bit} \), whereas the memory size is asymptotically the same.

Another popular storage scheme for compressed data \( \Sigma_{N,m} \) is as follows: Again, the sequence \( x = x_1...x_N \) is represented as \( m \) subsequences \( x_1 = x_1...x_M, x_2 = x_{M+1}...x_{2M}, ..., x_m = x_{(m-1)M+1}...x_N \), \( N = Mm \), but now each subsequence \( x^j \) is considered as a letter from the alphabet \( A^M \), that is, the new alphabet \( A^M \) is the set of all \( M \)-letter words over \( A \). Applying Theorem 1 to this scheme, we obtain:

**Theorem 3:** Let there be a source generating sequence \( x = x_1...x_N \) of letters from the alphabet \( A = \{a_0, ..., a_{L-1}\} \) with the probability distribution \( p \). If the storage system \( \Sigma_{N,m} \) is applied to the sequence \( x \), then the average time of decoding of one letter \( (T) \) is proportional to \( \log m \log N + \log \log L \) and the average memory space \( (S) \) is not greater than \( N(h_M(p) + \frac{1}{M} \log M + \log \log L + O(1))) \) bits, where \( M = N/m, h_M(p) = \frac{1}{M} \sum_{u \in A^M} p(u) \log p(u) \). For example, suppose, \( m = N/\log N \). From Theorem 3 we obtain that \( T \) is proportional to \( (\log N - \log \log N) (\log N + \log \log L + O(1)) = \log^2 N(1 + o(1)) \) and \( S = N(h_M(p) + \frac{1}{\log N} \log N + \log \log L + O(1)) \).

We can see that these two versions and their combinations can produce many different trade-offs between time and memory, which can be useful in practice.
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