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Abstract—For real applications of unmanned aerial vehicles, the capability of navigating with full autonomy in unknown environments is a crucial requirement. However, planning a shorter path with less computing time is contradictory. To address this problem, we present a framework with the map planner and point cloud planner running in parallel in this paper. The map planner determines the initial path using the improved jump point search method on the 2D map, and then it tries to optimize the path by considering a possible shorter 3D path. The point cloud planner is executed at a high frequency to generate the motion primitives. It makes the drone follow the solved path and avoid the suddenly appearing obstacles nearby. Thus, vehicles can achieve a short trajectory while reacting quickly to the intruding obstacles.

We demonstrate fully autonomous quadrotor flight tests in unknown and complex environments with static and dynamic obstacles to validate the proposed method. In simulation and hardware experiments, the proposed framework shows satisfactorily comprehensive performance.

Index Terms—Motion planning, obstacle avoidance, quadrotor, autonomous navigation, trajectory generation.
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I. INTRODUCTION

In application scenarios, such as searches and expeditions, small drones are usually used to explore unknown environments. To achieve autonomous unmanned aerial vehicle (UAV) navigation in unknown environments, achieving onboard simultaneous localization and mapping (SLAM) and path planning is required. In the research field of path planning for UAVs, the three most essential indicators are usually safety, path length, and calculation time for replanning the trajectory. In general, all methods are designed to ensure that the flight is safe, that is, collision-free. However, regarding path length and calculation time, most researchers have only focused on one of these factors because of the potential conflicts between them. In other words, calculating a shorter path is always more time-consuming. Minimizing the calculation time often requires direct planning based on the raw sensing data instead of planning on the periodically updated map, and therefore, it is difficult to handle complex environments. The UAV is more likely to detour, resulting in an inefficient flight trajectory.

In addition, calculating the shortest path in the global 3D map consumes too much time and is not applicable to real-time planning. While flying in an unknown environment, the environmental information sensed by the drone is continuously used to update the map. After the map is updated, if the planned path cannot be replanned in time, the flight of the drone will be greatly imperiled. Therefore, for real-time calculations during drone flight, using a local map (the part of the global map around the location of the drone) is a common and effective method. Moreover, drones in unknown environments usually do not have a complete map, which means that the globally shortest path is difficult to plan.

Admittedly, planning the globally shortest path with only a local map is impossible. Shortening the path in the local map will also contribute to shortening the final flight path length. Nevertheless, to respond to emergencies, planning on the map may not be sufficiently fast. Mapping and planning on the map cost too much time to avoid the intruding dynamic obstacles. The drone must be able to avoid sudden obstacles in the unknown environment before the map is updated. Therefore, we propose a framework in which a low-frequency path planner and a high-frequency trajectory planner work in parallel. The designated goal is cast to the local map as the local goal. The map planner (MP) is first used to determine the 2D path to the local goal with the improved jump point search (JPS) method on the projection map. Then, a discrete angular graph search (DAGS) is used twice to find a 3D path that is obviously shorter than the 2D one. If the shorter 3D path is found, it is adopted. Otherwise, the 2D path is output. The point cloud planner (PCP) for trajectory planning is based on the design in our previous work [1]. With a given goal, the PCP generates collision-free motion primitives continuously in a computationally efficient way to navigate the drone. In this parallel framework, it calculates the goal from the path output by the MP. In addition, we introduce the calculation formula for obtaining the goal for the PCP from the waypoints in the path. One benefit of the local map is that the computational time for the path planning on the map will not increase with the global map size. The path output frequency and the computational resource usage are guaranteed in a specific range to ensure that the loop frequency of the PCP is unaffected, and the MP can respond to the map change in time. In this framework, all the submodules are designed to minimize the time cost. For UAVs’ real-time planning, it is safer when the planning outer loop frequency is higher.

The main contributions of this work are as follows:
- A parallel architecture with the MP and PCP is proposed, considering the planning success rate, path length, and
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fast response. The framework has been tested to achieve satisfactorily synthesized performance in extensive environments.

- We improve the original JPS path and obtain a shorter 2D path. A sliding local map with two resolutions is introduced to increase the planning speed while maintaining a fine-grained path around the drone.
- We introduce the DAGS based on the angular cost and try to find a 3D path shorter than the improved 2D path.
- Based on our former work, the PCP is further optimized in time cost, motion planning success rate, and safety. To connect two planners in one framework, we build an optimization problem to calculate the local goal from the path output by the MP. The analytical solution of the optimization problem is found from a geometric view.

Our proposed framework’s performance is tested and verified in several simulation and hardware tests. The flight trajectory length and the detailed algorithm execution time are compared with the shortest global path length and those of the state-of-the-art algorithms, respectively, demonstrating the superiority of our method with the best all-around performance.

II. RELATED WORK

A. Environmental information retrieving method

In the related works, two main categories for environmental information retrieving methods can be summarized: memory-less and fusion-based. The first category only uses the latest sensor measurement data or weights the most recent data. In other words, these methods will not record the passed by obstacles. An example of this kind of method is to generate motion primitives randomly and check collision with the transformed point cloud and the trajectories. However, path planning directly on the latest point cloud requires the information of high quality and in full view. For UAVs with limited sensors, e.g., only one single depth camera with a narrow field of view, such methods are not applicable.

The second type is based on data fusion. Sensor data will be continuously fused into a map, usually in the form of occupying grid or distance field. Considering the map is important to plan a safe and short path in complex scenarios, many navigation frameworks are applied on a global map or local map. For building a map with the sensed environmental information, representative methods include voxel grids, Octomap, and elevation maps. Octomap is memory-efficient for presenting a large-scale environment and maintaining the map automatically. In, with the point cloud raw data input, Octomap is utilized to provide the map for their proposed planning algorithms, and the experimental results are satisfactory.

B. Path planning

For path searching of UAVs, the algorithms commonly used can be classified into two categories: searching-based or sampling-based methods. Searching-based methods discretize the whole space into a grid map and solve path planning by graph searching. The graph can be defined in a 2D, 3D, or higher-order state space. Typical methods include Dijkstra, A*, anytime repairing A*, JPS, and hybrid A*. Dijkstra’s algorithm is the root of the above methods, which searches path by utilizing an exhaustive method on all the given grids. A* improves the efficiency by setting a cost function to cut off the search away from the goal. As an improved version of the traditional A*, JPS greatly reduces its time cost without sacrificing the optimality in all the cases. However, as the path direction is constrained, the path is not the true shortest in the unconstrained 2D map.

Sampling-based methods usually do not need to discretize the space first. In the representative sampling-based approach such as rapidly exploring random tree (RRT) and random and uniform sampling is performed from the space near the starting point, and the root node and child nodes are continuously connected to form a tree that grows toward the target. The RRT algorithm can effectively find a viable path, but it has no asymptotic optimality, and its search will stay at the first feasible solution. Sampling-based methods with asymptotic optimality include probabilistic road maps (PRM*), rapid exploration of random graphs (RRG), and RRT*, where RRT* can make the solution converge to the global best point with the increase of samples. RRG is an extension of the RRT algorithm because it connects the new sample with all other nodes within a specific range and searches for the path after constructing the graph. Based on RRT, the method in cancels the optimal control of time to ensure the asymptotic optimality of the path and kinematics feasibility. Also, a belief roadmap can be combined with RRG to solve the problem of trajectory planning under the state uncertainty. A technique called “partial ordering” balances confidence and distance to complete the expansion graph in the confidence space.

C. Trajectory and motion planning

The trajectory planner utilizes the local obstacle information and the target point’s position to plan an optimal path and a corresponding set of motion primitives within a particular time. The artificial potential field (APF) method conceives that the goal point generates an “attractive force” to the vehicle, and the obstacle exerts a “repulsive force”. The movement of the vehicle is controlled by seeking the resultant force. Its expression is concise, but it is easy to fall into the local optimal solution. The vector field histogram (VFH) is a classical algorithm for robot navigation with a lidar, improved from the APF method. VFH will calculate the travel cost in each direction. The more obstacles in this direction, the higher the cost. The dynamic window approach (DWA) is a sampling-based method, which samples the motion primitives within the feasible space and chooses one set by ranking them with a cost function. The concepts in these classical methods are of the excellent reference value and enlightening significance for our method. However, for an UAV with a single depth camera flying in an unknown environment, they are not sufficient.

Inspired by the methods mentioned above, several advanced frameworks have successfully been tested in actual drone flights. For frameworks that directly obtain the motion primitives, they can also be divided into two categories: One
is based on solving an optimization problem, and the other is based on sampling within the feasible state space. The former requires a wise and appropriate form to represent the UAV trajectory, e.g., Bezier curves [26], and constraints are needed to ensure the planned trajectory is collision-free. The representative works in this category are [27–29]. For sampling-based methods, the evaluation function is necessary to choose the most suitable group of motion primitives as the output. A representative work is presented by [30], in which the time cost to generate and evaluate trajectories is short enough to enable the quadrotor to even catch a falling ball.

Path planning on a local map can be conducted before the motion planning to improve the trajectory length. The local map only maintains the environment information near the UAV, while the global goal is converted to the goal in the local map. Then, the path planning algorithms introduced above can be utilized with the local map, and the motion primitives are gained based on the path. For example, Chen et al. [31] and Liu et al. [32] adopt the minimum-jerk method to generate trajectory through the waypoints from an A* search based on the local occupancy grid map. Besides, some works studied how to allocate the flight time for a drone to fly through the waypoints. The receding horizon control policy is introduced to plan in a limited time range [33], and a bi-level optimization method is also effective [34–35].

For the two categories, collision check is the most time-consuming part of the framework. In our previous work [11], we proposed a computational efficient sampling-based method with a novel collision check technique to generate collision-free trajectories on the point cloud obtained during UAV’s navigation. Its loop frequency is up to 60 Hz, and it is a submodule of this project.

In the last few years, several research works discussed how to combine the optimal global planning algorithm for static maps with the algorithm applied to real-time online replanning. The algorithms can learn from each other’s strengths and weaknesses, i.e., working out a short path and responding quickly to map changes for replanning the trajectory. For the existence of the unknown space in the environment, several methods can be adopted: the unknown space is regarded to be freely passable in [36–37], and the path is continuously adjusted as the obstacle information is updated. We call it the optimistic planner. In [38–39], the optimistic global planner and conservative local planner are combined to ensure the safety of the aircraft. To diminish the inconsistency between the global and local planner, Tordesillas et al. [59] proposed a planning framework with multi-fidelity models. They run the JPS algorithm on the local slide grid map, and the constraints of motion optimization were divided into three parts according to the distance from the drone, where the most strict constraints are for the closest area.

III. MAPPING AND THE MAP PLANNER

The flight system architecture is shown in Fig. 1. The MP obtains the map from the mapping kit and plans the final path as the reference, and the PCP searches the next waypoint based on the final path and optimizes the motion primitives to make the drone fly through the waypoint.

This section primarily introduces the construction of a stitched map with two resolutions and the algorithms used for path planning in the local map (the MP). The PCP will be introduced in section IV. Moreover, the point cloud filter for the raw sensor data preprocessing is introduced at the beginning.

A. Point cloud filter

The dense point cloud from a real depth camera contains noise. The noise follows certain types of distributions, that is, the noise level is high when the object is far from the camera. In addition, the dense points may overburden computational procedures, such as point coordinate transformation, mapping, and planning. Moreover, the noise will mislead the mapper to mark many nonexistent obstacles on the map. Before building a map, we filter out the noise in the point cloud and keep the actual obstacle points. The process of filtering the point cloud is shown in Fig. 2. First, we filter the original point cloud data through the distance filter to obtain Pcl1. It removes the points farther than $d_{pass}$ from the camera, which may contain too much noise. Next, a voxel filter is used to reduce Pcl1 to Pcl2. Furthermore, the outlier filter removes the outliers to obtain Pcl3: The local point density distinguishes the outliers because the point cloud density of the noise is usually smaller. Then, we convert Pcl3 into Pcl4 in the Earth coordinate system and use Pcl4 in the mapping kit to build and maintain a global map. Finally, the center points of occupied voxels are used as the 3D map for the collision check, referred to as Pclm. It is apparent that Pclm well retains the basic shape of the obstacle in a more concise and tidy form. $B_E$ in (1) is the transformation matrix from body coordinate $B–xyz$ to Earth coordinate $E–XYZ$. $\psi$ is short for $\cos(\psi)$, $\psi$ is short for $\sin(\psi)$, and $\psi$, $\phi$, and $\theta$ are attitude angles.

At last, Pcl4 is used for the map building and collision check in the PCP, and Pclm is used for the 3D path collision check in the MP.

$$
B_E = \begin{bmatrix}
c \psi s c \theta & s \psi s c \theta & -s \theta \\
c \psi s \theta s \phi - s \psi c \phi & s \psi s \theta s \phi + c \psi c \phi & c \psi s \phi \\
c \psi s \theta c \phi + s \psi s \phi & s \psi s \theta c \phi - c \psi s \phi & c \theta s \phi
\end{bmatrix}
$$

1. https://github.com/HKPolyU-UAV/MLMapping
for the path planning in this paper. Here, we first introduce the basic concepts of the local map. A local map is a subset of the global map and is also presented by voxels’ center points. The space covered by the local map is a cuboid with a square bottom surface, and it has no relative rotation to the global map. As shown in Fig. 3, $l_{ms}$ is the square side length, and $h_{ms}$ is the local map height, which is much smaller than $l_{ms}$. The center of the local map follows the drone’s current position $p_n \in \mathbb{R}^3$. $Pcl_{lm}$ represents the subset of $Pcl_m$ corresponding to the local map in the text below. By projecting the local map on the ground plane, the 2D grid map $Map_1$ is obtained to plan the 2D path.

To plan an optimal path on $Map_1$, JPS is one of the best choices, because it is fast and can replan the path in real time. JPS outputs the optimal path by searching a set of jump points where the path changes its direction. However, two problems arise if the path planning is performed directly on $Map_1$. First, to find a short and safe path, the local map scale should not be small. Otherwise, the optimal path on a tiny local map is more likely to end at a blind alley or differs substantially from the globally optimal path. However, a large local map is computationally expensive, and it is important to leave as much CPU resource as possible to the high-frequency PCP for safety. Second, the path planned directly on $Map_1$ is adjacent to the obstacle projection. In our framework, considering the drone frame size and flight control inaccuracies, the drone must remain at a safe distance from obstacles. Thus, the path should remain a certain distance from obstacles. The PCP will make the drone closely follow the path obtained by the MP. When the path is found to be occupied, the PCP starts to take effect. As a result, the PCP in this framework can run faster compared to that of [11], because the initial search direction is more likely to be collision-free.

Fig. 2. Process for point cloud filtering, coordinate transformation, and mapping.

Fig. 3. Local and global maps. The goal projection of the local 3D map is $g_t \in \mathbb{R}^3$, $Pcl_{lm}$ while $g_t'$ is the projection of $g_t$ in the 2D local map $Map_1$, and $g_t'$ locates on the edge of $Map_1$.

Fig. 4. Partial view of the mapping process (k=3,h=2). The figures in the first row show the path in $Map_1$ and $Map_{1b}$. The figures in the second row show the path in $Map_c$, the jump points in $Path_1$, and the stitched map. The dark gray grids indicate the obstacle, and the light gray grids are the obstacle’s inflation after the convolution. The path planning start point is the center of $Map_1$ and $Map_c$.

In our framework, we take two measurements to address these two problems. For the first problem, we plan the path on the downsampled local map and the cast local map, respectively, and fuse the paths. We first conduct the convolution with $Map_1$ to reduce the map size and obtain a low-resolution version $Map_{1b}$ from $Map_1$. $Map_c$ is segmented from $Map_1$ afterward as the original resolution map around the drone. Then, we plan $Path_1$ on $Map_{1b}$ and find the intersection point $g_{ist}$ of $Path_1$ and the $Map_c$ boundary. The part of $Path_1$ that
lies in $Map_c$ is removed. Finally, we use $g_{ist}$ as the goal point to find the path $Path_a$ in $Map_c$, and splice $Path_a$ and $Path_b$ to form a complete path $Path_1$. The grid size of $Map_{1b}$ positively correlates with the map size, so the time cost of 2D path planning can be controlled.

For the second problem, after we have obtained $Map_c$, we first perform an expansion operation on the obstacles in $Map_c$. Using a convolution kernel to convolve the binary matrix corresponding to $Map_c$, the blank area next to the obstacle in the map can be marked as an obstacle so that each point on $Path_1$ maintains a certain distance from true obstacles.

$$Map'_c = \begin{bmatrix} [Map_c]_{i \times j} & [0]_{j \times s} \\ [0]_{s \times j} & [0]_{s \times s} \end{bmatrix}$$

$$Map'_c = \begin{bmatrix} [0]_{(m+2k) \times k} & [Map_c]_{m \times n} & [0]_{m \times (2k+2k)} \\ [0]_{n \times (2k+2k)} \end{bmatrix}$$

$$Map_c = \text{Sgn}(\text{Conv}_1([Map_c]_{m \times 2n} \times (n+2k) \times k))$$

$$Map_{1b} = \text{Conv}_3([Map_c]_{i \times s} \times (j \times s), \frac{l_{h \times k}}{k^2})$$

$$h = \left\lfloor \frac{ij}{2mn} \right\rfloor \text{ (} i > 3mn \text{ & } (i+s) \text{ is divisible by } h \right\rfloor$$

Equations (2)-(5) show the calculation of the downsampling and inflation. $i$ and $j$ denote the size of the original $Map_c$ ($i = j$), and $m$ and $n$ denote the size of the cut map $Map_c$ ($m = n$). We use $\lfloor \cdot \rfloor$ to present a matrix, and the subscript of the matrix denotes its size. $[0]$ indicates the zero matrix. $s$ is the line and column number for zero padding for $Map_c$. $h$ and $k$ are the convolution kernels’ size for map downsampling and obstacle inflation, respectively. $\text{Sgn}(\cdot)$ is a function that returns the sign matrix corresponding to each element in the input matrix. The sign matrix is used as the binary map with two types of elements: 0 and 1. $\text{Conv}(\cdot)$ indicates the convolution, and it inflates the occupancy grids on the map or downsamples $Map_c$. Its subscription indicates the step size for the kernel sliding, and the second element is the convolution kernel. $\lfloor \cdot \rfloor$ is for rounding the number to the nearest integer. If a matrix is in $\lfloor \cdot \rfloor$, it rounds each element in the matrix. (4) represents the obstacle inflation process, and (5) is for the map downsampling. Fig. 4 illustrates the map processing and path planning intuitively. The deep gray grids represent the obstacles, and the light gray grids are the inflation of obstacles after the convolution. $g_{ist}$ is represented in blue on the maps. When $g_{ist}$ is occupied after the inflation, we find the nearest free grid on the map edge as the new $g_{ist}$. The calculation of $h$ is introduced in (6), and $i, j, m, n, s$ should meet the conditions in the bracket.

C. Improved 2D path

In section III.B, a path $Path_i(jp_1,jp_2,...)$ on a plane parallel to the ground plane $XY$ is found using the JPS method in the hybrid map of $Map_{1b}$ and $Map_c$. However, in some cases, it is not the shortest path in the plane, as search directions of waypoints can only be a multiple of $45^\circ$. We can further optimize the original path by deleting the redundant waypoints.

For example, in Fig. 5 the red path is the original path, the green path is the improved path, and $jp_2$ and $jp_4$ are deleted. The deleting process can be written in Algorithm 1. $ti$ is the iteration number, $jp_k$ is the $k$th point in $Path_1$, and the same for $jp_i$. We connect the third point in the original JPS path with the first point and check if the line collides with the occupied grid in the map. If it does not collide, the point before the checked point in the waypoint sequence of the original JPS path is deleted. The first and third points can be directly connected as the path. Then, the next point will be checked until all the point pairs (the two points are not adjacent) from $Path_1$ are checked, and all excess waypoints in $Path_1$ are removed.

**Algorithm 1** Optimize the original JPS path

1: for $jp_k$ in $Path_1$ (ck is the iteration number): do
2: $ti = ck + 2$
3: while $ti < \text{len}(Path_1)$ and $\text{len}(Path_1) > 2$ do
4: if $jp_k$ does not collide with the occupied grids in the 2D map: then
5: $ti = ti - 1$, delete $jp_i$ from $Path_1$
6: end if
7: $ti = ti + 1$
8: end while
9: end for

D. Shorter 3D path searching

After an improved 2D path is found, we notice an obviously shorter 3D path in some scenarios. For example, to avoid a wall, which has large width but limited height, flying above the wall is better than flying over a bypass from right or left. To search for a shorter 3D path with light computation, a generalized method DAGS for all environments is described in Algorithm 2, Fig. 5 and Fig. 6 in detail. It is composed of two rounds of search, and each round determines one straight line segment to compose the 3D path. $Pcl_{lm}$ is divided into two parts: One part is denoted as $Pcl_{lm-1}$ and is composed of the points whose distance to $p_n$ is smaller than $p_n P_{l/l}$. Another part $Pcl_{lm-2}$ consists of the remaining points. As shown in Fig. 5 the first segment is $P_{l/l} P_{l/l}$, the second segment is $P_{l/l} P_{l/l}$, and $p_{n-1} - p_{n-2} - g_l$ represents the shorter 3D path. $\alpha_{res}$ is the angular resolution of the discrete angular graph. $\alpha_1, \alpha_2$ is the angular part of the spherical coordinates of $g_l$, and the origin of the spherical coordinate system is $p_{sr}$ for each search round. $\text{min}(\cdot)$ is a function that returns the minimal value of an array.

Here, the procedure for the first round of the search is briefly introduced, and the second round is basically identical. First, the discrete angular graph is built by Algorithm 2 line 3-8, as shown in Fig. 6(b). $\lfloor \cdot \rfloor$ returns the integer part of each element of the input. The angular coordinate in the graph is the direction angle difference between the goal $g_l$ and any point in the space. The colored grids represent all the discrete angular coordinates $\alpha_{mid-\varphi}$ corresponding to the input point cloud. Then, the relative direction angle $\alpha_{ng}$ for $p_n g_l$ is found (line 9), which has the minimal angle difference with $p_n g_l$.
(the yellow grid in Fig. 5 and Fig. 6). Next, the length of path segment $\overrightarrow{p_{n}p_{t}}$ is determined in line 10, and the direction angle of this path segment in $E$–$XYZ$ is calculated by line 11. $\alpha_{safe}$ is the angle increment to make the path segment remain a safe distance from obstacles. Finally, the coordinate of the endpoint of this path segment is calculated in line 13. If the 3D path is found by Algorithm 2, it is compared to the optimized $Path_{1}$, and the path with the shortest length is denoted as $Path_{ful}$. Subsequently, the drone follows $Path_{ful}$, and the MP is suspended until $Path_{ful}$ collides with the obstacles in the updated map.

**Algorithm 2 DAGS method**

1: for $sr \in \{1, 2\}$ ($sr$ is the searching rounds number) do
2: If $sr = 1$, $p_{sr} = p_{n}$, otherwise $p_{sr} = t_{p_{t}}$
3: The angular coordinate of $\overrightarrow{p_{sr}g_{l}} \rightarrow A_{g_{l}}(\alpha_{g_{1}}, \alpha_{g_{2}})$
4: for each point $p_{mi}$ in $Pcl_{im−sr}$: do
5: The angular coordinate of $p_{mi} \rightarrow A_{mi}$
6: $A_{mig} = A_{mi} − A_{g}$
7: Discretize $A_{mig}, A_{mig−d} = [A_{mig}, \alpha_{e_{x}}]$, build the discrete angular graph with $A_{mig−d}$
8: end for
9: The edge of all $A_{mig−d}$ in the angular graph $\rightarrow A_{eg−all}$, $A_{eg} \subset A_{eg−all}$ and $\|A_{eg}\|_{2} = min(\|A_{eg−all}(1)\|_{2}, \|A_{eg−all}(2)\|_{2}, ...)$
10: Points in $Pcl_{im−sr}$ corresponding to $A_{eg} \rightarrow Pcl_{eg}$. $Pcl_{cg}$ and $p_{eg}$ has the maximal distance to $P_{sr}g_{l}$, $l_{t_{p}} = P_{sr}g_{l}$
11: Get the direction angle of $\overrightarrow{p_{sr}t_{p_{t}}}, A_{t_{p}} = (\|A_{eg}\|_{2} + \alpha_{safe}), \alpha_{safe} = arcsin(r_{safe}/l_{t_{p}})$
12: $t_{p_{sr}} = p_{sr} + l_{t_{p}}(cos(A_{t_{p}}(1)), sin(A_{t_{p}}(1)), sin(A_{t_{p}}(2)))$
13: end for

### A. Review of DAS

The PCP in this paper is an improved version of our previously proposed trajectory planner based on the DAS method [1]. Thus, briefly introducing it helps to understand the contributions in this section.

In [1], we first search a waypoint $w_{pn}$ near the drone as the constraint for the motion planning, and a quadratic polynomial curve is optimized as the final trajectory in the motion planning. Motion planning is for solving a nonlinear optimization problem. The trajectory traverses $w_{pn}$ within a small, predetermined distance error, and the corresponding motion primitives are within the kinematic constraints. Moreover, the real trajectory between $p_{n}$ and $w_{pn}$ can be proved collision-free. As shown in Fig. 7, $g_{n}$ is the goal point for the current step, a cluster of line segments fanned out in the direction of $\overrightarrow{p_{n}g_{n}}$, and these line segments have a common starting point $p_{n}$ and the same length $r_{det}$. In this paper, $g_{n}$ is determined by the planned path $Path_{ful}$. $r_{det}$ is the point cloud distance threshold, and the collision check only considers the points within distance $r_{det}$ from $p_{n}$. The two symmetrical lines about $\overrightarrow{p_{n}g_{n}}$ on the plane parallel to the ground plane are first checked to determine if they collide with obstacles (minimal distance smaller than $r_{safe}$). $r_{safe}$ is an important parameter for safety, which is a function of the preassigned maximal speed $v_{max}$ and acceleration $a_{max}$. Then, the two symmetrical lines about $\overrightarrow{p_{n}g_{n}}$ in the vertical plane are checked. Fig. 7 shows that when the first round of the search fails, another round with a greater angle difference is conducted until a collision-free line $P_{n}P_{w}$ is found. $w_{pn}$ is on $\overrightarrow{P_{n}P_{w}}$, and $\overrightarrow{P_{n}w_{pm}}$ should satisfy the safety analysis in [1].

When the drone encounters a suddenly intruded obstacle in the sensor detection range, the PCP plans a safe trajectory in 0.02 s before the map and $Path_{ful}$ are updated.

**IV. Trajectory Planning on the Point Cloud**

This section will introduce how the goal $g_{n}$ is generated from $Path_{ful}$ for the PCP’s current step $n$ and how the PCP outputs the final motion primitives. First, the discrete angular search (DAS) method specifies the safe waypoint $w_{pn} \in \mathbb{R}^{3}$ in free space, which the drone should traverse. The motion planner solves the optimization equation to make the drone pass through $w_{pn}$ under the given motion constraints. The PCP also includes an additional safety measure to ensure that no collision will occur, which works when no $w_{pn}$ can be found in an emergency.
also reduce the difference between the trajectory and $g_n$ as the drone approaches the next waypoint $p_n$. The endpoint of the planned trajectory remains near $g_n$ and undermines safety. The endpoint of the planned trajectory is always required at every step $n$. The direction $p_n g_n$ is the initial search direction. If this direction does not collide with any obstacles, the planned trajectory will head to $g_n$ directly. The final path $Path_{fnl} = [p_1, p_2, \ldots, g_l]$ is received from the MP ($Path_{fnl}$ does not include $p_n$), and an optimization problem (8) is designed to find the current goal $g_n$. It is designed to make the final trajectory smooth by sliding $g_n$ continuously. If $p_1$ is simply assigned as $g_n$, $g_n$ will jump to $p_2$ as the drone approaching $p_1$. This result may cause $w_{pm}$ to also jump with $g_n$ and cannot be reached within the drone’s kinematic constraints. The drone should start to turn earlier to avoid a violent maneuver, which leads to a greater control error and undermines safety. The endpoint of the planned trajectory remains near $Path_{fnl}$ under the premise of safety assurance.

$$\begin{align*}
\min_{v_t} & \quad \|v\|_2^2 - v_0\|_2^2 + \|v_t - \kappa_1 a_1\|_2^2 + \|v_t - \kappa_2 a_2\|_2^2 \\
\text{s.t.} & \quad a_1 = p_1 - p_n, \quad a_2 = p_2 - p_n, \quad v_t = \frac{p_n g_n}{w_{pm}}.
\end{align*} \tag{8}$$

In (8), the three components are the acceleration cost, the cost of $p_1$, and the cost of $p_2$. $p_n$ is the current position of the drone, and $v_0$ is the current velocity. $v_t$ presents the initial search direction of the local planner. $r_{det}$ is the search range radius for the DAS. $\kappa_1$ and $\kappa_2$ are the weight factors for adjusting the influence of $p_1$ and $p_2$ on $v_t$, and $\kappa_1$ is much larger than $\kappa_2$. Fig. 8 intuitively demonstrates the initial search direction $v_t$ for the PCP, drone position, and waypoints on $Path_{fnl}$. The green, dashed line displays the rough shape of the trajectory if the PCP does not check for a collision and $w_{pm}$ is always on $\frac{p_n g_n}{w_{pm}}$. We can see from (8) and Fig. 8 that as the drone approaches the next waypoint $p_1$, the influence on $g_n$ from $a_2$ overwhelms $a_1$. When the drone is far from $p_1$ and $p_2$, $a_1$ is the governing influence factor of $v_t$. We can also reduce the difference between the trajectory and $Path_{fnl}$ by regulating $\kappa_1$ and $\kappa_2$. If only one waypoint $g_l$ remains in $Path_{fnl}$, $p_1 = p_2 = g_l$.

Solving a nonlinear optimization problem, such as (8), is computationally expensive. From a geometric point of view, the nature of (8) is to find a point ($v_t$) in the space with the minimal total distance between three fixed points ($\kappa_1 a_1 + p_n$, $\kappa_2 a_2 + p_n$, $v_0 + p_n$). The triangle composed of these three points is called a Fermat triangle. It can be solved by locating the Fermat point $f_m$ of the triangle, as shown in Fig. 8, and $g_n = f_m$. The calculation of $f_m$ is illustrated in (9). First, the plane coordinates $(x_{f1}, y_{f1})$, $(x_{f2}, y_{f2})$, and $(x_{f3}, y_{f3})$ in the plane $P_{f_m}$ for the three points are determined ($P_{f_m}$ is the plane defined by the Fermat triangle). $S_{f_m}$ is the area of the triangle. $l_1$ is the length of the side opposite to the triangle point $(x_{f1}, y_{f1})$, and so on. $f'_m(x_{f_m}, y_{f_m})$ is the coordinate of $f_m$ in plane $P_{f_m}$. Finally, $f_m$ is converted to $E–XYZ$ to obtain $f_m$.

$$\begin{align*}
x_{f_m} &= \sum_{i=1}^{3} x_{f_i}(4S_{f_m} + \sqrt{3}l_i^2) + g(x)/f_{Sl} \\
y_{f_m} &= \sum_{i=1}^{3} y_{f_i}(4S_{f_m} + \sqrt{3}l_i^2) + g(x)/f_{Sl} \\
g(x) &= [x_{f1}, x_{f2}, x_{f3}][l_1^2 - l_2^2, l_2^2 - l_3^2, l_3^2 - l_1^2]^T \\
g(y) &= [y_{f1}, y_{f2}, y_{f3}][l_2^2 - l_3^2, l_3^2 - l_1^2, l_1^2 - l_2^2]^T \\
f_{Sl} &= 12S_{f_m} + \sqrt{3}(l_1^2 + l_2^2 + l_3^2)
\end{align*} \tag{9}$$

Fig. 8. Geometric illustration of the analytical solution of (8). The pink, dashed line marks the Fermat triangle.

C. Improvements on the PCP

1) Streamline and sequence the input point cloud: For the input point cloud $P_{cl}$ of the PCP, $P_{cl} = P_{cl_{mr}} \cup P_{cl_{Ar}}$. $P_{cl_{Ar}}$ is the subset of $P_{cl_{Ar}}$, $P_{cl_{mr}}$ is the subset of $P_{cl_{mr}}$, and their distance to $p_n$ is within $r_{det}$. Not only $P_{cl_{Ar}}$ but also $P_{cl_{mr}}$ is used as the input point cloud because the camera field of view (FOV) is narrow. If only $P_{cl_{Ar}}$ is checked for the collision, the drone may still collide with the obstacles outside the FOV.

In Fig. 1, we find that the execution time of the trajectory planner is highly relevant to the size of the input point cloud. The collision check accounts for a large proportion of the total time cost. Every point in $P_{cl}$ is checked for a collision in the loops. Once a point $p_{1st}$ in $P_{cl}$ is first found to collide with the detecting line segment, the collision check loops are terminated. Therefore, we hope to find $p_{1st}$ in a more computation-efficient way to reduce the time cost.

By analyzing a large amount of recorded data of the PCP in simulation and hardware tests, we found the following statistical laws. $p_{1st}$ has a larger probability to appear in the
part that is closer to \( p_n \) and \( \overrightarrow{Pcl} \) (\( Pcl \) is first sorted in order of increasing distance to \( p_n \)). \( d_{fl} \) is the farthest distance from \( p_n \) to the points in \( Pcl \). For approximately 89.6% of all the recorded \( p_{1st} \), \( p_{1st} \leq 0.5d_{fl} \). For approximately 81.3% of \( p_{1st} \), the angle \( \angle p_{1st} p_{a} g \leq 90^\circ \). Thus, the part of \( Pcl \) that is out of the highlight range (\( \angle p_{a} g \leq 0.5d_{fl} \), and \( \angle p_{1st} p_{a} g \leq 90^\circ \)) can be streamlined. In Algorithm 3 we streamline \( Pcl \) to remain within at most \( n_{a} \) points of it. \( l_n() \) returns the list size. \( D_p \) is the list that stores the distance between the points in \( Pcl \) and \( p_n \). The point that is more likely to collide is stored in list \( Pcl_{a} \) to have a higher priority for being checked (line 3-4). When the number of points in \( Pcl_{a} \) is more than \( n_{a} \), \( Pcl_{a} \) is evenly spaced to limit its size. The limited size of \( Pcl_{a} \) reduces and stabilizes the time cost for the collision check. In addition, if \( n_{a} \) and \( r_{s} \) are reasonable, safety is not compromised in extensive simulation and hardware tests.

Algorithm 3 Streamline the sorted \( Pcl \)

1: for \( pc_j \) in \( Pcl \) (\( j \) is the iteration number): do 
2: if \( (D_p(j) \leq 0.5d_{fl} \) or \( \angle p_{1st} p_{a} g \leq 90^\circ) \): then 
3: Put \( pc_j \) in list \( Pcl_{a} \) 
4: end if 
5: end for 
6: if \( len(Pcl_{a}) > n_{a} \) then 
7: Remove \( len(Pcl_{a}) - n_{a} \) points in \( Pcl_{a} \) randomly 
8: else 
9: Choose \( n_{a} \) points from \( Pcl \), randomly, add them into \( Pcl_{a} \) 
10: end if 

2) Improve the motion primitives generation efficiency: After obtaining the next waypoint \( w_{pm} \), the next step is to calculate the motion primitives and send the command to the flight controller. Sending \( w_{pm} \) directly as the control command may cause the flight to be unstable, and the acceleration magnitude may exceed \( a_{\text{max}} \). Because \( w_{pm} \) may vary significantly between two continuous motion planning steps, the point cloud quality is harmed when the drone acceleration magnitude is too large. In addition, the position commands cannot control the speed. To ensure that the aircraft can fly within its kinematic limits and reach the next waypoint, the motion primitives are generally obtained by solving an optimization problem. Previously [1], we considered the flight time to reach \( w_{pm} \) the optimization variable. However, we found the solver may fail in the given number of iteration steps in some cases. The solving success rate with an error tolerance \( 10^{-3} \) is approximately 83.7% within 40 steps. When the solver fails in several continuous PCP steps, the planned trajectory deviates considerably from \( w_{pm} \), and the drone is very dangerous. Furthermore, considering the requirement of low time cost for real-time computing, the maximal number of iteration steps should be limited. The time variable increases the problem complexity, and the flight controller does not require it. Therefore, the flight time can be removed from the optimization variables and the optimization strategy (7) is proposed. It is slightly different from that of [1], to improve the success rate and time cost.

\[
\min a_n \left\| \alpha_n \right\|_2^2 + \eta_1 \left\| w_{pm} P_{n+1} \right\|_2 + \eta_2 \frac{\left\| P_{n+1} - P_{n+1} \times w_{pm} \right\|_2}{a_n} \\
\text{s.t.} \quad v_n = \dot{p}_n, \quad a_n = \ddot{v}_n \\
\left\| v_{n+1} \right\|_2 \leq v_{\text{max}}, \quad \left\| a_n \right\|_2 \leq a_{\text{max}} \\
v_{n+1} = v_n + a_{n} t_{\text{av}} \\\np_{n+1} = p_n + v_{n} t_{\text{av}} + \frac{1}{2} a_{n} t_{\text{av}}^2 \\
p_{n+1}^* = p_n + 2v_{n} t_{\text{av}} + 2a_{n} t_{\text{av}}^2 \\
\text{(7)}
\]

In the revised optimization formula, we fix the trajectory predicting time to \( t_{\text{av}} \). \( t_{\text{av}} \) is the average time cost of the last 10 executions of the PCP. The endpoint constraint is moved to the objective function. The endpoint of the predicted trajectory need not coincidence with \( w_{pm} \). Because the execution time of the PCP is always much smaller than the planned time to reach \( w_{pm} \), before the drone reaches \( w_{pm} \), a new trajectory is generated, and then the remainder of the formerly predicted trajectory is abandoned. Predicting only the trajectory between the current step to the next step of the PCP is sufficient. Therefore, minimizing the distance between the trajectory endpoint at \( t_{\text{av}} \) and \( w_{pm} \) is reasonable. Given that the current step run time of the PCP may exceed \( t_{\text{av}} \), the distance from the trajectory endpoint at \( 2t_{\text{av}} \) to \( P_{n+1} w_{pm} \) should also be optimized. The subscript \( n \) presents the current step in a rolling process of the PCP. \( v_n \in \mathbb{R}^3 \) and \( a_n \in \mathbb{R}^3 \) are the current velocity and acceleration of the drone. \( v_{\text{max}} \) and \( a_{\text{max}} \) are the kinematic constraints for speed and acceleration, respectively, and \( v_{n+1}, p_{n+1}, \) and \( p_{n+1}^* \) are calculated using the kinematic formula. \( \eta_1, \eta_2 \) are the weight factors for the trajectory endpoint constraint.

After the modification, the success rate with error tolerance \( 10^{-3} \) within 20 steps is increased to 99.8%, and no dangerous trajectory deviation from \( w_{pm} \) can be detected. The time cost of the motion planning and safety of the PCP is greatly improved.

3) Safety backup plan: On some occasions, such as when the obstacles are too dense or an obstacle suddenly appears near the drone (distance is smaller than \( r_{\text{safefly}} \)), DAS may fail to find a feasible direction. To solve this problem, the minimum braking distance \( d_{\text{bd}} = \frac{\left\| v_n \right\|_2^2}{2a_{\text{max}}} \) at current velocity \( v_n \) is introduced. It is smaller than \( r_{\text{safefly}} \) by setting the appropriate maximum acceleration constraint \( a_{\text{max}} \) and velocity constrain \( v_{\text{max}} (\left\| v_n \right\|_2 \leq v_{\text{max}}). \) If the minimum distance from the drone to obstacles is greater than \( d_{\text{bd}} \), the search direction having the maximum distance to the obstacles is chosen (although the distance is smaller than \( r_{\text{safefly}} \)). Otherwise, the drone brakes immediately and flies back to the position at the former PCP step, and the chosen search direction of the former step will not be considered after the drone has flown back in place. This measure is called the “safety backup plan.”

D. The whole framework

To summarize, Algorithm 2 shows the overall proposed framework. The two planners (MP and PCP) are designed to run in ROS parallelly and asynchronously because of their large difference in operation time and share all the data
Algorithm 4 our proposed framework

1: while true: (Thread 1) do
2:   Filter the raw point cloud data, output Pcl₁
3:   end while
4:   while true: (Thread 2) do
5:     Build a global 3D voxel map Pcl₂, and project it on the ground to obtain Map₁
6:   end while
7:   while the goal is not reached: (Thread 3) do
8:     if the shorter 3D path has not been found or it collides with the updated Pcl₂: then
9:       Apply convolution on Map₁, find the 2D path Path₁ on the stitched map.
10:   end if
11: end while
12: while the goal is not reached: (Thread 4) do
13:   Calculate the goal g₁ from Path₁
14:   Find the waypoint wₘₗ by DAS method
15:   if found a feasible waypoint: then
16:     Run the motion planner to get motion primitives
17:   else
18:     Run the safety backup plan, and go to line 14
19:   end if
20:   Send the motion primitives to the UAV flight controller
21: end while

involved in the calculation via the ROS master node. In addition, the point cloud filter and the mapping kit are run in parallel on different threads.

V. TEST RESULTS

In this section, the static tests and real-time flight tests are introduced to validate the effectiveness of the methods in our proposed framework.

A. Algorithm performance static test

Our detailed algorithms and methods are designed to obtain an undiminished or much better path planning performance with a decreased or slightly increased time cost. To prove our proposed algorithms’ effectiveness, we first individually test them offline with static data input. This approach can avoid the influence from the fluctuations in computing performance caused by other simultaneously running algorithms when one algorithm is analyzed. Moreover, the data can be customized, so the tests are more effective and targeted. In this subsection, all the time costs are measured on a personal computer with an Intel Core i7-8565U 1.8-4.6 GHz processor and 8 GB RAM, and Python 2.7 is used as the programming language.

1) Path planning on the 2D map: The size of the local map is the main influencing factor of the actual flight trajectory length and computing time of each replanning step. In addition, we apply the JPS algorithm twice on two maps of different sizes and resolutions and splice the two paths into a whole. The Map₁ size is also a key to balancing the time cost and the path length. As the effectiveness of our proposed method should be verified and analyzed, two rounds of numerical simulations are designed and conducted.

The first round tests the influence of the local map size, the second-round tests the effect of the Map₂ size (see Fig. 4). A large-scale 2D map is used in the numerical tests, as shown in Fig. 9. The map size is 800 m*800 m, and the local map size is tested with three configurations (unit: m): 75*75, 200*200, and 400*400. We assume the local map center moves along the local map path and can only move one meter (including the diagonal move) in one step. The test is conducted with 10 combinations of the randomly assigned start point and goal point, whose straight-line distance is greater than 500 m. For each local map size, the 10 combinations are identical.

For the first round, the average time cost and real trajectory length are compared with that of the planning on the entire map, as shown in TABLE I. Len₁ represents the average trajectory length, while Len₂ denotes the average global JPS path length. Tc₁ is the average total computing time of each replanning step with the local map, and Tc₂ is that of the global planning. TABLE II shows that Len₁ does not increase substantially compared to Len₂, while the time cost is saved considerably compared to the global planning time. We use green color to highlight the data corresponding to our proposed method, demonstrating the superiority. Len₁ increases by only 2.2% and Tc₁ decreases by 96.6% compared to Len₂ and Tc₂, respectively, when the Map₁ size is 200 m*200 m. It is the most time-efficient map size among the three tested sizes.

For the second round, the size of Map₂ is fixed at 200 m*200 m and the size of Map₁ has three alternatives (unit: m): 70*70, 100*100, and 120*120. In TABLE III, the average total computing time Tc₃ and trajectory length Len₃ are compared between the tests that do and do not use the stitched map. When the size of Map₁ is 100 m*100 m, the real trajectory length Len₃ increases by only 0.31%, while the time cost Tc₃ is reduced by 53.4% compared to Len₁ and Tc₁, respectively. Thus, the effectiveness of planning on the multi-resolution hybrid map is well validated.

TABLE I

| Map₁ size (m) | Len₁ (m) | Tc₁ (s) | Len₂ (m) | Tc₂ (s) |
|---------------|----------|---------|----------|---------|
| 75*75         | 1021.962 | 0.036   | 980.439  | 3.454   |
| 200*200       | 1001.783 | 0.118   | 980.439  | 3.454   |
| 400*400       | 997.486  | 0.284   | 980.439  | 3.454   |

TABLE II

| Map₁ size (m) | Len₃ (m) | Tc₃ (s) | Len₁ (m) | Tc₁ (s) |
|---------------|----------|---------|----------|---------|
| 70*70         | 1110.374 | 0.040   | 1001.783 | 0.118   |
| 100*100       | 1004.848 | 0.055   | 1001.783 | 0.118   |
| 120*120       | 1002.917 | 0.082   | 1001.783 | 0.118   |

2) Shorter 3D path searching: To study the path length shortened by the 3D path search and corresponding extra time...
We can see that \( \eta_{3D} \) and \( \text{Len}_{3D} \) decrease as the map size increases. When the map size is small, the points in the 3D map reduces. Seemingly, the algorithm is more likely to find a shorter 3D path. However, the 3D path of a small local map is more likely to collide with the newly appearing obstacles in the updated local map. Therefore, the drone has a high probability of taking a detour while flying along the 3D path, and the actual trajectory length is longer than when we use a large local map. When the local map size is settled as 20 m*20 m, the average outer loop frequency of the path planning is greater than 15 Hz, and the actual trajectory is smooth and natural. We use this map size in the following flight tests.

3) The improvements in optimization formula: After several hardware flight tests with our proposed framework, we record all the required data for solving the optimization problem, including \( p_n \), \( v_n \), and \( w_m \), at each step (over \( 5.3 \times 10^4 \) steps in total). To validate the improvements of the optimization formula, the collected data is input to the original optimization formula and the improved one in this paper for comparison. In addition, the optimization solving performance under different maximum iterating numbers is studied. The average time cost and overall success rate are counted for quantitative comparison. In TABLE IV, \( R_{og} \) and \( T_{og} \) are the solution success rate and the average time cost of the original optimization formula, respectively, and \( R_{im} \) and \( T_{im} \) are for the improved version. We can see that the success rate and time cost are greatly improved. When the maximum step is more than 20, the success rate improvement is minor. Because 99.83% is a satisfactory success rate, we set the maximum step number as 20 to reduce the time cost. The motion optimization problem-solving time decreases by 39.33% compared to that of the original formula.

### TABLE IV

| Max steps | \( R_{og} \) (%) | \( R_{im} \) (%) | \( T_{og} \) (ms) | \( T_{im} \) (ms) |
|-----------|------------------|------------------|------------------|------------------|
| 5         | 41.51            | 89.12            | 3.24             | 2.12             |
| 10        | 61.14            | 95.49            | 4.87             | 2.94             |
| 20        | 76.87            | **99.83**        | 6.56             | **3.98**         |
| 40        | 83.68            | 99.96            | 9.45             | 5.23             |
| 80        | 92.15            | 100.00           | 14.78            | 5.61             |

**B. Simulated flight tests with real-time planning**

Compared to the counterpart that follows the original JPS path directly on the 2D map, our proposed framework is proved to shorten the actual trajectory substantially with limited additional time cost. Another test is required to compare
the final trajectory length with the 3D global shortest path to further validate the framework’s performance. However, the globally optimal path can only be obtained after the map is entirely constructed, so we cannot obtain it while exploring the environment. Because the 3D map of the environment is represented by the point cloud, no graph-searching based algorithm can be applied to obtain the 3D optimal path length. We adopt the asymptotically optimal method RRT* to generate the globally optimal path using a large amount of offline iteration computing. For comparison, the same simulation configuration with the former flight tests is used in this test. We first fly the drone manually with the mapping kit to build up the globally 3D map for the simulation world. Then, the RRT* method is applied 5 times on the map with each group of starting and goal points. The shortest path of the 5 runs is considered the global optimal. The initial parameters of RRT* are generated randomly so that the repeating can avoid the local optimum. The iteration terminates when the relative error of the path length is smaller than \(10^{-3}\) in the last 10 iterations.

Table [V] describes the parameter settings of the framework in the simulation test. “pcl” is short for the point cloud.

All the length results of the 10 flight tests are shown in TABLE VII. The mean of the actual trajectory length \(Len_{3D}\) increases by approximately 12.8% compared to the mean of the globally optimal path length \(Len_{opt}\). \(t_{mp}\) is the average step time cost of MP in this flight. \(t_{rrt}\) is the total time cost for RRT* to find the shortest path in the 5 runs. \(t_{rrt}\) only include the time cost of the runs before the shortest path is found. Fig. [11] illustrates the detailed visualized data of the flight test corresponding to second test in TABLE VII (the bold part).

Fig. [11](a) demonstrates the entire map of the simulation world in Fig. [10]. The coordinates of the starting and goal points of the flight test in Fig. [11](b) are \((11.4, 14.4, 0.8)\) and \((-12.0, -10.0, 1.2)\), respectively. The global optimal path length for this flight is 33.252 m, and the actual flight trajectory length is 36.057 m. We see that the real trajectory has obvious differences with the globally optimal path. Nevertheless, the path length gap is not large, which is similar to the numerical test results on the 2D map.

The trajectory length comparison between our proposed framework and the state-of-the-art algorithms is shown in TABLE VII. \([1]\) is our former work for the trajectory planner. \(\eta_{3D}\) indicates the mean of the 3D path length percentage increase compared to the optimal 3D path. Except for the \(\eta_{3D}\) of \([1]\) is evaluated from the flight test data in the same simulation world, the other data is obtained from the experimental results in the references. Our proposed framework can fly the shortest trajectory compared to the works listed in TABLE VII.

### TABLE V
PARAMETERS FOR THE FRAMEWORK

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \(l_{ms}\) | 20 m  | \(h_{ms}\) | 6 m   |
| \(\alpha_{res}\) | 10\(^\circ\) | \(i, j\) | 100 |
| \(m, n\) | 50 | \(k\) | 3 |
| \(h\) | 2 | \(r_{safe}\) | 0.5 m |
| \(p_{w, pn}\) | 0.3 m | \(\eta_{use}\) | 70 |
| voxel size | 0.2 m | pcl frequency | 30 Hz |
| depth resolution | 640*360 | \(\kappa_1, \kappa_2\) | 4.2, 1.5 |
| \(\eta_1, \eta_2\) | 40, 10 | \(r_{dec}\) | 3 m |

### C. Hardware flight tests
The video for the hardware test has been uploaded online. In the test environment, static and dynamic obstacles are present to validate the fast reaction of the PCP.

1) Introduction of hardware platform: We conduct the hardware tests on a self-assembled quadrotor. The Intel RealSense depth camera D435i is installed under the frame as the only perception sensor. The drone frame is QA V250, with the diagonal length 25 cm. The Pixracer autopilot with a V1.10.1 firmware version is adopted as the underlying flight controller. A LattePanda Alpha 800S with an Intel Core M3-8100Y, dual-core, 1.1-3.4 GHz processor is installed as the onboard computer, where all the following timing
breakdowns are measured. For the hardware test, we fly the drone in multiple scenarios with our self-developed visual-inertial odometry (VIO) kit\(^2\) to demonstrate the practicality of our proposed framework. The point cloud filter, the VIO kit, and the mapping kit are executed by C++ code, while the other modules are run by the Python scripts. All the parameters used in the hardware test are identical to the simulation flight tests, as shown in TABLE V. The yaw angle of the drone is controlled to keep the camera always heading toward the local goal \(g'_l\).

2) Indoor tests: Fig. 12 is our indoor flight test environment. First, the drone takes off from point 1 and flies through the cluttered static obstacles (shown in the picture), following the sequence 2-3-4. The environment is unknown to the drone before it takes off. We can see from the video that the drone can avoid the obstacles agilely. Meanwhile, the drone posture is stable and the final flight trajectory is smooth. After the drone reaches point 3 and starts flying toward point 4, a person who hides behind the boxes suddenly appears closely in front of the drone. In the video, the drone quickly maneuvers after the person appears, and the avoidance is successful. The map is updated afterward, and the drone continues to follow the path from the MP.

The constructed voxel map and flight trajectory after this flight are shown in Fig. 13. The position, attitude, and velocity curves of the drone can be found in Fig. 14. The attitude angles react immediately to the appearance of the person, and then the velocity changes considerably. Sequentially, the drone decelerates and flies to the left side to pass the person. The maximum speed is 1.23 m/s at 74.40 s. The drone does not approach any obstacles before this time, so the speed continues to increase. Because \(\|\mathbf{p}_n\mathbf{w}_{p_n}\|_2\) is assigned to be always greater than \(\|\mathbf{p}_n\mathbf{p}_{n+1}\|_2\), in the motion optimization problem (7), minimizing the cost \(\eta_1\|\mathbf{w}_{p_n}\mathbf{p}_{n+1}\|_2\) leads to positive acceleration. The drone will decelerate when the obstacles are near it, because of the acceleration cost and the endpoint cost in the objective function.

3) Outdoor tests: In addition, the proposed framework is tested in diverse outdoor scenarios. Fig. 15 shows the environments of two experiments, and the flight tests in other environments are included in the video. Fig. 15(a) is entirely static, with several obstacles standing on a slope and dense

---

\(^2\)https://github.com/HKPolyU-UA/V/FLVIS
Fig. 12. Indoor environment for the hardware flight tests. In the video, a flight test is first conducted with static obstacles, and then the table closest to trace of the person moving is removed for the test with an intruding person.

Fig. 13. Explored map and the drone trajectory after the hardware flight test in the static environment.

bushes and trees. This environment is challenging, requiring the 3D precise trajectory planning and motion control. Fig. 15(b) is a larger environment compared to those of the tests above. In addition to the complex static obstacles, five moving people in the field continuously interrupt the drone from the original planned path and validate its reaction performance. The video demonstrates that the drone performs agile and safe flights in various test environments, so the practicability and flight efficiency of our proposed framework can be proven.

Finally, the average time cost of each part of the MP and PCP for the hardware tests is counted and analyzed in Fig. 16 to show the computational efficiency. In Fig. 16(a), the average time cost and the percentage are provided on a pie chart. In Fig. 16(b), the relationship between the time cost of each procedure in the PCP and the size of \( P_{cluse} \) is illustrated, with the average time cost shown on the right side. For the MP, most of the time cost (63%) is used for path planning and optimization on the 2D map. The path search with the 3D point cloud is computationally inexpensive. The average total time cost of each MP step is 0.078 s, and the loop frequency is approximately 12 Hz. These results are slower than the offline test results because the computing resource is occupied by the other part of the framework (VIO, mapping kit, point cloud filter, and the PCP). For the PCP, only the time cost of the waypoint searching is relevant to the \( P_{cluse} \) size because the number of the points determines the collision check’s circling number. The average time cost of the PCP step is 16.2 ms, of which searching for \( w_{pn} \) is the most time-consuming part.

Moreover, the time cost is compared with those of the state-of-the-art algorithms in Table VIII. Because our proposed method is composed of two planners running asynchronously, no single value represents the framework execution time. Thus, the average step time costs of the MP and PCP are listed for the comparison. Notably, the time costs of the related works are measured on different hardware platforms with different program code types. “MSCF” is the abbreviation for the maximum single-core frequency of the hardware platform processor. Although Table VIII cannot be used for the absolute performance comparison, the trajectory replanning time cost of our proposed method (PCP) is believed promisingly to
However, the test environments do cover all the UAV application scenarios. Moreover, the UAV flight speed in our tests is not sufficiently high. In the future, the framework will be tested in more challenging environments with a higher vehicle speed than the current study.
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