Novel aspects of integrability for NLSMs in symmetric spaces
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We obtained the formal solution of the auxiliary system of Non Linear Sigma Models, whose target space is a rank 1 symmetric space based on the indefinite orthogonal group $O(p,q)$, corresponding to an arbitrary solution of the NLSM. This class includes Anti-de Sitter, de Sitter and Hyperbolic spaces, which are of interest in view of the AdS/CFT correspondence. The formal solution is related to the Pohlmeyer reduction of the NLSM, constituting another link between the NLSM and the reduced theory. Besides deriving the solution, we also review the Pohlmeyer reduction of such models. Finally, we comment on the implications for the monodromy matrix and its eigenvalues.
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I. INTRODUCTION

In the last 50 years there has been a tremendous number of studies, which point out that integrability is intertwined with high energy physics. This work concerns the integrability of Non Linear Sigma Models (NLSMs) on symmetric spaces. The general framework related to 2-dimensional integrable models was laid down in the 1970s and is still very important even for ongoing research.

A particular class of such models is the Principal Chiral Model (PCM) [1]. The equations of motion of the PCM along with the flatness of the current are reproduced by the Lax connection

$$L_{\pm} = \frac{(\partial_{\pm} g) g^{-1}}{1 \pm \lambda}, \quad (1)$$

where $\lambda \in \mathbb{C}$ is the spectral parameter and $g$ is in general an element of some coset. The flatness of the latter is equivalent to the compatibility condition of the so-called auxiliary system, also known as the fundamental linear problem, which reads

$$\partial_{\pm} \Psi(\lambda) = L_{\pm} \Psi(\lambda). \quad (2)$$

Classical integrability amounts to the existence of an infinite tower of conserved charges. This tower can be constructed for any Lax connection using the solution of the auxiliary system [2]. Defining the monodromy matrix $T(\sigma_j, \sigma_i; \lambda)$ as

$$T(\sigma_j, \sigma_i; \lambda) = \Psi(\tau, \lambda) \Psi^{-1}(\tau, \lambda), \quad (3)$$

it follows that its time derivative reads

$$\partial_{\tau} T(\sigma_j, \sigma_i; \lambda) = L_{\tau} T(\sigma_j, \sigma_i; \lambda) - T(\sigma_j, \sigma_i; \lambda) L_{\tau}(\sigma_i, \sigma_i), \quad (4)$$

where $L_{\tau}$ is the component of the Lax connection when it is expressed in terms of the world-sheet coordinates $\sigma$ and $\tau$. In this case the relevant equation of the auxiliary system is $\partial_{\tau} \Psi(\tau, \sigma; \lambda) = L_{\tau} \Psi(\tau, \sigma; \lambda)$. The constants $\sigma_i$ and $\sigma_f$ are determined by the specific solution and its boundary conditions. Depending on the latter, it is either the trace of the monodromy matrix that is conserved, which is the case for periodic boundary conditions, or the matrix itself if $L_{\tau}$ vanishes both at $\sigma_i$ and $\sigma_f$. For open string boundary conditions one has to define a boundary monodromy matrix [2, 3], which is again related to the solution of the auxiliary system. Expanding the monodromy matrix or its trace with respect to the spectral parameter one obtains the aforementioned infinite tower of conserved charges. The existence of all these conserved charges is such a strong constraint even on the quantized theory so that no particle production is allowed and the S-matrix of the theory is factorized into two particle S-matrices [4].

There is a far wider class of theories, which obviously includes the PCM, the so-called NLSMs. The action of such theories reads

$$S = \int d^2 \sigma G_{\mu \nu}(X) \partial_{+} X^\mu \partial_{-} X^\nu \quad (5)$$

and their fields, i.e. $X^\mu$, are mappings from the 2-dimensional world-sheet to a manifold $\mathcal{M}$. It turns out that if $\mathcal{M}$ is a symmetric space, the NLSM is integrable [5, 6]. For further information about the integrability of NLSMs see [7, 8] and references therein. Finally, let us mention that integrability is not restricted to symmetric spaces. Recently there has been a lot of activity in the construction of integrable NLSMs [9, 13], see also [14, 12] and references therein.

An interesting aspect of NLSMs on symmetric spaces is that besides being integrable, they are also reducible.

---

1 We remind the reader that a symmetric space $\mathcal{M} = F/G$ is defined as follows. Consider a group $F$ having a subgroup $G$, which correspond to the Lie algebras $\mathfrak{f}$ and $\mathfrak{g}$ respectively, so that $F$ admits the canonical decomposition $\mathfrak{f} = \mathfrak{g} \oplus \mathfrak{p}$. Then, $\mathcal{M}$ is a symmetric space if the following commutation relations hold:

$$[\mathfrak{g}, \mathfrak{g}] \subset \mathfrak{g}, \quad [\mathfrak{g}, \mathfrak{p}] \subset \mathfrak{p}, \quad [\mathfrak{p}, \mathfrak{p}] \subset \mathfrak{g}. \quad (6)$$
to integrable systems, which are multicomponent generalizations of the sine-Gordon equation. The original examples are the $O(3)$ and $O(4)$ NLSMs, corresponding to the spheres $S^2$ and $S^3$, which are related to the sine-Gordon and the complex sine-Gordon equations, respectively, via the Pohlmeyer reduction \cite{12,13}. Subsequently many more symmetric spaces were studied including the N-sphere $S^N$, i.e. the $O(N+1)$ model \cite{19}, and $\mathbb{C}P^N$ \cite{20}, as well as (Anti) de Sitter space \cite{21,22}.

Essentially, the reduction amounts to introducing some degrees of freedom, which are connected non-locally to the fields of the NLSM, and setting the non-vanishing components of the stress-energy tensor to constants. This is always possible as the NLSM is conformally invariant at the classical level. When the symmetric space $\mathcal{M}$ is of positive definite signature, which, for instance, is the case for $S^N$ and $\mathbb{C}P^N$, it follows that the constants are necessarily positive, thus $T_{\pm\pm}$ read

$$T_{\pm\pm} = G_{\mu\nu} \partial_\pm X^\mu \partial_\pm X^\nu = m_\pm^2, \quad (7)$$

in appropriate coordinates. One should keep in mind that the Pohlmeyer reduction is a many-to-one mapping. In particular, the reduced theory depends on $m_+$ and $m_-$ only via their product $m_+ m_-$ and not on their ratio. We are going to refine this statement, but it is sufficiently accurate for now. Evidently, even though integrability is preserved, for $m_+ m_- \neq 0$ the conformal invariance is broken by the reduction. Finally, it is worth pointing out that when the action of the NLSM on the symmetric space is equivalent to free fields on a higher-dimensional space subject to a quadratic constraint, the equations of motion of the NLSM become linear for a given solution of the reduced theory.

Using a group theoretical approach, the reducibility of the NLSM on symmetric spaces was established in \cite{24–26}. This approach is extremely powerful leading to many interesting developments. These reduced theories are known as Symmetric Space sine-Gordon models (SSSGs). For a long time their Langrangian formulation was an open problem until it was solved for symmetric spaces of rank 1 in \cite{27}, see also \cite{28,30,31}. Specifically, it was shown that SSSGs are gauged Wess-Zumino-Witten (WZW) models models perturbed by an appropriate potential, which preserves integrability. For a recent review on the group theoretical approach of Pohlmeyer reduction, as well as for an exhaustive analysis of the Langrangian formulation of SSSGs, see \cite{31}.

Another intriguing characteristic of integrable NLSMs regards the construction of new solutions when a solution is already known. This is achieved with the application of the dressing method \cite{1,32,33}. In order to do so one has to solve the auxiliary system \cite{2}, where $g$ corresponds to the known NLSM solution, which in this context is referred to as the seed solution. Given the solution of the auxiliary system one can systematically construct an infinite tower of new NLSM solutions.

There is an analogous story for the reduced systems. There are the so-called B"acklund transformations for these systems, which are sets of first order non-linear equations and allow the derivation of new solutions given a known one. In the case of the sine-Gordon equation these transformations essentially insert solitons on the background of the known solution. Multiple solutions corresponding to the same known solution can be combined using addition formulas, for example see \cite{34}. The B"acklund transformations are the counterpart of the dressing transformations. In particular, it has been shown that a dressing transformation of the NLSM solution, automatically performs a B"acklund transformation to its avatar in the reduced theory \cite{33}. It is also important that the B"acklund transformations generate an infinite tower of conserved charges \cite{16}. These charges are related to the ones constructed via the expansion of the monodromy matrix \cite{36,37}.

In view of the AdS/CFT correspondence \cite{38,40}, which relates planar strongly coupled $\mathcal{N} = 4$ Super-Yang-Mills to classical free IIB string theory on $\text{AdS}_5 \times S^5$, the interest on the reduced models was revived. In this setup the dynamics of the superstrings is determined by the Metsaev-Tseytlin action \cite{41}. The theory is formulated as the super-coset $\text{PSU}(2,2|4)_{SO(1,3) \times SO(5)}$ and is classically integrable \cite{42}. As this coset is a symmetric space having a $\mathbb{Z}_4$ grading, the theory is reducible and the corresponding models were constructed in \cite{43,46}. Moreover the reduced theory is finite in the UV \cite{47} and the properties of the classical charges indicate that the theory is supersymmetric \cite{48,49}. The world-sheet supersymmetry is non-local \cite{50,51}. Similarly, the bosonic reduced model corresponding to $\text{AdS}_3 \times \mathbb{C}P^3$, which is dual to the Aharony-Bergman-Jafferis-Maldacena (ABJM) theory \cite{52,53} and is formulated as the super-coset $\text{OSP}(2,2|6)_{SO(1,3) \times U(3)}$, was constructed in \cite{54}. The supersymmetric one was presented in \cite{55}. The reduced models, maintaining 2-dimensional Lorentz invariance, provide an alternative approach to the standard light-cone description of the on-shell degrees of freedom.

Let us be more specific about the reduced models in this context. Equation \citex{7} may be interpreted as the Virasoro constraint for strings propagating in $\mathbb{R}\times \mathcal{M}$, where a linear gauge for the time coordinate $t$ of the target space has been employed, namely

$$t = m_+ \sigma^+ + m_- \sigma^-. \quad (8)$$

This gauge, which is a generalization of the usual static one, i.e. $t = m \tau$, facilitates the rest of our work. A world-sheet boost with appropriate velocity turns the linear gauge to the static one. At the level of equations \citex{7} setting $n_+ \rightarrow c |n_+|$, the parameter $c$ can be absorbed via a boosted form of the embedding functions, i.e.
by $X^\mu(\sigma^+, \sigma^-; m_+, m_-) \rightarrow X^\mu(e^{-1}\sigma^-; m_+, m_-)$.
Notice that the product $m_+ m_-$ remains invariant. Of course the counterpart in the reduced theory depends on the boost too. As the boost to the static gauge depends also on the ratio of $m_+$ and $m_-$ the Pohlmeyer avatar no longer depends solely on the product $m_+ m_-$. So, to be more precise the reduced theory depends only on this product in an appropriate frame.

Many properties of classical string solutions are captured by the reduced models. Strings, whose world-sheet is infinite, correspond to solitonic solutions of the reduced system. For instance, the giant magnon [57] ($\mathbb{R}_4 \times S^2$), the dyonic giant magnon [58] ($\mathbb{R}_4 \times S^2$) and the single spike [59] ($\mathbb{R}_4 \times S^2$ and $\mathbb{R}_5 \times S^3$) correspond to solitonic solutions of the sine-Gordon and complex sine-Gordon equations. In an analogous way, the BMN particle [60], which moves at the speed of light on the equator of $S^5$, corresponds to the (stable) vacuum solution of the sine-Gordon equation. Similar identifications exist for for kink-train solutions of the sine-Gordon and complex sine-Gordon equation [61, 62]. See also [63] for a complete classification of elliptic string solutions in $\mathbb{R}_4 \times S^2$. Similar conclusions also hold for strings in AdS and dS [22, 23, 64, 66], as well as for dressed elliptic strings in $\mathbb{R}_4 \times S^2$ [64, 65].

Besides the relation between the string solutions and their counterparts in the reduced theory, AdS/CFT correspondence is intimately related to integrability in many more aspects, such as the spectrum of dual theories and correspondence is intimately related to integrability in many circumstances. In particular, the identification of a specific string solution, which is dual to a particular operator is not straightforward. A systematic approach for this problems is elusive. In the framework of AdS/CFT, the expectation values of Wilson loops at strong coupling are calculated by the area of minimal surfaces whose boundary is the loop in question [78, 79]. Interestingly enough, null polygonal Wilson loops are related to gluon scattering amplitudes at strong coupling [80, 81], see also [82, 83]. Moreover, by introducing an appropriate contour in the internal space, the Wilson loop can be made supersymmetric [84, 85]. Implementing localization, the supersymmetric Wilson loops can be calculated without the use of holography, directly in field theory, exactly (sometimes even for finite $N$) [86, 87]. The comparison of the results of both calculations is a highly non-trivial test of AdS/CFT. Finally, minimal surfaces are also relevant for the calculation of Holographic Entanglement Entropy (HEE) [88, 89]. The HEE corresponding to a region defined by some entangling surface equals the area of co-dimension 2 minimal surface, which extends in the bulk and whose boundary is the entangling surface. In the case of AdS the minimal surfaces are 2-dimensional, thus described by a NLSM. All the aforementioned space-like minimal surfaces in AdS or in the Hyperbolic space are described by NLSMs and also admit a Pohlmeyer reduction [90, 91].

The above analysis demonstrates that the auxiliary system [2] is significant for many reasons. In our previous works we applied the dressing method for elliptic strings in $\mathbb{R}_4 \times S^2$ [67], see also [66], and elliptic minimal surfaces in $H^3$ [100]. One could proceed in a systematic manner and the only equations that had to be solved, were essentially solved by the seed solution upon altering some parameters. Motivated by this observation in [101] we obtained the formal solution of the auxiliary system of the O(3) NLSM corresponding to an arbitrary seed. The solution is constructed by combining appropriately the seed solution with a “virtual” one. The latter is obtained from the seed solution by the substitution

$$m_+ \rightarrow \frac{1 + \lambda}{1 - \lambda} m_+,$$  \hspace{1cm} (9)

where $\lambda$ is the spectral parameter. Thus, the virtual solution solves the equation of motion of the NLSM, has the same avatar in the reduced theory as the seed one, but as $\lambda \in \mathbb{C}$ it belongs to the complexification of the coset. We should also point out that the rescaling spoils the boundary conditions of the seed solution, which is important for our results. 4 A direct consequence of this

---

3 As a side note let us mention that the general solution of the NLSMs in spaces of constant curvature is expressed in terms of hyperelliptic theta and related functions. These functions are defined in terms of a spectral curve, which determines their periodicities. Essentially this construction, known as finite gap integration, generalizes the mode expansion of flat space to an expansion in terms of the genus of the spectral curve in the case of curved spaces, see the introduction of [72]. Using either the spectral curve directly, or the general solution of the Pohlmeyer reduced theory expressed in terms of theta functions along with properties of these functions, one can construct the general solution of the NLSM. Nevertheless, we should point out that explicit solutions are known only in the case of the $\mathbb{R} \times S^3$ NLSM [76] (using the first method) or the Euclidean NLSM on $H^3$ (using the second method) [72, 73].
result is the existence of a non-linear superposition rule at least for the specific NLSM. Regarding the dressing method the concept of superposition is already there as one can construct an infinite tower of NLSM solution by solving the auxiliary system once. Nevertheless, it turns out that no differential equation has to be solved. The dressing method is the implementation of a non-linear superposition in the first place. At the level of the reduced theory this result implies that there is no need to solve the Bäcklund transformations and that solitons are inserted for free. These conclusions present a novel aspect of NLSMs integrability, which expands the framework built in the 1970s and later on. As the derivation of [101] is model specific, the generalization of these conclusions could be questionable and the structure of the superposition obscure.

In our recent work [102] we were able to obtain the formal solution the auxiliary system for the whole class of \( O(n) \) NLSMs. The solution relies on the Pohlmeyer reduction. Even though we presented the group theoretical approach for the study of the reduced models, there exists a geometric one, which treats the reduction as an embedding problem, introduced in [17–18], see also [21, 103, 104]. One considers the target space as a submanifold of an enhanced flat space and analyzes the embedding of the NLSM solution in the enhanced space. In order to do so one introduces a basis in the enhanced space. It turns out that the solution of the auxiliary system is related to this basis, as well as on the redefinition of the parameters \( m_\pm \) given by [19]. Moreover, in the case of periodic boundary conditions, the monodromy matrix is non-trivial just because the virtual solution is not periodic, since the rescaling spoils the periodic boundary conditions.

The purpose of this work is twofold. In view of AdS/CFT correspondence the solution of the auxiliary system in the case of AdS space presents a lot of interest. Of course, it is appealing to find the formal solution of the auxiliary system for more symmetric spaces. To kill periodic, since the rescaling spoils the periodic boundary conditions.

The structure of the paper is as follows. In section II we perform the Pohlmeyer reduction of rank 1 symmetric spaces corresponding to the indefinite orthogonal group \( O(p,q) \). The structure of the paper is as follows. In section III we solve the auxiliary system. Finally, in section IV we analyze the structure of the monodromy matrix and as an indicative example we derive its eigenvalues in the case of elliptic strings in \( \mathbb{R} \times S^2 \).

There are two appendices. In appendix A we provide additional information for the Pohlmeyer reduction of AdS. Appendix B contains some details relevant for the derivation of section III.

II. POHLMYEYER REDUCTION

It is well known that strings propagating in symmetric spaces such as AdS and dS are related to integrable models, namely sinh-Gordon or cosh-Gordon and multicomponent generalizations of them, via the Pohlmeyer reduction [16–18]. There is extensive work on this subject in the literature [21, 22]. In this section, we generalize these works, while introducing our own convention, which will facilitate the second part of the paper. Since the aforementioned spaces are of indefinite signature, one should distinguish between different types of reductions. The tangent vectors of the world-sheet can be space-like, light-like or time-like and consequently the \( T_{\pm} \) components of the stress tensor positive, negative or vanishing, see (7). The reduction is characterized accordingly.

In the context of string theory the various types of reduction correspond to different geometric setups. Light-like reduction can be interpreted as stings on the non-compact manifold \( M \). If the reduction is time-like the geometry is \( M \times M_c \), where \( M_c \) is a compact manifold having positive definite metric. In the case of space-like reduction the theory is defined in \( M_{nc} \times M \), where \( M_{nc} \) is another non-compact manifold. The case \( \mathbb{R}_t \times M \) analyzed in the introduction is a just an example. Finally, let us mention that the geometry of the last case admits a time-like reduction too. In the context of the AdS/CFT correspondence light-like and time-like reduction of non-compact spaces are more natural. Having analyzed all options, let us introduce our conventions.

It is well known that AdS\(_{n+1}\) and dS\(_{n+1}\) are submanifolds of \( \mathbb{R}^{(2,n)} \) and \( \mathbb{R}^{(1,n+1)} \), respectively. They are both symmetric spaces realized as the SO\((2,n)/SO(1,n)\) and SO\((1,n+1)/SO(1,n)\) cosets respectively. We can deal with both spaces simultaneously by introducing the metric tensor \( \eta_{\mu\nu} = \text{diag}(-1,1,\ldots,1,s) \), where \( s = -1 \) corresponds to AdS\(_{n+1}\) and \( s = 1 \) to dS\(_{n+1}\). Denoting the vectors of the enhanced space as \( Y^\mu \), the spaces of interest correspond to the sub-manifolds

\[
Y \cdot Y = s A^2. \tag{10}
\]

It goes without saying that the inner product is defined as \( A \cdot B = \eta_{\mu\nu} A^\mu B^\nu \).

As the purpose of this work is to study the relation between the solution of the auxiliary system and the Pohlmeyer reduction beyond the n-sphere [102], we will consider more general geometries. Rather than restricting our analysis only on AdS and dS spaces, we will go one step further and study rank 1 cosets based on the indefinite orthogonal group. In order to do so we introduce...
the metric
\[ \eta_{\mu\nu} = \begin{pmatrix} I_{p,q} & 0 \\ 0 & s \end{pmatrix}, \quad I_{p,q} = \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix}, \] (11)
where \( I_k \) denotes the \( k \times k \) identity matrix and \( p + q = n+1 \). It the following we use the notation \( I_{p,q} \) for matrices of this specific form. For \( s = +1 \) the space is a sub-manifold of \( \mathbb{R}^{p,q+1} \), it has positive constant curvature and corresponds to the coset \( SO(p,q+1)/SO(p,q) \). Similarly, for \( s = -1 \) the space is a sub-manifold of \( \mathbb{R}^{p+1,q} \), it has negative constant curvature and corresponds to the coset \( SO(p+1,q)/SO(p,q) \). Of course both spaces are related via the duality \( s \to -s \) and \( p \to q \) \[^{10}\]. Finally we remind the reader that for \( s = -1 \), \( p = 0 \) and \( q = n+1 \) we obtain the Hyperbolic space \( \mathbb{H}^{n+1} \).

A. The NLSM action

Having set the ground, we can discuss the NLSM. The corresponding action reads
\[ S = \int d\sigma^2 d\sigma^{-} \left[ \partial_+ Y \cdot \partial_- Y + \lambda (Y \cdot Y - s\Lambda^2) \right], \] (12)
where \( \lambda \) is a Lagrange multiplier. The fields \( Y \) are vectors of the enhanced space \( \mathbb{R}^{p,q+1} \) or \( \mathbb{R}^{p+1,q} \), depending on the value of \( s \), which are restricted on the sub-manifold \(^{9}\) via the Lagrange multiplier. The equations of motion read
\[ \partial_+ \partial_- Y = \lambda Y. \] (13)
It is straightforward to calculate the Lagrange multiplier, which is given by
\[ \lambda = -\frac{s}{\Lambda^2} \partial_+ Y \cdot \partial_- Y, \] (14)
ipplying that the equations of motion assume the form
\[ \partial_+ \partial_- Y = -\frac{s}{\Lambda^2} (\partial_+ Y \cdot \partial_- Y) Y. \] (15)
The equations of motion are accompanied by the conservation of the stress energy tensor. The precise form of the components of the latter depends on the theory under consideration and more specifically on whether one considers the target space consisting solely of the aforementioned manifolds, or if the target space is the direct product of these spaces with another manifold. For instance, in view of the AdS/CFT correspondence, its very usual to consider the target spaces \( \text{AdS}_5 \times S^5 \) or \( \text{AdS}_4 \times \mathbb{CP}^3 \). Keeping an open mind and adopting a mathematical perspective, we consider the non-vanishing components of the stress tensor to be
\[ T_{\pm \pm} = \partial_{\pm} Y \cdot \partial_{\pm} Y = tm^2_\pm, \] (16)
The case \( t = 0 \) gives rise to light-like reduction, while \( t = 1 \) to space-like and \( t = -1 \) to time-light. In the last two cases, string theory interpretation requires the introduction of another manifold so that the Virasoro constraints corresponding to the whole target space are satisfied.

B. The embedding problem

In order to perform the Pohlmeyer reduction, we consider the embedding problem of the NLSM solution \( Y \) in the enhanced space. To do so, we introduce a basis in the enhanced space. Of course, this basis includes the vectors \( Y, \partial_\pm Y \), which span the tangent space of the string world-sheet, and \( n - 1 \) linearly independent vectors. Essentially, we consider the enhanced space as the direct product of the 3-dimensional space \( M_3 \), spanned by \( Y \) and \( \partial_\pm Y \) and the \((n-1)\) dimensional space \( M_{n-1} \), spanned some vectors \( v_i \), where \( i = 1, \ldots, (n-1) \). We normalize these vectors as
\[ v_i \cdot v_j = s_i \delta_{i,j}, \] (17)
where \( s_i = \pm 1 \). The careful reader will realize that this definition is sloppy. For the moment let us comment that since the basis spans either \( \mathbb{R}^{p,q+1} \) or \( \mathbb{R}^{p+1,q} \), the total number of \( s_i \) having the value +1 and of the ones having the value −1 is constrained. To make the notation more uniform, we also set
\[ v_{n+2} = Y, \quad v_{n+1} = \partial_+ Y, \quad v_n = \partial_- Y. \] (18)
Thus, we have the following basis \( V = \{v_1, \ldots, v_{n+2}\} \). Considering the \( M_3 \) subspace, the norm of \( v_{n+2} \) is fixed by \(^{10}\), while the norms of \( v_n \) and \( v_{n+1} \) are fixed by the equations \(^{16}\). The geometric constraint also implies that \( v_n \) and \( v_{n+1} \) are perpendicular to \( v_{n+2} \). The only unconstrained degree of freedom is the angle between the vectors \( v_n \) and \( v_{n+1} \). Thus, the vectors of the basis obey the following relations:
\[ v_i \cdot v_j = s_i \delta_{i,j}, \quad v_n \cdot v_n = tm^2_\pm, \quad v_{n+1} \cdot v_{n+1} = tm^2_\pm, \]
\[ v_{n+2} \cdot v_{n+2} = s \Lambda^2, \quad v_i \cdot v_n = 0, \quad v_i \cdot v_{n+1} = 0, \]
\[ v_i \cdot v_{n+2} = 0, \quad v_n \cdot v_{n+2} = 0, \quad v_{n+1} \cdot v_{n+2} = 0. \] (19)
To deal with the inner product \( v_{n+1} \cdot v_{n+2} \) we have to be more careful and take into account the setup of the problem. In other words, we should make sure that the basis indeed spans the enhanced space. To treat all cases simultaneously, we define the primary Pohlmeyer field \( \varphi \) via the equation
\[ \partial_+ Y \cdot \partial_- Y = m_+ m_- f(\varphi). \] (20)
In Appendix A we provide details on the construction of the basis in the enhanced space and how this affects the definition of the primary Pohlmeyer field. There are three different options for the function \( f \), namely
\[ f(\varphi) = \begin{cases} \cos \varphi, & \text{cos} \\ \cosh \varphi, & \text{cosh} \\ \exp \varphi, & \text{exp} \end{cases}. \] (21)

\[^{5}\] Lower-case Latin letters run from 1 to \( n - 1 \), while lower-case Greek letters run from 1 to \( n + 2 \).
In order to perform the Pohlmeyer reduction, we calculate the derivatives of the vectors constituting the basis and expand them on the basis itself, i.e.

\[
\partial_\pm v_\alpha = (A_\pm)_{\alpha\beta} v_\beta.
\]

(22)

This equation can be expressed in matrix form as

\[
\partial_\pm V = A_\pm V,
\]

(23)

where \( V \) is the matrix having the vectors of the basis as its rows, i.e. its matrix elements are \( V_{\alpha\beta} = (v_\alpha)_\beta \), see also equation (21). Using the definitions of \( v_n \) and \( v_{n+1} \), along with the equations of motion (24), it is straightforward to calculate that

\[
\partial_+ v_{n+2} = v_{n+1}, \quad \partial_- v_{n+2} = v_n,
\]

\[
\partial_+ v_n = \partial_- v_{n+1} = -s \frac{m_+ m_-}{A^2} f(\varphi)v_{n+2}.
\]

(24)

The other derivatives of \( v_n \) and \( v_{n+1} \) are obtained using the geometric constraint (16), the non-vanishing components of the stress energy tensor (18) and the equations of motion (24). In particular, these relations imply that

\[
Y \cdot (\partial^2_\pm Y) = -tm^2_\pm, \quad (\partial_\pm Y) \cdot (\partial^2_\pm Y) = 0, \quad (\partial_\pm Y) \cdot (\partial^2_\mp Y) = m_+ m_- f'(\varphi) \partial_\pm \varphi.
\]

(25)-(27)

Thus, the expansion of the derivatives \( \partial^2_\pm Y \) on the basis is

\[
\partial^2_\pm Y = \frac{t}{f^2(\varphi) - t^2} \left( \frac{f'(\varphi)}{f^2(\varphi) - t^2} \partial_\pm \varphi \partial_\mp Y + \frac{m_+ m_-}{m_+} f'(\varphi) \partial_\pm Y + m_+ a^\pm_i v_i \right),
\]

(28)

where \( a^\pm_i \) are \( 2(n-1) \) unknown parameters. In the following, these parameters are grouped as the two \((n-1) \times 1\) matrices \( a_\pm \). Similarly, we can calculate

\[
\partial_\pm v_i = \frac{s_i a^\pm_i}{f^2(\varphi) - t^2} \left( \frac{t}{m_\pm} \partial_\pm Y - \frac{f(\varphi)}{m_\mp} \partial_\mp Y \right) + (A_\pm)_{ij} s_j v_j,
\]

(29)

where \( A_\pm \) are \((n-1) \times (n-1)\) antisymmetric matrices, whose elements are given by \((A_\pm)_{ij} = v_j \cdot \partial_\pm v_i\). Defining the matrix \( S \) as

\[
S = \text{diag}(s_1, \ldots, s_{n-1}^2).
\]

(30)

and putting everything together, the matrices \( A_\pm^\alpha_\beta \) are the following

\[
A_+ = \begin{pmatrix}
A^+ S & \frac{f}{f^2(\varphi) - t^2} m_+ a^+_i & 0
\end{pmatrix},
\]

(31)

\[
A_- = \begin{pmatrix}
A^- S & \frac{t}{f^2(\varphi) - t^2} m_- a^-_i & 0
\end{pmatrix},
\]

(32)

where column matrices are denoted with bold symbols. We also dropped the argument of \( f(\varphi) \). The compatibility condition \( \partial_+ \partial_- v_i = \partial_- \partial_+ v_i \) implies that the matrices \( A_\pm \) obey the zero curvature condition

\[
\partial_- A_+ + \partial_+ A_- + [A_+, A_-] = 0.
\]

(33)

Explicitly, the equations of motion of the Pohlmeyer fields \( \varphi, a_\pm \) and \( A_\pm \) read

\[
F_{\pm} = -\frac{f'(\varphi)}{f^2(\varphi) - t^2} \left[ a_- a^\mp - a_+ a^\pm \right] S, \quad \mathcal{D}_{\pm} a_\pm = \frac{t'}{f^2(\varphi) - t^2} a_\pm,
\]

(34)-(35)

\[
\partial_\pm \partial_- \varphi = \frac{a^\pm S a_\pm}{f'(\varphi)} - s \frac{m_+ m_-}{m_+} \frac{f'(\varphi)}{f^2(\varphi) - t^2} - \partial_\pm \ln \left( \frac{f'(\varphi)}{\sqrt{f^2(\varphi) - t^2}} \right) \partial_\mp \varphi \partial_\pm \varphi,
\]

(36)

where the covariant derivatives are defined as \( \mathcal{D}_{\pm} = I_{n-1} \partial_\pm - S A_{\pm} \) and the field-strength as \( F_{\pm} = \left[ \mathcal{D}_{\pm}, \mathcal{D}_{\mp} \right] \). Notice that the reduced theory depends only on the product \( m_+ m_- \). For our purposes, the function \( f \) is given by (23). Thus, regarding (25), there are two options \( t^2 = 1 \) and either \( f(\varphi) = \cosh \varphi \) or \( f(\varphi) = \cos \varphi \), or \( t = 0 \) and \( f(\varphi) = \exp \varphi \). In both cases the coefficient of \( \partial_+ \varphi \partial_- \varphi \) vanishes. Also notice that \( (S A_{\pm})^T = -S (S A_{\pm}) \) implying that \( S A_{\pm} \) are valued in the Lie algebra of an indefinite orthogonal group \( G \). The Killing metric of this group is \( S \).

In this form, the Pohlmeyer reduced theory has the gauge redundancy

\[
a_\pm \to O a_\pm, \quad S A_{\pm} \to O S A_{\pm} O^{-1} + (\partial_\pm O) O^{-1},
\]

(37)

where \( O^{-1} = S O^T S \), i.e. the matrix \( O \) is an element of the indefinite orthogonal group \( G \). So far, for sufficiently large \( n \), we have introduced many more fields than the ones of the NLSM\(^6\) Seemingly we are facing a more complicated problem than the original NLSM, but this is not the case.

\(^6\) At this point, the Pohlmeyer reduced theory depends on the
Finally, let us comment that so far by using the symbols $\sigma^\pm$ for the world-sheet coordinates, along with $\partial_\pm$ for the derivatives, we have implicitly assumed that the world-sheet is Minkowski. Nevertheless, the above analysis is valid also for Euclidean world-sheet. The main difference is that for Euclidean world-sheet $A_\pm$ and are complex and related by complex conjugation. This is also the case for $a_\pm$. Also, the group of transformations in equation (37) is defined in the field of complex numbers, i.e. it is of the form $SO(p, q; \mathbb{C})$.

In the following we consider that the world-sheet is Minkowski and reformulate the theory, so that it depends only on the physical degrees of freedom. As the light-like reduced theory is still conformal, whereas conformal invariance is explicitly broken for time-like and space-like reductions, the reformulation is different for these two cases. Thus, we have to treat these cases separately.

### C. Time-like & space-like reductions

For $t^2 = 1$ the Pohlmeyer reduction is very similar to the one of the sphere [13, 102]. The idea is to introduce $n \times n$ matrices $\hat{A}_\pm$, which constitute the components of a flat connection. So, we define $\hat{A}_\pm$ as follows

$$
\hat{A}_+ = \hat{S} \left( \begin{array}{cc} \hat{A}_+ & F^{-1} \bar{S} \hat{a}_+ \\ F^{-1} \bar{S} \hat{a}_+ & 0 \end{array} \right),
$$

$$
\hat{A}_- = \hat{S} \left( \begin{array}{cc} \hat{A}_- & \bar{F} \hat{a}_- \\ \bar{F} \hat{a}_- & 0 \end{array} \right),
$$

where the matrix $\hat{S}$ is defined as

$$
\hat{S} = \left( \begin{array}{cc} S & 0 \\ 0 & \bar{s} \end{array} \right), \quad \bar{s} = \pm 1.
$$

Henceforth we drop the argument of $f(\varphi)$. Notice that by definition $\hat{A}_\pm$ obey $\hat{A}_\mp = -\hat{S} \hat{A}_\pm \hat{S}$, thus they are valued in the Lie algebra of an indefinite orthogonal. The matrix $\hat{S}$ is the Killing metric of this Lie group. We also define $\hat{a}_\pm$ and $\hat{Z}$ via the equations

$$
\hat{a}_\pm = \left( \begin{array}{c} a_\pm \\ 0 \end{array} \right), \quad \hat{Z} = \left( \begin{array}{c} 0 \\ 1 \end{array} \right).
$$

It is a matter of algebra to show that $\hat{a}_\pm$ obey

$$
\hat{D}_+ \hat{a}_- = \frac{f}{f^2 - t^2} \bar{s} \hat{a}_+ + \frac{\bar{s}}{F(f)} \frac{f}{f^2 - t^2} \left( \hat{a}_+^T \hat{S} \hat{a}_+ \right) \hat{Z},
$$

$$
\hat{D}_- \hat{a}_+ = \frac{f}{f^2 - t^2} \bar{s} \hat{a}_- + F(f) \left( \hat{a}_-^T \hat{S} \hat{a}_- \right) \hat{Z},
$$

where $\hat{D}_\pm = I_n \partial_\pm - \hat{A}_\pm$, while (36) assumes the form

$$
\partial_+ \varphi = \frac{\hat{a}_+^T \hat{S} \hat{a}_+}{f'} - \frac{m_+ m_- f^2 - t^2}{A^2 f'}.
$$

One can show that the matrices $\hat{A}_\pm$ indeed obey the zero curvature condition

$$
\partial_+ \hat{A}_+ - \partial_\mp \hat{A}_- + [\hat{A}_+, \hat{A}_-] = 0,
$$

provided that the function $F$ is given by

$$
F(f) = \pm \frac{1}{\sqrt{st(1 - f^2)}}, \quad \text{or} \quad F(f) = \pm \frac{f}{\sqrt{st(1 - f^2)}},
$$

for $f = \cosh \varphi$, which requires $\bar{s} t = 1$, and

$$
F(f) = \frac{1}{\sinh \varphi} \quad \text{for} \quad F(f) = - \coth \varphi,
$$

for $f = \cos \varphi$, which requires $\bar{s} t = -1$. Notice that in both cases for either choices of $F$, appearing directly in $\hat{A}_-$, the other one appears on the matrix $\hat{A}_+$. Thus, the existence of two solutions restores the $+ \leftrightarrow -$ symmetry.

Finally, let us comment that by promoting $\hat{Z}$ to a dynamical field, the reduced system, as described by (42) - (45), has the following gauge redundancy:

$$
\hat{a}_\pm \rightarrow \hat{O} \hat{a}_\pm, \quad \hat{Z} \rightarrow \hat{O} \hat{Z},
$$

$$
\hat{S} \hat{A}_\pm \rightarrow \hat{O} \hat{S} \hat{A}_\pm \hat{O}^T + \left( \partial_\pm \hat{O} \right) \hat{O}^T,
$$

where $\hat{O}$ belongs to the indefinite orthogonal Lie group having $\hat{S}$ as Killing metric. Nevertheless, since $\hat{Z}$ in not dynamical, we can interpret the theory as a gauge fixed version of a theory originally having this symmetry. This is expected by the Lagrangian formulation of SSSGs as gauge fixed WZW models defined on an appropriate coset, which are perturbed by an integrable potential [27, 31]. The group of the aforementioned symmetry coincides with the subgroup used to define the coset of the Lagrangian formulation.

In order to continue the derivation, we use equation (10) to solve for $\hat{a}_\pm$. More specifically, if follows that $\hat{A}_\pm = \left( \partial_\pm \hat{O} \right) \hat{S} \hat{O}^T \hat{S}$, which implies that $\hat{a}_\pm$ are given by

$$
\hat{a}_+ = F(f) \frac{1 - f^2}{f} \partial_+ \hat{Z}, \quad \hat{a}_- = - \frac{s}{F(f)} \partial_+ \hat{Z},
$$

where $\hat{Z}$ is defined as

$$
\hat{Z} = \hat{S} \hat{O}^T \hat{S} \hat{Z}
$$

primary Pohlmeyer field -1 field-, on $a_\pm -2(n-1)$ fields- and on $A_\pm -(n-1)(n-2)$ fields-, for a total of $n(n+1)/2$ degrees of freedom. The NLSM depends on $(n+1)$ fields.
and its norm is $\tilde Z^T \tilde S Z = \tilde s$. The equations of the reduced theory, taking (46) into account, assume the form
\begin{equation}
\partial_+ \partial_- \varphi + \tilde s \sqrt{f^2 - 1 \over f^2} \partial_- Z^T \tilde S \partial_+ Z = s m_+ m_- f^2 - 1 \over 2} \partial_+ \varphi Z - s m_+ m_- f^2 - 1 \over 2} \partial_+ \varphi Z + \tilde F^2 f \partial_+ \varphi Z),
\end{equation}
(52)
where $\tilde F = 1$ or $\tilde F = f$ and $\tilde S$ is defined in (40). The two choices for $F$, which are given in (46), and equivalently of $\tilde F$, restore the symmetry $\sigma^+ \leftrightarrow \sigma^-$. In the Lagrangian formulation of the theory these correspond to vector and axial gauging of the WZW model, see [31]. We remind the reader that the choice of $f$, $\tilde s$ and $t$ are correlated so that $F$ is real. As the norm of $Z$ is constraint, the reduced theory depends on $n$ fields. Thus, the reduction eliminates one field from the NLSM. Moreover, as advertised, the reduced theory depends only on the product $m_+ m_-$. Finally, notice that unless the enhanced space is 3-dimensional, so that the reduced theory consists only of the primary Pohlmeyer field, the equations we derived are non-Lagrangian. Non-local field redefinitions are required to give a Lagrangian description to the reduced theory, see [43] and references therein. This topic is also discussed in the Appendix A.

D. Light-like reduction

Let us proceed to the study of the light-like reduction. Our approach is motivated by [46, 90]. The light-like Pohlmeyer reduction is fundamentally different than the time-like and space-like ones. The basic difference is that equations (35) are source free. This prevents us from using the approach of the previous subsection. Equations (46) are not defined for $t = 0$. As $S^2 = I_{n-1}$ and $A_{\pm}^T = -A_{\mp}$ it follows that
\begin{equation}
\partial_\pm (a_{\mp}^T S a_{\pm}) = 0,
\end{equation}
(54)
thus the norms of $a_{\pm}$ depend on a sole world-sheet coordinate, i.e.
\begin{equation}
a_{\pm}^T \tilde S a_{\pm} = f_\pm (\sigma^\pm).
\end{equation}
(55)

Implementing the gauge transformation (47) we can simplify the problem choosing the light-cone gauge, i.e. $A_- = 0$. Then, equations (54) and (55) assume the form
\begin{equation}
S \partial_- A_+ = -\exp (-\varphi) [a_- a_+^T - a_+ a_-^T] S
\end{equation}
(56)
and
\begin{equation}
\partial_+ a_- = S A_- a_-, \quad \partial_- a_+ = 0.
\end{equation}
(57)
These equations have the residual chiral gauge redundancy
\begin{equation}
a_\pm \to O_+ a_\pm, \quad S A_\pm \to O_+ S A_\pm O_+^{-1} + (\partial_\pm O_+) O_+^{-1},
\end{equation}
(58)
where $O_+ = O_+ (\sigma^+)$ and $O_+^{-1} = SO_+ S$, implying $O_+ \in G$. As $a_\pm = a_+ (\sigma_+)$, we can always use an appropriate transformation in order to set $(a_+)_i = u_+ (\sigma^+) \delta_{i(n-1)}$ if its norm is positive or negative. In the degenerate case of $a_\pm$ being null, we can set $(a_\pm)_i = u_+ (\sigma^+) (\delta_{i1} + \delta_{i(n-1)})$, where $s_1 s_{n-1} = -1$, see (46). From now on we assume that the norm is non-vanishing, thus we define
\begin{equation}
a_\pm = \begin{pmatrix} 0 \\ u_\pm \end{pmatrix}, \quad u_+ = u_+ (\sigma^+),
\end{equation}
(59)
where $0$ is a $(n-2) \times 1$ column matrix consisting of zeros. For notational convenience, we also drop the argument of $u_+ (\sigma^+)$. As equation (59) breaks the symmetry group $G$ to its maximal subgroup, we decompose $A_-$ and $S$, which is defined in equation (30), in a similar manner as
\begin{equation}
a_- = \begin{pmatrix} v \\ u_\pm \end{pmatrix}, \quad S = \begin{pmatrix} \tilde S & 0 \\ 0^T & s_{n-1} \end{pmatrix},
\end{equation}
(60)
where $v$ is a $(n-2) \times 1$ column matrix and $\tilde S$ is a $(n-2) \times (n-2)$ matrix. Then, equation (56) implies that $A_+$ has the structure
\begin{equation}
A_+ = \begin{pmatrix} 0_{n-2} & \Lambda \\ -\Lambda^T & 0 \end{pmatrix},
\end{equation}
(61)
where $0_{n-2}$ is a $(n-2) \times (n-2)$ matrix consisting of zeros. Moreover, it follows that $A$ satisfies the equation
\begin{equation}
\partial_- \Lambda = -\exp (-\varphi) s_{n-1} u_+ \tilde S v.
\end{equation}
(62)
Finally, equation (61) implies
\begin{equation}
\Lambda = \begin{pmatrix} 1 \\ v \end{pmatrix} \partial_+ v, \quad \partial_+ v = -s_{n-1} \Lambda^T v.
\end{equation}
(63)
The second equation is equivalent to the fact that $a_{\pm} S a_{\mp} = f_- (-\sigma^-)$. Putting everything together, the equations of the reduced theory read
\begin{equation}
\partial_- \left( \begin{pmatrix} 1 \\ v \end{pmatrix} \partial_+ v \right) = -u_- u_- \exp (-\varphi) v,
\end{equation}
(64)
\begin{equation}
\partial_+ \partial_- \varphi = u_+ u_- v \exp (-\varphi) - s m_+ m_- \exp (\varphi),
\end{equation}
(65)
where we discarded the sign $s_{n-1}$ (it can be absorbed into the definition of $v$) and rescaled $v$ and $v$ with $u_- (-\sigma^-)$ so that
\begin{equation}
a_- = \begin{pmatrix} v \\ u_\pm \end{pmatrix}, \quad u_- = u_- (-\sigma^-),
\end{equation}
(66)
where $v^T \tilde S v + s_{n-1} v^2 = \tilde s$ and $\tilde s = \pm 1$. Notice that for $t = 0$ equation (28) implies that
\begin{equation}
(\partial_\pm^2 Y) \cdot (\partial_\pm^2 Y) = m_+ m_- a_{\pm}^T \tilde S a_{\pm},
\end{equation}
(67)
thus
\begin{equation}
(\partial_+^2 Y) \cdot (\partial_+^2 Y) = s_{n-1} m_+^2 u_+^2,
\end{equation}
(68)
\begin{equation}
(\partial_-^2 Y) \cdot (\partial_-^2 Y) = \tilde s m_+^2 u_-^2.
\end{equation}
(69)
Using a diffeomorphism of the world-sheet coordinates, which acts as \( \sigma^\pm \rightarrow f_\pm(\sigma^\pm) \) so that \( f^2u^1_\pm = 1 \), we set \( (\partial^2_\pm Y) \cdot (\partial^2_\mp Y) \) to constants.\(^7\) Finally, equations (64) and (65) assume the form
\[
\partial_- \left( \frac{1}{\nu} \partial_+ \nu \right) = \mu \exp(-\varphi) \nu, \quad (70)
\]
\[
\partial_+ \partial_- \varphi = \mu [\nu \exp(-\varphi) - s_\mu \exp(\varphi)], \quad (71)
\]
where we set \( \varphi \rightarrow \varphi + \ln \sqrt{|u^+||u^-|} \), \( \mu = \frac{m+n-1}{\Lambda^2} \) and \( s_\mu = \frac{m+n-1}{\mu_+^{1/2}} \). We also discarded the factors \( \frac{\Lambda^2}{|u^+||u^-|} \) since the theory is invariant under \( v \rightarrow -v \).

### III. THE SOLUTION OF THE AUXILIARY SYSTEM

As we presented the Pohlmeyer reduction of the rank 1 cosets related to the indefinite orthogonal group, we proceed to the solution of the auxiliary system. Initially, we discuss the mapping connecting the vectors of enhanced space with the elements of coset. Then, we derive the formal solution of the auxiliary system.

**A. The mapping**

In order to assign an element of the coset to each vector of the enhanced space we use the mapping
\[
g = \theta \left( I_{n+2} - 2s \frac{YY^T\eta}{\Lambda^2} \right), \quad \theta = \left( I_{n+2} - 2s \frac{Y_0Y_0^T\eta}{\Lambda^2} \right), \quad (72)
\]
where \( I_n \) denotes the \( n \times n \) identity matrix and \( \eta \) is the metric of the enhanced space, see (11). Recall that the parameter \( s \) is defined via the equation \( Y^T\eta Y = s\Lambda^2 \) and gets the values \pm 1. Finally, \( Y_0 \) is a constant vector of the enhanced space, which implies that it also obeys \( Y_0^T\eta Y_0 = s\Lambda^2 \). It is straightforward to show that \( \theta \) obeys \( \theta^2 = I_{n+2} \), as well as \( \theta^2 \eta \theta = \eta \). Similarly, \( g \) has the following properties:
\[
g = g, \quad g^T\eta g = \eta, \quad g\theta g\theta = I_{n+2}. \quad (73)
\]
Thus \( g \) is an element of the desired coset.

**B. The formal solution of the auxiliary system**

Having set the ground, in this section we derive the solution of the auxiliary system \( (2) \). Initially, we define \( \Psi = g\tilde{\Psi} \), so that the auxiliary system assumes the form
\[
\partial_\pm \tilde{\Psi} = \pm \frac{2\lambda}{1 \pm \lambda} \hat{j}_\pm \tilde{\Psi}, \quad (74)
\]
where the currents \( \hat{j}_\pm \) are defined as \( \hat{j}_\pm = \frac{-\nu}{2} g^{-1} \partial_\pm g \). Their explicit form is
\[
\hat{j}_\pm = \frac{s}{\Lambda^2} \left( (\partial_\pm Y) Y^T \eta \partial_\pm Y^T \eta \right) \eta. \quad (75)
\]
Interestingly enough, equation (74) implies that \( \tilde{\Psi}(0) \) is constant. This is a crucial remark in order to gain intuition about the form of the solution of the auxiliary system. The only linear system of equation that is somehow related to the problem is (23). It is natural to guess that the solution depends linearly on \( V \), which is \( \lambda \) independent, and the rest of the solution reduced to \( V^{-1} \) for \( \lambda = 0 \). This is close, but it is not correct. It turns out the correct ansatz is
\[
\tilde{\Psi} = V^{-1} \Delta^{-1} \tilde{\Psi}, \quad (76)
\]
where the matrix \( \Delta \) is defined as
\[
\Delta = \begin{pmatrix}
I_{n-1} & 0 & 0 & 0 \\
0 & \frac{1+\lambda}{1-\lambda} & 0 & 0 \\
0 & 0 & \frac{1+\lambda}{1-\lambda} & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad (77)
\]
while the matrix \( V \) is constructed by the vectors of the basis used in the Pohlmeyer reduction, see (23). Taking equations (22) into account, the auxiliary system assumes the form
\[
\partial_\pm \tilde{\Psi} = \Delta \left[ A^{\pm} \pm \frac{2\lambda}{1 \pm \lambda} V \hat{j}_\pm V^{-1} \right] \Delta^{-1} \tilde{\Psi}. \quad (78)
\]
It is a matter of algebra to show that the above pair of equations assumes the form
\[
\partial_\pm \tilde{\Psi} = \left[ A^{\pm} \mid_{m_{\pm} \rightarrow \frac{1+\lambda}{1-\lambda} m_{\pm}} \right] \tilde{\Psi}. \quad (79)
\]
For completeness we provide some details of this calculation in Appendix 1. Comparing equations (79) and (23) it follows that
\[
\tilde{\Psi} = V \mid_{m_{\pm} \rightarrow \frac{1+\lambda}{1-\lambda} m_{\pm}}. \quad (80)
\]
Putting everything together, the solution of the auxiliary system reads
\[
\Psi(\lambda) = gV^{-1} \Delta^{-1} \left( V \mid_{m_{\pm} \rightarrow \frac{1+\lambda}{1-\lambda} m_{\pm}} \right) \tilde{\Psi}(\lambda) \quad (81)
\]
and coincides with the result of [102], which is expected as the \( O(n) \) NLSM is a special case of the models under consideration. Let us also mention that the structure of the solution was actually guessed using the result of the \( O(3) \) NLSM [101], which was expressed in terms of the embedding functions.

**C. Properties of the solution**

Having solved the auxiliary system, we present some basic properties of the solution. To begin with, it is
straightforward to show that the solution is normalized so that

\[ \Psi(0) = g. \]  

(82)

Of course, the set of solutions of the auxiliary system is of the form \( \Psi(\lambda) C(\lambda) \) where \( C(\lambda) \) is a constant matrix, which may depend on \( \lambda \).

As \( g \), belonging to a coset, obeys the relations in (2), it turns out that there are some consistency conditions for the solution of the auxiliary system (2). Since \( g \) is real it follows that for Minkowski world-sheet \( \Psi(\lambda) \) has to satisfy

\[ \bar{\Psi}(\lambda) = \Psi(\lambda). \]  

(83)

Given that the NLSM solution \( Y \) is real function of the real parameters \( m_{\pm} \), the solution (81) satisfies this constraint. In the case of Euclidean world-sheet, since \( \partial_{\pm} \) are interchanged by complex conjugation, the analogous equation is

\[ \bar{\Psi}(\lambda) = -\Psi(-\lambda). \]  

(84)

The NLSM solution \( Y \) is function of the complex parameters \( m_{\pm} \). Notice that \( m_{\pm} \) are related by complex conjugation, thus the constraint is indeed satisfied. Since \( g^T g = \eta \) it follows that

\[ \Psi^T \eta \Psi = \eta. \]  

(85)

Using equations (81) and (82), along with equations (17), (19) and the properties of the vectors \( v_{\alpha} \), which constitute the basis, it is straightforward to show that

\[ \Delta^{-1} \left( V|_{m_{\pm}+i_{\pm}m_{\pm}} \right) \eta \left( V^T|_{m_{\pm}-i_{\pm}m_{\pm}} \right) \cdot \Delta^{-1} \left( V^{-1} \right)^T = V \eta, \]  

(86)

which proves that \( \Psi^T \eta \Psi = \eta \). One can prove the other equality in a similar manner.

Finally, as \( \theta g \theta g = I_{n+2} \) it follows that \( g \theta \Psi(1/\lambda) \theta \) belongs to the set of solutions of the auxiliary system. Thus, one has to impose the constraint

\[ g \theta \Psi(1/\lambda) \theta = \Psi(\lambda) M(\lambda), \]  

(87)

where \( M(\lambda) \) is a constant, in general \( \lambda \)-dependent, matrix. Using equation (69) along with \( \Psi = g \bar{\Psi} \) we obtain

\[ \mathcal{I} \Psi(1/\lambda) \theta = \bar{\Psi}(\lambda) M(\lambda), \quad \mathcal{I} = \begin{pmatrix} I_{n-1} & 0 \\ 0 & -I_3 \end{pmatrix}. \]  

(88)

Equation (81) implies that the above constraint is equivalent to the fact that the following equation

\[ \mathcal{I} V|_{m_{\pm} \rightarrow -m_{\pm}} = V M(\lambda), \]  

(89)

is true for any \( m_{\pm} \) for some constant matrix \( M \).

\section{IV. On the conserved charges}

Having obtained the formal solution of the auxiliary system, let us calculate the eigenvalues of the monodromy matrix. Equation (3) implies that the monodromy matrix reads

\[ T(\sigma_f, \sigma_i; \lambda) = g(\tau, \sigma_f) V^{-1}(\tau, \sigma_i) \Delta^{-1}(\lambda) \cdot \left( V(\tau, \sigma_f)|_{m_{\pm} \rightarrow i_{\pm}m_{\pm}} \right) \cdot \Delta(\lambda) V(\tau, \sigma_i) g^{-1}(\tau, \sigma_i). \]  

(90)

Recall that equation (3), and consequently this equation, is valid for either periodic boundary conditions i.e.

\[ Y(\tau, \sigma_1) = Y(\tau, \sigma_f), \quad \text{or for} \quad \mathcal{L}_f(\tau, \sigma_1) = \mathcal{L}_f(\tau, \sigma_f) = 0, \]

implying \( g(\tau, \sigma_f) \) and \( g(\tau, \sigma_i) \) are constants and equivalently \( Y(\tau, \sigma) \) obeys Dirichlet boundary conditions.

Notice that \( \tau \) is the world-sheet temporal coordinate, which for a general manifold is non-trivially connected to the target space temporal coordinate \( t \). Considering the \( O(n) \) model, i.e. strings on \( \mathbb{R}_t \times S^1 \), the target space time \( t \) is given by \( t = m_{\pm} \sigma^+ + m_{\pm} \sigma^- \). In this case one can boost the solution in order to achieve \( t \sim \tau \).

Leaving this subtlety aside and assuming periodic boundary conditions, the eigenvalues of the monodromy matrix coincide with the eigenvalues of the matrix

\[ T = \left( V(\tau, \sigma_f) V^{-1}(\tau, \sigma_i) \right)|_{m_{\pm} \rightarrow i_{\pm}m_{\pm}}. \]  

(91)

Notice that the solution is periodic for some specific \( m_{\pm} \) and \( m_{\pm} \), thus \( g(\tau, \sigma_f) = g(\tau, \sigma_i) \) and \( V(\tau, \sigma_f) = V(\tau, \sigma_i) \). The rescaling (11) spoils the periodic boundary conditions. This is the origin of the non-trivial monodromy matrix. Notice that in equation (81), one should first rescale \( m_{\pm} \) and then substitute the value of \( \sigma \).

\subsection{A. The example of elliptic strings in \( \mathbb{R}_t \times S^2 \)}

As an indicative example let us present the case of \( O(3) \) NLSM. For this model the matrix \( V \) is given by \( V = (\partial_+ X \partial_+ X X) \) or explicitly

\[ V = \begin{pmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \cos \theta & 0 & \sin \theta \\ 0 & 1 & 0 \\ -\sin \theta & 0 & \cos \theta \end{pmatrix} \begin{pmatrix} \partial_+ \theta & \partial_\phi \theta & 0 \\ \sin \theta \partial_+ \phi & \sin \theta \partial_\phi \phi & 0 \\ 0 & 0 & 1 \end{pmatrix}. \]  

(92)

Considering the case of elliptic strings in \( \mathbb{R}_t \times S^2 \), con-
structured in \[ \xi \] the solution reads

\[
\begin{align*}
  t &= m_+ \xi^+ + m_- \xi^- \\
  \sin \theta &= \sqrt{\frac{\varphi(\xi^1 + i\omega_2) - \varphi(a)}{x_1 - \varphi(a)}} \\
  \cos \theta &= \sqrt{\frac{x_1 - \varphi(\xi^1 + i\omega_2)}{x_1 - \varphi(a)}} \\
  \phi &= \xi \varphi^0 - \Phi(\xi^1; a),
\end{align*}
\]

where \( \xi = \sqrt{x_1 - \varphi(a)} \) and \( \varphi(z; g_2, g_3) \) is the Weierstrass elliptic function, \( \omega_2 \) is the imaginary half-period and \( \Phi(\xi^1; a) \) is the Bloch phase of the Lame eigenfunctions, which obeys

\[
\Phi'(\xi^1; a) \equiv \frac{1}{i} \frac{\varphi'(a) - \varphi(a)}{\varphi(\xi^1 + i\omega_2) - \varphi(a)}.
\]

The periodic properties of \( \varphi(\xi) \) are inherited from the Pohlmeyer reduced theory, thus they remain invariant under the rescaling \( \xi \). Specifically, the invariants \( g_2 \) and \( g_3 \) read

\[
g_2 = \frac{E^2}{3} + m_+ m_-^2, \quad g_3 = \frac{E}{3} \left( \frac{E}{3} \right)^2 - m_+ m_-^2,
\]

where \( E \geq m_+ m_- \) and \( m_+ m_- < 0 \). For completeness let us also mention that the roots of the cubic polynomial \( Q(x) = 4x^3 - g_2x - g_3 \) are

\[
x_1 = \frac{E}{3}, \quad x_2 = -\frac{E}{6} - \frac{m_+ m_-}{2}, \quad x_3 = -\frac{E}{6} + \frac{m_+ m_-}{2}.
\]

The parameter \( a \) is defined via the equations

\[
\varphi(a) = -\frac{E}{6} - \frac{m_+ m_-}{4}, \quad \varphi'(a) = \frac{m_+^2 - m_-^2}{2}.
\]

In the terminology of \[ \xi \], the above solution is characterized as static. Translationally invariant solutions are obtained by applying the \( \xi^0 \rightarrow \xi^1 \) duality at the coordinates \( \theta \) and \( \phi \). Without loss of generality we will analyze only static solutions. The treatment of translationally invariant ones is similar. For the purposes of this work it is sufficient to know that \( \varphi(\xi) \) and \( \varphi'(\xi) \) are periodic under \( \xi \rightarrow \xi + 2\omega_1 \), where \( \omega_1 \) is the real half-period. Notice that \( \Phi(\xi; a) \) is quasi-periodic (but its derivative is periodic; see equation \[ \xi \]) satisfying

\[
\delta \Phi = \Phi(\xi + 2\omega_1; a) - \Phi(\xi; a) = 2i (\zeta(a) \omega_1 - \zeta(\omega_1) a).
\]

In order to introduce the target space time coordinate we substitute

\[
\xi^0 = \gamma (\tau - \beta \sigma), \quad \xi^1 = \gamma (\sigma - \beta \tau)
\]

where

\[
\beta = \frac{m_+ + m_-}{m_+ - m_-}, \quad \gamma = \frac{|m_+ - m_-|}{2\sqrt{-m_+ m_-}}.
\]

For \( m_+ > m_- \) it follows that \( t = \sqrt{-m_+ m_-} \). In the boosted coordinates, the solution is periodic for \( \sigma \rightarrow \sigma + \frac{2\pi}{\gamma} \) for \( E > -m_+ m_- \) (rotating solutions) and \( \sigma \rightarrow \sigma + \frac{2\pi}{\gamma} \) for \( -m_+ m_- > E > m_+ m_- \) (oscillating solutions). In order to satisfy periodic boundary conditions it is required that \( \sigma_f - \sigma_i = \frac{2\pi n}{\gamma} \), where \( n \in \mathbb{N} \) (notice that \( n \) is even for oscillating solutions), while \( a \) gets discrete values so that

\[
\delta \phi = n \delta \phi_1(a) = 2m \pi, \quad m \in \mathbb{N},
\]

where

\[
\delta \phi_1(a) = 2i [\zeta(\omega_1) a - \zeta(a) \omega_1] - 2\omega_1 \sqrt{x_1 - \varphi(a) \beta}.
\]

This is the angular opening of the elliptic strings, see section 6 of \[ \xi \]. In order to derive the above equation, one uses the quasi-periodicity property \( \xi \).

In order to calculate \( T \) we first rescale \( m_\pm \) and then we boost the solution to the static gauge. Rescaling \( m_\pm \) amounts to \( a \rightarrow \tilde{a} \), where \( \tilde{a} \) is defined via the equations

\[
\varphi(\tilde{a}) = -\frac{E}{6} - \frac{m_+ m_-}{4}, \quad \varphi'(\tilde{a}) = \frac{m_+^2 - m_-^2}{2}.
\]

The parameter \( \Delta = x_1 - \varphi(\tilde{a}) \) generalizes \( \xi \), but it is no longer positive definite. As \( \theta \) and \( \partial_\theta \phi \) are periodic even for the rescaled \( m_\pm \), using \[ \xi \] we obtain

\[
T = \begin{pmatrix}
  \cos \delta \phi & -\sin \delta \phi & 0 \\
  \sin \delta \phi & \cos \delta \phi & 0 \\
  0 & 0 & 1
\end{pmatrix},
\]

where \( \delta \phi = \phi(\sigma_f) - \phi(\sigma_i) \). Taking \[ \xi \] into account, it turns out that

\[
\delta \phi = 2n \delta \phi_1(\tilde{a}).
\]

Thus, \( \delta \phi \) is the analytic continuation of the angular opening of the elliptic strings. Notice that even though \( \beta \) is a function of \( a \), namely

\[
\beta = \sqrt{x_2 - \varphi(a)},
\]

In order to follow the conventions of this work, we use the coordinates \( \xi^\pm = \frac{i}{2} (\xi^1 \pm \xi^3) \) implying \( \partial_{\xi^0} = \partial_{\xi^1} = \partial_\theta \). This section is self-contained, but the reader may consult \[ \xi \] for additional details.

---

8 In order to follow the conventions of this work, we use the coordinates \( \xi^\pm = \frac{i}{2} (\xi^1 \pm \xi^3) \) implying \( \partial_{\xi^0} = \partial_{\xi^1} = \partial_\theta \). This section is self-contained, but the reader may consult \[ \xi \] for additional details.
it is not to be analytically continued. The origin of this term is the boost (103), which concerns the original NLSM solution. Finally, the eigenvalues of $T$ are $1$ and $e^{±i\tilde{\phi}}$.

In order to verify the above calculation we can use the results of (67). In this work the solution of the auxiliary system corresponding to the elliptic strings in $R_1 \times S^2$ was obtained explicitly. Keeping the presentation to the absolutely necessary, the solution of the auxiliary system is closely related to the study of properties of NLSM. In view of recent developments regarding the construction of integrable 2-dimensional theories, the study of $\lambda$ [12], Yang-Baxter / $\eta$ [9, 11], bi-Yang-Baxter [13] deformations and generalizations of them is definitely interesting. Regarding the $\lambda$-deformations, the Pohlmeyer reductions has been presented in [107], providing a starting point for the aforementioned study.

V. DISCUSSION

In this work we demonstrated that all rank 1 symmetric spaces related to indefinite orthogonal groups have a property that has been unnoticed for more than 4 decades. One can obtain the formal solution of the auxiliary system, which imprints the integrability of the models, corresponding to an arbitrary NLSM solution. The solution of the auxiliary system is closely related to the Pohlmeyer reduction, revealing another link between the NLSM and its reduced theory. In view of this result the dressing method is essentially the implementation of a non-linear superposition principle. The seed solution is combined appropriately with a “virtual” one in order to obtain a new solution. The “virtual” solution is constructed systematically from the seed one by the substitution (9). This implies that the “virtual” solution solves the equations of motion, shares the same Pohlmeyer counterpart with the seed solution, but belongs to the complexification of the coset. Even though we focus on theories having a Minkowski world-sheet, our results apply for Euclidean world-sheet too.

Since the relation between the NLSM and the reduced theory, along with their relevance for AdS/CFT correspondence, is analyzed extensively in the Introduction, in the following we mostly present some future directions and ideas, which to our opinion are worth exploring.

First of all, it would be interesting to study more extensively the Pohlmeyer reduced. The study of the Bäcklund transformations of the reduced theory following the approach of [101] is of particular interest. More specifically, one could show explicitly that the Pohlmeyer reduced theory corresponding to the dressed solution, which is constructed using the simplest dressing factor, is related with a Bäcklund transformation to the Pohlmeyer reduced theory of the seed solution. As a byproduct, the relation between the location of the poles of the dressing factor will be related to the parameter of the Bäcklund transformation. Finally, a more extended study of the reduced theories in the case of Euclidean world-sheet would be compelling.

Our results introduce a new perspective on long strings, i.e. strings in the decompactification limit of their world-sheet. Considering them as dressed versions of short strings, this work implies that the dressed strings are superpositions of the short strings. Thus, their properties are inherited from the short strings. This point of view is closely related to the study of properties of dressed strings along the lines of [68, 106]. These works relate the stability of classical strings to the dressed version of these strings. It turns out that the configurations are unstable whenever superluminal solitons can propagate on the background of the Pohlmeyer counterpart of them. Nevertheless, one should notice that the boundary conditions are crucial for such investigations; therefore, an abstract study may be very challenging. On the contrary our results make the stability analysis of specific string solutions pretty straightforward.

As this work indicates that the non-linear superposition concerns a wide class of symmetric spaces, its natural to wonder whether this could be the case for even more theories. Before considering a generic symmetric space, a prime candidate for such a study would be the $CP^n$ NLSM. In view of recent developments regarding the construction of integrable 2-dimensional theories, the study of $\lambda$ [12], Yang-Baxter / $\eta$ [9, 11], bi-Yang-Baxter [13] deformations and generalizations of them is definitely interesting. Regarding the $\lambda$-deformations, the Pohlmeyer reductions has been presented in [107], providing a starting point for the aforementioned study.
The original and the reduced theory are closely related at the classical level. It is natural to wonder what happens when quantum corrections are taken into account. In the case of $O(3)$ NLSM and the sine-Gordon equations, the quantum theories are very different. As the conformal symmetry of the NLSM is anomalous, the discrepancy is not surprising. Turning this argument on its head, it could be the case that a theory, which is pens when quantum corrections are taken into account.

Conformal symmetry of the NLSM is anomalous, the dis-
tinctions, the quantum theories are very different. As the
In the case of periodic boundary conditions the eigenvalues
of the matrix
\[ T = (V(\tau, \sigma_f) V^{-1}(\tau, \sigma_i)) \mid_{m_+ \to i\pm \tau} m_\pm. \] (116)
The point to make is that even though the NLSM solu-
tion and correspondingly the coset element $g$ and the ma-
trix $V$ satisfy periodic boundary conditions for $m_\pm$, the rescaling of these parameters spoils the periodic boundary conditions. The non-trivial monodromy emerges because the NLSM solution is periodic for specific $m_\pm$. Of course, one should perceive the notation of $\sigma$ as rescaling $m_\pm$ first and then multiplying the two terms. In any case, the quasi-momenta are directly linked to the em-
bedding of the NLSM solution in the enhanced space. It
would be interesting to calculate them explicitly in terms of the embedding functions or relate them with the re-
duced theory. For instance, in the case of $O(3)$ NLSM, based on the analysis in the case of elliptic strings, it is natural to assume that the eigenvalues are $1$ and $e^{\pm \phi}$, where $\delta \phi = \phi(\sigma_f) - \phi(\sigma_i)$ and $\phi$ is the angular angle corresponding to the rescaled parameters $m_\pm$.

Naturally, identifying in field theory the analogue of the construction we presented is very interesting. Even though it seems far-fetched, AdS/CFT correspondence motivates the existence of a similar structure as the one that was presented in the work.
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Appendix A: On the definition of the basis in the enhanced space

In this appendix we apply the formalism developed in section 11 We restrict our analysis to setups which are relevant for AdS/CFT. First of all we have to clarify the definition of the primary Pohlmeyer field along with the construction of the basis in the enhanced space. In order to do so we have to distinguish between time-like world-sheets and space-like ones, for instance see $\phi$, which depends on the world-sheet metric. The situation is more complicated when the space is of indefinite signature.

As mentioned the type of reduction affects the con-
struction of the basis in the enhanced space. One should make sure that the basis indeed spans the enhanced space and that the inner product of $\partial_+ Y$ and $\partial_- Y$ is appropri-
ately defined. The basis naturally splits the enhanced space as the direct product $M_3 \times M_{n-1}$, where $M_3$ is spanned by $Y$ and $\partial_i Y$. In the case of AdS the enhanced space is $\mathbb{R}^{(2,n)}$, while in the case of dS it is $\mathbb{R}^{(1,n+1)}$. Thus, in the former case the basis should consist of 2 time-like vectors and $n$ space-like, while in the latter of 1 time-like and $n + 1$ space-like ones. In the following we analyse the definition of the primary Pohlmeyer field for each type of reduction in the case of AdS. Similar analysis also applies to dS space, as well as on all other rank 1 symmetric spaces based on indefinite orthogonal groups. As a warm up we first analyze the case of sphere for both choices of world-sheet signatures.

For Minkowski world-sheets we use the following con-
ventions
\[ \sigma = \frac{1}{2} (\sigma \pm \tau), \quad \partial_\pm = \partial_\sigma \pm \partial_\tau, \] (A1)
while for Euclidean ones
\[ \sigma^\pm = \frac{1}{2} (\sigma \pm i\tau), \quad \partial_{\pm} = \partial_{\tau} \mp i\partial_{\sigma}. \quad (A2) \]

1. Sphere with Minkowski world-sheet

We begin our presentation by discussing the basis in the case the target space is a sphere and the world-sheet is Minkowski. The inner product \( \partial_+ X \cdot \partial_- X \) satisfies the Cauchy-Schwartz inequality
\[ \partial_+ X \cdot \partial_- X \leq |\partial_+ X| |\partial_- X| = |m_+ m_-|. \quad (A3) \]
Thus, the only consistent definition of the Pohlmeyer field is
\[ \partial_+ X \cdot \partial_- X = m_+ m_- \cos \varphi. \quad (A4) \]
Of course, the norms of all vectors spanning \( \mathcal{M}_{n-1} \) are positive. It is straightforward to calculate that
\[ \partial_\sigma X \cdot \partial_\sigma X = \frac{m_+^2 + m_-^2}{4} + \frac{m_+ m_-}{2} \cos \varphi, \quad (A5) \]
\[ \partial_\tau X \cdot \partial_\tau X = \frac{m_+^2 + m_-^2}{4} - \frac{m_+ m_-}{2} \cos \varphi, \quad (A6) \]
\[ \partial_\sigma X \cdot \partial_\tau X = \frac{m_+^2 - m_-^2}{4}. \quad (A7) \]
Both vectors \( \partial_\sigma X \) and \( \partial_\tau X \) have positive definite norm as required.

2. Sphere with Euclidean world-sheet

Even though we will not discuss Euclidean world-sheets further, we present the basis used in the reduction when the target space is a sphere. In this case it follows that
\[ \partial_+ X \cdot \partial_- X = \partial_\sigma X \cdot \partial_\sigma X + \partial_\tau X \cdot \partial_\tau X \geq 0 \quad (A8) \]
We define the Pohlmeyer field as
\[ \partial_+ X \cdot \partial_- X = m_+ m_- \cosh \varphi. \quad (A9) \]
The right-hand-side is positive definite since the parameters \( m_\pm \) are related by complex conjugation, i.e. \( m_\pm = m_R \pm i m_I \), where \( m_R \) and \( m_I \) are real. Again, it is straightforward to calculate that
\[ \partial_\sigma X \cdot \partial_\sigma X = \frac{m_+ m_-}{2} \cosh \varphi + \frac{m_+^2 + m_-^2}{4}, \quad (A10) \]
\[ = m_R \cosh^2 \frac{\varphi}{2} + m_I^2 \sinh^2 \frac{\varphi}{2}. \quad (A11) \]
\[ \partial_\tau X \cdot \partial_\tau X = \frac{m_+ m_-}{2} \cosh \varphi - \frac{m_+^2 + m_-^2}{4}, \quad (A12) \]
\[ = m_R \sinh^2 \frac{\varphi}{2} + m_I^2 \cosh^2 \frac{\varphi}{2}. \quad (A13) \]
\[ \partial_\sigma X \cdot \partial_\tau X = \frac{m_+^2 - m_-^2}{4i} = -m_R m_I. \quad (A14) \]
Both vectors \( \partial_\sigma X \) and \( \partial_\tau X \) have positive definite norm as required.

3. AdS time-like reduction & Minkowski world-sheet

In this section we analyze the time-like reduction of AdS spaces. We remind the reader that this case corresponds to \( t = -1 \), i.e. \( \partial_+ Y \cdot \partial_+ Y = -m_+^2 \). Consider an arbitrary vector \( X \) in the sub-manifold spanned by \( \partial_+ Y \). It will be of the form
\[ X = a \partial_+ Y + b \partial_- Y. \quad (A15) \]
It follows that
\[ X \cdot X = -(|a m_+| - |b m_-|)^2 \]
\[ -2 |a m_+||b m_-| \left(1 - \frac{a b \partial_+ Y \cdot \partial_- Y}{|a m_+||b m_-|}\right). \quad (A16) \]
If the last parenthesis is positive, all vectors in \( \mathcal{M}_3 \) are of negative norm, implying that for \( f = \cos \varphi \) it follows that \( \mathcal{M}_3 = \mathbb{R}^{(5,0)} \). Thus, for \( f = \cos \varphi \) the basis would not span the enhanced space \( \mathbb{R}^{(2,n)} \). In this case it is necessary to use \( f = \cosh \varphi \), i.e.
\[ \partial_+ Y \cdot \partial_- Y = m_+ m_- \cosh \varphi, \quad (A17) \]
so that \( \mathcal{M}_3 \) can be \( \mathbb{R}^{(2,1)} \). We could have introduced another sign, such as \( \tilde{t} \) in this definition, but we opt to take advantage of the transformation \( \alpha \to \alpha + i\pi \) in order to deal with this sign. Also notice that
\[ \partial_\sigma Y \cdot \partial_\sigma Y = -\frac{m_+^2 + m_-^2}{4} + \frac{m_+ m_-}{2} \cosh \varphi, \quad (A18) \]
\[ \partial_\tau Y \cdot \partial_\tau Y = -\frac{m_+^2 + m_-^2}{4} - \frac{m_+ m_-}{2} \cosh \varphi, \quad (A19) \]
\[ \partial_\sigma Y \cdot \partial_\tau Y = -\frac{m_+^2 - m_-^2}{4}. \quad (A20) \]
The consistency of the basis requires
\[ \cosh \varphi \geq \frac{m_+^2 + m_-^2}{2|m_+ m_-|}, \quad (A21) \]
so that one of the vectors \( \partial_\sigma Y \) and \( \partial_\tau Y \) is time-like, while the other one is space-like.

In this case, it follows that \( \mathcal{S} = I_{n-1} \), i.e. the Killing metric of SO\((n - 1)\). As \( f = \cosh \varphi \), it is required that \( \tilde{s} t = -1 \). For the time-like reduction \( \tilde{s} = -1 \), thus \( \tilde{s} = 1 \). As a result \( \tilde{S} = I_{n} \), which is the Killing metric of SO\((n)\). The reduced theory is formulated as the SO\((1,n)/\text{SO}(n)\) perturbed WZW model, see section 5.2 of [31].

For completeness, we also present the equations of the reduced theory, which read
\[ \partial_{+} \varphi \partial_{-} \varphi = \tanh \varphi \partial_{-} \partial_{-} \tilde{S} + \frac{m_+ m_-}{\Lambda^2} + \sinh \varphi, \quad (A22) \]
\[ \partial_{+} \partial_{-} \varphi = -\frac{\partial_{+} \varphi \partial_{-} \tilde{Z}}{\tanh \varphi} - \frac{\partial_{-} \varphi \partial_{-} \tilde{Z}}{\sinh \varphi} - \partial_{-} \partial_{+} \tilde{S} \partial_{+} \partial_{-} \tilde{Z}. \quad (A23) \]
The complementary form of equation (A23) reads
\[
\partial_+ \partial_- Z = -\frac{\partial_+ \varphi \partial_- Z}{\sinh \varphi \cosh \varphi} - \frac{\partial_- \varphi \partial_+ Z}{\tanh \varphi} - \partial_- Z \bar{S} \partial_+ Z. \tag{A24}
\]
Equation (A22) and (A23) appear in the exact same form in [43, 53]. Regarding [31], in the case of AdS2 the equations obviously coincide, nevertheless this is not the case for AdS3. The different form of the equations is due to the parametrization.

Let us show how the different parametrizations are related in the case of (A23). We parametrize \( Z = \begin{pmatrix} \cos u \\ \sin u \end{pmatrix} \), while \( \bar{S} = I_2 \). It is a matter of algebra to show that the equations of motion follow from the Lagrangian density
\[
\mathcal{L} = \frac{1}{4} \partial_+ \varphi \partial_- \varphi + \tanh^2 \frac{\varphi}{2} \partial_- \theta \partial_+ \theta + m_+ m_- \sinh^2 \frac{\varphi}{2}. \tag{A28}
\]
Regarding the case of (A25), we parametrize the non-local field redefinition
\[
\partial_- u = 2 \tan^2 \frac{\phi}{2} \partial_- \theta, \quad \partial_+ u = -2 \tan^2 \frac{\phi}{2} \partial_+ \theta \tag{A27}
\]
and setting \( c = -1 \), the equations of motion assume the form
\[
\partial_+ \partial_- \varphi = \sinh \frac{\varphi}{2} \partial_- \theta \partial_+ \theta + m_+ m_- \sinh \frac{\varphi}{2}, \tag{A29}
\]
which is the one appearing in [31]. Finally, let us mention that these equations of motion follow from the Lagrangian density
\[
\mathcal{L} = \frac{1}{4} \partial_+ \varphi \partial_- \varphi + \tanh^2 \frac{\varphi}{2} \partial_- \theta \partial_+ \theta + m_+ m_- \sinh^2 \frac{\varphi}{2}. \tag{A30}
\]

Let us show how to point out the relation between the reduced systems corresponding to time-like and space-like reduction for any \( n \), let us mention that for any \( n \) the column \( Z \) can be parametrized as
\[
Z = \begin{pmatrix} \cos u \\ \sin u \hat{n} \end{pmatrix}, \tag{A35}
\]
where \( \hat{n} \) is a \((n-1) \times 1\) column matrix of unit norm.

4. **AdS Light-like reduction & Minkowski world-sheet**

In this section we analyze light-like reduction of AdS spaces. We remind the reader that this case corresponds to \( t = 0 \), i.e. \( \partial_+ Y \cdot \partial_+ Y = 0 \). It is customary to define the Pohlmeyer field via the equation
\[
\partial_+ Y \cdot \partial_- Y = m_+ m_- \exp \varphi. \tag{A36}
\]
In this case, given two light-like vectors we can always define a time-like and a space-like one. Thus, \( M_3 = \mathbb{R}^{(2,1)} \), which implies that \( M_{n-1} = \mathbb{R}^{(0,n-1)} \). It is a matter of algebra to show that
\[
\partial_+ Y \cdot \partial_+ Y = \frac{m_+ m_-}{2} \exp \varphi, \tag{A37}
\]
\[
\partial_+ Y \cdot \partial_- Y = -\frac{m_+ m_-}{2} \exp \varphi, \tag{A38}
\]
\[
\partial_- Y \cdot \partial_- Y = 0. \tag{A39}
\]

Obviously, one of the vector \( \partial_+ Y \) and \( \partial_- Y \) is space-like, while the other vector one time-like, as required.

Let us also comment on the reduced system. In the case of AdS3, equation (70) is satisfied identically as \( v = 0 \), and (77) reduces to sinh- or cosh-Gordon. In the degenerate case of \( a_\perp \) being null, which was omitted, the equation reduces to the Liouville equation and the configuration actually lives in AdS2. For AdS4 parametrizing \( v = \cos \beta \) and \( v = \sin \beta \), the reduced system reads
\[
\partial_- \partial_+ \beta = \mu \exp (-\varphi) \sin \beta, \tag{A40}
\]
\[
\partial_- \partial_- \varphi = \mu [\cos \beta \exp (-\varphi) - s_\mu \exp (\varphi)], \tag{A41}
\]
which matches the results of [53].

5. **AdS Space-like reduction & Minkowski world-sheet**

In this section we analyze the space-like reduction of AdS spaces. We remind the reader that this case corresponds to \( t = 1 \), i.e. \( \partial_+ Y \cdot \partial_\perp Y = m_\perp^2 \). Contrary to the time-like case, we define the inner product as
\[
\partial_+ Y \cdot \partial_- Y = m_+ m_- \cos \varphi, \tag{A42}
\]
it follows that $\mathcal{M}_3 = \mathbb{R}^{(1,2)}$. It is a matter of algebra to show that
\begin{align}
\partial_\sigma Y \cdot \partial_\lambda Y &= \frac{m_+^2 + m_-^2}{4} + \frac{m_+ m_-}{2} \cos \varphi, \\
\partial_\tau Y \cdot \partial_\eta Y &= \frac{m_+^2 + m_-^2}{4} - \frac{m_+ m_-}{2} \cos \varphi, \\
\partial_\sigma Y \cdot \partial_\tau Y &= \frac{m_+^2 - m_-^2}{4}.
\end{align}
Thus, both vectors $\partial_\sigma Y$ and $\partial_\tau Y$ are space-like as required.

In this case, it follows that $\mathcal{S} = I_{1,n-2}$, i.e. the Killing metric of $SO(1,n-2)$. As $f(\varphi) = \cos \varphi$, it is required that $\mathcal{S} = 1$. For the space-like reduction $t = 1$, thus $\mathcal{S} = 1$. As a result $\mathcal{S} = I_{1,n-1}$, which is the Killing metric of $SO(1,n-1)$. Again, the reduced theory is formulated as the $SO(1,n)/SO(1,n-1)$ perturbed WZW model, see section 5.1 of [31]. In order to make contact with the results of this work, once more we need to implement non-local field redefinitions.

For completeness, we also present the equation of the reduced theory, which reads
\begin{align}
\partial_+ \partial_\varphi &= \tan \varphi \partial_- Z^T \tilde{S} \partial_+ Z + \frac{m_+ m_-}{2} \sinh \varphi, \\
\partial_+ \partial_\varphi &= \frac{\partial_+ \varphi \partial_- Z}{\tan \varphi} - \frac{\partial_- \varphi \partial_+ Z}{\sin \varphi \cos \varphi} - \left( \partial_- Z^T \tilde{S} \partial_+ Z \right) Z.
\end{align}

The complementary form of equation (A47) reads
\begin{align}
\partial_+ \partial_\varphi &= \frac{\partial_+ \varphi \partial_- Z}{\sin \varphi \cos \varphi} - \frac{\partial_- \varphi \partial_+ Z}{\tan \varphi} - \left( \partial_- Z^T \tilde{S} \partial_+ Z \right) Z.
\end{align}

We parametrize $Z$ as $Z = \begin{pmatrix} \tilde{n} \cosh u \\ \sinh u \end{pmatrix}$, where $\tilde{n}$ is a $(n-1) \times 1$ column matrix of unit norm. Consequently, the metric $\tilde{S}$ reads $\tilde{S} = \begin{pmatrix} I_{n-1} & 0 \\ 0 & -1 \end{pmatrix}$. It is evident that equations (A46)-(A48) are obtained from equations (A22)-(A24) via the double analytic continuation $u \to iu$.

It is evident that equations (A54)-(A56) are obtained from equations (A22)-(A24) via the analytic continuation $u \to iv$.

Appendix B: Details of the solution of the auxiliary system

In this section we provide some details on the final part of the derivation of section 11.3. To begin with the matrix $V$, which appears in [23], has the structure
\begin{align}
V^T &= \begin{pmatrix} v_1^T & \ldots & v_{n+2}^T \end{pmatrix},
\end{align}
while the inverse matrix has the structure
\begin{align}
V^{-1} &= \begin{pmatrix} v_1^T & \ldots & v_{n+2}^T \end{pmatrix},
\end{align}
where, obviously, the vectors $v_\alpha^T$ obey $v_\alpha^T v_\beta = \delta_{\alpha \beta}$. On a similar token the currents $\hat{j}_\pm$ have the following form
\begin{align}
\hat{j}_+ &= \frac{s}{A^2} \begin{bmatrix} v_{n+1} v_n^T + v_{n+2} v_{n+1}^T \end{bmatrix}, \\
\hat{j}_- &= \frac{s}{A^2} \begin{bmatrix} v_n v_{n+1}^T - v_{n+2} v_{n+1}^T \end{bmatrix}.
\end{align}
It is a matter of algebra to show that
\begin{align}
V^T \hat{j}_+ V^{-1} = \begin{pmatrix} 0_{n-1} & 0 & 0 \\ 0^T & 0 & 0 \end{pmatrix}
\end{align}
where $0_{n-1}$ is the $(n-1) \times (n-1)$ zero matrix and $0$ is the $(n-1) \times 1$ zero matrix.

The explicit form of the vectors $v'_i$ is

$$v'_i = s_i \eta v_i, \quad v'_{n+2} = \frac{s}{\Lambda^2} \eta v_{n+2} \quad (B7)$$

where $i = 1, \ldots, n-1$ and $\eta$ is the metric of the enhanced space. The rest of the columns read

$$v'_n = \frac{1}{m^2(t^2 - f^2)} \left[ tv_n - \frac{m_f}{m_s} f v_{n+1} \right], \quad (B8)$$

$$v'_{n+1} = \frac{1}{m^2(t^2 - f^2)} \left[ tv_{n+1} - \frac{m_+}{m_-} f v_n \right]. \quad (B9)$$
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