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Abstract—Semantic vector embedding techniques have proven useful in learning semantic representations of data across multiple domains. A key application enabled by such techniques is the ability to measure semantic similarity between given data samples and find data most similar to a given sample. State-of-the-art embedding approaches assume all data is available on a single site. However, in many business settings, data is distributed across multiple edge locations and cannot be aggregated due to a variety of constraints. Hence, the applicability of state-of-the-art embedding approaches is limited to freely shared datasets, leaving out applications with sensitive or mission-critical data. This paper addresses this gap by proposing novel unsupervised algorithms called SEEC for learning and applying semantic vector embedding in a variety of distributed settings. Specifically, for scenarios where multiple edge locations can engage in joint learning, we adapt the recently proposed federated learning techniques for semantic vector embedding. Where joint learning is not possible, we propose novel semantic vector translation algorithms to enable semantic vector embedding models from local data. As a result, the semantic vector-spaces across edge sites are not aligned and semantic similarity across edge sites is not preserved. To address this problem, we propose a novel approach for learning a mapping function between the vector-spaces such that vectors and their ability to preserve semantic similarity among such rich features. Further, little or no labeled data is needed in learning the semantic vector embedding models. Clearly, semantic vector embedding will remain a fundamental tool in addressing many machine learning problems in the future.

This paper addresses the challenge of representation learning when data cannot be in one location. Two new research problems are introduced that generalize federated learning. First, we introduce the problem of learning semantic vector embedding wherein each edge site with data participates in an iterative joint learning process. However, unlike the previous work on federated learning, the edge sites must agree on the vector-space encoding. Second, we address a different setting where the edge sites are unable to participate in an iterative joint learning process. Instead, each edge site maintains a semantic vector embedding model of its own. Such scenarios are quite common where edge sites may not have continuous connectivity and may join and leave dynamically. We refer to both of these problems collectively as SEEC – the challenge of federating semantic vectors across edge sites.

This paper presents novel algorithms to address the SEEC challenge. In the case of joint learning, prior to beginning the iterative distributed gradient descent, edge sites collaborate to compute an aggregate feature set so that the semantic vectors spaces across edge sites are aligned. In the case where joint learning is not possible, edge sites learn their own semantic vector embedding models from local data. As a result, the semantic vector-spaces across edge sites are not aligned and semantic similarity across edge sites is not preserved. To address this problem, we propose a novel approach for learning a mapping function between the vector-spaces such that vectors
of one edge site can be mapped to semantically similar vectors on another edge site.

We evaluate the SEEC algorithms in the context of a real-world application scenario of performing semantic search for resources across multiple collaborative edge locations wherein each edge location locally stores data about its resources and does not trust other edge locations with raw data. The key criteria for evaluation is the quality of semantic search results produced by the SEEC algorithms relative to those produced by the state-of-the-art centralized algorithms. We evaluate two data modalities in the experiments: (1) multiple natural language datasets for evaluating federated doc2vec semantic vector embedding and (2) a graph dataset for evaluating federated node2vec semantic vector embedding. It is important to note that the focus of this paper is in addressing the federated learning challenge in semantic vector embedding, regardless of the specific embedding technique being applied. Thus, doc2vec and node2vec are mere instruments that enable the experimental evaluation. The results show that the SEEC algorithms produce semantic search results that are quite similar to those produced by the traditional centralized approaches. We also find that the natural language datasets are more amenable to federated embedding than the graph datasets, primarily due to the asymmetry involved in partitioning graph data across edge sites.

In summary, this paper makes the following contributions:

- Introduce a novel direction for edge computing research in addressing the challenge of representation learning in federated fashion
- Formulate two research problems in learning semantic vector embedding targeting two different settings wherein joint learning may or may not be feasible
- Present novel algorithms for iterative learning and vector-space translation to address the research problems
- Evaluate the algorithms with experiments on multi-modal real-world datasets and widely used embedding algorithms of doc2vec and node2vec relative to the scenario of semantically querying edge resources

The rest of this paper is structured as follows. Section II introduces a motivating application scenario followed by a brief background on federated learning, doc2vec, and node2vec. Section III formulates the technical problems of federated learning of semantic vector embedding via joint learning as well as vector-space translation. Section IV then presents the novel SEEC algorithms and Section V presents experimental setup and evaluation results. Lastly, Section VI presents related works and Section VII concludes the paper.

II. BACKGROUND

Without the loss of generality, this section describes an application scenario of finding resources across edge sites to motivate the challenge of federated semantic vector embedding, followed by a brief primer on federated learning, doc2vec, and node2vec algorithms.
centralized algorithms cannot be applied. Figure 2 depicts a distributed gradient descent with federated averaging, one of the main ideas behind federated learning. \( N \) edge sites with local training data of size \( D_i \) want to collaborate and jointly train a common model without sharing the raw data. A centralized server initializes the model weights at time \( t \) (initially, \( t = 0 \)) \( W(t) \) and distributes them to each edge site \( i \). Upon receiving \( W(t) \) from the server, each edge site performs a batch of local training with learning rate \( \eta \) to compute local gradients \( \nabla \) that minimizes the loss function \( F_i \). Based on the computed gradients \( \nabla \), each edge site updates local weights \( W_i(t) \) and reports them back to the server. The server applies an aggregation function over the weight updates from all edge sites, e.g., a weighted average based on the size of the training data at each node, and distributes the aggregated weight updates back to the edge sites. This process is repeated until a predefined convergence condition is met.

![Federated neural-network learning via iterative federated averaging](image)

3) **Node2vec:** Node2vec is an algorithm for representation learning on graph data. Given any graph, it can learn vector representations for the nodes, which can then be used for various machine learning tasks. Unlike text sentences where each word is preceded or followed by at most one word, graphs have a complex structure. The key innovation behind Node2vec is to map a graph to node sequences, a.k.a graph sentences, by generating random walks and then using Word2vec to learn the vector representation of the nodes in these sequences. Hyper parameters control number of walks to generate, walk length, and parameters to balance re-visited nodes and exploring new nodes.

![Node2vec: random walks on graphs](image)

III. PROBLEM FORMULATION

With the background on federated learning and vector embedding covered, we are ready to formally define the problem of semantic vector federation for edge environments. Important definitions and terminology are described first, followed by a formal definition of the two technical problems of joint-learning and vector-space mapping. Both technical problems aim to enable semantic search for resources across edge sites but under different assumptions.

A. Definitions

Figure 3 shows a general definition of two key concepts in semantic vector embedding, as defined in the following.

**Semantic vector embedding model** A representation learning model \( m \) trained to represent concepts as continuous (real-valued) vectors from an unlabeled dataset \( D \). No assumption is made about the concept, it could be documents, graphs, expertise, consumer preferences, or other application-specific abstraction. Further, no assumption is made about the training algorithm, it could be doc2vec, node2vec, BERT, or other customized embedding algorithm. Lastly, no assumption is
made about the model architecture (number of layers, neurons, input dimensions) either beyond the fact that it is a neural-network model. In the following, we adopt the functional notion of a trained model that accepts an input document and produces an output.

**Semantic vector** A continuous (real-valued) vector \( v \) to represent a single unlabeled example \( d \) derived as a prediction of a pre-trained semantic vector embedding model \( m \) on \( d \), denoted as \( v = m(d) \). The dimensionality of \( v \) varies and the example could be a document, a graph node, or any other application-specific abstraction. The process of generating a semantic vector is referred to as vectorization.

**B. Problem: Joint-Learning**

The problem of joint-learning of semantic vector embedding is defined as having \( N \) edge sites, each edge site \( i \) with local dataset \( D_i \) who want to collaborate in performing global semantic similarity search given a new example \( d \) across all edge sites but do not want to share their data with each other. The edge sites are willing to train a common model \( m \) and distribute \( m \) and \( d \) to all edge sites to meet their objective.

Federated learning is a natural approach for joint-learning. However, the main challenge in applying federated learning for this purpose is in ensuring that concepts across edge sites are aligned. For example, in the case of text data if the vocabulary of words is different across edge sites, federated learning cannot be readily applied. Joint-learning assumes that beforehand, the edge sites agree on a model architecture, a training algorithm, and vector dimensionality across edge sites. Specifically, the vocabulary of concepts must be aligned before the iterative synchronous training process to ensure consistent embedding across sites. Figure 6 depicts an illustration wherein EDGE1 wants to perform a global search for top-3 experts most similar to person X. Assuming that a Doc2vec model \( m_{1} \) has been distributed to all edge sites via joint-learning, EDGE1 uses \( m_{1} \) to vectorize person X’s document as vector \( v_{1} \) and sends \( v_{1} \) to other sites. Other sites apply a similarity metric, e.g., cosine similarity, to find top-3 nearest-neighbor vectors to \( v_{1} \) and return the corresponding person identities and cosine similarity score back to EDGE1. After receiving the results from all edge sites, EDGE1 can select the top-3 results having the highest cosine similarity.

**IV. SEEC Algorithms**

This section presents the SEEC algorithms for joint-learning as well as vector-space mapping along with an illustration based on the motivating example shown in Section II. Without the loss of generality, the illustration is based on text data representing expertise of people working across edge sites, e.g., Slack conversations.

**A. Algorithm: Joint-Learning**

The joint-learning algorithm adapts the federated averaging algorithm [16] to a semantic vector embedding setting. Specifically, the vocabulary of concepts must be aligned before the iterative synchronous training process to ensure consistent embedding across sites. This section presents the SEEC algorithms for joint-learning along with an illustration based on the motivating example shown in Section II. Without the loss of generality, the illustration is based on text data representing expertise of people working across edge sites, e.g., Slack conversations.

**B. Problem: Joint-Learning**

The problem of joint-learning of semantic vector embedding is defined as having \( N \) edge sites, each edge site \( i \) with local dataset \( D_i \) who want to collaborate in performing global semantic similarity search given a new example \( d \) across all edge sites but do not want to share their data with each other. The edge sites are willing to train a common model \( m_i \) and distribute \( m_i \) and \( d \) to all edge sites to meet their objective.

Federated learning is a natural approach for joint-learning. However, the main challenge in applying federated learning for this purpose is in ensuring that concepts across edge sites are aligned. For example, in the case of text data if the vocabulary of words is different across edge sites, federated learning cannot be readily applied. Joint-learning assumes that beforehand, the edge sites agree on a model architecture, a training algorithm, and semantic vector dimensionality. Hence, for many practical scenarios, joint-learning may not be viable. Also, depending on the application scenario, the example \( d \) may contain sensitive information and the edge site initiating the global query may not want to share it in the raw.

**C. Problem: Vector-Space Mapping**

The problem of vector-space mapping of semantic vector embedding is defined as having \( N \) edge sites, each edge site \( i \) with local dataset \( D_i \) and a pre-trained semantic vector embedding model \( m_i \) trained on \( D_i \) who want to collaborate in performing global similarity search for a new example \( d \) across all edge sites but do not want to share their data with each other and are not able to participate in jointly training a common model.

Vector-space mapping is a challenging problem due to two factors. First, locally trained semantic vector embedding models are trained independently of each other and hence a given example \( d \) is represented as completely different semantic vectors on each edge site, so semantic similarity is not preserved across edge sites. Second, the model architectures, training algorithms, and vector dimensionality across edge sites are heterogeneous. Prior work has neither identified nor addressed these challenges. Since vector-space mapping relaxes a number of assumptions made in the case of joint learning, although non-trivial, addressing these challenges is of great significance.

![Diagram](image-url)
A key feature of this algorithm is that person X’s raw document does not have to be shared with other edge sites. Further, the nearest-neighbor similarity to vectors across edge sites is valid because all vectors are produced within a single vector-space by virtue of sharing the common model \( \text{m}_1 \). Algorithm 1 presents the joint-learning training algorithm that is executed on the edge sites. As mentioned earlier, the main idea is similar to that of federated averaging with key innovation being the initial step of each edge site reporting their local vocabulary \( U_i \) to the server and the server computing an aggregate vocabulary \( U \) that is included with an initial model \( \text{m}_1 \), and distributing \( \text{m}_1 \) to all edge sites. We do not show the algorithm executed by the server as the server simply aggregates the vocabulary and distributes the initial common model, followed by averaging the weights and redistributing them in each round of training.

**Algorithm 1: Joint-Learning algorithm: Edge \( i \)**

**Input:** Initial weights \( W^{i0} \), Local dataset \( D_i \)

**Input:** Loss function \( F_i \), Local Vocabulary \( U_i \)

**Input:** Epochs \( T \), Learning rate \( \eta \)

**Output:** Updated model weights \( W^t_i \)

Send \( U_i \) to server

Receive \( m_1 \) from the server

for \( t \leftarrow 0 \) to \( T \) by 1 do

Receive \( W^t \) from server

\[ W^t_i \leftarrow W^t \]

\[ L \leftarrow F_i(W^t_i, \text{batch}(D_i), U) \]

\[ \nabla \leftarrow \text{Gradient}(L, F_i, W^t_i) \]

\[ W^{t+1}_i \leftarrow W^t_i - \eta \nabla L \]

Send \( W^{t+1}_i \) to server

end

return \( W^t_i \)

### B. Algorithm: Vector-Space Mapping

A key innovation behind vector-space mapping algorithm is to train a mapper model that learns to map vectors of one vector-space to the vectors of another. Given their ability to act as universal functions, this paper uses a multi-layer perceptron (MLP) model with a single hidden layer as the mapper model architecture. However, training a MLP model requires a training dataset that is commonly available to all edge sites. Availability of such training data is highly constrained especially given that the sites do not wish to share their proprietary datasets with each other.

Hence, another key innovation of this paper is the idea of leveraging any publicly available corpus, regardless of its domain, as a training dataset generator for the mapper MLP model. As shown in Figure 7, consider that a semantic vector embedding model \( \text{m}_1 \) is trained from local data on EDGE1 and another semantic vector embedding model \( \text{m}_2 \) is trained from local data on EDGE2. The objective is to train a mapper MLP model that can map vectors produced by vector-space of \( \text{m}_1 \) to the vector-space of \( \text{m}_2 \). An auxiliary dataset \( D_p \) that is accessible to both edge sites can serve as the training samples generator and facilitate the training of MLP mapper model. Input to the MLP model are the vectors produced by \( m_1 \) on samples of \( D_p \) and the ground-truth labels are the vectors produced by \( m_2 \) on the same samples of \( D_p \). Since the input and the output of the MLP mapper model can have different dimensionality, this approach works even when EDGE1 and EDGE2 choose different dimensionality for their semantic vectors.

![Fig. 7. Learning to map vector-space of Edge1 to that of Edge2](image-url)

Figure 8 depicts an illustration wherein EDGE1 wants to perform a global search for the top-3 experts most similar to person X. Mapper models \( \text{m}_{1 \rightarrow 2} \) and \( \text{m}_{3 \rightarrow 3} \) have been trained to map vector-space of EDGE1 to vector-spaces of EDGE2 and EDGE3, respectively. Unlike in joint-learning, EDGE1 uses the mapper models to map its local vector of X to the target edge sites EDGE2 and EDGE3, respectively, before sending them. Algorithm 2 presents the vector-space mapping algorithm with two components to be executed on EDGE1: (1) Function \( \text{Map}_i \) trains the mapper model \( \text{m}_{i \rightarrow j} \) and (2) Function \( \text{GlobalSearch}_i \) carries out global semantic search for a sample document \( d \).

**Algorithm 2: Vector-Space Mapping**

**Input:** Query: “Here is person X’s document, find me 3 experts most similar to X”

**Input:** \( X \), \( D_1 \), \( D_2 \), \( D_3 \)

**Input:** Mapper models \( \text{m}_{1 \rightarrow 2} \) and \( \text{m}_{3 \rightarrow 3} \)

**Output:** Predicted experts \( \{D, E, F\} \) for EDGE2 and \( \{P, Q, R\} \) for EDGE3

**Begin**

**1. Receive:** \( X \) and the ground-truth labels \( \{D, E, F\} \) for EDGE2 and \( \{P, Q, R\} \) for EDGE3

**2. Map** to target site and send

\( Y = \text{Map}_i(D) \)

**3. Receive:** 

\( Y = \text{Map}_i(D) \)

\( Z = \text{Map}_i(D) \)

**4. Collect all responses and their distance to X:**

\( D, E, F = \text{Distance}(X, Y) \)

\( P, Q, R = \text{Distance}(X, Z) \)

**5. Respond:**

Persons D, E, F

Persons P, Q, R

**End**

**Fig. 8. Semantic search for the motivating example: Vector-Space Mapping**

### V. Experiments

We evaluate the two algorithms of joint-learning and vector-space mapping via extensive experiments on two data modalities: natural language and graph. The experiments are anchored on the motivating example described in Section II-A with the task of performing a global semantic search for individuals with expertise. The evaluation approach is three-pronged. First, an objective evaluation of how well the SEEC algorithms
perform relative to the baseline of centralized models. Comparing with a baseline is a standard practice for unsupervised algorithms since there is no ground truth on semantic similarity between samples. Second, an objective evaluation compared to a small number of ground-truth samples collected via a user survey. And third, a subjective examination of the semantic search results produced by the two SEEC algorithms, joint-learning and vector-space mapping.

A. Experimental Setup

Before we discuss the experimental results, we describe the dataset, the implementation details, and the metrics used for the objective evaluation.

1) Datasets: For the natural language modality, we leverage three different datasets: (a) an IBM internal dataset consisting of Slack collaboration conversations, (b) the 2017 Wikipedia dataset with 100K samples [24], and (c) the 20-newsgroup public dataset with 18846 samples [14]. For joint-learning experiments (a) is used for both the centralized and federated experiments. For vector-space mapping experiments, both (a) and (b) are used as private datasets with (c) acting as the public dataset accessible by all edge sites. For the graph modality, we leverage (a) above for the joint-learning experiments but instead of looking at the text content of the posts, we construct a collaboration graph between users.

The Slack dataset (a) consists of natural language conversations across 7367 slack channels among 14208 unique users. Of these, only 1576 users having sufficient activity (more than 100 posts) are used in the experiments. All Slack posts of a user is treated as a single document in training the Doc2vec models. For the centralized case, Slack posts of all users are used for training a single Doc2vec model whereas for the federated case (joint-learning and vector-space mapping) the users are uniformly distributed across two edge sites. No additional knowledge of the organization hierarchy, projects, or teams is included, leaving the models to rely solely on the content of the Slack posts as a basis of semantic vector embedding representing each user.

In constructing a graph from the Slack dataset, each user is treated as a node in the graph and other users that participate in the same Slack channel as the user are treated as the edges. For avoiding noisy edges due to having channels with a large number of users, a pair of users participating together, i.e., co-occurring, in less than 10 channels do not have an edge between them. Another approach would have been to assign weights to edges, however, Node2vec does not take advantage of edge weight information. The entire graph is used for training the centralized Nodes2vec model. For the federated case, users are randomly assigned to one of the Edge sites. When doing so the cross-site edges are handled in two alternative ways: (1) the cross-sites edges are not retained, so each edge site has edges only among the users assigned to the site, called no retention, and (2) the nodes involved on cross-site edges are retained on both sites, called retention.

Beyond the above datasets, we surveyed 36 IBM employees and asked them to identify top-3 collaborators who possess the most similar skills as them (in no particular order). The precise question that was asked was: Name the 3 people in your company who in your judgment possess skills most similar to your own. We collected 36 responses, of which 9 of them were from individuals who had significant Slack activity (over 100 posts). Although this is a small number of samples, we treat the survey results from these 9 employees as ground-truth on semantic similarity.

2) Implementation: We leverage the gensim [21] framework for training semantic vector embedding models as well as performing similarity search. The similarity measure used for nearest-neighbor calculation in semantic search is cosine-similarity, to allow for meaningful measurement in the case of high-dimensional vectors. For the natural language dataset, we use the Doc2vec model architecture with the skip-gram PV-DM algorithm with 40 epochs and learning rate of 0.025. Doc2vec semantic vectors are 50-dimensional real-valued vectors. For the graph dataset, we use the Node2vec architecture with 40 epochs and learning rate of 0.025. Node2vec semantic vectors are 124-dimensional real-valued vectors. The hyperparameters of the Node2vec favor homophily approach where the return parameter p is favored over the in-out parameter q. We set p = 0.6 and q = 0.1. The walk length parameter,
the number of hops to other nodes from the start node is set to 20 and the number of walks, the number of iterations of node-hopping to perform, is also set to 20.

In the case of vector-space mapping, the mapper model is an MLP model with a single hidden layer with 1200 neurons and a dropout ratio of 0.2. We use the cosine embedding loss in training the MLP as the semantic similarity is based on cosine similarity. ADAM optimizer with a learning rate of 0.00001 and 20 epochs of training with the batch size of 64 were applied.

It is worth emphasizing that these details are provided for completeness and these parameters are quite commonly used in the literature. The objective in this paper is not to have the best-performing semantic vector embedding models. Instead, we’re primarily interested in evaluating the relative performance of the federated algorithms compared to the traditional centralized ones. Hence, all of the above parameters are kept the same for centralized and the federated case.

3) Metrics: For objectively measuring how well the federated algorithms perform relative to the centralized case without the survey data, the degree of overlap is computed as follows. For a given document \( d \) in the dataset, the centralized model is used to vectorize the document and the set of top-k most similar documents from the dataset are found based on cosine-similarity, called \( d^c_k \). Then, using the respective federated algorithm, the set of top-k most similar documents are found for the same document \( d \), called \( d^f_k \). The degree of overlap \( sim_k \) then is the ratio of cardinality of the intersecting set and \( k \), denoted as \( sim_k = \frac{|d^c_k \cap d^f_k|}{k} \). For multiple documents in the dataset, a simple mean of \( sim_k \) is computed over all documents. When \( sim_k = 1 \), the centralized and the federated model produce identical results on semantic search. The idea behind the measure is simple: the higher the \( sim_k \), the closer the federated case performance is to the centralized case. In evaluating the federated algorithms relative to the centralized case we set \( k = 10 \). In evaluating the federated algorithms relative to the survey results, we set \( k = 3 \) as the employees were asked to identify top-3 most similar employees.

For objectively measuring how well the federated algorithms perform relative to the centralized case with the survey data, \( sim_k \) is computed between the centralized case and the survey result as well as between the federated case and the survey result, for each participant. Then, a Pearson’s correlation between the \( sim_k \) values is reported. The correlation between \( sim_k \) is a better measure than raw \( sim_k \) because we are interested in the similarity between the overlaps achieved by the centralized case and the federated case, rather than the actual overlap with the survey results themselves. The raw \( sim_k \) itself is largely dependent on whether or not the participants used Slack in the same way to collaborate.

B. Results: Joint-Learning

1) Natural language: Figure 9 shows the distribution of the number of overlaps between the centralized case and the joint-learning case \( \text{sim}_{10} \times 10 \) when the joint-learning algorithm is applied to the Slack dataset. As indicated by the \( \text{sim}_{k} \) of 0.609, for majority of the users, the joint-learning model found about 6 of the same users found by the centralized model.

Figure 10 shows the \( \text{sim}_{k} \) score corresponding to the centralized Doc2vec model relative to the survey and the same corresponding to the joint-learning Doc2vec model relative to the survey, for each participant in the survey. Barring participant 3, the centralized and the joint-learning models produce the same \( \text{sim}_{k} \) score, which is promising. The Pearson’s correlation between the \( \text{sim}_{k} \) of the centralized and the joint-learning models in this case was 0.89, which indicates a clear similarity in their performance.

Based on the above, we can conclude that there is not a significant loss in accuracy introduced by the joint-learning algorithm, when compared to the centralized model. Thus, the joint-learning Doc2vec model and centralized Doc2vec model have similar performance, making the joint-learning algorithm a viable alternative to the centralized case. One important thing to note is that both models were able to score matches on at least a third of the participants in the survey. Since the probability of getting a match when choosing randomly would
be almost zero, the fact that the models were able to produce some matches shows that both models were indeed able to learn key features about the user from their Slack posts.

2) Graph: Figure 11 shows the distribution of the number of overlaps between the centralized case and the joint-learning case \((sim_{10} \times 10)\) when the joint-learning algorithm is applied to the graph dataset with no retention of cross-site collaborators. As seen in the distribution as well as indicated by the \(sim_k\) of 0.138, for majority of the users, the joint-learning model found almost no users returned by the centralized model. This is not an encouraging result by itself. However, since the cross-site edges are dropped from the graph corresponding to the joint-learning case, valuable information about those users’ collaboration behavior is lost compared to the centralized case having the entire graph. Although this explanation is intuitive, to validate it, we need to examine the result when the cross-site collaborators are retained, discussed next.

![Fig. 11. Performance of Node2vec joint-learning relative to centralized learning, no retention, \(sim_k = 0.138\)](image1)

Figure 12 shows the distribution of the number of overlaps between the centralized case and the joint-learning case \((sim_{10} \times 10)\) when the joint-learning algorithm is applied to the graph dataset with all cross-site collaborators retained across both sites. As seen in the distribution as well as indicated by the \(sim_k\) of 0.253, for majority of the users, the joint-learning model found more than 2 of the same users returned by the centralized model. Compared to the no retention result, this is a significantly better result. Thus, the explanation above is validated as retaining the cross-site collaborators clearly helps the joint-learning model achieve more accurate user embedding.

Although the difference between the Node2vec joint-learning results above can be explained by the difference in retention policy, the inferior results of Node2vec when compared with Doc2vec requires further investigation. One hypothesis is that the random assignment of users to edge sites can have an adverse effect on the joint-learning performance because such an assignment can have an uneven effect on the collaborative user clusters in the graph. For example, one edge site may end up having most of its collaborative clusters unaffected whereas another may have it’s collaborative clusters split into two sites. Although the immediate collaborators may be preserved via cross-site retention, the higher-order collaborations are still affected.

This hypothesis was investigated via a subjective examination of the semantic search results and found to be accurate in many cases. The results in Table 1 show one such example for a given user. The first column shows the top-10 most similar users returned by the centralized Node2vec model for the given user. The second and the third columns show the top-10 most similar users returned by the joint-learned Node2vec model from each edge site with cross-site collaborators retained. Each row is a distinct user to clearly show overlapping results. Clearly, the overlap between the first edge site and the centralized model is much greater (9 users) than the overlap between the second edge site and the centralized model (5 users). Such an asymmetry when the number of users across sites is the same implies an asymmetry in the connectedness of the graph across sites.

![Fig. 12. Performance of Node2vec joint-learning with collaborator retention relative to centralized learning, \(sim_k = 0.253\)](image2)

Figure 13 shows the number of overlaps corresponding to the centralized Node2vec model relative to the survey and the same corresponding to the joint-learning Node2vec model (no retention) relative to the survey, for each participant in the survey. The centralized and the joint-learning models produce the same number of overlaps relative to the survey, which is promising. The Pearson’s correlation between the \(sim_k\) of the centralized and the joint-learning models in this case is 1.0, which indicates a clear similarity in their performance.

Similarly, Figure 14 shows the number of overlaps corresponding to the centralized Node2vec model relative to the survey and the same corresponding to the joint-learning Node2vec model (with collaborator retention) relative to the survey, for each participant in the survey. Except for the first participant, the centralized and the joint-learning models produce the same number of overlaps relative to the survey, which is promising. Interestingly, the joint-learned Node2vec model appears to reinforce certain clusters and thus returns
TABLE I. Semantic search on Joint-Learning Node2vec trained on Slack data with collaborator retention across edge sites

| User  | Centralized | Joint-Learning Edge1 | Joint-Learning Edge2 |
|-------|-------------|-----------------------|-----------------------|
| User1 | Yes         | Yes                   | Yes                   |
| User2 | Yes         | Yes                   | Yes                   |
| User3 | Yes         | Yes                   | Yes                   |
| User4 | Yes         | Yes                   | Yes                   |
| User5 | Yes         | Yes                   | Yes                   |
| User6 | Yes         | Yes                   | Yes                   |
| User7 | Yes         | Yes                   | Yes                   |
| User8 | Yes         | Yes                   | Yes                   |
| User9 | Yes         | Yes                   | Yes                   |
| User10| Yes         | Yes                   | Yes                   |
| User11| Yes         | Yes                   | Yes                   |
| User12| Yes         | Yes                   | Yes                   |
| User13| Yes         | Yes                   | Yes                   |
| User14| Yes         | Yes                   | Yes                   |
| User15| Yes         | Yes                   | Yes                   |
| User16| Yes         | Yes                   | Yes                   |

TABLE II. Semantic search on centralized Doc2vec model trained on Wikipedia data

| Article          | Score | Article       | Score |
|------------------|-------|---------------|-------|
| Libertarian socialism | 0.94  | PlayStation (console) | 0.92  |
| Anarchist-communism   | 0.91  | GameCube      | 0.91  |
| Individualist anarchism | 0.90  | Handheld game console | 0.91  |
| Anarchist-pacifism   | 0.84  | SNES          | 0.90  |
| The ego and its own   | 0.84  | PlayStation3  | 0.90  |

higher overlap with the survey than the centralized model. This may suggest that a positive side-effect of partitioning graph across sites may be to drop extraneous and noisy edges, helping the edge site graph be more accurate in some cases.

Overall, the results suggest there is value in the joint-learning algorithm for graph datasets, although the results are not as promising as with the natural language dataset. The algorithm does identify several clusters of nodes which correspond to teams. Perhaps the channel co-occurrence is a poor feature for modeling users. As stated above, the Node2Vec model generated for all cases was homophily-focused in nature rather than structurally equivalent. It seeks to identify highly connected nodes (people who work together, are on the same team) rather than nodes of similar structure (people acting in a similar role, i.e., a manager).

C. Results: vector-space Mapping

First we illustrate the impact of not having any mapping across vector-spaces with an example from the Wikipedia dataset. Then, we present the vector-space mapping results with two different datasets that reveal an interesting dependence on the richness of the vocabulary. First, we use the Slack data as the private data on each edge site and the 20-newsgroup data as the public dataset for training the mapper model. Next, we use the Wikipedia dataset as the private data on each edge site and the 20-newsgroup data as the public dataset for training the mapper model.

1) No mapping: To illustrate the contrast between unmapped vector-spaces and the ones with mapping, we select two Wikipedia articles from $m_1$ for examination on Anarchism and on Nintendo, and performed a similarity search on each of the two articles on the centralized Doc2vec model.

Table II shows the top-5 most similar articles to "Anarchism" and "Nintendo" based on their cosine-similarity score. The articles clear show a significant degree of semantic similarity with the respective query articles, which is as expected. We shall refer to this result to compare the case where the same search is performed across the two sites without any vector-space mapping and then when it is repeated but a mapper model is used to map the query vector before sending it to other sites.

In the no mapping case, the first step is to vectorize ‘Anarchism’ article on EDGE1 using the local model $m_1$, producing $v_1$. Next, $v_1$ is sent to EDGE2 as-is and top-5 most similar article to $v_1$ are selected on both edge sites. In the mapping case, the first step is to vectorize ‘Anarchism’ article...
on \textit{EDGE1} using the local model \( m_1 \), producing \( v_1 \). Next, \( v_1 \) is mapped via the mapper model \( m_{1 \rightarrow 2} \) to the vector-space of \textit{EDGE2} as \( v_2 \) and sent to \textit{EDGE2}. From \textit{EDGE1}, top-5 most similar articles to \( v_1 \) and from \textit{EDGE2}, top-5 most similar articles to \( v_2 \) are returned.

Table IV shows the comparison of the mapping and the no mapping case. The first column shows the top-5 most similar results on \textit{EDGE1} using local model \( m_1 \). The second columns shows the top-5 most similar results on \textit{EDGE2} with mapping whereas the third column shows the top-5 most similar results without mapping.

Examining the third column, clearly, without vector-space mapping, the results bear no semantic similarity with the respective query article on anarchism or Nintendo. The second column on the other hand shows significant similarity with the query article as well as with the centralized model results shown in Table II. Thus, both results illustrate the effectiveness of vector-space mapping algorithm for semantic search across independently trained local models.

Examining the third column, clearly, without vector-space mapping, the results bear no semantic similarity with the respective query article on anarchism or Nintendo. The second column on the other hand shows significant similarity with the query article as well as with the centralized model results shown in Table II. Thus, both results illustrate the effectiveness of vector-space mapping algorithm for semantic search across independently trained local models.

![Fig. 15. Performance of Doc2vec vector-space mapping relative to centralized learning, with Slack as private dataset, \( sim_k = 0.198 \)](image)

3) Wikipedia as private data: Figure 16 shows the distribution of the number of overlaps between the centralized case and the vector-space mapping case \( (sim_{10} \times 10) \). Here, the vector-space mapping algorithm is applied with randomly partitioned Wikipedia data on each edge site as the private dataset on which a local Doc2vec model is trained and the 20-newsgroup dataset used to train the MLP mapper model. As seen in the distribution as well as indicated by the \( sim_k \) of 0.261, on average, the vector-space mapping model found more than 2 of the same users returned by the centralized model, which is better than the result with Slack data. Hence, we conclude that having rich vocabulary in the private dataset helps the mapper model to learn a more accurate mapping.

VI. RELATED WORK

Main contributions of this paper borrowed and adapted key ideas from previous work in the areas of federated learning, semantic vector embedding, and edge resource representation and discovery. However, since this paper introduced new problems as well as novel algorithms to address them via a combination of the techniques from above areas, directly relevant prior work is limited. In the following, we describe related works in the broader areas of federated learning, semantic vector embedding, and edge resource management.

A. Federated learning

Federated learning is an actively evolving area of research that is receiving great attention in the edge computing community as it directly addresses the challenge of tapping into edge data in a privacy-preserving fashion \([12]\). One area of relevance is that of collaborative personalization where private user embedding is kept on device and combined with federated learning to personalize the predictions of a given model to the user \([12]\). Another idea in achieving greater personalization of a model is an empirical approach wherein each user device
fine tunes a baseline model with local data and reports the differences in performance of the baseline model and the fine-tuned model to allow the baseline model to be fine tuned with very different use cases of keyboard next-word recommendation and news recommendation [27], [20].

Another body of work focuses on the performance optimization of the federated learning process to cater to resource-constrained applications. One idea is to minimize the size of the weight-updates reported by participating sites by either reporting only a subset or by computing a semantic sketch, to save communication costs [13]. Another idea is an online learning approach to trade-off the performance with a constrained time-budget via allowing multiple local weight updates before a report is made to the server as well as achieving sparse gradient updates [29], [10].

Whereas these works offer privacy-preserving and efficient techniques for learning joint models of user preferences, they assume that joint-learning is always possible. Even when joint learning is possible, they do not address the representation learning problem unlike this paper.

### B. Semantic vector embedding

Semantic vector embedding techniques have been around for several years and are actively being developed primarily in the area of language modeling, e.g., BERT [4], due to the availability of vast amounts of natural language data combined with their ability to learn semantic embedding in an unsupervised fashion. For instance, BERT-based gender stereotype identification was proven to outperform well-established lexicon-based approaches [3]. Similar to our motivating example of semantic search for people, vector embedding outperforms statistical approaches such as topic modeling in vector embedding of expertise [9]. Further, great progress has been made in learning vector embedding for a wide variety of domains. One intriguing example is embedding of neural-network architectures themselves to facilitate a search over the most suitable model architectures [31]. Another application is in semantic embedding of videos to enable efficient indexing and search over videos across edge and Cloud [5].

The above advances in the vector embedding algorithms are promising and are complementary to the contributions of this paper. However, none of these efforts address the challenges of vector embedding on data locked into edges.

### C. Edge resource management

Although resource discovery and management is not the focus of this paper, it helps to show the recent trend in this area towards applying leveraging machine learning as well as vector embedding techniques. Traditionally, edge resource management has been addressed via collection and maintenance of resource metadata [22], [17], in combination of with forecasting of resource demands and supply and optimizing resource allocation along a variety of objectives [1]. A significant body of work also investigates economic paradigms in achieving optimal resource allocations among autonomous edges [8], [25]. More recently however, there has been an increasing recognition and validation of the black-box learning methods in managing resource discovery and allocation [30], [26]. Such a trend clearly points to the promise of the research direction advocated in this paper.

### VII. Conclusions and Future Work

With the increasing regulation and the growth in data originating at the edge, edge computing is poised to be a critical area of research with significant impact on how the IT systems are developed, deployed, and managed. This paper introduced the novel research direction of federated semantic vector embedding, building on the unique combination of the well-known techniques of federated learning and semantic vector embedding. Specifically, two research problems were formulated to cater to two separate settings in which edge sites want to collaborate in performing global semantic search across sites without sharing any raw data.

The first setting, called joint-learning, is when the edge sites have a tightly coupled collaboration to participate in a synchronous joint-learning process and have an agreement on the model architecture, training algorithm, vector dimensionality, and data format. A novel algorithm to address the joint-learning problem is presented with the novel idea of vocabulary aggregation before starting the iterative federated learning process.
The second setting, called vector-space mapping, is when the edge sites do not agree on the various parameters of joint-learning or cannot participate in a synchronous process as they may need to join and leave dynamically. This is clearly a challenging setting and one of great significance in practice. Based on the novel idea of training another model to learn the mapping between vector-spaces based on a public dataset from any domain, an algorithm for addressing the vector-space mapping problem was presented.

Experimental evaluation using multiple natural language as well as graph datasets show that these algorithms show promising results for both algorithms compared to the baseline centralized case where all data can be aggregated on one site. Several important research questions remain open. How do these algorithms scale in the number of edge sites, differences in data distributions and amount of data at edge edge site? How do we interpret such semantic vectors and explain the similarity results they produce? This is the first paper in the area of federated semantic vector embedding and has unlocked several important research challenges for future research.
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