On Recurrent Neural Networks for learning-based control: recent results and ideas for future developments
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Abstract
This paper aims to discuss and analyze the potentialities of Recurrent Neural Networks (RNN) in control design applications. The main families of RNN are considered, namely Neural Nonlinear AutoRegressive exogenous, Echo State Networks, Long Short Term Memory, and Gated Recurrent Units. The goal is twofold. Firstly, to survey recent results concerning the training of RNN that enjoy Input-to-State Stability (ISS) and Incremental Input-to-State Stability (δISS) guarantees. Secondly, to discuss the issues that still hinder the widespread use of RNN for control, namely their robustness, verifiability, and interpretability. The former properties are related to the so-called generalization capabilities of the networks, i.e., their consistency with the underlying real plants, even in presence of unseen or perturbed input trajectories. The latter is instead related to the possibility of providing a clear formal connection between the RNN model and the plant. In this context, we illustrate how ISS and δISS represent a significant step towards the robustness and verifiability of the RNN models, while the requirement of interpretability paves the way to the use of physics-based networks. The design of model predictive controllers with RNN as plant’s model is also briefly discussed. Lastly, some of the main topics of the paper are illustrated on a simulated chemical system.
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1. Introduction
The increasing possibility to collect measurements from the plants, the availability of sophisticated machine learning techniques capable of extracting information from large data-sets, and the availability of openly available tools to effectively train and deploy these algorithms are redrawing the landscape of data-driven control design. In recent years, starting from different paradigms, a multitude of learning-based data-driven control strategies have been proposed, such as Koopman operator-based system identification [1], set membership identification [2], Bayesian identification [3], and Gaussian processes learning [4], also with focus on the stability properties entailed by these approaches [5, 6]. The clear reason behind this interest lies in the many potential advantages of these approaches over traditional model-based algorithms that require knowledge of a physical model of the plant, including the possibility to reduce the time and cost associated with physical model’s design, tuning, and adaptation to new plant’s operating conditions.

Starting from the eighties of the last century, Neural Networks (NN) have gained an increasing popularity in the Control Systems community for the design of data-driven control algorithms, especially when the system under control is characterized by a nonlinear behavior, which prevents one from using standard linear model structures, such as ARMAX and OE models [7, 8, 9]; see [10] for an up-to-date introduction to NN. Over the years, the use of NN for control has been advocated by many theoretical contributions, see e.g. [11, 12, 13], and by many accounts of applications, see e.g. [14, 15]. The wide variety of approaches can be arranged in six categories, which are briefly outlined in the following. For a detailed overview, the interested reader is addressed to [16].

NN as model of a plant
The most common approach consists in using NN as models in black-box identification procedures. That is, starting from the input/output data collected from the plant, a NN architecture is chosen, and its parameters, named weights, are tuned during the so-called training procedure, with the goal of finding a set of weights for which the NN constitutes an accurate model of the system. This model is then used for the design of model-based control architectures, such as Model Predictive Control (MPC). Examples of this strategy in the academia are [9, 17, 18, 19], while accounts of applications in the industry are [20, 21, 22].

NN as a part of a grey-box model
Physical models are often characterized by first-principle equations featuring terms that are unknown or difficult to model, typically functions of other internal variables. NN can be used to effectively model such terms from experimental data, thus blending classic physical modeling with learning. This approach, formalized in [23] under the name of Theory-Guided Data Science, allows to avoid complex and over-parametrized black-box models, and it typically achieves enhanced interpretability and generalizability outside the identification domain [7]. Examples of this strategy are [24] and [25], where the high-level
knowledge of mechanical systems is complemented with the use of NN to learn part of the nonlinear state update functions. A similar approach is proposed in [26], where NN are used to learn the kinetic parameters of a CSTR system.

**NN as model of the uncertainty**

In case a preliminary model of the plant is available, be it identified from data or derived from physical equations, a NN can be used to model its uncertainty [27]. This allows to refine the existing model and to improve its accuracy. The uncertainty, modeled by the NN, can then be taken into account by designing a control algorithm, such as robust MPC [28], that guarantees robust stability properties. This strategy is most commonly applied in combination with linear models; in these cases, a robust controller is designed for the nominal linear system, while NN are used to learn the linearization error [29]. Similarly, in [30] a nonlinear model of the system is derived from physical equations, and a NN is used to learn the residual modeling error. It should be noted that this approach allows, in some sense, to generalize to the nonlinear setting classic methods of unstructured [31] and structured model error estimation, which can be performed for example with set-membership algorithms, [32].

**NN as approximators of computationally-intensive control laws**

When a reliable model of the system is available, but the online computational burden of the designed control law is excessive, the interpolative power of NN can be leveraged to approximate such control law offline. This approach is predominantly pursued when an MPC control law is adopted, which requires to solve a potentially cumbersome optimization problem at each time step. While for the specific case of linear models, under mild assumptions, the MPC state-feedback law can be put in an explicit exact form [33], this task is generally relaxed for nonlinear and/or nonlinearly constrained systems, and an accurate approximation of the control law is sought. To this purpose, NN are strong candidates, owing to their universal approximation capabilities and extremely low online computational cost, see e.g. [34, 35, 36]. Remarkably, it has been recently shown that these approximations can preserve the closed-loop stability [37] and fulfill input constraints [38]. Similar approaches are those based on the Internal Model Control strategy, in which a NN is used to approximate the inverse of the model [39], which enjoy a low computational burden while preserving the closed-loop stability [40].

**NN as controllers directly synthesized from data**

A different approach is to directly derive the control law from the input/output data collected from the plant. This family of approaches enjoys a florid history for unconstrained linear systems, see e.g. [2, 41]; related strategies have been recently proposed for nonlinear systems [42]. In this context, learning NN controllers from plant’s data has been investigated in [43, 44, 45], as they not only lead to superior performances compared to linear control structures, but also, as shown in [45], they can be designed to fulfill input constraints.

![Figure 1: Illustration of FFNN and RNN architectures. The latter are stateful network characterized by internal loops, which are absent in the former.](image)

**NN for Reinforcement Learning**

Finally, NN have been often used in deep Reinforcement Learning (RL) strategies, see [46, 47] for more details. In the deep RL setting, a NN control law is learned to maximize a reward function throughout several closed-loop simulations. To this end, a simulator of the system under control is generally needed, which usually limits the applicability of the approach. When a model of the system is available, a further possible domain of application of RL is to obtain an approximate solution to the nonlinear Hamilton Jacobi Bellman equation, whose exact solution can hardly be obtained, see e.g. [48].

In this paper, we focus on the use of neural networks as models of dynamical systems, learned from the plant’s data and then used for model-based control design. In general, this strategy does not merely boil down to a model-based control design problem, since the choice of the model’s architecture and its identification are crucial ingredients to achieve satisfactory closed-loop performances, let alone the closed-loop stability. Identifying suitably accurate, safe, and possibly interpretable models that represent an optimal compromise between simplicity and accuracy is hence the main challenge of this approach.

Of all the possible models and algorithms that can be used to identify a plant model, NN provide state-of-the-art performances and applicability to general classes of nonlinear systems [7]. The idea of harnessing the representational power of NN to identify dynamical systems has a long and florid history, studded with a wide variety of architectures proposed for such task [29]. A traditional approach consists to use Feed-Forward Neural Networks (FFNN) as one-step-ahead predictors for the future output trajectories given past input and output data [20, 49], where FFNN are static and memoryless NN characterized by an unidirectional flow of information from the input layer to the output layer, through a sequence of hidden layers. While this approach has been widely adopted in academia [12, 50] and in industry [15, 51], there is nowadays consensus that these FFNN predictors lead to a poor accuracy in representing long-term dynamics, due to their inherent lack of memory.

For this reason, dynamical forms of NN, the so-called Recurrent Neural Networks (RNN), are typically adopted. The main characteristics of RNN is the presence of internal loops in the paths from inputs to outputs, see e.g. Figure 1, which correspond to the states of the dynamical system representing the plant under study. A first simple RNN architecture is that...
of the so-called Neural Nonlinear ARX (NNARX) [52, 53], widely employed mainly thanks to their simple structure and training. This architecture makes use of FFNN as regression functions embedded in a NARX setting, and it is trained minimizing the simulation error, thus obtaining a model able to mimic the system’s free-run simulation. The joint use of MPC and NNARX models, or FFNN predictors, has been considered in [20, 26, 49], with the aim of operating the system in a broader region compared to traditional linear models.

A second RNN architecture is that of the so-called Echo State Networks (ESN), originally introduced in [54]. The peculiarity of these networks is that they are trained by solving a least-square problem, for which efficient and provenly converging algorithms are nowadays available. ESN have already been used for control design in [55, 56], while in [57] an MPC law with stability guarantees for ESN models has been devised.

The most advanced RNN architectures fall into the category of gated RNN, in which the internal loops are regulated by the so-called gates, that makes them significantly more suitable for learning dynamical systems. In this group, the most popular architecture is that of Long Short Term Memory (LSTM) networks [58], which have been recently considered in many control-related problems, see e.g. [2, 17, 18]. Equally successful are the Gated Recurrent Units (GRUs) [59] which, although characterized by a simpler structure with respect to LSTMs, have proven to provide satisfactory performance in a number of applications [60], see e.g. [19, 21, 61, 62]. The architectures listed above are discussed in more detail in Section 3.

In this context, the aim of this paper is to review recent results and to highlight some of the main future challenges related to the applicability and appropriateness of RNN in control-related applications. More specifically, focusing on the previously introduced RNN architectures, we discuss how to enforce stability properties during the training procedure, which turn out to be crucial properties for the design of theoretically-sound control strategies, and highlight a number of future research directions aimed at providing RNN with additional properties which could foster their adoption by control engineers. Although the analysis is focused on RNN and indirect approaches, we believe that many considerations and results here reported could be also relevant for different structures and control designed methods.

It is worth noticing that this paper is not intended to be a complete walkthrough of the use of RNN in systems control domain. Indeed, the selection of one architecture over another, its design and training, and many tasks known to be fundamental to the success of the identification procedure, such as designing the experiments for the collection of the training data, are well beyond the scope of this paper. For these aspects, the interested reader is addressed to [7, 29, 63].

The paper is organized as follows. In Section 2, the adopted notation and the definition of Input to State (ISS) and Incremental Input to State Stability (iISS) are introduced. Section 3 is devoted to briefly describe the NNARX, ESN, LSTM, and GRU networks, as well as their training procedure and stability properties. Section 4 deals with the design of closed-loop stable MPC algorithms for the considered RNN architectures. In Section 5, open issues related to the use of RNN for control design namely the robustness, safety verification, interpretability issues, as well as some of the research trends concerning these topics, are presented. Some of the discussed topics are then illustrated on a simulated chemical system in Section 6. Lastly, open problems and future research directions are shortly discussed in the concluding Section 7.

2. Notation and preliminaries

Notation In the paper we adopt the following notation. Given a vector \( v \), we denote by \( v' \) its transpose and by \( \|v\|_p \) its \( p \)-norm. For conciseness, the value of a time-varying vector \( x \) at time \( k \) is indicated as \( x_k \). Boldface symbols are used to indicate sequences of vectors, i.e. \( v_k = \{v_0, v_1, ..., v_k\} \), whose \( \ell_p,q \) norm is defined as \( \|v_k\|_{p,q} = \left[ \|v_0\|_p, ..., \|v_k\|_p \right]_q \). In particular, note that \( \|v_k\|_{p,\infty} = \max_{0 \leq i \leq k} \|v_i\|_p \). The Hadamard (i.e. element-wise) product between \( u \) and \( v \) is indicated by \( u \odot v \). The sigmoidal and hyperbolic tangent activation functions are denoted by \( \sigma(x) = \frac{1}{1+e^{-x}} \) and \( \phi(x) = \tanh(x) \), respectively. Note that when these functions are applied to a vector, they are intended to be applied element-wise. Lastly, given a generic discrete-time system described \( x_{k+1} = f(x_k, u_k) \) and \( y_k = g(x_k, u_k) \), we denote by \( x_k(\hat{x}, u_k) \) the state trajectory at time \( k \), obtained initializing the system in \( \hat{x} \) and feeding it with the input sequence \( u_k \), and by \( y_k(\hat{x}, u_k) \) the corresponding output trajectory.

Definition 1. A continuous function \( \gamma : R_{\geq 0} \rightarrow R_{\geq 0} \) is a class \( K \) function if \( \gamma(s) > 0 \) for all \( s > 0 \), it is strictly increasing, and \( \gamma(0) = 0 \). The function \( \gamma \) is a class \( K_{\infty} \) function if it is a class \( K \) function and \( \gamma(s) \rightarrow \infty \) for \( s \rightarrow \infty \).

Definition 2. A continuous function \( \beta : R_{\geq 0} \times Z_{\geq 0} \rightarrow R_{\geq 0} \) is a class \( KL \) function if \( \beta(s, k) \) is a class \( K \) function with respect to \( s \) for all \( k \), it is strictly decreasing in \( k \) for all \( s > 0 \), and \( \beta(s, k) \rightarrow 0 \) as \( k \rightarrow \infty \) for all \( s > 0 \).

Definition 3 ([64]). The dynamical system \( x_{k+1} = f(x_k, u_k) \) is Input-to-State Stable (ISS) if there exist functions \( \beta(\|x\|_2, k) \in KL \) and \( \gamma_u(\|u_k\|_2, \infty) \in K_{\infty} \) such that for any \( k \geq 0 \), any initial condition \( x_0 \), and any input sequence \( u_k \), it holds that

\[
\|x_k(\hat{x}, u_k)\|_2 \leq \beta(\|\hat{x}\|_2, k) + \gamma_u(\|u_k\|_2, \infty). \tag{1}
\]

It is worth noticing that the ISS of a system implies, for bounded input sequences, the boundedness of the system’s state.

Definition 4 ([65]). The dynamical system \( x_{k+1} = f(x_k, u_k) \) is Incrementally Input-to-State Stable (iISS) if there exist functions \( \beta(\|x_a - \bar{x}_b\|_2, k) \in KL \) and \( \gamma_u(\|u_{a,k} - u_{b,k}\|_2, \infty) \in K_{\infty} \) such that for any \( k \geq 0 \), any pair of initial conditions \( x_a \) and \( x_b \), and any pair of input sequences \( u_{a,k} \) and \( u_{b,k} \), it holds that

\[
\|x_k(\bar{x}_a, u_{a,k}) - x_k(\bar{x}_b, u_{b,k})\|_2 \\
\leq \beta(\|x_a - \bar{x}_b\|_2, k) + \gamma(\|u_{a,k} - u_{b,k}\|_2, \infty). \tag{2}
\]
The δISS property implies that the smaller the distance between two input sequences, the smaller is, asymptotically, the maximum distance between the resulting state trajectories, regardless of the system’s initial states. This property is stronger than ISS. Indeed, if a system is δISS then it is also ISS.

Among the many direct implications, this property entails that the effects of the initial conditions asymptotically vanish, i.e. the state trajectories are solely determined by the applied input. This not only implies that for constant inputs the states converge to unique equilibria, but – when this property is enjoyed by some model of a dynamical system – it especially entails that the modeling performances are independent of the model’s initialization. This latter is a major concern especially when a RNN is used to identify the plant using input-output data, since the network’s states are not only unobserved quantities, but they generally have no physical meaning at all. In light of the relevance of the δISS property, the next section is devoted to discuss how provenly δISS RNN models can be trained, while its consequences in control design are discussed in Section 4 and Section 5.

3. Families of Recurrent Neural Networks

Four classes of RNN are considered in this paper, namely NNARX, ESN, LSTM, and GRU. Below we briefly present these architectures assuming, for the sake of simplicity, single-layer structures. For LSTM and GRU, multi-layer structures can however be adopted to improve the modeling performances, at the price of a more complex notation and training.

Recurrent networks are stateful NN that can be generally described as a dynamical MIMO state-space model,

\[
\begin{align*}
x_{k+1} &= f(x_k, u_k; \Phi) \\
y_k &= g(x_k, u_k; \Phi)
\end{align*}
\]  

(3)

where \( x \in \mathbb{R}^{n_x} \) is the state vector, \( u \in \mathbb{R}^{n_u} \) is the input, \( y \in \mathbb{R}^{n_y} \) is the output, and \( \Phi \) is the set of parameters, named weights, that are computed during the so-called training procedure, described later in this section. The structure of functions \( f \) and \( g \) and the meaning of the state \( x \) depend on the selected architecture, as discussed below.

3.1. NNARX networks

In NNARX models, it is assumed that the future output \( y_{k+1} \) only depends on the past \( N \) input and output data. More specifically, \( y_{k+1} \) is computed as a nonlinear regression over the past data,

\[
y_{k+1} = \eta(y_k, y_{k-1}, ..., y_{k-N+1}, u_k, u_{k-1}, ..., u_{k-N}; \Phi),
\]  

(4)

where \( \eta \) is a FFNN parametrized by the weights collected in the set \( \Phi \). Model (4) can easily be recast in the general form (3). Specifically, (4) corresponds to a discrete-time normal canonical form [52]. Indeed, letting \( i \in \{1, ..., N\} \)

\[
z_{i,k} = \begin{bmatrix} y_{k-N+i} \\ u_{k-N-1+i} \end{bmatrix},
\]  

(5)

it can be shown that (4) is equivalent to

\[
\begin{align*}
z_{1,k+1} &= z_{2,k} \\
&\vdots \\
z_{N-1,k+1} &= z_{N,k} \\
z_{N,k+1} &= \eta(z_{1,k}, z_{2,k}, ..., z_{N,k}, u_k; \Phi) \\
y_k &= [I \ 0] z_{N,k}
\end{align*}
\]  

(6)

By defining the state vector as \( x_k = [z_{1,k}', ..., z_{N,k}'] \)

(7)

where \( A, B_u, B_x \), and \( C \) are fixed suitable matrices, see [52]. Concerning the regression function, under mild assumptions any FFNN architecture can be adopted. For illustration purposes, the following structure may be assumed,

\[
\eta(x_k, u_k; \Phi) = U_0 \psi(W_1 u_k + U_1 x_k + b_1) + b_0,
\]  

(8)

where \( \psi \) is a Lipschitz continuous activation function, with Lipschitz constant \( L_\psi \) and satisfying \( \psi(0) = 0 \). Hence, the weights of this model are

\[
\Phi = \{U_0, b_0, W_1, U_1, b_1\}.
\]  

Lastly, it is worth noticing that NNARX state vector \( x_k \) is a collection of past input and output data. In addition to ensuring the interpretability of network states, this peculiarity allows one to easily employ the NNARX network as prediction model for MPC design. Indeed, a state observer is not required to operate during the training procedure, so that the state dynamics are fixed once such weights are generated. The rationale behind this approach is that the state should be a dynamic reservoir, fixed during the training procedure, and satisfying \( \psi(0) = 0 \). Hence, the weights of this model are

\[
\Phi = \{U_0, b_0, W_1, U_1, b_1\}.
\]  

3.2. ESN networks

Introduced by [54], Echo State Networks are dynamic networks characterized by the form

\[
\begin{align*}
x_{k+1} &= \sigma(W_u u_k + U x_k + W_y y_k) \\
y_k &= U_o x_k + W_o u_{k-1} - 1
\end{align*}
\]  

(9)

The peculiarity of this architecture is that the weights \( \tilde{\Phi} = \{U, W_u, W_y\} \) are randomly generated before training, with the only condition that \( W_o \) be a sparse and Schur stable matrix. Then, unlike other NN architectures, these weights are not tuned during the training procedure, so that the state dynamics are fixed once such weights are generated. The rationale behind this approach is that the state should be a dynamic reservoir, i.e. it should be able to represent any possible stable dynamics by suitably combining these fixed state trajectories. During the training procedure, the weights \( \Phi = \{U_o, W_o\} \) are tuned so that the ESN represent the plant’s dynamics.

What makes ESN interesting is that, under a proper selection of the loss function, the training procedure boils down to a Least Square problem, which greatly simplifies the identification problem, owing to the reliability and efficiency of Least Square algorithms [7] and to the avoidance of the so-called vanishing gradient problem, which instead plagues other RNN architectures [66].
must be carried out to tune the weights – such as the number of neurons, which is generally related to the weights of the network, (11) takes the form of (3).

where \( f_k \), \( i_k \), and \( z_k \) are the so-called gates, that rule the flow of information throughout the network, thus allowing to tackle the vanishing and exploding gradient problem and to retain long-term memory [58, 66]. More specifically, the gates are described by

\[
\begin{align*}
    f_k &= \sigma(W_f u_k + U_f h_k + b_f), \\
    i_k &= \sigma(W_i u_k + U_i h_k + b_i), \\
    z_k &= \sigma(W_z u_k + U_z h_k + b_z).
\end{align*}
\]  

(10b)

The LSTM network (10) is characterized by the state vector \( x_k = [c_k', h_k'] \), while the set of weights that need to be tuned during the training procedure is

\[ \Phi = \{W_f, U_f, b_f, W_i, b_i, W_r, b_r, W_z, U_z, b_z, U_o, b_o\}. \]

Under this notation, the LSTM model (10) falls into the generic form (3). Unlike ESNs, the training of LSTMs is known to be non-trivial, due to the large number of weights.

3.4. GRU networks

A fair tradeoff between architecture’s complexity and modeling performances is what characterizes Gated Recurrent Units networks [60]. Like LSTM, GRU exploit gates to tackle the vanishing and exploding gradient problems, but with a simpler structure to reduce the number of weights. In particular, the state-space model of GRU reads as follows [63]

\[
\begin{align*}
    c_{k+1} &= f_k \circ c_k + i_k \circ \phi(W_r u_k + U_r h_k + b_r) \\
    h_{k+1} &= z_k \circ \phi(c_{k+1}) \\
    y_k &= U_j h_k + b_o,
\end{align*}
\]

(10a)

where \( f_k \), \( i_k \), and \( z_k \) are the so-called gates, that rule the flow of information throughout the network, thus allowing to tackle the vanishing and exploding gradient problem and to retain long-term memory [58, 66]. More specifically, the gates are described by

\[
\begin{align*}
    f_k &= \sigma(W_f u_k + U_f h_k + b_f), \\
    i_k &= \sigma(W_i u_k + U_i h_k + b_i), \\
    z_k &= \sigma(W_z u_k + U_z h_k + b_z).
\end{align*}
\]  

(10b)

The LSTM network (10) is characterized by the state vector \( x_k = [c_k', h_k'] \), while the set of weights that need to be tuned during the training procedure is

\[ \Phi = \{W_r, U_r, b_r, W_z, U_z, b_z, W_f, U_f, b_f, U_o, b_o\}. \]

3.3. LSTM networks

The one of Long Short-Term Memory networks is a widely popular RNN architecture, owing to its performances in learning dynamical systems. LSTM can be recast in the following state-space form [67]:

\[
\begin{align*}
    f_k &= \sigma(W_f u_k + U_f h_k + b_f), \\
    i_k &= \sigma(W_i u_k + U_i h_k + b_i), \\
    z_k &= \sigma(W_z u_k + U_z h_k + b_z).
\end{align*}
\]  

(11a)

where \( z_k \) and \( f_k \) are the gates, described by

\[
\begin{align*}
    z_k &= \sigma(W_z u_k + U_z h_k + b_z), \\
    f_k &= \sigma(W_f u_k + U_f h_k + b_f).
\end{align*}
\]  

(11b)

Denoting by

\[ \Phi = \{W_r, U_r, b_r, W_z, U_z, b_z, W_f, U_f, b_f, U_o, b_o\} \]

(12)

the weights of the network, (11) takes the form of (3).

3.5. Network training and stability

Once a RNN architecture is selected, and its hyperparameters – such as the number of neurons, which is generally related to the state dimensionality – are chosen, a training procedure must be carried out to tune the weights \( \Phi \) so that the network represents an accurate model of the plant. To this end, input-output sequences collected from the plant are required. These data must be “informative” enough, meaning that they should be collected through suitably crafted experiments, see [7].

A popular approach to RNN training is the so-called Truncated Back-Propagation Through Time (TBPTT) method [60], which consists in extracting shorter and partially-overlapping input-output subsequences from the input-output data of the experiment. These subsequences are denoted by \( (u^{(i)}, y^{(i)}) \), where \( u^{(i)} \) is the input applied to the plant, and \( y^{(i)} \) the corresponding measured output, and their length is denoted by \( T_s \). The index \( i \in I = \{1, \ldots, N_s\} \) is used to indicate the subsequences, which are randomly split in a training set \( I_t \), a validation set \( I_v \), and a test set \( I_f \), with \( I_t \cup I_v \cup I_f = I \) and \( I_t \cap I_v \cap I_f = \emptyset \). The network is then trained by minimizing the loss function \( L \), defined as the Mean Square Error (MSE) between the RNN prediction and the measured output, i.e.

\[
\min_{\Phi} \{ L(\Phi) = \text{MSE}(I_t; \Phi) \}. 
\]  

(13)

The MSE can be formalized as

\[
\text{MSE}(I_v; \Phi) = \frac{1}{|I_v|(|I_t| - T_w)} \sum_{i=1}^{|I_v|} \sum_{k=T}^{T_\nu} \left( y_k(x_0, u^{(i)}; \Phi) - y_m^{(i)} \right)^2 
\]  

(14)

where \( |I_v| \) denotes the number of subsequences in the set \( I_v \), with \( \alpha = t, v, f \), and \( y_k(x_0, u^{(i)}; \Phi) \) indicates the output of the RNN (3) initialized in the random state \( x_0 \) and fed by the input sequence \( u^{(i)} \). Because of the random initialization, the first \( T_w \) steps, known as washout period, are generally discarded [60, 63]. The training problem (13) can be solved by many gradient-based algorithms, such as Adam and RMSProp [60], halting the procedure e.g. when the MSE on the validation set, \( \text{MSE}(I_v; \Phi) \), stops improving. Lastly, the modeling performances are assessed on the independent test set \( I_f \).

At this stage, except for the input-output data, no knowledge of the plant has been explored during the training procedure. However, it may be the case that the plant is known to enjoy ISS- or \( \delta \)ISS-like stability properties, that can be e.g. numerically inferred from the data, or qualitatively deduced from the plant behavior. One may wonder if it is somehow possible to train a RNN model provenly enjoying such properties, which would allow not only a “consistent” model, but also a relevant theoretical tool that can be spent for control design purposes.

**Proposition 1.** Under suitable conditions on their weights \( \Phi \), NNARXs [52], ESNs [57], LSTMs [18], and GRUs [63] are guaranteed to be ISS and \( \delta \)ISS. These conditions, synthetically reported in the Appendix, can be generally regarded as nonlinear inequalities on the weights of the network, denoted by

\[
\nu(\Phi) < 0.
\]  

(15)

In other words, if the inequality (15) holds, the RNN model is guaranteed to be ISS and/or \( \delta \)ISS. Hence, if a stable RNN is sought, condition (15) can be easily enforced during the training
procedure by penalizing its violation in the loss function, i.e. by taking
\[ L(\Phi) = \text{MSE}(I_k; \Phi) + \rho(\nu(\Phi)), \]
where \( \rho(\nu) \) is a regularization term that increases with \( \nu(\Phi) \).
For example, if \( \nu(\Phi) \) is a scalar, piecewise-linear functions can be adopted \([63]\), i.e.
\[ \rho(\nu(\Phi)) = \omega_\ast \min(0, \nu(\Phi)) + \omega_+ \max(0, \nu(\Phi)), \]
with \( 0 < \omega_\ast < \omega_+ \). This term allows to steer \( \nu(\Phi) \) to negative values, enforcing the stability of the network (see Proposition 1). In general \( \nu(\Phi) \) is a vector, in which case \( \rho(\nu(\Phi)) \) can be taken as the component-wise sum of a strictly increasing function applied element-wise on \( \nu(\Phi) \). Note that even in presence of this stability enforcing term, the overall training procedure is the same, except for the fact that the stopping rule should also account whether or not the inequality (15) is fulfilled.

**Remark 1.** Delving into the details about the impact of this stability-enforcing term onto the training procedure is out of the scope of this paper, for which the interested reader is addressed to \([63]\). However, let us point out that enforcing the model’s ISS or \( \tilde{\text{ISS}} \) is reasonable only if the system to be learned displays an analogous property. This rules out, e.g., systems with locally unstable equilibria. Enforcing the stability condition when learning such unsuitable systems may lead to poor models. It is hence advisable to assess that the system’s trajectories display stability-like properties before setting up the training procedure.

### 4. Model Predictive Control design for models learned by RNN

According to the indirect data-driven control design paradigm, once a model of the system is identified, a controller is synthesized using any model-based approach. Let us consider the case in which such model corresponds to a RNN, trained according to the guidelines discussed above, and that the modeling performances on the independent test set turned out to be satisfactory. This RNN model is thus a good candidate for controller synthesis.

A popular control strategy for RNN models is nonlinear MPC, see e.g. \([21]\), which allows to exploit the long-term prediction capabilities of these models while fulfilling input constraints. In this framework, the main challenges are (i) designing an MPC control law which guarantees nominal closed-loop stability and (ii) managing the uncertainty of the model. These two issues are discussed in the following.

#### 4.1. MPC design in the nominal case

The design of an MPC law guaranteeing nominal stability relies on the so-called Certainty Equivalence Principle (CEP). According to this principle, which is standardly evoked by indirect design approaches, the model and the plant are assumed to match, and any plant-model mismatch is assumed to be associated to a mismatch between the plant’s and model’s initial states. Under this principle, an MPC law is designed for the available model, for which well established algorithms guaranteeing recursive feasibility and closed-loop stability exist, see e.g. \([68]\). Typically, the resulting output feedback controller, depicted in Figure 2, is made by an observer, which estimates the state \( x_k \) of model (3) from output measurements, and a finite-horizon control optimization problem which relies on such state estimation. An exception to this is represented by NNARX models, which do not require state observers, as their state vector solely consists of known past input and output data.

Let us assume, for the sake of generality, that a state observer is required by the controller. In this context, the stability properties of the RNN model are beneficial. In particular, the \( \tilde{\text{ISS}} \) has been shown to entail the possibility to easily design state observers with estimation convergence guarantees, see e.g. \([18, 19, 57, 69]\), where Luenberger-type observers have been proposed for the main RNN architectures. These observers generally take the following form
\[ \hat{x}_{k+1} = f_o(\hat{x}_k, u_k, y_k; \tilde{\Phi}), \]
where \( \tilde{\Phi} = \{\Phi^*, \Phi_o\} \) is the set of parameters, including the weights of the trained RNN model, \( \Phi^* \), and the gains of the observer, \( \Phi_o \). For suitable observer structures \( f_o \), conditions on the observer gains \( \Phi_o \) have been provided to guarantee that \( \hat{x}_k \) converges to \( x_k \). It is nonetheless worth noticing that, in view of the model’s \( \tilde{\text{ISS}} \), an open-loop observer \( \hat{x}_{k+1} = f(\hat{x}_k, u_k; \Phi) \), replicating the model dynamics (3), would enjoy nominal convergence.

Lastly, state-feedback nonlinear MPC laws with recursive feasibility and closed-loop stability guarantees can be designed exploiting the model’s \( \tilde{\text{ISS}} \), see \([18, 57]\).

#### 4.2. MPC design in the case of modeling errors

Unfortunately, in most cases the assumption of no plant-model mismatch is very strong and not acceptable. A straightforward, yet ineradicable, reason for such mismatch is that, as for any black-box identification technique, there is no direct correspondence between the RNN’s and the plant’s states, with the former typically being higher-dimensional than the latter.

In light of the plant-model mismatch, one can rely on a robust control law. To this regard, if both the plant and the model are input-output stable (which property is, for example, implied by ISS and \( \tilde{\text{ISS}} \)), one can assume that the plant is described by the RNN state equations (3), with an additive output disturbance, i.e. \( y_{m,k} = y_k + d_k \). The term \( d_k \in \mathcal{D} \) represents...
the plant-model mismatch, whose boundedness is guaranteed by the plant’s and model’s input-output stability. The set $\mathcal{D}$ can be estimated from the data, e.g., using the Scenario Approach, as discussed in [18]. Having a non-conservative bound of $\mathcal{D}$ and a set of admissible plant’s outputs $\mathcal{Y}_n$, one can design a nominal MPC law for the model, with an additional constraint on the model’s output, i.e. $y_k \in \mathcal{Y}_n \cap \mathcal{D}$.

While this guarantees that the plant’s output is admissible for any realization of the mismatch $d_k$, the feasibility of this approach mainly depends on the conservativeness of the bound on $\mathcal{D}$. Besides, a more subtle problem is that this output disturbance must be accounted when proving the convergence of the state observer leading, potentially, to the impossibility to attain any guarantee. Proving the nominal closed-loop stability entailed by the state-feedback MPC law may thus be challenging.

In order to foster a wide and robust use of RNN for MPC design, research activities should thus focus not only on how to profitably bound $\mathcal{D}$, but also on how to ensure the observer’s convergence and the closed-loop stability in the presence of plant-model mismatch.

5. Towards safe and interpretable RNN for dynamical systems modeling

Owing to their modeling capabilities, RNN have the potential to play an ever increasing role in the design, management, and control of dynamical systems, even of safety-critical ones, such as in the automotive and aerospace industries [70, 71]. In order for RNN to be legitimately used in safety-critical applications, however, adequate properties have to be certified, in terms of verifiability, robustness, and interpretability, see [72]. In the following, recent results regarding these issues are outlined.

5.1. Verifiability and robustness of RNN models

When using an identified black-box model for control design, especially if such model is a RNN, a common requirement is that of generalization. A model generalizes well if it produces meaningful and consistent predictions even for data not included in the training set. While the generalization capabilities of RNN are generally assessed on the so-called independent test set, see Section 3.5, recent contributions have formulated bounds on the generalization error of some single-layer RNN architectures [73, 74]. Closely related to the issue of generalization, when a RNN model is used to learn a stable plant, one may want to certify that (i) adversarial perturbations, i.e. small variations of the inputs, do not produce catastrophic changes of the outputs, and that (ii) for any possible input sequence the model’s outputs always lie in a set of physically-meaningful values. For example, if a RNN is used to learn the model of a water tank where the input is a controllable inlet flow rate, one may want to ensure that the predicted water level does not undergo abrupt changes for small variations of the inlet flow, and that it always lies in a set of admissible values, e.g. ranging from zero (empty tank) to the maximum level (saturated tank).

i. Robustness

The above-mentioned issue (i) corresponds to the requirement of robustness against input perturbations, also called adversarial attacks or matched disturbances. Ideally, to certify this property one should test the RNN model’s response to a sufficiently large amount of perturbed input trajectories [75, 76].

On the other hand, being able to show the model’s $\delta$ISS allows, by definition, to assess its robustness. Indeed, recalling Definition 4, the function $\gamma$ can be used to bound the response of the system to adversarial attacks. Denoting by $\delta u_k$ the input perturbation, from (2) it follows that the resulting deviation of the state trajectory is bounded as $\|\delta x_k\| \leq \gamma(\|\delta u_k\|, x_0)$. It is worth noticing that function $\gamma$ can be conservatively computed from the weights of the network, see [18, 52, 57, 63]. However, if the RNN model is $\delta$ISS, less conservative bounds on $\gamma$ can be computed numerically on a sufficiently large set of model trajectories. To this end, approaches similar to that presented in [77] can be adopted. Lastly, note that alternative strategy to certify the robustness of RNN models is to bound their Lipschitz constant. The available approaches, however, are currently limited to FFNN, see e.g. [78].

ii. Safety verification

The second issue, known as safety verification, consists of certifying that the output reachable set of the RNN model, given bounded inputs and initial conditions, is consistent with the possible values taken by the plant’s outputs. This allows to conclude, for example, that the model’s outputs remain meaningful even when evaluated with input sequences not included in the training set.

Unfortunately, the estimation of the output reachable set is difficult to perform for generic nonlinear dynamical systems, and most of the results nowadays available have been developed for FFNN, see [72, 79, 80]. In principle, these approaches are applied to RNN by “unrolling” them, i.e. transforming a $k$-step RNN simulation in a sequence of $k$ suitable FFNN, see [60] for more details, and then applying the verification algorithms available for FFNN [81]. An interesting method to turn the RNN verification into a non-recurrent problem has been proposed in [82], while a direct analysis of RNN and their generalization properties has been reported in [73, 74], where bounds on the generalization error have been derived for some single-layer RNN architectures.

An alternative method for the estimation of the output reachable set is based on the so-called Scenario Approach [83], see the recent contributions [18, 67, 84], which allows to bound, with some prescribed confidence, the output reachable set. To apply this approach, the boundedness of the output reachable set must be assessed, e.g. by proving the ISS or $\delta$ISS of the RNN model. In the following, an outline of the probabilistic safety verification procedure based on the Scenario Approach is reported. The interested reader is addressed to [67] and [85] for the details.

Assume that the initial state $\bar{x}$ of the RNN is a random variable extracted from a set $\mathcal{X}_0$ and characterized by some probability measure $\mathbb{P}_x$. Consider a time horizon $K$, and a class $\mathcal{U}_K$ of bounded input sequences $u_{K} = \{u_0, ..., u_K\}$. The class of inputs $\mathcal{U}_K$ is assumed to be characterized by some prob-
ability measure $\mathbb{P}_u$. Let $y_K(\hat{x}, u_K)$ be output of the RNN model (3), initialized in the random initial state $\hat{x} \in X_0$ and fed by the random input sequence $u_K$ drawn from $U_K$ according to $\mathbb{P}_u$. Then, a bound of the output reachable set may be defined as the smallest set $\mathbb{Y}$, containing, for any possible $\hat{x} \in X_0$ and $u_K \in U_K$, the output $y_K(\hat{x}, u_K)$ at any time instant $k \in [0, \ldots, K]$. More specifically, the set $\mathbb{Y}$ may be defined as a suitable convex set $\mathbb{Y}$ scaled by a coefficient $\rho_y$ [85], i.e. $\mathbb{Y} = \rho_y \mathbb{Y}$. Under this definition, bounding the output reachable set boils down to finding the smallest possible $\rho_y$ satisfying this condition. Note that, at this stage, the formulated problem is infinite-dimensional, and hence it can not be solved.

This problem can be tackled by applying the Scenario Approach, which allows to relax the infinite-dimensional problem into a deterministic one. To this end, one needs to generate a number $S$ of scenarios, each corresponding to an independent sample of the uncertain variables $\hat{x}(s)$ and $u_k(s)$, with $s \in \{1, \ldots, S\}$, drawn from the respective sets according to the associated probability density functions. Then, the tightest bound of the output reachable set is determined as

$$\rho_y^* = \arg \min_{\rho_y} \rho_y \quad \text{s.t.} \quad \rho_y \geq 0$$

$$y_k(\hat{x}(s), u_k(s)) \in \rho_y \mathbb{Y} \quad \forall k \in [0, \ldots, K],$$

$$\forall s \in \{1, \ldots, S\}. \quad \text{(19)}$$

Defining $\varepsilon_S \in (0, 1)$ as the violation probability, and $1 - \beta_S \in (0, 1)$ as the confidence of such measure, the Scenario Approach guarantees that if

$$S \geq \frac{2}{\varepsilon_S} \left( \ln \frac{1}{\beta_S} + 1 \right)$$

then, with confidence $1 - \beta_S$, the probability to draw $\hat{x} \in X_0$ and $u_K \in U_K$ such that, at some time instant $k \in [0, \ldots, K]$, it holds that $y_k(\hat{x}, u_k) \notin \rho_y^* \mathbb{Y}$ is a probabilistic estimation of the output reachable set, associated to a maximum violation $\varepsilon_S$, with confidence $1 - \beta_S$. Lastly, this set is compared to the known safe output set, which is e.g. determined by physical constraints of the plant, to certify the safety of the RNN model.

**Remark 2.** This approach for safety verification is theoretically viable only if both the plant under control and its RNN model enjoy the ISS property. In fact, as discussed in [86], ISS is simultaneously equivalent to the Continuity at the Equilibrium Point, to the existence of a Uniform Asymptotic Gain, and to the Boundedness of the Reachability Set. Hence, in the context of safety verification, the ISS and $\delta$ISS conditions mentioned in Proposition 1 provide a solid theoretical foundation for the applicability of the described approach.

5.2. Interpretablity of RNN models

Another fundamental property to foster the use of RNN as models of dynamical systems is that of interpretability. According to [87], interpretability is “the ability to provide explanations in understandable terms to a human”. Owing to its relevance, interpretability is a currently popular research topic in the Machine Learning community; surveys on recent contributions in the field can be found in [87], [88].

In the context of RNN applied to scientific and engineering domains, such as earth systems, climate science, quantum chemistry, biological sciences, and control, the requirement of interpretability mainly corresponds to the need to guarantee consistency between the RNN model and the known underlying physical laws [89]. Such physical laws might, for example, imply that some outputs fulfill the mass conservation principle, or that they are positive or enjoy some monotonicity properties.

The new branch of Machine Learning techniques that try to merge physical knowledge into RNN modeling takes various names, such as Theory-Guided Data Science [23], eXplainable Artificial Intelligence [90], or merely Physics-Based Modeling [89, 91]. A common denominator of these approaches is the attempt to overcome the limitations of black-box modeling, and to shape the adopted machine learning technique according to a grey-box modeling criterion driven by the available physical knowledge of the system. Depending on the case at hand, such grey-box approaches consist of shaping the structure of the RNN model in specific ways or using, during the training procedure, a suitable loss function, so as to impose consistency with the physical knowledge of the system. Contributions in this direction have been proposed by many authors, see e.g. the definition of Semi-Empirical NN [92], the use of canonical forms [93], or the methods described in [94] and [95]. As for control, a notable and almost unique contribution to this emerging field has been presented in [17], where a methodological approach has been devised and applied to a simulated chemical process. In the following, the main approaches towards physics-based RNN models are briefly outlined.

5.2.1. Physics-based structure design

One of the main ways to move from purely black-box NN models to physics-based ones is to embed the physical knowledge of the system by suitably designing the structure of the NN model, see [23, 89]. Some of the proposed structures are listed below.

i. Models with known and measurable states

When the states of the system to be identified are known and measurable, a simple – yet effective – strategy may rely on FFNN to learn the increments of the discretized state variables. More specifically, consider the underlying plant’s equations to be described by the unknown continuous time model

$$\dot{x}_c(t) = \varphi_c(x_c(t), u(t)),$$

where the state variables are fully measured, and $t$ is the continuous time index. By discretizing this system with sampling time $\tau$ and any explicit method, such as Forward Euler or Explicit Runge-Kutta, the resulting model is

$$x_{k+1} - x_k = \tau \varphi_d(x_k, u_k).$$

Based on this model, a FFNN can thus be trained to describe the state increment $\varphi_d(x_k, u_k)$, leading to a strategy closely resembling the popular ResNet [96] and ODE-NN [97] architectures.
An example of application of this approach is [24], where it has been applied to model a fourth order mechanical system, with states being the measured angles and the estimated angular speeds. A similar strategy can also be adopted when a first-principle (yet not sufficiently accurate) model of the system, denoted as $\hat{\varphi}(x_k, u_k)$, is available. In this case, one can use a NN to learn the model residual [27], i.e. the function $\Delta \hat{\varphi}(x_k, u_k)$ such that

$$x_{k+1} = x_k + \tau \hat{\varphi}(x_k, u_k) + \tau \Delta \varphi(x_k, u_k).$$

ii. Models with known states and structure parametrized by NN

Another case is that of physical systems that enjoy a model characterized by measurable states and a known structure, which however depends on parameters that are unknown and varying based on the system’s operating conditions, i.e.

$$x_{k+1} = \varphi(x_k, u_k, \hat{\Phi}(x_k, u_k)),$$

where $\hat{\Phi}(x_k, u_k)$ denotes the model’s parameters, assumed to be a function of the state and input. A common choice in this case is to learn $\hat{\Phi}(x_k, u_k)$ using a NN, generally a FFNN, that is trained by minimizing the model’s simulation error [26, 69].

iii. Models with known relationships among variables

Outputs describing certain physical quantities are typically subject to constraints that affect them individually, such as positivity, monotonicity and range bounds, or that bind them together, such as a zero-sum constraints coming from mass conservation. Therefore, one may tailor the structure of the RNN such that the output variables fulfill the established constraints, thus assigning a physical meaning to the output variables themselves. In this regard, a typical approach is to properly design the output transformation associated with such outputs. A valuable contribution to this approach is provided by [98], where the authors show how a RNN can be designed to model the water temperature profile at different depths of a lake. Moving from the ideal physical fact that the water temperature should monotonically decrease with the depth, a monotonicity-preserving structure which makes use of intermediate physical variables is designed based on LSTM. Other well-documented examples of this approach are reported in [89]. Notably, similar design arguments can be easily applied to many systems, such as trays of binary distillation columns [99], where concentrations and temperatures profiles follow monotonic trends, and chains of chemical reactors, where masses, flow rates, and concentrations obey to mass conservation principle.

iv. Models reflecting the plant’s block structure

Many complex processes can be decomposed in sparsely-connected subsystems, i.e. subsystems whose dynamics are directly influenced only by the neighboring ones. When the overall system’s structure is known, and those coupling variables that describe the subsystems’ mutual influences are measured, a RNN can be designed and trained mimicking the architecture of the plant. Thus, non-physical input-output connections are ruled out by adopting sparsely-connected RNN, see e.g. [27, 100]. Leveraging this knowledge of the system structure allows one to obtain not only a model that is more reliable, but also less prone to overfitting. This is typically achieved with a significantly faster convergence rate of the training procedure [100]. A numerical example of application of the above approaches is described in Section 6.

5.2.2. Physics-guided cost function

Rather than hard-coding the consistency to physical laws via structure selection, one can also embed physical knowledge by including suitable terms in the training loss function, with the goal of encouraging certain behaviors of the resulting RNN model [89]. This approach, which is particularly useful when the conditions for physical consistency cannot be easily encoded via structure selection, is, in a sense, reminiscent of constraint relaxation. Seen through these lenses, the idea of enforcing the RNN model’s ISS and $\delta$ISS properties by including their conditions in the training loss function, discussed Section 3.5, can be considered as an application of Physics-guided cost function design, which aims to ensure consistency with the prior knowledge that the plant enjoys the same stability properties [63]. On the other hand, as one may expect, the main challenge of this approach boils down to suitably choosing how these additional terms of the loss function are weighted. Finding a trade-off between the modeling performances and the fulfillment of the physical condition may be non-trivial and usually requires trial-and-error tuning procedures.

6. Numerical Example: learning a physics-based RNN model of a chemical plant

In this section, we illustrate how a physics-based RNN can be designed for a popular chemical plant benchmark system. This system, described in [101] and illustrated in Figure 3, consist of two reactors and one separator. In the two reactors ($i = 1$ and $i = 2$), the reactant liquid $A$ is converted into the product $B$ and side-product $C$. This reaction is controlled by adjusting the flow rate of product $A$ to the two reactors, indicated by $F_{r1}$ and $F_{r2}$, and the external heat $Q_1$ and $Q_2$. Then, the mixture enters the separator ($i = 3$), where additional heat $Q_3$ is supplied.
The distillate, which is partially fed back to the first reactor via the flow rate $F_p$, is the final product, with constant flow rate $F_p$. For each subsystem $i \in \{1, 2, 3\}$, the state of the mixture is described by the temperature $T_i$, the level $H_i$, and the concentrations of the three components, denoted by $x_{A_i}$, $x_{B_i}$, and $x_{C_i}$, while the flow rates between the vessels are denoted by $F_i$.

The physical model of the process, derived by mass and energy balance equations, is a nonlinear dynamical system characterized by $m = 6$ inputs and $n = 12$ states, i.e.

\[
    u = [Q_1, Q_2, F_{j1}, F_{j2}, F_{j3}],
    x = [H_1, x_{A1}, x_{B1}, T_1, H_2, x_{A2}, x_{B2}, T_2, H_3, x_{A3}, x_{B3}, T_3].
\]

Note that the state vector of the model does include the concentration of the side-product $C$, i.e. $x_{C_i}$, since the latter can be derived by the following relationship among the concentrations:

\[
    x_{A_i} + x_{B_i} + x_{C_i} = 1.
\]

The states are assumed to be measurable, so the output coincides with the states, i.e. $y = x$. The equations of the model, alongside its parameters, are reported in [101], while the input and state variables are summarized in Table 1.

As discussed in [101], this model notably enjoys a sparse block structure. Denoting by $x_i$ the states associated to vessel $i \in \{1, 2, 3\}$, where

\[
    x_i = [H_i, x_{A_i}, x_{B_i}, T_i],
\]

and by $y_i = x_i$ its outputs, one can notice that the dynamics of each vessel are only affected by a subset of the input $u_i$, where

\[
    u_1 = [Q_1, F_{j1}],
    u_2 = [Q_2, F_{j2}],
    u_3 = [Q_3, F_{j3}],
\]

and by the states of incoming flow rates. As discussed in Section 5.2.1, this peculiar structure, characterized by sparsely connected subsystems, can be leveraged to design a physics-based RNN. Specifically, the structure depicted in Figure 4 has been adopted, where three distinct LSTM networks have been used to identify the dynamics of the three subsystems. Hence, for example, LSTM 1 is intended to learn the dynamics of vessel 1, given the inputs $\tilde{u}_1 = [u_1, y_2]$, containing the control action $u_1$ and $y_2$, i.e. the output of the LSTM modeling vessel 3.

Another physical argument that has been leveraged to ensure the consistency of the physics-based network is that, for each subsystem, the output components $x_{A_i}$ and $x_{B_i}$ must lie, by definition, in the interval $(0, 1)$. This can be attained by adopting a sigmoid activation function for those output components. Thus, each subsystem $i \in \{1, 2, 3\}$ is learned by an LSTM network described by the following equations

\[
    \begin{align*}
        x_{i,k+1} & = f(x_{i,k}, \tilde{u}_{i,k}; \Phi_i) \\
        y_{i,k} & = \sigma(x_{i,k}, \tilde{u}_{i,k}; \Phi_i),
    \end{align*}
\]

where the function $f$ and $g$ are those described in Section 3.3, and $\sigma$ indicates the function composition between the output transformation $g$ and the vector of activation functions $\Sigma = [\sigma, \sigma, \sigma]$, $i$ being the identity function.

Moreover, a further physical argument is used to ensure the physical consistency of the model. Specifically, for each vessel the concentrations should satisfy

\[
    x_{A_i} + x_{B_i} < 1,
\]

so that $x_{C_i}$, derived from (21), is non-negative. As illustrated in Section 5.2.2, this condition can be accounted for by penalizing the violation of (24) in the loss function. The following cost function is hence adopted

\[
    L(\Phi_1, \Phi_2, \Phi_3) = \sum_{i=1}^{3} \left[ \text{MSE}(I_i; \Phi_i) + w \max(x_{A_i} + x_{B_i} - 1, 0) \right],
\]

consisting of the sum of LSTM’ MSE, see (13) and (14), and of the physical consistency term weighted by $w$. Here, we set $w = 0.05$. Note that these LSTM are single-layer networks with 10 units each, and they have been trained jointly by minimizing $L(\Phi_1, \Phi_2, \Phi_3)$ via the RMSProp optimizer.

The training set $I_{tr}$, the validation set $I_{va}$, and the independent test set $I_{te}$, are composed by 100, 36, and 1 sequences, respectively, of length $T_s = 1000$ steps. These trajectories have been collected with sampling time $T_s = 0.1$s from a simulator of the chemical plant, excited with a multilevel pseudo-random signal. The training procedure has been carried out with PyTorch for 1000 epochs, discarding the first $T_w = 100$ steps of each sequence as washout period.

To assess the advantages of the proposed physics-based model, the traditional black-box LSTM shown in Figure 5, with 3 layers of 10 units each, has been used to perform black-box

![Figure 4: Structure of the physics-based LSTM used to identify the plant.](image-url)
identification with the same data-set, training algorithm, and number of epochs. Note that this non physics-based model has the same total number of units as the physics-based one.

The modeling performances of the two networks on the independent test data-set are depicted in Figure 6. For compactness, only the predictions of Reactor 1’s outputs are illustrated; the overall performances of the two networks are reported later. Figure 6 qualitatively witnesses how the physics-based LSTM is, in general, more accurate than the black-box LSTM. To quantify the improvement, the FIT [%] index can be used. This measure is defined, for each of the 12 outputs of the system, as

$$
FIT = 100 \left(1 - \frac{1}{|I_f|(T_s - T_w)} \sum_{i \in I_f} \sum_{k = T_s}^{T_s} \frac{\|y_k^{(i)} - y_m^{(i)}\|_2}{\|y_{m,k} - y_{avg}\|_2}\right),
$$

(26)

where $y_k^{(i)}$ denotes the model’s open-loop prediction for the test sequence $i \in I_f$, $y_m^{(i)}$ denotes the ground truth, and $y_{avg}$ the component-wise average value of the output $y_m^{(i)}$. In Table 2, the FIT indexes achieved by the physics-based model are compared, for each output, to the indexes scored by the black-box model. Notably, a significant performance improvement is achieved by the physics-based LSTM. More specifically, the average inaccuracy of the physics model, defined as $1 - FIT$, is approximately half that of the black-box model. Lastly, another advantage of the physics-based design is that it generally enjoys a smoother and faster convergence during training, as witnessed by Figure 7.

7. Conclusions

In this paper, the use of Recurrent Neural Networks (RNN) for indirect data-driven control synthesis has been discussed. Despite in the last decades significant research efforts have been devoted to advocating the use of RNN for control, there are challenges and open theoretical questions that still need to be addressed. From the perspective of the control system designer, the most relevant issues are guaranteeing the stability and robustness of the RNN model used to identify the plant, performing the safety verification of such model, and ensuring its interpretability and consistency with respect to the underlying physical laws characterizing the system. Recent results and promising research directions towards these aims have been reported.

| Output | Black-box [%] | Physics-based [%] |
|--------|---------------|-------------------|
| $H_1$  | 75.15         | 93.86             |
| $x_{A1}$ | 54.84       | 83.53             |
| $x_{B1}$ | 53.90       | 83.19             |
| $T_1$   | 31.58         | 69.85             |
| $H_2$  | 67.72         | 95.16             |
| $x_{A2}$ | 66.83       | 87.74             |
| $x_{B2}$ | 64.36       | 81.49             |
| $T_2$   | 54.53         | 70.14             |
| $H_3$  | 89.03         | 85.28             |
| $x_{A3}$ | 79.71       | 85.77             |
| $x_{B3}$ | 71.16       | 79.63             |
| $T_3$   | 41.40         | 67.63             |

Overall | 62.52 | 82.67

Table 2: Comparison of the FIT values achieved by the two models.

Figure 7: Evolution of the MSE during the training of the physics-based LSTM (red line) and of the black-box LSTM (blue line).
Many relevant issues, however, have not been discussed although, we believe, they well-deserve future attention from the control systems community. Three of these main topics concern (i) incremental training and adaptivity, which refer to the need to use the data, collected during the system’s control operations, to improve the accuracy of the RNN model by means of additional training activities, see e.g. [102], while maintaining their stability properties; (ii) stochastic control design based on probabilistic models learned from the data, see e.g. bayesian identification [3], Gaussian processes [4], and probabilistic neural networks models [103], extending the theoretical framework herein presented for deterministic models to these classes of probabilistic models; (iii) deployment and testing of the proposed RNN-based control architecture to real systems, assessing its advantages compared to traditional control schemes.
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