Colorectal Cancer Detected by Machine Learning Models Using Conventional Laboratory Test Data
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Abstract
Background: Current diagnostic methods for colorectal cancer (CRC) are colonoscopy and sigmoidoscopy, which are invasive and complex procedures with possible complications. This study aimed to determine models for CRC identification that involve minimally invasive, affordable, portable, and accurate screening variables. Methods: This was a retrospective study that used data from electronic medical records of patients with CRC and healthy individuals between July 2017 and June 2018. Laboratory data, including liver enzymes, lipid profiles, complete blood counts, and tumor biomarkers, were extracted from the electronic medical records. Five machine learning models (logistic regression, random forest, k-nearest neighbors, support vector machine [SVM], and naïve Bayes) were used to identify CRC. The performances were evaluated using the areas under the curve (AUCs), sensitivity, specificity, positive predictive values (PPV), and negative predictive values (NPV). Results: A total of 1164 electronic medical records (CRC patients: 582; healthy controls: 582) were included. The logistic regression model achieved the highest performance in identifying CRC (AUC: 0.865, sensitivity: 89.5%, specificity: 83.5%, PPV: 84.4%, NPV: 88.9%). The first four weighted features in the model were carcinoembryonic antigen (CEA), hemoglobin (HGB), lipoprotein (a) (Lp(a)), and high-density lipoprotein (HDL). A diagnostic model for CRC was established based on the four indicators, with an AUC of 0.849 (0.840-0.860) for identifying all CRC patients, and it performed best in discriminating patients with late colon cancer from healthy individuals with an AUC of 0.905 (0.889-0.929). Conclusions: The logistic regression model based on CEA, HGB, Lp(a), and HDL might be a powerful, noninvasive, and cost-effective method to identify CRC.

Keywords
diagnosis, colorectal cancer, machine learning, logistic regression, clinical laboratory techniques

Abbreviations
AFP, α-fetoprotein; ALT, alanine transaminase; Apo, apolipoprotein; AST, aspartate transaminase; AUC, area under the curve; BMI, body mass index; CEA, carcinoembryonic antigen; TC, total cholesterol; CI, confidence interval; CRC, colorectal cancer; EMR, electronic medical record; ESO, eosinophils; gFOBT, guaiac fecal occult blood test; GGT, γ-glutamyl transferase; HDL,
high-density lipoprotein; HGB, hemoglobin; hs-CRP, high-sensitivity C-reactive protein; LDL, low-density lipoprotein; Lp(a), lipoprotein (a); LYM, lymphocytes; MONO, monocytes; NPV, negative predictive value; NEU, neutrophils; PPV, positive predictive value; PLT, platelets; RBC, red blood cells; TG, triglycerides; WBC, white blood cells.

Received: June 13, 2021; Revised: September 7, 2021; Accepted: October 20, 2021.

Introduction

Colorectal cancer (CRC) is the third most common cancer in men and the second most common in women. Most CRCs occur sporadically, and the carcinogenesis process involves pre-cancerous lesions, adenoma, carcinoma, and metastasis, accompanied by a series of abnormal metabolisms. These long-term pathological and metabolic variations can allow the diagnosis of CRC.

The current first-line detection methods for CRC are colonoscopy and sigmoidoscopy. Still, they are invasive, complex procedures involving bowel preparation, along with possible severe complications such as hemorrhage, colonic perforation, and cardiorespiratory problems. Metabolic variations in the blood can bring us some clues for the detection of CRC. The carcinoembryonic antigen (CEA) has been identified as a biomarker for CRC. It is the most frequent indicator of CRC recurrence in asymptomatic patients and currently is the most cost-effective test for the preclinical detection of resectable CRC, with a sensitivity of about 80% and a specificity of about 70%, and can provide a lead time of approximately 5 months. Nevertheless, CEA alone is of little use in detecting early CRC, and high preoperative concentrations of CEA correlate with an adverse prognosis. Lower hemoglobin (HGB) and red blood cells (RBC) levels, probably due to occult gastrointestinal hemorrhage in CRC, are associated with CRC. van Duijnhoven et al. revealed that the concentrations of high-density lipoproteins (HDL) were inversely associated with the risk of CRC. Furthermore, dyslipidemia, including hypertriglyceridemia and high low-density lipoproteins (LDL), has been associated with the development of CRC, while the atherogenic lipoprotein (a) (Lp(a)) appears to be protective against CRC development. Since liver metastasis accounts for 70% of CRC metastases, α-fetoprotein (AFP) levels may be elevated in CRC patients, and the alanine transaminase (ALT), aspartate transaminase (AST), and γ-glutaryl transferase (GGT) levels might be associated with severely impaired liver function. Elevated platelets (PLT) are associated with the presence of CRC and with CRC metastasis. Inflammation and a chronic inflammatory state are associated with cancer development, which can be reflected by C-reactive protein (CRP) levels. Regarding the immune cells, elevated neutrophils (NEU) and lower lymphocytes (LYM) are associated with CRC and its prognosis, and white blood cells (WBC) and monocytes (MONO) have also been reported to be related to cancers. All these markers can be measured from a single blood draw using routine methods available in clinical biochemistry/hematology laboratories. However, each of these markers is not specific to CRC when taken individually since many diseases and conditions can make them vary. Hence, global patterns of changes need to be determined to increase their diagnostic yield for CRC.

Machine learning, in which computers learn to generate their decision-making algorithms, was recently used in the diagnosis and prediction of CRC. The power of this method lies in its ability to automatically make classification and identify primary features from millions of data and complex relationships. Li et al. developed a supervised random forest model to identify gene panels differentiating adenoma from CRC. Zhi et al. used a support vector machine (SVM) classifier for the prediction of the metastasis of CRC. Li et al. used an improved k-nearest neighbors classifier to diagnose CRC and colitis with Fourier transform infrared spectroscopy. Long et al. examined the random forest, logistic regression, naïve Bayes, and k-nearest neighbors models and multi-platform transcriptomics to introduce novel signatures for the accurate diagnosis of CRC. Their results demonstrated that machine learning classifiers, including random forest, logistic regression, SVM, naïve Bayes, and k-nearest neighbors methods, could achieve a near-perfect accurate clinical diagnosis.

Nevertheless, such models can always be improved by feeding them different variables. Therefore, this study aimed to determine models for CRC identification that involve minimally invasive, affordable, portable, and accurate screening variables, including laboratory detection data. Because they are being studied in medical fields and are showing good prospects, the algorithms presented above were selected in the present study.

Materials and Methods

Dataset

This retrospective study used data from patients with CRC and healthy individuals who visited hospital between July 2017 and June 2018. All data were retrieved from the electronic medical record (EMR) system. The study was approved by the Ethics Committee of the Sixth Affiliated Hospital, Sun Yat-sen University (approval number: 2020ZSLYEL-081, approval date: May 8, 2020). Individual informed consent was waived due to the retrospective nature of this study.

Before feature extraction, the collected EMRs were deidentified after applying the inclusion and exclusion criteria. The inclusion criteria for the CRC patients were (1) the first diagnosis of CRC, without a history of any cancer treatment and (2) 30 to 70 years of age. The exclusion criteria were (1) a previous
history of cancer or CRC with a concurrent primary tumor at another site, (2) more than five comorbidities besides CRC, or (3) missing data.

For the healthy controls, the inclusion criteria were (1) 30 to 70 years of age and (2) underwent a general medical examination in our hospital. Those with incomplete data were excluded. The controls were matched 1:1 with the CRC patients for age and sex.

The EMR includes demographics, hospitalization information, biomedical test results, vital signs, diagnoses, and treatments for each patient. We extracted the features of interest from each of them to construct the dataset. According to the Guidelines of the Chinese Society of Clinical Oncology Standard, CRC was diagnosed based on colonoscopy and histopathologic biopsy. The TNM stage of CRC was determined and was divided into early-stage (TNM stage of 0, I, and II) and late-stage (TNM stage of III and IV).

Data Collection

Twenty one input features were extracted from the EMR of each patient: three liver enzymes (ALT, AST, and GGT), seven lipid profiles (triglycerides [TG], total cholesterol [TC], HDL, LDL, apolipoprotein A1 [ApoA1], apolipoprotein B [ApoB], and Lp(a)), one inflammatory factor (high-sensitivity CRP [hs-CRP]), eight complete blood count parameters (RBC, HGB, WBC, NEU, LYM, MONO, ESO and PLT) and two tumor markers (CEA and AFP). The output feature was the confirmed clinical diagnosis. The vital signs were routinely collected on the first day of admission, and biomedical test results were routinely obtained on the second day of admission. The records of different patients did not vary by more than 2 days.

Feature Selection

To find the exact correlated variables in this study, we analyzed the relationships between every two variables by Spearman correlation analysis. For the variable pairs in which correlation coefficients were ≥0.50, the one that had the smallest weight coefficient in the principal component analysis was deleted from feature collection. All features were log-transformed to normalize their distribution and avoid within-subject differences in amplitude and variation among features.

Model Construction

Five machine learning models (eg, logistic regression, random forest, k-nearest neighbors, SVM, and naïve Bayes) were used to identify CRC. The machine learning algorithms for
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**Figure 1.** Flowchart of the colorectal cancer (CRC) identification model.
identification were run using a python library “Sklearn”. An L1 or L2 penalty was added as a hyperparameter to the logistic regression function and SVM function to reduce the risk of overfitting. An additional C parameter (10^{-3}-10^{5} at 10 intervals) was required to control model complexity. Because the dataset was small and to avoid possible bias, the model’s performance was assessed using stratified 10-fold cross-validation. Hence, 10 subsets were constructed by dividing the overall dataset randomly. Each of the 10 subsets was subsequently set as the testing set, with the remaining nine subsets as training sets. Then, the average of all 10 replicates was used to evaluate the performance of the models. The performances were evaluated by areas under the curve (AUCs), sensitivity, specificity, positive predictive values (PPV), and negative predictive values (NPV).

**Statistical Analysis**

Continuous variables were tested for normal distribution using the Kolmogorov–Smirnov test. Those with a normal distribution were expressed as means ± standard deviation (SD) and analyzed using the Student’s t-test. Those with a non-normal distribution were expressed as medians (Q1, Q3) and analyzed using the Mann–Whitney U test. Categorical variables were expressed as frequencies and analyzed using the chi-square test. P-values <.05 were considered statistically significant. Data were processed and analyzed using SPSS Modeler 18.1 (IBM). The machine learning models were trained and tested in Anaconda 3 (Anaconda Inc.).

**Results**

**Subjects Screening**

Initially, 1188 CRC patients were screened; 1168 patients met the inclusion criteria (20 patients were not aged 30 to 70 years). Then, 18 patients were excluded due to a previous history of cancer, 98 patients were excluded due to >5 comorbidities besides CRC, and 31 patients were excluded due to missing data. Finally, 1021 CRC patients were eligible for data analysis. A total of 1336 potential controls undergoing physical examination were screened; 1269 subjects met the inclusion criteria (67 subjects were not aged 30-70 years). Then, 28 subjects were excluded due to a previous history of cancer, and 361 were excluded due to missing data. Finally, 880 healthy subjects were included. After matching with age and sex, there were 582 pairs (Figure 1).

**Characteristics of the Subjects**

The baseline characteristics are presented in Table 1. CRC patients and healthy controls were matched for age and sex (52 ± 9 years old and 61% men). In CRC patients, 101 (17.4%) had early colon cancer, 164 (28.2%) had late colon cancer, 102 (17.5%) had early rectal cancer, and 215 (36.9%) had late rectal cancer.

| Table 1. Characteristics of the Patients. |
|-----------------|-----------------|-----------------|
| Baseline characteristic | CRCs (n = 582) | Controls (n = 582) |
|-----------------|-----------------|-----------------|
| Sex (male) | 355 (61%) | 355 (61%) |
| Age (years) | 52 ± 9 | 52 ± 9 |
| CEA (ng/mL) | 4.61 (2.38-13.59)* | 1.70 (1.13-2.59) |
| α-fetoprotein (ng/mL) | 2.52 (1.93-3.36) | 3.49 (2.85-4.16) |
| Alanine transaminase (U/L) | 13.76 (9.97-18.83)** | 20.72 |
| Aspartate transaminase (U/L) | 17.02 (13.96-21.44)* | 20.66 |
| γ-glutamyltransferase (U/L) | 20.93 (14.84-31.47)* | 27.23 |
| Triglycerides (mmol/L) | 1.18 (0.92-1.58)** | 1.45 (1.05-2.14) |
| Total cholesterol (mmol/L) | 5.04 ± 1.12** | 5.43 ± 1.05 |
| HDL (mmol/L) | 1.19 ± 0.30** | 1.36 ± 0.31 |
| LDL (mmol/L) | 3.29 ± 0.83** | 3.63 ± 0.82 |
| ApoA1 (g/L) | 1.16 ± 0.21** | 1.35 ± 0.20 |
| ApoB (g/L) | 1.00 ± 0.24 | 0.90 ± 0.24 |
| Lipoprotein (a) (g/L) | 176.49 | 103.15 |
| hs-CRP (mg/L) | (101.62-342.76)** | (52.31-206.46) |
| Red blood cells (10^{12}/L) | 4.50 ± 0.62** | 4.86 ± 0.52 |
| Hemoglobin (g/L) | 120.64 ± 22.03** | 141.56 ± 15.14 |
| White blood cells (10^{9}/L) | 6.76 ± 2.32** | 6.02 ± 1.56 |
| Neutrophils (10^{9}/L) | 4.26 ± 2.03** | 3.44 ± 1.14 |
| Lymphocytes (10^{9}/L) | 1.72 ± 0.63** | 1.92 ± 0.55 |
| Monocytes (10^{9}/L) | 0.54 ± 0.23** | 0.45 ± 0.15 |
| Eosinophiles (10^{9}/L) | 0.20 ± 0.17 | 0.18 ± 0.15 |
| Platelets (10^{9}/L) | 273.02± 97.58** | 233.13 ± 57.25 |
| Early colon cancer | 101 (17.4%) | - |
| Late colon cancer | 164 (28.2%) | - |
| Early rectal cancer | 102 (17.5%) | - |
| Late rectal cancer | 215 (36.9%) | - |

Abbreviations: CRC: colorectal cancer; CEA: carcinoembryonic antigen; HDL: high-density lipoprotein; LDL: low-density lipoprotein; hs-CRP: high-sensitivity C-reactive protein.

*P <.05 versus the control group, **P <.001 versus the control group.

CEA levels were higher in CRC patients than in the controls (median: 4.61 vs 1.70 ng/mL, P = .006). All three liver enzymes of CRC patients were lower than the control group but within the normal ranges (ALT: P <.001; AST: P = .003; GGT: P = .048). HGB and RBC counts were significantly lower (both P <.001), while inflammation-associated markers, including WBC, NEU, MONO, and hs-CRP, were markedly increased in patients with CRC (all P <.001). TG, TC, HDL, LDL, and ApoA1 levels were lower in patients with CRC than in controls, while Lp(a) levels were higher (all P <.001). AFP, ApoB, and ESO were excluded from the dataset for no statistical significance between the two groups.

**Correlation Analysis and Component Selection**

The correlation coefficients among the 18 markers are presented in Figure 2. To resolve the multicollinearity, TC, AST, ApoA1, WBC, RBC, and MONO were excluded from the dataset since these markers had correlation coefficients >0.50. Finally, the components were selected for all five models: ALT, GGT, LDL, HDL, TG, hs-CRP, Lp(a), CEA, NEU, LYM, HGB, and PLT.
Model Selection

AUC was used to assess the performance of classification in five machine learning models. The logistic regression model and the SVM model had the highest diagnostic values among the five machine learning models to discriminate patients with CRC from healthy people, with AUCs of 0.865 (95% confidence interval [CI]: 0.857-0.877) and 0.865 (95% CI: 0.857-0.874), respectively. The logistic regression model had a mean sensitivity of 89.5% (95% CI: 88.0%-90.3%), slightly lower than that of the SVM model, whose mean sensitivity was 90.1% (95% CI: 88.0%-91.4%) (Table 2). The logistic regression model can indicate the importance of each variable and thus is more interpretable than the SVM model in clinical practice.

Table 2. Performance Comparison of Different Machine Learning Models in Colorectal Cancer (CRC) (vs health).

| Patterns                  | AUC       | Sensitivity   | Specificity   | PPV        | NPV        |
|---------------------------|-----------|---------------|---------------|------------|------------|
| Logistic Regression       | 0.865     | 0.895         | 0.835         | 0.844      | 0.889      |
| Random Forests            | 0.848     | 0.895         | 0.835         | 0.844      | 0.889      |
| Support Vector Machine    | 0.865     | 0.910         | 0.830         | 0.842      | 0.894      |
| K-Nearest Neighbor        | 0.816     | 0.879         | 0.754         | 0.781      | 0.863      |
| Naive Bayes               | 0.839     | 0.928         | 0.749         | 0.788      | 0.913      |

Abbreviations: CEA: carcinoembryonic antigen; AUC: area under the curve; PPV: positive predictive value; NPV: negative predictive value.
practice; it is chosen as the newly developed model in this study.

In this logistic regression model, CEA, HGB Lp(a), and HDL were of the utmost importance in CRC discrimination, with a weight of 2.35, −0.93, 0.63, and −0.60, respectively (Figure 3). A diagnostic model for CRC was established based on the four indicators, considering that it achieved a similar AUC with that of the model using a combination of all the 12 parameters (0.849 and 0.865, respectively, Figure 4).

**Classification Performance**

The proposed model discriminated CRC patients from healthy individuals with an AUC of 0.849 (0.840 to 0.860), a sensitivity of 88.3% (87.4% to 90.3%), and a specificity of 81.5% (79.4%-83.4%). This model had better performance for diagnosing colon cancer than for rectal cancer, and better performance for diagnosing late-stage than for early-stage CRC. This model had the best AUC (0.905 [0.889-0.929]) in discriminating patients with late colon cancer from healthy individuals among CRC patients with different disease sites and stages (Table 3).

**Discussion**

This study aimed to develop and assess the performance of a machine learning system to identify CRC patients from healthy individuals using the most common markers in conventional laboratory blood tests. Our main finding was that a logistic regression algorithm, based on markers of CEA, HGB Lp(a), and HDL, could discriminate CRC patients, especially late colon patients, from healthy individuals. In our test sets, the sensitivity for detecting CRC was 88.3%, and the specificity was 81.5%.
The comparison of the models studied here with the models from other studies is challenging because the majority of the studies on CRC focused on CRC identification using cutting-edged markers, which is different from the purpose of the present study, which was to use markers commonly tested in routine medical practice. Therefore, other studies included different variables and tested different models, but such a comparison still has some value. Table 419,20,22,25,28,29 presents the results from previous studies and those of the present one. AUC reflects the overall diagnostic efficiency of the models. Sensitivity indicates the probability that CRC cases are correctly diagnosed, specificity that the non-CRC individuals are correctly classified. PPV is the proportion of actual CRC patients in individuals diagnosed with CRC by the model, and NPV is the proportion of actual non-CRC individuals in those classified as non-CRC ones by the model. The molecular biological techniques obviously had higher accuracy in terms of AUC. Long et al.25 found that the random forest model based on high-throughput omics was the best method for prediction tasks and achieved the highest AUC of 0.998. Nakajima et al.20 used the ADTree model, which is a kind of decision tree based on a boosting algorithm, to develop the prediction model and obtained good predictive value than others, but only 59 patients were included, which is small for a validation study. The next two studies both focused on the early prediction of CRC. In the study by Wan et al.,22 the logistic regression combined vector machine was used in whole-genome sequencing of plasma cell-free DNA; the AUC and sensitivity were similar to the proposed model. Hornbrook et al.19 used sex, age, and complete blood count data to identify early-stage CRC; the AUC was 0.80, which is not optimal. Kinar et al.28 used complete blood count data and achieved an AUC of 0.82, close to that of Hornbrook et al..19 Zhao et al.29 used age, body mass index (BMI), and gut bacteria to achieve an AUC of 0.942.

One of the confusing factors in artificial intelligence is that even though the variables are selected based on a clinical rationale, the exact clinical significance of the results cannot be explained clearly most of the time. The explanation can only

Table 3. Performance Comparison of Different Colorectal Cancer Patterns (vs health) Based on CEA, Hemoglobin, HDL, and Lp(a) (logistic regression model).

| Patterns            | AUC       | Sensitivity | Specificity | PPV       | NPV       |
|---------------------|-----------|-------------|-------------|-----------|-----------|
| All CRC             | 0.849     | 0.883       | 0.815       | 0.828     | 0.875     |
| Early colon cancer  | 0.801     | 0.859       | 0.743       | 0.771     | 0.844     |
| Late colon cancer   | 0.905     | 0.921       | 0.888       | 0.892     | 0.920     |
| Early rectal cancer | 0.745     | 0.792       | 0.698       | 0.728     | 0.773     |
| Late rectal cancer  | 0.862     | 0.886       | 0.838       | 0.849     | 0.881     |

Abbreviations: CRC: colorectal cancer; CEA: carcinoembryonic antigen; AUC: area under the curve; PPV: positive predictive value; NPV: negative predictive value.

Table 4. Comparison of Performance Between the Proposed Model and From Other Studies.

| Author       | Detections                          | Algorithms       | AUC            | Sensitivity | Specificity |
|--------------|------------------------------------|------------------|----------------|-------------|-------------|
| Long25       | Multi-platform transcriptomics      | RF               | 0.998 (0.995-0.999) | 99.8%       | 99.9%       |
| Nakajima20   | Urinary polyamine biomarker panel   | ADTree           | 0.961 (0.937-0.984) | N/A         | N/A         |
| Wan22        | Whole-genome sequencing             | LR + SVM         | 0.92 (0.91 to 0.93) | 85%         | 85%         |
| Hornbrook19  | Complete blood count                | ColonFlag®       | 0.80 (0.79-0.81) | N/A         | N/A         |
| Kinar28      | Complete blood counts               | GBM + RF         | 0.82           | 50%         | 87%         |
| Zhao29       | Age, BMI, gut bacteria              | LR + SVM         | 0.942          | 93.3%       | 80.7%       |
| Proposed     | CEA, hemoglobin, HDL, and Lp(a)     | LR               | 0.849 (0.840-0.860) | 88.3%       | 81.5%       |

Abbreviations: ADTree: alternating decision tree; AUC: area under the curve; BP: backpropagation; CEA: carcinoembryonic antigen; GBM: gradient boosting model; LR, logistic regression; RF, random forests; SVM, support vector machine.
be interpreted in the light of the complex interrelationships among the variables determined by the machine learning methods. In this model, the relative importance of each feature could be explained by their regression coefficient. The first four weighted features in the model were CEA, HGB, Lp(a), and HDL. Those variables are already known to be associated with CRC,6–12 suggesting the clinical robustness of the model. In addition, these markers are easy to obtain in a clinical setting through a simple blood draw, without invasive examinations and expensive costs.

The model appears to have better accuracy for colon cancer than for rectal cancer and for late-stage than early-stage CRC. More colon cancers are diagnosed each year than rectal cancer,10 which might bias the results, and no firm conclusion can be drawn for the moment. On the other hand, regarding the stage at diagnosis, late-stage cancers are associated with more pronounced metabolic disturbances, particularly in the presence of metastasis, than early-stage cancer, making late-stage cancers easier to detect, as seen in screening studies.31 Still, the AUCs, sensitivity, and specificity remain good for early CRC, suggesting the value of using the simple model based on clinical blood markers.

The biochemical and hematological markers included in the models are all tests that are available in clinical laboratories. Still, some of the features in the models are available but not routinely examined, eg, Lp(a). Thus, the results may suggest that the clinicians should include these indicators as routine blood tests when considering CRC. In addition, there are many clinical features that may suggest CRC, and the aim of this study was to establish a predictive model that could identify CRC with as few variables as possible. This would allow the patients to undergo only a small No. of tests initially and undergo further tests when they are at relatively high risk of CRC. The results suggest that the physicians should pay attention to the biomarkers included in the model when considering a suspicion of CRC. With the high sensitivity and AUC, the use of the model could confirm the physician’s suspicion and prompt additional examinations. Still, this model has to be validated in a larger population and has to be examined in a screening context.

This study has limitations. First, because of the selection criteria, the analyses were performed in selected patients, and the results might not apply to all patients with CRC or early CRC, particularly if the patients have another cancer or a benign tumor in addition to CRC. Second, the patients were from July 2017 to June 2018 and from a single center, which may limit the generalization ability of the conclusions. Thus, the applicability of the findings to other hospitals remains to be determined. Third, the inclusion of two controls for each patient has been suggested to be the best approach,32 but it was not possible in the present study since there were 880 healthy controls and 1021 CRC patients eligible for this study before matching. Future prospective studies with larger sample size are needed to verify the results.

In conclusion, the present study strongly suggests that logistic regression is a powerful tool to identify patients with CRC. This study also provides a feature set for the task of identifying CRC using machine learning approaches. That is promising to provide decision support for clinicians in the presence of a complicated case. The logistic regression model based on conventional laboratory test data could be a powerful, noninvasive, and cost-effective method to identify CRC, especially late-stage colon cancer.
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