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Abstract

The coronavirus infection is increasingly evolving to be an international epidemic in 27 countries as a serious respiratory disease. Therefore, the computational biology carrying this virus that correlated with the human population is urgently needed. In this paper, the classification of the human protein sequences of COVID-19 according to the country is applied by machine learning algorithms. The proposed model is based on the distinguishing of 9238 sequences by three stages including data preprocessing, data labeling, and classification. In the first stage, the function of data preprocessing converts the amino acids of COVID-19 protein sequences to eight groups of numbers based on volume and dipole of the amino acids. In the second stage, there are two methods for data labeling of 27 countries from 0 to 26. The first method is based on the selection of one number for each country according to the code number of countries while the second method is based on binary elements only for each country. The classification algorithms are executed to discover different COVID-19 protein sequences according to their countries. The findings are concluded that the accuracy of 100% performed by country based binary labeling method with Linear Regression (LR) or K-Nearest Neighbor (KNN) or Support Vector Machine (SVM) classifiers. Further, it found that the USA with large data records in infection rate has more priority for correct classification compared to other countries with a low data rate. The unbalanced data for COVID-19 protein sequences is considered a major issue, especially the available data in USA represented 76% from a total of 9238 sequences. As a consequence, this proposed model will help as a diagnostic bioinformatics tool for the COVID-19 protein sequences among different countries.

1. Introduction

The resistance against the coronavirus is still a challenging phase due to limited information on this virus. The available cases of coronavirus protein sequences encouraged the research for the taxonomic classification of the COVID-19 virus [1]. The early differentiation of this virus created a low spread, especially in dynamic population growth. Many factors focused on the probabilities of developing the virus in patients such as age, hygienic behaviors, location, environment, and health status [2]. The World Health Organization (WHO) reported that the COVID-19 virus beginning from China has the chance to spread for increasing mortality in many countries [3]. Also, WHO confirmed that this virus is called severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) and emerged in bats which can transmit to human [4]. It means that exposure to the specific wild environment is providing more rapid infections. The infection risk of COVID-19 is controlled by accurate quarantine schedules because there are no specific drugs or vaccines for this virus [5]. This COVID-19 virus has an important influence on the financial and social aspects that cause the critical need for reducing the diffusion of this virus. Moreover, the classification task of the virus protein sequences by machine learning algorithms supported the treatment plans for this COVID-19 virus [6]. Additionally, the NCBI virus as public resources [7] provided a list of genomic datasets targeting COVID-19 virus to aid in coronavirus variant analysis. Zhang et.al [8] presented the protein sequence analysis for host identification of COVID-19 and the study of the similarity between COVID-19 and HIV (human immunodeficiency).

Randhawa et al. [9] presented the machine learning algorithms of DNA sequences to classify the COVID-19 virus as beta coronavirus. Qiang et al. [10] proposed the observation model of protein sequences of COVID-19 virus to study the genomic evolution by machine learning algorithms. Zhou et al. [11] suggested the protein-protein interaction (PPI) network for recognizing the candidate drugs for COVID-19 virus. The prediction of PPI for HIV, SARS, and pandemic influenza A (H1N1) virus [12] identified by amino acid composition as shown in [13]. On the other hand, discovering host-virus PPI proposed by the co-immunoprecipitation method [14].

The temperature divergence in different countries [15] created the mutation of COVID-19 protein sequences that promoted the researchers to study geographical variation from bioinformatics vision. Therefore, classification based country in the domain of COVID-19 protein sequences is a significant survey for tracking this virus.
In this study, the proposed model investigated the classification of COVID-19 protein sequences according to the country through machine learning techniques.

2. Materials And Methods

The proposed block diagram designed procedure series including data preprocessing, data labeling, and classification algorithms to categorize the COVID-19 countries as shown in Fig.1.

2.1 Dataset Description

The used dataset for SARS-Cov-2(COVID 19) is shown in the NCBI virus [7]. This dataset contains 9238 sequences, each sequence identified using the accession number and has much information such as protein sequence as a FASTA file, geographical location, and protein sequence length. There are two forms in the dataset. In first forms, Comma Separated Values (CSV) files include the accession numbers of protein sequences and other information such as geographical location (Geo_location), host, isolation source, and gene bank title as in Fig.2. The maximum sequence length found in this dataset is QIX12193 that has 7098 amino acids. The minimum sequence length found in this dataset is YP_009725312 that has 13 amino acids. In second forms, FASTA Files contains the accessions along with the protein sequence as in Fig.3.

2.2. Data Preprocessing

Generally, the protein sequences consist of twenty amino acids. In the data preprocessing phase, classification of the amino acids’ side chains to seven classes according to their volume and dipole [16] is applied to the protein sequences. Molecular modeling and density-functional theory approaches [17] used for calculating volumes and dipoles of the side chains. This classification method converts the protein sequences to numbers from zero to seven (0-7). Table 1 shows the classification of the amino acids based on their side-chains dipoles and volumes.

| Class Number | Dipole Scale | Volume Scale | Amino Acids |
|--------------|--------------|--------------|-------------|
| 1            | -            | -            | A, G, V     |
| 2            | -            | +            | I, L, F, P  |
| 3            | +            | +            | Y, M, T, S  |
| 4            | ++           | +            | H, N, Q, W  |
| 5            | +++          | +            | R, K        |
| 6            | +'+'+'+'     | +            | D, E        |
| 7            | +            | +            | C           |

Some explanations of the symbols found in Table 1:

- Dipole scale: (-), Dipole<1.0 / (+), 1.0<Dipole<2.0 / (++) , 2.0<Dipole<3.0 / (+++), Dipole>3.0 / (+'+'+'), Dipole>3.0 with opposite orientation
- Volume scale: (-), Volume<50; / (+), Volume> 50
• Cysteine (C) amino acid is separated from class 3 because of its ability to form disulfide bonds.

As shown in Table 2, the unknown amino acid class was added to the coding with class number zero and amino acid labeled with (X). For example, the protein sequence "ALGCERQSKXTP" would be represented as “121765435032” according to eight amino acid classes. The sample of COVID-19 protein sequences after conversion displayed in Fig.4.

Table 2: Amino acids coding according to eight Classes

| Class Number | Amino Acids      |
|--------------|------------------|
| 0            | X (Unknown Amino Acid) |
| 1            | A, G, V         |
| 2            | I, L, F, P      |
| 3            | Y, M, T, S      |
| 4            | H, N, Q, W      |
| 5            | R, K            |
| 6            | D, E            |
| 7            | C               |

After converting the protein sequences to numbers, an array of eight elements is filled with the number of the occurrences of each amino acid class for each sequence in the dataset. Finally, the frequencies of the amino acids are normalized by dividing each frequency by the length of the sequence to avoid the biased to the taller sequences.

2.3. Data Labeling
The classification based country is implemented on COVID 19 dataset. The countries' names were labeled as in Table 3. There are 27 unique countries found in this dataset after removing the cities.

Table 3: Code numbers of countries

| Country Number | Country Name | Country Number | Country Name |
|----------------|--------------|----------------|--------------|
| 0              | Australia    | 14             | Nepal        |
| 1              | Belgium      | 15             | Nigeria      |
| 2              | Brazil       | 16             | Pakistan     |
| 3              | Spain        | 17             | Peru         |
| 4              | Colombia     | 18             | Philippines  |
| 5              | Finland      | 19             | South Korea  |
| 6              | France       | 20             | China        |
| 7              | India        | 21             | Sweden       |
| 8              | Iran         | 22             | Taiwan       |
| 9              | Iraq         | 23             | Thailand     |
| 10             | Israel       | 24             | Tunis        |
| 11             | Italy        | 25             | USA          |
| 12             | Japan        | 26             | Viet Nam     |
| 13             | Malaysia     |                |              |

To prepare these countries as labels for the classifier, there are two methods as the following:
• Each country has a number from 0 to 26 and each record has only one number as a label according to its country. Table 4 displays a sample of the labeled sequences.
• Each record has an array of 27 binary elements that 1 represents its country otherwise it is zero as in Table 5.

Table 4: One Number Format Samples

| Protein Sequence ID | Country Label |
|---------------------|---------------|
| 1                   | 8             |
| 2                   | 8             |
| 3                   | 6             |
| 4                   | 6             |
| 5                   | 6             |
| 6                   | 25            |
| 7                   | 25            |
| 8                   | 25            |
| 9                   | 25            |
| 10                  | 20            |
| 11                  | 20            |
| 12                  | 20            |
| 13                  | 20            |
| 14                  | 25            |
| 15                  | 25            |
| 16                  | 25            |
| 17                  | 25            |
| 18                  | 25            |

Table 5: Binary Array Format Samples

| ID | Country Binary Label |
|----|----------------------|
|    | 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 |
| 1  | 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| 2  | 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| 3  | 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| 4  | 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| 5  | 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 |
| 6  | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 7  | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 8  | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 9  | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 10 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 11 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 12 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 13 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 14 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 15 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 16 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 17 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
| 18 | 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 |
2.4. Classification

After converting the protein sequences of COVID 19 to numbers that belong to eight amino acid classes, different six classifiers sequentially used for predicting the protein sequence country. Each amino acid class considered a feature in this classification model. One number format and binary array format are the two methods formulated in labeling the predicted class (country). The six classifiers are carried out by Linear Regression (LR) [18], K-Nearest Neighbor (KNN) [19] using various numbers of neighbors, Support Vector Machine (SVM) [20] using different kernel functions, Naive Bayesian (NB) [21], Decision Tree (DT) [22], and Random Forest (RF) [23] using different numbers of estimators. The main objective of classifiers structure is to reduce the learning complexity for accurate examining of unknown samples.

The LR classifier is supported by the relationship between dependent and independent variables using a linear separating hyperplane. The KNN classifier is graded by a class of their closest neighbors based on K values. The KNN classifier focused on distance measurement by the density distribution that not related to decision boundary calculations. In this paper, the selected K values were 20, 50, 150, and 201 to attain the best K for results accuracy. The SVM classifier investigated decision boundary calculations by four types of kernel functions such as linear, sigmoid, polynomial, and radial basis function (RBF) to choose the effective function for discrimination. The NB classifier is based on probability theorem and maximum likelihood calculation. The DT classifier is based on data separation into groups according to low entropy measures. The RF classifier is based on large numbers of DT method and a high correlation between two trees.

3. Results And Discussion

The dataset is separated into 80% for training database and 20% for testing database to perform COVID 19 classification based country under Python computational environment. There are two methods of class labeling used for prediction of the COVID 19 country. The inclusive comparison between the machine learning approaches is investigated on COVID 19 protein sequences. For KNN classifier, the adjustable factor is the K value; for SVM classifier, it is the kernel function; for RF classifier, it is an estimator number. Table 6 discussed the classification results for one number labeling method.

| Classifiers | Accuracy |
|-------------|----------|
| Linear Regression (LR) | 77.7% |
| K-Nearest Neighbor (KNN), k= 20 | 77.2% |
| K-Nearest Neighbor (KNN), k= 50 | 77.7% |
| K-Nearest Neighbor (KNN), k= 150 | 77.7% |
| K-Nearest Neighbor (KNN), k >= 201 | 77.7% |
| Support Vector Machine (SVM), Kernel: RBF | 78.0% |
| Support Vector Machine (SVM), Kernel: linear | 77.2% |
| Support Vector Machine (SVM), Kernel: sigmoid | 74.4% |
| Support Vector Machine (SVM), Kernel: polynomial | 78.2% |
| Naive Bayesian (NB) | 13.2% |
| Decision Tree (DT) | 79.5% |
| Random Forest (RF), estimators =10 | 79.0% |
Table 7 discussed the results of COVID 19 protein sequences-assisted detection for the binary labeling method. The preferable results confirmed that the DT classifier achieved an accuracy of 79.5% for one number labeling method, whereas linear SVM, KNN, and LR classifiers achieved an accuracy of 100% for the binary array labeling method. For binary array method, the best classifier for SVM is that used the linear function and for KNN is that used the value of k >= 201. For one number labeling method, the worst classifier provided by NB that achieved an accuracy of 13.2%. For binary array labeling method, the worst classifier provided by KNN with K=20 that achieved an accuracy of 93.4%.

Additionally, it found that the best K value of >=50 is obtained by 77.7% of accuracy for one number labeling method. While the best K value of >=201 is obtained by 100% of accuracy for binary array labeling method. The choice of K value has a slight impact on the classification accuracy for one number labeling method but it has a robust impact on the accuracy classification accuracy for binary labeling method.

In the SVM classifier, the best kernel function was polynomial for one number labeling method that obtained 78.2% of accuracy. While the best kernel function was linear for binary array labeling method that obtained 100% accuracy. The accuracy of SVM classifier altered only by changing of kernel functions for binary labeling method.

It can be noted that the binary array labeling method is an effective method for the classification-based country of COVID 19 protein sequences.

| Classifiers                        | Accuracy |
|------------------------------------|----------|
| Linear Regression (LR)             | 100.0%   |
| K-Nearest Neighbor (KNN), k= 20    | 93.4%    |
| K-Nearest Neighbor (KNN), k= 50    | 95.7%    |
| K-Nearest Neighbor (KNN), k= 150   | 99.8%    |
| K-Nearest Neighbor (KNN), k >= 201 | 100.0%   |
| Support Vector Machine (SVM), Kernal: RBF | 99.6% |
| Support Vector Machine (SVM), Kernal: linear | 100.0% |
| Support Vector Machine (SVM), Kernal: sigmoid | 95.2% |
| Support Vector Machine (SVM), Kernal: polynomial | 99.2% |
| Naive Bayesian (NB)                | 99.8%    |
| Decision Tree (DT)                 | 97.0%    |
| Random Forest (RF), estimators =10 | 96.5%    |

Fig.5 revealed the relationship between the eight amino acid classes and frequency of amino acid classes in each COVID-19 protein sequences by using all samples found in the used dataset (9238 sequences) concerning the eight classes of amino acids. This figure confirmed that the COVID-19 virus has a high record of amino acids provided in the second class that consists of Isoleucine (I), Leucine (L), Phenylalanine (F), and Proline (P) amino acids.

4. Conclusion

In this paper, a dataset of 9238 COVID-19 protein sequences is used to evaluate the capability of the proposed model to predict the country of the protein sequences. The proposed model extracted suited features from the protein sequences
by replacing the amino acids characters in each sequence by the eight amino acid classes normalized frequencies. After that, the model performed six different classifiers to predict the country of the virus protein sequence.

This model indicated that the classification using the binary array labeling method has more promising results than the one number labeling method. Hence, the preliminary proposed model produced a highest accuracy of 100% within an appropriate time using country binary array labeling method with LR, KNN, and SVM classifiers.

The better classification accuracy observed in USA protein sequences when comparing with different countries because of their high data records, around 7020 records from 9238 records (76% from all occurrences). It is interesting to record that unbalanced data has an inferior impact on the COVID-19 classification results. This leads to increase misclassifications on the testing set because COVID-19 sequences of all countries except USA occupied only 24% from all sequences. Furthermore, the classifiers biased to USA records compared with the countries with a small number of occurrences.

Finally, this proposed model could be expand to large stored data of COVID-19 protein sequences and could then develop the prediction algorithms for unbalanced sequences within several countries.
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Figures
**Figure 1**

Block diagram of classification based country for COVID-19 protein sequences

| A | B | C | D | E | F | G | H | I | J | K | L | M | N | O | P | Q | R | S |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| Accession | Release_Date | Species | Virus | Family | Genus | Length | Sequence_Type | Next_Completeness | Geo_Location | Host | Isolation_Source | Collection_Date | Isolate_Name | Title |
| 2 | 2023-01-30 | BetaCov | Betacoronavirus | Coronavirus | 105,512 | complete | 1 | 100% | Norway | Norway | | 2023-01-30 | covid20 | |
| 3 | 2023-01-30 | SARS-CoV-2 | Betacoronavirus | Coronavirus | 29,972 | complete | 1 | 100% | China | China | | 2023-01-30 | sarscov2 | |
| 4 | 2023-01-30 | MERS-CoV | Betacoronavirus | Coronavirus | 26,502 | complete | 1 | 100% | Saudi Arabia | Saudi Arabia | | 2023-01-30 | merscov | |

**Figure 2**

CSV Data Samples

| Accession | Name | Virus | Species | Length | Sequence_Type | Next_Completeness | Geo_Location | Host | Isolation_Source | Collection_Date | Isolate_Name | Title |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 2023-01-30 | covid20 | BetaCov | Betacoronavirus | 105,512 | complete | 1 | Norway | Norway | Norway | 2023-01-30 | covid20 | |
| 2023-01-30 | sarscov2 | SARS-CoV-2 | Betacoronavirus | 29,972 | complete | 1 | China | China | China | 2023-01-30 | sarscov2 | |
| 2023-01-30 | merscov | MERS-CoV | Betacoronavirus | 26,502 | complete | 1 | Saudi Arabia | Saudi Arabia | Saudi Arabia | 2023-01-30 | merscov | |

**Figure 3**

FASTA Data Samples
Figure 4

Protein sequences after conversion using eight amino acids classes

Figure 5

COVID-19 Samples with respect to amino acids classes