Distribution of the ratio of an unordered eigenvalue to the trace of a complex central Wishart matrix and its application to cooperative spectrum sensing
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Abstract: In this paper, we derive the closed-form expressions of the probability distribution function (PDF) and cumulative distribution function (CDF) of the ratio of an unordered eigenvalue to the trace of a complex central Wishart matrix. Using the random matrix result, we study the eigenvalue-based spectrum sensing algorithm for cognitive radio. We apply the goodness of fit test to the ratio of an unordered eigenvalue to the trace of the sample covariance matrix. Finally, we compare the performances between the proposed algorithm and the well-known eigenvalue-based spectrum sensing algorithms in cooperative systems.
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1 Introduction

Wishart matrices which have been known for nearly a century are of great importance in multivariate statistical theory. In the last decade, the eigenvalue statistics of complex Wishart matrices have found various applications in the wireless communications systems [1].

Most recently, due to the emergence of cognitive radio, the study on the eigenvalue ratio of complex central Wishart matrices has been attracting much attention. In [2], the eigenvalue-based spectrum sensing was firstly proposed for cognitive radio systems. For the blind eigenvalue-based spectrum sensing, the eigenvalue ratio plays an important role. In [2], maximum-minimum eigenvalue (MME) detection was proposed, where the test statistic is the ratio of the maximum eigenvalue to the minimum eigenvalue. In [3, 4], the blind generalized likelihood ratio test (B-GLRT) was proposed, where the test statistic is the ratio of the maximum eigenvalue to the sum of the eigenvalues. Using the random matrix theory, some of the researchers have studied the performance of the eigenvalue-based spectrum sensing. In [5], the statistics properties of the eigenvalue ratios were studied, and the closed-form expressions for the probability distribution function (PDF) and cumulative distribution function (CDF) of the eigenvalue ratios were derived.

In this paper, we study the spectrum sensing by using the new result of random matrix theory. Firstly, we derive the closed-form expressions of the PDF and CDF of the ratio of an unordered eigenvalue to the trace of a complex central Wishart matrix. To the best of the authors’ knowledge, this is the first time to get those closed-form expressions. Using the random matrix results, we apply the goodness of fit test [6] for the ratio of an unordered eigenvalue to the trace of the sample covariance matrix. The performance of the spectrum sensing algorithm is evaluated for cooperative spectrum sensing [7]. Simulation results demonstrate that under the scenario of multiple cognitive users and multiple primary users, compared with MME and B-GLRT, the proposed algorithm has good performance.

2 PDF and CDF of a normalized unordered eigenvalue of complex central Wishart matrix

Since the trace of a complex Wishart matrix is equal to the sum of all the
eigenvalues, in the following part, the ratio of an unordered eigenvalue to the trace of a complex central Wishart matrix is also called a normalized unordered eigenvalue of a complex central Wishart matrix.

**Theorem 1.** Let $\mathbf{H}$ be a complex Gaussian $(N \times K)$ random matrix with circularly symmetric zero-mean, unit variance, i.i.d. entries. Assume that $N \leq K$. Let $\lambda$ be an unordered non-zero eigenvalue of $\mathbf{H}^\dagger \mathbf{H}$. A normalized unordered eigenvalue of $\mathbf{H}^\dagger \mathbf{H}$ is defined as

$$\tilde{\lambda} = \frac{\lambda}{\text{Tr}(\mathbf{H}^\dagger \mathbf{H})}, \quad 0 < \tilde{\lambda} \leq 1.$$ 

The PDF of $\tilde{\lambda}$ is given by

$$f_{\tilde{\lambda}}(x) = \frac{(KN - 1)!}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{2i} \sum_{l=0}^{2j} \frac{(-1)^j (2j)!}{2^{2i-l}j! (K - N + j)!} \left( 2i - 2j \right) \left( 2j + 2K - 2N \right) \left( 2j - l \right) x^{K-N+l}(1-x)^{KN-K+N-l-2} \left( \frac{KN - K + l + n - 2}{(KN - K + N - l - 2)!} \right).$$

(1)

Proof: See A.

By using the Binomial expansion, the CDF of $\tilde{\lambda}$ is given by

$$F_{\tilde{\lambda}}(x) = \frac{(KN - 1)!}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{2i} \sum_{l=0}^{2j} \sum_{n=0}^{KN-K+N-l-2} \frac{(-1)^{i+n} (2j)!}{2^{2i-l}j! (K - N + l + n + 1)! n! (K - N + j)!} \left[ x^{K-N+l+n+1} \right] \left( \frac{KN - K + l + n - 2}{(KN - K + N - l - 2)!} \right).$$

(2)

Fig. 1 shows the analytical PDF presented in Theorem 1 and the empirically generated PDF. It is demonstrated that the analytical and empirical results are in perfect agreement. Fig. 2 gives the analytical CDF and the empirically generated CDF. It can be seen that analytical expression given in (2) is consistent with the empirical data.

### 3 Cooperative spectrum sensing

In this section, we introduce the signal model of the cooperative spectrum sensing, and then we give the detailed procedure of the goodness of fit test for the normalized eigenvalues of the sample covariance matrix.
3.1 Signal model of cooperative spectrum sensing

We consider a cooperative spectrum sensing problem with \( N \) cognitive users and \( M \) (\( N \geq M \)) primary users and each user is equipped with single antenna. Each cognitive user receives \( K \) samples. Let the the hypothesis of idle channel and the hypothesis of active primary user be \( H_0 \) and \( H_1 \), respectively. The received signal at \( H_0 \) and \( H_1 \) is modeled as follows:

\[
H_0: \ y = w
\]

\[
H_1: \ y = Gx + w,
\]

where \( y \in \mathbb{C}^N \) denotes the received signals of the cognitive users, \( G \) denotes the \( N \times M \) channel matrix, \( x \in \mathbb{C}^M \) denotes the signal of the primary users. Here we assume \( w \) as circularly symmetric complex Gaussian noise, i.e., \( w \sim \mathcal{CN}(0, \sigma^2 I_N) \).

Fig. 1. The PDF of a normalized unordered eigenvalue of complex Wishart matrices.

Fig. 2. The CDF of a normalized unordered eigenvalue of complex Wishart matrices.
The sample covariance matrix of the received signal is given by
\[
R = \frac{1}{K} \sum_{k=0}^{K-1} y(k)y^H(k).
\]
The eigenvalues of \(R\) are denoted as \(\lambda_1, \ldots, \lambda_N\), and the normalized eigenvalues are defined by \(\hat{\lambda}_n = \lambda_n/\text{Tr}(R)\).

### 3.2 Anderson-Darling based sensing with normalized eigenvalues

In [6], Anderson-Darling (AD) based goodness of fit test is proposed for spectrum sensing. In this paper, to avoid the estimation of noise variance, we apply the algorithm to test the normalized eigenvalues.

The basic idea is as follows. If there is no signal transmission by the primary users, \(R\) is a Wishart matrix, and a normalized unordered eigenvalue \(\hat{\lambda}_n\) is approaching the known distribution, \(F_{\chi^2}(x)\). Otherwise, in the presence of the primary users’ signal, \(\hat{\lambda}_n\) is different from the known distribution. Therefore, spectrum sensing can be formulated as a goodness of fit testing problem. In this paper, the goodness of fit test based on Anderson-Darling is adopted [6]. The steps are given as follows:

1. Find out the threshold \(\gamma\) for a given probability of false alarm, either with simulation or with the equation [6, eq. (7)]:
2. Sort the observations \(\hat{\lambda}_n\) in increasing order. Assume that the sorted observations are \(\hat{\lambda}_1, \ldots, \hat{\lambda}_N\).
3. With the known CDF in (2), calculate \(z_n = F_{\chi^2}(\hat{\lambda}_n)\).
4. Calculate the test statistic:
   \[
   \tau = -\frac{1}{N} \sum_{n=1}^{N} (2n-1)[\ln(z_n) + \ln(1-z_{N+1-n})] - N
   \]  
5. Make a decision: if \(\tau \leq \gamma\) that channel is idle, else if \(\tau > \gamma\), we consider channel is busy.

### 3.3 Simulation results

In the simulations, multiple primary users and multiple cooperative receivers are used to evaluate the performance of probability of detection. Simulation results are obtained by using complex Gaussian random primary signal and independent and identically distributed (i.i.d.) complex Gaussian noise samples. The entries of the channel matrix \(G\) are i.i.d. circularly symmetric complex Gaussian random variable with zero-mean and unit variance.

Fig. 3 shows the performance of probability of detection of B-GLRT, MME, and AD-based sensing with the normalized eigenvalues. For \(N = 4, M = 4\) and \(K = 10\), the performance of AD sensing is significantly better than that of both B-GLRT and MME. The performance gaps become small with the decreasing of \(M\) or the increasing of the number of samples. But, when \(M\) is larger than one, AD sensing usually has good performance because it explores the statistics of all the eigenvalues.
4 Conclusions

In this paper, we present the closed-form expression of the PDF and CDF for a normalized unordered eigenvalue of a complex central Wishart matrix, and study its application to cooperative spectrum sensing. With the CDF, we apply the AD-based goodness of fit test for the normalized eigenvalues of the sample covariance matrix. Simulation results show that when the number of primary users is larger than one, the performance of AD sensing is better than that of both B-GLRT and MME.

A Proofs of Theorem 1

Let the PDFs of an unordered eigenvalue, the sum of the eigenvalues, and a normalized unordered eigenvalues be $f_\lambda(x)$, $f_\Sigma(x)$, and $f_{~\lambda}(x)$, respectively. According to [8], we have

$$f_\lambda(x) = \frac{1}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{2i} \sum_{l=0}^{2j} \frac{(-1)^i (2j)!}{(2i-j)! l! (2i+j)!} \left( \begin{array}{c} 2i-j \cr i-j \end{array} \right) \left( \begin{array}{c} 2j+2K-2N \cr 2j-l \end{array} \right) x^{K-N+l} e^{-x}. \tag{6}$$

Note that the sum of all eigenvalues of $\mathbf{HH}^H$ follows central Chi-square distribution with $2KN$ degrees of freedom, that is

$$f_\Sigma(x) = \frac{1}{\Gamma(KN)} x^{KN-1} e^{-x},$$

where $\Gamma(\cdot)$ denotes the Gamma function.

As shown in [9], a normalized eigenvalue is independent of the sum of the eigenvalues. Then, according to [5], the PDF of a normalized unordered eigenvalue can be obtained by the following contour integral

$$f_{\lambda}(x) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} x^{-z} \mathcal{M}_z(f_x(x)) \, dz, \tag{7}$$

where

$$\mathcal{M}_z(f(x)) = \int_0^\infty x^{z-1} f(x) \, dx$$

denotes the Mellin transform of $f(x)$.
The Mellin transform of \( f \) can be computed as

\[
\mathcal{M}_z(f) = \frac{1}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{2j} \sum_{l=0}^{2i-l} \frac{(-1)^i(2j)!}{22i-l}!!(K - N + j)! \times \left( \begin{array}{c} 2i - 2j \vspace{1pt} \ \ i - j \end{array} \right) \left( \begin{array}{c} 2j + 2K - 2N \vspace{1pt} \ \ 2j - l \end{array} \right) \times \Gamma(K - N + l + z) \right] .
\]

(8)

where

\[
\Gamma(K - N + l + z) = \int_0^{\infty} x^{z-1}K^{-N+l}e^{-x}dx.
\]

The Mellin transform of \( f \) can be computed as

\[
\mathcal{M}_z(f) = \int_0^{\infty} x^{z-1} \frac{1}{\Gamma(KN)} x^{KN-1}e^{-x}dx = \frac{\Gamma(z + KN - 1)}{\Gamma(KN)}.
\]

(9)

Substituting (8) and (9) into (7), we obtain

\[
f \approx \frac{\Gamma(KN)}{N} \sum_{i=0}^{N-1} \sum_{j=0}^{2j} \sum_{l=0}^{2i-l} \frac{(-1)^i(2j)!}{22i-l}!!(K - N + j)! \times \left( \begin{array}{c} 2i - 2j \vspace{1pt} \ \ i - j \end{array} \right) \left( \begin{array}{c} 2j + 2K - 2N \vspace{1pt} \ \ 2j - l \end{array} \right) \times \frac{1}{2\pi i} \int_{c-i0}^{c+i0} x^{-z} \frac{\Gamma(z + K - N + l)}{\Gamma(z + KN - 1)} dz \right] .
\]

(10)

With definition of the Meijer's G function [10], we have

\[
\frac{1}{2\pi i} \int_{c-i0}^{c+i0} x^{-z} \frac{\Gamma(z + K - N + l)}{\Gamma(z + KN - 1)} dz = G^{1,0}_{1,1}(x \mid \begin{array}{c} KN - 1 \vspace{1pt} \ \ K - N + l \end{array})
\]

(11)

As shown in [5],

\[
G^{1,0}_{1,1}(x \mid \begin{array}{c} a \vspace{1pt} \ \ b \end{array}) = \frac{x^b(1-x)^{a-b-1}}{(a-b-1)!} \mathcal{U}(1-x),
\]

(12)

where \( \mathcal{U}(\cdot) \) denotes the Heaviside step function. Note that \( 0 < \lambda < 1 \), with (12) and (11), (10) can be simplified to (1).
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