Bacteria are highly adaptive microorganisms that thrive in a wide range of growth conditions via changes in cell morphologies and macromolecular composition. How bacterial morphologies are regulated in diverse environmental conditions is a long-standing question. Regulation of cell size and shape implies control mechanisms that couple the growth and division of bacteria to their cellular environment and macromolecular composition. In the past decade, simple quantitative laws have emerged that connect cell growth to proteomic composition and the nutrient availability. However, the relationships between cell size, shape, and growth physiology remain challenging to disentangle and unifying models are lacking. In this review, we focus on regulatory models of cell size control that reveal the connections between bacterial cell morphology and growth physiology. In particular, we discuss how changes in nutrient conditions and translational perturbations regulate the cell size, growth rate, and proteome composition. Integrating quantitative models with experimental data, we identify the physiological principles of bacterial size regulation, and discuss the optimization strategies of cellular resource allocation for size control.

Introduction

Cell size is a fundamental physiological trait that is crucial for cellular growth, nutrient uptake, and environmental adaptation. Bacterial cells need to maintain appropriate sizes to optimize their fitness and regulate cell physiology [1]. How cell size adapts to changes in environmental conditions is therefore a fundamental question in microbial physiology. It is known for over six decades that bacteria modulate cell sizes in response to changes in nutrient conditions. Studying the growth and morphologies of Salmonella enterica cells grown in different nutrient conditions, Schaechter et al. [2] discovered the nutrient growth law—the average cell size of a bacterial population increases exponentially with the population growth rate. Recent studies have confirmed this result for evolutionary divergent bacterial species such as Escherichia coli, Bacillus subtilis, and Sinorhizobium meliloti [3–7], suggesting shared strategies for cell size control in bacteria. However, deviations from the nutrient growth law have been reported in studies perturbing cellular growth rate and translation via antibiotics [5,8]. Thus, the relationship between cell size and growth rate does not simply follow the nutrient growth law and requires a deeper systems-level understanding of cellular growth physiology.

At the single-cell level, control of cell size emerges from a temporal coupling between cell growth and division. It has been established that individual cells achieve size homeostasis via a negative feedback between the cell size at birth and interdivision times.
A particular manifestation of this principle is the adder model of cell size homeostasis, where individual cells achieve size homeostasis by adding a constant volume between successive division events [3,9,13–15]. By virtue of this adder mechanism, larger cells divide in less time than smaller cells, such that cells deviating from the homeostasis cell size quickly converge to the average cell size in a few generations. This model leads to a tight control of bacterial cell size, with the coefficients of variation ranging between 0.10 and 0.15 [16]. While the adder strategy for cell size homeostasis is followed by a wide range of bacterial species including *E. coli*, *B. subtilis*, *Caulobacter crescentus*, and *Pseudomonas aeruginosa* [3,13–15,17], the adder model does not readily reveal a molecular basis for cell size control nor any connections between cell size and growth physiology.

In recent years, two distinct types of regulatory models have emerged that provide a molecular-level understanding of cell size control and the coupling between cell growth and division in bacteria. First is the replication-initiation-centric model [11,18,19], where cell size is determined by the time period of chromosome replication (C period) and the interval between the end of chromosome replication and cell division (D period). In this model, cell divides after a fixed time interval (C + D period) since the initiation of chromosome replication. Second is the division-centric model for cell size control [14,20–24], where cell division is triggered by accumulation of a threshold amount of division proteins [14,20,21,24,25] or cell envelope precursors [22]. However, how the synthesis of division initiator proteins and C + D period is controlled by the bacterial cells in different growth conditions is not well understood, leaving open the relationship between cell size, growth rate, and division timing.

In this review, we discuss recent advances in quantitative modeling of bacterial cell size control, with a focus on delineating the coupling between cell size, shape, and growth physiology. While there are many excellent reviews on quantitative studies of bacterial growth physiology [16,26–30], cell size regulation [12,16,31,32], and cell shape control [1,33–35], the interdependence of cell morphology and growth physiology is an emerging area that has not yet been reviewed. Here, we fill this gap by reviewing regulatory models of cell division control in bacteria that reveal the connection between cell size and growth using the framework of proteome allocation. We begin by discussing quantitative laws of growth physiology that relate cellular growth rate to nutrient availability and translational capacity. Using the framework of coarse-grained proteome partitioning models, we discuss the cellular resource allocation strategies for bacterial growth control in different environments. We then present recently developed extensions of the proteome allocation model to incorporate proteins regulating cell division and cell surface synthesis. Using this framework, we derive the resource allocation strategies for cell size and shape control that connect bacterial cell morphology with growth rate over a wide range of nutrient conditions and translational perturbations.

**Determinants of bacterial growth rate**

The physiological state of a cell is characterized by its size, shape, macromolecular composition, and the rate of growth. Their interdependence is one of the key questions in bacterial physiology. The dependence of cellular growth rate on the extracellular nutrient concentration was first established by Jacques Monod for *E. coli* and *Mycobacterium tuberculosis* [36]. During steady-state growth, the exponential growth rate of bacteria (κ) saturates with increasing nutrient concentration (c):

\[
\kappa = \kappa_0 \frac{c}{c + c^*},
\]

where \(\kappa_0\) is the maximum growth rate characteristic of the medium, and \(c^*\) is the nutrient concentration at half-maximum growth rate. To understand how cells achieve a nutrient-specific growth rate, a mechanistic link has to be established between the rates of nutrient import, energy production, protein synthesis, and cell envelope biogenesis. Protein synthesis is essential for bacteria to proliferate. At the core of protein synthesis is the ribosome machinery, which synthesizes new proteins through the process of translation. In recent work [37], Belliveau et al. used proteomics data across a large number of growth conditions to examine the possible candidates that limit the growth rate of bacteria. It is found that bacterial cell growth is not limited by transporter expression for nutrient import, biosynthesis of cell envelope components, or ATP synthesis. Instead, the translation machinery plays a crucial role, such that the synthesis of ribosomes is the rate-limiting process for bacterial growth (Fig. 1A).

**Bacterial growth laws**

In *E. coli* cells, ribosomes contain \(\sim 85\%\) of the RNA [38]. Therefore, the ratio of RNA to protein mass can provide an estimate for the ribosome mass fraction \(\phi_R\) in a cell. Earlier works by Neinhardt, Magasanik, and Harvey [39,40] uncovered a positive linear relationship between ribosome mass fraction and nutrient-specific...
Fig. 1. Growth rate regulation in bacteria. (A) Schematic showing translation and ribosomal protein synthesis, which constitute the limiting factors for bacterial cell growth. (B) Ribosomal mass fraction in E. coli, approximated by the ratio of RNA to protein mass, increases linearly with the growth rate of the cell modulated by nutrients. Data taken from refs. [5,38,41,98]. (C) The three-component proteome partitioning model [41], consisting of the Q-sector that is invariant under translational perturbations, the R-sector of ribosomal proteins that increase in mass fraction with increasing growth rate, and the P-sector of nonribosomal proteins that is constrained by the relation: \( \phi_R + \phi_P = \phi_Q = 1 - \phi_D \approx 0.55 \). (D) Proteomic data [43] show a decrease in the mass fraction of metabolic sector proteins with growth rate, at the cost of an increase in mass fraction of ribosomal sector proteins (information storage and processing), consistent with the three-component proteome allocation model. (E) Schematic of a minimal model for cellular growth control. Precursor molecules (amino acids, A) are produced by the action of transporters (P) on the external nutrients. Transporters (P) and ribosomal proteins (R) are synthesized from the precursors by the ribosomes R. (F) The optimal value of the ribosomal protein mass fraction \( \phi_R \) depends on the growth environment (poor nutrient—red line; moderate nutrients—blue; and rich nutrient—green). Dashed lines correspond to the equation: \( \kappa = \kappa_n (\phi_R - \phi_R^{min}) \) and \( \kappa = \kappa_n (\phi_R^{max} - \phi_R) \). For each nutrient condition, the growth rate exhibits a maximum (solid circle) corresponding to an optimal allocation of \( \phi_R \). The upper bound on the growth rate maximization occurs when the translation efficiency \( \kappa_R \) and the nutritional efficiency \( \kappa_n \) are both maximum for a given nutrient environment. Figure 1F is reproduced from Ref. [27].
nutrient-specific growth rate. The observation that the maximum mass fraction of ribosomal proteins $\phi_R^{\text{max}} \approx 0.55$ is much below 1 suggests a coarse-grained model of proteome partitioning into three components: ribosome-affiliated proteins (R-sector) of mass fraction $\phi_R$, housekeeping proteins (Q-sector) of mass fraction $\phi_Q$ that are not affected by translation inhibition, and the remaining nonribosomal proteins (P-sector) whose mass fraction $\phi_P \to 0$ as $\phi_R \to \phi_R^{\text{max}}$ (Fig. 1C,D). Given the invariance of $\phi_Q$ with translational perturbations, the R- and P-sectors add up to a constant such that $\phi_R + \phi_P = \phi_R^{\text{max}} = 1 - \phi_Q$.

During steady-state exponential growth, the rate of amino acid supply by the P-sector proteins must be balanced by the rate of amino acid consumption by the R-sector proteins, such that the amino acid pool is maintained at constant size. If the amino acid pool increases such that the supply exceeds demand, then $\phi_R$ increases to meet the demand of protein biosynthesis and simultaneously decreases supply via the P-sector proteins due to the constraint $\phi_P = \phi_R^{\text{max}} - \phi_R$ [27]. This strategy underlies flux balance and maximization of the growth rate, as discussed in the next section. The partitioning of the proteome into three main components is supported by mass spectrometry data [43] (Fig. 1D) where clustering the proteins based on their function reveals similar behavior to the proposed model components. More precisely, the category identified as ‘information storage and processing’, which contains ribosome-affiliated proteins, increases with growth rate, while the ‘metabolism’ cluster decreases with growth rate, equivalent to the nonribosomal proteins in the P-sector. This leaves the mass fraction of the rest of the proteins to be independent of growth rate, akin to the housekeeping Q-sector.

**Proteome allocation strategies for cellular growth control**

The proteome partitioning model [41] generates constraints on cellular resource strategies linking cell growth, nutrient uptake, metabolism, and protein synthesis. This framework provides a theoretical basis for explaining the empirical growth laws (Eqns 2,3) The positive linear relationship between growth rate and ribosome mass fraction follows from exponential growth of total protein mass $M$ at steady state: $\frac{dM}{dt} = \kappa M$. The rate of accumulation of protein mass is balanced by the rate of protein synthesis by active ribosomes $\kappa M = \kappa_t(M_R - M_R^{\text{min}})$, where $M_R^{\text{min}}$ is the mass of inactive ribosomes, leading to the first empirical growth law in Eqn 2. The second growth law (Eqn 3) follows from the constraint on amino acid flux to meet the demand of protein synthesis during exponential growth [27,41,44] (Fig. 1E). The rate of change of amino acid concentration $A$ in a cell is given by:

$$\frac{dA}{dt} = \kappa_n(A)\phi_P - \kappa_t(A)(\phi_R - \phi_R^{\text{min}}),$$

where $\phi_P = \phi_R^{\text{max}} - \phi_R$, and both the translational capacity $\kappa_t$ and the nutritional capacity $\kappa_n$ are functions of the amino acid concentration $A$. In particular, $\kappa_t$ increases and then saturates with $A$ [27,45], whereas there is a negative feedback control of $\kappa_n$ to limit the concentration of amino acids [46]. At steady state, there is no net accumulation of amino acids in the cell: The nutrient import needs to meet the demands of synthesizing new proteins [27], resulting in the growth law: $\kappa = \kappa_t(A)(\phi_R^{\text{max}} - \phi_R) = \kappa_n(A)(\phi_R^{\text{max}} - \phi_R).$

The flux balance condition then determines the relationship between steady-state ribosome mass fraction and amino acid concentration:

$$\phi_R = \frac{\kappa_n(A)\phi_R^{\text{max}} + \kappa_t(A)\phi_R^{\text{min}}}{\kappa_n(A) + \kappa_t(A)},$$

As a result, the steady-state value of $\phi_R$ decreases with $A$, but there is no unique value of ribosome mass fraction that satisfies the amino acid flux in a given growth condition. How do then bacterial cells regulate the ribosomal mass fraction $\phi_R$? The optimal value of ribosome mass fraction is set by the maximum achievable growth rate [27,44], which exhibits a unique maximum as a function of $\phi_R$ in a given growth environment (Fig. 1F). This growth rate maximum is reached when both the translational and nutrient capacities are at their maximal value and increases with increasing $\kappa_n$. In similar spirit, other mechanistic models of growth rate optimization and ribosome regulation have been developed [47–50].

Taking further the idea of compartmentalizing the proteome, Pandey and Jain [51] developed a precursor–transporter–ribosome model, where they considered the coupled dynamics of transporters $P$ that import nutrients from the extracellular medium and convert them into amino acid precursors $A$. The amino acids are then converted into transporters and ribosomal proteins $R$ (Fig. 1E). The ribosomes in turn catalyze the production of both transporters and ribosomes, while the transporters catalyze the production of more precursors [51]. The coupled dynamics of transporters (mass $M_P$) and ribosomal proteins (mass $M_R$) are given by:

$$\frac{dM}{dt} = \kappa_t f_P(M_R - M_R^{\text{min}}) - d_P M_P,$$
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where \( d_P \) and \( d_R \) are the degradation rates for the transporters and the ribosomes, respectively, \( f_R \) is the fraction of ribosomes engaged in the production of ribosomal proteins, and \( f_P \) is the fraction of ribosomes catalyzing the production of transporters. The parameters \( f_R \) and \( f_P \) are subjected to the constraint: 
\[
f_R + f_P = f_R^{\max},
\]
where the choice of \( f_R \) can be determined by the regulatory condition of growth rate maximization [44]. In a given growth environment with other cellular parameters fixed, the regulation adjusts the value of \( f_R \) such that the growth rate is maximized (Fig. 1F). The optimized steady state of the precursor–transporter–ribosome model then reproduces the empirical growth laws (Eqns 2, 3) [51]. Thus, the proteome allocation theory provides a promising framework to understand the relationships between the growth rate and macromolecular composition of the bacterial cell.

**Interdependence of cell size and growth rate**

The relationship between ribosome abundance and growth rate does not readily offer any information about cell size regulation. To understand the control of cell size in different growth environments, we present a model linking cellular growth and protein synthesis to cell division control. Growth of single bacterial cells has been observed to be exponential in many species including *E. coli*, *B. subtilis*, and *C. crescentus* [3, 52, 53]. Linear growth of cell size is usually encountered in mammalian cells [54] and is not considered here. We therefore model an exponentially growing cell, which elongates exponentially in length during its cell cycle while maintaining a constant width (Fig. 2A). The volume \( V \) of the cell grows exponentially as:
\[
\frac{dV}{dt} = \kappa (\phi_R) V(t),
\]
where the growth rate \( \kappa \) is a function of the ribosome mass fraction \( \phi_R \) as defined in Eqn 2. The cell volume increments by an amount \( \Delta V = V(0)(e^{\kappa t} - 1) \) between cell birth \( t = 0 \) and division \( t = \tau \). Single-cell studies on *E. coli*, *B. subtilis*, *P. aeruginosa*, and many other bacterial species [32] have revealed that bacterial cells divide after adding a fixed volume \( \Delta V \) between consecutive division events, irrespective of cell size at birth [3, 9–11, 14]. Regulatory models for this division control mechanism have recently been proposed [8, 14, 21], where cell size is regulated by the abundance of a putative division protein. The number of division proteins grows in proportion to the cell size, and the cell divides once a threshold amount of division proteins has been accumulated (Fig. 2A). In this *threshold initiation model*, the dynamics of the division protein copy number \( X \) is described in the following equation:
\[
\frac{dX}{dt} = k_X (\phi_R) V(t) - d_X X(t),
\]
where \( k_X \) is the volume-specific rate of synthesis of the division proteins, and \( d_X \) is the degradation rate. Cell divides when \( X \) reaches a fixed threshold amount \( X_0 \). In the limit when \( \kappa \gg d_X \), \( \Delta V = X_0 k_X/\kappa \). As \( k_X \), \( \kappa \), and \( X_0 \) are constant for a given growth medium, cells add a constant volume \( \Delta V \) in each growth generation, consistent with the adder model. In the opposite limit when \( \kappa \ll d_X \), cell size at division \( \approx X_0 d_X/k_X \) is uncorrelated to cell size at birth, consistent with data that *E. coli* behaves like a *sizer* in slow-growing media [11, 20]. While the threshold initiation model describes adder and sizer behaviors, it does not capture mixed growth modes observed in some bacteria, such as in *C. crescentus*, where the adder mechanism is only implemented for part of the cell cycle [10].

Based on the threshold initiation model, the average cell volume \( V \) in a given growth medium is given by:
\[
V = \frac{\kappa + d_X}{\kappa_X \left( 2 - 2^{-d_X/\kappa} \right)},
\]
where we define \( \kappa_X = k_X/(2X_0 \ln(2)) \) as the normalized rate of division protein synthesis. Eqn (10) underlies the interdependence of cell volume and growth rate, where cell volume can be perturbed by modulating both \( \kappa \) and \( \kappa_X \). The above expression for the average cell volume is not specific to a particular organism but is applicable to all exponentially growing bacterial cells that achieve cell size homeostasis via the adder principle or threshold accumulation of division proteins. We therefore ask next how the rate of division protein synthesis is controlled by cellular growth rate.

**Proteome allocation strategies for cell size control**

Proteome allocation theory provides a useful framework to understand how the main components of the cell’s proteome vary with growth rate. To uncover the relationship between cell division control and growth rate, we present a recently developed extended proteome sector model [8, 23, 55] that couples the rate of division protein synthesis to ribosomal translation. In the extended proteome sector model (Fig. 2B), a

\[
\frac{dM_R}{dt} = \kappa_J f_R (M_R - M_R^{\min}) - d_R M_R,
\]
A separate sector is included for the division proteins, subject to the constraint that the sum of sectors’ mass fractions adds to 1:

\[ \phi_P + \phi_R + \phi_Q + \phi_X = 1. \]

The total mass of the division proteins, \( M_X \), grows at a rate proportional to the mass of actively translating ribosomes:

\[ \frac{dM_X}{dt} = \kappa_1 f_X (M_R - M_R^{\text{min}}) - d_X M_X, \]

where \( f_X \) is the fraction of ribosomes synthesizing division proteins that equals \( \phi_X \) at steady state. Following Serbanescu et al. [23], the mass fraction of \( X \) at steady state can be determined using the flux balance equation

\[ \kappa_a (\phi_R^{\text{max}} - \phi_R - \phi_X) = \kappa_i (\phi_R - \phi_R^{\text{min}}). \]

This leads to the following relation between \( \phi_X \) and ribosome mass fraction:

\[ \phi_X = \frac{\kappa_a \phi_R^{\text{max}} + \kappa_i \phi_R^{\text{min}}}{\kappa_a + \kappa_i} - \frac{\kappa_i}{\kappa_a} \phi_R, \]

predicting a negative correlation between \( \phi_X \) and \( \phi_R \) under nutrient perturbations (Fig. 2C), consistent with recently published proteomics data [56]. In an alternative approach, Bertaux et al. [55] assumed that the mass fraction of the division sector depends on the concentration of two other proteome sectors, since the dependency of division protein concentration on a single proteome sector was inadequate to capture the behavior of cell size under growth perturbations. Therefore, the authors assumed a phenomenological functional form \( \phi_X = \phi^a \phi_R^b \), where the parameters \( a \) and \( b \) are deduced by fitting data. Both approaches lead to qualitatively similar results for the dependency of cell division sector on growth rate under nutrient perturbations.
Combining Eqns (9,11 and 13) the following relation emerges for the dependence of division protein synthesis rate on the mass fraction of division proteins [23]:

$$\kappa_X = \kappa^0_X(\phi_R^M - \phi_R),$$  \hspace{1cm} (14)  

where $\kappa^0_X$ is the rate of production of division proteins per ribosomes, and $\phi_R^M = \kappa^0_X(\phi_R^M - \phi_R)$. By combining Eqns (2,14) we obtain a central result that there is a negative correlation between the rate of synthesis of division proteins and growth rate of the cell (Fig. 2D), consistent with experimental data on E. coli growth physiology [5] and proteomics [56]. This suggests a nutrient-dependent trade-off between the rates of two main physiological processes in the cell growth and division. This principle underlies the control of cell size, which can be expressed as a function of ribosome mass fraction

$$V = \frac{\kappa_i(\phi_R^M - \phi_R^M_{\text{min}}) + dX}{\kappa_i(\phi_R^M - \phi_R)\left(2 - 2^{\lambda_i/\kappa_i(\phi_R^M - \phi_R^M_{\text{min}})}\right)},$$  \hspace{1cm} (15)  

Such that average cell volume increases with increasing ribosome mass fraction (Fig. 2E, solid line). Fitting this model with experimental data on E. coli [20], one gets $dX = 0.24 \text{ h}^{-1}$, allowing for the approximation $V \approx \frac{\kappa}{k_i}$ in moderate- to fast-growing bacteria (Fig. 2E, dashed line). We can then express cell volume as a function of growth rate (Fig. 2F):

$$V \approx \frac{\kappa}{\kappa^0_X} \left(\frac{\phi_R^M}{\phi_R^M_{\text{min}}} - \frac{X}{X_0}\right).$$  \hspace{1cm} (16)  

This result captures the departure from an exponential relationship between cell size and growth rate [2] in slow-growing medium, where a linear relationship emerges. However, a linear relationship between cell size and growth rate, as recently proposed by Zheng et al. [57], does not accurately capture the cell size data for fast-growing bacterial cells [58].

**Molecular basis for cell size and division control**

**FtsZ as cell size sensor**

The threshold initiation model for cell size control is agnostic about the identity of the division protein $X$. While various proteins could be potential candidates for cell division initiation [59–61] and size control, a recent study has identified the protein FtsZ as the key size sensor molecule that reaches a threshold abundance at the time of cell division in E. coli [20]. FtsZ assembles a ring-like structure in the mid-cell, triggering septation at a critical size of the ring. FtsZ accumulation in the cell can be regarded as a two-stage process: accumulation of FtsZ in the cytoplasm, with abundance $X_{\text{cyto}}$, followed by recruitment at the middle of the cell, with abundance $X_{\text{ring}}$ (Fig. 2A). The dynamics of the cytoplasmic and ring-bound FtsZ are given by [20,25,62]:

$$\frac{dX_{\text{cyto}}}{dt} = -k_bX_{\text{cyto}} + k_dX_{\text{ring}} + \kappa_XV - dX_{\text{cyto}},$$  \hspace{1cm} (17)  

$$\frac{dX_{\text{ring}}}{dt} = k_bX_{\text{cyto}} - k_dX_{\text{ring}} - dX_{\text{ring}},$$  \hspace{1cm} (18)  

where $k_b$ is the binding rate of cytoplasmic FtsZ to the Z-ring, $k_d$ is the disassembly rate, and $\kappa_X$ is the rate of synthesis of FtsZ. Defining $X = X_{\text{cyto}} + X_{\text{ring}}$, one recovers the dynamics for division protein synthesis in Eqn (9), with the underlying assumption that the timescale for FtsZ recruitment to the division ring is much faster than the cytoplasmic production. In E. coli cells, it has been shown that cell division is triggered once a fixed threshold amount of proteins is accumulated in the division ring, $X_{\text{ring}} = X_0$ [20], with $X_0$ scaling with the width of the cell (Fig. 2A) [25]. Thus, the added cell length in each division cycle is coupled to the cell width, resulting in conservation of cellular aspect ratio [25].

Direct quantiation of the rate of division protein production in different growth media is currently lacking. The division protein synthesis rate $\kappa_X$ can be measured directly by quantifying the rate of accumulation of FtsZ in the cytoplasm. This can be done by fluorescently labeling FtsZ [20] and measuring the rate of change in intensity per volume in different growth conditions. Recently, Panlilio et al. [24] demonstrated that threshold accumulation of a constitutively expressed P-sector division protein triggers cell division. In this case, $\kappa_X$ has been estimated by measuring the production rate of GFP in strains having chromosomal reporters for constitutive promoters.

**Cell size control by metabolic sensors**

While the proteome allocation model in combination with the threshold initiation model quantitatively predicts cell size regulation in E. coli in different nutrient environments, these models cannot be simply extended to other bacterial organisms such as the Gram-positive B. subtilis. Weart et al. [63] discovered that in
B. subtilis, FtsZ accumulation in the Z-ring is controlled by the protein UgtP that act as a FtsZ inhibitor in a nutrient-dependent manner. UgtP is a metabolic sensor whose affinity for FtsZ is sensitive to the available nucleotide sugar (UDP-glucose). In nutrient-poor conditions, UgtP mostly binds to itself forming homodimers and weakly affects the FtsZ pool. While in nutrient-rich conditions, UgtP strongly inhibits FtsZ accumulation in the ring, and delays cell division resulting in elongated cells [64]. Recently, Ojkic and Banerjee [62] developed a model for cell size control in B. subtilis by FtsZ inhibitors, predicting that UgtP synthesis rate increases nonlinearly with cellular growth rate, in line with recent experimental findings [65]. This nonlinear dependence of UgtP production rate on growth rate leads to an increase in cell length and aspect ratio with nutrient concentrations, as observed experimentally [7,66].

**Cell size control by chromosome replication**

In the replication-initiation-centric models of cell size control in E. coli [11,18,19,67], cell size is determined by the time period of chromosome replication (C period) and the time period from replication termination to cell division (D period). Cell division is triggered after a fixed time (C + D period) has elapsed since the initiation of chromosome replication. As a result, cell size at division is given by \( V_0 e^{\kappa(C+D)} \), where \( \kappa \) is the growth rate, and \( V_0 \) is the cell size at the initiation. If the C + D period and the cell size at initiation are invariant under different nutrient conditions [67,68], then the exponential relationship [2] between cell size and growth rate is recovered. A constant C + D period, however, indicates a sizer model where cells grow to a fixed size independent of cell size at birth, inconsistent with the adder model. When the constraint of a fixed initiation size is replaced by an adder principle for the control of cell mass at the initiation of DNA replication [19], then the adder model for cell division control can be recovered. The invariance of C + D period with nutrient conditions has recently been questioned in two different studies [11,57], with data suggesting that C + D period is inversely proportional to the growth rate.

Given the complexity of the processes involved in chromosome replication, multiple replication forks, and cell division, the replication-initiation-centric models have been challenged in recent studies [20,69–72]. In particular, it has been proposed that the slowest of two processes, one that sets replication initiation and the other controlling the division time, regulates cell size [69]. Recently, a replication double adder model has been proposed [72], where cells grow by a fixed volume per replication origin between two consecutive initiation cycles, and cell divides after elongation by a constant volume per origin of replication. The replication double adder model, however, is inconsistent with the adder principle of cell size homeostasis and predicts a more sizer-like behavior [73]. With the aid of experimental data in varying growth conditions, the chromosome replication initiation and cellular division have been shown to be controlled independently in both E. coli and B. subtilis [20], pointing toward an independent double adder model [73].

The connection between C + D period and division protein synthesis was revealed in a recent model proposed by Zheng et al. [57], where the mass added between birth and division \( \Delta m \) is given by \( \Delta m = m_0(C + D) \), with \( m_0 \) a constant. This equation predicts that the added cell volume \( \Delta V \) is proportional to \( \kappa(C + D) \). For this model to be consistent with the division sector model [23], we expect \( C + D \propto (\phi_R - \phi_M)^{-1} \propto \kappa_X \), which provides a direct link between ribosomes, division protein synthesis rate, and the chromosome replication period.

**Cell size control under translational perturbations**

Translation inhibition is one of the most common modes of antibiotic action [74]. When bacteria are subjected to translation inhibitory antibiotics, cells grow at a reduced rate while undergoing changes in cell size and shapes [5,8,22,41,75]. For instance, Gram-negative E. coli, C. crescentus, and the Gram-positive L. monocytogenes decrease their surface-to-volume ratio upon exposure to translation inhibitory antibiotics [5,22]. Understanding the coupling between cell morphology, growth and translation present new challenges in bacterial growth physiology.

Quantitative studies in recent years have made great progress in defining the relationship between cellular growth rate and ribosome concentration under translation inhibition by ribosome-targeting antibiotics [41,76–78]. To compensate for the ribosomes bound by antibiotics, bacteria produce more ribosomes to increase the abundance of ribosome-affiliated proteins in the R-sector. As defined in Eqn (3), experimental data on E. coli reveal a linear relationship between ribosome mass fraction \( \approx \text{RNA/Protein} \) and growth rate [41] (Fig. 3A). In the presence of a division protein sector, the relationship between \( \kappa \) and \( \phi_R \) becomes:

\[
\kappa = \kappa_0(\phi_R^\text{max} - \phi_X - \phi_R),
\]

where the nutritional capacity \( \kappa_0 \) increases with the growth rate imposed by the medium [41]. It follows
that the division protein synthesis rate is positively correlated to the cellular growth rate under translation inhibition [23] (Fig. 3B):

\[ \kappa_X = \kappa_X^0 \left( \frac{\kappa}{\kappa_n} + \delta r \right), \]

(20)

where \( \delta r = \phi_r^M - \phi_r^{\text{max}} + \phi_X \) is interpreted as the excess ribosomal mass fraction allocated to division protein synthesis under translation limitation. Translation inhibition disrupts the balanced allocation of resources and the trade-off between growth and division. Depending on whether the excess ribosomes (\( \delta r \)) are allocated to growth or division, an increase or a decrease in cell size is observed (Fig. 3C). Using the proteome allocation theory presented earlier, it can be derived that \( \delta r \) increases with the nutrient-specific growth rate, such that \( \delta r > 0 \) in nutrient-rich medium and \( \delta r < 0 \) in nutrient-poor medium [23]. Combining Eqn (20) with Eqn (10), one can then predict cell volume changes under translation inhibition

\[ V \approx \frac{\kappa}{\kappa_n + \delta r}. \]

(21)

The above expression for cell volume suggests three distinct morphological responses to translation inhibition [23] (Fig. 3D). In nutrient-poor media (Fig. 3D, yellow), more ribosomes are allocated toward growth than division (\( \delta r < 0 \)) resulting in increased cell size upon growth inhibition. In intermediate-nutrient concentrations, resources are balanced between growth and division leading to an invariance in cell size. The latter has been reported in Basan et al. [8] for E. coli under chloramphenicol treatment. In nutrient-rich media (Fig. 3D, dark blue), more ribosomes are allocated toward division (\( \delta r > 0 \)), resulting in a reduced cell size upon growth inhibition.

While the proteome allocation theory is able to capture the deviations in cell size from the nutrient growth law under translation inhibition, its predictions are currently limited to perturbations targeting a few coarse-grained proteome sectors. In recent work, Si et al. [5] defined a general growth law that predicts cell size for a wide range of genetic, antibiotic, and nutrient perturbations. Using turbidostat in combination with high-throughput image analysis, Si et al. measured the relationship between cell size and growth rate under perturbations to translation, transcription, DNA replication, cell division, and cell wall synthesis for a range of nutrient limitations. Their findings experimentally confirmed the phenomenological relationship between E. coli cell volume \( V \), cell cycle duration \( \tau_{\text{cyc}} \) (\( C + D \) period), and the cell doubling time \( \tau \), originally proposed by Donachie [18] (Fig. 3E,F):

\[ V = V_0 2^{\mu \gamma / \tau}, \]

(22)

where \( V_0 \) is the cell size at initiation or size of a unit cell, which remains constant (\( V_0 \approx 0.27 \mu m^3 \)) under growth perturbations. Each unit cell contains all the necessary components for self-replication [5] such that the cell size at division is the sum of all the unit cells. Interestingly, the volume of a unit cell coincides with a B. subtilis bacterial spore volume (0.2–0.3 \( \mu m^3 \))—the smallest self-sufficient bacterial compartment [79,80].

The general growth law for cell size accounts for cell cycles longer than the average doubling time (\( \tau_{\text{cyc}} > \tau \)) where the chromosome contains multiple replication forks (Fig. 3E). After rescaling cell size with the initiation size and growth rate with the inverse of the \( C + D \) period, all the available data collapse on the curve predicted by the general growth law (Fig. 3F).

The invariance of initiation mass with elongation rate and birth size is consistent with the threshold initiation model, but its mechanistic origin remains unknown. Si et al. [5] discuss that the threshold initiation model alone is not sufficient to explain the invariance of the unit cell. In addition, the initiator concentration must also be independent of the growth conditions and growth inhibition. Furthermore, they predicted the existence of a specific protein sector that is constant under physiological perturbations that alter the ribosome fraction of the proteome.

### Coupling between cell shape and growth

Together with cell size, the cell shape is an important adaptive trait that is crucial for bacterial growth, motility, nutrient uptake and proliferation [1]. Upon nutrient upshift (or downshift), both cell length and width increase (or decrease) with the nutrient-imposed growth rate [5,24,34,81,82]. However, these geometrical changes occur in a controlled manner in the rod-shaped E. coli such that the aspect ratio remains constant [25,82]. In particular, Ojkic et al. [25] observed that there is a conserved scaling relation between the surface area (\( SA \)) and the volume (\( V \)) of rod-shaped bacterial cells under diverse growth perturbations.

\[ SA = \mu V^\gamma, \]

(23)

where \( \mu \) is a shape factor related to the aspect ratio of the cell, and \( \gamma \) is a scaling exponent. In particular, for E. coli cells \( \gamma = 2/3 \) and \( \mu \approx 2\pi \), suggesting that the aspect ratio of E. coli cell is conserved in diverse growth conditions [25].
The scaling between surface area and volume does not obey the 2/3 exponent for bacterial species that do not conserve the aspect ratio [62]. For the rod-shaped bacterium \textit{B. subtilis}, a different scaling exponent is observed under nutrient perturbations [23]. Three distinct morphological responses to translation inhibition by chloramphenicol, depending on the quality of nutrients. Volume and growth rates are normalized by their initial values before chloramphenicol is applied. In nutrient-rich media, cells allocate more ribosomes to division (dark blue line), thus increasing the surface-to-volume ratio to promote nutrient influx, whereas in nutrient-poor media, they allocate more ribosomes toward growth, inflating the cell size (yellow line) and in turn decreasing the surface-to-volume ratio to reduce antibiotic influx [23].

The scaling between surface area and volume does not obey the 2/3 exponent for bacterial species that do not conserve the aspect ratio [62]. For the rod-shaped bacterium \textit{B. subtilis}, a different scaling exponent is observed under nutrient perturbations $SA \propto V^{0.85}$ (Fig. 4A), implying that the aspect ratio of the cell increases with the growth rate [7,62,66]. The scaling between surface area and volume combined with the phenomenological nutrient growth law [2] shows a decrease in surface-to-volume ratio with increasing nutrient-specific growth rate (Fig. 4B) [25,62]. Since $SA/V$ decreases with nutrient-specific growth rate, this may provide an adaptive mechanism for optimal nutrient uptake in nutrient-poor conditions. Furthermore, this relation suggests that bacterial organisms with smaller scaling exponents are highly adaptive across different growth conditions [62].

How is surface-to-volume ratio regulated in bacterial cells? Mechanical models of bacterial cell shape have been proposed [83–85], but they do not readily reveal the connections between cell shape and growth physiology. Harris and Theriot [22] recently proposed a phenomenological model for $SA/V$ homeostasis, where the relative rates of cell surface synthesis and volumetric growth determine cell size (Fig. 4D). In this model, the surface area of a cell grows in proportion to the cell volume.

$$\frac{dSA}{dt} = \beta V,$$ (24)
where $\beta$ is the volume-specific rate of surface area synthesis. At steady state, this model leads to the relation $\frac{SA}{V} = \frac{\kappa}{V}$. In order to predict cell morphologies under growth rate perturbations, the dependence of the surface area synthesis rate $\beta$ on the growth rate $\kappa$ needs to be specified. To this end, Harris and Theriot inferred a linear relationship between surface-to-volume ratio and the growth rate of $E. coli$ cells, using a linear fit to experimental data [5]: $\frac{SA}{V} = -2.8\kappa + 9.3$ [34]. As a result, the surface area synthesis rate $\beta$ is a nonmonotonic function of the growth rate: $\beta = \kappa(-2.8\kappa + 9.3)$ (Fig. 4E).

In an alternative approach, combining the surface-to-volume scaling relation (Eqn 23) with the threshold initiation model leads to the following equation of state defining the relationship between the rates $\beta$, $\kappa$, and $\kappa_X$ [23,25] (Fig. 4D–E):

$$\beta = \mu \kappa^2 \kappa_X^{1/3}.$$  \hspace{1cm} (25)

In particular, for $E. coli$ cells $\beta \approx 2\pi\kappa^{2/3} \kappa_X^{1/3}$ (Fig. 4D). Since $\kappa_X$ decreases with $\kappa$ under nutrient perturbations, the above equation predicts a nonmonotonic relation between $\beta$ and $\kappa$ such that $\beta$ increases for $\kappa < \kappa_m$, reaches a maximum at $\kappa = \kappa_m = 2\kappa_0 (\phi_R^{\text{max}} - \phi_R^{\text{min}})/3$, and then decreases for $\kappa > \kappa_m$. The equation of state can be recast in terms of protein mass fractions, $\beta \propto \left(\phi_R - \phi_R^{\text{min}}\right)^{2/3} \phi_X^{1/3}$, revealing the resource allocation strategies for cell surface area synthesis (Fig. 4E).

**Fig. 4.** Control of cell shape and surface-to-volume ratio. (A) Scaling relations between cell surface area and volume for two rod-shaped bacteria, $E. coli$: $SA \propto \sqrt[3]{V}$ (solid line) and $B. subtilis$: $SA \propto \sqrt[3]{V^{0.85}}$ (dashed line) [23,25]. (B) Surface-to-volume ratio decreases with increasing growth rate: $E. coli$ (solid line) and $B. subtilis$ (dashed line) [62]. (C) Cell aspect ratio vs growth rate for $B. subtilis$ cells grown in different nutrient conditions [7,62]. Using nutrient growth law and various scaling exponents between cell volume and surface area, different predictions for aspect ratio are obtained. (D) Schematic of the Harris and Theriot model [22] for cell shape control, where cell surface area grows in proportion to cell volume at a rate $\beta$. Harris and Theriot model in conjunction with the threshold initiation model and the surface-to-volume scaling relation ($SA \propto \sqrt[3]{V}$) leads to the $E. coli$ equation of state that connects the rates of cell growth, surface area production, and division protein synthesis. (E) Surface area synthesis rate can be approximated as a quadratic function of growth rate [34] or estimated from the equation of state Eqn (25) [23,25]. Inset: resource allocation strategies for the control of cell surface area synthesis. (F) Bacterial cells treated with translation inhibitory drugs undergo a reduction in active ribosomes, which leads to reduced growth rates in all nutrient conditions. However, the changes in bacterial cell surface-to-volume ratio under translation inhibition are nutrient quality-dependent. In nutrient-poor media, surface-to-volume ratio decreases, while cells grown in nutrient-rich media experience an increase in surface-to-volume ratio. Data are taken from refs. [3,5,7]. Figures 4B–C are adapted from Ref. [62].
As hypothesized by Harris and Theriot [34], the increasing component of $\beta$ could be due to increased availability of raw materials for surface area synthesis, consistent with the proportionality between $\beta$ and $\phi_R$. The decreasing component of $\beta$ could originate from a decrease in concentration of cell surface biosynthesis enzymes (belonging to the $X$-sector) with increasing growth rate [43,56]. Under translation inhibition, $\kappa_X$ has a positive correlation with $\kappa$, and thus, $\beta$ is an increasing function of $\kappa$. These trends are in quantitative agreement with experimental data [5,23].

An emerging question in bacterial physiology is how quickly bacterial cells respond to growth perturbations and how quickly the cell’s morphology adapts to changes in environmental conditions [24,86]. While the above results for steady-state correlations between cell shape and growth rate are well described by existing theoretical models, it is unclear how the morphological parameters of the cell and the growth rate are coordinated in fast-changing conditions. Panlilio et al. [24] recently showed that the threshold initiation model of a divisor protein successfully predicts the timescales of cell size adaptation during nutrient upshift in support of the division-centric models of the cell size control even in nonsteady growth conditions. In another recent study, Shi et al. [87] investigated how $\beta$ and $\kappa$ are coupled when stationary cells are switched to fresh medium with a nutrient-limiting capacity. The dynamic changes in $SA/V$ along the growth curves are explained by a time delay between $\beta$ and $\kappa$, which originates in the time shift of the expression of cell envelope biosynthesis proteins corresponding to $\beta$ and translational proteins responsible for regulating $\kappa$. Future studies would need to address the molecular mechanisms and pathways for regulating the coupling between cell surface area synthesis and volumetric growth under nutrient modulations, and translational and genetic perturbations. Coordination between $\beta$ and $\kappa$ is essential for viable growth and prevention of cell lysis, as observed during drastic cell morphological perturbations induced by antibiotic treatments [88–92].

While bacterial cells often undergo drastic morphological transformations under growth rate perturbations, it is an open question how shape transformations contribute to cellular fitness [88–90]. Recent findings suggest that cell shape transformations upon translation inhibition promote bacterial growth rate adaptation in the curved bacterium C. crescentus [75]. This freshwater organism when exposed to ribosome-targeting antibiotic chloramphenicol becomes wider and more curved [75]. Using a mechnanocmechanical modeling approach, it was shown that the cell envelope softening provides decrease in $SA/V$, while cell curving contributes to increasing the cell’s fitness by promoting faster growth. Cell shape changes could thus provide adaptive benefits under stress, and more work is needed to uncover the feedback between cell morphology and growth in nonsteady conditions.

Conclusions and perspectives

In this review, we present a systems approach to understanding the control of bacterial cell size, shape, and growth rate in different nutrient environments. Using the framework of proteome allocation theory developed in recent studies, we identify the relationships between cell morphology and growth parameters and how they are regulated by the proteomic composition of the cell. These studies reveal a key principle of cell size regulation—a trade-off between the rates of ribosomal and division protein synthesis sets the optimal cell size in a given nutrient environment. Deviations from this optimal trade-off relationship are observed under translation inhibition. In particular, under translation inhibition in nutrient-rich media, cells invest more ribosomal resources to division than growth, leading to a reduced cell size. This is to compensate for a lower translational capacity, which can arise from an increased dilution rate of ribosomes in fast growth conditions, lowering the efficiency of protein synthesis. In nutrient-poor media, cells have a lower nutritional capacity that they compensate by allocating more resources to growth than division protein synthesis, resulting in larger cell sizes. These cell size changes occur with changes in cell surface-to-volume ratio that is reflective of active adaptive response of the cell (Fig. 4F). Decrease in cell volume in nutrient-rich media implies a higher surface-to-volume ratio that may increase the influx of nutrients and antibiotics. By contrast, in nutrient-poor media, the increase in cell volume leads to a lower surface-to-volume ratio that in turn would reduce antibiotic and nutrient influx (Fig. 4F). Therefore, surface-to-volume ratio may play a crucial role in controlling cellular growth by modulating the relative rates of nutrient uptake and antibiotic influx.

Coarse-grained proteome partitioning models [27,41] come with the challenge of identifying the proteome sector to which the protein of interest belongs or whether a new sector has to be included. In recent work, it has been suggested that the division proteins belong to the nonribosomal $P$-sector [3,5,24], while others considered a separate proteome sector for division proteins [8,23,55]. By accounting for a separate division protein sector, Serbanescu et al. [23] showed that the division protein sector behaves as a subclass...
of P-sector proteins, given there is a negative correlation between protein mass fractions of X-sector and R-sector proteins under nutrient perturbations. Existing data support this model and also exclude other possible models of division proteins belonging to the R- or Q-sectors. For instance, if the division molecule is in the R-sector, then we expect $\kappa_X$ to be positively correlated with ribosome mass fraction in all conditions. Therefore, under translation inhibition, we expect $\kappa_X$ to increase. Since growth rate decreases under translation inhibition, we would predict cell volume to decrease for all conditions. This is inconsistent with experimental data [5]. However, if the division proteins are in the $Q$-sector, then the invariance of $Q$-sector with nutrient shifts and translation inhibition would imply a constant division protein synthesis rate for all conditions. Therefore, cell size would always decrease under translation inhibition, inconsistent with experimental data. Hence, the division protein sector needs to be in the nonribosomal sector to capture the trade-off between the rates of growth and division protein synthesis under nutrient perturbations.

The phenomenological growth laws that allow us to predict how bacterial cells regulate their growth rates, proteome composition, and cell shape and size are formulated for steady-state growth conditions. We currently have a limited understanding of the dynamics of cellular state variables in non-steady-state conditions. With recent developments in high-throughput imaging and single-cell studies of bacterial growth, understanding the cell’s behaviors during transition from one growth condition to another is of great interest [22,75,87,93–96]. Recent single-cell studies show that during single nutrient shifts [22,24] or antibiotic treatments [75], bacterial cells preserve their size control strategies, indicating that the division proteins are actively regulated in changing environments. When subject to nutrient fluctuations between low and high concentrations of nutrients [86], cells adopt a growth rate that cannot be predicted from the individual growth rates in nutrient-poor and nutrient-rich conditions as predicted by Monod's law (Eqn 1), indicating that the relationship between ribosomes and growth rate does not hold in nonsteady conditions. This adaptive mechanism leads to an interesting hypothesis that has been previously formulated in the context of fast transition to a new environmental condition. For instance, bacterial cells have a ribosome reserve arising from the inactive ribosomes that do not participate in translation. This inactive fraction allows cells to rapidly produce proteins in optimal amounts for the new growth condition [93,97]. How resource allocation strategies are achieved during fast-changing environments and whether growth–division trade-off model still holds for nonsteady fluctuating environments remains an open question.
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