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ABSTRACT Random-walk based sampling is widely used to characterize large graphs by producing samples in the form of nodes. However, existing random-walk based sampling methods only focus on the estimation accuracy of structural properties but suffer from repetitive samples which have adverse effects on obtaining accurate information about the structures over social networks represented by large graphs. Furthermore, these existing methods mainly characterize individual attributes while ignoring the social attributes of the nodes. In this paper, a new random-walk based method, called 2-hop neighbors based random walk or 2-Hopper, is proposed to obtain accurate estimations of both basic and social attributes with fewer repetitive samples. Specifically, 2-Hopper is able to greatly reduce redundant paths among nodes during the sampling process and thus produces few repeats. Based on 2-Hopper’s sampling process, a re-weighted estimator is proposed to accurately obtain both the individual and social properties while the latter is obtained by a newly proposed algorithm. Experimental results driven by real-world datasets show that on average 2-Hopper can reduce 4.5 times repetitive samples of the state-of-the-art random-walk based methods and obtain more accurate information about the individual and social attributes while 2-Hopper is able to estimate the structural properties of these attributes accurately over large graphs.

INDEX TERMS Random-walk based sampling, few repeats, accurate estimations, basic and social attributes of social networks.

I. INTRODUCTION

Due to increasingly large volumes of data in online social networks (OSNs) represented by ever larger graphs, it is necessary to use sampling methods to estimate the structural properties of OSNs efficiently [1]–[5]. Existing sampling methods designed to characterize large social networks can be divided into three categories, namely, random sampling on nodes or edges, traversal-based sampling and random-walk based sampling. Although random sampling can estimate the properties of OSNs accurately, their reliance on user IDs or pairs of user IDs [6] makes them ineffective because it is almost impossible to successfully infer the true user IDs or pairs of user IDs. On the other hand, traversal-based sampling methods produce biased samples and the biases cannot be remedied by any estimator [4]. In contrast, random-walk based sampling [6]–[8] is highly efficient into producing samples and then estimating the structural properties accurately by employing unbiased estimators.

Existing random-walk based sampling methods characterize the structural properties of large social networks from two angles, namely, the individual attributes and the social attributes. The former refers to the personal traits of users (e.g., the age, gender, number of friends, etc.) while the
latter characterizes the social activities or common interests between users and their respective friends. Thus, the social attributes of users lie in the connectivity among their neighbors [9], [10]. Both the individual and social attributes are very important in applications that differentiate the users in OSNs for the purpose of data mining [11] and visualizing large graphs [12]–[14].

However, the existing random-walk based sampling methods characterize the social networks in terms of either the individual attributes or the social attributes but not both. They characterize the individual attributes by producing samples in the form of the nodes without further analyzing the connectivity among the users. For the social properties they use patterns of locally connected subgraphs (also called motifs) to characterize the connectivity among a given number $n$ of nodes. Since the value of $n$ is actually evaluated to be less than six by the state-of-the-art sampling techniques, there may not be common social attributes among the loosely connected subgraphs formed by a small number of nodes. As a result, social attributes in the form of these loosely connected subgraphs cannot be uncovered comprehensively and accurately. Worse still, different values of $n$ necessitate different sampling processes, resulting in huge sampling costs. Nevertheless, the motifs in the form of the completely connected subgraphs, also called cliques, can be used to mine the social attributes of users. Therefore, in this paper, we leverage the structures of cliques which can be formed by any number of nodes to obtain the social attributes of users. In other words, with a single sampling process, we focus on characterizing the individual attributes by analyzing the samples themselves while obtaining the social attributes by analyzing the cliques that the samples have participated in.

Furthermore, while mainly focusing on obtaining the structural properties of the individual or social attributes, such as the distribution of a given property, the existing random-walk based sampling methods largely ignore the fact that the samples they produce typically have many repeats, which has a seriously adverse effect on the useful information extractable from these samples to further analyze the formations of the structural properties. Taking Figure 1 for example, although the seven samples have the same five friends for estimating the distributions of the number of friends, the samples in Figure 1(a) which have multiple repeats (3 of Tom, 2 of Lily), can only be used to do the first-order examinations while those in Figure 1(b), which have no repeats, can be used to do the fist-order and the second-order examinations when these samples are used to assess the quality of different examinations or do precise product promotions for different orders.

Therefore, even if the existing random-walk based sampling methods can obtain the individual and social attributes by producing node samples, the following two problems make them inefficient and ineffective.

- The key step of the existing methods is to select the next sample randomly from the neighbors of the currently sampled node, which can lead to many repetitive samples. These repetitive samples prevent more useful information from being extracted from these samples given the same prescribed total number of samples, i.e., sampling budget.
- The social attributes in the form of cliques are obtained by analyzing the connectivity of the neighboring nodes of the currently sampled node. However, these neighbors are also collectively considered as the sampling space for the next sample, meaning that the consecutive samples may have common neighbors and share the same social attributes. Thus, with a limited sampling budget, such a strategy for sampling the next sample tends to severely underestimate the diversity of the social attributes.

In this paper, we observe that the root cause of the repetitive samples is the redundant paths from one node to another while the main culprit for the inaccurate estimation of the social attributes is the limited sampling space for the next sample. Therefore, to address these two problems, we propose a new random-walk based method by designing a strategy of employing the neighbors of the neighbors, i.e., two-hop neighbors, of users to sample the social networks. This new sampling method, called 2-Hopper, can efficiently enlarge the sampling space while simultaneously
reducing the redundant paths between two nodes. Furthermore, to estimate the structural properties of both the individual and social attributes accurately, we design a re-weighted estimator for the samples produced by 2-Hopper. With the design and prototype implementation of 2-Hopper, we make following contributions.

1) We uncover the root cause for repetitive samples produced by the existing random-walk based sampling methods, namely, the redundant paths from one node to another during the sample selection process. (Section II)

2) 2-Hopper is proposed to estimate the individual and social attributes efficiently by considering two-hop neighbors of the currently sampled node and eliminating the redundant paths from one node to another during the process of preparing the sample selection spaces. A re-weight estimator is proposed to accurately estimate large graphs. (Section III and Section IV)

3) To uncover the social attributes of the users in social networks in the form of cliques, we propose a recursive strategy to find all the cliques corresponding to the node. This is in contrast to the existing algorithms that mainly focus on finding the maximum cliques of the graph and are not adequate for describing the social attributes of the specific users. (Section IV.)

4) Extensive experiments conducted on real-world datasets show that 2-Hopper produces samples with much fewer repetitive samples than existing state-of-the-art sampling methods while estimating both the structural properties of the individual and social attributes accurately. (Section V)

The reminder of this paper is organized as follows. Section II describes the necessary background, which motivates our 2-Hopper study. Section III introduces the design of 2-Hopper in detail and a proper estimator to re-weight the samples produced by 2-Hopper for accurate estimations. Section V presents the evaluations driven by real-world datasets while Section VI concludes our work.

II. BACKGROUND AND MOTIVATION

In this section, we first study the existing random-walk based sampling methods from the angle of sampling paths and then analyze the root causes of the repetitive samples they generate. The insight from the analysis and the need to accurately obtain both the individual and social attributes motivate us to propose 2-Hopper, a new random-walk based sampling method.

A. EXISTING RANDOM-WALK BASED SAMPLING METHODS MOST RELEVANT TO 2-HOPPER

SIMPLE RANDOM WALK (SRW)

SRW’s sampling paths are formed by a set of node pairs, each of which is an edge of a large graph [4]. If a node has a large number of neighbors, there must be a large number of paths converging on the node, meaning that this node has a very high probability of being sampled. Conversely, if a node has a small number of neighbors, there is a small probability of this node being sampled. Therefore, during the process of SRW, there is a very likely bias in that nodes with higher degrees tend to be more repeatedly sampled than those with lower degrees, resulting in both over-sampled nodes (i.e., of higher degrees) and under-sampled nodes (i.e., of lower degrees), leading to a severe lack of diversity among the samples.

Non-backtracking random walk (NBRW), proposed in [3] and Circulated Neighbors random walk (CNRW), proposed in [15] are based on the idea of non-backtracking to a very small fraction of the sampled paths. In this context, a sampling path refers to an edge through which the random walker goes from the current sample to the next. In NCRW, the currently sampled path of the random walk is eliminated from its candidate paths to obtain the next sample. Whereas, in CNRW, any two consecutive sampling paths which have been visited by the random walk, are blocked. For example, suppose that CNRW has walked along the sampling path of \( \mu \rightarrow \nu \rightarrow \omega \), which is now blocked. If it walks from \( \mu \rightarrow \nu \) again, the neighbors of \( \nu \) except for the node \( \omega \) will be sampled randomly. However, the kind of backtrack-path blocking only prevents a very small fraction of sampled paths being repeated, failing to effectively and fully address the problem of high ratio of repetitive samples.

Skipping random walk (SkipRW), proposed in [16], skips some candidate samples to reduce repetitive samples while following the SRW process. For example, when SkipRW walks through the path \( (\mu, \nu) \), \( \nu \) is selected as a sample with a pre-defined probability (e.g., 0.5). Although SkipRW changes the strategy of producing the samples, it does not change the sampling process of SRW at all, failing to reduce the repetitive samples effectively.

Although the existing random-walk based sampling methods (i.e., NBRW and CNRW) try to change the paths of the random walk of SRW, they do not address the root cause of the redundant-path problem. Furthermore, in these methods, the consecutively sampled nodes may be neighbors with each other, which may have the same social attributes and are not conducive to mining important information for characterizing the social attributes. Therefore, they cannot estimate the individual and social attributes accurately.

B. SAMPLING PATHS

In general, the repetitive samples are produced by the existing random-walk based sampling methods because the random walks can backtrack to the already-sampled nodes by walking along the redundant paths among nodes. There are two types of such paths, namely, direct paths and indirect paths, as described below.

A path between two nodes is a direct path if there is an edge between the two nodes. Backtracking to the sampled nodes through direct paths is referred to as direct backtracking. Most of the existing random-walk based methods are variations of simple random walk (SRW) in that the next sample is selected from the neighbors of the currently sampled node.
Therefore, there are direct paths from the currently sampled node to the candidate nodes to obtain the next sample. As shown in Figure 2, no matter which of node V1’s neighbors is to be selected as the next sample from the candidate samples V2, V3, and V5, there is a chance for SRW’s process to backtrack to node V1 again as there are three direct paths, labeled as, (V2 → V1, V3 → V1, V5 → V1). A path between two nodes is an indirect path if they are connected by two or more edges between ‘bridge’ nodes. Backtracking to the sampled nodes through indirect paths is referred to as indirect backtracking. Even if a random-walk based sampling method (e.g., NBRW) avoids backtracking to the already sampled nodes through direct paths, there are many indirect paths for the method to backtrack to the sampled nodes again. As shown in Figure 2, SRW backtracks to the sampled node V1 through an indirect path, V1 → V5 → V2 → V1. Furthermore, as shown in Figure 2, the number of indirect paths is more than that of direct paths from a node to V1.

Furthermore, the experiments driven by real datasets are conducted to learn the respective ratios of the repetitive samples due to the two types of backtracking. In this paper, the ratio of repetitive samples (RRS) is defined as RRS = \( \frac{B-U}{B} \), where B is the total number of samples and U is the number of unique samples among B. Experimental results based on the sampling process of SRW on the datasets of com-DBLP and amazon0601, described in Section V show that the repetitive samples caused by indirect backtracking are notably more than those caused by direct backtracking. Therefore, it is necessary to avoid indirect backtracking to reduce the repeats significantly.

### C. MOTIVATION

From the above analysis, we observe that there are a large number of redundant paths through which a random-walk process can traverse during the sampling processes of the existing random-walk based sampling methods as shown in Table 1, resulting in many repetitive samples. On the other hand, these repetitive samples, once obtained, cannot be removed arbitrarily because they are necessary for obtaining estimations on the structural properties of a large graph as shown in [3], [4], [6], [17]. Therefore, it is necessary to design a new sampling strategy to produce samples with fewer repeats.

As described above, the indirect backtracking is the main root cause of the repetitive samples. Thus, when designing a new random-walk based sampling method, it is necessary to cut down the redundant paths traversed through a large graph by the random walker. To obtain the social attributes it is necessary to reach the neighbors of neighbors, or two-hop neighbors, of the sampled node, to learn the connectivity of the neighbors of the nodes in the form of cliques [18], [19]. Therefore, the cost of obtaining the social attributes of the sampled node includes that of obtaining the two-hop neighbors. Since the probability of a sampled node being re-sampled through indirect backtracking decreases with the increase in the length of indirect paths traversed by the random walker, sampled nodes are more likely to be indirectly backtracked via 2-hop indirect paths than 3-or-more-hop indirect paths, although the latter are far more costly to maintain and keep track of. Therefore, in this paper, to balance the costs of estimating both individual and social attributes, we employ the two-hop neighbors to design a new random-walk based method described in the next section, called 2-Hopper that is able to produces samples with much fewer repeats than the state-of-the-art methods.

### III. 2-HOP NEIGHBORS BASED RANDOM WALK

In this section, we first introduce the definitions of relevant terms and notations to facilitate the description of 2-Hopper that follows. Then, we analyze 2-Hopper to validate the high quality of the samples it produces.

#### A. DEFINITIONS

We refer to an undirected and acyclic graph as \( G = (V, E) \), where \( V \) denotes the set of nodes and \( E \) denotes the set of edges between nodes. The set of (one-hop) neighbors of a node \( \mu \) is defined as \( \text{nei}(\mu) \). The 2-hop neighbors of node \( \mu \) can be described in terms of edge-based neighbors or node-based neighbors.

| Methods | Redundant paths |
|---------|----------------|
| SRW [4], [6] | Lots of directly and indirectly redundant sampling paths |
| NBRW [3] | Avoiding directly redundant sampling paths |
| CNRW [15] | Avoiding a little bit of indirectly redundant sampling paths |
| SkipRW [16] | Skipping a bit of repetitive sampling nodes obtained by directly redundant sampling paths |

Edge-based 2-hop neighbors of a node \( \mu \), labeled \( \text{edge2Nei}(\mu) \), are defined as follows: if there exist \((v, \omega) \in E \) and \( v \in \text{nei}(\mu) \), \( \omega \in \text{edge2Nei}(\mu) \). The number of nodes in \( \text{edge2Nei}(\mu) \) is the sum of the neighbors of the nodes in the set \( \text{nei}(\mu) \) and the edge-based neighbors do not exclude
repeats. Thus, the size of $\text{edge2Nei}(\mu)$ is the sum of the node degrees ($nd$) of nodes in $\text{nei}(\mu)$. For example, Figure 4(b) shows that $V_1$ has 6 neighbors ($V_2, V_3, V_{11}, V_4, V_5, V_6$) and 20 edge-based 2-hop neighbors (candidate sampling paths) (i.e., $nd(V_2) + nd(V_3) + nd(V_{11}) + nd(V_4) + nd(V_5) + nd(V_6) = 3 + 3 + 2 + 5 + 5 + 2 = 20$), $\text{edge2Nei}(V_1) = \{V_1 : 6, (V_4 : 1), (V_5 : 1), (V_8 : 1), (V_9 : 1), (V_{10} : 2), (V_{11} : 1), (V_{12} : 2), (V_{13} : 2), (V_{14} : 1), (V_{15} : 2)\}$, where $(V_a : b)$ denotes that node $V_a$ appears $b$ times in $V_s$ edge-based 2-hop neighbors.

Node-based 2-hop neighbors of a node $\mu$, labeled $\text{node2Nei}(\mu)$, are defined as follows: if there exist $\omega \in \text{nei}(v)$ and $v \in \text{nei}(\mu)$, $\omega \in \text{node2Nei}(\mu)$. However, significantly different from the edge-based 2-hop neighbors, node-based 2-hop neighbors do not allow any repeats in $\text{node2Nei}(\mu)$ and thus $\text{node2Nei}(\mu)$ contains only unique nodes that are the neighbors of the neighbors of $\mu$. Specifically, if there exist $\omega \in \text{nei}(v_1)$, $\omega \in \text{nei}(v_2)$, $v_1 \in \text{nei}(\mu)$, $v_2 \in \text{nei}(\mu)$ and $v_1 \neq v_2$, then $\omega \in \text{node2Nei}(\mu)$ and $\omega$ appears only once in $\text{node2Nei}(\mu)$. In contrast to the edge-based 2-hop neighbors with 20 candidate sampling paths, Figure 4(c) shows that 11 candidate sampling paths are $\{V_1 \rightarrow V_1, V_1 \rightarrow V_4, V_1 \rightarrow V_7, V_4 \rightarrow V_8, V_1 \rightarrow V_9, V_1 \rightarrow V_{10}, V_1 \rightarrow V_{11}, V_1 \rightarrow V_{12}, V_1 \rightarrow V_{13}, V_1 \rightarrow V_{14}, V_1 \rightarrow V_{15}\}$. Whereas, in contrast to 1-hop neighbors based sampling methods with at most 6 candidate sampling nodes (i.e., $\{V_2, V_3, V_4, V_5, V_6, V_{11}\}$), 2-Hopper sampling method has 11 candidate sampling nodes that are referred to as $\text{node2Nei}(V_1) = \{V_1, V_4, V_6, V_7, V_8, V_9, V_{10}, V_{11}, V_{12}, V_{13}, V_{14}, V_{15}\}$.

From the descriptions of edge-based and node-based 2-hop neighbors of a node $\mu$, the set of node-based 2-hop neighbors can be used to cut down the redundant indirect paths between the sampled node and the candidate node. For example, Figure 4(b) implies that there are six paths from $V_1$ to $V_1$: $\{V_1, V_2, V_1\}, \{V_1, V_3, V_1\}, \{V_1, V_{11}, V_1\}, \{V_1, V_4, V_1\}, \{V_1, V_5, V_1\}, \{V_1, V_6, V_1\}$, which are revealed by the edge-based 2-hop neighbors. Whereas, the node-based 2-hop neighbors of Figure 4(c) shows exactly one path from $V_1$ to $V_1$.

**B. SAMPLING METHOD**

As described in Section I, the 2-hop neighbors can help better extract information of the social attributes of the social networks. Since the edge-based 2-hop neighbors of a node cannot change the paths among the nodes fundamentally, existing sampling methods (i.e., SRW, NBRW, CNRW and SkipRW) can be easily extended to the techniques by employing the definition of edge-based 2-hop neighbors. Therefore, from the perspective of sampling paths, the existing methods can be seen as edge-based sampling methods. In other words, edge-based 2-hop neighbors contain many repeats of nodes and redundant paths that do not help address the indirect-backtracking problem at all, and thus in this paper we...
TABLE 2. The probabilities of the nodes sampled by the edge-based strategy and the node-based strategy.

| Node    | V1 | V2 | V3 | V4 | V5 | V6 | V7 | V8 | V9 | V10 | V11 | V12 | V13 | V14 | V15 |
|---------|----|----|----|----|----|----|----|----|----|-----|-----|-----|-----|-----|-----|
| Edge-based | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |
| Node-based (2-Hopper) | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 | 1/2 |

propose a strategy, called 2-Hopper, leveraging node-based, rather than edge-based, 2-hop neighbors to simultaneously extend the sampling space for each step and cut down the indirect paths from one node to another. The two key steps of 2-Hopper, (1) generation of sampling space node2Nei(µ) for the next sample when the random walk is residing on node µ, and (2) selection of the next sample from node2Nei(µ), are described in detail via an example as follows.

Take Figure 4 for example, if the current sample is V1, then the next sample is selected randomly from the node-based 2-hop neighbors, i.e., {V1, V4, V7, V5, V9, V10, V11, V12, V13, V14, V15}, where each node has an equal probability of 1/n of being selected. On the other hand, if an edge-based strategy is used, the sampling space will be the edge-based 2-hop neighbors (edge2Nei(V1)) of V1 with V1 appearing 6 times, while V10, V12, V13 and V15 each appearing twice. Thus, these nodes will have 6 or 2 times higher probability of being selected than the rest of nodes, as indicated in Table 2, making the sampling process highly biased toward V1. From the sampling process, the necessary cost for 2-Hopper is to obtain the two-hop neighbors of the current sample. However, such cost can be overlapped by the costs of characterizing the social attributes which necessitate analyze the connectivity of the neighbor of the currently sampled node.

A FORMAL DESCRIPTION OF 2-HOPPER

From the sampling process of 2-Hopper, the transition probability from the (i − 1)th (1 ≤ i ≤ n) state to the ith state is just relevant to the (i − 1)th state but irrelevant to the front i − 2 states, where n is the sampling budget (i.e., total number of samples). Therefore, the sampling process of 2-Hopper can be described as an irreducible and time-reversible Markov chain. µ’s transition probability of 2-Hopper from the node µ to the node ν, labeled as p(µ), is described as below.

\[
p(µ) = \begin{cases} 
\frac{1}{\text{node2Nei}(µ)} & \text{if } ν \in \text{node2Nei}(µ), \\
0 & \text{if } ν \notin \text{node2Nei}(µ).
\end{cases}
\]  

Stationary distribution means that the probability of selecting the node µ converges to a fixed value when sufficient sampling steps have been taken. It is used to explain that 2-Hopper can be used to produce samples. According to the knowledge of the Markov chain based graph sampling [20], the sampling process of 2-Hopper converges to \(\pi_µ = \frac{|\text{node2Nei}(µ)|}{\sum_ν |\text{node2Nei}(ν)|}\).

IV. ESTIMATIONS BASED ON 2-HOPPER

In this section, we first propose a re-weighted estimator to estimate structural properties of a large graph by using the sampled nodes produced by 2-Hopper. Furthermore, to estimate both the basic and social attributes of the large graph, we propose a recursive algorithm to obtain the social attributes of the sampled nodes during a sampling method as the basic attributes of the nodes can be obtained directly by analyzing these nodes directly.

A. ESTIMATOR

From the above description, the probability of a node in 2-Hopper is related to the number of the nodes in its node-based neighbors. In other words, the samples produced by 2-Hopper are not obtained with the same chances. Thus, when these samples are used to estimate the characteristics of a large graph with a small estimation error, it is necessary to use an unbiased estimator to remedy the deviation of the samples. Let the value of a property, labeled pro(µ), ranges among \(\{α_1, \ldots, α_k\}\) where k is the number of different values of the property in a large graph. If the value of µ’s property is equal to \(α_j (1 ≤ j ≤ k)\), \(F(\text{pro}(µ) = α_j) = 1\). Otherwise, \(F(\text{pro}(µ) = α_j) = 0\). In this paper, we propose a re-weight estimator described as follows to estimate the structural properties of attributes of a large graph accurately.

\[
\tilde{ω}_j = \frac{1}{W} \sum_{i=1}^{B ||} F(\text{pro}(µ_i) = α_j) \cdot p(µ_i),
\]  

where \(W = \sum_{i=1}^{B ||} p(µ_i), µ_i \in G, B\) denotes the number of the total samples and \(p(µ_i)\) is the transition probability of \(µ_i\) in 2-Hopper sampling process which is described in Equation 1.

Theorem 1: If the graph G is non-bipartite and connected, then \(ω_j\) is an asymptotically unbiased estimator of \(ω_j\). \(ω_j\) is called the re-weighted estimator for \(ω_j\) based on the samples produced by 2-Hopper.

Before proving the theorem, the related proposition is given below.

Theorem 2: The sampling probability of the item µ based on the Markov chain is as \(\pi(µ)\), then for any function, \(\sum f(µ) \cdot \pi(µ) < \infty\), we have

\[
\lim_{n \to \infty} \sum_{i=1}^{n} f(µ_i) = \sum_{i=1}^{B ||} f(µ_i) \cdot \pi(µ_i).
\]

The proof of this proposition is similar to that presented in [21, Proposition 17.3.4] when \(f(µ_i)\) is set \(F(\text{pro}(µ_i) = α_j)\). The proof of Theorem 1 is presented as follows. Based on Proposition 2, the proof of Theorem 1 given below is based
Figure 5 shows there are five cliques related to the node $V_0$ and the maximum clique of $V_0$ is formed by $V_0$, $V_3$, $V_4$, and $V_5$. $V_0$’s degree, NumClique and MaxClique are 8, 5, and 4 respectively.

B. INDIVIDUAL AND SOCIAL ATTRIBUTES

In this paper, when a sample is produced by a random-walk based sampling method, it is analyzed to obtain its individual and social attributes represented by the following two aspects.

Degree, reflected by the number of neighbors of a node, is used to represent the individual attribute of a user in social network. For example, Figure 5 shows that the degree of node $V_0$ is 8.

Cliques that a node participates in are used to reflect the social attributes of a user in social networks. We consider the cliques formed by the nodes in the node set $\{\mu_1, \ldots, \mu_k\}$, where $k + 1$ is the number of $\mu$’s neighbors. The task of obtaining the cliques related to a node can be done by the recursive strategy described as follows. If the cliques related to $\mu_1$ defined as $Clique(\mu_1)$ in the node set $\{\mu_2, \ldots, \mu_k\}$ is known, the cliques contain $\{\mu_1, \mu_2\}$ are identified. Similarly, before finding $Clique(\mu_i)$, all of the cliques formed by the nodes in the node set $\{\mu_{i+1}, \ldots, \mu_k\}$ should be found. To avoid repetitive cliques, if a node in the neighboring set has been found to participate cliques, it is labeled with hasVisited. Thus, the recursive algorithm just backtracks to the nodes without labels of hasVisited to find the cliques. Figure 6 shows the specific process of finding the clique of node $\mu$. Furthermore, the recursive strategy of finding all the cliques that a node participates in is depicted in Algorithm 1 and Algorithm 2, where the function of ’Find-NeiClique’ is to find the cliques of $\mu$’s neighbors from subGraph($\mu$), which is composed of its neighbors and the edges among the neighbors.
From the above description, the time complexity for obtaining the social attributes of a node $\mu$ in the form of cliques is $O(\sum_{i\in B} deg(\mu_i) \times deg(\mu_i))$, where $deg(\mu_i)$ denotes the $\mu_i$'s degree. Therefore, it is highly cost to analyze the whole datasets to obtain the social attributes and the limited number of sampled nodes obtained by a typical sampling method can reduce the cost for obtaining the social attributes greatly.

V. EVALUATION

This section describes simulation experiments conducted on a computer with Intel Xeon E5620 processors and 64-bit Ubuntu Linux OS over four real graph datasets, which are downloaded from [22] and depicted in Table 3. Four state-of-the-art random-walk based sampling methods, namely, SRW, NBRW, CNRW and SkipRW which are described in Section II, are selected as the baselines of 2-Hopper. Furthermore, the probability ($P_{SkipRW}$) for selecting a node as a sample is $P_{SkipRW} = 0.5$ when SkipRW is residing on the node. All the simulations are executed more than 100 times to ensure the soundness of the experimental results. These random-walk based sampling methods are evaluated from three aspects: the accuracy of estimations on the individual and social properties, the percentage of unique samples and the costs when estimating these properties.

A. ACCURACY

In this paper, the accuracy of a typical random-walk based sampling method is evaluated from two aspects: the usefulness and the estimated error. The usefulness is evaluated by the comparison between the estimated values and the ground-truth values. Besides, the complementary cumulative distribution function (CCDF) is used to describe the specific estimations of a given property, such as the degree of a node which is referred as the number of the neighbors of the node and is employed as the representative of the basic attribute of a large graph. Furthermore, the distributions of NumClique and MaxClique, which are referred as the number of the cliques and the size of the maximum clique respectively that one node participates in, are used to describe the social attributes of the nodes in the large graph. Figure 7 shows that the distributions of the three structures over three respective graphs estimated by 2-Hopper are very close to the ground-truth values. Furthermore, except for CNRW that there is a large gap between its estimation on NumClique distribution and the true value, Figure 7 shows that the other existing random-walk based sampling methods can estimate the three structural properties relatively accurately. Accurate estimations on the structural properties are the premise for analyzing the formations of the structures of these samples. The reason for CNRW's inaccurate estimation lies in that CNRW has blocked the visited sampling paths arbitrarily and then misses some important samples to reflect the structural properties in the form of NumClique. The closeness between

**Algorithm 1 Algorithm of FindClique**

**Input:** $\mu$, $\text{nei}(\mu) = \{v_0, v_1, v_2, \ldots, v_k\}$ and $i$ where $i$ is $i^{th}$ neighbors of $\mu$, $i = 0$ for the first time of running FindClique and $k + 1$ is the number of $\mu$'s neighbors; $\text{ComClique} \leftarrow \text{NULL}$ that is used to find the common items among cliques and $\text{subSet}(\alpha, \beta) \leftarrow \text{NULL}$ that is used to find the common neighbors of $\alpha$ and $\beta$;

**Output:** the set of the cliques labeled as Clique;

1: if $v_i$.visited == false then
   2: \hspace{1mm} $\text{ComClique} \leftarrow \emptyset$;
   3: \hspace{1mm} FindNeiClique($\alpha, v_i$, $\text{nei}(\mu)$, $\text{ComClique}$);
   4: \hspace{1mm} $v_i$.visited $\leftarrow$ true;
   5: \hspace{1mm} $\alpha \leftarrow \mu, \beta \leftarrow v_i$;
   6: \hspace{1mm} $\text{subSet}(\alpha, \beta) \leftarrow \text{nei}(\alpha)$;
   7: \hspace{1mm} $\text{comClique} \leftarrow \text{comClique} \cup \{v_i\}$;
   8: \hspace{1mm} FindNeiClique($\alpha, \beta$, $\text{subSet}(\alpha, \beta)$, $\text{comClique}$);
9: else $i<\ll$
10: \hspace{1mm} $i \leftarrow i + 1$;
11: \hspace{1mm} FindClique($\mu$, $\text{nei}(\mu)$, $i$);
12: end if

**Algorithm 2 Algorithm of FindNeiClique**

1: set $\text{nei}(\alpha) \leftarrow \text{findComNei}(\alpha, \beta, \text{subSet}(\alpha, \beta))$ /$^{	ext{b}}$
2: set $\text{nei}(\alpha)$ is the set of the common neighbors of $\alpha$ and $\beta$ in $\text{subSet}(\alpha, \beta)$ using the Function findComNei */$^{c}$;
3: set $\text{nei}(\alpha) \leftarrow \text{subSet}(\alpha, \beta) - \text{nei}(\alpha)$;
4: $j \leftarrow$ number of set Clique;
5: if set $\text{nei}(\alpha) == \text{NULL}$ && set $\text{nei}(\alpha) == \text{NULL}$ then
6: \hspace{1mm} Clique($j$) $\leftarrow$ comClique;
7: \hspace{1mm} comClique $\leftarrow$ NULL;
8: \hspace{1mm} $i \leftarrow i + 1$;
9: \hspace{1mm} $j \leftarrow j + 1$;
10: \hspace{1mm} FindClique($\mu$, $\text{nei}(\mu)$, $i$);
11: for each item (i.e., $v_f$) in set $\text{nei}(\alpha)$ do
12: \hspace{1mm} $v_f$.visited $\leftarrow$ true;
13: \hspace{1mm} Clique($j$) $\leftarrow$ comClique $\cup$ $v_f$;
14: \hspace{1mm} $j \leftarrow j + 1$;
15: end for
16: for each item (i.e., $v_m$) in set $\text{nei}(\alpha)$ do
17: \hspace{1mm} comClique $\leftarrow$ comClique $\cup$ $\{v_m\}$;
18: \hspace{1mm} $\alpha \leftarrow \beta, \alpha \leftarrow v_m$;
19: \hspace{1mm} $\text{subSet}(\alpha, \beta) \leftarrow \text{nei}(\alpha) - \text{comClique}$;
20: \hspace{1mm} $v_m$.visited $\leftarrow$ true;
21: \hspace{1mm} FindNeiClique($\alpha, \beta$, $\text{subSet}(\alpha, \beta)$, comClique);
22: end for
23: end if

**TABLE 3. Summary of graph datasets.**

| Graph   | Slashdot | com-DBLP | amazon0601 | com-Youtube |
|---------|----------|----------|-------------|-------------|
| $|V|$ | 77,360 | 317,080 | 403,394 | 1,134,890 |
| $|E|$ | 903,468 | 1,049,866 | 2,443,408 | 2,987,624 |
| Average Degree | 23.4 | 6.6 | 12.1 | 5.3 |
FIGURE 7. The distributions of the basic attributes represented by degrees and the social attributes represented by the number of cliques and the maximum clique that nodes participate in. Note that each data point \((x, y)\) in the figures indicates that \(|V| \times y\) nodes are of degree in (a), NumClique in (b) and MaxClique in (c) equal or smaller than \(x\) where \(|V|\) is the total number of nodes among the respective graph. 2-Hopper can estimate the structural properties accurately that is the premise for analyzing the formations of these structures.

FIGURE 8. The mean estimated errors when the five random-walk based sampling methods are used to estimate the distributions of degree, NumClique and MaxClique over com-Youtube, amazon0601 and com-DBLP respectively.

FIGURE 9. The ratio of unique samples obtained by the five sampling methods as a function of sampling budget.

the estimated values and the ground-truth values illustrate the usefulness of 2-Hopper as well as other random-walk based sampling methods.

However, besides the usefulness, when to further evaluate to what extend one sampling method can be used to estimate a large graph, the quantitative estimated errors among different sampling methods are necessary. Normalized mean square error (NMSE) defined below is used to evaluate the estimation error [6].

\[
NMSE(\omega_k) = \sqrt{\frac{E[(\omega_k - \hat{\omega}_k)^2]}{\omega_k}},
\]

where \(\omega_k\) and \(\hat{\omega}_k\) are the respectively true and estimated values about the graph characteristic labeled as \(k\). Figure 8 shows that 2-Hopper exhibits the smallest mean estimated errors of the three distributions over the three respective graphs.

B. UNIQUENESS

Figure 9 shows the ratio of unique samples produced by the four baseline methods ranges from 65% to 87% over the three datasets which is much lower than that of 2-Hopper, between 81% and 97%. Although 2-Hopper does not use the strategy of non-backtracking to the previously sampled nodes or the two consecutively sampled paths, which is employed by NBRW and CNRW respectively, it is able to significantly reduce the number of repetitive samples across the two datasets as a function of the number of samples, by a factor ranging from 1.8x to 8.6x, with an average of 4.5x, in contrast to the four baseline methods.

As described in Section I, even if one sampling method can obtain the accurate estimations on the structural properties, it is will be more effective when it can obtain more unique
samples with a limited sampling budget. To further uncover the more unique samples obtained by 2-Hopper, we evaluate the percentage of the unique samples which have the same structural property. Such percentage is obtained by the number of the unique samples with a given structure divided by the total number of the samples with the same structure. For example, \(m\) samples with all their respective degrees equal to 5 among \(n\) samples, then the distribution of the property of the samples with degree 5 is \(\frac{m}{n}\). To uncover to what extend the unique samples obtained by different sampling methods can be used to obtain the information of the different structural properties in a large graph, we describe the percentage of the samples related to the three structural properties respectively.

1) DEGREE
When these samples are used to infer the information (i.e., formations) of the property with a certain value (i.e., degree = 5), Figure 10 shows that more unique samples produced by 2-Hopper than that by the other four baseline methods, mean more information can be obtained to further analyze the formation of the graph structure in the form of degrees (also called degree structure).

2) NumClique
As described in Section IV, NumClique which refers to the number of the cliques that one node participates in, just reflect the structural properties of the node social attributes quantitatively. For example, the two nodes have the same values of NumClique while the the motifs of these cliques are different. Figure 11 shows that 2-Hopper can produce at least 20% more unique samples to obtain information about the given structures over the three different graphs.

3) MaxClique
Similar to NumClique, Maxclique which refers to the number (size) of the maximum clique one node participates in, is a quantitative description about the node social attribute. The maximum clique that one node (user) of a social network participates in may reflect the major or the interest that the user has. Such information is important to provide hierarchical information about the social network. Therefore, more unique samples means that more information can be obtained from the perspective of the MaxClique structure. Figure 12 shows that 2-Hopper can produce at least 20% more unique samples to obtain information about the given structures.

C. SAMPLING COSTS
1) QUERY COST
Since the query cost is a key factor when to estimate the properties of social networks by employing a random-walk based sampling method, we use the query costs to evaluate the costs of obtaining the individual and social attributes of social networks during the process of sampling. As described in [15], obtaining a node along with its neighbor nodes can
be consider one query from social networks. We simulate the query costs over com-DBLP and amazon-0601 as a function of the number of samples when using the five sampling methods to obtain the individual and social attributes. Figure 13(b) shows that 2-Hopper consumes slightly more query costs than the four methods while Figure 13(a) and Figure 13(c) shows that 2-Hopper consumes fewer queries than the four baseline methods. Because the four baseline methods are more biased to the nodes with higher degrees than 2-Hopper as described in Section II, these methods need lots of queries to estimate the social attributes which necessitate to acquire the neighbors of the neighbors of the sampled node. Thus, when the four baseline methods are used to estimate the dense graph reflected by a larger average degree of the nodes in Slashdot and amazon0601, they consume more query costs. Whereas, when these methods are used to estimate the sparse graph of com-DBLP, 2-Hopper consumes slightly more costs than the other four methods which can be compensated by much more unique samples.

VI. CONCLUSION

In this paper, we propose a new random-walk based sampling method, named 2-Hopper, to uncover the individual and social properties of social networks. 2-Hopper can efficiently cut down the redundant paths from one node to another to reduce the chances of the sampling process backtracking to the already sampled nodes. Consequently, 2-Hopper produces samples of social networks with fewer repeats. The experimental results driven by real-world datasets show that 2-Hopper estimates the structural properties of both the individual and social attributes accurately, if not more accurately than existing state-of-the-art sampling methods while it can obtain more information to analyze the formations of these structures.
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