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We investigate thermalization dynamics of a driven dipolar many-body quantum system through the stability of discrete time crystalline order. Using periodic driving of electronic spin impurities in diamond, we realize different types of interactions between spins and demonstrate experimentally that the interplay of disorder, driving and interactions leads to several qualitatively distinct regimes of thermalization. For short driving periods, the observed dynamics are well described by an effective Hamiltonian which sensitively depends on interaction details. For long driving periods, the system becomes susceptible to energy exchange with the driving field and eventually enters a universal thermalizing regime, where the dynamics can be described by interaction-induced dephasing of individual spins. Our analysis reveals important differences between thermalization of long-range Ising and other dipolar spin models.

Thermalization is a universal feature of most many-body systems [1–8], underlying the applicability of equilibrium statistical mechanics. At the same time, it represents an important limitation for the coherent manipulation of large scale quantum systems in quantum information processing. For these reasons, a detailed understanding of thermalization processes in closed, interacting quantum many-body systems is of great interest to both fundamental and applied science.

Over the last few decades, it has been demonstrated both theoretically and experimentally that thermalization processes in many-body systems can be significantly slowed, or even halted due to strong disorder [9–19]. The suppression of thermalization allows for novel nonequilibrium states of matter that would otherwise be forbidden in equilibrium. One remarkable example is the discrete time crystal phase in periodically-driven (Floquet) systems [20–25]. This phase is characterized by a spontaneous breaking of the discrete time-translational symmetry of the drive, which is manifested in local observables exhibiting long-lived, robust oscillations at a subharmonic of the fundamental driving frequency. Signatures of discrete time-crystalline (DTC) order have been observed in various experimental platforms such as trapped ions, electronic and nuclear spin ensembles [26–29]. Since the stability of DTC order is closely related to the suppression of thermalization processes, these observations also raise the intriguing possibility of using the DTC signal as a tool to study thermalization dynamics in an interacting many-body system.

In this Letter, we demonstrate that the stability of DTC order can be used as a sensitive, quantitative probe of thermalization behavior in a quantum many-body dipolar system. Specifically, we coherently manipulate a disordered ensemble of dipolar-interacting spins to engineer Floquet dynamics with three different types of interactions. In all cases, robust, long-lived signatures of DTC order can be observed over some range of parameters. By tuning both the Floquet period and the strength of perturbations, we monitor the corresponding changes in the decay of DTC order that ensue, which allows us to study thermalization dynamics in these systems.

Our experimental observations reveal the presence of three distinct thermalization regimes. In the case where the driving period is short compared to the inverse of disorder strength, DTC order is robust over a wide range of perturbation strengths, and we find that spin dynamics is well described by a time-averaged Hamiltonian which sensitively depends on the details of interactions [24, 30–33]. Thermalization occurs only via rare resonances that are strongly suppressed by the large disorder [34–36]. At longer periods, the average Hamiltonian description breaks down as the system can exchange energy with the periodic drive, but long-lived DTC order can still persist. This stability can be attributed to critically slow thermalization dynamics arising from the delicate interplay of the long-range nature of interactions with disorder and driving, in agreement with previous observations of a critical DTC regime [17, 25, 27]. At sufficiently long drive periods, DTC order becomes unstable as the system enters a third thermalizing regime, characterized by universal dynamics independent of the interaction details. The uni-
FIG. 1. Experimental system and observation of DTC order. (a) Periodically driven, interacting NV centers. During each Floquet period \( T \) (dotted box), NV centers interact for time \( \tau_1 \), then experience pulsed microwave rotations of duration \( \tau_2 \), at resonant frequencies \( \omega_1 \) or \( \omega_2 \). After \( n \) Floquet cycles, the population difference between \( |0\rangle \) and \( |-1\rangle \) is measured. (b) Distinct Floquet time evolutions realized: \( Z_3 \)-Ising, with only Ising interactions, and \( Z_2 \& Z_3 \), with both Ising and spin-exchange interactions. (c-f) Representative time traces of the normalized spin polarization \( P(nT) \) and Fourier spectra \( |S(\nu)|^2 \) of the \( Z_3 \) DTC order at a perturbation \( \epsilon/\pi = 0.06 \) with \( T = 70 \text{ ns} \) (c,d) and 130 ns (e,f). In (c,e), blue, gray, and green points correspond to \( P(t) \) at \( t = T, 2T, 3T \) (mod 3T), respectively.

Experimental setup.— Our experiments employ a dense ensemble of nitrogen-vacancy (NV) centers in diamond [51]. Each NV center comprises an \( S = 1 \) electronic spin with internal states \( |m_s = 0, \pm 1\rangle \), which can be initialized, manipulated, and read out by optical and microwave pulses. The high NV center concentration (\( \sim 45 \text{ ppm} \)) in our sample provides strong magnetic dipolar interactions between spins, with interaction strengths significantly exceeding extrinsic decoherence rates [17, 52]. Our sample has also various sources of disorder, with an energy scale generally larger than the interaction strength between NV centers. A more detailed characterization can be found in Ref. [17, 52, 53].

To probe thermalization dynamics, we used pulsed periodic microwave driving to engineer three distinct types of Floquet evolutions, which we denote as \( Z_2 \)-Ising, \( Z_2 \), \( Z_3 \). In all cases, a Floquet cycle consists of time evolution under an interacting Hamiltonian for a tunable duration \( \tau_1 \), followed by strong microwave pulses effecting a global spin rotation:

\[
U_F^{(a)} = P_\theta^{(a)} \exp[-iH^{(a)}\tau_1],
\]

where \( a \in \{Z_2\text{-Ising}, Z_2, Z_3\} \), \( P_\theta^{(a)} \) is the spin rotation parametrized by a tunable angle \( \theta \), and \( H^{(a)} \) is an effective Hamiltonian for relevant degrees of freedom of the spin ensemble, containing interaction and disorder terms [Fig. 1(a)]. The time durations of \( P_\theta^{(a)} \) are fixed at \( \tau_2 = 10 \text{ ns} \) (\( Z_2\text{-Ising} \) and \( Z_3 \)) or \( \tau_2 = 20 \text{ ns} \) (\( Z_3 \)), such that the Floquet time period \( T = \tau_1 + \tau_2 \) is dominated by \( \tau_1 \). For \( Z_2\text{-Ising} \) and \( Z_3 \), the microwave excitation \( P_\theta^{(a)} \) is resonant with the \( |0\rangle \leftrightarrow |-1\rangle \) transition, and these two states form an effective two-level system. For \( Z_3 \), \( P_\theta^{(a)} \) consists of two consecutive pulses, resonant with \( |0\rangle \leftrightarrow |\pm 1\rangle \) transitions, thereby exploiting all three spin states [Fig. 1(b)]. In the ideal case \( \theta = \pi \), \( P_\pi^{(a)} \) permutes the populations between two (three) spin states such that they return to the original configuration after two (three) cycles. In the following experiments, we introduce systematic perturbations \( \epsilon = \theta - \pi \), whose accuracy is limited to about 1% due to spatial inhomogeneity of the applied field and disorder in the system [52].

The effective spin-spin interactions are different in the three cases. For \( Z_2 \) and \( Z_3 \), spins interact via natural dipole-dipole interactions, which involve both Ising-type interactions and spin exchange between resonant transitions, e.g. \( |0\rangle_i \otimes |\pm 1\rangle_j \leftrightarrow |\pm 1\rangle_i \otimes |0\rangle_j \) for spins \( i, j \) [52]. For \( Z_2\text{-Ising} \), strong transverse microwave driving during \( \tau_1 \) causes the spin-spin interactions in the dressed state basis \( |\pm X\rangle = (|0\rangle \pm |-1\rangle)/\sqrt{2} \) to become purely Ising-like [52]. In our experiments, spins are initially polarized along the corresponding quantization axes (\( |0\rangle \) for \( Z_2, Z_3 \) and \( |+X\rangle \) for \( Z_2\text{-Ising} \)). After time evolution by the Floquet unitary \( U_F^{(a)} \) for \( n \) cycles, the remaining polarization \( P(nT) \) along the initialization axis is measured via spin-state-dependent fluorescence.

Experimental observations and analyses.— In all three cases, we observe robust subharmonic responses over a wide range of perturbation strengths \( \epsilon \) and Floquet periods \( T \). As an example, Fig. 1(c-f) shows typical time traces of \( P(nT) \) and their Fourier spectra \( |S(\nu)|^2 \) for \( Z_3 \), for two different \( T \) at finite \( \epsilon \) [52]. For very short \( T \), \( P(nT) \) shows a modulated decaying signal, and \( |S(\nu)|^2 \) displays broad sidepeaks at \( \epsilon \)-dependent locations away from \( \nu = 1/3 \) [Fig. 1(c,d)]. For larger \( T \), \( P(nT) \) instead
exhibits long-lived oscillations with a period of three cycles, reflected in a sharp spectral peak pinned at $\nu = 1/3$, indicating that the subharmonic response is stabilized by interactions [Fig. 1(e,f)]. Generally, for an integer $m > 1$, we associate the signature of $Z_m$ DTC order with the presence of $\nu = 1/m$ peaks in the Fourier spectrum that are sharp and robust against perturbations $\epsilon$.

To quantitatively probe the stability of DTC order as a function of parameters $\epsilon$ and $T$, we examine the crystalline fraction $f$, defined as the normalized spectral weight at the expected frequency $\nu = 1/m$ ($m = 2, 3$) in the late time ($n \geq 40$) dynamics of $P(nT)$, after initial transients in the dynamics have decayed away. For each $T$, we identify the value of $\epsilon$ at $f = 0.1$ as the phenomenological phase boundary where DTC order is lost [Fig. 2(a-c)]. Focusing first on short $T$, we find in all three cases that the phase boundaries are linear in the $\epsilon$-$T$ plane, similar to prior observations [26–28]. However, closer inspection [Fig. 2(d)] reveals that DTC order extends to a wider range of $\epsilon$ in $Z_2$ & $Z_3$ than in $Z_2$-Ising. This is surprising since spin-exchange interactions should intuitively aid thermalization and make DTC order less stable, although it is known that long-range interactions can sometimes have a regularizing effect on dynamics [54].

From Fig. 2(a-c), we observe that the linear phase boundaries do not extend indefinitely with increasing $T$, but instead bend inwards, albeit with different shapes between the different Floquet Hamiltonians. To investigate thermalization dynamics in this longer $T$ regime, we examine the decay of DTC order. Specifically, we perform a Fourier transform of $P(nT)$ over a window of cycles $n \in [n_{\text{sweep}}, n_{\text{sweep}} + L - 1]$, where $L = 36$ is fixed, and extract the subharmonic peak height $S = |S(\nu = 1/m)|^2$, ($m = 2, 3$). By sweeping the starting position $n_{\text{sweep}}$, we produce a time trace of the peak height, which allows us to track how the DTC order decays in time. Fig. 3(a-b) shows typical decay profiles of $Z_3$ DTC order, for two different $T$. For $T$ slightly beyond the linear phase boundary regime, the decay exhibits a stretched exponential profile, with late-time decay rates $\Gamma$ nearly independent of $\epsilon$ [Fig. 3(a)]. In contrast, for long $T$, the decay profile of $S$ approaches a simple exponential, characteristic of Markovian dynamics [Fig. 3(b)]. $\Gamma$ also becomes sensitive to $\epsilon$, indicating an instability of the subharmonic signal [Fig. 3(c)]. We have verified that the other Floquet Hamiltonians also exhibit qualitatively similar changes in behavior of $S$ [52].

To quantify the crossover between different decay profiles, we phenomenologically fit $S$ with a stretched exponential $A \exp[-(n_{\text{sweep}}/n_T)^\beta]$. For a given $T$, we compute the exponent $\beta$ governing the decay of the stretched exponential, averaged over different $\epsilon$. For all Floquet sequences, we find that $\beta$ increases from $\sim 0.6$ (stretched...
exponential) with increasing \( T \), before saturating at 1 (single-exponential), albeit with different saturation timescales \( T^* \) [Fig. 4(a)]. We note there is a slight falling off for very long \( T \), which we attribute to convolution effects with the longitudinal spin relaxation (\( T_1 \)) [52, 53]. We employ a saturation fit \( \beta = 1/(1 + (\epsilon / T)^{\alpha}) \) and extract the Floquet period \( T^* \) at which \( \beta = 0.9 \). Interestingly, \( T^* \) coincides with the timescale beyond which \( \Gamma \) as a function of \( \epsilon \) collapses onto a universal quadratic shape, with curvature approximately equal to 1/2 up to an offset \( \Gamma_0 \) [Fig. 4(b)]. Physically, \( \Gamma_0 \) is attributable to a combination of \( T_1 \) depolarization of spins and dephasing during the finite rotation pulses [52]. For the \( \mathbb{Z}_2 \)-Ising, \( \mathbb{Z}_2 \), \( \mathbb{Z}_3 \) cases, we find that \( T^* = 2.64(5), 1.20(5), \) and \( 0.45(2) \) \( \mu s \) respectively.

As expected, \( T^* \) is longest for the \( \mathbb{Z}_2 \)-Ising case, indicating that thermalization proceeds slower when only Ising interactions are present.

Discussion.— The above observations suggest the existence of three thermalization regimes: a short-\( T \) regime where spin-exchange interactions seem to stabilize DTC order, an intermediate-\( T \) regime where DTC order persists but is less stable, and a long-\( T \), apparently universal regime where subharmonic responses are unstable, decaying at a rate \( \Gamma = \epsilon^2 / 2 \), and thus cannot be associated with stable DTC order.

To explain our observations in the short-\( T \) regime, we turn to a mean-field analysis. When \( T \) is sufficiently short compared to the inverse of disorder strength, we can describe the dynamics of the amplitude of \( \langle \mu(T) \rangle \) by an effective, static Hamiltonian \( D \) by going into an appropriately chosen moving frame (the so-called toggling frame [52]). Keeping only the lowest order terms in \( T \) and \( \epsilon \), we obtain

\[
D^{Z_2\text{-Ising}} = \sum_{ij} \frac{J_{ij}}{r_{ij}} S_i^x S_j^x + \frac{\epsilon}{T} \sum_i S_i^y, \\
D^{Z_2} = \sum_{ij} \frac{J_{ij}}{r_{ij}} (S_i^x S_j^x + S_i^y S_j^y - S_i^y S_j^y) + \frac{\epsilon}{T} \sum_i S_i^y, \\
D^{Z_3} = \sum_{ij} \frac{J_{ij}}{r_{ij}} \sum_{ab} (\delta_{ab} - \frac{1}{3} \delta_{a\pm1,b}) \sigma_i^{ab} \sigma_j^{ba} + \frac{\epsilon}{3T} \sum_i R_i,
\]

where \( J_{ij}, r_{ij} \) are the orientation-dependent coefficient of dipolar interactions and distance between spins \( i, j \), \( S_i^\mu \) are spin-1/2 operators for the two levels \( |0\rangle, | -1\rangle \), \( R_i = (\sigma_i^{1,0} + \sigma_i^{-1,0} + i \sigma_i^{1,1} + h.c.) \), and \( \sigma_i^{ab} = |a\rangle \langle b| \) with \( a, b \in \{0, \pm1\} \). Now, for each Hamiltonian, we seek a self-consistent steady state solution at the mean-field level in the toggling frame, corresponding to a stable subharmonic response in the lab frame. We find that such solutions exist when \( |\epsilon| \leq \epsilon_c = a J_{MF} T \), where \( J_{MF} \) is the total mean-field interaction strength and \( a \) equals 1/2, 1, and 4/3 for \( Z_2 \)-Ising, \( Z_2 \), and \( Z_3 \) DTC respectively, which yields a linear phase boundary prediction in reasonable agreement with the experimental data [Fig. 2(d)]. The wider phase boundary in \( Z_2 \), \( Z_3 \) than \( Z_2 \)-Ising can also be understood from the self-consistent mean-field wavefunction: one finds that spin-exchange terms, having opposite signs to the Ising terms, generate a screening field that partially cancels the perturbing external field (see Fig. 2(e), [52]).

The preceding mean-field analysis is expected to break down when \( T \) is larger than the inverse of disorder energy scales. Then, resonances due to absorption/emission of energy quanta from/into the drive can occur more readily, giving rise to more thermalization channels. However, the apparent stability of the DTC order even in this regime can be explained—at least in the \( Z_2 \)-Ising case—by a critical DTC regime [25], in which the interplay of long-range interactions, dimensionality, disorder and driving leads to critically slow dynamics, and yields a phase boundary narrowing prediction of \( \epsilon_c \sim 1 / \sqrt{T} \). Indeed, Fig. 2(a) shows that this scaling fits the experimental data extremely well. In contrast, for the \( Z_2 \) and \( Z_3 \) cases, signatures of stable DTC order remain but are more fragile, existing only in a relatively narrow region. Furthermore, the scaling of the experimentally obtained phase boundaries differs from the \( Z_2 \)-Ising case.

The observed universal quadratic scaling of decay rates at sufficiently long \( T \) can be qualitatively explained by dephasing of individual spins, due to a proliferation of resonances, independent of the details of the thermalizing Hamiltonian. We consider a model [52] where each spin is projected onto its quantization axis within one Floquet cycle due to strong dephasing, leading to Markovian population dynamics, wherein the net ensemble polarization.

**FIG. 4. Universal thermalization dynamics for different Floquet Hamiltonians.** (a) Exponents of the stretched exponential fits versus \( T \). Data points denote the average over \( \beta \) values extracted at different \( \epsilon \), errorbars are the standard deviation of the mean. Lines denote fits to extract the saturation timescale \( T^* \) (arrows), identified where \( \beta = 0.9 \). (b) Late-time decay rate \( \Gamma \) as a function of \( \epsilon \) (after a global offset \( \Gamma_0 \) has been subtracted, see [52]) at \( T = 3.5, 3.5, 2.3 \) and 0.3 \( \mu s \) for the \( Z_2 \)-Ising, \( Z_2 \), \( Z_3 \), and two-group \( Z_3 \) cases, respectively (markers as in (a)). Solid line indicates a dephasing model fit, predicting \( \Gamma = \epsilon^2 / 2 + \Gamma_0 \). Error bars as in Fig. 3(c). Cross markers show numerical results of an infinite-range, interacting spin system with both Ising and spin-exchange interactions [52]. Errorbars in the numerics represent the standard deviation of decay rate distributions for different realizations.
reduces by a factor of $\cos(\epsilon)$ per cycle. This yields a decay rate $\Gamma = -\log(\cos(\epsilon)) \approx \epsilon^2/2$, which agrees well with the experimental observations [Fig. 4(b)] upon allowing for an offset $\Gamma_0$ due to external depolarization processes. To probe the origin of dephasing, we perform an additional $\mathbb{Z}_3$ experiment with doubled spin density [52], and find that $T^*$ is halved to 0.21(4) $\mu$s [Fig. 4(a)]. Moreover, the independently estimated dephasing time due to the external bath is much longer than the $T^*$ values [52], strongly suggesting that dephasing dominantly arises from intrinsic, coherent spin-spin interactions. Indeed, exact diagonalization studies of a strongly interacting toy model of $N$ spin-1/2 particles, coupled via all-to-all random interactions $\sum_{ij} J_{ij}/\sqrt{N} [\alpha(S_i^x S_j^x + S_i^y S_j^y) - S_i^z S_j^z]$ with $\alpha = 0.1$, and which are periodically rotated by an angle $\pi + \epsilon$, yield a decay rate $\epsilon^2/2$ of the subharmonic signal for sufficiently long Floquet periods $J_{ij} T \gg 1$ [Fig. 4(b)]. However, we note that the Ising case ($\alpha = 0$) shows a much slower approach to the Markovian regime in finite-size scaling than the spin-exchange case ($\alpha = 1$) [52].

Our observations of the relative stability and distinct scaling of the critical DTC regime in the $\mathbb{Z}_3$-Ising case as well as its long $T^*$ value, indicate important differences in the thermalization dynamics of systems with different types of long-range interactions. This is in broad agreement with recent analytical and numerical studies of thermalization [35, 40, 55]; however, a detailed and better understanding of these differences is a challenging task which deserves further investigation.

Conclusions. — We have demonstrated that the stability of DTC order can be used to sensitively and quantitatively probe thermalization dynamics of a many-body system. In particular, we have explored how the interplay of disorder, periodic driving, and interactions gives rise to different thermalization regimes. Our results shed light on the mechanisms through which many-body quantum systems approach thermal equilibrium, an important aspect in the quest for full control over quantum matter.
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