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\section*{Abstract}
In this paper we propose an adversarial generative grammar model for future prediction. The objective is to learn a model that explicitly captures temporal dependencies, providing a capability to forecast multiple, distinct future activities. Our adversarial grammar is designed so that it can learn stochastic production rules from the data distribution, jointly with its latent non-terminal representations. Being able to select multiple production rules during inference leads to different predicted outcomes, thus efficiently modeling many plausible futures. The adversarial generative grammar is evaluated on the Charades, MultiTHUMOS, Human3.6M, and 50 Salads datasets and on two activity prediction tasks: future 3D human pose prediction and future activity prediction. The proposed adversarial grammar outperforms the state-of-the-art approaches, being able to predict much more accurately and further in the future, than prior work. \textbf{Code will be open sourced.}

\section{Introduction}
Future prediction in videos is one of the most challenging visual tasks. Accurately predicting future activities or human pose has many important applications, e.g., in video analytics and robot action planning. Prediction is particularly hard because it is not a deterministic process as multiple potential ‘futures’ are possible, especially for predicting real-valued output vectors with non-unimodal distribution. Given these challenges, we address the important question of how the sequential dependencies in the data should be modeled and how multiple possible long-term future outcomes can be predicted at any given time.
Fig. 1: The Adversarial Generative Grammar predicts future activities in videos and can generate many other plausible ones.

We propose an *Adversarial Generative Grammar* (AGG) model for future prediction. The model is a differentiable form of a regular grammar trained with adversarial sampling of various possible futures, which is able to output real-valued predictions (e.g., 3D human pose) or semantic prediction (e.g., activity classes). Learning sequences of actions or other sequential processes with the production rules of a grammar is valuable, as it imposes temporal structural dependencies and captures relationships between latent states. Each (learned) production rule of a grammar model is able to take a state representation and transition to a different future state. Using multiple rules allows the model to capture multiple branching possibilities (Figure 1). This capability makes the grammar learning unique, different from previous sequential models including many recurrent neural network (RNN) models.

The main technical contribution of this work is the introduction of adversarial learning approach for differentiable grammar models. This is essential, as the adversarial process allows the grammar model to produce multiple candidate future sequences that follow a similar distribution to sequences seen in the data. A brute force implementation of differentiable grammar learning would need to enumerate all possible rules and generate multiple sequence branches (exponential growth in time) to consider multiple futures. Our adversarial stochastic sampling process allows for much more memory- and computationally-efficient learning without such enumeration. Additionally, unlike other techniques for future generation (e.g., autoregressive RNNs), we show the adversarial grammar is able to learn longer sequences, can handle multi-label settings, and predict much further into the future.

To our knowledge, AGG is the first approach of adversarial grammar learning. It enables qualitatively and quantitatively better solutions - ones able to successfully produce multiple feasible long-term future predictions for real-valued outputs. The proposed approach is driven entirely by the structure imposed from learning grammar rules and adversarial losses – i.e., no direct supervised loss is used for the grammar model training.

The proposed approach is evaluated on different future activity prediction tasks: (i) on future action prediction – multi-class classification and multi-class multi-label problems and (ii) on 3D human pose prediction, which predicts the 3D joint positions of the human body in the future. The proposed method is tested on four challenging datasets: Charades, MultiTHUMOS, 50 Salads, and Human3.6M. It outperforms previous state-of-the-art methods, including RNNs, LSTMs, GRUs, grammar and memory based methods.

2 Related work

**Grammar models for visual data.** The notion of grammars in computational science was introduced by [5] for description of language, and has found a
widespread use in natural language understanding. In the domain of visual data, grammars are used to parse images of scenes [40,39,14]. In their position paper, [40] present a comprehensive grammar-based language to describe images, and propose MCMC-based inference. More recently, a recursive neural net based approach was applied to parse scenes by [30]. However, these previous works either use a traditional symbolic grammar formulation or use a neural network without explicit representation of grammar. In the context of temporal visual data, grammars have been applied to activity recognition and parsing [24,28,33,25] but not to prediction or generation. [26] used traditional stochastic grammar to predict activities, but only within 3 seconds.

**Generative models for sequences.** Generative Adversarial Networks (GANs) are a very powerful mechanism for data generation by an underlying learning of the data distribution through adversarial sampling [13]. GANs have been very popular for image generation tasks [7,17,34,2]. Prior work on using GANs for improved sequences generation [38,9,15] has also been successful. Fraccaro et al. [11] proposed a stochastic RNN which enables generation of different sequences from a given state. However, to our knowledge, no prior work explored end-to-end adversarial training of formal grammar as we do. Qi et al. [27] showed a grammar could be used for future prediction, and our work builds on this by learning the grammar structure differentiably from data.

**Differentiable Rule Learning.** Previous approaches that address differentiable rule or grammar learning are most aligned to our work [35]. Unlike the prior work, we are able to handle larger branching factors and demonstrate successful results in real-valued output spaces, benefiting from the adversarial learning.

**Future pose prediction.** Previous approaches for human pose prediction [12,16,32] are relatively scarce. The dominant theme is the use of recurrent models (RNNs or GRUs/LSTMs) [12,23]. Tang et al. [32] use attention models specifically to target long-term predictions, up to 1 second in the future. Jain et al. [18] propose a structural RNN which learns the spatio-temporal relationship of pose joints. The above models, contrary to ours, cannot produce multiple futures, making them limited for long-term anticipation. These results are only within short-term horizons and the produced sequences often ‘interpolate’ actual data examples. Although our approach is more generic and is not limited to just pose forecasting, we show that it is able to perform successfully too on this task, outperforming others.

**Video Prediction.** Our approach is also related to the video prediction literature [10,6,1,21], but more in-depth survey is beyond the scope of this work.

### 3 Approach

We first introduce a differentiable form of a formal grammar, where its production rules are implemented with fully-differentiable functions to be applied to non-terminals and terminals represented with latent vectors (Section 3.3). Unlike traditional grammar induction with symbolic representations, our approach
Fig. 2: Overview of the adversarial grammar model. The initial non-terminal is produced by an encoder based on the input video. The grammar then generates multiple possible sequences from the non-terminal. The generated and real sequences are used to train the adversarial discriminator, evaluating whether the generated sequences match the distribution of real sequences.

allows joint learning of latent representations and differentiable functions with the standard back-propagation. Next, we present the adversarial grammar learning approach that actually enables training of such functions and representations without spending an exponential amount of memory and computation (Sec. 3.4). Our adversarial grammar is trained to generate multiple candidate future sequences. This enables robust future prediction, which, more importantly, can easily generate multiple realistic futures.

We note that the proposed approach, based on stochastic sequence learning, is driven entirely by the adversarial losses which help model the data distribution over long sequences. That is, while direct supervised losses can be used, we implement our approach with adversarial losses only, which learn the underlying distribution. All experiments below demonstrate the success of this approach, despite being more challenging.

3.1 Preliminaries

A formal regular grammar is represented as the tuple \((\mathcal{N}, \mathcal{T}, \mathcal{P}, N_0)\) where \(\mathcal{N}\) is a finite non-empty set of non-terminals, \(\mathcal{T}\) is a finite set of terminals (or output symbols, e.g., here actions), \(\mathcal{P}\) is a set of production rules, and \(N_0\) is the starting non-terminal symbol, \(N_0 \in \mathcal{N}\). Production rules in a regular grammar are of the form \(A \rightarrow aB\), \(A \rightarrow b\), and \(A \rightarrow \epsilon\), where \(A, B \in \mathcal{N}\), \(a, b \in \mathcal{T}\), and \(\epsilon\) is the empty string. Autoregressively applying production rules to the non-terminal generates a sequence of terminals. Note that we only implement rules of form \(A \rightarrow aB\) in our grammar, allowing it to generate sequences infinitely and we represented \(N\) as a real-valued vector.

Our objective is to learn such non-terminals \(\mathcal{N}\) and terminals \(\mathcal{T}\) as latent vector representations directly from training data, and model the production
rules $\mathcal{P}$ as a (differentiable) generative neural network function. That is, the goal is to learn a nonlinear function $G$ that maps a non-terminal to a set of (non-terminal, terminal) pairs; here $G$ is a neural network with learnable parameters.

$$G : \mathcal{N} \rightarrow \{(\mathcal{N}, \mathcal{T})\}$$

Note that this is a mapping from a single non-terminal to multiple (non-terminal, terminal) pairs. The selection of different rules enables modeling of multiple different sequences, generating different future outcomes, unlike existing deterministic models (e.g., RNNs).

The learned production rules allow modeling of the transitions between continuous events in time, for example 3D human pose or activities, which can naturally spawn into many possible futures at different points similarly to switching between rules in a grammar. For example, an activity corresponding to ‘walking’ can turn into ‘running’ or ‘stopping’ or continuing the ‘walking’ behaviour.

More formally, for any latent non-terminal $N \in \mathcal{N}$, the grammar production rules are generated by applying the function $G$ (a sequence of fully connected layers), to $N$ as:

$$G(N) = \{(N_i, t_i)\}_{i=1:K},$$

where each pair corresponds to a particular production rule for this non-terminal:

$$N \rightarrow t_1 N_1$$
$$N \rightarrow t_2 N_2 \ldots$$
$$N \rightarrow t_K N_K,$$

where $N_1, N_2, \ldots N_K \in \mathcal{N}, t_1, t_2, \ldots t_K \in \mathcal{T}$, for $K$ rules.

This function is applied recursively to obtain a number of output sequences, similar to prior recurrent methods (e.g., RNNs such as LSTMs and GRUs). However, in RNNs, the learned state is required to abstract multiple potential possibilities into a single representation, as the mapping from the state representation to the next representation is deterministic. As a result, when learning from sequential data with multiple possibilities, standard RNNs tend to learn states as a mixture of multiple sequences instead of learning more discriminative states. By learning explicit production rules, our states lead to more salient and distinct predictions which can be exploited for learning long-term, complex output tasks with multiple possibilities, as shown later in the paper.

### 3.2 Learning the starting non-terminal

Given an initial input data sequence (e.g., a short video or pose sequences), we learn to generate its corresponding starting non-terminal $N_0$ (i.e., root node). This is used as input to $G$ so as to generate a sequence of terminal symbols starting from the given non-terminal. Concretely, given an input sequence $X$, a function $s$ (a CNN) is learned which gives the predicted starting non-terminal:

$$N_0 = s(X).$$

Notice that the function $s(X)$ serves as a jointly-learned blackbox parser that is able to estimate the non-terminal corresponding to the current state of the model, allowing future sequence generation to start from such non-terminal.
3.3 Grammar learning

Given a starting non-terminal, the function $G$ is applied recursively to obtain the possible sequences where $j$ is an index in the sequence and $i$ is one of the possible rules:

$$
\begin{align*}
G(N_0) &= \{(N_1^i, t_i^1)\}_i, & j = 0 \\
G(N^j) &= \{(N_{j+1}^i, t_{i}^{j+1})\}_i, & \text{for } j > 0
\end{align*}
$$

(5)

For example, suppose $W$ is the non-terminal that encodes the activity for ‘walking’ sequences. Let $\text{walking}$ denote the terminal of a grammar. An output of the rule $W \rightarrow \text{walking}W$ will be able to generate a sequence of continual ‘walking’ behavior. Additional rules, e.g., $W \rightarrow \text{stopping}U$, $W \rightarrow \text{running}V$, can be learned, allowing for the activity to switch to ‘stopping’ or ‘running’ (with the non-terminals $U, V$ respectively learning to generate their corresponding potential futures, e.g. ‘sitting down’, or ‘falling’). Clearly, for real valued outputs, such as 3D human pose, the number and dimensionality of the non-terminals required will be larger. We also note that the non-terminals act as a form of memory, capturing the current state with the Markov property.

To accomplish the above task, $G$ (in Eq. 2) has a special structure. $G$ takes an input of $N \in \mathbb{N}$, then using several nonlinear transformations (e.g., fully connected layers with activation functions), maps $N$ to a binary vector $r$ corresponding to a set of rules: $r = f_R(N)$. Here, $r$ is a vector with the size $|P|$ whose elements specify the probability of each rule given input non-terminal. We learn $|P|$ rules which are shared globally, but only a (learned) subset are selected for each non-terminal as the other rule probabilities are zero. This is conceptually similar to using memory with recurrent neural network methods [37], but the main difference is that the rule vectors are used to build grammar-like rule structures which are more advantageous in explicitly modeling of temporal dependencies.

In order to generate multiple outputs, the candidate rules, $r$ are followed by the Gumbel-Softmax function [19,22], which allows for stochastic selection of a rule. This function is differentiable and samples a single rule from the candidate rules based on the learned rule probabilities. The probabilities are learned to model the likelihood of each generated sequence, and this formulation allows the ‘branching’ of sequence predictions as the outcome of the Gumbel-Softmax function differs every time, following the probability distribution.

For each given rule $r$, two nonlinear functions $f_T(r)$ and $f_N(r)$ are then learned, so that they output the resulting terminal and non-terminal for the rule $r$: $N_{new} = f_N(r), t_{new} = f_T(r)$. These functions are both implemented as a sequence of fully-connected layers followed by a non-linear activation function (e.g., softmax or sigmoid depending on the task). The schematic of $G$ is visualized in Figure 2, and more details on the functions are provided in the later sections.

The non-terminals and terminals are modeled as sets of high dimensional vectors with pre-specified size and are learned jointly with the rules (all are tunable parameters and naturally more complex datasets require larger capacity).
For example, for a $C$-class classification problem, the terminals are represented as $C$-dimensional vectors matching the one-hot encoding for each class.

_Difference to stochastic RNNs._ Standard recurrent models have a deterministic state given some input, while the grammar is able to generate multiple potential next non-terminals (i.e., states). This is particularly important for multi-modal state distributions. Stochastic RNNs (e.g., [11]) address this by allowing the next state to be stochastically generated, but this is difficult to control, as the next state now depends on a random value. In the grammar model, the next non-terminal is sampled randomly, but from a set of fixed candidates while following the learned probability distribution. By maintaining a set of candidates, the next state can be selected randomly or by some other method (e.g., greedily taking most probable, beam search, etc.), giving more control over the generated sequences.

### 3.4 Adversarial grammar learning

The function $G$ generates a set of (non-terminal, terminal) pairs, which is applied recursively to the non-terminals, resulting in new production rules and the next sets of (non-terminal, terminal) pairs. Note that in most cases, each rule generates a different non-terminal, thus sampling $G$ many times will lead to a variety of generated sequences. As a result, an exponential number of sequences will need to be generated during training, to cover the possible sequences, and enumerating all possible sequences is computationally prohibitive beyond $k = 2$.\(^3\) This restricts the tasks that can be addressed to ones with lower dimensional outputs because of memory limits. When $k = 1$, i.e. when there is no branching, we have an RNN-like model, unable to generate multiple possible future sequences (we also tested this in ablation experiments below).

**Stochastic Adversarial Sampling.** We address this problem by using stochastic adversarial rule sampling. Given the non-terminals, which effectively contain a number of potential ‘futures’, we use an adversarial-based sampling, similar to GAN approaches [13], which learns to sample the most likely rules for the given input (Figure 2). The use of a discriminator network allows the model to generate realistic sequences that may not exactly match the ground truth (but are still realistic) without being penalized.

**Generator:** We use the function $G$, which is the function modeling the learned grammar described above, as the _generator function_.

**Discriminator:** We build an additional _ discriminator function $D$. Following standard GAN training, the discriminator function returns a binary prediction which discriminates examples from the data distribution vs. generated ones. Note that the adversarial process is designed to ultimately generate terminals,\(^3\)

\(^3\) For a branching factor of $k$ rules per non-terminal with a sequence of length $L$, there are in $k^L$ terminals and non-terminals (for $k = 2$, $L = 10$ we have $\sim 1000$ and for $k = 3$ $\sim 60,000$.)
i.e., the final output sequence for the model. $D$ is defined as:

$$p = D(t, n)$$

where $t = t_0t_1t_2\ldots t_L$ is the input sequence of terminals, $n = N_0N_1N_2\ldots N_L$ is the sequence of non-terminals ($L$ is the length of the sequence) and $p \in [0, 1]$ and reflects when the input sequence of terminals is from the data distribution or not. Note that our discriminator is also conditioned on the non-terminal sequence ($n = N_0N_1N_2\ldots N_L$), thus the distribution of non-terminals is learned implicitly as well.

The discriminator function $D$ is implemented as follows: given an input sequence of non-terminals and terminals, we apply several 1D convolutional layers to the terminals and non-terminals, then concatenate their representations followed by a fully-connected layer to produce the binary prediction (see the supp. material).

**Adversarial Generative Grammar (AGG).** The discriminator and generator (grammar) functions are trained to work jointly, generating sequences which match the data distribution. The optimization objective is defined as:

$$\min_G \max_D \ E_{x \sim p_{data}(x)}[\log D(x)] + E_{z \sim s(X)}[\log(1 - D(G(z)))]$$

where $p_{data}(x)$ is the real data distribution and $G(z)$ is the generated sequence from an initial state based on a sequence of frames ($X$). That is, the first part of the loss works on sequences of actions or human pose, whereas the second works over generated sequences ($s(X)$ is the video embedding, or starting non-terminal).

Alternatively, the sequences generated by $G$ could be compared to the ground truth to compute a loss during training (e.g., maximum likelihood estimation), however, doing so requires enumerating many possibilities in order learn multiple, distinct possible sequences. Without such enumeration, the model converges to a mixture representing possible sequences from the data distribution. By using the adversarial training of $G$, our model is able to generate sequences that match the distribution observed in the dataset. This allows for computationally feasible learning of longer, higher-dimensional sequences.

**Architecture details.** The functions $G$, $f_N$ and $f_T$, $f_R$ are implemented as networks using several fully-connected layers. The detailed architectures depend on the task and dataset, and we provide them in the supplemental material. For the pose forecasting, the function $s$ is implemented as a two-layer GRU module [4] followed by a 1x1 convolutional layer with $D_N$ outputs to produce the starting non-terminal. For activity prediction, $s$ is implemented as two sequential temporal 1D convolutional layers which produce the starting non-terminal.

### 4 Experiments

We conduct experiments on two sets of problems for future prediction: future 3D human pose forecasting and future activity prediction. The experiments are done
on four public datasets and demonstrate strong performance of the proposed approach over the state-of-the-art and the ability to produce multiple future outcomes, to handle multi-label datasets, and to predict further in the future than prior work.

Table 1: Evaluation of future pose for specific activity classes. Results are Mean Angle Error (lower is better). Human3.6M dataset.

| Methods      | Walking | 80ms    | 160ms   | 320ms   | 400ms   | 560ms   | 640ms   | 720ms   | 1000ms   |
|--------------|---------|---------|---------|---------|---------|---------|---------|---------|----------|
| ERD [12]     | 0.77    | 0.90    | 1.12    | 1.25    | 1.44    | 1.45    | 1.46    | 1.44    |
| LSTM-3LR [12]| 0.73    | 0.81    | 1.05    | 1.18    | 1.34    | 1.36    | 1.37    | 1.36    |
| Res-GRU [23] | 0.27    | 0.47    | 0.68    | 0.76    | 0.90    | 0.94    | 0.99    | 1.06    |
| Zero-velocity [23] | 0.39 | 0.68    | 0.99    | 1.15    | 1.35    | 1.37    | 1.37    | 1.32    |
| MHU [32]     | 0.32    | 0.53    | 0.69    | 0.77    | 0.90    | 0.94    | 0.97    | 1.06    |
| Ours         | 0.25    | 0.43    | 0.65    | 0.75    | 0.79    | 0.85    | 0.92    | 0.96    |

| Methods      | Greeting | 80ms    | 160ms   | 320ms   | 400ms   | 560ms   | 640ms   | 720ms   | 1000ms   |
|--------------|----------|---------|---------|---------|---------|---------|---------|---------|----------|
| ERD [12]     | 0.85    | 1.09    | 1.45    | 1.64    | 1.93    | 1.89    | 1.92    | 1.98    |
| LSTM-3LR [12]| 0.80    | 0.99    | 1.37    | 1.54    | 1.81    | 1.76    | 1.79    | 1.85    |
| Res-GRU [23] | 0.52    | 0.86    | 1.30    | 1.47    | 1.78    | 1.75    | 1.82    | 1.96    |
| Zero-velocity [23] | 0.54 | 0.89    | 1.30    | 1.49    | 1.79    | 1.74    | 1.77    | 1.80    |
| MHU [32]     | 0.54    | 0.87    | 1.27    | **1.45**| 1.75    | 1.71    | 1.74    | 1.87    |
| Ours         | 0.52    | 0.86    | 1.26    | **1.45**| **1.58**| **1.69**| **1.72**| **1.79**|

| Methods      | Taking photo | 80ms    | 160ms   | 320ms   | 400ms   | 560ms   | 640ms   | 720ms   | 1000ms   |
|--------------|--------------|---------|---------|---------|---------|---------|---------|---------|----------|
| ERD [12]     | 0.70    | 0.78    | 0.97    | 1.09    | 1.20    | 1.23    | 1.27    | 1.37    |
| LSTM-3LR [12]| 0.63    | 0.64    | 0.86    | 0.98    | 1.09    | 1.13    | 1.17    | 1.30    |
| Res-GRU [23] | 0.29    | 0.58    | 0.90    | 1.04    | 1.17    | 1.23    | 1.29    | 1.47    |
| Zero-velocity [23] | 0.25 | 0.51    | 0.79    | 0.92    | 1.03    | **1.06**| **1.13**| **1.27**|
| MHU [32]     | 0.27    | 0.54    | 0.84    | 0.96    | 1.04    | 1.08    | 1.14    | 1.35    |
| Ours         | **0.24**  | **0.50**| **0.76**| **0.89**| **0.95**| 1.08    | 1.15    | **1.24**|

4.1 Datasets

**MultiTHUMOS:** The MultiTHUMOS dataset [36] is a well-established video understanding dataset for multi-class activity prediction. It contains 400 videos spanning about 30 hours of video and 65 action classes.

**Charades:** Charades [29] is a challenging video dataset containing longer-duration activities recorded in home environments. Charades is a multi-class multi-label dataset in which multiple activities are often co-occurring. We use it to demonstrate the ability of the model to handle complex data. It contains 9858 videos of 157 action classes.

**Human3.6M:** The Human 3.6M dataset [16] is a popular benchmark for future pose prediction. It has 3.6 million 3D human poses of 15 activities. The goal is to predict the future 3D locations of 32 joints in the human body.

**50 Salads:** The 50 Salads [31] is a video dataset of 50 salad preparation sequences (518,411 frames total) with an average length of 6.4 minutes per video. It has been used recently for future activity prediction [20,8], making it suitable for the evaluation of our method.
Table 2: Evaluation of future pose for short-term and long-term prediction horizons. Measured with Mean Angle Error (lower is better) on Human3.6M. No predictions beyond 1 second are available for prior work.

| Method         | 80ms | 160ms | 320ms | 560ms | 640ms | 720ms | 1s   | 2s   | 3s   | 4s   |
|----------------|------|-------|-------|-------|-------|-------|------|------|------|------|
| ERD [12]       | 0.93 | 1.07  | 1.11  | 1.58  | 1.64  | 1.70  | 1.95 | -    | -    | -    |
| LSTM-3LR [12]  | 0.87 | 0.93  | 1.19  | 1.49  | 1.55  | 1.62  | 1.89 | -    | -    | -    |
| Res-GRU [23]   | 0.40 | 0.72  | 1.09  | 1.45  | 1.52  | 1.59  | 1.89 | -    | -    | -    |
| Zero-vel. [23] | 0.40 | 0.71  | 1.07  | 1.42  | 1.57  | 1.57  | 1.85 | -    | -    | -    |
| MHU-MSE [32]   | 0.39 | 0.69  | 1.04  | 1.40  | 1.47  | 1.57  | 1.89 | -    | -    | -    |
| MHU [32]       | 0.39 | 0.68  | 1.01  | 1.34  | 1.42  | 1.49  | 1.80 | -    | -    | -    |
| AGG (Ours)     | 0.36 | 0.65  | 0.98  | 1.27  | 1.40  | 1.49  | 1.74 | 2.25 | 2.70 | 2.98 |

4.2 Human Pose Forecasting

We first evaluate the approach on forecasting 3D human pose, a real valued structured-output problem. This is a challenging task [18,12] but is of high importance, e.g., for motion planning in robotics. It also showcases the use of the Adversarial Grammar, as using the standard grammar is not feasible due to the memory and computation constraints for this real-valued dataset.

Fig. 3: Example results for 3D pose predictions. Top: walking, middle: greeting, bottom: posing.

Human 3.6M dataset. We conduct experiments on the well established future pose prediction benchmark Human3.6M [16]. We here predict the future 3D locations of 32 joints in the human body. We use quaternions to represent each joint location, allowing for a more continuous joint representation space. We also predict differences, rather than absolute positions, which we found leads to more stable learning. Previous work demonstrated prediction results up to a second on this dataset. This work can generate future sequences for longer horizons, 4 seconds in the future.

We compare against the state-of-the-art methods on the Human 3.6M benchmark [12,18,16,23,32] using the Mean Angle Error (MAE) metric as introduced by [18]. Table 1 shows results on several activities and Table 2 shows average
MAE for all activities compared to the state-of-the-art methods, consistent with the protocol in prior work. As seen from the tables, our work outperforms prior work. Furthermore, we are able to generate results at larger time horizons of four seconds in the future. In Figure 3, we show some predicted future poses for several different activities, confirming the results reflect the characteristics of the actual behaviors. In Figure 4, we show the ability of the adversarial grammar to generate different sequences from a given starting state. Here, given the same starting state, we select different rules, which lead to different sequences corresponding to walking, eating or sitting.

4.3 Activity forecasting in videos

We further test the method for video activity anticipation, where the goal is to predict future activities at various time-horizons, using an initial video sequence as input. We predict future activities on three video understanding datasets MultiTHUMOS [36], Charades [29] and 50-salads [31] using the standard evaluation protocols per dataset. We also predict from 1 to 45 seconds in the future on MultiTHUMOS and Charades, which is much further into the future than prior approaches.

50 Salads. Following the setting ‘without ground truth’ in [20] and [8], we evaluate the future prediction task on the 50 Salads dataset [31]. As per standard evaluation protocol, we report prediction on portions of the video when 20% and 30% portion is observed. The results are shown in Table 3, where Grammar-only denotes training without adversarial losses. The results confirm that our approach allows better prediction which outperforms both the baseline, which is already a strong grammar model, as well as, the state-of-the-art approaches. Fig. 5 has an example prediction, which proposes three plausible continuations of the recipe, the top corresponding to the ground truth.
Table 3: Results on 50 Salads without ground-truth observations. The proposed work outperforms the grammar baselines and the state-of-the-art. * measured using mean-over-classes. † measured using average per-frame accuracy.

| Observation | 10% | 20% | 30% | 50% | 10% | 20% | 30% | 50% |
|-------------|-----|-----|-----|-----|-----|-----|-----|-----|
| Nearest-Neighbor [8]* | 19.0 | 16.1 | 14.1 | 10.4 | 21.6 | 15.5 | 13.5 | 13.9 |
| RNN [8]* | 30.1 | 25.4 | 18.7 | 13.5 | 30.8 | 17.2 | 14.8 | 9.8 |
| CNN [8] | 21.2 | 19.0 | 16.0 | 9.9 | 29.1 | 20.1 | 17.5 | 10.9 |
| TCA [20]* | 32.5 | 27.6 | 21.3 | 16.0 | 35.1 | 27.1 | 22.1 | 15.6 |
| Grammar (from [8])* | 24.7 | 22.3 | 19.8 | 12.7 | 29.7 | 19.2 | 15.2 | 13.1 |
| Grammar only* | 40.2 | 33.1 | 24.1 | 18.7 | 39.2 | 30.1 | 25.2 | 17.9 |
| AGG (Ours)* | 40.4 | 33.7 | 25.4 | 20.9 | 40.7 | 40.1 | 26.4 | 19.2 |
| Grammar only† | 39.5 | 33.2 | 25.9 | 21.2 | 39.5 | 31.5 | 26.4 | 19.8 |
| AGG (Ours)† | 39.2 | 32.1 | 24.8 | 19.3 | 38.4 | 29.5 | 25.5 | 18.5 |

MultiTHUMOS. We here present our future prediction results on the MultiTHUMOS dataset [36]. We use a standard evaluation metric: we predict the activities occurring $T$ seconds in the future and compute the mean average precision (mAP) between the predictions and ground truth. As the grammar model is able to generate multiple, different future sequences, we also report the maximum mAP the model could obtain by selecting the best of 10 different future predictions. We compare the predictions at 1, 2, 5, 10, 20, 30 and 45 seconds into the future. As little work has explored long-term future activity prediction (with the exception of [36] which predicts within a second), we compare against four different baseline methods: (i) repeating the activity prediction of the last seen frame, (ii) using a fully connected layer to predict the next second (applied autoregressively), (iii) using a fully-connected layer to directly predict activities at various future times, and (iv) an LSTM applied autoregressively to future activity predictions.

Table 4 shows activity prediction accuracy for the MultiTHUMOS dataset. In the table, we also report our approach when limited to generating a single outcome (‘AGG-single’), to be consistent to previous methods which are not able to generate more than one outcome. We also compare to grammar without adversarial learning, trained by pruning the exponential amount of future sequences to fit into the memory (‘Grammar only’).

As seen, our approach outperforms alternative methods. We observe that the gap to other approaches widens further in the future: 3.9 mAP for the LSTM vs 11.2 of ours at 45 sec. in the future, as the autoregressive predictions of an LSTM become noisy. Due to the structure of the grammar model, we are able to generate better long-term predictions. We also find that by predicting multiple futures and taking the max improves performance, confirming that the grammar model is generating different sequences, some of which more closely match the ground truth (see also Figure 6).

Note that most of the previous works used the MultiTHUMOS dataset and the Charades dataset for per-frame activity categorization; our works showcases a long-term activity forecasting capability, instead.
Fig. 5: Example sequence from 50-salads showing the observed frames and the next two predictions.

Table 4: Prediction mAP for future activities (higher is better) from 1 seconds to 45 seconds in the future. MultiTHUMOS.

| Method               | 1 sec | 2 sec | 5 sec | 10 sec | 20 sec | 30 sec | 45 sec |
|----------------------|-------|-------|-------|--------|--------|--------|--------|
| Random               | 2.6   | 2.6   | 2.6   | 2.6    | 2.6    | 2.6    | 2.6    |
| Last Predicted Action| 16.5  | 16.0  | 15.1  | 12.7   | 8.7    | 5.8    | 5.9    |
| FC Autoregressive    | 17.9  | 17.0  | 14.5  | 7.7    | 4.5    | 4.2    | 4.7    |
| FC Direct            | 13.7  | 9.8   | 11.0  | 7.3    | 8.0    | 5.5    | 8.2    |
| LSTM (Autoregressive)| 16.5  | 15.7  | 12.5  | 6.8    | 4.1    | 3.2    | 3.9    |
| Grammar only         | 18.7  | 18.6  | 13.5  | 12.8   | 10.5   | 8.2    | 8.5    |
| AGG-single (Ours)    | 19.3  | 19.6  | 13.1  | 13.6   | 11.7   | 10.4   | 11.4   |
| AGG (Ours)           | **22.0** | **19.9** | **15.5** | **14.4** | **13.3** | **10.8** | **11.4** |

Charades. Table 5 shows the future activity prediction results on Charades, using the same protocol as MultiTHUMOS. Similar to our MultiTHUMOS experiments, we observe that the adversarial grammar model provides more accurate future prediction than previous work, outperforming the grammar-only model in most cases. While the grammar-only model performs slightly better at 10 and 20 seconds, it is not computationally feasible for real-valued tasks due to the memory constraint. We note that Charades is more challenging than others on both recognition and prediction. Figure 1 shows a true sequence and several other sequences generated by the adversarial grammar. As Charades contains many different possible sequences, generating multiple futures is beneficial.

Ablation study We conduct additional experiments to examine the importance of learning grammar with multiple possibilities (i.e., branching). Table 6 compares the models with and without the branching capability. These models use the exact same network architecture as our full models, while the only difference is that they do not generate multiple possible sequences for its learning. That is, they just become standard RNNs, constrained to have our grammar structure. We are able to observe that the ability to consider multiple possibilities during the learning is important, and that our adversarial training is beneficial. Note that we restricted these models to only generate one sequence with the highest likelihood during the inference for fair comparison.
Fig. 6: Example video and activity sequence from MultiTHUMOS (a cricket game). The adversarial grammar is able to learn two possible sequences: a hit/play and no play, instead of picking only the most likely one.

Table 5: Prediction accuracy for future activities for 45 seconds in the future on the Charades dataset.

| Method                      | 1 sec | 2 sec | 5 sec | 10 sec | 20 sec | 30 sec | 45 sec |
|-----------------------------|-------|-------|-------|--------|--------|--------|--------|
| Random                      | 2.4   | 2.4   | 2.4   | 2.4    | 2.4    | 2.4    | 2.4    |
| Last Predicted Action       | 15.1  | 13.8  | 12.8  | 10.2   | 7.6    | 6.2    | 5.7    |
| FC Autoregressive           | 13.5  | 14.0  | 12.6  | 6.7    | 3.7    | 3.5    | 5.1    |
| FC Direct                   | 15.2  | 14.5  | 12.2  | 9.1    | 6.6    | 6.5    | 5.5    |
| LSTM (Autoregressive)       | 12.6  | 12.7  | 12.4  | 10.8   | 7.0    | 6.1    | 5.4    |
| Grammar only                | 15.7  | 14.8  | 12.9  | **11.2** | **8.5** | 6.6    | 8.5    |
| AGG-single (Ours)           | 15.9  | 15.0  | 13.1  | 10.5   | 7.4    | 6.2    | 8.8    |
| AGG (Ours)                  | **17.0** | **15.9** | **13.4** | 10.7   | 7.8    | **7.2** | **9.8** |

Table 6: Ablation of our grammar learning on Charades.

| Method                                      | 1 sec | 5 sec | 45 sec |
|---------------------------------------------|-------|-------|--------|
| Grammar only - no branching                 | 12.2  | 8.4   | 3.8    |
| Grammar only                               | 15.7  | 12.9  | 8.5    |
| Adversarial Grammar (AGG) - no branching    | 14.2  | 12.5  | 5.5    |
| Adversarial Grammar (AGG)                   | **15.9** | **13.1** | **8.8** |

5 Conclusion

We proposed a differentiable adversarial generative grammar which shows strong performance for future prediction of human pose and activities. Because of the structure we impose for learning grammar-like rules for sequences and learning in adversarial fashion, the model is able to generate multiple sequences that follow the distribution seen in data. One challenge is evaluating future predictions when the ground truth only contains one of many potentially valid sequences. In the future, other forms of evaluation, such as asking humans to rate a generated sequence, could be explored.
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A Implementation Details

Activity Prediction For activity prediction, the number of non-terminals ($N$) was set to 64, the number of terminals ($T$) was set to the number of classes in the dataset (e.g., 65 in MultiTHUMOS and 157 in Charades). We used 4 rules for each non-terminal (a total of 256 rules). $G$, $f_R$, $f_T$ and $f_N$ each used one fully connected layer with sizes matching the desired inputs/outputs. $s$ is implemented as a two sequential temporal convolutional layers with 512 channels, followed by mean-pooling and a fully-connected layer to generate $N_0$.

3D Pose prediction For 3D pose prediction, the number of non-terminals ($N$) was set to 1024, the number of terminals ($T$) was set to 1024, where each terminal has size of 128 (32 joints in 4D quaternion representation). The number of rules was set to 2 per non-terminal (a total of 2048 rules). $G$ was composed of 2 fully connected layers, $f_R$, $f_T$ and $f_N$ each used three fully connected layers with sizes matching the desired inputs/outputs. $s$ was implemented as a 2-layer GRU using a representation size of 1024, followed by mean-pooling and a fully-connected layer to generate $N_0$.

A.1 Network Architecture

Here we provide full details on the structure of the networks.

CNN for Starting Non-terminal The function $s$ (from Eq. 4) is implemented using I3D [3]. The input to the network is multiple frames with size 224 × 224. The number of frames varies based on how many seconds of video is shown to the network before future prediction. This is at least 16 frames and at most 256 frames. This feature is then used as input to the temporal convolution or GRU described above.

Discriminator Architecture The structure of $D$ is relatively simple. We use 3 1D convolutional layers with a kernel size of 5 and a stride of 4. This gives a temporal receptive field size of 84, which captures long temporal durations (at 12fps, this is 7 seconds per-feature). These layers have 128, 256, and then 64 channels. This is followed by mean-pooling to obtain the feature used for binary classification by a fully-connected layer.

We also tried using an RNN for the discriminator, but found it had comparable performance, but was slower during training.

Training Details The model is trained for 5000 iterations using gradient descent with momentum of 0.9 and the initial learning rate set to 0.1. We follow the cosine learning rate decay schedule. Our implementation is in PyTorch and our models were trained on a single V100 GPU.
B Supplemental results

Table 2 provides results of our approach for future 3D human pose prediction for all activities in the Human3.6M dataset. Figure 7 shows more examples of future predicted 3D pose at different timesteps.

| Activity      | 80ms | 160ms | 320ms | 400ms | 560ms | 640ms | 720ms | 1s | 2s | 3s | 4s |
|---------------|------|-------|-------|-------|-------|-------|-------|----|----|----|----|
| Walking       | 0.25 | 0.43  | 0.65  | 0.75  | 0.79  | 0.85  | 0.92  | 0.96| 1.37|1.34|1.87|
| Eating        | 0.2  | 0.34  | 0.53  | 0.67  | 0.79  | 0.92  | 1.01  | 1.23|1.66|2.01|2.14|
| Smoking       | 0.26 | 0.49  | 0.92  | 0.89  | 0.99  | 1.01  | 1.02  | 1.25|1.95|2.8  |3.37|
| Discussion    | 0.29 | 0.65  | 0.91  | 1.00  | 1.23  | 1.52  | 1.68  | 1.93|2.32|2.58|2.65|
| Directions    | 0.39 | 0.59  | 0.78  | 0.87  | 0.99  | 1.01  | 1.25  | 1.46|1.88|2.37|2.19|
| Greeting      | 0.52 | 0.86  | 1.26  | 1.45  | 1.58  | 1.69  | 1.72  | 1.79|2.56|3.08|2.3 |
| Phoning       | 0.59 | 1.15  | 1.51  | 1.65  | 1.47  | 1.71  | 1.78  | 1.84|2.63|2.97|3.71|
| Posing        | 0.25 | 0.54  | 1.19  | 1.43  | 1.86  | 2.10  | 2.15  | 2.66|3.46|4.04|4.49|
| Purchases     | 0.6  | 0.85  | 1.16  | 1.23  | 1.58  | 1.67  | 1.72  | 2.4 |1.95|2.35|2.63|
| Sitting       | 0.39 | 0.62  | 1.02  | 1.17  | 1.24  | 1.42  | 1.48  | 1.65|2.73|3.09|3.47|
| SittingDown   | 0.39 | 0.75  | 1.10  | 1.23  | 1.35  | 1.48  | 1.65  | 1.88|2.71|3.88|4.81|
| TakePhoto     | 0.24 | 0.5   | 0.76  | 0.89  | 0.95  | 1.08  | 1.15  | 1.24|2.1 |2.45|2.72|
| Waiting       | 0.31 | 0.61  | 1.13  | 1.37  | 1.75  | 1.92  | 2.12  | 2.55|2.82|3.18|3.53|
| WalkingDog    | 0.54 | 0.87  | 1.19  | 1.35  | 1.62  | 1.75  | 1.82  | 1.91|2.18|2.83|2.77|
| WalkTogether  | 0.25 | 0.51  | 0.7   | 0.74  | 0.82  | 0.88  | 0.91  | 1.33|1.4 |1.62|2.14|
| Average       | 0.36 | 0.65  | 0.98  | 1.11  | 1.27  | 1.40  | 1.49  | 1.74|2.25|2.70|2.98|

Table 7: Evaluation of future pose of our approach for both short-term and long-term prediction horizons for all activities. Human3.6M benchmark.
Fig. 7: Various predicted 3D pose sequences for walking, greeting, taking photos, sitting, posing.