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Abstract: Due to the complexities in handling liquid metals, theoretical evaluation of the sensitivity of magnetic flowmeters forms an attractive and preferred choice. The classical Galerkin finite element formulation is generally opted for the required evaluation. However, it is known to lead to numerical oscillations at higher flow rates. To overcome this, modified methods like upwind/Petrov–Galerkin schemes are generally suggested in allied areas like fluid dynamics. However, it requires the evaluation of stabilisation parameter and this parameter is not readily available for elements of order beyond quadratic. After a careful analysis of the numerical instability through a reduced one-dimensional problem, an elegant and stable approach is devised. In this scheme, the input magnetic field is restated in terms of the associated vector potential and the classical Galerkin finite element method is employed without any modification. The analytical solution of the associated difference equation is employed to show: (i) the stability of the proposed approach at higher flow rates and (ii) quantification of the small oscillations remnant at intermediate flow rates. It is then applied to the original flowmeter problem and the stability of the numerical solution is clearly demonstrated.

1 Introduction

Electromagnetic flowmeter is a non-invasive instrument which is widely used in fast-breeder reactors for the measurement of flow rate of liquid metals. As an accurate measurement of flow rate is essential for the safe operation and control of the reactor, the performance of flowmeter needs to be reliably ascertained. Due to the practical difficulties in handling liquid metals, experimental determination of flowmeter sensitivity is an involved job. Hence, accurate theoretical or numerical evaluation of the sensitivity formed an attractive alternative.

Fig. 1 shows the schematic of electromagnetic flowmeter. The measurement probes (P1 and P0) are placed perpendicular to both magnetic field and flow direction. Circulating currents (J1, J2, J3) are due to the spatial variation in the induced electric field. The reaction magnetic field (brc) produced by these currents cancels the applied magnetic field (Bap) in the upstream region and aids it in the downstream side. This cross-magnetising effect apparently shifts the effective magnetic field along the flow direction. Generally in the analysis, the applied or the ambient and the reaction magnetic fields are separated.

The governing equations in terms of the magnetic vector potential A of the reaction field and the electric scalar potential φ arising out of current flow are given by [2, 3]

\[
\nabla \cdot (\sigma A) - \nabla \cdot (\sigma A \times V \times A) = \nabla \cdot (\sigma A \times B_{ap}) \quad (1)
\]

\[
\sigma A \phi - \frac{1}{\mu} \nabla \times \nabla \times A = \sigma A \times B_{ap} \quad (2)
\]

where \( \mu \) is the magnetic permeability, \( \sigma \) is the electrical conductivity and \( u \) is the velocity function of the fluid flow. The relative strength of the reaction magnetic field (brc) to the applied magnetic field (Bap) is indicated by the magnetic Reynolds number \( R_m = \mu \sigma u D_h \) where, \( D_h \) is the hydraulic diameter of the pipe [2, 3].

For problems with \( R_m < 1 \), the reaction magnetic field (brc) and hence the cross-magnetising effect becomes negligible. In such a situation, the last term on the left hand side (LHS) of (1) becomes negligible and the resulting equation can be solved independently. It has been reported in [2] that whenever the length of the magnet is \( >1.5 \) times the pipe diameter, a two-dimensional (2D) analysis across the cross section perpendicular to the flow is permissible. For such cases the analytical solution can be found [4, 5]. In liquid metals, however, the conductivity is very high and hence the induced currents are large, which leads to strong cross-magnetising effects. As a result, a full 3D analysis will be required. Due to the complexity in handling reaction field and the flow-geometry, numerical techniques like Galerkin finite element method (GFEM) is generally employed.

It is well known that GFEM, similar to the central-difference scheme, is averaging in nature and hence it is diffusive [6]. It is shown to become numerically unstable whenever the convection starts dominating over the diffusion. This numerical instability is widely addressed in the fluid dynamics literature dealing with transport equation [6]. Streamline upwind Petrov–Galerkin (SUPG) scheme [7], Galerkin least squares [8], finite increment calculus [9] and multiscale scheme [10] are suggested for stabilising the solution. The same upwinding schemes have also been adopted for electromagnetic problems. For example the moving conductor problem has been analysed in [11–15] using the upwinding Petrov–Galerkin scheme.

A similar numerical instability is also encountered with the GFEM simulation of the magnetic flowmeter. The SUPG scheme has been successfully employed in situations involving magnetic Reynolds number in the range 4–28 [3]. However, its performance for higher magnetic Reynolds number is yet to be quantified. Apart from this, SUPG involves more computation for higher order elements and also it is difficult to find the stabilisation parameters for elements with order higher than quadratic [16, 17]. The present work basically aims to overcome these difficulties in the finite element simulation of electromagnetic flowmeters.

The investigations on the numerical instability, as well as, that for the remedial measures, were always carried out with the 1D version of the original problem [6, 16, 18]. This is because, the required
analysis in 2D or 3D is almost impractical and further, the 1D version of the fluid dynamics/thermal problems contained all the required features of the original problem. Following the same philosophy, the required analysis for the present work will be carried out using 1D version of the problem. Both finite difference and Z-transform approaches will be employed for the analysis of numerical instability. From an insight thus obtained, a novel and stable scheme will be proposed for the classical GFEM. Subsequently the proposed method will be applied to the original flowmeter problem and the stability of the scheme will be demonstrated.

2 Present work

For the theoretical investigation on the source of numerical instability, the analytical solution of the global set of equations given by GFEM is required. However, such an exercise is nearly impractical to be carried out in 2D or 3D and hence it is customary to resort to a 1D version of the problem [6, 16, 18]. Following the same, a reduced 1D problem is considered. For this, conducting fluid is assumed to occupy the whole space with a spatially uniform velocity \( u_L \) in the \( z \)-direction. The magnetic field is applied only in the \( x \)-direction and is defined by

\[
B_x(z) = \begin{cases} 
0 & 0 \leq z < a \\
B & a \leq z \leq b \\
0 & b \leq z \leq L 
\end{cases}
\]

where \( L \) is the length of the analysis domain and \( B_x \) exists between \( a \) and \( b \).

With these imposed conditions, the field variables cease to have any variation along \( x \) and \( y \) directions. The governing equations (1) and (2) therefore reduces to a single ordinary differential equation (ODE) in terms of \( A_x \), the only non-vanishing component of \( \mathbf{A} \)

\[
-\frac{d^2 A_x}{dz^2} + \mu \sigma I \frac{dA_x}{dz} = \mu \sigma I B_x
\]

LHS of (4) has the same structure as the one used in fluid dynamics literature for investigating the numerical instability [6, 7, 9].

2.1 Analysis on instability

Application of the GFEM/FEM and the finite difference method (FDM) to (4), results in same set of difference equation [6, 19].

The difference equation for \( n \)th node

\[
(-1 - Pe)A_{x(n-1)} + 2A_{x(n)} + (-1 + Pe)A_{x(n+1)} = 2Pe\Delta z B_x
\]

where the Peclet number, \( Pe = (\mu \sigma I \Delta z)/2 \) and \( \Delta z \) represent the element length. It may be worth noting here that, the oscillatory property of the numerical solution is basically a function of \( Pe \) rather than its constituent parameters taken in isolation. Hence the allied literature considers \( Pe \) as the independent variable in the required study [6, 16, 17]. When \( Pe > 1 \), a root of the above difference equation becomes negative and it has been identified to be the source of numerical oscillation [20, 21]. The instability problem can also be analysed by bringing the tools from the control system theory. The difference equation is transformed to the frequency domain for an easier analysis.

The Z-transform of (5)

\[
((-1 - Pe)Z^{-1} + 2 + (-1 + Pe)Z)A_x = 2Pe\Delta z B_x
\]

Equation (6) can be written in transfer function form

\[
\frac{A_x}{B_x} = \frac{2Pe\Delta z Z}{(1 + Pe)Z - ((1 - Pe)/(1 + Pe))} \quad (7)
\]

when \( Pe \ll 1 \)

\[
A_x \simeq \frac{2Pe\Delta z Z}{-1 + Pe(Z - 1)(Z + 1)}
\]

The above transfer function has poles at \(-1 \) and \(+1 \). The pole located at \(-1 \) is responsible for numerical oscillations [21]. This observation is not specific to any particular excitation.

In control systems, the controller design is always coupled with the pole-zero cancellation. Zeros of the transfer function (7) can be modified by changing the input to a suitable form. A novel way to bring the desired zeros of the transfer function is to express the input magnetic field \( B_x \) in terms of the associated magnetic vector potential \( A_y \).

Substituting \( B_x = -dA_y/dz \) in (4), in the difference form

\[
(-1 - Pe)A_{y(n-1)} + 2A_{y(n)} + (-1 + Pe)A_{y(n+1)} = Pe(A_{y(n-1)} - A_{y(n+1)})
\]

The corresponding transfer function is

\[
\frac{A_y}{A_{y(n-1)}} = \frac{-Pe(Z - 1)(Z + 1)}{1 - Pe(Z - 1)(Z - ((1 - Pe)/(1 + Pe)))}
\]

when \( Pe \ll 1 \)

\[
\frac{A_y}{A_{y(n-1)}} \simeq \frac{-Pe(Z - 1)(Z + 1)}{Pe(Z - 1)(Z + 1)}
\]

A perfect pole-zero cancellation occurs for \( Pe \ll 1 \), which ensures absolute stability. For very low Peclet numbers \((-1 \)\), the intrinsic accuracy of GFEM is left unaltered. However, for Peclet numbers in the range 1–30, the pole-zero cancellation is not perfect and hence some oscillation can arise. In order to find the maximum amplitude of this oscillation and the corresponding value of \( Pe \), further work is carried out.
2.2 Boundary conditions for the 1D version of the problem

The analytical and numerical solutions of difference equations (5) and (8) will be considered. The input parameters employed are $\mu = 4\pi \times 10^{-7}$ Hm$^{-1}$, $\sigma = 7.21 \times 10^6$ Sm$^{-1}$, $u_0$ and discretisation length ($\Delta z$) are kept as variables to make a study on the oscillations. The applied magnetic field $B_b$ is presented in Fig. 2a along with the corresponding vector potential $A_{z,v}$.

Owing to the infinite spatial extension of the current in the 1D version of the problem, it cannot be directly mapped on to the original problem. Therefore, it becomes necessary to arrive at the appropriate boundary conditions for the same.

For this purpose, a 2D version of the problem is considered, which deemed to have adequate representation of the original problem. As shown in Fig. 2b, except for the fact that the fluid is now confined to the region between two infinitely conducting plates kept parallel to the $x$-$z$ planes, all other aspects are similar to 1D problem. The velocity of the fluid is assumed to be uniform in the gap. In order to apply the correct boundary conditions for the reaction magnetic field, the air region outside the plates up to a distance of $5\Delta z$ in the $y$-direction (where, $\Delta z$ is the separation distance between the plates) is included in the analysis. The axial length of the computational domain is set to 10$.d$. For the FEM, discretisation linear quadrilateral elements are employed. The element size selected always satisfies $\Delta z \approx 1$. The element size along the axial direction is kept constant while that along the $y$-direction is varied to accurately capture the current flow near the pipe wall. The element size selected always satisfied $Pe < 1$.

Even though the spatial extension of the current in the 2D problem is also infinite in the $y$-direction, the induced currents form closed loops in the $x$-$z$ planes. Hence, the boundary condition ($A_z = 0$) which is relevant to the original problem is enforced at far distances of the upstream and downstream sides (Fig. 2b). For a quantitative assessment of the reaction magnetic field and induced currents, numerical solution of the 2D problem is sought.

Selected results from the simulation are presented in Figs. 2c and d for different gaps ($d$) between the plates. In line with the expectation, it was found that for a wide range of velocities and the separation gap between the plates, the total current crossing the bisecting plane (shown in Fig. 2b) is zero. This ensured that the reaction magnetic field $b_z$ vanishes at far distances along the downstream side. Further the increase in the gap ($d$) between the plates, $b_z$ is almost confined close to the region where the applied magnetic field exists.

The solution for the 2D version of the problem has clearly shown that magnetic field is dragged only along the downstream side, while it is always confined at the upstream end (for the range of velocities of interest, which correspond to $\mu\sigma u_0 > 10$). On the basis of this for the 1D problem, $A_z$ is specified to be zero at the upstream boundary and the vanishing $b_z$ leads to $dA_z/dz = 0$ at the downstream boundary.

Along with these boundary conditions and the input magnetic field defined in (3), the analytical solution of the ODE (4) is

$$A_z(z) = \begin{cases} \frac{B}{K} (e^{-kb} - e^{-ka}), & 0 \leq z < a \\ \frac{B}{K} (1 - e^{-ka} + e^{-kb} - e^{-ka-b}) + B(z-a), & a \leq z \leq b \\ \frac{B}{K} (e^{-kb} - e^{-ka}) + B(b-a), & b < z \leq L \end{cases}$$

(12)

where $k = \mu \sigma u_0$; $B$ is the value of $B_z$ in $a \leq z \leq b$ as mentioned in (3). This can serve as the reference for the evaluation of the error in the numerical solution of the governing equation. Sample results obtained from the FEM are presented in Fig. 3 along with the analytical solution of the governing equation, where the reaction

![Fig. 2 Selected results for the 2D problem](image)

\(a\) Input quantity and its derivative form
\(b\) Schematic of 2D problem
\(c\) 2D: computed reaction magnetic field for different plate separation distances (d) with $u_0 = 10$ ms$^{-1}$
\(d\) 2D: computed magnetic vector potential for the same
The magnetic field $b_x$ is calculated using the forward difference scheme

$$b_x(n) = -\frac{A_y(n+1) - A_y(n)}{\Delta z}$$

The solution is stable for $Pe \gg 1$ (practically verified for $Pe$ ranging from 30 to 30,000) with $A_y$ as input. However, as mentioned earlier, in the mid-range $1 < Pe < 30$ oscillation exists. Sample results are presented in Fig. 3.

To identify the location (the value of $Pe$) and peak amplitude of the oscillation, analytical solution of the FEM equation, which appears in the difference equation form, is performed in the next section.

### 2.3 Location and value of the maximum error

The governing difference equations can be rewritten as:

For magnetic field $B_x$ as the input

$$r A_y(n-1) + (-1 - r) A_y(n) + A_y(n + 1) = 2Pe\Delta z B_x(n)$$

Similarly for vector potential $A_y$ as the input

$$r A_y(n-1) + (-1 - r) A_y(n) + A_y(n + 1) = 1 - r^2 (A_y(n-1) - A_y(n+1))$$

where $r = (-1 - Pe)/(1 + Pe)$.

Using the method described in [20], the general solution of (13) and (14) can be found as

$$A_y(n) = k_1 + k_2 e^{r_n} + y_p(n)$$

where $y_p(n)$ is the particular solution and $k_1, k_2$ are the parameters of the complementary solution.

The direct solution of the difference equation with piecewise input is difficult and hence the problem domain is divided into five sub-domains ($B$, $C$, $D$, $F$ and $G$) as shown in Figs. 7a and 8a of Appendix. The solution steps are also detailed in the Appendix along with its validation.

The oscillation in the numerical result can be found both analytically and numerically to occur at the end of domain $C$. On the basis of this, for finding the peak amplitude of the oscillation and the corresponding $Pe$, solution for domain $C$ i.e. (31) is considered. The reaction magnetic field at the end of domain $C$

$$b_x = \frac{A_y(m_c - 1) - A_y(m_c)}{\Delta z} = \frac{c_2(r^{m_c-1} - r^{m_c})}{\Delta z} \frac{\lambda}{\Delta z}$$

Equation (16), has a constant part given by $\lambda \Delta z$ and an oscillatory part given by $(c_2(r^{m_c-1} - r^{m_c}))/\Delta z$.

Comparing with the analytical solution given in (12), oscillatory part can be identified to be the major part of the error in the
numerical solution. For the range of velocities of interest (i.e. $\mu \sigma u_0 > 10$) this part amounts to almost the total error.

Let

$$\hat{b}_a = \frac{c_2(r^{m-1} - r^{m})}{\Delta z}$$

substituting (50) in (17)

$$\hat{b}_a = B \frac{1 + r}{2r^2} \frac{B(1 - \text{Pe})}{(1 + \text{Pe})^2}$$

Similarly, for $B_x$ input

$$\hat{b}_b = B \frac{1}{r} \frac{B(1 - \text{Pe})}{1 + \text{Pe}}$$

The magnitude of the oscillation present in the analytical solution of the difference equation is given by (18) and (19) for the respective inputs (i.e. $A_y$ and $B_x$, respectively). The error obtained from the above is plotted in Fig. 4. The peak error, with input field specified in terms of the vector potential occurs at $\text{Pe} = 3$ and its magnitude in % is 1/8.

The above numerical exercise has once again confirmed that the proposed scheme is very stable for large flow rates. Also, even in the midrange of flowrates (and hence Pe), the error in the numerical results is lower than that with GFEM and further it can be controlled by opting for different discretisation.

2.4 Performance with quadratic elements

Unlike that with the first order elements, SUPG scheme for higher order elements requires more computation. On the other hand, the proposed scheme is free of such issues and when implemented for second order elements, its performance is found to be equally good. Sample numerical results are presented in Fig. 5 as an evidence for the same.

2.5 Analysis for the flowmeter

Until now all the analyses were limited to 1D version of the problem and therefore it was deemed necessary to scrutinise the proposed scheme with the original problem. For this, governing equations (1) and (2) are solved using GFEM [3]. The input magnetic field $B_{ap}$ is set to have only the $x$-component $B_x$, whose magnitude varies only along the flow direction (as shown in Fig. 6a). The corresponding vector potential $A_y$ will have only $y$ component. It is readily available if one employs numerical simulation for the input magnetic field or it can be obtained from $-dA_y/dz = B_x$ when the measured flux density is employed.
For the numerical experiment, a non-magnetic stainless steel pipe with inner and outer diameters 517 and 557 mm respectively is considered. The conductivity of the pipe material is $1.16 \times 10^6$ Sm$^{-1}$ and that of the liquid sodium inside is $7.21 \times 10^6$ Sm$^{-1}$. It is true that due to cavitation and other associated problems, velocities beyond few to few tens of meters are impractical with liquid.
metals. Nevertheless, simulations are carried out for velocities ranging up to 3000 m s⁻¹ (which corresponds to \( Re_a = 14851 \)), solely to demonstrate the robustness of the proposed scheme. The intention was to consider the possible application of the proposed scheme for general moving conductor problems. Incidentally, \( Re_a \) is related to the Péclet number through \( Pe = Re_a/2Dh_b \).

Sample simulation results are compared with that obtained from the original formulation in Fig. 6. The reaction magnetic field for \( Pe = 40 \) as given by two approaches is presented in Figs. 6c and d, while Fig. 6b presents reaction magnetic field along the pipe axis for different values of Pe. From the results obtained from extensive simulations, it is observed that for the midrange of Pe there exists a small amount of oscillation, which asymptotically vanishes with increase in Pe. These observations are in line with the inference drawn earlier from the 1D analysis. It must be noted here that all the analysis reported here considers only an axially varying applied magnetic field, which generally holds true for flowmeters.

3 Summary and conclusion

Theoretical evaluation of the sensitivity of electromagnetic flowmeter seems to be the best possible choice especially when it is to be used for the measurement of liquid metal flows. The commonly employed Galerkin finite element formulation is known to become unstable for larger flow rates. SUPG scheme is generally suggested in the pertinent literature for overcoming this problem. However, SUPG scheme requires computation of the stabilisation parameter, which involves a lot more calculations with higher order elements. In addition, it is difficult to arrive at the stabilisation parameters for elements with order beyond quadratic [16, 17].

By analysing the 1D version of the problem, a novel scheme has been devised which is free of above mentioned difficulties. In this scheme, classical GFEM is retained intact and only the input magnetic field is restated in terms of the associated vector potential. The analytical solution of the FEM, for the proposed scheme indicate that solution exhibits a small amount of oscillation in the mid-range of flow rates (1 < Pe < 30) and this oscillation asymptotically vanishes with the increase in Pe (for Pe > 3). The maximum error due to this numerical oscillation has been quantified analytically. Even the maximum error, which is shown to occur at Pe = 3, is lower than what is found with flux density as the input. Finally, the proposed scheme is applied to the original flowmeter problem and the simulation results indicate that inferences drawn on the 1D version of the problem remain valid even for the 3D case. In summary, a simple and robust scheme has been proposed for the FEM solution of the flowmeter problem involving only an axially varying applied magnetic field.
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For domain $D (0 \leq n_d \leq m_d)$

$$r_y(n_d - 1) + \frac{(-1) - r}{2} y_d(n_d) + \frac{1 - r}{2} y_d(n_d + 1) = 0 \tag{28}$$

$$\Rightarrow y_d(n_d) = d_1 + d_2 r^n \tag{29}$$

The difference equations in domains $F$, $C$ and $G$ are inhomogeneous and their particular solutions are computed [20]. The complete general solutions of domains $F$, $C$ and $G$ are

$$y_y(n_y) = f_1 + f_2 r^n + \frac{\lambda (1 + r)}{2 (1 - r)} n_y + \frac{\lambda}{2} n_y^2 \tag{30}$$

$$y_y(n_y) = c_1 + c_2 r^n + \lambda n_y \tag{31}$$

$$y_y(n_y) = g_1 + g_2 r^n + \left(1 - \frac{r + 1}{2(r - 1)}\right) \lambda n_y - \frac{\lambda}{2} n_y^2 \tag{32}$$

The global boundary conditions are imposed at the extreme boundaries. It helps in eliminating two variables

$$y_0(0) = 0 \Rightarrow b_1 = -b_2 \tag{33}$$

$$y_0(m_d) = y_0(m_d + 1) \Rightarrow d_2 = 0 \tag{34}$$

The intermittent boundaries should satisfy the equality condition and the governing equation itself at the joining nodes. At junction $G-D$, the equality condition is imposed.

$$y_y(1) = y_y(0) \Rightarrow g_1 + g_2 r + \frac{\lambda}{1 - r} = d_1 \tag{35}$$

Satisfying, governing equation

$$r_y(0) - (1 + r)y_y(0) + y_y(1) = 0 \Rightarrow g_1 + g_2 = d_1 \tag{36}$$

The above mentioned conditions are employed for other three junctions and six more equations are obtained. These six equations are solved along with (33)–(36). The parameters of complementary solutions are obtained as

$$g_2 = \frac{\lambda}{1 - r} \tag{37}$$

$$c_2 = \frac{\lambda}{r^n (1 - r)} \tag{38}$$

$$f_2 = -\frac{\lambda}{1 - r} + \frac{c_2}{r} \tag{39}$$

$$b_2 = \frac{-\lambda}{r^{n+1}(1 - r)} + \frac{f_2}{r^n} \tag{40}$$

$$f_1 = b_1 + b_2 r^n - f_2 \tag{41}$$

$$c_1 = f_1 + f_2 r + \frac{\lambda}{1 - r} - c_2 \tag{42}$$

$$g_1 = c_1 + c_2 r^n + \lambda n_y - g_2 \tag{43}$$

$$d_1 = g_1 + g_2 r + \frac{\lambda}{1 - r} \tag{44}$$

The analytical solution of the difference equation is compared with the numerical solution obtained from FDM and FEM in Figs. 7b and c.

5.2 Appendix 2: analytical solution with derivative of $A_{sy}$ as input

The input in terms of $A_{sy}$ is plotted in Fig. 8a. Similar to $B_y$, the problem is divided into five sub-domains.

The governing difference equations and their general solutions for domains $B$, $C$ and $D$ are same as that of the previous case, with $\lambda$ redefined as $\lambda = (A_{sy}(n_y - 1) - A_{sy}(n_y + 1))/2$ and it is equivalent to $B_{dy}$. $F$ and $G$ domain equations are listed as follows.

For domain $F (0 \leq n_y \leq 2)$

$$r_y(n_y - 1) + (1 - r) y_y(n_y) + y_y(n_y + 1) = \lambda \frac{1 - r}{2} n_y \tag{45}$$

$$\Rightarrow y_y(n_y) = f_1 + f_2 r^n + \frac{\lambda (1 + r)}{4 (1 - r)} n_y + \frac{\lambda}{2} n_y^2 \tag{46}$$

For domain $G (0 \leq n_y \leq 2)$

$$r_y(n_y - 1) + (1 - r) y_y(n_y) + y_y(n_y + 1) = \lambda (2 - n_y) \frac{1 - r}{2} \tag{47}$$

$$\Rightarrow y_y(n_y) = g_1 + g_2 r^n + \left(1 - \frac{r + 1}{4(1 - r)}\right) \lambda n_y - \frac{\lambda}{4} n_y^2 \tag{48}$$

The computed values of parameters in the complementary solution are

$$g_2 = \frac{\lambda}{2(1 - r)^2} \tag{49}$$

$$c_2 = \frac{\lambda (1 + r)}{2 r^n (1 - r)} \tag{50}$$

$$f_2 = -\frac{\lambda}{2(1 - r)} + \frac{c_2}{r} \tag{51}$$

$$b_2 = \frac{\lambda r}{2 r^n (1 - r)^2} + \frac{f_2}{r^n} \tag{52}$$

$$f_1 = b_1 + b_2 r^n - f_2 \tag{53}$$

$$c_1 = f_1 + f_2 r + \frac{\lambda (3 - 2)}{2 (1 - r)} - \frac{c_2}{r} \tag{54}$$

$$g_1 = c_1 + c_2 r^n + \lambda n_y - \frac{\lambda}{2(1 - r)^2} \tag{55}$$

$$d_1 = g_1 + g_2 r + \frac{\lambda (r - 2)}{2 (1 - r)} \tag{56}$$

The analytical solution of the difference equation is compared with the numerical solution obtained from FDM and FEM in Figs. 8b and c.