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Abstract

For $0 < \alpha \leq 2$ and $0 < H < 1$, an $\alpha$-time fractional Brownian motion is an iterated process $Z = \{Z(t) = W(Y(t)), t \geq 0\}$ obtained by taking a fractional Brownian motion $\{W(t), t \in \mathbb{R}\}$ with Hurst index $0 < H < 1$ and replacing the time parameter with a strictly $\alpha$-stable Lévy process $\{Y(t), t \geq 0\}$ in $\mathbb{R}$ independent of $\{W(t), t \in \mathbb{R}\}$. It is shown that such processes have natural connections to partial differential equations and, when $Y$ is a stable subordinator, can arise as scaling limit of randomly indexed random walks. The existence, joint continuity and sharp Hölder conditions in the set variable of the local times of a $d$-dimensional $\alpha$-time fractional Brownian motion $X = \{X(t), t \in \mathbb{R}_+\}$ defined by $X(t) = (X_1(t), \ldots, X_d(t))$, where $t \geq 0$ and $X_1, \ldots, X_d$ are independent copies of $Z$, are investigated. Our methods rely on the strong local nondeterminism of fractional Brownian motion.
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1 Introduction

In recent years, iterated Brownian motion and related iterated processes have received much research interest. Such iterated processes are connected naturally with partial differential equations and have interesting probabilistic and statistical features such as self-similarity, non-Markovian dependence structure, non-Gaussian distributions; see [2, 10, 11, 12, 17, 18, 28, 29, 33, 42] and references therein for further information. Inspired by these results, we consider a new class of iterated processes called \( \alpha \)-time fractional Brownian motion (fBm) for \( 0 < \alpha \leq 2 \) and \( 0 < H < 1 \). These are obtained by taking a fractional Brownian motion of index \( H \) and replacing the time parameter with a strictly \( \alpha \)-stable Lévy process \( Y \).

More precisely, let \( W = \{W(t), t \in \mathbb{R}\} \) be a fractional Brownian motion in \( \mathbb{R} \) with index \( H \), which is a centered, real-valued Gaussian process with covariance function

\[
\mathbb{E}(W(t)W(s)) = \frac{1}{2}(|t|^{2H} + |s|^{2H} - |t-s|^{2H})
\]

and \( W(0) = 0 \) a.s. Here and in the sequel, \( | \cdot | \) denotes the Euclidean norm. Let \( Y = \{Y(t), t \geq 0\} \) be a real-valued strictly \( \alpha \)-stable Lévy process, \( 0 < \alpha \leq 2 \), starting from 0; see Section 3 for its definition and [9, 36] for further information. We assume that \( W \) and \( Y \) are independent. Then a real-valued \( \alpha \)-time fractional Brownian motion \( Z = \{Z(t), t \geq 0\} \) is defined by

\[
Z(t) \equiv W(Y(t)), \quad t \geq 0.
\]

For \( \alpha = 2 \) and \( H = 1/2 \), this is the iterated Brownian motion of Burdzy [10]. When \( 0 < \alpha < 2 \) and \( H = 1/2 \), \( Z \) is called an \( \alpha \)-time Brownian motion by Nane [30]. Aurzada and Lifshits [3] and Linde and Shi [27] studied the small deviation problem for real-valued \( \alpha \)-time Brownian motion. Nane [32] studied laws of the iterated logarithm for a version of \( Z \). Moreover, when \( Y \) is symmetric, for \( \alpha = 1, 2 \) and \( H = 1/2 \) these processes have connections with partial differential operators as described in [2, 31].

More generally, it is easy to verify that the process \( Z \) has stationary increments and is a self-similar process of index \( H/\alpha \). The latter means that, for every constant \( c > 0 \), the processes \( \{Z(t) : t \geq 0\} \) and \( \{c^{-H/\alpha}Z(ct) : t \geq 0\} \) have the same finite-dimensional distributions. Gaussian and stable self-similar processes have been studied extensively in recent years; see Samorodnitsky and Taqqu [35], Embrechts and Maejima [20] for further information. The \( \alpha \)-time fractional Brownian motions form an important class of non-Markovian and non-stable self-similar processes, except in the special case when \( H = 1/2 \) and \( Y \) is a stable subordinator [In this case, \( Z \) is a symmetric stable Lévy process]. As will be shown in this paper, they have natural connections to partial differential equations and can arise as scaling limit of randomly indexed random walks with dependent jumps. Hence they can serve as useful stochastic models in many scientific areas including physics, insurance risk theory and communication networks. Moreover, because they are non-Markovian and have non-stable distributions, new methods are often needed in order to study their properties.

When \( \alpha < 2 \), the sample function of the \( \alpha \)-time fractional Brownian motion \( Z \) is not continuous and its irregularity is closely related to those of \( W \) and \( Y \). One of our motivations of this paper is to characterize the irregularity of \( Z \) in terms of the parameters \( H \) and \( \alpha \).
We do this by studying the existence and regularity of the local times of \( \alpha \)-time fractional Brownian motion \( X = \{ X(t), t \geq 0 \} \) with values in \( \mathbb{R}^d \) defined by

\[
X(t) = (X_1(t), \ldots, X_d(t)), \quad (t \geq 0),
\]

where \( X_j = W_j(Y_j(t)) \) (\( j = 1, \ldots, d \)). We assume that \( W_1, \ldots, W_d \) are independent copies of \( W \), \( Y_1, \ldots, Y_d \) are independent copies of \( Y \), and \( \{W_j\} \) and \( \{Y_j\} \) are independent. We will call \( X = \{ X(t), t \geq 0 \} \) a \( d \)-dimensional \( \alpha \)-time fractional Brownian motion. It is clear that \( X \) is also self-similar of index \( H/\alpha \) and has stationary increments.

The rest of this paper is organized as follows. In Section 2, we study the PDE connections of \( \alpha \)-time fractional Brownian motions, and prove that they can be obtained as scaling limit of randomly indexed random walks with dependent jumps. These results provide some analytic and physical interpretations for \( \alpha \)-time fractional Brownian motions.

In Sections 3 and 4 we investigate the existence, joint continuity and sharp Hölder conditions in the set variable of the local times of a \( d \) dimensional \( \alpha \)-time fractional Brownian motion \( X \). In the special case of \( d = 1 \), \( W \) is Brownian motion and \( Y \) is a symmetric \( \alpha \)-stable Lévy process with \( \alpha > 1 \), the existence and joint continuity of the local time of \( Z \) have been proved by Nane [30]. The methods used in this paper differ from those of Nane [30]. The latter uses the existence of local times of Brownian motion in \( \mathbb{R} \) as well as the existence of local time of symmetric stable Lévy processes, which does not exist whenever \( \alpha \leq 1 \) or \( d > 1 \). Our Theorem 3.1 implies that, for the \( \alpha \)-time Brownian motion \( X \) in \( \mathbb{R}^d \), local times exist in the case \( d = 1 \) for \( \alpha > 1/2 \); in the case \( d = 2 \) for \( \alpha > 1 \) and in the case \( d = 3 \) for \( \alpha > 3/2 \). Moreover, Theorem 4.1 shows that these local times have jointly continuous versions.

The methods of Sections 3 and 4 rely on the Fourier analytic argument of Berman [7, 8] and a chaining argument in Ehm [19]. In order to derive crucial moment estimates for the local times, we make use of the strong local nondeterminism (SLND) of fractional Brownian motion proved by Pitt [34] as well as several nontrivial modifications of the arguments in Xiao [41, 42].

Finally, we provide some technique lemmas as an Appendix in Section 5.

Throughout the paper, we will use \( K \) to denote an unspecified positive finite constant which may not necessarily be the same in each occurrence.

## 2 PDE connections and scaling limits of randomly indexed random walks

In this section we show that \( \alpha \)-time fractional Brownian motions have natural connections to partial differential equations. They may also arise as scaling limit of randomly indexed random walks with dependent jumps. These results provide some analytic and physical interpretations of \( \alpha \)-time fractional Brownian motions. These results show that \( \alpha \)-time fBm can serve as useful stochastic model in various scientific areas.
2.1 PDE connections

The domain of the infinitesimal generator $A$ of a semigroup $T(t)$ defined on a Banach space $\mathcal{H}$ is the set of all $\varphi \in \mathcal{H}$ such that the limit

$$\lim_{t \to 0} \frac{T(t)\varphi(x) - \varphi(x)}{t}$$

exists in the strong norm of $\mathcal{H}$.

Let $\Delta = \sum_{j=1}^{d} \frac{\partial^2}{\partial x_j^2}$ be the Laplacian operator, and let $\delta(x)$ be the Dirac-delta function. The density of Brownian motion $W$ in $\mathbb{R}^d$ is $f(t, x) = \frac{1}{(2\pi t)^{d/2}} e^{-|x|^2 / 2t}$. Let

$$T(t)\varphi(x) = \int_{\mathbb{R}^d} f(t, x - y)\varphi(y)dy$$

be the semigroup of Brownian motion on $L^2(\mathbb{R}^d)$. Then the generator of $T(t)$ is $\Delta$ with the domain $\text{Dom}(\Delta) = \{ \varphi \in L^2(\mathbb{R}^d) : \nabla \varphi \in L^2(\mathbb{R}^d) \}$, where $\nabla \varphi$ is the weak derivative of $\varphi$. See Section 31 in Sato [36] for more details and semigroups on other Banach spaces. Let $\varphi$ be a function in the domain of the Laplacian. Then the function

$$u(t, x) = T(t)\varphi(x)$$

is a solution of the heat equation

$$\frac{\partial}{\partial t} u(t, x) = \Delta u(t, x), \quad t > 0, \quad x \in \mathbb{R}^d,$$

$$u(0, x) = \varphi(x), \quad x \in \mathbb{R}^d. \quad (2.1)$$

In the case $H = \frac{1}{2}$ and $Y(t)$ is stable subordinator of index $\beta/2$, $0 < \beta \leq 2$ with $\mathbb{E}(e^{-sY(t)}) = e^{-ts^{\beta/2}}$, $W(Y(t))$ is a symmetric stable process of index $\beta$ in $\mathbb{R}^d$. The density of $W(Y(t))$ is given by

$$q(t, x) = \int_0^\infty f(s, x)p_t(s)ds = \int_0^\infty \frac{e^{-|x|^2/2s}}{(2\pi s)^{d/2}}p_t(s)ds,$$

where $p_t(s)$ is the density of $Y(t)$. Then the function

$$u(t, x) = \mathbb{E}_x[\psi(W(Y(t)))] = \int_0^\infty [T(s)\psi(x)]p_t(s)ds$$

is a solution of

$$\frac{\partial}{\partial t} u(t, x) = -2^{-\beta/2}(-\Delta)^{\beta/2} u(t, x), \quad t > 0, \quad x \in \mathbb{R}^d \quad (2.2)$$

$$u(0, x) = \psi(x), \quad x \in \mathbb{R}^d,$$

where $-(-\Delta)^{\beta/2}$ is the fractional Laplacian with Fourier transform

$$\int_{\mathbb{R}^d} e^{i(k,x)}[-(-\Delta)^{\beta/2}\psi(x)]dx = |k|^{\beta} \int_{\mathbb{R}^d} e^{i(k,x)}\psi(x)dx,$$
for functions $\psi$ in the domain of the fractional Laplacian, see [36, Theorem 31.5 and Example 32.6].

For the case of $H = \frac{1}{2}$ and $\alpha = 2$, Allouba and Zheng [2] and DeBlassie [17] showed that, for any function $\varphi$ in the domain of the Laplacian, the function $u(t, x) = \mathbb{E}_x[\varphi(W(Y(t)))]$ solves the Cauchy problem

$$
\frac{\partial}{\partial t} u(t, x) = \frac{\Delta \varphi(x)}{\sqrt{8\pi t}} + \frac{1}{8} \Delta^2 u(t, x), \quad t > 0, \quad x \in \mathbb{R}^d
$$

$$
u(0, x) = \varphi(x), \quad x \in \mathbb{R}^d.
$$

In this case $u(t, x) = \mathbb{E}_x[\varphi(W(Y(t)))$ also solves the fractional Cauchy problem

$$
\frac{\partial^{1/2}}{\partial t^{1/2}} u(t, x) = 2^{-3/2} \Delta u(t, x); \quad x \in \mathbb{R}^d, \quad t > 0
$$

$$
u(0, x) = \varphi(x), \quad x \in \mathbb{R}^d.
$$

Here $\frac{\partial^{1/2}}{\partial t^{1/2}} u(t, \cdot)$ is the Caputo fractional derivative with respect to $t$ of order $1/2$, defined by (for fixed $x \in \mathbb{R}^d$)

$$
\frac{\partial^{1/2}}{\partial t^{1/2}} u(t, x) = \frac{1}{\sqrt{\pi}} \int_0^t \left[ \frac{\partial u(s, x)}{\partial s} \right] \frac{ds}{(t - s)^{1/2}} = \frac{1}{\Gamma(1 - \frac{1}{2})} \int_0^t \left[ \frac{\partial u(s, x)}{\partial s} \right] \frac{ds}{(t - s)^{1/2}}.
$$

(2.3)

see [4].

For the case $H = \frac{1}{2}$, $\alpha = 1$ and $Y$ is a symmetric Cauchy process, Nane [31] showed that $u(t, x) = \mathbb{E}_x[\varphi(W(Y(t)))$ solves

$$
\frac{\partial^2}{\partial t^2} u(t, x) = \frac{\Delta \varphi(x)}{\pi t^2} - \frac{1}{4} \Delta^2 u(t, x), \quad t > 0, \quad x \in \mathbb{R}^d,
$$

(2.4)

$$
u(0, x) = \varphi(x), \quad x \in \mathbb{R}^d,
$$

where $\varphi$ is a bounded measurable function in the domain of the Laplacian, with bounded and Hölder continuous for all $1 \leq i, j \leq d$.

Nane [31] has also established pde connection for the case $H = \frac{1}{2}$, and $\alpha = \frac{k}{m}$ for relatively prime integers $k, m$, see Theorem 2.5 in [31].

For the case $0 < H < 1$, $d = 1$ and $\alpha = 2$, D’ovidio and Orsingher [18] established the fact that the density of $Z(t) = W(Y(t))$

$$
q(t, x) = 2 \int_0^\infty e^{-\frac{x^2}{2s^{2H}}} e^{-\frac{s^2}{2t}} ds
$$

is a solution of the first order PDE

$$
t \frac{\partial q(t, x)}{\partial t} = -\frac{H}{2} \frac{\partial}{\partial x}(xq(t, x)), \quad t > 0, \quad x \in \mathbb{R}.
$$

(2.5)

Let $p_t(s)$ be the density function of the symmetric Cauchy process $Y(t)$ and let $\delta(x)$ denote the Dirac-delta function. The following theorem answers a question in [18] and we prove it and Theorem below for the more general case that $W$ is a fractional Brownian motion with values in $\mathbb{R}^d$.
Theorem 2.1. In the case $0 < H < 1$ and $\alpha = 1$ the density function
\[ q(t, x) = 2 \int_0^\infty f^H(s, x)p_t(s)ds = 2 \int_0^\infty \frac{e^{-\frac{|x|^2}{2s^2}}}{(2\pi s^{2H})^{d/2}} \frac{t}{\pi(t^2 + s^2)} ds \]
of $W(Y(t))$ solves the PDE
\[ \frac{\partial^2 q(t, x)}{\partial t^2} = -2HI(0,1/2)(H)\Delta\delta(x) - H(2H - 1)\Delta G(2H-2),tq(t, x) \]
(2.6)
where
\[ G_{\gamma,t}q(t, x) = 2 \int_0^\infty s^\gamma p_t(s)f^H(s, x)ds, \quad \gamma \neq 0, \]
and $G_{0,t}$ is the identity operator.

An operator similar to the operator $G_{\gamma,t}$ was introduced in [22]. We refer to their Proposition 3.6 and Remark 3.7 for some nice properties of that operator. For the case $H \neq 1$, it might be a challenging problem to find the right class of functions $\phi$ and establish the Cauchy problem that is solved by $u(t, x) = E_x(\phi(W(Y(t))))$. This is due to the fact that $v(t, x) = E_x(\phi(W(Y(t))))$ is not a semigroup on a Banach space. The general theory of semigroups and their generators will not apply in this case.

Proof. Recall that the density function of symmetric Cauchy process $Y(t)$ is
\[ p_t(s) = \frac{t}{\pi(t^2 + s^2)}, \quad t \geq 0, \quad s \in \mathbb{R}. \]
Since
\[ \frac{\partial^2}{\partial t^2}p_t(s) = \frac{-2t(3s^2 - t^2)}{(t^2 + s^2)^3} \]
and for $t > 0$
\[ 2 \int_0^\infty f^H(s, x) \left| \frac{\partial^2}{\partial t^2}p_t(s) \right| ds = 2 \int_0^\infty \frac{e^{-\frac{|x|^2}{2s^2}}}{(2\pi s^{2H})^{d/2}} \left| \frac{-2t(3s^2 - t^2)}{(t^2 + s^2)^3} \right| ds < \infty, \]
we apply the Dominated Convergence Theorem to verify the following interchange of the second derivative in $t$:
\[ \frac{\partial^2}{\partial t^2}q(t, x) = 2 \int_0^\infty f^H(s, x) \frac{\partial^2}{\partial t^2}p_t(s)ds. \]
(2.7)
By using integration by parts to (2.7) and the facts
\[ \left( \frac{\partial^2}{\partial s^2} + \frac{\partial^2}{\partial t^2} \right) p_t(s) = 0; \]
\[ \frac{\partial}{\partial s}f^H(s, x) = Hs^{2H-1}\Delta f^H(s, x), \]
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we derive
\[
\frac{\partial^2}{\partial t^2} q(t, x) = -2 \int_0^\infty f^H(s, x) \frac{\partial^2}{\partial s^2} p_t(s) \, ds
\]
\[
= -2 f^H(s, x) \left. \frac{\partial}{\partial s} p_t(s) \right|_0^\infty + 2 \int_0^\infty \frac{\partial}{\partial s} f^H(s, x) \frac{\partial^2}{\partial s^2} p_t(s) \, ds
\]
\[
= 2 p_t(s) \left. \frac{\partial}{\partial s} f^H(s, x) \right|_0^\infty - 2 \int_0^\infty p_t(s) \frac{\partial^2}{\partial s^2} f^H(s, x) \, ds
\]
\[
= 2 p_t(s) \left. \frac{\partial}{\partial s} f^H(s, x) \right|_0^\infty + 2 \int_0^\infty p_t(s) \frac{\partial}{\partial s} \left( H s^{2H-1} \Delta f^H(s, x) \right) \, ds
\]
\[
= -2 \frac{HI_{(0, 1/2)}(H)}{\pi t} \Delta \delta(x)
\]
\[
-2 \int_0^\infty p_t(s) \left( H(2H - 1) s^{2H-2} \Delta f^H(s, x) + H^2 s^{4H-2} \Delta^2 f^H(s, x) \right) \, ds.
\]
\[
= -2 \frac{HI_{(0, 1/2)}(H)}{\pi t} \Delta \delta(x)
\]
\[
-\Delta^2 \int_0^\infty p_t(s) H(2H - 1) s^{2H-2} f^H(s, x) ds + \Delta^2 \frac{\partial}{\partial s} \int_0^\infty p_t(s) H^2 s^{4H-2} f^H(s, x) ds.
\]
the last line follows by the dominated convergence theorem. In the above we have used that
\[
\lim_{s \to 0} f^H(s, x) \frac{\partial}{\partial s} p_t(s) = 0,
\]
\[
\lim_{s \to \infty} f^H(s, x) \frac{\partial}{\partial s} p_t(s) = 0,
\]
\[
\lim_{s \to \infty} p_t(s) \frac{\partial}{\partial s} f^H(s, x) = 0,
\]
and that
\[
\lim_{s \to 0} p_t(s) \frac{\partial}{\partial s} f^H(s, x) = \lim_{s \to \pi t} \frac{H}{\pi t} s^{2H-1} \Delta f^H(s, x)
\]
\[
= \begin{cases} 0 & \text{if } H > \frac{1}{2}, \\ \frac{H}{\pi t} \Delta \delta(x) & \text{if } 0 < H \leq \frac{1}{2}. \end{cases}
\]
This finishes the proof of (2.6). \(\square\)

**Remark 2.1.** After we submitted our paper, we learned that Beghin et al. [6] has established that the density \(W(Y(t))\) in the case \(d = 1, 0 < H < 1, \alpha = 1\)
\[
q(t, x) = 2 \int_0^\infty e^{-\frac{x^2}{2t^2}} \frac{t}{\sqrt{2\pi s^{2H}}} \frac{1}{\pi(t^2 + s^2)} ds
\]
solves
\[
\frac{\partial^2}{\partial t^2} q(t, x) = -\frac{1}{t^2} \left[ H(H - 1) \frac{\partial}{\partial x} x - H^2 \frac{\partial^2}{\partial x^2} x \right] q(t, x) - \frac{2HI_{(0, 1/2)}(H)}{\pi t} \frac{\partial^2 \delta(x)}{\partial x^2} \frac{1}{\pi t}.
\]
It is interesting to compare the equations (2.6) and (2.10).
Let \(0 < \beta = \frac{k}{m} < 2\) for \(k, m\) relatively prime integers, and let \(Y(t)\) be a stable subordinator of index \(\beta/2\). In this case the density \(p(t)\) is a solution of

\[
\frac{\partial^{2m}}{\partial t^{2m}} p(t) = \frac{\partial^k}{\partial s^k} p(t), \quad s, t > 0,
\]

see Lemma 3.1 in [16]. We have the next theorem which gives an extension of the PDE in (2.11).

**Theorem 2.2.** Let \(0 < H < 1, \beta = \frac{1}{m}\) for \(m = 2, 3, \ldots\). Let \(Y(t)\) be a stable subordinator of index \(\alpha = \frac{\beta}{2}\). Then the density \(q(t, x) = \int_{0}^{\infty} f^{H}(s, x)p(t)ds\) of \(W(Y(t))\) is a solution of

\[
\frac{\partial^{2m}}{\partial t^{2m}} q(t, x) = -H \Delta V_{(2H-1),t} q(t, x),
\]

where \(V_{\gamma,t} q(t, x) = \int_{0}^{\infty} s^{{\gamma}} p(t) f^{H}(s, x)p(t)ds\) for \(\gamma \neq 0\) and \(V_{0,t}\) is the identity operator.

**Proof.** The proof follows by integration by parts as in the proof of Theorem 2.1, and by using (2.11) with \(k = 1\).

\[
\frac{\partial^{2m}}{\partial t^{2m}} q(t, x) = \int_{0}^{\infty} f^{H}(s, x) \frac{\partial^{2m}}{\partial s^{2m}} p(t)ds
\]

\[= \int_{0}^{\infty} f^{H}(s, x) \frac{\partial}{\partial s} p(t)ds
\]

\[= f^{H}(s, x)p(t)\bigg|_{0}^{\infty} - \int_{0}^{\infty} \frac{\partial}{\partial s} f^{H}(s, x)p(t)ds
\]

\[= f^{H}(s, x)p(t)\bigg|_{0}^{\infty} - \int_{0}^{\infty} p(t)\left(H s^{2H-1} \Delta f^{H}(s, x)\right) ds
\]

\[= -H \int_{0}^{\infty} p(t)s^{2H-1} \Delta f^{H}(s, x) ds,
\]

\[= -H \Delta \int_{0}^{\infty} p(t)s^{2H-1} f^{H}(s, x) ds,
\]

the last line follows by dominated convergence theorem. See equations (2.7)–(2.10) in [16] to show that the boundary terms are all zero. \(\square\)

Letting \(H = \frac{1}{2}\) in Theorem 2.2, the density \(q(t, x)\) of symmetric stable process \(W(Y(t))\) of index \(\alpha = \frac{1}{m}\) is a solution of

\[
\frac{\partial^{2m}}{\partial t^{2m}} q(t, x) = -\frac{1}{2} \Delta q(t, x).
\]

The equations (2.2) and (2.13) should be compared. This result is a special case of the following result stated in Nane [31, Lemma 3.2] that is due to DeBlassie [16] originally: Let \(H = \frac{1}{2}\) and \(0 < \alpha = \frac{k}{m} < 2\), where \(k, m\) are relatively prime. Let \(Y\) be a stable subordinator...
of index $\alpha/2$. In this case $W(Y(t))$ is a symmetric stable process of index $\alpha = \frac{k}{m}$. Then the density $q(t, x)$ of $W(Y(t))$ is a solution of

$$\frac{\partial^{2m}}{\partial t^{2m}} q(t, x) = \frac{1}{2^k} (-\Delta)^k q(t, x), \quad s, t > 0.$$  

(2.14)

We can work out a similar connection for the case $0 < H < 1$ and $\alpha = \frac{k}{m}$ (where $k$ and $m$ are relatively prime integers) by using integration by parts, (2.8), and (2.14), which extends the PDE connection in Nane [31, Theorem] for the case $H = \frac{1}{2}, \alpha = \frac{k}{m}$.

Alternatively, for the case $0 < H < 1$, $\alpha = \frac{k}{m}$, $k, m$ relatively prime integers, we have $W(Y(t)) = W(B(U(t)))$, where $B$ is a Brownian motion running twice the speed of standard Brownian motion and $U$ is a stable subordinator of index $\alpha/2 = \frac{k}{2m}$. In this case using the methods of Theorem 2.1, equation (2.5) for the density of $W(B(t))$ and equation (2.11) for the density of $U(t)$ we can obtain the PDE solved by the density of $W(Y(t))$.

For many other PDE connections of different types of subordinate processes, we refer to [2, 4, 5, 18, 31, 33].

### 2.2 Scaling limits of randomly indexed random walks

Now we prove that the $\alpha$-time fBm $Z = \{W(Y(t)), t \geq 0\}$, where $W$ is $H$-fractional Brownian motion with values in $\mathbb{R}$ and $\{Y(t), t \geq 0\}$ is a stable subordinator of index $\alpha \in (0, 1)$, can be approximated weakly in the Skorohod space $D([0, \infty), \mathbb{R})$ by normalized partial sums of randomly indexed random walks with dependent jumps.

Let $\{\xi_n, n \in \mathbb{Z}\}$ be a sequence of i.i.d. random variables with $\mathbb{E}[\xi] = 0$, $\mathbb{E}[\xi^2] = 1$, and let $\{a_n, n \in \mathbb{Z}_+\}$ be a sequence of real numbers such that

$$\sum_{n=0}^{\infty} a_n^2 < \infty.$$  

We consider the linear stationary process $\{X_n, n \in \mathbb{N}\}$ defined by

$$X_n = \sum_{j=0}^{\infty} a_j \xi_{n-j}, \quad n \in \mathbb{N}.$$  

(2.15)

Davydov [15] was the first to study the weak convergence of normalized partial sums of $\{X_n, n \in \mathbb{N}\}$ to fractional Brownian motion. The following result is taken from Whitt [40, Theorem 4.6.1].

**Lemma 2.1.** Let $\{X_n, n \in \mathbb{N}\}$ be the linear stationary process defined by (2.15), and let $S_n = X_1 + \cdots + X_n$. If

$$\text{Var}(S_n) = n^{2H} L(n), \quad n \in \mathbb{N}$$  

(2.16)

for some $H \in (0, 1)$, where $L(\cdot)$ is a slowly varying function, and

$$\mathbb{E} \left[ |S_n|^{2a} \right] \leq K \cdot (\mathbb{E}[S_n^2])^a$$  

(2.17)
for some constants $a > 1/H$ and $K > 0$, then
\[
\left\{ \frac{1}{n^{H}} \sqrt{L(n)} S_{[nt]}, \ t \geq 0 \right\} \Rightarrow \left\{ W(t), \ t \geq 0 \right\} \tag{2.18}
\]
in the $J_1$-topology on $D\left([0, \infty), \mathbb{R}\right)$, where $W$ is a fractional Brownian motion with Hurst index $H$.

**Example 2.2.** As in [40, pp.123–124] we take $a_j = c_j^{-\gamma}$ for some constants $c \in \mathbb{R}\{0\}$ and $\gamma \in \left(\frac{3}{2}, 1\right)$, then it can be verified that
\[
\var{S_n} \sim c_1 n^{3-2\gamma} \quad \text{as} \ n \to \infty, \tag{2.19}
\]
where
\[
c_1 = \frac{2c^2 \Gamma(1-\gamma)\Gamma(2\gamma-1)}{\Gamma(\gamma)(3-2\gamma)^2}.
\]
By applying Lemma 2.1, we have that
\[
\left\{ \frac{1}{\sqrt{c_1 n^{H}}} S_{[nt]}, \ t \geq 0 \right\} \Rightarrow \left\{ W(t), \ t \geq 0 \right\}, \tag{2.20}
\]
in the $J_1$-topology on $D\left([0, \infty), \mathbb{R}\right)$, where $H = \frac{3-2\gamma}{2}$.

**Theorem 2.3.** Let $\{X_n, n \geq 1\}$ be the linear stationary process defined by (2.15) and satisfies (2.16) and (2.17) in Lemma 2.1. Let $\{J_n, n \geq 1\}$ be a sequence of i.i.d. random variables also independent of $\{\xi_n, n \in \mathbb{Z}^+\}$, which belongs to the domain of attraction of some stable law $Y$ with index $\alpha \in (0, 1)$ and $Y > 0$ a.s. Denote by $\{b_n, n \geq 1\}$ a sequence of positive numbers such that $b_n T_n \Rightarrow Y$, where
\[
T_n = J_1 + \cdots + J_n, \quad \forall n \geq 1.
\]
Then as $c \to \infty$
\[
\left\{ \frac{1}{(b(c))^{-H}} \sqrt{L(b(c))^{-1}} S_{[T(ct)]}, \ t \geq 0 \right\} \Rightarrow \left\{ W(Y(t)), \ t \geq 0 \right\} \tag{2.21}
\]
in the $J_1$-topology on $D\left([0, \infty), \mathbb{R}\right)$, where $b(c) = b_{[c]}$ and $T(s) = T_{[s]}$.

**Proof.** For $t > 0$, let $b(t) = b_{[t]}$. Then $b(t) = t^{-1/\alpha} \ell(t)$, for some slowly varying function $\ell(t)$ at infinity. It follows from Theorem 4.5.3 in Whitt [40] that
\[
\{b(c)T(ct), \ t \geq 0\} \Rightarrow \{Y(t), \ t \geq 0\} \tag{2.22}
\]
in the $J_1$-topology on $D\left([0, \infty), \mathbb{R}_+\right)$, where $\{Y(t), t \geq 0\}$ is a stable subordinator with index $\alpha$. 
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Notice that \( \{X_n, n \geq 1\} \) and \( \{J_n\} \) are independent, we derive from Lemma 2.1 and (2.22) that as \( c \to \infty \)

\[
\left\{ \left( \frac{1}{cH} \sqrt{L(c)} S(\epsilon t), b(c) T(\epsilon t) \right), t \geq 0 \right\} \Rightarrow \left\{ (W(t), Y(t)), t \geq 0 \right\}
\]

(2.23)
in the \( J_1 \)-topology on \( D([0, \infty), \mathbb{R}) \times D([0, \infty), \mathbb{R}_+) \).

Since, for the limiting processes in (2.23), the sample function \( W(t) \) is continuous and \( Y(t) \) is strictly increasing, the conclusion of Theorem 2.3 follows from Theorem 13.2.2 in Whitt [40].

3 Existence of local times

Let \( X = \{X(t), t \geq 0\} \) be an \( \alpha \)-time fractional Brownian motion in \( \mathbb{R}^d \) defined by (1.2). In this section, we study the existence of local times

\[
L = \{L(x, B) : x \in \mathbb{R}^d, B \in B(\mathbb{R}_+)\}
\]
of \( X \), where \( B(\mathbb{R}_+) \) is the Borel \( \sigma \)-algebra of \( \mathbb{R}_+ \). In Section 4 we will establish joint continuity and sharp Hölder conditions in the set variable for the local times.

We recall briefly the definition of local times. For an extensive survey, see Geman and Horowitz [21]. Let \( X : \mathbb{R} \to \mathbb{R}^d \) be any Borel function and let \( B \subset \mathbb{R} \) be a Borel set. The occupation measure of \( X(t) \) on \( B \) is defined by

\[
\mu_B(A) = \lambda_1 \{ t \in B : X(t) \in A \}
\]
for all Borel sets \( A \subset \mathbb{R}^d \), where \( \lambda_1 \) is the Lebesgue measure on \( \mathbb{R} \). If \( \mu_B \) is absolutely continuous with respect to the Lebesgue measure \( \lambda_d \) on \( \mathbb{R}^d \), we say that \( X \) has a local time on \( B \) and define its local time \( L(x, B) \) to be the Radon-Nikodym derivative of \( \mu_B \). If \( B = [0, t] \), we will simply write \( L(x, B) \) as \( L(x, t) \). If \( I = [0, T] \) and \( L(x, t) \) is continuous as a function of \( (x, t) \in \mathbb{R}^d \times I \), then we say that \( X \) has a jointly continuous local time on \( I \).

In this latter case, the set function \( L(x, \cdot) \) can be extended to be a finite Borel measure on the level set

\[
X^{-1}_t(x) = \{ t \in I : X(t) = x \}.
\]
See Adler [1, Theorem 8.6.1]. This fact has been used by many authors to study fractal properties of level sets, inverse image and multiple times of stochastic processes. Related to our paper, we mention that Xiao [42] and Hu [23] have studied the Hausdorff dimension, and exact Hausdorff and packing measure of the level sets of iterated Brownian motion, respectively.

An \( \alpha \)-stable Lévy process \( Y = \{Y(t), t \geq 0\} \) with values in \( \mathbb{R} \) is a stochastically continuous process with stationary independent increments, \( Y(0) = 0 \), and characteristic exponent \( \psi \) given by

\[
\begin{align*}
\psi(z) &= -\sigma |z|^\alpha \left( 1 - i \beta \text{sgn}(z) \tan \frac{\pi \alpha}{2} \right), \quad \alpha \neq 1; \\
\psi(z) &= -\sigma |z| \left( 1 + i \frac{2}{\pi} \beta \text{sgn}(z) \ln(|z|) \right), \quad \alpha = 1,
\end{align*}
\]

(3.2)
where $0 < \alpha \leq 2$, $\sigma > 0$ and $-1 \leq \beta \leq 1$ are fixed constants (we have tacitly assumed that there is no drift term). See Bertoin [9] and Sato [36] for a systematic accounts on Lévy processes and stable laws, respectively.

Throughout this paper, we assume that $Y = \{Y(t), t \geq 0\}$ is strictly stable. That is, we assume $\beta = 0$ in (3.2) when $\alpha = 1$ so the asymmetric Cauchy process is excluded. Strictly stable Lévy processes of index $\alpha$ are $\frac{1}{\alpha}$-self-similar. Recall that, for $t > 0$, $p_t(x)$ is the density function of the random variable $Y(t)$. It is a bounded continuous function with the following scaling property:

$$p_t(x) = p_{rt}(r^{1/\alpha}x)r^{1/\alpha} \quad \text{for every } r > 0. \quad (3.3)$$

As discovered in Taylor [39], it is natural to distinguish between two types of strictly stable processes: those of Type A, and those of Type B. A strictly stable process, $Y$, is of Type A, if

$$p_t(x) > 0, \quad \forall t > 0, x \in \mathbb{R};$$

all other stable processes are of Type B. Taylor [39] has shown that if $\alpha \in (0, 1)$ and $Y$ is of Type B, then either $Y$ or $-Y$ is a subordinator, while all other strictly stable processes of index $\alpha \neq 1$ are of Type A. Hence, without loss of generality, we will assume $Y$ is either a strictly stable process of type A, or a subordinator. It will be shown that the properties of local times of $\alpha$-time fractional Brownian motion $X$ in $\mathbb{R}^d$ depends on the type of $Y$.

The following existence theorem for the local time of $X$ is easily proved by using the Fourier analysis (see, e.g., Berman [7], Geman and Horowitz [21] or Kahane [24]).

**Theorem 3.1.** Let $X = \{X(t), t \geq 0\}$ be an $\alpha$-time fractional Brownian motion in $\mathbb{R}^d$. Then for any $T > 0$, $X$ has a local time $L(x, T) \in L^2(\mathbb{P} \times \lambda_d)$ almost surely if and only if $d < \alpha/H$.

**Proof.** Let $\mu_{[0,T]}$ be the occupation measure of $X$ on $[0, T]$ defined by (3.1). Then its Fourier transform can be written as

$$\hat{\mu}_{[0,T]}(u) = \int_0^T \exp(i \langle u, X(t) \rangle) \, dt,$$

where $\langle \cdot, \cdot \rangle$ is the ordinary scalar product in $\mathbb{R}^d$. It follows from Fubini’s theorem that

$$E \int_{\mathbb{R}^d} |\hat{\mu}_{[0,T]}(u)|^2 \, du = \int_0^T \int_0^T \int_{\mathbb{R}^d} E \exp(i \langle u, X(t) - X(s) \rangle) \, du \, ds \, dt. \quad (3.4)$$

To evaluate the characteristic function in (3.4), we assume $0 < s < t$ (the other case is similar) and note that the density of $(Y(t), Y(s))$ is given by

$$p_{s,t}(x, y) = p_s(x)p_{t-s}(y-x).$$
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Since \(X_1, \cdots, X_d\) are independent copies of \(Z = \{W(Y(t)), t \geq 0\}\), we have

\[
\mathbb{E} \exp(i\langle u, X(t) - X(s) \rangle) = \prod_{k=1}^{d} \mathbb{E} \exp(iu_k(W(Y(t)) - W(Y(s))))
\]

\[
= \prod_{k=1}^{d} \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E} \exp(iu_k(W(y) - W(x))) p_{s,t}(x,y) \, dx \, dy
\]

(3.5)

\[
= \prod_{k=1}^{d} \int_{\mathbb{R}} \int_{\mathbb{R}} \exp\left(-\frac{u_k^2}{2}|y-x|^{2H}\right) p_{s,t}(x,y) \, dx \, dy
\]

\[
= \prod_{k=1}^{d} \int_{\mathbb{R}} \exp\left(-\frac{u_k^2}{2}|z|^{2H}\right) p_{t-s}(z) \, dz.
\]

To evaluate the integrals with respect to \(u\), we make a change of variables to get

\[
\int_{\mathbb{R}} \exp\left(-\frac{u_k^2}{2}|z|^{2H}\right) \, du_k = |z|^{-H} \int_{\mathbb{R}} \exp\left(-\frac{u_k^2}{2}\right) \, du_k.
\]

(3.6)

It follows from (3.4), (3.5) and (3.6) that

\[
\mathbb{E} \int_{\mathbb{R}^d} |\tilde{\mu}_{[0,T]}(u)|^2 \, du = \int_0^T \int_0^T \prod_{k=1}^{d} \left( \int_{\mathbb{R}} \exp\left(-\frac{u_k^2}{2}\right) \, du_k \int_{\mathbb{R}} |z|^{-H} p_{t-s}(z) \, dz \right) \, ds \, dt
\]

(3.7)

\[
= (2\pi)^{d/2} \left( \int_{\mathbb{R}} |z|^{-H} p_1(z) \, dz \right)^d \int_0^T \int_0^T \frac{1}{|t-s|^{dH/\alpha}} \, ds \, dt.
\]

In the above, we have used the fact that \(p_{t-s}(z) = |t-s|^{-1/\alpha} p_1(|t-s|^{-1/\alpha} z)\) and another change of variables.

The last integral in (3.7) is finite if and only if \(dH/\alpha < 1\). Hence \(\tilde{\mu}(\cdot) \in L^2(\mathcal{P} \times \lambda_d)\) if and only if \(dH/\alpha < 1\). Therefore, Theorem 3.1 follows from Plancherel’s theorem (see also Theorem 21.9 in Geman and Horowitz [21]).

We can express the local time \(L(t, x)\) as the inverse Fourier transform of \(\tilde{\mu}_{[0,T]}(u)\), namely

\[
L(t, x) = \left(\frac{1}{2\pi}\right)^d \int_{\mathbb{R}^d} \exp(-i\langle u, x \rangle) \, \tilde{\mu}_{[0,T]}(u) \, du
\]

(3.8)

\[
= \left(\frac{1}{2\pi}\right)^d \int_0^t \int_{\mathbb{R}^d} \exp(-i\langle u, x \rangle) \exp(i\langle u, X(s) \rangle) \, du \, ds.
\]

It follows from (3.8) that for any \(x, w \in \mathbb{R}^d\), \(B \in \mathcal{B}(\mathbb{R}_+)\) and all integers \(n \geq 1\), we have

\[
\mathbb{E}[L(x, B)]^n = (2\pi)^{-nd} \int_{B^n} \int_{\mathbb{R}^d} \exp\left(-i \sum_{j=1}^{n} \langle u_j, x \rangle \right)
\]

\[
\times \mathbb{E} \exp\left(i \sum_{j=1}^{n} \langle u_j, X(t_j) \rangle \right) \, du \, d\bar{t}
\]

(3.9)
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and for all even integers \( n \geq 2 \),

\[
\mathbb{E}[L(x + w, B) - L(x, B)]^n = (2\pi)^{-nd} \int_{B^n} \int_{\mathbb{R}^nd} \prod_{j=1}^{n} \left( \exp(-i \langle u_j, x + w \rangle) - \exp(-i \langle u_j, x \rangle) \right) \\
\times \mathbb{E} \exp \left( i \sum_{j=1}^{n} \langle u_j, X(t_j) \rangle \right) \, du \, dt,
\]

where \( \bar{u} = (u_1, \cdots, u_n) \), \( \bar{t} = (t_1, \cdots, t_n) \) and each \( u_j \in \mathbb{R}^d \), \( t_j \in B \) \((j = 1, \cdots, n)\). In the coordinate notation we then write \( u_j = (u_j^1, \cdots, u_j^d) \). For details in deriving the equations \((3.9)\) and \((3.10)\), see Geman and Horowitz [21].

### 4 Joint continuity and Hölder conditions

In this section, we establish the joint continuity and sharp Hölder conditions in the set variable for the local times of \( d \)-dimensional \( \alpha \)-time fractional Brownian motion \( X \). Then we apply these results to study the irregularities of the sample paths of \( X(t) \).

We use methods which are similar to those in Ehm [19] and Xiao [41, 42]. The following Lemmas \( 4.1 \), \( 4.2 \) and \( 4.3 \) give the crucial estimates for the moments of the local time of \( \alpha \)-time fractional Brownian motion. Note that the estimates in the case \( Y \) is of type \( A \) [i.e., \((4.2)\) and \((4.3)\)] are different from the case when \( Y \) is a stable subordinator [see Lemma \( 4.3 \)].

We need the fact that fractional Brownian motion \( W \) satisfies the property of strong local nondeterminism (SLND), which was proved by Pitt [34]. More precisely, for any \( y_1, \cdots, y_n \in \mathbb{R} \),

\[
\text{Var}(W(y_n)|W(y_1), \cdots, W(y_{n-1})) \geq K \min_{0 \leq j \leq n-1} |y_n - y_j|^{2H},
\]

where \( y_0 = 0 \) and \( K > 0 \) is an absolute constant.

**Lemma 4.1.** Let \( X = \{X(t), t \geq 0\} \) be a \( d \)-dimensional \( \alpha \)-time fractional Brownian motion with \( d < \alpha / H \) for which \( Y(t) \) is of type \( A \). For any \( h > 0 \), \( B = [0, h] \), \( x \in \mathbb{R}^d \), any integer \( n \geq 1 \), we have

\[
\mathbb{E}[L(x, B)]^n \leq K^n h^{(1 - dH/\alpha)n} (n!)^{dH(1 + 1/\alpha)},
\]

where \( K > 0 \) is a finite constant depending on \( d, H \) and \( \alpha \) only.

**Proof.** Thanks to the strong local nondeterminism (SLND) of fractional Brownian motion [cf. Eq. (4.1)], Lemma \( 5.2 \) and the scaling property of \( p_t(x) \) [cf. Eq. (3.3)], the proof of Lemma \( 4.1 \) follows along a similar line of the proof of Eq. (2.11) in Xiao [42] with obvious modifications. We omit the details. \( \square \)

**Lemma 4.2.** Under the conditions of Lemma \( 4.1 \), we have that for all even integers \( n \geq 2 \) and \( 0 < \gamma < \frac{1}{2} \min\{\alpha/(Hd) - 1, 1 - H\} \), \( x, w \in \mathbb{R}^d \)

\[
\mathbb{E}[L(x + w, B) - L(x, B)]^n \leq K^n |w|^\gamma h^n(1 - (d + \gamma)H/\alpha) (n!)^{d+\gamma + \frac{H(d+\gamma)}{\alpha}},
\]

where \( K > 0 \) is a finite constant depending on \( d, H, \gamma \) and \( \alpha \) only.
Proof. Even though the arguments for proving Lemma 4.2 are similar to that of Eq. (2.12) in Xiao [42], several essential modifications are needed.

By (3.10) and the elementary inequality

$$|e^{iu} - 1| \leq 2^{1-\gamma}|u|^\gamma \quad \text{for all } u \in \mathbb{R} \text{ and } 0 < \gamma < 1,$$

we see that for any even integer \( n \geq 2 \) and any \( 0 < \gamma < 1 \),

$$\mathbb{E}[L(x + w, B) - L(x, B)]^n \leq |w|^n \gamma \int_{B^n} \int_{\mathbb{R}^d} \prod_{j=1}^{n} |u_j|^\gamma \mathbb{E} \exp \left( i \sum_{j=1}^{n} \langle u_j, X(t_j) \rangle \right) d\mu d\nu. \quad (4.4)$$

By making the change of variables \( t_j = hs_j, j = 1, \ldots, n \) and \( u_j = h^{-H/\alpha}v_j, j = 1, \ldots, n \) and changing the letters \( s, v \) back to \( t, u \), the self-similarity of \( X \) implies that the right-hand side of (4.4) equals

$$|w|^n \gamma \int_{[0,1]^n} \int_{\mathbb{R}^d} \prod_{j=1}^{n} |u_j|^\gamma \mathbb{E} \exp \left( i \sum_{j=1}^{n} \langle u_j, X(t_j) \rangle \right) d\mu d\nu. \quad (4.5)$$

We fix any distinct \( t_1, \ldots, t_n \in [0,1] \) satisfying

$$0 = t_0 < t_1 < t_2 < \cdots < t_n, \quad (4.6)$$

and consider the inside integral in (4.5). Since for any \( 0 < \gamma < 1 \), \( |a + b|^\gamma \leq |a|^\gamma + |b|^\gamma \), we have

$$\prod_{j=1}^{n} |u_j|^\gamma \leq \sum_{j=1}^{n} \prod_{j=1}^{n} |u_j|^\gamma, \quad (4.7)$$

where the summation \( \sum' \) is taken over all \( (k_1, \ldots, k_n) \in \{1, \ldots, d\}^n \).

Let us fix a sequence \( (d_1, \ldots, d_n) \in \{1, \ldots, d\}^n \), and consider the integral

$$J = \int_{\mathbb{R}^d} \prod_{j=1}^{n} |u_j|^{k_j} \mathbb{E} \exp \left( i \sum_{j=1}^{n} \langle u_j, X(t_j) \rangle \right) d\mu \quad (4.8)$$

since \( X(t_j) = (W_1(Y_1(t_j)), \ldots, W_d(Y_d(t_j))) \). Now, we condition on \( Y_\ell(t_j) = y\ell_j, \ell = 1, \ldots, d, j = 1, \ldots, n \). By independence of the processes \( Y_\ell \) we have that the density of

$$\left( Y_\ell(t_j) = y\ell_j : \ell = 1, \ldots, d, j = 1, \ldots, n \right)$$

is given by

$$\overline{P}_{t_1, \ldots, t_n}(y_{11}, \ldots, y_{1n}, y_{21}, \ldots, y_{2n}, \ldots, y_{d1}, \ldots, y_{dn}) = \prod_{\ell=1}^{d} \prod_{j=1}^{n} p_{t_j - t_{j-1}}(y\ell_j - y\ell_{(j-1)}).$$
Let $\bar{t} = (t_1, \cdots, t_n)$ and $\bar{y} = (y_{11}, \cdots, y_{1n}, y_{21}, \cdots, y_{2n}, \cdots, y_{d1}, \cdots, y_{dn})$. By conditioning we have

$$J = \int_{\mathbb{R}^d} \int_{\mathbb{R}^{nd}} \prod_{j=1}^{n} |u_j^{k_j}|^{\gamma} \mathbb{E} \exp \left( \sum_{\ell=1}^{d} \sum_{j=1}^{n} u_j^{\ell} W_{\ell} (y_{\ell j}) \right) \tilde{p}_{t} (\bar{y}) \, d\bar{u} \, d\bar{y}.$$ 

For any fixed $\bar{y} \in \mathbb{R}^{nd}$, let

$$I = \int_{\mathbb{R}^d} \prod_{j=1}^{n} |u_j^{k_j}|^{\gamma} \mathbb{E} \exp \left( \sum_{\ell=1}^{d} \sum_{j=1}^{n} u_j^{\ell} W_{\ell} (y_{\ell j}) \right) \, d\bar{u}$$

$$= \int_{\mathbb{R}^d} \prod_{j=1}^{n} |u_j^{k_j}|^{\gamma} \exp \left( - \frac{1}{2} \text{Var} \left( \sum_{\ell=1}^{d} \sum_{j=1}^{n} u_j^{\ell} W_{\ell} (y_{\ell j}) \right) \right) \, d\bar{u}.$$ 

Then by a generalized Hölder’s inequality and Lemma 5.4 we have

$$I \leq \prod_{j=1}^{n} \left[ \int_{\mathbb{R}^d} |u_j^{k_j}|^{\gamma n} \exp \left( - \frac{1}{2} \text{Var} \left( \sum_{\ell=1}^{d} \sum_{j=1}^{n} u_j^{\ell} W_{\ell} (y_{\ell j}) \right) \right) \, d\bar{u} \right]^{1/n}$$

$$\leq \frac{(2\pi)^{nd-1/2}}{(\det \text{Cov}(W_{\ell} (y_{\ell j}), 1 \leq \ell \leq d, 1 \leq j \leq n))^{1/2}} \int_{\mathbb{R}} |u|^{\gamma n} e^{-u^2/2} \, du \prod_{j=1}^{n} \frac{1}{\sigma_{k_j,j}^2}$$

$$\leq \frac{K^n (n!)^\gamma}{(\det \text{Cov}(W_{\ell} (y_{\ell j}), 1 \leq \ell \leq d, 1 \leq j \leq n))^{1/2}} \prod_{j=1}^{n} \frac{1}{\sigma_{k_j,j}^2}$$

$$= \frac{K^n (n!)^\gamma}{\prod_{\ell=1}^{d} (\det \text{Cov}(W_{\ell} (y_{\ell j}), 1 \leq j \leq n))^{1/2}} \prod_{j=1}^{n} \frac{1}{\sigma_{k_j,j}^2},$$

where

$$\sigma_{k_j,j}^2 = \text{Var}(W_{k_j}(y_{k,j,j}) \mid W_{\ell}(y_{\ell,i}) : \ell \neq k \text{ or } \ell = k, i \neq j)$$

$$= \text{Var}(W_{k_j}(y_{k,j,j}) \mid W_{k_j}(y_{k,j,i}) : i = 0 \text{ or } i \neq j).$$

For any $\ell \in \{1, \cdots, d\}$ and any $y_{\ell,1}, \cdots, y_{\ell,n}$, there exists a permutation $\pi_{\ell}$ of $\{1, \cdots, n\}$ such that

$$y_{\ell,\pi_{\ell}(1)} \leq y_{\ell,\pi_{\ell}(2)} \leq \cdots \leq y_{\ell,\pi_{\ell}(n)}.$$

Hence, if we write $k_j = \ell$, then by SLND of fractional Brownian motion (4.11),

$$\sigma_{\ell,j}^2 = \text{Var}(W_{\ell}(y_{\ell,j}) \mid W_{\ell}(y_{\ell,i}) : i = 0 \text{ or } i \neq j)$$

$$\geq K \min \{ |y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|^{2H}, |y_{\ell,\pi_{\ell}(j+1)} - y_{\ell,\pi_{\ell}(j)}|^{2H} \}. \quad (4.10)$$

Hence

$$\prod_{j=1}^{n} \frac{1}{\sigma_{k_j,j}^2} \leq K^n \prod_{\ell=1}^{d} \prod_{j=1}^{n} \min \{ |y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|, |y_{\ell,\pi_{\ell}(j+1)} - y_{\ell,\pi_{\ell}(j)}| \}^{H_{\ell,k_j,j}}.$$
where \( \eta_{\ell,j} = 1 \) if \( k_j = \ell \) and \( \eta_{\ell,j} = 0 \) otherwise. Note that
\[
\sum_{\ell=1}^{d} \sum_{j=1}^{n} \eta_{\ell,j} = n. \tag{4.11}
\]

Since
\[
\prod_{\ell=1}^{d} \prod_{j=1}^{n} \min\left\{ \frac{1}{|y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|^{H_{\eta_{\ell,j}\gamma}}}, \frac{1}{|y_{\ell,\pi_{\ell}(j+1)} - y_{\ell,\pi_{\ell}(j)}|^{H_{\eta_{\ell,j}\gamma}}} \right\}^{1/n}
\leq \prod_{\ell=1}^{d} \prod_{j=1}^{n} \left( \frac{1}{|y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|^{H_{\delta_{\ell,j}\gamma}}} + \frac{1}{|y_{\ell,\pi_{\ell}(j+1)} - y_{\ell,\pi_{\ell}(j)}|^{H_{\delta_{\ell,j}\gamma}}} \right)
= \sum'' \prod_{\ell=1}^{d} \prod_{j=1}^{n} \left( \frac{1}{|y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|^{H_{\delta_{\ell,j}\gamma}}} \right),
\]
where the summation \( \sum'' \) is taken over \( 2^{nd} \) terms and \( \delta_{\ell,j} \in \{0, 1, 2\} \) and, thanks to (4.11),
\[
\sum_{\ell=1}^{d} \sum_{j=1}^{n} \delta_{\ell,j} \leq 2 \sum_{\ell=1}^{d} \sum_{j=1}^{n} \eta_{\ell,j} = 2n, \tag{4.12}
\]
we obtain
\[
\prod_{j=1}^{n} \frac{1}{\sigma_{k_{j},j}} \leq K^n \sum'' \prod_{\ell=1}^{d} \prod_{j=1}^{n} \left( \frac{1}{|y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)}|^{H_{\delta_{\ell,j}\gamma}}} \right). \tag{4.13}
\]

Now we go back to estimating \( J \). Let
\[
\Delta_{\pi_{\ell}} = \{ (y_{\ell,1}, \cdots, y_{\ell,n}) : y_{\ell,\pi_{\ell}(1)} \leq y_{\ell,\pi_{\ell}(2)} \leq \cdots \leq y_{\ell,\pi_{\ell}(n)} \}.
\]
Then
\[
J \leq K^n (n!)^\gamma \sum_{\{\pi_{\ell}\}} \sum'' \prod_{\ell=1}^{d} \left[ \int_{\mathbb{R}^n \cap \Delta_{\pi_{\ell}}} \prod_{j=1}^{n} \left( \frac{p_{t_{j-1}t_j} (y_{\ell,j} - y_{\ell,j-1})}{(y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)})^{H(1+\delta_{\ell,j}\gamma)}} \right) d\tilde{y}_{\ell} \right]. \tag{4.14}
\]

Fix \( \ell \in \{1, \cdots, d\} \) and a term in \( \sum'' \), we proceed to estimate the integral
\[
\int_{\mathbb{R}^n \cap \Delta_{\pi_{\ell}}} \prod_{j=1}^{n} \frac{p_{t_{j-1}t_j} (y_{\ell,j} - y_{\ell,j-1})}{(y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)})^{H(1+\delta_{\ell,j}\gamma)}} d\tilde{y}_{\ell}, \tag{4.15}
\]
where \( d\tilde{y}_{\ell} = dy_{\ell,1} \cdots dy_{\ell,n} \). Note that we can write (4.15) as
\[
\int_{\mathbb{R}^n \cap \Delta_{\pi_{\ell}}} \prod_{j=1}^{n} \frac{p_{s_{\ell}(j)-s_{\ell}(j-1)} (y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)})}{(y_{\ell,\pi_{\ell}(j)} - y_{\ell,\pi_{\ell}(j-1)})^{H(1+\delta_{\ell,j}\gamma)}} d\tilde{y}_{\ell}. \tag{4.16}
\]
It will be helpful to notice the difference of $y_{\ell, \pi_{\ell}(j)-1}$ in the numerator and $y_{\ell, \pi_{\ell}(j-1)}$ in the denominator.

Since $p_{\ell}(x) = t^{-1/\alpha}p_{1}(x/t^{1/\alpha})$, for all $t > 0$, $x \in \mathbb{R}$. Now (4.16) can be written as

$$\int_{\mathbb{R}^{n} \cap \Delta_{\pi_{\ell}}} \prod_{j=1}^{n} \left( \frac{1}{(t_{\pi_{\ell}(j)} - t_{\pi_{\ell}(j)-1})^{1/\alpha}} \right) p_{1}\left( \frac{y_{\ell, \pi_{\ell}(j)-1} - y_{\ell, \pi_{\ell}(j-1)}}{(t_{\pi_{\ell}(j)} - t_{\pi_{\ell}(j)-1})^{1/\alpha}} \right) \, dy_{\ell}. \quad (4.17)$$

We now integrate in the order $dy_{\ell, \pi_{\ell}(n)}, dy_{\ell, \pi_{\ell}(n-1)}, \ldots, dy_{\ell, \pi_{\ell}(1)}$.

A change of variables

$$y_{\ell, \pi_{\ell}(n)} - y_{\ell, \pi_{\ell}(n)-1} = \left( t_{\pi_{\ell}(n)} - t_{\pi_{\ell}(n)-1} \right)^{1/\alpha} \, \zeta_{n}$$

gives

$$\int_{y_{\ell, \pi_{\ell}(n)-1}}^{\infty} \frac{1}{(t_{\pi_{\ell}(n)} - t_{\pi_{\ell}(n)-1})^{1/\alpha}} p_{1}\left( \frac{y_{\ell, \pi_{\ell}(n)} - y_{\ell, \pi_{\ell}(n)-1}}{t_{\pi_{\ell}(n)} - t_{\pi_{\ell}(n)-1}} \right)^{H(1+\delta_{\ell,j} \gamma)} \, dy_{\ell, \pi_{\ell}(n)}$$

$$= \int_{s_{n}}^{\infty} \frac{1}{\left( z_{n} - s_{n} \right)^{H(1+\delta_{\ell,j} \gamma)}} \, p_{1}(z_{n}) \, dz_{n}, \quad (4.18)$$

where

$$s_{n} = \frac{y_{\ell, \pi_{\ell}(n)} - y_{\ell, \pi_{\ell}(n)-1}}{t_{\pi_{\ell}(n)} - t_{\pi_{\ell}(n)-1}}. \quad (4.19)$$

Since we have assumed $0 < \gamma < \frac{1}{2}(1 - H)$, so $H(1 + \delta_{\ell,j} \gamma) < 1$ for all $\ell, j$. Thus

$$\int_{s_{n}}^{\infty} p_{1}(z_{n}) \, dz_{n} \leq K,$$

where $K$ is a constant independent of $s_{n}$. This can be verified directly by splitting the interval $[s_{n}, \infty)$ into $[s_{n}, s_{n} + 1]$ and $[s_{n} + 1, \infty)$.

Continuing this procedure we derive

$$\int_{\mathbb{R}^{n} \cap \Delta_{\pi_{\ell}}} \prod_{j=1}^{n} \frac{p_{1}(y_{\ell, \pi_{\ell}(j)-1}) - p_{1}(y_{\ell, \pi_{\ell}(j-1)})}{(t_{\pi_{\ell}(j)} - t_{\pi_{\ell}(j)-1})^{H(1+\delta_{\ell,j} \gamma)}} \, dy_{\ell} \leq K^{n} \prod_{j=1}^{n} \left( t_{\pi_{\ell}(j)} - t_{\pi_{\ell}(j)-1} \right)^{H(1+\delta_{\ell,j} \gamma)} \quad (4.20)$$

Combining this inequality with equation (4.14) gives

$$J \leq K^{n} (n!)^{\gamma} \sum_{\pi_{1}, \cdots, \pi_{d} \ell=1}^{d} \prod_{j=1}^{n} \left( t_{\pi_{\ell}(j)} - t_{\pi_{\ell}(j)-1} \right)^{H(1+\delta_{\ell,j} \gamma)} \leq K^{n} (n!)^{\gamma} \sum_{\pi_{1}, \cdots, \pi_{d} \ell=1}^{d} \prod_{j=1}^{n} \left( t_{j} - t_{j-1} \right)^{H(d+\gamma \sum_{\ell=1}^{d} \delta_{\ell, \pi_{\ell}^{-1}(j)})} \quad (4.21)$$

$$\leq K^{n} (n!)^{\gamma+d} \prod_{j=1}^{n} \left( t_{j} - t_{j-1} \right)^{H(d+\gamma \epsilon_{j})}.$$
The proof follows from Lemmas 4.1, 4.2, 4.3 and Kolmogorov’s continuity theorem.

Proof. Theorem 4.1. If

\[ Y \text{ is a stable local time} \]

Remark 4.1. For \( d = 1, H = 1/2 \) and \( \alpha > 1 \) this result was proved by Nane [30]. Theorem 4.1 implies that for \( d = 1, H = 1/2 \) and \( \alpha > 1/2 \), almost surely \( X(t) \) is jointly continuous. Hence Theorem 4.1 is an improvement of the results in [30] and an extension of results in [42] obtained for multidimensional iterated Brownian motion.
The following tail probability estimates are used in deriving the sharp Hölder conditions in the set variable of the local times of \( \alpha \)-time fractional Brownian motion.

**Lemma 4.4.** Suppose \( Y \) is not a subordinator. For any \( \lambda > 0 \), there exists a finite constant \( A > 0 \), depending on \( \lambda \), \( d \), \( H \) and \( \alpha \) only, such that for all \( \tau \geq 0 \), \( h > 0 \), \( B = [\tau, \tau + h] \), \( x, w \in \mathbb{R}^d \), all \( 0 < \gamma < \frac{1}{2} \min\{\alpha/(Hd) - 1, 1 - H\} \), and all \( u > 0 \)

\[
\begin{align*}
\mathbb{P}\left\{ L(x + X(\tau), B) \geq Ah^{1-dH/\alpha}u^{dH/(1+\alpha)} \right\} &\leq \exp(-\lambda u), \\
\mathbb{P}\left\{ |L(x + w + X(\tau), B) - L(x + X(\tau), B)| \geq A|w|^\gamma h^{1-(d+\gamma)H/\alpha}u^{C(H,\alpha)} \right\} &\leq \exp(-\lambda u),
\end{align*}
\]

where \( C(H, \alpha) = d + \gamma + \frac{H(d+2\gamma)}{\alpha} \).

**Proof.** Since \( X = \{X(t), t \geq 0\} \) has stationary increments, i.e., for any \( \tau \geq 0 \), the processes \( \{X(t + \tau) - X(\tau), t \geq 0\} \) and \( X \) have the same finite dimensional distributions. Hence Lemmas 4.1 and 4.2 can be reformulated as follows: For any \( \tau \geq 0 \), \( h > 0 \), \( B = [\tau, \tau + h] \), \( x, w \in \mathbb{R}^d \), any even integer \( n \geq 2 \) and any \( 0 < \gamma < \frac{1}{2} \min\{\alpha/(Hd) - 1, 1 - H\} \), we have

\[
\begin{align*}
\mathbb{E}[L(x + X(\tau), B)]^n &\leq K^n h^{(1-dH/\alpha)n} (n!)^{dH/(1+\alpha)}, \\
\mathbb{E}[L(x + w + X(\tau), B) - L(x + X(\tau), B)]^n &\leq K^n |w|^n \gamma h^{n(1-(d+\gamma)H/\alpha)} \\
&\times (n!)^{d+\gamma + \frac{H(d+2\gamma)}{\alpha}},
\end{align*}
\]

where \( K > 0 \) is a finite constant depending on \( d \), \( H \), \( \gamma \) and \( \alpha \) only.

Now, Lemma 4.4 is a direct consequence of (4.26), (4.27) and the Chebyshev’s inequality. \( \square \)

**Lemma 4.5.** Suppose \( Y \) is a stable subordinator of index \( \alpha < 1 \). For any \( \lambda > 0 \), there exists a finite constant \( A > 0 \), depending on \( \lambda \), \( d \), \( H \) and \( \alpha \) only, such that for all \( \tau \geq 0 \), \( h > 0 \), \( B = [\tau, \tau + h] \), \( x, w \in \mathbb{R}^d \), all \( 0 < \gamma < \frac{1}{2} \min\{\alpha/(Hd) - 1, 1 - H\} \), and all \( u > 0 \)

\[
\begin{align*}
\mathbb{P}\left\{ L(x + X(\tau), B) \geq Ah^{1-dH/\alpha}u^{dH/\alpha} \right\} &\leq \exp(-\lambda u), \\
\mathbb{P}\left\{ |L(x + w + X(\tau), B) - L(x + X(\tau), B)| \geq A|w|^\gamma h^{1-(d+\gamma)H/\alpha}u^{D(H,\alpha)} \right\} &\leq \exp(-\lambda u),
\end{align*}
\]

where \( D(H, \alpha) = \gamma + \frac{H(d+2\gamma)}{\alpha} \).

The proof of Lemma 4.5 follows the same idea as that in the proof of Lemma 4.4 with an application of Lemma 4.3. We omit it here.

The next lemma shows that process the real-valued process \( Z(t) = W(Y(t)) \) has heavy tails as in the case of \( Y \). This might make this process more desirable, since it has heavy tails without independence of increments and with the stationarity of the increments. We need the following lemma to prove Lemma 4.7 for a two sided estimate of \( \mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |Z(t)| > u \right\} \), which will be useful in proving Theorem 4.2.
Lemma 4.6. Let $d = 1$, $0 < H < 1$ and $0 < \alpha \leq 2$, and let $0 \leq a \leq b$ then

$$\lim_{u \to \infty} \frac{\mathbb{P}\{|Z(b) - Z(a)| > u\}}{u^{-\alpha/H}} = C(b - a)$$

for some finite constant $C > 0$.

Proof. By using the stationarity of the increments and the self-similarity of $W$ and $Y$ we get

$$\mathbb{P}\{|Z(b) - Z(a)| > u\} = \mathbb{P}\{|W(Y(b - a))| > u\} = \mathbb{P}\{(b - a)^{H/\alpha}|Y(1)|^{H}|W(1)| > u\} = \int_{-\infty}^{\infty} \mathbb{P}\{(b - a)^{H/\alpha}|Y(1)|^{H}|s| > u\} f^H(s) ds \quad (4.30)$$

Here $f^H(s) = \frac{e^{-s^2/2}}{\sqrt{2\pi}}$ is the density of $W(1)$.

The following is a well-known result

$$\lim_{u \to \infty} \frac{\mathbb{P}\{|Y(1)| > u\}}{u^{-\alpha}} = k$$

for some $k > 0$; see, for example, Bertoin [9]. Hence, for fixed $a \leq b$, $s \in \mathbb{R}$, and as $x \to \infty$

$$P\{|Y(1)| > x^{1/H}(b - a)^{-1/\alpha}|s|^{-1/H}\} \sim k(x^{1/H}(b - a)^{-1/\alpha}|s|^{-1/H})^{-\alpha} = kx^{-\alpha/H}(b - a)|s|^{\alpha/H}. \quad (4.31)$$

Now we apply the Dominated Convergence Theorem in equation (4.30) to get

$$\lim_{x \to \infty} \frac{\mathbb{P}\{|Z(b) - Z(a)| > x\}}{x^{-\alpha/H}} = k(b - a) \int_{-\infty}^{\infty} |s|^{\alpha/H} f^H(s) ds \quad (4.32)$$

Hence the constant in the theorem is $C = k(2^{\alpha/2H} \pi^{-1/2} \Gamma((\alpha + H)/2H)$.

Lemma 4.7. Let $d = 1$, $0 < H < 1$ and $0 < \alpha \leq 2$. There exists a finite constant $K > 0$ such that for $u \geq 1$,

$$K^{-1}u^{-\alpha/H} \leq \mathbb{P}\left\{\sup_{0 \leq t \leq 1} |Z(t)| > u\right\} \leq Ku^{-\alpha/H}. \quad (4.33)$$
Proof. Let \( S(t) \equiv \sup_{0 \leq s \leq t} |Y(s)|. \) Then, by using the scaling property of \( W \) and conditioning, we have

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |Z(t)| > u \right\} \leq \mathbb{P}\left\{ \sup_{|x| \leq S(1)} |W(x)| > u \right\} = \mathbb{E}\left( \mathbb{P}\left\{ \sup_{|x| \leq 1} |W(x)| > \frac{u}{S(1)^H} \right\} \right). \tag{4.34}
\]

It is well known that, for any \( \epsilon > 0 \), there exists a finite constant \( K \) such that for all \( u > 0 \)

\[
\mathbb{P}\left\{ \sup_{|x| \leq 1} |W(x)| > u \right\} \leq K \exp\left(- \frac{u^2}{2 + \epsilon} \right). \tag{4.35}
\]

See, for example, Lifshits [26, Section 14]. Consequently

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |Z(t)| > u \right\} \leq K \mathbb{E}\exp\left(- \frac{u^2}{(2 + \epsilon)S(1)^{2H}} \right). \tag{4.36}
\]

Since, for all \( x > 0 \), the function \( g(x) = \exp\left(- \frac{u^2}{(2 + \epsilon)x^{2H}} \right) \) has positive derivative

\[
g'(x) = \frac{2H u^2}{2 + \epsilon} \exp\left(- \frac{u^2}{(2 + \epsilon)x^{2H}} \right) \frac{1}{x^{2H+1}},
\]

we derive

\[
\mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |Z(t)| > u \right\} \leq K u^2 \int_0^\infty \exp\left(- \frac{u^2}{(2 + \epsilon)x^{2H}} \right) \frac{1}{x^{2H+1}} \mathbb{P}\{ S(1) > x \} \, dx \tag{4.37}
\]

\[
= K \int_0^\infty \exp\left(- \frac{1}{(2 + \epsilon)y^{2H}} \right) \frac{1}{y^{2H+1}} \mathbb{P}\{ S(1) > y^{1/H} \} \, dy,
\]

where the last inequality follows from the change of variable \( x = u^{1/H} y \). Now by using the well-known estimate

\[
\mathbb{P}\{ S(1) > y \} \leq K (1 \wedge y^{-\alpha}), \quad \forall y > 0,
\]

we obtain that for all \( u > 1 \),

\[
\int_0^\infty \exp\left(- \frac{1}{(2 + \epsilon)y^{2H}} \right) \frac{1}{y^{2H+1}} \mathbb{P}\{ S(1) > u^{1/H} y \} \, dy \leq K u^{-\alpha/H},
\]

where \( K > 0 \) is a finite constant. This and (4.37) together give the upper bound in (4.33).

The lower bound in (4.33) follows from Lemma 4.6 and the fact that

\[
\mathbb{P}\{|Z(1)| > u\} = \sup_{0 \leq t \leq 1} \mathbb{P}\{|Z(t)| > u\} \leq \mathbb{P}\left\{ \sup_{0 \leq t \leq 1} |Z(t)| > u \right\}. \tag{4.38}
\]
The first equality in Equation (4.38) follows from the fact that the function
\[ t \to P\{|Z(t)| > u\} = P\{|Z(1)| > t^{-H/\alpha}u\} \]
is an increasing function for \( t \in (0, 1] \).

The following theorems are for laws of the iterated logarithm for the maximum local time \( L^*([\tau, \tau + h]) = \sup_{x \in \mathbb{R}^d} L(x, [\tau, \tau + h]) \) and uniform Hölder conditions of local times of \( \alpha \)-time fractional Brownian motions.

**Theorem 4.2.** Let \( d < \alpha/H \) and suppose \( Y \) is not a subordinator.

(1). There exists a finite constant \( K > 0 \) such that for any \( \tau \geq 0 \) with probability 1
\[
\limsup_{h \to 0} \sup_{x \in \mathbb{R}^d} \frac{L(x, \tau + h) - L(x, \tau)}{h^{1-dH/\alpha} (\log \log h^{-1})^{dH(1+1/\alpha)}} \leq K. \tag{4.39}
\]

(2). For any \( T > 0 \), there exists a positive constant \( K \) such that almost surely
\[
\limsup_{h \to 0} \sup_{0 \leq t \leq T} \sup_{x \in \mathbb{R}^d} \frac{L(x, t + h) - L(x, t)}{h^{1-dH/\alpha} (\log 1/h)^{dH(1+1/\alpha)}} \leq K. \tag{4.40}
\]

**Proof.** Eq. (4.39) follows from Lemma 4.7 and a chaining argument as that in the proof of Theorem 2 in [42]. The proof of Eq. (4.40), using Lemma 4.4, is very similar to that of Xiao [42, Theorem 3] and Ehm [19, Theorem 2.1]. We omit the details.

**Theorem 4.3.** Let \( d < \alpha/H \) and suppose \( Y \) is a stable subordinator of index \( \alpha < 1 \).

(1). There exists a finite constant \( K > 0 \) such that for any \( \tau \geq 0 \) with probability 1
\[
\limsup_{h \to 0} \sup_{x \in \mathbb{R}^d} \frac{L(x, \tau + h) - L(x, \tau)}{h^{1-dH/\alpha} (\log \log h^{-1})^{dH(1+1/\alpha)}} \leq K. \tag{4.41}
\]

(2). For any \( T > 0 \), there exists a finite constant \( K > 0 \) such that almost surely
\[
\limsup_{h \to 0} \sup_{0 \leq t \leq T} \sup_{x \in \mathbb{R}^d} \frac{L(x, t + h) - L(x, t)}{h^{1-dH/\alpha} (\log h^{-1})^{dH(1+1/\alpha)}} \leq K. \tag{4.42}
\]

The Hölder conditions for the local time of a stochastic process \( X(t) \) are closely related to the irregularity of the sample paths of \( X(t) \) (cf. Berman [7]). In the following, we will apply Theorems 4.2 and 4.3 to derive results about the degree of oscillation of the sample paths of \( X(t) \).

**Theorem 4.4.** Suppose \( Y \) is not a stable subordinator. Let \( X = \{X(t), t \in \mathbb{R}_+\} \) be an \( \alpha \)-time fractional Brownian motion in \( \mathbb{R}^d \) with \( H < \alpha \). For any \( \tau \in \mathbb{R}_+ \), there exists a finite constant \( K > 0 \) such that
\[
\liminf_{r \to 0} \sup_{s \in B(\tau, r)} \frac{|X(s) - X(\tau)|}{r^{H/\alpha}/(\log \log 1/r)^{H(1+1/\alpha)}} \geq K \quad \text{a.s.} \tag{4.43}
\]
For any interval $T \subset \mathbb{R}_+$

$$\liminf_{r \to 0} \inf_{t \in T} \sup_{s \in B(t, r)} \frac{|X(s) - X(\tau)|}{r^{H/\alpha}/(\log 1/r)^{H(1+1/\alpha)}} \geq K \text{ a.s.} \quad (4.44)$$

In particular, $X(t)$ is almost surely nowhere differentiable in $\mathbb{R}_+$.

**Proof.** Clearly, it is sufficient to consider the case of $d = 1$, where the condition of Theorem 4.2 (i.e. $1 < \alpha/H$) is fulfilled. For any interval $Q \subset \mathbb{R}_+$,

$$\lambda_1(Q) = \int_{X(Q)} L(x, Q) dx \leq L'(Q) \left( \sup_{s, t \in Q} |X(s) - X(t)| \right). \quad (4.45)$$

Let $Q = B(\tau, r)$. Then (4.43) follows immediately from (4.39) and (4.45). Similarly (4.44) follows from (4.40) and (4.45). \hfill \Box

**Remark 4.2.** Theorem 4.4 extends partially the results obtained by Nane [30].

**Theorem 4.5.** Suppose $Y$ is a stable subordinator of index $\alpha < 1$. Let $X = \{X(t), t \in \mathbb{R}_+\}$ be $\alpha$-time fractional Brownian motion in $\mathbb{R}^d$ with $H < \alpha$. For any $\tau \in \mathbb{R}_+$, there exists a finite constant $K > 0$ such that

$$\liminf_{r \to 0} \sup_{s \in B(\tau, r)} \frac{|X(s) - X(\tau)|}{r^{H/\alpha}/(\log 1/r)^{H/\alpha}} \geq K \text{ a.s.} \quad (4.46)$$

For any interval $T \subset \mathbb{R}_+$

$$\liminf_{r \to 0} \inf_{t \in T} \sup_{s \in B(t, r)} \frac{|X(s) - X(\tau)|}{r^{H/\alpha}/(\log 1/r)^{H/\alpha}} \geq K \text{ a.s.} \quad (4.47)$$

In particular, $X(t)$ is almost surely nowhere differentiable in $\mathbb{R}_+$.

**Acknowledgments.** Authors would like to thank the two referees for their comments and corrections that helped improve the paper.

## 5 Appendix

As an appendix, we provide the following lemmas, which are used in the proofs of our main results in Section 3. Lemma 5.1 is from Xiao [42], which is used to prove Lemma 5.2.

**Lemma 5.1.** Let $0 < \gamma < 1$ be a constant. Then for any integer $n \geq 1$ and any $x_1, \ldots, x_n \in \mathbb{R}$, we have

$$\int_0^1 \frac{1}{\min\{|x-x_j|^{\gamma}, j = 1, \ldots, n\}} dx \leq K n^{\gamma},$$

where $K > 0$ is a finite constant depending only on $\gamma$. 
Lemma 5.2. Let $0 < \gamma < 1$ be a constant. Then for any integer $n \geq 1$ and any $x_1, \ldots, x_n \in \mathbb{R}$, we have
\[
\int_{\mathbb{R}} p_1(x) \min \{|x-x_j|^{\gamma}, j = 1, \ldots, n\} \, dx \leq K n^\gamma,
\]
(5.1)
where $K > 0$ is a finite constant depending only on $\gamma$ and $\alpha$.

Proof. We recall the following asymptotic bounds from \[37\] for the stable density function $p_1(x)$ as $x \to \infty$ (the asymptotics for the case $x \to -\infty$ are obtained by changing $x$ to $-x$).

For $0 < \alpha < 1$:
\[ p_1(x) \leq K x^{-(1+\alpha)}, \quad \text{as } x \to \infty. \]

For $\alpha = 1$ and $\beta = 0$ (this is the symmetric Cauchy case):
\[ p_1(x) \leq K x^{-2} \quad \text{as } x \to \infty. \]

For $\alpha > 1$ and $-1 < \beta < 1$:
\[ p_1(x) \leq K x^{-(1+\alpha)}, \quad \text{as } x \to \infty. \]

For $\alpha > 1$ and $\beta = -1, 1$:
\[ p_1(x) \leq K \max \{x^{-(1+\alpha)}, x^{-1+\alpha/2(\alpha-1)} \exp \left( -c(\alpha) x^{\alpha/(\alpha-1)} \right) \}, \quad \text{as } x \to \infty. \]

Now we observe that the left-hand side of (5.1) can be written as
\[
\sum_{l \in \mathbb{Z}} \int_{l}^{l+1} \frac{p_1(x)}{\min \{|x-x_j|^{\gamma}, j = 1, \ldots, n\}} \, dx
\leq \max_{|x| \leq M} p_1(x) \int_{-M}^{M} \frac{1}{\min \{|x-x_j|^{\gamma}, j = 1, \ldots, n\}} \, dx
\]
(5.2)
\[ + \sum_{|l| > M} \max_{l \leq x \leq l+1} p_1(x) \int_{0}^{1} \frac{1}{\min \{|x+l-x_j|^{\gamma}, j = 1, \ldots, n\}} \, dx. \]

It can be verified that Equation (5.1) follows from (5.2), the asymptotics of $p_1(x)$ and Lemma 5.1. \(\Box\)

Lemma 5.3 is taken from Ehm \[19\] and Lemma 5.4 is due to Cuzick and DuPreez \[14\] (the current form is from Khoshnevisan and Xiao \[25\]).

Lemma 5.3. For any integer $n \geq 1$, and $\beta_j \in (0, 1)$ for $1 \leq j \leq n$, for all $h > 0$, we have
\[
\int_{0 \leq x_1 \leq x_2 \leq \cdots \leq x_n \leq h} \prod_{j=1}^{n} \frac{1}{(x_j - x_{j-1})^{\beta_j}} \, dx_1 \cdots dx_n
= h^{n-\sum_{j=1}^{n} \beta_j} \prod_{j=1}^{n} \Gamma \left(1 - \beta_j \right) \frac{\Gamma(1 + n - \sum_{j=1}^{n} \beta_j)}{\Gamma(1 + n - \sum_{j=1}^{n} \beta_j)}.\]
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Lemma 5.4. Let $\xi_1, \ldots, \xi_n$ be mean zero Gaussian variables which are linearly independent, then for any nonnegative function $g : \mathbb{R} \to \mathbb{R}_+$,

$$
\int_{\mathbb{R}^n} g(v_1) \exp \left[ - \frac{1}{2} \text{Var} \left( \sum_{j=1}^{n} v_j \xi_j \right) \right] dv_1 \cdots dv_n
= \frac{(2\pi)^{(n-1)/2}}{(\det \text{Cov}(\xi_1, \ldots, \xi_n))^{1/2}} \int_{-\infty}^{\infty} g \left( \frac{v}{\sigma_1} \right) e^{-v^2/2} dv,
$$

where $\det \text{Cov}(\xi_1, \ldots, \xi_n)$ denotes the determinant of the covariance matrix of the Gaussian random vector $(\xi_1, \ldots, \xi_n)$, and where $\sigma_1^2 = \text{Var}(\xi_1 | \xi_2, \ldots, \xi_n)$ is the conditional variance of $\xi_1$ given $\xi_2, \ldots, \xi_n$.
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