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We derive the first positivity bounds for low-energy Effective Field Theories (EFTs) that are not invariant under Lorentz boosts. “Positivity bounds” are the low-energy manifestation of certain fundamental properties in the UV—to date they have been used to constrain a wide variety of EFTs, however since all of the existing bounds require Lorentz invariance they are not directly applicable when this symmetry is broken, such as for most cosmological and condensed matter systems. From the UV axioms of unitarity, causality and locality, we derive an infinite family of bounds which (derivatives of) the $2 \to 2$ EFT scattering amplitude must satisfy even when Lorentz boosts are broken (either spontaneously or explicitly). We apply these bounds to the leading-order EFT of both a superfluid and the scalar fluctuations produced during inflation, comparing in the latter case with the current observational constraints on primordial non-Gaussianity.

From the early ages of our universe to present day condensed matter physics, the natural world favours solutions to its fundamental laws which break Lorentz invariance. For instance, both the inflationary spacetime background [1–4] and many-body systems at high density [5–11] effectively provide a preferred reference frame, and low-energy fluctuations in these systems are accurately captured by Effective Field Theories (EFTs) which are not invariant under (linearly realised) Lorentz boosts. The EFT framework has proven remarkably successful, accurately capturing the sign or relative size of the EFT interactions. When these positivity bounds are violated, it signals that no new high energy physics, no matter how ingenious our model-building, can restore causality, unitarity and locality beyond the EFT cutoff. These UV/IR connections have been applied to great effect in a huge variety of different settings: including constraining new physics beyond the Standard Model [23–31]; chiral perturbation theory [32–37]; corrections to general relativity [38–44]; massive gravity [45–52]; higher-spin theories [53–55]; various scalar field theories [56–60]; Einstein–Maxwell theory and the Weak Gravity Conjecture [61–66]. However, one limitation of these bounds is that they rely on Lorentz invariance at all energy scales—for all their successes, they cannot be used to constrain everyday systems in which Lorentz invariance is broken. This is certainly not for want of trying: previous works have applied Lorentz-invariant positivity arguments to cosmology by requiring either additional assumptions about the UV [67–70] or starting from a particular covariant theory which has both flat and symmetry-breaking vacua [71, 72].

In this letter we derive the first positivity bounds which can be applied directly to EFTs in which Lorentz invariance is broken (either spontaneously or explicitly). We assume only that the underlying UV completion respects:

(a) the unbroken symmetries (rotations / translations),
(b) crossing (different scattering channels are related),
(c) unitarity (the optical theorem),
(d) analyticity (causality),
(e) polynomial boundedness (locality).

Properties (a) and (b) fix the kinematics of the problem, and property (c) has recently been developed in theories without boosts in [73] (see also [74–76], as well as earlier work by [77–80]). In this work, we tackle properties (d) and (e), and show for the first time that it is possible to define a dispersion relation for an amplitude without boosts which retains manifest crossing symmetry. This allows us to identify an infinite number of inequalities which constrain (derivatives of) the $2 \to 2$ EFT scattering amplitude. As a practical application, we apply the simplest of these bounds to the EFT of a superfluid and to the EFT of inflation and discuss their implications for primordial non-Gaussianities.

I. PROPERTIES OF THE AMPLITUDE

Let us begin by listing the properties of $A_{\pi_1 \pi_2 \to \pi_3 \pi_4}$, the $2 \to 2$ scattering amplitude between identical scalar fluctuations $\pi$, that we will use to derive positivity bounds.

(a) Spacetime Symmetry. We will assume that the Poincaré invariance of the system is broken by a single preferred (time-like) direction $n^\mu$. This breaks enough symmetry (i.e. Lorentz boosts) to capture condensed matter systems such as fluids and cosmological systems...
such as inflation, but preserves enough symmetry (i.e. spatial rotations and translations in both space and time) to retain a well-defined $S$-matrix description of the scattering between asymptotic states. We will additionally assume that, in the absence of interactions, the equation of motion for the scalar $\pi$ at low energies takes the form,

$$\omega^2 = c_\pi^2 |k|^2 + m^2, \quad (1)$$

where $c_\pi$ is a fixed constant speed (which may differ from the invariant speed $c$ of the broken Lorentz boosts), $m$ is an invariant mass, and we are working in momentum space so that $\imath \partial_\mu$ acting on $\pi$ becomes $k_\mu = (\omega, \mathbf{k})$, where $\omega = \imath n^\mu k_\mu$ is the time-like component (i.e. frequency) and $\mathbf{k}$ are the remaining spatial components (i.e. wavenumbers). The asymptotic states for our scattering process are therefore labelled by their spatial momentum, $k_\mu$, with their frequencies $\omega$, fixed by (1), where we adopt a convention in which $\omega > 0 \,(<0)$ for incoming (outgoing) fluctuations. The low-energy effective interactions are built from both invariant contractions $\partial_\mu \partial_\nu$ as well as time-like derivatives $n^\mu \partial_\nu$ acting on $\pi$, and a natural basis of kinematic variables is therefore $s_{ij} = (\omega_i + \omega_j)^2 - c_\pi^2 |k_i + k_j|^2$ and $\omega_{ij} = \omega_i + \omega_j$. These are not all independent, since e.g. time translations sets $\omega_{12} = \omega_{34}$ and similarly spatial translations set $s_{12} = s_{34}$. A complete basis is given by the five variables [81],

$$s = s_{12}, \ t = s_{13}, \ \omega_s = \omega_{12}, \ \omega_t = \omega_{13}, \ \omega_u = \omega_{14} \quad (2)$$

where $\omega_s = s_{14}$ is fixed by $s + t + u = 4m^2$. For the interaction, $\pi_1 \pi_2 \to \pi_3 \pi_4$, which we refer to as the $s$-channel process with amplitude $A_{\pi_1 \pi_2 \to \pi_3 \pi_4} = A_s(s, t, \omega_s, \omega_t, \omega_u)$, real physical momenta correspond to the domain $s > -t > 0$ and $\omega_s > \sqrt{s + (\omega_u - \omega_t)^2}$, which we refer to as the $s$-channel region.

(b) Crossing. In addition to the $s$-channel region, there are five other regions in which all of the momenta can become real. These correspond to the $2 \to 2$ processes,

$$s : \pi_1 \pi_2 \to \pi_3 \pi_4, \quad t : \pi_1 \pi_3 \to \pi_2 \pi_4, \quad u : \pi_1 \pi_4 \to \pi_3 \pi_2, \quad s : \pi_3 \pi_4 \to \pi_1 \pi_2, \quad t : \pi_4 \pi_2 \to \pi_3 \pi_1, \quad u : \pi_3 \pi_2 \to \pi_1 \pi_4,$$

where $\bar{\pi}$ is the charge-conjugate field ($= \pi$ for a real scalar). For example, the $u$-channel process corresponds to the $u$-channel region $u > -t > 0$ and $\omega_u > \sqrt{u + (\omega_t - \omega_s)^2}$, and the associated amplitude is $A_u(u, t, \omega_u, \omega_t, \omega_s)$. Since we are considering the scattering of identical scalar fluctuations, all six channels are physically equivalent. This leads to relations between the amplitude at different kinematics, e.g. [82],

$$A_s(s, t, \omega_s, \omega_t, \omega_u) = A_u(u, t, \omega_u, \omega_t, \omega_s). \quad (3)$$

(c) Unitarity. Unitarity of the $S$-matrix leads to the well-known optical theorem for scattering amplitudes,

$$2 \text{Disc} A_s = \sum_n A_{\pi_1 \pi_2 \to \pi_3 \pi_4} A_n^* \quad (4)$$

which relates the discontinuity, $\text{Disc} A_s = \frac{1}{i \pi} (A_s - A_s^*)$, to a sum over amplitudes for the inelastic processes $2 \to n$. We will require that the underlying high-energy physics which UV completes the EFT is unitarity—in particular, the optical theorem then guarantees that $\text{Disc} A_s \geq 0$ for forward-limit scattering (i.e. when $\pi_1 \pi_2$ coincides with $\pi_3 \pi_4$) in the UV.

(d) Analyticity. Causal interactions correspond to analytic response functions [40, 83]. For Lorentz-invariant scattering amplitudes, causality translates into the condition that $A_s(s, t)$ is analytic in the complex $s$-plane at fixed $t$ (for all $\text{Im} s \neq 0$). This is a key ingredient in deriving Lorentz-invariant positivity bounds, used to relate the EFT amplitude (at small $s$) to the underlying UV amplitude (at large $s$) via Cauchy’s residue theorem.

However, when boosts are broken the amplitude is also a function of $\{\omega_s, \omega_t, \omega_u\}$ and one must specify how these additional variables are to be held fixed when analytically continuing into the complex $s$-plane. For instance, one choice is to fix the scattering kinematics so that $k_1 + k_2 = 0$, enforcing the so-called centre-of-mass condition,

$$\omega_s = \sqrt{s}, \ \omega_t = \omega_u = 0, \quad (5)$$

since this corresponds to an incoming 2-particle state which is rotationally invariant, allowing the optical theorem (4) to be simplified using the usual partial wave expansion. (5) is the choice made in previous work [67, 77, 78]. However, the resulting amplitude, $A_s^{(CM)}(s, t) = A_s(s, t, \sqrt{s}, 0, 0)$ is not suitable for positivity arguments for two reasons:

(i) $A_s^{(CM)}(s, t)$ is not analytic in $s$ at fixed $t$ due to this non-analytic choice of $\omega_s$, which can be seen already in perturbation theory [84],

(ii) the condition (5) is not preserved under $s \leftrightarrow u$ crossing (3), $A_s^{(CM)}(s, t) = A_u(u, t, 0, 0, \sqrt{s}) \neq A_u^{(CM)}(u, t)$, and in fact (5) is mapped to an unphysical kinematics (complex values of momenta).

These two obstacles to constructing positivity bounds were pointed out as early as [67], and have thus far prevented the construction of robust bounds in EFTs without boost invariance.

To overcome these issues, in this work we have identified a way to fix the energies which is analytic in $s$ and invariant under $s \leftrightarrow u$ crossing, so that the resulting amplitude is amenable to positivity arguments. We begin by noting that the conventional proofs of analyticity for Lorentz-invariant amplitudes (see e.g. the Appendix of [16]) take place in the frame, $k_1 - k_3 = 0$, which corre-
sponds to enforcing the Breit condition,\footnote{Breit condition:}
\[
\omega_s + \omega_u = \sqrt{4m^2 - t}, \quad \omega_s - \omega_u = \frac{s - u}{2\sqrt{4m^2 - t}}, \quad \omega_t = 0,
\]
\(\omega_s\) and \(\omega_u\) are fixed at small masses. This condition fixes the particle energies as analytic functions of \(s\). and is preserved under \(s \leftrightarrow u\) crossing (which swaps \(s\) with \(u\) and \(\omega_s\) with \(\omega_u\)) so the resulting amplitude \(A_s^{(\text{Breit})}(s, t)\) enjoys a trivial crossing relation. \(A_s^{(\text{Breit})}(s, t) = A_s^{(\text{Breit})}(u, t)\). \footnote{For Lorentz-invariant theories, (5) and (6) simply correspond to different particle energies \(\{\omega_s, \omega_t, \omega_u\}\).}

Armed with the above properties (a–e), we can now construct a dispersion relation for the amplitude \(A_s(s, t, M, \omega_l, \gamma)\) and derive a number of new positivity relations which can be used to constrain low-energy EFTs in which boosts are broken.

\[
\omega_s + \omega_u = 2M\gamma, \quad \omega_s - \omega_u = \frac{s - u}{4M},
\]
where \(\omega_s\) and \(\omega_u\) have been written in terms of two new variables \(\gamma\) and \(M\).\footnote{Mathematically, (7) fixes the energies in a way which is analytic in \(s\) (at fixed \(t, M, \omega_l, \gamma\)) and invariant under \(s \leftrightarrow u\) crossing and \(s\) (in both \(t, M, \omega_l, \gamma\)) and \(s\) (in \(t, M, \omega_l, \gamma\)).}

\[
A_s(s, t, M, \omega_l, \gamma) = A_u(u, t, M, \omega_l, \gamma).
\]
Physically, varying \(s\) with \(\{\gamma, M, \omega_l\}\) held fixed corresponds to changing the interaction energy while maintaining a constant velocity relative to the Breit frame (by contrast, the velocity of the centre-of-mass will vary with \(s\)). While it is clear that \(A_s\) is an analytic function of \(s\) in the EFT, we further require that it is also analytic in the UV. In Appendix A, we show that this requirement is related to the causality condition that operators commute outside of the \(\pi\)-cone.

\textbf{(e) Polynomial Boundedness}. Finally, we require a bound on the high-energy growth of the amplitude:
\[
\lim_{s \to \infty} |A_s(s, t, M, \omega_l, \gamma)| < s^2,
\]
where \(s\) is taken large at fixed \(\{t, M, \omega_l, \gamma\}\). In the Lorentz-invariant case, the classic results of Froissart and Martin \cite{Froissart,Martin} show that polynomial boundedness of the amplitude, \(\lim_{s \to \infty} |A_s(s, t)| < s^2\), follows from locality (see e.g. \cite{Martin} for a modern textbook derivation). In Appendix B, we argue that the analogous steps which lead to the Froissart-Martin bound in the Lorentz-invariant case can also be performed without Lorentz boosts (using the spherical wave expansion of \cite{EFT}), and so we will refer to property (9) as locality of the UV physics.

\section{Positivity Bounds}

Armed with the above properties (a–e), we can now construct a dispersion relation for the amplitude \(A_s(s, t, M, \omega_l, \gamma)\) and derive a number of new positivity relations which can be used to constrain low-energy EFTs in which boosts are broken.

In the complex \(s\)-plane (with \(\{t, M, \omega_l, \gamma\}\) held fixed), \(A_s(s)\) has the same analytic structure as in a Lorentz-invariant theory—it is analytic everywhere except for the poles and branch cuts on the real \(s\)-axis that are required by unitarity. We can therefore follow the standard procedure \cite{CEFT}: evaluate the integral \(\int_{C} d\mu A_s(\mu)/(\mu - s)^{n+1}\) first along a contour \(C\) which closely encircles the pole at \(\mu = s\) (giving \(\partial^n A_s\) by Cauchy’s residue theorem), and then along a pair of semicircular contours in the upper/lower half-plane (closed above/below the real axis) whose radii go to infinity. These are equal by (d) analyticity, which implies that,
\[
\frac{1}{n!} \partial^n A_s(s) = C_{\infty} + \int_{-\infty}^0 \frac{d\mu}{\pi} \frac{\text{Im} A_s(\mu)}{(\mu - s - i\epsilon)^{n+1}} \tag{10}
\]
where we have suppressed the dependence on \(\{t, M, \omega_l, \gamma\}\) and replaced \(A_s(\mu + i\epsilon) - A_s(\mu - i\epsilon)\) with \(2i\text{Im} A_s(\mu)\) using the real analyticity of \(A_s\). \(C_{\infty}\) is the contribution from the area at infinity, \(C_{\infty} = \int_{|\mu| > \infty} \frac{d\mu}{\pi} A_s(\mu)/\mu^{n+1}\), and vanishes by property (e) locality for all \(n \geq 2\). Property (b) \textit{crossing} can be used to relate the branch cut on the negative real axis to that along the positive real axis, so that there is a single integral \(\int_{2m^2 - 1/2}^{\infty} d\mu\) over the kernel,
\[
P_n(\mu, s) = \frac{\text{Im} A_s(\mu)}{(\mu - s)^{n+1}} - \frac{\text{Im} A_s(\mu)}{(\mu - s)^{n+1}}.
\]
Following the philosophy of \cite{Froissart,Martin} (see also \cite{EFT}), the strongest positivity bounds are obtained by subtracting as much of the IR (EFT) information as possible, so that the bounds represent only our ignorance of the UV. This corresponds to subtracting the portion of the branch cut up to the scale \(s_b\) at which the EFT is no longer reliable,
\[
\tilde{A}^{(n)}_s(s) := \frac{\partial^n A_s(s)}{n!} - \int_{2m^2 - 1/2}^{s_b} \frac{d\mu}{\pi} P_n(\mu, s). \tag{12}
\]
\(\tilde{A}^{(n)}_s(s)\) is the \(n\)th derivative of the EFT amplitude with low-energy branch cuts removed, and is related to the underlying UV completion (i.e. \(\text{Im} \tilde{A}_s(\mu)\) at large \(\mu > s_b\))
by the dispersion relation,
\[ \hat{A}_s^{(n)}(s) = \int_{s_0}^{\infty} \frac{d\mu}{\pi} P_n(\mu, s). \tag{13} \]

In the forward limit, \( t \to 0 \) and \( \omega_t \to 0 \) [90], we show in Appendix B that \( \text{Im} \hat{A}_s \) coincides with \( \text{Disc} \hat{A}_s \), and therefore using the final property (c) unitarity we establish that \( P_n(\mu, s) \geq 0 \) for all \( \mu \geq s_0 \) and any even \( n \geq 2 \), providing that \( |s| < s_0 \) is within the EFT’s regime of validity and that \( M > 0 \), \( \gamma \geq 1 \) have been chosen so that both cuts have physical kinematics. This gives our first positivity bound,
\[ \hat{A}^{(2N)}_t|_{\omega_t=0} \geq 0 \tag{14} \]
for all \( N \geq 1 \) and for any values of \( s, M > 0 \) and \( \gamma \geq 1 \) which lie within the regime of validity of the EFT [91]. This is the analogue of the positivity bounds \( \partial_2^{2n} A(s, t = 0) > 0 \) in Lorentz-invariant theories.

Note that we have not required any notion of weak coupling to construct this dispersion relation—the EFT may be arbitrarily strongly coupled, as long as it is able to capture the amplitude up to some scale \( s_0 \) which is larger than \( 2m^2 - t \). At low energies, loop corrections to the EFT amplitude are suppressed by powers of \( s/\Lambda^2 \) and \( \omega/\Lambda \), where \( \Lambda \) is the EFT cutoff. In practice, the exact positivity bound (14) therefore implies that,
\[ \frac{1}{2} \frac{d^2}{d\omega^2} \hat{A}_s^{(2n)}|_{\omega_t=0} \geq \frac{2}{\pi} \int_{2m^2-t}^{s_0} d\mu \text{Im} \hat{A}_s^{(1-n)}|_{\omega_t=0} \tag{15} \]

providing \( s_0 \) is chosen sufficiently low that higher order loop corrections can be ignored. We stress that subtracting up to \( s_0 \) with \( M \) held fixed corresponds to energies \( \omega_b/\Lambda \sim s_0/\Lambda M \), and so the effective cutoff for the EFT amplitude \( \hat{A}_s \) in the complex \( s \) plane is set by the product \( \Lambda M \). If the theory is weakly coupled, then we can trust the loop expansion even at energies near the cutoff (since there is an additional small parameter which suppresses these corrections), and so \( \omega_b \) can be taken close to \( \Lambda \), subtracting the entirety of the EFT branch cut (to any desired order in this weak coupling).

For illustration we have focussed here on the forward limit \( \omega_t = 0 \) and \( t = 0 \), which produces the infinite family of bounds (14) that constrain every \( \partial_2^{2n} \hat{A}_s \) with \( N \geq 1 \). In the Lorentz-invariant case, a strategy for placing analogous bounds on every \( t \) derivative of \( \hat{A}_s(s, t) \) was devised in [15]. We show in Appendix C that, when boosts are broken, one can similarly go beyond the forward limit and place bounds on not just every \( s \) derivative of \( \hat{A}_s \), beyond \( \partial_2^0 \), but also on every \( t \) derivative, \( \partial_3^0 \), and on every energy derivative of the form \( (\partial_2^2/\partial \omega_3 \partial \omega_4)^2 \). These bounds place highly non-trivial constraints on the low-energy EFT. In terms of the convenient variables \( v = s - u \) and \( \omega_- = \omega_s - \omega_u \), a general low-energy EFT amplitude can be expanded as,
\[ \hat{A}_s(s, t, \omega_s, \omega_t, \omega_u) = \sum_{a,b} C_{ab} (\omega_1, \omega_3, \frac{v}{\omega_-}) \omega_2^2 t^b \tag{16} \]
where we have made crossing symmetry (8) manifest. What we have achieved in equation (14) is a bound on every \( C_{N_s}(\omega_1, \omega_3, M) \vert_{\omega_s=\omega_u} \) except \( N = 0 \). Going beyond the forward limit in Appendix C produces further bounds on every symmetric derivative \( C_{N_s}^{(j,k,l)}(\omega_1, \omega_3, M) \vert_{\omega_s=\omega_u} \).

III. APPLICATIONS

The positivity bound (14) and its perturbative form (15) (as well as the bounds derived in Appendix C) can be applied to any low-energy EFT with rotation and translation invariance, and must be satisfied if the UV completion is to obey properties (c) unitarity, (d) causality and (e) locality (as defined above). To provide a concrete example of the power of these bounds, we will now focus on the simple EFT of a single scalar field \( \pi \), to leading order in derivatives and up to quartic order in the field (we further assume an approximate shift symmetry so that the mass and potential interactions are small corrections). The action and corresponding 2 \( \to \) 2 scattering amplitude are given by [73],
\[ S[\pi] = \int d^4x \bar{c}^2 \left( -\frac{1}{2} (\partial \pi)^2 + \frac{\alpha_1}{\Lambda^2} \pi^2 - \frac{\alpha_2}{\Lambda^2} \pi (\partial \pi)^2 + \frac{\beta_1}{\Lambda^4} \pi^4 - \frac{\beta_2}{\Lambda^4} \pi^2 (\partial \pi)^2 + \frac{\beta_3}{\Lambda^4} (\partial \pi)^4 \right). \tag{17} \]
\[ \Lambda^4 \hat{A}_s = 2\beta_3 (s^2 + t^2 + u^2) + (2\beta_2 - 4\alpha_2^2)(s \omega_s^2 + t \omega_t^2 + u \omega_u^2) + 24\omega_1 \omega_2 \omega_3 \omega_4 \left[ (\beta_1 - 4\alpha_1 \alpha_2) - \frac{3}{2} \alpha_1 \left( \frac{\omega_s^2}{s} + \frac{\omega_t^2}{t} + \frac{\omega_u^2}{u} \right) \right], \]

where \( \pi = n^\mu \partial_\mu \pi \) and \( (\partial \pi)^2 = -\pi^2 + c_s^2 \delta^{ij} \partial_i \pi \partial_j \pi \) is contracted using the effective metric which determines the free propagation (1), \( \{\alpha_1, \alpha_2, \beta_1, \beta_2, \beta_3\} \) are constant Wilson coefficients and the overall factor of the sound speed \( c_s^2 \) ensures canonical normalisation [73, 80]. Despite its simplicity, this action captures the low-energy degree of freedom of a superfluid, and also the scalar fluctuations produced during inflation in the slow-roll decoupling limit.
Positivity Bound. The only non-zero $A_s^{(2N)}$ in the forward limit at this order is $N = 1$, which we write as $f = \Lambda^4 A_s^{(2)}|_{s=0,t=0}$. This is given explicitly by,

$$f(\gamma) = 4\beta_3 + 2(\beta_2 - 2c_s^2)\gamma + \frac{3}{2}(\beta_1 - 4\alpha_1\alpha_2)\gamma^2 - \frac{9}{4}\alpha_1^2\gamma^3.$$  

(18)

The simplest positivity bound comes from (14) with none of the EFT branch cut subtracted, which requires that $f \geq 0$ for all values of $\gamma \geq 1$ that lie within the regime of validity of the EFT. Setting $\gamma = 1$ happens to coincide with the centre-of-mass frame bound of [67], however we have derived the bound (18) in a different way which guarantees the required analyticity and positivity properties of the amplitude. In [73], it was shown using perturbative unitarity that $\gamma$ cannot be made arbitrarily large when $\alpha_1 \neq 0$, and here (18) provides an alternative demonstration of this from perturbative analyticity [92].

The one-loop contribution to the positivity bound (15) can be evaluated from the tree-level amplitude in (17) using the optical theorem, and is a simple polynomial in $s/M^2$ when $\gamma = 1$ and $\omega^2 = t = 0$. At large $s$,

$$\text{Im} A_s^{1\text{-loop}} = \frac{\beta^2}{4096\pi} \frac{s^6}{\Lambda^6 M^4} \left( 1 + \mathcal{O} \left( \frac{M^2}{s} \right) \right),$$  

(19)

where $\beta^2 = \frac{4}{3} (\beta_1 + \beta_2 - \frac{3}{2}(\alpha_1 + \alpha_2)) (\frac{\alpha_1}{2} + \alpha_2)^2$. Subtracting this branch cut up to an energy scale $\omega_b = s_b/4M \gg M$ gives a loop-improved positivity bound,

$$f|_{\gamma=1} \geq \frac{\beta^2}{16\pi^2} \frac{\omega_b^4}{\Lambda^3} \left( 1 + \mathcal{O} \left( \frac{M}{\omega_b} \right) \right),$$  

(20)

which is strictly stronger than the previous bound. Note that if the EFT is strongly coupled, one cannot take $\omega_b$ close to $\Lambda$ without perturbation theory breaking down, and so (20) is only ever a small improvement. However for weakly coupled theories there is an additional small coupling which suppresses higher order corrections even when $\omega_b$ is taken close to $\Lambda$, and in that case (20) can be a significantly stronger bound, as we will now see explicitly in the case of a superfluid.

Superfluid. When describing the low-energy fluctuations of a superfluid, in which boosts are broken spontaneously by the preferred spacetime direction $n^\mu$, the scalar $\pi$ corresponds to a Goldstone boson which transforms non-linearly under the broken boost symmetry [93],

$$n^\mu \to n^\mu + b^\mu, \quad \pi \to \pi + \Lambda^2 b^\mu n^\nu \eta_{\mu\nu}$$  

(21)

where $b^\mu n^\nu \eta_{\mu\nu} = 0$ is an infinitesimal space-like shift and $\Lambda$ is the energy scale associated with the symmetry-breaking [94]. Note that while the low-energy action (17) depends only on the effective metric $Z^{\mu\nu}$ which determines the $\pi$ propagation, the UV boost symmetry introduces a new metric $\eta_{\mu\nu}$. They are related by $Z^{\mu\nu} = c_s^2 \eta^{\mu\nu} - (1 - c_s^2) n^\mu n^\nu$, where $c_s = c_+/c$ is the dimensionless ratio of the low-energy sound speed and the invariant UV speed preserved by (21). This non-linear symmetry fixes all but one Wilson coefficient at each order, and the coefficients appearing in (17) can all be fixed in terms of $\{c_s, \alpha_1, \beta_1\}$ only,

$$\alpha_2 = \frac{1 - c_s^2}{2c_s^2}, \quad \beta_2 = \frac{3}{2c_s^2} \alpha_1 + \frac{(1 - c_s^2)^2}{2c_s^4}, \quad \beta_3 = \frac{1 - c_s^2}{8c_s^2}. $$  

(22)

The simplest positivity bound $f \geq 0$ can be written in the form $\beta_1 \geq \beta_1^\text{min} (c_s, \alpha_1)$, where,

$$\beta_1^\text{min} = \frac{3\alpha_1^2}{2c_s^2} + \frac{2\alpha_1}{c_s^2} \left( 1 - \frac{c_s^2 - 1}{c_s^2} \right) - \frac{4(1 - c_s^2)^2}{32c_s^4}. $$  

(23)

Physically, this means that if the low-energy system has a sound speed $c_s$ and cubic interaction $\alpha_1$, then the underlying UV physics must also produce a sufficiently large quartic interaction $\beta_1$ if it is to be consistent (i.e. unitary, causal, local). It is not possible, no matter how ingenious our UV model-building, to arrange for large effects at quadratic and cubic order in $\pi$ without also generating large effects at quartic order (unless we sacrifice one of the above fundamental properties).

Including the one-loop correction to the positivity bound gave (20), which crucially depends non-linearly on $\beta_1$. In particular, there are some values of $\alpha_1$ and $c_s$ for which there are no allowed values for $\beta_1$—the improved bound (20) can only be satisfied if,

$$\left( 1 - c_s^2 + \frac{3}{2} \alpha_1 c_s \right) \omega_b^4 \Lambda^3 + 30\pi^2 c_s^4 \geq 0,$$  

(24)

which allows us to bound $\alpha_1$ in terms of $c_s$ only—for instance for sufficiently small $c_s$ and large $\alpha_1 \sim 1/c_s^2$, this bound requires $\alpha_1 c_s^2 \gtrsim 2/3$.

Finally, for the DBI tuning $\alpha_1 = \beta_1 = 0$, the positivity bound (24) can only be satisfied if $c_s \leq 1$, in which case it requires that new physics must become important at or below the scale $\omega_b^4 = 320\pi^2 \Lambda^4 c_s^4/(1 - c_s^2)^3$.

Inflation. During inflation, the expanding spacetime background spontaneously breaks temporal diffeomorphisms. Following the seminal work of [1], these time diffeomorphisms can be restored (non-linearly realised) by introducing a single scalar degree of freedom, $\pi$. The resulting low-energy action for scalar and metric fluctuations is invariant under a gauged version of (21) and in the decoupling and subhorizon limits,

$$\text{Decoupling: } \omega \gg \frac{\Lambda^2}{M_P}, \quad \text{Subhorizon: } \omega \gg H,$$  

(25)

where $H$ is the background Hubble rate, the scalar sector of the theory is described by (17) with the tuning (22). In this context, $c_s$ is the sound speed of scalar perturbations produced during inflation, and $\alpha_1$ ($\beta_1$) controls the primordial bi- (tri-)spectrum. The Planck [95]
measurements of the primordial power spectrum fix the symmetry-breaking scale to be $\Lambda = (58.89 \pm 0.21)H$ (at 68% confidence), and the observed limits on the primordial bispectrum (i.e. on $\{c_s, \alpha_1\}$) are shown in Figure 1.

The positivity bounds derived here provide a qualitatively new way to analyse these primordial signals. For instance, equation (23) for $\beta_1^{\text{min}}$ is a robust lower bound on the size of the trispectrum $g_{\text{NL}}$, given measurements of the bispectrum $f_{\text{NL}}$ and $c_s$. Taking for illustration the central values of the Planck 2018 contours [95], $f_{\text{NL}}^{\text{max}} \approx -26$ and $f_{\text{NL}}^{\text{min}} \approx -38$, $c_s \approx 0.031$ and $\alpha_1 \approx -2125$, the bound $f \geq 0$ gives $g_{\text{NL}} \gtrsim 12400$ ($\beta_1 \geq +6.4 \times 10^8$) [96]. Comparing this with the currently allowed observational range, $-2.7 \times 10^6 < g_{\text{NL}} < +1.1 \times 10^6$, we see that positivity arguments can be used to rule out over 70% of the observationally allowed parameter space! Of course, since these numbers are sensitive to the relatively large uncertainties in $c_s$ and $\alpha_1$, they should be taken only as an illustration: the point is that, in future, as our measurements of the bispectrum improve, positivity bounds will provide a new way to “bootstrap” information about the trispectrum (without the need to directly detect $g_{\text{NL}}$).

Finally, our bound (24) can be used to place a restriction on the values of $\alpha_1$ and $c_s$ which are compatible with the UV properties listed in Section I (namely unitarity, causality and locality). In order to compare this bound with Planck observations, we must specify a value for $\omega_s$, the energy scale up to which we can reliably subtract the Im $\mathcal{A}_\nu$ from the dispersion relation. Rather than simply fix a value for $\omega_s$, instead we use (24) to define a scale $\omega_{\text{NP}}(c_s, \alpha_1)$, which is the largest possible energy at which (24) can be satisfied. This is the scale at which either New Physics (new degrees of freedom beyond $\pi$) or Non-Perturbative effects (e.g. a resummation of $\pi$ loops) must become important, if we are to preserve unitarity, causality and locality. We show in Figure 1 how this scale compares with current Planck constraints on $\{c_s, \alpha_1\}$. The majority of the 68% confidence region requires new physics within an order of magnitude of $H$.

Closing Remarks. In summary, we have constructed the first set of positivity bounds—constraints placed on a low-energy Effective Field Theory by the consistency of its underlying UV completion—when boosts are broken. The key to overcoming previous obstructions, namely a lack of analyticity and crossing symmetry, lay in identifying a new parametrisation for the amplitude—in our Breit variables, the $2 \rightarrow 2$ scattering amplitude $A_\nu(s)$ enjoys the same structure as a Lorentz-invariant amplitude, and hence its dispersion relation can be used to bridge between the EFT and the UV completion. The new positivity bounds, which constrain all $s$, $t$ and $\omega_s \omega_3$ derivatives of the EFT amplitude, can be applied to a much wider class of systems than their Lorentz-invariant predecessors, and in particular are applicable to condensed matter and cosmology. As an example, we have shown how these bounds can be used to infer the scale of new physics which must be present in the early Universe, given the current Planck constraints on primordial non-Gaussianity. In addition to placing the positivity arguments on a more rigorous footing and deriving a number of new bounds, by overcoming the lack of crossing symmetry in [67] we have been able to subtract the 1-loop EFT branch cut for the first time using the optical theorem (this is not possible using centre-of-mass kinematics since then the $u$-channel cut is not physical). The resulting bound (20) is not only quantitatively stronger, but it gives a qualitatively new constraint on $\alpha_1$ in terms of $c_s$ alone (24), providing a robust upper bound on the scale of new physics which is insensitive to the trispectrum.

Although we focussed on examples in which Lorentz boosts were broken spontaneously, a UV Lorentz symmetry was not required to translate the properties (a-e) into bounds on the EFT. Our positivity bounds should still apply in cases where the UV completion does not recover Lorentz invariance providing that property (d) still holds (this could be the case when there is still some maximum speed limiting the transfer of information, but which may not be the same for all observers). At the other extreme, in the event that the new physics which UV completes the EFT at its $\Lambda$ completely restores Lorentz invariance, then at weak coupling one could simply subtract all of the Lorentz-violating effects in the EFT and assume that the remaining $\mathcal{A}_\nu^{(2n)}$ exhibits Lorentz-invariance: this could salvage kinematics such as the centre-of-mass frame, and potentially produce further positivity bounds. We have not pursued this strategy here because assuming symmetry restoration exactly at the EFT cutoff is a rather strong assumption about the UV completion (certainly much more restrictive than the assumptions of unitarity, causality and locality) [97].

The results presented here open up several avenues for future work. First and foremost, there are a number of systems in which Lorentz boosts are broken and yet the free propagation at low energies has the form $\omega = c_s k$, and our bounds can be immediately applied to the corresponding low-energy EFTs (see e.g. [98–105])—in particular for the EFT of inflation, where we have explored but the simplest positivity bound, in future a systematic application of all of the available bounds should be carried out. Second, in covariant theories which possess both a Lorentz-invariant and a Lorentz-breaking background (e.g. $\langle \phi \rangle = 0$ and $\langle \phi \rangle \propto t$), it would be interesting to compare the bounds one would infer from the standard Lorentz-invariant arguments about the Lorentz-invariant background from the bounds derived here about the Lorentz-breaking background [106]. Third, on the conceptual side, while we have focussed on the scattering of scalar fields, the approach put forward here (first identifying the correct frame in which analyticity and crossing are manifest) can also be extended to the scattering of fields of arbitrary spin. Fourth, in the context of inflation, in order to go beyond the subhorizon limit and fully account for the expanding FRW background, one needs to move away from scattering amplitudes (which are no longer well-defined)—a natural candidate with which to
connect UV and IR are the wavefunction coefficients, and recent work has begun to shed light on how these objects are constrained by unitarity and locality [107–113].
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Appendix A: Microcausality and Analyticity

Analyticity of the scattering amplitude is fundamentally tied to the principle of causality. For Lorentz-invariant theories this connection is well-understood and analyticity of the Lorentz-invariant scattering amplitude $A_s(t, \omega_s)$ at fixed $t$ is well-established [114–121].

When boosts are spontaneously broken, far less is known about the analytic structure of $A_s(t, \omega_s, \omega_\ell, \omega_u)$. In this appendix, we will show how the requirement of microcausality is closely related to the analyticity property (d) described in Section I. In particular, we will show that whenever the UV interactions preserve/contract the causal cone (i.e., $c_{UV} \leq c_\pi$), then $A_s(t, \omega_s, \omega_\ell, \omega_u)$ is guaranteed to be analytic for certain domains in $\{s, \omega_s - \omega_u\}$ at fixed $\{t, \omega_s + \omega_u, \omega_\ell\}$. When UV interactions expand the causal cone (i.e., $c_{UV} > c_\pi$), then the conventional microcausality arguments are not strong enough to guarantee analyticity, but we can nonetheless show that $A_s(t, \omega_s, \omega_\ell, \omega_u)$ is analytic in the $\{\omega_s, \omega_\ell, \omega_u\}$ at fixed $\{s, t\}$ at any order in perturbation theory.

Microcausality. In a quantum theory, causality (signals cannot propagate faster than some speed $c_{max}$) is encoded in the operator relation,

$$[\mathcal{O}(x), \mathcal{O}(y)] = 0 \text{ when } c_{max} |x^0 - y^0| < |x - y|, \quad (A1)$$

which is the familiar statement that operators (observables) at space-like separated points commute. In order to connect this requirement to the amplitude, we define the position-space current operator,

$$J_A(x) \equiv i \frac{\delta S}{\delta \pi_A(x)} \hat{\delta}^t, \quad (A2)$$

so that the amplitude can be written as,

$$A_s = \int d^4 x e^{-i x \mu \lambda} \Theta(x^0) \langle \mathbf{k}_3 | J_A \left( \frac{x}{2} \right), J_2 \left( -\frac{x}{2} \right) \rangle \langle \mathbf{k}_1 \rangle, \quad (A3)$$
where \( k_{24,\mu} = k_{2\mu} + k_{4\mu} \) (where now we use conventions in which \( \omega > 0 \), in contrast to the main text). When the momenta \( k_1 \) and \( k_3 \) labelling the one-particle states are both real, then causality (A1) requires that this matrix element vanishes unless \( x \) is time-like, i.e. the integration region can be restricted to \( c_{\max} x^0 > |x| \). If \( k_{24,\mu} \) is analytically continued into the complex plane (with \( k_1 \) and \( k_3 \) fixed), this integral representation for the amplitude converges whenever \( \text{Im} [k_{24,\mu} \nu^\mu] < 0 \) for every real \( \nu^\mu \) in this range. The strongest requirement corresponds to \( x \) aligning with \( \text{Im} k_{24} \), and the amplitude is therefore analytic for any complexification of \( k_{24,\mu} \) which obeys,

\[
\text{Im} \omega_2 \geq c_{\max} |\text{Im} k_{24}| > 0 ,
\]

as a consequence of (A1). This is the connection between causality (i.e. space-like separated operators must commute) and the analyticity of the amplitude for complex values of momenta which we exploit—when written in terms of the variables \( \{ s, t, u, \omega_s, \omega_t, \omega_u \} \), (A4) describes a domain in which \( \mathcal{A}_s \) must be analytic for causal interactions.

**With Boosts.** Before discussing theories without boost invariance, let us briefly review how (A4) is used to establish analyticity in \( s \) at fixed \( t \) in the Lorentz-invariant case. For a Lorentz-invariant scattering amplitude, one can use boosts to go to the Breit frame, in which \( k_{13} = 0 \) (i.e. \( k_1 = -k_3 \)). Conservation of momentum then requires that \( k_1 \cdot k_{24} = 0 \) and so \( k_{24} \) is orthogonal to both \( k_1 \) and \( k_3 \). For instance, using rotations to align \( k_3 = k_1 - k_3 \) along the \( z \)-axis, the particle momenta can be parametrised in this frame by,

\[
k_1 = \begin{pmatrix} 0 \\ 0 \\ k_1 \end{pmatrix}, \quad k_2 = \begin{pmatrix} \frac{k_{24}}{2} \\ 0 \\ -\frac{k_1}{2} \end{pmatrix}, \quad k_3 = \begin{pmatrix} 0 \\ 0 \\ -\frac{k_3}{2} \end{pmatrix},
\]

where \( k_4 = k_1 + k_2 - k_3 \) is fixed by momentum conservation. The two independent variables, \( k_t = |k_1 - k_3| \) and \( k_{24} = |k_2 + k_4| \), are related to the Mandelstam variables by \( c^2 k_t^2 = -t \) and \( \omega_{24} \sqrt{4 m_1^2 - t} = s + \frac{t}{2} - m_1^2 - m_2^2 \), where \( \omega_{24} = \sqrt{c^2 k_{24}^2 - 4 m_1^2} \) is the energy appearing in (A4). These are often known as *Breit coordinates*, and have the advantage that analytically continuing \( k_{24} \) into the complex plane with \( k_t \) held fixed (i.e. the complex \( s \) plane at fixed \( t \)) deforms particles 2 and 4 into the complex plane while keeping \( k_1 \) and \( k_3 \) real. Analysing the precise domain of analyticity is an involved problem, and in particular requires careful treatment of the square roots in \( k_{24}(s,t) \). However, when considering \( t, m_1 \) and \( m_2 \) to be much smaller than \( |s| \), we have that \( \omega_{24} \approx s/\sqrt{4 m_1^2 - t} \approx c k_{24} \), and so the condition (A4) becomes simply \( \text{Im} s > 0 \) when \( c_{\max} \leq c \) (i.e. when the maximum speed at which signals can propagate is contained within the lightcone which determines the propagation of free fields). Causality, for a Lorentz-invariant amplitude, therefore requires that \( \mathcal{A}_s \) be an analytic function of \( s \) in the upper half-plane when \( t \) (and the masses) are fixed to real physical values.

**Without Boosts.** Without invariance under Lorentz boosts, it is no longer possible to set \( k_{13} = 0 \) in general. Instead, using only invariance under rotations, we can express the momenta in terms of three magnitudes and three angles,

\[
k_t = k_t \hat{e}_{0,0}, \quad k_{13} = k_{13} \hat{e}_{\theta,0}, \quad k_{24} = k_{24} \hat{e}_{\theta_2,\phi_2} ,
\]

where \( \hat{e}_{\theta,\phi} = (\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta) \) is a spatial unit vector. To express \( \{ k_t, k_{13}, k_{24}, \theta_{13}, \theta_{24}, \phi_{24} \} \) compactly in terms of \( \{ s, t, u, \omega_s, \omega_t, \omega_u \} \), we will now assume that the masses are negligible. Then the variables \( \omega_s \) and \( \omega_u \) correspond to \( k_{13} \) and \( k_{24} \),

\[
c_{\pi} k_t = \sqrt{\omega_t^2 - t}, \quad \cos \theta_{13} = \frac{1 - t}{c^2 k_{13}^2}, \quad \cos \theta_{24} = \frac{1 - t}{c^2 k_{24}^2} .
\]

The variables \( \omega_s \) and \( \omega_u \) then correspond to \( k_{13} \) and \( k_{24} \),

\[
c_{\pi} k_{13} = \sqrt{(\omega_s + \omega_u)^2 + t}, \quad c_{\pi} k_{24} = \sqrt{(\omega_s - \omega_u)^2 + t} ,
\]

and finally \( s \) determines the remaining parameter \( \phi_{24} \),

\[
\cos \phi_{24} = -\frac{2s + t - \frac{t}{c^2 k_{24}^2} (\omega^2_s - \omega^2_u)}{c^2 k_{13} k_{24} \sin \theta_{13} \sin \theta_{24}} .
\]

The advantage of this parametrisation is that \( k_1 \) and \( k_3 \) can be kept real by holding \( \{ t, \omega_s, \omega_s + \omega_u \} \) fixed, while condition (A4) then places a restriction on the complex values which \( \{ s, \omega_s - \omega_u \} \) may take. Just as in the Lorentz-invariant case, precisely characterising this region requires careful treatment of square roots of the form \( \sqrt{(\omega_s - \omega_u)^2 + t - \omega_t^2} \). To illustrate the key features, we will consider both \( t \) and \( \omega_t^2 \) to be fixed at values much smaller than \( s \), \( (\omega_s - \omega_u)^2 \) and \( (\omega_s + \omega_u)^2 \). This simplifies (A4) to,

\[
c_{\pi} \text{Im} [\omega_s - \omega_u] \geq c_{\max} \sqrt{\text{Im} |a|^2 + \text{Im} |b|^2} > 0 \quad (A10)
\]

where,

\[
a \approx \frac{\omega_t}{\sqrt{t - \omega_s + \omega_u}} , \quad b \approx \sqrt{(\omega_s - \omega_u)^2 - a^2} . \quad (A11)
\]

Once \( t, \omega_t \) and \( \omega_s + \omega_u \) are fixed to real physical values, then (A10) specifies the domain analyticity for \( \omega_s - \omega_u \) and \( s \). In particular, note that when \((\omega_s - \omega_u)^2 \gg s \) is large (or when \( \omega_t \to 0 \)) this becomes simply
\[ \text{Im} \left[ \omega_s - \omega_u \right] > 0 \text{ when } c_{\text{max}} \leq c_{\pi} \quad [122], \] and so it is \( \omega_s - \omega_u \) which plays the role of \( s \) from the Lorentz-invariant case. For our purposes, fixing \( M \) and \( \gamma \) to real values gives,

\[ a \approx \frac{\omega_t}{\sqrt{-t}} \frac{s}{\gamma M}, \quad b \approx \frac{s}{2M} \sqrt{1 + \frac{4\omega_t^2}{\gamma^2 t}} \quad (A12) \]

and therefore (A10) becomes \( \text{Im} \, s > 0 \) when \( c_{\text{max}} \leq c_{\pi} \). When making \( s \) complex at fixed (real) values of \( \{t, M, \omega_t, \gamma\} \), causality (A1) requires that \( A_s \) is analytic in the upper half-plane, just as in the Lorentz-invariant case. Crucially however, the upper bound required of \( c_{\text{max}} \) is set by the the \( \pi \)-cone (i.e. the free propagation (1)). If one imagines a UV completion in which there is some maximum speed \( c_{\text{UV}} \), then causality in that UV completion is only strong enough to guarantee analyticity of the amplitude if \( c_{\text{UV}} \leq c_{\pi} \). In cases where \( c_{\text{UV}} > c_{\pi} \), a more sophisticated argument, which accounts for how the operators behave in the region between the two cones (i.e. \(|1/c_{\text{UV}} < x^0/|x| \leq 1/c_{\pi} \), where (A1) no longer guarantees commutation) is needed.

Crossing. To establish analyticity in the full complex \( s \)-plane, one needs to repeat the above argument in the \( u \)-channel. To see this, consider the \( u \)-channel amplitude corresponding to the process \( \pi_1 \pi_4 \to \pi_3 \pi_2 \):

\[ A_u = \int d^4 x \, e^{i k_{24} \cdot x} \, \Theta(x^0) \langle k_3 \mid J_2 \left( \frac{x}{2} \right), J_4 \left( -\frac{x}{2} \right) \rangle \mid k_1 \rangle , \]

\[ = -\int d^4 x \, e^{-i k_{24} \cdot x} \, \Theta(-x^0) \langle k_3 \mid J_4 \left( \frac{x}{2} \right), J_2 \left( -\frac{x}{2} \right) \rangle \mid k_1 \rangle . \quad (A13) \]

Analytically continuing \( k_{24}^\mu \) into the complex plane, the above integral representation converges if \( \text{Im}[k_{24} \cdot x^\mu] < 0 \) for all \(-c_{\text{max}} \, x^0 > |x|\), i.e. providing that

\[ -\text{Im} \, \omega_{24} \geq c_{\text{max}} \, |\text{Im} \, k_{24}| > 0 . \quad (A14) \]

In the Lorentz invariant setting, for \( t, m_1 \) and \( m_2 \) much smaller than \(|s|\), this implies \( \text{Im} \, s < 0 \) and so \( A_s \) is required to be analytic also in the lower half-plane \( s \)-plane. When boosts are broken the condition (A14) reads

\[ -c_s \text{Im} \left[ \omega_s - \omega_u \right] \geq c_{\text{max}} \sqrt{\text{Im} \left[ a \right]^2 + \text{Im} \left[ b \right]^2} > 0 , \quad (A15) \]

which, in the limit of large \( (\omega_s - \omega_u) \) (or \( \omega_t \to 0 \)) becomes \( \text{Im} \left[ \omega_s - \omega_u \right] < 0 \) (when \( c_{\text{max}} \leq c_{\pi} \)), so that \( A_s \) is analytic in the whole \( (\omega_s - \omega_u) \) plane (except for possible branch cuts on the real axis \( \text{Im} \left[ \omega_s - \omega_u \right] = 0 \), which are fixed by unitarity in the physical regions). In our boosted Breit coordinates, (A15) describes analyticity in the lower-half of the complex \( s \)-plane \( \text{Im} \, s < 0 \) with \( \{s, t, M, \omega_t, \gamma\} \) fixed. \( \tilde{A}_s \) is therefore analytic in the whole complex \( s \)-plane, modulo possible poles/branch cuts on the real \( s \) axis (which are fixed by unitarity), whenever \( c_{\text{max}} \leq c_{\pi} \). Since this standard causality argument is not strong enough to prove analyticity non-perturbatively when \( c_{\text{max}} > c_{\pi} \), for that case we turn to perturbative arguments.

**Perturbation Theory.** Within perturbation theory, there can be no poles or branch cuts in the energies \( \{\omega_s, \omega_t, \omega_u\} \) at fixed \( s \) and \( t \). To see this, note that we can always write \( \omega_t = n^\mu p_{\mu, \alpha} \) and then strip-off from the amplitudes all factors of \( n^\mu \),

\[ A_s^{L\text{-loop}} = n^{\mu_1} \ldots n^{\mu_j} A_{\mu_1 \ldots \mu_j}^{L\text{-loop}} . \]

The remaining \( A_{\mu_1 \ldots \mu_j}^{L\text{-loop}} \) is then a series of \( L \) loop integrals over covariant integrands (with respect to the \( Z^{\mu \nu} \) which determines the free propagator), which can only ever produce non-analyticities in the invariants \( s \) and \( t \).

**An Example.** We illustrate this point by explicitly computing the 1-loop diagram generated by two \( \pi^4 \) interactions. The \( s \)-channel diagram can be stranded as in (A16), leaving behind,

\[ A_{s_{\mu_1 \ldots \mu_4}}^{1\text{-loop}} = \frac{4! \beta_1^2}{2 \Lambda^8} \omega_1 \omega_2 \omega_3 \omega_4 \int d^4 k \, \frac{q^{\mu_1} q^{\mu_2} k^{\mu_3} k^{\mu_4}}{(2\pi)^4 \left(k^2 - m^2\right) \left(q^2 - m^2\right)} \]

where \( q^\mu = p_{\mu, 1} + p_{\mu, 2} + k^\mu \). The \( t \) and \( u \)-channel diagrams are the same up to a permutation of the external legs. In dimensional regularisation, this integral evaluates to,

\[ A_{s_{\mu_1 \ldots \mu_4}}^{1\text{-loop}} = \frac{3}{1280} \frac{\beta_1^2}{16 \pi^2 \Lambda^8} F_s(\omega_j) \log \left( -s \right) \]

\[ + t, u \text{ permutations} + \text{local counter-terms} \]

where \( F_s(\omega_j) = \omega_1 \omega_2 \omega_3 \omega_4 \left( 10 \omega_s^4 + \frac{15}{4} s \omega_s^2 + \frac{15}{4} s^2 \right) \) is an analytic function of the energies. As claimed above, the only branch cuts in this expression are in the invariant variables \( s, t \) and \( u \). This feature, that the energies appear only as an analytic factor in each term, is generic.

The explicit computation (A17) also provides a useful cross-check of our earlier equation (19). Using the optical theorem and the tree level amplitude (17), the one-loop imaginary part from the \( \beta_1 \) interaction is found to be,

\[ \text{Im} \, \tilde{A}_s^{1\text{-loop}} \bigg|_{\gamma=1} \bigg|_{\omega_i=0} \bigg|_{t=0} = \frac{3}{640} \frac{\beta_1^2}{16 \pi^2 \Lambda^4} \frac{s^2 \, 256 M^8 + 384 M^6 s + 256 M^4 s^2 + 24 M^2 s^3 + s^4}{\Lambda^8} \]

where \( \Lambda^2 = M \Lambda \). This agrees with the discontinuity across the logarithms in (A17).

**Appendix B: Spherical Wave Expansion**

In this appendix we briefly review properties of the spherical wave expansion for amplitudes without Lorentz
boosts introduced in [73], the positivity properties of Disc $A_s$ and the Froissart-Martin bound (9).

The key idea is to express the amplitude in a particular channel (e.g. the $s$ channel) not in terms of linear momentum eigenstates, $|k_1\rangle = |\omega \vartheta_1 \varphi_1\rangle$, but in terms of angular momentum eigenstates $|\omega_1 \ell_1 m_1\rangle$ (where $m_1$ is the angular momentum conjugate to $\varphi_1$ and $\ell_1$ represents the total angular momentum, $\ell_1 (\ell_1 + 1)$). Mathematically, this amounts to the decomposition,

$$ A_s(k_1, k_2, k_3, k_4) = \sum_{\ell_1, \ell_3} f_{\ell_1}^{m_1} (k_1) f_{\ell_3}^{m_3} (k_3) a_{\ell_1 \ell_3}^{m_1 m_3} (\omega_s, s) \tag{B1} $$

where $f_{\ell}^m$ are a complete set of functions on the sphere. This makes rotational invariance manifest and in particular greatly simplifies the optical theorem (4). Comparing with the corresponding spherical wave expansion for the $s$-channel gives,

$$ \text{Disc } A_s = \sum_{\ell_1, \ell_3} f_{\ell_1}^{m_1} (k_1) f_{\ell_3}^{m_3} (k_3) \text{Disc } a_{\ell_1 \ell_3}^{m_1 m_3} \tag{B2} $$

where $\text{Disc } a_{\ell_1 \ell_3}^{m_1 m_3} = \frac{1}{2} (e_{\ell_1 \ell_3}^{m_1 m_3} - e_{\ell_3 \ell_1}^{m_1 m_3*})$. The optical theorem then takes the form,

$$ \text{Disc } a_{\ell_1 \ell_3}^{m_1 m_3} = \sum_n z_{\ell_1 m_1}^{n \ast} e_{\ell_3 m_3}^{n} \tag{B3} $$

where $z_{\ell_1 m_1}^n = \int d^2 \hat{k}_1 f_{\ell_1}^{m_1} (\hat{k}_1) A_{n_{\pi_1} \pi_2} \to n$ (where $f_{\ell_1}^m$ satisfies $\int d^2 \hat{p} f_{\ell_1}^{m} (\hat{p}) f_{\ell_1}^{m'} (\hat{p}) = \delta_{mm'}$) and the sum runs over all intermediate $n$ particle state (and includes integrals over their kinematics). Unitarity therefore requires that $\text{Disc } a_{\ell_1 \ell_3}^{m_1 m_3^*}$ is a positive definite matrix in $\ell_1 m_1$ and $\ell_3 m_3$.

**Forward Limit.** Taking the forward limit ($\hat{k}_1 = \hat{k}_3$) in (B2) therefore immediately establishes $\text{Disc } A_s \geq 0$. Furthermore, in this limit we have that the $f_{\ell}^m$ can be replaced with their moduli,

$$ A_{|k_1 = k_2|} = \sum_{\ell_1, \ell_3} |f_{\ell_1}^{m_1} (k_1)| |f_{\ell_3}^{m_3} (k_3)| a_{\ell_1 \ell_3}^{m_1 m_3} \tag{B4} $$

which proves that $\text{Disc } A_s$ and $\text{Im } A_s$ coincide in the forward limit. To prove the positivity of $\text{Disc } A_s$ beyond the forward limit, one needs to specify how the angles in $k_1$ and $k_3$ are related to the analytic variables \{$s, t, \omega_s, \omega_t, \omega_u\}$.

**Angular Variables.** Once the total incoming energy $\omega_s$ and momentum $k_s = |k_1 + k_2|$ are fixed, the allowed frequencies for $\omega_1$ lie on an ellipse with semimajor axis $\omega_s/2$ and eccentricity $\kappa_s = c_\pi k_s / \omega_s$. These can be parametrised with either the angle $\vartheta_1$ between $k_1$ and $k_s$ (the true anomaly of the ellipse), or alternatively by the angle $\vartheta_1$ (the eccentric anomaly of the ellipse), which for small masses are related by [123],

$$ \omega_1 = \frac{\omega_s}{2} \left(1 - \rho_s^2\cos \vartheta_1\right) = \frac{\omega_s}{2} \left(1 - \rho_s \cos \vartheta_1\right). \tag{B5} $$

The spherical wave expansion (B1) can then be written,

$$ A_s(s, t, \omega_s, \omega_t, \omega_u) = 64 \pi^2 \sum_{\ell_1, \ell_3} Y_{\ell_1}^{m_1} (\vartheta_1, \varphi_1) Y_{\ell_3}^{m_3} (\vartheta_3, \varphi_3) a_{\ell_1 \ell_3}^{m_1 m_3} (\omega_s, \rho_s) \tag{B6} $$

as described in [73] [124], where $\varphi_j$ is the azimuthal angle of $k_j$ when $k_3$ is aligned with the z-axis. We refer the reader there for the explicit $a_{\ell_1 \ell_3}^{m_1 m_3}$ from the EFT (17).

These angles are related to the analytic variables by,

$$ \omega_t = -\frac{k_s}{2} (\cos \vartheta_1 - \cos \vartheta_3) \quad , \quad t = -\frac{s}{2} (1 - \cos \vartheta_3) $$

$$ \omega_u = -\frac{k_s}{2} (\cos \vartheta_1 + \cos \vartheta_3). \tag{B7} $$

where $\cos \vartheta_1 = \cos \vartheta_1 \cos \vartheta_3 + \sin \vartheta_1 \sin \vartheta_3 \cos (\varphi_1 - \varphi_3)$ is the relative angle between $k_1$ and $k_3$. Each choice of \{$\omega_s, \rho_s, \vartheta_1, \vartheta_3, \varphi_1 - \varphi_3$\} corresponds to a unique \{$s, t, \omega_s, \omega_t, \omega_u$\} in the s-channel region.

**Symmetries.** The spherical wave coefficients in (B6) are constrained by various symmetries. For example, despite the centre-of-mass motion $k_s$ breaking two of the rotational symmetries, there is one remaining rotation (rotations about $k_s$) which guarantees that $A_s$ depends only on the relative azimuthal angle $\varphi_1 - \varphi_3$. Furthermore, a spatial parity transformation corresponds to $\varphi_j \to \pi - \varphi_j$, and a time inversion corresponds to sending $A_s \to A_s$, which has the analogous spherical wave expansion with the roles of $k_1, k_2$ and $k_3, k_4$ exchanged. Finally, since we are scattering identical scalar fields, whether we use $k_1$ and $k_3$ or $k_2$ and $k_4$ to define the partial waves should make no difference, and consequently (B6) should be invariant under replacing $\cos \vartheta_1$ with $\cos \vartheta_2 = - \cos \vartheta_3$ and $\cos \vartheta_3$ with $\cos \vartheta_4 = - \cos \vartheta_3$. Altogether, these symmetries require,

Rotational symmetry: $a_{\ell_1 \ell_3}^{m_1 m_3} = 0$ unless $m_1 = m_3$

Bose symmetry: $a_{\ell_1 \ell_3}^{m_1 m_3} = 0$ unless $\ell_1 + \ell_3$ even

Parity: $a_{\ell_1 \ell_3}^{m_1 m_3} = a_{\ell_3 \ell_1}^{-m_1 - m_3}$

Time Reversal: $a_{\ell_1 \ell_3}^{m_1 m_3} = -a_{\ell_3 \ell_1}^{m_3 m_1} \tag{B8}$

**Elastic Unitarity Bound.** Since every term in (B3) is positive, we can write an inequality involving only the $n = 2$ term,

$$ \text{Disc } a_{\ell_1 \ell_3}^{m_1 m_3} \geq \sum_f a_{\ell_1 \ell_3}^{m_1 m_3} a_{\ell_3 \ell_1}^{m_3 m_1} \tag{B9} $$
This is now a non-linear bound which the $2 \to 2$ amplitude must satisfy as a consequence of unitarity. Notice that for any complex unit vector $\hat{v}_m^\ell$, we can resolve the identity as $\delta_{J,J'} = \hat{v}_m^J \hat{v}_m^{J'} + \ldots$ and write (B9) as,

$$\text{Im} \left[ \sum_{\ell_1, \ell_3, m_1, m_3} \hat{v}_{\ell_1}^{m_1} a_{\ell_1, \ell_3, m_3}^{m_3} \hat{v}_{\ell_3}^{m_3} \right] \geq \left| \sum_{\ell_1, \ell_3, m_1, m_3} \hat{v}_{\ell_1}^{m_1} a_{\ell_1, \ell_3, m_3}^{m_m} \hat{v}_{\ell_3}^{m_3} \right|^2.$$  

(B10)

Since $|z| \geq \text{Im} z$ for any complex $z$, and the unit vector $\hat{v}_m^\ell$ can be written as a general vector $v_m^\ell$ divided by its norm, then (B10) implies an upper bound on the spherical wave expansion for each of the six channels, and to which the Lorentz-invariant case.

Convergence and Boundedness. The partial wave expansion can also be used to derive the Froissart–Martin bound on the high energy growth of the amplitude in the absence of Lorentz boosts. This proceeds analogously to the Lorentz invariant proof, see for instance [89]. Since the large $\ell$ behaviour of the spherical harmonics is $Y_\ell^m(\theta, \phi) \sim e^{i\text{Im} \theta}$, convergence of the spherical wave expansion (B6) requires that the spherical waves fall off at large $\ell$ like,

$$\lim_{\ell_1, \ell_3 \to \infty} a_{\ell_1, \ell_3, m_3}^{m_3} \sim e^{-|\ell_1| \frac{1}{s} t} - \ell_3 \eta_3 , \quad \text{(B12)}$$

for some $\eta_j(\omega_s, \rho_s) \geq |\text{Im} \vartheta_j|$. This allowed domain of the $\eta_j$ defines a region analogous to the Lehmann ellipse [125] in the Lorentz invariant case. Using the definition of $\vartheta_j$ above, at large $s$ we have, $\cos \vartheta_j = 1 + z_\pm / s + \ldots$ and $\cos \vartheta_j = 1 + z_\pm / s + \ldots$ where $z_\pm = 4M(2\gamma - 1)\pm t$ are held fixed [126]. Consequently, convergence of the spherical wave expansion up to some fixed thresholds $z_\pm$ requires,

$$\lim_{s \to \infty} a_{\ell_1, \ell_3, m_3}^{m_3} \sim e^{-|\ell_1| \frac{1}{s} t} - \ell_3 \frac{1}{s} \log(s^n).$$

(B13)

Further assuming polynomial boundedness (i.e. that $\text{Disc} A_s$ does not grow faster than $s^n$ for some $n$), this means that the sums in $\ell_1$ and $\ell_3$ can be truncated to a maximum $\ell_1 \sim \sqrt{8 s / z_\pm} \log(s^n)$ (since the neglected terms provide an exponentially small correction). This means that at large $s$ (with $t, M, \omega_s, \gamma$ held fixed),

$$\lim_{s \to \infty} A_s \sim 16 \pi \sum_{\ell_1 = 0}^{\ell_1^*} \sum_{\ell_3 = 0}^{\ell_3^*} 2\ell_1 + 1 \sqrt{2\ell_3 + 1} a_{\ell_1, \ell_3}^{m_3} \quad \text{(B14)}$$

where we have used that $Y_{s}^m = \delta_{s}^m \sqrt{2\ell + 1}/\sqrt{4\pi}$ as $\vartheta \to 0$. From the unitarity bound (B11) (with $\nu_0^\ell$ chosen as $\sqrt{2\ell + 1}$ and $\ell \leq \ell_* = \max(\ell_1^*, \ell_3^*)$ and 0 otherwise), we have that $\lim_{s \to \infty} A_s \lesssim \sum_{\ell = 0}^{\ell_*} (2\ell + 1) \sim \ell_*^2$, and therefore,

$$\lim_{s \to \infty} A_s \lesssim s \log^2 s \quad \text{(B15)}$$

when $t, M, \omega_s, \gamma$ are fixed. This coincides with the usual Froissart–Martin bound which constrains Lorentz-invariant amplitudes, i.e. the presence of a symmetry-breaking direction $\nu^0$ does not affect the very high energy (small-scale) behaviour of the amplitude, which remains bounded as if fully Poincaré-invariant.

Other Channels. Above we have focussed on the $s$-channel, in which $s > -t > 0$ and $|\omega_s \pm \omega_i| < \sqrt{\omega_s^2 - s}$. When we consider the analytically continued amplitude $A_s(t, \omega_s, \omega_t, \omega_u)$ for values outside of this region, we can cross over to other channels. While (B6) can only be used in the $s$-channel region, there is an analogous partial wave expansion for each of the other five channels. For instance, the $u$-channel, in which $u > -t > 0$ and $|\omega_s \pm \omega_i| < \sqrt{\omega_u^2 - u}$, we can write,

$$A_u(s, t, \omega_s, \omega_t, \omega_u) = A_u(u, t, \omega_t, \omega_u, \omega_s) \quad \text{(B16)}$$

using the crossing (3), where $\vartheta_j^u$ are the eccentric angles of $\mathbf{k}_j$ relative to $\mathbf{k}_u = \mathbf{k}_1 - \mathbf{k}_3$, $\varphi_j^u$ are the corresponding azimuthal angles, and $b_{\ell_1, \ell_3}^{m_3, m_3}$ are the spherical waves for the $u$-channel process (and are equivalent to $a_{\ell_1, \ell_3}^{m_3}$ when scattering identical scalars). There is a spherical wave expansion for each of the six channels, and to which the preceding arguments apply.

Examples. In order to illustrate the properties of the spherical wave coefficients described above, we provide here the $a_{\ell_1, \ell_3}^{m_3}$ for two simple interaction terms. We concentrate on quartic interactions, for which there are finitely many non-zero spherical wave coefficients [127], and in particular a $\beta_1 \pi^4$ interaction (which appears in (17) at leading order) as well as a $\beta_1 \pi^3$ interaction (which is the first non-trivial, non time reversal invariant interaction at lowest order in derivatives). The amplitudes corresponding to each interaction are:

$$A[\beta_1] = 4! \beta_1 \prod_{i=1}^{4} \omega_i, \quad A[\beta_1] = 3\omega_s \omega_t \omega_u \prod_{i=1}^{4} \omega_i, \quad \text{(B17)}$$
and the corresponding spherical wave coefficients are:

\[
\begin{align*}
\hat{a}^{00}_{00}[\beta_t] &= \frac{\omega^4}{\pi} \left(3 - \rho_s^2\right)^2, \\
\hat{a}^{00}_{02}[\beta_t] &= \hat{a}^{00}_{20}[\beta_t], \\
\hat{a}^{00}_{22}[\beta_t] &= \frac{\omega^4}{\pi} \frac{\rho_s^4}{120},
\end{align*}
\]

(B18)

(B19)

(B20)

and,

\[
\begin{align*}
\hat{a}^{00}_{02}[\beta_t] &= -a^{00}_{20}[\beta_t], \\
\hat{a}^{00}_{04}[\beta_t] &= a^{00}_{40}[\beta_t], \\
\hat{a}^{00}_{24}[\beta_t] &= -a^{00}_{42}[\beta_t],
\end{align*}
\]

(B21)

(B22)

(B23)

where \(\rho_s^2 = 1 - s/\omega^2\). Notice that these respect the relevant symmetries (B8) we mentioned earlier. In particular the spherical waves for the \(\beta_t\) interaction, which is odd under time reversal, are anti-symmetric under \(\ell_1 \leftrightarrow \ell_3\) (unlike the \(\beta_1\) spherical waves which are symmetric, since the \(\pi^4\) interaction is even under time reversal).

**Appendix C: More Positivity Bounds**

In the main text we have derived the forward limit positivity bounds (14). In this Appendix, we describe a strategy which can be used to generate a further infinite family of bounds on the \(s\) and \(\omega_1 \omega_3\) derivatives of the EFT amplitude.

**Beyond the Forward Limit.** In the Lorentz-invariant case, positivity of \(\text{Disc} \hat{A}_s(s,t)\) can be extended beyond the forward limit to include any number of \(t\) derivatives by exploiting properties of the partial wave expansion [15, 56]. To go beyond the forward limit when boosts are broken, the partial wave expansion must be replaced with the spherical wave expansion recently derived in [73], and we have proven in Appendix B that the optical theorem (4) implies,

\[
\left( \frac{\partial}{\partial t} \right)^i \left( \frac{\partial^2}{\partial \omega_1 \partial \omega_3} \right)^j \text{Disc} \hat{A}_s \bigg|_{t=0, \omega_i = 0} \geq 0,
\]

(C1)

for any integer \(i\) and \(j\) and for any forward-limit \(s\)-channel kinematics. Note that the \(\omega_1 \omega_3\) derivative can be written as \(\hat{\partial}_{\omega_1}^2 - \hat{\partial}_{\omega_3}^2\) and so these bounds correspond to going beyond the function evaluated at \(t=0\) and \(\omega_i = 0\) to include arbitrary derivatives \((\partial_t)^i\) and \((\partial_{\omega_i})^j\) at these points.

**Dispersion Relation.** The goal is then to use a dispersion relation to connect the more general positivity properties (C1) of the UV theory with the low-energy EFT amplitude. As discussed in the main text, this requires specifying which variables will be held fixed as one analytically continues into the complex \(s\) plane. Rather than the boosted Breit coordinates \((\gamma, M)\) from equation (7), in this Appendix we will use the variables \(\{E_s, E_u\}\), defined by,

\[
\omega_s = \frac{s + 4M^2}{4M} + E_s, \quad \omega_u = \frac{u + 4M^2}{4M} + E_u
\]

(C2)

where \(M\) is a fixed mass scale. Once the amplitude is written in terms of these variables, which we denote by \(\hat{A}_s(s,t,E_s,\omega_s,E_u)\) \((= \hat{A}_s(s,t,\omega_s,\omega_u,\omega_u)\) with \(\omega_s\) and \(\omega_u\) replaced by (C2)), crossing (3) becomes,

\[
\hat{A}_s(s,t,E_s,\omega_s,E_u) = \hat{A}_u(u,t,E_u,\omega_t,E_u),
\]

(C3)

and so the kernel which appears in the dispersion relation (13) is now given by,

\[
P_n(\mu,s) = \frac{\text{Im} \hat{A}_s(\mu,t,E_s,\omega_s,E_u)}{(\mu - s)^{n+1}} - \frac{\text{Im} \hat{A}_u(\mu,t,E_u,\omega_t,E_s)}{(u - \mu)^{n+1}}.
\]

(C4)

Despite not being manifestly crossing symmetric, it is possible to keep \(\{E_s, E_u\}\) fixed so that both branch cuts have physical kinematics—this corresponds to satisfying the condition [128],

\[
s \frac{E_s + E_u}{|E_s - E_u|} > 2M (2M + E_s + E_u).
\]

(C5)

This condition is always satisfied for sufficiently large \(s\), and in particular when \(E_s = E_u\), it is always satisfied. The reason for the change of notation is purely pedagogical—since \(\{E_s, E_u\}\) are not manifestly crossing symmetric, they will better highlight some of the challenges in going beyond the forward limit (and how to overcome them).

**\(\partial_t\) Bound.** In the Lorentz-invariant case, taking \(t\)-derivatives of the dispersion relation was shown in [15] to produce a second infinite series of bounds. In that case, although \(\partial_t \text{Im} \hat{A}_s\) is positive, \(\partial_t\) also acts on the \(1/(\mu - u)^{n+1}\) of the crossed branch cut, and this gives a negative contribution to the dispersion relation for \(\partial_t \partial_{\omega_i}^n \hat{A}_s\). The remedy is to compensate for this negative term by adding a sufficiently positive lower derivative, which produces bounds such as,

\[
(\partial_t + \frac{2n+1}{s_b}) \partial_{\omega_i}^n \hat{A}_s \geq 0,
\]

(C6)

in the Lorentz-invariant case [129].

In our case, we no longer have Lorentz boosts and the dispersion relation is now given by (13) and (C4). Once \(\omega_s\) and \(\omega_u\) have been replaced by explicit functions of \(t\), a
simple $t$ derivative of $\text{Disc} \hat{A}_s$ is no longer positive, since
\begin{equation}
\partial_t \hat{A}_s = \left( \partial_t - \frac{1}{4M} \partial_{\omega_u} \right) A_s \quad (C7)
\end{equation}
and $\partial_{\omega_u}$ of $\text{Disc} A_s$ is not sign definite. Since the dispersion relation involves both $A_s$ and $\hat{A}_s$, it is not possible to compensate for this $\partial_{\omega_u}$ simultaneously on both cuts. However, the integral of this term with respect to $E_u$ is positive. In fact, if we define,
\begin{equation}
\mathcal{I}[\hat{A}_s] = \int_0^{E_u} dE'_u \int_0^{E_u} dE'_{u'} \hat{A}_s(s,t,E'_s,\omega,t,E'_u) \quad (C8)
\end{equation}
then we have that,
\begin{equation}
\partial_{E_s} \text{Disc} \mathcal{I}[\hat{A}_s] \geq 0 \quad \text{and} \quad \partial_{E_u} \text{Disc} \mathcal{I}[\hat{A}_s] \geq 0 \quad (C9)
\end{equation}
when $\omega^2 = t = 0$, which follows from (C1) with $i = j = 0$, and also that,
\begin{equation}
\left( \partial_t + \frac{1}{4M} \partial_{E_u} \right) \text{Disc} \mathcal{I}[\hat{A}_s] \geq 0 \quad , \quad (C10)
\end{equation}
when $\omega^2 = t = 0$, thanks to (C1) with $i = 1, j = 0$. Integrating the dispersion relation with respect to $E_s$ and $E_u$ therefore provides the analogue of the Lorentz-invariant bound (C6) when boosts are broken,
\begin{equation}
\left( \partial_t + \frac{2n+1}{s_s} + \frac{1}{4M} \partial_{E_s} + \frac{1}{4M} \partial_{E_u} \right) \mathcal{I}[\hat{A}_s(2N)] \bigg|_{t=0}^{t=0} \geq 0 \quad (C11)
\end{equation}
where again $N \geq 1$ and $E_s, E_u$ must be physical on both cuts (C5). To recap, $\mathcal{I}[\hat{A}_s(2N)]$ is the EFT scattering amplitude $A_s(s,t,\omega_s,\omega_t)$ with $\omega_s$ and $\omega_t$ replaced by $E_s$ and $E_u$ as in (C2) and then a portion of the branch cut (up to a scale $s_s$ at which the EFT remains reliable) subtracted as in (12) and finally integrated over $E_s$ and $E_u$ as in (C8). This object is straightforward to compute in practice, and we have demonstrated that the new positivity bound (C11) may be used to diagnose whether a Lorentz invariant, unitarity, causal, local UV completion of the EFT is possible.

While it is straightforward to substitute the dispersion relation for $\hat{A}_s$ into (C11) and use (C9) and (C10) to confirm that it is indeed positive, let us now re-derive (C11) using a more systematic approach which can be readily generalised to higher derivatives.

**From Positivity to Monotonicity.** To systematically go to higher derivatives/integrals of $\hat{A}_s$, it is helpful to introduce the indefinite integrals, $\hat{A}_{ab}(E_s, E_u)$, which obey,
\begin{equation}
\partial_{E_s} \partial_{E_u} \hat{A}_{ab}(E_s, E_u) = \hat{A}_s(s,t,E_s,\omega,t,E_u) \quad . \quad (C12)
\end{equation}

Since the original $\text{Disc} \hat{A}_s$ was positive for all $E_s$ and $E_u$, then the first integrals $\text{Disc} \hat{A}_{10}$ and $\text{Disc} \hat{A}_{01}$ are monotonic in $E_s$ and $E_u$ respectively. This means that the combinations,
\begin{align*}
I_{10}(E_s, \delta_s; E_u) &= \hat{A}_{10}(E_s + \delta_s, E_u) - \hat{A}_{10}(E_s + \delta_s, E_u) \\
I_{01}(E_s; E_u, \delta_u) &= \hat{A}_{01}(E_s, E_u + \delta_u) - \hat{A}_{01}(E_s, E_u + \delta_u) \quad (C13)
\end{align*}
have $\text{Disc} I_{10} \geq 0$ and $\text{Disc} I_{01} \geq 0$ for all $\delta_s \geq 0$. The double integral $\text{Disc} \hat{A}_{11}(E_s, E_u)$ is “doubly monotonic”, in that the following quantity,
\begin{align*}
I_{11}(E_s, \delta_s; E_u, \delta_u) &= \hat{A}_{11}(E_s + \delta_s, E_u + \delta_u) + \hat{A}_{11}(E_s, E_u) \\
&- \hat{A}_{11}(E_s + \delta_s, E_u) - \hat{A}_{11}(E_s, E_u + \delta_u) \quad (C14)
\end{align*}
has $\text{Disc} I_{11} \geq 0$ for all $\delta_s \geq 0$ and $\delta_u \geq 0$. Note that $I_{11}(0, E_s; 0, E_u)$ is nothing more than the $\mathcal{I}[A_s]$ defined earlier. This is useful because it makes transparent the action of each derivative,
\begin{align*}
\partial_{\delta_s} I_{11}(E_s, \delta_s; E_u, \delta_u) &= I_{01}(E_s + \delta_s; E_u, \delta_u) \\
\partial_{\delta_u} I_{11}(E_s, \delta_s; E_u, \delta_u) &= I_{01}(E_s; E_u, \delta_u) - I_{01}(E_s; E_u, \delta_u) \quad . \quad (C15)
\end{align*}

Similarly, since $\left( \partial_t + \frac{1}{4M} \partial_{E_u} \right) \text{Disc} \hat{A}_s(s,t,E_s,\omega,t)$ is positive for all $E_s$ and $E_u$, then when we take two integrals the resulting $\left( \partial_t + \frac{1}{4M} \partial_{E_u} \right) \text{Disc} \hat{A}_{11}(E_s, E_u)$ is “doubly monotonic”, so we have that,
\begin{equation}
\left( \partial_t + \frac{1}{4M} \partial_{E_u} \right) \text{Disc} I_{11}(E_s, \delta_s; E_u, \delta_u) \geq 0 \quad (C16)
\end{equation}
The issue that arises when embedding this into a dispersion relation such as,
\begin{equation}
\frac{1}{2N!} \partial_s^{2N} I_{11}(E_s, \delta_s; E_u, \delta_u) = \int \frac{d\mu}{\pi} \left[ \text{Im} I_{11}(E_s, \delta_s; E_u, \delta_u) \right] (\mu - s)^{2N+1} + \frac{\text{Im} I_{11}(E_u, \delta_u; E_s, \delta_s)}{(\mu - u)^{2N+1}} \quad (C17)
\end{equation}
is that the $E_u$ derivative does not affect both branch cuts in the same way. In particular, from (C15) we see that $\partial_{E_u}$ acting on the $\text{Disc} I_{11}(E_u, \delta_u; E_s, \delta_s)$ is not sign definite. In order to have positive $t$ derivatives on both cuts, we need to use a crossing symmetric derivative $\partial_{E_s} + \partial_{E_u}$, and in order for the $\partial_{E_s} (\partial_{E_u})$ derivative on the right (left) cut to be positive we need to compensate for the negative term appearing in (C15). That is to say, it is only the combination,
\begin{equation}
\left( \partial_t + \frac{1}{4M} \partial_{E_s} + \frac{1}{4M} \partial_{E_u} \right) I_{11} + I_{01} + I_{10} \geq 0 \quad , \quad (C18)
\end{equation}
which has positive $\text{Disc}$ on both cuts (i.e. for both arguments $(E_s, \delta_s; E_u, \delta_u)$ and $(E_u, \delta_u; E_s, \delta_s)$). This can be
written more succinctly as,

\[
\left( \partial_t + \frac{1}{4M} \partial_\delta \right) \text{Disc } I_{11} \geq 0 .
\]

(C19)

where \( \partial_t = \partial_{\delta_t} + \partial_{\delta_b} \).

Finally, defining \( D_t = \partial_t + \frac{2n+1}{s_b} \) just like in the Lorentz-invariant case (C6), so that,

\[
D_t \left[ \frac{\text{Im } \hat{A}_s(\mu)}{(\mu - u)^{2n+1}} \right] \geq \text{Im } \hat{A}_s(\mu) \frac{t}{(\mu - u)^{2n+1}}
\]

(C20)

for all \( \mu \geq s_b \) when \( u = 0 \), then we arrive at the first \( t \) derivative bound (C11),

\[
\left( \partial_t + \frac{1}{4M} \partial_\delta \right) I_{11}^{(2N)}(E_s, \delta_s; E_u, \delta_u) \geq 0 .
\]

(C21)

where we have evaluated the amplitude at \( s = t = \omega^2 = 0 \). This bound constrains \( \partial_t \delta_s^{2N} \) of the EFT amplitude.

The positivity bounds (14) and (C11) follow from unitality (C1) in the UV with \( j = 0 \) and \( i = 0 \) or \( i = 1 \). The construction we have described above generalises straightforwardly to any \( i \) or \( j \), and in general requires taking further energy integrals of the amplitude. We will now illustrate this by deriving positivity bounds from (C1) with \( i = 2, j = 0 \) and \( i = 0, j = 1 \).

**From Monotonicity to Convexity.** Taking two \( E_s \) derivatives, the indefinite integral \( \hat{A}_{20}(E_s, E_u) \) is now a convex function, and so \( \text{Disc } \hat{A}_{20} \) is only positive in the combination,

\[
I_{20}(E_s, \delta_{s1}, \delta_{s2}; E_u, \delta_u) = \hat{A}_{11}(E_s + \delta_s, E_u + \delta_u) + \hat{A}_{11}(E_s, E_u) - \hat{A}_{11}(E_s + \delta_s, E_u) - \hat{A}_{11}(E_s, E_u + \delta_u),
\]

and similarly \( I_{20}(E_s, E_u, \delta_{u1}, \delta_{u2}) \) is the analogous convex combination of \( \hat{A}_{20}(E_s, E_u) \). Taking two \( E_s \) and one \( E_u \) integral, \( \hat{A}_{21}(E_s, E_u) \) is "convex-monotonic", and so we must use the combination,

\[
I_{21}(E_s, \delta_{s1}, \delta_{s2}; E_u, \delta_u) = \int_{E_s} \int_{E_s} dE_s \int_{E_s} dE_s \int_{E_u} dE_u \hat{A}_s(s, t, E_s, \omega_t, E_u, E_u)
\]

(C22)

which is a linear combination of \( \hat{A}_{21} \) with 8 different arguments, in order to use \( \text{Disc } I_{21} \geq 0 \). Finally, taking two integrals of \( E_s \) and \( E_u \), \( \hat{A}_{22}(E_s, E_u) \) is "doubly convex", and the appropriate combination to take is,

\[
I_{22}(E_s, \delta_{s1}, \delta_{s2}; E_u, \delta_{u1}, \delta_{u2}) = \int_{E_s} \int_{E_s} dE_s \int_{E_s} dE_s \int_{E_u} dE_u \hat{A}_s(s, t, E_s, \omega_t, E_u, E_u)
\]

(C23)

which can be written as a sum over \( \hat{A}_{22} \) with 16 different arguments. Again, these \( I_{ab} \) combinations are convenient because they have positive discontinuities and their derivatives are related straightforwardly, e.g.

\[
(\partial_{\delta_{u1}} - \partial_{E_{u1}}) \partial_{\delta_{s2}} I_{22}(E_s, \delta_{s1}, \delta_{s2}; E_u, \delta_{u1}, \delta_{u2}) = I_{11}(E_s + \delta_{s2}, \delta_{s1}; E_u, \delta_{u2})
\]

(C24)

These are the natural building blocks with which to construct the \( \partial_t^2 \) and \( \partial^2/\partial \omega_1 \partial \omega_3 \) positivity bounds.

\[
\partial_t^2 \text{ Bound.} \quad \text{The positivity property (C1) with } i = 2 \text{ and } j = 0 \text{ corresponds to,}
\]

\[
\left( \partial_t + \frac{1}{4M} \partial_\delta \right) \left( \partial_t + \frac{1}{4M} \partial_\delta \right) \text{Disc } I_{22} \geq 0 .
\]

(C25)

but as with the first \( t \)-derivative this second derivative cannot be applied directly to a dispersion relation like (C17) for \( I_{22} \) since it is not symmetric in \( E_s \leftrightarrow E_u \).

One can instead begin with the naïve symmetrisation of (C26), \( (\partial_t + \frac{1}{4M} \partial_{E_s} + \frac{1}{4M} \partial_{E_u}) I_{22} \), and then add lower order \( I_{12}, I_{21} \), etc. in order to compensate for the negative terms which are generated on the left- and right-hand cuts. One arrives at the following combination,

\[
\left( \partial_t + \frac{1}{4M} \partial_\delta \right) \left( \partial_t + \frac{1}{4M} \partial_\delta \right) \text{Disc } I_{22} \geq 0 .
\]

(C27)

which is positive on both cuts (i.e. for both arguments \( E_s, \delta_{s1}, \delta_{s2}; E_u, \delta_{u1}, \delta_{u2} \) and \( E_u, \delta_{u1}, \delta_{u2}; E_s, \delta_{s1}, \delta_{s2} \)), where \( \partial_\delta = \partial_{\delta_{u1}} + \partial_{\delta_{u2}} \).

To convert this into a constraint on the EFT amplitude, one must again promote the \( \partial_t \) derivatives as in (C20). This produces the positivity bound,

\[
\left( \partial_t + \frac{1}{4M} \partial_\delta \right) \left( \partial_t + \frac{1}{4M} \partial_\delta \right) I_{22}^{(2N)} \geq 0 .
\]

(C28)

which constrains \( \partial_t^2 \partial_\delta^{2N} \) of the EFT amplitude.

\[
\partial_t^2/\partial \omega_1 \omega_3 \text{ Bound.} \quad \text{The optical theorem (C1) also guarantees that } \partial^2_{\omega_1} - \partial^2_{\omega_2} = \partial^2/\partial \omega_1 \partial \omega_3 \text{ acting on } \text{Disc } \hat{A}_s \text{ is positive. Proceeding analogously to the above, this can be written as the positivity bound,}
\]

\[
[\partial_t^2 + \partial_{E_s}^2 - \partial_{\delta_{u1}}^2 - (\partial_{\delta_{s1}} - \partial_{\delta_{s2}})^2 - (\partial_{\delta_{s1}} - \partial_{\delta_{s2}})^2] I_{22}^{(2N)} \geq 0
\]

(C29)

on the EFT amplitude.
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