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Abstract

High dimensional statistics deals with the challenge of extracting structured information from complex model settings. Compared with the growing number of frequentist methodologies, there are rather few theoretically optimal Bayes methods that can deal with very general high dimensional models. In contrast, Bayes methods have been extensively studied in various nonparametric settings and rate optimal posterior contraction results have been established. This paper provides a unified approach to both Bayes high dimensional statistics and Bayes nonparametrics in a general framework of structured linear models. With the proposed two-step model selection prior, we prove a general theorem of posterior contraction under an abstract setting. The main theorem can be used to derive new results on optimal posterior contraction under many complex model settings including stochastic block model, graphon estimation and dictionary learning. It can also be used to re-derive optimal posterior contraction for problems such as sparse linear regression and nonparametric aggregation, which improve upon previous Bayes results for these problems. The key of the success lies in the proposed two-step prior distribution. The prior on the parameters is an elliptical Laplace distribution that is capable to model signals with large magnitude, and the prior on the models involves an important correction factor that compensates the effect of the normalizing constant of the elliptical Laplace distribution.

Keywords. Oracle inequality, Stochastic block model, Graphon, Sparse linear regression, Aggregation, Dictionary learning, Posterior contraction

1 Introduction

Theory for posterior distribution has been extensively investigated in Bayes nonparametrics recently. Important works such as [6, 5, 24, 25, 48, 53, 27, 13] established that the posterior distribution contracts to a small neighborhood of the truth under proper conditions on likelihood functions and priors. These works bridge the gap between frequentist and Bayesian views of statistics from a fundamental perspective.
Despite the success of theoretical advancements of Bayes nonparametrics, there are not many theories developed for Bayes high dimensional statistics. A few exceptions are [14] on sparse Gaussian sequence model, [4] on bandable precision matrix estimation and [22] on sparse PCA. Recently, [15] established posterior contraction rates for sparse linear regression with a spike and slab prior under comparable assumptions of the Lasso estimator [49, 7].

The results of [15] include posterior contraction rates for prediction error and estimation error, oracle inequalities and model selection consistency. However, sparse linear regression is only one example of high dimensional statistics. There is an indispensable demand of a Bayes theory on more complicated model settings such as dictionary learning, stochastic block model and multi-task learning, etc. It is not clear whether the method and the analysis used in [15] can be extended to these more complex settings.

This paper provides a unified approach for both Bayes high dimensional and Bayes nonparametric statistics in a general framework of structured linear models. We first establish a unified view of various high-dimensional and nonparametric models, and then propose a single prior distribution for all models considered in our framework. We establish optimal rates of convergence of the posterior distributions under appropriate conditions. The results directly lead to minimax posterior contraction rates in stochastic block model, biclustering, sparse linear regression, regression with group sparsity, multi-task learning and dictionary learning. Moreover, we also derive a general posterior oracle inequality that allows arbitrary model misspecification. Applications of the posterior oracle inequality let us obtain posterior contraction rates even for models that are not included in our framework. Examples considered in this paper are nonparametric graphon estimation, linear regression with approximate sparsity, wavelet estimation under Besov space and various forms of nonparametric aggregation.

In the heart of our general theory is a proposed two-step prior distribution, which naturally accommodates the structured linear model by first modeling the structure and then modeling the parameters. This two-step modeling strategy was first investigated by [14] for Gaussian sequence models. A key ingredient of the prior distribution is that the tail of the distribution on the model parameter $Q$ cannot be too light [14, 15], which motivates [14, 15] to use the independent Laplace prior with density proportional to $\exp(-\lambda \|Q\|_1)$ on the parameter. Though the prior distribution leads to optimal posterior contraction rates in Gaussian sequence model [14], it requires some excessive assumptions on the design matrix when it is applied to sparse linear regression [15]. The proposal in this paper is the elliptical Laplace distribution with density proportional to $\exp(-\lambda \|\mathcal{X}(Q)\|)$ for some linear operator $\mathcal{X}(\cdot)$. Note that we use the $\ell_2$ norm instead of the $\ell_1$ norm. With this choice, not only are we able to weaken the assumptions in [15], but we can also solve a more general class of problems in a unified way. To compensate the influence of the normalizing constant of an elliptical Laplace distribution, a correction factor on the prior mass is considered in the model selection step.

The paper is organized as follows. Section 2 introduces the general framework of structured linear models. A general prior distribution is proposed in Section 3. Section 4 presents
the main results of the paper including rate optimal posterior oracle inequality and posterior contraction. The main results are applied to ten examples ranging from nonparametric and high dimensional statistics in Section 5. In Section 6, we present further results on sparse linear regression. All technical proofs are gathered in Section 7-10.

We close this section by introducing some notation. Given an integer $d$, we use $[d]$ to denote the set $\{1,2,...,d\}$. For a set $S$, $|S|$ denotes its cardinality and $\mathbb{I}_S$ denotes the indicator function. For a vector $u = (u_i)$, $\|u\| = \sqrt{\sum_i u_i^2}$ denotes the $\ell_2$ norm. For a matrix $A = (A_{ij}) \in \mathbb{R}^{n \times p}$, and a subset $T \subset [n] \times [p]$, $A_T$ denotes the array $\{A_{ij}\}_{i \in T}$. For any $I \subset [n]$ and $J \subset [p]$, we let $A_{I*} = A_{I \times [p]}$ and $A_{*J} = A_{[n] \times J}$. The Frobenius norm, $\ell_1$ norm and $\ell_\infty$ norm are defined by $\|A\|_F = \sqrt{\sum_{ij} A_{ij}^2}$, $\|A\|_1 = \sum_{ij} |A_{ij}|$ and $\|A\|_\infty = \max_{ij} |A_{ij}|$, respectively. When $A = A^T \in \mathbb{R}^{p \times p}$ is symmetric, the operator norm $\|A\|_{op}$ is defined by its largest singular value and the matrix $\ell_1$ norm $\|A\|_{\ell_1}$ is defined by the maximum row sum.

The inner product is defined by $\langle u, v \rangle = \sum_i u_i v_i$ when applied to vectors and is defined by $\langle A, B \rangle = \sum_{ij} A_{ij} B_{ij}$ when applied to matrices. Given two numbers $a, b \in \mathbb{R}$, we use $a \vee b = \max(a,b)$ and $a \wedge b = \min(a,b)$. The floor function $\lfloor a \rfloor$ is the largest integer no greater than $a$, and the ceiling function $\lceil a \rceil$ is the smallest integer no less than $a$. For two positive sequences $\{a_n\}, \{b_n\}, a_n \preceq b_n$ means $a_n \leq Cb_n$ for some constant $C > 0$ independent of $n$, and $a_n \asymp b_n$ means $a_n \lesssim b_n$ and $b_n \lesssim a_n$. The symbols $\mathbb{P}$ and $\mathbb{E}$ denote generic probability and expectation operators whose distribution is determined from the context.

## 2 Structured linear models

Let us consider the following structured linear model

$$Y = \mathcal{X}_Z(Q) + W \in \mathbb{R}^N,$$

where $W \in \mathbb{R}^N$ is a noise vector and $\mathcal{X}_Z(\cdot)$ is a linear operator. The signal $\mathcal{X}_Z(Q)$ has two elements, the parameter $Q$ and the structure/model $Z$ that indexes the linear operator $\mathcal{X}_Z(\cdot)$. The structure $Z$ is in some discrete space $\mathcal{Z}_\tau$, which is further indexed by $\tau \in \mathcal{T}$ for some finite set $\mathcal{T}$. We introduce a function $\ell(\mathcal{Z}_\tau)$ that determines the dimension of the parameter $Q$. In other words, $Q \in \mathbb{R}^{\ell(\mathcal{Z}_\tau)}$, and $\ell(\mathcal{Z}_\tau)$ is referred to as the effective dimension of the structured linear model. The complexity of the model is defined by the quantity

$$\ell(\mathcal{Z}_\tau) + \log |\mathcal{Z}_\tau|,$$

the sum of the effective dimension and the logarithmic cardinality of the structure space. As we are going to show later, (1) will be the posterior contraction rate that we target at. Moreover, in all the examples considered in the paper, (1) will be the minimax rate under the prediction loss. The only requirement we impose on the model is the linearity of the operator $\mathcal{X}_Z(\cdot)$. That is, given any $Z \in \mathcal{Z}_\tau$ with any $\tau \in \mathcal{T}$, we have

$$\mathcal{X}_Z(Q_1 + Q_2) = \mathcal{X}_Z(Q_1) + \mathcal{X}_Z(Q_2), \quad \text{for all } Q_1, Q_2 \in \mathbb{R}^{\ell(\mathcal{Z}_\tau)}.$$
Therefore, we can also view \( X \) as a matrix in \( \mathbb{R}^{N \times \ell(Z)} \). From now on, whenever we apply a matrix operation with \( X \), the operator \( X \) is understood to be a matrix with slight abuse of notation.

The above framework of structured linear models includes many examples. In this paper, we consider the following six representative instances.

1. **Stochastic block model.** Consider \( X(Q) \in [0, 1]^{n \times n} \) to be the mean matrix of a random graph with specification \( [X(Q)]_{ij} = Q_z(i)z(j) \). The object \( z \in [k]^n \) is the labels of the graph nodes. Moreover, it is easy to see that the parameter \( Q \) is of dimension \( k^2 \). Therefore, stochastic block model is a special case of our general framework in view of the relation \( Z = z, \tau = k, \mathcal{T} = [n], Z_k = [k]^n \) and \( \ell(Z_k) = k^2 \).

2. **Biclustering.** For a matrix \( X(Z) \in \mathbb{R}^{n \times m} \), a biclustering model means that both rows and columns have clustering structures. That is, \( [X(Z)]_{ij} = Q_{z_1(i)z_2(j)} \) for some \( z_1 \in [k]^n \) and \( z_2 \in [l]^m \). The parameter \( Q \) has dimension \( kl \). Thus, biclustering model is a special case of our general framework by the relation \( Z = (z_1, z_2), \tau = (k, l), \mathcal{T} = [n] \times [m], Z_{k,l} = [k]^n \times [l]^m \) and \( \ell(Z_{k,l}) = kl \).

3. **Sparse linear regression.** A \( p \)-dimensional sparse linear regression model refers to \( X \beta \), where \( \beta \in \mathbb{R}^p \) has a subset of nonzero entries and it can be represented by \( \beta^T = (\beta_S^T, 0_{Sp}^T) \) for some subset \( S \subset [p] \). In other words, \( X \beta = X_s \beta_S \). It can be represented in a general way by letting \( Z = S, \tau = s, \mathcal{T} = [p], Z_s = \{S \subset [p] : |S| = s\}, \ell(Z_s) = s \) and \( Q = \beta_S \). Moreover, \( X(Z) = X_s \beta_S \).

4. **Linear regression with group sparsity.** It refers to the model \( XB \) with \( B \in \mathbb{R}^{p \times m} \) being a coefficient matrix with nonzero rows in some subset \( S \subset [p] \). It can be represented in a general form similarly as the sparse linear regression except that \( \ell(Z_s) = ms \).

5. **Multi-task learning.** Similar to the last example, multi-task learning is the collection of \( m \) regression problems. That is, we consider \( XB \) for some \( B \in \mathbb{R}^{p \times m} \). The \( j \)-th column of \( B \) is represented as \( B_{ij} = Q_{z(i)z(j)} \) for some \( z \in [k]^m \) and \( Q \in \mathbb{R}^{p \times k} \). Thus, it is a special case of our general framework by letting \( Z = z, \tau = k, \mathcal{T} = [m], Z_k = [k]^m \) and \( \ell(Z_k) = pk \).

6. **Dictionary learning.** Consider the model \( X(Z) = QZ \in \mathbb{R}^{n \times d} \) for some \( Z \in \{-1, 0, 1\}^{p \times d} \) and \( Q \in \mathbb{R}^{n \times p} \). Each column of \( Z \) is assumed to be sparse. Therefore, dictionary learning can be viewed as sparse regression without knowing the design. It can be written in a general form by letting \( \tau = (p, s), \mathcal{T} = \{(p, s) \in [n \wedge d] \times [n] : s \leq p\}, Z_{p,s} = \{Z \in \{-1, 0, 1\}^{p \times d} : \max_{j \in [d]} |\text{supp}(Z_{s,j})| \leq s\} \) and \( \ell(Z_{p,s}) = np \).

### 3 The prior distribution

In this section, we introduce a prior distribution on the structured linear model. The prior distribution has a two-step sampling procedure. First, we are going to sample a structure
have different distributions. For example, stochastic block model usually considers such  
functions proportional to \( \exp (-\lambda\| \mathcal{X}_Z(Q) \|) \). By direct calculation of the normalizing constant, the density function is

\[
    f_{\ell(\mathcal{Z}_\tau),\mathcal{X}_Z,\lambda}(Q) = \frac{\sqrt{\det(\mathcal{X}_Z^T \mathcal{X}_Z)}}{2^{\ell(\mathcal{Z}_\tau)}} \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(\mathcal{Z}_\tau)} \frac{\Gamma(\ell(\mathcal{Z}_\tau)/2)}{\Gamma(\ell(\mathcal{Z}_\tau))} \exp (-\lambda\| \mathcal{X}_Z(Q) \|). \tag{3}
\]

Recall that \( \mathcal{X}_Z \) is understood as a matrix in \( \mathbb{R}^{N \times \ell(\mathcal{Z}_\tau)} \) whenever a matrix operation is applied. The elliptical Laplace distribution belongs to the elliptical family \([20]\) with scatter matrix proportional to \( (\mathcal{X}_Z^T \mathcal{X}_Z)^{-1} \). Compared with an i.i.d. distribution on \( Q \), the density function (3) involves an extra factor \( \frac{\Gamma(\ell(\mathcal{Z}_\tau)/2)}{\Gamma(\ell(\mathcal{Z}_\tau))} \) in the normalizing constant. This factor needs to be corrected in the model selection step.

Let \( \epsilon(\mathcal{Z}_\tau) \) be a function satisfying

\[
    \epsilon(\mathcal{Z}_\tau) \geq \ell(\mathcal{Z}_\tau) + \log |\mathcal{Z}_\tau|, \tag{4}
\]

and then the sampling procedure of the prior distribution \( \Pi \) on \( \mathcal{X}_Z(Q) \) is given by:

1. Sample \( \tau \sim \pi \) from \( \mathcal{T} \), where \( \pi(\tau) \propto \frac{\Gamma(\ell(\mathcal{Z}_\tau))}{\Gamma(\ell(\mathcal{Z}_\tau)/2)} \exp (-D\epsilon(\mathcal{Z}_\tau)) \);

2. Conditioning on \( \tau \), sample \( Z \) uniformly from the set \( \tilde{\mathcal{Z}}_\tau = \{ Z \in \mathcal{Z}_\tau : \det(\mathcal{X}_Z^T \mathcal{X}_Z) > 0 \} \);

3. Conditioning on \((\tau, Z)\), sample \( Q \sim f_{\ell(\mathcal{Z}_\tau),\mathcal{X}_Z,\lambda} \).

Step 1 weighs the structure index \( \tau \) by the function \( \epsilon(\mathcal{Z}_\tau) \) that satisfies (4). For all the examples considered in the paper, \( \epsilon(\mathcal{Z}_\tau) \) is chosen to be at the same order of the model complexity (1). The quantity \( \frac{\Gamma(\ell(\mathcal{Z}_\tau))}{\Gamma(\ell(\mathcal{Z}_\tau)/2)} \) is called the correction factor that is imposed to compensate the influence of \( \frac{\Gamma(\ell(\mathcal{Z}_\tau)/2)}{\Gamma(\ell(\mathcal{Z}_\tau))} \) in the elliptical Laplace distribution. Without the correction factor, \( \exp (-D\epsilon(\mathcal{Z}_\tau)) \) is the complexity prior used by \([14, 15]\) in Gaussian sequence model and sparse linear regression. Since the support \( \mathcal{T} \) is a finite set, \( \pi \) is always a valid probability mass function. Step 2 samples a structure \( Z \) uniformly in \( \tilde{\mathcal{Z}}_\tau \). It is sufficient to consider such \( Z \) that \( \det(\mathcal{X}_Z^T \mathcal{X}_Z) > 0 \) for all the examples considered in this paper. Such restriction leads to a proper density function (3) and thus Step 3 is well defined.

After defining the prior, we also need to specify the likelihood function. The six examples in Section 2 have different distributions. For example, stochastic block model usually assumes a Bernoulli random graph, while sparse linear regression often works with general sub-Gaussian noise distributions. To pursue a unified approach, we propose to use the Gaussian likelihood \( Y | (Z, Q) \sim N(\mathcal{X}_Z(Q), I_N) \) throughout the paper. Then, the posterior distribution is

\[
    \Pi(\mathcal{X}_Z(Q) \in U | Y) = \frac{\sum_{\tau \in \mathcal{T}} e^{-D(\mathcal{Z}_\tau)} \int_{\tilde{\mathcal{Z}}_\tau} \frac{\sqrt{\det(\mathcal{X}_Z^T \mathcal{X}_Z)}}{|\mathcal{Z}_\tau|} \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(\mathcal{Z}_\tau)} \int_{\mathcal{X}_Z(Q) \in U} e^{-\frac{1}{2}\| Y - \mathcal{X}_Z(Q) \|^2 / \lambda} \Pi(\mathcal{X}_Z(Q)) dQ}{\sum_{\tau \in \mathcal{T}} e^{-D(\mathcal{Z}_\tau)} \int_{\tilde{\mathcal{Z}}_\tau} \frac{\sqrt{\det(\mathcal{X}_Z^T \mathcal{X}_Z)}}{|\mathcal{Z}_\tau|} \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(\mathcal{Z}_\tau)} \int_{\mathcal{X}_Z(Q) \in U} e^{-\frac{1}{2}\| Y - \mathcal{X}_Z(Q) \|^2 / \lambda} \Pi(\mathcal{X}_Z(Q)) dQ}. \nonumber
\]
Note that in the above formula of posterior distribution, the factor $\frac{\Gamma(\ell(Z_{\tau})/2)}{\Gamma(\ell(Z_{\tau}))}$ in the Laplace normalizing constant has been cancelled out by the correction factor $\frac{\Gamma(\ell(Z_{\tau})/2)}{\Gamma(\ell(Z_{\tau}))}$ in the model selection prior.

4 Main results

In this section, we analyze the posterior distribution for the general structured linear model. Though the prior specifies a model $\mathcal{X}_Z(Q)$, we do not need to assume that the data is generated from the same model. Instead, we allow the data to be generated by an arbitrary signal with sub-Gaussian noise. That is, $Y = \theta^* + W$, where $W = Y - \theta^*$ is the noise vector with a sub-Gaussian tail satisfying

$$
P (|\langle W, K \rangle| > t) \leq e^{-\rho t^2/2} \text{ for all } \|K\| = 1. \tag{5}$$

The sub-Gaussianity number $\rho > 0$ is assumed to be a constant throughout the paper. We also assume a mild assumption on the function $\epsilon(Z_{\tau})$. That is,

$$|\{t \in T : t - 1 < \epsilon(Z_{\tau}) \leq t\}| \leq t \text{ for all } t \in \mathbb{N}. \tag{6}$$

Recall that $\lambda$ and $D$ are parameters of the prior distribution $\Pi$, and the main result of the paper is stated in the following theorem.

**Theorem 4.1.** Assume (4), (5) and (6). Given any $\theta^* \in \mathbb{R}^N$, any $\tau^* \in T$, any $Z^* \in Z_{\tau^*}$, any $Q^* \in \mathbb{R}^{\ell(Z_{\tau^*})}$, any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho} > 0$ only depending on $\lambda, \delta, \rho$, such that

$$
\mathbb{E}_{\Pi} \left( \epsilon(Z_{\tau}) > (1 + \delta_1)\epsilon(Z_{\tau^*}) + \delta_1 \| \mathcal{X}_{Z^*}(Q^*) - \theta^* \|^2 \right) \leq \exp \left( -C' (\epsilon(Z_{\tau^*}) + \| \mathcal{X}_{Z^*}(Q^*) - \theta^* \|^2) \right) \tag{7}
$$

and

$$
\mathbb{E}_{\Pi} \left( \| \mathcal{X}_Z(Q) - \theta^* \|^2 > (1 + \delta_2)\| \mathcal{X}_{Z^*}(Q^*) - \theta^* \|^2 + M \epsilon(Z_{\tau^*}) \right) \leq \exp \left( -C'' (\epsilon(Z_{\tau^*}) + \| \mathcal{X}_{Z^*}(Q^*) - \theta^* \|^2) \right) \tag{8}
$$

for any constant $D > D_{\lambda, \delta, \rho}$ with $\delta_1 = \delta$, $\delta_2 = 8\sqrt{\delta/\rho}$ and some constants $M, C', C''$ only depending on $\lambda, \delta, \rho, D$.

**Remark 4.1.** The results of Theorem 4.1 hold for all $\epsilon(Z_{\tau})$ satisfying (4). By choosing $\epsilon(Z_{\tau})$ at the same order of (1), we obtain the rate $\ell(Z_{\tau^*}) + \log |Z_{\tau^*}|$ under the posterior distribution. From now on, we refer to both (1) and $\epsilon(Z_{\tau})$ as the complexity function.
Remark 4.2. By scrutinizing the proof of Theorem 4.1, the assumption (6) can be weakened. In fact, we only require \(|\{t \in \mathcal{T} : t - 1 < \epsilon(Z_t) \leq t\}| \leq a t^b\) for arbitrary constants \(a, b > 0\) for the result of Theorem 4.1 to hold. However, the current form (6) is much simpler and is sufficient for all the examples considered in the paper.

Theorem 4.1 contains two results of an oracle type, where \(\mathcal{E}_{Z^*}(Q^*)\) is understood to be the oracle model that best approximates the true signal \(\theta^*\). The first result (7) shows that the model complexity selected by the posterior distribution is not greater than the sum of the complexity of the oracle and a model misspecification term quantified by \(\|\mathcal{E}_{Z^*}(Q^*) - \theta^*\|^2\). The second result (8) is a posterior oracle inequality for the squared error loss \(\|\mathcal{E}_{Z}(Q) - \theta^*\|^2\). Compared with that of the oracle \(\mathcal{E}_{Z^*}(Q^*)\), the squared error loss of \(\mathcal{E}_{Z}(Q)\) has an extra term proportional to \(\epsilon(Z_{\tau^*})\). It is worth noting that the constant \((1 + \delta)\) in (8) can be arbitrarily close to 1, as long as \(D\) is chosen sufficiently large. Since our procedure involves a model selection step, an oracle inequality with constant exactly 1 is impossible, which is implied by a counter-example in [45] for sparse linear regression. Besides, we do not impose any assumption on the operator \(\mathcal{E}_{Z^*}(\cdot)\) except its linearity (2). In the regression model, this means the results are assumption-free for the design matrix.

When the model is well specified in the sense that \(\theta^* = \mathcal{E}_{Z^*}(Q^*)\), Theorem 4.1 reduces to the following results on posterior contraction.

**Corollary 4.1.** Assume (4), (5) and (6). For any \(\theta^* = \mathcal{E}_{Z^*}(Q^*)\) with any \(Z^* \in \mathcal{Z}^*\), any \(\tau^* \in \mathcal{T}\), any \(Q^* \in \mathbb{R}^{(\mathcal{Z}^*)}\), any constants \(\lambda, \rho > 0\) and any sufficiently small constant \(\delta \in (0, 1)\), there exists some constant \(D_{\lambda, \delta, \rho} > 0\) only depending on \(\lambda, \delta, \rho\), such that

\[
\mathbb{E} \left( \epsilon(Z_{\tau}) > (1 + \delta)\epsilon(Z_{\tau^*}) \bigg| Y \right) \leq \exp \left( -C' \epsilon(Z_{\tau^*}) \right)
\]

and

\[
\mathbb{E} \left( \|\mathcal{E}_{Z}(Q) - \theta^*\|^2 > M\epsilon(Z_{\tau^*}) \bigg| Y \right) \leq \exp \left( -C'' \epsilon(Z_{\tau^*}) \right)
\]

for any constant \(D > D_{\lambda, \delta, \rho}\) with some constants \(M, C', C''\) only depending on \(\lambda, \delta, \rho, D\).

Therefore, the posterior contraction rate under the squared error loss is \(\epsilon(Z_{\tau^*})\), which can be taken at the order of \(\ell(Z_{\tau^*}) + \log |Z_{\tau^*}|\). As we are going to show in the next section, the rate is minimax optimal for all the examples considered in the paper.

5 Applications

5.1 Stochastic block model

Stochastic block model was proposed by [28] to model random graphs with a community structure. Given a symmetric adjacency matrix \(A = A^T \in \{0, 1\}^{n \times n}\) that codes an undirected network with no self loops in the sense that \(A_{ii} = 0\) for all \(i \in [n]\), stochastic block model assumes \(\{A_{ij}\}_{i>j}\) are independent Bernoulli random variables with mean \(\theta_{ij} = Q z_{(i)z_{(j)}} \in [0, 1]\) with some matrix \(Q \in [0, 1]^{k \times k}\) and some label vector \(z \in [k]^n\). In other words, the
probability that there is an edge between the $i$th and the $j$th nodes only depends on their community labels $z(i)$ and $z(j)$. Recently, the problem of estimating the success matrix $\theta$ receives much attention. The minimax rate of estimating $\theta$ under the Frobenius norm was established by [23]. However, the upper bound in [23] was achieved by a procedure assuming the knowledge of the true number of community $k^*$, and is not adaptive. The Bayes framework proposed in this paper provides a natural solution to adaptive estimation for stochastic block model.

Let us write the stochastic block model in a general form as $\theta_{ij} = \left[Z_{ij}(Q)\right]_{ij} = Q_{ij}(z(i),z(j))$ for all $i \neq j$. We do not need to model the diagonal entries because $A_{ii} = 0$ for all $i \in [n]$ as convention. Then, $Z = z$, $\tau = k$, $\mathcal{T} = [n]$ and $Z_k = [k]^n$. Though the true parameter $Q^*$ is symmetric, we do not impose symmetry for the prior distribution. Hence, $\ell(Z_k) = k^2$ and (4) is satisfied with $\epsilon(Z_k) = k^2 + n \log k$. The general prior distribution $\Pi$ can be specialized to this case as

1. Sample $k \sim \pi$ from $[n]$, where $\pi(k) \propto \frac{\Gamma(k^2)}{\Gamma(k^2/2)} \exp \left(-D(k^2 + n \log k)\right)$;
2. Conditioning on $k$, sample $z$ uniformly from $[k]^n$;
3. Conditioning on $(k,z)$, sample $Q \sim f_{k,z,\lambda}$, where $f_{k,z,\lambda}(Q) \propto e^{-\lambda \sum_{i \neq j} Q_{ij}^2}$;
4. Set $\theta_{ij} = Q_{ij}(z(i),z(j))$ for all $i \neq j$ and $\theta_{ii} = 0$ for all $i \in [n]$.

Note that in Step 2, we use $Z_k = [k]^n$ instead of $Z_k$. This is because $(Q_1)_{(z(i),z(j))} = (Q_2)_{(z(i),z(j))}$ for all $i \neq j$ implies $Q_1 = Q_2$, and thus $Z_k = Z_k = [k]^n$. To better understand the density function $f_{k,z,\lambda}$, consider the case where $n/k$ is an integer and the community sizes $|\{i \in [n] : z(i) = u\}| = n/k$ are equal for all $u \in [k]$. Then $f_{k,z,\lambda}(Q) \propto e^{-\frac{\lambda}{2k}\|Q\|_F^2}$, if we also include the diagonal entries. The exponent of the general form of $f_{k,z,\lambda}$ involves a weighted norm of $Q$ depending on the community sizes.

To study the posterior distribution, let us assume that the adjacency matrix is generated by the true mean $\theta^*_{ij} = Q^*_{ij}(z(i),z(j)) = Q^*_{ij}(z(i),z^*(i)) \in [0,1]$ for all $i \neq j$ and $\theta^*_{ii} = 0$ for all $i \in [n]$. Assume $z^* \in [k^*]^n$ for some $k^* \in [n]$. It is easy to see that the noise $W = A - \theta^*$ satisfies (5) for some constant $\rho > 0$ by Hoeffding’s inequality. Moreover, the complexity function $\epsilon(Z_\tau) = k^2 + n \log k$ satisfies (6). Hence, Corollary 4.1 can be specialized for the stochastic block model.

**Corollary 5.1.** For any $\theta^*$ and $k^*$ specified above, any constant $\lambda > 0$ and any sufficiently small constant $\delta \in (0,1)$, there exists some constant $D_{\lambda, \delta} > 0$ only depending on $\lambda, \delta$ such that

$$\mathbb{E} \left(k^2 + n \log k > (1 + \delta) \left((k^*)^2 + n \log k^*\right) \big| A\right) \leq \exp \left(-C(M((k^*)^2 + n \log k^*))\right)$$

and

$$\mathbb{E} \left(\|\theta - \theta^*\|_F^2 > M((k^*)^2 + n \log k^*) \big| A\right) \leq \exp \left(-C(M((k^*)^2 + n \log k^*))\right)$$

for any constant $D > D_{\lambda, \delta}$ with some constants $M, C', C''$ only depending on $\lambda, \delta, D$. 


To the best of our knowledge, this is the first Bayes estimator for stochastic block model with theoretical justification. The posterior contraction rate is \((k^*)^2 + n \log k^*\). According to [23], this is the minimax rate of the problem. When \(k^* \leq \sqrt{n \log n}\), the rate is dominated by \(n \log k^*\), which grows only logarithmically as \(k^*\) grows. When \(k < \sqrt{n \log n}\), the rate is dominated by \((k^*)^2\), corresponding to the number of parameters. Since posterior contraction implies the existence of a point estimator with the same rate [25], the posterior mean is automatically a rate-optimal adaptive estimator.

5.2 Biclustering

The biclustering model, originated in [26], can be viewed as an asymmetric extension of the stochastic block model. The data matrix \(Y \in \mathbb{R}^{n \times m}\) is assumed to be generated by a signal matrix \(\theta = (\theta_{ij})\) with form \(\theta_{ij} = Q_{z_1(i)z_2(j)}\) for some label vectors \(z_1 \in [k]^n\) and \(z_2 \in [l]^m\). In other words, the rows of \(\theta\) have \(k\) clusters and the columns of \(\theta\) have \(l\) clusters. The values of \((\theta_{ij})\) that belong to the same row-cluster and the same column-cluster are constant. The goal is to recover the true signal matrix \(\theta^*\) from the observation \(Y\).

To put it in our general form, observe that \(Z = (z_1, z_2)\), \(\tau = (k, l)\), \(T = [n] \times [m]\), \(\mathcal{Z}_{k,l} = [k]^n \times [l]^m\) and \(f(Z_{n,l}) = kl\). Moreover, the complexity function is \(\epsilon(Z_{k,l}) = kl + k \log n + l \log m\), which satisfies (4) and (6). The general prior \(\Pi\) can be specialized to this case as

1. Sample \((k, l) \sim \pi\) from \([n] \times [m]\), where \(\pi(k, l) \propto \frac{\Gamma(\frac{kl}{2})}{\Gamma(\frac{k+l}{2})} \exp\left(-D(kl + n \log k + m \log l)\right)\);

2. Conditioning on \((k, l)\), sample \((z_1, z_2)\) uniformly from \([k]^n \times [l]^m\);

3. Conditioning on \((k, l, z_1, z_2)\), sample \(Q \sim f_{k,l,z_1,z_2,\lambda}\) with \(f_{k,l,z_1,z_2,\lambda}(Q) \propto e^{-\lambda \sqrt{\sum_{ij} Q_{z_1(i)z_2(j)}^2}}\);

4. Set \(\theta_{ij} = Q_{z_1(i)z_2(j)}\) for all \((i, j)\).

In Step 2, we use \(Z_{n,l}\) because \(Z_{n,l} \approx \hat{Z}_{n,l}\) for the same reason as we have argued for the stochastic block model. To analyze the posterior distribution, consider data \(Y = \theta^* + W\), where the signal \(\theta^*\) admits a biclustering structure such that \(\theta^*_{ij} = Q^*_{z_1(i)z_2(j)}\) for \(Q^* \in \mathbb{R}^{k^* \times l^*}\) and \((z_1^*, z_2^*) \in [k^*]^n \times [l^*]^m\), and the noise \(W\) is assumed to satisfy (5).

**Corollary 5.2.** For any \(\theta^*\) and \((k^*, l^*)\) specified above, any constants \(\lambda, \rho > 0\) and any sufficiently small constant \(\delta \in (0, 1)\), there exists some constant \(D_{\lambda, \delta, \rho} > 0\) only depending on \(\lambda, \delta, \rho\) such that

\[
\mathbb{E}P\left(kl + n \log k + m \log l > (1 + \delta) (k^*l^* + n \log k^* + m \log l^*) \mid Y\right) \\
\leq \exp\left(-C'(k^*l^* + n \log k^* + m \log l^*)\right)
\]

and

\[
\mathbb{E}P\left(\|\theta - \theta^*\|_F^2 > M(k^*l^* + n \log k^* + m \log l^*) \mid Y\right) \leq \exp\left(-C''(k^*l^* + n \log k^* + m \log l^*)\right)
\]

for any constant \(D > D_{\lambda, \delta, \rho}\) with some constants \(M, C', C''\) only depending on \(\lambda, \delta, \rho, D\).
The posterior contraction rate for recovering a signal matrix with a biclustering structure is $k^* l^* + n \log k^* + m \log l^*$, which is minimax optimal according to [23]. To the best of our knowledge, this is the first adaptive estimation result for biclustering with optimal rate.

5.3 Sparse linear regression

Consider a regression problem with fixed design $X\beta$, where $X \in \mathbb{R}^{n \times p}$ and $\beta \in \mathbb{R}^p$. The regression coefficient is assumed to be sparse so that $\beta^T = (\beta_S^T, 0_{Sc}^T)$ for some $S \subset [p]$. Recovering the mean vector $X\beta$ and the regression vector $\beta$ with a sparse prior has been considered in [15]. However, the results of [15] imposed strong assumptions that are commonly used for the Lasso estimator [7]. In this section, we show that the general prior distribution that we propose in Section 3 leads to optimal posterior contraction rates with minimal assumptions.

First, we note that the sparse linear regression model is a special case of the general structured linear model by letting $Z = S$, $\tau = s$, $T = [p]$, $Z_s = \{S \subset [p] : |S| = s\}$, $\ell(Z_s) = s$ and $Q = \beta_S$. Then, we have the representation $\mathcal{X}_Z(Q) = X_{sS}^T \beta_S = X\beta$. Since $\log |Z_s| = \log \binom{p}{s} \leq s \log \frac{ep}{s}$, the complexity function $\epsilon(Z_s) = 2s \log \frac{ep}{s}$ satisfies the condition (4). It is also easy to check that $\epsilon(Z_\tau)$ satisfies (6). We specialize the general prior $\Pi$ in Section 3 as follows.

1. Sample $s \sim \pi$ from $[p]$, where $\pi(s) \propto \frac{\Gamma(s)}{\Gamma(s/2)} \exp\left(-2Ds \log \frac{ep}{s}\right)$;
2. Conditioning on $s$, sample $S$ uniformly from $\{|S| = s, \det(X_{sS}^T X_{sS}) > 0\}$;
3. Conditioning on $(s, S)$, sample $\beta_S \sim f_{s, S, \lambda}$ with $f_{s, S, \lambda}(\beta_S) \propto e^{-\lambda \|X_{sS} \beta_S\|}$ and set $\beta_{Sc} = 0$.

Note that in Step 1, we use $\epsilon(Z_s) = 2s \log \frac{ep}{s}$ instead of the exact form of $\ell(Z_\tau) + \log |Z_\tau|$ in the exponent for simplicity. In Step 2, we sample $S$ from the set $\tilde{Z}_s = \{|S| = s, \det(X_{sS}^T X_{sS}) > 0\}$. In this way, the density $f_{s, S, \lambda}$ in Step 3 is not degenerate. Since $X_{sS} \in \mathbb{R}^{n \times s}$, when $n > s$, we must have $\tilde{Z}_s = \emptyset$. Hence, we may also replace $\pi$ in Step 1 by its renormalized version supported on $[n]$. Furthermore, note that the exponent on the density of $\beta_S$ is $-\lambda \|X_{sS} \beta_S\|$, compared to $-\lambda \|\beta_S\|_1$ in [15]. We let the prior depend on the design matrix $X$ to obtain assumption-free optimal posterior prediction rate. The idea of design-dependent prior was also employed by [40] in an empirical pseudo-Bayes framework. Moreover, $e^{-\lambda \|X_{sS} \beta_{Sc}\|}$ has an exponential tail, which is capable of modeling a large regression coefficient.

The prior distribution involves a correction factor $\frac{\Gamma(s)}{\Gamma(s/2)}$ in the model selection step to compensate the normalizing constant of the elliptical Laplace distribution. Without this factor, $\exp\left(-2Ds \log \frac{ep}{s}\right)$ is the common prior distribution on the model dimension used in [45, 14, 22, 15, 40]. Since $\exp\left(-2Ds \log \frac{ep}{s}\right)$ is a decreasing function of $s$, it gives less weights for more complex models. However, with the correction factor, this is not true because $\pi(s) \propto \frac{\Gamma(s)}{\Gamma(s/2)} \exp\left(-2Ds \log \frac{ep}{s}\right)$ is not necessarily a decreasing function of $s$. For a large $D > 0$, we have $\pi(\sqrt{p}) < \pi(p)$, which leads to a counter-intuitive prior modeling strategy.

Let us proceed to specify the truth. That is, $Y = X\beta^* + W$ for some $\beta^*$ with support $S^*$ and sparsity $|S^*| = s^*$. The noise vector is assumed to be sub-Gaussian in the sense of
Without loss of generality, we may assume $S^* \in \tilde{Z}_{s^*}$. This is because if $X_{s^*}$ is collinear in the sense that $\det(X_{s^*}^T X_{s^*}) = 0$, there always exists a $\beta_1$ with support $S_1$ and sparsity $s_1 = |S_1|$ such that $X\beta = X\beta_1$ and $\det(X_{s_1}^T X_{s_1}) > 0$. We may simply redefine $(s^*, S^*)$ by $(s_1, S_1)$.

**Corollary 5.3.** For any $\beta^*$, $S^* \in \tilde{Z}_{s^*}$ and $s^*$ specified above, any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho} > 0$ only depending on $\lambda, \delta, \rho$ such that

$$
\mathbb{P} \left( s > (1 + \delta)s^* \right) \leq \exp \left( -C' s^* \log \frac{ep}{s^*} \right)
$$

and

$$
\mathbb{P} \left( \|X\beta - X\beta^*\|^2 > M s^* \log \frac{ep}{s^*} \right) \leq \exp \left( -C'' s^* \log \frac{ep}{s^*} \right)
$$

for any constant $D > D_{\lambda, \delta, \rho}$ with some constants $M, C', C''$ only depending on $\lambda, \delta, \rho, D$.

The result (9) is implied by (7) that $s \log \frac{ep}{s} \leq (1 + \delta_1)s^* \log \frac{ep}{s^*}$ under the posterior distribution. It improves the corresponding bounds in [14, 15] at a constant level. The result (10) achieves the minimax optimal prediction rate with no assumption on the design matrix $X$, which is comparable to the frequentist result in [8]. Slight improvement of (10) will be discussed in Section 5.10.

Besides optimal prediction rate, we are ready to obtain optimal estimation rates given (9) and (10). Define

$$
\kappa_2 = \min_{\{b \neq 0: \|b\|_0 \leq (2 + \delta)s^*\}} \frac{\|Xb\|}{\sqrt{n}\|b\|_1} \quad \text{and} \quad \kappa_1 = \min_{b \neq 0: \|b\|_0 \leq (2 + \delta)s^*} \frac{\sqrt{s^*}\|Xb\|}{\sqrt{n}\|b\|_1}.
$$

(Note that $\kappa_2$ is the restricted eigenvalue constant [12, 7] and $\kappa_1$ is the compatibility constant [10].

**Corollary 5.4.** Under the setting of Corollary 5.5, we have

$$
\mathbb{E} \left( \|\beta - \beta^*\|^2 > M s^* \log \frac{ep}{n\kappa_2^2} \right) \leq 2 \exp \left( -C' s^* \log \frac{ep}{s^*} \right)
$$

and

$$
\mathbb{E} \left( \|\beta - \beta^*\|^2_1 > M s^* \log \frac{ep}{n\kappa_1^2} \right) \leq 2 \exp \left( -C' s^* \log \frac{ep}{s^*} \right)
$$

for the same constants $M, C', C''$ in Corollary 5.5.

Compared with the minimax rates [18, 54], Corollary 5.4 obtains optimal estimation rates for both $\ell_2$ and $\ell_1$ loss functions. Moreover, the dependence on the quantities $\kappa_2$ and $\kappa_1$ are optimal [44], compared with the Lasso estimator and the spike and slab prior [15]. When $\kappa \asymp \kappa_1 \asymp \kappa_2$, the rates of Lasso depend on $\kappa$ through $\kappa^4$ for both the loss $\|.|^2$ [7] and the loss $\|.|_1^2$ [52], and the rates of the spike and slab prior depend on $\kappa$ through $\kappa^6$ for the loss $\|.|^2$ and $\kappa^8$ for the loss $\|.|_1^2$ [15], while we obtain the optimal dependence $\kappa^2$ in Corollary 5.4.

The results on $\ell_\infty$ convergence and model selection consistency for sparse linear regression are not implied by the general theory. We are going to treat it separately in Section 6.
5.4 Linear regression with group sparsity

Let us consider a multiple regression set up $XB$ for $X \in \mathbb{R}^{n \times p}$ and $B \in \mathbb{R}^{p \times m}$. The matrix $B$ collects regression coefficients from $m$ regression problems. We assume the $m$ regression coefficients share the same support. That is, there is some $S \subset [p]$ such that $B_{S^c} = 0$. In other words, $S$ is the nonzero rows of $B$. The concept of group sparsity was proposed by [3, 58], and frequentist statistical properties were analyzed by [35].

To apply a Bayes procedure, let us write the problem in a general form by $Z = S$, $\tau = s$, $T = [p]$, $Z = \{S \subset [p] : |S| = s\}$, $\ell(Z_s) = ms$ and $Q = B_{S^c}$. Then, we have the representation $\mathcal{L}(Z) = X_s B_{S^c} = XB$. The choice $\epsilon(Z_s) = s \left( m + \log \frac{ep}{s} \right)$ satisfies the conditions (4) and (6). The prior distribution $\Pi$ is similar to that used in Section 5.3.

1. Sample $s \sim \pi$ from $[p]$, where $\pi(s) \propto \frac{\Gamma(s)}{\Gamma(s/2)} \exp \left( -Ds \left( m + \log \frac{ep}{s} \right) \right)$;
2. Conditioning on $s$, sample $S$ uniformly from $\mathcal{Z}_s = \{S \subset [p] : |S| = s, \det(X_{sS}^T X_{sS}) > 0\}$;
3. Conditioning on $(s, S)$, sample $B_{S^c} \sim f_{s, S, \lambda}$ with $f_{s, S, \lambda}(B_{S^c}) \propto e^{-\lambda \|X_s B_{S^c}\|_F}$ and set $B_{S^c} = 0$.

Note that we also use $\mathcal{Z}_s$ in Step 2 as what we have done for sparse linear regression. Assume the data is generated by $Y = XB^* + W$ for some matrix $B^*$ with support $S^*$ and sparsity $s^*$. Again, without loss of generality, we assume $S^* \in \mathcal{Z}_{s^*}$. The noise matrix $W$ is assumed to be the sub-Gaussian in the sense of (5).

**Corollary 5.5.** For any $B^*$, $S^* \in \mathcal{Z}_{s^*}$ and $s^*$ specified above, any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho} > 0$ only depending on $\lambda, \delta, \rho$ such that

$$
\mathbb{E} \Pi \left( s > (1 + \delta)s^* \mid Y \right) \leq \exp \left( -C^s s^* \left( m + \log \frac{ep}{s^*} \right) \right)
$$

and

$$
\mathbb{E} \Pi \left( \|XB - XB^*\|_F^2 > Ms^* \left( m + \log \frac{ep}{s^*} \right) \mid Y \right) \leq \exp \left( -C'' s^* \left( m + \log \frac{ep}{s^*} \right) \right)
$$

for any constant $D > D_{\lambda, \delta, \rho}$ with some constants $M, C', C''$ only depending on $\lambda, \delta, \rho, D$.

The posterior contraction rate for the prediction loss is $s^* \left( m + \log \frac{ep}{s^*} \right)$, which is minimax optimal according to [35, 39]. Posterior contraction for various estimation loss functions can also be derived in a similar way as in Section 5.3, and we omit the details.

5.5 Multi-task learning

Multi-task learning is another name for multiple linear regression in the form of $XB$ with $X \in \mathbb{R}^{n \times p}$ and $B \in \mathbb{R}^{p \times m}$. Compared with $m$ independent linear regression problems, a typical multi-task learning setting assumes some dependent structure among the columns of the coefficient matrix $B$. The group sparsity assumption considered in Section 5.4 is an example where the columns of $B$ share the same support. In this section, we assume a
clustering structure among the columns of \( B \). That is, \( B_{*j} = Q_{*z(j)} \) for some \( z \in [k]^m \) and \( Q \in \mathbb{R}^{p \times k} \). In other words, the \( m \) regression coefficient vectors are allowed to choose from \( k \) possibilities. When the design \( X \) is an identity matrix, it reduces to an ordinary clustering problem.

Let us write the multi-task learning problem in the general form. This can be done by letting \( Z = z \), \( \tau = k \), \( T = [m] \), \( Z_k = [k]^m \) and \( \ell(Z_k) = pk \). Moreover, we have the representation \( \mathcal{X}_z(Q)_{*j} = XQ_{*z(j)} \). The complexity function \( \epsilon(Z) = pk + m \log k \) satisfies the conditions (4) and (6). The general prior distribution \( \Pi \) can be specialized to this case. Consider a full rank design matrix that \( \det(X^T X) > 0 \).

1. Sample \( k \sim \pi \) from \( [p] \), where \( \pi(k) \propto \frac{\Gamma(pk)}{\Gamma(pk/2)} \exp(-D(pk + m \log k)) \);
2. Conditioning on \( k \), sample \( z \) uniformly from \([k]^m \);
3. Conditioning on \((k, z)\), sample \( Q \sim f_{k, z, \lambda} \) with \( f_{k, z, \lambda}(Q) \propto e^{-\lambda \sqrt{\sum_j \|XQ_{*j}, z\|^2}} \);
4. Set \( B_{*j} = Q_{*z(j)} \) for all \( j \in [m] \).

Note that in Step 2, we use \( Z_k = [k]^m \) because \( \tilde{Z}_k = Z_k \), which is due to \( \det(X^T X) > 0 \). The full rankness of the design matrix implicitly implies \( p \leq n \). In fact, the assumption \( \det(X^T X) > 0 \) is without loss of generality, because whenever \( \det(X^T X) = 0 \), one can simply use a subset of the variables that are linearly independent without affecting the prediction error.

To state the result of posterior contraction, let us assume that the data is generated as \( Y = XB^* + W \) for some matrix \( B^* \) satisfying \( B_{*j} = Q_{*z(j)}^* \) with some \( Q^* \) and \( z^* \in [k]^m \). The noise matrix is assumed to satisfy (5).

**Corollary 5.6.** For any \( B^* \) and \( k^* \) specified above, any constants \( \lambda, \rho > 0 \) and any sufficiently small constant \( \delta \in (0, 1) \), there exists some constant \( D_{\lambda, \delta, \rho} > 0 \) only depending on \( \lambda, \delta, \rho \) such that

\[
\mathbb{E}_Y \left( pk + m \log k > (1 + \delta)(pk^* + m \log k^*) \right) \leq \exp(-C'(pk^* + m \log k^*))
\]

and

\[
\mathbb{E}_Y \left( \|XB - XB^*\|^2_F > M(pk^* + m \log k^*) \right) \leq \exp(-C''(pk^* + m \log k^*))
\]

for any constant \( D > D_{\lambda, \delta, \rho} \) with some constants \( M, C', C'' \) only depending on \( \lambda, \delta, \rho, D \).

The posterior contraction rate for multi-task learning is \( pk^* + m \log k^* \), which is smaller than the rate \( pm \) for \( m \) independent linear regressions. When \( m \log k^* \leq pk^* \), the rate becomes \( pk^* + m \log k^* = pk^* \). In this case, the procedure performs as well as when the clustering structure \( z^* \) is known. According to [38], the rate \( pk^* + m \log k^* \) is minimax optimal.
5.6 Dictionary learning

Dictionary learning can be viewed as a linear regression problem without knowing the design matrix. Mathematically, the signal matrix $\theta \in \mathbb{R}^{n \times d}$ can be represented as $\theta = QZ$ for some $Q \in \mathbb{R}^{n \times p}$ and $Z \in \mathbb{R}^{p \times d}$. Both the dictionary $Q$ and the coefficient matrix $Z$ are unknown. A common assumption is that each column of $Z$ is sparse, and the goal is to learn the latent sparse representation of the signal. Thus, the problem is also referred to as sparse coding [43]. Recently, the minimax rate of dictionary learning has been established by [38] for estimating the true signal matrix $\theta^*$. In this section, we provide a Bayes solution to the adaptive estimation problem of dictionary learning. Following [1], we consider a discrete version of the problem. Namely, $Z \in \{-1, 0, 1\}^{p \times d}$. Then, the problem can be represented in a general form by letting $\tau = (p, s)$, $\mathcal{Z} = \{(p, s) \in [n] \times [d] : p \leq s\}$, $\mathcal{Z}_{p,s} = \{Z \in \{-1, 0, 1\}^{p \times d} : \sum_{j \in [d]} |\text{supp}(Z_{\tau})| \leq s\}$ and $\ell(Z_{p,s}) = np$. Moreover, we have the representation $\mathcal{Z}_Z(Q) = QZ$. The complexity function is $\ell(Z_{p,s}) + \log |Z_{p,s}| = np + d \left( \log \left( \frac{p}{s} \right) + 3 \log s \right)$. With $\epsilon(Z_{p,s}) = 3 (np + ds \log \frac{ep}{s})$, (4) and (6) are satisfied. The general prior distribution $\Pi$ can be specialized into the following sampling procedures.

1. Sample $(p, s) \sim \pi$ from $\mathcal{T}$ with $\pi(p, s) \propto \frac{\Gamma(np)}{\Gamma(np/2)} \exp \left( -3D \left( np + ds \log \frac{ep}{s} \right) \right)$;
2. Given $(p, s)$, sample $Z$ uniformly from $\mathcal{Z} = \{Z \in \mathcal{Z}_{p,s} : \text{det}(ZZ^T) > 0\}$;
3. Given $(p, s, Z)$, sample $Q \sim f_{p,s,Z,\lambda}$ with $f_{p,s,Z,\lambda}(Q) \propto e^{-\lambda\|QZ\|_F}$;
4. Set $\theta = QZ$.

Note that we have used $\epsilon(Z_{p,s}) = 3 (np + ds \log \frac{ep}{s})$ instead of the exact $\ell(Z_{p,s})$ in Step 1 for simplicity.

In order to state posterior rate of contraction, we assume that the data is generated by $Y = \theta^* + W$ for some noise matrix $W$ satisfying (5). The signal $\theta^*$ is assumed to admits a sparse representation $\theta^* = Q^*Z^*$. Without loss of generality, we can always let the matrix $Z^*$ belong to the set $\mathcal{Z}_{p^*,s^*}$. This is because when $\text{det}(Z^*(Z^*)^T) = 0$, there must exist some $Q_1 \in \mathbb{R}^{n \times p_1}$ and $Z_1 \in \mathcal{Z}_{p_1,s_1}$ such that $\theta^* = Q^*Z^* = Q_1Z_1$.

**Corollary 5.7.** For any $\theta^* = Q^*Z^*$ with $Z^* \in \mathcal{Z}_{p^*,s^*}$ specified above, any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho} > 0$ only depending on $\lambda, \delta, \rho$ such that

$$\mathbb{E}\left( np + ds \log \frac{ep}{s} > (1 + \delta) \left( np^* + ds^* \log \frac{ep^*}{s^*} \right) \right) \leq \exp \left( -C' \left( np^* + ds^* \log \frac{ep^*}{s^*} \right) \right)$$

and

$$\mathbb{E}\left( \|\theta - \theta^*\|_F^2 > M \left( np^* + ds^* \log \frac{ep^*}{s^*} \right) \right) \leq \exp \left( -C'' \left( np^* + ds^* \log \frac{ep^*}{s^*} \right) \right)$$

for any constant $D > D_{\lambda, \delta, \rho}$ with some constants $M, C', C''$ only depending on $\lambda, \delta, \rho, D$. 
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The rate we have obtained from (5.7) is \( np^* + ds^* \log \frac{d^*}{s^*} \), which is minimax optimal according to [38]. The part \( ds^* \log \frac{d^*}{s^*} \) is the error for recovering \( d \) sparse regression coefficient vectors, and the part \( np^* \) is the price that one has to pay for not knowing the design matrix \( Q^* \). The result can be extended to the case where the entries of \( Z^* \) are allowed to take values in an arbitrary discrete set with finite cardinality. To the best of our knowledge, this is the first adaptive estimation result for dictionary learning with optimal prediction rate.

### 5.7 Nonparametric graphon estimation

Consider a random graph with adjacency matrix \( \{A_{ij}\} \in \{0, 1\}^{n \times n} \), whose sampling procedure is determined by \((\xi_1, ..., \xi_n) \sim P_{\xi}, A_{ij}|(\xi_i, \xi_j) \sim \text{Bernoulli}(\theta^*_{ij})\), where \( \theta^*_{ij} = f^*(\xi_i, \xi_j) \).

For \( i \in [n] \), \( A_{ii} = \theta^*_{ii} = 0 \). Conditioning on \((\xi_1, ..., \xi_n)\), \( A_{ij} = A_{ji} \) is independent across \( i > j \). The function \( f^* \) on \([0, 1]^2\), which is assumed to be symmetric, is called graphon. The concept of graphon is originated from graph limit theory \([29, 37, 17, 36]\) and the studies of exchangeable arrays \([2, 31]\). It is the underlying nonparametric object that generates the random graph.

Let us proceed to specify the function class of graphons. Define the derivative operator by

\[
\nabla_{jk}f(x, y) = \frac{\partial^{j+k}}{(\partial x)^j(\partial y)^k} f(x, y),
\]

and we adopt the convention \( \nabla_{00}f(x, y) = f(x, y) \). The Hölder norm is defined as

\[
||f||_{H^\alpha} = \max_{j+k \leq [\alpha]} \sup_{x, y \in D} |\nabla_{jk}f(x, y)| + \max_{j+k = [\alpha]} \sup_{(x, y) \neq (x', y') \in D} \frac{|\nabla_{jk}f(x, y) - \nabla_{jk}f(x', y')|}{||(x - x', y - y')||^{\alpha-[\alpha]}},
\]

where \( D = \{(x, y) \in [0, 1]^2 : x \geq y\} \). Then, the graphon class with Hölder smoothness \( \alpha \) is defined by

\[
\mathcal{F}_\alpha(L) = \{0 \leq f \leq 1 : ||f||_{H^\alpha} \leq L, f(x, y) = f(y, x) \text{ for all } x \in D\},
\]

where \( L > 0 \) is the radius of the class, which is assumed to be a constant. Recently, a minimax optimal estimator of \( f^* \) was proposed by [23] given the knowledge of \( \alpha \). In this section, we solve the adaptive graphon estimation problem via a Bayes procedure.

As argued in [23], it is sufficient to approximate a graphon with Hölder smoothness by a piecewise constant function. In the random graph setting, a piecewise constant function is the stochastic block model. Therefore, we apply the prior distribution in Section 5.1 by equating \( f(\xi_i, \xi_j) = \theta_{ij} \). The oracle inequality in Theorem 4.1 gives the desired bias-variance tradeoff of the problem.

**Corollary 5.8.** Consider the prior distribution specified in Section 5.1. For the class \( \mathcal{F}_\alpha(L) \) with \( \alpha, L > 0 \) define above and any constant \( \lambda > 0 \), there exists some constant \( D_\lambda > 0 \) only
depending on $\lambda$ such that

$$
\sup_{f^* \in \mathcal{D}_0(L)} \sup_{P} \mathbb{E}\left( \frac{1}{n^2} \sum_{i,j \in [n]} (f(\xi_i, \xi_j) - f^*(\xi_i, \xi_j))^2 \right) > M \left( n^{-\frac{2\alpha}{\alpha+1}} + \frac{\log n}{n} \right) |A|
$$

$$
\leq \exp \left( -C' \left( \frac{1}{n^{\alpha+1}} + n \log n \right) \right)
$$

for any constant $D > D_\lambda$ with some constants $M, C'$ only depending on $\lambda, D, L$.

**Remark 5.1.** The expectation in Corollary 5.8 is associated with the joint distribution (12) over both $\{A_{ij}\}$ and $\{\xi_i\}$. Moreover, we do not assume any assumption on the distribution on $\{\xi_i\}$, and the result of Corollary 5.8 holds uniformly over all $P$. The posterior contraction rate we have obtained for graphon estimation is $n^{-\frac{2\alpha}{\alpha+1}} + \frac{\log n}{n}$, which is minimax optimal according to [23]. When $\alpha \in (0, 1)$, the rate is dominated by $n^{-\frac{2\alpha}{\alpha+1}}$, which is the typical two-dimensional nonparametric regression rate. When $\alpha \geq 1$, the rate becomes $\log \frac{n}{n}$, which does not depend on $\alpha$ anymore. The key difference between graphon estimation and nonparametric regression lies in the knowledge of the design sequence $\{\xi_i\}$. A nonparametric regression problem observes the pair $\{(\xi_i, \xi_j), A_{ij}\}$, while graphon estimation only observes the adjacency matrix $\{A_{ij}\}$, resulting in an extra term $\log \frac{n}{n}$ in the rate. To the best of our knowledge, Corollary 5.8 is the first adaptive estimation result on graphon estimation with optimal convergence rate.

### 5.8 Linear regression under weak $\ell_q$ ball

Section 5.3 studied high dimensional linear regression under exact sparsity. In this section, we assume the regression coefficients are approximately sparse. Theorem 4.1 allows us to derive optimal posterior rates of contraction even when the prior only charges signals with exact sparsity via a bias variance tradeoff argument. Let us assume the data is generated by $Y = X\beta^* + W \in \mathbb{R}^p$ with some design $X \in \mathbb{R}^{n \times p}$ and some noise vector satisfying (5). We assume $\beta^*$ is approximately sparse by letting

$$
\beta^* \in \mathcal{B}_q(k) = \left\{ \beta \in \mathbb{R}^p : \max_{j \in [p]} \|\beta\|_q \leq k \right\}
$$

with some $q \in [0, 1]$, where we order the absolute values of the entries of $\beta$ by $|\beta|(1) \geq |\beta|(2) \geq \ldots \geq |\beta|(p)$. Namely, $\beta^*$ is assumed to have weak $\ell_q$ radius at most $k$. To facilitate the presentation, we define the effective sparsity by $s^* = \lceil x^* \rceil$, where

$$
x^* = \max \left\{ 0 \leq x \leq p : x \leq k \left( \frac{n}{\log(ep/x)} \right)^{q/2} \right\}.
$$

The effective sparsity $s^*$ is a function of $q, k, p, n$. Note that in the exact sparse case where $q = 0$, we have $s^* = k$. Let us use the prior distribution specified in Section 5.3, and we have the following result.
Corollary 5.9. Assume \( \max_{j \in [p]} n^{-1/2} \|X_s\| \leq L \) for some constant \( L > 0 \). For any \( q \in [0, 1] \), \( k \) and \( s^* \) specified above and any constants \( \lambda, \rho > 0 \), there exists some constant \( D_{\lambda, \rho} > 0 \) only depending on \( \lambda, \rho \) such that

\[
\sup_{\beta^* \in B_q(k)} \mathbb{E} \left( \|X\beta - X\beta^*\|^2 > M s^* \log \frac{e^p}{s^*} \left| Y \right. \right) \leq \exp \left( -C' s^* \log \frac{e^p}{s^*} \right)
\]

for any constant \( D > D_{\lambda, \rho} \) with some constants \( M, C' \) only depending on \( \lambda, \rho, D, L \).

With \( s^* \) being the effective sparsity, the posterior rate of contraction has the same form as that of Corollary 5.5. The rate is known to be minimax optimal [18, 44]. In the special case when \( k \leq p^{1-\eta} \left( \frac{\log p}{n} \right)^{q/2} \) for some constant \( \eta \in (0, 1) \), the rate has an explicit formula in terms of \( k \), which is \( s^* \log(e^p/s^*) \asymp k \left( \frac{\log p}{n} \right)^{1-\eta/2} \). When \( X \) is an identity matrix, Corollary 5.9 reduces to the results for sparse Gaussian sequence model in [14]. Besides the prediction error, estimation error under approximate sparsity can be derived in the same way as Corollary 5.4, and we omit this part due to the similarity.

5.9 Wavelet estimation under Besov space

In this section, we apply the general prior distribution in Section 3 to establish optimal Bayes wavelet estimation under Besov space. Assume the data is generated as

\[
Y_{jk} = \theta_{jk}^* + \frac{1}{\sqrt{n}} W_{jk}, \quad k = 1, ..., 2^j; \quad j = 0, 1, 2, ..., \tag{13}
\]

where \( \{W_{jk}\} \) are i.i.d. \( N(0, 1) \) variables. It is well known that the sequence model is equivalent to Gaussian white noise model [30], and it is closely related to nonparametric regression and density estimation [9, 42]. Under a wavelet basis, \( \{\theta_{jk}\} \) are understood as wavelet coefficients. We assume the true signal \( \theta^* = \{\theta_{jk}^*\} \) belongs to the Besov ball defined by

\[
\Theta_{p,q}^a(L) = \left\{ \theta : \sum_j 2^{ajq} \|\theta_{2^j}\|_p^q \leq L \right\} \tag{14}
\]

for some \( p, q, a, L > 0 \) and \( a = \alpha + 1/2 - \frac{1}{p} \). The Besov ball (14) naturally induces a multi-resolution structure of the signal. This inspires us to use a sparse prior distribution independently at each resolution level. That is, we consider a prior distribution \( \Pi \) on \( \theta \) satisfying

\[
\Pi(d\theta) = \prod_j \Pi_j(d\theta_{2^j}).
\]

The prior distribution \( \Pi_j \) on the \( j \)th level for \( j < \log_2 n \) is specified as follows:

1. Sample \( s_j \sim \pi \) from \( [2^j] \), where \( \pi(s_j) \propto \frac{\Gamma(s_j)}{1(s_j/2)} \exp \left( -Ds_j \log \frac{e^p}{s_j} \right) \);

2. Conditioning on \( s_j \), sample \( S_j \) uniformly from \( \{S_j \subset [2^j] : |S_j| = s_j\} \).
3. Conditioning on \((s_j,S_j)\), sample \(\theta_j S_j \sim f_{s_j,S_j,\lambda}\) with \(f_{s_j,S_j,\lambda}(\theta_j S_j) \propto e^{-\lambda \sqrt{n} \|\theta_j S_j\|}\) and set \(\theta_j S_j = 0\).

For \(j \geq \log_2 n\), let \(\Pi_j(\theta_j s) = 1\). Using Theorem 4.1 at each resolution level, we are able to establish the posterior contraction rate in the following corollary.

**Corollary 5.10.** For any constants \(p, q, \alpha\) satisfying \(0 < p, q \leq \infty\), \(L > 0\) and \(\alpha \geq \frac{1}{p}\) and any constant \(\lambda > 0\), there exists some constant \(D_\lambda\) only depending on \(\lambda\) such that

\[
\sup_{\theta^* \in \Theta_{p,q}(L)} \mathbb{E}\Pi \left( \|\theta - \theta^*\|^2 > Mn^{-\frac{2\alpha}{2\alpha + 1}} \bigg| Y \right) \leq \exp \left(-C' n \frac{\lambda}{\sqrt{n}} / \log n \right).
\]

for any \(D > D_\lambda\) with some constants \(M, C'\) only depending on \(\lambda, D, \alpha, p, L\).

The result of Corollary 5.10 can be regarded as a Bayes version of Theorem 12.1 of [30] under the same condition. The rate \(n^{-\frac{2\alpha}{2\alpha + 1}}\) is minimax optimal over the class \(\Theta_{p,q}(L)\). Posterior contraction for (13) over the class \(\Theta_{p,q}(L)\) has been investigated by [53, 47, 21, 27] only for a restricted configuration of \((p, q, \alpha)\). In comparison, Corollary 5.10 obtains adaptive optimal posterior contraction rates to all possible combinations of \((p, q, \alpha)\) considered in the frequentist literature [30].

When \(p = q = 2\), the class \(\Theta_{p,q}(L)\) is equivalent to a Sobolev ball. It is worth noting that in this case the prior distribution can be greatly simplified. Let us recast (13) into the sequence model with single index. That is, consider data generated by

\[
Y_j = \theta_j^* + \frac{1}{\sqrt{n}} W_j, \quad j = 1, 2, 3, \ldots,
\]

with \(\{W_j\}\) being i.i.d. \(N(0,1)\) variables. Assume the true signal \(\theta^* = \{\theta_j^*\}\) belongs to the Sobolev ball defined by

\[
S_{\alpha}(L) = \left\{ \theta : \sum_j j^{2\alpha} \theta_j^2 \leq L^2 \right\}.
\]

We use the following version of the general prior \(\Pi\) in Section 3.

1. Sample \(k \sim \pi\) from \([n]\), where \(\pi(k) \propto \frac{\Gamma(k)}{(k/2)^{n/2}} \exp(-Dk)\);

2. Conditioning on \(k\), sample \(\theta_k = (\theta_1, ..., \theta_k) \sim f_{k,\lambda}\) with \(f_{k,\lambda}(\theta_k) \propto e^{-\lambda \sqrt{n} \|\theta_k\|}\) and set \(\theta_j = 0\) for all \(j > k\).

Note that the prior distribution has a missing step compared with the general prior in Section 3. This is because \(Z_k = \{[k]\}\) is a set of singleton so that the model is determined by \(k\) and we do not need to perform a further selection. Specializing Theorem 4.1 to this case, we obtain the following result.

**Corollary 5.11.** For any constants \(\alpha, L > 0\) and any constant \(\lambda > 0\), there exists some constant \(D_\lambda\) only depending on \(\lambda\) such that

\[
\sup_{\theta^* \in S_{\alpha}(L)} \mathbb{E}\Pi \left( \|\theta - \theta^*\|^2 > Mn^{-\frac{2\alpha}{2\alpha + 1}} \bigg| Y \right) \leq \exp \left(-C' n \frac{\lambda}{\sqrt{n}} \right).
\]

for any \(D > D_\lambda\) with some constants \(M, C'\) only depending on \(\lambda, D, \alpha, L\).
Thus, we have obtained rate-optimal adaptive posterior contraction over the Sobolev ball through a very simple prior distribution.

5.10 Aggregation

Aggregation in nonparametric regression has been considered by [41, 50, 16, 56, 33] among others. Let us start with the nonparametric regression setting with fixed design. That is, the data is generated by

\[ Y_i = f^*(x_i) + W_i, \quad i = 1, \ldots, n, \]

where the noise vector \( W = \{W_i\} \) is assumed to satisfy (5). The goal of nonparametric regression is to estimate the true regression function \( f^* \) by some estimator \( \hat{f} \) under the loss

\[ \| \hat{f} - f^* \|_n^2 = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{f}(x_i) - f^*(x_i) \right)^2, \]

where \( \| \cdot \|_n \) stands for the empirical \( \ell_2 \) norm. Assume we are given a collection of functions \( \{f_1, \ldots, f_p\} \), called the dictionary, and we are also given a subset \( \Theta \subset \mathbb{R}^p \). For \( \beta \in \Theta \), define \( f_\beta = \sum_{j=1}^{p} \beta_j f_j \). The goal of aggregation is to find an estimator \( \hat{f} \) such that its error

\[ \| \hat{f} - f^* \|_n^2 \leq (1 + \delta) \inf_{\beta \in \Theta} \| f_\beta - f^* \|_n^2 + \Delta_{n,p}(\Theta) \]

with high probability for some arbitrarily small constant \( \delta \in (0,1) \) and some optimal rate function \( \Delta_{n,p}(\Theta) \) determined by the class \( \Theta \). In this section, we provide a single Bayes solution to various types of aggregation problems simultaneously and establish the oracle inequality (16) under the posterior distribution.

Since the vector \( f_\beta = (f_\beta(x_1), \ldots, f_\beta(x_n)) \) can be represented as \( X \beta \) with the matrix \( X \) having entries \( X_{ij} = f_j(x_i) \) for all \( (i,j) \in [n] \times [p] \), the aggregation problem can be recast as a linear regression problem. Define \( r = \text{rank}(X) \). Without loss of generality, we assume the first \( r \) columns of \( X \) span the column space of \( X \). That is, span(\( \{X_{sj}\}_{j \in [r]} \) = span(\( \{X_{sj}\}_{j \in [p]} \)). We are going to use a modified version of the prior distribution defined in Section 5.3.

1. Sample \( s \sim \pi \) from \([r]\), where \( \pi(s) = \mathcal{N} \left( \frac{\Gamma(s)}{\Gamma(s/2)} \right) \exp \left( -Ds \log \frac{s}{r} \right) \) for \( s < r \) and \( \pi(r) = \mathcal{N} \left( \frac{\Gamma(r)}{\Gamma(r/2)} \right) \exp(-Dr) \) with some normalizing constant \( \mathcal{N} \);

2. Conditioning on \( s \), sample \( S \) uniformly from \( \tilde{Z}_s = \{S \subset [p] : |S| = s, \det(X_{sS}^T X_{sS}) > 0\} \) if \( s < r \) and set \( S = [r] \) if \( s = r \);

3. Conditioning on \( (s, S) \), sample \( \beta_S \sim f_{s, S, \lambda} \) with \( f_{s, S, \lambda}(\beta_S) \propto e^{-\lambda\|X_{sS} \beta_S \|^2} \) and set \( \beta_{Sc} = 0 \).
The prior $\Pi$ is similar to the exponential weights used for sparsity pattern aggregation by [45, 46]. Compared with the prior in Section 5.3, it has a modified weight on the model $S = [r]$, which captures the intrinsic dimension of the matrix $X$. Assuming the data generating process (15), we have the following result implied by Theorem 4.1.

**Corollary 5.12.** For any $\beta^*$ with support $S^* \in \bar{Z}_{s^*}$ and sparsity $s^* = |S^*| \leq r$, any $f^*$, any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho}$ only depending on $\lambda, \delta, \rho$ such that
\[
\mathbb{E} \left( \left\| f_\beta - f^* \right\|_n^2 > (1 + \delta) \left\| f_\beta - f^* \right\|_n^2 + M \left( \frac{r}{n} \wedge \frac{s^* \log(ep/s^*)}{n} \right) \right) \leq \exp \left( -C' \left( n \left\| f_\beta - f^* \right\|_n^2 + r \wedge s^* \log \frac{ep}{s^*} \right) \right)
\]
for any constant $D > D_{\lambda, \delta, \rho}$ with some constants $M, C'$ only depending on $\lambda, \delta, \rho, D$.

Since $\text{rank}(X) = r$, it is sufficient to establish the posterior oracle inequality for all $\beta^*$ with sparsity $s^* \leq r$. Due to the modified prior weight on the model $S = [r]$, Corollary 5.12 has a better convergence rate than Corollary 5.5. The corresponding frequentist results [45, 46] have leading constant 1 instead of the $(1 + \delta)$ in Corollary 5.12. Since our prior has a subset selection step, the presence of an extra small constant $\delta$ cannot be avoided [45].

Let us specialize Corollary 5.12 to various types of aggregation problems. Following the notation in [51], define the simplex $\Lambda^p = \{ \beta \in \mathbb{R}^p : \sum_j \beta_j = 1, \beta_j \geq 0 \}$ and the $\ell_0$ ball $\mathcal{B}_0(s^*) = \{ \beta \in \mathbb{R}^p : |\text{supp}(\beta)| \leq s^* \}$. Then, we consider model selection aggregation $\Theta_{(MS)} = \mathcal{B}_0(1) \cap \Lambda^p$, convex aggregation $\Theta_{(C)} = \Lambda^p$, linear aggregation $\Theta_{(L)} = \mathbb{R}^p$, sparse aggregation $\Theta_{(L_s)} = \mathcal{B}_0(s^*)$ and sparse convex aggregation $\Theta_{(C_s)} = \mathcal{B}_0(s^*) \cap \Lambda^p$. For these aggregation problems, define the rate function
\[
\Delta_{n,p}(\Theta) = \begin{cases} 
\log \frac{p}{n}, & \Theta = \Theta_{(MS)}; \\
\sqrt{\frac{1}{n} \log \left(1 + \frac{p}{\sqrt{n}}\right)}, & \Theta = \Theta_{(C)}; \\
\frac{r}{n}, & \Theta = \Theta_{(L)}; \\
\frac{s^* \log \frac{ep}{n}}{n}, & \Theta = \Theta_{(L_s)}; \\
\sqrt{\frac{1}{n} \log \left(1 + \frac{p}{\sqrt{n}}\right)} \wedge \frac{s^* \log \frac{ep}{n}}{n}, & \Theta = \Theta_{(C_s)}.
\end{cases}
\]

**Corollary 5.13.** Assume $\max_{j \in [p]} \| f_j \|_n \leq 1$. For any $f^*$, any $\Theta \in \{ \Theta_{(MS)}, \Theta_{(C)}, \Theta_{(L)}, \Theta_{(L_s)}, \Theta_{(C_s)} \}$; any constants $\lambda, \rho > 0$ and any sufficiently small constant $\delta \in (0, 1)$, there exists some constant $D_{\lambda, \delta, \rho}$ only depending on $\lambda, \delta, \rho$ such that
\[
\mathbb{E} \left( \left\| f_\beta - f^* \right\|_n^2 > (1 + \delta) \inf_{\beta \in \Theta} \left\| f_\beta - f^* \right\|_n^2 + M \left( \Delta_{n,p}(\Theta) \wedge \frac{r}{n} \right) \right) \leq \exp \left( -C' n \left( \inf_{\beta \in \Theta} \left\| f_\beta - f^* \right\|_n^2 + \Delta_{n,p}(\Theta) \wedge \frac{r}{n} \right) \right)
\]
for any constant $D > D_{\lambda, \delta, \rho}$ with some constants $M, C'$ only depending on $\lambda, \delta, \rho, D$. 
Corollary 5.13 provides a universal aggregation result with a single posterior distribution. The rate is minimax optimal according to [45, 55]. Bayes aggregation was recently studied by [57] under the model misspecification framework [32]. Corollary 5.13 is a stronger result of posterior oracle inequality under weaker assumptions compared with that of [57]. Other types of aggregation results such as $\ell_q$ aggregation can also be derived directly from Corollary 5.12. The details are omitted in this paper.

6 More results on sparse linear regression

In this section, we provide some further results on posterior contraction rates for linear regression under the $\ell_\infty$ norm $\| \cdot \|_\infty$. First, let us consider the sparse linear regression setting $Y = X\beta + W$ in Section 5.3. Convergence under the $\ell_\infty$ norm requires stronger assumptions than convergence under the $\ell_2$ norm. Following [19, 34], we assume the mutual coherence condition:

$$n^{-1}X^T X_{\star j} = 1 \text{ for all } j \in [p] \text{ and } \max_{j \neq k} n^{-1}X^T X_{\star j} X_{\star l} \leq \tau.$$  \hspace{1cm} (17)

Assuming the data is generated by $Y = X\beta^* + W$ for some regression coefficient $\beta^*$ with sparsity $s^*$ and some noise vector $W$ satisfying (5), the posterior contraction under the $\ell_\infty$ norm by using the prior distribution specified in Section 5.3 is given in the following theorem.

**Theorem 6.1.** For any $\tau > 0$ and any $\beta^*$ with sparsity $s^*$ satisfying $\tau s^* \leq 1/9$ and any constants $\lambda, \rho > 0$, there exists some constant $D_{\lambda, \rho} > 0$ only depending on $\lambda, \rho$ such that

$$\mathbb{E} \Pi \left( \| \beta - \beta^* \|_\infty > M \sqrt{\frac{\log p}{n} } \right) \leq p^{-C'}$$

for any constant $D > D_{\lambda, \rho}$ with some constants $M, C'$ only depending on $\lambda, \rho, D$.

The result of convergence under the $\ell_\infty$ norm is obtained under the assumption $\tau s^* \leq 1/9$. Such assumption was also made in [19, 11, 34, 15], and it implies the restricted eigenvalue $\kappa_2$ defined in (11) to be bounded away from 0 [59]. The convergence rate $\sqrt{\frac{\log p}{n} }$ is optimal under the $\ell_\infty$ norm. Moreover, with a standard minimal signal strength assumption, Theorem 6.1 immediately implies model selection consistency under the posterior distribution.

While the optimal convergence result for $\ell_\infty$ norm is well known in the frequentist literature for sparse linear regression, an analogous result for regression with group sparsity is perhaps still open. We provide a Bayes solution to this problem. For simplicity of presentation, we consider the case of identity design $Y = B + W \in \mathbb{R}^{p \times m}$, and the result for the case of a more general design can be derived in a similar way. For any subset $T \subset [p] \times [m]$, let $r(T) = \{ i \in [p] : \{ i \} \times [m] \cap T \neq \emptyset \}$ denote the the rows selected by the set $T$. The prior $\Pi$ we use is defined through the following sampling procedure.

1. Sample $T \sim \pi$ in $\{ T : T \subset [p] \times [m] \}$ with

$$\pi(T) \propto \frac{\Gamma(|T|)}{\Gamma(|T|/2)} \exp \left( -D \left( m |r(T)| + |r(T)| \log \frac{ep}{|r(T)|} + |T| \log \frac{em |r(T)|}{|T|} \right) \right); \hspace{1cm} (18)$$
2. Conditioning on \( T \), sample \( B_T \sim f_{T, \lambda} \) with \( f_{T, \lambda}(B_T) \propto e^{-\lambda \sqrt{\sum_{(i, j) \in T} B_{ij}^2}} \) and set \( B_T = 0 \).

Compared with the prior distribution specified in Section 5.4, the model selection step for the above prior has a two-level structure. Apart from the correction factor \( \Gamma(T) \Gamma(T' \mid T) \), the probability mass (18) can be viewed as the product of \( e^{-D|S| \left( m + \log \frac{ep}{s^*} \right)} \) and \( e^{-D |T| \log \frac{em|S|}{|T|}} \) with \( S = r(T) \) denoting the row support. Therefore, (18) can be understood as first picking a row support \( S \), and then further select a finer support from \( S \times [m] \). In comparison, the prior specified in Section 5.4 does not have the second step. While it only produces \( B \) with support in the form of \( S \times [m] \) for some \( S \), (18) can give an arbitrary support \( T \), which is critical to obtain optimal convergence rate under the \( \ell_\infty \) loss. Let us assume the data is generated from \( Y = B^* + W \) for some \( B^* \) with row support \( S^* \) and noise matrix \( W \) satisfying (5), the posterior contraction rate is given in the following theorem.

**Theorem 6.2.** For any \( B^* \) with row support \( S^* \) and sparsity \( s^* = |S^*| \), any arbitrarily small constant \( \delta > 0 \) and any constants \( \lambda, \rho > 0 \), there exists some constant \( D_{\lambda, \delta, \rho} > 0 \) only depending on \( \lambda, \delta, \rho \) such that

\[
\mathbb{E} \left( |r(T)| > (1 + \delta)s^* \right| Y \right) \leq \exp \left( -C' s^* \left( m + \log \frac{Cp}{s^*} \right) \right),
\]

(19)

\[
\mathbb{E} \left( \|B - B^*\|_\infty^2 > Ms^* \left( m + \log \frac{Cp}{s^*} \right) \right| Y \right) \leq \exp \left( -C'' s^* \left( m + \log \frac{Cp}{s^*} \right) \right)
\]

(20)

and

\[
\mathbb{E} \left( \|B - B^*\|_\infty > M \sqrt{\log(p + m)} \right| Y \right) \leq (pm)^{-C'''}
\]

(21)

for any constant \( D > D_{\lambda, \delta, \rho} \) with some constants \( M, C', C'', C''' \) only depending on \( \lambda, \delta, \rho, D \).

To the best our knowledge, this is the first procedure that achieves the optimal rates simultaneously for both \( \ell_2 \) and \( \ell_\infty \) losses. The \( e^{-D|S| \left( m + \log \frac{ep}{s^*} \right)} \) part in (18) preserves the group sparse structure and results in the optimal \( \ell_2 \) result (20). The \( e^{-D |T| \log \frac{em|S|}{|T|}} \) part in (18) does a further model selection in a finer resolution, thus giving optimal rate for each coordinate in (21). The sublity of the simultaneous adaptation under both global and local loss functions is not reflected in an ordinary sparsity setting. When \( m = 1 \), group sparsity reduces to ordinary sparsity and the two-level model selection prior \( \Pi \) is equivalent to the prior in Section 5.3, so that a one-level model selection would be sufficient for the task.

### 7 Proof of Theorem 4.1

Let us first introduce some notation and give the outline of the proof. Using the fact that

\[
\frac{e^{-\frac{1}{2} \|Y - \mathcal{X}_Z(Q)\|^2}}{e^{-\frac{1}{2} \|Y - \mathcal{X}_{Z^*}(Q^*)\|^2}} = \frac{1}{e^{-\frac{1}{2} \|\mathcal{X}_Z(Q) - \mathcal{X}_{Z^*}(Q^*)\|^2 + \|Y - \mathcal{X}_{Z^*}(Q^*) - \mathcal{X}_Z(Q)\|_2^2}}
\]

we can rewrite the posterior distribution as

\[
\Pi \left( \mathcal{X}_Z(Q) \in U \mid Y \right) = \frac{\sum_{T \in T} \exp \left( -D \epsilon(Z_T) \right) \frac{1}{|T|} \sum_{Z \in \hat{Z}_T} R(Z, U)}{\sum_{T \in T} \exp \left( -D \epsilon(Z_T) \right) \frac{1}{|T|} \sum_{Z \in \hat{Z}_T} R(Z)},
\]

(22)
where $R(Z, U)$ is defined by

$$
\sqrt{\det(\mathcal{X}_Z^T \mathcal{X}_Z)} \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(Z_r)} \int_{\mathcal{X}_Z(Q) \in U} e^{-\frac{1}{2} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 + \langle Y - \mathcal{X}_Z^*(Q^*) \rangle} \, dQ,
$$

and $R(Z) = R(Z, \mathbb{R}^N)$. Moreover, for a class of structure indexes $\mathcal{A} \subset \mathcal{T}$, its posterior distribution can be written as

$$
\Pi(\tau \in \mathcal{A}|Y) = \frac{\sum_{\tau \in \mathcal{A}} \exp(-D\epsilon(\tau)) \frac{1}{|\tau|} \sum_{Z \in Z_r} R(Z)}{\sum_{\tau \in \mathcal{T}} \exp(-D\epsilon(\tau)) \frac{1}{|\tau|} \sum_{Z \in Z_r} R(Z)}. \quad (23)
$$

We are going to work with the formulas (23) and (22) to prove (7) and (8), respectively. The main strategy is to lower bound $R(Z^*)$ in the denominator and upper bound $R(Z)$ or $R(Z, U)$ in the numerator given some events holding with high probability. For each $Z \in \mathcal{Z}_r$, consider the following events

$$
E_Z = \left\{ |\langle W, \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \rangle| \leq \sqrt{\epsilon^*(Z_r)} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \| \text{ for all } Q \in \mathbb{R}^{\ell(Z_r)} \right\},
$$

$$
F_Z = \left\{ |\langle W, \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \rangle| \leq \sqrt{\epsilon^*(Z_r)} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \| \text{ for all } Q \in \mathbb{R}^{\ell(Z_r)} \right\},
$$

where $\epsilon^*(Z_r) = C_1 \epsilon(Z_r) + C_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2$ and $e^*(Z_r) = C_1 \epsilon(Z_r^*) + C_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2$ for some constants $C_1, C_2$ to be specified later. The next lemma shows that both events hold with high probability.

**Lemma 7.1.** For any constants $C_1 > 1$ and $C_2 > 0$, the conditions (4) and (5) imply

$$
\begin{align*}
\mathbb{P}(E_Z^c) &\leq 2 \exp(-\rho C_1/16 - 5\epsilon(Z_r) - \rho C_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2/16), \\
\mathbb{P}(F_Z^c) &\leq 2 \exp(5\ell(Z_r) - \rho C_1 \epsilon(Z_r)/16 - \rho C_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2/16).
\end{align*}
$$

We also need a lemma to characterize the growing rate of $\epsilon(Z_r)$.

**Lemma 7.2.** For any $\beta \geq 2$ and $\alpha \geq 1$, the condition (6) implies

$$
\begin{align*}
\sum_{\{\tau \in \mathcal{T}: c(Z_r) \leq \alpha\}} \exp(\beta \epsilon(Z_r)) &\leq 4[\alpha] \exp(\beta[\alpha]), \\
\sum_{\{\tau \in \mathcal{T}: c(Z_r) > \alpha\}} \exp(-\beta \epsilon(Z_r)) &\leq 4\alpha \exp(-\beta[\alpha]), \\
\sum_{\{\tau \in \mathcal{T}: c(Z_r) \leq \alpha\}} \exp(-\beta \epsilon(Z_r)) &\leq 6.
\end{align*}
$$

The proofs of Lemma 7.1 and Lemma 7.2 are given in Section 9.
Lower bounding $R(Z^*)$. For $Z^* \in \mathcal{Z}_r$, with any $\tau^* \in \mathcal{T}$, we lower bound $R(Z^*)$ by

$$
\left(\frac{\sqrt{\pi}}{\lambda}\right)^{\ell(Z^*)} R(Z^*)
= \sqrt{\det(\mathcal{U}_Z^T \mathcal{U}_Z^*)} \int e^{-\frac{1}{2} \|X_{Z^*}(Q) - X_{Z^*}(Q)^*\|^2 + (Y - X_{Z^*}(Q^*), X_{Z^*}(Q) - X_{Z^*}(Q^*)) - \lambda \|X_{Z^*}(Q)\|} dQ
= \sqrt{\det(\mathcal{U}_Z^T \mathcal{U}_Z^*)} \int e^{-\frac{1}{2} \|X_{Z^*}(Q)\|^2 + (Y - X_{Z^*}(Q^*), X_{Z^*}(Q)) - \lambda \|X_{Z^*}(Q)\| + X_{Z^*}(Q^*)} dQ
\geq e^{-\lambda \|X_{Z^*}(Q^*)\|} \sqrt{\det(\mathcal{U}_Z^T \mathcal{U}_Z^*)} \int e^{-\frac{1}{2} \|X_{Z^*}(Q)\|^2 + (Y - X_{Z^*}(Q^*), X_{Z^*}(Q)) - \lambda \|X_{Z^*}(Q)\|} dQ
= e^{-\lambda \|X_{Z^*}(Q^*)\|} \int e^{-\frac{1}{2} \|b\|^2 + (Y - X_{Z^*}(Q^*), b) - \lambda \|b\|} db
\geq e^{-\lambda \|X_{Z^*}(Q^*)\|} \int e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db \exp \left( \int (Y - X_{Z^*}(Q^*), b) \frac{e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|}}{e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db} \right)
= e^{-\lambda \|X_{Z^*}(Q^*)\|} \int e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db.
$$

(24)

The equalities (24) and (26) are due to changes of variables and the linearity (2). We also use triangle inequality and Jensen’s inequality to derive (25) and (27), respectively. The last equality (28) uses the fact that the distribution $\frac{e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|}}{e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db}$ is spherically symmetric so that its mean is zero. Finally, let us lower bound the integral $\int e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db$ by

$$
\int e^{-\frac{1}{2} \|b\|^2 - \lambda \|b\|} db = \frac{2\pi^{\ell(Z^*)/2}}{\Gamma(\ell(Z^*)/2)} \int_0^\infty r^{\ell(Z^*)-1} e^{-\frac{1}{2} r^2 - \lambda r} dr
\geq \frac{2\pi^{\ell(Z^*)/2}}{\Gamma(\ell(Z^*)/2)} e^{-\frac{1}{2} \ell(Z^*) - \lambda \sqrt{\ell(Z^*)}} \int_0^{\sqrt{\ell(Z^*)}} r^{\ell(Z^*)-1} dr
= \frac{2\pi^{\ell(Z^*)/2} \left[ \ell(Z^*) \right]^{\ell(Z^*)/2}}{\ell(Z^*)} e^{-\frac{1}{2} \ell(Z^*) - \lambda \sqrt{\ell(Z^*)}}
\geq \frac{2(2\pi)^{\ell(Z^*)/2}}{\ell(Z^*)} e^{-\frac{1}{2} \ell(Z^*) - \lambda \sqrt{\ell(Z^*)}}.
$$

(29)

Combining the above lower bound with (28), we reach the conclusion

$$
R(Z^*) \geq e^{-\lambda \|X_{Z^*}(Q^*)\| - (1 + \lambda + \lambda^{-1}) \ell(Z^*)}.
$$

(29)

Note that (29) is a deterministic lower bound for the denominator $R(Z^*)$. The arguments we have used to derive (29) are greatly inspired by the corresponding ones in [14, 15].

Upper bounding $R(Z)\bar{1}_{E_Z}$. To facilitate the analysis, we introduce the object

$$
\bar{Q}_Z = \arg\min_{Q \in \mathbb{R}^{\ell(Z^*)}} \|X_{Z^*}(Q) - X_{Z^*}(Q^*)\|^2.
$$

(30)

The property of least squares implies the following Pythagorean identity,

$$
\|X_{Z^*}(Q) - X_{Z^*}(Q^*)\|^2 = \|X_{Z}(Q) - X_{Z}(\bar{Q}_Z)\|^2 + \|X_{Z}(\bar{Q}_Z) - X_{Z}(Q^*)\|^2.
$$

(31)
We first analyze the exponent in the definition of \( R(Z) \) on the event \( E_Z \) by

\[
-\frac{1}{2} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 + (Y - X_{Z^*}(Q^*), X_Z(Q) - X_{Z^*}(Q^*)) - \lambda \|X_Z(Q)\| \\
= -\frac{1}{2} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 + (W, X_Z(Q) - X_{Z^*}(Q^*)) \\
+ \langle \theta^* - X_{Z^*}(Q^*), X_Z(Q) - X_{Z^*}(Q^*) \rangle - \lambda \|X_Z(Q)\| \\
\leq -\frac{1}{2} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 + (\sqrt{\epsilon^*(Z_\tau)} + \lambda) \|X_Z(Q) - X_{Z^*}(Q^*)\| \\
+ \|\theta^* - X_{Z^*}(Q^*)\| \|X_Z(Q) - X_{Z^*}(Q^*)\| \\
- \lambda \|X_Z(Q)\| - \lambda \|X_Z(Q) - X_{Z^*}(Q^*)\| \\
\leq 2 \left( \sqrt{\epsilon^*(Z_\tau)} + \lambda \right)^2 - \left( \frac{1}{2} - \frac{1}{8} \right) \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 \\
+ 2 \|\theta^* - X_{Z^*}(Q^*)\|^2 + \frac{1}{8} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 - \lambda \|X_Z(Q)\| \\
\leq (4 + 2/C_2) \epsilon^*(Z_\tau) + 8\lambda^2 - \frac{1}{4} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 - \lambda \|X_Z(Q^*)\| \quad (32) \\
\leq (4 + 2/C_2) \epsilon^*(Z_\tau) + 8\lambda^2 - \frac{1}{4} \|X_Z(Q) - X_{Z^*}(Q^*)\|^2 - \lambda \|X_Z(Q^*)\|. \quad (35)
\]

We have used Cauchy-Schwarz inequality and the event \( E_Z \) to get (32). The inequality (33) is due to the fact \( ab \leq 2a^2 + b^2/8 \) for all \( a, b \geq 0 \) and triangle inequality. By rearrangement and the fact \( C_2 \|\theta^* - X_{Z^*}(Q^*)\|^2 \leq \epsilon^*(Z_\tau) \), we obtain (34). Finally, the inequality (35) is by the identity (31). The above upper bound implies

\[
R(Z)_{\|E_Z \|} \leq \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(Z_\tau)} e^{(4 + 2/C_2) \epsilon^*(Z_\tau) + 8\lambda^2 - \lambda \|X_Z(Q^*)\|} \\
\times \sqrt{\det(X_Z^T X_Z)} \int e^{-\frac{1}{4} \|X_Z(Q) - X_{Z^*}(Q)\|^2} dQ \\
= \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(Z_\tau)} e^{(4 + 2/C_2) \epsilon^*(Z_\tau) + 8\lambda^2 - \lambda \|X_Z^*(Q^*)\|} \int e^{-\frac{1}{4} \|b\|^2} db \\
= (2\lambda)^{\ell(Z_\tau)} e^{(4 + 2/C_2) \epsilon^*(Z_\tau) + 8\lambda^2 - \lambda \|X_Z^*(Q^*)\|}.
\]

Using the fact that \( \ell(Z_\tau) \leq \epsilon^*(Z_\tau) \) by (4), we reach the conclusion

\[
R(Z)_{\|E_Z \|} \leq e^{(4 + 2/C_2 + |\log(2\lambda)|) \epsilon^*(Z_\tau) + 8\lambda^2 - \lambda \|X_Z^*(Q^*)\|} \quad (36)
\]

**Upper bounding \( R(Z, U)_{\|F_Z \|} \).** Let us fix \( U \) to be

\[
U = \left\{ \|X_Z(Q) - \theta^*\|^2 > (1 + \delta_2) \|X_{Z^*}^*(Q^*) - \theta^*\|^2 + M\epsilon(Z_\tau) \right\}.
\]
Let $\xi \in (0, 1/4)$ be a constant to be specified later. When both $F_Z$ and $U$ hold, the exponent in the definition of $R(Z, U)$ is bounded by

$$-\frac{1}{2} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 + \langle Y - \mathcal{X}_Z^*(Q^*), \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \rangle - \lambda \| \mathcal{X}_Z(Q) \|$$

$$= -\frac{1}{2} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 + \langle W, \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \rangle + \langle \theta^* - \mathcal{X}_Z^*(Q^*), \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \rangle$$

$$-\frac{1}{2} (1 - \xi) \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 - \lambda \| \mathcal{X}_Z(Q) \|$$

$$\leq -\frac{1}{2} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 + \langle \sqrt{e^*(Z^*)} + \lambda \rangle \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2$$

$$-\lambda \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 - \lambda \| \mathcal{X}_Z(Q) \|$$

$$\leq \xi^{-1} \left( \sqrt{e^*(Z^*)} + \lambda \right)^2 - \frac{1}{4} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2$$

$$-\frac{1}{2} (1 - \xi) \| \mathcal{X}_Z(Q) - \theta^* \|^2 + \frac{1}{2} (1 + \xi) \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2 + \xi \langle \mathcal{X}_Z(Q) - \theta^*, \theta^* - \mathcal{X}_Z^*(Q^*) \rangle$$

$$-\lambda \| \mathcal{X}_Z^*(Q^*) \|$$

$$\leq \xi^{-1} \left( \sqrt{e^*(Z^*)} + \lambda \right)^2 - \frac{1}{4} \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 - \lambda \| \mathcal{X}_Z^*(Q^*) \|$$

$$-\frac{1}{2} (1 - 2\xi) \| \mathcal{X}_Z(Q) - \theta^* \|^2 + \frac{1}{2} (1 + 2\xi) \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2$$

$$\leq 8\delta_2^{-1}\lambda^2 - \frac{1}{8} M \varepsilon(Z^*) - \frac{1}{2} \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2$$

$$\frac{1}{16} \delta_2 \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2 - \lambda \| \mathcal{X}_Z^*(Q^*) \|. \quad (37)$$

We have used Cauchy-Schwarz inequality and the event $F_Z$ to get (37). The inequality (38) is due to the fact $ab \leq a^2 + b^2/4$ for all $a, b \geq 0$ and triangle inequality. Then, (39) is by rearranging (38). Finally, we have set

$$\xi = \frac{1}{4} \delta_2 \quad \text{and} \quad C_2 = \frac{1}{32} \delta_2^2 \quad (41)$$

and used (31) to obtain (40) on the event $U$ for all $M > 64\delta_2^{-1}C_1$. Using the above bound, we have

$$R(Z, U) \| F_Z \leq \left( \frac{\lambda}{\sqrt{\pi}} \right)^{\ell(Z^*)} e^{-\lambda \| \mathcal{X}_Z^*(Q^*) \|} + 8\delta_2^{-1}\lambda^2 - \frac{1}{8} M \varepsilon(Z^*) - \frac{1}{2} \delta_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2$$

$$\times \sqrt{\det(D^{\mathcal{X}_Z^*} D^{\mathcal{X}_Z})} \int e^{-\frac{1}{16} \delta_2 \| \mathcal{X}_Z(Q) - \mathcal{X}_Z^*(Q^*) \|^2} dQ$$

$$= \left( \frac{4\lambda}{\sqrt{\delta_2}} \right)^{\ell(Z^*)} e^{-\lambda \| \mathcal{X}_Z^*(Q^*) \|} + 8\delta_2^{-1}\lambda^2 - \frac{1}{8} M \varepsilon(Z^*) - \frac{1}{2} \delta_2 \| \mathcal{X}_Z^*(Q^*) - \theta^* \|^2.$$
for all $M > \max \{64\delta_2^{-1}C_1, 16 \log(4\lambda/\sqrt{\delta_2}) + 128\delta_2^{-1}\lambda^2\}$.

After obtaining the bounds (29), (36) and (42), we are really to prove the main results.

**Proof of (7).** First, we use (29) and (36) to bound the ratio $R(Z)\|E_Z / R(Z^*)$.

$$|\bar{Z}_{\tau}| \frac{R(Z)\|E_Z}{R(Z^*)} \leq e^{8\lambda^2} |\bar{Z}_{\tau}| \frac{|4C_1+2C_1+C_1| \log(2\lambda)\|\varepsilon(Z_\tau) + \log(2\lambda)\|_F \|X_{Z^*}(Q^*) - \theta^*\|^2}{e^{-(1+\lambda+\lambda^{-1})\varepsilon(Z_{\tau^*})}}$$

$$\leq e^{8\lambda^2} \exp \left( (1 + \lambda + \lambda^{-1})\varepsilon(Z_{\tau^*}) + C_1\varepsilon(Z_{\tau^*}) + C_2\varepsilon(Z_{\tau^*}) \right),$$

where $C_1 = 4C_1 + 2C_1/C_2 + C_1|\log(2\lambda)|$ and $C_2 = 4C_2 + 2 + C_2|\log(2\lambda)|$. Let us use the formula (23) with

$$A = \{\varepsilon(Z_{\tau}) > (1 + \delta_1)\varepsilon(Z_{\tau^*}) + \delta_1\|X_{Z^*}(Q^*) - \theta^*\|^2 \}.$$

By $Z^* \in \bar{Z}_{\tau^*}$, we have

$$\mathbb{E}(\tau \in A|Y) \leq \sum_{\tau \in A} \frac{\exp(-D\varepsilon(Z_{\tau^*}))}{\exp(-D\varepsilon(Z_{\tau^*}))} \frac{R(Z)\|E_Z}{R(Z^*)} \sum_{\bar{Z}_\tau} \mathbb{P}(\bar{Z}_\tau)$$

$$\quad + \sum_{\tau \in A} \sum_{\bar{Z}_\tau} \mathbb{P}(E_Z^\bar{Z}_\tau).$$

We use Lemma 7.2 to bound (43) by

$$\exp \left( 8\lambda^2 + (D + \lambda + \lambda^{-1} + 1)\varepsilon(Z_{\tau^*}) + C_2\varepsilon(Z_{\tau^*}) \right) \sum_{\tau \in A} \exp \left( (D - C_1')\varepsilon(Z_{\tau^*}) \right)$$

$$\leq 4e^{D+8\lambda^2} \exp \left( - ((D - C_1' - 1)\varepsilon(Z_{\tau^*}) + C_2\varepsilon(Z_{\tau^*}) \right)$$

$$\times \exp \left( - ((D - C_1' - 1)(1 + \delta_1) - (D + \lambda + \lambda^{-1} + 1))\varepsilon(Z_{\tau^*}) \right)$$

$$\leq 4e^{D+8\lambda^2} \exp \left( - \frac{\delta_1 D}{2} \varepsilon(Z_{\tau^*}) \right),$$

for $D > \max \left\{\frac{\lambda + \lambda^{-1} + 2(C_1' + 1)}{\delta_1/2}, 2(C_1' + 1) + \frac{2C_2}{\delta_1} \right\}$. Using Lemma 7.1, Lemma 7.2 and (4), the second term (44) is bounded by

$$2 \exp \left( -C_2\|X_{Z^*}(Q^*) - \theta^*\|^2/16 \right) \sum_{\tau \in A} \exp \left( -(\rho C_1/16 - c)\varepsilon(Z_{\tau^*}) \right)$$

$$\leq 8e^{14} \exp \left( -\frac{\delta_2^2}{512}\|X_{Z^*}(Q^*) - \theta^*\|^2 - 7\delta_2\varepsilon(Z_{\tau^*}) \right),$$

for $C_1 = \max\{1, 224/\rho\}$ and the value of $C_2$ is set in (41). Letting $\delta_2 = 8\sqrt{\delta_1/\rho} = 8\sqrt{\delta_2/\rho}$, we obtain the desired result by combining the bounds of (43) and (44). \qed

**Proof of (8).** Let us first use (29) and (42) to bound the ratio $R(Z,U)\|F_Z / R(Z^*)$. That is,

$$\frac{R(Z,U)\|F_Z}{R(Z^*)} \leq \exp \left( -\left( M/16 - (1 + \lambda + \lambda^{-1}) \right)\varepsilon(Z_{\tau^*}) - \frac{1}{2}\delta_2\|X_{Z^*}(Q^*) - \theta^*\|^2 \right)$$

$$\leq \exp \left( -\frac{M}{32}\varepsilon(Z_{\tau^*}) - \frac{1}{2}\delta_2\|X_{Z^*}(Q^*) - \theta^*\|^2 \right),$$

for all $M > \max \{64\delta_2^{-1}C_1, 16 \log(4\lambda/\sqrt{\delta_2}) + 128\delta_2^{-1}\lambda^2\}$. \qed
for $M > \max \{64\delta_2^{-1}C_1, 16 \log(4\sqrt{\lambda}) + 128\delta_2^{-1}\lambda^2, 32(1 + \lambda + \lambda^{-1})\}$. By the formula (22), we have

$$
\mathbb{E}\Pi(U|Y) \leq \sum_{\tau \in T \cap A^c} \frac{\exp(-D\epsilon(\mathcal{Z}_\tau))}{\exp(-D\epsilon(\mathcal{Z}_\tau))} \left| \mathcal{Z}_\tau \right| \sum_{Z \in \mathcal{Z}} \mathbb{E} \frac{R(Z, U)\Pi_Z}{R(Z^*)} (45)
$$

$$
+ \sum_{\tau \in T \cap A^c} \sum_{Z \in \mathcal{Z}} \mathbb{P}(F^*_Z) \quad (46)
$$

$$
+ \mathbb{E}\Pi(\tau \in A|Y) \quad (47)
$$

The bound of (47) has been derived in the proof of (7). Using Lemma 7.2, we bound (45) by

$$
\exp \left( -\left( \frac{M}{32} - D \right) \epsilon(\mathcal{Z}_\tau) - \frac{1}{2} \delta_2 \|\mathcal{Z}_\tau^*(Q^*) - \theta^*\|^2 \right) \sum_{\tau \in T \cap A^c} \exp(-D\epsilon(\mathcal{Z}_\tau)) \leq 6 \exp \left( -\left( \frac{M}{64} \delta_2 \|\mathcal{Z}_\tau^*(Q^*) - \theta^*\|^2 \right) \right),
$$

for $M > \max \{64\delta_2^{-1}C_1, 16 \log(4\sqrt{\lambda}) + 128\delta_2^{-1}\lambda^2, 32(1 + \lambda + \lambda^{-1}), 64D\}$. Using Lemma 7.1, Lemma 7.2 and (4), the term (46) is bounded by

$$
2 \exp \left( -\rho C_1 \epsilon(\mathcal{Z}_\tau)/16 - \rho C_2 \|\mathcal{Z}_\tau^*(Q^*) - \theta^*\|^2 \right) \sum_{\tau \in T \cap A^c} \exp(5\epsilon(\mathcal{Z}_\tau))
$$

$$
\leq 8e^6 \exp \left( -\left( \frac{\rho C_1}{16} - 2 \right) \epsilon(\mathcal{Z}_\tau) - (\rho C_2 - \delta_1) \|\mathcal{Z}_\tau^*(Q^*) - \theta^*\|^2 \right)
$$

$$
= 8e^6 \exp \left( -12\epsilon(\mathcal{Z}_\tau) - \delta_1 \|\mathcal{Z}_\tau^*(Q^*) - \theta^*\|^2 \right),
$$

by the relation $C_2 = \delta_2^2/32$, $C_1 = \max\{1, 224/\rho\}$ and $\delta_2 = 8\sqrt{\delta_1/\rho} = 8\sqrt{\delta/\rho}$. The proof is complete by combining the bounds of (45), (46) and (47).

\section{8 Proofs of corollaries}

Proofs of Corollary 4.1 and Corollaries 5.1-5.7. Corollary 4.1 is a direct consequence of Theorem 4.1 by letting $\theta^* = \mathcal{Z}_\tau^*(Q^*)$. Except Corollary 5.4, Corollaries 5.1-5.7 are special cases of Corollary 4.1 in different model settings. By the definitions of $\kappa_1$ and $\kappa_2$, we have $\|\beta - \beta^*\|^2 \leq \kappa_2^2 \|X\beta - X\beta^*\|^2/n$ and $\|\beta - \beta^*\|^2_{\beta} \leq \kappa_1^{-2}s^2\|X\beta - X\beta^*\|^2/n$, which implies Corollary 5.4 from Corollary 5.5.

Proof of Corollary 5.8. For any $\xi$, recall that $f(\xi_i, \xi_j) = \theta_{ij} = \theta_{ij}$. Then, (8) of Theorem 4.1 implies that

$$
\sum_{i,j} (f(\xi_i, \xi_j) - f^*(\xi_i, \xi_j))^2 \leq \left(1 + \delta_2\right) \sum_{i,j} \left(Q_{zi(i)z^*(j)}^* - f^*(\xi_i, \xi_j)\right)^2 + M \left((k^*)^2 + n \log k^*\right)
$$

under the posterior distribution for any $k^* \in [n]$, any $z^* \in [k^*]^n$ and any $Q^* \in \mathbb{R}^{(k^*)^2}$. Lemma 2.1 of [23] implies there exist some $z^* \in [k^*]^n$ and some $Q^* \in \mathbb{R}^{(k^*)^2}$ such that

$$
\sum_{i,j} \left(Q_{zi(i)z^*(j)}^* - f^*(\xi_i, \xi_j)\right)^2 \leq C_3 L^2n^2 \left(\frac{1}{k^*}\right)^{\alpha_{1,1}}.
$$

\end{raw_text}
for any $f^* \in F_a(L)$ and some absolute constant $C_3 > 0$. Therefore,

$$\frac{1}{n^2} \sum_{i,j} (f(\xi_i, \xi_j) - f^*(\xi_i, \xi_j))^2 \leq M' \left( \left( \frac{1}{k^*} \right)^{\alpha + 1} + \left( \frac{k^*}{n} \right)^2 + \frac{\log k^*}{n} \right).$$

The proof is complete by choosing $k^* = \lceil n^\frac{1}{2\alpha+1} \rceil$. \hfill \qed

**Proof of Corollary 5.9.** The case $q = 0$ is Corollary 5.5. We consider $q \in (0, 1]$. For the effective sparsity defined in Section 5.8, (8) of Theorem 4.1 implies that

$$\|X\beta - X\beta^*\|^2 \leq (1 + \delta_2)\|X\beta_0 - X\beta^*\|^2 + M s^* \log \frac{\epsilon P}{s^*}$$

under the posterior distribution for all $\beta_0 \in B(s^*)$. By the “Maurey argument” (see Lemma 7.2 in [51]),

$$\frac{1}{n} \|X\beta_0 - X\beta^*\|^2 \leq L^2 k^{2/q} (s^*)^{1 - 2/q},$$

for all $\beta^* \in B_q(k)$. Therefore,

$$\frac{1}{n} \|X\beta - X\beta^*\|^2 \leq M' \left( k^{2/q} (s^*)^{1 - 2/q} + \frac{s^* \log \epsilon P}{n} \right).$$

By the definition of the effective sparsity $s^*$, we obtain the desired result. \hfill \qed

**Proof of Corollary 5.10.** First, we note that by slightly modifying the proof of Theorem 4.1, we can have a more general version of (8), which is

$$\mathbb{E} \left( \left\| \mathcal{X}_Z(Q) - \theta^* \right\|^2 > (1 + \delta_2) \left\| \mathcal{X}_Z(Q^*) - \theta^* \right\|^2 + M \epsilon(\mathcal{Z}_\tau) + t \right| \mathcal{Y} \right) \leq \exp \left( -C'' \left( \epsilon(\mathcal{Z}_\tau) + \left\| \mathcal{X}_Z(Q^*) - \theta^* \right\|^2 + t \right) \right), \quad (48)$$

for all $t \geq 0$. For every $j < \log_2 n$, the model induced by the prior can be represented in the general framework by letting $Z_j = S_j$, $\tau_j = s_j$, $\bar{T}_j = \{2^i : s_j \leq i \leq \log_2 n \}$, $T_j = \{S_j \in \bar{T}_j : S_j = s_j \}$, $\ell(Z_j) = s_j$ and $Q_j = \sqrt{n} \theta_j S_j$. Then, we have the representation $\mathcal{X}_{Z_j}(Q_j) = \sqrt{n} (\theta_j^{S_j}, \theta_j^{S_j'})^T$.

The complexity function is $\epsilon_j(Z_j) = 2 s_j \log \frac{\epsilon P}{s_j}$, which satisfies (4) and (6). By (48) and letting $t = n^{\frac{1}{2\alpha+1}} / \log_2 n$, we have

$$\mathbb{E} \left( n \left\| \theta_j - \theta_j^* \right\|^2 > (1 + \delta_2) n \left\| \bar{\theta}_j - \bar{\theta}_j^* \right\|^2 + 2 M s_j^* \log \frac{\epsilon P}{s_j} + \frac{n^{\frac{1}{2\alpha+1}}}{\log_2 n} Y_j^* \right) \leq \exp \left( -C'' n^{\frac{1}{2\alpha+1}} / \log_2 n \right),$$

for any $\bar{\theta}_j \in \mathbb{R}^{2^j}$ with sparsity $s_j^*$. Since $\theta^* \in \Theta^a_{p,q}(L)$ implies $\|\theta_j^*\|_p \leq L 2^{-\alpha j}$, we have

$$\left\| \bar{\theta}_j - \bar{\theta}_j^* \right\|^2 \leq C^* r_{2^j,p}(L 2^{-\alpha j}, n^{-1/2})$$
for some absolute constant $C^* > 0$ by the proof of Theorem 11.7 in [30], where $r_{2j,j}(L^2 \alpha j, n^{-1/2})$ is the control function defined in Section 11.5 of [30]. Therefore,

$$\mathbb{E} [G_j^c | Y_j] \leq \exp \left( -C'' n^{-\frac{2\alpha}{2\alpha + 1}} \log_2 n \right)$$

for all $j < \log_2 n$, where

$$G_j = \left\{ \| \theta_j - \theta_j^* \|^2 \leq M' r_{2j,j}(L^2 \alpha j, n^{-1/2}) + n^{-\frac{2\alpha}{2\alpha + 1}} \log_2 n \right\}.$$

Moreover, $\Pi(\theta_j = 0 | Y_j) = 1$ for all $j \geq \log_2 n$ by the definition of the prior. Using the independence structure of the posterior distribution, we have

$$\mathbb{E} \left( \bigcap_{j<\log_2 n} G_j \big| Y \right) \leq \sum_{j<\log_2 n} \mathbb{E} [G_j | Y] = \sum_{j<\log_2 n} \mathbb{E} [G_j^c | Y_j] \leq (\log_2 n) \exp \left( -C'' n^{-\frac{2\alpha}{2\alpha + 1}} \log_2 n \right) \leq \exp \left( -\bar{C} n^{-\frac{2\alpha}{2\alpha + 1}} \log_2 n \right).$$

Finally, the event $\bigcap_{j<\log_2 n} G_j$ and $\theta_j = 0$ for all $j \geq \log_2 n$ implies

$$\| \theta - \theta^* \|^2 \leq \sum_{j<\log_2 n} \| \theta_j - \theta_j^* \|^2 + \sum_{j\geq\log_2 n} \| \theta_j^* \|^2 \leq M' \sum_{j<\log_2 n} \left( r_{2j,j}(L^2 \alpha j, n^{-1/2}) + n^{-\frac{2\alpha}{2\alpha + 1}} \log_2 n \right) + \sum_{j\geq\log_2 n} \| \theta_j^* \|^2 \leq M'' n^{-\frac{2\alpha}{2\alpha + 1}},$$

where the last inequality follows the proof of Theorem 12.1 in [30] under the assumption $\alpha \geq \frac{1}{p}$. Hence, the proof is complete. 

**Proof of Corollary 5.11.** Let us write the model induced by the prior distribution in the general framework by letting $Z = [k]$, $\tau = k$, $T = [\alpha]$, $Z_k = \{ [k] \}$, $\ell(Z_k) = k$ and $Q = \sqrt{n} \theta[k]$. Then, we have the representation $X_Z(Q) = \sqrt{n} (\theta[k] \theta[k]')^T$. The complexity function $\epsilon(Z_k)$ is $2k$, which satisfies (4) and (6). Then, (8) of Theorem 4.1 implies that

$$\mathbb{E} \left( n \| \theta - \theta^* \|^2 > (1 + \delta_2) n \| \tilde{\theta} - \theta^* \|^2 + 2 M k^* \big| Y \right) \leq \exp \left( -C'' (k^* + \| \tilde{\theta} - \theta^* \|^2) \right)$$

for any $\tilde{\theta}$ satisfying $\tilde{\theta}_j = 0$ for $j > k^*$. Since $\theta^* \in S_{\alpha}(L)$, there exists some $\tilde{\theta}$ satisfying $\tilde{\theta}_j = 0$ for $j > k^*$ such that $\| \tilde{\theta} - \theta^* \|^2 \leq L^2 (k^*)^{-2\alpha}$. Therefore, $\| \theta - \theta^* \|^2 \leq M' (k^*)^{-2\alpha} + k^* \log_2 n$ under the posterior distribution. Letting $k^* = \lceil \frac{n \alpha}{1 + \delta_2} \rceil$, the proof is complete.

**Proof of Corollary 5.12.** Note that the model induced by the prior distribution can be written in a general way by letting $Z = S$, $\tau = s$, $T = [\tau]$, $Z_s = \{ S \subset [p] : |S| = s \}$ if $s < r$ and $Z_r = \{ [r] \}$, $\ell(Z_s) = s$ and $Q = \beta S$. Then, we have the representation $X_Z(Q) = X S \beta S = X \beta$. 
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The complexity function we choose is $\epsilon(Z_s) = 2s \log \frac{ep}{s}$ for $s < r$ and $\epsilon(Z_r) = 2r$. It is easy to check that $\epsilon(Z_s)$ satisfies (4) and (6). Using (8) of Theorem 4.1, we have

$$
\mathbb{E}[f_{\beta} - f^*] \leq (1 + \delta_2)\|f_{\beta^*} - f^*\|^2_n + 2M\frac{s^* \log(ep/s^*)}{n}Y
$$

for any $\beta^*$ with sparsity $s^*$. For this $\beta^*$, there exists some $\beta_1$ such that $\text{supp}(\beta_1) \subset [r]$ and $f_{\beta^*} = f_{\beta_1}$. Therefore, (8) of Theorem 4.1 implies

$$
\mathbb{E}[f_{\beta} - f^*] \leq (1 + \delta_2)\|f_{\beta_1} - f^*\|^2_n + 2M\frac{r}{n}Y
$$

Combining the two results by union bound, the proof is complete.

Proof of Corollary 5.13. Using the corresponding arguments in [46, 51], Corollary 5.13 is implied by Corollary 5.12.

9 Proofs of technical results

Proof of Lemma 7.1. Consider $Q_Z$ defined in (30). Then, we have the bound

$$
|\langle W, \mathcal{F}_Z(Q) - \mathcal{F}_Z(Q^*) \rangle| \
\leq \|\mathcal{F}_Z(Q) - \mathcal{F}_Z(Q^*)\| \cdot \left| \left\langle W, \frac{\mathcal{F}_Z(Q) - \mathcal{F}_Z(Q^*)}{\|\mathcal{F}_Z(Q) - \mathcal{F}_Z(Q^*)\|} \right\rangle \right|
$$

where the last equality is due to (31). By (5), $\left| \left\langle W, \frac{\mathcal{F}_Z(Q^*)}{\|\mathcal{F}_Z(Q^*)\|} \right\rangle \right| \leq \frac{1}{\sqrt{2}} \epsilon^*(Z_r)$ with probability at least $1 - \exp(-\rho \epsilon^*(Z_r)/4)$. Now it is sufficient to bound

$$
\sup_{Q \in \mathbb{R}^{(Z_r)}} \left| \left\langle W, \mathcal{F}_Z(Q) - \mathcal{F}_Z(Q^*) \right\rangle \right| = \sup_{Q \in \mathbb{R}^{(Z_r)}, \|\mathcal{F}_Z(Q)\| \leq 1} |\langle W, \mathcal{F}_Z(Q) \rangle|.
$$

A standard discretization argument as Lemma A.1 in [23] gives

$$
\sup_{Q \in \mathbb{R}^{(Z_r)}, \|\mathcal{F}_Z(Q)\| \leq 1} |\langle W, \mathcal{F}_Z(Q) \rangle| \leq 2 \max_{1 \leq l \leq L} |\langle W, \mathcal{F}_Z(Q_l) \rangle|.
$$
where \( \{Q_l\}_{1 \leq l \leq L} \) is a subset of \( \{Q \in \mathbb{R}^d : \|\mathcal{Z}_l(Q)\| \leq 1\} \) such that for any \( Q \in \mathbb{R}^d \) with \( \|\mathcal{Z}_l(Q)\| \leq 1 \), there exists an \( l \in [L] \) that satisfies \( \|\mathcal{Z}_l(Q - Q_l)\| \leq 1/2 \) and a covering number argument gives the bound \( L \leq \exp(5\ell(Z_\tau)) \). Using union bound together with (5), we have \( \max_{1 \leq l \leq L} |\langle W, \mathcal{X}_l(Q_l) \rangle| \leq \frac{1}{2\sqrt{2}} \sqrt{\epsilon(Z_\tau)} \) with probability at least

\[ 1 - \exp\left(5\ell(Z_\tau) - 6\epsilon(Z_\tau)/16\right) \geq 1 - \exp\left(-\epsilon(Z_\tau) - \rho C_2 \|\mathcal{X}_{Z^*}(Q^*) - \theta^*\|^2/16\right), \]

where we have used the condition (4).

Proof of Lemma 7.2. The first inequality holds because

\[
\sum_{\{\tau \in T : \alpha(\tau) \leq \alpha\}} \exp(\beta\epsilon(Z_\tau)) \leq \sum_{t=1}^{[\alpha]} \sum_{\{\tau \in T : t-1 \leq \epsilon(Z_\tau) \leq t\}} e^{\beta\epsilon(Z_\tau)} + e^\beta \\
\leq \sum_{t=1}^{[\alpha]} te^{\beta} + e^\beta \\
\leq 2[\alpha] e^\beta \left( e^\beta - 1 \right)^{[\alpha] / 2} \\
\leq 4[\alpha] \exp(\beta[\alpha]),
\]

by \( \beta \geq 2 \). The second inequality holds because

\[
\sum_{\{\tau \in T : \alpha(\tau) > \alpha\}} \exp(-\beta\epsilon(Z_\tau)) \leq \sum_{t=[\alpha]}^{\infty} \sum_{\{\tau \in T : t \leq \epsilon(Z_\tau) \leq t+1\}} e^{-\beta\epsilon(Z_\tau)} \\
\leq \sum_{t=[\alpha]}^{\infty} (t + 1)e^{-\beta t} \\
\leq 2 \sum_{t=[\alpha]}^{\infty} \exp\left(-\left(\beta - \frac{\log \lfloor \alpha / \lfloor \alpha \rfloor \rfloor}{\lfloor \alpha \rfloor} \right) t\right) \\
\leq 4\alpha \exp(\beta[\alpha]),
\]

for \( \beta \geq 2 \) and \( \alpha \geq 1 \). The inequality (49) is because \( \log t \leq \frac{\log \lfloor \alpha / \lfloor \alpha \rfloor \rfloor}{\lfloor \alpha \rfloor} t \) for all \( t \geq [\alpha] \). Finally,

\[
\sum_{\{\tau \in T : \alpha(\tau) \leq \alpha\}} \exp(-\beta\epsilon(Z_\tau)) \leq 1 + \sum_{t=1}^{\infty} te^{-\beta(t-1)} \\
\leq 1 + e^\beta \sum_{t=1}^{\infty} e^{-(\beta-1)t} \\
\leq 6,
\]
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for \( \beta \geq 2 \). \( \square \)

## 10 Proofs in Section 6

**Proof of Theorem 6.1.** The assumption \( \tau s^* \leq 1/9 \) and the argument in the proof of Theorem 1 of [34] implies

\[
\max_{|S| \leq (2 + \delta)s^*} \| (n^{-1}X_s^TX_s)^{-1} \|_{op} \leq \max_{|S| \leq (2 + \delta)s^*} \| (n^{-1}X_s^TX_s)^{-1} \|_{t_1} \leq 4
\]

for \( \delta \leq 1/4 \). Define \( \hat{\beta}_S = \min_b \| Y - X_s b \|^2 \). Then it is easy to see that \( \| Y - X_s \hat{\beta}_S \|^2 = \| Y - X_s \hat{\beta}_S \|^2 + \| X_s (\beta - \hat{\beta}_S) \|^2 \). Define the distribution \( \mathcal{L}(\hat{\beta}_S, X_s, \lambda) \) of \( \hat{\beta}_S \) that has density function

\[
\frac{\exp\left(-\frac{1}{2}\| X_s\hat{\beta}_S - X_s \hat{\beta}_S \|^2 - \lambda\| X_s\hat{\beta}_S \|\right)}{\int \exp\left(-\frac{1}{2}\| X_s\hat{\beta}_S - X_s \hat{\beta}_S \|^2 - \lambda\| X_s\hat{\beta}_S \|\right) d\hat{\beta}_S}.
\]

(51)

Then, according to the formula of the posterior distribution, to sample \( \beta \) from the posterior distribution is equivalent to first sample \( S \) from \( \Pi(S|Y) \) and then sample \( \hat{\beta}_S \sim \mathcal{L}(\hat{\beta}_S, X_s, \lambda) \) to form \( \beta^T = (\hat{\beta}_S^T, 0_{S^c}^T) \). Hence, the posterior distribution can be represented as

\[
\sum_S \Pi(S|Y) \Pi_S(-|Y) = \sum_S \omega(S) \mathcal{L}(\hat{\beta}_S, X_s, \lambda) \otimes \delta_{S^c},
\]

where \( \Pi(S|Y) = \omega(S) \) and \( \Pi_S(-|Y) = \mathcal{L}(\hat{\beta}_S, X_s, \lambda) \otimes \delta_{S^c} \) with

\[
\omega(S) \propto \frac{\pi(|S|)}{|Z||S|} \left( \frac{\lambda}{\sqrt{\pi}} \right)^{|S|} N_{X_s \hat{\beta}_S, \lambda} e^{-\frac{1}{2}||Y - X_s \hat{\beta}_S||^2}\mathbb{I}\{|Z| > 0\}.
\]

(52)

The number \( N_{y, \lambda} \) for any vector \( y \) and any scalar \( \lambda \) is defined as

\[
N_{y, \lambda} = \int \exp\left(-\frac{1}{2}\| t - y \|^2 - \lambda\| t \|\right) dt.
\]

(53)

Define the event

\[
E = \left\{ \max_{j \in [p]} \left| \frac{X_j^TW}{\sqrt{p}} \right| \leq C_1 \sqrt{\log n} \right\}
\]

(54)

for some constant \( C_1 > 0 \) to be determined later. We have

\[
\mathbb{E} \Pi \left( \| \beta - \beta^* \|_\infty > M \sqrt{\frac{\log p}{n}} \right| Y \right)
\]

\[
= \mathbb{E} \sum_{|S| \leq (1 + \delta)s^*} \omega(S) \Pi_S \left( \| \hat{\beta}_S - \beta^*_S \|_\infty \vee \| \hat{\beta}^*_S \|_\infty > M \sqrt{\frac{\log p}{n}} \right| Y \right) + \mathbb{E} \Pi(|S| > (1 + \delta)s^*|Y)
\]

\[
\leq \mathbb{E} \sum_{|S| \leq (1 + \delta)s^*} \omega(S) \Pi_S \left( \| \beta - \hat{\beta}_S \|_\infty > \frac{1}{2} M \sqrt{\frac{\log p}{n}} \right| Y \right) \mathbb{I}_E + \mathbb{E} \sum_{|S| \leq (1 + \delta)s^*} \omega(S) \mathbb{I}_E
\]

\[
+ \mathbb{P}(E^c) + \mathbb{E} \Pi(|S| > (1 + \delta)s^*|Y)
\]

(55)
for some constant $C_2 > 0$ to be determined later. The inequality (55) is due to the inequality

$$\|\beta_S - \beta^*_S\|_\infty \leq \|\beta_S - \hat{\beta}_S\|_\infty + \|\hat{\beta}_S - \beta^*_S\|$$

and

$$E \subset \left\{ \|\hat{\beta}_S - \beta^*_S\|_\infty \leq \frac{1}{2} M \sqrt{\frac{\log p}{n}} \right\}, \quad (56)$$

for all $S$ that satisfies $|S| \leq (1 + \delta)s^*$ and $\|\beta^*_S\|_\infty \leq C_2 \sqrt{\frac{\log p}{n}}$. Let us give a proof for (56). By the definition of $\hat{\beta}_S$, we have

$$X^T_s X S \hat{\beta}_S = X^T_s X S \beta^*_S + X^T_s X S^c \beta^*_S + X^T_s W,$$

which implies

$$\|\hat{\beta}_S - \beta^*_S\|_\infty \leq 4 \|X^T_s X S (\hat{\beta}_S - \beta^*_S)\|_\infty /n \leq \frac{4}{n} \|X^T_s X S^c \beta^*_S\|_\infty + \frac{4}{n} \|X^T_s W\|_\infty.$$

Note that

$$\frac{4}{n} \|X^T_s X S^c \beta^*_S\|_\infty \leq \frac{4}{n} \|X^T_s X S^c \beta^*_S\|_\infty \leq 8 s^* \|\beta^*_S\|_\infty \leq C_2 \sqrt{\frac{\log p}{n}}$$

due to $\|\beta^*_S\|_\infty \leq C_2 \sqrt{\frac{\log p}{n}}$. We also have

$$\frac{4}{n} \|X^T_s W\|_\infty \leq \frac{4}{n} \max_{j \in [p]} |X^T_j W| \leq 4 C_1 \sqrt{\frac{\log p}{n}}.$$

Therefore, (56) is proved for some $M/2 \geq 4 C_1 + C_2$.

In view of (55), it is sufficient to bound the four terms in (55). The last term is bounded as a result of (9). The third term is bounded by $n^{-\left(\frac{C_1}{2} - 1\right)}$ using (5) and a union bound argument. Let us give a bound for the first term.

$$\Pi_S \left( \|\beta_S - \hat{\beta}_S\|_\infty > \frac{1}{2} M \sqrt{\frac{\log p}{n}} \right)$$

$$\leq \sum_{j \in S} \Pi_S \left( |\beta_j - \hat{\beta}_j| > \frac{1}{2} M \sqrt{\frac{\log p}{n}} \right)$$

$$\leq \sum_{j \in S} \exp \left( -\frac{1}{2} t M \sqrt{\log p} \right) E_{\Pi_S} \left( e^{\sqrt{m} |\beta_j - \hat{\beta}_j|} \right), \quad (57)$$

where $E_{\Pi_S} (\cdot |Y)$ is the posterior expectation with the distribution $\Pi_S (\cdot |Y) = L(\hat{\beta}_S, X_S, \lambda)$ and $t > 0$ is some number to be specified later. Using the formula of the density (51), for
any unit vector \( v \in \mathbb{R}^{|S|} \), we have
\[
\mathbb{E}_{\Pi_S} \left( e^{\sqrt{nt}v^T(\beta_S - \hat{\beta}_S)}|Y \right) = \frac{\int \exp \left( -\frac{1}{2} \| X_S \beta_S - X \hat{\beta}_S \|^2 - \lambda \| X_S \beta_S \| \right) d\beta_S}{\int \exp \left( -\frac{1}{2} \| X_S \beta_S - X \hat{\beta}_S \|^2 - \lambda \| X_S \beta_S \| \right) d\beta_S} 
= e^{\frac{1}{2}t^2 \| (n-1)X_S^T X_S \|^{-1/2}v^2} \frac{\int \exp \left( -\frac{1}{2} \| X_S(\beta_S - \hat{\beta}_S - n^{-1/2}(n-1)X_S^T X_S)^{-1}v \|^2 - \lambda \| X_S \beta_S \| \right) d\beta_S}{\int \exp \left( -\frac{1}{2} \| X_S(\beta_S - \hat{\beta}_S) \|^2 - \lambda \| X_S \beta_S \| \right) d\beta_S} 
\leq \exp \left( \frac{1}{2} t^2 \| (n-1)X_S^T X_S \|^{-1/2}v^2 + \lambda t \| (n-1)X_S^T X_S \|^{-1/2}v \right) 
\leq \exp \left( \frac{1}{2} \lambda^2 + t^2 \| (n-1)X_S^T X_S \|^{-1/2}v^2 \right) 
\leq \exp \left( \frac{1}{2} \lambda^2 + 16t^2 \right),
\]
where the inequality (58) is due to a change of variable and triangle inequality and the inequality (59) is by (50). Specializing \( v \) so that \( v^T(\beta_S - \hat{\beta}_S) = \pm (\beta_j - \hat{\beta}_j) \), we have
\[
\mathbb{E}_{\Pi_S} \left( e^{\sqrt{nt}(\beta_j - \hat{\beta}_j)}|Y \right) \leq \mathbb{E}_{\Pi_S} \left( e^{\sqrt{nt}(\beta_j - \hat{\beta}_j)}|Y \right) + \mathbb{E}_{\Pi_S} \left( e^{-\sqrt{nt}(\beta_j - \hat{\beta}_j)}|Y \right) \leq 2e^{\frac{1}{2} \lambda^2 + 16t^2}.
\]
Letting \( t = \sqrt{\log p} \), we have
\[
\Pi_S \left( \| \beta_S - \hat{\beta}_S \|_\infty > \frac{1}{2} M \sqrt{\frac{\log p}{n}}|Y \right) \leq 2e^{\frac{1}{2} \lambda^2 / 2p - (\frac{M}{2} - 17)},
\]
which bounds the first term of (55).

Now, let us give a bound for the second term of (55). Given \( j = \arg\max_{l \in [p]} |\beta^*_j| \), for any \( S \subset [p] \) such that \( j \notin S \), define \( S' = S \cup \{j\} \). We are going to provide a bound for \( \omega(S)/\omega(S') \) on the event \( E \) to argue the model \( S' \) is favored over the model \( S \) under the posterior distribution if \( |\beta^*_j| \) is large. Because of (50), \( |Z_{|S|} = |Z_{|S|} = (p_{|S|}) \) for all \( |S| \leq (1 + \delta)s^* \). By (52), we have
\[
\frac{\omega(S)}{\omega(S')} = \frac{\pi(|S|)}{\pi(|S'|)} \frac{p_{|S|}}{p_{|S'|}} \frac{\sqrt{\pi}}{\lambda} \frac{\mathbb{N}_{X_S \beta_S, \lambda}}{\mathbb{N}_{X_{S'} \hat{\beta}_{S'}, \lambda}} \frac{e^{-\frac{1}{2} \| Y - X_S \beta_S \|_2^2 + \frac{1}{2} \| Y - X \hat{\beta}_{S'} \|_2^2}}{e^{-\frac{1}{2} \| Y - X_S \beta_S \|_2^2 + \frac{1}{2} \| Y - X \hat{\beta}_{S'} \|_2^2}}.
\]
Since \( \frac{\pi(|S|)}{\pi(|S'|)} \leq \exp \left( 2D \log(ep) \right) \), \( \frac{(p_{|S|})}{(p_{|S'|})} \leq p \), \( \frac{\mathbb{N}_{X_S \beta_S, \lambda}}{\mathbb{N}_{X_{S'} \hat{\beta}_{S'}, \lambda}} \leq e^{\lambda \| X_{S'} \hat{\beta}_{S'} - X \hat{\beta}_S \| / \frac{1}{2} \| X_{S'} \hat{\beta}_{S'} \|_2^2} \) by the definition (53) and a change of variable, and \( -\frac{1}{2} \| Y - X \hat{\beta}_S \|_2^2 + \frac{1}{2} \| Y - X \hat{\beta}_{S'} \|_2^2 = \frac{1}{2} \| X \hat{\beta}_S \|_2^2 - \frac{1}{2} \| X_{S'} \hat{\beta}_{S'} \|_2^2 \), we have
\[
\frac{\omega(S)}{\omega(S')} \leq \frac{\sqrt{\pi}}{\lambda} \left( ep \right)^{2D+1} e^{\lambda \| X_{S'} \hat{\beta}_{S'} - X \hat{\beta}_S \| / \frac{1}{2} \| X_{S'} \hat{\beta}_{S'} \|_2^2} \frac{1}{\| X \hat{\beta}_S \|_2^2 - \frac{1}{2} \| X_{S'} \hat{\beta}_{S'} \|_2^2}. \tag{60}
\]
Let $P_S$ and $P_{S'}$ stand for the projection matrix onto the column spaces of $X_{sS}$ and $X_{sS'}$, respectively. Then $X_{sS}S_P = P_S Y$ and $X_{sS'}S_{P'} = P_{S'} Y$. Let $F$ be the orthogonal complement of the column space of $X_{sS}$ in the column space of $X_{sS'}$, and then define $P_F$ to be the associated projection matrix. It is easy to see that $P_{S'} = P_S + P_F$ and $P_S P_F = 0$. Thus, the exponent of (60) equals $\lambda \| P_F Y \| - \frac{1}{2} \| P_F Y \| ^{-1} \leq \frac{1}{2} \| P_F Y \| ^2 + \lambda^2 \leq \frac{1}{2} \| P_F X_{\beta^*} \| ^2 + \frac{1}{4} \| P_F W \| ^2 + \lambda^2$. We are going to give a lower bound on $\| P_F X_{\beta^*} \| ^2$ and an upper bound on $\| P_F W \| ^2$. To facilitate the proof, we bound $\| P_S X_{s_j} \| ^2$ as

$$\| P_S X_{s_j} \| ^2 = X_{s_j}^T X_{sS} (X_{sS}^T X_{sS}) ^{-1} X_{sS}^T X_{s_j}$$

$$\leq 4n \| n^{-1} X_{sS}^T X_{s_j} \| ^2$$

$$\leq 8n s^* \tau^2 \leq \frac{n}{10} \tag{61}$$

by (50) and $\tau s^* \leq 1/9$. The noise part $\| P_F W \| ^2$ is bounded as

$$\| P_F W \| ^2 = \frac{\| (I - P_S) X_{s_j} X_{sS} ^T (I - P_S) W \| ^2}{\| (I - P_S) X_{s_j} \| ^2}$$

$$\leq \frac{|X_{s_j} ^T (I - P_S) W | ^2}{\| (I - P_S) X_{s_j} \| ^2}$$

$$\leq \frac{2 |X_{s_j} ^T W | ^2 + 2 |X_{s_j} ^T P_S W | ^2}{9n/10} \tag{62}$$

$$\leq 8C_1 ^2 \log p \tag{63}$$

where (62) is because of (61) and (63) is derived from the event $E$ and the following argument that

$$|X_{s_j} ^T P_S W | ^2 = |X_{s_j} ^T X_{sS} (X_{sS}^T X_{sS}) ^{-1} X_{sS}^T W | ^2$$

$$\leq 16n \| X_{s_j} ^T X_{sS} / n \| ^2 \| X_{sS}^T W / \sqrt{n} \| ^2$$

$$\leq 32C_1 ^2 (s^* \tau)^2 n \log p \leq \frac{1}{2} C_1 ^2 n \log p$$

by (50) and the event $E$. The signal part $\| P_F X_{\beta^*} \| ^2$ is lower bounded by

$$\| P_F X_{\beta^*} \| ^2 \geq \| (I - P_S) X_{s_j} \| \| \beta^*_j \| ^2 - \sum_{l \in S^* \cap (S) \cup (j)} \frac{|X_{s_j} ^T (I - P_S) X_{sl} | ^2}{\| (I - P_S) X_{s_j} \| ^2} \| \beta^*_j \| ^2,$$

where the first term on the right hand side above is lower bounded by $\sqrt{9n/10} \| \beta^*_j \| ^2$ by (61), and the second term is upper bounded by

$$\sum_{l \in S^* \cup (j)} \frac{|X_{s_j} ^T X_{sl} | ^2}{\| (I - P_S) X_{s_j} \| ^2} + \sum_{l \in S^* \cap (S^*) \cup (j)} \frac{|X_{s_j} ^T P_S X_{sl} | ^2}{\| (I - P_S) X_{s_j} \| ^2} \leq 7 \sqrt{n} \| \beta^*_j \| / 9$$

due to (61), (50), $\tau s^* \leq 1/9$ and the fact $|\beta^*_j | = \max_{l \in [p]} |\beta^*_l |$. Therefore, $\| P_F X_{\beta^*} \| \geq \sqrt{n} \| \beta^*_j \| / 7$. When $|\beta^*_j | \geq 400C_1 \sqrt{\log p / n}$, we have $-\frac{1}{8} \| P_F X_{\beta^*} \| ^2 + \frac{1}{4} \| P_F W \| ^2 \leq -2C_1 ^2 \log p.$
Plugging this bound into (60), we have \( \frac{\omega(S)}{\omega(S')} \leq \frac{\sqrt{\pi}}{\lambda} e^{2D+1+\lambda^2} p^{-(2C_1^2-2D-1)} \), which implies

\[
\sum_{|S| \leq (1+\delta)s^*} \omega(S) \|E\|_E = \sum_{|S| \leq (1+\delta)s^*} \frac{\omega(S)}{\omega(S \cup \{j\})} \omega(S \cup \{j\}) \|E\|_E \leq \frac{\sqrt{\pi}}{\lambda} e^{2D+1+\lambda^2} p^{-(2C_1^2-2D-1)}.
\]

By letting \( C_2 = 400C_1 \), a mathematical induction argument in [15] leads to a bound on the second term of (55) that

\[
\sum_{|S| \leq (1+\delta)s^*} \omega(S) \|E\|_E \leq p^{-C_3},
\]

for some constant \( C_3 \) depending on \( C_1, D, \lambda \). Moreover, \( C_3 \) is increasing with \( C_1 \).

Finally, combining the bounds for the four terms in (55), we get

\[
\mathcal{E} \Pi \left( \|\beta - \beta^*\|_\infty > M \sqrt{\frac{\log p}{n}} |Y\right) \leq 2e^{\lambda^2/2} p^{-(\frac{M}{2} - 17)} + p^{-C_3} + p^{- \left( \frac{C_1\rho}{4\lambda^2} - 1 \right)} + e^{-C_3 s^* \log \frac{p}{s}} \leq p^{-C_4},
\]

for some \( M, C_4 \) depending on \( \rho, \lambda, D \).

\[\square\]

**Proof of Theorem 6.2.** For \( B_T \), we use \( \|\cdot\| \) to denote the \( \ell_2 \) norm as \( \|B_T\| = \sqrt{\sum_{(i,j) \in T} B_{ij}^2} \).

Let us first establish (19) and (20). The proof is close to that of Theorem 4.1. By the definition of the prior, the posterior distribution has formula

\[
\Pi(B \in U | Y) = \frac{\sum_T \alpha(T) R(T, U)}{\sum_T \alpha(T) R(T)},
\]

where \( R(T, U) \) is defined by

\[
\left( \frac{\lambda}{\sqrt{\pi}} \right)^{|T|} \int_{(B_T, 0_{T^c}) \in U} e^{-\frac{1}{2} \| (B_T, 0_{T^c}) - B^* \|_2^2 + \langle W, (B_T, 0_{T^c}) - B^* \rangle - \lambda \|B_T\|} dB_T,
\]

\( R(T) = R(T, \mathbb{R}^{p \times m}) \) and

\[
\alpha(T) = \exp \left( -D \left( |\tau(T)| \log \frac{e \rho}{|\tau(T)|} + |T| \log \frac{e m |\tau(T)|}{|T|} \right) \right).
\]

Moreover, for a set of subsets \( \mathcal{A} \), the posterior distribution can be written as

\[
\Pi(T \in \mathcal{A} | Y) = \frac{\sum_{T \in \mathcal{A}} \alpha(T) R(T)}{\sum_T \alpha(T) R(T)}.
\]

We need to give a lower bound for \( R(T^*) \) with \( T^* = S^* \times [m] \) and give upper bounds for \( R(T) \) and \( R(T, U) \). For each subset \( T \), define the following events

\[
E_T = \left\{ |\langle W, (B_T, 0_{T^c}) - B^* \rangle| \leq \sqrt{C_1 \left( m |\tau(T)| + |\tau(T)| \log \frac{e \rho}{|\tau(T)|} \right)} \| (B_T, 0_{T^c}) - B^* \| \text{ for all } B_T \in \mathbb{R}^{|T|} \right\},
\]

\[
F_T = \left\{ |\langle W, (B_T, 0_{T^c}) - B^* \rangle| \leq \sqrt{C_1 \left( m s^* + s^* \log \frac{e \rho}{s} \right)} \| (B_T, 0_{T^c}) - B^* \| \text{ for all } B_T \in \mathbb{R}^{|T|} \right\}
\]
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for some constant $C_1 > 0$ to be determined later. A special case of Lemma 7.1 gives
\[
\mathbb{P}(E_T^c) \leq 2e^{-(\rho C_1/16 - 6)}|m(r(T)| + |r(T)|\log \frac{ep}{r(T)}) \quad \text{and} \quad \mathbb{P}(F_T^c) \leq 2e^{5m(r(T)| - \frac{C_1}{16}(ms^* + s^* \log \frac{ep}{e})}. \tag{66}
\]
The same arguments used for deriving (29), (36) and (42) imply
\[
R(T) \geq e^{-\lambda\|B^*\| - (1 + \lambda + \lambda^{-1})ms^*}, \tag{67}
\]
\[
R(T)\mathbb{P}(E_T^c) \leq (2\lambda)^{|T|}e^{2\lambda^2 - \lambda\|B^*\| + 2C_1(|m(r(T)| + |r(T)|\log \frac{ep}{r(T)})}, \tag{68}
\]
\[
R(T, U)\mathbb{P}(F_T^c) \leq (2\sqrt{2\lambda})^{|T|}e^{2\lambda^2 - \lambda\|B^*\|| - (\frac{1}{2}M - 2C_1)(ms^* + s^* \log \frac{ep}{e})}, \tag{69}
\]
with $U = \{\|B - B^*\| > M (ms^* + s^* \log \frac{ep}{e})\}$. Let $\mathcal{A} = \{|r(T)| > (1 + \delta)s^*\}$. By the formula (65) and the inequalities (67) and (68), we have
\[
\mathbb{E}\Pi(T \in \mathcal{A}|Y) \leq \sum_{T \in \mathcal{A}} \frac{\alpha(T)}{\alpha(T^*)} \mathbb{E} \frac{R(T)}{R(T^*)}\mathbb{P}(E_T^c) + \sum_{T \in \mathcal{A}} \mathbb{P}(E_T^c) \\
\leq e^{(C_2 + D)(ms^* + s^* \log \frac{ep}{e})} \sum_{s > (1 + \delta)s^*} \sum_{S:|S|=s} e^{-(D - C_2)(ms + s \log \frac{ep}{e})} \sum_{T: r(T) = S} e^{-D|T|\log \frac{ems}{r(T)}} \sum_{S:|S|=s} e^{-(\rho C_1/16 - 7)(ms + s \log \frac{ep}{e})} + 2 \sum_{s > (1 + \delta)s^*} \sum_{S:|S|=s} e^{-(\rho C_1/16 - 6)(ms + s \log \frac{ep}{e})} \\
\leq e^{-C'(ms^* + s^* \log \frac{ep}{e})}
\]
for some sufficiently large $D$ with $C_2$ only depending on $C_1$ and $\lambda$ and $C'$ only depending on $D, \rho, \lambda$. By the formula (64) and the inequalities (67) and (42), we have
\[
\mathbb{E}\Pi(B \in U|Y) \leq \sum_{T \in \mathcal{A}} \frac{\alpha(T)}{\alpha(T^*)} \mathbb{E} \frac{R(T, U)}{R(T^*)}\mathbb{P}(F_T^c) + \mathbb{P}(F_T^c) + e^{-C''(ms^* + s^* \log \frac{ep}{e})} \\
\leq e^{-(\frac{1}{2}M - C_3 - D)(ms^* + s^* \log \frac{ep}{e})} \sum_{s \leq (1 + \delta)s^*} \sum_{S:|S|=s} e^{-D(ms + s \log \frac{ep}{e})} \sum_{T: r(T) = S} e^{-D|T|\log \frac{ems}{r(T)}} \\
+ 2e^{-\rho C_1/6} (ms^* + s^* \log \frac{ep}{e}) \sum_{s \leq (1 + \delta)s^*} \sum_{S:|S|=s} e^{6ms} + e^{-C''(ms^* + s^* \log \frac{ep}{e})} \\
\leq e^{-C''(ms^* + s^* \log \frac{ep}{e})}
\]
for some sufficiently large $M$ with $C_3$ only depending on $C_1$ and $\lambda$ and $C''$ only depending on $D, \rho, \lambda$. Hence, (19) and (20) are proved.

Now let us proceed to prove (21). We are going to use the similar argument as that of Theorem 6.1. Note that the posterior distribution can be represented as
\[
\sum_T \Pi(T|Y)\Pi_T(\cdot|Y) = \sum_T \omega(T)\mathcal{L}(Y_T, \lambda) \otimes \delta_{T^c},
\]
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where \( \Pi(T|Y) = \omega(T) \) and \( \Pi_T(\cdot|Y) = \mathcal{L}(Y_T, \alpha) \otimes \delta_T \) with
\[
\omega(T) \propto \left( \frac{\alpha}{\sqrt{n}} \right)^{|T|} \alpha(T) \mathcal{N}_{Y_T, \alpha} e^{\frac{1}{2} \|Y_T\|^2}.
\]
The distribution \( B_T \sim \mathcal{L}(Y_T, \alpha) \) is defined through the density function
\[
\mathcal{N}_{Y_T, \alpha}^{-1} e^{-\frac{1}{2} \|B_T - Y_T\|^2 - \lambda \|B_T\|},
\]
where \( \mathcal{N}_{Y_T, \alpha} \) is the normalizing constant defined in (53). Define the event
\[
E = \left\{ \max_{(i,j) \in [p] \times [m]} |W_{ij}| \leq C_1 \sqrt{\log(pm)} \right\}
\]
for some constant \( C_1 > 0 \). We have
\[
\mathbb{E} \Pi \left( \|B - B^*\|_\infty > M \sqrt{\log(pm)} \big| Y \right) 
\leq \mathbb{E} \sum_{|r(T)| \leq (1+\delta)s^*} \omega(T) \Pi_T \left( \|B_T - Y_T\|_\infty > \frac{1}{2} M \sqrt{\log(pm)} \big| Y \right) \Pi_E + \mathbb{E} \sum_{|r(T)| \leq (1+\delta)s^*} \omega(T) \Pi_E \]
\[+ \mathbb{P}(E^c) \mathbb{E} \Pi \left( |r(T)| > (1+\delta)s^* \big| Y \right). \tag{70} \]
It is sufficient to bound the four terms in (70). The last term is bounded by (19). Using (5) and a union bound argument, we bound the third term in (70) as \( \mathbb{P}(E^c) \leq (pm)^{-\frac{(c_2^2 - 1)}{2}} \).

Using the same arguments in deriving (57) and (59), we have
\[
\Pi_T \left( \|B_T - Y_T\|_\infty > \frac{1}{2} M \sqrt{\log(pm)} \big| Y \right) 
\leq \sum_{(i,j) \in T} \exp \left( -\frac{1}{2} t M \sqrt{\log(pm)} \right) \mathbb{E} \Pi_T \left( e^{\sqrt{t} \|B_{ij} - Y_{ij}\|} \big| Y \right) 
\leq 2e^{-\lambda^2/2} pm e^{-\frac{1}{2} t M \sqrt{\log(pm)} + t^2} \leq 2e^{-\lambda^2/2 (pm)^{-1/2 - 2}}
\]
by choosing \( t = \sqrt{\log(pm)} \). This bounds the first term of (70). Now let us provide a bound for the first term of (70). Given some \( (i, j) \in [p] \times [m] \), for any subset \( T \) such that \( (i, j) \notin T \), use the notation \( T' = T \cup \{(i, j)\} \). To facilitate the proof, we need an upper bound for \( \omega(T)/\omega(T') \) on the event \( E \). Direct calculation gives
\[
\frac{\omega(T)}{\omega(T')} = \sqrt{T} \frac{\alpha(T)}{\alpha(T')} \frac{\mathcal{N}_{Y_T, \alpha}}{\mathcal{N}_{Y_{T'}, \alpha}} e^{-\frac{1}{2} Y_{ij}^2}.
\]
Since \( \frac{\alpha(T)}{\alpha(T')} \leq (pm)^{3D} \), and
\[
\frac{\mathcal{N}_{Y_T, \alpha}}{\mathcal{N}_{Y_{T'}, \alpha}} \leq C_2 \exp(\lambda |Y_{ij}|) \tag{71}
\]
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for some constant $C_{\lambda}$ only depending on $\lambda$, we have $\omega(T)/\omega(T') \leq C_{\lambda} \frac{3}{5} (mp)^{3D} e^{\lambda |Y_{ij}| - \frac{1}{2} Y_{ij}^2}$. The inequality (71) will be established in the end of the proof. Since

$$
\lambda |Y_{ij}| - \frac{1}{2} Y_{ij}^2 \leq \lambda^2 - \frac{1}{4} Y_{ij}^2 \leq \lambda^2 - \frac{1}{8} (B_{ij}^*)^2 + \frac{1}{4} W_{ij}^2 \leq \lambda^2 - \frac{1}{4} C_1^2 \log(pm)
$$

when $|B_{ij}^*| > 2C_1 \sqrt{\log(pm)}$ on the event $E$. Hence,

$$
\frac{\omega(T)}{\omega(T')} \mathbb{I}_E \leq C_{\lambda} \frac{\sqrt{\pi}}{\lambda} e^{3D+\lambda^2} (pm)^{-(\frac{1}{4} C_1^2 - 3D)}.
$$

(72)

Let $C_2 = 2C_1$ and define $\{(i_1, j_1), \ldots, (i_q, j_q)\}$ to be the set such that $|B_{i_j}^*| > 2C_1 \sqrt{\log(pm)}$ for all $l \in [q]$. Then, we have

$$
\{\|B_{T^*}\|_\infty > C_2 \sqrt{\log(pm)}\} \subset \bigcup_{l \in [q]} \{(i_l, j_l) \notin T\},
$$

which implies

$$
\sum_{|r(T)| \leq (1+\delta)_{\lambda}^*} \omega(T) \leq \sum_{l \in [q]} \sum_{T \in \{T: (i_l, j_l) \notin T\}} \frac{\omega(T)}{\omega(T \cup \{(i_l, j_l)\})} \omega(T \cup \{(i_l, j_l)\})
$$

$$
\leq C_{\lambda} \frac{\sqrt{\pi}}{\lambda} e^{3D+\lambda^2} (pm)^{-(\frac{1}{4} C_1^2 - 3D)} \sum_{l \in [q]} \sum_{T \in \{T: (i_l, j_l) \notin T\}} \omega(T \cup \{(i_l, j_l)\})
$$

$$
\leq (pm)^{-C}
$$

by (72) for some constant $\bar{C}$ with sufficiently large $C_1$. Combining the bounds for the four terms in (55), we reach the conclusion (21).

Finally, let us establish (71) to close the proof. By change of variable, we have

$$
\mathcal{N}_{Y_{T^*}, \lambda} = \int_{\mathbb{R}^{|T|-1}} \int_{\mathbb{R}} e^{-\lambda} e^{-\frac{1}{2} b_1^2 - \frac{1}{2} ||b_2||^2 - \lambda \sqrt{(b_1 ||Y_T||)^2 + ||b_2||^2}} db_1 db_2,
$$

and

$$
\mathcal{N}_{Y_{T^*}, \lambda} = \int_{\mathbb{R}^{|T|-1}} \int_{\mathbb{R}} e^{-\lambda} e^{-\frac{1}{2} (b_1^2 + b_3^2) - \frac{1}{2} ||b_2||^2 - \lambda \sqrt{(b_1 ||Y_{T^*}||)^2 + ||b_2||^2 + b_3^2}} db_1 db_2 db_3.
$$

Therefore, triangle inequality implies

$$
\mathcal{N}_{Y_{T^*}, \lambda} \geq \mathcal{N}_{Y_{T^*}, \lambda} \int_{\mathbb{R}} e^{-\frac{1}{2} b_2^2 - \lambda |b|} db e^{-\lambda ||Y_{T^*}|| - ||Y_{T^*}||} \geq C_{\lambda}^{-1} e^{-\lambda |Y_{T^*}|},
$$

where $C_{\lambda} = \left( \int_{\mathbb{R}} e^{-\frac{1}{2} b_2^2 - \lambda |b|} db \right)^{-1}$. Thus, the proof is complete. \qed
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