GLOBAL ESTIMATES FOR GREEN’S MATRIX OF SECOND ORDER PARABOLIC SYSTEMS WITH APPLICATION TO ELLIPTIC SYSTEMS IN TWO DIMENSIONAL DOMAINS
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Abstract. We establish global Gaussian estimates for the Green’s matrix of divergence form, second order parabolic systems in a cylindrical domain under the assumption that weak solutions of the system vanishing on a portion of the boundary satisfy a certain local boundedness estimate and a local Hölder estimate. From these estimates, we also derive global estimates for the Green’s matrix for elliptic systems with bounded measurable coefficients in two dimensional domains. We present a unified approach valid for both the scalar and vectorial cases and discuss several applications of our result.

1. Introduction

Fundamental solutions of parabolic equations in divergence form with bounded measurable coefficients have been a subject of research for many years. The first significant step in this direction was made in 1958 by Nash [34], who established certain estimates of the fundamental solutions in proving local Hölder continuity of weak solutions. In 1967, Aronson [1] proved two-sided Gaussian estimates for the fundamental solutions by using the parabolic Harnack inequality of Moser [33]. In 1986, Fabes and Stroock [15] showed that the idea of Nash could be used to establish Aronson’s Gaussian bounds, which consequently gave a new proof of Moser’s parabolic Harnack inequality. There are many books and articles related to this subject; see e.g., [10, 35, 36, 38] and references therein.

Compared to a long history in the study of fundamental solutions for parabolic equations with real coefficients, there has been relatively little study on the fundamental matrices for parabolic systems until recently, except when the coefficients are sufficiently regular; see e.g., Eidel’man [14]. In 1996, Auscher [2] gave a new proof of Aronson’s Gaussian upper bound for the fundamental solution of parabolic equations with time independent coefficients, which carries over to the case of $L^\infty$-complex perturbations of real coefficients. We note that a parabolic equation with complex coefficients is, in fact, a special case of a system of parabolic equations. Since then, there has been active research in this direction; see e.g., [3, 4, 5, 6, 8, 22, 25] for related results.

In this article, we study the Green’s matrix for parabolic systems

\begin{equation}
\frac{\partial u_i}{\partial t} - \sum_{j=1}^{m} \sum_{\alpha,\beta=1}^{n} D_{\alpha} \left( A_{ij}^{\alpha \beta} (t,x) D_{\beta} u_j \right), \quad D_{\alpha} = \frac{\partial}{\partial x_{\alpha}}, \quad i = 1, \ldots, m,
\end{equation}

in a cylindrical domain $\mathcal{U} = \mathbb{R} \times \Omega$, where $\Omega$ is a (possibly unbounded) domain in $\mathbb{R}^n$. We assume that the coefficients are measurable functions defined in the whole space $\mathbb{R}^{n+1}$.
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satisfying the strong parabolicity condition
\[
\sum_{i,j=1}^{m} \sum_{\alpha=1}^{n} \left| A_{ij}^{\alpha}(t,x) \xi_{j}^\alpha \right|^2 \geq \nu \sum_{i=1}^{m} \sum_{\alpha=1}^{n} \left| \xi_{i}^\alpha \right|^2 =: \nu \left\| \xi \right\|^2, \quad \forall \xi \in \mathbb{R}^m, \quad \forall (t,x) \in \mathbb{R}^{n+1},
\]
and also the uniform boundedness condition
\[
\sum_{i,j=1}^{m} \sum_{\alpha=1}^{n} \left| A_{ij}^{\alpha}(t,x) \right|^2 \leq \nu^{-2}, \quad \forall (t,x) \in \mathbb{R}^{n+1},
\]
for some constant \( \nu \in (0,1) \). We point out that the coefficients are assumed to be neither time independent nor symmetric. We will later impose some further assumptions on the operator but not explicitly on its coefficients.

We are interested in the following global Gaussian estimate for the Green’s matrix \( \mathcal{G}(t,x,s,y) \) of the parabolic system \((1.1)\) in a cylindrical domain \( \mathcal{U} = \mathbb{R} \times \Omega \): For any \( T > 0 \), there exists a positive constant \( C \) such that for all \( t,s \in \mathbb{R} \) satisfying \( 0 < t-s < T \) and \( x,y \in \Omega \), we have
\[
|\mathcal{G}(t,x,s,y)| \leq \frac{C}{(t-s)^{n/2}} \exp \left\{ -\kappa |x-y|^2 \right\},
\]
where \( \kappa \) is a positive constant independent of \( T \). We are also interested in the following global estimate for the Green’s matrix \( \mathcal{G}(t,x,s,y) \) of the parabolic system \((1.1)\) in \( \mathcal{U} = \mathbb{R} \times \Omega \) when the base \( \Omega \) is subject to a certain condition: For any \( T > 0 \), there exists a positive constant \( C \) such that for all \( t,s \in \mathbb{R} \) satisfying \( 0 < t-s < T \) and \( x,y \in \Omega \), we have
\[
|\mathcal{G}(t,x,s,y)| \leq C \left( 1 \wedge \frac{d_x}{\sqrt{t-s} \vee |x-y|} \right)^\mu \left( 1 \wedge \frac{d_y}{\sqrt{t-s} \vee |x-y|} \right)^\mu \cdot (t-s)^{-n/2} \exp \left\{ -\kappa |x-y|^2 / (t-s) \right\},
\]
where \( \kappa > 0 \) and \( \mu \in (0,1] \) are constants independent of \( T \), and we used the notation \( a \wedge b = \min(a,b), a \vee b = \max(a,b) \), and \( d_x = \text{dist}(x,\partial \Omega) \).

The goal of this article is to present how one can derive the global estimate like \((1.4)\) for the Green’s matrix using a local boundedness estimate for the weak solutions of the parabolic system vanishing on a portion of the boundary; see Condition (LB) below for the precise statement of the local boundedness estimate. In fact, we show that such a local boundedness estimate is a necessary and sufficient condition for the Green’s matrix of the system to have a global estimate like \((1.4)\). We shall also show how to derive a global estimate like \((1.5)\) for the Green’s matrix by using a local Hölder continuity estimate for the solution of the system vanishing on a portion of the boundary; see Condition (LH) below for the statement of the local Hölder estimate. There is a standard method in constructing the Green’s matrix for elliptic systems in a domain \( \Omega \) out of the “Dirichlet heat kernel” of the elliptic system, namely by integrating it with respect to \( t \)-variable from zero to infinity. By utilizing the above global estimates \((1.4)\) and \((1.5)\), we obtain the following global estimate for Green’s matrix \( \mathcal{G}(x,y) \) for elliptic systems with bounded measurable coefficients in a two dimensional domain \( \Omega \):
\[
|\mathcal{G}(x,y)| \leq C \left( \ln \frac{1}{|x-y|} \right)^\mu \left( \ln \frac{1}{|x-y|} \right)^\mu \left\{ 1 + \ln \left( \frac{1}{|x-y|} \right) \right\},
\]
where \( C > 0 \) and \( \mu \in (0,1] \) are constants depending on \( \Omega \), and we used the notation \( \ln_t = \max(\ln t,0) \). We do not consider Green’s matrix for elliptic systems in a three or higher dimensional domain in this article. For treatment of such cases, we refer to a very recent article [24], where conditions similar to ours were introduced. In fact, our
conditions (LB) and (LH) are motivated by the corresponding elliptic conditions appeared in [24]. We point out that most of the results in [24] can be also obtained by following the above mentioned “Dirichlet heat kernel” approach and utilizing the global estimates like (1.4) and (1.5), albeit it would be far more complicated to do so. The axiomatic approach adopted in this article is also in the spirit of [22, 23].

The novelty of our work is in presenting a unifying method that establishes the global estimates (1.4) and (1.5) for the Green’s function for the uniformly parabolic equations with bounded measurable coefficients as well as for the Green’s matrix of the parabolic systems (1.1), for instance, with coefficients uniformly continuous or VMO in x-variables and bounded measurable in t-variable, in a cylindrical domain \( \mathbb{R} \times \Omega \), where the base \( \Omega \) is a \( C^1 \) domain or a Lipschitz domain with a sufficiently small Lipschitz constant. Also, this article provides a unified approach in establishing the global estimate (1.6) for both Green’s function for elliptic equations and Green’s matrix for elliptic systems with bounded measurable coefficients in two dimensional domains. In a recent article [8], we proved the existence of Green’s matrix for the parabolic system (1.1) in an arbitrary cylindrical domain \( \mathcal{U} = \mathbb{R} \times \Omega \) under the assumption that weak solutions of the systems satisfy an interior Hölder continuity estimate. We also derived various local estimates for the Green’s matrix under the same assumption but, however, the global Gaussian estimate like (1.4) was proved only in the case when \( \Omega = \mathbb{R}^n \). In another recent article [12], the second and third named authors proved the existence and local estimates of Green’s matrix for elliptic systems with bounded measurable coefficients in two dimensional domain \( \Omega \) with finite area or width, by utilizing the estimates established in [8]. However, again, the global estimate similar to (1.6) was established only when \( \Omega \) is the open set above a Lipschitz graph \( \varphi : \mathbb{R} \to \mathbb{R} \). In this sense, the present article may be considered as a sequel of both articles [8] and [12] with a considerable improvement.

The organization of the paper is as follows. In Section 2, we introduce some notation and definitions including our definition of the Green’s matrix of the parabolic system (1.1) in \( \mathcal{U} = \mathbb{R} \times \Omega \). In Section 3, we give precise statement of the conditions (LB) and (LH) and state our main theorems. In Section 4, we present some applications of our main results. The proofs of our main results are given in Sections 5 and several technical lemmas are proved in Appendix. Section 6 is devoted to the discussion of global estimates for Green’s matrices for elliptic systems with bounded measurable coefficients in two dimensional domains and Section 7 is allocated to a brief discussion regarding the global estimates for systems with Hölder or Dini continuous coefficients.

Finally, a few remarks are in order. Green’s functions for uniformly elliptic equations with bounded measurable coefficients were extensively studied in classical papers [21, 31]. Green’s matrices for elliptic systems were investigated earlier in [13, 16, 17]. In [5], Auscher and Tchamitchian introduced the “Dirichlet property (D)” in connection with the Gaussian estimates for the heat kernel of the elliptic operator with complex coefficients, which is related to the condition (LH) of this article; see Remark 3.9.

2. Notation and Definitions

We mainly follow the notation and definitions of [8], most of which were in turn chosen to be compatible with those used in [28].

2.1. Basic notation. Let \( \mathcal{L} \) be a parabolic operator acting on column vector valued functions \( u = (u^1, \ldots, u^m)^T \) defined on a domain in \( \mathbb{R}^{n+1} \) in the following way:

\[
\mathcal{L} u = u_t - D_a (A^{ab} D_b u),
\]
where we use the usual summation convention over repeated indices \( \alpha, \beta = 1, \ldots, n \), and \( A^{\alpha \beta} = A^{\alpha \beta}(t, x) \) are \( m \times m \) matrix valued functions on \( \mathbb{R}^{n+1} \) with entries \( A^{\alpha \beta}_{ij} \) that satisfy the conditions (1.2) and (1.3). Notice that the \( i \)-th component of the column vector \( L u \) is presented in (1.1). The adjoint operator \( 'L' \) is defined by

\[
'L' u = -u_t - D_{\alpha}(A^{\alpha \beta} D_{\beta} u),
\]

where \( 'A'^{\alpha \beta} = (A^{\beta \alpha})^T \); i.e., \( 'A'_{ij}^{\alpha \beta} = A^{\beta \alpha}_{ji} \). Notice that the coefficients \( 'A'_{ij}^{\alpha \beta} \) satisfy the conditions (1.2) and (1.3) with the same constant \( \nu \).

We use \( X = (t, x) \) to denote a point in \( \mathbb{R}^{n+1} \); \( x = (x_1, \ldots, x_n) \) will always be a point in \( \mathbb{R}^n \). We also write \( Y = (s, y) \), \( X_0 = (t_0, x_0) \), etc. We define the parabolic distance between the points \( X = (t, x) \) and \( Y = (s, y) \) in \( \mathbb{R}^{n+1} \) as

\[
|X - Y|_p := \max(\sqrt{|t - s|}, |x - y|),
\]

where \( | \cdot | \) denotes the usual Euclidean norm. For an open set \( U \subset \mathbb{R}^{n+1} \), we denote

\[
d_X = \text{dist}(X, \partial_p U) = \inf \{|X - Y|_p : Y \in \partial_p U\}; \quad \inf \emptyset = \infty,
\]

where \( \partial_p U \) denotes the usual parabolic boundary of \( U \).

For a given function \( u = u(X) = u(t, x) \) defined on \( Q \subset \mathbb{R}^{n+1} \), we use \( D_{ij} u \) for \( \partial u/\partial x_i \) while we use \( u_t \) (or sometimes \( D_t u \)) for \( \partial u/\partial t \). We also write \( Du \) (or sometimes \( D_x u \)) for the vector \((D_1 u, \ldots, D_n u)\). For \( \mu \in (0, 1] \), we define

\[
|u|_{M/2, \mu, Q} = |u|_{0, Q} + |u|_{\mu/2, \mu, Q} := \sup_{X \in Q} |u(X)| + \sup_{X,Y \in \mathbb{R}^n, X \neq Y} \frac{|u(X) - u(Y)|}{|X - Y|_p^\mu}.
\]

By \( |\cdot|^{M/2, \mu}(Q) \) we denote the set of all bounded measurable functions \( u \) on \( Q \) for which \( |u|_{M/2, \mu, Q} \) is finite. We use the following notation for basic cylinders in \( \mathbb{R}^{n+1} \):

\[
Q^-_t(X) = (t - r^2, t) \times B_r(x);
\]

\[
Q^+_t(X) = (t, t + r^2) \times B_r(x);
\]

\[
Q_t(x) = (t - r^2, t + r^2) \times B_r(x),
\]

where \( B_r(x) \) is the usual Euclidean ball of radius \( r \) centered at \( x \in \mathbb{R}^n \). For an open set \( U \subset \mathbb{R}^{n+1} \), we define

\[
U_t(X) = U \cap Q_t(X), \quad S_r(X) = \partial_p U \cap Q_r(x),
\]

and similarly \( U_t^+(X) \) and \( S_r^+(X) \). We write \( U(t_0) \) for the set of all points \((t_0, x)\) in \( U \) and \( I(U) \) for the set of all \( t \) such that \( U(t) \) is nonempty. We denote

\[
||u||^2_{L^2(U_t)} = ||Du||^2_{L^2(U_t)} + \text{ess sup}_{x \in I(U_t)} ||u(t, \cdot)||^2_{L^2(U(t))}.
\]

Finally, we denote \( a \wedge b = \min(a, b) \) and \( a \vee b = \max(a, b) \).

2.2. Function spaces. Throughout this section, we shall always denote by \( Q \) the cylinder \((a, b) \times \Omega, \) where \( -\infty < a < b < \infty \) and \( \Omega \) is an open connected set in \( \mathbb{R}^n \). We denote by \( H^{0,1}_2(Q) \) the Hilbert space with the inner product

\[
\langle u, v \rangle_{H^{0,1}_2(Q)} := \int_Q uv + \sum_{k=1}^n \int_Q D_k u D_k v.
\]
and by $\mathcal{H}^{2,1}_2(Q)$ the Hilbert space with the inner product

$$(u, v)_{\mathcal{H}^{2,1}_2(Q)} := \int_Q uv + \sum_{k=1}^n \int_Q D_k u D_k v + \int_Q u_1 v_1.$$ 

We define $\mathcal{Y}_2(Q)$ as the Banach space consisting of all elements of $\mathcal{H}^{2,1}_2(Q)$ having a finite norm $||u||_{\mathcal{Y}_2(Q)} := ||u||_Q$. The space $\mathcal{Y}^{0,1}_2(Q)$ is obtained by completing the set $\mathcal{H}^{2,1}_2(Q)$ in the norm of $\mathcal{Y}_2(Q)$.

Let $S \subset Q$ and $u$ be a $\mathcal{Y}^{0,1}_2(Q)$ function. We say that $u$ vanishes (or write $u = 0$) on $S$ if $u$ is a limit in $\mathcal{Y}^{0,1}_2(Q)$ of a sequence of functions in $C^\infty(\overline{Q} \setminus S)$. We define $\mathcal{Y}_2(Q)$ (resp. $\mathcal{Y}^{0,1}_2(Q)$) of the set of all functions $u$ in $\mathcal{Y}_2(Q)$ (resp. $\mathcal{Y}^{0,1}_2(Q)$) that vanishes on the lateral boundary $\partial_S Q := (a, b) \times \delta Q$ of $Q$. By a well known Sobolev-like embedding theorem (see e.g., [28] §II.3), we have

$$(2.2) \quad ||u||_{L^{2;u}(Q)} \leq C(n) ||u||_Q, \quad \forall u \in \mathcal{Y}_2(Q).$$

The space $\mathcal{H}^{0,q}_a(U)$ $(1 \leq q < \infty)$ denotes the Banach space consisting of functions $u \in L^q(U)$ with weak derivatives $D_a u$ in $L^q(U)$ $(a = 1, \ldots, n)$ with the norm

$$||u||_{\mathcal{H}^{0,q}_a(U)} := ||u||_{L^q(U)} + ||D_a u||_{L^q(U)}.$$

We write $u \in \mathcal{H}^{0,q}_a(U)$ if $u \in \mathcal{H}^{0,q}(U)$ has a support in $U$.

2.3. **Weak Solutions.** For $f, g_a \in L^1_{loc}(U)^m$ $(a = 1, \ldots, n)$, we say that $u$ is a weak solution of $\mathcal{L} u = f + D_a g_a$ in $U$ if $u \in \mathcal{Y}_2(U)^m$ and satisfies

$$- \int_U u \phi' + \int_U A_{ij} D_i u D_j \phi' = \int_U f \phi', \quad \forall \phi \in C^\infty_0(U)^m.$$

Similarly, we say that $u$ is a weak solution of $\mathcal{L}^\dagger u = f + D_a g_a$ in $U$ if $u \in \mathcal{Y}_2(U)^m$ and satisfies

$$(2.3) \quad \int_U u \phi' + \int_U A_{ij} D_i \phi D_j \phi' = \int_U f \phi', \quad \forall \phi \in C^\infty_0(U)^m.$$

2.4. **Green’s matrix.** Let $U = \mathbb{R} \times \Omega$ be a cylindrical domain, where $\Omega$ is an open connected set in $\mathbb{R}^n$. We say that an $m \times m$ matrix valued function $\mathcal{G}(X, Y) = \mathcal{G}(t, x, s, y)$, with entries $G_{ij}(X, Y)$ defined on the set $\{(X, Y) \in U \times U : X \neq Y\}$, is Green’s matrix of $\mathcal{L}$ in $U$ if it satisfies the following properties:

i) $\mathcal{G}(\cdot, Y) \in \mathcal{H}^{0,1}_{1,loc}(U)$ and $\mathcal{L} \mathcal{G}\mathcal{G}(\cdot, Y) = \delta_Y I$ for all $Y \in U$, in the sense that

$$\int_U \left( -G_{ik}(\cdot, Y) \phi_i' + A_{ij} D_i G_{jk}(\cdot, Y) D_j \phi' \right) = \phi^i(Y), \quad \forall \phi \in C^\infty_0(U)^m.$$

ii) $\mathcal{G}(\cdot, Y) \in \mathcal{Y}^{0,1}_2(U \setminus Q_r(Y))$ for all $Y \in U$ and $r > 0$ and $\mathcal{G}(\cdot, Y)$ vanishes on $\partial_r U$.

iii) For any $f = (f^1, \ldots, f^m)^T \in \mathcal{H}^{0,1}_2(U)$, the function $u$ given by

$$u(X) := \int_\Omega \mathcal{G}(Y, X) f(Y) dY$$

belongs to $\mathcal{Y}^{0,1}_2(U)$ and satisfies $\mathcal{L}^\dagger u = f$ in the sense of (2.3).

We note that part iii) of the above definition gives the uniqueness of a Green’s matrix; see [8]. We shall hereafter say that $\mathcal{G}(X, Y)$ is “the” Green’s matrix of $\mathcal{L}$ in $U = \mathbb{R} \times \Omega$ if it satisfies all the above properties.
3. Main results

The following condition (LB) shall be used to obtain the global Gaussian estimates for the Green’s matrix \( \mathcal{G}(X, Y) = \mathcal{G}(t, x, s, y) \) of \( \mathcal{L} \) in \( \mathcal{U} = \mathbb{R} \times \Omega \). See Theorem 3.1 below.

**Condition (LB).** There exist \( R_{\text{max}} \in (0, \infty) \) and \( N_0 > 0 \) so that for all \( X \in \mathcal{U} \) and \( 0 < R < R_{\text{max}} \), the following holds.

i) If \( u \) is a weak solution of \( \mathcal{L}u = 0 \) in \( \mathcal{U}_R(X) \) vanishing on \( \mathcal{S}_R(X) \), then we have

\[
|u|_{L^\infty(\mathcal{U}_R(X))} \leq N_0 R^{-(2+n)/2} |u|_{L^2(\mathcal{U}_R(X))}.
\]

ii) If \( u \) is a weak solution of \( \mathcal{L}u = 0 \) in \( \mathcal{U}_R^+(X) \) vanishing on \( \mathcal{S}_R^+(X) \), then we have

\[
|u|_{L^\infty(\mathcal{U}_R^+(X))} \leq N_0 R^{-(2+n)/2} |u|_{L^2(\mathcal{U}_R^+(X))}.
\]

The following condition (IH) means, loosely speaking, that weak solutions of \( \mathcal{L}u = 0 \) and \( \mathcal{L}u = 0 \) enjoy interior Hölder continuity estimates with exponent \( \mu_0 \). It is not hard to see that this condition is equivalent to saying that the operator \( \mathcal{L} \) and its adjoint \( \mathcal{L}^* \) satisfy the property (PH) in [8]; see Lemma 8.2 for the proof.

**Condition (IH).** There exist \( \mu_0 \in (0, 1], R_c \in (0, \infty], \) and \( C_0 > 0 \) so that for all \( X \in \mathcal{U} \) and \( 0 < R < R_c \), the following holds.

i) If \( u \) is a weak solution of \( \mathcal{L}u = 0 \) in \( \mathcal{Q}_R(X) \), then we have

\[
[u]_{u/2, \mathcal{Q}_R(X)} \leq C_0 R^{-\mu_0} \left( \int_{\mathcal{Q}_R(X)} |u|^2 \right)^{1/2}.
\]

ii) If \( u \) is a weak solution of \( \mathcal{L}^*u = 0 \) in \( \mathcal{Q}_R^+(X) \), then we have

\[
[u]_{u/2, \mathcal{Q}_R^+(X)} \leq C_0 R^{-\mu_0} \left( \int_{\mathcal{Q}_R^+(X)} |u|^2 \right)^{1/2}.
\]

**Theorem 3.1.** Let \( \mathcal{U} = \mathbb{R} \times \Omega \) and assume the conditions (IH) and (LB). Then the Green’s matrix \( \mathcal{G}(X, Y) \) of \( \mathcal{L} \) in \( \mathcal{U} \) exists and for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we have

\[
|\mathcal{G}(t, x, s, y)| \leq C_{X(0,\infty)}(t-s) \cdot \left( (t-s) \wedge R_{\text{max}}^2 \right)^{-n/2} \exp \left\{ -\kappa |x-y|^2 / (t-s) \right\},
\]

where \( C = C(n, m, \nu, N_0) \) and \( \kappa = \kappa(\nu) \).

The following theorem says that the converse of Theorem 3.1 is also true.

**Theorem 3.3.** Assume the condition (IH). Let \( \mathcal{G}(X, Y) \) be the Green’s matrix of \( \mathcal{L} \) in \( \mathcal{U} = \mathbb{R} \times \Omega \). Suppose there exist \( R_{\text{max}} \in (0, \infty) \) and positive constants \( C_0 \) and \( \kappa \) such that for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we have

\[
|\mathcal{G}(t, x, s, y)| \leq C_{X(0,\infty)}(t-s) \cdot \left( (t-s) \wedge R_{\text{max}}^2 \right)^{-n/2} \exp \left\{ -\kappa |x-y|^2 / (t-s) \right\}.
\]

Then the condition (LB) is satisfied with the same \( R_{\text{max}} \) and \( N_0 = N_0(n, m, \nu, C_0, \kappa) \).

The following condition (LH) means, loosely speaking, that weak solutions of \( \mathcal{L}u = 0 \) and \( \mathcal{L}u = 0 \) vanishing on a relatively open subset \( \mathcal{S} \) of \( \partial \mathcal{U} \) are locally Hölder continuous up to \( \mathcal{S} \) with exponent \( \mu_0 \).

**Condition (LH).** There exist \( \mu_0 \in (0, 1], R_{\text{max}} \in (0, \infty) \), and \( N_1 > 0 \) so that for all \( X \in \mathcal{U} \) and \( 0 < R < R_{\text{max}} \), the following holds.
i) If \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}_R^-(X) \) vanishing on \( S_R^- \), then we have

\[
\l| \tilde{u}_{1/2,m} \r|_{Q_{\rho(R)}(X)} \leq N_1 R^{-\mu_0} \left( \int_{Q_{\rho(R)}(X)} |\tilde{u}|^2 \right)^{1/2} \Rightarrow \tilde{u} = \chi_{\mathcal{U}_R^-}(X) u.
\]

ii) If \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}_R^+(X) \) vanishing on \( S_R^+ \), then we have

\[
\l| \tilde{u}_{1/2,m} \r|_{Q_{\rho(R)}(X)} \leq N_1 R^{-\mu_0} \left( \int_{Q_{\rho(R)}(X)} |\tilde{u}|^2 \right)^{1/2} \Rightarrow \tilde{u} = \chi_{\mathcal{U}_R^+}(X) u.
\]

**Remark 3.5.** In the above condition (LH), the constant \( R_{\max} \) is interchangeable with \( c \cdot R_{\max} \) for any fixed \( c \in (0, \infty) \), possibly at the cost of increasing the constant \( N_1 \).

It is not hard to see that (LH) implies (LB); see Lemma 3.4 in Appendix. Also, it is obvious that (LH) implies (IH). Therefore if \( \mathcal{U} = \mathbb{R} \times \Omega \) and (LH) is satisfied, then by Theorem 3.1 the Green’s matrix \( G(X, Y) \) of \( \mathcal{L} \) in \( \mathcal{U} \) exists and satisfies the estimate (3.2). The following theorem says that in fact, in such a case, a better bound for the Green’s matrix \( G(X, Y) \) is available near the boundary \( \partial \mathcal{U} = \mathbb{R} \times \partial \Omega \).

**Theorem 3.6.** Let \( \mathcal{U} = \mathbb{R} \times \Omega \) and assume the condition (LH). Let \( G(X, Y) \) be the Green’s matrix of \( \mathcal{L} \) in \( \mathcal{U} \) and denote

\[
\delta(X, Y) = \left( 1 \wedge \frac{dx}{R_{\max} \wedge |X-Y|_p} \right) \left( 1 \wedge \frac{dy}{R_{\max} \wedge |X-Y|_p} \right).
\]

Then for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we have

\[
|G(t, x, s, y)| \leq C_{X(0,\infty)}(t-s) \cdot \delta(X, Y) \left( (t-s) \wedge R_{\max}^2 \right)^{-n/2} \exp \left( -\kappa \frac{|x-y|^2}{t-s} \right),
\]

where \( C = C(n, m, \nu, \nu_0, N_1) \) and \( \kappa = \kappa(\nu) \).

**Remark 3.9.** Suppose the operator \( \mathcal{L} \) satisfies the following property, which we shall refer to as the condition (LH’): There exist \( \mu_0 \in (0, 1] \), \( R_{\max} \in (0, \infty) \), and \( C_0 > 0 \) such that for all \( X \in \mathcal{U} \) and \( 0 < R < R_{\max} \), the following holds:

i) If \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}_R^-(X) \) vanishing on \( S_R^- \), then we have

\[
\int_{\mathcal{U}_R^-} |Du|^2 \leq C_0 \left( \frac{\rho}{r} \right)^{n+2\mu_0} \int_{\mathcal{U}_R^-} |Du|^2, \quad 0 < \rho < r \leq R.
\]

ii) If \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}_R^+(X) \) vanishing on \( S_R^+ \), then we have

\[
\int_{\mathcal{U}_R^+} |Du|^2 \leq C_0 \left( \frac{\rho}{r} \right)^{n+2\mu_0} \int_{\mathcal{U}_R^+} |Du|^2, \quad 0 < \rho < r \leq R.
\]

Then, the condition (LH) is satisfied with \( N_1 = N_1(n, m, \nu, \nu_0, C_0) \) and the same \( \mu_0 \) and \( R_{\max} \); see Lemma 3.4 in Appendix. The condition (LH’) is reminiscent of the “Dirichlet property (D)”, which Auscher and Tchamitchian introduced in [5] in connection with the Gaussian estimates for the heat kernel of elliptic operators with complex coefficients. We note that the condition (LH) is weaker than condition (LH’) in general.

**Remark 3.10.** It is clear that the estimate (1.4) in the introduction follow from Theorem 3.1. Also, we note that the estimate (1.5) in the introduction follows from Theorem 3.6 if \( \Omega \) is bounded or \( R_{\max} = \infty \); see Section 4 and Section 7 for further discussion.
4. SOME APPLICATIONS OF MAIN RESULTS

4.1. Scalar case. Let Ω be an arbitrary open connected set in \( \mathbb{R}^n \) and \( \mathcal{U} = \mathbb{R} \times \Omega \). In the scalar case (i.e., \( m = 1 \)), both conditions (LB) and (IH) are satisfied with \( R_{\max} = \infty \) and \( N_0 = N_0(n, \nu) \); see e.g., [28, 30]. Also, in the scalar case, the Green’s matrix becomes a nonnegative scalar function. Therefore, the following corollary is an immediate consequence of Theorem 3.1.

**Corollary 4.1.** Let \( \mathcal{U} = \mathbb{R} \times \Omega \). If \( m = 1 \), then the Green’s function \( G(X, Y) \) of \( \mathcal{L} \) in \( \mathcal{U} \) exists and for \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we have

\[
G(t, x, s, y) \leq C \chi_{(0, \infty)}(t-s) \cdot (t-s)^{-n/2} \exp\left\{ -\kappa |x-y|^2/(t-s) \right\},
\]

where \( C = C(n, \nu) \) and \( \kappa = \kappa(\nu) \) are universal constants independent of \( \Omega \).

**Remark 4.3.** Corollary 4.1 is widely known and originally due to Aronson [1].

Moreover, in the scalar case, the condition (LH) is satisfied if the base \( \Omega \) satisfies the condition (S), the definition of which is given below. In fact, if \( \mathcal{L} \) is a small \( L^\infty \)-perturbation of a diagonal system, then the condition (LH) is satisfied whenever the base \( \Omega \) satisfies the condition (S); see (4.2) and Lemma 8.9 below.

**Condition (S).** There exist \( \theta > 0 \) and \( R_0 \in (0, \infty] \) such that

\[
|B_p(x) \setminus \Omega| \geq \theta |B_p(x)|, \quad \forall X \in \partial \Omega, \quad \forall \Omega < R_0.
\]

The following corollary is then an easy consequence of Theorem 3.6 and Corollary 4.1.

**Corollary 4.4.** Let \( \mathcal{U} = \mathbb{R} \times \Omega \), where \( \Omega \) satisfies the condition (S). If \( m = 1 \), then the Green’s function \( G(X, Y) \) of \( \mathcal{L} \) in \( \mathcal{U} \) exists and satisfies the estimate (4.4). Denote

\[
\delta(X, Y) = \left( 1 \wedge \frac{d_X}{R_0 \wedge |X-Y|_p} \right) \left( 1 \wedge \frac{d_Y}{R_0 \wedge |X-Y|_p} \right).
\]

Then for \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we also have

\[
G(t, x, s, y) \leq C \chi_{(0, \infty)}(t-s) \cdot \delta(X, Y)^{\mu_0} \left( (t-s) \wedge R_0^2 \right)^{-n/2} \exp\left\{ -\kappa \frac{|x-y|^2}{t-s} \right\},
\]

where \( C = C(n, \nu, \theta, \mu_0) \), \( \mu_0 = \mu_0(n, \nu, \theta) \), and \( \kappa = \kappa(\nu) \).

**Example 4.5.** \( \mathbb{R}^n_+ \) satisfies the condition (S) with \( \theta = 1/2 \) and \( R_0 = \infty \). Then we have

\[
\delta(X, Y) = \left( 1 \wedge \frac{d_X}{|X-Y|_p} \right) \left( 1 \wedge \frac{d_Y}{|X-Y|_p} \right) \quad \text{in} \quad \mathcal{U} = \mathbb{R} \times \mathbb{R}^n_+,
\]

and by Corollary 4.4 for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \), we have

\[
G(t, x, s, y) \leq C \chi_{(0, \infty)}(t-s) \cdot \delta(X, Y)^{\mu_0} (t-s)^{-n/2} \exp\left\{ -\kappa \frac{|x-y|^2}{t-s} \right\},
\]

where \( C = C(n, \nu, \mu_0 = \mu_0(n, \nu), \kappa = \kappa(\nu) \).

**Remark 4.6.** In Corollary 4.4 one can allow for lower order terms in \( \mathcal{L} \); c.f. Corollary 4.14 below.
4.2. \(L^\infty\)-perturbation of diagonal systems. Let \(a^{(j)}(X)\) be scalar functions satisfying

\[
a^{(j)}(X)\xi_\alpha\xi_\alpha \geq v_0 |\xi|^2, \quad \forall \xi \in \mathbb{R}^n; \quad \sum_{\alpha, \beta=1}^n |a^{(j)}(X)|^2 \leq v_0^2,
\]

for all \(X \in \mathbb{R}^{n+1}\) with some constant \(v_0 \in (0, 1]\). Let \(\mathcal{U} = \mathbb{R} \times \Omega\) with the base \(\Omega \subset \mathbb{R}^n\) satisfying the condition (S). Let \(A^{(j)}_{ij}\) be the coefficients of the operator \(\mathcal{L}\). We denote

\[
\delta_{ij} = \sup_{X \in \mathbb{R}^{n+1}} \left\{ \sum_{\alpha, \beta=1}^n n |A^{(j)}_{ij}(X) - a^{(j)}(X)\delta_{ij}|^2 \right\}^{1/2},
\]

where \(\delta_{ij}\) is the usual Kronecker delta symbol.

By Lemma 8.9, there exists \(\delta_0 = \delta_0(n, v_0)\) such that if \(\delta \leq \delta_0\), then the condition (LH) is satisfied with \(\mu_0 = \mu_0(n, \theta, R_{\max} = R_\alpha\), and \(N_1 = N_1(n, m, \nu, 0)\). Therefore, the following corollary is another easy consequence of Theorem 3.6.

**Corollary 4.9.** Assume that \(a^{(j)}(X)\) satisfy the condition (4.7). Let \(\mathcal{U} = \mathbb{R} \times \Omega\) where \(\Omega\) satisfies the condition (S), and define \(\delta(X, Y)\) as in (3.7) with \(R_{\max} = R_\alpha\). Let \(\delta\) be defined as in (4.8), where \(A^{(j)}_{ij}(X)\) are the coefficients of the operator \(\mathcal{L}\). There exists \(\delta_0 = \delta_0(n, v_0, \theta)\) such that if \(\delta < \delta_0\), then the Green’s matrix \(\mathcal{G}(X, Y)\) of \(\mathcal{L}\) in \(\mathcal{U}\) exists and for all \(X, Y \in \mathcal{U}\) with \(X \neq Y\), we have

\[
|\mathcal{G}(t, x, s, y)| \leq C_{\chi(0, \infty)}(t - s) \cdot \delta(X, Y)^{\mu_0} \left\{ (t - s) \wedge R_\alpha \right\}^{-n/2} \exp \left\{ -\kappa \frac{|x - y|^2}{t - s} \right\},
\]

where \(C, \mu_0, \) and \(\kappa\) are constants depending on \(n, m, \nu_0, \) and \(\theta\).

**Example 4.10.** Let \(\Omega = \{ x \in \mathbb{R}^n : x_n > \varphi(x') \}\), where \(x = (x', x_n)\) and \(\varphi : \mathbb{R}^{n-1} \to \mathbb{R}\) is a Lipschitz function with a Lipschitz constant \(K\). Then \(\Omega\) satisfies the condition (S) with \(\theta = \theta(n, K)\) and \(R_\alpha = \infty\) and we have

\[
\delta(X, Y) = \left( 1 \wedge \frac{d_x}{|X - Y|_p} \right) \left( 1 \wedge \frac{d_y}{|X - Y|_p} \right) \quad \text{in} \quad \mathcal{U} = \mathbb{R} \times \Omega.
\]

If \(\mathcal{L}\) is a small \(L^\infty\)-perturbation of a diagonal system in the sense of Corollary 4.9, then the Green’s matrix \(\mathcal{G}(t, x, s, y)\) of \(\mathcal{L}\) in \(\mathcal{U}\) exists, and for all \(X, Y \in \mathcal{U}\) with \(X \neq Y\), we have

\[
|\mathcal{G}(t, x, s, y)| \leq C_{\chi(0, \infty)}(t - s) \cdot \delta(X, Y)^{\mu_0} \left\{ (t - s) \wedge R_\alpha \right\}^{-n/2} \exp \left\{ -\kappa \frac{|x - y|^2}{t - s} \right\},
\]

where \(C, \mu_0, \) and \(\kappa\) are constants depending on \(n, m, \nu_0, \) and \(K\).

4.3. Systems with VMO\(_x\) coefficients. For a measurable function \(f = f(X) = f(t, x)\) defined on \(\mathbb{R}^{n+1}\), we set for \(\rho > 0\)

\[
\omega_\rho(f) := \sup_{X \in \mathbb{R}^{n+1}} \sup_{r < \rho} \int_{t - r^2}^{t + r^2} \int_{B_r(x)} \left| f(y, s) - \bar{f}_{\rho, r}(x) \right| dy ds; \quad \bar{f}_{\rho, r}(x) = \int_{B_r(x)} f(s, \cdot) ds.
\]

We say that \(f\) belongs to VMO\(_x\) if \(\lim_{\rho \to 0} \omega_\rho(f) = 0\). Note that VMO\(_x\) is a strictly larger class than the classical VMO space. In particular, VMO\(_x\) contains all functions uniformly continuous in \(x\) and measurable in \(t\); see [26].

If \(\mathcal{U} = \mathbb{R} \times \Omega\), where the base \(\Omega\) is a bounded \(C^1\) domain and if the coefficients \(A^{(j)}\) of the operator \(\mathcal{L}\) are functions in VMO\(_x\) satisfying the conditions (1.2) and (1.3), then the condition (LH) is satisfied with parameters \(\mu_0, N_1, \) and \(R_{\max}\) depending on \(\Omega\) and \(\omega_\rho(A^{(j)})\) as well as on \(n, m, \nu\). Therefore, we have the following corollary of Theorem 3.6.
Remark 4.15. Let \( \mathcal{U} = \mathbb{R} \times \Omega \), where \( \Omega \) is a bounded \( C^1 \) domain. Assume that the coefficients \( A^{\alpha\beta} \) of \( \mathcal{L} \) belong to \( \text{VMO}_x \) and satisfy the conditions \([12]\) and \([13]\). Then, the Green’s matrix \( G(X,Y) \) of \( \mathcal{L} \) in \( \mathcal{U} \) exists and for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \) and for all \( \mu_0 \in (0,1) \), we have

\[
|G(t,x,s,y)| \leq C_{X(0,\infty)} (t-s) \cdot \delta(X,Y)^{\mu_0} \left( (t-s) \wedge R_{\text{max}}^2 \right)^{-\eta/2} \exp \left( -\kappa \frac{|x-y|^2}{t-s} \right),
\]

where \( \delta(X,Y) \) is defined as in \((3.7)\), and \( R_{\text{max}}, C, \) and \( \kappa \) are positive constants depending on \( \Omega \) and \( \omega_{\nu}(A^{\alpha\beta}) \) as well as on \( n, m, \nu, \) and \( \mu_0 \).

In the above corollary, one may assume that \( A^{\alpha\beta} \) satisfy the weaker Legendre-Hadamard condition and may even include lower order terms in the operator. More precisely, let

\[(4.12)\]

\[
\mathcal{L}_\lambda u = u_1 - D_\alpha(A^{\alpha\beta} D_\beta u) + D_\alpha(B^{\alpha\beta} u) + B^{\alpha\beta} D_\beta u + Cu + \lambda u,
\]

where \( A^{\alpha\beta}, B^{\alpha\beta}, C, \) and \( \lambda \) are \( m \times m \) matrix valued functions on \( \mathbb{R}^{n+1} \) satisfying

\[(4.13)\]

\[
\begin{align*}
A^{\alpha\beta}(X)\xi^\alpha \eta_\beta &\geq \gamma \xi^2 \eta^2; & \forall \xi \in \mathbb{R}^n, \forall \eta \in \mathbb{R}^n, \forall X \in \mathbb{R}^{n+1};& \\
\sum_{\alpha, \beta=1}^n \|A^{\alpha\beta}\|^2_{L^\infty} &\leq \nu^{-2}; & \forall \alpha, \beta = 1, \ldots, n; \\
\sum_{\alpha=1}^n \left( \|B^{\alpha\beta}\|^2_{L^\infty} + \|B^{\alpha\beta} \|^2_{L^\infty} + \|C\|^2_{L^\infty} \right) &\leq \nu^{-2},
\end{align*}
\]

for some constant \( \nu \in (0,1) \), and \( \lambda \) is a scalar constant.

Corollary 4.14. Assume \( \mathcal{U} = \mathbb{R} \times \Omega \), where \( \Omega \) is a bounded \( C^1 \) domain. Let the operator \( \mathcal{L}_\lambda \) be as in \((4.12)\) with coefficients satisfying the condition \((4.13)\). We assume further that the leading coefficients \( A^{\alpha\beta} \) belong to \( \text{VMO}_x \). There exists \( \lambda_0 \geq 0 \) such that if \( \lambda > \lambda_0 \), then the Green’s matrix \( G(X,Y) \) of \( \mathcal{L}_\lambda \) in \( \mathcal{U} \) exists and for all \( X, Y \in \mathcal{U} \) with \( X \neq Y \) and for all \( \mu_0 \in (0,1) \), we have

\[
|G(t,x,s,y)| \leq C_{X(0,\infty)} (t-s) \cdot \delta(X,Y)^{\mu_0} \left( (t-s) \wedge R_{\text{max}}^2 \right)^{-\eta/2} \exp \left( -\kappa \frac{|x-y|^2}{t-s} \right),
\]

where \( \delta(X,Y) \) is defined as in \((3.7)\), and \( R_{\text{max}}, C, \) and \( \kappa \) are positive constants depending on \( \Omega \), \( \omega_{\nu}(A^{\alpha\beta}) \), and \( \lambda \) as well as on \( n, m, \nu, \) and \( \mu_0 \).

We give a sketch of proof for Corollary 4.14. First we note that for sufficiently large \( \lambda \), one has the solvability of the following problem in the function space \( \gamma^{2,0,1}_2((s, \infty) \times \Omega)^m \):

\[
\begin{align*}
\mathcal{L}_\lambda u &= f \\
u(s, \cdot) &= 0,
\end{align*}
\]

where \( f \in L^\infty_c(\mathcal{U}) \). In particular, one can construct the averaged Green’s matrix \( G'(X,Y) \) of \( \mathcal{L}_\lambda \) in \( \mathcal{U} \) by following the argument in \([8\) §4]. We also note that the condition \((\text{LH})\) is satisfied in this case; see e.g., \([11]\). Then by modifying the proofs of Theorem 3.4 and 3.6, one can prove the above corollary. The details are left the reader.

Remark 4.15. In Corollary 4.11 and Corollary 4.14, the conditions of \( \Omega \) and \( A^{\alpha\beta} \) can be relaxed. We may assume that \( \Omega \) is a bounded Lipschitz domain with a sufficiently small Lipschitz constant, and \( \omega_{\nu}(A^{\alpha\beta}) \) is also sufficiently small for some \( \rho > 0 \); see e.g., \([11]\).
5. Proofs of Main Theorems

5.1. Proof of Theorem 3.1 By Lemma 8.2 and [8, Theorem 2.7], the condition (IH) implies the existence of the Green’s matrix \(G(X, Y)\) of \(\mathcal{L}^0\) in \(\mathcal{U}\). In fact, we point out that in the proof of [8, Theorem 2.7], one can completely replace the property (PH) by the condition (IH), the latter of which is weaker. This observation is useful because in the presence of lower order terms in the operator \(\mathcal{L}\), the property (PH) does not follow from the condition (IH). Notice from [8, Theorem 2.7] that we have

\[
G(t, x, y) = 0 \quad \text{if } t < s.
\]

Therefore, to prove estimate (3.2), we only need to consider the case when \(t > s\). To derive the estimate (3.2), we modify the proof in [8, §5.1], which was based on that in [22]. We mention that the method in [22] was in turn based on the ideas appeared in [9] and [15].

Let \(\psi\) be a bounded Lipschitz function on \(\mathbb{R}^\alpha\) satisfying \(|D\psi| \leq \gamma \, \text{a.e.}\) for some \(\gamma > 0\) to be chosen later. For \(t > s\), we define an operator \(P^\phi_{s \to t}\) on \(L^2(\Omega)^m\) as follows: For a given \(f \in L^2(\Omega)^m\), let \(u\) be the unique weak solution in \(W_0^{2,1}((s, \infty) \times \Omega)^m\) of the problem (see [8, Lemma 2.1])

\[
\left\{ \begin{array}{l}
\mathcal{L} u = 0, \\
u(s, \cdot) = e^{\psi t} f
\end{array} \right.
\]

and define \(P^\phi_{s \to t} f(x) := e^{\psi t} u(x, t)\). Then, by [8, Theorem 2.7], we find

\[
P^\phi_{s \to t} f(x) = e^{\psi t} \int_\Omega G(t, x, s, y)e^{-\psi s} f(y) \, dy, \quad \forall f \in L^2(\Omega)^m.
\]

Then, as in [8, §5.1], we derive

\[
\|P^\phi_{s \to t} f\|_{L^2(\Omega)} \leq e^{\theta(t-s)} \|f\|_{L^2(\Omega)}, \quad \forall t > s,
\]

where \(\theta = \gamma^{-2}\). We set \(\rho = \sqrt{t-s} \wedge R_{\text{max}}\) and use the condition (LB) to estimate

\[
e^{-2\phi(t)} \|P^\phi_{s \to t} f(x)\|^2 \leq \|u(t, x)\|^2 \leq N_0^2 e^{-2\phi(t)} \int_{t-r^2}^t \int_{\Omega_p(x)} |u(\tau, y)|^2 \, dy \, d\tau
\]

\[
\leq N_0^2 e^{-2\phi(t)} \int_{t-r^2}^t \int_{\Omega_p(x)} e^{-2\phi(t)} |P^\phi_{s \to t} f(y)|^2 \, dy \, d\tau,
\]

where \(\Omega_p(x) := \Omega \cap B_p(x)\). Thus, by using (5.3), we derive

\[
\|P^\phi_{s \to t} f\|^2 \leq N_0^2 e^{-2\phi(t)} \int_{t-r^2}^t \int_{\Omega_p(x)} e^{2\phi(t)} |P^\phi_{s \to t} f(y)|^2 \, dy \, d\tau
\]

\[
\leq N_0^2 e^{-2\phi(t)} \int_{t-r^2}^t \int_{\Omega_p(x)} e^{2\phi(t)} |P^\phi_{s \to t} f(y)|^2 \, dy \, d\tau
\]

\[
\leq N_0^2 e^{-2\phi(t)} \int_{t-r^2}^t \int_{\Omega_p(x)} e^{2\phi(t)} |f|_{L^2(\Omega)}^2 \, d\tau
\]

\[
\leq N_0^2 e^{2\phi(t)} |f|_{L^2(\Omega)}^2.
\]

We have thus obtained the following \(L^2 \to L^\infty\) estimate for \(P^\phi_{s \to t} f\):

\[
\|P^\phi_{s \to t} f\|_{L^\infty(\Omega)} \leq N_0^2 e^{-\phi(t)} |f|_{L^2(\Omega)}.
\]
We also define the operator \( Q^\phi_{s,t} \) on \( L^2(\Omega)^m \) for \( s < t \) by setting \( Q^\phi_{s,t} g(y) = e^{-\phi(y)} v(s,y) \), where \( v \) is the unique weak solution in \( \mathcal{V}_2^0((-\infty,t) \times \Omega)^m \) of the backward problem

\[
\begin{cases}
\mathcal{L} v = 0, \\
v(t,\cdot) = e^\phi g.
\end{cases}
\]  

By a similar calculation that leads to (5.4), we obtain

\[
\| Q^\phi_{t-r} g \|_{L^p(\Omega)} \leq N \| \phi^{n/2} e^{\gamma(t-s)} \|_{L^q(\Omega)},
\]  

Notice that it follows from (5.1) and (5.5) that

\[
\int_\Omega (P^\phi_{s-r} f) \cdot g = \int_\Omega f \cdot (Q^\phi_{t-r} g).
\]  

Therefore, by duality, (5.6) implies that for all \( f, g \in L^\infty_c(\Omega)^m \), we have

\[
\| P^\phi_{s-r} f \|_{L^2(\Omega)} \leq N \| \phi^{n/2} e^{\gamma(t-s)} \|_{L^q(\Omega)},
\]

Now, set \( r = (s + t)/2 \) and observe that by the uniqueness, we have

\[
P^\phi_{s-r} f = P^\phi_{s-r} (P^\phi_{s-r} f), \quad \forall f \in L^\infty_c(\Omega)^m.
\]

Then, by noting that \( t - r = r - s = (t-s)/2 \) and \( \rho/\sqrt{2} \leq \sqrt{t-r} \wedge R_{max} \leq \rho \), we obtain from (5.4) and (5.7) that

\[
\| P^\phi_{s-r} f \|_{L^2(\Omega)} \leq C \rho^{-n} e^{2\gamma(t-s)} \| f \|_{L^2(\Omega)}, \quad \forall f \in L^\infty_c(\Omega)^m,
\]

where \( C = 2^{n/2} N_0^2 \). For all \( x, y \in \Omega \) with \( x \neq y \), the above estimate combined with (5.2) yields, by duality, that

\[
e^{\phi(x) - \phi(y)} \| \mathcal{G}(t,x,s,y) \| \leq C \rho^{-n} e^{2\gamma(t-s)}.
\]

Let \( \psi(z) := \gamma \psi_0(|z - y|) \), where \( \psi_0 \) is defined on \( [0, \infty) \) by

\[
\psi_0(r) = \begin{cases} r & \text{if } r \leq |x - y| \\ |x - y| & \text{if } r > |x - y|. \end{cases}
\]

Then, \( \psi \) is a bounded Lipschitz function satisfying \( |D\psi| \leq \gamma \) a.e. Take \( \gamma = |x - y|/2\theta(t-s) \) and set \( \xi := |x - y|/\sqrt{t-s} \). By (5.8) and the obvious inequality \( \rho/\sqrt{t-s} \leq 1 \), we have

\[
\| \mathcal{G}(t,x,s,y) \| \leq C \rho^{-n} \exp(\xi/\theta - \xi^2/4\theta).
\]

Let \( N = N(\theta) = N(\psi) \) be chosen so that

\[
\exp(\xi/\theta - \xi^2/4\theta) \leq N \exp(-\xi^2/8\theta), \quad \forall \xi \in [0, \infty).
\]

If we set \( \kappa = 1/8\theta = \nu^2/8 \), then we obtain

\[
\| \mathcal{G}(t,x,s,y) \| \leq C \rho^{-n} \exp\left(-\kappa |x - y|^2/(t-s)\right).
\]

where \( C = C(n, m, \nu, N_0) > 0 \). We have thus proved the estimate (5.2). \( \blacksquare \)
5.2. **Proof of Theorem 3.3** As mentioned in the proof of Theorem 3.1, the condition (IH) implies the existence of the Green’s matrix \( G(X, Y) \) of \( L \) in \( U \). Moreover, the Green’s matrix \( \mathcal{G}(X, Y) \) of \( \mathcal{L} \) in \( U \) also exists and we have the following identity:

\[
\mathcal{G}(X, Y) = \mathcal{G}(Y, X)^T, \quad \forall X, Y \in U, \quad X \neq Y.
\]

With aid of the above observation, we shall prove below that (3.4) implies part ii) in the condition (LB). Thanks to (5.9), the proof that (3.4) implies part i) in (LB) is similar and shall be omitted. Notice that (3.4) implies, via straightforward computation, that

\[
|\mathcal{G}(X, Y)| \leq C|X - Y|^n, \quad \text{if } 0 < |t - s| < R_{\max}^2,
\]

where \( C = C(n, m, \nu, C_0, \kappa) \). Then, by the energy inequality (see [8, Eq. (3.21)]) and (2.2), and observing the obvious fact that \( R_{\max}/2 \) and \( R_{\max} \) are comparable to each other in the case when \( R_{\max} < \infty \), we obtain

\[
\| \mathcal{G}(\cdot, Y) \|_{L^2(V(U, Y))} + \| \mathcal{G}(\cdot, Y) \|_{W^{1,2}(V(U, Y))} \leq C r^{-n/2}, \quad \forall r \in (0, R_{\max}),
\]

where \( C = C(n, m, \nu, C_0, \kappa) \).

Let \( X \in U \) and \( R \in (0, R_{\max}) \) be given. Without loss of generality, we may assume \( X = 0 \) and for simplicity of notation, we shall write \( U_R = U_R(0) \), etc.

Assume that \( u \) is a weak solution of \( \mathcal{L}u = 0 \) in \( U_R^+ \) vanishing on \( S_R^- \). Let \( w = \xi u \), where \( \xi \) is a smooth cut-off function on \( \mathbb{R}^{n+1} \) satisfying

\[
0 \leq \xi \leq 1, \quad \text{supp} \, \xi \subset Q_{R/2}, \quad \xi \equiv 1 \text{ on } Q_{3R/8}, \quad |D\xi| \leq 16/R, \quad \text{and } |\xi| \leq 16/R^2.
\]

Then \( w \) is a weak solution of

\[
\mathcal{L}w = -\xi u - \mathcal{A}^{\alpha \beta} D_\alpha \xi D_\beta u - D_\alpha (\mathcal{A}^{\alpha \beta} D_\beta \xi u)
\]

in \( U^+ := \mathbb{R}_+ \times \Omega \). Notice that \( w \) vanishes on \( \mathbb{R}_+ \times \partial \Omega \) and \( w \equiv 0 \) in \( (R^2/4, \infty) \times \Omega \).

For \( Y \in U_R^+ \), let \( \rho > 0 \) be such that \( Q_\rho(Y) \subset U_R^+ \). For \( k = 1, \ldots, m \), let \( v_{\rho, k} \) be the \( k \)-th column of \( \mathcal{G}^\rho(\cdot, Y) \), where \( \mathcal{G}^\rho(\cdot, Y) \) is the averaged Green’s matrix of \( \mathcal{L} \) in \( U \) as constructed in [8, §4.1]. Then, similar to [8, Eq. (3.8)], we have

\[
\int_{\mathcal{G}^\rho(\cdot, Y)} \xi u^k = -\int_{Q_\rho(Y)} \xi u \cdot v_{\rho, k} - \int_{Q_\rho(Y)} (\mathcal{A}^{\alpha \beta} D_\alpha \xi D_\beta u) \cdot v_{\rho, k} + \int_{Q_\rho(Y)} (\mathcal{A}^{\alpha \beta} D_\beta \xi u) \cdot D_\alpha v_{\rho, k} =: I_1 + I_2 + I_3,
\]

which simply means that

\[
\int_{Q_\rho} w \cdot \mathcal{L} v_{\rho, k} = \int_{Q_\rho} \mathcal{L} w \cdot v_{\rho, k}.
\]

Notice from (5.12) that \( |Y - Z|_\rho > R/8 \) for \( Z \in U_R^+ \cap \text{supp} \, \xi \), and recall \( \mathcal{A}^{\alpha \beta} = (A^{\alpha \beta})^T \). Thus, if we set \( r = R/8 \wedge (d_Y \wedge R) \), then after interchanging indices \( \alpha \) and \( \beta \), we find that

\[
I_2 + I_3 = -\int_{U_R^+} A^{\alpha \beta} \mathcal{G}^\rho_{jk}(\cdot, Y) D_{\alpha j} u^i D_\beta \xi + \int_{U_R^+} A^{\alpha \beta} D_\rho \mathcal{G}^\rho_{jk}(\cdot, Y) u^i D_\alpha \xi.
\]

Then, in light of [8, Eq. (4.15)] and [8, Eq. (4.16)], we take limits \( \rho \) to zero in (5.13) and conclude that for a.e. \( Y \in U_R^+ \), we have

\[
u^k(Y) = -\int_{U_R^+} \xi u^i \mathcal{G}^\rho_{jk}(\cdot, Y) - \int_{U_R^+} A^{\alpha \beta} \mathcal{G}^\rho_{jk}(\cdot, Y) D_{\alpha j} u^i D_\beta \xi + \int_{U_R^+} A^{\alpha \beta} D_\rho \mathcal{G}^\rho_{jk}(\cdot, Y) u^i D_\alpha \xi =: I'_1 + I'_2 + I'_3,
\]
Proof. By (5.12), Hölder’s inequality, and (5.11), we estimate
\[ |I'_r| \leq CR^{-2} ||\mathbf{G}(\cdot, Y)||_{L^2(\partial_0(Y))} ||u||_{L^2(\Omega_0)} \leq CR^{-(n+2)/2} ||u||_{L^2(\Omega_0)}.
\]
Similarly, by (5.12) and (5.11), we obtain
\[ |I''_r| \leq CR^{-2} ||D\mathbf{G}(\cdot, Y)||_{L^2(\partial_0(Y))} ||u||_{L^2(\Omega_0)} \leq CR^{-(n+2)/2} ||u||_{L^2(\Omega_0)}.
\]
Notice that the energy inequality (see e.g., [28 §III.2]) yields
\[ ||Du||_{L^2(\Omega_0)} \leq CR^{-1} ||u||_{L^2(\Omega_0)}, \]
By (5.12), (5.10), and (5.15), we estimate
\[ |I'_r| \leq CR^{-2} ||\mathbf{G}(\cdot, Y)||_{L^2(\partial_0(Y))} ||u||_{L^2(\Omega_0)} \leq CR^{-(n+2)/2} ||u||_{L^2(\Omega_0)}.
\]
By combining above estimates for \(I'_r, I''_r,\) and \(I'_r\), we conclude from (5.14) that
\[ ||u||_{L^2(\Omega_0)} \leq CR^{-(n+2)/2} ||u||_{L^2(\Omega_0)}, \]
where \(C = C(n, m, v, C_0, \kappa).\) Since the above estimate holds for all \(X \in \mathcal{U}\) and \(R \in (0, R_{\text{max}}),\) we obtain (LB) by a standard covering argument.

5.3. Proof of Theorem 5.6

Notice that by Lemma 8.1 and Theorem 3.1, we have
\[ ||\mathbf{G}(t, s, Y)|| \leq C_0 \chi_{(0, \infty)}(t-s) \cdot \left\{ (t-s) \wedge R_{\text{max}}^2 \right\}^{-n/2} \exp \left\{ -\kappa|x-y|^2/(t-s) \right\}, \]
where \(C_0 = C_0(n, m, v, \mu_0, N_1).\) We denote
\[
\delta_1(X, Y) = \left(1 \wedge \frac{d_X}{R_{\text{max}} \wedge |X-Y|_p}\right)
\] and \(\delta_2(X, Y) = \left(1 \wedge \frac{d_Y}{R_{\text{max}} \wedge |X-Y|_p}\right)\)
so that \(\delta(X, Y) = \delta_1(X, Y) \cdot \delta_2(X, Y).\) To prove the estimate (5.13), we first claim that
\[ ||\mathbf{G}(t, s, Y)|| \leq C_0 \chi_{(0, \infty)}(t-s) \cdot \delta_1(X, Y)^\mu_1 \left( (t-s) \wedge R_{\text{max}}^2 \right)^{-n/2} \exp \left\{ -\kappa|x-y|^2/4(t-s) \right\}, \]
where \(C = C(n, m, v, \mu_0, N_1).\) The following lemma is a key to prove the above claim.

Lemma 5.18. Let \(\mathcal{U} = \mathbb{R} \times \Omega\) and assume the condition (LH). For \(R \in (0, R_{\text{max}})\) and \(X \in \mathcal{U}\) such that \(d_X < R/2,\) let \(u\) be a weak solution of \(\mathcal{L}u = 0\) in \(\mathcal{U}_R(X)\) vanishing on \(S^r\). Then, we have
\[ ||u(X)|| \leq C d_X^\mu R^{-n/2-1-\mu_0} ||u||_{L^2(\Omega_0)}(X), \]
where \(C = C(n, m, v, \mu_0, N_1).\)

Proof. By the very definition the condition (LH), we have
\[ ||u(X') - \bar{u}(X)|| \leq C ||X' - X||_p^{\mu_0} R^{-n/2-1-\mu_0} ||u||_{L^2(\Omega_0)}(X), \]
for \(r \in (d_X, R/2),\) there is \(X' \in Q_{R/2}(X) \setminus \mathcal{U}\) such that \(|X - X'|_p = r.\) By (5.20), we obtain
\[ ||u(X)|| = ||\bar{u}(X) - \bar{u}(X')|| \leq C d_X^\mu R^{-n/2-1-\mu_0} ||u||_{L^2(\Omega_0)}(X).
\]
By taking limit \(r \to d_X\) in the above inequality, we derive (5.19).

Now we are ready to prove (5.17). Take \(R = (R_{\text{max}} \wedge |X-Y|_p)/4.\) We may assume that \(d_X < R/2\) and \(r > s\) because otherwise (5.17) follows from (5.16). We then set \(u\) to be the \(k\)-th column of \(\mathbf{G}(\cdot, Y),\) for \(k = 1, \ldots, m,\) in Lemma 5.18 to obtain
\[ ||\mathbf{G}(X, Y)|| \leq C d_X^\mu R^{-n/2-1-\mu_0} ||\mathbf{G}(\cdot, Y)||_{L^2(\Omega_0)}(X), \quad R = (R_{\text{max}} \wedge |X-Y|_p)/4.
\]
Next, we consider the following three possible cases.
Case 1: \(|x - y| ≤ \sqrt{t - s} < R_{\text{max}}\). In this case \(R = \sqrt{t - s}/4 \equiv |X - Y|/4\) and thus, we get from \((5.21)\) and \((5.10)\) that
\[
|\mathcal{G}(X, Y)| ≤ Cd_x^{\mu_0} R^{-n/2 - 1 - \mu_0} \|\mathcal{G}(\cdot, Y)|_{L^2(\mathcal{U}_p(X))} ≤ Cd_x^{\mu_0} R^{-n - \mu_0},
\]
which immediately implies \((5.17)\) in this case.

Case 2: \(\sqrt{t - s} < |x - y| \land R_{\text{max}}\). In this case \(R = (|x - y| \land R_{\text{max}})/4\). We denote \(Z = (r, z)\) and claim that for all \(Z \in \mathcal{U}_{\mathcal{I}_p}(X)\), we have
\[
|\mathcal{G}(r, z, s, y)| ≤ CC_0(t - s)^{-n/2} \exp \left\{ -\kappa |x - y|^2/4(t - s) \right\},
\]
where \(C_0\) and \(\kappa\) are the same constants as in \((5.16)\) and \(C = C(n, \kappa)\). To prove the claim, first note that we may assume \(Y = 0\) without loss of generality. Then by \((5.16)\) we have
\[
|\mathcal{G}(r, z, s, y)| ≤ C_0 \chi (0, \infty)(r) \cdot r^{-n/2} e^{-\kappa |x|^2/4r},
\]
where we used \(|z| = |z - y| ≥ |x - y|/2 = |x|/2\). Let us denote
\[
g(\tau) = \chi (0, \infty)(\tau) \cdot r^{-n/2} e^{-\kappa |x|^2/4r}, \quad g_0(\tau) = \chi (0, \infty)(\tau) \cdot \tau^{-n/2} e^{-\kappa |x|^2/4r},
\]
Then the claim \((5.22)\) will follow if we show that there exists a positive number \(C = C(n, \kappa)\) such that \(g(\tau) < Cg(\tau)\) for all \(r < t < |x|^2\), which in turn will follow if we show that \(g_0(\tau_1) ≤ Cg_0(\tau_2)\) for all \(\tau_1 < \tau_2 ≤ 1\). But the latter assertion is easy to verify by an elementary analysis of the function \(g_0\).

We have thus proved \((5.22)\), which combined with \((5.21)\) yields
\[
|\mathcal{G}(X, Y)| ≤ Cd_x^{\mu_0} R^{-n/2} \exp \left\{ -\kappa |x - y|^2/4(t - s) \right\}.
\]
Therefore, we also obtain \((5.17)\) in this case.

Case 3: \(R_{\text{max}} ≤ \sqrt{t - s}\). In this case \(R = R_{\text{max}}/4\), and the desired estimate \((5.17)\) becomes
\[
|\mathcal{G}(t, x, s, y)| ≤ Cd_x(R_{\text{max}})^{\mu_0} R_{\text{max}}^{-n/2} \exp \left\{ -\kappa |x - y|^2/4(t - s) \right\}.
\]

Since \(t - s ≥ 16R^2\), for all \(Z = (r, z) \in \mathcal{U}_{\mathcal{I}_p}(X)\), we have
\[
\exp \left\{ -\kappa \frac{|z - y|^2}{r - s} \right\} ≤ \exp \left\{ -\kappa \frac{|x - y|^2/2 - |z - x|^2}{t - s} \right\} ≤ e^{\kappa/4} \exp \left\{ -\kappa \frac{|x - y|^2}{2(t - s)} \right\}.
\]
Then, from \((5.21), (5.16),\) and \((5.24)\), we obtain \((5.23)\), which implies \((5.17)\) in this case.

We have thus proved that the estimate \((5.17)\) holds in all possible cases. Finally, notice that the condition \((LH)\) is symmetric between \(\mathcal{I}\) and \(\mathcal{I}'\). Therefore, by repeating the above argument to \(\mathcal{G}(\cdot, X)\), using the identity \((5.9)\), and utilizing the estimate \((5.17)\) instead of \((5.16)\), we obtain \((5.8)\) with \(\kappa/16\) in place of \(\kappa\). The theorem is proved.

6. Green’s matrix for elliptic systems in two dimensional domains

In this section, we are concerned with the Green’s matrix for elliptic systems
\[
Lu := -D_\alpha(A^{\alpha\beta}(x)D_\beta u)
\]
in a domain \(\Omega \subset \mathbb{R}^2\). Here, \(A^{\alpha\beta} = A^{\alpha\beta}(x)\) are \(m \times m\) matrix valued functions on \(\mathbb{R}^2\) with entries \(A^{\alpha\beta}_{ij}(x)\) satisfying the strong ellipticity condition
\[
A^{\alpha\beta}_{ij}(x)\xi_i \xi_j \geq \nu|\xi|^2, \quad \forall \xi \in \mathbb{R}^m, \quad \forall x \in \mathbb{R}^2,
\]
and also the uniform boundedness condition
\[
\sum_{i,j=1}^m \sum_{\alpha,\beta=1}^2 |A^{\alpha\beta}_{ij}(x)|^2 \leq \nu^{-2}, \quad \forall x \in \mathbb{R}^2,
\]
for some constant $\nu \in (0, 1]$. We emphasize that we do not impose any other conditions on the coefficients. The adjoint operator $\mathcal{L}$ is defined by

$$
\mathcal{L}u = -D_\alpha (A^\alpha_i D_i u), \quad \text{where } A^\alpha_i = (A^\alpha_i)^T.
$$

Note that the coefficients $A_{ij}^\alpha$ of $\mathcal{L}$ satisfy the conditions (6.2), (6.3) with the same $\nu$.

Throughout this section, we shall always mean by $\mathcal{L}$ the operator $\partial_t - L$ on $\mathbb{R}^3$; i.e.,

$$
\mathcal{L}u = u_t - D_{ij}(A^{ij}(x)D_tu)
$$

for functions $u$ defined on the cylinder $\mathcal{U} = \mathbb{R} \times \Omega$. It is obvious that the operator $\mathcal{L}$ satisfies the conditions (6.2) and (6.3). Moreover, by [25, Theorem 3.3], the condition (IH) is satisfied by $\mathcal{L} = \partial_t - L$; see also [8, Corollary 2.9].

6.1. **Notation and definitions.** For $p \geq 1$ and $k$ a nonnegative integer, we denote by $W^{k,p}(\Omega)$ the usual Sobolev space; see e.g., [20]. The function space $Y_{0}^{1,2}(\Omega)$ is defined as the set of all weakly differentiable functions on $\Omega$ such that $Du \in L^{2}(\Omega)$ and $\eta u \in W_{0}^{1,2}(\Omega)$ for any $\eta \in C_0^\infty(\mathbb{R}^2)$. An open set $\Omega \subset \mathbb{R}^2$ is said to be a Green domain if

$$
\{x \in \Omega : u \in C_c^\infty(\mathbb{R}^2) \} \not\subset W_{0}^{1,2}(\Omega).
$$

We recall that if $\Omega \subset \mathbb{R}^2$ be a Green domain, then $Y_{0}^{1,2}(\Omega)$ is a Hilbert space when endowed with the inner product

$$
\langle u, v \rangle := \int_{\Omega} D_\alpha u D_\beta v.
$$

Moreover, $C_c^{\infty}(\Omega)$ is a dense subset in this Hilbert space; see e.g., [52, §1.3.4].

For a given function $f = (f^1, \ldots, f^m)^T \in L^1_{\text{loc}}(\Omega)^m$, we call $u = (u^1, \ldots, u^m)^T$ a weak solution in $Y_{0}^{1,2}(\Omega)$ of $Lu = f$ if $u \in Y_{0}^{1,2}(\Omega)$ and

$$
\int_{\Omega} A_{ij}^{\alpha} D_\alpha u^i D_\beta \phi^j = \int_{\Omega} f^j \phi^j, \quad \forall \phi \in C_c^{\infty}(\Omega)^m.
$$

(6.4)

It is routine to check that if $\Omega$ is a Green domain and $u$ is a weak solution in $Y_{0}^{1,2}(\Omega)$ of $Lu = 0$, then $u \equiv 0$. Therefore, a weak solution in $Y_{0}^{1,2}(\Omega)$ of $Lu = f$ is unique.

For a Green domain $\Omega$, we say that an $m \times m$ matrix valued function $G(x, y)$, with entries $G_{ij}(x, y)$ defined on the set $\{x, y \in \Omega \times \Omega : x \neq y\}$, is a Green’s matrix of $L$ in $\Omega$ if it satisfies the following properties:

i) $G(\cdot, y) \in W_{\text{loc}}^{1,1}(\Omega)$ and $LG(\cdot, y) = \delta_3 I$ for all $y \in \Omega$, in the sense that

$$
\int_{\Omega} A_{ij}^{\alpha} D_\alpha G_{kl}(\cdot, y) D_\beta \phi^i = \delta_{ik} \phi^l, \quad \forall \phi \in C_c^{\infty}(\Omega)^m.
$$

ii) $G(\cdot, y) \in Y_{1}^{1,2}(\Omega \setminus B_r(y))$ for all $y \in \Omega$ and $r > 0$, and $G(\cdot, y)$ vanishes on $\partial \Omega$.

iii) For any $f = (f^1, \ldots, f^m)^T \in L^2(\Omega)$, the function $u$ given by

$$
u(x) := \int_{\Omega} G(x, y) f(y) dy
$$

belongs to $Y_{0}^{1,2}(\Omega)$ and satisfies $\mathcal{L}u = f$ in the sense of (6.4).

By the remark made above, part iii) of the above definition gives the uniqueness of a Green’s matrix if $\Omega$ is a Green domain. We shall hereafter say that $G(x, y)$ is “the” Green’s matrix of $L$ in a Green domain $\Omega$ if $G(x, y)$ satisfies all the above properties. We define

$$
\rho(\Omega) := \sqrt{\text{area}}(\Omega) \wedge \ell(\Omega),
$$

where $\text{area}(\Omega)$ denotes the area of $\Omega$ and $\ell(\Omega)$ denotes the length of the boundary of $\Omega$. For a given function $f = (f^1, \ldots, f^m)^T \in L^2(\Omega)$, we call $u = (u^1, \ldots, u^m)^T$ a weak solution in $Y_{0}^{1,2}(\Omega)$ of $Lu = f$ if $u \in Y_{0}^{1,2}(\Omega)$ and

$$
\int_{\Omega} A_{ij}^{\alpha} D_\alpha u^i D_\beta \phi^j = \int_{\Omega} f^j \phi^j, \quad \forall \phi \in C_c^{\infty}(\Omega)^m.
$$

(6.4)
where $|\Omega|$ the Lebesgue measure of $\Omega$ and
\[ \ell(\Omega) := \inf\{\text{dist}(l_1, l_2) : \Omega \text{ lies between two parallel lines } l_1, l_2\}. \]

We remark that $\Omega$ is a Green domain if $\varrho(\Omega) < \infty$; see e.g., [12] Lemma 3.1.

6.2. Main result. Recall that we assume that the operator $L$ in (6.1) satisfies the conditions (6.2) and (6.3), and that $\Omega$ is an open connected set in $\mathbb{R}^2$. In the sequel, we denote $d_\Omega = \text{dist}(x, \partial \Omega)$ and $\ln t = \max(\ln t, 0)$.

**Theorem 6.5.** Assume that $\varrho = \varrho(\Omega) < \infty$.

(a) Suppose the condition (LB) is satisfied by $\mathcal{L} = \partial_t - L$ in $\mathcal{U} = \mathbb{R} \times \Omega$. Then the Green’s matrix $G(x, y)$ of $L$ in $\Omega$ exists and we have
\[ |G(x, y)| \leq C \left( \frac{\varrho}{\varrho \wedge R_{\max}} \right)^3 + C \ln \left( \frac{\varrho \wedge R_{\max}}{|x - y|} \right), \quad \forall x, y \in \Omega, \quad x \neq y, \]
where $C = C(m, \nu, N_0)$.

(b) Suppose the condition (LH) is satisfied by $\mathcal{L} = \partial_t - L$ in $\mathcal{U} = \mathbb{R} \times \Omega$. Let $G(x, y)$ be the Green’s matrix of $L$ in $\Omega$. Then for $x, y \in \Omega$ with $x \neq y$, we have
\[ |G(x, y)| \leq C \left( 1 + \frac{d_\Omega}{|x - y|} \right) \left( 1 + \frac{d_\Omega}{|x - y|} \right)^{\mu_1} \left( 1 + \ln \left( \frac{\varrho \wedge R_{\max}}{|x - y|} \right) \right) \]
\[ + C \left( \frac{\varrho}{\varrho \wedge R_{\max}} \right)^3 \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1} \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1}, \]
where $C = C(m, \nu, \mu_0, N_1)$.

**Remark 6.8.** We point out that the assumption $\varrho = \varrho(\Omega) < \infty$ in Theorem 6.5 can be somehow relaxed. In fact, the quantity $\varrho$ is related to the constant $K = K(\Omega)$ in the following Poincaré’s inequality (see [12] Lemma 3.1):
\[ \|\varphi\|_{L^2(\Omega)} \leq K \|
abla \varphi\|_{L^2(\Omega)}, \quad \forall \varphi \in C_c^\infty(\Omega). \]
We can replace $\varrho$ by $K$ in Theorem 6.5 as long as such a constant $K < \infty$ exists.

**Theorem 6.9.** Assume that the condition (LH) is satisfied by $\mathcal{L} = \partial_t - L$ in $\mathcal{U} = \mathbb{R} \times \Omega$ with $R_{\max} = \infty$. Then the Green’s matrix $G(x, y)$ of $L$ in $\Omega$ exists and for all $x, y \in \Omega$ with $x \neq y$, we have
\[ |G(x, y)| \leq C \left( 1 + \frac{d_\Omega}{|x - y|} \right)^{\mu_0} \left( 1 + \frac{d_\Omega}{|x - y|} \right)^{\mu_0} \left( 1 + \ln \left( \frac{\varrho \wedge R_{\max}}{|x - y|} \right) \right) \]
\[ + C \left( \frac{\varrho}{\varrho \wedge R_{\max}} \right)^3 \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1} \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1}, \]
where $C = C(m, \nu, \mu_0, N_1)$.

6.3. Applications. Here are some easy consequences of the main theorems in this section.

**Corollary 6.11.** Assume $m = 1$ and $\varrho = \varrho(\Omega) < \infty$. Then the Green’s function $G(x, y)$ of $L$ in $\Omega$ exists and for $x, y \in \Omega$ with $x \neq y$, we have
\[ G(x, y) \leq C \left( 1 + \ln \left( \frac{\varrho}{|x - y|} \right) \right), \]
where $C = C(\nu)$. If, in addition, $\Omega$ satisfies the condition (S), then for $x \neq y$, we have
\[ G(x, y) \leq C \left( 1 + \frac{d_\Omega}{|x - y|} \right)^{\mu_0} \left( 1 + \frac{d_\Omega}{|x - y|} \right)^{\mu_0} \left( 1 + \ln \left( \frac{\varrho \wedge R_{\max}}{|x - y|} \right) \right) \]
\[ + C \left( \frac{\varrho}{\varrho \wedge R_{\max}} \right)^3 \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1} \left( 1 + \frac{d_\Omega}{\varrho \wedge R_{\max}} \right)^{\mu_1}, \]
where $C = C(\nu, \theta)$. 
Proof. Notice that the condition (LB) is satisfied by \( \mathcal{L} = \partial_t - L \) in any cylinder \( \mathcal{U} = \mathbb{R} \times \Omega \) with \( R_{\max} = \infty \) when \( m = 1 \); see e.g., [30, Theorem 6.30]. Moreover, the condition (LH) is satisfied as well with \( R_{\max} = R_0 \) if the base \( \Omega \) enjoys the condition (S); see [30, Theorem 6.32] and Lemma 8.9. Therefore, the corollary follows from Theorem 6.5. ■

**Corollary 6.12.** Let \( \Omega = \{ x \in \mathbb{R}^2 : x_2 > \varphi(x_1) \} \), where \( \varphi : \mathbb{R} \to \mathbb{R} \) is a Lipschitz function with a Lipschitz constant \( K \). Then, the Green’s matrix \( G(x, y) \) of \( L \) in \( \Omega \) exists and for all \( x, y \in \Omega \) with \( x \neq y \), we have
\[
|G(x, y)| \leq C \left( 1 \wedge \frac{d_x}{|x - y|} \right)^{|m_0|} \left( 1 \wedge \frac{d_y}{|x - y|} \right)^{|m_0|} \left( 1 + \ln \left( \frac{1}{|x - y|} \right) \right),
\]
where \( C = C(m, \nu, K) \) and \( \mu_0 = \mu_0(\nu, K) \).

**Proof.** It is known that the condition (LH) is satisfied by \( \mathcal{L} = \partial_t - L \) in \( \mathcal{U} = \mathbb{R} \times \Omega \) with \( R_{\max} = \infty \); see [12, Lemma 4.4]. Therefore, the corollary follows from Theorem 6.9. ■

**Corollary 6.13.** Assume that \( \Omega \) is a bounded Lipschitz domain. Then the Green’s matrix \( G(x, y) \) of \( L \) in \( \Omega \) exists and for all \( x, y \in \Omega \) with \( x \neq y \), we have
\[
|G(x, y)| \leq C \left( 1 \wedge \frac{d_x}{|x - y|} \right)^{|m_0|} \left( 1 \wedge \frac{d_y}{|x - y|} \right)^{|m_0|} \left( 1 + \ln \left( \frac{1}{|x - y|} \right) \right),
\]
where \( C = C(m, \nu, \Omega) \).

**Proof.** By using [12, Lemma 4.4] and standard partition of unity argument, one can show that the condition (LH) is satisfied by \( \mathcal{L} = \partial_t - L \). The corollary is an easy consequence of Theorem 6.5 part (b) together with the assumption \( \text{diam} \Omega < \infty \). ■

**6.4. Proof of Theorem 6.5.** Existence of the Green’s matrix \( G(x, y) \) of \( L \) in \( \Omega \) follows from the assumption \( g(\Omega) < \infty \); see [12, Theorem 2.12]. To be more precise, first we recall that (IH) is satisfied by \( \mathcal{L} \); see [25]. Let \( g(t, x, s, y) \) be the Green’s matrix of \( L \) in \( \mathcal{U} \) given as in Theorem 6.1. Since \( A^{\alpha_d} \) are independent of \( t \), we have \( g(t, x, s, y) = g(t - s, x, y, 0, 0) \).

In the sequel, we shall denote the “Dirichlet heat kernel” of \( L \) by
\[
K(t, x, y) = K(X, y) := G(X, Y) = g(t, x, 0, y); \quad Y = (0, y).
\]
It is shown in [12] that if \( \varphi < \infty \), then the Green’s matrix \( G(x, y) \) of \( L \) in \( \Omega \) is given by
\[
G(x, y) = \int_0^\infty K(t, x, y) dt, \quad \forall x, y \in \Omega, \quad x \neq y.
\]

**(Part a).** From the estimates (5.10) and (5.11), we obtain
\[
|K(X, y)| \leq C|X - Y|^2 \quad \text{if} \quad 0 < t < R_{\max}^2,
\]
\[
\|K(\cdot, y)\|_{L^2(\mathbb{R}^2 \setminus \Omega)} + \|K(\cdot, y)\|_{L^2(\mathbb{R}^2 \setminus \Omega)} \leq Cr^{-1}, \quad \forall r < R_{\max}.
\]
By using (LB) and (6.16), and following the proof of [12, Lemma 3.12], we also obtain
\[
|K(t, x, y)| \leq Cg \varphi^{-3} e^{-2\varphi(t - 2r^2)}|y|^2, \quad \forall t > 2r^2, \quad \forall r \in (0, R_{\max}).
\]

Now, we are ready to prove the estimate (6.6). We set \( r = (\varphi \wedge R_{\max})/2 \). If \( 0 < |x - y| \leq r \), then by (6.14), we have
\[
|G(x, y)| \leq \int_0^{(x - y)^2} + \int_{(x - y)^2}^{2\varphi^2} + \int_2^{\infty} |K(t, x, y)| dt =: I_1 + I_2 + I_3.
\]
We claim the following estimate holds: For all
\[(6.20)\]
which proves the estimate (6.6) in the case when \(0 < |x - y| \leq (\varrho \land R_{\text{max}})/2\).

It then follows from (6.15) and (6.17) that
\[(6.18)\]
in the case when \(0 < |x - y| \leq (\varrho \land R_{\text{max}})/2\), in the case when \(0 < |x - y| \leq (\varrho \land R_{\text{max}})/2\).

Combining the above estimates together we obtain that
\[
|G(x, y)| \leq C \left( \frac{\varrho}{2} \right)^3 + C \ln \left( \frac{\varrho}{2} \right)
\]
which proves the estimate (6.6) in the case when \(0 < |x - y| \leq (\varrho \land R_{\text{max}})/2\).

On the other hand, if \(|x - y| \geq r = (\varrho \land R_{\text{max}})/2\), then we estimate by (6.15) and (6.17)
\[
|G(x, y)| \leq \int_0^{2r^2} \left| K(t, x, y) \right| dt
\]
\[
\leq C \int_0^{2r^2} r^{-\frac{3}{2}} + C \int_{2r^2}^{\infty} g r^{-3} e^{-2v(t-2r^2)\nu^2} dt \leq C + Cr^{-3} \nu^3.
\]
Therefore, we obtain the estimate (6.6) also in this case.

**Part (b).** By Lemma 8.1 and Part (a) above, we obtain the existence of the Green’s matrix \(G(x, y)\) of \(L\) in \(\varOmega\) and the estimate (6.6) with \(C = C(m, \nu_0, N_1)\). By Theorem 3.6 and observing that \(2R_{\text{max}}\) and \(R_{\text{max}}\) are comparable to each other when \(R_{\text{max}} < \infty\), we find that if \(0 < |X - \tilde{Y}|_p < 2R_{\text{max}}\), then we have
\[(6.19)\]
We claim the following estimate holds: For all \(r \in (0, R_{\text{max}})\), we have
\[(6.20)\]
Let us assume the claim (6.20) for the moment and prove the estimate (6.7). Similar to (6.18), in the case when \(0 < |x - y| \leq r := (\varrho \land R_{\text{max}})/2\), we estimate
\[
|G(x, y)| \leq \int_0^{(x-y)^2} + \int_{(x-y)^2}^{r^2 \varrho^2} + \int_{r^2 \varrho^2}^{\infty} \left| K(t, x, y) \right| dt =: I_1 + I_2 + I_3,
\]
It follows from (6.19) that
\[
I_1 \leq C \left( 1 \land \frac{d_x}{|x - y|} \right)^{\mu_0} \left( 1 \land \frac{d_y}{|x - y|} \right)^{\mu_0},
\]
\[
I_2 \leq C \left( 1 \land \frac{d_x}{|x - y|} \right)^{\mu_0} \left( 1 + \ln \left( \frac{r}{|x - y|} \right) \right)^{\mu_0}.
\]
Also, by (6.20), we obtain
\[
I_3 \leq C \varrho^3 r^{-3} \left( 1 \land \frac{d_x}{r} \right)^{\mu_0} \left( 1 \land \frac{d_y}{r} \right)^{\mu_0}.
\]
Combining the above estimates for \(I_1, I_2,\) and \(I_3\) together, we obtain (6.7) in this case.
If \(|x - y| \geq r = (q \wedge R_{max})/2\), then by using (6.19) and (6.20), we estimate
\[
|G(x, y)| \leq \int_0^{4r^2} + \int_{4r^2}^{\infty} |K(t, x, y)| \, dt
\]
\[
\leq C\left[1 \wedge \left(\frac{d_x}{r}\right)^{\mu_0} \left(1 \wedge \left(\frac{d_y}{r}\right)^{\mu_0} + C_0^3 r^{-3} \left[1 \wedge \left(\frac{d_x}{r}\right)^{\mu_0} \left(1 \wedge \left(\frac{d_y}{r}\right)^{\mu_0}\right)\right]\right]
\]
\[
\leq C_0^3 r^{-3} \left[1 \wedge \left(\frac{d_x}{r}\right)^{\mu_0} \left(1 \wedge \left(\frac{d_y}{r}\right)^{\mu_0}\right)\right].
\]
Therefore, we also obtain (6.7) when \(|x - y| \geq (q \wedge R_{max})/2\).

It only remains for us to prove (6.20). The strategy is similar to the proof of (5.3). We first prove the following estimate, which is a “half” of the estimate (6.20).

(6.21) \(|K(t, x, y)| \leq C_0^3 r^{-3} \left(1 \wedge \left(\frac{d_x}{r}\right)^{\mu_0} e^{-2r(t-3r^2)/\nu^2}\right), \quad \forall t > 3r^2, \quad \forall r \in (0, R_{max}).

To prove (6.21), it is enough to assume that \(d_x < r/2\) because otherwise (6.21) follows from (6.17). By Lemma 5.18 applied to \(k\)-th column of \(K(c, y)\), for \(k = 1, \ldots, m\), we have
\[
|K(t, x, y)| \leq C d_x r^{-2-\mu_0} \|K(c, y)\|_{L^2(\Omega(x))}, \quad \forall t > 3r^2, \quad \forall r \in (0, R_{max}).
\]
Then by (6.17), we obtain
\[
|K(t, x, y)| \leq C d_x r^{-2-\mu_0} e^{-2r(t-3r^2)/\nu^2}, \quad \forall t > 3r^2, \quad \forall r \in (0, R_{max}).
\]
Therefore, we proved the estimate (6.21). Next, let us recall from [12] that the Dirichlet heat kernel \(iK(t, x, y)\) of the adjoint operator \(L\) is given by
\[
iK(t, x, y) = K(t, x, y)\frac{\partial}{\partial t}.
\]
By repeating the above argument to \(iK(\cdot, x)\), using the above identity, and utilizing the estimate (6.21) instead of (6.17), we obtain (6.20). This completes the proof of Part (b).

The theorem is proved.

6.5. Proof of Theorem 6.9

We use the same notation used in the proof of Theorem 6.5. Since \(R_{max} = \infty\), we find that (6.19) valid for all \(t > 0\) and \(x \in \Omega\). For \(x, y \in \Omega\) with \(x \neq y\), let \(r \geq \max(|x - y|, d_x, d_y)\) be a number to be fixed later. We write
\[
\int_0^\infty |K(t, x, y)| \, dt = \int_0^{4r^2} + \int_{4r^2}^{\infty} + \int_{r^2}^{\infty} |K(t, x, y)| \, dt =: I_1 + I_2 + I_3.
\]

Then it follows from (6.19) that
\[
I_1 \leq C \left(1 \wedge \left(\frac{d_x}{|x - y|}\right)^{\mu_0} \left(1 \wedge \left(\frac{d_y}{|x - y|}\right)^{\mu_0}\right)\right),
\]
\[
I_2 \leq C \left(1 \wedge \left(\frac{d_x}{|x - y|}\right)^{\mu_0} \left(1 \wedge \left(\frac{d_y}{|x - y|}\right)^{\mu_0}\right) \cdot 2 \ln \left(\frac{r}{|x - y|}\right)\right),
\]
\[
I_3 \leq C(d_x \wedge d_y)^{\mu_0} \int_{r^2}^{\infty} t^{-1-\mu_0/2} \, dt = 2C(d_x \wedge d_y)^{\mu_0} \mu_0^{-1} r^{-\mu_0},
\]
where \(C = C(m, \nu, \mu_0, N_1)\).

We define \(G(x, y)\) by the formula (6.14). It is shown in the proof of [12 Theorem 2.21] that thus defined function \(G(x, y)\) is indeed the Green’s matrix of \(L\) in \(\Omega\).

Now, we will choose \(r\) as follows.

Case 1: \(|x - y| \leq d_x \wedge d_y\). We take \(r = d_x \wedge d_y\). Then
\[
|G(x, y)| \leq I_1 + I_2 + I_3 \leq C + C \ln \left(\frac{d_x \wedge d_y}{|x - y|}\right) + C,
\]
and thus, (6.10) is satisfied in this case.
Case 2: \(d_x \wedge d_y < |x - y| < d_x \vee d_y\). We take \(r = |x - y|\). Then we have

\[
|G(x, y)| \leq I_1 + I_3 \leq C \left(1 \wedge \frac{d_x}{|x - y|}\right)^{\mu_0} \left(1 \wedge \frac{d_y}{|x - y|}\right)^{\mu_0}.
\]

It is clear that (6.10) is satisfied also in this case.

Case 3: \(d_x \vee d_y \leq |x - y|\). We take \(r = |x - y|\), and obtain a better estimate for \(I_3\).

\[
I_3 \leq C d_x^{\mu_0} d_y^{\mu_0} \int_{\mathbb{R}} t^{-1-\mu_0} \, dt = C d_x^{\mu_0} d_y^{\mu_0} \mu_0^{-1} r^{-2\mu_0}.
\]

Therefore, we have

\[
|G(x, y)| \leq I_1 + I_3 \leq C \left(1 \wedge \frac{d_x}{|x - y|}\right)^{\mu_0} \left(1 \wedge \frac{d_y}{|x - y|}\right)^{\mu_0},
\]

and thus (6.10) follows in this case too.

The proof is complete.

7. Global estimates for systems with Hölder continuous coefficients

In this section, we assume that the coefficients \(A_{ij}^{\alpha\beta}\) in (1.1) belong to the class \(\mathcal{C}^{\nu,\mu/2,\mu}\), where \(\mu \in (0, 1)\), and obtain improved global estimates for the Green’s matrix in \(\mathcal{U} = \mathbb{R} \times \Omega\), where \(\Omega\) is a bounded \(C^{1,\gamma}\) domain. We remark that these assumptions can be relaxed; see Remark 7.6. Recall that we have the following gradient estimate; see e.g., [19, Chapter 3].

**Lemma 7.1.** Under the assumptions above, there exist \(R_{\max} \in (0, \infty)\) and \(C > 0\) so that for all \(X \in \mathcal{U} = \mathbb{R} \times \Omega\) and \(0 < R < R_{\max}\), the following is true: If \(u\) is a weak solution of \(\mathcal{L}u = 0\) in \(\mathcal{U}_R(X)\) vanishing on \(S_R(X)\), then we have

\[
|Du|_{0;\mathcal{U}_R(X)} \leq CR^{-\nu} |u|_{L^2(\mathcal{U}_R(X))}^\nu.
\]

Here, the constants \(R_{\max}\) and \(C\) depend on \(n, m, \nu, A_{ij}^{\alpha\beta}\), and \(\Omega\).

The following lemma is an immediate consequence of Lemma 7.1, c.f. Lemma 5.18.

**Lemma 7.3.** Assume the conditions of Lemma 7.1. For \(R \in (0, R_{\max})\) and \(X \in \mathcal{U}\) such that \(d_X < R/2\), let \(u\) be a weak solution of \(\mathcal{L}u = 0\) in \(\mathcal{U}_R(X)\) vanishing on \(S_R(X)\). Then, we have

\[
|u(X)| \leq C d_x R^{-\nu} |u|_{L^2(\mathcal{U}_R(X))}^\nu,
\]

where the constant \(C\) depends on \(n, m, \nu, A_{ij}^{\alpha\beta}\), and \(\Omega\).

Now we state the main result of this section.

**Theorem 7.4.** Assume the conditions of Lemma 7.1. Let \(G(X, Y) = G(t, x, s, y)\) be the Green’s matrix of \(\mathcal{L}\) in \(\mathcal{U} = \mathbb{R} \times \Omega\) and let \(\delta(X, Y)\) be defined as in (5.10). Then for all \(X, Y \in \mathcal{U}\) with \(X \neq Y\), we have

\[
|G(t, x, s, y)| \leq C \chi_{(0,\infty)}(t-s) \cdot \delta(X, Y) \left((t-s) \wedge R_{\max}^2\right)^{-\nu/2} \exp\left(-\kappa\frac{|x-y|^2}{t-s}\right),
\]

where \(\kappa = \kappa(y)\) and \(C\) is a constant depending on \(n, m, \nu, A_{ij}^{\alpha\beta}\), and \(\Omega\).

**Proof.** We note that Lemma 7.1 implies the condition (LH) with \(\mu_0 = 1\), which in turn gives the existence of the Green’s matrix \(G(X, Y)\) of \(\mathcal{L}\) in \(\mathcal{U}\). Now we can repeat the argument in the proof of Theorem 3.6 by using Lemma 7.3 instead of Lemma 5.18. □
Remark 7.6. Following [29, Section 5], the same gradient estimates (7.2) is available for systems with Dini continuous coefficients in Dini domains, which is more general than the Hölder conditions; see [27] for the definition of Dini domains. Since we only used the gradient estimate (7.2) for weak solutions in the proof of Theorem 7.4, the conclusion of the theorem is still available for systems with Dini continuous coefficients in Dini domains. We would like to hereby thank YanYan Li for helpful discussion regarding the gradient estimates for systems with Dini continuous coefficients. We remark that a weaker form of the estimate (7.5) for scalar Green’s functions was obtained in [17] by using the maximum principle argument.

8. Appendix

Lemma 8.1. Let \( \mathcal{U} = \mathbb{R} \times \Omega \) and assume the condition (LH). Then, the condition (LB) is satisfied with the same \( \rho_{max} \) and \( N_0 = N_0(n, m, \mu_0, N_1) \).

Proof. We shall only prove i) since the proof of ii) is very similar. Let \( u \) be a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}_R^\rho(X) \) vanishing on \( S^R_\rho(X) \), where \( X \in \mathcal{U} \) and \( R \in (0, \rho_{max}) \). By using the triangle inequality, for all \( Y \in \mathcal{Q}_{R/2}^\rho(X) \) and \( Z \in \mathcal{Q}_{R/2}^\rho(Y) \), we have

\[
|\tilde{u}(Y)|^2 \leq 2|\tilde{u}(Y) - \tilde{u}(Z)|^2 + 2|\tilde{u}(Z)|^2 \leq CR^{2m_0} \|\tilde{u}\|^{2}_{L_{2}(\mu_0/2, \mu_0, \mathcal{Q}_R^\rho(X))} + C\|\tilde{u}\|^{2}_{L_{2}(\mathcal{Q}_R^\rho(X))}.
\]

Then by taking average over \( Z \in \mathcal{Q}_{R/2}^\rho(Y) \) and using (LH), we obtain

\[
\|u\|^2_{L^2(\mu_0/2, \mu_0; \mathcal{Q}_R^\rho(X))} \leq CR^{2m_0} \|\tilde{u}\|^{2}_{L_{2}(\mu_0/2, \mu_0, \mathcal{Q}_R^\rho(X))} + CR^{-n-2} \|\tilde{u}\|^{2}_{L_{2}(\mathcal{Q}_R^\rho(X))} \leq CR^{-n-2} \|u\|^2_{L^2(\mu_0/2, \mu_0, \mathcal{Q}_R^\rho(X))},
\]

where \( C = C(n, m, \mu_0, N_1) \). The proof is complete.

Lemma 8.2. Assume that the operator \( \mathcal{L} \) is given as in (1.2) and satisfies the conditions (1.2) and (1.3). Then the condition (IH) is equivalent to saying that the operator \( \mathcal{L} \) and its adjoint \( \mathcal{L}' \) satisfy the property (PH) in [8].

Proof. We shall only prove that part i) of (IH) is equivalent to the property (PH) for \( \mathcal{L} \) since the proof that part ii) of (IH) is equivalent to the property (PH) for \( \mathcal{L}' \) is very similar.

Let \( u \) be a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{Q}_R^\rho(X) \), where \( X \in \mathcal{U} \) and \( 0 < R < R_c \wedge d_X \). Recall that the property (PH) in [8] for \( \mathcal{L} \) is as follows: We have

\[
(8.3) \quad \int_{\mathcal{Q}_R^\rho(X)} |D u|^2 \leq C_0 \left( \frac{\rho}{r} \right)^{n+2m} \int_{\mathcal{Q}_R^\rho(X)} |D u|^2, \quad \forall 0 < \rho < r \leq R.
\]

First, we assume that the condition (IH) holds and prove (8.3). We may assume that \( \rho < r/4 \); otherwise, (8.3) is trivial. We denote

\[
(u)_{Q_r^\rho} = \int_{\mathcal{Q}_R^\rho(X)} u.
\]

Notice that we may assume, by replacing \( u \) by \( u - (u)_{Q_r^\rho} \), if necessary, that \( (u)_{Q_r^\rho} = 0 \). From the energy inequality (see e.g., [28, §III.2]), the condition (IH), and then parabolic Poincaré’s inequality (see e.g., [8] Lemma 2.4)), it follows (recall that \( \rho < r/4 \))

\[
\int_{\mathcal{Q}_R^\rho(X)} |D u|^2 \leq C \rho^{-2} \int_{\mathcal{Q}_R^\rho(X)} |u - (u)_{Q_r^\rho}|^2 \leq C \rho^{-2} \int_{\mathcal{Q}_R^\rho(X)} \int_{\mathcal{Q}_R^\rho(Y)} |u(Y) - u(Z)|^2 dZ dY \leq C \rho^{n+2m} \|u\|^{2}_{L_{2}(\mu_0/2, \mu_0, \mathcal{Q}_R^\rho(X))} \leq C \rho^{n+2m} r^{-2m} \int_{\mathcal{Q}_R^\rho(X)} |u|^2 \leq C \left( \frac{\rho}{r} \right)^{n+2m} \int_{\mathcal{Q}_R^\rho(X)} |D u|^2,
\]

where
where $C = C(n, m, \nu, \mu_0, C_0)$. We have derived the property (PH) for $\mathcal{L}$.

Next, we assume the property (PH) for $\mathcal{L}$ and prove the condition (IH). By the parabolic Poincaré’s inequality (see e.g., [8, Lemma 2.4]) and the property (PH), and then the energy inequality, we obtain for all $Y \in \mathcal{Q}_{R/4}(X)$ and $r \in (0, R/4]$ that

$$
\int_{\mathcal{Q}_r(Y)} |u - (u)_{\mathcal{Q}_r(Y)}|^2 \leq C r^2 \int_{\mathcal{Q}_r(Y)} |Du|^2 \leq C r \left( \frac{r}{R} \right)^{n+2\mu} \int_{\mathcal{Q}_{R/4}(Y)} |Du|^2 \leq C \left( \frac{r}{R} \right)^{n+2\mu} \int_{\mathcal{Q}_{R/4}(Y)} |u|^2,
$$

where $C = C(n, m, \nu, \mu_0, C_0)$. Then by the Campanato’s characterization of Hölder continuous functions (see e.g., [8, Lemma 2.5]), we obtain

$$
[u]_{\mu_0/2; \mathcal{Q}_{R/4}(X)}^2 \leq C R^{-2\mu_0} \int_{\mathcal{Q}_X} |u|^2.
$$

Then, the above inequality together with a standard covering argument yields part i) of the condition (IH). The proof is complete.

**Lemma 8.4.** Let $\mathcal{U} = \mathbb{R} \times \Omega$ and assume the condition (LH’) in Remark 3.9. Then the condition (LH) is satisfied.

**Proof.** We shall only demonstrate that part i) of (LH’) implies part i) of (LH) since the proof that part ii) of (LH’) implies part ii) of (LH) is very similar.

Let $u$ be a weak solution of $\mathcal{L} u = 0$ in $\mathcal{U}_r(X)$ vanishing on $S_r(X)$, where $X \in \mathcal{U}$ and $R \in (0, R_{\max})$. Notice that from (LH’) we have for all $Y \in \mathcal{Q}_{R/4}(X)$ and $r \in (0, R/4]$ that

$$
\int_{\mathcal{Q}_r(Y)} |Du|^2 \leq C \left( \frac{r}{R} \right)^{n+2\mu} \int_{\mathcal{Q}_{R/4}(Y)} |Du|^2,
$$

where $C = 4^{n+2\mu} C_0$. By Lemma 8.6 below, the above estimate (8.5), and the energy inequality, we have for all $Y \in \mathcal{Q}_{R/4}(X)$ and $r \in (0, R/4]$ that

$$
\int_{\mathcal{Q}_r(Y)} |\tilde{u} - (\tilde{u})_{\mathcal{Q}_r(Y)}|^2 \leq C r^2 \int_{\mathcal{Q}_r(Y)} |Du|^2 \leq C r \left( \frac{r}{R} \right)^{n+2\mu} \int_{\mathcal{Q}_{R/4}(Y)} |Du|^2 \leq C \left( \frac{r}{R} \right)^{n+2\mu} \int_{\mathcal{Q}_{R/4}(Y)} |\tilde{u}|^2,
$$

where $C = C(n, m, \nu, \mu_0, C_0)$. Then by the Campanato’s characterization of Hölder continuous functions (see e.g., [8, Lemma 2.5]), we obtain

$$
[\tilde{u}]_{\mu_0/2; \mathcal{Q}_{R/4}(X)}^2 \leq C R^{-2\mu_0} \int_{\mathcal{Q}_X} |\tilde{u}|^2.
$$

Then, the above inequality together with a standard covering argument yields part i) of the condition (LH). The proof is complete.

**Lemma 8.6.** Let $\mathcal{U} = \mathbb{R} \times \Omega$ and $u$ be a weak solution of $\mathcal{L} u = f$ in $\mathcal{U}_r(X)$ vanishing on $S_r(X)$, where $f \in L^{\infty}(\mathcal{U}_r(X))$. Then we have

$$
\int_{\mathcal{Q}_r(X)} |\tilde{u} - (\tilde{u})_{\mathcal{Q}_r(X)}|^2 \leq C r^2 \int_{\mathcal{Q}_r(X)} |Du|^2 + C r^{2-\eta} \|f\|_{L^{\eta}(\mathcal{Q}_r(X))}^2, \quad \tilde{u} = \chi \mathcal{U}_r(X) u,
$$

where $(\tilde{u})_{\mathcal{Q}_r(X)} = \int_{\mathcal{Q}_r(X)} \tilde{u}$ and $C = C(n, m, \nu)$. 

The proof is complete.
Proof. We modify the proof of [37, Lemma 3]. Without loss of generality, we may assume \( X = 0 \). Let \( \zeta = \zeta(x) \) be a smooth function defined on \( \mathbb{R}^n \) such that
\[
0 \leq \zeta \leq 1, \quad \text{supp} \zeta \subset B_r, \quad \zeta \equiv 1 \text{ on } B_{r/2}, \quad \text{and } |D\zeta| \leq 4/r.
\]
Let \( \delta^{-1} = \int_{B_r} \zeta \geq cr^n \), where \( c = c(n) = 2^n|B_1| \). We denote
\[
\beta(t) := \delta \int_{B_r} \zeta(x) \tilde{u}(t, x) \, dx = \delta \int_{\Omega_r} \zeta(x) u(t, x) \, dx; \quad \tilde{\beta} := r^{-2} \int_{Q_r} \beta(t) \, dt.
\]
By following the proof of [37, Lemma 4], we estimate, for \(-R^2 < s < t < 0\),
\[
(8.8) \quad |\beta(t) - \beta(s)|^2 \leq Cr^{-n} \int_{U_r} |Du|^2 + Cr^{-2n} \|f\|_{L^2(U_r)}^2.
\]
Since \((\tilde{u})_{Q_r}\) minimizes the integral \( \int_{Q_r} |\tilde{u} - c|^2 \) among \( c \in \mathbb{R}^m \), we obtain
\[
\int_{Q_r} |\tilde{u} - (\tilde{u})_{Q_r}|^2 \leq \int_{Q_r} |\tilde{u} - \tilde{\beta}|^2 \leq 2 \int_{Q_r} |\tilde{u} - \beta(t)|^2 + 2 \int_{Q_r} |\beta(t) - \tilde{\beta}|^2.
\]
Notice that \( \tilde{u} \in W^{0,1}_2(Q_r) \) and \( D\tilde{u} = \chi_{U_r} Du \) in \( Q_r \). Therefore, by a variant of Poincaré’s inequality, we have
\[
\int_{Q_r} |\tilde{u} - \beta(t)|^2 = \int_{B_r} \int_{B_r} (\tilde{u}(t, x) - \beta(t))^2 \, dx \, dt \leq C \int_{U_r} |Du|^2.
\]
On the other hand, by the definition of \( \tilde{\beta} \) and \((8.8)\), we obtain
\[
\int_{Q_r} |\beta(t) - \tilde{\beta}|^2 = |B_r| \int_{B_r^2} |\beta(t) - \beta(t)|^2 \leq Cr^{-2} \int_{B_r} \int_{B_r} |\beta(t) - \beta(t)|^2 \, ds \, dt
\]
\[
\leq Cr^2 \int_{U_r} |Du|^2 + Cr^{-2n} \|f\|_{L^2(U_r)}^2.
\]
By combining the above inequalities, we obtain \((8.7)\). The proof is complete.

Lemma 8.9. Assume \( d^\partial(X) \) satisfy the condition \((\ref{4.7})\). Let \( \mathcal{U} = \mathbb{R} \times \Omega \), where \( \Omega \) satisfies the condition \((S)\), and define \( \mathcal{E} \) as in \((4.8)\), where \( A^\partial_j(X) \) are the coefficients of the operator \( \mathcal{L} \). There exists \( \delta_0 = \delta_0(n, \nu_0) > 0 \) such that if \( \mathcal{E} < \delta_0 \), then the condition \((\text{LH})\) is satisfied with \( \mu_0 = \mu_0(n, \nu_0, \theta) \), \( R_{\max} = R_0 \), and \( N_1 = N_1(n, m, \nu_0, \theta) \).

Proof. In this proof, we shall only consider part i) in the condition \((\text{LH})\) because proof of part ii) in the condition \((\text{LH})\) will be almost identical.

We shall prove below that there is a positive number \( \delta_1 = \delta_1(n, \nu_0) \) such that if \( \mathcal{E} < \delta_1 \), then the following holds: There exist positive constants \( \mu_1 = \mu_1(n, \nu_0, \theta) \) and \( C_1 = C_1(n, m, \nu_0, \theta) \) such that for any \( \bar{X} \in \partial_{\mathcal{U}} \mathbb{R} \times \Omega \) and \( R \in (0, R_0) \), if \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}^R_{\bar{X}} \) vanishing on \( \mathcal{S}_{\bar{X}}(\bar{X}) \), then we have
\[
(8.10) \quad \int_{\mathcal{U}^R_{\bar{X}}(\bar{X})} |Du|^2 \leq C_1 \left( \frac{R}{r} \right)^{n+2\mu_1} \int_{\mathcal{U}^R_{\bar{X}}(\bar{X})} |Du|^2, \quad \forall 0 < R < r \leq R.
\]
We remark that the above condition is a parabolic analogue of the property \((\text{BH})\) in \((23)\).

We also note that by [3, Lemma 2.2], there is \( \delta_2 = \delta_2(n, \nu_0) > 0 \) such that if \( \mathcal{E} < \delta_2 \), then the property \((\text{PH})\) in \((9)\) is satisfied by \( \mathcal{L} \) with the exponent \( \mu_2 = \mu_2(n, \nu_0) \) and \( R_0 = \infty \). More precisely, if \( u \) is a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}^R_{\bar{X}}(\bar{X}) \subset \mathcal{U} \), then we have
\[
(8.11) \quad \int_{\mathcal{U}^R_{\bar{X}}(\bar{X})} |Du|^2 \leq C_2 \left( \frac{R}{r} \right)^{n+2\mu_2} \int_{\mathcal{U}^R_{\bar{X}}(\bar{X})} |Du|^2, \quad \forall 0 < R < r \leq R,
\]
where \( C_2 = C_2(n, m, \nu_0) \). Then we combine (8.10) and (8.11), via a standard method in boundary regularity theory (see e.g., [19, §3.4]) and Lemma 5.4, to conclude that if \( \delta < \delta_1 \land \delta_2 =: \delta_0 \), then the condition (LH) is satisfied with parameters \( \mu_0 = \mu_1 \land \mu_2 \), \( N_1 = N(n, m, \nu_0, \theta) \), and \( R_{\max} = R_0 \); see Remark 5.5.

By the above observation, it only remains for us to prove the estimate (8.10). For \( \tilde{X} \in \partial_p \mathcal{U} \) and \( R \in (0, R_0) \) given, let \( u \) be a weak solution of \( \mathcal{L} u = 0 \) in \( \mathcal{U}'(\tilde{X}) \) vanishing on \( \mathcal{S}'(\tilde{X}) \). Denote by \( \mathcal{L}_0 \) the parabolic operator acting on scalar functions \( v \) as follows:

\[
\mathcal{L}_0 v = v_t - D_\alpha (a^{ij} D_i v).
\]

For \( r \in (0, R) \), let \( v' \) be a unique weak solution in \( \mathcal{Y}'(\mathcal{U}'(\tilde{X})) \) of the problem

\[
\begin{cases}
\mathcal{L}_0 v = 0 & \text{in } \mathcal{U}'(\tilde{X}); \\
v = u' & \text{on } \partial_p \mathcal{U}'(\tilde{X}),
\end{cases}
\]

where \( i = 1, \ldots, m \). We claim that there are positive constants \( \mu = \mu(n, \nu_0, \theta) \) and \( C = C(n, m, \nu_0, \theta) \) such that the following estimate holds:

\[
\int_{\mathcal{U}'(\tilde{X})} |Dv|^2 \leq C \left( \frac{\rho}{r} \right)^{n+2\mu} \int_{\mathcal{U}'(\tilde{X})} |Dv|^2, \quad \forall 0 < \rho < r.
\]

Notice that we may assume that \( \rho < r/8 \) because otherwise \( \text{(8.12)} \) becomes trivial. Since each \( v' \) vanishes on \( \mathcal{S}'(\tilde{X}) \), it follows from [30, Theorem 6.32] and [30, Theorem 6.30] that there exist \( \mu = \mu(n, \nu_0, \theta) > 0 \) and \( C = C(n, \nu_0, \theta) > 0 \) such that

\[
\osc_{\mathcal{U}'(\tilde{X})} v' \leq C \rho^\mu r^{-\mu} \sup_{\mathcal{U}'(\tilde{X})} |v| \leq C \rho^\mu r^{-\mu-n/2-1} \|v\|_{L^2(\mathcal{U}'(\tilde{X}))}.
\]

In particular, the estimate (8.13) implies \( v'(\tilde{X}) = 0 \). Then, by the energy inequality and [23, Lemma 4.2], we obtain (recall that \( \rho < r/8 \))

\[
\int_{\mathcal{U}'(\tilde{X})} |Dv'|^2 \leq C \rho^2 \int_{\mathcal{U}'(\tilde{X})} |Dv|^2 = C \rho^2 \int_{\mathcal{U}'(\tilde{X})} |v'(Y) - v'(\tilde{X})|^2 dY
\]

\[
\leq C \rho^\mu \left( \osc_{\mathcal{U}'(\tilde{X})} v' \right)^2 \leq C \left( \frac{\rho}{r} \right)^{n+2\mu} r^2 \int_{\mathcal{U}'(\tilde{X})} |v|^2
\]

\[
\leq C \left( \frac{\rho}{r} \right)^{n+2\mu} \int_{\mathcal{U}'(\tilde{X})} |Dv|^2, \quad i = 1, \ldots, m.
\]

where \( C = C(n, \nu_0, \theta) \). This completes the proof of the estimate (8.12).

Next, notice that \( w := u - v \) belongs to \( \mathcal{Y}'(\mathcal{U}'(\tilde{X})) \), vanishes on \( \partial_p \mathcal{U}'(\tilde{X}) \), and satisfies

\[
\mathcal{L}_0 w = D_\alpha \left( (A^{ij} - a^{ij} I_m) D_\alpha u \right).
\]

Therefore, by the energy inequality we obtain

\[
\int_{\mathcal{U}'(\tilde{X})} |Dw|^2 \leq C \delta^2 \int_{\mathcal{U}'(\tilde{X})} |Du|^2,
\]

where \( \delta \) is defined as in (4.8). By combining (8.12) and (8.14), we obtain

\[
\int_{\mathcal{U}'(\tilde{X})} |Du|^2 \leq C \left( \frac{\rho}{r} \right)^{n+2\mu} \int_{\mathcal{U}'(\tilde{X})} |Dv|^2 + C \delta^2 \int_{\mathcal{U}'(\tilde{X})} |Du|^2, \quad \forall 0 < \rho < r.
\]

Now, choose a number \( \mu_1 \in (0, \mu) \). Then, by a well known iteration argument (see, e.g., [13, §III.2]), we find that there exists \( \delta_1 \) such that if \( \delta < \delta_1 \), then we have the estimate (8.10). The lemma is proved.
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