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In a recent manuscript, we showed how an electron pocket in the shape of a diamond with concave sides (see for example Fig. [1]) could potentially explain changes in sign of the Hall coefficient $R_H$ in the underdoped high-$T_c$ cuprates as a function of magnetic field and temperature. For simplicity, this Fermi surface is assumed to be constructed from arcs of a circle connected at vertices (see Fig. [1]) which is an idea borrowed from Banik and Overhauser. Such a diamond-shaped pocket is proposed to be the product of biaxial charge-density wave order which was subsequently confirmed in x-ray scattering experiments. Since those x-ray scattering experiments were performed, the biaxial Fermi surface reconstruction scheme has garnered widespread support in the scientific literature. It has been shown to accurately account for the cross-section of the Fermi surface pocket observed in quantum oscillation measurements, the size of the high magnetic field electronic contribution to the heat capacity, and more recently the form of the angle-dependent magnetoresistance. In their comment, Chakravarty and Wang raise several important questions relating to the validity of the Hall coefficient we calculated for such a diamond-shaped Fermi surface pocket. These questions concern specifically (1) whether a change in sign of the Hall coefficient $R_H$ with magnetic field and temperature is dependent on a ‘special’ form for the rounding of the vertices in Fig. [1], (2) whether a pocket of such a geometry can produce quantum oscillations in $R_H$ in the absence of other Fermi surface sections and (3) whether a reconstructed Fermi surface consisting of a single pocket is less ‘natural’ than one consisting of multiple pockets. Below we consider each of these in turn.

1. Rounding of the diamond vertices

In our model, we assume the quasiparticle scattering rate $\tau^{-1}$ to be uniform and consider a scenario in which sharp corners on the Fermi surface are the product of electrons being Bragg reflected by the crystalline lattice, as is found to be the case in Al. In the cuprates, we assume that the sharp corners at the vertices of the diamond-shaped pocket result from the Bragg reflection of quasiparticles by the periodic potential of the charge-density wave. While the finite size $\Delta$ of the periodic potential causes the vertices to become rounded (e.g. solid line in Fig. [2]), the precise form of the rounding depends on whether the Bragg reflection is elastic or inelastic.

The mutually consistent values of the zero field Hall coefficient we obtained for the diamond using the Jones-Zener and Shockley-Chambers tube integral methods are neither a coincidence nor a consequence of us having assumed a special form for the rounding. Rather, they are a consequence of us having assumed the Bragg reflection to be an elastic process. In the elastic limit, the $x$ component of the velocity $v_k$ orthogonal to the Bragg plane reverses sign upon reflection while the $y$ component tangential to the Bragg plane remains unchanged (see Fig. [2]). In such a situation, the velocity of the quasiparticles evolves in a manner similar to that described by Equation (5) of Ref. 1. As long as the Bragg reflection remains an elastic process, the Hall coefficient for diamond-shaped pocket (with $\alpha > 42.3^\circ$) will change sign as a function of the magnetic field.

Our conclusion in Ref. 1 is in agreement with that of Banik and Overhauser but is quite different from that reached by Ong. Ong shows that the sign of $R_H$ does not change when a uniform $\tau^{-1}$ is replaced by a uniform magnitude $l(k)$ of the mean free path vector $l(k) = v_k |k|$. However, a uniform $l(k)$ is incompatible with elastic Bragg reflection. To maintain a constant $l(k)$ while traversing the vertices, either of two unconventional scenarios would need to apply. In one scenario,
the vertices to compensate for the momentarily reduced scattering rate would need to be locally suppressed at the vertices to compensate for the momentarily reduced scattering rate.

When interactions do accompany Bragg reflection, as assumed in Ref. 1, the y-component of quasiparticle velocity would need to momentarily accelerate to a higher value at the vertices in order to maintain both $v_k$ and $\tau_k$ constant. Neither of these scenarios appear to be more realistic than that we assumed in Ref. 1.

When interactions do accompany Bragg reflection, as in the case of ‘hot spots,’ it is more likely that these will suppress the contribution to $R_H$ from the vertices, causing a sign change in $R_H$ to occur for smaller values of the parameter $\alpha$ in Fig. 1. Possibilities include a local increase in the effective mass at the hot spots, or an increase in the quasiparticle scattering rate.

2. Oscillations in the Hall coefficient

As Chakravarty and Wang correctly point out\textsuperscript{15} the Boltzmann transport equation in the presence of Landau quantization is an intractable problem, requiring some form of approximation to be made. In our Hall effect calculations\textsuperscript{2} we chose to treat magnetic quantum oscillations in the transport using an oscillatory scattering rate $\tau^{-1}$. Such an approach is appealing for several reasons. First, the transport scattering rate is generally related to the number of available states for scattering in accordance with Fermi’s golden rule,\textsuperscript{21} causing it to approximately resemble the oscillatory electronic density-of-states. Second, the use of an oscillatory scattering rate has been shown to enable reasonably accurate modeling of quantum oscillations in the transport of several different quasi-two-dimensional metals.\textsuperscript{21-25} Third, it correctly reproduces a non-oscillatory Hall coefficient in the case of a single Fermi surface pocket of ideal circular geometry.

Chakravarty and Wang are correct in stating that there are no oscillations in the Hall coefficient of the diamond-shaped pocket in the limits $\omega_c \tau \ll 1$ and $\omega_c \tau \gg 1$. In fact, the oscillations of the Hall coefficient vanish in both limits $\omega_c \tau \ll 1$ and $\omega_c \tau \gg 1$ for a wide variety of different Fermi surface models (in the absence of a quantum Hall effect). To illustrate generality, it is instructive to consider the example of a two band metal, which, when composed of electron and hole pockets with different sizes and mobilities, yields similar magnetic field-dependent behavior to that of our diamond-shaped pocket.\textsuperscript{2} The vertices and concave sides of the diamond give opposing electron- and hole-like contributions to the Hall coefficient, with the concave sides dominating over the vertices in weak magnetic fields (when $\alpha > 42.3^\circ$). If $R_1$ and $R_2$ are the individual Hall coefficients in the two band model, then $R_H = R_1 R_2/(R_1 + R_2)$ in the limit $\omega_c \tau \to \infty$, which is non-oscillatory owing to the contributions from quantum oscillatory diagonal terms ($\sigma_{xx}$ and $\sigma_{yy}$) containing $\tau^{-1}$ having vanished.

However, contrary to Chakravarty and Wang\textsuperscript{15} we argue that magnetic quantum oscillations in the under-doped high-$T_c$ superconductors are in fact observed in the intermediate regime in which $\omega_c \tau \approx 1$.\textsuperscript{1,27,28} In such a regime, the quantum oscillatory diagonal conductivity terms containing $\tau^{-1}$ do not vanish in a two band metal, leading to quantum oscillations in $R_H$.\textsuperscript{2} In fact, Chakravarty has recently advocated such a scenario.\textsuperscript{26} In a very similar way to a two band metal, the Hall coefficient of a diamond-shaped pocket also contains non-vanishing contributions from $\tau^{-1}$ in the intermediate regime $\omega_c \tau \approx 1$, as demonstrated algebraically by Banik and Overhauser.\textsuperscript{2} We therefore argue that in a very similar way to a two band metal, a diamond-shaped pocket will also exhibit quantum oscillations in $R_H$.\textsuperscript{2}

3. Single versus multiple pockets

The occurrence of multiple pockets in the majority of Fermi surface reconstruction scenarios\textsuperscript{2,6,7,26-29,30} does not make these scenarios more likely, as argued by Chakravarty and Wang.\textsuperscript{2} Other considerations such as the small value of the electronic heat capacity at high magnetic field in fact constrain the number of pockets per CuO$_2$ plane to unity,\textsuperscript{25} making such multiple pocket scenarios less likely. There are at least two other materials,\textsuperscript{31,32} in which Fermi surface reconstruction by incommensurate spin- and or charge-density wave order has been shown experimentally to yield only a single reconstructed pocket. With this in mind, two Fermi surface reconstruction scenarios based on biaxial charge-density wave order\textsuperscript{11,33} have been shown to be capable of producing a reconstructed Fermi surface consisting of only a single pocket.
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