DEFORMATIONS OF FUNCTIONS ON SURFACES

SERGIY MAKSYMENKO

ABSTRACT. The paper contains a review on recent progress in the deformational properties of smooth maps from compact surfaces $M$ to a one-dimensional manifold $P$. It covers description of homotopy types of stabilizers and orbits of a large class of smooth functions on surfaces obtained by the author, E. Kudryavtseva, B. Feshchenko, I. Kuznietsova, Yu. Soroka, A. Kravchenko. We also present here a new direct proof of the fact that for generic Morse maps the connected components their orbits are homotopy equivalent to finite products of circles.

1. Introduction

Let $M$ be a compact connected surface and $P$ be either the real line $\mathbb{R}$ or the circle $S^1$. For a closed subset $X \subset M$ denote by $\mathcal{D}(M, X)$ the group of all smooth ($C^\infty$) diffeomorphisms of $M$ fixed on $X$. This group acts from the right on the space $C^\infty(M, P)$ by the following rule: if $h \in \mathcal{D}(M, X)$ and $f \in C^\infty(M, P)$, then the result of the action of $h$ on $f$ is the composition map $f \circ h : M \to P$. For $f \in C^\infty(M, P)$ let $\Sigma_f$ be the set of its critical points, and $S(f, X) = \{ h \in \mathcal{D}(M, X) \mid f \circ h = f \}$; $O(f, X) = \{ f \circ h \mid h \in \mathcal{D}(M, X) \}$ be respectively the stabilizer and the orbit of $f$ under that action. It will be convenient to say that elements of $S(f, X)$ preserve $f$. Let also $S(f, X) = S(f) \cap \mathcal{D}_{id}(M, X)$ be the subgroup of $S(f)$ consisting of isotopic to the identity diffeomorphisms relatively to $X$, though such an isotopy is not required to preserve $f$. Endow these spaces with $C^\infty$ topologies and denote by $\mathcal{D}_{id}(M, X)$ and $S_{id}(f, X)$ the corresponding path components of $\text{id}_M$ in $\mathcal{D}(M, X)$ and $S(f, X)$, and by $O(f, X)$ the path component of $O(f, X)$ containing $f$. We will omit $X$ from notation whenever it is empty.

Let $C^\infty_0(M, P) \subset C^\infty(M, P)$ be the subset consisting of maps $f : M \to P$ satisfying the following axiom:

(B) The map $f$ takes a constant value at each connected component of $\partial M$ and has no critical points in $\partial M$.

Let also $\mathcal{M}(M, P) \subset C^\infty_0(M, P)$ be the subset consisting of Morse maps, i.e. maps having only non-degenerate critical points, i.e. in some local coordinates $(x, y)$ at such point $f$ is given by the formula $\pm x^2 \pm y^2$ for some choice of signs. Notice that such a polynomial can be characterized as a non-zero homogeneous polynomial of degree 2 having no multiple factors. A Morse map is called
\begin{itemize}
\item \textit{simple} if each connected component of each level set of \( f \) contains at most one critical point;
\item \textit{generic} if it takes distinct value at distinct critical points.
\end{itemize}

Every generic Morse map is evidently simple. Denote by \( \mathcal{M}^{\text{gen}}(M, P) \) and \( \mathcal{M}^{\text{simp}}(M, P) \) the sets of all generic and simple Morse maps \( M \to P \). Then
\[ \mathcal{M}^{\text{gen}}(M, P) \subset \mathcal{M}^{\text{simp}}(M, P) \subset \mathcal{M}(M, P). \]

It is well known that each of these three spaces is \textit{open} and \textit{everywhere dense} in \( C^{\infty}_0(M, P) \) with respect to \( C^{\infty} \) topology, e.g. [16, Chapter 6].

More generally, let \( \mathcal{F}(M, P) \subset C^{\infty}_0(M, P) \) be the subset consisting of maps satisfying one more axiom:
\begin{enumerate}
(L) For every critical point \( z \) of \( f \), there are local coordinates in which \( f \) is a homogeneous polynomial \( \mathbb{R}^2 \to \mathbb{R} \) of degree \( \geq 2 \) without multiple factors.
\end{enumerate}

The present paper contains a review of recent results about the homotopy types of \( S(f, X) \) and \( O(f, X) \) of maps \( f \in \mathcal{F}(M, P) \) obtained by S. Maksymenko, B. Feshchenko, A. Kravchenko, I. Kuznietsova, Yu. Soroka, [9,19–21,29,31,33–37,39,40,43–47] and E. Kudryavtseva [23–25, 27,28].

Notice that we have the following inclusions:
\[ \mathcal{M}(M, P) \subset \mathcal{F}(M, P) \subset C^{\infty}_0(M, P) \subset C^{\infty}(M, P). \]

It is also easy to show (see §4.1) that every \( f \in \mathcal{F}(M, P) \) has only isolated critical points, so the set of critical points is finite. Moreover, for every isolated critical point \( z \) of a \( C^3 \) map \( g : \mathbb{R}^2 \to \mathbb{R} \) the local \textit{topological structure} of level-sets of \( g \) near \( z \) is realized by level sets of homogeneous polynomial without multiple factors, see §4.1.

Thus \( \mathcal{F}(M, P) \) consists of “typical” maps with “topologically typical” critical points, and therefore the presented results thus describe typical deformational properties of smooth maps on surfaces.

\section{2. Algebraic preliminaries}

In this section we will present necessary topological and algebraic definitions and list of preliminary statements. The reader may skip this section on first reading and use it for the references. Everywhere in the paper \( \leftrightarrow \) will mean a “\textit{monomorphism}”, \( \Rightarrow \) an “\textit{epimorphism}”, and \( \cong \) an \textit{isomorphism}.

\subsection{2.1. Commutative diagrams.}
Suppose we are given two sequences of homomorphisms of groups:
\[ u : K_1 \xrightarrow{\alpha_1} \cdots \xrightarrow{\alpha_{k-1}} K_k, \quad v : L_1 \xrightarrow{\beta_1} \cdots \xrightarrow{\beta_{k-1}} L_k. \]

Then by a \textit{homomorphism} \( \gamma = (\gamma_1, \ldots, \gamma_k) : u \to v \) we will mean a collection of homomorphisms \( \gamma_i : K_i \to L_i, i = 1, \ldots, k \), making commutative the following diagram:

\begin{center}
\begin{tikzcd}
K_1 \arrow[r, \alpha_1] \arrow[d, \gamma_1] & K_2 \arrow[r, \alpha_2] \arrow[d, \gamma_2] & \cdots \arrow[r, \alpha_{k-1}] & K_k \arrow[d, \gamma_k] \\
L_1 \arrow[r, \beta_1] & L_2 \arrow[r, \beta_2] & \cdots \arrow[r, \beta_{k-1}] & L_k
\end{tikzcd}
\end{center}
In this case $\gamma$ is said to be an epimorphism (resp. monomorphism, isomorphism) whenever $\gamma_i$ is so. In particular, one can talk about exact sequences of sequences of homomorphisms. Also by a product $u \times v$ we will mean the following sequence

$$u \times v : K_1 \times L_1 \xrightarrow{\alpha_1 \times \beta_1} K_2 \times L_2 \xrightarrow{\alpha_2 \times \beta_2} \cdots \xrightarrow{\alpha_k \times \beta_k} K_k \times L_k.$$ 

More generally, one can define in an obvious way similar notions for commutative diagrams of arbitrary fixed type not only for chains of homomorphisms. In particular, by exact $(3 \times 3)$-diagram we will mean a commutative diagram shown on the left:

$$\begin{array}{ccc}
    u_0 : & K & \to & L & \to & M \\
    & \downarrow & & \downarrow & & \downarrow \\
    u_1 : & A & \to & B & \to & C \\
    & \downarrow & & \downarrow & & \downarrow \\
    u_2 : & P & \to & Q & \to & R
\end{array}$$

in which each row and column is a short exact sequence. It can be regarded as a short exact sequence of its rows $u_0 \hookrightarrow u_1 \twoheadrightarrow u_2$ (or columns) being in turn short exact sequences of groups homomorphisms. Notice that if all monomorphisms in (1) are inclusions of subgroups, then $L$ and $A$ are normal subgroups of $B$ with $K = L \cap A$ and that diagrams is isomorphic with the following one

$$\begin{array}{ccc}
    & A \cap L & \to & L & \to & L / A \cap L \\
    A & \downarrow & & \downarrow & & \downarrow \\
    & A & \to & B & \to & B / A \\
    & \downarrow & & \downarrow & & \downarrow \\
    & A / (A \cap L) & \to & B / L & \to & B / A \cong B / M / (A \cap L)
\end{array}$$

via isomorphism being identity on $A$, $L$, and $B$.

2.2. Sections of homomorphisms. Let $p : G \to Z$ be a homomorphism. Then another homomorphism $s : Z \to G$ is called a section of $p$, whenever $p \circ s = \text{id}_Z$. In this case $p$ must be surjective, and $s$ isomorphically maps $Z$ onto the subgroup $s(Z)$ of $G$.

An essential point here is that $s$ must be a homomorphism. For instance $p : \mathbb{Z} \xrightarrow{b \mod n} \mathbb{Z}_n$ for $n \geq 2$ has no sections. Indeed if $s : \mathbb{Z}_n \to Z$ a section, then $s(\mathbb{Z}_n)$ must be a finite subgroup of $Z$, and therefore it is $\{0\}$. Thus $s$ is the zero homomorphism, and thus $p \circ s = 0 \neq \text{id}_{\mathbb{Z}_n}$.

2.3. Direct products. Let $G$ be a group, $G_1, \ldots, G_k$ a collection of its subgroups, and $\psi : \prod_{i=1}^{k} G_i \to G$ a map defined by $\psi(g_1, \ldots, g_k) = g_1 \cdots g_k$. Then $\psi$ is an isomorphism of groups if and only if $G_1, \ldots, G_k$ pairwise commute, generate $G$, and $G_i \cap G_j = \{e\}$ for $i \neq j$. In that case $G$ splits into a direct product of its subgroups $G_1, \ldots, G_k$.

2.4. Semidirect products. Let $Z$ and $A$ be two groups with units $e_Z$ and $e_A$ respectively, and $\phi : Z \to \text{Aut}(A)$ a homomorphism into the group of automorphisms of $A$ regarded as a group with respect to the composition of automorphisms. For $x \in Z$ and $a \in A$ it will be convenient to denote $\phi(x)(a) = x a$, whence for $x, y \in Z$ and $a, b \in A$ we have that

$$(xy)a = \phi(xy)(a) = \phi(x)(\phi(y)(a)) = x(\phi(y)a),$$

$$x(ab) = \phi(x)(ab) = \phi(x)(a) \cdot \phi(x)(b) = x a \cdot x b.$$
Then there is a group structure on the Cartesian product of sets $A \times Z$, denoted by $A \rtimes \phi Z$ and called a semidirect product of $A$ and $Z$ (with respect to $\phi$), defined by the following rule:

$$(a, x) \cdot (b, y) := (a \cdot \sigma(x^2b, xy), (a, x), (b, y) \in A \times Z).$$

If $\phi$ is assumed from the context, then $A \rtimes \phi Z$ is sometimes denoted simply by $A \rtimes Z$.

One easily check associativity of such multiplication, and that

$$(a, x) \cdot (b, y) \cdot (c, z) := (a \cdot x^2b \cdot \sigma(xyc, xyz),$$

the unit is $(e_A, e_Z)$, and $(a, x)^{-1} = (x^{-1}a^{-1}, x^{-1})$.

It follows that the following maps

$$\rho : A \rightarrow A \rtimes \phi Z, \quad \rho(a) = (a, e_Z),$$

$$\sigma : Z \rightarrow A \rtimes \phi Z, \quad \sigma(z) = (e_A, z),$$

$$\pi : A \rtimes \phi Z \rightarrow Z, \quad \pi(a, z) = z,$$

are homomorphisms, $\rho$ isomorphically maps $A$ on $A \times e_Z$, and $\sigma$ is a section of $\pi$, i.e. $\pi \circ \sigma = \text{id}_Z$, and its isomorphically maps $Z$ onto $e_A \times Z$. In other words, we have the following short exact sequence admitting a section: $A \xleftarrow{\rho} A \rtimes Z \xrightarrow{\pi} Z$.

The following statement characterizes semidirect products via short exact sequences admitting sections.

**Lemma 2.4.1.** Let $p : G \rightarrow Z$ be a homomorphism with $A = \ker(p)$. Suppose there exists a section $s : Z \rightarrow G$ of $p$. Then $s(Z)$ acts on $A$ by conjugations, so we get a homomorphism

$$\phi : Z \rightarrow \text{Aut}(A), \quad \phi(z)(a) = s(z) \cdot a \cdot s(z)^{-1},$$

and can define the semidirect product $A \rtimes \phi Z$. Moreover, the map

$$\psi : A \rtimes \phi Z \rightarrow G, \quad \psi(a, z) = r(a)\sigma(z),$$

is an isomorphism which induces isomorphism of the following short exact sequences:

$$\begin{array}{ccc}
A \xleftarrow{a \mapsto (a,e)} & A \rtimes \phi Z & \xrightarrow{(a,z) \mapsto z} Z \\
\| & \| & \\
A \xleftarrow{\approx} & G & \xrightarrow{p} Z
\end{array}$$

(3)

2.5. **Semidirect products with $Z$.** Clearly, any epimorphism $\eta : G \rightarrow Z$ onto the group $Z$ of integers, always has a section: just take any $g \in G$ with $\eta(g) = 1$, and put $s(n) = g^n$. Then $G$ is a semidirect product $\ker(\eta) \rtimes Z$, i.e. a Cartesian product $\ker(\eta) \times Z$ of sets with the following multiplication:

$$(a, m)(b, n) = (ag^m b^{-m}, m + n).$$

(4)

2.6. **Wreath products.** Let $G$ be a group, $m \geq 1$, and $G^m$ be the $m$-th power of $G$, so its elements are $m$-tuples of elements of $G$. Also for $n \geq 1$ one can regard the elements of $mn$-power $G^{mn}$ of $G$ as $(m \times n)$-matrices whose entries belong to $G$. In particular, there are the following natural non-effective actions of $Z$ on $G^m$ and $Z^2$ on $G^{mn}$ by cyclic shifts of coordinates:

$$G^m \times Z \rightarrow G^m, \quad \{\{g_i\}_{i=0}^{m-1}, a\} \mapsto \{g_{i+a}\},$$

$$G^{mn} \times Z^2 \rightarrow G^{mn}, \quad \{\{g_{i,j}\}_{i=0,...,m-1, j=0,...,n-1}, (a, b)\} \mapsto \{g_{i+a,j+b}\},$$

$$\{g_{i,j}\}_{i=0,...,m-1, j=0,...,n-1} \mapsto \{g_{i+a,j+b}\},$$

$$\{g_{i,j}\}_{i=0,...,m-1, j=0,...,n-1} \mapsto \{g_{i+a,j+b}\}. $$
for \( a, b \in \mathbb{Z} \), where \( i + a \) is taken modulo \( m \), and \( j + b \) is taken modulo \( n \). These actions reduce to effective actions of \( \mathbb{Z}_m \) on \( G^m \) and \( \mathbb{Z}_m \times \mathbb{Z}_n \) on \( G^{mn} \). Let

\[
G \wr_m \mathbb{Z}, \quad G \wr \mathbb{Z}_m, \quad G \wr_m \mathbb{Z}^2, \quad G \wr (\mathbb{Z}_m \times \mathbb{Z}_n)
\]

be the respective semidirect products induced by the above actions. Such semidirect products are called wreath products. For instance, \( G \wr \mathbb{Z} \) is a cartesian product of sets \( G^m \times \mathbb{Z} \) with the following operation:

\[
(g_0, \ldots, g_{m-1}, a) \cdot (h_0, \ldots, h_{m-1}, b) = \left( g_0 h_a, g_1 h_{a+1}, \ldots, g_{m-1} h_{a-1}, a + b \right),
\]

where all indices are taken modulo \( m \). The multiplications in other groups \( G \wr \mathbb{Z}_m, G \wr_m \mathbb{Z}^2, \) and \( G \wr (\mathbb{Z}_m \times \mathbb{Z}_n) \) are similar.

These groups will play the key role in what follows. For a group \( G \) denote by \( Z(G) \) its center and by \( G' := [G, G] \) its derived subgroup (commutant). Let also \( ab : G \to G/G' \) be the natural abelianization epimorphism.

**Lemma 2.6.1.** [31] Let \( G \) be any group and \( m, n \geq 1 \). Then

\[
Z(G \wr_m \mathbb{Z}) = \{(g, \ldots, g, mk) \mid g \in G, k \in \mathbb{Z}\} \cong Z(G) \times \mathbb{Z},
\]

\[
Z(G \wr_{m,n} \mathbb{Z}^2) = \{(g, \ldots, g, mk, nl) \mid g \in G, k, l \in \mathbb{Z}\} \cong Z(G) \times \mathbb{Z}^2.
\]

Moreover, the following maps

\[
\gamma : G \wr_m \mathbb{Z} \to (G/G') \times \mathbb{Z}, \quad \gamma(g_1, \ldots, g_n, k) = (ab(g_1 \cdots g_m), k),
\]

\[
\delta : G \wr_{m,n} \mathbb{Z}^2 \to (G/G') \times \mathbb{Z}^2, \quad \delta\{(g_{i,j})\}, k, l) = \left(\left(\frac{m}{\prod_{i=1}^{m} g_{i,j}}\right), k, l\right)
\]

are well-defined surjective homomorphisms with

\[
(G \wr_m \mathbb{Z})' = \ker(\gamma) = \{(g_1, \ldots, g_n, 0) \mid \prod_{i=1}^{m} g_i \in G'\},
\]

\[
(G \wr_{m,n} \mathbb{Z}^2)' = \ker(\delta) = \{\{g_{i,j}\}, 0, 0) \mid \prod_{i=1}^{m} \prod_{j=1}^{n} g_{i,j} \in G'\},
\]

so we have the following commutative diagrams:

\[
\begin{array}{ccc}
G \wr_m \mathbb{Z} & \xrightarrow{ab} & G \wr_m \mathbb{Z} \\
\downarrow{\cong} & \cong & \downarrow{\eta} \\
G \wr_m \mathbb{Z} & \xrightarrow{\gamma} & G/G' \times \mathbb{Z}
\end{array}
\]

\[
\begin{array}{ccc}
G \wr_{m,n} \mathbb{Z}^2 & \xrightarrow{ab} & G \wr_{m,n} \mathbb{Z}^2 \\
\downarrow{\cong} & \cong & \downarrow{\nu} \\
G \wr_{m,n} \mathbb{Z}^2 & \xrightarrow{\delta} & G/G' \times \mathbb{Z}^2
\end{array}
\]

for unique isomorphisms \( \eta \) and \( \nu \).

Finally, if \( G \) is torsion free, then so are \( G \wr_m \mathbb{Z} \) and \( G \wr_{m,n} \mathbb{Z}^2 \).

**Notes to the proof.** Statements about centers, derived subgroups, and abelianization are proved in I. Kuznietsova and Yu. Soroka [31]. The latter statement about torsion free property of \( G \wr_m \mathbb{Z} \) is established in [44, Lemma 2.2], and the same arguments can be used to prove it for \( G \wr_{m,n} \mathbb{Z}^2 \). \( \Box \)
2.7. **Special short exact sequences.** In what follows for \( m, n \geq 1 \) we will use the following short exact sequences:

\[
\begin{align*}
    z_0 & : \{1\} \hookrightarrow \{1\} \rightarrow \{1\}, \quad (5) \\
    z_1 & : \mathbb{Z} \xrightarrow{\text{id}} \mathbb{Z} \rightarrow \{1\}, \quad (6) \\
    z_m & : m\mathbb{Z} \hookrightarrow \mathbb{Z} \xrightarrow{\text{mod } m} \mathbb{Z}_m, \quad (7) \\
    z_{m,n} & : m\mathbb{Z} \times n\mathbb{Z} \rightarrow \mathbb{Z} \times \mathbb{Z} \xrightarrow{(\text{mod } m, \text{ mod } n)} \mathbb{Z}_m \times \mathbb{Z}_n. \quad (8)
\end{align*}
\]

Then for a short exact sequence \( q : K \xleftarrow{\alpha} L \xrightarrow{\beta} M \) we have the following two exact \((3 \times 3)\)-diagrams:

\[
\begin{align*}
    q^m & : \xymatrix{ \quad & K^m \times 0 \ar[r]^-{\zeta} & L^m \times 0 \ar[r]^-{\beta} & M^m \times 0 & \quad } \\
    q \lhd z_m & : \xymatrix{ K^m \times m\mathbb{Z} \ar[r]^-{\alpha'} & L \times \mathbb{Z} \ar[r]^-{\text{id}_m} & M \times \mathbb{Z}_m & \quad } \\
    z_m & : \xymatrix{ \quad & m\mathbb{Z} \ar[r]^-{\zeta} & \mathbb{Z} \ar[r]^-{p'} & \mathbb{Z}_m & \quad } \\
\end{align*}
\]

\[
\begin{align*}
    q^{mn} & : \xymatrix{ \quad & K^{mn} \times 0 \times 0 \ar[r]^-{\zeta} & L^{mn} \times 0 \times 0 \ar[r]^-{\beta'} & M^{mn} \times 0 \times 0 & \quad } \\
    q \lhd z_{m,n} & : \xymatrix{ K^{mn} \times m\mathbb{Z} \times n\mathbb{Z} \ar[r]^-{\alpha''} & L \times \mathbb{Z}^2 \ar[r]^-{\beta''} & M \times (\mathbb{Z}_m \times \mathbb{Z}_n) & \quad } \\
    z_{m,n} & : \xymatrix{ \quad & m\mathbb{Z} \times n\mathbb{Z} \ar[r]^-{\zeta} & \mathbb{Z}^2 \ar[r]^-{p''} & \mathbb{Z}_m \times \mathbb{Z}_n & \quad }
\end{align*}
\]

where \( p' \) and \( p'' \) are the projection to the last coordinates, and

\[
\begin{align*}
    \alpha'(a_1, \ldots, a_m, mk) &= (\alpha(a_1), \ldots, \alpha(a_m), mk), \\
    \beta'(b_1, \ldots, b_m, k) &= (\beta(b_1), \ldots, \beta(b_m), k \text{ mod } m) \\
    \alpha''(\{a_{i,j}\}, mk, nl) &= (\{\alpha(a_{i,j})\}, mk, nl), \\
    \beta''(\{b_{i,j}\}, k, l) &= (\{\beta(b_{i,j})\}, k \text{ mod } m, l \text{ mod } n),
\end{align*}
\]

\( \alpha_i \in K, \beta_i \in L \) for all \( i = 1, \ldots, m \), \( j = 1, \ldots, n \), and \( k, l \in \mathbb{Z} \). The middle horizontal sequences of both diagrams will be called the wreath product of \( q \) with \( z_m \) and \( z_{m,n} \) and denoted by \( q \lhd z_m \) and \( q \lhd z_{m,n} \) respectively. Thus (9) and (10) can be written as short exact sequences of their rows:

\[
q^m \hookrightarrow q \lhd z_m \rightarrow z_m, \quad q^{mn} \hookrightarrow q \lhd z_{m,n} \rightarrow z_{m,n} \quad (11)
\]
Evidently,

\[ q \wr z_{m,1} \cong q \wr z_{1,1} \]
\[ q \wr z_1 \cong q \wr z_1 : K \times \mathbb{Z} \hookrightarrow L \wr \mathbb{Z} \cong \mathbb{L} \times \mathbb{Z} \twoheadrightarrow M, \]
\[ z_k \wr z_m : (k \mathbb{Z})^m \times m \mathbb{Z} \hookrightarrow \mathbb{Z} \wr \mathbb{Z} \twoheadrightarrow Z_k \wr Z_m, \]
\[ z_k \wr z_{m,n} : (k \mathbb{Z})^{m,n} \times m \mathbb{Z} \times n \mathbb{Z} \hookrightarrow \mathbb{Z} \wr \mathbb{Z}^2 \twoheadrightarrow Z_k \wr (Z_m \times Z_n). \]

2.8. Garside elements. Let \( G \) be any group with unit \( e \) and \( m \geq 1 \). Then the element \( \gamma = (e, \ldots, e, m) \in G \wr_m \mathbb{Z} \) will be called the Garside element. By Lemma 2.6.1 \( \gamma \) belongs to the center of \( G \wr_m \mathbb{Z} \).

2.8.1. Garside sequences. Let \( q : K \hookrightarrow L \twoheadrightarrow M \) be a short exact sequence and \( m \geq 1 \). For simplicity assume that \( K \) is a subgroup of \( L \) and let \( e \) be the common unit element of \( K \) and \( L \). Consider the wreath product

\[ q \wr z_m : K^m \times m \mathbb{Z} \hookrightarrow L \wr \mathbb{Z} \twoheadrightarrow M \wr \mathbb{Z}. \quad (12) \]

Then the Garside element \( \gamma = (e, \ldots, e, m) \) of \( L \wr \mathbb{Z} \) belongs to \( K^m \times m \mathbb{Z} \), and \( \gamma^k = (e, \ldots, e, km) \) for all \( k \in \mathbb{Z} \). It follows that there exists the following exact \((3 \times 3)\)-diagram:

\[
\begin{array}{c}
z_1 \hookrightarrow e^m \times m \mathbb{Z} \xrightarrow{k \mapsto \gamma^k} e^m \times m \mathbb{Z} \twoheadrightarrow 1, \\
q \wr z_m : K^m \times m \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z} \twoheadrightarrow M \wr \mathbb{Z}_m, \\
q \wr z_m : K^m \times m \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z} \twoheadrightarrow M \wr \mathbb{Z}_m, \\
q \wr z_m : K^m \times m \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z} \twoheadrightarrow M \wr \mathbb{Z}_m
\end{array}
\]

in which the bottom row sequence will be denoted by \( q \wr z_m \). The total sequence \( z_1 \hookrightarrow q \wr z_m \twoheadrightarrow q \wr z_m \) will be called the Garside sequence of \( q \wr z_m \).

Similarly, for \( m, n \geq 1 \) one has analogous diagram

\[
\begin{array}{c}
z_1^2 \hookrightarrow e^{mn} \times m \mathbb{Z} \times n \mathbb{Z} \xrightarrow{k \mapsto \gamma^k} e^{mn} \times m \mathbb{Z} \times n \mathbb{Z} \twoheadrightarrow 1, \\
q \wr z_{m,n} : K^{mn} \times m \mathbb{Z} \times n \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z}^2 \twoheadrightarrow M \wr (Z_m \times Z_n), \\
q \wr z_{m,n} : K^{mn} \times m \mathbb{Z} \times n \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z}^2 \twoheadrightarrow M \wr (Z_m \times Z_n), \\
q \wr z_{m,n} : K^{mn} \times m \mathbb{Z} \times n \mathbb{Z} \xrightarrow{\gamma^k} L \wr \mathbb{Z}^2 \twoheadrightarrow M \wr (Z_m \times Z_n)
\end{array}
\]

The total sequence \( z_1^2 \hookrightarrow q \wr z_{m,n} \twoheadrightarrow q \wr z_{m,n} \) will be called the Garside sequence of \( q \wr z_{m,n} \).

2.8.2. Diagonal Garside sequences. More generally, let \( n \geq 1 \), and for each \( i = 1, \ldots, n \) let \( q_i : K_i \hookrightarrow L_i \twoheadrightarrow M_i \), be a short exact sequence, \( m_i \geq 1 \), \( \gamma_i \in L_i \wr \mathbb{Z} \) be the corresponding Garside element, and

\[ \tilde{\gamma} = (\gamma_1, \ldots, \gamma_n) \in \prod_{i=1}^n (K_i^{m_i} \times m_i \mathbb{Z}). \]
be the “diagonal” element in the product of subgroups $K_i^{m_i} \times m_i\mathbb{Z}$ generated by the corresponding Garside elements. Then we have the following commutative diagram:

![Diagram](image)

which will be called diagonal Garside sequence of $\prod_{i=1}^n q_i \lhd z_m$.

2.8.3. Several constructions. For every group $A$ one can associate two short exact sequences $s(A) : A = A \rightarrow 1$ and $d(A) : 1 \rightarrow A = A$.

Then for a pair $k : A \rightarrow B \rightarrow C$ and $l : P \leftarrow Q \rightarrow R$ of two exact sequences one can also define the following split sequence of $k$ and $l$:

\[ s(k) \times d(l) : k \leftarrow k \times l \rightarrow l \]

\[ k : \begin{array}{c} A \rightarrow B \rightarrow C \\ \downarrow \downarrow \downarrow \end{array} \]

\[ k \times l : \begin{array}{c} A \times P \leftarrow B \times Q \rightarrow C \times R \\ \downarrow \downarrow \downarrow \end{array} \]

\[ l : \begin{array}{c} P \leftarrow Q \rightarrow R \\ \downarrow \downarrow \downarrow \end{array} \]

Also for each short exact sequence $u : A \rightarrow B \rightarrow C$ one can define the following exact $(3 \times 3)$-diagram

\[ \begin{array}{c} s(A) \ : \ A \leftarrow A \rightarrow 1 \\ \downarrow \downarrow \downarrow \end{array} \]

\[ u : \begin{array}{c} A \rightarrow B \rightarrow C \\ \downarrow \downarrow \downarrow \end{array} \]

\[ d(A) : 1 \leftarrow C \rightarrow C \]

which can be viewed as a short exact sequence $\sharp u : s(A) \leftarrow u \rightarrow d(C)$ of short exact sequences which will be denoted by $\sharp u$.

2.9. Characterization of $q^m \leftarrow q \lhd z_m \rightarrow z_m$. Suppose we have a short exact sequence of short exact sequences $k \leftarrow l \rightarrow z_m$:

\[ \begin{array}{c} k : K \leftarrow L \rightarrow M \\ \downarrow \downarrow \downarrow \end{array} \]

\[ \begin{array}{c} l : A \leftarrow B \rightarrow C \\ \downarrow \downarrow \downarrow \end{array} \]

\[ \begin{array}{c} z_m : m\mathbb{Z} \leftarrow \mathbb{Z} \rightarrow \mathbb{Z}_m \end{array} \mod m \]

in which $K, A, L$ are normal subgroups of $B$ and

\[ A = \ker(\rho) = \eta^{-1}(m\mathbb{Z}), \quad L = \ker(\eta), \quad K = A \cap L. \]

(18)
Fix an element \( g \in B \) and let \( L_0 \subset L \) be a subgroup. Denote \( K_0 = K \cap L_0 \) and \( M_0 = L_0/K_0 \), so we get a short exact sequence \( u : K_0 \hookrightarrow L_0 \twoheadrightarrow M_0 \).

Also let \( L_i := g^{-i}L_0g^j \) and \( K_i := g^{-i}K_0g^j \) for \( i = 0, \ldots, m - 1 \). Then \( L_i \subset L \) and \( K_i \subset K \) since \( L \) and \( K \) are normal.

**Lemma 2.9.1.** [44, Lemma 2.3], cf.[30]. Suppose that

(a) \( \eta(g) = 1 \) and \( g^n \) commutes with \( L \);
(b) \( L \) splits into the product subgroups \( L_0, \ldots, L_{m-1} \), i.e. those subgroups generate \( L \), pairwise commute, and \( L_i \cap L_j = \{e\} \) for all \( i \neq j \);
(c) \( K_0, \ldots, K_{m-1} \) generate \( K \).

Then the map \( \beta : L \wr Z \rightarrow B \) defined by

\[
\beta(b_0, b_1, \ldots, b_{m-1}, k) = \begin{cases} 
\begin{align*}
&= b_0 (g^{-1}b_1 g^1)(g^{-2}b_2 g^2) \cdots (g^{-m+1}b_{m-1} g^{m-1})g^k = \\
&= b_0 g^{-1} b_1 \cdots g^{-1} b_{m-1} g^{-1+m+k},
\end{align*}
\end{cases}
\]

for \( b_i \in L_0, i = 0, \ldots, m - 1 \), and \( k \in Z \), is an isomorphism of groups inducing an isomorphism of exact \((3 \times 3)\)-diagrams:

\[
\begin{array}{cccc}
K_0^m \times 0 & \rightarrow & L_0^m \times 0 & \rightarrow & M_0^m \times 0 \\
\downarrow & & \downarrow & & \downarrow \\
K_0^m \times mZ & \xleftarrow{\alpha'} & L_0 \wr mZ & \xleftarrow{\beta'} & M_0 \wr Z_m \\
\downarrow & & \downarrow & & \downarrow \\
mZ & \rightarrow & Z & \rightarrow & Z_m
\end{array}
\] 

being identity on the lower sequence. In other words, we get an “isomorphism over \( z_m \)” of short exact sequences \( u^m \hookrightarrow u \wr z_m \twoheadrightarrow z_m \) and \( k \hookrightarrow 1 \twoheadrightarrow z_m \).

2.10. **Characterization of** \( q^{m,n} \hookrightarrow q \wr z_{m,n} \twoheadrightarrow z_{m,n} \). Suppose we have a short exact sequence of short exact sequences \( k \hookrightarrow 1 \twoheadrightarrow z_{m,n} \):

\[
\begin{array}{ccc}
k & \hookrightarrow & K \\
\downarrow & & \downarrow \\
1 & \hookrightarrow & A \\
\downarrow & & \downarrow \\
z_m & \hookrightarrow & mZ \times nZ \\
\downarrow & & \downarrow \\
& \xrightarrow{\eta \mod m, \mod n} & Z \times Z \\
& \downarrow & \downarrow \\
& \xrightarrow{\eta} & Z_m \times Z_n \\
& \downarrow & \downarrow \\
& \xrightarrow{\eta} & \end{array}
\]

in which \( K, A, L \) are normal subgroups of \( B \) and

\[
A = \ker(\rho) = \eta^{-1}(mZ \times nZ), \quad L = \ker(\eta), \quad K = A \cap L. \quad (20)
\]

Let \( L_0 \subset L \) be a subgroup, \( K_0 = K \cap L_0 \) and \( M_0 = L_0/K_0 \), so we get a short exact sequence \( u : K_0 \hookrightarrow L_0 \twoheadrightarrow M_0 \). Fix also two elements \( g, h \in B \) and for \( i = 0, \ldots, m - 1, j = 0, \ldots, n - 1 \) put

\[
K_{i,j} := g^i h^j K_0 h^{-j} g^{-i}, \quad L_{i,j} := g^i h^j L_0 h^{-j} g^{-i}.
\]
Then \( K_{i,j} \subset K \) and \( L_{i,j} \subset L \) since \( K \) and \( L \) are normal. The following lemma can be proved similarly to Lemma 2.9.1.

**Lemma 2.10.1.** Suppose that
(a) \( gh = hg, \eta(g) = (1,0), \eta(h) = (0,1), \) and both \( g^m \) and \( h^n \) commute with \( L; \)
(b) \( L \) splits into the product subgroups \( \{L_{i,j}\}, \) i.e. those subgroups generate \( L, \) pairwise commute, and \( L_{i,j} \cap L_{i',j'} = \{e\} \) for all \( (i,j) \neq (i',j'); \)
(c) \( \{K_{i,j}\} \) generate \( K. \)

Then the map \( \beta : L_0 \times \mathbb{Z}^2 \rightarrow B \) defined by
\[
\beta(\{b_{i,j}\}, k, l) = \left( \prod_{i,j} g^i h^j b_{i,j} h^{-j} g^{-i} \right) \cdot g^k h^l,
\]
for \( b_{i,j} \in L_0, i = 0, \ldots, m - 1, j = 0, \ldots, n - 1, \) and \( k, l \in \mathbb{Z}, \) is an isomorphism of groups inducing an isomorphism of the following exact \( (3 \times 3) \)-diagram:
\[
\begin{array}{ccc}
K_0^m \times 0 & 0 \times 0 & L_0^m \times 0 \times 0 \\
\uparrow & \uparrow & \uparrow \\
\uparrow & \uparrow & \uparrow \\
K_0^m \times m\mathbb{Z} \times n\mathbb{Z} \leftarrow L_0^m \times \mathbb{Z}^2 \beta' \rightarrow M_0^m \times (\mathbb{Z}_m \times \mathbb{Z}_n)
\end{array}
\]
to the diagram (19) and that isomorphism is the identity on the lower rows. In other words, we get an “isomorphism over \( z_{m,n} \)” of short exact sequences
\[
\begin{align*}
u^m & \rightarrow u \times z_{m,n} \rightarrow z_{m,n} \\
k & \rightarrow l \rightarrow z_{m,n}
\end{align*}
\]

### 3. Homogeneous polynomials without multiple factors

The fundamental theorem of algebra implies that every real homogeneous polynomial \( g : \mathbb{R}^2 \rightarrow \mathbb{R} \) is a product of finitely many linear \( L_i = a_ix + b_iy \) and irreducible over \( \mathbb{R} \) quadratic factors \( Q_j(x, y) = c_jx^2 + 2d_jxy + e_jy^2; \)
\[
g(x, y) = \prod_{i=1}^p L_i(x, y) \cdot \prod_{j=1}^q Q_j(x, y).
\]

Evidently, \( g \) has critical points if and only if \( \deg g \geq 2. \) Moreover, if \( g \) has two proportional linear factors, that is \( L_i = sL_j \) for some \( i \neq j \) and \( s \neq 0, \) then all the line \( L_i = 0 \) consists of critical points of \( g. \) This implies that the origin \( 0 \in \mathbb{R}^2 \) is a unique critical point of \( g \) iff \( \deg g \geq 2 \) and \( g \) has no multiple linear factors.

In the latter case the number \( p \) of linear factors can be seen from the topological structure of level sets of \( g, \) see Figure 1.

![Figure 1. Topological structure of level-sets of homogeneous polynomials without multiple factors](image)
We will say that $0 \in \mathbb{R}^2$ is
- a non-degenerate extreme if $p = 0$ and $q = 1$, so $g = Q_1$;
- a degenerate extreme if $p = 0$ and $q \geq 2$, so $g = Q_1Q_2 \cdots Q_q$;
- a quasi saddle if $p = 1$, so $g = L_1 \cdot Q_1 \cdots Q_q$;
- a non-degenerate saddle if $p = 2$ and $q = 0$, so $g = L_1L_2$;
- a saddle if $p \geq 2$ and $\deg g = p + 2q \geq 3$.

3.1. Symmetries. Let $g : \mathbb{R}^2 \to \mathbb{R}$ be a homogeneous polynomial without multiple factors. Let also $S(g)$ be the group of germs at $0 \in \mathbb{R}^2$ of diffeomorphisms $h : (\mathbb{R}^2,0) \to (\mathbb{R}^2,0)$ such that $g \circ h = g$, and $\mathcal{L}(g) \subset \text{GL}(\mathbb{R},2)$ be the group of linear isomorphisms $A : \mathbb{R}^2 \to \mathbb{R}^2$ which also preserve $g$, that is $g(Ax) = g(x)$ for all $x \in \mathbb{R}^2$. Then $\mathcal{L}(g)$ can be regarded as a subgroup of $S(g)$.

Let $h \in S(g)$, and $A = J(h)$ be its Jacobi matrix at $0$. Since $g$ is homogeneous, say of degree $k$, the identity $g \circ h = g$ easily implies that $g(Ax) = g(x)$ for all $x \in \mathbb{R}^2$, [32, Lemma 36]:

$$g(x) = \frac{g(tx)}{t^k} = \frac{g(h(tx))}{t^k} = g \left( \frac{h(tx)}{t} \right) \xrightarrow{t \to 0} g(Ax).$$

In other words, if a diffeomorphism preserves a homogeneous polynomial $g$, then its Jacobi matrix at 0 also preserves $g$. Hence we get a natural homomorphism:

$$J : S(g) \to \mathcal{L}(g), \quad h \mapsto J(h).$$

Since for a linear map given by a matrix $A$ its Jacobi matrix is $A$, we see that $J$ is the identity on $\mathcal{L}(g)$. In other words, $J$ is a retraction of $S(g)$ onto $\mathcal{L}(g)$, and in particular it is surjective.

Let also $\mathcal{L}^+(g) = \mathcal{L}(g) \cap \text{GL}^+(\mathbb{R},2)$ and $S^+(g)$ be the subgroup of $S(g)$ consisting of orientation preserving germs. Then

$$J(S^+(g)) = \mathcal{L}^+(g).$$

Lemma 3.1.1. [37, Lemma 6.2]. After a proper linear change of coordinates in $\mathbb{R}^2$ and replacing (if necessary) $g$ with $-g$, one can assume that the following properties hold.

(a) Suppose $0 \in \mathbb{R}^2$ is a non-degenerate local extreme, i.e. $\deg g = 2$, and $g$ is an irreducible quadratic form. Then

$$g(x, y) = x^2 + y^2, \quad \mathcal{L}(g) = O(2), \quad \mathcal{L}^+(g) = SO(2).$$

(b) If $0 \in \mathbb{R}^2$ is a non-degenerate saddle, so $\deg g = 2$, and $g$ is a product of two independent linear factors, then $g(x, y) = xy$,

$$\mathcal{L}(g) = \left\{ \pm \begin{pmatrix} t^{\pm 1} & 0 \\ 0 & t \end{pmatrix} \mid t \neq 0 \right\}, \quad \mathcal{L}^+(g) = \left\{ \begin{pmatrix} t^{\pm 1} & 0 \\ 0 & t \end{pmatrix} \mid t \neq 0 \right\}.$$

(c) Finally, assume that $0 \in \mathbb{R}^2$ is a degenerate critical point of $g$, so $\deg g \geq 3$. Then

(a) $\mathcal{L}^+(g)$ is a finite cyclic subgroup of $SO(2)$ of some order $m \geq 1$ generated by the rotation by $\frac{2\pi}{m}$;

(b) $\mathcal{L}(g)$ either coincides with $\mathcal{L}^+(g)$ or it is a dihedral group $\mathbb{D}_m$ of order $2m$ generated by $\mathcal{L}^+(g)$ and the reflection $(x, y) \mapsto (-x, y)$;

(c) if $\deg g$ is even, e.g. $z$ is a degenerate local extreme, then $m$ is always even, since $\mathcal{L}^+(g)$ contains the map $q(x, y) = (-x, -y)$. 

Remark 3.1.2. Statements (a) and (c) of Lemma 3.1.1 indicate an essential difference between diffeomorphisms preserving degenerate and non-degenerate local extremes. Suppose we have a continuous family

\[ h_t = (p_t, q_t) : (\mathbb{R}^2, 0) \to (\mathbb{R}^2, 0), \quad t \in [0, 1], \]

of germs of diffeomorphisms preserving a homogeneous polynomial \( g(x, y) \), such that this family defines a continuous path in \( \mathcal{S}^+(g) \) “with respect to at least \( C^1 \) topology”, which mean that the Jacobi matrices \( J(h_t) \) are continuous in \( t \).

If, for example, \( g(x, y) = x^2 + y^2 \), so \( p_t(x, y)^2 + q_t(x, y)^2 \equiv x^2 + y^2 \), then the matrices \( J(h_t) \) can be arbitrary rotations. On the other hand, if \( g(x, y) = x^4 + y^4 \), i.e. \( p_t(x, y)^4 + q_t(x, y)^4 \equiv x^4 + y^4 \), then there are only finitely many possibilities for \( J(h_t) \). Actually, in this case \( J(h_t) \) can only be a rotation by \( \frac{k\pi}{2} \) for \( k = 0, 1, 2, 3 \). Therefore continuity of \( J(h_t) \) in \( t \) implies that now \( J(h_t) \) must be the same for all \( t \in [0, 1] \).

3.2. Symmetry index of a degenerate local extreme. Suppose that \( 0 \in \mathbb{R}^2 \) is a degenerate local extreme of \( g \), as in the the case 3(c) of Lemma 3.1.1. The order \( m \) of the cyclic group \( \mathcal{L}(g) \) will be called the symmetry index of \( 0 \in \mathbb{R}^2 \).

Example 3.2.1. Let

\[ g(x, y) = x^4 + y^4 = (x^2 + \sqrt{2}xy + y^2)(x^2 - \sqrt{2}xy + y^2). \]

Then \( \mathcal{L}^+(g) \cong \mathbb{Z}_4 \) is generated by rotation by \( \pi/2 \): \( r(x, y) = (-y, x) \), and \( \mathcal{L}(g) \) is isomorphic to the dihedral group \( \mathbb{D}_4 \) generated by \( r \) and the reflection \( s(x, y) = (-x, y) \). Thus here \( m = 4 \).

3.3. Framings at a degenerate local extreme. Let \( v \in T_0\mathbb{R}^2 = \mathbb{R}^2 \) be a non-zero tangent vector at \( 0 \in \mathbb{R}^2 \). Then its orbit

\[ \Phi(0, v) = \{ T_0h(v) \mid h \in \mathcal{S}(g) \} \]

with respect to \( \mathcal{L}(g) \), and thus with respect to \( \mathcal{S}(g) \), consists of either \( 2m \) or \( m \) vectors that are cyclically order, see Figure 3.

This set \( \Phi(0, v) \) will be called a framing at \( 0 \in \mathbb{R}^2 \), whenever either of the following equivalent conditions hold:

(a) the action of \( \mathcal{L}(g) \) to \( \Phi(0, v) \) is effective, i.e. there is a non-unit element \( A \in \mathcal{L}(g) \) fixed on \( \Phi(0, v) \);

(b) if \( h \in \mathcal{S}(g) \) is such that \( T_0h(w) = w \) for all \( w \in \Phi(0, v) \), then \( T_0h = \text{id}_{\mathbb{R}^2} \).

Roughly speaking the elements of \( \mathcal{L}(g) \) can be distinguished by their action on the finite set \( \Phi(0, v) \).

Example 3.3.1. Let \( g(x, y) = (x^2 + y^2)(x^2 + 2y^2) \). Then \( \mathcal{L}^+(g) \cong \mathbb{Z}_2 \) is generated by \( -\text{id}_{\mathbb{R}^2} \), while \( \mathcal{L}(g) \) is the dihedral group \( \mathbb{D}_2 \cong \mathbb{Z}_2 \times \mathbb{Z}_2 \) generated by \( -\text{id}_{\mathbb{R}^2} \) and the reflection \( s(x, y) = (-x, y) \). Here \( m = 2 \). Also, if \( v = (0, 1) \in \mathbb{R}^2 \), then \( \Phi(0, v) = \{ \pm v \} \) is not a framing, since \( s \) trivially acts on \( \Phi(0, v) \). For any other vector \( w \in \mathbb{R}^2 \) which is not collinear to \( v \), its orbit \( \Phi(0, w) \) is a framing.

Example 3.3.2. Let \( g(x, y) = (x^2 + y^2)(3x^2 + 2y^2)(x^2 + xy + y^2) \). Then \( \mathcal{L}(g) = \mathcal{L}^+(g) \cong \mathbb{Z}_2 \) is generated by \( -\text{id}_{\mathbb{R}^2} \). Here \( m = 2 \) as well and for any non-zero vector \( w \in \mathbb{R}^2 \) its orbit \( \Phi(0, w) \) is a framing.

The following easy lemma shows that one can always choose \( v \) so that \( \Phi(0, v) \) is a framing.

Lemma 3.3.3. The set \( \Phi(0, v) \) is not a framing iff the following two conditions hold:
4.1. Smooth functions on the plane with isolated critical points. Let \( g : \mathbb{R}^2 \equiv \mathbb{C} \to \mathbb{R} \) be a \( C^\infty \) function such that \( 0 \in \mathbb{C} \) is an isolated critical point and \( g(0) = 0 \). Then there are germs of homeomorphisms \( h : (\mathbb{C}, 0) \to (\mathbb{C}, 0) \) and \( \phi : (\mathbb{R}, 0) \to (\mathbb{R}, 0) \) such that

\[
\phi \circ g \circ h(z) = \begin{cases} 
    |z|^2, & \text{if } 0 \in \mathbb{C} \text{ is a local extreme of } f, \ [4], \\
    \text{Re}(z^m), & \text{otherwise, } [3, 49].
\end{cases}
\]

In particular, critical points of homogeneous polynomials without multiple factors cover all possible topological types of isolated critical points of maps \( \mathbb{R}^2 \to \mathbb{R} \).

4.2. \( f \)-adapted subsurfaces. Let \( f \) be a map \( f : M \to P \) that satisfies axioms (B) and (L). As mentioned above condition (L) implies that each critical point of \( z \in \Sigma_f \) of \( f \) is isolated.

A connected component \( K \) of a level-set \( f^{-1}(c) \), \( c \in P \), will be called a leaf (of \( f \)). We also call \( K \) regular if it contains no critical points, and critical otherwise.

Evidently, a regular leaf of \( f \) is a submanifold of \( M \) diffeomorphic to the circle. On the other hand, it follows from Axiom (L), (see also Figure 1) that a critical leaf \( K \) has a structure of a \(-\)-dimensional CW-complex whose \( 0 \)-cells are critical points of \( f \) belonging to \( K \). Notice that if \( K \) contains only quasi-saddles of \( f \), see Figure 1b), then it is a smooth submanifold of \( M \) diffeomorphic to the circle, however it is still critical as a leaf of \( f \).

Let \( K \) be a (regular or critical) leaf of \( f \). For \( \varepsilon > 0 \) let \( N_\varepsilon \) be the connected component of \( f^{-1}[c-\varepsilon, c+\varepsilon] \) containing \( K \). Then \( N_\varepsilon \) will be called an \( f \)-regular neighborhood of \( K \) if \( \varepsilon \) is so small that \( N_\varepsilon \setminus K \) contains no critical points of \( f \) and no boundary components of \( \partial M \).

A submanifold \( V \subset M \) will be called \( f \)-adapted if \( V = \bigcup_{i=1}^g A_i \), where each \( A_i \) is either a critical point of \( f \) or a regular leaf of \( f \) or an \( f \)-regular neighborhood of some (regular or critical) leaf of \( f \). We will denote by \( V^{(i)}, i = 0, 1, 2 \), the union of connected components of \( V \) of dimension \( i \).

Notice that if \( V \) is an \( f \)-adapted subsurface, then \( f|_V : V \to P \) satisfies Axioms (B) and (L), that is \( f|_V \in \mathcal{F}(V, P) \).

4.3. Graph of \( f \) in \( \mathcal{F}(M, P) \). Consider the partition \( \Gamma_f \) of \( M \) into the leaves of \( f \), and let \( p : M \to \Gamma_f \) be the natural map associating to each \( x \in M \) the corresponding element of \( \Gamma_f \) containing \( x \). Endow \( \Gamma_f \) with the quotient topology, so a subset (a collection of leaves) \( A \subset \Gamma_f \) is open iff \( p^{-1}(A) \) (that is their union) is open in \( M \). It follows from axioms (B) and (L) that \( \Gamma_f \) has a natural structure of 1-dimensional CW-complex, whose \( 0 \)-cells correspond to boundary components of \( M \) and critical leaves of \( f \). We will call \( \Gamma_f \) the graph of \( f \).

Since by definition \( f \) takes constant values on elements of \( \Gamma_f \), it induces a function \( \hat{f} : \Gamma_f \to P \) such that \( f = \hat{f} \circ p \), see Figure 2.
Remark 4.3.1. This graph was independently introduced in the papers by G. Adelson-Welsky and A. Kronrod [1], and G. Reeb [50], and often called Kronrod-Reeb or Reeb graph of $f$. It is a useful tool for understanding the topological structure of smooth functions on surfaces, e.g. [22], [2]. It plays as well an important role in a theory of dynamical systems on manifolds and called Lyapunov graph of $f$ following J. Frank [5,6,13,54]. The reason is that for generic Morse maps $\Gamma_f$ can be embedded into $M$, so that $f$ will be monotone on its edges.

Remark 4.3.2. Notice that if $M$ is a torus or a Klein bottle, then there exists a locally trivial fibrations $f : M \to S^1$, see maps (D) and (E) in Theorem 5.2.2. Such a map has no critical points and so $f \in \mathcal{F}(M, S^1)$. Evidently, the graph $\Gamma_f$ of $f$ is a circle and it has no “vertices” that correspond to critical leaves. In this case we assume that $\Gamma_f$ consists of one edge (homeomorphic to the circle) and has no vertices.

Lemma 4.3.3. The induced maps $p_1 : H_1(M, \mathbb{Z}) \to H_1(\Gamma_f, \mathbb{Z})$ of homology groups is surjective and if $H_1(M, \mathbb{Z}) \neq 0$, always have a non-trivial kernel. Therefore if $M = S^2$, $D^2$, $S^1 \times [0, 1]$, $\mathbb{R}P^2$, Möbius band, then $\Gamma_f$ is a tree. If $M = T^2$ or Klein bottle, then $\Gamma_f$ is either a tree or has a unique cycle.

Denote by $\mathcal{H}(\Gamma_f)$ the group of homeomorphisms of $\Gamma_f$. Then for each $h \in \mathcal{S}(f)$ the identity $f \circ h = f$ implies that $h(f^{-1}(c)) = f^{-1}(c)$ for all $c \in P$. Thus $h$ leaves invariant every level set of $f$, and in particular induces a certain permutation $\rho(h)$ of connected components of $f^{-1}(c)$, i.e. leaves of $f$ being in turn points of $\Gamma_f$. On other words, we get a map $\rho(h) : \Gamma_f \to \Gamma_f$. One can easily check that $\rho(h)$ is a homeomorphism of $\Gamma_f$ making commutative the following diagram:

$$
\begin{array}{ccc}
M & \xrightarrow{p} & \Gamma_f \\
\downarrow h & & \downarrow \hat{f} \\
M & \xrightarrow{p} & \Gamma_f
\end{array}
\begin{array}{c}
\rho(h) \\
\parallel
\end{array}
\xrightarrow{f} P
$$

Moreover, the correspondence $h \mapsto \rho(h)$ is a homomorphism of groups

$$\rho : \mathcal{S}(f) \to \mathcal{H}(\Gamma_f).$$

4.4. Enhanced graph of $f \in \mathcal{F}(M, P)$. In order to encode an information coming from degenerate local extremes of $f$, see Remark 3.1.2, we will add to $\Gamma_f$ new edges corresponding to framings at such points.

Let $z$ be a degenerate local extreme of $f$ and $v \in T_zM$, and

$$\Phi(z, v) = \{T_zh(v) \mid h \in \mathcal{S}(f, z)\} \subset T_zM$$

be its orbit with respect to the action of $\mathcal{S}(f, z)$. Similarly, to §3.3, we will say that $\Phi(z, v)$ is a framing at $z$ if for every $h \in \mathcal{S}(f, z)$ such that $h$ fixes each element from $\Phi(z, v)$ the tangent map $T_zh : T_zM \to T_zM$ is the identity.

Let $z_i$, $(i = 1, \ldots, l)$, be all the degenerate local extremes of $f$, and $\Phi_i = \Phi(z_i, v_i)$ be some framing at $z_i$ containing $k_i$ edges. We will say that such a collection of framings
Φ = {Φ_i}_{i=1,...,l} is \emph{f-adapted}, if it is invariant with respect to $S(f)$, that is if $h \in S(f)$ and $h(z_i) = z_j$ for some $i,j$, then $T_z h(\Phi_i) = \Phi_j$. One easily checks, that $f$-adapted framings always exist, [40, Corollary 1].

\[ a) \text{Framing at a degenerate local } b) \text{Enhanced graph} \]

\begin{figure}[h]
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\caption{Figure 3.}
\end{figure}

Thus $S(f)$ naturally acts on $\Gamma_f$ as well as on each $f$-adapted framing $\Phi$ via the corresponding differentials of maps. We want to “join” these actions.

Regard every point $z_i, i = 1, \ldots, l$, as a vertex of $\Gamma_f$ of degree 1, and glue to this vertex $k_i$ edges $e_{i0}^i, \ldots, e_{i k_i - 1}^i$ corresponding to the vectors in the corresponding framing $\Phi(z_i, v_{i0}^i)$, see Figure 3b). The obtained graph will be denoted by $\hat{\Gamma}_f$ and called the \emph{enhanced} graph of $f$.

One can assume that each new edge has length 1. Then the action of $S(f)$ on $\Gamma_f$ extends to a unique action of $S(f)$ on $\hat{\Gamma}_f$ so that each $h \in S(f)$ interchanges edges (via length preserving maps) of $\hat{\Gamma}_f \setminus \Gamma_f$ in the same way as its tangent map $Th$ interchanges vectors in the $f$-adapted framing $\Phi$.

4.5. \textbf{Action of $S(f)$ on $\hat{\Gamma}_f$}. The previous paragraphs means that the homomorphism (23) extends to a homomorphism

$$\rho : S(f) \to \mathcal{H}(\hat{\Gamma}_f).$$

(24)

associating to each $h \in S(f)$ the induced homeomorphism of $\hat{\Gamma}_f$. Let

$$\Delta(f) = \ker(\rho), \quad \mathcal{G}(f) = \rho(S(f)), \quad \mathcal{G}(f, V) = \rho(S(f, V)),$$

where $V$ is any $f$-adapted submanifold. Then, we obtain the following short exact sequence:

$$b(f, V) : \quad \Delta(f, V) \hookrightarrow \mathcal{S}(f, V) \twoheadrightarrow \mathcal{G}(f, V).$$

(25)

Evidently, $h \in S(f)$ belongs to $\Delta(f)$ if and only if

- $h$ preserves every leaf of $f$;
- and for every \emph{degenerate local extreme} $z$ (being also a critical leaf) of $f$ the corresponding tangent map $T_z h : T_z M \to T_z M$ of $h$ at $z$ is the identity.

For an $f$-adapted submanifold $V$ let

$$\Delta'(f, V) = \Delta(f) \cap \mathcal{D}_{ad}(M, V),$$

(26)

$$\mathcal{S}'(f, V) = \mathcal{S}(f) \cap \mathcal{D}_{ad}(M, V),$$

(27)

$$\mathcal{G}'(f, V) = \rho(\mathcal{S}'(f, V)).$$

(28)

\textbf{Lemma 4.5.1.} e.g. [21, Lemma 2.2] \emph{The group $\mathcal{G}(f, V)$ is finite. Moreover, if $f$ is a generic Morse map, then $\mathcal{G}'(f, V)$ is trivial.}
Lemma 4.5.2 ([44, Lemma 4.1]). $S_{id}(f,V)$ is the identity path component of $\Delta'(f,V)$. Therefore $\Delta'(f,V)$ is a disjoint union of some path components of $S'(f,V)$, and the inclusion $\Delta'(f,V) \subset S'(f,V)$ induces a monomorphism

$$\pi_0\Delta'(f,V) \hookrightarrow \pi_0S'(f,V),$$

whence

$$G'(f,V) \cong \frac{S'(f,V)}{\Delta'(f,V)} \cong \frac{\pi_0S'(f,V)}{\pi_0\Delta'(f,V)}.$$

(29)

It follows from (29) that we have another short exact sequence

$$b'(f,V) : \pi_0\Delta'(f,V) \hookrightarrow \pi_0S'(f,V) \twoheadrightarrow G'(f,V).$$

(30)

This sequence will be called the Biebarbach sequence of the pair $(f,V)$. It plays the main role in our considerations.

4.6. Simplification results. The following Lemmas 4.6.1 and 4.6.2 reduce computation of $b'(f,V)$ to the case when $M$ is connected and $V$ consists of critical points of $f$ and boundary components of $M$. Let $R_V$ be a $f$-regular neighborhood of $V$.

Lemma 4.6.1. ([44, Corollary 7.2]) The natural inclusions of pairs

$$(S(f,R_V),\Delta(f,R_V)) \subset (S(f,V),\Delta(f,V)),$$

(31)

$$(S'(f,R_V),\Delta'(f,R_V)) \subset (S'(f,V),\Delta'(f,V)),$$

(32)

are homotopy equivalences, and therefore they induce isomorphisms of the corresponding sequences:

$$b(f,R_V) \cong b(f,V), \quad b'(f,R_V) \cong b'(f,V).$$

Lemma 4.6.2 (cf. [44, Lemma 5.2]). Let $X_1,\ldots,X_k$ all the connected components of $M \setminus R_V$, and $X^\partial_i := X_i \cap R_V$, $i = 1,\ldots,k$, so $X^\partial_i$ consists of some common boundary components of $X_i$ and $R_V$. Then the natural homomorphism

$$\alpha : \mathcal{D}_{id}(M,V) \to \prod_{i=1}^k \mathcal{D}_{id}(X_i,X^\partial_i), \quad \alpha(h) = (h|_{X_1},\ldots,h|_{X_k}),$$

induces an isomorphism $b'(f,V) \cong \prod_{i=1}^k b'(f|_{X_i},X^\partial_i)$.

If $M$ contains no connected components $M_1$ and $M_2$ that are diffeomorphic each other and do not intersect $V$, then we also have an isomorphism $b(f,V) \cong \prod_{i=1}^k b(f|_{X_i},X^\partial_i)$.

Notes to the proof. In fact, Lemma 5.2 in [44] wrongly states that we always have an isomorphism of sequences $b(f,V) \cong \prod_{i=1}^k b(f|_{X_i},X^\partial_i)$. The gap is in the claim that the map $\alpha : \mathcal{D}(M,U) \to \prod_{i=1}^k \mathcal{D}(X_i,U_i)$ given by the same formula $\alpha(h) = (h|_{X_1},\ldots,h|_{X_k})$ is well-defined, where $U_i$ is a $f$-regular neighborhood of $X^\partial_i$ in $X_i$, and $U = \bigcup_{i=1}^k U_i$.

Indeed, the definition of $\alpha$ assumes that every $h \in \mathcal{D}(M,U)$ leaves invariant each connected component of $M$. However, it might happen that $M$ has two diffeomorphic connected components $M_1$ and $M_2$ which do not intersect $U$. Then $\alpha$ is not-defined for a diffeomorphism of $M$ interchanging $M_1$ and $M_2$ and fixed on $M \setminus (M_1 \cup M_2)$.

Nevertheless, the statement about isomorphism of $b'$-sequences remains true, since every isotopic to the identity diffeomorphism preserves every connected component.
The following lemma allows to cut an $f$-adapted collar of some boundary component of $M$.

**Lemma 4.6.3.** ([44, Theorem 5.5(3)]) Let $M$ be a not necessarily orientable connected compact surface, $f \in \mathcal{F}(M, P)$, and $V$ be a connected component of $\partial M$. Suppose there exists a regular component $W$ of some level set of $f$ separating $M$ and let $B$ and $A$ be the connected components of $M \setminus W$. Assume that $V \subset A$ and let $X \subset B \setminus W$ be an $f$-adapted submanifold, see Figure 4. Suppose $A$ is an annulus and $h(A) = A$ for all $h \in \mathcal{S}(f, X \cup V)$. Then we have the following homotopy equivalence:

$$
\mathcal{S}(f, X \cup V) \cong \mathcal{S}(f|_B, X \cup W) \times \mathcal{S}'(f|_A, \partial A)
$$

which induces the homotopy equivalence

$$
\mathcal{S}'(f, X \cup V) \cong \mathcal{S}'(f|_B, X \cup W) \times \mathcal{S}'(f|_A, \partial A)
$$

and homotopy equivalences between the corresponding $\Delta$- and $\Delta'$-groups. In particular, we get isomorphisms of short exact sequences:

$$
\begin{align*}
\mathbf{b}(f, X \cup V) &\cong \mathbf{b}(f|_B, X \cup W) \times \mathbf{b}'(f|_A, \partial A), \\
\mathbf{b}'(f, X \cup V) &\cong \mathbf{b}'(f|_B, X \cup W) \times \mathbf{b}'(f|_A, \partial A).
\end{align*}
$$

Moreover, if $B$ is either a 2-disk or an annulus and $X = \emptyset$, then

$$
\mathbf{b}'(f, \partial M) \cong \mathbf{b}'(f|_B, \partial B) \times \mathbf{b}'(f|_A, \partial A).
$$

4.7. **Structure of** $\pi_0\Delta(f, V)$. Fix a possibly empty collection $V$ of boundary components of $M$.

Let $e$ be an (open) edge of $\Gamma_f$, and $x \in e$ be a point, so it corresponds to a regular leaf $\gamma$ of $f$ in $\operatorname{Int} M$. Then there exists a Dehn twist $\tau_\gamma \in \Delta(f)$ along $\gamma$ supported in $f$-regular neighborhood of $\gamma$ which does not intersect $\partial M$. We will call a Dehn twist around the edge $e$ and also denote by $\tau_e$.

Notice that by definition $\tau_e$ is fixed on $\partial M \supset V$. Then its isotopy class in $\pi_0\Delta(f, V)$ will be denoted by $[\tau_e]$. Since for distinct edges $e, e'$ their Dehn twists $\tau_e$ and $\tau_{e'}$ have disjoint supports, we obtain that $\tau_e$ and $\tau_{e'}$ commute. Hence their isotopy classes $[\tau_e]$ and $[\tau_{e'}]$ in $\pi_0\Delta(f, V)$ also commute.

Let also $v_0, v_1$ be the vertices of $e$, and $K_i = p^{-1}(v_i)$, $i=0,1$, be the corresponding leaves of $f$. Then each $K_i$ is either a critical leaf of $f$ or a boundary components of $M$. We will say that $e$ (as well as the corresponding Dehn twist $\tau_e$) is **internal for** $V$ if each $K_i$ is one of following leaves:

- either a degenerate local extreme,
- or contains a saddle point of $f$,
- or is contained in $V$.

Otherwise $e$ is **external with respect to** $V$. 

Lemma 4.7.1. (e.g. [34, Theorem 6.2]) Let $V$ be a possibly empty collection of boundary components of $M$.

(1) An edge $e$ of $\Gamma_f$ is external, if and only if $\tau_e \in \mathcal{S}_{\text{id}}(f)$.

(2) Suppose $K$ is a Klein bottle, and $f : K \to S^1$ is a map without critical points, see map (E) in Theorem 5.2.2. Then there exists an isotopy $H : K \times [0, 1] \to K$ such that $H_0 = \text{id}_K$ and $H_1 \in \Delta'(f)$ preserves each leaf of $f$ and reverses its orientation. In this case $\pi_0 \Delta'(f, V) \cong 0$ and $\pi_0 \Delta(f, V) \cong \mathbb{Z}_2$.

(3) In all other cases $\pi_0 \Delta(f, V)$ is a free abelian group freely generated by internal for $V$ Dehn twists, so $\pi_0 \Delta(f, V) \cong \mathbb{Z}^k$. Hence $\pi_0 \Delta'(f, V)$ is also a free abelian group generated by relations between internal Dehn twists in $\pi_0 \mathcal{D}(M, V)$.

5. Homotopy types of stabilizers and orbits

In this section we assume that $M$ is a compact surface, $f \in \mathcal{F}(M, P)$, and $V$ is $f$-adapted submanifold. We will expose the results about homotopy types of $\mathcal{S}(f, V)$ and orbits of $\mathcal{O}(f, V)$. Everywhere the sign $\simeq$ means “homotopy equivalent”. For a set $V$ we will denote by $|V|$ the number of points in $V$ if it is finite, and $\infty$ otherwise.

Theorem 5.1 ([34, 51]). (1) The natural map into the orbit

$$p : \mathcal{D}(M, V) \to \mathcal{O}(f, V), \quad p(h) = f \circ h$$

is a locally trivial principal $\mathcal{S}(f, V)$-fibration.

(2) The restriction $p : \mathcal{D}_{\text{id}}(M, V) \to \mathcal{O}_f(f, V)$ is a locally trivial principal $\mathcal{S}'(f, V)$-fibration.

(3) $\mathcal{O}_f(f, V) = \mathcal{O}_f(f, V \cup X)$ for any collection $X$ of boundary components of $M$.

(4) $\mathcal{O}_f(f)$ is a Fréchet manifold, whence (by [48]) it has a homotopy type of a CW-complex.

Notices to the proof. Statements (2) and (3) are simple consequences of (1) (see [43, Corollary 2.1]). Statements (1) and (4) were proved by F. Sergeraert [51] for functions $f : M \to \mathbb{R}$ of the so-called finite codimension on a closed manifolds $M$ and $V = \emptyset$. Further it was extended to a more general context of tame actions of tame Lie groups on tame Frechet spaces in [34, Appendix 11]. The latter includes Theorem 5.1, see [44, Theorem 1.1] for details.

Definition 5.1.1 (Weak homotopy equivalences of sequences of maps). Suppose we are given two sequences of continuous maps of topological spaces:

$$u : K_1 \xrightarrow{\alpha_1} \cdots \xrightarrow{\alpha_{k-1}} K_k, \quad v : L_1 \xrightarrow{\beta_1} \cdots \xrightarrow{\beta_{k-1}} L_k.$$ 

Then by a morphism $\gamma = (\gamma_1, \ldots, \gamma_k) : u \to v$ of those sequences we will mean the following commutative diagram

$$
\begin{array}{ccc}
K_1 & \xrightarrow{\alpha_1} & K_2 & \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_{k-1}} & K_k \\
\downarrow{\gamma_1} & & \downarrow{\gamma_2} & & \downarrow{\gamma_k} \\
L_1 & \xrightarrow{\beta_1} & L_2 & \xrightarrow{\beta_2} \cdots \xrightarrow{\beta_{k-1}} & L_k
\end{array}
$$

Such a morphism will be called a weak homotopy equivalence, whenever each $\gamma_i$ is a weak homotopy equivalence. In this case we will write $\gamma : u \simeq v$. 

The following sequence of maps will be called an $O$-sequence of $(f, V)$:

$$O(f, V) : \Delta'(f, V) \leftrightarrow S'(f, V) \leftrightarrow D_{id}(M, V) \xrightarrow{\partial} O_f(f, V),$$

where the first two arrows are natural inclusions of normal subgroups, and the last map is a projection to cosets (we denoted it by $\twoheadrightarrow$ meaning that it is surjective).

We will study such sequences up to a weak homotopy equivalence and one of the main tools are long exact sequence of fibration $p$:

$$\cdots \to \pi_{k+1}S_{id}(f, V) \to \pi_{k+1}D_{id}(M, V) \xrightarrow{p_{k+1}} \pi_{k+1}O_f(f, V) \xrightarrow{\partial_{k+1}} \pi_kS_{id}(f, V) \to \pi_kD_{id}(M, V) \xrightarrow{p_k} \pi_kO_f(f, V) \xrightarrow{\partial_k} \cdots$$

$$\cdots \to \pi_1D_{id}(M, V) \xrightarrow{p_1} \pi_1O_f(f, V) \xrightarrow{\partial_1} \pi_0S'(f, V),$$

where the corresponding base points are $id_M$ and $f$.

The homotopy types of groups $D_{id}(M, V)$ are computed in [52, Theorem A], [7, Theorems 1,2], [8, Theorems 1B,1C,1D], [14, Théoréme 1], and are presented in the following Table 1, in which $|V|$ is the number of points in $V$, $M_0$ is a Möbius band, and $K$ is a Klein bottle. Moreover, Theorem 5.2.1 below describes the homotopy type of $S(f, V)$. This will give a complete information about higher homotopy groups of spaces in (35) and a lot of information about fundamental groups.

**Table 1.**

| $M$        | $|V|$ | $D_{id}(M)$                  |
|------------|------|-----------------------------|
| $S^2$, $\mathbb{R}P^2$ | 0    | $SO(3) \equiv \mathbb{R}P^3 \twoheadrightarrow \mathbb{Z}_2$ $\pi_kS^2 = \pi_k\mathbb{R}P^2$ |
| $T^2$      | 0    | $T^2 \twoheadrightarrow \mathbb{Z}^2$ $0$ |
| $D^2$, $S^1 \times [0,1]$, $M_0$, $K$ | 0    | $S^1 \twoheadrightarrow \mathbb{Z}$ $0$ |
| $D^2$, $S^2$, $\mathbb{R}P^2$ | 1    | $\mathbb{Z}$ $0$ $0$ |
| $S^2$      | 2    | point $0$ $0$ $0$ |
| other cases| point| $0$ $0$ $0$ |

**Remark 5.1.2** (Explicit construction of $\partial_1$). Let $\gamma : [0, 1] \to O_f(f, V)$ be a loop with $\gamma(0) = \gamma(1) = f$, and $[\gamma]$ its homotopy class in $\pi_1O_f(f, V)$. Since $p$ satisfies path lifting axiom, there exists a path $\tilde{\gamma} : [0, 1] \to D_{id}(M, V)$ such that $\tilde{\gamma}(0) = id_M$, and $\tilde{\gamma}(1) \in S'(f, V)$. Then

$$p_1([\gamma]) = [\tilde{\gamma}(1)] \in \pi_0S'(f, V)$$

is the isotopy class of $\tilde{\gamma}(1)$ in $S'(f, V)$.

**Lemma 5.1.3.** (1) $D_{id}(M, V)$ is contractible if and only if $\chi(M) < |V|$, which in particular holds if $V$ is infinite or when $\chi(M) < 0$.

(2) If $V = \emptyset$, then $\pi_2D_{id}(M) = 0$ and for $k \geq 3$ we have that

$$\pi_kD_{id}(M) = \pi_kM = \begin{cases} \pi_kS^3 & \text{if } M = S^2 \text{ or } \mathbb{R}P^2, \\ 0 & \text{otherwise}. \end{cases}$$

(3) The image of $p_1(\pi_1D_{id}(M, V))$ is contained in the center of $\pi_1O_f(f, V)$, ([43, Lemma 2.2]).

(4) The set $\pi_0S'(f, V)$ is a group, and $\partial_1 : \pi_1O_f(f, V) \to \pi_0S'(f, V)$ is a homomorphism.
5.2. **Structure of $S_{\text{id}}(f,V)$**. The following theorem is proved in [34] for Morse maps and in [40] for all $f \in F(M,P)$. In fact, it is a consequence of a series of papers [32,33,38,41,42] about diffeomorphisms preserving orbits of flows. The technique developed in those papers is also extensively used for the proof of almost all presented here results, e.g. Lemmas 4.7.1, 4.6.1, 6.1.1, Theorem 5.2.2.

**Theorem 5.2.1.** ([34,40]) Suppose $M$ is connected. Then $S_{\text{id}}(f,V)$ is contractible if and only if either of the following conditions is satisfied:

(i) $f$ is has at least one saddle critical point or degenerate local extreme;
(ii) $M$ is non-orientable;
(iii) $V$ contains more than $\chi(M)$ points (which holds e.g. when $\dim V \geq 1$ or $\chi(M) < 0$).

In all other cases $S_{\text{id}}(f,V)$ is homotopy equivalent to the circle $S^1$. In fact the latter holds if and only if $f$ is one of maps of types (A)-(D) of Theorem 5.2.2 below.

The following theorem characterizes Morse maps having only local extremes and describes their $O$-sequences.

**Theorem 5.2.2.** ([34, Theorem 1.9]) Let $f \in F(M,P)$. Then every critical point of $f$ is a non-degenerate local extreme if and only if $f$ is one of the maps of the following types (A)-(E).

(A) $f : S^2 \to P$ is a Morse map having precisely two critical points $\{a,b\}$, and those points are non-degenerate local extremes. In this case

$$O(f) \equiv [S^1 \equiv S^1 \hookrightarrow SO(3) \twoheadrightarrow S^2],$$

$$O(f,\{a\}) \equiv O(f,\{a,b\}) \equiv [S^1 \equiv S^1 \equiv S^1 \to \bullet].$$

(B) $f \in F(D^2,P)$ is a map having precisely one critical point $a$, and that point is a non-degenerate local extreme. In this case

$$O(f) \equiv O(f,\{a\}) \equiv [S^1 \equiv S^1 \equiv S^1 \to \bullet].$$

(C) $f \in F(S^1 \times [0,1],P)$ is a map having no critical points and

$$O(f) \equiv [S^1 \equiv S^1 \equiv S^1 \to \bullet].$$

(D) $f \in F(T^2,S^1)$ is a map without critical points. Let $m\mathbb{Z} \subset \mathbb{Z} \cong \pi_1 S^1$ be the image of the induced homomorphism $f_1 : \pi_1 T^2 \to \pi_1 S^1$ for some $m$. Then $m \geq 1$, $f : T^2 \to S^1$ is a locally trivial fibration whose fiber is a disjoint union of $m$ circles, and

$$O(f) \equiv [S^1 \times 0 \hookrightarrow S^1 \times \mathbb{Z}_m \hookrightarrow S^1 \times S^1 \xrightarrow{(w,z) \mapsto z^m} S^1]$$

(E) $f \in F(K,S^1)$ be a map from Klein bottle to the circle having no critical points. Let $m\mathbb{Z} \subset \mathbb{Z} \cong \pi_1 S^1$ be the image of the induced homomorphism $f_1 : \pi_1 K \to \pi_1 S^1 \equiv \mathbb{Z}$ for some $m$. Then $m \geq 1$, $f : K \to S^1$ is a locally trivial fibration whose fiber is a disjoint union of $m$ circles, and

$$O(f) \equiv [0 \hookrightarrow \mathbb{Z}_m \hookrightarrow S^1 \xrightarrow{z \mapsto z^m} S^1]$$

All the above weak homotopy equivalences are homotopy equivalences.

**Remark 5.2.3.** To clarify the statement notice that the first weak homotopy equivalence $O(f) \equiv [S^1 \equiv S^1 \hookrightarrow SO(3) \twoheadrightarrow S^2]$ in (A) means that $O_f(f)$ is homotopy equivalent to 2-sphere $S^2$, and $S'(f)$ is homotopy equivalent to the circle $S^1$. Since it is path connected, we also have that $S'(f) = \Delta'(f) = S_{\text{id}}(f)$. 

For example, regard \( S^2 = \{ x^2 + y^2 + z^2 = 1 \} \) as a unit sphere in \( \mathbb{R}^3 \), and let \( f : S^2 \to \mathbb{R} \) be given by \( f(x, y, z) = z \). Then \( f \) is a function of type (A). Let \( H : S^2 \times [0,1] \to S^2 \) be the linear rotations given by the formula:

\[
H(x, y, z, t) = \begin{pmatrix}
\cos 2\pi t & \sin 2\pi t & 0 \\
-\sin 2\pi t & \cos 2\pi t & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
\]

Evidently, each \( H_t \) preserves coordinate \( z \), i.e. \( f \circ H_t = f \). Moreover, \( H_0 = H_1 = \text{id}_{S^2} \).

In other words, \( H_t \) is a loop in \( S(f) \) at \( \text{id}_{S^2} \). Then the inclusion of this loop as a map \( \nu : S^1 \to S(f) \), \( \nu(e^{2\pi it}) = H_t \), which turns out to be a homotopy equivalence.

Similar consideration can be applied to other cases and we refer the reader to [34, Proof of Theorem 1.9].

**Corollary 5.2.4.** Suppose \( S_{\text{id}}(f, V) \) is contractible. Then the following statements hold.

(a) \( \pi_n D(M, V) \cong \pi_n O_f(f, V) \) for \( n \geq 2 \) and we get the following short exact sequence

\[
\begin{array}{c}
\pi_1 D_{\text{id}}(M, V) \overset{p_1}{\longrightarrow} \pi_1 O_f(f, V) \overset{\partial_1}{\longrightarrow} \pi_0 S'(f, V).
\end{array}
\] (36)

(b) If \( M \neq S^2 \) and \( \mathbb{R}P^2 \), then \( O_f(f, V) \) is aspherical\(^1\), so its homotopy type is determined by the fundamental group \( \pi_1 O_f(f, V) \). In particular, \( \pi_1 O_f(f, V) \) is torsion free.

(c) If \( \chi(M) < |V| \), then \( D_{\text{id}}(M, V) \) is contractible as well, and and Eq. (36) yields an isomorphism

\[
\partial_1 : \pi_1 O_f(f, V) \cong \pi_0 S'(f, V).
\] (37)

Then \( \pi_0 S'(f, V) \) is also torsion free and this group completely determine the homotopy type of \( O_f(f, V) \).

5.3. **Structure of \( \pi_1 O_f(f, V) \).** We will describe here the general structure of fundamental groups of orbits, see Theorem 5.5 and Remark 5.4.1.

Suppose that \( S_{\text{id}}(f, V) \) is contractible. Then we have the following commutative diagram:

\[
\begin{array}{c}
\pi_1 D(M, V) \overset{p_1}{\longrightarrow} \partial_1^{-1}(\pi_0 \Delta'(f, V)) \overset{\partial_1}{\longrightarrow} \pi_0 \Delta'(f, V) \\
\pi_1 D(M, V) \overset{p_1}{\longrightarrow} \pi_1 O_f(f, V) \overset{\partial_1}{\longrightarrow} \pi_0 S'(f, V)
\end{array}
\] (38)

\[
\begin{array}{c}
\rho \circ \partial_1 \\
\varphi
\end{array}
\]

\[
\begin{array}{c}
\rho
\end{array}
\]

in which all horizontal and vertical sequences are exact. In fact, the middle horizontal sequence is the last part of the above long exact sequence of \( p \), while the right vertical is \( b' \)-sequence for \( (f, V) \).

Denote \( A = \partial_1^{-1}(\pi_0 \Delta'(f, V)) \) and consider the upper horizontal sequence:

\[
\begin{array}{c}
\pi_1 D(M, V) \overset{p_1}{\longrightarrow} A \overset{\partial_1}{\longrightarrow} \pi_0 \Delta'(f, V).
\end{array}
\] (39)

We know that \( \pi_0 \Delta'(f, V) \) is a free abelian, \( \pi_1 D(M, V) \) is abelian (0, \( \mathbb{Z}_2 \), \( \mathbb{Z} \), or \( \mathbb{Z}^2 \)) and its image is contained in the center of \( \pi_1 O_f(f, V) \), and therefore in the center of \( A \). One might expect that this sequence splits, i.e. \( \partial_1 \) in (39) admits a section \( q : \pi_0 \Delta'(f, V) \to A \), which gave an isomorphism \( \phi : \pi_1 D_{\text{id}}(M, V) \oplus \pi_0 \Delta'(f, V) \cong A \), \( \phi(a, b) = p_1(a) \cdot q(b) \). This was

\(^1\)A path connected topological space \( Q \) is aspherical, if \( \pi_n Q = 0 \) for \( n \geq 2 \). In this case \( Q \) is also called Eilenberg–MacLane space \( K(\pi_1 Q, 1) \).
Theorem 5.3.1. We will construct a certain continuous map \( \zeta \) homotopy equivalence.

\[ \pi_0 \Delta'(f, V) \cong \mathbb{Z}^k \]

for some \( k \geq 0 \). Let \( \omega : \pi_1 \mathbb{T}^k \to \pi_0 \Delta'(f, V) \) be any isomorphism. Then there exists a continuous map \( \eta : \mathbb{T}^k \to \mathcal{O}_f(f, V) \) such that we have the following commutative diagram:

\[
\begin{array}{ccc}
\pi_1 \mathbb{T}^k & \xrightarrow{\omega} & \pi_0 \Delta'(f, V) \\
\eta \downarrow & & \downarrow \\
\pi_1 \mathcal{O}_f(f, V) & \xrightarrow{\partial_1} & \pi_0 \mathcal{S}'(f, V)
\end{array}
\]  

(40)

Hence for the map

\[
\psi : \mathcal{D}_{id}(M, V) \times \mathbb{T}^k \to \mathcal{O}_f(f, V), \quad \psi(h, s) = \eta(s) \circ h
\]

the induced homomorphisms \( \psi_n : \pi_1(\mathcal{D}_{id}(M, V) \times \mathbb{T}^k) \to \pi_1 \mathcal{O}_f(f, V) \) are isomorphisms for \( n \geq 2 \) and a monomorphism for \( n = 1 \), so we will have the following commutative diagram:

\[
\begin{array}{ccc}
\pi_1 \mathcal{D}(M, V) \oplus \pi_0 \Delta'(f, V) & \xrightarrow{p_2} & \pi_0 \Delta'(f, V) \\
\pi_1 \mathcal{D}(M, V) \xrightarrow{p_1 + \psi_1} & \pi_1 \mathcal{O}_f(f, V) & \xrightarrow{\partial_1} & \pi_0 \mathcal{S}'(f, V) \\
& \pi_1 \mathcal{O}_f(f, V) \xrightarrow{\rho \circ \partial_1} & \mathcal{G}'(f, V)
\end{array}
\]  

(41)

in which main diagonal, middle row and right column are exact.

Therefore, if \( \sigma : \mathcal{O} \to \mathcal{O}_f(f, V) \) is a covering map corresponding to the subgroup

\[
\psi_1(\pi_1(\mathcal{D}_{id}(M, V) \times \mathbb{T}^k))
\]

of \( \pi_1 \mathcal{O}_f(f, V) \), then \( \psi \) lifts to the map

\[
\hat{\psi} : \mathcal{D}_{id}(M, V) \times \mathbb{T}^k \to \mathcal{O}
\]

such that \( \psi = \sigma \circ \hat{\psi} \) and \( \hat{\psi} \) induces an isomorphism of all homotopy groups, i.e. \( \hat{\psi} \) is a weak homotopy equivalence.

In particular, if \( \mathcal{G}'(f, V) \) is trivial (which holds e.g. when \( f \) is a generic Morse map), then \( \psi_1 \) is an isomorphism as well, whence \( \psi \) is a weak homotopy equivalence (cf. [34, Theorem 1.5(3)]).

Proof. Let \( I^k = [0, 1]^k \) be a \( k \)-dimensional cube. Then there is a natural quotient map

\[
\nu : I^k \to \mathbb{T}^k, \quad \nu(t_1, \ldots, t_k) = (e^{2\pi i t_1}, \ldots, e^{2\pi i t_k}).
\]

We will construct a certain continuous map \( \zeta : I^k \to \mathcal{D}_{id}(M, V \cup Q) \) such that for all \( i = 1, \ldots, k \); and \( t_1, \ldots, t_{i-1}, t_{i+1}, \ldots, t_k \in [0, 1] \) we will have

\[
f \circ \zeta(t_1, \ldots, t_{i-1}, 0, t_i, \ldots, t_k) = f \circ \zeta(t_1, \ldots, t_{i-1}, 1, t_{i+1}, \ldots, t_k).
\]

This will imply existence of a unique continuous map \( \eta : \mathbb{T}^k \to \mathcal{O}_f(f, V) \) with \( p \circ \zeta = \eta \circ \nu \). Moreover, \( \zeta \) will be constructed so that \( \eta \) will make commutative the diagram (40).
Notation. Notice that $[0,1]$ can be regarded as a CW-complex with two 0-cells \{0\} and \{1\} and a 1-cell (0,1). Then $I^k = [0,1]^k$ inherits a CW-structure, whose cells are product of cells of copies of $[0,1]$. It will be convenient to introduce uniform notation for such faces.

Let $K = \{1, \ldots, k\}$. Then each $i$-th face $E$ of $I^k$ is determined by partition of $K$ into three mutually disjoint subsets $A, B, C$ such that

- for each $s \in A$ there is $(t_1, \ldots, t_k) \in E$ with $0 < t_s < 1$.
- for each $s \in B$ and $(t_1, \ldots, t_k) \in E$ we always have $t_s = 0$;
- for each $s \in C$ and $(t_1, \ldots, t_k) \in E$ we always have $t_s = 1$;

Denote such face by $E_{A,B,C}$. Evidently, the dimension of $E_{A,B,C}$ equals to the number of elements of $A$. Moreover, when writing points of $E_{A,B,C}$ we will sometimes indicate only coordinates belonging to $A$.

**Construction of $\zeta$.** One can easily find

(a) a subset $Q \subset M$ such that $|Q| > \chi(M)$;
(b) pairwise commuting diffeomorphisms $\tau_1, \ldots, \tau_k \in \Delta'(f, V)$ whose isotopy classes $[\tau_i]$ constitute a basis for $\pi_0\Delta'(f) \cong \mathbb{Z}^k$;
(c) isotopies $H^i : M \times [0,1] \to M$ relatively $Q$ with $H^i = \text{id}_M$ and $H^i_1 = \tau_i$ for all $i = 1, \ldots, k$.

Indeed, for each edge $e$ of $\Gamma_f$ choose a Dehn twist $\tau_e$ along $e$. Then one can assume that each $\tau_i$ is a product of some $\tau_e$. This will guarantee condition (b). Existence of $Q$ and isotopies $H^i$ as in (a) and (c) is proved in [40, Theorem 6] for $V = \emptyset$. That sets also suffice if $V \neq \emptyset$ is finite but $|V| < \chi(M)$. E.g. if $M = D^2$, then one can take $Q = \partial D^2$. If $|V| > \chi(M)$, then one can put $Q = V$.

Now $\zeta$ will be constructed by induction on $d$-dimensional faces of $I^k$.

**Let $d = 0$.** Put

$$\zeta(\varepsilon_1, \ldots, \varepsilon_k) = \tau_{1}^{\varepsilon_1} \circ \cdots \tau_{k}^{\varepsilon_k} = \prod_{i=1}^{k} \tau_{\varepsilon_i}, \quad \varepsilon_i \in \{0,1\}.$$ 

Since $\tau_i$ pairwise commute, one can write the product of $\tau_i$ in any order, and therefore the notation $\prod_{i=1}^{k} \tau_{\varepsilon_i}$ is well-defined. Then

$$f \circ \zeta(\varepsilon_1, \ldots, \varepsilon_k) = f \circ \tau_{1}^{\varepsilon_1} \circ \cdots \tau_{k}^{\varepsilon_k} = f.$$ 

**Let $d = 1$.** Every 1-dimensional cell has the form $E_{(i),B,C}$, and so it is “parametrized” by its $i$-th coordinate $t_i$. Then we define $\zeta$ on $E_{(i),B,C}$ by

$$\zeta(t_i) = \left(\prod_{j \in C} \tau_j\right) \circ H^i_{t_i}.$$ 

In other words, we first apply an isotopy $H^i$, and if $j$-th coordinate of the face is 1 (for $j \neq i$), then we additionally make a composition with $\tau_j$. Since all $\tau_i$ pairwise commute, $\zeta$ is correctly defined on 1-skeleton of $I^k$.

It follows that

$$f \circ \zeta(t_i) = f \circ H^i_{t_i}, \quad t_i \in E_{A,B,C}.$$ 

For example, if $k = 2$, then

$$\zeta(t_1, 0) = H^1_{t_1}, \quad \zeta(t_1, 1) = \tau_2 \circ H^1_{t_1}, \quad \zeta(0, t_2) = H^2_{t_2}, \quad \zeta(1, t_2) = \tau_1 \circ H^2_{t_2}.$$
Let $d = 2$. Let $i_1 < i_2$ be two distinct indices and 
\[ E = E_{\{i_1, i_2\}, K \setminus \{i_1, i_2\}, \emptyset} \]
be a 2-face of $I^k$ in which all coordinates except for $i_1$ and $i_2$ are zeros.

By the construction $\zeta(\partial E) \in D_{id}(M, V \cup Q)$, and the latter space is contractible. Hence $\zeta$ extends to some continuous map 
\[ H^{i_1, i_2} : E \to D_{id}(M, V \cup Q). \]

Extend $\zeta$ to each other 2-face $E_{\{i_1, i_2\}, B, C}$ spanned by coordinates $i_1, i_2$ in a similar way:
\[ \zeta(t_{i_1}, t_{i_2}) = \left( \prod_{j \in C} \tau_j \right) \circ H^{i_1, i_2}(t_{i_1}, t_{i_2}). \]

Then again
\[ f \circ \zeta(t_{i_1}, t_{i_2}) = f \circ H^{i_1, i_2}(t_{i_1}, t_{i_2}) \]
for any 2-face $E_{\{i_1, i_2\}, B, C}$.

Let $d = 3$. The construction is similar to the case $d = 2$. Let $i_1 < i_2 < i_3$ be three distinct indices and 
\[ E = E_{\{i_1, i_2, i_3\}, K \setminus \{i_1, i_2, i_3\}, \emptyset} \]
be a 3-face of $I^k$ in which all coordinates except for $i_1$, $i_2$, and $i_3$ are zeros.

By the construction $\zeta(\partial E) \in D_{id}(M, V \cup Q)$, and the latter space is contractible. Hence $\zeta$ extends to some continuous map 
\[ H^{i_1, i_2, i_3} : E \to D_{id}(M, V \cup Q) \]
and we extend $\zeta$ to each other 3-face $E_{\{i_1, i_2, i_3\}, B, C}$ spanned by coordinates $i_1, i_2, i_3$ in a similar way:
\[ \zeta(t_{i_1}, t_{i_2}, t_{i_3}) = \left( \prod_{j \in C} \tau_j \right) \circ H^{i_1, i_2, i_3}(t_{i_1}, t_{i_2}, t_{i_3}). \]

Applying the same arguments so on, we extend $\zeta$ to all of $I^k$.

Verification of properties of $\eta$. By construction the restriction of $\zeta$ to each 1-face spanned by coordinate $t_j$ is given by the loop $\gamma_i := f \circ H^j$. But due to description of $\partial_1$ (see Remark 5.1.2), $\partial_1([\gamma_i]) = H^i = \tau_i$. This means commutativity of (40). \hfill \Box

It is convenient to formulate the general observation about the homotopy types of $O(f, V)$ in the form of the following property (Bib).

**Definition 5.4.** Let $M$ be a compact surface, $f \in F(M, P)$, $V$ be an $f$-adapted submanifold, and $G'(f, V)$ be the group of automorphisms of the graph of $f$ induced by elements of $S'(f, V)$, see (28). Say that a pair $(f, V)$ has property (Bib) whenever (Bib) there exists a free action of the (finite) group $G'(f, V)$ on a $k$-torus $\mathbb{T}^k$ for some $k \geq 0$ such that we have the following homotopy equivalence:
\[ O_f(f, V) \simeq D_{id}(M, V) \times (\mathbb{T}^k/G'(f, V)), \]
where $\mathbb{T}^k/G'(f, V)$ is the corresponding quotient space.

**Remark 5.4.1.** Evidently, Property (Bib) generalizes the effect described in Theorem 5.3.1 for the case when $G'(f, V)$ is trivial. That property was discovered by E. Kudryavtseva in a series of papers [23, 24, 26], in which she described the homotopy structure of the spaces $F_{p,q,r}$ of Morse functions on orientable compact surfaces equipped with a numeration of their
of Morse functions, and demonstrated Property (Bib) for them.

Remark 5.4.2. Notice that not all pairs \((f, V)\) have property (Bib). For instance, if \(f : S^2 \to \mathbb{R}\) is a Morse function with two only critical points as in Theorem 5.2.1(A), then \(\pi_1 \mathcal{O}_f(f) = \pi_1 S^2 = 0\). On the other hand, the graph of \(f\) is a closed segment, whence \(\mathcal{G}'(f)\) is trivial, and therefore

\[
\pi_1 \left( \mathcal{D}_{id}(S^2) \times (\mathbb{T}^k/\mathcal{G}'(f)) \right) \cong \mathbb{Z}_2 \times \mathbb{Z}^k \neq 0 \text{ for any } k \geq 0.
\]

Nevertheless this property seems to be very typical. The following theorem describes several cases when (Bib) holds.

Theorem 5.5. Let \(M\) be a compact connected surface, \(f \in \mathcal{F}(M, P)\), and \(V\) be an \(f\)-adapted submanifold. Then the pair \((f, V)\) has property (Bib) in the following cases.

1. \(\mathcal{S}_{id}(f, V)\) is contractible, and \(\mathcal{G}'(f, V)\) is trivial (Theorem 5.3.1).

2. \(M\) is orientable, \(V = \emptyset\), and \(f \in \mathcal{M}(M, \mathbb{R})\) is such that the Euler characteristic \(\chi(M)\) of \(M\) is less than the total number of fixed critical points of \(S'(f)\) (E. Kudryavtseva [23, 24, 26]).

Warning. In [44, Corollary 1.3 & Theorem 5.10] it was claimed that Property (Bib) holds for pairs \((f, V)\) admitting a diagonal short exact sequence from (41). However, such a statement is not in fact proved. The reason is that the above claims were just direct applications of [44, Theorem 2.5] being in turn an incorrect formulation of a realization theorem for crystallographic groups. That [44, Theorem 2.5] states that for every short exact sequence \(\mathbb{Z}^k \hookrightarrow \Gamma \to G\) with finite \(G\) and torsion free \(\Gamma\), there exists a free action of \(G\) on \(\mathbb{T}^k\) such that \(\pi_1 (\mathbb{T}^k / G) \cong \Gamma\). In fact, in general one should additionally require that \(\mathbb{Z}^k\) is a maximal abelian subgroup of \(\Gamma\) (this is a theorem by H. Zassenhaus, see e.g. [53, Theorem 2.2]).

Nevertheless this does not mean that [44, Corollary 1.3 & Theorem 5.10] are wrong. Indeed, consider the following short exact sequence \(\mathcal{z}_n : n\mathbb{Z} \hookrightarrow \mathbb{Z} \twoheadrightarrow \mathbb{Z}_n\). Then \(n\mathbb{Z}\) is not a maximal abelian subgroup of \(\mathbb{Z}\), however there exists an action of \(\mathbb{Z}_n\) on \(\mathbb{T}^1 = S^1\) such that \(\pi_1 (\mathbb{T}^1 / \mathbb{Z}_3) \cong \mathbb{Z}\).

Therefore to complete the proofs of [44, Corollary 1.3 & Theorem 5.10] one needs to thoroughly check conditions on \((f, V)\) when such actions of \(\mathcal{G}'(f, V)\) on some tori exist. This will be done in another paper. □

In next sections we will describe algebraic structure of \(\pi_1 \mathcal{O}_f(f, V)\) for the case when \(M\) is orientable and distinct from \(S^2\).

6. Maps on surfaces with \(\chi(M) < 0\)

Let \(M\) be a compact surface, \(f \in \mathcal{F}(M, P)\), and \(V\) an \(f\)-adapted submanifold. In this section we give a complete description of algebraic structure of Bieberbach sequence (25):

\[
b(f, V) : \pi_0 \Delta(f, V) \hookrightarrow \pi_0 \mathcal{S}(f, V) \twoheadrightarrow \pi_0 \mathcal{G}(f, V).
\]

for the case when \(M\) is orientable and differs from \(S^2\).

6.1. Reduction to the case \(\chi(M) \geq 0\). Theorem 6.1.1 below shows that computations of \(b'(f, V)\) completely reduces to the case when \(\chi(M) \geq 0\) (i.e. is one of the following surfaces: \(S^2, T^2, D^2, S^1 \times [0, 1], \mathbb{R}P^2\), Möbius band and Klein bottle) and \(V\) consists of critical points of \(f\) and boundary components of \(M\).

Let \(R_V\) be a \(f\)-regular neighborhood of \(V\) and \(D_1, \ldots, D_q\) all the connected components of the closure \(\overline{M \setminus R_V}\) which are diffeomorphic with a 2-disk. Then the union

\[
N_V := R_V \cup D_1 \cup \ldots \cup D_q
\]
is called a canonical neighborhood $N_V$ of $V$ (corresponding to $R_V$), see [17].

**Theorem 6.1.1.** ([39], [44, Theorem 5.4]) Suppose $M$ is connected with $\chi(M) < 0$. Let also $K$ be the union of all non-extremal critical leaves of $f$ whose canonical neighborhoods have negative Euler characteristic, $R_K$ an $f$-regular neighborhood of $K$, $B_1, \ldots, B_k$ all the connected components of $M \setminus R_K$, and $X_i^\partial := B_i \cap (V \cup R_K)$, $i = 1, \ldots, k$. Then

1. each $B_i$ is diffeomorphic either with a 2-disk or a cylinder or a Möbius band;
2. the inclusion $(S'(f, V \cup R_K), \Delta'(f, V \cup R_K)) \subset (S'(f, V), \Delta'(f, V))$ is a homotopy equivalence, inducing therefore an isomorphism

$$b'(f, V) \cong b'(f, V \cup R_K) \cong \prod_{i=1}^k b'(f|_{B_i}, X_i^\partial).$$

**6.2. Relation between sequences $b'(f, V)$ and $b(f)$.** Denote by

$$j_0 : \pi_0 S'(f, V) \to \pi_0 S'(f)$$

the homomorphism induced by the inclusion $j : S'(f, V) \subset S'(f)$.

**Lemma 6.2.1** ([44, Lemma 5.1]). Suppose $M$ is connected and $V$ is a non-empty union of several boundary components of $M$. Suppose also that $\mathcal{S}_\text{id}(f)$ is contractible.

(i) Then we have the following commutative diagram:

$$\begin{array}{cccccc}
\pi_1 \mathcal{D}_\text{id}(M) & \xrightarrow{\pi_1} & \pi_1 \mathcal{O}_f(f) & \xrightarrow{\beta} & \pi_0 S'(f) \\
\text{(Theorem 5.1(3))} & \xrightarrow{\cong} & \pi_1 \mathcal{O}_f(f, V) & \xrightarrow{\cong} & \pi_0 S'(f, V) \\
& \xrightarrow{\alpha} & \ker(j_0) & & \end{array}$$

(42)

In particular, it induces an isomorphism between the right column and the upper row which coincides with the sequence (36).

(ii) We also have the following exact $(3 \times 3)$-diagram:

$$\begin{array}{cccccc}
\ker(j_0) & \xrightarrow{\cong} & \ker(j_0) & \xrightarrow{\{1\}} & \\
\xrightarrow{\downarrow} & b'(V) & \cong & \pi_0 \Delta'(f, V) & \xrightarrow{\rho_V} & \mathcal{G}'(f, V) \\
\xrightarrow{\xi} & \pi_0 \Delta'(f, V) & \xrightarrow{j_0} & \pi_0 S'(f, V) & \xrightarrow{\cong} & \mathcal{G}'(f, V) \\
\xrightarrow{\downarrow} & b'(f) & \cong & \pi_0 \Delta'(f) & \xrightarrow{\rho} & \mathcal{G}'(f) \\
\end{array}$$

(43)

Since the groups $\pi_0 \Delta'(f, V)$ and $\pi_0 \Delta'(f, V)$ are free abelian, the left column splits, so there is a section $\xi : \pi_0 \Delta'(f) \to \pi_0 \Delta'(f, V)$.

(iii) If $\chi(M) < 0$, and thus $\mathcal{D}_\text{id}(M)$ is contractible, then by (42), $j_0$ is an isomorphism, and (43) yields an isomorphism $b'(f, V) \cong b'(f)$.

(iv) If $\chi(M) \geq 0$, then $\ker(j_0) \cong \pi_1 \mathcal{D}_\text{id}(M) \cong \mathbb{Z}$ due to (42), and the diagram (43) is a short exact sequence $z_1 \hookrightarrow b'(f, V) \xrightarrow{\rho} b'(f)$.
In fact, for \( M \) being a 2-disk of a Möbius band, then \( \ker(j_0) \) is generated by a Dehn twist along boundary component of \( M \), and for \( M = S^1 \times [0,1] \) the kernel \( \ker(j_0) \) is generated by a pair of Dehn twists in different directions along boundary components of \( M \).

In the next two sections we will describe the algebraic structure of \( b(f, V) \) for the cases when \( M \) is a 2-disk, cylinder and torus. Together with Theorem 6.1.1 this will give complete information on \( b(f, V) \) for all orientable surfaces distinct from \( S^2 \).

7. Maps on 2-disk and cylinder

Suppose \((M, V)\) is one of the pairs \((D^2, \partial D^2)\) or \((S^1 \times [0,1], S^1 \times 0)\). Then the group \( \mathcal{D}(M, V) \) is connected (in fact even contractible, see Table 1). Hence \( \mathcal{D}(M, V) = D_{id}(M, V) \) and

\[
S'(f, V) = S(f, V) \cap D_{id}(M, V) = S(f, V) \cap \mathcal{D}(M, V) = S(f, V).
\]

Similarly, \( \Delta'(f, V) = \Delta(f, V) \). This implies that \( b(f, V) = b'(f, V) \).

Recall that if \( S_{id}(f) \) is contractible, then by Lemma 6.2.1(iv) we also have the following short exact sequence:

\[
z_1 \hookrightarrow b'(f, V) \twoheadrightarrow b'(f)
\]

which is the same as the diagram (43).

7.1. Maps with minimal number of critical points.

Theorem 7.1.1. ([44, Theorem 5.5]) Let \((M, V) = (S^1 \times [0,1], S^1 \times 0)\).

(1) For each \( f \in \mathcal{F}(M, P) \) the inclusion of pairs

\[
\left( S'(f, \partial M), \Delta'(f, \partial M) \right) \subset \left( S'(f, V), \Delta'(f, V) \right) \quad \overset{44}{=} \quad \left( S(f, V), \Delta(f, V) \right)
\]

is a homotopy equivalence, whence \( b'(f, \partial M) \cong b'(f, V) \equiv b(f, V) \).

(2) If \( f \in \mathcal{F}(M, P) \) has no critical points, then

\[
\pi_0 S'(f, V) = 0, \quad \pi_0 S(f, \partial M) = \mathbb{Z}.
\]

In particular, \( b'(f, V) \cong z_0 : \{1\} \hookrightarrow \{1\} \twoheadrightarrow \{1\} \).

Theorem 7.1.2. ([44, Theorem 5.6]) Suppose \( f \in \mathcal{F}(D^2, P) \) has a unique critical point \( z \) being therefore a local extreme.

(1) If \( z \) is non-degenerate, then \( b'(f, \partial D^2) \cong z_0 : \{1\} \hookrightarrow \{1\} \twoheadrightarrow \{1\} \).

(2) If \( z \) is degenerate of symmetry index \( m \), then \( S_{id}(f) \) is contractible, and the sequence (45) is isomorphic with \((3 \times 3)\)-diagram \( \mathbb{z}_m \), see (16):
7.2. **General case.** It follows from these theorems that

\[ b(f, V) \overset{(44)}{=} b'(f, V) \cong b'(f, \partial M), \]

where the second and third sequences coincide if \( M = D^2 \) and are isomorphic for \( M = S^1 \times [0, 1] \) by Theorem 7.1.1(1). Our aim is to compute the sequence (46).

Let \( K \) be a unique critical leaf of \( f \) such that the connected component of \( M \setminus K \) containing \( V \) includes no critical points of \( f \). Equivalently, let \( v \) be the vertex of \( \Gamma_f \) of \( f \) corresponding to \( V \). Then \( v \) belongs to a unique edge \( e \) of \( \Gamma_f \), and \( K \) is the leaf of \( f \) corresponding to another vertex of \( e \).

It follows from uniqueness of \( K \) that

\[ h(K) = K, \quad \forall h \in \mathcal{S}(f, V). \] (47)

Let \( c = f(K) \in P \) and \( \varepsilon > 0 \). Denote by \( R_K \) the connected component of \( f^{-1}[c - \varepsilon, c + \varepsilon] \) containing \( K \). Decreasing \( \varepsilon \) we can assume that \( R_K \setminus K \) contains no critical points of \( f \) and \( R_K \cap \partial M \subset \partial R_K \) (this intersection may be empty). In particular, \( R_K \) is an \( f \)-regular neighborhood of \( K \).

Let \( Z \) be the collection of all connected components of \( \overline{M \setminus R_K} \). Since by (47) \( K \) is \( \mathcal{S}(f, V) \)-invariant, we have that so are \( R_K \) and \( M \setminus R_K \). In other words, we get a natural action of \( \mathcal{S}(f, V) \) on \( Z \). Let

\[ \mathcal{S}(Z) = \{ h \in \mathcal{S}(f, V) \mid h(Z) = Z \text{ for each } Z \in Z \} \] (48)

be its kernel of non-effectiveness. Then the quotient \( \mathcal{S}(f, V)/\mathcal{S}(Z) \) effectively acts on \( Z \).

- Let \( Z^{\text{fix}} = \{ X_0, X_1, \ldots, X_a \} \) be all the elements of \( Z \) invariant under all diffeomorphisms from \( \mathcal{S}(f, V) \), i.e. fixed points of \( \mathcal{S}(f, V)/\mathcal{S}(Z) \). Enumerate them so that \( V \subset X_0 \), and in particular, \( X_0 \) is always a cylinder. Evidently, if \( M = D^2 \), then all \( X_i, i \geq 1 \), are 2-disks. On the other hand, if \( M = S^1 \times [0, 1] \), then the element of \( Z \) containing another boundary component \( S^1 \times 1 \) is invariant under \( \mathcal{S}(f, V) \) and we will always denote it by \( X_1 \). In this case \( X_1 \) is a cylinder, and all others, \( X_i, i \geq 2 \), must be 2-disks.

- Let also \( Z^{\text{reg}} := Z \setminus Z^{\text{fix}} = \{ Y_1, \ldots, Y_b \} \) be all other 2-disks of \( Z \). Thus each \( Y_i \) is not invariant under some element of \( \mathcal{S}(f, V) \).

The following theorem expresses \( b'(f, \partial M) \) via the corresponding sequences \( \{ b'(f|_Z, \partial Z) \}_{Z \in Z} \). It is essentially based in Lemma 2.9.1.

**Theorem 7.2.1.** (A) Suppose that all elements of \( Z \) are invariant under \( \mathcal{S}(f, V) \), which is equivalent to either of the following three conditions:

\[ Z^{\text{reg}} = \emptyset, \quad Z = Z^{\text{fix}} = \{ X_0, X_1, \ldots, X_a \}, \quad \mathcal{S}(f, V) = \mathcal{S}(Z). \]

Then

\[ b'(f) \cong \prod_{i=1}^{a} b'(f|_{X_i}, \partial X_i) : \]

\[ \prod_{i=1}^{a} \Delta'(f|_{X_i}, \partial X_i) \hookrightarrow \prod_{i=1}^{a} S'(f|_{X_i}, \partial X_i) \hookrightarrow \prod_{i=1}^{a} G'(f|_{X_i}, \partial X_i), \] (49)
and the sequence (45): \( z_1 \mapsto b'(f, V) \mapsto b'(f) \) is isomorphic with a split sequence (2.8.3): \( z_1 \mapsto z_1 \times b'(f) \mapsto b'(f) \). In particular,

\[
b'(f, V) \cong z_1 \times b'(f) \cong b'(f) \times z_1 \cong b'(f) \cap z_1 :
\]

\[
\left( \prod_{i=1}^{a} \Delta'(f|_{X_i}, \partial X_i) \right) \times Z \hookrightarrow \left( \prod_{i=1}^{a} S'(f|_{X_i}, \partial X_i) \right) \times Z \hookrightarrow \prod_{i=1}^{a} G'(f|_{X_i}, \partial X_i),
\]

(B) Assume that \( Z^{\text{reg}} = \{ Y_i \}_{i=1}^{b} \neq \emptyset \).

(a) Then \( S(f, V)/S(Z) \cong \mathbb{Z}_m \) for some \( m \geq 2 \);

(b) The effective action of \( S(f, V)/S(Z) \) on \( Z \) is semifree, i.e. free on the set \( Z^{\text{reg}} \) of non-fixed elements, and has exactly either one or two fixed elements.

In particular, \( m \) divides \( b \) and that action has exactly \( c := b/m \) orbits. Fix any (2-disks) \( Y_1, \ldots, Y_c \in Z^{\text{reg}} \) belonging to mutually distinct non-fixed \( \mathbb{Z}_m \)-orbits and define the following short exact sequence:

\[
q := \left( \prod_{j=1}^{c} b'(f|_{Y_j}, \partial Y_j) \right) \cap z_m : \quad (50)
\]

\[
\left( \prod_{i=1}^{a} \Delta'(f|_{X_i}, \partial X_i) \right)^m \times \mathbb{Z}^m \hookrightarrow \left( \prod_{i=1}^{a} S'(f|_{X_i}, \partial X_i) \right) \times \mathbb{Z} \hookrightarrow \prod_{i=1}^{a} G'(f|_{X_i}, \partial X_i).
\]

Then the following statements hold.

(c) If \( S(f, V)/S(Z) \) has a unique fixed element, i.e. \( Z^{\text{fix}} = \{ X_0 \} \), then

\[
b'(f, \partial M) \cong q.
\]

(d) Otherwise, due to (b), \( S(f, V)/S(Z) \) has exactly two fixed elements, so \( Z^{\text{fix}} = \{ X_0, X_1 \} \).

Let \( A_1 = M \setminus X_1 \). Then

\[
Z_{A_1}^{\text{fix}} = Z^{\text{fix}} \setminus \{ X_1 \} = \{ X_0 \},
\]

whence the restriction \( f|_{A_1} \) satisfies condition (B)(c). Therefore

\[
b'(f|_{A_1}, \partial A_1) \cong q, \quad b'(f, \partial M) \cong b'(f|_{X_1}, \partial X_1) \times q.
\]

**Corollary 7.2.2** (Decomposition into annuli and possibly one disk). **Let** \( M \) **be either a 2-disk or a cylinder and** \( f \in F(M, P) \). **Then there are** \( f \)-adapted subsurfaces \( A_1, \ldots, A_n \subset M \) **having the following properties.**

(a) For \( i = 1, \ldots, n-1 \) the surface \( A_i \) is a **cylinder**, while \( A_n \) is either a 2-disk or a cylinder. Moreover, the intersection \( A_i \cap A_j \) for \( i < j \) is non-empty only for \( j = i+1 \) and in this case it is a common boundary component of these subsurfaces. Also \( A_1 \) contains some boundary component of \( M \).

(b) For each \( i = 1, \ldots, n-1 \) there exist \( m_i, c_i \geq 1 \) and certain \( f \)-adapted mutually disjoint 2-disks \( Y_{i,1}, \ldots, Y_{i,c_i} \subset A_i \), such that we have an isomorphism

\[
b'(f|_{A_i}, \partial A_i) \cong \left( \prod_{j=1}^{c_i} b'(f|_{Y_{i,j}}, \partial Y_{i,j}) \right) \cap z_{m_i}, \quad (51)
\]

while the last sequence \( b'(f|_{A_n}, \partial A_n) \) is isomorphic either with a sequence of type (51) or with \( z_0 \) or with \( z_{m_n} \) for some \( m_n \geq 1 \).

(c) \( b'(f, \partial M) \cong \prod_{i=1}^{n} b'(f|_{A_i}, \partial A_i) \).
(d) The sequence \((45): z_1 \hookrightarrow b'(f, \partial M) \twoheadrightarrow b'(f)\) is isomorphic with diagonal Garside sequence \((15)\) for the sequences \(\{b'(f|_{A_i}, \partial A_i)\}_{i=1}^n\).

In order to formulate the general result about the structure of \(b'(f, \partial M)\) it will be convenient to introduce a series of classes of groups and short exact sequences, see Theorem 7.3.4.

7.3. Classes of groups and short exact sequences. A group \(B\) is called crystallographic if it admits a short exact sequence: \(A \hookrightarrow B \twoheadrightarrow C\) in which \(C\) is finite and \(A\) is a maximal abelian subgroup of \(B\) being also free abelian. A crystallographic group \(B\) is Bieberbach if it is torsion free (i.e. has no elements of finite order).

A short exact sequence \(u: A \hookrightarrow B \twoheadrightarrow C\) will be called nearly crystallographic if \(A \in \mathcal{Z}\), i.e. it is a free abelian and \(C\) is finite. In this case we also say that \(u\) is crystallographic, if \(A\) is a maximal subgroup of \(B\). Moreover, a (nearly) crystallographic sequence \(u: A \hookrightarrow B \twoheadrightarrow C\) will be called (nearly) Bieberbach if \(B\) is torsion free.

For example, for \(m \geq 2\) the sequence \(z_m : m\mathbb{Z} \hookrightarrow \mathbb{Z} \twoheadrightarrow \mathbb{Z}_m\) is nearly Bieberbach but not Bieberbach, since \(m\mathbb{Z}\) is not a maximal subgroup of \(\mathbb{Z}\), though the group \(\mathbb{Z}\) is Bieberbach.

A group \(G\) is solvable if it has a finite increasing sequence of subgroups \(1 = G_0 < G_1 < \cdots < G_n = G\) such that \(G_i\) is normal in \(G_{i+1}\) and each quotient \(G_{i+1}/G_i\) is abelian. It is well known and is easy to check that in a short exact sequence of groups \(A \hookrightarrow B \twoheadrightarrow C\) if any two groups are solvable, then so is the third one.

7.3.1. Classes of groups. Consider the following classes of groups.

- Let \(\mathcal{Z} = \{\mathbb{Z}^n | n \geq 0\}\) be the set of all finitely generated free abelian groups.
- Let \(\mathcal{B}\) be the minimal set of isomorphism classes of groups such that \(\{1\} \in \mathcal{B}\) and if \(A, B \in \mathcal{B}\) and \(m \geq 1\), then \(A \times B\) and \(A \wr \mathbb{Z} \in \mathcal{B}\) as well.
- Let \(\mathcal{B}_2\) be the minimal set of isomorphism classes of groups such that \(\{1\} \in \mathcal{B}_2\) and if \(A, B \in \mathcal{B}_2\) then \(A \times B\) and \(A \wr \mathbb{Z} \in \mathcal{B}\) as well.
- Let also \(\mathcal{P}\) be the minimal set of isomorphism classes of groups such that \(\{1\} \in \mathcal{P}\), and if \(A, B \in \mathcal{P}\) and \(m \geq 1\), then \(A \times B, A \wr \mathbb{Z} \in \mathcal{P}\) as well.
- Let \(\mathcal{P}_2\) be the minimal set of isomorphism classes of groups such that \(\{1\} \in \mathcal{P}_2\), and if \(A, B \in \mathcal{P}\) then \(A \times B, A \wr \mathbb{Z} \in \mathcal{P}_2\).

Evidently, \(\mathcal{B}_2 \subset \mathcal{B}\) and \(\mathcal{P}_2 \subset \mathcal{P}\).

It is easy to check that a group \(G \in \mathcal{B}\) (resp. \(\mathcal{B}_2, \mathcal{P}, \mathcal{P}_2\)) if \(G\) is obtained from the unit group by finitely many operations of direct products and wreath products of the form \(\mathbb{Z}^m \wr \mathbb{Z}_{2^n}\) for some \(m \geq 1\) (resp. \(\mathbb{Z}^n\) only, \(\mathbb{Z}^m\) for some \(m \geq 1, \mathbb{Z}^n\) only). For instance,

\[
\mathcal{B} \ni \{1\}, \quad \mathbb{Z} \cong \{1\} \wr \mathbb{Z}, \quad \mathbb{Z}^m, \quad ((\mathbb{Z}^3 \wr \mathbb{Z}) \wr \mathbb{Z}) \times (\mathbb{Z} \wr \mathbb{Z}),
\]

\[
\mathcal{B}_2 \ni \{1\}, \quad \mathbb{Z}^m, \quad ((\mathbb{Z}^3 \wr \mathbb{Z}) \wr \mathbb{Z}) \times (\mathbb{Z} \wr \mathbb{Z}),
\]

\[
\mathcal{P} \ni \{1\}, \quad \mathbb{Z}^m, \quad ((\mathbb{Z}^3 \wr \mathbb{Z}) \wr \mathbb{Z}) \times (\mathbb{Z} \wr \mathbb{Z}),
\]

\[
\mathcal{P}_2 \ni \{1\}, \quad \mathbb{Z}^m, \quad ((\mathbb{Z}^3 \wr \mathbb{Z}) \wr \mathbb{Z}) \times (\mathbb{Z} \wr \mathbb{Z}).
\]

7.3.2. Classes of short exact sequences.
• Let $\widetilde{ZBP}$ be the set of isomorphism classes of all nearly crystallographic sequences $A \to B \to C$, so $A \in \mathcal{Z}$, $B \in \mathcal{B}$, and $C \in \mathcal{P}$.

• Let $\mathcal{Z}_{2I} = \{(z_i)^m : \mathbb{Z}^m = \mathbb{Z}^m \to 1\}_{m \geq 0}$.

• Let also $ZBP$ be the minimal set of isomorphism classes of short exact sequences such that $z_0 \in ZBP$, and if $q, q' \in ZBP$ and $m \in \mathbb{N}$ then $q \times q'$ and $q \wr z_m \in ZBP$ as well.

• Let also $ZBP_2$ be the minimal set of isomorphism classes of short exact sequences such that $z_0 \in ZBP_2$, and if $q, q' \in ZBP_2$ then $q \times q'$ and $q \wr z_2 \in ZBP_2$ as well.

Similarly, a short exact sequence $q$ belongs to $ZBP$ (resp. $ZBP_2$) iff it can be obtained from $z_0$ by finitely many operations of products of sequences and wreath products of the form $\cdot \wr z_m$, $m \in \mathbb{N}$, (resp $m = 2$ only).

The following lemma describes properties of the above classes.

**Lemma 7.3.3.** ([44, Lemma 2.6])

1. Every $B \in \mathcal{B}$ is solvable and nearly Bieberbach, and every $C \in \mathcal{P}$ is solvable and finite.
2. $z_m \in \widetilde{ZBP}$ for all $m \geq 0$.
3. If $q_i : \mathbb{Z}^{k_i} \hookrightarrow B_i \rightarrow C_i$, $i = 1, 2$, are (nearly) crystallographic (resp. (nearly) Bieberbach) and $m \geq 1$, then so are
   
   \[ q_1 \times q_2 : \mathbb{Z}^{k_1+k_2} \hookrightarrow B_1 \times B_2 \rightarrow C_1 \times C_2, \]
   \[ q_1 \wr z_m : \mathbb{Z}^{k_1m} \times m\mathbb{Z} \hookrightarrow B_1 \wr z_m \rightarrow C_1 \wr z_m \]

4. $ZBP_2 \subset ZBP \subset \widetilde{ZBP}$.

**Theorem 7.3.4.** ([44, Theorem 5.10]) Let $M$ be a connected orientable compact surface distinct from $S^2$ and $T^2$, $f \in \mathcal{F}(M, P)$, and $V \subset M$ an $f$-adapted submanifold such that

(a) each connected component of $V$ is of dimension $\geq 1$, i.e. it is not a critical point of $f$;
(b) $V \neq \emptyset$ whenever $M = D^2$ or $S^1 \times [0, 1]$, so $\chi(M) < |V|$, whence $D_{id}(M, V)$ is always contractible, and we have an isomorphism

\[ \pi_1 \mathcal{O}_f(f, V) \xrightarrow{\partial_f} \pi_0 \mathcal{S}'(f, V). \]

Then the sequence

\[ b'(f, V) : \pi_0 \Delta'(f, V) \hookrightarrow \pi_0 \mathcal{S}'(f, V) \twoheadrightarrow \mathcal{G}'(f, V) \tag{52} \]

belongs to the class $ZBP$.

In particular, $\pi_0 \Delta'(f, V)$ is a finitely generated free abelian group (which is already stated in Lemma 4.7.1(3)), $\pi_1 \mathcal{O}_f(f, V) \cong \pi_0 \mathcal{S}'(f, V)$ are solvable nearly Bieberbach group, and $\mathcal{G}'(f, V)$ is solvable and finite.

If $f \in \mathcal{M}_{\text{sm}}^N(M, P)$ is a simple Morse map, then $b'(f, V) \in ZBP_2$.

**Notes to the proof.** Assume that $f \in \mathcal{F}(M, P)$ has exactly $n$ critical points.

1. Suppose $M$ is a 2-disk or a cylinder. If $f$ has no saddle critical points, then by Theorems 7.1.1 and 7.1.2 the sequence is either $z_0$ or $z_0 \wr z_1$. On the other hand, if $f$ has critical point, then Theorem 7.2.1 shows that $b'(f, \partial M)$ expresses via analogous sequences $b'(f|_{X_i}, \partial X_i)$ and $b'(f|_{Y_i}, \partial Y_i)$ by operations of direct products and wreath product $\cdot \wr z_m$ for some $m \geq 1$. Since each $X_i$ and $Y_i$ is also a 2-disk and cylinder and contain less number of critical points than $f$, one can apply the induction on $n$, and obtain that $b'(f, \partial M)$ is obtained from a sequence $z_0$ by finitely many operations of direct products of short exact sequences and wreath products $\cdot \wr z_m$ for some $m$. 

2) If \( \chi(M) < 0 \), then by Theorem 6.1.1 \( b'(f, \partial M) \) is again a product of sequences of the form \( b'(f|B, \partial B) \), where \( B \) is either a 2-disk or a cylinder, and therefore \( b'(f, \partial M) \) is also obtained from the sequence \( z_0 \) by finitely many operations of direct products of short exact sequences and wreath products \( \cdot \wr z_m \) for some \( m \).

If \( f \) is a generic Morse map, then an \( f \)-regular neighborhood of each critical leaf of \( f \) is a disk with two holes, which leads to the observation that in Theorem 7.2.1 we always have that \( m = 2 \). This implies the last statement of Theorem 7.3.4.

\[ \square \]

7.4. Realization theorems for \( b'(f, V) \).

We discuss here the question when an abstract group \( G \) can be realized as one of the groups (52) for some \( (M, f, X) \). The presented results are obtained in the papers S. Maksymenko and A. Kravchenko [21], B. Feshchenko and A. Kravchenko [18], I. Kuznyetsova and Yu. Soroka [31].

7.4.1. Signs on the boundary.

Let \( M \) be a compact surface. Then by definition each \( f \in \mathcal{F}(M, P) \) takes constant values at connected components of \( \partial M \). Fix an orientation on \( P \) (which is \( \mathbb{R} \) or \( S^1 \)). Then for each boundary component \( W \) of \( M \) one can say whether \( f \) takes a local maximum or local minimum with respect to the orientation of \( P \). Hence one can associate to \( f \) a function \( \varepsilon_f : \pi_0(\partial M) \to \{\pm 1\} \) such that \( \varepsilon_f(W) = -1 \) (resp. \( +1 \)) if \( f \) takes on \( W \) a local minimum (resp. maximum) with respect to the orientation of \( P \).

For every function \( \varepsilon : \pi_0(\partial M) \to \{\pm 1\} \) define the following four spaces:
\[
\mathcal{F}_\varepsilon(M, P) = \{ f \in \mathcal{F}(M, P) \mid \varepsilon_f = \varepsilon \},
\mathcal{M}_\varepsilon(M, P) = \mathcal{M}(M, P) \cap \mathcal{F}_\varepsilon(M, P),
\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P) = \mathcal{M}^{\text{gen}}(M, P) \cap \mathcal{F}_\varepsilon(M, P),
\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P) = \mathcal{M}^{\text{gen}}(M, P) \cap \mathcal{F}_\varepsilon(M, P).
\]

Also for every subspace \( \mathcal{X} \subset \mathcal{F}(M, P) \) consider the following sets of isomorphism classes of groups
\[
\mathcal{S}_\mathcal{X} = \{ \pi_0 S'(f, \partial M) \mid f \in \mathcal{X} \},
\mathcal{G}_\mathcal{X} = \{ \pi_0 G'(f, \partial M) \mid f \in \mathcal{X} \},
\]
and the following set of isomorphism classes of short exact sequences:
\[
\Delta \mathcal{S}\mathcal{G}_\mathcal{X} := \{ b'(f, \partial M) \mid f \in \mathcal{X} \}.
\]

Then we have the following relations between those classes:
\[
\mathcal{S}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} \subset \mathcal{Z},
\mathcal{S}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} \subset \mathcal{B}_2,
\mathcal{S}_{\mathcal{M}_{\varepsilon}(M, P)} \subset \mathcal{S}_{\mathcal{F}_\varepsilon(M, P)} \subset \mathcal{B},
\mathcal{G}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} = \{1\},
\mathcal{G}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} \subset \mathcal{P},
\Delta \mathcal{S}\mathcal{G}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} \subset \mathcal{Z}\mathcal{Z}\mathcal{I},
\Delta \mathcal{S}\mathcal{G}_{\mathcal{M}_{\varepsilon}^{\text{gen}}(M, P)} \subset \mathcal{Z}\mathcal{B}\mathcal{P}_2,
\Delta \mathcal{S}\mathcal{G}_{\mathcal{M}_{\varepsilon}(M, P)} \subset \Delta \mathcal{S}\mathcal{G}_{\mathcal{F}_\varepsilon(M, P)} \subset \mathcal{Z}\mathcal{B}\mathcal{P}.
\]

The inclusions for generic Morse maps follow from Lemma 4.5.1, and all others from Theorem 7.3.4.

**Theorem 7.4.2.** Let \( M \) be an orientable compact surface distinct from \( T^2 \) and \( S^2 \), and \( \varepsilon : \pi_0(\partial M) \to \{\pm 1\} \) be any function.
If $M = S^1 \times [0, 1]$, and $\varepsilon$ takes the same value on both connected components of $\partial M$, then

\begin{align*}
S_{M_\varepsilon^{mp}(M,P)} &= B_2 \setminus \{1\}, \\
G_{M_\varepsilon^{mp}(M,P)} &= P_2, \\
\Delta SG_{M_\varepsilon^{mp}(M,P)} &= ZBP_2 \setminus \{z_0\},
\end{align*}

\begin{align*}
S_{M_\varepsilon(M,P)} &= S_{F_\varepsilon(M,P)} = B \setminus \{1\}, \\
G_{M_\varepsilon(M,P)} &= G_{F_\varepsilon(M,P)} = P, \\
\Delta SG_{M_\varepsilon(M,P)} &= \Delta SG_{F_\varepsilon(M,P)} = ZBP \setminus \{z_0\}.
\end{align*}

In particular, for every $f \in F_\varepsilon(M,P)$, the group $\pi_0S'(f, \partial M)$ is always non-trivial.

(2) In all other cases of $M$ and $\varepsilon$ we have that

\begin{align*}
S_{M_\varepsilon^{mp}(M,P)} &= B_2, \\
G_{M_\varepsilon^{mp}(M,P)} &= P_2, \\
\Delta SG_{M_\varepsilon^{mp}(M,P)} &= ZBP_2, \\
S_{M_\varepsilon(M,P)} &= S_{F_\varepsilon(M,P)} = B, \\
G_{M_\varepsilon(M,P)} &= G_{F_\varepsilon(M,P)} = P, \\
\Delta SG_{M_\varepsilon(M,P)} &= \Delta SG_{F_\varepsilon(M,P)} = ZBP.
\end{align*}

Notes to the proof. For groups $G_X$ the proof is given in S. Maksymenko and A. Kravchenko [21], and for groups $S_X$ by I. Kuznetsova and Yu. Soroka [31]. Notice that in the case (1) any map $f \in F_\varepsilon(M,P)$ has local minimum (or local maximum) on both boundary components of $M$. Therefore $f$ must have saddle critical points inside $M$, and therefore by Theorem 7.2.1 the group $\pi_0S'(f, \partial M)$ is always non-trivial. This explains why one should remove the unit group $\{1\}$ from the classes in the first line of (1).

A thorough analysis of arguments in [31] shows that they actually contain realization theorems for sequences $b'(f, \partial M)$. This gives the corresponding relations for $\Delta SG_X$.

The case $M = T^2$ is described in Theorem 8.3.3 below. □

### 8. Maps on 2-Torus

In this section we will describe the results of S. Maksymenko, B. Feshchenko, and A. Kravchenko [9–12, 18, 45–47] about algebraic structure of $\pi_1O_f(f)$ for the maps $f \in F(T^2, P)$.

Let $f \in F(T^2, P)$. If $f$ has no critical points, then $f$ is a locally trivial fibration $T^2 \to S^1$ and the homotopy types of stabilizers and orbits for the pair $(f, \emptyset)$ is described by Theorem 5.2.2(D).

Assume that $f$ has at least one critical point. Then we have the following diagram (41) relating all the groups which we are interested in:

\[
\begin{array}{cccccc}
\pi_1D(T^2) \oplus \pi_0\Delta'(f) & \xrightarrow{p_2} & \pi_0\Delta'(f) \\
\downarrow p_1 & & \downarrow \\
\pi_1D(T^2) & \xrightarrow{\rho \circ \delta_1} & \pi_1O_f(f) & \xrightarrow{\delta_1} & \pi_0S'(f) & \xrightarrow{\rho} \mathcal{G}'(f)
\end{array}
\]

Recall that by Lemma 4.3.3 the graph $\Gamma_f$ of $f$ is either a tree or contains a unique cycle. In each of those cases we will describe this diagram up to isomorphism.

**Lemma 8.1.** ([18, Lemma 5.4]) Let $f \in F(T^2, P)$. If $f$ is either simple, or $P = S^1$ and $f$ is not null-homotopic, then $\Gamma_f$ contains a cycle.

### 8.2. Maps $f \in F(T^2, P)$ whose graph $\Gamma_f$ contains a cycle. Suppose $f : M \to P$ be a map from $F(T^2, P)$ such that its graph $\Gamma_f$ contains a simple cycle $\gamma$. Let $x$ be a point belonging to some open edge of $\gamma$. Then $x$ corresponds to some regular leaf $C_0$ of $f$. Let

\[
\mathcal{C} = \{h(C_0) \mid h \in S'(f)\}
\]
be the set of images of $C_0$ under all maps of $S'(f)$. Then $C$ consists of finitely many, say $n$, leaves of $f$ which can be cyclically ordered along $T^2$ and enumerated as follows:

$$C_0, C_1, \ldots, C_{n-1}.$$ 

If $n \geq 2$, then for each $i$ the leaves $C_i$ and $C_{i+1}$ bound a cylinder $Q_i$ containing no other leaves $C_j$ and $\text{Int}Q_j \cap \text{Int}Q_i = \emptyset$ for $i \neq j$. Every $h \in S(f)$ cyclically shift those cylinders. Denote by $Q$ one of them, e.g. put $Q = Q_0$.

Suppose $n = 1$, so $C_0$ is invariant with respect to $S'(f)$, then $T^2 \setminus C_0$ is an open cylinder “bounded by $C_0$ from both sides”. In this case we put $Q = T^2 \setminus R_{C_0}$, where $R_{C_0}$ is any $f$-regular neighborhood of $C_0$.

Now we will define several constructions and homomorphisms.

a) Recall that $T^2 = S^1 \times S^1$ is a abelian group, and therefore for each $(a, b) \in T^2$, the shift $\eta_{a,b} : (x, y) \mapsto (x + a, y + b)$ is a diffeomorphism of $T^2$. Then the correspondence $(a, b) \mapsto \eta_{a,b}$ is an embedding $\eta : T^2 \mapsto \mathcal{D}_{id}(T^2)$.

b) Let $C_0'$ be a simple closed curve which transversely intersects $C_0$ at a unique point $x$. It will be convenient to imagine $C_0'$ and $C_0$ as a parallel and a meridian of $T^2$. Let $\lambda = [C_0'], \mu = [C_0] \in \pi_1(T^2, x)$ be the corresponding elements of the fundamental group of $T^2$. Then one can assume that

$$\lambda = (1, 0), \mu = (0, 1) \in \mathbb{Z}^2 \cong \pi_1T^2 \cong \pi_1\mathcal{D}_{id}(T^2).$$

c) Let $V_0$ and $V_1$ be the boundary components of $Q$. By Corollary 7.2.2 one can represent $Q$ as a “chain” of $n$ cylinders $A_1, \ldots, A_n$ having the following properties.

- $V_0 \subset \partial A_1, V_1 \subset \partial A_n$, and only consecutive pairs $A_i$ and $A_{i+1}$ intersects and $A_i \cap A_{i+1}$ is their common boundary circle;

- $b'(f|_Q, \partial Q) \cong \prod_{i=1}^n b'(f|_{A_i}, \partial A_i);$ 

d) Let $\varepsilon : \partial Q \to \{\pm 1\}$ be the function defining the signs on the boundary of the restriction $f|_Q$, see Section 7.4.1. Thus $\varepsilon$ takes constant values on each connected component $V$ of $\partial Q$ and equals $+1$ (resp $-1$) if $f$ takes on $V$ a local maximum (resp. local minimum). Then it is easy to see if $P = \mathbb{R}$, then $\varepsilon$ takes the same value on both boundary components of $\partial Q$, whence by Theorem 7.4.2(1), $\pi_0\mathcal{S}(f|_Q, \partial Q)$ is a non-trivial group. On the other hand, for the case $P = S^1$, the function $\varepsilon$ takes distinct values on boundary components of $\partial Q$, whence in this case $\pi_0\mathcal{S}(f|_Q, \partial Q)$ can be trivial, which holds, e.g. when $f$ has no critical points, see Theorem 5.2.2(D).

e) To simplify notations define the following groups $A_i := \pi_0\mathcal{S}(f|_{A_i}, \partial A_i),$

$$\Delta : \pi_0\Delta'(f|_Q, \partial Q), \quad \Delta : \pi_0\Delta'(f|_Q),$$

$$\mathcal{S}_\theta := \pi_0\mathcal{S}(f|_Q, \partial Q), \quad \mathcal{S} := \pi_0\mathcal{S}(f|_Q).$$

Then the latter isomorphism for the sequence $\mathcal{S}(f|_Q, \partial Q)$ contains an isomorphism

$$\mathcal{S}_\theta \cong \prod_{i=1}^n A_i.$$ 

f) Let $\tilde{\lambda} = ([id_Q], \ldots, [id_Q], m) \in \mathcal{S}_\theta \setminus \mathbb{Z}^m$ be the Garside element of the group $\mathcal{S}_\theta \setminus \mathbb{Z}^m$, see §2.8. Then $\tilde{\lambda}$ contained in the center of $\mathcal{S}_\theta \setminus \mathbb{Z}^m$. 


Lemma 8.3.1. Let \( \hat{\mu}_i \) be the Garside element of \( \mathcal{A}_i \), and \( \hat{\mu} = (\hat{\mu}_1, \ldots, \hat{\mu}_n) \) be the diagonal Garside element of \( \mathcal{S}_0 \), see (15). Notice \( \hat{\mu} \) is the generator of the kernel \( j_0: \mathcal{S}_0 \to \mathcal{S} \), and corresponds to a pair of Dehn twists along boundary components of \( Q \) produces in different directions.

h) Recall that by Lemma 6.2.1(ii) there exists a section

\[ \xi: \Delta \to \Delta_0 \subset \mathcal{S}_0. \]

i) Then one can define the following homomorphism:

\[ \alpha: \pi_1 \mathcal{D}_1(T^2) \times \Delta^m \to \mathcal{S}_0 \subset \mathbb{Z}_m. \]

\[ \alpha(\lambda^a \mu^b, q_1, \ldots, q_n) = (\xi(q_1) \hat{\mu}^b, \ldots, \xi(q_n) \hat{\mu}^b, am). \]

Since \( \alpha(\lambda) = \hat{\lambda} \) and \( \alpha(\mu) = (\hat{\mu}, \ldots, \hat{\mu}, 0) \) belongs to the center of \( \mathcal{S}_0 \subset \mathbb{Z}_m \), one easily checks that \( \alpha \) is in fact a well-defined homomorphism. Moreover, it is also easy to see that \( \alpha \) is injective.

**Theorem 8.2.1.** ([11, 46, 47]) Diagram (41) is isomorphic to the following one:

\[ \pi_1 \mathcal{D}(T^2) \oplus \left( \pi_0 \Delta'(f|Q) \right)^m \]

\[ \xymatrix{ \pi_1 \mathcal{D}(T^2) \ar[r]^\alpha \ar[d]_{p_1} & \pi_0 \mathcal{S}'(f|Q, \partial Q) \ar[r]^\delta \ar[d] & \pi_0 \mathcal{S}'(f|Q) \ar[r] & \mathcal{G}'(f|Q) \ar[r] & \mathbb{Z}_m } \]

where \( \delta(s_1, \ldots, s_m, k) = (j_0(s_1), \ldots, j_0(s_m), k \bmod m) \), and other arrows are obvious homomorphisms.

In particular, for the right columns of the corresponding diagrams we have the isomorphism, see (13):

\[ b'(f) \cong b'(f|Q) \bmod \mathbb{Z}_m. \]

8.3. Maps \( f \in \mathcal{F}(T^2, P) \) whose graph \( \Gamma_f \) is a tree.

**Lemma 8.3.1.** ([45, Proposition 1]) Suppose \( \Gamma_f \) is a tree. Then there exists a unique critical leaf \( K \) of \( f \) such that \( T^2 \setminus K \) is a union of open 2-disks.

It follows from uniqueness of such critical leaf, that \( h(K) = K \) for all \( h \in \mathcal{S}(f) \).

Let \( c = f(K) \in P \). Take \( \varepsilon > 0 \) and consider the connected component \( R_K \) of \( f^{-1}([c - \varepsilon, c + \varepsilon]) \) containing \( K \). Decreasing \( \varepsilon \) one can assume that \( R_K \cap \Sigma_f = K \cap \Sigma_f \). Then \( R_K \) is an \( f \)-regular neighborhood of \( K \), and it is also invariant with respect to \( \mathcal{S}(f) \).

Similarly to §7.2 let \( \mathcal{Z} \) be the collection of all connected components of \( T^2 \setminus R_K \). Then by Lemma 8.3.1 each element of \( \mathcal{Z} \) is a 2-disk, and \( \mathcal{S}(f) \) interchanges those disks. Let also

\[ \mathcal{S}(\mathcal{Z}) = \{ h \in \mathcal{S}'(f) \mid h(Z) = Z \text{ for each } Z \in \mathcal{Z} \} \]

be the kernel of non-effectiveness of the action of \( \mathcal{S}'(f) \) on \( \mathcal{Z} \). Then the quotient \( \mathcal{S}'(f)/\mathcal{S}(\mathcal{Z}) \) effectively acts on \( \mathcal{Z} \).

**Theorem 8.3.2.** ([9–11, 18, 45])
(A) Suppose all elements of $\mathbb{Z}$ are invariant with respect to $S'(f)$. To simplify notation put
\[
\Delta := \prod_{Z \in \mathbb{Z}} \pi_0 \Delta'(f|_Z, \partial Z), \quad S := \prod_{Z \in \mathbb{Z}} \pi_0 S'(f|_Z, \partial Z), \quad G := \prod_{Z \in \mathbb{Z}} G'(f|_Z, \partial Z).
\]

Then diagram (41) is isomorphic to the following one:

\[
\begin{array}{c}
\pi_1 D(T^2) \oplus \Delta \xrightarrow{p_2} \Delta \\
\xrightarrow{p_1} \\
\pi_1 D(T^2) \xrightarrow{\alpha} S \left< \mathbb{Z}^2 \right> \xrightarrow{\delta} S \left< \mathbb{Z}_m \times \mathbb{Z}_n \right> \\
\xrightarrow{} G \left< \mathbb{Z}_m \times \mathbb{Z}_n \right>
\end{array}
\]

In particular, for the right column we have an isomorphism
\[
b'(f) \cong \prod_{Z \in \mathbb{Z}} b'(f|_Z, \partial Z).
\]

(B) Otherwise, the following statements hold.

a) $S'(f)/S(\mathbb{Z}) \cong \mathbb{Z}_m \oplus \mathbb{Z}_n$ for some $n, m \geq 1$;

b) The action of $S'(f)/S(\mathbb{Z})$ on $\mathbb{Z}$ is free. For instance $\mathbb{Z}$ contains $mnc$ disks, where $c \geq 1$ is the number of orbits of that action.

c) Choose any collection $Z_1, \ldots, Z_c$ of elements of $\mathbb{Z}$ belonging to mutually distinct orbits and for simplicity denote
\[
\Delta := \prod_{i=1}^{c} \pi_0 \Delta'(f|_{Z_i}, \partial Z_i), \quad S := \prod_{i=1}^{c} \pi_0 S'(f|_{Z_i}, \partial Z_i), \quad G := \prod_{i=1}^{c} G'(f|_{Z_i}, \partial Z_i).
\]

Then diagram (41) is isomorphic to the following one:

\[
\begin{array}{c}
\pi_1 D(T^2) \oplus \Delta^m \oplus \Delta^n \xrightarrow{p_2} \Delta^m \oplus \Delta^n \\
\xrightarrow{p_1} \\
\pi_1 D(T^2) \xrightarrow{\alpha} S \left< \mathbb{Z}^2 \right> \left< m, n \right> \xrightarrow{\delta} S \left< \mathbb{Z}_m \times \mathbb{Z}_n \right> \\
\xrightarrow{} G \left< \mathbb{Z}_m \times \mathbb{Z}_n \right>
\end{array}
\]

where $\alpha : \pi_1 T^2 \to S \left< \mathbb{Z}^2 \right> \left< m, n \right>$ is given by
\[
\alpha(\lambda^a \mu^b) = (e, \ldots, e, a \mod m, b \mod n)
\]

and $e$ is the unit of $S$.

In particular, for the right column we have an isomorphism, see (14):
\[
b'(f) \cong \left( \prod_{Z \in \mathbb{Z}} b'(f|_Z, \partial Z) \right) \left< \mathbb{Z}^2 \right> \left< m, n \right>.$
Evidently, (55) is a particular case of (56) for \( m = n = 1 \). The last identity can also be proved using Lemma 2.10.1.

We will now formulate the results about the structure of \( b'(f) \) sequences for maps on \( T^2 \) similar to Theorems 7.3.4 and 7.4.2.

Define the following spaces of maps:

\[
\mathcal{F}^\Psi(T^2, P) = \{ f \in \mathcal{F}(T^2, P) \mid \Gamma_f \text{ is a tree} \},
\]

\[
\mathcal{F}^O(T^2, P) = \{ f \in \mathcal{F}(T^2, P) \mid \Gamma_f \text{ contains a cycle} \},
\]

\[
\mathcal{M}^\Psi(T^2, P) = \mathcal{M}(T^2, P) \cap \mathcal{F}^\Psi(T^2, P),
\]

\[
\mathcal{M}^O(T^2, P) = \mathcal{M}(T^2, P) \cap \mathcal{F}^O(T^2, P).
\]

Then Lemma 8.1 implies that we have the following inclusions:

\[
\mathcal{M}^{gen}(T^2, P) \subset \mathcal{M}^{simp}(T^2, P) \subset \mathcal{M}^O(T^2, P) \subset \mathcal{F}^O(T^2, P),
\]

\[
\mathcal{M}^\Psi(T^2, P) \subset \mathcal{F}^\Psi(T^2, P).
\]

As a consequence of Theorems 7.4.2, 8.2.1, 8.3.2 we get the following:

**Theorem 8.3.3.** ([18,31]) The following identities hold:

\[
S_{\mathcal{M}^\Psi(T^2, P)} = \mathbb{Z} = \{ \mathbb{Z}^n \mid n = 0, 1, \ldots, \},
\]

\[
S_{\mathcal{M}^{simp}(T^2, P)} = \{(A \times B) \mid A, B \in \mathcal{B}_2 \setminus \{1\}, m \geq 1\},
\]

\[
S_{\mathcal{M}^{simp}(T^2, S^1)} = \{A \mid A \in \mathcal{B}_2, m \geq 1\},
\]

\[
S_{\mathcal{M}^O(T^2, P)} = S_{\mathcal{F}^O(T^2, P)} = \{(A \times B) \mid A, B \in \mathcal{B} \setminus \{1\}, m \geq 1\},
\]

\[
S_{\mathcal{M}^O(T^2, S^1)} = S_{\mathcal{F}^O(T^2, S^1)} = \mathcal{B},
\]

\[
S_{\mathcal{M}^\Psi(T^2, P)} = S_{\mathcal{F}^\Psi(T^2, P)} = \{A \mid \mathbb{Z}^2 \mid A \in \mathcal{B}, m, n \geq 1\},
\]

\[
G_{\mathcal{M}^{gen}(T^2, P)} = \{1\},
\]

\[
G_{\mathcal{M}^{simp}(T^2, P)} = \{G \mid \mathbb{Z}_m \mid \text{for some } G \in \mathcal{P}_2 \text{ and } m \geq 1\},
\]

\[
G_{\mathcal{M}^O(T^2, P)} = G_{\mathcal{F}^O(T^2, P)} = \mathcal{P},
\]

\[
G_{\mathcal{M}^\Psi(T^2, P)} = G_{\mathcal{F}^\Psi(T^2, P)} = \{G \mid (\mathbb{Z}_m \times \mathbb{Z}_m) \mid G \in \mathcal{P}, m, n \geq 1\},
\]

\[
\Delta_{SG_{\mathcal{M}^{gen}(T^2, P)}} = \mathbb{Z} \mathbb{Z} I,
\]

\[
\Delta_{SG_{\mathcal{M}^{simp}(T^2, P)}} = \{(u \times v) \mid u, v \in \mathbb{Z} \mathcal{B} \mathcal{P}_2 \setminus \{z_0\}, m \geq 1\},
\]

\[
\Delta_{SG_{\mathcal{M}^{simp}(T^2, S^1)}} = \{u \mid u \in \mathbb{Z} \mathcal{B} \mathcal{P}, m \geq 1\},
\]

\[
\Delta_{SG_{\mathcal{M}^O(T^2, P)}} = \Delta_{SG_{\mathcal{F}^O(T^2, P)}} = \{(u \times v) \mid u, v \in \mathbb{Z} \mathcal{B} \mathcal{P} \setminus \{z_0\}, m \geq 1\},
\]

\[
\Delta_{SG_{\mathcal{M}^\Psi(T^2, P)}} = \Delta_{SG_{\mathcal{F}^\Psi(T^2, P)}} = \{u \mid u \in \mathbb{Z} \mathcal{B} \mathcal{P}, m, n \geq 1\}.
\]

The proof for classes \( G_X \) is given in [18] and for \( S_X \) in [31]. Those proofs imply realization theorems for \( \Delta_{SG_X} \).
Partial computation of sequences \( b'(f) \) were obtained in [19, 20] and in [29] for the cases when \( M \) is 2-sphere and Möbius band respectively. They are not complete, and therefore we do not present them here.

9. First homology groups of orbits

Let \( M \) be a connected compact orientable surface distinct from \( S^2 \), and \( f \in F(M, P) \). Let also

\[
B' = S_{F^2(T^2, P)} = \{ A \updownarrow \mathbb{Z}^2 \mid A \in B, m, n \geq 1 \}.
\]

Then by Theorems 8.3.3 and 7.4.2 the fundamental group \( G = \pi_1 O_f(f) \) belongs either to \( B \) or to \( B' \). Moreover, as mentioned after definitions class \( B \) in Sections 7.3.1, \( G \) is obtained from the unit group by finitely many operations of direct products and wreath products of the form \( \updownarrow \mathbb{Z} \), and (for the case when \( M = T^2 \) and \( \Gamma_f \) is a tree) possibly a unique and the last operation of wreath product of the form \( \updownarrow \mathbb{Z}_2 \).

One can formalize this observation as follows.

Consider the following two alphabets:

\[
A = \{ 1, \mathbb{Z}, (, ), \times \} \cup \{ \updownarrow \mathbb{Z} \}_{a \geq 1}
\]

\[
A' = A \cup \{ \updownarrow \mathbb{Z}^2 \}_{a, b \geq 1}.
\]

so \( A \) it consists of the unit group \( 1 \), group on integers \( \mathbb{Z} \), brackets \((, )\)“ and “\)", a product sign “\times”, and wreath product with \( \mathbb{Z} \) symbols “\updownarrow \mathbb{Z}” for all \( a \geq 1 \), while \( A' \) additionally contains wreath products with \( \mathbb{Z}^2 \) symbols “\( \updownarrow \mathbb{Z}^2 \)” for all \( a, b \geq 1 \).

Then every group \( G \in B \) (resp. \( B' \)) is written (though not in a unique way) as a word \( w \) in the alphabet \( A \) (resp. \( A' \)). For example, \( \mathbb{Z}^2 \) can be written by the following words:

\[
\mathbb{Z} \times \mathbb{Z}, \quad \mathbb{Z} \times (1 \updownarrow \mathbb{Z}), \quad 1 \times (1 \updownarrow \mathbb{Z}) \times (1 \updownarrow \mathbb{Z}), \quad 1 \updownarrow (\mathbb{Z} \times \mathbb{Z}).
\]

for any \( a, b \geq 1 \). Of course, there are words which do not define a group, e.g. \( )\mathbb{Z} \updownarrow \).

Given a group \( G \in B \) (resp. \( B' \)) every word \( w \) which correctly defines \( G \) will be called a realization of \( G \) in the alphabet \( A \) (resp. \( A' \)). Denote by \( \beta_1(w) \) the number of symbols \( \mathbb{Z} \) in the word \( w \).

The following result is obtained by I. Kuznetsova and Yu. Soroka as a consequence of Lemma 2.6.1.

**Theorem 9.1** ([31]). Let \( G \in B \) (resp. \( B' \)), and \( w \) be any realization of \( G \) in the alphabet \( A \) (resp. \( A' \)). Then the center and the abelianization of \( G \) are free abelian groups of the same rank \( \beta_1(w) \):

\[
Z(G) \cong G/[G, G] \cong \mathbb{Z}^{\beta_1(w)}.
\]

In particular, \( \beta_1(w) \) does not depend on a concrete realization \( w \) of \( G \) in the alphabet \( A \) (resp. \( A' \)).

Recall that by Hurewicz theorem, e.g. [15, Theorem 2A.1], for any path connected topological space \( X \) with the fundamental group \( G = \pi_1 X \) we have an isomorphism \( H_1(X, \mathbb{Z}) \cong G/[G, G] \). Hence we get the following
Corollary 9.2 ([31]). Let $M$ be a connected compact orientable surface distinct from $S^2$, $f \in \mathcal{F}(M, P)$, $G = \pi_1 \mathcal{O}_f(f)$, and $\beta_1$ be the number of symbols $\mathbb{Z}$ in any realization of $G$ in the alphabet $\mathcal{A}$ (or $\mathcal{A}'$). Then the first homology group $H_1(\mathcal{O}_f(f), \mathbb{Z}) \cong G/[G, G]$ is a free abelian group of rank $\beta_1$, that is $\beta_1$ is the first Betti number of the orbit $\mathcal{O}_f(f)$.
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