AN EULER SYSTEM FOR GU(2, 1)
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Abstract. We construct an Euler system associated to regular algebraic, essentially conjugate self-dual cuspidal automorphic representations of GL3 over imaginary quadratic fields, using the cohomology of Shimura varieties for GU(2, 1).

1. INTRODUCTION

1.1. Overview of the results. Euler systems - families of global cohomology classes satisfying norm-compatibility relations - are among the most powerful tools available for studying the arithmetic of Galois representations. In particular, most of the known cases of the Bloch–Kato conjecture, and of the Iwasawa main conjecture, use Euler systems as a fundamental ingredient in their proofs. However, Euler systems are correspondingly difficult to construct; in almost all known cases, the construction uses automorphic tools, relying on the motivic cohomology of Shimura varieties. Euler systems come in two flavours: full Euler systems, in which we have classes over almost all of the ray class fields E[m], where E is some fixed number field; or anticyclotomic Euler systems, where E is a CM field, and we restrict to ring class fields (the anticyclotomic parts of ray class fields). Full Euler systems are the most powerful for applications, but correspondingly hardest to construct.

In this paper, we’ll construct a new example of a full Euler system, associated to Shimura varieties for the group G = GU(2, 1) (Picard modular surfaces). This construction has some novel features compared with previous constructions, such as the GSp4 case treated in [LSZ17]. Firstly, the field E (which is the reflex field of the Shimura datum for G) is not Q, but an imaginary quadratic field, and so an Euler system in this setting consists of classes over all of the abelian extensions of E (most of which are not abelian over Q). Secondly, we introduce here a new strategy for proving norm-compatibility relations, based on cyclicity results for local Hecke algebras; this allows us to show that our classes are norm-compatible in the strongest possible sense, i.e. as classes in motivic cohomology (whereas in [LSZ17] we only proved norm relations for the images of Euler system classes in the étale realisation, after projecting to an appropriate Hecke eigenspace). Such cyclicity results for Hecke algebras are closely bound up with the theory of spherical varieties, and we believe that this connection with spherical varieties should be a fruitful tool for studying Euler systems in many other contexts.

Theorem A. Let G = GU(2, 1), K_G an open compact subgroup of G(A_f), and \Sigma(K_G) the set of primes which ramify in E or divide the level of K_G. Let c > 1 be an integer coprime to 6\Sigma(K_G); and let \mathcal{R} be the set of squarefree products m of primes w of E coprime to c\Sigma(K_G) with the following property: if \ell = w\bar{w} is a split prime, then at most one of w and \bar{w} divides m. Let 0 \leq r \leq a, 0 \leq s \leq b be integers.

Then there exists a family of motivic cohomology classes

\[ c^{[a, b, r, s]}_{\text{mot}, m} \in H^3_{\text{mot}}(Y_G(K_G) \times_E E[m], \mathbb{Z})_{[a, b, \{r, s\}]}(2) \]

for all \( m \in \mathcal{R} \), where \( E[m] \) is the ray class field modulo \( m \), with the following properties:

1. If \( m, n \in \mathcal{R} \) with \( m \mid n \), then

\[ \text{norm}_{E[n]}^{E[m]}(c^{[a, b, r, s]}_{\text{mot}, m}) = \left( \prod_{w \mid \frac{n}{m}} \mathcal{P}'(\sigma_w^{-1}) \right) c^{[a, b, r, s]}_{\text{mot}, m} \],
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where $P'_w(X)$ is a polynomial over the spherical Hecke algebra (which acts on each eigenspace as an Euler factor at $w$), and $\sigma_w \in \text{Gal}(E[m]/E)$ is the arithmetic Frobenius at $w$.

(2) For any prime $p$ of $E$ not dividing $\Sigma(K_G) \text{Nm}(m)$, the image of the class $c_{\Xi_{\text{mot},m}}^{[a,b,r,s]}$ under the $p$-adic étale realisation map is integral (i.e. lies in the étale cohomology with $O_{E,p}$-coefficients).

We refer the reader to §3 for the definition of the Shimura variety $Y_G(K_G)$, and the relative Chow motive $\mathcal{M}^{a,b}_{\{r,s\}}$ over it. In the case $(a,b,r,s) = (0,0,0,0)$, this motive is simply the trivial motive $E(0)$, and our classes coincide with those considered in [PS13]; in particular, the main result of op.cit. shows that the images of these classes under the Deligne–Beilinson regulator map, paired with suitable real-analytic differential forms on $Y_G(K_G)(\mathbb{C})$, are related to the values $L'(\pi,0)$ for cuspidal automorphic representations $\pi$ of $G(\mathbb{A})$. This shows that our motivic cohomology classes are non-zero in this trivial-coefficient case. (We expect that a complex regulator formula similar to [PS18] should also hold for more general coefficient systems, but we shall not treat this problem here.)

After passing to a Shimura variety with Iwahori level structure at $p$, we can also obtain families of classes over all the fields $E[mp^n]$ for $n \geq 1$, satisfying a norm-compatibility in both $m$ and $t$; see Theorem 10.2.2 for the precise statement. Applying the étale regulator map and projecting to a cuspidal Hecke eigenspace, we obtain Euler systems in the conventional sense – as families of elements in Galois cohomology – associated to cohomological automorphic representations of $G(\mathbb{A})$. Combining this with known theorems relating automorphic representations of $G$ and of $GL_3/E$, we obtain the following:

Theorem B. Let $\Pi$ be a RAECSDC automorphic representation of $GL_3/E$ which is unramified and ordinary at the primes $p \mid p$. Let $V_0(\Pi)$ be its associated Galois representation, and suppose this representation is irreducible. Then there exists a lattice $T_0(\Pi)^* \subset V_0(\Pi)^*$, and a collection of classes

$$c^{\Pi}_m \in H^1_{\text{ét}}(E[mp^\infty], T_0(\Pi)^*)$$

for all $m \in \mathcal{R}$ coprime to $p$ such that for all $m \mid n$ we have

$$\text{norm}^p_m(c^{\Pi}_m) = \left( \prod_{w \mid m} P_w(\Pi, \sigma_w^{-1}) \right) c^{\Pi}_m,$$

where $P_w(\Pi, X) = \det(1 - X \text{Frob}_w^{-1} : V_0(\Pi)(1))$.

See Theorem 12.3.1 for a precise statement, and for some additional properties of the classes $c^{\Pi}_m$. As well as constructing these Euler systems, we also prove interpolation results showing that their $p$-adic étale realisations are compatible with twisting by $p$-adic families of algebraic Grössencharacters, and with variation in Hida families of automorphic representations.

In future work, we will prove an explicit reciprocity law for this Euler system, relating it to values of an appropriate $p$-adic $L$-function, and thus prove the Bloch–Kato conjecture in analytic rank 0 for automorphic Galois representations arising from $G$. However, in the present paper we shall focus solely on the construction of the Euler system classes.

1.2. Outline of the paper. After some preliminary material presented in Section 2, Sections 3–6 of this paper are devoted to proving a certain purely local, representation-theoretic statement which we call an “abstract norm relation” (Theorem 5.2.4). This states that, if $\mathfrak{z}$ is any map from a certain space of local test data to a representation of $G(Q_0)$, satisfying an appropriate equivariance property, then the values of $\mathfrak{z}$ on two particular choices of the test data are related by a certain specific Hecke operator $\mathcal{P}$. We prove this in two stages. Firstly, in §4 we prove that such a Hecke operator $\mathcal{P}$ must exist (without identifying the operator), using a cyclicity result for Hecke modules inspired by work of Sakellaridis. Secondly, in §5 and §6 we use local zeta integrals to define a directly computable, purely local example of a morphism $\mathfrak{z}$ with the correct equivariance property, which allows us to identify the relevant Hecke operator $\mathcal{P}$ explicitly. We have developed this theory in some detail, since we expect that the strategy developed here will be applicable to many other Euler system constructions, and it might also serve to clarify some possibly confusing details in earlier works of ours such as [LSZ17].

In the second part of the paper, Sections 7–9, we construct a second, much more sophisticated example of a morphism to which the above theory applies: the “unitary Eisenstein map” $UE^{[a,b,r,s]}$ of Definition 9.2.3.
taking values in the motivic cohomology of the GU(2, 1) Shimura variety. Applying the “abstract norm relation” to this specific choice of morphism, we obtain a family of motivic classes satisfying norm-compatibility relations, whose denominators are uniformly bounded in the étale realisation. This is our Euler system.

In the final sections of the paper, we prove that these classes satisfy norm-compatibility relations in a suitable tower of levels at \( p \), and that their étale realisations are compatible with certain \( p \)-adic moment maps arising from this tower. This can be interpreted as stating that the étale Euler-system classes vary analytically in Hida families for \( G \); this is an important input for studying explicit reciprocity laws for the Euler system, which will be the subject of a forthcoming paper. Finally, we briefly discuss the Euler system for an individual automorphic Galois representation obtained by projecting our classes to a cuspidal Hecke eigenspace.
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2. The groups \( G \) and \( H \)

2.1. Fields. Let \( E \) be an imaginary quadratic field, of discriminant \( -D \), and let \( x \mapsto \bar{x} \) be the nontrivial automorphism. Let \( \mathcal{O} \) be the ring of integers of \( E \). We fix an identification of \( E \otimes \mathbb{R} \) with \( \mathbb{C} \) such that \( \delta = \sqrt{-D} \) has positive imaginary part.

2.2. The group \( G \). Let \( J \in \text{GL}_3(E) \) be the Hermitian matrix

\[
J = \begin{pmatrix} 1 & \delta^{-1} & \bar{s} \\ -\delta^{-1} & 1 & \bar{s} \\ \bar{s} & \bar{s} & 1 \end{pmatrix} \in \text{GL}_3(E), \quad \delta = \sqrt{-D}.
\]

Definition 2.2.1. Let \( G \) be the group scheme over \( \mathbb{Z} \) such that for that a \( \mathbb{Z} \)-algebra \( R \)

\[
G(R) = \left\{ \left( g, \nu \right) \in \text{GL}_3(\mathcal{O} \otimes R) \times R^\times \mid {}^t \bar{g} \cdot J \cdot g = \nu J \right\}.
\]

We identify \( Z_G \) with \( \text{Res}_{\mathcal{O}/\mathbb{Z}}(G_m) \), via \( z \mapsto \left( \begin{pmatrix} z & \bar{z} \\ \bar{z} & z \end{pmatrix}, \bar{z} \right) \). We write \( \mu : G \to \text{Res}_{\mathcal{O}/\mathbb{Z}}(G_m) \) for the character \( (g, \nu) \mapsto \frac{\text{det} \bar{g}}{1} \), so \( \mu J = \nu \).

The real group \( G(\mathbb{R}) \) is the unitary similitude group \( \text{GU}(2, 1) \); see e.g. \cite[§2.2]{PS}. Note that \( G \) is reductive over \( \mathbb{Z}_\ell \) for all \( \ell \nmid D \) (even if \( \ell = 2 \)).

Lemma 2.2.2. Let \( B_G \subset G \) be the upper-triangular subgroup. Then \( B_G = T_G \times N_G \), with

\[
T_G(R) = \left\{ \left( \begin{pmatrix} x & \bar{x}z \bar{z}^2 \\ \bar{z} & \bar{z}x \bar{z}^2 \\ 1 & 1 \end{pmatrix}, x, z \in (\mathcal{O} \otimes R)^\times \right) \right\},
\]

the diagonal torus and

\[
N_G(R) = \left\{ \left( \begin{pmatrix} 1 & \bar{s}t + \epsilon s \bar{t} \\ -\bar{s}t + \epsilon s \bar{t} & 1 \end{pmatrix}, 1 \right) \in \mathcal{O} \otimes R, t \in R \right\}.
\]

Here \( \epsilon = \frac{1+\delta}{2} \) if \( D \) is odd, and \( \epsilon = \frac{\delta}{2} \) otherwise. Given \( s, t \) as above, we will write \( t(x, z) \in T_G(R) \) and \( n(s, t) \in N_G(R) \) for the corresponding elements. We abbreviate \( t(1, z) \) as \( t(z) \). Note that

\[
t(z) \cdot n(s, t) \cdot t(z)^{-1} = n(zs, z^2 t).
\]

We write \( \mathcal{B}_G \) and \( \mathcal{N}_G \) for the lower-triangular Borel and its unipotent radical.

Lemma 2.2.3. If \( R \) is an \( \mathcal{O}[1/D] \)-algebra, the map \( i : \mathcal{O} \otimes_{\mathbb{Z}} R \to R \) given by \( x \otimes y \mapsto xy \) gives an isomorphism of group schemes

\[
G \times_{\mathbb{Z}} R \cong \left( \text{GL}_3 \times G_m \right)/R, \quad (g, \nu) \mapsto (i(g), \nu).
\]

2.3. The group \( G_0 \). We define \( G_0 = \ker(\nu) \subset G \), so \( G_0 \) is the group of unitary isometries (as opposed to unitary similitudes) of \( J \). Since \( \frac{n}{\mu(g)} \in G_0 \) for all \( g \in G \), we have

\[
G_0(R)Z_G(R) = G(R)
\]

for all \( \mathbb{Z} \)-algebras \( R \).
2.4. The group $H$. Let $H$ be the group scheme over $\mathbb{Z}$ such that for a $\mathbb{Z}$-algebra $R$

$$H(R) = \{(g, z) \in \text{GL}_2(R) \times (\mathcal{O} \otimes R)^\times : \det(g) = z\overline{z}\}.$$ 

This can be identified with a subgroup of $G$:

$$\iota : H \hookrightarrow G, \quad \left(\left(\begin{array}{cc} a & b \\ c & d \end{array}\right), z\right) \mapsto \left(\left(\begin{array}{cc} a & b \\ c & d \end{array}\right), z\overline{z}\right).$$

In particular we can regard $\mu$ as a character of $H$, by composition with $\iota$, and we have simply $\mu((g, z)) = \overline{z}$.

Note 2.4.1. If $\ell$ is a prime split in $E$, and we fix a prime $w \mid \ell$ of $E$ as above, then $w$ gives an embedding $\mathcal{O}[1/D] \hookrightarrow \mathbb{Z}_\ell$. So Lemma 2.2.3 gives an identification $G(\mathbb{Q}_\ell) \cong \text{GL}_3(\mathbb{Q}_\ell) \times \mathbb{Q}_\ell^\times$. We also have an isomorphism $H(\mathbb{Q}_\ell) \cong \text{GL}_2(\mathbb{Q}_\ell) \times \mathbb{Q}_\ell^\times$, given by $(\gamma, z) \mapsto (\gamma, i(z))$. Via these identifications, $\iota : H \hookrightarrow G$ corresponds to the map $\text{GL}_2 \times \mathbb{G}_m \to \text{GL}_3 \times \mathbb{G}_m$ given by

$$\left(\left(\begin{array}{cc} a & b \\ c & d \end{array}\right), x\right) \mapsto \left(\left(\begin{array}{cc} a & b \\ c & d \end{array}\right), ax - bc\right).$$ 

2.5. Open orbits. The following relationship between $G$ and $H$ is crucial for our arguments:

**Lemma 2.5.1.** Let $R$ be a $\mathbb{Z}[1/D]$-algebra, and let $Q_H^0$ be the subgroup $\{(g, z) \in H : g = (\delta \, 1)\}$. Then there exists an element $u \in N_G(R)$ such that the map

$$Q_H^0 \times B_G \to G, \quad (h, b) \mapsto hu\bar{b}$$

is an open immersion of $R$-schemes.

**Proof.** We shall show that $u = n(1, 0)$ has this property.

Clearly $(h, \bar{b}) \mapsto hu\bar{b}$ is an open immersion if and only if the translated map $\psi : (h, \bar{b}) \mapsto u^{-1}hu\bar{b}$ is an open immersion. Since $Q_H^0$ is contained in $H \cap B_G$, this map $\psi$ factors through the “big Bruhat cell” $N_G \times T_G \times N_G$, which is well-known to be open in $G$. So it suffices to show that $\psi$ is an open immersion into the big Bruhat cell, or, equivalently, that the composite

$$Q_H^0 \xrightarrow{h \mapsto u^{-1}ha} B_G \to B_G/T_G = N_G$$

is an open immersion. After a mildly tedious matrix manipulation one sees that this map is given by

$$\left(\left(\begin{array}{cc} z & y \\ 0 & 1 \end{array}\right), z\right) \mapsto n\left(z - 1, y + (\overline{z} - 1)\overline{z} + (z - 1)\overline{z}\right).$$

This clearly identifies $Q_H^0$ with the open subscheme of $N_G$ consisting of the $n(s, t)$ with $s \neq -1$. \qed

**Remark 2.5.2.** The openness of the image amounts to the claim that $B_G \times Q_H^0$, or equivalently $B_G \times B_H$, has an open orbit on the homogeneous $(G \times H)$-variety $\mathcal{X} = H \setminus (G \times H)$ (where $H$ is embedded diagonally in $G \times H$). In other words, $\mathcal{X}$ is a spherical variety. This fact will play a crucial role in the norm-compatibility relations for our Euler system, both in the “tame direction” (see Theorem 4.2.1) and the “$p$-direction” (Theorem 10.2.5). \qed

2.6. Base change and $L$-factors. We now relate representations of $G$ with representations of the group $\text{Res}_{E/Q}(\text{GL}_3 \times \text{GL}_1)$.

**Local case.** For each prime $\ell$ split in $E/Q$, and each prime $w \mid \ell$ of $E$, the prime $w$ determines an isomorphism of $G(\mathbb{Q}_\ell)$ with $\text{GL}_3(\mathbb{Q}_\ell) \times \mathbb{Q}_\ell^\times$, as above.

**Definition 2.6.1.** If $\pi_\ell$ is an irreducible smooth representation of $G(\mathbb{Q}_\ell)$, we let $\text{bc}_w(\pi_\ell)$ denote the representation of $\text{GL}_3(\mathbb{Q}_\ell) \times \mathbb{Q}_\ell^\times$ obtained from $\pi_\ell$ via this isomorphism.

If $\tau_w \boxtimes \psi_w = \text{bc}_w(\pi_\ell)$, then we write $\text{BC}_w(\pi_\ell)$ for the representation $\tau_w \otimes (\psi_w \circ \det)$ of $\text{GL}_3(\mathbb{Q}_\ell)$, and $L_w(\pi_\ell, s)$ for the L-factor $L(\text{BC}_w(\pi_\ell), s)$.

If $v$ is a place which does not split (including the infinite place), and $w$ the place above $v$ in $E$, then there is also a base-change map $\text{bc}_w$ taking tempered representations of $G(\mathbb{Q}_v)$ to tempered representations of $(\text{GL}_3 \times \text{GL}_1)(E_w)$; this is a consequence of the local Langlands correspondence for unitary groups due to Mok [Mok15, Theorem 2.5.1]. (See [PS18, Definition 3.5] for explicit formulae when $\ell \nmid D$ and $\pi_\ell$ is spherical.) As in the split case, if $\text{bc}_w(\pi_\ell) = \tau_w \boxtimes \psi_w$, we use the notation $L_w(\pi_\ell, s)$ for $L(\tau_w \otimes \psi_w, s)$.

In either case we write $L(\pi_v, s) = \prod_{w 
mid v} L_w(\pi_v, s)$, which is the L-factor associated to $\pi_v$ and the natural 6-dimensional representation of the $L$-group of $G$. 


Global case. (The definitions in this section will not be used until §12.) We recall the following definition (see e.g. [BLGHT11] §1):

**Definition 2.6.2.** A “RAECSDC” (regular algebraic, essentially conjugate self-dual, cuspidal) automorphic representation of $GL_3/E$ is a pair $(\Pi, \omega)$, where $\Pi$ is a cuspidal automorphic representation of $GL_3/E$ and $\omega$ is a character of $A^\times /Q^\times$, such that:

- $\Pi_{\omega}$ is regular algebraic (or, equivalently, cohomological)
- $\Pi^c = \Pi^\lor \otimes (\omega \circ N_{E/Q})$, where $N_{E/Q}$ is the norm map, and $\Pi^c$ the composite of $\Pi$ and the involution $x \mapsto \bar{x}$ on $GL_3(A_E)$.

We say $\Pi$ is RAECSDC if there exists some $\omega$ such that $(\Pi, \omega)$ is RAECSDC.

**Theorem 2.6.3** (Mok). Let $(\Pi, \omega)$ be a RAECSDC automorphic representation of $GL_3/E$. Then there exists a unique globally generic, cuspidal automorphic representation $\pi$ of $G$ such that $BC_w(\pi_v) = \Pi_w$ for every prime $w$ of $E$, where $v$ is the place of $Q$ below $w$, and $\pi$ has central character $\chi_w/(\omega \circ N_{E/Q})$. Moreover, $\pi$ is essentially tempered for all places $v$, and $\pi_{\omega}$ is cohomological for $G(R)$; and $\pi$ has multiplicity one in the discrete spectrum of $G$.

**Proof.** We briefly indicate how to deduce this from the results of [Mok15] (which are formulated for $G_0$ rather than $G$). Let $\psi$ be the character $\chi_{\Pi}/(\omega \circ N_{E/Q})$. Then the representation $\tau = \Pi \otimes \psi^{-1}$ is regular algebraic and conjugate self-dual; so by Example 2.5.8 of op.cit. it descends to a generic $L$-packet for $G_0$, all of whose members have multiplicity one in the discrete spectrum of $G_0$. In particular, this $L$-packet has a unique generic member $\pi_0$. From the compatibility with local base-change, one computes that the central character of $\pi_0$ has to be the restriction of $\psi^c$ to $Z_G$. Hence, by (2.3.a), the representation $\pi_0$ extends uniquely to a representation $\pi$ of $G$ with central character $\psi^c$, whose base-change is $\tau \boxtimes \psi$, and $\pi$ has multiplicity one in the discrete spectrum of $G$ by the argument of [CHL11] §1.1. □

**Remark 2.6.4.** Our definitions are chosen in such a way that twisting $\pi$ by $\alpha \circ \mu$, for $\alpha$ a character of $A_E^\times /E^\times$, corresponds to twisting $\Pi$ by $\alpha \circ \det$ (and replacing $\omega$ with $\omega \cdot \alpha|_{A_Q^\times}$). This is the motivation for the apparently rather arbitrary definition of the character $\mu$. ♦

**Definition 2.6.5.** We say that a cohomological automorphic representation $\pi$ of $G(A)$ is non-endoscopic if it arises from the above construction for some RAECSDC representation $(\Pi, \omega)$ (or, equivalently, if $\pi$ is globally generic and $BC(\pi)$ is cuspidal).

**Remark 2.6.6.** Note that not all regular algebraic cuspidal representations of $G$ arise from this construction: there are other “endoscopic” representations, arising by functoriality from $U(1,1) \times U(1)$ or $U(1)^3$, which are cuspidal but have non-cuspidal base-change to $GL_3$. However, these representations are not interesting from the perspective of constructing Euler systems, since they correspond to globally reducible Galois representations. ♦

3. Formalism of equivariant maps

3.1. **Definitions.** Let $S$ be a nonempty set of (rational) primes and let $Q_S$ denote the restricted direct product of the $Q_\ell$ for $\ell \in S$. We let $G_S = G(Q_S)$ and similarly $H_S$.

Let $L$ be any field of characteristic 0, and write $S(G_S, L)$ for the space of compactly-supported, locally-constant $L$-valued functions on $G_S$. We write $S(Q_S^2, L)$ for the space of Schwartz functions on $Q_S^2$.

**Definition 3.1.1.** Let $\mathcal{V}$ be a smooth $L$-linear (left) representation of $G_S$. We shall say an $L$-linear map

$$\mathfrak{z}: S(0) \otimes L S(G_S, L) \to \mathcal{V}$$

is $G_S \times H_S$-equivariant if it is equivariant for the following (left) actions of $G_S \times H_S$:

- $G_S$ acts on the left-hand side by $g \cdot (\phi \otimes \xi) = \phi \otimes \xi((-g))$, and on the right-hand side by its given action on $\mathcal{V}$;
- $H_S$ acts on the left-hand side by $h \cdot (\phi \otimes \xi) = \phi((-h)) \otimes \xi(h^{-1}(-))$, and trivially on the right-hand side.

---

2This is the “Hecke algebra” of $G_S$, but the algebra structure depends on a choice of Haar measure on $G$, and we shall avoid making a choice for the moment and thus not use the algebra structure yet.
Equivalently, these are the $G_S$-equivariant maps $\mathcal{I}(G_S, L) \to \mathcal{V}$, where $\mathcal{I}(G_S, L)$ is the $H_S$-coinvariants of $S\left(Q^2_S, L\right) \otimes_L S(G_S, L)$.

We can make similar definitions with $S$ replaced with the space $S_0(Q^2_S, L)$ of Schwartz functions vanishing at $(0, 0)$; we write $\mathcal{I}_0(G_S, L)$ for the $H_S$-coinvariants of $S_0\left(Q^2_S, L\right) \otimes_L S(G_S, L)$. In order to avoid unnecessary repetition, we adopt the following notational shortcut:

Notation. We write $S_0\left(Q^2_S, L\right)$ to denote a statement which is valid for either $S$ or $S_0$, and correspondingly $\mathcal{I}_0$.

As in [LSZ17] §3.9, once a Haar measure on $G_S$ is chosen, one can identify $\mathcal{I}_0(G_S, L)$ with the compact induction $\text{cInd}_{H_0}^{G_S}(S_0(Q^2_S, L))$. It then follows from Frobenius reciprocity that $G_S$-equivariant maps $\mathcal{I}_0(G_S, L) \to \mathcal{V}$ biject with $H$-invariant bilinear forms $S_0\left(Q^2_S, L\right) \otimes \mathcal{V}^\vee \to L$, where $\mathcal{V}^\vee$ is the smooth dual of $\mathcal{V}$ as a $G_S$-representation. (However, this bijection is not entirely canonical, since it depends on a choice of Haar measure on $G_S$.)

Definition 3.1.2. Let $U$ be an open compact subgroup of $G_S$. We shall write $\mathcal{I}_0(G_S/U, Q)$ for the image in $\mathcal{I}_0(G_S, Q)$ of the $U$-invariants $S_0\left(Q^2_S, L\right) \otimes S(G_S/U, L)$.

3.2. Integrality. Let us fix a Haar measure $\text{vol}_{H, S}$ on $H_S$, which we suppose to be $Q$-valued.

Definition 3.2.1. We shall say an element of $\mathcal{I}_0(G_S/U, Q)$ is primitive integral at level $U$ if it can be written in the form $\phi \otimes \text{ch}(gU)$ for some $\phi \in S_0$ and $g \in G_S$, and the function $\phi$ takes values in the fractional ideal $C_Z$, where we define

$$C = \frac{1}{\text{vol}_{H, S}(gUg^{-1} \cap \text{stab}_{H_S}(\phi))}.$$

An element of $\mathcal{I}_0(G_S/U, Q)$ is said to be integral at level $U$ if it is a sum of primitive integral elements at level $U$; and we write the set of such elements as $\mathcal{I}_0(G_S/U, Z)$.

Clearly, any element of $\mathcal{I}_0(G_S/U, Q)$ can be scaled into $\mathcal{I}_0(G_S/U, Z)$. More generally, we can replace $Q$ with a number field $L$, and $Z$ with $O_L[1/\Sigma]$ for any set of primes $\Sigma$ of $L$.

Remark 3.2.2. This definition may seem bizarre at first sight; its motivation is the following. Later in this paper, we shall construct $G_S \times H_S$-equivariant maps into the motivic and étale cohomology of Shimura varieties for $G$, analogous to the “Lemma–Eisenstein map” considered in [LSZ17] for the $GSp_4$ case. However, the definition of these maps involves various volume factors, so it is far from obvious a priori which input data give rise to classes in the integral étale cohomology. The above notion of “integral elements” is designed for exactly this purpose.

Note that the definition of integrality depends on the level $U$, but we have the following compatibilities. For any $U' \subseteq U$ open compacts, we have an inclusion $S(G/U, Q) \hookrightarrow S(G/U', Q)$, and a trace map $S(G/U', Q) \to S(G/U, Q)$ mapping $\xi$ to $\sum_{\gamma \in U/U'} \xi((\cdot)(\cdot))$. Tensoring with the identity of $S_0(Q^2_S)$ gives maps $\mathcal{I}_0(G_S/U, Q) \hookrightarrow \mathcal{I}_0(G_S/U', Q)$ (“pullback”) and $\mathcal{I}_0(G/U', Q) \to \mathcal{I}_0(G/U, Q)$ (“pushforward”), whose composite is multiplication by $[U : U']$ on $\mathcal{I}_0(G_S/U, Q)$.

Proposition 3.2.3. The above maps restrict to maps $\mathcal{I}_0(G_S/U, Z) \hookrightarrow \mathcal{I}_0(G_S/U', Z)$ and $\mathcal{I}_0(G/U', Z) \to \mathcal{I}_0(G/U, Z)$ respectively.

Proof. Evidently, it suffices to check either statement on primitive integral elements. For the trace map this is selfevident, as the trace sends a coset $\text{ch}(gU')$ to $\text{ch}(gU)$, and the corresponding normalising factors $C'$ and $C$ satisfy $C' | C$, so primitive integral elements map to primitive integral elements. The reverse-direction map is a little more intricate, and follows by considering the orbits of the group $V = gUg^{-1} \cap \text{stab}_{H_S}(\phi)$ on the $U'$-cosets contained in a given $U$-coset.

Remark 3.2.4. One can interpret the system of abelian groups $\mathcal{I}_0(G_S/U, Z)$, for varying $U$, as a “Cartesian cohomology functor” in the sense of [Loe20].
4. Spherical Hecke algebras and cyclicity

4.1. Where we are going. Let \( \ell \) be an odd prime unramified in \( E \), and set \( G_{\ell} = G(\mathbb{Q}_{\ell}) \) and \( H_{\ell} \) similarly. We normalise the Haar measures by \( \text{vol}_{\mathcal{H}}(H_{\ell}^0) = 1 \), where \( H_{\ell}^0 = H(\mathbb{Z}_{\ell}) \), and similarly for \( G \). For \( w \mid \ell \) a prime of \( E \), we define

\[
G_{\ell}^0[w] = \{ g \in G_{\ell}^0 : \mu(g) = 1 \text{ mod } w \}.
\]

We would like to prove the following statement (an “abstract norm relation”): if \( \delta_0 = \text{ch}(\mathbb{Z}_{\ell}^2) \otimes \text{ch}(G_{\ell}^0) \) is the natural spherical vector of \( \mathcal{I}(G_{\ell}/G_{\ell}^0, \mathbb{Z}) \), then there exists an element

\[
\delta_w \in \mathcal{I} \left( G_{\ell}/G_{\ell}^0[w], \mathbb{Z} \right) \quad \text{such that} \quad \text{norm}_{G_{\ell}^0[w]}(\delta_w) = \mathcal{P}'_w(1) \cdot \delta_0,
\]

where \( \mathcal{P}_w' \) (to be defined below) is a certain polynomial over the spherical Hecke algebra, related to local Euler factors. What we shall actually prove, as Theorem 5.2.4 below, is something a little weaker than this, but still sufficient for applications: \( \delta_w \) is only integral up to powers of \( \ell \), and if \( \ell \) is inert, the equality \( \text{norm}_{G_{\ell}^0[w]}(\delta_w) = \mathcal{P}_w'(1) \cdot \delta_0 \) only holds up to inverting a certain element in the centre of the Hecke algebra.

We shall prove this statement in two stages. Firstly, we shall show that for any open \( U \subseteq G_{\ell}^0 \) and any \( \delta \in \mathcal{I}(G_{\ell}/U, \mathbb{Z}) \), there exists an element \( \mathcal{P}_\delta \) lying in (a localisation of) the spherical Hecke algebra of \( G_{\ell} \) such that \( \text{norm}_{G_{\ell}^0}(\delta) = \mathcal{P}_{\delta} \cdot \delta_0 \). This relies crucially on a cyclicity result for Hecke algebras due to Sakellaridis (Theorem 4.2.1).

Secondly, we shall write down a candidate for \( \delta_w \) and verify that it is integral at level \( G_{\ell}^0[w] \) up to powers of \( \ell \). The aforementioned results then show that \( \text{norm}_{G_{\ell}^0[w]}(\delta_w) \) is the image of \( \delta_0 \) under some Hecke operator \( \mathcal{P}_w \). Via a lengthy but routine computation with local zeta integrals, we show that this Hecke operator must be equal to \( \mathcal{P}_w'(1) \). This completes the proof.

4.2. Preliminaries. As in the previous section, let \( \ell \nmid D \) be a prime. From here until the end of Section 4, all Schwartz spaces and Hecke algebras are over \( \mathbb{C} \) and we omit this from the notation.

4.2.1. Hecke algebras. Let \( \mathcal{H}_{G, \ell} \) denote the Hecke algebra, whose underlying vector space is \( S(G_{\ell}) \) and whose algebra structure is given by convolution with respect to some choice of Haar measure \( dx \):

\[
(\xi \ast \eta)(x) = \int_{g \in G_{\ell}} \xi_1(g) \eta_2(g^{-1}x) \, dg = \int_{g \in G_{\ell}} \xi_1(xg^{-1}) \eta_2(g) \, dg.
\]

Any smooth left representation of \( G_{\ell} \) can be regarded as a left \( \mathcal{H}_{G, \ell} \)-module, via the action

\[
\xi \ast v = \int_{G_{\ell}} \xi(g)(g \cdot v) \, dg.
\]

In particular, if \( \xi = \text{ch}(gK) \) for some subgroup \( K \), and \( g \) is \( K \)-invariant, then \( \xi \ast v = \text{vol}(K)g \cdot v \). Similar constructions apply to right modules; and these constructions are compatible with the \( (\mathcal{H}_{G, \ell}, \mathcal{H}_{G, \ell}) \)-bimodule structure of \( \mathcal{H}_{G, \ell} \) itself, if we define

\[
g_1 \cdot \xi \cdot g_2 = \xi \left( g_1^{-1}(-)g_2^{-1} \right).
\]

The same constructions apply likewise with \( H_{\ell} \) in place of \( G_{\ell} \). Since a smooth \( G_{\ell} \)-representation is in particular a smooth \( H_{\ell} \)-representation by restriction, we can regard such representations as modules over either \( \mathcal{H}_{G, \ell} \) or \( \mathcal{H}_{H, \ell} \), and if necessary we write \( \ast_G \) or \( \ast_H \) to distinguish between the two convolution operations.

If \( \xi \in \mathcal{H}_{G, \ell} \), we write \( \xi' \) for its pullback via the involution \( g \mapsto g^{-1} \) of \( G_{\ell} \), and similarly for \( \mathcal{H}_{H, \ell} \).

4.2.2. Spherical Hecke algebras. Let \( G_{\ell}^0 = G(\mathbb{Z}_{\ell}) \) and \( H_{\ell}^0 = H(\mathbb{Z}_{\ell}) \). These are hyperspecial maximal compact of \( G_{\ell} \) and \( H_{\ell} \), respectively. We suppose that the Haar measures on \( G_{\ell}, H_{\ell} \) are chosen such that \( G_{\ell}^0 \) and \( H_{\ell}^0 \) have volume 1. The associated spherical Hecke algebras

\[
\mathcal{H}_{G, \ell}^0 = C_c(G_{\ell}^0 \backslash G_{\ell}/G_{\ell}^0), \quad \mathcal{H}_{H, \ell}^0 = C_c \left( H_{\ell}^0 \backslash H_{\ell}/H_{\ell}^0 \right).
\]

are commutative rings, and can be described (via the Satake isomorphism) as Weyl-group invariant polynomials in the Satake parameters.
Lemma 4.3.3. Let \( \phi \) be \( \mathcal{O}(Q_\mathbb{F}) \to H_{G,\ell} \) to its \( H \)-coinvariants \( \mathcal{T}(G_\ell) \), with the actions as given in Definition 3.1.1. An easy unravelling of definitions shows that

\[
[\phi \otimes (\xi_1 \ast_G \xi_2)] = \xi_2' \ast_G [\phi \otimes \xi_1]
\]

for all \( \phi \in \mathcal{O}(Q_\mathbb{F}) \), \( \xi_1, \xi_2 \in \mathcal{H}_{G,\ell} \), and

\[
[(\chi \ast_H \phi) \otimes \xi] = [\phi \otimes (\chi' \ast_H \xi)]
\]

for all \( \phi \in \mathcal{O}(Q_\mathbb{F}) \), \( \xi \in \mathcal{H}_{G,\ell} \), \( \chi \in \mathcal{H}_{H,\ell} \).

4.2.3. Equivariant maps. We write \([-]\) for the quotient map from \( \mathcal{S}(Q_\mathbb{F}) \otimes \mathcal{H}_{G,\ell} \) to its \( H \)-coinvariants \( \mathcal{T}(G_\ell) \), with the actions as given in Definition 3.1.1. An easy unravelling of definitions shows that

\[
[\phi \otimes (\xi_1 \ast_G \xi_2)] = \xi_2' \ast_G [\phi \otimes \xi_1]
\]

for all \( \phi \in \mathcal{S}(Q_\mathbb{F}) \), \( \xi_1, \xi_2 \in \mathcal{H}_{G,\ell} \), and

\[
[(\chi \ast_H \phi) \otimes \xi] = [\phi \otimes (\chi' \ast_H \xi)]
\]

for all \( \phi \in \mathcal{S}(Q_\mathbb{F}) \), \( \xi \in \mathcal{H}_{G,\ell} \), \( \chi \in \mathcal{H}_{H,\ell} \).

4.2.3. Cyclicity. We can consider the space

\[
\mathcal{H} = \mathcal{S}(H^0 \backslash G_\ell / G^0_\ell),
\]

of smooth, compactly supported functions \( G_\ell \rightarrow \mathbb{C} \) that are left \( H^0_\ell \)-invariant and right \( G^0_\ell \)-invariant. This is evidently a \((\mathcal{H}^0_{H,\ell}, \mathcal{H}^0_{G,\ell})\)-bimodule, via the convolution operations \( \ast_H \) and \( \ast_G \).

**Theorem 4.2.1.** \( \mathcal{H} \) is cyclic as an \((\mathcal{H}^0_{H,\ell}, \mathcal{H}^0_{G,\ell})\)-bimodule, generated by the characteristic function \( \xi_0 = \text{ch}(G_\ell^0) \) of \( G_\ell^0 \). That is, every \( \xi \in \mathcal{H} \) can be written as a finite sum \( \sum_i \alpha_i \ast_H \beta_i \), for \( \alpha_i \in \mathcal{H}^0_{H,\ell} \) and \( \beta_i \in \mathcal{H}^0_{G,\ell} \).

If \( \ell \) is split, this can be deduced from Corollary 8.0.4 of [Sak13], applied to the group \( \mathcal{G} = G \times H \), acting by right-translation on the quotient \( \mathcal{X} = H^0 \backslash (G \times H) \), where \( H \) embeds into \( G \times H \) via \((\iota, \text{id})\). It follows easily from Lemma 2.5.1 that \( \mathcal{X} \) is spherical as a \( \mathcal{G} \)-variety, i.e. the Borel subgroup \( B_G = B_G \times B_H \) has an open orbit on \( \mathcal{X} \). Sakellaridis' result shows that for any split reductive group \( \mathcal{G} \) over \( \mathbb{Z}_\ell \) and spherical \( \mathcal{G} \)-variety \( \mathcal{X} \) satisfying a certain list of conditions, the space of \( \mathcal{G}(\mathbb{Z}_\ell) \)-invariant Schwartz functions on \( \mathcal{X}(\mathbb{Q}_\ell) \) is cyclic as a module over the unramified Hecke algebra of \( \mathcal{G} \), generated by the characteristic function of \( \mathcal{X}(\mathbb{Z}_\ell) \); applying this to our \( \mathcal{G} \) and \( \mathcal{X} \) gives the theorem.

However, since the hypotheses of Sakellaridis' general result are not entirely straightforward to verify in our setting, and Sakellaridis' argument does not cover the non-split case, we shall give a direct proof in an appendix; see Theorem A.1.1.

**Remark 4.2.2.** This theorem implies, in particular, that if \( \pi_\ell \) and \( \sigma_\ell \) are irreducible unramified representations of \( G_\ell \) and \( H_\ell \) respectively, then any element of \( \text{Hom}_{H_\ell}(\pi_\ell \otimes \sigma_\ell, \mathbb{C}) \) is uniquely determined by its value on the spherical vectors, so the Hom-space has dimension \( \leq 1 \). This relates our present approach to that of [LSZ17], where a “multiplicity \( \leq 1 \)” statement of this kind was taken as a starting-point for proving norm relations.

4.3. Hecke action on Schwartz functions.

**Definition 4.3.1.** Let us write \( A \) for the torus \( H \cap \iota^{-1}(Z_G) \), and \( z_A : G_m \rightarrow A \) the map sending \( x \rightarrow ((x^\ell), x) \).

The spherical Hecke algebra \( \mathcal{H}^0_{A,\ell} \), with respect to the (unique) maximal compact \( A^0_\ell = A(Z_\ell) \approx \mathbb{Z}_\ell^\times \), is isomorphic to \( \mathbb{C}[X, X^{-1}] \), where \( X = \text{ch}(z_A(\ell)A^0_\ell) \).

**Definition 4.3.2.** We let \( \Delta_G \) and \( \Delta_H \) be the maps \( \mathcal{H}^0_{A,\ell} \rightarrow \mathcal{H}^0_{G,\ell} \) and \( \mathcal{H}^0_{A,\ell} \rightarrow \mathcal{H}^0_{H,\ell} \) mapping \( z_A(\ell')A(Z_\ell) \) to \( z_A(\ell')G(Z_\ell) \) and \( z_A(\ell')H(Z_\ell) \) respectively.

These maps are both injective, and their images are central subalgebras of \( \mathcal{H}^0_{G,\ell} \) and \( \mathcal{H}^0_{H,\ell} \) respectively.

**Lemma 4.3.3.** Let \( \phi_0 = \text{ch}(\mathbb{Z}_\ell^\times) \). There exists a unique homomorphism

\[
\zeta_H : \mathcal{H}^0_{H,\ell} \rightarrow \mathcal{H}^0_{A,\ell}
\]

such that

\[
\xi \cdot \phi_0 = (\Delta_H \circ \zeta_H)(\xi) \cdot \phi_0
\]

for all \( \xi \in \mathcal{H}^0_{H,\ell} \), where we let \( H_\ell \) act on the space \( \mathcal{S}(Q_\mathbb{F}) \) via the natural projection \( H_\ell \rightarrow \text{GL}_2(\mathbb{Q}_\ell) \).
Proof. We first define a map $\zeta : H^0_{GL_2, \ell} \to H^0_{A, \ell}$. It is well known that $H^0_{GL_2, \ell} \cong C[T_\ell, S^1_\ell]$ where $T_\ell$ and $S_\ell$ are the double cosets of $\left( \begin{smallmatrix} \ell & 0 \\ 0 & 1 \end{smallmatrix} \right)$ and $\left( \begin{smallmatrix} 0 & 1 \\ \ell & 0 \end{smallmatrix} \right)$. We define $\zeta$ by

$$\zeta(T_\ell) = X + \ell, \quad \zeta(S_\ell) = X,$$

where $X = \text{ch}(z_A(\ell)A^0_\ell)$ as above. Now we extend this map to $H_\ell$, by composing with the natural map $H^0_{H, \ell} \to H^0_{GL_2, \ell}$ which sends a coset $\text{ch}(H^0_\ell(\gamma, z)H^0_\ell)$ to $\text{ch}(GL_2(Z_\ell)\gamma GL_2(Z_\ell))$. $\square$

**Proposition 4.3.4.** Let $s(Q^2_\ell)$ denote the $H_\ell$-submodule of $S(Q^2_\ell)$ generated by the spherical vector $\phi_0$. If $\ell$ is split in $E$, then we have $s(Q^2_\ell) = S(Q^2_\ell)^A_\ell$. If $\ell$ is inert, then the quotient $S(Q^2_\ell)^A_\ell/s(Q^2_\ell)$ is annihilated by $\Delta_H(z_A(\ell) + \ell)$.

Proof. We show first that $S(Q^2_\ell)^A_\ell$ is cyclic as a $C[GL_2(Q_\ell)]$-module. This is surely well-known, but we give a sketch proof for completeness. It suffices to show that the $C[GL_2(Q_\ell)]$-span of $\phi_0$ contains $S_0(Q^2_\ell)$. We can decompose $Q^2_\ell - (0, 0)$ as a disjoint union of countably many $GL_2(Z_\ell)$-invariant compact subsets $X_n$, where $X_n = \{(x, y) : \min(v_p(x), v_p(y)) = n\}$. Since $\left( \begin{smallmatrix} 0 & 0 \\ \ell & 1 \end{smallmatrix} \right)$ gives a (continuous) bijection between $X_n$ and $X_{n+1}$, we are reduced to showing that $S(X_0)^A_\ell = S(P^1(Z_\ell))$ is contained in the $GL_2(Q_\ell)$-span of $\phi_0$. However, for any $t \geq 1$ this span contains the vector

$$(4.3.a) \quad \phi_t := \text{ch}(p^t Z_p \times Z_p^\infty) = \left( \begin{array}{ccc} p^{-t} & 0 & 0 \\ 0 & 1 \\ 0 & p^{-t} \end{array} \right) \phi_0$$

and these are the characteristic functions of a basis of neighbourhoods of $(0 : 1)$ in $P^1(Z_\ell)$. As $GL_2(Z_\ell)$ acts transitively on $P^1(Z_\ell)$, the translates of the $\phi_t$ span $S(P^1(Z_\ell))$.

Since $H_\ell$ surjects onto $GL_2(Q_\ell)$ for $\ell$ split, this shows that $s(Q^2_\ell) = S(Q^2_\ell)^A_\ell$ in this case. In the inert case, if we write $GL_2(Q_\ell) = GL_2(Q_\ell)^+ \sqcup GL_2(Q_\ell)^-$ according to the parity of the valuation of $\det g$, then the image of $H_\ell$ is $GL_2(Q_\ell)^+$. By the preceding paragraph, we can write any $\phi \in S(Q^2_\ell)^A_\ell$ in the form $(\xi^+ + \xi^-) * \phi_0$, where $\xi^\ell$ is supported on $GL_2(Q_\ell)^-$; and since $\Delta_H(z_A(\ell) + \ell) - T_\ell$ annihilates $\phi_0$, we have

$$\Delta_H(z_A(\ell) + \ell) * \phi = (\xi^+ + \Delta_H(z_A(\ell) + \ell) + \xi^- * T_\ell) * \phi_0,$$

and both $\xi^+ * \Delta_H(z_A(\ell) + \ell)$ and $\xi^- * T_\ell$ are supported on $GL_2(Q_\ell)^+$ and hence in the image of $H_{H, \ell}$. $\square$

**Remark 4.3.5.** This result is essentially best possible, since the quotient $S(Q^2_\ell)^A_\ell/(z_A(\ell) + \ell)$ is isomorphic to the induced representation $I(\mid \cdot \mid^{-1/2}, \mid \cdot \mid^{-1/2})$. This is irreducible as a $GL_2(Q_\ell)$-representation, but splits into two direct summands as a representation of $GL_2(Q_\ell)^+$, and the spherical vector is contained in one of the summands. So $s(Q^2_\ell)$ consists precisely of the vectors whose projection to the non-spherical summand of $I(\mid \cdot \mid^{-1/2}, \mid \cdot \mid^{-1/2})$ is $0$.

**Theorem 4.3.6.** Let $[\delta_0] = [\phi_0 \otimes \xi_0] \in I(G_\ell/G^0_\ell)$. If $\ell$ is split, then we have $I(G_\ell/G^0_\ell) = H^0_{G, \ell} * [\delta_0]$. If $\ell$ is inert, the quotient $I(G_\ell/G^0_\ell) / (H^0_{G, \ell} * [\delta_0])$ is annihilated by $\Delta_G(z_A(\ell) + \ell)$.

Proof. Let $\delta = \phi \otimes \xi$ be a general element of $I(G_\ell/G^0_\ell)$. If $\ell$ is split, then Proposition 4.3.4 shows that we can find some $\theta \in H(H_\ell/H^0_\ell)$ such that $\phi = \theta * H \phi_0$. Hence in $I(G_\ell/G^0_\ell)$ we have

$$[\phi \otimes \xi] = [\theta * H \phi_0 \otimes \xi] = [\phi_0 \otimes (\theta' * H \xi)].$$

Let $\sigma = \theta' * H \xi$. Since $\theta$ is invariant under right-translation by $H^0_\ell$, and $\xi$ under right-translation by $G^0_\ell$, we conclude that $\sigma \in H$. By Theorem 4.2.1 we can express $\sigma$ (possibly non-uniquely) as a finite sum $\sum_i \alpha_i * H \beta_i$ for $\alpha_i \in H^0_{H, \ell}$ and $\beta_i \in H^0_{G, \ell}$.  
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We can then write
\[
[\phi_0 \otimes (\theta^* \circ H \xi)] = \sum_i [\phi_0 \otimes (\alpha_i^* \circ H \beta_i)]
\]
\[
= \sum_i [(\alpha_i^* \circ H \phi_0) \otimes \beta_i]
\]
\[
= \sum_i [(\Delta_H(\zeta_i) \circ H \phi_0) \otimes \beta_i]
\]
\[
= \sum_i [\phi_0 \otimes (\Delta_H(\zeta_i') \circ H \beta_i)]
\]
\[
= \sum_i [\phi_0 \otimes (\Delta_G(\zeta_i') \circ G \beta_i)],
\]
where we write \(\zeta_i = \zeta_H(\alpha_i^*) \in \mathcal{H}^0_{A,\ell} \). (The last equality follows since the actions of \(\mathcal{H}^0_{A,\ell} \) on \(\mathcal{H}^0_{G,\ell} \) via \(\Delta_G \) and \(\Delta_H \) are the same: both are just the natural translation action of \(A_\ell \) on \(G_\ell \).)

So, if we set \(\Lambda = \sum_i \Delta_G(\zeta_i') \circ G \beta_i \in \mathcal{H}^0_{G,\ell} \), then we have
\[
[\phi \otimes \xi] = [\phi_0 \otimes \Lambda] = \Lambda' \circ G [\phi_0 \otimes \xi_0].
\]
If \(\ell \) is inert, then we can still find \(\theta \) such that \(\theta \circ H \phi_0 = \Delta_H(z_A(\ell) + \ell)\phi_0 \), and the same argument as above produces a \(\Lambda \) such that
\[
\Delta_G(z_A(\ell) + \ell) \circ G [\phi \otimes \xi] = \Lambda' \circ G [\phi_0 \otimes \xi_0],
\]
showing that \(\Delta_G(z_A(\ell) + \ell) \) annihilates the class of \(\phi \otimes \xi \) in \(\mathcal{I}(G_\ell/G^0_\ell) / \left(\mathcal{H}^0_{G,\ell} \ast [\delta_0] \right) \). \(\square\)

**Corollary 4.3.7** (Abstract norm relation, version 1). Let \(U \subseteq G^0_\ell \) be an open subgroup, and \(\delta \in \mathcal{I}(G/U) \).

If \(\ell \) is split, there exists an element \(P_\delta \in \mathcal{H}^0_{G,\ell} \) with the following property:

For any smooth \(G_\ell\)-representation \(V \) and \(G_\ell \times H_\ell\)-equivariant map \(\mathfrak{3} : \mathcal{S}(\mathbb{Q}^2_\ell) \circ \mathcal{H}(G_\ell) \to V \),
we have
\[
P_\delta \ast G \mathfrak{3}(\delta) \circ \mathcal{H}(G_\ell) \to \mathcal{V}(\mathbb{Q}^2_\ell) \circ \mathcal{H}(G_\ell) \to V.
\]

If \(\ell \) is inert, then we can find an element \(P_\delta \in \mathcal{H}^0_{G,\ell} \) having the same property for every \(V \) such that \(\Delta_G(z_A(\ell) + \ell) \) is invertible on \(\mathcal{V}(\mathbb{Q}^2_\ell) \).

**Proof.** Replacing \(\delta \) with the sum of its translates by \(U/G^0_\ell \), we may assume \(U = G^0_\ell \), and the result is now obvious from the preceding theorem. \(\square\)

4.4. **Characterising** \(P_\delta \). Let \(\pi_\ell \) be an irreducible spherical representation of \(G_\ell \). Then the Hecke algebra acts on the 1-dimensional space \(\langle \pi_\ell \rangle^G_\ell \) via a ring homomorphism \(\Theta_{\pi_\ell} : \mathcal{H}^0_{G,\ell} \to \mathbb{C} \).

If \(\ell \) is inert in \(E \), we suppose that the central character \(\chi_{\pi_\ell} \) satisfies \(\chi_{\pi_\ell}(z_A(\ell)) \neq -\ell^{-1} \), so that \(\Delta_G(z_A(\ell) + \ell)' \) acts invertibly on \(\pi_\ell \); hence \(\Theta_{\pi_\ell} \) extends to \(\mathcal{H}^0_{G,\ell} \) having the same property for every \(V \) such that \(\Delta_G(z_A(\ell) + \ell) \) is invertible on \(\mathcal{V}(\mathbb{Q}^2_\ell) \).

**Proposition 4.4.1.** Let \(\mathfrak{3} \in \text{Hom}_{\mathcal{H}_\ell}(\mathcal{S}(\mathbb{Q}^2_\ell) \circ \pi_\ell, \mathbb{C}) \); and let \(U, \delta, \) and \(P_\delta \) be as in Corollary 4.3.7. Write \(\delta = \sum_i \phi_i \otimes \mathfrak{g}(U) \); and let \(\varphi_0 \) be a spherical vector of \(\pi_\ell \). Then we have
\[
\sum_i \mathfrak{3}(\phi_i \otimes \mathfrak{g}(U)) = \Theta_{\pi_\ell}(P_\delta) \cdot \mathfrak{3}(\varphi_0 \otimes \varphi_0).
\]

**Proof.** As usual, we may assume \(U = G^0_\ell \). The homomorphism \(\mathfrak{3} \) determines a linear map \(\mathcal{Z} : \mathcal{S}(\mathbb{Q}^2_\ell) \circ \mathcal{H}(G_\ell) \to \mathbb{C} \) sending \(\phi \otimes \xi \) to \(\mathfrak{3}(\phi, \xi \circ G \varphi_0) \). This map clearly factors through \(\mathcal{I}(G_\ell/G^0_\ell) \), and it is \(\mathcal{H}^0_{G,\ell} \)-equivariant if we let \(\xi \in \mathcal{H}^0_{G,\ell} \) act on \(\mathbb{C} \) by \(\Theta_{\pi_\ell}(\xi) \).

If \(\ell \) is split, then we have \([\delta] = P_\delta \ast G [\phi_0 \otimes \xi_0] \) as elements of \(\mathcal{I}(G_\ell/G^0_\ell) \); so we must have \(\mathcal{Z}(\delta) = \Theta_{\pi_\ell}(P_\delta) \mathcal{Z}(\delta_0) \), which is exactly the formula claimed in the proposition. If \(\ell \) is inert, then we replace \(\mathcal{I}(G_\ell/G^0_\ell) \) with its localisation \(\mathcal{I}(G_\ell/G^0_\ell) / [1/(z_A(\ell) + \ell)] \). \(\square\)

5. **Choice of the data**

Let \(\ell \mid D \) be prime, and \(w \) a prime of \(E \) above \(\ell \). Let \(q := \text{Nm}(w) = \ell \) or \(\ell^2 \).
5.1. The operator $\mathcal{P}_w$. If $\pi_\ell$ is an irreducible unramified representation of $G_\ell$, we write $\Theta_{\pi_\ell}$ for the associated character of the Hecke algebra $H_{G,\ell}^0$, as in §4.4 above.

**Lemma 5.1.1.** There is a cubic polynomial $\mathcal{P}_w \in H_{G,\ell}^0[X]$ such that for any irreducible unramified representation $\pi_\ell$ of $G_\ell$, we have $\Theta_{\pi_\ell}(\mathcal{P}_w(q^{-s})) = L_w(\pi_\ell,s)^{-1}$.

**Proof.** This is immediate from the Satake isomorphism, since the coefficients of the $L$-factor are Weyl-group-invariant polynomials in the Satake parameters.

**Remark 5.1.2.** One can check that $\mathcal{P}_w(X)$ has the form $1 - \frac{1}{q} \text{ch}(G_\ell^0 t(w_\ell) G_\ell^0) X + \text{higher order terms}$, where $w_\ell$ is a uniformizer at $w$; however, for our arguments it is actually not necessary to write down $\mathcal{P}_w$ explicitly.

5.2. The element $\delta_w$.

**Definition 5.2.1.** For $t \geq 1$, define $\phi_{1,t} \in S(Q_\ell^2, \mathbb{Z})$ as the function
\[
\phi_{1,t} = \text{ch}(t^t \mathbb{Z} \times (1 + t^t \mathbb{Z})).
\]

Note that $\phi_{1,t}$ is fixed by the action of the group $K_{H_\ell,1}(t^t) := \{(\gamma, z) \in H(\mathbb{Z}_\ell) : \gamma \equiv \left( \begin{smallmatrix} z \bar{z} & 1 \\ 0 & 1 \end{smallmatrix} \right) \mod t^t \mathbb{Z} \}.$

**Definition 5.2.2.** We define an element $\xi_w \in H(G_\ell^0/G_\ell^0[w], \mathbb{Z})$, and an integer $n_w$, as follows:

(i) Suppose $\ell = \ell w$ is split in $E$. Then we take $\xi_w = \text{ch}(G_\ell^0[w]) - \text{ch}(n(a,0)G_\ell^0[w])$, where $a \in E \otimes \mathbb{Q}_\ell$ has valuation $-1$ at $w$ and $\geq 1$ at $\bar{w}$; and we set
\[
n_w = \ell(\ell + 1)(\ell - 1)^2.
\]

(ii) For $\ell$ inert in $E$, we take $\xi = \text{ch}(G_\ell^0[w]) - \text{ch}(n(a,0)G_\ell^0[w])$ where $a \in E \otimes \mathbb{Q}_\ell$ has valuation $-1$; and we take
\[
n_w = (\ell^2 - 1)^2.
\]

With these notations, in both cases we define
\[
\delta_w := n_w \cdot \phi_{1,2} \otimes \xi_w \in I(G_\ell^0/G_\ell^0[w], \mathbb{Q}).
\]

**Proposition 5.2.3.** We have $\delta_w \in I(G_\ell^0/G_\ell^0[w], \mathbb{Z}[1/\ell])$.

**Proof.** A tedious explicit computation shows that the subgroup $V = \text{stab}_{H_\ell}(\phi_{1,2}) \cap \text{stab}_{G_\ell}(\xi_w)$ is given by $\{h \in K_{H_\ell,1}(t^t) : \mu(h) = 1 \mod t^t \}$ if $\ell$ is split, and $\{h \in K_{H_\ell,1}(t^t) : \mu(h) = 1 \mod t^t \mathbb{Z} + t^t \mathbb{O}_{E,\ell} \}$ if $\ell$ is inert. So $[H(\mathbb{Z}_\ell) : V] = \ell^2(\ell - 1)^2(\ell + 1) = n_w$ in the former case, and $\ell^2(\ell - 1)^2 = \ell^3 n_w$ in the latter case. Thus $n_w \in \mathbb{Z}$, resp. $\mathbb{Z}[1/\ell]$, where $C = \frac{1}{\text{vol}(\mathbb{Z})} = [H(\mathbb{Z}_\ell) : V]$ is as in Definition 5.2.2.

**Theorem 5.2.4.** (Abstract norm relation, version 2). Let $\delta_w \in I(G_\ell^0/G_\ell^0[w], \mathbb{Z}[1/\ell])$ be the element defined in Definition 5.2.2. Let $V$ be a smooth $G_\ell$-representation and $3 : S(Q_\ell^2) \otimes H_{G,\ell} \rightarrow V$ a $H_\ell \times G_\ell$-invariant bilinear form. If $\ell$ is inert, suppose also that $\Delta_v(\ell^2 + \ell)$ acts bijectively on $V^{G_\ell^0}$. Then we have
\[
\text{norm}_{G_\ell^0}^{G_\ell^0}(\delta_w) = \mathcal{P}_w(1) \times 3(\delta_0).
\]

**Outline of proof.** We need to show that if $\delta = \delta_w$, then the operator $\mathcal{P}_\delta$ of Corollary 1.3.2 is $\mathcal{P}_w(1)$. We will do this using Proposition 4.4.1 to compare the images of $\mathcal{P}_w(1)$ and $\mathcal{P}_\delta$ under $\Theta_{\pi_\ell}$, for a sufficiently dense set of unramified representations $\pi_\ell$. More precisely, for all unramified representations $\pi_\ell$ which are generic (admit a Whittaker model), we shall construct below a non-zero, $H(Q_\ell)$-equivariant bilinear form $3 \in \text{Hom}_{H_\ell}(\pi_\ell \otimes S(Q_\ell^2), \mathbb{C})$ using zeta integrals, and show that for this $3$ we have
\[
(5.2.a) \quad n_w 3(\phi_{1,2} \otimes (1 - n(a,0)) \varphi_0) = L_w(\pi_\ell,0)^{-1} 3(\varphi_0 \otimes \varphi_0) \quad \text{and} \quad 3(\varphi_0 \otimes \varphi_0) \neq 0.
\]

The left-hand side of this equality is $Z(\delta_w)$ in the notation of Proposition 1.4.1, so we must have $\Theta_{\pi_\ell}(\mathcal{P}_w) = L_w(\pi_\ell,0)^{-1}$. Thus $\mathcal{P}_w = \mathcal{P}_w(1)$ modulo the kernel of $\Theta_{\pi_\ell}$. Since the characters $\Theta_{\pi_\ell}$ for which this construction applies are dense in the spectrum of the Hecke algebra, we must in fact have $\mathcal{P}_w = \mathcal{P}_w(1)$ as required. It remains only to construct the homomorphism $3$ and prove Eq. (5.2.a); this will be carried out in the next section.
6. Zeta-integral computations

6.1. The zeta integral. Let \( \ell \) be a rational prime (for now we do not need to assume \( \ell \nmid D \)). If \( e \) is an additive character \( E \otimes Q_\ell \to C^\times \), we can extend it to a character of \( N(Q_\ell) \) via \( n(s,t) \mapsto e(s) \). We fix a choice of \( e \) whose restriction to \( E_w \) is non-trivial for all \( w | \ell \), and denote the resulting character of \( N(Q_\ell) \) by \( e_N \).

**Definition 6.1.1.** An irreducible representation \( \pi_\ell \) of \( G_\ell \) is said to be generic if it is isomorphic to a space of functions on \( G_\ell \) transforming by \( e_N \) under left-translation by \( N(Q_\ell) \). If such a subspace exists, it is unique, and we call it the Whittaker model \( W(\pi_\ell) \).

**Definition 6.1.2.** Let \( \pi_\ell \) be a generic representation of \( G_\ell \). For every \( W \in W(\pi_\ell) \), and \( s \in C \), define

\[
Z(W,s) := \int_{(E \otimes Q_\ell)^x} W(t(z)) |Nm(z)|^{s-1} d^x z,
\]

where \( t(z) = (\text{diag}(z, z, 1), z^2) \) as above.

**Proposition 6.1.3.**

1. The integral converges for \( \Re(s) > 0 \), and has analytic continuation as a rational function of \( q^s \).
2. The functions \( Z(W,s) \) for varying \( W \) form a non-zero fractional ideal of \( C[q^s, q^{-s}] \) containing the constant functions.
3. Let \( h \in B_H(Q_\ell) \), and write \( h = (\begin{pmatrix} a & b \\ c & d \end{pmatrix}, z) \). Then we have

\[
Z(I(h)W,s) = \chi(d)|d|^{s-1}Z(W,s),
\]

where \( \chi = \chi_{\pi_\ell}|Q_\ell^x \). In particular this is independent of \( z \).

**Proof.** Parts (1) and (2) are standard facts. Part (3) is a simple explicit computation.

**Definition 6.1.4** (Godement–Siegel sections). Let \( \phi \in \mathcal{S}(Q_\ell^2, C) \). We write \( f^\phi(-,\chi,s) \) for the function \( GL_2(Q_\ell) \to C(\ell^s, \ell^{-s}) \) defined by

\[
f^\phi(g,\chi,s) = |\det g|^s \int_{Q_\ell^2} \phi((0,a)g)\chi(a)|a|^{2s}d^x a.
\]

This is a meromorphic section of the family of principal-series representations \( I_{GL_2}\left( |\cdot|^{s - \frac{1}{2}}, \chi^{-1} |\cdot|^{\frac{1}{2} - s} \right) \), regular away from the poles of \( L(\chi,2s) \). See also [LPSZ19 §8.1].

**Definition 6.1.5.** For \( \phi \in \mathcal{S}(Q_\ell^2, C) \), we define

\[
\mathfrak{z}(W,\phi,s) = \int_{(B_H \setminus H)(Q_\ell)} Z(I(h)W,s)f^\phi(h,\chi,s)dh \in C(q^s, q^{-s}).
\]

where the integral is well-defined by (3) above.

**Remark 6.1.6.** The zeta-integral \( \mathfrak{z}(\ldots) \) is denoted \( I_\ell(\ldots) \) in [PSIS §3.3] (taking the characters \( (\nu_1, \nu_2) \) loc.cit. to be \( (1, \chi^{-1}) \)). It is a variant of the zeta-integral for \( U(2,1) \) considered in [GPSS4 §3.6].

We expect that for any generic \( \pi_\ell \), the “common denominator” of the \( \mathfrak{z}(W,\phi,s) \) should coincide with the \( L \)-factor \( L(\pi_\ell,s) \) defined using the local base-change lifting as in [GPS4 §2.6]. However, in the present work we only need this when \( \ell \) and \( \pi_\ell \) are unramified. Some ramified cases are established in [PSIS §3.6 & §8.3].

6.2. Explicit formulae in the unramified case. We suppose henceforth that \( \ell \nmid 2D \), that \( \pi_\ell \) is an irreducible unramified principal series, and that the additive character \( e \) has conductor 1. Then \( \pi_\ell \) is generic, and its Whittaker model \( W(\pi_\ell) \) has a unique spherical vector \( W_{\pi_\ell,0} \) such that \( W_{\pi_\ell,0}(1) = 1 \).

**Proposition 6.2.1.** We have

\[
Z(W_{\pi_{\ell,0}},s) = \frac{L(\pi_\ell,s)}{L(\chi,2s)}, \text{ where } \chi = \chi_{\pi_\ell}|Q_\ell^x \text{ as above, and } L(\pi_\ell,s) \text{ is as in Section 2.6}.
\]

**Proof.** The values of \( W_{\pi_{\ell,0}} \) along the torus \( T \) are given by an explicit formula in terms of the Satake parameters; see [Shi17] for \( \ell \) split, and [GPS4 §4.7] for \( \ell \) inert. The result follows from these formulae by an explicit computation.
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Corollary 6.2.2. If \( \phi_0 = \text{ch}(Z_L^2) \), then we have \( \mathfrak{z}(W_{\pi_0}, \phi_0, s) = L(\pi_0, s) \).

Proof. We note that \( f^{\phi_0}(-, \chi, s) \) is a spherical vector with \( f^{\phi_0}(1, \chi, s) = L(\chi, 2s) \), and \( H(Z_L) \) surjects onto \( (B_H \setminus H)(Q_L) \).

6.3. Invariant bilinear forms.

Theorem 6.3.1 (PSN Theorem 7.11). The limit

\[
\mathfrak{z}(W, \phi) := \lim_{s \to 0} \frac{\mathfrak{z}(W, \phi, s)}{L(\pi_0, s)}
\]

exists for all \( W \in W(\pi_0) \) and \( \phi \in S(Q_L^2) \), and defines a non-zero element of the space \( \text{Hom}_{H_t}(S(Q_L^2) \otimes \pi_0, \mathbb{C}) \) satisfying \( \mathfrak{z}(W_{\pi_0}, \phi_0) = 1 \).

Remark 6.3.2. Note that this is much stronger than we need for the proof of Theorem 5.2.4; it would suffice to know that there is some non-zero rational function \( P(s) \) such that \( \lim_{s \to 0} \frac{\mathfrak{z}(W, \phi, s)}{P(s)} \) is well-defined and not identically 0. □

6.4. Unipotent twists. We want to evaluate the above integrals on certain ramified test data (still assuming \( \pi_0 \) itself to be unramified).

Definition 6.4.1. Let \( w \) be a prime above \( \ell \), and let \( a \in E \otimes Q_L \) be such that \( v_w(a) = -1 \), with \( v_{w^0}(a) \geq 1 \) if \( \ell \) is split. We define \( \eta_w(a) = n(a, 0) \in N(Q_L) \).

Proposition 6.4.2. The value \( Z(\eta_w(a) W_{\pi_0}, s) \) is independent of the choice of \( a \), and is given by

\[
Z((1 - \eta_w(a)) W_{\pi_0}, s) = \frac{q}{q-1} L_w(\pi_0, s).
\]

Proof. In the split case, \( Z((1 - \eta_{w^0}(a)) W_{\pi_0}, s) \) is given by

\[
\int_{(E \otimes Q_L)^*} (1 - c(a z)) W_0(t(z)) |N\text{m}(z)|^{s-1} d^\times z = \sum_{m,n \geq 0} \left( \int_{\omega \in \mathfrak{w}^n \mathfrak{O}^*} (1 - e(a z)) d^\times z \right) W_0(t(\mathfrak{w}^m \mathfrak{w}^n \mathfrak{w}^1)) \ell^{-(m+n)(s-1)}.
\]

The bracketed integral is zero if \( m \geq 1 \); if \( m = 0 \) it is \( \frac{\ell}{\ell - 1} \). Since we have

\[
\sum_{n \geq 0} W_0(t(\mathfrak{w}^n)) \ell^{-n(s-1)} = L_w(\pi_0, s),
\]

the result follows. The argument in the inert case is similar, using the fact that \( \int_{\mathfrak{O}^*} (1 - e(a z)) d^\times z \) is 0 if \( n > 1 \) and \( \frac{\ell}{\ell - 1} \) if \( n = 0 \). □

Remark 6.4.3. By the same methods, one can show that for a split prime \( \ell = w \bar{w} \) we have

\[
Z((1 - \eta_w(a))(1 - \eta_{w^0}(a)) W_{\pi_0}, s) = \frac{q}{q-1} \ell^2.
\]

Corollary 6.4.4. In the situation of Proposition 6.4.2, we have

\[
\mathfrak{z}((1 - \eta_w(a)) W_{\pi_0, \phi_{1,2}}) = \frac{1}{n_w \cdot L_w(\pi_0, 0)^{-1}},
\]

where \( n_w \) is as in Definition 5.2.2.

Proof. As in [LSZ17 §3.10], for any \( W \in W(\pi_0) \), the values \( \ell^{2(t-1)}(\ell^2 - 1) \cdot \mathfrak{z}(W, \phi_{1,t}, s) \) are independent of \( t \) for \( t \gg 0 \), and the limiting value is simply \( Z(W, s) \).

In our case, it suffices to take \( t = 2 \) since both \( \ell \eta_{w^0}(a) \) and its inverse have matrix entries in \( \mathfrak{O} \otimes Z_L \), so the principal congruence subgroup modulo \( \ell^2 \) fixes \( (1 - \eta_{w^0}(a)) W_{\pi_0, \phi_{1,2}} \). Since \( n_w = \frac{q^2}{q} \cdot \ell^2(\ell^2 - 1) \), the computation of the limiting value is immediate from Proposition 6.4.2. □

This completes the proof of (5.2.a), and hence of Theorem 5.2.4.
7. Algebraic representations and Lie theory

7.1. Representations of \( G \) and \( H \). Since \( G \) and \( H \) are split over \( E \), their irreducible representations over \( E \) are parametrised by highest-weight theory.

**Definition 7.1.1.** We write \( \chi_i, i = 1 \ldots 4 \), for the four characters of \( T/\mathbb{F} \) mapping \( (x, z, \frac{z^2}{x}) \) respectively to \( x, \bar{x}, \frac{z^2}{x}, \frac{z}{x} \).

**Note 7.1.2.** The characters \( \chi_1 \) and \( \chi_2 \) are the highest weights (with respect to \( B_G \)) of the natural 3-dimensional representation \( V \) of \( G \) and its conjugate \( V \). The characters \( \chi_3 \) and \( \chi_4 \) factor through the abelianisation of \( G \): we have \( \chi_3 = \frac{d\ell}{\rho} = \mu \) and \( \chi_4 = \mu \), where \( \mu = \frac{d\ell/\nu} \) as above. Moreover, \( \chi_3 \chi_4 = \nu \). ∆

**Definition 7.1.3.**

1. For \( a_1, a_2 \geq 0 \), denote by \( V^{a_1:a_2} \) the representation of \( G \) of highest weight \( a_1 \chi_1 + a_2 \chi_2 \).
2. For \( b_1 \geq 0 \), let \( W^{b_1} \) denote the representation \( \text{Sym}^b(\text{std}) \) of \( H \), where \( \text{std} \) denotes the pullback to \( H \) of the defining representation of \( GL_2 \).
3. If \( V \) is any representation of \( G \) or \( H \), we write \( V \{a_3, a_4\} \) for its twist by \( \chi_3^{a_3} \chi_4^{a_4} \).

Thus every irreducible representation of \( G \) has the form \( V^{a_1:a_2} \{a_3, a_4\} \) for some \( a_1, \ldots, a_4 \in \mathbb{Z} \) with \( a_1, a_2 \geq 0 \); and every irreducible representation of \( H \) has the form \( W^{b_1} \{b_2, b_3\} \) for \( b_1, \ldots, b_3 \in \mathbb{Z} \) with \( b_1 \geq 0 \).

**Note 7.1.4.** We have

\[(V^{a_1:a_2})^* \cong V^{a_2,a_1}\{-a_1 - a_2, -a_1 - a_2\}.\]

This representation will play an important role in the following, and we shall write it as \( D^{a_1:a_2} \). ∆

7.2. Branching laws. The restriction of \( G \)-representations to \( H \) is described by a branching law, which is equivalent to the usual branching law for \( GL_2 \subset GL_3 \) (see e.g. [GW69] Theorem 8.1.1]). The statement we need is the following:

**Proposition 7.2.1.** The representation \( D^{a_1:a_2} \{b_1, b_2\} \) has a non-zero \( Q_H^0 \)-invariant vector if and only if \( 0 \leq b_1 \leq a_1 \). In this case, there is a unique such vector up to scaling, and it is the highest-weight vector of the unique \( H \)-subrepresentation isomorphic to \( W^n \{-n, -n\} \), where \( n = a_1 + a_2 - b_1 - b_2 \). □

**Remark 7.2.2.** The representations \( W^n \{-n, -n\} \) are important since they are the coefficient systems for which we can construct motivic Eisenstein classes; see Section 9.2 below. ∆

We fix normalisations for these \( Q_H^0 \)-invariant vectors using Lemma 2.5.1. Let \( u \in N_G(\mathbb{Z}[1/D]) \) be a choice of element satisfying the conclusion of that lemma.

**Proposition 7.2.3.** Suppose \( 0 \leq r \leq a, 0 \leq s \leq b \) are integers, and let \( d^{[a,b]} \) be a choice of highest-weight vector of \( D^{a,b} \). Then there exists a unique vector

\[ \mathfrak{b}_r^{[a,b]} \in (D^{a,b}\{r,s\})^{Q_H^0} \]

with the following property: the projection of \( u^{-1} \cdot \mathfrak{b}_r^{[a,b]} \) to the highest-weight space of \( D^{a,b}\{r,s\} \) is \( d^{[a,b]} \{r,s\} \).

**Proof.** Let \( \lambda \) be the highest weight of \( D^{[a,b]} \{r,s\} \). We use the Borel–Weil presentation of \( D^{[a,b]} \{r,s\} \): it is isomorphic to the space of polynomial functions on \( G \) which transform via \( \lambda \) under left-translation by \( B_G \). This space has a canonical highest-weight vector \( f^{\text{hw}} \), whose restriction to the big Bruhat cell is given by \( f^{\text{hw}}(\bar{n}t) = \lambda(t) \).

If \( f^H \) denotes the polynomial corresponding to \( \mathfrak{b}_r^{[a,b]} \), then \( f^H \) must transform via \( \lambda \) under left-translation by \( B_G \), and trivially under right-translation by \( Q_H^0 \). Since \( B_G u^{-1} Q_H^0 \) is open, we must have \( f^H(u^{-1}) \neq 0 \), so we can normalise such that \( f^H(u^{-1}) = 1 \).

Since projection to the highest-weight subspace is proportional to evaluation at the identity, and both \( u^{-1}f^H \) and \( f^{\text{hw}} \) take the value 1 at the identity, this shows that \( u^{-1} \cdot f^H \) has the same highest-weight projection as \( f^{\text{hw}} \). □
For $F$ an extension of $E$, we write $D_F^{a,b}(r,s)$ for the base-extension of $D_E^{a,b}(r,s)$ to $F$, which is an irreducible representation of $G/F$. If $F = E_w$ for a prime $w | D$, then $G$ is a Chevalley group (a reductive group scheme) over $O_{E_w}$, so we have the notion of admissible $O_{E,w}$-lattices in the $E_w$-vector space $D^{a,b}(r,s) \otimes E_w$; see [Lin92] for an overview. We are chiefly interested in the maximal admissible lattice, which we shall denote by $D^{a,b}_{O_{E,w}}(r,s)$.

**Proposition 7.2.4.** The vector $[a,b,r,s]$ lies in $D^{a,b}_{O_{E,w}}(r,s)$ for all primes $w \mid D$.

**Proof.** As shown in [Lin92] §2.3], the maximal lattice can be constructed explicitly via the Borel–Weil description of $D^{[a,b]}(r,s)$: it is the intersection of $D^{[a,b]}(r,s) \subset E_w[G]$ with the integral coordinate ring $O_{E,w}[G]$. So we must show that the polynomial $f^H$ in Proposition 7.2.3 lies in $O_{E,w}[G]$.

Let $\mathbf{F}_w$ be the residue field of $E_w$. Then $f^H$ is regular on $G/\mathbf{F}_w$; and it is also regular on a dense open subscheme of $G/\mathbf{F}_w$. So it is regular on a subset of $G/\mathcal{O}_{E,w}$ of codimension $\geq 2$. Since $G/\mathcal{O}_{E,w}$ is smooth, it is a normal scheme. It follows that $f^H$ is regular everywhere on $G/\mathcal{O}_{E,w}$ (see e.g. Stacks Project tag 031T).

8. **Shimura Varieties**

8.1. Shimura varieties $Y_G$ and $Y_H$.

8.1.1. The Shimura variety $Y_G$. Let $S = \text{Res}_{\mathbf{C}/\mathbf{R}} G_m$, and consider the homomorphism

$$h : S \to G_{/\mathbf{R}}, \quad h(z) = \left( \frac{1}{a^2 + b^2} \left( \begin{array}{cc} a & b \\ -b & a \end{array} \right), \frac{1}{a^2 + b^2} \right), \quad z = a + ib \in S(\mathbf{R}) = \mathbf{C}^\times.$$  

We write $X_G$ for the space of $G(\mathbf{R})$-conjugates of $h$; we can identify $X_G$ as the unbounded Hermitian symmetric domain

$$\{(z, w) \in \mathbf{C} \times \mathbf{C} : \Im(z) - w\bar{w} > 0\}, \quad (g, \nu) \cdot h \mapsto (a/c, b/c) \quad \text{where} \quad g \cdot \left[ \begin{array}{l} \bar{w} \\ z \end{array} \right] = \left[ \begin{array}{l} a \\ b \\ c \end{array} \right].$$

Then $(G, h, X_G)$ is a Shimura datum.

**Remark 8.1.1.** Our choice of Shimura datum is a little non-standard; it is more common to use the alternative Shimura datum defined by $h'(z) = h(1/z)$, which is the image of $h$ under the automorphism of $G$ given by $(g, \nu) \mapsto (\nu^{-1}g, \nu^{-1})$. However, using $h$ rather than $h'$ gives simpler formulae for motivic Eisenstein classes. Compare [LSZ17] Remark 5.1.2.

The reflex field of this Shimura datum is $E$ (viewed as a subfield of $\mathbf{C}$ via our chosen identification of $E \otimes \mathbf{R}$ with $\mathbf{C}$). We let $Y_G$ be the canonical model over $E$ of the Shimura variety associated with this datum. For any open compact subgroup $K \subset G(A_1)$ we let $Y_G(K) = Y_G/\mathbf{K}$ be the quotient by $K$; this is a quasi-projective variety over $E$. If $K$ is sufficiently small, it is smooth (it suffices to take $K$ to be neat in the sense of [Pin90]; see [Gor92] §2.3]). We recall that the $\mathbf{C}$-points of $Y_G(K)$ have a natural description as

$$Y_G(K)(\mathbf{C}) = G(\mathbf{Q}) \backslash [X_G \times G(A_1)]/K].$$

8.1.2. The Shimura variety $Y_H$. The homomorphism $h$ factors as $\iota \circ h$, where $h_H : S \to H_{/\mathbf{R}}$ is the Shimura datum

$$z = a + ib \mapsto \left( \frac{1}{a^2 + b^2} \left( \begin{array}{cc} a & b \\ -b & a \end{array} \right), \bar{z}^{-1} \right).$$

We let $X_H$ be the $H(\mathbf{R})$-conjugacy class of $h_H$. Then $(H, h, X_H)$ is also a Shimura datum, and its reflex field is also $E$. We let $Y_H$ be the canonical model over $E$ of the associated Shimura variety. For an open compact $K' \subset H(A_1)$, the $\mathbf{C}$ points of the quasi-projective variety $Y_H(K')$ are naturally described as

$$Y_H(K')(\mathbf{C}) = H(\mathbf{Q}) \backslash [X_H \times H(A_1)]/K']$$

8.1.3. Functoriality. The inclusion $\iota : H \hookrightarrow G$ induces an $E$-morphism $Y_H \to Y_G$. In particular, if $K \subset G(A_1)$ and $K' \subset H(A_1)$ are such that $K' \subset K \cap H(A_1)$, then there is a finite morphism of $E$-varieties $Y_H(K') \to Y_G(K)$ that on $\mathbf{C}$-points is just the map

$$H(\mathbf{Q}) \backslash [X_H \times H(A_1)/K'] \to G(\mathbf{Q}) \backslash [X_G \times G(A_1)/K], \quad [h', h_f] \mapsto [\iota \circ h', \iota(h_f)].$$

We also have the projection map $\pi : H \to \text{GL}_2$ (forgetting $z$). The composite $\pi \circ h$ is a Shimura datum for $\text{GL}_2$, which coincides with the one used in [LSZ17] §5.1]; again, this differs from the “standard” Shimura datum by an automorphism of $\text{GL}_2$. 
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8.2. **The component groups of \( Y_G \) and \( Y_H \).** The set \( \pi_0(Y_G) \) of connected components of \( Y_G \) can be described as follows. Let \( \mu = \det / \nu : G \to \text{Res}_{E/Q}(G_m) \), so that the composite \( \mu \circ h \) is given by \( z \mapsto z^{-1} \).

Then the map

\[
Y_G(K)(G) \xrightarrow{\pi_0} E^\times \backslash (E \otimes A)^\times / \mu(K), \quad \pi_0([h, g_f]) \mapsto \mu(g_f),
\]

identifies the set of geometrically connected components \( \pi_0(Y_G(K)) \) of \( Y_G(K) \) with \( E^\times \backslash (E \otimes A)^\times / \mu(K) \). So

\[
\pi_0(Y_G) = E^\times \backslash (E \otimes A)^\times.
\]

The action of \( \text{Gal}(\bar{E}/E) \) on \( \pi_0(Y_G) \) can be described by the reciprocity law: if

\[
\text{Art}_E : E^\times \backslash (E^\times \otimes A)^\times \xrightarrow{\sim} \text{Gal}(\bar{E}/E)^{ab}
\]

is the Artin reciprocity map of class field theory, normalized so that geometric Frobenius elements are mapped to uniformizers, then the map \( \pi_0(Y_G) \cong E^\times \backslash (E^\times \otimes A)^\times \) is \( \text{Gal}(\bar{E}/E) \)-equivariant if we let \( \sigma \in \text{Gal}(\bar{E}/E) \) act on \( E^\times \backslash (E^\times \otimes A)^\times \) as multiplication by \( \text{Art}_E(\sigma)^{-1} \). The same analysis applies also to \( Y_H \) in place of \( Y_G \), since \( \iota \) identifies \( H/[H, H] \) with \( G/[G, G] \).

We can regard \( G \) as a subgroup of \( G \times \text{Res}_{E/Q} G_m \), via the map \((id, \mu)\). If \( K \) is any open compact in \( G(A_f) \), and \( K[m] = \{ k \in K : \mu(k) = 1 \text{ mod } m \} \) for an ideal \( m \) of \( E \), then this gives an open-and-closed embedding

\[
Y_G(K[m]) \hookrightarrow Y_G(K) \times_{\text{Spec } E} \text{Spec } E[m].
\]

Note that this intertwines the action of a Hecke operator \([K[m]gK][m]\) on the left-hand side with \([KgK] \times \text{Art}_E(\mu(g))^{-1}\) on the target.

8.3. **Sheaves corresponding to algebraic representations.** Let \( \mathcal{G} \) temporarily denote any of the three groups \( \{ \text{GL}_2, H, G \} \), and let \( F \) be a number field. As in [LSZ17] §6, we can define a category of \( \mathcal{G}(A_f) \)-equivariant relative Chow motives on the infinite-level Shimura variety \( Y_{\mathcal{G}} \), with coefficients in \( F \); an object of this category is a collection \( \mathcal{Y} = (\mathcal{Y}_U)_U \) of \( F \)-linear relative Chow motives over \( Y_{\mathcal{G}}(U) \) for all sufficiently small open compact \( U \subset \mathcal{G}(A_f) \), satisfying compatibilities under pullback and translation by \( \mathcal{G}(A_f) \). We denote this category by \( \text{CHM}_F(Y_{\mathcal{G}})^{\mathcal{G}(A_f)} \). If \( \mathcal{Y} \) is an object of this category, its motivic cohomology

\[
H^*_\text{mot}(Y_{\mathcal{G}}, \mathcal{Y}) = \lim_U H^*_\text{mot}(Y_{\mathcal{G}}(U), \mathcal{Y}_U),
\]

is naturally a smooth \( F \)-linear (left) representation of \( \mathcal{G}(A_f) \).

**Theorem 8.3.1** ([Anc15, Theorem 8.6]). There is an additive functor

\[
\text{Anc}_{\mathcal{G}} : \text{Rep}_F(\mathcal{G}) \to \text{CHM}_F(Y_{\mathcal{G}})^{\mathcal{G}(A_f)}
\]

with the following properties:

(i) \( \text{Anc}_{\mathcal{G}} \) preserves tensor products and duals.

(ii) if \( \nu \) denotes the multiplier map \( \mathcal{G} \to G_m \), then \( \text{Anc}_{\mathcal{G}}(\nu) \) is the Lefschetz motive \( F(-1)[-1] \), where \([-1]\) denotes that the \( \mathcal{G}(A_f) \)-equivariant structure is twisted by the character \( ||\nu||^{-1} \).

(iii) for any prime \( v \) of \( F \) and \( \mathcal{G} \)-representation \( V \), the \( v \)-adic realisation of \( \text{Anc}_{\mathcal{G}}(V) \) is the equivariant étale sheaf associated to \( V \otimes_F F_v \), regarded as a left \( G(Q_p) \)-representation where \( p \) is the prime below \( v \).

We shall always take the coefficient field \( F \) to be \( E \), and frequently drop it from the notation.

**Proposition 8.3.2** ([Tor19, Corollary 9.8]). There is a commutative diagram of functors

\[
\begin{array}{ccc}
\text{Rep}(G) & \xrightarrow{\text{Anc}_{\mathcal{G}}} & \text{CHM}(Y_G)^{G(A_f)} \\
\iota^\ast & & \downarrow \iota^\ast \\
\text{Rep}(H) & \xrightarrow{\text{Anc}_{\mathcal{H}}} & \text{CHM}(Y_H)^{H(A_f)}
\end{array}
\]

where the left-hand \( \iota^\ast \) denotes restriction of representations, and the right-hand \( \iota^\ast \) denotes pullback of relative motives.
9. Construction of the unitary Eisenstein classes

9.1. Pushforwards in motivic cohomology. Let $0 \leq r \leq a$, $0 \leq s \leq b$ be integers. We use script letters $\mathcal{Y}^{a,b}, \mathcal{D}^{a,b}\{r,s\}$ etc for the images of the corresponding algebraic representations under Ancona’s functor. For $n \geq 0$, we write $\mathcal{H}^n = \text{Anc}_H(W^n\{-n,-n\})$. Taking $n = a + b - r - s$, Proposition 8.3.2 gives us maps of equivariant relative Chow motives on $Y_H$

$$
\mathcal{H}^n \rightarrow \iota^*(\mathcal{D}^{a,b}\{r,s\}),
$$

where the latter map is normalised to send the highest-weight vector of $W^n\{-n,-n\}$ to the vector $br^{a,b,r,s} \in D^{a,b}\{r,s\}$ of Proposition 7.2.3. If we fix an open compact subgroup $U \subset G(\mathbf{A}_f)$, and an element $g \in G(\mathbf{A}_f)/U$, then we have a finite map

$$
\iota_U : Y_H(H \cap gU g^{-1}) \rightarrow Y_G(U),
$$
given by the composite of $\iota : Y_H(H \cap gU g^{-1}) \rightarrow Y_G(gU g^{-1})$ and translation by $g$. Since motivic cohomology is covariantly functorial (with a shift in degree) for finite morphisms of smooth varieties, we obtain from (9.1.a) a homomorphism

$$
\iota_U^{a,b,r,s} : H^1_{\text{mot}}(Y_H(H \cap gU g^{-1}), \mathcal{H}^n(1)) \rightarrow H^3_{\text{mot}}(Y_G(U), \mathcal{D}^{a,b}\{r,s\}(2))
$$

for each $U$. Exactly as in [LSZ17, §8.2], we have:

**Proposition 9.1.1.** Let $\nu$ denote a choice of $E$-valued Haar measure on $H(\mathbf{A}_f)$. Then there is a unique map

$$
\iota^*_{\{a,b,r,s\}} : H^1_{\text{mot}}(Y_H, \mathcal{H}^n) \otimes_E \mathcal{H}(G(\mathbf{A}_f); E) \rightarrow H^3_{\text{mot}}(Y_G, \mathcal{D}^{a,b}\{r,s\}(2))
$$

characterised as follows: if $U$ is an open compact subgroup in $G$, $g \in G(\mathbf{A}_f)$, and $x \in H^1_{\text{mot}}(Y_H(V), \mathcal{H}^n(1))$ where $V = H \cap gU g^{-1}$, then we have

$$
\iota^*_{\{a,b,r,s\}}(x) = \nu(V) \cdot \iota_U^{a,b,r,s}(x) \cdot \chi(ch(gU)).
$$

**Remark 9.1.2.** The proof that this map is well-defined ultimately reduces to the compatibility of pushforward and pullback in Cartesian diagrams; it therefore carries over to the general setting of Cartesian cohomology functors for $G$ and $H$, in the sense of [Loe20]. For a careful proof of the well-definedness using this formalism, see [GS20, Proposition 5.9].

9.2. Eisenstein classes and the unitary Eisenstein map.

**Definition 9.2.1** (Siegel, Beilinson). For $k \in \mathbf{Z}_{\geq 0}$, the motivic Eisenstein symbol of weight $k$ is the $\text{GL}_2(\mathbf{A}_f)$-equivariant map

$$
\mathcal{S}_0(\mathbf{A}^2_f, E) \rightarrow H^1_{\text{mot}}(Y_{\text{GL}_2}, \mathcal{H}^k(1)), \quad \phi \mapsto \text{Eis}^k_{\text{mot}, \phi},
$$
described in [LSZ17, Theorem 7.2.2]. Here $\mathcal{S}_0$ signifies $S$ if $k \geq 1$ and $S_0$ if $k = 0$.

**Remark 9.2.2.** This map can be characterised via its residue at \(\infty\), or via its composite with the de Rham realisation functor; see loc. cit. for explicit formulae. When $k = 0$ and $\phi$ is the characteristic function of $(\alpha, \beta) + \mathbf{Z}^2$, for $\alpha, \beta \in \mathbf{Q}/\mathbf{Z}$ not both zero, we have $H^1_{\text{mot}}(Y_{\text{GL}_2}, \mathcal{H}^k(1)) = H^1_{\text{mot}}(Y_{\text{GL}_2}, E(1)) = \mathcal{O}(Y_{\text{GL}_2})^\times \otimes E$, and $\text{Eis}^k_{\text{mot}, \phi}$ is the Siegel unit $g_{\alpha, \beta}$ in the notation of [Kat04].

Composition of the Eisenstein symbol with pullback along the projection $Y_H \rightarrow Y_{\text{GL}_2}$ defines an $H(\mathbf{A}_f)$-equivariant map $\mathcal{S}_0(\mathbf{A}^2_f; E) \rightarrow H^1_{\text{mot}}(Y_H, \mathcal{H}^k(1))$ which we denote by the same symbol.

**Definition 9.2.3.** We define the unitary Eisenstein map

$$
\mathcal{U}^{a,b,r,s}_{\{a,b,r,s\}} : \mathcal{S}_0(\mathbf{A}^2_f; E) \otimes \mathcal{H}(G(\mathbf{A}_f); E) \rightarrow H^3_{\text{mot}}(Y_G, \mathcal{D}^{a,b}\{r,s\}(2))
$$

by $\mathcal{U}^{a,b,r,s}_{\{a,b,r,s\}}(\phi \otimes \xi) = \iota^*_{\{a,b,r,s\}}(\text{Eis}^k_{\text{mot}, \phi} \otimes \xi)$, where $\iota^*_{\{a,b,r,s\}}$ is the map of Proposition 9.1.1.

By construction, this map is $G(\mathbf{A}_f) \times H(\mathbf{A}_f)$-equivariant in the sense of Definition 3.1.1.
9.3. Choices of the local data. We shall now fix choices of the input data to the above map $UE^{[a,b,r,s]}$, in order to define a collection of motivic cohomology classes satisfying appropriate norm relations (a “motivic Euler system”). We shall work with arbitrary (but fixed) choices of local data at the bad primes; it is the local data at good primes which we shall vary, depending on a choice of a parameter $m$.

**Definition 9.3.1.** Let $S$ be a finite set of (rational) primes, containing all primes dividing $2d$. Let $\mathcal{R}$ denote the set of square-free ideals $m$ of $\mathcal{O}$, coprime to $S$, with the following property: for each prime $\ell = w \bar{w}$ split in $E$, at most one of $\{w, \bar{w}\}$ divides $m$.

We choose an arbitrary element $\delta_S \in S(0)(Q_S, E) \otimes H(G(Q_S), E)$, and an open compact subgroup $K_{G,S} \subset G(Q_S)$ fixing $\delta_S$. We use these to define a collection of elements $(\delta[m])_{m \in \mathcal{R}}$ of $S(0)\big(\mathbb{A}^2, E\big) \otimes H(G(\mathbb{A}_f), E)$, given by $\delta[m] = \delta_S \cdot \bigotimes_{\ell \in S} \delta_{\ell}[m]$, where:

- if $\ell \notin S$ and $(\ell, m) = 1$, then $\delta_{\ell}[m]$ is the unramified element $\text{ch}(\mathbb{Z}_\ell^2) \otimes \text{ch}(G_\ell^0)$;
- if $m$ is divisible by some prime $w \mid \ell$, then $\delta_w[m]$ is the element $\delta_w = n_w\phi_{1,2} \otimes \xi_w$ defined in Definition 5.2.2.

Thus $\xi[m]$ is preserved under right-translation by the open compact subgroup $K_{G,m} = K_{G,S} \times \{g \in G(\mathbb{Z}^2) : \mu(g) = 1 \text{ mod } m\}$ of $G(\mathbb{A}_f)$. Moreover, if we suppose that $\delta_S \in \mathcal{I}(G(S/K_{G,S}, \mathbb{Z}))$, then for all $m \in \mathcal{R}$ we have $\delta[m] \in \mathcal{I}(G(\mathbb{A}_f)/K_{G,m}, \mathbb{Z}[1/Nm(m)])$.

9.4. The “motivic Euler system”.

**Definition 9.4.1.** We set

$$Z_{\text{mot},m}^{[a,b,r,s]}(\delta_S) := UE^{[a,b,r,s]}(\delta[m]) \in H^3_{\text{mot}}(Y_G[m], G^{a,b}\{r,s\}(2)) \, .$$

Note that this depends $(H_S \times G_S)$-equivariantly on $\delta_S$ (for fixed $m$ and $(a, b, r, s)$). We shall frequently omit $\delta_S$ from the notation.

**Remark 9.4.2.** Note that $Y_G[m]$ has a smooth integral model over $\mathcal{O}[S^{-1}, Nm(m)^{-1}]$, which we denote by $\mathcal{Y}_G[m]$. One verifies easily that the relative motive $G^{a,b}\{r,s\}$ and the cohomology class $Z_{\text{mot},m}^{[a,b,r,s]}(\phi_S, \xi_S)$ both have natural extension to this smooth model.

**Theorem 9.4.3.** Let $m, n \in \mathcal{R}$ with $m \mid n$. If $\text{pr}^n_m$ denotes the natural map $Y_G[n] \rightarrow Y_G[m]$, then we have

$$(\text{pr}^n_m)_*\left(Z_{\text{mot},m}^{[a,b,r,s]}\right) = \left(\prod_{w|m} \mathcal{P}^w_1(1)\right) \cdot Z_{\text{mot},m}^{[a,b,r,s]} \, .$$

where $\mathcal{P}^w_1(1)$ is the Hecke operator appearing in Theorem 5.2.4.

**Proof.** It clearly suffices to assume that $n = mw$ for a prime $w$. The result is now a direct consequence of Theorem 5.2.4 with $\ell$ the prime below $w$. Fixing the input data away from the prime $\ell$, we can regard $UE^{[a,b,r,s]}$ as an $H_\ell \times G_\ell$-invariant map $S(\mathbb{Q}_\ell^2) \times H_{G,\ell} \rightarrow V$ where $V$ denotes the representation

$$V = \lim_{U \subset \mathcal{G}_\ell} H^3_{\text{mot}}\left(Y_G(K_\ell[m] \times U_\ell), G^{a,b}\{r,s\}(2)\right) \, .$$

We note that this $V$ does satisfy the auxiliary hypothesis on the action of the torus $A$: as a representation of $A(\mathbb{Q}_\ell)$, $V$ is a direct sum of eigenspaces associated to characters of $\mathbb{Q}_\ell^\times$ of the form $x \mapsto |x|^n\chi(x)$ with $\chi$ of finite order and $n = a + b - r - s \geq 0$. Thus $z_A(\ell) + \ell$ is bijective on $V$. The corollary now gives an equality between two values of this $H_\ell \times G_\ell$-invariant map on different input data, and these are precisely the local input data used to define $Z_{\text{mot},m}^{[a,b,r,s]}$ and the pushforward of $Z_{\text{mot},m}^{[a,b,r,s]}$. \hfill \square

We can give an alternative interpretation of these classes via Eq. 8.2.a. We denote by $Z_{\text{mot},m}^{[a,b,r,s]}(\delta_S)$ the pushforward of $Z(\ldots)$ to an element of $H^3_{\text{mot}}(Y_E[1]E[m], G^{a,b}\{r,s\}(2))$; again, we frequently omit $\delta_S$.

**Definition 9.4.4.** For $w \nmid m$ a prime of $E$, let $\sigma_w$ denote the arithmetic Frobenius at $w$, as an element of $\text{Aut}(E[m]/E)$. 
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One checks that (8.2.a) intertwines the action of \( \mathcal{P}_w'(1) \) on the source with \( \mathcal{P}_w'(\sigma_w^{-1}) \) on the target, so we can write the norm-compatibility relation as

\[
\text{norm}_{E[n]}^{E[m]}(\Xi_{[a,b,r,s]}^{\text{mot,n}}) = \left( \prod_{w \mid p} \mathcal{P}_w'(\sigma_w^{-1}) \right) \cdot \Xi_{[a,b,r,s]}^{\text{mot,m}}.
\]

### 9.5. Étale realisation and integrality

It would be desirable to have an “integral” version of this theory, with coefficients in \( \mathcal{O} \)-modules, but this appears to be difficult for general coefficients (we do not know if the functors \( \text{Anc}_p(\cdot) \) can be defined integrally). So we shall instead work with the \( p \)-adic étale realisation, for a fixed prime \( p \). In this section, we will fix values of \([a,b,r,s]\) and omit them from the notation.

Let \( p \) be a (rational) prime, and \( p \mid p \) a prime of \( E \). We define

\[
\mathcal{Z}_{\text{ét},m}(\delta_S) := r_{\text{ét}}(\mathcal{Z}_{\text{mot,m}}(\delta_S)) \in H^3_{\text{ét}}(Y_G[m], \mathcal{D}_{g,p}^{a,b}\{r,s\}(2))
\]

where \( \mathcal{D}_{g,p}^{a,b} \) is the étale sheaf of \( E_p \)-vector spaces corresponding to \( D^{a,b} \otimes E_p \), and similarly \( \Xi_{\text{ét},m}(\delta_S) \).

For simplicity, we assume here that \( p \notin \mathfrak{p} \) (similar, but more complicated, statements can be formulated if \( p \in S \)). If \( c \) is a prime, coprime to \( 6 \mathcal{M}(\mathfrak{m}) \), we shall write \( \langle c \rangle \) for the action of \( \mathfrak{z}_A(\mathfrak{w}_c) \), where \( \mathfrak{w}_c \) is a uniformizer of \( \mathcal{O}_C \). We extend this multiplicatively to all integers \( c > 1 \) coprime to \( 6 \mathcal{M}(\mathfrak{m}) \). Then we define

\[
\begin{align*}
\mathcal{Z}_{\text{ét},m}(\delta_S) &:= (c^2 - c^{-n}\langle c \rangle) \cdot \mathcal{Z}_{\text{ét},m}(\delta_S), \\
\Xi_{\text{ét},m}(\delta_S) &:= (c^2 - c^{-n}\langle c \rangle \mathcal{S}_c) \cdot \Xi_{\text{ét},m}(\delta_S),
\end{align*}
\]

where \( \mathcal{S}_c \) in the latter formula is the arithmetic Frobenius. (These definitions are consistent with one another, since the map \( Y_G[m] \to Y_G[1] \times E[m] \) intertwines \( \langle c \rangle \) on the source with \( \langle c \rangle \) on the target.)

**Definition 9.5.1.** We write \( D_{\mathcal{O},g}^{a,b} \) for the maximal admissible \( \mathcal{O}_E,p \)-lattice in \( D^{a,b} \otimes E_p \), and \( \mathcal{D}_{g,p}^{a,b} \) for the corresponding étale sheaf.

**Proposition 9.5.2.** Suppose \( \delta_S \in \mathcal{I}(G_S/K_{G,S}, \mathcal{O}_E,p) \). Then, for every \( m \in \mathcal{R} \) coprime to \( p \) and every \( c > 1 \) coprime to \( 6 \mathcal{M}(\mathfrak{m}) \), the classes \( \mathcal{Z}_{\text{ét},m}(\delta_S) \) and \( \Xi_{\text{ét},m}(\delta_S) \) lie in the image of the cohomology of the integral coefficient sheaf \( \mathcal{D}_{g,p}^{a,b}\{r,s\} \).

**Proof.** Since the local terms \( \delta_S[m] \) for primes \( \ell \mid \mathcal{M}(\mathfrak{m}) \) are integral away from \( \ell \) by construction, we can replace \( S \cup \{ \ell : \ell \mid \mathcal{M}(\mathfrak{m}) \} \), and thus reduce to the case \( m = 1 \). Let us abbreviate \( K_G[1] \) simply by \( K_G \).

We may also suppose \( \delta_S = \phi_S \otimes \text{ch}(gK_{G,S}) \) is a primitive integral element in the sense of Definition 3.2.1.

Let \( V_S = \text{stab}_{H_S}(\phi_S) \cap gK_{G,S}g^{-1} \), and write \( V = V_S \cdot H(\mathbb{Z}^S) \). By assumption, the values of \( \phi_S \) land in \( C \cdot \mathcal{O}_E(p) \), where \( C = \frac{1}{\text{vol} V_S} \).

We note that the Eisenstein class \( \text{Eis}_{g,\phi}^n \) (the étale realisation of \( \text{Eis}_{\text{mot,}\phi}^n \)) has an integral variant \( \text{Eis}_{g,\phi}^n \), taking values in the cohomology of \( Y_H(V) \) with values in the minimal admissible lattice in \( \mathcal{H}^n \). The branching map \( \text{br}^{a,b,r,s} \) maps this into the pullback of the maximal admissible lattice in \( \mathcal{D}_{g,p}^{a,b}\{r,s\} \) (compare [LSZ17, Proposition 4.3.5]). Since \( C^{-1} \phi \) is \( \mathcal{O}_E,p \)-valued, we conclude that the image of \( C^{-1} \text{Eis}_{g,\phi}^n \) under pushforward to \( H^3_{\text{ét}}(Y_G(gK_Gg^{-1}), \mathcal{D}_{g,p}^{a,b}\{r,s\}(2)) \) lifts canonically to the cohomology of the integral coefficient sheaf. Since \( C^{-1} = \text{vol}_H(V) \) is the normalising factor in the definition of the unitary Eisenstein class, this shows that \( \mathcal{Z}_{\text{ét},m}(\delta_S) \) lifts to the integral cohomology, as required.

### 10. Norm relations at \( p \)

We now consider norm-compatibility relations in the “\( p \)-direction”. We let \( p \) and \( p \) be as in the previous section, and we add the additional assumption that \( c \) is coprime to \( p \).
10.1. Choice of local data.

Definition 10.1.1. Let $\tau = \left[\text{diag}(p^2, p, 1), p^2\right] \in T_G(Q_p)$. For $t \geq 1$, define
- $K_G(p^t) = \{g \in G(Z_p) : \tau^t \cdot \tau^{-t} \in G(Z_p) \text{ and } g \pmod{p^t} \in N_G(Z/p^t)\}$.
- $\xi_{p,t} = \text{ch}(u^t \cdot K_G(p^t))$, where $u$ is an element of $G(Z_p)$ satisfying the conditions of Lemma 2.5.1.
- $\phi_{p,t} = \text{ch}(p^{2t}Z_p \times (1 + p^{2t}Z_p))$ if $t \geq 1$, and $\text{ch}(Z_p^2)$ if $t = 0$.
- Finally, $n_{p,t}$ denotes the index in $H(Z_p)$ of the subgroup

$$V_{p,t} = K_{H_t}(p^{2t}) \cap u^t K_G(p^t) (u^t)^{-1},$$

given for $t \geq 1$ by

$$n_{p,t} = \begin{cases} p^{6t-4}(p-1)^3(p+1) & \text{if } p \text{ split} \\ p^{6t-4}(p-1)^2(p+1)^2 & \text{if } p \text{ inert.} \end{cases}$$

We then set $\delta_{p,t} = n_{p,t} \phi_{p,t} \otimes \xi_{p,t} \in \mathcal{I}(G^0/K_G(p^t), Z)$.

Remark 10.1.2. Explicitly, we have

$$K_G(p^t) = \left\{(g, \nu) \in G(Z_p) : g = \begin{pmatrix} a & * & * \\ b & c & * \\ d & e & f \end{pmatrix}, a \equiv c \equiv f \equiv 1 \pmod{p^t}, b \equiv e \equiv 0 \pmod{p^t}, d \equiv 0 \pmod{p^{2t}} \right\}.$$ 

(These conditions also entail $\nu \equiv 1 \pmod{p^t}$.) The subgroup $V_{p,t}$ consists of all $((a b, c d), z) \in H(Z_p)$ with $c = 0, d = 1 \pmod{p^{2t}}$, $z = 1 \pmod{p^t}$, and $b$ satisfying a certain somewhat messy congruence modulo $p^{2t}$ (whose precise form depends on the choice of $u$).

Now let us choose arbitrary $\delta_S \in \mathcal{I}(G/K_G, E)$ as before. For $t \geq 0$, and $m \in \mathcal{R}$ coprime to $p$, we can define $\delta[m, p^t] = \delta_S \cdot n_{p,t} \cdot \prod_{\ell \mid S, \ell \mid p} \xi_{\ell}[m]$, so that $\xi[m, p^t]$ is fixed by the right action of the group $K_G[m, p^t] = K_{G,S} \cdot K_{G}(p^t) \cdot \{g \in G(Z_S) : \mu(g) = 1 \pmod{m}\}$.

Definition 10.1.3. With the above notations, we set

$$\mathcal{Z}^{[a,b,r,s]}_{\text{mot},m,p^t}(\delta_S) := p^{(r+s)t}U^a b r s (\delta[m, p^t]) \in H^3_{\text{mot}} \left(Y_G(K_G[m, p^t]), \mathcal{O}^{a,b}\{r, s\}(2)\right).$$

Since this definition is a special case of Definition 9.4.1, these elements satisfy the norm-compatibility in $m$ of Theorem 9.4.3 and it also clearly depends $(G(Q_S) \times H(Q_S))$-equivariantly on the test data $\delta_S$ at the bad primes. For the rest of this section we regard $\delta_S$ as fixed, and drop it from the notation.

Similarly, we can introduce $p$-level structure to the classes $\Xi^{[a,b,r,s]}_{\text{mot},m,p^t}$ as follows. Let $Y_{\text{Ih}}$ denote the Shimura variety of level $K_{G,S} \cdot \text{Ih}_p \cdot G(Z_S(p))$, where $\text{Ih}_p = \{g \in G(Z_p) : g \pmod{p} \in B_G(F_p)\}$ is the upper-triangular Iwahori at $p$. Then we have a natural map

$$Y_G(K_G[m, p^t]) \to Y_{\text{Ih}} \times E[mp^t].$$

We let

$$\Xi^{[a,b,r,s]}_{\text{mot},m,p^t} \in H^3_{\text{mot}} \left(Y_{\text{Ih}} \times E[mp^t], \mathcal{O}^{a,b}\{r, s\}(2)\right)$$

be the image of $\mathcal{Z}^{[a,b,r,s]}_{\text{mot},m,p^t}$ under pushforward along this map.

10.2. Norm-compatibility in $t$. We now observe that these classes satisfy norm-compatibility in $t$.

Definition 10.2.1. Let $U^a_{p,t}$ denote the Hecke operator acting on $Y_G(K_G(m, p^t))$, with coefficients in $\mathcal{O}^{a,b}\{r, s\}$, given by $p^{(r+s)t} [K_G(p^t)]^{-1} K_G(p^t)]$.

This operator preserves the integral étale cohomology, because $p^{t+s}$ bounds the denominator of $\tau^{-1}$ on the integral lattice $D_{G,p}(r, s)$; this is also the reason for the factor $p^{(r+s)t}$ in the definition of the element.

---

3We use the abbreviation “Ih” rather than “Iw” to avoid confusion with Iwasawa.
Theorem 10.2.2 (Wild norm relation). For \( t \geq 1 \) we have
\[
\text{pr}_{K_G[p,m,p^t]} \left( \mathcal{Z}_{[a,h,r,s]}^{\text{mot},m,p^t+1} \right) = U_p^t \cdot \mathcal{Z}_{[a,h,r,s]}^{\text{mot},m,p^t}.
\]
and similarly,
\[
\text{norm}_{E[p^t]} \left( \Xi_{[a,h,r,s]}^{\text{mot},m,p^t+1} \right) = \sigma_p^{-1} U_p^t \cdot \Xi_{[a,h,r,s]}^{\text{mot},m,p^t}.
\]

Note 10.2.3. Here \( \sigma_p \) is the image of \( p^{-1} \in (E \otimes \mathbb{Q}_p) \) under the global Artin map, i.e. the unique element of \( \text{Gal}(E[p^t]/E[p]) \) mapping to the arithmetic Frobenius at \( p \) in \( \text{Gal}(E[m]/E) \).

Proof. This is a consequence of the general machinery developed in the paper [Loe20], which proves a general norm-compatibility statement for elements defined by means of a “pushforward map of Cartesian cohomology functors” in the sense of §2.3 of op. cit., which is a formalism designed specifically for applications to the cohomology of Shimura varieties and other symmetric spaces.

More precisely, we take the groups \( G \) and \( H \) of op. cit. to be the \( \mathbb{Q}_p \)-points of the groups \( G \) and \( H \) of the present paper; then the motivic cohomology groups of the Shimura varieties for \( G \) and \( H \), and the pushforward maps \( t_{U,t}^{G,H} \) between them, described in §9.1 (for varying levels \( U \)), satisfy the axioms for a pushforward map of the required type. (Compare the case of étale cohomology treated in [Loe20 §3.4]).

So we may apply the machinery of §4 of op. cit., with the parabolic subgroups \( Q_G \) and \( Q_H \) taken to be the Borel subgroups \( B_G \) and \( B_H \), and open-orbit representative \( u \) taken be the one denoted by the same letter in Lemma 2.5.1 above. Then the first assertion of the theorem is exactly Proposition 4.5.2 of op. cit.; and the second assertion of the theorem follows from the first using (8.2.a) \( \qed \).

Remark 10.2.4. Since the operator \( U_p^t \) is invertible in the Hecke algebra of level \( \mathbb{I}_p \), this shows that the classes \( \sigma_p^t(U_p^t) - t \mathcal{Z}_{[a,h,r,s]}^{\text{mot},m,p^t} \) for varying \( t \) and \( m \) form a “motivic Euler system” over all the abelian extensions \( E[m^t] \), for \( m \in \mathcal{R} \) and \( t \geq 1 \). However, these classes typically will not have bounded denominators with respect to \( t \) in the étale realisation, as will become clear from the analysis below.

As noted above, these classes extend naturally to the canonical integral model of \( Y_G(K_G[m,p^t]) \) over \( \mathcal{O}[S^{-1}, \text{Nm}(m)^{-1}] \), which we denote by \( Y_{p^t} \). Their étale realisations are also integral in another, separate sense: namely, they arise from an integral lattice in the coefficient sheaf, as we now explain. We suppose \( \delta_S \) lies in \( \mathcal{I}(G_S/K_G,S,\mathcal{O}_{E,p}) \); and we choose an integer \( c > 1 \) coprime to \( 6pS \).

Theorem 10.2.5 (Wild norm relation, integral étale form). There exists a collection of elements
\[
c \mathcal{Z}_{[a,h,r,s]}^{[\text{mot},m,p^t]} \in H^3_{\text{ét}} \left( Y_{p^t}, \mathcal{O}_{E,p}^a \right)(r,s)(2)
\]
for all \( t \geq 0 \) and \( m \in \mathcal{R} \) coprime to \( c \), such that:

(a) the image of \( z_t \) after inverting \( p \) and restricting to the generic fibre is \( (c^2 - c^{-n}(c)) \mathcal{Z}_{[a,h,r,s]}^{[\text{mot},m,p^t]} \);

(b) For \( t \geq 1 \) we have the norm relation \( \text{pr}_{Y_{p^t}}^3 (\mathcal{Z}_{[\text{mot},m,p^t]}^{[a,h,r,s]}) = U_p^t \cdot z_t \) (exactly, not just modulo torsion).

Proof. The integrality of these classes follows by the same argument as Proposition 9.5.2 with a slight modification: we now need to consider \( \xi = \text{ch}(gK_G) \) where \( g \) is not a unit at \( p \), so the pushforward \( g_* : Y_G(gK_Gg^{-1}) \to Y_G(K_G) \) may not respect the integral lattice \( \mathcal{O}_{E,p}^a \). However, we are taking \( g_p \) to be a unit multiple of \( \tau^t \), and the denominator of \( \tau^t \) (which corresponds to the action of \( \tau^{-t} \) on \( D_{a,b} \)) is bounded by \( p^{(t+s)t} \), which is exactly the normalising factor appearing in the definition of the classes. The fact that these classes are norm-compatible again follows from the norm-compatibility machine developed in [Loe20], applied to the integral étale cohomology of the two Shimura varieties, rather than motivic cohomology as in Theorem 10.2.2 \( \square \).

Note that the groups \( H^3_{\text{ét}} \left( Y_t, \mathcal{O}_{E,p}^a \right)(r,s)(2) \) are finitely-generated over \( \mathcal{O}_{E,p} \) (this is an advantage of working with the integral model \( Y_t \)). In particular, the operator \( e_p^t = \lim_{k \to \infty} (U_p^t)^{k!} \) is defined on these spaces, and acts as an idempotent. So we can define a class
\[
(c) e^{\mathcal{Z}_{[a,h,r,s]}^{[\text{mot},m,p^t]}} = \left( (U_p^t)^{-t} e_p^t \cdot e \mathcal{Z}_{[a,h,r,s]}^{[\text{mot},m,p^t]} \right)_{t \geq 1} \in e_p^t \cdot H^3_{\text{ét},1W} \left( Y_{\infty}, \mathcal{O}_{E,p}^a \right)(r,s)(2),
\]
where the right-hand side is the “Iwasawa cohomology”

\[ H^i_{\text{et}, \text{Iw}} \left( \mathcal{Y}_\infty, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \} (2) \right) := \lim_{\{ t \}} H^i_{\text{et}} \left( \mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \} (2) \right). \]

Similarly, we have a version of this for the \( \Xi \) classes (where we preserve only the “abelian part” of the level tower at \( p \)): if \( R \) denotes the ring \( \mathcal{O}[1/S, 1/Nm(m)] \), and \( R_{mp'} \) its integral closure in \( E[mp'] \), then we have a class

\[ \Xi^{[a,b,r,s]} \in \mathcal{I}^a \cdot H^3_{\text{et}, \text{Iw}} \left( \mathcal{Y}_{1h} \times_R R_{mp'w}, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \} (2) \right), \]

where \( \mathcal{Y}_{1h} \) is the \( R \)-model of \( Y_{1h} \).

**Remark 10.2.6.**

1. It is natural to ask how the classes \( \Xi^{[a,b,r,s]}_{\text{mot,m,p'}} \) for \( t \geq 1 \) (living at Iwahori level) are related to the classes \( \Xi^{[a,b,r,s]}_{\text{mot,m}} \) of the previous section (which live at prime-to-\( p \)-level). Using Corollary 4.3.7 it is clear that the pushforward of \( \Xi^{[a,b,r,s]}_{\text{mot,m,p'}} \) along \( Y_{1h} \otimes E[pm] \to Y_G[1] \otimes E[m] \) is given by \( \Xi^\prime_{\text{mot,m}} \), where \( \Xi^\prime \) is some (computable) Hecke operator. Similarly, one can compute Hecke operators relating \( \Xi^{[a,b,r,s]}_{\text{mot,m}} \) to the projections of \( \Xi^{[a,b,r,s]}_{\text{mot,m,p'}} \) to \( U'_p \)-eigenspaces, much as in [KLZ17, §5.7].

2. For \( p = pp \) split in \( E \), we can similarly define a family of classes \( \Xi^{[a,b,r,s]}_{\text{mot,m,p'}} \) over the tower of ray class fields modulo \( mp^\infty \), which only requires us to impose ordinarity at \( p \) (rather than at \( p \), which is a stronger condition). The same also holds with \( p \) and \( \mathfrak{p} \) interchanged. These results can be obtained in the same way as above, simply replacing the parabolic subgroup \( B_G \subset G \) with one of the two non-minimal proper parabolics in \( G/\mathbb{Q}_p \) and running the machinery of [Loo20].

### 11. Moment Maps and Twist-Compatibility

**11.1. Moment maps for \( G \).** Fix an arbitrary subgroup \( K_G^{(p)} \subset G(A^{(p)}_E) \) unramified outside \( \Sigma \), and write \( K_G(p^n) = K_G^{(p)} \times K_{G,p}(p^n) \). We assume that \( K_G(p^1) \) is sufficiently small for all \( t \geq 1 \). Let \( a, b, r, s \) be integers with \( a, b \geq 0 \) (we do not need to assume \( 0 \leq r \leq a, 0 \leq s \leq b \) at this point).

**Proposition 11.1.1.** Let \( d^{a,b}_{t}(r,s) \) be the standard highest-weight vector in \( D^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \} \); and let \( d^{a,b}_{t}(r,s) \) be its reduction modulo \( p^t \). Then the vector \( d^{a,b}_{t}(r,s) \) is stable under \( K_{G,p}(p^t) \).

**Proof.** This is clear since the image of \( K_{G,p}(p^t) \) modulo \( p^t \) is \( N_G(\mathbb{Z}/p^t) \), which acts trivially on the highest-weight vector by definition.

It follows that \( d^{a,b}_{t}(r,s) \) defines a class in \( H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \}) \), where \( \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \) is the mod \( p^t \) coefficient sheaf, and \( \mathcal{Y}_t \) is the smooth model of \( Y_G(K_G(p^t)) \) over \( \mathcal{O}[1/\Sigma] \) (where \( \Sigma \) some finite set of primes which is sufficiently large, but finite and independent of \( t \)). Cup-product with \( d^{a,b}_{t}(r,s) \) therefore defines a map

\[ H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}_{E,p}^\prime(2)) \to H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \}(2)) \]

for each \( t \geq 1 \), and hence a map

\[ \text{mom}_{G,t}^{[a,b,r,s]} : H^3_{\text{et}, \text{Iw}}(\mathcal{Y}_\infty, \mathcal{O}_{E,p}^\prime(2)) \to H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \}(2)), \]

mapping an element \( (x_T)_{T \geq t} \) to the element

\[ \left( p_t^T (x_T \cup d^{a,b}_{T}(r,s)) \right)_{T \geq t} \in \lim_{T \geq t} H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \}(2)) = H^3_{\text{et}}(\mathcal{Y}_t, \mathcal{O}^{a,b}_{\mathcal{O}_{E,p}} \{ r, s \}(2)). \]

Note that these maps are compatible with the action of the Hecke operator \( U'_p \), since \( \tau^{-1} \) acts trivially on the highest-weight vector \( d^{a,b}_{t} \).
11.2. Twist-compatibility for $\mathcal{Z}$’s. Now let us suppose $\delta_S$ is some choice of local data at $S$ which lies in $\mathcal{T}(G_S/K_G,S,O_E(p))$, as in Section 10.2.

**Theorem 11.2.1.** Let $\mathfrak{m} \in \mathcal{R}$ be coprime to $c$. There exists an element

$$c\mathcal{Z}_{mp\infty}(\delta_S) \in H^3_{\text{et},1w}(\mathcal{Y}_{mp\infty},O_{E,p}(2))$$

with the following interpolating property: for all integers $t \geq 1$, $0 \leq r \leq a$ and $0 \leq s \leq b$, we have

$$\text{mom}_{G,t}(c\mathcal{Z}_{mp\infty}) = U_p^{-t}\varepsilon_{\text{ord}} \cdot c\mathcal{Z}_{et,m,p\infty}(a,b,r,s).$$

**Proof.** We shall define $c\mathcal{Z}_{mp\infty}$ to be the class $c\mathcal{Z}^{[0,0,0,0]}_{et,m,p\infty}$ of (10.2.a). So we need to show that

$$\text{mom}_{G,t}^{[a,b,r,s]}(c\mathcal{Z}_{et,m,p\infty}) = U_p^{-t}\varepsilon_{\text{ord}} \cdot c\mathcal{Z}^{[a,b,r,s]}_{et,m,p\infty}.$$ 

This is true by construction for $(a,b,r,s) = (0,0,0,0)$; our aim is to show that this holds for all possible values of $(a,b,r,s)$.

If we reduce the coefficients modulo $p^n$ on both sides, for some $T \geq t$, then the equality to be proved is

$$p_t^T \left(U_p^{-T}\varepsilon_{\text{ord}} \cdot c\mathcal{Z}^{[0,0,0,0]}_{et,m,p\infty} \cup d_T^{a,b}\{r,s\} \right) = U_p^{-t}\varepsilon_{\text{ord}} \cdot c\mathcal{Z}^{[a,b,r,s]}_{et,m,p\infty}.$$ 

Since the classes on the right are norm-compatible in $t$ (integrally), we can reduce to the case $T = t$, so it will suffice to prove that

$$c\mathcal{Z}^{[0,0,0,0]}_{et,m,p\infty} \cup d_t^{a,b}\{r,s\} = c\mathcal{Z}^{[a,b,r,s]}_{et,m,p\infty} \mod p^t$$

as elements of $H^3_{\text{et}}(\mathcal{Y}_t,\mathcal{G}_{l}^{a,b}\{r,s\}(2))$.

Let us write $\hat{\mathcal{Y}}_t$ for the Shimura variety of level $\Gamma K_G[m,p]\Gamma^{-1}$. Then pushforward along $\Gamma$ gives an isomorphism $\hat{\mathcal{Y}}_t \to \mathcal{Y}_t$, but the map of sheaves on $\hat{\mathcal{Y}}_t$,

$$\mathcal{G}_{l}^{a,b}\{r,s\} \to \Gamma^*(\mathcal{G}_{l}^{a,b}\{r,s\}),$$

corresponds to the action of $\Gamma^{-1}$ on $\mathcal{G}_{l}^{a,b}$, which factors through projection to the highest-weight vector.

Now, both $c\mathcal{Z}^{[0,0,0,0]}_{et,m,p\infty} \cup d_t^{a,b}\{r,s\}$ and $c\mathcal{Z}^{[a,b,r,s]}_{et,m,p\infty}$ are in the image of pushforward along $\hat{\mathcal{Y}}_t \to \mathcal{Y}_t$: they are the images, respectively, of

$$(11.2.a) \quad (u_* \circ t_{gU*}) \left(c\mathcal{Z}_{et,\phi[mp]}^{0} \cup d_t^{a,b}\{r,s\} \right) \quad \text{and} \quad u_* \left(t_{gU*}^{a,b,q,r} \left(c\mathcal{Z}_{et,\phi[mp]}^{0} \cup d_t^{a,b}\{r,s\} \right) \right).$$

The Eisenstein series in the latter class, of weight $n = a + b - r - s$, is congruent modulo $p^n$ (indeed modulo $p^{2t}$) to the cup-product of $c\mathcal{Z}_{et,\phi[mp]}^{0}$ with the highest-weight vector of $\mathcal{H}^{et,\phi[mp]}$. This highest-weight vector maps to $br^{[a,b,r,s]} \in D_{a,b}$, so the latter of our two classes on $\hat{\mathcal{Y}}_t$ can be written as

$$(u_* \circ t_{gU*}) \left(c\mathcal{Z}_{et,\phi[mp]}^{0} \cup d_t^{a,b}\{r,s\} \right) \cup u_* \cdot br^{[a,b,r,s]}.$$ 

Since the classes $u_* \cdot br^{[a,b,r,s]} = u^{-1} \cdot br^{[a,b,r,s]}$ and $d_t^{a,b}\{r,s\}$ have the same image in the highest-weight quotient by Proposition 7.2.3 they have the same image on $\mathcal{Y}_t$, and the proof is complete. $\square$

11.3. Twist-compatibility for $\Xi$’s. Now let $(a,b)$ be given integers $\geq 0$. The same construction as above gives maps

$$\text{mom}_{[r,s]}: H^3_{\text{et},1w}(\mathcal{Y}_{1h} \times_R R_{mp\infty},\mathcal{G}_{l}^{a,b})(2) \to H^3_{\text{et},1w}(\mathcal{Y}_{1h} \times_R R_{mp\infty},\mathcal{G}_{l}^{a,b}\{r,s\}(2))$$

for any $r,s \in \mathbb{Z}$ and $t \geq 1$.

**Corollary 11.3.1.** Under the same hypotheses as the previous theorem, for any integers $a, b \geq 0$, there is a class

$$c\Xi_{mp\infty}^{[a,b]} \in H^3_{\text{et},1w}(\mathcal{Y}_{1h} \times_R R_{mp\infty},\mathcal{G}_{l}^{a,b}\{r,s\}(2)),$$

such that for all $(r,s,t)$ with $0 \leq r \leq a, 0 \leq s \leq b, t \geq 1$, we have

$$\text{mom}_{[r,s]}(c\Xi_{mp\infty}^{[a,b]}) = \sigma_t^U U_p^{-t}\varepsilon_{\text{ord}} \cdot c\Xi_{et,m,p\infty}^{[a,b,r,s]}.$$ 

**Proof.** Immediate from the previous theorem. $\square$
11.4. Cohomological triviality.

Lemma 11.4.1. We have
\[ \lim_{t \to \infty} H^0 \left( R[\mathfrak{m}]^t, H^3_{\text{ét}}(Y_{\text{h}, \overline{\mathbb{Q}}}, \mathcal{O}_{E, p}^a, (2)) \right) = 0. \]

Proof. This follows from the fact that \( H^3_{\text{ét}}(Y_{\text{h}, \overline{\mathbb{Q}}}, \mathcal{O}_{E, p}^a, (2)) \) is a finitely-generated \( \mathcal{O}_{E, p} \)-module, and \( E[\mathfrak{m}^\infty]/E \) is a positive-dimensional \( p \)-adic Lie extension. \( \square \)

It follows that there is a map
\[ H^1_{\text{ét}, 1w} \left( Y_{\text{h}} \times_R R[\mathfrak{m}]^\infty, \mathcal{O}_{E, p}^a, (2) \right) \to H^1_{1w} \left( R[\mathfrak{m}]^\infty, H^3_{\text{ét}}(Y_{\text{h}, \overline{\mathbb{Q}}}, \mathcal{O}_{E, p}^a, (2)) \right), \]
and we may regard \( \Xi_{\mathfrak{m}}^{a,b} \) as an element of \( H^1_{1w} \left( R[\mathfrak{m}]^\infty, H^3_{\text{ét}}(Y_{\text{h}, \overline{\mathbb{Q}}}, \mathcal{O}_{E, p}^a, (2)) \right) \) via this map. We can freely replace \( R[\mathfrak{m}]^\infty \) with \( E[\mathfrak{m}]^\infty \), since any class in the Iwasawa \( H^1 \) is automatically unramified outside the primes above \( p \) (see e.g. [Rub00, Corollary B.3.4]).

12. Mapping to Galois cohomology

We now show that the classes \( \Xi_{\mathfrak{m}}^{a,b} \), projected to a specific Hecke eigenspace, form an “Euler system” in the usual sense for the Galois representation associated to a RAECSDC automorphic representation of \( \text{GL}_3/E \). The arguments in this section are very closely parallel to [LSZ17, §10.1–10.5] in the \( \text{GSp}_4 \) case.

Remark 12.0.1. In this section we won’t use the classes \( \Xi_{\mathfrak{m}}^{a,b} \). However, these classes can be used to show that the constructions below are compatible with variation in Hida-type families; this will be pursued further elsewhere. \( \diamond \)

12.1. Automorphic Galois representations. We recall some results on automorphic Galois representations of \( \text{GL}_3/E \), following [BLGHT11]. Let \( \Pi \) be a RAECSDC automorphic representation of \( \text{GL}_3/E \); and for each prime \( w \) of \( E \) such that \( \Pi_w \) is unramified, let \( P_w(\Pi, X) \in \mathbb{C}[X] \) denote the polynomial such that
\[ P_w(\Pi, \text{Nm}(w)^{-s})^{-1} = L(\Pi_w, s). \]

Proposition 12.1.1 ([BLGHT11, Theorem 1.2]). The coefficients of the polynomials \( P_w(\Pi, X) \) lie in a finite extension \( F_\Pi \) of \( E \) independent of \( w \); and for each place \( \mathfrak{p} \mid p \) of \( F_\Pi \), there is a 3-dimensional \( F_{\Pi, \mathfrak{p}} \)-linear representation \( V_{\mathfrak{p}}(\Pi) \) of \( \text{Gal}(\overline{E}/E) \), uniquely determined up to semisimplification, with the property that if \( w \) is a prime not dividing \( p \) for which \( \Pi_w \) is unramified, we have
\[ \det(1 - X \text{Frob}^{-1}_w : V_{\mathfrak{p}}(\Pi)) = P_w(\Pi, qX). \]

Remark 12.1.2. If we fix \( \Pi \) and let \( p \) vary, then [Xia19, Theorem 2] shows that there is a density 1 set of rational primes \( p \) such that \( V_{\mathfrak{p}}(\Pi) \) is irreducible for all \( \mathfrak{p} \mid p \) (and hence unique up to isomorphism). \( \diamond \)

Weights. Since \( \Pi \) is regular algebraic, it has a well-defined weight at each embedding \( \tau : E \to F_\Pi \), which is a triple of integers \( a_{\tau,1} \geq a_{\tau,2} \geq a_{\tau,3} \) (see [BLGHT11, §1]). Since \( \Pi^\vee \) is a twist of \( \Pi \), \( a_{\tau,1} + a_{\tau,4-i} \) is independent of \( i \). Thus, up to twisting by an algebraic Grössencharacter if necessary, we can (and do) assume that the weight of \( \Pi \) is \( (a + b, a, 0) \) at the identity embedding, and \( (a + b, a, 0) \) for the conjugate embedding, for some integers \( a, b \geq 0 \).

Proposition 12.1.3. The representation \( V_{\mathfrak{p}}(\Pi) \) is de Rham at the primes above \( p \), and has Hodge numbers\(^4\) \( (0, 1 + b, 2 + a + b) \) at the identity embedding \( E \to F_{\mathfrak{p}} \), and \( (0, 1 + a, 2 + a + b) \) at the conjugate embedding. Moreover, the coefficients of \( P_w(\Pi, qX) \) are algebraic integers for all \( w \).

Proof. This follows from part (4) of [BLGHT11, Theorem 1.2]. \( \square \)

\(^4\)Negatives of Hodge–Tate weights, so the cyclotomic character has Hodge number \(-1\).
Ordinarity. Let \( p \mid p \) be a prime of \( E \) such that \( \Pi_p \) is unramified. Then \( V_\mathfrak{p}(\Pi)|_{\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)} \) is crystalline, and the eigenvalues of the linear map \( \varphi^{[E_p:Q_p]} \) on \( \mathcal{D}_{\text{cris}} \left( V_\mathfrak{p}(\Pi)|_{\text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p)} \right) \) are the reciprocal roots of \( P_\mathfrak{p}(\Pi, qX) \), by [BLGHT11, Theorem 1.2(3)].

**Definition 12.1.4.** We say \( \Pi \) is ordinary at the prime \( \mathfrak{p} \mid p \) (with respect to the prime \( \mathfrak{Q} \mid p \) of \( F_\Pi \)) if the polynomial \( P_\mathfrak{p}(\Pi, qX) \) has a factor \( (1 - \alpha_p X) \) with \( \varphi_\mathfrak{p}(\alpha_p) = 0 \).

A standard argument using \( p \)-adic Hodge theory (see [BLGHT11, Lemma 2.2]) shows that \( \Pi \) is ordinary at \( \mathfrak{p} \) if and only if \( V_\mathfrak{p}(\Pi) \) has a 1-dimensional subspace invariant under \( \text{Gal}(\overline{\mathbb{F}}_p/\mathbb{F}_p) \) with the Galois group acting on this subspace by an unramified character. If this holds, then dually \( V_\mathfrak{p}(\Pi)^* \) has a codimension 1 subspace \( \mathcal{F}_P^1 V_\mathfrak{p}(\Pi)^* \), such that \( V_\mathfrak{p}(\Pi)^*/\mathcal{F}_P^1 \) is unramified, with arithmetic Frobenius \( \text{Frob}_\mathfrak{p} \) acting on this quotient by \( \alpha_p \).

**Remark 12.1.5.** Since \( \Pi \) is conjugate self-dual up to a twist, one checks that \( V_\mathfrak{p}(\Pi) \) has a 1-dimensional invariant subspace at \( \mathfrak{p} \) if and only if it has a 2-dimensional invariant subspace at \( \mathfrak{p} \). So if \( \Pi \) is ordinary at all the primes above \( \mathfrak{p} \), then \( V_\mathfrak{p}(\Pi) \) and its dual preserve a full flag of invariant subspaces at each prime above \( p \). (We will not use this fact directly in the present paper, but it may be relevant to future work relating the Euler system constructed here to Selmer groups and \( p \)-adic \( L \)-functions.)

### 12.2. Realisation via Shimura varieties.

We add the further assumption that \( V_\mathfrak{p}(\Pi) \) is irreducible. We now realise this representation in the étale cohomology (with compact support) of the infinite-level Shimura variety \( Y_G = \lim_{\mathbb{Q} \to K} Y_{G}(K) \).

Let \( \pi \) be the automorphic representation of \( G \) corresponding to \( \Pi \) (and some choice of \( \omega \) such that \( (\Pi, \omega) \) is RAECSDC) as in Theorem 2.6.3.

**Theorem 12.2.1.** The module \( H^2_{et,c}(Y_G, \mathbb{Q}_l, \mathfrak{X}_{E_p}^{a,b}) \otimes F_\mathfrak{p} \), considered as a representation of \( \text{Gal}(\overline{\mathbb{F}}/\mathbb{F}) \otimes G(A_f) \), has a direct summand isomorphic to \( V_\mathfrak{p}(\Pi) \otimes \pi_\mathfrak{p} \).

**Proof.** The computation of the intersection cohomology \( IH^2_{et} \) of the Baily–Borel compactification of the Picard modular surface is the main result of the volume [LR92]; see in particular §4.3 of [Rog92] for an overview. This computation shows that the intersection cohomology has a direct summand isomorphic to \( V_\mathfrak{p}(\Pi) \otimes \pi_\mathfrak{p} \). There is a natural map from \( H^2_{et,c} \) of the open modular surface to \( IH^2_{et} \) of the compactification; and the Hecke eigensystems appearing in the kernel and cokernel of this map are associated to non-cuspidal automorphic representations of \(GL_d/E \). So the map is an isomorphism on the generalised eigenspace for the spherical Hecke algebra associated to \( \pi_\mathfrak{p} \), which gives the result.

We can thus interpret any \( v \in \pi_\mathfrak{p} \) as a homomorphism of Galois representations \( V_\mathfrak{p}(\Pi) \to \lim_{\mathbb{Q} \to K} H^2_{et,c} \), or dually as a homomorphism

\[
\text{pr}_{\Pi,v} : H^2_{et}(Y_G, \mathbb{Q}_l, \mathfrak{X}_{E_p}^{a,b}(2)) \to V_\mathfrak{p}(\Pi)^*,
\]

which we can consider as a “modular parametrisation” of the Galois representation \( V_\mathfrak{p}(\Pi)^* \). This homomorphism factors through projection to \( Y_{G}(K) \) for any level \( K \) which fixes \( v \).

### 12.3. An Euler system for \( V_\mathfrak{p}(\Pi) \).

We now choose the following data:

- A finite \( S \) of primes, an open compact \( K_{G,S} \subseteq G(Q_S) \), and an element \( \delta_S \in I(G_S/K_{G,S}, \mathbb{Z}) \), as in Section 9.3.
- A non-zero vector \( v \in \pi_\mathfrak{p} \) stable under the group \( K_{G,S} \cdot \text{I}_{\mathfrak{p}v} \cdot G(\mathbb{Z}^{S\cup\{p\}}) \).
- An integer \( c \) coprime to \( 6pS \).

We suppose that \( \Pi \) is ordinary above \( p \), and we let \( \alpha_p = \prod_{\mathfrak{p} \mid p} \alpha_p \) where \( \alpha_p \) is as in Definition 12.1.4. Then the generalised \( \mathcal{U}_\mathfrak{p} \)-eigenspace of \( (\pi_\mathfrak{p})^{\text{I}_{\mathfrak{p}v}} \) with eigenvalue \( \alpha_p \) is 1-dimensional, where \( \mathcal{U}_\mathfrak{p} \) denotes the double-coset operator \( [\text{I}_{\mathfrak{p}v} \tau \text{I}_{\mathfrak{p}v}] \) acting on the \( \text{I}_{\mathfrak{p}v} \)-invariants (this is easily checked from the explicit formulae for Whittaker functions in \[\mathfrak{p}\]) compare [LSZ17, §3.5.5] in the \( \text{GSp}_4 \) case). We shall choose \( v \) to lie in this eigenspace. Then the projection map \( \text{pr}_{\Pi,v} \) factors through the \( \mathcal{U}_\mathfrak{p} \) of Section 10.2.

**Theorem 12.3.1** (Theorem B). There exists a lattice \( T_\mathfrak{p}(\Pi)^* \subset V_\mathfrak{p}(\Pi)^* \), and a collection of classes

\[
c_\mathfrak{m}^\Pi \in H^1_{\text{Iw}}(E|\mathfrak{m}^{c\mathfrak{p}}], T_\mathfrak{p}(\Pi)^*)
\]

for all \( \mathfrak{m} \in \mathcal{R} \) coprime to \( pc \), with the following properties:
(i) For $m | n$ we have

$$\text{norm}_m^n (e^\Pi_n) = \left( \prod_{w | m} P_w(\Pi, \sigma_w^{-1}) \right) e^\Pi_m.$$  

(ii) For any Grössencharacter $\eta$ of conductor dividing $mp^{\infty}$ and infinity-type $(s, r)$ [sic], with $0 \leq r \leq a$ and $0 \leq s \leq b$, the image of $e^\Pi_n$ in $H^1(E[mp^{\infty}], V^\Pi_n) \otimes \eta^{-1}$ is the étale realisation of a motivic cohomology class.

(iii) For all $p | \mathfrak{p}$, the projection of $\text{loc}_\mathfrak{p}(e^\Pi_n)$ to the group $H^1_{\text{et}}(E \otimes \mathbb{F}_p E[mp^{\infty}], V^\Pi_n) / \mathcal{F}_p^1$ is zero.

Proof. The choice of $\delta_S$, $K_{G,S}$, and $c$ determines a collection of Iwasawa cohomology classes $\varepsilon_\mathfrak{p}^{[a,b]}$, for all $m \in \mathcal{R}$ coprime to $pc$, taking values in the $e_\mathfrak{p}$-ordinary part of $H^2_{\text{et}}(Y_{1}, \overline{\mathbb{Q}}, \mathcal{O}^{a,b}_{E_p}(2))$. Moreover, these classes all land in a lattice independent of $m$.

The modular parametrisation map $\text{pr}_{\Pi,v}$ sends this lattice in $H^2_{\text{et}}(Y_{1}, \overline{\mathbb{Q}}, \mathcal{O}^{a,b}_{E_p}(2))$ to a lattice in $V^\Pi_n$, and we take $T^\Pi_{\mathfrak{p}}(\Pi)$ to be this lattice. Then we may define

$$e^\Pi_n = \text{pr}_{\Pi,v} \left( \varepsilon_\mathfrak{p}^{[a,b]} \right) \in H^1_{\text{et}}(E[mp^{\infty}], T^\Pi_{\mathfrak{p}}(\Pi)).$$

We now prove the properties (i)-(iii). Property (i) follows from the tame norm relation Eq. (9.4.a), but the argument is a little delicate. Since $\varepsilon \in \pi_\mathfrak{p}$ is unramified outside $S \cup \{ \mathfrak{p} \}$, the homomorphism $\text{pr}_{\Pi,v}$ factors through the eigenspace where the Hecke-algebra-valued polynomial $P^\Pi_n(X)$ acts as $P(X, X)$ for all $w | pS$. So (9.4.a) shows that the Iwasawa cohomology class

$$\eta = \text{norm}_m^n (e^\Pi_n) - \left( \prod_{w | m} P_w(\Pi, \sigma_w^{-1}) \right) e^\Pi_m$$

projects to zero in the cohomology of $V^\Pi_n$ at each finite level in the tower $E[mp^{\infty}]$. Hence its image in the cohomology of the integral lattice $T^\Pi_{\mathfrak{p}}(\Pi)$ lies in the torsion submodule. Since we are assuming $V^\Pi_n$ to be irreducible, we have $H^0(E[mp^{\infty}], V^\Pi_n) = 0$, and hence $H^0(E[mp^{\infty}], T^\Pi_{\mathfrak{p}}(\Pi) \otimes \mathbb{Q}_p / \mathbb{Z}_p)$ is a finite group. So the exponent of this finite group annihilates the torsion submodule of $H^1(E[mp^t], T^\Pi_{\mathfrak{p}}(\Pi))$ for all $t$, and passing to the inverse limit, we deduce that $\eta$ is annihilated by a finite power of $\mathfrak{p}$. Since the Iwasawa cohomology of an infinite $p$-adic Lie extension is $p$-torsion-free, we must have $\eta = 0$, which proves part (i) of the theorem.

The remaining properties are somewhat simpler. For property (ii), we use the compatibility with moment maps (Corollary 11.3.1), and we note that for any $\eta$ of $\infty$-type $(s, r)$ and conductor dividing $mp^t$, the twist $V^\Pi_n(\Pi) \otimes \eta^{-1}$ can be realised as a direct summand of $\text{Ind}_{\mathcal{E}[mp^t]}^{E} \left( H^2_{\text{et}}(Y_{1}, \overline{\mathbb{Q}}, \mathcal{O}^{a,b}_{E_p}(2)) \right)$, exactly as in the case of Heegner points described in §3.4 of [LLZ21]. (The switch in ordering of $r$ and $s$ arises because the character $\mu : G \to \text{Res}_{E/Q} \text{GL}_1$ corresponds to $\mu_1$, not $\mu_3$, in our parametrisation of algebraic weights.)

Finally, the local Selmer condition (iii) at the primes above $p$ follows from part (ii), since any class in the image of motivic cohomology must lie in the Bloch–Kato $H^1_\mathfrak{p}$ subspace at primes above $p$; and this subspace projects to 0 in the cohomology of the quotient (compare [LSZ17] Proposition 11.2.2).

12.4. Conclusion remarks.

Remark 12.4.1. The Euler system of Theorem B depends on choices of local data at the primes in $S$: the vector $v \in \pi_\mathfrak{p}$ defining the modular parametrisation, and the element $\delta_S \in \mathcal{I}(G_S / K_{G,S}, \mathbb{Z})$. It should be possible to check that the Euler systems obtained for different choices of these data are proportional to each other, with the proportionality factor being essentially the local zeta integral of Section 11 compare [LZ20b] §6.6).

Remark 12.4.2. For part (ii) of Theorem B, we are identifying $\eta$ with a Galois character via the Artin map. Thus $\eta^{-1}$ has Hodge–Tate weights $(-s, -r)$; so the range of $\infty$-types considered in (ii) is precisely the range for which $V^\Pi_n(\Pi) \otimes \eta^{-1}$ has one Hodge–Tate weight $\leq 0$ and two Hodge–Tate weights $\geq 1$ at each of the embeddings $E \to F_{\mathfrak{p}}$. In particular, $V^\Pi_n(\Pi) \otimes \eta^{-1}$ is “1-critical” in the sense of [LZ20b] §6, and satisfies the “rank 1 Panchishkin condition” of [op.cit., Definition 7.2], with the subspaces $\mathcal{F}_\mathfrak{p}$ being the Panchishkin submodules. So the above theorem is consistent with the general conjectures formulated in [op.cit..]
It is interesting to note that $V_p(2) \otimes \eta^{-1}$ is also 1-critical if $a + 1 \leq r \leq a + b + 1$ and $s \leq -1$ (or symmetrically if $r \leq -1$ and $b + 1 \leq s \leq a + b + 1$). We do not know how to construct interesting motivic cohomology classes for twists in this range.

\begin{remark}
If we assume in addition that $p$ is split in $E$, then we can use the 2-variable Perrin-Riou logarithm map constructed in [LZ14] to define two “motivic $p$-adic $L$-functions” associated to $\pi$, as measures on the group $\text{Gal}(E[p^\infty]/E)$ (which is isomorphic to the product of $\mathbb{Z}_p^n$ and a finite group). More precisely, we have one of these for each prime $p_i$ above $p$, interpolating the images of twists of $\text{loc}_p$, $(c_i f_i)$ under the Bloch–Kato logarithm and dual-exponential maps. Forthcoming works by members of our research groups will explore the relation between these “motivic” $p$-adic $L$-functions and two other kinds of $p$-adic $L$-function attached to $\pi$: “analytic” $p$-adic $L$-functions interpolating critical values of complex $L$-functions, and “algebraic” $p$-adic $L$-functions defined as characteristic ideals of appropriate Selmer groups. We hope that it will be possible to formulate an Iwasawa main conjecture in this setting, and prove one divisibility towards this conjecture, by methods similar to those of [LZ20b].

The case of inert $p$ is more mysterious; in this case, $E[p^\infty]$ is a height 2 Lubin–Tate extension at the primes above $p$, and our understanding of local Iwasawa theory for such representations seems insufficient to construct motivic $p$-adic $L$-functions as measures on $\text{Gal}(E[p^\infty]/E)$. However, it may be possible to construct “signed” motivic $p$-adic $L$-functions as measures on the cyclotomic Galois group $\text{Gal}(E(\mu_{p^n})/E)$, using the methods of [Roc19] applied to the induction of $\pi \otimes \eta$ to $\text{GL}_6/E$.

\end{remark}

Appendix A. Cyclicity of Hecke modules

In this section we sketch an explicit proof of the cyclicity theorem 4.2.1; our argument is inspired by the proofs of the uniqueness of Whittaker and Shintani functions in the papers [MS96, KMS03] of Murase, Sugano, and Kato.

A.1. Hecke algebras and the cyclicity theorem. Let $\ell \nmid 2D$ be a prime. Let $K = G(\mathbb{Q}_\ell)$ and $U = H(\mathbb{Q}_\ell)$.

These are hyperspecial maximal compacts of $G(\mathbb{Q}_\ell)$ and $H(\mathbb{Q}_\ell)$, respectively. There are associated spherical Hecke algebras:

$\mathcal{H}_G^0 = C_c(K \backslash G(\mathbb{Q}_\ell)/K)$, $\mathcal{H}_H^0 = C_c(U \backslash H(\mathbb{Q}_\ell)/U)$.

The multiplication on these is, of course, just convolution with respect to fixed Haar measures $dg$ and $dh$ on $G(\mathbb{Q}_\ell)$ and $H(\mathbb{Q}_\ell)$, respectively (we can fix the choices by requiring that $K$ and $U$ both have volume 1 under the corresponding measures, but that is not needed below). Both $\mathcal{H}_G^0$ and $\mathcal{H}_H^0$ are commutative rings.

We also consider the space

$\mathcal{H} = C_c(U \backslash G(\mathbb{Q}_\ell)/K)$

of smooth, compactly supported functions $f : G(\mathbb{Q}_\ell) \to \mathbb{C}$ that are left $U$-invariant and right $K$-variant. We endow $\mathcal{H}$ with the structure of a left $\mathcal{H}_H^0 \otimes \mathcal{H}_G^0$-module as follows: for $\chi \otimes \xi \in \mathcal{H}_H^0 \otimes \mathcal{H}_G^0$ and $f \in \mathcal{H}$,

$$(\chi \otimes \xi) \ast f(x) = \int_{H(\mathbb{Q}_\ell)} \int_{G(\mathbb{Q}_\ell)} \chi(h) f(h x g^{-1}) \xi(g) dh dg.$$

The main result of this appendix is:

\textbf{Theorem A.1.1.} As an $\mathcal{H}_H^0 \otimes \mathcal{H}_G^0$-module, $\mathcal{H}$ is cyclic and generated by the characteristic function $f_0 = \text{ch}(K)$.

There are two cases to consider: $\ell$ split in $E$ and $\ell$ inert in $E$. We give details for each case. Our proofs are disappointingly explicit.

A.2. The split case. Suppose that $\ell$ splits in $E$: $\ell = w \bar{w}$. Recall that there is a natural isomorphism $G(\mathbb{Q}_\ell) \cong \text{GL}_3(\mathbb{Q}_\ell) \times Q^\times_\ell$ under which $K$ is identified with $\text{GL}_3(\mathbb{Z}_\ell) \times \mathbb{Z}_\ell^\times$. Similarly, $H(\mathbb{Q}_\ell)$ is identified with $\text{GL}_2(\mathbb{Q}_\ell) \times Q^\times_\ell$ and $U$ with $H(\mathbb{Z}_\ell) \times \mathbb{Z}_\ell^\times$. Hereon we will conflate the algebraic groups $H$ and $G$ with their $\mathbb{Q}_\ell$-points. We let $G_0 = \text{GL}_3(\mathbb{Q}_\ell)$ and $K_0 = \text{GL}_3(\mathbb{Z}_\ell)$.

Under the above identifications, the inclusion of $H$ into $G$ becomes

$$H = \text{GL}_2(\mathbb{Q}_\ell) \times Q^\times_\ell \hookrightarrow \text{GL}_3(\mathbb{Q}_\ell) \times Q^\times_\ell = G$$

\[\begin{pmatrix} a & b \\ c & d \end{pmatrix}, x \mapsto \begin{pmatrix} a & 0 & b \\ 0 & x & 0 \\ c & 0 & d \end{pmatrix}, ad - bc).\]
Furthermore, these identifications induce ring isomorphisms \( \mathcal{H}_G^0 = \mathcal{H}_{G_0}^0 \otimes \mathcal{H}_{GL_1}^0 \) and \( \mathcal{H}_H^0 = \mathcal{H}_{G_0}^0 \otimes \mathcal{H}_{GL_1}^0 \) as well as a compatible isomorphism \( \mathcal{H} = \mathcal{H}' \otimes \mathcal{H}_{G_0}^0 \) with \( \mathcal{H}' = C_\ast(U \setminus G_0/K_0) \).

A.2.1. A simple reduction. Consider \( H = GL_2(Q_\ell) \times Q_\ell^\times \) as a subgroup of \( G_0 \) via projection to the first factor in the embedding (A.2.a). Under this embedding we can view \( \mathcal{H}' \) as an \( \mathcal{H}_H^0 \otimes \mathcal{H}_{G_0}^0 \)-module. To avoid ambiguities, we write \( \ast \) for the convolution action of \( \mathcal{H}_H^0 \otimes \mathcal{H}_{G_0}^0 \) on \( \mathcal{H}' \).

**Lemma A.2.1.** If \( \mathcal{H}' \) is a cyclic \( \mathcal{H}_H^0 \otimes \mathcal{H}_{G_0}^0 \)-module generated by \( ch(K_0) \), then Theorem 4.2.1 is true.

**Proof.** Let \( f = f_1 \otimes f_2 \in \mathcal{H}' \otimes \mathcal{H}_{GL_1}^0 \). Suppose there exist elements \( t_i = (a_i, x_i) \in GL_2(Q_\ell) \times Q_\ell^\times \) and \( t'_i \in G_0, i = 1, \ldots, r \), such that

\[
 f_1 = \sum_i \left( ch(U t_i U) \otimes ch(K_0 t'_i K_0) \right) \ast ch(K_0).
\]

Let \( \chi = \sum_i ch(U t_i U) \otimes (ch(K_0 t'_i K_0) \otimes f_2(det(a_i))^{-1}(\cdot)) \in \mathcal{H}_H^0 \otimes \mathcal{H}_{G_0}^0 \). Then it easily follows that \( \chi \ast ch(K_0) = f_1 \otimes f_2 \).

So it suffices to prove the cyclicity hypothesis of this lemma. The rest of the proof of Theorem 4.2.1 in the split case will therefore focus on proving:

**Proposition A.2.2.** \( \mathcal{H}' \) is a cyclic \( \mathcal{H}_H^0 \otimes \mathcal{H}_{G_0}^0 \)-module generated by \( ch(K_0) \).

For the proof of this proposition it is more convenient to adjust the embedding of \( H \) into \( G_0 \). Conjugating by an element of \( K_0 \) we may view \( H \) more naturally as a block diagonal subgroup of \( G_0 \) via the embedding that maps \((A, x) \in GL_2(Q_\ell) \times Q_\ell^\times = H \) to \( diag(A, x) \in GL_3(Q_\ell) = G_0 \).

Our proof of Proposition A.2.2 begins with two key lemmas.

A.2.2. First key lemma. For \( m = (m_1, m_2, m_3) \in \mathbb{Z}^3 \), let \( t(m) = \text{diag}(\ell^{m_1} 1, \ell^{m_2} \ell^{-1}, \ell^{m_3}) \in G_0 \). Let

\[
 \Lambda = \{(\mu, \lambda) \in \mathbb{Z}^3 : 0 \leq \mu_1 \leq \mu_2, 0 \leq \lambda_1 \leq \lambda_2 \leq 3 \}.
\]

Let

\[
 n_0 = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}.
\]

**Lemma A.2.3.** \( G_0 = \cup_{(\mu, \lambda) \in \Lambda} \text{U}(\mu)n_0t(\lambda)K_0 \).

**Remark A.2.4.** This decomposition is a disjoint union, but we do not prove this as it is not needed here.

**Proof.** This essentially comes from [MS96].

The group \( H \) is identified with the Levi subgroup of a standard parabolic \( P \) of \( G_0 = GL_3(Q_\ell) \) (corresponding to the partition \( 3 = 2 + 1 \)). Write \( P = HN \) with \( N = \{ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \} \) the unipotent radical. By Iwasawa decomposition, \( G_0 = PK_0 = HNK_0 \). As \( H = \cup_{m \in \mathbb{Z}^3, m_1 \geq m_2} \text{U}(m)U \) and \( U \) normalizes \( N \), we have

\[
 G_0 = \cup_{m \in \mathbb{Z}^3, m_1 \geq m_2} \text{U}(m)NK.
\]

In particular, every double coset \( UgK \subset G_0 \) is represented by some element of the form

\[
 t(m) \begin{pmatrix} 1 & 0 & \ell^{-n_2} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad n_1, n_2 \geq 0, \quad m_1 \geq m - 2.
\]

We consider such a double coset and representative.

Suppose \( n_2 > n_1 \). Then

\[
 \begin{pmatrix} \ell^{m_1} & 0 & 0 \\ 0 & \ell^{m_2} & 0 \\ 0 & 0 & \ell^{m_3} \end{pmatrix} \begin{pmatrix} 1 & 0 & \ell^{-n_2} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} \ell^{m_1-m_2} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \ell^{m_2} & 0 & 0 \\ 0 & \ell^{m_3} & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & \ell^{-n_1} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

also belongs to the same double coset. In particular, we can always choose the representative with \( n_1 \geq n_2 \).

Suppose \( m_1 - n_1 < m_2 - n_2 \), put \( n'_2 = n_1 - m_1 + m_2 \) (so \( n_2 < n'_2 \leq n_1 \)). Then

\[
 \begin{pmatrix} \ell^{m_1} & 0 & 0 \\ 0 & \ell^{m_2} & 0 \\ 0 & 0 & \ell^{m_3} \end{pmatrix} \begin{pmatrix} 1 & 0 & \ell^{-n_2} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} \ell^{m_1} & 0 & 0 \\ 0 & \ell^{m_2} & 0 \\ 0 & 0 & \ell^{m_3} \end{pmatrix} \begin{pmatrix} 1 & 0 & \ell^{-n_1} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} -\ell^{m_1-n_2} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

also represents the double coset. So we may choose the representative such that \( m_1 - n_1 \geq m_2 - n_2 \).
For such a representative with $n_1 \geq n_2$ and $m_1 - n_1 \geq m_2 - n_2$ we have
\[
\begin{pmatrix}
\ell^{n_1} & 0 & 0 \\
0 & \ell^{n_2} & 0 \\
0 & 0 & \ell^{n_3}
\end{pmatrix}
\begin{pmatrix}
1 & 0 & \ell^{-n_1} + \ell^{-n_2} \\
0 & 1 & \ell^{-n_2} \\
0 & 0 & 1
\end{pmatrix}
= t((m_1 - n_1, m_2 - n_2, m_3)n_0 t(n_1, n_2, 0)
\]
with $\mu = (m_1 - n_1, m_2 - n_2, m_3)$ and $\lambda = (n_1, n_2, 0)$ such that $(\mu, \lambda) \in \Lambda$. \(\square\)

### A.2.3. Second key lemma

The second key lemma is about the support of certain Hecke operators.

**Lemma A.2.5.** Let $(\mu, \lambda), (\mu', \lambda') \in \Lambda$ with $(\mu, \lambda) \neq (\mu', \lambda')$. Suppose
\[
Ut(\mu)^{-1}Kt(\lambda)^{-1}K \cap Ut(\mu')^{-1}n_0^{-1}t(\lambda')^{-1}K \neq \emptyset.
\]
Then $\lambda'_1 \leq \lambda_1$, and if $\lambda'_1 = \lambda_1$ then $(\mu'_1 - \mu'_2) + (\lambda'_1 - \lambda'_2) \leq (\mu_1 - \mu_2) + (\lambda_1 - \lambda_2)$, with equality holding only if $(\mu'_1 - \mu'_2) < (\mu_1 - \mu_2)$.

**Proof.** Our proof is inspired by the proof of [KMS03]. We proceed by considering the $\ell$-adic valuations of values of various weight functions in $\mathbb{Z}[GL_3(\mathbb{Q})]$.

Let $I, J \subset \{1, 2, 3\}$ be two sets of the same cardinality. Define
\[
\Delta_{I,J}(g) = \det((g_{i,j})_{i \in I, j \in J}),
\]
and
\[
f_{i,j}(g) = \prod_{r=1}^m (g_{i,j_r}). \quad I = \{i_1, ..., i_m\}, J = \{j_1, ..., j_m\}, i_1 < i_2 < ... < i_m, j_1 < ... < j_m.
\]
Then it is easy to see that
\[
(A.2.b) \quad \Delta_{I,J}(xyz) = \sum_{I', J'} f_{I', J'}(x)\Delta_{I', J'}(y) f_{I', J'}(z).
\]

The idea is to chose a suitable $I, J$ and evaluate $\Delta = \Delta_{I,J}$ on $t(\mu')^{-1}t(\lambda')^{-1}$. For the chosen $I, J$, the $\ell$-adic valuation of $\Delta(t(\mu')^{-1}t(\lambda')^{-1})$ can be easily expressed in terms of $(\mu', \lambda')$. On the other hand, by hypothesis
\[
(A.2.c) \quad t(\mu')^{-1}t(\lambda')^{-1} = ut(\mu)^{-1}k_1 t(\lambda)^{-1}k_2,
\]
for some $u \in U$ and $k_1, k_2 \in K$. We use (A.2.b) with $x = u$, $y = t(\mu)^{-1}k_1 t(\lambda)^{-1}$, and $z = k_2$ to obtain a lower bound on the $\ell$-adic valuation in terms of $(\mu, \lambda)$. This yields various inequalities that must be satisfied by $(\mu, \lambda)$ and $(\mu', \lambda')$, from which we deduce the lemma.

We apply this first with $I = J = \{1\}$. Then
\[
\ord\Delta(\Delta(t(\mu')^{-1}t(\lambda')^{-1})) = -\lambda'_1 + \lambda_1).
\]
On the other hand, using (A.2.b) and (A.2.c), $\Delta(t(\mu')^{-1}t(\lambda')^{-1})$ can be expressed as a sum of terms of the form $f_{I', J'}(u)\Delta_{I', J'}(t(\mu)^{-1}k_1 t(\lambda)^{-1})f_{I', J'}(k_2)$. Let $I' = \{i'\}$ and $J' = \{j'\}$. The $\ell$-adic valuation of such a term is at least $-\lambda'_i + \lambda_j'$. As $u \in U$ and $I = 1$, $f_{I', J'}(u) \neq 0$ only if $i' \in \{1, 2\}$. It follows that
\[
\ord\Delta(\Delta(t(\mu')^{-1}t(\lambda')^{-1})) \geq \min_{1 \leq i' \leq 2, 1 \leq j' \leq 3} \{-(\mu_{i'} + \lambda'_{j'})\} = -\lambda_1.
\]
Hence,
\[
(A.2.d) \quad \mu'_1 + \lambda'_1 \leq \mu_1 + \lambda_1.
\]
Taking $I = \{3\}$ and $J = \{1\}$, a similar analysis yields
\[
(A.2.e) \quad \mu'_2 + \lambda'_1 \leq \mu_3 + \lambda_1.
\]
Taking $I = J = \{1, 2\}$ yields
\[
(A.2.f) \quad \mu'_1 + \mu'_2 + \lambda'_1 + \lambda'_2 \leq \mu_1 + \mu_2 + \lambda_1 + \lambda_2.
\]
Taking $I = \{1, 3\}$ and $J = \{1, 2\}$ yields
\[
(A.2.g) \quad \mu'_1 + \mu'_3 + \lambda'_1 + \lambda'_2 \leq \mu_1 + \mu_3 + \lambda_1 + \lambda_2.
\]
And taking $I = J = \{1, 2, 3\}$ (that is, comparing determinants) yields
\[
(A.2.h) \quad \mu'_1 + \mu'_2 + \mu'_3 + \lambda'_1 + \lambda'_2 = \mu_1 + \mu_2 + \mu_3 + \lambda_1 + \lambda_2.
\]
Comparing (A.2.i) and (A.2.h) shows that
\[ \mu_3' \geq \mu_3. \]

And comparing this with (A.2.g) yields
\[ \lambda_1' \leq \lambda_1 \text{ and that } \lambda_1' = \lambda_1 \implies \mu_3' = \mu_3. \]

Suppose \( \lambda_1' = \lambda_1 \). Then \( \mu_3' = \mu_3 \) by (A.2.i). Combining this with (A.2.d) and (A.2.h) yields
\[ (\mu_1' - \mu_2') + (\lambda_1' - \lambda_2') \leq (\mu_1 - \mu_2) + (\lambda_1 - \lambda_2), \]
with equality iff \( \mu_1' = \mu_1 \).

Supposing further that \( (\mu_1' - \mu_2') + (\lambda_1' - \lambda_2') \leq (\mu_1 - \mu_2) + (\lambda_1 - \lambda_2) \), so \( \mu_1' = \mu_1 \) by (A.2.k). It then follows from (A.2.g) that
\[ \lambda_2' \leq \lambda_2, \]
while it then follows from (A.2.h) that \( \mu_3' - \mu_2 = \lambda_2 - \lambda_2' - \lambda_2' \). In particular, if \( \lambda_2' = \lambda_2 \), then \( \mu_2 = \mu_2' \) and so \( (\mu', \lambda') = (\mu, \lambda) \). So it must be that \( \lambda_2' < \lambda_2 \) and hence that \( \mu_2 > \mu_2' \). The last equality then implies that \( \mu_1' - \mu_2' = \mu_1 - \mu_2 < \mu_1 - \mu_2 \). This completes the proof of the lemma.

A.2.4. Proof of Proposition A.2.3 Let \( H'' = (H''_\mathcal{H} \otimes H''_{G_0}) \ast \text{ch}(K_0) \). Let \( n_1 = ^tn_0^{-1} \). By Lemma A.2.3 \( G_0 = \cup_{(\mu, \lambda) \in \Lambda} U(t(\mu)^{-1}n_1t(\lambda)^{-1}K_0} \). So it suffices to show that for each \( (\mu, \lambda) \in \Lambda \),
\[ \text{ch}(U(t(\mu)^{-1}n_1t(\lambda)^{-1}K_0 \in H'' \).

Let \( (\mu, \lambda) \in \Lambda \). We define \( \bar{\mu} = (\mu_1 - \mu_2) \) and \( \bar{\lambda} = (\lambda_1 - \lambda_2) \). Our proof is by induction on the set \( S \) of ordered triples \( s(\mu, \lambda) = (\lambda_1, \bar{\mu} + \bar{\lambda}, \bar{\mu}) \) of non-negative integers. The set \( S \) is well-ordered under the lexicographic ordering.

The base case of the induction is the inclusion (A.2.1) for all \( (\mu, \lambda) \) with \( s(\mu, \lambda) = (0, 0, 0) \). For such a \( (\mu, \lambda), \lambda = (0, 0, 0) \) and so
\[ \text{ch}(U(t(\mu)^{-1}n_1t(\lambda)^{-1}K_0 = \text{ch}(U(\mu)^{-1}K_0) = \text{ch}(U(\mu)U) \ast \text{ch}(K_0) \in H''. \]

This proves the base case of the induction.

Suppose \( (\mu, \lambda) \in \Lambda \). Let \( \chi = \text{ch}(U(t(\mu)U) \in H''_\mathcal{H} \) and \( \xi = \text{ch}(K_0t(\lambda)^{-1}K_0) \in H''_{G_0} \). The support of \( \chi \ast \xi = (\chi \otimes \xi) \ast \text{ch}(K_0) \in H'' \) is exactly \( U(t(\mu)^{-1}K_0t(\lambda)^{-1}K_0 \). Let \( \Lambda(\mu, \lambda) \subset \Lambda \) be the set of \( (\mu', \lambda') \) such that
\[ U(t(\mu)^{-1}K_0t(\lambda)^{-1}K_0 \cap U(t(\mu')^{-1}n_1t(\lambda')^{-1}K_0 \not= 0. \]

It follows from Lemma A.2.3 that \( \chi \ast \xi \) can be expressed as a sum over the \( (\mu', \lambda') \in \Lambda(\mu, \lambda) \) of scalar multiples of the functions \( \text{ch}(U(t(\mu')^{-1}n_1t(\lambda')^{-1}K_0) \). So to show that the particular class \( \text{ch}(U(t(\mu)^{-1}n_1t(\lambda)^{-1}K_0 \) is in \( H'' \), it suffices to show that \( \text{ch}(U(t(\mu)^{-1}n_1t(\lambda)^{-1}K_0 \in H'' \) for all \( (\mu', \lambda') \in \Lambda(\mu, \lambda) \) with \( (\mu', \lambda') \not= (\mu, \lambda) \). But for such a \( (\lambda', \mu') \), Lemma A.2.5 implies that
\[ s(\mu', \lambda') = (\lambda_1', \bar{\mu}' + \bar{\lambda}', \bar{\mu}') < (\lambda_1, \bar{\mu} + \bar{\lambda}, \bar{\mu}) = s(\mu, \lambda) \]
in the lexicographic ordering. The induction step follows easily.

A.3. The inert case. Suppose that \( \ell \) is inert in \( E \). Our proof of Theorem A.1.1 in this case follows the same lines as in the split case and is even slightly simpler. As in the split case, we begin by proving two key lemmas, the analogs of Lemmas A.2.3 and A.2.5.

A.3.1. First key lemma. For \( m = (m_1, m_2) \in \mathbb{Z}^2 \) we let \( t(m) = \text{diag}(\ell^{m_1}, \ell^{m_2}, \ell^{2m_2-m_1}) \in T \). We let
\[ \Lambda = \{ (\mu, \lambda) \in \mathbb{Z}^2 \times \mathbb{Z}^2 \) : \mu_1 \geq \mu_2, \lambda_1 \geq 0 = \lambda_2 \}.

Using the parametrisation of \( N_G(\mathbb{Q}_e) \) as \( \{ n(x, y) : x \in O \otimes \mathbb{Z}, y \in \mathbb{Z}_\ell \} \) given in Lemma 2.2.2 for \( s \in \mathbb{Z} \) we set
\[ n_s = n(\ell^s, 0) \in N_G(\mathbb{Q}_e). \]

Lemma A.3.1. \( G = \cup_{(\mu, \lambda) \in \Lambda} U(t(\mu)n_s)t(\lambda)K \).
Proof. Let $N_0 = N_G(Z_t)$, and for $r \geq 1$ let $N_r$ be the kernel of reduction mod $\ell^r$ on $N_G(Z_t)$. Let

$$w = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ -1 & 0 & 0 \end{pmatrix}.$$ 

This represents the longest element (in this case, the non-trivial) Weyl element. Let $\bar{N}_r = wN_rw^{-1}$. Let $T_0 = T(Z_t)$. Then the Iwahori subgroup (with respect to the upper-triangular Borel $B$) is just the group $K_B = T_0N_0\tilde{N}_1 = T_0\tilde{N}_1N_0$, and the Iwahori decomposition of $K$ is just

$$K = K_B \sqcup K_BwN_0 = T_0\tilde{N}_1N_0 \sqcup T_0N_0wN_0.$$ 

From this we deduce that

(A.3.a) \[ K = Kw = T_0wN_1\tilde{N}_0 \sqcup T_0N_0\tilde{N}_0. \]

Let $T^+ = \{t(m) : m \in \mathbb{Z}^2, m_1 \geq m_2\}$. By Iwasawa decomposition, $G = KT^+K$, so by (A.3.a)

$$G = T_0wN_1\tilde{N}_0T^+K \sqcup T_0N_0\tilde{N}_0T^+K.$$ 

As $\bar{n}T^+K = T^+K$ and $T_0, T_0w \subset U$, it follows that

(A.3.b) \[ G = UN_0T^+K. \]

The elements $n(x, 0)$, for $x \in \mathcal{O} \otimes \mathbb{Z}_t$, give coset representatives for $(U \cap N_0)\setminus N_0$. Since may rescale $x$ by elements of $(\mathcal{O} \otimes \mathbb{Z}_t)^\times$ using the commutation relation in Lemma 2.2.2, it follows from (A.3.b) that every double coset $UgK$ has a representative of the form $n_0t(m)$ with $s \geq 0$ and $m_1 \geq m_2$. As $n_0t(m) = t(m)n_s$, $s = \min\{0, s - m_1 + m_2\}$ also represents the double coset. But $t(m)n_s = t(\mu)n_0t(\lambda)$, $\mu = (m_1 + s', m_2)$, $\lambda = (s', 0)$. That $(\mu, \lambda) \in \Lambda$ follows from $s \geq 0$ and the definition of $s'$.

A.3.2. Second key lemma.

Lemma A.3.2. Let $(\mu, \lambda), (\mu', \lambda') \in \Lambda$ with $(\mu, \lambda) \neq (\mu', \lambda')$. Suppose

$$(Ut(\mu)^{-1}Kt(\lambda)^{-1}K) \cap (Ut(\mu')^{-1}t(\lambda')^{-1}K) \neq \emptyset.$$ 

Then $\lambda'_1 \leq \lambda_1$, and if $\lambda'_1 = \lambda_1$ then $\mu'_1 - \mu'_2 < \mu_1 - \mu_2$.

Proof. The proof is much the same as before, exploiting the functions $\Delta_{I,J}$. Taking $I = J = \{1\}$ yields

(A.3c) \[ \mu'_1 + \lambda'_1 \leq \mu_1 + \lambda_1. \]

Taking $I = 2, J = \{1\}$ yields

(A.3d) \[ \mu'_2 + \lambda'_1 \leq \mu_2 + \lambda_1. \]

Comparing similitude factors gives

(A.3e) \[ \mu'_2 = \mu_2. \]

From (A.3d) and (A.3e) we conclude that

(A.3f) \[ \lambda'_1 \leq \lambda_1. \]

If $\lambda'_1 = \lambda_1$, then (A.3c) implies that $\mu'_1 \leq \mu_1$, from which it follows that $\mu'_1 - \mu'_2 = \mu'_1 - \mu_2 \leq \mu_1 - \mu_2$ with equality only if $\mu'_1 = \mu_1$ (in which case $(\mu', \lambda') = (\mu, \lambda)$). \hfill \Box

A.4. Proof of Theorem A.1.1. The theorem follows easily from induction on the ordered pairs $(\lambda_1, \mu_1 - \mu_2)$ of non-negative integers, in exact analogy with the proof of Proposition A.2.2.
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