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Comparative analysis of different variants of the Uzawa algorithm in problems of the theory of elasticity for incompressible materials
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Introduction

One widespread method for the solution of elasticity problems is the finite-element method. The application of this method results in a system of linear algebraic equations (SLAE) with a sparse matrix [1–3]. This system includes a large number of equations. This number depends essentially on the dimension of the problem and the fineness of the finite-element mesh. As a rule, the use of a finer mesh results in more accurate solutions. It is important to choose a method that permits one to solve systems of maximum size under limited computational resources. Different types of problems result in matrices of different structures, and different methods are effective for these matrices. A customized approach is necessary for specific problems in order to solve SLAE effectively.

Matrices can be symmetric (for problems of linear elasticity) or nonsymmetric (for nonlinear problems that are linearized using the Newton technique). If elasticity problems are solved in regions with a complicated geometry, the portrait of a matrix can be irregular (a portrait is the set of pairs of indices corresponding to nonzero elements), and the condition number of a matrix can be very large (a larger condition number involves a slower convergence of iterative methods).

Direct methods permit one to determine the exact solution of a system by a finite number of arithmetic operations for the case in which all the arithmetic operations are performed exactly. However, the application of direct methods to large-scale systems involves a very large expense of computer memory for the storage of the matrices that arise at the intermediate stages of the computations, even in the case in which the original matrix is very sparse. If these matrices cannot be stored in the random access memory of a computer, the application of direct methods is practically impossible.

One of the most powerful tools for solving large and sparse systems of linear algebraic equations is a class of iterative methods called Krylov subspace methods [4–8]. These methods are based on the minimization of the norm of the residuals. The conjugate gradient method is effective for systems with symmetric matrices. The biconjugate gradient method and the Generalized Minimal Residual method are used for the nonsymmetric case. The well-known modifications of these methods, the Biconjugate Gradient Stabilized method and the Flexible Generalized Minimal Residual method, permit one to use preconditioners [5].

However, these methods are almost unusable for some classes of problems. For the problems of these classes, these methods usually do not converge or converge very slowly. The potential cause of this effect is that the eigenvalues of the matrix of the system have different signs. Consider now one of these classes.

Consider SLAE arising from the finite-element solution of 3D elasticity problems for bodies made of incompressible materials. In particular, these problems may be formulated on the foundation of the theory of superimposed finite strains [9,10]. These include problems of the stress concentration near holes or inclusions that originate in prestressed bodies [11,12].

These SLAEs have the following form:

\[
\begin{pmatrix}
A & B^T \\
B & 0
\end{pmatrix}
\begin{pmatrix}
u \\
p
\end{pmatrix} =
\begin{pmatrix}
f \\
0
\end{pmatrix}.
\]

Here \(A\) is a symmetric, positive definite matrix, and \(B\) is a rectangular matrix. These systems can be written in the usual form \(Mx = \mathbf{f}\), where

\[
M = \begin{pmatrix}
A & B^T \\
B & 0
\end{pmatrix}, \quad x = \begin{pmatrix}
u \\
p
\end{pmatrix}, \quad R = \begin{pmatrix}
f \\
0
\end{pmatrix}.
\]

The matrices of such systems (systems with saddle points) have eigenvalues of different signs. The direct use of the iterative methods listed above is not effective for such systems. One can solve this problem using modified iterative methods for solving SLAE, in particular, relaxation methods [5,6,13].

Note that systems with saddle points arise from the numerical solution of dynamical problems of incompressible viscous liquids [14–16].

Methodology

The Uzawa method is intended for the solution of SLAE with saddle point matrices [5,13,15,17]. This method is iterative. At each iteration of this method, two SLAEs with the same matrix \(A\) and different right parts are solved. These SLAEs can be solved by direct methods or by the above mentioned iterative methods.

There are some variants of the Uzawa algorithm. [5] These variants are based on different iterative methods of solution of SLAE, such as the simple iteration method (SIter) [18], the minimal residual method (MRes) [19], the steepest descent method (StDes) [19], the conjugate gradient method (CG) [20] (the two- and three-layered schemes are referred to as CG2 and CG3, respectively), and the three-layered conjugate residual method (CRRes) [21]. The formulas for these variants of the Uzawa method are written in analogy with the formulas for the corresponding iterative methods.
A variant of the algorithm that realizes the Uzawa method on the basis of the three-layered scheme of the conjugate gradient method is presented below.

1. Setting the initial approximation \( x^{(0)} = \begin{pmatrix} u^{(0)} \\ p^{(0)} \end{pmatrix} \) and initial values of parameters \( a_0, \tau_0 \).
2. Setting an iteration counter: \( k := 0 \).
3. Computation of the norm of the residual vector \( \|r^{(0)}\| := \|R - Mx^{(0)}\| \).
4. Solution of the system \( Au^{(k+1)} = f - Cp^{(k)} \) with respect to \( u^{(k+1)} \) (the vector \( u^{(k)} \) is chosen as the initial approximation if the system is solved by an iterative method; here and below \( C = B^T \)).
5. Solution of the system \( A_{y^{(k+1)}} = CBu^{(k+1)} \) with respect to \( y^{(k+1)} \) (the zero vector is chosen as the initial approximation if the system is solved by an iterative method).
6. \( \tau_{k+1} := \frac{(Bu^{(k+1)}, Bu^{(k+1)})}{(Bu^{(k+1)}, Bu^{(k+1)})} \).
7. \( p^{(k+1)} := p^{(k)} + \tau_{k+1}Bu^{(k+1)} \).
8. \( z_{k+1} := \left[ 1 - \tau_{k+1}(Bu^{(k+1)}, Bu^{(k+1)})^{-1} \right] \).
9. \( p^{(k+1)} := z_{k+1}p^{(k+1)} + (1 - z_{k+1})p^{(k)} \).
10. Computation of the norm of the residual vector \( \|r^{(k+1)}\| := \|R - Mx^{(k+1)}\| \).
11. If \( \|r^{(k+1)}\| < \varepsilon \|r^{(0)}\| \), then go to item 12, else \( k := k + 1 \) and go to item 4.
12. End.

At the 4th and the 5th steps of this algorithm, the SLAEs are solved. As mentioned above, this solution can be obtained with the use of direct methods or iterative methods.

Note that the expression for the coefficient \( a_{k+1} \) at the 8-th step of the proposed algorithm is widely used for problems of hydrodynamics and gas dynamics. However, computational experiments show that for the problems of solid mechanics this method frequently diverges. It is possible to modify the expression for \( a_{k+1} \) in order to provide the better convergence of this method for the problems of solid mechanics. For the conjugate gradient method, the modified expression for \( a_{k+1} \) is

\[
\begin{align*}
\bar{a}_{k+1} &:= \left[ 1 + \frac{\tau_{k+1}(Bu^{(k+1)}, Bu^{(k+1)})^{-1}}{\tau_k(Bu^{(k)}, Bu^{(k)})z_k} \right].
\end{align*}
\]

Similarly for the Uzawa method based on the conjugate residual method expression for \( a_{k+1} \) is represented as

\[
\begin{align*}
\bar{a}_{k+1} &:= \left[ 1 - \tau_{k+1}(Bu^{(k+1)}, Bu^{(k+1)})^{-1} \right] \frac{1}{\tau_k(Bu^{(k)}, Bu^{(k)})z_k},
\end{align*}
\]

the modified expression for \( a_{k+1} \) is

\[
\begin{align*}
\bar{a}_{k+1} &:= \left[ 1 + \frac{\tau_{k+1}(Bu^{(k+1)}, Bu^{(k+1)})^{-1}}{\tau_k(Bu^{(k)}, Bu^{(k)})z_k} \right].
\end{align*}
\]

A series of computational experiments were performed. These computational experiments show that this modification converges for a range of solid mechanics problems for which the unmodified method diverges. The example is represented in the next section. That’s why this modification could be used in solid mechanics problems.

Results and discussion

The algorithms presented in the previous section were implemented in the finite-element strength analysis system (FIDESYS) [22]. The results of solving these problems by different variants of the Uzawa algorithm were compared. These variants of the Uzawa algorithm are based on StDes, the conjugate gradient method (both CG2 and CG3), and the CRes. The comparison was made for four matrices of different dimensions:

1. 45,442 rows, 39,042 of them accounting for the main block (matrix A);
2. 101,762 rows, 87,362 of them accounting for the main block;
3. 228,242 rows, 195,842 of them accounting for the main block;
4. 439,502 rows, 377,002 of them accounting for the main block.

In the process of the computations, it was assumed that $\varepsilon = 10^{-4}$, i.e., the criterion of termination is that the residue is reduced to 1:10,000 of the initial value. The SLAE at the 4th and the 5th steps of the Uzawa method was solved by direct methods.

The number of iterations required for the solution of a system using different variants of the Uzawa algorithm is shown in Fig. 1 for systems with different matrices (the matrices are ordered with respect to their dimension). The different methods are labeled by different characters.

One can see from Fig. 1 that there is no unique dependence between the dimension of the matrix and the number of iterations that is required for the solution of the system with a given accuracy. In addition, it is clear from Fig. 1 that the most effective and stable variant of the Uzawa method is based on CRRes.

The dependence of the computation time and the number of iterations on the variant of the Uzawa method is presented in Fig. 2 for matrix 2.

One can see from Fig. 2 that the computation time in seconds is one-third of the number of iterations of the Uzawa method. One iteration of the Uzawa method requires about 0.3 s of computation time for matrix 2.

Consider now the model problem of stress distribution around the elliptical hole made of the incompressible neo-Hookean material [23]. The material constant is given for rubber: $C_1 = 0.9$ MPa. The problem is solved for two-dimensional case (plane strain). The body assumes a square shape in the undeformed state, and the body size is $L$ by $L$. The semi-axes of ellipse are $0.1L$ and $0.025L$. The minor and major axes of the ellipse coincide with axes $x$ and $y$, respectively, and the square sides are parallel to these axes. The tensile load 0.05 MPa along the $x$-axis is applied to the sides parallel to the $y$-axis, and it is assumed that the displacement of two other sides in the direction of the $y$-axis is equal to zero.

The problem is solved using FIDESYS CAE-system [22] with geometrical nonlinearity accounted for. The SLAE for this problem is solved using the Uzawa algorithm. The system contains 50,747 rows, 33,978 of them accounting for the main block. Some results of numerical solution of this problem are shown in Fig. 3. The distribution of pressure around the hole is shown in this figure. The stress and strain are also computed.
Comparative analysis of different variants of the Uzawa algorithm

The results of solving this problem by different variants of the Uzawa algorithm are shown in Table 1. CG3Mod and CResMod denote modifications of CG3 and CRes methods, respectively; \( \tau \) is a parameter for the simple iteration method. In the process of the computations, it was assumed that \( \varepsilon = 10^{-5} \), i.e., the criterion of termination is that the residue is reduced to 1:100,000 of the initial value.

One can see from the table that the modified methods CG3Mod and CResMod converge while the unmodified methods CG3 and CRes diverge. The modified methods CG3Mod and CResMod are slower in comparison with the other methods. Nevertheless, the computation time for CG3Mod and CResMod is admissible. The simple iteration method gives the best result for \( \tau = 1 \). However, this method diverges for some other values of the parameter \( \tau \). So, this method requires individual tuning of the parameter \( \tau \) for each specific problem.

For this reason, the simple iteration method may be inconvenient for some users.

The final conclusion is that all the variants of the Uzawa algorithm considered below may be convenient in one case or another.

Conclusions

The comparison of different variants of the Uzawa algorithm is performed for large-scale systems of linear algebraic equations arising from the finite-element solution of elasticity problems for incompressible materials. The modification of the Uzawa algorithm is proposed. The computational experiments show that this modification improves the convergence of the Uzawa algorithm for the problems of solid mechanics. The final conclusion is that each variant of the Uzawa algorithm considered below has its advantages and disadvantages and may be convenient in one case or another.
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