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Abstract—A large number of papers are now appearing on sixth-generation (6G) wireless systems, covering different aspects, ranging from vision, architecture, applications, and technology breakthroughs. With cellular systems in mind, this paper presents six critical, yet fundamental challenges that must be overcome before development and deployment of 6G systems. These include: Opening the sub-terahertz (sub-THz) spectrum for increased bandwidths and the ability to utilize these bandwidths, pushing the limits of semiconductor technologies for operation within the sub-THz bands, transceiver design and architectures to realize the high peak data rates, and realizations of sub-millisecond latencies at the network-level to achieve the 6G key performance indicators. Additionally, since 6G systems will not be introduced in a green fields environment, backwards compatibility with existing systems is discussed. Where possible, we present practical solutions to realize the identified challenges.

Index Terms—6G, antenna arrays, backwards compatibility, latency, radio transceivers, and sub-THz.

I. INTRODUCTION

Fifth-generation new radio (5G-NR) systems are now a commercial reality. Third generation partnership project (3GPP) Releases 16 and 17 aim to serve as key enablers for the evolution of 5G-NR, capturing the inter-working capabilities of enhanced mobile mobile broadband (eMBB), massive machine-type communication (mMTC), and ultra reliable low-latency communication (uRLLC). In parallel, a leap into the future is being taken by the international telecommunications union (ITU-T) to develop a focus group called Network 2030 [1], which studies the capabilities of networks for 2030. We refer to these as the sixth-generation (6G) of wireless systems. In [2], disruptive technologies in response to lifestyle/societal changes are predicted, which include: (1) A holographic society where holograms/immersive reality will form a preferred means of communications; (2) Connectivity for all things much higher than with 5G; and (3) Time-sensitive communications where sensors form the end-points of communication.

Over the past 12 months, a large volume of literature has appeared on 6G - see [1], [3]-[8] and references within. Nonetheless, a rigorous discussion of the critical research challenges focused around standardization, deployment and commercial adoption of 6G systems has not been covered. This is precisely the focus of this paper. We identify six practical, yet fundamental challenges spanning the entire 6G system, which need to be overcome before development and deployment phases. Using cellular systems as our axis of exposition, we exemplify the following areas: Efficient spectrum utilization, efficient design of radio transceivers, realization of ultra low latencies (uLL), and an analysis on the constraints imposed by backwards compatibility. For each challenge, we identify practical limitations imposed by the technology and draw meaningful conclusions on eventual system-level impact.

Table I demonstrates the key performance indicators (KPIs) of 6G systems relative to 5G. For real-time holographic and immersive communication applications, data rates of ≥1 terabit-per-second (Tb/s) are quoted. This in turn requires the use of spectrum which can provide the needed bandwidths. As shown in [4], [5], a suitable candidate band lies within the range of 140-350 GHz - a.k.a. window W1 of the sub-terahertz (sub-THz) band (see Figure 4 in [3]). Here, tens of GHz of bandwidth is available for use. However, utilizing the available bandwidth for a working system is a challenge. We discuss the trade-offs involved in utilizing large bandwidths and provide a cautionary tale of its impact on system performance.

If the physical size of transmit/receive antennas is not kept constant over frequency, sub-THz bands will pose tremendous challenges to facilitate communication. This renders essential: (1) Array gain; (2) Highly directional beamforming. To strike the performance vs. implementation complexity “sweetspot” of transceivers, design of analog, hybrid and digital beamforming solutions have been explored. While these are currently being optimized for 5G, a large gap - a.k.a. the terahertz gap - is open for research. In fact, the underlying architectures of mixed-signal circuits required in the up/down- conversion radio-frequency (RF) chains remain unsolved for such bands. Since a high degree of integration will be required, transceiver operations may be conducted with complete system-on-chip solutions. We discuss the challenges impacting efficient transceiver design and operation for sub-THz bands.

From a semiconductor viewpoint, though complementary metal-oxide-semiconductor (CMOS) processes with a feature size of 28 nm and below can be utilized other alternatives such as silicon germanium (SiGe) bipolar CMOS (BiCMOS), high electron mobility transistor (HEMT), gallium arsenide (GaAs), and type III-V materials must be considered. This is since operation above 100 GHz requires careful conditioning of the output power, phase noise, in-phase and quadrature (I/Q) imbalance, noise figure; along with semiconductor process reliability and packaging. Therefore, a more heterogeneous base may be sought after, which can strike the right balance

1We do not neglect the importance of other challenges across multiple frequency bands which may be as critical. Our derivation of challenges is primarily centered around an eventual standardization, commercialization and deployment perspective.

2Naturally, not all 6G services will be viable in these bands, and existing bands (microwave and millimeter-wave) will continue to play a vital role to strike the right balance between wide area coverage and optimizing peak data rates.

3This is since they yield an $f_{\text{max}}$ (maximum frequency where the semiconductor is able to provide power gain) well above 250 GHz.
in optimizing the above parameters with their relative cost. We discuss challenges associated with different semiconductor technologies and outline their respective capabilities.

Operating between 140-350 GHz will require up to an order-of-magnitude more elements relative to arrays deployed between 24.5-29.5 GHz. The design of such arrays with high radiation efficiency across wider bandwidths poses enormous challenges. While the scaling of the number of elements yields narrow beamwidths, catering for wider bandwidths is difficult. This is since the array performance at the lower edge of the band may be substantially different to higher edge. As such, steering the overall array/beamforming gain towards the user equipment (UE) serves as a major challenge. We assess when it may be likely for a system to achieve Tb/s rates and provide a discussion around its challenges.

The sub-millisecond latencies required by the time-sensitive use cases need not only an optimized physical layer (PHY), but also higher layers. Such latencies cannot be realized by the present transport and core network architectures. As such, flattening or significant reduction of the architecture is necessary. We evaluate the contributions in the end-to-end latency and provide suggestions on how to minimize these contributions.

Even if all of the above was to be done, the requirement for 6G systems to fall back to 5G and forth-generation (4G) may be substantially different to higher edge. As such, narrow beamwidths, catering for wider bandwidths is difficult. This is particularly the case if one wants to maintain gain and phase uniformity at the RF front-end. Even 5G-NR systems operating in the mmWave bands have a maximum carrier bandwidth of 400 MHz. Along the same line, close proximity services are now being discussed to have 1 GHz bandwidth limitation at sub-THz bands. This is remarkable since in the first place, the adoption to such high bands has been driven by the fact that orders-of-magnitude larger bandwidths can be utilized. Yet in practice, this rarely seems to be the case.

Majority of current commercial base stations (BSs) from 24.5-29.5 GHz is made up of aggregating carriers ranging from 2 to 4, i.e., each carrier is 100 MHz wide (in case of 4 carriers). Compared to a 100 MHz carrier, the noise floor of a receiver using 1 GHz bandwidth is 10 dB higher, yielding a signal-to-noise ratio (SNR) degradation by a factor of 10. Therefore, in practice, the bandwidth of a single carrier could be limited to say 100 MHz, and higher bandwidths could be obtained by aggregating component carriers providing the needed diversity in frequency. Continuing this notion, if 5 GHz of bandwidth is desired, one needs to aggregate 50 such 100 MHz carriers. A direct consequence of this is the radio transceiver (and radiating elements) need to be in calibration across the 50 carriers. This presents a formidable challenge at sub-THz frequencies, irrespective of the antenna array architecture and size, as effects of phase noise starts to become more pronounced. As such, maximum number of carriers and maximum operable bandwidth will be a compromise based on the ability to maintain RF front-end linearity, antenna integrated RF circuits and effective isotropic radiated power limits for safe operation. This will serve as a significant research challenge in time to come.

II. CHALLENGE #1: BANDWIDTH UTILIZATION AT SUB-THZ FREQUENCIES

The expectation of going up in carrier frequencies towards the sub-THz bands brings the implicit expectation of much higher bandwidths relative to 5G. Given the sea-level atmospheric absorption profile as a function of frequency, system operation within the first frequency window, W1, seems the most practically feasible option approaching the next decade. While this introduces much larger bandwidths, realizing radio transceivers over the entire bandwidth is almost an impossible task. This is particularly the case if one wants to maintain

### TABLE I

**ANTICIPATED REQUIREMENTS OF 6G SYSTEMS AND A COMPARISON OF THE 6G PERFORMANCE INDICATORS RELATIVE TO 5G SYSTEMS. THE *DENOTES SUCCESS PROBABILITY OF TRANSMITTING A LAYER TWO PROTOCOL DATA UNIT OF 32 BYTES WITHIN 1 MS IN CHANNEL QUALITY OF COVERAGE EDGE.**

**NOTE THAT THE 5G KPIs ARE OBTAINED FROM ITU-R M.2410 (MINIMUM REQUIREMENTS FOR TECHNICAL PERFORMANCE OF INTERNATIONAL MOBILE TELECOMMUNICATIONS-2020 RADIO INTERFACES) AND 6G KPIs ARE DERIVED FROM [6]. AS MENTIONED IN ITU-R M.2410, THE USER EXPERIENCE RATE IS ONE WHICH IS OBTAINED AT THE 5% POINT OF THE USER THROUGHPUT CUMULATIVE DISTRIBUTION FUNCTION (CDF).**

| KPIs | 5G-NR | 6G |
|------|-------|-----|
| Operating Bandwidth (Spectrum Band Ranges) | Up to 400 MHz for sub-6 GHz bands (band dependent) Up to 3.25 GHz for mmWave bands | Up to 400 MHz for sub-6 GHz bands Up to 3.25 GHz for millimeter-wave (mmWave) bands |
| Carrier Bandwidth | 400 MHz | ≥ 400 MHz |
| Peak Data Rate | 20 Gb/s | ≥ 1 Tb/s (Holographic and immersive applications) |
| User Experience Rate | 100 Mb/s | 1 Gb/s |
| Connection Density | 10^6 devices/km² (mMTC) | 10^6 devices/km² (Connectivity for all things/ultra mMTC) |
| User Plane Latency | 4 ms (eMBB) and 1 ms (uRLLC) | 10 µs to 1 ms (Interactive holography, immersive, and time-sensitive applications) |
| Control Plane Latency | 20 ms | ≤ 20 ms |
| Mobility | 500 km/h | 1000 km/h |
| Reliability | 10^{-14} (uRLLC)* | Up to 10^{-7} (Holographic, immersive, and time-sensitive applications) |
| Mobility Interruption Time | 0 ms (uRLLC) | 0 ms (high speed mobile applications, non terrestrial networks, etc., and time-sensitive applications) |

---

4 We make this remark with a caution, and do not take for granted the data rate gains even small increases in bandwidths bring, since its effect as a pre-log factor in the Shannon formula is much more pronounced than the corresponding signal-to-noise ratio gain inside the log.
To optimize involved performance trade-offs, heterogeneity in semiconductors will be important together with three-dimensional integration and packaging having antenna “in-package” capabilities. For digital processing, existing sub-10 nm CMOS and future technologies with logic transistors which can deliver extreme speeds at reduced supply voltages and cost are required. In analog design, a sufficiently high $f_{\text{max}}$ is necessary, in conjunction with consistent output signal power, quality of on-chip components, noise issues and robustness to process and temperature variations. While 28 nm or below CMOS can offer $f_{\text{max}}$ above 250 GHz, continuous gate-length scaling leads to deterioration of gate resistance and hence limits a further increase of $f_{\text{max}}$. The process options relevant to window W1 (additionally to bulk CMOS) include fully depleted silicon on insulator (FD-SOI) and fin field effect transistor (FinFET). Relative to bulk CMOS, FD-SOI yields higher performance, while FinFET primarily has advantages in gain, sub-threshold slope and in shrink capability to 5 nm. Simultaneously, process development with bipolar semiconductor technologies of CMOS and SiGe have seen increasing adoption for beyond 100 GHz RF design utilizing 90 nm process lithography. This gives rise to extended temperature range, higher reliability, longer process lifetimes. More critically, SiGe bipolar technology yields a 4× higher breakdown voltage relative to CMOS for a given $f_{\text{max}}$, which is of high significance in circuits like power amplifiers (PAs) and voltage controlled oscillators to achieve low phase noise. To strike the right balance between cost and performance, SiGe-BiCMOS technologies may be the best trade-off.

To efficiently maintain high output powers within window W1, GaAs or other type III-V devices could be considered with unique properties of high sheet charge, high electron mobility and wider bandgaps. This is in contrast to the limited output powers on offer by silicon-based technologies. For efficient implementation, there are ongoing efforts to co-integrate GaAs and III-V devices with CMOS or BiCMOS [3]. This co-integration can be enabled either by using monolithic processes, where the III-V devices are placed next to CMOS in the same substrate or by employing heterogeneous integration to develop modules that incorporate microwave elements, as well as antennas in-package. In practice, a multitude of factors need to be taken into account, such as re-configurability, efficiency, and cost, among others. Although the focus of the paper is primarily on challenges up to window W1, we present a wide range of semiconductor options which could be utilized over a much wider band than just W1 for detailed understanding. Figure 1 demonstrates a qualitative illustration of the relative trade-offs between going up in frequency vs. complexity and cost of contending technologies. Readers may refer to Table I in [10] for a summary of quantitative analysis on some relevant performance metrics.

**IV. Challenge #3: Integrated Transceiver Design at Sub-THz Frequencies**

Irrespective of beamforming type, a transceiver architecture for cellular systems typically comprises of a receiver with a low-noise amplifier (LNA), I/Q mixer, and local oscillator (LO) sequence with frequency multipliers. The transmitter is equipped with a similar architecture, where the mixer is followed by a PA. The achievable receiver noise figure and transmitter efficiency could be severely degraded at sub-THz relative to lower frequencies.

For instance, operation at 250 GHz with 10000 elements will need array sizes of just 6 cm × 6 cm with elements spaced half-wavelength apart (approximately 0.6 mm). As such, interface electronics must have the same size to minimize length of interconnects, constituting an important challenge. Each “chip” must then feature multiple transceivers; e.g., a 6 mm × 6 mm could have 10 transceivers, in which case 1000 chips would be needed for 10000 elements. The elements should be integrated on-chip removing chip-to-carrier interface losses at the expense of lower antenna efficiency. Here, two important challenges arise: (1) power generation, and (2) heat dissipation. Naturally, the most critical component at the transmitter for power gain is the PA, which will typically have <15% efficiency at sub-THz bands using multi-carrier waveforms. Output powers between 10-15 dBm can be anticipated for PA-integrated chipsets. As such, PAs will need to operate with high back-off powers and will need to be driven close to their 1 dB compression points to maximize output power. This comes at the expense of non-linearities caused by inter-modulation products, important for out-of-band characterization and spectrum co-existence. Due to this, power dissipation from the PA/transceiver becomes a challenge. Since the overall form factor is greatly reduced, the total area for heat dissipation is significantly less. If each transceiver consumes a modest 50 mW, the total power consumption of the array will be 0.5 kW, having defining consequences on the system not being continuously active. This is critical for energy efficiency considerations. Furthermore, generation of coherent/low-noise LO signals serves as a critical challenge. Here, a decentralized solution based on local phase locked loops is essential to avoid generating a centralized signal and to de-correlate phase noise.

Complete realization of sub-THz systems will suffer from the lack of low-loss/cost RF interconnects. Here, conventional chip packaging techniques are inappropriate. The issue of packaging mixed-signal circuits lies in the transition across
the RF circuit ports into/out of a waveguide, often via bond-wires. Nonetheless, bond-wires within window W1 contain large reactance making them difficult for impedance matching. Scaling down the size of bond-wires presents severe issues in repeatability and increased manufacturing costs. Instead, a waveguide transition within the circuit may be a better alternative, at the cost of bandwidth reduction. This is since modes propagating between the waveguide and the cavity need to be suppressed for retaining circuit performance. This will yield more compact integration of antennas with PA/LNA, mixers, and modulators [11]. In any case, finding the right balance in terms of transceiver efficiency/integration, cost, packaging and manufacturing defects is critical for successful adoption of transceivers to sub-THz bands. Furthermore, on the signal processing side, challenges such as those involved in beam management for sub-THz systems also deserve further attention, especially in light of the initial results in [14].

V. CHALLENGE #4: ACHIEVING Tb/s RATES IN REALITY

Operation between 140-350 GHz will require unprecedentedly massive antenna arrays. Designing such arrays that operate with high radiation efficiency poses fundamental challenges in the design of underlaying RF feed networks to support the GHz-wide bandwidths. In the context of phased arrays, while the excessive scaling of the number of elements will result in narrower beamwidths; as the bandwidth is scaled up, array performance at the lower and higher edges of the band will be substantially different. This results in distortion of the mainlobe radiation pattern, as well as increased powers in the sidelobes. In addition, the issue of beam squinting will be a challenge to overcome, particularly as the array is driven with wideband waveforms having high peak-to-average-power ratios. With such refined beam resolution, steering the overall array/beamforming gain towards a UE becomes excessively difficult. Since elements will be tightly integrated on-chip, maintaining the array’s gain and phase response (and suppressing the effects of antenna/circuit coupling) comprises a formidable challenge. The sub-THz propagation channel is anticipated to have low rank, in which case distributed arrays may serve as a way forward to provide rank increase and lead to an increase in the achievable rates. Proposals to improve the composite channel rank and coverage with reconfigurable intelligent surfaces (RISs) have also been made in research papers. Nevertheless, their commercial deployment will be hindered by several practical challenges [3]: Successful operation of RISs will require transport links of unspecified bandwidth between cellular BSs and each RIS. The required transport bandwidth largely depends on the number of elements at the RISs, the number of control bits per-element, and their refresh rates. The added transport links will increase the control plane latency of the overall system. For multiuser operation, the transport network capacity would need to scale further with the number of UEs served, and the required number of surfaces “per-cell” remains unclear.

To assess whether it may be possible to achieve Tb/s rates, we carry out a single-UE example. We consider two cases: In the first, we configure a co-located array of sub-arrays containing 4096 elements within a 2×2 planar configuration.
bottom sub-figure shows co-located performance with $16 \times 16$ UE array at SNR=10 dB, where the 1 Tb/s operating point is depicted at CDF=0.95. With this in mind, one can readily question how such high data rates can be achievable in practice while considering the aforementioned transceiver constraints. Furthermore, how will the gains scale for multi-user systems? These are important questions which need to be answered - potentially using artificial intelligence (AI)-based solutions rather than the deterministic model-based approaches. Reference [15] points to the challenges in integrating AI techniques to a subset of transceiver operations, such as channel estimation, symbol de-mapping and/or receiver equalization. Nevertheless, even if the AI-driven components are small, several important problems such as model updates and data explainability may need to be overcome, with fully integratable hardware accelerators into the transceiver processing flow to manage the computational overheads.

VI. CHALLENGE #5: REALIZATION OF GLOBAL SUB-MILLISECOND LATENCIES

The importance of low latencies has been highlighted with the introduction of uRLLC in 5G. The latency KPIs for 6G are given in Table I. Making the user plane latency 10 $\mu$s or even 1 ms is not a trivial task. In this section, our end-goal is to establish if 6G can enable something revolutionary, i.e., a truly low latency internet which is operational across the world and not only over a localized area.

The latency contributions at PHY and RAN, as well as possible solutions to minimize these locally, have been well explored in 5G and now 6G. However, no considerations have been given to minimizing latency globally which is paramount to a uLL internet! Discussed in more detail below, the global end-to-end latency is determined by:

- Transport network;
- Edge-cloud capabilities; and
- User applications.

Indeed, 6G gives us the opportunity to systematically rethink the cellular architecture, and remove legacy designs, such as the transport network. Keeping the traditional transport network does not allow uLL applications, such as augmented reality. Given the internet has evolved in terms of transport capacity, one can imagine 6G to lease available transport fibre, virtualize all core network functions and focus squarely on the design of RAN and air interface. For instance, creating trusted breakout points close to the RAN and saving 2 $\times$ 500 km transport fibre, yields a latency saving of more than 3 ms.

Another constituent to end-to-end latency is the design of the edge cloud. Indeed, the edge cloud will be vital in enabling a true uLL internet by overcoming the fundamental limits imposed by the speed of light. As an example, the fiber connection between London and Los Angeles imposes a delay of more than 40 ms. Applications which require latencies well below that will require special provisioning through predictive AI [15]. 6G will thus need to transit from model-mediated telepresence systems to AI-mediated telepresence systems. The former are known to stabilize links with 120 ms latency difference; whilst the latter will achieve the same stability and will be able to adapt to the specific use case [15].

Last but not least, applications need to be geared towards uLL operation. For instance control loops, cyber security primitives, video/audio compression algorithms need to be adapted to low delays. Here, fundamentally novel approaches to application design will be critical. For instance, the current video codec latency of more than 60 ms needs to be reduced to virtually zero if the 6G end-to-end latencies across the globe are to be achieved. 5G is able to achieve millisecond latency within a manufacturing facility but not across large geographies. With above proposed design changes, 6G will be able to offer millisecond end-to-end latency globally. Indeed, a multimedia link between continents with AI-mediated telepresence systems and an optimized application layer reduces a typical latency of $\geq$100 ms to virtually zero, thus enabling unprecedented applications.

VII. CHALLENGE #6: BREAKING THE BARRIER OF BACKWARDS COMPATIBILITY

When 6G systems will be deployed, they will co-exist with 5G and 4G systems. For seamless UE experience, backwards compatibility with previous generation systems will be essential. Below, we provide examples of backwards compatibility requirements, and analyze how 6G systems can be deployed.

In order to evaluate backward compatibility, we need to consider how the 5G and 6G core networks (5GC and 6GC) are interconnected; yet there is no current standardization of the 6G core in 3GPP. Assuming multi radio access technology (RAT) UEs are available, and the principles of ENDC (enhanced UTRA dual-connectivity) are adopted (as currently used for 5G-NR), 6G could be introduced initially as a non-stand alone system, similar to current 5G deployments, then a 6G BS would act as a secondary cell to a master 5G-NR cell, and a 6G cell is anchored on 5G cell, yet the user plane traffic follows a split bearer approach at the packet data convergence protocol (PDCP) layer. This architecture is depicted in Figure 4. A 6G call outside the 6G coverage area will remain anchored on a 5G master cell and will be served by the 5G cell. For this to happen, the interfaces between the 5G and 6G RANs and between the 6G RAN and the 5G core will need to be defined. This serves as a big challenge in standardization. Alternatively, 6G could be introduced as a SA, in which case a 6G cell is anchored on the 6G BS and call continuity in case of no 6G coverage is via connectivity between the 5G and 6G core networks. This is illustrated in Figure 5. Here, again the user plane and control plane interfaces between the 5G and 6G cores are yet to be defined. Irrespective of approach, a very close inter-working and backwards compatibility with previous generation systems will be the foundation of 6G.

As for the PHY, the impact of backwards compatibility on the choice of OFDM with scaleable numerologies has already been discussed earlier. This will be a key aspect if spectrum can be partly re-farmed to 6G, to enable co-existence. Figure 6 depicts the role of a wide range of frequency bands for 6G, from sub-1 GHz to sub-THz. While the lower bands are naturally well suited to provide coverage ubiquity, the higher bands will exist in highly localized areas of varying geographical extent for providing ultra high data rates for
requires ultra massive arrays. Given the low channel rank, transceiver efficiency/integration, packaging, and cost is a key challenge. Therefore, finding the right balance between associated RF circuits at sub-THz bands presents significant challenges. The realization of Tb/s data rates need large bandwidths. If the 5G experience is a guide, maximum carrier bandwidths are limited to 400 MHz. This leads to aggregating large numbers of carriers to create higher total bandwidths. Building radios and associated RF circuits at sub-THz bands presents significant challenges. Therefore, finding the right balance between transceiver efficiency/integration, packaging, and cost is a key issue. Assuming transceivers can be built, achieving Tb/s rates requires ultra massive arrays. Given the low channel rank, distributed arrays will be the way forward. Time-sensitive communications need sub-millisecond latencies. We articulate an approach to achieve low latencies by addressing contributions from the air interface, RAN, and transport networks. 6G will not be introduced in green field environments; we present a 6G system architecture and demonstrate how they will be backwards compatible to earlier generations. The wide ranging impact of the challenges discussed in the paper are summarized in Table III.

VIII. CONCLUSIONS

Naturally, there are significant challenges that must be overcome before we can think of 6G deployments. The realization of Tb/s data rates need large bandwidths. If the 5G experience is a guide, maximum carrier bandwidths are limited to 400 MHz. This leads to aggregating large numbers of carriers to create higher total bandwidths. Building radios and associated RF circuits at sub-THz bands presents significant challenges. Therefore, finding the right balance between transceiver efficiency/integration, packaging, and cost is a key issue. Assuming transceivers can be built, achieving Tb/s rates requires ultra massive arrays. Given the low channel rank, distributed arrays will be the way forward. Time-sensitive communications need sub-millisecond latencies. We articulate an approach to achieve low latencies by addressing contributions from the air interface, RAN, and transport networks. 6G will not be introduced in green field environments; we present a 6G system architecture and demonstrate how they will be backwards compatible to earlier generations. The wide ranging impact of the challenges discussed in the paper are summarized in Table III.
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## Multi Carrier Waveforms

| Waveform Type | Pros | Cons | Backwards Compatible? |
|---------------|------|------|------------------------|
| CP-OFDM       | • Simpler frequency domain equalization  
• Flexible frequency assignment  
• Lower implementation complexity  
• Simpler MIMO integration | • High PAPR and out-of-band emissions (OOBE)  
• Hard coded cyclic prefix (CP)  
• Poor performance in high mobility  
• Stricter synchronization limits | Yes |
| W-OFDM        | • Lower OOBE  
• Lower implementation complexity | • Poor spectral efficiency  
• Poor bit error rates  
(Depending on window type) | No |
| OQAM-FBMC     | • Optimal frequency localization  
• High spectral efficiency  
(Due to no guard band or CP)  
• Suitable for asynchronous transmission  
• Suitable for high mobility use cases | • Challenging pilot design  
• No resilience to inter-symbol interference (ISI)  
• High implementation complexity  
• High power consumption | No |
| F-OFDM        | • Flexible filtering granularity  
• Better frequency localization  
• Shorter filter length  
• Compatible with MIMO | • High implementation complexity | No |
| GFDM          | • Reduced PAPR on average  
• Superior frequency localization  
• Flexible design | • Higher latency due to block processing  
• Challenging MIMO integration  
• High implementation complexity | No |
| UFMC          | • Well localized filtering  
• Shorter length relative to sub-carrier size  
MIMO compatibility | • No immunity to ISI  
• High receiver complexity | No |
| OTFS          | • Ability to handle high Doppler channels  
• Exploit frequency dispersion for diversity  
• Efficient UK multiplexing | • Higher implementation complexity  
• Sub-optimal equalization architectures | No |

## Single Carrier Waveforms

| Waveform Type | Pros | Cons | Backwards Compatible? |
|---------------|------|------|------------------------|
| CP-DFT-s-OFDM | • All advantages of CP-OFDM  
• Lower PAPR | • High OOBE  
• Hard-coded CP  
• Strict synchronization requirements | Yes (for uplink) |
| ZT-DFT-s-OFDM | • Flexible guard interval  
• Higher spectral efficiency  
• Lower OOBE compared to CP-DFT-s-OFDM | • Extra control signaling  
• Limited link performance  
(for higher-order modulation) | No |
| UW-DFT-s-OFDM | • Optimal spectral efficiency  
• Lowest OOBE and PAPR | • All Cons of ZT-DFT-s-OFDM  
• High implementation complexity | No |

### TABLE II

**Pros and cons of contending air interface waveforms for 6G wireless systems.**

[15] J. Hoydis, F. Ait Aoudia, A. Valcarce, and H. Viswanathan, “Towards a 6G AI-native air interface,” *IEEE Communications Magazine*, May 2021.
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| Challenge (# in the Paper) | 6G System Entities | Impact on the Overall 6G System |
|---------------------------|------------------|--------------------------------|
| Devices (UEs) | Base Station (BS) | Transport Network | Core Network |
| **Carrier Bandwidths (#1)** | Yes | Yes | — | • Numbers of carriers to be aggregated for carrier aggregation  
  • Number of bands which can be integrated from a device and BS (CA combinations), inclusive of contiguous and non-contiguous bands  
  • SNR degradation with increasing bandwidth and impact on link budget/range  
  • Maintaining gain and phase uniformity of transceiver front-ends both at the device and BS link ends  
  • Calibration of antenna element radiation patterns across the carrier bandwidths  
  • Phase noise properties of oscillators at the BS and device ends |
| **Semiconductor Technologies (#2)** | Yes | Yes | — | • 3D integration and in-packaging capability of RF front-ends  
  • Co-existence of digital and analog computations on the same MMIC  
  • Ability to maintain high output powers and constant SNRs |
| **Radio Transceiver Design (#3)** | Yes | Yes | — | • Receiver noise figure and transmitter efficiency degraded  
  • PA non-linearities causing OOBES  
  • Control of inter-modulation products to meet sharing conditions  
  • Generation of coherent, low noise LO signals for beamforming  
  • Integration of substrate, on-chip/off-chip antennas  
  • Precision in packaging and manufacturing |
| **Achieving Tb/s Capacity (#4)** | Yes | Yes | Yes | Yes | • Link budgets determining the coverage and transmit power limits  
  • Antenna array and transceiver configuration at the BS, i.e., distributing the BS array into multiple sub-arrays or operating with single centralized array: 1: Distributed PAs with high back off powers influencing OOBES for co-existence. 2: Backhaul infrastructure and latency/bandwidth constraints from distributed sub-arrays to the centralized unit. 3. Synchronization of backhaul infrastructure  
  • Influence on initial access and beam management protocols operating at layers 1, 2 and 3 of the system |
| **Achieving Sub-ms Latencies (#5)** | Yes | Yes | Yes | Yes | • Re-architecting the transport network to reduce transport latency  
  • Introduce higher sub-carrier spacing to reduce RAN latency and its impact on cyclic prefix, and in turn cell range  
  • TDD frame structures needed to reduce uplink acknowledgment delay and co-existence with other existing frame structures  
  • Introduce MEC data centers at the wireless edge  
  • Bringing user plane functions (UPFs) closer to the wireless edge |
| **Backwards Compatibility (#6)** | Yes | Yes | — | Yes | • CP-OFDM chosen as 5G waveform, and will limit the waveforms 6G can select  
  • Spectrum co-existence compatibility for some 6G services  
  • 6G operations first in limited geographies for seamless customer experience (as for 4G to 5G)  
  • Dual connectivity support with 5G and 4G  
  • 6GC must be backwards compatible with 5GC |

**TABLE III**
OVERALL IMPACT OF THE SIX CRITICAL CHALLENGES ON THE ENTIRE 6G SYSTEM.