MUSIC2VIDEO: AUTOMATIC GENERATION OF MUSIC VIDEO WITH FUSION OF AUDIO AND TEXT
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ABSTRACT

Creation of images using generative adversarial networks has been widely adapted into multi-modal regime with the advent of multi-modal representation models pre-trained on large corpus. Various modalities sharing a common representation space could be utilized to guide the generative models to create images from text or even from audio source. Departing from the previous methods that solely rely on either text or audio, we exploit the expressiveness of both modality. Based on the fusion of text and audio, we create video whose content is consistent with the distinct modalities that are provided. A simple approach to automatically segment the video into variable length intervals and maintain time consistency in generated video is part of our method. Our proposed framework for generating music video shows promising results in application level where users can interactively feed in music source and text source to create artistic music videos. Our code is available at this https URL.

1. INTRODUCTION

The rapid development in deep learning has brought the visual generative models to not only create realistic images but to creatively render fictional images. Generative adversarial network models such as BigGAN, StyleGAN, and VQGAN exert their creative ability from randomly generated latent codes \[2, 7, 10, 11\]. Since a single latent code corresponds to a particular image, modification in the latent space of GAN naturally creates a different image. In order to find meaningful manipulative directions in latent space of GAN, unsupervised methods such as singular value decomposition on sampled latent codes has been used.

On the other hand, common representation space of language and vision \[3, 13, 15, 22\] allows iterative update on the latent code of GAN to create an intended image which is given in a text format. For illustration, a popular multi-modal representation, CLIP \[19\], which can encode the image and text into a common vector space and compute the cosine similarity between the image encoding and text encoding to determine if they are similar.

Recent work extends the representational ability of CLIP into audio using diffusion \[27\]. The shared representation space of image, text, and audio enables the latent code of GAN to generate an intended image when both text and audio given. However, naively integrating the audio representation into the text-based generation process tends to impedes the visualization of text representation. The conflicting behavior of the two modalities is the major obstacle in automatic music video generation. Moreover, it is vital to consider the property of music. Since music consists of varying themes which change irregularly, the created music video should correspondingly change its theme accordingly which is hard to capture when the music is segmented with fixed time interval.

The proposed method of this paper has two contributions.

• We propose a method to seamlessly integrate the audio guidance and text guidance to create a music video of high quality.
• We also show how to determine the change of scenery in the video based on the musical statistics.

2. RELATED WORKS

2.1 Common Representation of Diverse Modalities

Learning common representation of image and text using contrastive objective has gained great attention for its versatile usage in text-guided generation and manipulation of image. Multi-modal representation learning such as CLIP and its variants \[19, 27\] consist of two separate encoder networks each for different modality. For a pair of positive multi-modal samples, contrastive learning framework attempts to minimize the distance between the different modalities while pushing away the unrelated samples. The pre-trained model could be used for comparing the representation of image, text and audio. Works that optimize image generating process generally minimize the distance between the generated image representation and text prompt representation.
2.2 Vector Quantized GAN

Convolutional neural network [12] has been widely used for learning the representation of image since it captures the local patterns of a given image using kernels. However, CNN models fail to encode the long-range interaction between local features. In order to recognize the long-term dependency of high-level features using CNN, vector quantization [7, 23] summarizes the local features into a code book. The discretized code book enables transformer model to compute attention between the local features. Using the encoder network that maps the original image into the latent space, VQ-GAN additionally uses the vector quantization process to represent the latent space using code book. Using the discretized latent space, generator reconstructs the latent code into realistic images using adversarial loss between generator and discriminator.

2.3 CLIP Based Image Generation

Linear manipulation in the latent space of GAN corresponds to a different generated image. Such interpretable directions can found in both supervised [1, 20] and unsupervised [4, 8, 9, 18, 21, 24, 26] way. Recent methods [4, 8, 18] find such directions with the aid of multi-modal representation of CLIP. Text based image generation methods are built on off-shelf image generative models such as VQ-VAE [5] and Big-GAN [14].

2.4 Visualizing Audio

The extension of CLIP which is originally a visual-language model allows audio-based image generation. A method that is built on the pretrained Big-GAN model utilizes the intensity controlling property of the noise vector [2] which adapts naturally to frame per second velocity based on the pitch of audio [16]. On the other hand, VQ-GAN is a unconditioned GAN which is capable of generating images out of ImageNET classes. Therefore, VQ-GAN based image generation could be widely adapted to express various themes [17].

3. OUR FRAMEWORK

We discuss how to automatically find a time stamp where scene transition should take place in Section 3.1. Based on the variable length segments of music, we demonstrate how to fuse the distinct guidance of audio and text domain to create sequence of images in Section 3.2. Based on the created sequence of images, we generate a video that maintains context from previous frame which is shown in detail in Section 3.3. The flow of overall framework is described in Figure 1.
iteration of VQ-GAN generation process creates one image, frame-per-second is equivalent to the repeated number of image generation and latent code optimization process.

3.2 Iterative Audio and Text Guided Optimization
The naive approach of iteratively optimizing the generated image with audio and text fails to produce quality images. In this section we present details of optimizing generation process of VQ-GAN using both audio and text prompts. Given a segmented sections of music as illustrated in Section 3.1, we provide a single guidance for multiple frames in a single section. Since multiple frames correspond to the same number of iterations, each iteration will have the same audio or text guidance for an extended period. To illustrate further, each section is given an segmented audio prompt encoded into CLIP vector and only if the section consists of the time stamp given with the lyric, then the lyric encoded into CLIP vector is given instead. Unlike the iterative approach which alternates audio and text guidance for every iteration, this approach successfully represent both modalities of music and lyrics.

3.3 Time Consistency in Video Generation
Since every frame in a video should be consistent with the previous frame, we explain how to maintain time consistency. We use two methods, L1 regularization of latent vectors and addition of guiding prompt vectors.

The first approach we experiment is to regularize the latent vector of VQ-GAN at iteration \( t \) which is denoted as \( z_t \) to have minimized l1 norm with the previous latent vector as in Equation (1).

\[
\min ||z_t - z_{t-1}||
\]  

(1)

This method fails to show consistency of frames therefore we use the second approach Equation (2) adding the two distinct CLIP prompts for different frames. Providing a new guidance of adding the two CLIP vectors showed consistency in frames such as remaining objects from the previous frame as shown in Figure 2.

\[
\frac{CLIP(p_{t-1}) + CLIP(p_t)}{2}
\]

(2)
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