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Abstract. The problem of restoring input signals is one of the intense developing research areas and is the intersection of the mathematical modeling theory, the automatic control theory and the inverse problems theory. This paper focuses on solving the identification problem of the input signal that corresponds to a given (desired) output in the case of no feedback. An approach to the approximate solution of polynomial Volterra equations of the first kind of the Nth degree that arise when modeling nonlinear dynamics by the apparatus of Volterra integro-power series is described. These equations appear when a nonlinear dynamic process is modeled using the integro-power Volterra series. One class of nonlinear dynamical black box type systems is considered. Unlike a scalar input, the form of the integral model is complicated by the inclusion of terms that take into account the simultaneous change of individual components of the input signal vector. Integral models with constant Volterra kernels were considered earlier. This paper assumes the symmetric Volterra kernels are representable as the product of a finite number of continuous functions. The identification problem is solved using the Newton-Kantorovich method. A numerical solution of the corresponding linear integral Volterra equation of the first kind is proposed as an initial approximation. The obtained formulas for calculations are based on quadrature methods (right rectangles). The effectiveness of the proposed algorithms is illustrated for the reference dynamic system and confirmed by numerical results.
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Introduction

The relevance of solving the problem of identifying input signals is due to the wide range of its practical applications [5]. The article considers one of the approaches to the numerical solution of this problem that arises when modeling the response of a nonlinear dynamical system \( y(t) \) to an input signal \( x(t) \) in the form of a Volterra polynomial (a segment of an integro-power series) [10]. So, if \( x(t) = (x_1(t), ..., x_p(t))^T \) – is a vector function of time, then the Volterra polynomial of the \( N \)-th degree has the form

\[
\sum_{m=1}^{N} \sum_{1 \leq i_1 \leq ... \leq i_m \leq p} \int_0^t \cdots \int_0^t K_{i_1, ..., i_m}(t, s_1, ..., s_m) \prod_{j=1}^m x_{i_j}(s_j) ds_j = y(t), \quad (0.1)
\]

\( t \in [0, T] \), \( y(t) \) – is a scalar function of time, \( y'(t) \in C[0,T] \), \( y(0) = 0 \), and Volterra kernels \( K_{i_1, ..., i_m} \) are symmetric in variables \( s_{i_1}, ..., s_{i_m} \) whose indices coincide. This apparatus is well known in the theory of mathematical modeling [3]. In what follows, for simplicity, we choose \( p = 2 \) in (0.1). An analysis of existing ways of applying Volterra polynomials to an automatic control problem (see, for example, [8]) allows us to consider the identification problem associated with the restoration of the control input signal \( u(t) \equiv x_1(t) \), corresponding to known kernels \( K \), a disturbance input signal \( \zeta(t) \equiv x_2(t) \), and a given output \( y(t) \). In mathematical terms, the problem is reduced to solving the polynomial equation (0.1), in which the Volterra kernels satisfy the following conditions

\[
K_{1_i}^s(t, s) \in C_{\Delta}, \quad \Delta = \{t, s : 0 \leq s \leq t \leq T\},
\]

\[
K_1(t, t) \neq 0 \quad \forall t \in [0, T].
\]

The specificity of (0.1) for \( N > 1 \), in contrast to the linear case (given \( N = 1 \)), consists in locality of \( T^* \), i.e. the domain of existence of a (unique) continuous solution [1]. Equation (0.1) can be interpreted as a linear equation

\[
\int_0^t K_1(t, s) u(s) ds = \tilde{y}(t)
\]

with the disturbed right side:

\[
\tilde{y}(t) = y(t) - \sum_{m=2}^{N} \sum_{i_1, ..., i_m=1}^{i_m} \int_0^t K_{i_1, ..., i_m}(t, s_1, ..., s_m) \prod_{j=1}^m u(s_j) ds_j -
\]

\[
- \sum_{m=1}^{N} \sum_{i_1, ..., i_m=2}^{i_m} \int_0^t K_{i_1, ..., i_m}(t, s_1, ..., s_m) \prod_{j=1}^m \zeta(s_j) ds_j -
\]
In [2], the correctness of (0.1) for \( p = 1 \) on a pair of spaces \( (C_{[0,T]}, C_{[0,T]}) \) given a sufficiently small \( T < T^* \) is shown, which guarantees the existence, uniqueness, and stability of the solution in the space of continuous functions \( C_{[0,T]} \). Thus, for given Volterra kernels, equation (0.1) is uniquely solvable in \( C_{[0,T]} \), and the solution of \( u^*(0) \) is determined by the following formula:

\[
u^*(0) = \frac{y'(0) - K_2(0,0)\zeta(0)}{K_1(0,0)}.
\]

(0.2)

The equality (0.2) determines the value of the solution of the equivalent Volterra equation of the second kind given \( t = 0 \) obtained by differentiating (0.1) with respect to \( t \). In what follows, we use (0.2) in solving (0.1) by the Newton-Kantorovich iterative method: as an initial approximation, it is natural to choose the solution of the corresponding equation that is linear with respect to \( u(t) \). Let us dwell on cases \( N = 2, 3 \) in (0.1) that are most common in practice. We study the specifics of the numerical solution (0.1) using the Newton-Kantorovich method [4]. The case of constant Volterra kernels was studied in [6]. In this study we consider the situation when

\[
K_{11}(t, s_1, s_2) = \prod_{m=1}^{2} \varphi(t, s_m), \quad K_{111}(t, s_1, s_2, s_3) = \prod_{m=1}^{3} \varphi(t, s_m),
\]

\[
K_{112}(t, s_1, s_2, s_3) = \prod_{m=1}^{2} \varphi(t, s_m)\psi(t, s_3),
\]

(0.3)

where \( \varphi(t, s) \in C_{\Delta}, \Delta = \{t, s : 0 \leq s \leq t \leq T\}, T < T^* \).

1. The numerical solution of the equation for \( N = 2 \)

Let \( N = 2 \). Then instead of (0.1) we have

\[
P(u) \equiv f(u(t)) - y(t) = 0,
\]

(1.1)

where, taking into account (0.3),

\[
f(u(t)) = I_1(u(t)) + I_2^2(u(t)) + p(t),
\]

(1.2)

\[
I_1(u(t)) = \int_0^t \left( K_1(t, s_1) + \int_0^t K_{12}(t, s_1, s_2)\zeta(s_2)ds_2 \right) u(s_1)ds_1,
\]
\[ I^2_2(u(t)) = \int_0^t \int_0^t K_{11}(t, s, s_2)u(s_1)u(s_2)ds_1ds_2 = \left( \int_0^t \varphi(t, s)u(s)ds \right)^2, \]  
\[ p(t) = \int_0^t K_2(t, s_1)\zeta(s_1)ds_1 + \int_0^t \int_0^t K_{22}(t, s_1, s_2)\prod_{i=1}^2 \zeta(s_i)ds_i. \]

The iterative process of solving (1.1) by the Newton-Kantorovich method has the form

\[ u_m = u_{m-1} - \left[ P'(u_{m-1}) \right]^{-1} (P(u_{m-1})) , \quad m = 1, 2, \ldots, \quad (1.4) \]

\[ P'(u_{m-1})(u) = I_1(u) + 2I_2(u_{m-1})I_2(u). \]

Given (1.4) the sequence of approximate solutions \( u_m(t) \) is found from the solution of the linear equation

\[ I_1(u_m(t)) + 2I_2(u_{m-1}(t))I_2(u_m(t)) = I^2_2(u_{m-1}(t)) + y(t) - p(t). \quad (1.5) \]

As an initial approximation of \( u_0(t) \) in (1.5), we choose a numerical solution of the equation

\[ I_1(u_0(t)) = y(t) - p(t). \quad (1.6) \]

To solve (1.5), (1.6) numerically, we apply the quadrature formulas of the right (middle) rectangles that have the property of self-regularization [9].

In particular, approximation of \( u^*(t_i) \) in the \( i \)-th node of mesh \( t_i = ih, \ t_j = jh, \ i = \frac{m}{h}, \ j = \frac{m}{h}, \ nh = T, \ T < T^*, \) obtained using the method of right rectangles has the following form:

\[ u^h_m(t_i) = \frac{Z_{m-1}(t_i) - \sum_{j=1}^{i-1} u^h_m(t_j)\Psi_{m-1}(t_i, t_j)}{\Psi_{m-1}(t_i, t_i)}, \quad (1.7) \]

\[ Z_{m-1}(t_i) = \left( h \sum_{j=1}^i \varphi^h(t_i, t_j)u^h_{m-1}(t_j) \right)^2 - p(t_i) + y(t_i), \]

\[ \Psi_{m-1}(t_i, t_j) = hK^h_{11}(t_i, t_j) + h^2 \sum_{k=1}^i K^h_{12}(t_i, t_j, t_k)\zeta^h(t_k) + \quad (1.8) \]

\[ + 2h^2 \varphi^h(t_i, t_j)\sum_{k=1}^i \varphi^h(t_i, t_k)u^h_{m-1}(t_k) \]

with the initial approximation

\[ u^h_0(t_i) = \frac{W(t_i)}{R(t_i)}. \]
where

\[ R(t_i) = hK_h^b(t_i,t_i) + h^2 \sum_{k=1}^{i} K_{12}^b(t_i,t_i,t_k)\zeta^h(t_k), \quad (1.9) \]

\[ W(t_i) = y(t_i) - h \sum_{j=1}^{i-1} K_h^b(t_i,t_j)u_0^h(t_j) - h^2 \sum_{j=1}^{i-1} \sum_{k=1}^{i} K_{12}^b(t_i,t_j,t_k)u_0^h(t_j)\zeta^h(t_k) - \]

\[ -h \sum_{j=1}^{i} K_2^h(t_i,t_j)\zeta^h(t_j) - h^2 \sum_{j=1}^{i} \sum_{k=1}^{i} K_{22}^h(t_i,t_j,t_k)\zeta^h(t_j)\zeta^h(t_k), \quad (1.10) \]

where \( p(t_i), y(t_i) \) — are the values of the functions at the \( i \)-th node of the mesh, and at each iteration the corresponding conditions \( \Psi_{m-1}(t_i, t_i) \neq 0, \]
\( R(t_i) \neq 0 \) must be satisfied in (1.8) and (1.9).

**2. The numerical solution of the equation for \( N = 3 \)**

In what follows, let \( N = 3 \). Then, given (0.3), instead of (1.2) in (1.1) we have

\[ f(u(t)) = I_1(u(t)) + q(t)I_2^2(u(t)) + I_3^2(u(t)) + p(t), \]

where

\[ p(t) = \int_0^t K_2(t,s_1)\zeta(s_1)ds_1 + \int_0^t \int_0^t K_{22}(t,s_1,s_2)\prod_{i=1}^{2} \zeta(s_i)ds_1 \]

\[ + \int_0^t \int_0^t \int_0^t K_{222}(t,s_1,s_2,s_3)\prod_{i=1}^{3} \zeta(s_i)ds_i, \]

\[ I_1(u(t)) = \int_0^t \left( K_1(t,s_1) + \int_0^t K_{12}(t,s_1,s_2)\zeta(s_2)ds_2 \right)u(s_1)ds_1, \quad (2.1) \]

\[ + \int_0^t \int_0^t K_{122}(t,s_1,s_2,s_3)\prod_{i=2}^{3} \zeta(s_i)ds_i \]

\[ q(t) = 1 + \int_0^t \psi(t,s_1)\zeta(s_1)ds_1. \]

Taking into account the introduced notation (1.3), (2.1), the iterative process will take the form of (1.4), where

\[ [P'(u_{m-1})](u) = I_1(u) + 2q(t)I_2(u_{m-1})I_2(u) + 3I_2^2(u_{m-1})I_2(u). \]
Hence,
\[ I_1(u_m(t)) + I_2(u_m(t)) \left( 2q(t)I_2(u_{m-1}(t)) + 3I_2^3(u_{m-1}(t)) \right) = (2.2) \]
\[ = I_2^2(u_{m-1}(t)) \left( q(t) + 2I_2(u_{m-1}(t)) \right) + y(t) - p(t), \]
where initial approximation \( u_0(t) \) is a numerical solution of (1.6), (2.1).

Using the method of right rectangles and taking into account (1.9), (1.10), we have:
\[ u_0^h(t_i) = \frac{\tilde{W}(t_i)}{R(t_i) + h^3 \sum_{k=1}^{i} \sum_{l=1}^{j} K_{122}^h(t_i, t_l, t_j) \zeta^h(t_i) \zeta^h(t_j)}, \]
\[ \tilde{W}(t_i) = W(t_i) - h^3 \sum_{j=1}^{N} \sum_{k=1}^{i} K_{122}^h(t_i, t_j, t_k, t_l) \zeta^h(t_i) \zeta^h(t_j) u_0^h(t_j) - h^3 \sum_{k=1}^{i} \sum_{l=1}^{j} K_{222}^h(t_i, t_j, t_k, t_l) \zeta^h(t_i) \zeta^h(t_j) \zeta^h(t_k). \]

Approximating definite integrals in (2.2) by quadrature formulas, we obtain a calculation formula for \( u_m^h(t_i) \) of the form (1.7) in which
\[ Z_{m-1}(t_i) = y(t_i) - p(t_i) + \]
\[ + \left( h \sum_{j=1}^{i} \phi^h(t_i, t_j) u_{m-1}^h(t_j) \right)^2 \left[ q(t_i) + 2h \sum_{j=1}^{i} \phi^h(t_i, t_j) u_{m-1}^h(t_j) \right], \]
\[ \Psi_{m-1}(t_i, t_j) = hK_1^h(t_i, t_j) + h^2 \sum_{k=1}^{i} K_1^{h}(t_i, t_j, t_k) \zeta^h(t_k) + \]
\[ + h^3 \sum_{k=1}^{i} \sum_{l=1}^{j} K_{122}^h(t_i, t_j, t_k, t_l) \zeta^h(t_i) \zeta^h(t_j) \zeta^h(t_k) + \]
\[ + h^2 \phi^h(t_i, t_j) \left[ 2q(t_i) \sum_{k=1}^{i} \phi^h(t_i, t_k) u_{m-1}^h(t_k) + 3h \left( \sum_{k=1}^{i} \phi^h(t_i, t_k) u_{m-1}^h(t_k) \right)^2 \right]. \]

**Remark.** Approximating definite integrals in (1.5), (2.2) using the quadrature formula of middle rectangles, it is easy to obtain a similar algorithm for calculating \( u_m^h, m = 0, 1, 2, \ldots \)
3. Results of the numerical experiment

Let us consider (0.1) given $N = 2$. We will illustrate the use of the obtained formulas on a test example. Let the kernels be $K_1 = -\frac{1}{4}$, $K_2 = 1$, $K_{22} = 1$, $K_{23} = \frac{1}{2}$ and $\varphi(t) = t$. We choose

$$y(t) = \frac{t^{10}}{16} + \frac{t^7}{16} - \frac{3t^4}{64} - \frac{t^2}{2}, \quad p(t) = -\frac{t^2}{2} + \frac{t^4}{64}.$$

Using formulas from [7], we obtain:

$$u^* = \frac{t^3}{2}, \quad T^* = \frac{2 - \frac{1}{t}}{\frac{3}{2}} \approx 0.7937.$$

Taking into account the replacement $U(t) = \int_0^t u(s)ds$, as per (1.6) we choose the initial approximation

$$U_0(t) = \frac{t^4(t^6 + t^3 - 1)}{4(t^3 - 1)}.$$

According to (1.5),

$$U_m(t) = \frac{t^2(16U_{m-1}^2(t) - t^2 + t^5 + t^8)}{4(t^3 - 1 + 8U_{m-1}(t))}.$$

The approximate solution of equation (1.1) obtained with double precision of calculations is presented in Table 1, where $\tau_1 = 0.55$, $\tau_2 = 0.6$, $\tau_3 = 0.65$, $\tau_4 = 0.7$, $\|\varepsilon_m\|_{C_h} = \max_{0 \leq t_i \leq \tau_k} |u^h_m(t_i) - u^*(t_i)|$, $m$ — is the iteration number, $\tau_k = 1, 3$.

| $m$ | $\|\varepsilon_{\tau_1}\|_{C_h}$ | $\|\varepsilon_{\tau_2}\|_{C_h}$ | $\|\varepsilon_{\tau_3}\|_{C_h}$ | $\|\varepsilon_{\tau_4}\|_{C_h}$ |
|-----|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| 1   | $0.895 \times 10^{-8}$        | $0.769 \times 10^{-6}$        | $0.616 \times 10^{-4}$        | $0.488 \times 10^{-3}$        |
| 2   | $0.125 \times 10^{-13}$       | $0.123 \times 10^{-14}$       | $0.112 \times 10^{-9}$        | $0.110 \times 10^{-5}$        |
| 3   | 0                             | 0                             | 0                             | $0.232 \times 10^{-8}$        |

Table 2 shows the results of calculating $u^h_m = u^h_m(t_i)$ given that $m = 1, 3$ using (1.7) for the indicated data. Under $t_i \to 0.79$, due to violation of inequality $T < T^*$, a boundary layer appears.

If, for example, we limit ourselves to value $\tau_k = \tau_1$, then

$$\|\varepsilon_{\tau_1}^{h=0.01}\|_{C_h} = 0.004, \quad \|\varepsilon_{\tau_1}^{h=0.001}\|_{C_h} = 0.0004,$$

$$\|\varepsilon_{\tau_3}^{h=0.01}\|_{C_h} = 0.004, \quad \|\varepsilon_{\tau_3}^{h=0.001}\|_{C_h} = 0.0004.$$
Table 2

| m  | $u^{h=0.01}_{m_1}$ | $u^{h=0.001}_{m_1}$ | m  | $u^{h=0.01}_{m_1}$ | $u^{h=0.001}_{m_1}$ |
|----|------------------|------------------|----|------------------|------------------|
| 0.1 | 0.00086 | 0.00098 | 0.1 | 0.00086 | 0.00098 |
| 0.2 | 0.00742 | 0.00794 | 0.2 | 0.00742 | 0.00794 |
| 0.3 | 0.02568 | 0.02686 | 0.3 | 0.02568 | 0.02686 |
| 0.4 | 0.06164 | 0.06376 | 3  | 0.4 | 0.06164 | 0.06376 |
| 0.5 | 0.12129 | 0.12462 | 0.5 | 0.12129 | 0.12462 |
| 0.6 | 0.21039 | 0.21514 | 0.6 | 0.21039 | 0.21514 |
| 0.7 | 0.31911 | 0.32235 | 0.7 | 0.31911 | 0.32235 |

Here, $\|\varepsilon_m\|_{C_h} = \max_{0 \leq t_i \leq \tau_1} |u_m(t_i) - u^*(t_i)|$ and linear convergence takes place.

**Conclusion**

This study continues the line of research initiated in [6]. A numerical solution to the problem of identifying an input signal of one class of nonlinear dynamical systems, formulated in the form of a polynomial Volterra equation of the first kind, was considered. It is assumed that the symmetric Volterra kernels corresponding to the change of the desired input signal are represented as a product of the finite number of continuous functions. Numerical algorithms based on the application of the Newton-Kantorovich methods and the method of right rectangles were developed. As an initial approximation, taking into account the specifics of polynomial integral equations, a numerical solution of the corresponding linear Volterra equations of the first kind is used. The specifics of the algorithms are illustrated by the model example.
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