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Abstract: Filtering an image by eliminating noise and irrelevant details while preserving prominent structure edges is an important pre-processing task in many fields, such as image processing and computer vision. In this study, a novel approach called anisotropic joint trilateral rolling filter (AJTRF) is proposed for the smoothing of an image while preserving important structure edges. AJTRF works in an iterative manner and extends the joint bilateral filter to a joint trilateral filter by employing additional weights in eigen space. During filtering, the range weights are recalculated in each iteration, while the spatial Gaussian weights are computed in anisotropic orientations instead of isotropic orientations. Furthermore, the inner products between anisotropic orientations (expressed as eigenvectors) are used as weights to measure orientation similarities of pixels. Structure tensors at each pixel are calculated to determine the structure orientations, which are used as the anisotropic orientations. A range of experiments are conducted. The results demonstrate that the proposed AJTRF has stronger smoothing and structure preserving ability than established methods.
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1. Introduction

Natural imagery contains many rich visual structures at different scales. However, in the majority of applications (including image abstraction, image segmentation, and object detection etc.) small-scale textures are less important while prominent structures are essential. Eliminating small scale textures while preserving the main structures can be achieved by an image smoothing filter. As an important component of pre-processing, image smoothing is a widely used operation in fields such as image processing and computer vision [1]. The efficiency of most of highlevel processing depends on it. There exists a lot of traditional smoothing methods such as the box filter, weighted average filter, Gaussian filter, and bilateral filter [3] working in the spatial domain. There is also the low-pass filter in the frequency domain that is used to smooth the image by removing high frequency components. However, although these traditional smoothing filters remove finer textures and noises, most of them (except for the bilateral filter) also blur edges in the images, that is, the salient structures are lost.

One of the purposes of image smoothing is to remove the unwanted small features that may represent finer textures, noises and small objects. Another goal is to preserve the prominent structures such as region boundaries and large objects [2]. A wide range of such filters have been recently reported for edge-preserving smoothing, which remove noise, small scale textures, and weak edges while preserving strong structures. These filters, often called edge-aware filters, include the bilateral filter [3] and its inherited variant, the joint bilateral [4], the L0 gradient minimization filter [2], the guided image filter [5], the domain transform filter [6], the rolling guidance filter [7], and its variant the alternating guided filter [8].

In this paper, a new edge-preserving image smoothing filter called anisotropic joint trilateral rolling filter (AJTRF) is proposed. To some extent, the AJTRF can be regarded as an extension of the rolling guidance filter [7]. Unlike the original rolling guidance filter, which uses a Gaussian filter to remove small structures, the AJTRF combines the anisotropic Gaussian weight and inner product of eigenvectors of the structure tensor to remove small textures and then restore the prominent structures. The anisotropy is computed based on the structure tensor at each pixel. Numerous experiments demonstrate that the AJTRF has strong smoothing and edge-preserving ability compared to the original rolling guidance filter. With the same standard deviation parameters, the AJTRF is even capable of edge enhancement. The contributions of this paper are as follows:

- The structure tensor at each pixel is computed, and then the eigenvector is used to represent the orientation of that pixel.
- A trilateral filter is proposed by combining the weights of the anisotropic Gaussian in spatial space, the inner product of the eigenvector in eigen space, and the Gaussian in range space.
The trilateral filter is embedded in the guided rolling filter framework to smooth finer textures while preserving prominent structures.

Figure 1 illustrates a data flow in the proposed filter. A rectangle with rounded corners shows the input or output image. Other rectangles indicate data during computation. Solid arrows demonstrate data flow directions and a circled arrow expresses that the data flows in and out from itself.

In Section 2, the relevant literature is briefly reviewed. Because the proposed filter is based on the bilateral filter and rolling guidance filter, these are described in Section 3. The structure tensor computation, trilateral filter, and the AJTRF are detailed in Section 4. Section 5 demonstrates the experimental results and discusses the properties of the AJTRF. Finally, the conclusion and future work are given in Section 6.

2. Related Work

A wide range of edge-preserving filters have recently been reported. These filters detect the differences between neighboring pixels and use such differences to compute weights or classify them as strong or weak edges. These filters can be roughly categorized into two types: optimization-based and local average-based. Optimization-based methods, such as the total variation [9], the weighted least squares [10][11], and the $L_0$ gradient minimization [2][12]–[14] optimize the designed energy function which consists of a data fidelity term and a smoothing regularized term. The data term describes the fidelity of the smoothed result to the original image and is represented by the total squared errors between the result and original images. The regularized term can be the $L_0$, $L_1$, and $L_2$ norms. As indicated in Ref. [14], because optimization-based approaches globally control the gradient of an image by minimizing the energy function, they have a strong capability for preserving the main structures in the image. However, they are less effective in dealing with local and high contrast noises.

Local average-based methods, such as the bilateral filter [3][4], guided filter [5][8], and domain transform filter [6] are widely used for their simplicity and effectiveness in removing small details and noise. These types of approach trade-off between removing small scale textures and preserving strong edges. Hence, the majority of these filters blur edges and cannot preserve the strong edges well.

Most closely related to the filter proposed here are the bilateral filter and the rolling guidance filter. The bilateral filter [3][4] is a broadly used non-linear filter that calculates the output at each pixel as a Gaussian weighted average of pixels in a window according to their geometric distances and intensity differences. A pixel close to the center of the window has large weight, and a pixel having small intensity difference with the center pixel also has a large contribution to the output. Conversely, a pixel far from the center (or having large intensity difference) has a small contribution to the output. However, the bilateral filter has a defect that tends to blur strong edges. A recently reported rolling guidance filter (RGF) [7][8][15] is in fact an application of a joint bilateral filter in an iterative framework. It consists of two steps: a small structure removal step and an edge recovery step. The rolling guidance filter is a framework used to filter an image with control of detail smoothing under a scale measure. It uses an isotropic Gaussian filter to remove small structures and all pixels are processed equally in the first step. This leads to some structure edges not being recovered effectively in the second step.

This paper is also related to the anisotropy [16] in the filtering. An anisotropic Gaussian in spatial space and an inner product of vectors in eigen space are combined to remove small scale textures according to their orientations computed using structure tensors [17]. The prominent structures are then recovered iteratively using the joint trilateral filter.

3. Rolling Guidance Filter

The original RGF [7] uses an iterative framework that converges quickly. It is an application of the joint bilateral filter [4]. Note, some authors refer to it as the cross bilateral filter. The word “joint” is used in this paper to maintain consistency with Ref. [4]. The filter processes images by controlling the detailed smoothing under a scale measure. The RGF is composed of two steps: small structure removal by Gaussian filter and large edge recovery by joint bilateral filter. Since Gaussian filtering is strongly related to structure scale determination, RGF is powerful for removing small structures. Suppose the input image is denoted as $I$ and the output image is $G$, any pixel location can be represented as a row vector using 2D coordinates $p = (x, y)$. Given a standard deviation $\sigma_s$, and any pixel $q$ in a neighborhood region $\Omega$ centered at pixel $p$, the Gaussian filter in spatial space may be expressed as:

$$G(p) = \frac{1}{K_p} \sum_{q \in \Omega} \exp \left( -\frac{\| p - q \|^2}{2\sigma_s^2} \right) I(q)$$  \hspace{1cm} (1)$$

where $K_p$ is a normalization term to guarantee the sum of the Gaussian weights in the kernel window to be 1.0. If the scale of a structure in the given image is smaller than the standard deviation, this structure will be removed by the Gaussian filter. It is known that Gaussian filtering removes small scale structure. However, it also blurs strong edges and large scale structures.

Although Gaussian filtering blurs large scale structures, it only weakens these edges and structures. It does not eliminate them, and structural information is retained in the output. The second step of the original RGF is to recover these
edges with large scale structure in the original image. The RGF applies an iterative scheme to update the result in the rth iteration. Given the input I and the previous result image \( U^{r-1} \), the updated image \( U^r \) in the rth iteration is computed by a joint bilateral filter, as shown in the following:

\[
U^r(p) = \frac{1}{K_p} \sum_{q \in \Omega} \exp\left(-\frac{\| p - q \|^2}{2\sigma_i^2}\right) \exp\left(-\frac{\| U^{r-1}(p) - U^{r-1}(q) \|^2}{2\sigma_t^2}\right) I(q)
\]

(2)

where \( K_p \) is similar to that in Eq. (1) and is a normalization term represented as:

\[
K_p = \sum_{q \in \Omega} \exp\left(-\frac{\| p - q \|^2}{2\sigma_i^2}\right) \exp\left(-\frac{\| U^{r-1}(p) - U^{r-1}(q) \|^2}{2\sigma_t^2}\right)
\]

(3)

The standard deviation parameter \( \sigma_t \) is the same as that given in Eq. (1), which controls the spatial weight for each pixel \( q \) in the kernel window \( \Omega \), while parameter \( \sigma_t \) controls the range weight in the same kernel window. During filtering, each iteration uses the previous result as a guided image. \( U^0 \) in Eq. (2) is initialized as a Gaussian filtered result \( G \) in Eq. (1), and it can also be initialized as a constant image \( C \) in practice. It is observed that Eq. (2) always filters the original input image \( I \), but changes the guidance image \( U^{r-1} \), which contains large structure information existing in the original image and with less small scale textures being smoothed.

4. Anisotropic Joint Trilateral Rolling Filter

Although the RGF performs well in most cases, the Gaussian multiplier term for the spatial domain is an isotropic one and has limited smoothing ability. The local directionality in a local window may have more consistency than the intensity variation. The original RGF does not consider the pixel orientation in the local window. This leads to weak smoothing ability for areas with abundant textures. To solve this problem, the AJTRF employs an anisotropic Gaussian filter and the inner product of the eigenvectors representing the orientations in the local window (instead of the isotropic Gaussian filter in spatial domain). This is implemented by changing the isotropic Gaussian term in Eq. (2) to a combination of anisotropic Gaussian term in the spatial domain and the inner product in eigen space. Vectors \( \mathbf{x} \) are considered as having the same direction. Hence, the word “orientation” is used instead of “direction”.

4.1 Structure Tensor

To express the orientation at each pixel, the gradient vector at this pixel can be used as the orientation. However, the gradient vectors are prone to be affected by noises. Instead, the structure tensors were computed and orientation information was collected from the tensors to reduce the effects of noises. A structure tensor is calculated at a pixel \( p \) as \( T(p) = g^T(p)g(p) \), where \( g(p) = (I_x(p), I_y(p)) \) is the gradient vector at pixel \( p \). The resultant structure tensor is a symmetrical matrix and has the following form:

\[
T(p) = \begin{pmatrix}
I_x^2 & I_x I_y \\
I_x I_y & I_y^2
\end{pmatrix}
\]

(4)

Note, a structure tensor is always a symmetric 2 \( \times \) 2 matrix and the smallest eigenvalue is always 0. In practice, the tensor is pre-smoothed using a Gaussian kernel with a spatial standard deviation \( \sigma_t \) to make the tensor insensitive to noise and to collect the structure orientation information from neighborhood pixels in the kernel window. In all the experiments conducted here, the standard deviation was allowed to be the same as in Eq. (2), that is, \( \sigma_t = \sigma_r \). Because the tensor is a 2 \( \times \) 2 symmetrical matrix, its eigenvalues \( \mu_1, \mu_2(\mu_1 \geq \mu_2 \geq 0) \) and eigenvector \( \mathbf{u}, \mathbf{v} \) are easily computed analytically. Eigenvector \( \mathbf{u} \) is the major vector and corresponds to eigenvalue \( \mu_1 \). The eigenvalues are expressed as:

\[
\mu_{1,2} = \frac{I_x^2 + I_y^2 \pm \sqrt{(I_x^2 - I_y^2)^2 + 4(I_x I_y)^2}}{2}
\]

(5)

Accordingly, the corresponding eigenvectors are \( \mathbf{u} = (I_x, I_y, \mu_1 - I_x) \) and \( \mathbf{v} = (\mu_1 - I_y, -I_x, I_y) \). The eigenvector \( \mathbf{u} \) is the orientation with the highest gray value fluctuations, while eigenvector \( \mathbf{v} \) shows the preferred local orientation. It is noted that a matrix can be expressed mathematically by its eigenvalues and eigenvectors as:

\[
T(p) = \mu_1 \mathbf{u}^T \mathbf{u} + \mu_2 \mathbf{v}^T \mathbf{v}
\]

(6)

The eigenvalues and eigenvectors contain very important structure information in the kernel window, as described in Ref. [18][20]. After filtering, it is beneficial if the structure in the local kernel window has coherence orientation as that in the original image. To this end, the eigenvectors \( \mathbf{u}, \mathbf{v} \) representing the orientations are unchanged, but the eigenvalues \( \mu_1, \mu_2 \) are modified as:

\[
\lambda_1 = \gamma + (1 - \gamma) \exp\left(-\frac{\delta}{\mu_1 - \mu_2}\right), \quad \mu_1 > \mu_2
\]

\[
\lambda_2 = \gamma
\]

\[
\lambda_2 = \gamma
\]

where parameter \( \gamma \) is \( 0 < \gamma \ll 1 \), and both \( \lambda_1 \) and \( \lambda_2 \) are restricted in the range \( [\gamma, 1] \), and parameter \( \delta \) can be fixed as 0.00001. Using the modified eigenvalues, the structure tensor in Eq. (6) can be rewritten as a semi-definite symmetric matrix \( A(p) \) in the same form:

\[
A(p) = \lambda_1 \mathbf{u}^T \mathbf{u} + \lambda_2 \mathbf{v}^T \mathbf{v}
\]

(8)

The above matrix \( A(p) \) will be embedded in our anisotropic trilateral filter for enhancing large scale structure. Since the eigenvalues are converted from \( \mu_1, \mu_2 \) to \( \lambda_1, \lambda_2 \) by Eq. (7), the proportionality between \( \mu_1, \mu_2 \) is scaled up when \( \mu_1 > \mu_2 \). This leads to the enhancement of anisotropy during filtering.
Algorithm 1: Anisotropic joint trilateral rolling filter (AJTRF)

| Input: original image $I$, standard deviations $\sigma_r$, $\sigma_t$, and eigenvalue parameter $\gamma$, the number of iteration $N$ |
| Output: the result image $U$ |

1. For all pixels $p$ in image $I$, compute gradients and find their structure tensors $T(p)$ as in Eq. (4) and then smooth them. After computing the eigenvalues and eigenvectors, adjust the eigenvalues as $\lambda_1, \lambda_2$ using Eq. (7). Finally, compute matrices $A(p)$ in Eq. (8) and orientation similarities.
2. Initialize $U^0$ as an anisotropic Gaussian filtered result of $I$, or as a constant image.
3. Do iterations to compute $U^n$ using Eq. (11) and (12). Note, $I$ is always used as input. $U^{n-1}$ is used as guidance for joint bilateral filtering.
4. Substitute the final result of the above iteration into $U^{N-1}$ into the output image $U$.

4.2 Anisotropic Trilateral Filter

In the proposed AJTRF, the matrix $A(p)$ in Eq. (8) was embedded into the Gaussian term in Eq. (1) for each pixel. Moreover, the orientation similarity describing the consistency between orientations of pixels was also combined into the filter. The weight in the range space is the same as that in the traditional bilateral filter.

Note, the squared distance $\| p - q \|^2$ between pixel $p$ and $q$ in the spatial domain can be expressed as $(p - q)(p - q)^T$ in vector form, where $T$ denotes the matrix or vector’s transpose. The method for computation of squared distance is the same for all pixels $q$ without regard for the orientation. The pixels in the neighborhood may have different weights if their orientations are different with that of pixel at the window center. The two perpendicular eigenvectors of the tensor were used to span a region. Consequently, the shape of the distribution of weights is an elliptical region because the two eigenvalues are different. Hence, the region is an anisotropic one, instead of a circular dome that is isotropic. Inspired by the work of [17][18], the anisotropic property is obtained by defining the squared distance as $(p - q)A(p)(p - q)^T$, where $A(p)$ is a semi-definite symmetric matrix that is defined in an elliptical region centered at pixel $p$, as shown in Eq. (8).

Because the matrix $A(p)$ only constrains the filter in an elliptical region, the orientations at pixels in this elliptical region may be different. To enhance the coherence of pixels, an inner product of the eigenvectors at pixel $p$ and $q$ as a weight is also embedded into the filter to evaluate the similarity of orientations. Suppose the tensors $T(p)$ and $T(q)$ have eigenvectors $u_p$ and $u_q$ corresponding to the largest eigenvalues, respectively, the inner product is $w_{c} = < u_p, u_q >$. Note, all eigenvectors are unit vectors. The inner product is the cosine of the angle between the two eigenvectors, which can be rewritten as $w_c = \cos(u_p, u_q)$.

Because the inner product or the cosine may be negative, its absolute is taken as the weight in practice. The weight $w_c$ is a measurement to describe how two vectors are similar. When $w_c$ is very large (near to 1.0), the two eigenvectors $u_p$ and $u_q$ are similar in orientation. In contrast, if it is very small (near to 0.0), the two vectors are almost perpendicular to each other, that is, they are very different.

Combining the anisotropic Gaussian weights and the orientation similarity measures with the weights in the range space, given an original input image, the output of trilateral filter is expressed as:

$$J(p) = \frac{1}{K_p} \sum_{q \in \Omega} \exp \left( -\frac{(p - q)A(p)(p - q)^T}{2\sigma_s^2} \right) \left| \cos(u_p, u_q) \right| \exp \left( -\frac{\| I(p) - I(q) \|^2}{2\sigma_r^2} \right) I(q)$$  \hspace{1cm} (9)

and

$$K_p = \sum_{q \in \Omega} \exp \left( -\frac{(p - q)A(p)(p - q)^T}{2\sigma_s^2} \right) \left| \cos(u_p, u_q) \right| \exp \left( -\frac{\| I(p) - I(q) \|^2}{2\sigma_r^2} \right)$$  \hspace{1cm} (10)

where the notations of $\sigma_s$ and $\sigma_r$ are standard deviation as in Eq. (2). $I(p)$ and $I(q)$ are pixel values or colors at pixel $p$ and $q$, respectively.

4.3 Anisotropic Joint Trilateral Rolling Filter

After preparation of the anisotropic trilateral filter, it was subsequently embedded into the RGF to construct an AJTRF. As indicated in the original RGF [7], an iterative scheme was also used for image smoothing and edge recovery. The AJTRF is expressed as follows using the notation from the above equations Eq. (9) and (10).

Then, Eq. (2) and Eq. (3) can be rewritten as:

$$U^t(p) = \frac{1}{K_p} \sum_{q \in \Omega} \exp \left( -\frac{(p - q)A(p)(p - q)^T}{2\sigma_s^2} \right) \left| \cos(u_p, u_q) \right| \exp \left( -\frac{\| U^{t-1}(p) - U^{t-1}(q) \|^2}{2\sigma_r^2} \right) I(q)$$  \hspace{1cm} (11)

and

$$K_p = \sum_{q \in \Omega} \exp \left( -\frac{(p - q)A(p)(p - q)^T}{2\sigma_s^2} \right) \left| \cos(u_p, u_q) \right| \exp \left( -\frac{\| U^{t-1}(p) - U^{t-1}(q) \|^2}{2\sigma_r^2} \right)$$  \hspace{1cm} (12)

The difference between Eq. (11), (12), and Eq. (2), (3) is that the semi-definite symmetric matrix $A(p)$ is incorporated into the Gaussian multiplier term for the spatial domain. The inner product between eigenvalues is also used as a weight to evaluate the orientation similarity between two pixels. In the above equations, $U^t(p)$ is the result of pixel $p$ at the $t$th iteration. Note, a previous filtered result
Figure 2: Experimental results: (a) original images; (b) result of rolling guidance filter, corresponding to (a); (c) result of anisotropic rolling filter without orientation similarity; and (d) result of the proposed anisotropic joint trilateral rolling filter corresponding to (a).

Figure 3: Experimental results: (a) original images; (b) result of rolling guidance filter; (c) result of $L_0$ gradient minimization for comparison; (d) result of the proposed anisotropic joint trilateral rolling filter.

$U^{-1}(p)$ is used as a guide for the range space during filtering.

When incorporating the above matrix $A(p)$ into the Gaussian function in the spatial domain, as shown in Eq. (11), the region of Gaussian weights becomes an elliptical region instead of a circular domain. Because the weights distribute along with the main orientation, it is obvious that the first term in Eq. (11) is an anisotropic function. Moreover, the absolute cosine computed as an inner product of eigenvectors measures the orientation similarity. Thus, the filter de-
Figure 4: Experimental results: (a), (d), and (g) are original images; (b), (e), and (h) are results of rolling guidance filter, corresponding to the left original images; (c), (f), and (i) are results of the proposed anisotropic joint trilateral rolling filter, corresponding to the leftmost images.

Figure 5: The averaged pixel differences between iterations.

The developed was called the anisotropic joint trilateral rolling filter, abbreviated to AJTRF. Note, when the matrix $A(p)$ becomes an identity matrix and the absolute cosine term is ignored, the AJTRF is identical to the original RGF. The working procedure of the proposed AJTRF is presented in Algorithm 1.

5. Experimental Results

To verify the effectiveness of the proposed filter, a range of experiments have been conducted on different images. The proposed algorithm, written in the C language, was implemented on a Notebook computer with Windows 10. Before the processing, all pixel values were normalized in the range $[0, 1]$. Figure 2 shows one of the experimental results with a natural scene in Fig. 2(a), which is an original color image containing sky, trees, a house and grass. (b) is the result of the original RGF, while (c) is the result of the AJTRF without orientation similarity weight. (d) is the result of the AJTRF with similarity weight. In the experiment which produced Fig. 2(b), (c), and (d), the same spatial standard deviation $\sigma_s = 3.0$ and range standard deviation $\sigma_r = 0.05$ were used. For producing the results of Fig. 2(c) and (d), additional parameters, standard deviation $\sigma_s = 3.0$ used for smoothing tensors, $\gamma = 0.01$ and $\delta = 0.00001$ for eigenvalues adjustment. All results are produced by running the algorithms for 5 iterations. By visually observing (b) and (d), the proposed filter smoothed more details while preserving and enhancing more prominent structures. Note, the white square on the red wall of the barn in Fig. 2(c) has some spurs, which are not present in Fig. 2(d). This is believed to be due to the embedding of the orientation similarity measurement into the filter, which cancels the spurs.

Figure 3 is another experimental result. Figure 3(a) is
Figure 6: Experimental results: (a) and (d) are original images; (b) and (e) are images with added Gaussian noise; (c) and (f) are non-photo-realistic results of the proposed anisotropic joint trilateral rolling filter.

The above experimental results demonstrate that the proposed AJTRF outperforms the original RGF when using the same parameters. This is believed to be due to the anisotropy of the proposed AJTRF, which captures more orientation consistent information during filtering. Because the anisotropic Gaussian filter smooths the image along with the structure orientation, only small details are removed while most of the prominent structures are preserved according to the setting of parameters. At each iteration, the joint trilateral filter gradually recovers the removed large edges and corners.

6. Conclusions
In this paper, a new image filter was presented called the AFTRF, which can be used for image smoothing -removal of small scale structure- while preserving prominent edge structure. The filter can be regarded as an extension of the original RGF using structure tensors to capture orientation. The experimental results demonstrated that the proposed AJTRF has stronger smoothing and edge preserving ability than the original RGF when given the same parameter values. Methods to accelerate the anisotropic computation are under consideration for future work.
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