Multi-Object Tracking Algorithm for RGB-D Images Based on Asymmetric Dual Siamese Networks
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Abstract: Currently, intelligent security systems are widely deployed in indoor buildings to ensure the safety of people in shopping malls, banks, train stations, and other indoor buildings. Multi-Object Tracking (MOT), as an important component of intelligent security systems, has received much attention from many researchers in recent years. However, existing multi-objective tracking algorithms still suffer from trajectory drift and interruption problems in crowded scenes, which cannot provide valuable data for managers. In order to solve the above problems, this paper proposes a Multi-Object Tracking algorithm for RGB-D images based on Asymmetric Dual Siamese networks (ADSiamMOT-RGBD). This algorithm combines appearance information from RGB images and target contour information from depth images. Furthermore, the attention module is applied to repress the redundant information in the combined features to overcome the trajectory drift problem. We also propose a trajectory analysis module, which analyzes whether the head movement trajectory is correct in combination with time-context information. It reduces the number of human error trajectories. The experimental results show that the proposed method in this paper has better tracking quality on the MICC, EPFL, and UM datasets than the previous work.
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1. Introduction

With the rapid development of modern computer technology, Multi-Object Tracking (MOT) algorithms have received the attention of many research scholars. The main task of the multi-object tracking algorithm is to track and label the trajectory of each target in a scene through a video sequence, which is widely used in indoor security [1,2], video surveillance [3,4], and human-computer interaction [5,6]. Currently, MOT algorithms are mainly used in surveillance systems for indoor public places. They analyze the trajectory of multiple pedestrians in a surveillance scene and provide accurate and stable information for intelligent surveillance systems. It can help managers to make real-time and accurate management decisions. However, MOT algorithms also bear a variety of challenges such as target occlusion and target attitude changes. In order to overcome these challenges, many researchers have improved the existing MOT algorithms to enhance accuracy and stability.

From the data used in the MOT algorithms, most of the algorithms [7–20] use Two-Dimensional (2D) images (RGB images), which are acquired by the visible light camera for analysis and processing. They use RGB images to detect the 2D position of the target. Then, they provide the target’s trajectory based on the target’s appearance information or 2D motion information. However, the RGB images that are acquired by the visible light camera can hardly reflect the position relationship of the various...
objects in the scene. When a large number of targets is gathered in the scene, it is difficult to use
the target’s appearance information or 2D motion information to distinguish the identity of multiple
targets in the scene. It is easy to cause the tracking algorithm to switch the target track ID frequently,
and these algorithms would likely lead to the problem of track disconnection.

In recent years, the price of depth cameras has become lower and lower with the development of
manufacturing technology for depth camera equipment. It has become effective and feasible to use
depth cameras for video surveillance systems. Depth images that are acquired by depth cameras can
directly reflect the position relationship information and shape contour information among various
objects in the scene. Some researchers have fused depth images with RGB images to generate the
RGB-D feature of the target. This feature has been applied in many image analysis tasks [21–23] with
good results.

Compared to RGB images, depth images could effectively separate the foreground and
background areas within a scene. They also could highlight the contours of each target in the scene
and effectively distinguish between mutually occluded targets. However, depth images do not contain
the target’s appearance information, and the algorithm cannot distinguish the identity information of
the target. Hence, it is impossible to track the target only using the depth images.

To improve tracking quality, some researchers fused appearance information from RGB images
with distance position information from depth images. This overcame the interference of occlusion
and dense crowds partly. Some researchers [24,25] used the symmetric dual-stream network to
extract the RGB feature and the depth feature of the image simultaneously. However, it is difficult
to acquire the high-quality RGB image feature and depth image feature simultaneously with the
symmetric dual-stream network. Specifically, RGB images have rich low-level information (color
information, texture information, etc.) and high-level information (face information, body information,
etc.), which require a deeper network for extraction. Depth images have mid-level position information
(edge shape information, distance information, etc.). If the feature extraction network uses a deeper
network, not only will it be more difficult to train the network, but it will also be difficult to retain and
extract the useful depth feature. In order to simultaneously acquire the low-level information and
high-level information of a high-quality RGB image and the mid-level information of a depth image,
it is necessary to design two different feature extraction networks to balance the commonality and
characteristics of RGB and depth images.

In addition, some background information is included in the RGB feature. The depth feature has
some holes due to the depth camera’s sampled images. This will infect the quality of the convolutional
feature. Figure 1 shows the visualization of the convolutional feature.

As shown in Figure 1, there are some background information and holes in the RGB feature and
the depth feature. If the RGB feature and depth feature are directly stitched or combined, this will
increase the redundant background information and empty information, which will affect the quality
of the tracking task.

To solve the problems of existing MOT algorithms, we propose a Multi-Object Tracking algorithm
for RGB-D images based on Asymmetric Dual Siamese networks (ADSiamMOT-RGBD). This algorithm
includes the Trajectory Generation Module (TGM) and the Trajectory Optimization Module (TOM).

There are three main motivations for our algorithm in this paper.

1. In recent years, the accuracy of the single-object tracker in short-term tracking tasks has been
greatly improved. Therefore, we transform the MOT task into the multiple short-term single-object
tracking task, and we use the high quality of short trajectories to generate the high quality of the
target’s trajectories.

2. The RGB images and the depth images contain different information. Currently, the asymmetric
feature extraction networks can better consider the characteristics of the RGB image and depth
images. In order to obtain a high quality of the RGB-D feature, we design the asymmetric feature
extraction network.
3. The MOT task is a strongly time-sequential task. When the targets occlude each other or disappear from the scene, the trajectory association results of the target in the neighboring video subsequences will change accordingly. Therefore, we use the trajectory association results of the neighboring video subsequences to determine the quality of the target trajectory. We optimize the target trajectory according to different qualities to improve the target tracking quality.

![Visualization of convolutional feature]

Figure 1. The visualization of the convolutional feature. The red rectangular box indicates the background information. The blue rectangular box indicates the holes.

In particular, the TGM detects all targets in the scene through RGB images. Subsequently, the asymmetric Siamese tracker module extracts the RGB feature and depth feature of the targets through RGB images and depth images. Later, this module fuses the RGB feature and depth feature through an attention module. This fusion method not only reduces the background information and holes, but also improves the tracking quality of the tracking algorithm. TOM combines the target trajectory fragments of multiple video subsequences with the results of the head detector module. This integrates and optimizes all the target trajectory fragments in the video sequence with the time context information. This method reduces the number of error trajectories that are established due to the false detection results of the head detector module, solves the problem of the frequent conversion of target track ID information, and reduces the number of trajectory interruptions.

There are three main contributions of this paper.

1. To solve the problem that the existing feature extraction networks cannot balance the differences between the RGB feature and depth feature, this paper designs the asymmetric dual Siamese network to balance the information of the RGB feature and depth feature and to extract the high-quality RGB feature and depth feature based on the characteristics of RGB images and depth images.
2. To solve the problem that there is a large amount of redundant information in the fused RGB-D feature, this paper uses an attention mechanism to fuse the RGB feature and depth feature based on the importance of the feature’s location and channel and reduce the redundant information and holes in the RGB-D feature.

3. To solve the problem that the existing MOT algorithm is easy to establish a target track on the wrong target position, this paper designs a trajectory optimization module to analyze the trajectory based on the time context information of the video sequence and suppress the error trajectories to improve the quality of the tracking algorithm.

The structure of this paper is shown as follows. Section 2 describes the related works in the field of MOT. Section 3 describes the proposed algorithm. Section 4 presents the experimental results, and Section 5 presents the conclusions of this paper. Our code will be released at https://github.com/I3-Laboratory/ADSiamMOT.

2. Related Work

In recent years, both domestic and international researchers have proposed a large number of MOT algorithms, which can be divided into two categories based on the image categories used, namely the MOT algorithms based on RGB images and the MOT algorithms based on RGB-D images.

2.1. The MOT Algorithms Based on RGB Images

These algorithms mainly use the appearance information from RGB images to track all the targets in the scene. In recent years, researchers have proposed a large number of MOT algorithms. Some researchers transformed the MOT task into a data correlation task. They incorporated data correlation algorithms such as the Hungarian algorithm and the KMalgorithm into the trajectory correlation module in the MOT algorithm. Some other researchers transformed the MOT task into multiple Single-Object Tracking (SOT) tasks. They modified the SOT algorithms to improve the quality of the MOT algorithm. In summary, this paper classifies the MOT algorithms into two types based on different solutions for MOT tasks: the MOT algorithms based on data association and the MOT algorithms based on the SOT algorithm.

2.1.1. The Algorithms Based on Data Association

Naiel et al. [7] developed the MOT algorithm for detectors and trackers within a particle filtering framework. They considered each detection region as an important sampling example and used a frame-by-frame data correlation algorithm between the detector and the tracker. Eiselein et al. [8] proposed the MOT algorithm based on Gaussian Mixture Probability Hypothesis Density (GMPHD). Furthermore, this algorithm incorporates the results of the detector to improve the quality of MOT. Bewley A. et al. [9] detected the targets in the scene using the Faster R-CNN object detection algorithm [26]. Then, this algorithm predicted the position of each target using a Kalman filter and correlated the detection results with each trajectory using a Hungarian algorithm based on the target’s motion information to generate target trajectories. In order to improve the ability of target identification, Bewley A. et al. [10] improved their proposed algorithm [9]. They first used a re-identification network to extract the target appearance information. Later, they combined the appearance information with motion information for correlating target trajectories and improving the quality of the MOT algorithm.

Bochinski et al. [11] improved the Intersection over Union (IoU) function and proposed the IoU tracker. They used the object detector to detect the targets in the scene. Next, they correlated and generated the trajectories based on the distance between the target and the trajectory. Sheng et al. [12] used GoogLeNet [27] to extract the appearance feature of the target at first. Next, they used the cosine distance of the feature to calculate the degree of similarity between the detection region and the trajectory region. Finally, they optimized all trajectories by the motion information and the degree of similarity.
However, these algorithms depend on the quality of the results of the object detection algorithm too much. If the object detection algorithm misses or wrongly checks the target location in the scene, the trajectory will be greatly affected, and this will result in the tracking problem of the number of ID switches, which makes it difficult to obtain the complete trajectory of the target. Moreover, such algorithms are difficult to correctly track and identify humans with a similar appearance and close distance in the scene, resulting in trajectory drift.

2.1.2. The Algorithms Based on the SOT Algorithm

Comaniciu et al. [13] applied the mean shift algorithm to the MOT task. They first predicted the target position in the current scene. Then, they used the Bhattacharyya coefficient to calculate the apparent similarity between the target and the candidate object. Finally, their algorithm predicted the position of the target based on the apparent similarity and output the complete trajectory. Avitzour [14] and Gordon [15] were the pioneers in applying the particle filter algorithm to the MOT task, which was subsequently improved by numerous researchers. Daneseu et al. [16] set a global particle filter and multiple local particle filters to estimate each target position in the scene and finally combined the results of the global particle filter and local particle filter to output the trajectory.

With the development of deep learning and SOT techniques, some researchers have adopted the Siamese SOT algorithm for the MOT task. Junbo et al. [17] proposed the MOT algorithm, UMA, which tracked each target in the scene via the SiamFCtracker and subsequently used the appearance feature, which was extracted by SiamFC to associate trajectories. Their algorithm reduced the computation time of feature extraction. Feng et al. [18] used the SiamRPNtracker to obtain the short-term trajectory of each target. Later, they used the re-identification network to extract the appearance feature of the target and calculated the matching confidence between the target and the trajectory. Finally, their algorithm associated multiple short-term trajectories to generate complete trajectories based on the matching confidence, which solved the problem of trajectory drift. Peng et al. [19] first used the Siamese-style network to extract the target feature and track all the targets in the scene. After, their algorithm obtained many of the short-term trajectories of the targets. Subsequently, their algorithm used the features that were extracted from the Siamese-style network to calculate the similarity between the target and numerous short-term trajectories. To generate the correct trajectories, they utilized the R1TApower iteration layer [28] to generate the trajectories. Zhu et al. [20] improved the SOT tracker ECO [29] and used the improved ECO tracker to track all targets in the scene. They also used the Bi-LSTM network [30] to extract the feature of the target and analyzed the historical feature of the target for correlating and optimizing the trajectory.

However, these algorithms did not judge the correctness of the detection results. When the target detection module incorrectly outputs the results, these MOT algorithms are prone to establish target trajectories at the wrong target locations. These algorithms will generate a large number of wrong trajectories and reduce the quality of the trajectory.

2.2. The MOT Algorithms Based on the RGB-D Images

The MOT algorithms based on RGB-D images extract appearance information and Three-Dimensional (3D) distance information from RGB and depth images, then use the appearance information and 3D distance information to detect all the targets in the scene. Finally, these algorithms use the similarity of the target’s appearance or the target’s movement information to correlate and generate the trajectory.

Chrapek et al. [31] extended the RGB tracker, TLD [32] (Tracking-Learning-Detection), to depth sequences. They used the depth image as an additional feature in the tracking phase to improve the feature quality. Meanwhile, they computed the mean depth change of the target to determine the target’s occlusion state and scale information. Later, they used the occlusion state and scale information to improve the results of their algorithm. Qi et al. [33] combined optical flow information, color information, and depth information and proposed a multi-cue MOT framework. They computed
the optical flow information of the target on RGB images and approximately estimated the motion information of the target based on the optical flow information at first. Then, they divided the target area into four subregions (top, bottom, left, and right) and computed the color histogram distribution feature and the mean depth information of the target in each subregion. Subsequently, the trajectories were correlated according to the color histogram distribution feature and the mean depth information of the target. Liu et al. [34–36] used the target appearance color histogram feature and depth histogram information to detect all targets in the scene from RGB-D images. Next, they created the trajectory for each target, which was correlated by the apparent similarities in target and trajectory. Ma et al. [37] used the HOG feature-based DPM object detection algorithm [38] to detect the target in RGB and depth images. Then, they used the conditional random field-based approach [39] to work out the data correlation task and the trajectory estimation task. Li et al. [40] provided a multi-object tracking algorithm based on the RGB-D data. Firstly, they used the YOLOv2 object detection algorithm to detect the targets frame-by-frame. Then, it output the trajectories by the correlation algorithm, which was based on the characteristics of the target’s depth histogram distribution, the IoU, and Euclidean distance between the detection results in the neighboring frames.

However, the above algorithms only use depth images to extract the low-level feature (edges, texture information, etc.) of the target and do not fully extract the high-level feature of the depth images. Moreover, the depth feature extracted by the above algorithms still contains void regions in the depth image, which makes it difficult to extract a high-quality RGB-D feature to identify the target in the scene. In other words, it restricts the discrimination ability of the MOT algorithm.

3. The Proposed Algorithm

3.1. The Overall Structure of the Algorithm

In order to solve the problems of existing MOT algorithms, we propose a tracking algorithm based on RGB-D images. This algorithm mainly includes a video slicing module, a Trajectory Generation Module (TGM), and a Trajectory Optimization Module (TOM). Figure 2 shows the overall flow chart of the tracking algorithm.

As shown in Figure 2, the proposed algorithm firstly slices the video sequence into several video subsequences at regular time intervals by the video slicing module. Then, the video sequence is input to the TGM to track all the targets. Finally, several trajectories are optimized according to the time context information by the TOM.

Figure 2. The overall flowchart of the tracking algorithm. The Trajectory Generation Module (TGM) will be introduced in Section 3.2; the Trajectory Optimization Module (TOM) will be introduced in Section 3.3.
3.2. The Trajectory Generation Module

In order to solve the problem that the existing MOT algorithm cannot balance the differences between the RGB feature and depth feature and the problem that there is much redundant information in the RGB-D feature, we propose a Trajectory Generation Module (TGM), which consists of the head detection module and the asymmetric Siamese Tracker module, and its flowchart is shown in Figure 3.

In particular, the head detection module consists of the YOLOv3 [41] object detection algorithm. In this paper, the YOLOv3 object detection algorithm is trained by the human head dataset (RGB images only) so that it can detect the human head based on RGB images. In the testing phase, the detector results from the head detector module are first input to the Trajectory Optimization Module (TOM) to determine the correct tracking target. Then, the TOM inputs the tracking objects into the asymmetric Siamese tracker module as the template branch input.

3.2.1. The Characteristics of RGB Images and Depth Images

In RGB images, the heads of different humans often have a similar appearance. In depth images, two human heads with close positions have different distance and edge contour information, which is useful for distinguishing the identity of humans with a close appearance or motion information. Figure 4 shows the RGB image and depth image of the video sequence at the same moment. In this paper, we mark the head of the red box as Person A and the head of the yellow box as Person B.
3.2.2. The Design of the Asymmetric Siamese Tracker Module

The RGB image and the depth image contain different information, where the RGB image contains the rich head appearance feature and the depth image contains the robust 3D position information. According to the characteristic of the RGB and depth image, we design the asymmetric Siamese tracker module based on the the SiamFC [42] tracker and the CIResNet network structure [43] to acquire the high-quality feature from the RGB image and the depth image. Meanwhile, we import the attention module to reduce the redundant information from the RGB-D feature. The network structure of the asymmetric Siamese tracker module is shown in Figure 5.

As can be seen in Figure 5, the network structure of the asymmetric Siamese tracker module consists of two branches, the template branch and the search branch. First, we use the template branch and the search branch to extract the RGB-D feature of the target and search region, respectively. Next, we compute the similarity score of the target and search areas by the cross-correlation operation. Finally, we determine the location of the target in the search area based on the similarity score.

Figure 5. The network structure of the asymmetric Siamese tracker module. The module consists of a template branch, a search branch, and a cross-correlation response branch. * represents the cross-correlation convolution operation.
(1) The design of the asymmetric dual Siamese network:

Based on the characteristics of the RGB image and the depth image, we design the RGB feature extraction network (RGB-CIResNet) and the depth feature extraction network (Depth-CIResNet), respectively. The RGB-CIResNet network structure is consistent with the CIResNet-22 [43] fully convolutional neural network structure. Compared to the RGB-CIResNet network, the Depth-CIResNet network crops some residual blocks. The network structures of the RGB-CIResNet and the Depth-CIResNet are shown in Table 1.

| Stage | RGB-CIResNet | Depth-CIResNet |
|-------|--------------|----------------|
| Conv1 | $7 \times 7, 64$, stride 2 |
| Conv2 | $2 \times 2$, max pooling, stride 2 | $1 \times 1, 64$ $3 \times 3, 64 \times 3$ $1 \times 1, 256$ |
| Conv3 | $1 \times 1, 128$ $3 \times 3, 128 \times 4$ $1 \times 1, 512$ |

(2) The design of the RGB-D feature fusion algorithm:

In recent years, the attention module [44] in deep learning has received much attention as a method to improve feature quality. The attention module enhances the feature that is most helpful to the task. The common SE-Net [45] attention module focuses only on the weight relationship between feature channels. Compared to it, the CBAM [46] attention module integrates the weight relationship between feature channels and spatial information. The structure of the CBAM is shown in Figure 6.

As can be seen in Figure 6, the CBAM attention module first feeds the RGB-D feature into the channel attention module to extract the channel weight relationship of the RGB-D feature. Then, the channel weight relationship is weighted and fused with the input feature to output the channel attention feature $M_c(F)$. The calculation of the channel attention module is shown in Formula (1).

$$
M_c(F) = \sigma \left( \text{MLP} \left( \text{AvgPool} \left( F \right) \right) + \text{MLP} \left( \text{MaxPool} \left( F \right) \right) \right)
$$

$$
= \sigma \left( \left( \text{MLP} \left( F_{\text{avg}}^c \right) \right) + \left( \text{MLP} \left( F_{\text{max}}^c \right) \right) \right)
$$

where $F$ represents the input feature. $F_{\text{avg}}^c$ and $F_{\text{max}}^c$ represent the AvgPool feature and the MaxPool feature generated by the input feature $F$ by the AvgPool and the MaxPool operation, respectively. MLP represents the Multilayer Perceptron. $\sigma$ represents the sigmoid operation, and $M_c(F)$ represents the output feature processed by the channel attention module. Next, the channel attention feature $M_c(F)$ is fed into the spatial attention module to extract its spatial weighting relationship. Later, the spatial weighting relationship is weighted and fused with the channel attention feature $M_c(F)$ to output the spatial attention feature $M_s(F)$. The calculation of the spatial attention module is shown in Formula (2).
\[ M_s (F) = \sigma \left( f^7 \ast 7 \left( \frac{[\text{AvgPool} (F) ; \text{MaxPool} (F)]}{F_{\text{avg}} , F_{\text{max}}} \right) \right) \]

\[ = \sigma \left( f^7 \ast 7 \left( F_{\text{concat}} \right) \right) \]

where \( F_{\text{avg}} \) and \( F_{\text{max}} \) represent the AvgPool feature and the MaxPool feature generated by the channel attention feature \( M_c (F) \) by the AvgPool and the MaxPool operation, respectively. \( F_{\text{concat}} \) represents the feature acquired after \( F_{\text{avg}} \) and \( F_{\text{max}} \) perform the concat operation. \( \sigma \) represents the sigmoid operation. \( f^7 \ast 7 \) represents the convolution operation. The size of the convolutional core is 7*7. \( M_s (F) \) represents the output feature processed by the spatial attention module.

(3) The design of the cross-correlation operation:

According to the translation invariance of the feature, which is obtained by the fully convolutional neural network, we use the RGB-D feature \( \phi (z) \) of the template branch as the convolution kernel. Then, we perform the cross-correlation operation between the convolution kernel \( \phi (z) \) and the RGB-D feature \( \phi (x) \) of the search branch to obtain the score response map of the target position. The calculation of the cross-correlation operation is shown in Formula (3).

\[ f (z, x) = \phi (z) \ast \phi (x) \] (3)

where \( f (z, x) \) represents the target position score response matrix and \( \ast \) represents the convolution operation. The asymmetric Siamese tracker module determines the position of the target in the search area based on the maximum value of the score response matrix.

### 3.3. The Trajectory Optimization Module

To address the problem that existing MOT algorithms are prone to establish target trajectories at the wrong target locations, we design a Trajectory Optimization Module (TOM). This module consists of the trajectory correlation module and the trajectory analysis module.

As shown in Figure 7, firstly, the trajectories of the \( k - 1 \)th video subsequence and the head detection results of the \( k \)th video subsequence will be input to the trajectory correlation module to correlate the head movement trajectories of the two neighboring video subsequences. Subsequently, the trajectory analysis module uses the trajectory information that is output by the trajectory correlation module to optimize the head movement trajectories. In particular, the trajectory correlation module is mainly composed of the Hungarian algorithm [47].

### 3.3.1. The Characteristics of the Trajectory

In video sequences, the head movement trajectories are often influenced by the results of the head detector module. TGM is prone to generate the wrong head movement trajectories when the head detector module gives the wrong results due to the complex background or occlusion from other people. Figure 8 shows some head movement trajectories in some video subsequences.

As shown in Figure 8, there are four types of head movement trajectories in each video subsequence: (1) correct head movement trajectories (green box); (2) interrupted head movement trajectories (blue box); (3) incorrect head movement trajectories (yellow box); and (4) disappearing head movement trajectories (red box).

The interrupted head movement trajectory is generated due to the head detection module missing the head in the scene, and such trajectories increase the time of ID switching error and the number of the missed trajectory of the MOT algorithm. The incorrect head movement trajectory is generated due to the head detection module detecting other objects in the scene, and such a trajectory increases the time of ID switching error and the number of the false trajectories of the MOT algorithm. In summary, the wrong results of the head detection module will reduce the quality of the trajectory.
Figure 7. The flowchart of Trajectory Optimization Module (TOM).

Figure 8. Some head movement trajectories in some video subsequences. (a) $k-1$th subsequence. (b) $k$th subsequence. (c) $k+1$th subsequence.

3.3.2. The Design of the Trajectory Optimization Module

In order to reduce the interrupted and incorrect head movement trajectories that are output by the target trajectory generation module, we design a trajectory analysis module based on the contextual information of video sequences. This module determines the trajectory category based on the head detection results of neighboring video sequences and the position of each head trajectory. Then, this module adjusts the trajectory generation module according to the trajectory category.

The trajectory analysis module classifies the four types of head movement trajectories into three categories. (1) High-quality trajectory: This class of trajectories can completely cover the head movement trajectories. These trajectories are composed of correct head movement trajectories. (2) Low-quality trajectory: These trajectories fail to cover all the trajectories because the head detection module misses the head targets in the scene. These trajectories are composed of interrupted head movement trajectories. (3) Error/disappeared trajectory: These trajectories should be deleted from the collection of head movement trajectories due to people moving out of the scene or the head detection module outputting the wrong results. Such trajectories are composed of the incorrect head movement trajectory and disappearing head movement trajectory.

In particular, the high-quality trajectory can obtain a successful correlation result in the trajectory correlation module of each video subsequence. The low-quality trajectory often fails to obtain a successful correlation result in the trajectory correlation module of a video subsequence because the
head detection module misses the head target in the scene. The error/disappeared trajectory fails to obtain a successful correlation result in the trajectory correlation module in neighboring video sequences because the people move out of the scene or the head detection module outputs the wrong results. Based on the different characteristics of the above three categories of the trajectory, we design a trajectory analysis module based on the correlation results of the trajectory correlation module.

According to the results of the trajectory analysis module, the corresponding trajectory generation strategies for each category of trajectories and those strategies are shown in Figure 9.

![Figure 9. Corresponding trajectory generation strategy for each type of trajectory.](image)

From Figure 9, in each video subsequence, high-quality trajectories are used in the trajectory generation module for head detection and tracking operations to update the head information and trajectory.

When the head detection module misses the head target in the kth video subsequence, the trajectory generation module only carries out the tracking operation. At this time, the trajectory generation module can still provide a relatively accurate trajectory of the head target to reduce the low-quality trajectories caused by the missing detection of the head detection module.

When the head detection module fails to detect other objects or wrong head targets in kth and k + 1th video subsequences, the error/disappeared trajectory will be deleted from the set of trajectories to save the computation time of the MOT algorithm.

4. Experiments

This section presents the experimental results and analysis of the ADSiamMOT-RGBD algorithm. Section 4.1 describes the computer environment and the datasets for the experimental test. At the same time, we describe the MOT evaluation metrics. Section 4.2 describes the ablation experiments to validate the effectiveness of the trajectory generation module and the trajectory optimization module. Section 4.3 shows the tracking results of the ADSiamMOT-RGBD algorithm and the state-of-the-art MOT algorithms for validating the advantages of the ADSiamMOT-RGBD algorithm.

4.1. Experiment Details

Our experiments were implemented using the pytorch framework on a computer with a GTX1660Ti graphics card. The datasets used in this paper include three datasets: MICC [48], EPFL [49], and UM [50].

The MICC [48] dataset was filmed in the laboratory with an RGB-D camera. It includes three scenes: Flow, Group, and Queue. Specifically, the Flow scene is a scene of people moving forward and backward. The Group scene is a scene of people gathering and moving, and the Queue scene is a scene of people moving in a queue.

The EPFL [49] dataset was filmed in the laboratory and indoor corridors with an RGB-D camera. It includes two scenes: EPFL-LAB and EPFL-CORRIDOR. Both scenes contain varying degrees of pedestrian occlusion and scale variation. These scenes are very challenging for MOT algorithms.
The UM [50] dataset was filmed in the laboratory with an RGB-D camera. This dataset has fewer situations of people occlusion.

We used the evaluation metrics proposed in the MOT Challenge [51] to evaluate our experiments. In the MOT evaluation metrics, the MOTA metric and the MOTP metric are the two main evaluation metrics.

The MOTA metric concerns the tracking accuracy of the tracker. This metric is related to three sources of errors FP, FN, and IDS in the tracking. The more errors that occur in the tracking algorithm, the lower the MOTA metric. The calculation process is shown in Formula (4).

$$MOTA = 1 - \frac{\sum (FN + FP + IDS)}{\sum GT}$$  \hspace{1cm} (4)

where $FP$ is a false positive that describes an unannotated target. $FN$ is a false negative that describes a missed target. $IDS$ is the number of target ID switches. $GT$ is the number of ground truth objects.

The MOTP metric is the average dissimilarity between all true positives and their corresponding ground truth targets. This metric represents the degree of mismatch between the annotation box and the prediction box. The calculation process is shown in Formula (5).

$$MOTP = \frac{\sum_{t,i} d_{i,j}}{\sum_{t} c_{t}}$$  \hspace{1cm} (5)

where $c_{t}$ denotes the number of matches in frame $t$ and $d_{i,j}$ is the bounding box overlap of target $i$ with its assigned ground-truth.

In addition, there are three other metrics that need to be presented in this paper, they are FM, MT, and ML: FM represents the total number of times a trajectory is fragmented. MT represents the Mostly Tracked targets; this means that the ratio of ground-truth trajectories that are covered by a track hypothesis for at least 80% of their respective lifespan. ML represents the Mostly Lost targets; this means that the ratio of ground-truth trajectories that are covered by a track hypothesis for at most 20% of their respective lifespan.

4.2. Ablation Study

We designed two ablation experiments to verify the effectiveness of the trajectory generation module and the trajectory optimization module. These two ablation experiments validate the trajectory generation module proposed in Section 3.2 and the trajectory optimization proposed in Section 3.3, respectively.

4.2.1. The Effectiveness of the Trajectory Generation Module

To verify the effectiveness of the trajectory generation module, the experiment used the same head detector module and trajectory optimization module. In addition, the experiment only changed the Siamese network structure in the trajectory generation module to control the experimental variables. The experiment denotes two Siamese network structures. They are the original Siamese network and the asymmetric dual Siamese network, respectively. In order to distinguish the above network structures, the experiment denotes the algorithm that used the original Siamese network as ADSiamMOT-RGB and the algorithm that used the Asymmetric Dual Siamese network as ADSiamMOT-RGBD. The experiment evaluates both networks on MICC, EPFL, and UM. The results are shown in Table 2.
Table 2. The results of the Asymmetric Dual Siamese Multi-Object Tracking (ADSiamMOT)-RGB and ADSiamMOT-RGBD on each dataset. MT, Mostly Tracked; ML, Mostly Lost.

| Dataset | Algorithm         | MOTA↑  | MOTP↑  | FP ↓  | FN ↓  | IDS↓  | FM↓  | MT↑  | ML↓ |
|--------|-------------------|--------|--------|-------|-------|-------|------|------|-----|
| MICC   | ADSiamMOT-RGB     | 59.9   | 69.6   | 2271  | 2775  | 34    | 225  | 11   | 0   |
|        | ADSiamMOT-RGBD    | 62.1   | 69.9   | 2249  | 2538  | 17    | 269  | 12   | 0   |
| EPFL   | ADSiamMOT-RGB     | 39.9   | 74.7   | 606   | 2114  | 28    | 61   | 6    | 1   |
|        | ADSiamMOT-RGBD    | 42.8   | 74.8   | 581   | 2015  | 19    | 55   | 6    | 1   |
| UM     | ADSiamMOT-RGB     | 66.4   | 71.7   | 1903  | 11,137| 39    | 217  | 6    | 1   |
|        | ADSiamMOT-RGBD    | 71.8   | 71.8   | 1985  | 9166  | 42    | 242  | 9    | 1   |

According to Table 2, it can be seen that the MOTA metric of the ADSiamMOT-RGBD algorithm is superior to the ADSiamMOT-RGB algorithm on the three datasets.

Specifically, on the MICC and EPFL datasets with high levels of occlusion, compared to the original Siamese network structure, the MOTA metrics of the asymmetric Siamese tracker module improve by 3.7% and 7.3%, respectively, on the MICC and EPFL datasets with more occlusion. The large decreases in the FP, FN, and IDS metrics indicate that the asymmetric Siamese tracker module reduces the number of tracking errors. These experimental results demonstrate that the asymmetric Siamese tracker module has better tracking accuracy and stability than the original Siamese network structure.

On the UM datasets with less occlusion, compared to the original Siamese network structure, the MOTA matrices of the asymmetric Siamese tracker module improve by 8.1%. Although there is no significant difference between the FP and IDS metrics of two Siamese network structures, the FN metric declines significantly. This result indicates that the asymmetric Siamese tracker module can effectively reduce the number of missed detections and improve the tracking accuracy when there are fewer occlusions in the tracking scene.

In summary, the MOTA metric of the asymmetric Siamese tracker module outperforms that of the original Siamese network structure on all three datasets. This demonstrates the effectiveness of the trajectory generation module that uses the asymmetric dual Siamese network.

4.2.2. The Effectiveness of the Trajectory Optimization Module

To verify the effectiveness of the trajectory optimization module, we select different time intervals for testing. Specifically, we use the same head detector module and the trajectory generation module to control the experimental variables. When the interval is zero, the trajectory optimization module is not used in the tracking task. The larger the time interval, the longer the subsequence. We tested the algorithms on three datasets, MICC, EPFL, and UM. The test results are shown in Table 3.

According to Table 3, it can be seen that the MOTA metric of the trajectory optimization module is superior to the unused trajectory optimization module on all three datasets. Specifically, compared to the unused trajectory optimization module, the MOTA metric of the trajectory optimization module improves by 5.6%, 1.5%, and 2.2%, respectively, on the MICC, EPFL, and UM datasets, and the IDS metric decreases by 107, 21, and 301, respectively. This shows that the trajectory optimization module effectively reduces the number of IDS, indicating that it can effectively solve the problem of disconnected target trajectories and improve the tracking accuracy and stability of the MOT algorithm.

Furthermore, with respect to the trajectory optimization module itself, as the time interval increases, the IDS metric decreases, and the FN metric increases. This is because the same target is tracked steadily over a certain time interval, reducing the number of IDS. However, when a new target appears, it cannot be tracked along that time interval. This would result in missed detections and an increase in the FN metric. Therefore, the time interval needs to be reduced appropriately when there are more new targets in the video sequence. The time interval can be increased appropriately when there are fewer new targets.
Table 3. Tracking results for different time intervals for the ADSiamMOT-RGBD.

| Dataset | Interval | MOTA ↑ | MOTP ↑ | FP ↓ | FN ↓ | IDS ↓ | FM ↓ | MT ↑ | ML ↓ |
|---------|----------|--------|--------|------|------|-------|------|------|------|
| MICC    | 0        | 60.6   | 70.0   | 2262 | 2605 | 125   | 321  | 12   | 0    |
|         | 1        | 61.4   | 69.9   | 2339 | 2502 | 47    | 354  | 13   | 0    |
|         | 2        | 61.8   | 69.9   | 2299 | 2505 | 33    | 318  | 12   | 0    |
|         | 3        | 62.3   | 69.9   | 2230 | 2517 | 24    | 275  | 13   | 0    |
|         | 4        | 63.7   | 69.8   | 2151 | 2430 | 12    | 263  | 12   | 0    |
|         | 5        | 63.7   | 69.8   | 2151 | 2430 | 12    | 263  | 13   | 0    |
|         | 6        | 62.6   | 69.9   | 2181 | 2528 | 22    | 259  | 12   | 0    |
|         | 7        | 62.1   | 69.9   | 2249 | 2538 | 17    | 269  | 12   | 0    |
|         | 8        | 62.6   | 69.6   | 2150 | 2559 | 23    | 226  | 12   | 0    |
|         | 9        | 64.2   | 69.8   | 2037 | 2477 | 18    | 227  | 12   | 0    |
|         | 10       | 62.8   | 69.7   | 2150 | 2541 | 17    | 250  | 12   | 0    |
| EPFL    | 0        | 46.7   | 76.2   | 546  | 1834 | 59    | 83   | 11   | 0    |
|         | 1        | 47.4   | 76.2   | 564  | 1805 | 38    | 87   | 11   | 0    |
|         | 2        | 46.6   | 75.9   | 566  | 1846 | 30    | 82   | 10   | 1    |
|         | 3        | 46.9   | 75.5   | 542  | 1886 | 21    | 77   | 12   | 1    |
|         | 4        | 45.4   | 75.6   | 560  | 1913 | 23    | 74   | 8    | 1    |
|         | 5        | 45.6   | 75.2   | 543  | 1921 | 23    | 69   | 7    | 1    |
|         | 6        | 42.8   | 75.1   | 566  | 2019 | 30    | 69   | 7    | 1    |
|         | 7        | 42.8   | 74.8   | 581  | 2015 | 19    | 55   | 6    | 1    |
|         | 8        | 42.1   | 75.1   | 576  | 2053 | 18    | 58   | 6    | 1    |
|         | 9        | 42.4   | 74.6   | 584  | 2035 | 16    | 60   | 7    | 1    |
|         | 10       | 39.3   | 75.3   | 614  | 2147 | 15    | 53   | 4    | 1    |
| UM      | 0        | 70.2   | 72.1   | 2077 | 9397 | 343   | 507  | 9    | 1    |
|         | 1        | 71.4   | 72.1   | 2195 | 9019 | 124   | 650  | 9    | 1    |
|         | 2        | 71.6   | 72.4   | 2133 | 9049 | 83    | 419  | 9    | 1    |
|         | 3        | 71.7   | 72.6   | 2105 | 9061 | 66    | 355  | 9    | 1    |
|         | 4        | 71.7   | 72.6   | 2106 | 9076 | 57    | 336  | 9    | 1    |
|         | 5        | 71.4   | 72.7   | 2110 | 9184 | 48    | 296  | 9    | 1    |
|         | 6        | 71.4   | 72.8   | 2135 | 9169 | 44    | 276  | 9    | 1    |
|         | 7        | 71.8   | 71.8   | 2185 | 9166 | 42    | 242  | 9    | 1    |
|         | 8        | 71.6   | 72.7   | 2012 | 9206 | 39    | 240  | 9    | 1    |
|         | 9        | 71.4   | 72.9   | 2030 | 9292 | 37    | 249  | 9    | 1    |
|         | 10       | 70.9   | 72.9   | 2102 | 9406 | 34    | 235  | 9    | 1    |

In summary, it is shown that the trajectory optimization module is useful for improving tracking accuracy and stability.

4.3. State-Of-The-Art Comparison

To verify the effectiveness of the ADSiamMOT-RGBD algorithm, we selected many algorithms for comparison. These algorithms include Sort [9], DeepSort [10], IoU-tracker [11], SST [52] and the ADSiamMOT-RGB algorithm. We tested the algorithms on three datasets, MICC, EPFL, and UM. The test results are shown in Table 4.

According to Table 4, it can be seen that the MOTA metric of the ADSiamMOT-RGBD outperforms each comparison tracking algorithm on all three datasets. We rank the MOTA metric for all comparison tracking algorithms from highest to lowest. Red, green, and blue represent 1st, 2nd, and 3rd, respectively.

On the MICC dataset, the top three algorithms are the ADSiamMOT-RGBD algorithm, the ADSiamMOT-RGB algorithm, and the Sort algorithm. On the EPFL dataset, the top three algorithms are the ADSiamMOT-RGBD algorithm, the ADSiamMOT-RGB algorithm, and the IoU-tracker algorithm. On the UM dataset, the top three algorithms are the ADSiamMOT-RGBD algorithm, the ADSiamMOT-RGB algorithm, and the Sort algorithm.
Table 4. Tracking results of different algorithms on each dataset.

| Dataset | Algorithm       | MOTA ↑ | MOTP ↑ | FP ↓ | FN ↓ | IDS ↓ | FM ↓ | MT ↑ | ML ↓ | Rank ↓ | FPS ↑ |
|---------|-----------------|--------|--------|------|------|-------|------|------|------|--------|-------|
| MICC    | Sort            | 60.8   | 70.0   | 1997 | 2877 | 84    | 282  | 11   | 0    | 3      | 20.98 |
|         | DeepSort        | 59.6   | 69.2   | 2212 | 2874 | 25    | 340  | 11   | 0    | 4      | 13.08 |
|         | IoU-tracker     | 54.0   | 70.2   | 1464 | 4022 | 336   | 462  | 7    | 0    | 6      | 59.16 |
|         | SST             | 55.2   | 69.5   | 1633 | 3958 | 86    | 614  | 6    | 0    | 5      | 2.92  |
|         | ADSiamMOT-RGB   | 62.2   | 69.4   | 2006 | 2744 | 30    | 193  | 10   | 0    | 2      | 2.72  |
|         | ADSiamMOT-RGBD  | 64.2   | 69.8   | 2037 | 2477 | 18    | 227  | 11   | 0    | 1      | 2.64  |
| EPFL    | Sort            | 40.9   | 76.1   | 407  | 2207 | 87    | 109  | 5    | 1    | 5      | 26.48 |
|         | DeepSort        | 41.0   | 76.4   | 206  | 2468 | 22    | 112  | 2    | 1    | 4      | 19.21 |
|         | IoU-tracker     | 41.1   | 74.9   | 244  | 2349 | 99    | 120  | 2    | 1    | 3      | 24.12 |
|         | SST             | 37.9   | 72.5   | 289  | 2480 | 71    | 179  | 4    | 0    | 6      | 2.86  |
|         | ADSiamMOT-RGB   | 47.2   | 76.2   | 565  | 1807 | 42    | 91   | 11   | 0    | 2      | 6.65  |
|         | ADSiamMOT-RGBD  | 47.4   | 76.2   | 564  | 1805 | 38    | 87   | 11   | 0    | 1      | 5.93  |
| UM      | Sort            | 70.5   | 7.2    | 1942 | 9731 | 41    | 366  | 9    | 1    | 2      | 21.91 |
|         | DeepSort        | 67.4   | 71.9   | 1444 | 11,452| 59   | 556  | 7    | 1    | 3      | 16.69 |
|         | IoU-tracker     | 49.1   | 75.1   | 941  | 18,700| 558  | 658  | 4    | 4    | 5      | 64.60 |
|         | SST             | 51.9   | 74.4   | 1219 | 17,648| 228  | 1446 | 4    | 3    | 4      | 3.13  |
|         | ADSiamMOT-RGB   | 71.8   | 72.2   | 1992 | 9173 | 39    | 235  | 9    | 1    | 1      | 7.05  |
|         | ADSiamMOT-RGBD  | 71.8   | 71.8   | 1985 | 9166 | 42    | 212  | 9    | 1    | 1      | 5.52  |

Specifically, compared to the ADSiamMOT-RGB algorithm and the Sort algorithm, the MOTA metric of the ADSiamMOT-RGBD algorithm improves by 3.1% and 5.3%, respectively, on the MICC dataset. The decreases in the IDS and FN metric indicate that the ADSiamMOT-RGBD algorithm is effective at reducing the number of target ID switches and target misses. It demonstrates the effectiveness of the ADSiamMOT-RGBD algorithm for improving tracking accuracy and stability. Compared to the ADSiamMOT-RGB algorithm and the IoU-tracker algorithm, the MOTA metric of the ADSiamMOT-RGBD algorithm improves by 0.4% and 13.3%, respectively, on the EPFL dataset. The decrease in the FN metric indicates that the ADSiamMOT-RGBD algorithm is useful for improving the accuracy and stability of tracking. On the UM dataset, compared to the ADSiamMOT-RGB algorithm, the ADSiamMOT-RGBD algorithm has almost an equal MOTA metric and IDS metric. Compared to the Sort algorithm, the MOTA metric for the ADSiamMOT-RGBD algorithm improves by 1.8%, for which there is a significant decrease in the FN metric.

In summary, the ADSiamMOT-RGBD algorithm achieves more competitive results on all three datasets. It shows that the ADSiamMOT-RGBD algorithm can effectively improve tracking accuracy and stability.

4.4. The Discussion of the Time Consumption

In the training phase, our algorithm requires 19.17 h for training the head detector module and 1.67 h for training the asymmetric Siamese tracker module.

In the testing phase, we computed the time consumption of each algorithm, which was mentioned in Section 4.3. The time consumption of each algorithm is shown in Table 5.

As shown in Table 5, for IoU-tracker, Sort, and DeepSort, they belong to the algorithm based on the data association. Such algorithms use the real-time object detector and the correlation algorithm with a small computational cost to achieve MOT tasks. Because of the real-time object detector and the correlation algorithm with a small computational cost, these algorithms have high speed on the MOT task. As shown in Figure 5, although these algorithms have high FPS, their MOTA metrics are lower. The reason is that these algorithms rely heavily on the quality of the object detector and are prone to trajectory interruption problems.

For our algorithms (including ADSiamMOT-RGB and ADSiamMOT-RGBD), they have great MOTA metrics for the MICC, EPFL, and UM datasets. However, our algorithms have a low speed on the MOT task. The reason is that our algorithms need to build up many single-object trackers for each target and need numerous computations to obtain the target’s RGB or RGB-D features. In the future, we will modify the feature extraction network and reduce the computation of the feature extraction.
Table 5. The time consumption of each algorithm.

| Algorithm       | Dataset | FPS ↑ | Average FPS ↑ | Average MOTA ↑ |
|-----------------|---------|-------|---------------|----------------|
| Sort            | MICC    | 20.98 | 23.12         | 57.40          |
|                 | EPFL    | 26.48 |               |                |
|                 | UM      | 21.91 |               |                |
| DeepSort        | MICC    | 13.08 | 16.33         | 56.00          |
|                 | EPFL    | 19.21 |               |                |
|                 | UM      | 16.69 |               |                |
| IoU-tracker     | MICC    | 59.16 | 49.29         | 48.06          |
|                 | EPFL    | 24.12 |               |                |
|                 | UM      | 64.60 |               |                |
| SST             | MICC    | 2.92  | 2.97          | 48.33          |
|                 | EPFL    | 2.86  |               |                |
|                 | UM      | 3.13  |               |                |
| ADSiamMOT-RGB   | MICC    | 2.72  | 5.47          | 60.40          |
|                 | EPFL    | 6.65  |               |                |
|                 | UM      | 7.05  |               |                |
| ADSiamMOT-RGBD  | MICC    | 2.64  | 4.70          | 61.13          |
|                 | EPFL    | 5.93  |               |                |
|                 | UM      | 5.52  |               |                |

5. Conclusions

In this paper, we propose the ADSiamMOT-RGBD algorithm. The algorithm includes the trajectory generation module and the trajectory optimization module. Specifically, the trajectory generation module extracts the RGB feature and depth feature by the asymmetric Siamese network, then it fuses the RGB feature and depth feature to form a high-quality RGB-D feature by the attention mechanism. The trajectory optimization module suppresses error trajectories based on the video sequence’s contextual information. The experiments show that the ADSiamMOT-RGBD algorithm solves the target’s trajectory drift problem and ID interruption problems, and it achieves competitive results on three datasets MICC, EPFL, and UM. In the future, we will optimize the computation of the asymmetric Siamese tracker module to improve the speed of tracking and infuse depth images in the head detector module to improve the robustness of the algorithm.

Author Contributions: Conceptualization, W.-L.Z. and K.Y.; methodology, W.-L.Z. and K.Y.; software, K.Y.; validation, K.Y., Y.-T.X. and T.-S.Z.; formal analysis, K.Y.; investigation, K.Y. and T.-S.Z.; writing, original draft preparation, K.Y. and Y.-T.X.; writing, review and editing, W.-L.Z.; supervision, W.-L.Z.; project administration, W.-L.Z. All authors read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Xu, R.; Nikouei, S.Y.; Chen, Y.; Polunchenko, A.; Song, S.; Deng, C.; Faughnan, T.R. Real-time human objects tracking for smart surveillance at the edge. In Proceedings of the 2018 IEEE International Conference on Communications (ICC), Kansas City, MO, USA, 20–24 May 2018; pp. 1–6.
2. Yang, C.-J.; Chou, T.; Chang, F.A.; Chang, S.-Y.; Guo, J.-I. A smart surveillance system with multiple people detection, tracking, and behavior analysis. In Proceedings of the 2016 International Symposium on VLSI Design, Automation and Test (VLSI-DAT), Hsinchu, Taiwan, 25–27 April 2016; pp. 1–4.
3. Ko, K.-E.; Sim, K.-B. Deep convolutional framework for abnormal behavior detection in a smart surveillance system. Eng. Appl. Artif. Intell. 2018, 67, 226–234. [CrossRef]
4. Shehzed, A.; Jalal, A.; Kim, K. Multi-Person Tracking in Smart Surveillance System for Crowd Counting and Normal/Abnormal Events Detection. In Proceedings of the 2019 International Conference on Applied and Engineering Mathematics (ICAEM), Taxila, Pakistan, 27–29 August 2019; pp. 163–168.

5. Milan, A.; Leal-Taixé, L.; Reid, I. Roth, Stefan and Schindler, Konrad, MOT16: A benchmark for multi-object tracking. *arXiv 2016*, arXiv:1603.00831.

6. Zhang, X.; Liu, X.; Yuan, S.-M.; Lin, S.-F. Eye tracking based control system for natural human-computer interaction. *Comput. Intell. Neurosci.* 2017, 2017, 1–9. [CrossRef] [PubMed]

7. Naiel, M.A.; Ahmad, M.O.; Swamy, M.N.S.; Lim, J.; Yang, M.-H. Online multi-object tracking via robust collaborative model and sample selection. *Comput. Vis. Image Underst.* 2017, 154, 94–107. [CrossRef]

8. Eiselein, V.; Arp, D.; Pätzold, M.; Sikora, T. Real-time multi-human tracking using a probability hypothesis density filter and multiple detectors. In Proceedings of the 2012 IEEE Ninth International Conference on Advanced Video and Signal-Based Surveillance, Beijing, China, 18–21 September 2012; pp. 325–330.

9. Bewley, A.; Ge, Z.; Ott, L.; Ramos, F.; Upcroft, B. Simple online and realtime tracking. In Proceedings of the 2016 IEEE International Conference on Image Processing (ICIP), Phoenix, AZ, USA, 25–28 September 2016; pp. 3464–3468.

10. Wojke, N.; Bewley, A.; Paulus, D. Simple online and realtime tracking with a deep association metric. In Proceedings of the 2017 IEEE International Conference on Image Processing (ICIP), Beijing, China, 17–20 September 2008; Volume 10, pp. 142–149.

11. Bochinski, E.; Eiselein, V.; Sikora, T. High-speed tracking-by-detection without using image information. In Proceedings of the 2017 14th IEEE International Conference on Advanced Video and Signal Based Surveillance (AVSS), Lecce, Italy, 29 August–1 September 2017; pp. 1–6.

12. Sheng, H.; Zhang, Y.; Chen, J.; Xiong, Z.; Zhang, J. Heterogeneous association graph fusion for target association in multiple object tracking. *IEEE Trans. Circuits Syst. Video Technol.* 2018, 11, 3269–3280. [CrossRef]

13. Comaniciu, D.; Ramesh, V.; Meer, P. Real-time tracking of non-rigid objects using mean shift. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2000 (Cat. No. PR00662), Hilton Head Island, SC, USA, 13–15 June 2000; pp. 142–149.

14. Avitzour, D. Stochastic simulation Bayesian approach to multitarget tracking. *IEEE Proc. Radar, Sonar Navig.* 1995, 2, 41–44. [CrossRef]

15. Gordon, N. A hybrid bootstrap filter for target tracking in clutter. *IEEE Trans. Aerosp. Electron. Syst.* 1997, 1, 353–358. [CrossRef]

16. Danescu, R.; Oniga, F.; Nedevschi, S.; Meinecke, M.-M. Tracking multiple objects using particle filters and digital elevation maps. In Proceedings of the 2009 IEEE Intelligent Vehicles Symposium, Xi’an, China, 3–5 June 2009; pp. 88–93.

17. Yen, J.; Wang, W.; Meng, Q.; Yang, R.; Shen, J. A Unified Object Motion and Affinity Model for Online Multi-Object Tracking. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Seattle, WA, USA, 13–19 June 2020; pp. 6768–6777.

18. Feng, W.; Hu, Z.; Wu, W.; Yan, J.; Ouyang, W. Multi-object tracking with multiple cues and switcher-aware classification. *arXiv 2019*, arXiv:1901.06129.

19. Chu, P.; Ling, H. Famnet: Joint learning of feature, affinity and multi-dimensional assignment for online multiple object tracking. In Proceedings of the IEEE International Conference on Computer Vision, Seoul, Korea, 27–28 October 2019; pp. 6172–6181.

20. Zhu, J.; Yang, H.; Liu, N.; Kim, M.; Zhang, W.; Yang, M.-H. Online multi-object tracking with dual matching attention networks. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 366–382.

21. RasouliDanesht, M.S.; Yadav, S.; Herath, S.; Vaghei, Y.; Payandeh, S. Deep Attention Models for Human Tracking Using RGBD. *Sensors 2019*, 19, 750. [CrossRef]

22. Xie, Y.; Lu, Y.; Gu, S. RGB-D Object Tracking with Occlusion Detection. In Proceedings of the 2019 15th International Conference on Computational Intelligence and Security (CIS), Macao, China, 13–16 December 2019; pp. 11–15.

23. Gai, W.; Qi, M.; Ma, M.; Wang, L.; Yang, C.; Liu, J.; Bian, Y.; De Melo, G.; Liu, S.; Meng, X. Employing Shadows for Multi-Person Tracking Based on a Single RGB-D Camera. *Sensors 2020*, 4, 1056. [CrossRef]
24. Fu, K.; Fan, D.-P.; Ji, G.-P.; Zhao, Q.; Shen, J.; Zhu, C. Siamese Network for RGB-D Salient Object Detection and Beyond. *arXiv* 2020, *arXiv*:2008.12134.

25. Liang, F.; Duan, L.-J.; Ma, W.; Qiao, Y.; Miao, J.; Ye, Q. Context-aware network for RGB-D salient object detection. *Pattern Recognit.* 2021, 111, 107630. [CrossRef]

26. Ren, S.; He, K.; Girshick, R.; Sun, J. Faster r-cnn: Towards real-time object detection with region proposal networks. In *Proceedings of the Advances in Neural Information Processing Systems*, Montreal, QC, USA, 7–12 December 2015; pp. 91–99.

27. Szegedy, C.; Liu, W.; Jia, Y.; Sermanet, P.; Reed, S. Anguelov, Dragomir and Erhan, Dumitru and Vanhoucke, Vincent and Rabinovich, Andrew, Going deeper with convolutions. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, Boston, MA, USA, 7–12 June 2015; pp. 1–9.

28. Shi, X.; Ling, H.; Pang, Y.; Hu, W.; Chu, P.; Xing, J. R Rank-1 tensor approximation for high-order association in multi-target tracking. *Int. J. Comput. Vis.* 2019, 127, 1063–1083. [CrossRef]

29. Danelljan, M.; Bhat, G.; Shahbaz, K.F.; Felsberg, M. Eco: Efficient convolution operators for tracking. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, Honolulu, HI, USA, 21–26 July 2017; pp. 6638–6646.

30. Sadeghian, A.; Alahi, A.; Savarese, S. Tracking the untrackable: Learning to track multiple cues with long-term dependencies. In *Proceedings of the IEEE International Conference on Computer Vision*, Venice, Italy, 22–29 October 2017; pp. 300–311.

31. Chrapek, D.; Beran, V.; Zemcik, P. Depth-based filtration for tracking boost. In *Proceedings of the International Conference on Advanced Concepts for Intelligent Vision Systems*, Catania, Italy, 26–29 October 2013; pp. 217–228.

32. Kalal, Z.; Mikolajczyk, K.; Matas, J. Tracking-learning-detection. *IEEE Trans. Pattern Anal. Mach. Intell.* 2011, 7, 1409–1422. [CrossRef] [PubMed]

33. Wang, Q.; Fang, J.; Yuan, Y. Multi-Cue Based Tracking. *Neurocomputing* 2014, 131, 227–236. [CrossRef]

34. Liu, J.; Liu, Y.; Cui, Y.; Chen, Y.Q. Real-time human detection and tracking in complex environments using single RGBD camera. In *Proceedings of the 2013 IEEE International Conference on Image Processing*, Melbourne, Australia, 15–18 September 2013; pp. 3088–3092.

35. Liu, J.; Liu, Y.; Zhang, G.; Zhu, P.; Chen, Y.Q. Detecting and tracking people in real time with RGB-D camera. *Pattern Recognit. Lett.* 2015, 53, 16–23.

36. Liu, J.; Zhang, G.; Liu, Y.; Tian, L.; Chen, Y.Q. An ultra-fast human detection method for color-depth camera. *J. Vis. Commun. Image Represent.* 2015, 177–185.

37. Ma, A.J.; Yuen, P.C.; Saria, S. Deformable distributed multiple detector fusion for multi-person tracking. *arXiv* 2015, *arXiv*:1512.05990.

38. Felzenszwalb, P.F.; Girshick, R.B.; McAllester, D.; Ramanan, D. Object detection with discriminatively trained part-based models. *IEEE Trans. Pattern Anal. Mach. Intell.* 2009, 32, 1627–1645. [CrossRef]

39. Milan, A.; Schindler, K.; Roth, S. Multi-target tracking by discrete-continuous energy minimization. *IEEE Trans. Pattern Anal. Mach. Intell.* 2015, 2054–2068.

40. Li, J.; Wei, L.; Zhang, F.; Yang, T.; Lu, Z. Joint Deep and Depth for Object-Level Segmentation and Stereo Tracking in Crowds. *IEEE Trans. Multimed.* 2019, 21, 2531–2544. [CrossRef]

41. Redmon, J.; Farhadi, A. Yolov3: An incremental improvement. *arXiv* 2018, *arXiv*:1804.02767.

42. Bertinetto, L.; Valmadre, J.; Henriques, J.F.; Vedaldi, A.; Torr, P.H.S. Fully-convolutional siamese networks for object tracking. In *Proceedings of the European Conference on Computer Vision*, Amsterdam, The Netherlands, 8–16 October 2016; pp. 850–865.

43. Zhang, Z.; Peng, H. Deeper and wider siamese networks for real-time visual tracking. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, Long Beach, CA, USA, 16–20 June 2019; pp. 4591–4600.

44. Jiang, M.; Deng, C.; Shan, J.; Wang, Y.; Jia, Y.; Sun, X. Hierarchical multi-modal fusion FCN with attention model for RGB-D tracking. *Inf. Fusion* 2019, 50, 1–8. [CrossRef]

45. Hu, J.; Shen, L.; Sun, G. Squeeze-and-excitation networks. In *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, Salt Lake City, UT, USA, 18–23 June 2018; pp. 7132–7141.

46. Woo, S.; Park, J.; Lee, J.-Y.; So, K. Cbam: Convolutional block attention module. In *Proceedings of the European conference on computer vision (ECCV)*, Munich, Germany, 8–14 September 2018; pp. 3–19.
47. Kuhn, H.W. The Hungarian method for the assignment problem. *Nav. Res. Logist. Q.* 1955, 1–2, 83–97. [CrossRef]

48. He, M.; Luo, H.; Hui, B.; Chang, Z. Pedestrian flow tracking and statistics of monocular camera based on convolutional neural network and Kalman filter. *Appl. Sci.* 2019, 8, 1624. [CrossRef]

49. Bagautdinov, T.; Fleuret, F.; Fua, P. Probability occupancy maps for occluded depth images. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 2829–2837.

50. Choi, W.; Pantofaru, C.; Savarese, S. A general framework for tracking multiple people from a moving camera. *IEEE Trans. Pattern Anal. Mach. Intell.* 2012, 35, 1577–1591. [CrossRef] [PubMed]

51. Dendorfer, P.; Rezatofighi, H.; Milan, A.; Shi, J.; Cremers, D.; Reid, I.; Roth, S.; Schindler, K.; Leal-Taixé, L. Mot20: A benchmark for multi object tracking in crowded scenes. *arXiv* 2020, arXiv:2003.09003.

52. Sun, S.; Akhtar, N.; Song, H.; Mian, A.S.; Shah, M. Deep affinity network for multiple object tracking. *arXiv* 2019, arXiv:1810.11780.

**Publisher’s Note:** MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).