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Abstract. It is shown that if a non-zero function \( f \in B_\sigma \) has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than \( \frac{\pi}{\sqrt{\frac{1}{4}}}, \tau \approx 5.0625 \). A frame algorithm is provided for reconstructing a function \( f \in B_\sigma \) from its nonuniform samples \( \{f^{(j)}(x_i) : j = 0, 1, \ldots, k-1, i \in \mathbb{Z}\} \) with maximum gap condition, \( \sup_i (x_{i+1} - x_i) = \delta < \frac{1}{\sigma c_k^{1/2}} \), where \( c_k \) is a Wirtinger-Sobolev constant, using Hermite interpolation.

1. Introduction

Let \( B_\sigma \) denote the space of all \( \sigma \)-band limited functions, i.e.,
\[
B_\sigma = \left\{ f \in L^2(\mathbb{R}) : \text{supp} \hat{f} \subseteq [-\sigma, \sigma] \right\}.
\]

Here \( \hat{f} \) denotes the Fourier transform of \( f \), defined by \( \hat{f}(\xi) = \int_{-\infty}^{\infty} f(x)e^{-ix\xi}dx \). Then it follows from the well known theorem of Paley-Wiener that a function \( f \in B_\sigma \) if and only if \( f \) can be extended as an entire function of exponential type \( \leq \sigma \). It is well known that \( B_\sigma \) is a reproducing kernel Hilbert space with reproducing kernel \( K(x, y) = \frac{\sin \sigma (x - y)}{\sigma (x - y)} \). The classical Shannon’s sampling theorem states that every \( f \in B_\sigma \) can be reconstructed from the sampling formula
\[
f(x) = \sum_{k \in \mathbb{Z}} f \left( \frac{k\pi}{\sigma} \right) \frac{\sin \sigma (x - k\pi/\sigma)}{\sigma (x - k\pi/\sigma)}.
\]

In [8] Walker proved the following result. “Let \( f \) be an entire function of exponential type \( \leq \sigma \) which is square integrable on the real axis. If \( f \) has infinitely many zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is at least \( \frac{\pi}{\sigma} \). In this paper we show that if a non-zero function \( f \in B_\sigma \) has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than \( \frac{\pi}{\sqrt{\frac{1}{4}}}, \tau \approx 5.0625 \).
The numerical aspects of nonuniform sampling was studied by Grochenig in [3]. In particular, in that paper, he gave an iterative reconstruction algorithm for a band limited function from its nonuniform samples and discussed its stability as well as its rate of convergence. In [6], Razafinjatovo obtained a frame algorithm for reconstructing a function $f \in B_\sigma$ from its nonuniform samples \( \{f^{(j)}(x_i) : j = 0, 1, \ldots, k-1, i \in \mathbb{Z} \} \) with maximum gap condition, namely $\sup_i (x_{i+1} - x_i) = \delta < \frac{2}{\sigma}((k-1)!\sqrt{(2k-1)2k})^{1/k}$ using Taylor’s polynomial approximation. He has also provided a result which gives an improvement for the maximum gap condition for $k = 2$.

In this paper, we provide a frame algorithm for reconstructing a function $f \in B_\sigma$ from its nonuniform samples \( \{f^{(j)}(x_i) : j = 0, 1, \ldots, k-1, i \in \mathbb{Z} \} \) with maximum gap condition, $\delta < \frac{1}{\sigma c_k^{1/2}}$, where $c_k$ is a Wirtinger-Sobolev constant, using Hermite interpolation. We wish to remark that the maximum gap condition of the current paper is an improvement of the maximum gap condition given in [6]. In fact, later, we provide a numerical comparison between the maximum gap conditions of [6] and the current paper for various values of $k$. Further, our idea of using Hermite interpolation polynomial instead of the already existing method using Taylor series expansion leads to better rate of convergence, which is mentioned in Remark 2.1.

It should also be noted that if the sample points \( \{x_i\} \) satisfy $\sup_i (x_{i+1} - x_i) = \delta < \frac{\pi}{\sigma}^{1/4}, \tau \approx 5.0625$, then from Theorem 2.1 and 2.3 it follows that one can reconstruct functions $f \in B_\sigma$ uniquely from \( \{f(x_i), f'(x_i)\} \). In addition, as a consequence of Theorem 2.1 one can get the uniqueness result even if the equality holds.

In order to prove our main results, we make use of the following terminology and some inequalities.

**Definition 1.1.** A sequence of vectors \( \{f_n : n \in \mathbb{Z} \} \) in a separable Hilbert space $\mathcal{H}$ is said to be a frame if there exist constants $0 < m \leq M < \infty$ such that

$$m\|f\|_{\mathcal{H}}^2 \leq \sum_{n \in \mathbb{Z}} |\langle f, f_n \rangle_{\mathcal{H}}|^2 \leq M\|f\|_{\mathcal{H}}^2, \quad (1.1)$$

for every $f \in \mathcal{H}$.

**Theorem 1.1** (Bernstein’s inequality). If $f \in B_\sigma$, then

$$\|f^{(k)}\|_2 \leq \sigma^k\|f\|_2. \quad (1.2)$$

**Theorem 1.2** (Arthurs-Anderson-Hall inequality). (cf. [5]). Let $f$ be a complex valued function defined on the interval $[a, b]$. If $f \in C^2[a, b]$ with $f(a) = f(b) = f'(a) = f'(b) = 0$, then

$$\int_a^b |f(x)|^2\,dx \leq \frac{1}{\pi} \bigg(\frac{b-a}{\pi}\bigg)^4 \int_a^b |f''(x)|^2\,dx, \quad (1.3)$$
where $\tau$ is the smallest root of the equation
\[
\tanh\left(\frac{\pi \tau^{1/4}}{2}\right) + \tan\left(\frac{\pi \tau^{1/4}}{2}\right) = 0.
\]
The equality holds iff
\[
f(x) = c \left\{ \cosh \frac{x-a}{b-a} - \cos \frac{x-a}{b-a} - \cosh \mu - \cos \mu \left( \sinh \frac{x-a}{b-a} - \sin \frac{x-a}{b-a} \right) \right\},
\]
c $\in \mathbb{C}$ with $\mu = \pi \tau^{1/4}$. The value of $\tau$ is approximately 5.0625.

Theorem 1.3 (Wirtinger-Sobolev inequality). (cf. [1]). Let $f$ be a complex valued function defined on the interval $[a, b]$. If $f \in C^r [a, b]$ with $f^{(l)}(a) = f^{(l)}(b) = 0$, $0 \leq l \leq r - 1$, then
\[
\int_a^b |f(x)|^2 \, dx \leq \frac{(b-a)^{2r}}{c_r} \int_a^b |f^{(r)}(x)|^2 \, dx,
\]
where $c_r$ is the minimal eigenvalue of the boundary value problem
\[
(-1)^r u^{(2r)}(x) = \lambda u(x), \quad x \in [0, 1],
\]
\[
u^{(k)}(0) = u^{(k)}(1) = 0, \quad 0 \leq k \leq r - 1,
\]
u $\in C^{2r}[0, 1]$.

Proposition 1.1. (cf. [2], [3]). Let $A$ be a bounded operator on a Hilbert space $H$ that satisfies
\[
\|f - Af\|_H \leq C\|f\|_H,
\]
for every $f \in H$ and for some $C$, $0 < C < 1$. Then $A$ is invertible on $H$ and $f$ can be recovered from $Af$ by the following iteration algorithm. Setting
\[
f_0 = Af \quad \text{and} \quad f_{n+1} = f_n + A(f - f_n), \quad n \geq 0,
\]
we have $\lim_{n \to \infty} f_n = f$. The error estimate after $n$ iterations is
\[
\|f - f_n\|_H \leq C^{n+1}\|f\|_H.
\]

Theorem 1.4 (Hermite Interpolation Formula). (cf. [4]). Let $f \in C^r [a, b]$ and $\xi, \eta \in [a, b]$. Then the Hermite interpolation polynomial $H_{2r+1}(x)$ of degree $2r + 1$ such that $H_{2r+1}^{(j)}(y) = f^{(j)}(y)$, for $y = \xi, \eta$, $0 \leq j \leq r$, is given by
\[
H_{2r+1}(\xi, \eta; f; x) = \sum_{k=0}^r A_{0k}(x)f^{(k)}(\xi) + \sum_{k=0}^r A_{1k}(x)f^{(k)}(\eta),
\]
(1.5)
where

\[ A_{0k}(x) = (x - \eta)^{r+1} \frac{(x - \xi)^k}{k!} \sum_{s=0}^{r-k} \frac{1}{s!} g_0^{(s)}(\xi)(x - \xi)^s, \]

\[ A_{1k}(x) = (x - \xi)^{r+1} \frac{(x - \eta)^k}{k!} \sum_{s=0}^{r-k} \frac{1}{s!} g_1^{(s)}(\eta)(x - \eta)^s, \]

\[ g_0(x) = (x - \eta)^{-(r+1)}, \]

\[ g_1(x) = (x - \xi)^{-(r+1)}. \]

2. The Main Results

First we observe that Wirtinger-Sobolev inequality (Theorem 1.3) is still true if the right hand side of (1.4) is replaced by

\[ \frac{1}{c_r^2} (b - a)^{4r} \int_a^b |f^{(2r)}(x)|^2 \, dx, \]

\[ f \in C^{2r}[a, b] \text{ with } f^{(l)}(a) = f^{(l)}(b) = 0, \ 0 \leq l \leq r - 1. \] In other words,

\[ \|f\|_{L^2[a, b]}^2 \leq \frac{1}{c_r^2} (b - a)^{4r} \|f^{(2r)}\|_{L^2[a, b]}^2. \] (2.1)

In fact, we shall establish (2.1) by assuming \( f \) is real valued. The complex case will follow by taking \( f = u + iv \). We know that \( A^2 - B^2 = (A + B)^2 - 2(AB + B^2) \geq -2(AB + B^2) \) for real numbers \( A \) and \( B \). Therefore,

\[ \int_a^b \left[ \frac{(b - a)^{4r}}{c_r^2} f^{(2r)}(x)^2 - f^2(x) \right] \, dx \geq -2 \int_a^b \left[ \frac{(b - a)^{2r}}{c_r} f^{(2r)}(x)f(x) + f^2(x) \right] \, dx. \]

Using Bernoulli’s formula (repeated integration by parts) and the fact that \( f^{(l)}(a) = f^{(l)}(b) = 0, \) for \( 0 \leq l \leq r - 1, \) \( r \) odd, one can easily show that

\[ -2 \int_a^b \left[ \frac{(b - a)^{2r}}{c_r} f^{(2r)}(x)f(x) + f^2(x) \right] \, dx \geq 2 \int_a^b \left[ \frac{(b - a)^{2r}}{c_r} f^{(r)}(x)^2 \right] \, dx - 2 \int_a^b f^2(x) \, dx, \]

\[ \geq 0, \]

by (1.4), thus proving (2.1), for \( r \) odd.

We know that \( A^2 - B^2 = (A - B)^2 + 2(AB - B^2) \geq 2(AB - B^2) \) for real numbers \( A \) and \( B \). Therefore,

\[ \int_a^b \left[ \frac{(b - a)^{4r}}{c_r^2} f^{(2r)}(x)^2 - f^2(x) \right] \, dx \geq 2 \int_a^b \left[ \frac{(b - a)^{2r}}{c_r} f^{(2r)}(x)f(x) - f^2(x) \right] \, dx. \]

Then proceeding as before we obtain (2.1), for \( r \) even.
Theorem 2.1. If a non-zero function \( f \in B_\sigma \) has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than \( \frac{\pi}{\sigma \tau^{1/4}} \), where \( \tau \approx 5.0625 \).

Proof. Let a non-zero function \( f \in B_\sigma \) have infinitely many double zeros \( x_j \)'s on the real line such that \( x_j < x_{j+1}, \ j \in \mathbb{Z} \) and \( \bigcup_{j \in \mathbb{Z}} [x_j, x_{j+1}] = \mathbb{R} \). If possible, there exists \( M \le \frac{\pi}{\sigma \tau^{1/4}} \) such that \( x_{j+1} - x_j \le M \), for every \( j \). Since \( f(x_j) = f'(x_j) = f(x_{j+1}) = f'(x_{j+1}) = 0 \), for every \( j \), Arthurs-Anderson-Hall inequality yields

\[
\int_{x_j}^{x_{j+1}} |f(x)|^2 \, dx < \frac{1}{\pi} \left( \frac{x_{j+1} - x_j}{\pi} \right)^4 \int_{x_j}^{x_{j+1}} |f''(x)|^2 \, dx.
\] (2.2)

Notice that the inequality is strict; Otherwise if the equality holds, then, by uniqueness theorem,

\[
f(x) = c \left\{ \cosh \mu \frac{x - a}{b - a} - \cos \mu \frac{x - a}{b - a} - \cosh \mu - \cos \mu \left( \sinh \mu \frac{x - a}{b - a} - \sin \mu \frac{x - a}{b - a} \right) \right\},
\]

\( c \in \mathbb{C} - \{0\} \) with \( a = x_j \), \( b = x_{j+1} \), \( \mu = \pi \tau^{1/4}, x \in \mathbb{R} \). Clearly, \( f \notin L^2(\mathbb{R}) \), which is impossible. Summing over all \( j \) in (2.2), we get

\[
\int_{\mathbb{R}} |f(x)|^2 \, dx < \sum_j \frac{1}{\pi} \left( \frac{x_{j+1} - x_j}{\pi} \right)^4 \int_{x_j}^{x_{j+1}} |f''(x)|^2 \, dx
\]

\[
\le \frac{1}{\pi} \frac{M^4}{\tau^{1/4}} \int_{\mathbb{R}} |f''(x)|^2 \, dx.
\]

Taking square root on both sides, we get

\[
\|f\|_2 < \frac{1}{\sqrt{\pi}} \frac{M^2}{\pi^{1/2}} \|f''\|_2.
\] (2.3)

On the other hand, by Bernstein’s inequality,

\[
\|f''\|_2 \le \sigma^2 \|f\|_2.
\] (2.4)

Combining (2.3) and (2.4), we get \( M > \frac{\pi}{\sigma} \tau^{1/4} \) which is a contradiction. \( \square \)

Corollary 2.1. Let \( f \in B_\sigma \) satisfy \( f(x_j) = f'(x_j) = 0 \), for all \( j \in \mathbb{Z} \). If \( \sup_{j} (x_{j+1} - x_j) \le \frac{\pi}{\sigma \tau^{1/4}} \), then \( f \equiv 0 \).

Consider the operator \( P : L^2(\mathbb{R}) \to B_\sigma \) by

\[
(Pf)(x) := \langle f, K_x \rangle,
\] (2.5)
where \( K_x(t) = \frac{\sin \sigma (t - x)}{\sigma (t - x)} \). Then \( P \) is an orthogonal projection of \( L^2(\mathbb{R}) \) onto \( B_\sigma \).

Now assume that \( f \) and its first \( k - 1 \) derivatives \( f', \ldots, f^{(k-1)} \) are sampled at a sequence \((x_i)_{i \in \mathbb{Z}}\). Define the approximation operator for \( f \in B_\sigma \)

\[
Af = P \left( \sum_{i \in \mathbb{Z}} H_{2k-1}(x_i, x_{i+1}, f; \cdot) \chi_{[x_i, x_{i+1}]} \right).
\]

Since \( H_{2r+1}(\xi, \eta, \alpha f + g; x) = \alpha H_{2r+1}(\xi, \eta, f; x) + H_{2r+1}(\xi, \eta, g; x) \) for \( \alpha \in \mathbb{C} \), the operator \( A \) is linear. Since \( f = P f = P \left( \sum_{i \in \mathbb{Z}} f \chi_{[x_i, x_{i+1}]} \right) \), and the characteristic functions \( \chi_{[x_i, x_{i+1}]} \) have mutually disjoint support it can be easily shown that

\[
\| f - Af \|_2^2 \leq \sum_{i \in \mathbb{Z}} \int_{x_i}^{x_{i+1}} |f(x) - H_{2k-1}(x_i, x_{i+1}, f; x)|^2 \, dx,
\]

where \( H_{2k-1}(x_i, x_{i+1}, f; \cdot) \) denotes the Hermite interpolation of \( f \) in the interval \([x_i, x_{i+1}]\). Let \( \sup_i (x_{i+1} - x_i) = \delta < \frac{1}{\sigma c_k^2} \). Using (2.1), we get

\[
\| f - Af \|_2^2 \leq \sum_{i \in \mathbb{Z}} \frac{\delta^{4k}}{c_k^2} \int_{x_i}^{x_{i+1}} |f^{(2k)}(x)|^2 \, dx
= \frac{\delta^{4k}}{c_k^2} \| f^{(2k)} \|_2^2
\leq \frac{\delta^{4k} \sigma^{4k}}{c_k^2} \| f \|_2^2,
\]

using Bernstein’s inequality. As \( \| Af \|_2 \leq \| f - Af \|_2 + \| f \|_2 \), it follows from the inequality (2.1) that the operator \( A \) is a bounded. Now, if \( \delta < \frac{1}{\sigma c_k^2} \), then \( \frac{\delta^{4k} \sigma^{4k}}{c_k^2} < 1 \). Thus we can obtain the following result as a corollary of Proposition 1.1.

**Theorem 2.2.** Assume that \( f \) and its first \( k - 1 \) derivatives \( f', \ldots, f^{(k-1)} \) are sampled at a sequence \((x_i)_{i \in \mathbb{Z}}\). If \( \delta < \frac{1}{\sigma c_k^2} \), then any \( f \in B_\sigma \) can be reconstructed from the sample values \( \{ f^{(j)}(x_i) : j = 0, 1, \ldots, k - 1, i \in \mathbb{Z} \} \) using the following iteration algorithm. Set

\[
f_0 = Af = P \left( \sum_{i \in \mathbb{Z}} H_{2k-1}(x_i, x_{i+1}, f; \cdot) \chi_{[x_i, x_{i+1}]} \right),
\]

\[
f_{n+1} = f_n + A(f - f_n), \quad n \geq 0,
\]
where $H_{2k-1}(x_i, x_{i+1}, f; \cdot)$ denotes the Hermite interpolation of $f$ in the interval $[x_i, x_{i+1}]$. Then we have $\lim_{n \to \infty} f_n = f$. The error estimate after $n$ iterations becomes

$$\|f - f_n\|_2 \leq \left( \frac{(\delta \sigma)^{2k}}{c_k} \right)^{(n+1)} \|f\|_2.$$ 

**Remark 2.1.** The above inequality shows that the rate of convergence of the current paper is better than that of [6].

In order to present frame algorithm for reconstructing a function $f \in B_{\sigma}$ from its nonuniform samples we need the following notations.

Let $c_{i,l} = \int_{x_i}^{x_{i+1}} \frac{(x - x_{i+1})^{2l}}{l!^2} \, dx$. This can also be written as

$$c_{i,l} = \frac{(x_{i+1} - x_i)^{2l+1}}{(2l + 1)!^2} \int_{x_i}^{x_{i+1}} \frac{(x - x_i)^{2l}}{l!^2} \, dx.$$

Let $g_0(x) = (x - \eta)^{-k}$ and $g_1(x) = (x - \xi)^{-k}$. Then

$$g_0^{(s)}(x) = (-1)^s k(k + 1) \ldots (k - 1 + s)(x - \eta)^{-(k+s)}$$
$$g_1^{(s)}(x) = (-1)^s k(k + 1) \ldots (k - 1 + s)(x - \xi)^{-(k+s)}.$$

**Theorem 2.3.** If $\delta < \frac{1}{\sigma c_k^{\frac{1}{k+1}}}$, then for every $f \in B_{\sigma}$, we have

$$\|f\|^2_2 \leq \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 (c_{i,l} + c_{i-1,l}) \leq B \|f\|^2_2,$$

where $A = \left( 1 - \frac{(\delta \sigma)^{2k}}{c_k} \right)^2 \frac{1}{2kC(k)}$, $B = 2 \left( \sum_{l=0}^{k-1} \frac{(\delta \sigma)^{2l}}{l!^2} \right) e^{\delta^2 + \sigma^2}$, and

$$C(k) = \left[ \sum_{s=0}^{k-1} \binom{k+s-1}{s} \right]^2.$$

**Proof.** Recall $Af = P \left( \sum_{i \in \mathbb{Z}} H_{2k-1}(x_i, x_{i+1}, f; \cdot) \chi_{[x_i, x_{i+1}]} \right)$. Then

$$\|f\|^2_2 = \|A^{-1}Af\|^2_2 \leq \|A^{-1}\|^2_2 \|Af\|^2_2 \leq \left( 1 - \|I - A\|^2 \right) \|Af\|^2_2 \leq \left( 1 - \frac{(\delta \sigma)^{2k}}{c_k} \right)^{-2} \|Af\|^2_2.$$ 

(2.9)
We now estimate the value of $\|Af\|_2$.

$$\|Af\|_2^2 \leq \left\| \sum_{i \in \mathbb{Z}} H_{2k-1}(x_i, x_{i+1}, f; \cdot) \chi_{[x_i, x_{i+1}]} \right\|_2^2$$

$$= \int \sum_{i \in \mathbb{Z}} H_{2k-1}(x_i, x_{i+1}, f; x) \chi_{[x_i, x_{i+1}]}(x)^2 \, dx$$

$$\leq \sum_{i \in \mathbb{Z}} \int_{x_i}^{x_{i+1}} |H_{2k-1}(x_i, x_{i+1}, f; x)|^2 \, dx$$

$$= \sum_{i \in \mathbb{Z}} \int_{x_i}^{x_{i+1}} \left[ \sum_{l=0}^{k-1} A_{0l}(x) f^{(l)}(x_i) + \sum_{l=0}^{k-1} A_{1l}(x) f^{(l)}(x_{i+1}) \right]^2 \, dx$$

$$\leq 2 \left\{ \sum_{i \in \mathbb{Z}} \int_{x_i}^{x_{i+1}} \left[ \sum_{l=0}^{k-1} A_{0l}(x) f^{(l)}(x_i) \right]^2 + \sum_{l=0}^{k-1} A_{1l}(x) f^{(l)}(x_{i+1}) \right\}^2 \, dx$$

$$\leq 2k \left\{ \sum_{i \in \mathbb{Z}} \int_{x_i}^{x_{i+1}} \left| A_{0l}(x) \right|^2 \left| f^{(l)}(x_i) \right|^2 + \sum_{l=0}^{k-1} \left| A_{1l}(x) \right|^2 \left| f^{(l)}(x_{i+1}) \right|^2 \, dx \right\}$$

$$= 2k \left\{ \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} \left| f^{(l)}(x_i) \right|^2 \int_{x_i}^{x_{i+1}} \left| A_{0l}(x) \right|^2 \, dx + \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} \left| f^{(l)}(x_{i+1}) \right|^2 \int_{x_i}^{x_{i+1}} \left| A_{1l}(x) \right|^2 \, dx \right\}.$$

(2.10)

Let $I_1 = \int_{x_i}^{x_{i+1}} \left| A_{0l}(x) \right|^2 \, dx$ and $I_2 = \int_{x_i}^{x_{i+1}} \left| A_{1l}(x) \right|^2 \, dx$. Now,

$$I_1 = \int_{x_i}^{x_{i+1}} \left[ \sum_{s=0}^{k-1-l} \frac{1}{s!} g_0^{(s)}(x_i)(x-x_i)^s \right]^2 (x-x_{i+1})^{2k} \frac{(x-x_i)^{2l}}{l!} \, dx$$

$$\leq \max_{[x_i, x_{i+1}]} \left[ \sum_{s=0}^{k-1-l} \frac{1}{s!} g_0^{(s)}(x_i)(x-x_i)^s \right]^2 \max_{[x_i, x_{i+1}]} (x-x_{i+1})^{2k} \times c_{i,l}$$

$$= (x_i - x_{i+1})^{2k} \times c_{i,l}$$

$$\times \max_{[x_i, x_{i+1}]} \left[ \sum_{s=0}^{k-1-l} \frac{(-1)^s}{s!} k(k+1) \cdots (k-1+s)(x_i-x_{i+1})^{-(k+s)}(x-x_i)^s \right]^2.$$
\[ \leq c_{i,l} \max_{[x_i, x_{i+1}]} \left[ \sum_{s=0}^{k-1-l} \frac{1}{s!} k(k+1)\ldots(k-1+s)(x_{i+1} - x_i)^s \right] \]  
\[ = c_{i,l} \left[ \sum_{s=0}^{k-1-l} \frac{1}{s!} k(k+1)\ldots(k-1+s) \right]^2 \]  
\[ \leq c_{i,l} \left[ \sum_{s=0}^{k-1} \left( k + s - 1 \right) \right]^2. \]

Thus \( I_1 \leq C(k)c_{i,l} \). Similarly, \( I_2 \leq C(k)c_{i,l} \). Hence

\[ \|Af\|_2^2 \leq 2kC(k) \left\{ \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 c_{i,l} + \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_{i+1})|^2 c_{i,l} \right\} \]
\[ \leq 2kC(k) \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 (c_{i,l} + c_{i-1,l}). \quad (2.11) \]

Therefore, (2.9) becomes

\[ \|f\|_2^2 \leq \left( 1 - \frac{(\delta \sigma)^{2k}}{c_k} \right)^{-2} 2kC(k) \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 (c_{i,l} + c_{i-1,l}). \quad (2.12) \]

Thus, we obtain the LHS of (2.8). For any \( f \in B_{\sigma} \), we have

\[ f^{(l)}(x_i) = \sum_{\nu=0}^{\infty} f^{(l+\nu)}(x_i) \frac{(x_i - x)^\nu}{\nu!}. \quad (2.13) \]

Hence,

\[ \int_{x_i}^{x_{i+1}} |f^{(l)}(x_i)|^2 \, dx = \int_{x_i}^{x_{i+1}} \left| \sum_{\nu=0}^{\infty} f^{(l+\nu)}(x) \frac{(x_i - x)^\nu}{\nu!} \right|^2 \, dx \]
\[ \leq \int_{x_i}^{x_{i+1}} \left( \sum_{\nu=0}^{\infty} \frac{|f^{(l+\nu)}(x)|^2}{\nu!} \right) \left( \sum_{\nu=0}^{\infty} \frac{(x_i - x)^{2\nu}}{\nu!} \right) \, dx \]
\[ \leq e^{\delta^2} \sum_{\nu=0}^{\infty} \int_{x_i}^{x_{i+1}} \frac{|f^{(l+\nu)}(x)|^2}{\nu!} \, dx. \quad (2.14) \]
Now,
\[
\sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 c_{i,l} = \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 \int_{x_i}^{x_{i+1}} \frac{(x-x_{i+1})^{2l}}{l!^2} dx
\]
\[
= \sum_{l=0}^{k-1} \sum_{i \in \mathbb{Z}} |f^{(l)}(x_i)|^2 \frac{(x-x_{i+1})^{2l}}{l!^2} dx
\]
\[
\leq \sum_{l=0}^{k-1} \sum_{i \in \mathbb{Z}} \frac{\delta^{2l}}{l!^2} \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \int_{x_i}^{x_{i+1}} \frac{|f^{(l+\nu)}(x)|^2}{\nu!} dx,
\]
using (2.13). Hence
\[
\sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 c_{i,l} \leq \sum_{l=0}^{k-1} \frac{\delta^{2l}}{l!^2} e^{\delta^2} \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \int_{x_i}^{x_{i+1}} \frac{|f^{(l+\nu)}(x)|^2}{\nu!} dx
\]
\[
= \sum_{l=0}^{k-1} \frac{\delta^{2l}}{l!^2} e^{\delta^2} \sum_{\nu=0}^{\infty} \frac{1}{\nu!} \|f^{(l+\nu)}\|_2^2
\]
\[
\leq \sum_{l=0}^{k-1} \frac{\delta^{2l}}{l!^2} e^{\delta^2} \sum_{\nu=0}^{\infty} \frac{1}{\nu!} e^{2(l+\nu)} \|f\|_2^2,
\]
using Bernstein’s inequality. Thus
\[
\sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 c_{i,l} \leq \left( \sum_{l=0}^{k-1} \frac{(\delta \sigma)^{2l}}{l!^2} \right) e^{\delta^2+\sigma^2} \|f\|_2^2. \tag{2.15}
\]
Similarly, we can prove that
\[
\sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} |f^{(l)}(x_i)|^2 c_{i-1,l} \leq \left( \sum_{l=0}^{k-1} \frac{(\delta \sigma)^{2l}}{l!^2} \right) e^{\delta^2+\sigma^2} \|f\|_2^2. \tag{2.16}
\]
From (2.15) and (2.16), we get RHS of (2.8). \[\square\]

This leads us to the following frame algorithm: Recall that \(B_\sigma\) is a reproducing kernel Hilbert space with reproducing kernel \(K(x,y) = \frac{\sin \sigma (x-y)}{\sigma (x-y)}\), i.e., every \(f \in B_\sigma\) can be written as
\[
f(x) = \int_{\mathbb{R}} f(t) \frac{\sin \sigma (t-x)}{\sigma (t-x)} dt = \langle f, K_x \rangle, \tag{2.17}
\]
where $K_x(t) = K(t, x)$. Moreover, $f^{(r)}(x) = (-1)^r \langle f, K_{x}^{(r)} \rangle$. Hence, if $\delta < \frac{1}{\sigma c_k}$, it follows from Theorem 2.3 that the family $\{\sqrt{c_i,l + c_i-1,l}K_{x_i}^{(l)} : l = 0, 1, \ldots, k - 1, i \in \mathbb{Z}\}$ is a frame with frame bounds $A$ and $B$.

Frame Algorithm:

Set $S_k f := \sum_{i \in \mathbb{Z}} \sum_{l=0}^{k-1} (-1)^l f^{(l)}(x_i)(c_i,l + c_i-1,l)K_{x_i}^{(l)}$ and $\rho = \frac{2}{A + B}$. Define

$$
\begin{align*}
\rho_0 &= 0, \\
\rho_{n+1} &= \rho_n + \rho S_k(f - f_n), \ n \geq 0.
\end{align*}
$$

Then we have $\lim_{n \to \infty} \rho_n = f$. The error estimate after $n$ iterations turns out to be

$$
\|f - \rho_n\|_2 \leq \left(\frac{B - A}{B + A}\right)^n \|f\|_2.
$$

We refer to [6] and also [4] for further details.

Now we shall provide a numerical comparison between the maximum gap conditions of [6] and the current paper for various values of $k$. Towards this end, we explicitly mention the values and bounds for the constants $c_r$ as given in [1].

For any $r \geq 1$,

$$
\frac{4r - 2}{4r^2 - r} \left(\frac{4r}{2r!}\right)^2 \leq c_r \leq \frac{4r + 1}{2r + 1} \left(\frac{4r}{2r!}\right)^2.
$$

Further, as $r \to \infty$, $c_r = \sqrt{8\pi r} \left(\frac{4r}{e}\right)^{2r} \left[1 + O\left(\frac{1}{\sqrt{r}}\right)\right]$. The upper bound given in (2.18) is asymptotically exact. We take $\sigma = \pi$.

| $k$ | $L$ from [6] | $L$ from current paper |
|-----|--------------|------------------------|
| 1   | 0.9003      | 1                      |
| 2   | 1.1849      | 1.5                    |
| 3   | 1.4139      | 2                      |
| 4   | 1.6479      | 1.9169                 |
| 5   | 1.8852      | 2.3610                 |
| 6   | 2.1239      | 2.8094                 |
| 7   | 2.3632      | 3.2608                 |
| 8   | 2.6028      | 3.7144                 |
| 9   | 2.8425      | 4.1697                 |
| 10  | 3.0489      | 4.6263                 |
| 20  | 5.4697      | 10.0440                |
| 30  | 7.8448      | 13.8689                |

Table 1.1
In the Table 1.1, $L = \frac{2}{\pi}((k - 1)!\sqrt{(2k - 1)2k})^{1/k}$ from Razafinjatovo’s method and $L = \frac{1}{\pi}c^1_k$ from the current paper. We have made use of the lower bounds of $c_k$ given in (2.18) for $k \geq 4$ in the Table 1.1. Further if we make use of the upper bound for $c_r$ given in (2.18), we have the following table.

| $k$ | $L \approx$ |
|-----|-------------|
| 40  | 19.5623     |
| 41  | 20.0333     |
| 42  | 20.5043     |

Table 1.2

Since the upper bound appearing in (2.18) is asymptotically exact, we expect that for sufficiently large $k$, the maximum gap may approach to $\frac{k - 1}{2}$.
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