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Abstract

Relating explicit psychological mechanisms and observable behaviours is a central aim of psychological and behavioural science. We implemented the principles of the Projective Consciousness Model into artificial agents embodied as virtual humans, as a proof-of-concept for a methodological framework aimed at simulating behaviours and assessing underlying psychological parameters, in the context of experiments in virtual reality. We focus on simulating the role of Theory of Mind (ToM) in the choice of strategic behaviours of approach and avoidance to optimise the satisfaction of agents’ preferences. We designed an experiment in a virtual environment that could be used with real humans, allowing us to classify behaviours as a function of order of ToM, up to the second order. We show that our agents demonstrate expected behaviours with consistent parameters of ToM in this experiment. We also show that the agents can be used to estimate correctly each other order of ToM. A similar approach could be used with real humans in virtual reality experiments not only to enable human participants to interact with parametric, virtual humans as stimuli, but also as a mean of inference to derive model-based psychological assessments of the participants.

1 Introduction

Human psychology entails highly complex information processing which plays a causal role in the generation of behaviours. Modelling such complexity to simulate human experience and behaviours, and predict outcomes of experimental research, is important for the development of psychological and behavioural science. This represents a theoretical, methodological and technical challenge.

Our approach stems from the rationale that computational models of human psychology should be:

1. Integrative, i.e. targeting a comprehensive model of the human mind, including simulations of perceptual, affective and social cognitive processes,

2. Generative of states and behaviours that can be evaluated and measured in human participants in experimental contexts,

3. Importantly, models should offer an account of the role of consciousness and subjective experience in information processing and behaviour, as an integral part of biological cybernetics.

4. The models should enable studying and demonstrating comparatively how different parameters and mechanisms affect observable behaviours.

5. They need to be combined with well-controlled and effective experimental and observation spaces, compatible with both simulation and empirical assessments, such as Virtual Reality (VR). Virtual environments also help short-cut the need to model computationally heavy and not necessarily relevant low-level sensorimotor mechanisms. An essential step is to embody artificial agents within advanced virtual humans (VH).

We see the combination into a closed-loop pipeline of computational models, VH, and experimental protocols with real humans (RH), in particular in VR as a two-way method or tool:

1. Model-driven VH as subjects of experiments, in which the aim is to test computational models assumptions based on interactions between VH and RH, and user experience. The question addressed with the approach would be for instance, can my model behave and perform in a task as human would?

2. Model-driven VH as experimenters or ”psychologists”, in which the aim is to use VH to simulate RH behaviours, based (or not) on direct interactions between VH and RH, in order to estimate RH hidden psychological profiles and parameters, based on their behaviors, in the context of controlled experiments. The question addressed with the approach would be for instance, can my model predict and explain the behaviour and performance in a task of a RH?

These two points could be considered as independent in some applications. We wish to develop model-driven VH that could address both questions.
Here, we present the approach we are developing for this purpose based on the Projective Consciousness Model (PCM), which we call PCM-VR. Our goal in this report is to present a proof-of-concept of the approach, targeting the assessment of Theory of Mind (ToM), based on simulations of PCM-driven VH, which could be used to assess ToM capacities in RH, and in VR. Our aim in this article is not to demonstrate and validate the full PCM-VR framework with empirical data, but to illustrate its principles based on simulations. We use a mock-up experiment designed for the purpose of demonstrating: 1) that our model can generate behaviours that would be expected from humans in a ToM task that could run in VR, and 2) that it is able to estimate the TOM parameters driving the behaviours of another artificial agent in the same task, which could be replaced by a RH in an actual experiment.

2 Related Work

2.1 Theory of Mind

ToM is the ability to infer others’ mental states, beliefs and desires, and predict their behaviours for strategic planning, and relies on the integration and imaginary manipulation of cognitive and affective information [1, 2, 3, 4].

ToM is often conceptualized within simulation theory, which entails that humans use their own cognitive and affective apparatus to imagine themselves in the position of others and simulate their subjective experience and likely behaviors; a process that would underline empathy [3, 6]. ToM through perspective taking is considered as important for emotion regulation and social-affective development [7, 8, 9, 10, 11, 12, 13]. It entails a balance between reward-expectation and the cost of executive function [14].

Different levels of ToM have been distinguished [15]. Level −1 and −2 respectively correspond to what is also described in the literature as Visual perspective taking 1 and 2 (VPT1 and VTP2) [16]: the ability to infer, respectively, whether an object can be seen from a given point of view, and whether the object would look different from different points of view. Level −3 concerns the understanding that knowing requires verification through direct sensory evidence (or uncertainty reduction). Level −4 and level −5 concern the ability to understand respectively true and false beliefs in others, to predict their behaviour. Level −6 concerns the ability to understand that others can themselves perform ToM. Levels 1 − 5 correspond to so-called first − order ToM, and Level − 6 to second − order ToM. The notion of order of ToM can be generalized recursively to third − order ToM, i.e. the ability to understand that others can perform ToM about the ToM of others, and so on to n − order ToM, up to the maximal capacity of an individual.

ToM is often assessed through verbal tasks [17, 18], which may be susceptible to different biases, and it is important to develop non-verbal tasks assessing ToM based on outcome behaviors [19].

2.2 Theory of Mind in models of agents and game theory

Concepts of ToM can be found in classical Belief-Desire-Intention (BDI) models of agents [20], which themselves entail embedded appraisal models [21].

ToM has become of interest in game theory [22] to understand and model rationale and irrational strategic planning in human and non-human competitive contexts [23, 24]. Models based on adaptive control theory and probabilistic learning agents have been investigated, using classical game theory paradigms and game-theoretic metrics, as an alternative to approaches such as Deep Learning [24]. The latter approaches may yield good predictive power, but are based on distributed models that are difficult to interpret, as they operate in practice as a black-box, while models with parameters that can be interpreted along psychological dimensions are warranted for many applications and psychological science. For instance, Yoshida et al. [25] proposed an approach, confronting simulations and empirical data, to assess orders of theory of mind implied by behaviors, in a competitive digital board game between two agents. The simulations were based on a model inspired from Reinforcement Learning.
(RL), recursively evaluating strategic predictions as a function of orders of ToM by maximizing expected future reward. The approach was then used to assess ToM capacities in Autism Spectrum Disorder participants [25].

Simple Bayesian models of inferences of agents’ intentions have been introduced to predict navigation in mazes, based on probabilistic inverse planning for action understanding [27]. Bayesian models may be limited by the need to formulate an exact probabilistic framework, modeling a specific class of tasks and contexts. Although curse of dimensionality makes it difficult to compute posterior distributions in such frameworks, variational methods exist to mitigate this problem, which makes them more tractable.

2.3 Combined models and virtual reality to assess ToM

One of the challenging stakes is to develop innovative methods capable of adapting and performing in a variety of situations and contexts, which are not specifically designed for a given game theoretical paradigm and metrics. Such methods should be able to simulate, predict and assess behaviors, such as approach and avoidance, joint attention, emotion expressions, or more generally navigation, as a function of cognitive and affective processes such as ToM, in a more ecological manner, i.e. in a manner that is closer to real-world human behaviors as observed in the field.

Virtual reality (VR) offers a promising framework to study social interactions through immersive technologies [28], in virtual environments that are shared by human participants and virtual humans (VH) [29, 30]. Narang et al [31] developed an approach combining a Bayesian model of ToM applied to artificial agents and VR, which was used to infer the intention of action of human participants in VR, and to control the navigation and approach-avoidance behaviors of virtual humans (VH) in social crowds. The model was a simple model, making inferences based on observed proxemics and gaze-based cues.

2.4 Machine consciousness

It is important to strive to design more advanced or realistic models of the human mind and its relationships to behaviors, if one wants to design artificial agents combined with VH that are capable of adapting to a variety of tasks in a flexible manner, and emulate human behavior. It is also important because the validity of a model depends not only on its predictive power, but also on its ability to predict behaviors based on processes that are faithful to actual psychological mechanisms.

A key challenge in that direction, which is not resolved in the literature, is to model human consciousness and its impact on decision-making. It is important as consciousness operates as a powerful global workspace [32] and a central component of human information processing and decision-making, capable of adapting to multiple tasks and contexts. How consciousness accesses, shapes and exploits information as part of biological cybernetics for the guidance of autonomous systems [33, 34, 35], like humans, remains an open question.

Five “axioms” have been proposed for machine consciousness by Aleksander [36]: 1) presence, including mechanisms for representing the situated individual within the world; 2) imagination, of internal simulations of action without sensory input; 3) attention, to guide perception and modulate imagination; 4) planning, through the imaginary exploration of possible actions; 5) emotion, to evaluate plans. Another essential axiom could be added to the list: qualitative experience or subjective character [37, 38]. The subjective structure in question entails the combination of cognitive (spatial) and affective representations, for action programming [39, 40]. In consciousness, the world is represented in a viewpoint-dependent manner [40], from which different perspectives can be taken through imagination or action, in order to evaluate affordances [41, 42, 43]. In complex social animals, perspective taking is also pivotal to perform theory of mind (ToM) [44].
2.5 Active inference

Active inference conceptualizes the operation of the mind as a recursive cycle, including two main steps: 1) the inference of the causes of sensory information, 2) the planning of action. Resulting action outcomes provide a new context for the next cycle [45].

Active inference has been formulated within variational optimization approaches, such as the Free-Energy Principle (FEP), which approximates Bayesian inference based on the minimization of a free energy acting as a cost function [46, 47, 45, 48, 49]. Free energy is an upper-bound on surprise as a deviation between prior expectations and sensory evidence. Importantly, prior beliefs in an agent performing active inference can include models of preferences and desires, encoded as expectations. The approach has shown promises to understand the emergence of affective, affiliative and communicative behaviours [50, 51, 52, 53, 54, 55].

As we shall see, active inference offers a general framework to operationalize machine consciousness and its connection to behavior, or more generally BDI models of agents encompassing Alexander’s axioms.

2.6 The projective consciousness model

The Projective Consciousness Model (PCM) [42, 56, 57, 55] is based on two main principles: 1) consciousness is central to active inference in humans, 2) consciousness integrates information in a viewpoint-dependent manner, within a Field of Consciousness (FoC) in perspective (see below), which acts, both in perception and imagination, as a global workspace [32] and is governed by 3-dimensional projective geometry [42].

We recently showed how the PCM could explain and predict perceptual illusions such as the Moon Illusion, based on the calibration of a 3-dimensional projective chart under free energy (FE) minimisation, combining simulations and VR [57], see also [42].

The FoC corresponds to a 3-dimensional projective space, representing, within a subjective frame in perspective, an internal world model. One of its roles is to assess the distribution of affective and epistemic values ascribed to entities and actions in that world, as a function of perspectives being taken. It orders entities according to a point of view, which modulates their apparent size and thus relative importance. It can take multiple perspectives on the world model using projective transformations. Free energy can be expressed as a function of the FoC and thus of perspective taking, and reflects perceived or expected deviations from preferred values, as well as uncertainty with respect to sensory evidence. Its minimization through recursive imaginary perspective taking makes agents search for perspectives on the world that maximize their preferences and minimize uncertainty, and provide the agents with possible paths of action.

We recently applied these principles to simulate complex adaptive and maladaptive behaviours among artificial agents, in a robotic context [58]. The agents embedded multi-agent models to infer the preferences of other agents based on their emotion expression and orientation, and to simulate other agents’ FoC, according to projective transformations that respected known psychophysical laws. The process enabled the agents to appraise and predict other agents’ behaviours, and plan action accordingly, in a strategic manner.

3 Model

3.1 Presentation of the model

The model we present is an implementation of the PCM principles close to that we introduced in [58]. The approach has similarities with [25], but instead of considering the expectation of a reward function for multiple agents, we consider a mean of free energy quantities within each agent that takes into consideration the simulation of active inference in other agents. In other words, each agent embeds a multi-agent model or system [59] to simulate others. Agents must thus be able to reverse infer
preferences and the order of theory of mind of other agents, while in [25], it was the policy of other agents that was inferred.

We extend the previous version of the model with more advanced capacities of inferences, so that agents can infer preferences and ToM capacities in others, based on retrospective or prospective simulations of their behaviors, in a recursive manner. Predictions yielding best predictive power are used to update beliefs, in a manner that considers not only the emotion expression and orientation of other agents, but also their relative behaviors of approach and avoidance, as indicators of interest labeled with affective valence (see Figure 1).

When referring to active inference, we mean the process of inferring and acting according to inference recursively, which can be summarized as follows. Let $S$ be the space of sensory inputs and $\Gamma$ the space of states that the agent can be in, and let $M$ be the set of action the agent can perform. In the inference step a state $\gamma^* \in \Gamma$ is induced by sensory input $h$ by minimizing a cost function $c : S \times \Gamma \to \mathbb{R}$,

$$\gamma^* = \text{argmin}_{\gamma \in \Gamma} c(h, \gamma)$$

(1)

and during the action selection step, the subject chooses the action according to a second cost function $c_1 : \Gamma \times M \to \mathbb{R}$,

$$m^* = \text{argmin}_{m \in M} c_1(m, \gamma^*)$$

(2)

which in turn induces a change at the level of the sensory input, since the environment reacts to this action.

In our setting we consider a collection of entities, $E$, constituted of objects and agents. Agents express emotions and can infer, and act according to their preferences and those ascribed to others, with respect to a situation, objects cannot act. When singling out an agent, for example when making explicit how active inference works for this agent, we will call it a subject. The space of agents will be denoted $A$. An agent $a \in A$ can express a positive emotion $e_+ \in [0,1]$ and a negative emotion $e_- \in [0,1]$. The space of sensory inputs of a subject is constituted of the configurations of other entities in the ambient space and the emotions that agents express. The space of states is the preferences it can have for other entities when the subject does ToM-0, and preferences attributed to other agents for higher ToM. Subjects can act in two ways, they can move and express emotions.

The details of the following model we use are presented in [58].

The preference for an entity is a real number in $[0,1]$ denoted as $p$. Every subject, $s$, has an embodied perspective on the Euclidean ambient space that corresponds to a choice of a projective transformation that we denote as $\psi_s$; we will call it the projective chart associated to the agent. The quantity that links perspective taking and pleasantness of a situation is the perceived value $\mu$ that is computed for each entity $e \in E$ as,

$$\mu = p \gamma \frac{v_p^{1/4}}{v_{tot}^{1/4}} + q_n (1 - \gamma \frac{v_p^{1/4}}{v_{tot}^{1/4}})$$

where $v_p$ is the perceived volume of the entity in the total Field of Consciousness (FoC) of the subject of volume $v_{tot}$. The perceived value $\mu$ is an average of the preference for the entity and a reference preference $q_n$ weighted by the relative perceived volume of the entity; the power 1/4 on the volume is taken to match documented psychophysical laws.

The subject also computes an uncertainty with respect to sensory evidence, denoted $\sigma$, that is greater with larger eccentricity with respect to the point of view of the subject, and the distance of the entity. In other words, there is more certainty about entities that appear actually or would be expected by imagination to be in front of and close to the subject.

The subject is driven toward an ideal with high perceived value and low uncertainty. To compute the divergence from this ideal, the perceived value and uncertainty are associated to a probability distribution, $Q(|\mu, \sigma) \in P([0,1])$, centered in $\mu$ and of “width” $\sigma$. This divergence is computed with the Kullback-Leibler diverge of $Q$ from the ideal distribution $P$ closely centered on values close to 1.
Each agent $A_i$ computes projections about itself as subject $S$, and about other agents $A_j$, using the same basic processing pipeline. For a given state or move $m_t$, evaluated by the agent, the agent computes a projective chart $\psi(m_t)$, corresponding to the FoC it attributes to a given agent, including itself. Perceived value $\mu$ and uncertainty with respect to sensory evidence $\sigma$ (given the current state of the agent) are computed based on $\psi(m_t)$ and the preferences attributed by $A_i$ to the agent under consideration. These parameters are used to define a parametric probability distribution $P(\mu, \sigma)$, which is compared to an ideal distribution $P(\mu_0, \sigma_0)$ through the Divergence of Kullback Leibler (DKL), yielding a cost function that is sensitive to divergence from both preferences and uncertainty. Emotions are also expressed by the agents accordingly (not indicated). The process is repeated recursively to assess successive moves, according to the depth of processing used by the agent (large round arrow, top right). The algorithm entails a Multi-Agent System (MAS) embedded within each agent. Multiple alternate sequences of moves $M$ are computed, to define a series of anticipated states. The sequence of moves that the agent retains corresponds to that which minimizes its overall free energy (FE), taking or not into account anticipations about other agents states (see text). The first move of the sequence is chosen by the agent as its actual move $m(S)$, which controls the state of the associated virtual human $\text{VH}(S)$. The agent then takes as inputs the observed states in the world, including of other agents (locations, orientations, emotion expressions). If those states diverge above a certain threshold $\theta$ from the anticipated states, a mechanism of reverse inference is triggered; otherwise, the agent keep computing projections based on its current beliefs, including preferences, ToM parameters, and more generally states (locations, orientations and emotion expressions of others). The mechanism of reverse inference tests different hypotheses about parameters such as preferences attributed to others and order of ToM used by others. It runs the same recursive algorithm used by the agent to simulate new projections, and retains the parameters that best explain the observed states in order to update its beliefs.
Let us recall that for any two probability distributions \( P, Q \in \mathbb{P}(\Omega) \), over a space \( \Omega \), with \( dQ = fdP \),

\[
\text{DKL}(Q\|P) = \int f \ln \frac{fdP}{fdQ}
\]

Let us now detail the active inference cycle of subjects with ToM of order 0 (ToM-0) to ToM of order 2 (ToM-2). Here, we shall not focus on the inference part of the process nor on emotion expression but rather on how agents select their moves, one can refer to [53] for a detailed presentation on how preference are updated and emotion expressed.

The preferences of a subject for the other entities with ToM-0 is encoded in a vector \((q_e, e \in E)\). The configuration of an entity, \( e \), is a subset of \( \mathbb{R}^3 \) denoted as \( X_e \subseteq \mathbb{R}^3 \) and the collection of configuration will be denoted as \( X \). The subject chooses its move \( m \) form a set of moves \( M \) by minimizing the following average of Kullback-Leibler divergences,

\[
C_0(m, X, q) = \sum_{e \in E} \frac{1}{|E| - 1} \text{DKL}(Q\|\mu_{\psi(m),q}(X_e), \sigma_{\psi(m),q}(X_e)\|P)
\]

When the subject performs ToM-1 (ToM of order 1), it has a preference matrix \((p_{ae} \in [0,1], a \in A, e \in E)\) that encodes preferences that agents have with respect to other entities according to the subject. The true preferences of the subject, i.e. the preference vector of \( s \) is \( p_{ae} \). Agents may be influenced by other agents in the way they infer preferences and the way they act, this is respectively encoded by the influence vector on preferences \((J^m_a, e \in E)\) and on moves \((J^m_{ae}, e \in E)\). Subjects with ToM-1 can predict the move of the other agents assuming that they have order 0 ToM; in fact they cannot assume that the other agents have a higher order of ToM or else it would contradict the fact that the subject has ToM-1. The number of steps in the future up to which the subject can predict the moves of the other agents is called the depth of processing and denoted as \( dp \). At step 0 of the prediction, the subjects attributes to an other agent, \( a \), the preference vector \( q^0_e = p_{ae} \) for entities \( e \in E \); and the position of the entities is \( X^0 \). At step \( k < n \) the predicted position, \( X^k \), expressed emotions \( e^k \) and preference vectors \( q^k \) are used to predict the displacement, preference update and emotion expression of the others agents by applying active inference for ToM-0 as described in the previous paragraph; furthermore the subject has also an updated version of its preference matrix \( p^k \).

The subject then chooses its move at step \( m^{k+1} \) by minimizing the following cost function, for \( m \in M \),

\[
C_1(m, p^k, J, Y^k) = \sum_{a \in A} \sum_{e \in E} \omega_{a,e} \text{DKL}(Q\|\mu_{a,\psi_a(m),p^k_a}(Y^k_{e,m}), \sigma_{a,\psi_a(m)}(Y^k_{e,m})\|P)
\]

where \( Y^k \) is the configuration of each entities that are not the subject at step \( k + 1 \) and \( Y^k_e \) is \( X^k_e \). \( Y^k_m \) is a mean to recall that the configuration of the entities depend on the move the subject decides to make, through \( Y^k_{e,m} \). Here, for any agent \( a \in A \) and entity \( e \in E \),

\[
\omega_{a,e} = J^m_{a} \frac{1}{|E| - 1}
\]

One can remark that \( C_1 \) is in fact a weighted mean of several \( C_0 \).

From this prediction \( n \) steps in the future, the subject chooses the best set of moves that we assimilate to paths, \((m^k_s, k \in [0, n])\), in a set of paths, \( P \), by minimizing,

\[
\text{FE}(m, p, J) = \sum_{k \in [1,n]} a_k C_s(m^k, p^k, J, X^k)
\]

where \( \sum_{k=1...n} a_k = 1 \) and \( a_k \) are chosen here to be \( a_k = \frac{1}{n} \). The best move to make for the subject is the first move of the best path.

For a subject that has order 2 of Tom (ToM-2), the same procedure as for a subject with ToM-1 holds: the subject can simulate the behaviours of the agent with respect to the degree of ToM
it attributes to them, \((d_a, e \in A)\), and from these simulations it can decide what best sequence of
moves to make. In order to do so, one should consider that the subject has a preference tensor
\((h_{sabe}, a \in A, b \in A, e \in E)\) and influence matrices \((I_{sab}^p, a \in A, b \in A), (I_{sab}^m, a \in A, b \in A)\). The
case we consider is simpler as we restrict the preference tensor \(h\) to a preference matrix \(p\), such as in
ToM-1, by posing that \(h_{sabe} = p_{sbe}\). When the subject starts its prediction of the behaviour of the
other agents, i.e. at step 0 of the prediction, the influence vectors of an agent \(a\) believed to have ToM-1
by the subject are defined as \(J^0_a = I_{sae}\). The cost function \(C_3\) for the choice of the action of the subject
at step \(k\) of the prediction is a mean of the cost functions of the other agents depending on the degree
of ToM that is attributed to them. We do not enter into more details on how \(C_3\) is computed as in the
experiment we consider, we assumed that the agents are not influenced in their action by how they
believe other agents would feel as a result; what make the difference between a subject of ToM-1 and
ToM-2 is how it predicts the behaviour of the agents, respectively attributing to them order 0 or 0 to
1 of ToM.

3.2 Inverse inference for TOM and preferences

A subject with ToM-2 can attribute to another agent ToM-0 or 1 and for the subject to truly be able
to perform ToM-2, it must be able to attribute correctly to the other agent the order of ToM it truly
operates at. To do so, the subject must inverse infer the degree of ToM by analysing the behaviour of
the agent.

When the prediction of the subject with respect to the actions of an agent diverge too much from
its observed actions, it can start doubting its beliefs on the parameter it previously used in order to
model the other agent’s behaviour, and find better suited parameters; here the parameters are the
preferences and the order of ToM attributed to the other agents (in the simulations below we will
only use inverse inference on ToM order). To do so, the subject uses a measure of divergence from
the predictions it made about the action of the other agent, \(a^p\), with respect to the real action it has
observed and memorized, \(a\).

Let us consider the following example, at time \(t\), the subject predicts the action \(a^p(t)\) with respect
to the information it holds about the preferences, \(p(t)\), and order of ToM, \(d(t)\), of the other agent. If the
divergence, \(f(a^p(t), a(t))\), is too large, then the subject will update the parameters of its model of
the agent, i.e \(p\) and \(d\), in order to increase predictive power by minimizing a divergence,

\[
(p^*, d^*) = \arg\min_{p, d} f(a^p(p, d), a(t))
\]  

The experiment we use below as a proof-of-concept is a two-choice simulation scenario. In this
scenario, both the subject and another agent try to reach a vending machine among two, one being
more attractive than the other, while trying to avoid running into each other. The subject cannot
see the other agent before the near end of the experimental trial (except at the very beginning). The
experiment is divided into two trials. A subject with ToM-2 knows that the other agent is also trying
to avoid him and it is expected that if it encounters the other agent, it will learn from its mistake and
revise the degree of ToM attributed to the other agent. Let us now explain how our agents revise their
beliefs when confronted with evidence of misprediction.

A subject \(s\) models the order of ToM of an agent by a random variable, that we denote as \(D\), that
takes two values 0 and 1. It has as prior law, \((p_1, p_0) \in P(D \in \{0, 1\})\) for \(D\), that can be parameterized
by \(p_1\). The probability distribution plays the role of the belief the subject has on the order of ToM
of the other agent. In the simulation scenario, the subject knows where the agent is at time 0, but
until the end of the trial, it does not have confirmation of its position; the subject speculates on the
position of the agent at each time until it sees it, and gather new information on its position if it sees
it eventually. To do so, it keeps in memory, the predicted position \(x_{1, t+1}^0, x_{1, t+1}^1\) of the agent at each times
\(t\), respectively assuming that it performs ToM of order 0 or 1. At time \(t + 1\) if it does not see the
agent then it predicts \(x_{t+1}^0\) using the predicted position of the agent \(x_{t}^0\) assuming that the agent acts
as an agent with ToM of order 0 and it predicts \(x_{t+1}^1\) from \(x_{t}^1\) assuming the agent acts as an agent
with order 1 ToM.

Therefore at each times $t$ the subject predicts two positions $x^0_t$ and $x^1_t$ for the agent. When the subject can attest the real position of the agent, it can confront it to the predicted positions. For example, if this assessment occurs at time $t_0$, the subject can confront its predictions with the true position of the agent, by considering $|x^0_{t_0} - x_{t_0}|$ and $|x^1_{t_0} - x_{t_0}|$, respectively the distance between the predicted position and true position of the other agent when the subject assumes that the agent has an order of ToM of 0 versus 1.

The subject computes

$$E_{p_1}[[X_{t_0} - x_{t_0}]] = (1 - p_1)|x^0_{t_0} - x_{t_0}| + p_1|x^1_{t_0} - x_{t_0}|$$

as a metric for consistency of predictions; if this value is too high then the subject starts to doubt its priors and will look for $p_1$ that minimizes the previous quantity,

$$p_1^*_{t_0} = \arg\min_{p_1} E_{p_1}[[X_{t_0} - x_{t_0}]]$$

One shows that this problem is the same as finding the minimum $d^*$,

$$d^* = \arg\min_{d \in D} (|x^d_{t_0} - x_{t_0}|)$$

as, $p^*_1_{t_0} = \delta(d^*)$, where $\delta(d^*)$ equals 1 on $d^*$ and 0 on the complementary.

4 Virtual humans

Recently, we developed real-time simulations of VH with emotional facial expressions, combining physiological and musculoskeletal features [60]. This VH control system is processing the data of our model simulations, to manage several facial expressions, including VHs musculoskeletal and physiological state (Figure 2). The VH control system takes as inputs various information from simulations generated by the model, including the 3D world position of the agents, their successive positions in the virtual environment, their emotional states, the expected emotion during the next steps of the simulations, and their beliefs about other agents (positions, perceived values). Based on this information, the VH system can procedurally generate a realistic visualization in which agents are moving and acting according to the simulations produced by the model. A pathfinding system is used to apply smooth displacement to the VH during its navigation in the virtual environment based on the sequences of positions and orientations outputted by the model. This system is based on a state-of-the-art pathfinding

![Figure 2: Virtual Human control components](image)
The body movements are animated accordingly to be consistent with the overall movement of the VH. More precisely, the locomotion animations are blended based on the given direction and speed, which are passed as an input into a 2D cartesian mapping that controls animations’ transition. Regarding facial expressions, the VH control system uses the emotion state of the agent, based on three main components: the positive and negative emotion intensity, and the surprise coefficient. Using these parameters, realistic facial expressions are generated and applied on the VH, including musculoskeletal control based on the Facial Action Coding System (FACS) [62], and physiological control (skin tone, sweat, pupil dilation, eye redness) (Fig. 3). The musculoskeletal system is based on vertex displacement (blendshapes) and joint animation, while the physiological system is based on dedicated shaders developed for our VH system. The mapping between emotional states and VH parameters are summarized in Table 1.

The following figure shows examples of facial expressions, generated using our VH control system, including musculoskeletal and physiological features.
5 Simulation of experiment

We designed and simulated a social experiment to prove our concept. The experimental design was chosen so that behavioral outcomes would imply specific orders of ToM in participants performing the task.

5.1 Requirements

We considered the following design and simulation requirements. First, the task behavioural outcomes should be unambiguous, and allow an experimenter to determine the order of ToM used by a participant who would follow the instructions of the task. Second, the agents simulating participants in the experiment should demonstrate clear adaptive behaviours of navigation and emotion expression in a manner that is consistent with the task expectations, reflecting their attempts to optimise task outcome as a function of the order of ToM used by the agents to predict each other’s actions and act accordingly. Here we considered agents that could be capable of order 0 (no ToM), order 1 (ToM at the 1st order), and order 2 (ToM at 2nd order) at most. Second, one agent in the experiment, the subject $S$, could be used as a virtual “psychologist” agent, and should demonstrate its capability to estimate the hidden ToM parameters of another agent $O$, based on its predictions and task outcomes. $O$ could then be conceived of, in this proof-of-concept, as a potential participant in an interactive experiment, designed to assess ToM capacities in the participant, and which could be implemented in VR.

We reasoned that if PCM-driven VH $S$ could assess another PCM-driven VH $O$ correctly according to the experiment expectations, then they would be able to assess RH in an experiment with real human participants, either by interacting with them or by observing them. Our motivation was to render the simulation sufficient to prove the concept without actually running the experiment in real human participants, which was beyond the scope of this report.

5.2 Experiment rationale and design

The design of the experiment was inspired by the common situations of having to choose between two stores or more generally destinations with different cost-benefits, in which one destination is more attractive than the other, but also more likely to be crowded with other people, which can hinder the free exploitation of the destination. The experiment created a conflict of approach and avoidance based on non-social (intrinsic attractiveness of a destination) and social (social distancing and competition)
preferences. Two agents, the subject S and another agent O, had to compete for reaching one of two vending machines (VM) selling coffee, on opposite sides of a building on a parking lot in a gas station. One of them, VM1 was better with higher quality products, and thus was the most attractive one for both agents. The other one, VM2, more mainstream, was not stocked with products of high quality, and thus was less attractive for both agents. Another assumption was that agents would prefer avoiding running into each other, which was operationalized as agents having negative preferences about each other. Both agents assumed that VM1 was most attractive to the other agent and VM2 a secondary choice (see Figure 4a). The situation was designed so that agents would have limited access to sensory evidence about their actual behaviour. Each agent could tell that the other was on the other side of the building at the beginning through sliding doors, first opened and then closed, and also assumed that the other agent was looking for a vending machine. However, a given agent would not be able to observe the behaviour of the other after the doors closed, except when reaching the areas of the vending machines on the side of the building. If both agents chose to go to the same vending machine, they could observe the other directly, if they chose to go to different vending machines, they could infer that the other was on the other side.

The task for the agents was to choose which vending machine to go to (approach versus avoid), with the aim of maximising the satisfaction of their preferences. They could only use ToM (from order 0 to 2) to plan their actions. Only when reaching their destination could they use sensory evidence to attempt to infer the actual order of ToM used by the other agent, depending on the outcome and their capacity for ToM. The distance of the two vending machines from the agents at initial condition was equivalent in order to avoid a bias of distance on appraisal and the motivation of action, which would be entailed by the model, as in real situations.

The “experiment” always involved the same initial setup with fixed preferences. Section 5.4 summarizes the fixed parameters of the simulation.

The possible outcomes of the experiment corresponded to decreasing levels of optimality in terms of satisfaction of preferences, e.g. level of free energy or emotion expressed, for the agent under consideration, from best to worst optimality rank, according to which: rank1, S finds itself alone at VM1 (thus O went to VM2); rank2, S finds itself alone at VM2 (thus O went to VM1; rank3, S finds itself in the presence of O at VM1; and rank4, S finds itself in the presence of O at VM2.

Figure 4b presents the combination of experimental conditions and outcomes. The experiment combined three factors. The first factor, the Subject S ToM capacity, corresponded to the maximum order of ToM for S, with three levels: ToM-0, ToM-1, ToM-2. When an agent was capable of ToM-2, it could also perform ToM-1 and potentially revise its beliefs about the order of ToM attributed to the other agent, based on outcomes. The second factor, the Other O ToM capacity, corresponded to the actual order of ToM used by O, with two levels: ToM-0, ToM-1. This number of possible levels for factor two was prescribed by the fact that the experiment assumed the subjects’ maximum order of ToM to be ToM-2. This is a logical consequence of the very definition of ToM: an agent with a maximum order of ToM $n$ (ToM-$n$) can at most make inferences about another agent with maximum order of ToM of $(n - 1)$ (ToM-$(n - 1)$) (see [25]). Since the experiment was designed to assess a subject’s maximum order of ToM up to ToM-2, the experiment had two possible actual orders of ToM for agent O: ToM-0 and ToM-1. This could be generalized to higher orders of ToM, which our model is capable of performing, but we wanted to limit the number of conditions of the experiment for the sake of the clarity of presentation. The third factor was the trial number, as the task was repeated twice for each condition, with two levels: T0, the initial action, and T1, the second attempt, so that subjects with sufficiently high capacity for ToM (ToM-2) could infer the ToM order of the other agent O, and adapt their behaviour for the second trial, to reach a more optimal outcome.

This design guaranteed that we could estimate the order of ToM of an agent following the task instructions by comparing outcomes as a function of condition. It is important to note that during both trials, the order of ToM of O is assumed to be fixed.

The expected outcomes of the experiment are derived from the behaviour expected from a RH and are presented in Figure 4b. Let us explain how these outcomes are derived when S can have a ToM of order 0, 1, 2, and O of order 0, 1. If an agent performs ToM-0 then it goes toward its preferred machine.
Figure 4: Experimental setup and design

**a.** Illustration of experimental setup. Two agents, a subject S and another agent O are on opposite sides of a small building (middle rectangle). On each side of the building, there is a vending machine, VM1 (right) and VM2 (left). Arrows arising from circles marking the initial position of the agents O and S, indicate fixed prior preferences towards entities: both S and O like (positive signs) VM1 and VM2 but prefer VM1 (longer arrow), and dislike each other (negative signs).

**b.** The table shows the expected behavioural outcomes for the different combinations of orders of ToM at T0 and T1 for the subject S. O can either perform ToM-0 (no ToM) or ToM-1 (first order ToM). If O performs ToM-0, it should necessarily go to the preferred VW1, and if it performs ToM-1, to the less preferred VM2 (in order to avoid S that it should expects at VM1). There are three possibilities of capacity for ToM for agent S: ToM-0, ToM-1, or ToM-2 (second order ToM). If S is able to perform ToM-2, it can also perform ToM-1, and adjust the order of ToM it uses to optimize outcomes.

Outcomes at T0 will depend on whether S assumes initially that O performs ToM-0 or ToM-1. At T1 agent S should be able to revise its priors about the order of ToM of O, and optimise outcome on this basis. The experimental design is such that each row in the table is different from the other so that, when considering the different conditions of actual ToM order for O (ToM-0 and ToM-1), and the two trials T0 and T1, the order of ToM that S is capable of, as well as the order of ToM that S attributes to O, can be determined.

The table is color coded to indicate the rank of the outcomes in terms of optimisation of perceived value as a function of preferences (scale on the right), from best (rank 1) to worst (rank 4)(see text).
VM1, if an agent performs ToM of order 1 then it is expected to go to the VM opposite to the one the predicted agent with order 0 would go to. The first table correspond to the case where O performs ToM-0 and therefore always goes to VM1 and the second one to the case where it performs ToM-1 and goes to VM2. The experiment is divided into two times, trial T0 and T1, if S does not perform ToM-2 then it can’t learn from its mistakes and the outcomes of both trials is the same; it is reported in the first two lines of the tables. If S performs ToM-2 it may initially assume that O has ToM-0 (the less greedy hypothesis on O). Then we expect that after one trial of the experiment, S would confront its expectations to the outcome of the trial. If it predicted correctly the outcome and does not meet O, then it does not have to change its beliefs and therefore may assume that O had ToM-0 and is located around VM1, for both trials T0 and T1. Thus S should go to VM2 in both trials. However, if the beliefs of S were false during the first trial, both agents should arrive at VM2, and S is expected to change its belief about the ToM order of O, from ToM-0 to ToM-1. In the next trial S should go to VM1 and O to VM2. A second possible case is if S initially assumes that O has ToM-1, in which case, similarly, S would have to update its beliefs to account for the false prediction. The expected results of the experiment for a subject with ToM-2 are reported in the last two lines of the tables, the first one corresponding to the situation where the subject believes at first that O has ToM-0 and the second one ToM-2.

5.3 VHs simulation procedure
At the beginning of each simulated case, the positions of the agents, the divider between the two VHs and the coffee machine were procedurally set based on the given simulation. The visualization was created using Unity (v2021.1), with the High Definition Rendering Pipeline (HDRP). The VHs model was designed using Character Creator. The VH control was handled by the Geneva Virtual Humans toolkit [60], managing the locomotion, facial musculoskeletal and physiological parameters, as described in Section 4. A preview window allows the real time visualization of simulations, and the offline rendering of the simulation with a multi-view system. The system allows the creation of 4K videos from various point of views, a radar view that shows the path of the agents, a general viewpoint of the simulation, a camera focusing on the facial expressions of each VH, and the first-person views for each VH. The scene is designed to run both in real-time desktop and VR applications and offline with up to 4K rendering. The scene is VR ready, for future real-time experiments in which a RH participant could be part of the scenario. The scene can already be observed by an experimenter within VR.
5.4 Simulation parameters

The subject is labelled 1, the agent 2, VM1 is 3 and VM2 is 4. In the experiment, the preference matrix for the subject, $p_1$, is the following,

$$\begin{pmatrix}
0.5 & 0.01 & 0.6 & 0.55 \\
0.01 & 0.5 & 0.6 & 0.55
\end{pmatrix}$$

(12)

The preference matrix of the other agent is,

$$\begin{pmatrix}
0.5 & 0.01 & 0.6 & 0.55 \\
0.01 & 0.5 & 0.6 & 0.55
\end{pmatrix}$$

(13)

These matrices contain more information than necessary when the subject or agent performs ToM-0 and the preference vectors in these cases are the true preferences extracted from the previous matrices.

The influence matrix of the subject for preferences and action (see above) are reduced to self influence, only $I_{saa} \neq 0$ and similarly for the influence vector of the other agent.

5.5 Results

We focus on the results regarding $S$. The results are consistent with the design. Agents behave as expected as a function of their relative ToM order. Their end state free energy (FE) and expressed valence are consistent with the corresponding outcome ranks. Figure 6 shows results of basic behaviours.
Figure 6: Basic behaviours of the agents as a function of ToM

For each situation, s1, s2, s3, s4, images of virtual environment. Left: view from above. Orange traces are S, blue traces are O, green traces are predictions about O according to S, red traces are predictions about S attributed to O by S (if S uses ToM-2). Upper-right: woman VH face close-up. Lower-right: first person perspective of S on O (male VH). s1. S and O perform ToM-0. Agents run into each other at VM1. S emotion expression is rather unhappy. s2. S performs ToM-1 and O ToM-0. Agents do not run into each other. S goes to VM2. S emotion expression is rather happy. s3. Both S and O perform ToM-1. Agents run into each other at VM2. S emotion expression is unhappy. s4. S performs ToM-2 and O ToM-1. Agents do not run into each other. S goes to VM1. S emotion expression is happy. See free energy (FE), valence, and outcome rank in the charts on the right, corresponding to each situation as labeled.

of the agents as a function of ToM contingencies, without S performing inverse inference to learn the order of ToM of O.

S succeeds in inferring O ToM order after the first trial (T0), and optimises outcome accordingly. Figure 7 shows results of the behaviour of the agents as a function of ToM contingencies, when S performs inverse inference to learn the order of ToM of O at the second trial (T1).
Figure 7: S performs inverse inference about O ToM order

For each situation, s5 and s6, images of virtual environment at trial T0 and T1. Orange traces are S, blue traces are O, green traces are predictions about O according to S, red traces are predictions about S attributed to O by S (if S uses ToM-2). Left: view from above at T0. right: view from above at T1. s5. T0: S performs ToM-2 (and attributes ToM-1 to O) while O actually performs ToM-0. Agents run into each other at VM1. T1: S has inferred O ToM order, and obtains a better outcome, finding itself alone at VM2. s6. T0: S performs ToM-1 (and attributes ToM-0 to O) while O actually performs ToM-1. Agents run into each other at VM2. T1: S has inferred O ToM order, and obtains the best outcome, finding itself alone at VM1. See free energy (FE), valence, and outcome rank in the charts on the right, corresponding to each situation as labeled, for T0 and T1.
6 Discussion

Our objectives in this report were to demonstrate: 1) that we could combine PCM-driven agents with virtual humans (VH), 2) to simulate behaviors of approach-avoidance, which would be expected to result from configurations of preferences and orders of ToM in real humans (RH), 3) in an experiment that could classify these behaviors in terms of underlying generative models as a function of orders of ToM, based on clear behavioral outcomes, 4) that could be implemented in virtual reality (VR) for actual experiments with RH, and 5) that our PCM-driven agents could correctly infer parameters such as ToM order used by other agents, which could be replaced by RH in experimental contexts. The approach leverages active inference and projective mechanisms to enable artificial agents to interact with each other and with real humans in VR.

6.1 Killing three birds with one stone

There are three complementary points of view that can be taken on the experiment we presented as a proof-of-concept of an approach to the problem of integrating computational models, artificial agents and virtual humans, in a unified framework for psychological science.

First, the experiment was a way of assessing whether model-based virtual agents, here using the PCM, would be capable of demonstrating behaviors that would be expected in the task, according to their order of ToM, as would be expected from a human performing the same task. Indeed we have built an experiment that is adapted a priori for distinguishing RH behaviours, and we have shown that our VH are a good sampler of what would be RH behaviours with respect to this experiment, as they simulates accurately these expected behaviour.

Second, we have also shown that the experiment is a good classifier for the behaviours of the VH as different parameter of the model that generate the behaviours of the VH can be distinguished by the experiment.

Third, the approach used agents that could make inferences about psychological parameters driving others, as a human experimenter might do to assess the determinants of observed behaviors in humans, i.e. as a way to test the ability of agents to correctly infer others’ behaviours. The results demonstrated that the target parameters of the model, the order of ToM, could be well discriminated by the VH that we called subject $S$ in the experiment, since it was able to discriminate the order of ToM of the other agent (ToM-0 or ToM-1) consistently, based on its own internal mechanics of inverse inference as embedded within its recursive multi-agent architecture. Importantly, $S$ would be able to do so even if the agent was a real human agent in a VR experiment leveraging motion tracking information from the human participant.

In other words, the same model that could be used to control artificial agents embodied as virtual humans in a VR task, could be used in the future to make inferences about the behaviours of real humans that would participate in the same task. The rationale is that such agents could then assist investigators with assessing and reporting hidden psychological parameters and profiles of different groups and individuals. Although very preliminary, this is in line with a research program with the overarching goal of building synthetic psychology, i.e. the rebuilding of human psychology into artificial systems. Indeed, if successful, such program should yields artificial agents that can interact with, and interpret each others as well as real humans, as we would expect from real humans toward each other. For simplifying the presentation and discussion, we limited the simulations to agents with at most ToM of order 2, but the framework can be used to simulate agents with higher-order ToM capacities. Thus one could easily extend the design of the experiment and add a third PCM-driven agent, which we could call the observer, and which would be capable of ToM of order 3, and thus be able to predict the degree of ToM of the agents up to the second order. Results in this direction are promising but beyond the scope of this report, and will be presented in a future report assessing TOM of order $n$ in groups of PCM-agents.

We used a very controlled experiment and task to demonstrate our proof-of-concept, i.e. to show that the model could infer the order of ToM in others. But the same model could be used to perform
tasks in which agents would have to infer preferences in other agents based on their behaviours, which include their orientation or move towards or away from objects and others, and corresponding emotion expressions. Likewise, thanks to its operation, assuming adequate experimental and task design, the model could be used to infer a combination of parameters (preferences and order of ToM in others, or any other parameters that the model include). More generally, PCM-driven agents can be used to simulate behaviors in a variety of contexts (see for instance our recent work on simulating adaptive and maladaptive behaviors relevant to developmental and clinical psychology [58]).

6.2 Limitations and perspectives
As this point, without tailored restrictions limiting computational load, the PCM algorithm does not run in real-time, and cannot be used in practice for many real-time interactive VR experiments. Optimisation approaches both at the software and hardware levels are currently being pursued in order to mitigate the problem. In order to close the loop of interactions between real humans and virtual humans in VR, parameters need to be extracted from VR participants to serve as inputs to the model, so that PCM-driven agents will interpret VR participants as they interpret other PCM-driven agents. This can be achieved by leveraging VR technology, including motion capture, eye-tracking and smart interfaces for emotion expression capture.

Another interest of the approach we develop is that it could be used to assess and optimize the capacity of different experimental designs to discriminate psychological parameters and mechanisms based on behaviors. Different designs could be explored through mass simulations of PCM-driven agents along a variety of parameters, independently assessed or in combinations, e.g. preferences and orders of ToM. If target parameters can be well distinguished based on behavioral outcomes, the design would appear sufficient as a classifier. On the contrary, if different sets of parameters would predict the same outcome behaviors in an ambiguous manner, that would mean that the design of the experiment is not fully discriminant. Designs could then be revised and retested by adding conditions. For instance, if subsets of parameters could not be reliably inferred simultaneously by PCM-driven agents due to the ambiguity of behaviors, the experiment could introduce different phases of estimations in which the parameters could be assessed independently, e.g. by observing first the behaviors of agents without interacting with them to infer their mutual preferences, and then, based on this prior, attempting to infer their order of ToM through interactions with them.

In our proof-of-concept we used fixed preferences that were identical between the two agents. This lead to perfect predictions of the trajectories of the other agent by a given agent, when the order of ToM was adequate. Using different values of preferences between those attributed to an agent and those actually used by the agent may have induced some error of prediction. Manipulating such differences and studying their impact on fine grained behaviours is interesting but beyond the scope of this contribution. Note however, that generally speaking the algorithm is robust, and slight randomizations of the preferences we performed did not lead to different behaviours that would have impacted the results of the experiments. Finally, let us note that the way a subject predicts the action of the other agent several steps in the future and uses this prediction in order to choose its best move can be seen as an optimal control problem with a cost function depending on time. It might be possible to consider that the whole simulated situation is itself a control problem, and optimal policies might give a more optimal update rule for simulating the action of the other agent by the subject. However, the approach we chose focused on modeling agents as subjective systems, who model and predict others’ actions based on their own internal mechanisms of action selection, as prescribed by simulation theory [3 6], without having necessarily the possibility of developing a full representation of the problem for more globally optimal solutions.

6.3 Conclusion
The approach we develop, which combines PCM-agents and virtual humans with the aim of studying human behaviours and their psychological determinants in virtual reality experiments remains
preliminary, but as our proof-of-concept suggests appears promising.
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