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Abstract
Global behavior of solutions is studied for the nonlinear Klein-Gordon equation with a focusing power nonlinearity and a damping term in the energy space on the Euclidean space. We give a complete classification of solutions into 5 types of global behavior for all initial data in a small neighborhood of each superposition of two ground states (2-solitons) with the opposite signs and sufficient spatial distance. The neighborhood contains, for each sign of the ground state, the manifold with codimension one in the energy space, consisting of solutions that converge to the ground state at time infinity. The two manifolds are joined at their boundary by the manifold with codimension two of solutions that are asymptotic to 2-solitons moving away from each other. The connected union of these three manifolds separates the rest of the neighborhood into the open set of global decaying solutions and that of blow-up.
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1 Introduction

We investigate global behavior of solutions for the nonlinear damped Klein-Gordon equation on $\mathbb{R}^N$:

$$\partial_t^2 u + 2\alpha \partial_t u - \Delta u + u = f(u) \tag{1.1}$$

where $u(t, x) : \mathbb{R}^{1+N} \to \mathbb{R}$, $\alpha > 0$ is a damping constant, and $f(u) := |u|^{p-1}u$ with a power $p$ in the energy sub-critical range, namely

$$2 < p < p^*(N) := \begin{cases} \infty & (N = 1, 2), \\ \frac{N+2}{N-2} & (N = 3, 4, 5). \end{cases} \tag{1.2}$$
The restriction \( p > 2 \) implies \( N \leq 5 \) (see Sect. 3.4 for the reason of \( p > 2 \)). For any space-time function \( u(t, x) \), we denote

\[
\vec{u}(t, x) := (u(t, x), \dot{u}(t, x)) \in \mathbb{R}^2.
\] (1.3)

The Cauchy problem for (1.1) is locally well-posed in the energy space

\[
\mathcal{H} := H^1(\mathbb{R}^N) \times L^2(\mathbb{R}^N)
\] (1.4)

(cf. [3]): For any initial data \( \vec{u}(0) \in \mathcal{H} \), there is a unique solution \( \vec{u} \in C(I; \mathcal{H}) \) of (1.1) on the maximal existence interval \( I \). The energy functional \( E : \mathcal{H} \to \mathbb{R} \) for (1.1) is defined by

\[
E(u_1, u_2) = \frac{1}{2} \int_{\mathbb{R}^N} \left( |\nabla u_1|^2 + |u_1|^2 + |u_2|^2 - 2F(u_1) \right) dx,
\] (1.5)

where \( F(u) := \frac{|u|^{p+1}}{p+1} \) is the primitive of \( f \). For any solution \( \vec{u} \) of (1.1) in the energy space, the energy is non-increasing in time:

\[
E(\vec{u}(t_2)) - E(\vec{u}(t_1)) = -2\alpha \int_{t_1}^{t_2} \| \partial_t u(t) \|^2_{L^2} dt.
\] (1.6)

When the nonlinearity is defocusing, namely \( f(u) = -|u|^{p-1}u \) or \( F(u) = -\frac{|u|^{p+1}}{p+1} \), the above decay of energy leads rather immediately to global existence and exponential decay of all solutions in the energy space.

However, when the nonlinearity is focusing, \( f(u) = |u|^{p-1}u \), which is the case throughout this paper, the equation has more variety of solutions, including blow-up and stationary solutions. In this paper, we are interested in solutions starting close to superposition of stationary solutions with the least energy, namely the ground states. The ground state exists uniquely [2, 28] up to spatial translation and change of the sign. Let \( Q \) be the unique positive radial one:

\[
0 < Q(x) = Q(|x|) \in H^1(\mathbb{R}^n), \quad -\Delta Q + Q - f(Q) = 0.
\] (1.7)

There has been intensive study on global behavior of general (large) solutions for the nonlinear dispersive equations, where the guiding principle is the soliton resolution conjecture, which claims that generic global solutions are asymptotic to superposition of solitons for large time. In particular, the conjecture has been proven for all radial solutions of the energy-critical wave equation:

\[
\ddot{u} - \Delta u = |u|^{p^*(N) - 1}u, \quad (N \geq 3),
\] (1.8)

including the case of blow-up with bounded energy norm, by Duyckaerts, Kenig and Merle [12, 13] for \( N = 3, 5, 7, \ldots \), and by Duyckaerts, Kenig, Martel and Merle [11]...
for $N = 4$. Similar results have been obtained also in the case with a potential \cite{24}, as well as for the wave maps \cite{11, 23, 26}, all under some rotational symmetry.

However, the conjecture is widely open for other dispersive equations without size restriction on the initial data, except for the completely integrable case. In particular, for the nonlinear Klein-Gordon equation:

$$\ddot{u} - \Delta u + u = |u|^{p-1}u,$$  \hspace{1cm} (1.9)

general asymptotic behavior is unknown if the energy is much bigger than the ground state (for example, in the classification of solutions by \cite{32} into 9 sets, the energy may exceed only slightly the ground state). The current state is the same for the nonlinear Schrödinger equation. This motivates us to look into other PDEs with similar solutions but easier to analyze.

For the damped nonlinear Klein-Gordon (1.1), the energy decay (1.6), together with the exponential decay for the linear equation, makes the analysis simpler than the undamped case, although the damping does not remove the blow-up or solitons. Much earlier than the recent progress for the conservative PDEs, Keller \cite{25} constructed stable and unstable manifolds in a neighborhood of any stationary solution of (1.1), and Feireisl \cite{14} proved the soliton resolution along a time sequence: for any global solution $u$ of (1.1) in the energy space, there is a time sequence $t_n \to \infty$ and a set of stationary solutions $\{\varphi_k\}_{k=1}^K (K \geq 0)$, and sequences $\{c_{k,n}\}_{k=1}^{K, n} \in \mathbb{N}$ such that

$$\ddot{u}(t_n) = \sum_{k=1}^{K} \varphi_k(x - c_{k,n}) + o(1) \quad \text{min}_{j \neq k} |c_{j,n} - c_{k,n}| \to \infty \quad (1.10)$$

as $n \to \infty$ in the energy space (under some restriction on $p$). The energy decay (1.6) reduces the proof mostly to the variational analysis of concentration compactness \cite{29}, independent of time. Note that for the conservative PDEs, this type of results (in appropriate topology) also requires much more analysis on the evolution (cf., e.g., \cite{10} for the energy-critical wave equation in the non-radial case, and \cite{6} for the wave maps in the corotational case).

Feireisl \cite{14} also constructed solutions for any even $K \in \mathbb{N}$ satisfying the above asymptotic behavior for all $t \to \infty$, where the soliton centers form an expanding polygon. More recently, Burq, Raugel and Schlag \cite{3} proved the soliton resolution for (1.1) in the full limit $t \to \infty$ for all radial solutions. On the other hand, Côte, Martel, Yuan and Zhao \cite{8} constructed a Lipschitz manifold in the energy space with codimension 2 of those solutions asymptotic to a sum of two ground states

$$\ddot{u}(t) = \vec{Q}(x - z_1(t)) - \vec{Q}(x - z_2(t)) + o(1), \quad |z_1(t) - z_2(t)| \to \infty \quad (t \to \infty).$$  \hspace{1cm} (1.11)

More generally, one may consider the following types of solutions in the energy space

- **We say a solution $\ddot{u}$ in $\mathcal{H}$ of (1.1) is decaying if it extends globally for $t > 0$ and converges to 0 strongly in $\mathcal{H}$ as $t \to \infty$.**
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We say a solution $\tilde{u}$ in $\mathcal{H}$ of (1.1) blows up if it exists up to some $T \in (0, \infty)$ and $\|\tilde{u}(t)\|_{\mathcal{H}} \to \infty$ as $t \to T - 0$.

A solution $\tilde{u}$ in $\mathcal{H}$ of (1.1) is called an asymptotic $K$-soliton for $K \in \mathbb{N}$ if it extends globally for $t > 0$ and there exist $\sigma \in \{-1, 1\}^K$ and $z : [0, \infty) \to (\mathbb{R}^N)^K$ such that

$$\lim_{t \to \infty} \|\tilde{u}(t, x) - \sum_{j=1}^{K} \sigma_j \tilde{Q}(x - z_j(t))\|_{\mathcal{H}} = 0, \quad \lim_{t \to \infty} \min_{j \neq k} |z_j(t) - z_k(t)| = \infty.$$ (1.12)

In the one dimensional case $N = 1$, Côte, Martel and Yuan [7] proved that the above three types exhaust all solutions in the energy space. To the best of our knowledge, this is the first complete proof of the soliton resolution conjecture for a non-integrable equation without any size or symmetry restriction and with moving solitons, provided that the damping is acceptable in the conjecture.

**Remark 1.1** It may be slight abuse of words to call those solutions solitons, because they are unstable, but we use this terminology as it is convenient and getting quite common in the analysis of nonlinear wave equations. For $N \geq 2$, one may also consider superpositions of other stationary solutions than the ground state $Q$. In this paper, however, $K$-solitons refer merely to superpositions of the ground state, namely

$$\sum_{k=1}^{K} \sigma_k \tilde{Q}(x - z_k)$$ (1.13)

for any $\sigma \in \{-1, 1\}^K$ and $z \in (\mathbb{R}^N)^K$. The center points $\{z_k\}$ of solitons may depend on time, but not necessarily be defined for all $t \to \infty$. Note that in [7] those solutions satisfying (1.12) are called $K$-solitons. This is because the more focus is put in this paper on the intermediate and transitive dynamics than the asymptotic behavior.

Once we know all the possible asymptotic behavior (or even before that), a natural question is which initial data lead to each type of solutions. Recall that if the energy is less than the ground state $Q$, then the variational character of the ground state implies the dichotomy into decaying solutions and blow-up solutions by the sign of the initial integral, namely the Nehari functional

$$K_0(u) := \int_{\mathbb{R}^N} \left[|\nabla u|^2 + |u|^2 - |u|^{p+1}\right] dx.$$ (1.14)

If $E(\tilde{u}(0)) < E(\tilde{Q})$, then $K_0(u(0)) \geq 0$ implies the global existence, while $K_0(u(0)) < 0$ implies the blow-up. As soon as the energy exceeds the ground state, it seems hard to find such an explicit characterization. However, one may still expect some qualitative as well as quantitative relations and classifications among different types of solutions. For the undamped equation, Schlag and the second author [32] obtained such a classification into 9 sets in terms of the invariant manifolds of the ground states for $E(\tilde{u}) < E(\tilde{Q}) + \varepsilon$ with small $\varepsilon > 0$. 
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The goal of this paper is to obtain a similar classification around the 2-solitons (1.11), exploiting the damping, and investigating all the solutions starting close to but not on the manifold in [8]. The main interest is in the transition from 2-solitons to 1-solitons, both by time evolution and by initial perturbation.

1.1 The Main Result

To state the main result, we need to introduce the spectral decomposition around the ground state $Q$. The linearized operator around $Q$ of the stationary equation is denoted by

$$L := -\Delta + 1 - f'(Q) = -\Delta + 1 - pQ^p - 1.$$  \hspace{1cm} (1.15)

It is well-known (cf. [5]) that $L$ has a unique negative eigenvalue, and that its kernel is generated exactly by the translation invariance:

$$L^{-1}(\{0\}) = \text{span}(\nabla Q).$$

We denote by $\phi$ the normalized ground state of $L$, and the eigenvalue by $-\nu_0^2$ for a constant $\nu_0 > 0$

$$L\phi = -\nu_0^2 \phi,$$  \hspace{1cm} (1.16)

The linearized evolution around $\tilde{Q}$ is given by

$$\dot{v} = J\tilde{L}^\alpha v, \quad J := \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad \tilde{L}^\alpha := \begin{bmatrix} L & 2\alpha \\ 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (1.17)

Let

$$v^\pm := -\alpha \pm \sqrt{\alpha^2 + \nu_0^2} \in \mathbb{R}, \quad Y^\pm := \begin{bmatrix} 1 \\ \nu^\pm \end{bmatrix} \phi \in \mathcal{H}.$$  \hspace{1cm} (1.18)

Then they are eigenfunctions of $J\tilde{L}^\alpha$ and $J^*(\tilde{L}^\alpha)^*$, namely

$$(J\tilde{L}^\alpha - v^\pm)Y^\pm = 0 = (J^*(\tilde{L}^\alpha)^* - v^\pm)Y^\mp.$$  \hspace{1cm} (1.19)

Since $v^+ > 0$, the solution $v = e^{v^+t}Y^+$ of (1.17) exhibits the exponential instability of the ground state $\tilde{Q}$. In particular, we see that the presence of the damping $\alpha > 0$ in the equation does not remove the exponential instability.

Define the symplectic form $\omega : \mathcal{H}^2 \to \mathbb{R}$ by

$$\omega(\varphi, \psi) := \langle J\varphi, \psi \rangle = \int_{\mathbb{R}^N} [\varphi_2(x)\psi_1(x) - \varphi_1(x)\psi_2(x)]dx = -\omega(\psi, \varphi),$$  \hspace{1cm} (1.20)

where $\langle \cdot, \cdot \rangle$ denotes the real inner product on $L^2(\mathbb{R}^N)$. For any $z = (z_1, z_2) \in (\mathbb{R}^N)^2$ and $\delta > 0$, the open ball in the center-stable subspace around the 2-soliton at $z$ is denoted by

$$\mathcal{Y}_u^\alpha(z; \delta) := \{\varphi \in \mathcal{H} \mid \forall k = 1, 2, \, \omega(\varphi, Y^-(x - z_k)) = 0, \, \|\varphi\|_{\mathcal{H}} < \delta\}.$$  \hspace{1cm} (1.21)
It is easy to see that the energy space may be decomposed as
\[ \mathcal{H} = \mathbb{R}Y^+(x - z_1) \oplus \mathbb{R}Y^+(x - z_2) \oplus \mathcal{Y}_u^\perp(z; \infty) \] (1.22)
promised that \(|z_1 - z_2|\) is large enough. The main result of this paper is as follows.

**Theorem 1.1** For any \( N \in \{1, 2, 3, 4, 5\}, \alpha > 0 \) and \( p \in (2, p^*(N)) \), there exists \( \delta \in (0, 1) \) such that for any \( \sigma_1, \sigma_2 \in \{\pm 1\} \) and any \( z = (z_1, z_2) \in (\mathbb{R}^N)^2 \) satisfying
\[ \sigma_1 \sigma_2 = -1, \quad |z_1 - z_2| > 1/\delta, \] (1.23)
there are two Lipschitz functions \( G_1, G_2 : (-\delta, \delta) \times \mathcal{Y}_u^\perp(z; \delta) \to (-\delta, \delta) \) with the following properties. For any \( h_1, h_2 \in (-\delta, \delta) \) and any \( \varphi \in \mathcal{Y}_u^\perp(z; \delta) \), let \( u \) be the solution of (1.1) with the initial data
\[ \vec{u}(0) = \sum_{j=1}^2 \sigma_j [Q + h_j Y^+](x - z_j) + \varphi. \] (1.24)

Then its global behavior is classified by the initial data as follows. Let \( j^* := 3 - j \) d’ndex.

1. If \( h_j < G_j(h_{j^*}, \varphi) \) for both \( j = 1, 2 \) then \( u \) is global and decaying.
2. If \( h_j = G_j(h_{j^*}, \varphi) \) and \( h_{j^*} < G_{j^*}(h_j, \varphi) \) for one of \( j = 1, 2 \), then \( u \) is global and
\[ \vec{u}(t) = \sigma_j \vec{Q}(x - z_{\infty}) + o(1) \quad \text{in} \ \mathcal{H} \] (1.25)
as \( t \to \infty \) for some \( z_{\infty} \in \mathbb{R}^N \), namely an asymptotic \( 1 \)-soliton.
3. If \( h_j = G_j(h_{j^*}, \varphi) \) for both \( j = 1, 2 \) then \( u \) is global and
\[ \vec{u}(t) = \sigma_1 \vec{Q}(x - z_1(t)) + \sigma_2 \vec{Q}(x - z_2(t)) + o(1) \quad \text{in} \ \mathcal{H} \] (1.26)
as \( t \to \infty \) for some \( z \in C^1([0, \infty); (\mathbb{R}^N)^2) \) satisfying \(|z_1(t) - z_2(t)| \to \infty\), namely an asymptotic \( 2 \)-soliton.
4. Otherwise, \( u \) blows up in finite time.

The case (3) may be characterized simply as \((h_1, h_2) = G_0(\varphi)\) for another Lipschitz function \( G_0 : \mathcal{Y}_u^\perp(z; \delta) \to (-\delta, \delta)^2\).

**Remark 1.2** [8] proved that \( \sigma_1 \sigma_2 = -1 \) is necessary for any asymptotic \( 2 \)-soliton to exist. Note also that the two cases with \( j = 1 \) and with \( j = 2 \) in (2) are distinguished by the sign of the remaining soliton \( \sigma_j Q \). Hence the above theorem yields a complete classification into 5 non-empty and disjoint sets of solutions starting from a small neighborhood of any asymptotic \( 2 \)-soliton, or any superposition of two ground states with the opposite signs and sufficient distance. This is an extension of the result in [8] that established the case of (3), namely the manifold of asymptotic \( 2 \)-solitons (without classifying the other cases).
In short, we have two hypersurfaces of 1-solitons respectively with \( \vec{Q} \) and \(-\vec{Q}\), given by the Lipschitz graphs \( h_j = G_j(h_j^*, \varphi) \) with \( h_j^* < G_j(h_j, \varphi) \) for \( j = 1, 2 \), in the small neighborhood of \( \mathcal{H} \) around each 2-soliton of the opposite signs and sufficient distance. Their joint boundary \( h = G_0(\varphi) \) is the manifold of 2-solitons constructed in [8], and the union of those three separates the rest into the decaying solutions and the blow-up.

### 1.2 Difficulties and Ideas for the Main Result

The 1-soliton manifolds in the above result are different from those constructed by Keller [25], or any general method that works locally around stationary points, because the manifolds in the above result are approaching the 2-solitons, which are far from any 1-soliton, while the solutions on the manifolds are asymptotic to 1-solitons as \( t \to \infty \).

In particular, the global behavior is not uniform at all in the small neighborhood of 2-solitons; indeed, the above result precisely describes the discontinuity of the asymptotic behavior around the 2-solitons.

In order to analyze the transition between different numbers of solitons, we exploit the finite speed of propagation for (1.1) and some uniform estimates for solutions below the ground state. It is combined with the linearized analysis around the solitons, taking account of the soliton interactions that have been investigated in [8].

The crucial difference in the linearized analysis both from [8] and from the case of 1-solitons, is that we have to distinguish the growth direction of the unstable modes \( (h_1^*, h_2^*) \in \mathbb{R}^2 \), in order both to distinguish the 5 cases and to construct the 1-soliton manifolds all the way to the 2-soliton manifold. Even though the conclusion is that the unstable mode does not essentially change the direction, it is highly non-trivial, because the soliton interaction generates \( O(1/t) \) error terms from the linearized operator, which do change the growth order of unstable modes from the linear approximation. A simple ODE example to illustrate the problem is

\[
\frac{d}{dt} \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} = \begin{pmatrix} v^+ & \varepsilon^2 e^{-t} \\ \varepsilon^2 e^{-t} & v^+ + \frac{\varepsilon}{1+t} \end{pmatrix} \begin{pmatrix} h_1 \\ h_2 \end{pmatrix},
\]

which mimics the linearized interaction between the two unstable modes. It is easy to observe that if \( \varepsilon > 0 \) then \( h_2(t)/h_1(t) \to \infty \) as \( t \to \infty \) even if it starts with \( (h_1(0), h_2(0)) = (1, 0) \), and if \( \varepsilon < 0 \) then \( h_1(t)/h_2(t) \to \infty \) even if \( (h_1(0), h_2(0)) = (0, 1) \).

Such rotational behavior of the unstable modes is precluded by showing that the non-scalar part of the above matrix is actually uniformly integrable and small, due to the symmetry of the equation as well as the 2-solitons. Note however that we need this information not only for the asymptotic 2-solitons but also for those on the 1-soliton manifolds. This also requires a detailed description of solutions, as the interaction matrix depends highly on the individual solutions, and their estimates are far from being uniform in time.
Remark 1.3 Since the slow decay of soliton interaction causes the main difficulty for our problem as explained above, it is worth recalling some known results on such solutions for other equations.

For completely integrable systems, strongly interacting multi-solitons are obtained by the inverse scattering method in the special case of multiple eigenvalues in the scattering data, which dates back to the work of Zakharov and Shabat [35] for the cubic nonlinear Schrödinger equation. For the modified KdV equation, Wadati and Okuma [34] constructed such solutions. See the recent work [27] by Koch and Tataru describing the entire sets of multi-solitons for those equations.

In the parabolic setting, Gustafson and Sigal [15] derived asymptotic behavior in time of multi-vortices for the Ginzburg-Landau gradient flow. The multi-soliton dynamics of (1.1) is quite similar to that vortex dynamics, cf. [7, 8] or (4.4).

For non-integrable Hamiltonian flows, such solutions have been constructed more recently, motivated by their specialty and threshold characters. Merle and Raphaël [30] constructed asymptotic 2-solitons with logarithmic distance for the mass-critical Schrödinger equation. Similar solutions were constructed for the generalized KdV equation by Nguyen [33], and for the nonlinear Klein-Gordon equation by Aryan [1]. As another configuration with logarithmic separation, Jendrej, Kowalczyk and Lawrie [19] constructed solutions asymptotic to kink-antikink pairs for the scalar field equations with general bistable potential, including the sine-Gordon equation and the $\phi^4$ model. As for multi-solitons separated by scaling instead of translation, Jendrej [17, 18] constructed 2-bubble solutions for the energy-critical wave and Schrödinger equations. Moreover, for the equivariant wave maps, Jendrej and Lawrie [20–22] gave complete classification of the solutions with the same energy as the unique pure 2-bubble, including the collapse of the 2-bubble, scattering to 0, in the opposite time direction.

1.3 Difficulty for More Solitons

After the above result, a natural question would be what happens around the 3-solitons or more. Although one might expect a similar structure as boundaries of manifolds with less solitons, the analysis has to face a new and much harder phenomenon, which may be called the soliton merger. A crucial property of the 2-solitons behind the proof of the above result is that the solitons with the opposite signs are repelling each other, so they never approach each other as long as both exist. This property is lost as soon as the number of solitons becomes 3 or more. For example, [7] constructed the asymptotic 3-solitons in the form on $\mathbb{R}$ ($N = 1$)

$$\tilde{u}(t) = \tilde{Q}(x + c(t)) - \tilde{Q}(x) + \tilde{Q}(x - c(t)) + o(1), \quad c(t) \to \infty, \quad (1.28)$$

and also proved that it is essentially the unique form (up to symmetry). If only the middle soliton is collapsed by the instability and disappears (decays), then after that the solution contains only the two solitons with the same sign, so we have to investigate solutions starting near
\[ \tilde{Q}(x + c) + \tilde{Q}(x - c) \quad (|c| \gg 1), \]  
\hspace{1cm} (1.29)

where the dynamics is much more complicated than the opposite sign case in Theorem 1.1, because the two solitons will attract each other and possibly collide in finite time. By using the soliton resolution of [7], as well as stability of decaying and blow-up, it is easy to observe that there are solutions starting near 3-solitons, in which the middle soliton collapses first, and after a while the other two also collapse, but eventually a soliton in the middle appears as the final state. This behavior is essentially different from the 1-soliton case (2) in Theorem 1.1, because the final soliton is not a remaining one of the three starting ones, but created by merger of the two of them. See Sect. 13.3 for more detail. It seems very hard to analyze the behavior of such solutions.

1.4 Structure of the Paper

In Sect. 2, some basic properties are recalled about the ground state and the solutions below it, in particular, uniform-in-time estimates for decaying and blow-up solutions. The analysis of multi-solitons starts from Sect. 3. Although the main result is about the 2-solitons, we consider the general number \( K \) of solitons as much as possible, in order to clarify where the specialty of 2-solitons is used. In Sect. 3, the spectral decomposition is introduced, as well as the corresponding system of equations in terms of the unstable modes and the remainder (radiation). In Sect. 4, the orthogonality condition is introduced to determine the soliton centers, as well as the corresponding modulation equation. Those arguments are well known and mere reformulations from [8] in slightly different coordinates. In Sect. 5, the basic estimates are prepared, one is using the static energy, the other is using the linear damped energy inequality. In the case of higher powers, we need to combine also the Strichartz estimate. We also introduce the soliton repulsivity conditions, which are abstract and sufficient conditions to avoid soliton merger or collision in the case of general number of solitons.

The core analysis and the main novelty of this paper starts from Sect. 6. In Sect. 6, a complete classification and description is given on the behavior of solutions during their stay in a small neighborhood of multi-solitons (which are moving according to the modulation in Sect. 4). This is written for general \( K \)-solitons, but under the soliton repulsivity conditions, which are satisfied in the 2-soliton case. In Sect. 7, we derive the crucial estimate to prove that the unstable modes do not essentially change the direction. It is about the even symmetric part of the solution, for which we need to specialized to the case of 2-solitons with the opposite sign. In Sect. 8, the convergence to \( K \)-solitons is proven for solutions staying forever around them. This is a rather immediate consequence of (1.10).

In Sect. 9, the difference of two solutions is estimated while both of them are near \( K \)-solitons. Here is the crucial step of preserving the unstable direction, using the estimate in Sect. 7. In Sect. 10, the collapse of solitons is described, both in the case of decay and of blow-up, using the finite speed of propagation, and assuming that the solitons are separated enough from each other. Then in Sect. 11, the difference of two
solutions is estimated in the case where both are collapsing some solitons in the same way.

Gathering all these estimates, we finally prove the main result in Sect. 12.

In Sect. 13, $K$-solitons with $K \geq 3$ are considered under some symmetry restrictions on the solutions. The purpose of this section is to show cases with the soliton repulsivity conditions and $K \geq 3$. At the end is a brief explanation on the soliton merger in the simplest case of the symmetry.

1.5 Notation

Let $\{e_1, \ldots, e_N\}$ denote the canonical basis of $\mathbb{R}^N$. The $L^2$ scalar product is denoted for any pair of functions $u, v \in L^2(\mathbb{R}^N)$ by

$$\langle u, v \rangle := \int_{\mathbb{R}^N} u(x)v(x)dx.$$  (1.30)

Positive constants are denoted by $C$, which may change from line to line. Subscripts are added to distinguish different constants. Note that $N, \alpha, p, K$ are regarded as constants.

$X \lesssim Y$ means that $X \leq CY$ for some constant $C > 0$. $X \sim Y$ means that $X \lesssim Y$ and $Y \lesssim X$. $X \ll Y$ means that there is a sufficiently small constant $c > 0$ such that $X \leq cY$. The meaning of sufficiency should be clear from the context, or clarified later in more explicit form.

For any Banach space $B$, the same space with the weak topology is denoted by $w\text{-}B$. The operator norm for linear bounded operators on $B$ is denoted by $\text{op}(B)$, and similarly by $\text{op}(B_1 \to B_2)$ for those from $B_1$ to $B_2$. For any open set $\Omega \subset \mathbb{R}^N$, the energy space is denoted by $\mathcal{H}(\Omega) := H^1(\Omega) \times L^2(\Omega)$.

2 Basic Properties of the Ground State

In this section, we collect well-known properties of the ground state $Q$. First, it is obtained by the direct variational method for the constrained minimization

$$E(\bar{Q}) = \inf\{E(\bar{\varphi}) \mid \varphi \in H^1(\mathbb{R}^N) \setminus \{0\}, \ K_0(\varphi) = 0\},$$  (2.1)

where $K_0 : H^1(\mathbb{R}^N) \to \mathbb{R}$ is the Nehari functional defined by

$$K_0(\varphi) := \int_{\mathbb{R}^N} |\nabla \varphi|^2 + |\varphi|^2 - |\varphi|^{p+1}dx = \partial_{\lambda=1} E(\lambda \bar{\varphi}).$$  (2.2)

In particular, $K_0(\varphi_1) \neq 0$ for any $\varphi = (\varphi_1, \varphi_2) \in \mathcal{H}$ such that $E(\varphi) < E(\bar{Q})$ and $\varphi_1 \neq 0$. Moreover, we have a uniform bound (cf. [16, Lemma 2.12])

$$E(\varphi) < E(\bar{Q}) - \delta \implies \begin{cases} K_0(\varphi_1) \gtrsim \min\{\delta, \|\varphi_1\|_{H^1}^2\} & \text{or} \\ K_0(\varphi_1) \lesssim -\delta. \end{cases}$$  (2.3)
In particular, we have $K_0 \geq 0$ in a neighborhood of $0 \in H^1(\mathbb{R}^N)$.

The ground state $Q$ is radial and exponentially decaying. More precisely, 

$$Q(x) = q(|x|)$$  \hspace{1cm} (2.4)

for a $C^\infty$ function $q : [0, \infty) \to (0, \infty)$ satisfying $q(r) > 0 > q'(r)$ and there exists a constant $c_0 > 0$ depending on $N, p$, such that

$$|q(r) - c_0 r^{-\frac{N-1}{2}} e^{-r}| + r|q'(r) + q(r)| \lesssim r^{-\frac{N+1}{2}} e^{-r},$$  \hspace{1cm} (2.5)

where the remainder estimate is improved to $r^{-\frac{N-1}{2}} e^{-(p-1)r}$ for $N = 1, 3$. This formula follows immediately from the radial ODE for $q$.

Similarly, the ground state $\phi$ of the linearized operator $L$ is radial and exponentially decaying with the better rate than $Q$ (because of the negative eigenvalue)

$$|\phi - c_1 r^{-\frac{N-1}{2}} e^{-(\nu_0)r}| + r|\phi_r + \langle \nu_0 \rangle \phi| \lesssim r^{-\frac{N+1}{2}} e^{-\langle \nu_0 \rangle r},$$  \hspace{1cm} (2.6)

for some constant $c_1 > 0$ depending on $N, p, Y^\pm$ have the same asymptotic behavior. Moreover, the linearized operator has the coercivity on the subspace orthogonal to $\phi$ and $\nabla Q$. More precisely, there is some constant $C > 0$ depending on $N, p$, such that for all $\varphi \in H^1(\mathbb{R}^N)$,

$$\|\varphi\|_{H^1}^2 \sim \langle L\varphi | \varphi \rangle + C \|\varphi | \phi\|^2 + C \sum_{j=1}^N (\varphi | \partial_j Q)^2.$$  \hspace{1cm} (2.7)

### 2.1 Uniform Dynamics Below the Ground State

It is well known that all the solutions with energy less than the ground state $E(\bar{u}) < E(Q)$ are split into the decaying (for $K_0(u) \geq 0$) and the blow-up (for $K_0(u) < 0$). In order to trace the behavior of solutions getting away from 2-solitons, we need some upper bounds on the time that those solutions take before decaying or blowing-up. They follow essentially from the estimates and arguments in [3, 8]. Define a functional

$$\mathcal{P} : \mathcal{H} \to \mathbb{R}$$

by

$$\mathcal{P}(\varphi) := \langle \varphi_1, \varphi_2 \rangle + \alpha \|\varphi_1\|_{L^2}^2.$$  \hspace{1cm} (2.8)

Then for any solution $u$ of (1.1) in $\mathcal{H}$,

$$\partial_t \mathcal{P}(\bar{u}) = \|\dot{\bar{u}}\|_{L^2}^2 - K_0(u) = \frac{p+3}{2} \|\dot{\bar{u}}\|_{L^2}^2 + \frac{p-1}{2} \|u\|_{H^1}^2 - (p + 1) E(\bar{u}).$$  \hspace{1cm} (2.9)

First in the decaying case, we have the uniform decay rate:

**Lemma 2.1** For any $N \in \mathbb{N}$, $\alpha \in (0, \infty)$ and $p \in (1, p^*(N))$, there exist $C \in (1, \infty)$ and $c \in (0, 1)$ such that for any $\delta > 0$ and any solution $\bar{u}$ of (1.1) satisfying $E(\bar{u}(0)) <$
\( E(\tilde{Q}) - \delta \text{ and } K_0(u(0)) \geq 0 \), we have for all \( t \geq 0 \)
\[
\|\tilde{u}(t)\|_{H} \leq C e^{-c\delta t} \|\tilde{u}(0)\|_{H}. \tag{2.10}
\]

**Proof** Let \( B := \max(1/\alpha, 2^{p+1}/p-1(1+2\alpha)) \). Then from (2.9), (1.6) and (2.1), we obtain
\[
\partial_t[\mathcal{P}(\tilde{u}) + BE(\tilde{u})] = (1 - 2\alpha B)\|\partial_t u(t)\|_{L^2}^2 - K_0(u) \lesssim -\delta \|\tilde{u}\|_{\mathcal{H}}^2, \tag{2.11}
\]
while we have
\[
|\mathcal{P}(\tilde{u})| \leq |\langle u, \dot{u} \rangle| + \alpha \|u\|_{L^2}^2 \leq (\alpha + \frac{1}{2}) \|u\|_{L^2}^2 + \frac{1}{2} \|\dot{u}\|_{L^2}^2, \tag{2.12}
\]
and
\[
E(\tilde{u}) = \frac{1}{p+1} K_0(u) + \frac{1}{2} \|\dot{u}\|_{L^2}^2 + (\frac{1}{2} - \frac{1}{p+1}) \|u\|_{H^1}^2 \geq \frac{p-1}{2(p+1)} \|\tilde{u}\|_{\mathcal{H}}^2. \tag{2.13}
\]

Since \( B \geq 2^{p+1}/p-1(1+2\alpha) \), the above two estimates imply
\[
\|\tilde{u}\|_{\mathcal{H}}^2 \lesssim \mathcal{P}(\tilde{u}) + BE(\tilde{u}) \lesssim (\alpha + \alpha^{-1}) \|\tilde{u}\|_{\mathcal{H}}^2. \tag{2.14}
\]
Injecting this into (2.11) yields (2.10) with \( C \sim B^{1/2} \).
\[\square\]

For the blow-up, we have the following sufficient condition.

**Lemma 2.2** Let \( N \in \mathbb{N}, \alpha \in (0, \infty) \) and \( p \in (1, p^*(N)) \). Let \( u \) be a solution of (1.1) in \( \mathcal{H} \). Then \( u \) blows up if at some \( t \geq 0 \)
\[
\mathcal{P}(\tilde{u}(t)) > \frac{p+1}{p-1}(1 + 2\alpha)E(\tilde{u}(t)). \tag{2.15}
\]

Moreover, this inequality is preserved as long as the solution exists.

Note that this is also a necessary condition for lower \( p \) and \( N \), and then the above result is equivalent to uniform bound in \( \mathcal{H} \) of global solutions (cf. [4, 7]). For general (subcritical) power, however, it seems to be an open question both with the damping and without it. For our purpose, however, the above lemma (namely the sufficiency) is enough.

**Proof** If \( \mathcal{P}(\tilde{u}(0)) \leq 0 \), then (2.15) implies that \( E(\tilde{u}(0)) < 0 \), then (2.9) implies
\[
\partial_t \mathcal{P}(\tilde{u}) \geq -(p + 1)E(\tilde{u}(0)) > 0, \tag{2.16}
\]
so \( \mathcal{P}(\tilde{u}) \) becomes positive in finite time or blows up before that. On the other hand, by (2.9) and (2.12), we have
\[
c := \frac{p-1}{1 + 2\alpha} \implies \partial_t \mathcal{P}(\tilde{u}) \geq c \left[ \mathcal{P}(\tilde{u}) - \frac{p+1}{p-1}(1 + 2\alpha)E(\tilde{u}) \right]. \tag{2.17}
\]
Hence, after we have (2.15), \( \mathcal{P}(\tilde{u}) \) is strictly increasing in \( t \), while \( E(\tilde{u}) \) is non-increasing, so (2.15) is preserved, as long as the solution exists. If the solution exists globally on \( t > 0 \), then \( \mathcal{P}(\tilde{u}) \not\to \infty \) as \( t \to \infty \). Since \( (\partial_t + 2\alpha)\|u(t)\|^2_{L^2} = 2\mathcal{P}(\tilde{u}) \to \infty \), we have \( \|u(t)\|_{L^2} \to \infty \), too. Let

\[
M(t) := \frac{1}{2}\|u(t)\|^2_{L^2} + \int_0^t \alpha\|u(s)\|^2_{L^2} ds.
\]

Then, using (2.9) and (1.6), we obtain

\[
\dot{M} = \mathcal{P}(\tilde{u}) = \langle u, \dot{u} \rangle + \alpha\|u(0)\|^2_{L^2} + \int_0^t 2\alpha\langle u, \dot{u} \rangle(s) ds,
\]

\[
\dot{M} = \frac{p+3}{2}\|\dot{u}\|^2_{L^2} + \frac{p-1}{2}\|u\|^2_{H^1} - (p + 1)E(\tilde{u}(0)) + (p + 1)\int_0^t 2\alpha\|\dot{u}(s)\|^2_{L^2} ds.
\]

Hence for any \( \varepsilon \in (0, 1) \), there is \( T > 0 \) such that for all \( t \geq T \) we have

\[
\partial_t \mathcal{P}(\tilde{u}) > 0, \quad \alpha\|u(0)\|^2_{L^2} < \frac{\varepsilon}{1+\varepsilon}\mathcal{P}(\tilde{u}), \quad \frac{p-1}{2}\|u\|^2_{L^2} > (p + 1)E(\tilde{u}(0)).
\]

Then for \( t > T \), using Schwarz in \( L^2(\mathbb{R}^N) \), in \( L^2((0, t) \times \mathbb{R}^N) \) and in \( \mathbb{R}^2 \), we obtain

\[
(1 + \varepsilon)^{-1}\dot{M} = (1 - \frac{\varepsilon}{1+\varepsilon})\dot{M} < \langle u, \dot{u} \rangle + \int_0^t 2\alpha\langle u, \dot{u} \rangle dt
\]

\[
\leq \|u(t)\|^2_{L^2} \|\dot{u}(t)\|^2_{L^2} + 2\alpha\|u\|^2_{L^2((0, t) \times \mathbb{R}^N)} \|\dot{u}\|^2_{L^2((0, t) \times \mathbb{R}^N)}
\]

\[
\leq \left[ \frac{1}{2}\|u(t)\|^2_{L^2} + \alpha\|u\|^2_{L^2((0, t) \times \mathbb{R}^N)} \right]^{1/2} \left[ 2\|\dot{u}(t)\|^2_{L^2} + 4\alpha\|\dot{u}\|^2_{L^2((0, t) \times \mathbb{R}^N)} \right]^{1/2}
\]

\[
\leq \sqrt{M(t)} \frac{4}{p+3}\dot{M}(t).
\]

Since \( p > 1 \), we may choose \( \varepsilon > 0 \) small so that

\[
1 < \frac{p+3}{4(1+\varepsilon)} =: 1 + \delta
\]

for some \( \delta > 0 \). Then the above inequality implies for \( t > T \)

\[
\partial_t^2 M^{-\delta} = -\delta M^{-1-\delta} \left[ M\dot{M} - (1 + \delta)\dot{M}^2 \right] < 0,
\]

which is contradicting \( M \to \infty \). Hence \( u \) can not be global. \( \square \)

For blow-up below the ground states, we have the following growth estimate on \( \mathcal{P} \).

**Lemma 2.3** For any \( N \in \mathbb{N} \), \( \alpha \in (0, \infty) \) and \( p \in (1, p^*(N)) \), there exist \( c \in (0, 1) \) and \( C \in (1, \infty) \) such that for any \( \delta \in (0, 1) \) and any solution \( \tilde{u} \) of (1.1) satisfying
\[ E(\bar{u}(0)) < E(\bar{Q}) - \delta, \quad K_0(u(0)) < 0 \quad \text{and} \quad \|\bar{u}(0)\|_H \leq B, \quad \mathcal{P}(\bar{u}(t)) \text{ is increasing and satisfying} \]
\[ \mathcal{P}(\bar{u}) \geq e^{ct - CB^2/\delta} - 1 - B^2, \quad (2.24) \]
\[ \text{as long as the solution } u \text{ exists.} \]

The lower bound on \( \mathcal{P} \) may go much beyond the blow-up criterion (2.15), which will be useful for a gluing argument in Sect. 10.

**Proof** (2.9) and (2.3) imply as long as the solution exists

\[ \mathcal{P}(\bar{u}(t)) \geq \mathcal{P}(\bar{u}(0)) - \int_0^t K_0(u(s))ds \geq -\|\bar{u}(0)\|_H^2 + Ct\delta \geq -B^2 + Ct\delta, \quad (2.25) \]

for some constant \( C > 0 \) implicit in the estimate (2.3), while \( E(\bar{u}) \leq \|\bar{u}\|_H^2 / 2 \leq B^2 / 2. \) Hence for \( t \gg B^2/\delta \), we obtain \( \partial_t \mathcal{P} \geq c\mathcal{P} / 2 \) from (2.17) and so the desired estimate. \( \square \)

### 3 Expansion Around Multi-solitons

In order to investigate the dynamics around the \( K \)-solitons, decomposition is crucial for the solutions around them using the linearized operators. Let \( \nu^\pm := \pm \sqrt{\alpha^2 + \nu^2} \) as before, and for \( j = 1, \ldots, N \),

\[ \nu^j := 0, \quad \nu^{-j} := -2\alpha, \quad Y^\pm := \bar{Y}^\mp := \begin{bmatrix} 1 & \nu \end{bmatrix} \phi \in H, \]
\[ Y^j := \bar{Y}^{-j} := \begin{bmatrix} 1 \end{bmatrix} \partial_j Q \in H, \quad \bar{Y}^j := Y^{-j} := \begin{bmatrix} -1/2 - \nu \end{bmatrix} \partial_j Q \in H. \quad (3.1) \]

They are the eigenfunctions of \( J\vec{L}^\alpha \) and \( J^*(\vec{L}^\alpha)^* \) with real eigenvalues, namely

\[ (J\vec{L}^\alpha - \nu^\xi)Y^\xi = 0 = (J^*(\vec{L}^\alpha)^* - \nu^\xi)\bar{Y}^\xi, \quad (\xi = \pm, \pm 1, \ldots, \pm N). \quad (3.2) \]

In order to distinguish the unstable and center modes, we introduce a few sets of indices

\[ \mathbf{u} := \{+\}, \quad \mathbf{c} := \{1, \ldots, N\}, \quad \mathbf{cu} := \{+, 1, \ldots, N\}, \]
\[ \mathbf{eig} := \{\pm, \pm 1, \ldots, \pm N\}. \quad (3.3) \]

The stable eigenfunctions \( Y^- \) and \( Y^{-j} \) are used just for some computations. Since

\[ \partial_t \omega(u, v) = \omega((\partial_t - J\vec{L}^\alpha)u, v) + \omega(u, (\partial_t + J^*(\vec{L}^\alpha)^*)v) \quad (3.4) \]

for general \( u, v \in C^1_t(I; H) \), we have in particular for any \( \xi \in \mathbf{eig} \)

\[ (\partial_t - \nu^\xi)\omega(u, \bar{Y}^\xi) = \omega((\partial_t - J\vec{L}^\alpha)u, \bar{Y}^\xi), \quad (3.5) \]

\( \square \) Springer
and for $\xi, \eta \in \text{eig}$,

\[
\omega(\hat{Y}^\xi, \hat{Y}^\eta) = \begin{cases} 
\nu^\pm - \nu^\mp = \pm 2\sqrt{\alpha^2 + v_0^2} & (\xi = \eta = \pm) \\
\pm \frac{2\alpha}{N} \|\nabla Q\|_{L^2}^2 & (\xi = \eta = \pm j) \\
0 & (\xi \neq \eta).
\end{cases}
\] (3.6)

Let $u$ be a solution of (1.1) in $\mathcal{H}$ on some time interval $I$, and decompose it as

\[
Q_k := \sigma_k Q(x - z_k), \quad Q_\Sigma := \sum_{k=1}^K Q_k, \quad \vec{Q}_k := \begin{bmatrix} Q_k \\ 0 \end{bmatrix}, \quad \vec{Q}_\Sigma := \begin{bmatrix} Q_\Sigma \\ 0 \end{bmatrix},
\] (3.7)

for any $K \in \mathbb{N}$, $z = (z_1, \ldots, z_K) \in C^1(I; (\mathbb{R}^N)^K)$ and $\sigma = (\sigma_1, \ldots, \sigma_K) \in \{\pm\}^K$.

Note that $\vec{Q}_k \neq \begin{bmatrix} Q_k \\ \partial_t Q_k \end{bmatrix}$ when $z_k(t)$ depends on $t$, and similarly for $\vec{Q}_\Sigma$. Plugging the above decomposition into the equation (1.1) yields for each $k = 1, \ldots, K$

\[
\dot{v} = J(\vec{L}_k^\alpha v - \vec{N}_k(v)) - \dot{z} \cdot \nabla_z \vec{Q}_\Sigma = J(\vec{L}_\Sigma^\alpha v - \vec{N}_\Sigma(v)) - \dot{z} \cdot \nabla_z \vec{Q}_\Sigma,
\] (3.8)

where $\vec{L}_\bullet$ and $\vec{N}_\bullet$ with $\bullet = 1, \ldots, K, \Sigma$ are defined by

\[
\vec{L}_\bullet := -\Delta + 1 - f'(Q_\bullet), \quad \vec{L}_k^\alpha := \begin{bmatrix} L_k^{\alpha} & 2\alpha \\ 0 & 1 \end{bmatrix},
\]

\[
f_\Sigma := \sum_{l=1}^K f(Q_l), \quad N_\bullet(\varphi) := f(Q_\Sigma + \varphi) - f_\Sigma - f'(Q_\bullet)\varphi, \quad \vec{N}_\bullet(\varphi) := \begin{bmatrix} N_\bullet(\varphi) \\ 0 \end{bmatrix}.
\] (3.9)

The last term of (3.8) comes from the motion of solitons at $z$:

\[
\dot{z} \cdot \nabla_z \vec{Q}_\Sigma = - \sum_{k=1}^K \sum_{j=1}^N \sigma_k \hat{z}_{k,j} \partial_{x_j} Q(x - z_k).
\] (3.10)

**Remark 3.1** Throughout this paper, there are many symbols, such as $Q_\Sigma$ above, with implicit dependence on the soliton centers and on the soliton signs:

\[
z \in (\mathbb{R}^N)^K, \quad \sigma \in \{\pm\}^K.
\] (3.11)

This is just to avoid too heavy notation. In particular, the dependence on $\sigma$ is rarely explicit in the symbol, because it is always fixed in each context. On the other hand, the dependence on $z$ is sometimes written explicitly, as we need to change it.
3.1 Spectral Decomposition of the Solution

Next we extract eigenmodes with real eigenvalues around each soliton. For any $\xi \in \text{eig}$ and $c \in \mathbb{R}^N$, define the symplectic projection $P^\xi(c) : \mathcal{H} \to \mathcal{H}$ to the eigenmode around $x = c$ by

$$p^\xi(c)\phi := \omega(\phi, \tilde{Y}_\xi(x - c))/C^\xi_\omega \in \mathbb{R}, \quad C^\xi_\omega := \omega(Y^\xi, \tilde{Y}^\xi) \in \mathbb{R} \setminus \{0\},$$

$$P^\xi(c)\phi := [p^\xi(c)\phi]Y^\xi(x - c) \in \mathcal{H}. \quad (3.12)$$

See (3.6) for the values of $C^\xi_\omega$. The most important is the unstable mode $p^+_{\xi}$, so we introduce a short-cut notation applicable directly to the solutions at any time

$$a^+(z)\phi := p^+(z_k)(\phi - \tilde{Q}_\Sigma) \in \mathbb{R}, \quad a^+(z)\phi := (a^+_1(z)\phi, \ldots, a^+_L(z)\phi) \in \mathbb{R}^K. \quad (3.13)$$

For any $\diamond \subset \text{eig}$, the corresponding eigenspace is denoted by

$$\mathcal{Y}^\diamond(c) := \text{span}\{Y^\xi(x - c) \mid \xi \in \diamond\}, \quad \mathcal{Y}^\diamond(z) := \sum_{k=1}^K \mathcal{Y}^\diamond(z_k) \quad (3.14)$$

for any $c \in \mathbb{R}^N$ and $z = (z_1, \ldots, z_K) \in (\mathbb{R}^N)^K$, and the (symplectic) orthogonal complement is denoted by

$$\mathcal{Y}^\diamond_\perp(z) := \{\phi \in \mathcal{H} \mid \forall k = 1, \ldots, K, \forall \xi \in \diamond, p^\xi(z_k)\phi = 0\}. \quad (3.15)$$

When the distance among the solitons

$$D_z := \min_{1 \leq k \neq l \leq K} |z_k - z_l| \quad (3.16)$$

is large enough, the unique projection $P^\diamond_\perp(z) : \mathcal{H} \to \mathcal{Y}^\diamond_\perp(z)$ is defined in the form

$$P^\diamond_\perp(z) = I - P^\diamond(z), \quad P^\diamond(z) = \sum_{k=1}^K P^\diamond(z),$$

$$P^\diamond(z)\phi = \sum_{\xi \in \diamond} [p^\xi_k(z)\phi]Y^\xi_k, \quad Y^\xi_k := Y^\xi(x - z_k), \quad (3.17)$$

for appropriate choice of bounded linear functionals $p^\xi_k(z) : \mathcal{H} \to \mathbb{R}$. To determine them, the orthogonality conditions in $\mathcal{Y}^\diamond_\perp(z)$ may be written as

$$0 = \omega(\phi, \tilde{Y}^\eta_k)/C^\eta_\omega = p^\eta(z_l)\phi - \sum_{k=1}^K \sum_{\xi \in \diamond} \frac{\omega(Y^\xi_k, \tilde{Y}^\eta_k)}{\omega(Y^\eta, Y^\eta)} p^\xi_k(z_l)\phi, \quad (3.18)$$
for \( l = 1, \ldots, K \) and \( \eta \in \diamond \). The exponential decay of the eigenfunctions implies that the second term may be written as multiplication by a square matrix of size \( K \# \diamond \) with 1 on the diagonal and \( O(\mathbf{q}(D_z)) \) off the diagonal, which is invertible for \( D_z \gg 1 \).

In other words, for any \( z \in (\mathbb{R}^N)^K \) with \( D_z \gg 1 \), there is a unique linear isomorphism \( A^{\diamond}(z) \) of \( \mathbb{R}^{K \# \diamond} \) such that

\[
A^{\diamond}(z) = I + O(\mathbf{q}(D_z)) = (A_{k,l}^{\diamond}(z))_{1 \leq k, l \leq K, \xi, \eta \in \diamond},
\]

and \( A^{\diamond}(z) \) is \( C^\infty \) in \( z \in (\mathbb{R}^N)^K \). In conclusion, we have

**Lemma 3.1** For any \( N \in \mathbb{N} \), \( \alpha \in (0, \infty) \), \( p \in (1, p^*(N)) \) and \( K \in \mathbb{N} \), there exist \( D_*, C_1, C_2 \in (1, \infty) \) such that for any \( z \in (\mathbb{R}^N)^K \) satisfying \( D_z > D_* \) and any \( \diamond \subset \text{eig} \), there is a unique isomorphism between the Hilbert spaces:

\[
\mathcal{H} \ni \varphi \mapsto (P^{\diamond}(z_1)\varphi, \ldots, P^{\diamond}(z_K)\varphi, P^{\diamond^\perp}(z)\varphi) \in \bigoplus_{k=1}^K \mathcal{Y}^{\diamond^\perp}(z_k) \oplus \mathcal{Y}_1^{\diamond^\perp}(z), \tag{3.20}
\]

which may be rewritten in components as

\[
P^{\diamond}(z_k)\varphi = \sum_{\xi \in \diamond} [p^{\xi}(z_k)\varphi] Y_k^{\xi}, \quad I = \sum_{k=1}^K P^{\diamond}(z) + P^{\diamond^\perp}(z), \tag{3.21}
\]

\[
P_k^{\diamond^\perp}(z)\varphi = \sum_{\xi \in \diamond} [\tilde{p}_k^{\xi}(z)\varphi] Y_k^{\xi}, \quad \tilde{p}_k^{\xi}(z) = \sum_{l=1}^K \sum_{\eta \in \diamond} A_{k,l}^{\xi,\eta}(z)p^n(z_l),
\]

where \( p^{\xi}(z_k) \) are defined in (3.12), while \( \tilde{p}_k^{\xi}(z) \) and \( A_{k,l}^{\xi,\eta}(z) \) are uniquely determined by the above identities. \( p^{\xi}(z_k) \), \( \tilde{p}_k^{\xi}(z) \) and \( A_{k,l}^{\xi,\eta}(z) \) are all \( C^\infty \) with respect to \( z \in (\mathbb{R}^N)^K \) for \( D_z > D_* \), satisfying

\[
\sum_{k,l \in \{1, \ldots, K\}} \sum_{\xi, \eta \in \diamond} |p^{\xi}(z_k) - \tilde{p}_k^{\xi}(z)| + |A_{k,l}^{\xi,\eta}(\xi) - \delta_{k,l}\delta_{\xi,\eta}| \leq C \mathbf{q}(D_z), \tag{3.22}
\]

\[
C^{-1} \| P^{\diamond}(z)\varphi \|_{\mathcal{H}} \leq \sum_{k=1}^K \sum_{\xi \in \diamond} |p^{\xi}(z_k)\varphi| \leq C \| P^{\diamond^\perp}(z)\varphi \|_{\mathcal{H}},
\]

as well as for \( z, z' \in (\mathbb{R}^N)^K \) with \( D_z, D_{z'} > D_* \),

\[
\| P^{\diamond}(z) - P^{\diamond}(z') \|_{\text{op}(\mathcal{H})} + \| P^{\diamond^\perp}(z) - P^{\diamond^\perp}(z') \|_{\text{op}(\mathcal{H})} \leq C |z - z'|. \tag{3.23}
\]
Note that $P^\Diamond(z_k)$ and $P^\Diamond_k(z)$ are close to each other but not the same unless $K = 1$. $P^\Diamond(z_k)$ is defined with respect to the single soliton at $x = z_k$, so it is just the spatial translate in $\mathbb{R}^N$ by $z_k$ of $P^\Diamond(0)$, while $P^\Diamond_k(z)$ is affected by the other solitons at $x = z_l$ of $l \neq k$. In particular, $\tilde{p}^\xi_k$ and $A^\xi_{k,l}$ depend also on the choice of $\Diamond \subset \text{eig}$.

### 3.2 Expansion of the Hamiltonian

The decomposition $\vec{u} = \vec{Q}_\Sigma + v$ at any fixed time yields the Taylor expansion of the Hamiltonian

$$E(\vec{u}) = E(\vec{Q}_\Sigma) + \langle E'(\vec{Q}_\Sigma) \rangle v + \frac{1}{2} \langle E''(\vec{Q}_\Sigma) \rangle v^2 + O(\|v\|^3)$$

$$= E(\vec{Q}_\Sigma) + \langle f_\Sigma - f(Q_\Sigma) \rangle v + \frac{1}{2} \langle \tilde{L}_\Sigma v \rangle v + O(\|v\|^3),$$

(3.24)

where the Sobolev embedding $H^1(\mathbb{R}^N) \subset L^{p+1}(\mathbb{R}^N)$ was used to estimate the remainder, together with the uniform boundedness of $Q_\Sigma$ in $H^1(\mathbb{R}^N)$ (for fixed $K$). The leading term may be further expanded, using

$$F(Q_\Sigma) - \sum_{k=1}^{K} F(Q_k) = \sum_{k \neq l} f(Q_k)Q_l + O(\sum_{k \neq l} |Q_kQ_l|^{p_2})$$

$$= \sum_{k \neq l} f(Q_k)Q_l + O(q(D_z)^{p_2}),$$

(3.25)

where $p_2 := \min(2, (p + 1)/2) > 1$ for $p > 1$. Thus we obtain

$$E(\vec{Q}_\Sigma) - K E(\vec{Q}) = \sum_{1 \leq k < l \leq K} \langle Q_k | Q_l \rangle_{H^1} - \int_{\mathbb{R}^N} \langle F(Q_\Sigma) - \sum_{k=1}^{K} F(Q_k) \rangle dx$$

$$= \sum_{1 \leq k < l \leq K} \langle f(Q_k) | Q_l \rangle_{H^1} - \sum_{1 \leq k \neq l \leq K} \langle f(Q_k) | Q_l \rangle + O(q(D_z)^{p_2})$$

$$= V_\sigma(z) + O(q(D_z)^{p_2}),$$

(3.26)

where the soliton potential energy $V_\sigma : (\mathbb{R}^N)^K \to \mathbb{R}$ is defined by

$$V_\sigma(z) := - \sum_{1 \leq k < l \leq K} \langle f(Q_k) | Q_l \rangle_{H^1} = - \sum_{1 \leq k < l \leq K} \langle Q_k | Q_l \rangle_{H^1}$$

$$\quad = - \sum_{1 \leq k < l \leq K} \sigma_k \sigma_l q_0(|z_k - z_l|),$$

(3.27)

$$q_0(a) := \langle f(Q) | Q(x - a e_1) \rangle = \langle f(Q) | e^{x_1} \rangle q(a)[1 + O(a^{-1})] \sim q(a),$$
with the asymptotic formula following from the radial symmetry of the ground state \( Q \) and its decay behavior (2.5). Thus we obtain

\[
E(\vec{u}) = KE(\vec{Q}) + V_\sigma(z) + \frac{1}{2} \langle \vec{L}\Sigma v | v \rangle + O(q(D_z)^{p^2} + \|v\|_{\mathcal{H}}^3).
\]  

(3.28)

### 3.3 Decomposition of the Equation

Next we derive the evolution equations for the components in the spectral decomposition of \( v = \vec{u} - \vec{Q}_\Sigma \), namely

\[
a_k^\xi(t) := p_k^\xi(z_k(t))v(t), \quad \gamma(t) := P_{\perp\Sigma}^\xi(z(t))v(t),
\]

(3.29)

assuming that \( D_z \gg 1 \) on the time interval \( I \). (3.5) and (3.8) imply

\[
(\partial_t - v^k)a_k^\xi = p_k^\xi(z_k)[(\partial_t - J\vec{L}_k^\alpha) v + \dot{z}_k \cdot \nabla v]
= p_k^\xi(z_k)[-J\vec{N}_k(v) + \dot{z}_k \cdot \nabla v - \dot{\gamma} \cdot \nabla \vec{Q}_\Sigma],
\]

(3.30)

where the terms with \( \nabla v \) come from the movement of centers \( z_k \) in the operator \( p_k^\xi(z_k) \). Thanks to the regularity of eigenfunctions, they are bounded by

\[
|p_k^\xi(z_k)[\dot{z}_k \cdot \nabla v]| \lesssim |\dot{z}_k|\|v\|_{\mathcal{H}},
\]

(3.31)

while the soliton term is bounded by using the exponential decay

\[
p_k^\xi(z_k)\dot{\gamma} = \begin{cases} O(|\dot{\gamma}|q(D_z)) & (\xi = +), \\ (z_k)_\xi + O(|\dot{\gamma}|q(D_z)) & (\xi = 1, \ldots, N). \end{cases}
\]

(3.32)

Applying \( P_{\perp\Sigma}^\xi(z) \) to (3.8), we obtain the equation for the radiation

\[
\dot{\gamma} = P_{\perp\Sigma}^\xi(z)\dot{v} + \dot{P}_{\perp\Sigma}^\xi(z)v = P_{\perp\Sigma}^\xi J\vec{L}_\Sigma v - \vec{N}_\Sigma(v) + \dot{P}_{\perp\Sigma}^\xi(z)v
= J\vec{L}_\Sigma \gamma - P_{\perp\Sigma}^\xi(z)\vec{N}_\Sigma(v) + R_{\perp\Sigma}^\xi(z)v,
\]

(3.33)

where the remainder operator \( R_{\perp\Sigma}^\xi(z) : \mathcal{H} \to \mathcal{H} \) is defined by

\[
R_{\perp\Sigma}^\xi(z) := -P_{\perp\Sigma}^\xi(z)J\vec{L}_\Sigma P_{\perp\Sigma}^\xi(z) + P_{\perp\Sigma}^\xi(z)J\vec{L}_\Sigma P_{\perp\Sigma}^\xi(z) - \dot{P}_{\perp\Sigma}^\xi(z).
\]

(3.34)

The invariance of the eigenspace \( \mathcal{Y}_{\perp\Sigma}(z_k) \) by \( J\vec{L}_k^\alpha \) and \( J^* (\vec{L}_k^\alpha)^* \) allows us to expand

\[
R_{\perp\Sigma}^\xi(z) = -\sum_{k=1}^K \left[ P_k^\xi(z)R_{f,k}P_k^\xi(z) + P_k^\xi(z)R_{f,k}P_k^\xi(z) - \dot{P}_k(z) \right],
\]

(3.35)
with
\[ R_{f,k} := J \tilde{L}_\Sigma - J \tilde{L}_k = \begin{bmatrix} 0 \\ f'(Q_\Sigma) - f'(Q_k) \\ 0 \end{bmatrix}. \tag{3.36} \]

Then using the exponential decay of the solitons and the eigenfunctions, we obtain
\[ \| R_{f}^b(z) \|_{\text{op}(H)} \lesssim q(D_z) + |\dot{z}|. \tag{3.37} \]

### 3.4 Soliton Interactions in the Equation

Next we extract the nonlinear terms that depend only on the solitons, which are also the leading part. Let
\[ N^0 := f(Q_\Sigma) - f_\Sigma, \quad \tilde{N}^0 := \begin{bmatrix} N^0 \\ 0 \end{bmatrix}, \quad \tilde{N}^1_\Sigma(\varphi) := \begin{bmatrix} N^1_{\Sigma(\varphi_1)} \\ 0 \end{bmatrix}, \]
\[ N^1_\Sigma(\varphi) := N_\Sigma(\varphi) - N^0 = f(Q_\Sigma + \varphi) - f(Q_\Sigma) - f'(Q_\Sigma)\varphi. \tag{3.38} \]

The Taylor expansion yields
\[ |N^1_\Sigma(\varphi)| \lesssim \sum_{k=1}^K |Q_k|^{p-2} |\varphi|^2 + |\varphi|^p. \tag{3.39} \]

For the eigenmodes, we have
\[ N_k(\varphi) - N^0 = N^1_k(\varphi) + [f'(Q_\Sigma) - f'(Q_k)]\varphi. \]
\[ |p^k(z_k)J[\tilde{N}_k(\varphi) - \tilde{N}^0]| \lesssim \|\varphi\|^2 + q(D_z)\|\varphi\|_H. \tag{3.40} \]

The contributions of \( N^0 \) are computed as
\[ p^+(z_k)J N^0 = -\langle N^0|\phi(x - z_k)/C_\omega^+ \rangle, \quad p^i(z_k)J N^0 = -\langle N^0|\partial_j Q(x - z_k)/C_\omega^1 \rangle, \tag{3.41} \]
and using
\[ f(Q_\Sigma) - f_\Sigma = \sum_{k \neq l} p|Q_k|^{p-1} Q_l + O(q(D_z)^{p_1}), \quad p_1 := \min(2, p/2), \tag{3.42} \]
where \( p_1 > 1 \) for \( p > 2 \). This is the main reason that we need \( p > 2 \), which is the same as in the previous work \([7, 8]\). One may take \( p_1 = 2 \) for \( p = 3 \). The above expansion is essentially the same as (3.25), but for a different power. Thus we obtain
\[ \langle N^0|\partial_j Q \rangle = \langle f(Q_\Sigma) - f_\Sigma|\partial_j Q(x - z_k) \rangle = \sum_{l \neq k} \langle f'(Q_k)Q_l|\partial_j Q(x - z_k) \rangle + O(q(D_z)^{p_1}), \tag{3.43} \]
where we may compute the leading term using the radial symmetry as

\[
\langle f'(Q_k) Q_l \partial_j Q(x - z_k) \rangle = -\sigma_l (f'(Q) |\partial_j Q(x - z_l + z_k))
\]
\[
= -\sigma_l c_j \langle f'(Q) |\partial_j Q(x - |c|e_j) \rangle = \sigma_l c_j q_0'(c),
\]

(3.44)

where \( c := z_l - z_k \in \mathbb{R}^N \). Thus we obtain

\[
p^j(z_k) J \tilde{N}^0 = - \sum_{l \neq k} \sigma_l \frac{c_j (z_l - z_k)}{|z_l - z_k|} q_0'(z_l - z_l) / C_{\omega}^1 + O(q(D_z)^{p_1})
\]
\[
= -\sigma_k \partial_{z_k,j} V_\sigma(z) / C_{\omega}^1 + O(q(D_z)^{p_1}).
\]

(3.45)

In the same way, we obtain

\[
p^+(z_k) J \tilde{N}^0 = - \sum_{l \neq k} \sigma_l q_+(|z_l - z_k|) / C_{\omega}^1 + O(q(D_z)^{p_1}),
\]

(3.46)

with

\[
q_+(a) := \langle f'(Q) |Q(x - ae_1)\rangle = \langle f'(Q) | e^{+1} \rangle q(a) [1 + O(a^{-1})] \sim q(a).
\]

(3.47)

In particular, the equation of the unstable modes is estimated as

\[
(\partial_t - v^+) a_k^+ = -p^+(z_k) J \tilde{N}_k(v) + O(\|v\|_\mathcal{H} + q(D_z)|\tilde{z}|)
\]
\[
= -\sum_{l \neq k} \sigma_l q_+(|z_l - z_k|) / C_{\omega}^1 + O(q(D_z)^{p_1} + \|v\|^2_\mathcal{H} + (\|v\|_\mathcal{H} + q(D_z))|\tilde{z}|)
\]
\[
= O(q(D_z) + \|v\|^2_\mathcal{H} + (\|v\|_\mathcal{H} + q(D_z))|\tilde{z}|).
\]

(3.48)

For the equation of radiation \( \gamma \), we have

\[
\|P^{cu}(z) J \tilde{N}^1_{\mathcal{L}_2}(v)\|_\mathcal{H} \lesssim \|v\|^2_\mathcal{H}, \quad |N^1_{\mathcal{L}_2}(v_1)| \lesssim |v_1 - \gamma_1|^2 + |\gamma_1|^2 + |\gamma_1|^p,
\]

(3.49)

and \( \|v_1 - \gamma_1\|^2 \leq |a|^2 \). Hence, there is some \( N(v, z) \in \mathcal{H} \) such that

\[
(\partial_t - \delta \mathcal{L}_{\mathcal{L}_2}) \gamma' + P^{cu}(z) J \tilde{N}^0 =: g
\]
\[
\implies g_1 = N_1(v, z), \quad |g_2| \leq N_2(v, z) + 2|\gamma_1|^p,
\]
\[
\|N(v, z)\|_\mathcal{H} \lesssim \|v\|^2_\mathcal{H} + (q(D_z) + |\tilde{z}|)\|\tilde{v}\|_\mathcal{H}, \quad \|J \tilde{N}^0\|_\mathcal{H} \lesssim q(D_z).
\]

(3.50)

This decomposition of \( g \) is needed only for \( p > \frac{N}{N - 2} \), where we apply the Strichartz estimate on the pure power part \( |\gamma_1|^p \). For \( N \leq 2 \) or \( p \leq \frac{N}{N - 2} \), we may put \( g = N(v, z) \) to satisfy the above estimate, and we do not need the Strichartz estimate.
4 Modulation of the Centers

We have some freedom for the choice of centers \( z = (z_1, \ldots, z_K) \), but the simplest one to avoid possible growth in the center subspace \( \mathcal{Y}^c(z) \) is to impose the (symplectic) orthogonality

\[
v := \tilde{u} - \tilde{Q}_z \in \mathcal{Y}^c_\perp(z),
\]

(4.1)
or in terms of the projections, \( p_j^i(z_k)v = 0 \) for all \( j = 1, \ldots, N \) and \( k = 1, \ldots, K \).

From the equation (3.30) on the eigenmodes, we see that

\[
\partial_t p_j^i(z_k)v = 0 \iff \dot{z}_k, j = \sigma_k p_j^i(z_k)\left[J \tilde{N}_k(v) - \dot{z}_k \cdot \nabla v - \sum_{l \neq k} \dot{z}_l \cdot \nabla \tilde{Q}_l \right].
\]

(4.2)

Since the coefficients on \( \dot{z} \) on the right side is bounded by \( \|v\|_{\mathcal{H}} + q(D_z) \), we can further solve it for \( \dot{z} \), as long as \( \|v\|_{\mathcal{H}} \ll 1 \ll D_z \). More precisely, there is a \( K \times N \)-dim invertible matrix \( M(v, z) = I + O(\|v\|_{\mathcal{H}} + q(D_z)) \), for any \( v \in \mathcal{H} \) and \( z \in (\mathbb{R}^N)^K \) for which \( \|v\|_{\mathcal{H}} + q(D_z) \) is small enough (depending only on \( N, \alpha, p, K \)), such that the system of equations

\[
(\dot{z}_k)_{k=1,\ldots,K} = M(v, z)(p_j^i(z_k)J \tilde{N}_k(v))_{k=1,\ldots,K, j=1,\ldots,N}
\]

(4.3)
is equivalent to (4.2). Moreover, \( M(v, z) \) depends smoothly on \( v, z \). Using (3.40) and (3.45), we may extract the leading term in the equation (4.3) as

\[
\dot{z}_k = \sum_{l \neq k} \sigma_k \sigma_l \frac{z_k - z_l}{|z_k - z_l|} q_0(|z_k - z_l|)/C_1^1 + O(q(D_z)^{p_1} + \|v\|_{\mathcal{H}}^2)
\]

(4.4)

where \( V_\sigma(z) \) is the soliton potential energy defined in (3.27). In other words, the motion of the centers \( z \) is approximated by the gradient flow for \( V_\sigma(z)/C_1^1 \). In particular we have

\[
|\dot{z}| \lesssim q(D_z) + \|v\|_{\mathcal{H}}^2.
\]

(4.5)

Then the estimates for the equations (3.48) and (3.50) are simplified to

\[
|\partial_t - v^+a_k^+| \lesssim q(D_z) + \|v\|_{\mathcal{H}}^2,
\]

(4.6)

and

\[
\|N(v, z)\|_{\mathcal{H}} \lesssim \|v\|_{\mathcal{H}}^2 + q(D_z)\|v\|_{\mathcal{H}}.
\]

(4.7)

On the other hand, by the implicit function theorem, we may configure the centers to satisfy \( v \in \mathcal{Y}^c(z) \) at any fixed time. For any \( \varphi \in \mathcal{H}, \sigma \in \{\pm 1\}^K \) and \( z \in (\mathbb{R}^N)^K \), the \( z \)-dependence is explicitly denoted by
\[ \tilde{Q}_k[z_k] := \sigma_k Q(x - z_k), \quad \tilde{Q}_\Sigma[z] := \sum_{k=1}^{K} Q_k[z_k], \quad \varphi[z] := \varphi - \tilde{Q}_\Sigma[z]. \quad (4.8) \]

**Lemma 4.1** For any \( N \in \{1, 2, 3, 4, 5\} \), \( \alpha \in (0, \infty) \), \( p \in (2, p^*(N)) \) and \( K \in \mathbb{N} \), there exists \( \delta_I \in (0, 1) \) such that for any \( \varphi \in \mathcal{H} \) and \( z \in (\mathbb{R}^N)^K \) satisfying

\[ D_z \geq 1/\delta_I, \quad \| \varphi[z] \|_{\mathcal{H}} \leq \delta_I, \quad (4.9) \]

there exists a unique \( \tilde{z} \in (\mathbb{R}^N)^K \) satisfying \( |z - \tilde{z}| \leq \delta_I \) and

\[ \varphi[\tilde{z}] \in \mathcal{J}^\delta_I(z). \quad (4.10) \]

Moreover, \( \tilde{z} \) is \( C^1 \) with respect to \((\varphi, z)\), and for \( k = 1, \ldots, K \)

\[ \|\varphi[\tilde{z}] - \varphi[z]\|_{\mathcal{H}} \lesssim |z - \tilde{z}| \lesssim \|P^e(z)\varphi[z]\|_{\mathcal{H}}, \]

\[ |p^+(\tilde{z}_k)\varphi[\tilde{z}] - p^+(z_k)\varphi[z]| \lesssim |z - \tilde{z}|[\|\varphi[z]\|_{\mathcal{H}} + \mathbf{q}(D_z)], \quad (4.11) \]

\[ \|P^e(z)\varphi[\tilde{z}] - P^e(z)\varphi[z]\|_{\mathcal{H}} \lesssim |z - \tilde{z}| + \mathbf{q}(D_z)\|\varphi[z]\|_{\mathcal{H}}. \]

Note that the change of centers affects the unstable modes only in the quadratic order, while the remainder estimates are affected by the soliton interactions, since \( P^u_\perp(z) \neq P^u_\perp(z) \) on \( \mathcal{J}^\delta_I(z) \) for \( K \geq 2 \).

**Proof** The equations for \( \tilde{z} \) to satisfy may be rewritten as

\[ \Phi_{k,j}(\tilde{z}) := \omega(\tilde{Q}_\Sigma[z] - \tilde{Q}_\Sigma[\tilde{z}] + \varphi[z], \tilde{Y}^j(x - \tilde{z}_k)) = 0, \quad (4.12) \]

for \( k = 1, \ldots, K \), and \( j = 1, \ldots, N \). We have \( |\Phi_{k,j}(z)| \sim |p^j(z_k)\varphi[z]| \lesssim \|\varphi[z]\|_{\mathcal{H}} \leq \delta_I \).

\[ \partial_{\tilde{z}_k} \Phi_{k,j}(\tilde{z}) = -\omega(\tilde{Q}_\Sigma[z] - \sum_{l \neq k} \tilde{Q}_l[\tilde{z}_l] + \varphi[z], \partial_l \tilde{Y}^j(x - \tilde{z}_k)) \]

\[ = -\omega(\tilde{Q}_k[z_k], \partial_l \tilde{Y}^j(x - z_k)) + O(|z - \tilde{z}| + \mathbf{q}(D_z) + \|\varphi[z]\|_{\mathcal{H}}), \quad (4.13) \]

for \( i = 1, \ldots, N \), where the leading term is integrated by parts

\[ -\omega(\tilde{Q}_k[z_k], \partial_i \tilde{Y}^j(x - z_k)) = \sigma_k \omega(Y^i, \tilde{Y}^j) = \sigma_k \delta_{i,j} C^1_{\varphi}. \quad (4.14) \]

For \( l \neq k \), we have

\[ \partial_{\tilde{z}_l} \Phi_{k,j}(\tilde{z}) = \omega(\sigma_l Y^i(x - \tilde{z}_i), \tilde{Y}^j(x - \tilde{z}_k)) = O(\mathbf{q}(D_z)). \quad (4.15) \]

Hence the Jacobian of \( \Phi \) is invertible for \( |z - \tilde{z}| \leq \delta_I \) if \( \delta_I > 0 \) is chosen small enough. Then the inverse function theorem yields a unique \( \tilde{z} \) near \( z \) such that \( \Phi(\tilde{z}) = 0 \) and \( |\tilde{z} - z| \lesssim |\Phi(z)| \).
For the estimate (4.11) on the unstable modes, we use $\langle \phi | \nabla Q \rangle = 0$ and the Taylor expansion

$$\varphi(\tilde{z}) - \varphi(z) = \sum_{k=1}^{K} \sigma_k [\tilde{Q}(x - \tilde{z}_k) - \tilde{Q}(x - z_k)]$$

(4.16)

$$= \sum_{k=1}^{K} \sigma_k (z_k - \tilde{z}_k) \cdot \nabla \tilde{Q}(x - \tilde{z}_k) + O(|\tilde{z} - z|^2),$$

where the error term is bounded in $\mathcal{H}$. Hence

$$p^+(\tilde{z}_k)\varphi(\tilde{z}) - p^+(z_k)\varphi[z]$$

$$= [p^+(\tilde{z}_k) - p^+(z_k)]\varphi[z] + \sum_{l \neq k} \sigma_l (z_l - \tilde{z}_l) \cdot p^+(\tilde{z}_k) \nabla \tilde{Q}(x - \tilde{z}_l) + O(|\tilde{z} - z|^2)$$

$$= O(|\tilde{z} - z|\|\varphi[z]\|_{\mathcal{H}} + |\tilde{z} - z|q(D_z) + |\tilde{z} - z|^2).$$

(4.17)

Using the bound $|\tilde{z} - z| \lesssim \|\varphi[z]\|_{\mathcal{H}}$ in the last error term leads to the desired estimate. The estimate on the remainder follows from that on $\varphi(\tilde{z}) - \varphi[z]$ and

$$P_{\perp}^{cu}(\tilde{z}) = P_{\perp}^{u}(\tilde{z}) P_{\perp}^{c}(\tilde{z}) + O(q(D_z))$$

(4.18)

in the operator norm on $\mathcal{H}$.

The above lemma implies that if $\varphi \in \mathcal{H}$ is close to a $K$-soliton in the distance of $\mathcal{H}$:

$$d(\varphi) := \inf_{z \in (\mathbb{R}^N)^K, D_z \geq R} \|\varphi - \tilde{Q}_\Sigma[z]\|_{\mathcal{H}} \ll 1$$

(4.19)

for some large fixed $R \gg 1$, then there exists a unique $z \in (\mathbb{R}^N)^K$ near any minimizing point of the above distance such that

$$\varphi - \tilde{Q}_\Sigma[z] \in P_{\perp}^{c}(z), \quad \|\varphi - \tilde{Q}_\Sigma[z]\|_{\mathcal{H}} \sim d(\varphi).$$

(4.20)

Once the centers $z$ is configured such that $v \in \mathcal{Y}_{\perp}^{c}(z)$, it is conserved for later time along the solution, as long as $\|v\|_{\mathcal{H}} + q(D_z)$ remains small, if and only if $z$ is evolved by the system (4.3). We will impose the orthogonality $v \in \mathcal{Y}_{\perp}^{c}(z)$ when investigating the behavior of a single solution. When comparing two nearby solutions, we will impose the orthogonality only on one of the solutions and apply the same centers to the other. In the collapsing process from 2-soliton to 1-soliton, we need to shift from a coordinate with 2 centers to another with 1 center, where we reconfigure the center for orthogonality at some intermediate time by the above lemma.
5 Energy Estimates

In this section we prepare some energy-type estimates, exploiting the damping, and taking account of the variational and the spectral structures. For large powers and dimensions \( p > \frac{N}{N-2} \), we also need to use the Strichartz estimate.

5.1 Static Energy Estimate

First we investigate the static linearized energy, which appears as the quadratic part in expanding the Hamiltonian (3.24), namely \( \langle \vec{L}/\Sigma_1 v | v \rangle \).

In order to decompose any \( \varphi \in H^1(\mathbb{R}^N) \) around the \( K \)-solitons, fix a cut-off function \( \chi \in C^\infty(\mathbb{R}) \) satisfying
\[
\begin{cases}
\chi(s) = 1 & (s \leq 1/3), \\
\chi(s) = 0 & (s \geq 2/3).
\end{cases}
\] (5.1)

With a parameter \( R > 0 \) to be chosen shortly, consider the decomposition of any \( \varphi \in H^1(\mathbb{R}^N) \) defined by
\[
\varphi = \sum_{k=1}^{K} \varphi_k, \quad 1 \leq k \leq K-1 \implies \varphi_k := \chi(|x-z_k|-R)\varphi.
\] (5.2)

Let \( A^R_k := \{x \in \mathbb{R}^N | R < |x-z_k| < R+1\} \). The decomposition is almost disjoint in the support if \( R+1 < D_z/2 \):
\[
1 \leq k < K \implies \text{supp } \varphi_k \cap \text{supp } \varphi_l = \emptyset \quad (k < l < K), \quad \subset A^R_k \quad (l = K).
\] (5.3)

Moreover, \( A^R_k \) are mutually disjoint for \( \mathbb{N} \ni R < D_z/2 - 1 \) and \( k < K \). Hence we can choose \( R \in (D_z/4, D_z/2 - 1) \), depending on \( \varphi \) and \( z \), such that
\[
\max_{1 \leq k < K} \| \varphi \|^2_{H^1(A^R_k)} \lesssim D_z^{-1} \| \varphi \|^2_{H^1(\mathbb{R}^N)},
\] (5.4)

provided that \( D_z > 1 \) is large enough. Since
\[
\| \varphi \|^2_{H^1(\mathbb{R}^N)} = \sum_{k=1}^{K} \| \varphi_k \|^2_{H^1(\mathbb{R}^N)} + \sum_{1 \leq k < K} 2(1 - \Delta) \varphi_k |\varphi_K|
\] (5.5)

and the last summand may be bounded by (5.4), we deduce that
\[
\| \varphi \|^2_{H^1(\mathbb{R}^N)} \sim \sum_{k=1}^{K} \| \varphi_k \|^2_{H^1(\mathbb{R}^N)},
\] (5.6)
for large $D_z > 1$. The scalar linearized energy is decomposed similarly

$$
\langle L_\Sigma \varphi | \varphi \rangle = \sum_{k=1}^{K} \langle L_\Sigma \varphi_k | \varphi_k \rangle + 2 \sum_{1 \leq k < K} \langle L_\Sigma \varphi_k | \varphi_K \rangle
$$

(5.7)

$$
= \sum_{k=1}^{K} \langle L_k \varphi_k | \varphi_k \rangle + O(D_z^{-1} \| \varphi \|_{H^1}^2).
$$

Applying the linearized energy estimate (2.7) with the space translation with $z_k$ and summing it over $k = 1, \ldots, K$, we obtain

$$
\sum_{k=1}^{K} \| \varphi_k \|_{H^1}^2 \sim \sum_{k=1}^{K} \left( \langle L_k \varphi_k | \varphi_k \rangle + C \| \varphi_k \|_{H^1}^2 \right).
$$

(5.8)

Combining it with (5.6) and (5.7), we obtain

$$
\| \varphi \|_{H^1(\mathbb{R}^N)}^2 \sim \langle L_\Sigma \varphi | \varphi \rangle + C \sum_{k=1}^{K} \left( \| \varphi_k \|_{H^1}^2 \right),
$$

(5.9)

uniformly for large $D_z > 1$, with the same constant $C = C(N, p) > 0$ as in (2.7).

Next we consider the vector version of the linearized energy for any $\varphi \in \mathcal{H}$. Applying (5.9) to the first component of $\varphi$ yields

$$
\| \varphi \|_{\mathcal{H}}^2 \sim \langle \tilde{L}_\Sigma \varphi | \varphi \rangle + C \sum_{k=1}^{K} \left( \| \varphi_1 \|_{H^1}^2 \right),
$$

(5.10)

For the spectral decomposition of $\varphi \in \mathcal{H}$

$$
y_k := P_{\text{eig}}(z_k) \varphi = \sum_{\xi \in \text{eig}} a_k^\xi Y_k^\xi, \quad \zeta := P_{\text{eig}}(z) \varphi,
$$

(5.11)

the linearized energy is expanded as

$$
\langle \tilde{L}_\Sigma \varphi | \varphi \rangle = \sum_{k=1}^{K} \langle \tilde{L}_k y_k | y_k \rangle + \langle \tilde{L}_\Sigma \zeta | \zeta \rangle + O(q(D_z) \| \varphi \|_{\mathcal{H}}^2),
$$

(5.12)

using the exponential decay of the solitons and the eigenfunctions,

$$
\| \varphi - \sum_{k=1}^{K} y_k - \zeta \|_{\mathcal{H}} \lesssim q(D_z) \| \varphi \|_{\mathcal{H}}
$$

(5.13)
and the orthogonality of $\zeta$. By the orthogonality of $\zeta$, (5.10) implies $\langle \tilde{L}\Sigma \zeta | \zeta \rangle \sim \| \zeta \|_{\mathcal{H}}^2$, while the eigenmode part is further expanded by

$$\frac{1}{2} \langle \tilde{L} k_y k | y_k \rangle = -\alpha v^+ |a_k^+|^2 - \alpha v^- |a_k^-|^2 - 2v_0^2 a_k^+ a_k^- + \alpha C^1_\omega \sum_{j=1}^N |a_k^{-j}|^2. \quad (5.14)$$

Since $\alpha v^- > 0$ and $\alpha C^1_\omega > 0$, adding $C|a_k^+|^2$ with a big constant $C > 0$ turns it into a positive quadratic form on $(a_k^+, a_k^-, a_k^{-1}, \ldots, a_k^{-N})$. Therefore, there is a constant $m = m(\alpha, N, p) \in [1, \infty)$ such that

$$m \sum_{\xi \in \text{cu}} |a_k^\xi|^2 + \langle \tilde{L} k_y k | y_k \rangle \sim \sum_{\xi \in \text{eig}} |a_k^\xi|^2 \sim \| y_k \|_{\mathcal{H}}^2. \quad (5.15)$$

Henceforth, this $m$ is fixed as a constant (dependent on $N, \alpha, p$). Then for any $z \in (\mathbb{R}^N)^K$ with large $D_z > 1$, we may define a uniformly equivalent norm of $\mathcal{H}$ by

$$\| \varphi \|_{\mathcal{H}_z}^2 := \langle \tilde{L}\Sigma \varphi | \varphi \rangle + m \sum_{k=1}^K \sum_{\xi \in \text{cu}} |p^k(z_k)\varphi|^2 \sim \| \varphi \|_{\mathcal{H}}^2. \quad (5.16)$$

The linearized energy is expanded for any $\varphi \in \mathcal{H}$ and $z \in (\mathbb{R}^N)^K$ as

$$\frac{1}{2} \langle \tilde{L}\Sigma \varphi | \varphi \rangle = \frac{1}{2} \langle \tilde{L}\Sigma P^{\text{cu}} \varphi | P^{\text{cu}} \varphi \rangle + \langle \tilde{L}\Sigma P^{\text{cu}} \varphi | P^{\text{cu}} \varphi \rangle + \frac{1}{2} \langle \tilde{L}\Sigma P^{\text{cu}} \varphi | P^{\text{cu}} \varphi \rangle
\quad = -\alpha v^+ |a^+|^2 - 2v_0^2 a^+ \cdot a^- + \frac{1}{2} \langle \tilde{L}\Sigma \gamma | \gamma \rangle + O(\| D_z \| \| \varphi \|_{\mathcal{H}}^2), \quad (5.17)$$

with $a_k^\pm := p^{\pm}(z_k)\varphi$ and $\gamma := P^{\text{cu}}_\perp \varphi$. Note that the $a^-$ component is almost included in $\gamma$, so $a^+ \cdot a^-$ is a cross term between $P^{\text{cu}} \varphi$ and $P^{\text{cu}}_\perp \varphi$. Injecting this into the Hamiltonian expansion (3.28) yields

$$E(\tilde{u}) = KE(\tilde{Q}) + V_\sigma(z) - \alpha v^+ |p^+(z)v|^2 - 2v_0^2 p^+(z)v \cdot p^-(z)v
\quad + \frac{1}{2} \langle \tilde{L}\Sigma P^{\text{cu}}_\perp v | P^{\text{cu}}_\perp v \rangle + O(\| D_z \|_{\mathcal{H}}^2 + \| v \|_{\mathcal{H}}^4)
\quad = KE(\tilde{Q}) + V_\sigma(z) + \frac{1}{2} \| v \|_{\mathcal{H}_z}^2 - m \sum_{k=1}^K \sum_{\xi \in \text{cu}} |p^k(z_k)v|^2
\quad + O(\| D_z \|_{\mathcal{H}}^2 + \| v \|_{\mathcal{H}}^4). \quad (5.18)$$

### 5.2 Soliton Repulsivity Condition

In the above estimate, we see that if

$$q(D_z) \leq C_V V_\sigma(z) \quad (5.19)$$
for some constant $C_V \geq 1$, then for any $z \in (\mathbb{R}^N)^K$ and $v \in \mathcal{H}$ such that $D_z > 1$ is large enough and $\|v\|_{\mathcal{H}}$ is small enough, both depending only on $N, \alpha, p, K, C_V$, the Strichartz norm by advantage of $N$ 

$$E(\tilde{Q}_\Sigma + v) - KE(\tilde{Q}) + \i \sum_{k=1}^K \sum_{\xi \in \mathcal{E}} |p^\xi(z_k)v|^2 \sim \|v\|^2_{\mathcal{H}_z} + q(D_z), \quad (5.20)$$

where the implicit constants of the equivalence depend only on $N, \alpha, p, K$ and $C_V$. If $z$ is chosen to satisfy the orthogonality $v \in \mathcal{H}_z(z)$, then the smallness of $\|v\|^2_{\mathcal{H}_z} + q(D_z)$ is preserved as long as the unstable modes $p^+(z_k)v$ remain small. In other words, it can be destroyed only by growth of the unstable modes.

In this paper, we consider only the cases where this condition (5.19) holds a priori and uniformly in time. This condition means that the soliton interaction is repulsive in the energy sense. It is not true for arbitrary $K$-solitons, but it is satisfied with some absolute constant $C_V$ in the following particular cases

1. $K = 1$
2. $K = 2$ and $\sigma_1 \sigma_2 = -1$
3. $N = 1$ and each soliton has the opposite sign of its neighbors.

Moreover, [8] proved that $\sigma_1 \sigma_2 = -1$ is necessary for any asymptotic 2-solitons in any dimension $N \in \mathbb{N}$, and [7] proved that the sign alternation as in (3) is necessary for any asymptotic $K$-soliton of any number $K \in \mathbb{N}$ in one dimension $N = 1$. Hence, if $u$ starts from a small neighborhood of an asymptotic $K$-soliton that is already well-separated, then (5.19) holds if $K \leq 2$ or $N = 1$, as long as $\|v\|^2_{\mathcal{H}_z} + q(D_z)$ is small enough.

For $K \geq 3$ and $N \geq 2$, it seems difficult to have the repulsivity condition a priori in general, but it is possible under some symmetry restrictions. We will consider a few examples in Sect. 13.

### 5.3 Damped Energy Estimate

The radiation part $\gamma$ on the stable subspace, which includes the continuous spectrum, is controlled by the following decay estimate, both in the solutions and in the difference of two solutions.

In order to treat higher powers in higher dimensions, we need to use the Strichartz estimate too, when $f$ does not map $H^1(\mathbb{R}^N)$ into $L^2(\mathbb{R}^N)$, namely $p > \frac{N}{N-2}$. Taking advantage of $N \leq 6$, however, we may avoid using the dual Strichartz norm, by working solely with the $L^p_t L^{2p}_x$ norm, which is admissible for $p \in [2, p^*(N))$ and $N \leq 6$ (as well as in the energy-critical case $p = p^*(N)$ for $3 \leq N \leq 6$). For any $\varphi \in C((0, T); \mathcal{H})$ and $\psi \in L^1((0, T); L^2_x)$, and $0 < t_0 < t_1 < T$, we denote the local Strichartz norm by

$$\|\varphi\|_{S(t_0,t_1)} := \|\varphi\|_{L^p(t_0,t_1; L^{2p}_x)}, \quad \|\varphi\|_{S^+(t_1)} := \|\varphi\|_{S(\max(0,t_1-1),t_1)},$$

$$\|\psi\|_{S^+(t_0,t_1)} := \|\psi\|_{L^p(t_0,t_1; L^{2p}_x)}, \quad \|\psi\|_{S^+(t_1)} := \|\psi\|_{S^+(\max(0,t_1-1),t_1)}.$$
where \( p' = \frac{p}{p-1} \) is the H"older conjugate, so \( \|\varphi_1\|_{p^{-1}}^{p-1} \leq \|\varphi\|_{S^s(\Sigma)}^{p-1} \).

In the simpler case where \( f : H^1(\mathbb{R}^N) \rightarrow L^2(\mathbb{R}^N) \) or \( p \leq \frac{N}{N-2} \), we may ignore those Strichartz norms and the nonlinear part of the following lemma.

**Lemma 5.1** For any \( N \in \{1, 2, 3, 4, 5\} \), \( \alpha \in (0, \infty) \), \( p \in (2, p^*(N)) \) and \( k \in \mathbb{N} \),

there exist \( \mu \in (0, \alpha) \), \( \delta^*_k \in (0, 1) \) and \( C_{\Gamma} \in (1, \infty) \) such that the following holds. Let \( T > 0 \), \( \sigma \in \{\pm 1\}^k \), \( z \in C^1([0, T]; (\mathbb{R}^N)_k) \), \( g \in L^1((0, T); \mathcal{H}) \), and \( \gamma \in C([0, T]; \mathcal{H}) \) satisfy

\[
(\partial_t - J\tilde{L}_\Sigma^\alpha)\gamma = g, \quad \gamma \in \mathcal{Y}_{\perp}^{cu}(z), \quad |\dot{z}| + q(D_z) \leq \delta^*_k, \tag{5.22}
\]
on 0 < t < T. Then we have for 0 < t < T

\[
\|\gamma(t)\|_{\mathcal{H}} + \|\gamma\|_{S(\Sigma)} \leq C_{\Gamma} \left[ e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + \int_0^t e^{-\mu(t-s)} \|g(s)\|_{\mathcal{H}} ds \right]. \tag{5.23}
\]

If the equation (5.22) is replaced with

\[
(\partial_t - J\tilde{L}_\Sigma^\alpha)\gamma = \tilde{g}, \quad \tilde{g}_1 = g_1, \quad |\tilde{g}_2| \leq |g_2| + B(|\gamma_1|^2 + |\gamma_1|^p + |h\gamma|), \tag{5.24}
\]

for some space-time functions \( \tilde{g}, g, h \) and some constant \( B \in (1, \infty) \), then we have the same estimate (5.23), provided for 0 < t < T

\[
\text{RHS of (5.23)} + \|h\|_{S^s(\Sigma)} \leq \delta^*_k / B. \tag{5.25}
\]

**Proof** First we prove the \( \mathcal{H} \) bound in the linear case. For a small constant \( \kappa \in (0, \alpha) \) to be fixed shortly, let

\[
n(t) := \frac{1}{2} \langle \tilde{L}_\Sigma^\kappa \gamma | \gamma \rangle - \kappa (\alpha - \kappa) \|\gamma_1\|^2_{L^2}. \tag{5.26}
\]
The orthogonality \( \gamma \in \mathcal{Y}_{\perp}^{cu}(z) \) and (5.10) imply that \( n \sim \|\gamma\|^2_{\mathcal{H}} \) if \( \kappa > 0 \) is small enough. Fix such \( \kappa \in (0, \alpha) \). Using the equation of \( \gamma \), we have

\[
\dot{n} = \langle \frac{1}{2} (\tilde{L}_\Sigma^\kappa + (\tilde{L}_\Sigma^\kappa)^*) \gamma - 2\kappa (\alpha - \kappa)(\gamma_1, 0)|J\tilde{L}_\Sigma^\alpha \gamma + g \rangle \\
\quad + \dot{\gamma} \cdot \frac{1}{2} (f''(Q \Sigma) \nabla Q \Sigma | \gamma_1^2) \\
= -\kappa \|n - (\alpha - \kappa) \|\gamma_2 + \kappa \gamma_1\|^2_{L^2} + O(\|\dot{\gamma}\|_{\mathcal{H}}^2 + \|\gamma\|_{\mathcal{H}} \|g\|_{\mathcal{H}}) \\
\leq -\frac{\kappa}{2} n + C \|\gamma\|_{\mathcal{H}} \|g\|_{\mathcal{H}}, \tag{5.27}
\]
since \( |\dot{z}| \leq \delta^*_k \) is small and \( n \sim \|\gamma\|^2_{\mathcal{H}} \). Thus we obtain

\[
(\partial_t + \kappa/4) \sqrt{n} = \frac{1}{2} n^{-1/2} (\dot{n} + \kappa n/2) \lesssim \|g\|_{\mathcal{H}}. \tag{5.28}
\]
and its integral from $t = 0$ yields

$$\|\gamma\|_{\mathcal{H}} \sim \sqrt{n} \leq e^{-\frac{\kappa}{4}t} \sqrt{n(0)} + C \int_0^t e^{-\frac{\kappa}{4}(t-s)} \|g(s)\|_{\mathcal{H}} ds,$$  \hspace{1cm} (5.29)$$

as desired, with $\mu = \kappa/4$.

It remains to estimate the Strichartz norm. Fix any $t_1 \in (0, T)$ and let $t_0 := \max(t_1 - 1, 0)$. Applying the Strichartz estimate to the Klein-Gordon equation

$$\begin{align*}
(\partial_t - J \left[ -\Delta + 1 \right]) \gamma &= g + \left[ f'(Q \Sigma) \gamma_1 - 2 \alpha \gamma_2 \right],
\end{align*}$$  \hspace{1cm} (5.30)$$
on \begin{pmatrix} t_0, t_1 \end{pmatrix},$$

we obtain

$$\|\gamma\|_{S(t_0, t_1)} \lesssim \|\gamma(0)\|_{\mathcal{H}} + \|g\|_{L^1_t(L^2_x(t_0, t_1; \mathcal{H}))} + \|f'(Q \Sigma) \gamma_1 - 2 \alpha \gamma_2\|_{L^1_t(L^2_x(t_0, t_1; \mathcal{H}))},$$

$$\lesssim \|\gamma\|_{L^\infty_t(L^2_x(t_0, t_1; \mathcal{H}))} + \|g\|_{L^1_t(L^2_x(t_0, t_1; \mathcal{H}))},$$  \hspace{1cm} (5.31)$$

where the last term is bounded by Hölder

$$\|\mathcal{N}\|_{L^1_t(L^2_x)} \lesssim \|\gamma\|_{S(I)} + \|\gamma\|_{S(I)}^{p-1} + \|h\|_{S^p(I)} \|\gamma\|_{S(I)},$$  \hspace{1cm} (5.33)$$

which holds uniformly on any interval $I \subset [0, T]$ with length $|I| \leq 1$. Hence by the dominated convergence, we obtain for some small $t_0 > 0$

$$\|\gamma\|_{L^\infty_t(L^2_x(t_0, t; \mathcal{H} \cap S(t)))} \lesssim \|\gamma(0)\|_{\mathcal{H}} + \|g\|_{L^1_t(L^2_x(t_0, t; \mathcal{H}))}.\hspace{1cm} (5.34)$$

On the other hand, applying (5.23) to (5.24) yields

$$\|\gamma(t)\|_{\mathcal{H}} + \|\gamma\|_{S(t)} \leq C \Gamma e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + C \Gamma \int_0^t e^{\mu(s-t)} \|g(s)\|_{\mathcal{H}} + B \|\mathcal{N}(s)\|_{L^2} ds.$$  \hspace{1cm} (5.35)$$
Now for some big constant $C_0 > C_\Gamma$, let $T_0 \in [0, T]$ be the maximal time such that for $0 < t < T_0$ we have
\[
\|\gamma(t)\|_H + \|\gamma\|_{S(t)} \leq C_0 M(t), \quad M(t) := e^{-\frac{\mu}{2} t} \|\gamma(0)\|_H + \int_0^t e^{-\frac{\mu}{2} (t-s)} \|g(s)\|_H ds,
\] (5.36)
namely the desired estimate (with the worse constants than the linear case). (5.34) implies that $T_0 > 0$ if $C_0$ is larger than some constant depending only on $N$. Then for $0 < t_0 < t_1 < T_0$, we have using (5.37) and the assumption (5.25) with $\mu/2$,
\[
B\|N\|_{L^1_t(L^2_x)} \lesssim C_0 C_\Gamma^{-1} \delta^*_\Gamma \|\gamma\|_{S(t_0,t_1)},
\] (5.37)
and so
\[
C_\Gamma B \int_0^t e^{\mu s} \|N(s)\|_{L^2_x} ds \lesssim C_0 \delta^*_\Gamma e^{\mu t} \|\gamma\|_{S(t)} + C_0 \delta^*_\Gamma \int_0^t e^{\mu s} \|\gamma\|_{S(s)} ds
\lesssim C_0^2 \delta^*_\Gamma e^{\mu t} M(t) + C_0^2 \delta^*_\Gamma \int_0^t e^{\mu s} M(s) ds,
\] (5.38)
and the last integral is estimated directly using Fubini
\[
\int_0^t \int_0^s e^{\frac{\mu}{2} (2s-s_1)} \|g(s_1)\|_H ds_1 ds \leq \frac{2}{\mu} \int_0^t e^{\frac{\mu}{2} (t+s_1)} \|g(s_1)\|_H ds_1 \lesssim e^{\mu t} M(t).
\] (5.39)
Thus we obtain
\[
C_\Gamma B \int_0^t e^{\mu (s-t)} \|N(s)\|_{L^2_x} ds \lesssim C_0^2 \delta^*_\Gamma M(t),
\] (5.40)
and injecting it into (5.35),
\[
\|\gamma(t)\|_H + \|\gamma\|_{S(t)} \leq C_\Gamma M(t) + C_1 C_0^2 \delta^*_\Gamma M(t),
\] (5.41)
for some constant $C_1 \in (0, \infty)$ depending only on $N, \alpha$. After fixing $C_0 \geq 2C_\Gamma$ such that the above argument works, we may take $\delta^*_\Gamma$ small enough such that $C_1 C_0 \delta^*_\Gamma < 1/2$. Then the above estimate implies
\[
\|\gamma(t)\|_H + \|\gamma\|_{S(t)} \leq (C_\Gamma + C_0/2) M(t) < C_0 M(t),
\] (5.42)
and the maximality of $T_0$ implies that $T_0 = T$. This means the desired estimate (5.23) with $C_\Gamma$ replaced with $C_0$ and $\mu$ replaced with $\mu/2$ from the linear case. \qed

\hspace{1cm} Springer
6 Full-Time Dynamics Near Repulsive Multi-solitons

In this section, we investigate all possible behavior of solutions while they are in a small neighborhood around $K$-solitons of sufficient distance. We assume in this section that $u$ is a solution of (1.1) in $H$ near a $K$-soliton at $z \in (\mathbb{R}^K)^N$ on some time interval $I$, where $u$ is decomposed as before in (3.7) with

$$
\tilde{u}(t) = \tilde{Q}\Sigma(t) + v(t), \quad v \in \mathcal{V}_\kappa(z), \quad a_+^k := p^+(z_k)v, \quad \gamma := \mathcal{P}_\perp(z)v,
$$

and that $\|v\|_{H}$ is small enough and $D_z$ is large enough on $I$. We also assume that the soliton repulsivity (5.19) holds on $I$. As mentioned above, it is true for every asymptotic $K$-soliton with $K \leq 2$ or $N = 1$ by [7, 8].

Note that the orthogonality $v \in \mathcal{V}_\kappa(z)$ simplifies (5.16) to

$$
\|v\|^2_{H_z} = \langle \tilde{L}\Sigma v \rangle + \Im|a^+|^2 \sim \|v\|^2_{H_z},
$$

where $a^+ := (a_1^+, \ldots, a_K^+) \in \mathbb{R}^K$. Hence, in view of the energy expansion (3.28), we use the following energy quantity to control both the remainder $v$ and the soliton distance

$$
\mathcal{E}(\tilde{u}, z) := E(\tilde{u}) - KE(\tilde{Q}) + \Im|a^+(z)\tilde{u}|^2 = \frac{1}{2}\|v\|^2_{H_z} + V_\sigma(z) + O(q(D_z)p^2 + \|v\|^2_{H_z}) \sim \|v\|^2_{H_z} + q(D_z),
$$

as long as $\|v\|_{H} \ll 1 \ll D_z$, under the soliton repulsivity condition (5.19). More precisely, there are a small constant $\delta_E^* \in (0, 1)$ and a large constant $C_E \in (1, \infty)$, depending only on $N, \alpha, p, K, C_V$, such that

$$
\mathcal{E}(\tilde{u}, z) \leq |\delta^*_E|^2 \quad \implies \quad \begin{cases} 
C_E^{-1}\mathcal{E}(\tilde{u}, z) \leq |a^+|^2 + \|v\|^2_{H_z} + q(D_z) \leq C_E\mathcal{E}(\tilde{u}, z), \\
3\mathcal{E}(\tilde{u}, z) \leq \frac{1}{2}\|v\|^2_{H_z} + V_\sigma(z) \leq \frac{5}{4}\mathcal{E}(\tilde{u}, z), \\
D_z > D_*,
\end{cases}
$$

where $D_*$ is the constant in Lemma 3.1 to enable the spectral decomposition. The basic estimates on the equations in (4.5)–(4.7) may be collected as

$$
|\dot{z}| + |(\partial_t - v^+)a^+| + \|\mathcal{N}(v, z)\|_{H} \lesssim \|v\|^2_{H_z} + q(D_z) \sim \mathcal{E}(\tilde{u}, z).
$$

The advantage of $\mathcal{E}(\tilde{u}, z)$ is its simple time evolution, but to measure the closeness to the solitons together with their separation, it is more convenient to use

$$
\mathcal{E}_0(\varphi) := \inf_{z \in (\mathbb{R}^N)^K} \mathcal{E}_0(\varphi, z), \quad \mathcal{E}_0(\varphi, z) := \|\varphi - \sum_{k=1}^K \sigma_k \tilde{Q}(x - z_k)\|^2_{H_z} + q(D_z),
$$

(6.6)
then $E_0 : \mathcal{H} \to [0, \infty)$. If $E_0(\varphi)$ is small enough, depending only on $N, \alpha, p, K$, then Lemma 4.1 yields a unique $z \in (\mathbb{R}^N)^K$ such that

$$
\varphi[z] = \varphi - \tilde{Q}_\Sigma \in Y_\bot(z), \quad E_0(\varphi, z) \sim E_0(\varphi).
$$

Henceforth we will need many positive numbers depending only on $N, \alpha, p, K, C_V$. For brevity we will often call them constants, ignoring the dependence, since those parameters $N, \alpha, p, K, C_V$ are fixed.

### 6.1 Before Instability

First we consider the solution $u$ satisfying initially at $t = 0$

$$
2\delta_0 \Xi^{1/2}|a^+| < E(\bar{u}, z) < \delta_0^2.
$$

for some $\delta_0 \in (0, \delta^*_E]$. The right inequality implies trivially

$$
E(\bar{u}) - KE(\bar{Q}) = E(\bar{u}, z) - \Xi |a^+|^2 < \delta_0^2,
$$

which is preserved for $t > 0$. Then for $t > 0$ and as long as

$$
2\delta_0 \Xi^{1/2}|a^+| \leq E(\bar{u}, z) \leq 2\delta_0^3,
$$

holds, we have

$$
\delta_0 > E(\bar{u}) - KE(\bar{Q}) \geq (1 - (2\delta_0)^{-2}E(\bar{u}, z))E(\bar{u}, z) \geq E(\bar{u}, z)/2,
$$

so the right inequality of (6.10) is preserved, as long as the left one.

### 6.2 Instability at $O(\delta^2)$

Next we consider the solution $u$ satisfying initially at $t = 0$

$$
B_1 |a^+|^2 \leq E(\bar{u}, z) \leq \delta_1 |a^+|,
$$

for some $B_1 \in [2\Xi, \infty)$ and $\delta_1 \in (0, \delta^*_E]$, where $\delta^*_E \in (0, \delta^*_E]$ is a small constant to be determined. The above condition roughly means

$$
\|v\|_{\mathcal{H}}^2 + q(D_z) \ll |a^+| \ll \|v\|_{\mathcal{H}} + q(D_z)^{1/2},
$$

that the unstable modes have some marginal size but much smaller than the others. Note that this size comparison is not essentially affected by the modulation of centers, because of (4.11). (6.12) also implies smallness for all the components

$$
|a^+| \leq \delta_1/B_1, \quad E(\bar{u}, z) \leq \delta_1 |a^+| \leq \delta_1^2/B_1.
$$
In particular, $\delta_1^* \leq \delta_E^*$ implies
\[ \mathcal{E}(\bar{u}, z) \leq \delta_1^2 \leq |\delta_E^*|^2 \] (6.15)
in this region. The left inequality of (6.12) may be rewritten as
\[ (B_1 - \pi m)|a^+|^2 \leq E(\bar{u}) - KE(\bar{Q}) \] (6.16)
or
\[ \mathcal{E}(\bar{u}, z) \leq \frac{B_1}{B_1 - \pi m}[E(\bar{u}) - KE(\bar{Q})] \leq 2[E(\bar{u}) - KE(\bar{Q})]. \] (6.17)

As long as the right inequality of (6.12) is valid, we have from (6.5)
\[ |(\partial_t - v^+)a^+| \lesssim \mathcal{E}(\bar{u}, z) \leq \delta_1 |a^+|, \] (6.18)
hence fixing $\delta_1^* > 0$ small enough ensures
\[ |(\partial_t - v^+)a^+| \leq \frac{v^+}{2} |a^+|, \quad \partial_t |a^+|^2 = 2a^+ \cdot \dot{a}^+ \geq v^+ |a^+|^2. \] (6.19)

In particular, $|a^+|$ is monotonically and exponentially growing. Since the right side of (6.16) is non-increasing, (6.16) (or the left inequality of (6.12)) has to break down in finite time, while
\[ \partial_t \frac{\mathcal{E}(\bar{u}, z)}{|a^+|} = \frac{\partial_t E(\bar{u})}{|a^+|} + \frac{2\pi m |a^+|^2 - \mathcal{E}(\bar{u}, z)}{|a^+|^2} \partial_t |a^+| \leq 0 \] (6.20)
preserves the right inequality of (6.12).

### 6.3 Instability at $O(\delta)$

Next we consider the solution $u$ satisfying initially at $t = 0$
\[ \mathcal{E}(\bar{u}, z) \leq B_2 |a^+|^2, \quad |a^+| \leq \delta_2, \] (6.21)
for some $B_2 \in [2\pi m, \infty)$ and $\delta_2 \in (0, B_2^{-1} \delta_2^*]$, where $\delta_2^* \in (0, \delta_E^*]$ is a small constant to be determined. The above condition roughly means
\[ \|v\|_{H^1} + q(Dz)^{1/2} \lesssim |a^+| \ll 1, \] (6.22)
that the unstable modes are dominant though their absolute size is still small. $\delta_2 \leq B_2^{-1} \delta_2^*$ and $\delta_2^* \leq \delta_E^*$ imply
\[ \mathcal{E}(\bar{u}, z) \leq B_2 |a^+|^2 \leq B_2 \delta_2^2 \leq (\delta_2^*)^2 \leq |\delta_E^*|^2 \] (6.23)
in this region. We have seen above that the solutions starting from the region (6.12) enter in this region in finite time. As long as (6.21) is valid, we have from (6.5)

$$|(\partial_t - \nu^+)a^+| \lesssim \mathcal{E}(\tilde{u}, z) \leq B_2|a^+|^2 \leq B_2\delta_2^2 \leq \delta_2^s\delta_2. \quad (6.24)$$

Let \(a^*_+(t) := e^{\nu^+t}a(0)\) and assume

$$|a^+| \leq 2|a^*_+| \leq 4|a^+| \leq 4\delta_2 \quad (6.25)$$

for some time. Then from the Duhamel formula we obtain

$$|a^+ - a^*_+| + |\dot{a}^+ / \nu - a^*_+| \lesssim \int_0^t e^{\nu^+(t-s)}B_2|a^+(s)|^2 ds \lesssim B_2|a^+|^2 \lesssim B_2\delta_2|a^+|. \quad (6.26)$$

Taking \(\delta^s_2 > 0\) small enough ensures that the above inequality implies

$$|a^+ - a^*_+| + |\dot{a}^+ / \nu - a^*_+| \leq \frac{1}{3}|a^*_+|, \quad (6.27)$$

and so

$$\frac{2}{3} \leq |a^+| / |a^*_+|, \quad |\dot{a}^+ / \nu^+| / |a^*_+| \leq \frac{4}{3}, \quad \partial_t|a^+|^2 = 2a^+ \cdot \dot{a}^+ \geq \frac{8}{9}\nu^+|a^*_+|^2. \quad (6.28)$$

In particular, the first inequalities are stronger than (6.25) except \(|a^+| \leq \delta_2\). Moreover, the last inequality implies that \(|a^+|\) is increasing, while the left inequality of (6.21) is equivalent to

$$\mathcal{E}(\tilde{u}) - KE(\tilde{Q}) \leq (B_2 - m)|a^+|^2, \quad (6.29)$$

where the left side is non-increasing. Thus we deduce that all the above inequalities are valid as long as \(|a^+| \leq \delta_2\), which has to break down in finite time, since \(|a^+|\) is exponentially increasing.

On the other hand, the centers are almost fixed, since (6.5) implies

$$|z_k - z_k(0)| \lesssim \int_0^t B_2|a^*_+(s)|^2 ds \lesssim B_2|a^+|^2 \leq \delta_2^s|a^+| \leq \delta_2^s\delta_2. \quad (6.30)$$

The energy decay Lemma 5.1 applied to (3.50) with (6.5) yields (for \(\delta^s_2\) small enough)

$$\|\gamma\|_{\mathcal{H} \cap S(t)} \lesssim e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + \int_0^t e^{-\mu(t-s)}B_2|a^+(s)|^2 ds \lesssim e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + B_2|a^+|^2. \quad (6.31)$$

So the growth of the other components is much slower than \(|a^+|\). In particular,

$$\mathcal{E}(\tilde{u}(0), z(0)) + (B_2|a^+|^2)^2 \lesssim \mathcal{E}(\tilde{u}(0), z(0)) + (B_2|a^+|^2)^2 \quad (6.32)$$
and so the energy (5.18) is estimated by

$$E(\bar{u}) - KE(\bar{Q}) \leq -\frac{\alpha v_0^+}{2} \left[ |a^+|^2 - (2c_E)^{-2} E(\bar{Q}(0), z(0)) \right]$$  \hspace{1cm} (6.33)$$

for some constant \( c_E \in (0, 1) \), provided that \( \delta_2^* > 0 \) is chosen small enough. The way putting the constant \( c_E \) may look artificial, but it is to simplify a condition between \( \delta_0 \) and \( \delta_2 \), namely (6.67).

### 6.4 Exponential Instability

We may combine the above three regions to cover all initial data around the \( K \)-soliton \( \bar{Q}_\Sigma \), namely

$$\mathcal{E}(\bar{u}, z) < \delta_0^2,$$  \hspace{1cm} (6.34)

if we choose the parameters \( \delta_0, \delta_1, \delta_2, B_1, B_2 \) such that

$$2m \leq B_1 \leq B_2, \quad \delta_1 \leq \delta_1^*, \quad \delta_2 \leq B_2^{-1} \delta_2^*, \quad \delta_0 \leq \min(\delta_0^*, \frac{1}{2}m^{-1/2} \delta_1).$$  \hspace{1cm} (6.35)

Let \( u \) be a solution satisfying initially (6.34) at \( t = 0 \), and let \( T^* \in (0, \infty) \) be its maximal existence time. First, we have (6.9) for all \( t \in [0, T^*] \). Define \( T_1 \in [0, T^*] \) by

$$T_1 := \inf \{ t \in [0, T^*) \mid |E(\bar{u}, z) \leq \delta_1|a^+| \}. $$  \hspace{1cm} (6.36)

If the set is empty, then let \( T_1 := T^* \).

For \( 0 \leq t < T_1 \), we have \( E(\bar{u}, z) > \delta_1|a^+| \geq 2\delta_0m^{1/2}|a^+| \), so the solution \( u \) is in the region (6.10) before instability. If \( T_1 < T^* \), then define \( T_2 \in [T_1, T^*] \) by

$$T_2 := \inf \{ t \in [T_1, T^*) \mid E(\bar{u}, z) \leq B_2|a^+|^2 \}. $$  \hspace{1cm} (6.37)

For \( T_1 \leq t < T_2 \), we have \( B_1|a^+|^2 \leq B_2|a^+|^2 \leq E(\bar{u}, z) \geq \delta_1|a^+| \), so the solution is in the region (6.12) of instability at \( O(\delta^2) \), since in Sect. 6.2 we have seen that \( \mathcal{E}(\bar{u}, z) \leq \delta_1|a^+| \) is preserved by (6.20). Moreover \( E(\bar{u}, z) \geq B_1|a^+|^2 \) has to break down in finite time, which implies \( T_2 < T^* \). Define \( T_3 \in [T_2, T^*] \) by

$$T_3 := \inf \{ t \in [T_2, T^*) \mid |a^+| \geq \delta_2 \}. $$  \hspace{1cm} (6.38)

If the set is empty, then let \( T_3 := T^* \). For \( T_2 \leq t < T_3 \), the solution is in the region (6.21) for the instability of \( O(\delta) \), since \( \mathcal{E}(\bar{u}, z) < B_2|a^+|^2 \) is preserved as long as \( |a^+| \leq \delta_2 \), as observed in Sect. 6.3, and moreover, \( T_3 < T^* \).

The starting time \( T_1 \) of exponential growth may be detected by another choice of centers, because of (4.11): If for some \( T \in [0, T^*) \) and \( \bar{z} \in (\mathbb{R}^N)^K \)

$$\mathcal{E}_0(\bar{u}(T), \bar{z}) \ll |\alpha^+(\bar{z})\bar{u}(T)| \ll 1,$$  \hspace{1cm} (6.39)
then \( T_1 \leq T \), and also \( |a^+ - \alpha^+(\tilde{z})\tilde{u}(T)| \ll |\alpha^+(\tilde{z})\tilde{u}(T)| \).

Notice the qualitative difference between the estimates on \([T_1, T_2)\) and on \([T_2, T_3)\), namely (6.19) and (6.27). The latter also preserves the direction \( a^+/|a^+| \) essentially, but the former does not. So we need more detailed information on the behavior of solutions for \( t < T_2 \), in particular, distinguishing two regimes depending whether the interaction between the solitons is dominant or not. The following argument applies partly to the region (6.21) as well, namely for \( t > T_2 \), but it is less important in the latter region, as the exponential growth is dominating everything else.

### 6.5 Radiation Dominant Dynamics

Consider a solution \( u \) satisfying on a time interval \([0, T]\)

\[
\delta_r^{-1} \max(|a^+|, q(Dz)) \leq E(\tilde{u}, z)^{1/2} \leq \delta_r
\]

(6.40)

for some \( \delta_r \in (0, \delta_r^*] \), where \( \delta_r^* \in (0, \delta_E^*] \) is a small constant to be determined depending only on \( N, \alpha, p, K, C_V \), while \( \delta_E^* \) is the constant in (6.4). This condition roughly means

\[
|a^+| + q(Dz) \ll \|v\|_{\mathcal{H}} \ll 1.
\]

(6.41)

In particular it implies

\[
\|v\|_{\mathcal{H}} \leq \|\gamma\|_{\mathcal{H}} + C(1 + O(q(Dz)))|a^+| \leq 2\|\gamma\|_{\mathcal{H}},
\]

(6.42)

if \( \delta_r^* > 0 \) is chosen small enough. Then we have from (6.5)

\[
|\tilde{z}| + \|N(v, z)\|_{\mathcal{H}} \lesssim E(\tilde{u}, z) \lesssim \delta_r\|\gamma\|_{\mathcal{H}}
\]

(6.43)

Applying Lemma 5.1 to \( \gamma \), and using (6.40), we obtain via a bootstrapping argument

\[
\|v\|_{\mathcal{H}\cap S(t)} \sim \|\gamma\|_{\mathcal{H}\cap S(t)} \lesssim e^{-\frac{\mu}{2} t} \|\gamma(0)\|_{\mathcal{H}}.
\]

(6.44)

The detail of the bootstrapping is as follows. Let \( T' \in (0, T] \) be the maximal time such that for \( 0 \leq t \leq T' \) we have \( \|\gamma\| \leq Be^{-\frac{\mu}{2} t} \|\gamma(0)\|_{\mathcal{H}} \) for some large constant \( B \in (1, \infty) \). Then the lemma yields

\[
\|\gamma\| \lesssim e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + \int_0^t e^{\mu(s-t)} \left[ \|J\tilde{N}^0\|_{\mathcal{H}} + \|N(v, z)\|_{\mathcal{H}} \right](s) ds,
\]

(6.45)

for \( 0 \leq t \leq T' \), and the last integral is bounded by

\[
\int_0^t e^{\mu(s-t)} E(\tilde{u}, z)(s) ds \lesssim \int_0^t \delta_r Be^{\mu(s-t)-\frac{\mu}{2} s} \|\gamma(0)\|_{\mathcal{H}} ds \lesssim \delta_r Be^{-\frac{\mu}{2} t} \|\gamma(0)\|_{\mathcal{H}}.
\]

(6.46)
Hence if $B > 1$ is large enough and $\delta_r \leq \delta^*_r$ is small enough, then we obtain $\|\gamma\| \leq \frac{B}{2} e^{-\frac{\mu}{2}t} \|\gamma(0)\|_H$ for $0 \leq t \leq T'$, which implies $T' = T$ because of the maximality of $T'$. Thus we obtain (6.44) on $[0, T]$. Then integrating $\dot{z}$ with the above estimates yields

$$|z - z(0)| \lesssim \delta_r \|\gamma(0)\|_H \lesssim \delta^2_r, \quad (6.47)$$

which is small by choice of $\delta_r$. Thus $\|v\|_H$ is exponentially decaying, while $z$ is not essentially moving. Hence the upper bound on $q(D_z)$ in (6.40) has to break down in finite time. Indeed, we obtain an upper bound on $T$, depending on $\|v(0)\|_H/\|q(D_z(0))\|:

$$q(D_z(0)) \lesssim q(D_z(T)) \lesssim \|v(T)\|_H \lesssim \|v(0)\|_H e^{-\frac{\mu}{2}T}. \quad (6.48)$$

However (6.40) may well break down from the upper bound on $|a^+|$ before this bound. In the region (6.12) with $\delta_r B_1 \geq 1$, the condition (6.40) can break down only by $q(D_z) \leq \delta_r E(\vec{u}, z)$.

### 6.6 Soliton Dominant Dynamics

Next consider a solution $u$ satisfying on a time interval $[0, T]$

$$\|v\|_H^2 < V_\sigma(z), \quad E(\vec{u}, z) \leq \delta^2_s \quad (6.49)$$

for some small $\delta_s \in (0, \delta^*_E]$. The smallness requirement is to be determined in this subsection. Since $\delta_r \leq \delta^*_E$, (6.4) implies

$$\frac{1}{2} E(\vec{u}, z) \leq V_\sigma(z) \leq \frac{5}{4} E(\vec{u}, z). \quad (6.50)$$

On the other hand, (4.4) implies

$$\partial_t C^{1}_{\omega} V_\sigma(z) = \nabla_z V_\sigma(z) \cdot \dot{z} = -|\nabla_z V_\sigma(z)|^2 + O(q(D_z)(q(D_z)^{p_1} + \|v\|_H^2)). \quad (6.51)$$

so, using (5.19),

$$|\partial_t V_\sigma(z)| \lesssim q(D_z)^2 + q(D_z) \|v\|_H^2 \lesssim \delta^2_s V_\sigma(z). \quad (6.52)$$

In particular, choosing $\delta_s > 0$ small enough ensures

$$\delta := \min(v^+, \mu)/2 \implies V_\sigma(z(s)) \leq e^{\delta|s-t|} V_\sigma(z(t)) \quad (6.53)$$
for \( s, t \in [0, T] \). Using this with (6.5) in the Duhamel formula for \( a^+ \) from \( t = T \), we obtain

\[
|a^+| \lesssim e^{\nu^+(t-T)|a^+(T)|} + \int_T^T e^{\nu^+(t-s)} e^\delta|s-t| V_\sigma(z(t)) ds
\]

(6.54)

Similarly, using Lemma 5.1 as well, we obtain

\[
\|y\|_{\mathcal{H} \cap S(t)} \lesssim e^{-\mu t} \|y(0)\|_{\mathcal{H}} + \int_0^t e^{-\mu(t-s)} e^\delta|s-t| V_\sigma(z(t)) ds \lesssim e^{-\mu t} \|y(0)\|_{\mathcal{H}} + V_\sigma(z).
\]

(6.55)

Adding the above two estimates, we obtain

\[
\|v\|_{\mathcal{H} \cap S(t)} \lesssim e^{\nu^+(t-T)|a^+(T)|} + e^{-\mu t} \|y(0)\|_{\mathcal{H}} + V_\sigma(z),
\]

(6.56)

which means that \( v \) can essentially be grown only by \( |a^+| \).

In particular, if we have for some constant \( B_s \in [1, \infty) \)

\[
\|v(0)\|_{\mathcal{H}} \leq B_s V_\sigma(z(0)),
\]

(6.57)

as well as \( |a^+| \ll \|v\|_{\mathcal{H}} \) such that (6.42) works on \([0, T] \), then, using (6.53) as well, we obtain

\[
\|v\|_{\mathcal{H}_s} \lesssim \|y\|_{\mathcal{H}} \lesssim e^{-\mu t} \|y(0)\|_{\mathcal{H}} + V_\sigma(z) \lesssim B_s V_\sigma(z),
\]

(6.58)

so that we can conclude \( \|v\|_{\mathcal{H}_s}^2 < V_\sigma(z) \) on \([0, T] \) provided that \( B_s^2 \delta_s > 0 \) is small enough.

Using the above estimates, we may now combine those two dynamics in the regions (6.10) and (6.12). Let \( u \) be a solution on an interval \([0, T] \) satisfying

\[
B_1 |a^+|^2 \leq \mathcal{E}(\bar{u}, z) \leq \delta_s^2,
\]

(6.59)

with the parameters \( B_1, \delta_s, \delta_r \) satisfying

\[
0 < \delta_r \leq \delta_r^s, \quad \max(2m, \delta_r^{-1}) \leq B_1, \quad 0 < \delta_s \leq \delta_s^s \delta_r^2,
\]

(6.60)

for some small constant \( \delta_s^s \in (0, 1) \) to be determined. Define \( T_s \in [0, T] \) by

\[
T_s := \inf \{ t \in [0, T] \mid q(D_s) \geq \delta_r \mathcal{E}(\bar{u}, z)^{1/2} \}.
\]

(6.61)

If the set is empty, then let \( T_s := T \). For \( 0 \leq t < T_s \), we have \( q(D_s) < \delta_r \mathcal{E}(\bar{u}, z)^{1/2} \), so the radiation dominant dynamics (6.40) holds. If \( T_s < T \), then we have at \( t = T_s \)

\[
V_\sigma(z) \gtrsim q(D_s) \geq \delta_r \mathcal{E}(\bar{u}, z)^{1/2} \gtrsim \delta_r \|v\|_{\mathcal{H}},
\]

(6.62)
so that we can find some $B_s \lesssim \delta_r^{-1}$ such that
\[ \| v(T_s) \|_{\mathcal{H}} \leq B_s V(\sigma(z(T_s))) . \] (6.63)

Then by the above argument, if $B_s^2 \delta_s > 0$ is small enough then we have the soliton dominant dynamics (6.49) on $[T_s, T]$. The smallness condition amounts to choosing $\delta_s^* > 0$ small enough.

### 6.7 Summary of the Dynamics Near Repulsive $K$-Solitons

Gathering the above information, we obtain a full description of dynamics in a small neighborhood of any $K$-soliton of sufficient distance, under the soliton repulsivity condition (5.19).

Now we fix the parameters except $\delta_0, \delta_2$, first by putting
\[
\delta_1 := \delta_1^*, \quad \delta_r = \delta_r^*, \quad \delta_s := \sqrt{2} \delta_0, \quad B_2 := B_1 := \max(2 \pi m, 1/\delta_r^*) =: B_1^*,
\] (6.64)
where small positive constants $\delta_1^*, \delta_r^*, \pi m$ were chosen at Sects. 6.2, 6.5, and (5.15), respectively. Then the conditions from (6.35) and (6.60) are reduced to
\[
\delta_0 \leq \min(\delta_E^*, \frac{1}{2} \pi m^{-1/2} \delta_1^*, \frac{1}{\sqrt{2}} \delta_s^* (\delta_r^*)^2), \quad \delta_2 \leq \delta_2^*/B_1^*,
\] (6.65)
where small positive constants $\delta_E^*, \delta_s^*, \delta_2^*$ were chosen at (6.4), (6.60) and Sect. 6.3, respectively. Let $\delta_2^*$ be the minimum of the right sides in (6.65).

**Theorem 6.1** For any $N \in \{1, 2, 3, 4, 5\}$, $\alpha \in (0, \infty)$, $p \in (2, p^*(N))$, $K \in \mathbb{N}$ and $C_V \in [1, \infty)$, there exist $B_1^*, B_2^* \in [2 \pi m, \infty)$, $\delta_1^*, \delta_r^*, \delta_s^*, c_E, c_X \in (0, 1)$ such that the following hold. Let $\sigma \in \{\pm 1\}^K$ and let $u$ be a solution of (1.1) in $\mathcal{H}$ satisfying initially $E_0(\tilde{u}(0)) \leq |\delta_1^*|^2$. Let $T^* \in (0, \infty]$ be the maximal existence time of $u$. Let $\delta_2 \in (0, \delta_2^*]$ and assume that the soliton repulsivity condition (5.19) holds for the solution $u$ as long as $E_0(\tilde{u}) \leq B_1^* |\delta_2|^2$.

Then there are $T_1, T_2, T_3, T_s \in [0, T^*)$ and $z \in C^1([0, T_3); (\mathbb{R}^N)^K)$ such that $v := \tilde{u} - \tilde{Q}_\Sigma \in \mathcal{Y}_1^c(z)$ and $E_0(\tilde{u}, z) \sim E_0(\tilde{u})$ for $0 \leq t < T_3$, and the following properties. Let $a_k^+ := p^+(z_k) v$ and $\gamma := E^0_{\Sigma}(z)v$.

1. $0 \leq T_1 \leq T_2 \leq T_3 \leq T^*$ and $0 \leq T_s \leq T_2$. $T_s = T_2$ for $K = 1$ and $T_s < \infty$ for $K \geq 2$. Either $T_1 = T_2 = T_3 = T^*$ or $T_3 < T^*$. $T_3$ is uniquely defined by
\[
T_3 = \inf \{ t \geq 0 \mid |a^+(t)| \geq \delta_2 \},
\] (6.66)

where $T_3 := \infty$ if the set is empty. If $T_3 < \infty$ then
\[
E_0(\tilde{u}(0)) \leq c_E |\delta_2|^2 \implies E(\tilde{u}(T_3)) \leq K E(\tilde{Q}) - \frac{a_k^+}{4} |\delta_2|^2 .
\] (6.67)

2. If $E_0(\tilde{u}(t), \tilde{z}) \leq c_X |a^+(\tilde{z})\tilde{u}(t)| \leq c_X^2$ for some $t \in [0, T^*)$ and $\tilde{z} \in (\mathbb{R}^N)^K$ then $T_1 \leq t$ and $|a^+(t) - a^+(\tilde{z})\tilde{u}(t)| \leq \frac{1}{4} |a^+(\tilde{z})\tilde{u}(t)|$. 

\[ \mathcal{G} \text{ Springer} \]
(3) For $0 \leq t < T_1$, we have $\delta_1^+ |a^+| \leq E(\vec{u}, z) \leq 2E(\vec{u}(0), z(0))$.
(4) For $T_1 \leq t < T_2$, we have $B_1^{*} |a^+|^2 \leq E(\vec{u}, z) \leq \delta_1^+ |a^+|$ and
\[
|\partial_t - v^+ a^+| \leq \frac{v^+}{2} |a^+| \leq \partial_t |a^+|, \quad E(\vec{u}, z) \leq 2E(\vec{u}(0), z(0)). \tag{6.68}
\]
(5) For $T_2 \leq t < T_3$, we have $E(\vec{u}, z)/B_1^* \leq |a^+|^2 \leq \delta_2^2$ and
\[
a_*^+ := e^{v^+(t-T_2)} a^+(T_2) \implies |a^+ - a_*^+| + |\dot{a}^+ - \dot{a}_*^+|/v^+ \leq \frac{1}{2} |a_*^+|, \\
|z - z(T_2)| \leq B_1^* |a_*^+|^2, \quad |\gamma|_{H \cap S(t)} \lesssim e^{-\mu(t-T_2)} |\gamma(T_2)|_{\mathcal{H}} + B_1^* |a^+|^2. \tag{6.69}
\]
(6) For $0 < t < T_s$, we have $\max(|a^+|, q(D_z)) \leq \delta_2 E(\vec{u}, z)^{1/2}$ and
\[
\|v\|_{H \cap S(t)} \sim \|\gamma\|_{H \cap S(t)} \lesssim e^{-\frac{\mu}{2} |T_s|} \|\gamma(0)\|_{\mathcal{H}}, \quad |z - z(0)| \lesssim \delta_2 \|\gamma(0)\|_{\mathcal{H}}. \tag{6.70}
\]
(7) For $T_s < t < T_2$, we have $\|v\|_{H \cap S(t)} < V_\sigma(z)$ and
\[
|a^+| \lesssim e^{v^+(t-T_2)} |a^+(T_2)| + q(D_z), \\
\|v\|_{H \cap S(t)} \sim \|\gamma\|_{H \cap S(t)} \lesssim e^{\mu(T_s-t)} |\gamma(T_s)|_{\mathcal{H}} + q(D_z). \tag{6.71}
\]

The order between $T_1$ and $T_s$ depends on the solution $u$. Also note that some of the time intervals may well be empty, depending on $u$. The energy decrease (6.67) follows from $|a^+(T_3)| \geq \delta_2$ and (6.33) (including the case of $T_3 = 0$, which is easier).

### 7 Decay of the Even Part Around 2-Solitons

In the soliton dominant dynamics (Sect. 6.6), the slow decay in time, namely the last term in (6.56), can not be improved in general for $K \geq 2$. In order to construct the manifolds of asymptotic 1-solitons around the 2-soliton manifold, we need a more refined estimate, because $q(D_z)$ is not integrable in time. The point is that in the case of 2-solitons with the opposite sign, the soliton interaction is essentially odd in space, so that we have a better decay on the even symmetric part.

In the setting of Sect. 6.6, let $K = 2$ with $\sigma_1 \sigma_2 = -1$. Then we have not only $V_\sigma(z) = q_0(|z_1 - z_2|) \sim q(D_z)$ but also
\[
|\nabla_z V_\sigma(z)| = \sqrt{2}|q_0^\prime(|z_1 - z_2|)| \sim q(D_z) \tag{7.1}
\]
for $D_z = |z_1 - z_2| \gg 1$. Then the equation (6.51) on $V_\sigma(z)$ is simplified
\[
\partial_t V_\sigma(z) \sim -|\nabla_z V_\sigma(z)|^2 \sim -V_\sigma(z)^2, \tag{7.2}
\]
so that we can estimate the evolution of distance as
\[
q(D_z) \sim V_\sigma(z) \sim [q(D_z(0))]^{-1} + t^{-1}. \tag{7.3}
\]
In the setting of Theorem 6.1, we obtain

\[ T_s < t < T_2 \implies q(D_z) \sim [q(D_z(0))^{-1} + t - T_s]^{-1} \lesssim [\mathcal{E}_0(\tilde{u}(0))^{-1} + t - T_s]^{-1}. \]

(7.4)

On the other hand, the barycenter of solitons

\[ \bar{z} := \frac{1}{K} \sum_{k=1}^{K} z_k \]

(7.5)
is not affected by the potential force of \( V_\sigma \). Indeed, we have

\[
C_\omega^1 \sum_{k=1}^{K} \sigma_k p_j(z_k) J \tilde{N}^0(v) = \sum_{k=1}^{K} \langle f(Q_\Sigma) - f_\Sigma | \partial_j Q_k \rangle \\
= \langle f(Q_\Sigma) | \partial_j Q_\Sigma \rangle - \sum_{k,l} \sigma_k \sigma_l \langle f(Q) | \partial_j Q(x - z_k + z_l) \rangle = 0,
\]

(7.6)

where the second term vanishes by the odd symmetry for \( z_l - z_k \), cf. (3.44). Hence (4.3) and (6.56) imply

\[
|\partial_t \bar{z}| \lesssim q(D_z)^2 + \|v\|^2_{\dot{H}^l} \\
\lesssim q(D_z)^2 + e^{2\nu^+ (t-T)} |a^+(T)|^2 + e^{-2\mu t} \|\gamma(0)\|^2_{\dot{H}^l}.
\]

(7.7)

Integrating it from \( t = T \), using the above estimate (7.3), we obtain

\[
|\bar{z}(t) - \bar{z}(T)| \lesssim q(D_z) + |a^+(T)|^2 + e^{-2\mu t} \|\gamma(0)\|^2_{\dot{H}^l} \lesssim q(D_z),
\]

(7.8)
since \( |a^+|^2 + \|\gamma\|^2_{\dot{H}^l} \lesssim \|v\|^2_{\dot{H}^l} \) for \( 0 < t < T \), and \( q(D_z) \) is decaying slower than \( e^{-2\mu t} \). In the setting of Theorem 6.1 with \( K = 2 \) and \( \sigma_1 \sigma_2 = -1 \), the above estimate becomes

\[ T_s < t < T_2 \implies |z_1(t) + z_2(t) - z_1(T_2) - z_2(T_2)| \lesssim q(D_z). \]

(7.9)

For the unstable modes, the leading term is extracted from the equation (3.48)

\[
a_{k}^{+,.*} := (C_\omega^+)^{-1} \sum_{l \neq k} \int_{T}^{t} e^{\nu^+(t-s)} \sigma_l q_{+}(|z_l - z_k|) ds,
\]

(7.10)

so that we can bound the remainder as
\[ a_k^+ - a_k^{+,*} = e^{\nu(t-T)} a_k^+(T) + \int_T^t e^{\nu(t-s)} O(q(D_z)p_1 + \|v\|_H^2)ds, \]
\[ |a^+ - a^{+,*}| \lesssim e^{\nu(t-T)}|a^+(T)| + e^{-2\mu t} \|\gamma(0)\|_{\mathcal{H}}^2 + q(D_z)p_1, \]

which is small in \((L^1 \cap L^\infty)_t(0, T)\).

For the above estimates, it is enough to assume the stronger repulsivity condition
\[ V_{\sigma}(z) \sim |\nabla z V_{\sigma}(z)| \sim q(D_z), \]

for general \(K \geq 2\) and \(\sigma\), but the following argument is special for the repulsive 2-solitons \(K = 2\) and \(\sigma_1 \sigma_2 = -1\). First observe by the symmetry
\[ a_1^{+,*} = -a_2^{+,*}. \]

Next for the radiation part \(\gamma\), let \(I\) be the spatial inversion operator with respect to the two soliton positions at \(t = T\), namely
\[ I \phi(x) := \phi(-x + z_1(T) + z_2(T)). \]

Then using \(\sigma_1 \sigma_2 = -1\) and \(Q(x) = Q(-x)\), we obtain
\[ I Q^\Sigma = -\sum_{k=1}^2 \sigma_k Q(x - z_k + z_1 + z_2 - z_1(T) - z_2(T)) \]
\[ = -Q^\Sigma + O(q(D_z)|Q^\Sigma|), \]

where \(|Q^\Sigma| := \sum_k |Q_k|\), and the last step uses (7.9) and \(|\nabla Q| \lesssim Q\). Similarly we have
\[ I N^0 = f(I Q^\Sigma) - \sum_{k=1}^2 f(I Q_k) = -N^0 + O(q(D_z)|Q^\Sigma|), \]
\[ I f'(Q^\Sigma) = f'(I Q^\Sigma) = f'(Q^\Sigma) + O(q(D_z)|Q^\Sigma|), \]
\[ \|[I, \pi_{\perp}(z)]\|_{\mathcal{H}} \lesssim |z_1 + z_2 - z_1(T) - z_2(T)| \lesssim q(D_z). \]

Hence the equation (3.33) of \(\gamma\) is inverted to
\[ (\partial_t - JN^0_{\Sigma}) \gamma = \mathcal{I}(\partial_t - JN^\alpha_{\Sigma})\gamma + [\mathcal{I}, f'(Q^\Sigma)]\gamma \]
\[ = P_{\perp}(z)JN^0_{\Sigma} - \mathcal{I}P_{\perp}(z)JN^1_{\Sigma}(v) + O(q(D_z)^2 + \|v\|_{\mathcal{H}}^2), \]

where \(O(\cdot)\) terms are bounded in \(\mathcal{H}\). In other words, the inversion flips the sign of the leading term. Hence the symmetric part satisfies the better equation
\[ \mathcal{J} \gamma = \mathcal{I} \gamma, \]

for general \(K \geq 2\) and \(\sigma\), but the following argument is special for the repulsive 2-solitons \(K = 2\) and \(\sigma_1 \sigma_2 = -1\). First observe by the symmetry
\[ a_1^{+,*} = -a_2^{+,*}. \]

Next for the radiation part \(\gamma\), let \(I\) be the spatial inversion operator with respect to the two soliton positions at \(t = T\), namely
\[ I \phi(x) := \phi(-x + z_1(T) + z_2(T)). \]

Then using \(\sigma_1 \sigma_2 = -1\) and \(Q(x) = Q(-x)\), we obtain
\[ I Q^\Sigma = -\sum_{k=1}^2 \sigma_k Q(x - z_k + z_1 + z_2 - z_1(T) - z_2(T)) \]
\[ = -Q^\Sigma + O(q(D_z)|Q^\Sigma|), \]

where \(|Q^\Sigma| := \sum_k |Q_k|\), and the last step uses (7.9) and \(|\nabla Q| \lesssim Q\). Similarly we have
\[ I N^0 = f(I Q^\Sigma) - \sum_{k=1}^2 f(I Q_k) = -N^0 + O(q(D_z)|Q^\Sigma|), \]
\[ I f'(Q^\Sigma) = f'(I Q^\Sigma) = f'(Q^\Sigma) + O(q(D_z)|Q^\Sigma|), \]
\[ \|[I, P_{\perp}(z)]\|_{\mathcal{H}} \lesssim |z_1 + z_2 - z_1(T) - z_2(T)| \lesssim q(D_z). \]

Hence the equation (3.33) of \(\gamma\) is inverted to
\[ (\partial_t - JN^0_{\Sigma}) \gamma = \mathcal{I}(\partial_t - JN^\alpha_{\Sigma})\gamma + [\mathcal{I}, f'(Q^\Sigma)]\gamma \]
\[ = P_{\perp}(z)JN^0_{\Sigma} - \mathcal{I}P_{\perp}(z)JN^1_{\Sigma}(v) + O(q(D_z)^2 + \|v\|_{\mathcal{H}}^2), \]

where \(O(\cdot)\) terms are bounded in \(\mathcal{H}\). In other words, the inversion flips the sign of the leading term. Hence the symmetric part satisfies the better equation
\[ \mathcal{J} \gamma = \mathcal{I} \gamma, \]

for general \(K \geq 2\) and \(\sigma\), but the following argument is special for the repulsive 2-solitons \(K = 2\) and \(\sigma_1 \sigma_2 = -1\). First observe by the symmetry
\[ a_1^{+,*} = -a_2^{+,*}. \]
\((\partial_t - J \tilde{L}^\alpha_S)(\gamma + J \gamma) = -(I + J) P_{\bar{Q}}(z) J \tilde{N}^1_S(v) + O(q(D_2)^2 + \|v\|^2_{\mathcal{H}})\) 

(7.18)

in \(\mathcal{H}\). Then by Lemma 5.1 (the linear version, using the Strichartz bound on \(\gamma\)), and using (6.56), we obtain

\[
\|\gamma + J \gamma\|_{\mathcal{H}} \lesssim e^{-\mu t} \|\gamma(0) + J \gamma(0)\|_{\mathcal{H}} \\
+ \int_0^t e^{-\mu(t-s)}(q(D_2)^2 + e^{2\nu^+(t-s-T_2)}|a^+(T)|^2 + e^{-2\mu s} \|\gamma(0)\|^2_{\mathcal{H}})ds \\
\lesssim e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + q(D_2)^2 + e^{2\nu^+(t-T_2)}|a^+(T)|^2,
\]

(7.19)

which is small in \((L^1_t \cap L^\infty_t)(0, T), \) since \(q(D_2) \sim (q(D_2(0))^{-1} + t^{-1})\) and \(q(D_2) \lesssim \delta^2\).

For the whole remainder, the radial symmetry of \(Y^+, (7.11)\) and (7.13) imply

\[
v + J v = \gamma + J \gamma + (a_1^+ + a_2^+)(Y_1^+ + Y_2^+) + O(|a^+|q(D_2)) \\
= \gamma + J \gamma + O(e^{\nu^+(t-T)}|a^+(T)|) + e^{-2\mu t} \|\gamma(0)\|_{\mathcal{H}} + q(D_2)^{p_1},
\]

(7.20)

where the error terms are bounded in \(\mathcal{H}\). Hence

\[
\|v + J v\|_{\mathcal{H}} \lesssim e^{\nu^+(t-T)}|a^+(T)| + e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}} + q(D_2)^{p_1},
\]

(7.21)

which is also small in \((L^1_t \cap L^\infty_t)(0, T), since p_1 > 1.

Under the assumption of Theorem 6.1 (with \(K = 2\) and \(\sigma_1 = -1\)), the above estimates become

\[
\|\gamma + J \gamma\|_{\mathcal{H}} \lesssim e^{\mu(T_s-t)} \|\gamma(T_s)\|_{\mathcal{H}} + q(D_2)^2 + e^{2\nu^+(t-T_2)}|a^+(T_2)|^2, \\
\|v + J v\|_{\mathcal{H}} \lesssim e^{\mu(T_s-t)} \|\gamma(0)\|_{\mathcal{H}} + q(D_2)^{p_1} + e^{\nu^+(t-T_2)}|a^+(T_2)|,
\]

(7.22)

for \(T_s < t < T_2, which are uniformly small in \((L^1 \cap L^\infty)_t(T_s, T_2), while

\[
0 < t < T_s \implies q(D_2) \lesssim \|\gamma\|_{\mathcal{H}} \sim \|v\|_{\mathcal{H}} \lesssim e^{-\mu t} \|\gamma(0)\|_{\mathcal{H}}
\]

(7.23)

is also small in \((L^1 \cap L^\infty)_t(0, T_s).

\section{8 Convergence to Multi-soliton}

In the conclusion of Theorem 6.1-(1), we have either \(T_1 = T_2 = T_3 = T^* = \infty or T_3 < T^*\). In the latter case, if \(E_0(\tilde{u}(0)) \leq c_E |\delta^*_S|^2\) then (6.67) implies that \(u\) cannot be an asymptotic K-soliton. In the former case, we have \(E_0(\tilde{u}, \tilde{z}) \leq E_0(\tilde{u}(0)) \ll 1\) for all \(t \geq 0, moreover in Sect. 7, we have seen that the strong repulsivity condition
(7.12) implies that $D_z \to \infty$ as $t \to \infty$. Now we prove that such a solution is indeed an asymptotic $K$-soliton.

**Lemma 8.1** For any $N \in \mathbb{N}$, $\alpha \in (0, \infty)$, $p \in (1, p^*(N))$, there is $\delta_A \in (0, 1)$ such that if $u$ is a global solution of (1.1) in $\mathcal{H}$ satisfying

$$\limsup_{t \to \infty} E_0(\tilde{u}(t), z(t)) \leq \delta_A, \quad \lim_{t \to \infty} D_z(t) = \infty,$$

for some $K \in \mathbb{N}$, $\sigma \in \{\pm 1\}^K$ and $z \in C^0([0, \infty); (\mathbb{R}^N)^K)$, then $E_0(\tilde{u}(t), z(t)) \to 0$ as $t \to \infty$.

**Remark 8.1** The assumption $D_z \to \infty$ is not needed in the one-dimensional case $N = 1$. For $N \geq 2$, however, the conclusion becomes false in general without that condition, because by [31] there is a sequence of stationary solutions of (1.1) close to $K$-solitons with $K \to \infty$, $D_z \to \infty$ and $E_0(\tilde{u}, z) \to 0$.

**Proof** For each $k = 1, \ldots, K$ and any sequence $t_n \to \infty$, let

$$u_n(t, x) := u(t + t_n, x + z_k(t_n)).$$

Then $\{u_n\}$ is a sequence of global solutions of (1.1) that is uniformly bounded in $\mathcal{H}$. Using the energy-subcriticality, we may extract a subsequence, still denoted by $u_n$, convergent in $C([0, \infty); w-\mathcal{H})$. Let $u_\infty \in C([0, \infty); w-\mathcal{H})$ be its limit. Since $E(\tilde{u})$ is bounded below, (1.6) implies that $\hat{u} \in L^2_{t,x}((0, \infty) \times \mathbb{R}^N)$, hence $\hat{u}_n \to 0$ in $L^2_{t,x}((0, \infty) \times \mathbb{R}^N)$. Hence $u_\infty(t, x) = u_\infty(x) \in H^1(\mathbb{R}^N)$ is a stationary solution of (1.1).

Since $\|v\|_{\mathcal{H}} \lesssim \delta_A < 1$ and $D_z \to \infty$, the weak convergence implies

$$\|u_\infty - \sigma_k Q\|_{H^1(\mathbb{R}^N)} \lesssim \delta_A.$$  

(8.3)

Since $Q$ is an isolated stationary solution of (1.1), it implies that $u_\infty = \sigma_k Q$ if $\delta_A > 0$ is small enough. In fact, if $u_\infty$ is not a translation of the ground state, then its variational characterization implies that $E(u_\infty) = \sum \pm E(\max(\pm u_\infty, 0)) > 2E(Q)$, contradicting (8.3). Hence $u_\infty$ is also a ground state. Then (8.3) implies $u_\infty = \sigma_k Q(x - c)$ for some $c \in \mathbb{R}^N$ with $|c| \lesssim \delta_A$. The limit of the orthogonality implies

$$0 = P^c(z_k)v(t_n) \to P^c(0)(\tilde{u}_\infty - \sigma_k \tilde{Q}),$$

(8.4)

hence $c = 0$. Thus we obtain $\tilde{u}_n \to \sigma_k \tilde{Q}$ in $C([0, \infty); w-\mathcal{H})$. Since the limit is unique, this convergence holds without the restriction to a subsequence. In other words,

$$\tilde{u}(t, x + z_k(t)) \to \sigma_k \tilde{Q} \text{ in } w-\mathcal{H} \quad (t \to \infty)$$

(8.5)

for each $k = 1, \ldots, K$. Since this weak convergence eliminates all the eigenmodes, we deduce that

$$\kappa := \lim_{t \to \infty} E(\tilde{u}(t)) - KE(\tilde{Q}) = \lim_{t \to \infty} \frac{1}{2} \|\gamma(t)\|_{H^2_z(t)}^2 = \lim_{t \to \infty} \frac{1}{2} \|\gamma(t)\|_{\mathcal{H}}^2.$$

(8.6)
where the last equality follows from the weak convergence around each $x = z_k$.

Now suppose for contradiction that $\kappa > 0$ and let $\gamma^k(t) := \gamma_1(t, x + z_k(t))$. Then $\gamma^k(t) \to 0$ in $w^* H^1(\mathbb{R}^N)$, and the Taylor expansion of the functional $K_0$ around $K_0(Q) = 0$ yields, as $t \to \infty$,

$$K_0(u(t)) = K_0((Q \Sigma + \gamma_1)(t)) + o(1)
= \sum_{k=1}^N \langle K'_0(\sigma_k Q) | \gamma^k(t) \rangle + \|\gamma_1(t)\|_{H^1}^2 + O(\|\gamma_1\|_{H^1}^{\min(p,3)}) + o(1) \quad (8.7)$$

where $K'_0(Q) = -2\Delta Q + 2Q - pQ^p$. Since $\|\dot{u}\|_{L^2(t>T)}^2 \to 0$ as $T \to \infty$, we deduce

$$\int_t^{t+1} \|\dot{u}\|_{L^2}^2 - K_0(u) \, dt \sim -\kappa, \quad (8.8)$$

for $t \gg 1$, but it contradicts the boundedness of $\tilde{u}$ in $\mathcal{H}$. Hence $\kappa = 0$ and $\gamma(t) \to 0$ strongly in $\mathcal{H}$. Since all the eigenmodes are decaying because of (8.5), we conclude that $v(t) \to 0$ in $\mathcal{H}$.

**9 Difference Estimate Around Multi-solitons**

In order to investigate the structure of solution sets around the 2-solitons, we need to estimate the difference of two solutions both starting near the 2-soliton but staying close only for finite time. In particular, we need growth estimate on the linearized equation around the solutions starting near 2-solitons and converging to 1-solitons. Then the main issue is whether the vector of unstable modes $a^+ \in \mathbb{R}^2$ for the difference of solutions stays essentially in the same direction. Otherwise, the instability around one of the two solitons may be transferred to the other, making it hard to follow the whole instability mechanism.

Since the soliton interactions are not integrable in time, namely $O(1/t)$, such a phenomenon of energy transfer is not immediately precluded. However, the cancellation (7.22) in the even part implies that the $O(1/t)$ interactions do not cause such a transfer, even though they change the growth rate of the unstable modes.

**9.1 Difference Estimate Near $K$-solitons**

Let $u$ be a solution of (1.1) in $\mathcal{H}$ close to the $K$-soliton $Q_\Sigma$ decomposed as in (3.7) with the orthogonality and initial smallness

$$v = \tilde{u} - \tilde{Q}_\Sigma \in Y_\Sigma(z), \quad \|v(0)\|_{\mathcal{H}} \leq \delta_0, \quad q(D_{\xi(0)}) \leq \delta_D \quad (9.1)$$
for some (unique) \( z \in C^1([0, T]; (\mathbb{R}^K)^N) \) on some time interval \([0, T]\), and \( \delta_0, \delta_D > 0 \) satisfying \( \delta_0^2 + \delta_D \ll \delta_E^2 \).

Let \( u^0 \) be another solution starting near \( u \)

\[
\|\tilde{u}^0(0) - \tilde{u}(0)\|_{\mathcal{H}} \ll \delta_E^*, \tag{9.2}
\]

and apply the same decomposition as \( u \) to \( u^0 \), namely

\[
v^0 := \tilde{u}^0 - \tilde{Q}_\Sigma, \quad a_k^{\xi^0} := p^k(z_k)u^0, \quad \gamma^0 := P^c(z)u^0 \tag{9.3}
\]

for \( \xi \in cu, k = 1, \ldots, K \) and \( t \in [0, T] \). The difference is decomposed in the same way

\[
v' := v^0 - v = u^0 - u, \quad a_k^{\xi'} := a_k^{\xi^0} - a_k^{\xi}, \quad \gamma' := \gamma^0 - \gamma. \tag{9.4}
\]

Note that \( P^c(z_k)v^0 \neq 0 \) in general. The equation for the difference is decomposed

\[
(\partial_t - J\tilde{L}_{\Sigma}^\alpha)v' = J(\tilde{N}_\Sigma(v) - \tilde{N}_\Sigma(v^0)),
\]
\[
(\partial_t - v^k)a_k^{\xi'} = p^k(z_k)\left[ J(\tilde{N}_k(v) - \tilde{N}_k(v^0)) + \tilde{z}_k \cdot \nabla v' \right],
\]
\[
(\partial_t - J\tilde{L}_{\Sigma}^\alpha)\gamma' = P^c(z)\left[ J(\tilde{N}_\Sigma(v) - \tilde{N}_\Sigma(v^0)) + R^c(z)v' \right].
\]

The nonlinear terms may be expanded as

\[
N_\Sigma(v_1^0) - N_\Sigma(v_1) = [f'(Q_\Sigma + v_1) - f'(Q_\Sigma)]v_1' + O(W^{p-2}(v_1')^2), \\
N_k(v_1^0) - N_k(v_1) = [f'(Q_\Sigma + v_1) - f'(Q_k)]v_1' + O(W^{p-2}(v_1')^2), \\
f'(Q_\Sigma + v_1) - f'(Q_\Sigma) = f''(Q_\Sigma)v_1 + O(|Q|_\Sigma^{p-1-1}|v_1|^{p_1}), \\
f'(Q_\Sigma) - f'(Q_k) = O(|Q|_\Sigma^{p-2}q(D_z)),
\]

where \( W := |Q|_\Sigma + |v_1| + |v_1'| \). Then we may extract the linear part in the form

\[
(\partial_t - v^k)a_k^{\xi'} = \sum_{l=1}^{K} \sum_{\eta \in cu} \mathcal{M}_{k,l}^{\xi,\eta}a_l^{\eta'} + \mathcal{M}_{k,0}^{\xi}\gamma' + Q_k^\xi,
\]
\[
(\partial_t - J\tilde{L}_{\Sigma}^\alpha)\gamma' = \sum_{l=1}^{K} \sum_{\eta \in cu} \mathcal{M}_{0,l}^{\eta}a_l^{\eta'} + \mathcal{M}_{0,0}\gamma' + Q_0,
\]

where \( \mathcal{M}_{k,l}^{\xi,\eta} \) are linear operators \( \mathbb{R} \to \mathbb{R}, \mathcal{H} \to \mathbb{R}, \mathbb{R} \to \mathcal{H} \) or \( \mathcal{H} \to \mathcal{H} \), depending on \( t \) and \( u \), whereas \( Q_k^\xi, Q_0 \) gather the quadratic or higher terms in \( v' \) or \( (a', \gamma') \).

The above estimates (9.6) imply for \( k \neq 0 \)

\[
\|\mathcal{M}_{k,l}^{\xi,\eta}\|_{op} + \|\mathcal{M}_{0,k}^{\eta}\|_{\mathcal{H},(t)} \lesssim \|v\|_{\mathcal{H}} + q(D_z), \tag{9.8}
\]
where \( \mathcal{H}_*(t) \) is defined by
\[
\mathcal{H}_*(\tau) := L^1(\max(0, \tau - 1), \tau; \text{op}(\mathbb{R} \to \mathcal{H})) ,
\] (9.9)
while \( \mathcal{M}_{0,0} \) may be decomposed for some space-time function \( h_0 \) such that
\[
\mathcal{M}_{0,0} \varphi = \mathcal{M}_0^E \varphi + \left[ \begin{array}{c}
0 \\
h_0 \varphi_1
\end{array} \right] , \quad \| \mathcal{M}_0^E \|_{\text{op}(\mathcal{H})} + \| h_0 \|_{S^*(t)} \lesssim \| v \|_{\mathcal{H} \cap S(t)} + q(D_z).
\] (9.10)

In the simpler case \( p \leq \frac{N}{N-2} \), all the components are bounded in the operator norm as \( \mathcal{M}_{k,l}^{E,\eta} \). For brevity, denote the time-dependent operator norm of \( \mathcal{M} \) by
\[
\llbracket \mathcal{M} \rrbracket (t) := \sum_{k,l,\xi,\eta} \| \mathcal{M}_{k,l}^{E,\eta} \|_{\text{op}} + \sum_{k,\xi} \| \mathcal{M}_{0,k}^{E} \|_{\mathcal{H}_*(t)} + \| \mathcal{M}_0^E \|_{\text{op}(\mathcal{H})} + \| h_0 \|_{S^*(t)}.
\] (9.11)

The nonlinear part is estimated similarly in the form
\[
| Q_k^\xi | \lesssim \| v' \|_{\mathcal{H}}^2 , \quad Q_0 = Q_0^E + \left[ \begin{array}{c}
0 \\
g_0
\end{array} \right] , \quad \| Q_0^E \|_{\mathcal{H}} \lesssim \| v' \|_{\mathcal{H}}^2 , \quad \| g_0 \| \lesssim |y_1'|^2 + |y'_1|^p.
\] (9.12)

If Theorem 6.1 is applicable to \( u \) for some \( \delta_2 \in (\delta_0, \delta_2^*) \), then the above estimate together with those by the theorem implies
\[
\| q(D_z) \|_{(L^1 \cap L^\infty)_{t}(T_2, T_3)} + \| \llbracket \mathcal{M} \rrbracket \|_{(L^1 \cap L^\infty)_{t}(T_2, T_3)} \lesssim \delta_2 ,
\] (9.13)
which becomes trivial if \( T_2 = T_3 = T^* \). If in addition the stronger repulsivity condition (7.12) holds, then
\[
\| q(D_z) \|_{(L^2 \cap L^\infty)_{t}(0, T_2)} + \| \llbracket \mathcal{M} \rrbracket \|_{(L^2 \cap L^\infty)_{t}(0, T_2)} \lesssim \delta_D + \delta_0 .
\] (9.14)

In the simple case \( K = 1 \), we have no soliton interaction \( (T_s = T_2) \), so
\[
\| \llbracket \mathcal{M} \rrbracket \|_{(L^1 \cap L^\infty)_{t}(0, T_2)} \lesssim \delta_0 .
\] (9.15)

For the interaction of unstable modes, we have
\[
\mathcal{M}_{k,l}^{+,+} = (f'(Q \Sigma + v_1) f'(Q_k |\phi_k \phi_l|) C_{\omega}^+ + \langle \dot{z}_k \cdot \nabla \phi_l \phi_k \rangle + O(q(D_z))(q(D_z) + \| v \|_{\mathcal{H} + |z|}),
\] (9.16)
where \( \phi_k := \phi(x - z_k) \), and the second line comes from the error term in Lemma 3.1. Hence
\[ M_{k,k}^{+,+} = \frac{f''(Q_k)(v_1 + Q - Q_k)\phi_k^2}{C_\omega^+} + O(\|v\|_{\mathcal{H}} + q(D_z)^{\min(p-1,2)}) \]

(9.17)

and for \( k \neq l \), using the better decay of \( \phi \),

\[
M_{k,l}^{+,+} = \frac{f'(Q_l)\phi_k\phi_l}{C_\omega^+} + O(\|v\|_{\mathcal{H}} + q(D_z)^{\min(p-2,1)}q(D_z)^{q_0})
\]

\[ = O(q(D_z)^{q_0}). \]

(9.18)

Hence, if Theorem 6.1 is applicable as well as the strong repulsivity (7.12), then

\[
\|M_{k,k}^{+,+} - M_k^+\|_{(L^1 \cap L^\infty)_t(0,T_2)} \lesssim \delta_0 + \delta_D^{\min(1,p-2)},
\]

\[
\|M_{k,l}^{+,+}\|_{(L^1 \cap L^\infty)_t(0,T_2)} \lesssim \delta_D^{q_0-1},
\]

(9.19)

where

\[ M_k^+ := \frac{f''(Q_k)(v_1 + Q - Q_k)\phi_k^2}{C_\omega^+}. \]

(9.20)

### 9.2 Difference Estimate Near 2-Solitons

Now let us specialize to the case of \( K = 2 \) with \( \sigma_1\sigma_2 = -1 \). Then, using the radial symmetry of \( Q \) and \( \phi \), as well as \( f''(-u) = -f''(u) \), we obtain

\[
C_\omega^+(M_1^+ - M_2^+) = \frac{f''(Q)\phi^2|v_1(x + z_1) + v_1(x + z_2)}{C_\omega^+} = \langle |f''(Q)\phi^2|(x - z_1)|v_1 + v_1(-x + z_1 + z_2) \rangle.
\]

(9.21)

hence for \( 0 < t < T_2 \), using (7.9) and (7.22)

\[
|M_1^+ - M_2^+| \lesssim \|v + I v\|_{\mathcal{H}} + |z_1 + z_2 - z_1(T_2) - z_2(T_2)||v||_{\mathcal{H}} \lesssim e^{-\frac{T_2}{2}t}\|\gamma(0)||_{\mathcal{H}} + q(D_z)^{p_1} + e^{v^+(t-T_2)}|a^+(T_2)|.
\]

(9.22)

Adding the other terms from (9.19), we obtain

\[
\|M_{1,1}^{+,+} - M_{2,2}^{+,+}\|_{(L^1 \cap L^\infty)_t(0,T_2)} \lesssim \delta_0 + \delta_D^{p_1-1}.
\]

(9.23)

Thus we obtain a uniform \( L^1 \) bound on

\[ M^{(1)}(t) := \sum_{k \neq l} |M_{k,k}^{+,+} - M_{1,1}^{+,+}| + |M_{k,l}^{+,+}|, \]

(9.24)

namely (for \( K = 2 \) with \( \sigma_1\sigma_2 = -1 \))

\[
\|q(D_z)\|_{(L^2 \cap L^\infty)(0,T_3)} + \|M^{(1)}\|_{L^1(0,T_3)} + \|\mathcal{M}\|_{L^2(T_0,T_3)} \lesssim \delta_D^{p_1} + \delta_2.
\]

(9.25)
using $\delta_0 \leq \delta_2$, where the constant $p_3 \in (0, 1]$ is defined by

$$p_3 := \min(p_1 - 1, \langle \nu_0 \rangle - 1).$$  \hfill (9.26)

The smallness of the $\tilde{M}$ norm implies that the direction of $a^{+'} \in \mathbb{R}^2$ is essentially unchanged. To see that, let

$$m(t) := \int_0^t [v^++ \mathcal{M}_{1,1}^{+,+}(s)] ds, \quad \hat{\delta} := \delta_D + \delta_2 + \|\mathcal{M}^{(1)}\|_{L^1_t(0,T)} + \|\mathcal{M}\|_{L^\infty_t(0,T)}.$$  \hfill (9.27)

Then the equation becomes for $\xi = +$

$$e^m \partial_t e^{-m} a^{+'} = (\mathcal{M}_{k,k}^{+,+} - \mathcal{M}_{1,1}^{+,+}) a^{+'} + \sum_{(l,\eta) \neq (k,+)} \mathcal{M}_{k,l,\eta}^{+,+} a^\eta + \mathcal{M}_{k,0}^{+,+} \gamma' + Q_k^+, \quad (9.28)$$

where the nonlinear term is estimated for any $(k, \xi)$ by

$$|Q_k^\xi| \lesssim |a^{+'}_k|^2 + (\delta_D + \delta_2) a^{-}_k + b.$$  \hfill (9.29)

where $a^{-}_k$ and $b$ gather the other components as

$$a^{-}_k := \sum_{l \neq k} |a^{+'}_l|, \quad b := \sum_k \sum_{\xi \in \mathcal{C}} |a^{\xi'}_k| + \|\gamma'\|_{\mathcal{H}}.$$  \hfill (9.30)

Thus we obtain

$$|e^{-m} a^{+'}_k - a^{+'}(0)| \lesssim \int_0^t e^{-m} \left[ \mathcal{M}^{(1)} |a^{+'}| + \|\mathcal{M}\| b + |a^{+'}_k|^2 + \hat{\delta} |a^{-}_k|^2 + b^2 \right] (s) ds.$$  \hfill (9.31)

On the center subspaces, just integrating the equation for $a^{\xi'}_k$ yields

$$|a^{\xi'}| \lesssim |a^{\xi'}(0)| + \int_0^t \left[ \|\mathcal{M}\| \|v'\|_{\mathcal{H}} + \|v''\|_{\mathcal{H}^2}^2 \right] (s) ds.$$  \hfill (9.32)

For the radiation $\gamma'$, Lemma 5.1 yields

$$\|\gamma'\|_{\mathcal{H}} \lesssim e^{-\mu t} \|\gamma'(0)\|_{\mathcal{H}} + \int_0^t e^{-\mu(t-s)} \left[ \|\mathcal{M}\| \|v'\|_{\mathcal{H}} + \|v''\|_{\mathcal{H}^2}^2 \right] (s) ds.$$  \hfill (9.33)

Now we assume that for some $\tilde{\delta} \in (0, 1)$ we have

$$\hat{\delta} + \sum_k |a^{+'}|_k + b \leq \tilde{\delta}$$  \hfill (9.34)
on $t \in [0, T]$. Then the above two estimates may be combined into

$$b \lesssim b(0) + \int_0^t \left[ \tilde{\delta} b + \hat{\delta} |a^+| + |a^+|^2 \right](s)ds. \quad (9.35)$$

For any $\kappa > 0$, let $b_\kappa := e^{-\kappa m}b$. Then

$$b_\kappa \lesssim e^{-\kappa m}b(0) + \tilde{\delta} \int_0^t e^{\kappa (m(s) - m(t))}b_\kappa(s)ds + e^{-\kappa m} \int_0^t [\hat{\delta} |a^+| + |a^+|^2](s)ds. \quad (9.36)$$

We introduce further abbreviation

$$\tilde{A}_k(T) := \|e^{-\kappa m}a_k^+\|_{L^p_t(0,T)}, \quad A_k(T) := e^{m(T)}\tilde{A}_k(T). \quad (9.37)$$

The key point of the following argument is to show that $A_k \sim \|a_k^+\|_{L^\infty_t}$ under some initial assumption leading to exponential growth of $a^+$. But otherwise $A_k$ may be essentially bigger than $\|a_k^+\|_{L^\infty_t}$.

Since $\hat{m} \sim v^+$, using the Young inequality for convolution in the last inequality, we obtain for any $p \in [1, \infty]$

$$\|b_\kappa\|_{L^p_t} \lesssim \kappa^{-1/p}b(0) + \kappa^{-1/2}\|b_\kappa\|_{L^2_t} + \kappa^{-1/p} \left[ \hat{\delta} e^{(1-\kappa)m} \tilde{A} + e^{(2-\kappa)m} \tilde{A}^2 \right]. \quad (9.38)$$

If $\kappa^{-1/2}\hat{\delta} > 0$ is small enough, then we obtain

$$\|b_\kappa\|_{L^p_t} \lesssim \kappa^{-1/p}b(0) + \kappa^{-1/p}(\hat{\delta} + A)e^{(1-\kappa)m} \tilde{A}. \quad (9.39)$$

Using this in (9.31), we obtain

$$|e^{-m}a_k^+ - a_k^+(0)| \leq \|\mathcal{M}(1)\|_{L^1_t(0,T)} \tilde{A} + A_k \tilde{A}_k + \hat{\delta} A \tilde{A} + \|\mathcal{M}\|_{L^\infty_t} b_1 \tilde{A}_1 + \|b_{1/2}\|_{L^\infty_t}^2 \tilde{A}_2$$

$$\lesssim \hat{\delta} \tilde{A} + A_k \tilde{A}_k + \hat{\delta} A \tilde{A} + \hat{\delta}[b(0) + \hat{\delta} A + e^m \tilde{A}^2] + [b(0) + \hat{\delta} e^{1/2m} \tilde{A} + e^{3m} \tilde{A}^2]$$

$$\lesssim \hat{\delta} \tilde{A} + A_k \tilde{A}_k + \hat{\delta} A \tilde{A} + A^3 \tilde{A} + \hat{\delta} b(0) + b(0)^2. \quad (9.40)$$

Hence, as long as $\hat{\delta} + A^3$ remains small, we have

$$\tilde{A} \lesssim |a^+(0)| + \hat{\delta} b(0) + b(0)^2, \quad (9.41)$$

and plugging this into the above yields

$$|e^{-m}a_k^+ - a_k^+(0)| \lesssim (\hat{\delta} + A^3)|a^+(0)| + A_k \tilde{A}_k + \hat{\delta} b(0) + b(0)^2, \quad (9.42)$$
and similarly for $\hat{\mathbf{A}}_k$,

$$\begin{align*}
\hat{\mathbf{A}}_k & \lesssim |a_k^{+'}(0)| + (\hat{\delta} + A^3)|a_+^{+'}(0)| + \hat{\delta}b(0) + b(0)^2, \\
|e^{-m}a_k^{+'} - a_k^{+'}(0)| & \lesssim (\hat{\delta} + A^3)|a_+^{+'}(0)| + A_k|a_k^{+'}(0)| + \hat{\delta}b(0) + b(0)^2. 
\end{align*}$$

(9.43)

Hence if there is some $\delta \in (\hat{\delta}, 1)$ such that for a sufficiently small constant $\delta^* > 0$

$$\delta|a_+^{+'}(0)| + \hat{\delta}b(0) + b(0)^2 \leq \delta^*|a_k^{+'}(0)|,$$

(9.44)

then as long as $\hat{\delta} + A^3 \lesssim \delta \ll 1$, we have

$$\begin{align*}
|e^{-m}a_k^{+'} - a_k^{+'}(0)| & \lesssim \delta^*|a_k^{+'}(0)|, \\
A_k & \sim e^m|a_k^{+'}(0)| \sim |a_k^{+'}|, \\
|e^{-m}a_+ - a_+^{+'}(0)| & \lesssim \delta^*|a_+^{+'}(0)|, \\
A & \sim e^m|a_+^{+'}(0)| \sim |a_+^{+'}|.
\end{align*}$$

(9.45)

Plugging this into (9.39) yields for $\kappa \gtrsim \tilde{\delta}$,

$$b = e^{\kappa m}b_\kappa \lesssim e^{\kappa m}b(0) + (\hat{\delta} + |a_+^{+'}|)|a_+^{+'}|$$

(9.46)

for $\kappa \gtrsim \tilde{\delta}$. Using a fixed $\kappa$ (e.g., $\kappa = 1/2$), we obtain

$$\delta|a_+^{+'}| + \hat{\delta}b + b^2 \lesssim \delta^*|a_k^{+'}|.$$  

(9.47)

In other words, (9.44) is essentially preserved as long as (9.45) holds. The center-stable part is also bounded by using Lemma 3.1,

$$\|P_{\perp}(z)u^{+'}\|_{\mathcal{H}} \lesssim \delta_D|a_+^{+'}| + b \lesssim e^{\kappa m}b(0) + (\hat{\delta} + |a_+^{+'}|)|a_+^{+'}|.$$  

(9.48)

which is the same as the bound on $b$ in (9.46). The above condition (9.44) may be simplified to

$$\delta\|\bar{u}'(0)\|_{\mathcal{H}} + \|\bar{u}'(0)\|_{\mathcal{H}}^2 \lesssim \delta^*|a_k^{+'}(0)|.$$  

(9.49)

Moreover, this is not essentially affected by the modulation of centers in Lemma 4.1, even if we do not have the orthogonality at $t = 0$. In fact, if $\tilde{z} \in (\mathbb{R}^N)^K$ is given by the lemma, then (4.11) yields

$$|a_k^{+'}(0) - p^+ (\tilde{z}_k)\bar{u}'(0)| \lesssim |z - \tilde{z}|\|\bar{u}'(0)\|_{\mathcal{H}} \lesssim \delta\|\bar{u}'(0)\|_{\mathcal{H}}.$$  

(9.50)

This difference on the right side of (9.49) is absorbed by the left if $\delta^*$ is small enough.

Combining this conclusion with the estimate on $\mathcal{M}$ in (9.13),(9.14) and (9.25), we obtain
Lemma 9.1 For any \( N \in \{1, 2, 3, 4, 5\}, \alpha \in (0, \infty) \) and \( p \in (2, p^*(N)) \), there exist \( \delta_m^* \in (0, 1) \) and \( C_m \in [1, \infty) \) such that the following hold. Let \( u, u^0 \) be two solutions in \( \mathcal{H} \) of (1.1) on a time interval \([0, T]\) with the difference \( u' := u^0 - u \), satisfying

\[
\mathcal{E}_0(\vec{u}(0), z) \leq \delta, \quad q(D^2\vec{z})^{p_3} \leq \delta,
\]

\[
\delta \|\vec{u}'(0)\|_{\mathcal{H}} + \|\vec{u}'(0)\|_{\mathcal{H}}^3 \leq 2\delta_m^*|p^+(z_k)\vec{u}'(0)|, \quad \|\vec{u}'(0)\|_{\mathcal{H}}^3 < \delta,
\]

for some \( \sigma \in \{\pm 1\}^2 \), \( z \in (\mathbb{R}^N)^2 \), \( k \in \{1, 2\} \) and \( \delta \in (0, \delta_m^*] \). Then for \( 0 < t < T \) and as long as

\[
\sup_{0 \leq s \leq t} \|\vec{u}'(s)\|_{\mathcal{H}}^3 \leq \delta,
\]

we have

\[
|e^{-ma^+_k} - a^+_k(0)| \leq \frac{1}{2}|a^+_k(0)|, \quad |e^{-ma^-_k} - a^-_k(0)| \leq \frac{1}{2}|a^-_k(0)|,
\]

\[
\delta \|\vec{u}'\|_{\mathcal{H}} + \|\vec{u}'\|_{\mathcal{H}}^3 \leq C_m\delta_m^*|a^+_k|,
\]

\[
\|P^u(z)\vec{u}'\|_{\mathcal{H}} \leq C_m e^{C_\delta^{1/3}m}\|\vec{u}'(0)\|_{\mathcal{H}} + C_m(\delta + |a^+_k|)|a^+_k|,
\]

where \( z \in \mathcal{C}^1([0, T); (\mathbb{R}^N)^2) \) is chosen to satisfy the orthogonality \( \vec{u} - Q\Sigma \in \mathcal{Y}_\perp(z) \), \( a^+_k := p^+(z)\vec{u}' \), and \( m \) is defined by (9.27), satisfying \( m(0) = 0 \) and \( m \sim v^+ \). In the case of \( \|\vec{u}'(0)\|_{\mathcal{H}} \leq \delta \), the condition (9.52) may be replaced with

\[
\sup_{0 \leq s \leq t} \|a^+_k(s)\|_{\mathcal{H}}^3 \leq \delta.
\]

In short, if the initial difference is essentially in the unstable direction, then it grows mainly in the unstable components, and its direction is not essentially changed in \( a^+_k \in \mathbb{R}^2 \), as long as the difference remains small enough.

The reduction of the condition (9.52) to (9.54) follows from the estimates in (9.53): if \( \|\vec{u}'(0)\|_{\mathcal{H}} \leq \delta \ll \delta^{1/3} \sim \|\vec{u}'(0)\|_{\mathcal{H}} \) then the upper bound on \( P^u(z)\vec{u}' \) and the lower bound on \|a^+_k| \) implies that \( \|P^u(z)\vec{u}'(0)\|_{\mathcal{H}} \ll |a^+_k| \sim \delta^{1/3} \).

9.3 Difference Estimate Near 1-Solitons

The case of \( K = 1 \) is essentially known. Note that the above argument applies also to \( K = 1 \), but it is much simpler in several places. In particular, the norm \( \mathcal{M} \) does not contain the extra components of \( \mathcal{M}_{1^+} \). Second, there is no soliton interaction or \( T_s = T_2 \), so each component of \( \mathcal{M} \) is uniformly integrable in time. In particular, we may replace \( e^{\nu t} \) with \( e^{v^+t} \). For later use, we state it in a simpler form.

Lemma 9.2 For any \( N \in \{1, 2, 3, 4, 5\}, \alpha \in (0, \infty) \) and \( p \in (2, p^*(N)) \), there exist \( \delta_m^* \in (0, 1) \) and \( C_m \in [1, \infty) \) such that the following hold. Let \( u, u^0 \) be two solutions in \( \mathcal{H} \) of (1.1) on a time interval \([0, T]\) with the difference \( u' := u^0 - u \), satisfying
\[
E_0(\vec{u}(0), z) \leq \delta, \quad \delta \|\vec{u}'(0)\|_{H} \leq \delta_m^* |p^+(z)\vec{u}'(0)|, \quad \|\vec{u}'(0)\|_{H} \leq \delta,
\]
for some \( \sigma \in \{\pm 1\}, z \in \mathbb{R}^N \) and \( \delta \in (0, \delta^*_m]. \) Then for \( 0 \leq t < T \) and as long as (9.54) holds,
\[
|e^{-v^+ t} a^+ - a^{+'}(0)| \leq \frac{1}{4} |a^{+'}(0)|, \quad \delta \|\vec{u}'\|_{H} \leq C_m \delta^*_m |a^{+'}|,
\]
\[
\|P^u(z)\vec{u}'\|_{H} \leq C_m e^{C_m \delta^{1/3} v^+ t} \|\vec{u}'(0)\|_{H} + C_m (\delta + |a^{+'}|)|a^{+'}|,
\]
where \( z \in C^1([0, T); \mathbb{R}^N) \) is chosen to satisfy the orthogonality \( \vec{u} - \sigma \vec{Q}(x - z) \in \mathcal{Y}_c^e(z), \) and \( a^{+'} := p^+(z)\vec{u}'. \)

10 Collapse of Multi-solitons

In this section, we investigate the behavior of solutions getting away from the small neighborhood of \( K \)-solitons with sufficient distance. Using the finite speed of propagation, together with uniform bounds on time needed for the decay and for the blow-up criterion, those solutions are investigated by superposition of the case of 1-solitons. In particular, if one of the \( K \)-solitons collapses by the instability into the blow-up region, then the original solution also blows up. In other words, those solutions can survive the collapse only if the instability or each \( a^+_k \) moves into the decay region or stays small.

10.1 Collapse of 1-Solitons

We start with the 1-soliton case, as it is the building block to describe the collapse of \( K \)-solitons.

Let \( \sigma \in \{\pm 1\} \) and let \( u \) be a solution of (1.1) on the maximal interval \([0, T^*)\) with
\[
E_0(\vec{u}(0))^{1/2} \leq \delta \ll \min(\delta^*_0, \delta^*_2)
\]
so that we can apply Theorem 6.1 with \( K = 1 \) and \( \delta_2 = \delta^*_2 \), as well as (6.67).

If \( T_3 = \infty \) then Lemma 8.1 implies that \( u \) is an asymptotic 1-soliton. Otherwise, \( T_3 < \infty \) and \( E(\vec{u}(T_3)) < E(\vec{Q}) \) by (6.67), so the solution \( u \) is below the ground state, with
\[
K_0(u) = K_0(Q) + \sigma a^+(K_0'(Q(x - z)))v + o(a^+) = -\sigma (p - 2) a^+(Q^p|\phi) + o(a^+) \sim -\sigma a^+.
\]

If it is positive then \( u \) is global and decaying, and if it is negative then \( u \) blows up.

For \( 0 \leq t < T_1 \), we have \( |a^+| \lesssim \delta^2 \). For \( T_1 \leq t < T_3 \), we have
\[
\partial_t a^+ \sim a^+, \quad e^{\frac{1}{2}v^+(t-T_1)} \leq a^+/a^+(T_1) \leq e^{\frac{3}{2}v^+(t-T_1)},
\]
and sign $a^+$ is preserved. For $0 \leq t < T_2 = T_s$, we have
\[
\|v\|_{\mathcal{H}} \lesssim e^{-\mu t/2}\|\gamma(0)\|_{\mathcal{H}}, \quad |z - z(0)| \lesssim \|\gamma(0)\|_{\mathcal{H}},
\]
(10.4)
and for $T_2 \leq t < T_3$,
\[
\|\gamma\| \lesssim e^{-\mu(t-T_2)}\|\gamma(T_2)\|_{\mathcal{H}} + |a^+|^2, \quad |z - z(T_2)| \lesssim |a^+|^2.
\]
(10.5)
If $T_1 > 0$, then there is $t_0 \in [T_1, T_3)$ such that
\[
|a^+(t_0)| \sim \delta^2, \quad |t_0 - T_3| \lesssim |\log(\delta^*/\delta)| \lesssim |\log \delta|.
\]
(10.6)
Otherwise, we have $|a^+(0)|^2 \gtrsim \delta^2$ and $T_3 \lesssim |\log \delta|$. On the other hand, Lemmas 2.1 and 2.3, together with the uniform bound on $\vec{u}$ on $[0, T_3)$, imply
\[
\begin{cases}
\sigma a^+(T_1) < 0 \Rightarrow \|\vec{u}(t)\|_{\mathcal{H}} \leq Ce^{-c(t-T_3)+} & (0 \leq t < T^* = \infty), \\
\sigma a^+(T_1) > 0 \Rightarrow P(\vec{u}(t)) \geq e^{c(t-T_3)+} - C & (0 \leq t < T^* < \infty),
\end{cases}
\]
(10.7)
for some constants $c \in (0, 1)$ and $C \in (1, \infty)$ depending only on $N, \alpha, p$. Hence in both cases, we may find some $t_1 \in (T_3, T^*)$ such that
\[
|T_3 - t_1| \lesssim |\log \delta|, \quad \begin{cases}
\sigma a^+(T_1) < 0 \Rightarrow \|\vec{u}(t)\|_{\mathcal{H}} \leq \delta^5 & (t_1 \leq t < \infty), \\
\sigma a^+(T_1) > 0 \Rightarrow P(\vec{u}(t)) \geq \delta^{-5} & (t_1 \leq t < T^*),
\end{cases}
\]
(10.8)
where the number 5 may be replaced with any number bigger than 4. Thus we obtain from Theorem 6.1:

**Lemma 10.1** For any $N \in \{1, 2, 3, 4, 5\}$, $\alpha \in (0, \infty)$ and $p \in (2, p^*(N))$, there exist $\delta^*_x \in (0, 1)$ and $C_x \in (1, \infty)$ such that for any solution $u$ of (1.1) satisfying for some $\sigma \in \{\pm 1\}$ and $\delta \in (0, \delta^*_x)$
\[
\mathcal{E}_0(\vec{u}(0)) \leq \delta^2,
\]
(10.9)
there exist $0 \leq t_0 \leq t_1 \leq \infty$ and $z \in C^1([0, t_0); \mathbb{R}^N)$ with the following properties. Let $T^* \in (0, \infty]$ be the maximal existence time of $u$. Then $t_1 \leq T^*$. For $0 \leq t < t_0$ we have
\[
v := \vec{u} - \sigma \vec{Q}(x - z) \in \mathcal{Y}_1^c(z), \quad |z - z(0)| \leq C_x \delta,
\]
\[
|P^+(z)v| \leq C_x \delta^2, \quad \|P^c(z)v\|_{\mathcal{H}} \leq C_x (\delta e^{-c_x t} + \delta^4 e^{-c_x(t_0 - t)}).
\]
(10.10)
$u$ is an asymptotic 1 soliton if and only if $t_0 = \infty$. Otherwise, $t_0 < t_1 < \infty$ and
\[
|t_0 - t_1| \leq C_x |\log \delta|.
\]
(10.11)

For $t_1 \leq t < T^*$, we have either one of
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In the former case, $u$ is global and decaying, while in the latter case, $u$ blows up. The three cases may be distinguished by the following. For any $t \in [0, T^*)$ and $\tilde{z} \in \mathbb{R}^N$ satisfying (c $X$ is from Theorem 6.1)

$$E_0(\tilde{u}(t), \tilde{z}) \leq cX|a^+(\tilde{z})\tilde{u}(t)| \leq c_X^2,$$

the sign $\tau := \sigma \text{sign } a^+(\tilde{z})\tilde{u}(t) \in \{\pm 1\}$ is independent of $(t, \tilde{z})$. $\tau = -1$ in the decaying case (1), and $\tau = +1$ in the blow-up case (2). If $t_0 = \infty$ then $|a^+(\tilde{z})\tilde{u}(t)| \leq 2^5$ for all $t \geq 0$. Otherwise, there is some $t \in (t_0, t_1)$ and $\tilde{z} \in \mathbb{R}^N$ such that $|a^+(\tilde{z})\tilde{u}(t)| > 2^5$. In particular, the criteria for the decaying case (1) and for the blow-up case (2) imply that those two cases are stable with respect to initial perturbation. The stability of decaying solutions follows generally from the definition, but the stability of blow-up in general is unclear for large $N, p$.

### 10.2 Collapse of $K$-solitons

Next we consider the general case with $K$-solitons. Let $u$ be any solution of (1.1) in $\mathcal{H}$ on the maximal existence interval $[0, T^*)$. For any $z \in (\mathbb{R}^N)^K$ with $D_z \gg 1$, we consider localized solutions $u_k$ around $z_k \in \mathbb{R}^N$, defined as follows. For $k = 1, \ldots, K$ and $l = 0, \ldots, K$, define cut-off functions by

$$\chi_k(x) := \chi(|x - z_k| - \frac{2}{3}D_z),$$
$$\chi_0(x) := 1 - \sum_{k=1}^K \chi(|x - z_k| - \frac{1}{3}D_z), \quad \chi_l^C := 1 - \chi_l,$$

where $\chi \in C^\infty(\mathbb{R})$ has been fixed in (5.1). Since $D_z \gg 1$, we have $\chi_k \in C^\infty(\mathbb{R}^N)$ and $\chi_0 \in C^\infty(\mathbb{R}^N)$. For each $k = 0, \ldots, K$, let $u_k$ be the solution of (1.1) with the initial data

$$\tilde{u}_k(0) = \chi_k \tilde{u}(0).$$

Let $T_k^* \in (0, \infty]$ be the maximal existence time of $u_k$, and

$$T_0^* := \min(T^*, \min_{k=0,\ldots,K} T_k^*) \in (0, \infty].$$

For $k = 1, \ldots, K$, let

$$\Omega_k(t) := \{x \in \mathbb{R}^N \mid |x - z_k(0)| < \frac{2}{3}D_z - t\},$$
$$\Omega_k'(t) := \{x \in \mathbb{R}^N \mid |x - z_k(0)| < \frac{1}{3}D_z + 1 + t\}, \quad \Omega_0(t) := \bigcap_{k=1}^K (\mathbb{R}^N \setminus \Omega_k'(t)).$$

(10.16)
Then we have for $k = 0, \ldots, K$

$$x \in \Omega_k(0) \implies \tilde{u}_k(0, x) = \tilde{u}(0, x),$$

(10.17)

so the finite propagation property of (1.1) implies for $t \in [0, T^*)$

$$x \in \Omega_k(t) \implies \tilde{u}_k(t, x) = \tilde{u}(t, x).$$

(10.18)

Since

$$0 \leq t < \frac{1}{5} D_z - \frac{1}{2} =: T^*_z$$

$$\implies \Omega_k(0) \subset \Omega_k(t) \subset \Omega_k(0) \quad (k = 1, \ldots, K)$$

$$\implies \bigcup_{k=0}^{K} \Omega_k(t) = \mathbb{R}^N,$$

(10.19)

we may recover the original solution $u$ completely from $\{u_k\}_{k=0,\ldots,K}$ for $0 \leq t < T^*_z$.

Now we consider the special case where $u$ is initially close to a $K$-soliton $Q_\Sigma$ for some $\sigma \in \{\pm 1\}^K$ as before, namely

$$v := \tilde{u} - Q_\Sigma, \quad q(D_z) := \delta_D \ll 1, \quad \|v(0)\|_H =: \delta \ll 1.$$  (10.20)

Then for the background part $u_0$, the small data theory for (1.1) with

$$\|\tilde{u}_0(0)\|_H \leq \|\tilde{u}(0)\|_H(\Omega_0(0)) \lesssim q(\frac{1}{5} D_z) + \|v(0)\|_H \lesssim \delta_D^{1/3} + \delta \ll 1 \quad (10.21)$$

implies that $u_0$ is a small global ($T^*_0 = \infty$) and decaying solution with

$$\|\tilde{u}(t)\|_H(\Omega_0(t)) \leq \|\tilde{u}_0(t)\|_H \lesssim e^{-\mu t} \|\tilde{u}_0(0)\|_H \lesssim e^{-\mu t} (\delta_D^{1/3} + \delta) \ll 1, \quad (10.22)$$

for some constant $\mu \in (0, 1)$ depending only on $N, \alpha$. Similarly we obtain

$$\|\tilde{u}_k(t)\|_H(\mathbb{R}^N \setminus \Omega_k(t)) \lesssim e^{-\mu t} \|\tilde{u}_k(0)\|_H(\Omega_k(-1) \setminus \Omega_k(0)) \lesssim e^{-\mu t} (\delta_D^{1/3} + \delta). \quad (10.23)$$

Hence, if any of $u_k$ blows up before $T^*_z$, then for the earliest $T^*_k = T^*$, we have

$$\infty = \lim_{t \to T^*_k-0} \|\tilde{u}_k(t)\|_H = \lim_{t \to T^*_k-0} \|\tilde{u}_k(t)\|_H(\Omega_k(t)) = \lim_{t \to T^*_k-0} \|\tilde{u}(t)\|_H(\Omega_k(t)),$$

(10.24)

so $u$ also blows up at $T^*_k = T^* = T^* < T^*_z$. In other words, if $T^*_z < T^*$ then $T^*_z = T^*$, for any solution $u$ in $H$, as well as the comparisons with the original solution including the blow-up time.
The exponential decay of the ground state and eigenfunctions implies for 0 ≤ l ≤ K with l ≠ k and ξ ∈ eig,

\[ \| \chi_l \bar{Q}_k \|_{\mathcal{H}} + \| \chi_l \bar{Y}_k^\xi \|_{\mathcal{H}} \lesssim q(\frac{1}{3} D \zeta) \lesssim \delta_D^{1/3} \]

\[ \| \chi^C_k \bar{Q}_k \|_{\mathcal{H}} + \| \chi^C_k \bar{Y}_k^\xi \|_{\mathcal{H}} \lesssim q(\frac{2}{3} D \zeta) \lesssim \delta_D^{2/3}. \]

(10.25)

Hence for k = 1, \ldots, K, we have

\[ \| \bar{u}_k(0) - \bar{Q}_k \|_{\mathcal{H}} \lesssim \| \chi^C_k \bar{Q}_k \|_{\mathcal{H}} + \sum_{l \neq k} \left[ \| \chi_k \bar{Q}_l \|_{\mathcal{H}} + \| \chi_k \bar{Y}_l^+ \|_{\mathcal{H}} \right] + \| v(0) \|_{\mathcal{H}} \]

\[ \lesssim q(\frac{1}{3} D \zeta) + \| v(0) \|_{\mathcal{H}} \lesssim \delta_D^{1/3} + \delta, \]

(10.26)

and similarly for \xi ∈ eig,

\[ |p^\xi(z_k)(\bar{u}_k(0) - \bar{Q}_k) - p^\xi(z_k)v| \]

\[ \lesssim \| \chi^C_k \bar{Q}_k \|_{\mathcal{H}} + \sum_{l \neq k} \left[ |p^\xi(z_k)\bar{Q}_l| + |p^\xi(z_k)\bar{Y}_l^+| \right] + p^\xi(z_k)\chi^C_k v| \lesssim \delta_D^{2/3}. \]

(10.27)

In particular, Lemma 4.1 yields \( \zeta(0) \) ∈ (\mathbb{R}^N)^K such that

\[ |\zeta(0) - z| \lesssim \delta_D^{2/3}, \quad \bar{u}_k(0) - \sigma_k \bar{Q}(x - \zeta_k(0)) ∈ \mathcal{Y}_\perp^c(\zeta_k). \]

(10.28)

Assuming

\[ \delta_D^{1/3} \leq \delta \ll \delta_* \]

(10.29)

we may apply Lemma 10.1 to each \( u_k \) around \( Q_k \) for \( k = 1, \ldots, K \). Then there is an open set \( I \subset \mathbb{R} \) (a finite union of intervals or empty), such that \( |I| \lesssim K |\log \delta| \) and for each \( k = 1, \ldots, K \) and any \( T \in [0, \infty) \setminus I \), we have one of the following three exclusively:

(0) For all 0 ≤ t ≤ T, \( |b_k^+| \leq \delta^2 \) (soliton case),

(-) For all \( T \leq t < T_* = \infty \), \( \| \bar{u}_k(t) \|_{\mathcal{H}} \leq \delta^5 \) (decaying case),

(+) For all \( T \leq t < T_* < \infty \), \( \mathcal{P}(\bar{u}_k(t)) \geq \delta^{-5} \) (blow-up case),

where in the soliton case, the lemma yields some \( \zeta_k ∈ C^1([0, T]; \mathbb{R}^N) \) such that

\[ v_k := \bar{u}_k - \sigma_k \bar{Q}(x - \zeta_k) ∈ \mathcal{Y}_\perp^c(\zeta_k), \]

\[ b^+_k := p^+(\zeta_k)v_k, \quad \gamma_k := \mathcal{P}_\perp(\zeta_k)v_k, \]

\[ |b^+_k| \lesssim \delta^2, \quad \| \gamma_k \|_{\mathcal{H}} \lesssim \delta e^{-c_\delta t} + \delta^4 e^{-c_\delta(T-t)}, \quad |\zeta_k - z_k| \lesssim \delta. \]

(10.30)
Moreover, we may include \([0, C|\log \delta|]\) in \(I\) for some constant \(C > 1\) such that for any \(T \in [0, T_k^*) \setminus I\) we have

\[
\|\gamma_k(T)\|_{L^4} \lesssim \delta^d. \tag{10.31}
\]

Correspondingly, the indices 1, \ldots, \(K\) are decomposed into \(\Lambda_0(T), \Lambda_-(T), \Lambda_+(T)\) with

\[
\Lambda_0(T) := \{k \in \{1, \ldots, K\} \mid (\Diamond) \text{ holds for } (k, T)\}. \tag{10.32}
\]

The set \(\Lambda_0(T)\) is non-increasing in \(T\), while the other two are non-decreasing. Note that in the soliton case \(\Lambda_0(T), \) we have \(T \leq t_0\), and in the other cases \(\Lambda_\pm(T), \) we have \(T \geq t_1\), where \(t_0, t_1\) are given by the lemma depending on \(k\).

Now the idea is to investigate the original solution \(u\) avoiding the transition time \(I\). We have no control on the distribution or position of \(I\), but the total length is bounded. So we impose another smallness condition:

\[
|\log \delta_D| \gg |\log \delta|, \tag{10.33}
\]

or in other words, \(\delta_D \leq \delta^M\) for some big constant \(M > 1\). Then we have

\[
T_\ast^z = \frac{1}{6} D_z - \frac{1}{2} \sim |\log \delta_D| \gg K |\log \delta| \gtrsim |I|. \tag{10.34}
\]

In particular we have plenty of \(T \in (0, T_\ast^z) \setminus I\). Since \(T < T_\ast^z\) if there is any \(T_k^* \leq T\) then \(T^* \leq T\). Suppose that \(T^* > T\). If there is any blow-up case \(\Lambda_\pm(T) \neq \emptyset\), then denoting the localized \(\mathcal{P}\) by

\[
\mathcal{P}_\Omega(\varphi) := \int_\Omega [\varphi_1(x)\varphi_2(x) + \alpha|\varphi_1(x)|^2]dx, \tag{10.35}
\]

we have at \(t = T\), using (10.18),

\[
\mathcal{P}(\tilde{u}) = \sum_{k=1}^K P_{\Omega_k^d}(\tilde{u}_k) + P_{\Omega_0}(\tilde{u}_0) \geq \sum_{k=1}^K \mathcal{P}(\tilde{u}_k) - CK\|\tilde{u}_0\|_{L^4}^2. \tag{10.36}
\]

Since \(\|\tilde{u}_0\|_{L^4} \ll 1\) and all \(\mathcal{P}(\tilde{u}_k)\) are bounded from below \(\mathcal{P}(\tilde{u}_k) \gtrsim -1\) uniformly, while at least one of them satisfies \(\mathcal{P}(\tilde{u}_k(T)) \geq \delta^{-5} \gg 1\), we deduce that

\[
\mathcal{P}(\tilde{u}(T)) \geq \delta^{-5}/2 \gg E(\tilde{u}(0)) \geq E(\tilde{u}(T)), \tag{10.37}
\]

so \(u\) satisfies the blow-up criterion (2.15) at \(t = T\) and blows up.

Thus we conclude that if \(u\) is global, then \(\Lambda_+(T) = \emptyset\) for all \(T \in (0, T_\ast^z) \setminus I\). Moreover, if \(T \gtrsim |\log \delta|\) then using (10.18) and (10.22) together with the above
estimates, we obtain

\[ \tilde{u}(T) = \sum_{k \in \Lambda_0(T)} [\sigma_k \tilde{Q} + b_k^+(T)Y^+](x - \xi_k(T)) + O(\delta^4), \]

\[ |b_k^+(T)| \lesssim \delta^2, \quad \sum_{k \in \Lambda_0(T)} |z_k - \xi_k(T)| \lesssim \delta, \]

\[ (10.38) \]

where the error term is bounded in \( \mathcal{H} \). In particular, if \( \Lambda_0(T) = \emptyset \) or all \( k \) are in the decaying case, then \( u \) is also small at \( t = T \), so it is global and decaying. We may apply Lemma 4.1 to modulate \((\xi_k(T))_{k \in \Lambda_0(T)}\) to a unique \((\xi_k(T))_{k \in \Lambda_0(T)}\) with the orthogonality condition with the difference

\[ |\xi(T) - z(T)| \lesssim q(D_{\tilde{z}_k(T)}) + \delta^4 \sim \delta^4, \]

\[ (10.39) \]

which does not affect the above estimates. Thus we have obtained

**Theorem 10.2** For any \( N \in \{1, 2, 3, 4, 5\} \), \( \alpha \in (0, \infty) \), \( p \in (2, p^*(N)) \) and \( K \in \mathbb{N} \), there exist \( \delta^*_N \in (0, 1) \) and \( C_X \in (1, \infty) \) such that the following hold. Let \( z \in (\mathbb{R}^N)^K \), \( \sigma \in \{\pm 1\}^K \) and let \( u \) be a solution of (1.1) in \( \mathcal{H} \), satisfying

\[ E_0(\tilde{u}(0), z) \leq \delta, \quad q(D_z) \leq \delta^{C_X} \]

\[ (10.40) \]

for some \( \delta \in (0, \delta^*_N] \). Let \( u_k \) be the solution of (1.1) defined by (10.14) for each \( k = 1, \ldots, K \) with the maximal existence time \( T_k^* \in (0, \infty) \). Then there is an open set \( I \subset \mathbb{R} \) with \( |I| \leq C_X |\log \delta| \) such that for each \( T \in [0, \infty) \setminus I \) we have the decomposition (10.32) of \{1, \ldots, K\} into the three cases. \( \Lambda_-(T) \) and \( \Lambda_+(T) \) are non-decreasing for \( T \) and for small perturbation of the initial data \( \tilde{u}(0) \). If \( a_k^+ := a_k^+(\tilde{z}) \tilde{u}(0) \) for some \( \tilde{z} \in (\mathbb{R}^N)^K \) satisfies \( C_X^2 E_0(\tilde{u}(0), \tilde{z}) \leq C_X |a_k^+| \leq 1 \), then \( k \in \Lambda_{\sigma_k \text{sign} a_k^+}(0) \).

If \( \Lambda_+(T) \neq \emptyset \) for some \( T < T^*_z := \frac{1}{6} D_z - \frac{1}{2} \), then \( u \) blows up. For each \( k \in \Lambda_0(T) \), we have the estimates (10.30) around the 1-soliton. If \( T \in (0, T^*_z) \setminus I \) and \( \Lambda_+(T) = \emptyset \), then there is \( z(T) = (z_k(T))_{k \in \Lambda_0(T)} \in (\mathbb{R}^N)^{\#\Lambda_0(T)} \) such that

\[ v := \tilde{u}(T) - \sum_{k \in \Lambda_0(T)} \sigma_k \tilde{Q}(x - z_k(T)) \in \mathcal{Y}_X^0(T), \]

\[ (10.41) \]

\[ |p^+(z_k)v| \leq C_X \delta^2, \quad \|P_{\perp}u(z(T))v\|_{\mathcal{H}} \leq C_X \delta^4, \quad |z_k(T) - z_k| \leq C_X \delta. \]

In short, if we avoid the transition time \( |I| \lesssim |\log \delta| \), then either the solution settles down in a neighborhood of solitons (of a smaller number) or blows up.

Therefore, if we start with sufficient distance of solitons \( q(D_z) \ll 1 \), then we may repeat applying Theorem 6.1 and the above one, until we get \( \Lambda_+(T) \neq \emptyset \) (blow-up) or \( \Lambda_0(T) = \emptyset \) (decaying). Note that the solitons cannot get essentially closer, under the soliton repulsivity condition (5.19).

Thus we conclude that under the soliton repulsivity condition, all solutions starting near \( K \)-solitons should be either decaying, blowing-up, or getting around some \( J \)-solitons with \( J \leq K \). Under the strong repulsivity condition, every \( u \) in the last case
is indeed an asymptotic $J$-soliton, by Lemma 8.1. The repulsivity conditions are valid if $K = 2$ with $\sigma_1 \sigma_2 = -1$. In more general case, however, it is possible that solitons get closer, violating the condition (10.40) after some time.

Note also that we can not simply repeat the above theorem by itself to follow the full-time dynamics around $K$-solitons, because of the time limit $T < T^*_z$.

## 11 Difference Estimate Around Collapsing Solitons

In this section, we consider the difference estimate for two solutions while some of solitons are collapsing as above.

### 11.1 Difference Estimate During the Collapse

Under the assumption of Theorem 10.2 on the solution $u$, let $T \in (0, T^*_z) \setminus I$ with $\Lambda_+(T) = \emptyset$. Let $u^\diamond$ be another solution starting close to $u$ at $t = 0$, and define $u^\diamond_k$ for $k = 0, \ldots, K$ in the same way as $u_k$, namely by (10.14). Let $u' = u^\diamond - u$ and $u'_k := u^\diamond_k - u_k$. Then (10.18) applied to $u^\diamond$ implies

$$t \in [0, \min(T^{\diamond\circ}, T_k^{\diamond\circ}))$, $x \in \Omega_k(t) \implies u_k^\diamond(t, x) = u^\diamond(t, x)$, \hspace{1cm} (11.1)$$

where $T^{\diamond\circ}$, $T_k^{\diamond\circ}$ denote the maximal existence times of $u^\diamond$ and $u^\diamond_k$, respectively. Hence we have the same identities for the differences $u'_k$, $u'$ as long as they exist.

Assuming that $\|\vec{u}'(0)\|_{\mathcal{H}} \leq \delta \ll \delta^*_X$, we may apply Theorem 10.2 also to $u^\diamond$, which yields the transition time $I^\diamond$ for $u^\diamond$ with $|I^\diamond| \lesssim |\log \delta|$. For $T \in (0, T^*_z) \setminus (I \cup I^\diamond)$, we have the classification of the localized solutions $u_k$ by $\Lambda_+(T)$ and of $u_k^\diamond$ by $\Lambda_\diamond_+(T)$ for $\diamond = 0, \pm$. We want to estimate the difference $\vec{u}'$ under the assumption

$$\Lambda_\diamond(T) = \Lambda_\diamond^\circ(T)$ $(\diamond = 0, \pm)$, \hspace{1cm} \Lambda_+(T) = \Lambda_+(T) = \emptyset$, \hspace{1cm} (11.2)$$

namely the same classification for $u_k$ and $u_k^\diamond$ with no blow-up.

For each $k \in \Lambda_-(T) = \Lambda_-(T)$, $u_k$ and $u_k^\diamond$ are uniformly bounded for $t \geq 0$ and small for $t \geq T$. On one hand, the standard argument for the Lipschitz dependence on the initial data yields on $t \leq T$

$$\|u_k'(t)\|_{\mathcal{H}} \lesssim e^{C_\delta t} \|\vec{u}'(0)\|_{\mathcal{H}}$, \hspace{1cm} (11.3)$$

for some constant $C_\delta > 0$ dependent only on $N$, $p$. On the other hand, since $\|\vec{u}_k\|_{\mathcal{H}} \leq \delta^5$ is uniformly small for $t \geq T$, the equation for $u'_k$ becomes essentially free. More precisely, we have

$$\left(\partial_t^2 - \Delta + 1 + 2\alpha \partial_t\right)u'_k = f(u_k^\diamond) - f(u_k) = O(|u_k|^{p-1}|u'_k| + |u'_k|^p), \hspace{1cm} (11.4)$$
and the same argument as for Lemma 5.1 yields (actually this case is much easier)

\[
\sup_{t \geq T} e^{\mu t - T} \| \hat{u}_k'(t) \|_{\mathcal{H}} \lesssim \| \hat{u}_k'(T) \|_{\mathcal{H}}, \tag{11.5}
\]

for some constant \( \mu > 0 \) depending only on \( N, \alpha \). Then, combining the growth bound (11.3) and the decay (11.5), we obtain

\[
\| \hat{u}_k'(t) \|_{\mathcal{H}} \lesssim e^{\mu (T-t) + C_k T} \| \hat{u}_k'(0) \|_{\mathcal{H}} \quad (t \geq T). \tag{11.6}
\]

Extending \( I \) and \( I^c \) after \( T \) in length \( O(|\log \delta|) \), we may improve this bound to

\[
t \geq T \implies \| \hat{u}_k'(t) \|_{\mathcal{H}} \lesssim \delta^6 \| \hat{u}_k'(0) \|_{\mathcal{H}}. \tag{11.7}
\]

For each \( k \in \Lambda_0(T) = \Lambda_0^c(T) \), we may apply the difference estimate around 1-soliton of Lemma 9.2 to \( u_k \) and \( u_k^\circ \). Let \( \xi_k \in C([-T, T]; \mathbb{R}^N) \) be the soliton center for \( u_k \) with the orthogonality \( v_k := \hat{u}_k - \sigma_k \bar{Q}(x - \xi_k) \in \mathcal{H}_1(\xi_k) \). Let

\[
\delta_1 := \| \hat{u}_k \|_{L^\infty_t(0, T; \mathcal{H})} + \delta, \quad b_k^+: = p^+(\xi_k) v_k, \quad b_k^\circ+ := p^+(\xi_k) \hat{u}_k'.
\]

We have \( \delta_1 \sim \delta \geq \| \hat{u}'(0) \|_{\mathcal{H}} \). Hence, if \( \delta \ll \delta_m \) and

\[
\delta_1 \| \hat{u}_k'(0) \|_{\mathcal{H}} \leq \delta_m \| \hat{b}_k'(0) \|,
\]

then Lemma 9.2 implies that for \( t \in [0, T] \),

\[
|e^{-v^+ t} b_k^+ - b_k^\circ + (0)| \leq \frac{1}{q} \| b_k^\circ + (0) \|, \quad \delta_1 \| \hat{u}_k' \|_{\mathcal{H}} \leq C_m \delta_m \| b_k^\circ + \|.
\]

Note that the condition (9.54) in the lemma holds on \([0, T] \), since \( k \in \Lambda_0(T) = \Lambda_0^c(T) \) implies \( \| v_k \|_{\mathcal{H}} + \| v_k^\circ \|_{\mathcal{H}} \lesssim \delta \ll \delta^{1/3} \).

We need to relate the decomposition in the different coordinates at \( t = 0 \):

\[
|b_k^+ (0) - p^+(\xi_k) \hat{u}'(0)| = |(p^+(\xi_k) - p^+(\xi_k)) \hat{u}_k'(0) - p^+(\xi_k) \hat{u}_k'(0) - \hat{\chi}_k \hat{u}'(0)|
\]

\[
\lesssim |(\cdot \hat{\chi}_k(0) - \xi_k| + q(\frac{1}{3} D\xi_k)) \| \hat{u}'(0) \|_{\mathcal{H}} \lesssim \delta_D^{1/3} \| \hat{u}'(0) \|_{\mathcal{H}},
\]

where (10.28) is used. Hence the condition (11.9) is satisfied (using \( \delta_D \ll \delta^3 \)), if

\[
C \delta \| \hat{u}'(0) \|_{\mathcal{H}} \leq \delta_m \| p^+(\xi_k) \hat{u}'(0) \|,
\]

for some constant \( C \in (1, \infty) \).
Then we may continue the difference estimate for \( t \geq T \) with
\[
\| \tilde{u}'(T) - \sum_{k \in \Lambda_0(T)} \tilde{u}'_k(T) \|_\mathcal{H} \\
\leq \sum_{l \in \Lambda_-(T)} \| \tilde{u}'_l(T) \|_{\mathcal{H}(\Omega'_k(T))} + \sum_{k \in \Lambda_0(T)} \| \tilde{u}'_k(T) \|_{\mathcal{H}(\mathbb{R}^N \setminus \Omega'_k(T))} + \| \tilde{u}'(0) \|_\mathcal{H} \\
\leq \sum_{0 \leq l \leq K} \delta^{6} \| \tilde{u}'_l(0) \|_\mathcal{H} \leq \delta^{6} \| \tilde{u}'(0) \|_\mathcal{H},
\]
(11.13)
where the first inequality uses (10.18) for \( T < T^*_z \), and the second inequality uses the damped decay estimate (11.7) for \( l \in \Lambda_-(T) \) as above, and similarly for the other terms by the argument of (10.22)–(10.23) applied to the difference. Apply Lemma 4.1 to \( \delta^* \) there exist \( \delta^* \in (0, \delta^*_N) \) using (10.39) and that the radius of \( \mathcal{H} \) for some \( k \in \Lambda_0(T) \), we have, using (10.39) and that the radius of \( \Omega_k(T) \) > \( D_z/2 \),
\[
|b^{+'}_k(T) - a^{+'}_k(T)| = |(p^+(\zeta_k) - p^+(z_k)) \tilde{u}'_k - p^+(z_k)(\tilde{u}' - \tilde{u}'_k)| \\
\leq |\zeta_k - z_k| \| \tilde{u}'_k \|_\mathcal{H} + q(\frac{1}{2}D_z)[\| \tilde{u}' \|_\mathcal{H} + \| \tilde{u}'_k \|_\mathcal{H}],
\]
(11.14)
Combining the above estimates (11.12)–(11.14) with (11.10), we obtain
\[
\delta \| \tilde{u}'(0) \|_\mathcal{H} \leq \delta^*_m |a^{+'}(T)|,
\]
(11.15)
where \( \tilde{u}'(0) \) is absorbed by the last term, since we have (11.12). Thus we have obtained

**Lemma 11.1** For any \( N \in \{1, 2, 3, 4, 5\} \), \( \alpha \in (0, \infty) \), \( p \in (2, p^*(N)) \) and \( K \in \mathbb{N} \), there exist \( \delta^*_N \in (0, \delta^*_N) \) and \( C_\mathcal{H} \in [C_\mathcal{H}, \infty) \) such that the following hold. Let \( u, u^0 \) be two solutions of (1.1) in \( \mathcal{H} \), both satisfying the assumption of Theorem 10.2 for the same \( z \in (\mathbb{R}^N)^K \), \( \sigma \in \{\pm\}^K \) and \( \delta \in (0, \delta^*_N) \). Let \( I, I^0 \subset \mathbb{R} \) be the open sets, and \( \Lambda^0(T), \Lambda^0_+(T) \subset \{1, \ldots, K\} \) be the index sets, given by the theorem respectively for \( u \) and \( u^0 \). Then there is an open set \( \tilde{I} \subset \mathbb{R} \) satisfying \( I \cup I^0 \subset \tilde{I}, |\tilde{I}| \leq C_\mathcal{H} |\log \delta| \) and the following properties. Let \( T \in (0, T^*_z) \setminus \tilde{I} \) and suppose that \( \Lambda^0(T) = \Lambda^0_+(T) \) for all \( \diamond = 0, \pm \) with \( \Lambda^0_+(T) = \emptyset \). Let \( u' := u^0 - u \) and suppose that
\[
a^{+'}_k(0) := p^+(z_k)u'_k(0) \implies \delta \| u'(0) \|_\mathcal{H} \leq \delta^*_N |a^{+'}_k(0)|
\]
(11.16)
for some \( k \in \Lambda_0(T) \). Then
\[
|e^{-\nu^T} a^{+'}_k(T) - a^{+'}_k(0)| \leq \frac{1}{2} |a^{+'}_k(0)|, \quad \delta \| u'(T) \|_\mathcal{H} \leq C_\mathcal{H} \delta^*_N |a^{+'}_k(T)|,
\]
(11.17)
where \( a^{+'}_k(T) := p^+(z_k(T))u'(T) \) is defined for the decomposition in (10.41).
In short, if two nearby solutions have the same behavior during the collapse, in terms of the localized solutions $u_k$ without the blow-up case, and if some of the unstable modes around the surviving solitons is initially dominant in the difference, then that component is exponentially growing and remains dominant after the collapse.

11.2 Difference Estimate Around 2-to-1 Solitons

The dominant unstable modes grow exponentially in the above lemma in the same fashion as in Sect. 9. Hence we may combine those estimates to consider difference estimates around asymptotic 1-solitons starting near repulsive 2-solitons.

Let $u, u^\circ$ be two global solutions of (1.1) in $H$ starting near a 2-soliton $Q_\Sigma := \sigma_1 Q(x - z_1) + \sigma_2 Q(x - z_2)$ with $K = 2$ and $\sigma_1\sigma_2 = -1$,

$$\mathcal{E}_0(\tilde{u}(0), z) + \mathcal{E}_0(\tilde{u}^\circ(0), z) \leq |\delta_0|^2 \ll 1, \quad q(D_{\varepsilon}) \leq \delta_D \ll 1. \quad (11.18)$$

Assuming $\delta_0 \ll \delta_0^*$, we may apply Theorem 6.1 to both $u, u^\circ$ with some $\delta_2 \in (0, \delta^*_2)$ satisfying $\delta_0 \ll \delta_2$. Let $z \in C^1([0, T_3); (\mathbb{R}^N)^2)$ be the unique centers for $u$ given by Lemma 4.1 for the orthogonality $v \in \mathcal{Y}_k^\circ(z)$, and $a_k^+ := p^+(z_k)v$ as before. We may assume without losing generality by symmetry that the collapsing time is earlier for $u$ than $u^\circ$ and for the $Q_2$ part than the $Q_1$ part, namely

$$T_3 \leq T_3^0, \quad T_3 < \infty \implies |a_2^+(T_3)| \sim \delta_2. \quad (11.19)$$

Assuming $\delta_D \leq \delta_2 \ll \delta_m^*$, we may apply Lemma 9.1 to the difference of $u' := u^\circ - u$ for any $\delta_3 \in (0, \delta_m^*)$ satisfying

$$q(D_{\varepsilon(0)}) + \|v\|_{L^\infty(0, T_3; H)} + \|\tilde{u}'(0)\|_H \leq \delta_3, \quad \delta_3\|\tilde{u}'(0)\|_H \leq \delta_m^*|a_1^{+\prime}(0)|. \quad (11.20)$$

We may choose $\delta_3 \sim \delta_2$. Then $T_3 \leq T_3^0$ implies (9.54) for $t < T_3$, since otherwise $|a^{+\circ}| \geq |a^+| - |a^+| \sim \delta_3^{1/3} \gg \delta_2$ and so $T_3^0 < T_3$. Note that the orthogonality does not matter thanks to Theorem 6.1-(2). Thus we obtain for $t < T_3$ from the lemma

$$|e^{-m}a_1^{+\prime} - a_1^{+\prime}(0)| \leq \frac{1}{2}|a_1^{+\prime}(0)|, \quad |e^{-m}a^{+\prime} - a^{+\prime}(0)| \leq \frac{1}{4}|a^{+\prime}(0)|,$$

$$\delta_3\|\tilde{u}'\|_H \leq C_m\delta_m^*|a_1^{+\prime}|,$$

$$\|P_\perp(z)\tilde{u}\|_H \leq C_me^{C_m\delta_m^*} \|\tilde{u}'(0)\|_H \leq C_m(\delta_3 + |a^{+\prime}|)|a^{+\prime}|. \quad (11.21)$$

If $T_3 = \infty$ then $|a_1^{+\prime}| \sim |e^m a_1^{+\prime}(0)| \rightarrow \infty$ as $t \rightarrow \infty$ is contradicting that $\|v\|_H + \|v^{+\circ}\|_H \ll 1$ for all $t < \infty = T_3 = T_3^0$. Hence $T_3 < \infty$.

Starting from $t = T_3 < \infty$, we apply Lemma 11.1 to the difference $u' = u^\circ - u$ with some $\delta_4 \in (0, \delta_m^*)$ satisfying

$$\mathcal{E}_0(\tilde{u}(T_3), z(T_3)) + \mathcal{E}_0(\tilde{u}^\circ(T_3), z(T_3)) \leq \delta_4, \quad q(D_{\varepsilon(T_3)}) \leq \delta_4^C \chi, \quad \delta_4\|\tilde{u}'(T_3)\|_H \leq \delta_4^C|p^+(z_k)\tilde{u}'(T_3)|. \quad (11.22)$$
We may choose $\delta_4 \sim \delta_2$ assuming
\begin{equation}
\delta_D \ll \delta_2^{Ck}, \quad \delta_2 \ll \delta_1^\ast.
\end{equation}
(11.23)

Note that $q(D_\delta) \lesssim q(D_{T(0)})$ for $t \leq T_3$ by Theorem 6.1 with (7.4).

For the open set $I \subset \mathbb{R}$ given by the lemma, we have $|I| \lesssim |\log \delta_4| \sim |\log \delta_2|$, and for each $T_3 \in [T_3, T_4] \setminus I$ with
\begin{equation}
T_4^\ast := T_3 + T_4^\ast(z(T_3)),
\end{equation}
(11.24)
we have the decomposition $\{1, 2\} = \Lambda_0(T_4) \cup \Lambda_\ast(T_4) = \Lambda_0^\ast(T_4) \cup \Lambda_\ast(T_4)$. $\Lambda_\ast(T_4) = \Lambda_\ast^\ast(T_4) = \emptyset$ since we assumed that both $u, u^\circ$ are global.

Now suppose that both $u, u^\circ$ keep the $Q_1$ soliton, namely $1 \in \Lambda_0(T) \cap \Lambda_0^\ast(T)$ for all $T \in [T_3, \infty) \setminus I$. Then $|a_1^+(T_3)| + |a_1^+(T_3)| \lesssim \delta_2^2$ and
\begin{equation}
|a_2^+(T_3)| \lesssim \delta_3^3 |a_1^+(T_3)| \lesssim \delta_3^3 \delta_2^2.
\end{equation}
(11.25)

Hence choosing $\delta_3 \geq C\delta_2$ for a sufficiently large constant $C$, we may deduce that $|a_2^+(T_3)| \sim \delta_2$ implies $|a_2^+(T_3)| \sim \delta_2$, so $2 \in \Lambda_\ast(T) \cap \Lambda_\ast^\ast(T)$.

Thus we obtain $\Lambda_\ast(T_4) = \Lambda_\ast^\ast(T_4)$ for all $\diamond = 0, \pm$, thereby the assumptions of Lemma 11.1 are fulfilled. Then the estimates of the lemma imply
\begin{equation}
a_1^+(T_4) \sim e^{v^+(T_4-T_3)}a_1^+(T_3), \quad \delta_4 \|u^+(T_4)\|_{\mathcal{H}} \lesssim |a_1^+(T_4)| \lesssim \delta_4^2.
\end{equation}
(11.26)

Moreover, since $\{1\} = \Lambda_0(T)$ and $\{2\} = \Lambda_\ast(T)$ for all $T \geq T_4$, we have a unique $z_1 \in C^1([T_4, \infty); \mathbb{R}^N)$ such that
\begin{equation}
v := \tilde{u} - \sigma_1 \tilde{Q}(x - z_1) \in \mathcal{N}_1^\ast(z_1), \quad |a^+(z_1)v| \lesssim \delta_3^2, \quad \|P_{\perp}^{c}(z_1)v\|_{\mathcal{H}} \lesssim \delta_3^4.
\end{equation}
(11.27)

Let $a_1^+ := p^+(z_1)v, a_1^\circ := p^+(z_1)v^\circ$ and $a_1^\ast := p^+(z_1)v^\ast$ as before. Then we may apply Lemma 9.2 to the difference $u' = u^\circ - u$ starting from $t = T_4$, with some $\delta_5 \in (0, \delta_4^\ast)$ such that
\begin{equation}
\|v\|_{L^\infty_T(\mathbb{R}^N; \mathcal{H})} \leq \delta_5, \quad \|u^+(T_4)\|_{\mathcal{H}} \leq \delta_5, \quad \|u^+(T_4)\|_{\mathcal{H}} \leq \delta_5^\ast |a_1^+(T_4)|.
\end{equation}
(11.28)

The above estimates allow us to choose $\delta_5 \sim \delta_4 \sim \delta_2$. Then for $t \geq T_4$ and as long as $|a_1^+|^3 < \delta_5$, we have
\begin{equation}
a_1^+(t) \sim e^{v^+(t-T_4)}a_1^+(T_4), \quad \delta_5 \|u^+(t)\|_{\mathcal{H}} \lesssim |a_1^+|,
\end{equation}
(11.29)

\[\|P_{\perp}^{c}(z_1)u^+(T_4)\|_{\mathcal{H}} \lesssim e^{C\delta_5^1 T} \|u^+(T_4)\|_{\mathcal{H}} + (\delta_5 + |a_1^+(t)|) |a_1^+(t)|.\]
Then we have $|a_1^{+\sigma}| \gg \|
u^0\|_H^2$ after some time and before $|a_1^{+'}|$ reaches $\delta_5^{1/3}$, so Theorem 6.1-(2) implies that $u^+$ exits the neighborhood of $Q_1$. Thus we conclude that it is impossible for both $u$, $u^0$ to keep the $Q_1$ part with the initial difference (11.20), as well as all the size assumptions on the parameters.

By contraposition, if both $u$, $u^0$ keep the $Q_1$ part, then under the closeness to the 2-soliton and the distance condition,

$$E_0(u(0), z)^{1/2} + E_0(u^0(0), z)^{1/2} \leq \delta_2 \ll \min(\delta_2^*, \delta_m^*, \delta_Y^*), \quad q(D_z) \leq \delta_2^{C x + 1}$$

(11.30)

we have, cf. (11.20),

$$|a_1^{+'}(0)| \lesssim \delta_2 \|\nu'(0)\|_H.$$  

(11.31)

Thus we have obtained

**Theorem 11.2** For any $N \in \{1, 2, 3, 4, 5\}$, $\alpha \in (0, \infty)$ and $p \in (2, p^*(N))$, there exist $\delta_L^* \in (0, 1)$ and $C_L \in (1, \infty)$ such that the following hold. Let $u^0$, $u^1$ be two solutions of (1.1) in $H$ satisfying initially for some $\sigma \in \{\pm 1\}^2$, $z \in (\mathbb{R}^N)^2$, and $\delta \in (0, \delta_L^*)$,

$$E_0(u^n(0), z) \leq \delta^2, \quad q(D_z) \leq \delta^{C_L}, \quad \sigma_1 \sigma_2 = -1,$$

(11.32)

and asymptotic solitons with $Q_1$, namely

$$\lim_{t \to \infty} ||u^n(t) - \sigma_1 \tilde{Q}(x - z^n_1(t)) - \theta_n \sigma_2 \tilde{Q}(x - z^n_2(t))||_H = 0$$

(11.33)

for some $z^n : [0, \infty) \to (\mathbb{R}^N)^2$ and $\theta_n \in \{0, 1\}$ for each $n = 0, 1$. Then the initial difference $\bar{u}'(0) := u^1(0) - u^0(0)$ satisfies

$$|p^+(z_1)\bar{u}'(0)| \leq C_L \delta \|\bar{u}'(0)\|_H.$$  

(11.34)

Note that the modulation of centers does not essentially affect the estimate (11.34), so we do not need to assume the orthogonality for either of $u^n$.

When $C_L \delta > 0$ is small enough, the unstable component on the left side may be removed from the right side. In other words,

$$|p^+(z_1)\bar{u}'(0)| \lesssim C_L \delta ||p^+(z_2)\bar{u}'(0)||_H + ||P_{\perp}(z)\bar{u}'(0)||_H.$$  

(11.35)

This means that $p^+(z_1)\bar{u}(0)$ is uniquely determined by the other components: $p^+(z_2)\bar{u}(0)$ and $P_{\perp}(z)\bar{u}(0)$, among asymptotic solitons with $Q_1$ starting in a small neighborhood of $Q_\Sigma$. Moreover, the dependence is Lipschitz continuous with the smaller Lipschitz constant in the smaller neighborhood.

In the special case where both $u^\alpha$ are asymptotic 2-solitons, namely $\theta_0 = \theta_1 = 1$, the above theorem applies as well after switching $Q_1$ and $Q_2$, thereby we obtain

$$|p^+(z)\bar{u}'(0)| \lesssim C_L \delta \|P_{\perp}(z)\bar{u}'(0)\|_H.$$  

(11.36)
This is the uniqueness and Lipschitz dependence of the asymptotic 2-solitons, which was proven in [8].

12 Dynamical Classification Around 2-Solitons

We are now ready to construct the manifolds of asymptotic 1-solitons, near and approaching that of asymptotic 2-solitons, and simultaneously to classify the full-time dynamics of all solutions in the small neighborhood of 2-solitons.

12.1 Coordinate Around 2-Solitons

Let $K = 2$, $z^* \in (\mathbb{R}^N)^2$, $\sigma \in \{\pm 1\}^2$ satisfy

$$D_{z^*} \geq C_D, \quad \sigma_1 \sigma_2 = -1,$$

(12.1)

for some constant $C_D \in (1, \infty)$ to be chosen large. Let

$$\bar{Q}_k^* := \sigma_k \bar{Q}(x - z_k^*), \quad \bar{Q}_\Sigma^* := \sum_{k=1}^2 \bar{Q}_k^*, \quad (12.2)$$

and consider the solution $u$ of (1.1) with any initial data $\bar{u}(0) \in \mathcal{H}$ satisfying

$$\|\bar{u}(0) - \bar{Q}_\Sigma^*\|_{\mathcal{H}} \ll 1.$$  

(12.3)

Decompose the initial data $\bar{u}(0) \in \mathcal{H}$ as before

$$v := \bar{u}(0) - \bar{Q}_\Sigma^*, \quad a_k^+ := p^+(z_k^*)v, \quad \beta := P_\perp^{u}(z^*)v, \quad (12.4)$$

for $k = 1, \ldots, K$. Lemma 3.1 allows us to use, choosing $C_D \geq D_*$,

$$v \in \mathcal{H} \leftrightarrow (a_k^+, \beta) \in \mathbb{R}^K \oplus \mathcal{Y}_\perp^{u}(z^*), \quad (12.5)$$

as coordinates for the initial data $\bar{u}(0)$. We consider initial data in the region

$$(a^+_k, \beta) \in \mathbb{R}^2 \oplus \mathcal{Y}_\perp^{u}(z), \quad |a^+_k| \leq \delta_\wedge, \quad \|\beta\|_{\mathcal{H}} \leq \delta_\wedge, \quad (12.6)$$

for some constant $\delta_\wedge \in (0, 1)$ to be chosen small.

We will impose several size conditions on $C_D$ and $\delta_\wedge$. All of them are satisfied by choosing sufficiently small $\delta_\wedge$, depending only on $N, \alpha, p$, and sufficiently large $C_D$, depending only on $N, \alpha, p, \delta_\wedge$. 
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12.2 Existence of 2-Solitons

First we recall the existence of 2-solitons from [8] in our notation. The proof is by a simple topological argument and had been worked out for other equations without damping as well (see [9] for the case of the nonlinear Klein-Gordon equation).

Fix any \( z^* \in (\mathbb{R}^N)^2 \) and \( b \in \mathcal{H}(\mathbb{R}^N) \) satisfying the above conditions. Imposing \( q(C_D)^{1/2} \ll \delta_0 \ll \delta_2 \), we have

\[
\mathcal{E}_0(\tilde{u}(0)) \leq \mathcal{E}_0(\tilde{u}(0), z^*) \lesssim \delta_2^2 + q(C_D) \sim \delta_0^2 \ll |\delta^*_0|^2.
\] (12.7)

Apply Theorem 6.1 with some \( \delta_2 > 0 \) satisfying \( \delta_0 \ll \delta_2 \leq \delta^*_0 \) to the solution \( u \) with any initial data in the region (12.6). Suppose for contradiction that the theorem yields \( T_3 \leq \infty \) for every such \( u \).

Let \( z \in C^1([0, T_3]; (\mathbb{R}^N)^2) \) be given by the theorem with the orthogonality \( v = \tilde{u} - \tilde{Q}_\Sigma \in \mathcal{H}(\mathbb{R}^N) \). The theorem implies \( \|v\|_{\mathcal{H}} \lesssim \delta_2 \) and \( q(D_z) \lesssim \delta_0^2 \) for \( t \leq T_3 \).

Consider another decomposition \( v(t) = \tilde{u}(t) - \tilde{Q}_\Sigma^* \) with \( z^*(t) \) solving (4.2) with the initial data \( z^*(0) = z^* \). Then \( p^j(z^*_k) \) are conserved for all \( j = 1, \ldots, N \) and \( k = 1, \ldots, K \), and Lemma 4.1 implies, if \( \delta_0^2 \ll q(1/\delta_I) \) and \( \delta_2 \ll \delta_I \), then for \( t \leq T_3 \)

\[
|z(t) - z^*(t)| \lesssim |a^| \lesssim \delta_0,
|a^+(t) - a^+(t)| \lesssim |z^*(t) - z(t)|[\|v(t)\|_{\mathcal{H}} + q(D_z)] \ll \delta_0.
\] (12.8)

Let \( T \geq 0 \) be the first time where \( |a^+(T)| = \delta_0 \). Theorem 6.1 implies that \( \delta_0 \ll \|v(t)\|_{\mathcal{H}} \ll \delta_2 \) at some \( t \in [0, T_3] \), and also \( \|v\|_{\mathcal{H}} \sim |a^| \) at any such \( t \). Hence the above estimate implies that \( T \in [0, T_3] \). Moreover, \( \mathcal{E}_0(\tilde{u}(T), z(T)) \lesssim \delta_0^2 \ll \delta_0 \sim |a^+(T)| \) implies \( T \geq T_1 \). Thus we obtain a mapping defined on the closed ball:

\[
\mathcal{X} : a^+ \in B(\delta_0) := \{a \in \mathbb{R}^2 \mid |a| \leq \delta_0\} \mapsto a^+(T) \in \partial B(\delta_0).
\] (12.9)

Note that \( a^+ \) also satisfies (4.6), namely

\[
|\partial_t - v^+|a^+| \lesssim q(D_z^*) + \|v\|^2_{\mathcal{H}}.
\] (12.10)

because \( z^* \) solves the equation (4.2). Hence we have around \( t = T \)

\[
\partial_t |a^+|^2 = 2v^+|a^+|^2 + O(\delta_0^3) \sim \delta_0^2 > 0.
\] (12.11)

This uniform growth of \( |a^+| \) around \( t = T \), together with the local well-posedness of the Cauchy problem, implies that the mapping \( \mathcal{X} \) is continuous. Hence \( \mathcal{X} \) is a retraction of \( B(\delta_0) \) onto \( \partial B(\delta_0) \), but such a mapping does not exist, which is a contradiction.

Hence there exists at least one \( a^+ \in \mathbb{R}^2 \) such that Theorem 6.1 yields \( T_1 = T_2 = T_3 = T^* = \infty \), namely the solution \( u \) staying forever near \( \tilde{Q}_\Sigma \). Then the strong repulsivity (7.12) for \( K = 2 \) with \( \sigma_1 \sigma_2 = -1 \), or the estimate (7.3) for \( t < T_5 = \infty \),
implies that \(D_z \to \infty\) as \(t \to \infty\). Then Lemma 8.1 implies that \(u\) is indeed an asymptotic 2-soliton.

The above argument may be applied to the more general \(K\)-soliton case under the soliton repulsivity condition (5.19) to show existence of a solution \(u\) staying forever near \(Q_\Sigma\). If we have the strong repulsivity condition (7.12), then it is an asymptotic \(K\)-soliton by Lemma 8.1.

### 12.3 Dynamics Around the 2-Soliton

We have seen above that if \(\delta_\circ > 0\) is small enough and \(C_D > 1\) is large enough, then for any \(z^* \in (\mathbb{R}^N)^2\) with \(D_z^* \geq C_D\) and any \(\beta \in \mathcal{Y}_\perp^u(z^*)\) with \(\|\beta\|_\mathcal{H} \leq \delta_\circ\), there is at least one choice of \(a^+ \in \mathbb{R}^2\) with \(|a^+| \leq \delta_\circ\) such that the corresponding solution \(u\) is an asymptotic 2-soliton. Moreover, by the result of [8] or Theorem 11.2, such \(a^+\) is unique, provided that \(\delta_\circ \ll \delta^*_L\) and \(C_D \gg C_L |\log \delta^*_L|\). Moreover, it is given by some Lipschitz function \(G\) in the form

\[
a^+ = G(\beta). \quad (12.12)
\]

This has been established in [8], so the main task in this paper is to investigate the other solutions, where we need to distinguish the direction of instability \(a^+\) in \(\mathbb{R}^2\).

Consider a region of initial data in the form

\[
(a^+, \beta) \in \mathbb{R}^2 \oplus \mathcal{Y}_\perp^u(z), \quad \max(|a^+_1|, |a^+_2|) \leq \delta_\circ/\sqrt{2}, \quad \|\beta\|_\mathcal{H} \leq \delta_\circ. \quad (12.13)
\]

Let \(u^o\) be another solution with initial data in this region satisfying for some \(\tau \in \{\pm 1\}^2\)

\[
\tau_k \sigma_k a^+_k > \frac{1}{2} \|\beta^{'}\|_\mathcal{H} \quad (k = 1, 2), \quad (12.14)
\]

where \(u^{'} := u^o - u, a^{+'}_k := P^+(z^*)u^{'}(0)\) and \(\beta^{'} := P^c_\perp (z^*)u^{'}(0)\). Denote the set of such initial data by \(A_{\tau_1, \tau_2}\). We may apply Lemma 9.1 with a small constant \(\delta \in (0, \delta^*_m)\) for both \(k = 1, 2\), provided that \(\delta_\circ + q(C_D)^{p_3} \ll \delta^*_m\). Since \(u\) is an asymptotic 2-soliton, Theorem 6.1 together with (7.4) implies

\[
|a^+| \lesssim \|v\|^2_\mathcal{H} \leq \delta^2_\circ, \quad q(D_z) \lesssim q(C_D) \quad (12.15)
\]

for all \(t \geq 0\), hence after sufficient time, the exponential growth given by the lemma implies

\[
|e^{-m} a^{+o}_k - a^{+'}_k(0)| \leq \frac{1}{4} |a^{+'}_k(0)|, \quad \| P^u_\perp(z)u^{o}\|_\mathcal{H} \lesssim (q(C_D)^{p_3} + \delta_\circ) |a^+|, \quad (12.16)
\]

for both \(k = 1, 2\). So \(a^{+o}_k\) has the same sign as \(a^{+'}(0)\) with the dominant size. Then Theorem 10.2 implies

1. If \(\tau_1 \in \{\tau_1, \tau_2\}\) then \(u^o\) blows up.
2. If \(\tau_1 = \tau_2 = -1\) then \(u^o\) is global and decaying.
provided that $\delta^2_\circ \ll \delta^*_L$ and $C_D \gg C_X|\log \delta^*_L|$. If we fix $\beta^o = \beta$, then the above regions $A_{t_1,t_2}$ are reduced to four conical regions of $a^+ \in \mathbb{R}^2$ around the point of the asymptotic 2-soliton $a^+ = G(\beta) \in \mathbb{R}^2$, which are separated by the horizontal and vertical segments emanating from $G(\beta)$.

Take any horizontal or vertical segment away from $G(\beta)$ that is connecting $A_+,-$ and either $A_+,-$ or $A_-,+$, and consider all the solutions $u^o$ starting from the initial data on the segment. By symmetry, it suffices to consider the case of $A_+,- \rightarrow A_+,-$.

For all the initial data on the segment, Theorem 10.2 implies $2 \in \Lambda^o(T)$ for some $T > 0$. If $1 \in \Lambda^o_+(T)$ then $u^o$ blows up, which is the case around the endpoint in $A_+,-$. If $1 \in \Lambda^o_-(T)$ then $u^o$ is global and decaying, which is the case around the endpoint in $A_-,+$. Since both cases are stable for initial perturbation by the theorem, there must be another case, that is when $u^o$ is an asymptotic 1-soliton with the $Q_1$ side.

If there are more than one point of the asymptotic soliton case on the segment, then their initial difference is dominated by the $a^+_1$ component, which is contradicting Theorem 11.2, provided that $\delta^2_\circ \ll \delta^*_L$ and $C_D \gg C_L|\log \delta^*_L|$. Hence there is a unique point on the segment corresponding to the $Q_1$ soliton, and the remainder is separated to the interval of blow-up and the other of decaying solutions. Thus we obtain a set of initial data for $u^o$ that are converging to the $Q_1$ solitons in the graph form of a Lipschitz function

$$a^+_1 = H_1(a^+_2, \beta), \quad \sigma_2(a^+_2 - G_2(\beta)) < 0,$$  

within the small neighborhood (12.13). By symmetry, we also obtain the graph for the $Q_2$ solitons in the form

$$a^+_2 = H_2(a^+_1, \beta), \quad \sigma_1(a^+_1 - G_1(\beta)) < 0.$$  

The uniqueness of 1-solitons (including 2-solitons) by the theorem implies

$$H_1(G_2(\beta), \beta) = G_1(\beta), \quad H_2(G_1(\beta), \beta) = G_2(\beta),$$  

thereby connecting the graphs of asymptotic $Q_1$ solitons and those of $Q_2$ at the point $G(\beta) \in \mathbb{R}^2$ of the asymptotic 2-soliton.

All the other solutions in the neighborhood are either blowing-up or decaying to 0, and both are stable for initial perturbation, by Theorems 6.1 and 10.2. Since the square region $[-\delta^2_\circ, \delta^2_\circ]/\sqrt{2}$ of $a^+$ is separated into two connected (relatively) open sets by the graphs of $H_1$ and $H_2$ that are connected at the point of $G$, and each open set should be included entirely either in the blow-up case or in the decaying case. Since one of them contains $A_{+,+}$ and the other contains $A_{-,+}$, we may determine the cases. To write it explicitly, it is convenient to extend the graph to the other side as constants:

$$\sigma_2(a^+_2 - G_2(\beta)) \geq 0 \implies H_1(a^+_2, \beta) := G_1(\beta),$$  

$$\sigma_1(a^+_1 - G_1(\beta)) \geq 0 \implies H_2(a^+_1, \beta) := G_2(\beta).$$  

(12.20)
Then the solution \( u^\circ \) is decaying to 0 in the region of initial data
\[
\sigma_1(a_1^+ - H_1(a_2^+, \beta)) < 0 \quad \text{and} \quad \sigma_2(a_2^+ - H_2(a_1^+, \beta)) < 0,
\]
while \( u^\circ \) is blowing up in the region of initial data
\[
\sigma_1(a_1^+ - H_1(a_2^+, \beta)) > 0 \quad \text{or} \quad \sigma_2(a_2^+ - H_2(a_1^+, \beta)) > 0,
\]
both within the small neighborhood (12.13). This concludes the proof of Theorem 1.1.

### 13 Multi-solitons with Symmetry

In this section, we consider \( K \)-solitons of \( K \geq 3 \) under some symmetry restrictions which ensure the strong repulsivity condition (7.12). We may consider in general symmetries with respect to any subgroup of the orthogonal group \( O(N) \) on \( \mathbb{R}^N \), but for simplicity we consider just two examples generated by reflections and permutations.

Let \( G_R \subset O(N) \) be the subgroup generated by the reflections \( R_j : x_j \mapsto -x_j \) for \( j = 1, \ldots, N \). For any non-empty \( I \subset \{1, \ldots, N\} \), let \( G_I \subset O(N) \) be the subgroup generated by the exchanges \( X_{j,k} : x_j \mapsto x_k \) for \( j, k \in I \). We consider the symmetry generated by them, namely the subgroup
\[
G := G_R \rtimes G_I \subset O(N).
\]  

#### 13.1 Odd Symmetry

Let \( I \subset \{1, \ldots, N\} \), \( \tau : I \to \{\pm 1\} \) and \( I_\pm := \tau^{-1}(\{\pm 1\}) \). Assume that \( |I_+| = |I_-| \geq 1 \). Let \( G = G_R \rtimes G_I \) be as above, and let \( \tau : G \to \{\pm 1\} \) be the unique group homomorphism satisfying
\[
\tau(R_j) = 1, \quad \tau(X_{j,k}) = \tau(j)\tau(k).
\]  

We consider the equation (1.1) under the symmetry restriction
\[
\mathcal{H}_G^\tau := \{ \varphi \in \mathcal{H} \mid \forall g \in G, \varphi(gx) = \tau(g)\varphi(x) \}.
\]
We have a one-parameter family of \( 2|I| \)-solitons in this subspace
\[
Q_\tau(r) := \sum_{i \in I} \tau(i)[Q(x - re_i) + Q(x + re_i)]
\]
for \( r \in \mathbb{R} \). The number of solitons \( 2|I| = 4|I_+| \) is at least 4. The case of \( 2|I_+| = 4 \) is included in the asymptotic solitons constructed in [14], which are in the shape of regular polygons on a plane. \( Q_\tau(r) \) satisfies the strong repulsivity condition (7.12) for
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2 of centers (4.4) is reduced to the form

\[ V(Q_\tau(r)) = -\frac{1}{2} \sum_{i \neq j} \sum_{i, j \in I, \tau_1, \tau_2 \in \{\pm 1\}} \tau(i)\tau(j)q_0(r|\tau_1e_i - \tau_2e_j|) - \sum_{i \in I} q_0(2r) \tag{13.5} \]

because of the exponential decay of \( q_0 \), and similarly for each \( i \in I \),

\[ \nabla_{z_i^\pm} V(Q_\tau(r)) = -\sum_{j \in I \setminus \{i\}} \sum_{\tau_1 = \pm 1} \tau(i)\tau(j)\frac{q_0'(\sqrt{2r}) + q_0'(2r)}{\sqrt{2}} \tag{13.6} \]

where \( z_i^\pm \) is the coordinate of the soliton at \( x = \pm re_i \).

Moreover, the reflection symmetry implies that \( \dot{z}_i^\pm \) is in the \( \pm e_i \) direction even in the full equation depending on the solution \( u \) in \( H^2_G \), and the permutation symmetry implies that the force is the same at all the soliton centers. In other words, the equation of centers (4.4) is reduced to the form

\[ \dot{z}_i^\pm = \pm e_i F(r, v), \quad F(r, v) \sim q(D_z) + O(q(D_z)^p) + \|v\|^2 \tag{13.7} \]

The expansion around the soliton is essentially the same at every point, up to a change of the sign. In particular, we have the unstable modes

\[ a_{i, +}^+ = a_{i, -}^+ = \tau(i)\tau(j)a_{j, +}^+ \tag{13.8} \]

Therefore, the dynamical analysis around \( Q_\tau(r) \) of \( r \gg 1 \) in the symmetry \( H^2_G \) is even easier than the general 2-soliton case. In particular, we can prove, by the same argument as above, existence of asymptotic \( 2|I| \)-solitons, which makes a codimension-1 Lipschitz manifold, separating the rest of small neighborhood into decaying and blow-up solutions. To state the precise result, let

\[ \mathcal{Y}_\perp^u(r; \delta)_G := \{ \varphi \in H^2_G | \forall i \in I, \omega(\varphi, Y^+(x \mp re_i)) = 0, \|\varphi\|_{H^2} < \delta \}. \tag{13.9} \]

**Proposition 13.1** There exists a small constant \( \delta = \delta(N, \alpha, p) > 0 \) such that for any \( r > 1/\delta \), non-empty \( I \subset \{1, \ldots, N\} \) and \( \tau : I \rightarrow \{\pm 1\} \) satisfying \( |\tau^{-1}(\{+1\})| = |\tau^{-1}(\{-1\})| \), there is a Lipschitz function \( H : \mathcal{Y}_\perp^u(r; \delta)_G \rightarrow (-\delta, \delta) \) with the following properties. For any \( h \in (-\delta, \delta) \) and \( \varphi \in \mathcal{Y}_\perp^u(r; \delta)_G \), let \( u \) be the solution of (1.1) with the initial data

\[ \ddot{u}(0) = \sum_{i \in I} \sum_{\tau = \pm 1} \tau(i)[\dot{Q} + hY^+](x - \tau re_i) + \varphi \in H^2_G. \tag{13.10} \]

Then its global behavior is classified by the initial data as follows.
(1) If \( h < H(\varphi) \) then \( u \) is global and decaying.

(2) If \( h = H(\varphi) \) then \( u \) is global and

\[
\vec{u}(t) = \sum_{i \in I} \sum_{\tau_1 = \pm 1} \tau(i) \vec{Q}(x - \tau_1 r(t) e_i) + o(1) \text{ in } \mathcal{H}
\] (13.11)

as \( t \to \infty \) for some \( r : [0, \infty) \to (0, \infty) \) satisfying \( r(t) \to \infty \), namely an asymptotic \( 2|I| \)-soliton.

(3) If \( h > H(\varphi) \) then \( u \) blows up in finite time.

**Proof** Since we have the strong repulsivity condition, the existence of the asymptotic \( 2|I| \)-soliton follows in the same way as in Sect. 12.2. The difference estimates in Sect. 9 is trivialized as in the 1-soliton case, because all the unstable modes are the same (up to the sign) by the symmetry, which removes all the issues from the interaction among the unstable modes. Hence we have a difference estimate similar to Lemma 9.2, although the growth rate is affected by the soliton interactions as \( e^{m(t)} \) in place of \( e^{\nu^2 t} \). We do not need the difference estimate around collapsing solitons in Sect. 11. In other words, we obtain directly from Sect. 9 a difference estimate similar to Theorem 11.2 in the case where both \( u^0, u^1 \) are asymptotic \( 2|I| \)-solitons. Thus we obtain the uniqueness and Lipschitz continuity of \( H \). For the other solutions, it suffices to note that once the solution exits from the soliton neighborhood into the decaying region \( \Lambda_-(T) \), it happens to all the components by symmetry, so the solution is decaying. Thus we obtain the dichotomy into decaying and blow-up in the complement region. \( \square \)

Note that the permutation symmetry of the solitons \( Q_i \) by \( G_I \) is unstable in the sense that if the distance \( 2r \) between the pair of solitons \( Q(x - re_i) + Q(x + re_i) \) on the \( x_i \) axis depends on \( i \), then those at the longer distance move the faster by the gradient flow \( \dot{z} = -\nabla z V(z) \). It is easy to see that the solutions of the gradient flow lead to soliton collisions in finite time unless the distance \( r \) is independent of \( i \). This is another instability of \( Q_\tau \) (for less symmetric perturbations) besides the unstable modes of the individual solitons.

### 13.2 Even Symmetry

Let \( I \subseteq \{1, \ldots, N\} \) be non-empty, and \( G = G_R \rtimes G_I \) as before. We consider the equation (1.1) under the symmetry restriction

\[
\mathcal{H}_G := \{ \varphi \in \mathcal{H} \mid \forall g \in G, \varphi(gx) = \varphi(x) \}.
\] (13.12)

We have a one-parameter family of solitons in this subspace

\[
Q^I_0(r) := \sum_{i \in I} \{Q(x - re_i) + Q(x + re_i)\} - Q(x)
\] (13.13)
for \( r \in \mathbb{R} \). The number of solitons \( 2|I| + 1 \) is at least 3. \( Q_0^I \) satisfy the strong repulsivity condition (7.12) for \( r \gg 1 \). Indeed,

\[
V(Q_0^I(r)) = -\frac{1}{2} \sum_{i \neq j} \sum_{\tau_1, \tau_2 \in \{\pm 1\}} q_0(\sqrt{2}r) - \sum_{i \in I} q_0(2r) + \sum_{i \in I} q_0(r)
\]

\[
= |I| \left[ (1 - |I|)q_0(\sqrt{2}r) - q_0(2r) + 2q_0(r) \right] \sim |I| q(D_z),
\]

(13.14)

and similarly

\[
\nabla z^\pm V(Q_0^I(r)) = 2(|I| - 1) \pm e_i q_0(\sqrt{2}r) + \pm e_i (q_0'(2r) - q_0'(r)) \sim \pm e_i q(D_z),
\]

(13.15)

while the force at \( x = 0 \) is obviously 0.

In the same way as in the previous section, under the symmetry \( H_G \), the equation is reduced essentially to a 2-soliton case:

\[
\dot{z}^\pm_i = \pm e_i F(r, v), \quad a^\pm_{i, +} = a^\pm_{j, +}, \quad \gamma = g^* \gamma,
\]

(13.16)

coupled with the soliton at \( x = 0 \), which is not moving.

Hence the construction of asymptotic \( (2|I| + 1) \)-solitons works in the same way, but the dynamical analysis around them is far more complicated: If the soliton at the origin collapses earlier, then the repulsivity condition is lost for the remaining solitons, and they start attracting each other.

To state the precise result on the asymptotic solitons, let

\[
Y^u_{\perp}(r; \delta)_G := \{ \varphi \in Y^u_{\perp}(r; \delta)_G | \omega(\varphi, Y^+) = 0 \},
\]

(13.17)

which has one more orthogonality than (13.9) with the constant map \( \tau = 1 : I \to \{1\} \).

**Proposition 13.2** There exists a small constant \( \delta = \delta(N, \alpha, p) > 0 \) such that for any \( r > 1/\delta \) and \( I \subset \{1, \ldots, N\} \), there is a Lipschitz function \( H : Y^u_{\perp}(r; \delta)_G \to (-\delta, \delta)^2 \) with the following properties. For any \( h \in (-\delta, \delta)^2 \) and \( \varphi \in Y^u_{\perp}(r; \delta)_G \), let \( u \) be the solution of (1.1) with the initial data

\[
\bar{u}(0) = \sum_{i \in I} \sum_{\tau = \pm 1} [\bar{Q} + h_1 Y^+](x - \tau r e_i) - [\bar{Q} + h_2 Y^+](x) + \varphi \in H_G.
\]

(13.18)

If \( h = H(\varphi) \), \( u \) is global and for some \( r : [0, \infty) \to (0, \infty) \) satisfying \( r(t) \to \infty \),

\[
\bar{u}(t) = \sum_{i \in I} \sum_{\tau = \pm 1} \bar{Q}(x - \tau r(t)e_i) - \bar{Q}(x) + o(1) \text{ in } H
\]

(13.19)
as $t \to \infty$, namely an asymptotic $(2|I| + 1)$-soliton. If $h \neq H(\varphi)$, then $u$ is either blowing up or $E(\tilde{u}) < (2|I| + 1)E(Q)$ at some $t > 0$, so it can not be in the above form.

**Proof** The existence is the same as in the previous case. The difference estimate is more involved, as we have essentially two unstable components, which do not have any apparent symmetry or cancellation as in the case of 2-solitons in Sect. 7. However, if we do not care about the direction of the unstable modes, the difference estimates may be simpler than Sect. 9, and as in [8]. Indeed, we have

$$\partial_t |a^+| = 2a^+ \cdot \dot{a}^+ = 2v^+ |a^+|^2 + O(\|M\|_{op} \|v'\|_{\mathcal{H}} + \|v'\|^2_{\mathcal{H}}), \quad (13.20)$$

which may be rewritten under the assumption $\|M\|_{op} + \|v'\|_{\mathcal{H}} \leq \delta \ll 1$ as

$$|\partial_t |a^+| - v^+ |a^+|^2| \leq C_1 \delta \|v'\|_{\mathcal{H}}. \quad (13.21)$$

Henceforth $C_j (j = 1, 2, 3, 4)$ are some constants depending only on $N, \alpha, p$. For the other components, we have as before

$$B \leq C_2 \|v'(0)\|_{\mathcal{H}} + C_2 \mathcal{I}, \quad \mathcal{I} := \delta \int_0^t \|v'(s)\|_{\mathcal{H}} ds, \quad (13.22)$$

where $B$ is defined in (9.30), satisfying $\|v'\|_{\mathcal{H}} \leq C_3 (|a^+| + B)$. Suppose that for $0 \leq t \leq T$, it holds

$$C_4 \delta \|v'\|_{\mathcal{H}} \leq |a^+|. \quad (13.23)$$

Then combining it with the above estimates, we have for $0 \leq t \leq T$

$$C_4 \delta \|v'\|_{\mathcal{H}} - |a^+| \leq C_4 C_3 \delta B + (C_4 C_3 \delta - 1)|a^+| \leq C_4 C_3 C_2 \delta \|v'(0)\|_{\mathcal{H}} + C_4 C_3 C_2 \delta \mathcal{I} - |a^+(0)| - (v^+ C_4 - C_1) \mathcal{I} \quad (13.24)$$

$$\leq C_4 C_3 C_2 \delta \|v'(0)\|_{\mathcal{H}} - |a^+(0)| < 0,$n

provided that $\delta C_3 C_4 < 1$, $(v^+ - \delta C_2 C_3) C_4 \geq C_1$ and

$$|a^+(0)| > C_2 C_3 C_4 \delta \|v'(0)\|_{\mathcal{H}}. \quad (13.25)$$

The first two conditions are easily fulfilled by taking $\delta > 0$ small enough and then choosing $C_4$ big enough. Then by continuity in time, the estimate (13.23) is valid as long as $\|M\|_{op} + \|v'\|_{\mathcal{H}} \leq \delta$, if the initial difference satisfies (13.25).

This is enough for the uniqueness and Lipschitz continuity of $H$, and all the other solutions have to exit the soliton neighborhood in finite time, losing some amount of energy. □
In contrast to the previous example of $Q_\tau$, the permutation symmetry of $Q^I$ by $G_I$ is stable in the sense that if the distance of the pairs on the $x_i$ axis depends on $i$, then those at the longer distance move the slower by the gradient flow $\dot{z} = -\nabla_z V(z)$.

### 13.3 Dynamics Around 3-Solitons and Soliton Merger

For further consideration, let us restrict the above problem to the simplest case $N = 1$. Then $\mathcal{H}_G$ is just the energy space with the even symmetry on $\mathbb{R}$, and

$$Q^I(r) = Q(x - r) - Q(x) + Q(x + r). \quad (13.26)$$

Suppose that $u$ starts from a small neighborhood of $Q^I(r)$ with $r \gg 1$ in $\mathcal{H}_G$, and that it is not an asymptotic 3-soliton. Then the soliton resolution of [7] implies that $u$ is either decaying, blowing up, an asymptotic 1-soliton or an asymptotic 2-soliton. The last option is precluded by the symmetry, since asymptotic 2-solitons cannot be even due to $\sigma_1\sigma_2 = -1$ as proven in [7].

Let $a_0^+$ and $a_1^+$ be the unstable modes at $x = 0$ and at $x = r$ respectively. If we choose initial data satisfying

$$1 \gg a_0^+(0) \gg |a_1^+(0)| + \|P_u(z)v(0)\|_{\mathcal{H}}, \quad r(0) \gg |\log |a_0^+(0)||, \quad (13.27)$$

Then by Theorem 10.2, the soliton at $x = 0$ collapses earlier, and $u$ becomes close to the 2-soliton $Q(x - r) + Q(x + r)$ after some time. If we further impose the condition

$$1 \gg a_0^+(0) \gg |a_1^+(0)| \gg \|P_u(z)v(0)\|_{\mathcal{H}}, \quad r(0) \gg |\log |a_1^+(0)||, \quad (13.28)$$

then the solitons at $x = \pm r$ also collapse at later time and before the soliton starts attracting each other. So $u$ is decaying if $a_1^+(0) < 0$ and blowing up if $a_1^+(0) > 0$. Since the set of initial data of decaying and that of blow-up are both open in $N = 1$, there must be other solutions within the connected set of initial data (13.27), for which the only possibility is convergence to $\pm Q$.

In short, for any $\delta \in (0, 1)$, there is $R \in (1, \infty)$ such that for any $r > R$ there is a global even solution $u$ on $\mathbb{R}$ satisfying

$$\|\tilde{u}(0) - Q(x - r) - Q(x + r)\|_{\mathcal{H}} < \delta, \quad \lim_{t \to \infty} \|\tilde{u}(t) - \sigma_\ast \tilde{Q}\|_{\mathcal{H}} = 0 \quad (13.29)$$

with either $\sigma_\ast = 1$ or $\sigma_\ast = -1$. Because of the even symmetry, both the solitons at $x = \pm r$ have to collapse, but then another soliton at $x = 0$ emerges, taking energy from the two collapsing solitons or the aftermath. This behavior is totally different from the asymptotic 1-solitons in Theorem 1.1, in which one of the two solitons collapses and disappears, while the other remains for all time (cf. Theorem 10.2).
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