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Abstract

A reflective subuniverse in homotopy type theory is an internal version of the notion of a localization in topology or in the theory of ∞-categories. Working in homotopy type theory, we give new characterizations of the following conditions on a reflective subuniverse $L$: (1) the associated subuniverse $L'$ of $L$-separated types is a modality; (2) $L$ is a modality; (3) $L$ is a lex modality; and (4) $L$ is a cotopological modality. In each case, we give several necessary and sufficient conditions. Our characterizations involve various families of maps associated to $L$, such as the $L$-étale maps, the $L$-equivalences, the $L$-local maps, the $L$-connected maps, the unit maps $\eta_X$, and their left and/or right orthogonal complements. More generally, our main theorem gives an overview of how all of these classes related to each other. We also give examples that show that all of the inclusions we describe between these classes of maps can be strict.

Contents

Introduction .......................................................... 2
   Background .......................................................... 3
   Main result .......................................................... 4

1 $L$-connected maps and $L$-equivalences ......................... 7

2 Existence of the inclusions ....................................... 9

3 Characterizing when $L'$ is a modality ....................... 10

4 Characterizing modalities ....................................... 15

5 Characterizing lex modalities .................................. 18

6 Characterizing cotopological modalities ..................... 19

7 The inclusions can be strict .................................... 21

8 Two non-inclusions ................................................ 22

References ............................................................ 23

Key words and phrases. reflective subuniverse, localization, modality, lex modality, factorization system, homotopy type theory.

2020 Mathematics Subject Classification. 18N55 (Primary), 03B38, 03B45, 03G30, 18N60, 55P60, 55U35 (Secondary).
Introduction

The study of localizations has a long history, beginning with work of Sullivan [Sul05] and Bousfield [Bou75] for topological spaces. This framework has played a fundamental organizing role in algebraic topology in the intervening decades, influencing and leading to the solution of many central conjectures in the field. Bousfield worked with model categories, but more recently the theory of localizations was adapted to the setting of ∞-categories by Lurie [Lur09]. In all cases, a localization $L$ associates to an object $X$ a new object $LX$, with certain properties.

Independently, logicians and philosophers have considered the notion of modalities in logic, which allow one to qualify statements to express possibility, necessity, and other attributes such as temporal modalities. These modalities are expressed by applying a modal operator $♦$ to a proposition $P$ to produce a new proposition $♦P$, with certain properties. Overviews be found in [BRV01], [Gar18] and [PGM04].

Homotopy type theory is a formal system which has models in all ∞-toposes [KL18; LS20; Shu19; Boe20; BB20]¹. As such, it provides a convenient way to prove theorems for all ∞-toposes, with the types interpreted as objects of an ∞-topos. At the same time, types are used to encode propositions that one may wish to prove. It turns out that the notion of a reflective subuniverse in homotopy type theory simultaneously encodes the idea of a localization of an ∞-topos (see below for more information) and common modalities studied in logic [Cor20].

Going further, homotopy type theory has been extended with modalities to allow it to express cohesion [Mye19; Shu18; SS14; Wel17], which can capture continuous and smooth geometry.

Some reflective subuniverses are better than others. For example, some are $Σ$-closed (modalities), some are left exact (lex modalities), etc. These are key properties that a reflective subuniverse may or may not have. Moreover, we will see below that each reflective subuniverse $L$ determines various classes of maps, such as the $L$-equivalences and the $L$-connected maps. The goal of this paper is to characterize the reflective subuniverses that have these and other good properties in terms of conditions on the classes of maps that they determine.

All of our results are stated and proved within the framework of homotopy type theory. It follows that similar results hold in any ∞-topos. However, one must take care in interpreting the results. For example, the interpretation of a reflective subuniverse does not correspond to a single reflective subcategory, but rather to a family of reflective subcategories of each slice category, compatible with pullback (see [RSS20, Appendix A] and [Ver19]). As another example, the interpretation of two maps being orthogonal, which we denote $f ⊥ g$, corresponds to the notion of two maps being internally orthogonal in an ∞-topos, which is denoted $f ⊥ g$ in [ABF17].

We next provide some background, and then state our main results in an omnibus theorem.

¹The initiality and semantics of higher inductive types still need to be fully worked out.
Background

We follow the conventions and notation of [Uni13]. For example, we write the type of maps from $X$ to $Y$ as either $X \to Y$ or $Y^X$. We fix a univalent universe $U$. Recall from [Uni13] that a reflective subuniverse $L$ consists of a subuniverse is-local$_L : U \to \text{Prop}$, a function $L : U \to U$ and a localization $\eta_X : X \to LX$ for each $X : U$. Being a localization means that $LX$ is $L$-local and $\eta_X$ is initial among maps whose codomain is local. We call $\eta_X$ the unit map, and when context makes it clear, we omit the subscript.

For any reflective subuniverse $L$, it is immediate by the universal property of $L$-localizations that the operation $L$ is functorial, i.e., for any map $f : X \to Y$ there is a unique map $Lf : LX \to LY$ such that the square

$$
\begin{array}{ccc}
X & \xrightarrow{\eta} & LX \\
\downarrow{f} & & \downarrow{Lf} \\
Y & \xrightarrow{\eta} & LY
\end{array}
$$

commutes. This square is called the $L$-naturality square of $f$. We say that a map $f$ is

- **$L$-local** if its fibres are $L$-local,
- **$L$-étale** if its $L$-naturality square is a pullback square,
- **$L$-connected** if its fibres are $L$-connected (i.e., their $L$-localizations are contractible), and
- **an $L$-equivalence** if $Lf$ is an equivalence.

The notion of $L$-étale map is a variant of the notion of formally étale maps from algebraic geometry and is due to Schreiber [Sch15, Definition 3.1]. Wellen studied the notion of formally étale maps extensively in his PhD thesis [Wel17].

We recall from [RSS20] that a reflective subuniverse is said to be a modality\footnote{More properly, this should be called an “idempotent monadic modality,” but as these are the only ones we consider, we use the term “modality.”} if for any family $P$ of $L$-local types over an $L$-local type $X$, the dependent sum $\sum_{(x : X)} P(x)$ is again $L$-local. That is, the $L$-local types are $\Sigma$-closed. By [RSS20, Theorem 1.32], it is equivalent to require that the unit maps $\eta_X$ are $L$-connected for each type $X$. Furthermore, a reflective subuniverse $L$ is said to be lex (short for left exact) if the operation $L$ preserves pullbacks.

By a class of maps, we mean a subtype of $\sum_{(X, Y : U)} Y^X$ defined by a predicate valued in $\text{Prop}$. Recall that a class of maps $L$ is left orthogonal to a class of maps $R$, if for every $f : A \to B$ in $L$ and for every $g : X \to Y$ in $R$, the square

$$
\begin{array}{ccc}
X^B & \xrightarrow{f^*} & X^A \\
\downarrow{g^*} & & \downarrow{g^*} \\
Y^B & \xrightarrow{f^*} & Y^A
\end{array}
$$

is a pullback. More generally, if $\mathcal{M}$ is a class of maps, we will write $\mathcal{M}^\perp$ for the class of maps that are right orthogonal to $\mathcal{M}$, and we will write $\perp \mathcal{M}$ for the class of maps that are left orthogonal to $\mathcal{M}$. So we have $\mathcal{R} \subseteq \mathcal{L}^\perp$ and $\mathcal{L} \subseteq \perp \mathcal{R}$, if $\mathcal{L}$ is left orthogonal to $\mathcal{R}$.
An **orthogonal factorization system** on $\mathcal{U}$ is a pair $(\mathcal{L}, \mathcal{R})$ of classes of maps in $\mathcal{U}$ such that $\mathcal{L} = \perp \mathcal{R}$, $\mathcal{R} = \mathcal{L} \perp$, and every map $h : X \rightarrow Y$ factors as a left map followed by a right map. Every modality gives rise to two orthogonal factorization systems:

- **The stable factorization system**, in which the left class $\mathcal{L}$ consists of the $L$-connected maps, and the right class $\mathcal{R}$ consists of the $L$-local maps. (See [RSS20, Section 1] and [ABFJ17].)

- **The reflective factorization system**, in which the left class $\mathcal{L}$ consists of the $L$-equivalences, and the right class $\mathcal{R}$ consists of the $L$-étale maps. (See [CR20, Theorem 7.2].)

However, both of these pairs of classes of maps fail to be orthogonal factorization systems in the more general case of a reflective subuniverse. Our main result will give a thorough understanding of how these four classes of maps relate.

We also recall that a type $X$ is said to be **$L$-separated** if its identity types are $L$-local. In [CORS20] it was shown that the subuniverse of $L$-separated types is again a reflective subuniverse, which we will call $L'$. The unit maps for $L'$ are written $\eta' : X \rightarrow L'X$, and are always surjective [CORS20, Lemma 2.17]. When $L$ is a modality, $L'$ is also a modality. One reason for studying the reflective subuniverse $L'$ is that many properties that hold for a lex reflective subuniverse also hold for any reflective subuniverse if they are stated using $L$ and $L'$ together; this observation can be used to prove results about reflective subuniverses that are not lex [CORS20].

Finally, we recall from [RSS20] that a reflective subuniverse is said to be **accessible** if it can be presented as the subuniverse of $f$-local types, for a family of maps $\{f_i : A_i \rightarrow B_i\}_i$ in $\mathcal{U}$, indexed by a type $I$ in $\mathcal{U}$. Here, a type $X$ is said to be **$f$-local** if the precomposition map

$$f_i^* : (B_i \rightarrow X) \longrightarrow (A_i \rightarrow X)$$

is an equivalence for each $i : I$. For any family of maps $f$ in $\mathcal{U}$, the subuniverse of $f$-local types is a reflective subuniverse. Moreover, if each $B_i$ is contractible, then this reflective subuniverse is a modality. In this case, the modal operator $X \mapsto LX$ is called **nullification**. When $L$ is accessible, $L'$ is also accessible and is presented by the family $\{\Sigma f_i\}$ of suspensions of the maps presenting $L$. See [RSS20] and [CORS20] for these results.

**Main result**

We collect together many of the results of this paper into one theorem. After this, we show how the large diagram looks in the case of the $n$-truncation modality.

---

3We repeat this theorem on the last two pages for quick reference and convenient printing.
Theorem A. Let \( L \) be a reflective subuniverse of \( \mathcal{U} \). Consider the following diagram:

\[
\begin{array}{cccc}
\perp \{ L \text{-étale maps} \} & \{ L \text{-étale maps} \} \\
i_1 & j_1 \\
\{ L \text{-equivalences} \} & \{ L \text{-equivalences} \} \\
i_1 & i_1 \\
\perp (\{ f_i \}) & \{ f_i \} \\
i_3 & j_3 \\
\perp (\{ \eta_X \}) & \{ \eta_X \} \\
i_4 & j_4 \\
\perp \{ L \text{-local maps} \} & \{ L \text{-local maps} \} \\
i_5 & i_5 \\
\perp \{ L' \text{-étale maps} \} & \{ L' \text{-connected maps} \} & \{ L' \text{-étale maps} \} \\
i_6 & i_6 & j_6 \\
\{ L' \text{-equivalences} \} & \{ L' \text{-equivalences} \} \\
i_7 & j_7 & j_8 \\
\vdots & \vdots \\
\end{array}
\]

The arrows should be interpreted as implications between propositions. For example, \( j_1 \) means that for any reflective subuniverse \( L \), if \( f \) is \( L \)-étale, then it is right-orthogonal to every \( L \)-equivalence. The row concerning the family of maps \( \{ f_i \} \) only applies if the reflective subuniverse is presented by \( \{ f_i \} \), but the composites \( i_2 \circ i_3 \) and \( j_3 \circ j_2 \) apply in general. The diagram continues infinitely downwards, with \( L \) replaced by \( L' \), the family \( \{ f_i \} \) replaced by the family \( \{ \Sigma f_i \} \) of suspensions, and the subscripts all increased by 7 in each subsequent column.

1. The equalities \( i_{1+7n} \) and \( i_{5+7n} \) hold. Consequently, each class on the left is obtained from its mirror image class on the right by applying \( \perp (\cdot) \). (However, it is not always the case that the class on the right is obtained by applying (\( (\cdot) \perp \) to the class on the left.)

2. All of the inclusions, except possibly the dashed inclusions \( j_{6+7n} \), hold.

3. The following are equivalent:
   (i) \( L' \) is a modality.
   (ii) The inclusion \( j_8 \) is an equality.
   (iii) The inclusion \( j_6 \) exists.

4. The following are equivalent:
   (i) \( L \) is a modality.
   (ii) The inclusion \( i_4 \) is an equality.
   (iii) The inclusion \( j_4 \) is an equality.
   (iv) The inclusion \( j_5 \) is an equality.
Also, when $L$ is a modality, $j_1$ is an equality and the conditions in (3) hold. If, in addition, $L$ is presented as a nullification, then $i_3$ and $j_3$ are equalities.

(5) The following are equivalent:

(i) $L$ is a lex modality.
(ii) $L$ is a lex reflective subuniverse.
(iii) All of the displayed vertical (non-diagonal) inclusions are equalities (but not necessarily $i_9, j_9, etc.$).
(iv) The inclusion $j_4 \circ \cdots \circ j_1$ is an equality, i.e., every $L$-local map is $L$-étale.
(v) The inclusion $j_4 \circ j_3 \circ j_2$ is an equality.
(vi) The inclusion $i_2 \circ i_3 \circ i_4$ is an equality, i.e., every $L$-equivalence is $L$-connected.

Also, when $L$ is a lex modality, the conditions in (4) hold.

(6) The following are equivalent:

(i) $L = L'$, i.e., the composite inclusion $\{L$-local maps$\} \hookrightarrow \{L'$-local maps$\}$ is an equality.
(ii) All of the inclusions are equalities, including those not displayed.
(iii) Every $L'$-étale map is $L$-local, i.e., there is an inclusion going in the opposite direction to $j_6$.
(iv) $L$ is cotopological (see Section 6).
(v) $L$ is lex and every unit $\eta$ is surjective.
(vi) $L$ is lex and every mere proposition is $L$-local.

Also, when $L = L'$, the conditions in (5) hold.

(7) For each of the inclusions not drawn as equalities, including $j_6$ and those not displayed, there exists an accessible reflective subuniverse $L$ making the inclusion strict.

(8) In general, neither of $\{L$-connected maps$\}^\perp$ and $\{L'$-étale maps$\}$ includes in the other.

Note that a composite inclusion, such as $j_4 \circ j_3$, is an equality if and only if each factor is. This lets us deduce claims involving classes of maps that might be more convenient. For example, when $L$ is accessible, $j_4 \circ j_3$ being an equality implies that $L$ is a modality, allowing us to give a condition in terms of the generators: if every $L$-local map is right orthogonal to the generators, then $L$ is a modality.

The proof of Theorem A occupies the remainder of the paper, with claim (n) of the theorem proved in Section n. In some cases, we prove additional equivalent conditions that are not stated in Theorem A to reduce its length. For example, as an extension of (3), we give additional characterizations of when $L'$ is a modality in Theorem 3.1. Item (6) is related to work of Vergura in the context of $\infty$-toposes [Ver19, Section 7.2]. We explain this further in Section 6 and give additional equivalent conditions in Theorem 6.5.

Some natural open questions remain, of which we mention two.

Question 1. Does $j_1$ being an equality imply that $L$ is a modality? The converse holds by (4), and the “shifted” version holds, namely that $j_8$ being an equality implies that $L'$ is a modality, by (3). We give a partial answer in Proposition 4.4, where we show that if $j_1$ is an equality and the units are surjective, then $L$ is a modality.
Question 2. We know that the inclusion \( j_6 \) does not always exist. Is there some class in the right-hand column that always includes in \( \{ L' \text{-étale maps} \} \)? We thank Evan Cavallo for asking this question.

Example 3. We illustrate here how the large diagram looks in the case of the \( n \)-truncation modality [Uni13, Section 7.3], for \( n \geq -1 \):

\[
\begin{array}{ccc}
\downarrow \{ \text{n-étale maps} \} & \downarrow \{ \text{n-étale maps} \} \\
\downarrow i_1 & \downarrow i_1 \\
\{ \text{n-equivalences} \} & \{ \text{n-equivalences} \} \downarrow \\
\downarrow i_2 & \downarrow i_2 \\
\downarrow \{ \text{n-truncated maps} \} & \downarrow \{ \text{n-truncated maps} \} \\
\downarrow i_4 & \downarrow i_4 \\
\downarrow \{ \text{(n+1)-étale maps} \} & \downarrow \{ \text{(n+1)-étale maps} \} \\
\downarrow i_6 & \downarrow i_6 \\
\{ \text{(n+1)-equivalences} \} & \{ \text{(n+1)-equivalences} \} \\
\end{array}
\]

The \( n \)-truncation modality is discussed in Sections 2, 4, 5 and 7. The \( n \)-equivalences, \( n \)-connected maps and \( n \)-truncated maps are familiar, and by [CR20, Theorem 3.10], the \( n \)-étale maps are precisely the maps that are right orthogonal to the inclusion \( 1 \to S^{n+1} \) of the basepoint.

In Section 7, we also discuss the case of localization away from a natural number \( k \).

1 L-connected maps and L-equivalences

In this section we prove Theorem A(1). We begin by proving the equalities \( i_1 \) and \( i_5 \), i.e., that

\[
\{ \text{L-equivalences} \} = \downarrow \{ \text{L-étale maps} \} \\
\{ \text{L-connected maps} \} = \downarrow \{ \text{L-local maps} \}.
\]

The equalities \( i_{1+7n} \) and \( i_{5+7n} \) for \( n > 0 \) follow by replacing \( L \) with \( L^{(n)} \), where \( (-)^{(n)} \) denotes applying \( (-)' n \) times.

We begin with \( i_1 \), and include some additional equivalent conditions.

Proposition 1.1. Let \( L \) be a reflective subuniverse and consider a map \( f : A \to B \). Then the following are equivalent:
(i) The map $f$ is an $L$-equivalence.

(ii) For every $L$-local type $X$, the precomposition map

$$- \circ f : (B \to X) \to (A \to X)$$

is an equivalence.

(iii) The map $f$ is left orthogonal to every map between $L$-local types.

(iv) The map $f$ is left orthogonal to every $L$-étale map.

Proof. The first two statements are equivalent by [CORS20, Lemma 2.9]. To see that (ii) implies (iii), assume that $f$ satisfies (ii). Consider a map $g : X \to Y$ between $L$-local types. Then we have a commuting square

$$\begin{array}{ccc}
X^B & \longrightarrow & Y^B \\
\downarrow & & \downarrow \\
X^A & \longrightarrow & Y^A.
\end{array}$$

Since both vertical maps are equivalences by (ii), the square is a pullback square, and so $f$ is left orthogonal to $g$.

To see that (iii) implies (ii), consider an $L$-local type $X$. Then $f$ is left orthogonal to the map $X \to 1$, which is just another way of saying that (ii) holds.

Note that (iii) implies (iv) since if $f$ is left orthogonal to any map between $L$-local types, then it is also left orthogonal to any base change of a map between $L$-local types. Furthermore, (iv) implies (iii) since any map between $L$-local types is clearly $L$-étale. □

Next we give the equality $i_5$, again with an extra condition.

**Proposition 1.2.** Let $L$ be a reflective subuniverse and consider a map $f : A \to B$. Then the following are equivalent:

(i) The map $f$ is $L$-connected.

(ii) For each family $P$ of $L$-local types over $B$, the precomposition map

$$- \circ f : \left( \prod_{y : B} P(y) \right) \to \left( \prod_{x : A} P(f(x)) \right)$$

is an equivalence.

(iii) The map $f$ is left orthogonal to every $L$-local map.

Proof. The equivalence of (i) and (ii) is Lemma 1.36 in [RSS20]. Therefore it suffices to show that (ii) and (iii) are equivalent.

Condition (ii) is equivalent to requiring that for each family $P$ of $L$-local types over $B$ and each map $i$ making the square

$$\begin{array}{ccc}
A & \overset{i}{\longrightarrow} & \sum_{b : B} P(b) \\
\downarrow & & \downarrow \text{pr}_1 \\
B & \underset{id}{\longrightarrow} & B
\end{array}$$

...
commute, the type of lifts in the square is contractible. (iii) is equivalent to requiring that for each square

\[
\begin{array}{ccc}
A & \xrightarrow{i} & \sum_{y:Y} P(y) \\
f \downarrow & & \downarrow \text{pr}_1 \\
B & \xrightarrow{j} & Y,
\end{array}
\]

where \(Y\) is a type and \(P\) is a family of \(L\)-local types over \(Y\), the type of lifts is contractible. So (iii) clearly implies (ii). In the second square, the pullback of the map \(\text{pr}_1\) along \(j\) is the map \(\text{pr}_1 : \sum_{(b:B)} P(j(b)) \to B\). But since lifts in the second square correspond to lifts of \(f\) against this pullback, (ii) implies (iii).

We now prove the remaining claim in Theorem A(1), namely that each class on the left-hand-side of the diagram is obtained from its mirror image class on the right by applying \(\bot(-)\). It is enough to prove this for all but the last row, since we can take \(L\) to be \(L^{(n)}\). There are only two non-trivial cases.

**Proposition 1.3.** We have equalities

\[
\{\text{L-equivalences}\} \equiv \bot\{\text{L-equivalences}\}^\bot \\
\{\text{L-connected maps}\} \equiv \bot\{\text{L-connected maps}\}^\bot.
\]

**Proof.** This follows from a more general fact about orthogonality: if \(P\) and \(Q\) are classes of maps such that \(P = \bot Q\), then \(\bot(P) = \bot((\bot Q)^\bot) = \bot Q = P\). So the claim follows from the equalities \(i_1\) and \(i_5\). \(\square\)

2 Existence of the inclusions

We show in this section that all the inclusions in Theorem A hold, i.e., we prove claim (2) of Theorem A. Since each class on the left is the class of maps left orthogonal to every map in the corresponding class on the right, it suffices to construct only the inclusions \(j_r\), as well as \(i_6\), since \(j_6\) does not exist in general. By Propositions 1.1 and 1.2, we already have the inclusions \(j_1, j_5,\) and \(j_8\). We proceed to prove the remaining inclusions.

In the following proposition, we construct the inclusion \(j_3 \circ j_2\) in the case of an arbitrary reflective subuniverse, and the inclusions \(j_2\) and \(j_3\) in the case of an accessible reflective subuniverse. Despite the notation, in the non-accessible case, \(j_3 \circ j_2\) is not a composite.

**Proposition 2.1.** Let \(L\) be a reflective subuniverse. Then there is an inclusion

\[j_3 \circ j_2 : \{\text{L-equivalences}\}^\bot \hookrightarrow \{\eta_X\}^\bot.\]

Moreover, if \(L\) is an accessible reflective subuniverse presented by a family of maps \(\{f_i\}\), then there are inclusions \(j_2 : \{\text{L-equivalences}\}^\bot \hookrightarrow \{f_i\}^\bot\) and \(j_3 : \{f_i\}^\bot \hookrightarrow \{\eta_X\}^\bot\).

**Proof.** By [CORS20, Lemma 2.9], every unit \(\eta_X : X \to LX\) is an \(L\)-equivalence, from which the inclusion \(j_3 \circ j_2\) follows. Now assume that \(L\) is presented by the family \(\{f_i\}\). Then [CORS20, Lemma 2.9] shows that each \(f_i\) is an \(L\)-equivalence, from which the inclusion \(j_2\) follows.
Next, we prove the inclusion \( j_3 \). By [RSS20, Theorem 2.41], the maps \( \{ f_i \} \) generate an orthogonal factorization system with left class \( \perp (\{ f_i \}) \). By [CORS20, Theorem 3.12], if the maps \( \{ f_i \} \) are in the left class of any orthogonal factorization system, then so are the unit maps \( \eta_X \). Therefore, the units \( \eta_X \) are in \( \perp (\{ f_i \}) \), which is equivalent to saying that the inclusion \( j_3 \) exists.

By the following proposition we obtain the inclusion \( j_4 \).

**Proposition 2.2.** Let \( L \) be a reflective subuniverse. A map \( g : X \to Y \) that is right orthogonal to every unit \( \eta : A \to LA \) is \( L \)-local.

**Proof.** Consider a map \( g : X \to Y \) that is right orthogonal to every unit \( \eta : A \to LA \), let \( y : Y \), and write \( F \equiv \text{fib}_g(y) \). Our goal is to show that \( F \) is \( L \)-local. Since the map \( F \to 1 \) is a base change of the map \( g : X \to Y \), it follows that the map \( F \to 1 \) is right orthogonal to every unit \( \eta : A \to LA \). In other words, the precomposition map

\[
\eta^* : (LA \to F) \longrightarrow (A \to F)
\]

is an equivalence, for every type \( A \). If we take \( A \) to be \( F \), then it easily follows that \( F \) is a retract of \( LF \), and hence that \( F \) is \( L \)-local.

As a corollary of having constructed the inclusions \( i_2, i_3, \text{ and } i_4 \), we obtain the well-known fact that any \( L \)-connected map is an \( L \)-equivalence [RSS20, Lemma 1.35]. The fact that every \( L' \)-equivalence is an \( L \)-connected map is shown in [CORS20, Proposition 2.30], so we obtain the inclusions \( i_7 \) and \( j_7 \equiv i_7^\perp \), and it follows that we obtain the tower of inclusions

\[
\cdots \subseteq \{ L' \text{-equivalences} \} \subseteq \{ L \text{-connected maps} \} \subseteq \{ L \text{-equivalences} \}.
\]

We note that, in the case where \( L \) is \( n \)-truncation for \( n \geq -1 \), these inclusions are all strict.

To conclude this section, we note that the inclusion \( i_6 \) is obtained from the inclusion \( i_7 \) by the fact that \( i_5 \) and \( i_8 \) are equalities.

### 3 Characterizing when \( L' \) is a modality

In this section, we give a variety of characterizations of when \( L' \) is a modality, which in particular proves Theorem A(3).

Before we give the characterization, we recall that an **\( L \)-cartesian square** is a commuting square

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
\]

for which the gap map \( E' \to B' \times_B E \) is \( L \)-connected.

**Theorem 3.1.** Let \( L \) be a reflective subuniverse. Then the following are equivalent:

(i) The reflective subuniverse \( L' \) is a modality.

(ii) Every map that is right orthogonal to every \( L' \)-equivalence is \( L' \)-étale. That is, \( j_8 \) is an equality.
(iii) Every L-local map is L'-étale. That is, the inclusion \( j_6 \) exists.

(iv) The L'-equivalences are stable under base change by L-local maps, i.e., for any pullback square

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
\]

in which \( f : B' \to B \) is an L'-equivalence and \( p : E \to B \) is an L-local map, the map \( g : E' \to E \) is an L'-equivalence.

(v) For every type \( A \), and every family \( P \) of L-local types over \( L'A \), the natural map

\[
\left( \sum_{x:A} P(\eta'(x)) \right) \xrightarrow{\alpha} \left( \sum_{x':L'A} P(x') \right)
\]

is an L'-localization.

(vi) For every type \( A \) and every \( x, y : A \), the map

\[
\eta : (x = y) \to L(x = y)
\]

is L-connected.

(vii) The operation \( L' \) preserves L-cartesian squares.

In particular, if \( L \) is a modality, then all of these statements hold.

While most of the conditions involve \( L \), conditions (i) and (ii) involve only \( L' \). This motivates Question 1 in the Introduction and Proposition 4.4.

Proof. We will first prove the implications (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) \( \Rightarrow \) (iv) \( \Rightarrow \) (v) \( \Rightarrow \) (i). Afterwards, we will show that (i) \( \iff \) (vi) and that (vi) \( \iff \) (vii).

To start with, we show that (i) implies (ii). If \( L' \) is a modality, then by [CR20, Theorem 7.2], summarized in the introduction, the pair

\[(L'-equivalences, L'-étale maps)\]

is an orthogonal factorization system, so in particular (ii) holds.

The fact that (ii) implies (iii) is clear from the diagram in Theorem A, since if \( j_8 \) is an equality, then the inclusion \( j_6 \) is the composite \( j_7 \circ j_5 \).

Now we show that (iii) implies (iv). Consider a pullback square

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
\]
in which \( p \) (and hence \( p' \)) are \( L \)-local, and \( f \) is an \( L' \)-equivalence. This square fits in a commuting cube of the form

\[
\begin{array}{ccc}
E' & \xrightarrow{\alpha} & B' \\
\downarrow & & \downarrow \\
B' & \xleftarrow{\beta} & E
\end{array}
\]

Since the maps \( p \) and \( p' \) are assumed to be \( L \)-local, it follows by assumption that they are \( L' \)-étale. Therefore the back-left and the front-right squares are pullback squares. The back-right square is a pullback square by assumption. Since the unit map \( \eta' : B' \to L'B' \) is surjective, it therefore follows that the front-left square is also a pullback. However, the bottom map in this square is an equivalence, so it follows that the top map in this square is an equivalence. In other words: the map \( g' : E' \to E \) is an \( L' \)-equivalence.

To see that (iv) implies (v), let \( P \) be a family of \( L \)-local types over \( L'A \) and consider the pullback square

\[
\begin{array}{ccc}
\sum_{x : A} P(\eta'(x)) & \xrightarrow{\alpha} & \sum_{x' : L'A} P(x') \\
\downarrow & & \downarrow \\
A & \xrightarrow{\eta'} & L'A
\end{array}
\]

By [CORS20, Lemma 2.21], the codomain of \( \alpha \) is \( L' \)-local, so it suffices to show that it is an \( L' \)-equivalence. In this square, the two vertical maps are \( L \)-local, while the map \( \eta' : A \to L'A \) is an \( L' \)-equivalence, so the claim follows from (iv).

To see that (v) implies (i), note that a special case of (v) is that the map

\[
(\sum_{x : A} \eta'(x) = a') \longrightarrow (\sum_{x' : L'A} x' = a')
\]

is an \( L' \)-localization, for any \( a' : L'A \). The codomain is contractible and the domain is the fibre of \( \eta' : A \to L'A \), so \( \eta' \) is \( L' \)-connected. Thus, \( L' \) is a modality.

Now we show that (i) and (vi) are equivalent. Note that \( L' \) is a modality if and only if every unit map \( \eta' : A \to L'A \) is \( L' \)-connected. By [CORS20, Remark 2.35], this happens if and only if

\[
ap_{\eta'} : (x = y) \longrightarrow (\eta'(x) = \eta'(y))
\]

is \( L \)-connected, for every \( x, y : A \). Since \( ap_{\eta'} \) is an \( L \)-localization by [CORS20, Proposition 2.26], we see that the last condition holds if and only if \( \eta : (x = y) \to L(x = y) \) is \( L \)-connected. This proves that (i) is equivalent to (vi).

Finally, we show that (vi) and (vii) are equivalent. To show that (vi) implies (vii),
consider an $L$-cartesian square and its $L'$-localization

\[
\begin{array}{ccc}
C & \xrightarrow{q} & B \\
p \downarrow & & \downarrow g \\
A & \xrightarrow{f} & X
\end{array}
\quad
\begin{array}{ccc}
L' C & \xrightarrow{L'q} & L'B \\
L' p \downarrow & & \downarrow L'g \\
L' A & \xrightarrow{L'f} & L'X.
\end{array}
\]

The gap map $L'C \to L'A \times_{L'X} L'B$ fits in a commuting square

\[
\begin{array}{ccc}
C & \xrightarrow{\eta'} & A \times X B \\
\eta' \downarrow & & \downarrow 
\\nL' C & \xrightarrow{\eta'} & L'A \times_{L'X} L'B.
\end{array}
\]

In this square, the top map is $L$-connected by hypothesis and the map on the left is $L$-connected because $L'$ units are always $L$-connected. It follows from [RSS20, Lemma 1.33] that the bottom map is $L$-connected if and only if the vertical map on the right is $L$-connected. We proceed by showing that the map on the right is $L$-connected. This map is the map on total spaces

\[
\left( \sum_{x:A} \sum_{y:B} f(x) = g(y) \right) \xrightarrow{\text{ap}_{\eta'}} \left( \sum_{x':L'A} \sum_{y':L'B} (L'f)(x') = (L'g)(y') \right)
\]

induced by the $L$-connected maps $\eta': A \to L'A$ and $\eta': B \to L'B$, and the composite

\[(f(x) = g(y)) \xrightarrow{\text{ap}_{\eta'}} (\eta'(f(x)) = \eta'(g(y))) \xrightarrow{\text{ap}_\eta} ((L'f)(\eta'(x)) = (L'g)(\eta'(y)))\]

of $\text{ap}_{\eta'}$ with an equivalence. By [CORS20, Proposition 2.26], $\text{ap}_{\eta'}$ is an $L$-localization, so this composite is also $L$-connected, as we have assumed (vi). It follows from [RSS20, Lemma 1.39] that the map on total spaces is $L$-connected. This proves that (vi) implies (vii).

To see that (vii) implies (vi), note that any pullback square is $L$-cartesian. Therefore it follows that the square

\[
\begin{array}{ccc}
L'(x = y) & \xrightarrow{1} & 1 \\
\downarrow & & \downarrow \eta'(y) \\
1 & \xrightarrow{\eta'(x)} & L'A
\end{array}
\]

is $L$-cartesian. Equivalently, the map $L'(x = y) \to L(x = y)$ is $L$-connected. Since we have a commuting triangle

\[
\begin{array}{ccc}
L'(x = y) & \xrightarrow{(x = y)} & L(x = y), \\
\end{array}
\]

we see that $\eta': (x = y) \to L(x = y)$ is a composite of $L$-connected maps. Therefore it is $L$-connected, which proves that (vii) implies (vi). \qed
**Remark 3.2.** Many of the properties in Theorem 3.1 are in fact only slightly stronger than properties that hold for an arbitrary reflective subuniverse. For example, property (v) says that for every family $P$ of $L$-local types over a type the form $L'A$, the natural map

$$
\left( \sum_{x:A} P(\eta'(x)) \right) \xrightarrow{\alpha} \left( \sum_{x':L'A} P(x') \right)
$$

is an $L'$-equivalence. In fact, for every reflective subuniverse $L$, this map is $L$-connected. To show this, it suffices to verify condition (ii) of Proposition 1.2, namely that the precomposition map

$$
\left( \prod_{z:\sum_{x':L'A} P(x')} Q(z) \right) \rightarrow \left( \prod_{z: \sum_{(x:A)} P(\eta'(x))} Q(\alpha(z)) \right)
$$

is an equivalence for every family $Q$ of $L$-local types over the total space of $P$. This last equivalence follows from [CORS20, Proposition 2.22].

Finally, we also note that if $L'$ is a modality, then the converse of property (iv) also holds. We will use the following lemma to prove this fact.

**Lemma 3.3.** Suppose that $L$ is a reflective subuniverse for which all unit maps $\eta : X \rightarrow LX$ are surjective, and consider a commuting square

$$
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
p' \downarrow & & \downarrow p \\
B' & \xrightarrow{f} & B
\end{array}
$$

in which $p$ and $p'$ are $L$-étale and $f$ is an $L$-equivalence. Then the following are equivalent:

(i) The square is a pullback square.

(ii) The map $g$ is an $L$-equivalence.

**Proof.** The commuting square in the claim fits in a commuting cube of the form

$$
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow & & \downarrow \\
L'E' & \xrightarrow{LE'} & E \\
\downarrow & & \downarrow \\
LB' & \xrightarrow{LB'} & LB
\end{array}
$$

Since $p$ and $p'$ are assumed to be $L$-étale, it follows that the back-left and front-right squares are pullback squares. Since $f$ is assumed to be an $L$-equivalence, the front-left square is a pullback square if and only if $g$ is an $L$-equivalence. Thus it suffices to show that the front-left square is a pullback square if and only if the back-right square is a pullback square. We indeed have this equivalence, since the unit map $B' \rightarrow LB'$ is surjective. 

Proposition 3.4. Suppose $L$ is a reflective subuniverse such that $L'$ is a modality. Then any commuting square

$$
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
$$

in which $p$ and $p'$ are $L$-local and $f$ and $g$ are $L'$-equivalences is a pullback square.

Proof. We apply the previous lemma with the reflective subuniverse $L'$. Indeed, all of the unit maps $\eta'$ are surjective. Moreover, since $L'$ is assumed to be a modality, it follows that every $L$-local map is $L'$-étale.

\[\square\]

4 Characterizing modalities

In this section, we prove Theorem A(4) along with further conditions that are equivalent to $L$ being a modality.

Theorem 4.1. Let $L$ be a reflective subuniverse. Then the following are equivalent:

(i) $L$ is a modality.

(ii) The inclusion $i_4 : \{L$-local maps$\} \hookrightarrow \{\eta_X\}^\perp$ is an equality.

(iii) The inclusion $j_4 : \{\eta_X\}^\perp \hookrightarrow \{L$-local maps$\}$ is an equality.

(iv) The inclusion $j_5 : \{L$-local maps$\} \hookrightarrow \{L$-connected maps$\}^\perp$ is an equality.

(v) The inclusion $j_5 \circ j_4 : \{\eta_X\}^\perp \hookrightarrow \{L$-connected maps$\}^\perp$ is an equality.

(vi) $L$ preserves pullback squares

$$
\begin{array}{ccc}
E' & \longrightarrow & E \\
\downarrow & & \downarrow{p} \\
B' & \longrightarrow & B
\end{array}
$$

in which the map $p$ is $L$-étale.

(vii) The $L$-equivalences are stable under base change by $L$-étale maps.

Also, when $L$ is a modality, $j_1 : \{L$-étale maps$\} \hookrightarrow \{L$-equivalences$\}^\perp$ is an equality and the conditions in Theorem A(3) hold. If, in addition, $L$ is presented as a nullification at the family $\{f_i\}$, then $i_3 : \{\eta_X\}^\perp \hookrightarrow \{f_i\}^\perp$ and $j_3 : \{f_i\}^\perp \hookrightarrow \{\eta_X\}^\perp$ are equalities.

Proof. We first show that (i) $\implies$ (v) $\implies$ (iv) $\implies$ (i). When $L$ is a modality, $j_5 \circ j_4$ is an equality, since for a modality, the units $\eta_X$ are $L$-connected. Having $j_5 \circ j_4$ an equality clearly implies that $j_3$ is an equality. We close the circle by showing that when $j_3$ is an equality, $L$ is a modality. This is because $\{L$-connected maps$\}^\perp$ is closed under composition, and $\{L$-local maps$\}$ being closed under composition implies that the $L$-local types are $\Sigma$-closed, which we are taking as our definition of a modality.

Now we show that (iii) $\implies$ (ii) $\implies$ (v) $\implies$ (iii). The first implication follows from applying $\perp(-)$, the second follows from applying $(-)^\perp$, and the third is trivial.
Next we show that (i) \(\Rightarrow\) (vi) \(\Rightarrow\) (vii) \(\Rightarrow\) (i). The implication (i) \(\Rightarrow\) (vi) is [CR20, Corollary 5.2]. To show that (vi) \(\Rightarrow\) (vii), consider a pullback square

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow & & \downarrow p \\
B' & \xrightarrow{f} & B
\end{array}
\]

in which \(p\) is \(L\)-étale and \(f\) is an \(L\)-equivalence. Since \(L\) preserves this pullback square, it follows that \(Lg\) is a base change of the equivalence \(Lf\). Therefore \(Lg\) is an equivalence, so \(g\) is an \(L\)-equivalence.

To show that (vii) \(\Rightarrow\) (i), simply consider the pullback square

\[
\begin{array}{ccc}
\text{fib}_\eta(y) & \xrightarrow{\eta} & X \\
\downarrow & & \downarrow \eta \\
1 & \xrightarrow{y} & LX.
\end{array}
\]

The map \(\eta : X \to LX\) is of course an \(L\)-equivalence, and the bottom map is \(L\)-étale because it is a map between \(L\)-local objects. Therefore the map on the left is an \(L\)-equivalence. In other words, \(\eta\) is an \(L\)-connected map and therefore \(L\) is a modality.

For the final claim, assume that \(L\) is a modality. Then \(j_1\) is an equality, by [CR20, Theorem 7.2], summarized in the Introduction. In addition, \(L'\) is a modality, by [CORS20, Remark 2.16], so the conditions in Theorem A(3) hold.

If \(L\) is presented as a nullification, then the next result implies that \(j_3\) is an equality, and it then follows that \(i_3 = \frac{1}{j_3}\) is an equality. \(\square\)

We now prove the result that implies the last claim of Theorem A(4).

**Proposition 4.2.** Let \(L\) be presented as nullification at a family of types \(B_i\), so that each \(f_i\) is the unique map \(B_i \to 1\). Then \(j_4 \circ j_3 : \{f_i\}^{\perp} \to \{\text{L-local maps}\}\) is an equality.

**Proof.** Let \(g : X \to Y\) be an \(L\)-local map. We must show that the type of lifts in any commuting square

\[
\begin{array}{ccc}
B_i & \xrightarrow{h} & X \\
\downarrow f_i & & \downarrow g \\
1 & \xrightarrow{k} & Y
\end{array}
\]

is contractible. But the type of lifts in such a square is the same as the type of lifts in the square

\[
\begin{array}{ccc}
B_i & \xrightarrow{h} & F \\
\downarrow f_i & & \downarrow g' \\
1 & \xrightarrow{id} & 1
\end{array}
\]

where \(g'\) is the pullback of \(g\) along \(k\). Since \(F\) is \(\{f_i\}\)-local, the type of such lifts is contractible. \(\square\)
Recall that, by [RSS20, Theorem 2.41], any family of maps \( \{f_i\} \) generates an orthogonal factorization system. The above result implies that when the maps are of the form \( B_i \to 1 \), this orthogonal factorization depends only on the localization presented by the family of maps. The next example shows that this is not true for a general presentation of a modality.

**Example 4.3.** For each pointed type \( B \), nullification at \( B \) is presented in the standard way by the map \( B \to 1 \), but can also be presented by the map \( 1 \to B \). Consider \( n \)-truncation, for some \( n : \mathbb{N} \). Proposition 4.2 shows that for the standard presentation using the map \( f : S^{n+1} \to 1 \), we have \( \{f\} \perp = \{n\text{-truncated maps}\} \). On the other hand, consider the presentation of \( n \)-truncation using the map \( g : 1 \to S^{n+1} \) for a chosen basepoint of \( S^{n+1} \). By [CR20, Theorem 3.10], \( \{g\} \perp \) is equal to the \( n \)-étale maps, i.e., the étale maps for \( n \)-truncation. It is easy to give explicit examples showing that not every \( n \)-truncated map is \( n \)-étale, and this also follows from Theorem A(5), since \( n \)-truncation is not lex. Thus the inclusion \( \{g\} \perp \hookrightarrow \{f\} \perp \) is strict. In other words, the orthogonal factorization systems generated by \( f \) and \( g \) are not equal. In particular, for the presentation using \( g \), \( j_3 \) is a strict inclusion.

Now we give a result that partially answers Question 1.

**Proposition 4.4.** Let \( L \) be a reflective subuniverse for which the unit maps \( \eta : X \to LX \) are all surjective. Then the following are equivalent:

(i) The reflective subuniverse \( L \) is a modality.

(ii) Every map that is right orthogonal to every \( L \)-equivalence is \( L \)-étale. That is, \( j_1 \) is an equality.

(iii) The \( L \)-étale maps are closed under pullback.

In particular, when \( L = K' \) for some reflective subuniverse \( K \), these conditions are equivalent, since the units for \( L \) are surjective.

**Proof.** The implication (i) \( \implies \) (ii) was proved in Theorem 4.1.

To prove that (ii) \( \implies \) (iii), suppose that \( p : E \to B \) is \( L \)-étale. Since \( p \) is right-orthogonal to all \( L \)-equivalences, the same is true for any pullback of \( p \). Therefore, any pullback of \( p \) is \( L \)-étale.

Finally, we prove that (iii) \( \implies \) (i) by showing that (iii) implies Theorem 4.1(vi). In other words, we will show that \( L \) preserves any pullback square

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E \\
\downarrow{p'} & & \downarrow{p} \\
B' & \xrightarrow{f} & B
\end{array}
\]

in which \( p \) is \( L \)-étale. Since \( p \) is \( L \)-étale, it follows from the pasting lemma (see, for example, [Rij18, Corollary 2.1.17]) that the outer rectangle in

\[
\begin{array}{ccc}
E' & \xrightarrow{g} & E & \xrightarrow{\eta} & LE \\
\downarrow{p'} & & \downarrow{p} & & \downarrow{Lp} \\
B' & \xrightarrow{f} & B & \xrightarrow{\eta} & LB
\end{array}
\]
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is a pullback. This outer rectangle is equal to the outer rectangle in

$$
\begin{array}{c}
E' \xrightarrow{\eta} LE' \xrightarrow{Lg} LE \\
p' \downarrow \quad \quad \downarrow Lp' \quad \quad \downarrow Lp \\
B' \xrightarrow{\eta} LB' \xrightarrow{Lf} LB.
\end{array}
$$

The square on the left is a pullback, since we are assuming that the pullback $p'$ of $p$ is again $L$-étale. Since the units are surjective, it follows from [CR20, Theorem 2.3] that the square on the right is a pullback, as required.

5 Characterizing lex modalities

In this section we prove Theorem A(5), characterizing lex modalities. We recall that [RSS20, Theorem 3.1] already contains a long list of conditions on a modality that are equivalent to it being lex. One difference between Theorem 3.1 of [RSS20] and our Theorem A(5) is that we only assume $L$ to be a reflective subuniverse, whereas the theorem in [RSS20] assumes $L$ to be a modality.

We also note that the $(\mathsf{-2})$-truncation, which is the trivial lex modality given by $X \mapsto 1$, is an example of a lex modality $L$ for which $L'$ is not lex. Indeed, in this case $L'$ is propositional truncation, which is not lex because it doesn’t preserve the pullback square

$$
\begin{array}{cc}
\emptyset & \rightarrow & 1 \\
\downarrow & & \downarrow 1 \\
1 & \rightarrow & 2.
\end{array}
$$

However, since $L'$ is a modality whenever $L$ is a modality, it is in particular the case that $L'$ is a modality whenever $L$ is a lex modality.

**Theorem 5.1.** Let $L$ be a reflective subuniverse. Then the following are equivalent:

(i) $L$ is a lex modality.

(ii) $L$ is a lex reflective subuniverse.

(iii) Each of the inclusions $i_1 \circ \cdots \circ i_5$, $i_8$, $j_5 \circ \cdots \circ j_1$ and $j_8$ is an equality.

(iv) The inclusion $j_4 \circ \cdots \circ j_1$ is an equality, i.e., every $L$-local map is $L$-étale.

(v) The inclusion $j_4 \circ j_3 \circ j_2$ is an equality.

(vi) The inclusion $i_2 \circ i_3 \circ i_4$ is an equality, i.e., every $L$-equivalence is $L$-connected.

**Proof.** It is clear that (i) implies (ii). To prove the converse, suppose that $L$ is a lex reflective subuniverse. We show that $L$ is $\Sigma$-closed, in fibration form. Let $f : E \rightarrow B$ be an $L$-local map over an $L$-local base $B$. We will show that $E$ is $L$-local. For each $b : B$, consider the fibre
Applying $L$ gives a commutative diagram

\[
\begin{array}{ccc}
\text{fib}_f(b) & \xrightarrow{\eta} & L\text{fib}_f(b) \\
\downarrow & & \downarrow \\
E & \xrightarrow{\eta} & LE \\
\downarrow f & & \downarrow Lf \\
B & \xrightarrow{\eta} & LB
\end{array}
\]

in which the top and bottom arrows are equivalences by assumption. Since $L$ is lex, the right-hand column is also a fibre sequence. Since this holds for every $b : B$, we conclude that $\eta : E \to LE$ is a fibrewise equivalence, and hence an equivalence.

We next prove that (i) implies (iii). Suppose that $L$ is a lex modality. Since $L$ is a modality, it follows by Theorem A(1)–(4) that $i_1, i_4, i_5, i_8, j_1, j_4, j_5$ and $j_8$ are equalities. Furthermore, since $L$ is a lex modality, [RSS20, Theorem 3.1 (xii)] says that $i_2 \circ \cdots \circ i_5$ is an equality. It follows that $j_5 \circ \cdots \circ j_2$ is equality, by applying $(-)^\perp$.

The facts that (iii) implies (iv), that (iv) implies (v), and that (v) implies (vi) are immediate. For the last one, we apply $\perp(-)$.

We conclude by showing that (vi) implies (i). If (vi) holds, then it follows that $i_4$ is an equality, and hence that $L$ is a modality. Therefore, using that $i_5$ is always an equality, we can apply [RSS20, Theorem 3.1 (xii)] to conclude that $L$ is lex. $\square$

Note that the proof shows that [RSS20, Theorem 3.1 (xii)] characterizes lex modalities among all reflective subuniverses.

### 6 Characterizing cotopological modalities

In this section, we explain the concept of a cotopological modality and prove Theorem A(6). For this, we need some definitions.

**Definition 6.1.** A map $f : X \to Y$ is $\infty$-**connected** if it is $n$-connected for each $n \geq -2$.

It is equivalent to require that $\|f\|_n$ be an equivalence for each $n$.

**Definition 6.2.** A reflective subuniverse $L$ is **cotopological** if it is a lex modality such that every $L$-connected map is $\infty$-connected.

**Remark 6.3.** This is one of three equivalent characterizations given in [RSS20, Theorem 3.22], another being given in Theorem 6.5(iv) below. It also corresponds to the notion of “quasicotopological localization” of $\infty$-toposes given in [Ver19, Section 7.2]. One of Vergura’s conditions, given in his Proposition 4.11, is that every $L$-local map is $L$-étale, and by Theorem A(5), this is equivalent to $L$ being lex. Vergura’s other condition is that every $L$-equivalence is $\infty$-connected, and so Vergura’s definition is equivalent to Theorem 6.5(vi). Lurie’s notion of “cotopological localization” [Lur09, Section 6.5.2] differs only in that it also assumes accessibility.

We also need the following lemma.

**Lemma 6.4.** Let $L$ be a reflective subuniverse. If the unit maps $\eta : X \to LX$ are all surjective, then every mere proposition is $L$-local. The converse holds if $L$ is a modality.
Proof. Let $P$ be a mere proposition and consider $\eta : P \to LP$. We have the following chain of equivalences:

$$\text{isSurj}(\eta) = \prod_{P : LP} \|\text{fib}_\eta(p)\|_1$$

$$= \prod_{P : LP} \|\sum_{q : P} \eta(q) = p\|_1$$

$$\simeq \prod_{P : LP} P$$

$$\simeq \prod_{P : LP} \|P\|_1$$

$$= (LP \to P).$$

If we have a map $LP \to P$, then $P$ is a retract of $LP$ and is therefore $L$-local. So the unit for $P$ is surjective if and only if $P$ is $L$-local, which in particular proves the first claim.

Now suppose that $L$ is a modality and that every mere proposition is $L$-local. Then, for any type $X$, dependent elimination gives us an equivalence

$$\prod_{x : LX} \|\text{fib}_\eta(x)\|_1 \simeq \prod_{x : X} \|\text{fib}_\eta(\eta(x))\|_1.$$  

The right hand side is inhabited, so $\eta : X \to LX$ is surjective. \qed

We can now give the main theorem of this section, which proves and slightly extends Theorem A(6).

**Theorem 6.5.** Let $L$ be a reflective subuniverse. Then the following are equivalent:

(i) $L = L'$, i.e., every $L'$-local map is $L$-local.

(ii) All of the inclusions in Theorem A are equalities, including those not displayed.

(iii) Every $L'$-étale map is $L$-local.

(iv) $L$ is lex and every $L$-connected mere proposition is contractible.

(v) $L$ is cotopological.

(vi) $L$ is lex and every $L$-equivalence is $\infty$-connected.

(vii) $L$ is lex and every unit $\eta$ is surjective.

(viii) $L$ is lex and every mere proposition is $L$-local.

(ix) $L$ is lex and every truncated type is $L$-local.

Proof. (i) \implies (ii): Suppose $L = L'$. Then \{L-equivalences\}$^\perp$ = \{L'-equivalences\}$^\perp$, which implies that $L$ is lex and $j_7$ is an equality. It follows that all of the displayed inclusions are equalities. Since $L' = L''$, the next seven inclusions are equalities as well. We see inductively that all of the inclusions are equalities.

(ii) \implies (iii): Clearly, if all of the inclusions are equalities, then $j_6$ exists and is an equality.
(iii) \(\implies\) (i): Now suppose that every \(L'\)-étale map is \(L\)-local. If \(X\) is \(L'\)-local, then \(X \to 1\) is \(L'\)-étale, since \(L'1 = 1\) for every reflective subuniverse, so \(X \to 1\) is \(L\)-local. In other words, the \(L\)-local types agree with the \(L'\)-local types, which means that \(L = L'\).

(i) \(\implies\) (iv): Suppose \(L = L'\). Since \(L'1 = 1\) for every reflective subuniverse, so \(X \to 1\) is \(L\)-local. In other words, the \(L\)-local types agree with the \(L'\)-local types, which means that \(L = L'\).

(iv) \(\iff\) (v) is part of [RSS20, Theorem 3.22]. And for a lex modality, being an \(L\)-equivalence is equivalent to being \(L\)-connected, so \(\text{(v) }\iff\text{ (vi)}\).

(vi) \(\implies\) (vii): This is clear because every unit is an \(L\)-equivalence and \(\infty\)-connected maps are \((\,-1\,\)-connected, i.e., surjective.

(vii) \(\implies\) (i): Assume that \(L\) is lex and all units are surjective. We will show that every \(L'\)-local type is \(L\)-local. Suppose that \(X\) is \(L'\)-local, and consider the commuting square

\[
\begin{array}{ccc}
X & \xrightarrow{\eta} & LX \\
\downarrow & & \downarrow \\
X^2 & \xrightarrow{\eta \times \eta} & (LX)^2.
\end{array}
\]

Localizations respect products, so the bottom arrow is equivalent to the unit. Since \(X\) is \(L'\)-local, the left-hand map is \(L\)-local. Since \(L\) is lex, \(L\)-local maps are \(L\)-étale, so the square is a pullback. It follows that the induced map on the fibres, which is equivalent to \(\text{ap}_{\eta} : x_0 = x_1 \to \eta x_0 = \eta x_1\), is an equivalence. In other words, \(\eta\) is a monomorphism. Since we also are assuming that the units are surjective, \(\eta\) is an equivalence. That is, \(X\) is \(L\)-local, as required.

(vii) \(\iff\) (viii): This follows from Lemma 6.4, since \(L\) is a modality.

(viii) \(\implies\) (ix): We know from the above that (viii) implies (i), so we may assume that both of these hold. We prove (ix) inductively. By (viii), every \((-1\,\)-type is \(L\)-local. For \(n \geq -1\), let \(X\) be an \((n + 1\)-type. The identity types of \(X\) are \(n\)-types and are \(L\)-local by induction. Therefore, \(X\) is \(L'\)-local. So, by (i), \(X\) is \(L\)-local.

(ix) \(\implies\) (viii): This is trivial. \qed

The equivalence between (i) and (vi) is proved for \(\infty\)-toposes in [Ver19, Theorem 7.3], and our proof that (vii) implies (i) is adapted from Vergura’s proof.

Example 6.6. In the homotopy theory of topological spaces, there is a reflective subuniverse \(L\) such that \(L\) is not cotopological, but \(L'\) is cotopological. Put another way, we have \(L \neq L' = L''\). The only ingredient one needs to construct \(L\) is a non-trivial acyclic space, that is, a non-contractible space \(B\) whose suspension \(\Sigma B\) is contractible, and it is well-known in topology that these exist. Let \(L\) be nullification at such a space \(B\). Then \(L\) is non-trivial, as \(B\) is not \(L\)-local but every loop space is \(L\)-local. But \(L'\) is nullification at \(\Sigma B \simeq 1\), by [CORS20, Lemma 2.15], so every space is \(L'\)-local and \(L' = L''\). We expect the construction of such a \(B\) to be possible in homotopy type theory.

7 The inclusions can be strict

In this section, we give examples showing that all of the inclusions in the main theorem can be strict.
Example 7.1. For $k : \mathbb{N}$, we define the degree $k$ map $\text{deg}(k) : S^1 \to S^1$ by sending base to base and loop to loop$^k$. Let $L_{\text{deg}(k)}$ be localization with respect to this map. Then $L'_{\text{deg}(k)} = L_{\Sigma^{\text{deg}(k)}}$, where $\Sigma$ denotes the suspension. More generally, for $n : \mathbb{N}$, $L_{\text{deg}(k)}^{(n)} = L_{\Sigma^n \text{deg}(k)}$, where $(-)^{(n)}$ denotes applying $(-)^n$ $n$ times. In [CORS20, Example 4.8] it is shown that $L_{\text{deg}(k)}$ is not a modality for $k > 1$, and the example generalizes to $L_{\Sigma^n \text{deg}(k)}$ as follows. Consider the map $K(\mathbb{Z}, n + 1) \to K(\mathbb{Q}, n + 1)$ induced by the inclusion $\mathbb{Z} \to \mathbb{Q}$. The fibres of this map are $L_{\Sigma^n \text{deg}(k)}$-local and $K(\mathbb{Q}, n + 1)$ is $L_{\Sigma^n \text{deg}(k)}$-local, but $K(\mathbb{Z}, n + 1)$ is not $L_{\Sigma^n \text{deg}(k)}$-local, so $L_{\Sigma^n \text{deg}(k)}$ is not $\Sigma$-closed. These claims can be checked directly, and also follow from the case proven in [CORS20].

Theorem 7.2. For each of the inclusions not drawn as equalities, including $j_6$ and those not displayed, there exists an accessible reflective subuniverse $L$ making the inclusion strict.

Proof. By Theorem A(3), for a reflective subuniverse $L$ such that $L'$ is not a modality, $i_4$, $j_4$, $j_5$ and $j_8$ are strict. Taking $L$ to be such an $L'$ gives a case where $j_1$ is strict. By Example 7.1, there is an accessible reflective subuniverse $L$ so that each $L^{(n)}$ is not a modality, which shows that $i_{4+7n}$, $j_{4+7n}$, $j_{3+7n}$ and $j_{8+7n}$ are all strict.

We have that $i_2 = \frac{i_2}{i_2}$ and $j_2 = \frac{i_2}{i_2}$, so we either have that both are equalities, or that both are strict. Let $L$ be a nullification which is not lex. For example, one can take $\{f_1\} = \{S^1 \to 1\}$, so that $L$ is 0-truncation. By Theorem A(4), $j_4 \circ j_3$ is an equality. Since $L$ is not lex, we must have that $j_2$ is strict, by Theorem A(5). Therefore, $i_2$ is strict as well. By considering $n$-truncation, we see that $i_{2+7n}$ and $j_{2+7n}$ can be strict. As a concrete example, when $L$ is 0-truncation, the degree $k$ map $\text{deg}(k) : S^1 \to S^1$, for $k > 1$, is $L$-local (and therefore in $\{f_1\}^{\perp}$) but is not $L$-étale (and therefore is not in $\{L$-equivalences$\}^{\perp}$). We can also see that $i_2$ is strict: $\text{deg}(k)$ is an $L$-equivalence but is not $L$-connected.

We have that $i_3 = \frac{i_3}{i_3}$ and $j_3 = \frac{i_3}{i_3}$, so we either have that both are equalities, or that both are strict. We saw in Example 4.3 that $j_3$ is strict for a non-standard presentation of $n$-truncation. It follows that $i_{3+7n}$ and $j_{3+7n}$ can be strict.

Next we handle the diagonal arrows. Clearly $i_6$ is an equality if and only if $i_7$ is. Moreover, $i_7 = \frac{i_7}{i_7}$ and $j_7 = \frac{i_7}{i_7}$, so $i_7$ is an equality if and only if $j_7$ is. Examples where $i_7$ is not an equality are easy to find, such as $n$-truncation for any $n$. Note that Theorem A(4) implies that $j_6$ exists in this case, since $n$-truncation is a modality. However, $j_6$ is also not an equality, since $i_6 = \frac{i_6}{j_6}$. In fact, using Theorem A(6), $j_6$ exists but is not an equality whenever $L'$ is a modality but $L \neq L'$. It follows that $i_{6+7n}$, $j_{7+7n}$, $j_{6+7n}$ and $j_{7+7n}$ can be strict. \hfill \Box

8 Two non-inclusions

In this section, we prove Theorem A(8), which we restate here.

Theorem 8.1. In general, neither of $\{L$-connected maps$\}^{\perp}$ and $\{L$-étale maps$\}$ includes in the other.

Note that this is in contrast to the fact that after applying $\frac{1}{(-)}$ we do get an inclusion of $\frac{1}{\{L$-étale maps$\}}$ into $\frac{1}{\{L$-connected maps$\}^{\perp}} = \{L$-connected maps$\}$, via the equality $i_8$ and the inclusion $i_7$.
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Proof. If $\{L\text{-connected maps}\}^\perp$ includes in $\{L'\text{-étale maps}\}$, then $j_6$ exists, which only happens when $L'$ is a modality by Theorem A(4). We saw in Example 7.1 an example of a reflective subuniverse $L$ such that $L'$ is not a modality.

If $\{L'\text{-étale maps}\}$ includes in $\{L\text{-connected maps}\}^\perp$, then by applying $\perp(-)$ we deduce that $i_7$ is an equality, which can fail by Theorem A(7). $\square$
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**Theorem A.** Let $L$ be a reflective subuniverse of $U$. Consider the following diagram:

\[
\begin{array}{ccc}
\{L\text{-étale maps}\} & \{L\text{-équivalences}\} & \{L\text{-local maps}\} \\
\downarrow i_1 & \downarrow i_2 & \downarrow i_6 \\
\{L\text{-équivalences}\} & \{\{f_i\}\} & \{L\text{-équivalences}\} \\
\downarrow i_3 & \downarrow i_4 & \downarrow i_7 \\
\{\{\eta_X\}\} & \{\eta_X\} & \{\{\eta_X\}\} \\
\downarrow i_5 & \downarrow i_8 & \\
\{L\text{-étale maps}\} & \{L\text{-équivalences}\} & \\
\downarrow j_1 & \downarrow j_2 & \downarrow j_6 \\
\{L\text{-équivalences}\} & \{L\text{-étale maps}\} & \\
\downarrow j_3 & \downarrow j_4 & \downarrow j_7 \\
\{L\text{-étale maps}\} & \{L\text{-équivalences}\} & \\
\downarrow j_5 & \downarrow j_8 & \\
\{L\text{-étale maps}\} & \{L\text{-équivalences}\} & \\
\downarrow j_9 & \downarrow j_{10} & \\
& & \\
\vdots & \vdots & \\
\end{array}
\]

The arrows should be interpreted as implications between propositions. For example, $j_1$ means that for any reflective subuniverse $L$, if $f$ is $L$-étale, then it is right-orthogonal to every $L$-équivalence. The row concerning the family of maps $\{f_i\}$ only applies if the reflective subuniverse is presented by $\{f_i\}$, but the composites $i_2 \circ i_3$ and $j_3 \circ j_2$ apply in general. The diagram continues infinitely downwards, with $L$ replaced by $L'$, the family $\{f_i\}$ replaced by the family $\{\Sigma f_i\}$ of suspensions, and the subscripts all increased by 7 in each subsequent column.
(1) The equalities $i_{1+7n}$ and $i_{5+7n}$ hold. Consequently, each class on the left is obtained from its mirror image class on the right by applying $\perp(-)$. (However, it is not always the case that the class on the right is obtained by applying $(-)\perp$ to the class on the left.)

(2) All of the inclusions, except possibly the dashed inclusions $j_{6+7n}$, hold.

(3) The following are equivalent:

   (i) $L'$ is a modality.
   (ii) The inclusion $j_8$ is an equality.
   (iii) The inclusion $j_6$ exists.

(4) The following are equivalent:

   (i) $L$ is a modality.
   (ii) The inclusion $i_4$ is an equality.
   (iii) The inclusion $j_4$ is an equality.
   (iv) The inclusion $j_5$ is an equality.

   Also, when $L$ is a modality, $j_1$ is an equality and the conditions in (3) hold. If, in addition, $L$ is presented as a nullification, then $i_3$ and $j_3$ are equalities.

(5) The following are equivalent:

   (i) $L$ is a lex modality.
   (ii) $L$ is a lex reflective subuniverse.
   (iii) All of the displayed vertical (non-diagonal) inclusions are equalities (but not necessarily $i_6$, $j_9$, etc.)
   (iv) The inclusion $j_4 \circ \cdots \circ j_1$ is an equality, i.e., every $L$-local map is $L$-étale.
   (v) The inclusion $j_4 \circ j_3 \circ j_2$ is an equality.
   (vi) The inclusion $i_2 \circ i_3 \circ i_4$ is an equality, i.e., every $L$-equivalence is $L$-connected.

   Also, when $L$ is a lex modality, the conditions in (4) hold.

(6) The following are equivalent:

   (i) $L = L'$, i.e., the composite inclusion $\{L$-local maps$\} \hookrightarrow \{L'$-local maps$\}$ is an equality.
   (ii) All of the inclusions are equalities, including those not displayed.
   (iii) Every $L'$-étale map is $L$-local, i.e., there is an inclusion going in the opposite direction to $j_6$.
   (iv) $L$ is cotopological (see Section 6).
   (v) $L$ is lex and every unit $\eta$ is surjective.
   (vi) $L$ is lex and every mere proposition is $L$-local.

   Also, when $L = L'$, the conditions in (5) hold.

(7) For each of the inclusions not drawn as equalities, including $j_6$ and those not displayed, there exists an accessible reflective subuniverse $L$ making the inclusion strict.

(8) In general, neither of $\{L$-connected maps$\}^\perp$ and $\{L'$-étale maps$\}$ includes in the other.