Noise-sensitivity Analysis and Improvement of Automatic Retrieval of Temperature and Emissivity Using Spectral Smoothness
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Abstract: There are numerous algorithms that can be used to retrieve land surface temperature (LST) and land surface emissivity (LSE) from hyperspectral thermal infrared (HTIR) data. The algorithms are sensitive to a number of factors, where noise is difficult to handle due to its unpredictability. Although there is a lot of research regarding the influence of noise on retrieval errors, few studies have focused on the mechanism. In this study, we selected the automatic retrieval of temperature and emissivity using spectral smoothness (ARTEMISS) algorithm—the representative of the iterative spectral smoothness temperature-emissivity separation algorithm family—as the research object and proposed an improved algorithm. First, we analyzed the influence mechanism of noise on the retrieval errors of ARTEMISS in theory. Second, we carried out a simulation and inversion experiment and analyzed the relationship between instrument spectral resolution, noise level, the ARTEMISS parameter setting and the retrieval errors separately. Last, we proposed an improved method (resolution-degrade-based spectral smoothness algorithm, RDSS) based on the mechanism and law of the influence of noise on retrieval errors and provided corresponding suggestions on instrument design. The results show that RDSS improves the accuracy of temperature inversion and is more effective for thermal infrared data with a high noise level and high spectral resolution, which can reduce the LST inversion error by up to 0.75 K and the LSE median absolute deviation (MAD) by 31%. In the presence of noise in HTIR data, the RDSS algorithm performs better than the ARTEMISS algorithm in terms of temperature-emissivity separation.
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1. Introduction

Land surface temperature (LST) and land surface emissivity (LSE) are two key physical parameters characterizing the state of the land surface, which are applied in various areas such as mineral mapping [1–3], gas plume detection [4], soil moisture inversion [5] and oil-film thicknesses measurement [6]. The LST is sensitive to the external environment and reflects the energy budget of an object during a period; the LSE, determined by the object itself, reflects its physical and chemical properties. The LST and LSE of an object can be simultaneously derived from thermal infrared (generally 8–14 µm) data through a temperature-emissivity separation (TES) algorithm. TES is a crucial issue in thermal infrared remote sensing, which can be seen as an underdetermined equation problem, i.e., obtaining N+1 unknowns (N emissivities at each band and one temperature) by solving
N equations (one sensor output radiance with N bands). Consequently, it needs at least one additional constraint to make the underdetermined equations solvable.

For thermal infrared data with low or medium spectral resolution, LST is the principal retrieval goal compared with LSE. In this case, the primary task of TES algorithms for multiband thermal infrared data is to determine LSE. Many algorithms were developed for the inversion of LST from multispectral thermal infrared data, such as the split-window method [7], grey body emissivity [8], reference channel method [9], normalized emissivity method (NEM) [10,11], temperature independent spectral indices (TISI) [12], spectral ratio method [13], NDVI-based emissivity method (NBEM) [14–17] and advanced spaceborne thermal emission and reflection radiometer temperature-emissivity separation (ASTER TES) [18]. Among them, NBEM, TISI and ASTER TES are widely used methods [19]. Based on the relationship between NDVI and LSE, NBEM determines the LSE at specific bands with the help of visible near-infrared data. The ASTER TES method iteratively adjusts the average emissivity according to the empirical relationship between the change range of emissivity and the average emissivity to obtain the optimal LST. TISI transforms ground-leaving radiance under some approximation of the Planck function to make it reflect the spectral shape of emissivity. The day and night algorithm, based on TISI, has obtained good results on LST inversion of multi-band thermal infrared remote-sensing data [17]. TISI is theoretically suitable for thermal infrared remote sensing data of any spectral resolution; however, it cannot obtain absolute values of the retrieval emissivity spectrum. Therefore, TISI requires other data or theoretical constraints to solve the problem. The improvement of hyperspectral thermal infrared (HTIR) remote sensing technology brings new opportunities for the development of thermal infrared remote sensing. Unlike multi-spectral remote sensing, HTIR remote sensing is applied to retrieve not only LST but also LSE more accurately, which gives full play to the role of LSE on the fields of classification, identification and parameter inversion of the land surface (especially urban land surfaces of various types). As a result, the application scenarios of HTIR remote sensing are different to those of multispectral thermal infrared remote sensing. To adapt to new application scenarios, the goal of TES of HTIR remote sensing is to obtain the LST and LSE with the highest accuracy under the smallest number of universal and reasonable additional constraints. At present, scholars have proposed or improved a number of TES algorithms for HTIR data [20–35]. Unlike multispectral thermal infrared inversion methods, most TES algorithms for HTIR data have far fewer constraints. One well-known assumption of HTIR TES algorithms is that the LSE of most objects [36] is much smoother than the spectral curve of atmospheric downwelling radiance.

Iterative spectrally smooth temperature-emissivity separation (ISSTES) [21] is a representative TES algorithm based on the concept of spectral smoothness for HTIR data. ISSTES uses a smoothness index as a cost function measuring the atmospheric residue in the estimated LSE, and iteratively optimizes the estimated LST until the cost function is minimized and the corresponding LSE is considered optimally smoothed. The automatic retrieval of temperature and emissivity using spectral smoothness (ARTEMISS) improved ISSTES [22] by updating its cost function. ARTEMISS uses the standard deviation of the estimated at-sensor radiance and true at-sensor radiance as the cost function, instead of the absolute deviation of the estimated LSE and true LSE. Based on ARTEMISS, the quick temperature-emissivity separation (QTES) algorithm [23] was modified to retrieve LST and LSE from HTIR data measured near the ground. QTES uses a narrow spectral range (9.5–10 µm) instead of the entire spectral range of data when searching for the optimal temperature. In addition to the three algorithms proposed by Borel mentioned above, researchers have successively proposed many other TES algorithms based on the concept of spectral smoothness. The spectral smoothness method (SpSm) [24] uses the first derivative of estimated LSE spectrum as cost function. The downwelling radiance residual index (DRRI) [25] algorithm uses downwelling radiance residual index to measure roughness of LSE curve on several selected three-channel groups. The correlation-based temperature and emissivity separation (CBTES) method [26] constructs a cost function to measure the correlation between the estimated LSE and the atmospheric downwelling radiation, based on the concept that LSE is not directly related to atmospheric downwelling radiation, but when estimated LST is not accurate,
estimated LSE will include residual atmospheric absorption information. The stepwise refining temperature and emissivity separation (SRTES) [27] considers self-emitting radiation of the land surface a function of wavenumber in a narrow spectral range, where LSE can be seen as a constant and the Planck function can be expressed in a linear form. However, atmospheric downwelling radiation still contains unignorable atmospheric absorption features. SRTES utilizes the residual atmospheric downwelling radiation of calculated self-emitting radiation as a criterion and obtains both the LSE at specified bands and the LST by the stepwise refining method. The correlation-wavelet method [28] considers the land surface self-emission curve as a fundamental-frequency signal and atmospheric downwelling radiation as a high-frequency signal, and obtains the land surface self-emission from ground-leaving radiance by filtering out the atmospheric characteristics based on the spectral smoothness concept. The correlation-wavelet method calculates the correlation between the emissivity curves calculated by taking into the atmospheric downwelling radiance and by direct wavelet filtering without considering atmospheric downwelling radiance. At the maximum correlation, the corresponding temperature is seen as the optimal retrieval temperature. Meanwhile, the emissivity curve is synthesized by wavelet signals of different scales whose proportion is calculated based on the correlation. A TES algorithm for low-emissivity materials [29] is based on the bias characteristic of atmospheric downwelling radiance, namely when retrieval LSE deviates from its true value, atmospheric downwelling radiance also deviates from its true value and the deviations are the same at the bands of the atmospheric absorption peak and valley. Some researchers have tried to reduce the unknowns of equations by reducing the dimensions of the emissivity, making the underdetermined equations solvable. One way to reduce the dimensionality is to divide the emissivity curve into several segments, each of which is the linear function of the wavelength. Based on the segmented linear constraints, three TES methods have been proposed, namely, the linear spectral emissivity constraint (LSEC) [30], the improved LSEC (I-LSEC) [31] and the pre-estimate shape LSEC (PES-LSEC) [32], which all take the sum of squared residuals of the estimated and true ground-leaving radiance as cost function. Another way to reduce the dimensionality is using the wavelet transform. The wavelet transform method for separating temperature and emissivity (WTTES) [33], which expresses LSE as a function of low-frequency wavelet coefficients, reduces the number of unknowns from $N+1$ to $N/2+1$, and iteratively searches for the optimal wavelet coefficient and LST. The multi-scale wavelet-based TES algorithm (MSWTES) [34] is based on the fact that both high frequencies of ground-leaving radiance and the LSE calculated according to inaccurate LST are closely correlated with the atmospheric downwelling radiance. From the perspective of the spectral curve, the above TES algorithms follow similar basic concepts. For eliminating the influence of the “thorns” of a curve due to atmospheric absorption lines, the TES algorithms first aim to obtain a degraded approximate spectral curve close to the true spectral curve. For example, ISSTES estimates the LSE from equations directly; LSEC and WTTES estimate LSE after modifying its expression. Then, they search for the optimal LST, which minimizes the cost function and calculates its corresponding LSE as the final retrieval LSE. In addition to the idea of spectral smoothness, there is a new idea from the perspective of statistics, which assumes that the LSE spectra of natural and man-made materials can be well represented in a given subspace of the original data space. Based on the new idea, the dictionary subspace based temperature and emissivity separation (D-SBTES) [35,36] uses a singular value decomposition to extract the basis matrix of the subspace from the emissivity spectra dictionary to obtain the retrieval emissivity. However, D-SBTES suffers from several factors, such as noise, the rank of basis matrix adopted to address the emissivity subspace and the true land surface temperature, and it is more suitable for high-emissivity objects.

Overall, spectral smoothness has been a reasonable strategy widely used in the field of TES. Among the TES algorithms mentioned above, the most commonly used cost function is the standard deviation of the simulated at-sensor radiance and true at-sensor radiance, and a classic and common method to approximately process the LSE curve is the boxcar average. Therefore, for this study we researched ARTEMISS, which is the representative algorithm of the spectral smoothness TES family and has first-rate performance.
There are many impact factors to the performance of a TES algorithm for HTIR data, mainly including (1) sensor-related parameters (e.g., sensor altitude, spatial resolution, spectral range, spectral resolution and instrument noise), (2) data pre-processing (before TES) related residual errors (e.g., radiation calibration, spectral calibration and atmospheric correction) and (3) the algorithm’s limitations (e.g., the adopted assumptions or constraints) [37–48]. The sensor altitude affects the amount of atmospheric radiation entering the sensor. The higher the sensor altitude, the greater the inversion error [37,44]. If the spatial resolution is low, non-isothermal mixed pixels will appear in the thermal infrared hyperspectral image, which makes it difficult to separate the temperature emissivity accurately [39,41,42]. The spectral range of 7.5–8 µm, containing dense atmospheric absorption lines, is usually used to retrieve atmospheric parameters; however, the inversion requires a sufficient spectral resolution. The spectral range of 8–12.5 µm is usually used to retrieve the LST and LSE; the higher the spectral resolution, the smaller the retrieval errors [42,43]. A sufficient signal-to-noise ratio is necessary to obtain a unique solution for TES, and the retrieval error increases linearly with instrument noise [37,40,42]. The radiation calibration needs to have sufficient accuracy in order to make the simulated and measured radiance match [42]. The spectral calibration error greatly affects the temperature and emissivity errors even if the atmospheric correction has no error [40,45–48]. The influence of atmospheric correction errors (atmospheric upwelling radiance, atmospheric downwelling radiance and atmospheric transmittance) on the retrieval results varies by the TES algorithm. Among the three atmospheric parameters, atmospheric downwelling radiance has most of the influence on retrieval errors, especially for low-emissivity objects [41,43,45,46]. The adopted cost function is a mathematical expression of the adopted assumption for a TES algorithm, which certainly affects algorithm performance, regardless of whether the algorithm solves the underdetermined problem by increasing the constraints (e.g., spectral smoothness assumption) or reducing unknowns (e.g., piecewise linear constraint) [37,38,44,47,48].

The above factors, excluding the algorithm’s limitations, can be classified as systematic errors and random errors. The systematic errors can be reduced or removed by some correction methods based on the study of error patterns. For example, besides laboratory calibration, scene-based spectral calibration is able to improve further the spectral calibration accuracy of the field-measured data, which selects some atmospheric absorption channels as the reference channel to perform spectral calibration on the measured data, and the minimum error of the center wavelength shift is within 1 nm [49]. The sensor altitude, spectral range and resolution depend on the equipment development level and the external conditions during data acquisition. They mainly affect errors of the atmospheric parameters (input parameters for separating temperature and emissivity), and the accuracy of atmospheric correction increases with the improvement of technology [40,50,51]. The random errors, however, are much more difficult to deal with. Like noise, it is uncontrollable and limited by the detector technology, and it is difficult to remove the noise non-destructively after data acquisition. Therefore, the influence of random errors on the TES algorithms is also widely researched [25–28,30–32,37,40–44,47,48]. However, most research on this issue has been about how much noise causes the temperature and emissivity inversion errors, and only a few studies have focused on the influence mechanism of noise on the TES algorithms.

Here, we selected the ARTEMISS algorithm—a representative of the iterative spectral smoothness TES algorithm family with a good application effect—as the research object. The influence mechanism of noise on the retrieval errors of ARTEMISS is derived from the cost function. The relationships between the instrument spectral resolution, noise level, the ARTEMISS parameter setting and the retrieval errors are investigated through simulation experiment. On the basis of the mechanism and law of the influence of noise on the retrieval errors obtained from the experiment, the resolution-degrade-based spectral smoothness (RDSS) algorithm, an improved method, is proposed. Corresponding suggestions on the instrument design are also provided. Section 1 reviews TES algorithms and impact factors. Section 2 theoretically analyzes how noise affects the retrieval results of ARTEMISS. Section 3 describes the data simulation experiment, implementation of TES and the evaluation metrics for the retrieval
results (Section 3.1) and the results of a sensitivity analysis of ARTEMiSS regarding noise and smoothing window size (Section 3.2). Section 4 proposes the RDSS algorithm based on ARTEMiSS, and presents the validation results. Sections 5 and 6 present the discussion and conclusions, respectively.

2. Background

The temperature-emissivity separation is based on radiative transfer theory. Ignoring multiple scattering, the radiative transfer equation (RTE) [9,52,53] is as follows:

\[ L(\lambda_i, T) = L_g(\lambda_i, T)\tau(\lambda_i) + L_a(\lambda_i) \]  
(1)

\[ L_g(\lambda_i, T) = \epsilon(\lambda_i)B(\lambda_i, T) + [1 - \epsilon(\lambda_i)]L_d(\lambda_i) \]  
(2)

\[ B(\lambda_i, T) = \frac{c_1}{\lambda_i^5 \cdot \exp\left(\frac{c_2}{\lambda_i T}\right)-1} \]  
(3)

where \( L(\lambda_i, T) \) is the at-sensor radiance at \( i \)-th band and \( T \), \( i \in [1, N] \); \( N \) is the number of bands; \( L_g(\lambda_i, T) \) is the ground-leaving radiance, including the object’s self-emitting radiance and reflected atmospheric downwelling radiance; \( L_a(\lambda_i) \) is the atmospheric upwelling radiance; \( \tau(\lambda_i) \) is the atmospheric transmittance; \( \epsilon(\lambda_i) \) is the land surface emissivity; \( B(\lambda_i, T) \) is the blackbody radiance at \( T \) and \( L_d(\lambda_i) \) is the atmospheric downwelling radiance.

The original ARTEMiSS algorithm includes two parts: atmospheric correction and temperature-emissivity separation. This study focuses on the influence of instrument noise on the retrieval LST and LSE of ARTEMiSS. Therefore, this study only discusses the temperature-emissivity separation process of ARTEMiSS, assuming the three atmospheric parameters \( (\tau(\lambda_i), L_d(\lambda_i) \) and \( L_u(\lambda_i) \)) known and without errors. Then, we know \( L_g(\lambda_i, T) \) according to Equation (1). Given temperature estimation \( \hat{T} \), we can obtain the LSE according to Equation (2). The emissivity is calculated by,

\[ \hat{\epsilon}(\lambda_i) = \frac{L_g(\lambda_i, \hat{T}) - L_d(\lambda_i)}{B(\lambda_i, \hat{T}) - L_d(\lambda_i)} \]  
(4)

where \( \hat{\epsilon}(\lambda_i) \) is the LSE estimation and \( B(\lambda_i, \hat{T}) \) is the blackbody radiance at \( \hat{T} \).

According to the concept of spectral smoothness, the goal of ARTEMiSS is to find an optimal LST estimation where the corresponding LSE is the smoothest. ARTEMiSS uses the standard deviation of estimated at-sensor radiance and true at-sensor radiance as the cost function. When the cost function reaches the minimum, the corresponding LST estimation is the optimal LST. The process of ARTEMiSS temperature-emissivity separation is as follows:

Given an LST estimation, the LSE estimation can be calculated using Equation (4); then, a boxcar average is performed on it and one can obtain the smoothed LSE estimation \( \bar{\epsilon}(\lambda_i) \):

\[ \bar{\epsilon}(\lambda_i) = \frac{1}{3} \sum_{j=i-1}^{i+1} \hat{\epsilon}(\lambda_j) \]  
(5)

Then, the estimated at-sensor radiance, \( L_{\text{est}}(\lambda, \hat{T}, \bar{\epsilon}) \) is calculated according to the RTE:

\[ L_{\text{est}}(\lambda, \hat{T}, \bar{\epsilon}) = \hat{\epsilon}(\lambda)B(\lambda, \hat{T})\tau(\lambda) + [1 - \hat{\epsilon}(\lambda)]L_d(\lambda)\tau(\lambda) + L_u(\lambda) \]  
(6)

Then, the standard deviation (cost function) of the estimated at-sensor radiance and the true at-sensor radiance is calculated:

\[ \sigma(\hat{T}, \bar{\epsilon}) = \sigma(L_{\text{est}}(\lambda, \hat{T}, \bar{\epsilon}) - L(\lambda, \hat{T}, \bar{\epsilon})) \]  
(7)
We iteratively cycle through Equations (5)–(7) until the cost function reaches the minimum, and the corresponding temperature is seen as the optimal LST. Then we obtain the retrieval emissivity with the optimal temperature through Equation (4).

The above processes do not consider instrument noise. In fact, the output radiance of the thermal infrared hyperspectral sensor inevitably includes instrument noise. Instrument noise is a kind of random noise. In this study, the instrument noise is represented by additive Gaussian white noise, and the bands are uncorrelated. That is, to the right side of in Equation (1), add a noise term \( \eta(\lambda_i) \). Accordingly, to the right side of in Equation (2), also add a noise term \( \eta(\lambda_i) \). Then \( \hat{\varepsilon}(\lambda_i) \) in Equation (4) becomes,

\[
\hat{\varepsilon}(\lambda_i) = \frac{\text{Tr}(\lambda_i) - L_d(\lambda_i)\varepsilon_i + \eta(\lambda_i)}{B(\lambda_i, \hat{T}) - L_d(\lambda_i)} \]

where \( \hat{\varepsilon}(\lambda_i) \) and \( \varepsilon(\lambda_i) \) are the estimated emissivity and its true value respectively and \( \hat{T} \) and \( T \) are the estimated temperature and its true value respectively.

For simplicity, \( \hat{\varepsilon}(\lambda_i), \varepsilon(\lambda_i), B(\lambda_i, \hat{T}), B(\lambda_i, T), \tau(\lambda_i), L_d(\lambda_i) \) and \( \eta(\lambda_i) \) will be abbreviated in the following equations as \( \hat{\varepsilon}_i, \varepsilon_i, \hat{B}_i, B_i, \tau_i, L_i, L_d \) and \( \eta_i \) respectively. We bring Equations (5) and (8) into Equation (7), and the cost function of ARTEMISS, i.e., Equation (7), becomes

\[
\sigma(\hat{T}, \hat{\varepsilon}) = \sigma\left(\frac{\left[\frac{1}{3} \hat{B}_i - L_d \hat{\varepsilon}_i + L_d \tau_i \right] - \left(\hat{B}_i - L_d \varepsilon_i \tau_i + \eta_i\right)}{B_i - L_d \tau_i} + \frac{\left[\frac{1}{3} \hat{B}_i - L_d \hat{\varepsilon}_i + L_d \tau_i \right] - \left(\hat{B}_i - L_d \varepsilon_i \tau_i + \eta_i\right)}{B_i - L_d \tau_i} + \frac{\left[\frac{1}{3} \hat{B}_i - L_d \hat{\varepsilon}_i + L_d \tau_i \right] - \left(\hat{B}_i - L_d \varepsilon_i \tau_i + \eta_i\right)}{B_i - L_d \tau_i} \right)
\]

where \( \sigma(\cdot) \) in the right side of Equation (9) refers to \( \sum_{i=1}^{N} \left(\cdot\right)^2 \).

In Equation (9), the first three items are not related to noise and the last three items are noise-related. The items not related to noise are fixed and determined by the temperature. In general, the cost function is smallest when \( \hat{T} = T \). However, after noise appears, the cost function may not be the minimum value when \( \hat{T} = T \). That is to say, after the coupling of noise, temperature and transmittance, different noise levels may cause different optimal \( \hat{T} \) appearances for the same emissivity.

3. Sensitivity Analysis of ARTEMISS

This section analyzed the relationship between instrument spectral resolution, the noise level, the ARTEMISS parameter setting and the retrieval errors of ARTEMISS through simulation data. This section described the simulation experiment in Section 3.1 and the results in Section 3.2.

3.1. Simulation Experiment

A thermal infrared hyperspectral imager is the primary tool used to acquire HTIR remote sensing data. The instrument’s settings and performance directly affect data quality, which in turn affects the accuracy of subsequent TES process. On the contrary, the TES algorithms also influence the development of HTIR instruments over time. Based on this background and recent research [48], this study mainly uses the instrument’s key parameters, such as spectral range, noise level, spectral resolution and ARTEMISS parameter setting, to explore their influence on the accuracy of the TES algorithm. Note that the scenes simulated in this study were only isotermal homogeneous pixels, the complex radiation transfer process among non-isothermal heterogeneous pixels involves other
complex problems, such as pixel decomposition, which may not be conducive to focusing on evaluating the relationship between the accuracy of the TES algorithm and the selected impact factors.

During the simulation of at-sensor radiance, this study considered three impact factors unrelated to the algorithm itself (i.e., spectral range, noise level and spectral resolution) and four input parameters (i.e., atmospheric model, sensor altitude, surface temperature and surface emissivity), as shown in Table 1. They were set as follows:

**Table 1.** Primary variables setup of simulation experiment.

| Variable                  | Value                                      | Number |
|---------------------------|--------------------------------------------|--------|
| Spectral range            | 7.5–12.5 µm, 8–12.5 µm                      | 2      |
| Random noise              | From 0 to 0.5 K with an incremental step of 0.05 K | 11     |
| Spectral resolution       | 50 nm, 35 nm, 10 nm, 5 nm                   | 4      |
| Sensor altitude           | 2 km, 10 km, 750 km                         | 3      |
|                           | Atmospheric temperature + offset            |        |
|                           | Offset:                                     |        |
|                           | (1) from −5 K to 20 K with an incremental step of 5 K | 6      |
|                           | when atmospheric temperature ≤ 280 K;       |        |
|                           | (2) from −10 K to 15 K with an incremental step of 5 K |        |
|                           | when atmospheric temperature > 280 K.       |        |
| LST                       | All emissivity spectra covering thermal infrared wavelengths from ASTER 2.0 | 1524   |
|                           | Tropical Model, 299.7 K                     |        |
|                           | Mid-Latitude Summer Model, 294.2 K          |        |
|                           | Mid-Latitude Winter Model, 272.2 K          |        |
|                           | Sub-Arctic Summer Model, 287.2 K            | 5      |
|                           | Sub-Arctic Winter Model, 257.2 K            |        |
| Total                     | —                                          | 12,070,080 |

(1) Spectral range: 7.5–13.5 µm is generally regarded as the atmospheric window of thermal infrared remote sensing. Considering the low detector response efficiency at 12.5–13.5 µm and the atmospheric absorption at 7.5–8.0 µm, this study used two spectral ranges: 7.5–12.5 µm and 8–12.5 µm.

(2) Noise level: considering that a HTIR imager is a system, the noise in calibrated data is an accumulation of noise from the radiance entering the imager to have been calibrated, including detector noise, circuit noise, calibration source noise, etc. The calibration errors include both systematic and random errors. This study only considered the random calibration error, which is more difficult to be removed than systematic error. Therefore, the noise here refers to a comprehensive noise equivalent temperature difference, namely the random error in calibrated data, which is simulated by a Gaussian function \([37,44]\). Taking the current noise equivalent temperature difference (NEDT) of the instrument, which is generally below 0.3 K \([54]\), and other sources of random errors into account, in this study we tested 11 noise levels, and the specific value was from 0 to 0.5 K with an incremental increase of 0.05 K.

(3) Spectral resolution: the HTIR imager splits the thermal infrared radiation spectrum into hundreds and thousands, approximately continuous and narrow bands, and the spectral response of each channel conforms to the Gaussian distribution \([55,56]\). When dealing with multi-spectral thermal infrared data, the spectral response function is usually obtained by direct measurement \([57,58]\). However, for the HTIR imager, the spectral response performance at each channel is usually fitted by a Gaussian function after spectral calibration by devices such as a monochromator, and described by the center wavelength and full width at half height (FWHM) obtained by fitting. Practically, the spectral response function of the HTIR imager is obtained by putting the center wavelength and FWHM at each band into a Gaussian function. In general, the spectral resolution of HTIR imagers is higher than 100 nm (one hundredth of a wavelength). The spectral resolution of most current airborne instruments is above 50 nm \([54]\). Four spectral resolutions (50 nm, 35.2 nm, 10 nm and 5 nm) were tested to analyze the influence of the spectral range and spectral resolution on the retrieval results (Table 1). The two spectral resolutions of 50 nm and 35.2 nm were from the airborne thermal-infrared hyperspectral imager system...
(ATHIS) [55] and hyperspectral thermal emission spectrometer (HyTES) [59] respectively. The other two spectral resolutions of 10 nm and 5 nm were set to provide theoretical analysis for the design and development of HTIR instruments with higher spectral resolution in the future.

(4) Atmospheric model: to include as many atmospheric conditions as possible, we chose five atmospheric models from moderate resolution atmospheric transmission (MODTRAN) software developed by Spectral Sciences, Inc., Burlington, United States [60], including tropical atmospheric model, mid-latitude summer (winter) atmospheric model and sub-arctic summer (winter) atmospheric model.

(5) Sensor altitude: the development of HTIR imagers is currently in its infancy. There are no spaceborne HTIR instruments in orbit yet, and airborne HTIR imagers are still the mainstream. Thus, airborne HTIR data are the main source currently available. The sensor altitude directly affects atmospheric transmittance and path radiance. With due consideration of the airborne HTIR remote sensing scene, this study sets three sensor altitudes of 2 km, 10 km and 750 km for low aerial, high aerial and spaceborne instruments, respectively.

(6) Surface temperature: the heat between the land surface and atmosphere is frequently exchanged. LST generally fluctuates more than atmospheric bottom temperature. Therefore, the surface temperature is set around the atmospheric temperature. That is, the surface temperature is equal to the atmospheric temperature plus an offset. In the simulation, when the atmospheric temperature was higher than 280 K, the offset was set from –5 to 20 K with an incremental step of 5 K; when the atmospheric temperature was lower than 280 K, the offset was set from –10 to 15 K with an incremental step of 5 K.

(7) Surface emissivity: the theoretical basis of ARTEMISS is that the smoothness of LSE is higher than the downwelling radiance spectrum of the atmosphere. It is necessary to choose a dataset containing a large number of spectra to test the influence of the fluctuation of spectral curves of different ground objects on inversion accuracy. We chose the advanced spaceborne thermal emission and reflection radiometer (ASTER) 2.0 spectral library [61], which is often adopted in a remote sensing numerical simulation experiment. There are 2445 spectra of different ground objects in the library. Among them, 1524 emissivity curves covering thermal infrared wavelengths were selected, simulating the majority of scenarios in practical applications. The selected dataset involves common ground object types including stony mineral (909), rock (388), manmade (84), soil (75), stony meteorite (60), vegetation (4), water (4), snow (4) and ice (1) [48].

The influence of ARTEMISS’s smooth window size on the inversion accuracy was studied during the process of TES in this study. The method used in [48] was adopted in the terms of searching for the optimal temperature; the specific settings were as follows:

(1) Smooth window size setting: here, the algorithm parameter refers to the best window size for smoothing, where the retrieval error is the smallest among the several window sizes for a group of data at a certain noise level. We used the ARTEMISS algorithm with 17 smoothing window sizes (from 3 to 35 with an incremental step of 2) to retrieve the simulated at-sensor radiances to analyze the relationship between the ARTEMISS spectral smoothing window sizes and the retrieval errors.

(2) The strategy of optimal temperature solution: to reduce the computational complexity and avoid the local minimum of the cost function, the strategy of the optimal temperature solution adopted in this study was the same as in [48]. First, a search range of temperature was set, as in [48]. Then, the cost function was calculated for each temperature in the temperature search range. Finally, the temperature corresponding to the minimum cost function value was seen as the optimal temperature. According to the literature [48], the optimal temperature obtained with a search range of true LST ± 100 K is basically same with that obtained with a search range of true LST ± 20 K. Therefore, in order to save calculation time, the true surface temperature ± 20 K was set as the temperature search range in this study.

We used the root mean square error (RMSE) metrics to evaluate the retrieval temperature error. The RMSE of a group of retrieval LSTs with a certain spectral parameter and noise level is defined as:
The RMS is sensitive to the amplitude of error at some bands (especially large errors), but it is not sensitive to the overall deviation tendency of retrieval LSE from its true LSE. The overall deviation means that the amplitudes of error at all bands are about the same. Therefore, we used both the RMSE and median absolute deviation (MAD) to evaluate the retrieval LSE. This strategy can simultaneously measure the emissivity error in terms of both details and overall morphologies.

The RMSE and MAD of a group of retrieval LSEs with a certain spectral parameter and noise level are defined as:

\[
RMSE_T = \sqrt{\frac{1}{N_s} \sum_{j=1}^{N_s} (\hat{T}_j - T_j)^2} \tag{10}
\]

\[
RMSE_\varepsilon = \frac{1}{N_s} \sum_{j=1}^{N_s} \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{\varepsilon}_j(\lambda_i) - \varepsilon_j(\lambda_i))^2} \tag{11}
\]

\[
MAD_\varepsilon = \frac{1}{N_s} \sum_{j=1}^{N_s} \text{median}(\hat{\varepsilon}_j(\lambda_i) - \varepsilon_j(\lambda_i)) \tag{12}
\]

where \( j \in [1, N_s] \), \( N_s \) is the number of samples in a group of data to be evaluated; \( i \in [1, N] \), \( N \) is the number of bands of a retrieval LSE spectrum; \( \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{\varepsilon}_j(\lambda_i) - \varepsilon_j(\lambda_i))^2} \) is RMSE of retrieval LSE spectrum; \( \text{median}(\hat{\varepsilon}_j(\lambda_i) - \varepsilon_j(\lambda_i)) \) is MAD of retrieval LSE spectrum and \( \hat{\varepsilon}_j(\lambda_i) \) and \( \varepsilon_j(\lambda_i) \) is the retrieval and true LSE of sample \( j \) at the \( i \)-th band, respectively.

The data simulation included two processes: the ultra-high-resolution (1 nm) at-sensor radiance simulation and sensor output radiance simulation, as detailed in article [48]. The simulation experiment was based on the interface data language (IDL), Exelis Visual Information Solutions, Inc. MODTRAN was called by an IDL program to simulate the atmospheric parameters. All other experimental processes were implemented by the IDL code. In order to facilitate the drawing and explanation of the results, the simulation results were classified into eight groups according to spectral range and spectral resolution in this article, as shown in Table 2.

| Name | Spectral Range/\( \mu \)m | Spectral Resolution/nm | Similar Sensor |
|------|---------------------------|------------------------|----------------|
| Group1 | 7.5–12.5 | 50 | |
| Group2 | 7.5–12.5 | 35.2 | HyTES |
| Group3 | 7.5–12.5 | 10 | |
| Group4 | 7.5–12.5 | 5 | |
| Group5 | 8–12.5 | 50 | |
| Group6 | 8–12.5 | 35.2 | |
| Group7 | 8–12.5 | 10 | |
| Group8 | 8–12.5 | 5 | |

3.2. Results Analysis

3.2.1. The Relationship of the Retrieval Errors of ARTEMISS vs. the Noise Level and Spectral Parameters

This study retrieved eight groups of simulated HTIR data with two spectral ranges (7.5–12.5 \( \mu \)m and 8–12.5 \( \mu \)m) and four spectral resolution (50 nm, 35.2 nm, 10 nm and 5 nm) by the ARTEMISS algorithm and measured the retrieved LST and LSE errors. Figure 1 shows the retrieved LST errors of the eight groups of simulated HTIR data as a function of the noise level.
Figure 1. Plot of automatic retrieval of temperature and emissivity using spectral smoothness (ARTEMiSS) land surface temperature (LST) inversion errors varying with noise equivalent temperature difference (NEDT), spectral range and spectral resolution.

For all eight groups of simulated HTIR data shown in Figure 1, the retrieved LST errors of ARTEMiSS increased linearly, roughly with the noise level. For the four groups of simulated data with high spectral resolution of 10 nm and 5 nm, after the NEDT of 0.2 K, the retrieved LST errors increased with the noise level at a slower growth rate. For the eight groups of simulated data except the two with the spectral resolution of 5 nm, the retrieved LST errors of ARTEMiSS decreased as the spectral resolution increased. However, the two groups of data with a spectral resolution of 5 nm show differences to each other. For the spectral range of 8–12.5 µm, the retrieved LST errors of 5 nm at 8–12.5 µm (refers to Group8 with a spectral resolution of 5 nm and in a spectral range of 8–12.5 µm) were smaller than those with a lower spectral resolution (50 nm and 35.2 nm) and were consistent with those of 10 nm and a spectral range of 8–12.5 µm in terms of both amplitude and trend. For the spectral range of 7.5–12.5 µm, the retrieved LST errors of 5 nm at 7.5–12.5 µm were larger than those with a lower spectral resolution (35.2 nm and 10 nm) and were numerically similar with those of 50 nm at 7.5–12.5 µm. For the spectral resolutions of 50 nm and 32.5 nm, the retrieved LST errors with a spectral range of 7.5–12.5 µm were smaller than those in the spectral range of 8–12.5 µm. Among the eight groups of results, the group with 10 nm at 8–12.5 µm had the smallest retrieved LST error (e.g., LST RMSE = 0.11 K, 0.55 K and 1.10 K when NEDT = 0.05 K, 0.20 K and 0.50 K, respectively), 50 nm at 8–12.5 µm had the largest retrieval LST error (e.g., LST RMSE = 0.46 K, 1.20 K and 2.56 K when NEDT = 0.05 K, 0.20 K and 0.50 K, respectively). The results suggest that for temperature inversion, a higher spectral resolution and wider spectral range do not necessarily lead to smaller LST inversion errors. The results of this study show that, considering noise, 10 nm at 8–12.5 µm was the most suitable setting for thermal infrared hyperspectral temperature inversion among the eight spectral settings investigated.

Figure 2a,b shows the RMSE and MAD of ARTEMiSS retrieved LSE for eight groups of simulated HTIR data. Figure 2a shows that the retrieved LSE RMSEs of ARTEMiSS increased approximately linearly with the noise level for all eight groups of simulated HTIR data, which is consistent with the retrieved LST RMSEs in Figure 1. However, the retrieved LSE RMSEs show a significant difference between the two spectral ranges. The retrieved LSE RMSEs of all four groups of data in the spectral range of 8–12.5 µm were smaller than the retrieved LSE RMSEs of four groups of data with in spectral range of 7.5–12.5 µm. Moreover, the relationship between the retrieved LSE RMSEs and the spectral resolution were different in the two spectral ranges. For the four groups of data in spectral range of...
7.5–12.5 μm, the retrieved LSE RMSEs of ARTEMISS increased as the spectral resolution increased; in contrast, for the four groups of data in the spectral range of 8–12.5 μm, the retrieved LSE RMSEs of ARTEMISS decreased as the spectral resolution increased (except the group of 5 nm at 8–12.5 μm). Among the eight groups, 10 nm at 8–12.5 μm had the smallest LSE RMSEs (0.0021, 0.0082 and 0.0203 when NEDT = 0.05 K, 0.20 K and 0.5 K, respectively), while the 5 nm at 7.5–12.5 μm had the largest LSE RMSEs (0.0173, 0.0418 and 0.0796 when NEDT = 0.05 K, 0.20 K and 0.5 K, respectively). Figure 2b shows that the trend of the retrieved LSE MADs of ARTEMISS was close to that of the retrieved LST RMSEs for the eight groups. For the eight groups of data with two spectral ranges, the retrieved LSE MADs of ARTEMISS roughly increased linearly with the noise level. Moreover, the relationship between the retrieved LSE MADs and the spectral resolution were the same for the two spectral ranges. The retrieved LSE MADs decreased as the spectral resolution increased, except for 5 nm at 7.5–12.5 μm. Among the eight groups, 5 nm at 8–12.5 μm had the smallest retrieved LSE MADs and 50 nm at 8–12.5 μm had the largest retrieved LSE MADs.

The LSE RMSE represents the degree to which the retrieved emissivity spectrum deviates from the true value at each band numerically, while LSE MAD represents the degree to which the retrieved emissivity spectrum deviates from the true spectral curve in the overall shape. Figures 1 and 2b show that the smaller the temperature inversion error, the smaller the emissivity MAD, indicating that the more accurate the temperature inversion, the closer the overall trend of the inversion emissivity curve is to the true spectrum curve. Both the retrieved LST errors and the retrieved LSE MADs of the four groups of data with a spectral range of 7.5–12.5 μm are between those of 10 nm at 8–12.5 μm and 50 nm at 8–12.5 μm with a spectral range of 8–12.5 μm. However, the retrieved LSE RMSEs of all four groups of data with a spectral range of 7.5–12.5 μm were larger than those with a spectral range of 8–12.5 μm. The reason for this seemingly contradictory phenomenon is that, compared to 8–12.5 μm, the retrieved LSE spectra with a spectral range of 7.5–12.5 μm (especially 7.5–8.0 μm is where dense atmospheric absorption lines exist) have large outliers in some bands, as shown in Figure 3. The existence of the huge outliers causes the cases that although the retrieved LSE has a large RMSE, the overall shape of the retrieved emissivity is closer to the true curve than some retrieved LSE with a small RMSE. The finding that in terms of the spectral range of 7.5–12.5 μm, the higher the spectral resolution is, the larger the retrieved LSE RMSE, suggests that for the cases with a spectral range of 7.5–12.5 μm,
the higher the spectral resolution was, the more outliers of the retrieved LSE RMSE occurred. This also suggests that for thermal infrared hyperspectral remote sensing, the spectral range of 8–12.5 μm is more suitable for temperature inversion, which is similar to the statement in [42].

![Figure 3. A case of outliers occurring in the retrieved LSE spectrum.](image)

### 3.2.2. The Relationship of the Retrieval Errors vs. the Optimal Window Size Spectral Smoothing

To investigate the effect of the window size for the spectral smoothing index in ARTEMISS on the retrieved LST and LSE errors, we tested 17 spectral smoothing window sizes for ARTEMISS, going from 3 to 35 in increments of 2 for eight groups of simulated data with two spectral ranges and four spectral resolutions. In the process of a simulated radiance spectrum inversion, we looped the window size for spectral smoothing, calculated the cost functions and found the smallest one among all of the cost functions under 17 window sizes. The temperature at the minimum cost function was considered as the retrieved LST, the corresponding emissivity was the retrieved LSE, and the corresponding window size was the optimal spectral smoothing window size because the retrieved LST error was close to zero in the majority of cases. Figure 4 has eight subplots for the eight groups of simulated data, each of which shows the distribution of the optimal spectral smoothing window size vs. the noise level under a certain spectral setting. The distributions of the optimal spectral smoothing window size vs. the noise level show a consistent trend for the eight spectral settings. For each noise level, the window size with the largest proportion is 3. Generally, the larger the window size, the smaller the proportion (except 35, at the end of the window size range). In the ideal situation without noise, a window size of 3 has the most advantageous proportion in the optimal spectral smoothing window size distribution, especially when the spectral resolution is high (e.g., 10 nm and 5 nm); as the noise level increased, the proportion of the window size 3 gradually decreased for a certain spectral setting. The results suggest that when the hyperspectral thermal infrared data is noisy, it may be beneficial to improve the accuracy of temperature inversion by increasing the spectral smoothing window size in some cases.
smoothing window size distribution, especially when the spectral resolution is high (e.g., 10 nm and 5 nm); as the noise level increased, the proportion of the window size 3 gradually decreased for a certain spectral setting. The results suggest that when the hyperspectral thermal infrared data is noisy, it may be beneficial to improve the accuracy of temperature inversion by increasing the spectral smoothing window size in some cases.

**Figure 4.** The distribution of the optimal spectral smoothing window size varying with the noise level.

4. The Proposal and Validation of the RDSS Algorithm

4.1. RDSS—An Improved TES Algorithm Based on ARTEMISS

The coupling of temperature and emissivity, as shown in Equation (9), suggests that the temperature is easier to determine than the emissivity in the TES process. Therefore, most algorithms adopt the strategy of first determining the temperature and then calculating the emissivity. Hence, accurately determining the temperature has also become the key to TES. We rewrite Equation (9) by combining the items determined by the temperature estimation and the items determined by both the temperature estimation and noise as follows:

$$
\sigma]\left[\hat{\theta} \right| \hat{\epsilon} \right] = \sigma \left[ \begin{array}{c} \hat{\theta} \left| \hat{\epsilon} \right. \\ \hat{\epsilon} \left| \hat{\epsilon} \right. \\ \hat{\epsilon} \left| \hat{\epsilon} \right. \end{array} \right]
$$

where 

$$
\hat{\epsilon} \left| \hat{\epsilon} \right. = \hat{\epsilon} \left| \hat{\epsilon} \right. + \hat{\epsilon} \left| \hat{\epsilon} \right. 
$$

$$
\hat{\epsilon} \left| \hat{\epsilon} \right. = \hat{\epsilon} \left| \hat{\epsilon} \right. + \hat{\epsilon} \left| \hat{\epsilon} \right. 
$$

When the emissivity approximation processing can remove the "thorns" in a curve caused by atmospheric background radiation and obtain relatively accurate \( \hat{\epsilon} \left| \hat{\epsilon} \right. \), and the noise residuals \( \hat{\epsilon} \left| \hat{\epsilon} \right. \) with a noise item \( \sigma \) of 0 or close to 0, the searched optimal temperature is likely to be equal or much closer to the true temperature. As the magnitude of noise residuals \( \hat{\epsilon} \left| \hat{\epsilon} \right. \) and noise term \( \sigma \) increase, it is likely that the signs of the items will cancel each other out, resulting in the searched optimal temperature deviating from the true surface temperature. The results of ARTEMISS sensitivity on the spectral smoothing window size in Subsection 3.2.2 suggest that increasing the spectral smoothing window size did not effectively reduce the inversion error; different window sizes are needed to find the optimal temperature as close to the true one possible when different noises, emissivity and transmittances are coupled together. However, it will add computation complexity and cost much more computation time. That is to say, it is difficult to remove the influence of noise on the optimal temperature search simply by emissivity approximation processing.

Therefore, in this study, from the perspective of reducing the noise of the data, we filtered the variables participating in the calculation of the emissivity estimation with a unified filter. The unified
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4. The Proposal and Validation of the RDSS Algorithm

4.1. RDSS—An Improved TES Algorithm Based on ARTEMISS

The coupling of temperature and emissivity, as shown in Equation (9), suggests that the temperature is easier to determine than the emissivity in the TES process. Therefore, most algorithms adopt the strategy of first determining the temperature and then calculating the emissivity. Hence, accurately determining the temperature has also become the key to TES. We rewrite Equation (9) by combining the items determined by the temperature estimation and the items determined by both the temperature estimation and noise as follows:

\[
\phi(T, \tilde{T}) = \phi\left( f_{\varepsilon}(\tilde{B}_i) + f_{\eta}(\tilde{B}_i), (\tilde{B}_i - L_i^d)\tau_i - (B_i - L_i^d)\varepsilon_i; \tilde{T}_i - \eta_i \right)
\]

where \( f_{\varepsilon}(\tilde{B}_i) \) and \( f_{\eta}(\tilde{B}_i) \) are the emissivity estimation after box-average smoothing and the residual containing noise respectively. For the algorithms that use the standard deviation of the simulated at-sensor radiance and the actual at-sensor radiance as the cost function, \( f_{\varepsilon}(\tilde{B}_i) \) and \( f_{\eta}(\tilde{B}_i) \) can also be considered as the approximately processed emissivity and residual noise, respectively. They can be expressed as

\[
f_{\varepsilon}(\tilde{B}_i) = \frac{B_{i-1} - L_{i-1}^d \varepsilon_{i-1}}{B_{i-1} - L_{i-1}^d} + \frac{B_i - L_i^d \varepsilon_i}{B_i - L_i^d} + \frac{B_{i+1} - L_{i+1}^d \varepsilon_{i+1}}{B_{i+1} - L_{i+1}^d}
\]

\[
f_{\eta}(\tilde{B}_i) = \frac{1}{3} \frac{\eta_{i-1}}{B_{i-1} - L_{i-1}^d} + \frac{1}{3} \frac{\eta_i}{B_i - L_i^d} + \frac{1}{3} \frac{\eta_{i+1}}{B_{i+1} - L_{i+1}^d}
\]

When the emissivity approximation processing can remove the “thorns” in a curve caused by atmospheric background radiation and obtain relatively accurate \( f_{\varepsilon}(\tilde{B}_i) \), and the noise residuals \( f_{\eta}(\tilde{B}_i) \) with a noise item \( \eta_i \) of 0 or close to 0, the searched optimal temperature is likely to be equal or much closer to the true temperature. As the magnitude of noise residuals \( f_{\eta}(\tilde{B}_i) \) and noise term \( \eta_i \) increase, it is likely that the signs of the items will cancel each other out, resulting in the searched optimal temperature deviating from the true surface temperature. The results of ARTEMISS sensitivity on the spectral smoothing window size in Section 3.2.2 suggest that increasing the spectral smoothing window size did not effectively reduce the inversion error; different window sizes are needed to find the optimal temperature as close to the true one possible when different noises, emissivity and transmittances are coupled together. However, it will add computation complexity and cost much more computation time. That is to say, it is difficult to remove the influence of noise on the optimal temperature search simply by emissivity approximation processing. Therefore, in this study, from the perspective of reducing the noise of the data, we filtered the variables participating in the calculation of the emissivity estimation with a unified filter. The unified filter ensured the variables were at the same spectral resolution while eliminating the noise in the at-sensor radiances. We named the TES algorithm proposed in this study the resolution-degrade-based spectral smoothness (RDSS) algorithm. The calculation process of RDSS is:

1. Unified filtering: before calculating the emissivity with Equation (4), we filtered each variable participating in the calculation of the emissivity estimation with mean filtering. The calculation method was as follows:

\[
\tilde{V} = F(V)
\]

where \( F \) is the filter function, \( V \) is the variable to be filtered and \( \tilde{V} \) is the filtered variable. Here, the variables refer to the ground-leaving radiance, the atmospheric downwelling radiance and the blackbody radiance.
Specifically, the calculation method for filtering the variables in Equation (4) with a mean filter was as follows:

$$\left[ L_g(\lambda_i, T), \overline{L}_d(\lambda_i), \overline{B}(\lambda_i, \hat{T}) \right] = \frac{1}{2N_r + 1} \sum_{j = -N_r}^{N_r} \left[ L_g(\lambda_{i+j}, T), L_d(\lambda_{i+j}), B(\lambda_{i+j}, \hat{T}) \right]$$

(17)

where $\overline{L}_d(\lambda_i, T)$, $\overline{L}_d(\lambda_i)$ and $\overline{B}(\lambda_i, \hat{T})$ are the filtered $L_g(\lambda_{i+j}, T)$, $L_d(\lambda_{i+j})$ and $B(\lambda_{i+j}, \hat{T})$, respectively, with the mean filter; and $2N_r + 1$ is the spectral smoothing window size.

(2) Emissivity estimation and approximate processing: to avoid the local minimum value issue, taking advantage of the fact that the object temperature has a finite value range as a physical parameter, this study adopted the strategy of an exhaustive search to find the optimal temperature. We determined a temperature search range $T_{sup}$ and $T_{inf}$ and the incremental step $\delta T$ (also named as the temperature resolution), then calculated the emissivity estimations for all of the temperatures in the search range and approximately processed the emissivity estimations (i.e., boxcar average):

$$\tilde{\varepsilon}(\lambda_i, T_{inf}) = \frac{1}{3} \sum_{j = -1}^{1} \tilde{\varepsilon}(\lambda_{i+j}, T_{inf})$$

(18)

$$\tilde{\varepsilon}(\lambda_i, T_{inf})$$

where $\tilde{\varepsilon}(\lambda_i, T_{inf}(\cdot))$ is the emissivity estimation at the temperature of $T_{inf}$, $k$ is the steps, $k = 0, 1, 2, \ldots, (T_{sup} - T_{inf})/\delta T$ and $\tilde{\varepsilon}(\lambda_i, T_{inf}(\cdot))$ is the corresponding emissivity estimation of $\tilde{\varepsilon}(\lambda_i, T_{inf}(\cdot))$ after approximate processing.

(3) Cost function calculation and the optimal temperature determination. We calculated the cost functions for all temperatures in the temperature search range according to the approximate processed emissivity. The calculation method was as follows:

$$\sigma(T_{inf} + \delta T \cdot k) = \sigma\left(\tilde{B}(\lambda_i, T_{inf} + \delta T \cdot k) - \overline{L}_d(\lambda_i)\right) \tilde{\varepsilon}(\lambda_i, T_{inf} + \delta T \cdot k) + \overline{L}_d(\lambda_i) - L_g(\lambda_i, T)$$

(19)

$$\min_k \sigma(T_{inf}(\cdot)) \hat{T}_{opt} = T$$

(20)

where $\hat{T}_{opt}$ is the optimal temperature estimation, i.e., the retrieved temperature.

(4) Final emissivity calculation: we substituted the retrieved temperature from (3) and the other three variables before filtering them into Equation (4) to obtain the final emissivity. The calculation method was:

$$\varepsilon_{opt}(\lambda_i) = \frac{L_g(\lambda_i, \hat{T}) - L_d(\lambda_i)}{B(\lambda_i, \hat{T}_{opt}) - L_d(\lambda_i)}$$

(21)

where $\varepsilon_{opt}(\lambda_i)$ is the final emissivity estimation, i.e., the retrieved emissivity.

4.2. Validation Results Analysis

4.2.1. The Retrieval Errors of the RDSS Algorithm

We retrieved the eight groups of simulated HTIR data with two spectral ranges (7.5–12.5 µm and 8–12.5 µm) and four spectral resolutions (50 nm, 35.2 nm, 10 nm and 5 nm) using the RDSS algorithm and measured the retrieved LST and LSE errors. Figures 5 and 6 show the retrieved LST errors and the retrieved LSE errors of the eight groups of simulated HTIR data as a function of the noise level, respectively. The change trends of the retrieved LST and LSE errors of the RDSS algorithm with noise, spectral resolution and spectral range were basically the same as those of the ARTEMISS algorithm,
namely both the LST and LSE errors increase with noise linearly. The difference is that in terms of the magnitude of errors, the LST and LSE errors of RDSS were smaller than those of ARTEMISS except for some LSE RMSEs.

Figure 5. The plot of resolution-degrade-based spectral smoothness (RDSS) algorithm LST inversion errors varying with NEDT, spectral range and spectral resolution.

Figure 6. Plots of RDSS retrieved LSE errors varying with NEDT, spectral range and spectral resolution.
(a) The retrieved LSE RMSE and (b) the retrieved LSE MAD.

Figure 7 shows a comparison chart of RDSS and ARTEMISS on the retrieved LST error, and Table 3 shows the corresponding error list. They show that under most noise and spectral settings, the retrieved LST error of RDSS are reduced by varying degrees, with a maximum reduction of 0.75 K (Group4, NDET = 0.5 K). The reduced values of the retrieved LST errors vary for different noise levels and spectral settings. Specifically, the reduced degrees of RDSS LST errors increase with the noise level; however, LST errors of RDSS are larger than ARTEMISS when there are no noise or less noise. The initial noise level at which LST errors of RDSS became smaller than ARTEMISS decreased as the spectral resolution increased. For example, the initial noise level decreased from 0.15 (Group1) and 0.2 K
(Group5) with a spectral resolution of 50 nm to 0.05 K and 0.05 K (Group4 and Group8) with the spectral resolution of 5 nm, respectively. The above trends indicate that in terms of temperature inversion, RDSS was more effective for data with high noise levels and a high spectral resolution. The same temperature inversion accuracy can be obtained by RDSS, while the instrument design specifications or data correction accuracy were reduced.

Table 3. The retrieved LST error list of the RDSS and ARTEMISS and their differences.

| Groups | NEDT(K) | 0.00 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 | 0.50 |
|--------|--------|------|------|------|------|------|------|------|------|------|------|------|
| G1     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.14 | 0.30 | 0.51 | 0.78 | 0.99 | 1.22 | 1.45 | 1.65 | 1.84 | 2.05 | 2.22 |
|        | R      | 0.44 | 0.48 | 0.58 | 0.70 | 0.84 | 0.96 | 1.09 | 1.25 | 1.38 | 1.50 | 1.66 |
|        | Dif    | 0.30 | 0.18 | 0.07 | 0.08 | 0.15 | 0.26 | 0.36 | 0.40 | 0.46 | 0.55 | 0.56 |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G2     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.05 | 0.21 | 0.42 | 0.62 | 0.84 | 1.02 | 1.20 | 1.41 | 1.56 | 1.73 | 1.89 |
|        | R      | 0.13 | 0.20 | 0.32 | 0.46 | 0.59 | 0.72 | 0.85 | 1.00 | 1.11 | 1.22 | 1.34 |
|        | Dif    | 0.08 | 0.10 | 0.16 | 0.24 | 0.31 | 0.35 | 0.41 | 0.45 | 0.51 | 0.55 | 0.67 |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G3     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.00 | 0.19 | 0.39 | 0.61 | 0.80 | 0.94 | 1.11 | 1.27 | 1.44 | 1.60 | 1.77 |
|        | R      | 0.01 | 0.14 | 0.29 | 0.45 | 0.59 | 0.71 | 0.83 | 0.96 | 1.08 | 1.18 | 1.30 |
|        | Dif    | 0.00 | 0.10 | 0.16 | 0.21 | 0.27 | 0.31 | 0.36 | 0.42 | 0.48 |      |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G4     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.00 | 0.25 | 0.54 | 0.77 | 0.98 | 1.18 | 1.36 | 1.59 | 1.83 | 2.10 | 2.34 |
|        | R      | 0.00 | 0.19 | 0.39 | 0.61 | 0.76 | 0.91 | 1.04 | 1.18 | 1.31 | 1.43 | 1.59 |
|        | Dif    | 0.00 | 0.15 | 0.17 | 0.22 | 0.27 | 0.33 | 0.41 | 0.52 | 0.66 | 0.75 |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G5     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.30 | 0.46 | 0.69 | 0.97 | 1.20 | 1.46 | 1.70 | 1.91 | 2.14 | 2.36 | 2.56 |
|        | R      | 0.89 | 0.91 | 0.97 | 1.05 | 1.15 | 1.26 | 1.39 | 1.52 | 1.67 | 1.76 | 1.91 |
|        | Dif    | 0.58 | 0.45 | 0.28 | 0.08 | 0.04 | 0.20 | 0.31 | 0.47 | 0.59 | 0.65 |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G6     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.11 | 0.27 | 0.48 | 0.70 | 0.92 | 1.13 | 1.33 | 1.53 | 1.69 | 1.87 | 2.02 |
|        | R      | 0.27 | 0.32 | 0.41 | 0.53 | 0.67 | 0.80 | 0.92 | 1.07 | 1.17 | 1.30 | 1.42 |
|        | Dif    | 0.17 | 0.05 | 0.17 | 0.25 | 0.33 | 0.41 | 0.45 | 0.53 | 0.57 | 0.59 |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G7     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.00 | 0.11 | 0.24 | 0.41 | 0.55 | 0.64 | 0.75 | 0.87 | 0.97 | 1.07 | 1.20 |
|        | R      | 0.01 | 0.06 | 0.13 | 0.20 | 0.28 | 0.35 | 0.43 | 0.48 | 0.56 | 0.62 | 0.67 |
|        | Dif    | 0.00 | 0.11 | 0.21 | 0.27 | 0.29 | 0.33 | 0.39 | 0.41 | 0.45 | 0.53 |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |
| G8     |        |      |      |      |      |      |      |      |      |      |      |      |
|        | A      | 0.00 | 0.11 | 0.26 | 0.45 | 0.57 | 0.69 | 0.78 | 0.88 | 0.99 | 1.11 | 1.23 |
|        | R      | 0.00 | 0.06 | 0.11 | 0.19 | 0.26 | 0.35 | 0.41 | 0.50 | 0.55 | 0.61 | 0.67 |
|        | Dif    | 0.00 | 0.14 | 0.26 | 0.31 | 0.34 | 0.37 | 0.39 | 0.44 | 0.50 | 0.57 |      |
|        | RDif   |      |      |      |      |      |      |      |      |      |      |      |

1 Group 1. 2 ARTEMISS. 3 RDSS. 4 Difference between RDSS and ARTEMISS (i.e., RDSS – ARTEMISS). 5 Relative difference between RDSS and ARTEMISS (RDSS – ARTEMISS)/ARTEMISS. 6 The gray values show how much RDSS performs better than ARTEMISS and the bold values are the maximum reduction in error. Figure 8 shows a comparison of RDSS and ARTEMISS on the retrieved LSE RMSEs, and Table 4 is a list of the RMSE corresponding to Figure 8. Figure 9 shows a comparison chart of RDSS and ARTEMISS on the retrieval LSE MADs, and Table 5 is a list of the MAD corresponding to Figure 9. The results of LSE RMSE show that unlike the retrieval LST RMSE, for a few of the eleven noise levels and eight spectral settings (31 of 88 cases), the retrieved LSE RMSEs from the RDSS are smaller than those of the ARTEMISS algorithm. From the perspective of LSE RMSE, it seems that the RDSS had limited improvement on the emissivity inversion accuracy, and was not as good as ARTEMISS in terms of the overall effect. However, the results for LSE MAD tell another story.
The comparison of the retrieved LST errors of RDSS and ARTEMISS.

Table 4. The retrieved LSE RMSE for RDSS and ARTEMISS and their differences.

| Groups | NEDT(K) | 0.00 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 | 0.50 |
|--------|---------|------|------|------|------|------|------|------|------|------|------|------|
|        |         |      |      |      |      |      |      |      |      |      |      |      |
| A      | 0.0005  | 0.0071 | 0.0173 | 0.0224 | 0.0274 | 0.0322 | 0.0371 | 0.0417 | 0.0464 | 0.0509 |      |      |
|        | 0.016   | 0.0140 | 0.0248 | 0.0343 | 0.0423 | 0.0506 | 0.0592 | 0.0685 | 0.0772 | 0.0888 | 0.0954 |      |
|        |         |      |      |      |      |      |      |      |      |      |      |      |
| G1     | Dif     | -0.0011 | -0.0068 | -0.0127 | -0.0171 | -0.0199 | -0.0232 | -0.0270 | -0.0314 | -0.0355 | -0.0425 | -0.0445 |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0002 | 0.0082 | 0.0133 | 0.0185 | 0.0235 | 0.0283 | 0.0330 | 0.0376 | 0.0420 | 0.0465 | 0.0508 |
|        | R       | 0.0006 | 0.0138 | 0.0254 | 0.0358 | 0.0468 | 0.0576 | 0.0705 | 0.0843 | 0.0982 | 0.1107 | 0.1203 |
| G2     | Dif     | -0.0004 | -0.0056 | -0.0121 | -0.0174 | -0.0233 | -0.0293 | -0.0374 | -0.0467 | -0.0562 | -0.0642 | -0.0695 |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0000 | 0.0127 | 0.0208 | 0.0280 | 0.0348 | 0.0417 | 0.0481 | 0.0544 | 0.0602 | 0.0660 | 0.0710 |
|        | R       | 0.0000 | 0.0192 | 0.0416 | 0.0735 | 0.1081 | 0.1576 | 0.1927 | 0.2392 | 0.2950 | 0.3307 |      |
| G3     | Dif     | -0.0065 | -0.0208 | -0.0453 | -0.0733 | -0.1159 | -0.1464 | -0.1848 | -0.1989 | -0.2290 | -0.2327 |      |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0000 | 0.0172 | 0.0265 | 0.0345 | 0.0418 | 0.0488 | 0.0554 | 0.0619 | 0.0683 | 0.0741 | 0.0796 |
|        | R       | 0.0000 | 0.0095 | 0.0252 | 0.0427 | 0.0565 | 0.0720 | 0.0831 | 0.0994 | 0.1082 | 0.1221 | 0.1318 |
| G4     | Dif     | 0.0078 | 0.0013 | -0.0082 | -0.0147 | -0.0232 | -0.0277 | -0.0375 | -0.0399 | -0.0480 | -0.0522 |      |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0010 | 0.0039 | 0.0071 | 0.0104 | 0.0138 | 0.0171 | 0.0204 | 0.0238 | 0.0272 | 0.0306 | 0.0339 |
|        | R       | 0.0026 | 0.0042 | 0.0063 | 0.0085 | 0.0108 | 0.0131 | 0.0155 | 0.0179 | 0.0203 | 0.0226 | 0.0251 |
| G5     | Dif     | -0.0015 | -0.0003 | 0.0008 | 0.0019 | 0.0030 | 0.0040 | 0.0050 | 0.0059 | 0.0069 | 0.0079 | 0.0088 |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0004 | 0.0030 | 0.0057 | 0.0084 | 0.0112 | 0.0139 | 0.0167 | 0.0195 | 0.0222 | 0.0250 | 0.0278 |
|        | R       | 0.0011 | 0.0026 | 0.0048 | 0.0084 | 0.0110 | 0.0132 | 0.0153 | 0.0174 | 0.0196 | 0.0215 | 0.0234 |
| G6     | Dif     | -0.0007 | 0.0001 | 0.0009 | 0.0016 | 0.0023 | 0.0029 | 0.0036 | 0.0042 | 0.0049 | 0.0054 | 0.0061 |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0000 | 0.0021 | 0.0041 | 0.0061 | 0.0082 | 0.0102 | 0.0122 | 0.0143 | 0.0163 | 0.0183 | 0.0203 |
|        | R       | 0.0000 | 0.0018 | 0.0038 | 0.0057 | 0.0076 | 0.0095 | 0.0115 | 0.0134 | 0.0156 | 0.0175 | 0.0198 |
| G7     | Dif     | 0.0002 | 0.0004 | 0.0015 | 0.0026 | 0.0036 | 0.0047 | 0.0057 | 0.0068 | 0.0079 | 0.0090 | 0.0101 |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|        | A       | 0.0000 | 0.0007 | 0.0017 | 0.0036 | 0.0056 | 0.0075 | 0.0095 | 0.0115 | 0.0134 | 0.0153 | 0.0172 |
|        | R       | 0.0000 | 0.0012 | 0.0028 | 0.0057 | 0.0087 | 0.0118 | 0.0149 | 0.0180 | 0.0216 | 0.0253 | 0.0289 |
| G8     | Dif     | -0.0024 | -0.0081 | -0.0120 | -0.0165 | -0.0249 | -0.0307 | -0.0359 | -0.0407 | -0.0453 | -0.0500 |      |
|        | RDif    | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |

Figure 7. The comparison of the retrieved LST errors of RDSS and ARTEMISS.
Table 5. The retrieved LSE MAD for the RDSS and ARTEMISS algorithms and their differences.

| Groups | NEDT(K) | 0.00 | 0.05 | 0.10 | 0.15 | 0.20 | 0.25 | 0.30 | 0.35 | 0.40 | 0.45 | 0.50 |
|--------|---------|------|------|------|------|------|------|------|------|------|------|------|
| G1     | A       | 0.0004 | 0.0024 | 0.0044 | 0.0065 | 0.0087 | 0.0109 | 0.0131 | 0.0154 | 0.0176 | 0.0200 | 0.0223 |
|        | R       | 0.0010 | 0.0023 | 0.0037 | 0.0052 | 0.0068 | 0.0084 | 0.0100 | 0.0116 | 0.0134 | 0.0150 | 0.0168 |
|        | Dif     | -0.0006 | -0.0001 | -0.0007 | -0.0013 | -0.0019 | -0.0026 | -0.0032 | -0.0038 | -0.0043 | -0.0050 | -0.0055 |
|        | RDif    | -4% | 16% | 20% | 22% | 24% | 24% | 25% | 25% | 25% | 25% | 25% |
| G2     | A       | 0.0001 | 0.0020 | 0.0037 | 0.0056 | 0.0075 | 0.0093 | 0.0112 | 0.0131 | 0.0151 | 0.0170 | 0.0190 |
|        | R       | 0.0004 | 0.0017 | 0.0030 | 0.0044 | 0.0058 | 0.0072 | 0.0087 | 0.0102 | 0.0117 | 0.0133 | 0.0149 |
|        | Dif     | -0.0003 | 0.0003 | 0.0007 | 0.0012 | 0.0017 | 0.0021 | 0.0025 | 0.0029 | 0.0033 | 0.0037 | 0.0041 |
|        | RDif    | -15% | 19% | 21% | 23% | 22% | 22% | 22% | 22% | 22% | 22% | 22% |
| G3     | A       | 0.0000 | 0.0013 | 0.0027 | 0.0040 | 0.0054 | 0.0067 | 0.0082 | 0.0098 | 0.0115 | 0.0132 | 0.0152 |
|        | R       | 0.0000 | 0.0011 | 0.0023 | 0.0035 | 0.0047 | 0.0059 | 0.0072 | 0.0085 | 0.0099 | 0.0114 | 0.0129 |
|        | Dif     | 0.0000 | 0.0002 | 0.0004 | 0.0005 | 0.0007 | 0.0009 | 0.0010 | 0.0013 | 0.0015 | 0.0019 | 0.0022 |
|        | RDif    | -15% | 15% | 13% | 13% | 12% | 13% | 13% | 14% | 14% | 14% | 14% |
| G4     | A       | 0.0000 | 0.0013 | 0.0026 | 0.0039 | 0.0053 | 0.0068 | 0.0085 | 0.0105 | 0.0128 | 0.0155 | 0.0183 |
|        | R       | 0.0000 | 0.0011 | 0.0022 | 0.0034 | 0.0047 | 0.0060 | 0.0073 | 0.0087 | 0.0102 | 0.0117 | 0.0136 |
|        | Dif     | 0.0000 | 0.0002 | 0.0003 | 0.0005 | 0.0006 | 0.0008 | 0.0012 | 0.0018 | 0.0026 | 0.0038 | 0.0047 |
|        | RDif    | -15% | 12% | 13% | 11% | 12% | 14% | 17% | 20% | 25% | 26% | 26% |
| G5     | A       | 0.0009 | 0.0033 | 0.0059 | 0.0086 | 0.0114 | 0.0141 | 0.0169 | 0.0196 | 0.0224 | 0.0252 | 0.0279 |
|        | R       | 0.0022 | 0.0035 | 0.0050 | 0.0067 | 0.0084 | 0.0102 | 0.0120 | 0.0139 | 0.0157 | 0.0175 | 0.0195 |
|        | Dif     | -0.0013 | -0.0002 | 0.0009 | 0.0019 | 0.0029 | 0.0039 | 0.0048 | 0.0058 | 0.0067 | 0.0077 | 0.0085 |
|        | RDif    | -15% | 22% | 25% | 28% | 28% | 30% | 30% | 31% | 30% | 30% | 30% |
| G6     | A       | 0.0003 | 0.0024 | 0.0045 | 0.0066 | 0.0088 | 0.0109 | 0.0132 | 0.0153 | 0.0175 | 0.0197 | 0.0218 |
|        | R       | 0.0010 | 0.0022 | 0.0036 | 0.0051 | 0.0066 | 0.0081 | 0.0097 | 0.0112 | 0.0128 | 0.0144 | 0.0160 |
|        | Dif     | -0.0006 | 0.0002 | 0.0009 | 0.0015 | 0.0022 | 0.0028 | 0.0035 | 0.0041 | 0.0047 | 0.0053 | 0.0059 |
|        | RDif    | -8% | 20% | 23% | 25% | 26% | 27% | 27% | 27% | 27% | 27% | 27% |
| G7     | A       | 0.0000 | 0.0013 | 0.0025 | 0.0038 | 0.0050 | 0.0062 | 0.0075 | 0.0087 | 0.0100 | 0.0112 | 0.0125 |
|        | R       | 0.0000 | 0.0010 | 0.0021 | 0.0032 | 0.0042 | 0.0052 | 0.0063 | 0.0073 | 0.0083 | 0.0094 | 0.0104 |
|        | Dif     | 0.0000 | 0.0002 | 0.0004 | 0.0006 | 0.0008 | 0.0010 | 0.0012 | 0.0014 | 0.0017 | 0.0019 | 0.0021 |
|        | RDif    | -15% | 15% | 16% | 16% | 16% | 16% | 16% | 17% | 17% | 17% | 17% |
| G8     | A       | 0.0000 | 0.0011 | 0.0023 | 0.0034 | 0.0045 | 0.0057 | 0.0069 | 0.0081 | 0.0093 | 0.0108 | 0.0120 |
|        | R       | 0.0000 | 0.0010 | 0.0020 | 0.0030 | 0.0040 | 0.0050 | 0.0060 | 0.0070 | 0.0080 | 0.0090 | 0.0100 |
|        | Dif     | 0.0000 | 0.0001 | 0.0003 | 0.0004 | 0.0005 | 0.0007 | 0.0009 | 0.0011 | 0.0013 | 0.0016 | 0.0020 |
|        | RDif    | -9% | 13% | 12% | 11% | 12% | 13% | 14% | 14% | 15% | 17% | 17% |

Figure 8. The comparison of the retrieved LSE RMSEs of RDSS and ARTEMISS.
Figure 9 and Table 5 show that the retrieved LSE MADs of RDSS have similar distribution with the retrieved LST RMSE for the eight groups of data. For the majority of cases (79 out of 88 cases), the retrieved LSE MADs of RDSS were smaller than those of ARTEMISS. The results of LSE RMSE and LSE MAD behaved differently, probably due to the RMSE itself. The RMSE of an emissivity will be much larger because of some large abnormal values, although the retrieved temperature was accurate. As shown in Figure 10, there were some cases where the retrieved LSE of RDSS with a small LST error and LSE MAD was much closer to the true value from the perspective of the trend of the emissivity curve; however, the RMSE of the emissivity calculated using the accurate temperature was relatively large due to the influence of individual outliers. The phenomenon that the RMSE of an emissivity did not decrease but increased when the retrieved temperature was more accurate was also described in another paper [34].
In the range of 8.5–12.5 µm, emissivity inversion accuracy. Therefore, we set 17 spectral smoothing window sizes, ranging from 3 to 17, to test the effectiveness of the RDSS algorithm.

4.2.2. The Relationship of RDSS and the Window Setting

During spectral degradation, the window setting ($2N_r + 1$ in Equation (17)) is a key parameter. Different window settings may lead to different results, and temperature inversion is the key of the iterative spectral smoothness TES algorithms. The results of this study, at least the LSE MAD results, suggest that the improvement of temperature inversion accuracy is beneficial to the improvement of emissivity inversion accuracy. Therefore, we set 17 spectral smoothing window sizes, ranging from 3 to 17.

**Figure 10.** A case with a small LST error and LSE MAD but large LSE RMSE.

This study used MAD to evaluate the retrieved LSE error to measure the quality of the retrieved LSE curve from the perspective of the overall degree of deviation of emissivity from the true value. However, MAD cannot be compared with RMSE in terms of values, because MAD focuses on the deviation degree of the overall trend, which is different from the commonly used RMSE in terms of magnitude. We used the percentage of MAD to measure the reduction of the retrieved LSE error, as an indicator reflecting how close the trend of the emissivity curve retrieved by RDSS was to the true emissivity curve. Table 5 shows that the maximum relative decline in the percentage of LSE MAD can reach 31% (G5, 0.45 K). As the noise increased, the decline in the percentage of the LSE MAD of RDSS increased accordingly. When there was no noise or less noise, however, the MAD of RDSS instead increased. This is similar to the retrieved LST error in terms of change characteristics. However, the decline in the percentage of MAD of RDSS did not increase with the spectral resolution. In the range of 7.5–12.5 µm (G1–G4), the decline in the percentage of retrieval LSE MAD firstly decreased, and then increased along with the spectral resolution (it reached a minimum when the spectral resolution was 10 nm); in the range of 8.5–12.5 µm (G5–G8), the decline in the percentage of retrieved LSE MAD gradually decreased as spectral resolution increased. Overall, when the noise level was greater than 0.1 K, the decline in the percentage of the retrieved LSE MAD of RDSS was greater than 10%, which proved the effectiveness of the RDSS algorithm.
increasing incrementally by 2–35, and separated the temperature and emissivity of the eight sets of simulated data to study the effect of window size on the performance of RDSS. First, we performed a mean filter cyclically with a window size on a radiance curve to obtain spectral degraded radiance curves under different window settings; second, we retrieved the temperatures under different window settings by RDSS, and looped the two steps for the eight groups of data; finally, we measured the retrieved temperature errors under different window settings.

Figure 11 shows the retrieved LST errors for the RDSS algorithm varying with 11 noise levels under 17 window settings for the eight groups of data. For the four groups of data with lower spectral resolutions (G1–2 and G5–6), 3 was the optimal window setting using RDSS, where the retrieved LST errors were the lowest among the 17 window settings under all or most noise levels. For the four groups of data with higher spectral resolutions (G3–4 and G7–8), the optimal window setting increased rapidly with the noise level. For the two groups of data with a spectral range of 7.5–12.5 μm (G3 and G4), the optimal window setting tended to be stable when the noise level was above 0.15 K, i.e., 27 for G3 and 31 for G4. For the group of data in the spectral range of 8–12.5 μm and the spectral resolution of 10 nm (G7), the optimal window setting tended to be stable at a noise level above 0.25 K—5 for G7. For the group of data in a spectral range of 8–12.5 μm and with a spectral resolution of 5 nm (G8), the optimal window setting was not stable but fluctuated in the range 5–21 when the noise level was above 0.05 K. It is worth noting that for the cases in G8 (5 nm at 8–12.5 μm), as the noise increased, the retrieved LST errors corresponding to the optimal window setting and the second optimal one, or even some other window settings, were very close to each other, and their difference was within 0.01 K. Therefore, it can be considered that when separating the LST and LSE with RDSS for HTIR data, we obtained the minimum LST error with a window setting of 3 for HTIR data with a spectral resolution in the tens of nanometers, and need to increase the window setting according to the spectral range and spectral resolution for HTIR data with a spectral resolution of 10 nm.

![Figure 11](image_url). The retrieved LST errors of RDSS under different window size settings.

5. Discussion

This study focused on the sensitivity of an iterative spectral smoothness TES algorithm to the spectral range, spectral resolution, noise and smooth window size. We analyzed the characteristics of the influence of the four variables on temperature and emissivity inversion accuracy, and proposed an
improved algorithm called RDSS. Compared with previous studies, this study analyzed the influence of the key spectrometer indices on the inversion error more comprehensively, especially the spectral resolution and the smooth window size.

The improved method, RDSS, performs spectral degradation on the input data, which can eliminate the effect of random noise on the search for the optimal temperature and improve the accuracy of temperature and emissivity inversion. In terms of method validation, the effect of random noise on RDSS was mainly studied in this study, while the effect of atmospheric error on RDSS needs further study. However, RDSS can also further improve the inversion accuracy by effectively removing random noise in atmospheric correction errors. For the systematic errors in atmospheric correction, the performance of the RDSS algorithm is similar to the ARTEMISS algorithm.

The results of this study also provide a valuable reference for the performance improvement of hyperspectral thermal infrared instruments and data processing. The improvement in spectral resolution is beneficial to reducing the error of temperature inversion. However, for a HTIR imager, the spectral resolution is dependent on the spatial resolution. In other words, the spatial resolution may decrease while the spectral resolution is improved, which will lead to the increase of mixed pixels. Without a good pixel decomposition algorithm, the accuracy of TES may decrease. Therefore, it is not a case of “the higher the spectral resolution, the better”. The choice of spectral resolution needs to consider the application requirements, inversion algorithm, instrument design and other factors, and seek the optimal solution. This may be a very meaningful research topic.

From the perspective of the coupling of temperature and emissivity, accurately determining the temperature is an extremely critical step in the TES process. It is naturally believed that the improvement on the accuracy of temperature inversion will bring corresponding improvements in the accuracy of emissivity inversion. However, there are some anomalies that when the retrieval LST error is reduced to a certain value, the RMSE of retrieved LSE increases instead of decreasing. The emissivity of an object is a spectral curve composed of a set of digits, and the evaluation of the retrieval LSE error is equivalent to the measurement of the relationship between the two sets of digits, i.e., the retrieved LSE and the true value. The temperature of an object, however, is a unique value. Therefore, there is a certain difference between the retrieved LSE errors and the retrieved LST errors on the evaluation method. Moreover, the emissivity retrieved from the HTIR data is mostly used for target identification or surface parameters inversion. We adopted MAD alongside RMSE by combining the evaluation index and the application target in the evaluation of the retrieved LSE. In addition, the retrieved LSEs were not denoised before accuracy evaluation in the experiment, resulting in the retention of many outliers. In the practical application of HTIR data, however, the retrieved LSE curves can be denoised to eliminate outliers; at this moment, the evaluation of the trend of LSE becomes particularly important. Furthermore, the highest spectral resolution in the simulation experiment of the study was set to 5 nm, which is mainly considering that the spectral resolution of the emissivity of the ground objects in the ASTER spectral library is 10 nm or lower. Therefore, cases with a higher spectral resolution than 5 nm need further research when there are emissivity spectra of ground objects with sufficiently high spectral resolution.

6. Conclusions

We focused on the study of instrument noise, a widely existing factor that is difficult to eliminate losslessly in hyperspectral thermal infrared data, and focused on optimizing instrument design. Taking the ARTEMISS algorithm—the representative of the iterative spectral smoothness TES algorithm family with a good application effect—as the object of study. Supplemented by atmospheric radiation transfer simulation software and emissivity spectral library, we carried out simulation and inversion experiments; studied the relationship between the spectral resolution of the instrument, noise level, the ARTEMISS parameter setting and the inversion error; and proposed an improved method—RDSS—based on the mechanism and law of the influence of noise on the inversion error.
The law of the spectral response range, spectral resolution and noise on the inversion error obtained in this study provide a reference for the future development of airborne and spaceborne thermal infrared hyperspectral imagers and optimize the instrument design. The improved TES algorithm can be used for temperature and emissivity inversion of various thermal infrared hyperspectral remote sensing data. The resistance of this method also provides a certain surplus space for the design of the instrument in NEDT.
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