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Abstract

There has been much recent interest in Private information Retrieval (PIR) in models where a database is stored across several servers using coding techniques from distributed storage, rather than being simply replicated. In particular, a recent breakthrough result of Fazelli, Vardy and Yaakobi introduces the notion of a PIR array code, and uses this notion to produce efficient protocols.

In this paper we are interested in designing PIR array codes with good parameters. We consider the case when we have $m$ servers, with each server storing a fraction $(1/s)$ of the bits of the database; here $s$ is a fixed rational number with $s > 1$. We study the maximum PIR rate of a PIR array code with the $k$-PIR property, where the PIR rate is defined to be $k/m$. We present upper bounds on the achievable rate, some constructions, and ideas how to obtain PIR array codes with high PIR rate. In particular, we present constructions that asymptotically meet our upper bounds, and the exact largest PIR rate is obtained when $1 < s \leq 2$. Most, if not all, of our constructions will make use of set systems, i.e. some type of block design.
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1 Introduction

A Private Information Retrieval (PIR) protocol allows a user to retrieve a data item from a database, in such a way that the servers storing the data will get no information about which data item was retrieved. The problem was introduced in [4]. The protocol to achieve this goal assumes that the servers are curious but honest, so they don’t collude. It is also assumed that the database is error-free and synchronized all the time. For a set of $k$ servers, the goal is to design a $k$-server PIR protocol, in which the efficiency of the PIR is measured by the total number of bits transmitted by all parties involved. This model is called an information-theoretic PIR; there is also computational PIR, in which the privacy is defined in terms of the inability of a server to compute which file was retrieved in reasonable time [22]. In this paper we will be concerned only with information-theoretic PIR.

The classical model of Private Information Retrieval assumes that each server stores a copy of an $n$-bit database, so the storage overhead, namely the total number of bits stored by all servers, is $nk$. However, recent work combines PIR protocols with techniques from distributed storage (where each server stores only some of the database) to reduce the storage overhead. This approach was first considered in [27], and several papers developed this direction further [1, 3, 11, 28, 29]. Our discussion will follow the breakthrough approach presented by Fazeli, Vardy, and Yaakobi [12, 13], which shows that $m$ servers (for some $m > k$) may emulate a $k$-server PIR protocol with storage overhead significantly lower than $nk$.

Fazeli et al introduce the key notion of a $[t \times m, p]$ k-PIR array code, which is defined as follows. Let $x_1, x_2, \ldots, x_p$ be a basis of a vector space of dimension $p$ (over some finite field $\mathbb{F}$). A $[t \times m, p]$ array code is simply a $t \times m$ array, each entry containing a linear combination of basis elements $x_i$. A $[t \times m, p]$ array code satisfies the k-PIR property (or is a $[t \times m, p]$ k-PIR array code) if for every $i \in \{1, 2, \ldots, p\}$ there exist $k$ pairwise disjoint subsets $S_1, S_2, \ldots, S_k$ of columns so that for all $j \in \{1, 2, \ldots, k\}$ the element $x_i$ is contained in the linear span of the entries of the columns $S_j$. The following example of a (binary) $[7 \times 4, 12]$ 3-PIR array code is taken from [13]:

| $x_1$ | $x_2$ | $x_3$ | $x_1 + x_2 + x_3$ |
|-------|-------|-------|--------------------|
| $x_2$ |       |       |                    |
| $x_4$ | $x_5$ | $x_4 + x_5 + x_6$ | $x_4$               |
| $x_5$ |       | $x_6$ | $x_8$              |
| $x_7$ | $x_7 + x_8 + x_9$ | $x_9$ | $x_7$              |
| $x_8$ |       | $x_{10}$ | $x_{11}$ | $x_{12}$ |
| $x_{10} + x_{11} + x_{12}$ | $x_{11}$ | $x_{12}$ | $x_{10}$ |

The 3-PIR property means that for all $j \in \{1, 2, \ldots, 12\}$ we can find 3 disjoint subsets of columns whose entries span a subspace containing $x_j$. For example, $x_5$ is in the span of the entries in the subsets $\{1\}$, $\{2\}$ and $\{3, 4\}$ of columns; $x_{11}$ is in the span of the entries in the subsets $\{1, 4\}$, $\{2\}$ and $\{3\}$ of columns.

In the example above, many of the entries in the array consist of a single basis element; we call such entries singletons.

Fazeli et al use a $[t \times m, p]$ $k$-PIR array code as follows. The database is partitioned into $p$ parts $x_1, x_2, \ldots, x_p$, each part encoded as an element of the finite field $\mathbb{F}$. Each of a set of $m$
servers stores $t$ linear combinations of these parts; the $j$th server stores linear combinations corresponding to the $j$th column of the array code. We say that the $j$th server has $t$ cells, and stores one linear combination in each cell. The authors show that the $k$-PIR property of the array code allows the servers to emulate all known efficient $k$-server PIR protocols. But the storage overhead is $ntm/p$, and this can be significantly smaller than $nk$ if a good array code (namely one where $tm/p$ is much smaller than $k$) is used. Define $s = p/t$, so $s$ is the reciprocal of the ratio between the length of the database and the length of the data stored on each server. For small storage overhead, we would like the ratio

$$\frac{nk}{ntm/p} = \frac{k}{m}$$

to be as large as possible. We define the PIR rate (rate in short) of a $[t \times m, p]$ $k$-PIR array code to be $k/m$. In applications, we would like the rate to be as large as possible for several reasons: when $s$, which represents the amount of storage required at each server, is fixed such schemes give small storage overhead; we wish to use a minimal number $m$ of servers, so $m$ should be as small as possible; large values of $k$ are desirable, as they lead to protocols with lower communication complexity. We define $g(s, t)$ to be the largest rate of a $[t \times m, p]$ $k$-PIR array code when $s$ and $t$ (and so $p$) are fixed. We define $g(s) = \lim_{t \to \infty} g(s, t)$.

Most of the analysis in [12, 13] was restricted to the case $t = 1$, in which case we say that we have (the generator matrix for) a $k$-PIR code of length $m$ and dimension $p$.

The following two results presented in [13] are the most relevant for our discussion. The first one corresponds to the case where each server holds a single cell, i.e. this is a PIR code (not an array code with $t > 1$).

**Theorem 1.** For any given positive integer $s$, $g(s, 1) \leq (2^s - 1)/(2^s - 1)$, with equality if and only if $k$ is divisible by $2^s - 1$.

The second result is a consequence of the only construction of PIR array codes given [13] which is not an immediate consequence of the constructions for PIR codes; this construction will be discussed below.

**Theorem 2.** For any integer $s \geq 3$, we have $g(s, s - 1) \geq s/(2s - 1)$.

The goal of this paper is first to improve on the result of Theorem 2. This will be done by providing several new constructions for $k$-PIR array codes which will imply lower bounds on $g(s, t)$ for a large range of pairs $(s, t)$. This will immediately imply a related bound on $g(s)$ for various values of $s$. Contrary to the construction in [13], the value of $s$ in our constructions is not necessarily an integer (this possible feature was mentioned in [13]: each rational number greater than one will be considered. We will also provide various upper bounds on $g(s, t)$, and related upper bounds on $g(s)$. It will be proved that some of the upper bounds on $g(s, t)$ are tight and also our main upper bound on $g(s)$ is tight.

We comment that, surprisingly, the $k$-PIR property of a $k$-PIR code is exactly what is needed in another concept of distributed storage, namely locality with availability [13]. Locally repairable codes (LRCs) are erasure codes which allow local correction of erasures, where any code symbol can be recovered by using a given small number of other code symbols. Such LRCs were introduced in [14]. Since data stored in distributed storage media
might need to be read by several users in modern applications, we might need to produce
the same item in several disjoint ways; this property is called \textit{availability}. Codes which
provide both locality and availability were first proposed in \cite{26}. More research work on this
new topic of research can be found also in \cite{19, 23, 30, 31, 34} The connection between PIR
codes and codes with availability immediately give new constructions and bounds for codes
with availability. We note that the two concepts are not exactly the same, since codes with
locality are required to be systematic, something which is not required from PIR codes.

To summarise our notation used in the remainder of the paper:

1. \( n \) - the number of bits in the database.

2. \( p \) - number of parts the database is divided into. The parts will be denoted by
\( x_1, x_2, \ldots, x_p \).

3. \( \frac{1}{s} \) - the fraction of the file which is stored in a server.

4. \( m \) - the number of servers (or the number of columns in the array).

5. \( t \) - number of cells in a server (or the number of rows in the array); so \( t = p/s \).

6. \( k \) - the array code allows the servers to emulate a \( k \)-PIR protocol.

7. \( g(s, t) \) - the largest PIR rate of a \([t \times m, p]\) \( k \)-PIR array code.

8. \( g(s) = \lim_{t \to \infty} g(s, t) \).

Though a PIR array code is formally an array of vectors, we use terminology carried over
from the application we have in mind. So we refer to a column of this array as a server, and
an entry of this column as a cell.

The information in the \( t \) cells of a given server spans a subspace \( V \) of \( \mathbb{F}^p \) whose dimension
is at most \( t \). It is this subspace, rather than the values in individual cells of the server, which
is important for the \( k \)-PIR property. Changing the cells to produce a new spanning set for
\( V \), or even to replace \( V \) by a larger subspace containing it, cannot harm the \( k \)-PIR property.
So, since the \( x_i \) are linearly independent, without loss of generality we can (and do) make
two assumptions in our analysis and constructions:

- if \( x_i \) can be derived from information in certain server alone, the singleton \( x_i \) is stored
  as the value of one of the cells of this server;

- the data stored in any server’s cells are linearly independent, i.e. the subspace spanned
  by the information in the \( t \) cells has dimension \( t \).

The rest of this paper is organized as follows. In Section \( \text{2} \) we present a simple upper
bound on the value of \( g(s) \). Though this bound is attained, we prove that \( g(s, t) < g(s) \)
for any fixed values of \( s \) and \( t \). We will also derive a more complex upper bound on \( g(s, t) \)
for various pairs \((s, t)\), and it will be shown to be attainable for \( 1 < s \leq 2 \). In Section \( \text{3} \)
we present a range of explicit constructions, mainly using set systems. We will prove that
the rates of most of these constructions approach a corresponding upper bound as \( t \) grows.
These constructions lead to interesting questions related to the set systems that are used.
We will also discuss how to use these constructions to obtain good bounds on the rate for any given pair \((s, t)\). We provide a conclusion in Section 4 where problems for future research are presented.

## 2 Upper Bounds

In this section we will be concerned first with a simple general upper bound (Theorem 3) on the rate of a \(k\)-PIR array code for a fixed value of \(s\) with \(s > 1\). This bound cannot be attained, but is asymptotically optimal (as \(t \to \infty\)). This will motivate us to give a stronger upper bound (Theorem 4) on the rate \(g(s, t)\) of a \([t \times s]k\)-PIR array code for various values of \(t\) that can sometimes be attained.

**Theorem 3.** For each rational number \(s > 1\) we have that \(g(s) \leq (s + 1)/(2s)\). There is no \(t\) such that \(g(s, t) = (s + 1)/(2s)\).

**Proof.** Suppose we have a \([t \times m, p]\) \(k\)-PIR array code with \(p/t = s\). To prove the theorem, it is sufficient to show that \(k/m < (s + 1)/2s\). Recall that we are assuming, without loss of generality, that if \(x_i\) can be derived from information on a certain server, then the singleton \(x_i\) is stored as the value of one of the cells of this server.

Let \(\alpha_i\) be the number of servers which hold the singleton \(x_i\) in one of their cells. Since each server has \(t\) cells, we find that \(\sum_{i=1}^{p} \alpha_i \leq tm\), and so the average value of the integers \(\alpha_i\) is \(tm/p = m/s\). So there exists \(u \in \{1, 2, \ldots, p\}\) such that \(\alpha_u \leq m/s\) (and we can only have \(\alpha_u = m/s\) when \(\alpha_i = m/s\) for all \(i \in \{1, 2, \ldots, p\}\)). Let \(S^{(1)}, S^{(2)}, \ldots, S^{(k)} \subseteq \{1, 2, \ldots, m\}\) be disjoint sets of servers, chosen so the span of the cells in each subset of servers contains \(x_u\). Such subsets exist, by the definition of a \(k\)-PIR array code. If no server in a subset \(S^{(j)}\) contains the singleton \(x_u\), the subset \(S^{(j)}\) must contain at least two elements (because we are assuming, without loss of generality, that if \(x_i\) can be derived from information on a certain server, then the singleton \(x_i\) is stored as the value of one of the cells of this server). So at most \(\alpha_u\) of the subsets \(S^{(j)}\) are of cardinality 1. In particular, this implies that \(k \leq \alpha_u + (m - \alpha_u)/2\).

Hence

\[
\frac{k}{m} \leq \frac{\alpha_u + (m - \alpha_u)/2}{m} = \frac{1}{2} + \frac{\alpha_u}{2m} \leq \frac{1}{2} + \frac{m/s}{2m} = \frac{1}{2} + \frac{1}{2s} = \frac{s + 1}{2s}.
\]

We can only have equality in (1) when \(\alpha_i = m/s\) for all \(i \in \{1, 2, \ldots, p\}\), which implies that all cells in every server are singletons. But then the span of subset of servers contains \(x_i\) if and only if it contains server with a cell \(x_i\), and so \(k \leq \alpha_i = m/s\). But this implies that the rate \(k/m\) of the array code is at most \(1/s = 2/2s\). This contradicts the assumption that the rate of the array code is \(k/m = (s+1)/2s\), since \(s > 1\). So \(k/m < (s+1)/2s\), as required. \(\square\)

**Theorem 4.** For any integer \(t \geq 2\) and any positive integer \(d\), we have

\[
g(1 + \frac{d}{t}, t) \leq \frac{(2d + 1)t + d^2}{(t + d)(2d + 1)} = 1 - \frac{d^2 + d}{(t + d)(2d + 1)}.
\]

**Proof.** Suppose we have a \([t \times m, p]\) \(k\)-PIR array code with \(p = t + d\). We aim to provide an upper bound on the rate \(k/m\) of this code.
For each \( i \in \{1, 2, \ldots, p\} \), let \( S^{(1)}_i, \ldots, S^{(k_i)}_i \subseteq \{1, 2, \ldots, m\} \) be disjoint sets of servers, chosen so that the cells in each subset of servers span a subspace containing \( x_i \). We choose these subsets so that \( k_i \) is as large as possible subject to this condition; so \( k = \min\{k_1, k_2, \ldots, k_p\} \leq (\sum_{i=1}^p k_i)/p = (\sum_{i=1}^p k_i)/(t + d) \). To prove the theorem, which asks for an upper bound on \( k/m \), it suffices to show that

\[
\sum_{i=1}^p k_i \leq \frac{(2d + 1)t + d^2}{2d + 1} m.
\]

Without loss of generality, we may assume that when server \( j \) contains a singleton entry \( x_i \) then \( \{j\} \) is one of the subsets \( S^{(1)}_i, \ldots, S^{(k_i)}_i \).

We say that a server is \textit{singleton} if all its cells are singletons; otherwise we say that a server is non-singleton. Let \( \ell \) be the number of singleton servers, and let \( r \) be the number of non-singleton servers. So \( \ell + r = m \).

For \( i \in \{1, 2, \ldots, p\} \), let \( \ell_i \) be the number of singleton servers with a cell equal to \( x_i \), and let \( r_i \) be the number of non-singleton servers with a cell equal to \( x_i \). Since every singleton server contains \( t \) distinct singleton cells, and every non-singleton server contains at most \( t - 1 \) singleton cells, we see that \( \sum_{i=1}^p \ell_i = t\ell \) and \( \sum_{i=1}^p r_i \leq (t - 1)r \).

Let \( f_i \) be the number of sets in the list \( S^{(1)}_i, \ldots, S^{(k_i)}_i \) that are of cardinality 2 or more, but contain at least one singleton server. None of the sets counted by \( f_i \) contain a server with a cell \( x_i \), since the sets have cardinality at least 2. Hence \( f_i \leq \ell - \ell_i \). Every set counted by \( f_i \) must involve a non-singleton server, as cells of the form \( x_u \) for \( u \neq i \) can never span a space containing \( x_i \). Moreover, the non-singleton servers involved cannot contain \( x_i \) as an entry, so \( f_i \leq r - r_i \).

When \( i \in \{1, 2, \ldots, p\} \) is fixed, there are exactly \( \ell_i + r_i \) sets \( S^{(j)}_i \) of size 1, and (by definition) there are \( f_i \) sets \( S^{(j)}_i \) that involve singleton servers. Every remaining set of the form \( S^{(j)}_i \) must involve at least 2 non-singleton servers, and so there are at most \((r - r_i - f_i)/2\) sets that remain. Hence

\[
k_i \leq \ell_i + r_i + f_i + (r - r_i - f_i)/2 = \ell_i + r/2 + r_i/2 + f_i/2.
\]

Since \( f_i \leq r - r_i \), we see that (2) implies

\[
k_i \leq \ell_i + r.
\]

Moreover, since \( f_i \leq \ell - \ell_i \), we see that (2) implies

\[
k_i \leq (\ell + \ell_i)/2 + (r + r_i)/2 = m/2 + \ell_i/2 + r_i/2.
\]

Our proof now splits into two cases. First suppose that \( r \leq dm/(2d + 1) \). The bound (3) implies that

\[
\sum_{i=1}^p k_i \leq \sum_{i=1}^p \ell_i + pr = t\ell + pr = t\ell + (t + d)r = tm + dr.
\]

The right hand side is maximised when \( r \) is as large as possible, in other words when \( r = dm/(2d + 1) \), and so

\[
\sum_{i=1}^p k_i \leq tm + d^2m/(2d + 1) = \frac{t(2d + 1) + d^2}{2d + 1} m,
\]
as required.

Now suppose that \( r \geq \frac{dm}{2d+1} \). Then (4) implies that

\[
\sum_{i=1}^{p} k_i \leq \frac{pm}{2} + \sum_{i=1}^{p} \ell_i/2 + \sum_{i=1}^{p} r_i/2 \\
\leq \frac{pm}{2} + t\ell/2 + (t-1)r/2 \\
= \left(\frac{(p+t)m-r}{2}\right).
\]

The right hand side is maximised when \( r \) is as small as possible, in other words when \( r = \frac{dm}{2d+1} \). So, since \( p = d + t \),

\[
\sum_{i=1}^{p} k_i \leq \frac{(p+t)m}{2} - \frac{(d/(2d+1))m}{2} = \frac{(d + 2t)(2d+1) - d}{2(2d+1)} m = \frac{t(2d+1) + d^2}{2d+1} m,
\]

as required. \( \Box \)

3 Constructions

In this section we will propose various constructions for PIR array codes; these yield lower bounds on \( g(s, t) \) and on \( g(s) \). The constructions are based on various set systems: the set systems consist of subsets \( X \subseteq \{1, 2, \ldots, p\} \), which correspond to one of the \( t \) linear combinations \( \sum_{i \in X} x_i \) stored in a cell of a server. Some of our constructions choose the subsets \( X \) based on some block design.

To illustrate the approach, we begin by rephrasing the example of a PIR array code given in [13]. The example covers the case where \( s \) is an integer such that \( s = t + 1 > 2 \) and \( p = st = t(t+1) \).

In the PIR array code from Fazeli et al, we have two types of servers. Each server of Type A stores only singletons. This is done in all possible ways, so we have \( \binom{p}{t} \) servers of Type A. There are \( t\binom{p}{t} / (t+1) \) servers of Type B, indexed by the elements of a set \( B \) which is chosen as follows. Let \( B \) be a set of \( t\binom{p}{t} / (t+1) \) (unordered) partitions \( X_1 \cup X_2 \cup \cdots \cup X_t \) of \( \{1, 2, \ldots, p\} \) into \( t \) sets, each of size \( t+1 \). This set is chosen so that every \( (t+1) \)-subset occurs exactly once in a partition; \( B \) exists by Baranyai’s Theorem [2]. A server of type B consists of cells which are sums of \( t+1 \) parts: cell \( j \) of the server corresponding to \( X_1 \cup X_2 \cup \cdots \cup X_t \) stores the linear combination \( \sum_{i \in X_j} x_i \).

We can reconstruct \( x_i \) from any of the servers of Type A that contain \( x_i \) as a singleton. If a server of Type A does not contain \( x_i \), we pair it with the unique server of Type B that contains a cell equal to the sum of \( x_i \) and the cells in Type A server; this pair of servers can reconstruct \( x_i \). Note that we do not pair a server of Type B with a more than one server of Type A. Thus the array code has the \( k \)-PIR property with \( k = \binom{p}{t} \).

There are \( m = \binom{p}{t} + t\binom{p}{t} / (t+1) \) servers, and so we have PIR rate equal to \( k/m = (t+1)/(2t+1) \). Thus \( g(t+1, t) = g(s, s-1) \geq (t+1)/(2t+1) = s/(2s-1) \) whenever \( s = t+1 > 2 \), and so for any integer \( s > 2 \) we have \( g(s) \geq s/(2s-1) \).

The constructions presented in the following subsections yield an improvement on the lower bound above. They also cover all rational values of \( s > 1 \), and not just integer values
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of $s$. We are interested in constructions with the number of servers as small as possible. This goal will be achieved using Hall’s marriage Theorem:

**Theorem 5.** In a finite bipartite graph $G = (V_1 \cup V_2, E)$, there is perfect matching if for each subset $X$ of $V_1$, the number of vertices in $V_2$ connected to vertices of $X$ has at least size $|X|$.

**Corollary 1.** A finite regular bipartite graph has a perfect matching.

### 3.1 A shortening construction

In this subsection we provide a shortening construction, reducing the number of parts by one. The construction can be applied on any given PIR array code to provide a new code with a new set of parameters. It can be applied repeatedly, giving a sequence of codes of the same rate. But note that the optimal rate (for given parameters) could well rise as the shortening is repeatedly applied, making the array code less efficient in terms of rate. The construction is particularly useful when the parameters of the PIR array code are small.

Suppose we have a $k$-PIR array code having parameters $p$, $t$, $s = p/t$, $k$, and $m$. We choose a part $x_i$, and remove it from all linear combinations in the array code; if the cell is the singleton $x_i$ we replace this cell with a linear combination that is independent from the remaining cells of the server. We obtain a $k$-PIR array code with parameters $p'$, $t'$, $m'$ and $s'$ where $p' = p - 1$, $t' = t$, $m' = m$ and $s' = p'/t' = s - 1/t$. In particular, the PIR rates of the codes are the same $k/m$. We summarize the result of this construction with the following theorem.

**Theorem 6.** For any integer $t > 1$ and any rational number $s > 1 + 1/t$, we have $g(s, t) \leq g(s - 1/t, t)$.

### 3.2 A construction for $s = 2$

The only integer value which is not covered by the PIR array codes in [13] is $s = 2$. In this subsection we present a simple optimal construction for $s = 2$ which demonstrates the ideas in our constructions which follow.

**Construction 1.** ($s = 2$ and $p = 2t$, where $t \geq 2$)

There are two types of server. Servers of Type A have $t$ singleton cells. This is done in all possible ways, so there are $\binom{2t}{t}$ servers of Type A. Each server of Type B has $t - 1$ singleton cells; its remaining cell stores the sum of the $t + 1$ parts not in the singletons. Again, this is done in all possible ways, so there are $\binom{2t-1}{t-1}$ servers of Type B.

Construction 1 implies the following result.

**Theorem 7.** If $t \geq 2$, then $g(2, t) \geq (3t + 1)/(4t + 2)$.

**Proof.** Consider Construction 1. The total number of servers is $m = \binom{2t}{t} + \binom{2t-1}{t-1} = \binom{2t+1}{t}$. Each part $x_i$ is stored as a singleton cell in $\binom{2t-1}{t-1}$ servers of Type A, and so can be recovered by that server acting alone. There are $\binom{2t-1}{t}$ servers of Type A that remain. Given a server...
of Type B, either \( x_i \) is either stored as a singleton in one of the cells of the server, or it is stored as a linear combination involving \( t \) other parts. In the former case, the server can recover \( x_i \) acting alone. In the latter case, the server can recover \( x_i \) when paired with the unique server of Type A that stores the \( t \) other parts as singletons. Note that this Type A server does not store \( x_i \) as a singleton and so has not been used beforehand. Since there are \( \binom{2t-1}{t-1} \) Type A servers that contain \( x_i \) as a singleton, and there are \( \binom{2t-1}{t} \) servers of Type B, we see that \( k = \binom{2t-1}{t-1} + \binom{2t-1}{t} \). A simple computation implies that \( k/m = (3t+1)/(4t+2) \) and hence \( g(2,t) \geq (3t+1)/(4t+2) \).

Theorems 4 and 7 together imply the following.

**Corollary 2.**

(i) If \( t \geq 2 \), then \( g(2,t) = (3t+1)/(4t+2) \).

(ii) \( g(2) = 3/4 \).

### 3.3 Constructions for \( 1 < s < 2 \)

In this subsection we present constructions for PIR array codes when \( s \) is a rational number between 1 and 2. The construction will be generalized in Subsection 3.4 when \( s \) any rational number greater than 1, but the special case considered here deserves separate attention for three reasons: it is simpler than its generalization; the constructed PIR array code attains the bound of Theorem 4 while we do not have a proof of similar result for the generalization; and finally the analysis of the generalization is slightly different.

**Construction 2.** \((s = 1 + d/t \) and \( p = t + d \) for \( t > 1 \), \( d \) a positive integer, \( 1 \leq d \leq t - 1 \)).

Let \( \vartheta \) be the least common multiple of \( d \) and \( t \). There are two types of servers. Servers of Type A store \( t \) singletons. Each possible \( t \)-subset of parts occurs \( \vartheta/d \) times as the set of singleton cells of a server, so there are \( \binom{p}{t} \vartheta/d \) servers of Type A. Each server of Type B has \( t - 1 \) singleton cells in \( t - 1 \) cells; the remaining cell stores the sum of the remaining \( p - (t - 1) = d + 1 \) parts. Each possible \((t - 1)\)-set of singletons occurs \( \vartheta/t \) times, so there are \( \binom{p}{t-1} \vartheta/t \) servers of Type B.

**Theorem 8.** For any given \( t > 1 \) and \( 1 \leq d \leq t - 1 \),

\[
g(1 + d/t, t) \geq \frac{(2d+1)t+d^2}{(t+d)(2d+1)}.
\]

**Proof.** The total number of servers in Construction 2 is \( m = \binom{t+d}{t} \vartheta/d + \binom{t+d}{d+1} \vartheta/t \). We now calculate \( k \) such that Construction 2 has the \( k \)-PIR property. To do this, we compute for each \( i, 1 \leq i \leq p \), a collection of pairwise disjoint sets of servers, each of which can recover the part \( x_i \).

There are \( \binom{t+d-1}{t-1} \vartheta/d \) servers of Type A containing \( x_i \) as a singleton cell. Let \( V_1 \) be the set of \( \binom{t+d-1}{t-1} \vartheta/d \) remaining servers of Type A. There are \( \binom{t+d-1}{t-2} \vartheta/t \) servers of Type B containing \( x_i \) as a singleton cell. Let \( V_2 \) be the set of \( \binom{t+d-1}{t-2} \vartheta/t \) remaining servers of Type B.

We define a bipartite graph \( G = (V_1 \cup V_2, E) \) as follows. Let \( v_1 \in V_1 \) and \( v_2 \in V_2 \). Let \( X_1 \subseteq \{x_1, x_2, \ldots, x_p\} \) be the set of \( t \) singleton cells of the server \( v_1 \). Let \( X_2 \subseteq \{x_1, x_2, \ldots, x_p\} \)
be the parts involved in the non-singleton cell of the server \( v_2 \). (So \( X_2 \) is the set of \( d + 1 \) parts that are not singleton cells of \( v_2 \). Note that \( x_i \in X_2 \).) We draw an edge from \( v_1 \) to \( v_2 \) exactly when \( X_2 \setminus \{ x_i \} \subseteq X_1 \). Note that \( v_1 \) and \( v_2 \) are joined by an edge if and only if the servers \( v_1 \) and \( v_2 \) can together recover \( x_i \).

The degrees of the vertices in \( V_1 \) are all equal; the same is true for the vertices in \( V_2 \). Moreover, \(|V_1| = \binom{t+d-1}{t-1} \vartheta/d = \binom{t+d-1}{t-2} \vartheta/t = |V_2|\). So \( G \) is a regular graph. So by Corollary \( \text{1} \) there exists a perfect matching in \( G \). The edges of this matching form \(|V_1|\) disjoint sets of servers, each of which can recover \( x_i \). Thus, we have that \( k = \binom{t+d-1}{t-1} \vartheta/d + \binom{t+d-1}{t-2} \vartheta/t + \binom{t+d-1}{t} \vartheta/d = m - \binom{t+d-1}{t} \vartheta/d \).

Finally, some simple algebraic manipulation shows us that

\[
g(1 + d/t, t) \geq \frac{k}{m} = \frac{(2d + 1)t + d^2}{(t + d)(2d + 1)} \ .
\]

Combining Theorems \( \text{4} \) and \( \text{8} \) we find the following.

**Corollary 3.**

(i) For any given \( t \) and \( d \), when \( s = 1 + d/t \) we have

\[
g(s, t) = 1 - \frac{d^2 + d}{(t + d)(2d + 1)} = \frac{t}{t + d} + \frac{d^2}{(t + d)(2d + 1)} = \frac{s + 1 + 1/d}{(2 + 1/d)s} \ .
\]

(ii) For any rational number \( 1 < s < 2 \), we have \( g(s) = (s + 1)/(2s) \).

**Proof.** Theorems \( \text{4} \) and Theorem \( \text{8} \) directly establish the first two equalities in Part (i) of the corollary. The final equality in Part (i) follows from the substitution \( s = 1 + d/t = (d + t)/t \):

\[
g(s, t) = \frac{1}{s} + \frac{d^2}{st(2d + 1)} = \frac{1}{s} + \frac{d}{s(2 + \frac{d}{s})} = \frac{1}{s} + \frac{s - 1}{s(2 + \frac{d}{s})} = \frac{s + 1 + 1/d}{(2 + 1/d)s} \ .
\]

As \( t \) and \( d \) tend to infinity with \( d/t \) fixed, the value of \( s \) does not change but we see that \( g(s, t) \to (s + 1)/(2s) \). This establishes the final statement of the corollary.

Corollary \( \text{8} \) shows that Construction \( \text{2} \) has optimal PIR rate. But the number of servers used for this code is large. PIR array codes with a smaller number of servers are more interesting for applications. The PIR array codes presented in the remainder of this subsection have lower rates than the rates of the codes produced by Construction \( \text{2} \) but their rates are asymptotically optimal and the number of servers they use is significantly smaller.

The servers in the following construction are similar to those of Type B in Construction \( \text{1} \), although the construction itself is different. It will be generalized, in some sense, in Subsection 3.4, while Construction \( \text{1} \) will be generalized similarly in Subsection 3.5.

**Construction 3.** \( (s = 1 + d/t \) and \( p = t + d \), where \( t > 1 \) and \( d \) is a positive integer such that \( 1 \leq d \leq t - 1 \))

All servers have the same type in this construction. Each server has \( t - 1 \) singleton parts; the remaining cell is the sum of the \( d + 1 \) parts that do not occur as singletons. Each subset of \( t - 1 \) singleton parts occurs in two servers.
Theorem 9. Construction 3 yields a PIR array code with PIR rate $1 - (d + 1)/(2(t + d))$ and $2^{(t+d)\choose (t-1)}$ servers.

Proof. The total number of servers in Construction 3 is clearly $m = 2^{(t+1)\choose (t-1)} = 2^{(t+d)\choose (t-1)}$.

Fix a part $x_i$. There are $2^{(t+d-1)\choose (d+1)}$ servers in which $x_i$ is singleton. These servers can all individually compute the part $x_i$. There are $2^{(t+d-1)\choose d}$ servers that remain, in which $x_i$ is not a singleton. We divide these remaining servers into two sets $V_1$ and $V_2$ of size $2^{(t+d-1)\choose (d+1)}$, where we place the two servers whose cells contain the same information in different sets. We define a bipartite graph $G = (V_1 \cup V_2, E)$ by joining $v_1 \in V_1$ and $v_2 \in V_2$ by an edge as follows. Let $X_1 \subseteq \{x_1, x_2, \ldots, x_p\}$ be the set of $d+1$ parts that do not appear in singleton cells in $v_1$. Let $X_2$ be the corresponding set associated with $v_2$. We join $v_1$ and $v_2$ by an edge if and only if $X_1$ and $X_2$ are disjoint. Note that when $v_1$ and $v_2$ are joined by an edge, the information in $v_1$ and $v_2$ together can be used to compute $x_i$.

The graph $G$ is clearly regular, and so Corollary 1 implies there exists a perfect matching in $G$. The edges of this matching give rise to disjoint pairs of servers, and each pair can recover $x_i$. Thus, taking into account those servers having $x_i$ as a singleton cell, we may take $k = 2^{(t+d-1)\choose (d+1)} + 2^{(t+d-1)\choose d}$. This implies that $k/m = 1 - (d + 1)/(2(t + d))$ and the claim follows.

The lower bound on $k/m$ implied from Construction 3 can be improved by applying the shortening construction on the PIR array codes obtained in Construction 4. It will imply that $k/m = (3t+1)/(4t+2)$, using a small number of servers, which is better than the bound implied by Construction 3.

The next pair of constructions cover values of $s$ which are slightly larger than one.

Construction 4. ($s = 1 + 1/t$, $p = t + 1$, where $t$ is odd)

There are two types of servers. There are $t + 1$ servers of Type A, with $t$ singleton cells. (So exactly one part is not stored in each Type A server.) There are $(t + 1)/2$ servers of Type B. The $j$th server of Type B stores the sum $x_{2j-1} + x_{2j}$ in one cell, and the remaining $t − 1$ parts (those not equal to $x_{2j-1}$ or $x_{2j}$) as singleton cells.

To recover $x_i$ in Construction 4 we see that there are there are $t$ servers of Type A which store $x_i$ in one of their cells as a singleton, and $(t − 1)/2$ servers of Type B. The only server of Type B that does not store $x_i$ as a singleton stores either $x_{i-1} + x_i$ or $x_i + x_{i+1}$. But this server can be paired with the server of Type A that does not store $x_i$: the Type A server stores $x_{i-1}$ or $x_{i+1}$ as appropriate, so this pair of servers can together recover $x_i$. Thus, in this case $m = t + 1 + (t + 1)/2 = (3t + 3)/2$, and $k = (3t + 1)/2$. Thus $k/m = (3t + 1)/(3t + 3)$.

Construction 5. ($s = 1 + 1/t$, $p = t + 1$, where $t$ is even)

There are two types of servers. There are $2(t + 1)$ servers of Type A, each storing $t$ singletons, with one part not stored in each server. Each part fails to be stored on exactly two servers of Type A. There are $t + 1$ servers of Type B, where the $j$th server stores $x_j + x_{j+1}$ (subscripts taken modulo $t + 1$) in one cell, and the remaining $t − 1$ parts as singleton cells.

To reconstruct $x_i$ using the PIR array code of Construction 5 we first note that there are $2t$ servers of Type A and $t − 1$ servers of Type B which store $x_i$ as a singleton cell. The two servers in $B$ which do not store $x_i$, store either $x_{i-1} + x_i$ or $x_i + x_{i+1}$: they can each be
paired with one of the two servers of Type A that does not store $x_i$ as a singleton, so both pairs can compute $x_i$. Hence, we can take $k = 2t + (t - 1) + 2 = 3t + 1$. Since $m = 3t + 3$, we find that $k/m = (3t + 1)/(3t + 3)$.

To summarise, the rates of the PIR array codes of Constructions 4 and 5 attain the upper bound of Theorem 4 with a small number of servers. (In fact, it can be proved that these constructions use the smallest possible number of servers.)

We will now give the idea how to generalize Construction 4 without a formal proof. Recall that an $S(a, b, c)$ Steiner system is a set $S$ of $b$-subsets (blocks) of a $c$-set (of points), with the property that every set of $a$ points is contained in exactly one block.

Construction 6. ($s = 1 + d/t$, $p = t + d$, and there exists a Steiner system $S(d, d + 1, p)$)

Let $S$ be a $S(d, d + 1, p)$ Steiner system on the set of points $\{1, 2, \ldots, p\}$. We define servers of two types. There are $\binom{t+d}{t} = \binom{t+d}{d}$ servers of Type A: each server stores a different subset of parts in $t$ singleton cells. There are $\frac{d}{d+1} \binom{t+d}{d}$ servers of Type B, indexed by a set that repeats each of the $\frac{1}{d+1} \binom{t+d}{d}$ blocks $B \in S$ a total of $d$ times. One cell in a server of Type B contains the sum $\sum_{i \in B} x_i$; the remaining $t - 1$ cells contain the $t - 1$ parts not involved in this sum.

The number of servers in the PIR code obtained from Construction 6 is $m = \binom{t+d}{d} + \frac{d}{d+1} \binom{t+d}{d}$. Just as in constructions above, we can prove that we may take $k = m - \binom{t+d-1}{d-1}$ in this construction, by first counting the servers of either type that contain $x_i$ is a singleton, and then pairing up the servers of Type B with servers of Type A using a matching obtained by a regular bipartite graph. The rate of the code is

$$\frac{k}{m} = 1 - \frac{d(d+1)}{(t+d)(2d+1)}$$

which attains the bound of Theorem 4. Unfortunately, the number of known Steiner systems $S(d, d + 1, t + d)$ is limited: though infinitely many of them are known to exist for all values of $d$, the proof is not constructive [20].

This last construction can be modified by using only servers of Type B. We define $m = \frac{2}{d+1} \binom{t+d}{d}$, and index the servers using each block $B$ in the Steiner system twice. We pair those servers which do not have $x_i$ as a singleton cell using a matching obtained by a regular bipartite graph (each side of the graph has $\binom{t+d-1}{d-1}/d$ vertices (servers), where the two servers associated with a block are in different parts of the vertex bipartition). One can verify that $k = m - \binom{t+d-1}{d-1}/d$ and that the rate of the code is

$$\frac{k}{m} = 1 - \frac{d+1}{2(t+d)}.$$  

This is slightly lower than the upper bound of Theorem 4, but the construction uses a smaller number of servers. We can further reduce the number of servers considerably, maintaining the same PIR rate, if we take sets of singletons of server of Type B to be the elements in the blocks of a Steiner system $S(d, t - 1, p)$.

Finally, the number of servers of Type A can be reduced by restricting the sets of singletons in such a server to lie in a Steiner system $S(a, t, p)$, or a block design $S_\lambda(a, t, p)$. This will reduce the number of servers considerably without affecting the PIR rate. The complete analysis will appear in the final version of this paper.
3.4 Constructions when $s$ is not an integer

In this subsection we are concerned in the largest range of numbers for which we don’t know the exact value of the asymptotic rate of PIR array codes. In this section, $s$ will be an arbitrary rational number with $s > 2$ and $s$ not an integer. (Constructions when $s$ is an integer will be given in the following section.)

The first construction is a generalization, in some sense, of Construction 3.

**Construction 7.** $(s = (rt - (r - 2)r + 1)/t, p = rt - (r - 2)r - 1, \text{ where } 3 \leq r \leq t)$

All the servers have the same type in this construction. Each server has $t - r + 1$ singleton cells. The remaining $r - 1$ cells of any server contain sums of $t - r + 2$ parts from the remaining $p - t + r - 1$ parts; the terms in these sums are pairwise disjoint. Each possibility for the set of singleton cells and the partition of the remaining cells into disjoint sums in this manner occurs exactly once.

**Theorem 10.** If $3 \leq r \leq t$ then Construction 7 implies that

$$g\left(r - \frac{(r - 2)r + 1}{t}, t\right) \geq \frac{1}{2} + \frac{t - r + 1}{2(rt - (r - 2)r - 1)}.$$

**Proof.** The number $m$ of servers in the construction is

$$m = \frac{(rt - (r - 2)r - 1)!}{(t - r + 1)!(r - 1)!(t - r + 2)!^{r - 1}}.$$

A part $x_i$ is contained in a singleton cell in

$$\frac{(rt - (r - 2)r - 2)!}{(t - r)!(r - 1)!(t - r + 2)!^{r - 1}}$$

servers. There are

$$\frac{(rt - (r - 2)r - 2)!}{(t - r + 1)!^2(r - 2)!(t - r + 2)!^{r - 2}}$$

servers that remain. Each of these servers is associated with two disjoint $(t - r + 1)$-subsets of $\{x_1, x_2, \ldots, x_p\} \setminus \{x_i\}$: the parts occurring in the singleton cells of $S$, and the parts that appear in the sum in the cell involving $x_i$. We can pair up the two servers where these two subsets are swapped and all remaining sums are the same; this pair of servers can recover $x_i$. Therefore we may take

$$k = \frac{(rt - (r - 2)r - 2)!}{(t - r)!(r - 1)!(t - r + 2)!^{r - 1}} + \frac{(rt - (r - 2)r - 2)!}{(t - r + 1)!^2(r - 2)!(t - r + 2)!^{r - 2}}/2.$$

A straightforward algebraic computation implies that

$$g\left(r - \frac{(r - 2)r + 1}{t}, t\right) \geq \frac{1}{2} + \frac{t - r + 1}{2(rt - (r - 2)r - 1)}.$$  \hfill \square

Construction 7 and Theorem 10 imply the following result.
Corollary 4. If $3 \leq r \leq t$ and $s = r - ((r - 2)r + 1)/t$, then

$$g(s,t) \geq \frac{s+1}{2s} - \frac{r-1}{2st}.$$ 

Proof. Substituting $s = r - ((r - 2)r + 1)/t$ in the inequality

$$g \left( r - \frac{(r - 2)r + 1}{t}, t \right) \geq \frac{1}{2} + \frac{t - r + 1}{2(rt - (r - 2)r - 1)}$$

yields

$$g(s,t) \geq \frac{1}{2} + \frac{t - r + 1}{2st} = \frac{s+1}{2s} - \frac{r-1}{2st}.$$ 

Now, it is obvious that if $t$ is large then the ratio $k/m$ obtained in Construction 7 becomes close to the bound of Theorem 3. However, because of the interdependency of $t$, $s$ and $r$ we never attain this bound asymptotically for a fixed value of $s$. To overcome this problem with Construction 7 we will next present a construction which has asymptotically optimal rate. The construction can be used for all rational numbers $s$ with $s > 2$. We believe the construction produces PIR array codes with the largest possible rate; it is a generalization of Constructions 1 and 2. However the construction has the disadvantage that it requires many more servers.

Construction 8. $(s = r + d/t, p = rt + d)$, where $r \geq 2$ is an integer, $t \geq r$, $1 \leq d \leq t - 1$)

There are two types of servers. Each server of Type A stores $t$ singleton parts. Every possible combination of singleton parts occurs $n_A$ times, where

$$n_A = \frac{(rt + d - t - 1)!(rt + d - t + r)}{(t - r)!(d + 1)!(r - 2)!(t + 1)^{r-2}}.$$ 

(Note that $n_A$ is an integer.) A server of Type B contains $t - r$ singleton cells, one cell containing a sum of $d + 1$ parts and $r - 1$ cells in which a linear combination of $t + 1$ parts is stored. The sets of terms in the sums are pairwise disjoint, and are also disjoint from the singletons. Each possible combination of singletons and sums of this form occurs in exactly $n_B$ servers of Type B, where $n_B = (r - 1)(t + 1)$.

Theorem 11. For any given integers $r > 1$ and $r \leq t$, and $1 \leq d \leq t - 1$,

$$g(r + d/t, t) \geq 1 - \frac{(rt + d - t + r)(rt + d - t)}{(rt + d)(2rt + 2d - 2t + r)}.$$ 

Proof. The total number of servers in Construction 8 is

$$m = \binom{rt + d}{t} n_A + \frac{(rt + d)!}{(t - r)!(d + 1)!(r - 1)!(t + 1)^{r-1} n_B}.$$

The number of servers of Type A which do not contain $x_i$ as a singleton is $\binom{rt + d - 1}{t - 1} n_A$ and the number of servers of Type B which do not contain $x_i$ as a singleton is $\frac{(rt + d - t + r)!}{(d + 1)!(r - 1)!(t + 1)^{r-1} n_B}$. 
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From the remaining servers (which do not contain \( x_i \) as a singleton) we construct a bipartite graph \( G = (V_1 \cup V_2, E) \): the vertices of \( V_1 \) and \( V_2 \) are those of Type A and Type B respectively. Since

\[
\binom{rt + d - 1}{t} \binom{rt + d - t - 1}{(t - r)} (rt + d)(d+1)(r-2)!(t+1)!^{r-2} = \binom{rt + d - t + r}{t - r} \binom{rt + d - t + r}{t + 1} (d+1)! (r-1)! (t+1)!^{r-1},
\]

it follows that \( |V_1| = |V_2| \). We define edges \( E \) so that the servers at the ends of an edge can reconstruct \( x_i \). So \( \{v_1, v_2\} \) is an edge in \( E \) if and only either:

- there is a \( t \)-subset \( Y \) of parts that is the set of singleton parts of \( v_2 \), and such that a cell of \( v_1 \) contains the sum \( \sum_{x_j \in Y \cup \{x_i\}} x_j \); or
- there is a \( d \)-subset \( Z \) of parts that is contained in the set of singleton parts of \( v_1 \), and such that a cell in \( v_2 \) contains the sum \( \sum_{x_j \in Z \cup \{x_i\}} x_j \).

It is not hard to show that this bipartite graph is regular and so, by Theorem \([\star]\) there exists a perfect matching in \( G \). The ends of the edges in this matching form disjoint pairs of servers; which \( x_i \) can be computed from each pair. This analysis implies that

\[
k = m - \binom{rt + d - 1}{t} \binom{rt + d - t - 1}{(t - r)} (rt + d)(d+1)(r-2)!(t+1)!^{r-2}.
\]

One can verify that

\[
m = \frac{(rt + d)!}{(t - r)! (d+1)! (r-2)! (t+1)!^{r-2}} \quad \text{and hence} \quad g(r + d/t, t) \geq \frac{k}{m} = 1 - \frac{(rt + d - t + r)(rt + d - t)}{(rt + d)(2rt + 2d - 2t + r)}.
\]

\[\square\]

**Corollary 5.** If \( s > 2 \) is a rational number which is not an integer, then \( g(s) = (s+1)/(2s) \).

**Proof.** This is an immediate consequence of Theorem \([\|]\). For when \( s = r + d/t \), \( r \geq 2 \), \( t \geq 2 \), and \( 1 \leq d \leq t - 1 \) then

\[
g(s, t) \geq 1 - \frac{(rt + d - t + r)(rt + d - t)}{(rt + d)(2rt + 2d - 2t + r)}.
\]

For a fixed value of \( r \) is fixed, we let \( d \) and \( t \) tend to infinity with the ratio \( d/t \) fixed. Then

\[
g(s) = 1 - \frac{(rt + d - t)(rt + d - t)}{(rt + d)(2rt + 2d - 2t)} = \frac{1}{2} + \frac{t}{2(rt + d)} = \frac{1}{2} + \frac{1}{2(r + \frac{d}{t})} = \frac{1}{2} + \frac{1}{2s} = \frac{s + 1}{2s}.
\]

\[\square\]

We believe that the rate of the code obtained in Construction \([\|] \) is optimal. There is a construction with a slightly lower rate that uses fewer servers when \( t - r \geq d \): pairing servers of Type B that recover \( x_i \) from the sum with \( d + 1 \) terms and \( t - r \) singleton cells. The number of servers in Type A will be reduced, but servers of Type A will still be needed for pairing to recover \( x_i \) from servers in Type B that contain \( x_i \) in a sum of \( t + 1 \) parts. We omit the details of this construction.

Finally, we note that the analysis we have does not work if \( s \) is an integer (namely when \( d = t \)), as the combinatorial computations will be slightly different. The related construction with its computations is given in the next subsection.
3.5 Constructions when $s$ is an integer, $s > 2$

It was discussed at the start of this section, the construction given in [13] for any integer $s > 2$ and $t = s − 1$ yields $g(s) ≥ s/(2s − 1)$. In this section we present two other ways to obtain a PIR array code for integer values of $s$. We start by considering an improved lower bound on the optimal rate, following from Construction 7.

In Construction 7 we start by picking an integer $r$, and continue by choosing an integer $t$ such that $t ≥ r$. For the pair $(r, t)$, we have that $s = r − ((r − 2)r + 1)/t$. If we want $s$ to be an integer, then $t$ must divide $(r − 2)r + 1$. A good way of ensuring this is by choosing $t = (r − 2)r + 1$, which implies that $s = r − 1$. The analysis after Construction 7 shows that

$$g(r − 1, (r − 2)r + 1) ≥ \frac{1}{2} + \frac{(r − 2)r + 1 − r + 1}{2(r((r − 2)r + 1) − (r − 2)r − 1)}.$$

By substituting $r = s + 1$ in this equation, we obtain

$$g(s, s^2) ≥ \frac{1}{2} + \frac{s − 1}{2} · s^2 = \frac{s + 1}{2s} − \frac{1}{s^2}.$$

This lower bound is very close to the upper bound of Theorem 3.

Next, we will present a construction for all integer values $s$ that generalises Construction 1.

**Construction 9.** $(s > 2$ an integer and $p = st$, where $t ≥ s)$

There are two types of servers. Each possible subset of $t$ parts is stored as singleton cells in

$$\frac{(ts − t − 1)!}{(t − s + 1)!(s − 2)!(t + 1)!^{s−2}}$$

servers of Type A. Each server of Type B contains $t − s + 1$ singleton cells, with the remaining $s − 1$ cells containing a sum of $t + 1$ parts. There is exactly one server of Type B for each way of doing this.

**Theorem 12.** For any given integers $s > 1$ and $t ≥ s$,

$$g(s, t) ≥ 1 − \frac{(s − 1)(t + 1)}{s(2t + 1)} = \frac{st + t + 1}{s(2t + 1)}.$$

**Proof.** The total number $m$ of servers in Construction 9 is

$$m = \binom{ts}{t} \frac{(ts − t − 1)!}{(t − s + 1)!(s − 2)!(t + 1)!^{s−2}} + \binom{ts}{t} \frac{(ts)!}{(t − s + 1)!(s − 1)!(t + 1)!^{s−1}}.$$

To compute $k$, we first note that there are exactly $\binom{s−1}{t−1}$ combinations of $t$ parts which contain $x_i$ and hence there are exactly

$$\binom{st−1}{t−1} \frac{(ts − t − 1)!}{(t − s + 1)!(s − 2)!(t + 1)!^{s−2}}$$

servers of Type A that store $x_i$ as a singleton. There are

$$\binom{ts−1}{t−s} \frac{(t+1)(s−1)!}{(s−1)!(t+1)!^{s−1}}$$
servers of Type B that store $x_i$ as a singleton. A pair of servers can recover $x_i$ if one is a Type B server storing a sum of $t + 1$ parts including $x_i$, and the other is a server of Type A that stores the other $t$ parts in the sum as singletons. Given a set $S$ of $t + 1$ parts that includes $x_i$, there are
\[
\frac{(ts - t - 1)!}{(t - s + 1)!(s - 2)!(t + 1)!^{s-2}}
\]
servers of Type B with a cell equal to $\sum_{x_j \in S} x_j$. But this is also the number of servers of Type A which store the $t$ parts $S \setminus \{x_j\}$ as singletons. Hence, $x_i$ can be recovered by
\[
\binom{ts - 1}{t} \frac{(ts - t - 1)!}{(t - s + 1)!(s - 2)!(t + 1)!^{s-2}}
\]
pairs of servers in this manner, since there are $\binom{ts - 1}{t}$ choices for $S$. Thus,
\[
k = \binom{st - 1}{t - 1} \frac{(ts - t - 1)!}{(t - s + 1)!(s - 2)!(t + 1)!^{s-2}} + \binom{ts - 1}{t - s} \frac{(ts - t - 1)!}{(s - 1)!(t + 1)!^{s-1}} + \binom{ts - 1}{t} \frac{(ts - t - 1)!}{(t - s + 1)!(s - 2)!(t + 1)!^{s-2}}
\]
\[
= m - \binom{ts - 1}{t} \frac{(ts - t - 1)!}{(t - s + 1)!(s - 2)!(t + 1)!^{s-2}}.
\]
After some algebraic manipulation we see that
\[
g(s, t) \geq \frac{k}{m} = 1 - \frac{(s - 1)(t + 1)}{s(2t + 1)} = \frac{st + t + 1}{s(2t + 1)}.
\]

Combining now Theorems 3 and 12 we have:

**Corollary 6.** For any given integer $s \geq 2$, $g(s) = (s + 1)/(2s)$.

We believe that the rate of the code obtained in Construction 9 is optimal. We may obtain a slightly lower rate using considerably fewer servers using only servers of Type B in a similar way to previous constructions.

**Construction 10.** ($s > 2$ an integer, and $p = st$ where $(s - 1)t = \ell b$, and $t \geq \ell + b$)

All the servers are of the same type in this construction. In each server there are $t - \ell$ singleton cells and $\ell$ cells summing $(b + 1)$ parts. Two servers store each possible partition of the $st$ parts into sums and singletons in their cells.

**Theorem 13.** The rate of the code generated in Construction 10 is
\[
\frac{k}{m} = \frac{s + 1}{2s} - \frac{\ell}{2st}.
\]
Proof. As the proof is similar to previous proofs, we will only sketch it. The number of servers is

\[ m = \frac{2(st)!}{(t-\ell)!(b+1)!^\ell}. \]

The number of servers which do not contain \( x_i \) in a singleton cell is

\[ \frac{2(st - 1)!}{(t-\ell)!b!(\ell - 1)!(b+1)!^{\ell-1}}. \]

We pair the remaining servers using a perfect matching in a bipartite graph. So

\[ k = m - \frac{(st - 1)!}{(t-\ell)!b!(\ell - 1)!(b+1)!^{\ell-1}}. \]

Thus, the rate is

\[ \frac{k}{m} = \frac{s + 1}{2s} - \frac{\ell}{2st}. \]

Clearly to get the best rate from Construction \[ \text{10} \] we must choose \( \ell \) to be as small as possible.

3.6 Analysis of the Constructions

In this subsection we will summarize and analyze the constructions from the previous subsections. We start with an immediate consequence of Corollaries \[ \text{2, 3, 5, and 6} \]:

**Theorem 14.** For any rational number \( s > 1 \), we have \( g(s) = \frac{s + 1}{2s} \).

Suppose we are required to design a PIR array code for a given application. One parameter that might well be fixed is the fraction of the file, \( \frac{1}{s} \), which is stored in a server, and the constructions producing the lower bounds on \( g(s) \) will provide codes of good rate. But many applications will also mandate a value for \( t \), the number of cells contained in each server. Amongst PIR array codes with fixed values of \( s \) and \( t \), examples with \( m \), the number of servers, as small as possible are to be preferred. For a large range of pairs \( (s, t) \) we have given constructions which we believe to be optimal in terms of rate. But the number of servers in our constructions might be higher than necessary. Moreover, we might prefer a construction with a slightly smaller rate, but a considerably smaller number of servers. We will now comment on the constructions we have given in these terms. We will distinguish between four cases, related to the four subsections earlier in this section.

**Case 1:** \( 1 < s < 2 \). We write \( s = 1 + \delta/\tau \) and choose \( d \) and \( t \) such that \( d/t = \delta/\tau \). We apply Construction \[ \text{2} \] to obtain a PIR array code with rate equal to

\[ \frac{s + 1 + \frac{1}{d}}{(2 + \frac{1}{d})s}. \]
The number of servers in this construction is \((t+d)^\vartheta \cdot \left(\frac{d}{t+1}\right)^\vartheta\), where \(\vartheta\) is the least common divisor of \(d\) and \(t\). Clearly, one should try to reduce the number of servers for these parameters.

Construction 6 yield a slightly better code. The rate of the code is the same as in Construction 2, while the number of servers used is only \(\frac{2d+1}{d+1} \cdot \left(\frac{t+d}{t}\right)^\vartheta\), which is smaller than the number of servers required by Construction 2. The disadvantage of this construction is the requirement for a Steiner system \(S(d, d+1, t+d)\) to exist. This severely limits the number of parameters that can be covered by this construction: a new construction with a small number of servers would be very desirable.

Case 2: \(s = 2\). We use Construction 1. The PIR array code will have an optimal rate \(\frac{3t+1}{4t+2}\) with \((2t+1)\) servers required for the \(k\)-PIR array protocol.

Case 3: \(s\) is an integer greater than 2. We can use Construction 9 to produce a PIR array code with rate \(\frac{(s+1)t+1}{s(2t+1)}\), which is asymptotically optimal. (Indeed, we believe the rate of this construction is optimal.) This construction requires

\[
\frac{(ts)}{t} \frac{(ts-t-1)!}{(t-s+1)!(s-2)!(t+1)!^{s-2}} + \frac{(ts)!}{(t-s+1)!(s-1)!(t+1)!^{s-1}}
\]

servers. To reduce the number of servers we can instead use Construction 7 as explained is Subsection 3.5. When \(t = s^2\) we obtain codes with rate \(\frac{s+1}{2s} - \frac{1}{s^2}\), and the number of servers used in the code is

\[
\frac{s^3!}{(s^2-s)!s!(s^2-s+1)!s^s}
\]

The rate of the code is slightly lower than in Construction 9, but we need significantly fewer servers. Similar results are obtained if we use Construction 10.

Case 4: \(s\) is rational, not an integer, and greater than 2. We can use Construction 7 or Construction 8. If we use Construction 7 then we might need to use Theorem 6 to obtain the exact value of \(s\) which is required. We demonstrate the technique with two examples in which \(4 < s < 5\).

Example 1. Assume we want to design a PIR array code for \(s = 4\frac{1}{6}\). We start with Construction 7 using \(r = \lfloor s \rfloor = 5\). If we set \(t = 24\) then \(s = 4\frac{1}{6}\) and by Theorem 7, we have \(g(4\frac{1}{6}, 24) \geq \frac{31}{52}\). Theorem 1 now implies that \(g(4\frac{1}{6}, 24) \geq \frac{31}{52}\). If we set \(t = 24\) then we obtain in a similar way \(g(4\frac{1}{6}, 24) \geq \frac{67}{112}\), as we have a code of higher rate. If we set \(t = 3 \cdot 2^i\) then we obtain \(g(4\frac{1}{6}, 3 \cdot 2^i) \geq \frac{1}{2} + \frac{3 \cdot 2^i - 4}{2(15 \cdot 2^i - 10)}\) which becomes close to \(\frac{3}{3}\) as \(i\) grows. This can be compared to the upper bound of Theorem 8 which implies \(g(4\frac{1}{6}) \leq \frac{31}{50}\). There is a gap between the bounds.
Example 2. Assume we want to design a PIR array code for $s = 4\frac{5}{6}$. We start with Construction 7 by using $r = \lceil s \rceil = 5$. If we set $t = 96$ then by using the same computation as in Example 1 we obtain $s = 4\frac{5}{6}$ and by Theorem 10 we have $g(4\frac{5}{6}, 96) \geq \frac{139}{232}$, while the upper bound of Theorem 3 implies $g(4\frac{5}{6}) \leq \frac{140}{232}$. Hence there is a gap between the upper and lower bounds on the optimal rate in this case also.

Some lessons that can be learned here: The rates of construction improve as $t$ becomes larger in Theorem 10. Also, applying Theorem 6 more often than necessary is not desirable, as this results in codes with lower rate. The analysis of Theorem 10 shows that Construction 7 is more effective as $r$ gets larger.

Construction 8 has advantages: since $s = r + d$ it is easier to characterise the pairs $(s, t)$ that the construction applied to; the rate approaches the upper bound of Theorem 3 quite fast. The disadvantage of the construction is that the number of servers used is very large. We would like to see a construction with the same rate, but a reduced number of servers.

We end this section with a discussion of the pairs $(s, t)$ which are not covered by our constructions. First, we can easily verify that if $s$ is an integer then all pairs $(s, t)$ such that $t \geq s$ are covered by our constructions. Our constructions do not consider the pairs $(s, t)$ in which $s$ is an integer and $t < s$. If $s$ is a rational number greater than one, i.e. $s = r + \frac{\delta}{\tau}$, where $1 \geq r$, $2 \leq \tau$, and $1 \leq \delta \leq \tau - 1$, then $t$ must be divisible by $\tau$ since $p = st$ (as without loss of generality we can assume that $\delta$ and $\tau$ are coprime). Therefore, $t = \tau\mu$ and hence $s = r + \frac{\delta\mu}{\tau\mu} = r + \frac{\delta\mu}{\tau}$. Constructions 2 and 8 provide solutions for pairs $(s, t)$ as long as $\tau$ divides $t$ and $t \geq r$ is at least 2. Thus, we need constructions for the cases of pairs $(s, t)$ for which $s > 2$, $\tau$ divides $t$, and $t < \lceil s \rceil$.

4 Conclusions and Problems for future research

We have constructed $k$-PIR array codes with good PIR rate for many pairs $(s, t)$, where a database is divided into $st$ parts, and each server stores $t$ linear combinations of parts in its cells. Our constructions are mainly based on set systems. We have also proved upper bounds on the PIR rate of a PIR array code. These results are strong enough to determine the best rate of a PIR array code when $1 < s \leq 2$ for all sensible choices of $t$. Moreover, the results determine the asymptotic value for the PIR rate for all rational values of $s$, when $t$ is allowed to tend to infinity. As was mentioned in [12, 13], these results have interesting implications for the size of codes used for locality and availability in distributed storage.

The research on PIR array codes is far from being complete. Some problems for future research are enumerated below. Some of these problems are currently being considered by the authors, and we hope that answers will be the subject of future work.

1. We believe that all our main constructions (Construction 1, 2, 8, and 9) yield optimal codes, i.e. codes for which the rate is the largest possible one. But when $s > 2$ our upper bounds on the optimal rate fall short of the lower bounds implied by these constructions, although the gap tends to zero as $t$ grows. We would like to see improved upper bounds on $g(s, t)$ when $s > 2$. Clearly such a new upper bound must take into account that more than one cell in some servers will have linear combinations which are not singletons. Also, it seems that the linear combinations in each cell should not
involve more than $t + 1$ parts. This should be somehow reflected in the analysis of a new upper bound.

2. Our constructions cover a large range of pairs $(s, t)$, but nevertheless there are some pairs which are not covered. These pairs are analyzed in Subsection 3.6. We would like to see new constructions as well as constructions derived from the known ones to cover the missing pairs. The optimal scenario will be to cover all the pairs $(s, t)$ with a construction which achieves the highest rate. It should be noted that known upper bounds are unlikely to be tight for all pairs $(s, t)$. In particular, the case when $t$ is small might be more practical and its consideration is a research problem for itself. The case $t = 1$, which relates to PIR codes, was considered in [12, 13], so it is of great interest to consider the next case, namely $t = 2$.

3. Constructions 6 is based on Steiner systems; it is particularly interesting as it yields optimal codes with a small number of servers. Since Steiner systems exist for only a small set of parameters, and even when they exist there is no efficient construction for most of them, we would like to have constructions with similar performance which do not depend on such systems.

4. For many pairs $(s, t)$, our constructions that achieve optimal rate have $k$ and $m$ impractically large. Hence we ask: What is the smallest $k$ for which an optimal rate can be obtained? More generally, we would like to have more detailed bounds that explain the tradeoff between the parameters $t$, $k$, and $m$, for a fixed value of $s$.

5. We have not made a detailed comparison of the values of $g(s, t)$ and $g(s', t')$ in this paper; this was done in [12] for the case when $t = 1$. Clearly such comparisons can be made using our lower and upper bounds, but much remains to be done. Questions that could be asked are as follows. If $s < s'$, when can $g(s', t')$ be larger than $g(s, t)$? Is it the case that when $t = t'$ and $s < s'$ then $g(s, t) \geq g(s', t')$? (Theorem 6 states that $g(s, t) \leq g(s - 1/t, t)$, but this is far from a full answer.) Finally, is it the case that if $s = s'$ and $t < t'$, then $g(s, t) < g(s', t')$?

6. In this paper, we regarded $s$ as fixed and asked for the best rate as $t$ varies. A different approach might be to fix $t$ and to vary values of $s$. (Indeed, this could be carried out within our framework.) Other directions include fixing parameters such as $k$.

7. We would like to develop the connections between this work and codes for distributed storage, especially to codes with locality and availability.

8. All our array codes which we constructed are binary codes, but generalizing to non-binary fields is very natural.
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