Parallelization of Matrix Partitioning in Construction of Hierarchical Matrices using Task Parallel Languages
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Abstract: A hierarchical matrix (H-matrix) is an approximated form that represents $N \times N$ correlations of $N$ objects. H-matrix construction is achieved by partitioning a matrix into submatrices, followed by calculating the element values of these submatrices. This paper proposes implementations of matrix partitioning using task parallel languages, Cilk Plus and Tascell. Matrix partitioning is divided into two steps: cluster tree construction by dividing objects into clusters hierarchically, and block cluster tree construction by observing all cluster pairs at the same level of the cluster tree that satisfy an admissibility condition. As the two types of trees constructed and traversed in these steps are unpredictably unbalanced, it is expected that we can efficiently parallelize both these steps using task parallel languages. To obtain sufficient parallelism in the cluster tree construction, we not only execute recursive calls in parallel but also parallelize the inside of each recursive step. For the block cluster tree construction, we assigned each worker its own space so that the workers can store the cluster pairs without using locks. As a result, compared to a sequential implementation in C, we achieved up to an 11.5-fold speedup using Cilk Plus and a 12.6-fold speedup by Tascell for the cluster tree construction. For the block cluster tree construction, up to a 37.7-fold speedup by Cilk Plus and a 38.8-fold speedup using Tascell are achieved. In regard to the entire process of matrix partitioning, we achieved up to a 12.2-fold speedup by Cilk Plus and a 14.5-fold speedup using Tascell. All experiments were executed on two 18-core Xeon processors with real datasets to generate coefficient matrices used in the surface charge method.
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1. Introduction

In the boundary element method (BEM) and N-body simulations, using a coefficient matrix that represents the interaction between physical elements to solve simultaneous linear equations is common. However, as the quantity of all interactions between $N$ elements is $N^2$, such a matrix is dense, and when $N$ is extremely large, the execution time and memory usage will be unacceptable or even unavailable. Therefore, various approximation techniques have been proposed to reduce execution time and memory usage.

Hierarchical matrices (H-matrices) [1], [2], [3] are used as one such approximation technique. An H-matrix is constructed directly from the interactions between element sets, not from its dense counterpart, to reduce the memory usage from $O(N^2)$ to $O(N \log N)$ by hierarchically dividing the matrix into many submatrices and replacing them (if possible) with their small-size low-rank approximated forms. Though this technique can significantly reduce computation cost and memory usage with reasonable accuracy, the computation cost is still large. Thus, accelerating the computation for H-matrices, including not only calculations such as H-matrix-vector and H-matrix-H-matrix multiplication but also H-matrix construction, using parallel computing is critical.

H-matrix construction is achieved by dividing a matrix into submatrices (partitioning), followed by calculating the element values of these submatrices (filling). We can find many proposals [4], [5], [6], [7], [8], [9] to parallelize the filling operation and they are applied to H-matrix libraries such as Hlib [3] and HACaPK [7], but the partitioning operation still remains sequential. This is partly because the cost of the partitioning operation is much lower compared to the filling operation, approximately one thousandth when $N \approx 10^6$. However, this cost is becoming considerable because hundreds of speedups have been achieved for the filling operation using MPI, GPU, and SIMD vectorization [4], [5], [9]. For example, Ref. [9] shows that, when constructing a H-matrix derived from 1,188,000 elements, it takes 0.736 s for partitioning and 1.479 s for filling in sequential computation, and the filling operation is accelerated by 214.8 times using 256 cores. We can expect more speedups using more computing resources in the near future. Then the partitioning operation will be a bottleneck if it remains sequential, and it will be significant for larger datasets. Thus, we should also consider parallelizing the partitioning operation. Therefore, in this paper, we propose parallel implementations for matrix partitioning in the construction of H-matrices, based on the sequential version proposed in Ref. [2].
The matrix partitioning operation is divided into the following two steps: construction of cluster tree (CT) and construction of block cluster tree (BCT)\textsuperscript{+1}. As trees constructed and traversed in these steps are unpredictably unbalanced, we employed task parallel languages to parallelize these operations solving the load imbalance problem with reasonable programming cost. Among task parallel languages, we used Cilk Plus\textsuperscript{10} and Tascell\textsuperscript{11} and evaluated and compared the performance of our implementations using these two languages.

The contributions of this paper are summarized as follows:

- We propose parallel implementations for matrix partitioning in the construction of H-matrix using Cilk Plus and Tascell based on the sequential implementation of the HACapK library.
- We evaluated the performance of our parallel implementations; the results indicated that we obtained reasonable speedups with both languages.
- We showed that, in CT construction, our implementations using task parallel languages significantly overperform a naive implementation using OpenMP.

The remainder of this paper is organized as follows. We introduce H-matrices in Section 2 and the sequential algorithm of matrix partitioning in Section 3. In Section 4, we introduce Cilk Plus and Tascell, task parallel languages used in our implementations. In Section 5, we present our proposed parallel algorithms and their implementations using these task parallel languages. We evaluate the performance of our implementations in Section 6 and present related work in Section 7. Finally, we provide our conclusions and describe our future work in Section 8.

2. Hierarchical Matrices

2.1 Overview

An H-matrix is a collection of submatrices created by matrix partitioning where all submatrices neither overlap with each other nor hold gaps among them. Submatrices are also called leaf matrices. Figure 1 (a) shows an example of a structure of an H-matrix. This H-matrix is derived from the input data illustrated in Fig. 1 (b) and represents the interactions among the elements distributed on the surface of the two spheres\textsuperscript{+2}.

A $l \times m$ leaf matrix will be approximated by the product of two low-rank matrices of sizes $l \times k$ and $k \times m$, where $k$ denotes the rank of these two matrices and is far less than $l$ and $m$. Therefore, restricting the memory usage to $O(NK \log N)$, where $K$ is the upper limit of $k$, is possible. $K$ can be tuned based on the accuracy requirements, but it is usually far less than $l$ and $m$. Not all these submatrices can be approximated, depending on judgment results of an admmissibility condition. Thus, an H-matrix is combined by both approximated submatrices and unmodified submatrices (full submatrices).

For a matrix $X$, we let $R(X)$ denote the range of $X$’s indices.

\textsuperscript{+1} Though our implementations presented in this paper do not create the whole tree structure but only the list of the leaf nodes of the BCT, we still call this operation BCT construction according to convention in this research area.

\textsuperscript{+2} The surface in Fig. 1 (b) is composed of triangles and the gravity centers of the triangles are treated as elements in this example. This is also for Fig. 12 appearing later in Section 6.

Moreover, we let $[n_1, n_2]$ denote a set of successive natural numbers $\{i \in \mathbb{N} | n_1 \leq i \leq n_2\}$. Let $A$ be a square matrix of order $N$. Thus, we have $R(A) = [1, N] \times [1, N]$ and a subrange $p$ of $R(A)$ can be defined as $p = I_p \times J_p$ where $I_p = [i_1, i_2]$ and $J_p = [j_1, j_2]$ for some $i_1, i_2, j_1, j_2 \in \mathbb{N}$ such that $1 \leq i_1 < i_2 \leq N$ and $1 \leq j_1 < j_2 \leq N$. We define a partition $P$ of $R(A)$ as a set of subranges that satisfies the following two conditions: (1) $\bigcup_{p \in P} p = R(A)$ and (2) $p_1 \cap p_2 = \emptyset$ for all $p_1, p_2 \in P$ such that $p_1 \neq p_2$. We let $A|p$ denote a part of $A$ corresponding to the subrange $p \in P$. When the H-matrix $\tilde{A}$ approximates $A$, it comprises leaf matrices corresponding to $A|p$ for all $p \in P$, each of which is denoted by $\tilde{A}|p$. If a submatrix $\tilde{A}|p$ can be approximated, the leaf matrix $\tilde{A}|p$ is represented by the product of two low-rank matrices $V_p \cdot W_p$ shown below:

$$V_p \in \mathbb{R}^{l_p \times k_p}, \quad W_p \in \mathbb{R}^{k_p \times l_p}, \quad k_p \leq \min(\#I_p, \#J_p)$$

where $\#S$ denotes the number of elements in the set $S$. Then, we define $k_p \in \mathbb{N}$ as the rank of $\tilde{A}|p$. Usually, $k_p$ is far less than $\#I_p$ and $\#J_p$. When $\tilde{A}|p$ is a full submatrix, we have $\tilde{A}|p = A|p$. Thus, if $\tilde{A}|p = A|p$ for any $p \in P$, the H-matrix $\tilde{A}$ is equal to $A$.

2.2 Construction of H-matrix

As mentioned in Section 1, an H-matrix can be constructed by the following two steps:

1. Partitioning the matrix into submatrices.
2. Filling in element values of the submatrices.

In this section, we first explain the principle of matrix partitioning with an example. We will present the partitioning algorithms in detail later in Section 3.

Generally, a dense matrix does not have an obvious structure. However, in dense matrices appearing in numerical analyses such as BEM, we can usually observe an implicit structure that can be represented as approximated submatrices. In H-matrix construction, we should find as large and as many of such submatrices as possible to obtain better compressibility. H-matrices achieve this using the underlying implicit hierarchy in the interactions among $N$ elements representing the matrix $A$. For instance, in an astronomical simulation, $N$ elements are distributed in the space and the interaction between each element pair quadratically decreases according to the distance between them. In this condition, if the distance between two sets of elements $E_1$ and $E_2$ are far enough, we do not need to strictly consider the interactions between all elements in $E_1$ and $E_2$. Instead, we can choose some representatives from these sets and approximate the interaction between the elements.
sets as the interactions between the representatives of one set and all elements in the other set, which can be represented as an approximated submatrix. Thus, we can find a good partition by the following recursive procedure for a pair of element sets, or clusters in short, \((E_1, E_2)\), starting from the self-pair \((E, E)\) where \(E\) is the set of all elements.

1. Split each of \(E_i\) \((i \in \{1, 2\})\) into two subsets \(E_{i1}\) and \(E_{i2}\) according to the geometric distribution of elements in \(E_i\).
2. For each cluster pair \((E_{i1}, E_{j2})\) \((j, k \in \{1, 2\})\), we estimate the approximation accuracy depending on the size of the subspaces containing the clusters and the distance between clusters.
3. If the accuracy is admissible, we decide the range of the low-rank matrix for the cluster pair based on the elements contained in the pair.
4. If the accuracy is not admissible, apply (1)–(4) to the cluster pair recursively.

The filling operation follows the matrix partitioning and calculates the elements values of the leaf matrices. ACA (Adaptive Cross Approximation) \cite{12}, \cite{13} and ACA+ \cite{3} are well-known algorithms for this operation. See these papers for more details because this is beyond the scope of this paper.

3. Matrix Partitioning Algorithm

Though Section 2.2 outlined one single recursive procedure for the matrix partitioning, it can be broken into the series of the following two procedures so that a cluster is split just once:

1. Cluster tree (CT) construction to split clusters recursively.
2. Block cluster tree (BCT) construction to examine the admissibility of the cluster pair and to determine the matrix structure recursively.

In this section, we provide details about the algorithms for constructing CT and BCT.

3.1 Cluster Tree Construction

First, we show the algorithm to construct a CT. The cluster \(E_1^{(0)} = \{e_0, ..., e_{k-1}\}\) containing all input elements is treated as the root node of CT. The children of a CT node are created by dividing the cluster into two sub-clusters. We can create the children of each child node by dividing the corresponding cluster in the same manner. Such division operations are repeated recursively until the size of the cluster becomes less than the threshold \(N_{\min}\). Figure 2 shows an example of a cluster tree structure.

In each recursive step, there are many ways to divide a cluster. In BEM, elements are often divided by pivoting. For example, in the case where elements are placed in the 1D space, \(E = \{e_0, ..., e_{k-1}\}\) can be divided into \(E_{0} = \{e \in E \mid e < M\}\) and \(E_{k} = \{e \in E \mid e \geq M\}\) where \(e\) is the x-coordinate of \(e\) and the pivot value \(M\) is \((\max_{e \in E} e \cdot x + \min_{e \in E} e \cdot x) / 2\).

In the 3D space, the largest value is taken from \(x_l = (\max_{e \in E} e \cdot x - \min_{e \in E} e \cdot x), y_l = (\max_{e \in E} e \cdot y - \min_{e \in E} e \cdot y), \) and \(z_d = (\max_{e \in E} e \cdot z - \min_{e \in E} e \cdot z)\), which corresponds to the length of the bounding box surrounding the cluster. Then, the corresponding axis is chosen as the pivot axis. The pivot value \(M\) is set to \((\max_{e \in E} e \cdot x + \min_{e \in E} e \cdot x)/2, (\max_{e \in E} e \cdot y + \min_{e \in E} e \cdot y)/2,\) or \((\max_{e \in E} e \cdot z + \min_{e \in E} e \cdot z)/2\) based on the pivot axis, and elements are divided based on the coordinate values of the pivot axis.

In each recursive step, the numbers of elements contained in two sub-clusters are generally uneven. Thus, a CT constructed using this algorithm is unbalanced. In addition, because the computational cost of dividing a cluster is proportional to the number of elements, the computational cost of constructing a CT whose root node contains \(N\) elements varies from \(O(N \log N)\) to \(O(N^2)\) depending on the unbalancedness of the CT (as is the case in the Quicksort algorithm). Therefore, we cannot estimate the computational cost of constructing each sub-CT simply from the number of elements contained in its root.

3.2 Block Cluster Tree Construction

In BCT construction, we use the CT constructed in the previous step. A node of BCT in an arbitrary level corresponds to a pair of two nodes of CT (corresponding to two clusters) in the same level. If a pair of clusters satisfies an admissibility condition, the corresponding BCT node does not have its child nodes as it means that the interaction between the clusters can be approximated by a low-rank submatrix. If the admissibility condition cannot be satisfied and one of both CT nodes are leaves, we determine the corresponding submatrix cannot be approximated and make the BCT node leaf for a full submatrix. Otherwise, i.e., if the non-leaf cluster pair is not admissible, the BCT node has four children corresponding to all pairs of two children of the CT nodes. As any self-pairs of CT nodes cannot be admissible, the depth of BCT is equal to that of CT. The number of BCT nodes in a level is at most the square of the number of CT nodes in the level corresponding to all possible combinations of CT nodes but is usually much less than that, especially in deep levels.

The admissibility condition can protect the error of approxi-

---

*Fig. 2 Example of a cluster tree structure.*

*Fig. 3 Pseudocode of the algorithm for CT construction (for simplicity, we show the case where elements are placed in the 1D space).*
counter = 0;
leaf-node() leaf-node-list:
void buildLecClusterTree (cluster τ, cluster α){
if (combination(t, α) is admissible){
leaf-node-list[<counter>] =
c createLecNode(t, α, "low-rank submatrix");
counterr++;
} else if (τ or α has no child){
leaf-node-list[<counter>] =
c createLecNode(t, α, "full submatrix");
counterr++;
} else{
for (i=0; i<1; i++)
for (j=0; j<1; j++)
buildLecClusterTree(t, child[1], s, child[2]);
}
}

Fig. 4 Pseudocode of the algorithm for BCT construction.

first created in CSAIL, MIT. It became a default part of the Intel C++ Compiler since version 12 and works with both C++ and C. Cilk Plus employs the oldest-first work stealing strategy: A Cilk Plus worker, usually corresponding to an OS thread, can push (parent) tasks that can be stolen by other workers into its own queue. When a worker is idle, it randomly chooses another worker as a victim and steals the oldest task from the victim’s task queue. A task parallel program can be easily implemented using the following three Cilk Plus constructs: cilk_spawn (for parallel execution of function calls), cilk_for (for parallel for-loops) and cilk_sync (for synchronization). Cilk Plus also provides useful APIs such as cilkrs_get_nworkers() to obtain the total number of workers and reducers to help programmers parallelize computations with reduction. We provide two sample programs written in Cilk Plus in Fig. 5 and Fig. 6. In Fig. 5, cilk_spawn and cilk_sync are used to parallelize the calculation of the \((n−1)\)-th and \((n−2)\)-th fibonacci numbers at each recursive step. Figure 6 shows how to find the maximum element in a list using cilk_for with the help of reducers.

4.2 Tascell

Tascell[11] is a task parallel language that employs the backtracking-based work stealing strategy. A Tascell worker always chooses not to spawn a task at first and performs sequential computations. When a worker is chosen as a victim and receives a task request, it temporarily rewords the execution of its task to backtrack to the oldest point of task spawning and then spawns a task. After that, the victim returns from the backtracking and resumes its own task. While the cost for each work-steal in Tascell is higher than Cilk Plus, the parallelization overhead is lower because it does not have to manage task queues. Tascell provides the do-two (for parallel execution of the following two statements) and do-many (for parallel loops) constructs. Figures 7 and 8 show examples of Tascell programs. Figure 9 shows the manner in which backtracking-based task spawning occurs when a Tascell worker performs the program in Fig. 7.

The actual Tascell language has an S-expression-based syntax, but we write programs with a C-like syntax here for readers’ convenience.
5. Parallel Implementation

In this section, we explain our proposed parallel algorithms and implementations of CT and BCT construction.

5.1 Cluster Tree Construction

As explained in Section 3, a CT is constructed using a recursive algorithm. It is obvious that the two recursive calls in Fig. 3 can be executed in parallel and thus these can be parallelized using the cilk_spawn or do_two constructs.

However, after preliminary evaluations, we found that the parallel performance is far below our expectations and that we can only achieve 5.3 times speedup at most using two 18-core processors. This is because the computation cost of each recursion step (lines 4–9 in Fig. 3) is proportional to the size of e and the critical path thus cannot be shortened when only recursive calls are executed in parallel. To obtain better performance, we also need to parallelize inside the recursion step. The costly operations in the recursion step are two-fold: 1) finding the maximum and minimum x, y, and z-coordinate values to decide the pivot value and axis and 2) the pivoting operation, i.e., reordering elements based on the coordinate values of them.

This expensive operation is more difficult. In sequential implementation, we can easily reorder the elements in-place using the commonly used algorithm for Quicksort, wherein two pointers scan the array from both the left and right sides and swap the elements when the left/right pointer finds the value to be more/less than the pivot. However, this in-place algorithm is difficult to be parallelized.

Therefore, we employed two arrays L1 and L2. Initially, the element data are stored in L1, the result of reordering at the first level of CT is stored in L2. Similarly, at the second level, elements in L2 are reordered and the result is stored in L1. This operation is repeated recursively until the number of elements is less than a threshold T. After that, pivoting is sequentially performed using the in-place algorithm.

We parallelized the pivoting operation using the following steps (elements in L1 are reordered and stored in L2).

step 1: Divide the array L1 into Nc chunks.

step 2: For each chunk, count the number of elements whose value is less than and not less than the pivot. The counts for the i-th chunk are stored in less[i] and more[i], respectively.

step 3: Calculate Nless = \sum_{k=0}^{i-1} less[k].

step 4: Calculate Iless[i] = PS(less[i]) and Imore[i] = PS(more[i]) + Nless, where PS(A[i]) is the i-th prefix sum of A, i.e., PS(A[i]) = A[0] + A[1] + ... + A[i - 1].

step 5: For each i-th chunk, copy the elements whose values
Fig. 10 Pseudocode of the parallel algorithm for CT construction (for simplicity, we show the case in which elements are placed in the 1D space).

Fig. 11 Pseudocode of the parallel algorithm for BCT construction.

are less than the pivot into the subspace of $L_2$ starting from $L_2[I_{\text{less}}]$. Similarly, copy the elements whose values are not less than the pivot into the subspace of $L_2[I_{\text{more}}]$. In these steps, steps 2, 3, and 5 can be easily parallelized over chunks. In addition, we parallelized step 4 in two ways. One used the parallel prefix-sum algorithm proposed in Ref. [17], and the other implements a more simple algorithm as follows: 1) we divide the array into chunks and calculate the prefix-sum of each chunk, 2) calculate the prefix-sums of $C[j]$ where $C[j]$ is the total sum of the $j$-th chunk, and 3) add $PS(C[i])$ to all array elements in the $(i+1)$-th chunk. Here, 1) and 3) are executed in parallel over chunks and 2) is sequentially executed.

However, in both implementations, we obtained only slight speedups when we measured the performance of prefix-sum computation independently, and the performance degraded when the parallel prefix-sum implementation is embedded to CT construction. Therefore, we employed the sequential implementation for the prefix-sum computation in the evaluations in Section 6.

One of the obvious drawbacks of this parallel algorithm is that there are additional costs to scan the element list multiple times and to compute prefix-sums. When the number of elements is small, the parallelization overhead would be larger than the parallel speedups. Therefore, we apply the sequential pivoting algorithm when the number of elements is not greater than the threshold $T_S$.

In addition, we employed another parameter $T_N$ to achieve better performance. A worker calls the recursive function sequentially when the number of elements is lower than $T_N$. This parameter should be set considering the tradeoff between overheads for parallelization (e.g., cilk spawn and do two) and load imbalance. Note that the execution will fall to sequential when both $T_S$ and $T_N$ are greater than $N$.

5.2 Block Cluster Tree Construction

Compared to CT construction, our parallel implementation of BCT construction is relatively simple. As the computation cost for each recursion step is small, we can obtain sufficient speedups only by parallelizing recursive calls (line 15 in Fig. 4). Figure 11 shows the pseudocode of the parallel implementation of BCT construction.

The only concern is about the space to which leaf nodes of BCT are stored. In the sequential implementation, they are stored to the global array. However, sharing such a single array controlled by a lock among workers brings large overheads. Therefore, we allocated space for each worker. We can implement such allocation naturally in TAscell as it provides features that enables workers to have their own storage. As Cilk Plus does not provide such features, we allocated a two-dimensional array of the size $n_w \times s$, where $n_w$ is the number of workers and $s$ is an arbitrary size. In our current implementation, $s$ is estimated based on the number of CT nodes. If $s$ is not enough at run time, the program will abnormally stop. We can enhance our implementation to dynamically resize the space but we did not do that for the sake of simplicity of the implementation and for reducing overheads.
the space assigned to each worker.

Cilk Plus for C++ provides list-reducers through which we can build an array in parallel with very simple code. However, as list-reducers are implemented for creating linked lists, they lead to worse performance compared to the implementation using the two-dimensional array. Therefore, we did not use this feature.

As in CT construction, we employed a parameter $T_N$ to control the granularity of parallel tasks. A worker calls the sequential version of the recursive function when both of the numbers of elements of given two clusters are greater than $T_N$. As discussed in Section 3.2, we cannot accurately estimate the depth of a subtree of BCT using the number of elements because it depends on admissibility conditions, but the upper bound of the depth can be estimated in this way.

6. Performance Evaluation

6.1 Evaluation Setup

We evaluate our proposed parallel implementations with the following four datasets from which coefficient matrices of the surface element method are generated [18].

Sphere: a sphere having $5 \times 10^7$ elements in its surface.

SphereCube: $10 \times 10 \times 10$ spheres placed cubically. Each spherical surface is composed of $101,250$ elements.

SpherePyramid: $1^2 + 2^2 + \ldots + 14^2 = 1015$ spheres placed pyramidal. Each spherical surface is composed of $101,250$ elements.

Humans: $50 \times 100$ pairs of human-shaped objects. The surface of each object pair is composed of $19,664$ elements.

These four datasets are illustrated in Fig. 12 and their characteristics are summarized in Table 1. We set $N_{\min}$ to 10 and $\eta$ to 2 for all measurements.

We measured the performance using a single node of Laurel 2, a supercomputer at the Academic Center for Computing and Media Studies, Kyoto University. The details of the evaluation environment are summarized in Table 2.

When evaluating the performance of the parallel implementations, we use the performance of the sequential implementations using C as the baseline of speedups. The performance of the sequential implementation for CT and BCT construction is shown in Table 3.

6.2 Cluster Tree Construction

6.2.1 Performance Parameter Tuning

First, we need to tune the three parameters presented in Section 5.1 that can significantly affect the performance.

$T_S$ denotes the threshold of the number of elements that decides whether recursive function calls are executed in parallel in CT construction.

$T_N$ denotes the threshold of the number of elements for deciding whether computations inside a recursive step are parallelized in CT construction. As presented in Section 5.1, we parallelized finding the maximum and minimum elements and the pivoting operation. Workers perform the parallel algorithm when the number of elements to be divided is more than $T_S$ and performs the sequential (in-place) algorithm otherwise.

$C$ is the chunk size used in parallel executions of the pivoting operation in CT construction. When $C$ decreases (the number of the chunks increases), the degree of parallelism increases but the computation cost for prefix-sums also increases.

We tuned these parameters by measuring the performance of 36-worker executions of the Cilk Plus and Tascell implementations using the Sphere dataset by the following parameter search.

(1) Set $T_S = 10^4$ and $C = 10^4$.

(2) Find the optimal value of $T_N$ within the range $T_N \in \{10, 10^2, 10^3, 10^5, 10^8, 10^7, 5 \times 10^7\}$ while fixing $T_S$ and $C$.

(3) Find the optimal value of $T_N$ within the range $T_N \in \{10, 10^3, 10^5, 10^7, 5 \times 10^7\}$ while fixing $T_S$ and $C$.

(4) Find the optimal value of $C$ within the range $C \in \{1, 2, 4, 8, 16, 32, 64, 128, 10^3, 10^5, 10^8, 10^9, 5 \times 10^9\}$ while fixing

---

55 Figure 12 (d) illustrates only $6 \times 10$ pairs to make it easy to recognize.

---

56 https://bitbucket.org/tasuku/c-c-tascell/commits/158c6911ce4f09aebbcacfc437ab71d4680911756b
The effect of the three parameters on the performance of CT construction (36-worker executions, Sphere).

1. **TN** and **TS**.
   (5) Repeat (2)–(4) until the optimal parameter settings do not change.

As a result, we found the optimal parameter settings \((TN, TS, C) = (10^2, 10^4, 1)\) for Cilk Plus and \((TN, TS, C) = (10^4, 10^4, 1)\) for Tascell.

We used these parameter settings for all other performance measurements. The effects of these parameters on the performance are shown in Fig. 13. We can see that the performance drops to a 5.3-fold speedup compared to C when \(TS = 5 \times 10^7\). This proves the necessity of parallelizing operations inside the recursive step.

### 6.2.2 Performance Evaluation

The performance of our parallel implementations for CT construction using Cilk Plus and Tascell is shown in Fig. 14. Table 4 shows the best performance and the number of workers with which the performance is obtained. We can see that for both Cilk Plus and Tascell, the speedups increase proportionally until the number of workers goes up to approximately 28, but the improvement is saturated, or even becomes negative, with a larger number of workers. The possible reasons for this are the additional costs for the parallel pivoting algorithm discussed in Section 5.1 and memory bandwidth saturation.

In addition, we can see that Cilk Plus demonstrated better performance than Tascell until the number of workers went up to 28, probably due to the more powerful optimization by the Intel Compiler. Cilk Plus and Tascell showed similar performances for 28 to 72 workers. Tascell achieved slightly better performance than Cilk Plus in 72-worker executions for three out of...
When OpenMP and the task parallel languages is shown in Fig. 15
evaluation parameter $T$. We tuned $T_N$ by measuring the performance of 288-worker executions using the Sphere dataset. As a result, we obtained the best parameter settings $T_N = 10000$ both for Cilk Plus and Tascell, as shown in Fig. 16.

### 6.3 Block Cluster Tree Construction

#### 6.3.1 Performance Parameter Tuning

As presented in Section 5.2, BCT construction has only one execution parameter $T_N$, which is the threshold that decides whether recursive function calls are executed in parallel. We tuned $T_N$ by measuring the performance of 288-worker executions using the Sphere dataset. As a result, we obtained the best parameter settings $T_N = 10000$ both for Cilk Plus and Tascell, as shown in Fig. 16.

#### 6.3.2 Performance Evaluation

The performance of our parallel implementations of BCT construction using Cilk Plus and Tascell is shown in Fig. 17. Table 4 shows the best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of CT construction.

| Language | Sphere | SphereCube | SpherePyramid | Humans |
|----------|--------|------------|---------------|--------|
| Cilk Plus | 10.6   | 10.7       | 10.5          | 11.5   |
|           | (36 workers) | (36 workers) | (36 workers) | (72 workers) |
| Tascell   | 11.0   | 10.6       | 11.0          | 12.6   |
|           | (72 workers) | (36 workers) | (72 workers) | (72 workers) |

Table 4 Best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of CT construction.

#### 6.4 Total Performance of Matrix Partitioning

Finally, we demonstrate the total performance of matrix partitioning, i.e., both CT and BCT construction in Fig. 18. Table 5 shows the best total performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of matrix partitioning.

| Language | Sphere | SphereCube | SpherePyramid | Humans |
|----------|--------|------------|---------------|--------|
| Cilk Plus | 18.9   | 33.0       | 37.7          | 32.1   |
|           | (540 workers) | (540 workers) | (540 workers) | (432 workers) |
| Tascell   | 22.7   | 38.0       | 37.6          | 38.8   |
|           | (144 workers) | (144 workers) | (72 workers) | (72 workers) |

Table 5 Best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of BCT construction.

| Language | Sphere | SphereCube | SpherePyramid | Humans |
|----------|--------|------------|---------------|--------|
| Cilk Plus | 10.7   | 11.6       | 11.3          | 12.2   |
|           | (72 workers) | (72 workers) | (72 workers) | (72 workers) |
| Tascell   | 11.5   | 12.8       | 13.9          | 14.5   |
|           | (72 workers) | (36 workers) | (72 workers) | (72 workers) |

Table 6 Best total performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of matrix partitioning.

Cilk Plus achieved its best performance with a much larger number of workers than the number of cores and its performance does not drop even when the number of workers goes up to 540.

One possible reason that we can obtain better performance with more workers than CPU cores is because we can hide the memory access latency for storing BCT leaf nodes. We need a significantly large number of workers in Cilk Plus to obtain better performance. The reason for this is uncertain, and we will investigate it in a future study.

#### 6.2.3 Comparison to Implementation without Lightweight Task Parallelism

We also compared our implementations using the task parallel languages to the implementation using OpenMP, which does not have features for lightweight task parallelism. The algorithm of this implementation is summarized as follows.

1. Construct the shallower part of the CT, the part of the CT where the number of elements is less than $T_N$. During this process, all recursive calls are executed sequentially and the inside of each recursive step is executed in parallel using `omp parallel` for loops until the first time that the number of elements is less than $T_N$. At the same time, add two tasks into the task list for constructing the two subtrees of the CT whose roots are the two children of the node.

2. Construct the deeper part of the CT by executing the tasks created in (1) in parallel using an `omp parallel` for loop with the option `schedule(dynamic,1)`, we use the sequential version in the parallel for loop.

Performance comparison among the implementations using OpenMP and the task parallel languages is shown in Fig. 15. When $T_N$ is large, we cannot get good load balance because coarse-grained tasks are not parallelized. When $T_N$ is small, we can expect good load balance but the overhead for creating plenty of tasks would be large. In both cases, the OpenMP implementation cannot overperform the implementations using task parallel languages.

#### 6.3 Block Cluster Tree Construction

The performance of our parallel implementations of BCT construction using Cilk Plus and Tascell is shown in Fig. 17. Table 4 shows the best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of CT construction.

#### 6.3.1 Performance Parameter Tuning

As presented in Section 5.2, BCT construction has only one execution parameter $T_N$, which is the threshold that decides whether recursive function calls are executed in parallel.

We tuned $T_N$ by measuring the performance of 288-worker executions using the Sphere dataset. As a result, we obtained the best parameter settings $T_N = 10000$ both for Cilk Plus and Tascell, as shown in Fig. 16.

#### 6.3.2 Performance Evaluation

The performance of our parallel implementations of BCT construction using Cilk Plus and Tascell is shown in Fig. 17. Table 4 shows the best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of CT construction.

| Language | Sphere | SphereCube | SpherePyramid | Humans |
|----------|--------|------------|---------------|--------|
| Cilk Plus | 18.9   | 33.0       | 37.7          | 32.1   |
|           | (540 workers) | (540 workers) | (540 workers) | (432 workers) |
| Tascell   | 22.7   | 38.0       | 37.6          | 38.8   |
|           | (144 workers) | (144 workers) | (72 workers) | (72 workers) |

Table 5 Best performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of BCT construction.

| Language | Sphere | SphereCube | SpherePyramid | Humans |
|----------|--------|------------|---------------|--------|
| Cilk Plus | 10.7   | 11.6       | 11.3          | 12.2   |
|           | (72 workers) | (72 workers) | (72 workers) | (72 workers) |
| Tascell   | 11.5   | 12.8       | 13.9          | 14.5   |
|           | (72 workers) | (36 workers) | (72 workers) | (72 workers) |

Table 6 Best total performance (speedup to C) achieved by the Cilk Plus and Tascell implementations of matrix partitioning.
The results showed that we achieved reasonable and stable speedups for all datasets. Specifically, Cilk Plus achieved 10.7–12.3 times speedups and Tascell achieved 11.5–14.5 times speedups compared to the sequential implementation for matrix partitioning.

7. Related Work

As mentioned in Section 1, numerous studies have been conducted that deal with the parallelization of the filling operation in $H$-matrix construction. Kriemann parallelized $H$-matrix arithmetic and proposed a parallel implementation of the filling operation on shared memory system in Ref. [6]. Besides filling, they also parallelized matrix-vector multiplication, matrix multiplication, and matrix inversion. Ida et al. proposed implementations of the filling operation on distributed memory systems both by flat-MPI and MPI+OpenMP hybrid parallelization in Ref. [7]. They also packaged these implementations into $HACaPK$, a library for parallel $H$-matrix computing. In Ref. [9], Munakata et al. applied dynamic load balancing to hybrid MPI+OpenMP implementations of the filling operation and matrix-vector multiplica-
tion.

CT construction in our research can be considered as a special instance of k-D tree construction for \( k = 3 \). There are many studies dealing with parallelization of the construction of k-D trees using GPU [19], [20] and multicore CPUs [21], [22], [23], [24]. Especially in Ref. [21], Byun Choi et al. proposed a parallel k-D tree construction algorithm that parallelizes both inside of and across recursive steps. However, their algorithm is different from ours in that they parallelize inside of recursive steps only in the shallower part of the k-D tree and parallelize recursive calls only in the deeper part. We combine both levels of parallelism across the entire tree. Besides, they also propose an in-place parallel algorithm for pivoting, which we can take into our implementations.

In terms of parallel tree construction for other approximation methods for N-body simulations, Taura et al. implemented the tree construction of Fast Multiple Methods (FMM) using task parallelism [25]. In Refs. [26], [27], parallel implementations of tree construction for the Barnes–Hut algorithm are proposed.

In Ref. [28], Saleem et al. parallelized Quicksort using Cilk Plus, which includes a similar pivoting operation with our tree construction for the Barnes–Hut algorithm are proposed. Parallel hierarchal matrices with adaptive approximation on symmetric multi-processing clusters, Journal of Information Processing, Vol.22, No.4, pp.642–650 (2014).

In Ref. [29], Iwasita et al. implemented the algorithm for pivoting, which we can take into our implementations. However, they did not realize very good speedups because they did not parallelize the pivoting operation.

8. Conclusion and Future Work

In this paper, we proposed parallel implementations of matrix partitioning in the construction of \( H \)-matrix, using Cilk Plus and Tascell. Matrix partitioning is done in two steps: cluster tree (CT) construction and block cluster tree (BCT) construction. In CT construction, we parallelized not only the recursive function call but also the computation inside of recursive steps. Our parallel implementations of BCT construction are relatively simple compared to CT creation, but we needed to assign a private space for each worker to store the BCT leaf nodes.

As a result, compared to a sequential implementation in C, we achieved 10.5–11.5 times speedups by Cilk Plus and 10.6–12.6 times speedup by Tascell for the CT construction. For the BCT construction, speedups using Cilk Plus are 18.9–37.7 times and those using Tascell are 22.7–38.8 times. In regard to the whole process of matrix partitioning, we achieved 10.7–12.2 times speedups by Cilk Plus and 11.5–14.5 times speedups by Tascell.

In future work, we will improve the performance of CT construction by improving the locality of memory accesses by enhancing the work stealing strategy. We will also extend our implementations for distributed memory environments.
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