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ABSTRACT
In course of this work, we examine the process of plastic profile extrusion, where a polymer melt is shaped inside the so-called extrusion die and fixed in its shape by solidification in the downstream calibration unit. More precise, we focus on the development of a data-driven reduced order model (ROM) for the purpose of predicting temperature distributions within the extruded profiles inside the calibration unit. Therein, the ROM functions as a first step to our overall goal of prediction based process control in order to avoid undesired warpage and damages of the final product.

1 INTRODUCTION
Nowadays, production processes are highly optimized, monitored and controlled. Optimization and control need a lot of information about the process which can partially be provided by sensor data. Measurements of these sensors, however, can only be made at selected points or from outside of the product. For this reason and because the overall number of sensors that can be used within a process is generally limited, the knowledge about the process is always incomplete. One way to complete these knowledge gaps can be overcome by additional information provided by numerical analysis. Up-to-date, numerical analysis is already widely used in process design and optimization. The computational methods applied in numerical analysis, as the finite element method, finite volumes or finite differences, just to name a few, are already well established and provide good predictions about the processed materials. These methods, however, have all in common that they become quickly costly in terms of computational time, even when solved on so-called high performance computing (HPC) architectures. Time-consuming simulations cannot be used in process control since here time is a limiting factor. Therefore, the development of reduced order models (ROM) has become of particular interest over the last decades.

There exist already a variety of ROM approach, which in literature are often categorized into hierarchical, projection based or data-driven ROM [1,2]. In hierarchical ROM, simply the physics of the problem is reduced, e.g. by considering only the main flow direction [3]. In projection based methods the high dimensional solution space is projected onto a smaller, reduced space. The problem is then solved on the reduced solution space. Projection based
methods require access to the source code and often need a problem dependent implementation. Examples to this methodology can be found in [4,5]. In scope of this work, we will though focus on the remaining group, namely the data-driven approach.

The category of data-driven ROM approaches, once again, incorporates a variety of different strategies. Especially increased interest in machine learning evoked a larger number of new data-driven ROM strategies as for example physics informed neural networks (PINN) [6] or convolutional autoencoder [7]. The strategy we pursue within the presented work is based on the ROM strategy proposed by Hesthaven and Ubbiali [8]. Therein, the solution to a problem formulation is approximated under consideration of existing data sets, where each data set is associated with a distinct set of process parameters. Based on this data, we apply the so-called proper orthogonal decomposition (POD) [9] to identify a reduced basis (RB) representation for the data set. Once the RB is identified, it is possible to recover reduced coefficients for a specific parameter setting. The relation between process parameters and reduced coefficient is then what is trained in the ROM to approximate the solution of an unseen set of process parameters. Possible strategies to the create this mapping are radial basis functions (RBF) [10,11], Gaussian progress regression (GPR)[12] or artificial neural networks (ANN) [8,13,14].

In the presented work, we apply a RB-ANN ROM to the industrial process of plastic profile extrusion. Inside extrusion process lines, as sketched in [1] granular, raw plastics are continuously processed to profiles with fixed cross-sectional shape. The extrusion process can therein be divided into two section, first the hot mixing and shaping part and the subsequent cooling and calibration part. In the remaining work, we will focus on the cooling and calibration part of extrusion. Inside the calibration unit the still liquid plastic mold is cooled down so that it solidifies and is fixed in shape. Thereby, the cooling of the extrudate should be as uniform as possible, since otherwise undesired warpage and distortion will damage the profile. The ROM presented in this work, should be cable of delivering advance information on the temperature distribution inside the profile and thereby function as decision support tool in process adaptation under varying process conditions.

![Figure 1: Process sections in classic extrusion process.](image)

2 MATERIAL AND NUMERICAL MODELING

To fully describe the behavior of plastics melts in the calibration unit, it would require the conservation equation for mass, momentum and energy, as well as further constitutive models to describe the non-Newtonian nature of plastics, depending on the type of plastic also crystallization models and finally a methodology that is able to represent the domain changes due to warpage and deformation. This work, however, wants to focus on the evaluation and exploration of the ROM aspect. Therefore, we consider only the temperature equation to describe the cooling plastic melt inside. The temperature distribution $T$ within the calibration unit, represented by $\Omega$, is described by the following equation:

$$\rho c a \nabla T - \lambda \nabla^2 T = 0 \quad \text{in } \Omega.$$  

Here, $\rho$ represents the density, $c$ the specific heat, $a$ the advection velocity and $\lambda$ the thermal conductivity. Uniform temperatures can be assumed as Dirichlet conditions at the inlet of the calibration unit, whereas the emitted heat flux through the profile surface depends on the difference between ambient temperature $T_A$ and surface temperature. Further, the heat transfer coefficient between the processed material and the surrounding cooling fluid influences the heat flux through the surface:

$$T = T_{in}, \quad \text{on } \Omega_D,$$

$$n \cdot \kappa \nabla T = \kappa (T - T_A), \quad \text{on } \Omega_R.$$
3 STANDARDIZED NON-INTRUSIVE REDUCED ORDER MODEL

The ROM used within this work is the so-called standardized non-intrusive reduced order model (sniROM) proposed by Bėrziņš et al. [13]. It follows the offline-online paradigm presented by Ubbiali and Hesthaven [8]. Within the offline step, the underlying data for the ROM is aggregated first. Subsequently, this data is used to construct a RB. Lastly, the data and the RB are utilized to train an interpolation model, which establishes a relationship between problem specific parameters and a linear combination of RB vectors. In the online stage, the ROM can then be evaluated quickly for unseen parameters at low computational cost.

3.1 Solution representation via reduced basis

The pre-computed data consist of pointwise stored solutions to equations (1)-(3) for varying parameter sets $\zeta$. In scope of this work, $\zeta$ is a vector containing the ambient temperature and the heat transfer coefficient $\kappa$. The pointwise stored solutions will be referred to synonymously as snapshots in the remaining work. Similar as in the finite element method (FEM), the pointwise solution $s$ can be represented on the domain by means of spatial basis functions $\phi$:

$$ s(\zeta; x) = s(\zeta)^T \phi(x) = \sum_{i=1}^{N_p} s_i(\zeta) \phi_i(x), $$

where $N_p$ denotes the number of data points per parameter configuration. The principle idea of reduced basis methods (RBM) is now to approximate any solution vector $s(\zeta)$ by a linear combination of the first $L$ RB vectors $V = [v^1|\ldots|v^L]$ of a given dataset:

$$ s_i(\zeta) \approx s_L(\zeta) = \sum_{i=1}^{L} y_i v_i = V y(\zeta), $$

where $y$ denote the reduced coefficients. With the pre-computed snapshots, the reduced coefficients to a corresponding parameterset can be recovered via the RB vectors $V$:

$$ y(\zeta) = V^T s(\zeta) $$

3.2 Construction of reduced basis

The RB is constructed from a pre-computed dataset. The dataset consist of snapshots of a distinct parameter set. These snapshots form the columns to the overall snapshot matrix $S \in \mathbb{R}^{N_p \times N_s}$, where $N_s$ is the total number of snapshots used to construct the RB. Performing a proper orthogonal decomposition (POD) [9] on the normalized snapshot matrix $S/\sqrt{N_s} = W \Sigma Z^T$ yields:

$$ S/\sqrt{N_s} = W \Sigma Z^T, $$

where, $\Sigma$ is a diagonal matrix containing the descending eigenvalues of $S$, whereas $W$ and $Z$ represent the right and left singular vectors. The first $L$ left singular Eigenvectors $W$ are chosen to be the RB of our ROM. Following the suggestion in [13] the snapshot data should be pre-processed, cmp. Figure 2. The data is centered and parameters and coefficients are standardized. However, the POD is not the most efficient strategy to compute the RB. It can be computed more efficiently by the so-called method of snapshots [16], where the dimensionality of our dataset is exploited.

Method of snapshots The datasets based on FE simulations, typically has significantly less snapshots than degrees of freedom per snapshot. Since the squared snapshot matrix $SS^T/N_s$ is only of dimension $\mathbb{R}^{N_s \times N_s}$, it is computational less expensive to compute the reduced basis of $S$ via singular value decomposition of its square:

$$ SS^T/N_s = Z \Lambda Z^T. $$

This can then be used to calculate the eigenvalues as $\Sigma = \Lambda^{1/2}$ and the left eigenvectors of $S$ by a simple matrix product $W = SZ\Sigma^{-1}/N_s$.
3.3 Interpolation of reduced coefficients

Once the reduced basis vectors are computed to a data set, equation (7) is used to identify the reduced coefficients for each snapshot vector in $S$. This mapping from distinct parameters to a reduced coefficients vector is then utilized to train an interpolation model so that the interpolation model proposes reduced coefficients for an unseen choice of process parameters. The interpolation model chosen within this work is a feedforward neural network (FNN), as shown in Figure 3. The inputs to our network are the varying process parameters $\zeta$, whereas the reduced coefficients $y$ are the outputs. The number of hidden layers and their size are part of the so-called hyperparameters. The FNN is implemented with hyperbolic tangent activation functions. All parameters that describe network or specify the training configuration are called hyperparameters. These parameters affect the quality of the interpolation model. Finding the combination of parameters that result the best interpolation is part of the offline training process.

4 TEMPERATURE DISTRIBUTION IN CALIBRATION UNIT FOR EXTRUDED 3D-DUMBBELL PROFILE

In this section we apply, as an example, the model presented in section 3 for the problem described in section 2 to a so-called dumbbell extrusion profile. The dimensions of the utilized geometry are given in Figure 4 and in Table 1. The material parameters used within the FE simulations for the data aggregation are shown in Table 2. The parameters varied in the data set are the ambient temperature $T_A$ and the heat transfer coefficient $\kappa$ between material and surrounding fluid.
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Geometric dimensions

| Parameter | Value  |
|-----------|--------|
| $r_1$      | 0.006 m |
| $r_2$      | 0.0033 m |
| $h$        | 0.01 m  |
| $w$        | 0.003 m |
| $l$        | 1.0 m   |

Table 1: Geometric parameters.

Process and material parameters

| Parameter          | Value  |
|--------------------|--------|
| $\rho$ density     | 900 kg m$^{-3}$ |
| $a$ advection velocity | 0.00011 m s$^{-1}$ |
| $T_A$ ambient temperature | [288, 298] K |
| $\kappa$ heat transfer coefficient | $[-320, -218]$ W / (m$^2$ K) |

Table 2: Process and model parameters.

The NN used within the ROM is trained with the hyperparameters listed in table 2. The ROM temperature predictions on the dumbbell geometry, cmp. Figures 5-7, match the expected temperature distributions. In Figures 5 and 7, it can be observed that the extruded plastic is still hotter in the larger cylinder of the dumbbell at the outlet, even though the surface temperature of the profile, cmp. Figure 6, has cooled down to a uniform temperature. These results indicate that implemented ROM could be applied in process control with only small modifications, e.g. extending the model by an additional heat transfer coefficient to handle both sides of the profile differently.

5 CONCLUSION

In scope of this work, we presented a data-driven ROM approach. The ROM allows to predict temperature distribution on plastic extrusion profiles for varying ambient temperatures and heat-transfer coefficients. For the presented dumbbell example, we could show that the model predictions for unseen process configurations resulted physically reasonable results. This work is only a first conceptual work and needs to extended by further investigations of the model. In future work, the relation between accuracy and size of trainingsset, as well as the model behavior for more complex geometries should be investigated. Nevertheless, we can conclude that the model appears to be suitable for the application in process controlling, where a ROM can be created during the process design, similar as the extrusion tool itself.
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