A DETERMINING FORM FOR THE 2D NAVIER-STOKES EQUATIONS - THE FOURIER MODES CASE

CIPRIAN FOIAS\textsuperscript{1}, MICHAEL S. JOLLY\textsuperscript{2}, ROSTYSŁAV KRAVCHENKO\textsuperscript{3,†}, AND EDRISS S. TITI\textsuperscript{4}

Abstract. The determining modes for the two-dimensional incompressible Navier-Stokes equations (NSE) are shown to satisfy an ordinary differential equation of the form $dv/dt = F(v)$, in the Banach space, $X$, of all bounded continuous functions of the variable $s \in \mathbb{R}$ with values in certain finite-dimensional linear space. This new evolution ODE, named determining form, induces an infinite-dimensional dynamical system in the space $X$ which is noteworthy for two reasons. One is that $F$ is globally Lipschitz from $X$ into itself. The other is that the long-term dynamics of the determining form contains that of the NSE; the traveling wave solutions of the determining form, i.e., those of the form $v(t, s) = v_0(t + s)$, correspond exactly to initial data $v_0$ that are projections of solutions of the global attractor of the NSE onto the determining modes. The determining form is also shown to be dissipative; an estimate for the radius of an absorbing ball is derived in terms of the number of determining modes and the Grashof number (a dimensionless physical parameter). Finally, a unified approach is outlined for an ODE satisfied by a variety of other determining parameters such as nodal values, finite volumes, and finite elements.
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1. Introduction

The notion of determining modes was introduced in \cite{5, 16, 17, 24} as a way to gauge the number of degrees of freedom for the Navier-Stokes equations (NSE). Determining modes can be described as a (finite) subset of Fourier modes, such that for any solution $\{u(t) : t \in \mathbb{R}\}$ in the global attractor $\mathcal{A}$ its projection into those modes, denoted by $\{v(t) : t \in \mathbb{R}\}$, determines the complete solution. In particular, the projection of $\{u(t) : t \in \mathbb{R}\}$ into the higher modes, denoted by $\{w(t) : t \in \mathbb{R}\}$, is determined uniquely by $\{v(t) : t \in \mathbb{R}\}$. Thus, there is a well defined map $W : v(\cdot) \mapsto w(\cdot)$, which will play a major role in this paper. The number of determining modes is associated with the spatial complexity of the long-time dynamics, and hence suggests the resolution needed for numerical computations and data assimilations (see, e.g., \cite{23, 25}). In this sense, estimates for number of determining modes is used much like those for the dimension of the global attractor \cite{4, 7, 27}.

If an inertial manifold exists, the high wave-number spatial modes are enslaved by a finite set of low wave-number modes \cite{4, 6, 18, 19, 27}. As a consequence, if
the low wave-number modes are specified at just one point in time, the high wave-number modes are determined for all time. In the case of an inertial manifold, the low modes satisfy an ordinary differential equation called the inertial form whose phase space is finite-dimensional. The existence of an inertial manifold for the NSE, however, remains open.

Since a finite set of modes, if specified for all time, can determine the solutions to the NSE, a natural question is whether they satisfy an ordinary differential equation in a phase space of trajectories, the dynamics of which is consistent with those of the NSE. In other words, can one find an analog of the inertial form for determining modes? We show in Section 5 that the determining modes \( v \) for the NSE indeed satisfy a determining form, which is an ordinary differential equation of the form \( dv/dt = F(v) \), where \( F : X \to X \) is globally Lipschitz map, and \( X \) is the Banach space of all bounded continuous functions from \( \mathbb{R} \) into the linear finite-dimensional space of the low wave-number modes, given in (4.6). The key step is to extend beyond the global attractor the enslavement of the high modes mapping \( W : v(\cdot) \mapsto w(\cdot) \), defined above, to the space \( X \) given in (4.6). This is done in Section 4 by analyzing a differential equation satisfied by \( w(\cdot) \), and establishing the Lipschitz property of \( W \). We then show in Section 6 that the resulting determining form, \( dv/dt = F(v) \), is dissipative, and estimate the radius of its absorbing ball in terms of the number of determining modes, and the Grashof number (a dimensionless physical parameter given in (2.26)).

Though the number of determining modes is finite, the ODE they satisfy, i.e. the determining form, induces an infinite-dimensional dynamical system, since it is an evolution ODE in the infinite-dimensional Banach space \( X \). Just as the set of partial differential equations that comprise the incompressible NSE can be written as an evolution equation, involving unbounded operators, in a Hilbert space \( H \) of functions in the spatial variable, the determining modes evolve as solutions to an ODE in a Banach space \( X \) of functions in an auxiliary time variable \( s \). A significant difference, however, is that the vector field that governs the evolution in the determining form ODE is a globally Lipschitz map from the space \( X \) into itself, whereas in the case of the NSE evolution equation it involves unbounded operators. Rather than being a dimension reduction of the NSE, the determining form is in fact an embedding of the original dynamics in a larger phase space. In the phase space \( X \), the solutions at any moment in time \( t \), represent complete trajectories \( v(t, s), -\infty < s < \infty \).

For certain initial trajectories the behavior of solutions to the determining form is simple to describe. We show in Section 7 that traveling wave solutions to the determining form can be characterized as those satisfying \( v(t, s) = p(t+s; u_0), -\infty < s < \infty \), where \( p(s; u_0) \) denotes the projection into the determining modes of the solution at time \( s \) to the NSE with initial condition \( u_0 \in A \). As shown in Section 5 any solution with an initial trajectory \( v(0, s), -\infty < s < \infty \) which is periodic in \( s \), with period \( T \), remains periodic in \( s \), with period \( T \), regardless of whether this initial trajectory is on the global attractor of the NSE. As a special case, any solution with an initial trajectory independent of \( s \) remains so; if \( v(0, s) = c(0), -\infty < s < \infty \), then \( v(t, s) = c(t), -\infty < s < \infty \).

We also compare the general long time behavior of the determining form with that of the NSE. In Section 9 we consider the sequences \( v_n(t, s) = v(t + n, s - (t + t_n)) \) and \( w_n(t, s) = w(t + n, s - (t + t_n)) \). We show that \( v_n + w_n \) converges weakly to a solution of the NSE with an additional Reynolds force which has only finitely
many modes. The stationary solutions of the determining form satisfy a differential algebraic system: an algebraic relation for \( v \), coupled with a differential equation for \( w \). Analogs of the energy and enstrophy balances are used in Section 10 to show that, as in the case of the NSE, a certain extremal condition on norms of the stationary solution occur only for forces that are eigenfunctions of the Stokes operator.

Over the years it was proven that there are several other finite systems of parameters, different than the modes considered here, which also determine the long-time behavior of the solutions to the Navier-Stokes equations (e.g., determining nodes, finite volumes averages, finite elements, etc. \cite{15, 21, 20, 24}). It is worth stressing that the determining form studied here uses only determining modes, on which the partial differential operators in the NSE act in an obvious manner; this action is seemingly quite involved for other systems of determining parameters. One also faces a similar problem in representing inertial manifolds in terms of determining parameters other than the Fourier modes. This challenging general parametrization issue of the inertial manifolds has been solved in \cite{22} for the determining nodes case and later in \cite{3} for the general interpolant case, including the finite elements case etc. In a forthcoming paper \cite{12} we will introduce a general, unified construction of determining forms based on any finite system of determining parameters. This unified approach has also been used in \cite{1, 2} in the context of continuous data assimilations and finite-dimensional feedback control, respectively. In section 11 of this paper we briefly illustrate this general construction for the finite system of determining modes considered in this paper.

2. Preliminaries on the Navier-Stokes equations

We write the incompressible Navier-Stokes equations

\[
\frac{\partial u}{\partial t} - \nu \Delta u + (u \cdot \nabla)u + \nabla p = \Phi, \tag{2.1}
\]

\[
\text{div} u = 0 \tag{2.2}
\]

\[
\int_{\Omega} u \, dx = 0, \quad \int_{\Omega} \Phi \, dx = 0 \tag{2.3}
\]

\[
u \int_{\Omega} u(x,t) = u_0(x) \tag{2.4}
\]

subject to periodic boundary conditions with basic domain \( \Omega = [0,L]^2 \) as a differential equation in a certain Hilbert space \( H \) (see \cite{4} or \cite{27}),

\[
\frac{d}{dt} u(t) + \nu A u(t) + B(u(t), u(t)) = f, \tag{2.5}
\]

\[
u u(t) \in H, \quad t \geq 0, \quad \text{and } u(0) = u_0.
\]

The phase space \( H \) is the closure in \( L^2(\Omega)^2 \) of the set of all \( \mathbb{R}^2 \)-valued trigonometric polynomials \( \phi \) such that

\[
\nabla \cdot \phi = 0, \quad \text{and } \int_{\Omega} \phi(x) \, dx = 0.
\]

The bilinear operator \( B \) and force \( f \) are defined as

\[
B(u,v) = \mathcal{P} \left( (u \cdot \nabla) v \right), \quad f = \mathcal{P} \Phi, \tag{2.6}
\]

where \( \mathcal{P} \) is the Helmholtz-Leray orthogonal projector of \( L^2(\Omega)^2 \) onto \( H \), and where \( u, v \) are sufficiently smooth. When the input to \( B \) is lengthy, and repeated, for
convenience we will use the shorthand notation

\[(2.7) \quad B(u) = B(u, u).\]

Unless specified otherwise, \(f \in H\). The scalar product in \(H\) is taken to be

\[(u, v) = \int_{\Omega} u(x) \cdot v(x) dx, \quad \text{where} \quad a \cdot b = a_1 b_1 + a_2 b_2,
\]

with associated \(L^2\)-norm

\[(2.8) \quad |u| = (u, u)^{1/2} = \left( \int_{\Omega} |u(x)| dx \right)^{1/2},
\]

where, for a vector \(a \in \mathbb{C}^2\), we denote its length by \(|a| = (a \cdot a^*)^{1/2}\), with \(a^* = (\bar{a}_1, \bar{a}_2)\). It will be clear from the context when \(|\cdot|\) refers to the length of a vector in \(\mathbb{C}^2\), as opposed to an \(L^2\)-norm. The operator \(A = -\Delta\) is self-adjoint, and its eigenvalues are of the form

\[
\left(\frac{2\pi}{L}\right)^2 k \cdot k, \quad \text{where} \quad k \in \mathbb{Z}^2 \setminus \{0\}.
\]

We denote these eigenvalues by

\[
0 < \lambda_0 = \left(\frac{2\pi}{L}\right)^2 \leq \lambda_1 \leq \lambda_2 \leq \cdots
\]

arranged in increasing order and counted according to their multiplicities, and write \(w_0, w_1, w_2, \ldots\), for the corresponding normalized eigenvectors (i.e., \(|w_j| = 1\) and \(Aw_j = \lambda_j w_j\) for \(j = 0, 1, 2, \ldots\)).

The positive roots of the operator \(A\) are defined by linearity from

\[
A^\alpha w_j = \lambda_j^\alpha w_j, \quad \text{for} \quad j = 0, 1, 2, \ldots
\]

on the domain

\[
D(A^\alpha) = \{ u \in H : \sum_{j=0}^{\infty} \lambda_j^{2\alpha} (u, w_j)^2 < \infty \},
\]

for \(\alpha \geq 0\).

We take the natural norm on the space \(V := D(A^{1/2})\) to be

\[(2.9) \quad \|u\| = \|A^{1/2} u\| = \left( \int_{\Omega} \sum_{j=1}^{2} \frac{\partial}{\partial x_j} u(x) \cdot \frac{\partial}{\partial x_j} u(x) dx \right)^{1/2} = \left( \sum_{j=0}^{\infty} \lambda_j (u, w_j)^2 \right)^{1/2}.
\]

Since the boundary conditions are periodic, we can express any element in \(H\) as a Fourier series

\[(2.10) \quad u(x) = \sum_{k \in \mathbb{Z}^2} \hat{u}_k e^{i\kappa_0 k \cdot x},
\]

where

\[(2.11) \quad \kappa_0 = \lambda_0^{1/2} = \frac{2\pi}{L}, \quad \hat{u}_0 = 0, \quad \hat{u}_k = \hat{u}_{-k},
\]

and due to incompressibility, \(k \cdot \hat{u}_k = 0\). We associate to each term in (2.10) a wave number \(\kappa_0|k|\). Parseval’s identity reads as

\[
|u|^2 = L^2 \sum_{k \in \mathbb{Z}^2} \hat{u}_k \cdot \hat{u}_{-k} = L^2 \sum_{k \in \mathbb{Z}^2} |\hat{u}_k|^2.
\]
as well as
\[
(u,v) = L^2 \sum_{k \in \mathbb{Z}^2} \hat{u}_k \cdot \hat{v}_k ,
\]
for \( v = \sum \hat{v}_k e^{i\kappa_0 k \cdot x} \). We define the orthogonal projectors \( P_N, Q_N, P_N : H \to \text{span}\{w_j | \lambda_j \leq (\kappa_0 N)^2\} \), by
\[
P_N u = \sum_{|k| \leq N} \hat{u}_k e^{i\kappa_0 k \cdot x} ,
\]
where \( u \) has the expansion in (2.10), and \( Q_N = I - P_N \).

Recall the orthogonality relations of the bilinear term (see, e.g., [4, 27])
\[
\langle B(u,v), w \rangle = -\langle B(u,w), v \rangle , \quad u,v,w \in V ,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the action of an element in \( V' \), as well as
\[
\langle (2.13) \quad (B(u,u), Au) = 0 , \quad u \in D(A) .
\]
The strengthened form of the enstrophy invariance
\[
\langle (2.14) \quad (B(Av,v), u) = (B(u,v), Av) , \quad u \in V , \quad v \in D(A)
\]
is proved in [9]. Relation (2.14) together with (2.12) implies
\[
\langle (2.15) \quad (B(v,v), Au) + (B(v,u), Av) + (B(u,v), Av) = 0 , \quad u,v \in D(A) ,
\]
(2.16) \((B(Av,v), u) - (B(v,Av), u) + (B(v,v), Au) = 0 , \quad u,v \in D(A) ,
\]
see [13]. We will also use Agmon’s inequality
\[
\langle (2.17) \quad \|u\|_\infty \leq c_A |u|^{1/2} |Au|^{1/2} , \quad u \in D(A) ,
\]
and one of its consequences
\[
\langle (2.18) \quad |(B(u,v), w)| \leq c_A |u||v|^{1/2} |A^{3/2}v|^{1/2} |w| , \quad u \in H , v \in D(A^{3/2}) , w \in H .
\]
(See [4, 26, 10]).

In this paper we will assume \( f \in D(A^{1/2}) \) for some specified \( j \in \{0,1,2,3\} \), which is sufficient to guarantee that
\[
\langle (2.19) \quad \frac{1}{2} \frac{d}{dt} |u|^2 = \left( \frac{du}{dt}, u \right) , \quad \frac{1}{2} \frac{d}{dt} \|u\|^2 = \left( \frac{du}{dt}, Au \right)
\]
in the sense of distributions (see Lemma 1.2 in Chapter 3 in [26] and its proof). Taking the scalar product of (2.5) with \( u \), respectively \( Au \), and applying (2.12), (2.13), and (2.19) gives the energy, enstrophy balance equations
\[
\langle (2.20) \quad \frac{1}{2} \frac{d}{dt} |u|^2 + \nu \|u\|^2 = (f,u) ,
\]
(2.21) \[ \frac{1}{2} \frac{d}{dt} \|u\|^2 + \nu |Au|^2 = (f,Au) .
\]
In the scientific literature,
\[
\kappa_0^2 |u|^2 = 2 \text{ times the total energy per unit mass} ,
\]
and
\[
\kappa_0^2 \|u\|^2 = \text{the total enstrophy per unit mass} .
\]

Straightforward applications of the Cauchy-Schwarz, Young, and Gronwall inequalities to (2.21) gives
\[
\langle (2.22) \quad \|u(t)\|^2 \leq e^{-\nu \kappa_0^2 t} \|u(0)\|^2 + \frac{|f|^2}{\nu^2 \kappa_0^2} \left( 1 - e^{-\nu \kappa_0^2 t} \right) .
\]
If $|f| = 0$, we have by (2.22) that $\|u(t)\| \to 0$ as $t \to \infty$. Therefore we assume throughout the paper that

$$
|f| > 0.
$$

It is clear from (2.22) that the closed ball $\mathcal{B}$ of radius $2\nu \kappa_0 G$, centered at 0, is absorbing and invariant, meaning that for any $u_0$ there exists $T = T(\|u_0\|)$ such that

$$
\|u(t; u_0)\| \leq 2\nu \kappa_0 G, \quad \text{for all } t \geq T,
$$

and

$$
\|u(t; u_0)\| \leq 2\nu \kappa_0 G, \quad \text{for all } t \geq 0, u_0 \in \mathcal{B}
$$

where

$$
G = \frac{|f|}{\nu^2 \kappa_0^2}
$$

is the generalized Grashof number introduced in [16]. It is well known (see e.g. [13]) that for the flow to be turbulent, we must have $G \gg 1$.

While most of our results apply for all $G > 0$, we will eventually assume $G \gg 1$.

We also have from (2.22) that

$$
\|u\| \leq \nu \kappa_0 G \quad \text{for all} \quad u \in \mathcal{A},
$$

where $\mathcal{A}$ is the global attractor, i.e. the minimal compact set in $V$ which attracts uniformly all solutions of the Navier-Stokes equations starting from the ball $\{h \in V : \|h\| \leq 2G \nu \kappa_0\}$. Recall that this set can also be characterized as

$$
\mathcal{A} = \{u_0 \in H : \exists u(t, u_0) = \text{solution } \forall t \in \mathbb{R}, \sup_t \|u(t)\| < \infty\}.
$$

We often denote the solution as simply $u(t)$ when the choice of $u_0$ is irrelevant to our considerations. It is easily shown using (2.22) that $T$, the time of absorption in (2.24), can be taken to be

$$
T(\|u_0\|) = \frac{1}{\nu \kappa_0^2} \max\{1, \log \frac{\|u_0\|^2}{3\nu^2 \kappa_0^2 G^2}\}.
$$

We will use the following bounds on the nonlinear term (see [8, 15, 28] and the references therein)

$$
(B(w, u), v) \leq c_F \|w\| \|u\| \left( \ln \frac{\|v\|}{\kappa_0 \|v\|} \right)^{1/2},
$$

$$
(B(w, u), v) \leq c_B \|w\| \|u\| \left( \ln \frac{\|Aw\|}{\kappa_0 \|w\|} \right)^{1/2},
$$

$$
(B(w, u), v) \leq c_F \|w\| \|u\| \left( \ln \frac{\|Aw\|}{\kappa_0 \|u\|} \right)^{1/2},
$$

$$
(B(u, v), w) \leq c_L \|u\|^{1/2} \|v\|^{1/2} \|w\|^{1/2},
$$

$$
(B(u, v), w) \leq c_L \|u\|^{1/2} \|v\|^{1/2} \|w\|^{1/2} \|Aw\|^{1/2},
$$

$$
|B(u, v), w| \leq c_A \|u\|^{1/2} \|Aw\|^{1/2} \|v||w|
$$

and

$$
|B(u, v), w| \leq c_A \|u\|^{1/2} \|Aw\|^{1/2} \|v||w|
$$

and

$$
|B(u, v), w| \leq c_A \|u\|^{1/2} \|Aw\|^{1/2} \|v||w|.$$
which are valid whenever the norms involved make sense. One can use these inequalities to extend the domain of $B$ to larger functional spaces. For instance from (2.35) one can infer that $B(u, v)$ can be extended by continuity to a map from $D(A) \times V$ to $H$. We will denote these extensions also by $B$.

3. Specific preliminaries

We will use the following elementary estimates in several places.

**Lemma 3.1.** Let $x(t)$, $y(t)$ be nonnegative functions defined on the interval $I$, where $I = [t_0, t_1]$, for $t_0$ finite, or $(-\infty, t_1)$. Suppose that $x^2(t)$ is differentiable on $(t_0, t_1)$, and satisfies

\begin{equation}
\frac{d}{dt} x^2(t) \leq -ay^2(t) + by(t), \quad x(t) \leq \varepsilon y(t)
\end{equation}

for $t \in I$ where $a, b, \varepsilon$ are positive constants. Then the following hold:

(i) If $x(t) \geq \varepsilon b/a$ for all $t \in [t_0, t_1]$, then

\begin{equation}
x(t) - \varepsilon \frac{b}{a} \leq e^{-at(t-t_0)/2\varepsilon^2} (x(t_0) - \varepsilon \frac{b}{a});
\end{equation}

(ii) If $x(\tilde{t}) \leq \varepsilon b/a$, for some $\tilde{t} \in I$, then $x(t) \leq \varepsilon b/a$ for all $t \in [\tilde{t}, t_1]$;

(iii) If $x(t)$ is bounded on $(-\infty, t_1)$, then $x(t) \leq \varepsilon b/a$ for all $t \in (-\infty, t_1)$.

**Proof.** To prove (i) define $c(t) := \varepsilon^{-1} x(t) - b/a$. Since

\begin{equation}
y(t) \geq \frac{x(t)}{\varepsilon} = c(t) + \frac{b}{a} \geq \frac{b}{a}
\end{equation}

we have

\begin{align*}
\frac{dc}{dt} 2\varepsilon^2 (ac + b) &= 2\varepsilon^2 \frac{dc}{dt} + 2\varepsilon^2 \frac{b}{a} \frac{dc}{dt} + \frac{b}{a} \frac{d}{dt} x^2 \\
\leq &-a(c + \frac{b}{a})^2 + b(c + \frac{b}{a}) = -c(ac + b).
\end{align*}

Thus, since $ac + b = ax/\varepsilon \geq b > 0$,

\begin{equation}
e^{at/2\varepsilon^2} c(t) \leq e^{a t_0/2\varepsilon^2} c(t_0)
\end{equation}

and (i) follows.

To prove (ii), suppose that $x(t') > \varepsilon b/a$ for some $t' > \tilde{t}$. It follows that both $\frac{dx^2}{dt} > 0$ and $x > \varepsilon b/a$ hold at some time between $\tilde{t}$ and $t'$. We have at that time by (3.3)

\begin{equation}
0 < \frac{d}{dt} x^2 \leq -ay^2 + by \leq 0,
\end{equation}

a contradiction.

(iii) follows from (i).

We also use the following immediate corollary of Lemma 3.1 for the case in which the coefficient $b$ varies with time.

**Corollary 3.2.** Suppose $x(t)$, $y(t)$ are positive functions defined on the interval $I$, where $I = [t_0, t_1]$ for $t_0$ finite, or $(-\infty, t_1)$, and $\varepsilon > 0$ is such that $x(t) \leq \varepsilon y(t)$ and

\begin{equation}
\frac{d}{dt} x^2(t) \leq -ay^2(t) + b(t)y(t)
\end{equation}

for $t \in I$, with $a, b(t)$ positive, then
(i) if \( x(\dot{t}) \leq \varepsilon \sup_{t' \leq \dot{t}} b(t')/a \), for some \( \dot{t} \in I \), then \( x(t) \leq \varepsilon \sup_{t' \leq t} b(t')/a \) for all \( t \in [\dot{t}, t_1) \)

(ii) if \( x(t) \) is bounded on \(( -\infty, t_1)\), then \( x(t) \leq \varepsilon b/a \) for all \( t \in ( -\infty, t_1) \).

**Definition 3.3.** The projection \( P_N \) is called determining if (and only if) for any two solutions \( u_1(t), u_2(t) \) \( t \in \mathbb{R} \) in \( \mathcal{A} \) we have

\[
P_N u_1(t) \equiv P_N u_2(t) \implies u_1(t) \equiv u_2(t)
\]

This is equivalent to the original definition in which the high mode trajectories are determined by the limit as \( t \to \infty \) of their projections \([14, 15, 17]\). Using the original definition, it is shown in \([14, 15, 17]\) that for \( P_N \) to be determining, it is sufficient to take \( N = O(G) \). For completeness, we now reproduce that estimate using Definition 3.3. We recall (see \([15]\), Ch.3 Sec.1) that \( u = u_1 - u_2 \) satisfies

\[
\frac{1}{2} \frac{d}{dt} |u|^2 + \nu |u|^2 = -(B(u, u_1), u) \leq c_L |u||u_1| \leq c_L |u||u||G\nu \kappa_0,
\]

whence (since \( P_N u = 0 \) and so \( \kappa_0 N |u| \leq ||u|| \))

\[
\frac{d}{dt} |u|^2 + 2\nu |u|^2 \leq 2c_L \frac{G\nu \kappa_0}{\kappa_0 N} ||u||^2
\]

\[
\frac{d}{dt} |u|^2 + 2\nu N^2 \lambda_0 \left( 1 - \frac{Gc_L}{N} \right) |u|^2 \leq 0
\]

so that

\[
|u(t)|^2 \leq |u(t_0)|^2 e^{-2\nu N^2 \lambda_0 (1 - Gc_L/N)(t-t_0)}, \quad \forall \ t_0 \leq t.
\]

Thus if

\[
N > c_L G,
\]

we conclude (by letting \( t_0 \to -\infty \)) that \( u(t) \equiv 0 \); that is if (3.12) holds, then \( P_N \) is determining. Note that (3.12) implies that if \( u_1(t) = u_2(t) \) only for all \( t \leq T \) then still \( u_1(t) \equiv u_2(t) \). In particular \( Q_N u(\cdot) \) is uniquely determined by \( P_N u(\cdot) \) in case (3.12) holds. Then by denoting

\[
q(s) = W(s; P_N u(\cdot)) = Q_N u(s) \quad (s \in \mathbb{R}),
\]

we have that on the set \( \{ P_N u(\cdot) : u(\cdot) \) is a solution of (2.5) in \( \mathcal{A} \} \) the map

\[
P_N u(\cdot) \mapsto q(s) = W(s; P_N u(\cdot)) \quad (s \in \mathbb{R})
\]

is well-defined by the following properties

\[
\frac{dq(s)}{ds} + \nu A q(s) = Q_N f - Q_N B(P_N u(s) + q(s)), \quad \forall \ s \in \mathbb{R}
\]

\[
\sup_{s \in \mathbb{R}} ||q(s)|| < \infty,
\]

where we used the shorthand notation in (2.7).
4. Extending the domain of \( W \) to \( C_b(\mathbb{R}, P_N V) \)

To ultimately write a differential equation for the low mode trajectories, we need to extend the domain of \( W \) beyond the projection of the global attractor into \( P_N V \). We define

\[
(4.1) \quad p(t, s) = P_N u(s + t), \quad (\forall s, t \in \mathbb{R}),
\]

and apply the projection \( P_N \) to (2.5) to obtain

\[
(4.2) \quad \frac{\partial}{\partial t} p(t, s) = -\nu A p(t, s) + P_N f - P_N B(p(t, s)) + W(t + s; P_N u(\cdot)).
\]

But it is clear that

\[
(4.3) \quad W(t + s; P_N u(\cdot)) \equiv W(s; \tau_t P_N u(\cdot)) \equiv W(s; p(t, \cdot)),
\]

where \( \tau_t \) is the shift by \( t \):

\[
(4.4) \quad \tau_t u(s) = u(s + t), \quad \text{for all } s \in \mathbb{R}.
\]

Thus (4.2) becomes

\[
(4.5) \quad \frac{\partial}{\partial t} p(t, s) = -\nu A p(t, s) + P_N f - P_N B(p(t, s)) + W(s; p(t, \cdot)).
\]

We now consider the Banach spaces

\[
X = C_b(\mathbb{R}, P_N H) = \{ v : \mathbb{R} \to P_N H, v(s) \text{ continuous } \forall s \in \mathbb{R}, \|v\|_X < \infty \},
\]

\[
Y = C_b(\mathbb{R}, Q_N H) = \{ w : \mathbb{R} \to Q_N H, w(s) \text{ continuous } \forall s \in \mathbb{R}, |w|_Y < \infty \}
\]

where

\[
|v|_X = \sup_s \|v(s)\|, \quad |w|_Y = \sup_s |w(s)|.
\]

Let \( p(t, s) \) in (4.1) be written as \( v(t) \in X \), so that (4.5) can be viewed as the “differential equation”

\[
(4.8) \quad \frac{d}{dt} v(t) = -\nu A v(t) + P_N f - P_N B(v(t)) + W(v(t)) \quad (\forall t \in \mathbb{R}),
\]

where \textit{throughout} \( v(t) \) denotes the function \( s \mapsto v(t, s) \) in \( X \) and \( W(v(t)) \) denotes the function \( s \mapsto W(s; v(t)) \). We should stress that \( dv/dt \) in (4.8) is the derivative of a \textit{trajectory} in the space \( X \). It is also useful to note that, in particular, the following partial differential equation holds

\[
\frac{\partial}{\partial t} v(t, s) = P_N f - \nu A v(t, s) - P_N B(v(t, s)) + W(s; v(t, \cdot)),
\]

for every \( s \in \mathbb{R} \), where \( \partial/\partial t \) is taken in \( H \). Note that (4.8) is defined only for those \( v(t) \) that come from \( p(t, s) \), i.e. from \( u \in \mathcal{A} \).

Now let \( \varphi(\xi) \) be a continuous, piecewise linear function, that is equal to 1 for \( |\xi| \leq 2G \), 0 for \( |\xi| \geq 3G \), where \( G \) is the Grashof number given in (2.26), and consider

\[
(4.9) \quad \frac{d}{dt} v(t) + \nu A v(t) + P_N B (\varphi v(t) + W(v(t))) = P_N f,
\]

where

\[
(4.10) \quad \varphi = \varphi \left( \frac{\|v(t)\|}{\nu \kappa_0} \right).
\]

We will show that \( W(v) \) can be extended to a Lipschitz map \( X \to Y \) in such a way that (4.9) defines an \textit{ordinary} differential equation in \( X \), which coincides with (4.8).
on the ball of radius $2\nu \kappa_0 G$ in $X$. By this we mean that $v(t)$ in (4.9) is the solution of an equation

$$\frac{dv}{dt} = F(v) \quad (\forall \ t \in \mathbb{R}, v \in X),$$

where $F : X \to X$ is a locally Lipschitz function. In fact we will show that $F$ is globally Lipschitz

$$||F(v_1) - F(v_2)||_X \leq L_F ||v_1 - v_2||_X,$$

where the constant $L_F$ is independent of $v_1, v_2$. This will provide a proof that equation (2.5) on the attractor $\mathcal{A}$ is transformed into an ordinary differential equation in the space $X$ defined in (4.6).

Let $h \in Q_N H, v$ be an element of $X$. We will show that

$$\frac{d}{ds} w + \nu Aw + Q_N B(\varphi v + w, \varphi v + w) = h,$$

has a unique bounded solution $w(s) \in Y$. Consider a Galerkin approximation for $n > N$, of equation (4.13), namely

$$\frac{d}{ds} w_n + \nu Aw_n + P_n Q_N B(\varphi v + w_n, \varphi v + w_n) = P_n h$$

with the initial condition $w_n(s_0) = 0$. Since (4.14) is an ordinary differential equation, it has a unique solution $w_n(s)$ for $s$ in some maximal interval $[s_0, s_1)$, on which $||w(s)|| < \infty$.

Taking the scalar product of (4.14) with $Aw_n$ and using relation (2.15) we obtain:

$$\frac{1}{2} \frac{d}{ds} ||w_n||^2 + \nu ||Aw_n||^2 + \varphi^2 (B(v, v), Aw_n) - \varphi (B(w_n, w_n), Av) = (h, Aw_n).$$

Note that it follows from the definition of $\varphi$ that

$$\left( \varphi \left( \frac{||v||}{\nu \kappa_0} \right) \right)^{\alpha} ||v|| \leq 3 \nu \kappa_0 G \quad \forall \ v \in X, \ \forall \ \alpha > 0.$$

Using (2.32) and (4.16), we have

$$\varphi^2 (B(v, v), Aw_n) \leq \varphi^2 c_T ||v||^2 ||Aw_n|| (\ln N)^{1/2} \leq 9 c_T \nu^2 \kappa_0^2 G^2 (\ln N)^{1/2} ||Aw_n||,$$

while using (2.33), $||w_n|| \leq (1/\kappa_0 N)||Aw_n||$, $||A^{1/2} v|| \leq (\kappa_0 N)^2 ||v||$ and (4.16), we get

$$\varphi (B(w_n, w_n), Av) = \varphi (B(w_n, Av), w_n)) \leq c_L ||w_n|| ||w_n|| ||A^{1/2} v|| \leq 3 c_L \nu G N^2 ||Aw_n||^2.$$

Thus

$$\frac{1}{2} \frac{d}{ds} ||w_n||^2 + \nu ||Aw_n||^2$$

$$\leq |h||Aw_n| + \varphi^2 ||B(v, v), Aw_n|| + \varphi (B(w_n, w_n), Av)$$

$$\leq 3 c_L \nu G N ||Aw_n||^2 + \left[ \frac{|h|}{|1|} \nu^2 \kappa_0^2 G + 9 c_T \nu^2 \kappa_0^2 G^2 (\ln N)^{1/2} \right] ||Aw_n||.$$

Now we have by (ii) of Lemma 3.1 (with $\varepsilon = 1/(\kappa_0 N)$), that if $N$ and $G$ are such that

$$N > 3 c_L G,$$
then

\[ \|w(s)\| \leq \nu_0 \frac{9\epsilon_T G^2 \ln cN^{1/2} + |b|}{N - 3cL G}. \]  

In the following we assume that (4.18) is satisfied, and introduce the notation

\[ \beta(G, N) = \frac{9\epsilon_T G \ln cN^{1/2} + |b|}{N - 3cL G}. \]  

Thus for the solution \( w_n(s) \) of (4.14) with initial condition \( w_n(s_0) = 0 \)

\[ \|w_n(s)\| \leq \nu_0 \beta(G, N). \]  

It follows from the general theory of ordinary differential equations that \( w_n \) can be extended to the solution of (4.14) defined on \([s_0, \infty)\). Therefore the classical proofs of existence for solutions of equation (2.5) (see e.g. [4] Ch.9 and Lemmas 8.2 and 8.4 in Ch.8) apply almost verbatim to (4.13). It follows that (4.13) has a unique solution on \([s_0, \infty)\) satisfying \( w(s_0) = 0 \). Now denoting by \( w_n(\cdot) \) the solution of (4.13) on \([-n, \infty)\) satisfying \( w(n)(-n) = 0 \), we have

\[ \|w_n(s)\| \leq \nu_0 \beta(G, N) \text{ for all } s \in [-n, \infty). \]  

It is also easy to show using (4.17) that for any fixed, bounded interval \([s_0, s_1]\) we have

\[ \sup_n \int_{s_0}^{s_1} |Aw_n(s)|^2 ds < \infty. \]  

It is well known how to prove that there exists a subsequence \( \{n_j\}_{j=1}^\infty \) such that \( w_{n_j}(\cdot) \) converges to a solution \( w(s) \) of (4.13) in \( L^2([s_0, s_1]; V) \) satisfying

\[ \|w(s)\| \leq \nu_0 \beta(G, N) \text{ for all } s \in [s_0, s_1], \]  

and moreover, there exists \( C = C(G) \), such that for \( s_1 - s_0 < 1 \),

\[ \int_{s_1}^{s_2} |Aw(s)|^2 \leq C\nu_0^2 \beta(G, N) \text{ for all } s_1, s_2 \text{ such that } s_1 - s_0 < 1, \]  

(see again [4]).

We note that if \( w(s) \) is any bounded solution of (4.13), defined on \((-\infty, s_1]\) then in exactly the same way we get the analogous of (4.17) for \( w \), from which by (iii) of Lemma 3.1 we get the bound

\[ \|w(s)\| \leq \nu_0 \beta(G, N) \text{ for all } s \in (-\infty, s_1]. \]  

We now prove that this solution, which is bounded in the \( \|\cdot\| \) norm, is unique for sufficiently large \( N \). Let \( w_1, w_2 \) be two bounded solutions of (4.13). Denote \( w = w_1 - w_2 \). Then

\[ \frac{d}{ds} w + \nu Aw + Q_N B(\varphi v + w_1, \varphi v + w_1) - Q_N B(\varphi v + w_2, \varphi v + w_2) = 0. \]  

Taking the scalar product of the above equation with \( w \) we get

\[ \frac{1}{2} \frac{d}{ds} |w|^2 + \nu \|w\|^2 = -(B(\varphi v + w_1, \varphi v + w_1), w) + (B(\varphi v + w_2, \varphi v + w_2), w) \\
= -(B(w, \varphi v + w_1), w) - (B(\varphi v + w_2, w), w) = -(B(w, \varphi v + w_1), w). \]
We apply (2.33), (4.16), and (4.24) to obtain
\[ |(B(w, \varphi v + w_1), w)| \leq c_L|w||w|(\varphi|v| + |w_1|) \leq G(3 + \beta(G, N)c_L\kappa_0\nu|w||w|) \]
so that
\[ \frac{1}{2} \frac{d}{ds}|w|^2 + \nu|w|^2 \leq G(3 + \beta(G, N)c_L\kappa_0\nu|w||w|. \]
Now we use (4.33) 1
\[ 1 \]
Then the equation
\[ \parallel \cdot \parallel \]
Lemma 4.1. Assume that
\[ \parallel \cdot \parallel \]
It follows that (for 0 < s < 1) we have
\[ |w(s_2) - w(s_1)| = |\int_{s_1}^{s_2} h - Q_NB(\varphi v(s) + w(s)) - \nu Aw(s) \, ds| . \]
Using (2.31), (2.32), (2.35), together with (4.16) and (4.24), we find that
\[ |B(\varphi v)| \leq 9c_A(\nu\kappa_0)^2G^2, \quad |B(\varphi v, w)| \leq 3c_B(\nu\kappa_0)^2G^2\beta(G, N), \]
\[ |B(w, \varphi v)| \leq 3c_T(\nu\kappa_0)^2G^2\beta(G, N), \quad |B(w)| \leq \frac{c_A\kappa_0}{N^{1/2}}(\nu\beta(G, N))^{3/2}|Aw|^{1/2} \]
It follows that (for 0 < s_2 - s_1 < 1) we have
\[ |w(s_2) - w(s_1)| \leq \{|h| + \left[ 9c_A + 3\beta(G, N)(c_B + c_T)G^2 + C(G) \right](\nu\kappa_0)^2 \} (s_2 - s_1) + \frac{c_A}{N^{1/2}}\kappa_0^{3/2}w^{1/4}(G\beta(G, N))^{3/2}(C(G))^{1/4}(s_2 - s_1)^{3/4} . \]
We work with both the \(|\cdot|\) and \(\parallel\cdot\parallel\)-norms to allow for \(h\) (hence \(f\)) to be in \(H\), rather than in \(V\).

Note that (4.30) implies (4.18). This concludes the proof of the following lemma.

**Lemma 4.1.** Assume that \(N\) satisfies (4.30), where \(\beta(G, N)\) is defined in (4.20). Then the equation (4.13) has a unique weak solution defined on the whole real line, which is bounded in the \(\parallel\cdot\parallel\) norm. Moreover this weak solution is in \(Y\) with
\[ |w(s)| \leq \nu\kappa_0G\beta(G, N) \quad \forall \, s \in \mathbb{R}, \quad \text{and} \quad |w|_Y \leq \nu\beta(G, N). \]

This lemma allows us to define the (nonlinear) operator \(W\) which takes \(v \in X\) to the unique solution of the corresponding equation (4.13). By Lemma 4.1 we have that
\[ W(s; \tau_t(v(\cdot))) = \tau_tW(s; v(\cdot)). \]
It is also useful to have a bound for \(|Aw|\) if \(|h|\) is finite. Consider the following a priori estimates of \(Aw\). Taking the scalar product of (4.13) with \(A^2w\) we have
\[ \frac{1}{2} \frac{d}{ds}|Aw|^2 + \nu|A^{3/2}w|^2 + ((B(\varphi v + w), \nu A^2w) = (h, A^2w) \leq \parallel h\parallel A^{3/2}w|.
Using (2.16), expanding, then applying (2.12) (three times) and (2.14), we obtain

\[(B(\varphi v + w, \varphi v + w), A^2 w)\]

\[= \varphi^2 (B(v, Av), Aw) + \varphi (B(v, Aw), Aw) + \varphi (B(w, Av), Aw) + (B(w, Aw), Aw)\]

\[= \varphi^2 (B(Av, v), Aw) - \varphi (B(Av, w), Aw) - \varphi (B(Aw, v), Aw) - (B(Aw, w), Aw)\]

so that by applying for the first term (2.30) and for the rest terms (2.33), followed by (4.16) and (4.31), we have

\[|(B(\varphi v + w, \varphi v + w), A^2 w)| \leq c_T \varphi^2 \|v\| \|A^{3/2} w\| \|A_0^1 (\ln eN)^{1/2} + c_L \varphi |w|^{1/2} \|w\|^{1/2} \|A^{3/2} w\| \|A^1 v\|^{1/2} \|A^3 v\|^{1/2}\]

\[+ c_L \varphi |Aw|^{1/2} \|A^{3/2} w\|^{1/2} \|v\| \|A^1 v\|^{1/2} \|A^3 v\|^{1/2}\]

\[+ c_L \varphi |Aw| \|A^{3/2} w\| \|v\| + c_L |A^{3/2} w| \|Aw\| \|v\|\]

\[\leq c_T (\varphi \|v\|)^2 \kappa_0 N (\ln eN)^{1/2} \|A^{3/2} w\| + c_L \varphi \|v\| \|A^{3/2} w\| \kappa_0 N\]

\[+ c_L (\varphi \|v\|)^2 \kappa_0 N \|A^{3/2} w\| + c_L \varphi \|v\| \|A^{3/2} w\| \kappa_0 N\]

\[+ c_L \varphi \|v\| \|A^{3/2} w\| \kappa_0 N + c_L \kappa_0 N \beta(G, N) G \|A^{3/2} w\| \kappa_0 N\]

\[\leq c_L [9 + \beta(G, N)] \nu G N \|A^{3/2} w\|^2 + 9 \nu^2 \kappa_0^2 G^2 N (c_T (\ln eN)^{1/2} + c_L) |A^{3/2} w| .\]

Thus if

\[(4.34) \quad N > c_L G (9 + \beta(G, N)) ,\]

we can apply Lemma 3.1 (iii) to obtain

\[(4.35) \quad |Aw| \leq \frac{\|h\| + 9 \nu^2 \kappa_0^2 G^2 N (c_T (\ln eN)^{1/2} + c_L)}{\nu \kappa_0 \{N - c_L G (9 + \beta(G, N))\}} .\]

Using the Galerkin approximation we get the bound (4.35) for \(w_n\) , provided (4.34) holds. Therefore, \(w_n \in L^\infty (0, T; D(A))\). From (4.33) we obtain that each \(w_n\) belongs to a bounded set of \(L^2 (0, T; D(A^{1/2}))\) for any \(T\). Therefore as usual choosing a subsequence that converges weakly in \(L^2\) and weakly* in \(L^\infty\), and taking the limit as \(n \to \infty\), we obtain the solution of (4.13). Note that (4.34) implies (4.30). Therefore the following lemma is true,

**Lemma 4.2.** Suppose \(h \in D(A^{1/2})\). If \(G\) and \(N\) satisfy (4.34), then the solution to (4.13) satisfies

\[(4.36) \quad |Aw| \leq \frac{\|h\| + 9 \nu^2 \kappa_0^2 G^2 N (c_T (\ln eN)^{1/2} + c_L)}{\nu \kappa_0 \{N - c_L G (9 + \beta(G, N))\}} .\]

We note that the analog of the results in this section with \(w \in C_0 ((-\infty, T], Q_N H)\) instead of \(C_0 (\mathbb{R}, Q_N H)\) in this section remains valid for \(v \in C_0 ((-\infty, T], P_N H)\).
5. The determining form

5.1. Lipschitz property of $W$. Let $v_1, v_2$ be in $X$, and $w_1 = W(v_1), w_2 = W(v_2)$. Denote $\gamma = w_1 - w_2, \delta = v_1 - v_2, \tilde{\delta} = \tilde{v}_1 - \tilde{v}_2$. Subtracting equation (4.13) for $w_2$ from that for $w_1$, we obtain

\[
\frac{d}{ds} \gamma + \nu A\gamma + Q_N B(\tilde{\delta} + \gamma, \tilde{v}_1 + w_1) + Q_N B(\tilde{v}_2 + w_2, \tilde{\delta} + \gamma) = 0.
\]

Taking the scalar product with $v$, we have

\[
\frac{1}{2} \frac{d}{ds} \|\gamma\|^2 + \nu|A\gamma|^2 \leq \|B(\tilde{\delta}, \tilde{v}_1 + w_1, A\gamma)\| + \|B(\tilde{v}_2 + w_2, \tilde{\delta}, A\gamma)\|
\]

\[
+ \|B(\gamma, \tilde{v}_1, A\gamma)\| + \|B(\tilde{v}_2, \gamma, A\gamma)\| + \|B(\gamma, w_1, A\gamma)\| + \|B(w_2, \gamma, A\gamma)\|.
\]

To estimate the right hand side we apply (2.31) to the first term, (2.32) to the second, (2.34) to the third term, (2.12), (2.14), and (2.36) to the fourth term, and (2.35), (2.34) respectively to the fifth and sixth term. Using then (4.16), (4.24) and (4.28), we have

\[
\frac{1}{2} \frac{d}{ds} \|\gamma\|^2 + \nu|A\gamma|^2 \leq \|G(3 + \beta(G, N))\|_{\nu \kappa_0} \nu \|c_T + c_B\| \|\tilde{\delta}\| |A\gamma|(\ln eN)^{1/2}
\]

\[
+ 3\nu(c_A + c_L)|A\gamma|^2 \frac{G}{N} + \nu(c_A + c_L) \frac{G\beta(G, N)}{N} |A\gamma|^2,
\]

and thus by Lemma 3.2 (ii) we have that

\[
\|\gamma(s)\| \leq \frac{G(3 + \beta(G, N))}{N - G(3 + \beta(G, N))(c_A + c_L)} \sup_{s' \leq s} \|\tilde{\delta}(s')\|
\]

for $G, N$ such that

\[
N > G(3 + \beta(G, N))(c_A + c_L).
\]

From now on we will consider $G$ and $N$ such that

\[
N > G(9 + \beta(G, N))(c_A + c_L).
\]

which implies (4.18), (4.30), (5.5) and (4.34).

We derive from (5.4) the following two corollaries

**Corollary 5.1.** Suppose that $G$ and $N$ satisfy (5.6). Then if $v_1, v_2 \in X$, $v_1(s) = v_2(s)$ for all $s \leq s_0$ we have that $W(s, v_1) = W(s, v_2)$ for all $s \leq s_0$.

**Proof.** Indeed, if $s \leq s_0$, it follows that $\tilde{\delta}(s) = 0$ for all $s \leq s$, thus (5.4) gives that $\gamma(s) = 0$. 

**Corollary 5.2.** Suppose that $G$ and $N$ satisfy (5.6). Then $W : X \rightarrow Y$ is a Lipschitz function with Lipschitz constant $L_W$ satisfying

\[
L_W \leq \frac{G(3 + \beta(G, N))}{N - G(3 + \beta(G, N))(c_A + c_L)}.
\]

**Proof.** If we have both $\|v_1\| \geq 3\nu \kappa_0 G$ and $\|v_2\| \geq 3G$, then $\tilde{\delta} = 0$. If, say $\|v_1\| \leq 3G$, then

\[
\|\tilde{v}_1 - \tilde{v}_2\| \leq |\varphi\left(\frac{\|v_1\|}{\nu \kappa_0}\right)| - \varphi\left(\frac{\|v_2\|}{\nu \kappa_0}\right) \|v_1\| + \varphi\left(\frac{\|v_2\|}{\nu \kappa_0}\right) \|v_1 - v_2\|
\]

\[
\leq \frac{1}{\nu \kappa_0 G} \|v_1\| - \|v_2\| + 3\nu \kappa_0 G + \|v_1 - v_2\|.
\]
thus

\begin{equation}
\|\hat{\delta}\| \leq 4\|\delta\|.
\end{equation}

\[\square\]

**Theorem 5.3.** Suppose $G$ and $N$ satisfy (5.6). The equation (4.9) is an ordinary differential equation in the Banach space $C_b(\mathbb{R}, PN H)$.

**Proof.** It suffices to show that $F(v) = PN f - \nu Av - PN B(v + W(v), v + W(v))$ is Lipschitz. To estimate $L_F$, the Lipschitz constant of $F$, we apply (2.30), (4.16), (4.24) and Corollary 5.2 to obtain for every (nonspecified) $s \in \mathbb{R}$

\[
\eta(s) = |PN B(\tilde{v}_1 + W(v_1), \tilde{v}_1 + W(v_1)) - PN B(\tilde{v}_2 + W(v_2), \tilde{v}_2 + W(v_2))| \\
\leq |PN B(\tilde{v}_1 + W(v_1), \tilde{v}_1 + W(v_1)) - PN B(\tilde{v}_1 + W(v_1), \tilde{v}_2 + W(v_2))| \\
+ |PN B(\tilde{v}_1 + W(v_1), \tilde{v}_2 + W(v_2)) - PN B(\tilde{v}_2 + W(v_2), \tilde{v}_2 + W(v_2))| \\
= |PN B(\tilde{v}_1 + W(v_1), \tilde{v}_1 - \tilde{v}_2 + W(v_1) - W(v_2))| \\
+ |PN B(\tilde{v}_1 - \tilde{v}_2 + W(v_1) - W(v_2), \tilde{v}_2 + W(v_2))| \\
\leq c_T(\|\tilde{v}_1 + W(v_1)\| + \|\tilde{v}_2 + W(v_2)\|)(\ln eN)^{1/2}\|\tilde{v}_1 - \tilde{v}_2 + W(v_1) - W(v_2)\|.
\]

It follows that

\[
\sup_{s \in \mathbb{R}} \eta(s) \leq 2c_T \nu k_0 G(3 + \beta(G, N))(\ln eN)^{1/2}(3 + L_W)\|v_1 - v_2\|_X
\]

and therefore

\[
\|F(v_1) - F(v_2)\|_X \leq \kappa_0 N \sup_{s \in \mathbb{R}} |F(v_1(s)) - F(v_2(s))| \\
\leq [\nu k_0^2 N^2 + 2c_T \nu k_0^2 N G(3 + \beta(G, N))(\ln eN)^{1/2}(3 + L_W)]\|v_1 - v_2\|_X
\]

\[\square\]

We denote the solution operator for (4.9) by $S_{DF}$, i.e. $S_{DF}(t)v_0 = v(t)$, where $v(t)$ is the solution with initial value $v(0) = v_0$. Using (4.32) we obtain the following corollary

**Corollary 5.4.** $\tau_0 S_{DF}(t) = S_{DF}(t)\tau_0$.

It follows that periodicity of trajectories is conserved by (4.9).

**Proposition 5.5.** If $v(t)$ is the solution of (4.9) and $v(0)$ is a periodic trajectory with period $T$ then $v(t)$ is periodic with period $T$ for any $t$. In particular, if $v(0)$ is constant trajectory, then $v(t)$ is constant for any $t$.

Recall that for $v(t) \in X$ we denote by $v(t, s)$ the value of $v(t)$ at the parameter $s \in \mathbb{R}$.

**Lemma 5.6.** Suppose $v$ is a solution of (4.9) such that $\|v(0)\|_X \leq 2\nu k_0 G$ and

\begin{equation}
 v(t, s) = v(0, t + s) \quad \text{for all } \ t, s \in \mathbb{R}.
\end{equation}

Then $u(t) = v(0, t) + W(t, v(0, \cdot))$ is the solution of (2.5) satisfying

\[
P_n u(t) = v(0, t) = v(t, 0) \quad \text{for all } \ t \in \mathbb{R}.
\]
Proof. We first note that by (5.9) and (4.32)
\[ W(0; v(t, \cdot)) = W(0; \tau v(0, \cdot)) = \tau W(0; v(0, \cdot)) = W(t; v(0, \cdot)), \]
so we can set
\[ \begin{align*}
(5.10) \quad w(t) &= W(0; v(t)) = W(t; v(0)),
\end{align*} \]
Since \( ||v(0)|| \leq 2\nu\kappa_0 G \) we have \( \varphi = 1 \), where \( \varphi \) is as in (4.10). By (5.9), (5.10), and the definition of the map \( W \), we have
\[ \begin{align*}
\frac{d}{dt} w(t) + \nu Aw(t) + Q_N B(v(0, t) + w(t)) = & \\
\frac{d}{dt} w(t) + \nu Av(t) + Q_N B(v(t, 0) + W(t; v(0, \cdot))) = Q_N f,
\end{align*} \]
as well as
\[ \begin{align*}
\frac{d}{dt} v(t) + \nu Av(t) + P_N B(v(t, 0) + W(0; v(t, \cdot))) = P_N f.
\end{align*} \]
Adding the equations (5.12) and (5.11), we see that \( u(t) = v(0, t) + W(t, v(0, \cdot)) \) is a solution of (2.5).

We also have the following property of (4.9)

**Proposition 5.7.** Suppose that \( v_1(0, s) = v_2(0, s) \) for \( s \leq s_0 \). Then \( v_1(t, s) = v_2(t, s) \) for \( s \leq s_0 \) for any \( t \).

**Proof.** By Corollary 5.1 the map \( W \) is well-defined on the space \( C_b((-\infty, s_0], P_N H) \). Thus we can consider the differential equation (4.9) on this space. It is still an ordinary differential equation, and so through each point there is only one solution. Each solution of (4.9) on the whole \( X \) gives a solution of (4.9) on \( C_b((-\infty, s_0], P_N H) \), by restriction. Since solutions \( v_1(t) \) and \( v_2(t) \) of the restriction of (4.9) on \( C_b((-\infty, s_0], P_N H) \) coincide for \( t = 0 \), they coincide for all \( t \). \( \square \)

### 6. Absorbing Ball

We will now prove that the determining form (4.9) has an absorbing ball in \( X \). Recall that this means an estimate of the type (2.24), holds but with \( || \cdot || \) replaced by \( | \cdot |_X \). Let \( g = P_N f \) and take the scalar product with \( v = v(t, s) \) (and denote \( W(v) \) by \( w \)) to obtain
\[ \frac{1}{2} \frac{d}{dt} |v|^2 + \nu |v|^2 \leq |g||v| + |\varphi(B(v, v), w)| + |\varphi(B(w, v), w)| \]
\[ \leq |g||v| + c_B \varphi |v|^2 |w| (\ln c N)^{1/2} + c_L \varphi |w| ||w|| |v| \]
\[ \leq \kappa_0 \nu^2 \frac{|g|}{|f|} |G||v| + \nu c_B |v|^2 \frac{G^2 \beta(G, N)}{N} (\ln c N)^{1/2} + \kappa_0 \nu^2 c_L G^2 \beta(G, N)^2 N |v|, \]
where we used inequalities (2.31), (2.33), (4.24) and (4.28). It follows from Lemma 3.1 that if
\[ (6.1) \quad N > c_B G \beta(G, N) (\ln c N)^{1/2} \]
holds, we have the following
Proposition 6.1. If (6.1) and (5.6) hold, then

\begin{equation}
|v| \leq \nu G \frac{|g|}{|f|} + c_L G^{\beta(G,N)^2} \frac{|f|^2}{N} \left( 1 - c_B G^{\beta(G,N)^2} \right) (\ln\epsilon N)^{1/2}.
\end{equation}

While the relation \(\|v\| \leq \kappa_0 N|v|\) provides an immediate bound on \(\|v\|\) provided (6.1) holds, we can derive a sharper bound on \(\|v\|\). As above, taking the scalar product with \(Av\) we have

\begin{equation}
\frac{1}{2} \frac{d}{dt} \|v\|^2 + \nu |Av|^2 = (g, Av) - (B(\tilde{\nu} + w, \tilde{v} + w), Av) \leq |g||Av| - (B(\tilde{\nu}, w), Av) - (B(w, \tilde{\nu}), Av) - (B(w, w), Av) \leq |g||Av| + c_T (2||v|||w|||Av| + \|w\|^2|Av|)(\ln\epsilon N)^{1/2} \leq \nu^2 \kappa_0 \left[ \frac{|g|}{|f|} G + c_T (\ln\epsilon N)^{1/2} G^2 (6 + \beta(G,N)) \right] |Av|,
\end{equation}

where \(v = v(t, s)\) and (6.3) is valid at each \(s \in \mathbb{R}\). Now applying Lemma 3.1 (i) and then (ii), we obtain

Theorem 6.2. If (5.6) holds, then the ball centered at the origin, with radius (strictly) greater than

\begin{equation}
r_0 = \nu \kappa_0 G \left[ \frac{|g|}{|f|} + c_T (\ln\epsilon N)^{1/2} G (6 + \beta(G,N)) \right] \beta(G,N)
\end{equation}

is an absorbing ball in \(X\) for (4.9).

Remark 6.1. The \(O(G^2)\) estimate (up to a logarithm) for the radius of the absorbing ball for (4.9) in (6.4) is significantly larger than the \(O(G)\) estimate for radius of the absorbing ball for the NSE. These estimates can be brought closer if we assume \(N\) is larger. Indeed, if we take for some \(\gamma > 1\)

\begin{equation}
N \geq (6c_T G (\ln\epsilon N)^{1/2})^\gamma,
\end{equation}

then

\begin{equation}
\beta(G,N) \leq \frac{9N^{1/\gamma} / (6c_T) + 1}{N - N^{2/2}} \leq \frac{3N^{1/2} + 2}{N} \leq 5N^{1/2},
\end{equation}

and consequently

\begin{equation}
G (\ln\epsilon N)^{1/2} \beta(G,N) \leq \frac{5}{6c_T} N^{2/2}.
\end{equation}

Thus, if equality holds in (6.5) with \(\gamma = 3/2\), we have (up to a logarithm) that \(r_0 = O(G^{3/2})\), and if (6.5) holds with \(\gamma = 2\), we have \(r_0 = O(G)\).

Let \(B_r\) be an absorbing ball in \(X\), centered at 0 with radius \(r > r_0\), and let \(\mathcal{M} = \cap_{t \geq 0} S_{DF}(t)B_r\). Note that \(\mathcal{M}\) is independent of \(r\): \(v_0 \in X\) belongs to \(\mathcal{M}\) if and only if there is a bounded solution \(v : (-\infty, \infty) \to X\) of (5.3) defined on the whole real line such that \(v(0) = v_0\). We can also characterize \(\mathcal{M}\) as the maximal bounded set that is invariant (i.e. \(S_{DF}(t)\mathcal{M} = \mathcal{M}\ \forall t \geq 0\)), both forward and backward in time, under the flow generated by (4.9). We do not know if \(\mathcal{M}\) is the analog for the determining form (4.9) of the global attractor of the Navier-Stokes equations (see discussion leading to (2.28)).

By Theorem 6.2 \(\mathcal{M}\) is a subset of \(B_{r_0}\).
Lemma 6.3. If $v$ is a bounded solution of (5.3) defined on the whole real line and $\|W(v(t))\|_Y \leq \nu \kappa_0 \sqrt{2G/c_L}$ for all $t$ then $\|v(t)\|_X \leq 3\nu \kappa_0 G$ for all $t$. In particular this is true if $N \geq \sqrt{2c_L(9c_TG^{3/2}(\ln eN)^{1/2} + G^{1/2})}$ and $N \geq 6c_L G$.

Proof. Let $w(t) = W(v(t))$ and $w(t, s) = w(t)(s)$. Suppose that $\|v(t', s')\| > 3\nu \kappa_0 G$ for some $t'$ and $s'$. Then since $v$ is continuous there are $t_0 < t' < t_1$ such that in the interval $[t_0, t_1]$ we have $\|v(t, s)\| \geq 3\nu \kappa_0 G$. On this interval the map $t \mapsto v(t, s')$ satisfies the equation

$$\frac{d}{dt}v(t, s') + \nu Av(t, s') + B(w(t, s')) = g.$$ 

Taking its scalar product with $Av(t, s')$ we obtain inequality

$$\frac{d}{dt}\|v(t, s')\|^2 + \nu\|Av(t, s')\|^2 \leq |g||Av(t, s')| + \|(B(w(t, s'), Av(t, s')), w(t, s'))|$$

and using (2.33) we have that $|(B(w, Av), w)| \leq c_L\|w\|\|A^{3/2}v\| \leq c_L\|w\|\|Av\|$, and hence

$$\frac{d}{dt}\|v(t, s')\|^2 + \nu\|Av(t, s')\|^2 \leq (G\nu^2 \kappa_0^2 + c_L\|w\|\|Av\|)\|Av(t, s')\|.$$

Note that by Lemma 3.1 (i) $t_0 = -\infty$, since $G\nu \kappa_0 + c_L\|w(t)\|/(\nu \kappa_0) < 3G\nu \kappa_0$, but by the Lemma 3.1 (iii) this is impossible. \hfill \Box

Remark 6.2. It is easy to give an analytic characterization of the solutions of (4.9) in $\mathcal{M}$. Indeed we have

$$v(t) = \frac{1}{i} \int_{t_0}^t e^{-\nu(t-\theta)A}[g - P_N B(\tilde{v}(\theta) + W(v(\theta)))]d\theta,$$

and letting $t_0 \to -\infty$ we easily obtain the relation

$$(6.6) \quad v(t) = \int_{-\infty}^t e^{-\nu(t-\theta)A}[g - P_N B(\tilde{v}(\theta) + W(v(\theta)))]d\theta, \quad t > 0,$$

in $X$. Clearly (6.6) implies that $v(t)$ is in $\mathcal{M}$.

In the case when

$$v(t, s) = P_N u(t + s), \quad s, t \in \mathbb{R},$$

where $u(t)$ is a solution of (2.5) in $\mathcal{A}$, it is easy to see that the relation (6.6) is equivalent to

$$v(s) = \int_{-\infty}^s e^{-\nu(s-\sigma)A}[g - P_N B(\tilde{v}(\sigma) + W(v(\sigma)))]d\sigma \quad s \in \mathbb{R}.$$

It follows that

$$v(s) = P_N u(s), \quad s \in \mathbb{R},$$

where $u(s)$ is a solution of (2.5) in $\mathcal{A}$ if and only if $v \in X$ and satisfies (in $H$) the relation (6.7).
7. Traveling waves

We say that \( v(t, s) = S_{DF}(t)v_0(s) \) is a traveling wave solution for (4.9) if

\[
\begin{align*}
\frac{\partial}{\partial t} v(t, s) &= v_0(t + s).
\end{align*}
\]  

(7.1)

Denote \( w(t, s) = W(s; v(t, \cdot)) \), \( u(t, s) = v(t, s) + w(t, s) \), and define \( w_0 \in Y \), \( u_0 \in C_0(\mathbb{R}, H) \) by \( w_0(s) = w(0, s) \), \( u_0(s) = u(0, s) \). Suppose \( \nu \) is a traveling wave solution. Then by (7.1), (4.32) \( w(t, s) = w_0(t + s) \), thus \( u(t, s) = u_0(t + s) \). We will provide an equation for \( u_0 \) and use it to derive the properties of translation invariant solutions.

Using (7.1), equation (4.9) can be written as

\[
\begin{align*}
\frac{d}{dt} v_0 + \nu Av_0 &= P_N f - P_N B(\varphi v_0 + w_0),
\end{align*}
\]

(7.2)

while (4.13) is written as

\[
\begin{align*}
\frac{d}{ds} w_0 + \nu Aw_0 &= Q_N f - Q_N B(\varphi v_0 + w_0).
\end{align*}
\]

(7.3)

Changing \( t \) to \( s \) in (7.2) and combining the result with (7.3), we have the equation for \( u_0 \)

\[
\begin{align*}
\frac{d}{ds} u_0 + \nu Au_0 &= f - B(\varphi v_0 + w_0).
\end{align*}
\]

(7.4)

Taking the scalar product with \( Au_0 \), we have

\[
\begin{align*}
\frac{1}{2} \frac{d}{ds} \| u_0 \|^2 + \nu |Au_0|^2 &= (f, Au_0) - (B(\varphi v_0 + w_0), Au_0).
\end{align*}
\]

(7.5)

Using (2.15) and (2.13), we obtain

\[
\begin{align*}
(B(\varphi v_0 + w_0), Au_0) &= \varphi[(B(v_0, w_0), Av_0) + (B(w_0, v_0), Av_0)] + (B(w_0, w_0), Av_0) \\
&+ \varphi^2(B(v_0, v_0), Av_0) + \varphi[(B(v_0, w_0), Av_0) + (B(w_0, v_0), Av_0)] \\
&= (\varphi^2 - \varphi)(B(v_0, v_0), Av_0) + (1 - \varphi)(B(w_0, w_0), Av_0),
\end{align*}
\]

so by applying (2.15) again, we have

\[
\begin{align*}
|[(B(\varphi v_0 + w_0), Au_0)| &\leq \varphi|(B(v_0, v_0), Av_0)| + |(B(w_0, w_0), Av_0)| \\
&\leq \varphi|(B(v_0, v_0), Av_0)| + \varphi|(B(v_0, w_0), Av_0)| + |(B(w_0, v_0), Av_0)|.
\end{align*}
\]

We now apply (2.30), (4.16), (4.31) to obtain

\[
\frac{1}{2} \frac{d}{ds} \| u_0 \|^2 + \nu |Au_0|^2 \leq |f| |Au_0| + c_T(6 + \beta(G, N)) \nu^2 \kappa_0^2 G^2 \beta(G, N)(\ln eN)^{1/2} |Av_0| \\
\leq \nu^2 \kappa_0^2 G^2 [1 + c_T(6 + \beta(G, N)) \beta(G, N)(\ln eN)^{1/2}] |Au_0|
\]

and consequently by Lemma 3.1 (iii)

\[
\begin{align*}
\| u_0(s) \| &\leq \nu \kappa_0 G [1 + c_T(6 + \beta(G, N)) \beta(G, N)(\ln eN)^{1/2}].
\end{align*}
\]

We next calculate an absolute constant \( c_T \) such that if

\[
\begin{align*}
N &\geq c_T \beta(G, N) \ln eN,
\end{align*}
\]

then

\[
\begin{align*}
c_T(6 + \beta(G, N)) \beta(G, N)(\ln eN)^{1/2} \leq 1,
\end{align*}
\]

so that (7.6) implies

\[
\begin{align*}
\| v_0(s) \| \leq \| u_0(s) \| \leq 2\nu \kappa_0 G.
\end{align*}
\]
First note that for $c_T^\prime \geq 18c_T$, we have $\beta(G, N) \leq 2$, for all $N \geq 1$. Then estimate

$$8c_TG\beta(G, N)(\ln e N)^{1/2} = 8c_T\frac{9c_TG\ln e N + (\ln e N)^{1/2}|h||f|}{N - 3c_TG(\ln e N)^{1/2}} \leq 8c_T\frac{9c_TN/c_T^\prime + N/c_T^\prime}{N - 3c_TN/c_T^\prime} = \frac{72c_T^2 + 8c_T}{c_T^\prime - 3c_T},$$

so that it suffices in (7.7) to take

$$c_T^\prime \geq 72c_T^2 + 11c_T. \tag{7.9}$$

**Theorem 7.1.** Suppose (7.7) holds for $c_T^\prime$, as in (7.9). Then a solution $v(t)$ of (4.9) is traveling wave solution if and only if $v(0)$ is a projection of a solution of (2.5) in $A$.

**Proof.** The fact that any traveling wave solution of (4.9) is the projection of a solution of (2.5) follows from (7.8) and Lemma 5.6. To prove the converse, recall that any solution $u(t)$ of the (2.5) which lies on the attractor can be extended to a solution to the complexified NSE which is analytic and bounded on some strip $|3t| < c$ function into $H$ (see e.g. [4]). Let $u(t)$ be a solution of (2.5) defined and bounded on the whole real line. Consider a curve in $X$, $t \mapsto (s \mapsto p(t + s))$, where $p = P_Nu$. We need to show that this curve is differentiable and its derivative is $s \mapsto dp/dt(t + s)$; thus we need to prove that for any real $t$

$$\sup_{s \in \mathbb{R}} \left| \frac{p(t + \Delta t + s) - p(t + s)}{\Delta t} - \frac{d}{dt}p(t + s) \right| \to 0 \quad \text{as} \quad \Delta t \to 0. \tag{7.10}$$

Since $p$ is analytic and bounded in the strip $|3\zeta| < c$, its second derivative is also bounded in a smaller strip. The limit in (7.10) now follows from Taylor’s theorem, specifically

$$\sup_{s \in \mathbb{R}} \left| \frac{p(t + \Delta t + s) - p(t + s)}{\Delta t} - \frac{d}{dt}p(t + s) \right| \leq \sup_{s \in \mathbb{R}} \Delta t \sup_{\tau \in [t, t + \Delta t]} \left| \frac{d^2}{dt^2}p(t + s) \right|. \quad \square$$

**Remark 7.1.** Note that a function $v(t, s - t)$ being independent of $t$ is equivalent to $v(t, s) = v(0, s + t)$, for all $s, t$; thus if $\|v(0)\|_X \leq 2\nu\kappa_0G$, then $v(t)$ is the $P_N$-projection of a solution on the global attractor of the Navier-Stokes equations.

### 8. Equicontinuity of $W$

We have from (4.17) and (4.26) that

$$\int_{s_0}^{s_1} |Av|^2 \leq E_1(s_1 - s_0) + E_0, \tag{8.1}$$

for some constants $E_0, E_1$. We also have for any $u \in H$

$$|\langle B(\varphi v + w), u \rangle| \leq 9c_BG^2\nu^2\kappa_0^2(\ln e N)^{1/2}|u| + 3(c_A + c_T)\nu^2\kappa_0^2G^2\beta(G, N)(\ln e N)^{1/2}|u|$$

$$+ c_A\nu\kappa_0 \frac{G}{N}\beta(G, N)|Aw||u|;$$

thus

$$|B(\varphi v + w)| \leq E_2 + E_3|Aw| \tag{8.2}$$
where
\[ E_2 = [9c_B + 3(c_B + c_T)\beta(G, N)]\nu^2\kappa_0^2 G^2 \beta(G, N)(\ln eN)^{1/2} \]
\[ E_3 = c_A\nu\kappa_0\frac{G}{N}\beta(G, N). \]

Integrating (4.13) from \( s_0 \) to \( s_1 \) we have
\[ |w(s_1) - w(s_0)| \leq \nu \int_{s_0}^{s_1} |Aw| + \int_{s_0}^{s_1} |B(\varphi + w, \varphi v + w)| + \int_{s_0}^{s_1} |h| \]
\[ \leq (\nu + E_3)(s_1 - s_0)^{1/2} [E_1(s_1 - s_0) + E_0]^{1/2} + (E_2 + |h|)(s_1 - s_0) \]

We have proved the following

**Lemma 8.1.** The family \( \{W(v)(\cdot)|v \in C_0(\mathbb{R}, P_N H)\} \) is equicontinuous on \( \mathbb{R} \).

Let \( v(t) \) be a solution of (4.9), and denote \( w(s, t) = W(v(t))(s) \). Then by Lemma 5.2
\[ \|w(s, t) - w(s, t_0)\| \leq L_W \|v(t) - v(t_0)\|_X. \]

Since \( v(t) \) is a solution of an ODE, it is continuous. Thus for any finite interval \([-T, T]\) there is a constant \( C_T \), such that
\[ \|v(t) - v(t_0)\|_X \leq C_T|t - t_0|, \quad t, t_0 \in [-T, T]. \]

This proves

**Proposition 8.2.** For any solution \( v(t) \) of the equation (4.9) the function \( w(s, t) = W(v(t))(s) \) is equicontinuous on \( \mathbb{R}^2 \). Moreover, there are constants \( c, c_1 \) and \( C_T \) such that
\[ |w(s, t) - w(s, t_0)| \leq c|s - s_0|^{1/2} + c_1|s - s_0| + \frac{C_T}{N}|t - t_0|, \]
whenever \( t, t_0 \in [-T, T] \).

We now assume that (5.6) holds, and that \( h \in D(A^{1/2}) \). Then by (4.36) we have
(8.3) \[ |AW(v)(s)| \leq \Gamma; \quad \text{for all } v \in X, \ s \in \mathbb{R}, \]
where \( \Gamma \) is the right hand side of (4.36). We have therefore that
\[ \|w(s, t) - w(s, t_0)\| \leq (2\Gamma)^{1/2}|w(s, t) - w(s, t_0)|^{1/2} \]
(8.4) \[ \leq (2\Gamma)^{1/2} \left[ c|s - s_0|^{1/2} + c_1|s - s_0| + \frac{C_T}{N}|t - t_0| \right]^{1/2} \]
for all \( s_0, s_1 \in \mathbb{R} \), and all \( t, t_0 \in [-T, T] \).

Recall the extension of the Arzela-Ascoli theorem to the case of Banach-valued functions.

**Theorem 8.3.** Let \( K \) be a compact metric space, \( X \) a Banach space, \( \Phi_n : k \mapsto \Phi_n(k) \in X \), with \( \{\Phi_n\}_{n=1}^\infty \) equicontinuous and \( \{\Phi_n(k)\}_{n=1}^\infty \) relatively compact for each \( k \in K \). Then there exists a subsequence \( \{\Phi_{n_j}\}_{j=1}^\infty \) which converges in \( C(K; X) \).
9. Weak limit of time translated solutions

According to Remark 7.1 (Section 7), a solution \( v \) to the determining form (4.9) in the set \( \mathcal{M} \) is the \( P_N \)-projection of a solution of the Navier-Stokes equations (2.5) in its global attractor \( \mathcal{A} \) if and only if

\[
\| v(t, s) \| \leq 2v_0^2 G, \quad \forall \ t, s \in \mathbb{R},
\]

and

\[
v(t + t_n, s - (t + t_n)) = v(0, s), \quad \forall \ t, s \in \mathbb{R},
\]

for any sequence \( \{ t_n \} \). It is therefore instructive to study the asymptotic behavior of a sequence

\[
v_n(t, s) = v(t + t_n, s - (t + t_n)), \quad n = 1, 2, \ldots
\]

where \( t_n \to \infty \), and \( v(\cdot) \in \mathcal{M} \) is a solution of (4.9) satisfying (9.1). We have the following lemma,

**Lemma 9.1.** There is a subsequence \( \{ n_j \} \) and functions \( \bar{v}, \bar{R} \) such that \( \bar{v}, \bar{R} \in C(\mathbb{R}, L^\infty(\mathbb{R}, H)) \), \( \bar{w} \in C(\mathbb{R}^2, V) \) and the following hold for each \( T, S \)

\[
\lim_{n \to \infty} \sup_{t \in [-T, T]} |(v_{n_j}(t, \cdot) - \bar{v}(t, \cdot), \xi)| = 0 \quad \text{for} \ \xi \in L^1(\mathbb{R}, H)
\]

\[
\lim_{n \to \infty} \sup_{t \in [-T, T]} [(B(v_{n_j}(t, \cdot) - \bar{v}(t, \cdot)) + \bar{R}(t, \cdot), \xi)| = 0 \quad \text{for} \ \xi \in L^1(\mathbb{R}, H)
\]

\[
w_{n_j}(t, s) = W(\tau_{t_n}, v)(s - (t + t_n)) \to \bar{w}(t, s) \quad (t, s \in \mathbb{R})
\]

in \( C([-T, T] \times [-S, S]; V) \), for all \( T, S > 0 \).

**Proof.** It follows from (4.9) and (8.3) that there exists a constant \( C \)

\[
|\frac{\partial v_n(t, s)}{\partial t}| \leq C \quad (\forall \ t, s, n)
\]

Choose a dense subset \( \{ \xi_k \} \) in the unit ball of \( L^1(\mathbb{R}, H) \). Then it is well-known and easy to check that

\[
d(p, p') = \sum_k \frac{|(p - p', \xi_k)|}{2^k(1 + |(p - p', \xi_k)|)}
\]

defines a distance in the ball of any fixed size in \( L^\infty(\mathbb{R}, H) \). Let us compute \( d(v_n(t, \cdot), v_n(t', \cdot)) \). Note first that

\[
| \int_{\mathbb{R}} (v_n(t, s) - v_n(t', s), \xi_k(s)) \, ds |
\]

\[
= | \int_{\mathbb{R}} (v(t + t_n, s - t - t_n) - v(t' + t_n, s - t' - t_n), \xi_k(s)) \, ds |
\]

\[
\leq C|t - t'| + | \int_{\mathbb{R}} (v(t + t_n, s - t - t_n) - v(t + t_n, s - t' - t_n), \xi_k(s)) \, ds |
\]

\[
= C|t - t'| + | \int_{\mathbb{R}} (v(t + t_n, s - t_n), \xi_k(s + t) - \xi_k(s + t')) \, ds |
\]

\[
\leq C|t - t'| + 3Gv_0\|\xi_k - \tau_{t-t'}\|_{L^1}
\]

which, provided \( k \) is fixed, goes to 0 when \( t - t' \) goes to 0, uniformly in \( n \). It follows that for any fixed \( \varepsilon \) there is a \( \delta \) such that \( |t - t'| < \delta \) implies that \( d(v_n(t, \cdot), v_n(t', \cdot)) < \varepsilon \) for all \( n \). This means that the set of functions \( t \mapsto v_n(t, \cdot) \) is an equicontinuous
family of functions in $C([-T,T], L^\infty(\mathbb{R}, H)^{weak^*})$ for any $T$. Note that $|v_n(t,s)| \leq \|v\|_X/\kappa_0$, therefore $v_n(t,\cdot)$ belongs to the ball of radius $\|v\|_X/\kappa_0$ in $L^\infty(\mathbb{R}, H)$, which by the Banach-Alaoglu Theorem is compact in $L^\infty(\mathbb{R}, H)^{weak^*}$. Using the Arzela-Ascoli Theorem 8.3 and the diagonal process, we obtain a function $\bar{v}$ in $C(\mathbb{R}, L^\infty(\mathbb{R}, H)^{weak^*})$ such that for some subsequence of $\{v_{n_j}\}$, (9.3) holds for any $T$. Without loss of generality we assume that (9.3) holds for the sequence $\{v_n\}$.

To deal with the sequence $R_n(t,\cdot) = -B(v_n(t,\cdot) - \bar{v}(t,\cdot))$ note that it is a composition of an equicontinuous family $\{v_n(t,\cdot) - \bar{v}(t,\cdot)\}$ in $C(\mathbb{R}, L^\infty(\mathbb{R}, P_N H)^{weak^*})$ and a map $L^\infty(\mathbb{R}, P_N H)^{weak^*} \rightarrow L^\infty(\mathbb{R}, H)^{weak^*}$ induced by $B$. Since $P_N H$ is finite dimensional, $B$ is a continuous quadratic form on $P_N H$, and hence the induced map is continuous. It follows that the family $R_n(t,\cdot) \in C(\mathbb{R}, L^\infty(\mathbb{R}, H)^{weak^*})$ is also equicontinuous. Now note that by (2.35)

$$|B(v_n(t,s) - \bar{v}(t,s))| \leq c_A |v_n(t,s) - \bar{v}(s)|^{1/2} |A_{0n}(t,s) - A\bar{v}(s)|^{1/2} \|v_n(t,s) - \bar{v}(s)\| \leq c_A (\kappa_0 V)^{2} |v_n(t,s) - \bar{v}(s)|^2 \leq 2c_A (\kappa_0 V)^2 \|v\|_X,$$

thus $R_n(t,\cdot)$ is in the ball of radius $2c_A (\kappa_0 V)^2 \|v\|_X$ in $L^\infty(\mathbb{R}, H)$. Therefore, again by Theorem 8.3 and the diagonal procedure, there exists $\bar{R}(t,\cdot) \in C(\mathbb{R}, L^\infty(\mathbb{R}, H)^{weak^*})$ and a subsequence such that (9.4) holds for any $T$. Once again, without loss of generality, we assume that (9.3) and (9.4) hold for the whole sequence.

Finally, $w_n$ is equicontinuous in $C(\mathbb{R}^2, V)$ by Proposition 8.2, and for each $t,s$ $w_n(t,s)$ is precompact in $V$ by (8.3), thus, by Theorem 8.3, (9.5) holds for some subsequence $v_{n_j}$.

The main result in this section is the following.

**Proposition 9.2.** Suppose that $N$ and $G$ satisfy (5.6). Let $\bar{v}$, $\tilde{w}$ and $\bar{R}$ be as in Lemma 9.1. If $\bar{v}(t,s)$ and $\tilde{w}(t,s)$ are both independent of $t$, then $\bar{R}$ is also independent of $t$ and

$$\bar{u}(s) = \bar{v}(s) + \tilde{w}(s)$$

satisfies the Navier-Stokes equation

$$\frac{d}{ds} \bar{u}(s) + \nu A\bar{u}(s) + B(\bar{u}(s), \bar{u}(s)) = f + \bar{R}(s), \quad s \in \mathbb{R}.$$  

The function $\bar{R}$ can be viewed as the analog of the Reynolds stress due to averaging the Navier-Stokes equations in the theory of turbulence [15, 13] Thus, $\bar{u}(\cdot)$ is a solution to the Navier-Stokes equations (2.5) with the original force $f$, if and only if $\bar{v}(t,s)$ and $\tilde{w}(t,s)$ are independent of $t$, and $\bar{R}(s) = 0$. We do not know if any of these conditions are superfluous.

**Proof.** Using a change of variables, we write

$$(9.7) w_n(t,s) = w(t + t_n, s - (t + t_n)) = W(\tau_n v)(s - (t + t_n))$$

$$= \int_{-\infty}^{s-(t+t_n)} e^{-\nu(s-t-t_n-\sigma)A} [h - Q_N B(v(t+n, \sigma) + w(t+n, \sigma))] \, d\sigma$$

$$= (\nu A)^{-1}h - \int_{-\infty}^{s} e^{-\nu(s-\sigma)A} [Q_N B(v(t, \sigma) + w(t, \sigma))] \, d\sigma.$$
Now write
\begin{equation}
\bar{w}(s) - (\nu A)^{-1} h + \int_{-\infty}^{s} e^{-\nu(s - \sigma)} A Q_N [B(\bar{w}(\sigma) + \bar{w}(\sigma)) - \bar{R}(t, \sigma)] d\sigma
= \bar{w}(s) - w_n(t, s) - \\
\int_{-\infty}^{s} e^{-\nu(s - \sigma)} A Q_N [B(v_n(t, \sigma) + w_n(t, \sigma)) - B(\bar{w}(\sigma) + \bar{w}(\sigma)) - B(v_n(t, \sigma) - \bar{v}(\sigma))] d\sigma
- \int_{-\infty}^{s} e^{-\nu(s - \sigma)} A Q_N [B(v_n(t, \sigma) - \bar{v}(\sigma)) + \bar{R}(t, \sigma)] d\sigma.
\end{equation}

Notice that
\begin{equation}
B(v_n + w_n) - B(\bar{v} + \bar{w}) - B(v_n - \bar{v}) = \\
B_{\text{sym}}(v_n + \bar{w}, w_n - \bar{w}) + B(w_n - \bar{w}) + B_{\text{sym}}(\bar{v} + \bar{w}, v_n - \bar{v})
\end{equation}
where
\begin{equation}
B_{\text{sym}}(u_1, u_2) = B(u_1, u_2) + B(u_2, u_1).
\end{equation}
Using (2.35), (8.3) and (2.34) as well, we find that
\begin{align*}
|B(v_n + \bar{w}, w_n - \bar{w})| &\leq c_A |v_n + \bar{w}|^{1/2} |A(v_n + \bar{w})|^{1/2} |w_n - \bar{w}| \\
&\leq \frac{c_A}{\kappa_0} (|Av_n| + |A\bar{w}|) |w_n - \bar{w}| \\
&\leq c_A \left( \|v\|_X + \frac{\Gamma}{\kappa_0} \right) |w_n - \bar{w}| .
\end{align*}

\begin{align*}
|B(w_n - \bar{w}, v_n + \bar{w})| &\leq c_L |w_n - \bar{w}|^{1/2} |w_n - \bar{w}|^{1/2} |v_n + \bar{w}|^{1/2} |A(v_n + \bar{w})|^{1/2} \\
&\leq \frac{c_L}{\kappa_0 N^{1/2}} (|Av_n|^2 + |A\bar{w}|^2)^{1/2} |w_n - \bar{w}| \\
&\leq \frac{c_L}{\kappa_0 N^{1/2}} (\kappa_0 N \|v\|_X + |A\bar{w}|) |w_n - \bar{w}| \\
&\leq \frac{c_L}{\kappa_0 N^{1/2}} (\kappa_0 N \|v\|_X + \Gamma) |w_n - \bar{w}| ,
\end{align*}

\begin{align*}
|B(w_n - \bar{w})| &\leq c_A |w_n - \bar{w}|^{1/2} |A(w_n - \bar{w})|^{1/2} |w_n - \bar{w}| \\
&\leq \frac{c_A}{\kappa_0 N} |A(w_n - \bar{w})| |w_n - \bar{w}| \\
&\leq \frac{2c_A}{\kappa_0 N} \Gamma |w_n - \bar{w}| ,
\end{align*}
so that for each \( t \)
\begin{equation}
\int_{-\infty}^{s} e^{-\nu(s - \sigma)} A Q_N [B_{\text{sym}}(v_n + \bar{w}, w_n - \bar{w}) + B(w_n - \bar{w})] d\sigma \to 0 \quad \text{as} \quad n \to \infty ,
\end{equation}
by the Lebesgue dominated convergence theorem. Indeed, the integrand is bounded by
\begin{equation}
2 \tilde{\Gamma} \|w\|_Y e^{-\nu(s - \sigma)\kappa_0^2}
\end{equation}
where
\begin{equation*}
\tilde{\Gamma} = (c_A N + c_L N^{1/2}) \|v\|_X + \left( \frac{c_A}{\kappa_0} + \frac{c_L}{\kappa_0 N^{1/2}} + \frac{2c_A}{\kappa_0 N} \right) \Gamma ,
\end{equation*}
and goes to 0 at each \( \sigma \) since \( \|w_n(t, \sigma) - \bar{w}(\sigma)\| \to 0 \) when \( n \to \infty . \)
Let $k \in D(A)$. Note that the function $\sigma \mapsto e^{-\nu(s-\sigma)A}k$ if $\sigma \leq s$ and $\sigma \mapsto 0$ if $\sigma > s$ is in $L^1(\mathbb{R},H)$. Thus by (9.4) 

(9.11) $\int_{-\infty}^{s} e^{-\nu(s-\sigma)A}(Q_N(B(v_n(t,\sigma) - \bar{v}(\sigma)) + \bar{R}(t,\sigma)),k) \, d\sigma \to 0 \quad \text{as} \quad n \to \infty$.

We also have 

$$\left( \int_{-\infty}^{s} e^{-\nu(s-\sigma)A}Q_NB(\bar{v} + \bar{w},v_n - \bar{v}) \, d\sigma,k \right) = \int_{-\infty}^{s} Q_N(B(\bar{v} + \bar{w},e^{-\nu(s-\sigma)A}k),v_n - \bar{v}) \, d\sigma.$$ 

But by (2.35) we have that, as a function of $\sigma$

$$B(\bar{v}(\sigma) + \bar{w}(\sigma),e^{-\nu(s-\sigma)A}k) \in L^1((-\infty,s],H).$$

We conclude that 

$$\int_{-\infty}^{s} (e^{-\nu(s-\sigma)A}Q_NB(\bar{v} + \bar{w},v_n - \bar{v}),k) \, d\sigma \to 0 \quad \text{as} \quad n \to \infty.$$ 

For the other half of $B_{\text{sym}}(\bar{v} + \bar{w},v_n - \bar{v})$ we write

$$(e^{-\nu(s-\sigma)A}B(v_n - \bar{v},\bar{v} + \bar{w}),k) = (v_n - \bar{v},\theta(\sigma))$$

where (due to (2.36)) we have

$$|\theta(\sigma)| \leq \|\bar{v}(\sigma) + \bar{w}(\sigma)\|e^{-\nu(s-\sigma)\kappa_0}|k|^{1/2}|A_k|^{1/2} \quad \forall \sigma \leq s.$$ 

It follows that $\theta(\sigma) \in L^\infty((-\infty,s])$, and hence

$$\int_{-\infty}^{s} (e^{-\nu(s-\sigma)A}Q_NB(v_n - \bar{v},\bar{v} + \bar{w}),k) \, d\sigma \to 0 \quad \text{as} \quad n \to \infty.$$ 

In particular, for $k \in D(A)$, (9.8) now implies that

$$(\bar{w}(s) - (vA)^{-1}h + \int_{-\infty}^{s} e^{-\nu(s-\sigma)A}Q_N(B(\bar{v}(\sigma) + \bar{w}(\sigma)) - \bar{R}(t,\sigma))d\sigma,k) = 0$$

Since $D(A)$ is dense in $H$, we deduce that for each $t$

(9.12) $\bar{w}(s) = (vA)^{-1}h - \int_{-\infty}^{s} e^{-\nu(s-\sigma)A}Q_N(B(\bar{v}(\sigma) + \bar{w}(\sigma)) - \bar{R}(t,\sigma))d\sigma$.

Note that (9.12) implies that $Q_N\bar{R}(t,s)$ does not depend on $t$. Indeed, by the vector-valued version of the Lebesgue differentiation theorem we obtain that for each $t$ $Q_N\bar{R}(t,s) = r(s)$ for almost all $s$, so some function $r \in C(\mathbb{R},L^\infty(\mathbb{R},Q_NH)_{\text{weak}^*})$, which means that $Q_N\bar{R}$ is constant as a function in $C(\mathbb{R},L^\infty(\mathbb{R},H)_{\text{weak}^*})$.

Now observe that

$v_n(t,s) = v(t + t_n,s - t - t_n)$

$$= \int_{-\infty}^{t + t_n} e^{-\nu(t + t_n - \tau)A}[g - P_NB(v(\tau,s - t - t_n) + w(\tau,s - t - t_n))] \, d\tau$$

$$= \int_{-\infty}^{t} e^{-\nu(t - \tau)A}[g - P_NB(v(\tau + t_n,s - t - t_n) + w(\tau + t_n,s - t - t_n))] \, d\tau$$

$$= \int_{-\infty}^{t} e^{-\nu(t - \tau)A}[g - P_NB(v_n(\tau,s + \tau - t) + w_n(\tau,s + \tau - t))] \, d\tau$$
for all \( t, s \in \mathbb{R} \); consequently

\[
\int_{S_1}^{S_2} (v_n(t, s), k)\ ds = ((\nu A)^{-1}g, k)(S_2 - S_1)
\]

\[
= ((\nu A)^{-1}g, k)(S_2 - S_1)
\]

\[
- \int_{-\infty}^{t} \left[ \int_{S_1}^{S_2} (B(v_n(\tau, s + \tau - t) + w_n(\tau, s + \tau - t)), e^{-\nu(\tau-t)A}P_N k)\ ds \right] d\tau
\]

where \( k \in D(A), S_1 < S_2 \) are fixed (but otherwise arbitrary). By the convergence in (9.4) we can now pass to the limit in (9.13) by going through steps analogous to those from (9.7) to (9.12). Indeed, if \( k \) is an eigenvector of \( A \) with \( Ak = \lambda k \), then by (9.9)

\[
\int_{-\infty}^{t} \left[ \int_{S_1+\tau-t}^{S_2+\tau-t} (B(v_n(\tau, s) + w_n(\tau, s)), e^{-\nu(\tau-t)A}P_N k)\ ds \right] d\tau
\]

\[
= \int_{-\infty}^{t} \left[ \int_{S_1+\tau-t}^{S_2+\tau-t} (B(\bar{v} + \bar{w}) - \bar{R}, e^{-\nu(\tau-t)A}P_N k)\ ds \right] d\tau
\]

\[
+ \int_{-\infty}^{t} \left[ \int_{S_1+\tau-t}^{S_2+\tau-t} (B_{sym}(v_n + \bar{w}, w_n - \bar{w}) + B(w_n - \bar{w}), e^{-\nu(\tau-t)A}P_N k)\ ds \right] d\tau
\]

\[
+ \int_{-\infty}^{t} e^{-\nu(\tau-t)\lambda} \left[ \int_{S_1+\tau-t}^{S_2+\tau-t} (B_{sym}(\bar{v} + \bar{w}, v_n - \bar{v}), P_N k)\ ds \right] d\tau
\]

\[
+ \int_{-\infty}^{t} e^{-\nu(\tau-t)\lambda} \left[ \int_{S_1+\tau-t}^{S_2+\tau-t} (\bar{R} + B(v_n - \bar{v}), P_N k)\ ds \right] d\tau
\]

On the right-hand side the second, third and fourth terms go to 0 as \( n \to \infty \). In the second term we use a bound similar to (9.10) and the Lebesgue dominated convergence theorem. For the third and fourth note first that the integrands are bounded by \( L^1 \) functions, thus it suffices to show that for fixed \( \tau \) the integrals

\[
\int_{S_1+\tau-t}^{S_2+\tau-t} (B_{sym}(\bar{v} + \bar{w}, v_n - \bar{v}), k)\ ds
\]

and

\[
\int_{S_1+\tau-t}^{S_2+\tau-t} (\bar{R} + B(v_n - \bar{v}), k)\ ds
\]

go to 0 as \( n \to \infty \). For the latter, note that the function \( \chi_{[S_2+\tau-t,S_1+\tau-t]}\ k \) is in \( L^1(\mathbb{R}, H) \), where \( \chi_I \) is the characteristic function of an interval \( I \), and use (9.4). For the former, write \( (B_{sym}(\bar{v} + \bar{w}, v_n - \bar{v}), k) = (v_n(t, s) - \bar{v}(s), \psi(s)) \) and note that, as above, by (2.35) and (2.36) \( \chi_{[S_2+\tau-t,S_1+\tau-t]}\psi(s) \) is in \( L^1(\mathbb{R}, H) \) and therefore we obtain the convergence by (9.3).
Setting $\bar{u} = \bar{v} + \bar{w}$, we obtain
\[
\int_{S_1}^{S_2} (\bar{v}(s), k) \, ds - ((\nu A)^{-1} g, k)(S_2 - S_1) = -\int_{-\infty}^{t} \left[ \int_{S_1 + \tau - t}^{S_1 + \tau} (B(\bar{u}(s)) - \bar{R}(\tau, s), e^{-\nu(t-\tau)A} P_N k) \, ds \right] \, d\tau
\]
\[
= -\int_{-\infty}^{t} \left[ \int_{S_1}^{S_1 + \tau - t} (B(\bar{u}(s + \tau - t)) - \bar{R}(\tau, s + \tau - t), e^{-\nu(t-\tau)A} P_N k) \, ds \right] \, d\tau
\]
\[
= -\int_{S_1}^{S_2} \left( \int_{-\infty}^{t} e^{-\nu(t-\tau)A} P_N [B(\bar{u}(s + \tau - t)) - \bar{R}(\tau, s + \tau - t)] \, d\tau, k \right) \, ds
\]
\[
= -\left( \int_{S_1}^{S_2} \left\{ \int_{-\infty}^{s} e^{-\nu(s-\sigma)A} P_N [B(\bar{u}(\sigma)) - \bar{R}(t - s + \sigma, \sigma)] \, d\sigma \right\} \, ds, k \right).
\]

Since for fixed $S_1 < S_2$, $t$ in $\mathbb{R}$, $k$ can run over all linear combinations of eigenvectors of $A$, of which are dense in $H$, we deduce
\[
\int_{S_1}^{S_2} \left\{ \bar{v}(s) - \int_{-\infty}^{s} e^{-\nu(s-\sigma)A} [g - P_N B(\bar{u}(\sigma)) + P_N \bar{R}(t - s + \sigma, \sigma)] \, d\sigma \right\} \, ds = 0
\]
for all $S_1 < S_2$, $t$ in $\mathbb{R}$.

The final function in braces above is in $L^1([-S, S], H)$ for all $S > 0$. Therefore, the vector-valued version of Lebesgue’s differentiation theorem now implies
\[
(9.14) \quad \bar{v}(s) = \int_{S_1}^{S_2} e^{-\nu(s-\sigma)A} [g - P_N B(\bar{u}(\sigma)) + P_N \bar{R}(t - s + \sigma, \sigma)] \, d\sigma
\]
for $s \notin \Sigma_t$, where the measure of $\Sigma_t$ is 0. Note that since $C(\mathbb{R}, L^\infty(\mathbb{R}, H))_{\text{weak}^*} \subset L^1_{\text{loc}}(\mathbb{R}^2)$, both the right- and left-hand sides of (9.14) are in $L^1_{\text{loc}}(\mathbb{R}^2)$, and therefore by Fubini’s theorem (9.14) holds for almost all pairs $(t, s) \in \mathbb{R}^2$. By substituting $(t, s)$ with $(t + \tau, s + \tau)$ we obtain that for almost all $t, s$
\[
(9.15) \quad \bar{v}(s + \tau) = \int_{-\infty}^{s+\tau} e^{-\nu(s+\tau-\sigma)A} [g - P_N B(\bar{u}(\sigma)) + P_N \bar{R}(t - s + \sigma, \sigma)] \, d\sigma
\]
holds for almost all $\tau$. Fix such $t, s$ that (9.15) holds for almost all $\tau$. Then the right-hand side of (9.15) is continuous in $\tau$ and hence $\bar{v}$ coincides almost everywhere with continuous function. Thus, we can suppose that $\bar{v}$ is (absolutely) continuous. Taking the derivative with respect to $\tau$ of (9.15), we obtain that for almost all $(t, s) \in \mathbb{R}^2$,
\[
\frac{d\bar{v}(s + \tau)}{ds} + \nu A\bar{v}(s + \tau) + P_N B(\bar{u}(s + \tau), \bar{u}(s + \tau)) = g + P_N \bar{R}(t + \tau, s + \tau),
\]
for almost all $\tau$. It follows that
\[
\frac{d\bar{v}(s)}{ds} + \nu A\bar{v}(s) + P_N B(\bar{u}(s), \bar{u}(s)) = g + P_N \bar{R}(t, s),
\]
for almost all $t, s$. We therefore obtain that the function $\bar{R} \in C(\mathbb{R}, L^\infty(\mathbb{R}, H)_{\text{weak}^*})$ is almost everywhere equal to some fixed element of $L^\infty(\mathbb{R}, H)$. Since $\bar{R}$ is continuous, this equality holds everywhere, thus $\bar{R}$ does not depend on $t$. □
10. Stationary solutions of (4.9)

Recall that \( u_0 \in H \) is stationary for (2.5) if
\[
\nu A u_0 + B(u_0, u_0) = f.
\]

Clearly, if
\[
(10.1) \quad v(0, \cdot) = P_N u_0(\cdot),
\]
then \( v(t, \cdot) = P_N u_0(\cdot) \) for all \( t \) is a stationary solution of (4.9). In fact by Theorem 7.1 any stationary solution \( v(t, s) \) of (4.9) which is constant in \( s \) must satisfy (10.1).

The set of all stationary solutions of (4.9) may, however, be much larger than the set of constant functions in \( X \) that are the projections of the stationary solutions of (2.5) as in (10.1). In fact we show in [11] that a determining form for the Lorenz system has stationary solutions which are not in the global attractor of the Lorenz system.

A solution \( v(t, \cdot) \) is a stationary solution of (4.9) if and only if \( v(t, s) = v_0(s) \) for all \( t \) and
\[
\nu A v_0(s) = g - P_N B(\varphi v_0(s) + W(v_0)(s)),
\]
that is, if and only if it satisfies the following differential algebraic equation
\[
(10.2) \quad \nu A v_0(s) = g - P_N B(\varphi v_0(s) + w_0(s)),
\]
\[
(10.3) \quad \frac{d w_0(s)}{ds} + \nu A w_0(s) = h - Q_N B(\varphi v_0(s) + w_0(s)),
\]
where \( w_0 = W(v_0) \). In this case the energy and enstrophy balances are
\[
(10.4) \quad \frac{1}{2} \frac{d}{ds} |w_0|^2 + \nu \|u_0\|^2 = (f, u_0),
\]
\[
(10.5) \quad \frac{1}{2} \frac{d}{ds} \|w_0\|^2 + \nu |A u_0|^2 = (f, A u_0),
\]

where \( u_0 = v_0 + w_0 \) (compare to (2.20), (2.21)).

It is shown in [8] that solutions on the global attractor of the NSE must satisfy \( \nu ||u(t)||^2 \leq |f||u(t)| \) for all \( t \in \mathbb{R} \), with equality holding for some \( t \) if and only if \( f \) is an eigenvector of \( A \). One might ask if at least the stationary solutions of (4.9) satisfy an analogous property. We will give below a partial answer for this case, which involves an application of (10.4), (10.5).

Let \( u_0 = v_0 + w_0 \). We first prove the following:

**Lemma 10.1.** Let \( w_0 \) and \( v_0 \) satisfy (10.2) and (10.3), and let \( \sigma_0 < \sigma_1 \). Suppose that \( |w_0(s)| \) is nondecreasing in \( (\sigma_0, \sigma_1) \), then

(i) \( \nu \|u_0(s)\|^2 \leq |f||u_0(s)| \) for all \( s \in (\sigma_0, \sigma_1) \).

(ii) If, in addition, \( w_0(s) \) is nonzero for all \( s \in (\sigma_0, \sigma_1) \), \( ||w_0(s)||^2/|w_0(s)| \) is nondecreasing, and for some \( s_0 \in (\sigma_0, \sigma_1) \), we have \( ||u_0(s_0)||^2/|u_0(s_0)| = |f|/\nu \), then \( f \) is an eigenvector of \( A \) for the eigenvalue \( \lambda^0 = ||u_0(s_0)||^2/|u_0(s_0)|^2 \), \( \lambda^0 > (N\kappa_0)^2 \), and \( f = Q_N f \).

**Proof.** In the proof we drop the subscript on \( w_0, v_0, u_0 \), to simplify notation. Denote \( \chi_w = ||w||^2/|w| \), \( \chi_u = ||u||^2/|u| \), \( \lambda_w = ||w||^2/|w|^2 \), \( \lambda_u = ||u||^2/|u|^2 \). Since \( w(s) \neq 0 \) in \( (\sigma_0, \sigma_1) \), these quantities are well-defined. From (10.4) and the fact that \( |w| \) is nondecreasing it follows that \( (f, u) - \nu \|u\|^2 \geq 0 \), which in turn implies that \( \chi_u(s) \leq |f|/\nu \), proving (i).
Passing to the proof of (ii), we start by observing that from (10.4), (10.5) it follows that
\begin{equation}
\chi_w(s) - \chi_w(s_0) = 
\int_{s_0}^{s} 2\nu \frac{|f|}{|w|} \left[ \frac{\lambda}{2} u^2 \left( \frac{f}{2\nu} - |u| \right) - \frac{\lambda u^2}{2} |w| \right] ds.
\end{equation}

By (i), since $|w|$ is nondecreasing, and the assumption $\chi_u(s_0) = |f|/\nu$, we deduce from (10.4) that $(f, u) = |f||u|$; hence we have $u(s_0) = cf$, where $c = |f|^2/\nu f^2$.

Since $\chi_w$ is assumed to be nondecreasing, the integrand in (10.6) is nonnegative for almost all $\sigma$; also every summand in it is continuous, except for $|f|^2/\nu f^2$, which is lower semicontinuous. This suffices however, to ensure that the integrand is in fact nonnegative at every point of $(\sigma_0, \sigma_1)$.

In particular, at the point $s_0$ we have that $\|u\|^2 = (f/\nu, u)$, thus it follows that
\begin{equation}
|f| \frac{\lambda u(s_0)}{2} u(s_0) = 0,
\end{equation}

hence $(A - \lambda^0) f = 0$, where $\lambda^0 = u(s_0)$. Indeed,
\begin{equation}
(A - \lambda^0) f = (A - \lambda^0) f - \lambda^0 f = \nu \|f\|^2 (A - \lambda^0) u(s_0) - \frac{\lambda^0}{2} f = \frac{\nu \|f\|^2 f}{2\nu} - \frac{\lambda^0}{2} f = 0.
\end{equation}

If $\lambda^0 \leq (N\kappa_0)^2$ it would follow that $f = g$, which gives that $w(s_0) = 0$, but this is contrary to our assumption. Thus we have that $\lambda^0 > (N\kappa_0)^2$, and so $f = h$, $g = 0$, $v(s_0) = 0$, $w(s_0) = h/\nu \lambda^0$ and $Ah = \lambda^0 h$.

Let $h_0 = h/\nu \lambda^0$. Now we need the following lemma:

**Lemma 10.2.** Assume that $v_0$ and $w_0$ satisfy (10.2) and (10.3), and that $g = 0$ and $h$ is an eigenvector of $A$. Then for large enough $N$, $v(s) = 0$ and $w(s) = h_0$ for all $s$, where $\lambda^0$ is an eigenvalue of $A$.

**Proof.** Once again, denote $u_0, v_0, u_0$ by $w, v, u$ for simplicity. From (10.2), (2.32), and (4.28) we obtain that
\begin{equation}
\nu \|v\|^2 = -(B(w, w), v) = -(B(w, w), v) + (B(v, v), w) 
\leq (B(w, w), v) + c_T \|v\|^2 \frac{(\ln eN)^{1/2}}{\kappa_0 N},
\end{equation}
whence
\begin{equation}
\nu \|v\|^2 \left[ 1 - c_T \frac{G^2(G, N)}{N} (\ln eN)^{1/2} \leq - (B(w, w), v).
\end{equation}

By denoting $w = h_0 + \delta$ we have
\begin{equation}
-(B(w, v), v) = -(B(\delta, v), v) - (B(h_0, \delta), v) 
\leq (\ln eN)^{1/2} (\|c_T \|v\| + c_B \|h_0\|) \|v\| 
\leq (\ln eN)^{1/2} (c_T \frac{\nu G^2(G, N)}{N} + c_B \frac{\kappa_0^2}{\lambda^0}) \|v\| \delta.
\end{equation}

From (10.8) and (10.9) we obtain
\begin{equation}
\|v\| \left[ 1 - c_T \frac{G^2(G, N)}{N} (\ln eN)^{1/2} \leq (\ln eN)^{1/2} (c_T \frac{G^2(G, N)}{N} + c_B \frac{\kappa_0^2}{\lambda^0}) \|v\| \delta.
\end{equation}
Therefore if

\[ N > 2c_T G^β(G, N)(\ln eN)^{1/2}, \]

we have the bound

\[ \|v\| \leq c_1 \|δ\|, \]

where

\[ c_1 = 2(\ln eN)^{1/2} \frac{G}{N}(c_T G^β(G, N) + c_B \frac{1}{N}). \]

Now using (10.3) and (10.12) we obtain that

\[ \frac{1}{2} \frac{d}{ds} [δ^2 + ν \|δ\|^2] = -(B(u, u), δ) = -(B(v + h₀ + δ, v + h₀), δ) \]

\[ \leq c_T (\ln eN)^{1/2} \|v\|\|h₀\|\|δ\| + c_L \|δ\|\|h₀\| + c_T (\ln eN)^{1/2} \|v\|\|v\|\|δ\| \]

\[ \leq ν (c_T c₁ (\ln eN)^{1/2} + c_L) \frac{G}{N^2} \|δ\|^2 + c_T c₁ (\ln eN)^{1/2} \|v\|\|v\|\|δ\|. \]

It follows from Lemma 3.1 and Theorem 6.2, that if \( N \) is such that (10.11) holds and moreover

\[ N^2 > 2G(c_T c₁ (\ln eN)^{1/2} + c_L), \]

\[ N > 2c_T c₁ (G + c_T (\ln eN)^{1/2}G^2(6 + β(G, N))β(G, N) + Gβ(G, N)), \]

then \( δ(s) = 0 \) for all \( s \). Therefore from (10.12) we have for all \( s \) that \( v(s) = 0 \), and hence \( u(s) = h/νX₀ = w(s) \). Since \( h \) is an eigenvector of \( A \), it follows from (10.4) that \( Ah = λ₀h \). \( \square \)

Therefore we obtain the following proposition.

**Proposition 10.3.** Suppose \( N \) satisfies (10.11) and (10.13). If the assumptions of Lemma 10.1 hold for \( ν₀ = W(ν₀) \) for some stationary solution \( ν₀ \) of (4.9), then any stationary solution of (4.9) is zero.

We finish by simplifying the conditions on \( N \) in Proposition 10.3. Suppose that \( G \gg 1 \) and

\[ N > CG(\ln eN)^{1/2}, \]

for some sufficiently large constant \( C \). Then (10.11) holds and moreover \( β(G, N) \leq 36c_T /C \), and so \( β(G, N) \) is small provided that \( C \) is large enough. Choose \( C \) such that \( β(G, N) < 1 \). Then \( c₁ ≤ 2(c_T + c_B)/C \). Choose \( C \), so that also \( c₁ < 1 \). Moreover, the bound in Theorem 6.2 is less than \( ν₀(G + 2c_T G^2(\ln eN)^{1/2}) \leq C_2G^2(\ln eN)^{1/2} \) for some constant \( C_2 \), which does not depend on \( C \), since \( G \gg 1 \). We obtain then that the first inequality in (10.13) holds, and to satisfy the second inequality in (10.13), it suffices to take

\[ N > εG^2(\ln eN)^{1/2}, \]

for any fixed \( ε \) (provided that \( G \) is large). Note that if (10.15) holds then (10.14) also holds. It follows that conclusion of Proposition 10.3 is true as long as inequality (10.15) holds for \( N \).
11. Another approach

We present now in a concise manner an approach producing an ODE similar to (4.9) for the determining modes $P_N u$, which however can also be obtained for other determining parameters such as nodal values, finite elements, local spatial averages and interpolants on fine enough spatial grids (see, e.g., [3, 21, 20, 24], for works related to various determining parameters). We first outline this approach for the case of determining modes so it can be compared to the first approach. Then we will state some results for other interpolants. This unified approach is fully developed in [12].

Let $u(\cdot)$ be a trajectory in $A$, and suppose $w$ satisfies the equation

$$\frac{dw}{ds} + \nu A w + B(w, w) = f - \nu \kappa_0^2 \mu P_N (w - u),$$

for $s > s_0$, with $w(s_0) \in H$. Here $\mu > 0$ is a damping dimensionless parameter to be determined later in terms of the Grashof number $G$.

The difference $\delta = w - u$ then satisfies

$$\frac{d\delta}{ds} + \nu A \delta + B(\delta, u) + B(u, \delta) + B(\delta, \delta) = -\nu \kappa_0^2 \mu P_N \delta$$

and hence

$$\frac{1}{2} \frac{d}{ds} |\delta|^2 + \nu \|\delta\|^2 + (B(\delta, u), \delta) = -\nu \kappa_0^2 \mu |P_N \delta|^2$$

$$= -\nu \kappa_0^2 \mu |\delta|^2 + \nu \kappa_0^2 \mu |Q_N \delta|^2$$

$$\leq -\nu \kappa_0^2 \mu |\delta|^2 + \frac{\nu \mu}{(N + 1)^2} \|Q_N \delta\|^2.$$

Now take $\mu$ large enough so that

$$\alpha = 1 - 2c_L^2 G^2 + 2\mu > 0,$$

and then $N$, large enough, so that

$$\frac{\mu}{(N + 1)^2} \leq \frac{1}{4}.$$

We then have that

$$\frac{1}{2} \frac{d}{ds} |\delta|^2 + \nu \|\delta\|^2 \leq c_L |\delta| |\delta| |u| - \nu \kappa_0^2 \mu |\delta|^2 + \frac{\nu \mu}{(N + 1)^2} \|\delta\|^2$$

$$\leq \frac{\nu}{4} \|\delta\|^2 + \frac{c_L^2}{\nu} |\delta|^2 \|u\|^2 - \nu \kappa_0^2 \mu |\delta|^2 + \frac{\nu}{4} \|\delta\|^2$$

$$\leq \frac{\nu}{2} \|\delta\|^2 + \frac{c_L^2}{\nu} \nu \kappa_0^2 G^2 |\delta|^2 - \nu \kappa_0^2 \mu |\delta|^2$$

so that

$$\frac{d}{ds} |\delta|^2 + \alpha \nu \kappa_0^2 |\delta|^2 \leq 0,$$

and

$$|\delta(s)| \leq |\delta(s_0)| e^{-\alpha \nu \kappa_0^2 (s-s_0)}.$$

If the solution $w(s)$ to equation (11.1) is defined for all $s \in [s_0, \infty)$, then $\delta(s) \to 0$ as $s \to \infty$. Moreover, if $w$ is defined, and bounded on $(-\infty, \infty)$, then $\delta(s) = 0$ for all $s \in \mathbb{R}$. Thus, if we first choose $\mu$ to satisfy (11.2), and then $N$ to satisfy (11.3), the only bounded solution to (11.1) on $(-\infty, \infty)$ is $w = u$. 
The analog $\tilde{W}$, of the map $W$ defined in Section 4 is now given as follows: let $v \in C_b(\mathbb{R}, P_N V)$ and let $w = \tilde{W}(v)$ be the unique solution of the equation

$$
\frac{dw}{ds} + \nu Av + B(w) = f - \nu \kappa_0^2 \mu P_N (w - v)
$$

that is bounded on $\mathbb{R}$. This solution can be constructed using a Galerkin approximation. The uniqueness of $w$ can be proven by the same method as in the proof of Lemma 4.1; To obtain an a priori estimate, first note that

$$
\frac{1}{2} \frac{d}{ds} \|w\|^2 + \nu \|Aw\|^2 = (f, Aw) - \nu \kappa_0^2 \mu |P_N Aw|^2 + \nu \kappa_0^2 \mu (v, Aw)
$$

so

$$
\frac{d}{ds} \|w\|^2 + 2\nu \|Aw\|^2 \leq 2(|f| + \nu \kappa_0 \|v\|_X)|Aw|,
$$

and we have by Lemma 3.1

$$
\|w\| \leq \frac{|f|}{\nu \kappa_0} + \mu \|v\|_X.
$$

It is easy to show that if $v(\cdot) = P_N u(\cdot)$ for a trajectory $u(\cdot)$ in $\mathcal{A}$, then $\tilde{W}(v) = u$. This suggests that we study the following analog of (4.9)

$$
\frac{dv(t)}{dt} = P_N f - \nu Av(t) - P_N B(\tilde{W}(v(t))) .
$$

The fact that for large $\mu$ the map $\tilde{W} : v \mapsto \tilde{W}(v)$ is Lipschitz is again obtained by a method similar to the one used in the proof of Corollary 5.2, and that the right-hand side of (11.5) is locally Lipschitz as a map from the space $C_b(\mathbb{R}, P_N V)$ to itself is proved similarly. With these considerations the differential equation (11.5) is an ODE in the space $C_b(\mathbb{R}, P_N V)$. Note that the ODE (11.5) depends not only on $N$, but also on the parameter $\mu$ through the function $\tilde{W}$.

As in Section 7, translation invariant solutions of (11.5) are exactly those that come from the NSE. For example, if $v$ is translation invariant, then

$$
v(t)(s) = v(t+s)(0) = v_0(t+s) \quad \text{and} \quad w(t)(s) = w(t+s)(0) = w_0(t+s).
$$

Moreover, since

$$
\frac{dv_0}{ds} = \frac{dv_0}{dt} \quad \text{at } s + t,
$$

we rewrite (11.5) as

$$
\frac{dv}{ds} + \nu Av + P_N B(w) = P_N f ,
$$

and subtract $P_N$ applied to (11.1)

$$
\frac{dP_N w}{ds} + \nu A P_N w + P_N B(w) = P_N f - \nu \kappa_0^2 \mu P_N (w - v)
$$

to obtain

$$
\frac{d\xi}{ds} + \nu A \xi = \nu \kappa_0^2 \mu \xi,
$$

where $\xi = v - P_N w = P_N (v - w)$. Since $\xi(s)$ is defined and bounded for all $s \in \mathbb{R}$, and (11.7) is linear, we have $\xi(s) = 0$ for all $s \in \mathbb{R}$, provided that $\kappa_0^2 \mu$ is not an eigenvalue of $A$, which can always be achieved. As a consequence (11.1) reduces to the NSE.

Note that we do not have to prepare the nonlinear term as was done in (4.9) with the cut-off function $\varphi$ in order to establish these properties. Preparation of
the nonlinear term is, however, needed if we want to prove the existence of absorbing ball for (11.5).

One advantage that (11.5) has over (4.9) comes in the study of stationary solutions. The analog for (11.5) of the DAE in Section 10 is

\[
\nu Av + P_N B(w) = P_N f \\
\frac{dw}{ds} + \nu Aw + B(w) = f - \nu \kappa_0^2 \mu P_N (w - v).
\]

Note that the algebraic relation can be solved explicitly

\[
v = \nu^{-1} A^{-1} P_N (f - B(w)).
\]

Thus in contrast with (5.3), stationary solutions of (11.5) are directly associated with the globally bounded solutions of an explicit Navier-Stokes type equation in \(H\), namely

(11.8) \[\frac{dw}{ds} + \nu [A + \kappa_0^2 \mu P_N] w + [I + \kappa_0^2 \mu P_N A^{-1} P_N] B(w) = [I + \kappa_0^2 \mu P_N A^{-1} P_N] f.\]

The study of the equations (11.5) and (11.8) for various types of determining parameters will be presented in [12].

In [12] we also study a larger class of determining parameters. In particular as those described below. Let \(J\) be a bounded linear operator on \(H\) (approximating the identity) satisfying the following conditions:

(i) \(|\phi - J(\phi)| \leq c_1 h^2 |A\phi|\), for every \(\phi \in D(A)\), where \(h\) is the size of the grid; moreover, \(h^2\) is required to be at most \(O((\kappa_0^2 G \log(1 + G))^{-1})\), i.e. \(N = (\kappa_0 h)^{-2}\) is of the order of \(O(G \log(1 + G))\).

(ii) \(JH \subset D(A^2)\)

(iii) there exists a linear bounded operator \(K\) on \(H\) such that \(JA = K\) on \(D(A)\). Such \(J(u)\) is a determining system of parameters for (2.5). This is proven as before by using the equation

(11.9) \[\frac{dw}{ds} + \nu Aw + B(w, w) = f - \mu \kappa_0^2 (J(w) - J(u)),\]

where \(\mu\) is in the appropriate interval.

The map \(W\) is defined using this equation instead of (11.1). Now the equation which replaces the equation (11.5) is the following

(11.10) \[\frac{dv}{dt} + \nu JAW(v) - \nu \kappa_0^{-2} P_{JH} A^2 (JW(v(t)) - v(t)) + JB(W(v(t))) = Jf\]

which is an ordinary differential equation in the ball \(B(0, R(\eta, \mu))\) of the space \(X = C_b(\mathbb{R}, J(H))\). In (11.10) \(P_{JH}\) denotes the orthogonal projection of \(H\) onto the closure of the range of \(J\).

We conclude this summary by observing that given a finite rank linear operator \(J\) on \(H\) satisfying the condition (i), then for every sufficiently small \(\varepsilon > 0\) there exists a \(J'\) satisfying all conditions (i)-(iii) and such that the norm of \(J - J'\) as an operator on \(H\) is less then \(\varepsilon\).
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