Elliptic Harnack’s inequality for a singular nonlinear parabolic equation in non-divergence form

Tapio Kurkinen  |  Mikko Parviainen  |  Jarkko Siltakoski

Department of Mathematics and Statistics, University of Jyväskylä, Jyväskylä, Finland

Correspondence
Tapio Kurkinen, Department of Mathematics and Statistics, University of Jyväskylä, P.O. Box 35, Jyväskylä FI-40014, Finland.
Email: tapio.j.kurkinen@jyu.fi

Abstract
We prove an elliptic Harnack’s inequality for a general form of a parabolic equation that generalizes both the standard parabolic $p$-Laplace equation and the normalized version that has been proposed in stochastic game theory. This version of the inequality does not require the intrinsic waiting time and we get the estimate with the same time level on both sides of the inequality.
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1  |  INTRODUCTION

In his monograph, DiBenedetto [5, Theorem VII.1.2] proved elliptic Harnack’s inequality for the divergence form $p$-parabolic equation in the supercritical case. In this case, the intrinsic waiting time required for degenerate parabolic equations is no longer needed. Instead he established Harnack’s inequality with the same time level on both sides of the estimate akin to the elliptic case.

In this paper, we prove elliptic Harnack’s inequality for the following general non-divergence form version of the non-linear parabolic equation:

$$\partial_t u = |\nabla u|^{q-p} \text{div} (|\nabla u|^{p-2} \nabla u) = |\nabla u|^{q-2} (\Delta u + (p-2) \Delta_{\infty} u),$$

(1.1)

for a natural range of exponents. When $q = 2$, we get the normalized $p$-parabolic equation arising from the game theory, and when $q = p$, it is the standard $p$-parabolic equation.

Elliptic Harnack’s inequality, Theorem 2.1, states that a non-negative solution satisfies the following local a priori estimate:

$$\gamma^{-1} \sup_{B_r(x_0)} u(\cdot,t_0) \leq u(x_0,t_0) \leq \gamma \inf_{B_r(x_0)} u(\cdot,t_0).$$
DiBenedetto’s proof uses the theory of weak solutions. Since the equation is in a non-divergence form, unless \( q = p \), the usual weak theory based on integration by parts is not available in our case. Our proof uses the parabolic (forward) Harnack’s inequality proven by Parviainen and Vázquez [26] to estimate the solution in the past, constructing an explicit supersolution with infinite boundary values and using the comparison principle to get an estimate at our original time level. The idea both in the proof of the forward Harnack as well as in the derivation of the explicit supersolution is based on an equivalence result. Heuristically speaking, radial solutions to the original non-divergence form problem can be interpreted as solutions to the divergence form \( p \)-parabolic equation, but in a fictitious space dimension \( d \).

Nash discussed the possibility of elliptic Harnack’s inequality for a parabolic equation in [24]. Later Moser [22] pointed out that such an estimate does not hold for the heat equation. For the \( p \)-parabolic equation, elliptic Harnack’s inequality is obviously false if \( p > 2 \), and holds for \( \frac{2n}{n+1} < p < 2 \). In addition to [5], Harnack’s inequalities in the singular range have been studied, for example, by Dibenedetto, Gianazza and Vespri in [7, 8] and [9]. The intrinsic forward Harnack’s inequality for weak solutions of the \( p \)-parabolic equation was proven by Dibenedetto in [4] and [10], see also [5], and later for equations with growth of order \( p \) by Dibenedetto, Gianazza and Vespri in [6] and by Kuusi in [20]. For non-divergence form equations, parabolic Harnack’s inequalities and related Hölder regularity under additional restrictions were studied by Cordes [3] and Landis [21]. With bounded and measurable coefficients parabolic Harnack’s inequality was established by Krylov and Safonov [19].

Since the Equation (1.1) is in non-divergence form except in a special case, the solutions in this paper are understood in the viscosity sense. The suitable concept of viscosity solutions to the general equations (1.1) was established by Ohnuma and Sato [25]. In the special case \( q = 2 \), we get the normalized \( p \)-parabolic equation that arises from the stochastic game theory [23]. This non-divergence form special case as well as the general equation (1.1) have recently received attention in the works of Jin-Silvestre [17], Imbert-Jin-Silvestre [15], Høeg-Lindqvist [14], and Dong-Fa-Zhang-Zhou [12] in addition to [26].

### 2 MAIN RESULTS

Denote

\[
\Delta^q_p u := |\nabla u|^{q-p} \operatorname{div} (|\nabla u|^{p-2} \nabla u) = |\nabla u|^{q-2} (\Delta u + (p-2) \Delta^N u),
\]

(2.1)

where \( p > 1 \) and \( q > 1 \) are real parameters and

\[
\Delta^N u = \sum_{i,j=1}^{n} \frac{\partial_{x_i} u \partial_{x_j} u \partial_{x_i x_j} u}{|\nabla u|^2}
\]

so the Equation (1.1) gets the form \( \partial_t u = \Delta^q_p u \). Because the dimensions of the sets play part in some of the estimates, we shall denote

\[
Q^-_r(\theta) = B_r(0) \times (-\theta r^q, 0),
\]

\[
Q^+_r(\theta) = B_r(0) \times (0, \theta r^q),
\]
where $\vartheta$ is a positive parameter that determines the time-wise length of the cylinder relative to $r^q$. We denote the union of these sets as

$$Q_r(\vartheta) = Q_r^+(\vartheta) \cup Q_r^-(\vartheta)$$

and when not located at the origin, we denote

$$(x_0, t_0) + Q_r^-(\vartheta) = B_r(x_0) \times (t_0 - \vartheta r^q, t_0],$$

$$(x_0, t_0) + Q_r^+(\vartheta) = B_r(x_0) \times (t_0, t_0 + \vartheta r^q),$$

$$(x_0, t_0) + Q_r(\vartheta) = B_r(x_0) \times (t_0 - \vartheta r^q, t_0 + \vartheta r^q).$$

Our main result is that non-negative viscosity solutions to (1.1) satisfy the following elliptic Harnack’s inequality if the following range condition holds:

$$2 > q > \begin{cases} 
1 & \text{if } p \geq \frac{1+n}{2}, \\
\frac{2(n-p)}{n-1} & \text{if } 1 < p < \frac{1+n}{2}.
\end{cases} \tag{2.2}$$

We inspect the optimality of this range after the formulation of the theorem.

**Theorem 2.1** (Elliptic Harnack’s inequality). Let $u \geq 0$ be a viscosity solution to (1.1) in $Q_{-1}(1)$ and the range condition (2.2) holds. Fix $(x_0, t_0) \in Q_{-1}(1)$. Then, for any $\sigma > 1$, there exist $\gamma = \gamma(n, p, q, \sigma)$ and $c = c(n, p, q, \sigma)$ such that

$$\gamma^{-1} \sup_{B_r(x_0)} u(\cdot, t_0) \leq u(x_0, t_0) \leq \gamma \inf_{B_r(x_0)} u(\cdot, t_0),$$

whenever $(x_0, t_0) + Q_{\sigma r}(\vartheta) \subset Q_{-1}(1)$ where

$$\vartheta = cu(x_0, t_0)^{2-q}.$$  

Our proof relies on comparison principle and parabolic Harnack’s inequality proven for viscosity solutions of (1.1) in [26] and construction of an explicit viscosity supersolution with infinite boundary values. Existence of such solutions relies on the singularity of the equation and was proven for the $p$-parabolic case in [2, Theorem 4.1]. Here, we constructed a concrete solution in order to obtain an explicit proof at each step. If $q$ approaches either end point of range (2.2), the constant $\gamma$ tends to infinity and $c$ approaches zero.

Elliptic Harnack’s inequality may fail outside of the range condition (2.2). To illustrate this, recall a result by Parviainen and Vázquez [26] according to which radial viscosity solutions to (1.1) are equivalent to weak solutions of the one-dimensional equation

$$\partial_t u - \kappa \Delta_{q,d} u = 0 \quad \text{in } (-R, R) \times (0, T). \tag{2.3}$$

Here, $\kappa := (p - 1)/(q - 1)$ and (denoting by $u_r$ the radial derivative of $u$)

$$\Delta_{q,d} u := |u_r|^{q-2} \left((q - 1)u_{rr} + \frac{d-1}{r} u_r \right).$$
is heuristically the usual radial $q$-Laplacian in a fictitious dimension

$$d := \frac{(n-1)(q-1)}{p-1} + 1.$$ 

If $d$ happens to be an integer, then solutions to (2.3) are equivalent to radial weak solutions of the $q$-parabolic equation in $B_R \times (0, T) \subset \mathbb{R}^{d+1}$. On the other hand, the counterexamples in [9, p. 140] show that elliptic Harnack’s inequality for the $q$-parabolic equation in $\mathbb{R}^{d+1}$ holds only in the range $2d/(d+1) < q < 2$, from which one can derive the range condition (2.2) by recalling the definition of $d$. In fact, the counterexample in [9] directly translates into our context even when $d$ is not an integer. To see this, suppose that $1 < p < (1+n)/2$ and set $q = 2(n-p)/(n-1)$. Then, in particular $q > 1$. We define in radial coordinates

$$u(r, t) := \left( |r|^{2d/(d-1)} + e^{\kappa bt} \right)^{-(d-1)/2} \quad \text{for all } r \in \mathbb{R}.$$ 

By a direct computation, $u$ satisfies (2.3) classically in $(-R, -\delta) \cup (\delta, R)$ for any $R > 0$ and small $\delta > 0$. Letting $\delta \to 0$ then shows that $u$ is a weak solution in the sense of [26] and therefore a viscosity solution to (1.1) in $\mathbb{R}^{n+1}$. However, $u$ fails to satisfy elliptic Harnack’s inequality since $u(0, t) / u(1, t) \to 0$ as $t \to -\infty$.

Finally, we point out that in the case $q = p$, the range condition becomes

$$2 > p > \frac{2n}{n+1} = : p_*$$ 

the so-called supercritical $p$-parabolic equation for which we have both intrinsic [6, 20] and elliptic Harnack’s inequality [5]. As mentioned, in the subcritical case $p \leq p_*$ both of the inequalities fail [9] but there are some known Harnack-type results, see, for example, [7, Proposition 1.1].

### 3 PRELIMINARIES

Apart from the case $q = p$, Equation (1.1) is in non-divergence form and we cannot use integration by parts to define standard weak solutions and will thus use the concept of viscosity solutions. Moreover the equation is singular when $2 > q > 1$, and thus we need to restrict the class of test functions to retain good priori control on the behavior near the singularities and make sure the limits remain well defined. We use the definition with admissible test functions introduced in [16] for a different class of equations and in [25] for our setting. This is the standard definition in this context. In the case of the $p$-parabolic equation, that is, $q = p$, the notions of weak and viscosity solution are equivalent for all $p \in (1, \infty)$ [18, 26, 27].

Let $\Omega \subset \mathbb{R}^n$ be a domain and denote $\Omega_T = \Omega \times (0, T)$ the space-time cylinder and

$$\partial_p \Omega = (\Omega \times \{0\}) \cup (\partial \Omega \times [0, T])$$ 

its parabolic boundary. Denote

$$F(\eta, X) = |\eta|^{q-2} \text{Tr} \left( X - (p-2) \frac{\eta \otimes \eta}{|\eta|^2} X \right)$$  \hspace{1cm} (3.1)
so that
\[ F(\nabla u, D^2 u) = |\nabla u|^{q-2}(\Delta u + (p-2)\Delta_{\infty}^N u) = \Delta_p^q u \]
whenever \( \nabla u \neq 0 \). Let \( F(F) \) be the set of functions \( f \in C^2([0, \infty)) \) such that \( f(0) = f'(0) = f''(0) = 0 \) and \( f''(r) > 0 \) for all \( r > 0 \), and also require that for \( g(x) := f(|x|) \), it holds that
\[ \lim_{x \to 0} \frac{F(\nabla g, D^2 g)}{x} = 0. \]
This set \( F(F) \) is never empty because it is easy to see that \( f(r) = r^\beta \in F(F) \) for any \( \beta > \max(q/(q-1), 2) \). Note also that if \( f \in F(F) \), then \( \lambda f \in F(F) \) for all \( \lambda > 0 \).

Define also the set
\[ \Sigma = \{ \sigma \in C^1(\mathbb{R}) \mid \sigma \text{ is even, } \sigma(0) = \sigma'(0) = 0, \text{ and } \sigma(r) > 0 \text{ for all } r > 0 \}. \]
We use these \( F(F) \) and \( \Sigma \) to define admissible set of test functions for viscosity solutions.

**Definition 3.1.** A function \( \varphi \in C^2(\Omega_T) \) is admissible if for any \( (x_0, t_0) \in \Omega_T \) with \( \nabla \varphi(x_0, t_0) = 0 \), there are \( \delta > 0 \), \( f \in F(F) \) and \( \sigma \in \Sigma \) such that
\[ |\varphi(x, t) - \varphi(x_0, t_0) - \partial_t \varphi(x_0, t_0)(t - t_0)| \leq f(|x - x_0|) + \sigma(t - t_0), \]
for all \( (x, t) \in B_\delta(x_0) \times (t_0 - \delta, t_0 + \delta) \).

Note that by definition a function \( \varphi \) is automatically admissible in \( \Omega_T \) if either \( \nabla \varphi(x, t) \neq 0 \) in \( \Omega_T \) or the function \( -\varphi \) is admissible in \( \Omega_T \).

**Definition 3.2.** A function \( u : \Omega_T \to \mathbb{R} \cup \{\infty\} \) is a viscosity supersolution to
\[ \partial_t u = \Delta_p^q u \quad \text{in } \Omega_T \]
if the following three conditions hold.

1. \( u \) is lower semicontinuous,
2. \( u \) is finite in a dense subset of \( \Omega_T \),
3. whenever an admissible \( \varphi \in C^2(\Omega_T) \) touches \( u \) at \( (x, t) \in \Omega_T \) from below, we have
\[
\begin{cases}
\partial_t \varphi(x, t) - \Delta_p^q \varphi(x, t) \geq 0 & \text{if } \nabla \varphi(x, t) \neq 0, \\
\partial_t \varphi(x, t) \geq 0 & \text{if } \nabla \varphi(x, t) = 0.
\end{cases}
\]
A function \( u : \Omega_T \to \mathbb{R} \cup \{-\infty\} \) is a viscosity subsolution if \( -u \) is a viscosity supersolution. A function \( u : \Omega_T \to \mathbb{R} \) is a viscosity solution if it is a supersolution and a subsolution.

Our proof uses the following comparison principle, which is Theorem 3.1 in [25].
Theorem 3.3. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain. Suppose that $u$ is viscosity supersolution and $v$ is a viscosity subsolution to (1.1) in $\Omega_T$. If

$$\infty \neq \limsup_{\Omega_T \ni (y,s) \to (x,t)} v(y,s) \leq \liminf_{\Omega_T \ni (y,s) \to (x,t)} u(y,s) \neq -\infty$$

for all $(x,t) \in \partial_p \Omega_T$, then $v \leq u$ in $\Omega_T$.

We also use the following forward Harnack’s inequality, which is Theorem 7.3 in [26].

Theorem 3.4. Let $u \geq 0$ be a viscosity solution to (1.1) in $Q_1^-(1)$ and the range condition (2.2) holds or $q \geq 2$. Fix $(x_0, t_0) \in Q_1^-(1)$ such that $u(x_0, t_0) > 0$. Then, there exist $\mu = \mu(n, p, q)$ and $c = c(n, p, q)$ such that

$$u(x_0, t_0) \leq \mu \inf_{B_{r}(x_0)} u(\cdot, t_0 + \vartheta r^q),$$

where

$$\vartheta = cu(x_0, t_0)^{2-q},$$

whenever $(x_0, t_0) + Q_{4r}(\vartheta) \subset Q_1^-(1)$.

Remark 3.5. Note that the assumption $u(x_0, t_0) > 0$ is needed only in the case $q \geq 2$. Assuming $q$ satisfies the range condition (2.2), we can define $v(x, t) = u(x, t) + \varepsilon > 0$ for some small constant $\varepsilon > 0$. Using Theorem 3.4 for this $v$, we get

$$u(x_0, t_0) + \varepsilon \leq \mu \inf_{B_{r}(x_0)} u(\cdot, t_0 + c(u(x_0, t_0) + \varepsilon)^{2-q} r^q) + \varepsilon$$

and letting $\varepsilon \to 0$ gives us the intrinsic Harnack’s inequality for $u$ by continuity.

4 | A VIScosity SUPERSOLUTION WITH INFINITE BOUNDARY VALUES

In this section, we construct an explicit viscosity supersolution $v$ to (1.1) in $B_R(0) \times (0, \infty)$ that takes infinite lateral boundary values and vanishes at the bottom of the cylinder. Recently infinite point source solutions have been constructed for the supercritical $p$-parabolic equation in [13]. While it is straightforward to check that our function is a supersolution, it may not be immediately clear how one obtains its expression and therefore we present the derivation. The construction is based on the equivalence result between radial viscosity solutions of (1.1) and weak solutions of (2.3), see [26, Theorem 4.2]. Solutions to the one-dimensional equation (2.3) can be at least formally obtained via the stationary equation

$$-\kappa \Delta_{q,d} v + \frac{v}{2-q} = 0. \quad (4.1)$$

Indeed, if $v$ solves (4.1) and we set $u(r, t) = t^{\frac{1}{2-q}} v(r)$, then we have formally

$$\kappa \Delta_{q,d} u = \kappa |u_r|^{q-2} \left( (q-1)u_{rr} + \frac{d-1}{r} u_r \right) = \kappa t^{\frac{1}{2-q}} \Delta_{q,d} v = \frac{1}{2-q} t^{\frac{1}{2-q}-1} v = \partial_t u,$$
so $u$ solves (2.3). Now, Equation (4.1) can be seen as a radial version of the equation

$$-\kappa \Delta_q u + \frac{u}{2 - q} = 0$$

in a fictitious dimension $d$. Here, $\Delta_q$ denotes the usual $q$-Laplacian. Equations such as (4.2) have been widely studied in the literature when $d$ is an integer. In particular, Diaz and Letelier [11] obtained the existence of local solutions with infinite boundary values to a large class of equations that includes (4.2). In their proof, they make use of an explicit radial supersolution with infinite boundary values (see [11, Theorem 5.1]). Our idea is to take this supersolution and use the above transformations to obtain a supersolution to (1.1). This way one arrives to the expression (4.3) below.

**Lemma 4.1.** Suppose that $1 < q < 2$, $p > 1$ and let $R > 0$. Then, there exists a positive constant $\lambda = \lambda(n, p, q)$ such that the function

$$v(x, t) := \lambda t^{\frac{1}{2-q}} \left( \frac{1}{R^{\frac{q}{q-1}} (R^{\frac{q}{q-1}} - |x|^{\frac{q}{q-1}})} \right)$$

is a viscosity supersolution to (1.1) in $B_R(0) \times (0, \infty)$.

**Proof.** Let us first consider the case $R = 1$.

**Step 1** For $(r, t) \in [0, 1) \times (0, \infty)$, we set

$$w(r, t) := \lambda t^{\frac{1}{2-q}} (1 - r^{\frac{q}{q-1}})^{\frac{q}{q-2}},$$

where $\lambda = \lambda(n, p, q)$ is a large constant to be chosen later. We show that $w$ satisfies

$$\partial_t w - |w'|^{q-2} \left( (p-1)w'' + \frac{n-1}{r} w' \right) \geq 0 \quad \text{in} \ (0, 1) \times (0, \infty).$$

We have

$$\partial_t w(r, t) = \lambda \frac{1}{2-q} t^{\frac{1}{2-q}-1} (1 - r^{\frac{q}{q-1}})^{\frac{q}{q-2}},$$

$$w'(r, t) = -\lambda \frac{q^2}{(q - 1)(q - 2)} \cdot t^{\frac{1}{2-q}} r^{\frac{q}{q-1}-1} (1 - r^{\frac{q}{q-1}})^{\frac{q}{q-2}-1}$$

and

$$w''(r, t) = -\lambda \frac{q^2}{(q - 1)(q - 2)} \left( \frac{q}{q - 1} - 1 \right) \cdot t^{\frac{1}{2-q}} r^{\frac{q}{q-1}-2} (1 - r^{\frac{q}{q-1}})^{\frac{q}{q-2}-1} + \lambda \frac{q^3}{(q - 1)^2(q - 2)} \left( \frac{q}{q - 2} - 1 \right) \cdot t^{\frac{1}{2-q}} r^{\frac{q}{q-1}-1} (1 - r^{\frac{q}{q-1}})^{\frac{q}{q-2}-2}.$$
Thus, by combining (4.5) and (4.6), we get
\[(p-1)w''(r, t) + \frac{n-1}{r}w'(r, t)\]
\[= -\lambda \frac{q^2(p-1)}{(q-1)^2(q-2)} t \frac{q}{2-q} r^{q-2} (1 - r^{q-1}) \frac{q}{q-2} - 1\]
\[+ \lambda \frac{2q^2(p-1)}{(q-1)^2(q-2)^2} t \frac{q}{2-q} r \frac{q}{q-1} (1 - r^{q-1}) \frac{q}{q-2} - 2\]
\[- \lambda \frac{q^2(n-1)}{(q-1)(q-2)} t \frac{q}{2-q} r^{q-2} (1 - r^{q-1}) \frac{q}{q-2} - 1\]
\[\leq C(n, p, q) \lambda t \frac{q}{2-q} r^{q-2} (1 - r^{q-1}) \frac{q}{q-2} - 2((1 - r^{q-1}) + r^{q-1}).\]
\[\leq C(n, p, q) \lambda t \frac{q}{2-q} r^{q-2} (1 - r^{q-1}) \frac{q}{q-2} - 2.\]

Combining this with the formula (4.5), we obtain
\[|w'|^{q-2} \left((p-1)w'' + \frac{n-1}{r}w'\right)\]
\[\leq C(n, p, q) \lambda^{q-2} t \frac{q}{2-q} r^{q-2} (q-2)(\frac{q}{q-1} - 1)(1 - r^{q-1}) \frac{q}{q-2} - 1\]
\[\cdot \lambda t \frac{q}{2-q} r^{q-2} (1 - r^{q-1}) \frac{q}{q-2} - 2\]
\[= C(n, p, q) \lambda^{q-1} t \frac{q}{2-q} r^{q-1} (1 - r^{q-1}) \frac{q}{q-2},\]
where we used that \((q-2)(\frac{q}{q-1} - 1) + (\frac{q}{q-1} - 2) = \frac{q-2}{q-1} + \frac{2}{q-1} = 0\) and \((q-2)(\frac{q}{q-2} - 1) = 2.\)

Hence,
\[\partial_t w - |w'|^{q-2} \left((p-1)w'' + \frac{n-1}{r}w'\right)\]
\[\geq \lambda \frac{1}{2-q} t \frac{q}{2-q} r^{q-1} (1 - r^{q-1}) \frac{q}{q-2} - C(n, p, q) \lambda^{q-1} t \frac{q}{2-q} r^{q-1} (1 - r^{q-1}) \frac{q}{q-2}\]
\[= \lambda^{q-1} t \frac{q}{2-q} r^{q-1} (1 - r^{q-1}) \frac{q}{q-2} \left(\frac{\lambda^{2-q}}{2-q} - C(n, p, q)\right).\]

By taking \(\lambda = \lambda(n, p, q)\) large enough, the right-hand side of the above display can be made non-negative. This way we see that \(w\) satisfies (4.4).

(Step 2) We set
\[v(x, t) := w(|x|, t) \quad \text{for all } (x, t) \in B_1 \times (0, \infty).\]

Suppose first that \((x, t) \in (B_1 \setminus \{0\}) \times (0, \infty)\) and denote \(r = |x|\). Then, we have
\[\nabla v(x, t) = \frac{x}{r} w'(r, t),\]
\[D^2 v(x, t) = \frac{x}{r} \otimes \frac{x}{r} w''(r, t) + \frac{1}{r} (I - \frac{x}{r} \otimes \frac{x}{r}) w'(r, t).\]
Therefore, since \( w \) satisfies (4.4), we have
\[
\partial_t v - \Delta_p^q v = \partial_t v - |\nabla v|^{q-2} \text{Tr} \left( D^2 v + (p-2) \frac{\nabla v \otimes \nabla v}{|\nabla v|^2} D^2 v \right) 
= \partial_t w - |w'|^{q-2} ((p-1)w'' + \frac{(n-1)}{r} w') \geq 0.
\]
This means that \( v \) is a classical supersolution in \((B_1 \setminus \{0\}) \times (0, \infty)\). We still need to consider the set \( \{0\} \times (0, \infty) \). Since \( 1 < q < 2 \), it follows from the formulas (4.5) of \( w' \) and (4.6) of \( w'' \) that \( v \in C^2(B_1 \times (0, \infty)) \) with \( \nabla v(0, t) = 0 \) and \( \partial_t v(0, t) \geq 0 \) for all \( t > 0 \). Therefore, if \( \phi \in C^2 \) touches \( v \) from below at \((0, t)\), we have \( \nabla \phi(0, t) = \nabla v(0, t) = 0 \) and \( \partial_t \phi(0, t) = \partial_t v(0, t) \geq 0 \), as required. Consequently \( v \) is a viscosity supersolution in \( B_1 \times (0, \infty) \).

**(Step 3)** It remains to consider \( R > 0 \). Let \( v \) be the viscosity supersolution to
\[
\partial_t v = \Delta_p^q v \quad \text{in} \quad B_1 \times (0, \infty)
\]
which we constructed in the previous steps. Set \( \tilde{v}(x, t) := v(R^{-1} x, R^{-q} t) \). Then, for all \((x, t) \in B_R(0) \setminus \{0\} \times (0, \infty)\), we have
\[
\partial_t \tilde{v}(x, t) - \Delta_p^q \tilde{v}(x, t) = R^{-q} v(R^{-1} x, R^{-q} t) - R^{-q} \Delta_p^q v(R^{-1} x, R^{-q} t) \geq 0,
\]
so \( \tilde{v} \) is a viscosity supersolution in \( B_R(0) \times (0, \infty) \). Moreover,
\[
\tilde{v}(x, t) = \lambda (R^{-q} t)^{\frac{1}{2-q}} \left( 1 - |R^{-1} x|^{\frac{q}{q-1}} \right)^{\frac{q}{q-2}} = \lambda t^{\frac{1}{2-q}} (R^{\frac{q}{q-1}} (R^{\frac{q}{q-1}} - |x|^{\frac{q}{q-1}}))^{\frac{q}{q-2}}
\]
as desired. \( \square \)

### 5 A PARABOLIC HARNACK’S INEQUALITY

In this section, we prove a both-sided version of parabolic Harnack’s inequality for Equation (1.1) which is of independent interest and needed for our proof of Theorem 2.1. The proof of the backwards estimate is an adaptation of section 6.9 in [9] apart from the non-emptyness of the set \( \mathcal{U}_\alpha \) below, which we prove using the comparison principle and the explicit supersolution we constructed in Lemma 4.1. To this end, we need to reduce the waiting time in the forward Harnack inequality. This kind of reduction can be achieved by increasing the multiplier \( \mu \), as made precise in the following proposition.

**Proposition 5.1.** Let \( u \geq 0 \) be a viscosity solution to (1.1) in \( Q^-_1(1) \) and the range condition (2.2) holds. Fix \((x_0, t_0) \in Q^-_1(1)\) such that \( u(x_0, t_0) > 0 \). Let \( c \) be as in Theorem 3.4. Then, for any \( \tilde{c} \in (0, c) \), there exists \( \hat{\mu} = \hat{\mu}(n, p, q, \tilde{c}) \) such that
\[
u(x_0, t_0) \leq \hat{\mu} \inf_{B_r(x_0)} u(\cdot, t_0 + \hat{\theta} r^q),
\]
where \( \hat{\theta} = \tilde{c} u(x_0, t_0)^{2-q} \).
We postpone the proof of Proposition 5.1 to the end of this section and consider the both-sided Harnack inequality next.

**Theorem 5.2.** Let \( u \geq 0 \) be a viscosity solution to (1.1) in \( Q_1^- (1) \) and the range condition (2.2) holds. Fix \((x_0, t_0) \in Q_1^- (1)\). Then, there exist \( \mu = \mu(n, p, q) \), \( c = c(n, p, q) \) and \( \alpha = \alpha(n, p, q) \in (0, 1) \) such that

\[
\mu^{-1} \sup_{B_r(x_0)} u(\cdot, t_0 - \Theta r^q) \leq u(x_0, t_0) \leq \mu \inf_{B_r(x_0)} u(\cdot, t_0 + \Theta r^q),
\]

where

\[
\Theta = cu(x_0, t_0)^{2-q},
\]

whenever \((x_0, t_0) + Q_{\alpha r}(\Theta) \subset Q_1^- (1)\).

**Proof.** Without loss of generality, we may assume \( u(x_0, t_0) > 0 \) as stated in Remark 3.5. Let \( \hat{c} \) be a small positive constant to be chosen later. For this \( \hat{c} \), let \( \hat{\mu} > 2 \) be given by Proposition 5.1. Let \( \rho \) be a radius such that \((x_0, t_0) + Q_{\alpha \rho}(\hat{\Theta}) \subset Q_1^- (1)\), \( \hat{\Theta} = \hat{c}u(x_0, t_0)^{2-q} \), and let

\[
\tilde{t} = t_0 - \hat{c}u(x_0, t_0)^{2-q} \rho^q. \tag{5.2}
\]

Let \( \alpha \in (0, 1) \) be a constant to be chosen later and define the sets

\[
U_\alpha = B_{\alpha \rho}(x_0) \cap \{x \in B_{\alpha \rho}(x_0) \mid u(x, \tilde{t}) \leq \hat{\mu}u(x_0, t_0)\} =: B_{\alpha \rho}(x_0) \cap D. \tag{5.3}
\]

We will first show that \( \alpha \) can be chosen to make \( U_\alpha \) open. Assume that \( U_\alpha \) is not empty and fix \( z \in U_\alpha \). Since \( u \) is continuous, we can choose a radius \( \varepsilon \) such that \( B_\varepsilon(z) \subset B_{\alpha \rho}(x_0) \) and

\[
u(y, \tilde{t}) \leq 2\hat{\mu}u(x_0, t_0) \quad \text{for all } y \in B_\varepsilon(z). \tag{5.4}
\]

For each \( y \in B_\varepsilon(z) \), construct the intrinsic \( q \)-paraboloid

\[
P(y, \tilde{t}) = \{(x, t) \in Q_1^- (1) \mid t - \tilde{t} \geq \hat{c}u(y, \tilde{t})^{2-q}|x - y|^q \}.
\]

Selecting

\[
\alpha := (2\hat{\mu})^{\frac{q-2}{q}}, \tag{5.5}
\]

we have \((x_0, t_0) \in P(y, \tilde{t}) \) whenever \( y \in B_\varepsilon(z) \), since using (5.4) we can estimate

\[
\hat{c}u(y, \tilde{t})^{2-q}|y - x_0|^q \leq \hat{c}(2\hat{\mu})^{2-q}u(x_0, t_0)^{2-q}|y - x_0|^q \leq \hat{c}(2\hat{\mu})^{2-q}u(x_0, t_0)^{2-q}(\alpha \rho)^q \leq \hat{c}u(x_0, t_0)^{2-q}\rho^q = t_0 - \tilde{t}.
\]
Assume for a moment that $u(y, \bar{t}) \geq 2u(x_0, t_0)$ and pick a radius
$$\hat{\rho} = \frac{u(x_0, t_0)^{\frac{2-q}{q}}}{u(y, \bar{t})^{\frac{2-q}{q}}}$$
so that
$$\bar{t} + \hat{\rho}u(y, \bar{t})^{\frac{2-q}{q}} = \bar{t} + \hat{\rho}u(x_0, t_0)^{\frac{2-q}{q}} = t_0.$$ 
Thus, by Proposition 5.1 we have
$$u(y, \bar{t}) \leq \hat{\mu} \inf_{B_{\hat{\rho}}(y)} u(\cdot, \bar{t} + \hat{\rho}u(y, \bar{t})^{\frac{2-q}{q}}) = \hat{\mu} \inf_{B_{\hat{\rho}}(y)} u(\cdot, t_0) \leq \hat{\mu}u(x_0, t_0), \quad (5.6)$$
where the last inequality holds because from $(x_0, t_0) \in \mathcal{P}(y, \bar{t})$, it follows
$$|x_0 - y|^q \leq \frac{t_0 - \bar{t}}{\hat{\rho}} = \frac{\hat{\rho}u(x_0, t_0)^{\frac{2-q}{q}}}{\hat{\rho}u(y, \bar{t})^{\frac{2-q}{q}}} = \hat{\rho}^q.$$ 
The use of Proposition 5.1 here is justified since $B_{5\hat{\rho}}(y) \subset B_{6\rho}(x_0)$ because
$$5\hat{\rho} + \rho = 5\frac{u(x_0, t_0)^{\frac{2-q}{q}}}{u(y, \bar{t})^{\frac{2-q}{q}}} \rho + \rho \leq 5\left(\frac{u(x_0, t_0)}{2u(x_0, t_0)}\right)^{\frac{2-q}{q}} \rho + \rho \leq 6\rho,$$
where we use our assumption $u(y, \bar{t}) \geq 2u(x_0, t_0)$ and $q < 2$. In the time direction it holds
$$\bar{t} - \hat{\rho}u(y, \bar{t})^{\frac{2-q}{q}}(5\hat{\rho})^q = \bar{t} - \hat{\rho}u(y, \bar{t})^{\frac{2-q}{q}}\left(\frac{u(x_0, t_0)}{u(y, \bar{t})}\right)^{\frac{2-q}{q}}(5\rho)^q$$
$$= t_0 - \hat{\rho}u(x_0, t_0)^{\frac{2-q}{q}}\rho q - \hat{\rho}u(x_0, t_0)^{\frac{2-q}{q}}(5\rho)^q$$
$$= t_0 - (1 + 5^q)\hat{\rho}^q > t_0 - \hat{\rho}^q(6\rho)^q$$
and thus there is enough room to use the proposition. The last inequality holds because $q > 1$.

If $u(y, \bar{t}) < 2u(x_0, t_0)$, then (5.6) holds automatically since $\hat{\mu} \geq 2$. We can get inequality (5.6) for any $y \in B_{\epsilon}(z)$ and thus $B_{\epsilon}(z) \subset U_\alpha$ for a radius $\epsilon$ only depending on $z$. This can be repeated for any $z \in U_\alpha$ and thus the set $U_\alpha$ has to be open.

We still need to show that $U_\alpha \neq \emptyset$. If we assume thriving for a contradiction that $U_\alpha = \emptyset$, then
$$m := \inf_{B_{\alpha\rho}(x_0)} u(\cdot, \bar{t}) \geq \hat{\mu}u(x_0, t_0). \quad (5.7)$$
Consider the function
$$w(x, t) := -\lambda(t - \bar{t})^{\frac{1}{2-q}} \left(\frac{1}{(\alpha\rho)^{\frac{1}{2-q}}} - \frac{1}{(\alpha\rho)^{\frac{q}{q-1}}} - |x - x_0|^\frac{q}{q-1}\right)^{\frac{q}{2-q}} + m.$$
By Lemma 4.1, $w$ is a viscosity subsolution to (1.1) in $B_{\alpha \rho}(x_0) \times (\bar{t}, \infty)$ and satisfies

$$
\begin{align*}
\begin{cases}
w(x, \bar{t}) \equiv m \leq u(x, \bar{t}) & \text{for all } x \in B_{\alpha \rho}(x_0), \\
\lim_{\Omega \ni (x, t) \to (y, s)} w(x, t) = -\infty & \text{for all } (y, s) \in \partial B_{\alpha \rho}(x_0) \times (\bar{t}, \infty).
\end{cases}
\end{align*}
$$

Thus, by comparison principle Theorem 3.3, we have $u \geq w$ in $B_{\alpha \rho}(x_0) \times [\bar{t}, \infty)$, so in particular we have

$$
u(x_0, t_0) \geq w(x_0, t_0)$$

$$
= -\lambda (t_0 - t + \hat{c}u(x_0, t_0)^{2-q}\rho^q) \frac{1}{(\alpha \rho)^{\frac{1}{2-q}}} \left( \frac{1}{\left( (\alpha \rho)^{\frac{q}{2-q}} - 1 \right)} + m \right) + m
$$

$$
= -\lambda \hat{c} \frac{1}{\alpha \rho} \frac{q}{2-q} \frac{(\alpha \rho)^{-\frac{q}{2-q}}}{u(x_0, t_0)} + m
$$

$$
\geq -\lambda \hat{c} \frac{1}{\alpha \rho} \frac{q}{2-q} u(x_0, t_0) + \hat{\mu} u(x_0, t_0)
$$

$$
= \left( -2\lambda \hat{c} \frac{1}{2-q} + 1 \right) \hat{\mu} u(x_0, t_0)
$$

$$
> 2 \left( -2\lambda \hat{c} \frac{1}{2-q} + 1 \right) u(x_0, t_0),
$$

where the last two inequalities follow from our assumption (5.7) and that $\hat{\mu} > 2$. By taking $\hat{c}$ to be a small enough constant depending only on $p$, $q$ and $n$, we can ensure that the coefficient of $u(x_0, t_0)$ on the right-hand side is larger than 1, yielding a contradiction. Thus, the set $U_\alpha$ cannot be empty.

We have shown that the set $U_\alpha = B_{\alpha \rho}(x_0) \cap D$ is open and non-empty. Because $u$ is continuous, the set $D$ is closed and thus for our $\alpha$, we must have $B_{\alpha \rho}(x_0) \subset D$ and thus by definition of the set $U_\alpha$, we obtain

$$
\sup_{B_{\alpha \rho}(x_0)} u(\cdot, \bar{t}) \leq \hat{\mu} u(x_0, t_0).
$$

Combining this with the right-hand side of the Harnack’s inequality Proposition 5.1, we obtain

$$
\hat{\mu}^{-1} \sup_{B_{\alpha \rho}(x_0)} u(\cdot, t_0 - \hat{c}u(x_0, t_0)^{2-q}\rho^q) \leq u(x_0, t_0) \leq \hat{\mu} \inf_{B_{\rho}(x_0)} u(\cdot, t_0 + \hat{c}u(x_0, t_0)^{2-q}\rho^q)
$$

for the specific $\alpha$ chosen in (5.5). If we let $\hat{c} = \alpha^{-q} \hat{c}$ and $r = \alpha \rho$, we have

$$
\hat{\mu}^{-1} \sup_{B_{r}(x_0)} u(\cdot, t_0 - \hat{c}u(x_0, t_0)^{2-q}r^q) \leq u(x_0, t_0) \leq \hat{\mu} \inf_{B_{r}(x_0)} u(\cdot, t_0 + \hat{c}u(x_0, t_0)^{2-q}r^q)
$$

$$
\leq \hat{\mu} \inf_{B_{r}(x_0)} u(\cdot, t_0 + \hat{c}u(x_0, t_0)^{2-q}r^q),
$$
which is what we wanted. The condition \((x_0, t_0) + Q_6(\hat{\theta}) \subset Q_1^-(1)\) becomes the stated \((x_0, t_0) + Q_6(\hat{\theta}) \subset Q_1^+(1)\).

□

We conclude this section with the proof of Proposition 5.1.

Proof of Proposition 5.1. As discussed in Remark 3.5, we may assume that \(u(x_0, t_0) > 0\). Let \(\mu > 1\) and \(c\) be the constants in Theorem 3.4 and let \(\hat{c} < c\). We prove (5.1) for \(\hat{\mu} := \mu \hat{\mu}\), where \(\hat{\mu} := (c/\hat{c})^{1/2-q}\). Denote \(\hat{t} := t_0 + \hat{c}u(x_0, t_0)^{2-q}r^q\) and let \(\hat{x} \in B_{\rho}(x_0)\) be an arbitrary point. It now suffices to prove that

\[
u(x_0, t_0) \leq \hat{\mu} \mu \nu(\hat{x}, \hat{t}).
\]

(5.8)

To this end, we may suppose that \(u(x_0, t_0) > \hat{\mu} \mu \nu(\hat{x}, \hat{t})\) because otherwise

\[
u(\hat{x}, \hat{t}) \geq \frac{1}{\hat{\mu}} \nu(x_0, t_0) > \frac{1}{\hat{\mu} \mu} \nu(x_0, t_0),
\]

which would already imply (5.8). Let \([(x_0, t_0), (\hat{x}, \hat{t})]\) be a segment from \((x_0, t_0)\) to \((\hat{x}, \hat{t})\), that is,

\[
[(x_0, t_0), (\hat{x}, \hat{t})] := \left\{ \left( x_0 + l \frac{\hat{x} - x_0}{|\hat{x} - x_0|}, t_0 + l \kappa \right) \mid l \in [0, |\hat{x} - x_0|] \right\}, \quad \kappa := \frac{\hat{t} - t_0}{|\hat{x} - x_0|}.
\]

We have

\[
u(\hat{x}, \hat{t}) < \frac{1}{\hat{\mu}} \nu(x_0, t_0) < \nu(x_0, t_0).
\]

Thus, by continuity there exists \((x_1, t_1) \in [(x_0, t_0), (\hat{x}, \hat{t})] \setminus \{(x_0, t_0), (\hat{x}, \hat{t})\}\) such that

\[
u(x_1, t_1) = \frac{1}{\hat{\mu}} \nu(x_0, t_0).
\]

(5.9)

Moreover, since \((x_1, t_1)\) lies on the segment, there is \(l_1 \in (0, |\hat{x} - x_0|)\) such that

\[
(x_1, t_1) = \left( x_0 + l_1 \frac{\hat{x} - x_0}{|\hat{x} - x_0|}, t_0 + l_1 \kappa \right).
\]

We now have

\[
|x_1 - \hat{x}| = \left| x_0 + l_1 \frac{\hat{x} - x_0}{|\hat{x} - x_0|} - x_0 - \frac{\hat{x} - x_0}{|\hat{x} - x_0|} \right| = \left( |\hat{x} - x_0| - l_1 \right)
\]

\[
= \frac{\hat{t} - t_0}{\kappa} - \frac{t_1 - t_0}{\kappa} = \frac{\hat{t} - t_1}{\kappa}.
\]

(5.10)

We set

\[
\rho := \left( \frac{\hat{t} - t_1}{cu(x_1, t_1)^{2-q}} \right)^{1/2-q}
\]
because then, since \( \kappa = (\hat{t} - t_0)/|\hat{x} - x_0| \), we obtain using (5.9)

\[
\frac{\hat{t} - t_1}{\kappa} = \rho \frac{(\hat{t} - t_1)^{1 - \frac{1}{q}}(cu(x_1, t_1)^{2-q})^{\frac{1}{q}}}{\kappa} = \rho |\hat{x} - x_0| \frac{(\hat{t} - t_1)^{1 - \frac{1}{q}}(cu(x_1, t_1)^{2-q})^{\frac{1}{q}}}{(\hat{t} - t_0)}
\]

\[
< \rho r \left( \frac{cu(x_1, t_1)^{2-q}}{\hat{t} - t_0} \right)^{\frac{1}{q}}
= \rho r \left( \frac{cu(x_1, t_1)^{2-q}}{\hat{c}u(x_0, t_0)^{2-q}r^q} \right)^{\frac{1}{q}}
= \rho \left( \frac{c}{\hat{c}\hat{\mu}^{2-q}} \right)^{\frac{1}{q}} = \rho.
\]  

(5.11)

Combining (5.10) and (5.11) we see that \( \hat{x} \in B_\rho(x_1) \). Moreover, by definition of \( \rho \), we have \( t_1 + cu(x_1, t_1)^{2-q} \rho^q = \hat{t} \). Consequently, assuming for the moment that we have enough space to apply Theorem 3.4 at \( (x_1, t_1) \) for radius \( \rho \), we obtain

\[
u(x_1, t_1) \leq \mu \inf_{B_\rho(x_1)} u(\cdot, t_1 + cu(x_1, t_1)^{2-q} \rho^q) \leq \mu u(\hat{x}, \hat{t}).
\]

Hence by (5.9)

\[
u(\hat{x}, \hat{t}) \geq \frac{1}{\mu} \nu(x_1, t_1) = \frac{1}{\mu} \mu u(x_0, t_0),
\]
as desired.

Since we use Theorem 3.4 at \( (x_1, t_1), t_1 > t_0 \), we only need to check that the upper boundary of the cylinder \( (x_1, t_1) + Q_{4\rho}(\theta) \) is within the domain of the solution. First, by (5.9), we have

\[
|x_0 - x_1| + 4\rho \leq r + 4 \left( \frac{\hat{t} - t_1}{cu(x_1, t_1)^{2-q}} \right)^{\frac{1}{q}} \leq r + 4 \left( \frac{\hat{t} - t_0}{cu(x_1, t_1)^{2-q}} \right)^{\frac{1}{q}}
= r + 4 \left( \frac{\hat{c}u(x_0, t_0)^{2-q}r^q}{cu(x_1, t_1)^{2-q}} \right)^{\frac{1}{q}} = r + 4 \left( \frac{c}{c\hat{\mu}^{2-q}} \right)^{\frac{1}{q}} r = 5r.
\]

Furthermore,

\[
t_1 + cu(x_1, t_1)^{2-q}(4\rho)^q = t_1 + cu(x_1, t_1)^{2-q}4^q \left( \frac{\hat{t} - t_1}{cu(x_1, t_1)^{2-q}} \right)
= t_1 + 4^q(\hat{t} - t_1)
= (4^q - 1)(t_0 - t_1) + t_0 + 4^q \hat{c}u(x_0, t_0)^{2-q}r^q
\leq t_0 + \hat{c}u(x_0, t_0)^{2-q}(5r)^q.
\]

Thus, the upper boundary of \( (x_1, t_1) + Q_{4\rho}(\theta) \) is contained in \( (x_0, t_0) + Q_{5r}(\hat{\theta}) \subset Q_1(1) \).
6 | PROOF OF THE ELLIPTIC HARNACK’S INEQUALITY

To prove Theorem 2.1, we first establish the following version where more space is required around the point \((x_0, t_0)\). To prove this proposition, we first use the parabolic Harnack Theorem 5.2 to get an estimate at an earlier time level, use Lemma 4.1 to construct a super solution with infinite boundary values at this level and finally use the comparison principle Theorem 3.3 to get an estimate at our original time level. We repeat this process again around a local minimum of \(u\) to get the other side of the inequality.

**Proposition 6.1.** Let \(u \geq 0\) be a viscosity solution to (1.1) in \(Q^{-1}_1(1)\) and the range condition (2.2) holds. Fix \((x_0, t_0) \in Q^{-1}_1(1)\). Then, there exist \(\tilde{\gamma} = \tilde{\gamma}(n, p, q), c = c(n, p, q)\) and \(\alpha = \alpha(n, p, q) \in (0, 1)\) such that

\[
\tilde{\gamma}^{-1} \sup_{B_r(x_0)} u(\cdot, t_0) \leq u(x_0, t_0) \leq \tilde{\gamma} \inf_{B_r(x_0)} u(\cdot, t_0),
\]

whenever \((x_0, t_0) + Q_{\frac{13}{\alpha}r}(\theta) \subset Q^{-1}_1(1)\) where

\[
\theta = c u(x_0, t_0)^{2-q}.
\]

**Proof.** We can use parabolic Harnack (Theorem 5.2) for radius \(2r\) to obtain constants \(\mu = \mu(n, p, q)\) and \(c = c(n, p, q)\) such that

\[
u(x, t) := \lambda(t - t_0 + \theta(2r)^q)^{\frac{1}{1-q}} \left(\frac{1}{(2r)^{\frac{q}{q-1}}((2r)^q - |x - x_0|^{\frac{q}{q-1}})}\right)^{\frac{q}{2-q}} + \mu u(x_0, t_0).
\]

Then by Lemma 4.1, \(v\) is a viscosity supersolution in \(B_{2r}(x_0) \times (t_0 - \theta(2r)^q, \infty)\) that satisfies

\[
\begin{cases}
u \geq \mu u(x_0, t_0) & \text{on } B_{2r}(x_0) \times \{t_0 - \theta(2r)^q\}, \\
\lim_{\Omega \ni (x,t) \to (y,s)} v(x, t) = \infty & \text{for all } (y, s) \in \partial B_{2r}(x_0) \times (t_0 - \theta(2r)^q, \infty)
\end{cases}
\]

and we can use comparison principle Theorem 3.3 to get

\[
u \leq v \text{ in } (x_0, t_0) + Q_{2r}(\theta)
\]

because \(u\) is bounded in \((x_0, t_0) + Q_{2r}(\theta)\) and on the bottom of the cylinder we have by (6.2)

\[
u(x, t_0 - \theta(2r)^q) \leq \mu u(x_0, t_0) \leq v(x, t_0 - \theta(2r)^q).
\]
The estimate (6.3) and the definition of \( \vartheta \) imply in particular that
\[
\sup_{B_r(x_0)} u(\cdot, t_0) \leq \sup_{B_r(x_0)} v(\cdot, t_0) = \lambda (\vartheta(2r)^q)^{\frac{1}{2-q}} \left( (2r)^{\frac{q}{2-q}} ((2r)^{\frac{q}{2-q}} - r^{\frac{q}{2-q}}) \right)^{\frac{q}{2-q}} + \mu u(x_0, t_0)
\]
\[
= \lambda (c u(x_0, t_0)^2 q 2^q r^q)^{\frac{1}{2-q}} \left( 2^1 r^{\frac{1}{2-q}} (2^{\frac{q}{2-q}} - 1) \right)^{\frac{q}{2-q}} + \mu u(x_0, t_0)
\]
\[
= \left( \lambda c^{\frac{1}{2-q}} 2^{\frac{q}{2-q}} \left( \frac{1}{2^{\frac{1}{2-q}}} (2^{\frac{q}{2-q}} - 1) \right)^{\frac{q}{2-q}} + \mu \right) u(x_0, t_0)
\]
\[
= : \tilde{\gamma}(n, p, q) u(x_0, t_0).
\] (6.4)

Dividing by \( \tilde{\gamma} \) gives us the left-hand side of (6.1). The constant \( \tilde{\gamma} \) blows up in the limit cases because \( \lambda \) blows up when \( q \to 2 \) for all \( c \), and \( \mu \) does the same when \( q \) approaches the lower bound of (2.2).

Let \( \hat{x} \) be a minimum point of \( u(\cdot, t_0) \) in \( B_r(x_0) \). We will again use Theorem 5.2 to obtain
\[
\sup_{B_2(\hat{x})} u(\cdot, t_0 - \hat{\vartheta}(2r)^q) \leq \mu u(\hat{x}, t_0),
\]
where \( \hat{\vartheta} = c(u(\hat{x}, t_0))^{2-q} \). The use of Harnack is justified because \( \frac{6}{\alpha} (2r) + r < \frac{13}{\alpha} r \) because \( \alpha \in (0, 1) \). Let
\[
\hat{v}(x, t) = \lambda (t - t_0 + \hat{\vartheta}(2r)^q)^{\frac{1}{2-q}} \left( \frac{1}{(2r)^{\frac{1}{2-q}} ((2r)^{\frac{q}{2-q}} - |x - \hat{x}|^q)^{\frac{q}{2-q}}} \right) + \mu u(\hat{x}, t_0).
\]

Then again by Lemma 4.1, \( \hat{v} \) is a viscosity supersolution in \( B_{2r}(\hat{x}) \times (t_0 - \hat{\vartheta}(2r)^q, \infty) \) that satisfies
\[
\begin{align*}
\hat{v} & \geq \mu u(\hat{x}, t_0) \quad \text{on} \ B_{2r}(\hat{x}) \times \{t_0 - \hat{\vartheta}(2r)^q\}, \\
\lim_{\Omega_T \ni (x, t) \to (y, s)} \hat{v}(x, t) & = \infty \quad \text{for all} \ (y, s) \in \partial B_{2r}(\hat{x}) \times (t_0 - \hat{\vartheta}(2r)^q, \infty)
\end{align*}
\]
and we can use comparison principle Theorem 3.3 to get
\[
u \leq \hat{v} \text{ in } (\hat{x}, t_0) + Q_{2r}(\hat{\vartheta})
\]
and thus
\[
u(x_0, t_0) \leq \sup_{B_r(\hat{x})} u(\cdot, t_0) \leq \sup_{B_r(\hat{x})} \hat{v}(\cdot, t_0) = \left( \lambda c^{\frac{1}{2-q}} 2^{\frac{q}{2-q}} \left( 2^{\frac{1}{1-q}} (2^{\frac{q}{2-q}} - 1) \right)^{\frac{q}{2-q}} + \mu \right) u(\hat{x}, t_0)
\]
\[
= \tilde{\gamma}(n, p, q) \inf_{B_r(x)} u(\cdot, t_0),
\] (6.5)

which is the right-hand side of (6.1). Combining (6.4) and (6.5) proves the theorem.
Next we combine Proposition 6.1 with a covering argument to prove Theorem 2.1. We first construct a suitable sequence of small balls along an arbitrary radial segment of our set. Then, we show by induction that there is enough room around cylinders defined on these balls to use Proposition 6.1 to get an Harnack-type estimate over any of these radial segments up arbitrarily close to the boundary. Parabolic intrinsic Harnack chains for the \( p \)-parabolic equation have recently been examined in [1] in the degenerate case \( p > 2 \).

**Proof of Theorem 2.1.** By Proposition 6.1, there exist constants \( \tilde{\gamma}(n, p, q) \), \( c'(n, p, q) \) and \( \alpha(n, p, q) \in (0, 1) \) such that the elliptic Harnack’s inequality

\[
\tilde{\gamma}^{-1} \sup_{B_\tau(z)} u(\cdot, t_0) \leq u(z, t_0) \leq \tilde{\gamma} \inf_{B_\tau(z)} u(\cdot, t_0)
\]  

(6.6)

holds whenever \( B_{\frac{13}{\alpha}}(z) \subset B_1 \) and

\[
t_0 \pm \left( \frac{13}{\alpha} \right)^q c'(z, t_0)^{2-q} \in (-1, 0].
\]  

(6.7)

Fix an arbitrary \( \hat{y} \in \partial B_r(x_0) \). Let \( \rho := r\alpha(\sigma - 1)/13 \). We define the points

\[
y_k := x_0 + k\rho \frac{\hat{y} - x_0}{|\hat{y} - x_0|} \in B_r(x_0),
\]

where \( k = 0, \ldots, K \) and \( K \geq 0 \) is the smallest natural number such that \( \hat{y} \in B_\rho(x_0) \). Since \( \hat{y} \) is on the boundary of \( B_r(x_0) \) and \( \rho \) is a scaling of \( r \), the number \( K \) depends only on \( \sigma, n, p \) and \( q \). We will apply the elliptic Harnack’s inequality in the balls \( B_\rho(x_0) \). Therefore, we need the corresponding intrinsic cylinders to be contained within \( Q_{1/2}^1(1) \). Since the choice of \( \rho \) ensures that \( B_{\frac{13}{\alpha}\rho}(y) \subset B_{\sigma r}(x_0) \subset B_1 \) whenever \( y \in B_r(x_0) \), it remains to show that (6.7) holds for \( \tau = \rho \) and \( z = y_k, k = 0, \ldots, K \). We choose

\[
c := c' \left( \frac{\sigma - 1}{\sigma} \right)^q \sigma^{K(2-q)}
\]

and proceed by induction to check that we have enough space in the time direction to use Proposition 6.1 for each of the cylinders \( (y_k, t_0) + Q_\rho(c'(y_k, t_0)^{2-q}) \). Note that the assumption \( (x_0, t_0) + Q_{\sigma r}(\theta) \subset Q_{1/2}^1(1) \) implies

\[
t_0 \pm (\sigma r)^q c' u(x_0, t_0)^{2-q} \in (-1, 0].
\]  

(6.8)

**Initial step** Since \( \tilde{\gamma} \geq 1 \), we have

\[
\left( \frac{13}{\alpha} \rho \right)^q c' u(y_0, t_0)^{2-q} = (r(\sigma - 1))^q c' u(x_0, t_0)^{2-q} = (\sigma r)^q c u(x_0, t_0)^{2-q} \frac{c'(\sigma - 1)^q}{c \sigma^q} \leq (\sigma r)^q c u(x_0, t_0)^{2-q}.
\]  

(6.9)

It follows from (6.9) and (6.8) that (6.7) holds with \( z = y_0 \) and \( \tau = \rho \). Thus, the elliptic Harnack inequality (6.6) gives

\[
\tilde{\gamma}^{-1} \sup_{B_\rho(y_0)} u(\cdot, t_0) \leq u(x_0, t_0) \leq \tilde{\gamma} \inf_{B_\rho(y_0)} u(\cdot, t_0).
\]
(Induction step) Suppose that $1 \leq k \leq K$ and that we have

$$
\bar{\gamma}^{-k} \sup_{B_{\rho}(y_{k-1})} u(\cdot, t_0) \leq u(x_0, t_0) \leq \bar{\gamma}^k \inf_{B_{\rho}(y_{k-1})} u(\cdot, t_0).
$$

(6.10)

Since $y_k \in \overline{B}_{\rho}(y_{k-1})$, this implies in particular

$$
u(y_k, t_0) \leq \bar{\gamma}^k u(x_0, t_0).
$$

Therefore, by definition of $\rho$ and $c$ we have

$$
\left(\frac{13}{\alpha} \rho \right)^q c'u(y_k, t_0)^{2-q} \leq (r(\sigma - 1))^q c'\bar{\gamma}^{(2-q)u(x_0, t_0)^{2-q}}
\phi
$$

$$
= (\sigma r)^q c'c(x_0, t_0)^{2-q} c'c'(\sigma - 1)^q \bar{\gamma}^{(2-q)\rho}
\phi
$$

$$
\leq (\sigma r)^q c'c(x_0, t_0)^{2-q}.
$$

(6.11)

It follows from (6.11) and (6.8) that (6.7) holds for $z = y_k$ and $\tau = \rho$. Consequently by the elliptic Harnack’s inequality (6.6), we have

$$
\bar{\gamma}^{-1} \sup_{B_{\rho}(y_k)} u(\cdot, t_0) \leq u(y_k, t_0) \leq \bar{\gamma} \inf_{B_{\rho}(y_k)} u(\cdot, t_0).
$$

Since $y_k \in \overline{B}_{\rho}(y_{k-1})$, combining the above display with (6.10) yields

$$
u(x_0, t_0) \geq \bar{\gamma}^{-k} \sup_{B_{\rho}(y_{k-1})} u(\cdot, t_0) \geq \bar{\gamma}^{-k} u(y_k, t_0) \geq \bar{\gamma}^{-(k+1)} \sup_{B_{\rho}(y_k)} u(\cdot, t_0)
$$

and similarly

$$
u(x_0, t_0) \leq \bar{\gamma}^k \inf_{B_{\rho}(y_{k-1})} u(\cdot, t_0) \leq \bar{\gamma}^k u(y_k, t_0) \leq \bar{\gamma}^{k+1} \inf_{B_{\rho}(y_k)} u(\cdot, t_0).
$$

Thus,

$$
\bar{\gamma}^{-(k+1)} \sup_{B_{\rho}(y_k)} u(\cdot, t_0) \leq u(x_0, t_0) \leq \bar{\gamma}^{k+1} \inf_{B_{\rho}(y_k)} u(\cdot, t_0)
$$

(6.12)

and the induction step is complete.

By the induction principle, the estimate (6.12) holds for all $k = 0, \ldots, K$. Since $\hat{y} \in B_{\rho}(y_K)$, we have in particular

$$
\bar{\gamma}^{-(K+1)} \sup_{[x, \hat{y}]} u(\cdot, t_0) \leq u(x_0, t_0) \leq \bar{\gamma}^{K+1} \inf_{[x, \hat{y}]} u(\cdot, t_0),
$$

where $[x, \hat{y}]$ denotes the segment from $x$ to $\hat{y}$. Since $\hat{y} \in \partial B_r(x_0)$ was arbitrary, the estimate of the theorem follows for $\gamma := \bar{\gamma}^{K+1}$. □
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