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Abstract

While a lot of work has been done in understanding representations learned within deep NLP models and what knowledge they capture, work done towards analyzing individual neurons is relatively sparse. We present a technique called Linguistic Correlation Analysis to extract salient neurons in the model, with respect to any extrinsic property, with the goal of understanding how such knowledge is preserved within neurons. We carry out a fine-grained analysis to answer the following questions: (i) can we identify subsets of neurons in the network that learn a specific linguistic property? (ii) is a certain linguistic phenomenon in a given model localized (encoded in few individual neurons) or distributed across many neurons? (iii) how redundantly is the information preserved? (iv) how does fine-tuning pre-trained models towards downstream NLP tasks impact the learned linguistic knowledge? (v) how do models vary in learning different linguistic properties? Our data-driven, quantitative analysis illuminates interesting findings: (i) we found small subsets of neurons that can predict different linguistic tasks; (ii) neurons capturing basic lexical information, such as suffixation, are localized in the lowermost layers; (iii) neurons learning complex concepts, such as syntactic role, are predominantly found in middle and higher layers; (iv) salient linguistic neurons are relocated from higher to lower layers during transfer learning, as the network preserves the higher layers for task-specific information; (v) we found interesting differences across pre-trained models regarding how linguistic information is preserved within them; and (vi) we found that concepts exhibit similar neuron distribution across different languages in the multilingual transformer models. Our code is publicly available as part of the NeuroX toolkit (Dalvi et al., 2023).\(^1\)
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\(^1\) https://github.com/fdalvi/NeuroX
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1 Introduction

The advent of deep neural networks and their opaque nature has prompted a new field of research focused on analyzing these models. However, this revolution comes at the expense of transparency. Unlike traditional models that rely on manually designed features, we now face a lack of understanding regarding two key aspects: i) what knowledge the underlying representations capture, and ii) how this information is utilized in the decision-making process of deep NLP models. Addressing these questions is crucial for understanding the inner workings of neural networks and ensuring fairness, trust, and accountability when applying AI solutions. To gain insights into these questions, researchers have pursued two main avenues of investigation: i) Concept Analysis and ii) Attribution Analysis. The former thrives on post-hoc decomposability, analyzing representations to uncover linguistic (and non-linguistic) phenomena learned as the network is trained for any NLP task (Belinkov et al., 2017a; Conneau et al., 2018; Tenney et al., 2019). The latter characterizes the role of model components in a specific prediction (Linzen et al., 2016b; Gulordava et al., 2018; Marvin and Linzen, 2018). Recently, efforts have been made to connect these two lines of work and determine whether the encoded knowledge is actually used by the model (Feder et al., 2021; Elazar et al., 2021).

Concept Analysis aims at understanding the learned representations with respect to human interpretable concepts. For example analyzing if the model is aware of language morphology, anaphora or more subtle concepts like gender etc. Such an analysis can be potentially useful for not only debugging the systems for errors (Ma et al., 2018; Lertvittayakumjorn et al., 2020), but improving the design choices and system performance (Wambgsanss et al., 2021). To this end the researchers have analyzed contextualized representations trained within deep NLP models w.r.t concepts varying from word morphology (Vylomova et al., 2016; Dalvi et al., 2017; Durrani et al., 2019) to high level concepts such as structure (Shi et al., 2016; Linzen et al., 2016a) and semantics (Qian et al., 2016b; Belinkov et al., 2017b) or more generic properties such as sentence length (Adi et al., 2016). Compared to the holistic view that we obtain from representation analysis, neuron analysis offers several benefits. By analyzing individual neurons, we gain a more fine-grained understanding of the network’s representations. This allows us to identify specific neurons or groups of neurons that capture particular phenomena or concepts (Karpathy et al., 2015; Li et al., 2016; K´ ad´ ar et al., 2017; Lakretz et al., 2019). Such insights go beyond understanding the mechanics of neural networks and have numerous applications. For example understanding which neurons are responsible for certain behaviors enables us to intervene and manipulate the network’s output accordingly (Bau et al., 2019). Neuron analysis can facilitate model distillation by identifying less salient neurons (Rethmeier et al., 2020). It can contribute to efficient feature-based transfer learning (Dalvi et al., 2020) by understanding the functional role of different neurons. Finally, how information is distributed across the architectures can guide architecture search.

We present a method called as the Linguistic Correlation Analysis (LCA), to extract salient neurons in the model with respect to any extrinsic property. Our methodology is a 3-step process — given a neural network model: i) use the pre-trained model to extract contextualized feature representations for words, ii) train a classifier using the extracted features to predict a property of interest, iii) extract a ranking based on the weights as-
signed to each neuron. The ranking serves as a proxy to measure the importance of neurons with respect to the understudied property. We select top $N\%$ neurons from the ranked list, that maintain oracle performance i.e. accuracy on the task using the entire representation.

The LCA method is based on the diagnostic classifier framework (Hupkes et al., 2017; Belinkov et al., 2017a). However, rather than examining the overall representations learned by the neural network, we use it to discover individual neurons w.r.t their role in encoding specific linguistic features.

We apply the LCA method to delve into the core linguistic phenomena encompassing morphology, syntax, and semantics, essential aspects of language learning, deemed crucial for any sophisticated NLP task. However, our method can be seamlessly used for any task-specific concept where annotated data is available. We analyze the representations trained from neural language models of which we study the recent transformer based models. We use LCA to understand: i) how concepts are learned within neurons and ii) how these neurons distribute across the network. More specifically we probe for the following questions:

- **Question:** Do the individual neurons in the transformers capture linguistic information and which parts of the network learn more about certain linguistic phenomena?

- **Finding:** Neurons that capture tasks such as predicting shallow lexical information (such as suffixes) or word morphology are predominantly found in the lower layers and those learning more complex properties such as syntactic information are found in the higher layers. [Section 5.1]

- **Question:** Is certain linguistic phenomenon in a given model localized or distributed across many neurons? And how redundantly is the information preserved?

- **Finding:** Closed-class properties like *interjections* (morphological category) and *Months of year* (semantic category) are concentrated within a smaller number of neurons, whereas open-class properties such as nouns (morphological category) and *location* (semantic category) are spread across multiple neurons. [Section 5.2]

- **Finding:** A subset of neurons that learn a particular concept can be discovered, however, concepts are redundantly learned and many subsets of neurons that carry the same information coexist in the network. [Sections 4.1, 5.3]

- **Question:** How do various architectures differ in learning these properties?

- **Finding:** Some models (such as BERT) are more distributed while others (such as XLNet) exhibit disjoint set of neurons designated for different linguistic properties. [Section 5.1]

- **Question:** How does the information redistributes across the layers during transfer learning?

- **Finding:** The differences between architectures became more pronounced when the models were tuned towards the GLUE tasks. We observed that linguistic knowledge regresses to lower layers in RoBERTa and XLNet, unlike BERT, where it is still preserved in the higher layers. [Section 5.4]
This paper builds upon the work presented in Dalvi et al. (2019) by expanding on several aspects: i) we extend the analysis towards transformer models including multilingual BERT and XLM-RoBERTa (Conneau et al., 2020), ii) we used the algorithm to discover minimal set of salient neurons that learn a linguistic property and carry out several analyses on top of this. For example: a) to understand how salient neurons distribute across the layers and linguistic properties, b) how redundantly is the information preserved, c) how it redistributes when the models are fine-tuned towards a downstream task.

2 Linguistic Correlation Analysis

The LCA algorithm follows a three step process (See Figure 1): i) first we extract activations from the trained neural network model, ii) we then use these as static features to train an auxiliary classifier towards an extrinsic property of interest, iii) lastly we use the weights of the trained classifier as a proxy to describe saliency of a neuron w.r.t the property.

2.1 Model

Formally, consider a pre-trained neural language model $M$ with $L$ layers: $\{l_1, l_2, \ldots, l_L\}$. Given a dataset $W = \{w_1, w_2, \ldots, w_N\}$ with the corresponding annotations $T = \{t_{w_1}, t_{w_2}, \ldots, t_{w_N}\}$, we map each word $w_i$ in the data $W$ to a sequence of latent representations: $W \mapsto z = \{z_1, \ldots, z_n\}$. The representations can be extracted from the entire model, from an individual layer or any component of the model (attention head, FFN layer etc). The probe is trained by minimizing the following loss function:

$$
\mathcal{L}(\theta) = - \sum_i \log P_\theta(t_{w_i} | w_i) + \lambda_1 ||\theta||_1 + \lambda_2 ||\theta||_2^2
$$
Algorithm 1  Probe training (Section 2.1)

1: function TrainProbe($X$, $y$, $\lambda_1$, $\lambda_2$)
2: Initialize learning rate $\eta = 0.001$, number of epochs $N = 10$
3: Initialize parameters $\theta$ (weights $W$ and bias $b$) randomly
4: for epoch = 1 to $N$ do
5:    for each training example $(w_i, t_{w_i})$ in $X$ do ▷ Can be done over mini-batches as well
6:        $L(\theta) = -\sum_i \log P_\theta(t_{w_i}|w_i) + \lambda_1 \|\theta\|_1 + \lambda_2 \|\theta\|_2^2$ ▷ Equation from 2.1
7:        $d\theta \leftarrow \frac{\partial L(\theta)}{\partial \theta}$ ▷ Compute the gradient of the loss function with respect to $W$ and $b$
8:        $\theta \leftarrow \theta - \eta \cdot d\theta$ ▷ Update the parameters $W$ and $b$
9:    end for
10: end for
11: return probe$_{\theta}$ ▷ trained probe
12: end function

where $P_\theta(t_{w_i}|w_i) = \frac{\exp(\theta_l \cdot z_i)}{\sum_l \exp(\theta_l \cdot z_i)}$ is the probability that word $i$ is assigned property $t_{w_i}$.

The weights $\theta \in \mathbb{R}^{D \times |T|}$ are learned with gradient descent (Algorithm 1). Here $D$ is the dimensionality of the latent representations $z_i$ and $T$ is the set of tags (properties) in the linguistic tag set, which the classifier is predicting, $|T|$ is the number of such tags. The trained probe can also be represented as a function $X \mapsto y$ where $X$ is the combination of all the word representations ($w_i$) and $y$ is the list of associated labels from $T$. The terms $\lambda_1 \|\theta\|_1$ and $\lambda_2 \|\theta\|_2^2$ correspond to $L1$ and $L2$ regularization. This combination also known as elastic-net (Zou and Hastie, 2005). It is useful to strike a balance between identifying very focused localized features ($L1$) versus distributed neurons ($L2$). We use a grid search algorithm to find the most appropriate set of lambda values.

2.2 Grid Search

To find the best values for $\lambda_1$ and $\lambda_2$, we conduct a weight ablation experiment on the trained classifier using a search algorithm (refer to Algorithm 2). Following classifier training, we identify the top and bottom $M$ features from a ranked list generated by a neuron ranking algorithm. The remaining features are then set to zero. The score for each pair of ($\lambda_1$, $\lambda_2$) is calculated as follows:

$$S(\lambda_1, \lambda_2) = \alpha (A_t - A_b) - \beta (A_z - A_l)$$

here, $A_t$ represents the accuracy of the classifier retaining top neurons and masking the rest, $A_b$ is the accuracy retaining bottom neurons, $A_z$ stands for the accuracy of the classifier trained using all neurons but without regularization, and $A_l$ represents the accuracy with the current lambda set. The first term ensures the selection of a lambda set where accuracies
Algorithm 2 Grid Search (Section 2.2)

1: function GridSearch($X$, $y$, $\alpha$, $\beta$, $M$) 
2: searchList ← [1^{-6}, 1^{-5}, 1^{-4}, 1^{-3}, 1^{-2}, 1^{-1}, 0] 
3: $\lambda_1^*, \lambda_2^* \leftarrow$ null ▷ Best regularization parameters 
4: bestScore ← $-\infty$ 
5: for $\lambda_1$ in searchList do
6: for $\lambda_2$ in searchList do
7: probe ← TrainProbe($X$, $y$, $\lambda_1$, $\lambda_2$) 
8: rankedNeurons ← GetNeuronRanking(probe) 
9: $X_{top} \leftarrow$ AblateBottomNeurons($X$, rankedNeurons, $M$) ▷ Set all neurons to zero except top $M$ neurons 
10: $X_{bottom} \leftarrow$ AblateTopNeurons($X$, rankedNeurons, $M$) ▷ Set all neurons to zero except bottom $M$ neurons 
11: $\text{probe}_{top} \leftarrow$ TrainProbe($X_{top}$, $y$, $\lambda_1$, $\lambda_2$) 
12: $\text{probe}_{bottom} \leftarrow$ TrainProbe($X_{bottom}$, $y$, $\lambda_1$, $\lambda_2$) 
13: $\text{probe}_{noreg} \leftarrow$ TrainProbe($X$, $y$, 0, 0) 
14: score ← $\alpha \cdot (A(\text{probe}_{top}) - A(\text{probe}_{bottom})) - \beta \cdot (A(\text{probe}_{noreg}) - A(\text{probe}))$ ▷ $A$ computes the accuracy of the given probe 
15: if score > bestScore then 
16: bestScore ← score 
17: $\lambda_1^* \leftarrow \lambda_1$ 
18: $\lambda_2^* \leftarrow \lambda_2$ 
19: end if 
20: end for 
21: end for 
22: return $\lambda_1^*, \lambda_2^*$ 
23: end function

of top and bottom neurons are significantly different, while the second term ensures a preference for weights that result in minimal loss in classifier accuracy due to regularization.²

2.3 Neuron Ranking Algorithm

Deriving neuron rankings is analogous to subset selection, which is a well-studied field in machine learning. Classical subset selection methods either enumerate all possible subsets to select the best features, or perform step wise selection of features by training a model to find the next best feature at each step (Hastie et al., 2013, Section 3.3). However, these techniques become infeasible when the number of total features is large, as in the case of neuron selection. In this work, we derive inspiration of Shrinkage Methods (Hastie et al., 2013, Section 3.4) and use the internal weights of a trained classifier to extract top neurons (and subsequently a ranking of neurons). This avoids any expensive computation

² Higher L1 values encourage sparsity in the classifier, leading to the selection of a smaller set of focused neurons. However, this often results in poorer task performance. We set $M = 20\%$ and $\alpha, \beta = 0.5$. 
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Algorithm 3 Neuron Ranking Extraction (Section 2.3)

1: function GetNeuronRanking(probe)
2: ordering ← [] ▷ ordering will store the neurons in order of decreasing importance
3: for $p = 1$ to 100 by $\alpha$ do ▷ $p$ is the percentage of the weight mass. We start with a very small value and incrementally move towards 100%.
4: tnpt ← GetTopNeuronsPerTag($\theta$, $p$) ▷ tnpt contains the top neurons per tag using the threshold $p$
5: topNeurons ← $\bigcup_{i=1}^{L}$ tnpt
6: newNeurons ← topNeurons \ ordering
7: ordering.append(newNeurons)
8: end for
9: return ordering
10: end function ordering

per feature, and also allows the usage of a single trained model to extract independent rankings for each class in a multi-class scenario.

Formally, given the trained weights of the classifier denoted as $\theta \in \mathbb{R}^{D \times |T|}$, our objective is to establish a ranking for the $D$ neurons within the model $M$. For a specific property $t \in T$, we sort the weights $\theta_t \in \mathbb{R}^{D}$ based on their absolute values, sorting them in descending order. Consequently, the neuron with the highest absolute weight in $\theta_t$ is positioned at the top of our ranking. We identify the top $n$ neurons (pertaining to the specific property in consideration) that cumulatively contribute to some percentage of the total weight mass as salient neurons. To extract a ranking of neurons w.r.t. all of the tags in $T$, we use an iterative process described in Algorithm 3. We start with a small percentage of the total weight mass and choose the most salient neurons for each tag $t$, and increase this percentage iteratively, adding newly discovered top neurons to our ordering. Hence, the salient neurons for each label $t$ appears at the top of the ordering. The order in which the neurons are discovered indicates their importance to the property set $T$.

2.4 Minimal Neuron Selection

Our approach involves an iterative process to identify minimal neurons for any downstream task: i) train a classifier to predict the task using all the neurons (call it Oracle), ii) obtain a neuron ranking based on the ranking algorithm described above, iii) select the top $N$ neurons from the ranked list and retrain a classifier using these selected neurons. This process is repeated, with $N$ gradually increasing by 1% at each iteration, until the classifier achieves an accuracy close to, but not less than a specified threshold compared to the performance of the Oracle. In our experiments, we utilized a threshold of 1% loss compared to Oracle, to guide this iterative process.

2.5 Selectivity

A potential pitfall in the approach of probing classifiers is the challenge of determining whether the probe faithfully reflects the underlying property of the representation or simply
Algorithm 4 Minimal Neuron Subset (Section 2.4)

1: function GetMinimumNeurons($X$, $y$, $\delta$) 
2:  $\lambda_1^*, \lambda_2^* \leftarrow \text{GridSearch} (X, y, 0.5, 0.5, 20\%)$ 
3:  probe $\leftarrow \text{TrainProbe}(X, y, \lambda_1^*, \lambda_2^*)$ 
4:  $O_{\text{acc}} \leftarrow \text{A}(\text{probe})$ \hfill $\triangleright$ Oracle accuracy 
5:  rankedNeurons $\leftarrow \text{GetNeuronRanking}(\text{probe})$ 
6:  $N \leftarrow 0$ \hfill $\triangleright$ Number of selected neurons 
7:  repeat 
8:  $N \leftarrow N + 1$ 
9:  $X_{\text{top}} \leftarrow \text{SelectTopNeurons}(X, \text{rankedNeurons}, N)$ \hfill $\triangleright$ Select top $N$ neurons 
10:  probe$_{\text{selected}} \leftarrow \text{TrainProbe}(X_{\text{top}}, y, \lambda_1^*, \lambda_2^*)$ 
11:  $S_{\text{acc}} \leftarrow \text{A}(\text{probe}_{\text{selected}})$ \hfill $\triangleright$ Selected neurons accuracy 
12: until $N < \text{length(\text{rankedNeurons})}$ or $O_{\text{acc}} - S_{\text{acc}} < \delta$
13: return $N$
14: end function

learns the specific task. Hewitt and Liang (2019) introduced control tasks to investigate the influence of training data and lexical memorization on probing experiments. They propose \textit{Selectivity} as a criterion to put a “linguistic task’s accuracy in context with the probe’s capacity to memorize from word types”. An effective probe should exhibit high accuracy in the linguistic task and low accuracy in the control task. We used selectivity to ensure that our probes are a true reflection of the learned representation.

The control tasks for our probing classifiers are defined by mapping each word type $x_i$ to a randomly sampled behavior $C(x_i)$, from a set of numbers $\{1 \ldots T\}$ where $T$ is the size of tag set to be predicted in the linguistic task. The sampling is done using the empirical token distribution of the linguistic task, so the marginal probability of each label is similar. The selectivity is defined as: $\delta = A_t - A_c$, i.e. difference of classifier accuracy when trained towards the task at hand and accuracy when trained towards control task drawn from the same distribution.

3 Experimental Setup

\textbf{Pre-trained Neural Language Models:} We experimented with 3 transformer models: BERT (Devlin et al., 2019), RoBERTa (Liu et al., 2019b) and XLNet (Yang et al., 2019) using the base versions (13 layers and 768 dimensions). This architectural choice allowed for a compelling comparison between auto-encoder and auto-regressive models. Additionally, we explored cross-language experiments by employing mBERT and XLM-RoBERTa (Conneau et al., 2020), the multilingual variants of BERT and RoBERTa, respectively.

\textbf{Language Tasks:} We evaluated our method on 6 linguistic tasks: suffix prediction, parts-of-speech tagging using the Penn TreeBank (Marcus et al., 1993), syntactic chunking using CoNLL 2000 shared task dataset (Tjong Kim Sang and Buchholz, 2000), CCG super-tagging using CCGBank (Hockenmaier, 2006), syntactic dependency labeling with Universal Dependencies data-set and semantic tagging using the Parallel Meaning Bank data (Abzianidze...
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Table 1: Example sentence with different word-level annotations.

| Words       | Musharraf | meets | Vajpayee | in | the | city | of | Islamabad |
|-------------|-----------|-------|----------|----|-----|------|----|------------|
| Suffix      | –         | s     | –        | –  | –   | –    | –  | –          |
| POS         | NP        | VBZ   | NP       | IN | DT  | NN   | IN | NP         |
| SEM         | PER       | ENS   | PER      | REL| DEF | REL  | REL| GEO        |
| Chunk       | B-NP      | B-VP  | B-NP     | B-PP | B-PP | I-NP| B-PP | B-NP       |
| CCG         | NP        | ((S[dcl]\(NP)/PP)/NP | NP | PP/NP | NP/N | N  | (NP[NP]/NP | NP |

Figure 2: Syntactic relations according to the Universal Dependencies formalism. Here “Musharraf” and “Vajpayee” are the subject and object of “meets”, respectively, obl refers to an oblique relation of the locative modifier, nmod denotes the genitive relation, the prepositions “in” and “of” are treated as case-marking elements, and “the” is a determiner. See https://universaldependencies.org/guidelines.html for detailed definitions.

Transfer Learning: For the transfer-learning experiments, the models (BERT, XLNet, and RoBERTa) were fine-tuned towards GLUE tasks. Specifically, we experimented with SST-2 for sentiment analysis with the Stanford sentiment tree-bank (Socher et al., 2013), MNLI for natural language inference (Williams et al., 2018), QNLI for Question NLI (Rajpurkar et al., 2016), RTE for recognizing textual entailment (Bentivogli et al., 2009), MRPC for Microsoft Research paraphrase corpus (Dolan and Brockett, 2005), and STS-B for the semantic textual similarity benchmark (Cer et al., 2017). All models were fine-tuned using identical settings, and we conducted three independent runs to identify the best-performing model.

Classifier Settings: We utilized a linear probing classifier with elastic-net regularization, employing a categorical cross-entropy loss function and optimizing it with Adam (Kingma and Ba, 2014). The training process involved shuffled mini-batches of size 512 and was stopped after 10 epochs. The regularization weights were trained using a grid-search algorithm. In the case of sub-word based models, we considered the last activation value as the representative of the word, as also done for the embeddings (Liu et al., 2019a; Durrani et al., 2019). Linear classifiers are commonly chosen for analyzing deep NLP models due to their enhanced interpretability (Qian et al., 2016a; Belinkov et al., 2020). Hewitt and Liang (2019) have also demonstrated that linear probes exhibit higher “Selectivity” (which
Table 2: Ablation Study: Selecting all, top, random and bottom 20% neurons and zeroing-out remaining to evaluate classifier accuracy on blind test (averaged over 3 runs). In the last column we select 20% neurons based on weight magnitude of the neurons.

|        | POS SEM Chunking |
|--------|------------------|
|        | BERT XLNet RoBERTa | BERT XLNet RoBERTa | BERT XLNet RoBERTa |
| All    | 96.16 96.19 96.72 | 92.11 92.68 93.13 | 95.01 94.15 95.09 |
| Top    | 90.16 92.28 91.93 | 84.32 90.70 90.16 | 89.01 89.16 89.63 |
| Random | 28.45 58.17 44.56 | 64.28 72.14 66.15 | 75.83 75.26 75.30 |
| Bottom | 16.86 44.64 23.09 | 59.02 25.37 34.35 | 66.82 46.66 54.11 |
| Wt. Mag. | 67.89 64.73 71.06 | 61.56 68.86 64.79 | 68.31 75.44 73.22 |

we also observed), a desirable characteristic for more interpretable probes. Linear probes are especially important for our method since we employ the learned weights as a measure of each neuron’s importance.

4 Evaluation

Before presenting our analysis, we evaluate the efficacy of our neuron ranking. We validate LCA using i) ablation study, ii) classifier retraining, iii) selectivity, and iv) via qualitative evaluation.

4.1 Ablation Study

Given a classifier trained to predict a linguistic task $T$, we extract a ranked list of neurons and conduct ablation experiments to validate the rankings. In these experiments, we “zero-out” all activations in the test, except for the selected $M\%$ neurons. We evaluate the rankings by retaining the top, random, and bottom 20% neurons. Additionally, we establish another baseline in which we selected neurons based on their weight magnitude and ablated the remaining neurons. It is worth noting that the choice of 20% is arbitrary and not experimentally explored; it was used solely to demonstrate the effectiveness of the rankings and to select the best lambdas (see Section 2.2).

Table 2 illustrates the efficacy of our rankings. Retaining the top 20% neurons yields high prediction accuracy, in contrast to retaining the bottom or random 20% neurons. Notably, the accuracy of the Random neurons, although significantly lower compared to the Top neurons, is still relatively high in some cases (e.g., for the “Chunking” task, which is related to predicting syntax). We observed that when the underlying task is complex, the related information is more distributed across the network, leading to redundancy. The issue of redundancy in pre-trained models will be revisited in Section 5.3. This Weight Magnitude baseline demonstrated similar performance to randomly selecting neurons in most cases.

4.2 Minimal Neuron Subset

In the previous section, we conducted an experiment where we masked out most of the classifier neurons, leaving only 20% of them, in order to evaluate the accuracy of the rankings.
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Table 3: Selecting minimal number of neurons for each downstream NLP task. Accuracy numbers reported on blind test-set (averaged over three runs) – Neu\textsubscript{t} = Percentage of top selected neurons, Acc\textsubscript{a} = Accuracy using all neurons, Acc\textsubscript{t} = Accuracy using selected neurons after retraining the classifier using selected neurons, Sel = Difference between linguistic task and control task accuracy when classifier is trained on all neurons (Sel\textsubscript{a}) and top neurons (Sel\textsubscript{t}).

|          | POS                      | SEM                      | Chunking                 |
|----------|--------------------------|--------------------------|--------------------------|
|          | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa |
| Neu\textsubscript{t} | 5%   | 5%    | 5%      | 5%   | 5%    | 5%      | 10%  | 10%   | 10%     |
| Acc\textsubscript{a} | 96.16 | 96.19 | 96.72   | 92.11 | 92.68 | 93.13   | 95.09 | 94.15 | 94.68   |
| Acc\textsubscript{t} | 95.92 | 96.49 | 96.48   | 92.18 | 92.72 | 92.96   | 94.99 | 94.62 | 94.80   |
| Sel\textsubscript{a} | 14.49 | 23.53 | 17.93   | 14.08 | 12.98 | 13.33   | 16.30 | 22.77 | 18.39   |
| Sel\textsubscript{t} | 31.84 | 31.98 | 31.91   | 27.17 | 26.83 | 27.00   | 29.19 | 28.42 | 28.39   |
| Probeless | 95.45 | 96.18 | 94.90   | 90.87 | 91.35 | 89.99   | 90.36 | 91.80 | 91.16   |

Now we leverage these rankings to select the minimum number of neurons required for each linguistic task. To achieve this, we employ Algorithm 4 to obtain a ranking of neurons. We then iteratively select a percentage, denoted as N\%, of the highest-ranked neurons that achieve comparable accuracy (using a threshold δ = 1.0) to using the entire network (all the features). By analyzing these significant neurons, we can highlight two aspects: i) the parts of the learned network that predominantly capture different linguistic phenomena, and ii) the extent to which information is localized or distributed across different properties. A summary of the results is provided in Table 3.

Firstly, we demonstrate that for all tasks, selecting a subset of the top N\% neurons and retraining the classifier can achieve similar or even better accuracy compared to using all the neurons (Acc\textsubscript{a}) as static features. In the case of lexical tasks such as POS or SEM tagging, a very small number of neurons (approximately 5\%, i.e., 499 out of 9984\textsuperscript{3}) were found to be sufficient to achieve a comparable accuracy (Acc\textsubscript{t}) to the oracle accuracy (Acc\textsubscript{a}). On the other hand, syntactic tasks like Chunking tagging, which model non-local dependencies, required a larger set of neurons (999 out of 9984) to achieve the same level of accuracy. We also examined more complex syntactic tasks, namely CCG super tagging and Syntactic dependency relations, which are discussed later in the paper. These tasks required an even larger set of neurons (15\%) to achieve performance close to the oracle accuracy. Additionally, we included another baseline for comparison. We employed the Probeless method (Antverg and Belinkov, 2022) to generate rankings of neurons for each task and subsequently retrained the classifier by selecting the top N\% neurons based on these rankings. Our findings demonstrate that the Probeless method exhibited similar performance to our approach in the POS tagging task, while our method (LCA) outperformed Probeless in the other two tasks.

3. When training the classifier, we create a large feature vector (768 × 13 – hidden dimensions × number of layers) by concatenating the layers.
4.3 Selectivity

Although selectivity is not directly used to evaluate the efficacy of our ranking, it is generally considered important to demonstrate that the probe truly reflects the knowledge contained within the understudied representation and not its ability to memorize the task. We use selectivity to further demonstrate that our probes (trained using the entire representation and selected neurons) do not memorize word types but highlight the knowledge captured within the underlying representation. Recall that an effective probe is recommended to achieve high linguistic task accuracy and low control task accuracy. The results (see Table 3) show that selectivity with top neurons ($Sel_t$) is much higher than selectivity with all neurons ($Sel_a$). It is evident that using all the neurons may contribute to memorization, whereas higher selectivity with selected neurons indicates less memorization and the efficacy of our neuron selection.

4.4 Qualitative Evaluation

Visualizations have been used effectively to gain qualitative insights on analyzing neural networks (Karpathy et al., 2015; Kádár et al., 2017). We carry a qualitative evaluation and analysis of the selected neurons using the NeuroX visualization tool (Dalvi et al., 2023). We do this by visualizing: i) the activations of the top neurons w.r.t a property, ii) or analyzing the top $n$ words that activates a neuron.

(a) Superlative Adjective Neuron (ROBERTA) – Layer 1: 193

It has been trying to improve its share of the residential market.

He declined to comment on whether the company is considering a dividend or is planning any acquisition.

The university is considering installing a $250,000 system to store applications electronically.

(b) Gerund Verb Neuron (ROBERTA) – Layer 1: 750

Figure 3: Visualizations (POS) – Neuron 193 in Layer activates positively for superlative adjectives, Neuron 750 activates positively for gerund verbs.

Figures 3-5 visualize the activations of the top neurons for a few properties. It shows how single neurons can focus on very specific linguistic properties. Figure 3a shows a neuron that activates positively for superlative adjectives (e.g. biggest, deadliest, heaviest). Figure 3b shows a neuron that activates positively for gerund verbs (e.g. trying, considering etc). Similarly Figure 4a shows a neuron that activates negatively for person name (e.g. Robert, Annan and Meain etc). Figure 4b shows a neuron that activates negatively for places, specifically countries and cities (e.g. Paris, Qatar, Doha etc). We are able to identify
Defense Secretary Robert Gates called him ‘one of the best strategic thinkers’ in the U.S. military.

Mr. Annan said in his monthly report to the U.N. Security Council Monday that there has been a dangerous increase in violence in Darfur.

McCain may announce his running mate during a rally on August 29, three days before the start of the Republican National Convention.

(a) Person Name Neuron (XLNet) – Layer 2: 651

Paris is often referred to as the ‘City of Light’

In the 21st century, Qatar emerged as a significant power in the Arab world through its resource-wealth.

Over 80% of the nation’s population lives in Doha

(b) Place Neuron (XLNet) – Layer 2: 115

They also violate the relevant Security Council resolutions, in particular resolution 2216 (2015), and are consistent with the Houthi’s total rejection of the said resolution.

Figure 4: Visualizations (SEM) – Neuron 651 in layer 2 activates negatively for person names, Neuron 115 is a place neuron.

Figure 5: Position Neuron: Activates positively in the beginning, becomes neutral in the middle and negatively towards the end of sentence.

neurons learning a specific property. Although our results are focused on linguistic tasks, the LCA method can be used to probe any property for which labeled data can be created. For instance, Mousi et al. (2023) used LLMs to annotate encoded concepts within pre-trained language models and carried out neuron analysis using these annotations. Here, we trained a classifier to predict position of the word, i.e., identify if a given word is at the beginning, middle, or end of the sentence. As shown in Figure 5, the top neuron identified by this classifier activates with high positive value at the beginning (blue), moves to zero in the middle (white), and gets a high negative value at the end of the sentence (red).

Another way to qualitatively validate the salient neurons identified by our method is to visualize the top words that activate a given neuron. Table 4 shows salient neurons w.r.t a property in different models along with their top-5 activating words in the test-set. Looking at the top-5 activating words for a neuron, we can validate that the identified neuron indeed learns that property. These results also show how visualization can be combined with any neuron ranking method to give us a quick insight into the property a neuron has learned.

5 Analysis

Now that we have established the efficacy of our method, both empirically and qualitatively, let us analyze the discovered salient neurons. Specifically we want to study the following questions: i) how do the salient neurons distribute across the layers? ii) how do they
Table 4: Ranked list of words for some individual neurons, VBD: Past-tense verb, VBG: Gerund Verb, VBZ: Third person singular, CD: Numbers, LOC: Location, ORG: Organization, PER: Person, YOC: Year of the century.

| Neuron | Property | Model | Top-5 words |
|--------|----------|-------|-------------|
| Layer 9: 624 | VBD | RoBERTa | supplied, deposited, supervised, paled, summoned |
| Layer 2: 750 | VBG | RoBERTa | exciting, turning, seeing, owning, bonuses |
| Layer 0: 249 | VBG | BERT | requiring, eliminating, creates, citing, happening |
| Layer 1: 585 | VBZ | XLNet | achieves, drops, installments, steps, lapses, refunds |
| Layer 2: 254 | CD | RoBERTa | 23, 28, 7.567, 56, 43 |
| Layer 5: 618 | CD | BERT | 360, 370, 712, 14.24, 550 |
| Layer 1: 557 | LOC | XLNet | Minneapolis, Polonnaruwa, Mwangura, Anuradhapura, Kobe |
| Layer 5: 343 | ORG | RoBERTa | DIA, Horobets, Al-Anbar, IBRD, GSPC |
| Layer 10: 61 | PER | RoBERTa | Grassley, Cornwall, Dalai, Bernanke, Mr. Yushchenko |
| Layer 6: 132 | PER | BERT | Nick, Manie, Troy, Sam, Leith |
| Layer 2: 343 | YOC | BERT | 1897, 1918, 1901, 1920, Alam |

distribute across the properties, iii) how redundant are the neurons w.r.t a concept? iv) how transfer learning impacts linguistic knowledge in deep NLP models? and v) how much overlap in neurons do we see in the multilingual models?

5.1 Distribution of Neurons Across Layers

Work done in interpreting deep NLP models often study the distribution of linguistic knowledge across layers by training classifiers for each layer individually (Liu et al., 2019a; Kim et al., 2020; Belinkov et al., 2020). In this study, we investigate how neurons selected from the entire network distribute across various layers of the model. This analysis provides an alternative perspective on which layers predominantly contribute to different tasks.

We explore two additional tasks in this section. A simple task of predicting the suffix of a word given its representation, and the second is a more complex task predicting CCG tag of a word. CCG captures syntactic information globally within a sentence at the word level by assigning a label to each word, indicating its syntactic role. These annotations can be conceptualized as a function that processes and produces syntactic categories (refer to Table 1 for an example).

The findings presented in Figure 6 reveal insights across various tasks and transformer models. Neurons responsible for predicting suffixes, a shallow linguistic task, are primarily concentrated in the first two layers of the models. Similarly, abstract concepts like learning morphology (POS tagging) are predominantly captured within these initial layers as well. These patterns indicate that the initial layers of the network are focused on reconstructing word structure, which is disassembled during the subword segmentation in the pre-processing stage. As the complexity of the task increases, such as learning lexical semantics, we observe that neurons in middle and higher middle layers become more active. At the opposite end of the spectrum, the intricate task of modeling syntax (CCG supertagging) is primarily handled by neurons in the final layers.

**How do the architectures compare in terms of the distribution of concept neurons?** We notice that while BERT adheres to the observed patterns, the top neurons in BERT are spread out more evenly across the layers compared to XLNet, where
the top neurons for a specific task are concentrated in fewer layers. This indicates that in BERT, each layer contains neurons specialized in learning specific language properties, whereas in XLNet, certain designated layers are specialized for these properties. Unlike auto-encoder-based BERT models, neurons in the embedding layer consistently show minimal contribution in XLNet across all tasks. Let’s examine these distinctions for each concept:
In the case of predicting suffixes, we clearly see that the neurons capturing the information are learned in the first two layers. It is interesting to note that RoBERTa maintains this information consistently in the network. For the task of learning parts-of-speech, most layers in BERT contributed towards the top neurons, while the distribution is dominated by lower layers in XLNet, with an exception of XLNet not choosing any neurons from the embedding layer. RoBERTa exhibits similar behavior to XLNet with embedding layer contributing small number of neurons. However, in this case higher layers also contribute to the most salient neurons. On the task of semantic tagging, similar to POS, all layers of BERT contributed to the list of top neurons. However, the lower-middle layers showed the most contribution. This is in line with Liu et al. (2019a) who found middle and higher middle layers to give optimal results for the semantic tagging task. On XLNet and RoBERTa, the lower layers after the embedding layer got the largest share of the top neurons of SEM. This trend is consistent across other tasks, i.e., the core linguistic information is learned earlier in the network with an exception of BERT, which distributes information across the network.

In contrast to the lexical tasks discussed earlier, which are mainly captured in the initial and middle layers, there is a noticeable shift in pattern when it comes to learning syntactic tasks. Salient neurons for syntactic tasks emerge in the higher layers. In XLNet and RoBERTa, the majority of salient neurons were contributed by the final layer. Even in the case of BERT, which exhibits a more distributed behavior, higher layers contribute more neurons than the initial layers. These findings align with previous research Liu et al. (2019a); Tenney et al. (2019) on analyzing contextualized representations across layers to explore how various linguistic concepts are learned at different layers. Our neuron analysis method serves as a complementary approach to their study, reinforcing the overall understanding of the layer-wise distribution of linguistic knowledge in transformer models.

5.2 Distribution of Neurons Across Properties

The Linguistic Correlation Analysis provides a ranking for a property set (e.g., Chunking tagging) as well as for individual labels (e.g., Chunking:B-VP). The ranking algorithm extracts neurons for each label $l$ in task $T$, sorted based on absolute weights. The final rankings are obtained by selecting neurons from each label using the neuron ranking algorithm as described in Section 2.3. The distribution of neurons, allows us to analyze how localized or distributed a property is, based on the number of neurons that are selected for each label in the task. Figure 7 shows various properties alongside the number of neurons (in the minimal set) required to capture each property. We observed that functional words, also known as closed class categories such as determiners or numbers, are localized in as few as 10 neurons. In contrast, open class words like nouns and verbs are distributed across a larger number of neurons. Open class categories occur in a variety of contexts, necessitating more neurons to capture diverse linguistic nuances. This observation held consistently across different properties within various tasks, as well as across different models and languages. For detailed results, please refer to Appendix 7.

How do individual properties distribute across layers? Previously, our analysis focused on examining each linguistic task as a whole. Now, we study the individual properties (e.g., adjectives) to understand whether they are localized or widely distributed across lay-
Figure 7: Localized vs. Distributed Properties: DT = Determiner, CD = Numbers, NN = Noun, VBN = Past participle verb, MOY, Month of Year, LOC = Location, HAP = Event (happening), B-ADVP = Beginning of Adverb Phrase, B-NP = Beginning of Noun Phrase, Y-axis = number of neurons assigned to this property

ers in different architectures. We observed intriguing similarities across architectures. For instance, neurons predicting the foreign words (FW) property were predominantly localized in the final layers (BERT: 13, XLNet: 11, RoBERTa: 11) in the architectures under investigation. In contrast, neurons capturing common class words such as adjectives (JJ) and locations (LOC) were localized in lower layers (BERT: 0, XLNet: 1, RoBERTa: 1), indicating that these common class words might be determined at a lexical level. However, we did find variations in certain cases. For example, personal pronouns (PRP) or plural nouns (NNS) in POS tagging and event class (EXC) in semantic tagging were handled at different layers across different architectures.

5.3 Redundancy

Neural networks are inherently distributed and, as a result, exhibit natural redundancy. Pretrained models, due to over-parameterization and the incorporation of techniques like drop-outs, further contribute to this redundancy. A growing body of research suggests that these models don’t utilize the full representational capacity offered by their complex architectures during inference (Michel et al., 2019). This hypothesis has motivated researchers to prune components during inference, a process that has been shown to not significantly impact model performance (Voita et al., 2019; Sajjad et al., 2023).

In Section 4.2, we identified the most salient neurons for various linguistic tasks. Now we will explore whether the remaining neurons in the network contain redundant information. To conduct this experiment, we randomly selected $N$ neurons from the model and retrained a classifier to predict specific properties. We set $N$ equal to the number of top neurons selected for the task. The results presented in Table 5 demonstrate that using the same
Table 5: Selecting minimal number of neurons for each downstream NLP task. Accuracy numbers reported on blind test-set – Neuₜ = Percentage of top selected neurons, Accₐ = Accuracy using all neurons, Accₜ = Accuracy using selected neurons after retraining the classifier using selected neurons, Accᵣ = Accuracy using randomly selected neurons after retraining the classifier, Accᵦ = Accuracy using bottom neurons after retraining the classifier.

| POS | SEM | Chunking |
|-----|-----|----------|
|    |     | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa |
| Neuₜ | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 5%  | 10% | 10% | 10% |
| Accₐ | 96.16 | 96.19 | 96.72 | 92.11 | 92.68 | 93.13 | 95.09 | 94.15 | 94.68 |
| Accₜ | 95.92 | 96.49 | 96.48 | 92.18 | 92.72 | 92.96 | 94.99 | 94.62 | 94.80 |
| Accᵣ | 94.12 | 95.19 | 94.38 | 90.01 | 90.37 | 91.17 | 92.57 | 91.63 | 93.10 |
| Accᵦ | 93.20 | 91.20 | 93.21 | 90.00 | 88.80 | 90.70 | 91.60 | 92.35 | 92.11 |

number of randomly selected neurons yields very similar performance (within a margin of less than 3%) compared to the classifier trained with the top neurons. Surprisingly, even the least significant neurons carry sufficient information to predict the tasks accurately. This aligns with the findings of Prasanna et al. (2020), who revealed the high re-trainability of even the poorest sub-networks in BERT. These results have practical implications for network pruning and efficient feature-based transfer learning Dalvi et al. (2020).

5.4 Transfer Learning

Continuing our neuron analysis of linguistic knowledge learned within transformer-based language models, we dive into further experiments employing our LCA method to investigate the redistribution of morpho-syntactic and semantic knowledge within these pretrained models as they undergo fine-tuning for GLUE tasks (Wang et al., 2018). Specifically, we focus on extracting the most salient neurons related to specific linguistic properties (e.g., POS task), from both the pre-trained model and its fine-tuned counterpart. By comparing the distribution of these neurons across the network, we gain valuable insights into how linguistic knowledge evolves during the fine-tuning process. Below we discuss notable findings from this set of experiments:

**Information becomes less distributed in the fine-tuned XLNet and RoBERTa models post fine-tuning.** Table 6 presents the classifier accuracy results obtained by selecting the most (top) and least (bottom) N% salient neurons across various tasks and models. Comparing the performance of these neurons in fine-tuned models to the baseline model, a significant decrease in accuracy is evident, particularly in the cases of RoBERTa and XLNet. This decline implies that the information stored in the baseline models is more redundant, given that the bottom neurons still retain linguistic knowledge, as indicated in Section 5.3 on redundancy. In contrast, the fine-tuned models exhibit more localized and less distributed information, a consequence of their specific adaptation for downstream NLP tasks. Noteworthy is the finding that the bottom neurons in the fine-tuned BERT model
Table 6: Minimal top and bottom number of neurons for each downstream NLP task before (Baseline) and after fine-tuning. Task\textsubscript{t} = Accuracy using top selected neurons after retraining the classifier using selected neurons, Task\textsubscript{b} = Accuracy using bottom neurons after retraining the classifier using selected neurons.

|             | POS | SEM | Chunking |
|-------------|-----|-----|----------|
|             | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa | BERT | XLNet | RoBERTa |
| Baseline\textsubscript{t} | 95.92 | 96.49 | 96.48 | 92.18 | 92.72 | 92.96 | 94.99 | 94.62 | 94.80 |
| Baseline\textsubscript{b} | 93.20 | 91.20 | 93.21 | 90.00 | 88.80 | 90.70 | 91.60 | 92.35 | 92.11 |
| MRPC\textsubscript{t} | 95.91 | 95.24 | 95.23 | 92.2 | 92.33 | 91.53 | 94.97 | 93.8 | 94.5 |
| MRPC\textsubscript{b} | 93.13 | 78.83 | 91.11 | 90.04 | 72.33 | 88.14 | 91.92 | 88.0 | 91.9 |
| QNLI\textsubscript{t} | 96.09 | 94.71 | 95.81 | 92.09 | 91.41 | 91.54 | 94.33 | 93.99 | 94.08 |
| QNLI\textsubscript{b} | 93.47 | 10.39 | 84.31 | 90.01 | 17.84 | 78.67 | 91.78 | 79.37 | 90.71 |
| MNLI\textsubscript{t} | 95.81 | 94.93 | 95.45 | 91.9 | 91.34 | 91.43 | 93.81 | 92.86 | 93.24 |
| MNLI\textsubscript{b} | 93.03 | 41.13 | 84.85 | 89.97 | 43.05 | 79.02 | 91.33 | 85.02 | 89.53 |
| RTE\textsubscript{t} | 95.93 | 95.24 | 95.63 | 92.0 | 91.36 | 91.56 | 94.89 | 94.01 | 94.33 |
| RTE\textsubscript{b} | 93.11 | 87.96 | 90.42 | 90.03 | 80.01 | 86.94 | 92.01 | 89.98 | 90.91 |
| SST\textsubscript{t} | 95.92 | 95.02 | 95.67 | 92.1 | 91.33 | 91.51 | 94.48 | 93.74 | 94.17 |
| SST\textsubscript{b} | 93.38 | 35.22 | 60.43 | 89.93 | 34.83 | 60.73 | 91.91 | 80.34 | 82.86 |
| STS\textsubscript{t} | 95.94 | 95.15 | 95.76 | 92.1 | 91.68 | 91.52 | 94.89 | 93.82 | 94.31 |
| STS\textsubscript{b} | 93.12 | 88.14 | 85.91 | 90.03 | 83.78 | 79.56 | 92.01 | 89.93 | 88.89 |

experienced minimal change, suggesting that linguistic information remains redundant and distributed in BERT even after the fine-tuning process.

**How do salient neurons distribute across the network layers?** In the earlier section (Section 5.1), we explored the distribution of salient neurons across network layers for each task. Now, our focus shifts to examining how this distribution changes in the fine-tuned models. The results for selected GLUE tasks are depicted in Figure 8.\textsuperscript{4} The graph illustrates the number of neurons across layers in both the baseline model and each fine-tuned model for different downstream NLP tasks. Notably, in RoBERTa and XLNet, the most salient neurons are now found in the lower layers. This is particularly striking in *Robertab-SST* and *XLANet-QNLI* (refer to Figures 8f and 8e), where the number of salient chunking neurons significantly increases in the lower layers while decreasing in the higher layers compared to the baseline. These observations signify a trend where neurons in lower layers bear more responsibility, focusing on learning task-specific information, while the higher layers become specialized in this regard.\textsuperscript{5} In contrast, BERT does not exhibit this behavior. Unlike XLNet, where linguistic properties localize in the lower layers, BERT distributes information evenly across the network, as previously noted in Section 5.1, where we found linguistic properties in XLNet to be localized in the lower layers, while BERT disperses information throughout all layers. Our neuron analysis proves valuable in understanding the essential linguistic

\textsuperscript{4} For a comprehensive list of tasks and linguistic properties, please refer to the Figure 12 in the Appendix.

\textsuperscript{5} Rangamani et al. (2023) recently demonstrated how neural collapse pushes structured features to the lower layers of the network. Durrani et al. (2022) made similar observations when studying how latent spaces evolve as the models are fine-tuned towards downstream NLP tasks.
concepts for downstream tasks. A more detailed exploration would involve pinpointing the specific concepts regressed to lower layers versus those retained in higher layers. However, this in-depth analysis remains a topic for future research.

![Distribution of top neurons across layers. Salient linguistic neurons regress towards lower layers in XLNet and RoBERTa models as the models are fine-tuned towards GLUE tasks.](image)

5.5 Multilingual Models

Recently, there has been growing interest in cross-lingual transfer learning, particularly in scenarios transitioning from high-resource to zero-shot or low-resource contexts. In this study, we investigate the effectiveness of multilingual BERT (Devlin et al., 2019) and XLMRoBERTa (Conneau et al., 2020) using our Linguistic Correlation Analysis. We revisit our analysis focusing on parts-of-speech tagging, a task for which annotations are readily available in multiple languages. Additionally we use syntactic dependency labeling, the task of assigning label to an arc that connects two words in a syntactic dependency tree. A dependency is a directed bi-lexical relation between a head and its dependent, or modifier. We simply concatenate the activations of the words in question and train classifiers on the concatenated vectors. We experiment with English, German and French. We used monolingual models including FlauBERT (Le et al., 2020) and BERT-base-German-cased (Chan et al., 2020) for French and German respectively. Below we discuss notable findings from this set of experiments:

6. We also explored variations i) using just the activation of the head or modifier word, ii) use average vector of the two. Both variations resulted in sub-optimal classifier accuracy compared to using concatenation.
Table 7: Selecting salient neurons for POS and Syntactic Dependency Labeling tasks. Accuracy numbers reported on blind test-set (averaged over three runs) – Acc_a = Accuracy using all neurons, Acc_{t,r,b} = Accuracy using top, bottom, and randomly selected neurons after retraining the classifier using selected neurons.

|                  | POS English | POS German | POS French |
|------------------|-------------|------------|------------|
|                  | BERT        | mBERT      | XLM-R      | BERT        | mBERT      | XLM-R      | BERT        | mBERT      | XLM-R      |
| Acc_a            | 94.82       | 94.48      | 94.70      | 93.37       | 93.50      | 93.91      | 96.28       | 95.84      | 96.22      |
| Acc_t            | 94.52       | 94.60      | 94.17      | 93.82       | 93.42      | 93.77      | 96.24       | 95.59      | 95.39      |
| Acc_r            | 93.96       | 94.55      | 94.00      | 93.40       | 93.30      | 93.63      | 95.50       | 95.31      | 95.43      |
| Acc_b            | 93.52       | 94.48      | 92.20      | 93.32       | 93.01      | 92.04      | 95.04       | 95.04      | 94.27      |

|                  | Dependency English | Dependency German | Dependency French |
|------------------|---------------------|-------------------|-------------------|
|                  | BERT | mBERT | XLM-R | BERT | mBERT | XLM-R | BERT | mBERT | XLM-R |
| Acc_a            | 91.90 | 91.50 | 92.14 | 91.56 | 91.45 | 92.00 | 93.52 | 94.30 | 94.62 |
| Acc_t            | 91.18 | 91.52 | 92.05 | 91.62 | 91.35 | 92.06 | 92.86 | 94.33 | 94.53 |
| Acc_r            | 90.90 | 91.10 | 91.46 | 90.77 | 90.87 | 91.73 | 92.62 | 93.81 | 94.06 |
| Acc_b            | 88.01 | 88.00 | 89.94 | 87.67 | 87.18 | 90.18 | 91.09 | 91.81 | 92.55 |

**Salient Neurons:** We found that a subset of neurons (5% for POS tagging as before) can be extracted to obtain comparable accuracy (Acc_t) to the oracle (Acc_a) which uses the entire network (See Table 7). For a more complex task of predicting dependency relation given head and modifier word, a subset of 15% neurons was found to be sufficient.

**Redundancy:** Despite the fact that multilingual models are designed to learn multiple languages simultaneously, and the encoding space is shared, these models exhibited significant redundancy, similar to their monolingual counterparts. It is notable how random and bottom N% neurons retain retrainable information crucial for restoring the majority of the performance. Although this redundancy enhances the model’s robustness, it also complicates the task of isolating and controlling specific concepts within the network.

**Layer-wise Analysis:** Next, we analyze the distribution of salient neurons across layers. Our analysis reveals several findings: i) multilingual models also capture morphology in the lower layers of the model (See Figure 9), ii) the neurons that capture syntactic dependency between a head and its modifier are predominantly found at layers 4 and 5 across different languages and models (See Figure 10), iii) the neuron distribution pattern for multilingual models is quite similar across the three languages. However, monolingual models exhibit slightly different neuron distributions across the three languages. This difference may arise due to the models being trained with different data and optimization functions. For example, FlauBERT only uses the MLM (masked language model) objective and does not include NSP (next sentence prediction) during training. Similarly, the German BERT model is trained with the WWM (whole word masking) optimization function. Such variations can cause minor differences, but the general pattern of morphology captured in the lower-middle part of the network remains consistent across languages and different models.

**Property-wise Analysis:** Lastly, we analyze the distribution of neurons across individual properties within the task. To carry out this analysis, we converted POS tags for different
languages into universal tags using the mapping described in Petrov et al. (2012). The syntactic dependency labels are shared because we used Universal dependencies. Figure 11 shows the results for the multilingual BERT model. We observe that different properties in the POS tagging task exhibit very consistent neuron distribution patterns across three different languages. Additionally, we found that functional properties such as determiners (DET) and conjunctions (CONJ) are localized to fewer neurons, while open categories such as nouns and verbs require a larger number of neurons to be accurately represented in the multilingual models. In comparison to POS tagging, where we observed harmony among languages, we found that a significantly larger number of neurons were necessary for German to capture different properties in the task of predicting syntactic dependency relations. This can be attributed to the fact that German has a more complex word order. For example German has a complicated verb complex often called as “separable verbs” that are split across the sentence, requiring the model to capture long distance dependency (Fraser et al., 2013). Similarly note how neurons that capture compound category is much 7. Please see the Appendix for results on XLM-Roberta (see Figure 14).
Figure 10: How salient neurons in Syntactic Dependency task distribute across different layers for different models? English (a,b,c), German (d,e,f), French (g,h,i), X-axis = Layer number, Y-axis = Number of neurons selected from that layer.

higher in German where compounding is very productively used in forming new words (Koehn and Knight, 2003).

6 Related Work

A multitude of papers have delved into the interpretation of deep NLP models, with a focus on two key questions: i) comprehending the acquired knowledge within contextualized representations, known as Concept Analysis, and ii) exploring how this information is utilized in the decision-making process, referred to as Attribution Analysis. The former entails post-hoc decomposability, where researchers analyze representations to unveil linguistic and non-linguistic phenomena captured during the network’s training for any NLP task (Belinkov et al., 2017a; Conneau et al., 2018; Sajjad et al., 2022). On the other hand, the latter focuses on characterizing the contributions of model components and input features toward specific predictions (Linzen et al., 2016b; Gulordava et al., 2018; Marvin and Linzen, 2018). The work done on neuron analysis predominantly falls under Concept Analysis. We classify these into a group of three:
Visualizing provides a direct approach to understanding neuron function by identifying patterns across a set of sentences manually (Li et al., 2016; Karpathy et al., 2015). Yet, due to the sheer number of neurons in a neural network model, visualizing all of them becomes unwieldy. To address this challenge, specific cues have been employed to narrow down the selection of neurons for visualization. These cues include identifying saturated neurons, high/low variance neurons, or omitting dead neurons (Karpathy et al., 2015) when
utilizing the ReLU activation function. Despite the effectiveness of visualization in neuron analysis, it does have limitations. Firstly, it is a qualitative technique. Secondly, visualizing neurons with multiple meanings (polysemous neurons) proves challenging. Lastly, not all neurons can be visually interpreted. However, by employing a neuron ranking method such as LCA, as demonstrated in this paper, we can enhance the efficiency of qualitative analysis by focusing on the most prominent neurons.

**Corpus-based Methods** investigate the role of a neuron using techniques such as ranking sentences in a corpus, generating synthetic sentences to maximize its activation, or computing various neuron-level statistics over a corpus. Kádár et al. (2017) utilized corpus ranking to identify words that activate a neuron maximally by analyzing the top-k context from a corpus. In contrast, Na et al. (2019) introduced lexical concepts of different granularity, such as words, phrases, and sentences, using parse trees where each node represented a concept. However, one limitation of corpus ranking is its confined analysis space, limited to the underlying corpus. To overcome this limitation, Poerner et al. (2018) generated novel sentences maximizing a neuron’s activation, providing a broader understanding of the neuron’s role in the model. Moreover, Mu and Andreas (2020) and Suau et al. (2020) proposed a Masking-based method to identify important neurons for a concept. The concept involves identifying the overlap between the presence of a concept in a set of sentences and the high activation values of a neuron. Additionally, Antverg and Belinkov (2022) used data activations to derive a neuron ranking for a concept class, comparing differences in activation values across different concepts within the class. Corpus-based methods address some limitations of the probing framework inherited by LCA. However, unlike LCA, they do not model the selection of groups of neurons collaborating in learning a concept.

**Classifiers** Closer to our work is Torroba Hennigen et al. (2020) and Stańczak et al. (2023). They train a generative classifier with the assumption that neurons exhibit a Gaussian distribution. They fit a multivariate Gaussian over all neurons and extracted individual probes for single neurons. A caveat to their approach is that activations do not always follow a Gaussian prior in practice – hence restricting their analysis to only the neurons that satisfy this criteria. Chowdhury et al. (2024) used the LCA to carry out neuron-wise analyses of pretrained speech models.

**Unsupervised Methods** The literature offers a diverse array of unsupervised techniques. Researchers such as Lakretz et al. (2019) and Li et al. (2016) have employed Neuron Ablation to pinpoint the most significant neurons in the network. However, a drawback of single neuron ablation is that the resulting ranking may lack meaningful interpretation in large neural networks. Ablating neurons in groups and exploring all permutations or a subset of neurons becomes an NP-hard problem (Binshtok et al., 2007). Taking a different approach, Valipour et al. (2019) utilized Random Forests to establish a neuron ranking. Alammar (2020) applied Matrix Factorization (Olah et al., 2018) to decompose a large matrix into smaller matrices of factors, where each factor represented a group of elements performing a similar function. Similarly, Meyes et al. (2020) utilized UMAP (McInnes et al., 2020) to project neuron activations into a lower-dimensional space and subsequently applied K-means clustering to group the neurons. Additionally, Bau et al. (2019) conducted a multi-model search to identify the most salient neurons in the network. They employed Pearson
correlation to compute a similarity score for each neuron in a model concerning the neurons in other models.

**Attribution Neurons** The work on analyzing how knowledge is encoded within the learned representations, does not address the question whether it is used by the model during prediction is a less explored area (Feder et al., 2021; Elazar et al., 2021). There is however, another body of work called Attribution Analysis that focuses on the methods that characterize the role of neurons and layers towards a specific prediction. Some of the notable methods help us to identify important neurons (w.r.t prediction) in different layers of a deep neural network, include gradient and perturbation-based attribution algorithms such as Integrated Gradients (Sundararajan et al., 2017), Layer Conductance (Dhamdhere et al., 2018), Saliency (Simonyan et al., 2014) and SHapley Additive exPlanations (SHAP) (Lundberg and Lee, 2017). More recent and advanced attribution algorithms that take feature or neuron interactions into account include Integrated Hessians (Janizek et al., 2020), Shapely Taylor index (Dhamdhere et al., 2020) and Archipelago (Tsang et al., 2020). However, these methods do not provide linguistic explanation for the neurons. By connecting concept analysis with the attribution analysis we can bridge this gap. We leave this exploration for the future.

7 Conclusion

In this article, we presented Linguistic Correlation Analysis to discover salient neurons in deep NLP models. We train linear probes with elastic-net regularization to extract a neuron ranking of a pre-trained model, with respect to any extrinsic property of interest. We discovered and analyzed individual neurons across a variety of neural language models on the task of predicting core linguistic properties (morphology, syntax and semantics). Our results reinforce previous findings and also illuminate further insights:

- Although neural language models contain highly distributed information, it is feasible to distill a limited set of neurons to perform subsequent natural language processing tasks.

- The number of salient neurons depends on the complexity of the property in question. For instance, functional classes like closed-class words tend to be concentrated in a smaller number of neurons, while open-class words are spread across a larger neural network.

- Information is redundantly dispersed, with multiple subsets of neurons carrying identical information coexisting within the network.

- Neurons specializing in acquiring basic lexical details like suffixation or word structure are concentrated in the lower layers of the model, whereas those capturing non-local dependencies are primarily situated in the middle and higher layers of the network.

- During transfer learning, the neurons responsible for learning linguistic information are regressed to lower layers in the model, as the higher layers are optimized for specific downstream tasks.
• Fascinating distinctions between architectures were noticed: in XLNet, neurons were concentrated within fewer layers, whereas in BERT, they remained spread throughout the network even after fine-tuning.

• Our research revealed that multilingual models demonstrated a comparable distribution of neurons when learning concepts across various languages.

Future Work  Most of the work done on neuron analysis including ours only highlights the knowledge encoded within the learned representations. The question whether it is actually used by the model during prediction has been largely unanswered. A few recent studies carried to answer this question such as Feder et al. (2021) and Elazar et al. (2021) analyze representations at a more holistic level and ignore individual neurons. More recently Antverg and Belinkov (2022) showed that high probing accuracy does not necessarily mean that the information is important by the model. In the future, we would try to establish connection between encoded knowledge versus how it is utilized during prediction to enable richer explanations.
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Appendix

Appendix A: Data and Representations

We used standard splits for training, development and test data for the 4 linguistic tasks (POS, SEM, Chunking and CCG super tagging) that we used to carry out our analysis on. The splits to preprocess the data are available through git repository\(^8\) released with Liu et al. (2019a). See Table 8 for statistics. We obtained the understudied pre-trained models from the authors of the paper, through personal communication.

Appendix B: Spread of Neurons

In section 5.1 we presented how distributed or localized neurons are across different properties. We showed that some properties, including closed class words are captured in fewer neurons where as open class words or words that occur in many varying contexts require

---

8. [https://github.com/nelson-liu/contextual-repr-analysis](https://github.com/nelson-liu/contextual-repr-analysis)
Table 8: Data statistics (number of sentences) on training, development and test sets using in the experiments and the number of tags to be predicted.

| Task      | Train | Dev  | Test | Tags |
|-----------|-------|------|------|------|
| Suffix    | 40000 | 5000 | 5000 | 58   |
| POS       | 36557 | 1802 | 1963 | 44   |
| SEM       | 36928 | 5301 | 10600| 73   |
| Chunking  | 8881  | 1843 | 2011 | 22   |
| CCG       | 39101 | 1908 | 2404 | 1272 |

Table 9: Data statistics (number of sentences) on training, development and test sets using in the experiments and the number of POS tags and Syntactic Dependency Relations to be predicted in multilingual experiments.

| Task                             | Train | Dev  | Test  | Tags |
|----------------------------------|-------|------|-------|------|
| POS (en)                         | 14498 | 3000 | 8172  | 44   |
| POS (de)                         | 14498 | 3000 | 8172  | 52   |
| POS (fr)                         | 11495 | 3000 | 3003  | 13   |
| Syntactic Dependency (en)        | 11663 | 1914 | 3828  | 49   |
| Syntactic Dependency (de)        | 14118 | 1775 | 1776  | 35   |
| Syntactic Dependency (fr)        | 14552 | 1895 | 1894  | 40   |

more neurons. See Figure 13 for all the properties. In section 5.5 we presented if properties within a task behave similarly across different languages and architectures. In Figure 14 we present results on XLM-RoBERTa where we see a similar evidence as seen in the main results.

Appendix C: Transfer Learning

Section 5.4 presented neuron-wise probing results for selected GLUE tasks. We see a similar pattern across architectures as in Figure 12. As the model is fine-tuned towards downstream, number of salient neurons towards a linguistic property, in the lower layers increase.
Figure 13: Distribution of Top Neurons Properties.
Figure 14: Distribution of Top Neurons Across POS (a) and Syntactic Dependency Properties in XLM-Roberta.