The one-dimensional Galerkin-truncated Burgers equation, with both dissipation and noise terms included, is studied using spectral methods. When the truncation-scale Reynolds number $R_{\text{min}}$ is varied, from very small values to order 1 values, the scale-dependent correlation time $\tau(k)$ is shown to follow the expected crossover from the short-distance $\tau(k) \sim k^{-2}$ Edwards–Wilkinson scaling to the universal long-distance Kardar–Parisi–Zhang scaling $\tau(k) \sim k^{-3/2}$. In the inviscid limit, $R_{\text{min}} \to \infty$, we show that the system displays another crossover to the Galerkin-truncated inviscid-Burgers regime that admits thermalized solutions with $\tau(k) \sim k^{-1}$. The scaling forms of the time-correlation functions are shown to follow the known analytical laws and the skewness and excess kurtosis of the interface increments distributions are characterized.

This article is part of the theme issue ‘Scaling the turbulence edifice (part 2)’.

1. Introduction

Galerkin-truncated hydrodynamical systems, which retain only a finite number of Fourier modes, have been studied actively in fluid mechanics [1–5].
In his pioneering work [1] of 1952, T.D. Lee showed that these truncated systems satisfy Liouville’s theorem and that, assuming ergodicity, there is energy equipartition among the spectral modes. Later, Kraichnan [4] proposed a different approach for these absolute equilibrium states by considering that the complex amplitudes of the Fourier modes followed a canonical distribution that is controlled by the mean values of the invariants of the system. The Galerkin-truncated hydrodynamical system that has been investigated most extensively is the time-reversible Euler equation for a classical, ideal fluid [6–8], which can be studied efficiently, in a spatially periodic domain, by the Fourier pseudospectral method [9,10]. Absolute-equilibrium solutions have also been examined in a variety of hydrodynamical systems including compressible flows [11], the Gross-Pitaevskii equation in both three and two dimensions [12,13], and the Euler equation and ideal magnetohydrodynamics (MHD) in two dimensions [14].

These results on thermalization in hydrodynamical systems are well known in the fluid-dynamics community, but less known than they deserve to be in the area of non-equilibrium statistical mechanics. To bridge this gap between these related fields, we carry out a systematic study of the relaxation to absolute equilibrium in the one-dimensional inviscid Burgers equation, perhaps the simplest hydrodynamical system demonstrating absolute equilibration. The initial stages of the thermalization are known to involve the formation of oscillatory structures, which have been named tygers [15–17]. The typical relaxation time near the absolute equilibrium can be studied conveniently via the scale-dependent correlation time $\tau(k)$, which can be computed from the time-dependent correlation function. It is known to scale as $\tau(k) \sim k^{-1}$ [18–20]. Note that the same $k^{-1}$-scaling law is known to take place in the truncated three-dimensional Euler equation [6]. Thus $\tau(k)$ cannot be simply related to an eddy turnover time defined from the equilibrium energy spectrum that scales as $E(k) \sim k^{d-1}$ in $d$-dimensions.

Adding noise and dissipation terms to the one-dimensional inviscid Burgers equation (see equation (4.14) of reference [21]) transforms it into the Kardar–Parisi–Zhang (KPZ) equation [22–25] that is well known in non-equilibrium statistical mechanics. The KPZ equation admits the same exact equilibrium probability distribution as the inviscid Burgers equation. However, the one-dimensional KPZ correlation time around equilibrium is known to have a $k^{-3/2}$ scaling. The different time-correlation scalings $k^{-1}$ and $k^{-3/2}$ around the same equilibrium for the inviscid truncated Burgers equation and the KPZ equation are the main motivation for the present work. Note that there is also a third (trivially linear) viscous type of scaling known as the Edwards-Wilkinson [26] (EW) scaling $k^{-2}$ that arises when the nonlinear term is negligible. In the following, we will characterize the crossover behaviour between these different regimes in terms of the Reynolds number estimated at the truncation scale. Let us stress that the dissipative and inviscid truncated Burgers equation admit the same equilibrium only with the noise correlations considered here. For studies of the one-dimensional Burgers equation with differently correlated noises, see e.g. [27–31]; these studies concentrate on intermittency of equal-time structure functions and not the time correlations we investigate.

The remainder of this paper is organized as follows. Section 2 contains the system’s definitions, with special attention given to spectral truncation, conserved quantities and stationary probabilities. Section 3 is devoted to our numerical results: after defining the algorithms and physical parameters, the scalings of the correlation times and the distributions of the interface increments are characterized. Finally, our conclusions are given in §4.

2. System definitions

We consider the randomly forced, generalized one-dimensional Burgers equation that is defined by the following stochastic partial differential equation for the velocity field $u(x, t)$ (e.g. [21–24,32–35]):

$$\partial_t u + \lambda u \partial_x u + v \partial_{xx} u + \sqrt{D} \partial_x f,$$

(2.1)
where \( \lambda \) is the coefficient of the nonlinear term, \( \nu \) is the kinematic viscosity, \( D \) a diffusion coefficient and \( f \) is a zero-mean, Gaussian force with variance

\[
\langle f(x,t)f(x',t') \rangle = 2\pi \delta(x-x')\delta(t-t').
\] (2.2)

If we define \( u \equiv \partial_x h \), i.e.

\[
h(x,t) = \int_0^x u(y,t) \, dy
\] (2.3)

we obtain the KPZ equation

\[
\partial_t h + \frac{\lambda}{2} (\partial_x h)^2 = \nu \partial_{xx} h + \sqrt{D} f.
\] (2.4)

We contrast the following three cases in our study: (i) the deterministic, inviscid, one-dimensional Burgers equation, with \( \lambda = 1 \), \( \nu = 0 \), and \( D = 0 \); (ii) the Edwards–Wilkinson (EW) equation, with \( \lambda = 0 \), \( \nu > 0 \) and \( D > 0 \); and (iii) the KPZ equation, with \( \lambda > 0 \), \( \nu > 0 \) and \( D > 0 \).

(a) Spectral truncation and conserved quantities

Henceforth, we consider \( 2\pi \)-periodic boundary conditions in \( x \). We introduce the Fourier representation

\[
u(x,t) = \sum_{k=-\infty}^{\infty} \hat{u}(k,t) \exp(ikx),
\] (2.5)

where the caret denotes a spatial Fourier transform, \( u(x,t) \in \mathbb{R} \), so \( \hat{u}(-k,t) = \overline{\hat{u}(k,t)} \); complex conjugation is indicated by the overline. Using

\[
u^2(x,t) = \frac{1}{2} \sum_{n=p=-\infty}^{\infty} \hat{u}_{n-p}(t) \hat{u}_p(t) e^{inx},
\] (2.6)

the unforced and inviscid Burgers equation (equation (2.1) with \( \nu = 0 \), \( \lambda = 1 \) and \( D = 0 \)) can be written as

\[
\partial_t \hat{u}(k,t) = -\frac{ik}{2} \sum_{p=-\infty}^{\infty} \hat{u}_{k-p}(t) \hat{u}_p(t),
\] (2.7)

which conserves the total energy

\[
E = \frac{1}{2\pi} \int_0^{2\pi} \frac{u(x,t)^2}{2} \, dx = \frac{1}{2} \sum_{k=-\infty}^{\infty} |\hat{u}(k,t)|^2.
\] (2.8)

Note that integrating by parts the nonlinear term in (2.1) shows that the integrals \( I_n(t) = \int_0^{2\pi} u(x,t)^n \, dx \) are all conserved by the inviscid dynamics (2.7) (the energy corresponding to the case \( n = 2 \)).

Let us now spectrally truncate (or Galerkin truncate) this system. To do this, we need to enforce that, for \( k > k_{\text{max}} \), \( \hat{u}(k,t) = 0 \) and \( \partial_t \hat{u}(k,t) = 0 \). To wit, we introduce the Galerkin projector \( P \) that reads in Fourier space

\[
P_G[\hat{u}_k] = \theta(k_{\text{max}} - |k|) \hat{u}_k,
\] (2.9)

where \( \theta(k) = 1 \), if \( k \leq k_{\text{max}} \) and \( \theta(k) = 0 \), if \( k > k_{\text{max}} \). Galerkin truncation amounts to the replacements \( u := P_G[\hat{u}] \), \( \partial_x u := P_G[\partial_x \hat{u}] \) and \( f := P_G[f] \) in equation (2.1), thus reducing (2.7) to a finite number of ordinary differential equations.
The Galerkin-truncated version of (2.7) thus reads, for \(-k_{\text{max}} \leq k \leq k_{\text{max}}\),

\[
\partial_t \hat{u}(k, t) = -\frac{ik}{2} \left( \inf_{k_{\text{max}}, k+k_{\text{max}}} \sum_{p} \hat{u}_{k-p}(t)\hat{u}_p(t) \right), \tag{2.10}
\]

or, in a more symmetrical form,

\[
\partial_t \hat{u}(k, t) = -\frac{ik}{2} \sum_{p,q} \delta_{k,p+q} \theta(k_{\text{max}} - |p|)\theta(k_{\text{max}} - |q|)\hat{u}_p(t)\hat{u}_q(t), \tag{2.11}
\]

where \(\delta\) denotes the Kronecker symbol. Thus, the nonlinear truncated term explicitly reads:

\[
\mathcal{N}_k(\hat{u}) = -\frac{ik}{2} \sum_{p,q} \delta_{k,p+q} \theta(k_{\text{max}} - |p|)\theta(k_{\text{max}} - |q|)\hat{u}_p\hat{u}_q. \tag{2.12}
\]

It is straightforward to check out that the nonlinear term (2.12) verifies the following relations:

\[
\begin{align*}
0 &= \mathcal{N}_0(\hat{u}), \\
0 &= \sum_k \hat{u}_{-k} \mathcal{N}_k(\hat{u}), \\
0 &= \sum_{k,p,q} \delta_{-k,p+q} \theta(k_{\text{max}} - |p|)\theta(k_{\text{max}} - |q|)\hat{u}_p\hat{u}_q \mathcal{N}_k(\hat{u}).
\end{align*} \tag{2.13}
\]

Thus, three conservation laws survive the Galerkin truncation and

\[
\begin{align*}
P &= \hat{u}_0, \\
E &= \frac{1}{2} \sum_{k=k_{\text{max}}}^{k_{\text{max}}} |\hat{u}(k, t)|^2, \\
H &= \sum_{k,p,q} \delta_{-k,p+q} \theta(k_{\text{max}} - |p|)\theta(k_{\text{max}} - |q|)\hat{u}_p\hat{u}_q. \tag{2.14}
\end{align*}
\]

are still conserved after truncation.

The conserved quantities \(P\) and \(E\) are, respectively, the momentum and the energy of the system. The third surviving conserved quantity \(H\) can be used to provide an explicit Hamiltonian formulation of the truncated system. It is known to play a role in the thermalization dynamics only for very special choices of the initial conditions [36].

In our direct numerical simulations, we use a standard Fourier pseudospectral method, with dealiasing performed by the 2/3 rule. Clearly, such a pseudospectral method is identical to a spectral Galerkin method (e.g. [9]). We use \(N\) collocation points and spectral truncation is performed for \(k > k_{\text{max}} = \lfloor N/3 \rfloor\), where \([\cdot]\) denotes the integer part. Note that with this choice of dealiasing, the third conserved quantity \(H\) must be evaluated as \(P_G[u]P_G[u^3]\). If one instead insists, as done in [18,19,36], to evaluate it simply as \(P_G[u^3]\) then the truncation must be performed for \(k \geq k_{\text{max}} = \lfloor N/4 \rfloor\). Both truncated system and conserved quantities are identical (when \(H\) is evaluated correctly). Therefore, here we will use the 2/3 scheme that allows us to use more modes for a given resolution.

(b) Stationary probability

The nonlinear truncated term (2.12) verifies the Liouville property

\[
\sum_k \frac{\partial \mathcal{N}_k(\hat{u})}{\partial \hat{u}_k} = 0. \tag{2.15}
\]

In the case of absolute equilibrium of the deterministic, inviscid, one-dimensional Burgers equation truncated system, a standard argument (e.g. [1,4,5]) is that the microcanonical
distribution

\[ P_{mc}[u] = Z_{mc}^{-1} \delta(E(u) - E), \] (2.16)

when the number of degrees of freedom \(2k_{\text{max}} + 1\) is large enough, can be well approximated by the canonical distribution

\[ P_{\text{sta}}[u] = Z_{c}^{-1} e^{-\beta E}, \] (2.17)

where \(Z_{mc}\) and \(Z_{c}\) denote normalization factors.

A direct way to proceed is to introduce the Liouville equation for the probability \(P[\hat{u}_{k}, \hat{u}_{k}^{*}]_{0 \leq k \leq k_{\text{max}}}]\),

\[ \frac{\partial P}{\partial t} = \sum_{0 \leq k \leq k_{\text{max}}} \frac{\partial}{\partial \hat{u}_{k}} [-N_{k}(\hat{u})P] + \text{c.c}, \] (2.18)

where \(\hat{u}_{k}^{*} = \hat{u}_{-k}\) is considered as an independent variable and c.c denotes complex conjugation.

It follows directly from energy conservation that (2.18) admits (2.17) as a stationary solution.

Note that the stationary distribution (2.17) is a white noise in space for \(u(x)\) and thus a Brownian process for \(h(x)\).

In both the EW (\(\lambda = 0, \nu > 0\) and \(D > 0\)) and the KPZ cases (\(\lambda > 0, \nu > 0\) and \(D > 0\)), the probability distribution \(P\) of the stochastic process defined by equations (2.1) and (2.2) and the spectral truncation (2.9) can be shown to obey the following Fokker–Planck equation \([37,38]\):

\[ \frac{\partial P}{\partial t} = \sum_{0 \leq k \leq k_{\text{max}}} \frac{\partial}{\partial \hat{u}_{k}} \left[ -(\lambda N_{k}(\hat{u}) - \nu k^{2} \hat{u}_{k})P + Dk^{2} \frac{\partial P}{\partial \hat{u}_{k}^{*}} \right] + \text{c.c.} \] (2.19)

Let us remark that (2.17) is also a stationary solution of (2.19). Indeed, the nonlinear term in the Fokker–Planck equation can be treated exactly like its counterpart in the Liouville equation (2.18); the remaining terms also cancel for the stationary distribution (2.17), because, in equilibrium, we must have \(\nu k^{2} \hat{u}_{k} - \beta Dk^{2} \hat{u}_{k} = 0\), whence we get

\[ D = \frac{\nu}{\beta}. \] (2.20)

Defining the r.m.s. velocity \(u_{\text{rms}}\) by averaging over the stationary distribution (2.17)

\[ \langle E \rangle = \frac{u_{\text{rms}}^{2}}{2} = \frac{k_{\text{max}} + 1}{\beta}, \] (2.21)

(see equations (2.8) and (2.9)) we find that

\[ \beta = \frac{2(k_{\text{max}} + 1)}{u_{\text{rms}}^{2}} \] (2.22)

and

\[ D = \frac{u_{\text{rms}}^{2}}{2(k_{\text{max}} + 1)}. \] (2.23)

As the equilibrium probability is determined, we now focus on the time-correlation functions

\[ \Gamma(k, \tau) = \langle \hat{u}_{k}^{*}(t) \hat{u}_{k}(t + \tau) \rangle_{t}. \] (2.24)

In the KPZ case, with the Fokker–Planck equation (2.19), it is well known \([21,22]\) that the existence of a fluctuation dissipation theorem ensures that the associated response function has the same characteristic time-scale as the equilibrium time correlation function. The same fluctuation-dissipation relation (with statistical averaging over initial conditions) \([39]\) also applies in the inviscid noiseless case (2.18).
3. Numerical results

(a) Algorithms

We use standard pseudo-spectral Fourier methods. FFTs are performed on $N$ points and the nonlinear term is truncated at $k_{\text{max}} = N/3$. In order to have a robust method that is also precise, when there is no forcing and dissipation, we timestep by using a fourth order Runge–Kutta (RK) method. For weak viscosities, the same RK timestep is used for the deterministic part (nonlinear and dissipation) and the white noise is added independently, as an extra (explicit) step. The timestep has thus to be smaller than a fraction of $1/(\nu k_{\text{max}}^2)$ and $1/(u_{\text{rms}} k_{\text{max}})$. For large viscosities, we use instead the implicit method of reference [40]. The noise intensity $D$ is fixed by using equation (2.23). The initial data are set up as a Gaussian white noise in $x$ with given value of $u_{\text{rms}} = \sqrt{2E}$. The time average of the correlation function (2.24) is performed over the same time interval for all wavenumbers. The duration of a run is typically of a few of the largest scale correlation time. At this point, statistical convergence is not optimal for the largest scales. However, computations are performed in parallel for a number (typically $N_{\text{rea}} = 128$) of independent realizations of the Gaussian initial conditions (2.17) and Gaussian white noise (2.2). The resulting independent time-averaged correlation functions are further averaged over the $N_{\text{rea}}$ realizations. In this way, uniform convergence over the spectrum variable $k$ is obtained.

(b) Physical parameters

Because of our choice of working with $2\pi$ periodic boundary conditions, the largest scale $L$ in our simulations is always fixed to $L = 2\pi$. The smallest available scale is resolution dependent and related to the largest wavenumber $k_{\text{max}} = [N/3]$ (equivalently to the collocation mesh size $\Delta x = 2\pi/N$). Thus, a given computation is parametrized by $u_{\text{rms}}$, $k_{\text{max}}$ and $\nu$. The initial data used to start the time-integrations is always set to a random Gaussian field (see (2.17)) with the same value of $u_{\text{rms}}$ used to fix $D$ to its viscosity-dependent value. Therefore, the $\nu = 0$ (and $D = 0$) case amounts to integrating the inviscid truncated Burgers equation starting from absolute equilibrium initial conditions and, when $\nu$ in non-zero, it is the full KPZ system (2.2) (with $\lambda = 1$) that is integrated, also starting from the equilibrium distribution. Thus, in this latter case, one expects to recover the KPZ scaling of the correlation-time in the limit of large spatial scales.

However, the speed of this approach will depend on the value of the parameters at small scale. We introduce a scale-dependent Reynolds number

$$R_e(k) = \frac{u_{\text{rms}}}{\nu k}.$$  \hspace{1cm} (3.1)

The truncation-scale Reynolds number is given by $R_{\text{min}} = R_e(k_{\text{max}})$, thus $R_{\text{min}} = u_{\text{rms}}/\nu k_{\text{max}}$, or

$$R_{\text{min}} = \frac{3}{N\nu} u_{\text{rms}}.$$  \hspace{1cm} (3.2)

On general grounds, one expects to see EW scaling when $R_{\text{min}} \ll 1$ and recover the inviscid truncated Burgers case in the $R_{\text{min}} \to \infty$ limit that corresponds to $\nu = 0$. In what follows, we will determine the time-scale by fixing $u_{\text{rms}} = 1$ and varying $\nu$. We will discuss the crossover in terms of the dimensionless parameter $R_{\text{min}}$.

(c) Scalings of correlation times

We first study the behaviour of the correlation function $\Gamma(k, t)$ by making a series of runs at resolution $N = 1024$ ($k_{\text{max}} = 341$), $u_{\text{rms}} = 1$ and various viscosities.

Scaling behaviour is particularly apparent when represented in the $(\log(t), \log(k))$ plane. Indeed, in this logarithmic representation, scaling simply corresponds to equal values of the correlation $\Gamma(k, t)$ along straight lines.
Figure 1 shows contour plots of the normalized correlation function $\hat{\Gamma}(k, t)/\Gamma(k, 0)$ represented in the natural logarithm ($\log(k), \log(t)$) plane; (a) inviscid Burgers scaling obtained at $v = 0$; (b): KPZ scaling obtained at $v = 3.0 \times 10^{-3}$; $\Gamma(k, t)/\Gamma(k, 0)$ contour levels are drawn from 0.0 to 0.9 and spaced by 0.1. The dashed black lines indicate (a) $t \sim k^{-1}$ and (b) $t \sim k^{-3/2}$. The points $t = \tau_{1/2}(k)$, computed independently using $\hat{\Gamma}(k, \tau_{1/2}) = \frac{1}{2} \Gamma(k, 0)$, are indicated by red circles. (Online version in colour.)

Figure 1 shows contour plots of the normalized correlation function $\hat{\Gamma}(k, t) = \Gamma(k, t)/\Gamma(k, 0)$. The red circles indicate the points $t = \tau_{1/2}(k)$. They were computed independently, for each $k$, by solving the equation $\hat{\Gamma}(k, \tau_{1/2}) = \frac{1}{2} \Gamma(k, 0)$.

Figure 1a shows the inviscid Burgers scaling that is obtained for $v = 0$, corresponding to an infinite truncation-scale Reynolds number $R_{\text{min}}$. The black dashed line indicates the theoretical $t \sim k^{-1}$ law. On figure 1b, the KPZ scaling obtained at $v = 3.0 \times 10^{-3}$ is displayed, corresponding to a truncation-scale Reynolds number $R_{\text{min}} = 0.98$. The black dashed lines indicating the theoretical $t \sim k^{-3/2}$ law.

Figure 2a demonstrates the EW scaling that is obtained with $v = 2.4 \times 10^{-2}$, corresponding to a truncation-scale Reynolds number of $R_{\text{min}} = 0.12$. The viscous $t \sim k^{-2}$ EZ law is indicated by the black dashed line. Figure 2b shows the crossover in the scaling of the decorrelation times $\tau_{1/2}(k)$ versus $k$ for various values of the viscosity $v$. The crossover behaviour is clearly visible in figure 3 that displays the same data compensated by $k^{3/2}$, so that KPZ scaling corresponds to a horizontal line. The red markers correspond to the EW to KPZ transition with various values of viscosities in geometric progression corresponding to a truncation-scale Reynolds number: $R_{\text{min}} = 0.12$, $R_{\text{min}} = 0.24$, $R_{\text{min}} = 0.48$ and $R_{\text{min}} = 0.98$. The green markers correspond to the KPZ to inviscid transition, with various viscosities, also in geometric progression corresponding to a truncation-scale Reynolds number: $R_{\text{min}} = 1.96$, $R_{\text{min}} = 3.91$, $R_{\text{min}} = 7.71$, $R_{\text{min}} = 15.4$, $R_{\text{min}} = 31.2$, $R_{\text{min}} = 62.3$, $R_{\text{min}} = 124.6$ and $R_{\text{min}} = \infty$ . The EW $k^{-2}$ scaling law and the KPZ $k^{-3/2}$ scaling are indicated by solid lines and the inviscid $k^{-1}$ scaling is denoted by a dashed line.

Figure 4 shows the scaling form of the normalized correlation functions $\Gamma(k, t)/\Gamma(k, 0)$ versus the rescaled wavenumber, with the same conditions as in figures 1–3.

The left panel shows the KPZ correlation (obtained at $v = 0.003$), plotted versus the rescaled variable $kt(7.0)^{2/3}$ for various values of $k$. The theoretical correlation function, computed in [41], is shown as a solid black line. The inset provides details on the change of sign of the correlation.

The right panel displays the inviscid ($v = 0$) correlation versus the rescaled variable $kt$, for various values of $k$. The theoretical short-time parabolic behaviour is shown as a black continuous curve. The inset shows short-times details. The inviscid parabolic law can be obtained by the following arguments. Starting from the equilibrium correlation functions $[\hat{u}(k, t)\hat{u}(k', 0)]$, we can define the time scale $\tau_C$ as the parabolic decorrelation time

$$\tau_C^2 \partial_t [\hat{u}(k, t)\hat{u}(k', 0)]_{t=0} = [\hat{u}(k, 0)\hat{u}(k', 0)],$$

(3.3)
time translation invariance allows us to express the second-order time derivative as

$$- \langle \partial_t \hat{u}(k, t) \partial_t \hat{u}(k', t') \rangle \big|_{t=t'=0}. \quad (3.4)$$
Figure 4. Scaling of correlation functions $\Gamma(k, t)/\Gamma(k, 0)$ versus the rescaled wavenumber. (a) KPZ ($v = 0.003$) correlation versus $k(t/7.0)^{2/3}$ (o: $k = 4$, diamond: $k = 8$, square: $k = 16$, v: $k = 32$ and +: $k = 64$) compared with the theoretical correlation function computed in [41] shown by a solid line (the inset shows the change of sign of the theoretical correlation). (b) Inviscid ($v = 0$) correlation versus $kt$ (o: $k = 8$, diamond: $k = 16$, square: $k = 32$, v: $k = 64$ and +: $k = 128$) compared with the theoretical short-time parabolic behaviour (see inset and equation (3.5)). Computations were performed with $k_{\text{max}} = 341$ and $u_{\text{rms}} = 1$. (Online version in colour.)

Using expressions (2.11) for the time derivatives reduces the evaluation of $\tau_C$ to that of an equal-time fourth-order moment of a Gaussian field with correlation $\langle \hat{u}(k, t)\hat{u}(-k, t) \rangle = u_{\text{rms}}^2/(2k_{\text{max}} + 1)$. The only non-vanishing contribution is a one loop graph [33,42]. The correlation time $\tau_C$ associated with wavenumber $k$ is found [6,20] in this way to obey the simple scaling law

$$\tau_C = \sqrt{2} ku_{\text{rms}},$$

and this time scale is proportional to the eddy turnover time [18] at wavenumber $k$.

It is apparent from the figure that our numerical data obey the theoretical predictions.

(d) Distributions of the interface increments

The seminal work of Prähofer & Spohn [43] was recently referred to as ‘the 2nd KPZ Revolution’ [24]. It has led to a new set of studies of the one-dimensional KPZ universality class [25,32,44–48]. In particular, [49] notes that, at point $x$ and for large $t$

$$\delta h = h(x, t) - h(x, 0) \approx v_\infty t + (\Gamma t)^{\beta_{\text{KPZ}}} \chi_{\beta} + o(t^{\beta_{\text{KPZ}}}), \quad \text{for } t \to \infty,$$

where the parameters $\Gamma$ and $v_\infty$ depend on the model, and $\beta_{\text{KPZ}} = 1/3$. Furthermore, $\chi_{\beta}$ is a random variable distributed according to different (Tracy-Widom) distributions [50] for different initial conditions. For the problem we study, we use Brownian initial data, so we expect (see [49]) to find a Baik-Rains [51] distribution.

Figure 5 shows the evolution of the distributions of the interface increments $\delta h$ computed with $k_{\text{max}} = 682$ and $u_{\text{rms}} = 1$. Figure 5a displays the probability distribution functions of $\delta h$ at various times and $\nu = 3.0 \times 10^{-3}$. The solid black curve indicates the theoretical probability distribution function of $\delta h$. Figure 5b shows the time evolution of the skewness $S$ (in green) and excess kurtosis $K - 3$ (in red) at various viscosities.

Figure 6 displays the same data, with a change of sign for the skewness (in order to be comparable with fig. 3 of [49]). Our results indicate a tendency for the viscous run to converge towards the theoretically predicted values, while the inviscid computations only display power law behaviour for the skewness and the excess flatness.

It is apparent on figures 5 and 6 that the theoretically predicted Baik–Rains values for skewness and kurtosis seem to match best the intermediate-viscosity numerical results (square markers:
Figure 5. (a) Probability distribution functions of the interface increments $\delta h$ at times $t = 0.5$: +, $t = 1$: o, $t = 2$: asterisk, $t = 4$: square and $t = 8$: diamond, with $\nu = 3.0 \times 10^{-3}$, $k_{\text{max}} = 682$ and $u_{\text{rms}} = 1$; (b) time evolution of the skewness and excess kurtosis at various viscosities in log-log scales. The solid black lines indicate the theoretical results of reference [32]. The markers correspond to: inviscid ($\nu = 0$): +, $\nu = 3.8 \times 10^{-4}$: o, $\nu = 7.5 \times 10^{-4}$: asterisk, $\nu = 1.5 \times 10^{-3}$: square, $\nu = 3.0 \times 10^{-3}$: diamond, $\nu = 6.0 \times 10^{-3}$: pentagram, $\nu = 1.2 \times 10^{-2}$: hexagram. (Online version in colour.)

Figure 6. Time evolution of the skewness (green) and excess kurtosis (red) at various viscosities in log-lin scales (same conditions as in figure 5b, with a change of sign for the skewness). The solid black lines indicate the theoretical results of [32]. The markers correspond to: inviscid ($\nu = 0$): +, $\nu = 3.8 \times 10^{-4}$: o, $\nu = 7.5 \times 10^{-4}$: asterisk, $\nu = 1.5 \times 10^{-3}$: square, $\nu = 3.0 \times 10^{-3}$: diamond, $\nu = 6.0 \times 10^{-3}$: pentagram, $\nu = 1.2 \times 10^{-2}$: hexagram. (Online version in colour.)

$\nu = 1.5 \times 10^{-3}$). The corresponding truncation-scale Reynolds number (see equation (3.2)) is $R_{\text{min}} = 0.98$. As the runs were performed with a fixed ratio of largest to smallest scale (resolution $N = 2048$), it is understandable that, in the limit of very small $R_{\text{min}}$, the results should go to the Gaussian EW limit of zero skewness and excess kurtosis. This simply explains the trends apparent on the figures: short-time skewness and excess kurtosis are too small for small $R_{\text{min}}$ and too large for large $R_{\text{min}}$. They however seem to converge, for large times, toward the theoretical values as long as $R_{\text{min}}$ remains of order unity. Note that the skewness and kurtosis are known to converge
very slowly with resolution (e.g. [49]) and a precise quantification of these trends therefore needs higher resolution and longer runs and is well beyond the scope of the present paper.

4. Conclusion

By using pseudospectral numerical simulations of the one-dimensional Galerkin-truncated Burgers equation, with noise and dissipation (2.2), we have reproduced the very well known properties of the one-dimensional KPZ universality class such as the $k^{-3/2}$ scaling of the correlation time, the known analytical forms for the rescaled time-correlation function and the rescaled interface increments probability distribution function.

We have characterized a new crossover, controlled by the truncation-scale Reynolds number $R_{\min}$, towards an inviscid regime with correlation time scaling as $k^{-1}$. This new regime corresponds to the absolute equilibrium solutions of the inviscid noiseless Burgers equation. To obtain this regime, it is crucial that the numerical scheme exactly conserves the invariant energy of the system. This inviscid regime should also be present in finite-difference schemes, provided that they also conserve the invariants (see the discussions in [18,19]). On general grounds, one expects that any model within the one-dimensional KPZ universality class could also exhibit this new crossover provided that it also admits exact conservation laws in some well-defined non-dissipative limit.

This new regime might be amenable to a renormalization-group analysis, which would have, in addition to the known [22] KPZ stable fixed point and EW unstable fixed point, a new fixed point corresponding to the inviscid regime. This is left for a future work.
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