In a recent work [1], we showed that a uniformly coupled chain could be symmetrically extended by engineered spin chains in such a way that we could choose part of the spectrum of the overall system. When combined with an encoding that avoids the uncontrolled eigenvalues, this resulted in the possibility of achieving a range of tasks such as perfect quantum state transfer. In this paper, we apply the same strategy to a much broader range of initial systems — arbitrary chains, and even coupled networks of spins, while providing guarantees on the existence of solutions.

I. INTRODUCTION

The study of quantum state transfer, i.e. how to use the inherently local interactions of a device to communicate or create entanglement between distant qubits, is an important part of the puzzle of how to design modestly sized quantum computers. However, until our recent revelations in [1], almost all studies were confined to a niche in which the design of the initial system had to be defined in advance, and stringent manufacturing requirements imposed [2–5]. Alternatives, such as [6–8] circumvented some of these at the cost of imperfect transfer or indefinite arrival time. Now, these studies of perfect transfer are coming of age [1]. We see the potential to achieve perfect transfer by adapting an already manufactured system that we are given. It does not matter how the system is coupled; we can adapt. Nevertheless, [1] left open some crucial questions: does the construction apply beyond the uniformly coupled chain? Mathematically, solution of a linear problem was involved. How can we guarantee that such a problem has a solution? The purpose of this paper is to resolve these questions.

We will show how any given fixed system can be extended by engineered chains of spins (Fig. 1) in order to facilitate tasks such as perfect state transfer and high quality state creation, a significant paradigm shift. To facilitate this, in Sec. II we review some basic properties of spin systems and how the can be reconstructed from spectral information, followed by those of state transfer in Sec. III. In Sec. IV we perform most of the technical analysis, showing how any spin system can be extended so that part of the spectrum of the overall system is fixed to our demands, and how the other eigenvalues can be avoided via encoding. These results have certain conditions on success. In the following section, we analyse how our choice of (partial) target spectrum can ensure that those conditions are fulfilled. Finally, in Sec. VI, we demonstrate the application of the technique to a range of examples. These also provide the opportunity to numerically demonstrate the trade-offs if one does not want analytically perfect transfer and is willing to tolerate some error. Although we won’t explicitly consider it, a recent extension of encoding strategy [10] optimises noise tolerance, and is applicable in the present context.

II. MATHEMATICAL STRUCTURE

Imagine we are given some fixed square matrix $B$ of dimension $N_B$. It will come with two clearly identified indices corresponding to ‘IN’ and ‘OUT’. Without loss of generality, we number these as $1$ and $N_B$ respectively. The matrix $B$ acts on a Hilbert space $\mathcal{B}$. On any space $\mathcal{H}$, there will be a symmetry operator $S_\mathcal{H}$. In general, we need not precisely specify the symmetry operator, merely that $S_\mathcal{H}^2 = 1$ and that $S_\mathcal{H}$ acting on any index returns a different one. We say that $B$ is symmetric if $B = S_\mathcal{B} B S_\mathcal{B}$. In this case, $B$ decomposes into symmetric and antisymmetric components $B = B_+ \oplus B_-$. When we consider a tridiagonal matrix $A$ in space $\mathcal{A}$, we shall define

$$S_A = \sum_{n=1}^{N_A} |n\rangle \langle N+1-n|.$$
If $A$ is symmetric, each of the diagonals is mirror-symmetric (also known as centrosymmetric).

Our aim will be to construct a matrix $H$ with a specific structure:

$$H = \begin{pmatrix} S_A S_A & J \\ J & B \\ J' & J' \\ S_B S_B & J \\ J & A \end{pmatrix}$$

where $A$ is a tridiagonal matrix that we will choose in order to tune the spectrum of $H$ in a particular way. By design, $H$ is symmetric, yielding

$$H_\pm = \begin{pmatrix} S_A S_A & J \\ J & B \pm J' |N_B\rangle\langle N_B| \end{pmatrix}.$$ 

We shall typically denote $C_\pm = B \pm J' |N_B\rangle\langle N_B|$.

Much of our study will be heavily dependent upon the characteristic polynomial $Q_H(z)$ of a given matrix $H$, which is monic. $P_H(z)$ is the characteristic polynomial of the principal submatrix of $H$, i.e. $H$ with its first row and column removed. The spectrum of $H$ is denoted by $\text{spec}(H)$, obviously coinciding with the roots of $Q_H(z)$.

Crucial in what is to come is the relationship

$$\det(z1-H_\pm) = Q_{H_\pm}(z) = Q_A(z)Q_{C_\pm}(z) - J^2 P_A(z)P_{C_\pm}(z). \tag{1}$$

By Cauchy’s interlacing theorem, the $N_B$ roots of $Q_{C_\pm}$ interlace with the $N_B - 1$ roots of $P_{C_\pm}$. For tridiagonal matrices, the roots of $Q_{C_\pm}$ and $P_{C_\pm}$ strictly interlace (i.e. there are no equalities).

**Lemma 1.** Consider a matrix of the form $H_\pm$, which has an eigenvalue $\lambda$. The eigenvector has the form $|a\rangle$.

*Either $\lambda$ is an eigenvalue of $C_\pm$ and $\langle N_A|a\rangle \langle 1|b\rangle = 0$ such that $|b\rangle$ is the eigenvector of $C_\pm$, or $|b\rangle \propto (C_\pm - \lambda 1)^{-1} |1\rangle$.*

**Proof.** We expand the eigenvector conditions to find

$$C_\pm |b\rangle + J |1\rangle \langle 1| S_A |a\rangle = \lambda |b\rangle.$$ 

This rearranges to $\langle \lambda 1 - C_\pm |b\rangle = J |1\rangle \langle N_A|a\rangle$. In the case that $\lambda$ is not in the spectrum of $C_\pm$, $\lambda 1 - C_\pm$ is invertible, and we can incorporate constants into normalisation to give $|b\rangle \propto (C_\pm - \lambda 1)^{-1} |1\rangle$.

Otherwise, $C_\pm$ has an eigenvector $|\alpha\rangle$. Taking the inner product with this gives

$$\langle \lambda |(\lambda 1 - C_\pm) |b\rangle = J \langle \lambda |1 \langle N_A|a\rangle.$$ 

If $\langle \lambda |1 \rangle = 0$, then it is clear that $|b\rangle = |\lambda\rangle$ and $|a\rangle = 0$ is a solution. Otherwise, if $\langle N_A|a\rangle = 0$, then $C_\pm |b\rangle = \lambda |b\rangle$, and hence $|b\rangle = |\lambda\rangle$.

The case of $\langle \lambda |1 \rangle = 0$ is a special case that we refer to as an ‘unsupported state’. We will generally want to neglect these cases, and hence we refer to a “fully supported $B$” meaning the original $B$, but reduced in size by removing any such eigenvectors.

**Lemma 2.** For a fully supported matrix $C_\pm$, strict interlacing of the eigenvalues with the eigenvalues of the principal submatrix $C'$ always occurs.

**Proof.** Consider a fully supported matrix $C_\pm$ with the structure

$$C_\pm = \begin{pmatrix} B_0 & \langle J | \rangle \\ |J\rangle & C' \end{pmatrix}.$$ 

Let’s assume that $C_\pm$ has an eigenvector of the form $\alpha \langle c |$ of eigenvalue $\lambda$ while $C'$ also has an eigenvalue $\lambda$ with eigenvector $|\lambda\rangle$. From the eigenvector condition on $C_\pm$, we have that

$$-\alpha |J\rangle = (C' - \lambda 1) |c\rangle.$$ 

Taking the inner product with $\langle \lambda |J\rangle = 0$ since $\alpha \neq 0$. However, in this case, there is a solution $\langle 0 |\lambda\rangle$, which we have explicitly excluded. As such, $C_\pm$ and $C'$ never have any eigenvalues in common. Thus, interlacing of eigenvalues becomes strict interlacing.

**A. Sign Changes**

In [13], the following quantity was introduced:

$$\mu_A(z) = \langle 1 | (z1 - A)^{-1} |1\rangle = \frac{P_A(z)}{Q_A(z)}.$$ 

The final equality is readily verified by explicitly calculating the inverse – the cofactor of the $(1, 1)$ element of $z1 - H$ is just $\det(z1 - H')/\det(z1 - H)$.

Let the set $\Sigma_A$ be the roots of $Q_A(z)$ and $P_A(z)$ in decreasing order. We note that as one varies $z$, $\mu_A(z)$ changes sign at the positions $\Sigma_A$. For a fully supported $A$, the positions of these sign changes are always distinct and hence the sign always alternates. Moreover, at large $z$, since $P_A$ and $Q_A$ are both monic, $\mu_A(z)$ must be positive. We find this useful to visualise, as in Fig. 2. We will later use these sign changes to help us confine roots of a rational equation to being within certain bounds.
Lemma 3. A is uniquely determined (under the assumption that all coupling strengths are positive) by \(Q_A(z)\) and \(P_A(z)\) if and only if \(Q_A(z)\) and \(P_A(z)\):

- have all real roots
- have degrees \(N_A\) and \(N_A - 1\) respectively
- have strictly interlacing roots.

Proof. See [12].

Our challenge will be to specify the functions \(P_A\) and \(Q_A\). Ultimately, we will achieve this by fixing some of the eigenvalues of \(H\). For now, we make two crucial observations to which we will return later. Firstly, if \(H_+\) is to have an eigenvalue \(\lambda\), then by Eq. (1)

\[
J^2 \mu_A(\lambda) \mu_C(\lambda) = 1.
\]

Given \(C_+\), we know \(J^2 \mu_A(\lambda)\). Secondly, consider a plot of \(\mu_C(\lambda)\) such as in Fig. 2. If we select two target eigenvalues \(\lambda_1\) and \(\lambda_2\) such that \(\mu_C(\lambda_1) \mu_C(\lambda_2) < 0\), then \(\mu_A(z)\) must have a sign change in the range \((\lambda_1, \lambda_2)\), resulting from a root of either \(P_A(z)\) or \(Q_A(z)\), i.e., at least one of these has a root in the range \((\lambda_1, \lambda_2)\).

III. QUANTUM STATE TRANSFER

We will correspond \(H\) in the above definition with the single excitation subspace of a Hamiltonian of the form

\[
\frac{1}{2} \sum_{i,j} J_{ij} (X_i X_j + Y_i Y_j) + \frac{1}{2} \sum_i B_i Z_i,
\]

i.e., the basis states are

\[
|n\rangle = |0\rangle \otimes (n-1) |1\rangle |0\rangle \otimes (N-n).
\]

The matrix \(H\) is the same as the adjacency matrix of the underlying coupling scheme for a graph \(G\), where \(J_{ij}\) define undirected edge weights between pairs of vertices/qubits, and \(B_i\) are self-weights. We do not place any explicit restrictions on which qubits are coupled, merely assume that the \(G\) is connected.

The task of state transfer is to identify a Hamiltonian of the form in Eq. (2), such that if we initialise the entire system in \(|0\rangle \otimes N\), place an unknown state \(|\psi\rangle\) on an input qubit, and wait time \(t_0\), then the state arrives perfectly an a different, output site:

\[
|\psi\rangle_{IN} |0\rangle \otimes (N-1) \rightarrow |0\rangle \otimes (N-1) |\psi\rangle_{OUT},
\]

up to a possible phase rotation. This task will be important in quantum computers where algorithms require two-qubit gates to be applied between arbitrary pairs of qubits, but the actual couplings available are only between nearest neighbours on some underlying graph. It is also the perfect test candidate for a range of new techniques that could have much broader applicability.

The study of perfect state transfer started in [15], where it was observed that states could perfectly transfer through a chain of length 2 or 3. Perfect transfer is impossible in longer chains of uniform coupling [15, 16], but can be found if engineering of the coupling strengths is allowed [2–4]. However, until [1], this was a fundamental limitation — it seemed necessary to impose extremely stringent requirements on the manufacture of a quantum device. [1] started to hint that this would not be necessary, by taking a chain that did not have perfect transfer, and imbuing it with that property. The goal of this paper is to show to breadth of initial systems to which this construction can be applied.

Imagine we start with a state \(|\Psi\rangle\) in the single excitation subspace. We want to evolve it under a symmetric Hamiltonian \(H\) for a time \(t\). This Hamiltonian has eigenvalues \(\lambda_n\) and eigenvectors \(|\lambda_n\rangle\). Let us define \(a_n = \langle\lambda_n|\Psi\rangle\). After time \(t\), we have a new state \(|\Psi(t)\rangle = \sum_n a_n e^{-i\lambda_n t} |\lambda_n\rangle\). Our target state is \(S_H|\Psi\rangle\). Since \(H\) is symmetric, \(S_H|\lambda_n\rangle = \pm |\lambda_n\rangle\). Thus, the conditions on perfect state transfer are that

\[
\exists t_0, \phi : \begin{cases} e^{-i\lambda_n t_0} = e^{i\phi}, & \forall n : a_n \neq 0, \lambda_n \notin \text{spec}(H_+) \\ e^ {i\lambda_n t_0} = -e^{i\phi}, & \forall n : a_n \neq 0, \lambda_n \in \text{spec}(H_-).
\end{cases}
\]

Up to an arbitrary scale factor and offset, it is convenient to think of the spectrum for a perfect state transfer system as a set of integers where the even (odd) integers are assigned to \(H_+ (H_-)\) and the perfect transfer time is \(\pi\).

Lemma 4. Any symmetric tridiagonal matrix \(A\) is arbitrarily close to a perfect state transfer solution.

Proof. This strategy is due to [3]. Let \(A\) have eigenvalues \(\lambda_n\). Define an accuracy \(\varepsilon\), where \(2\varepsilon < \min_{i \neq j} |\lambda_i - \lambda_j|\). Within the range \(\lambda_n / \varepsilon \pm 1\), there is an even integer and an odd integer. Select the value \(\eta_n\) to be the one with parity \((-1)^{n+1}\) (which ensures an assignment that is consistent with the parity of the eigenvector \(|\lambda_n\rangle\)). Reconstruct a symmetric tridiagonal matrix with eigenvalues \(\{\varepsilon \eta_n\}\) [12]. This new system has perfect transfer in a time \(\pi / \varepsilon\), and all eigenvalues are within \(O(\varepsilon)\) of the original matrix. By continuity (see Theorem 4 of [17]), the output matrix must be close to the original. \(\Box\)
A. Encoding for Perfect Transfer

The conditions for perfect end-to-end transfer are well understood. Moving away from the ends of the chain is more complex, because we no longer know that all values $a_n$ must be non-zero, which potentially permits some eigenvalues to not match the transfer conditions and, in turn, this breaks the requirement that the chain be symmetric [4, 18]. Little progress [18, 19] has been made in characterising these cases because it is difficult to coordinate non-satisfying eigenvalues to have eigenvectors that have no support on a specific site. Instead, we suggested [4] a mechanism that gives greater control: encoding over multiple input sites [9] such that $a_n = 0$ for all eigenvectors that cannot otherwise satisfy the eigenvalue conditions. If there are $M - 1$ of these, this is achieved with an encoding region of size $M$ by finding the null space of the $\{\lambda_n\}$ restricted to the encoding region.

Consider, for example, the network depicted in Fig. 3. This has eigenvalues $\pm \sqrt{185} \times \{1, 2, 5, 6, 10\}$. Without the $\pm 1, 5$ terms, there would be perfect state transfer in the time $t = \pi / (4 \sqrt{185})$. Next, we note that the eigenvectors with eigenvalue $\pm 5 \sqrt{185}$ only have support on vertices $4, 5, 6, 7$. On the encoding region (first 3 sites) the two eigenvectors corresponding to $\pm 5 \sqrt{185}$ have components

$$|1\rangle = \sqrt{105} |1\rangle - 3 \sqrt{105} |3\rangle.$$

Orthogonal to these (and the $\pm 5 \sqrt{185}$ eigenvectors) is

$$3 \sqrt{7} |1\rangle + 8 \sqrt{10} |3\rangle,$$

which in time $t = \pi / (4 \sqrt{185})$ therefore transfers onto the decoding region (also size 3) as

$$-i (3 \sqrt{7} |10\rangle + 8 \sqrt{10} |8\rangle).$$

We have perfect encoded transfer of a single excitation.

This interpretation of encoding/decoding regions provides the opportunity to incorporate encoding into our analytic strategies, rather than just adding it in subsequently. Moving beyond the perfect transfer regime, we could encode against the ‘worst offender’ eigenvalues.

**IV. RECONSTRUCTING A MATRIX FROM MIXED STRUCTURAL AND SPECTRAL INFORMATION**

The setting is that we are given a matrix $B$. We can use this to build a matrix of the form of $H$. We do not yet know the values of $J$ or $J'$, or any of the properties of $A$, except that we want it to be tridiagonal. We can use these various parameters to help us create perfect encoded state transfer. In fact, we will not use the $J'$ freedom at all, and just fix it to an arbitrary value. We will allocate the eigenvalues of $H$ (which we don’t yet know) two two sets: $\Gamma_P$ and $\bar{\Gamma}_P$. Those that match the perfect state transfer condition at time $t_0$ go in $\Gamma_P$. Those that do not are allocated to $\bar{\Gamma}_P$. The previous section conveyed that provided the size of the encoding region is larger than $|\Gamma_P|$, perfect encoded transfer is possible [20].

Our aim is to discover how to specify the system $A$, giving us control over some of the eigenvalues so that we can force them to satisfy the perfect transfer conditions. In fact, everything from [1] may be directly imported.

If we want $H$ to have a particular eigenvalue $\lambda$ in the subspace $s$, then it must satisfy $Q(H, \lambda) = 0$. By Eq. (1), this simplifies to $J^2 \mu_A(\lambda) \mu_C(\lambda) = 1$.

**Theorem 1.** Given the known matrices $C_{\pm}$, along with two sets of eigenvalues $\Lambda_{\pm} = \{\lambda_n^+\}$ and $\Lambda_- = \{\lambda_n^-\}$, we can construct the unique solution for $H$ with eigenvalues $\Lambda_+$ in the symmetric subspace and $\Lambda_-$ in the antisymmetric subspace, satisfying $|\Lambda_+| + |\Lambda_-| = 2N_A - 1 (J$ known) or $|\Lambda_+| + |\Lambda_-| = 2N_A (J$ unknown), if the solution exists.

**Proof.** We need the function $\mu_A(z)$ to satisfy

$$J^2 \mu_A(\lambda) \mu_C(\lambda) = 1 \quad \forall \lambda \in \Lambda_+,$$

$$J^2 \mu_A(\lambda) \mu_C(\lambda) = 1 \quad \forall \lambda \in \Lambda_-.$$

If $J$ is known, then $J^2 \mu_C$ can be evaluated for each value of $\lambda_n^\pm$, determining $\mu_A(z)$ at various positions. Since

$$\mu_A(z) = \frac{P_A(z)}{Q_A(z)} = \frac{\sum_{i=0}^{N_A-1} a_i z^i}{\sum_{i=0}^{N_A-1} b_i z^i},$$

where $a_{N_A-1} = b_{N_A} = 1$, this is a linear problem in the coefficients $\{a_i\}$ and $\{b_i\}$. Explicitly, one must solve

$$J^2 \mu_A(z) = \frac{J^2 P_A(z)}{Q_A(z)} = \frac{\sum_{i=0}^{N_A-1} a_i z^i}{\sum_{i=0}^{N_A-1} b_i z^i}$$

where $a_{N_A-1} = J^2$ instead of 1. We solve an equivalent
problem to before, and instead return $J = \sqrt{a_{N_A-1}}$ and

$$P_A(z) = \frac{1}{a_{N_A-1}} \sum_i a_i z^i.$$

Assuming there is a solution, it is unique, and in principle it is readily found (there are numerical challenges since the matrix that needs to be inverted is closely related to a Vandermonde matrix, and suffers from the same numerical instabilities). Once we have the polynomials, Lemma 3 yields $A$ and hence $H$.

The only element to be added to the presentation of $[1]$, which only explicitly considered a uniformly coupled chain for the system $B$, was to add was the symmetrisation of $B$. The numerical tests in $[1]$ were extremely successful. Essentially, this is because the model is very forgiving. Now, however, we must deal with a wide range of situations in $B$, including extremes such as Anderson localised chains. Do solutions always exist? How are we to select target eigenvalues to ensure a solution exists? What are the consequences for the transfer time?

We are now in a position to state our central thesis, which we will build towards proving in the next section.

**Theorem 2.** For every $B$ such that the eigenvalues of $C_A$ are distinct from those of $C_j$ (for any $j'$), there exist extensions $A$ of tridiagonal form that permit perfect (encoded) state transfer.

For a chain (i.e. tridiagonal $B$), the eigenvalues are always distinct, as justified by the strict interlacing property of the eigenvalues for the symmetric central block

$$C = \begin{pmatrix} B & J' \\ J & S_B BS_B \end{pmatrix}.$$

We further note that if the addition of so many vertices seems excessive, one could instead apply another result from $[9]$, which allows one to replace the entire length of the added system $A$ with a single qubit and time control of the coupling $J$ (see Fig. 1). In that context, Theorem 2 is equivalent to reachability results in control theory $[13]$. Unlike control theory, this is a constructive result, revealing exactly how to do the transfer, and providing insights about how long that will take.

**V. TOWARDS EXISTENCE**

The great challenge for us is to find cases that work. If a solution exists, it’s unique, but when does a solution exist? There are three key conditions (Theorem 3) which, taken together, are necessary and sufficient:

1. All the roots of $P_A$ and $Q_A$ must be real.

   2. $J$ must be real ($J$ unknown) or $P_A$ must be monic ($J$ known).

3. The roots of $Q_A$ and $P_A$ must strictly interlace.

In this section, we will show how to specify the (partial) target spectrum $\Lambda$ in order to guarantee that these conditions are fulfilled.

We have already observed in Sec. II B that we can ensure all the roots of $P_A$ and $Q_A$ are real: there are $2N_A-1$ roots in total, and we are selecting $2N_A$ target eigenvalues. Provided we select them such that the sign of $\mu_A(z)$ alternates, then we have pinned the positions of all the roots in the real range. Moreover, we will fix $J$ to be real by ensuring we start with the correct sign of $\mu_A(z) > 0$ for the largest target eigenvalue.

Note that there is no limitation here in terms of (i) choosing the eigenvalues to satisfy the perfect transfer conditions (follow a construction akin to $[18]$), or (ii) the number of target eigenvalues that we can pick. If we compare the signs of $\mu_{C_A}(z)$, then there will be ranges of $z$ where both functions have the same sign. We will be able to select at most one target value of $\lambda$ in such a range. However, there will also be ranges (every second one assuming $\Sigma_{C_A} \cap \Sigma_{C_j} = \emptyset$) for which their signs are different. In such a range, one can pick as many target eigenvalues as desired: you just have to alternate the target symmetry. This is depicted in Fig. 4.

So, by judicious choice of the target spectrum, we can guarantee that all the roots of $Q_A$ and $P_A$ are real, and that $J$ is real, even if we don’t (yet) know anything about the interlacing of the roots.

**A. Interlacing of $P$ and $Q$**

Of the three necessary and sufficient conditions, we have shown that two can be simultaneously satisfied, and

![Figure 4. Sign of the values of the functions $\mu_{C_A}(z)$. Dashed lines indicate positions of a member of $\Sigma_{C_A}$, inducing a sign change in the $\mu$ of the same symmetry. In bands where both $\mu_{C_A}(z)$ have the same sign, select a maximum of one target eigenvalue. In regions where they differ, select as many target eigenvalues as desired, provided they alternate in symmetry. A possible selection is depicted by black circles, with symmetry indicated by vertical position. As one changes $z$, they alternate sign, starting with a positive sign at large $z$.](image-url)
are compatible with the conditions for perfect state transfer. It remains to ensure that the roots of $P$ and $Q$ interlace. Predictable interlacing properties are known to be a particular challenge [21].

We introduce a strategy which we refer to as “pair pinning”, in which we place target eigenvalues either side of a zero of $Q_C$. Provided they are close enough that there is no interference from other members of $\Sigma_{Cz}$, the two targets yield opposite signs for $\mu_A(z)$, helping to force a root or pole. One might have guessed that this would force a 0 of $P_A$ as our chosen points move closer to the zero. This is certainly not always the case, as conveyed by the case where we only specify two target eigenvalues, meaning that $Q_A$ has degree 1 and $P_A$ has degree 0. If there is a solution, the root must be a root of $Q_A$. So, select any $\sigma$ that is a root of $Q_C$ and place $\lambda_1, \lambda_2$ either side of it. Interlacing is trivially satisfied, and we have guaranteed the other two necessary conditions.

Let us generalise this to a broader class of examples.

**Lemma 5.** Consider two sets of points $\lambda^\pm$, both of size $N$ such that $\lambda_i^+ > \lambda_i^- > \lambda_{i+1}^+$. If $\mu(z) = \frac{P_A(z)}{Q_A(z)}$ satisfies $\mu(\lambda^\sigma) = \sigma \epsilon$ for $\lambda^\sigma \in \lambda^\sigma$ and constant $\epsilon$, then $Q_A(z)$ has roots in the ranges $(\lambda_i^-, \lambda_i^+)$. 

Proof. Consider the linear problem of finding $P_A(z) = \sum_{n=0}^{N-1} a_n z^n$ and $Q_A(z) = \sum_{n=0}^{N-1} b_n z^n + z^N$ that satisfy

$$P_A(\lambda^\sigma) = Q_A(\lambda^\sigma) \in \sigma.$$

In other words,

$$\begin{pmatrix} V_+ & -V_- \\ V_- & V_+ \end{pmatrix} \begin{pmatrix} a \\ b \end{pmatrix} = \epsilon \begin{pmatrix} \lambda^{N+N} \\ \lambda^{N-N} \end{pmatrix},$$

where the Vandermonde matrices $V_{\pm}$ are formed from the elements of $\lambda^\pm$,

$$V = \sum_{n=1}^{N} \sum_{m=0}^{N-1} \lambda_n^m |n \rangle \langle m|.$$

The values of $Q_A(z)$ at positions $\lambda^\pm$ are evaluated by

$$Q_A(\lambda^\pm) = \left( \begin{array}{c} 0 & V_+ \\ 0 & V_- \end{array} \right) \left( \begin{array}{c} \frac{a}{b} \\ \frac{\lambda^{N+N}}{\lambda^{N-N}} \end{array} \right) = \frac{1}{2} \left( \begin{array}{cc} 1 & -V_+ V_-^{-1} \\ -V_- V_+^{-1} & 1 \end{array} \right) \left( \begin{array}{c} \lambda^{N+N} \\ \lambda^{N-N} \end{array} \right).$$

Consider the term $\hat{c} = -V_-^{-1} \lambda^{N-N}$. Since $V_- \hat{c} + \lambda^{N-N} = 0$, $\hat{c}$ are the coefficients (of degrees 0 to $N-1$) of the degree $N$ monic polynomial with roots at $\lambda^-$. Hence, $V^+ \hat{c} + \lambda^{N+N}$ (the top row of the matrix), evaluates that polynomial at the points $\lambda^+$. In other words,

$$Q_A(\lambda_i^+) = \prod_n (\lambda_i^+ - \lambda_n^-), \quad Q_A(\lambda_i^-) = \prod_n (\lambda_i^- - \lambda_n^+).$$

Given how these values interlace, the only terms that are different in sign are $(\lambda_i^+ - \lambda_n^-)$ and $(\lambda_i^- - \lambda_n^+)$ respectively: the two values of $Q_A$ have opposite signs. $Q_A$ has a root in the range $(\lambda_i^-, \lambda_i^+)$ for each $i$.

We are finally in a position to prove the central claim of Theorem 2 that (almost) any symmetrically fully supported $C$ can be symmetrically extended to provide perfect (encoded) state transfer.

**Proof of Theorem 3** Let $\{\lambda_n\}$ be all the roots of $Q_{C_{z\pm}}$ and $Q_{C_{z-\pm}}$, in descending order, and let $\sigma_n$ be such that $Q_{\sigma_n}(\lambda_n) = 0$. We select a $\delta$ that is small enough such that $\lambda_n - \delta > \lambda_{n+1} + \delta$, and such that the appropriate polynomial $P_{C_{\sigma_n}}(z)$ does not change sign in the range $\lambda_n \pm \delta$ (this region is non-trivial by Lemma 2), provided $Q_{C_{z\pm}}$ do not share any roots.

By this choice, $f(z) = \frac{Q_{\sigma_n}(z)}{P_{C_{\sigma_n}}(z)}$ is continuous on the ranges $\lambda_n \pm \delta$, being positive in the range $(\lambda_n, \lambda_n + \delta)$, and negative in the range $(\lambda_n - \delta, \lambda_n)$. It is therefore possible to select values $\eta_{n\pm}$ from within each of those ranges such that $f(\eta_{n\pm}) = \pm \epsilon$ for some sufficiently small $\epsilon$. We know that a solution for this exists by Lemma 5. Moreover, this solution must be arbitrarily close to a perfect transfer solution via Lemma 4. Hence by continuity, there must exist a perfect transfer solution.

This result merely proves the existence of a solution, paying little heed of the transfer time, which will have large overheads due to several limits being taken. In our numerical examples, we ignore the need to force all the $\mu_A(z)$ values to be the same, and jump straight to finding the best matching perfect transfer eigenvalues. We have found this strategy to be extremely effective.

### B. Transfer Speed

Our selection of eigenvalues via this pair pinning strategy reveals something about the state transfer speed. We supply two target eigenvalues for every root of $Q_C$. Hence, if the smallest gap in the spectrum of $C$ is $\Delta$, the smallest gap in $H$ is no larger than $\Delta$, and the state transfer time must take at least $\pi/\Delta$. This bounding of the state transfer time is important to understand — what if we had started with a chain that had such strong magnetic fields, for example, that it was exhibiting Anderson localisation [22], implying that there is no transfer? It **does not** imply that the transfer is impossible, just that it takes a long time [23], and we cannot expect to overcome that long time restriction by extending the chain — one characterisation of Anderson localisation is that, in the long chain limit, there is a band where the spectrum is continuous. For a finite chain, these vanishingly small energy gaps must therefore yield extremely long transfer times. Localisation is retained, but the system does achieve perfect transfer, just very slowly (presumably, exponential in the chain length [24]).
VI. EXAMPLES

A. The Field-Free Case

For the purposes of numerical examples, it will often be convenient to work with the field-free case, i.e. where the matrices $A$ and $B$ have 0 on the diagonal, as this halves the number of parameters involved.

**Definition 1.** Let $H$ be a symmetric Hermitian matrix that describes couplings on an underlying graph that is bipartite (two-colourable). Further, require that the diagonal elements are 0. Finally, impose that $S_H |i\rangle$ yields a vertex of the opposite ‘colour’ as vertex $i$ in the graph. We say that $H$ is field-free and even.

The ‘even’ feature is built into our assumed structure of $H$, so this just requires that $B$ is bipartite.

**Lemma 6.** If $H$ is field-free and even, then

$$
\Lambda^- = \{-\lambda : \lambda \in \Lambda^+\}. 
$$

**Proof.** Since $H$ is bipartite, there is a partition of the vertices of $H, V$ such that $V = V_1\cup V_2, V_1 \cap V_2 = \emptyset$ and $H_{ij} = 0$ for all choices of $i$ and $j$ that are in the same partition. As such, we can define

$$
D = \sum_{i \in V_1} |i\rangle\langle i| - \sum_{i \in V_2} |i\rangle\langle i|
$$

from which it follows that $D^2 = 1$ and $DHD = -H$. In other words, if $\lambda$ is an eigenvalue of $H$, then so is $-\lambda$.

Let’s assume that $|\lambda\rangle$, the eigenvector associated with eigenvalue $\lambda$ is symmetric, i.e. $S_H |\lambda\rangle = |\lambda\rangle$. Now, $|\lambda\rangle = D |\lambda\rangle$. So, $S_H |\lambda\rangle = S_H DS_H^T |\lambda\rangle = S_H DS_H |\lambda\rangle$. $H$ is even by assumption, meaning that $S_H DS_H = -D$. Thus, $|\lambda\rangle$ is anti-symmetric.

**Lemma 7.** If the matrix $C$ describes couplings on an underlying graph that is bipartite (two-colourable) and field-free, then the polynomial $\mu_A(z)$ is antisymmetric.

**Proof.** If $C$ is bipartite, and $A$ is a field-free tridiagonal matrix, then $H$ overall is bipartite. Let $\tilde{D}$ be the restriction of $D$ to just the $C$ matrix such that $\tilde{D}C\tilde{D} = -C$.

Let’s say we want to impose that $H$ has a specific eigenvalue $\lambda$. It must also have an eigenvalue $-\lambda$. Let us take the case that $\lambda$ is in the spectrum of $H_\sigma$ where $\sigma \in \pm$. The parity of the $-\lambda$ eigenvector is then fixed because $|\lambda\rangle = D |\lambda\rangle$. Hence, we will be forced to select $-\lambda$ to be in the spectrum of $H_\tau$, $\tau \in \pm$. We thus require

$$
J^2 \mu_A(\lambda) \mu_{C_\pm}(\lambda) = J^2 \mu_A(-\lambda) \mu_{C_\pm}(-\lambda) = 1.
$$

Our statement is equivalent to $\mu_{C_\pm}(\lambda) = -\mu_{C_\pm}(-\lambda)$.

We now introduce a vector

$$
|s_\pm\rangle = \frac{1}{\sqrt{2}}(|1\rangle \pm SC |1\rangle).
$$

Note that $\tilde{D} |s_\pm\rangle = |s_\tau\rangle$. We can rewrite

$$
\mu_{C_\tau}(\lambda) = \langle 1 | (\lambda \mathbb{1} - C_\sigma)^{-1} | 1 \rangle
$$

$$
= \langle s_\sigma | (\lambda \mathbb{1} - C_\sigma)^{-1} | s_\sigma \rangle
$$

$$
= \langle s_\sigma | \tilde{D}(\lambda \mathbb{1} - C_\sigma)^{-1} \tilde{D} | s_\sigma \rangle
$$

$$
= \langle s_\tau | ((\lambda \mathbb{1} - C_\tau)^{-1} | s_\tau \rangle
$$

$$
= -\mu_{C_\tau}(-\lambda).
$$

Hence, the conditions on $\mu_A$ are antisymmetric.

In the case of a symmetric and even matrix, $\tau = -\sigma$. One special case that this scenario covers is a chain – we are given a symmetric field-free chain of even length and are trying to ‘complete’ it by adding a field-free chain at either end. If we specify that all the eigenvalues we want should occur in $\pm\lambda$ pairs then since the overall size of the system is even, if $\lambda$ is an eigenvalue of $H_+$ then $-\lambda$ is an eigenvalue of $H_-$, and we know the corresponding values of $\mu$ should be opposite. This in turn means that the construction of $A$ will be field-free, and hence the overall matrix is field-free. Moreover, the fact that $\mu_A(z)$ is antisymmetric means that we should be able to specify it using only half the data points (e.g. just using those $\lambda$ that are in the spectrum of $H_+$). As indicated in [1], this structure can be built in. In order to find an antisymmetric rational function $f(z)$ that satisfies $f(z_i) = f_i$ and $f(-z_i) = -f_i$, it is sufficient to find the rational function $g(z)$ which satisfies $\{g(z_i^2) = f_i/z_i\}$, such that $g(z) = \frac{P(z)}{Q(z)}$ then

$$
f(z) = \frac{zP(z^2)}{Q(z^2)}. \tag{4}
$$

B. Central region with random errors

Numerical results for a uniformly coupled chain were demonstrated in [1]. It behooves us to briefly revisit this
case, as our strategy for selecting eigenvalues has now changed. While we previously achieved an almost perfectly linear spectrum, this was luck. If we apply our pair pinning strategy (Fig. 3) to selecting eigenvalues, we can guarantee a solution, at the cost of a much higher state transfer time, $O(N^2)$ rather than $O(N)$. We see that controlled eigenvalues are chosen in pairs that are close to the eigenvalues of the original system. It appears that the uncontrolled eigenvalues are well approximated by the eigenvalues of the original system. For a chain, this is no surprise: having selected two eigenvalues of the same symmetry to pin the original eigenvalue, the strict interlacing of symmetric and antisymmetric eigenvalues means that there must be an antisymmetric eigenvalue pinned between those two points.

A natural generalisation to this is a chain where the couplings are not all equal. This is likely to be of greater practical interest. For example, we might randomly select couplings in the range $(J - \delta J, J + \delta J)$. We generally found that as $\delta J$ is increased if one tries to manually guess target eigenvalues, it becomes far more likely that, while $P$ and $Q$ can still be found, the eigenvalues do not interlace. Instead, we rely on the pair-pinning technique, with a consequential impact on transfer time.

To be explicit, we considered examples taken from the even sized, field-free case and:

- Calculated the eigenvalues $\Lambda$ of $C_+$, and the eigenvalues $\Gamma$ of its principal submatrix.
- Evaluated $\delta_1 = \min_{\lambda \in \Lambda} |\lambda| - |\gamma|$ and $\delta_2 = \frac{1}{2} \min_{\lambda \in \Lambda} |\lambda + \gamma|$. From this, we calculated $\delta = \min(\delta_1, \delta_2)/2$.
- For each $\lambda \in \Lambda$, selected a target eigenvalue in the range $(\lambda - 2\delta, \lambda)$ and another in the range $(\lambda, \lambda + 2\delta)$ satisfying the form $(2n + \frac{1}{2})\delta$.
- Attempted to solve for a suitable extension. If the interlacing of roots $Q_A$ and $P_A$ was not satisfied, reduce $\delta$ and repeat.

For all the random samples we tested (initial chain of 20 qubits, couplings chosen uniformly at random between (0.9, 1.1)), reducing $\delta$ to $\delta = \min(\delta_1, \delta_2)/5$ successfully found a result (chain length 120, transfer time $\pi/\delta$). One such example is depicted in Fig. 5.

1. Integer Selection

There are surely better strategies that can help to optimise the transfer fidelity at shorter times. We did not explore these extensively. Nevertheless, note that there will be some original eigenvalues which are well separated compared to the scale $\delta$. As such, there may be many possible values of $n$ that could be chosen (even if our basic strategy requires us to select the one closest to the edge of the range). Given such a choice, it can help to select a value of $n$ with the greatest number of factors of 5 possible. This is because all cases which contain a factor of $5^k$ also satisfy the perfect transfer conditions at times $\pi/(5^k \delta)$. To see why this works, consider two different values of $\delta$, $\delta_X$ and $\delta_Y$. We note that if $\delta_Y = (4p + 1)\delta_X$ for integer $p$, then

$$\left(2n \pm \frac{1}{2}\right)\delta_Y = \left(2n \pm \frac{1}{2}\right)(4p + 1)\delta_X$$

$$= \left(2(4p + 1)n \pm 2p \pm \frac{1}{2}\right)\delta_X.$$

Thus, $n' = (4p + 1)n \pm p$. If some eigenvalues are of the form $(2n + \frac{1}{2})\delta_X$ and others are of the form $(2n + \frac{1}{2})\delta_Y = (2n' + \frac{1}{2})\delta_X$, then this shows that all eigenvectors satisfy the transfer conditions at $\pi/\delta_X$, while some also satisfy them at $\pi/\delta_Y$. Picking $p = 1$ is the smallest case for which this works, giving the greatest range of options.

C. Non-chain central region.

All the examples that we have described so far just use a chain in the central region. We do not need to be restricted to this case, however. Any symmetric system will do. One advantage is that this may reduce the number of eigenvalues we have to consider due to the reduction to being fully supported (and therefore reduce the size of the required encoding region).

**Lemma 8.** Let $|\lambda\rangle$ be an eigenvector of $C_+$ with eigenvalue $\lambda$ such that $\langle 1 | \lambda\rangle = 0$. Then $|\lambda\rangle$ is also an eigenvector of $H_+$ with eigenvalue $\lambda$.

The key point here is that such eigenvectors will have no support on the encoding and decoding regions. Hence, we do not have to prevent their use via encoding. We need only consider those eigenvectors of $C_+$ which have support on the first site. (To contrast with the case of the chain, all eigenvectors of a coupled chains have support
Consider the example network depicted in Fig. 7(a). We want to add an extension to vertices 1 and 6 to achieve (encoded) perfect transfer. We first note that there is a basis spanned by \((|2\rangle - |3\rangle)/\sqrt{2}\) and \((|3\rangle - |5\rangle)/\sqrt{2}\). Hence, we only need to consider the effective graph \([24]\) depicted in Fig. 7(b) in which we have excluded the two unsupported eigenvectors. This is symmetric bipartite, and even. We choose to extend the system by 4 qubits at either end, and solve for the case that the symmetric subspace has eigenvalues \(\frac{1}{4}, \frac{7}{4}, \frac{3}{4}, -\frac{5}{4}\), which would yield perfect transfer in a time \(2\pi\) by encoding across the first 5 spins. We find the solution displayed in Fig. 7(c), which is readily verified to have the claimed eigenvalues, and a perfect transfer property.

Let us now attempt to understand the importance of the requirement in Theorem 2 that \(C_k\) should not share any eigenvalues. When this requirement is not fulfilled, it may still be possible to extend the system. For example, consider the case depicted in Fig. 8. We can subdivided this using the symmetry to give

\[
C_+ = \begin{pmatrix}
0 & \sqrt{2} & 0 \\
\sqrt{2} & 0 & \sqrt{2} \\
0 & \sqrt{2} & 0
\end{pmatrix}, \quad C_- = \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]

Both components have a 0 eigenvalue. (There is also a component that we have neglected via Lemma 8). We can still proceed to choose eigenvalues that guarantee real roots for \(Q_A(z)\) and \(P_A(z)\), and hope to get lucky over the interlacing. In this instance, we assign eigenvalues \(\Lambda^+ = \{\frac{1}{100}, \frac{80}{100}, \frac{100}{100}\}\) and \(\Lambda^- = \{\frac{70}{11}\}\), and the solution is also given in Fig. 8. There is perfect encoded transfer in time \(41\pi/10\). The limiting factor in terms of transfer time is having to squeeze three eigenvalues in the range \(z \in (\sqrt{2}, 2)\) (the only region \(\mu_B^+(z)\mu_B^-(z) < 0\) that allows us to pack as many eigenvalues as we need).

In the previous example, the coincidence of eigenvalues between \(C_\pm\) was not prohibitive. Nevertheless, it can be an important indication of the impossibility of transfer. Consider the following example, inspired by \([26]\),

\[
C^\pm = \begin{pmatrix}
1 & -1 & -1 & -1 \\
1 & 1 & 1 & 1
\end{pmatrix} = \begin{pmatrix}
\sqrt{2} & \pm 1 \\
\sqrt{2}
\end{pmatrix}
\]

where we would hope to transfer between the two extremal (grey) qubits. In fact, this is impossible — if an excitation is on the first site, it becomes a uniform superposition over its two neighbours. However, this is a ‘dark state’ \([13, 26]\) that cannot transfer any further to the right. We see this in the matrices \(C^\pm\), which each decouple into two subspaces. They have one of those subspaces in common, and hence have common eigenvalues.

VII. CREATING STATES

Perfect transfer is just one task that we might want to achieve. Another option, as suggested in \([1]\), is the creation of an arbitrary single-excitation state within the fixed region that we were initially given. In principle, this is quite straightforward — if we consider \(C\) to be two distinct halves of the original \(B\) and its mirror, and if the entire system were a perfect transfer system (rather than just a subset of the eigenvalues satisfying those conditions), then we could create any state we wanted on the mirror component, and after the perfect transfer time, it will appear on the main component, perfectly.

Depending on how many eigenvalues we set (and hence how far we extend the system at either end), we control a varying proportion of the eigenvalues, and hence control how close to that perfect condition we are. For instance, if we use the same extension as we would for perfect encoded state transfer, we control \(2/3\) of the eigenvalues, and high fidelity transfer results. Of course, in systems where we have made the reduction to fully supported, none of those eliminated eigenvectors in the full system can ever be populated. This is not a concern for chains, where no such reduction is necessary.

Specifically, let \(H\) be the full solution for perfect encoded transfer, and \(P_{\text{out}}\) and \(P_{\text{in}}\) are the projectors on the the original \(B\) system, and the component to the right of the \(B\) system (i.e. the symmetrised \(B\) and the extension on that side). If we want to create a state \(|\Psi\rangle\), then the best input state to use is

\[
P_{\text{in}}e^{iHt}P_{\text{out}}|\Psi\rangle.
\]

As such, the worst performance for any target state can be assessed via the minimum singular value of \(P_{\text{in}}e^{iHt}P_{\text{out}}\). See Fig. 9.

For uniformly coupled chains, we assessed this in \([1]\). State creation fidelity had the potential to be high, but there was generally a small space of low fidelity. It turns out that the construction of Fig. 5 via pair-pinning, while much slower, gives vastly enhanced fidelities. The specific case of Fig. 5 has a smallest singular value of \(1 - 5 \times 10^{-6}\). The results for random chains are comparable.

We view this as an artefact of the strategy for choosing eigenvalues: we would be able to perfectly create any state that is entirely supported on the eigenvectors of \(\Gamma_P\). The error is thus due to any component of an eigenvector of \(\Gamma_P\) which cannot be replicated by a linear combination of eigenvectors of \(\Gamma_P\). Our pair-pinning strategy takes each eigenvalue \(\eta\) of \(C_\sigma\) and assigns a flanking pair \(\eta\pm \varepsilon\).
From Lemma 1, the eigenvector restricted to $\mathcal{B}$, $|b\rangle$, is

$$|b\rangle \propto (C_\pm - \lambda 1)^{-1} |1\rangle.$$ 

One can readily show that

$$|\eta\rangle = \frac{\varepsilon_-}{\varepsilon_- - \varepsilon_+} |b(\varepsilon_+)| - \frac{\varepsilon_+}{\varepsilon_- - \varepsilon_+} |b(-\varepsilon_-)| + O(\varepsilon^2).$$

Since any target state can be written in terms of the spectral basis of $C_\sigma$, there is at worst an $O(\varepsilon^2)$ error expressing it in terms of the controlled eigenvectors. Hence, at the cost of increasing time, we can make arbitrarily accurate copies of any target state.

While arbitrarily high fidelity state creation of a state $|\eta\rangle$ is always possible, perfect state creation is generically impossible. In the typical case, none of the $2N_B$ uncontrolled eigenvalues exactly satisfy the perfect transfer conditions. Assume that half of these are symmetric, and half antisymmetric. For any $\lambda \in \Gamma_\sigma^c$, if perfect state creation is possible, it must be that $(\eta| P_{\text{out}} |\lambda) = 0$. Hence, the only states that can be made perfectly are those in the null space of the square matrix

$$M_\sigma = \sum_{k=1}^{\left|\Gamma_\sigma^c\right|} |k\rangle \langle \lambda_k| P_{\text{out}}$$

Since we are working with fully supported systems, $\lambda_k$ is not an eigenvalue of $C_\sigma$. Thus, by Lemma 1, $P_{\text{out}} |\lambda_k\rangle \propto (C_\sigma - \lambda_k 1)^{-1} |1\rangle$. Our claim is that $M_\sigma$ does not have a null space, i.e. its determinant is non-trivial. Let $U$ be the unitary that diagonalises $C_\sigma$:

$$C_\sigma = UDU^\dagger, \quad D = \sum_i \eta_i |i\rangle\langle i|.$$ 

Then

$$|\text{det}(M)| = \left| \text{det} \sum_{i,j} |i\rangle\langle j| \frac{|i\rangle\langle i| U^\dagger |1\rangle}{\eta_i - \lambda_j} \right|. $$

By the assumption of full support, $(i| U^\dagger |1\rangle \neq 0$. Each row has a constant, non-zero factor $(i| U^\dagger |1\rangle$ which we can hence pull out. Thus, the determinant is only zero if

$$\sum_{i,j} \frac{1}{\eta_i - \lambda_j} |i\rangle\langle j|$$

has determinant 0. However, this is just

$$\frac{\prod_{i \neq j} (\lambda_i - \lambda_j) \prod_{i \neq j} (\eta_i - \eta_j)}{\prod_{i,j} (\lambda_i - \lambda_j)}.$$ 

Since all the eigenvalues are unique, it is never 0. $M$ is full rank, and no state that can be made perfectly.

### A. Time Control

High quality state creation might sound rather pointless: being able to create the right target state on the extension is surely no easier than creating the target state
Given a fixed Hamiltonian, $B$, our aim is to create a state in the bulk. We first symmetrise the system $B$ about the output vertex, extending the input vertex and its mirror with chains, and encoding/decoding across the added regions. The state creation protocol can be replicated with time control of the extremal coupling strengths [9].

directly on the original spins? However, consider making all the extended spins ‘virtual’ via the time-control technique of Haselgrove [9], as shown in Fig. 9. Now, whatever state you want to create, you just start with a single excitation localised on a single spin, and your time control determines what state is created.

**B. Multiple Excitation State Creation**

High quality state creation in the single excitation subspace also bodes well for multiple-excitation state creation (but note that this only applies to chains, and that the time-control technique does not apply directly). For example, if we wanted to create a GHZ state $|GHZ\rangle = (|0\rangle^\otimes N_B + |1\rangle^\otimes N_B)/\sqrt{2}$ across all the sites $B$, we can achieve a fidelity of

$$F = \langle GHZ | \rho | GHZ \rangle = \frac{1}{4} \left( 1 + \prod_i \lambda_i \right)^2$$

where $\lambda_i$ are the singular values of $P_{in} e^{i H_0} P_{out}$ [9]. The uniformly coupled example returns a fidelity of 0.9998.

Random cases have similar levels of performance. The specific case of Fig. 6 has $F = 1 - 6 \times 10^{-6}$.

**VIII. CONCLUSIONS & FUTURE WORK**

We have shown how a fixed quantum system of effective size $N$ can be symmetrically extended, first by adding a mirror of the original system, and then by adding chains at either end. With a total system size of $6N$, it is possible to achieve perfect transfer with encoding over the extensions. As demonstrated in [1], one can reduce the sizes of extension, reducing the transfer time, and still achieving high quality transfer. Moreover, it is easier to fulfil the conditions on eigenvalue interlacing. While [1] focussed entirely on the case of extending a uniformly coupled chain, and gave no justification for the existence of solutions, the results of this paper show that almost any quantum network can support these results. The only requirement is that the two symmetry subspaces do not share any eigenvalue, as this detects the possibility that transfer could be impossible. Moreover, our pair-pinning strategy gives a constructive method that guarantees, in a certain limit, that solutions exist. It suggests that the state transfer time in this scenario is largely governed by the inverse of the spectral gap of the original system. The extensions can be replaced by individual, time-controlled couplings [9], bringing us very close to a realistic experimental scenario.

We have also proven that any single-excitation state can be created on the output region, with arbitrary accuracy. On chains, this includes arbitrary states comprising multiple excitations.

As a next step, it will be interesting to apply these results to systems such as the IBM Q devices using OpenPulse. However, the results are not immediately applicable because, while those systems are primarily defined by a fixed Hamiltonian with a coupling Hamiltonian which is exactly of the form we desire, the time control that we can access is only at the individual qubit level. It should be possible to simulate our scheme with the control available, but it requires further investigation.
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