Existence of normalized solutions for the planar Schrödinger-Poisson system with exponential critical nonlinearity
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Abstract: In the present work we are concerned with the existence of normalized solutions to the following Schrödinger-Poisson System

\[
\begin{cases}
-\Delta u + \lambda u + \mu (\ln |\cdot | \ast |u|^2)u = f(u) \quad \text{in } \mathbb{R}^2, \\
\int_{\mathbb{R}^2} |u(x)|^2 dx = c, \quad c > 0,
\end{cases}
\]

for $\mu \in \mathbb{R}$ and a nonlinearity $f$ with exponential critical growth. Here $\lambda \in \mathbb{R}$ stands as a Lagrange multiplier and it is part of the unknown. Our main results extend and/or complement some results found in [3] and [13].
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1 Introduction

In the present paper we are interested with the existence of normalized solutions for the following Schrödinger-Poisson System,

\[
\begin{cases}
    i\psi_t - \Delta \psi + \tilde{W}(x)\psi + \gamma \omega \psi = 0 & \text{in } \mathbb{R}^N \times \mathbb{R} \\
    \Delta \omega = |\psi|^2 & \text{in } \mathbb{R}^N,
\end{cases}
\]

(1.1)

where \( \psi : \mathbb{R}^N \times \mathbb{R} \to \mathbb{C} \) is the time-dependent wave function, \( \tilde{W} : \mathbb{R}^N \to \mathbb{R} \) is a real external potential and \( \gamma > 0 \) is a parameter. The function \( \omega \) stands as an internal potential for a nonlocal self-interaction of the wave function \( \psi \). The usual ansatz \( \psi(x, t) = e^{-i\Theta t}u(x) \), with \( \Theta \in \mathbb{R} \), for standing wave solutions of (1.1) leads to

\[
\begin{cases}
    -\Delta u + W(x)u + \gamma \omega u = 0 & \text{in } \mathbb{R}^N \\
    \Delta \omega = u^2 & \text{in } \mathbb{R}^N,
\end{cases}
\]

(1.2)

with \( W(x) = \tilde{W}(x) + \Theta \). From the second equation of (1.2) we observe that \( \omega : \mathbb{R}^N \to \mathbb{R} \) is determined only up to harmonic functions. In this point of view, it is natural to choose \( \omega \) as the Newton potential of \( u^2 \), i.e., \( \Gamma_N * u^2 \), where \( \Gamma_N \) is the well-known fundamental solution of the Laplacian

\[
\Gamma_N(x) = \begin{cases}
    \frac{1}{N(2-N)\sigma_N} |x|^{2-N} & \text{if } N \geq 3, \\
    \frac{1}{2\pi} \ln |x| & \text{if } N = 2,
\end{cases}
\]

in which \( \sigma_N \) denotes the volume of the unit ball in \( \mathbb{R}^N \). From this formal inversion of the second equation in (1.2), as it is detailed in [11], we obtain the following integro-differential equation

\[- \Delta u + W(x)u + \gamma (\Gamma_N * |u|^2)u = b|u|^{p-2}u, \quad p > 2, \quad b > 0, \quad \text{in } \mathbb{R}^N.\]

(1.3)

Then, we make a quick overview of the literature. To begin with, we note that the case \( N = 3 \) has been extensively studied, due to its relevance in physics. It is curious that, although this equation is called “Choquard equation”, it has first studied by Fröhlich and Pekar in [17, 18, 28], to describe the quantum mechanics of a polaron at rest in the particular case \( W(x) \equiv a > 0 \) and \( \gamma > 0 \). Then, it was introduced by Choquard in 1976, to study an electron trapped in its hole. From the applied point of view, the local nonlinear term on the right side of equation (1.3) usually appears in Schrödinger equations as a model to the interaction among particles.

We could discuss a bunch of variations of these kind of equations in the three dimensional case, but in order to make it concise, we refer the readers to the following papers, and the references therein, [4, 6, 7, 21, 23, 24, 26].

Once we turn our attention to the case \( N = 2 \), we immediately see that the literature is scarce. In this case, we can cite the recent works of [1, 9, 10, 13, 14, 16]. In [14, 16], the authors
have proved the existence of infinitely many geometrically distinct solutions and a ground state solution, considering \( W \) continuous and \( \mathbb{Z}^2 \)-periodic and \( W(x) \equiv a > 0 \), respectively, and the particular case \( f(u) = b|u|^{p-2}u \). Then, in [1], the authors have dealt with equation (1.4) considering a nonlinearity with exponential critical growth. They have proved the existence of a ground state solution via minimization over Nehari manifold. Moreover, in [9], the authors have proved existence and multiplicity results for the \( p \)-fractional Laplacian operator. Finally, in [10], the authors deal with a \( (p, N) \)-Choquard equation and prove existence and multiplicity results.

We call attention to [13] in which work the authors have dealt with the existence of stationary waves with prescribed norm considering \( \lambda \in \mathbb{R} \) and that consists in a key reference to our work. Another important reference is [2], since we manage to adapt some techniques from both of them. We also refer to [2] for a relevant overview about Schrödinger prescribe norm problems.

In the present paper we focus on finding prescribe norm solutions for the planar equation

\[
\begin{cases}
-\Delta u + \lambda u + \mu(\ln | \cdot | * |u|^2)u = f(u) \text{ in } \mathbb{R}^2 \\
\int_{\mathbb{R}^2} |u(x)|^2 dx = c, c > 0
\end{cases}
\] (1.4)

where \( \lambda, \mu \in \mathbb{R} \) and \( f : \mathbb{R} \to \mathbb{R} \) is continuous, with primitive \( F(t) = \int_0^t f(s)ds \). This approach seems to be particularly meaningful from the physical point of view, because there is a conservation of mass.

The main difficulties in the proof our main results are associated with the fact that we are working with critical nonlinearities in the whole \( \mathbb{R}^2 \) and with the logarithm term, which are unbounded and changes sign.

Our aim is to extend and/or complement the results already obtained in the literature and cited above, more precisely the results found in [3] and [13], by working with a nonlinearity that has an exponential critical growth. We recall that a function \( h \) has an exponential subcritical growth at \( +\infty \), if

\[
\lim_{s\to+\infty} \frac{h(t)}{e^{\alpha t^2} - 1} = 0 , \text{ for all } \alpha > 0,
\]

and we say that \( h \) has \( \alpha_0 \)-critical exponential growth at \( +\infty \), if

\[
\lim_{t\to+\infty} \frac{h(t)}{e^{\alpha t^2} - 1} = \begin{cases} 
0, & \forall \alpha > \alpha_0, \\
+\infty, & \forall \alpha < \alpha_0.
\end{cases}
\]

As usual conditions while dealing with this kind of growth, found in works such as [15,25], we assume that \( f \) satisfies

\( (f_1) \quad f \in C(\mathbb{R}, \mathbb{R}), f(0) = 0 \) and has a critical exponential growth with \( \alpha_0 = 4\pi \).
\[
\lim_{|t| \to 0} \frac{|f(t)|}{|t|^\tau} = 0, \text{ for some } \tau > 3.
\]

From \((f_1)\) and \((f_2)\), given \(\varepsilon > 0\), \(\alpha > \alpha_0\), fixed, for all \(p > 2\), we can find two constants \(b_1 = b_1(p, \alpha, \varepsilon) > 0\) and \(b_2 = b_2(p, \alpha, \varepsilon) > 0\) such that

\[
f(t) \leq \varepsilon |t|^\tau + b_1 |t|^{p-1}(e^{\alpha t^2} - 1), \quad \forall t \in \mathbb{R},
\]

and

\[
F(t) \leq |t|^\tau + b_2 |t|^p(e^{\alpha t^2} - 1), \quad \forall t \in \mathbb{R}.
\]

In order to verify that \((PS)\) sequences are bounded in \(H^1(\mathbb{R}^2)\), we will need the following conditions:

\[(f_3)\]

there exists \(\theta > 6\) such that \(f(t) t \geq \theta F(t) > 0\), for all \(t \in \mathbb{R} \setminus \{0\}\),

\[(f_4)\]

there exist \(q > 4\) and \(\nu > \nu_0\) such that \(F(t) \geq \nu |t|^q\), for all \(t \in \mathbb{R}\).

Next we provide some important definitions for our work. Once we will use variational techniques, we consider the associated Euler-Lagrange functional \(I : H^1(\mathbb{R}^2) \to \mathbb{R} \cup \{\infty\}\) given by

\[
I(u) = \frac{1}{2} A(u) + \frac{\mu}{4} V(u) - \int_{\mathbb{R}^2} F(u) dx,
\]

where

\[
A(u) = \int_{\mathbb{R}^2} |
abla u|^2 dx \quad \text{and} \quad V(u) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln(|x - y|) u^2(x) u^2(y) dx dy.
\]

It is easy to verify, from Moser-Trudinger inequality, Lemma 2.5, and Hardy-Littlewood-Sobolev inequality (HLS) (found in [22]), that \(I\) is well-defined on the slightly smaller Hilbert space

\[
X = \left\{ u \in H^1(\mathbb{R}^2); ||u||_2 = \int_{\mathbb{R}^2} \ln(1 + |x|) u^2(x) dx < \infty \right\} \subset H^1(\mathbb{R}^2),
\]

endowed with the norm \(|| \cdot ||_X = \sqrt{|| \cdot ||^2 + || \cdot ||^2_2}\), where \(|| \cdot ||\) is the usual norm in \(H^1(\mathbb{R}^2)\). Moreover, \(I\) is \(C^1\) on \(X\) (see [1] and [14]) and any critical point \(u\) of \(I|_{S(c)}\) corresponds to a solution of \((1.4)\), where \(\lambda \in \mathbb{R}\) appears as a Lagrange multiplier and

\[
S(c) = \{ u \in X; ||u||_2^2 = c \}.
\]

The two first results of the present paper involving the existence of solution are the following:

**Theorem 1.1.** Suppose that \(f\) satisfies \((f_1) - (f_4)\). Then, there are \(\mu_0, \nu_0 > 0\) such that problem
has at least one weak solution \( u \in S(c) \) such that \( I(u) = m_\nu > 0 \) for \( \nu \in (0, \mu_0) \), \( c \in (0, 1) \) and \( \nu > \nu_0 \), where
\[
m_\nu = \inf_{\gamma \in \Gamma} \max_{t \in [0, 1]} I(\gamma(t)),
\]
with \( \Gamma = \{ \gamma \in C([0, 1], S(c)) ; \gamma(0) = u_1 \text{ and } \gamma(1) = u_2 \}, u_1, u_2 \in S(c) \).

In a similar way, we get the following result.

**Theorem 1.2.** Suppose that \( f \) satisfies (\( f_1 \)) - (\( f_4 \)) and \( \mu > 0 \). Then, there are \( c_0, \nu_0 \) such that problem (\( 1.4 \)) has at least one weak solution \( u \in S(c) \) such that \( I(u) = m_\nu > 0 \) for \( c \in (0, c_0) \) and \( \nu > \nu_0 \).

Once the proof of Theorem 1.2 is similar to the proof of Theorem 1.1, where the only change is the control of the inequalities from parameter \( \mu \) to the mass \( c \), we will not write it down.

As an immediate consequence from Theorems 1.1 and 1.2 we get the following type of least energy level. We do not call it a ground state since it cannot be take over all the possible solutions for (\( 1.4 \)).

**Corollary 1.1.** Under the hypotheses of Theorem 1.1 (or Theorem 1.2) problem (\( 1.4 \)) has a least energy level solution \( u \in S(c) \), in the sense that, there is a function \( u \in S(c) \) satisfying
\[
I(u) = m_\nu = \inf\{I(v) ; I|_{S(c)}(v) = 0 \text{ and } Q(v) = 0\},
\]
where \( Q \) is defined in (\( 4.3 \)).

Related to the existence of multiple solutions, we will use a genus approach that is based on the ideas of [3]. In order to do so, we need the following condition.

(\( f'_1 \)) \( f \in C(\mathbb{R}, \mathbb{R}), f(0) = 0, f \) is odd and has a critical exponential growth with \( \alpha_0 = 4\pi \).

As in the existence case, we have two results which differ by the way that we control some estimates, either by the parameter \( \mu \) or by the mass \( c \).

**Theorem 1.3.** Suppose that \( f \) satisfies (\( f'_1 \)) - (\( f_4 \)), \( c \in (0, 1) \) and \( \mu \in (0, \mu_1) \), for \( \mu_1 \) defined in (\( 5.1 \)). Then, given \( n \in \mathbb{N} \), there is \( \tilde{\nu} = \tilde{\nu}(n) > 0 \) sufficiently large such that, if \( \nu \geq \tilde{\nu} \), (\( 1.4 \)) has at least \( n \) non-trivial weak solutions, \( u_j \in S(c) \), verifying \( I(u_j) < 0 \), for \( 1 \leq j \leq n \).

**Theorem 1.4.** Suppose that \( f \) satisfies (\( f'_1 \)) - (\( f_4 \)), \( c \in (0, \min\{c_1, 1\}) \), for \( c_1 \) defined in (\( 5.1 \)), and \( \mu \in \mathbb{R}^+ \). Then, given \( n \in \mathbb{N} \), there is \( \tilde{\nu} = \tilde{\nu}(n) > 0 \) sufficiently large such that, if \( \nu \geq \tilde{\nu} \), (\( 1.4 \)) has at least \( n \) non-trivial weak solutions, \( u_j \in S(c) \), verifying \( I(u_j) < 0 \), for \( 1 \leq j \leq n \).

Before concluding this section, we would like point out that our main results complement the study made in [13] because in that paper it was not considered the case where the nonlinearity has a critical exponential growth, while in [3], the authors neither consider the existence of normalized solutions nor the presence of an unbounded indefinite internal potential.
The paper is organized as follows: in Section 2 we present some technical and essential results, some of them already derived in previous works. Section 3 is devoted to the study of the geometry of the associated functional and some convergence results. Section 4 consists in the proof of our existence main results and, finally, Section 5 is concerned with the proof of the multiplicity results.

Throughout the paper, we will use the following notations:

- We fix the values \( r_1, r_2 > 0 \) such that \( r_1 > 1, r_1 \sim 1 \) and \( \frac{1}{r_1} + \frac{1}{r_2} = 1 \).
- \( L^s(\mathbb{R}^2) \) denotes the usual Lebesgue space with norm \( || \cdot ||_s \).
- \( X' \) denotes the dual space of \( X \).
- \( B_r(x) \) is the ball centered in \( x \) with radius \( r > 0 \), simply \( B_r \) if \( x = 0 \).
- \( K_i, b_i, i \in \mathbb{N} \), stand for important constants that appear in the estimates obtained.
- \( C_i, i \in \mathbb{N} \), will denote different positive constants whose exact values are not essential to the exposition of arguments.

## 2 Framework and some Technical Results

In this section, we will focus in presenting additional framework properties and a few technical results. Some of them can be found in [2, 10, 13, 14] and we will omit their proofs here.

We begin defining three auxiliary symmetric bilinear forms

\[
(u, v) \mapsto B_1(u, v) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln(1 + |x - y|)u(x)v(y)dxdy,
\]

\[
(u, v) \mapsto B_2(u, v) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln \left(1 + \frac{1}{|x - y|}\right)u(x)v(y)dxdy,
\]

\[
(u, v) \mapsto B(u, v) = B_1(u, v) - B_2(u, v) = \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \ln(|x - y|)u(x)v(y)dxdy.
\]

The above definitions are understood to being over measurable functions \( u, v : \mathbb{R}^2 \rightarrow \mathbb{R} \), such that the integrals are defined in the Lebesgue sense. Then, we can define the functionals

\( V_1 : H^1(\mathbb{R}^2) \rightarrow [0, \infty], V_2 : L^\frac{8}{3}(\mathbb{R}^2) \rightarrow [0, \infty] \) given by \( V_1(u) = B_1(u^2, u^2) \) and \( V_2(u) = B_2(u^2, u^2) \), respectively. Moreover, one should observe that \( V(u) = V_1(u) - V_2(u) \).

**Remark 2.1.** (i) From \( 0 \leq \ln(1 + r) \leq r \), for \( r > 0 \), and (HLS), for \( u, v \in L^\frac{8}{3}(\mathbb{R}^2) \),

\[
|B_2(u, v)| \leq K_0 ||u||_{\frac{4}{3}}||v||_{\frac{4}{3}}, \text{ where } K_0 > 0 \text{ is the (HLS) best constant. Hence,}
\]

\[
|V_2(u)| \leq K_0 ||u||_{\frac{4}{3}}, \forall u \in L^\frac{8}{3}(\mathbb{R}^2),
\]
(ii) We recall the so-called Gagliardo-Nirenberg inequality

\[ ||u||_s \leq K^\frac{4}{s} \nabla u ||^{\frac{s}{2}}||u||^{1-s}, \text{ for } t > 2 \text{ and } \sigma = 2 \left( \frac{1}{2} - \frac{1}{s} \right). \]  \hspace{1cm} (2.2)

(iii) From equations (2.1) and (2.2), we obtain a positive constant \( K_1 > 0 \) such that

\[ |V_2(u)| \leq K_1 e^{\frac{\sigma}{2}} \sqrt{A(u)}, \forall u \in H^1(\mathbb{R}^2). \]  \hspace{1cm} (2.3)

(iv) Observing that

\[ \ln(1 + |x - y|) \leq \ln(1 + |x|) \leq \ln(1 + |x|) + \ln(1 + |y|), \text{ for all } x, y \in \mathbb{R}^2, \]  \hspace{1cm} (2.4)

we obtain the estimate

\[ B_1(uv, wz) \leq ||u||_s ||v||_s ||w||_s ||z||_s + ||u||_2 ||v||_2 ||w||_s ||z||_s, \]  \hspace{1cm} (2.5)

for all \( u, v, w, z \in L^2(\mathbb{R}^2) \).

We are going to need the following results from [14].

Lemma 2.1. ( [14, Lemma 2.2]) (i) The space \( X \) is compactly embedded in \( L^s(\mathbb{R}^2) \), for all \( s \in [2, \infty) \).

(ii) The functionals \( V_0, V_1, V_2 \) and \( I \) are of class \( C^1 \) on \( X \). Moreover, \( V_i'(u)(v) = 4B_i(u^2, uv) \), for \( u, v \in X \) and \( i = 0, 1, 2 \).

(iii) \( V_2 \) is continuous (in fact continuously differentiable) on \( L^{\frac{s}{2}}(\mathbb{R}^2) \).

Lemma 2.2. ( [14, Lemma 2.1]) Let \( (u_n) \), \( (v_n) \) and \( (w_n) \) be bounded sequences in \( X \) such that

\[ u_n \rightharpoonup u \text{ in } X \]. Then, for every \( z \in X \), we have

\[ B_1(v_n w_n, z(u_n-u)) \to 0, \text{ as } n \to +\infty. \]  

Lemma 2.3. ( [14, Lemma 2.6]) Let \( (u_n), (v_n) \) and \( (w_n) \) be bounded sequences in \( X \) such that \( u_n \rightharpoonup u \) in \( X \). Then, for every \( z \in X \), we have

\[ B_1(v_n w_n, z(u_n-u)) \to 0, \text{ as } n \to +\infty. \]  

Also, we borrow the following result from [13].
Lemma 2.4. ([13, Lemma 2.5]) Let \((u_n) \subset S(c)\) and assume the existence of \(\varepsilon \in (0, c)\) such that for all \(R > 0\), we have
\[
\liminf_{n} \sup_{y \in \mathbb{Z}^2} \int_{B_R(y)} |u_n|^2 \, dx \leq c - \varepsilon.
\]

Then,
\[
\limsup_{n} V_1(u_n) = +\infty.
\]

Corollary 2.1. Let \((u_n) \subset S(c)\) and assume that \((V_1(u_n))\) is bounded. Then, there exists \(R_0 \geq 2\) such that
\[
\liminf_{n} \sup_{y \in \mathbb{Z}^2} \int_{B_{R_0}(y)} |u_n|^2 \, dx > \frac{c}{2}.
\]

Proof. From Lemma 2.4, for \(\varepsilon = \frac{c}{2}\), there exists \(\tilde{R} > 0\) satisfying
\[
\liminf_{n} \sup_{y \in \mathbb{Z}^2} \int_{B_{\tilde{R}}(y)} |u_n|^2 \, dx > \frac{c}{2}.
\]

Consequently, the corollary follows considering \(R_0 = \tilde{R} + 2\). \(\square\)

Now, we turn our attention to the term with exponential critical growth. First of all, we remember the well-known Moser-Trudinger inequality.

Lemma 2.5. ([12]) If \(\alpha > 0\) and \(u \in H^1(\mathbb{R}^2)\), then
\[
\int_{\mathbb{R}^2} \left( e^{\alpha|u|^2} - 1 \right) \, dx < +\infty.
\]

Moreover, if \(\|\nabla u\|_2^2 \leq 1, \|u\|_2^2 \leq M < \infty\) and \(\alpha < 4\pi\), then there exists \(K_{\alpha,M} = C(M, \alpha)\), such that
\[
\int_{\mathbb{R}^2} \left( e^{\alpha|u|^2} - 1 \right) \, dx < K_{\alpha,M}.
\]

Then, inspired by [2], we prove the following corollary.

Corollary 2.2. Let \((u_n) \subset S(c)\) satisfying \(\limsup A(u_n) < 1 - c\). Then, for all \(p \geq 1\), there exist values \(\beta > 1, \beta \sim 1, p_0 = p_0(p) > 2\) and a constant \(K_2 = K_2(\beta, c) > 0\) such that
\[
\int_{\mathbb{R}^2} |u_n|^p \left( e^{4\beta \pi |u_n(z)|^2} - 1 \right) \, dx \leq K_2 \|u_n\|_{p_0}^p, \forall n \in \mathbb{N}.
\]

Proof. Since \(\limsup A(u_n) < 1 - c\), there exist \(d > 0\) and \(n_0 \in \mathbb{N}\) such that \(\|u_n\|_2^2 < d < 1\), for all \(n \geq n_0\). Thus, there exists \(\beta > 1, \beta \sim 1\) with \(1 < \beta < \frac{1}{d}\) and \(s_1 > 1, s_1 \sim 1\) with
1 < s_1 < \frac{1}{d\beta}. Let s_2 > 2 such that \frac{1}{s_1} + \frac{1}{s_2} = 1. Consequently,

\int_{\mathbb{R}^2} |u_n|^p (e^{4\beta_1|x_n|^2} - 1)dx \leq ||u_n||_{p_2}^p \left( \int_{\mathbb{R}^2} \left( e^{4\beta_3 x_n} \frac{\|x_n\|}{d}\right)^2 - 1 \right)dx \leq C_1 ||u_n||_{p_2}^p,

for all n \geq n_0. Now, consider

C_2 = \max \left\{ \left( \int_{\mathbb{R}^2} (e^{4\beta_1 x_1} - 1)dx \right)^{\frac{1}{s_1}}, \ldots, \left( \int_{\mathbb{R}^2} (e^{4\beta_1 x_n} - 1)dx \right)^{\frac{1}{s_1}} \right\}.

Then, for each 1 \leq n \leq n_0, we have

\int_{\mathbb{R}^2} |u_n|^p (e^{4\beta_1|x_n|^2} - 1)dx \leq C_2 ||u_n||_{p_2}^p.

Therefore, the lemma follows setting p_0 = p_2 > 2 and K_2 = \max\{C_1, C_2\} > 0. \hfill \Box

From now on, unless we say otherwise, \beta > 0 will stand as that given by Corollary 2.2. The next lemma plays an important role in our work but since its proof is very similar to that in [9, Lemma 3.7], we omit it here.

**Lemma 2.6.** Let (u_n) \subset X be bounded in H^1(\mathbb{R}^2) and R > 0 satisfying

\liminf_{n} \sup_{y \in \mathbb{R}^2} \int_{B_R(y)} u_n^2(x)dx > 0. \hfill (2.6)

Then, there exists u \in H^1(\mathbb{R}^2) \setminus \{0\} and a sequence (y_n) \subset \mathbb{Z}^2 such that, up to a subsequence, \hat{u}_n(x) = u_n(\cdot - u_n) \rightharpoonup u in H^1(\mathbb{R}^2).

In the last remark of this section we discuss the geometry of a real function that appears in some further arguments.

**Remark 2.2.** Consider the real function h : (0, +\infty) \rightarrow (0, +\infty) given by h(t) = at - bt^\frac{3}{2} + d, for a, b, d > 0. Note that h'(t) = a - \frac{3b}{2t^{\frac{3}{2}}} and h''(t) = \frac{3b}{4t^2}. One can see that h'(t) = 0 for t = \left( \frac{b}{2a} \right)^2 and h''(t) > 0 for all t \in (0, +\infty). Consequently, h is convex and \bar{T} = \left( \frac{b}{2a} \right)^2 is a global minimum for h. Moreover, h(\bar{T}) = -\frac{d}{4a} + d. Thus, we conclude that

h(\bar{T}) \geq 0 \quad \text{if and only if} \quad \frac{b^2}{4a} \leq d.

3 Geometry of \(I\) and key auxiliary results

The present section will be devoted to derive some geometrical properties of the functional I and some very important auxiliary results, such as those involving boundedness and convergence of
sequences on \(X\). We start defining the map \(H : H^1(\mathbb{R}^2) \to \mathbb{R}\) by \(H(u, t) = e^t u(e^t x)\), for all \(x \in \mathbb{R}^2\) and \(t \in \mathbb{R} \setminus \{0\}\), and, for each \(u \in H^1(\mathbb{R}^2)\) fixed, the function \(\varphi_u(t) : \mathbb{R} \to \mathbb{R}\) given by \(\varphi_u(t) = I(H(u, t))\).

**Remark 3.1.** For any \(u \in S(c)\), one should observe that \(H(u, t) \in S(c)\), for all \(t \in \mathbb{R} \setminus \{0\}\). Moreover, we have the following:

(i) \(V(H(u, t)) = V(u) - t||u||_2^2\).

(ii) \(A(H(u, t)) = e^{2t} A(u)\).

(iii) \(||H(u, t)||_p^p = e^{(q-2)t}||u||_p^p\), for all \(p \geq 1\).

**Lemma 3.1.** Assume \((f_1)-(f_4)\) and \(u \in S(c)\). Then,

(1) \(A(H(u, t)) \to +\infty\) and \(\varphi_u(t) \to -\infty\), as \(t \to +\infty\).

(2) \(A(H(u, t)) \to 0\) and \(\varphi_u(t) \to +\infty\), if \(\mu > 0\), \(\varphi_u(t) \to -\infty\), if \(\mu < 0\), as \(t \to -\infty\).

(3) \(\varphi_u(t) \to I(u)\), as \(t \to 0\).

**Proof.** (1) From Remark 3.1-(ii), \(A(H(u, t)) \to +\infty\), as \(t \to +\infty\). Moreover, from condition \((f_4)\), Remark 3.1 and \(q > 4\), we have

\[
\varphi_u(t) \leq \frac{e^{2t}}{2} A(u) + \frac{\mu}{4} V(u) - \frac{\mu}{4} c^2 t - \nu e^{(q-2)t} ||u||_q^q \to -\infty, \text{ as } t \to +\infty.
\]

(2) Once again, from Remark 3.1, \(A(H(u, t)) \to 0\) and \(||H(u, t)||_p^p \to 0\), as \(t \to -\infty\), for all \(p > 2\). Thus, there are \(t_0 < 0\) and \(d \in (0, 1)\) such that \(\beta d r_1 < 1\) and \(||H(u, t)||^2 \geq d\), for all \(t \in (-\infty, t_0]\), with \(r_1 > 1\), \(r_1 \sim 1\) and \(\frac{1}{r_1} + \frac{1}{r_2} = 1\), \(\beta > 1\), \(\beta \sim 1\).

Then, from (1.6), we have

\[
|F(H(u, t))| \leq \varepsilon ||H(u, t)||^{\tau+1} + b_2 ||H(u, t)||^q (e^{4\varepsilon \beta ||H(u, t)||^2} - 1), \quad \forall \ t \leq t_0,
\]

and applying Hölder inequality and Lemma 2.5, we obtain a constant \(C_1 > 0\) such that

\[
\int_{\mathbb{R}^2} F(H(u, t)) dx \leq \varepsilon ||H(u, t)||^{\tau+1} + C_1 ||H(u, t)||^q_{\tau+1} \to 0, \text{ as } t \to -\infty.
\]

Consequently, from this fact and from Remark 3.1, we get item (2). \(\square\)

For the next result, let us consider the subsets of \(S(c)\):

\[
\mathcal{A}^- = \{u \in S(c); V(u) < 0\}, \mathcal{A}^+ = \{u \in S(c); V(u) \geq 0\}, \mathcal{A}_r = \{u \in S(c); A(u) \leq r\},
\]

\[
\mathcal{A}^+_r = \mathcal{A}^+ \cap \mathcal{A}_r \text{ and } \mathcal{A}^-_r = \mathcal{A}^- \cap \mathcal{A}_r, \text{ for } r > 0.
\]
Lemma 3.2. The sets $A^-, A^+$ and $A_+^r$ are non-empty, for all $r > 0$.

Proof. Let $u \in S(c)$. From Remark 3.1, we can choose $t_1 > 0$ sufficiently large such that $u_1 = H(u, t_1) \in S(c)$ and $V(u_1) < 0$ and, in a similar way, we can find $t_2 < 0$ such that $u_2 = H(u, t_2) \in S(c)$ and $V(u_2) \geq 0$. Moreover, from Remark 3.1, there exists $t_3 < 0$ sufficiently large satisfying $A(u_3) \leq r$ and $V(u_3) \geq 0$, for $u_3 = H(u, t_3)$.

Lemma 3.3. Let $\mu \in \mathbb{R}$ and $(u_n) \subset S(c)$ verifying $\limsup_n A(u_n) \leq 1 - c$ and $I(u_n) \leq d$, for some $d \in \mathbb{R}$ and for all $n \in \mathbb{N}$. Then, there exists a sequence $(y_n) \subset \mathbb{Z}^2$ and $u \in X \setminus \{0\}$ such that $\tilde{u}_n = u_n(\cdot - y_n) \rightharpoonup u$ in $X$.

Proof. Since $(A(u_n))$ is bounded, from equation (2.1), $(V_2(u_n))$ is also bounded. Moreover, from (1.6), (2.2) and Corollary 2.2, we see that $\left(\int_{\mathbb{R}^2} F(u_n)dx\right)$ is bounded. Thus, once $I(u_n) \leq d$, for all $n \in \mathbb{N}$, we have

$$V_1(u_n) = \frac{4}{\mu} I(u_n) - \frac{2}{\mu} A(u_n) + V_2(u_n) + \frac{4}{\mu} \int_{\mathbb{R}^2} F(u_n)dx \leq C_1, \forall n \in \mathbb{N}.$$  

From Lemma 2.6 and Corollary 2.1, there exists a sequence $(y_n) \subset \mathbb{Z}^2$ such that, up to a subsequence, $\tilde{u}_n \rightharpoonup u$ in $H^1(\mathbb{R}^2)$ with $u \neq 0$. We can assume, without loss of generality that $\tilde{u}_n(x) \to u(x)$ a.e. in $\mathbb{R}^2$. Thus, once $V_1(\tilde{u}_n) = V_1(u_n)$, from Lemma 2.2, $(||\tilde{u}_n||_*)$ is bounded. Therefore, up to a subsequence, we conclude that $\tilde{u}_n \rightharpoonup u$ in $X$ with $u \neq 0$.

The next lemma is one of the key results to obtain our main theorems.

Lemma 3.4. Let $\mu \in \mathbb{R}$ and $(u_n) \subset S(c)$ satisfying $\limsup_n A(u_n) \leq 1 - c$ and $I(u_n) \leq d$, for some $d \in \mathbb{R}$ and for all $n \in \mathbb{N}$. Then, up to a subsequence, $(u_n)$ is bounded in $X$.

Proof. First of all, since $(u_n)$ is bounded in $H^1(\mathbb{R}^2)$ and from Lemma 3.3, passing to a subsequence if necessary, $\tilde{u}_n = u_n(\cdot - y_n) \rightharpoonup u$ in $X$, $u \neq 0$ and $\tilde{u}_n(x) \to u(x)$ pointwise a.e. in $\mathbb{R}^2$. Moreover, $\tilde{u}_n \to u$ in $L^2(\mathbb{R}^2)$.

Claim: $(y_n)$ is a bounded sequence.

Indeed, since $u \neq 0$ in $L^2(\mathbb{R}^2)$, there are $R_1 > 0$, $n_1 \in \mathbb{N}$ and $C_1 > 0$ such that $||u_n||_{2, B_{R_1}}^2 \geq C_1 > 0$, for all $n \geq n_1$. If $|y_n| \leq 2R_1$ for all $n \in \mathbb{N}$ the claim is proved. From this, assume that there is $n \in \mathbb{N}$ such that $|y_n| > 2R_1$. Recalling that

$$1 + |x + y| \geq 1 + \frac{|y|}{2} \geq \sqrt{1 + |y|} \quad \forall x \in B_{R_1} \text{ and } y \in B_{2R_1}^c,$$

we have that

$$||\tilde{u}_n||_*^2 = \int_{\mathbb{R}^2} \ln(1 + |x|)u_n^2(x - y_n)dx = \int_{\mathbb{R}^2} \ln(1 + |x + y_n|)u_n^2(x)dx \geq C_2||u_n||_{2, B_{R_1}}^2 \ln(1 + |y_n|) = C_3 \ln(1 + |y_n|).$$
As (||\tilde{u}_n||_*) is bounded, the above inequality implies that \((y_n)\) is bounded, showing the claim.

The boundedness of \((y_n)\) yields that \((u_n)\) is bounded in \(X\), because \((u_n)\) is bounded in \(H^1(\mathbb{R}^2)\) and, for all \(n \in \mathbb{N}\),

\[
||u_n||_V^2 = \int_{\mathbb{R}^2} \ln(1 + |x|)|u_n|^2 \, dx = \int_{\mathbb{R}^2} \ln(1 + |x - y_n|)||\tilde{u}_n||^2 \, dx \leq ||\tilde{u}_n||_V^2 + \ln(1 + |y_n|)||\tilde{u}_n||_V^2.
\]

The above inequality together with the boundedness of \((\tilde{u}_n)\) in \(X\) implies that \((u_n)\) is bounded in \(X\).

The last result of this section is the other key to obtain our main theorems.

**Lemma 3.5.** Let \(\mu \in \mathbb{R}\) and \((u_n)\) be a \((PS)\) sequence for \(I\) restricted to \(S(c)\) bounded in \(X\) and satisfying

\[
\limsup_{n \to \infty} A(u_n) \leq 1 - c.
\]

Then, up to a subsequence, \(u_n \to u\) in \(X\) with \(u \neq 0\). Particularly, \(u\) is a critical point for \(I\) restricted to \(S(c)\).

**Proof.** First of all, once \((u_n)\) is bounded in \(X\), passing to a subsequence if necessary, we obtain that \(u_n \rightharpoonup u\) in \(X\) and \(u_n \to u\) in \(L^s(\mathbb{R}^2)\), for all \(s \geq 2\). In particular, \(u \in S(c)\). Thus, from Corollary 2.2, we get that \(\left(\int_{\mathbb{R}^2} F(u) \, dx\right)\) and \(\left(\int_{\mathbb{R}^2} f(u_n)u_n \, dx\right)\) are bounded. Moreover, from (2.1) and (2.5), we obtain that \((A(u_n)), (V_1(u_n))\) and \((V_2(u_n))\) are also bounded.

**Claim:** There exists a value \(\lambda \in \mathbb{R}\) such that \((u_n)\) is a \((PS)\) sequence for the functional \(\mathcal{I}(u) := I(u) + \frac{\lambda}{2}||u||_2^2\).

Indeed, once \((u_n)\) is bounded in \(X\), from [8, Lemma 3], adapted from the unit sphere to \(S(c)\), we know that \(||I'_{S(c)}(u_n)||_{X'} = o(1)\) is equivalent to \(||I'(u_n) - \frac{1}{c}I'(u_n)(u_n)u_n||_{X'} = o(1)\).

Set

\[
\lambda_n = -\frac{1}{c}I'(u_n)(u_n) = -\frac{1}{c} \left[ A(u_n) + \frac{\mu}{4} V(u_n) - \int_{\mathbb{R}^2} f(u_n)u_n \, dx \right], \forall \, n \in \mathbb{N}.
\]

Then, \((\lambda_n) \subset \mathbb{R}\) is bounded and, up to a subsequence, \(\lambda_n \to \lambda\) in \(\mathbb{R}\). Hence, observing that \(\mathcal{I}'(u) = I'(u) + \lambda u\) and that, for \(v \in X \setminus \{0\}\),

\[
||\mathcal{I}'(u_n)(v)|| \leq ||I'(u_n)(v) + \lambda_n \langle u_n, v \rangle| + |\lambda - \lambda_n|||v||_{X'}||v||_{X'} = o(1), \forall \, n \in \mathbb{N},
\]

we conclude that \((u_n)\) is a \((PS)\) sequence for \(\mathcal{I}\), proving the claim.

Now, since \(u_n \rightharpoonup u\) in \(X\) and \(u_n \to u\) in \(L^s(\mathbb{R}^2)\), for all \(s \geq 2\), we have

(i) \(0 \leq ||\mathcal{I}'(u_n)(u_n - u)|| \leq ||\mathcal{I}'(u_n)||_{X'}||u_n - u||_X \to 0\).

(ii) \(\left|\int_{\mathbb{R}^2} f(u_n)u_n \, dx\right| \leq \epsilon ||u_n||_{2^s}^2 ||u_n - u||_2 + C_1 ||u_n||_{2(q-1)\tau_2}^{q-1} ||u_n - u||_{2\tau_2} \to 0\).

(iii) \(|V_2'(u_n)(u_n - u)| \leq C_2 ||u_n||_{4}^3 ||u_n - u||_4 \to 0\).

(iv) \(V_1'(u_n)(u_n - u) = B_1(u_n^2, u(u_n - u)) = B_1(u_n^2, (u_n - u)^2) + B_1(u_n^2, u(u_n - u))\).
From Lemma 2.3, \( B_1(u_n^2, u(u_n - u)) \to 0 \). Thus, since \( B_1(u_n^2, (u_n - u)^2) \geq 0 \) and from (i)-(iv), we obtain
\[
o(1) = T'(u_n)(u_n - u) = o(1) + A(u_n) - A(u) + \frac{\mu}{4}V'(u_n)(u_n - u) - \int_{\mathbb{R}^2} f(u_n)(u_n - u)dx \\
\geq o(1) + A(u_n) - A(u) \geq o(1), \forall n \in \mathbb{N}.
\]
Consequently, \( A(u_n) \to A(u) \) and, in particular, \( u_n \to u \) in \( H^1(\mathbb{R}^2) \). Then, going back to the above inequality, we conclude that \( B_1(u_n^2, (u_n - u)^2) \to 0 \) and, from Lemma 2.2, \( \|u_n - u\|_* \to 0 \). Therefore, \( u_n \to u \) in \( X \).

Finally, for \( v \in X \), we have
\[
|I'_n(u)(v)| = \lim |I'_n(u_n)v| \leq \|v\|_X \lim \|I'_n(u_n)\|_{X^*} = 0,
\]
which implies that \( u \) is a critical point to \( I \) restricted to \( S(c) \).

\[\square\]

4 Proof of Theorems 1.1 and 1.2

Inspired by [2], we will construct a suitable mountain pass level. From Lemma 3.1, for each \( u \in S(c) \) there are a value \( t_u \leq 0 \) such that \( \varphi_u(t) > 0 \) for all \( t \leq t_u \) and a value \( t_u,A < 0 \) verifying \( A(H(u,t)) < \frac{\mu}{2} \) for all \( t \leq t_u,A \). Thus, we can define the following real values
\[
-\infty < \tilde{t} := \sup \{ t_u < 0 ; u \in A^- \} \leq 0 \quad \text{and} \quad -\infty < \overline{\tilde{t}} := \sup \{ t_{u,A} < 0 ; u \in A^- \} \leq 0.
\]

Consider \( t_0 = \min \{ \tilde{t}, \overline{\tilde{t}} \} \). Thus, we can choose \( u_0 \in A^- \) such that there exists \( t_1 < 0 \), with \( t_0 - 1 < t_1 < t_0 \), satisfying \( \varphi_{u_0}(t_1) > 0 \) and \( A(H(u_0,t_1)) < \frac{\mu}{2} \). Set \( u_1 = H(u_0, t_1) \). Moreover, from Lemma 3.1, there exists \( t_2 > 0 \) such that \( u_2 = H(u_0, t_2) \) satisfies \( A(u_2) > 2\rho \) and \( I(u_2) < 0 \). Therefore, we have the mountain pass level \( m_u \) as defined in (1.9).

The above construction makes possible to find a bound to \( \mu \) that does not depend on the fixed function \( u_0 \). As one can observe in the proof of Lemma 4.2, if we simply consider a function \( u_0 \) fixed and a value \( t_1 < 0 \) given by Lemma 3.1, the constant that appears will depend on \( u_0 \).

**Lemma 4.1.** Assume \((f_1) - (f_3)\) and \( \mu > 0 \) sufficiently small. Then, for \( u_1 \in X \) with \( A(u_1) \leq \rho \), there exists a value \( \rho = \rho(c) > 0 \) such that
\[
0 < I(u_1) < \inf_{u \in B} I(u),
\]
where
\[
B = \{ u \in S(c) ; A(u) = 2\rho \}.
\]

**Proof.** Set \( \rho \leq \frac{1}{2\mu} \) and \( v \in S(c) \) with \( A(v) = 2\rho \). Then, from equations (1.6), (2.2), Lemma
2.5 and \( v \in S(c) \), we have
\[
\int_{\mathbb{R}^2} F(v) dx \leq C_2 A(v)^{\frac{\mu}{\mu + 1}} + C_3 A(v)^{\frac{\mu - 2}{\mu + 2}}.
\]

Thus, since \( F(u_1), V_1(v), V_2(u_1) \geq 0 \) and from (2.1), we have
\[
I(v) - I(u_1) = \frac{1}{2}(A(v) - A(u_1)) + \frac{\mu}{4}(V(v) - V(u_1)) + \int_{\mathbb{R}^2} (F(u_1) - F(v)) dx
\]
\[
\geq A(v) - A(u_1) - \frac{\mu}{4} V_1(u_1) - \frac{\mu}{4} V_2(v) - \int_{\mathbb{R}^2} F(v) dx
\]
\[
\geq \frac{1}{2} \rho_c - \frac{\mu}{4} ||u_1||^2 c - \frac{\mu}{4} K_1 c^2 \sqrt{2 \rho_c} - C_4 \rho_c^{\frac{\mu - 1}{\mu}} - C_5 \rho_c^{\frac{\mu - 2}{\mu + 2}}.
\]

Moreover, once \( c^\frac{\mu}{2} < c \) and \( \rho_c^\frac{1}{2} < 1 \), for \( ||u_1||^2 = C_1 \) we get that

\[
I(v) - I(u_1) \geq \left( \frac{1}{4} \rho_c - \frac{\mu}{2} C_1 c - \frac{\mu}{4} K_1 \sqrt{2c} \right) + \left( \frac{1}{4} \rho_c - C_4 \rho_c^{\frac{\mu - 1}{\mu}} - C_5 \rho_c^{\frac{\mu - 2}{\mu + 2}} \right).
\]

Therefore, fixing \( \rho_c \) even smaller of such way that
\[
\frac{1}{4} \rho_c - \frac{\mu}{2} C_1 c - \frac{\mu}{4} K_1 \sqrt{2c} \geq \frac{1}{8} \rho_c
\]
and \( \mu_c = \mu_c(\rho_c) > 0 \) such that
\[
\frac{1}{4} \rho_c - C_4 \rho_c^{\frac{\mu - 1}{\mu}} - C_5 \rho_c^{\frac{\mu - 2}{\mu + 2}} \geq \frac{1}{8} \rho_c
\]
and \( \forall \mu \in (0, \mu_c) \),

we get
\[
I(v) - I(u_1) \geq \frac{1}{4} \rho_c > 0,
\]

and so,
\[
\inf_{v \in \mathcal{B}} I(v) > I(u_1).
\]

Moreover, we also have that
\[
I(u_1) \geq \frac{1}{2} A(u_1) - \frac{\mu}{4} K_1 c^\frac{\mu}{2} A(u_1)^{\frac{\mu}{2}} - C_1 A(u_1)^{\frac{\mu - 1}{\mu}} - C_2 A(u_1)^{\frac{\mu - 2}{\mu + 2}} > 0,
\]

for \( \rho_c > 0 \) sufficiently small. This proves the desired result. \( \square \)

**Lemma 4.2.** We have \( \max_{t \in [0,1]} I(\gamma(t)) > \max\{I(u_1), I(u_2)\} \), for all \( \gamma \in \Gamma \).

**Proof.** Let \( \gamma \in \Gamma \). Then, \( ||\gamma(t)||^2 = c \) for all \( t \in [0,1] \). Moreover, \( A(\gamma(0)) < \frac{\mu}{2} \) and \( A(\gamma(1)) > 2 \rho_c \). Thus, \( ||\gamma(0)||^2 < c + 2 \rho_c < ||\gamma(1)||^2 \) and, from the Intermediate Value Theorem, there exists \( t \in [0,1] \) such that \( ||\gamma(t)||^2 = c + 2 \rho_c \).
On the other side, $|\gamma(t)|^2 = A(\gamma(t)) + c$. Consequently, $A(\gamma(t)) = 2p_c$. Therefore, from Lemma 4.1, $I(u_1) < I(\gamma(t))$ and the result follows.

As a consequence of Lemma 4.2, $m_\nu > 0$. Next we seek for an useful upper bound for $m_\nu$.

**Lemma 4.3.** There are $\mu_0, \nu_0 > 0$ such that $m_\nu \leq \frac{(1 - c)(\theta - 6)}{8\theta} + K_4 \mu_4 c^2$, for $\nu > \nu_0$ and $\mu \in (0, \mu_0)$.

**Proof.** Consider the path $\gamma_0(t) = H(u_0, (1 - t)t_1 + tt_2) \in \Gamma$. Then,

$$
\max_{t \in [0,1]} I(\gamma_0(t)) \leq \max_{r \geq 0} \left\{ \frac{r}{2} A(u_0) - \frac{\mu}{4} c^2 (t_0 - 1) - \nu r \frac{\|u_0\|_q^q}{q} \right\} \\
= \max_{r \geq 0} \left\{ \frac{r}{2} A(u_0) - \nu r \frac{\|u_0\|_q^q}{q} \right\} + \frac{\mu}{4} c^2 K_4,
$$

where $K_4 = -(t_0 - 1) > 0$. Hence, we obtain a constant $K_5 = K_5(q, u_0) > 0$ such that

$$
m_\nu \leq K_5 \left( \frac{1}{\nu} \right)^{\frac{q}{2 - q}} + K_4 \mu_4 c^2,
$$

and the result follows for

$$
\mu < \frac{(1 - c)(\theta - 6)}{4c^2 \theta K_4} = \mu_0
$$

and

$$
\nu \geq \left( \frac{16\theta K_5}{(1 - c)(\theta - 6)} \right)^{\frac{2 - q}{2}} = \nu_0.
$$

As an immediate consequence of the last lemma is the corollary below.

**Corollary 4.1.** The Lemma 4.3 is true letting $\mu$ to be any positive real number and controlling the mass $c$. In this case, it is enough to consider $\nu \geq \nu_0$ and

$$
c < \min \left\{ 1, \frac{(6 - \theta) + \sqrt{(\theta - 6)^2 + 16K_4\mu\theta(6 - \theta)}}{8K_4\mu\theta} \right\} = c_0. \quad (4.1)
$$

In the sequel, let $(u_n) \subset S(c)$ be the sequence constructed in [19] satisfying

$$
I(u_n) \to m_\nu, \quad |I|_{S(c)}'(u_n)|x| \to 0 \quad \text{and} \quad Q(u_n) \to 0, \quad \text{as} \quad n \to +\infty, \quad (4.2)
$$

where $Q : H^1(\mathbb{R}^2) \to \mathbb{R}$ is given by

$$
Q(u) = A(u) - \frac{\mu}{4} \|u\|_2^4 + 2 \int_{\mathbb{R}^2} F(u) dx - \int_{\mathbb{R}^2} f(u) u dx. \quad (4.3)
$$
Lemma 4.4. Let \((u_n)\) be the sequence given in (4.2). Then, decreasing if necessary \(\mu_0\) given in Lemma 4.3, we have
\[
\limsup_n \int_{\mathbb{R}^2} f(u_n)u_n \, dx \leq \frac{4\theta}{\theta - 6} m_\nu, \quad \forall \mu \in (0, \mu_0).
\]
A similar results holds by fixing \(\mu\) and decreasing if necessary the number \(c_0\) given in (4.1).

Proof. From (\(f_3\)), \(V_1(u) \geq 0\) and (2.1), we have
\[
m_\nu + o(1) \geq I(u_n) - \frac{1}{4}Q(u_n) \geq \frac{1}{4}A(u_n) - \frac{\mu}{4} K_1 c^2 A(u_n)^{\frac{1}{2}} + \frac{\mu}{16} c^2 + \frac{(\theta - 6)}{4\theta} \int_{\mathbb{R}^2} f(u_n)u_n \, dx.
\]
Since \(c \in (0, 1)\), it follows that
\[
m_\nu + o(1) \geq I(u_n) - \frac{1}{4}Q(u_n) \geq \frac{1}{4}A(u_n) - \frac{\mu}{4} K_1 c^2 A(u_n)^{\frac{1}{2}} + \frac{\mu}{16} c^2 + \frac{(\theta - 6)}{4\theta} \int_{\mathbb{R}^2} f(u_n)u_n \, dx.
\]
Using Remark 2.2, with \(a = \frac{1}{4}, b = \frac{\mu}{4} K_1 c^2\) and \(d = \frac{\mu}{16} c^2\), decreasing if necessary \(\mu_0\), we obtain
\[
m_\nu + o(1) \geq \frac{(\theta - 6)}{4\theta} \int_{\mathbb{R}^2} f(u_n)u_n \, dx, \forall \ n \in \mathbb{N}.
\]
Now, if we fix \(\mu > 0\), we apply Remark 2.2, with \(a = \frac{1}{4}, b = \frac{\mu}{4} K_1 c^2\) and \(d = \frac{\mu}{16} c^2\) in (4.4) to get the inequality above, decreasing if necessary \(c_0\) given in (4.1). \(\square\)

Corollary 4.2. Let \((u_n)\) be the sequence given in (4.2). Then, for \(\nu \geq \nu_0\) and \(\mu > 0\),
\[
\limsup_n A(u_n) \leq \frac{(1 - c)}{2} + \frac{\mu}{4} c^2.
\]
Proof. From (4.2),
\[
A(u_n) = Q(u_n) + \frac{\mu}{4} c^2 - 2 \int_{\mathbb{R}^2} F(u_n) \, dx + \int_{\mathbb{R}^2} f(u_n)u_n \, dx \leq o(1) + \frac{\mu}{4} c^2 + \int_{\mathbb{R}^2} f(u_n)u_n \, dx.
\]
Now, the result follows employing Lemma 4.4. \(\square\)

As an immediate consequence of the last corollary we have

Corollary 4.3. Let \((u_n)\) be the sequence given in (4.2). Then, decreasing if necessary \(\mu_0 > 0\) given in Lemma 4.3 we get \(\limsup_n A(u_n) \leq 1 - c\). Moreover, a similar estimate holds fixing \(\mu > 0\) and considering
\[
0 < c < \frac{-1 + \sqrt{1 + 2\mu}}{\mu}.
\]

Lemma 4.5. Let \((u_n)\) be the sequence given in (4.2). Then, \((u_n)\) is bounded in \(H^1(\mathbb{R}^2)\).
Proof. From Corollary 4.3, there exists \( n_0 \in \mathbb{N} \) such that \( A(u_n) \leq 2 - c \), for all \( n \geq n_0 \). Thus, \( A(u_n) \leq C_2 \), for all \( n \in \mathbb{N} \), where \( C_2 = \max\{A(u_1), A(u_2), \ldots, A(u_{n_0}), 2 - c\} \). Therefore, \( ||u_n|| \leq (C_2 + c)^{\frac{1}{2}} \), for all \( n \in \mathbb{N} \).

We will only write the proof of Theorem 1.1, because the same argument works to prove Theorem 1.2.

Proof of Theorem 1.1: Let \((u_n)\) be the sequence given in (4.2). Then, from Corollary 4.3, \( \limsup_n A(u_n) \leq 1 - c \). Thus, from Lemma 3.5, without loss of generality, we can assume that \( u_n \to u \) in \( X \), \( u \neq 0 \) and \( u \) is a critical point for \( I \) restricted to \( S(c) \). Moreover, \( I(u) = m_\nu \).

5 Proof of Theorems 1.3 and 1.4

This section is devoted to the proof of the multiplicity results. We start recalling the reader the definition of the Krasnoselski’s genus. Consider

\[ \Lambda = \{ K \subset X \mid K \text{ is symmetric and closed} \} \text{ (with respect to topology in } X) \]

and

\[ \Sigma_K = \{ k \in \mathbb{N} \mid \text{ there exists } \phi \in C^0(K, \mathbb{R}^k \setminus \{0\}) \text{ such that } \phi(-u) = \phi(u) \}. \]

Then, we define the Krasnoselski’s genus of \( K \), denoted by \( \gamma(K) \), as follows

\[ \gamma(K) = \begin{cases} \inf \Sigma_K & \text{if } \Sigma_K \neq \emptyset \\ +\infty & \text{if } \Sigma_K = \emptyset \end{cases} \text{ and } \gamma(\emptyset) = 0. \]

Basic properties of genus can be found in [27, Chapter II.5]. In the sequence, we consider \( Z \) as a real Banach space with norm \( || \cdot ||_Z \), \( \mathcal{H} \) as a Hilbert space with inner product \( \langle \cdot, \cdot \rangle_H \) and \( \mathcal{M} = \{ u \in Z \mid \langle u, u \rangle_H = m \} \), for \( m > 0 \). We assume that \( Z \) is continuously embedded in \( \mathcal{H} \).

Moreover, define

\[ \Upsilon_k = \{ K \subset \mathcal{M} \mid K \text{ is symmetric, closed and } \gamma(K) \geq k \} \text{, for } n \in \mathbb{N}. \]

Then, we are ready to enunciate a crucial result, adapted from [20, Theorem 2.1].

Theorem 5.1. ([3, Theorem 2.1]) Let \( I : Z \to \mathbb{R} \) an even functional of \( C^1 \) class. Suppose that \( I|_\mathcal{M} \) is bounded from below and satisfies the \((PS)_d\) condition for all \( d < 0 \), and \( \Upsilon_k \neq \emptyset \) for each \( k = 1, \ldots, n \). Then, the minimax values \(-\infty < d_1 < d_2 < \cdots < d_n \) can be defined as

\[ d_k = \inf_{K \in \Upsilon_k} \sup_{u \in K} I(u), \text{ for } 1 \leq k \leq n. \]

Moreover, the following statement are valid:

(i) \( d_k \) is a critical value for \( I|_\mathcal{M'} \) provided \( d_k < 0 \);
(ii) If \(d_k = d_{k+1} = \cdots = d_{k+t-1} = d < 0\), for some \(k, l \geq 1\), then \(\gamma(K_d) \geq l\), where \(K_d\) is the set of critical points of \(I|_M\) in the level \(d \in \mathbb{R}\). Hence, \(I|_M\) has at least \(n\) critical points.

Our approach is based in [3] (see also [5]), which we refer the reader for more details in arguments. Precisely, in what follows we will verify the necessary conditions to apply Theorem 5.1 in order to obtain at least \(n\) solutions for (1.4).

First of all, observe that

\[
I(u) \geq \frac{1}{2} A(u) - \frac{\mu}{4} K_1 c^2 t - C_1 A(u)^{\frac{q+1}{2}} - C_2 A(u)^{\frac{q+2}{2}} \geq h(A(u)^{\frac{q}{2}}),
\]

for \(C_1, C_2 > 0\) and \(h: \mathbb{R} \to \mathbb{R}\) given by

\[
h(t) = \frac{1}{2} t^2 - \frac{\mu}{4} K_1 c^2 t - C_1 t^{\tau-1} - C_2 t^{\frac{q+2}{2}}.
\]

Since \(\tau - 1 > 2\) and \(\frac{q+2}{2} > 2\), there exists a value \(a > 0\) such that, if \(\mu c^2 < a\), then there are \(R_0, R_1 > 0\) satisfying

\[
\left\{ \begin{array}{ll}
h(t) \leq 0 , & \text{for } t \in [0, R_0], \\
h(t) \geq 0 , & \text{for } t \in [R_0, R_1], \\
h(t) < 0 , & \text{for } t \in (R_1, +\infty).
\end{array} \right.
\]

Moreover, we can define the values

\[
\mu_1 = \frac{a}{c^2} \quad \text{and} \quad c_1 = \left(\frac{a}{\mu}\right)^{\frac{q}{4}}.
\]

Now, for \(R_0, R_1\) given above, define \(T: \mathbb{R}^+ \to [0, 1]\) as a non-decreasing function such that \(T \in C^\infty\) and

\[
T(t) = \left\{ \begin{array}{ll}
1 , & \text{for } t \in [0, R_0], \\
0 , & \text{for } t \in [R_1, +\infty).
\end{array} \right.
\]

Thus, we consider the truncated functional \(I_T: X \to \mathbb{R}\) given by

\[
I_T(u) = \frac{1}{2} A(u) + \frac{\mu}{4} V(u) - T(A(u)^{\frac{1}{2}}) \int_{\mathbb{R}^2} F(u) dx.
\]

Similarly as above, we have

\[
I(u) \geq \overline{h}(A(u)^{\frac{q}{2}}),
\]

where \(\overline{h}: \mathbb{R} \to \mathbb{R}\) is defined as

\[
\overline{h}(t) = \frac{1}{2} t^2 - \frac{\mu}{4} K_1 c^2 t - T(t)[C_1 t^{\tau-1} + C_2 t^{\frac{q+2}{2}}].
\]

Without loss of generality, we assume that

\[
\frac{1}{2} t^2 - C_1 t^{\tau-1} - C_2 t^{\frac{q+2}{2}} \geq 0 , \forall t \in [0, R_0], \quad \text{and} \quad R_0 < \sqrt{1 - c}.
\]
Lemma 5.1.  
(1) \( I_T \in C^1(X, \mathbb{R}) \).

(2) If \( I_T(u) \leq 0 \), then \( A(u)^{\frac{1}{2}} < R_0 \) and \( I(v) = I_T(v) \) for all \( v \) in a small neighbourhood of \( u \) in \( X \).

(3) If \( \mu \in (0, \mu_1) \), then \( I_T \) restricted to \( S(c) \) verifies the \((PS)_d\) condition in every level \( d < 0 \).

Proof. Items (1) and (2) can be proved by standard arguments, so we omit it here. Let us prove item (3). Let \( (u_n) \subset S(c) \) be a \((PS)\) sequence for \( I_T \) restricted to \( S(c) \) in the level \( d < 0 \). Then, up to a subsequence, \( I(u_n) \leq 0 \), for all \( n \in \mathbb{N} \). Thus, from item (2), we conclude that \( \limsup_n A(u_n) \leq 1 - c \). Consequently, the result follows from Lemmas 3.4 and 3.5. □

In what follows we will need the level sets

\[ I_T^d = \{ u \in S(c) ; I_T(u) \leq d \} . \]

Lemma 5.2. For each \( n \in \mathbb{N} \) and \( \mu \in \mathbb{R} \), there are \( \epsilon_n = \epsilon(n) > 0 \) and \( \nu_n = \nu(n) > 0 \) such that \( \gamma(I_T^\epsilon) \geq n \), for all \( \epsilon \in (0, \epsilon_n) \) and \( \nu \geq \nu_n \).

Proof. For each \( n \in \mathbb{N} \), as in [3], consider the \( n \)-dimensional space \( E_n \subset X \) with the orthogonal base \( B = \{ u_1, \ldots, u_n \} \), that is,

\[ \int_{\mathbb{R}^2} \nabla u_j \nabla u_k dx = \int_{\mathbb{R}^2} u_j u_k dx = \int_{\mathbb{R}^2} \ln(1 + |x|) u_j u_k dx = 0 , \]

if \( j \neq k \), \( A(u_j) = \rho^2 < 1 - c \), \( ||u_j||_2^2 = c \) and \( ||u_j|| = \sqrt{\rho^2 + c} \), for each \( 1 \leq j \leq n \). Define

\[ Z_n = \{ t_1 u_1 + \cdots + t_n u_n ; t_1^2 + \cdots + t_n^2 = 1 \} \]

and \( S_{\rho^2 + c} = \{ (y_1, \ldots, y_n) \in \mathbb{R}^n ; y_1^2 + \cdots + y_n^2 = \rho^2 + c \} \). Considering the map \( \Phi : Z_n \to S_{\rho^2 + c} \) given by \( \Phi(u) = (t_1 \sqrt{\rho^2 + c}, \ldots, t_n \sqrt{\rho^2 + c}) \), for \( u = \sum_{j=1}^n t_j u_j \), one can easily see that \( Z_n \) and \( S_{\rho^2 + c} \) are homeomorphic (with respect to \( X \)).

Thus, by genus properties, we get that \( \gamma(Z_n) = n \).

Now, since \( \dim E_n < +\infty \), all the norms are equivalent. Then, the value

\[ a_n = \inf \left\{ ||u||_q^q ; u \in S \left( \frac{c}{\rho^2} \right) \cap E_n \text{ and } A(u) = 1 \right\} \]

is well-defined and positive. Moreover, there exists a constant \( P_n = P(n) > 0 \) such that \( ||u||_s^2 \leq P_n A(u) \), for all \( u \in E_n \).

Observe that, once \( B \) is orthogonal, \( A(v) = \rho^2 \) for all \( v \in Z_n \) and, considering \( 0 < \rho < R_0 \),
we have $I(v) = I_T(v)$. Hence, from condition $(f_4)$, we have

$$I_T(v) = I(v) \leq \frac{1}{2} \rho^2 A \left( \frac{v}{\rho} \right) + \frac{\mu}{4} \rho^4 \left\| \frac{v}{\rho} \right\|_2^2 \left\| \frac{v}{\rho} \right\|_s^2 - \nu \rho^q \left\| \frac{v}{\rho} \right\|_q^q \leq \frac{1}{2} \rho^2 + \frac{\mu}{4} P_n c \rho^2 - \nu a_n \rho^q, \quad \forall v \in \mathbb{Z}.$$ 

Therefore, choosing $\rho \in (0, R_0)$ there is $\epsilon_n > 0$ and a value $\nu_n > 0$ sufficiently large such that $I_T(v) \leq -\epsilon_n$, for all $v \in \mathbb{Z}$ and $\nu \geq \nu_n$. Consequently, $\mathbb{Z} \subset I_T^{-\epsilon}$ and, from a genus property, $\gamma(I_T^{-\epsilon}) \geq n$. \hfill \Box

**Lemma 5.3.** Let $\Gamma_k = \{ D \subset S(c) : D \text{ is symmetric, closed and } \gamma(D) \geq k \}$,

$$d_k = \inf_{D \in \Gamma_k} \sup_{u \in D} I_T(u)$$

and $\mathcal{K}_d = \{ u \in S(c) : I_T(u) = 0 \text{ and } I_T(u) = d \}$. Assume that $\mu \in (0, \mu_1)$, where $\mu_1$ is given by (5.1). If $d_k < 0$ then $d_k$ is a critical value of $I_T$ restricted to $S(c)$. Moreover, if $d_k = \cdots d_{k+r} := d < 0$, for some $k, r \geq 1$, then $\mathcal{K}_d \neq \emptyset$ and $\gamma(\mathcal{K}_d) \geq r + 1$. Particularly, $I_T$ restricted to $S(c)$ has at least $k$ non-trivial critical points.

**Proof.** From Lemma 5.2, for each $k \in \mathbb{N}$, there exists $\epsilon_k > 0$ such that $\gamma(I_T^{-\epsilon}) \geq k$, for all $\epsilon \in (0, \epsilon_k)$. Since $I_T$ is continuous and even, $I_T^{-\epsilon} \in \Gamma_k$. Consequently, $d_k \leq -\epsilon_k < 0$, for all $k \in \mathbb{N}$. On the other hand, from (5.2), $I_T$ is bounded from below over $S(c)$, which implies $d_k > -\infty$, for all $k \in \mathbb{N}$. Hence, from Lemma 5.1-(3) and Theorem 5.1, $d_k$ is a critical value of $I_T$ restricted to $S(c)$.

In the sequence, suppose that $d_k = \cdots d_{k+r} := d < 0$, for some $k, r \geq 1$. From the first part, $\mathcal{K}_d \neq \emptyset$. Observe, now, that a sequence $(u_n) \subset \mathcal{K}_d$ is a $(PS)_d$ sequence. Hence, from Lemma 5.1-(1), $R_0 < \sqrt{1 - c}$ and Lemma 3.5, $\mathcal{K}_d$ is compact. Finally, from a deformation lemma, genus properties and Theorem 5.1, the result follows. \hfill \Box

**Proof of Theorems 1.3 and 1.4.** One should observe that, from Lemma 5.1-(2), critical points to $I_T$ restricted to $S(c)$ are precisely critical points of $I$ restricted to $S(c)$. Therefore, the proof follows from Lemma 5.3. \hfill \Box
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