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ABSTRACT

Data quality is essential to the success of the most simple and the most complex analysis. In the context of the COVID-19 pandemic, large-scale data sharing across the US and around the world has played an important role in public health responses to the pandemic and has been crucial to understanding and predicting its likely course. In California, hospitals have been required to report a large volume of daily data related to COVID-19. In order to meet this need, electronic health records (EHRs) have played an important role, but the challenges of reporting high-quality data in real-time from EHR data sources have not been explored.

We describe some of the challenges of utilizing EHR data for this purpose from the perspective of a large, integrated, mixed-payer health system in northern California, US. We emphasize some of the inadequacies inherent to EHR data using several specific examples, and explore the clinical-analytic gap that forms the basis for some of these inadequacies. We highlight the need for data and analytics to be incorporated into the early stages of clinical crisis planning in order to utilize EHR data to full advantage. We further propose that lessons learned from the COVID-19 pandemic can result in the formation of collaborative teams joining clinical operations, informatics, data analytics, and research, ultimately resulting in improved data quality to support effective crisis response.

1. Introduction

Throughout the course of the COVID-19 pandemic, data sharing – across the United States (US) and between countries – has been extremely important, especially during early efforts to understand and predict the course of the crisis [1–3]. As in all data-based studies, these efforts will be directly impacted by data quality; poorly-defined features or flawed data sources can lead to irreproducible or even invalid results. This can have serious impacts, especially in the context of a pandemic, when we are looking to research and innovative analytics for insights and to guide our public health response.

While much focus is typically given to new analytic methods, conversations regarding data quality tend to be limited and under-emphasized, despite the existence of multiple conceptual frameworks for electronic health record (EHR) data quality assessment [4–13]. There have been some examples of informatics support or guidelines to leverage EHRs for rapid pandemic response [14–17], however challenges with data quality during COVID-19 have been investigated mostly in the context of data sharing between countries [18–20]. Less attention has been given to the specific challenges faced by US health systems and hospitals in reporting real-time data to regulatory agencies, and the limitations of EHRs as sources of those data, even though these processes are the fundamental pipelines of information illuminating the progression of the pandemic.

There are multiple perspectives on what constitutes high-quality data, such as its accuracy as compared to some known gold standard, or its appropriateness for use in the context of a specific application (fitness for purpose) [11–13]. In the context of this paper, we use the term “data quality” to describe the ability of EHR-derived data to produce an accurate, reliable, and consistent aggregate-level picture of what is happening at the point-of-care. For example, a high-quality real-time data source should – under this definition – be able to produce a count of COVID-19-positive patients in a given hospital unit that agrees with the count obtained by asking the staff and clinicians directly caring...
for the patients in that unit. This most closely aligns with the fitness-for-purpose definition of data quality.

As the US expands its system-based health care [21–24], reliable reporting using EHRs will become even more relevant, and lessons learned during this pandemic will be essential to promoting a thriving and robust clinical-analytic ecosystem that can utilize the EHR to quickly satisfy both operational and research information needs. As individual clinics and hospitals consolidate into health systems with shared EHRs, data analysts benefit from centralized patient information. This also leads, however, to more distance between the users of data—analysts, researchers, data scientists—and the clinicians and staff who generate the data. Each clinic, hospital, and other care location can introduce variability when capturing patient information, which in turn can lead to misinterpretation of the resulting EHR data if open lines of communication between data creators and data consumers are not present. This effect is further magnified in a public health crisis, when data must also be aggregated across different health systems and care centers.

In this context, we describe challenges and lessons learned in responding to the COVID-19 daily reporting required by California hospitals from the perspective of Sutter Health, a large, integrated, mixed-payer health system in northern California, US. Sutter serves a patient base of approximately 3.5 million patients with 24 acute care hospitals, 5 medical foundations, a home care and hospice agency, and other health care services across 22 California counties. Specifically, we highlight the importance of the EHR in supporting pandemic response, and explore some of the barriers to producing high-quality, real-time data from an EHR data source. We propose that forming collaborative teams joining data and analytics to clinical operations in the early stages of health care crisis planning can help mitigate these challenges, resulting in a lower burden on clinical staff and higher-quality data.

2. The role of electronic health records in pandemic response

California hospitals were required to provide daily reports with metrics related to COVID-19 starting in March of 2020 [25,26]. At the time of this writing, the current version of the data dictionary includes 66 required data elements to be reported each day and 37 each week, encompassing domains including a snapshot of COVID-19 hospital occupancy, prior day information on COVID-related emergency department visits and inpatient admissions, general hospital occupancy, ventilator use, hospital capacity, use of surge beds, personal protective equipment resources, hospital staffing, and in-hospital deaths [25]. Additional domains related to influenza were added in late 2020. This is a large number of data elements, even for a single hospital; the number grows substantially for health systems that report out on multiple hospitals. For Sutter Health’s 24 acute care hospitals, this means that 1584 total data elements are reported by noon each day with 888 additional data elements reported weekly. A small subset of these data, aggregated by county, is available publicly through the California Department of Public Health’s (CDPH) open data portal [27].

The ability to quickly ascertain a high-level view of COVID-19-related hospital data is not only important for the state and the nation’s pandemic response, it has been essential to guiding crisis planning within health systems. An ability to understand, for example, which intensive care units (ICUs) might allow for an influx of patients in the event that another ICU were to become overburdened, requires an ability to look across multiple hospitals and quickly obtain near real-time information about capacity and occupancy.

Ideally, EHRs should be well-positioned to respond to these urgent data and reporting needs. However, EHRs are created primarily for patient care and to facilitate billing, which may or may not ensure high-quality data in a readily usable format. When conducting research, typically time is taken to thoroughly review data sources, investigate any inconsistencies, and determine the best definitions for the various data elements that are needed. When collisions exist between documentation practices and the need for high-quality research data-sets, technical workarounds can be employed to produce the needed data. For example, a programmer might dedicate weeks or months to validating a natural language processing (NLP) solution to extract a particular piece of important information from a physician’s free-text notes. In addition, data elements required for reporting may simply not be available or be incomplete due to their irrelevance to patient care. As these data points become pertinent, task forces may work with clinicians and staff to increase the quality of the data capture and improve documentation procedures. Doing any of these types of data validation, processing, and cleaning is only possible, however, when the data do not have to be real-time.

During a pandemic, the data need to be both high quality and close to real-time. On a small scale, it may be possible to perform data validation on-the-fly, such as looking at charts to validate whether or not a patient actually has COVID-19, or whether a recent death was actually a COVID-19 death. However, when health systems are required to produce enterprise-wide reporting for multiple facilities, manual verification quickly becomes unworkable. The reporting task can become much less trivial when unmodified EHR data are being considered and reporting must be done for many facilities at once.

3. Data challenges

Table 1 presents some of the challenges we faced in sourcing data from our EHR for daily hospital reporting of COVID-19. These challenges have been grouped into data domains. While seemingly simple to identify within the EHR, each domain required extensive EHR exploration and validation.

### 3.1. Hospital capacity

We faced three major challenges in the hospital capacity domain. The first challenge was being able to accurately reproduce the number of acute beds in each hospital from the EHR bed records. Hospital bed counts are often reported based on licensing numbers, which may not reflect actual capacity on a given day; actual available bed counts can fluctuate up and down due to isolation requirements, room maintenance, staffing, etc. EHRs may also have electronic department structures that do not reflect the typical patient capacity—such as allocations of space to which patients could be assigned, for example, in a natural disaster when hospitals were overflowing and patients have to receive care in a non-standard area (like a hallway). For the Sutter system, the EHR’s electronic version of the hospital’s beds produced a count that differed substantially from counts expected based on licensure. This required manual review and adjudication to arrive at the appropriate number.

The second challenge arose with the need to classify beds by level of

| Table 1 | COVID-19 confirmed patients |
| --- | --- |
| Challenges | Difficulty reproducing the actual bed count in the hospital from EHR bed records |
| | Difficulty identifying COVID-positive patients who had external (e.g. scanned) results |
| COVID-19 suspected patients | Difficulty identifying COVID-19 patient deaths with confidence without being able to utilize discharge diagnoses |
| COVID deaths | Inconsistency in fixed-field real-time diagnoses such as the hospital problem list |
| | Difficulty identifying COVID-19 patient deaths with confidence without being able to utilize discharge diagnoses |
care, such as ICU. For daily government agency reports, hospitals were required to provide a count of ICU beds and the number of occupied ICU beds, by COVID and non-COVID patients. In many hospitals, patients can receive an ICU level of care in a non-ICU unit, such as in a step-down unit, telemetry unit, or even a medical/surgical unit. These are ICU patients, but they are not occupying ICU beds. Conceivably, the number of ICU patients could therefore outstrip the number of dedicated ICU beds. This issue was magnified for telemetry beds (which were ultimately removed as a subcategory from the daily required report), because it is quite common for medical/surgical units to have at least some telemetry capability.

The third challenge arose in tracking surge capacity and determining current use of surge beds. We were fortunate in that our hospitals’ surge beds were formally set up as “departments” in the EHR, which allowed us to see when the beds were activated or inactivated and to produce an accurate bed count. However, surge units were created within the EHR at various time points during the pandemic, and consistent communication was required to appropriately incorporate this information into the reporting structure. In addition, while hospitals had multiple strategies in place to accommodate surges, until departments were added to the EHR, electronic reporting could not account for this additional capacity.

3.2. Identification of COVID-19 patients and deaths

Three of the most important data elements related to COVID-19 hospital occupancy, COVID-confirmed, COVID-suspected, and in-hospital deaths, also posed difficulties for electronic reporting in real-time.

At the time of this writing, the CDPH defined COVID patients in the following ways:

- **COVID confirmed** – “an individual who has at least one respiratory specimen that tested positive for SARS-CoV2, the virus that causes COVID-19, by a CDC laboratory, state or local public health laboratory, or commercial laboratory using FDA-validated COVID-19 nucleic acid amplification (NAA).”

- **COVID suspected** – “persons without a laboratory-confirmed COVID diagnosis who, in accordance with CDC’s Interim Public Health Guidance for Evaluating Persons Under Investigation (PUIs), have signs and symptoms compatible with COVID (most patients with confirmed COVID have developed fever and/or symptoms of acute respiratory illness, such as cough, shortness of breath or myalgia/ fatigue).”

**COVID confirmed** is the easier to implement – patients who have a positive test result. Even that seemingly simple requirement, however, can become complex when extracting the data from an EHR. There are multiple ways that positive tests can be documented, and only some – those patients who were tested and resulted at labs within the health system or hospital – are easily extractable. External results may be stored as scanned documents or images, which makes easy electronic interpretation virtually impossible. This means that health systems may have to turn to other ways of identifying patients – such as in-hospital diagnoses, problem lists, or indications of COVID-19 isolation precautions. These data elements, however, may also be frequently present for COVID suspected cases who test negative, and thus not be reliable as a method of discerning COVID confirmed cases. COVID suspected is even more fraught with adversity. The definition is based largely on symptoms, which are very difficult to report from the EHR without mining text notes.

In-hospital COVID deaths also present difficulties for real-time reporting. In a retrospective study, a researcher might rely upon the hospital discharge diagnosis (assuming an International Classification of Diseases [ICD] diagnosis code for COVID-19 had been introduced) to identify in-hospital deaths among COVID patients, especially in situations when a positive lab result may be difficult to find electronically. However, discharge diagnoses are not typically coded in the patient’s chart until well after discharge, meaning that real-time reporting using this method is not possible. This complicates the identification of COVID deaths, especially when historical data cannot be updated to account for delayed identification.

The inadequacy of the EHR to meet the immediate reporting needs for these three key domains has several downstream effects. If immediate reporting is mandated, and cannot be consistently and reliably extracted from the EHR, then each hospital in a health system may have to take on manual reporting of required daily data. Not only does this add to the burden of those at the front lines of patient care, it also adds to the likelihood of variability in definitions and of data entry error. After hospitals have been required to take on manual reporting, clinicians and staff also may have diminished confidence in the ability of the EHR-based reporting to ever reliably obtain the required information.

4. A cultural divide

There is a profound separation between the generators of data – the clinicians and healthcare staff who document care in the EHR – and the consumers of data – the analysts and researchers who use the EHR data for decision support, research, and business intelligence. The documentation requirements at the point of care place a significant burden on clinicians and staff, and EHRs are often seen as impediments to their primary jobs of caring for patients. This can result in a cultural divide between the data consumers and the data generators. Analysts and researchers may feel frustrated by inconsistent documentation or free-text documentation in notes fields where a fixed field is available; clinicians and staff may feel that data consumers essentially do not understand patient care or how their facility operates, and feel resentful that they are being asked to change the way they are documenting when they are already overburdened with documentation requirements. This reflects an essential difference in goals: healthcare workers are appropriately motivated by providing the best care for patients, which may not always align with the goal of generating optimal datasets for research and analytics. A certain documentation practice – such as noting in a free-text field instead of in a fixed field – may pose no problems at all in the patient care setting, and in fact could make it easier for another care provider to gain an overall impression by simply glancing through the note. However, free-text note documentation can cause significant problems in the data analytics setting, making certain important data elements difficult or sometimes impossible to access depending upon the consistency of documentation and the resources available to the analytics teams.

5. Data and analytics: An essential part of the healthcare crisis response team

One of the main results of the divide that typically exists between research/data/analytics and clinical operations is that data and analytics personnel are not usually considered as part of the core team when clinical crisis plans are formed. This became evident during the COVID-19 pandemic. In our health system, we were eventually able to create a robust reporting infrastructure to support our hospitals and leverage our EHR. This was accomplished by assembling a collaborative, cross-functional team – including leaders in research, business intelligence, clinical informatics, and clinical quality. Only after this team was in place did it become possible to determine how best to define various high-impact metrics, and to work more closely with hospital staff as discrepancies arose. Individuals on the data side were able to gain insights into clinical workflows, and clinical leaders were able to better understand how different documentation practices might affect our health system’s ability to report on various COVID-related measures. This does not mean that the challenges related to reporting real-time data out of the EHR ceased to exist. But we were able to work
together to determine the best ways to address data and definition challenges, and to increase the clinical staff’s trust in the accuracy and reliability of centralized reporting. However, countless hours could have been saved – and likely higher-quality data produced earlier on – if this collaboration had been constructed in the early stages of crisis planning, instead of months later.

Other health systems may have faced similar challenges, or may have recognized earlier that cross-functional teams would be an important part of pandemic readiness [17]. When using aggregate-level data to help understand the course of this pandemic, we simply do not have the information necessary to understand how those data were generated, or how reporting practices and data quality may have changed over time. The opportunity to work toward better EHR-based reporting therefore remains broadly relevant.

6. Lessons learned

One of the results of the COVID-19 pandemic’s urgency for health systems is that many collaborative relationships were established between previously unconnected departments and individuals. This may, therefore, be the ideal time to encourage a cultural shift in how we think about and engage with health data. As researchers, analysts, and data scientists, this means engaging more closely with clinical operations, and increasing our understanding of how EHR data are generated, not only how they are extracted. For those in clinical operations, this means engaging with researchers, analysts, and data scientists not only as service providers, but as part of the clinical team. As our society moves to a model of larger health systems, reliability and quality in EHR data will only become more important.

In a situation like the COVID-19 pandemic, we in health systems need to be able to produce high-quality data quickly, accurately, and consistently. However, our current EHR and informatics infrastructure may be ill-equipped to produce enterprise-level, high-quality reporting in real time. This can not only place an undue burden on those at the patient-care level to manually report required data elements, but inconsistent data quality has repercussions on our ability to make predictions and draw conclusions from those data.

We are unlikely – at least in the short term – to re-invent the structure of our EHRs. We can reinvent, however, the structure of our teams. There is an important opportunity to recognize the gaps in collaboration that exist, and to respond by working to close those gaps. This is a cultural change that can begin now, one which will support not only current efforts, but provide a collaborative framework for longer-term solutions. This framework can be used to work toward the goal of making future data more reliable and easier to produce – to fully unleash the power of our EHRs, and make sure that they can give us the insights we need to utilize cutting-edge methodologies to full advantage in responding to future public health crises.

7. Limitations

We recognize that we are presenting only a single perspective from one health system in California, US, which is likely not completely generalizable to all hospitals across the US or around the world. However, the general challenges of real-time reporting out of EHRs and separation between clinical teams and research, data and analytics are not particular to Sutter Health. We hope that others will share their own challenges and be inspired to work toward a more collaborative, transparent, and high-quality health data ecosystem.
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