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SUMMARY The rapid development of information techniques has lead to more and more high-dimensional datasets, making classification more difficult. However, not all of the features are useful for classification, and some of these features may even cause low classification accuracy. Feature selection is a useful technique, which aims to reduce the dimensionality of datasets, for solving classification problems. In this paper, we propose a modified bat algorithm (BA) for feature selection, called MBAFS, using a SVM. Some mechanisms are designed for avoiding the premature convergence. On the one hand, in order to maintain the diversity of bats, they are guided by the combination of a random bat and the global best bat. On the other hand, to enhance the ability of escaping from local optimization, MBAFS employs one mutation mechanism while the algorithm trapped into local optima. Furthermore, the performance of MBAFS was tested on twelve benchmark datasets, and was compared with other BA based algorithms and some well-known BPSO based algorithms. Experimental results indicated that the proposed algorithm outperforms than other methods. Also, the comparison details showed that MBAFS is competitive in terms of computational time.
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1. Introduction

Machine learning is widely used to learn knowledge from empirical data. Machine learning aims to establish a model that could be applied in data classification [1], weather prediction [2], etc. Nowadays, more and more real world datasets with large numbers of features, which called high-dimensional dataset, are produced. Learning task in high-dimensional dataset is more difficult because of the difficulty of learning process and the learned model’s lower generalization performance. In fact, many of the features in high-dimensional datasets are irrelevant and redundant. Obviously, these features are not useful for the learning model, and may even have a negative effect on the model’s performance.

A common way to deal with such problem is the feature selection (FS) technique [3]. The purpose of FS is to select a subset of relevant features from the original features. This technique reduces the dimensional of datasets by only selecting the relevant features which could be helpful to improve the classification accuracy. Meanwhile, this reduction of features enables to accelerate the learning process and avoids overfitting. Because of the benefit of FS, it has been used widely throughout many fields, including face recognition [4], [5], text classification [6], [7], and medical diagnosis [8], [9].

The existing FS methods can be classified into the filter approach and the wrapper approach on the basis of search strategies of feature selection. The filter approach mainly constructs the subset of features based on the characteristics of datasets without considering a special learning method. Unlike the filter approach, the wrapper approach employs a search strategy to construct the feature subsets. At the same time, a special learning method is employed in the wrapper approach to evaluate the quality of feature subsets. Therefore, the wrapper approach can often achieves better solutions than the filter one [10].

As the wrapper approach’s results mainly rely on the search strategy, various search methods have been designed for the construction of feature subsets, such as sequential forward search [11], sequential backward search [12], and bidirectional selection [13]. Since meta-heuristic methods have the ability to find near-optimal solutions rapidly in the full search space, many studies have been proposed to solve the problems of feature selection by using meta-heuristic methods. For instance, Yong et al. [10] extends a bare bones particle swarm optimization algorithm (BPSO) for feature selection with binary variables, called the binary BPSO. Kabir et al. [14] presented a hybrid ant colony algorithm (ACO) for feature selection, called the ACOFS. The ACOFS emphasizes not only the selection of features but also the attainment of a reduced number of them. Vieira et al. [15] applied some mechanisms to cope with the premature convergence of the BPSO and then presented a Modified BPSO (MBPSO) algorithm for the feature selection. Forsati R et al. [16] proposed a new feature selection algorithm based on a new variant of ACO, namely enriched Ant Colony Optimization (RACO).

Inspired by the fascinating capability of micro-bats in finding the prey and distinguishing the different insects even in darkness, Yang [17] proposed a new meta-heuristic method named bat algorithm (BA). This approach has the advantages of satisfactory convergence and potential parallelization, and it outperform than some well-known meta-heuristic algorithm in continuous constrained optimization problems through their experimental results. Hence, some
researchers attempt to introduce BA into the problem of feature selection. For instance, inspired by the BPSO, a binary Bat Algorithm (BBA) for feature selection was introduced [18], [19]. Based on the unsupervised learning model and binary bat algorithm, Sylvia Selva Rani et al. [20] proposed a novel method to select a subset of relevant features from unlabelled datasets. Rodrigues et al. [21] presented a novel method to select a subset of relevant features from a small dataset. Thus, the BA-based feature selection algorithms mentioned above mainly guide the bats through the global best solution, which may lead to premature convergence.

To overcome such problem, we propose a modified bat algorithm for feature selection, called MBAFS. To enhance the variety of bats, a random bat and the global best bat are applied together to guide the bats’ exploration. On the other hand, some mechanisms are introduced for the purpose of avoiding premature convergence. The performance of proposed method is evaluated by comparing with some other relevant approaches, where the experimental results show that our MBAFS can achieve better results than other algorithms.

The remainder of this paper is organized as follows. Section 2 gives a brief review of BA and its application on feature selection. Then, the proposed MBAFS-based methodology is described in Sect. 3. Section 4 presents the experimental results with discussion. The conclusion is given in Sect. 5.

2. Related Works

2.1 Bat Algorithm

Bats are fascinating animals and their capability of searching preys by echolocation have attracted many researchers’ attention from other fields. Echolocation works as a type of sonar: bats, mainly micro-bats, emit a loud and short pulse of sound, wait it hits into an object and, after a fraction of time, the echo returns back to their ears [22]. Thus, bats can compute how far they are from an object [23]. Furthermore, the echolocation may even help the bats to distinguish one prey from obstacles in complete darkness.

Based on the behavior of bats, a new meta-heuristic algorithm, called Bat Algorithm was proposed by Yang [17] in 2011. Such approach is modeled by imitating the behavior of bats searching for prey. In order to model this algorithm, Yang has idealized some rules as follows [17]:

1. All bats use echolocation to sense distance, and they can also “know” the difference between prey and obstacles in some magic way;
2. A bat $b_i$ flies randomly with the velocity $v_i$ at position $x_i$ with a fixed frequency $f_{\text{min}}$, varying wavelength $\lambda$ and loudness $A_0$ to search for prey. They can automatically adjust the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse emission $r \in [0, 1]$, depending on the proximity of their target;
3. Although the loudness can vary in many ways, we assume that the loudness varies from a large (positive) $A_0$ to a minimum constant value $A_{\text{min}}$.

In bat algorithm, the $ith$ bat $b_i$ update the velocity and its location using Eqs. (1)–(3), as follows:

$$f_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}})\beta$$  \hspace{1cm} (1)
$$v_i(t) = v_i(t-1) + \bar{\lambda} \left[ x_i - x_i(t-1) \right] f_i$$ \hspace{1cm} (2)
$$x_i(t) = x_i(t-1) + v_i(t)$$ \hspace{1cm} (3)

where $f_i$ denotes the frequency of $b_i$. $f_{\text{min}}$ and $f_{\text{max}}$ stand for the minimum and maximum frequency respectively. $\beta$ is a random number within the interval $[0, 1]$. $v_i(t)$ and $x_i(t)$ denote the velocity and location of $j$-dimensional for $b_i$ at time step $t$, respectively.

During the searching process, $b_i$ will emit pulse with large loudness and small frequency. Once $b_i$ has found its prey, the loudness and frequency would be updated as follows:

$$A_i^{t+1} = \alpha \times A_i^t$$ \hspace{1cm} (4)
$$r_i^{t+1} = r_i^t[1 - \exp(-\gamma \times t)]$$ \hspace{1cm} (5)

in which $r_i^t$ and $A_i^t$ respectively denote the pulse emission and loudness at time step $t$. $\gamma$ and $\alpha$ are the algorithm parameters.

Just like many other meta-heuristic algorithms, random walks is employed in BA [24], which would enhance the variability of the possible solutions. Primarily, BA chooses one solution among the best bats, and then employs random walks to generate a new solution for each bat:

$$x_{\text{new}} = x_{\text{old}} + \epsilon \bar{A}(t)$$ \hspace{1cm} (6)

where $\bar{A}(t)$ is the average loudness at certain iteration $t$ and $\epsilon \in [-1, 1]$ is a randomly generated number.

Based on the Equations mentioned above, the pseudo-code of standard Bat Algorithm is presented in Fig. 1.

---

**Fig. 1** Pseudo-code of the standard bat algorithm
2.2 BA-Based Feature Selection

As readers can observe, the standard BA just can be used to solve continuous constrained optimization problems, such as function optimization [25], [26]. However, in case of feature selection, some strategies should be introduced to solve the movement of bats in the n-dimensional Boolean lattice.

Inspired by BPSO, Nakamura et al. [18], [19] firstly proposed a binary version of Bat Algorithm for feature selection, namely BBA. BBA uses a sigmoid function to restrict the position of bats to only binary value:

\[ Si(v_i^j) = \frac{1}{1 + \exp(-v_i^j)} \quad (7) \]

Instead of Eq. (3), the position of bats can be updated as follows:

\[ x_i^j = \begin{cases} 1 & \text{if } Si(v_i^j) > \sigma \\ 0 & \text{otherwise} \end{cases} \quad (8) \]

Where \( \sigma \sim U(0, 1) \). Therefore, each bit of bats can be restricted to only binary values, which can indicate the presence or absence of the features.

Taha et al. [21] proposed a naive bayes-guided Bat Algorithm for feature selection, namely NBBA. Instead of updating velocity for each single feature, the velocity of bats is updated by the combination of previous velocity and the number of different bits between the bat and the global best bat. Hence, if the value is negative, it means that the bat has chosen more features than the global best bat. Otherwise, the bat has less features than that of the global best bat. Meanwhile, the NBBA set a maximum velocity \( V_{\text{max}} \) to restrict the step of movement. Another major difference is the way bat update its position. In the case where the velocity of the \( ith \) bat \( b_i \) is lower or equal to the number of different bits between \( b_i \) and the global best bat, \( b_j \) would copy some random different bits from the global best bat. Otherwise, \( b_j \) will import all features from the global best bat to be the same as the global best bat [21]. Besides, the local searching process of the global best solution is controlled by the average of all bats’ loudness in NBBA.

As far as we know, there are only two feature selection methods based on the Bat Algorithm. Since NBBA and BBA was guided only by the global best bat, they may be bad at exploration and exploitation, which may result in the premature convergence.

3. Description of the Proposed MBAFS

As described in Sect. 2.2, BA-based feature selection methods have a high possibility of trapping into local optima. Therefore, the motivation for MBAFS is to design a global search technique with some introduced mechanisms, aiming at improving the results of BA-based algorithm for feature selection. The details of the proposed modified BA for feature selection is given in the following.

3.1 Definition

Assume two Boolean vectors, namely \( a, b \in \{0, 1\}^k \). Then, their hamming distance can be defined as follow:

\[ \text{dist}(a, b) = \sum_{j=1}^{k} |a_j - b_j| \quad (9) \]

The set of different bits between \( a \) and \( b \) is denoted by \( d_f(a, b) \):

\[ d_f(a, b) = \{ j : a_j \neq b_j \} \quad (10) \]

Obviously, \( d_f(a, b) \) contains the positions of different bits between \( a \) and \( b \).

Moreover, we can define the difference of bits between \( a \) and \( b \), namely \( \text{dif}(a, b) \):

\[ \text{dif}(a, b) = \sum_{j=1}^{k} (a_j - b_j) \quad (11) \]

If the value of \( \text{dif}(a, b) \) is higher (lower) than zero, it means that the number of selected features in \( a \) is more (less) than that of \( b \). If the value of \( \text{dif}(a, b) \) is equal to zero, it means that \( a \) selects more number of features than \( b \). Considering following example that \( a = 1100111100, b = 1110011111 \). Then, the value of hamming distance \( \text{dist}(a, b) \) is 6, and \( d_f(a, b) = \{3, 4, 5, 6, 9, 10\} \). \( \text{dif}(a, b) = -2 \) which means that \( a \) selected two fewer features than \( b \).

3.2 Encoding and Fitness Functions

In MBAFS, each bat is encoded as a binary string and the length of string is determined by the number of dataset features. Accordingly, each bit of bat stands for a feature. For example, if a dataset with \( n \) features, each bat would be represented as a \( n \)-bit string.

\[ x_i = (x_i^1, x_i^2, \ldots, x_i^j, \ldots, x_i^n), \quad i = 1, 2, \ldots, m \quad (12) \]

where \( m \) stands for the size of bats, and the \( x_i^j = \{0, 1\} \) denotes whether the \( j \)th feature is chosen in the feature subset.

Each candidate solution is evaluated by a fitness function defined shown as Eq. (13), where \( \text{accuracy} \) denotes the classification accuracy achieved by a classifier and \( S(x) \) is the number of selected features. From Eq. (13), we can see that the fitness of each bat is determined by two different components and each one is weighted differently. The value of \( \alpha \) would be discussed in the experiment design.

\[ \text{fit}(x) = \alpha \times \text{accuracy} + (1 - \alpha) \times \frac{n - S(x)}{n} \quad (13) \]

3.3 Mechanisms to Avoid Premature Convergence

Two mechanisms are introduced to avoid premature convergence in MBAFS. One is called mutation of bats with a operator to displace the location of bats. The other is the
changing for the update of velocity and position. Instead of
guiding by the global best solution, MBAFS employs a ran-
dom bat and the global best bat to guide the movement of
each bat together.

(1) Mutation of bats
In the case if the fitness of the global best bat \( \hat{x}(t) \) stay stable
during several iterations, it means that the bats perhaps drop
into local optima. In order to avoid such problem, the mech-
anism called mutation of bats is introduced. Like Genetic
algorithm, mutation is introduced to jump out of the local optimum
and search for better solution in the search space.

Usually, the value of critical iteration is around 3 itera-
tions, which determined by \( D_{cr} \). The mechanism to mutate
the position of \( i \) th bat \( x_i \) can be formulized as follows:

\[
x_i^j = \begin{cases} 
-\frac{r \cdot \Delta x^j}{\tau}, & r \leq dr \\
x_i^j, & \text{otherwise} 
\end{cases}, \quad (14)
\]

where \( dr \) is the distance rate, usually, the value is set
to \( 1/n \), and \( r \) is a randomly generated number within the
interval \([0, 1]\).

(2) Update of velocity and position
Since BBA and NBBA guide the bats only by the global best
solution, which can not ensure the diversity of bats. Thus,
they may easily get trapped in a local optima. To overcome
such problem, a random bat and \( \hat{x}(t) \) are employed together
to guide the update of bats in MBAFS. The mechanism is
used to improve the variability of bats, which could help to
get better solution.

The position and velocity of bats are updated on the
basis of \( \hat{x}(t) \) and a random bat, called \( x_r(t) \). The velocity
of each bat is composed of two velocity components, namely
\( v_i^x(t) \) and \( v_i^v(t) \):

\[
v_i(t) = \begin{cases} 
v_i^x(t) = \frac{\tau}{T} \times \text{dist}(\hat{x}(t), x_i(t)) \times \tau \\
v_i^v(t) = w \times v_i^v(t-1) + \text{dist}(\hat{x}(t), x_i(t)) \times f_i \end{cases}, \quad (15)
\]

where \( T \) is the maximum iteration, and \( \tau \in [-1, 1] \) is a random
number. The term \( w \) is the inertia weight, which is used to
control the influence of previous velocity. From Eq. (15),
it is clearly that the value of \( v_i^v(t) \) would be very close to zero
with the increasing of iteration. Then the velocity would be
mainly controlled by the component \( v_i^v(t) \). But, It should
be noted that the velocity would be always composed of
the two velocity components.

According to the velocity, the local search scope of
each bat can be divided into two parts, \( D_{x_i}^x(t) \) and \( D_{x_i}^v(t) \),
which determined by \( v_i^x(t) \) and \( v_i^v(t) \) respectively:

\[
\begin{align*}
D_{x_i}^x(t) &= \begin{cases} 
1, & v_i^x(t) < 0 \\
D_{max}, & v_i^x(t) \geq D_{max} \\
[v_i^x(t)] + 1, & \text{otherwise}
\end{cases} \\
D_{x_i}^v(t) &= \begin{cases} 
1, & v_i^v(t) < 0 \\
D_{max}, & v_i^v(t) \geq \frac{T-t}{T} D_{max} \\
[v_i^v(t)] + 1, & \text{otherwise}
\end{cases} \quad (16)
\end{align*}
\]

in which \( D_{max} \) is the maximum exploration space of bats in
each iteration. Usually, the value of \( D_{max} \) is set to \( n/3 \).

The update of the \( i \)th bat’s position is divided into
two steps. In the first step, in the case that the value of
\( \text{dist}(x_i(t), x_r(t)) \) is less than \( D_{x_i}^x(t) \), the \( i \)th bat would randomly
copy \( D_{x_i}^x(t) \) features from \( x_i(t) \), where the features are located in
\( d_f(x_i(t), x_r(t)) \). Otherwise, the \( i \)th bat will import all the
features from \( x_r(t) \). Second, \( D_{x_i}^v(t) \) and \( d_f(x_i(t), \hat{x}(t)) \)
are adopted to update the result achieved above, as well as the
first step.

3.4 Local Search of Bats

In order to realize the local search process, we introduce

| Step | Description |
|------|-------------|
| 1.   | Initialize the bat population \( X_i \) and \( v_i \), \( i = 1, 2, \ldots, n \). |
| 2.   | For each bat |
| 3.   | Choose a randomly generated \( f_r \), loudness \( A_i \), and pulse rates \( r_i \). |
| 4.   | EndFor |
| 5.   | Evaluate the fitness of all the bats. Find the best bat \( \hat{x} \). |
| 6.   | While \( t < T \) |
| 7.   | For each bat \( X_i \) |
| 8.   | Choose a random bat \( X_r \). |
| 9.   | Generate \( D_{x_i}^x(t) \) and \( D_{x_i}^v(t) \) solutions through Eqs. (15-17); |
| 10.  | Generate new solutions by \( D_{x_i}^x(t) \) and \( D_{x_i}^v(t) \). |
| 11.  | EndFor |
| 12.  | If rand \( > r_i \) |
| 13.  | Select a solution \( X_i \) among the best solutions above; |
| 14.  | Generate a local solution \( X_2 \) around \( \hat{x} \) through; |
| 15.  | Choose the better solution \( X_{br} \) between \( X_1 \) and \( X_2 \); |
| 16.  | EndIf |
| 17.  | If rand \( < A_i \) |
| 18.  | \( f(x_{br}) > f(\hat{x}) \) |
| 19.  | Accept the new solutions \( X_{br} \); |
| 20.  | Increase \( r_i \) and reduce \( A_i \); |
| 21.  | MI++; |
| 22.  | EndIf |
| 23.  | MI = 0; |
| 24.  | EndIf |
| 25.  | EndIf |
| 26.  | If MI = 3 |
| 27.  | Generate a new solution for each bat with mutation operator. |
| 28.  | EndIf |
| 29.  | EndWhile |

Fig. 2 Pseudo-code of MBAFS algorithm
the method described in NBBA, where the loudness stands for the change in number of selected features. e.g. if the value of \( \varepsilon \bar{A}(t) \) is three, it means that the bat will randomly choose three bits to change. It is obviously that the value of loudness play an important role in obtaining a good quality solution. Hence, it is necessary to define the maximum and minimum loudness. In MBAFS, we set the maximum loudness as \( n/5 \) and the value of minimum loudness is 1, as well as NBBA.

The complete proposed algorithm is shown in Fig. 2.

4. Experimental Results and Discussion

The empirical results are presented to compare the performance of MBAFS with some well-known feature selection algorithms, including BBA, NBBA, binary particle swarm optimization (BPSO) [28] and improved binary particle swarm optimization (IBPSO) [29]. In order to better evaluate the performance of MBAFS, all the algorithms are run for 20 times on each dataset with different initial solutions.

4.1 Dataset and Experimental Setting

The experiments have been performed on some well-known datasets collected from UCI machine learning repository [30], including WBCD1, Wine, Australian, Zoo, Vehicle, German, WBCD2, Ionosphere, Lung, Sonar, Hillvalley and Musk1. The detail description of these dataset is available in Table 1.

The parameter setting of all the algorithms, including the population of individuals PN, maximum generation MCN, the maximum value of velocity \( V_{\text{max}} \), critical iteration of trapping into local optima I, the value of inertia weight \( w \) and acceleration factors \( c_1, c_2 \), is showed in Table 2. Specifically, the population is set to 25 while the number of features is less than 50. Otherwise, the number of population is set to 60.

Although the fitness function is defined, the value of \( \alpha \) has not been determined. Usually, \( \alpha \) is set to 0.9 [21] or 1.0 [31]. On the one hand, if the value of \( \alpha \) is 1.0, the objective of the algorithm is to improve the classification accuracy without considering the number of selected features. On the other hand, if \( \alpha < 0.9 \), the algorithm may be focus on the reduction of features instead of classification performance. Hence, the value of \( \alpha \) should be mainly chosen within the interval \( [0.9, 1) \). In order to better determine the value of \( \alpha \), the analysis of Eq. (13) is necessary.

From Eq. (13), we can see that the fitness of each individual would be influenced by the number of dataset features. It is said that if the number of features is too small, the number of selected features would be certainly more influential to the fitness than classification accuracy. Considering following four examples shown in Table 3. The Fs refers to the number of selected features, and Ans stands for the classification accuracy of bat. The Fit in Table 3 means the fitness of bats.

Table 3 clearly shows that if the number of features is very small, the value of \( \alpha \) would impact the value of fitness seriously. For example, B1 is better than B2 while the number of dataset features is 14 and the value of \( \alpha \) is set to 0.9. This situation changes if the value of \( \alpha \) is 0.99. But, if the number of dataset features is 20, the value of \( \alpha \) would never result in this phenomenon. Hence, in the case that the value of \( \alpha \) is very small and smaller dimension of feature, algorithms may choose the solution selected less features with lower accuracy rate. In fact, FS aims to reduce the dimension of feature and achieve high percentage of accuracy. Recall that FS prefers a highly percentage of accuracy when datasets have a relative small number of features. Nevertheless, it seems different for the high-dimension datasets, which FS prefers to choose a better subsets with relative high classification accuracy. Therefore, to balance the classification accuracy and the number of selected features efficiently, the value of \( \alpha \) in our experiments can be set as follows:

\[
\alpha = \begin{cases} 
0.99, & n < 20 \\
0.9, & \text{otherwise} 
\end{cases} \tag{18}
\]

Thus, the value of \( \alpha \) is not set to 1.0 when the number of dataset features is less than 20, which means that the purpose of feature selection algorithm is not just the higher classification accuracy. Besides, in the case that the number of dataset features is more than 20, the value of \( \alpha \) would lead algorithm to the results with higher classification accuracy and less features.
4.2 Comparisons between MBAFS, NBBA, BBA, BPSO and IBPSO

Table 4 and Table 5 show the average number of selected features and the average classification accuracy for each algorithm runs on twelve datasets, respectively. The AVL in Table 4 refers to the average length of selected features. The CA in Table 5 is the average percentage of accuracy produced by libSVM. The SD in Tables 4–5 signify the standard deviation. In order to clarify the difference between MBAFS and IBPSO, Fig. 3, which reports the experimental results of MBAFS and IBPSO in 20 runs, is considered. Figure 4 presents the normalized average fitness of all the algorithms, which shows the overall performance of feature selection algorithms. With the results shown in Tables 4–5 and Figs. 3–4, the following observations can be made as below.

(i) It is surprising to see that each dataset could achieve high accuracy rate of classification with using all features. For example, the classification accuracy of Musk1 dataset was 96.91% without the reduction of features. The main reason for this phenomenon may be the high performance of libSVM. As can be seen from Table 4, MBAFS selected smaller number of features for solving different datasets. For instance, 6.8 features, on average, was selected from a set of 17 features in solving the Zoo dataset. On the other hand, the selected number of features in Musk1, a large-dimensional dataset with 166 features, was reduced to 49.32 in MBAFS. In fact, MBAFS was able to selected a small number of features for all the datasets. According to Table 4, MBAFS could achieve better CA with small number of selected features except for the Vehicle and Musk1 datasets. For example, the average CA was increased from 60.00% with all features to 90.67 with 14.1 selected features for the Lung dataset. Similarly, MBAFS was able to achieve an average CA of 95.59% with 19.7 features, whereas the average CA was 89.42 with 60 features for the sonar dataset. It is similar for other remaining datasets in MBAFS except for the Vehicle and Musk1. The average CA with the process of MBAFS was less than the CA with all features in Vehicle and Musk1 datasets, but no significant difference has been figured out. Furthermore, the number of selected features was reduced drastically for these two datasets.

(ii) The number of selected features in MBAFS was superior to BBA over the WBCD1, Wine, Zoo, Vehicle and German datasets. It seems that the BBA would choose less features than MBAFS in the case of high-dimensional datasets. However, the results of CA indicates that MBAFS would achieve better CA than that of BBA, which means that MBAFS can better balance the CA and the number of selected features. Comparing with the results of BPSO, MBAFS was able to get higher CA and less selected features on most of the datasets except the Sonar dataset, which
BPSO increased 0.42% CA with selecting four more features. For example, for the Zoo dataset, MBAFS got 98.91% CA with selected 6.8 features, while for the BPSO methods this value was recorded 98.51% with 7.5 selected features. From the results of NBBA, IBPSO and MBAFS, it can be observed that MBAFS was able to achieve the best CA over the WBCD1, Wine, WBCD2 and Ionosphere datasets, and it acquired the second best CA over the Australian, Zoo, Vehicle and Lung datasets. As shown in Table 4, MBAFS selected the smallest number of features over WBCD1 and German datasets, and the second smallest number of features was obtained over the Wine, Zoo, WBCD2, Ionosphere, Sonar and Musk1 datasets. Furthermore, it is clearly to reveal that all the results of MBAFS caused relatively small SD, as represented in Tables 4–5, which implies the robustness of MBAFS.

(iii) Although the results of MBAFS was superior on most of the datasets, the results of IBPSO and MBAFS was all very similar. To better understand the difference between IBPSO and MBAFS, we emphatically analyzed the experimental results of each algorithm in each run shown in Fig. 3. As shown in Fig. 3, there were a variety number of results that achieved different percentage of classification accuracy with the same number of features. And, MBAFS and IBPSO evolved same classification accuracy with the same number of selected features in the 20 runs, which may be shown in the same point in the figure. Therefore, the results shown in Fig. 3 may be less than 20 distinct points in the chart. It is clear to see that, in most cases, our proposed method was able to include fewer features and achieve higher classification accuracy than IBPSO over the WBCD2, Ionosphere, Lung, Sonar, Hillvalley and Musk1. Hence, Such conclusion suggests that MBAFS could achieve better solutions than IBPSO on the high-dimension datasets, which including more than 30 features. This phenomenon may be due to the mutation mechanism introduced in MBAFS. In the case that the number of dataset features is less than 30, mutation mechanism may lead bats miss the global optimal solutions. In contrast, IBPSO would achieve the global best solution with checking most of the search space. Thus, the results obtained by IBPSO were better than those of MBAFS. However, situation changes when the number of dataset features is more than 30. Because of the mutation mechanism, our proposed method would improve the algorithm search space greatly. Thus, MBAFS would achieve better results than IBPSO.

(iv) From Fig. 4, we can see that the fitness of MBAFS was superior to BBA and BPSO obviously. Comparing the results of MBAFS with NBBA, it can be seen that the solutions MBAFS achieved were better than that of NBBA except the Lung dataset. Accordingly, the overall performance of our proposed algorithm is better than IBPSO. In the Wine, Australian, Zoo and Vehicle dataset, although the results of MBAFS is not superior to IBPSO, they are quite similar to those of IBPSO, which achieved the second best results. Furthermore, it is clearly to observe that, in other datasets with large number of features, the
performance of IBPSO was worse than those of most of other four algorithms. Therefore, we can conclude that the proposed method can achieve better performance than IBPSO, NBBA, BBA and BPSO.

4.3 Comparisons on Computational Time

In order to evaluate the amount of required running time for the proposed feature selection algorithm, the comparison of computational time was reported in Table 6.

We can observe that, for the datasets with small features, the perform of MBAFS took more time than others. The main reason for this phenomenon is the operation of mutation mechanism. During the processing of low dimensional datasets, better solutions may be achieved just through a few iterations, so MBAFS would run the mutation mechanism multiple times. Therefore, MBAFS would consumed more time than other algorithms. However, all algorithms could perform one run within relatively short time, just a few minutes, such as WBCD1, Wine, Zoo, WBCD2, Ionosphere, Lung and Sonar datasets. Moreover, it is interesting to see that, for the datasets with large number of features, MBAFS used less time than IBPSO and BPSO. For example, in the Hillvalley datasets, MBAFS performed one run in 43.32 minutes, whereas for the BPSO and IBPSO methods this value is recorded 54.75 minutes and 63.83 minutes. Recall that in high-dimensional datasets, it is more important to reduce the computational time than the small datasets. Therefore, we can conclude that MBAFS was able to achieve better results within relatively short time over all the datasets.

4.4 Discussions

Experimental results show that our proposed algorithm can be successfully used to reduce the dimension of features and improve the classification accuracy effectively. As we know that the main difficulty to solve the feature selection problems is the local optima which may cause the phenomenon namely premature convergence. To deal with such problem, some mechanisms are employed to maintain the diversity of bats and enhance the ability of jumping out local optima. As discussed in Sect. 3, MBAFS has a new adjustment to guide the update of individuals. Different from other BA-based feature selection techniques, MBAFS employs one random bat to guide the evolution of individuals from generation to generation, which is useful for the exploration of the solution space to search better results. This mechanism is successfully to keep the diversity of bats during generations and further reduce the possibility of converging to local optima. However, there is still a high possibility of encountering local optimization. To enhance the ability of overstep local optima, a mutation operator is introduced. Since the fitness of global best bat stays stable during the premature convergence, the mutation operator would lead to the bats’ convergence to a new search space for better solution. Therefore, MBAFS could usually achieve better solutions than BBA, NBBA, BPSO and IBPSO.

5. Conclusion

In this paper, an improved bat algorithm for feature selection, namely MBAFS, was proposed. To maintain the diversity of bats, an additional bat, which chosen randomly from bats is applied to guide the evolution of bats. Moreover, one important mechanism, namely mutation of bats, was employed to overstep the local optimum effectively.

In order to evaluate the effectiveness of the proposed algorithm, it is compared to some well-known algorithms, including BBA, NBBA, BPSO and IBPSO. Experimental results show that MBAFS can better balance the classification accuracy and the number of selected features over all the twelve datasets. Meanwhile, the low standard deviation of the average number of selected features, as well as the average classification accuracy, means that our proposed algorithm is stable and robust. Furthermore, the comparison on computational time means that MBAFS is able to achieve better results within relatively short time. In the future, we intend to applied MBAFS to solve some complicate problems in some areas.
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