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Abstract—Tracking objects in Computer Vision is a hard problem. Privacy and utility concerns adds an extra layer of complexity over this problem. In this work we consider the problem of maintaining privacy and utility while tracking an object in a video stream using Kalman filtering. Our first proposed method ensures that the localization accuracy of this object will not improve beyond a certain level. Our second method ensures that the localization accuracy of the same object will always remain under a certain threshold.

Index Terms—Kalman Filter, Privacy, Utility, LMI

I. INTRODUCTION

We capture and share videos for a variety of purposes. These visual data has different private information [1]. The private information includes identity card, license plate number and finger-print. Another class of visual data, which is the focus of our paper, are the video streams of an object. We can use filtering algorithms (e.g. Kalman filter [2]) to track with considerable precision. The object in motion is first detected by an image processing algorithm from the video frames. The accuracy depends on the algorithm, along with the resolution of the image frames. Higher resolution of the camera and higher accuracy of the detection algorithm in the pixel coordinate improves localization of the tracked object in spatial coordinate.

We address two important questions pertaining to tracking object using Kalman filter from a video stream. The first question is from a utility viewpoint. We define utility as the quality of the estimation accuracy. If we are putting together an image acquisition and detection system to track the object shown in Fig. 1 using Kalman filter [3], we can ask: what is the most economical setup that ensures the estimated localization error to be always below a prescribed threshold or with a utility greater than a prescribed threshold?

The second question is about privacy. When an object is being tracked in a video stream, its privacy is proportional to the uncertainty in the estimate of its location. The notion of privacy is relevant when such videos are being accessed by a third party. The owner of this data might want to perturb the video such that a Kalman filter based estimation on it will keep the localization error above a prescribed value. Akin to the utility scenario one might ask: what is the optimal noise that we can add to the video which ensures that the estimated localization error is always above a prescribed threshold?

We are not aware of any prior works related to privacy and utility in object tracking using filtering from a video stream. Most of the works have focused on preserving privacy and/or utility of static images. In [4] the authors proposed a redaction by segmentation technique to ensure privacy of its contents. They showed that using their redaction method they can ensure near-perfect privacy while maintaining image utility. The authors in [5] the authors studied the impact of filters that blur and pixelize at different levels on the privacy and utility of various elements in a video frame. In [6] the authors presented a concept for user-centric privacy awareness in video surveillance. Other related works include [7], [8], [9], and [10].

II. PROBLEM FORMULATION

We model the object detection process from a video frame using a linear discrete time stochastic systems described by the model of the form

\[ x_{k+1} = F x_k + w_k, \]  
\[ y_k = H x_k + n_k, \]

where \( k = 0, 1, 2, \ldots \) represents the frame index, \( x_k \in \mathbb{R}^{n_x} \) is the \( n_x \) dimensional true state of the model in frame \( k \), \( w_k \in \mathbb{R}^{n_x} \) is the \( n_x \) dimensional zero-mean Gaussian additive process noise variable with \( \mathbb{E}[w_k w_k^T] = Q_{\delta_k} \). The \( n_y \) dimensional observations in frame \( k \) is denoted by \( y_k \in \mathbb{R}^{n_y} \) which is corrupted by
an $n_y$ dimensional additive noise $n_k \in \mathbb{R}^{n_y}$. The sensor noise at each time instant is a zero mean Gaussian noise variable with $\mathbb{E}[n_k n_k^T] = R \Sigma_k$. The initial conditions are $\mathbb{E}[x_0] = \mu_0$ and $\mathbb{E}[x_0 x_0^T] = \Sigma_0$. The process noise $w_k$, observation noise $n_k$, and initial state variable $x_0$ are assumed to be independent.

The optimal state estimator for the stochastic system $\hat{x}$ is the Kalman filter, defined by

$\begin{align*}
K_k &= \Sigma_k^{-} H^T \left[ H \Sigma_k^{-} H^T + R \right]^{-1}, \quad \text{(Kalman Gain)} \\
\mu_k^{+} &= F \mu_k^{+} - 1, \quad \text{(Mean Propagation)} \\
\Sigma_k^{+} &= F \Sigma_k^{-} F^T + Q, \quad \text{(Covariance Propagation)} \\
\mu_k^{+} &= F \mu_k^{+} + K_k (y_k - H \mu_k), \quad \text{(Mean Update)} \\
\Sigma_k^{+} &= (I_{n_x} - K_k H) \Sigma_k^{+}, \quad \text{(Covariance Update)}
\end{align*}$

(2)

where $\Sigma_k^{-}, \Sigma_k^{+} \in \mathbb{R}^{n_x \times n_x}$ are the prior and posterior covariance matrix of the error estimate for frame $k$ respectively. The variables $\mu_k^{+}, \Sigma_k^{+} \in \mathbb{R}^{n_x}$ denote the prior and posterior mean estimate of the true state $x_k$. The variable $K_k$ is the Kalman gain in frame $k$. The parameter $R$ is our design variable both for the case of utility and privacy, only varying in its interpretation. Now we define utility and privacy in the context of tracking a moving object.

a) Utility: Utility of the object detection system is specified by an upper bound on the steady-state estimation error due to filtering. We calculate a feasible $R$ that ensures the steady state prior covariance matrix to be upper-bounded by a prescribed positive definite matrix $\Sigma_\infty$ for the detection system modeled in eqn. [1].

The parameter $R$ is a measure of maximum inaccuracies allowed in the detection system.

b) Privacy: Privacy requirement is centered around a particular frame (say $k + 1^{\text{th}}$). It is specified by a lower bound on the estimation error $\Sigma_{k+1}^{\infty}$ after the Kalman update, for that particular frame. This is where the privacy scenario differs from the utility case, where we focus on the steady-state error. We are interested in calculating a feasible $R$ such that the posterior error covariance matrix $\Sigma_{k+1}^{\infty}$ is lower-bounded by a prescribed positive definite matrix $\Sigma_{d,k+1}^{\infty}$. The parameter $R$ is a measure of minimal noise that needs to be artificially injected to the $k + 1^{\text{th}}$ image frame to ensure privacy with respect to accurate localization.

In the following sections we present two theorems that demonstrates how the utility and privacy preserving design parameter $R$ can be modeled as a solution to two convex optimization problems involving linear matrix inequalities (LMI).

III. OPTIMAL $R$ FOR UTILITY

Theorem 1. Given $\Sigma_{d,k}^{\infty}$, the desired steady-state error variance, the optimal algorithmic precision $\Upsilon := R^{-1}$ that satisfies $\Sigma_\infty \preceq \Sigma_{d,k}^{\infty}$ is given by the following optimization problem,

$$
\min_{\Upsilon} \text{tr} \left( W \Upsilon W^T \right) \quad \text{subject to} \quad \begin{bmatrix} M_{11} & F \Sigma_{d,k}^{\infty} H^T \\ H \Sigma_{d,k}^{\infty} F^T & L + L \Upsilon L \end{bmatrix} \succeq 0,
$$

(3)

where

$$
\Upsilon \succeq 0,
$$

$L := H \Sigma_{d,k}^{\infty} H^T$, and

$$
M_{11} := \Sigma_{\infty} - F \Sigma_{d,k}^{\infty} F^T - Q + F \Sigma_{d,k}^{\infty} H^T L^{-1} H \Sigma_{d,k}^{\infty} F^T,
$$

with $\Upsilon \in \mathbb{R}^{n_y \times n_y}$. The variable $W \in \mathbb{R}^{n_x \times n_x}$ is user defined and serves as a normalizing weight on $\Upsilon$.

Proof. The steady state prior covariance is the solution to the following discrete-time algebraic Riccati equation (DARE)

$$
\Sigma_{\infty} = F \Sigma_{\infty} F^T + Q - F \Sigma_{\infty} H^T \left( H \Sigma_{\infty} H^T + \Upsilon^{-1} \right)^{-1} H \Sigma_{\infty} F^T,
$$

(4)

where $\Upsilon := R^{-1}$. We assume that $\Sigma_{d,k}^{\infty}$ is the solution of eqn. [4] for some $\Upsilon \succeq 0$, i.e. for detection precision $\Upsilon^d$ the steady-state variance is $\Sigma_{\infty}$. We use $A \geq B$ to
denote that $A - B$ is a positive semi-definite matrix. For any $\Sigma^d \preceq \Sigma$, eqn. [4] becomes the following inequality

$$\Sigma^d_F - F\Sigma^d_F F^T - Q + F\Sigma^d_H H^T (H\Sigma^d_H H^T + \Upsilon^{-1})^{-1} H\Sigma^d_F F^T \succeq 0. \quad (5)$$

Expanding $H\Sigma^d_H H^T + \Upsilon^{-1}$ using matrix-inversion lemma, the above inequality becomes

$$\Sigma^d_F - F\Sigma^d_F F^T - Q + F\Sigma^d_H H^T - F\Sigma^d_H H^T (L + L\Upsilon L)^{-1} H\Sigma^d_F F^T \succeq 0, \quad (6)$$

where $L := H\Sigma^d_H H^T$. Using Schur complement we get the following LMI

$$\begin{bmatrix}
    M_{11} & F\Sigma^d_H F^T \\
    H\Sigma^d_F F^T & L + L\Upsilon L
\end{bmatrix} \succeq 0, \quad (7)$$

where

$$M_{11} := \Sigma^d_F - F\Sigma^d_F F^T - Q + F\Sigma^d_H H^T - F\Sigma^d_H H^T (L + L\Upsilon L)^{-1} H\Sigma^d_F F^T.$$

The Optimal $\Upsilon^*$ is achieved by minimizing $\text{tr} \left( W\Upsilon W^T \right)$. \hfill $\square$

**Remark 1.** We assume complete detectability of $(F, H)$ and stabilizability of $(F, Q^{1/2})$ [11] for eqn. [1]. This ensure existence and uniqueness of the steady state prior covariance matrix $\Sigma^\infty$ (for a fixed $R$) for the corresponding DARE in eqn. [3]. The linear matrix inequality (LMI) in eqn. [5] gives the feasible set of $R : = \Upsilon^{-1}$. We introduced the convex cost function $\text{tr} \left( W\Upsilon W^T \right)$ to calculate the most economical choice of $R$.

**A. Theoretical Bound on Utility**

The minimal steady-state covariance of the estimate that any object detection setup can achieve modeled as in eqn. [1] is the solution to the following DARE

$$\Sigma^\infty = F\Sigma^\infty F^T + Q - F\Sigma^\infty H^T (H\Sigma^\infty H^T)^{-1} H\Sigma^\infty F^T. \quad (8)$$

This provides a theoretical lower bound on the prescribed $\Sigma^d_\infty$ that we can achieve. A positive unique solution to $\Sigma^\infty$ in eqn. [8] exists if $(F, H)$ pair is detectable, $(F, Q^{1/2})$ pair is stabilizable, and $H\Sigma^\infty H^T$ is full-rank.

**IV. Optimal $R$ for Privacy**

**Theorem 2.** Given $\Sigma^d_{k+1}$, the desired predicted error variance at time $k+1$, the optimal measurement noise $R_p$ that satisfies $\Sigma^d_{k+1} \succeq \Sigma^d_{k+1}$ for a known $\Sigma^d_k$, is given by the following optimization problem,

$$\min_{R_p} \text{tr} \left( W R_p W^T \right) \quad \text{subject to} \quad \begin{bmatrix}
    M_{11} & L \\
    L^T & L_2 + R_p \end{bmatrix} \succeq 0, \quad (9)$$

where

$$L_1 := F\Sigma^d_k F^T, \quad L_2 := H\Sigma^d_k H^T + R_s$$

and

$$M_{11} := -\Sigma^d_{k+1} + F\Sigma^d_k F^T + Q,$$

with $R_p \in \mathbb{R}^{n_s \times n_s}$. The variable $W \in \mathbb{R}^{n_p \times n_p}$ is user defined and serves as a normalizing weight on $R_p$.

**Proof.** The Riccati equation for predicted covariance is

$$\Sigma^-_{k+1} = A\Sigma^d_k A^T + Q - A\Sigma^d_k H^T (H\Sigma^d_k H^T + R_s + R_p)^{-1} H\Sigma^d_k F^T \quad (10)$$

where the measurement noise consists of inherent noise ($R_s$) due to the object acquisition setup which is assumed to be known and the noise ($R_p$) which needs to be added to ensure $\Sigma^d_{k+1} \succeq \Sigma^d_{k+1}$. Here $R_p$ is the design variable.

The $R_p$ that ensures lower bound on $\Sigma^-_{k+1}$ satisfies

$$\Sigma^-_{k+1} \succeq A\Sigma^d_k A^T + Q - A\Sigma^d_k H^T (H\Sigma^d_k H^T + R_s + R_p)^{-1} H\Sigma^d_k F^T \quad (10)$$

Using Schur complement we get the following linear matrix inequality,

$$\begin{bmatrix}
    M_{11} & L \\
    L^T & L_2 + R_p \end{bmatrix} \succeq 0, \quad (10)$$

where

$$L_1 := F\Sigma^d_k F^T, \quad L_2 := H\Sigma^d_k H^T + R_s$$

and

$$M_{11} := -\Sigma^d_{k+1} + F\Sigma^d_k F^T + Q,$$

The optimal $R_p^*$ is achieved by minimizing $\text{tr} \left( W R_p W^T \right)$. \hfill $\square$

**Remark 2.** The LMI in eqn. [9] gives the convex feasible set for $R_p$ that ensures lower bound on the posterior covariance in the $(k+1)$th frame. We impose a cost convex cost function $\text{tr} \left( W R_p W^T \right)$ to calculate an optimal $R_p$.  

3
V. NUMERICAL RESULTS

We assume a simplified motion model for the moving red object from one frame to another in a video, which is shown in Fig. 1. The dynamics in the pixel frame is

\[
\begin{bmatrix}
  x_{k+1} \\
  y_{k+1} \\
  \delta x_{k+1} \\
  \delta y_{k+1}
\end{bmatrix}
= \begin{bmatrix}
  1 & 0 & 1 & 0 \\
  0 & 1 & 0 & 1 \\
  0 & 0 & 1 & 1 \\
  0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  x_k \\
  y_k \\
  \delta x_k \\
  \delta y_k
\end{bmatrix}
+ w_k,
\]

(11)

where \( x_p^k \) is the pixel coordinates of the moving object in the \( k_{\text{sp}} \) frame, \( \mathbb{E}(w_k, w_l) = \delta_{k,l} Q \), and \( \mathbb{E}(n_k, n_l) = \delta_{k,l} R \). The video is generated synthetically. There are a total of 500 frames in this video with 425 rows and 570 columns in each frame. The pair \( (F, H) \) is completely detectable and \( (F, Q^{1/2}) \) is completely stabilizable, which ensures existence and uniqueness of positive solution to the induced DARE due to Kalman filtering of this system. The variable \( R \) is our design parameter.

A homography exists between the pixel coordinates \( (x^p) \) and the spatial coordinates \( (x) \). The homography in this numerical problem is represented as an affine map

\[
x_p = \begin{bmatrix}
  0 & \frac{n_2}{2} & \frac{n_3}{2} & 0 \\
  -\frac{n_1}{2} & 0 & 0 & 0
\end{bmatrix} x + \begin{bmatrix}
  \frac{n_1}{2} \\
  \frac{n_2}{2}
\end{bmatrix},
\]

\( U \)

The affine map induces a covariance relation \( \Sigma_{x^p|x} = U \Sigma_{xx} U^T \) from the pixel to the spatial coordinates. 

A. Utility results

The optimal utility of an object detection setup, which includes the image acquisition hardware and the image processing algorithm, can be prescribed as maximum error covariance allowed in the spatial coordinate frame \( (\Sigma_{xx} \leq \Sigma_{\text{max}}) \) due to filtering on the observed data. For instance, suppose we are tracking a car. We expect the tracking accuracy to be less than \( \text{diag}([L_{\text{car}}^2, L_{\text{car}}^2]) \), where \( L_{\text{car}} \) denotes the length of the car. This is important from a situational awareness perspective in a traffic system. Using the induced covariance relation \( \Sigma_{x^p|x} = U \Sigma_{xx} U^T \), we transform the utility requirement into pixel coordinate system. The theoretical lower bound on utility in the pixel coordinate system for \( Q = \text{diag}([0.1, 0.1, 50, 50]) \) is

\[
\Sigma_{x^p|x}^b = \text{diag}([54.891, 54.891]),
\]

which can be solved using the idare() function in MATLAB [12]. This lower bound translates to a lower bound of

\[
\Sigma_{xx}^b = \text{diag}([2.693e-3, 4.845e-3]) \text{m}^2,
\]

in the spatial coordinate system. If we allow for less precise filtering in pixel coordinates which can ensure an error covariance in the estimate of \( 1.5 \Sigma_{xx}^b \), the convex optimization problem yields an optimal precision requirement of

\[
\Upsilon^* = \text{diag}([0.660, 0.660]),
\]

with \( W \) chosen to be identity. To solve this we used CVX, a package for specifying and solving convex programs [13, 14]. We used SDPT3 solver [15] which took a CPU time of 0.95 secs to solve the problem in CVX.

The calculated \( R^* := \Upsilon^*^{-1} \) denotes that the intensity of the measurement noise (modeled as zero mean Gaussian) that gets added to the actual measurement due to the hardware and the object detection algorithm, needs to be less than \( 1.5 \) (pixel length)\(^2\). This will ensure that the estimation error always remains below the prescribed threshold of \( 1.5 \Sigma_{xx}^b \). One can relate this precision requirement to different aspects of the detection process. For instance, the value of the precision is proportional to the resolution of the camera used. Higher resolution denotes higher precision. The matrix \( W \) used in the cost function can be interpreted as a price per unit resolution. With proper choice of \( W \) we can calculate the most economical sensing system that satisfies our requirement. Using a precision of \( \Upsilon^* = \text{diag}([0.660, 0.660]) \) we calculate the RMSE for 500 Monte-Carlo (MC) runs with randomized initial conditions which is shown in Fig. 2 The peaks in the plot is due to the fact that we assumed a linear motion model whereas Fig. 1 shows that the motion no longer remains linear at places where there is considerable change in the direction. In Fig. 3 we see the evolution of the error covariance matrix \( \Sigma_{xx} \) with different frames, averaged over 500 MC runs. In the steady state this covariance is guaranteed to remain below the prescribed \( 1.5 \Sigma_{xx}^b \).

B. Privacy results

In the system defined in eqn. 11 and eqn. 12 we assume that the measurement model has inherent sensor and/or object detection zero mean Gaussian noise \( n_s \). We add a synthetic zero mean Gaussian noise \( n_p \) to the image to ensure privacy. The noise intensity \( \mathbb{E}[n_s n_s^T] = R_s \) is known and \( \mathbb{E}[n_p n_p^T] = R_p \) is our design parameter.
In Fig. 2, we see consecutive three frames with a smaller region inside them marked as A. These frames span the discrete time points \( \{t, t-1, t+1\} \) as shown in the figure. When the tracked red object is in A in the \( t+1 \)th frame, we want the location estimation error \( \Sigma_{t+1}^{-} \) to be greater than prescribed \( \Theta_{t+1} \). We choose \( \Theta_{t+1} \) to be \( \text{diag}(\{2.703e-03 4.862e-03\}) \) in the spatial coordinates, which translates to \( \text{diag}(\{54.891 54.891\}) \) in the pixel frame. Starting with an initial prior covariance \( \Sigma_t^{-} \), our proposed privacy theorem yields

\[
R_p = \text{I}_2,
\]

with \( W \) chosen to be identity. We assumed that the object acquisition and detection setup adds no noise to the measurement, i.e. \( R_s = 0 \). From a data sharing perspective, we would share the image frame at time point \( t+1 \) with added noise of intensity \( R_p \). Our privacy preserving framework is explained in Fig. 5.

To solve for \( R_p \), we again used CVX. We used SDPT3 solver which took a CPU time of 0.44 secs to solve the problem in CVX. The reduction in CPU time for the privacy problem compared to the utility problem is due to the fact that there is no inverse operation in the LMI.

**Remark 3.** We see in Fig. 4 that the red object which is being tracked using a Kalman filter, can still be identified in the \( t+1 \) frame, but cannot be precisely tracked beyond a certain accuracy.

**VI. Conclusion**

In this work we addressed two questions related to privacy and utility for moving object detection from a video stream using the Kalman filter. We modeled them as convex optimization problems based on LMIs. The proposed framework was implemented on a numerical problem for two scenarios. First, the purpose was to track an object with an upper bound on estimation error while ensuring utility. Second, we calculated the minimal noise that needs to be injected to a frame to ensure desired privacy prescribed by a lower bound on the localization error of the object.
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