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The coalescing Brownian flow on \( \mathbb{R} \) is a process which was introduced by Arratia [Coalescing Brownian motions on the line (1979) Univ. Wisconsin, Madison] and Tóth and Werner [Probab. Theory Related Fields 111 (1998) 375–452], and which formally corresponds to starting coalescing Brownian motions from every space–time point. We provide a new state space and topology for this process and obtain an invariance principle for coalescing random walks. This result holds under a finite variance assumption and is thus optimal. In previous works by Fontes et al. [Ann. Probab. 32 (2004) 2857–2883], Newman et al. [Electron. J. Probab. 10 (2005) 21–60], the topology and state-space required a moment of order \( 3 - \varepsilon \) for this convergence to hold. The proof relies crucially on recent work of Schramm and Smirnov on scaling limits of critical percolation in the plane. Our approach is sufficiently simple that we can handle substantially more complicated coalescing flows with little extra work—in particular similar results are obtained in the case of coalescing Brownian motions on the Sierpinski gasket. This is the first such result where the limiting paths do not enjoy the noncrossing property.

1. Introduction.

1.1. Motivation. The coalescing Brownian flow or Arratia’s flow was first introduced and studied by Arratia [3, 4], as a limiting object describing the large-scale behaviour of the one-dimensional voter model. Informally, this process consists of particles that perform independent coalescing Brownian motions, starting from every space time \((x, t)\). By independent coalescing Brownian motions, we mean two paths which are independent Brownian motions until the first time they meet, and which subsequently continue as one single Brownian motion.

Since then, the Brownian web has been conjectured or proved to describe scaling limits in a large number of seemingly disconnected models: let us mention in particular the works of Tóth and Werner [25] in connection with true self-repelling motion, Coletti et al. [10] in connection with a drainage network model, Sarkar...
and Sun [22] in connection with oriented percolation, Norris and Turner [21] in connection with Hastings–Levitov planar aggregation models.

It is not a priori easy to turn the informal description in the first paragraph into a rigorous mathematical object. The difficulty lies in the fact that there are uncountably many starting points. Curiously, foundations for constructing the Brownian web as a random variable in a “nice” space and studying convergence of discrete objects to the Brownian web were only laid down recently, in a series of papers by Fontes et al. [12].

1.2. Main results. Our object in this paper is threefold:

1. First, we provide an alternative state-space and topology for coalescing flows such as Arratia’s flow (Theorem 3.1). Inspired by the setup introduced by Schramm and Smirnov in [23] for critical percolation, we call this space the Schramm–Smirnov space of coalescing flows $\mathcal{H}$. See Definition 2.5. As the reader will see, our setup has the great advantage that it makes the proof of convergence of discrete objects to the limiting Brownian flow surprisingly simple.

2. We then prove an invariance principle (Theorem 4.1) for the convergence of scaled coalescing random walks on $\mathbb{Z}$ toward Arratia’s flow under an optimal finite variance assumption on the random walk. Note that in previous works, the topological setup was different and establishing tightness already required a nontrivial proof. In particular, in [7], it is shown that in order to obtain a tightness criterion, a $3 + \varepsilon$ finite moment is sufficient, while existence of a $3 - \varepsilon$ moment is needed. We prove in our present setting that a finite variance is both necessary and sufficient.

3. Finally, we illustrate the simplicity and flexibility of our approach by showing similar results for coalescing flows where the underlying geometry is substantially more complicated. We focus in particular on coalescing random walks on the discrete infinite Sierpinski gasket, and prove that this can be rescaled to a coalescing Brownian flow on the continuous Sierpinski gasket (Theorem 6.1). On the real line any two continuous paths cannot cross without hitting each other. This is an obvious topological fact in dimension one which underlies Arratia’s original approach and much of the work on the subject. But this property is absent for the Sierpinski Gasket since one of the paths can go into some other “triangle” and come back later at a suitable time.

At the heart of our approach is the groundbreaking work of Schramm and Smirnov [23] on scaling limits of critical percolation in the plane. We borrow directly from their work by adapting the quad-crossing or Schramm–Smirnov state-space and topology to the study of coalescing flows. As in the percolation case, the state space is compact, so only uniqueness of subsequential limits has to be established. Thus, one of the main advantages of our approach is that very few estimates are needed in order to establish this convergence. The bulk of the work is in some sense to construct the limiting object in the Schramm–Smirnov space. Convergence of the discrete object to the continuous one then follows rather simply.
by an argument based on “uniform coming down from infinity” (Proposition 4.4), which is the main technical ingredient.

In the companion paper [8], we will illustrate further the extent and breadth of the analogy between coalescing flows and critical percolation, by showing that the Brownian webs in this paper (including, say, on the Sierpinski gasket) are all examples of black noises.

1.3. Relation to previous work. As mentioned earlier, one of the main results in this paper (Theorem 4.1) is an invariance principle for coalescing random walk under a second moment assumption. This contrasts sharply with the approach developed by Fontes et al. [12]: indeed, using that topology, a series of works culminating with Newman et al. [20] showed that such an invariance principle holds under a fifth moment assumption. Subsequently, Belhaouari et al. [7] lowered this to a $3 + \varepsilon$ moment assumption and, surprisingly, showed that this was in fact also necessary, in the sense that the convergence does not hold if the random walk’s $3 - \varepsilon$ moments are not finite for some $\varepsilon > 0$.

To understand better the difference between the two approaches, it is useful to dwell further on the analogy with percolation. In that context, it is also a nontrivial task to build a “nice” state-space and topology for taking scaling limits (as the mesh size tends to 0). One can study the collection of all individual contour interfaces of clusters (an approach originating in the work of Aizenmann and Buchard [1] and culminating in the work of Camia and Newman [9]), or one can ask about macroscopic connectivity properties. This is the viewpoint taken in the work of Schramm and Smirnov [23] which motivates our approach. This latter topological framework introduced by Schramm and Smirnov was recently used and extended in [13] and [14] in order to prove that near-critical percolation on the triangular grid has a (massive) scaling limit.

Some alternative approaches to the construction of Arratia’s flow have been proposed which we briefly review. One of the problem for formulating a state-space for Arratia’s flow is that it is not in the strict sense a flow, for example, it may well be the case that from a point $x \in \mathbb{R}$ there is more than one trajectory coming out of it. To go around this problem, Norris and Turner [21] considered the space of weak flows, which replaces the notion of a flow $(\phi_{st})_{s<t}$ by a pair $(\phi_{st}^-, \phi_{st}^+)$ satisfying some compatibility relations. Essentially, $\phi^-$ is the left-continuous version of the flow and $\phi^+$ the right-continuous version. Arratia’s flow is then identified as the unique random variable on this space such that its restriction to finitely many points forms a coalescing Brownian motion started from that set. This approach is very elegant but has the drawback that it relies crucially on the noncrossing property.

Le Jan and Raimond, in a series of papers, [18, 19], adopted a different point of view on the question. They viewed Arratia’s flow as a (random) flow of maps, which are essentially consistent systems of $n$-point Markovian systems, describing the law of the motion of $n$ indivisible points. While this approach is in principle very general (and in particular, does not rely on the noncrossing property), it is not
well-suited to the questions of taking a scaling limit of some discrete flow to its continuous counterpart. This is because the question of scaling limits would have to be approached through the finite-dimensional distributions of the flow. See, for instance, [17] for an example and see [16] for a good survey of this approach.

1.4. Organisation of the paper. The paper will be divided as follows:

• In Section 2, we describe the setup used in this paper, that is, the Schramm–Smirnov space \( H \) (see Definition 2.5) and its topology. We also explain how to view a compact set of paths as an element of the state space \( H \), and give a convenient criterion for convergence in terms of tube-crossing probabilities.

• In Section 3, we give a construction and characterisation of the Brownian web as a random variable on \( H \) (Theorem 3.1). This is immediately followed in Section 3.2 by a result characterising further the Brownian web. This is not needed for the rest of the paper and may be skipped by a reader who only wishes to read the invariance principle of Section 4.

• In Section 4, we state and prove the invariance principle showing that rescaled coalescing random walks converge to the Brownian web (Theorem 4.1).

• In Section 5, we extend our setup to study simple coalescing random walks on the Sierpinski gasket.

• In the final Section 6, we state and prove an invariance principle showing that rescaled coalescing random walks on the Sierpinski graph converge to the coalescing flow on the Sierpinski gasket constructed in Section 5.

• In the Appendix, we make the link with the state-space and topology of Fontes et al. In particular, we show that our topology is coarser.

2. Schramm–Smirnov topology and flows.

2.1. The space of tubes. We start by introducing the notion of tubes (which replaces the notion of quads in the case of planar percolation). Fix \( d \geq 1 \); we will consider in this section coalescing flows for which the individual paths are naturally embedded into \( \mathbb{R}^d \). We will denote a generic space–time point \( z = (x, t) \), where \( x \in \mathbb{R}^d \) represents the spatial coordinate and \( t \) is the time-coordinate.

**Definition 2.1 (Tube).** A tube \( T \) is a triplet \( ([T], \partial_0 T, \partial_1 T) := (\varphi([0, 1]^{d+1}), \varphi([0, 1]^d \times \{0\}), \varphi([0, 1]^d \times \{1\})) \) where \( \varphi : [0, 1]^d \times [0, 1] \to \varphi([0, 1]^d \times [0, 1]) \subseteq \mathbb{R}^d \times \mathbb{R} \) is a homeomorphism such that \( \varphi([0, 1]^d \times \{0\}) \) and \( \varphi([0, 1]^d \times \{1\}) \) are subsets of \( \mathbb{R}^d \times \{t_0\} \) and \( \mathbb{R}^d \times \{t_1\} \), respectively, for some \( t_0 < t_1 \). Furthermore, we require that \( [T] = \varphi([0, 1]^{d+1}) \) is included in \( \mathbb{R}^d \times [t_0, t_1] \). Informally, \( T \) is a topological cube along with a distinct pair of opposite faces which are both orthogonal in \( \mathbb{R}^{d+1} \) to the time axis. We call \( t_0 \) the *start time* of \( T \) and \( t_1 \) the *end time* of \( T \). The sets \( \partial_0 T \) and \( \partial_1 T \) are called the *lower face* and the *upper face* of \( T \), respectively. See Figure 1 in the case \( d = 1 \).
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Fig. 1. On the left, a tube $T$ with lower and upper face $\partial_0 T$ and $\partial_1 T$. The tube $T$ is traversed by paths $\gamma_2$ and $\gamma_3$ but not by $\gamma_1$. On the right, a tube $T'$ from the class $\mathcal{T}_\square$ of Definition 2.14 approximating a tube $T$, shown in dotted line.

**Definition 2.2 (Metric space of tubes).** The space of all such tubes, denoted by $\mathcal{T}$, can be equipped with the following metric:

$$d_T(T_1, T_2) := d_{\text{Haus}}([T_1], [T_2]) + d_{\text{Haus}}(\partial_0 T_1, \partial_0 T_2) + d_{\text{Haus}}(\partial_1 T_1, \partial_1 T_2),$$

where $d_{\text{Haus}}$ is the usual Hausdorff metric on the compact subsets of $\mathbb{R}^{d+1}$, which is given by $d_{\text{Haus}}(A, B) = \max(\sup_{b \in B} \inf_{a \in A} \|a - b\|_2, \sup_{a \in A} \inf_{b \in B} \|a - b\|_2)$. It is easy to see that $(\mathcal{T}, d_T)$ is separable (see, e.g., Section 2.6.1).

2.2. The space of coalescing flows. First, we introduce the notion of crossing or traversing for a tube by a continuous path in $\mathbb{R}^d$ with a specified starting time. A continuous path $\gamma$ with starting time $t$ is just a continuous map $\gamma : [t, \infty) \to \mathbb{R}^d$ and is denoted by $(\gamma, t)$. We will say that a tube $T$ is crossed or traversed by $(\gamma, t)$ if $t \leq t_0$, $(\gamma(t_0), t_0) \in \partial_0 T$, $(\gamma(t_1), t_1) \in \partial_1 T$ and $(\gamma(s), s) \in [T]$ for all $s \in (t_0, t_1)$, where $t_0$ and $t_1$ are the start time and the end time of $T$, respectively. Informally, this means that the trajectory of the path $\gamma$ enters the tube $T$ through the lower face $\partial_0 T$ and stays in it throughout until it exits $T$ through its upper face $\partial_1 T$. Given any (finite or infinite) collection of such continuous paths with starting times, we can associate the subset of $\mathcal{T}$ which consists of all the tubes which are crossed by at least one path from the collection. For example, in the case $d = 1$, for a family of continuous (random) paths which are trajectories of some coalescing Brownian particles starting from different space–time points in $\mathbb{R}^2$, we can naturally obtain via the above association an element of $\{0, 1\}^\mathcal{T}$. This contains a lot of information about the coalescing paths. This suggests taking $\{0, 1\}^\mathcal{T}$ as a state-space for the Brownian web. But as indicated in [23], this turns out to be too big and unwieldy for our purpose. Instead, note that a subset of $\mathcal{T}$ consisting of all the tubes which
are crossed by some collection of paths cannot be arbitrary: some compatibility conditions must be satisfied. The following partial order on tubes, which mirrors that of [23] will help to clarify the structure.

**Definition 2.3 (Partial orders on tubes).** If \( T_1, T_2 \in \mathcal{T} \) are two tubes, we will say that:

(a) \( T_1 \leq T_2 \) if whenever \( T_2 \) is traversed by any path \( \gamma \), \( T_1 \) is also traversed by \( \gamma \). See Figure 2.

(b) \( T_1 < T_2 \) if there are open neighborhoods \( U_i \) of \( T_i \) in \((\mathcal{T}, d_\mathcal{T})\) such that \( T'_1 \leq T'_2 \) holds for any \( T'_i \in U_i, i = 1, 2 \).

The definition below (following again [23]) singles out a particular class of subsets of \( \mathcal{T} \) by adding the compatibility constraint on the tubes which are considered to be traversed.

**Definition 2.4 (Hereditary subsets of \( \mathcal{T} \)).** A subset \( S \subset \mathcal{T} \) is called hereditary if whenever \( T \in S \) and \( T' \in \mathcal{T} \) such that \( T' < T \), we also have \( T' \in S \).

We are now ready to define the crucial definition for our state-space:

**Definition 2.5 (Space of coalescing flows).** Let \( \mathcal{H} \) be the space of all closed hereditary subsets of \( \mathcal{T} \). We call \( \mathcal{H} \) the Schramm–Smirnov space of coalescing flows or simply the space of coalescing flows.

**Remark 2.6.** The word closed in the above definition refers to the Hausdorff metric on tubes of Definition 2.2. Essentially, it is a way of setting the following convention: if \( T_n \to T \) in \( d_\mathcal{T} \) and each \( T_n \) is crossed by a family of continuous paths, then we declare \( T \) to be crossed by that family. Another way to think about it is that it shows how to decide whether a tube is crossed in the ambiguous case when a path touches the boundary of the tube, like the path \( \gamma_3 \) in Figure 1. Such a tube is declared crossed.
2.3. The tube-topology. Having defined our state-space $\mathcal{H}$ we need a convenient topology for it. Following [23], we define a topology on $\mathcal{H}$ generated by the following subbase (their finite intersections form a basis for the topology)

\begin{align}
(2.1) & \{ H \in \mathcal{H} : H \cap U \neq \emptyset \}, \quad U \subseteq \mathcal{T} \text{ topologically open}, \\
(2.2) & \{ H \in \mathcal{H} : T \notin H \}, \quad T \in \mathcal{T}.
\end{align}

We denote $\{ H \in \mathcal{H} : T \in H \}$ and $\{ H \in \mathcal{H} : H \cap U \neq \emptyset \}$ by $\blacklozenge_T$ and $\blacklozenge^U$, respectively.

Intuitively speaking, this choice of open sets for the tube-topology leads to the following desirable properties: if a tube $T$ is crossed by a collection of paths, and if those paths undergo a slight ‘perturbation’, then some tube in the neighborhood of $T$ will still be crossed [corresponding to (2.1)]. Also, if $T$ is not crossed by a collection of paths, then a small perturbation in those paths cannot result in a crossing of $T$ [corresponding to (2.2)].

The following fundamental result is due to Schramm and Smirnov.

**Theorem 2.7.** The Schramm–Smirnov space $\mathcal{H}$ equipped with the tube-topology has the following properties:

1. $\mathcal{H}$ is separable, metrizable, and hence a Polish space.
2. $\mathcal{H}$ is compact.
3. For any dense set $S$ of $\mathcal{T}$, the $\sigma$-field generated by $\{ \blacklozenge_T : T \in S \}$ is the Borel $\sigma$-field on $\mathcal{H}$.

The above theorem is an immediate consequence of a more general result (precisely Theorem 3.10) of [23] which works for the space of closed hereditary subsets of any second-countable topological space $X$ with a partial ordering $\prec$ such that the ordering satisfies

\begin{align}
(2.3) & \{ (x, y) \in X^2 : x \prec y \} \quad \text{is a topologically open subset of } X^2, \\
(2.4) & \forall x \in X, \quad x \in \{ y \in X : y \prec x \}.
\end{align}

For us, $X = \mathcal{T}$ with the partial order $<$ in which case conditions (2.3) and (2.4) are easy to verify.

The reader may find close similarities between the tube-topology and the standard Fell topology (or the topology for closed convergence) defined on $\text{Cld}(\mathcal{T})$, the space of closed subsets of $\mathcal{T}$. The Fell topology has many desirable properties including compactness [which is lacked by the topology induced by the Hausdorff metric on $\text{Cld}(\mathcal{T})$]. The fact is using (2.3) and (2.4), one can prove that $\mathcal{H}$ is closed subset of $\text{Cld}(\mathcal{T})$ under the Fell topology, and moreover, the induced topology on $\mathcal{H}$ is the same as the tube-topology.

Later we will need the next lemma which says that a monotone (with respect to set inclusion) sequence in $\mathcal{H}$ always converges.
Lemma 2.8. Let $H_1 \subseteq H_2 \subseteq \cdots$ be a nondecreasing sequence in $\mathcal{H}$. Then there exists $H \in \mathcal{H}$ such that $d_{\mathcal{H}}(H_n, H) \to 0$. Furthermore, $H = \bigcup_{n=1}^{\infty} H_n$, the closure being taken with respect to $d_T$.

Proof. Since $\mathcal{H}$ is compact, $H_k$ has subsequential limits. Let $H, H'$ be two such limits, taken, respectively, along the subsequences $(n_k)$ and $(m_j)$. Let us show first that $H_n \subseteq H$ for all $n \geq 1$. If $T$ is a tube such that $T \in H_n$ for some $n$ then by monotonicity $T \in H_{nk}$ for all $k$ sufficiently large. In other words, $H_{nk} \in \mathcal{T}$ for all sufficiently large $k$. Since $\mathcal{T}$ is a closed set in $(\mathcal{H}, d_{\mathcal{H}})$, we have $H = \lim_k H_{nk} \in \mathcal{T}$. Hence, $T \in H$ as well.

Now let us show that $H' \subseteq H$. Fix $T \in H'$. By definition of the basic open sets given in (2.1), for all $\delta > 0$ there exists $T_\delta \in \mathcal{T}$ such that $d_T(T, T_\delta) < \delta$ and $T_\delta \in H_{mj}$ for all sufficiently large $j$. Since $H_{mj} \subseteq H$ by the above observation, $T_\delta \in H$ for all $\delta$. But now since $H$ is a closed subset of $\mathcal{T}$ and $d_T(T_\delta, T) \to 0$ as $\delta \to 0$, it follows that $T \in H$ as well. Hence, $H' \subseteq H$. By symmetry $H = H'$ and this proves the uniqueness of the subsequential limit.

Now since $H_k \subseteq H$ for all $k \geq 1$ and $H$ is closed, we have $\bigcup_{k=1}^{\infty} H_k \subseteq H$. We have also shown that given $T \in H$ there exists a sequence of tubes $T_\delta \in \bigcup_{k=1}^{\infty} H_k$ such that $d_T(T_\delta, T) \to 0$ as $\delta \to 0$. This shows that $H \subseteq \bigcup_{k=1}^{\infty} H_k$ and the proof of the lemma is complete. □

2.4. Coalescing paths as an element of the space $\mathcal{H}$. Let $C[t_0]$ denote the set of continuous functions from $[t_0, \infty)$ to $\mathbb{R}^d$. Define

$$\Pi = \bigcup_{t_0 \in \mathbb{R}} C[t_0] \times \{t_0\},$$

where $(\gamma, t_0) \in \Pi$ represents a path $\gamma$ in $\mathbb{R}^d$ which starts from time $t_0$. For $(\gamma, t_0) \in \Pi$, let $\hat{\gamma}$ be the continuous function that extends $\gamma$ to entire time $\mathbb{R}$ by setting $\hat{\gamma}(t) = \gamma(t_0)$ for all $t < t_0$. We then define a distance $\rho$ on $\Pi$ by

$$\rho((\gamma_1, t_1), (\gamma_2, t_2)) = d_{\sup}(\hat{\gamma}_1, \hat{\gamma}_2) + |t_1 - t_2|,$$

where $d_{\sup}(\hat{\gamma}_1, \hat{\gamma}_2) = \sum_{k=1}^{\infty} 2^{-k} \sup_{t \in [-k, k]} \min(||\hat{\gamma}_1(t) - \hat{\gamma}_2(t)||, 1)$. It is easy to check that $(\Pi, \rho)$ is a complete separable metric space.

If $\zeta \subseteq \Pi$ is any collection of continuous functions (with starting times), one can naturally associate to it a subset $\text{Cr}(\zeta)$ of $\mathcal{T}$ consisting of all tubes traversed by $\zeta$. It is clear that $\text{Cr}(\zeta)$ is hereditary for any $\zeta \subseteq \Pi$. To associate to $\zeta$ a genuine member of $\mathcal{H}$, we need to check that $\text{Cr}(\zeta)$ is closed in $\mathcal{T}$ so that $\text{Cr}(\zeta) \in \mathcal{H}$. The following straightforward lemma says that this happens at least if $\zeta$ is compact.

Lemma 2.9. If $\zeta \subseteq \Pi$ is compact, then $\text{Cr}(\zeta) \in \mathcal{H}$. 

PROOF. We need to show that if \( T_n \in \text{Cr}(\zeta) \) and \( d_T(T_n, T) \to 0 \), then \( T \in \text{Cr}(\zeta) \). Suppose that \( T_n \) is traversed by \((\gamma_n', \tau_n') \in \zeta\). Since \( \zeta \) is compact, we can find a subsequence \( \{n_k\} \) such that \((\gamma_{n_k}', \tau_{n_k}') \to (\gamma', \tau) \in \zeta \) in the metric \( \varrho \). Let \( t_0(T_n) \) and \( t_0(T) \) be the starting times of the tubes \( T_n \) and \( T \), respectively. Their ending times \( t_1(T_n) \) and \( t_1(T) \) are defined similarly. Note that \( t_i(T_{n_k}) \to t_i(T), \) for \( i = 0, 1 \).

Since \( \tau_{n_k} \leq t_0(T_{n_k}) \), we have \( \tau \leq t_0(T) \). We first need to show that \( (\gamma(s), s) \in [T] \) for each \( s \in (t_0(T), t_1(T)) \). Fix \( s \in (t_0(T), t_1(T)) \). Since we can find \( s_{n_k} \in [t_0(T_{n_k}), t_1(T_{n_k})] \) such that \( s_{n_k} \to s \). Then \((\gamma_{n_k}(s_{n_k}), s_{n_k}) \in [T_{n_k}] \). By uniform convergence of \( \gamma_{n_k} \) to \( \gamma \) on the compact time intervals, we have \( \gamma_{n_k}(s_{n_k}) \to \gamma(s) \), and hence \((\gamma(s), s) \in [T] \). Since \((\gamma_{n_k}(t_i(T_{n_k})), t_i(T_{n_k})) \to (\gamma(t_i(T)), t_i(T)) \) for each \( i \), we can easily see that \( (\gamma(t_i), t_i) \in \partial_i T \) for \( i = 1, 2 \). This completes the proof. \( \square \)

REMARK 2.10. The conclusion of the above lemma holds under the following slightly weaker assumption which turns out to be convenient in practice. Let \( T \) be a tube and for \((\gamma, t_0) \in \Pi \) set \( \tau(\gamma, T) := \inf\{t \geq t_0: \gamma(t) \in \partial_0 T\} \) (with \( \inf \emptyset = +\infty \), as usual), and set \( \gamma_T(t) = \gamma(t) \) for \( t \geq \tau(\gamma, T) \). If \( \zeta \subseteq \Pi \) set \( \zeta_T = \{(\gamma_T, \tau(\gamma, T)): \tau(\gamma, T) < \infty\} \). Then the conclusion of Lemma 2.9 holds as soon as \( \zeta_T \) is compact in \( \Pi \) for every tube \( T \in \mathcal{T} \). In words, if the collection of paths \( \zeta \), restricted to any particular tube \( T \), is compact, then this induces an element \( \text{Cr}(\zeta) \in \mathcal{H} \).

2.5. Countable coalescing process. Fix \( d \geq 1 \) and a countable ordered set of \( \mathbb{R}^d \)-valued continuous paths \((\gamma_j, s_j)_{j \geq 1} \) in \( \Pi \). From this countable set of free paths, we define an ordered set of coalescing paths \((\gamma^c_j, s_j)_{j \geq 1} \) in \( \Pi \) inductively using the following coalescing rule. Set \( \gamma^c_1 = \gamma_1 \). For \( j > 1 \), set \( \tau_j = \inf\{t \geq s_j: \gamma_j(t) \in \{\gamma^c_1(t), \gamma^c_2(t), \ldots, \gamma^c_{j-1}(t)\}\} \) with the usual convention that \( \inf \emptyset = \infty \). Take

\[ I_j = \min\{i \in \{1, 2, \ldots, j - 1\}: \gamma_j(\tau_j) = \gamma^c_i(\tau_j)\} \quad \text{if } \tau_j < \infty. \]

For \( t \geq s_j \), define

\[ \gamma^c_j(t) = \begin{cases} \gamma_j(t), & \text{if } t < \tau_j, \\ \gamma^c_{I_j}(t), & \text{if } t \geq \tau_j. \end{cases} \]

In words, if the free paths of labels \( i \) and \( j \) collide, they both subsequently follow the path with the lower label.

2.6. Characterization and convergence criterion for probability measures on \( \mathcal{H} \). A general tube can be extremely complicated and its crossing probability can be very hard to deal with. But in order to characterize a probability measure on \( \mathcal{H} \), it is enough to know the joint crossing probabilities of finitely many “nice” tubes belonging to a class of tubes which is dense in \( \mathcal{T} \).
Lemma 2.11 (Characterization). Let $\hat{T}$ be any dense subset of $\mathcal{T}$. Let $Q_1$ and $Q_2$ be two probability measures on $\mathcal{H}$ such that for all $m \geq 1$ and for all $T_1, \ldots, T_m \in \hat{T}$,

$$Q_1(\beth T_1 \cap \cdots \cap \beth T_m) = Q_2(\beth T_1 \cap \cdots \cap \beth T_m).$$

Then $Q_1 = Q_2$.

Proof. The events of the form $\beth T_1 \cap \cdots \cap \beth T_m$ for some $m \geq 1$, and some $T_1, \ldots, T_m \in \hat{T}$, form a $\pi$-system which generates the entire Borel $\sigma$-field by Theorem 2.7. By Dynkin’s lemma, any two probability measures which agree on this $\pi$-system must hence be identical. □

For us the main advantage of $\mathcal{H}$ being compact is that it implies that the set of all probability measures on $\mathcal{H}$ is also compact under the topology of weak convergence, hence any sequence of probability measures on $\mathcal{H}$ automatically has a subsequential limit. This greatly reduces the amount to work necessary to establish weak convergence for probability measures on $\mathcal{H}$. The following proposition gives a useful criterion for the weak convergence of a sequence of probability measures $(Q_\eta)_{\eta > 0}$ toward a limiting measure $Q$ in terms of the joint crossing probabilities of certain family of tubes. But before that, we state the following definition.

A subset of tubes $\hat{T} \subseteq \mathcal{T}$ is called super-dense in $\mathcal{T}$ if:

(P1) There exists a countable subset $\mathcal{T}^0 \subseteq \mathcal{T}$ such that $\mathcal{T}^0$ is dense in $\mathcal{T}$.

(P2) For each $T \in \mathcal{T}^0$, there exists a monotone chain of tubes $T^\delta \in \hat{T}$ indexed by $\delta \in I(T, \hat{T})$, where $I(T, \hat{T}) \subset [0, 1]$ has a countable complement, such that $T^0 = T$ and $T^\delta_1 < T^\delta_2$ if $\delta_1 > \delta_2 \geq 0$ and moreover, $d(T, T^\delta, T) \to 0$ as $\delta \to 0+$.

Clearly, a super-dense family of tubes is also dense in $\mathcal{T}$.

Proposition 2.12 (Convergence). Assume that $\hat{T}$ is super-dense in $\mathcal{T}$. Let $(Q_\eta)_{\eta > 0}$ be a sequence of probability measures on $\mathcal{H}$. Suppose that

$$q(T_1, \ldots, T_m) := \lim_{\eta \to 0} Q_\eta(\beth T_1 \cap \cdots \cap \beth T_m)$$

exists for all $m \geq 1$ and $T_1, T_2, \ldots, T_m \in \hat{T}$. Then there exists a (unique) probability measure $Q$ on $\mathcal{H}$, such that $Q_\eta \overset{d}{\to} Q$. Furthermore there exists $\hat{T}' \subseteq \hat{T}$ which is again super-dense in $\mathcal{T}$ and such that $Q(\beth T_1 \cap \cdots \cap \beth T_m) = q(T_1, \ldots, T_m)$ for all $T_1, \ldots, T_m \in \hat{T}'$.

Before proving the proposition, we will first note a result about the (topological) boundary of the event that a tube is traversed. If $A \subset \mathcal{H}$, let $\partial A$ denote the boundary of $A$ for the topology of $\mathcal{H}$, that is, $\partial A = \hat{A} \setminus A^\circ$. 
LEMMA 2.13. For $T \in \mathcal{T}$, the boundary of the closed set $\Box_T$ satisfies

$$\partial \Box_T \subseteq \left( \bigcap_{T < T'} \neg \Box_{T'} \right) \cap \Box_T.$$  

PROOF. Fix $T'$ such that $T < T'$. Find an open neighborhood $U$ of $T'$ such that $T < T''$ for all $T'' \in U$. Then $\Box_U$ is an open subset of $\Box_T$ and hence $\Box_{T'}, \subseteq \Box_T \subseteq \Box_T \cap \neg \Box_{T'}$. Hence, since $\Box_T$ is closed,

$$\partial \Box_T = \Box_T \setminus \Box_T \subseteq \Box_T \cap \neg \Box_{T'}.$$  

The lemma follows since the above inclusion holds for all $T < T'$. □

PROOF OF PROPOSITION 2.12. By compactness of $\mathcal{H}$, it suffices to establish the unique subsequential limit is $Q$. Let $Q'$ be another subsequential limit of $(Q_\eta)$. Note that by the portmanteau theorem,

$$Q(\bigcap_{i=1}^m \Box_{T_i}) = \lim_{\eta \to 0^+} Q_\eta(\bigcap_{i=1}^m \Box_{T_i}) = Q'(\bigcap_{i=1}^m \Box_{T_i})$$  

for all $m \geq 1$ and $T_1, \ldots, T_m \in \hat{\mathcal{T}}$ such that $Q(\partial \Box_{T_i}) = 0$ and $Q'(\partial \Box_{T_i}) = 0$ for each $1 \leq i \leq m$.

Let $\mathcal{T}_0 \subseteq \mathcal{T}$ be a countable subset satisfying the properties (P1) and (P2) in the definition of the super-dense class of tubes. By Lemma 2.13, for any two tubes $T_1 < T_2$,

$$\partial \Box_{T_1} \cap \partial \Box_{T_2} = \emptyset.$$  

Let $T \in \mathcal{T}_0$ and let $(T^\delta)_{\delta \in I(T, \hat{\mathcal{T}})} \subseteq \hat{\mathcal{T}}$ satisfy the property (P2) of super denseness. Therefore, by $\sigma$-additivity of probability measures, $Q(\partial \Box_{T^\delta}) > 0$ or $Q'(\partial \Box_{T^\delta}) > 0$ can be true for only countably many $\delta \in I(T, \hat{\mathcal{T}})$. This implies that

$$\hat{\mathcal{T}}' := \{ T \in \hat{\mathcal{T}} : Q(\partial \Box_T) = 0, Q'(\partial \Box_T) = 0 \}$$  

is again super-dense in $\mathcal{T}$. On the other hand, for all $m \geq 1$ and for all $T_1, \ldots, T_m \in \mathcal{T}'$,

$$Q(\bigcap_{i=1}^m \Box_{T_i}) = Q'(\bigcap_{i=1}^m \Box_{T_i}) = q(T_1, \ldots, T_m).$$  

Hence, by Lemma 2.11, $Q' = Q$, as desired. □

2.6.1. Example: A super-dense family of “nice” tubes in $\mathbb{R}^d \times \mathbb{R}$.

DEFINITION 2.14. Let $\mathcal{T}_\Box$ be the family of all tubes $T$ such that:

1. The set $[T]$ can be tiled by a finite number of boxes of the form $[a_1, b_1] \times \cdots \times [a_{d+1}, b_{d+1}]$ with $a_i < b_i$ for $1 \leq i \leq d + 1$, and
2. $\partial_0 T = [T] \cap (\mathbb{R}^d \times \{t_0\})$ and $\partial_1 T = [T] \cap (\mathbb{R}^d \times \{t_1\})$, where $t_0$ and $t_1$ are the start and the end time of $T$.

Let us now check that $\mathcal{T}$ is super-dense. Define $\mathcal{T}^0$ same as above the definition of $\mathcal{T}$ with an added restriction that $a_i$ and $b_i$ appearing in item 1 are all rationals.

The family of tubes $\mathcal{T}^0$ is clearly countable and is dense in the space of tubes $\mathcal{T}$ endowed with the above metric $d_T$. It remains to check property (P2). Let us fix a tube $T$ in $\mathcal{T}$. Suppose that

$$\partial_0 T = \prod_{i=1}^{d} [a_i, b_i] \times \{t_-\} \quad \text{and} \quad \partial_1 T = \prod_{i=1}^{d} [c_i, d_i] \times \{t_+\}.$$  

By the definition of the class of tubes $\mathcal{T}$, we can find $t_e > 0$ such that

$$[T] \cap (\mathbb{R}^d \times [t_-, t_- + t_e]) = \prod_{i=1}^{d} [a_i, b_i] \times [t_-, t_- + t_e],$$

$$[T] \cap (\mathbb{R}^d \times [t_+ - t_e, t_+]) = \prod_{i=1}^{d} [c_i, d_i] \times [t_+ - t_e, t_+].$$

For $\delta < t_e$, define $T^\delta$ to be the tube such that $[T^\delta] = [T] \cap (\mathbb{R}^d \times [t_- + \delta, t_+ - \delta])$, $\partial_0 T^\delta = \prod_{i=1}^{d} [a_i - \delta, b_i + \delta] \times \{t_- + \delta\}$ and $\partial_1 T^\delta = \prod_{i=1}^{d} [c_i - \delta, d_i + \delta] \times \{t_+ - \delta\}$, where for any set $S \subseteq \mathbb{R}^{d+1}$, the enlargement $S^\delta$ is defined to be the closed set consisting of all points in $\mathbb{R}^{d+1}$ whose $L^\infty$ distance from $S$ is at most $\delta$. It is easy to check that $T^0 = T$, $T^{\delta_2} < T^{\delta_1}$ if $0 \leq \delta_1 < \delta_2 < t_e$ and $d_T(T^\delta, T) \to 0$ as $\delta \to 0+$. This shows the property (P2) holds.

3. Arratia’s flow in $\mathcal{H}$.

3.1. Existence. In this section, we restrict our attention to Brownian motion on $\mathbb{R}$ and define a unique measure on $\mathcal{H}$ which represents the coalescing Brownian flow on $\mathbb{R}$ in the tube topology (for $d = 1$). We start by introducing some notation. Let $z_1 = (x_1, t_1), z_2 = (x_2, t_2), \ldots$ be a sequence of space–time points in $\mathbb{R}^2$ and let $\mathcal{D} = \{z_1, z_2, \ldots\}$ be a countable ordered set. We assume that $\mathcal{D}$ is dense in $\mathbb{R}^2$.

Let $(W_j(t))_{t \geq t_j}$ be independent Brownian motions starting, respectively, from the space–time points $(z_j)_{j \geq 1}$, that is, $W_j(t_j) = x_j$, defined on a common probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Using the coalescing rule as described in Section 2.5, for each $n \geq 1$ this defines a collection of $n$ coalescing paths denoted by $W_1^c, W_2^c, \ldots, W_n^c$ starting from $z_1, z_2, \ldots, z_n$, respectively. This collection of coalescing paths, being finite, is of course compact in $(\Pi, \varrho)$, and hence induces, by Lemma 2.9, a random element $W_n \in \mathcal{H}$ defined by

$$W_n := W(z_1, \ldots, z_n) := \text{Cr}([W_1^c, W_2^c, \ldots, W_n^c]).$$

We now state the main theorem of the section.
THEOREM 3.1 (Coalescing Brownian flow on $\mathbb{R}$). The random variables $W_n$ converge in distribution as $n \to \infty$ to a random variable $W_\infty$ in $\mathcal{H}$, whose law $P_\infty$ does not depend on the dense countable set $D$ (including its order).

DEFINITION 3.2. A random variable on $\mathcal{H}$ with law $P_\infty$ is called a coalescing Brownian flow on $\mathbb{R}$.

PROOF. By construction, $W_1 \subseteq W_2 \subseteq \cdots$ almost surely. That is, $W_k$ is a non-decreasing sequence. Hence, by Lemma 2.8, it follows that the $\lim_{k \to \infty} W_k$ exists almost surely in $\mathcal{H}$ and is equal to $\bigcup_{k=1}^\infty W_k$. We call $W(\mathcal{D})$ the limiting element of $\mathcal{H}$ and denote by $P^\mathcal{D}_\infty$ its law on $\mathcal{H}$ which, at this stage, might depend on the ordered set $\mathcal{D}$. We aim to show that the law $P^\mathcal{D}_\infty$ does not in fact depend on $\mathcal{D}$.

LEMMA 3.3. Let $\mathcal{D} = (z_j)_{j \geq 1}$ and $\mathcal{D}' = (z'_j)_{j \geq 1}$ be two countable dense ordered sets of $\mathbb{R}^2$. Fix $m \geq 1$ and tubes $T_1, \ldots, T_m \in \mathcal{T}_\square$. Let

\[
p(T_1, \ldots, T_m) = \lim_{n \to \infty} P(W(z_1, \ldots, z_n) \in \mathbb{R} \cap \cdots \cap \mathbb{R}^{T_m}) \quad \text{and} \quad p'(T_1, \ldots, T_m) = \lim_{n \to \infty} P(W(z'_1, \ldots, z'_n) \in \mathbb{R} \cap \cdots \cap \mathbb{R}^{T_m}).
\]

Then $p(T_1, \ldots, T_m) = p'(T_1, \ldots, T_m)$.

PROOF. The limits $p(T_1, \ldots, T_m)$ and $p'(T_1, \ldots, T_m)$ exist due to monotonicity. Let $z_j = (x_j, t_j)$ and $z'_j = (x'_j, t'_j)$. We may suppose without loss of generality that the points $z_1, z_2, \ldots$ (resp., $z'_1, z'_2, \ldots$) are distinct. For $1 \leq i \leq m$, let the lower face of the tube $T_i$ is given by $\partial_0 T_i = [a_i, b_i] \times \{u_i\}$, $u_i$ being the start time of $T_i$. We denote by $A$ the event $\square_{T_1} \cap \cdots \cap \square_{T_m}$.

Note that a Brownian particle starting from a point in the boundary of $[a_i, b_i]$ at time $u_i$ will immediately escape the interval $[a_i, b_i]$ almost surely and the tube $T_i$ cannot be crossed by it. So, as far as the event $A$ is concerned we can assume that none of the points in $z_j$ or $z'_j$ lies in $\{(a_i, u_i), (b_i, u_i) : 1 \leq i \leq n\}$, the boundary of the lower face of any tube.

For $x, t, \varepsilon \geq 0$, define two rectangles $R(x, t; \varepsilon) = [x - \varepsilon, x + \varepsilon] \times [t - \varepsilon, t + \varepsilon]$ and $R^+(x, t; \varepsilon) = [x - \varepsilon, x + \varepsilon] \times [t, t + \varepsilon]$. Let $W$ be Brownian motion starting from the space–time point $(x, t)$ and $W'$ be another independent Brownian motion starting from the space–time point $(x', t')$. Let $\tau \geq \max(t, t')$ be the first hitting time of $W$ and $W'$. Then for any fixed $\varepsilon > 0$, the probability of the event

\[
\{ \tau < t + \varepsilon \text{ and } (W(s), s) \in R(x, t; \varepsilon) \forall t \leq s \leq \tau \text{ and } (W'(s), s) \in R(x, t; \varepsilon) \forall t' \leq s \leq \tau \}
\]

converges to 1 as $(x', t') \to (x, t)$. This follows from the right continuity of Brownian paths and the fact that $\tau \wedge t$ almost surely as $(x', t') \to (x, t)$.

Fix $n \in \mathbb{N}$ and $\delta > 0$. We can choose $\varepsilon_0 > 0$ sufficiently small such that it satisfies:
(i) \( R(x_j, t_j, \varepsilon_0), 1 \leq j \leq n \) are pairwise disjoint.
(ii) For each \( 1 \leq j \leq n \) and each \( 1 \leq i \leq m \), if \( t_j < u_i \) then \( t_j + \varepsilon_0 < u_i \).
(iii) For each \( 1 \leq j \leq n \) and each \( 1 \leq i \leq m \), if \( t_j = u_i \) and \( x_j \in (a_i, b_i) \), then \( R^+(x_j, t_j, \varepsilon_0) \subseteq [T_j] \).

Given any \( \delta > 0 \) and some \( \varepsilon > 0 \) that will be specified in a moment, find \( y'(1) = (v'(1), s'(1)), \ldots, y'(n) = (v'(n), s'(n)) \in D' \) such that \( s'_j \leq t_j \) and \( |x_j - v'_j| + |t_j - s'_j| \leq \varepsilon \) for \( 1 \leq j \leq n \). This is possible since \( D' \) is dense in \( \mathbb{R}^2 \). By (3.2), there is \( \varepsilon_0 > 0 \) such that if we choose \( \varepsilon < \varepsilon_0 \) sufficiently small, then for each \( 1 \leq j \leq n \), two independent Brownian motions starting from the space–time points \( z_j \) and \( y'_j \) collide before the graphs of their trajectories leave the rectangle \( R(x_j, t_j, \varepsilon_0) \) with probability at least \( 1 - \frac{\delta}{n} \). Obviously,

\[
\mathbb{P}(W(z_1, \ldots, z_n) \in A) \leq \mathbb{P}(W(y'_1, \ldots, y'_n, z_1, \ldots, z_n) \in A),
\]

by invariance under reordering (using the strong Markov property of Brownian motion). Thus, by our choice of \( \varepsilon \) and a simple union bound, we obtain

\[
\mathbb{P}(W(y'_1, \ldots, y'_n, z_1, \ldots, z_n) \in A) 
\leq \mathbb{P}(W(y'_1, \ldots, y'_n) \in A) + \delta 
\leq p'(T_1, \ldots, T_m) + \delta.
\]

Combining (3.3) and (3.4), we obtain that, for each \( n \geq 1 \)

\[
\mathbb{P}(W(z_1, \ldots, z_n) \in A) \leq p'(T_1, \ldots, T_m) + \delta.
\]

Taking limit as \( n \to \infty \) and noting that \( \delta > 0 \) is arbitrary, we have \( p(T_1, \ldots, T_m) \leq p'(T_1, \ldots, T_m) \). Interchanging the role of \( D \) and \( D' \) we deduce the equality. This completes the proof of the lemma. □

Now, let us show how Lemma 3.3 implies Theorem 3.1. Take any countable dense set \( D' = (z'_j)_{j \geq 1} \). By Lemma 3.3, for fixed tubes \( T_1, \ldots, T_m \in \mathcal{T}' \),

\[
p(T_1, \ldots, T_m) = \lim_{n \to \infty} \mathbb{P}(W(z_1, \ldots, z_n) \in A) = \lim_{n \to \infty} \mathbb{P}(W(z'_1, \ldots, z'_n) \in A) 
= p'(T_1, \ldots, T_m).
\]

Since \( \mathcal{T}' \) is super-dense in \( \mathcal{T} \), by Proposition 2.12, we know that \( p(T_1, \ldots, T_m) = P_D^\infty(A) \) and \( p'(T_1, \ldots, T_m) = P_{D'}^\infty(A) \) at least when \( T_1, \ldots, T_m \in \mathcal{T}' \), where \( \mathcal{T}' \) is super-dense in \( \mathcal{T} \). Thus, we conclude \( P_D^\infty(A) = P_{D'}^\infty(A) \) if \( T_1, \ldots, T_m \in \mathcal{T}' \). By Lemma 2.11, this shows \( P_D^\infty = P_{D'}^\infty \) and completes the proof of Theorem 3.1. □
3.2. Characterization of Arratia’s flow. Let $P_\infty$ be the law of $W_\infty$ on $\mathcal{H}$, and for any tubes $T_1, \ldots, T_m \in \mathcal{T}$ (and hence in $\mathcal{T}^\square$), let

$$p(T_1, \ldots, T_m) = \lim_{n \to \infty} P(W(z_1, \ldots, z_n) \in \bigcap_{i=1}^m \mathbb{T}_{T_i}).$$

It follows from Theorem 3.1 and Proposition 2.12 that there exists a super-dense family of tubes $\mathcal{T}^\square$ such that for all $T_1, \ldots, T_m \in \mathcal{T}^\square$,

$$p(T_1, \ldots, T_m) = P_\infty(\bigcap_{i=1}^m \mathbb{T}_{T_i}).$$

This characterises uniquely $P_\infty$, though in practice a drawback of this conclusion is that we do not know what $\mathcal{T}^\square$ is. However, the following result shows that this conclusion remains valid for all $T_1, \ldots, T_m \in \mathcal{T}^\square$. We stress, however, that this result is not needed for the rest of the paper, so this section may be skipped by a reader who is only interested in the invariance principle (Theorem 4.1).

**Theorem 3.4.** $P_\infty$ is the unique probability distribution on $\mathcal{H}$ such that for all $m \geq 1$ and for all fixed tubes $T_1, \ldots, T_m \in \mathcal{T}^\square$,

$$P_\infty(\bigcap_{i=1}^m \mathbb{T}_{T_i}) = \sup_{n \geq 1; z_1, \ldots, z_n \in \mathbb{R}^2} P(W(z_1, \ldots, z_n) \in \bigcap_{i=1}^m \mathbb{T}_{T_i}).$$

**Proof.** Note that the supremum in the right-hand side of (3.6) is simply $p(T_1, \ldots, T_m)$. The lower bound is easy: indeed, since $A = \bigcap_{i=1}^m \mathbb{T}_{T_i}$ is closed in $\mathcal{H}$, and since $W(z_1, \ldots, z_n) \to W_\infty$ in distribution on $\mathcal{H}$,

$$P_\infty(A) \geq \lim_{n \to \infty} P(W(z_1, \ldots, z_n) \in A).$$

Taking a supremum over $n \geq 1$ and $z_1, \ldots, z_n$ shows that

$$P_\infty(A) \geq \sup_{n \geq 1; z_1, \ldots, z_n \in \mathbb{R}^2} P(W(z_1, \ldots, z_n) \in A).$$

We now turn to proof of the upper bound in (3.6). Recall that by Lemma 2.8, $P_\infty^D(A) = P(T_1, \ldots, T_m \in \bigcup_k W_k)$, where $A = \bigcap_{i=1}^m \mathbb{T}_{T_i}$. We need to prove that for any finite number of tubes $T_1, T_2, \ldots, T_m \in \mathcal{T}^\square$,

$$P(T_1, \ldots, T_m \in \bigcup_k W_k) = P(T_1, \ldots, T_m \in \bigcup_k W_k),$$

as the right-hand side of the above equation is the increasing limit (as $k \to \infty$) of

$$P(W(z_1, \ldots, z_k) \in \bigcap_{i=1}^m \mathbb{T}_{T_i}).$$

Note that it is enough to prove the above equality for $m = 1$ since

$$P(T_1, \ldots, T_m \in \bigcup_k W_k) - P(T_1, \ldots, T_m \in \bigcup_k W_k) \leq \sum_{i=1}^m (P(T_i \in \bigcup_k W_k) - P(T_i \in W_k)).$$
So, we fix a tube $T \in \mathcal{T}_\square$. We are going to show that

$$\mathbb{P}(T \in \bigcup_k \mathcal{W}_k) = \mathbb{P}(T \in \bigcup_k \mathcal{W}_k).$$

(3.7)

Now $T \in \bigcup_k \mathcal{W}_k$ means that there exists an increasing sequence $k_n$ of integers and tubes $T_n \in \mathcal{W}_{k_n}$ such that $T_n \to T$. For any tube $T' < T$, we can always find an open neighborhood $U$ of $T$ such that $T' < T''$ for all $T'' \in U$. Consequently, $T' < T_n$ for large enough $n$ and thus $T' \in \mathcal{W}_{k_n} \subseteq \bigcup_k \mathcal{W}_k$. This implies that for any tube $T' < T$, we have

$$\mathbb{P}(T \in \bigcup_k \mathcal{W}_k) \leq \mathbb{P}(T' \in \bigcup_k \mathcal{W}_k).$$

Our goal is to show that for any $\varepsilon > 0$, there exists a tube $T' \in \mathcal{T}$, such that $T' < T$ and

$$\mathbb{P}(T' \in \bigcup_k \mathcal{W}_k) \leq \mathbb{P}(T \in \bigcup_k \mathcal{W}_k) + \varepsilon,$$

(3.8)

which immediately implies (3.7). Let $\partial_0 T = [a, b] \times \{t_0\}$ and $\partial_1 T = [c, d] \times \{t^*\}$. By the definition of the class of tubes $\mathcal{T}_\square$, we can find $t_e > 0$ such that $[T] \cap (\mathbb{R} \times [t_0, t_0 + te]) = [a, b] \times [t_0, t_0 + te]$ and $[T] \cap (\mathbb{R} \times [t^* - t_e, t^*]) = [c, d] \times [t^* - t_e, t^*]$.

For $\delta < t_e$, recall the tube $T^\delta \in \mathcal{T}_\square$ introduced in Section 2.6.1: this is the tube such that $[T^\delta] = [T] \cap (\mathbb{R} \times [t_0 + \delta, t^* - \delta])$, $\partial_0 T^\delta = [a - \delta, b + \delta] \times \{t_0 + \delta\}$ and $\partial_1 T^\delta = [c - \delta, d + \delta] \times \{t^* - \delta\}$. It follows from the definition of the class of tubes $\mathcal{T}$ that $T^\delta < T$ and $d_{\mathcal{T}}(T^\delta, T) \to 0$ as $\delta \to 0+$.

We are going to prove (3.8) taking $T' = T^\delta$ for some small enough $\delta$, depending only on $\varepsilon$ and $T \in \mathcal{T}_\square$. We are going to argue this by a (rather long) series of simple observations.

For $s < t$ and an interval $I$, let $A_I(s, t)$ denote the locations of particles at time $t$ whose trajectories started before or at time $s$ and stayed in $I$ throughout $[s, t]$. The proof of Lemma 3.3 also shows that the law of $A_I(s, t)$ does not depend on $D$. We first need a well-known and simple lemma which states that the coalescing Brownian paths “come down from infinity”.

**Lemma 3.5.** If $I$ is bounded then $|A_I(s, t)| < \infty$ almost surely for $s < t$. Its law depends only on $t - s$ and $I$, and is continuous (say in total variation) in both $s$ and $t$ if $s < t$.

**Proof.** The first statement is well known and follows, for instance, from Arratia’s work [4]. The continuity of the law of $|A_I(s, t)|$, in total variation, is trivial to verify as $s$ is fixed and $t$ varies, since a.s. $\lim_{\eta \to 0} |A_I(s, t + \eta)| = |A_I(s, t)|$. Hence, continuity follows in both $s$ and $t$ provided that $s < t$. □
Now let $\alpha = \frac{\varepsilon}{4}$ be fixed. Set $I = [a, b]$ and $I^\delta = [a - \delta, b + \delta]$, where $\delta$ will be chosen sufficiently small. Let $t_1 = t_0 + \delta$ and $t_2 = t_0 + \delta + \alpha$. Consider the sets $A_0 = A_I(t_0, t_2)$ and $A_1 = A_{I^\delta}(t_1, t_2)$.

**Lemma 3.6.** For $\varepsilon > 0$, we can choose $\delta_0 > 0$ so that $A_0$ and $A_1$ agree with probability greater than $1 - \varepsilon$ for all $\delta < \delta_0$.

**Proof.** Note that $A_0 \subset A_1$, and hence it suffices to show that $\mathbb{P}(|A_0| = |A_1|) \geq 1 - \varepsilon$. It is a straightforward consequence of Lemma 3.5 that $|A_I(t_1, t_2)|$ and $|A_I(t_0, t_2)|$ agree with probability greater than $1 - \varepsilon/2$ for $\delta$ sufficiently small. Using scale and translation invariance of Brownian motion and the same argument, we see also that $|A_I(t_1, t_2)|$ and $|A_{I^\delta}(t_1, t_2)|$ agree with probability greater than $1 - \varepsilon/2$. Hence, the result follows. □

Now for $\kappa > 0$, define $J = [a + \kappa, b - \kappa]$.

**Lemma 3.7.** For all $\varepsilon > 0$, we can choose $\kappa > 0$ and $\delta_0 > 0$ so that, uniformly in $\delta < \delta_0$, the tube $T^\delta$ is crossed if and only if it is crossed by a path touching $(A_1 \cap J) \times \{t_2\}$, except with probability at most $\varepsilon$.

**Proof.** Obviously, if $T^\delta$ is crossed by a particle, then that particle has to touch $A_1 \times \{t_2\}$. So, it suffices to show that with probability at least $1 - \varepsilon$, none of the particles starting from $(A_1 \cap J^c) \times \{t_2\}$ will stay inside $[T^\delta]$ up to time $t_0 + \frac{\varepsilon}{2}$.

Clearly, $I^\delta \setminus J \subset [a - \kappa, a + \kappa] \cup [b - \kappa, b + \kappa]$ if $\delta < \kappa$. Now, choose $n$ large enough that for all $\delta < \frac{\varepsilon}{2}, |A_1| \leq |A_{[a-1, b+1]}(t_0 + \frac{\varepsilon}{2}, t_0 + \alpha)| \leq n$ with probability greater than $1 - \frac{\varepsilon}{3}$. Observe that we can take $\kappa > 0$ small enough such that any coalescing Brownian path in $[a - \kappa, a + \kappa]$ at time $t_2$ will hit the line $x = a - \kappa$ by time $t_2 + \frac{\varepsilon}{4}$ with probability at least $1 - \frac{\varepsilon}{3n}$, uniformly in $\delta$. Such a particle necessarily leaves $T$ and $T^\delta$, if $\delta < \kappa$. Likewise, any coalescing Brownian path in $[b - \kappa, b + \kappa]$ at $t_2$ will also hit the line $y = b + \kappa$ by time $t_2 + \frac{\varepsilon}{4}$ with probability at least $1 - \frac{\varepsilon}{3n}$, uniformly in $\delta$. Summing over all particles at time $t_2$, we see that with probability greater than $1 - \varepsilon$, any particle at time $t_2$ located within $(I^\delta \setminus J) \cap A_1$ can cross $T^\delta$. Lemma 3.7 follows with $\delta_0 = \min(\kappa, \frac{\varepsilon}{2})$. □

Combining Lemmas 3.6 and 3.7, we deduce that for $\delta < \delta_0$ (with $\delta_0$ as in Lemmas 3.6 and 3.7, depending only on $\varepsilon$ and $T$),

$$\mathbb{P}\left(T^\delta \in \bigcup_k \mathcal{W}_k\right) - \mathbb{P}\left(T \in \bigcup_k \mathcal{W}_k\right) \leq 2\varepsilon + p,$$

where $p$ is the probability that one of the particles passing through $(x, t_2)$ for some $x \in A_1 \cap J$ will stay within $[T^\delta]$ until the time $t^* - \delta$ but the trajectory of that particle will leave the tube $T$ at sometime between $t_2$ and $t^*$. Recall also that, by Lemma 3.5, we can find a large $n$ (depending only on $\varepsilon$ and $T$) such that $|A_1| \leq n$.
FIG. 3. The path $\gamma_1$ leaves both $T$ and $T^\delta$ whereas the path $\gamma_2$ exits from $T$ near a corner point and continues to stay inside $T^\delta$.

with probability at least $1 - \varepsilon$. Hence, using the Markov property of Brownian motion, we complete the proof of (3.8) using the following lemma.

**LEMMA 3.8.** Let $B_{\delta,x}$ be the event that a Brownian motion starting from $x$ at time $t_2$ will stay within $T^\delta$ until $t^* - \delta$ but the trajectory of that Brownian motion leaves the tube $T$ at sometime between $t_2$ and $t^*$. Then

$$(3.9) \quad \limsup_{\delta \to 0^+} \sup_{x \in [a + \kappa, b - \kappa]} P(B_{\delta,x}) = 0.$$ 

**PROOF.** Note that if $T \in T_\square$, then the boundary of the set $[T]$ can be expressed as the union of finitely many vertical and horizontal line segments. We call a point $(y,t)$ a corner point of $T$ if $(y,t)$ lies at the point of intersection of a vertical and a horizontal line segment on the boundary of $[T]$ as described in Figure 3 above. Let $S$ be the set of all corner points $(y,t)$ of $T$ such that $t_2 < t \leq t^*$. Let $W^x$ be Brownian motion starting from $x$ at time $t_2$.

To estimate $P(B_{\delta,x})$, we consider the following event:

$W^x(s) \in [y - \beta, y + \beta] \quad \text{for some } s \in [t - \beta, t] \text{ and } (y,t) \in S.$

Since the set $S$ is finite, we can find $\beta > 0$ small such that the above event has probability at most $\varepsilon$, uniformly in $x \in [a + \kappa, b - \kappa]$.

Note that if the above event does not occur and if $\delta \in (0, \beta)$, then for the event $B_{\delta,x}$ to happen, $W^x$ must exit the tube $T$ for the first time through some point $(y', t')$ on the left or the right boundary of $[T]$ such that:

(i) the vertical line segment joining the points $(y', t')$ and $(y', t' + \beta)$ lies on the boundary of $[T]$ and

(ii) for all time $[t', t' + \beta]$, the trajectory of $W^x$ must continue to stay inside the lines $x = y' - \delta$ or $x = y' + \delta$, depending on which of the two boundaries (left
or right) of $T$ it violates. By choosing $\delta > 0$ small, we can make this probability smaller than $\epsilon$. Thus, for small enough $\delta > 0$,

$$\sup_{x \in [a+\kappa, b-\kappa]} \mathbb{P}(B_{\delta,x}) \leq 2\epsilon,$$

which proves (3.9). This establishes (3.8), and thus completes the proof of the upper bound. \qed

In turn, this completes the proof of Theorem 3.4. \qed

4. Invariance principle for coalescing random walks. Consider a system of independent coalescing random walks started from every space–time point $(x,t)$ on $\mathbb{Z} \times \mathbb{Z}$. We assume that the step distribution $\xi$ satisfies

$$(4.1) \quad \mathbb{E}[\xi] = 0, \quad \mathbb{E}[\xi^2] = \sigma^2 \quad \text{and} \quad \xi \text{ is aperiodic.}$$

Under diffusive scaling, this gives rise to a collection of continuous paths in $(\Pi, \varrho)$ obtained by interpolating linearly the paths of the coalescing random walk in the rescaled lattice $\mathbb{L}_\eta := \sigma^{-1} \eta \mathbb{Z} \times \eta^2 \mathbb{Z}$, which we will denote by $\Gamma^n$. Note that in $\Gamma^n$, two paths can cross over each other several times before they finally merge at some point in $\mathbb{L}_\eta$. Note that if $\mathcal{W}^n := \text{Cr}(\Gamma^n)$ then $\mathcal{W}^n \in \mathcal{H}$ by Remark 2.10: indeed, in the notation of this remark, the collection of paths $(\Gamma^n)_T$, restricted to any particular tube $T$, is finite, and hence compact. We call $P^n$ the law on $\mathcal{H}$ of $\mathcal{W}^n$.

**Theorem 4.1.** Assume (4.1). Then as $\eta \to 0$,

$$P^n \to P_\infty,$$

weakly in $\mathcal{H}$, where $P_\infty$ is the law of the coalescing Brownian flow on $\mathcal{H}$, as defined in Theorem 3.1.

**Remark 4.2.** As can be trivially seen from the proof, the same conclusion holds for many variants. Here is one such example. Fix a step distribution $\xi$ which is nonlattice, centred and such that $\mathbb{E}[\xi] = 0$ and $\mathbb{E}[\xi^2] = \sigma^2$. Consider $\Gamma^n$ a system of coalescing random walks in continuous time (jumping at rate one according to the distribution $\xi$). The particles start from a cloud of points $(x,t) \in \mathbb{R} \times \mathbb{R}$ distributed according to a Poisson point process with intensity $dx \otimes dt$, and particles coalesce as soon as their mutual distance is less than one (i.e., the path of the particle with higher label merges with the path of the particle with lower label, in some fixed enumeration of the Poisson cloud particles, as in Section 3.1). Then applying the same diffusive scaling, this gives rise to a law $P^n$ on $\mathcal{H}$ which converges weakly to Arratia’s flow $P_\infty$ as $\eta \to 0$.

**Proof of Theorem 4.1.** Fix $T_1, \ldots, T_m \in \mathcal{T}_\square$, and recall our notation from equation (3.1) and Lemma 3.3:

$$p(T_1, \ldots, T_m) = \lim_{n \to \infty} \mathbb{P}(\mathcal{W}_n \in A),$$
where $A = \square T_1 \cap \cdots \cap \square T_m$. We split the proof of Theorem 4.1 into two parts, a lower and an upper bound. The lower bound will consist in showing that for $T_1, \ldots, T_m \in \mathcal{T}$,

$$\liminf_{\eta \to 0} P_\eta(A) \geq p(T_1, \ldots, T_m). \tag{4.2}$$

For the upper bound, we will show that for $T_1, \ldots, T_m \in \mathcal{T}$,

$$\limsup_{\eta \to 0} P_\eta(A) \leq P_\infty(A). \tag{4.3}$$

By Proposition 2.12, there exists a super-dense family $\mathcal{T}'$ such that when $T_1, \ldots, T_m \in \mathcal{T}'$, it holds that $p(T_1, \ldots, T_m) = P_\infty(A)$. Consequently, by (4.2) and (4.3), if $T_1, \ldots, T_m \in \mathcal{T}'$, then

$$\lim_{\eta \to 0} P_\eta(A) = P_\infty(A).$$

Since $\mathcal{T}'$ is itself super-dense, another application of Proposition 2.12 completes the proof of the theorem.

4.1. Proof of lower bound. Fix $n \geq 1$ and let $z_1, \ldots, z_n \in \mathbb{R}^2$. Let $z^n_1, \ldots, z^n_n$ be space–time points in the rescaled lattice $\mathbb{L}$ such that $z^n_1 \to z_1, \ldots, z^n_n \to z_n$ as $\eta \to 0$. Let $\Gamma^n = \Gamma^n(z^n_1, \ldots, z^n_n)$ be a system of $n$ independent rescaled coalescing random walks in $\mathbb{L}$ started from $z^n_1, \ldots, z^n_n$, viewed as a random element of $(\Pi^n, \rho^n)$ as defined in (2.5). Let $\Gamma = \Gamma(z_1, \ldots, z_n)$ be a system of $n$ independent coalescing Brownian motions started from $z_1, \ldots, z_n$, also viewed as a random variable in $(\Pi^n, \rho^n)$.

**Lemma 4.3.** As $\eta \to 0$,

$$\Gamma^n \to \Gamma$$

in distribution on $(\Pi^n, \rho^n)$.

The lemma says that $n$ coalescing random walks converge to $n$ coalescing Brownian motions, which is of course hardly surprising. For a detailed proof of this fact, see [20], which we will not repeat here. But later while treating coalescing random walks on Sierpinski gasket, we will provide a new proof of the above result that holds in greater generality.

The proof of the lower bound (4.2) is now easy. Fix $n \geq 1$ and $z_1, \ldots, z_n \in \mathbb{R}^2$. Let $z^n_1, \ldots, z^n_n \in \mathbb{L}$ such that $z^n_i \to z_i$. Let $\mathcal{W}^n = \mathcal{C}(\Gamma^n(z^n_1, \ldots, z^n_n))$ and $\mathcal{W} = \mathcal{C}(\Gamma(z_1, \ldots, z_n))$. By monotonicity,

$$P^n(\square T_1 \cap \cdots \cap \square T_m) \geq P(\mathcal{W}^n \in \square T_1 \cap \cdots \cap \square T_m) \to P(\mathcal{W} \in \square T_1 \cap \cdots \cap \square T_m)$$
as \( \eta \to 0 \), where the convergence follows from Lemma 4.3. Taking a limit as \( n \to \infty \), for a fixed enumeration \( z_1, z_2, \ldots \) of a dense countable set \( D \) in \( \mathbb{R}^2 \), we obtain by Theorem 3.1
\[
\liminf_{\eta \to 0} \mathbb{P}(\square T_1 \cap \cdots \cap \square T_m) \geq p(T_1, \ldots, T_m),
\]
(4.4)
as desired.

4.2. Uniform coming down from infinity. Let us now prove (4.3), which, together with (4.2) proves Theorem 4.1, as already explained. The proof of (4.3) relies essentially on the following property, which we call uniform coming down from infinity. It says that, after a positive amount of time \( \delta > 0 \) the number of rescaled coalescing random walks which are killed upon exiting a bounded region of space stays finite as \( \eta \to 0 \) (i.e., is a tight family of random variables).

**Proposition 4.4.** Let \( K > 0 \) be fixed. Consider coalescing random walks on \( \mathbb{Z} \times \mathbb{Z} \) with increments distributed as \( \xi \) satisfying (4.1), starting from each \( x \in [-Kn, Kn] \cap \mathbb{Z} \) at time 0, and that are killed upon leaving the interval \([-Kn, Kn]\). For \( \delta > 0 \), let \( U_n \) be the number of distinct coalescing random walks at time \( \delta n^2 \). Then there exists a constant \( C \) independent of \( \delta \) and \( n \) such that for all \( k, n \in \mathbb{Z}_+ \),
\[
\mathbb{P}(U_n \geq k) \leq \frac{C}{\delta k}.
\]

We start with a simple lemma.

**Lemma 4.5.** Let \( X^1, X^2 \) be two independent random walks on \( \mathbb{Z} \times \mathbb{Z} \) with increments distributed as \( \xi \) and starting at \( x, y \in \mathbb{Z} \) at time 0, respectively. Let \( \tau_{x,y} \) be the integer stopping time when the two walkers first meet. Then for all \( t \in \mathbb{Z}_+ \),
\[
\mathbb{P}(\tau_{x,y} > t) \leq \frac{C_0}{\sqrt{t}} |x - y|
\]
for some constant \( C_0 \) independent of \( t, x \) and \( y \).

**Proof.** This bound is easy to derive and had already been used by [20] (see Lemma 2.2). Assume without loss of generality that \( x < y \). When \( |x - y| = 1 \), this is simply Proposition 32.4 in [24]. When \( |x - y| > 1 \), imagine that there are coalescing random walks started at every position in \( \{x, x + 1, \ldots, y\} \). Until time \( \tau_{x,y} \), we may regard \( X^1 \) as the path started from \( x \) and \( X^2 \) as the path started from \( y \). If all the random walks have coalesced by time \( t \), then \( X^1 \) and \( X^2 \) have also coalesced, and hence \( \tau_{x,y} \leq t \). Thus,
\[
\mathbb{P}(\tau_{x,y} > t) \leq \sum_{i=x}^{y-1} \mathbb{P}(\tau_{i,i+1} > t) \leq \frac{C_0}{\sqrt{t}} |x - y|
\]
by the case \( |x - y| = 1 \). \( \square \)
PROOF OF PROPOSITION 4.4. Suppose there are $m$ distinct particles in the interval $[-Kn, Kn]$ at time 0. By the pigeonhole principle, there exists at least one pair of particles that are at a distance of at most $a_{m,n} := 2Kn/m$. By Lemma 4.5, the probability that these two unkillled random walkers will meet each other by time $t_{m,n} := 4C_0^2C_0^2$ is at least $1/2$. Hence, in the coalescing system the probability that there is at most $m - 1$ particles after time $t_{m,n}$ is certainly at least $1/2$. This happens due to one of the following scenarios:

(i) At least one of the particles leaves the interval $[-Kn, Kn]$ and hence gets killed.

(ii) The two distinguished particles collide with each other and no others.

(iii) Some other particle(s) collides with one or both of the distinguished particles.

Moreover, if after time $t_{m,n}$, the number of distinct particles in the coalescing system still remains $m$ then we can again find at time $t_{m,n}$ a possibly different pair of particles that are within distance $a_{m,n}$ from each other, and the probability that this pair of particles will collide within the time interval $[t_{m,n}, 2t_{m,n}]$ is again at least $1/2$. By repeating this argument and using the Markov property, we see that if we let $\tau_{m-1} = \tau_{m-1}(n)$ be the first time there are $m - 1$ surviving particles starting from $m$ particles, then, regardless of the particular initial configuration of the $m$ particles in $[-Kn, Kn]$,

\[ P(\tau_{m-1} \geq kt_{m,n}) \leq 2^{-k}. \]

In particular, $\mathbb{E}[\tau_{m-1}] \leq 2t_{m,n}$. Thus, if we start with one particle at each $x \in [-Kn, Kn] \cap \mathbb{Z}$, then the probability that after $\delta n^2$ time the number of particles remaining is greater than $k$ is, by Markov’s inequality, bounded above by

\[ \frac{1}{\delta n^2} \sum_{m=k+1}^{N} \mathbb{E}[\tau_{m-1}] \leq \frac{2}{\delta n^2} \sum_{m=k+1}^{N} t_{m,n} \leq \frac{32K^2C_0^2}{\delta} \sum_{m=k+1}^{N} \frac{1}{m^2} \leq \frac{32K^2C_0^2}{\delta k}, \]

where $N = \#([-Kn, Kn] \cap \mathbb{Z})$. This completes the proof of the proposition. \(\square\)

4.3. Proof of upper bound. We now prove (4.3).

Single tube case. We first prove (4.3) in the case where $m = 1$, which is slightly simpler to explain. Set $T = T_1$, and assume that $\partial_0 T = [a, b] \times \{s\}$. For $\delta > 0$, let $[T_\delta] = [T] \cap (\mathbb{R} \times [s + \delta, t])$, $\partial_0 T_\delta = [a, b] \times \{s + \delta\}$ and $\partial_1 T_\delta = \partial_1 T$. Clearly, $T_\delta \in \mathcal{T}$ for small enough $\delta$ and $T_\delta \leq T$. Choose $K > 0$ large enough that $[T] \subseteq [-K/2, K/2] \times \mathbb{R}$. For any $a \in \mathbb{R}$, set $\tilde{a}_\eta = [a/\eta^2] \eta^2$.

Since we only care about crossing of the tube $T$, we can work with coalescing random walks on $\mathbb{L}_\eta$ that start from every point in $I_\eta = [-K, K] \cap \sigma^{-1} \eta \mathbb{Z}$ at time $\bar{s}_\eta$ and are killed upon leaving $[-K, K]$. Let $U_\eta$ be the number of distinct particles
in the system at time $(s + \delta)_\eta$, and let $z_1^\eta, z_2^\eta, \ldots, z_U^\eta$ denote the space–time positions on $\mathbb{L}_\eta$ of these particles at time $(s + \delta)_\eta$, enumerated in some predetermined order. Let $\Gamma_\eta(z_1^\eta, \ldots, z_U^\eta)$ denote the system of coalescing random walks started from these space–time positions. Observe that if $T$ is crossed by the system of coalescing random walks then necessarily $T_\delta$ is crossed by $\Gamma_\eta(z_1^\eta, \ldots, z_U^\eta)$.

Now, for all $\varepsilon > 0$, by Proposition 4.4, we can find $k$ so that $P(U_\eta > k) \leq \varepsilon$. Set $\ell = \limsup_{\eta \to 0} P_\eta(\Upsilon)$, and assume that this limsup is achieved along a particular subsequence which we will still denote by $\eta$ with a small abuse of notation.

Then by compactness of $[-K, K] \times [s, t]$, we can find a further subsequence (also denoted by $\eta$) such that $U_\eta \to U$ and $(z_1^\eta, z_2^\eta, \ldots, z_U^\eta) \to (z_1, \ldots, z_U)$ in distribution. Along this particular subsequence,

\[ P_\eta(\Upsilon) \leq P(T_\delta \text{ is crossed by } \Gamma_\eta(z_1^\eta, \ldots, z_U^\eta)) \leq \varepsilon + P(T_\delta \text{ is crossed by } \Gamma(z_1, \ldots, z_U)) \]

by Lemma 4.3, the Markov property and the bounded convergence theorem where $\Gamma(z_1, \ldots, z_U)$ denotes coalescing Brownian motions started from $(z_1, \ldots, z_U)$. By Theorem 3.1, we conclude

\[ \ell \leq \varepsilon + P_\infty(\Upsilon). \]

Since $\varepsilon$ is arbitrary, $\ell \leq P_\infty(\Upsilon)$. Now, as $\delta \to 0$, the events $\square T_\delta$ are decreasing, so

\[ \lim_{\delta \to 0} P_\infty(\square T_\delta) = P_\infty \left( \bigcap_{\delta > 0} \square T_\delta \right). \]

Since $\mathcal{H}$ consists of closed collection of tubes, $\bigcap_{\delta > 0} \square T_\delta = \square T$. Thus,

\[ (4.5) \]

and so (4.3) holds in the case $m = 1$.

**Multi tube case.** Now assume that $m \geq 1$, and to keep notation simple we will assume that $m = 2$. Let $T, T'$ be two tubes in $\mathcal{T}\square$ with the start and the end times $s, t$ and $s', t'$, respectively. We assume without loss of generality that $s < s'$. Reasoning as in the case $m = 1$, it is easy to deal with the case where $[T] \cap [T'] = \emptyset$. We thus assume that $[T] \cap [T'] \neq \emptyset$, and hence $s' < t$. For $\delta > 0$ small enough, let $T_\delta$ and $T'_\delta$ be tubes in $\mathcal{T}\square$ obtained similarly from $T$ and $T'$ as in the single tube case. Further, the tube $T_\delta$ is decomposed into two tubes $T^+_{\delta}$ and $T^-_{\delta}$ in $\hat{\mathcal{T}}$ such that

\[ [T^+_{\delta}] = [T] \cap (\mathbb{R} \times [s + \delta, s' + \delta]) \quad \text{and} \quad [T^-_{\delta}] = [T] \cap (\mathbb{R} \times [s' + \delta, t]). \]

Choose $K > 0$ large enough that $[T], [T'] \subseteq [-K/2, K/2] \times \mathbb{R}$. Essentially, we wish to consider coalescing random walks in $\mathbb{L}_\eta$ that start from every point in
I_\eta = [-K, K] \cap \eta \mathbb{Z} at time \bar{s}_\eta and \bar{s}_\eta', that are killed upon leaving [-K, K]. It is useful to picture the particles starting at time \bar{s}_\eta as being colored blue and those starting at time \bar{s}_\eta' as being colored red. We wish to apply the reasoning of the case \( m = 1 \) separately to all three tubes above, but we need to be a little careful to avoid interactions between the blue and red particles during the interval [s', s' + \delta].

In order to do so, we introduce a coupling of red and blue particles which dominates the coalescing random walks. Here is the precise definition. We start by associating to each vertex \( z \in \mathbb{L}_\eta \) a random variable \( \xi_z \) which is an i.i.d. copy of the step distribution \( \xi \). Coalescing random walk \((S_k, t_k)_{k \geq 0}\) in \( \mathbb{L}_\eta \) from space–time point \( z = (x_0, t_0) \in \mathbb{L}_\eta \) may be defined by setting,

\[
S_0 = x_0 \quad \text{and for } k \geq 0, \quad S_{k+1} = S_k + \sigma^{-1} \eta \xi(S_k, t_k) \quad \text{and} \quad t_k = t_0 + k \eta^2. \tag{4.6}
\]

In order to prevent the blue and red particles from interacting during the interval \([s'_\eta, (s' + \delta)_\eta]\), we modify this description as follows. Consider all the points \( z \in I_\eta \times [s'_\eta, (s' + \delta)_\eta] \cap \mathbb{L}_\eta \). We endow each such \( z \) with a new independent copy \( \xi'_z \) of \( \xi \) in addition to the original \( \xi_z \). Then a blue particle will use the random variable \( \xi_z \) to move forward from space–time point \( z \), but a red particle will always use the random variable \( \xi'_z \) if it has the choice between \( \xi_z \) and \( \xi'_z \) (otherwise it uses \( \xi_z \)). The particles still get killed upon exiting the interval \([-K, K]\). Note that as a result of this definition, after time \((s' + \delta)_\eta\), if a red and a blue particle are on the same site then they coalesce and necessarily follow the same path afterward. We may thus think of the resulting particle as carrying both the red and blue colours (see Figure 4).

Then observe that if \( \mathbb{T} \cap \mathbb{T}' \) occurs then necessarily the following three things must occur:

(a) \( T^- \delta \) is crossed by the blue particles.
(b) \( T^+ \delta \) is crossed by the remaining blue particles at time \((s' + \delta)_\eta\).
(c) \( T^0 \delta \) is crossed by the remaining (blue or red) particles at time \((s' + \delta)_\eta\).

**FIG. 4.** The coupling of partially coalescing (simple) random walks.
Let $U_\eta^-$ be the number of distinct blue particles in the system at time $(s + \delta)_\eta$, and let $z_1^\eta, z_2^\eta, \ldots, z_{U_\eta^-}^\eta$ denote the space–time positions on $\mathbb{L}_\eta$ of these particles. Let $\Gamma^-_\eta = \Gamma^-_\eta(z_1^\eta, \ldots, z_{U_\eta^-}^\eta)$ denote the system of coalescing random walks started from these space–time positions, and ended at time $(s' + \delta)_\eta$. Let $U_\eta^+$ denote the number of blue particles in $\Gamma^-_\eta(z_1^\eta, \ldots, z_{U_\eta^-}^\eta)$ left at time $(s' + \delta)_\eta$. Let also $U'_\eta$ denote the number of distinct red particles at time $(s' + \delta)_\eta$. Denote by $w_1^\eta, \ldots, w_{U_\eta^+}^\eta$, $y_1^\eta, \ldots, y_{U'_\eta}^\eta$ the locations of the blue and red particles at time $(s' + \delta)_\eta$, and denote by $\Gamma^+_\eta = \Gamma^+_\eta(w_1^\eta, \ldots, w_{U_\eta^+}^\eta, y_1^\eta, \ldots, y_{U'_\eta}^\eta)$ the collection of coalescing blue and red particles started from these positions at time $(s' + \delta)_\eta$. Note that blue and red particles are allowed to coalesce after this time (in which case they count as both blue and red particles for what follows).

From the above discussion, it follows that

$$P_{\eta}(\emptyset_T \cap \emptyset_{T'}) \leq P_{\eta}(T^-_\delta, T^+_\delta \text{ are crossed by } \Gamma^-_\eta \text{ and } T'_\delta \text{ is crossed by } \Gamma^+_\eta).$$

As in the case $m = 1$ set $\ell = \limsup_{\eta \to 0} P_{\eta}(\emptyset_T \cap \emptyset_{T'})$, and assume that this lim-sup is achieved along a particular subsequence which we will still denote $\eta$ with a small abuse of notation. For all $\varepsilon > 0$, by Proposition 4.4, we can find $k$ so that $P_{\eta}(\max(U^-_\eta, U'_\eta) > k) \leq \varepsilon$ for all $\eta$. Then by compactness, we can find a further subsequence (also denoted by $\eta$) such that $(U^-_\eta, U'_\eta) \to (U^-, U')$ and the two vectors $(z_1^\eta, \ldots, z_{k \wedge U^-_\eta}^\eta)$ and $(y_1^\eta, \ldots, y_{k \wedge U'_\eta}^\eta)$ converge jointly to two vectors $(z_1, \ldots, z_{k \wedge U^-})$ and $(y_1, \ldots, y_{k \wedge U'^})$ in distribution. Let $\Gamma(z, y)$ denote coalescing Brownian motions starting from $(z_1, \ldots, z_{k \wedge U^-}, y_1, \ldots, y_{k \wedge U'^})$. Applying the Markov property in (4.7) repetitively and by bounded convergence theorem, we see after taking the limit that along this particular subsequence:

$$\ell \leq \varepsilon + P_{\infty}(\emptyset_{T' \delta} \text{ are crossed by } \Gamma(z, y))$$

$$\leq \varepsilon + P_{\infty}(\emptyset_{T' \delta} \cap \emptyset_{T'_\delta}).$$

From there, we conclude as in (4.5), since $\varepsilon > 0$ is arbitrary and $\mathcal{H}$ consists of closed collections of tubes,

$$\ell \leq P_{\infty}(\emptyset_T \cap \emptyset_{T'}).$$

This proves (4.3), and hence Theorem 4.1. □

5. Coalescing flow on Sierpinski gasket.

5.1. Sierpinski gasket. Let $H_0$ be the unit triangle in $\mathbb{R}^2$ with vertices $(0, 0), (1, 0), (1/2, \sqrt{3}/2))$. The finite Sierpinski gasket is a fractal subset of the plane that can be constructed via the following Cantor-like cut-out procedure. Let $\{b_0, b_1, b_2\}$ be the midpoints of three sides of $H_0$ and let $A$ be the interior of the
triangle with vertices \( \{b_0, b_1, b_2\} \). Define \( H_1 := H_0 \setminus A \) so that \( H_1 \) is the union of 3 closed upward facing triangles of side length \( 2^{-1} \). Now repeat this operation on each of the smaller triangles to obtain a set \( H_2 \), consisting of 9 upward facing closed triangles, each of side \( 2^{-2} \). Repeating this procedure, we have a decreasing sequence of closed nonempty sets \( \{H_n\}_{n=0}^\infty \) and we define the finite Sierpinski gasket as

\[
G_{\text{fin}} := \bigcap_{n=0}^\infty H_n.
\]

We call the unbounded set

\[
G := \bigcup_{n=0}^\infty 2^n G_{\text{fin}}
\]

the *infinite Sierpinski gasket*. We equip it with the shortest path metric \( \rho_G \) which is comparable to the usual Euclidean metric \( |\cdot| \) (see, e.g., [5], Lemma 2.12) with the relation,

\[
|x - y| \leq \rho_G(x, y) \leq c|x - y| \quad \forall x, y \in G,
\]

for a suitable constant \( 1 < c < \infty \). Let \( \mu \) denote the \( df \)-dimensional Hausdorff measure on \( G \) where \( df := \log 3 / \log 2 \) is the fractal or mass dimension of the gasket. The following estimate on the volume growth of \( \mu \) is known (see [6]):

\[
\mu(B(x, r)) \leq Cr^{df} \quad \text{for } x \in G, \ 0 < r < 1,
\]

where \( B(x, r) \subseteq G \) is the open ball with center \( x \) and radius \( r \) in the Euclidean metric.

For each \( n \in \mathbb{Z} \), the set \( 2^n H_{m+n} \) is made up of \( 3^{m+n} \) triangles of side length \( 2^{-n} \) whenever \( m \geq n \). Each of those triangles are called an \( n \)-triangle of \( G \). Denote by \( S_n \) the collection of all \( n \)-triangles of \( G \). Let \( \mathcal{V}_n \) be the set of vertices of the \( n \)-triangles. We will restrict our attention to infinite Sierpinski gasket while constructing the coalescing Brownian flow. The case of finite gasket can also be dealt with very similar arguments.

### 5.2. Brownian motion on gasket

We construct a graph \( G_n \) embedded in the plane with vertices \( \mathcal{V}_n \) by adding edges between pairs of vertices that are distance \( 2^{-n} \) apart from each other. Let \( X^n \) be the nearest-neighbor random walk on \( G_n \) simultaneously defined on the same probability space. It is known (see [5, 6]) that the sequence \( (X^n_{\lfloor 5^nt \rfloor})_{t \geq 0} \) converges almost surely as \( n \to \infty \) to a limiting process \( (X_t)_{t \geq 0} \) that is a \( G \)-valued strong Markov process (indeed, a Feller process) with continuous sample paths. The process \( X \) is naturally called the Brownian motion on the gasket. It has the following scaling property:

\[
(2X_t)_{t \geq 0} \text{ under } \mathbb{P}^x \text{ has same law as } (X^x_{5t})_{t \geq 0} \text{ under } \mathbb{P}^{2x}.
\]
The process $X$ has a symmetric transition density $p_t(x,y), x,y \in G, t > 0$ with respect to the measure $\mu$ that is jointly continuous on $(0, \infty) \times G \times G$. Let $d_w := \log 5 / \log 2$ denote the walk dimension of the gasket. The following crucial “heat kernel bound” is established in [6]

\begin{equation}
  p_t(x,y) \leq c_1 t^{-d_f/d_w} \exp\left(-c_2 \left(\frac{|x-y|^{d_w}}{t}\right)^{1/(d_w-1)}\right).
\end{equation}

A matching lower bound (with different constants $c_3$ and $c_4$) also exists. This shows that the Brownian motion on the gasket is sub-diffusive.

5.3. Coalescing Brownian flow on gasket. We now state the analogue of Theorem 3.1 in the case of the Sierpinski gasket. Let $D = \{z_1, z_2, \ldots\}$ be a countable ordered set which is dense in $G \times \mathbb{R}$ where $z_i = (x_i, t_i)$. Let $(W_j)_{j \geq 1}$ be an independent family of Brownian motions on the Sierpinski gasket $G$ defined on a common probability space $(\Omega, \mathcal{F}, P)$, started from time $t_j$ at position $x_j$. We can apply the coalescing rule to obtain a collection $\Gamma_n$ of $n$ coalescing Brownian motions on $G$ denoted by $W_1^c, W_2^c, \ldots, W_n^c$. Let us define $W_n$ to be, as before, the set of all tubes (now $d = 2$) crossed by $\Gamma_n$, that is, $W_n = W(z_1, \ldots, z_n) := \text{Cr}(\Gamma_n) \in \mathcal{H}$.

The next theorem defines the coalescing Brownian flow on the gasket and its proof is a straightforward adaptation of the arguments in the proof of Theorem 3.1 (we leave the details to the reader).

**Theorem 5.1.** As $n \to \infty$, $W_n$ converges in distribution to a random variable $W_\infty$, whose law does not depend on $D$ (including its order).

**Definition 5.2.** A random variable on $\mathcal{H}$ with law $P_\infty$ is called a coalescing Brownian flow on the Sierpinski gasket.

5.4. Characterization. In a way which is analogous to Theorem 3.4, we state a useful characterization of the coalescing Brownian flow on the Sierpinski gasket. The result will be formally very similar to Theorem 3.4 but we will work with a slightly different class of tubes, chosen so that they are more suited to the geometry of the Sierpinski gasket. Let $\triangle_0$ denote the convex hull of the vertices $0, 1$ and $e^{i\pi/3}$ in $\mathbb{R}^2$. Let $T_n$ be the triangular lattice on the plane with mesh size $2^{-n}$ (so that $G_n$ is a subgraph of $T_n$). Define

\[ \mathcal{E} = \left\{ z + \frac{1}{2^n} \triangle_0 : n \in \mathbb{Z}, z \in T_n \right\}. \]

Note that if $\triangle \in \mathcal{E}$, $\triangle$ is an upward-facing equilateral triangle in $T_n$ for large enough $n$. The Brownian motion starting at some point inside $\triangle$ can escape $\triangle$ only through one of the three vertices of $\triangle$.

**Definition 5.3** (A dense family of triangular tubes). Let $\mathcal{T}_\triangle$ be the family of all tubes $T$ such that:
(a) The set $[T]$ can be expressed as an union of a finite number of cylinders (triangular prisms) of the form $\triangle \times [s, t]$ with $s < t$, for some $\triangle \in E$.

(b) $\partial_0 T = [T] \cap (\mathbb{R}^2 \times \{t_0\})$ and $\partial_1 T = [T] \cap (\mathbb{R}^2 \times \{t_1\})$, where $t_0$ and $t_1$ are the start and the end time of $T$.

One can check that $T_\triangle$ is dense in $T$ because every downward-facing triangle is a subset of an upward-facing triangle of twice its size.

We now state our characterization.

**Theorem 5.4.** $P_\infty$ is the unique probability measure on $H$ such that for all $m \geq 1$ and for all fixed tubes $T_1, \ldots, T_m \in T_\triangle$,

$$P_\infty(\square T_1 \cap \cdots \cap \square T_m) = \sup_{n \geq 1; z_1, \ldots, z_n \in G \times \mathbb{R}} P(\mathcal{W}(z_1, \ldots, z_n) \in \square T_1 \cap \cdots \cap \square T_m).$$

**Proof.** The proof of Theorem 3.4 can be adapted as follows. Lemma 3.5, which relies on the fact that Arratia’s flow comes down from infinity, will now use Theorem 5.1 in [11] which says that the same is true even for coalescing Brownian motion on the gasket. But Lemma 3.6 needs a different argument, since it relies on scale invariance of (real) Brownian motion at all scales. Since Brownian motion on the gasket is scale-invariant only for a discrete set of scales (which does not come arbitrarily close to 1), this lemma needs a different proof.

Thus, let $T \in T_\triangle$ be fixed and let $\partial_0 T = B \times \{t_0\}$, where $B$ is the union of finitely many triangles from $E$. To keep the presentation simpler we will assume that $B = \triangle$ for some fixed equilateral triangle $\triangle$ in $E$ of side 1. Let $t_e > 0$ be such that $T \cap (\mathbb{R}^2 \times [t_0, t_0 + t_e]) = \triangle \times [t_0, t_0 + t_e]$. Let $t_1 = t_0 + \delta$ and $t_2 = t_1 + \alpha$, where $\alpha = t_e/4$. Fix a countable dense set $D$ of $G \times \mathbb{R}$ and consider a countable system of coalescing Brownian particles starting from the space–time points in $D$. Let $A_\triangle(s, t)$ denote the set of locations at time $t$ of the particles that started at some time before $s$ and were in $\triangle$ throughout the time interval $[s, t]$. For $\delta > 0$, let $\triangle^\delta$ be the $\delta$-enlargement of $\triangle$. We wish to show that for all $\varepsilon > 0$, we can choose $\delta > 0$ so that $A_{\triangle}(t_1, t_2) = A_{\triangle^\delta}(t_0, t_2)$ with probability greater than $1 - \varepsilon$. Again, by continuity of the distribution of $|A_{\triangle}(s, t)|$ in $s$ and $t$, it suffices to show the following.

**Lemma 5.5.** Given $\varepsilon > 0$, there exists $\delta_0 > 0$ such that for all $\delta \leq \delta_0$, the event $|A_{\triangle}(t_1, t_2)| = |A_{\triangle^\delta}(t_1, t_2)|$ holds with probability greater than $1 - \varepsilon$.

**Proof.** Let $v_1, v_2, v_3$ be the vertices of the triangle $\triangle$. Call the vertex $v_i$ an exit point of $\triangle$ if the set $B(v_i, \lambda) \setminus \triangle$ has nonempty intersection with $G$ for each $\lambda > 0$. Similarly, call the vertex $v_i$ an entry point of $\triangle$ if the set $B(v_i, \lambda) \setminus \{v_i\}$ has nonempty intersection with $\triangle \cap G$ for each $\lambda > 0$. For the vertex $v_i$, let $q_k^i$ (resp., $r_k^i$) be the union of one or two (resp., one) $k$-triangle(s) in $S_k$ attached to $v_i$ and
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Fig. 5. The triangles $\Delta_1, \Delta_2 \in \mathcal{E}$ are shown with thick lines. For example, $u$ is an entry point of $\Delta_1$ but not an exit point where as $v$ is an exit point of $\Delta_2$ but not an entry point. The shaded region attached to $v$ is $q^k_v$ and the shaded triangle attached to $u$ is $r^k_u$ (for $k = 3$).

lying outside (resp., inside) of $\Delta$, if $v_i$ is an exit (resp., entry) point of $\Delta$ and the empty set otherwise (see Figure 5). Since $\Delta$ is an upward-facing triangle adapted to the triangular lattice $\mathbb{T}_0$, the difference between $\Delta^\delta \cap G$ and $\Delta \cap G$ is “tiny” when $\delta$ is small. Indeed, for $\delta = 2^{-(k+1)}$, $(\Delta^\delta \setminus \Delta) \cap G \subseteq q^1_k \cup q^2_k \cup q^3_k$. Thus, we can assume that each $v_i$ is an exit point of $\Delta$, if not we can safely ignore it for the rest of the proof. For $\delta = 2^{-(k+1)}$, let $\Delta^\delta \setminus \Delta$ be the closed set obtained by removing $r^1_k, r^2_k$ and $r^3_k$ from $\Delta$. We first show that:

CLAIM 1. One can choose $\delta_1 > 0$ small enough that with probability at least $1 - \varepsilon/2$, no particle starting in $\Delta^\delta \setminus \Delta^\delta$ at time $t_1$ can stay inside $\Delta^\delta$ up to time $t_2$, for any $\delta < \delta_1$.

The proof of the above claim relies on the following further claim.

CLAIM 2. Given $\varepsilon_1 > 0$ and $\gamma > 0$, there exists $k_0$, such that for all $k \geq k_0$, the total coalescence time of the countable particles starting from any $k$-triangle of $G$ is less than $\gamma$ with probability $1 - \varepsilon_1$.

PROOF OF CLAIM 1. To see this, note that for $\delta = 2^{-(k+1)}$, the set $\Delta^\delta \setminus \Delta^\delta$ consists of three connected regions, say $\ell^1_k, \ell^2_k$ and $\ell^3_k$, of diameter bounded by $2^{-(k-1)}$ where $\ell^i_k = q^i_k \cup r^i_k$. Consider the particles starting from $\ell^i_k$, $1 \leq i \leq 3$ at time $t_1$. By Claim 2, for $\gamma > 0$ fixed but sufficiently small, at time $t_1 + \gamma$, the number of descendants of these particles is one with probability at least $1 - \varepsilon/4$, and hence coincides with the particle starting from $v_i$ at time $t_1$. By choosing $\gamma > 0$ small and $\delta > 0$ even smaller, the particle starting from $v_i$ at time $t_1$ is guaranteed to exit the triangle $q^i_k$ via one of its vertices other than $v_i$ between time $t_1 + \gamma$ and $t_2$ with probability $1 - \varepsilon/4$. On the intersection of these two events (which has probability at least $1 - \varepsilon/2$), no particle starting from $\ell^i_k$ can cross $\Delta^\delta \times [t_1, t_2]$. \qed
Proof of Claim 2. We first claim that there exist \( n \geq 1 \) and \( u \in (0, 1) \), depending only on \( \varepsilon_1 \), such that with probability at least \( 1 - \varepsilon_1/2 \), the number of descendants at time \( u \) of the particles starting from any 0-triangle \( L \) in \( S_0 \) is less than \( n \) and moreover, those particles are inside \( L + B(0, 1/2) \) at time \( u \). The main content of the claim lies in the fact that \( n \) and \( u \) can be chosen independent of \( L \). This follows from Lemma 5.6 of [11], which actually gives much more in terms of quantitative bounds. Thus, by scaling, for any \( k \geq 1 \), with probability at least \( 1 - \varepsilon_1/2 \), the number of descendants at time \( u5^{-k} \) of particles starting from any \( k \)-triangle \( L \) is less than \( n \), and moreover, those particles are inside \( L + B(0, 2^{-(k+1)}) \) at time \( u5^{-k} \). Now choose \( k_0 \) large enough such that for all \( k \geq k_0 \) two independent Brownian motions starting within distance \( 2^{-(k-1)} \) from one another at time 0 will meet by time \( \gamma/2 \) with probability at least \( 1 - \varepsilon_1/(2n) \). This is possible by (6.6) whose proof is given in Section 6.2. This completes the proof of Claim 2. □

Now we will continue with the proof of Lemma 5.5. Consider the particles starting from \( \Delta^{-\delta_1} \) at time \( t_1 \). We have to argue that for sufficiently small \( \delta \) with probability \( 1 - \varepsilon/2 \), no such particle can stay within \( \Delta^\delta \) between time \([t_1, t_2]\) but go outside \( \Delta \) at some time in \([t_1, t_2]\). Let \( \Xi_t \) be the closure of the locations of the coalescing particles at time \( t_1 + t \) which were in the compact set \( \Delta^{-\delta_1} \) at time \( t_1 \). It was proved in [11], Theorem 5.2, that \( \Xi_t \to \Xi_0 = \Delta^{-\delta_1} \) in probability as \( t \to 0+ \) in the Hausdorff metric. Consequently, we can find \( \eta > 0 \) sufficiently small such that no particle which was inside \( \Delta^{-\delta_1} \) at time \( t_1 \) can leave \( \Delta \) before time \( t_1 + \eta \), with probability greater than \( 1 - \varepsilon/6 \). By coming down from infinity, choose \( n \) sufficiently large, so that \(|A_{\Delta}(t_1, t_1 + \eta))| \leq n \) with probability at least \( 1 - \varepsilon/6 \).

Now the lemma will follow if we show that for any particle, say \( X \), which is inside \( \Delta \) at time \( t_1 + \eta \), the probability that it leaves \( \Delta \) some time between \( t_1 + \eta \) and \( t_2 \) but always stays inside \( \Delta^\delta \) within time \([t_1 + \eta, t_2]\) is at most \( \varepsilon_0 = \varepsilon/(6n) \). Let \( \tau \) be the time when \( X \) hits one of the vertices of \( \Delta \) for the first time after \( t_1 + \eta \). We find \( \beta \in (0, t_2 - t_1 - \eta) \) small such that \( P(\tau \in [t_2 - \beta, t_2]) \leq \varepsilon_0/2 \), uniformly over the position of \( X \) in \( \Delta \) at time \( t_1 + \eta \). If \( \tau \leq t_2 - \beta \), then \( X_\tau \) will be at one of the vertices \( v_i \) at time \( \tau \) and by choosing \( \delta \) small, it will leave \( \Delta^\delta \) some time during the time interval \([\tau, \tau + \beta]\) with probability at least \( 1 - \varepsilon_0/2 \).

Putting together these observations we have completed the proof of the lemma. □

The rest of the proof of Theorem 5.4 is a straightforward adaptation of Lemmas 3.7 and 3.8, which is left to the reader. Note in particular that for a tube \( T \in T_\Delta \) with \([T] = \bigcup_{j=1}^k \Delta_j \times [s_j, t_j] \), the set of corner points of \( T \) is a subset of \( \{(v_{ij}, s_j), (v_{ij}, t_j) : 1 \leq i \leq 3, 1 \leq j \leq k\} \), and hence is finite. Here, \( v_{1j}, v_{2j} \) and \( v_{3j} \) denote the vertices of the triangle \( \Delta_j \in \mathcal{E} \). □
6. Invariance principle for coalescing random walks on gasket. Let \( \eta = 2^{-n} \) and consider an infinite Sierpinsky gasket \( G_n \) with mesh size \( 2^{-n} \). In this section, we consider coalescing random walks on \( G_n \) defined as follows: initially there is a particle at every vertex of \( G_n \). They perform independent simple random walks, jumping every \( 5^{-n} \) units of time, and coalesce when they are on the same vertex of \( G_n \). Consider the law \( P^\eta \) on \( \mathcal{H} \) that these particles induce.

**Theorem 6.1.** As \( \eta \to 0 \),

\[
P^\eta \to P_\infty,
\]

weakly, where \( P_\infty \) is the law of the coalescing Brownian flow on \( G \), as defined in Theorem 5.1.

**Proof.** The proof of Theorem 6.1 follows the same outline as in the Brownian case. However, two important facts are needed to make the strategy applicable. The first is a statement about “uniform coming down from infinity” (stated below in Proposition 6.2). The second is an intuitively obvious statement that finitely many coalescing random walks converge to the same number of coalescing Brownian motions. This will be stated in Proposition 6.6. This is probably well known in the folklore, but we could not find a reference for it.

6.1. Uniform coming down from infinity on the gasket. Consider the setup above, with coalescing random walks started at time 0 on \( G_n \), and jumping every \( 5^{-n} \) units of time. Give a bounded region \( T \subset \mathbb{R}^2 \), suppose that the random walk particles are killed as soon as they touch \( \mathbb{R}^2 \setminus T \). Let \( N(t) \) denote the number of particles left at time \( t \). The following is the analogue of Proposition 4.4 but for the case of the gasket. As before, this is essentially the only place where one needs some quantitative estimates about coalescing random walks.

**Proposition 6.2** (Uniform coming down from infinity). For every \( \delta > 0 \) and \( \varepsilon > 0 \), there exists \( k \geq 0 \) depending only on \( T \), such that \( P(N(\delta) > k) \leq \varepsilon \) for all sufficiently large \( n \).

**Proof.** The proof depends on two simple lemmas. In the rest of the proof, we assume without loss of generality that \( T \) is the unit equilateral triangle with apices at \( z = 0, z = 1, \) and \( z = e^{i\pi/3} \) when viewed as a subset of the complex plane. \( \square \)

**Lemma 6.3.** There exists a universal constant \( 0 < C < \infty \) such that the following holds for all \( 1 \leq k \leq n \). Let \( X, Y \) be two independent (unkilled) random walks started at \( x, y \in G_n \) such that \( |x - y| \leq 2^{-k} \). Then

\[
P(\tau < 5^{-k}) \geq \frac{1}{C}
\]

uniformly on \( x, y \in G_n \) such that \( |x - y| \leq 2^{-k} \), where \( \tau \) is the first meeting time of \( X \) and \( Y \).
PROOF. This relies on uniform heat-kernel estimates of the random walks on the gasket due to Jones [15]. To use this, it is convenient to use a different scaling of space and time: thus consider $G_0 = 2^n G_n$ and let the random walks $X, Y$ make jumps at integer times. Then Lemma 6.3 is equivalent to the statement that, uniformly over $x, y \in G_0$ with $|x - y| \leq 2^k$, $P(\tau < 5^k) \geq 1/C$. Let $p_t(x, y) = \mathbb{P}(X_t = y|X_0 = x)$ be the transition density function of the random walk $X$. Now, Theorem 18 of [15] states that for all $t \geq c_0 |x - y| \lor t_0$,

\begin{equation}
 p_t(x, y) \geq c_1 t^{-d_s/2} \exp\left(-c_2 \left(\frac{|x - y|^{d_w}}{t}\right)^{1/(d_w-1)}\right),
\end{equation}

where

\begin{equation}
 d_s = \frac{2 \log 3}{\log 5}; \quad d_w = \frac{\log 5}{\log 2}.
\end{equation}

Likewise, Theorem 17 of [15] states that for all $t \geq c_0 |x - y| \lor t_0$,

\begin{equation}
 p_t(x, y) \leq c_3 t^{-d_s/2} \exp\left(-c_4 \left(\frac{|x - y|^{d_w}}{t}\right)^{1/(d_w-1)}\right).
\end{equation}

Let $J$ denote the number of intersections of the walks $X, Y$ during the time interval $[1, 5^k]$. Then by reversibility, and (6.1), for $k$ large,

\begin{align*}
\mathbb{E}[J] &= \sum_{s=1}^{5^k} \sum_{z \in G_0} \mathbb{P}(X_s = Y_s = z) = \sum_{s=1}^{5^k} p_{2s}(x, y) \\
&\geq c_1 \sum_{s=(1/2)5^k}^{5^k} \frac{1}{(5^k)\log 3/\log 5} \exp\left(-c_2 \left(\frac{(2^k)\log 5/\log 2}{5^k}\right)^{1/(d_w-1)}\right) \geq c(5/3)^k.
\end{align*}

On the other hand, by (6.3), for $k$ large,

\begin{align*}
\mathbb{E}[J^2] &\leq \mathbb{E}[J] + 2 \sum_{1 \leq s < t \leq 5^k} \mathbb{P}(X_s = Y_s) \sup_{w \in G_0} p_{2(t-s)}(w, w) \\
&\leq \mathbb{E}[J] + 2 \sum_{s=1}^{5^k} \mathbb{P}(X_s = Y_s) \sum_{s < t \leq 5^k} \frac{c'}{(t - s)\log 3/\log 5} \\
&\leq \mathbb{E}[J] + c' \sum_{s=1}^{5^k} \mathbb{P}(X_s = Y_s)(5/3)^k \leq c'(5/3)^k \mathbb{E}[J].
\end{align*}

Thus, by the Payley–Zygmund inequality,

\begin{align*}
\mathbb{P}(J > 0) &\geq \frac{\mathbb{E}[J]^2}{\mathbb{E}[J^2]} \geq \frac{\mathbb{E}[J] \cdot c(5/3)^k}{c'(5/3)^k \mathbb{E}[J]} \geq c/c',
\end{align*}

as required. □
Remark 6.4. Note that Lemma 6.3 implicitly relies on the fact that the simple random walk on $G_n$ is aperiodic [similarly as the distribution $\xi$ in (4.1)]. Though we do not directly appeal to aperiodicity in our proof, it is used in Jones’ lower bound estimate (6.1).

Our second lemma is an induction scheme which is inspired by an argument in [11] for the fact that coalescing Brownian particles come down from infinity. See also [2] where a similar argument is used.

Lemma 6.5. Fix $t > 0$ and let $m$ be such that $3^{m+1} \leq N = N(t) < 3^{m+2}$. Then there exists an absolute constant $\theta < 1$, such that by time $t' = t + 5^{-m}$, $N(t') \leq \theta N(t)$ with probability greater than $1 - e^{-cN}$.

Proof. We first claim that it is possible to find a pairing of the particles $(X_i,Y_i)_{1 \leq i \leq N/2}$ such that $|X_i(t) - Y_i(t)| \leq 2^{-m}$ for all $1 \leq i \leq N/3$. Indeed, tile $T$ with $3^m$ triangles of side length $2^{-m}$. Within each such triangle, pair as many particles as possible. This leaves at most one unpaired particle per triangle, and we pair these arbitrarily.

Having constructed this pairing, consider now a partial coalescing system in which coalescence occurs only between matched particles, and distinct pairs of particles evolve completely independently of one another. By the monotonicity property of coalescing random walks, it is easy to argue (see [11]) that the partial system dominates in distribution the fully coalescing system. Hence, it suffices to prove the claim on the partially coalescing system.

By Lemma 6.3 and by the strong Markov property, at time $t'$, each pair $(X_i,Y_i)$ with $1 \leq i \leq N/3$ has a probability at least $1/C$ to have coalesced, and these events are independent of one another. (Note further that the number of particles may decrease further due to particles leaving the region $T$, but this can only help us.) Thus, $N(t') \leq N - (1/C')(N/3)$ with probability greater than $1 - \exp(-cN')$, by an easy large deviation bound on the binomial random variables. Taking $\theta = 1 - 1/(4C')$ gives the desired result.

With these two lemmas, we can now complete the proof of the proposition.

Let $\tau_n = 0$, and define for $m \leq n$, $\tau_m = \inf\{t \geq 0 : N(t) \leq 3^m\}$. By iterating Lemma 6.5 $[\log_{3/2} 3]$ times, we see that there exists $C > 0$ such that

$$\mathbb{P}(\tau_m - \tau_{m-1} \geq C5^{-m}) \leq C \exp(-3^m/C).$$

Let $A_m$ denote the complement of the event above, and let $A = \bigcap_{m=M}^n A_m$, where $M$ is a fixed large number. Then on the one hand, by (6.4),

$$\mathbb{P}(A^c) \leq C \exp(-3^M/C)$$

uniformly in $n$. On the other hand, on the event $A$,

$$\tau_M \leq C5^{-M} + \cdots + C5^{-n} \leq C5^{-M}.$$
Thus, if $\delta > 0, \varepsilon > 0$ are fixed as in the statement of the proposition, we choose $M$ large enough that $C 5^{-M} \leq \delta$ and $C \exp(-3M/C) \leq \varepsilon$. Then picking $k = 3M$, we obtain
\[
P(N(\delta) > k) \leq P(\tau_M \geq \delta) \leq P(A^c) \leq \varepsilon.
\]
Noting that the choice of $M$ (and thus of $k$) depends only on $\delta$ and $\varepsilon$ (and not on $n$) completes the proof. \(\square\)

6.2. Finitely many coalescing random walks. Fix $n \geq 1$ and let $z_1, \ldots, z_n \in G \times \mathbb{R}$. For $\eta = 2^{-m}$, let $z_1^\eta, \ldots, z_n^\eta$ be space–time points in the rescaled gasket $L_\eta = G_m \times 5^{-m} \mathbb{Z}$ such that $z_1^\eta \to z_1, \ldots, z_n^\eta \to z_n$ as $\eta \to 0$. Consider $n$ independent rescaled coalescing simple random walks in $G_m$ started from $z_1^\eta, \ldots, z_n^\eta$ and making jumps at times in $5^{-m} \mathbb{Z}$. Let $(Y_1^\eta, \ldots, Y_n^\eta)$, viewed as a random element of $(\Pi^n, \varrho^n)$ as defined in (2.5) with $d = 2$, be the collection of $n$ continuous paths obtained by linearly interpolating the above $n$ coalescing random walks. Let $(Y_1, \ldots, Y_n)$ be a system of $n$ independent coalescing Brownian motions started from $z_1, \ldots, z_n$, also viewed as a random variable in $(\Pi^n, \varrho^n)$.

**Proposition 6.6.** As $\eta \to 0$,
\[
(Y_1^\eta, \ldots, Y_n^\eta) \to (Y_1, \ldots, Y_n)
\]
in distribution on $(\Pi^n, \varrho^n)$.

**Proof.** We need the following two facts (6.5) and (6.6) in the proof. Let $(W_m^k)_{k \geq 0}$ and $(Z_m^k)_{k \geq 0}$ be two independent simple random walk on $G_m$ starting at time 0 and let
\[
\tau_m = \min\{k 5^{-m} \geq 0 : W_m^{k5^{-m}} = Z_m^{k5^{-m}}\}
\]
denote their coalescence time. Then for all $\alpha > 0$,
\[
\limsup_{m \to \infty} \sup_{x, y \in G_m : |x - y| \leq \varepsilon} P(\tau_m > \alpha | W_0^m = x, Z_0^m = y) \to 0 \quad \text{as } \varepsilon \to 0.
\]
Similarly, if $(W_t)_{t \geq 0}$ and $(Z_t)_{t \geq 0}$ are two independent Brownian motions on $G$ with coalescence time $\tau$, then for all $\alpha > 0$,
\[
\sup_{x, y \in G : |x - y| \leq \varepsilon} P(\tau > \alpha | W_0 = x, Z_0 = y) \to 0 \quad \text{as } \varepsilon \to 0.
\]

Let us now prove (6.5). By scaling it is enough to show that
\[
\limsup_{m \to \infty} \sup_{x, y \in G_0 : |x - y| \leq 2^m} P(\tau_0 > 5^{m+M} | W_0^0 = x, Z_0^0 = y) \to 0
\]
as $M \to \infty$. 

(6.7)
By Lemma 6.3, if $|x - y| \leq 2^m$, then

\[ \mathbb{P}(\tau^0 \leq 5^m | W^0_0 = x, Z^0_0 = y) \geq c \tag{6.8} \]

for some absolute positive constant $c$. Using the heat kernel upper bound (6.3), it is straightforward to show that given $\kappa > 0$, there exists $K \in \mathbb{Z}_+$ such that for all $m \geq 1$,

\[ \mathbb{P}(|W^0_{5^m} - W^0_0| > 2^{m+K-2}) \leq \kappa. \tag{6.9} \]

Fix $\varepsilon > 0$ and let $L$ be such that $(1 - c)L \leq \varepsilon/2$. Note that (6.8) and (6.9) with $\kappa = \varepsilon(4L)^{-1}$ imply that when $m$ large enough, starting from $x, y \in G_0$ with $|x - y| \leq 2^m$, with probability at least $c$, the random walks $W^0$ and $Z^0$ either hit each other by time $5^m$ or else they will be at most $2^m + 2 \cdot 2^{m+K-2} \leq 2^{m+K}$ distance apart at time $5^m$, with probability at least $1 - \varepsilon(2L)^{-1}$. In the latter case, using the Markov property, again with probability at least $c$, the random walks $W^0$ and $Z^0$ either hit each other by the next $5^m$ amount of time, or else, they will be at most $2^m + K + 2 \cdot 2^{m+2K-2} \leq 2^{m+2K}$ distance apart at time $5^m + 5^{m+K}$ with probability at least $1 - \varepsilon(2L)^{-1}$. Repeat this procedure $L$ times to deduce that for $M = LK$, the probability in (6.7) is bounded above by $\varepsilon/2 + (1 - c)L \leq \varepsilon$ and hence (6.5) is proved.

To conclude (6.6) from (6.5), use the weak convergence random walk in the gasket toward Brownian motion, keeping in mind that the event $\{g \text{ is a gasket toward Brownian motion, keeping in mind that the event} \}$

\[ = \mathbb{P}( \text{the probability in (6.7) is bounded above by } \varepsilon/2 + (1 - c)L \leq \varepsilon \text{ and hence (6.5) is proved.} \]

Now we are ready to prove Proposition 6.6. Recall $\eta = 2^{-m}$. Let $X_1^\eta, \ldots, X_n^\eta$ be the continuous paths of the independent random walks on $G_m$ starting from $z_1^\eta, \ldots, z_n^\eta$. Similarly, $X_1, \ldots, X_n$ are independent Brownian motions on $G$ from $z_1, \ldots, z_n$. To keep things simple, we will assume $n = 2$, but the argument can easily be extended to general $n > 2$ by induction. By the invariance principle, $X_i^\eta \rightarrow X_i$ in distribution on $(\Pi, \varrho)$. By the Skorokhod representation theorem, we may assume that $(X_1^\eta, X_2^\eta) \rightarrow (X_1, X_2)$ almost surely on $(\Pi^2, \varrho^2)$. Let us show that $\varrho(X_2^\eta, Y_2) \rightarrow 0$ in probability. It is enough to show for any $R > 0$, $|\hat{\gamma}(t) - \hat{\gamma}(t)|_{L^\infty([-R, R])} \rightarrow 0$, where for $(\gamma, t_0) \in \Pi$, we denote by $\hat{\gamma}$ the continuous function that extends $\gamma$ to all of $\mathbb{R}$ by setting $\hat{\gamma}(t) = \gamma(t_0)$ for all $t < t_0$. Define

\[ \epsilon_\eta = |\hat{X}_1^\eta(t) - \hat{X}_1(t)|_{L^\infty([-R, R])} \lor |\hat{X}_2^\eta(t) - \hat{X}_2(t)|_{L^\infty([-R, R])}. \]

We have $\epsilon_\eta \rightarrow 0$ almost surely. Let $\tau^\eta = \inf\{t \in 5^{-m}\mathbb{Z}: X_1^\eta(t) = X_2^\eta(t)\}$ and $\tau = \inf\{t \in \mathbb{R}: X_1(t) = X_2(t)\}$. Now, we can estimate

\[ |\hat{Y}_2^\eta(t) - \hat{Y}_2(t)|_{L^\infty([-R, R])} \leq \epsilon_\eta + \mathbf{1}_{[\tau_\eta > \tau]} \sup_{s \in [\tau, \tau_\eta]} |X_2^\eta(s) - X_1(s)| \]

\[ + \mathbf{1}_{[\tau_\eta < \tau]} \sup_{s \in [\tau_\eta, \tau]} |X_1^\eta(s) - X_2(s)|, \]
which is bounded by
\[
3\varepsilon_\eta + 1_{\{\tau_\eta > \tau\}} \sup_{s \in [\tau, \tau_\eta] \cap [-R, R]} |X_2(s) - X_1(s)| \\
+ 1_{\{\tau_\eta < \tau\}} \sup_{s \in [\tau_\eta, \tau] \cap [-R, R]} |X_1(s) - X_2(s)|.
\]

Note that whenever one of the pairs \((X_1^\eta, X_2^\eta)\) or \((X_1, X_2)\) coalesces at some time within \([-R, R]\), at that moment the two processes of the other pair can be at distance at most \(2\varepsilon_\eta\) apart from each other. Hence, by (6.5) and (6.6), for any \(\delta > 0\), except for an event with probability at most \(o_\eta(1)\), (6.10) can be bounded by
\[
3\varepsilon_\eta + \sup_{s \in [\tau - \delta, \tau + \delta] \cap [-R, R]} |X_1(s) - X_2(s)| \\
\leq 3\varepsilon_\eta + \text{osc}(X_1 - X_2; \delta),
\]
where for a function \(\varphi\), its oscillation is defined as \(\text{osc}(\varphi; \delta) = \sup \{|\varphi(s) - \varphi(t)| : s, t \in [-R, R], |s - t| \leq \delta\}\), and we have used the simple observation that \(X_1(s) - X_2(s) = (X_1(s) - X_2(s)) - (X_1(\tau) - X_2(\tau))\). Since, \(X_1\) and \(X_2\) are uniformly continuous on \([-R, R]\), almost surely \(\text{osc}(X_1 - X_2; \delta) \to 0\) as \(\delta \to 0\). This proves Proposition 6.6. \(\square\)

This completes the proof of Theorem 6.1. \(\square\)

APPENDIX: CONNECTION TO THE BROWNIAN WEB OF FONTES ET AL. [12]

We now briefly recall from [12] the construction of the Brownian web in the space of compact sets of continuous paths. Let \(\mathbb{R}_c^2\) denote the completion of the space–time plane \(\mathbb{R}^2\) with respect to the metric
\[
d((x_1, t_1), (x_2, t_2)) = |\tanh(t_1) - \tanh(t_2)| \vee \left| \frac{\tanh(x_1)}{1 + |t_1|} - \frac{\tanh(x_2)}{1 + |t_2|}\right|.
\]
It is helpful to think of \(\mathbb{R}_c^2\) as the continuous image of \([-\infty, \infty]^2\) under a map that identifies the lines \([-\infty, \infty] \times \{\infty\}\) and \([-\infty, \infty] \times \{-\infty\}\) with points \((*, \infty)\), and \((*, -\infty)\), respectively. Let \(\hat{\Gamma}\) be the space of all continuous paths in \(\mathbb{R}_c^2\) with all possible starting times in \([-\infty, \infty]\). A continuous path \(\gamma\) in \(\mathbb{R}_c^2\) with starting point \(\sigma_\gamma \in [-\infty, \infty]\), is a mapping \(\gamma: [\sigma_\gamma, \infty] \to [-\infty, \infty] \cup \{\ast\}\) such that \(\gamma(\infty) = *, \gamma'(\sigma_\gamma) = \ast\) if \(\sigma_\gamma = \infty\), and \(t \mapsto (\gamma(t), t)\) is continuous from \([\sigma_\gamma, \infty] \to \mathbb{R}_c^2\). The space \(\hat{\Gamma}\) is equipped with the metric
\[
\hat{d}((\gamma_1, \sigma_{\gamma_1}), (\gamma_2, \sigma_{\gamma_2})) = |\tanh(\sigma_{\gamma_1}) - \tanh(\sigma_{\gamma_2})| \\
+ \sup_{t \geq \sigma_{\gamma_1} \wedge \sigma_{\gamma_2}} \left| \tanh(\gamma_1(t \lor \sigma_{\gamma_1})) \frac{t}{1 + |t|} - \tanh(\gamma_2(t \lor \sigma_{\gamma_2})) \frac{t}{1 + |t|}\right|,
\]
which makes \( \hat{\Pi} \) a complete separable metric space. Now define \( \mathcal{K} \) to be the space of compact subsets of \( \hat{\Pi} \) and endow \( \mathcal{K} \) with the standard Hausdorff metric \( d_{\mathcal{K}} \). The space \( (\mathcal{K}, d_{\mathcal{K}}) \) again turns out to be a complete separable metric space and the Brownian web can be defined as a random element in \( \mathcal{K} \) via the following recipe.

Fix a countable ordered set \( \mathcal{D} = (z_1, z_2, \ldots) \), which is dense in \( \mathbb{R}^2 \). Let \( \mathcal{B}_n := \{ W_1^c, \ldots, W_n^c \} \) be the set of \( n \) coalescing Brownian paths starting from the space–time points \( z_1, \ldots, z_n \) as in Section 3.1, viewed as a random element in \( \mathcal{K} \). In [12], the authors showed that almost surely, \( \mathcal{B}_n \) converges in \( \mathcal{K} \) to some random element \( \mathcal{B}_\infty \), which they called the Brownian web. Its distribution does not depend on the choice of \( \mathcal{D} \). Let \( \mathcal{W}_\infty \) be distributed according to the coalescing Brownian flow on \( \mathcal{H} \). It is natural to ask how these two different objects \( \mathcal{B}_\infty \) and \( \mathcal{W}_\infty \) are related.

For \( (\gamma, \sigma_\gamma) \in \hat{\Pi} \), the notion of a tube \( T \) being crossed (or traversed) by \( (\gamma, \sigma_\gamma) \) remains exactly the same. Namely, a tube \( T \) is crossed by \( (\gamma, \sigma_\gamma) \) if \( \sigma_\gamma \leq t_0, (\gamma(t_0), t_0) \in \partial_0 T, (\gamma(t_1), t_1) \in \partial_1 T \) and \( (\gamma(s), s) \in [T] \) for all \( s \in (t_0, t_1) \), where \( t_0 \) and \( t_1 \) be the start time and the end time of \( T \), respectively. For a subset \( F \) of \( \hat{\Pi} \), let \( \hat{\mathcal{C}}(F) \) denote the set of tubes in \( T \) which are crossed by at least one path in \( F \). Clearly, \( \hat{\mathcal{C}}(F) \) is always hereditary. The exact same proof of Lemma 2.9 shows that \( \hat{\mathcal{C}}(F) \) is closed in \( \mathcal{K} \) if \( F \) is compact. This means \( \hat{\mathcal{C}} \) maps \( \mathcal{K} \) into \( \mathcal{H} \).

**Theorem A.1.** We have

\[
\hat{\mathcal{C}}(\mathcal{B}_\infty) \overset{d}{=} \mathcal{W}_\infty.
\]

The above theorem says that the law of the coalescing Brownian flow on \( \mathbb{R} \) in the tube topology is nothing but the push-forward of the law of the Brownian web in the path space. It gives another construction of the coalescing Brownian flow on \( \mathbb{R} \), though the similar construction does not work for the gasket due to the absence of appropriate ‘Brownian web on the gasket’.

**Proof of Theorem A.1.** Let \( \mathcal{W}_n = \mathcal{W}(z_1, \ldots, z_n) \in \mathcal{H} \) be as defined in Section 3.1. Clearly, \( \hat{\mathcal{C}}(\mathcal{B}_n) = \mathcal{C}(\mathcal{B}_n) = \mathcal{W}_n \). We have seen in the proof of Theorem 3.1 that

\[
\mathcal{W}_n \overset{d}{\rightarrow} \mathcal{W}_\infty \quad \text{in } (\mathcal{H}, d_{\mathcal{H}}).
\]

Hence, the proof of the theorem is complete by Lemma A.2 and the continuous mapping theorem. \( \square \)

**Lemma A.2.** The map \( \hat{\mathcal{C}} : (\mathcal{K}, d_{\mathcal{K}}) \rightarrow (\mathcal{H}, d_{\mathcal{H}}) \) is continuous.

**Proof.** Let \( F_n \rightarrow F \) in Hausdorff metric \( d_{\mathcal{K}} \). A basis element in the topology of \( \mathcal{H} \) is of the form \( B = \neg \biguplus T_1 \cap \cdots \cap \neg \biguplus T_k \cap \biguplus U_1 \cap \cdots \cap \biguplus U_l \), where \( T_1, \ldots, T_k \in \mathcal{T} \) and \( U_1, \ldots, U_l \) are open sets in \( \mathcal{T} \). We need to show that if \( H := \hat{\mathcal{C}}(F) \in B \), then \( H_n := \hat{\mathcal{C}}(F_n) \in B \) for sufficiently large \( n \).
Note that $H \in \square U_i$ means that there is a $T \in U_i$ such that $T$ is traversed by some $(f, t) \in F$. Since $U_i$ is open, we can find another tube $T' \in U_i$ such that $T'$ is traversed by some $(f, t) \in F$. Since $U_i$ is open, we can find another tube $T' \in U_i$ such that $T' < T$. Clearly, $T'$ is traversed by $(f_n, t_n)$ for all $n \geq n_0$, and hence, $H_n \in \square U_i$ for all $n \geq n_0$.

Next, we have to argue that if $T \in T$ is not traversed by $F$, then $T \in T$ is not traversed by $F_n$ for sufficiently large $n$. Suppose that $T$ is traversed by $(f_n, t_n) \in F_n$ infinitely often, then it suffices to prove that $T$ is traversed by $F$ as well. For notational convenience, we will assume that $T$ is traversed by $(f_n, t_n) \in F_n$ for all $n$. Using compactness of $F$ and the fact that $d_K(F_n, F) \to 0$, we can find $(f, t) \in F$ such that $\varrho((f_n, t_n), (f, t)) \to 0$. It is now easy to check, along the lines of the proof of Lemma 2.9, that $T$ is traversed by $(f, t) \in F$. This completes the proof. □

Remark A.3. By Lemma A.2, the pre-image of any event in the tube topology under the map $\hat{C}r$ is measurable in the path topology. So, the tube topology is weaker (or coarser) than the path topology. It would be interesting to find examples of events which are measurable in the path topology but whose images under $\hat{C}r$ are not measurable in the tube topology.
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