SCFH: A Student Analysis Model to Identify Students’ Programming Levels in Online Judge Systems
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Abstract: Computer basic teaching is an essential basic learning content in higher education teaching. In order to encourage students and enable them to practice and improve their programming ability, the online judge system has been introduced into the programming course for compiling, executing and evaluating the algorithm source code submitted by students. The asymmetry of students’ programming level is an important issue when teachers guide the programming of online judge system. We used the exploratory factor analysis method to identify the potential variable structure from the log data submitted by the students of the online judge system, and evaluate the programming level of the students to predict the “at risk” learners. We proposed a student participation model, SCFH, based on this variable structure. Using the log data of the students in the C language course and their final exam results, we trained a deep neural network based on SCFH to divide the students into three different grades, namely “risky”, “intermediate” and “advanced”. To verify the validity of the model, we used the prediction model to classify students in another C++ language programming course. The results show that the submission log data model SCFH can be used to predict the programming ability of students, and the validity of these results can be tested by examination results.
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1. Introduction

With the rapid development of Internet technology, information technologies such as big data and artificial intelligence have developed rapidly. Modern education is also transforming from informatization to intelligence. Computer-aided education has become an important part of modern education. The online judge system is an educational website which refers to a network service and was originally designed for programming competitions such as the ICPC(International Collegiate Programming Contest) of ACM. The online judge system has a large number of programming problems, which can be solved online and offline. As an open and shared testing platform, online judge system provides more and more new resources for students to learn independently, and also provides new tools and platforms for the teaching of programming courses [1].

Programming is an interdisciplinary subject. In addition, competitive programming may be relatively difficult and daunting for entry-level students due to the difficulty, variety and competitiveness of the problem. From our research on the log data submitted by the anonymous online judge system, we can see that quite a number of students are trying to find the right solutions...
and appropriate problems to solve. In order to help them overcome difficulties, it is very important to correctly identify these students with certain risks at an early stage. However, online judge system is designed for self-directed learning. It only provides real-time automatic evaluation of the source program of the solution submitted by the user and has no interaction with the teacher. Therefore, it is difficult for teachers to evaluate students’ learning, track and correct students’ learning behavior. Some studies have shown that classifying students’ participation in learning in daily teaching helps to improve the educational effect of students in different classes [2]. Many researches [3,4] focus on the development of theoretical models of student participation, but these models are usually limited to formal educational environment and pay less attention to online judge system.

The strength of students depends on the characteristics of online judge system submission log. Each of these features is interrelated. Therefore, clustering and statistical analysis of these multidimensional data can help us understand these students’ thinking patterns. In this research, we used exploratory factor analysis to identify the potential variable structure from the submission log data of students in online judge system. Aiming at the submission log data of students in online judge system, we proposed a participation model “SCFH” described by the key features of the submission log. In addition, we trained the deep neural network based on the SCFH model by using the students’ log data and final exam scores in C language course, and divided the students into three different grades. In order to verify the validity of the model, we used the prediction model to classify students in another C++ programming course.

2. Related Works

2.1. Application of Online Judge System in Programming Education

Online judge system has a long history of application in education. It was introduced by Stanford University at least in 1961 to support the evaluation of student procedures coded with ALGOL [5]. Since then, online judge system has quickly replaced traditional manual judgment. Many scholars have conducted a large number of researches related to online judge system. Andy Kurnia et al. [6] analyzed the advantages of online judge system for student project evaluation and labor. They first systematically introduced the design of the online test system, and then compared the efficiency and fairness issues. M. Choy et al. [7] analyzed the experience of applying online judge system to programming education and emphasized that timeliness and development motivated students to be passionate about programming.

The application of online judge system has several advantages. First, the teacher can accurately verify the correctness of the source code submitted by the student by preparing a complete test case that covers all the results. Second, the time for judging is greatly reduced, so students can do a lot of preparation and practice. Finally, students are able to get immediate feedback and know if their answers are correct.

It is worth noting that online judge system requires a high degree of motivation and self-discipline, so online judge system can only serve as a teaching aid to enhance professional skills [8]. However, due to the limitations of online judge system, teachers are not able to obtain feedback on the ability of students to gain experience in online judge system. There is currently no effective tool for analyzing and evaluating students’ interactions in online judge system and providing valuable feedback to teachers. Therefore, it is necessary to find a set of observation indicators to measure the students’ learning in online judge system, and to classify students by model. In this way, teachers can get feedback on students’ learning situations and correct students’ learning behavior.

2.2. Programming Level Assessment

In online systems and non-online learning environments, a great deal of research has been done to identify “risky” entry-level students. The key features that have been considered in these studies [9–12] are given in Table 1.
Table 1. Key features considered in the study.

| Features                                      | Description                                                                 |
|-----------------------------------------------|-----------------------------------------------------------------------------|
| The progress of the introductory programming course | Whether the students have studied the introductory course of programming and the progress of learning. |
| Previous programming experience              | Do students have programming experience before class.                       |
| Gender                                        | The gender of the student.                                                  |
| Negative attitude in programming              | Whether the students have a negative attitude of giving up and depression in the programming course. |
| Mathematical background                       | Students’ mathematics foundation.                                           |
| Formal training in programming                | Training progress of student courses.                                       |
| Students’ understanding of learning material difficulties | Students’ ability to understand difficult problems.                      |
| Students’ ability to find solutions to problems | Whether students can find the right solution.                             |

In order to classify students’ programming level, many researches have realized and trained statistical learning models and neural networks. Recent research [9] has proposed a back propagation neural network, which can estimate students’ performance according to their prior knowledge. The study also construct a student attribute matrix (SAM), indicators and predictors, which reflect how much influence a particular factor will have on students’ performance. D Capobia’s [12] research focuses on learning behaviors and programmers’ personality traits to determine their abilities and motivations. This study compares programmers who learn through conceptualization with programmers with relevant experience, and proposes a measurement index based on a small number of questionnaires, called DiCS-Index. Research [13] classifies programmers’ abilities according to the timeliness of homework submission, that is, the timeliness of students, as well as their average scores and progress in the past few years.

It is obvious from the existing research that there are a lot of contents related to “risk” student prediction in online and offline learning environments. Data mining and knowledge discovery are still rarely used in online judge programming systems. However, research and contributions in this field are increasing rapidly recently. In recent years, different support systems and recommendation systems have been proposed for online judge programming environment [14,15]. The support system includes problem difficulty assessment [16,17], problem suggestion [18,19] and other services. Most of the proposed support systems are based on collaborative filtering [14,16,17] and are limited to classroom data. As far as we know, there is no clear research on classification in online judge system based on submitting log data, scoring and other key features.

2.3. Exploratory Factor Analysis

In the field of scientific research, some variables are not easy to be directly observed, and these variables can only be indirectly reflected by the observable variables related to them [20]. We call the observable variable the original variable, and the variable that is not easy to be observed that has a correlation effect on the original variable is called the factor.

The exploratory factor analysis is a multivariate statistical analysis method that finds out the main factors that affect the original variables and estimates the influence of the factors on the original variables by exploring the characteristics, properties and internal relations of the original variables. It can reduce many disordered original variables into fewer core factors and make them have subsequent interpretation ability, thus realizing the extraction and reconstruction of measurement information.
3. Method

3.1. Research Questions

- Find the potential variable structure in the log data submitted by online judge system, and find the key features that are more sufficient to evaluate students' programming ability.
- Verify whether the key feature model we found can be related to the course scores and whether it can be applied to different courses in online judge system.

3.2. Data

The data for this study are from the log data of first-year C programming course students using online judge system. Table 2 shows the detailed statistical data. The explanation of these data is given in Table 3. The definition of hint is that when a student is unable to solve the problem by himself, he or she chooses to ask for help from others. We detect whether help is requested by comparing the code similarity of the two students. All these data come from 1043 students enrolled in the course. Figure 1 shows the dispersion matrix of the data. The graph depicts the correlation between each pair of features. It can be seen from the figure that these features are highly correlated.

![Figure 1. A decentralized matrix describing the correlation between features in online programming judge systems. This figure describes the correlation between each pair of features.](image)

| Table 2. Statistical of C language course data. |
|-----------------------------------------------|
| Score Submit | True_Submit | Correct | True_Correct | Total | True_Total | Easy_Count | Difficult_Count | Easy_Correct | Difficult_Correct | Frequency | Hint |
| count         | 1043        | 1043    | 1043         | 1043  | 1043      | 1043        | 1043           | 1043         | 1043                    | 1043      |
| mean          | 35.17       | 53.86   | 36.40        | 52.16  | 29.52     | 104.50      | 57.78          | 42.35        | 15.44                    | 20.76     | 8.76 |
| std            | 9.95        | 18.17   | 16.42        | 19.00  | 15.19     | 49.86       | 31.43          | 22.21        | 13.73                    | 9.66      | 7.10 |
| min            | 0.00        | 1.00    | 1.00         | 1.00   | 1.00      | 1.00        | 1.00           | 1.00         | 1.00                     | 0.00      | 0.00 |
| 0.25           | 28          | 40      | 38           | 38     | 17        | 72          | 34             | 25           | 4.5                      | 13        | 3   |
| 0.50           | 36          | 58      | 57           | 56     | 28        | 98          | 56             | 42           | 12                      | 20        | 7   |
| 0.75           | 44          | 71      | 49           | 70     | 41        | 129         | 76             | 55           | 24                      | 29        | 14  |
| max            | 50          | 76      | 71           | 76     | 70        | 443         | 282            | 246          | 80                      | 42        | 29  |

Figure 1. A decentralized matrix describing the correlation between features in online programming judge systems. This figure describes the correlation between each pair of features.
Table 3. Candidate Characteristics of Factor Analysis.

| Metric         | Description                                                                 |
|----------------|-----------------------------------------------------------------------------|
| Submit         | Number of problems submitted by students                                    |
| true_submit    | The number of problems submitted by students without asking for a prompt    |
| Correct        | Number of students solving problems                                         |
| true_correct   | The number of students actually solving the problem                         |
| Total          | Total number of submissions by students                                     |
| true_total     | The Total number of problems submitted by students without asking for a prompt |
| easy_count     | Number of attempts by students to solve simple problems                     |
| difficult_count| Number of attempts by students to solve difficult problems                  |
| easy_correct   | The correct number of times students solve simple problems                  |
| difficult_correct| The correct number of times students solve complex problems              |
| Frequency      | Number of times students log in to online judge system                      |
| Hint           | Number of requests for help from students                                   |

3.3. Factor Analysis

In order to solve our first research problem, that is, to identify the potential variable structure, we used exploratory factor analysis on the data and established an exploratory factor analysis model based on the characteristics in Table 3. The model is as follows:

\[ X = AF + \epsilon \]  

where \( X = (x_1, x_2, \ldots, x_n) \) is an \( n \times 1 \)-dimensional random vector composed of \( n \) original variables, \( F = (f_1, f_2, \ldots, f_m) \) is a common factor matrix composed of \( m \) factors, \( A \) is an \( n \times m \)-dimensional factor load matrix, and \( \epsilon = (\epsilon_1, \epsilon_2, \ldots, \epsilon_n) \) is an \( n \times 1 \)-dimensional special factor matrix or residual matrix. Therefore, the model can be written as:

\[
\begin{pmatrix}
  x_1 \\
  x_2 \\
  \vdots \\
  x_n \\
\end{pmatrix} =
\begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1m} \\
  a_{21} & a_{22} & \cdots & a_{2m} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{n1} & a_{n2} & \cdots & a_{nm} \\
\end{pmatrix} \begin{pmatrix}
  f_1 \\
  f_2 \\
  \vdots \\
  f_m \\
\end{pmatrix} +
\begin{pmatrix}
  \epsilon_1 \\
  \epsilon_2 \\
  \vdots \\
  \epsilon_n \\
\end{pmatrix}, \quad m \leq n
\]  

We have the following assumptions about the model:

1. The special factors \( \epsilon_i, \quad i = 1, 2, \ldots, n \) are independent of each other.
2. The expectation of the special factor \( \epsilon_i \) is 0, and the variance is \( \sigma_i^2 \), that is, \( E(\epsilon_i) = 0, \quad \text{Var}(\epsilon_i) = \sigma_i^2 \).
3. The special factor \( \epsilon_i(i = 1, 2, \ldots, n) \) is independent of the common factor \( f_i(i = 1, 2, \ldots, n) \).
4. The common factors \( f_i, \quad i = 1, 2, \ldots, n \) are independent of each other.
5. The expectation of the common factor \( f_i \) is 0, the variance is 1, that is, \( E(f_i) = 0, \quad \text{Var}(f_i) = 1 \).

Based on model (2) and model assumptions, we can obtain the covariance matrix \( \Sigma \) of \( X \), as follows:

\[
\Sigma = \text{Cov}(X) = \text{Cov}(AF + \epsilon) = A \text{Cov}(F)A^\top + \text{Cov}(\epsilon) = AA^\top + D_\epsilon
\]  

where \( A \) is the factor load matrix, \( D_\epsilon = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_n^2) \). The eigenvalue \((\lambda_1, \lambda_2, \ldots, \lambda_n)\) of \( \Sigma \) and the corresponding eigenvector \((\epsilon_1, \epsilon_2, \ldots, \epsilon_n)\) can be solved by formula (2). Therefore, the covariance matrix \( \Sigma \) can also be expressed as:
\[ \Sigma = \sum_{i=1}^{n} \lambda_i e_i e_i' = \sum_{i=1}^{m} \lambda_i e_i e_i' + \sum_{i=m+1}^{n} \lambda_i e_i e_i' \]

\[ = \left( \sqrt{\lambda_1} e_1 \sqrt{\lambda_2} e_2 \cdots \sqrt{\lambda_m} e_m \right) + \left( \sqrt{\lambda_{m+1}} e_{m+1} \sqrt{\lambda_{m+2}} e_{m+2} \cdots \sqrt{\lambda_n} e_n \right) \]

\[ = AA^T + D_\sigma \]

Thus, the estimated value \( l_{ij} = \sqrt{\lambda_i} e_{ij} \) of the \( ij \)-th factor load can be obtained. Where, \( \lambda_i \) represents the \( i \)-th characteristic value, \( e_{ij} \) represents the \( j \)-th component of the \( i \)-th characteristic vector corresponding to \( \lambda_i \), and \( l_{ij} \) represents the degree of influence of the \( j \)-th factor on the \( i \)-th original variable.

After the model is established, the key problem is to extract common factors. In order to preserve the variance caused by common factors and the variance caused by special factors, we used the principal axis factor method to extract common factors. In the process of extracting common factors, it is very important to decide how many factors to keep. We used scree plot test to determine the number of reserved factors. In order to study the potential factors that affect the original variables and make these factors have clearer explanatory significance, it is also necessary to rotate the model by factors. Considering the correlation between various factors, we used oblique rotations in determining the factor model. At this time, by calculating the model, we got a factor pattern load matrix that identifies the potential variable structures in all features, and these common factors can explain almost all the differences of the original features. All of the above methods are analyzed by using R’s Psych package[21,22].

### 3.4. Verify the Effect of the Model

In factor analysis, we found a variable model to analyze the level of students’ participation in online judge system programming. In order to verify the effectiveness of the model in relevant courses, we have established a student classification model using the deep neural network. The criteria for classification come from the scores students get in the final examination. The teacher divided the students into three categories according to their examination scores. The first category is students with risks, i.e., students with weak programming ability, whose scores are far lower than those of other students. The second category is students who master basic programming knowledge and can solve simple problems. They can solve moderately difficult problems in exams. The third category is students who are familiar with programming knowledge and can solve most problems.

The input layer of the deep neural network we established consists of four neurons, and the four features obtained through factor analysis are used as input vectors. The hidden layer has two layers with 5 and 6 neurons respectively. Then there is the output layer, which consists of 3 neurons, corresponding to the number of categories of target variables. Finally, create a softmax function output layer to solve the multi-classification problem. The structure of the network is shown in Figure 2. We divided the data set of C language course into training set and test set according to the ratio of 7:3 for cross-validation. In order to solve the convergence speed of the algorithm, a cross entropy loss function is used in the network.
First of all, we used the feature model obtained from the previous factor analysis to train and verify the deep neural network on the C language programming course data set, and used the area under the curve (AUC) and accuracy to evaluate the classification effect of the model. The greater the AUC value, the stronger the robustness of the model to classification. The greater the accuracy value, the more accurate the classification result. Then, we transferred the trained model to another C++ language programming course for verification to verify the invariance of the model, that is, to verify the effectiveness of the model in different courses. We used the model-based transfer learning method to share the trained model parameters with the new target domain. Use all data set records of the C++ course as test sets. The classification results of the final examination scores of the C++ language programming course are used as labels to verify the classification results of the neural network. The two courses we had chosen are those that use the same online judge system for programming exercises, so the characteristics of the two courses remain unchanged. AUC and accuracy are still used for evaluation.

Considering that our teaching method is a combination of online judge system and offline teaching, we have designed comparative experiments of different classes to verify whether different teaching methods will affect the identification of models. We used SCFH model to classify students of three different majors in C language course, including mechanical major, material major and biology major. The three majors are all non-computer majors and adopt the learning method of combining online judge system with offline courses, using the same learning materials. Different majors have different teachers, and each teacher has different teaching methods and strategies. In order to eliminate the influence of these external factors, we respectively extracted subsets of the three major students from the big data set, and observed the classification effect of SCFH model on the three data sets through experiments.

4. Results

4.1. Results of Factor Analysis

In the first research question, we used scree plot test to determine the number of retained factors. The results of this analysis are shown in Figure 3. The curve in the figure shows that this is a four-element structure. Then a factor pattern load matrix is obtained through calculation of the model, and variables with factor loads greater than 1 are deleted. Table 4 shows the load matrix of the final model factors and generates a model with 9 variables and 4 factors.
Figure 3. Scree Plots of Parallel Analysis.

Table 4. Factor pattern load matrix obtained from exploratory factor analysis.

|               | PA1  | PA4  | PA2  | PA3  |
|---------------|------|------|------|------|
| true_submit   | 0.59 | -    | -    | -    |
| true_correct  | 0.61 | -    | -    | -    |
| true_total    | 0.57 | -    | -    | -    |
| easy_correct  | 0.9  | -    | -    | -    |
| submit        |      | -    | -    | 0.83 |
| correct       |      | -    | -    | 0.75 |
| total         |      | -    | -    | 0.81 |
| frequency     |      | -    | -    | 0.85 |
| difficult_correct | - | 1   | -    | -    |
| hint          |      | -    | -    | 0.96 |

According to Equation (2), we can define the variance of the original variable \( x_i \) as follows:

\[
\text{Var} (x_i) = \sum_{j=1}^{m} a_{ij}^2 \text{Var} (f_j) + \sigma_i^2 = a_1^2 + a_2^2 + \cdots + a_m^2 + \sigma_i^2
\]

If \( h_i^2 = \sum_{j=1}^{m} a_{ij}^2, \quad i = 1, 2, \cdots, n \), then:

\[
\text{Var} (x_i) = h_i^2 + \sigma_i^2, \quad i = 1, 2, \cdots, n
\]

where, \( h_i^2 \) is constituted by the sum of squares of the factor loads of the original variable \( x_i \), which represents the ratio of the variance of the common factor \( F \) to the original variable \( x_i \). We call \( h_i^2 \) the common degree of the original variable \( x_i \), which reflects the influence of the common factor \( F \) on the total difference of the original variable \( x_i \). \( \sigma_i^2 \) can be called the special degree or residual variance of the original variable \( x_i \), which reflects the difference part of the original variable \( x_i \) not considered by the common factor \( F \). As the common degree \( h_i^2 \) approaches 1, this means that the common factor \( F \) can account for almost all the differences in the original variable \( x_i \).
Therefore, it can be seen from Table 4 that the four variables: easy_correct, frequency, difficult_correct, hint are the common factors of each group of factors, and these four features can explain the original twelve features. So we got a participation model extracted from the submission log data of online judge system. We described it as SCFH, and the model consists of four factors: the number of simple items that students correctly solve (Simple), the number of complex items that students correctly solve (Complex), the frequency of students accessing online judge system (Frequency) and the number of times that students ask for help (Hint). The model can be used as a tool to measure students’ programming level in online judge system.

4.2. Verify the Effect of the Model

In order to verify the validity and invariance of the model, we used the deep neural network to model. We used the four factors of SCFH model as the input features of deep neural network to classify students. The results of the classification are compared with the results given by the final examination results classification to study and verify the relationship between our variable structure and academic performance. We have also extracted a subset of student data from the big data set for mechanical, materials and biology majors, and verified the factor of lecture method on the student data sets of three different majors to determine whether our model will be affected by the lecture method. The final results are shown in Table 5. These data are obtained by classifying students in C language programming courses and C++ language programming courses using SCFH model.

| Model                        | AUC   | Accuracy |
|------------------------------|-------|----------|
| SCFH(C)                     | 0.904 | 0.942    |
| SCFH(C++)                   | 0.763 | 0.837    |
| SCFH(Mechanics)             | 0.886 | 0.948    |
| SCFH(Materials)              | 0.901 | 0.912    |
| SCFH(Biology)               | 0.888 | 0.918    |

The data in the table show that the AUC of SCFH model is higher than 90% in C language programming course, which indicates that our model classification effect is very stable. When SCFH model is used in C++ programming courses, the accuracy rate can still reach 84% and AUC exceeds 75%. This indicates that the classification ability of SCFH is still good and stable after transfer. By comparing the results obtained on the subset of students majoring in mechanics, materials and biology, it is found that the SCFH model effect is very close on the student data sets of three different majors, which indicates that different lecture methods will not have significant influence on the students’ programming ability. In the mode of combination of online judge system and offline teaching, students’ programming level depends more on their actual programming experience. These results mean that SCFH model can be used as a general model to classify and evaluate students’ programming level in online judge system.

5. Conclusions and Future Work

Through factor analysis, we have found a potential variable structure, which can be used as a classification evaluation model of students’ programming level in online judge system. The model includes 4 factors and 9 features. According to the factor load, a model SCFH is extracted to judge the students’ programming level. The model consists of four factors: the number of simple items that students correctly solve (Simple), the number of complex items that students correctly solve (Complex), the frequency (Frequency) that students visit online judge system and the number of times that students ask for help (Hint).

Then the SCFH model is modeled by a deep neural network to classify the students in the existing courses. The experimental results show that the student evaluation results classified by the model are
basically consistent with the results classified according to the final examination results. Through the verification in another course, the results show that our model can be transformed between different courses and can be used as a general model for students’ classification in online judge system.

Although our model can express the relationship between the submitted log data and academic performance in online judge system, and classify the students’ programming level. However, we hope to explore more information that features in online judge system can represent. Therefore, our future work will study how to make this potential variable result represent more information and explore the relationship among more information.

When evaluating the validity and invariance of the model, we transferred the model, but only the structure of the model was transferred to share the parameters of the model. Nowadays, transfer learning has become an important branch of in-depth learning, and there are many methods of transfer model. Our future work will also focus on how to use transfer learning to improve the effectiveness of our model in different courses.
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