Physics-informed graph neural Galerkin networks: A unified framework for solving PDE-governed forward and inverse problems
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Abstract

Despite the great promise of the physics-informed neural networks (PINNs) in solving forward and inverse problems, several technical challenges are present as roadblocks for more complex and realistic applications. First, most existing PINNs are based on point-wise formulation with fully-connected networks to learn continuous functions, which suffer from poor scalability and hard boundary enforcement. Second, the infinite search space over-complicates the non-convex optimization for network training. Third, although the convolutional neural network (CNN)-based discrete learning can significantly improve training efficiency, CNNs struggle to handle irregular geometries with unstructured meshes. To properly address these challenges, we present a novel discrete PINN framework based on graph convolutional network (GCN) and variational structure of PDE to solve forward and inverse partial differential equations (PDEs) in a unified manner. The use of a piecewise polynomial basis can reduce the dimension of search space and facilitate training and convergence. Without the need of tuning penalty parameters in classic PINNs, the proposed method can strictly impose boundary conditions and assimilate sparse data in both forward and inverse settings. The flexibility of GCNs is leveraged for irregular geometries with unstructured meshes. The effectiveness and merit of the proposed method are demonstrated over a variety of forward and inverse computational mechanics problems governed by both linear and nonlinear PDEs.
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1. Introduction

Partial differential equations (PDEs) play an important role in engineering applications since most of the physics governing natural or man-made complex systems are described by PDEs. However, finding solutions to most PDEs is a challenging problem, which may involve sophisticated numerical techniques and can be time-consuming, particularly for scenarios where parameters or initial/boundary conditions are partially known. Most recently, physics-informed neural networks (PINNs) [1], as a new paradigm for solving both forward and inverse PDEs, have attracted increasing attention due to its great flexibility and simplicity compared to classic numerical methods. The general idea of PINNs is to approximate the PDE solutions with deep neural networks, whose loss
functions are formulated as a combination of PDE residuals and data mismatch. This unique loss formulation enables physics-informed training that leverages the information from both physics equations and sparse observation data.

Based on how to construct differential operators of PDE residuals using neural networks, PINNs can be classified into two categories: continuous and discrete. The continuous PINNs usually employ fully-connected (FC) neural networks to approximate the continuous solution function \( f(x, t) \) with respect to spatiotemporal coordinates \((x, t)\) in a point-wise manner, where the spatial and temporal derivative terms are computed using automatic differentiation (AD) techniques [2]. The continuous PINNs are undergoing a renaissance since recent impressive contributions made by Raissi et al. [1] on development of the continuous FC-PINN for solving forward and inverse PDEs. Its merit and effectiveness has been demonstrated over a plethora of scientific applications in many areas [3–7]. For instance, in fluid applications, PINNs have been used for fast surrogate modeling of idealized vascular flow problems in a forward parametric setting without training labels [8]. Moreover, PINNs have also been formulated in an inverse modeling setting to extract unobservable information (e.g., blood flow velocity) from observable data (e.g., concentration data) in cardiovascular problems [9–12]. Jin et al. [13] applied FC-PINNs to solve Navier–Stokes equations, ranging from laminar to turbulent regimes, while Mao et al. [14] further showed their effectiveness on high-speed flow problems. Recently, NVIDIA developed a scalable implementation SimNet based on continuous PINNs and applied it to solve various multiphysics problems with massive GPU parallelization [15].

Despite the enormous success and rapid developments thanks to their great flexibility, the current continuous PINNs still have some limitations. First, they suffer from high training cost since the point-wise formulation requires huge amount of AD computations on vast collocation points in a high-dimensional spatiotemporal (and parameter) domain [16,17]. Second, it is challenging to formulate a strict enforcement of initial/boundary conditions (IC/BCs) for continuous PINNs, which has been demonstrated to be effective in finding correct unique PDE solutions, especially when labeled data is very scarce or absent [8]. Although a distance-based particular solution can be introduced to strictly impose IC/BCs on a few simple 2-D domains using either specifically designed algebraic expressions or low-capacity neural networks [8,18], it fails to show the effectiveness on complex geometries for real-world applications. To reduce training costs and enable efficient learning, discrete PINNs that leverage convolution operations and numerical discretizations have begun to spur interests due to their better efficiency and scalability [19,20]. Specifically, convolutional neural networks (CNN) are often used in discrete PINN to directly learn the entire spatiotemporal solution fields end to end and all the derivative terms of the physics-informed loss are calculated based on numerical discretization instead of point-wise AD. For instance, Zhu et al. [19] developed a physics-constrained convolutional encoder–decoder to solve high-dimensional elliptic PDEs, and Genev et al. [21] further extended this framework to dynamic hyperbolic PDEs with parametric initial conditions. Zhang et al. [22] presented a physics-guided CNN for seismic response modeling and also explored the similar idea with a Recurrent Neural Network (RNN) for metamodelling of nonlinear structures [23]. Wandell et al. [24] recently proposed a data-free fluid surrogate based on an autoregressive U-net in a parametric setting. In aforementioned works, the computational domains are regular and discretized by uniform grids, where PDE residuals are calculated by finite difference (FD) methods. This is because the FD-based CNNs are fundamentally rooted in structured Cartesian grids of rectangular domains. Besides FD-based PINN, finite volume (FV) discretization has also been utilized to construct the PDE-based loss function to solve steady fluid problems, which, however, is still restricted to rectangular domains due to intrinsic limitations of classic convolution operations [25]. To enable physics-informed CNNs to solve parametric PDEs on irregular domains with unstructured grids, Gao et al. [20] proposed a geometry-adaptive physics-informed CNN, PhyGeoNet, which embeds a pre-computed coordinate mapping into the classic CNN structure. Although the effectiveness of the PhyGeoNet has been demonstrated on simple irregular domains, it remains challenging for general complex geometries at large.

Motivated by existing challenges, we propose a novel discrete PINN framework to handle irregular domains with unstructured grids based on generalized convolution operations. Namely, the convolution operations are directly performed on unstructured mesh data, which can be seen as discrete non-euclidean manifolds, i.e., Graph. Moreover, the construction of PDE-informed graph convolutional network (GCN) structure is inspired by finite element (FE) method [26,27], which is another classic numerical discretization technique that possesses many advantages for physics-informed learning. First, thanks to a variational formulation (weak form) of PDE residuals, where Neumann boundary conditions can be naturally incorporated in the weak formulation of governing equations, the order of differential operators can be effectively reduced by integration by part and thus the learning complexity can be largely mitigated. Moreover, the massive amount of collocations points required by strong-form PINNs can be
replaced by a relatively small amount of quadrature points, which could potentially reduce considerable training cost. The variational (weak) formulation has been recently developed for continuous PINNs and notable superiority has been shown over strong-form PINNs [28–33]. In these variational continuous PINNs, a point-wise fully-connected neural network is usually built as the trial basis, combined with polynomial test functions, to formulate the variational forms in Petrov–Galerkin fashion. Due to the black-box nature of the deep neural networks, accurate quadrature rules are difficult to construction, which leads to additional error associated with variational crimes. Moreover, the essential BCs cannot be imposed in a hard manner due to the point-wise formulation. The FEM-Net proposed by Yao et al. [34] is a FE-based discrete PINN, where a FE-based convolution has been developed to build variational PDE residuals for CNNs. However, this method is under a linear assumption and still limited to rectangular domains due to the classic CNN backbone.

In this work, we proposed an innovative discrete PINN framework based on graph convolutional network and variational structure of PDE to solve forward and inverse PDEs in a unified manner. Specifically, the novel contributions are summarized as follows:

(a) We introduce the graph convolution operation into physics-informed learning to fully leverage the power of FE-based discretization for irregular domains with unstructured meshes. Unlike the state-of-art discrete PINNs based on classic CNNs, the proposed approach does not need rasterization as it can directly handle unstructured mesh with simplex/quadrilateral elements as traditional FE solver does.

(b) A set of finite-dimensional polynomial basis functions are used to reconstruct the full-field predictions based on the output nodal solution graph in a Galerkin formulation, and thus, the search space can be significantly reduced to facilitate training. Moreover, since both test/trial functions are based on standard polynomials, the variational integrals can be computed accurately using Gaussian quadrature.

(c) The proposed PINN is designed to exactly satisfy essential boundary conditions, avoiding penalty coefficient tuning in most PINNs with a soft BC enforcement.

(d) A new data assimilation scheme is proposed to strictly enforce observation data.

2. Methodology

2.1. Overview

Consider a physical system in a bounded domain ($\Omega \subset \mathbb{R}^d$) governed by a set of nonlinear, steady parameterized PDEs in the generic discretized form,

$$R(U(\mu); \mu) = 0,$$

\[ \text{(1)} \]

where $\mu \in \mathbb{R}^{N\mu}$ is the PDE parameter vector, $U: \mathbb{R}^{N\mu} \rightarrow \mathbb{R}^{N_U}$ is the discrete parameter-dependent state vector implicitly defined as the solution of (1), and $R: \mathbb{R}^{N_U} \times \mathbb{R}^{N\mu} \rightarrow \mathbb{R}^{N_U}$ represents the discretized PDE operator. The set of PDEs are subjected to boundary conditions (BCs), which are defined on the boundary $\partial \Omega$ of the domain. In this work, we present an innovative physics-informed graph neural Galerkin network (PI-GGN) to establish a solution approach for such PDE-governed system in both forward and inverse settings. In the forward problem, we aim to obtain the solution $U$ given known BCs and parameters $\mu$; as for the inverse setting, the system is solved when BCs and parameters $\mu$ are partially known, whereas sparse observations of the state are available. In the proposed framework, a GCN is devised to learn nodal solutions of the state on a set of unstructured grids. The PDE residuals in the physics-informed loss function are reconstructed based on the continuous Galerkin method. Essential BCs of the system are imposed in a hard manner and additional data can be assimilated to solve the forward and inverse problems simultaneously. Each component of the proposed method will be detailed in the following subsections.

2.2. Graph convolutional neural network for unstructured data

There has been growing interest in applying GCN for scientific machine learning problems because of its great flexibility in dealing with unstructured data. Excellent performance of the graph-based learning has been reported in modeling various computational mechanics problems through classic data-driven training [35–40]. In general, by defining convolution operations for non-Euclidean space, GCNs generalize CNN-type constructions to graph data. The capability of modeling dependencies between nodes of a graph is the key that enables GCNs to handle
unstructured mesh data with any arbitrary boundaries. As shown in Fig. 1, a graph consists of nodes and edges, where each node is defined by its feature vector \( f \) and the relation with other nodes is described by edges. The neighbor \( \mathcal{N}(\cdot) \) of a node refers to a set of adjacent nodes that are connected to that node via edges. Therefore, a mesh with unstructured grids and corresponding nodal PDE solutions can be naturally described as graphs. Similar to CNN-based discrete PINN [20], a GCN is built to model the discretized solution fields \( \bar{U}(\mu) \approx \hat{U}(\Theta^*) \), where \( \Theta^* \) are trained parameters of the GCN for graph convolutions for the parameter \( \bar{U} \).

**Remark.** In general, the input feature vector of GCN can be any spatially varying field discretized by the mesh due to the universal approximation capacity of deep neural network. In this work, the GCN takes an input graph that each node is associated with its spatial coordinates of the mesh, and then outputs the discretized solutions fields as an out graph, where each node contains the corresponding nodal solution vector.

Similar to CNNs, the output solution graph is obtained by applying multiple graph convolution operations on the input layer, sequentially updating nodal features via a message passing function, which can be written in a generic form,

\[
\mathbf{f}^{(l)}_i = \gamma^{(l)}(\mathbf{f}^{(l-1)}_i, \square_{j \in \mathcal{N}(i)} \Psi^{(l)}(\mathbf{f}^{(l-1)}_i, \mathbf{f}^{(l-1)}_j)),
\]

where \( i \) denotes \( i \)th node, \( (l) \) denotes \( l \)th layer, \( \gamma \), \( \Psi \) are differentiable non-linear functions, and \( \square \) denotes a differentiable, permutation-invariant function (e.g., summation, mean, or maximum). The feature vectors are represented by \( \mathbf{f}^{(l)}_i \in \mathbb{R}^{N_f^{(l)}} \) and \( \mathbf{f}^{(l-1)}_j \in \mathbb{R}^{N_f^{(l-1)}} \), where \( N_f^{(l)} \) and \( N_f^{(l-1)} \) are feature dimensions in \( (l-1) \)th and \( l \)th layers, respectively. For implementation simplicity, all the nodal features are usually concatenated and flattened as a larger vector \( \mathbf{X} \). The information of edge connection is stored in a sparse matrix \( A \), known as the adjacency matrix. In practical implementation, the edges are used to implicitly formulate the adjacency matrix. In this work, the GCN is constructed based on the Chebyshev spectral graph convolution operator [41], which is derived from the spectral convolution theorem [42], where Chebyshev polynomials are introduced to avoid expensive eigen-decomposition. Specifically, the message passing function of Chebyshev graph convolution can be written as,

\[
\mathbf{X}^{l} = \text{ReLU} \left( \sum_{k=1}^{K} \mathbf{Z}^{(l-1,k)} \cdot \Theta^{(l-1,k)} + b^{(l-1)} \right),
\]

where \( \Theta^{(l-1,k)} \) are trainable parameters for the \( k \)th basis in the \( (l-1) \)th layer, \( b^{(l-1)} \) is an additive trainable bias vector, and the \( k \)th basis \( \mathbf{Z}^{(l-1,k)} \) is calculated recursively as follows,

\[
\begin{align*}
\mathbf{Z}^{(l-1,1)} &= \mathbf{X}^{(l-1)}, \\
\mathbf{Z}^{(l-1,2)} &= \hat{\mathbf{L}} \cdot \mathbf{X}^{(l-1)}, \\
\mathbf{Z}^{(l-1,k)} &= 2\hat{\mathbf{L}} \cdot \mathbf{Z}^{(l-1,k-1)} - \mathbf{Z}^{(l-1,k-2)},
\end{align*}
\]

**Fig. 1.** An example of a GCN, where the input/output graph has 3 nodes & edges and the same adjacency matrix \( \mathcal{N}(1) = \{2, 3\}, \mathcal{N}(2) = \{1, 3\}, \mathcal{N}(3) = \{1, 2\} \). The input feature is the coordinate of each node \( \mathbf{f}^{(in)} = x_i \), while the output feature is the nodal solution vector \( \mathbf{f}^{(out)} = u_i(x_i) \).
and
\[ \hat{L} = L - I \]
\[ L = I - D^{−1/2}AD^{−1/2} \]
where \( I \) is an identity matrix and \( D \) represents the degree matrix of the graph. The Rectified Linear Unit (ReLU) \([43]\) is chosen as the nonlinear activation function and polynomial order \( K \) is set as 10 in this work.

2.3. Variational PDE-informed loss function

The loss function is built based on the PDE residuals (Eq. (1)), such that the conservation laws are utilized to inform/drive the GCN training. The generic PDE for steady-state scenarios can be re-written as,
\[ \nabla \cdot F(u, \nabla u; \mu) = S(u, \nabla u; \mu) \quad \text{in } \Omega, \]
where \( u : \Omega \to \mathbb{R}^{Nc} \) is the solution variable, \( F : \mathbb{R}^{Nc} \to \mathbb{R}^{Nc \times d} \) is the flux function, \( S : \mathbb{R}^{Nc} \to \mathbb{R}^{Nc} \) is the source term, and \( \nabla := (\partial_{x_1}, \ldots, \partial_{x_d}) \) denotes the gradient operator defined in the physical domain. Eq. (6) can represent a wide range of static PDEs such as Poisson equation, linear elasticity equations, and Navier–Stokes equations.

2.3.1. Weak formulation of PDE residuals

For continuous FC-PINNs, the derivative terms for constructing the PDE-informed loss function are obtained by AD in point-wise manner, and the FCNN as a continuous trial function searches an infinite-dimensional solution term, and
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We introduce a basis \( \Phi(x) \in \mathbb{R}^{N_U \times Nc} \) for \( V_h^p \) to express the test variables as \( \omega_h(x) = \Phi(x)^T \tilde{W} \), where \( \tilde{W} \in \mathbb{R}^{N_U} \) are the coefficients of the test variable in the basis, which leads to an equivalent version of the Galerkin form
\[ \int_{\partial \Omega} \omega_h \cdot F(u_h, \nabla u_h; \mu) n dS - \int_{\Omega} \nabla \omega_h : F(u_h, \nabla u_h; \mu) dV = \int_{\Omega} \omega_h \cdot S(u_h, \nabla u_h; \mu) dV. \]
We introduce a basis \( \Phi(x) \in \mathbb{R}^{N_U \times Nc} \) for \( V_h^p \) to express the test variables as \( \omega_h(x) = \Phi(x)^T \tilde{W} \), where \( \tilde{W} \in \mathbb{R}^{N_U} \) are the coefficients of the test variable in the basis, which leads to an equivalent version of the Galerkin form
\[ \int_{\partial \Omega} \Phi \cdot F(u_h, \nabla u_h; \mu) n dS - \int_{\Omega} \nabla \Phi : F(u_h, \nabla u_h; \mu) dV - \int_{\Omega} \Phi \cdot S(u_h, \nabla u_h; \mu) dV = 0. \]
using arbitrariness of the test function coefficients. We convert this to residual form by introducing \( \{\beta_i, \tilde{x}_i^r\}_{i=1}^{N_q} \) and \( \{\beta_i, \tilde{x}_i^s\}_{i=1}^{N_q} \) as the quadrature weights and points for integrals over \( \Omega \) and \( \partial \Omega \), respectively, to define the residual as
\[ R(\tilde{U}; \mu) = \sum_{i=1}^{N_q} \beta_i^r \Phi(\tilde{x}_i^r) \cdot F(\tilde{u}_h(\tilde{x}_i^r; \tilde{U}), \nabla \tilde{u}_h(\tilde{x}_i^r; \tilde{U}); \mu) - \sum_{i=1}^{N_q} \beta_i^s \nabla \Phi(\tilde{x}_i^s) : F(\tilde{u}_h(\tilde{x}_i^s; \tilde{U}), \nabla \tilde{u}_h(\tilde{x}_i^s; \tilde{U}); \mu) - \sum_{i=1}^{N_q} \beta_i^s \Phi(\tilde{x}_i^s) \cdot S(\tilde{u}_h(\tilde{x}_i^s; \tilde{U}), \nabla \tilde{u}_h(\tilde{x}_i^s; \tilde{U}); \mu). \]
Table 1
Summary of notation.

| Notations | Description | Treatment in PI-GGN |
|-----------|-------------|---------------------|
| $\mu$     | PDE parameter | Constant (if known) Trainable (if unknown) |
| $\beta_s$, $\beta_v$ | Quadrature weights | Constant tensors |
| $\Phi(\cdot)$ | Basis function | Constant tensors |
| $F, S$    | Flux and source functions | Differentiable functions |
| $\hat{U}$ | Nodal solution | Output graph of the GCN |
| $\chi$    | Nodal coordinates | Input graph of the GCN |

where $\tilde{u}_h: \Omega \times \mathbb{R}^{N_u} \rightarrow \mathbb{R}^{N_c}$ is the continuous representation in $V^h_P$ of the discrete state vector, i.e.,

$$\tilde{u}_h(x; \hat{U}) = \Phi(x)^T \hat{U}.$$ (11)

The surface and volume quadrature coefficients ($\beta_s$ and $\beta_v$) are stored as constant tensors and remain unchanged during the network training. The matrix of basis function $\Phi$ is obtained on the limited amount of quadrature points and can be pre-computed as constant tensors ($\Phi(\tilde{x}_v), \Phi(\tilde{x}_s), \nabla \Phi(\tilde{x}_v), \nabla \Phi(\tilde{x}_s)$). The variational formulation of the PDE residual (Eq. (10)) will be used to define the physics-informed loss function for the GCN. Namely, the nodal solution vector $\hat{U}$ will be learned by GCN as the output graph $\hat{U}(\Theta)$, which takes the coordinates ($\chi$) as the input graph. When the PDE parameters $\mu$ are unknown, they can be treated as trainable parameters, being updated along with network parameters $\Theta$. Both the flux and source functions ($F, S$) are differentiable functions, where gradient information can be propagated from the outputs to their inputs. Table 1 summarizes these notations.

2.3.2. Essential boundary conditions enforcement

We apply static condensation to (10) by restricting to the unconstrained degrees of freedom, e.g., degrees of freedom away from essential BCs, to yield

$$R_u(U_u(\mu), U_e; \mu) = 0,$$ (12)

where $U_e$ are the known value of the essential boundary conditions and $U_u(\mu)$ are the indices of $U(\mu)$ corresponding to the unconstrained degrees of freedom. In the neural network setting, we enforce the essential boundary conditions strongly by partitioning the degrees of freedom into unconstrained (unknown) and constrained (known) degrees of freedom as $\hat{U}(\Theta) = (\hat{U}_u(\Theta)^T, \hat{U}_c)^T$ and defining the constrained degrees of freedom using the known value of the essential BCs, i.e., $\hat{U}_c = U_e$, and the unconstrained degrees of freedom by minimizing the physics-informed loss function

$$L_i(\Theta; \mu) = \left\| R_u \left( \hat{U}_u(\Theta), U_e; \mu \right) \right\|_2.$$ (13)

In this formulation, the essential boundary condition will be satisfied automatically by construction, which is in contrast to continuous FC-PINN that defines the FCNN as a point-wise solution function, posing challenges in hard boundary enforcement.

2.4. Unifying forward and inverse solutions

The GCN can be trained based on the physics-informed loss function defined in Eq. (13) by solving the following optimization problem without labels,

$$\Theta^* = \arg \min_{\Theta} L_i(\Theta; \tilde{\mu}),$$ (14)

where $\Theta^*$ denotes optimal network parameters and $\tilde{\mu}$ are the known PDE parameters; the GCN is then used to solve a forward PDE (forward solution). However, in many cases, some physical parameters such as material properties, inlet velocity, and Reynolds number, are not available, while sparse observation data (labels) $U_o$ can be obtained, which can be assimilated to infer the unknown parameters (inverse solution). In previous PINN approaches,
the inverse problem can be solved by assimilating data $U_o$ in a soft manner, where the physics-informed loss is augmented by a data loss component. Namely, the following optimization is formulated,

$$\begin{align*}
(\Theta^*, \mu^*) &= \arg \min_{\Theta, \mu} \mathcal{L}_d(\Theta; \mu) + \lambda \left\| \mathcal{F}^{2\Theta}(\hat{U}(\Theta)) - U_o \right\|_2^2,
\end{align*}$$

(15)

where $\mathcal{F}^{2\Theta}$ represents the state-to-observable map and $\lambda$ is the penalty parameter. Properly tuning the penalty weight $\lambda$ is critical to the convergence, which is, however, challenging and often conducted empirically [16]. Here we introduce a novel approach to assimilate observation data and infer unknown parameters without the need of hyperparameter tuning. Specifically, the observation data are strictly imposed by constructing the GCN output as

$$\mathcal{F}^{2\Theta}(\hat{U}(\Theta)) = U_o$$

(16)

Therefore, unknown parameters $\mu$ and boundary conditions $\hat{U}_a$ can be obtained along with the PDE solutions $\hat{U}_u$ simultaneously by solving the following constrained optimization problem,

$$\begin{align*}
(\Theta^*, \mu^*) &= \arg \min_{\Theta, \mu} \mathcal{L}_d(\Theta; \mu), \quad \text{subject to:} \quad \mathcal{F}^{2\Theta}(\hat{U}(\Theta)) = U_o.
\end{align*}$$

(17)

Finally, the algorithms are summarized below.

**Algorithm 1** Solve forward PDE-governed problems via GCN

**Input:** PDE parameter $\tilde{\mu}$, node coordinates $\chi$ and adjacency matrix $A$

**Output:** The solution $\hat{U}$

1. Pre-compute the matrix basis function $\Phi$ on the quadrature points to obtain $\Phi(\tilde{x}^e)$, $\Phi(\tilde{x}^s)$, $\nabla \Phi(\tilde{x}^e)$, $\nabla \Phi(\tilde{x}^s)$;
2. Formulate the residual function $R(\hat{U}; \mu)$ defined in (10);
3. Apply the static condensation to (10) to obtain (12);
4. Partition the degrees of freedom $\hat{U}(\Theta) = (\hat{U}_u(\Theta)^T, \hat{U}_c^T)^T$ and enforce the essential condition, $\hat{U}_c = U_e$, to formulate the physics-informed loss function (13);
5. Solve the optimization problem (14) to obtain $\hat{U} = (\hat{U}_u(\Theta^*)^T, U_c^T)^T$;

**Algorithm 2** Solve inverse PDE-governed problems via GCN

**Input:** Sparse observation $U_o$, node coordinates $\chi$ and adjacency matrix $A$

**Output:** The solution $\hat{U}$ and PDE parameter $\mu^*$

1. Pre-compute the matrix basis function $\Phi$ on the quadrature points to obtain $\Phi(\tilde{x}^e)$, $\Phi(\tilde{x}^s)$, $\nabla \Phi(\tilde{x}^e)$, $\nabla \Phi(\tilde{x}^s)$;
2. Formulate the residual function $R(\hat{U}; \mu)$ defined in (10);
3. Apply the static condensation to (10) to obtain (12);
4. Partition the degrees of freedom $\hat{U}(\Theta) = (\hat{U}_u(\Theta)^T, \hat{U}_c^T)^T$, enforce the essential condition, $\hat{U}_c = U_e$, and strictly impose the observation data (16), to formulate the physics-informed loss function (13);
5. Solve the optimization problem (17) to obtain $\mu^*$ and $\hat{U} = (\hat{U}_u(\Theta^*)^T, U_c^T)^T$;

3. Numerical experiments

We demonstrate the proposed physics-informed graph Galerkin neural network (PI-GGN) on a variety of computational mechanics problems in both forward and inverse settings. Specifically, Poisson equations, linear elasticity equations, and Navier–Stokes equations with known or unknown BCS/parameters are investigated here to demonstrate the effectiveness of the proposed method. Moreover, we also compare two different ways of assimilating sparse observation data and show the advantage of strictly enforcing data for the parameter/field inversion. For all cases, the GCN architecture remains the same, where the dimensions of node vector in hidden graph layers are fixed as $[32, 64, 128, 256, 128, 64, 32]$. The relative error metric $e$ is defined as,

$$e = \frac{\left\| \hat{U}(\Theta^*) - U(\tilde{\mu}) \right\|_2}{\left\| U(\tilde{\mu}) \right\|_2},$$

(18)

where $\Theta^*$ is the optimal training parameters computed for the parameter configuration $\tilde{\mu}$. 
3.1. Poisson equation

We start from a 2-D homogeneous Poisson equation,

\[ f + \Delta u = 0 \quad \text{in} \quad \Omega, \]

\[ u = 0 \quad \text{on} \quad \partial \Omega, \]

where \( u \) is the primary variable, \( f \) is the source term, and \( \Delta \) denotes the Laplacian operator.

3.1.1. Forward solution of diffusion field

We first consider the forward problem, where the source term \( f \) is given (\( f = 1 \)) over a unit square domain (Figs. 2a and 2b). Four quadrilateral elements are used to discretize the domain with 3rd order of polynomial basis for solution and domain transformation. As a result, the total nodal points of the graph is 49, which is much lower than the total number of collocation points for a typical point-wise FC-PINN. The contour of the PI-GGN prediction is in a good agreement with the FEM reference, and the relative error is \( e = 0.5\% \), though slight under-estimation near the boundary is observed. In Fig. 2c, the same PDE is solved on a unit circular domain, where the analytical solution exists (Fig. 2d),

\[ u(x, y) = 1 - \frac{x^2}{4} - \frac{y^2}{4}. \]

In PI-GGN, the number of elements remains the same, while the order of the polynomial basis is set as two and thus 25 nodal points are used to construct the graph. We can see the PI-GGN forward solution is almost identical to the analytical reference and the relative prediction error \( e \) is only 0.05\%. This simple test case demonstrates that the graph-based discrete PINN can easily handle non-rectangular domains with unstructured meshes, which have posed challenges for standard FD-based CNN architectures, where special treatment such as rasterization or coordinate transformation is required [20], complicating the implementation and convergence.

3.1.2. Inverse solution of unknown source term

The real power of the PI-GGN is to solve the forward and inverse problems simultaneously by assimilating additional state observations. For example, when the source term is not given, the PI-GGN is able to assimilate sparse data to solve the diffusion field and meanwhile infer the unknown source term in a unified manner. Here we assume the constant source term \( f = 2 \) is unknown. We use two ways to assimilate the data and solve the inverse problem: one is to assimilate data by adding a data loss as a penalty term with (Eq. (15)) with the hyper-parameter chosen as \( \lambda = 1000 \), and the other is to assimilate data strictly based on Eq. (17). As shown in Fig. 3b, the inferred source terms from both approaches...
converge to the ground truth and the forward solution of the $u$ field is also obtained *simultaneously*. Overall, the prediction errors of the unknown source term and diffusion field are less than 1%.

### 3.2. Linear elasticity equations

Next, we consider problems governed by linear elasticity equations,

$$
\nabla \cdot \sigma = 0 \quad \text{in} \quad \Omega,
\sigma \cdot n = t \quad \text{on} \quad \partial \Omega^N,
\quad u = u^D \quad \text{on} \quad \partial \Omega^D,
$$

where $u : \Omega \rightarrow \mathbb{R}^d$ is the displacement vector, $\sigma : \Omega \rightarrow \mathbb{R}^{d \times d}$ is the stress tensor defined as $\sigma_{ij} = \lambda u_{kk} \delta_{ij} + \mu (u_{i,j} + u_{j,i})$, $n : \partial \Omega \rightarrow \mathbb{R}^d$ is the unit normal vector on the boundary, $t : \partial \Omega^N \rightarrow \mathbb{R}^d$ is the applied traction force, $u^D : \partial \Omega^D \rightarrow \mathbb{R}^d$ is the essential boundary condition, and $\lambda$ and $\mu$ are the constant Lamé parameters. For each variable component $u_i$, a sub-GCN is constructed for the prediction.

#### 3.2.1. Forward solution of displacement field

First, we solve the forward problem in a unit square domain. To discretize this domain, four quadrilateral elements are used, and the order of polynomial basis for solution and domain transformation is set as two, resulting in a 25-nodal graph. The Lamé parameters are set as $\lambda = 1$ and $\mu = 1$. The essential boundary condition $u = [0, 0]$ is prescribed on the left side ($x = 0$) and the natural boundary condition $t = [0.5, 0]$ is imposed on the right side. Fig. 4 shows that the PI-GGN forward solution of the displacement field agrees with the FEM reference very well.

Then we investigate an irregular domain, a rectangular with a notch, where same Lamé parameters are specified. The domain is discretized by 55 simplex elements with 1st order polynomial basis for the solution and domain transformation. The essential boundary conditions $u^D = [0, 0]$ are imposed at the left boundary side $x = -0.4$ and the natural boundary condition $t_1 = 0.5$ is prescribed at the right boundary side. As mentioned above, no special treatment is needed for PI-GGN to handle irregular geometry with simplex mesh. Fig. 5 shows that the forward solution by PI-GGN is very accurate compared to the FEM reference.

Lastly, we consider a 3-D domain. Specifically, the deformation of a 3-D hollow cylinder is solved by the PI-GGN. The essential boundary conditions $u^D = [0, 0, 0]$ are imposed at the left surface, the Neumann boundary conditions $t = -n$ are prescribed at the inner surface of the cylinder ($x^2 + y^2 = 1$), and $t = [0, 0, -0.25]$ are imposed at the right surface. The second order polynomial basis is used and the number of hexahedral element is 40 with 440 nodal points. The Lamé parameters are set as $\lambda = 0.73$ and $\mu = 0.376$. The forward solution of the displacement by PI-GGN agrees with the FEM reference reasonably well, though PI-GGN slightly over-predicts the displacement of the right end of the cylinder (Fig. 6).
Next, we solve an inverse problem governed by the linear elasticity equations (Eq. (21)). The Lamé parameters ($\lambda$ and $\mu$) are assumed to be unknown, whose true values are set as $\lambda = \mu = 1$. The displacement field is observed at five randomly selected points shown in Fig. 7(a). The entire field of the displacement is obtained via PI-GGN and the Lamé parameters can be inferred accurately as well (Figs. 7c and 7d). The relative error of the PI-GGN predicted displacement field is 0.005 by assimilating data in a hard manner, which is slightly lower than that of using penalty method ($e = 0.01$), shown in Fig. 7b. The convergence speed and inference accuracy depend on the quantity and quality of sensor data, i.e., number and location of sensors. As shown in Fig. 8, the network requires more than 4000 iterations to converge to the true Lamé parameters if only two sensors are used, which is much slower than that with five sensors. Where to place the sensors also affects inference speed and accuracy, known as
Fig. 6. PI-GGN forward solutions of the displacement field $u$, compared against corresponding FEM reference, where the relative prediction error of the PI-GGN is $e = 5 \times 10^{-2}$.

Fig. 7. PI-GGN inverse solutions of the Lamé parameters by assimilating observed displacement data (black dots) using (1) penalty method (---) and (2) hard enforcement approach (----), compared against the ground truth (-----), where the error of field prediction by soft (----) and hard (-----) data assimilation are presented.

design of experiments (DOE), making observation data more informative. However, the DOE study is out of the scope of this work.
3.3. Naiver-Stokes equations

In the last test case, we study forward and inverse problems governed by the static incompressible Navier–Stokes (NS) equations, which is more challenging due to its strong nonlinearity. The steady NS equations model the viscous fluid flow with a constant density, which can be expressed as,

\[
(v \cdot \nabla)v - \nu \Delta v + \nabla p = 0, \quad \nabla \cdot v = 0 \quad \text{in} \; \Omega,
\]

\[
v = v^D \quad \text{on} \; \partial \Omega^D,
\]

\[
v(n \cdot \nabla)v - pn = 0 \quad \text{on} \; \partial \Omega^N,
\]

where \( v : \Omega \to \mathbb{R}^d \) is the velocity vector, \( p : \Omega \to \mathbb{R} \) is the pressure, \( v \) is the viscosity of the fluid, and \( n : \partial \Omega \to \mathbb{R}^d \) is the unit outward normal vector to the boundary. The solution variable vector is denoted by \( u = [v_1, v_2, p] \). The viscosity is set as \( \nu = 0.01 \). For stability reasons, a mixed element approximation is adopted [44]. A separate sub-net is constructed for prediction of each of the solution variables \( v_1, v_2 \) and \( p \).

3.3.1. Forward solution of velocity and pressure fields

First, we test the proposed approach on a classic flow problem, lid-driven cavity flow, defined on a square domain. The lid is placed on the top edge and moves rightward (\( v_1 = 1, v_2 = 0 \)). The remaining three edges are set as no-slip walls (\( v_1 = v_2 = 0 \)). The domain is discretized by 100 quadrilateral elements. The numbers of collocation points for velocity and pressure fields are 441 and 121, respectively. The contours of forward solutions of velocity and pressure by PI-GGN are in a good agreement with the corresponding FEM reference, as shown in Fig. 9. The relative prediction errors are less than 1%. It is worth noting that over 10000 collocation points were used to achieve same level of accuracy for AD-based FC-PINN [16,17].

We also test the PI-GGN on solving the fluid flow in an idealized stenosis, where the inlet velocity is set as \( v^D = [0, 1] \) at the bottom (\( y = 0 \)) and no-traction boundary condition is prescribed at the outlet on the top (\( y = 0 \)). The same finite element setting is used as the lid-driven cavity problem. Similarly, both the velocity and pressure fields can be accurately solved and the PI-GGN predictions agree with the FEM reference well (see Fig. 10).

3.3.2. Inverse solution of unknown inlet velocity field and unobserved pressure field

Lastly, we consider an inverse problem governed by the NS equations. In particular, the inlet velocity field is assumed unknown and will be inferred by assimilating sparse velocity observation data as shown in Fig. 11b. The true inlet has a parabolic profile as shown in Fig. 11e. The functional form of the profile is not predefined in solving the inverse problem. Namely, the dimension of the inversion is equal to the degrees of free of the inlet, which is more than 20. By assimilating velocity observation data at sparse locations, our proposed method can accurately infer the unknown inlet velocity profile and also recover the entire velocity and pressure fields very well. However,
it is observed that inferred inlet from the penalty-based data assimilation approach is not quite accurate, which notably deviates from the ground truth. Despite using same penalty coefficient as the previous cases, the inference performance significantly deteriorates. The proposed way of assimilating data strictly can avoid hyperparameter tuning and have better robustness. The problem will become more ill-posed to infer the space-dependent variables of the entire domain (spatial field) given limited observation data. But this can be addressed by projecting the spatial field onto reduced basis such as radial functions or Karhunen–Loève modes to reduce the dimension and make the problem less ill-posed.

4. Discussion

4.1. Comparison between GCN and CNN

It is known that the classic CNN was originally developed for image recognition and processing, where the convolution filters were designed for images or image-like data, i.e., rectangular domain with uniform meshes. Therefore, CNNs are not directly applicable to cases studied in this work. To enable the use of the classic CNNs, ‘rasterization’ is required to preprocess nonuniform mesh data with an irregular domain [45–47]. However, the rasterization will also introduce issues and make the PDE-constrained learning challenging or even intractable. We
Fig. 11. PI-GGN inverse solutions of the inlet velocity field by assimilating observed velocity data at 19 randomly selected points. The relative error of the inferred inlet profile is $e = 0.4$ by the soft penalty method while $e = 0.04$ by hard enforcement approach.

Fig. 12. The solution contours from CNN and GCN-based framework. Use the unit circular disc case to demonstrate the merit of the proposed GCN-based framework over CNN ones. Fig. 12 compares the solution contours of CNN at different resolutions with that of GCN. Even for a simple circular shape, massive nodes are needed to roughly resolve the field (see Fig. 12c). With the same number of nodes (25) used in unstructured mesh, pixel-based representation does not work. Due to the lack of smoothly resolved field and strictly-imposed boundary, the CNN-based method does not perform well. Even with $\times 8$ resolution (400 pixels), the solution of CNN is less accurate than GCN (around two-magnitude less accurate). Moreover, compared to finite-volume (FV)-based iterative solver, the GCN also shows advantages due to much fewer iterations needed. Fig. 13 further shows the merit of the proposed GCN-based framework in terms of training efficiency and convergence rate.
Future perspectives of the current framework

The most important contribution of this work lies in the algorithmic development that allows the direct use of GCN to solve forward and inverse PDEs on an unstructured mesh. The proposed framework is generic and can be coupled with various state-of-the-art GCNs [48–52] (available in torch geometric https://pytorch-geometric.readthedocs.io/en/latest/, which has lots of off-the-shelf examples). Although the current work is focused on steady-state PDEs, the proposed GCN-based PDE learning approach can also be extended to solve spatiotemporal PDEs with further developments. For example, the time derivatives in the physics-informed loss function can be formulated based on the forward Euler scheme, and graph convolution-based recurrent network or transformer can be constructed to capture the temporal dependence [38]. Moreover, the proposed framework can also be adapted for super-resolution (SR) tasks, where the input is a noisy low-resolution field and the output is super-resolved based on PDE-informed training. The proposed framework has the potential to broaden the application of SR to irregular geometries with unstructured meshes, since most existing SR works still heavily rely on CNNs [53,54]. Also, the GCN can be formulated as a Bayesian network via variational inference to deal with data noise and quantify the uncertainty [55].

5. Conclusion

In this paper, a novel discrete PINN framework is proposed for solving both forward and inverse problems governed by PDEs in a unified manner. Built upon the combination of graph convolutional networks (GCNs)
and Galerkin variational formulation of physics-informed loss functions, the proposed PINN can naturally handle irregular domains with unstructured meshes, where the training is performed in an efficient way due to the reduced search space by polynomials. Thanks to the hard enforcement of boundary conditions and sparse observation data, the proposed method does not require tuning penalty parameters and has better robustness. The numerical results from several forward and inverse problems governed by linear and nonlinear PDEs have shown the effectiveness of the proposed method. Furthermore, the authors believe this work contributes to facilitating the healthy combination of scientific deep learning and classic numerical techniques rather than isolating them against each other.
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Appendix A. Implementation details

Throughout this work, we used a standard feed-forward graph convolutional neural networks (GCN) architecture as shown in Fig. A.14. The training details are summarized in Table A.2. The implementation is based on PyTorch Geometric (PyG) package, which is available at https://pytorch-geometric.readthedocs.io/en/latest/. For dataset information and other details, please refer to the code repository, which is available at https://github.com/Jianxun-Wang/graphGalerkin upon publication.
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