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Abstract

In an era of ubiquitous large-scale streaming data, the availability of data far exceeds the capacity of expert human analysts. In many settings, such data is either discarded or stored unprocessed in datacenters. This paper proposes a method of online data thinning, in which large-scale streaming datasets are winnowed to preserve unique, anomalous, or salient elements for timely expert analysis. At the heart of this proposed approach is an online anomaly detection method based on dynamic, low-rank Gaussian mixture models. Specifically, the high-dimensional covariances matrices associated with the Gaussian components are associated with low-rank models. According to this model, most observations lie near a union of subspaces. The low-rank modeling mitigates the curse of dimensionality associated with anomaly detection for high-dimensional data, and recent advances in subspace clustering and subspace tracking allow the proposed method to adapt to dynamic environments. Furthermore, the proposed method allows subsampling, is robust to missing data, and uses a mini-batch online optimization approach. The resulting algorithms are scalable, efficient, and are capable of operating in real time. Experiments on wide-area motion imagery and e-mail databases illustrate the efficacy of the proposed approach.

1 Introduction

Modern sensors are collecting high-dimensional data at unprecedented volume and speed; human analysts cannot keep pace. For instance, many sources of intelligence data must be translated by human experts before they can be widely accessible to analysts and actionable; the translation step is a significant bottleneck[1]. Typical NASA missions collect terabytes of data every day[2,3,4,5]. Incredibly, the Large Hadron Collider (LHC) at CERN “generates so much data that scientists must discard the overwhelming majority of it—hoping hard they’ve not thrown away anything useful.”[6] There is a pressing need to help analysts prioritize data accurately and efficiently from a storage medium or a data stream. This task is complicated by the fact that, typically, the data is neither thoroughly annotated nor meaningfully catalogued. Failure to extract relevant data could lead to incorrect conclusions in the analysis, while extraction of irrelevant data could overwhelm and frustrate human analysts, throttling the discovery process.

This paper focuses on scalable online data processing algorithms that can winnow large datasets to produce smaller subsets of the most important or informative data for human analysts. This process is described as “data thinning.” Often, the data thinning process involves flagging observations which are inconsistent with previous observations from a specified class or category of interest, or are ranked highly according to a learned ranking function. Typically we are interested in methods which can perform these assessments from streaming data, as batch algorithms are inefficient on very large datasets.

One generic approach to the problem of data thinning for large quantities of (possibly streaming) high-dimensional data requires estimating and tracking a probability distribution \( f_t \) underlying the stream of observations \( x_t \), and flagging an observation as anomalous whenever \( f_t(x_t) < \tau \) for some small threshold \( \tau > 0 \), as demonstrated in past work[7,8]. Ultimately, the goal is to ensure that the flagged data is salient to human analysts on the receiving end without being buried in an avalanche of irrelevant data. Within this general framework, there are three key challenges:

- **Dynamic environments:** The data may not be from a stationary distribution. For example, it may exhibit diurnal, location- or weather-dependent patterns. Effective data thinning methods must adapt to those dynamics and sources of bias. Global summary statistics and naive online learning algorithms will fail in this context.
• **High-dimensional data:** Individual data points \( x_t \) may be high-dimensional, resulting in the classical “curse of dimensionality” [9, 10]. While large quantities of data may be available, the combination of high-dimensional data and a non-stationary environment still results in an ill-posed estimation problem.

• **Real-time processing:** In applications like those with NASA and CERN, large quantities of streaming data preclude computationally intensive or batch processing.

1.1 Data thinning for wide-area motion imagery

While our approach is not restricted to imaging data, one important application of our data thinning approach is real-time video analysis. Recent advances in optical engineering have led to the advent of new imaging sensors that collect data at an unprecedented rate and scale; these data often cannot be transmitted efficiently or analyzed by humans due to their sheer volume. For example, the ARGUS system developed by BAE Systems is reported to collect video-rate gigapixel imagery [11, 12], and even higher data rates are anticipated soon [13, 14, 15]. This type of data is often referred to as wide-area motion imagery (WAMI). Currently WAMI streams are used primarily in a forensic context – after a significant event occurs (e.g., a security breach), the data immediately preceding the event are analyzed reactively to piece together what led to that event. However, there is a strong need for predictive analysis which can be used to help anticipate or detect negative events in real time.

Unfortunately, the latter form of analysis is often infeasible for two reasons: (1) the data acquisition rate exceeds the capacity of many sensor platforms’ downlinks; and (2) size, weight, and power constraints limit processing capabilities on airborne sensor platforms. Thus an emerging and fundamental challenge is efficiently downloading salient information to ground-based analysts over a limited-bandwidth channel. While data compression has a long history, conventional compression methods may distort information particularly relevant to analysts. In particular, standard motion imagery compression techniques typically focus on optimizing peak signal-to-noise ratio or psycho-visual metrics which apply globally to an entire video and are often unrelated to any specific task.

Instead, a better solution would be to identify unique objects or regions of WAMI, and transmit only features of these objects. This concept is illustrated in Fig. 1. Ideally, this method will identify regions and features of a data stream most critical to a given task, and prioritize these features when preparing data for storage or transmission. This task is clearly related to “visual saliency detection” (cf., [16, 17, 18, 19]); we describe the connections between the proposed work and saliency detection in Section 2.

Note that in this setting a key challenge is that the sensor may be placed on a vibrating platform that introduces significant jitter into the data and precludes direct comparison of successive frames. While real-time video stabilization has been considered in the video processing literature (cf., [20, 21, 22, 23, 24]), such methods are often robust for small motions associated with a hand-held device and break down with large motions associated with mechanical vibrations. More robust methods capable of processing larger degrees of jitter can be computationally prohibitive on energy-constrained platforms.

1.2 Problem formulation and approach

Suppose we are given a sequence of data \( x_1, x_2, \ldots, x_t \), and for \( t = 1, 2, \ldots, x_t \in \mathbb{R}^p \), where \( p \) denotes the ambient dimension. Assume that \( x_t \) comes from some unknown distribution, i.e., there exists some sequence of distributions \( P_t \) such that

\[
x_t \sim P_t \quad t = 1, 2, \ldots
\]

where \( P_t \) evolves over time, and its distribution density function is denoted by \( f_t \). The goal is to find the \( x_t \) that are unusual or anomalous. In particular, we assign each observation \( x_t \) an anomalousness score proportional to its negative log likelihood under the estimated model—i.e., \( -\log f_t(x_t) \). Observations with
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Figure 1: Conceptual illustration of proposed objectives. An airborne platform collects wide-area motion imagery (WAMI), identifies task-specific salient patches, and transmits only those patches. The ground-based receiver can then perform more sophisticated processing, including registration, geolocation, and activity analysis.

a low anomalousness score can then either be directed to a human analyst or flagged for further processing and analysis.

The key challenge here is two-fold: (a) the dimension of the signal, \( p \), can be quite large, and (b) \( f_t \) may evolve rapidly over time. The combination of these factors means that our problem is ill-posed, because we are unlikely to gather enough samples to reliably learn the density \( f_t \).

This paper proposes a method for estimating and tracking the time-series of density functions \( f_t \) over \( \mathbb{R}^p \). In stationary, low-dimensional settings, we might consider a Gaussian mixture model that could be estimated, for instance, using an online expectation-maximization (EM) algorithm \([25]\). However, the non-stationary setting and high dimensions make that approach unviable, as we demonstrate experimentally later in the paper. The proposed approach, by contrast, considers a constrained class of Gaussian mixture models in which the Gaussian covariance matrices (each in the positive-semidefinite cone \( S_p^+ \)) are low-rank. This model is equivalent to assuming most \( x_t \) lie near a union of low-dimensional subspaces. While this union of subspaces is unknown \textit{a priori}, we may leverage recent advances in subspace tracking (\textit{cf.} \([26, 27, 28, 29]\)) and subspace clustering (\textit{cf.} \([30, 31, 32, 33, 34, 35]\)) to yield an accurate sequence of density estimates \( \hat{f}_t \), and mitigate the curse of dimensionality.

In addition, we consider certain computational and statistical tradeoffs associated with the data thinning problem. In particular, there are two ways to reduce the computational complexity associated with computing anomalousness scores. First, we can reduce the frequency with which we update our model. Second, we can subsample the elements of each \( x_t \) and leverage missing data models for fast calculations and updates. We demonstrate that these methods, which are not amenable to standard stochastic filtering methods, can yield significant computational speedups with only small decreases in thinning accuracy.

1.3 Contributions and paper layout

This paper presents a data thinning method for high-dimensional streaming data in a dynamic environment. The algorithm adapts to changing environments using tracking methods for union of subspaces. As shown by both synthetic and real-data experiments, the algorithm (a) efficiently tracks the subspaces in which most observation lie and hence precisely detects observations that occur with low probability, and (b) can be applied to a variety of real-world applications and tasks.
Section 2 describes related work. Section 3.1 explains the probability density model based on unions of subspaces, and Section 3 presents the algorithm for tracking such densities. Section 4 describes the computational and statistical tradeoffs associated with the proposed approach. Section 5 reports synthetic experiments which demonstrates the ability of the algorithm to precisely track the density and detect anomalous signals within a changing environment. Section 6 tests the algorithm on the wide-area motion imagery (WAMI) videos to detect salient objects, while Section 7 tests the algorithm on the Enron email database to detect major events.

2 Related work

While data thinning is an emerging concept associated with modern high-dimensional, high-velocity data streams, the formulation described in Section 1.2 is closely related to anomaly detection, visual saliency detection, and subspace clustering and tracking.

2.1 Anomaly detection

The study of anomaly detection has a long and rich history, where the earliest papers can date back to the 19th century [36]. Despite the long history of the study of anomaly detection, most existing detection methods do not work well with high dimensional data, and often do not work online. A 2009 survey on anomaly detection [37] categorizes the available methods into classification-based methods, nearest neighbor-based methods, cluster-based methods, information theoretic methods, statistical anomaly detection methods, and spectral methods.

Among the six categories, classification based methods (cf., [38, 39, 40, 41, 42]) require a large training pool with labeled data that is typically unavailable in the settings of interest. Also, the classification based methods depend highly on the training data, and do not effectively adapt to changing environments. Nearest neighbor (cf., [43, 44, 45, 46, 47]) and cluster-based methods (cf., [48, 49, 50, 51]) can both be extended to work online, but the computational costs are usually high, scaling with the amount of data. Furthermore, the performance of the nearest neighbor and cluster-based methods highly depend on the distance measure, and the optimal distance measure is highly problem-dependent.

Certain statistical methods (cf., [52, 53, 54, 55]) assume that the data are drawn from some standard or predetermined distribution, and determines outliers by computing the likelihood of the signal coming from such distributions. These methods can often work online, and do not rely on a big training set, but estimating the distribution of high-dimensional data is a non-trivial task, and the statistical assumptions do not always hold true, especially for high-dimensional data where there could be spatial correlations.

Information theoretic techniques (cf., [56, 57, 58]) identify the anomalies by trying to find a small subset such that removing the subset will greatly reduce the complexity of the whole set. The approach requires no supervision, and does not make assumptions about the underlying statistical distribution of the data. However, they usually have exponential time complexity and are batch methods. Additionally, it is difficult to assign anomalousness scores to a single data point.

Spectral methods (cf., [59, 60, 61, 62]) assume that data can be embedded into a lower dimensional subspace, and detect anomalies over the embedded space rather than the original space. Because spectral methods essentially operate on a reduced-dimensional representation of the data, they are well-suited to high-dimensional data. Spectral methods can also be integrated with other methods, and are thus highly versatile. However, spectral methods can incur high computational costs; even online anomaly detection algorithms (cf., [63], [64] and [65]) face this challenge. Furthermore, the subspace model underlying spectral methods is less flexible than the union of subspace model underlying this paper’s proposed method.

2.2 Visual saliency detection

In the special case of imagery or video data, data thinning is closely related to visual saliency detection. Like anomaly detection, saliency detection has been widely studied over the last few decades. A standard
benchmark for comparison in image saliency detection is proposed by Itti et al. in [16]. This paper attempts to explain human visual search strategies, using biologically motivated algorithms. However, this algorithm is too slow to apply to real-time videos. Hou and Zhang in [17] use spectral analysis to detect salient objects for faster speed. However, the analysis breaks down when multiple types of salient objects are present in the scene. Graph-based methods (cf., [18]) work well even when there is no central object in the scene, which is often difficult for other methods to handle, but suffers from high computational complexity. Rao et al. proposed a cluster-based algorithm in [19], where the salient object is identified by first clustering all the pixels according to their local features, and then finding the group of pixels that contains the most salient information. It works better than [16], but not as well as the graph-based algorithms. The information theoretic model based algorithm proposed in [66] claims to work as well as [16], but requires less tuning. This work is improved in [67] for faster speed and better performance.

Methods for image saliency detection have been extended to video saliency detection, but those methods assume a stable imaging platform and video stream free of jitter. In the WAMI application described above, however, sensors can be placed on vibrating platforms that preclude most video saliency detection methods.

2.3 Subspace clustering and tracking

The proposed method is also closely related to the subspace clustering and tracking algorithms. Subspace clustering is a relatively new, but vibrant field of study. These methods cluster observations into low-dimensional subspaces to mitigate the curse of dimensionality, which often make nearest-neighbors-based methods inaccurate [68]. Early works in the field can only identify subspaces that are parallel to the axes, which is not useful when the data is not sparse, but lives on an arbitrarily oriented hyperplane. Newer methods [30, 31, 32, 33, 34, 35], which are also called correlation clustering methods, can identify multiple arbitrarily angled subspaces at the same time, but all share the same problem of high computational cost. Even [35], which is shown to beat other methods in speed, still has an overall complexity of $O(p^2T^2)$, where $p$ is the dimension of the problem, and $T$ is the total number of data points. More recent methods based on sparse modeling (cf., [69, 70, 71, 72, 73]) require solving convex optimization problems that can be inefficient in high-dimensional settings. Thus, the high complexity of the algorithms make them less than ideal candidates for an efficient online algorithm.

Subspace tracking is a classical problem that experienced recent attention with the development of algorithms that are robust to missing and outlier elements of the data points $x_t$. For example, the Grassmanian Rank-One Update Subspace Estimation (GROUSE) [26], Parallel Estimation and Tracking by REcursive Least Squares (PETRES) [27, 28], and Robust Online Subspace Estimation and Tracking Algorithm (ROSETA) [29] effectively track a single subspace using incomplete data vectors. These algorithms are capable of tracking and adapting to changing environments. The subspace model used in these methods, however, is inherently strong, whereas a plethora of empirical studies have demonstrated that high-dimensional data often lie near manifolds with non-negligible curvature [74, 75, 76].

In contrast, the non-parametric mixture of factor analyzers [77] uses a mixture of low-dimensional approximations to fit to unknown and spatially-varying (but static) curvatures. The Multiscale Online Union of SubSpaces Estimation (MOUSSE) method developed by Xie et al. [78] employs union of subspaces tracking for change point detection in high-dimensional streaming data. Thanks to the adoption of the state-of-the-art subspace tracking techniques, the algorithm is both accurate and efficient (with complexity linear in $p$). However, MOUSSE cannot be directly applied for our data thinning task for a few reasons. First, MOUSSE is designed for change-point detection and does not have a probabilistic model. Thus observations in a rare subspace would still be treated as typical, which makes it difficult to discover the rare observations. Second, MOUSSE can only process one observation at a time, i.e., it does not allow for mini-batch updates that can be helpful in data thinning applications, where data could arrive in blocks. Last but not least, although MOUSSE is able to deal with missing data, [78] does not explore the computational-statistical tradeoffs that are important for time- or power-sensitive applications. This paper presents a method that is designed for
the data thinning task, has a specific statistical model, and allows for mini-batch updates which increases the algorithm’s efficiency. Also, we will explore the computational-statistical tradeoffs in Section 4.

3 Data thinning via tracking union of subspaces

3.1 Union of subspaces model

Recall from Section 1.2 that each $x_t \in \mathbb{R}^p$ is assumed to be drawn from a distribution with density $f_t$, and that $f_t$ is modeled as a mixture of Gaussians where each Gaussian’s covariance matrix is the sum of a rank-$r$ matrix (for $r < p$) and a scaled identity matrix. We refer to this as a dynamic low-rank GMM. In particular, the $j^{th}$ Gaussian mixture component is modeled as

$$
\mathcal{N}(\mu_{j,t}, \Sigma_{j,t})
$$

where $\mu_{j,t} \in \mathbb{R}^p$ is the mean and

$$
\Sigma_{j,t} = V_{j,t} \Lambda_{j,t} V_{j,t}^T + \sigma_j^2 I.
$$

Here $V_{j,t} \in \mathbb{R}^{p \times r}$ is assumed to have orthonormal columns, and $\Lambda_{j,t} \in \mathbb{R}^{r \times r}$ is a diagonal matrix with positive diagonal entries. If $\sigma_j = 0$, then $\Sigma_{j,t}$ would be rank-$r$ and any point drawn from that Gaussian would lie within the subspace spanned by the columns of $V_{j,t}$ – shifted by $\mu_{j,t}$. By allowing $\sigma_j > 0$ we model points drawn from this Gaussian lying near that $r$-dimensional shifted subspace. Overall, we model

$$
f_t = \sum_{j=1}^{K_t} q_{j,t} \mathcal{N}(\mu_{j,t}, V_{j,t} \Lambda_{j,t} V_{j,t}^T + \sigma_j^2 I)
$$

where $K_t$ is the number of mixture components in the model at time $t$ and $q_{j,t}$ is the probability of $x_t$ coming from mixture component $j$.

To better understand this model, we can think of each observation $x_t$ as having the form $v_t + w_t$, where $v_t$ lies in a union of subspaces (or more precisely, because of the Gaussian means, a union of hyperplanes) defined by the $V_{j,t}$s and within ellipsoids embedded in those hyperplanes, where the ellipsoid axis lengths are determined by the $\Lambda_{j,t}$s.

Fig. 2 illustrates the union of subspaces model. Fig. 2a shows a sample image where one person is walking on a road with trees on both sides [79]. In such a situation, we would want to be able to learn from a sequence of such images that the trees, grass and the road which occupy most of the pixels are typical of the background, and label the person as salient because it is uncommon in the scene. Fig. 2b illustrates the union of subspaces model. When we divide the image into patches, the vast majority of patches are plant, and road patches, and only a few patches contain the person. Thus, the plant and road patches live on a union of subspaces as illustrated and can be thinned, leaving anomalous patches for further analysis.

3.2 Algorithm highlights

This section explains how the proposed method estimates the evolving Gaussian mixture model using the techniques from the union of subspaces tracking algorithms. These steps are summarized in in Fig. 3. As seen, this data thinning method shares some features with the online EM algorithm for GMM estimation. However, there are a few key differences which are elaborated below:

- We constrain covariances to lie in a union of subspaces, which significantly reduces the problem size for estimating the covariance matrices. This constraint improves the accuracy of the algorithm, and also makes our method much stabler when the environment is changing rapidly relative to the data availability. This constraint also reduces computation time. (More details of computational complexity are discussed in Section 3.5)
In some settings, such as when working with WAMI data, we receive groups of $x_t$’s simultaneously and can perform model updates more efficiently using mini-batch techniques. (The mini-batch approach is discussed in Section 3.3.3.)

For large, high-velocity data streams, real-time processing is paramount. Even evaluating the likelihood of each new observation can be time consuming. We explore subsampling-based approximations which reduce computational burden yet still yield accurate results. (Accuracy and computational complexity tradeoffs are discussed in Section 4.)

For the online EM algorithm for GMM estimation, the number of mixture components is selected a priori, and does not change for the duration of the task. This would work when the environment does not change over time, but is inappropriate for applications that work in dynamic environments. The proposed method adapts to changing numbers of mixture components, which allows the mixture model to better track the environmental dynamics. The method adapts the number of mixture components using a multiscale representation of a hierarchy of subspaces, which allows us to reduce the model order using a simple complexity regularization criterion. The method also tracks hidden subspaces which are then used to increase the model order when data calls for it. (More details about the multi-scale model is discussed in Section 3.3.)

3.3 The Online Thinning algorithm

This section describes the updates of the parameters associated with the proposed dynamic low-rank GMM in (1). The updates of the mixture component weights ($q_{j,t}$) and means ($\mu_{j,t}$) are computed using stochastic gradient descent. The updates of the covariance matrices are more sophisticated and leverage subspace tracking methods. In particular, we focus on methods which admit observations $x_t$ with missing elements; this will allow us to subsample $x_t$ for computational speedups. These updates are detailed below.

The biggest challenge is updating $K_t$, the number of mixture components. In real-life applications, the number of mixture components is in general (a) not known a priori, and (b) can change with $t$. Thus a mechanism for adaptively choosing the number of subspaces is needed. Reducing model order is slightly less
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Figure 3: Flow chart of the main steps in the data thinning method.

challenging because it is relatively simple to merge two nearby mixture components. However, increasing model order is a much more complex issue, especially in an online setting.

To address these challenges, we organize these mixture components using a tree structure, as illustrated in Fig. 4. The idea for a multiscale tree structure stems from the multiscale harmonic analysis literature [80] and online updates of such models are introduced in [78]. In our setting, at time $t$, the $j$th node is associated with a Gaussian distribution parameterized by its mean vector $\mu_{j,t}$, low-rank covariance matrix parameters $V_{j,t}$, $\Lambda_{j,t}$, and weight $q_{j,t}$. Most of the probability mass associated with each Gaussian is an ellipsoid centered at $\mu_{j,t}$, where $V_{j,t}$ and $\Lambda_{j,t}$ characterize the principle axes and principal axis lengths, respectively, of the ellipsoid. Finally, $q_{j,t}$ is approximately the probability of an observation falling inside this ellipsoid.

In the tree structure, we denote the set of leaf nodes as $\mathcal{J}_t \triangleq \{ j \ : \ j$th node is a leaf node at time $t \}$ and have $K_t \triangleq |\mathcal{J}_t|$. The leaves of the tree correspond to the Gaussian mixture components in the model shown in Eq. (1). Each parent node corresponds to a single Gaussian which approximates the weighted sum of the Gaussians associated with its two children, where the weights correspond to the children’s $q$ parameters. Each of the tree leaves is also associated with two virtual children nodes. The virtual children nodes correspond to their own Gaussian distributions that can be used to grow the tree. The decision of pruning and growing are made based on (a) the accuracy of the Gaussian mixture model, i.e., the cumulative (with a forgetting factor) anomalousness score, and (b) the size of the mixture model, i.e., the total number of leaf nodes at time $t$.

3.3.1 Computation of the Gaussian mixture likelihood (and anomalousness score)

The proposed algorithm uses the negative log-likelihood of the Gaussian mixture model give the data point as its anomalousness score. The likelihood of $x_t$ under the Gaussian associated with node $j$ is given by (recall $\Sigma_{j,t} = V_{j,t} \Lambda_{j,t} V_{j,t}^T + \sigma_j^2 I$)

$$p_{j,t}(x_t) = \frac{1}{(2\pi)^{p/2}|\Sigma_{j,t}|^{1/2}} e^{-\frac{1}{2}(x_t-\mu_{j,t})^T \Sigma_{j,t}^{-1}(x_t-\mu_{j,t})}. \quad (2)$$
Figure 4: Multiscale representation of low-rank Gaussian mixture model. Consider a density with its mass concentrated along the black dashed curve. Each successive level in the multiscale representation has more Gaussian mixture components (depicted via contour plots) with covariance matrices corresponding to more compact ellipsoids, and hence yields a more accurate approximation of the underlying density. Given a particular binary tree representation of a GMM, the approximation error can be allowed to increase or decrease by pruning or growing the binary tree connecting the different scales. The ellipsoids are all very compact along some axes because they correspond to covariance matrices that are the sum of a low-rank matrix and a scaled identity matrix.

Using the model in Eq. (1), the Gaussian mixture negative log-likelihood function (and hence anomalousness score) for any $x_t \in \mathbb{R}^p$ is:

$$s_t(x_t) = -\log f_t(x_t) = -\log \left(\sum_{j \in J_t} q_{j,t} p_{j,t}(x_t)\right).$$

(3)

### 3.3.2 Selective update

With the observation of each $x_t$, the algorithm first compute the likelihood of $x_t$ under each of the Gaussian mixture components, and then assign $x_t$ to the component that maximizes the likelihood. Specifically, after the likelihood computations above, $x_t$ is assigned to the mixture component

$$j^*_t = \arg \max_{j \in J_t} \{p_{j,t}(x_t)\}.$$  

(4)

Note that the weights $q_{j,t}$ are not used here in order to avoid biasing towards components with large weights. This assignment is made in order to reduce the computational complexity of the parameter update step: with each $x_t$, instead of updating all the parameters of the entire tree, the algorithm only updates the tree branch associated leaf node $j^*_t$. That is, the algorithm updates the parameters of node $j^*_t$, all of its ancestors, and one of node $j^*_t$’s virtual children (the one under which $x_t$ is more likely). This approach significantly reduces the time complexity of the updates, especially when the model is complex (i.e., when the number of leaf nodes is large).

### 3.3.3 Mini-batch update

In previous sections, we have always assumed that we have one observation $x_t \in \mathbb{R}^p$ arriving at each time $t$. However, in many applications, multiple observations can arrive simultaneously. For example, in WAMI
settings, hundreds of image patches in a single frame arrive at the same time. One way to deal with this is simply treat each patch as arriving at a different time, and update the model parameters separately with each observation. However, when the number of patches is large (for HD videos, there can be thousands of patches per frame), this sequential processing can be extremely time-consuming.

To reduce the computation cost, we can instead update the mixture model in mini-batches, i.e., when multiple observations are received at the same time, we first compute the anomalousness score of each observation, and assign them to their own mixture component. The collection of observations assigned to a given mixture component then form a mini-batch. The mixture model and tree structure are then updated only once for each mini-batch. When the size of mini-batches is much larger than 1 (e.g., hundreds of image patches assigned to a tree of size $K_t = 10$), this approach significantly reduces the number of times needed to update the mixture component parameters and tree structures, and thus saves computation time. Note that this mini-batch processing does not affect the computation of the anomalousness score and component assignment, where each observation is processed sequentially as if they arrive separately.

Thus, now instead of assuming a single vector $x_t$ arrives at time $t$, we assume that we receive a collection of observations stored in matrix $X_t = [x_{t,1}, \ldots, x_{t,N_t}] \in \mathbb{R}^{p \times N_t}$ at time $t$, where $x_{t,i} \in \mathbb{R}^p$ for all $i = 1, \ldots, N_t$. A special case of this is $N_t = 1$, which is the sequential update without mini-batches. After assigning each column in $X_t$ to the $K_t$ leaf nodes in the hierarchical tree structure based on their distance to the corresponding mixture components, we can rewrite $X_t$ into mini-batches, $X_t = [X_{j_1,t}, \ldots, X_{j_{K_t},t}]$, where $\{j_1, \ldots, j_{K_t}\} \subseteq J_t$. Here each $X_{j,i,t} \in \mathbb{R}^{p \times n_{j,t}}$, $i = 1, \ldots, K_t$ is a block of $n_{j,t}$ data points that are assigned to the $j_{i}$th node in the tree (must be a leaf node). Note that $\sum_{j \in J_t} n_{j,t} = N_t$.

Our update equations are based on a “forgetting factor” $\alpha \in (0, 1)$ that places more weight on more recent observations; this quantity affects how quickly a changing distribution is tracked and is considered a tuning parameter to be set by the end user. Then for each leaf node $j$ that needs updates (i.e., with assigned observations), the weights $q_{j,t}$ are then updated by

$$q_{j,t+1} = \alpha q_{j,t} + (1 - \alpha) \frac{n_{j,t}}{N_t}.$$  

(5)

Note that for the leaf nodes the weights need to add to 1, i.e., $\sum_{j \in J_t} q_{j,t} = 1$ for all $t$. If we initialize $q_{j,1}$ s.t. $\sum_{j \in J_t} q_{j,1} = 1$, and the weight of any parent node is the sum of the weights of its two children, then this update preserves $\sum_{j \in J_t} q_{j,t} = 1$ for all $t$. The mixture component means $\mu_{j,t}$ are updated by

$$\mu_{j,t+1} = \alpha \mu_{j,t} + \frac{(1 - \alpha)}{n_{j,t}} X_{j,t} \mathbb{1}_{n_{j,t} \times 1}.$$  

(6)

The diagonal matrix

$$\Lambda_{j,t} \triangleq \text{diag}\{\lambda_{j,t}^{(1)}, \ldots, \lambda_{j,t}^{(r)}\} \in \mathbb{R}^{r \times r},$$

with $\lambda_{j,t}^{(1)}, \ldots, \lambda_{j,t}^{(r)} \geq 0$, contains eigenvalues of the covariance matrix of the projected data onto each subspace. Let

$$M_{j,t} = [\mu_{j,t}, \ldots, \mu_{j,t}] \in \mathbb{R}^{p \times n_{j,t}}$$  

(7)

be a means matrix computed by concatenating $n_{j,t}$ copies of $\mu_{j,t}$ together. Let

$$B_{j,t} = V_{j,t}^{\#}(X_{j,t} - M_{j,t}),$$  

(8)

be the residual signal, where the superscript $^\#$ denotes the pseudo-inverse of a matrix (for orthonormal $V_{j,t}$, the pseudo-inverse is its transpose). Denote its $m$th row as $B_{j,t}^{(m)}$. Then we can update

$$\lambda_{j,t+1}^{(m)} = \alpha \lambda_{j,t}^{(m)} + (1 - \alpha) \|B_{j,t}^{(m)}\|_2, m = 1, \ldots, r.$$  

(9)
The subspace matrices \( V_{j,t} \) are updated using Algorithm 1. The updates of \( V_{j,t} \) and \( \Lambda_{j,t} \) are a mini-batch extension of the PETRELS \([28, 27]\) update equations, with an added step of orthonormalization of \( V_{j,t+1} \) since PETRELS does not guarantee the orthogonality of \( V_{j,t+1} \).

For the ancestors of each leaf node that got updated, we combine all the mini-batches assigned to its children, and update the node with the same formulae as above using the combined mini-batches. For the virtual children of leaf nodes that got updated, we divide each mini-batch into two sub-mini-batches based on the likelihood of each observation under the Gaussian of the virtual node, and update each virtual node with its assigned sub-mini-batch.

Algorithm 1 Mini-Batch Update of Covariance Parameters

1: **Initialize:** \( V_{j,1} \) (with training data), \( R_{j,1} = cI_{r \times r}, c \ll 1 \)
2: **input:** \( X_{j,t}, V_{j,t}, R_{j,t}, M_{j,t} \)
3: \( B_{j,t} = V_{j,t}^T (X_{j,t} - M_{j,t}) \)
4: \( R_{j,t+1} = \alpha R_{j,t} + B_{j,t} B_{j,t}^T \)
5: \( \tilde{V}_{j,t+1} = V_{j,t} + \left( (X_{j,t} - M_{j,t}) B_{j,t}^T - V_{j,t} B_{j,t} B_{j,t}^T \right) R_{j,t+1}^# \)
6: **Orthonormalization**
\[
V_{j,t+1} = \tilde{V}_{j,t+1} \left( \tilde{V}_{j,t+1}^T \tilde{V}_{j,t+1} \right)^{-1/2}
\]
7: **Output:** \( V_{j,t+1}, R_{j,t+1} \)

3.3.4 Tree structure update

The growing (splitting nodes) and pruning (merging nodes) of the tree structure allow the complexity of the GMM to adapt to the diversity of the observed data. The number of nodes in the tree controls the tradeoff between the model accuracy and complexity. The proposed method determines whether to grow or prune the tree by greedily minimizing a cost function consisting of the weighted cumulative anomalousness score (with weights corresponding to the forgetting factor \( \alpha \) described above) and the model complexity (\(|J_t|\)).

Define \( \epsilon_t \) as the cumulative anomalousness score where \( \epsilon_0 = 0 \), and
\[
\epsilon_{t+1} = \alpha \epsilon_t + \frac{1}{N_t} \sum_{i=1}^{N_t} s_t(x_{t,i}).
\]
For each node \( j \) (including virtual children), a similar cumulative score \( e_{j,t} \) is kept based only on the mini-batches assigned to that node. Let \( I_{j,t} = \{ i : x_{t,i} \text{ assigned to } j^{th} \text{ node or its children} \} \) (for virtual nodes this set is the indices of its sub-mini-batch), initialize \( e_{j,0} = 0 \), and \( e_{j,t} \) is updated by
\[
e_{j,t+1} = \alpha e_{j,t} + \frac{1}{|I_{j,t}|} \sum_{i \in I_{j,t}} - \log \left( p_{j,t}(x_{t,i}) \right).
\]
Let \( \text{TOL} \) be a pre-set error tolerance. For each leaf node \( j_1 \in J_t \) that is assigned new observations, let \( j_0 \) be its parent, \( j_2 \) be its sibling, and \( j_{1,1}, j_{1,2} \) be its virtual children. Let \( \gamma \) be a positive constant. Split node \( j_1 \) if
\[
\epsilon_{t+1} \leq \text{TOL}, \quad (10)
\]
and
\[
e_{j_1,t} + \gamma K_t > \frac{q_{j_{1,1},t} e_{j_{1,1},t} + q_{j_{1,2},t} e_{j_{1,2},t}}{q_{j_{1,1},t} + q_{j_{1,2},t}} + \gamma (K_t + 1). \quad (11)
\]
Note the left side of Ineq. (10) is the penalized cumulative score of node \( j_1 \) (where the penalty is proportional to the number of nodes in the tree), while the right side of Eq. (11) is the average penalized cumulative score.
of node \( j_1 \)'s two virtual children. We split node \( j_1 \) if the average penalized cumulative score is smaller at the virtual children level.

Similarly, merge nodes \( j_1 \) and \( j_2 \) if

\[
e_{t+1} \geq \text{TOL} \tag{12}
\]

and

\[
e_{j_0,t} + \gamma(K_t - 1) < \frac{q_{j_1,t}e_{j_1,t} + q_{j_2,t}e_{j_2,t}}{q_{j_1,t} + q_{j_2,t}} + \gamma K_t, \tag{13}
\]

Note the left side of Ineq. (13) is the penalized (with tree size) cumulative score of node \( j_1 \)'s parent \( j_0 \), while the right side of Eq. (11) is the average penalized cumulative score of node \( j_1 \) and its sibling \( j_2 \). We merge \( j_1 \) and \( j_2 \) if the average penalized cumulative score of \( j_1 \) and \( j_2 \) is larger than the penalized score of their parent. The use of these penalized scores to choose a tree which is both (a) a good fit to the observed data and (b) a small as possible to avoid overfitting is common in classification and regression trees [81, 82, 83, 84, 85, 86].

The splitting and merging operations are detailed in Algorithm 2 and Algorithm 3. The complete Online Thinning algorithm is summarized in Algorithm 4.

Algorithm 2 Grow tree

1: Input: Node \( j \) with virtual children nodes \( k \) and \( \ell \)
2: Update \( J_{t+1} = J_t \cup \{ k, \ell \} \setminus \{ j \} \)
3: Create new virtual children: \( k_1, k_2 \) for new leaf node \( k \), and \( j_{1,1}, j_{1,2} \) for new leaf node \( \ell \)
4: Let \( v_{i,t}^{(1)} \) be the first column of \( V_{i,t}, i \in \{ k, \ell \} \)
5: Initialize virtual nodes \( k_1, k_2, j_{1,1} \) and \( j_{1,2} \):
   for \( i \in \{ k, \ell \} \)
   \[
   \mu_{i_{1,t+1}} = \mu_{i,t} + \sqrt{\frac{\lambda_{i,t}^{(1)} v_{i,t}^{(1)}}{2}} \\
   \mu_{i_{2,t+1}} = \mu_{i,t} - \sqrt{\frac{\lambda_{i,t}^{(1)} v_{i,t}^{(1)}}{2}} \\
   V_{i_{1,t+1}} = V_{i,t} \\
   V_{i_{2,t+1}} = V_{i,t} \\
   \lambda_{i_{1,t+1}} = \lambda_{i,t}^{(1)}/2 \\
   \lambda_{i_{2,t+1}} = \lambda_{i,t}^{(1)}/2 \\
   \lambda_{i_{1,t+1}}^{(m)} = \lambda_{i,j,t}^{(m)}, \ m = 2, \ldots, r \\
   \lambda_{i_{2,t+1}}^{(m)} = \lambda_{i,j,t}^{(m)}, \ m = 2, \ldots, r \\
   q_{i_{1,t+1}} = q_{i,t}/2 \\
   q_{i_{2,t+1}} = q_{i,t}/2
   \]

Algorithm 3 Prune tree

1: Input: Node \( j \) with children nodes \( j_1 \) and \( j_2 \) to be merged
2: Delete all four virtual children nodes of \( j_1 \) and \( j_2 \)
3: Update \( J_{t+1} = J_t \cup \{ j \} \setminus \{ j_1, j_2 \} \)
4: Define \( j_1, j_2 \) as the virtual children nodes of the new leaf node \( j \)
3.4 Subsampling observations

When \( p \) is large and computation time is critical, we can subsample the entries of each \( X_t \) and leverage missing data models for fast calculations and updates. Algorithm [1] is a modified version of PETRELS [27, 28] with mini-batches. Note that PETRELS was specifically designed to work with missing entries, where [27, 28] thoroughly investigated the effect of missing data in subspace tracking algorithms.

Specifically, to modify our Online Thinning algorithm for \( X_t \) with subsampled entries, we define \( \Omega_t \subseteq \{1, \ldots, p\} \) be the subset of entries used at time \( t \). Assume all \( \Omega_t \) have the same size and define \( |\Omega_t| \triangleq |\Omega_t|, \forall t \). Define an operator \( P_{\Omega_t}(\cdot) \) that selects the rows indexed by \( \Omega_t \). Then, for the likelihood and score computation, denote \( \Sigma_{j,t,\Omega_t} \triangleq P_{\Omega_t}(V_{j,t})\Lambda_{j,t}P_{\Omega_t}(V_{j,t})^T + \sigma_j^2 I_{|\Omega_t|} \), and compute

\[
p_{j,t}(x_t) = \frac{1}{(2\pi)^{p/2}|\Sigma_{j,t}|^{1/2}} \exp \left\{ -\frac{1}{2} \left[ P_{\Omega_t}(x_{t,i}) - P_{\Omega_t}(\mu_{j,t}) \right] V_{j,t}^{-1} \left[ P_{\Omega_t}(x_{t,i}) - P_{\Omega_t}(\mu_{j,t}) \right]^T \right\}
\]

as the likelihood. For the mini-batch update step, replace \( X_{j,t}, \mu_{j,t}, \) and \( V_{j,t} \) with \( P_{\Omega_t}(X_{j,t}), P_{\Omega_t}(\mu_{j,t}), \) and \( P_{\Omega_t}(V_{j,t}) \), respectively in Eq. (6), (7), and (8), and use Algorithm 5 instead of Algorithm 1.

3.5 Computational complexity

As discussed in Section 3, the union of subspaces assumption significantly reduces the problem size for estimating the covariance matrices. This not only improves the algorithm accuracy and stability for high dimensional problems, but also reduces computation time.

Take the computation of \( (x - \mu_{j,t})^T \Sigma_{j,t}^{-1}(x - \mu_{j,t}) \) as an example. \( \Sigma_{j,t} \) is the covariance matrix of the \( j \)-th mixture component at time \( t \). For a full-rank GMM model, computing the \( \Sigma_{j,t}^{-1} \) takes \( O(p^3) \) operations, and computing \( (x - \mu_{j,t})^T \Sigma_{j,t}^{-1}(x - \mu_{j,t}) \) given \( \Sigma_{j,t}^{-1} \) takes \( O(p^2) \) operations. Thus the total complexity is \( O(p^3) \). However, with the low-rank assumption we have \( \Sigma_{j,t} = V_{j,t} \Lambda_{j,t} V_{j,t}^T + \sigma_j^2 I \), and with the Woodbury matrix identity [87], we can compute

\[
\Sigma_{j,t}^{-1} = \sigma_j^{-2} I + \sigma_j^{-4} V_{j,t} (\Lambda_{j,t}^{-1} + V_{j,t}^T V_{j,t})^{-1} V_{j,t}^T,
\]

and

\[
(x - \mu_{j,t})^T \Sigma_{j,t}^{-1}(x - \mu_{j,t}) = \sigma_j^{-2} (x - \mu_{j,t})^T (x - \mu_{j,t}) + \sigma_j^{-4} (x - \mu_{j,t})^T V_{j,t} (\Lambda_{j,t}^{-1} + V_{j,t}^T V_{j,t})^{-1} V_{j,t}^T (x - \mu_{j,t}).
\]

Note that computing \( (\Lambda_{j,t}^{-1} + V_{j,t}^T V_{j,t})^{-1} \) is easy because (a) \( V_{j,t}^T V_{j,t} = I_r \), since the columns of \( V_{j,t} \) are orthonormal, and (b) \( \Lambda_{j,t} \) is diagonal. Computing the whole equation takes \( O(pr + r^2) = O(pr) \) operations. Thus, by using the low-dimensional structure, we reduced the computation complexity from \( O(p^3) \) to \( O(pr) \).

Another example is the computation of the determinant of \( \Sigma_{j,t} \). For a full-rank GMM model, computing \( |\Sigma_{j,t}| \) takes \( O(p^3) \) operations. For our low-rank model with \( \Sigma_{j,t} = V_{j,t} \Lambda_{j,t} V_{j,t}^T + \sigma_j^2 I \), we can use the matrix determinant lemma [88] and compute

\[
|\Sigma_{j,t}| = \sigma_j^2 |\Lambda_{j,t}| \left| \Lambda_{j,t}^{-1} + \sigma_j^2 V_{j,t}^T V_{j,t} \right|.
\]

The number of operation needed is \( O(r) \) since \( V_{j,t}^T V_{j,t} = I_r \) and \( \Lambda_{j,t} \) is diagonal.
3.5.1 Computational complexity without subsampling

Below we summarize the computational complexity of each major steps of the Online Thinning algorithm. Let $T$ be the total number of time steps. For simplicity, we assume the mini-batch sizes $N_t$ are the same for all $t$. Let $N \triangleq TN_t$ be the total number of observations received, and $K_{\text{max}}$ be the maximum number of leaf nodes in the tree.

- Likelihood and score computation has a complexity of
  \[ O(NK_{\text{max}}pr), \]
  where each likelihood computation takes $O(pr)$ operations, and this is computed $K_{\text{max}} + 2$ times per observation ($K_{\text{max}}$ leaf nodes plus two virtual children of the assigned leaf node) for all $N$ observations. The computation of the anomalousness score is computationally inexpensive since it is a weighted sum of pre-computed likelihoods.

- Mini-batch updates have complexities of at most
  \[ O \left( NK_{\text{max}}pr + \frac{N}{N_t}K_{\text{max}}pr^2 \right), \]
  where the first term $NK_{\text{max}}pr$ comes from the calculation of $B_{j,t}$ and $\tilde{V}_{j,t+1}$, and the second term comes from the orthonormalization of $\tilde{V}_{j,t+1}$. The term $\frac{N}{N_t}$ is the number of batches received.

- Tree structure updates have complexities of at most
  \[ O(NK_{\text{max}}pr + \frac{N}{N_t}K_{\text{max}}pr), \]
  where the first term is an upper bound of complexity for updating the cumulative likelihood $e_{j,t}$ of the parents of leaf nodes (for leaf nodes and their virtual children, the likelihood is computed when at the score computing stage). In the second term, the term $pr$ comes from the number of operations needed to copy the subspace when splitting nodes, and the maximum number of splitting at each time $t$ is bounded by the maximum number of leaf nodes $K_{\text{max}}$ (merging nodes is computational inexpensive).

Adding three steps together, the Online Thinning algorithm has a complexity of at most
\[ O \left( NK_{\text{max}}pr + \frac{N}{N_t}K_{\text{max}}pr^2 \right). \]

3.5.2 Computational complexity with subsampling

Let $|\Omega|$ be the number of entries observed after subsampling, then the complexity of each major step is as follows.

- Likelihood and score computation has a complexity of
  \[ O(NK_{\text{max}}|\Omega|r), \]
  which scales with $|\Omega|$. 

• Mini-batch updates have complexities of at most
\[ O \left( NK_{\text{max}}(|\Omega| r + r^2) + \frac{N}{N_t} K_{\text{max}} p r^2 \right), \]
where the first term \( NK_{\text{max}}(|\Omega| r + r^2) \) comes from the calculation of \( B_{j,t} \) and \( \widetilde{V}_{j,t+1} \), and is affected by subsampling. Note the extra \( NK_{\text{max}} r^2 \) comes from the added complexity from computing \( P_{\Omega_t}(V_{j,t})^\# \). When no subsampling is done, \( V_{j,t}^\# = V_{j,t}^T \). However, this is generally not true when we perform subsampling, and this extra step adds complexity. However, in general \(|\Omega|\) scales with \( p \) and is much larger than \( r \). The second term comes from the orthonormalization of \( \widetilde{V}_{j,t+1} \), which is not affected by subsampling.

• Tree structure updates have complexities of at most
\[ O(NK_{\text{max}} |\Omega| r + \frac{N}{N_t} K_{\text{max}} p r), \]
where the first term comes from the likelihood computation, and scales with \(|\Omega|\). The second comes from the tree splitting, which is not affected by subsampling.

Adding three steps together, the Online Thinning algorithm has a complexity of at most
\[ O \left( NK_{\text{max}}(|\Omega| r + r^2) + \frac{N}{N_t} K_{\text{max}} p r^2 \right). \]

### 3.5.3 Remarks
Subsampling changes the first term of the complexity. Higher subsampling rates (smaller \(|\Omega|\)) reduce the complexity of computing the likelihood, and affect some steps in the mini-batch update. However, subsampling does not affect the orthonormalization of \( V_{j,t} \), or the splitting and merging of tree structures. Additionally, subsampling makes the computation of \( P_{\Omega_t}(V_{j,t})^\# \) difficult, since in general \( P_{\Omega_t}(V_{j,t})^\# \neq P_{\Omega_t}(V_{j,t})^T \). Still, the effect of this added complexity in computing \( P_{\Omega_t}(V_{j,t})^\# \) is generally small since \(|\Omega|\) is usually much larger than \( r \).

Changing the size of mini-batches \( N_t \) changes \( \frac{N}{N_t} \), and thus the second term of the complexity. Specifically, in the algorithm, changing \( N_t \) changes (a) the number of times needed to update the tree structure, (b) the number of times needed to update \( R_{j,t} \) and its pseudo-inverse (see Algorithm [1]), and (c) the number of time needed to perform the orthonormalization of \( V_{j,t} \) (see Algorithm [1]). When \( N_t \) has the same order of (or larger than) \( K_{\text{max}} r \), and without subsampling, the algorithm’s complexity is linear to the total number of observations \( N \), the observation dimension \( p \), the tree size \( K_{\text{max}} \), and the subspace dimension \( r \).

### 4 Computational and statistical tradeoffs
Different systems have different delay allowances and precision requirements, and it is natural to ask how much performance we sacrifice by trying to reduce the computation time. Understanding such tradeoffs is crucial for applications where real-time processing is required, yet the computational power is limited, as with many mobile surveillance systems. This section explores the tradeoff between processing time and detection accuracy for the Online Thinning algorithm.

There are two primary ways to reduce the computational complexity of the data thinning: (1) by randomly subsampling the entries of \( x_t, \) i.e., we only use partially observed data to update the dynamic low-rank GMM model parameters and estimate the anomalousness score; and (2) by varying the size of the mini-batches. Note that these are made possible because, as discussed in Section [3] data thinning (a) is robust to unobserved entries, and (b) can process data in mini-batches, respectively.
To explore this further, two experiments are conducted—one in which we vary the mini-batch size, and one in which we vary the subsampling rate. For these experiments, the data is generated as follows: The ambient dimension is \( p = 100 \). We first generate points in \( \mathbb{R}^p \) in a union of three (shifted) subspaces of dimension ten; in which 95\% of the points lie in the union of the first two subspaces. The other 5\% of the points lie in a third subspace that is orthogonal to the other two. All three subspaces have shifts close to 0. We then add white Gaussian noise with variance \( \sigma^2 = 0.1 \) to these points to generate our observations.

The two subspaces where the 95\% of observations come from are dynamic, where the subspaces rotate at a speed \( \delta > 0 \). For \( j = 1, 2 \), we have

\[
V_{j,t+1} = V_{j,t} + \delta \frac{B}{\|B\|_F} V_{j,t},
\]

where \( B \) is a \( p \times p \) skew-symmetric matrix. Denote the set of \( x_t \)'s coming from each of the three subspaces as \( X_j, j = 1, 2, 3 \), respectively. The goal is to identify the 5\% of the observations that come from \( X_3 \).

The two subspaces where the 95\% of observations come from are dynamic, where the subspaces rotate at a speed \( \delta > 0 \). For \( j = 1, 2 \), we have

\[
V_{j,t+1} = V_{j,t} + \delta \frac{B}{\|B\|_F} V_{j,t},
\]

where \( B \) is a \( p \times p \) skew-symmetric matrix. Denote the set of \( x_t \)'s coming from each of the three subspaces as \( X_j, j = 1, 2, 3 \), respectively. The goal is to identify the 5\% of the observations that come from \( X_3 \).

The experiment streams in four thousand observations in total. An initial model is estimated using the first one thousand samples, and the models are then updated in an online fashion for the remaining three thousand samples. The anomalousness score is calculated as the negative log-likelihood of each data point according to the estimated model. We then select observations \( x_t \) for which \( s_t(x_t) > \tau \), and compute the detection rate and false alarm rate

\[
P_D(\tau) = \frac{|\{t : x_t \in X_3, s_t(x_t) > \tau\}|}{|\{t : x_t \in X_3\}|},
\]

\[
P_F(\tau) = \frac{|\{t : x_t \in X_1 \cup X_2, s_t(x_t) > \tau\}|}{|\{t : x_t \in X_1 \cup X_2\}|}.
\]

The threshold \( \tau \) is tuned to minimize the detection error \( 1 - P_D(\tau) + P_F(\tau) \). Each experiment is averaged over ten random realizations.

The first experiment varies the percentage of entries observed in each \( x_t \). Subsampling reduces the dimension of \( x_t \), which saves time in many of the operations in the algorithm. With more observed entries, the estimates of the likelihoods under each mixture component are more accurate, and hence the thinning performance is better. However, the computation of likelihoods and updates of the dynamic low-rank GMM parameters will also be slower.

Fig. 5 shows the detection error of our approach as a function of subsampling rate (\(|\Omega|/p\)). The two curves correspond to different subspace rotation speed (\( \delta \)). We vary the subsampling rate from 25\% to 100\%. The detection error is kept at less than 5\% even at a subsampling rate of 55\%.

The second experiment varies \( N_t \), the size of the mini-batches. The batch size \( N_t \) varies from 10 to 1000. Fig. 6 displays the detection error as a function of \( N_t \). The three curves correspond to different subspace rotation speed (\( \delta \)). The detection error increases slightly as \( N_t \) increase, since reducing \( N_t \) in general improves the ability of the algorithm to follow the changing subspaces. For all three values of \( \delta \), the change in detection error relative to \( N_t \) is less than 2\%.

### 5 Synthetic data experiments

This section compares the Online Thinning approach based on tracking a dynamic low-rank GMM with (a) a classical full-rank static GMM and (b) an online GMM estimation algorithm. Neither of these comparators has the low-rank structure exploited by the Online Thinning algorithm. The synthetic data is generated according to the same model as in Section 4.

The experiment streams in four thousand observations in total. For Online Thinning and the classical online GMM, an initial model is estimated using the first one thousand samples, and the models are then updated in an online fashion for the remaining three thousand samples. The anomalousness score is calculated as the negative log-likelihood of each data point according to the estimated model. For the classical
Figure 5: Detection error as a function of subsampling rate. The two curves correspond to different subspace rotation speed ($\delta$). A subsampling rate at 55% still keeps the detection error less than 5%.

Figure 6: Detection error as a function of mini-batch size $N_t$. The three curves correspond to different subspace changing speeds ($\delta$). The detection error increases as $N_t$ increases. For all three $\delta$ values, the change in detection error relative to $N_t$ is less than 2%.

static GMM algorithm, we estimate a GMM model on the entire four thousand data points (after all samples come in) at once, and assign an anomalousness score to each sample proportional to the negative log likelihood of the data point coming from the estimated GMM model. Fig. 7 compares the detection accuracy (in ROC curves) of Online Thinning and the two comparator algorithms in two settings, where in 7a the true subspaces used to generate the data are kept static throughout the experiment, and in 7b and 7c the true subspaces rotate at a small rate ($5 \times 10^{-3}$ and $2 \times 10^{-2}$, respectively) at each time step. Each plotted experiment is averaged over thirty random realizations. As seen in the plots, Online Thinning using the dynamic low-rank GMM outperforms the online and static algorithms based on a classical full-rank GMM model in all cases, especially when the subspaces change over time.

The reasons behind the performance gap when the subspaces change over time can be explained by the underlying models of the three algorithms. Both the batch GMM and online GMM algorithms rely on full-rank GMM models, which make the problem ill-posed, and, therefore, estimating the covariance matrices...
Figure 7: Comparison between Online Thinning using a dynamic low-rank GMM, a classical online GMM, and a classical static batch GMM assuming true subspace rank (ten) is known. (a) shows the comparison between Online Thinning and GMM when the subspaces are static. (b) and (c) show the comparison between Online Thinning and GMM when the subspaces change at a rate of $5 \times 10^{-3}$ and $2 \times 10^{-2}$, respectively. Online Thinning outperforms both the online and batch GMM algorithms in all cases, especially when the subspaces change over time.

6 Wide-area motion imagery experiments

This experiment compares Online Thinning with the SUN (Saliency Using Natural statistics) algorithm proposed by Zhang et al in [67]. The SUN algorithm is representative of the state-of-the-art saliency detection algorithms [89], provides a general framework for many models, performs as well as or better than previous models, and is computationally efficient [67].

We perform this comparison on a real surveillance video capturing an empty field near a highway. In the video, a car is parked on the lot, and two people can be seen walking in and out of the scene on the field. We use this video because it is clear that the car and the people are most salient in the scene. The original video can be found at [https://youtu.be/mX1TtGdGFMY](https://youtu.be/mX1TtGdGFMY). For the Online Thinning algorithm, we use SIFT (scale-invariant feature transform) features [90] of frame $t$ as our observation $X_t$ at time $t$. Specifically, we use the package from [91] to compute the dense SIFT features (i.e., SIFT features computed over a pre-set grid of points on each frame) as features. Each frame of the video is of size $960 \times 540$, and the grid is placed so that one SIFT feature is computed for each $25 \times 25$ patch. Each frame have roughly eight hundred SIFT feature vectors. The dimension of each SIFT feature vector is 128.
Figure 8: Comparison between Online Thinning, online GMM and batch GMM assuming the subspace rank is under-estimated at six and eight for the Online Thinning algorithm. We show the comparison between Online Thinning, online GMM and regular GMM algorithms when the subspaces change at a rate of $1 \times 10^{-2}$. Even when the rank is incorrectly estimated at six (correct rank is ten), Online Thinning outperforms both classical batch GMM and online GMM algorithms.

Fig. 9 shows the result of Online Thinning and the SUN algorithms on this surveillance video at frames 50 and 100. Figures 9a and 9b show the original frames, while in 9c and 9d, we flag the top 5% patches with the highest anomalousness or saliency scores by the Online Thinning and SUN algorithms. In the results, green patches are flagged by both methods, blue patches are only flagged by Online Thinning, and red patches are only flagged by SUN. Note that in both frames, the people in the scene are mostly labeled by blue, i.e., they are only flagged by Online Thinning. The Online Thinning outperforms the SUN algorithm by more consistently flagging small rare patches such as the people; this is in part due to the adaptivity of Online Thinning to dynamic environments. The result video can be found at https://www.youtube.com/watch?v=DyLJThawgi0.

Motion imagery taken from a moving camera (e.g., video taken from an unmanned aerial vehicle) is often jittery due to mechanical vibrations in the camera platform. Such jittering often poses difficulty to the data thinning task. The magnitude of the vibrations precludes standard video stabilization techniques used, for instance, for handheld video cameras. This experiment demonstrates that the proposed method can robustly flag salient objects from a jittery video; the flagged patches can then be processed off-line (as discussed in the introduction), and software video-stabilization methods can be applied to these frames alone to co-register them.

Specifically, to demonstrate the effect of jittering, we artificially add random rotations and small shifting to each of the frames before processing. The jittered video can be found at https://youtu.be/oKzI0ryxR0s. Then, we flag and extract patches with high anomalousness scores using the proposed Online Thinning algorithm. Finally, we use a feature-matching-based approach on only the flagged patches to generate a stabilized, thinned video [92, 93]. Fig. 10 shows the original jittered video frames (left column) and corresponding stabilized detection results (right column). Note that despite the rotation and shifting of the original frames, the stabilized result is consistently showing the car and the people without significant shifting or shaking. The result video can be found at https://youtu.be/DyLJThawgi0.

Under different situations, the meaning of “anomalousness” and “saliency” can also be different. For example, a moving car on a busy street during daytime may be seen as normal, while the same car should be considered anomalous or salient if it appears in some vacant lot when no other cars are around. Conventional
non-adaptive saliency detection algorithms often lack the flexibility of changing the definition of saliency over time, while Online Thinning, as an online algorithm, has the ability to learn the environment over time and adapt to new needs.

A third experiment compares Online Thinning with the classical batch and online GMM algorithm with a real-life parking lot surveillance video data. The video is a time-lapse of a parking lot where cars arrive and gradually fill up the entire lot. For Online Thinning and the classical online GMM, an initial model is estimated using the first frame, and the models are then updated frame by frame. The anomalousness score is calculated as the negative log-likelihood of each data point according to the estimated model. For the classical static GMM algorithm, we estimate a GMM model on the first twenty frames, and assign an anomalousness score to each data point proportional to the negative log likelihood of the data point coming from the estimated GMM model. The batch GMM is trained only with the patches from the first twenty frames to simulate a setting in which a probability model is learned in one set of environmental conditions and does not adapt to a changing environment.

For all three algorithms, dense SIFT features from each frame $t$ are used as the observation $X_t$. Each frame of the video is of size $960 \times 540$, and the grid is placed so that one SIFT feature is computed for each $25 \times 25$ patch. Each frame have roughly eight hundred SIFT feature vectors. The dimension of each SIFT feature vector is 128.

Fig. 11 shows the result of Online Thinning (Alg. 4) and both classical batch and online GMM algorithms on the surveillance video at frames 21 and 232. Red-colored patches are flagged as having high anomalousness scores. Figures 11a, 11c and 11e show the result on frame 21, where the lot is still relatively empty, and all three algorithms flagged similar items in the scene (incoming car, people in the lot). Figures 11b, 11d and 11f show the result on frame 232, when the lot is about half full. At frame 232, the
Figure 10: The original, jittered video frames (left columns) and corresponding thinning results after stabilization (right columns). The thinning result consistently shows the car and the people without significant shifting or shaking, even though the stabilization was performed using only the flagged patches.

Online Thinning algorithm has learned that cars are common objects in the video, and has thus adapted to assigning lower anomalousness scores to most cars. Instead, the Online Thinning algorithm assigns higher anomalousness scores to relatively uncommon objects like black pole, building windows, and cars parked differently from others. The batch GMM algorithm does not adapt to the video, and assigns most cars with high anomalousness scores. The online GMM algorithm flags fewer patches than the batch GMM algorithm when the parking lot is filled up. However, online GMM still flags significantly more cars than the Online Thinning algorithm. Note that in the video, the parking lot is filled up gradually, and most of the cars in the parking lot at frame 232 have shown up in the scene for a long time. However, at frame 232, the Online GMM algorithm still flags a significant amount of cars in the parking lot, while the Online Thinning algorithm has stopped flagging cars that have been in the scene for a long time. This suggests that the online GMM algorithm adapts to the environment at a slower rate than the Online Thinning algorithm.
Figure 11: Result of Online Thinning and classical batch and online GMM algorithms on the surveillance video at frames 21 and 232. Red-colored patches are flagged as salient according to the different probability models. (a) Online Thinning, frame 21 (b) Online Thinning, frame 232 (c) Batch GMM, frame 21 (d) Batch GMM, frame 232 (e) Online GMM, frame 21 (f) Online GMM, frame 232

7 Enron email experiments

Data thinning can also be applied to text documents to find anomalous texts and topics. The development of latent Dirichlet allocation (LDA) [94] for text document topic modeling and other methods have allowed us to analyze the topics of a collection of documents. The Enron data is a collection of about fifty thousand emails within the Enron corporation between the year 1998 and 2002. The dataset has been explored in the
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context of social network analysis [95] and event detection [96, 97, 98]. In [97, 98], the authors used the email addresses and time stamps and successfully predicted major events in the company by finding days during which email correspondence shows abnormal patterns. In our work, we also try to detect significant events in the company’s history by using the Enron database. However, we approach the problem by using the count of “topic words” found in the emails, instead of the contact information which does not reflect the content of the emails.

The challenge here is that the count data cannot be modeled as Gaussian, and pre-processing is needed before applying the method. We see each of the word-count of topic words in the email as an independent Poisson realization of some underlying rate. By using the Anscombe transformation [99], we can approximate the normalized data as arising from a Gaussian mixture model, and thus apply the Online Thinning Algorithm 4.

This experiment applies the Online Thinning algorithm to the Enron email dataset for event detection. To process the Enron emails, we first generate a five-hundred-word topic list using LDA [100], where the list includes fifty topics, and each topic has ten associated keywords. For each email, the number of times each keyword appears is counted and recorded in a fifty-dimensional vector \( y_t \in \mathbb{N}^{50} \) where each entry \( y_t[i] \) corresponds to how many times the keywords in topic \( i \) appears in this email. Here \( [\cdot]_i \) indicates the \( i \)th element of a vector. The feature vectors are then normalized using the Anscombe transform [101] by setting \( x_t[i] = 2\sqrt{y_t[i] + \frac{3}{8}} \); note that \( x_t[i] \) is asymptotically normal with mean \( 2\sqrt{y_t[i] + \frac{3}{8}} + \frac{1}{4\sqrt{y_t[i]}} \) and unit variance. Online Thinning is then applied to the transformed data data (the \( x_t \)’s), and we flag emails by thresholding the anomalousness score assigned by the Online Thinning algorithm.

Fig. 12 shows the number of selected emails versus time (date). The major peaks in the plot correspond to the following time and events:

1. December 13, 2000: Enron announces that president and chief operating officer Jeffrey Skilling will take over as chief executive in February. [102]
2. May 9, 2001: “California utility says prices of gas were inflated” by Enron collaborator, and blackouts affect 167,000 Enron customers. [103, 104]
3. October 24, 2001: Enron ousts its chief financial officer Andrew S. Fastow, and the shares of Enron fell to the lowest price since early 1995 [105].
4. November 28, 2001: Enron shares plunge below $1. [106]
5. January 30, 2001: Stephen Cooper takes over as Enron CEO, and Enron Metals is sold to a unit of Sempra Energy. [107, 108]

As seen, the flagged dates cluster around the time when significant events happen in the Enron company.

8 Conclusion

This paper proposed an online data thinning method for high-dimensional data with changing environment. At the heart of the proposed algorithm is a union of subspaces tracking algorithm, which allows for fast and accurate data thinning in a variety of applications with both subsampled data and mini-batch updates.

The core idea of the proposed approach is to track a Gaussian mixture model whose covariance matrices each are dominated by a low-rank component. Under this model, most observations are concentrated in a union of subspaces, a model growing in popularity in image, video, and text analysis because of its flexibility and robustness to over-fittings. Unlike traditional GMMs, the low-rank structure proposed here mitigates the curse of dimensionality and facilitates efficient tracking in dynamic environments. Furthermore, by leveraging the recent advances in subspace tracking and subspace clustering techniques, the proposed method is able to accurately estimate the mixture density without adding a significant computational burden. Another
important feature of the proposed method is the ability to track an arbitrary number of mixture components. The adoption of a tree-like hierarchical structure for the union of subspaces model allows the method to adaptively choose the number of subspaces needed at each time stamp, and thus greatly improves the flexibility of the method and accuracy when tracking highly dynamic densities.
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Algorithm 4 Online Thinning with Mini-Batch Updates

1: **input:** error tolerance $\text{TOL} > 0$, threshold $\tau > 0$, forgetting factor $\alpha \in (0, 1)$
2: **initialize:** tree structure, set initial error $\epsilon_t = 0$
3: for $t = 1, 2, \ldots$ do
4: receive new data $X_t \in \mathbb{R}^{p \times N_t}$
5: for $i = 1, 2, \ldots, N_t$ do
6: let $x_{t,i}$ be the $i$th column of $X_t$
7: for all $j \in J_t$, compute likelihood of $x_{t,i}$ under node $j$:
8: $p_{j,t}(x_{t,i}) = \frac{1}{(2\pi)^{p/2}|\Sigma_{j,t}|^{1/2}} e^{-\frac{1}{2} (x_{t,i} - \mu_{j,t})^T \Sigma_{j,t}^{-1} (x_{t,i} - \mu_{j,t})}$
9: compute anomalousness score $s_t(x_{t,i})$:
10: $s_t(x_{t,i}) = -\log \left( \sum_{j \in J_t} q_{j,t} p_{j,t}(x_{t,i}) \right)$
11: assign $x_{t,i}$ to leaf node $j_t^* \triangleq \arg \max_{j \in J_t} \{ p_{j,t}(x_{t,i}) \}$
12: compute the likelihood of $x_{t,i}$ under $j^*$'s two virtual children nodes, and also assign $x_{t,i}$ to the virtual child with higher likelihood
13: end for
14: update $\epsilon_{t+1} = \alpha \epsilon_t + \frac{1}{N_t} \sum_{i=1}^{N_t} s_t(x_{t,i})$
15: for all nodes $j$ in the tree do
16: set $I_{j,t} \triangleq \{ i : x_{t,i} assigned to $j$th node or its children$\}$
17: if $I_{j,t}$ is not empty then
18: denote all data assigned to node $j$ or its children as $X_{j,t} = [x_1, \ldots, x_{n_{j,t}}]$
19: update $e_{j,t+1} = \alpha e_{j,t} + \frac{1}{|I_{j,t}|} \sum_{i \in I_{j,t}} -\log (p_{j,t}(x_{t,i}))$
20: update $q_{j,t+1} = \alpha q_{j,t} + (1 - \alpha) \frac{\sum_{i \in I_{j,t}} q_{j,t}(x_{t,i})}{N_t}$
21: update $\mu_{j,t+1} = \alpha \mu_{j,t} + (1 - \alpha) \frac{\sum_{i \in I_{j,t}} x_{t,i} q_{j,t}(x_{t,i})}{\sum_{i \in I_{j,t}} q_{j,t}(x_{t,i})}$
22: set $M_{j,t} = [\mu_{j,t}, \ldots, \mu_{j,t}] \in \mathbb{R}^{p \times n_{j,t}}$
23: set $B_{j,t} = V_{j,t}^\#(X_{j,t} - M_{j,t})$
24: for $m = 1, \ldots, r$ do
25: update $\lambda_{j,t+1}^{(m)} = \alpha \lambda_{j,t}^{(m)} + (1 - \alpha) \| B_{j,t}^{(m)} \|^2$
26: end for
27: update $V_{j,t}$ by calling Algorithm[1]
28: if $\epsilon_{t+1} \leq \text{TOL}$ and $e_{j_{\text{vir}},t} + \gamma K_t > \frac{q_{j_{\text{vir}},1,1,t} + q_{j_{\text{vir}},1,2,t}}{q_{j_{\text{vir}},1,1,t} + q_{j_{\text{vir}},1,2,t}}$ then
29: call Algorithm[2]
30: else if $\epsilon_{t+1} \geq \text{TOL}$ and $e_{j_{\text{vir}},t} + \gamma (K_t - 1) < \frac{q_{j_{\text{vir}},1,1,t} + q_{j_{\text{vir}},1,2,t}}{q_{j_{\text{vir}},1,1,t} + q_{j_{\text{vir}},1,2,t}} + \gamma K_t$ then
31: call Algorithm[3]
32: end if
33: else update $q_{j,t+1} = \alpha q_{j,t}$
34: end if
35: $\mathcal{X}_t = \{ x_{t,i} : s_t(x_{t,i}) > \tau \}$
36: end for
37: **output:** sequence of thinned data $\mathcal{X}_1, \ldots, \mathcal{X}_T$
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Algorithm 5 Mini-Batch Update of Covariance Parameters with Subsampling

1: Initialize: $V_{j,1}$ (with training data), $R_{j,1} = c1_{r \times r}, c \ll 1$
2: input: $\Omega_t, P_{\Omega_t}(X_{j,t}), V_{j,t}, R_{j,t}, P_{\Omega_t}(M_{j,t})$
3: $B_{j,t} = P_{\Omega_t}(V_{j,t})^# \left[ P_{\Omega_t}(X_{j,t}) - P_{\Omega_t}(M_{j,t}) \right]$
4: $R_{j,t+1} = \alpha R_{j,t} + B_{j,t}B_{j,t}^T$
5: $\tilde{V}_{j,t+1} = V_{j,t}$
6: $P_{\Omega_t}(\tilde{V}_{j,t+1}) = P_{\Omega_t}(\tilde{V}_{j,t+1}) + \left[ (P_{\Omega_t}(X_{j,t}) - P_{\Omega_t}(M_{j,t}))B_{j,t}^T - P_{\Omega_t}(V_{j,t})B_{j,t}B_{j,t}^T \right] R_{j,t+1}^#$
7: Orthonormalization
   $V_{j,t+1} = \tilde{V}_{j,t+1} \left( \tilde{V}_{j,t+1}^T \tilde{V}_{j,t+1} \right)^{-\frac{1}{2}}$
8: Output: $V_{j,t+1}, R_{j,t+1}$