Highly efficient reliability analysis of anisotropic heterogeneous slopes: machine learning-aided Monte Carlo method
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Abstract
Machine learning (ML) algorithms are increasingly used as surrogate models to increase the efficiency of stochastic reliability analyses in geotechnical engineering. This paper presents a highly efficient ML-aided reliability technique that is able to accurately predict the results of a Monte Carlo (MC) reliability study and yet performs 500 times faster. A complete MC reliability analysis on anisotropic heterogeneous slopes consisting of 120,000 simulated samples is conducted in parallel to the proposed ML-aided stochastic technique. Comparing the results of the complete MC study and the proposed ML-aided technique, the expected errors of the proposed method are realistically examined. Circumventing the time-consuming computation of factors of safety for the training datasets, the proposed technique is more efficient than previous methods. Different ML models, including random forest, support vector machine and artificial neural networks, are presented, optimised and compared. The effects of the size and type of training and testing datasets are discussed. The expected errors of the ML predicted probability of failure are characterised by different levels of soil heterogeneity and anisotropy. Using only 1% of MC samples to train ML surrogate models, the proposed technique can accurately predict the probability of failure with mean errors limited to 0.7%. The proposed technique reduces the computational time required for our study from 306 days to only 14 h, providing 500 times higher efficiency.
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1 Introduction

Given the inherent uncertainties in properties of soils and rocks [18], deterministic solutions to typical geotechnical problems have proven insufficient in ensuring a safe design. The inherent soil variability can significantly influence slope stability [10, 12, 44]. To address these uncertainties, the application of stochastic methods has progressively become popular amongst geotechnical researchers during the last two decades. Combining the random field theory [60] and the finite element method, the random field finite element method (RFEM) is the most widely used stochastic method providing robust probabilistic results on a wide range of geotechnical problems such as bearing capacity [51], consolidation of soft soils [29] and slope stability [19, 20]. However, incorporating the potential variability of mechanical properties of soils using RFEM with stochastic methods such as the Monte Carlo (MC) simulations can be a highly demanding
computational approach [63, 64]. Meaningful reliability analyses may involve thousands of random field realisations modelled by numerical methods to create the required stochastic data [58, 59].

When dealing with small values of the probability of failure $p_f$, the MC technique can lead to a high number of required simulations. For small $p_f$ values, the coefficient of variation of the estimated $p_f$ is a function of the number of MC simulations $N_{MC}$ [28]:

$$\text{COV}_{p_f} \approx \sqrt{\frac{1 - p_f}{p_f N_{MC}}}$$

This relationship implies that for a $p_f \ll 1$, to obtain a COV$_{p_f}$ in the order of $O(10^{-1})$, the number of MC simulations $N_{MC}$ should be in the order of $O(100/p_f)$. The high number of required random field finite element simulations can be a significant challenge, demanding remarkable computational time and power. These demands can make it impractical to thoroughly consider the variability properties of geometrically complicated geotechnical problems which, in turn, potentially initiates catastrophic risks in geotechnical design, for example in the design of tunnels [8], slopes [11], and foundations [37].

To overcome the computational challenges of RFEM using MC simulations, researchers have introduced different techniques which are mainly categorised into two classes: (a) the variance reduction methods such as importance sampling [3] and subset simulation [2, 47], and (b) approximated response/surrogate/regression functions (also called meta-models) which are introduced over a reduced number of MC simulations [14, 32, 33, 35, 42, 43, 67, 72]. However, the first class of solutions has not been always successful. The importance sampling or subset simulations are shown to be unable to necessarily improve the efficiency of MC methods [28].

The other method to deal with the computational challenges of MC simulations is the construction of surrogate models or response surface methods, including polynomial chaos expansion, support vector regression, Kriging model, and multiple adaptive regression spline [14, 32, 33, 35, 42, 43, 67, 72].

Recently, the machine learning (ML) algorithms have been shown to be efficient response functions trained on reduced MC sample datasets [5, 22–25, 35, 39, 48, 65, 66, 68, 69, 75]. Researchers have mainly used artificial neural networks (ANN) as the ML algorithm representing the response function [23–25]. The method appeared to be hundreds of times more efficient than a complete typical RFEM study with reduced time and power needed [25]. Efficient applications of ML methods as surrogate or predictive models in slope stability and landslide monitoring are recently reported [27, 70, 74, 76].

Testing their ML models on limited MC samples, previous studies have not directly validated the outcome of the machine learning-aided Monte Carlo (MLAMC) analyses in comparison with complete MC reliability results [23, 25]. In a recent publication, He et al. [24] presented an efficient deep learning model for predicting soil bearing capacity, trained on various datasets covering a wide range of soil properties and spatial variability coefficients. However, the variation of the model performances (accuracies) was not explicitly shown for each level of heterogeneity (coefficient of variations) and anisotropy (correlation distance) of random fields. Moreover, previous studies utilised simulation datasets with calculated factors of safety (FOS) which are tedious computational tasks. However, a direct MC method can provide the probability of failure without a need for the calculated FOS in each simulation [28]. Thus, when using the surrogate models, reducing the computational work to the determination of failure or non-failure status of slopes can be a significant step in increasing the efficiency of the methods.

Little research can be found dedicated to the ML-aided three-dimensional stability of anisotropic and heterogeneous soils. Shiau et al. used multivariate adaptive regression splines to propose an empirical equation to estimate the stability number as a function of three geometrical ratios and two material ratios [54]. Meng also trained an ANN model with a dataset from slope stability charts for fully cohesive and cohesive-frictional soils [45]. Their model can also estimate 3D effects of a slope from the ratio of the factors of safety in 2D and 3D. However, to the best knowledge of authors, no research is yet evaluated the performance of ML surrogate models to be trained on the 3D spatially variable data for anisotropic heterogeneous slopes (and not the macroscopic chart data similar to the works mentioned above).

Machine learning algorithms can also be introduced into time-dependent reliability analyses to ensure the time-dependent reliability of slope systems and account for the effect of long-term fluctuations in the main factors influencing the performance of a slope [71]. For instance, Zhang et al. assessed the stability of reservoir slopes over time, accounting for the uncertainty of the shear strength and hydraulic parameters using ML surrogate models. The ML-based uncertainty modelling is also implemented on time-dependent properties of soil that control the long-term performance of geotechnical structures [73].

In a recent publication, authors systematically explored the efficiency of different machine learning algorithms as surrogate models for MC datasets of anisotropic heterogeneous slopes [1]. Random forest and support vector classifiers were shown to be the superior models for this problem. The current study will address the implementation of the machine learning-aided Monte Carlo reliability
analysis (MLAMC) on spatially variable random fields. To directly validate this method, the results of the MLAMC results using ML surrogate models trained on limited data are compared with complete stochastic MC reliability analyses obtained from 120,000 MC simulations. Thus, the study realistically evaluates the accuracy of the MLAMC reliability method for different levels of heterogeneity and anisotropy with comparison to the actual MC results. Furthermore, the ML surrogate models in this study are trained on MC datasets where no FOS is calculated, but the failure or non-failure status of random field slopes is determined. Therefore, the efficiency of ML surrogate models is assessed on a more efficient dataset where the computational time is significantly decreased avoiding FOS calculations. Ultimately, this work characterises the accuracy of the reliability (or the probability of failure) results predicted by ML surrogate models. The expected errors in reliability predictions of ML surrogate models will be determined.

The paper provides the development and evaluation of the MLAMC reliability method as outlined in the following sections. In Sect. 2, the spatial variability of soil strength parameters is explained with a review of the literature concerning the characteristics of soil variability, including coefficient of variations and scales of fluctuation. Section 3 addresses the method of generating random field realisations, the details of the random finite difference model and the generated MC simulation datasets. In Sect. 4, the approach proposed in this study is the MLAMC reliability analysis, and the evaluation process is summarised. In Sect. 5 the machine learning algorithms used in this study are briefly introduced. Section 6 provides a summary of the optimisation process of ML models using hyperparameter tuning. In Sect. 7, the performance of MLAMC analyses and the expected errors of $p_f$ predictions are further discussed, concerning the levels of anisotropy and heterogeneity, the size of the train and test datasets and the general versus stochastically specific training samples. Section 8 outlines a summary of the findings and portraits the future research proposals.

## 2 Spatial variability of soil strength parameters

Soil mechanical parameters, although assumed to be constant for a layer of soil in traditional geotechnics, are known to be spatially variable. This variability can be expressed as the combination of the variation trend at a spatial point and the residual variability about the trend. In this study, we assume a stationary random field in which no trend of variations is considered; however, the spatial variability of the strength parameter is characterised as a log-normal distribution. We also consider the anisotropy of the heterogeneity, i.e. the soil strengths can be differently correlated in different dimensions.

To characterise the soil random fields, the point and spatial statistics are chosen following practical ranges recommended in the literature. The point statistics consist of the mean ($\mu$) and the standard deviation ($\sigma$) of the undrained shear strength, $s_u$. The latter can also be introduced as the coefficient of variation, $COV = \sigma/\mu$.

The uncertainties underlying a geotechnical design parameter can root in three primary sources: natural (inherent) variability, measurement error and transformation uncertainty [50]. While the natural uncertainties are related to the geological process of production and modification of soils and rocks, the measurement errors are induced by equipment, operator, and random testing effects. The third source of uncertainties is also introduced when empirical or other correlation models transform field or laboratory measurements into the desired design parameter. An approximate guideline for the combination of these sources of uncertainties associated with the undrained shear strength parameter for clays is presented in Table 1. According to the guideline, we consider a range of 10–50% for the COV of $s_u$ in the random field generations in this study.

In addition to the point statistics, spatial statistics are involved in the generation of random fields. The spatial statistics are characterised by a critical statistical parameter, namely the correlation distance, also called the scale of fluctuation, $\delta$. The correlation distance indicates the

| Table 1 Approximate guideline for the coefficients of variation of the undrained shear strength, $s_u$ [50] |
| Design property | Test | Soil type | Spatial Avg. COV (%) |
|-----------------|------|----------|---------------------|
| $s_u$ (UC)      | Direct (lab) | Clay   | 10–40               |
| $s_u$ (UU)      | Direct (lab) | Clay   | 7–25                |
| $s_u$ (UIUC)    | Direct (lab) | Clay   | 10–30               |
| $s_u$ (field)   | VST  | Clay     | 15–50               |
| $s_u$ (UU)      | $q_T$ | Clay     | 30–35               |
| $s_u$ (UIUC)    | $q_T$ | Clay     | 35–40               |
| $s_u$ (UU)      | $N$  | Clay     | 40–55               |
| $s_u$ a         | $K_D$ | Clay     | 30–55               |

aUU: unconsolidated undrained triaxial compression test; UC: unconfined compression test; CIUC: consolidated isotropic undrained triaxial compression test; $s_u$ (field): corrected $s_u$ from vane shear test

bVST: vane shear test; $q_T$: corrected cone tip resistance; $N$: standard penetration test blow count; $K_D$: dilatometer horizontal stress index
cAveraging over 5 m
dMixture of $s_u$ from UU, UC and VST
distance within which the property values show a relatively strong correlation. A very short correlation distance leads to independent property values at different points, which is a rare case in geotechnical profiles. A very large correlation distance will also indicate highly correlated or nearly equal property values at different points. A reasonable correlation distance is practically important in simulating the realistic spatial variability of soil. The correlation distance of soil parameters is shown to be highly different in horizontal and vertical directions. The ratio of the horizontal to vertical correlation distances $\frac{d_h}{d_v}$ is called here the anisotropy ratio.

The soil heterogeneity in this study is attributed to inherent spatial soil variability, i.e. the variation of soil properties from point to another in space due to various deposition conditions and loading histories. The term of anisotropy in this study refers to the direction-dependent scale of fluctuation expressed by vertical and horizontal components ($d_v$ and $d_h$, respectively), to reflect anisotropy of the heterogeneity due to the geological formation process or construction procedure of the soil mass. Therefore, the ratio $\frac{d_h}{d_v}$ gives the degree of anisotropy of the heterogeneity [77].

Table 2 summarises the values recommended for the correlation distances in the literature. As shown in the table, $d_h$ is varied in much larger extent than $d_v$. Accordingly, we select a range of 1–25 m for $d_h$ and keep an average of $d_v = 1m$ for our random field generations.

### Table 2 Scales of fluctuation (correlation distance) of soil properties

| Property/Test | Soil type | Horizontal correlation distance, $d_h$ (m) | Vertical correlation distance, $d_v$ (m) | References |
|---------------|-----------|------------------------------------------|------------------------------------------|------------|
| $s_u$(Lab test) | Clay | – | – | 0.8–6.1 | 2.5 | [50] |
| $s_u$(VST)$^a$ | Clay | 46.0–60.0 | 50.7 | 2.0–6.2 | 3.8 | [50] |
| Various | Clay | 0.14–163.8 | 31.9 | 0.05–3.62 | 1.29 | [50] |
| Various | Marine clay | 8.37–66 | 30.9 | 0.11–6.1 | 1.55 | [50] |
| Various | Sensitive clay | – | – | 1.1–2.0 | 1.55 | [50] |
| Various | Silty clay | 9.65–45.4 | 29.8 | 0.095–6.47 | 1.40 | [50] |
| Various | Soft clay | 22.2–80 | 47.6 | 0.14–6.2 | 1.70 | [50] |
| CPT | Clay | – | – | 0.63–2.55 | 1.61 | [30] |
| CPT | Clay | 23–66 | 44.5 | 0.1–2.2 | 0.9 | [49] |
| CPT | Sand, clay | 3–80 | 47.9 | 0.2–0.5 | 0.3 | [49] |
| CPT | Clay | – | – | 0.19–0.72 | 0.36 | [7] |
| VST | Clay | 10–40 | – | 1–3 | – | [17] |
| CPT | Sand, clay | – | – | 0.13–1.11 | 0.63 | [57] |
| CPT | Sand, clay, silt | 66–1546 | – | 1.72–2.53 | 2.02 | [41] |
| Cohesion | Clay | 10–40 | – | 0.5–3 | – | [55] |
| CPTu | Sand, clay | 12.15–16.11 | – | 0.07–1.32 | 0.3 | [6] |

$a$ Vane shear test

3 Random field Monte Carlo simulations

#### 3.1 Random field generation

A random field is defined as a random function over an arbitrary domain. Statistical parameters to characterise the random field are the mean value $\mu$, standard deviation $\sigma$ and correlation distance $\delta$. The latter characterises how rapidly the field varies in space and is captured by the covariance function. The random field is known as stationary when the complete probability distribution is independent of absolute location, depending only on vector separation (i.e. distance and direction) between two spatial points in the field. In contrast, a non-stationary field is statistically heterogeneous. For example, the mean of the random parameter can be a function of location, such as changing with a trend with depth [4]. Assuming a log-normally distributed and stationary random field, we take the undrained shear strength parameter, $s_u$, as the random variable.

Random fields can be generated using several methods, including Covariance Matrix Decomposition, Moving Average, Fast Fourier Transform, Turning Bands Method and Local Average Subdivision Method [21]. Here we use the Cholesky decomposition technique developed in [61] and utilised in various geotechnical studies [77, 78].

In this study, the random field is defined as [16]
The undrained shear strength of soil at the spatial position \( \vec{x}, e \) is an independent normally distributed random variable with zero mean and unit variance, \( \mu_{in,x} (\vec{x}) \) is the mean of the logarithm of \( s_u \), and \( L \) is a lower-triangular matrix computed from the decomposition of the covariance matrix using the Cholesky decomposition technique [21]. The anisotropic exponential Markovian covariance function is defined as [18]

\[
A(l_x, l_y) = \sigma_{in,x}^2 \exp\left(-\frac{|l_x|}{\delta_h} - \frac{|l_y|}{\delta_v}\right)
\]

where \( l_x \) and \( l_y \) are the horizontal and vertical distances between two points, \( \delta_h \) and \( \delta_v \) are the horizontal and vertical correlation distances, respectively, and \( \sigma_{in,x} \) is the standard deviation of the logarithms of undrained shear strength.

In the Cholesky decomposition technique, the covariance between the logarithms of the random variable values (here the undrained shear strength) at any two points is decomposed into

\[
A = LL^T
\]

where \( T \) stands for transpose.

The mean (\( \mu \)) and the standard deviation (\( \sigma \)) of the logarithms of \( s_u \) are given as

\[
\mu_{in,x} = \ln \mu_{s_u} - \frac{1}{2} \sigma_{in,x}^2
\]

\[
\sigma_{in,x} = \sqrt{\ln(1 + \text{COV}_{s_u}^2)}
\]

where \( \text{COV}_{s_u} \) is the coefficient of variation of \( s_u \) and is obtained by

\[
\text{COV}_{s_u} = \frac{\sigma_{s_u}}{\mu_{s_u}}.
\]

The mean of the undrained shear strength \( \mu_{s_u} \) in our simulations varies from 18.6 to 33.5 kPa. These \( \mu_{s_u} \) values are selected based on the factors of safety (FOS) associated with homogeneous slopes where the shear strength of soil is equal to \( \mu_{s_u} \) values. The FOS associated with a homogeneous slope with \( s_u = 18.6 \) kPa is equal to 1. The other \( \mu_{s_u} \) values are selected as 1.2, 1.4, 1.6 and 1.8 times of 18.6 kPa. The coefficient of variations is changed as 0.1, 0.3 and 0.5. The vertical correlation distance \( \delta_v \) is kept as 1 m, whereas the horizontal correlation distance \( \delta_h \) is varied from 1 to 25 m. The summary of statistical parameters used in this study is shown in Table 3.

### 3.2 Finite difference random field model

A typical slope geometry is considered for this study with a slope angle of 45°, slope height of 5 m and foundation depth of 10 m from the top of the slope, as shown in Fig. 1. A rigid boundary surface is adapted at the foundation level where all movements are restricted simulating hard rock beds. The horizontal displacements are also restricted at the vertical boundaries of the model. A linear elastic-perfectly plastic stress–strain behaviour is defined for the soil incorporating the Mohr–Coulomb failure criterion. The shear modulus of soil \( G \) is assumed to be a linear function of the undrained shear strength as \( G = R s_u \) where \( R \) is the rigidity index defined as the ratio between the shear modulus \( G \) and undrained shear strength. \( R = 800 \) denoting a moderately stiff soil is assumed per ranges examined in the literature (e.g. \( R = 300–1500 \) [52]). The soil unit weight \( \gamma_{sat} = 20 \text{kN/m}^3 \) is held constant in all simulations.

The analyses are performed using FLAC (FLAC Itasca), where the mesh size was examined to be sufficiently fine in acquiring accurate results with less than 5% relative errors compared to highly fine and computationally expensive mesh size. A four-nodded quadrilateral grid with a 0.5 m
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**Table 3** The statistical parameters of spatial variability of soil used in this study

| Parameter | Values |
|-----------|--------|
| Mean of undrained shear strength, \( \mu_{s_u} \) (kPa) | 18.6, 22.3, 26, 29.7, 33.5 |
| Coefficient of variation, \( \text{COV} \) | 0.1, 0.3, 0.5 |
| Horizontal correlation distance, \( \delta_h \) (m) | 1, 6, 12, 25 |
| Vertical correlation distance, \( \delta_v \) (m) | 1 |

![Fig. 1](url) Slope geometry for the random field study showing random finite difference model comprising 800 random variable cells (C). Each cell attributes to a random strength variable. All variables together create the vector of features \( h_i \) for each sample used to train the ML surrogate models.
side dimension was adopted for this study resulting in 800 cells which are attributed to a different $s_u$ value in a random field realisation (Fig. 1).

The strength reduction technique, which is normally used to obtain the factor of safety of slopes in numerical simulations, is computationally demanding with many iterations required to assess a single stability analysis. To identify if the slope is stable or not, an alternative criterion for slope failure is adopted where a combined criterion for plastic zones and the velocity of grids is assessed in the finite difference model. The failure surface is detected if a contiguous region of active plastic zones connecting two boundary surfaces is developed. As a velocity criterion, the failure is also defined when both the velocity gradient and amplitude are greater than determined thresholds. This alternative failure criterion is proved efficient with accurate results as compared to stochastic stability results obtained from the strength reduction technique (see Ref. [31] for more details).

### 3.3 Monte Carlo reliability analysis

Monte Carlo reliability analysis involves the simulation of a sufficient number of samples for desired statistical parameters by which the statistical results such as the probability of failure converge to constant values. For this study, it can be shown that 2000 samples are sufficient [31]. This number aligns with findings suggesting that a typical number of 2500 simulations can provide reasonable precision and reproducibility for random field finite element studies [21]. Thus, for each set of statistical parameters $(\mu_{s_u}, \sigma_{s_u}, \delta_h, \delta_v)$, 2000 random field realisations are generated, each simulated using the finite difference method to determine the stability conditions of slopes. The results of all analyses provide the Monte Carlo data for the reliability analysis. The details of the random fields generated in this study are summarised in Table 4.

The probability of failure $p_f$ is defined as the probability of the slope being unstable for each case of statistical parameters. In an MC analysis, we can define the $p_f$ as the number of simulations leading to failure divided by the total number of realisations, which is equal to

$$p_f = \left( \frac{N_f}{N} \right) \times 100 \quad (8)$$

where the probability of failure $p_f$ is in percentage, $N_f$ is the number of simulations resulting in failure and $N$ is the total number of random field realisations associated with a certain set of statistical parameters.

In Fig. 2, the random spatial variability of the strength parameter in simulated slopes is demonstrated. Each sub-figure in Fig. 2 visualises a single example of the random fields from the set of 2000 cases generated for each set of stochastic parameters $(\mu_{s_u}, \text{COV}$ and $\bar{\zeta})$. The finite difference model of the slopes is discretised to 800 cells with a random $s_u$ value. The probability distribution functions of $s_u$ values are shown in the right panels of Fig. The insets in the right panels demonstrate the PDFs of the ln($s_u/\mu_{s_u}$) values illustrating the log-normal distribution of data.

#### Table 4 The characteristics of the random fields generated for slope stability Monte Carlo reliability analysis in this study

| Random field | COV | $\delta_h$ (m) | Mean of undrained shear strength, $\mu_c$ (kPa) | No. of Monte Carlo simulations |
|--------------|-----|----------------|----------------------------------------------|-------------------------------|
| U₀,₁,₁       | 0.1 | 1              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₁,₆       | 0.1 | 6              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₁,₁₂      | 0.1 | 12             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₁,₂₅      | 0.1 | 25             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₃,₁       | 0.3 | 1              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₃,₆       | 0.3 | 6              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₃,₁₂      | 0.3 | 12             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₃,₂₅      | 0.3 | 25             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₅,₁       | 0.5 | 1              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₅,₆       | 0.5 | 6              | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₅,₁₂      | 0.5 | 12             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| U₀,₅,₂₅      | 0.5 | 25             | 18.6, 22.3, 26, 29.7, 33.5                   | 5 $\times$ 2000             |
| Total        |     |                |                                              | 120,000                     |

In machine learning-aided Monte Carlo (MLAMC) analysis, ML algorithms are used as surrogate models. A limited number of random field simulations (1–2% of the complete MC dataset) is conducted using numerical methods. The random field spatial variables are the input parameters for the surrogate models. Here, the distribution of $s_u$ variable throughout 800 cells of the finite difference model creates the input vector of features for the surrogate models. The output of these models is the response of numerical simulations, such as FOS or the stability status. Here, the
binary status of slopes as failed or stable is the output. Surrogate models are trained and tested using the data obtained from the simulated samples. If the outcome of the surrogate models (e.g. probability of failure) is accurate

Fig. 2 Random field spatial variability of undrained shear strength of the soil. Left panels are the contour maps of the random fields, and the right panels are the corresponding probability distribution function of the strength parameter ($s_u$). Plots correspond to COV = 0.1 with $\xi = 1$ (a), 6 (b), 12 (c) and 25 (d), and COV = 0.5 with $\xi = 1$ (e), 6 (f), 12 (g) and 25 (h). The mean value of $s_u$ for all illustrated slopes here is 18.6 kPa

(a) $\mu_{s_u} = 18.6kPa, COV = 0.1, \xi = 1$

(b) $\mu_{s_u} = 18.6kPa, COV = 0.1, \xi = 6$

(c) $\mu_{s_u} = 18.6kPa, COV = 0.1, \xi = 12$

(d) $\mu_{s_u} = 18.6kPa, COV = 0.1, \xi = 25$
enough with errors in acceptable ranges, the surrogate models are applied on the entire random field data to predict the outcome of numerical simulations for the whole MC dataset. Therefore, instead of full-sized MC datasets (normally in the order of $10^3$–$10^5$ simulations), only a limited number of random field simulations in scales of tens to a couple of hundreds are required [23–25, 66, 69]. Figure 3 shows a flowchart summarising the procedure of the proposed MLAMC reliability analysis.
In this study, a full-sized MC reliability analysis, as well as the corresponding MLAMC analysis, is conducted. Comparing the results of both methods, this study accurately evaluates the results of the MLAMC method providing the scales of expected errors in predicted reliability values. A graphical summary of the approach implemented in this paper is demonstrated in Fig. 4.

5 Machine learning algorithms

In this section, three different ML algorithms employed in this study are briefly explained. It should be noted that Python programming language and its libraries (scikit-learn and TensorFlow) have been used for implementing these models.

**Model features and outputs:** When training and testing ML surrogate models, regardless of the specific model used, we need a training or testing dataset containing a number of slope samples. Each sample contains input variables (model features). The input variables of each slope sample are the values of \( s_u \) associated with the cells in the random finite difference model of that sample (here 800 cells as shown in Fig. 1). Therefore, for any ML surrogate model, the input variable of each training or testing sample is represented as a vector of 800 parameters, \( h_i = C_1, C_2, \ldots, C_{800} \) where \( C_i \) is the value of the undrained shear strength \( s_u \) for the \( i \)-th cell (see Fig. 1). Then the
A training (or testing) dataset contains a set of \( h_i \) vectors (each from a single random field slope sample), e.g. \( H_{\text{training}} = \{h_1, h_2, \ldots, h_m\} \) where \( m \) is the number of samples selected for training.

The output of all ML surrogate models is also the final result of each simulation as stable or unstable slopes. Therefore, the output of each sample is a binary variable as \( l_i = 1 \) or \( 2 \) (1: stable, 2: failed). Then the training dataset output contains a set of \( l_i \) results (each from a single random field slope sample), e.g. \( L_{\text{training}} = \{l_1, l_2, \ldots, l_m\} \) where \( m \) is the number of samples selected for training.

In this study, from each set of MC simulations containing 2000 samples, a fraction of simulations (e.g. 1%) equal to 20 samples are selected randomly to train the ML surrogate models predicting the results of the remaining 1980 samples.

### 5.1 Support vector classifier

As a supervised learning technique, support vector machine (SVM) is often utilised for three primary objectives: classification, regression, and pattern recognition. The SVM used for classification is called a support vector classifier (SVC). Two significant characteristics distinguishing SVM from basic ANN are fast computation to achieve globally optimal and effective performance to resist overfitting. Given a dataset with \( N \) samples and a represented result type of \( y \) (1 or 0), the following training vectors can be used for binary classification:

\[
D = (x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N); x \in \mathbb{R}^n, y_i \in 0, 1
\]  

where \( n \) influencing features exist in the \( n \)-dimensional space that may address the decision boundary. Soft-margin SVMs impose penalties and can perform well for nonlinear classification when combined with the kernel technique. Therefore, every function \( f(x) \) in the SVM kernel trick may be shown in the following form [46]:

\[
f(x) = w^T \phi(x) + b = 0.
\]  

where \( W^T \) is the transposed vector of the output layer, where \( b \) denotes the bias. The input variable \( x \) is given as a \( N \times n \) matrix, and \( \phi(x) \) is a kernel function.

The following problem of reduction is proposed to determine \( w \) and \( b \) [13]:

\[
\text{Minimise : } \frac{1}{2} w^T C \sum_{i=1}^{n} \chi_i
\]

Subjected to : \( y_i (w \cdot x_i + b) \geq 1 - \chi_i \)

Here, \( C \) is a penalty coefficient, while \( \chi_i \geq 0 \) denotes slack variables which relate to the misclassification effects.

Fast calculation process to attain global optimum and robust performance to overcome the overfitting problem are some considerable features which, in many cases, make SVM a better method in comparison with the simple ANN.

---

*(Fig. 4 A graphical summary of the approach in evaluating MLAMC reliability analysis in comparison with a complete Monte Carlo analysis in this study)*
The SVC has been used to predict the stability of slopes by many researchers [9, 26, 34, 36, 38] who found that SVC models have more advantages to slope stability evaluation over ANN models under the condition of limited data.

5.2 Random forest (RF)

Random forest (RF) is a method for ensemble learning which is based on divide-and-conquer, a popular technique in real-world classification and regression. RF employs bootstrap aggregation, commonly known as bagging, to create an ensemble of randomly generated base learners (unpruned decision trees (DTs)). The core element of RF is the creation of a collection of DTs subjected to controlled alternation. Another critical stage of the training process is the random choice of features. The method creates a subset of M important variables for each node in the trees. A variety of influencing factors is chosen to guarantee DT variation. As a result, each of the DTs independently assesses the forest. The results are obtained by voting on the whole tree. In general, the RF algorithm includes the following four steps:

Step 1: Samples are randomly chosen from a dataset.
Step 2: For each sample, a decision tree is constructed, and prediction results are obtained from the decision tree.
Step 3: Voting is performed on the outcome of each forecast.
Step 4: The final prediction is assigned to the most chosen prediction result.

Researchers have found RF as a useful model for slope stability predictions. For instance, Lin et al. showed that RF performs superior to the SVM and Bayes in predictive analysis of slope stability [40]. Qi and Tnag found SVM and RF models providing outstanding performance for slope stability prediction [53]. Liu et al. showed that RF algorithm exhibits a relatively high accuracy in predicting the state of the reinforced slope.

5.3 Artificial neural networks (ANN)

ANNs are inspired by the structure of the human brain and consist of basic processing units referred to as artificial nodes or neurons that may be utilised in computational techniques. This structure enables ANNs to be used effectively for various mathematical tasks, such as pattern identification and function estimation. An ANN is composed of three primary layers in which neurons are located. Neurons in the inputs or first layer have the same input variables as others in the outputs or final layer. Between these two levels is at minimum one hidden layer. The input layer transmits the signal, the hidden layers act as the network’s computational engine, and the output layer generates predictions depending on the inputs. As the primary parameters of an ANN, weights and bias define the network’s degree of freedom and the connections between linked neurons in a layer, respectively. Excluding the input nodes, each node determines its output using a nonlinear activation transfer function while presenting several inputs. The following equations describe the most frequently used activation functions:

**Sigmoid function:**
$$ f(z) = \frac{1}{1 + e^{-z}} $$  \hspace{1cm} (12)

**Rectified Linear Unit function (ReLU):**
$$ f(z) = \max(0, z) $$  \hspace{1cm} (13)

**Hyperbolic tangent function:**
$$ f(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}} $$  \hspace{1cm} (14)

The calculated output is then used as an input for the subsequent node, and this is continued until a dependable solution to the initial problem is discovered. The back-propagation method is used to compute the error associated with comparing the observed result (i.e. the problem goal) to the projected outcome (i.e. the network’s outcome). This inaccuracy is transmitted back through the ANN structure one layer at a time, and the weights are modified according to their contributions to the error.

The algorithms used to change the attributes of ANNs such as weights and learning rate to reduce the losses are known as optimisers. Optimisers are used to solve optimisation problems by minimising the function. The stochastic gradient descent (SGD) and adaptive moment estimation (ADAM) are two of the most widely used optimisers [15, 56].

ANNs are recently used for random field reliability analysis in geotechnics. For example, Hsiao et al. suggested that the convolutional neural network (CNN) is more accurate than the ANN when the additional random field of soil properties is considered [27]. He et al. have also implemented ANNs and CNNs for slope stability random field reliability analysis with considerable accuracy and efficiency reported [23–25].

6 Hyperparameter optimisation

According to the literature, SVC and RF are among the best performing classifiers for random field slope stability predictions [1]. These classifiers are selected in this study for further evaluation of MLAMC analysis. Additionally, the performance of ANN as a deep learning algorithm which is normally used in similar studies [23–25] is evaluated for this problem. A grid search k-fold cross-validation (CV) technique is employed to identify the extent of the dependency of the performance levels on the variation.
of hyperparameters. By searching over a range of hyperparameters, the method identifies the optimised parameters for each ML algorithm. Using a fivefold CV scheme, the sensitivity of performance values is assessed. The CV scheme results in a distribution of performance values where the mean values are reported here. We consider the optimisation individually for different datasets, from low to high levels of heterogeneity and anisotropy.

The following hyperparameters are the major tuning parameters for the RF model: `n_estimators` as the number of trees in the forest; `max_depth` as the maximum depth of the tree, `max_features` as the number of features to consider when looking for the best split, which is a function of `n_features` (sqrt or log2), and `criterion` as the function (Gini or entropy) to measure the quality of a split. Through the optimisation process, the RF model is found to be slightly sensitive to the choice of hyperparameters with less than 2.5% of variations in the obtained classification accuracy.

Despite the slight sensitivity of the RF model on hyperparameter tuning, the SVC performance appears to be critically dependent on the choice of hyperparameters. The right choice of `c` and `gamma` parameters can change the classification accuracies by up to 70%. A combination of `c = 1.0` and `gamma = 0.001` can be selected as the optimised hyperparameters common for all datasets.

The choice of hyperparameters is shown to be moderately impactful on the performance of ANNs in this study. The model optimiser method (ADAM or stochastic gradient descent, GSD), L2 regularisation, dropout rate, and the number of units (neurons) are the most important hyperparameters for ANNs optimised in this study. The classifier predictions show improvements by up to 11.6% for the range of hyperparameters examined.

While there is no straight rule to determine the optimised number of hidden layers in training an ANN, systematic experimentation to discover the best choices for any specific dataset can be a generally accepted approach. We investigated the effects of hidden layers by incorporating 1, 2, 3 and 6 hidden layers for each of the datasets. The test indicated that an increased number of hidden layers, although rising the computational cost of the model, does not guarantee higher performance. As an important hyperparameter effective in the performance of ANNs, the choice of `dropout layers` is also examined. Dropout is a regularisation technique invented to prevent a network from overfitting. In most cases of heterogeneity and anisotropy levels, in terms of accuracies, a single hidden layer joined with a single dropout layer outperforms the models with 1 to 6 hidden layers without a dropout layer.

Table 5 summarises the optimisation process of ML models in which the tested hyperparameters and their ranges, the optimised value and the impact of the optimisation on the improvement of classifier accuracies are shown.

### 7 Results and discussion

#### 7.1 The effects of heterogeneity and anisotropy on the classification performances

In this section, the ML surrogate models are evaluated for the classification task predicting the failure or non-failure
status of slopes. Therefore, each slope is predicted as failed or stable, regardless of the probability of failure. The RF, SVC and ANN classifiers are examined on datasets with different levels of heterogeneity (COV = 0.1–0.5) and anisotropy ($\xi = 1–25$). The probability of failure obtained from the models is discussed in the following sections.

The accuracy score (ACC) and the area under the receiver operating characteristic (ROC) curve, i.e. AUC score, are used as the model performance metrics. The ACC score is defined as

$$\text{Accuracy (ACC)} = \frac{\text{True Positive} + \text{True Negative}}{\text{total instances}}.$$  

(15)

The ROC curve also plots the true positive rate against the false positive rate at various cut-off values. The area under the ROC curve (AUC score) is commonly used as a measure of the performance of classification. AUC ranges in value from 0 to 1, representing a totally wrong to fully correct prediction by a classifier, respectively.

The ML classifier models are trained on 5% of data (500 samples) for each U dataset (see Table 4) where the performance scores shown in Fig. 5 are obtained on the testing datasets which are the remaining 95% of the datasets. A general trend in all models is a declining performance (decreased accuracy and AUC scores) with increasing heterogeneity and anisotropy. The reason for this behaviour may lie in the increased complexity of the failure mechanisms with such a rise in heterogeneity and anisotropy. A less heterogeneous slope is more likely to fail via typical shear surfaces which are better learned by the classifiers. A semi-circular geometry of the failure surface can be expected in less heterogeneous slopes where the instability can be better correlated with the average of shear strength values. With increasing heterogeneity, the predictability of the slope stability decreases as the failure mechanisms can be more complex attributing to the interconnection of local week zones and irregular surfaces of failure.

A higher anisotropy ($\xi$) can lead to lower predictability of the stability status of slopes as evident in Fig. 5. The complexity of the failure mechanisms may increase by higher anisotropy where not only the local week zones (due to heterogeneity) can contribute to the failure, but the week layers distributed spatially into the field are presumably parts of irregular failure surfaces. Thus, the possible failure mechanisms may include any geometry of failure from a circular deep surface to a local shearing zone or a shallow or deep layering slide. With the low repeatability of different mechanisms in limited training datasets, the prediction ability of the models is decreased.

In general, the optimised SVC model looks more appropriate on all anisotropy and heterogeneity levels with performance scores similar to or higher than those of RF and ANN models (Fig. 5). However, the SVC can be highly sensitive to hyperparameters; thus, care should be taken in optimising those parameters. Despite detailed optimisation, a deep learning approach using ANN with one hidden layer plus one dropout layer does not appear to be advantageous compared to the other selected classification models, i.e. RF and SVC.

### 7.2 The effects of the testing dataset size on the classification performances

In previous studies on the application of ML surrogate models, the training and testing of ML models have been normally performed on a limited number of MC simulations [23, 25] where the combination of train and test data for each case of random field statistical parameters has not reached the scales of a full dataset of MC simulation. One of the research questions that our study is aiming to answer is whether the performance metrics of the MLAMC analysis will change if the ML model is tested against the full dataset of MC simulations instead of a limited number of testing samples.

To answer this question, for each set of COV and $\xi$ values, we first train the RF, SVC and ANN models on a...
trainset of 500 samples (5% of data) randomly extracted from each set of 10,000 samples. Then the fitted models are tested against two datasets: a) a random test dataset of 500 samples and b) the entire remaining 9500 samples as the test dataset. Therefore, if the performance metrics remain similar for both a and b test datasets, we can conclude that testing the fitted ML models on only 5% of data could be statistically equivalent to testing against the entire data.

Table 6 summarises the ACC and AUC metrics on the slope stability classification task obtained for RF, SVC and ANN models trained on 500 samples, but tested against a) 500 and b) 9500 samples. The similarity of each pair of metrics obtained for a and b cases is consistent for all random field datasets with the differences of the metric pairs being meaningfully small. The maximum difference of ACC and AUC metrics when the size of testing datasets changes is 2.9% and 3.9%, respectively. The results can be interpreted as the model performances being statistically independent on the size of the test datasets when 5% of an MC full dataset is available for testing the trained models. In other words, in our study, testing the models on 5 or 95% of the whole MC dataset can be almost statistically equivalent. This examination can be a significant step in evaluating the MLAMC method as we can confirm that generating a small portion of the MC dataset can be statistically adequate for training and testing of the models with reliable accuracy levels.

7.3 The predicted probability of failure, $p_f$

In previous sections, the model performances on classifying the slopes as failed or stable were examined. The nature of binary classification results may induce a high number of near-to-failure samples being incorrectly classified reducing the classifier accuracies. However, in the case of the predictions of FOS data, slight errors in the prediction of the near-to-failure cases (FOS $\approx 1$) can induce a small error in the mean FOS calculated. Similarly, when calculating the $p_f$, each sample is predicted with a probability of being classified as unstable, and the mean of these probabilities is the predicted $p_f$ for the dataset. Therefore, the errors associated with the near-to-failure cases can be averaged and minimised in the calculated $p_f$ resulting in highly accurate predictions in the reliability analysis.
7.3.1 The effects of the size of training datasets on the predicted $p_f$

The number of MC simulations adequate for the training dataset to achieve accurate results is a critical point in machine learning-aided MC analysis. In this study, for each case of statistical parameters (specific COV, $\xi$ and $\mu_s$), a full MC dataset consists of 2000 simulations. The ML models are progressively trained on different numbers of randomly selected samples to discover how the ML model can be improved by having larger portions of MC simulations as the training datasets. For each number of samples, the model training step is repeated 10 times and the mean of the results is reported. This study can help identify the optimum number of MC simulations required to efficiently achieve the expected accuracies when using ML surrogate models.

As shown in Fig. 6a, b, accessing only a few MC samples as low as 10 (equal to 0.5% of MC data here) will be enough to limit the $p_f$ prediction errors in the order of 1%. With increasing the number of training samples to 40 (2% of MC data), the model prediction performance improves and $p_{f_{em}}$ can be close to 1% ($p_{f_{em}} \approx 1\%$). With the training dataset size reaching 400 samples (20% of MC data), the $p_{f_{em}}$ can decrease for one order of magnitude ($p_{f_{em}} \approx 0.1\%$). Therefore, it may be concluded that for the studies where $p_f$ prediction errors limited to 1% is acceptable, it is sufficient to access 1–2% of MC samples to train the ML surrogate models.

It is noteworthy that the selected samples should include enough examples from both failed and stable slopes particularly in the case of unbalanced classes. For this purpose, we select the samples of the training dataset from the MC random field samples in a random approach. The random selection is, however, restricted by a condition to none of the classes (stable or failed slopes) is less than one third of the training samples. This approach ensures the availability of enough training samples from each class which can be critical in case of small probabilities of failure.

Fig. 6 The errors in the ML predicted probability of failure, $p_{f_{em}}$ versus the number of samples in the training dataset. Each specific MC dataset (specific COV, $\xi$ and $\mu_s$) used in (a, b) contains 2000 samples. Diverse datasets consist of 120,000 samples from different COV, $\xi$ and $\mu_s$ values.

Fig. 7 Errors in the ML predicted probability of failure ($p_{f_{em}}$) using only 1% (a) or 2% (b) of MC data (20 or 40 samples out of 2000). The solid black lines indicate the average of errors from the same amount of data without the application of ML surrogate models.
7.3.2 The effects of the source of training datasets on the predicted $p_f$

The effects of the source of training samples on the efficiency of predictions are also examined. For the $p_f$ prediction on a dataset with given COV, $\xi$ and $\mu_s$ containing 2000 samples, two different training sources are considered: one is the same stochastically specific dataset; the other is stochastically diverse datasets with variable COV, $\xi$ and $\mu_s$ values (the entire of 120,000 samples). This comparison will demonstrate if a unique model trained on diverse datasets is appropriate for efficient predictions on various datasets or it is more efficient to train an individual model for each dataset using samples of the same dataset. As evident in Fig. 6, training the ML models on samples selected from the specific dataset to predict the results of the same dataset is absolutely more efficient than training a unique model on diverse datasets. Furthermore, the efficiency of the unique model trained on diverse datasets does not easily improve with the increased size of the training dataset. In contrast, the individual model trained on samples from the same specific dataset improves considerably by the increase of the training dataset size with more than two orders of magnitude smaller $p_{\text{err}}$ than that of the unique model for 500 training samples.

From the results shown in this section, it can be concluded that training several models each specific to a statistically different dataset is much more efficient than training a unique model on all datasets.

7.4 The accuracy of the predicted $p_f$

The ultimate results of MC slope stability analysis are the probability of failure. To confirm the efficiency of ML surrogate models in MLAMC reliability analysis of slopes, the errors in the probability of failure ($p_{\text{err}}$) obtained from the ML surrogate models are evaluated. In Fig. 7, the estimated $p_{\text{err}}$ is shown when using 1% and 2% of MC data with and without the application of ML surrogate models. The errors are calculated in comparison with actual $p_f$ values extracted from full-size MC data. When accessing only 1% of MC data (here as 20 samples out of 2000 for each dataset), the mean error of estimated $p_f$ (without any surrogate model) is 6.4%. This value means that if only 20 slope stability samples are generated instead of 2000 for each statistical case, the obtained $p_f$ may include an error of $\pm 6.4\%$ on average. However, with training ML surrogate models on the same 1% of MC data, the $p_{\text{err}}$ can reduce to 0.71% which is one order of magnitude more accurate (Fig. 7a).

With using 2% of MC data (40 samples out of 2000 for each MC dataset) without any surrogate model, the $p_{\text{err}}$ is 4.7% on average (Fig. 7b). However, when the same amount of data is used to train ML surrogate models, the predicted $p_f$ using ML models can be remarkably more accurate. The $p_{\text{err}}$ can decrease to only 0.32% on average which shows more than one order of magnitude improvement in the accuracy.

Figure 7 also indicates that both RF and SVC models can perform similarly well on all datasets of different heterogeneity and anisotropy levels where the $p_{\text{err}}$ is never more than 2% when using 1 or 2% of MC data.

The results are also demonstrated as $p_f$ versus anisotropy ratio $\xi$ in Fig. 8 where the actual $p_f$ values obtained from complete MC datasets are shown as solid black lines. The shadow bonds in left panels are the mean errors when using only 1% (Fig. 8a-left panel) or 2% (Fig. 8b-left panel) of MC data equal to 20 and 40 slope stability samples from each dataset of 2000 samples. As depicted in Fig. 8-left panels, generating only 1 or 2% of MC data is obviously insufficient in obtaining acceptable $p_f$ results with mean errors exceeding the difference between the results of various COV datasets. However, when the same amount of data is aided with ML surrogate models, the error margins are significantly reduced as shown in the corresponding plots at Fig. 8-right panels resulting in practically accurate predictions.

Figure 9 provides a comparison between the $p_f$ resulted from full-size MC simulations (solid lines in left panels) and predicted by machine learning-aided MC analysis using only 1% of data (20 samples out of each 2000 simulations for each COV– $\xi$– $\mu_s$ dataset) shown as dashed lines. The right panels of Fig. 9 also provide the errors in the estimated $p_f$ values by MLAMC analyses.

For COV = 0.1 (Fig. 9a), the smallest value of $\mu_s$ equal to 18.6 kPa corresponding to FOS$_{\text{sat}}$ = 1 is associated with the largest $p_f$ values. Higher $\mu_s$ values with low heterogeneity (COV = 0.1) result in small $p_f$ approaching zero. The error in estimating the $p_f$ values using MLAMC analyses (1% of MC data aided by ML surrogate models) is always less than the error in the data-only results using 1% of MC data. The errors in the data-only results are about 9% on average (solid black line in Fig. 9a-right panel), while the ML-aided results are more than two orders of magnitude more accurate in many cases.

With a higher heterogeneity (COV = 0.3) shown in Fig. 9b, the $p_f$ values will generally increase for different $\mu_s$ cases. The error in MLAMC estimated $p_f$ values using 1% of MC data is always less than the data-only errors (Fig. 9b: right panel). The errors of ML-aided $p_f$ results are below 1% in many cases with one to two orders of magnitude higher accuracy than the data-only results (Fig. 9b: right panel).
With the highest heterogeneity levels (COV = 0.5) as depicted in Fig. 9c: left panel, the $p_f$ values increase with $\xi$ for relatively stronger soils ($\mu_{su} = 29.7 - 33.5$ kPa) but decrease with $\xi$ for relatively weaker soils ($\mu_{su} = 18.6 - 22.3$ kPa). As shown in the right panel of Fig. 9c, the errors in estimated $p_f$ values using 1% of MC data aided by ML surrogate models are always below the data-only errors with up to two orders of magnitude accuracy improvement.

The results are also demonstrated in the form of $p_f$ versus the deterministic factor of safety, $FOS_{det}$ as shown in Fig. 10 left panels. In general, a higher $FOS_{det}$ corresponds to a relatively stronger soil leading to smaller $p_f$ values (larger reliability values). With larger spatial variations in soil strength parameters (i.e. larger COV), the impact of the anisotropy ratio $\xi$ can be more significant. In general, it can be concluded that a higher $\xi$ will decrease the $p_f$ for relatively weaker soils (e.g. $\mu_{su} = 18.6$ kPa) but will increase $p_f$ for relatively stronger soils (e.g. $\mu_{su} = 33.5$ kPa).

The errors in estimated $p_f$ values using 1% of MC data aided by ML models are normally below 1% ($p_f \leq 1\%$) and always less than data-only errors for COV = 0.1—0.5 (Fig. 10-right panels). The $p_f$ predictions using MLAMC...
Fig. 9  Probability of failure, $p_f$, obtained from complete Monte Carlo (MC) data versus machine learning (ML)-aided Monte Carlo using only 1% of MC data (left panels), and the error in the estimated $p_f$ using ML surrogate models (right panels) for COV = 0.1 (a), COV = 0.3 (b) and COV = 0.5 (c). $p_f$ values are shown against the anisotropy ratio, $\xi$. The straight black lines in the right panels show the mean errors of data-only results (1% of MC data without ML surrogate models).
Fig. 10 Probability of failure $p_f$ obtained from complete Monte Carlo data versus machine learning (ML)-aided Monte Carlo using only 1% of MC data (left panels), and the error in the estimated $p_f$ using ML (right panels) for COV = 0.1 (a), COV = 0.3 (b) and COV = 0.5 (c). $p_f$ values are shown against the deterministic FOS and the mean of undrained shear strength, $\mu_s$. The straight black lines in the right panels show the mean errors of data-only results (1% of MC data without ML surrogate models).
analysis with 1% of MC data are always more accurate than data-only estimates normally for one to several orders of magnitude.

### 7.5 Computational time

The main challenge of the stochastic Monte Carlo modelling in geomechanics is the large computational time and power required. In this study, the CPU time for each random finite difference simulation to determine the slope stability status without a FOS calculation is 43 s on average on a Laptop with Intel Core i3-5010U 2.1 GHz processor using four cores. Therefore, each dataset of particular \( (\text{COV}, \tilde{\xi}, \mu_u) \) values consisting of 2,000 simulations takes a CPU time of 23.9 h to finish. The entire random field MC dataset containing 120,000 simulations with no FOS calculations is completed in about 60 days. In the case of the random finite difference simulations with FOS calculation using the strength reduction technique, the CPU time for each simulation can reach 220 s on average. Such a dataset with calculated FOSs will require up to 306 days to finish demanding unaffordable computational costs for such a study.

The ML surrogate models are trained on 1 and 2% of data (1200 and 2400 samples out of 120,000). The computational time for generating this training dataset will take only about 14 and 28 h. The time required for training and testing ML surrogate models and the prediction of MC results can be a matter of minutes. The model optimisation can be also a fast process. For example, during the training stage with 100 MC samples, a grid search method used for SVC model optimisation searching over 512 hyperparameter choices takes about 20 s using the same laptop system described above. Thus, the proposed ML surrogate models trained on samples with no FOS calculations can reduce the computational CPU time of such study from 306 days to only about 0.6 day, where a mean error of the predicted probabilities of failure can be about 0.7%. The mean error can decrease to about 0.3% for a computational time of 1.2 days. A summary of the computational time and expected errors is presented in Table 7.

### 8 Conclusion and future research direction

In this study, we investigated the efficiency of ML methods as response/surrogate models to predict the reliability results of the stochastic slope stability analysis. We compared a complete Monte Carlo reliability analysis of heterogeneous anisotropic slopes with the results of the machine learning-aided MC reliability analysis using only 1–2% of the MC data. In the original MC study, random
field finite difference simulations were conducted to examine the reliability of slopes. The undrained shear strength of soil is spatially variable within random fields with the mean value \( \mu_u \) varying in the range of 18.6 – 33.5 kPa, COV ranging from 0.1 to 0.5, and the anisotropy ratio \( \xi \) ranging from 1 to 25. The outcome of MC simulations is only the failure or non-failure status of slopes circumventing the time-consuming calculation of FOS. In parallel, we implemented a machine learning-aided Monte Carlo analysis with ML surrogate models trained on only 1–2% of random field data to predict the rest of the samples. With MLAMC analysis compared to the complete MC study, a realistic examination of the efficiency of ML surrogate models for the stochastic reliability analysis became possible. The study showed that the proposed method can reduce the computational time to 0.2% of the original MC study where the mean error in the predicted \( p_f \) is limited to 0.7%.

The main findings of this study can be summarised as follows:

• Among RF, SVC and ANN classifiers, SVC outperformed others for the slope stability classification task on all random field datasets. However, the SVC model is more sensitive to hyperparameters with up to 70% variations of accuracy in the tuning process. RF is the least sensitive model to tuning, with only 2.5% variations in accuracy. ANNs appear to be less efficient than other models, although after extensive optimisations.

• The performance of ML models in classifying slope stability status depends on the level of heterogeneity and anisotropy. The best performance (ACC = 0.962 and AUC = 0.983) is associated with the lowest heterogeneity (COV = 0.1) and anisotropy (\( \xi = 1 \)). For the most heterogeneous and anisotropic slopes examined in this study (COV = 0.5, \( \xi = 25 \)), the accuracy and AUC decreased to 0.691 and 0.727.

• The size of testing datasets: Testing ML surrogate models against randomly selected 5% of MC samples is statistically equivalent to testing against entire MC data (the error in classification accuracy estimations is less than 3%). Thus, accessing a small portion of the MC dataset to test the models is adequate to accurately evaluate the performance of ML models.

• The size of training datasets: Accessing only 20–40 samples (equal to 1–2% of MC datasets) to train the ML surrogate models can limit the \( p_f \) prediction errors to \( p_{fn} \approx 1\% \). With the training dataset size reaching 400 samples (20% of MC datasets), the \( p_{fn} \) can decrease for one order of magnitude (\( p_{fn} \approx 0.1\% \)). The selected simulations should include enough examples from both failed and stable slopes particularly in the case of unbalanced classes.

• Training several models each specific to a statistically different dataset (specific COV, \( \xi \) and \( \mu_u \)) is much more efficient than training a unique model on all datasets.

• A \( p_f \) calculated from 2 and 1% of MC data (without surrogate models) can incur about 4.7–6.4% of errors on average. Using the same amount of data, ML surrogate models can reduce \( p_f \) errors to 0.32–0.71% on average, which is a one-order-of-magnitude accuracy improvement.

• For all heterogeneity and anisotropy levels examined, ML surrogate models trained on 1% of MC data consistently provide accurate \( p_f \) results with errors in the range of 1–10^{-2}\%.

• Circumventing the calculation of FOS for each sample and using the ML surrogate models, the MLAMC reliability method proposed in this study can reduce the computational time required for a stochastic study from 306 days to only 14 h.

To further investigate the application of ML algorithms as surrogate models for MC reliability analysis, research can be extended using various random field MC data on different problems such as bearing capacity, groundwater modelling, settlement, deep foundations, retaining walls and liquefaction. Feature classification to identify geometrical features such as anisotropy attributes (layering effects) can also be a potential element to improve predictions. Further investigations on the training of deep and convolutional neural networks on random field data with failure and non-failure results (without FOS calculations) can also further confirm the potential of the machine learning approaches as a computationally efficient stochastic reliability analysis.
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