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Abstract

We study equilibria in domains with boundaries for a first-order aggregation model that includes social interactions and exogenous forces. Such equilibrium solutions can be connected or disconnected, the latter consisting in a delta concentration on the boundary and a free swarm component in the interior of the domain. Equilibria are stationary points of an energy functional, and stable configurations are local minimizers of this functional. We find a one-parameter family of disconnected equilibrium configurations which are not energy minimizers; the only stable equilibria are the connected states. Nevertheless, we demonstrate that in certain cases the dynamical evolution, along the gradient flow of the energy functional, tends to overwhelmingly favour the formation of (unstable) disconnected equilibria.
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1 Introduction

Research in mathematical modelling for self-organizing behaviour or swarming has surged in recent years. An aggregation model that has attracted a great amount of interest is given by the following integro-differential equation in \( \mathbb{R}^n \):

\[
\begin{align*}
\rho_t + \nabla \cdot (\rho v) &= 0 \quad (1a) \\
v &= -\nabla K \ast \rho - \nabla V. \quad (1b)
\end{align*}
\]

Here \( \rho \) represents the density of the aggregation, \( K \) is an interaction potential, and \( V \) is an external potential. The asterisk \( \ast \) denotes convolution. Typically, the interaction potential \( K \) models symmetric inter-individual social interactions such as long-range attraction and short-range repulsion.

Model (1) appears in various contexts related to swarming and social aggregations, and the associated literature is vast and covers a wide range of topics: modelling and pattern formation [30, 35, 28, 29, 21], well-posedness of solutions [9, 7, 6], long-time behaviour of solutions [20, 29], blow-up (in finite or infinite time) by mass concentration [19, 6, 26]. The equation also arises in a number of other applications such as granular media [37, 13], self-assembly of nanoparticles [24, 25], Ginzburg-Landau vortices [17, 16], molecular dynamics simulations of matter [23] and opinion dynamics [31].

In this paper we study the aggregation model (1) in domains with boundaries. Despite the extensive literature on model (1) in free space, there has been only a handful of works that consider the presence of boundaries [5, 35, 12]. These papers are motivated by physical/biological scenarios where the environment involves an obstacle or an impenetrable wall; in the locust model...
from [36] for example, such an obstacle is the ground. We assume in this work that the presence of boundaries limits the movement in the following way [38, 12]: once particles/individuals meet the boundary, they do not exit the domain, but move instead freely along it. The precise mathematical formalism of this “slip, no-flux” boundary condition is elaborated below.

Consider the aggregation model (1) confined to a closed domain $\Omega \subset \mathbb{R}^n$. Suppose that $\Omega$ has a smooth $C^1$ boundary with outward normal vector $\nu_x$ at $x \in \partial \Omega$. The geometric confinement constrains the velocity field as follows. At points in the interior of $\Omega$, or at points on the boundary where the velocity vector, computed with (1b), points inward ($v \cdot \nu_x \leq 0$), no modification is needed and the velocity is given by (1b). On the other hand, for points on the boundary where the velocity computed with (1b) points outward ($v \cdot \nu_x > 0$), its projection on the tangent plane to the boundary is considered instead.

The model in domains with boundaries is then given by:

\begin{align}
\rho_t + \nabla \cdot (\rho v) &= 0 \tag{2a} \\
v &= P_x(-\nabla K * \rho - \nabla V), \tag{2b}
\end{align}

where

\[ P_x \xi = \begin{cases} 
\xi & \text{if } x \not\in \partial \Omega \text{ or } x \in \partial \Omega \text{ and } \xi \cdot \nu_x \leq 0 \\
\Pi_{\partial \Omega} \xi, & \text{otherwise}.
\end{cases} \tag{3} \]

Here $\Pi_{\partial \Omega}$ denotes the projection on the tangent plane to the boundary. Note that solutions to (2) conserve the total mass, however the linear momentum is no longer preserved (as opposed to the model in free space). The latter observation has important implications for the long time behaviour of the solutions, as discussed later in the paper.

The well-posedness of weak measure solutions of (2) has been investigated recently in [38, 12] in the framework of gradient flows in spaces of probability measures [1, 11]. The setting of measure-valued solutions in these works is absolutely essential in this context, for various reasons. First, mass accumulates on the boundary of the domain and solutions develop Dirac delta singularities there. Second, the measure framework is the appropriate setup for connecting the PDE model with its discrete/particle approximation. In regard to the latter, by approximating the initial density $\rho_0$ with a finite number of delta masses, (2) reduces to an ODE system, which then can be studied on its own. In [12], the authors establish several important properties of such particle approximations. One is the well-posedness of the approximating particle system where, due to the discontinuities of the velocity field at the boundary, the theory of differential inclusions [22, 15] is being employed. Another is the rigorous limit of the discrete approximation as the number of particles approach infinity; this limit is shown to be a weak measure solution of the PDE model (2).

The focus of the present paper is equilibrium configurations of model (2). A density $\bar{\rho}$ is an equilibrium if the velocity (2b) vanishes everywhere on its support:

\[ P_x(-\nabla K * \bar{\rho} - \nabla V) = 0 \quad \text{in } \text{supp}(\bar{\rho}). \tag{4} \]

We note however that at points on the boundary, the unprojected velocity (i.e., $-\nabla K * \bar{\rho} - \nabla V$) may not be zero; by (3) it can have a nonzero normal component that is pointing outward. This scenario is akin to a falling object hitting a surface, when there is still a force acting on it but there is nowhere to go.

Model (2) is a gradient flow and its equilibria are stationary points of the energy functional. We use the framework developed by Bernoff and Topaz [5] to look for these stationary densities. We also investigate their stability; given the variational formulation, stable equilibria can be characterized as local minima of the energy. Most of the paper concerns a specific interaction potential, consisting of Newtonian repulsion and quadratic attraction [21, 20]. The main advantage of using this potential is that the equilibria must have constant densities away from the boundary, which restricts the possible equilibrium configurations and simplifies the calculations.
The present paper contains the first systematic study of equilibria for model (2) in two dimensions; we note here that the results in [5] consider only one and quasi-two dimension cases. Of particular relevance is a family of two-component equilibria that we found in our study (in both one and two dimensions), consisting of one swarm component on the boundary and another in the interior of the domain. These two-component equilibria can be further differentiated as connected and disconnected, depending whether the two components are adjacent or not. We find that none of the disconnected equilibria are local minima of the energy. In contrast, some connected configurations can be shown to be local (and in some cases global) energy minimizers. Nevertheless, we show that starting from a large class of initial densities, solutions to (2) do evolve into such (unstable) disconnected equilibria that are not local energy minimizers. While unusual, this behaviour has been observed in continuum mechanics systems wherein singularities form which act as barriers preventing further energy decrease [3, 4, 34]. Describing and understanding this behaviour for model (2) is one of the main goals of this paper.

The summary of the paper is as follows. Section 2 presents some background on model (2). In Section 3 we study the one-dimensional problem on half-line. We find explicit expressions for the equilibria and make various investigations of the dynamical model to quantify on how these equilibria are being reached. Section 4 considers the two dimensional problem on half-plane. We compute the connected and disconnected equilibria and investigate their stability. Finally, we present details on the numerical implementations.

2 Preliminaries

Well-posedness and gradient flow formulation. The well-posedness of weak measure solutions to model (2) has been established recently in [38] and [12]. The functional setup in these works consists in the space \( \mathcal{P}_2(\Omega) \) of probability measures on \( \Omega \) with finite second moment, endowed with the 2-Wasserstein metric. Under appropriate assumptions on the domain \( \Omega \) and on the potentials \( K \) and \( V \), it is shown that the initial value problem for (2) admits a weak measure solution \( \rho(t) \) in \( \mathcal{P}_2(\Omega) \). We refer to [38, 12] for specific details on the well-posedness theorems and proofs, we only highlight here the facts that are relevant for our work.

It is a well-established result that the aggregation model in free space (model (1)) can be formulated as a gradient flow on the space of probability measures \( \mathcal{P}_2(\Omega) \) equipped with the 2-Wasserstein metric [1]. A key result in [38, 12] is that such an interpretation exists for model (2) as well. Specifically, consider the energy functional

\[
E[\rho] = \frac{1}{2} \int_\Omega \int_\Omega K(x - y)\rho(x)\rho(y) \, dx \, dy + \int_\Omega V(x)\rho(x) \, dx,
\]

where the first term represents the interaction energy and the second is the potential energy.

The weak measure solution \( \rho(x, t) \) to model (2) is shown to satisfy the following energy dissipation equality [12]:

\[
E[\rho(t)] - E[\rho(s)] = -\int_s^t \int_\Omega |P_\tau(-\nabla K \ast \rho(x, \tau) - \nabla V(x))|^2 \rho(x, \tau) \, dx,
\]

for all \( 0 \leq s \leq t < \infty \). Equation (6) is a generalization of the energy dissipation for the model in free space [11]. Characterization of equilibria of (1) as ground states of the interaction energy (5) has been a very active area of research lately [2, 14, 10, 32].

The authors in [12] use particle approximations of the continuum model (2) as an essential tool to show the existence of gradient flow solutions. The method consists in approximating an initial density \( \rho_0 \) by a sequence \( \rho_0^N \) of delta masses supported at a discrete set of points. For \( N \) fixed, the evolution of model (2) with discrete initial data \( \rho_0^N \) reduces to a system of ordinary

---

Note that throughout the present paper \( \int \varphi(x)\rho(x) \, dx \) denotes the integral of \( \varphi \) with respect to the measure \( \rho \), regardless of whether \( \rho \) is absolutely continuous with respect to the Lebesgue measure.
differential equations, for which ODE theory can be applied. The ODE system governs the evolution of the characteristic paths (or particle trajectories) which originate from the points in the discrete support of \( \rho^N_0 \). Hence, the solution \( \rho^N(t) \) consists of delta masses supported at a discrete set of characteristic paths. The key ingredient in the analysis is to find a stability property of solutions \( \rho^N \) with respect to initial data \( \rho^N_0 \) and show that in the limit \( N \to \infty \), \( \rho^N \) converges (in the Wasserstein distance) to a weak measure solution of (2) with initial data \( \rho_0 \). This is one of the major results established in [12].

**Equilibria and energy minimizers.** The authors in [5] study the energy functional (5) and find conditions for critical points to be energy minimizers. We review briefly the setup there.

First note that the dynamics of model (2) conserves mass:

\[
\int_\Omega \rho(x,t) \, dx = M \quad \text{for all } t \geq 0.
\]

Hence, in what follows it is sufficient to consider zero-mass perturbations of a fixed equilibrium.

Consider an equilibrium solution \( \bar{\rho} \) with mass \( M \) and support \( \Omega_{\bar{\rho}} \subset \Omega \), and take a small perturbation \( \epsilon \tilde{\rho} \) of zero mass:

\[
\rho(x) = \bar{\rho}(x) + \epsilon \tilde{\rho}(x),
\]

where

\[
\int_\Omega \bar{\rho}(x) \, dx = M, \quad \int_\Omega \tilde{\rho}(x) \, dx = 0.
\]

Since the energy functional is quadratic in \( \rho \), one can write:

\[
E[\rho] = E[\bar{\rho}] + \epsilon E_1[\bar{\rho}, \tilde{\rho}] + \epsilon^2 E_2[\bar{\rho}, \tilde{\rho}],
\]

where \( E_1 \) denotes the first variation:

\[
E_1[\bar{\rho}, \tilde{\rho}] = \int_\Omega \left[ \int_\Omega K(x-y) \bar{\rho}(y) \, dy + V(x) \right] \tilde{\rho}(x) \, dx,
\]

and \( E_2 \) the second variation:

\[
E_2[\bar{\rho}, \tilde{\rho}] = \frac{1}{2} \int_\Omega \int_\Omega K(x-y) \tilde{\rho}(x) \tilde{\rho}(y) \, dx \, dy.
\]

Using the notation

\[
\Lambda(x) = \int_{\Omega_{\bar{\rho}}} K(x-y) \bar{\rho}(y) \, dy + V(x), \quad \text{for } x \in \Omega,
\]

one can also write the first variation as

\[
E_1[\bar{\rho}, \tilde{\rho}] = \int_\Omega \Lambda(x) \tilde{\rho}(x) \, dx.
\]

Two classes of perturbations are considered in [5]: perturbations \( \tilde{\rho} \) supported in \( \Omega_{\bar{\rho}} \) (first class), and general perturbations \( \bar{\rho} \) in the domain \( \Omega \) (second class). Perturbations of the first class are a subset of the perturbations of second class.

Start by taking perturbations of first class. Since \( \tilde{\rho} \) changes sign in \( \Omega_{\bar{\rho}} \), for \( \bar{\rho} \) to be a critical point of the energy, the first variation must vanish. From (12), given that perturbations \( \tilde{\rho} \) are arbitrary and satisfy (8a), one finds that \( E_1 \) vanishes provided \( \Lambda \) is constant in \( \Omega_{\bar{\rho}} \), i.e.,

\[
\Lambda(x) = \lambda, \quad \text{for } x \in \Omega_{\bar{\rho}}.
\]
The (Lagrange) multiplier $\lambda$ is given a physical interpretation in [5]: it represents the energy per unit mass felt by a test mass at position $x$ due to interaction with the swarm in $\bar{\rho}$ and the exogenous potential. Indeed this interpretation is valid for all points $x$ by considering $\Lambda(x)$ as the energy per unit mass felt by a test mass at position $x$. This interpretation is critical for the study in [5], as well as for the present paper.

Equation (13) represents a necessary condition for $\bar{\rho}$ to be an equilibrium. For $\bar{\rho}$ that satisfies (13) to be a local minimizer with respect to the first class of perturbations, the second variation (10) must be positive. In general, the sign of $E_2$ cannot be assessed easily.

Consider now perturbations of the second class. Since perturbations $\tilde{\rho}$ must be non-negative in the complement $\Omega_\bar{\rho}^c = \Omega \setminus \Omega_\bar{\rho}$, it is shown in [5] that a necessary and sufficient condition for $E_1 \geq 0$ is

$$\Lambda(x) \geq \lambda, \quad \text{for } x \in \Omega_\bar{\rho}^c.$$  (14)

The interpretation of (14) is that transporting mass from $\Omega_\bar{\rho}$ into its complement $\Omega_\bar{\rho}^c$ increases the total energy [5].

In summary, a critical point $\bar{\rho}$ for the energy satisfies the Fredholm integral equation (13) on its support. Also, $\bar{\rho}$ is a local minimizer (with respect to the general, second class perturbations) if it satisfies (14).

As discussed in [5], the support $\Omega_\bar{\rho}$ of an equilibrium density has in general multiple disconnected components. Assuming $m$ disjoint, closed and connected components $\Omega_i$, $i = 1, \ldots, m$, one can write

$$\Omega_\bar{\rho} = \Omega_1 \cup \Omega_2 \cup \cdots \cup \Omega_m, \quad \Omega_i \cap \Omega_j = \emptyset, \quad i \neq j.$$  (15)

In [5], a swarm equilibrium is defined as a configuration in which $\Lambda$ is constant in every component of the swarm, i.e.,

$$\Lambda(x) = \lambda_i, \quad \text{for } x \in \Omega_i, \quad i = 1, \ldots, m.$$  (16)

Moreover, a swarm minimizer is defined there as a swarm equilibrium which satisfies

$$\Lambda(x) \geq \lambda_i, \quad \text{in some neighbourhood of each } \Omega_i.$$  (17)

Following the interpretation of $\Lambda$ given above, (17) means that an infinitesimal redistribution of mass in a neighbourhood of $\Omega_i$ increases the energy.

Multiple connected equilibria of model (2) is a major focus of the present study. To find such equilibria we look for solutions of (16). To set the ideas right however, the following remark is in order.

Remark 2.1. We point out that condition (16) is only a necessary condition for $\bar{\rho}$ to be an equilibrium of (2). Indeed, consider a density $\bar{\rho}$ that satisfies (16) and check whether it satisfies the equilibrium condition (1). By (16), equation (1) is indeed satisfied in every component $\Omega_i$ that lies in the interior of $\Omega$ (the projection plays no role there). However, consider a component $\Omega_i$ of the swarm that lies on the boundary of the physical domain $\Omega$. The component $\Omega_i$ can be for instance a codimension one manifold, such as a line in $\mathbb{R}^2$; our numerical investigations in Section 3 focus on this example in fact. Since $\Lambda(x)$ is constant on $\Omega_i \subset \partial \Omega$, we infer that the tangential component to $\partial \Omega$ of $\nabla \Lambda$ is zero at any point $x \in \Omega_i$. Consequently, by (11), we conclude that the unprojected velocity at $x$ (c.f., (1b)) is normal to $\partial \Omega$. For an equilibrium solution, this normal component must point into $\partial \Omega$ ($v \cdot \nu_x > 0$) – see (2b) and (3), however one cannot infer this condition from (16). Section 4 provides examples where solutions to (16) do not yield equilibria, precisely because the velocity at some points on the boundary is directed toward the interior of $\Omega$, and thus the steady state condition (1) fails.
Newtonian repulsion and quadratic attraction. The present study focuses on a specific interaction potential $K$ given by

$$K(x) = \phi(x) + \frac{1}{2}|x|^2,$$

(18)

where $\phi(x)$ is the free-space Green’s function for the negative Laplace operator $-\Delta$:

$$\phi(x) = \begin{cases} -\frac{1}{2}|x|, & n = 1 \\ -\frac{1}{2\pi}\ln|x|, & n = 2. \end{cases}$$

(19)

Potentials in the form [18], consisting of Newtonian repulsion and quadratic attraction, have been considered in various recent works [19, 21, 20, 27]. The remarkable property of such potentials is that they lead to compactly supported equilibrium states of constant densities [19, 21]. This property will be further elaborated below.

We note that the analysis in [38, 12] requires assumptions on $K$ which the potential [18] does not satisfy. In particular, the interaction potential is required there to be $C^1$ and $\lambda$-geodesically convex. Consequently, the results in [38, 12] do not immediately apply to our study. Nevertheless we consider the framework developed in these papers, in particular the gradient flow and the energy dissipation (see (6)), and the particle approximation method which can be turned into a very valuable computational tool. Indeed, to validate our equilibrium calculations we use a particle method to simulate solutions to (2).

Transport along characteristics. In the absence of an exogenous potential ($V = 0$), the aggregation model (1) with interaction potential (18) evolves into constant, compactly supported steady states. This can be inferred from a direct calculation using the specific form of the potential (18). Indeed, expand

$$\nabla \cdot (\rho v) = v \cdot \nabla \rho + \rho \nabla \cdot v,$$

and write the aggregation equation (1) as

$$\rho_t + v \cdot \nabla \rho = -\rho \nabla \cdot v.$$

(20)

From (1b) and (18), using $-\Delta \phi = \delta$ and the mass constraint (7), one gets

$$\nabla \cdot v = -\Delta K * \rho = \rho - nM.$$

(21)

This calculation shows that $\nabla \cdot v$ is a local quantity. By using (21) in (20), one finds that along characteristic paths $X(\alpha, t)$, defined by

$$\frac{d}{dt} X(\alpha, t) = v(X(\alpha, t), t), \quad X(\alpha, 0) = \alpha,$$

(22)

$\rho(X(\alpha, t), t)$ satisfies:

$$\frac{D}{Dt}\rho = -\rho(\rho - nM).$$

(23)

The remarkable property of the interaction potential (18), as seen from equation (23), is that the evolution of the density along a certain characteristic path $X(\alpha, t)$ satisfies a decoupled, stand-alone, ordinary differential equation. Hence, as inferred from (23), $\rho(X(\alpha, t), t)$ approaches the value $nM$ as $t \to \infty$, along all characteristic paths $X(\alpha, t)$ that transport non-zero densities.

It has been demonstrated in [8, 21] that solutions to equation (1), with $K$ given by (18), approach asymptotically a radially symmetric equilibrium that consists in a ball of constant density $nM$. In domains with boundaries, which is the focus of the present study, accumulation
on boundaries can occur and also, the equilibrium swarms in the interior are not expected to be radially symmetric. Nevertheless, by transport along characteristics, given by equation (23), aggregation patches that form asymptotically away from the boundaries have constant density $nM$ in their support, and this is the key observation used in Sections 3 and 4 to investigate equilibria for model (2).

In the presence of an external potential, calculation of $\nabla \cdot v$ from (1b) and (18) (see also (21)) yields:

$$\nabla \cdot v = \rho - nM - \Delta V.$$  

Along characteristics (c.f., (20) and (22)), densities $\rho(X(\alpha,t),t)$ evolve according to

$$\frac{D}{Dt}\rho = -\rho(\rho - nM - \Delta V). \quad (24)$$

In general, equation (24) is not a stand-alone equation for the evolution of $\rho(X(\alpha,t),t)$, as $\Delta V$ is evaluated along the characteristic path $X(\alpha,t)$. Consequently, one also needs to solve (22) for the characteristic paths, but since the velocity field in (22) is nonlocal, (22) represents a fully coupled family of ordinary differential equations. In Sections 3 and 4 we work with a linear gravitational potential $V$ for which $\Delta V = 0$ and hence, (24) reduces to (23). However these cases differ slightly from the arguments above in that we have not dealt with the accumulation on the wall and its affect. Section 3.3.1 provides further evidence that we retain the local character for the free swarm, and also, that we only have to consider equilibria of constant density $nM$ away from boundaries.

3 One dimension: equilibria on half-line

In Sections 3.1-3.3 we consider the one dimensional problem on $\Omega = [0, \infty)$, with interaction kernel given by (18)-(19). In Section 3.4 we consider a different interaction kernel, namely a Morse-type kernel as investigated in [5]. We study the existence and stability of both connected and disconnected equilibria throughout.

3.1 No exogenous potential

We consider first the case $V(x) = 0$ (no exogenous forces). In the absence of boundaries, the time evolution (24) yields an equilibrium solution that has constant density $M$ in its support. Therefore, away from boundaries, the equilibria for model (1) also consist of constant densities on the support. Moreover, at the boundary (the origin in this case) one can expect a delta-aggregation build up [3].

Based on these considerations (see also Remark 3.2 below), we look for equilibria in the form of a delta accumulation of strength $S$ at the origin and a constant density in an interval $(d_1, d_1 + d_2)$, with $d_1 \geq 0$, $d_2 > 0$:

$$\bar{\rho}(x) = S\delta(x) + M\mathbb{1}_{(d_1, d_1 + d_2)}. \quad (25)$$

The support $\Omega_{\bar{\rho}}$ of $\bar{\rho}$ consists of two (possibly disconnected) components:

$$\Omega_1 = \{0\} \quad \text{and} \quad \Omega_2 = [d_1, d_1 + d_2].$$

First observe that by the constant mass condition (8a), we have

$$S + Md_2 = M. \quad (26)$$

A necessary condition for $\bar{\rho}$ to be an equilibrium is to satisfy (16). Equation (16) is satisfied provided $\Lambda(x)$ is constant on each component of $\Omega_{\bar{\rho}}$:

$$\Lambda(0) = \lambda_1, \quad \text{and} \quad \Lambda(x) = \lambda_2 \quad \text{in} \quad [d_1, d_1 + d_2]. \quad (27)$$
The calculation of $\Lambda(x)$ from (11) yields:

$$\Lambda(x) = S \left( \frac{1}{2} x^2 - \frac{1}{2} x \right) + \int_{d_1}^{d_1 + d_2} \left( \frac{1}{2} (x-y)^2 - \frac{1}{2} |x-y| \right) M \, dy.$$  

(28)

For $x \in (d_1, d_1 + d_2)$, an elementary calculation of $\Lambda(x)$ gives

$$\Lambda(x) = \frac{1}{2} (S + Md_2 - M) x^2 + \frac{1}{2} (-S + M(2d_1 + d_2)(1 - d_2)) x + \frac{M}{6} (3d_1^2 d_2 + 3d_1 d_2^2 + d_2^3) - \frac{M}{4} (2d_1^2 + 2d_1 d_2 + d_2^2).$$

The second condition in (27) is satisfied only if the coefficients of $x^2$ and $x$ of the polynomial above are zero. Setting the coefficient of $x^2$ to zero yields the mass constraint condition (26), while the coefficient of $x$ vanishes provided

$$S = M(2d_1 + d_2)(1 - d_2).$$

(29)

Combining the two conditions (26) and (29) we arrive at:

$$S = M(1 - d_2), \quad d_1 = \frac{1 - d_2}{2}.$$

(30)

Hence, there is a family of solutions to (27) in the form (25) with parameter $d_2 \in (0, 1]$. Note that $d_1 + d_2 = \frac{1}{2}$, implying that for all the equilibria in this family, the centre of mass of the free swarm is at $\frac{1}{2}$.

By expressing everything in terms of $d_2$ only, $\Lambda$ takes the following values on the two components $\Omega_1$ and $\Omega_2$ of $\Omega_\rho$, respectively:

$$\lambda_1 = -\frac{M}{24} (1 - d_2)^3 + \frac{M}{8} (1 - d_2)^2 - \frac{M}{12},$$

(31a)

$$\lambda_2 = -\frac{M}{24} (1 - d_2)^3 - \frac{M}{12}.$$

(31b)

Note that $\lambda_1 > \lambda_2$, unless $d_2 = 1$, in which case $\lambda_1 = \lambda_2$. Based on this observation, we distinguish between two qualitatively different equilibria:

\begin{itemize}
  \item[i)] Disconnected equilibria ($d_1 > 0$). A generic disconnected solution to (27) of form (25) is shown in Figure (1a); the solid line indicates the constant density in the free swarm and the circle on the vertical axis indicates the strength $S$ of the delta-aggregation at the origin. Note that in all numerical simulations presented in this paper we take $M = 1$.

  To check that these solutions to (27) are in fact equilibria reduces to show that the velocity (see (2b) and (3)) vanishes at points in the support $\Omega_\rho = \Omega_1 \cup \Omega_2$. Since $\Lambda(x)$ is constant in $[d_1, d_1 + d_2]$, it follows that the velocity vanishes everywhere in $\Omega_2$. The more delicate part is evaluating the velocity at the origin. By (2b), the velocity at the origin is computed by accounting (via a spatial convolution) for all the attractive and repulsive effects of points that lie in $\Omega_\rho$. The key observation is that the point at the origin (the only point in $\Omega_1$) does not have any interaction effects on the origin itself; in a discrete setting this amounts to the fact that particles sitting on top of each other do not exert interactions (attractive or repulsive) among themselves. Therefore, the velocity $v(0)$ calculated from (25) reduces to an integral over $\Omega_2$ only:

$$v(0) = P_0 \left( - \int_{\Omega_2} K'(-y) \bar{\rho}(y) dy \right).$$

(32)

An elementary calculation, using $K'(y) = y - \text{sgn}(y)$ and $\bar{\rho}(y) = M$ in $\Omega_2 = (d_1, d_1 + d_2)$, yields:

$$- \int_{\Omega_2} K'(-y) \bar{\rho}(y) dy = \frac{M}{2} d_2 (2d_1 + d_2 - 1).$$

(33)

Finally, by (30),

$$v(0) = P_0(0) = 0.$$
so the disconnected state is indeed an equilibrium.

We now check whether the disconnected equilibria are energy minimizers. By an elementary calculation, for all $0 < d_2 < 1$ (or equivalently $0 < d_1 < 1$), $\Lambda(x)$ (given by (28)) can be shown to be strictly decreasing in $(0, d_1)$ and strictly increasing in $(d_1 + d_2, \infty)$ — see the dashed line in Figure 1(a). This calculation shows that disconnected equilibria $\bar{\rho}$ in the form (25) are not local minima (swarm minimizers), as (14) is not satisfied near the origin; since $\Lambda$ is strictly decreasing in $(0, d_1)$, an infinitesimal perturbation of mass from the origin would bring that mass into the free swarm, which is a more energetically favourable state.

Nevertheless, $\bar{\rho}$ are steady states and, as demonstrated in Section 3.3.1, are asymptotically stable with respect to certain perturbations; given the considerations above, it is clear that such perturbations must only be with respect to the aggregation in the free swarm. Also shown in Section 3.3.2, the dynamic evolution of model (2) consistently achieves (asymptotically) disconnected steady states starting from a diverse set of initial densities, which make such equilibria very relevant for the dynamics. Figure 1(a) shows in fact the disconnected equilibrium (25) achieved via particle simulations: stars represent particles and the cross indicates a superposition of particles at the origin.

ii) Connected equilibria. There are two possible connected equilibria. The first is a degenerate case of (25), where $d_1 = d_2 = 0$, and all mass lies at the origin (or by translation, at any point in $(0, \infty)$):

$$\bar{\rho}(x) = M \delta(x).$$

While (34) is an equilibrium solution, it is not an energy minimizer, as can be inferred from the expression of $\Lambda$:

$$\Lambda(x) = -\frac{1}{2} M|x| + \frac{1}{2} M x^2,$$

by noting that (14) is not satisfied for $x \in (0, 1)$. Any perturbation, which does not create a delta accumulation in the interior of $\Omega$, from this trivial equilibrium would result either in a disconnected state or in the connected equilibrium discussed below.

The other connected equilibrium can be obtained as a limiting case $d_1 \to 0$ of the disconnected equilibria (25) (see also (30)). In this limit, there is no delta aggregation on the wall ($S = 0$), $d_2 = 1$, and the solution consists in a constant density in the interval $(0, 1)$ — see solid line in Figure 1(b). Alternatively, one can consider an entire family of such solutions, by taking arbitrary translations of the constant swarm to the right; this corresponds in fact to the equilibrium solution in the absence of boundaries, as discussed in Section 2. The connected state is a swarm minimizer, as can be inferred by a direct calculation of $\Lambda(x)$; for an illustration, see the dashed line in Figure 1(b).

The energy corresponding to the equilibria (25) can be easily computed from (5), (11), and (27), by noting that in the absence of an external potential,

$$E[\bar{\rho}] = \frac{1}{2} \int_{\Omega_1} \Lambda(x) \bar{\rho}(x) dx = \frac{\lambda_1}{2} \int_{\Omega_1} \bar{\rho}(x) dx + \frac{\lambda_2}{2} \int_{\Omega_2} \bar{\rho}(x) dx.$$

After a simple calculation, using the explicit expressions of $\lambda_1$ and $\lambda_2$ from (31), one finds:

$$E[\bar{\rho}] = \frac{M^2}{3} \left( d_1^3 - \frac{1}{8} \right) = \frac{M^2}{24} d_2 (-3 + 3d_2 - d_2^2).$$

Note that $E[\bar{\rho}]$ has the lowest energy for $d_1 = 0$ (or equivalently, $d_2 = 1$), which corresponds to the (limiting) connected equilibrium.

Remark 3.1. The equilibria discussed above can be alternatively parametrized by $r_M$, defined as the mass ratio between the mass in the free swarm and the mass accumulated at the boundary of the domain (the origin in this case). This is in fact the parametrization used for the
two-dimensional study in Section 3 (see (72)). In one dimension, the mass ratio of the two components (c.f., (25) and (30)) is given by
\[ r_M = \frac{M_{d_2}}{S} = \frac{d_2}{1 - d_2}. \]
The parameter \( d_2 \) ranges in \((0, 1)\) for the disconnected equilibria in part i), while the connected equilibria in part ii) correspond to \( d_2 = 0 \) and \( d_2 = 1 \), respectively. Consequently, in the absence of an exogenous potential, an equilibrium exists for any \( r_M \in [0, \infty) \), as well as \( r_M = \infty \). However, the only equilibrium that is an energy minimizer, and hence stable, is the one with infinite mass ratio, corresponding to the connected steady state which has all mass in the free swarm – Figure 3(b).

Figure 1(c) shows a plot of the energy \( E[\bar{\rho}] \) calculated in (35), as a function of mass ratio \( r_M \). We find a monotonically decreasing profile with the lowest energy state corresponding to the connected equilibrium with all mass in the free swarm (\( r_M = \infty \)). The connected equilibrium (\( d_2 = 1 \) and \( d_1 = 0 \)) is in fact the global minimizer in this case, as it can be inferred from the remark below.

**Remark 3.2.** To conclude that the connected equilibrium is the global minimizer one needs to consider other possible minimizers and show that their energies are larger. We have already shown that disconnected equilibria of form (25) are not minimizers. One can also show that a multi-component free swarm is not an energy minimizer either. The argument essentially comes from [5] where we wish to show that \( \Lambda(x) \) is convex between free swarm components, which is a sufficient condition to show it is not an energy minimizer as (17) does not hold.

Assume a disconnected equilibrium of the form
\[ \rho(x) = S\delta(x) + \sum_{i=1}^{m} \rho_i(x), \quad (36) \]
where \( \rho_i \) are supported on \( \Omega_i \) (\( \Omega_i \) are disjoint from each other and do not include the origin). Then (11) becomes
\[ \Lambda(x) = S \left( \frac{1}{2} x^2 - \frac{1}{2} x \right) + \sum_{i=1}^{m} \int_{\Omega_i} K(x - y)\rho_i(y) \, dy, \]
and for \( x \notin \bigcup \Omega_i \) one gets
\[ \Lambda''(x) = S + \sum_{i=1}^{m} \int_{\Omega_i} \rho_i(y) \, dy > 0. \]
Therefore, \( \Lambda(x) \) is indeed convex between free swarm components and (36) cannot be a minimizer.

### 3.2 Linear exogenous potential

Consider the exogenous gravitational potential \( V(x) = gx \), with \( g > 0 \). The domain of the problem is again, the half-line \( \Omega = [0, \infty) \). From equation (24), as \( V''(x) = 0 \), we infer that in the absence of boundaries the equilibrium density is constant on its support. This implies that away from the boundary, which in this problem consists of just the origin, an equilibrium solution has constant density \( M \) in the support.

We focus, as in Section 3.1, on equilibria that have possibly disconnected components, and look for steady states in the form (25), consisting of a delta aggregation at the origin, and a constant density \( M \) in the interval \((d_1, d_1 + d_2)\), where \( d_1 \geq 0 \), \( d_2 > 0 \). Similar to above, the support \( \Omega_\rho \) consists of two components, \( \Omega_1 = \{0\} \) and \( \Omega_2 = [d_1, d_1 + d_2] \), and the constant mass condition yields (26).
Equilibria (25) must satisfy the necessary condition (16), which in this case reduces to (27). By direct calculation,
\[
\Lambda(x) = S \left( \frac{1}{2} x^2 - \frac{1}{2} x \right) + \int_{d_1}^{d_1 + d_2} \left( \frac{1}{2} (x - y)^2 - \frac{1}{2} |x - y| \right) M dy + g x. \tag{37}
\]

By evaluating at \( x \in (d_1, d_2) \) and requiring that \( \Lambda(x) \) is constant in this interval, we arrive at the following constraints on the parameters. First, by setting to zero the coefficient of \( x^2 \) we find equation (26) that represents the mass constraint condition. Then we note that the coefficient of \( x \) vanishes provided
\[
S = M (2d_1 + d_2)(1 - d_2) + 2g.
\]
Combine this equation with the mass constraint (26) to find
\[
S = M (1 - d_2), \quad d_1 = -\frac{g}{M(1 - d_2)} + \frac{1 - d_2}{2}. \tag{38}
\]
Note that since \( d_1 \geq 0 \) and \( 0 < d_2 < 1 \), then necessarily \( g < \frac{M}{2} \) and \( 0 < d_2 \leq 1 - \frac{2g}{M} \).

Denote by \( g_c = \frac{M}{2} \) this critical value of \( g \). From the above we conclude that for any \( g < g_c \), we have a family of solutions to (16) of the form (25) with parameter \( d_2 \in (0, 1 - \sqrt{2g/M}) \). For any \( d_2 \) in the open interval \((0, 1 - \sqrt{2g/M})\), \( d_1 > 0 \) and hence these states are disconnected. For \( d_2 = 1 - \sqrt{2g/M} \), \( d_1 = 0 \) and the state is connected. Also, from (38), we infer that the centre of mass \( d_1 + \frac{d_2}{2} \) of the free swarm is located at \( \frac{1}{2} - \frac{g}{g_c} \).

For \( g > g_c \) there are no equilibria in the form (25). As shown below, the equilibrium in this case is a delta accumulation at the origin, which is also a global minimizer of the energy. Physically this can be explained by having a threshold value \( g_c \) beyond which the gravity is so strong that it pins all mass on the boundary.

We consider now the two cases: \( g < g_c \) and \( g > g_c \).

**Case \( g < g_c \).** As noted above, c.f. (38), there exists a family of solutions to (16) of the form (25), parameterized by \( d_2 \in (0, 1 - \sqrt{2g/M}) \). By an elementary calculation, one can compute the
values of $\Lambda(x)$ in each component of the support, $\Omega_1$ and $\Omega_2$, respectively:

$$
\lambda_1 = -\frac{M}{24} (1 - d_2)^3 + \frac{M}{8} (1 - d_2)^2 - \frac{M}{12} + \frac{g^2}{2M} \frac{d_2}{(1 - d_2)^2},
$$

$$
\lambda_2 = -\frac{M}{24} (1 - d_2)^3 - \frac{M}{12} - \frac{g^2}{2M} \frac{1}{1 - d_2} + \frac{g}{2}.
$$

(39a) (39b)

As in the zero gravity case, we find that $\lambda_1 > \lambda_2$, unless $d_2 = 1 - \sqrt{\frac{2g}{M}}$ (or equivalently, $d_1 = 0$), in which case $\lambda_1 = \lambda_2$. We discuss separately the disconnected and connected states.

i) Disconnected equilibria ($d_1 > 0, d_2 < 1 - \sqrt{\frac{2g}{M}}$). A generic disconnected solution to (27) (here $g = 0.125$) is shown in Figure 2(a); the solid line indicates the constant density in the free swarm and the circle on the vertical axis indicates the strength of the delta-aggregation. To show that these states are equilibria, one only needs to check the velocity in $\Omega_1$, the boundary of the domain. By a similar argument as in the zero gravity case (attractive and repulsive effects at the origin are only felt through interactions with the free swarm), the velocity $v(0)$ calculated from (2b) reads:

$$
v(0) = P_0 \left( -\int_{\Omega_2} K'(-y)\bar{\rho}(y)dy - g \right).
$$

(40)

By (33) and (38),

$$
-\int_{\Omega_2} K'(-y)\bar{\rho}(y)dy = -g \frac{d_2}{1 - d_2},
$$

and hence, from (40) and (3) we find that

$$
v(0) = P_0 \left( -\frac{g}{1 - d_2} \right) = 0,
$$

(41)

The disconnected state is indeed an equilibrium.

By a direct calculation one can show that $\Lambda(x)$ is strictly decreasing in $(0, d_1)$ and strictly increasing in $(d_1 + d_2, \infty)$ — see the dashed line in Figure 2(a). We infer that disconnected equilibria $\bar{\rho}$ in the form (25) are not local minima; again, (14) is not satisfied near the origin and an infinitesimal perturbation of mass from $\Omega_1$ (boundary) would bring it into $\Omega_2$ (free swarm). Nevertheless, these equilibria are asymptotically stable to certain perturbations of the free swarm and our numerical explorations indicate, as in the zero gravity case, that such disconnected steady states are very relevant for model (2), as they are reached dynamically starting from a wide range of initial densities — see Sections 3.3.1 and 3.3.2. Figure 2(a) shows this particular disconnected equilibrium obtained via particle simulations (stars and cross).

ii) Connected equilibria. There are two different connected equilibria: one that has all mass at the origin and another that corresponds to the limit case $d_1 = 0, d_2 = 1 - \sqrt{\frac{2g}{M}}$ of the disconnected equilibria in part i) above.

The first type is a delta-concentration at the origin of strength $M$, as in (34). This can be thought of as a degenerate case of (25) with $d_1 = d_2 = 0$. The calculation of $\Lambda$ from (11) yields:

$$
\Lambda(x) = -\frac{1}{2} M|x| + \frac{1}{2} Mx^2 + gx.
$$

Since $\Omega_{\bar{\rho}} = \{0\}$, (13) trivially holds with $\lambda = 0$, while (14) is equivalent to

$$
\left( -\frac{1}{2} M + \frac{1}{2} Mx + g \right) x > 0, \quad \text{for all } x > 0.
$$

(41)

The inequality above does not hold when $g < \frac{M}{2}$, hence the equilibrium (34) is not an energy minimizer when $g < g_c$. 
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The other type of connected equilibrium is obtained from the disconnected equilibria in part i) in the limit \( d_1 \to 0 \); it consists of a delta aggregation at the origin of strength \( S = \sqrt{2gM} \) and a constant density \( M \) in the interval \((0, 1 - \sqrt{\frac{2gM}{M}})\). The connected equilibrium for \( g = 0.125 \) and \( M = 1 \) is illustrated in Figure 2(b) — see solid line and circle on vertical axis indicating the strength of the delta aggregation. The connected state is a swarm minimizer, as can be inferred from a direct calculation of \( \Lambda(x) \) — see dashed line in Figure 2(b).

The energy corresponding to the equilibria (25) in the gravity case can be computed through elementary calculations from (5), (11), and (16), along with the expressions of \( \lambda_1 \) and \( \lambda_2 \) from (39). We skip details and list only the final outcome:

\[
E[\bar{\rho}] = \frac{M^2}{24} d_2 (-3 + 3d_2 - d_2^2) + \frac{g}{2} M d_2 - \frac{g^2 d_2}{2} - \frac{d_2}{1 - d_2}.
\]  

(42)

The zero gravity calculation (35) can be obtained from (42) by setting \( g \) to zero. Also as expected, by inspecting the energy in (42) we find that among all equilibria in the form (25), the one that has the lowest energy is the connected state, corresponding to \( d_2 = 1 - \sqrt{\frac{2gM}{M}} \).

**Remark 3.3.** As noted in Remark 3.1, the family of equilibria above can be alternatively parametrized by \( r_M \), the mass ratio between the mass in the free swarm and the mass on the wall. By (38), \( r_M \) is given by

\[
r_M = \frac{M d_2}{S} = \frac{d_2}{1 - d_2}.
\]  

(43)

The parameter \( d_2 \) ranges in \((0, 1 - \sqrt{\frac{2gM}{M}})\) for the disconnected equilibria, while \( d_2 = 0 \) and \( d_2 = 1 - \sqrt{\frac{2gM}{M}} \) correspond to the two connected equilibria discussed above. Hence, \( r_M \in \left[0, \sqrt{\frac{M}{2g}} - 1\right] \), or equivalently \( r_M \in \left[0, \sqrt{\frac{g}{g_c}} - 1\right] \).

Figure 2(c) shows the energy (42) of the equilibria in the form (25) for the gravitational potential with \( g = 0.125 \), plotted as a function of the mass ratio \( r_M \). Note the monotonically decreasing profile, with the equilibrium of lowest energy being the connected state shown in Figure 2(b); this equilibrium corresponds to the largest possible value of mass ratio, which in this case is \( r_M = 1 \). By an argument similar to that from Remark 3.2 one can infer in fact that the connected equilibrium is a global minimizer.

A schematic of the existence and stability of equilibria in one dimension is shown in Figure 3(a). Note that the only stable equilibrium for \( g < g_c \) is the connected state with \( r_M = \sqrt{\frac{g_c}{g}} - 1 \). Also, the closer the gravity to the critical value \( g_c \), the smaller the range of possible mass ratios; at critical value \( g = g_c \), the interval collapses to \( r_M = 0 \) (no free swarm). On the other hand, in the limit of vanishing gravity \( g \to 0 \), an equilibrium exists for any mass ratio \( r_M \in [0, \infty) \) (including infinite mass ratio), as consistent with the zero gravity case studied in Section 3.1 — see also Remark 3.1.

**Case \( g > g_c \).** The equilibrium solution in this case consists in a delta-concentration at origin (see (34)). As noted above, for such equilibrium, (14) is equivalent to (41), which holds trivially when \( g \geq \frac{M}{g} \). We conclude from here that (34) is an energy minimizer. This fact is also illustrated in the schematic from Figure 3(a): the only (stable) equilibrium when \( g > g_c \) is the configuration with all mass at the origin \( (r_M = 0) \), which is in fact a global minimizer.

### 3.3 Dynamic evolution of the aggregation model

In this section we investigate the dynamics of model (2), with a focus on how and how often the equilibria (25) are reached dynamically. In particular, we determine under which perturbations the equilibria (25) are asymptotically stable.
By a standard argument [18, Chapter 3.4] one can then derive the Rankine-Hugoniot conditions which give the evolution of the two discontinuities $a(t)$ and $b(t)$. For instance, the evolution of the left end is given by

$$\frac{da}{dt} = v(a, t),$$

3.3.1 Reduced dynamics and basins of attraction

In this study of the dynamics we assume a fixed amount of mass $S$ on the wall and an arbitrary density profile $\rho_2$ in the interior of $\Omega$. We wish to quantify the dynamics of the support of $\rho_2$ and its centre of mass. We achieve explicit expressions defining the support of $\rho_2$ and its centre of mass which will hold up until mass would be transferred onto or off the wall. Furthermore we derive conditions for this transfer to happen, and thus identify when the assumption of having a fixed amount of mass on the wall is violated.

Consider the evolution in (2) of a time-dependent density that has two distinct components:

$$\rho(x, t) = \rho_1(x) + \rho_2(x, t),$$

where $\rho_1(x) = S\delta(x)$ is a delta aggregation at origin (with $S$ fixed) and $\rho_2(x, t)$ is the density profile of the free swarm, with support $\Omega_2(t) = [a(t), b(t)]$. Here, $b(t) > a(t) > 0$ holds up until the time when the free swarm touches the wall.

Let

$$M_2 = \int_{\Omega_2(t)} \rho_2(x, t) \, dx \quad \text{and} \quad C_2(t) = \frac{\int_{\Omega_2(t)} x \rho_2(x, t) \, dx}{M_2},$$

be the mass and the centre of mass of the free swarm, respectively. Note that since the mass on the wall is fixed, $M_2$ does not depend on $t$ and we have $M_2 = M - S$.

Solutions of form (44) satisfy the equation (2) in the weak sense. Note that (2) is an equation in conservation law form and its weak formulation is standard [18]. Assume that in the free swarm the solution $\rho_2(x, t)$ is smooth enough so that (2) holds in the classical sense. By a standard argument [18], Chapter 3.4 one can then derive the Rankine-Hugoniot conditions which give the evolution of the two discontinuities $a(t)$ and $b(t)$.

Figure 2: Equilibria (25) on half-line for $V(x) = gx$ (linear exogenous potential) with $g = 0.125$. (a) Disconnected state consisting in a free swarm of constant density and a delta aggregation at the origin. (b) Connected state with a constant density in a segment adjacent to the origin and a delta aggregation at origin. (c) Energy of equilibria (25) as a function of the mass ratio; the lowest energy state corresponds to the connected equilibrium $\left(r_M = \sqrt{\frac{M}{2g}} - 1\right)$. 

(45)
Figure 3: Existence and stability of connected and disconnected equilibria. (a) One dimension, 
\[ V(x) = gx, \ g_c = 0.5. \] For \( 0 < g < g_c \), disconnected equilibria in the form (25) exist for all mass ratios \( r_M \in \left(0, \frac{g_c}{g} - 1\right)\); these equilibria are not energy minimizers. The only stable equilibrium is the connected state with \( r_M = \frac{g_c}{g} - 1 \). For \( g > g_c \), there exists no equilibrium in the form (25). The trivial equilibrium where all mass lies at the origin \( (r_M = 0) \) is unstable for \( g < g_c \), but it is a global minimizer when \( g > g_c \). (b) Two dimensions, \( V(x_1, x_2) = gx_1, \tilde{g}_c \approx 0.044, g_c \approx 0.564. \) For \( 0 < g < \tilde{g}_c \) disconnected equilibria in the form (64) exist only for mass ratios \( r_M \in (0, \alpha(g)) \cup (\beta(g), \gamma(g)) \), while for \( \tilde{g}_c < g < g_c \) disconnected equilibria exist for all mass ratios \( r_M \in (0, \gamma(g)) \); none of these disconnected equilibria are energy minimizers. The only stable equilibrium for \( 0 < g < g_c \) is the connected state with \( r_M = \gamma(g) \). For \( g > g_c \), there exists no equilibrium in the form (64). The equilibrium (73) that has all mass on the wall \( (r_M = 0) \) is unstable for \( g < g_c \), but it is a global minimizer when \( g > g_c \).

and by (2b), (18), (19) we calculate

\[
v(a, t) = -aS + \frac{S}{2} - \int_{\Omega_2} \left( a - y + \frac{1}{2} \right) \rho_2(y, t) dy - g
= -Ma + M_2 \left(C_2 - \frac{1}{2}\right) + \frac{S}{2} - g.
\]

By a similar calculation,

\[
\frac{db}{dt} = v(b, t)
= -Mb + M_2 \left(C_2 + \frac{1}{2}\right) + \frac{S}{2} - g.
\]

Finally, we derive the evolution of the centre of mass of \( \rho_2 \) and close the system. Multiply (2a) by \( x \), integrate over \( \Omega_2 \) and use integration by parts in the right-hand-side to get:

\[
\int_{\Omega_2(t)} x(\rho_2)_t dx = (x\rho_2(K \ast \rho_1 + K \ast \rho_2 + V))_x \bigg|_a^b - \int_{\Omega_2} \rho_2(K \ast \rho_1 + K \ast \rho_2 + V)_x dx. \tag{47}
\]

By an elementary calculation,

\[
\frac{d}{dt} \int_{\Omega_2(t)} x\rho_2(x, t) dx = \int_a^b x(\rho_2)_t dx + \rho_2(b, t)b \frac{db}{dt} - \rho_2(a, t)a \frac{da}{dt}. \tag{48}
\]
Combine (47) and (48) and use the evolution of \(a(t)\) and \(b(t)\) derived above. The boundary terms cancel and we find

\[
M_2 \frac{dC_2}{dt} = - \int_{\Omega_2} \rho_2(K \ast \rho_1 + K \ast \rho_2 + V) \, dx. \tag{49}
\]

By symmetry of \(K\),

\[
\int_{\Omega_2} \rho_2(K \ast \rho_2) \, dx = 0,
\]

and with (18) and \(V(x) = gx\) we get

\[
(K \ast \rho_1)_x = S \left(x - \frac{1}{2}\right), \quad V_x = g,
\]

\[
\int_{\Omega_2} \rho_2(K \ast \rho_1 + V) \, dx = SM_2C_2 + M_2 \left(g - \frac{S}{2}\right).
\]

Hence, from (49) one can derive the evolution of \(C_2\), which together with the evolution of \(a\) and \(b\), yields the following system of evolution equations:

\[
\frac{dC_2}{dt} = -SC_2 + \left(\frac{S}{2} - g\right), \quad \tag{50a}
\]

\[
\frac{da}{dt} = -Ma + M_2 \left(C_2 - \frac{1}{2}\right) + \frac{S}{2} - g, \quad \tag{50b}
\]

\[
\frac{db}{dt} = -Mb + M_2 \left(C_2 + \frac{1}{2}\right) + \frac{S}{2} - g. \quad \tag{50c}
\]

It is now an elementary exercise to solve (50) for \(C_2(t), a(t),\) and \(b(t)\) given initial data \(C_2(0), a(0), b(0)\). A first observation is that provided our assumptions hold for all \(t \geq 0\) (i.e., the mass on the wall is fixed and \(a(t) > 0\)), the equilibrium solution for (50) corresponds to the disconnected state (25). Indeed, one can check that at the equilibrium for (50), \(a = d_1, \ b = d_1 + d_2,\) and \(C_2 = d_1 + d_2\), with \(d_1\) and \(d_2\) given by (38) in terms of \(S\).

Next we wish to use the reduced dynamics to determine under which perturbations the disconnected equilibria (25) are asymptotically stable. By inspecting the profile of \(\Lambda(x)\), we have already observed that these equilibria are unstable under infinitesimal perturbations which move mass off the wall (see Figures 1 and 2). Therefore disconnected equilibria can only be (asymptotically) stable with respect to perturbations of the free swarm. We take such a perturbation and consider the evolution of a density of the form

\[
\rho(x,t) = \bar{\rho}(x) + \hat{\rho}_2(x,t), \tag{51}
\]

where \(\bar{\rho}\) is the disconnected equilibrium (25) and \(\hat{\rho}_2\) has support away from the origin and zero mass. Note that density (51) can also be written in the separated form (44), where

\[
\rho_1(x) = S\delta(x) \quad \text{and} \quad \rho_2(x,t) = M_{1\{d_1,d_1+d_2\}}(x) + \hat{\rho}_2(x,t) \tag{52}
\]

The reduced dynamics (50) can be used to track the dynamics of the centre of mass \(C_2(t)\) and the support \([a(t),b(t)]\) of \(\rho_2(x,t)\), provided:

(i) no mass leaves the origin, and

(ii) no mass transfers from \(\rho_2\) to the origin.

We will quantify now when (i) and (ii) can happen. To address (i), one needs to inspect the velocity at origin, which computed by (2b) and (18) (see also (45)) gives:

\[
v(0,t) = P_0 \left(\int_{\Omega_2(t)} \left(y - \frac{1}{2}\right) \rho_2(y,t) \, dy - g\right)
= P_0 \left(M_2 \left(C_2(t) - \frac{1}{2}\right) - g\right).
\]

We find that no mass leaves the origin \( v(0, t) = 0 \) provided

\[
C_2(t) \leq \frac{1}{2} + \frac{g}{M_2}.
\]  

(53)

In particular, an initial perturbation \( \rho_2(\cdot, 0) \) in (51) must satisfy this restriction at \( t = 0 \).

For (ii), we note that mass transfer occurs when the left end of the support of the free swarm meets the wall and pushes into it. Mathematically, this amounts to have \( a = 0 \) and \( \frac{da}{dt} < 0 \) hold simultaneously. Otherwise, no transfer from the free swarm into the wall can take place. Using the exact solution for (50) (note that (50a) and (50b) can be solved separately from (50c)), we can locate the initial conditions \( a(0) \), \( C_2(0) \) for which (ii) holds for all times. Figure 4 illustrates the initial data \( a(0) \), \( C_2(0) \) with this property, for various mass ratios \( r_M \) (or equivalently, for various delta strengths \( S \)). Specifically, no mass transfer occurs for initial data in the region above the solid curve(s); also note that necessarily, \( C_2(0) > a(0) \).

Take a disconnected equilibrium \( \bar{\rho} \) and an initial perturbation \( \hat{\rho}_2 \) of the free swarm such that \( a(0) \), \( C_2(0) \) is in the region which guarantees that (ii) holds for all times; for the mass ratios considered in Figure 4, this amounts to taking \( a(0) \), \( C_2(0) \) above the corresponding solid curves. Also choose the initial perturbation such that \( C_2(0) \) satisfies (53). For zero gravity this simply means \( C_2(0) \leq \frac{1}{2} \), regardless of which equilibrium \( \bar{\rho} \) we consider perturbations about. For non-zero gravity however, the threshold \( 1/2 + g/M_2 \) depends on the equilibrium \( \bar{\rho} \); for the mass ratios in Figure 4(b) these thresholds are indicated by dashed lines. It is now easy to see from the dynamics (50a) of \( C_2 \) that once (53) is satisfied at the initial time, it will be satisfied for all times. Indeed, (50a) simply drives \( C_2 \) monotonically to the equilibrium value at \( \frac{1}{2} - \frac{g}{3} \).

These considerations imply that, starting from such an initial perturbation, conditions (i) and (ii) are satisfied for all times, and hence, (50) can be used to track the support and centre of mass of \( \rho_2 \). As noted above, the equilibrium for (50) recovers the centre of mass and the support of the free component of \( \bar{\rho} \); in Figure 4 the equilibrium locations are indicated by stars. From (24) we know that at the equilibrium of model (2), \( \rho_2 \) equals \( M \) everywhere on its support. Combining these facts, we conclude that the same equilibrium \( \bar{\rho} \) that we have perturbed about, is reached asymptotically, and hence, it is asymptotically stable with respect to the perturbations \( \hat{\rho}_2 \) that have been considered here.

Certain remarks are in order.

**Remark 3.4.** The calculations above do not restrict the size of the perturbations \( \rho \) in (51); the only restrictions are placed on the centre of mass \( C_2(0) \) and the left-end point \( a(0) \) of the perturbed free swarm at the initial time. Consequently, the basins of attraction of the disconnected equilibria are considerable in size and highly nontrivial. Section 3.3.2 will elaborate further on this point.

**Remark 3.5.** The connected equilibria \( (r_M = \infty \) and \( r_M = 1 \) in Figure 4) and their corresponding magenta curves have been included only for illustration. Strictly speaking, we should have shown only mass ratios that correspond to disconnected equilibria, for which the considerations in this subsection hold. Nevertheless, by a continuity argument, the magenta lines can be thought to correspond to disconnected equilibria that are arbitrarily close to the connected states. In fact, we infer from the figure that if we perturb the connected equilibrium such that the centre of mass of the free swarm decreases (the centres of mass of the connected equilibria for \( g = 0 \) and \( g = 0.125 \) are at 1/2 and 1/4, respectively), then mass will transfer to the wall and result dynamically in a disconnected state.

**Remark 3.6.** Regarding the solid curves in Figure 4, we found that there is a minimal mass ratio \( (r_M \approx 1 \) for \( g = 0 \) and \( r_M \approx 0.6 \) for \( g = 0.125 \) below which these curves do not cross through the relevant \( 0 < a(0) < C_2(0) \) region. For such mass ratios, any initial perturbation with \( 0 < a(0) < C_2(0) \) would dynamically result in (i) and (ii) being satisfied for all times, and hence, equilibrium \( \bar{\rho} \) being achieved at steady state. On the other hand, this observation also
implies that equilibria $\bar{\rho}$ with mass ratios below this threshold cannot be achieved dynamically starting from initial densities with different mass ratios (as no mass transfer into the origin occurs below the threshold). This fact is also supported by the numerical simulations in Section 3.3.2.

Figure 4: Disconnected equilibria (25) are asymptotically attracting certain initial densities of type (44). Considered are three mass ratios, one of which being the mass ratio of the minimizer (purple), for $g = 0$ and $g = 0.125$. An initial perturbation of $\bar{\rho}$ (see (51) and (52)) that has $a(0)$ and $C_2(0)$ in the region above the solid curves and $C_2(0) \leq 1/2 + g/M_2$, will evolve dynamically to the disconnected equilibrium of the corresponding mass ratio. An initial condition with $a(0)$, $C_2(0)$ below the curves will evolve dynamically to an equilibrium of a smaller mass ratio. The horizontal dashed lines in figure (b) indicate the thresholds $1/2 + g/M_2$ above which mass on the wall would lift off. Stars indicate the equilibrium locations for the colour-related line.

3.3.2 Non-trivial initial conditions leading to disconnected equilibria

We show in this section that a wide range of initial conditions can lead to disconnected states. Furthermore we show that the mass ratios of the resultant states follow trends related primarily to the initial centre of mass and secondarily to how close the swarm is to the wall.

To this end we consider initial states of particles with positions randomly generated from a uniform distribution on $(d_{1i}, d_{1i} + d_{2j})$, where $1 \leq i, j \leq 10$, and

1. $d_{1i}^{(i)} = \frac{1}{20} (i - 1)$, $d_{2j}^{(j)} = \frac{1}{10} j$, for $g = 0$,  
2. $d_{1i}^{(i)} = \frac{1}{40} (i - 1)$, $d_{2j}^{(j)} = \frac{1}{20} j$, for $g = 0.125$.  

We ran 50 particle simulations of $N = 1024$ particles for each interval $(d_{1i}^{(i)}, d_{1i}^{(i)} + d_{2j}^{(j)})$, with $1 \leq i \leq 10$ and $1 \leq j \leq 10$. We evolved the particle simulations until the state is steady and calculated the mass ratio of the resultant state.

For convenience of discussion later, denote the midpoint of the initial interval,

$$m_d = \frac{1}{2} \left( d_{1i}^{(i)} + (d_{1i}^{(i)} + d_{2j}^{(j)}) \right).$$
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We mention here as well that the centre of mass of the initial swarm will be close to this midpoint as we have drawn particle positions from a uniform distribution. This is particularly important in comparing with the results of Section 3.3.1, as the intervals \((d^{(i)}_1, d^{(i)}_1 + d^{(j)}_2)\) have been constructed in such a way that for \(i = 11 - j\) we have \(m_d = \frac{1}{2}\) for \(g = 0\) and \(m_d = \frac{1}{4}\) for \(g = 0.125\), in consideration of Figure 4 and Remark 3.5.

![Figure 5: Percentage of initial states which resulted in disconnected states for (a) \(g = 0\) and (b) \(g = 0.125\). Note that we find disconnected resultant states for a significant set of initial data.](image)

We find that for the \(g = 0\) case, all initial states with \(m_d < \frac{1}{2}\) resulted in a disconnected state and all initial states with \(m_d > \frac{1}{2}\) resulted in a connected state – see squares and circles in Figure 5(a) indicating percentages of disconnected states. This result is consistent with Remark 3.5. Furthermore we see that for \(m_d = \frac{1}{2}\) some resultant states were disconnected and some were connected, accounting for the fact that due to the random distribution of particles sometimes we have the centre of mass larger than \(\frac{1}{2}\) and sometimes smaller – see Figure 5(a).

For the case of \(g = 0.125\) we find relatively similar results. Figure 5(b) shows that for \(m_d < 0.15\) we always get disconnected resultant states and for \(m_d > 0.175\) we always get the connected equilibrium. For \(m_d = 0.15\) and \(m_d = 0.175\) the results can be mixed. We suspect in fact that there may be discrete numerical effects and that the true value of \(m_d\) where we observe variability in disconnected/connected resultant states is closer to \(\frac{1}{4}\), in support of Remark 3.5.

A discrete effect that occurs for \(g = 0\) for instance is when the correct resultant state has mass on the wall which is greater than zero but less than that of two particles; this case cannot be identified by the particle method as disconnected. Also note that this error, which favours connected states, is more likely to occur for larger \(d^{(i)}_1\).

We also computed the mass ratios of the resultant equilibria in these simulations and averaged over runs that have the same initial midpoint \(m_d\). In both the gravity and no gravity cases we found that the average resultant mass ratio tends to be smaller for smaller \(m_d\) – see Figure 6. The results further support that there indeed exists a minimal mass ratio for equilibria that can be achieved dynamically – see Remark 3.6.

### 3.3.3 Discrete energy dissipation

We wish to demonstrate that particle simulations which lead to disconnected states obey a discrete-space, discrete-time analog to (6). Let \(\Delta t\) be the length of time steps taken in a given particle simulation (see Section 4.4.1 for details on the implementation of the particle method).
and further let $s = n\Delta t$ and $t = (n + 1)\Delta t$ for $n \geq 0$ be two successive times in (6). We then have, after dividing by $\Delta t$,

$$
\frac{E[(n+1)\Delta t] - E[n\Delta t]}{\Delta t} = -\frac{1}{\Delta t} \int_{n\Delta t}^{(n+1)\Delta t} \int_{\Omega} |P_x(-\nabla K \ast \rho(x,\tau) - \nabla V(x))|^2 \rho(x,\tau) \, dx \, d\tau. \quad (57)
$$

We now check whether (57) holds in numerical simulations. To this purpose we transfer to a discrete space analog as per a particle simulation with particles of equal weight, namely $\frac{M}{N}$, where $N$ is the number of particles. Let $x_i$ represent the position of particle $i$. The discrete density is a superposition of delta accumulations at the particle locations:

$$
\rho^N(x,t) = \frac{M}{N} \sum_{i=1}^{N} \delta(x - x_i(t)),
$$

and the corresponding discrete energy (see (5)) is given by

$$
E[\rho^N] = \frac{M^2}{2N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} K(x_i(t) - x_j(t)) + \frac{M}{N} \sum_{i=1}^{N} V(x_i(t)). \quad (58)
$$

Note that $K(0) = 0$ in this context so we do not need to exclude the case of $i = j$ in the double sum representing social interaction.

Figure 7 shows (solid lines) the left-hand-side of (57) as computed from a particle simulation, with $E$ given by (58). The simulations correspond to emerging disconnected equilibria. Shown there are $g = 0$ and $g = 0.125$. Also plotted in the figure (dashed lines), but indistinguishable at the scale of the figure, are discrete-time approximations of the right-hand-side of (57); we used the trapezoidal rule to approximate the time integration and a discrete analog of the projection operator $P_x$ (c.f., Section 4.4.1). The difference between the two computed approximations fall within the discretization error of the particle method and hence, the results show that the energy dissipation formula (57) holds at the discrete level. Note also that the energy decays for all times and levels off as it approaches the equilibrium.
Figure 7: Verification of the energy dissipation formula (6) for particle simulations where more than one particle joins the wall and disconnected states are emerging. (a) $g = 0$ and (b) $g = 0.125$. Approximations of the left-hand-side of (57) (solid lines) and the right-hand-side of (57) (dashed lines) fall within the discretization error, and are indistinguishable at the scale of the figure.

### 3.4 Morse potential

In this subsection we consider the same problem setup as in Section 3.1 except we use the Morse-type potential investigated in [5]:

$$K(x) = -G L e^{-|x|/L} + e^{-|x|}.$$  

(59)

We consider the case of $G = 0.5$ and $L = 2$ throughout this subsection as these values were one of the cases highlighted in [5]. The main point we want to make is that the findings above apply to the Morse potential as well. In particular, there is a one-parameter family of disconnected equilibria to model (2), which are not energy minimizers, but are realized dynamically starting from a variety of initial conditions.

One can find explicit forms for the equilibria for the Morse potential in just the same way as we found explicit forms for the potential (18)-(19). We assume the solution form

$$\bar{\rho}(x) = S \delta(x) + \rho^*_s(x) \mathbb{1}_{[d_1,d_1+d_2]},$$  

(60)

with

$$\rho^*_s(x) = C \cos(\mu x) + D \sin(\mu x) - \frac{\lambda_2}{\epsilon},$$

$$\mu = \sqrt{\frac{\epsilon}{\nu}}, \quad \epsilon = 2(GL^2 - 1), \quad \nu = 2L^2(1 - G).$$  

(61)

The density $\rho^*_s$ of the free swarm comes from the free space solution found in [5].

Then we seek to satisfy, c.f. (27) and (8a),

$$\Lambda(0) = \lambda_1, \quad \Lambda(x) = \lambda_2 \quad \text{for} \ x \in [d_1,d_1+d_2], \quad S + \int_{d_1}^{d_1+d_2} \rho^*_s(x) \, dx = M.$$  

(62)

The Appendix shows the system of equations that arise from these conditions. We end up with four equations from requiring $\Lambda(x) = \lambda_2$ for $x \in [d_1,d_1 + d_2]$, as one can find that the
constant term on the left-hand-side is already \( \lambda_2 \) and the non-constant terms comprise four linearly independent terms in \( x \):

\[
-GL \exp\left(\frac{-x}{L}\right), \quad \exp(-x), \quad -GL \exp\left(\frac{x}{L}\right), \quad \exp(x).
\]

Together with \( \Lambda(0) = \lambda_1 \) and the mass constraint, this yields a system of six equations for seven unknowns \( (C, D, S, d_1, d_2, \lambda_1, \lambda_2) \), indicating a one-parameter family of equilibria, as in Sections 3.1 and 3.2. We solved numerically this system for various \( S \in [0, 1] \) fixed.

Figure 8(a) shows a disconnected equilibrium found by solving (62); the circle indicates the delta strength at origin and the solid line the free swarm. The \( \Lambda \) profile (dashed line) shows that such disconnected equilibria are not energy minimizers (as in Section 3.1). Figure 8(b) shows the connected equilibrium, which is in fact the free space solution from [5]. The connected equilibrium is an energy minimizer, as inferred from the \( \Lambda \) profile. In both plots note the excellent agreement with the particle simulations (crosses for delta aggregations and stars for free swarms). Finally, Figure 8(c) shows the energy of the equilibria (60), as a function of the mass ratio; as expected, the lowest energy is achieved by the connected state with \( d_1 = 0 \) (or equivalently, \( r_M = \infty \)).

The study in this subsection illustrates that the existence of (attracting) disconnected equilibria which are not minimizers, as well as of a minimizing equilibrium that is the connected state, are not specific properties of the potential (18)-(19), but seem to be quite generic.

### 4 Two dimensions: equilibria on half-plane

We consider equilibria in two dimensions, in the domain \( \Omega = [0, \infty) \times \mathbb{R} \). The boundary \( \partial \Omega = \{0\} \times \mathbb{R} \) can be interpreted as an impenetrable wall. The interaction kernel is given by (18)-(19), i.e., consists of Newtonian repulsion and quadratic attraction.

#### 4.1 No exogenous potential

As discussed in Section 2, in the absence of boundaries the equilibrium is a constant density in a disk [21]; in two dimensions the value of this constant density is \( 2M \) – see [23]. Similar to one dimension, in domains with boundaries we expect to have equilibria that consist in swarms
of constant densities away from the wall together with a possible aggregation build-up on the boundary.

Given the considerations above, we search for an equilibrium that consists of a constant density in a bounded domain $D$ that lies off the wall ($x_1 > 0$) and a Dirac delta accumulation on $\partial \Omega$. For consistency of notations with the study in one dimension, we take the horizontal extent of the free swarm $D$ to be $d_1 < x_1 < d_1 + d_2$, with $d_1 \geq 0$, $d_2 > 0$. Also, we assume symmetry in the vertical direction, and take the vertical extent of $D$ to be given by the lower and upper free boundaries $x_2 = -g(x_1)$ and $x_2 = g(x_1)$, respectively.

Specifically,

$$D = \{(x_1, x_2) \mid d_1 < x_1 < d_1 + d_2, -g(x_1) < x_2 < g(x_1)\},$$

and the equilibrium we look for has the the form:

$$\bar{\rho}(x_1, x_2) = f(x_2)\delta_{\Omega_1}(x_1, x_2) + 2M\mathbb{1}_D(x_1, x_2), \quad (64)$$

where the density profile $f(x_2)$ on the wall is assumed to have support $[-L, L]$.

The support $\Omega_{\bar{\rho}}$ of $\bar{\rho}$ consists of two components:

$$\Omega_1 = \{0\} \times [-L, L] \quad \text{and} \quad \Omega_2 = \bar{D}, \quad (65)$$

where the bar indicates the closure of the set.

As in one dimension, we focus our efforts on solving the necessary equilibrium condition (16). The unknowns in this case are the density profile $f$ on the wall along with its extent $L$, and the free boundary $g$ along with its horizontal extent given by $d_1$ and $d_2$. It can be immediately noted that this is a highly nonlinear problem and, unlike the one-dimensional case, a solution can only be sought numerically.

Denote the area of $D$ by $A$. By the mass constraint (8a) we find

$$\int_{-L}^L f(x_2)dx_2 + 2MA = M. \quad (66)$$

Calculate $\Lambda(x)$ for $x = (x_1, x_2) \in \Omega_{\bar{\rho}}$ using (11), where $K$ is given by (18)-(19) and $V = 0$. A generic point $y = (y_1, y_2) \in \Omega_{\bar{\rho}}$ can lie either on the wall or in $D$, along with its free boundary. Consequently, $\Lambda(x)$ consists of two terms:

$$\Lambda(x) = \int_{-L}^L \left( -\frac{1}{2\pi} \ln \frac{x_1^2 + (x_2 - y_2)^2}{x_1^2 + (x_2 - y_2)^2} \right) f(y_2)dy_2 + 2M \int_D \left( -\frac{1}{2\pi} \ln |x - y| + \frac{1}{2} |x - y|^2 \right) dy. \quad (67)$$

For an equilibrium, $\Lambda(x)$ has to be constant in each component of $\Omega_{\bar{\rho}}$:

$$\Lambda(x) = \lambda_1 \quad \text{in} \{0\} \times [-L, L], \quad \text{and} \quad \Lambda(x) = \lambda_2 \quad \text{in} \bar{D}. \quad (68)$$

Solving (68) numerically would be very expensive. First, it requires approximating $\Lambda$ on a two-dimensional numerical grid, where at each grid point we would have to evaluate numerically a convolution integral. Second, it requires a nonlinear solver to solve (68) at all grid points of this two-dimensional domain. We show below how one can reduce the dimensionality of the problem by making use of specific properties of the interaction potential.

Calculate the Laplacian of $\Lambda$ from (67):

$$\Delta\Lambda(x) = 2\int_{-L}^L f(y_2)dy_2 + 2M \left( -1 + 2\int_D dy \right) = 2\left( \int_{-L}^L f(y_2)dy_2 - M + 2MA \right), \quad (69)$$
where for the first equality we used \( \Delta \left( -\frac{1}{2\pi} \ln |x| \right) = -\delta \); in particular, the logarithmic term in the single integral \( \int_{-L}^{L} \) is harmonic for \( x \in D \).

Using the mass constraint \( \Lambda \), one can infer from \( \Lambda \) that \( \Lambda \) is harmonic in \( D \):

\[
\Delta \Lambda(x) = 0, \quad \text{for all } x \in D. \tag{70}
\]

This observation greatly simplifies the problem of solving \( \Lambda \). Indeed, provided \( \Lambda(x) = \lambda_2 \) is satisfied for \( x \in \partial D \) (i.e., only on the boundary of the free swarm), then by \( \Lambda \), using standard theory for harmonic functions, \( \Lambda(x) = \lambda_2 \) for all \( x \in D \). Consequently, \( \Lambda \) reduces to solving

\[
\Lambda(x) = \lambda_1 \quad \text{in } \{0\} \times [-L,L], \quad \text{and} \quad \Lambda(x) = \lambda_2 \quad \text{on } \partial D. \tag{71}
\]

We solve numerically equation \( \Lambda \) to find \( L, d_1, d_2, \lambda_1, \lambda_2 \), and the profiles \( f \) and \( g \) of the wall aggregation and the free boundary. Approximations for the latter are found on a uniform grid in the vertical, respectively horizontal, directions. Details on the numerical implementation are presented in Section 4.4.2; we only reemphasize here that there is a huge computational cost of solving \( \Lambda \) versus \( \Lambda \), by having reduced the dimensionality of the problem.

Similar to one dimension, we find both disconnected and connected solutions to \( \Lambda \). We present them separately. We note again that in all numerical simulations presented in this paper, the mass \( M \) is set to 1.

\textbf{Disconnected equilibria} \((d_1 > 0)\). As in one dimension, denote by \( r_M \) the ratio of the mass \( M_2 \) of the free swarm and the mass \( M_1 \) of the aggregation on wall:

\[
r_M := \frac{M_2}{M_1} = \frac{2MA\int_{-L}^{L} f(x_2)dx_2}{.} \tag{72}
\]

Numerical simulations suggest that disconnected solutions to \( \Lambda \) in the form \( \Lambda \) exist for all \( r_M \in (0, \infty) \). In fact, based on numerical explorations, we believe that there is a unique disconnected solution to \( \Lambda \) for every \( r_M \in (0, \infty) \) fixed. The limiting cases, i.e., the zero and infinite mass ratios, correspond to connected states, where all mass lies either on the wall or off the wall, respectively. These solutions will be elaborated below, where connected states are discussed.

To check whether the disconnected solutions are indeed equilibria, we compute numerically the velocity field at points on \( \Omega_1 \), the part of the support that lies on the wall, and inspect its horizontal component (c.f. Remark 2.1). For all the disconnected states we computed, we found that velocity vectors at various points located near and at the edges of the wall aggregation point toward the interior of the domain \( \Omega \). Consequently, their projections are not zero (see (4)) and the states we computed are not equilibria. This result clearly shows that (16) is only a necessary, but not sufficient, condition for equilibrium — see Remark 2.1.

The conclusion reached above is exactly the opposite of what has been found in one dimension, where all the disconnected solutions to (16) were steady states, though not local minima of the energy. The essentially different behaviour is due to the two dimensional geometry. In one dimension the distance from the wall to any point in the free swarm is necessarily parallel to the normal of the wall. In two dimensions this is not the case and some interactions between the wall swarm and the free swarm can be farther than the distance from the wall to the furthest extent of the free swarm in the horizontal direction. This enables more attractive forces to come into play, most noticeably at the edges of the wall swarm \( x = (0, \pm L) \). Indeed, the edges of the wall swarm are where one finds the largest velocities normal to and pointing away from the wall, if one finds them at all.

\textbf{Connected equilibria}. The first type of connected equilibria correspond to aggregations that lie entirely on the wall (no free swarm, \( r_M = 0 \)). This is a degenerate case of densities of form \( \Lambda \), where \( D \) is the empty set. The equilibrium in this case has the form of a delta-aggregation on the wall:

\[
\bar{\rho}(x_1, x_2) = f(x_2)\delta_{\partial D_1}(x_1, x_2). \tag{73}
\]
We find the density profile \( f(x_2) \) on the wall and its support \([-L, L]\) by solving numerically (13) in \( \Omega \). Note that the mass constraint (8a) implies:

\[
\int_{-L}^{L} f(x_2) \, dx_2 = M,
\]

while in our case (13) reduces to:

\[
\int_{-L}^{L} \left( -\frac{1}{2\pi} \ln |x_2 - y_2| + \frac{1}{2} (x_2 - y_2)^2 \right) f(y_2) \, dy_2 = \lambda, \quad \text{for all } x_2 \in [-L, L].
\]

We solve numerically (74) and (75) to find \( f, L \), and \( \lambda \). The wall profile \( f \) is shown in Figure 9(a), along with the density profile obtained from particle simulations; note the excellent agreement between the two. We also note here that the only initial configurations that can dynamically evolve into this equilibrium are those with initial support on the wall.

With this numerically computed solution we then checked (14), which here reads:

\[
\int_{-L}^{L} \left( -\frac{1}{2\pi} \ln \sqrt{x_1^2 + (x_2 - y_2)^2} + \frac{1}{2} (x_1^2 + (x_2 - y_2)^2) \right) f(y_2) \, dy_2 \geq \lambda, \quad \text{for all } (x_1, x_2) \in \Omega_c^\rho.
\]

Note that \( \Omega_c^\rho \) is the disjoint union of the two semi-infinite vertical lines \( \{0\} \times (-\infty, -L) \) and \( \{0\} \times (L, \infty) \), with the open half-plane \((0, \infty) \times \mathbb{R}\). A coloured contour plot of \( \Lambda(x) \) is shown (on the right) in Figure 9(a). As expected, the inequality above does not hold near the wall and hence, the equilibrium solution (73) is not an energy minimizer.

Figure 9: Equilibria on half-plane in two dimensions for \( V = 0 \) (no exogenous potential). (a) Equilibrium aggregation that lies entirely on the wall \( (r_M = 0) \). The solid line represents the density profile \( f \) on the wall as solved from (74) and (75). Note the excellent agreement with the particle simulations (blue stars). The equilibrium is not an energy minimizer, as indicated by the contour plot of \( \Lambda \) (shown on right). (b) Free swarm equilibrium \( (r_M = \infty) \) of constant density \( 2M \) in a disk of radius \( \frac{1}{\sqrt{2\pi}} \). The contour plot of \( \Lambda \), shown in the figure, demonstrates that this equilibrium is an energy minimizer. Note that there are no disconnected equilibria of form (64) in this case.

We note in passing that integral equations with logarithmic kernels such as (75) arise in the representation of a harmonic function in terms of single-layer potentials. Various analytical and numerical results have been derived for such equations \[33, 39\]. These results do not apply to our setting though, as in our problem the extent \( L \) of the boundary is also an unknown.
The second type of connected equilibria correspond to swarm equilibria in free space, and consist of a constant aggregation of density $2M$ in a disk of radius $\frac{1}{\sqrt{2\pi}}$. A representative equilibrium in this class can be considered the disk tangent to the wall at the origin — see Figure 9(b). This is an equilibrium in the form (64) where $f = 0$ (no delta aggregation on the wall) and $d_1 = 0$ (no separation). By taking arbitrary translations that keep the disk within $\Omega$, one can then find a family of such constant aggregations. The constant density equilibria are swarm minimizers, as (14) can be shown to hold; a contour plot of $\Lambda$ is also illustrated in Figure 9(b).

To argue that the connected equilibrium in Figure 9(b) is a global minimizer one should rule out the existence of minimizers that have other form than (64). In one dimension this was done via a simple explicit calculation – see Remark 3.2. Though such a simple argument does not seem to be available in two dimensions, we believe that the constant density in a disk is a global minimizer; for the problem in free space it was shown that such equilibrium configuration is in fact a global attractor [8, 21].

### 4.2 Linear exogenous potential

We consider an exogenous gravitational potential $V(x_1, x_2) = gx_1$, with $g > 0$. The domain is the same as above, the half-plane $\Omega = [0, \infty) \times \mathbb{R}$, so the exogenous forces are acting (horizontally) towards the wall. Note that $\Delta V = 0$ and by using this observation in the evolution equation (24) we infer that away from the wall the equilibrium densities are constant (equal to $2M$) on their support.

As in Section 4.1, we search for equilibria in the form (64), which consist in a delta aggregation on the wall and a constant density free swarm. The same variables and setup from Section 4.1 are being used here as well. In particular, the support $\Omega_\rho$ of the equilibrium is given by (65) and mass conservation leads to (66). We solve numerically the necessary condition for equilibrium (68), with $\Lambda(x)$ given by

$$\Lambda(x) = \int_{-L}^{L} \left( -\frac{1}{2\pi} \ln \sqrt{x_1^2 + (x_2 - y_2)^2} + \frac{1}{2} \left( x_1^2 + (x_2 - y_2)^2 \right) \right) f(y_2)dy_2 + 2M \int_D \left( -\frac{1}{2\pi} \ln |x - y| + \frac{1}{2} |x - y|^2 \right) dy + gx_1. \quad (76)$$

Since the gravitational potential has zero Laplacian, by the same argument as in the zero gravity case one concludes that $\Lambda$ is harmonic in $D$ (see (70)). Consequently, the problem reduces to solving (71), with $\Lambda$ given by (76). We solve this equation numerically to find approximations for $L$, $d_1$, $d_2$, and the profiles $f$ and $g$ of the wall aggregation and the free boundary.

As in one dimension, there is a critical value $g_c$ such that for $g > g_c$ there is no equilibrium in the form (64). The gravity in this case is too strong and pins all mass on the boundary of the domain; the only equilibrium is a delta aggregation on the wall. For $g < g_c$ however we find genuinely two-dimensional equilibria, which come in two flavours: connected and disconnected. In Section 4.3 we show how $g_c$ can be calculated in the two dimensional problem. We find $g_c = f(0)/2$, where $f$ is the density of the all-on-wall equilibrium (see (73) and Figure 9(a)). In our simulations with $M = 1$, $g_c \approx 0.564$. We now proceed in presenting the two cases separately.

**Case $g < g_c$.** Solutions to (71) of the form (64) exist only for mass ratios below a maximal value which we denote here by $\gamma(g)$. Recall that in one dimension, for subcritical gravities (note that in one dimension $g_c = M/2$), there exists a disconnected equilibrium for any mass ratio in the interval $(0, \sqrt{2g_c}/g - 1)$, where the maximal mass ratio $\sqrt{2g_c}/g - 1$ corresponds to the connected equilibrium (see Remark 3.3).

The subcritical gravity case in two dimensions parallels the findings in one dimension in the fact that for any fixed $g < g_c$, there exists a family of disconnected equilibria which approach, as the separation $d_1$ vanishes, a connected equilibrium supported on both the boundary and
the interior of $\Omega$. We parametrize this family of disconnected equilibria by $r_M$, the mass ratio defined in (72).

The major subtlety in two dimensions is that for low gravities, equilibria in the form (64) exist only for certain mass ratios in the interval $(0, \gamma(g))$. To illustrate this fact, we introduce a critical value $\tilde{g}_c$, with $\tilde{g}_c < g_c$ (as shown below, $\tilde{g}_c \approx 0.044$ for our simulations with $M = 1$). We find that for gravities $\tilde{g}_c < g < g_c$ there exists a disconnected equilibrium for any mass ratio in $(0, \gamma(g))$. On the other hand, for $g < \tilde{g}_c$, while solutions to (71) in the form (64) do exist for all $r_M \in (0, \gamma(g))$, not all of these solutions are equilibria. As a limiting case, we recover the findings from the zero gravity study, where none of the disconnected solutions to (71) were in fact equilibria. We now elaborate on these facts.

i) $\tilde{g}_c < g < g_c$.

**Disconnected equilibria.** For any fixed gravity $g \in (\tilde{g}_c, g_c)$, we find a family of disconnected solutions to (71) with mass ratios in the interval $(0, \gamma(g))$; as mentioned above, $\gamma(g)$ denotes the maximal value that the mass ratio of the two components can take for that particular $g$. In one dimension, $\gamma(g) = \sqrt{\frac{4e}{g}} - 1$ can be calculated explicitly, as discussed in Remark 3.3. In two dimensions we approximate $\gamma(g)$ numerically; see Figure 3(b). Note that $\gamma(g)$ is strictly decreasing and touches zero at $g = g_c$. This is consistent with the fact that at larger gravities, less mass can end up in the free swarm, and the range of $r_M$ decreases.

An illustration of a typical disconnected solution to (71) is shown in Figure 10(a); there $g = 0.064$. To check that these solutions are indeed equilibria, we compute numerically the velocity field at points on $\Omega_1$, the part of the support that lies on the wall, and inspect its horizontal component (see Remark 2.1). Based on these investigations we conclude that all the two-dimensional disconnected states we found here are indeed equilibria. Also, as in the one-dimensional case with subcritical gravity, these equilibria are not local minima for the energy, as (17) is not satisfied near the wall – see Figure 10(a) for a contour plot of $\Lambda$. Since $\Lambda(x)$ decreases from the wall to the free swarm, an infinitesimal perturbation of mass from the wall into the free swarm would bring the mass into the free swarm.

To further illustrate the point above, we compute the energy corresponding to the disconnected steady states. Figure 10(c) shows the plot of the energy $E[\rho]$ as function of mass ratio $r_M$, for $g = 0.064$; note that for this value of gravity, the maximal mass ratio is $\gamma(0.064) \approx 2.045$. We observe a monotonically decreasing profile that supports what has been noted above: taking mass from the wall and placing into $x_1 > 0$ would result dynamically into an equilibrium of larger mass ratio, which is more energetically favourable.

As the mass ratios of the disconnected equilibria increase toward the maximal value $\gamma(g)$, the free swarm gets closer and closer to the wall. This behaviour is consistent with the results in one dimension, where explicit calculations show that the separation $d_1$ approaches zero in such limit. Numerical evidence suggests that at $r_M = \gamma(g)$, the two-dimensional free swarm touches the wall and it forms a connected state. This aspect will be further discussed in the next paragraphs.

**Connected equilibria.** There exist two types of connected equilibria: one that corresponds to all mass on the wall ($r_M = 0$) and another that corresponds to the maximal mass ratio $r_M = \gamma(g)$. The first type can be obtained dynamically by initializing model (1) with a density that is supported entirely on the wall. In fact, since the gravitational forces vanish at the wall, the equilibrium density is identical to that computed in the zero gravity case — see equations (73), (75) and Figure 9(a). The only distinction comes in checking the minimization condition (14), which in the gravitational case reads:

$$
\int_{-L}^{L} \left( -\frac{1}{2\pi} \ln \sqrt{x_1^2 + (x_2 - y_2)^2} + \frac{1}{2} \left( x_1^2 + (x_2 - y_2)^2 \right) \right) f(y_2)dy_2 + gx_1 \geq \lambda, \quad \text{for all } (x_1, x_2) \in \Omega^c_p.
$$

The gravitational term, $gx_1$, merely translates the minimum of $\Lambda(x)$ shown in Figure 9(a)
towards the wall. This equilibrium is therefore not an energy minimizer until \( g = g_c \) when the minimum of \( \Lambda(x) \) becomes degenerate and \( \Lambda(x) = \lambda \) for \( x \in 0 \times [-L, L] \).

The connected equilibria of second type are supported on both the wall and the interior of \( \Omega \). As discussed above, they are realized when the free component of the disconnected state touches the wall in the limit \( r_M \to \gamma(g) \). Alternatively, one can search for a connected state independently, by assuming an equilibrium of the form (64), with a domain \( D \) that touches the wall \( (d_1 = 0) \). To this purpose we solved (13) numerically, with \( \Lambda(x) \) given by (76). Figure 10(b) shows the connected equilibrium found by this direct approach, for \( g = 0.064 \), along with a particle simulation that has reached this steady state. Our numerical investigations indicate that there is a unique such connected equilibrium. Also, the connected state is a local minimizer of the energy, as can be inferred from the contour plot of \( \Lambda \) shown in the same figure. Based on our study (see for instance Figure 10(c)), we believe in fact that this equilibrium is a global minimizer of the energy, though for a definite conclusion one has to rule out the possibility of having minimizers of a more general form than (64) – see Remark 3.2 for the one dimensional case.

Figure 11 illustrates the idea that the connected equilibrium is obtained from the disconnected states upon touching the wall. The solid lines in Figure 11(a) and 11(b) show the boundary and the wall density profile \( f \) of the connected equilibrium, respectively, for the same value of \( g \) used above \( (g = 0.064) \). The dashed lines correspond to the disconnected equilibrium with the largest mass ratio \( r_M < \gamma(g) \) (or equivalently, with the smallest separation \( d_1 > 0 \)) that we were able to obtain in numerical simulations. The findings indicate that when the free swarm touches the wall at \( r_M = \gamma(g) \), it establishes contact with the wall over an entire vertical segment, and not just at a single point. This suggests that there is a continuous deformation of the two component equilibrium into the connected equilibrium of mass ratio \( \gamma(g) \).

Finally, we remark that in our implementation for computing the connected equilibrium, we do not require \( g(0) = L \), that is, we do not ask for the extent of the delta-accumulation on the wall to match the boundary of the constant swarm in \( D \). We assume instead the inequality \( g(0) \leq L \), which allows the wall accumulation to extend beyond the points where the free boundaries \( x_2 = \pm g(x_1) \) meet the wall. And indeed, the equilibrium we find by solving (13) satisfies the strict inequality \( g(0) < L \).

ii) \( g < \tilde{g}_c \). As in case i), solutions to (71) of the form (64) exist for all mass ratios below a maximal value, which is denoted again by \( \gamma(g) \). The profile of \( \gamma(g) \) for \( g \in (0, \tilde{g}_c) \) is shown in Figure 3(b); note that it connects smoothly at \( g = \tilde{g}_c \) with \( \gamma(g) \) computed above for \( g \in (\tilde{g}_c, g_c) \). Also, similar to the one dimensional case, \( \gamma(g) \) approaches \( \infty \) as \( g \to 0 \).

To check whether the computed solutions to (71) are indeed equilibria (see Remark 2.1), we inspect the velocity field on the wall. For an equilibrium, the velocities on the wall (before applying the projection) should point into the wall, or equivalently, their horizontal components should be negative for all points in the support \([−L, L] \) of the wall density \( f \). We find that there is an entire range of disconnected solutions to (71), with mass ratios \( r_M \in (\alpha(g), \beta(g)) \) (here \( 0 < \alpha(g) < \beta(g) < \gamma(g) \), which are not steady states. Alternatively, disconnected equilibria exist only for mass ratios \( r_M \in (0, \alpha(g)) \cup (\beta(g), \gamma(g)) \).

Figure 12 illustrates the idea above for \( g = 0.04 < \tilde{g}_c \) and various mass ratios. At mass ratios \( r_M \in (\alpha(g), \beta(g)) \), the horizontal velocity is positive near the end of the wall profile (see curves labeled (3) and (4)). Hence mass would leave the wall and these solutions to (71) are not equilibria. For mass ratios outside this interval, the velocities are everywhere negative, and such solutions are indeed equilibria.

We approximate numerically \( \alpha(g) \) and \( \beta(g) \) and plot their profiles in Figure 3(b). Several observations can be inferred. First, the two profiles meet at \( \tilde{g}_c \), indicating a bifurcation of saddle-node type in the qualitative behaviour of solutions to (71). Second, the range \( (\alpha(g), \beta(g)) \) extends to \((0, \infty) \) in the limit \( g \to 0 \), which is consistent with the findings from the zero gravity case, i.e., no disconnected solution to (71) is a steady state. It is expected in fact that as \( g \) weakens, the free swarm components of the disconnected solutions tend to be further from the wall, indicating
Figure 10: Equilibria (64) on half-plane for $V(x_1, x_2) = g x_1$ (linear exogenous potential) with $g = 0.064$. (a)Disconnected state consisting in a free swarm of constant density and a delta aggregation on the wall. (b) Connected state with a constant density in a domain adjacent to the wall and a delta aggregation on the wall. (c) Energy of equilibria (64) as a function of the mass ratio; the lowest energy state corresponds to the connected equilibrium with $r_M = \gamma(g)$. 
Figure 11: Equilibria on half-plane in two dimensions for $V(x_1, x_2) = gx_1$, with $g = 0.064$: the disconnected equilibria approach a connected equilibrium state as the separation $d_1$ from the wall approaches 0 (or equivalently, $r_M$ approaches the maximal mass ratio $\gamma(g)$). (a) The solid line represents the connected solution of (64). The dashed line shows a disconnected equilibrium with a mass ratio $r_M = 1.873 < \gamma(g)$; this is the disconnected state with the largest mass ratio that we were able to obtain in our numerical investigations. (b) Profile $f$ of the density on the wall corresponding to the connected (solid line) and disconnected (dashed line) equilibria shown in plot (a).

more attractive forces on the wall profile near its ends. Additionally, weaker gravity means less force pushing towards the wall as well, accounting for the widening of the $(\alpha(g), \beta(g))$ region.

On the other hand, the equilibria with mass ratios $r_M \in (0, \alpha(g)) \cup (\beta(g), \gamma(g))$ have similar properties as those found in case i). Specifically, they are not local minimizers for the energy and they approach a connected equilibrium, with support on both the wall and the interior of $\Omega$, in the limit $r_M \to \gamma(g)$. The other connected equilibrium corresponds to the limit $r_M \to 0$ and represents an aggregation supported entirely on the wall. The profile of this wall equilibrium does not depend on the particular value of the gravity (see Figure 9(a)).

We confirmed all the findings above with particle simulations. In particular, we initialized the particle code at a disconnected state of form (64), with mass ratio in the range $(\alpha(g), \beta(g))$ and density support provided by the solutions to (71). We observed that indeed, such states are not equilibria, as particles near the end of the wall extent leave the wall and join the free swarm component.

Case $g > g_c$. The equilibrium in this case consists in a delta aggregation on the wall, of form (73), with mass constraint given by (74). As noted above, the exogenous potential $V$ vanishes on the support $\Omega_\beta = \{0\} \times [-L, L]$ of $\tilde{\rho}$, and hence solving (13) is identical to the zero gravity case (see (75)). We find the same density profile $f$ illustrated in Figure 9(a). By checking (77) one infers that this equilibrium is a local minimizer of the energy. Given that it is the only equilibrium possible in this case, it is in fact a global minimizer.

4.3 Calculation of critical gravity $g_c$

To calculate the critical gravity $g_c$ we consider the equilibrium consisting of all mass on the wall – see (73) and Figure 9(a). We then pose the question: How strong does gravity need to be such
Figure 12: Horizontal velocity (before taking the projection (3)) along wall profile of solutions to (71) for \( g = 0.04 < \bar{g}_c \) and (1) \( r_M = 1.531 \), (2) \( r_M = \beta(g) \approx 1.379 \), (3) \( r_M = 1.078 \), (4) \( r_M = 0.744 \), (5) \( r_M = \alpha(g) \approx 0.439 \), (6) \( r_M = 0.362 \). Note the positive velocities for \( r_M \in (\alpha(g), \beta(g)) \), that is, in (3) and (4), indicating that mass would leave the wall and thus these solutions are not steady states. See also Figure 3(b).

that a particle placed in the interior of \( \Omega \) always feels a velocity towards the wall? We consider such a particle at position \((\epsilon, 0)\) with \( \epsilon > 0 \). We get from (2b) that the velocity in the horizontal direction felt by this particle is

\[
v_1 = -\int_{-L}^{L} \left(1 - \left(\frac{2\pi(\epsilon^2 + x_2^2)}{1}\right)\right) \epsilon f(x_2) dx_2 - g.
\]

To study the competition between social and gravitational forces one can focus just on the social velocity, defined by

\[
v_1^s = -\int_{-L}^{L} \left(1 - \left(\frac{2\pi(\epsilon^2 + x_2^2)}{1}\right)\right) \epsilon f(x_2) dx_2,
\]

representing the velocity acting on the particle by interaction with the aggregation on the wall. With this notation, the horizontal velocity \( v_1 \) can be written as

\[
v_1 = v_1^s - g.
\]

We first investigate numerically which \( \epsilon \) maximizes the social velocity. To that purpose, we take the approximation of the wall density profile \( f(x_2) \) (see Figure 9(a)) and evaluate (78) for \( \epsilon \in (0, 1] \). We do not evaluate directly at \( \epsilon = 0 \) because there is a discontinuity there as the particle ceases to feel any velocity in the horizontal direction once \( \epsilon = 0 \). We refer to Section 4.4 for details on how \( v_1^s \) is approximated.

The numerical investigation indicates that \( v_1^s \) is maximized in the limit as \( \epsilon \to 0 \) – see Figure 13. To further cement this evidence, we note that this is expected, as repulsion (corresponding
to positive velocity in this case) becomes stronger as distances shrink. Returning to the question we posed at the beginning, by (79), gravity is strong enough to yield negative horizontal velocity \( v_1 \) provided \( g \) is larger than the maximal social velocity. Consequently, we set

\[
g_c = \lim_{\epsilon \to 0} v_1^s. \tag{80}
\]

Figure 13: Social velocity (78) acting from the aggregation on the wall (see (73) and Figure 9(a)) on a particle at position \((\epsilon, 0)\).

In our simulations, an approximation of \( \lim_{\epsilon \to 0} v_1^s \) can already be inferred from Figure 13. A more instructive and explicit formula can be derived however by taking the limit directly in (78):

\[
\lim_{\epsilon \to 0} v_1^s = \lim_{\epsilon \to 0} \int_{-L}^{L} \frac{\epsilon}{2\pi(\epsilon^2 + x_2^2)} \left(2\pi(\epsilon^2 + x_2^2)\right)^{-1} f(x_2)dx_2. \tag{81}
\]

Assume that \( f(x_2) \) has a convergent Taylor series centred on \( x_2 = 0 \):

\[
f(x_2) = f(0) + \sum_{n=1}^{\infty} c_{2n}x_2^{2n}. \tag{82}
\]

Note that we have used here the symmetry of the wall profile about \( x_2 = 0 \). Equations (81) and (82) then give

\[
\lim_{\epsilon \to 0} v_1^s = f(0) \lim_{\epsilon \to 0} \int_{-L}^{L} \frac{\epsilon}{2\pi(\epsilon^2 + x_2^2)} dx_2 + \lim_{\epsilon \to 0} \int_{-L}^{L} \sum_{n=1}^{\infty} \frac{\epsilon c_{2n}x_2^{2n}}{2\pi(\epsilon^2 + x_2^2)} dx_2. \tag{83}
\]

Observe that

\[
\left| \lim_{\epsilon \to 0} \int_{-L}^{L} \sum_{n=1}^{\infty} \frac{c_{2n}x_2^{2n}}{2\pi(\epsilon^2 + x_2^2)} dx_2 \right| \leq \left| \lim_{\epsilon \to 0} \int_{-L}^{L} \sum_{n=1}^{\infty} \frac{1}{2\pi} c_{2n}x_2^{2n-2} dx_2 \right| \leq \frac{1}{2\pi} \left| \lim_{\epsilon \to 0} \int_{-L}^{L} \sum_{n=1}^{\infty} 2n(2n - 1)c_{2n}x_2^{2n-2} dx_2 \right| = 0, \tag{84}
\]

where we have assumed that \( f''(x_2) \) has a convergent Taylor series as well.
Also, by an explicit calculation,
\[
\lim_{\epsilon \to 0} \int_{-L}^{L} \frac{\epsilon}{2\pi (\epsilon^2 + x^2)} \, dx = \frac{1}{2}.
\] (85)

With (83)-(85), (80) gives
\[
g_c = \frac{1}{2} f(0).
\] (86)

Our numerical simulations yield \( f(0) \approx 1.128 \) (cf., Figure 9(a)), and hence we find \( g_c \approx 0.564 \). This value also agrees with Figure 13 (as it should).

4.4 Numerical implementations

4.4.1 Particle method

Consider \( N \) particles with positions \( x_i \) and velocities \( v_i \). In free space, the particle method for model (1) is simply implemented by numerically integrating
\[
\frac{dx_i}{dt} = v_i, \quad (87a)
\]
\[
v_i = -\sum_{j \neq i} \nabla K(x_i - x_j) - \nabla V(x_i), \quad (87b)
\]
with \( 1 \leq i \leq N \).

In domains with boundaries, one needs to consider the possibility of a particle meeting the boundary within a time step. Let \( \Delta t \) denote the time step used in simulations and for simplicity consider an explicit Euler method for time integration. If within a time step, particle \( i \) meets the boundary, then, in accordance to (2b) and (3), from the moment of collision it only continues to move in the tangential direction to the boundary.

For the one dimensional problem on half-line, this simply means that, had a particle at \( x_i \) with velocity \( v_i \) reached the origin within a time step \( \Delta t \), then it should simply be placed at the origin at the end of the time step. The resulting integrating scheme is then given by
\[
x_i(t + \Delta t) = x_i(t) + \Delta t \tilde{P}_{x_i} v_i(t), \quad (88)
\]
where the projection operator \( \tilde{P}_{x_i} \), which generalizes (3), is given by:
\[
\tilde{P}_{x_i} v_i = \begin{cases} 
  v_i & \text{if } x_i + \Delta t v_i \geq 0 \\
  -\Delta t^{-1} x_i & \text{otherwise}.
\end{cases} \quad (89)
\]

For the two dimensional problem on half-plane we should acknowledge that the vertical velocity of a particle remains unchanged upon colliding with the wall. In this case, a particle \( x_i = (x_{i,1}, x_{i,2}) \) with current velocity \( v_i = (v_{i,1}, v_{i,2}) \) updates its position according to (88), except that in two dimensions the discrete projection operator is
\[
\tilde{P}_{x_i} v_i = \begin{cases} 
  (v_{i,1}, v_{i,2}) & \text{if } x_{i,1} + \Delta t v_{i,1} \geq 0 \\
  (-\Delta t^{-1} x_{i,1}, v_{i,2}) & \text{otherwise}.
\end{cases} \quad (90)
\]

We used several general methods for getting disconnected states:

- Using initial states that are highly concentrated (very small support) and very close (or adjacent to) the wall.
- (1D) Using initial states as in Section 3.3.1 (in separated form) or as in Section 3.3.2 (randomly generated from a uniform distribution on a segment in \( \Omega \)).
• Manually removing particles from the wall and placing them into the free swarm. This allows us to see representations of all disconnected equilibria even if they are not dynamically achievable.

Lastly we mention particular issues that can arise with regards to the choice of time step $\Delta t$. There are two phenomena that one can observe:

• If particles are very concentrated and/or $\Delta t$ is too large then one can observe erratic dynamics where particles are sent far away from the free swarm.

• Related to the item above, particle methods applied in the manner described here tends to over-approximate the number of particles on the wall in their resultant states, though generally these errors are relatively small and we have investigated the severity through decreasing the time step.

4.4.2 Discretization of the first variation of the energy (equations (27) and (71))

$1D$ case. We assume a solution of the form (25) where we now treat $S$, $d_1$, and $d_2$ as variables to be determined by satisfying (71). Furthermore we also focus on the disconnected state, so $\lambda_1$, $\lambda_2$ are also variables. We use the term observers in this context to describe points along the boundary of $\Omega_{\rho}$ at which we evaluate $\Lambda(x)$. In one dimension we only require 3 observers – see Figure 14. Finally, we consider the mass constraint (26) and the mass ratio (43); in general we keep $r_M$ and $M$ fixed.

Then our system of equations encompasses (26), (43), and

$$\Lambda(0) = \lambda_1, \quad \Lambda(d_1) = \lambda_2, \quad \Lambda(d_1 + d_2) = \lambda_2.$$  

for a total of 5 equations for 5 unknowns. We also mention that if one fixes the mass ratio to be that of the minimizer for a given gravity $g$, then the result from solving the system of equations is one with $|\lambda_2 - \lambda_1|$ and $d_1$ below the tolerance of the solver and so effectively recovering the connected solution.

![Figure 14](image.png)

Figure 14: Abstracted solution presumed in the numerical solver in one dimension showing locations of observers where we solve $\Lambda(x)$ to be a constant. Variables for the system are $d_1$, $d_2$, $S$, $\lambda_1$, and $\lambda_2$ as shown in the figure.

$2D$ case - Disconnected. Recall symmetry about $x_2 = 0$ so we need only focus on half the space but can extend to the full space using symmetry. We now assume a solution of the form
where \(d_1, d_2, L, \lambda_1, \lambda_2\), as well as the profiles \(f(x_2)\) and \(g(x_1)\) need to be determined. We define equidistant vertical and horizontal grids

\[
y_i = \frac{L}{N_f} i, \quad 0 \leq i \leq N_f, \quad x_j = d_1 + \frac{d_2}{N_g} j, \quad 0 \leq j \leq N_g,
\]

along with midpoints \(y_i^* = \frac{1}{2}(y_{i-1} + y_i)\) for \(1 \leq i \leq N_f\) and \(x_j^* = \frac{1}{2}(x_{j-1} + x_j)\) for \(1 \leq j \leq N_g\).

We seek to find the \(N_f + N_g\) variables

\[
f(y_i^*) = f_i, \quad 1 \leq i \leq N_f, \quad g(x_j^*) = g_j, \quad 1 \leq j \leq N_g.
\]

The profile density \(f\) and the free boundary \(g\) are then extended with a linear interpolant.

To solve for (71) we use observers at \((0, y_i)\) for \(0 \leq i \leq N_f\), \((x_j^*, g_j)\) for \(1 \leq j \leq N_g\), \((d_1,0)\), and \((d_1 + d_2,0)\) – see Figure 15(a). We also have the mass constraint (66) and the mass ratio constraint (72). Together we have \(N_f + N_g + 5\) conditions in total and \(N_f + N_g + 5\) variables.

Figure 15: Abstracted disconnected (a) and connected (b) solutions presumed in the numerical solver in two dimensions showing locations of observers where we solve \(\Lambda(x)\) to be a constant. Variables for the system are \(d_1, d_2, L, \lambda_1, \lambda_2\), and \(f(x_2)\) and \(g(x_1)\) evaluated on the numerical grid (see (93)).

2D case - Connected. The connected state implementation has the same prescription in dealing with \(f(x_2)\) but differs for the free boundary \(g\). First, we loose the point \((d_1,0)\) as \(d_1 = 0\) and we do not pin this edge now. Secondly, we drop the mass ratio condition and now we only have \(\lambda\) as \(\lambda_1 = \lambda_2 =: \lambda\). These are the only differences though and we wind up with \(N_f + N_g + 4\) conditions and \(N_f + N_g + 4\) variables – see Figure 15(b).

The system of equations is solved with MATLAB’s `fsolve` using default settings and integrals are evaluated with MATLAB’s `integral` or `integral2` for 1D and 2D integration respectively. When using `integral2` we use the iterated method setting.
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5 Appendix

We provide below the six equations derived from (62). The four equations that ensure \( \Lambda(x) = \lambda_2 \) for \( x \in [d_1, d_1 + d_2] \) are:

\[
\frac{C}{L^2 + \mu^2} \exp \left( \frac{d_1}{L} \right) \left( - \frac{1}{L} \cos(\mu d_1) - \mu \sin(\mu d_1) \right) + \ldots
\]

\[
\frac{D}{L^2 + \mu^2} \exp \left( \frac{d_1}{L} \right) \left( - \frac{1}{L} \sin(\mu d_1) + \mu \cos(\mu d_1) \right) + \frac{L \lambda_2}{\epsilon} \exp \left( \frac{d_1}{L} \right) + S = 0,
\]

\[
\frac{C}{1 + \mu^2} \exp (d_1) \left( - \cos(\mu d_1) - \mu \sin(\mu d_1) \right) + \ldots
\]

\[
\frac{D}{1 + \mu^2} \exp (d_1) \left( - \sin(\mu d_1) + \mu \cos(\mu d_1) \right) + \frac{L \lambda_2}{\epsilon} \exp (d_1) + S = 0,
\]

\[
\frac{C}{L^2 + \mu^2} \exp \left( - \frac{d_1 + d_2}{L} \right) \left( - \frac{1}{L} \cos(\mu (d_1 + d_2)) + \mu \sin(\mu (d_1 + d_2)) \right) + \ldots
\]

\[
\frac{D}{L^2 + \mu^2} \exp \left( - \frac{d_1 + d_2}{L} \right) \left( - \frac{1}{L} \sin(\mu (d_1 + d_2)) - \mu \cos(\mu (d_1 + d_2)) \right) + \frac{L \lambda_2}{\epsilon} \exp \left( \frac{-(d_1 + d_2)}{L} \right) = 0,
\]

\[
\frac{C}{1 + \mu^2} \exp (- (d_1 + d_2)) \left( - \cos(\mu (d_1 + d_2)) + \mu \sin(\mu (d_1 + d_2)) \right) + \ldots
\]

\[
\frac{D}{1 + \mu^2} \exp (- (d_1 + d_2)) \left( - \sin(\mu (d_1 + d_2)) - \mu \cos(\mu (d_1 + d_2)) \right) + \frac{\lambda_2}{\epsilon} \exp (- (d_1 + d_2)) = 0.
\]

The equation that ensures \( \Lambda(0) = \lambda_1 \) is

\[-GL\left( \frac{C}{L^2 + \mu^2} \exp \left( \frac{-y}{L} \right) \left( - \frac{1}{L} \cos(\mu y) + \mu \sin(\mu y) \right) + \frac{D}{L^2 + \mu^2} \exp \left( \frac{-y}{L} \right) \left( - \frac{1}{L} \sin(\mu y) - \mu \cos(\mu y) \right) + \ldots \right) \bigg|_{y=d_1+d_2}\]

\[= \frac{L \lambda_2}{\epsilon} \exp \left( \frac{-y}{L} \right) \bigg|_{y=d_1} + \frac{C}{1 + \mu^2} \exp (-y) \left( - \cos(\mu y) + \mu \sin(\mu y) \right) + \ldots \bigg|_{y=d_1} + \frac{D}{1 + \mu^2} \exp (-y) \left( - \sin(\mu y) - \mu \cos(\mu y) \right) + \frac{\lambda_2}{\epsilon} \exp (-y) \bigg|_{y=d_1} + S(1 - GL) = \lambda_1.
\]

Finally, the mass constraint equation gives

\[S + \frac{C}{\mu} (\sin(\mu (d_1 + d_2)) - \sin(\mu d_1)) - \frac{D}{\mu} (\cos(\mu (d_1 + d_2)) - \cos(\mu d_1)) - \frac{\lambda_2 d_2}{\epsilon} = M.
\]