Nonlocal control of pulse propagation in excitable media
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Abstract We study the effects of nonlocal control of pulse propagation in excitable media. As a generic example for an excitable medium the FitzHugh-Nagumo model with diffusion in the activator variable is considered. Nonlocal coupling in form of an integral term with a spatial kernel is added. We find that the nonlocal coupling modifies the propagating pulses of the reaction-diffusion system such that a variety of spatio-temporal patterns are generated including acceleration, deceleration, suppression, or generation of pulses, multiple pulses, and blinking pulse trains. It is shown that one can observe these effects for various choices of the integral kernel and the coupling scheme, provided that the control strength and spatial extension of the integral kernel is appropriate. In addition, an analytical procedure is developed to describe the stability borders of the spatially homogeneous steady state in control parameter space in dependence on the parameters of the nonlocal coupling.

PACS. 0 5.45.-a, 05.65.+b, 82.40.Ck

1 Introduction

Excitable media occur in a wide range of physical, chemical, biological, as well as socio-economic systems, and they are often modelled as nonlinear reaction-diffusion systems [1,2,3,4], which for certain parameter ranges support traveling excitation pulses. An important application in neuroscience is the propagation of information as electrical pulses along a nerve fiber. Excitation pulses in the form of spreading depression or depolarization are also associated with pathological states of brain activity occurring, for instance, during migraine or stroke [5,6]. If, in addition to local diffusion, nonlocal spatial coupling is present, this represents an important internal control mechanism in neuronal wave dynamics. The resulting spatio-temporal patterns in nonlocally coupled reaction-diffusion systems can be quite complex, ranging from traveling waves, Turing patterns, and pulse trains to spatio-temporal chaos [7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22]. Such nonlocal couplings in the form of integrals with a spatial kernel can be derived as limiting cases of two- or three-component activator-inhibitor reaction-diffusion models with or without advection, when fast inhibitor variables are eliminated adiabatically [23,24,25,26,27]. In particular, asymmetric spatial kernels [27] arise from differential advection of some chemical species, e.g., in heterogeneous catalysis, marine biology, or ecology [28,29,30,31,32,33]. It has been shown that the adiabatic elimination of a fast variable in a three-variable system results in a nonlocal integral term that has the form of an exponential kernel [26], see also [27]. In the limit of global spatial coupling, i.e., fast diffusion of the eliminated variable, a large number of experimental and theoretical studies, e.g., in the CO oxidation on platinum surfaces [34,35] and other catalytic processes [28], as well as in electrochemistry [36] or in semiconductors [37,38] have shown that global feedback can control propagating waves and generate spatially periodic patterns such as Turing patterns or travelling waves [39]. In electrochemistry, models with explicit nonlocal coupling have been derived from more elementary models by applying a Green’s function formalism, see e.g. [40]. Nonlocal coupling plays also an essential role in the formation of chimera states in systems of coupled oscillators [41,42,43,44,45,46,47,48].

In neuronal systems, especially in the visual cortex, several experimental studies have given evidence for nonlocal long-range connectivity of neurons [49,50]. In the framework of the FitzHugh-Nagumo model of excitable dynamics augmented by a spatially discrete nonlocal coupling term, it was shown that traveling pulses in one spatial dimension can be suppressed by various control schemes of spatially nonlocal or time-delayed coupling [51,52]. This has been explained by the effective change of the excitation threshold of the original reaction-diffusion system by nonlocal interaction at a certain spatial distance and a certain coupling strength. The nucleation and propagation of spatially localized reaction-diffusion waves has also been studied in two-dimensional flat [53] and curved surfaces [54] under global spatial feedback in the framework of the FitzHugh-Nagumo model. In particular, it was shown that the stability of propagating wave segments depends crucially on the curvature of the surface [54]. In two- and three-dimensional excitable media more complex spatio-temporal patterns like 2D spiral waves and 3D scroll waves can arise [55,56,57].
While much work has been done on the effect of time-delayed feedback upon spatio-temporal patterns in reaction-diffusion systems, e.g., [53,55,60,61], no systematic investigation of the influence of a distributed nonlocal spatial coupling upon pulse propagation in excitable media has been carried out to the best of our knowledge.

In this paper we restrict ourselves to one-dimensional excitable media modelled by the FitzHugh-Nagumo equations, and study the effects of nonlocal spatial couplings upon pulse propagation. In contrast to previous work [51] [52], where the nonlocal coupling was modelled by the dynamical variable taken at a certain discrete spatial distance, here the nonlocal coupling is described by an integral over space weighted with a spatial kernel, which is chosen as rectangular, exponential, or Mexican-hat like. A Mexican-hat kernel is a superposition of two Gaussians with opposite sign and different widths, and hence models a nonmonotonic spatial interaction which is attractive for small distances and repulsive for large distances; it is of particular relevance for interacting cortical neurons since they combine excitatory coupling of neighbouring cells with long-range inhibitory interactions of distant cells [49] [62,63]. We show that the resulting spatio-temporal patterns can be acceleration, deceleration, and suppression of propagating pulses as well as generation of Turing patterns, and multiple pulses and blinking traveling waves, depending upon the type of spatial kernel, the coupling strength, the coupling range, and the coupling scheme. Specifically, we will extend our previous work [52] in three directions: First of all, we consider spatially extended integral kernels, such as the exponential and the Mexican hat function. Second, we do not only investigate the suppression of propagating pulses but show that nonlocal control can also be used to accelerate or decelerate pulses as well as to generate pulses or wave trains. We will take all these effects into account and explore systematically the control parameter space showing where to expect which kind of behavior, i.e., we vary the strength and range of the coupling, and the coupling scheme for different nonlocal coupling kernels. Thus we provide an exhaustive picture how nonlocal coupling affects pulse propagation in an excitable medium. Finally, we will gain some analytical insights by analyzing the stability of the homogeneous steady state, and determining how its stability is affected by nonlocal control. We show that the control scheme enables the generation of a plethora of different instabilities.

The organization of the paper is as follows. In section 2 we introduce the FitzHugh-Nagumo model with nonlocal coupling. In section 3 a linear stability analysis of the homogeneous steady state is performed, which gives rise to various spatio-temporal instabilities. In section 4 we present simulations of the nonlinear reaction-diffusion equations with different nonlocal kernels, and discuss the resulting complex patterns.

2 FitzHugh-Nagumo model with nonlocal coupling

In this paper an excitable medium is modeled by the generic FitzHugh-Nagumo (FHN) system [54,55,60] which is spatially extended in one dimension by diffusion only in the activator variable:

\[ \dot{u} = u - \frac{u^3}{3} - v + \partial_{xx}u, \]  

\[ \epsilon^{-1} \dot{v} = u + \beta, \]  

where \( u \) and \( v \) denote the activator (membrane potential) and the inhibitor (recovery variable), respectively, \( 0 < \epsilon \ll 1 \) separates the time scale of the fast activator \( u \) and the slow inhibitor \( v \), and \( \beta \) is an indicator for the excitability of the system. The diffusion constant is scaled to unity. In the excitable regime (\( \beta > 1 \)) there exists a stable homogeneous steady state. These equations show – for appropriate values of \( \epsilon \) and \( \beta \) – the well-known behavior of supporting traveling pulses and waves after supra-threshold excitations. Throughout this paper we use the parameters \( \epsilon = 0.08 \) and \( \beta = 1.2 \). The spatially homogeneous steady state is given by:

\[ (u^*, v^*)^T = \left( -\beta, \frac{\beta^3}{3} - \beta \right)^T. \]

Now a nonlocal control term \( \hat{K} \) is added to the system Eqs. (1) and (2). Introducing the vector notation \( U = (u, v)^T \), we can write the nonlocally coupled FHN system as:

\[ E \dot{U} = F(U) + \hat{D}U + \hat{K}U, \]

where

\[ E = \begin{pmatrix} 1 & 0 \\ 0 & \epsilon^{-1} \end{pmatrix}, \]

is the time scale separation matrix, \( F(U) \) describes the FHN dynamics given by the right hand sides of Eqs. (1), (2), and

\[ \hat{D} = \begin{pmatrix} \partial_{xx} & 0 \\ 0 & 0 \end{pmatrix}, \]

is the diffusion matrix. The nonlocal control operator \( \hat{K} \) is defined as follows:

\[ \hat{K}U = \kappa A \left[ \int U(x - x') \ker(x') \, dx' - \eta U(x) \right], \]

where \( \kappa \in \mathbb{R} \) is the control strength, \( A \in \mathbb{R}^{2 \times 2} \) is a 2 \( \times \) 2 coupling matrix, which may be chosen, e.g., as one of the following:

\[ A^{uu} = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad A^{vv} = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \]

\[ A^{uv} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad A^{vu} = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \]

are integral over space weighted with a spatial kernel, which is chosen as rectangular, exponential, or Mexican-hat like. A Mexican-hat kernel is a superposition of two Gaussians with opposite sign and different widths, and hence models a nonmonotonic spatial interaction which is attractive for small distances and repulsive for large distances; it is of particular relevance for interacting cortical neurons since they combine excitatory coupling of neighbouring cells with long-range inhibitory interactions of distant cells [49] [62,63].
where the superscripts label the coupling scheme, e.g., $A^{uu}$ denotes a matrix representing the coupling scheme $uu$. The function $\ker(x)$ is an integral kernel satisfying:

$$
\ker(x) = \ker(-x), \quad \int_{-\infty}^{\infty} |\ker(x)| \, dx = 1.
$$

The term

$$
\eta U(x) = \int \ker(x') \, dx' \, U(x)
$$

in Eq. (4) is introduced in order to make the control noninvasive with respect to the homogeneous steady state, i.e., the homogeneous steady state is not changed by the control term $KU$. In this paper we will focus on the following three symmetric integral kernels:

$$
\begin{align*}
\ker(x) &= \frac{1}{\pi} \left( \delta(x + \sigma) + \delta(x - \sigma) \right), \quad (10) \\
\ker(x) &= \frac{N}{\sigma \sqrt{\pi}} e^{-\frac{x^2}{\sigma^2}}, \quad (11) \\
\ker(x) &= \frac{N}{\sigma \sqrt{\pi}} \left( \frac{1}{\pi} e^{-\frac{x^2}{2\sigma^2}} - e^{-\frac{x^2}{2\sigma^2}} \right), 0 < r < 1, \quad (12)
\end{align*}
$$

where $\sigma$ is a characteristic nonlocal coupling range, and $r = \sigma_\epsilon/\sigma_1 < 1$ describes the ratio of short-range excitatory ($\sigma_1$) and long-range inhibitory ($\sigma_\epsilon$) interaction in the Mexican hat kernel Eq. (12). The prefactor $N$ is chosen such that the kernel in Eq. (12) is normalized in the $L_1$ norm. For the $\delta$-function Eq. (11) $\eta = 1$ (to secure noninvasiveness), while for the Mexican hat kernel Eq. (12) $\eta = 0$. Figure 1 shows plots of these kernels, and additionally an anisotropic $\delta$-function kernel $\ker(x) = \delta(x + \sigma)$ (corresponding to backward coupling only) and a rectangular kernel which simplifies to the symmetric $\delta$-function kernel in the limit of zero width $w$. Suppression of pulse propagation by isotropic (symmetric) and anisotropic (asymmetric) $\delta$-function integral kernels has already been studied by Schneider et al. [52].

3 Stability analysis

Before investigating the effects of the control upon a traveling pulse, we will focus on the instabilities of the homogeneous steady state (HSS) first. This will allow us to get some analytical insight. After a survey of the possible spatio-temporal instabilities in excitable media we will analytically describe the stability borders in the control parameter space of the control strength $\kappa$ and the nonlocal coupling range $\sigma$.

3.1 Instabilities of the homogeneous steady state

Generally, the stable homogeneous steady state of a spatially extended system can become unstable by different spatio-temporal bifurcations when the control parameters are changed. We characterize the different instabilities by the behavior of the dispersion relation obtained from a linear stability analysis of the homogeneous steady state, i.e., the eigenvalue $A(\kappa)$ in dependence upon the wavenumber $k$. Depending upon the value $k_\epsilon$ at which the bifurcation ($\text{Re} A(k_\epsilon) = 0$) occurs and the corresponding imaginary part of the eigenvalue $\text{Im} A(k_\epsilon)$, four different cases can be distinguished: (i) A Hopf instability causing spatially homogeneous oscillations occurs for $k_\epsilon = 0$ and $\text{Im} A(k_\epsilon) \neq 0$. (ii) A Turing instability is given when $k_\epsilon \neq 0$ and $\text{Im} A(k_\epsilon) = 0$, which leads to a stationary spatial modulation. (iii) A wave instability is characterized by $k_\epsilon \neq 0$ and $\text{Im} A(k_\epsilon) \neq 0$. Both (ii) and (iii) have in common that upon further increase of the bifurcation parameter there appears a finite interval of unstable wavenumbers $[k_-, k_+]$:

$$
\text{Re} A(k) > 0 \quad \forall |k| \in [k_-, k_+], \quad (13)
$$

Figure 1: Various nonlocal control kernels $\ker(x)$, see Eqs. (7), (10)–(12), for different characteristic interaction lengths $\sigma$. The length is scaled in units of $\Delta x = 8.59$ which is the pulse width of the uncontrolled pulse for $\epsilon/\beta = (0.08, 1.2)$. The anisotropic $\delta$-function (top panel, labeled aniso) corresponds to backward coupling for a pulse traveling in positive $x$-direction.
Table 1: Instabilities of the homogeneous steady state that give rise to pattern formation in reaction-diffusion systems

| Instability      | $|k_c|$ | $\text{Im} A (k_c)$ |
|------------------|-------|---------------------|
| Hopf             | 0     | $\neq 0$            |
| Turing           | $\neq 0$, finite | = 0        |
| Wave             | $\neq 0$, finite | $\neq 0$        |
| Salt-and-pepper  | infinite |                   |

(iv) If the instability $\text{Re} A (k_c) = 0$ occurs at $k_c \to \infty$, the condition (13) is not fulfilled. Rather, the following degenerate case holds upon further increase of the bifurcation parameter beyond the bifurcation:

$$\text{Re} A (k) > 0 \quad \forall |k| > k_0,$$

Thus arbitrarily large wavenumbers become unstable, which can cause patterns with arbitrarily short wavelengths. Such instabilities have been called salt-and-pepper patterns [67], and it has been suggested that they might occur in morphogenesis when differentiated cells inhibit the differentiation of neighboring cells, as is seen, for example, with differentiated neuroprogenitor cells in the epithelium of Drosophila embryos [67]. Figure 3 illustrates the difference of the Turing or wave instability (upper panel) and the salt-and-pepper instability (lower panel). A tabular overview of the instabilities (i)-(iv) is given in Table 1.

Three examples of the spatio-temporal patterns generated by the instabilities (ii)-(iv) are provided in Figure 3 from simulations of the full nonlinear equations (4). After some initial transients a wave instability (a), a Turing instability (b), and a salt-and-pepper instability (c) develops. In each case the initial condition at $t = 0$ is the homogeneous steady state to which Gaussian white noise is added. Figure 4 shows schematically the space-time patterns corresponding to the instabilities (i) - (iii) of the homogeneous steady state in reaction-diffusion systems: Hopf, Turing, wave train; additionally, the pattern on the very right corresponds to a combined Turing-Hopf codimension-two instability [68].

3.2 Stability boundaries in control parameter space

We can obtain an analytical expression for the stability boundaries of the homogeneous steady state in control parameter space $(\kappa, \sigma)$ with the help of a linear stability analysis. We linearize the system (4) about the homogeneous steady state $U^\text{hom}_0$ for small perturbations $\delta U$. The resulting linear differential equation can be solved with the ansatz $\delta U \sim e^{ikx} e^{\mu t}$, which yields the following characteristic equation:

$$0 = \det \left[ \begin{array}{cc} \lambda + b (k) - \kappa (\tilde{g}(k) - \eta) & 1 \\ -1 & \varepsilon^{-1} \Lambda \end{array} \right],$$

where $b(k) = k^2 + \beta^2 - 1 > 0$ and $\tilde{g}$ is the Fourier transform of the integral kernel:

$$\tilde{g}(k) = \int_{-\infty}^{\infty} \ker(x) e^{-ikx} dx.$$

For further analytical progress we need to specify the coupling scheme. Here we will present the calculations for the activator self-coupling scheme $A^{uu}$ and the exponential integral kernel. Similar results have been obtained for the other coupling schemes and integral kernels [69]. The characteristic equation (15) reads for the $uu$-coupling scheme:

$$A^2 + \Lambda (b (k) - \kappa (\tilde{g}(k) - \eta)) + \varepsilon = 0$$

which yields the dispersion relation

$$A_{\pm} (k) = \frac{1}{2} \left\{ -b(k) + \kappa (\tilde{g}(k) - \eta) \pm \sqrt{[b(k) - \kappa (\tilde{g}(k) - \eta)]^2 - 4\varepsilon} \right\}.$$
The control destabilizes the homogeneous steady state, whereas the stability of the homogeneous steady state is not affected for $\kappa > \kappa_c$. The critical wave number $k_c$ is the key to the analytical description of the stability border in control parameter space $(\kappa, \sigma)$. The stability border is described by the set of control parameters $(\kappa, \sigma)$ for which we can find a $k$ fulfilling:

$$\text{Re} \left( \Lambda_+ (k) \right) = 0,$$

$$\partial_k \text{Re} \left( \Lambda_+ (k) \right) = 0.$$  \hspace{1cm} (20) (21)

Using Eq. (20) we obtain a closed analytical expression:

$$\kappa = \frac{b(k)}{\tilde{g}(k) - \eta}.$$  \hspace{1cm} (22)

Substitution into Eq. (21) gives:

$$- 2k + b(k) \frac{\partial_k \tilde{g}(k)}{\tilde{g}(k) - \eta} = 0.$$  \hspace{1cm} (23)

Using Eq. (23) and substituting $\tilde{g}(k) = (1 + k^2 \sigma^2)^{-1}$ and $\eta = 1$ for the exponential kernel we find:

$$k_c = \frac{i \sqrt{\beta^2 - 1}}{\sigma^2},$$  \hspace{1cm} (24)

which gives us the stability border together with Eq. (22):

$$\sigma (\kappa) = \frac{1}{\sqrt{-\kappa} - \sqrt{\beta^2 - 1}}.$$  \hspace{1cm} (25)

In Fig. 5 the stability of the homogeneous steady state is calculated numerically for the exponential kernel in the $uu$-coupling scheme for $\sigma = \Delta x$. The control strength $\kappa$ is varied and so is the wavenumber $k$. Regimes with an unstable homogeneous steady state are colored red. There is a critical control strength $\kappa_c (\sigma) = -0.61$. For $\kappa < \kappa_c$ the control destabilizes the homogeneous steady state, whereas the stability of the homogeneous steady state is not affected for $\kappa > \kappa_c$. The critical wave number $k_c$ is the key to the analytical description of the stability border in control parameter space $(\kappa, \sigma)$. The stability border is described by the set of control parameters $(\kappa, \sigma)$ for which we can find a $k$ fulfilling:

$$\text{Re} \left( \Lambda_+ (k) \right) = 0,$$

$$\partial_k \text{Re} \left( \Lambda_+ (k) \right) = 0.$$  \hspace{1cm} (20) (21)

Using Eq. (20) we obtain a closed analytical expression:

$$\kappa = \frac{b(k)}{\tilde{g}(k) - \eta}.$$  \hspace{1cm} (22)

Substitution into Eq. (21) gives:

$$- 2k + b(k) \frac{\partial_k \tilde{g}(k)}{\tilde{g}(k) - \eta} = 0.$$  \hspace{1cm} (23)

Using Eq. (23) and substituting $\tilde{g}(k) = (1 + k^2 \sigma^2)^{-1}$ and $\eta = 1$ for the exponential kernel we find:

$$k_c = \frac{i \sqrt{\beta^2 - 1}}{\sigma^2},$$  \hspace{1cm} (24)

which gives us the stability border together with Eq. (22):

$$\sigma (\kappa) = \frac{1}{\sqrt{-\kappa} - \sqrt{\beta^2 - 1}}.$$  \hspace{1cm} (25)
where $\kappa < 1 - \beta^2$ as $k_c \in \mathbb{R}$:

$$k_c = \pm \sqrt{\alpha} \sqrt{\sqrt{-\kappa - \sqrt{\beta^2 - 1}}}. \quad (26)$$

Thus, we have found an analytical expression for the stability boundary in control parameter space $(\kappa, \sigma)$. As the critical wavenumber $k_c \neq 0$, the emerging instability is either a Turing, a wave, or a salt-and-pepper instability. The latter can be excluded because of the following asymptotic behavior for large $k$:

$$Re \Lambda_+ (k \gg 1) = \Lambda_+ (k) = -\frac{\epsilon}{k^2} + O (k^{-4}) < 0. \quad (27)$$

This result implies that we cannot find a $k_0$ fulfilling Eq. (14) and, thus, we can exclude the salt-and-pepper instability for this type of kernel and coupling scheme.

4 Simulation of pulses

In this section we summarize our results of the simulation of Eq. (4) for a wide range of parameters (strength $\kappa$ and range $\sigma$ of the nonlocal coupling) for the four different coupling schemes Eqs. (8) with the three control kernels presented in Eqs. (10)-(12). Various types of space-time patterns can arise if a pulse in the uncontrolled system, i.e., without nonlocal coupling, is used as initial condition, and then the nonlocal coupling is switched on.

The initial condition is the stable traveling pulse that forms after an excitation of the uncontrolled system. In all simulations the boundary conditions are periodic. The diffusion is implemented with the spectral method [70]. At time $t = 0$ the control is switched on. For every parameter configuration, the effect of the control term may be classified as one of the following:

(a) Pulse suppression (PS),
(b) Pulse acceleration or deceleration,
(c) Multiple pulse generation (MP).

Examples of space-time plots for each class are provided in Fig. 6. Panel (a) shows pulse suppression, (b) shows pulse acceleration, and (c) shows the generation of a pair of pulses propagating into opposite directions. Figs. 7-9 summarize the results for the different regimes in the $(\kappa, \sigma)$ control parameter plane for the four coupling schemes and the $\delta$-function kernel (Fig. 7), the exponential kernel (Fig. 8), and the Mexican hat kernel (Fig. 9). In addition, the analytically calculated stability boundary of the homogeneous steady state is plotted as a white line, and the corresponding instabilities are indicated by white hatched areas: wave instability (diagonal hatching), Turing instability (vertical hatching), salt-and-pepper instability (dotted hatching). For exemplary space-time plots corresponding to these instabilities, refer to Fig. 8(a),(b),(c), respectively.

4.1 Isotropic $\delta$-function kernel

We will now discuss the effects of nonlocal control systematically and in detail. First, we consider nonlocal coupling with the $\delta$-function integral kernel Eq. (10). In the

Figure 6: Examples of the effects of the nonlocal control on a traveling pulse: space-time plots for (a) pulse suppression, (b) pulse acceleration, (c) multiple pulse generation. The control is switched on at $t = 0$. (a) Exponential kernel, $\nu\nu$-coupling-scheme, $(\kappa, \sigma_i) = (0.5, 0.275\Delta x)$, (b) Mexican hat kernel, $uu$-coupling-scheme, $r = \sigma_i/\sigma_u = 0.1$, $(\kappa, \sigma_i) = (0.5, 2\Delta x)$, (c) Exponential kernel, $uu$-coupling-scheme, $(\kappa, \sigma_i) = (-0.75, 1.5\Delta x)$. Other parameters: $(\epsilon, \beta) = (0.08, 1.20)$.

Figure 7: Effects of the nonlocal coupling upon pulse propagation. The four panels summarize the resulting space-time patterns in the control parameter plane of the coupling strength $\kappa$ and range $\sigma$ for the four coupling schemes ($uu, uu, uu, vv$) with the $\delta$-function integral kernel Eq. (10). Dark gray: Multiple pulse generation (MP). Light gray: Pulse suppression (PS). Colors blue to red: Pulse acceleration or deceleration (the pulse velocity $c$ normalized by the uncontrolled velocity $c_0$ is color coded). Black: Pulse speed changes less than 0.5% compared to the uncontrolled pulse. The regions with white hatching indicate an unstable homogeneous steady state due to one of the following instabilities: wave instability (diagonal hatching), salt-and-pepper instability (dotted hatching). System parameters: $(\epsilon, \beta) = (0.08, 1.2)$. $L = 600$, integration timestep $dt = 0.005$, spatial resolution $dx = L/16384 \approx 0.04$. 


uu-coupling scheme (Fig. 7 top left), pulse suppression (PS), cf. Fig. 6a, can only be achieved with positive control strength \( \kappa \) (light gray region in the \((\kappa, \sigma)\) plane). This is in accordance with \textsuperscript{52}. For negative control strength there is a large regime of multiple pulse (MP) generation (dark gray region in the \((\kappa, \sigma)\) plane), cf. Fig. 6c. The border to this regime is well described by the analytically calculated stability boundary of the homogeneous steady state. The corresponding instability (diagonal hatching) is a wave instability, see the exemplary space-time plot in Fig. 3a, and it coincides with the numerically observed MP regime. The other regions in the \((\kappa, \sigma)\) control parameter space correspond to propagation of the initially existing pulse with a changed velocity, where the pulse velocity is color coded. For small \( \sigma \) and positive \( \kappa \) the pulse is accelerated (green), cf. Fig. 6b, while for small \( \sigma \) and negative \( \kappa \) the pulse is slowed down (violet and blue). This behavior changes when \( \sigma \) is increased, i.e., pulse suppression is found for positive \( \kappa \), while pulse acceleration or multiple pulse generation occurs for negative \( \kappa \). Only in a small part of parameter space (small \( |\kappa| \) or small \( \sigma \)) the pulse velocity remains unchanged (black).

The parameter planes for the uw- (top right) and vu-coupling schemes (bottom left) are related to each other by an approximate reflection symmetry with respect to \( \kappa \rightarrow -\kappa \), at least for not too large \( \sigma \), and thus they show qualitatively similar behavior. In contrast to uu-coupling, pulse suppression can be achieved for both negative and positive control strengths. In case of uw- (vu-)coupling, the stability boundary of the homogeneous steady state is described by the vertical straight line \( \kappa(\sigma) = -0.5 \) (\( \kappa(\sigma) = 0.5 \), respectively). The homogeneous steady state becomes unstable due to a salt-and-pepper instability (dotted hatching) to the left or right of that line, respectively; see the exemplary space-time plot in Fig. 3c). One of the regimes of pulse suppression is partially covered by the region where the homogeneous steady state is unstable, and so is the regime of multiple pulse generation, indicating that nonlocal feedback control can suppress pulses or generate multiple pulses while destabilizing the homogeneous steady state. Note, however, that pulse suppression is also possible if the homogeneous steady state is stable, as in the uu-coupling scheme. Pulse acceleration (green) and deceleration (violet and blue) for small coupling range \( \sigma \) is similar to the uu-coupling scheme in case of uw, and inverted with respect to \( \kappa \) in the case of vu.

In the vu-coupling scheme pulse suppression is possible only for positive \( \kappa \). Control configurations with negative control strength \( \kappa \) destabilize the homogeneous steady state by a salt-and-pepper instability, where multiple pulse generation or pulse acceleration (green) are possible.

4.2 Exponential kernel

Next, we consider nonlocal coupling with the exponential integral kernel Eq. (11) (Fig. 8). The regimes in the control parameter plane for the exponential kernel function are qualitatively similar to the ones of the isotropic \( \delta \)-function kernel. Pulse acceleration or deceleration and pulse suppression are found for the same signs of control strength. In the uu-coupling scheme the border to the regime of multiple pulse generation is, again, well described by the analytically calculated stability boundary of the homogeneous steady state (wave instability, white hatching). For the uw- and vu-coupling scheme the analytical stability boundary of the homogeneous steady state is given by \( \kappa(\sigma) = 1 \) and \( \kappa(\sigma) = 1 \), respectively, and a salt-and-pepper instability arises for \( \kappa < -1 \) and \( \kappa > 1 \), respectively (outside the range plotted). There are no multiple pulses in the parameter range shown in the figure. The reflection symmetry of the control parameter planes of the uw- and vu-coupling schemes with respect to \( \kappa \rightarrow -\kappa \) is much more pronounced, as compared to the \( \delta \)-function kernel. In the vu-coupling scheme the homogeneous steady state is unstable for \( \kappa < 0 \) due to a salt-and-pepper instability, and the pulse acceleration can become much stronger than for the \( \delta \)-function kernel.

4.3 Mexican hat kernel

Finally, we consider nonlocal coupling with the Mexican hat integral kernel Eq. (12) (Fig. 9). The Mexican hat kernel differs from the other kernels, since it is not positive definite. First of all, the term \( \eta U(x) \) vanishes, as \( \eta = 0 \). Second, the second moment of the kernel

\[
M_2 = \frac{1}{2} \int_{-\infty}^{\infty} y^2 \ker(y) dy
\]

is negative while it is positive for the other kernel functions. This is the reason why the regimes in the control
parameter plane are qualitatively similar as for the previous kernels if $\kappa$ is replaced by $-\kappa$. The regimes of pulse suppression are found for negative coupling strength $\kappa$ in the self-coupling schemes $uu$ and $vv$, and on the opposite sides of $\kappa$ in the cross-coupling schemes ($uv, vu$), compared to the other kernels, and the same holds for acceleration and deceleration of pulses. It should be noted that the instabilities of the homogeneous steady state in the $vv$-coupling scheme are of Turing type (see the exemplary space-time plot in Fig. 3(b)) for the Mexican hat kernel, whereas they are of the salt-and-pepper type for the other kernels. Turing instabilities also arise in the $uv$-coupling scheme for $\kappa (\sigma) > 1.689 (r = 0.1)$, $> 1.366 (r = 0.5)$, $> 1.317 (r = 0.9)$, and in the $vu$-coupling scheme for negative $\kappa (\sigma)$ smaller than the corresponding negative threshold values (not shown in Fig. 9 in the range plotted).

In Fig. 9 the ratio of the ranges of the short-range excitatory ($\sigma_e$) and the long-range inhibitory ($\sigma_i \equiv \sigma$) interaction $r = \sigma_e/\sigma_i = 0.1$ is chosen as $r = 0.1$. Changing the ratio $r$ in the interval $0 < r < 1$ has only quantitative effects on the $(\kappa, \sigma)$ control parameter plane, but retains the qualitative features. The larger $r$, the smaller the $\sigma$ values at which the characteristic regions occur [69]. Thus, for instance, in the $uu$- and $vv$-self-coupling schemes the multiple pulse generation (MP) regimes extend to smaller $\sigma$, and in particular, in the $vv$-scheme the MP region, which is not visible in the $(\kappa, \sigma)$-range plotted in Fig. 9 for $r = 0.1$, appears in the upper right corner for larger $r$. This MP region needs to be highlighted, since it is not associated with a wave instability of the homogeneous steady states, as for the $\delta$-function and exponential kernels. The resulting space-time patterns are more complex than simple wave patterns. Exemplary space-time plots are provided in Fig. 10 for $r = 0.5$ and $r = 0.9$. After two counterpropagating periodic wave trains are nucleated, they eventually lose their stability and end up in complex spatio-temporal patterns. The nucleation of periodic self-organized pacemakers is similar to what has been observed in three-variable excitable reaction-diffusion systems without nonlocal coupling [71].

### 4.4 Complex spatio-temporal patterns

In our simulations we have also observed other complex spatio-temporal patterns. In general, these occur for parameter values close to the boundary of the multiple pulse regime. Figure 11 shows examples of spatio-temporal plots of a blinking traveling pulse (a) and a blinking traveling wave (b), i.e., the propagating pattern is temporally modulated by switching the excitation periodically on and off. It appears that these patterns might be due to the interaction of Hopf and wave instabilities.
5 Discussion

It has been shown that nonlocal control is able to accelerate, decelerate, and suppress an initially stable traveling pulse for various choices of the integral kernels and coupling schemes. Nonlocal control is also able to generate space-time patterns not present without control, e.g., Turing patterns and wave patterns, or even more complex patterns like salt-and-pepper instabilities or blinking pulses and waves. The control term can destabilize the homogeneous steady state in certain control parameter regimes. The boundaries of these instability regimes have been analytically described.

In detail we have considered an isotropic \( \delta \)-function kernel, an exponential kernel, and a Mexican hat kernel, which combines short range activation with long range inhibition, and is thus of particular relevance for neuronal systems. As coupling schemes we have used diagonal (activator-activator or inhibitor-inhibitor) and non-diagonal (activator-inhibitor or inhibitor-activator) coupling. Activator self-coupling always gives rise to wave instabilities for the parameters investigated. The cross-coupling schemes and the inhibitor self-coupling scheme can cause Turing instabilities when using the Mexican hat control kernel, and salt-and-pepper instabilities when using the isotropic \( \delta \)-function or the exponential function. The spatial period of wave trains and Turing patterns can be tuned by changing the spatial coupling range of the control kernel.

The linear stability analysis of the homogeneous steady state also enables one to classify the type of the emerging instability as Turing, wave, or salt-and pepper instability. The analytical predictions for the stability boundaries of the homogeneous steady state are in good agreement with the simulation results of the nonlinear system. In the activator self-coupling scheme, the boundary of the regime of multiple pulse generation coincides precisely with the analytically calculated stability boundary of the homogeneous steady state. Care must, however, be taken for the other coupling schemes. There are control configurations that suppress or support stable pulses in the first place, but will eventually after long transient times destabilize the homogeneous steady state leading to the generation of pulses. Therefore in simulations sufficiently long simulation times must be used.

In conclusion, a propagating pulse may be transformed into other spatio-temporal patterns by the nonlocal coupling, depending upon the parameters of the nonlocal control term. Since the obtained patterns depend sensitively upon these parameters, the choice of these parameters (coupling strength \( \kappa \), coupling range \( \sigma \), coupling scheme, and nonlocal coupling kernel) represents a convenient way of control of pulse propagation. We have systematically scanned the \((\sigma, \kappa)\)-plane for each of the four coupling schemes \((uu, uv, vu, vv)\) and different coupling kernels. Thus we have provided an exhaustive picture how nonlocal coupling affects pulse propagation in an excitable medium. For example, if pulse suppression is desired, the parameters should be chosen from the region denoted by PS in Figs. 7, 8, 9; and, analogously, if pulse acceleration or deceleration is desired (color coded regions), etc. It should also be noted from the figures that multistability between these different patterns can occur, e.g., between accelerated pulses (green) and salt-and-pepper instabilities (white dotted hatching), or between multiple pulse generation (dark grey, MP) and salt-and-pepper instabilities in Fig. 7, bottom right panel.
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