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We present a theory of magnetic and magneto-transport phenomena at LaAlO$_3$/SrTiO$_3$ interfaces, which as a central ingredient includes coupling between the conduction bands and local magnetic moments originating from charge traps at the interface. Tuning the itinerant electron density in the model drives transitions between a heavy Fermi liquid phase with screened moments and various magnetic states. The dependence of the magnetic phenomena on the electron density or gate voltage stems from competing magnetic interactions between the local moments and the different conduction bands. At low densities only the lowest conduction band, composed of the $d_{xy}$ orbitals of Ti, is occupied. Its antiferromagnetic interaction with the local moments leads to screening of the moments at a Kondo scale that increases with density. However, above a critical density, measured in experiments to be $n_c \approx 1.7 \times 10^{13} \text{cm}^{-2}$, the $d_{xy}$ and $d_{xz}$ bands begin to populate. Their ferromagnetic interaction with the local moments competes with the antiferromagnetic interaction of the $d_{xy}$ band leading to eventual reduction of the Kondo scale with density. We explain the distinct magneto transport regimes seen in experiments as manifestations of the magnetic phase diagram computed from the model. We present new data showing a relation between the anomalous Hall effect and the resistivity in the system. The data strongly suggests that the concentration of local magnetic moments affecting the transport in the system is much lower than the carrier density, in accord with the theoretical model.

I. INTRODUCTION

The conducting interface between two insulating non-magnetic oxides, LaAlO$_3$ (LAO) and SrTiO$_3$ (STO)[1] displays a fascinating range of emergent electronic phenomena [2] including superconductivity [3, 4] signatures of magnetism [5–9] and unconventional transport properties [10–13]. One of the features that make this system particularly interesting as a new platform for investigating both basic science and technological applications is the high tunability of the electronic properties. Many of the properties including conductivity [10], superconductivity [4], spin-orbit coupling [11,14], orbital content [12] as well as signatures of magnetism [13, 15] can be varied using a back gate, which controls the electron density at the interface.

Recent measurements using a scanning magnetic force microscope on a sample with carrier density tuned by a back gate, found ferromagnetic domains to be present at the interface at very low densities [15]. The magnetic domains disappear when the density is increased using the gate. Transport experiments performed with an in-plane magnetic field indicate that another (meta-)magnetic transition occurs at even higher density of conduction electrons [11, 13]. Above a density dependent critical field the resistance drops sharply, an anomalous Hall effect appears and the system develops a strong in-plane anisotropy of the magneto-resistance. An important goal is to understand the origin of the different transport and magnetic properties and how they depend on the density and magnetic field as well as on the microscopic building blocks of the system.

In this paper we present a theory, which explains the different regimes observed in experiments [11, 13, 15] as manifestations of distinct electronic phases at the interface and clarifies the dependence of the phase boundaries on the parameters such as magnetic field and electron density. A brief description of our theory appeared earlier in Ref. [13], where it was used to interpret magneto-transport data, which were also presented in the same paper. In the present paper we provide more details of the theory and frame it in the broader context of a global phase diagram of the electronic states at the interface.

Our model includes itinerant electrons in the $t_{2g}$ bands of Ti that interact with local magnetic moments originat-
ing from electrons localized at the interface. The effective band structure we use for the three itinerant bands was discussed in Refs. [12, 16–18] and is illustrated in Fig. 2(b). An important aspect of the band structure is that due to the confinement at the interface the $d_{xy}$ band is lower in energy than the $d_{xz}$ and $d_{yz}$ bands, so that at low densities only this band occupied. As the density of itinerant electrons is increased, the system undergoes a Lifshitz transition at a critical density, $n_c \sim 1.7 \times 10^{13}$ cm$^{-2}$, above which the the $d_{xz}$ and $d_{yz}$ bands are occupied as well [12].

The measured charge density of itinerant electrons at the interface is much lower than predicted by the polar-catastrophe model for formation of the conducting interface [19]. The missing charges are thought to be sitting in localized states and possibly behave as local magnetic moments [20]. According to the polar catastrophe model the density of localized charges is expected to be $n_{\text{imp}} \sim 3.3 \times 10^{14}$ cm$^{-2}$. Recent X-ray circular dichroism measurements [9] have located the magnetic moments on the Ti ions and estimated the moment density to be $\sim 0.1 \mu B$ (which corresponds to a density of $\sim 8 \times 10^{13}$ cm$^{-2}$), provided all the moments lie on a single atomic plane. Ab-initio studies suggest that only a fraction of the magnetic moments reside a few layers below the interface, preferentially near Oxygen vacancies, where they have a substantial interaction with the conduction electrons [21]. Moreover, measurements using a scanning SQUID [7] indicate that many of the moments reside in dense clusters that are very far separated ($\sim 10 \mu m$) from each other and therefore do not affect the transport. Here we argue, that the large stretches of the apparently non magnetic region between these patches does contain a low concentration of local moments. We will consider the density of the uniformly distributed moments, which interact significantly with the conduction electrons, as a free phenomenological parameter.

A crucial new element in our theory is the interplay of two opposing magnetic interactions between the conduction electrons and the local moments. On the one hand, itinerant electrons in the $d_{xy}$ band interact with the local moments, for symmetry reasons, through antiferromagnetic exchange interactions. If the moments are not too dense this interaction leads to screening of the local moments through the Kondo effect [5]. On the other hand the $d_{xz}$ and $d_{yz}$ bands couple to them through a ferromagnetic Hund’s coupling, which opposes the tendency for screening. As we outline below and explain in detail in the rest of the paper, this competition between magnetic interactions leads to the global phase diagram shown in Fig. 1. We also show how the transitions between these phases explain the distinct transport regimes seen in recent experiments.

We now give a brief overview of the paper and the main results. The first part of the paper, sections II to IV is devoted to a systematic derivation of the phase diagram shown in Fig. 1 from the minimal electronic model of the interface. The essential physics at zero field ($H = 0$) can be understood as follows. At low electron density $n < n_c$ only the $d_{xy}$ band is occupied and the interaction of these electrons with the local moments is antiferromagnetic. The rough criterion for Kondo screening of the moments in this situation is $n > n_{\text{imp}}$ (for $n < n_{\text{imp}}$ we necessarily have under-screening), which gives the left phase boundary of the screened phase. At lower densities $n < n_{\text{imp}}$, RKKY interactions are expected to lead to Ferromagnetism [22]. Recent scans with magnetic force microscope indeed observed ferromagnetic domains at extremely low electron densities [15]. Moreover, these measurements found a transition to a non magnetic phase when the density was increased using the gate voltage. We argue that this observation corresponds to the transition through the left boundary of the screened phase in Fig. 1.

The Kondo screened phase established at $n > n_{\text{imp}}$, where the local moments are not extremely dilute, may be viewed as a heavy-Fermi liquid in which the local electron moments are incorporated into the Fermi sea. The phenomenon is akin to the heavy fermi liquid established within a mean field theory of a Kondo lattice model [23].

The boundary of the Kondo screened phase at still higher electron density can also be understood quite simply. The two higher bands, $d_{xz}$ and $d_{yz}$, begin to populate at the critical density $n_c$ [12]. Electrons in these bands interact ferromagnetically with the local moments, competing with the antiferromagnetic interactions of the moments with $d_{xy}$ band. The competition leads to a monotonic reduction of the Kondo scale $T_K$ with $n$ for $n > n_c$. Hence, at some point the Kondo scale $T_K$ drops below the characteristic scale of magnetic RKKY interactions between the local moments. The critical density for this transition depends on the magnetic impurity concentration through the dependence of the RKKY scale on $n_{\text{imp}}$. The lower is $n_{\text{imp}}$ the lower the RKKY scale and hence the transition occurs at a higher critical density. When then Kondo screening breaks down it gives way to magnetic phases driven by the RKKY interactions. Most likely these are glassy phases in the limit of low impurity concentration, due to the random sign of the RKKY interaction.

When an in plane magnetic field is turned on in the Kondo screened phase, it will lead to substantial polarization of the local moments only when the associated Zeeman energy exceeds the Kondo scale. This will happen in a meta-magnetic transition. The phase diagram in the $H$ versus $n$ plane will therefore also show the dome structure, which tracks the Kondo screening energy scale. We employ a large-N mean field theory as well as a perturbative RG, the latter valid in the limit of dilute magnetic impurities, to compute the Kondo scale and the critical magnetic field as a function of the mobile electron density. The variation of the critical magnetic field as a function of electron density within our model matches with the density dependent critical field at which a dramatic change is seen in the transport properties [13]. These ex-
experiments probed the high density side \((n > n_c)\) of the phase diagram in the \(H\) versus \(n\) plane.

In Fig. 1 we labeled some of the magnetic states, which appear outside of the Kondo screened phase at zero field. Such phases were discussed in several recent papers in relation to LAO/STO interfaces [22, 24–27]. While this is not the focus of the present paper we would like to discuss them here briefly and explain how they fit in the context of the global phase diagram. First, when the local moment density is high compared to that of the mobile electrons, RKKY interactions are ferromagnetic and are naturally expected to give rise to a Ferromagnetic state [22]. As the spin orbit coupling becomes appreciable at densities \(n \sim n_c\) or more, the ferromagnetic order becomes unstable and yields to spin spiral states [25] or Skyrmion crystals [27] with a rather long period. Finally when the localized moments are sufficiently dilute, on the right hand side of the paramagnetic lobe, the RKKY becomes unstable and yields to spin spiral states [25] or

\[
H = \sum_{k} c_k^\dagger \left( \hat{H}_L + \hat{H}_{SO} + \hat{H}_Z + \hat{H}_B \right) c_k ,
\]

has been observed on the surface of electrolyte gated STO [29]. However, since the transport in these samples is dominated by a single carrier type [30], the Kondo behavior fits the conventional picture where the Kondo scale rises continuously with the itinerant electron density. As we argue here, in LAO/STO where strong multi-carrier effects have been observed [12] the Kondo scale is not expected to be monotonic in the density. We would also like to note that the observation of the unique temperature dependence of the resistivity has been suggested very early on to be a demonstration of Kondo screening in this system [5].

II. THREE BAND MODEL

For the sake of completeness we briefly review the model of the conduction electrons at the LAO/STO interface, which has been discussed in several recent papers [12, 16–18].

The model derives from the known structure of Bulk STO [31] in which doped electrons go to the \(t_{2g}\) orbitals of Ti (see Fig. 2.a). The confinement of the electrons along the \(z\) direction at the interface lowers the energy of the \(d_{xy}\) orbital because of its small hopping matrix element (large effective mass) along the \(z\) axis. Besides the hopping matrix elements, the other ingredients of the model are: (i) the atomic spin-orbit coupling on the Titanium atoms (ii) the terms breaking the mirror symmetry at the interface and (iii) the coupling to an external magnetic field. Putting all of this together we can write the tight binding Hamiltonian as:

\[
\hat{H}_c = \sum_{k} c_k^\dagger \left( \hat{H}_L + \hat{H}_{SO} + \hat{H}_Z + \hat{H}_B \right) c_k ,
\]

where the components of the electron creation operator \(c_k^\dagger = (c_k^\dagger, c_k^\dagger, c_k^\dagger, c_k^\dagger)\) correspond to the \(d_{xy}, d_{xz}\) and \(d_{yz}\) orbitals of Ti respectively.

Let us now specify the structure of the matrices \(\hat{H}_L, \hat{H}_{SO}, \hat{H}_Z\) and \(\hat{H}_B\) starting with the lattice Hamiltonian \(\hat{H}_L\) which describes the hopping matrix elements between adjacent \(t_{2g}\) orbitals of Ti in the \(xy\)-plane [32]. The lobes of the \(d_{xy}\) orbital are arranged in the plane (see Fig. 2.a), such that it’s hopping matrix elements in the \(x\) and \(y\) directions are equal and rather large \(t = 875\) meV [12, 16, 33, 34]. On the other hand, the lobes of the \(d_{xz}\) (\(d_{yz}\)) orbital point out of the plane, giving rise to a smaller hopping element \(t' \approx 40\) meV in the \(y\) (\(x\)) direction and a large element \(t_a\) in the \(x\) (\(y\)) direction. Additionally, the \(d_{xz}\) and \(d_{yz}\) orbitals are hybridized by a diagonal hopping process with a hopping element \(t_d \approx t'. \) Together these terms give the lattice Hamiltonian

\[
\hat{H}_L = \begin{pmatrix}
-t (\cos k_x + \cos k_y) - \Delta_E & 0 & 0 \\
0 & -t\cos k_x - t'\cos k_y & t_d \sin k_x \sin k_y \\
0 & t_d \sin k_x \sin k_y & -t' \cos k_x - t \cos k_y
\end{pmatrix},
\]

\[
\hat{H}_L = \begin{pmatrix}
-t (\cos k_x + \cos k_y) - \Delta_E & 0 & 0 \\
0 & -t\cos k_x - t'\cos k_y & t_d \sin k_x \sin k_y \\
0 & t_d \sin k_x \sin k_y & -t' \cos k_x - t \cos k_y
\end{pmatrix},
\]
Since the exact structure of the interface is not known slightly above the Lifshitz transition (at arbitrary units) in this band structure as a function of energy. The Fermi surfaces when the chemical potential is populated. The Fermi surfaces (a) and orbital moments to the external magnetic field is negligible compared to the other effects. The Rashba type coupling has a more noticeable effect near the degeneracy points between the $d_{xy}$ and $d_{xz}$ bands where the energy denominators go to zero and the perturbative calculation of $\lambda$ breaks down. This is demonstrated in Fig. 2.b where a splitting of all four spin and orbit states can be seen. Thus, the effects of the spin-orbit coupling are expected to peak near the Lifshitz point which has been observed in experiment [14].

Finally, the coupling of the conduction electrons spin and orbital moments to the external magnetic field is given by

$$\hat{H}_B = -\mu_B \mathbf{H} \cdot (\mathbf{L} \otimes \mathbb{1} + \frac{g}{2} \mathbb{1} \otimes \sigma),$$

where $\mu_B$ is the Bohr magneton and $g$ is taken to be 2.

III. MAGNETIC COUPLINGS BETWEEN CONDUCTION AND LOCALIZED ELECTRONS

The presence of magnetic moments is attributed to localization of charge near to the interface. In this region the localized states are expected to reside on the $d_{xy}$ orbital of Ti [9, 37], which is lowered in energy by the confinement along $z$. A crucial point that has not been fully appreciated so far is that only a small subset of all the local moments, e.g., those bound to Oxygen vacancies at the right depth from the interface [21], may actually couple significantly to the mobile electrons forming the 2D gas. We will take this number of effective impurities to be a free parameter of the theory.
Processes of type (a) for the electrons localized on the impurity site is given by the three band model of the conduction electrons was and (iii) the hybridization between the two components. (ii) the local Hamiltonian of the impurity sites contributions of (i) Hamiltonian of the itinerant electrons, (ii) the local moment site to the conduction band. Therefore, to obtain effective magnetic interactions between the itinerant electrons and the local moments. Two types of processes contribute to the effective magnetic interactions (i) Particle processes in which a conduction electron hops into a virtual state on the local moment site and back out with the intermediate state energy of order $U'$. (ii) Hole processes in which the electron in the local site hops into the conduction band and back. Below we will explain how these processes give rise to an antiferromagnetic coupling of the impurity spins to the itinerant electrons in the $d_{xy}$ band and ferromagnetic coupling of the impurity spins to the $d_{xz}/d_{yz}$ bands.

First consider the case where the intermediate state is in the $d_{xy}$ orbital. In this case both types of processes contribute. In the particle process an itinerant electron in the $d_{xy}$ band hops to the $d_{xy}$ orbital of the impurity site and then back, with the intermediate state energy $U + \epsilon_1$. Due to Pauli exclusion this process can occur only if the spin of the impurity site is anti-parallel to that of the itinerant electron (see Fig.3.b). In the hole process the electron on the impurity site hops to the conduction band and back with the energy denominator being just $\epsilon_1$ since we neglect the interactions in the conduction band. This process, of course cannot occur if the conduction band site is occupied with an electron with spin parallel to the impurity spin. Together these processes give rise to the antiferromagnetic exchange coupling $J_1 \mathbf{S}_i \cdot \mathbf{s}_i$ with $J_1 = t_1^2/[U + \epsilon_1]^{-1} - \epsilon_1^{-1}] > 0$ between the impurity spin $\mathbf{S}_i$ and the spin $\mathbf{s}_i$ of the itinerant electron in the $d_{xy}$ band.

Now consider electrons in the $d_{xz}/d_{yz}$ orbitals. In this case the only contribution is from a particle process in which an itinerant electron from the $d_{xz}/d_{yz}$ bands

\[
H_{cd} = - \sum_{l=1}^{3} \sum_{(i,j)} t_{ij}^{cd} \left( c_{i\uparrow}^{d} d_{l\uparrow} + h.c. \right),
\]
hops on the $d_{xz}/d_{yz}$ of the impurity site and hops back. The Hund’s rule coupling $J$ on the impurity site lowers the energy of the processes in which the impurity spin is parallel to the conduction electron spin Fig.3.b. This leads to a ferromagnetic coupling $J_\text{K} \mathbf{S}_i \cdot \mathbf{s}_d$ with $J_\text{K} = -t^2_{2\text{H}} \left[ (U' + \epsilon_2 - J_H)^{-1} - (U' + \epsilon_2 + J_H)^{-1} \right] < 0$, where we recall that $\epsilon_2$ is the single particle energy of the $d_{xz}$ and $d_{yz}$ states.

In summary after integrating out the charge fluctuations we obtain effective magnetic interactions

$$\mathcal{H}_M = \sum_{i \in \text{imp}} \left( J_1 \mathbf{S}_i \cdot \mathbf{s}_d + J_2 \sum_{l=2}^{3} \mathbf{s}_d \cdot \mathbf{s}_d \right)$$

with $J_1 > 0$ and $J_2 < 0$ and the sum is over impurity sites. Since charge fluctuations were integrated out, the effective Hamiltonian now acts in a constrained space with exactly one electron on each impurity site.

In writing $\mathcal{H}_M$, we assumed for simplicity, that the impurity lattice lies directly above the conduction lattice, but this is of course not necessary. The impurity sites can just be random sites on the two dimensional lattice on which a localized state, and hence a local spin resides. Then the magnetic interactions will have the form $\mathbf{S}_i \cdot \mathbf{s}_d$, where $j(i)$ are the sites of the lattice neighboring the impurity site $i$.

The crucial point here is that the lower energy $d_{xy}$ band couples antiferromagnetically to the impurity spins whereas the higher energy bands $d_{xz}$ and $d_{yz}$ couple to them ferromagnetically. Hence populating the two higher bands at the critical density also marks the onset of a competing ferromagnetic exchange coupling to the impurity spins. In the next section we shall study the consequences of this competition.

IV. THE KONDO SCREENED PHASE AND ITS BREAKDOWN IN A MAGNETIC FIELD

We now turn to investigate the phase diagram implied by the Kondo model in the space of itinerant electron density and magnetic field. The essential physics is the screening of the impurity spins at low temperatures. This screening is broken in presence of a magnetic field exceeding a critical value which depends on the electron density. For the physical case of finite density of local moments we employ in section IV A a mean field theory commonly used in Kondo lattice models of heavy fermion compounds [23]. We corroborate the results using an RG approach should be a good approximation in the limit of treatment of a single impurity in section IVB. This approximation is usually relies on two levels of approximation: (i) the constraint of having exactly one electron on every local-moment site is relaxed and implemented only on average; (ii) a mean-field decoupling is applied to the Kondo interaction leading to effective hybridization between the local moment orbital and the conduction band.

Here we face the added complication, compared to the case of the Kondo lattice, that the local moments are disordered and therefore are not present on every conduction site. We solve this problem by treating the localized impurities as electrons, denoted by the second quantized operators $d^\dagger_{i\sigma}$ and $d_{i\sigma}$ that can potentially be present on any site of the lattice. Thus these electrons form a flat band, with the average filling set to be $\sum_{\sigma} \left\langle d^\dagger_{i\sigma} d_{i\sigma} \right\rangle = n_{\text{imp}}$. In other words, we replace the localized spin-impurities by the same number of infinitely heavy electrons, interacting via the Kondo interaction with the conduction electrons. Of course, by mapping to a translationally invariant system we cannot capture the physics associated with incoherent scattering from impurities, but the energetics associated with opening of the Kondo gap is expected to be the same. In appendix C we show how the same model can be derived from an alternative approach using quenched disorder averaging and assess the regimes in which the approximation is justified.

The model of conduction bands coupled to a flat band representing the Kondo impurities is

$$\mathcal{H}_\lambda = \mathcal{H}_c + \mathcal{H}_M - \mu \sum_{k=1}^{3} \left( c_{k\uparrow}^\dagger c_{k\downarrow} - n \right) - \lambda \sum_{k} \left( d_{k\uparrow}^\dagger d_{k\downarrow} - n_{\text{imp}} \right).$$

Here $\mathcal{H}_c$ is the three band model of the itinerant electrons and the $\mathcal{H}_M$ is the magnetic interaction hamiltonian of these electrons with the impurity electrons (9), which is now extended to all sites of the lattice. The Lagrange multipliers $\mu$ and $\lambda$ are used to independently fix the average densities of the conduction band and impurity band respectively.

Now, that we are dealing with a Hamiltonian that acts in an unconstrained Hilbert space, we can apply the standard mean field approximation to decouple the magnetic interaction. This is implemented through the variational hamiltonian

$$\mathcal{H}_{MF} = \mathcal{H}_c + \sum_{j=1}^{N} \left( \chi d_{j\uparrow c_{j\downarrow}}^\dagger + \text{h.c.} \right)$$

$$\sum_{j=1}^{N} \sum_{l=1}^{3} M_l s_{jl}^\dagger - \sum_{j=1}^{N} M_d S_j^z$$

$$- \mu \sum_{j=1}^{N} \sum_{l=1}^{3} \left( c_{j\uparrow}^\dagger c_{j\downarrow} - n_e \right) - \lambda \sum_{j=1}^{N} \left( d_{j\uparrow}^\dagger d_{j\downarrow} - n_{\text{imp}} \right),$$

A. Mean-field approximation for the Kondo model

We employ a mean field approximation for the system with many Kondo impurities in the spirit of the method commonly used to treat Kondo lattice systems [23]. This method usually relies on two levels of approximation: (i) the constraint of having exactly one electron on every local-moment site is relaxed and implemented only on average; (ii) a mean-field decoupling is applied to the Kondo interaction leading to effective hybridization between the local moment orbital and the conduction band.
where we have decoupled the quartic interaction into the relevant channels involving the variational parameters $\chi$, $M_l$ and $M_d$. $\chi$ is a singlet hybridization field, which describes collective screening of the impurity moments. The parameters $M_l$ and $M_d$ account for the magnetization induced on the itinerant bands and the local moments respectively by a field oriented along $S^z$. We take $M_l = M_d$ to preserve orbital symmetry. Finally, the two Lagrange multipliers $\mu$ and $\lambda$ are used to fix the density in the conduction bands $n$ and the impurity band $n_{imp}$ independently.

Let us pause and consider the meaning of having a non-vanishing hybridization field $\chi$. Such a term will mix the flat impurity band with the $d_{xy}$ band leading to the effective band structure illustrated in Fig. 4(a) (dashed and solid blue lines). The Fermi surface associated with the $d_{xy}$ band grows to encompass a Luttinger volume equal to the combined density of the itinerant $d_{xy}$ electrons as well as the impurity spins. Hence the Fermi wave vector will necessarily be at a point where the band curvature is affected by the hybridization with the flat band, leading to a significantly reduced Fermi velocity. This is the essence of collective Kondo screening in systems with non-vanishing density of local moments and is the accepted explanation for the emergence of heavy electrons in rare earth metallic compounds [23].

To obtain the value of the variational parameters we minimize the expectation value of the Hamiltonian $H_\Lambda$ in the variational state generated as the ground state of $H_{MF}$. The minimum condition leads to the variational equations

$$\frac{\partial \langle H_\Lambda \rangle}{\partial (\chi, M_l, M_d, \lambda, \mu)} = 0 \quad (12)$$

At zero field the solution is characterized by $\chi \neq 0$ and therefore describes a Kondo screened phase as explained above. When the field is increased, a second minimum with $\chi = 0$ forms, goes down in energy, and becomes the global minimum above a critical in-plane field. At this critical field, which marks a first order transition to the unscreened phase, the polarization of the local moments jumps from a small value to full polarization. The calculated value of the critical fields is plotted in Fig. 4 as a function of the itinerant electron density. To fit with the experimental data from Ref. [13], plotted on the same figure, we used the parameters $J_1 = 900$ meV, $J_2 = -625$ meV and $n_{imp} = 0.26 \times 10^{13}$ cm$^{-2}$. Note that the value of the magnetic couplings, especially the Ferromagnetic coupling $J_2$ are rather large.

It is important to note that the first order transition we obtain might be a spurious effect of the mean-field calculation. Moreover, any inhomogeneity due to disorder will in general revert the transition into a continuous percolation transition (according to Imry and Ma [39]). The leading disorder effect is probably disordering of the local moments themselves. However, because the Kondo scale is strongly density-dependent the chemical potential disordering might also play an important role.

The Kondo screened phase forms a dome with a maximum critical field found at the Lifshitz density where the $d_{xz}$ and $d_{yz}$ bands begin to be populated. At $n > n_c$ the hybridization gap, and hence also the critical field for Kondo breakdown decreases due to the increasing competition from the ferromagnetic coupling with those bands. On the other hand, the Kondo scale decreases as the density is lowered for $n < n_c$ as it must vanish when the electron density falls below the impurity density. The experiment in Ref. [13] probed only part of the high density side of the dome.

The low density side of the dome, in zero field, may have been observed in recent magnetic force microscopy measurements reported in Ref. [15]. These experiments find that ferromagnetic domains suddenly appear only when the electron density is tuned to a very low value, well below the critical density $n_c$ associated with the Lifshitz transition.

We note that the atomic spin orbit coupling included in the above calculation is not essential for obtaining the dome shaped Kondo regime qualitatively. However without including the atomic SOC the decrease of $H_c$ on the high density side is extremely steep and cannot be well fit with the experimental result. The band mixing caused by the SOC smooths the density of states in the vicinity of the Lifshitz transition and thereby leads to a more gradual decrease of $H_c$, as seen in the experiment. Rashba-like SOC generated due to the inversion symmetry breaking at the interface, could in principle, have an effect here too [40], but in our case it would be too small to be noticeable.

Before proceeding we remark on the regime of validity of the above approach of treating the impurities as arising from a translationally invariant flat band. The end result of the analysis presented in appendix C, indicates that the approach is valid in the limit where the Kondo screening clouds around an impurity spin is larger than the distance between impurities so that it encompasses many other impurities. In the other, ultra-dilute limit, where the Kondo clouds are non-overlapping, then the correct approach is the single impurity RG discussed in the next section.

**B. Perturbative RG for the multi-band system**

We supplement the above mean-field result with a perturbative RG calculation aimed at estimating the Kondo screening scale of a single impurity. This is done in the spirit of the poor man’s scaling approach of Ref. [41], generalized to three bands with competing ferromagnetic and antiferromagnetic couplings [42, 43]. Of course a single impurity will not undergo a phase transition but only a crossover as a function of the field from a screened state to a polarized state. The characteristic field of the crossover will be set by the Kondo scale.

The RG consists of rescaling the problem by successively integrating out states at the energy of the band-
FIG. 4. (a) The band structure of the mean-field Hamiltonian (11) in the heavy fermi liquid phase. Here $\chi \neq 0$ hybridizes the flat impurity band with the $d_{xy}$ conduction band leading to an expanded Fermi surface, marked by $k_F$ on the figure, which includes the total itinerant and local moment electron density. The blue (red) curves correspond to $d_{xy}$ ($d_{xz}/d_{yz}$) bands, and the dashed line denotes the case with no hybridization field $\chi = 0$. (b) Phase diagram for critical field vs itinerant electron density obtained by the mean field and perturbative RG calculations using the band-structure shown in (a). The blue solid curve is the first order transition line obtained from the mean field calculation for $J_1 = 0.9$ eV and $J_2 = -0.625$ eV. It is compared to the critical field extracted from the experimental data in Ref. [13], shown in red (crosses). The green dashed line gives an alternative evaluation of the characteristic field using RG calculation of a single magnetic impurity coupled to the multiple bands. The critical field corresponds to the Kondo scale inferred from this calculation with $J_1 = 0.55$ eV and $J_2 = -1$ eV. The black dashed-dotted line gives the density of the $d_{xz}/d_{yz}$ conduction electrons, which grows continuously from zero at the Lifshitz point. The Kondo regime has a dome like shape peaked around the Lifshitz point.

width $D$ perturbatively in the magnetic interactions. This leads to a flow of the dimensionless coupling constants $\Gamma_1 = J_1 \nu_1$ and $\Gamma_2 = J_2 \nu_2$ with the scale parameter $l = \log(D_0/D)$. Here the two couplings are associated with the antiferromagnetic coupling of the impurity to the $d_{xy}$ electrons and the ferromagnetic coupling to the $d_{xz}$ and $d_{yz}$ electrons respectively. $\nu_1, \nu_2$ are the density of states of the respective bands at the cutoff scale $D$. The scaling equations of these coupling constants calculated to third order in the couplings are given by (see Refs. [42, 43] and appendix D for details)

$$\frac{d\Gamma_1}{dl} = 2\Gamma_1^2 - 2\Gamma_1 (\Gamma_1^2 + \Gamma_2^2) + O (\Gamma^4)$$

$$\frac{d\Gamma_2}{dl} = 2\Gamma_2^2 - 2\Gamma_2 (\Gamma_1^2 + \Gamma_2^2) + O (\Gamma^4) .$$

A complication that we encounter in our case is that the different bands provide multiple cutoffs. The resolution of this problem is to separate the flow into two steps. First we integrate out only the deep hole excitations in the $d_{xy}$ band reducing the cutoff from its initial value $D_1 = \mu + \Delta E$, i.e. the difference of the chemical potential from the bottom of the $d_{xy}$ band, down to $D_2 = \mu$, the depth of the $d_{xz}, d_{yz}$ bands. This gives the following scaling equations for the initial flow

$$\frac{d\Gamma_1}{dl} = 2\Gamma_1^2 - 2\Gamma_1^3 + O (\Gamma^4)$$

$$\frac{d\Gamma_2}{dl} = -2\Gamma_2 \Gamma_1^2 + O (\Gamma^4) ,$$

The full scaling equations (13) are used in the second stage of the flow when the running cutoff $D$ becomes lower than $D_2$.

Another complication is that the density of states of the bands is energy dependent. Of course this does not matter for the asymptotic flow at low energies but it is important for estimating a non universal number such as $T_K$. We leave the derivation of the full RG equations to appendix D.

Let us now discuss the flow arising from the RG equations (13). Since these are perturbative equations obtained at third order in the couplings we should only consider the flow near the origin. At the outset of the flow we have $\Gamma_1 > 0$ and $\Gamma_2 < 0$, hence we focus on the bottom right quadrant of the flow diagram shown in Fig. 5. There, we see that the coupling $\Gamma_2$ is irrelevant whereas $\Gamma_1$ is relevant. We define the characteristic Kondo scale $T_K$ to be the value of the cutoff $D$ at which $\Gamma_1$ reaches a value of $1/2$. Beyond that point the perturbative equations become unreliable but we expect the system to flow to the Kondo screened (local Fermi liquid) fixed point. The two fixed points at $(\Gamma_1 = 1, \Gamma_2 = 0)$ and $(\Gamma_1 = 0, \Gamma_2 = 1)$ are an unphysical artifact of the truncation of (13) at third order in the coupling.
$T_K$ is highly sensitive to the initial value of $\Gamma_2$ used in the second step of the RG flow. If it is large the band width $D$ needs to be reduced to a very small scale before $\Gamma_1$ begins to grow. In this way the competition between the two couplings, $J_1$ and $J_2$ manifests itself in the RG flow.

The computed Kondo scale $T_K$ in units of Tesla is plotted in Fig.4 (the green dashed line) for $J_1 = 550 \text{ meV}$ and $J_2 = -1 \text{ eV}$. At low densities, below the critical density $1 \times 10^{13} \text{ cm}^{-2}$ the Kondo scale $T_K$ grows linearly with density, as expected [29]. However, once the $d_{xz}/d_{yz}$ bands become populated $T_K$ first changes its slope and then rapidly falls and becomes inversely proportional to the electron density $n_c$. It is evident that the perturbative RG result does not fit the experiment as well as the mean-field analysis. This stems from the fact that the impurities have a finite density, which is taken into account in the mean field calculation while it is neglected in the single impurity RG scheme.

V. EFFECT OF THE KONDO BREAKDOWN ON THE RESISTIVITY

Having derived the phase diagram, we now turn to discuss how the transition from a Kondo screened phase of the impurities to a polarized phase affects the observed transport properties of the system. In particular we want to understand (i) the sharp drop of the resistivity observed as the in-plane field exceeds the critical value [11, 13] and (ii) the non linear, almost step-like dependence of the Hall resistivity as a function of magnetic field a a small tilt angle out of the plane [13].

We first explain the drop in resistivity in the limit of dilute magnetic moments, $n_{\text{imp}} \ll n$, which is indeed the relevant regime at conduction electron densities higher than the critical density (right boundary of the screened phase in Fig. 1). In this case we consider the moments themselves as Kondo scatterers. In the screened phase the scattering phase shift of the single scatterer approaches the unitary limit leading to increased resistivity (This is the well known Kondo effect). In the case of a single band model the magneto resistance curves can be obtained exactly using the Bethe ansatz technique [44]

$$\rho(x) = \rho_0 \left( f_K(x) + f_\infty \left[ 1 - f_K(x) \right] \right),$$

where

$$f_K(x) = \cos^2 \pi M(x),$$

$x = H/H_K$ is the scaled magnetic field, $H_K$ is the Kondo scale translated to magnetic field units, $M$ is the magnetization of a single spin-half local moment. $\rho_\infty$ is the non universal saturation value of the resistivity. Here we are dealing with a more complicated three band model, so we expect to have a somewhat different scaling function of $H/H_K$.

In Fig.6 we present measured magneto resistance curves in parallel field at different electron densities. The data is extracted from the measurements described in Ref. [13]. We see that upon scaling the $x$ axis by a characteristic field at each density the different curves collapse quite well on a common scaling function. Furthermore, these magnetoresistance curves are not far from the Bethe Ansatz result (15) with $H_K = H_c$ and $f_\infty = 0.2$, plotted for comparison with a (black) dashed line.

We note that reduction of conductivity on entering the Kondo screened phase may also receive a contribution from scattering on weak charge impurities in addition to the contribution from enhancement of scattering on the spin impurities. In the screened phase the flat impurity
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**FIG. 5.** The flow diagram of equations (D8) derived in appendix D for the case of $n = 1.3 \times 10^{13} \text{ cm}^{-2}$. The red line indicates the trajectory of the second stage of the flow for the values of $J_1$ and $J_2$ taken to produce the Kondo scale in the phase diagram Fig. 4 ($J_1 = 550 \text{ meV}$ and $J_2 = -1 \text{ eV}$).
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**FIG. 6.** The measured normalized resistivity vs. the in-plane magnetic field $H$ scaled by the critical field $H_c$, which is plotted in Fig.4 (red crosses). Here the different sets of data points represent different itinerant electron densities linearly distributed between 2 and 2.6 ($\times 10^{13} \text{ cm}^{-2}$). As can be seen, all curves collapse when scaled by $H_c$. The black dashed line is the universal MR curve obtained from the Bethe ansatz for a single Kondo impurity [44] for comparison.
band is incorporated or hybridized into the Fermi, leading to reduction of the Fermi velocity. Breakdown of the Kondo screening at the critical field recovers the small Fermi surface of itinerant electrons with high Fermi velocity.

The conductivity due to scattering on weak charge impurities is given by \( \sigma \approx k_F l = k_F v_F \tau \), where the relaxation rate in the Born approximation is \( \tau^{-1} \approx n_i u^2 \rho(\epsilon_F) = n_i u^2 k_F / v_F \). Here \( u \equiv \langle k' | U | k \rangle \) is the matrix element for scattering between quasi-particle states on the Fermi surface and \( n_i \) is the density of charge impurities. Hence we get

\[
\sigma \approx \left( \frac{e^2}{2\pi} \right) v_F^2 / (n_i u^2) \tag{17}
\]

Since quasiparticles in the HFL have the same charge quantum number as the electron, scattering matrix elements low energy scattering due to weak charge impurities should be the same in the screened and polarized phases. In this case lower conductivity in the screened phase is due to the lower Fermi velocity. Therefore, if we neglect the contribution of the \( d_{xz}/d_{yz} \) bands to the conductivity, then the ratio between the conductivities in the two phases is \( \sigma_{HFL}^2 / \sigma_P^2 = (v_F^{HFL}/v_F^P)^2 \). The mean field theory gives this ratio to be approximately 1/6 in the range of densities above \( n^{*} \), where the resistivity drop is seen in the experiments. However we note that such a six fold drop of the resistivity is an upper bound on the effect of scattering on charge impurities. This is because the above analysis is only true for weak scattering. In fact for very strong scattering the mean free path is simply set by the distance between impurities, which would not change with onset of Kondo screening. It is therefore possible that the entire drop of the resistivity is due to the spin scattering mechanism discussed above.

Compelling evidence for the Kondo screening picture is provided by the step in the Hall resistivity as a function of almost in plane field, seen to occur together with the sharp drop in the longitudinal resistivity. We shall discuss how this effect can be understood in the context of the transition from a screened Kondo phase to polarized moments. The measurement conducted in Ref. [13] was carried out in a field tilted by \( \theta = 1^\circ \) degree out of the plane. Fig.7(a) shows the evolution of the Hall resistivity as a function of the magnitude of the field. For \( H < H_c \), the Hall resistivity exhibits the ordinary linear dependence on magnetic field, i.e. \( \rho_{xy} = (H/en) \sin \theta \). However, for \( H > H_c \) the Hall resistivity rises dramatically over a small range of fields, until finally the effect saturates and \( \rho_{xy} \) resumes the original linear dependence. Above the saturation field the Hall resistance has the form \( \rho_{xy} = (H/en) \sin \theta + \Delta \rho_{xy} \). This can be viewed as a strong indication for appearance of polarized magnetic moments above the critical field \( H_c \). Once the moment is fully established the itinerant electrons are subject to a constant additional field induced by the polarized impurities through the magnetic exchange interaction with the conduction electrons, together with spin orbit inter-
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We can gain more insight into the distribution of the magnetic moments from the characteristics of the AHE. In particular we can identify the specific mechanism by which they lead to anomalous Hall effect. For example in a system of dense moments the AHE is generated by the intrinsic mechanism due to a non vanishing Berry phase on the Fermi surface. In dilute impurity limit on the other hand, the anomalous Hall effect is generated by extrinsic mechanisms, that is in the process of scattering of electrons off the impurities in the same process that generates the resistivity. These extrinsic mechanisms are dominated by the process of skew scattering [45, 46].

To discern between these mechanisms we plot in Fig. 7(b) the measured anomalous contribution to the Hall effect versus the resistivity. The observed proportionality between the anomalous part of the Hall resistance \( \Delta \rho_{xy} \) and the scattering rate is evidence that the extrinsic contributions are dominant. This in turn lends strong support to our estimate of the spin-impurity concentration as being much smaller than the density of itinerant electrons \( n_{imp}/n \sim 0.1 \). We note that other theories [20, 22, 24, 25] have assumed that the conduction electrons couple to a far larger density of impurity moments (\( n_{imp}/n \sim 10 \)). In this limit the dominant contribution to the AHE should have been from the intrinsic mechanism.
VI. CONCLUSIONS

In this paper we presented a theoretical analysis of magnetic and magneto-transport phenomena observed at LAO/STO interfaces. We interpreted these phenomena as arising from coupling between conduction electrons and spin impurities, which form due to localized electronic states at the interface. A competition between ferromagnetic and antiferromagnetic coupling of the impurities to the electrons in the different conduction bands leads to the magnetic phase diagram shown in Fig. 4, the energy scale associated with Kondo screening of the impurities first grows with increasing gate voltage as the density of the $d_{xy}$ conduction electrons, which couple antiferromagnetically to the impurities, grows. Above the density $n_c$, the $d_{xz}$ and $d_{yz}$ bands begin to populate [12] and the Kondo scale falls off due to the increasing competition from ferromagnetic coupling of the moments to these bands.

We have shown how the unconventional magneto-transport properties measured at densities above $n_c$ [11, 13, 47] can be understood in terms of the phase diagram shown in Fig. 4b. First, the breaking of Kondo screening at the critical magnetic field leads to a sharp drop in the resistivity. In the limit of dilute magnetic impurities this can be understood in terms of a crossover from unitary scattering to weak scattering by the impurities. Another mechanism, effective at higher moment densities, involves the first order transition from a heavy Fermi liquid to a normal Fermi liquid (weakly renormalized) with a small Fermi surface in the polarized phase. The Fermi velocity is increased when the screening breaks down, while low energy scattering by charge impurities remains unaffected leading to increased conductivity. Second, the breaking of Kondo screening and emergence of polarized moments above a critical field, together with spin-orbit scattering, gives rise to a large anomalous component of the Hall resistivity. This is seen in the experiments as a sharp rise, almost a step, in the Hall resistivity at the critical magnetic field when the field is tilted by a small angle out of the plane.

Interestingly, indications of the phase diagram of Fig. 4 have also been seen in the low density regime below $n_c$. Measurements with a Magnetic force microscope revealed the presence of large ferromagnetic domains at very low densities [15]. The magnetic moments disappear, upon increasing gate voltage above a critical density as expected to occur when entering the screened phase from the left phase boundary in Fig. 4.

The excellent agreement between the theoretical model and the transport and magnetic measurements of the interface hold only if the density of the local moments is of the order of or smaller than the itinerant electron density, so that the Kondo screened phase is indeed established at a range of gate voltages. This implies that the number of local moments together with the number of mobile electrons should be much less than the total charge that is expected to be transferred to the interface within the polar catastrophe model [19]. There are however simple plausible explanations for this discrepancy. First, it is possible that much of the charge is found in doubly occupied localized states rather than in singly occupied "Anderson" impurities. Second, the local moments are likely to have a rather broad distribution in their distance from the interface. It is reasonable to expect therefore that only a small fraction of the moments couple significantly to the layer of conduction electrons. Finally, we propose to investigate a more direct signature of Kondo screening by measuring the zero bias peak in the tunneling conductance through the LAO layer [48]. In addition to the universal temperature dependence of the zero bias peak we also predict that the Kondo scale strongly depends on the density following the dome-like shape in Fig.4b.

Appendix A: Derivation of the effective magnetic couplings in a perturbative approach

In this appendix we derive the effective magnetic couplings between the localized and itinerant electrons using the standard Schrieffer-Wolff transformation (SWT). We start from the Anderson Hamiltonian (8)

$$ H = H_c + H_{imp} + H_{cd} \tag{A1} $$

where $H_c$ and $H_{imp}$ are the conduction band and local moment Hamiltonians (1) and (6) respectively, and $H_{cd}$ contains the hybridization terms between them. In the case that the itinerant electrons and the local moments lie in the same plane it is given by

$$ H_{cd} = \sum_{\langle ij \rangle} t c_{ij}^\dagger d_{ij} + H.c. \tag{A2} $$

$$ + \sum_i t_{2i\pm} c_{2i\pm}^\dagger d_{2i} + t' c_{2i\pm}^\dagger d_{2i} + H.c. $$

$$ + \sum_i t'_{3i\pm} c_{3i\pm}^\dagger d_{3i} + \sum_i t_{3i\pm} c_{3i\pm}^\dagger d_{3i} + H.c. $$

For low filling ($k_F a \ll 1$) his Hamiltonian can be simplified to a local hybridization term

$$ H_{cd} \approx \sum_i t c_i^\dagger d_i + H.c. \tag{A3} $$

since the momentum dependent Kondo interactions would be very small (of order $(k_F a)^2$). Here $t_1 = 4t$ and $t_2 = t_3 = 2(t + t')$.

The SWT eliminates all states with non-unity occupancy ($n \neq 1$). The effective Hamiltonian in the singly occupied sub-space is computed to second order in the terms that couple the different occupancy sub-spaces:

$$ H_{eff} = H_{11} + H_{10} \frac{1}{E - H_{00}} H_{01} + H_{12} \frac{1}{E - H_{22}} H_{21} \tag{A4} $$
where we have neglected terms involving an occupancy higher than \( n = 2 \). We note that the off-diagonal matrix elements \( H_{01} \) and \( H_{12} \) arise directly from the hybridization Hamiltonian (A3).

The second and third terms on the left side of equation (A4) give rise to the effective magnetic couplings. In the limit where \( t_1 \ll U, U', -\epsilon_1 \) they may be understood as second order processes in perturbation theory where the virtual states have zero and two electrons on the local moment site respectively. A crucial point is that both \( H_{02} \) and \( H_{00} \), because they include a large interaction energy of order \( U, U' \) or \( -\epsilon_1 \) respectively, have an average energy much larger than their bandwidth and much larger than the low energies \( E \) of interest in the singly occupied subspace. Therefore we can replace the denominators by the characteristic gaps to the subspaces 0 and 2: \( H_{02} \simeq U \) or \( U' \) (depending on the orbital configuration) and \( H_{00} \simeq -\epsilon_1 \).

Let us now write these terms explicitly taking into account these simplifications. First let us consider the process in which the local moment site is empty in the virtual state, which contributes only to the coupling of the \( d_{xy} \) conduction band

\[
\hat{H}_{12} \frac{1}{E - H_{00}} \hat{H}_{01} \simeq -\frac{t_1^2}{\epsilon_1} \sum_{i,\sigma} d_{i\sigma}^{\dagger} c_{1\sigma} d_{i\sigma} c_{1\sigma}^{\dagger} \hat{P}_0, \tag{A5}
\]

\[
-\frac{\alpha^2}{\epsilon_1} \sum_i \left( \frac{1}{2} c_{i1\uparrow}^\dagger c_{i1\downarrow} + \mathbf{S}_i \cdot \mathbf{s}_i \right). \tag{A6}
\]

Here \( \hat{P}_0 = (1 - n_{i1 - \sigma}) \prod_{l=2}^3 (1 - n_{il\sigma}^d)(1 - n_{il\sigma}^d) \) is a projector to the zero occupied state and \( \mathbf{S}_i \equiv d_{i1\uparrow}^\dagger \mathbf{s} d_{i1\downarrow} \). Note that to obtain the last line we have used the identities \( n_{i1\uparrow}^d + n_{i1\downarrow}^d = 1, n_{i1\uparrow}^d n_{i1\downarrow}^d = 0 \) and \( n_{il\sigma}^d = 0 \) for \( l \neq 1 \). Similarly, the doubly occupied processes give

\[
\hat{H}_{12} \frac{1}{E - H_{22}} \hat{H}_{21} \simeq -\frac{t_1^2}{U + \epsilon_1} \sum_i \left( \frac{1}{2} c_{i1\uparrow}^\dagger c_{i1\downarrow} - \mathbf{S}_i \right) + \sum_{i,l=2,3} \left( K_2 c_{i1\upsilon}^\dagger c_{i1\sigma} - J_2 \mathbf{s}_i \cdot \mathbf{s}_i \right), \tag{A7}
\]

where

\[
K_2 = \frac{\alpha^2}{2} \left[ \frac{1}{U + \epsilon_1} - \frac{1}{\epsilon_1} \right], \quad J_2 = \frac{\alpha^2}{2} \left[ \frac{1}{U + \epsilon_1} - \frac{1}{\epsilon_1} \right].
\]

Therefore, \( J_1 > 0 \) and \( J_2 < 0 \).

**Appendix B: Solution of the variational equations for the mean-field analysis**

In this appendix we elaborate on the solution of the variational equations (12). Our goal is to compute the expectation value of (10) with the ground state wavefunction of the mean-field Hamiltonian (11). To simplify we first make the two following approximations: (i)

We expand the conduction band Hamiltonian (1) around the \( \Gamma \)-point, which is valid when \( ka \ll \pi \). (ii) We neglect the terms that couple the \( d_{xy} \) band to the \( d_{xz}/d_{yz} \) bands, which greatly complicate the analytic expressions. These spin-orbit terms are important only at high fillings and near certain \( k \)-points (namely, band crossing points), which do not have a particularly large DOS. Thus, taking these coupling into account will only slightly modify the results of the variational calculation. Under these approximations the mean-field Hamiltonian (11) assumes a block-diagonal form

\[
\hat{H}_{MF} = \sum_k \left[ (c_{k1}^\dagger d_k^\dagger) \hat{H}_{1d} \left( c_{k1} d_k \right) + (c_{k2}^\dagger c_{k3}^\dagger) \hat{H}_{23} \left( c_{k2} c_{k3} \right) \right], \tag{B1}
\]

where

\[
\hat{H}_{1d} = \left( \frac{k^2}{2m_l} - \mu - M_1 \sigma_x \chi - \lambda - M_2 \sigma_x \right), \tag{B2}
\]

\[
\hat{H}_{23} = \left( \frac{k^2}{2m_l} + \frac{k^2}{2m_n} - \mu - M_2 \sigma_x \right) \left( \frac{k^2}{2m_l} + \frac{k^2}{2m_n} - \mu - M_2 \sigma_x \right) \left( \frac{k^2}{2m_l} + \frac{k^2}{2m_n} - \mu - M_2 \sigma_x \right). \tag{B3}
\]

We denote \( \tilde{\mu} \equiv \mu + \Delta_E \) and \( m_{l,h} \equiv 1/t_{l,h} a^2 \) (\( a \approx 0.39 \) nm).

The first step in the calculation is to diagonalize the Hamiltonian (B1) which gives the following quasi-particle dispersions (see Fig.4,a)

\[
\epsilon_{k\sigma}^{1d} = \frac{1}{2} \left( \frac{k^2}{2m_l} - \tilde{\mu} - \lambda - \sigma M \right) \pm A_{k\sigma}, \tag{B4}
\]

and

\[
\epsilon_{k\sigma}^{23} = \eta k^2 - \mu \pm \sqrt{\Delta_2^2 + (W(\phi) k^2 + \sigma M)^2}, \tag{B5}
\]

where

\[
A_{k\sigma} = \sqrt{\left( \frac{k^2}{2m_l} + \frac{k^2}{2m_n} \right)^2 + \chi^2}, \quad W(\phi) = \frac{1}{2} \sqrt{\eta^2 + \Delta_2^2 + (\delta \eta^2 - \Delta_2^2) \cos \phi}, \quad \eta = \frac{1}{2} \left( \frac{1}{2m_l} + \frac{1}{2m_n} \right), \quad \delta \eta = \frac{1}{2} \left( \frac{1}{2m_l} - \frac{1}{2m_n} \right), \quad \phi \text{ is the angle of } k.
\]

Next, we use these dispersions and their corresponding quasi-particles to compute the expectation value of (10) which yields

\[
\langle \mathcal{H}_\lambda \rangle = \mathcal{K} - \mathcal{N} - (\mu \cdot \mathbf{B}) \mathcal{H} + \mathcal{I}_P + \mathcal{I}_K \tag{B6}
\]

where \( \mathcal{K} \) is the average kinetic energy of the conduction electrons, \( \mathcal{N} \) is the energy gain of particles due to the Lagrange multipliers \( \mu \) and \( \lambda \) and \( \mathcal{S} \) is the total spin. The two terms denoted by \( \mathcal{I} \) arise from the interaction term (9). The first term, \( \mathcal{I}_P = J_1 \langle S \cdot S_1 \rangle + J_2 \langle S \cdot S_2 \rangle \), is the energy due to mutual spin polarization of the impurity band with the conduction bands, and the second term, \( \mathcal{I}_K = -\frac{J_1}{2} \langle c_1^\dagger d_1 \rangle \langle d_1^\dagger c_1 \rangle + h.c. \), is Kondo hybridization energy between band \( l = 1 \) and the impurities. These two
terms compete since the Kondo hybridization is a singlet state of the impurity electrons.

Finally, we wish to find the values of $M_1$, $M_2$, $M_d$, $\chi$, $\mu$ and $\lambda$ which minimize the functional (B6), that is, to solve the set of equations (12). We notice that $M_d$ may be determined immediately, namely $M_2 = -\mu_B H + J_2(S)$. Thus, we are left with five coupled equations. To solve them we take the derivatives of (B6) analytically and solve the equations numerically using a non-linear solver.

**Appendix C: Mean-field theory for the disordered Kondo model**

Here we describe an alternative approach for deriving the mean field approximation described in section IV A using quenched disorder averaging. For simplicity of presentation we consider here a Hamiltonian of a single conduction band coupled to the Kondo impurities:

$$
\mathcal{H} = \sum_k (\epsilon_k - \mu)c_k^\dagger c_k + \frac{J}{2} \sum_{j,\sigma} c_j^\dagger \sigma c_j \cdot S_j,
$$

where $\epsilon_k = \frac{k^2}{2m}$ and the summation in the second term is over the impurity sites.

Now we make the mean-field approximation. As before, we will treat the impurity spins as a flat band of electrons and decouple the Kondo interaction to get an effective hybridization between the impurity and the conduction band. But now we will not assume translational invariance. The lagrange multiplier $\lambda$ which was used in the main text to determine the average electron concentration in the impurity band is now taken to be site dependent. In this way it will act as a disorder potential, which can localize the moments on specific sites. This leads to the mean field Hamiltonian:

$$
\mathcal{H}_{MF} = \sum_k (\epsilon_k - \mu)c_k^\dagger c_k + \chi \sum_j c_j^\dagger (dj^+ + \text{H.c.}) - \sum_{j=1}^N \lambda_j \left( d_j^+ d_j - n_j \right)
$$

Where $\chi_{\text{loc}} = \frac{J}{2} \sum_\sigma c_\sigma^\dagger d_\sigma + \text{H.c.}$. Below we will discuss what should be the variance of the disorder field $\lambda_j$. In Fourier space this Hamiltonian takes the form

$$
\mathcal{H}_{MF} = \sum_k (\epsilon_k - \mu)c_k^\dagger c_k + \chi \sum_{qk} \rho_q \left( c_{k+q}^\dagger d_k + \text{H.c.} \right) - \sum_{qk} \lambda_q d_{k+q}^\dagger d_k
$$

where $\rho_q \equiv \frac{1}{N} \sum_{j \in \text{imp}} e^{i q R_j}$ is the density of impurity sites and $\lambda_q \equiv \frac{1}{N} \sum_{j=1}^N e^{i q R_j} \lambda_j$. We separate the Hamiltonian into two parts: the translationally invariant part ($q = 0$)

$$
\mathcal{H}_0 = \sum_k (\epsilon_k - \mu)c_k^\dagger c_k + \chi \sum_k c_k^\dagger d_k + \text{H.c.} - \lambda \sum_k d_k^\dagger d_k
$$

and the disorder potential ($q \neq 0$)

$$
\hat{V} = \sum_{q \neq 0, k} \left( \chi_{\text{loc}} \rho_q c_{k+q}^\dagger d_k + \text{H.c.} - \lambda q d_{k+q}^\dagger d_k \right)
$$

where $\chi \equiv \chi_{\text{loc}}$ and $\lambda \equiv \frac{1}{N} \sum_{j=1}^N \lambda_j$.

The Hamiltonian (C4) is identical to the flat-band model (B2) with $M_1 = M_d = 0$. The quasi-particle operators of the lower and upper bands respectively are given by

$$
\psi_{k-} = \cos \varphi_k d_k + \sin \varphi_k c_k, \quad \psi_{k+} = -\sin \varphi_k d_k + \cos \varphi_k c_k,
$$

where $\cos \varphi_k = \frac{1}{\sqrt{2}} \left( 1 + \frac{\epsilon_k - \mu + \lambda}{\sqrt{(\epsilon_k - \mu + \lambda)^2 + 4\lambda^2}} \right)^{1/2}$ and the corresponding dispersion is given by

$$
e_k^\pm = \frac{1}{2} \left[ \frac{k^2}{2m} - \mu - \lambda \pm \sqrt{\left( \frac{k^2}{2m} - \mu + \lambda \right)^2 + 4\lambda^2} \right].
$$

In the weak coupling limit the values of $\chi$, $\lambda$ and $\mu$, which are determined self-consistently, take the simple form

$$
\mu \approx \frac{n}{\nu}, \quad \lambda \approx \frac{\nu \chi^2}{n_{\text{imp}}}, \quad \chi \approx \frac{\sqrt{n_{\text{imp}}}}{\nu} \chi_{\text{loc}} e^{-\frac{1}{\nu \chi}}
$$

Here $n = \nu \epsilon_F$ is the density of itinerant electrons and $\nu = m/2\pi$ is the density of states of the conduction band.

We see that the flat band model (B2) emerges as the translationally invariant part of a disordered Hamiltonian. We shall now assess the effect of disorder. Specifically, we ask under what conditions the disorder does not significantly affect the Kondo gap $\chi$, which determines the global phase diagram of the model.

The disordered part of the hamiltonian (C3), projected to the lower quasi-particle band, is given by

$$
\hat{V}_- = \sum_{q \neq 0, k} V_q(k) \psi_{k+q}^\dagger \psi_{k-},
$$

with

$$
V_q = \frac{\chi^2}{\lambda^2 + \chi^2} \left( \lambda_q + \frac{\lambda}{n_{\text{imp}}} \rho_q \right)
$$
if $k$ and $k + q$ lie on the Fermi surface. Within the lowest order Born approximation the decay rate of the quasi-particles due to the disorder potential (C11) is given by

$$\Gamma_k = 2\pi \sum_q V_q V_{-q} \delta(\epsilon_{k+q} - \epsilon_k).$$  \hspace{1cm} (C13)

To compute $V_q V_{-q}$ we need to know the strength of the disorder on the impurity band $\delta \lambda^2 = \lambda^2_j - \lambda^2$. The latter can be estimated to be $\delta \lambda \sim \lambda$. Such disorder is large enough to localize the $d$-electrons (impurities) which gain a small dispersion of order $\lambda$ yet it is small enough so that the total number of the $d$ electron can still be effectively controlled by the average value $\lambda$. Thus $\lambda^2 \lambda^2 - \lambda^2/N$. For spatially uncorrelated disorder the variance of the impurity distribution $\rho_q$ is independent of $q$ and given by $\rho_q q = n_{imp}/N$. In this case the integration over the delta function gives the quasi-particle density of states

$$\frac{1}{N} \sum_q \delta(\epsilon_{k+q} - \epsilon_k) = \nu \left(1 + \frac{2}{\chi}\right).$$

Because the impurity concentration $n_{imp} \ll 1$ the leading contribution to the broadening is from the second term in (C12):

$$\Gamma = \frac{\chi^4}{(\chi^2 + \chi^2)^2} \sum_q \left(\frac{\lambda}{n_{imp}}\right)^2 \frac{\rho_q q}{\rho_q q} \delta(\epsilon_{k+q} - \epsilon_k)$$

$$= \frac{\chi^4}{\lambda^2 + \chi^2} \frac{\nu}{n_{imp}}$$ \hspace{1cm} (C14)

Furthermore, because in the weak coupling limit $|\lambda| \ll \chi$, we have $\Gamma \approx \frac{\nu \chi^2}{n_{imp}}$.

The decay rate $\Gamma$ should be compared to the Kondo gap $\chi$ in order to test how much it can change the phase diagram inferred from the variation of this gap. Using the weak coupling result (C10) we find

$$\frac{\Gamma}{\chi} = \frac{\nu \chi}{n_{imp}} = \frac{l_{imp}}{\xi_K},$$ \hspace{1cm} (C15)

where $l_{imp} = 1/\sqrt{n_{imp}}$ is the distance between impurities and $\xi_K \approx \lambda^2 \exp(\frac{1}{2\lambda})$ is the Kondo screening length of a single impurity. This is a rather intuitive result. When the Kondo screening clouds of the different impurities are highly overlapping, each encompassing many other impurities, then they form a collective state which can be described as a heavy fermion band. On the other hand if the impurity concentration is so low that the screening clouds are essentially non overlapping then the single impurity physics applies.

**Appendix D: Review of the two-channel Kondo RG equations**

In this appendix we review the derivation of the RG equations for the Kondo impurity coupled to multiple bands. We will follow the outline of the derivations in Refs. [42, 49] but with two added complications needed to obtain better quantitative estimate of the Kondo scale: (i) we allow the DOS to vary as a function of energy and (ii) allow the different conduction bands to have different band widths.

We begin by considering a single-channel Kondo problem but including an energy dependent density of states in the band. Our starting point is the Hamiltonian

$$\mathcal{H} = \sum_k \epsilon_k c_k^\dagger c_k + J \sum_{kk'} S \cdot c_k^\dagger \sigma c_{k'},$$ \hspace{1cm} (D1)

where $\epsilon_k$ is a general dispersion.

![FIG. 8. Second order processes contributing to the renormalization of $J$ which involve spin flips on both vertices. The dots represent a vertex of amplitude $J$, the horizontal lines represents the local moment state and the solid and dashed lines represent conduction electrons close to Fermi level and from the high energy shell $D - |D| < \epsilon_p < D$ respectively.](image)

To perform the RG transformation we integrate out a thin energy shell of width $|D|$ from the positive and negative band edges $\pm D$. The second order processes can be separated into two types, electron processes and hole processes (Fig. 8). In the case of an electron process an electron with initial energy $\epsilon_k$ is scattered by the impurity to a virtual state in the energy shell $D - |D| < \epsilon_p < D$ and then scattered back to the Fermi level. For example, such a process which includes a spin flip on both scattering events (left panel in Fig.8) gives rise to the following correction term

$$J^2 \sum_{pp'kk'} S^- c_k^\dagger \sigma \cdot c_{p'} c_{p'}, \frac{1}{E - D - \epsilon_k} S^+ c_{k'}^\dagger c_{k'}$$

Using the identity $S^- S^+ = 1/2 - S^z$ and $c_q c_q^\dagger = \delta_q q'$ this term can be brought to the form of (D1). Taking $D \to 0$, $D \gg E, \epsilon_k$ and summing up all diagrams we get

$$\delta \mathcal{H}_e^{(2)} \approx -J^2 \nu(D) \frac{\delta D}{D} \sum_{kk'} S \cdot c_k^\dagger \sigma c_{k'},$$

where $\nu(D)$ is the DOS at energy $D$. Similarly, for the hole processes we get the same result with $\nu(-D)$. Over all we have

$$\delta J^{(2)} \approx -2J^2 T(D) \frac{\delta D}{D} \sum_{kk'} S \cdot c_k^\dagger \sigma c_{k'},$$ \hspace{1cm} (D2)

where $T(D) = [\nu(D) + \nu(-D)]/2$. 

Let us now consider the third order diagrams contributing to the renormalization of $J$. The diagrammatic representation of the contributing processes to this order appear in Fig. 9. In this case the diagrams include loops which correspond to integration over all momentum states from the Fermi energy down to the negative band edge. Such that the 3rd order correction has the form

$$\delta H^{(3)} \approx J^3 \overline{\nu}^2(D) \frac{\delta D}{D} f(D) \sum_{kk'} S \cdot \overline{c}_k \sigma \overline{c}_{k'},$$

where

$$f(D) = -\frac{D}{\overline{\nu}(D)} \int_{-D}^{0} d\epsilon \frac{\nu(\epsilon)}{(\epsilon - D)^2}.$$  

Additionally, since we are performing the RG transformation in the Hamiltonian formalism we must also account for the ground state energy shift due to the contraction of the diagrams presented in Fig. 8 which is diagrammatically represented by Fig. 9.f

$$\delta E^{(2)} = 3J^3 \overline{\nu}^2(D) \delta D \int_{-D}^{0} d\epsilon \frac{\nu(\epsilon)}{E - D + \epsilon} - \frac{1}{2} \frac{E}{(E - D)^2} + ...$$

where $E$ is the energy of the effective Schrödinger equation

$$\tilde{H} \psi = (E + \delta E^{(2)}) \psi \approx (1 + S) E \psi$$

where $\tilde{H}$ is the renormalized Hamiltonian and

$$S = 3J^3 \overline{\nu}^2(D) f(D) \frac{\delta D}{D}$$

Seeking the solution of the eigenvalue problem $|\tilde{H} - (1 + S)E| = 0$ is equivalent to solving for the eigenvalues of $(1 + S)^{-1/2} \tilde{H} (1 + S)^{-1/2}$. Upon expanding, the effective Schrödinger equation assumes the form

$$\left(1 - \frac{3}{2} J^3 \overline{\nu}^2(D) f(D) \frac{\delta D}{D}\right) \tilde{H} \psi = E \psi$$

Keeping only terms to order of $O(J^3)$ we have

$$\frac{dJ}{d\ln D} = - \left[J^3 \overline{\nu}^2(D) - J^3 \overline{\nu}^2(D) f(D)\right]$$

We now turn to discuss the case of two channels. Each channel has an equation of the form (D7) in addition to a coupling term. The coupling term arises from the diagrams Fig. 9.c where the middle vertex belongs to a different channel from the loop vertices. Additionally the energy shift of the ground state (see Fig. 9.f) contributes to both equations equally such that we have

$$\frac{dJ_1}{d\ln D} = J_1 \left[\overline{\nu}_1(D) - \overline{\nu}_1^2(D) f_1(D) - \overline{\nu}_2^2(D) f_2(D)\right]$$

$$\frac{dJ_2}{d\ln D} = J_2 \left[\overline{\nu}_2(D) - \overline{\nu}_2^2(D) f_2(D) - \overline{\nu}_1^2(D) f_1(D)\right]$$

where $f_{1,2}$ and $\overline{\nu}_{1,2}$ are defined with the DOS of band 1 and 2 respectively. To account for the asymmetric bandwidths $D_1 \neq D_2$ we simply take $\nu_a(\epsilon) = 0$ for $\epsilon > D_1$.  

---

[1] A. Ohtomo and H. Y. Hwang, Nature 427, 423 (2004).
[2] H. Y. Hwang, Y. Iwasa, M. Kawasaki, B. Keimer, N. Nagaosa, and Y. Tokura, Nature materials 11, 103 (2012).
[3] N. Reyren, S. Thiel, A. D. Caviglia, L. F. Kourkoutis, G. Hammerl, C. Richter, C. W. Schneider, T. Kopp, A.-S. Rietzschl, D. Jaccard, M. Gabay, D. a. Muller, J.-M. Triscone, and J. Mannhart, Science 317, 1196 (2007).
[4] A. D. Caviglia, S. Gariglio, N. Reyren, D. Jaccard, T. Schneider, M. Gabay, S. Thiel, G. Hammerl, J. Mannhart, and J.-M. Triscone, Nature 456, 624 (2008).
[5] A. Brinkman, M. Huijben, M. van Zalk, J. Huijben, U. Zeitler, J. C. Maan, W. G. van Der Wiel, G. Rijnders, D. H. A. Blank, and H. Hilgenkamp, Nature materials
A. Joshua, J. Ruhman, S. Pecker, E. Altman, and Y. Kim, R. M. Lutchyn, and C. Nayak, Physical Review B 87, 161102 (2010).

A. Joshua, S. Pecker, J. Ruhman, E. Altman, and S. Ilani, Nature communications 3, 1129 (2012).

A. Joshua, J. Ruhman, S. Pecker, E. Altman, and S. Ilani, Proceedings of the National Academy of Sciences 110, 9633 (2013).

A. D. Caviglia, M. Gabay, S. Gariglio, N. Reyren, C. Cancelliere, and J.-M. Triscone, Physical Review Letters 104, 126803 (2010).

F. Bi, M. Huang, C.-W. Bark, S. Ryu, C.-B. Eom, P. Irvin, and J. Levy, (2013), arXiv:1307.5557.

Z. Zhong, A. Tóth, and K. Held, Physical Review B 87, 161102 (2013).

G. Khalsa, B. Lee, and A. H. MacDonald, Phys. Rev. B 88, 041302 (2013).

Y. Kim, R. M. Lutchyn, and C. Nayak, Physical Review B 87, 245121 (2013).

N. Nakagawa, H. Y. Hwang, and D. A. Muller, Nature Materials 5, 204 (2006).

R. Pentcheva and W. E. Pickett, Physical Review B 74, 035112 (2006).

N. Pavlenko, T. Kopp, E. Y. Tsymal, J. Mannhart, and G. A. Sawatzky, Physical Review B 86, 064431 (2012).

K. Michaeli, A. C. Potter, and P. A. Lee, Physical Review Letters 108, 117003 (2012).

P. Coleman, *Electrons at the Edge of Magnetism:Handbook of Magnetism and Advanced Magnetic Materials* (John Wiley & Sons, 111 River Street Hoboken, New-Jersy, USA, 2007).

L. Fidkowski, H.-C. Jiang, R. M. Lutchyn, and C. Nayak, Physical Review B 87, 014433 (2013).

S. Banerjee, O. Ertin, and M. Randeria, Nature Physics 9, 626 (2013).

N. Pavlenko, T. Kopp, and J. Mannhart, Physical Review B 88, 201104 (2013).

X. Li, W. V. Liu, and L. Balents, Physical Review Letters 112, 067202 (2014).

The model is based on earlier DFT calculations by the same authors [21].

M. Lee, J. R. Williams, S. Zhang, C. D Frisbie, and D. Goldhaber-Gordon, Physical Review Letters 107, 256601 (2011).

The Hall resistivity is almost perfectly linear at all densities unlike similar measurements in LAO/STO [11, 12, 50].

A. H. Kahn and A. J. Leyendecker, Physical Review 135, 447 (1964).

We note that the hopping process involves an intermediate $p$-orbital state which belongs to the oxygen ion between each pair of Ti ions. Therefore the hopping amplitudes should be viewed as effective ones obtained by integrating out these oxygen states.

L. Mattheiss, Physical Review B 6, 4718 (1972).

A. F. Santander-Syro, O. Copie, T. Kondo, F. Fortuna, S. Pailhès, R. Weht, X. G. Qu, F. Bertran, A. Nicolaou, A. Taleb-Ibrahimi, P. Le Fèvre, G. Herranz, M. Bibes, N. Reyren, Y. Apertet, P. Leceour, A. Barthélémony, and M. J. Rozenberg, Nature 469, 189 (2011).

C. Cancellieri, M. Kobayashi, V. N. Strocov, P. R. Willmott, S. L. Source, D. Fontaine, A. Filippetti, P. Delugas, and V. Fiorentini, (2013), arXiv:1307.6943.

L. Petersen and P. Hedega, Surface Science 459, 49 (2000).

M. Salluzzo, S. Gariglio, D. Stornaiuolo, V. Sessi, S. Rusponi, C. Piamonteze, G. M. De Luca, M. Minola, D. Marré, A. Gadaleta, H. Brune, F. Nolting, N. B. Brooks, and G. Ghiringhelli, Physical Review Letters 111, 087204 (2013).

Note states with higher local occupation may be integrated out in the same manner.

Y. Imry and S.-K. Ma, Physical Review Letters 35, 1399 (1975).

L. Isaev, D. F. Agterberg, and I. Vekhter, Physical Review B 85, 081107 (2012).

P. W. Anderson, Journal of Physics C: Solid State Physics 3, 2436 (1970).

P. Nozieres and A. Blandin, Journal de Physique 41, 193 (1980).

A. Zawadowski, Physical Review Letters 45, 211 (1980).

N. Andrei, Physics Letters 87A, 299 (1982).

N. Nagaosa, S. Onoda, A. H. MacDonald, and N. P. Ong, Reviews of Modern Physics 82, 1539 (2010).

T. S. Nunner, G. Zarand, and P. von Oppen, Physical Review Letters 100, 236602 (2008).

S. Seri, M. Schultz, and L. Klein, Physical Review B 86, 085118 (2012).

M. Breitschaft, V. Tinkl, N. Pavlenko, S. Paetel, C. Richter, J. R. Kirtley, Y. C. Liao, G. Hammerl, V. Eyert, T. Kopp, and J. Mannhart, Physical Review B 81, 153414 (2010).

A. C. Hewson, *The Kondo problem to heavy fermions* (Cambridge University Press, The Pitt Building, Trumpington Street, Cambridge, 1992).

A. H. Kahn and A. J. Leyendecker, Physical Review 135, 447 (1964).

We note that the hopping process involves an intermediate $p$-orbital state which belongs to the oxygen ion between each pair of Ti ions. Therefore the hopping amplitudes should be viewed as effective ones obtained by integrating out these oxygen states.

L. Mattheiss, Physical Review B 6, 4718 (1972).

A. F. Santander-Syro, O. Copie, T. Kondo, F. Fortuna, S. Pailhès, R. Weht, X. G. Qu, F. Bertran, A. Nicolaou, A. Taleb-Ibrahimi, P. Le Fèvre, G. Herranz, M. Bibes, N. Reyren, Y. Apertet, P. Leceour, A. Barthélémony, and M. J. Rozenberg, Nature 469, 189 (2011).

C. Cancellieri, M. Kobayashi, V. N. Strocov, P. R. Willmott, S. L. Source, D. Fontaine, A. Filippetti, P. Delugas, and V. Fiorentini, (2013), arXiv:1307.6943.

L. Petersen and P. Hedega, Surface Science 459, 49 (2000).

M. Salluzzo, S. Gariglio, D. Stornaiuolo, V. Sessi, S. Rusponi, C. Piamonteze, G. M. De Luca, M. Minola, D. Marré, A. Gadaleta, H. Brune, F. Nolting, N. B. Brooks, and G. Ghiringhelli, Physical Review Letters 111, 087204 (2013).

Note states with higher local occupation may be integrated out in the same manner.

Y. Imry and S.-K. Ma, Physical Review Letters 35, 1399 (1975).

L. Isaev, D. F. Agterberg, and I. Vekhter, Physical Review B 85, 081107 (2012).

P. W. Anderson, Journal of Physics C: Solid State Physics 3, 2436 (1970).

P. Nozieres and A. Blandin, Journal de Physique 41, 193 (1980).

A. Zawadowski, Physical Review Letters 45, 211 (1980).

N. Andrei, Physics Letters 87A, 299 (1982).

N. Nagaosa, S. Onoda, A. H. MacDonald, and N. P. Ong, Reviews of Modern Physics 82, 1539 (2010).

T. S. Nunner, G. Zarand, and P. von Oppen, Physical Review Letters 100, 236602 (2008).

S. Seri, M. Schultz, and L. Klein, Physical Review B 86, 085118 (2012).

M. Breitschaft, V. Tinkl, N. Pavlenko, S. Paetel, C. Richter, J. R. Kirtley, Y. C. Liao, G. Hammerl, V. Eyert, T. Kopp, and J. Mannhart, Physical Review B 81, 153414 (2010).

A. C. Hewson, *The Kondo problem to heavy fermions* (Cambridge University Press, The Pitt Building, Trumpington Street, Cambridge, 1992).

A. H. Kahn and A. J. Leyendecker, Physical Review 135, 447 (1964).

We note that the hopping process involves an intermediate $p$-orbital state which belongs to the oxygen ion between each pair of Ti ions. Therefore the hopping amplitudes should be viewed as effective ones obtained by integrating out these oxygen states.