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Abstract—The fast execution speed and energy efficiency of analog hardware has made it a strong contender for deployment of deep learning model at the edge. However, there are concerns about the presence of analog noise which causes changes to the weight of the models, leading to performance degradation of deep learning model, despite their inherent noise resistant characteristics. The effect of the popular batch normalization layer on the noise resistant ability of deep learning model is investigated in this work. This systematic study has been carried out by first training different models with and without batch normalization layer on CIFAR10 and CIFAR100 dataset. The weights of the resulting models are then injected with analog noise and the performance of the models on the test dataset is obtained and compared. The results show that the presence of batch normalization layer negatively impacts noise resistant property of deep learning model and the impact grows with the increase of the number of batch normalization layers.
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I. INTRODUCTION

The remarkable success of deep learning (DL) in achieving and surpassing human level performance in cognitive task in recent years has led to its wide adoption in many complex and extremely difficult real-life applications such as computer vision, speech recognition, machine translation, autonomous driving, anomaly detection etc. The unprecedented performance fueling the resurgence of deep learning can be attributed to many factors such as large scale dataset, high-performance hardware, algorithmic and architectural techniques and more sophisticated optimization methods. These factor have enabled the design of state-of-the-art deep learning models with large and complex architectures.

However, the fundamental computationally intensive operations performed by deep learning, which increases with model size, has remained the same despite huge improvement in model design [1]–[4]. Also, the data intensive nature of these operations mean that deep learning models also need larger memory and memory bandwidth in order to achieve reasonable performance. Hence, these large models are expensive in terms of computing and memory resources, making them unsuitable for deployment on edge computing devices with limited performance and power budget [1], [5] such as battery powered mobile and IoT devices. These issues have led to the introduction of specialized energy-efficient computing hardware such as TPU [6] and low power GPUs [7] for deep learning inference. Furthermore, progress has also been made in training lighter models for this type of hardware using methods such as pruning [8], [9], knowledge distillation [10], etc.

Despite these efforts, the maximum achievable energy efficiency has been limited due to CMOS technology approaching its limit. This limit means there’s always the presence of the memory wall [11], a physical separation between the processing unit and the memory, leading to high energy consumption and high latency due to a constant shuttle between the memory and the processing unit for data access [8], [11]. The large size of deep learning model and required input data means that this bottleneck is significant as the model parameters are stored in the off-chip memory due to the limited capacity of the in-chip memory of the CPU or GPU.

In order to achieve better energy efficiency and increase processing speed, there is a growing research interest in specialized, in-memory computing hardware which operates within a tight computational resource and power envelope for model inferencing [2]. This specialized hardware must be fast, energy efficient, reliable and accurate [1], [3]. These tight requirements and advances in analog-grade dense non-volatile memories [12] are propelling a significant interest in analog specialized hardware for deep learning inference [5]. Analog hardware represents digital values in analog quantities like voltages or light pulses and performs computation in analog domain [5]. This form of computation is cheap and projects a 2X performance improvement over digital hardware in speed and energy efficiency [13], [14] as they can achieve projected throughput of multiple tera-operations (TOPs) per seconds and femto-joule energy budgets per multiply-and-accumulate (MAC) operation [4], [15–17].

A. Challenges and Motivation

Although there are several types, the electronic analog hardware, a form of in-memory computing which encodes network parameters as analog values using non-volatile memory (NVM) crossbar arrays, are the most common. These crossbar arrays enjoy multi-level storage capability and also allow a single time step matrix-vector multiplication to be performed in parallel [6], [11], and the addition operation is achieved by simply connecting two wires together where the current add linearly based on Kirchhoff’s current law [4], [5], [11], [18]. However, analog accelerators are imprecise as they do not enjoy bit-exact precision of digital hardware. Furthermore, computation in analog hardware is also very noisy which can
lead to degradation in performance of deep learning model or failure during inference [1], [5]. The factors contributing to computation noise in analog hardware are thermal noise, quantization noise, circuit non-linearity, and device failure [1]. The effect of these factors on the performance of deep learning model was investigated in [19]. Some of these factors are hard to control and can significantly affect the reliability of DL models or limit their performance despite the known robustness of DL models to analog noise [20].

Hence, there is a need to understand the effect of current DL model design principles on the noise resistant property of the resulting model. This is expedient in order to design DL models that are more resistant to inherent noise present in analog hardware. Furthermore, it also helps to understand the impact of various design parameters on the model’s noise resistant property.

B. Batch Normalization and DL Model Noise Resistant Property

Batch normalization, or BatchNorm [21], a popular method used in designing DL model for research and real life application by default, is one of the new techniques enabling the unprecedented performance of DL model in cognitive task. The popularity can be attributed to its ability to ease model training and achieving faster convergence by enabling the use of higher learning rate, reducing model sensitivity to initialization and also acting as a regularizer [21]–[23]. It achieves these by increasing the network with an extra layer before the activation that aims to stabilize the mini-batch input distribution to a given network layer during training [24]. BatchNorm also stabilizes the training process by controlling and setting the first two moments (mean and variance) of the distribution of each activation to be zero and one, respectively [24], [25]. Furthermore, it preserves the model expressivity by normalizing, scaling and shifting the batch input based on the trainable parameters [24]. Batch normalization plays an important role in training models that are particularly deep by helping reduce internal covariate shift [21].

In this work, a systematic study of the effect of batch normalization on the noise resistant characteristics of DL models implemented in analog hardware is carried out as shown in Figure 1. Specifically, the performance of a trained DL model for image classification task with and without the batch normalization layer in the presence of analog noise is investigated. This is achieved by adding noise of a particular power to the model and measuring its impact on the classification performance. The analog noise in this work is modeled as an additive Gaussian noise which is added to the parameters of the model. The contributions of this research work are:

1. A systematic evaluation of the effect of BatchNorm on the noise resistant property of deep learning model is performed;
2. A theoretical study on why deep learning models have inherent noise resistant property and the contributing factors are provided;
3. A mathematical explanation on how BatchNorm affects the noise resistant property of deep learning models is given;
4. A novel design method for deep learning model with BatchNorm layer is proposed in order to strike a balance between model noise resistant property and model performance.

The remainder of this paper is organized as follows: The theoretical perspective for this work is discussed in Section II; Section III contained the various details about the experiment.
and the results and analysis are presented in Section IV. Further discussions and related works are reviewed in Section V and Section VI concludes the paper.

II. THEORETICAL PERSPECTIVE

This section provides a theoretical perspective and mathematical foundation for this work.

A. Noise Resistant Property of DL Models

There is numerous evidence that attests to the ability of noise to improve the properties or performance of DL models. The effectiveness of noise can be attributed to its ability to help stochastic gradient descent (SGD), the algorithm for training DL models, to converge to good global minima and avoid saddle points or local minima during training. The noise in training takes the form of noise injection into model input, model output, model weights, model pre-activation, and model gradient during training. Hence, the presence/absence of noise during the training process can influence the properties of the resulting DL model.

The inherent presence of noise in the SGD algorithm used in model training is one of the contributing factors for the noise resistant property of DL models. The presence of inherent noise in the SGD algorithm is established in the derivation below.

Consider a simple model with loss function \( L(x) \) defined as the average of the sum of the losses of each sample in the dataset defined in equation (1).

\[
L_D(x) = \frac{1}{N} \sum_{i \in N} L_i(x)
\]  

Since SGD is performed using a fixed batch size which is randomly selected, the equivalent loss over a batch size \( B \) is defined as

\[
L_B(x) = \frac{1}{B} \sum_{i \in B} L_i(x)
\]  

Hence, the gradient of the loss function which uses a learning rate of \( \alpha \) is defined mathematically as

\[
\alpha \nabla_{SGD}(x) = \frac{\alpha}{B} \sum_{i \in B} \nabla L_i(x)
\]  

By adding and subtracting \( \alpha \nabla L_D(x) \), equation (3) becomes

\[
\alpha \nabla_{SGD}(x) = \alpha \nabla L_D(x) + \frac{\alpha}{B} \sum_{i \in B} (\nabla L_i(x) - \nabla L_D(x))
\]  

The first term in equation (4) is defined as the gradient and the second term is defined as the error term. The error term is expected to have an unbiased but noisy value due to the uniform batch size. Hence

\[
E[\frac{\alpha}{B} \sum_{i \in B} (\nabla L_i(x) - \nabla L_D(x))] = 0
\]  

The noise quantity, \( C \), which is architecture dependent and also single step estimate of the gradient, is mathematically defined as

\[
C = E[\|\nabla L_i(x) - \nabla L_D(x)\|^2]
\]  

The upper bound of the noise of the gradient quantity is defined in equation (7) by applying basic algebra and probability theory to equation (6).

\[
E[\|\alpha \nabla L_B(x) - \alpha \nabla L_{SGD}(x)\|^2] < \frac{\alpha^2 C}{B}
\]  

The full proof for mathematical derivation above can be found in [26].

Equation (7) defines the power of the inherent noise in an SGD step which is influenced by the inverse of the batch size, square of the learning rate, and square of the difference between the gradients. The higher the learning rate, the more the power of the noise and invariably better the noise resistant property of the model and vice versa. The noise estimate \( C \) also influences the inherent noise in an SGD step as the learning rate. However, the equation suggests that the batch size of the training process negatively influences the inherent power and hence the noise resistant property of the model. In other words, the bigger the batch size, the worse the noise resistant property of the resulted DL model. The difference in these hyper-parameter values from one model to another explains why the noise resistant property also differ from one model to another.

In general, the noise resistant property of a deep learning model increases with the power of the noise injected or present during training. However, it is important that the magnitude of the noise be proportional to the original parameters. The model training process will fail to converge if the noise magnitude overwhelms the model parameter values [5], [27], [28].

B. Batch Normalization and Its Effects on Noise Resistant Property

BatchNorm is one of the most widely used and important algorithm in DL that has significantly improve the performance of DL model. It achieves this by enabling the use of higher learning rate and also controlling the first two moments (mean and variance) of the input distribution. This ensures that the value of the activations does not grow uncontrollably, which is possible with increase in model depth. In fact, the experimental result in Table ?? confirms that models with BatchNorm achieves superior performance when compared with models without batch normalization.

BatchNorm affects the power of the inherent noise present during the training process and hence, the noise resistant property of the model can be inferred from Equation (7). Specifically, BatchNorm lowers the value of \( \nabla L_i(x) \), thereby reducing the power of the inherent gradient noise. Although this enables the convergence of the training process, the lower value of the power of the gradient noise means the resulting model has a poor noise resistant property. The absence of the BatchNorm layer means that power of the gradient noise is greater than the case where the BatchNorm is used. The increase in the power of the gradient noise results a model that has a better noise resistant property. It should be noted that it is also possible for the value of the power of the gradient
noise grow uncontrollably due to the lack of BatchNorm layer, making convergence impossible.

In case where BatchNorm is needed, specifically for large datasets and very deep models, the influence of the BatchNorm on the model noise resistance is depended on the number of BatchNorm layers in the model. Hence, a version of a model with BatchNorm layer before every activation function will have poor noise resistant property when compared with another version of the same model with fewer BatchNorm layers. This is because the power of the gradient noise with fewer BatchNorm layer is greater than that of the model with a BatchNorm before every activation function. This is expected as the number of BatchNorm in the model affects the value of $\nabla L_i(x)$, which in turn determines the power of the gradient noise.

From the above observations, it is clear that the number of BatchNorm layers is very important as it is a design choice that we could control to strike the balance between model performance property and its noise resistant property. The presence of BatchNorm at every layer means that the model can achieve superior performance comparing to when the BatchNorm is absent. However, this comes at the expense of good noise resistance property. In order to mitigate this effect, some BatchNorm layers can be removed from the model in order to trade reduction in model performance for improvement in noise resistant property. This tradeoff is extremely important because on one hand the model will not train well without the presence of BatchNorm layer, especially when the model is quite deep and the learning task is difficult, on the other hand, two much BatchNorm results in poor noise resistant property. Hence, controlling the tradeoff allows the gradient noise power to grow in a controlled manner to achieve decent model performance and noise resistant property at the same time.

C. Smoothing Effect of Batch Normalization

The authors in [24] stated that the effectiveness of BatchNorm on the training process is due to its ability to reparameterizes the underlying non-convex optimization problem to make its landscape significantly smoother. This reparameterization influences the training process by making the loss function and the gradient of the loss to be more Lipschitz. A function $f$ is said to be L-Lipschitz if:

$$|f(x_1) - f(x_2)| \leq L|x_1 - x_2|$$  \hspace{1cm} (8)

for all values of $x_1$ and $x_2$. These effects, also known as Lipschitz continuity and gradient predictability, makes the gradient descent algorithm to be stable, reliable and predictable. Furthermore, BatchNorm moderates or eliminates the exploding or vanishing gradient phenomena as gradient of models with BatchNorm layer has gradient loss with low range of values in every direction [24]. Furthermore, the authors in [24] also showed that $l_2$ distance between the two consecutive instances of the loss gradient is significantly lower for model with BatchNorm than that of the models without BatchNorm. The low value of the range and the $l_2$ distance of two consecutive instances of the loss gradient of the models with BatchNorm can be interpreted as the gradient contains noise of low power. However, models without BatchNorm do have loss gradient with very wide range of values, i.e., the gradient contains noise of high power. In fact, the relationship between the loss gradient of a model with and without BatchNorm is given in the equation (9) below [24].

$$||\nabla y_j L||^2 \leq \frac{\gamma^2}{\sigma_j^2} \left(\frac{1}{m} ||\nabla y_j^m L||^2 - \frac{1}{m} ||\nabla y_j^m L, \hat{y}_j||^2\right)$$  \hspace{1cm} (9)

where $L$ and $\hat{L}$ is the loss of the model with and without BatchNorm, respectively. This shows that the loss gradient of the model with BatchNorm is less than the loss gradient of the model without BatchNorm. Apart from the additive reduction, the large value of $\sigma_j$ for model without BatchNorm means that the loss gradient for model with BatchNorm is significantly lower. Please refer to [24] for more explanations and derivation of equation (9).

This significant difference in the properties of the model with and without BatchNorm layer explains the difference in the noise resistant property of the models. The presence of noise in the loss gradient demonstrates that the model performance and noise resistant properties are influenced by the noise. This explanation is in agreement with the explanations in Section I-B although the present of the noise is accounted for in another manner.

III. Experimental Setup

The discussion in this section focuses on the details of the experiments carried out to study the effect of batch normalization layer on the inherent resistance characteristics of deep learning models to analog noise. The details discussed are the dataset, model design and architecture, methodology, and software and hardware used.

A. Dataset

The CIFAR10 and CIFAR100 datasets are used for the classification task in this paper and the details about the dataset are provided in Table I CIFAR10 and CIFAR100 datasets.

| Model Name | Dataset | Number of Classes | Model Input Dimension | # Images per class |
|------------|---------|-------------------|-----------------------|--------------------|
| ResNet_18  | [CIFAR10, CIFAR100] | [10,100] | $32^3 \times 3$ | [6000,600] |
| ResNet_34  | [CIFAR10, CIFAR100] | [10,100] | $32^3 \times 3$ | [6000,600] |
| ResNet_44  | [CIFAR10, CIFAR100] | [10,100] | $32^3 \times 3$ | [6000,600] |
| ResNet_56  | [CIFAR10, CIFAR100] | [10,100] | $32^3 \times 3$ | [6000,600] |
| VGG_16     | [CIFAR10, CIFAR100] | [10,100] | $32^3 \times 3$ | [6000,600] |

Table I: The details of the DL models and dataset used in the experiments.
are labelled datasets that are part of 80 million tiny images datasets. Furthermore, each datasets contains 60,000 images divided into 50,000 training and 10,000 testing datasets. The images in the dataset are of dimension $32 \times 32 \times 3$. The images in CIFAR10 dataset can be grouped into 10 classes, with each class containing 5000 training images and 1000 testing images. The classes are mutually exclusive as there is no semantic overlap between the classes. The CIFAR100 dataset contains images that can be grouped into 100 classes with each class containing 500 training images and 100 testing images. The classes in the CIFAR100 dataset are not mutually exclusive and it can be said that there is some form of semantic overlap as the dataset contain 20 superclasses.

B. Model Design and Training

The models used for this work are stated in Table I. The models are all models suitable for image classification task as CIFAR10 and CIFAR100 datasets can only be used for such task. The models can generally grouped into ResNet and VGG16 models. ResNet models are form of convolutional neural network based on the residual learning framework which eases the training and optimization of deeper models. It achieves this by reformulating the constituent layers of a model as learning residual function with reference to the layers inputs instead of learning unreferenced function $[29]$. The VGG16 is also a form of CNN that leverages on the convolutional network depth using an architecture with very small $(3 \times 3)$ convolution filters to achieve better performance $[30]$. All the models used in this work were trained from scratch until convergence, as the model weights were not initialized using weights from other models. With glorot-uniform method as the initializer, categorical cross entropy as the loss function and Adams optimization algorithm as the optimizer, model convergence was achieved by minimizing the prediction error and maximize the model accuracy. Data augmentation was also performed to prevent overfitting and maximize model performance.

C. Model Training Stage

A deep learning model with batch normalized layers is trained using the selected dataset from scratch. The deep learning model architecture is designed such that there is one batch normalization layer after every convolutional and fully connected layer in the model. The model is trained until convergence is achieved and this model is considered as the baseline model. All the models under consideration with BatchNorm layer achieve model convergence. Afterwards, the same deep learning model without the batch normalization is trained from scratch until convergence is achieved. This is the experience with all the ResNet models without the BatchNorm layer as they achieve convergence when trained with CIFAR10 dataset.

If the model convergence is not achieved, the model architecture is modified slightly by inserting a minimum number of batch normalization layers required for convergence to be achieved. This is the case referred as partial presence of BatchNorm layer in this work. The minimum number of BatchNorm layer required varies from one model to another and also from one dataset to another, hence a trial and error method is used to determine it. A choice of trial and error method to determine this minimum number of batch normalization layer(s) need to achieve convergence for a particular model is informed by the non-trivial nature of the problem. In this work, this approach is used to achieve convergence for all the ResNet model without BatchNorm layer when trained on CIFAR100 dataset and VGG16 model when trained on both CIFAR10 and CIFAR100 dataset.

D. Model Inference stage

The inference performance of the models obtained from section [III-C] in the presence of analog noise is investigated in this section. The performance metric for this work is the classification accuracy (%), a common metric for deep learning models for image classification task. The analog noise is modeled as additive white Gaussian noise which is added to the model weights. The weights of the model due to the presence of noise is represented in the equation (10) below.

The white Gaussian noise used in this work is of zero mean and a standard deviation of $\sigma_{\text{noise}}$, which represents the energy of the noise. The value of $\sigma_{\text{noise}}$ is calculated using equation (10) below where $SNR$ is the signal to noise ratio and $\sigma_w$ is the standard deviation of the weights in a layer.

$$
\sigma_{\text{noise}} = \frac{\sigma_w}{SNR} \tag{10}
$$

Equation (12) is obtained by substituting equation (11) into equation (10) where $\eta$ is defined as a noise form factor.

$$
\eta = \frac{1}{SNR} \tag{11}
$$

$$
\sigma_{\text{noise}} = \eta \times \sigma_w \tag{12}
$$

The $SNR$ values of the standard deviation of the Gaussian noise used in this work are 100, 10, 5, and 2.5. These $SNR$ values are equivalent to Gaussian noise of zero mean and standard deviations equivalent to 1%, 10%, 20%, and 40% form factor of the standard deviation of the weights of a particular layer $\sigma_w$. The models with batch normalization obtained in Section [III-C] above is put in inference mode and the performance of the model on the test dataset is evaluated in order to obtain the model classification accuracy. The classification accuracy obtained for the model without the analog noise ($\eta=0$) is the baseline inference accuracy for the model. The additive Gaussian noise of zero mean and the desired standard deviation equal to 1% of the $\sigma_w$ at a layer 1 is added to weights in layer 1 of the model. This is equivalent to $SNR$ value of 100% and $\eta$ value of 1%. This procedure is repeated for all the layers in the model until noise is added to all the weights in the model. The performance of the model with the new weight is then evaluated using the test dataset to obtain the inference classification due to the noise. The procedure above for a fixed value of $\eta$ is then repeated multiple times.
and the average inference classification accuracy recorded. The average classification accuracy due to the present of the noise is then normalized with the baseline inference classification accuracy using the formulae in equation (13).

\[ A_1 = \frac{a_1}{a_o} \]  

(13)

where \( a_o \) are the baseline classification accuracy, \( A_1 \) and \( a_1 \) are the normalized classification accuracy and average classification accuracy due to the present of noise of \( \eta \) value of 1. These procedures are then repeated for \( \eta \) values of 10%, 20%, 30% and 40% and the corresponding average and normalized classification accuracy noted. The procedure above is then repeated with the model without batch normalization layer for the same \( \eta \) values above and the corresponding classification accuracy recorded.

E. Software and Hardware

Keras deep learning framework, using tensorflow backend is used for training and testing all the models in this work. The Keras framework was installed on the NVIDIA V100-DGXS-32GB GPU.

IV. RESULTS AND ANALYSIS

The results and analysis of the experimental work to understand the effect of batch normalization on the robustness of deep neural network to analog noise using CIFAR10 and CIFAR100 dataset are presented in this section. This effect is studied by comparing the performance of a deep learning model with batch normalization layer after each layer (convolutional and fully connected layer) and the same model architecture without the batch normalization layer after each layer or partially present in some layers. The partial presence of batch normalization is a situation where batch normalization layer are present in some layers in order to kick-start the training process. This generally apply to situation where models with reasonable performance are difficult to train without batch normalization due to classification task complexity and/or model architecture. In this work, the use of partial presence of batch normalization is only used as substitute for the full absence of batch normalization for the VGG16 model training on CIFAR10 dataset and all models on the CIFAR100 dataset. It should be noted that the minimum number of batch normalization layers needed to train the models varies from one use case to another.

1) Results with CIFAR10: The results of the experimental work is presented in Tables II and Figure 2, and it shows the testing accuracy and normalized testing accuracy when analog noise is added to all the weights of the model respectively. Firstly, the baseline testing accuracy of the models with BatchNorm, which is equivalent to analog noise with noise factor (\( \eta \)) of 0%, is slightly higher than baseline testing accuracy of the models without BatchNorm. This is expected as batch normalization eases model training and achieves faster convergence by enabling the use of bigger learning rate, reduce model sensitivity to initialization and also acts a regularizer [21]–[23]. Secondly, it is observed that model inference performance of the models (with or without BatchNorm) decreases with increase in the analog noise power level. This trend is in agreement with the observation of the authors in [19] as the ability of the noise to corrupt the model weight increases with the noise power level. For example, ResNet56 with the BatchNorm has an inference accuracy value of 92.17%, 88.40%, 31.81%, 22.02%, 12.67%, and 11.09% at noise power level of 0%, 1%, 10%, 20%, 30% and 40% respectively. This trend is also the same with ResNet56 without the BatchNorm layer where an inference accuracy of 87.88%, 87.81%, 86.74%, 82.85%, 74.44%, and 61.17% at noise power level of 0%, 1%, 10%, 20%, 30% and 40% respectively.

However, the severity of the effect of the noise power level on the model inference accuracy is actually more for models with BatchNorm layer than models without BatchNorm layer. This severity is observed when comparing the normalized inference accuracy for the models at various noise level, which is shown in Figures 2. The normalized inference accuracy of the model is obtained by normalizing average inference accuracy of a model by the baseline inference accuracy of the model as stated in equation (13). The high percentage performance degradation suffered by models with batch normalization layer in the presence of analog noise means that the model loses their initial performance advantage in the form of better inference classification accuracy. In fact, the classification accuracy of the model with batch normalization layer reduces significantly below the classification accuracy of the model without the batch normalization layer particularly at higher noise factor. This trend can be observed in Figure 2, where the inference accuracy for most of models with the batch normalization layer has degraded below the inference accuracy of the models without the batch normalization layer by the noise factor of 10%. At noise power level of 10%, the normalized inference accuracy of ResNet56 model with BatchNorm and ResNet56 model without BatchNorm layer is 34.31% and 98.81% respectively. This behavior is also observed with VGG16 model where the model with BatchNorm and Model without BatchNorm has a normalized inference accuracy of 10.75% and 91.31% respectively. This shows that models with BatchNorm layer has poor noise resistant property as compared with the models without BatchNorm layer.

Furthermore, It is also observed that shallower ResNet models with BatchNorm are more noise resistant than deeper models ResNet model with BatchNorm layer. At noise power level of 10%, ResNet20 has the best normalized inference accuracy of 94.62% while ResNet56 has the poorest normalized inference accuracy of 34.31%. This behavior is not observed in ResNet models with BatchNorm layer where the normalized inference accuracy is fairly constant for 10% noise power level. This is behavior might be due to reduced influence of BatchNorm in those models. This reduced influence is due to the reduced number of BatchNorm layer present in the model architecture as compared to deeper models.

2) Results with CIFAR100: Table III and Figure 3 shows the inference accuracy and normalized inference accuracy of
Figure 2: The inference performance comparison of pre-trained VGG16 model and ResNet models trained with and without batch normalization layer trained on CIFAR10 dataset when Gaussian noise is added to all the weights. The performance metric is the (a) Actual average test accuracy(b) Normalised average test accuracy.

Figure 3: The inference performance comparison of pre-trained VGG16 model and ResNet models trained with and without batch normalization layer trained on CIFAR100 dataset when Gaussian noise is added to all the weights. The performance metric is the (a) Actual average test accuracy(b) Normalized average test accuracy.
the various models pre-trained on CIFAR100 in the presence of analog noise of different noise power level. Like the case with CIFAR10, the models with BatchNorm have a BatchNorm layer after each convolution and fully connected layer. However, the all the models without BatchNorm has a few layers with BatchNorm layer due to the inability of the model to achieve model convergence without it. The number is however limited to the minimum required to kickstart the training process and this minimum is obtained by trial and error.

The CIFAR100 baseline inference accuracy of all the models is lower than baseline for CIFAR10 dataset. The is because the classification task on CIFAR100 data is more complex than that of CIFAR10 dataset as the CIFAR10 contain 10 classes as compared to 10 classes in CIFAR10 dataset. The semantic overlap between the classes in CIFAR10, unlike CIFAR10 where there is none, also makes the classification task even non-trivial. Furthermore, the number of images per class is smaller for CIFAR100 (600) than CIFAR10 (6000) making the task even more difficult.

The baseline inference accuracy (noise power level of zero) of the models with the BatchNorm layer is significantly higher than "No BatchNorm" counterparts despite having some BatchNorm layer themselves. This difference is behavior is due to the limited influence of BatchNorm on the "No BatchNorm" models as these models have very few BatchNorm layers as compared with models with BatchNorm layer which has a BatchNorm layer after every convolution and fully connected layer.

However, models with BatchNorm layer suffers more degradation in performance in the presence of additive analog noise compared to models "without BatchNorm" and this degradation performance also increases with increase in the noise power level. This degradation is showed in Figure [3] where the normalized inference accuracy of the models with BatchNorm are lower than the normalized inference accuracy of models "without BatchNorm". For all ResNet models with BatchNorm, shallower models have better noise resistant property than deeper models as indicated by higher normalized noise resistant property for a fixed noise power level due to them having fewer number of BatchNorm layer. These observations is also observed with these models trained on CIFAR10 dataset and detailed in section [IV-1]. The differences lie in the severity of the degradation experienced by models trained on CIFAR100 dataset which is discussed later.

The significant difference in the baseline inference accuracy of models with BatchNorm and models "without BatchNorm" trained on CIFAR100 dataset means that the absolute accuracy of the model with BatchNorm layer might be higher than model without BatchNorm layer at some noise power level despite the former having poorer noise resistant property. This is true for all ResNet models without BatchNorm trained on CIFAR10 dataset at noise power level of 1% and lower. This means these models with BatchNorm can be selected ahead of their "No BatchNorm" counterpart to be implemented on analog computing device. This also applies to models ResNet20 and ResNet36 models with BatchNorm trained on CIFAR10 dataset as their absolute inference accuracy is still higher than inference value of their No BatchNorm variant despite their performance degradation in the presence of noise.

3) Impact of Model Task on its Noise Resistant Property:
The impact of the complexity of the model’s task on the noise resistant property of the models are analyzed in this section. A performance comparison between the models trained on the CIFAR10 and CIFAR100 datasets using their normalized inference accuracy when Gaussian noise is injected into their model weight is shown in Figure [4]. While the comparison is done with models with batch normalization layer trained on
CIFAR10 and CIFAR100 datasets in [4], the comparison in Figure 3 is between models without or partial batch normalization layer. It is observed from Figure 4 that models trained on CIFAR10 dataset suffered less percentage performance degradation as compared to models trained on CIFAR100 dataset. This performance difference can be attributed to the complexity of the task as both models contain the same amount of batch normalization layer. This trend is also noticed in Figure 4 except that models In Figure 4h suffers more degradation due to the presence of BatchNorm layer after every in their model architecture which negatively impacts model noise resistant property. Although some models in Figure 4 contain some BatchNorm layer, the number is few, thus limiting their impact on the noise resistant property of the models.

4) Trade off between Performance and Noise Resistant Property: It can be observed that the testing accuracy of the model without batch normalization layer is lower than the model with batch normalization layer for both CIFAR10 and CIFAR100 datasets a expected. However, it is possible to get better results by exploring the partial batch normalization case in order to achieve better result by gradually increasing the number of batch normalization layer in order to achieve higher baseline accuracy. However, these improved in the baseline inference accuracy is achieved at the expense of the robustness of the resulting model to Gaussian noise. Hence, the current practice of using a batch normalization layer at the top of every convolutional might not be the best for models that needs to be deployed on analog hardware as the robustness of the resulting model might be low. The use of partial batch normalization might be better as we can gradually find the number of batch normalization layer needed to achieve a desired performance value. This design philosophy helps us to find some tradeoff between performance and robustness to noise.

In order to aid better summarization and analysis of results, a new metric called average normalized percentage classification accuracy is introduced. This is mathematically defined as:

$$A_{avr} = \frac{\sum_{i=1}^{N} A_i}{N}$$

(14)

where $A_{avr}$ is the average normalized percentage classification accuracy and $N$ is the number of non-baseline noise factor which is 5. This new metric summarizes the performance of all the model trained on the CIFAR10 and CIFAR100 datasets over the 5 non-baseline noise factor and the result is given in Table IV. VGG16 model has the best performance among all the models trained on CIFAR10 dataset and ResNet_20 model has the best performance among all the models trained on CIFAR100 dataset as they suffer a performance degradation of 6.20% and 54.62% respectively.

| Model Name  | CIFAR10 With BN | CIFAR10 No BN | CIFAR100 With BN | CIFAR100 No BN |
|-------------|-----------------|---------------|------------------|----------------|
| Resnet_20   | 61.88%          | 47.71%        | 55.38%           | 48.31%         |
| Resnet_36   | 54.69%          | 34.95%        | 50.44%           | 44.17%         |
| Resnet_44   | 41.32%          | 41.08%        | 33.74%           | 41.08%         |
| Resnet_56   | 35.81%          | 21.74%        | 48.92%           | 41.08%         |
| VGG_16      | 89.68%          | 93.80%        | 91.92%           | 89.63%         |

Table IV: Comparison of the average normalized percentage classification of VGG16 and ResNet Models with and without Batch normalization accuracy over 5 non-baseline noise factor in the presence of Gaussian noise in all its layer during inference when tested with CIFAR10 and CIFAR100 dataset. The performance metric is the model classification accuracy.

In order to accelerate the training and improve model performance by reducing the internal covariate shift in layers or subnetwork of a deep learning model. It achieves this by performing normalization for each training mini-batch, allowing the use of higher learning rate and making the process insensitive to model initialization. However, batch normalization performance reduces when training batch is small or do not consist of independent samples. Furthermore, the low bit-width quantization technique impedes fundamental mathematical operations in batch normalization in addition to needing additional computation and memory resource. Many methods have been proposed to resolve these issues including batch renormalization [22], group normalization [31], layer normalization [32], weight normalization [33], L1-Norm batch normalization [31], etc.

The noise resistant ability of neural networks has attracted significant attention recently due to the needs to deploy deep learning models on analog accelerators that contain significant noise. There are extensive works in the literature that relate to analog noise and neural network models. The use of noisy input to improve the ability of neural network to generalize to previous unseen data, recognize faulty input and improve their fault tolerant ability has been discussed in [34]–[37]. Deep noise injection, injecting noise into the model weight during training, to improve the noise resistant ability of neural network have been proposed in [38]–[41]. The use of Langevin noise which is adding noise to the weight change to improve model generalization is discussed in [42]. Furthermore, the work by [43]–[46] also provides the various theoretical and mathematical justification for use of analog noise for training neural network for the various scenarios mentioned earlier.

(We will need to verify the correctness of this paragraph.) Recently, knowledge distillation, a training method which involves learning one model from another model, and deep noise injection is further used to improve on the existing result [5]. Also, the robustness of neural network against adversarial noise was studied in [47] and the generalization of neural network trained with with noisy labels was discussed in [48], [49].

The robustness of neural network models to noise can also be achieved by exposing the model to circuit nonlinearities and other constraints during training as done in [50], [51]. By using the same analog hardware during training and testing, the model is being conditioned to give good performance in a
Figure 4: (a) The inference performance comparison of pre-trained VGG16 model and ResNet models trained with batch normalization layer on both CIFAR10 and CIFAR100 dataset when Gaussian noise is added to all the weights. The performance metric is the actual average test accuracy. (b) The inference performance comparison of pre-trained VGG16 model and ResNet models without batch normalization layer trained on both CIFAR10 and CIFAR100 dataset when Gaussian noise is added to all the weights. The performance metric is the normalized average test accuracy.

noisy computational environment. Despite the effectiveness of this method, implementing low power training procedure on analog device is non-trivial and too laborious for a procedure needed only once. Furthermore, implementing the circuitry needed for backpropagation leads to increase in chip’s area and complicates chip design [1]. Chip-in-the-loop method, a method suited for inference-only hardware, is introduced in [52], [53] by adapting pre-trained model weights for the inference only chip. This process is slow and inefficient and it involves programming the pre-trained weight of a model to the hardware of interest in order to measure the precise error using forward computation pass. The measured error is then used to update the weights of the pre-trained model via backpropagation in software using traditional processors [1]. The work in [54] also extend the analog computing architectures to support dynamic precision with redundant coding by repeating operations and averaging the result.

The protection of the weights and bias of neural network from noise using linear and nonlinear analog error correction codes in order to prevent performance degradation has been proposed in [55], [56]. The works also explored the use of unequal error protection method for weights at different layers of a binarized network due to the uneven effect of noise in different layers. Furthermore, alternative binary representation of the parameters and weight nulling, a simple parameter error detection method, is proposed in [57] to mitigate the effect of the distortion caused by bit flips to improve on model robustness. An algorithm based on deep reinforcement learning which uses selection protection scheme to choose critical bit for error correction code (ECC) protection is developed in [58]. This critical bit, which is not always the most significant bit, is selected in order to achieve optimal tradeoff between ECC’S redundancy and neural network model performance. The algorithm is a form of function oriented ECC algorithm, achieves this by using an optimization function that optimizes the neural network performance after error correction instead of minimizing the uncorrectable bit error rate in the protected bits. The work in [59] uses a collaborative logistic classifier which leverages asymmetric binary classification coupled with an optimized variable-length decode-free Error-Correcting Output Code to improve the error-correction capability of DNN accelerators. The work in [60] introduces the use of a generalized fault aware pruning technique to improve model resilience to hardware fault. Lastly, the work in [61] introduces a framework that synergies the mitigation approach and computational resources using neural network architecture-aware partial replacement approach to identify the parameters of interest in the consecutive network layers for hardening to improve model resilience.

The existing works are different from this work as they explore ways to improve the robustness of deep learning models to analog or digital noise using various methods. In this paper, the effect of batch normalization on the robustness property of deep learning models in the presence of analog noise is investigated in order to provide important insights and intuitions on the tradeoff between prediction accuracy and noise resistance of deep learning models. Although this work share some similar visions with that of [19], [55] in the modeling of the analog noise and in adding noise to all the layers of the model, this work is unique as it proposes new
ways to design and train deep learning model with a controlled tradeoff between model performance and model robustness to analog noise. This work is also different from [25], [7] where the noise is modeled as digital noise. Furthermore, it is also different from [24], [26] which aim to provide an alternate reasons and mathematical derivation why batch normalization accelerates training.

VI. CONCLUSION

The effect of batch normalization on the robustness of deep learning models inference performance to analog noise is investigated in this paper. The investigation is done by comparing the performance of a deep learning model with batch normalization layer with the same deep learning model without batch normalization layer in the presence of noise. The effect of the noise on the model is modeled as a form of weight change.

This paper established that batch normalization layer negatively impacts on the robustness properties of deep learning model to analog noise. The influence of the batch normalization layer on the noise resistant property of model is such that it increases with increase in the number of batch normalization layer. In fact, the extra performance improvement in model inference due to the presence of the batch normalization layer is lost and the model performs poorly when compared with models without batch normalization layer. In cases where the model training is impossible without batch normalization layer, it is proposed that the minimum amount of batch normalization layer needed to get the model trained and achieved the target model performance is encouraged. This case is defined as partial case of batch normalization. These training paradigm ensures that a tradeoff is achieved between model performance and model’s robustness property to analog noise. This paradigm also applies in situations when there is significant difference in inference performance between model with batch normalization layer and model without any batch normalization layer. It is also observed that for a fixed model, the noise resistant ability of a model is negatively impacted as the complexity of the classification task increases.
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