SINGULAR LAGRANGIANS AND PRECONTACT HAMILTONIAN SYSTEMS
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Abstract. In this paper we discuss singular Lagrangian systems on the framework of contact geometry. These systems exhibit a dissipative behavior in contrast with the symplectic scenario. We develop a constraint algorithm similar to the presymplectic one studied by Gotay and Nester (the geometrization of the well-known Dirac-Bergman algorithm). We also construct the Hamiltonian counterpart and prove the equivalence with the Lagrangian side. A Dirac-Jacobi bracket is constructed similar to the Dirac bracket.
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1. Introduction

As it is well-known, the description of Hamiltonian mechanics is developed on symplectic manifolds; indeed, given a symplectic manifold \((M, \omega)\) and a Hamiltonian function \(H : M \to \mathbb{R}\), we obtain the dynamics as the Hamiltonian vector field given by the equation \(\iota_{X_H} \omega = dH\). The integral curves of \(X_H\) satisfy Hamilton equations.

This geometric framework has two formulations: if \(M\) is the cotangent bundle \(T^*Q\) of a configuration manifold \(Q\), equipped with its canonical symplectic form \(\omega_Q\), we obtain a classical Hamiltonian mechanical system; and, if \(M\) is the tangent bundle \(TQ\) equipped with the
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symplectic form $\omega_L$ constructed from a regular Lagrangian $L : TQ \to \mathbb{R}$, then we obtain the usual Euler-Lagrange equations (in the latter case, the vector field providing the dynamics is the solution $\xi_L$ of the equation $\iota_{\xi_L} \omega_L = dE_L$, where $E_L$ is the energy of the system; $\xi_L$ is a second order differential equation on $TQ$ whose solutions are the ones of the Euler-Lagrange equations). Both sides are related by the Legendre transformation.

A fascinating scenario occurs when the Lagrangian function is not regular, that is, its Hessian matrix with respect to the velocities is singular. Hence, the 2-form $\omega_L$ is not symplectic, and the equation $\iota_X \omega_L = dE_L$ has not solution in general, or even, if there is a solution, it is not unique. In order to deal with singular Lagrangians, and motivated for the need to study the quantization of electromagnetism, P.A.M. Dirac developed a constraint algorithm (now called Dirac-Bergmann algorithm) that allows us to construct the dynamics of the system [11]. This constraint algorithm has been later geométrized by M.J. Gotay and J.M. Nester [18].

The geometric version of the algorithm relies on the concept of presymplectic systems, that is, a closed 2-form $\omega$ on a manifold $M$ which is not symplectic but has constant rank. So we analyze Hamilton equations

$$i_X \omega = dH$$

for a Hamiltonian function $H$ on $M$. We consider the points where there is a solution of the above equation, and so we obtain a constraint submanifold $M_1$ along which there is a solution. But the dynamics should be tangent to $M_1$ so we have to restrict ourselves to those points in $M_1$ where a solution exists but it is tangent to $M_1$. The algorithm continues and, in the favorable cases, it stabilizes at some level, $M_{i+1} = M_i$ which is called the final constraint submanifold.

The above algorithm can be applied to the case of singular Lagrangian systems, but, when the Lagrangian satisfies some weak regularity condition, we can also develop a Hamiltonian counterpart and the corresponding constraint algorithm. Both algorithms are conveniently related by the Legendre transformation.

In addition, Dirac introduced two kind of constraints, first and second class. The second class constraints permits to define a Poisson bracket (called Dirac bracket) that gives the dynamics of the constrained system just as in the classical case with the canonical Poisson bracket.

The goal of the present paper is to extend these constructions to a new kind of Hamiltonian systems, those called contact Hamiltonian systems. Those systems have found applications in many areas, such as irreversible thermodynamics [19], statistical mechanics [3], geometric optics [6] as well as systems with dissipative forces linear in the velocities (Rayleigh dissipation). The Lagrangian formulation has been
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considered in [27, 31]. A recent review of the applications of contact Hamiltonian systems can be found in [4].

Indeed, in the contact case, the underlying geometry is a contact manifold \((M, \eta)\), where \(\eta\) is a contact form. This means that \(\eta \wedge (d\eta)^n \neq 0\), where \(M\) has dimension \(2n + 1\). So, if we consider a Hamiltonian function \(H\) on \(M\), the corresponding Hamiltonian vector field \(X_H\) solves the equation

\[
\flat(X) = dH - (H + R(H))\eta,
\]

where \(R\) is the Reeb vector field and \(b(X) = \iota_X d\eta + \eta(X)\eta\).

This equation shows a dissipative behavior which contrasts with the conservative nature of symplectic systems. Therefore, symplectic and contact geometries provide very different dynamics.

We are interested in extending the theory of singular Lagrangian systems to the contact context. As in the usual case, a Lagrangian \(L : TQ \times \mathbb{R}\) is singular when the Hessian matrix with respect to the velocities is not regular. Consequently, the 1-form \(\eta_L\) in \(TQ \times \mathbb{R}\), constructed from the Lagrangian \(L\) with the expression

\[
\eta_L = dz - \frac{\partial L}{\partial \dot{q}^i} dq^i,
\]

is a contact form if and only if \(L\) is regular. Therefore, in the singular case, Eq. (2) might have no solution, or the solution might be not unique. In order to study the solutions of Eq. (2), we develop a constraint algorithm, similar to the Gotay-Nester one. Indeed, we also extend the Dirac-Bergmann algorithm.

The corresponding Hamiltonian picture is developed, assuming some weak regularity conditions on the Lagrangian, so that both approaches are proven to be equivalent.

An interesting result is that, since the ambient bracket of functions on \(T^*Q \times \mathbb{R}\) is Jacobi but not Poisson, we have to introduce the so-called Dirac-Jacobi bracket, which again is Jacobi but not Poisson. This bracket shares some properties with the Dirac bracket and is motivated by the classification of constraints in first and second class.

The paper is structured as follows. In Section 2 we will introduce the dynamics of Hamiltonian systems on symplectic, cosymplectic and contact manifolds, and explain how they fit on the more general framework of Jacobi manifolds. Furthermore, we will introduce the Jacobi brackets and some of their properties. In Section 3 we present the Hamiltonian formalism for the previously introduced geometries. In Section 4 we quickly recall the Hamiltonian formalism and connect it to the Lagrangian formalism via the Legendre transformation. In Section 5 we prove the equivalence of the Lagrangian formalism with Herglotz’s variational problem, which shows some interesting connections of contact Hamiltonian systems with control theory and calculus of variations.
The rest of the paper deals with singular systems in the precontact geometry setting. In Section 6 we introduce the concept of precontact manifold and some of its properties. In Section 7 we develop a constraint algorithm for precontact systems analogous to the Gotay-Nester algorithm for the presymplectic case. We also investigate the tangency of the Reeb vector field to the constraint submanifolds. Then, in Section 8 we see that the Legendre transformation connects the Hamiltonian and the Lagrangian sides of the problem in a way that commutes with the constraint algorithm, provided some weak regularity conditions on the Lagrangian. In Section 9 we introduce the contact version of the Dirac brackets, which we call Dirac-Jacobi brackets. This brackets are Jacobi, but, contrary to the symplectic case, they are not Poisson. We are also able to classify the constraint functions in first or second class, depending on weather they carry dynamical information or not. Then, in Section 10 we construct explicitly a submanifold $S$ of the final constraint manifold, such that there is a unique solution to the equations of motion that satisfy the second order differential equation condition along $S$. Finally, in Section 11 we provide examples with explicit computations of the constraints and the Dirac-Jacobi brackets.

In this article, given a smooth function $F: M \to N$, we denote by $F^*: TM \to TN$ the tangent map. Also, $\iota_X(\alpha)$ is the contraction of a vector field $X$ and a differential form $\alpha$. We allow distributions $\Delta \subseteq TM$ to be defined along a submanifold and we denote by $\Gamma(\Delta)$ de set of vector fields on $M$ tangent to the distribution.

2. Geometry and dynamics

2.1. Dynamics on symplectic geometry. As it is well known, Hamiltonian dynamics is developed using symplectic geometry. Indeed, let $(M, \omega)$ be a symplectic manifold, that is, $\omega$ is a non-degenerate closed 2-form, say $d\omega = 0$ and $\omega^n \neq 0$, where $M$ has even dimension $2n$. Then, if $H: M \to \mathbb{R}$ is a Hamiltonian function, the Hamiltonian vector field $X_H$ is obtained from the equation

$$\flat(X_H) = dH,$$

where $\flat$ is the vector bundle isomorphism

$$\flat : TM \to T^*M,$$

$$v \mapsto \iota_v \omega.$$  

In Darboux coordinates $(q^i, p_i)$ we have

$$\omega = dq^i \wedge dp_i,$$

$$X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i}.$$
in such a way that an integral curve \((q^i(t), p_i(t))\) of \(X_H\) satisfies Hamilton equations:

\[
\begin{align*}
\frac{dq^i}{dt} &= \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt} &= -\frac{\partial H}{\partial q^i}.
\end{align*}
\]

(6a) \hspace{1cm} (6b)

2.2. **Dynamics on cosymplectic geometry.** A cosymplectic structure on a \((2n + 1)\)-dimensional manifold \(M\) is a pair \((\Omega, \eta)\) where \(\Omega\) is a closed 2-form, \(\eta\) is a closed 1-form, and \(\eta \wedge \Omega^n \neq 0\). \((M, \Omega, \eta)\) will be called a cosymplectic manifold.

There is a Darboux theorem for cosymplectic manifolds, that is, there are local coordinates (called Darboux coordinates) \((q^i, p_i, z)\) in a neighborhood of any point of \(M\) such that

\[
\Omega = dq^i \wedge dp_i, \quad \eta = dz.
\]

(7)

There also exist a unique vector field (called Reeb vector field) \(\mathcal{R}\) such that

\[
i_{\mathcal{R}} \Omega = 0, \quad i_{\mathcal{R}} \eta = 1.
\]

(8)

In Darboux coordinates, we have

\[
\mathcal{R} = \frac{\partial}{\partial z}.
\]

(9)

Let \(H : M \to \mathbb{R}\) be a Hamiltonian function, say \(H = H(q^i, p_i, z)\). Consider the vector bundle isomorphism

\[
\tilde{\flat} : TM \to T^*M,
\]

\[
v \mapsto \iota_v \Omega + \eta(v)\eta
\]

(10)

and define the gradient of \(H\) by

\[
\tilde{\flat}(\text{grad} H) = dH.
\]

(11)

Then,

\[
\text{grad} H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i} + \frac{\partial H}{\partial z} \frac{\partial}{\partial z}.
\]

(12)

Next, we can define two more vector fields:

- the Hamiltonian vector field

\[
X_H = \text{grad} H - \mathcal{R}(H)\mathcal{R},
\]

(13)

- and the evolution vector field

\[
\mathcal{E}_H = X_H + \mathcal{R}.
\]

(14)
From Eq. (12) we obtain the local expression
\[ E_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \frac{\partial H}{\partial q^i} \frac{\partial}{\partial p_i} + \frac{\partial}{\partial z}. \] (15)

Therefore, an integral curve \((q^i(t), p_i(t), z(t))\) of \(E_H\) satisfies the time-dependent Hamilton equations:
\[
\begin{align*}
\frac{dq^i}{dt} &= \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt} &= -\frac{\partial H}{\partial q^i}, \\
\frac{dz}{dt} &= 1,
\end{align*}
\] (16a, 16b, 16c)

and then \(z = t + \text{constant}\) so that both coordinates can be identified in what concerns with derivatives with respect to \(z\) or \(t\).

2.3. Dynamics on contact geometry. Consider now a contact manifold \((M, \eta)\) with contact form \(\eta\); this means that \(\eta \wedge (d\eta)^n \neq 0\) and \(M\) has odd dimension \(2n + 1\). Then, there exist a unique vector field \(\mathcal{R}\) (also called Reeb vector field) such that
\[
i_{\mathcal{R}} d\eta = 0, \quad i_{\mathcal{R}} \eta = 1.\] (17)

There is a Darboux theorem for contact manifolds so that around each point in \(M\) one can find local coordinates (called Darboux coordinates) \((q^i, p_i, z)\) such that
\[
\eta = dz - p_i dq^i.\] (18)

In Darboux coordinates we have
\[
\mathcal{R} = \frac{\partial}{\partial z}.\] (19)

Define now the vector bundle isomorphism
\[
\tilde{b}: TM \to T^*M, \\
v \mapsto \iota_v d\eta + \eta(v)\eta.
\]
Notice that \(\tilde{b} (\mathcal{R}) = \eta\).

For a Hamiltonian function \(H\) on \(M\) we define the Hamiltonian vector field by
\[
\tilde{b}(X_H) = dH - (\mathcal{R}(H) + H) \eta
\] (20).

In Darboux coordinates we get this local expression
\[
X_H = \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q^i} - \left( \frac{\partial H}{\partial q^i} + p_i \frac{\partial}{\partial z} \right) \frac{\partial}{\partial p_i} + \left( p_i \frac{\partial H}{\partial p_i} - H \right) \frac{\partial}{\partial z}.\] (21)
Therefore, an integral curve \((q^i(t), p_i(t), z(t))\) of \(X_H\) satisfies the dissipative Hamilton equations
\[
\frac{dq^i}{dt} = \frac{\partial H}{\partial p_i}, \\
\frac{dp_i}{dt} = -\frac{\partial H}{\partial q^i} - p_i \frac{\partial H}{\partial z}, \\
\frac{dz}{dt} = p_i \frac{\partial H}{\partial p_i} - H.
\]

The systems of equations presented so far can be understood as instances of Hamiltonian systems on Jacobi manifolds, which we introduce below.

2.4. Dynamics on Jacobi manifolds. All the geometric structures and dynamical systems mentioned above are particular examples of a more general kind of geometric structures \([10, 26, 30]\), the so-called Jacobi manifolds, whose definition we recall below.

**Definition 1.** A *Jacobi manifold* is a triple \((M, \Lambda, E)\), where \(\Lambda\) is a bivector field (that is, a skew-symmetric contravariant 2-tensor field) and \(E \in \mathfrak{X}(M)\) is a vector field, so that the following identities are satisfied:
\[
[\Lambda, \Lambda] = 2E \wedge \Lambda, \\
\mathcal{L}_E \Lambda = [E, \Lambda] = 0,
\]
where \([\cdot, \cdot]\) is the Schouten–Nijenhuis bracket \([28, 29]\).

Both symplectic, cosymplectic and contact manifolds can be understood as instances of Jacobi manifolds by taking,
- For symplectic manifolds:
  \[\Lambda(\alpha, \beta) = \omega(\tilde{\beta}^{-1}(\alpha), \tilde{\beta}^{-1}(\beta)), \quad E = 0.\]  
- For cosymplectic manifolds:
  \[\Lambda(\alpha, \beta) = \Omega(\tilde{\beta}^{-1}(\alpha), \tilde{\beta}^{-1}(\beta)), \quad E = 0.\]  
- For contact manifolds:
  \[\Lambda(\alpha, \beta) = -d\eta(\tilde{\beta}^{-1}(\alpha), \tilde{\beta}^{-1}(\beta)), \quad E = -\Xi.\]

Jacobi manifolds such that \(E = 0\) are called *Poisson manifolds*, as in the case of symplectic and cosymplectic manifolds. In addition to contact manifolds, another important example of non-Poisson Jacobi manifolds are locally conformal symplectic manifolds \([10]\).

The Jacobi bivector \(\Lambda\) induces a vector bundle morphism between covectors and vectors,
\[
\sharp_\Lambda : TM^* \rightarrow TM \\
\alpha \mapsto \Lambda(\alpha, \cdot).
\]
This map is an isomorphism in the case of symplectic and cosymplectic manifolds and coincides with $\flat^{-1}$ and $\tilde{\flat}^{-1}$, respectively. In the case of a contact manifold, $\sharp\Lambda$ is not invertible. In fact, $\ker\sharp\Lambda = \langle \eta \rangle$ and $\operatorname{Im}\sharp\Lambda = \ker\eta$. The map $\sharp\Lambda$ can be written more directly in terms of the contact structure [23, Section 3] as:

$$\sharp\Lambda(\alpha) = \tilde{\flat}^{-1}(\alpha) - \alpha(\mathcal{R})\mathcal{R}. \quad (29)$$

We can define the Hamiltonian vector field $X_H$ of a Hamiltonian function $H \in C^\infty(M)$ in the context of Jacobi manifolds by taking

$$X_H = \sharp\Lambda(dH) + HE. \quad (30)$$

By a simple computation one can check that this definition coincides with the usual ones for symplectic, cosymplectic and contact manifolds (Eqs. (4), (13) and (20)).

2.4.1. Jacobi Brackets. The Jacobi structure can be characterized in terms of a Lie bracket on the space of functions $C^\infty(M)$, the so-called Jacobi bracket.

**Definition 2.** A Jacobi bracket $\{\cdot, \cdot\} : C^\infty(M) \times C^\infty(M) \to C^\infty(M)$ on a manifold $M$ is a map that satisfies

1. $(C^\infty(M), \{\cdot, \cdot\})$ is a Lie algebra. That is, $\{\cdot, \cdot\}$ is $\mathbb{R}$-bilinear, antisymmetric and satisfies the Jacobi identity:

$$\{f, g\} + \{g, h\} + \{h, f\} = 0 \quad (31)$$

for arbitrary $f, g, h \in C^\infty(M)$.

2. It satisfies the following locality condition: for any $f, g \in C^\infty(M)$,

$$\operatorname{supp}(\{f, g\}) \subseteq \operatorname{supp}(f) \cap \operatorname{supp}(g), \quad (32)$$

where $\operatorname{supp}(f)$ is the topological support of $f$, i.e., the closure of the set in which $f$ is non-zero.

That is, $(C^\infty(M), \{\cdot, \cdot\})$ is a local Lie algebra in the sense of Kirillov [22].

Given a Jacobi manifold $(M, \Lambda, E)$ we can define a Jacobi bracket by setting

$$\{f, g\} = \Lambda(df, dg) + fE(g) - gE(f). \quad (33)$$

In fact, every Jacobi bracket arises in this way.

**Theorem 1.** Given a manifold $M$ and a $\mathbb{R}$-bilinear map $\{\cdot, \cdot\} : C^\infty(M) \times C^\infty(M) \to C^\infty(M)$. The following are equivalent.

1. The map $(\{\cdot, \cdot\})$ is a Jacobi bracket.
2. $(M, \{\cdot, \cdot\})$ is a Lie algebra which satisfies the generalized Leibniz rule

$$\{f, gh\} = g\{f, h\} + h\{f, g\} + ghE(h), \quad (34)$$

where $E$ is a vector field on $M$. 

(3) There is a bivector field $\Lambda$ and a vector field $E$ such that $(M, \Lambda, E)$ is a Jacobi manifold and $\{\cdot, \cdot\}$ is given as in Eq. (33).

Proof. By a straightforward computation, (3) implies (2).

The statement (1) follows from (2) by noticing that the generalized Leibniz rule implies that the map $X_f : \mathcal{C}^\infty(M) \to \mathcal{C}^\infty(M)$ such that $X_f(g) = \{f, g\} + gE(f)$ is a $\mathbb{R}$-linear derivation on $\mathcal{C}^\infty(M)$, hence it defines a smooth vector field. Therefore, if $g$ vanishes on a neighborhood of $p \in M$ then $X(g)$ and $gE(f)$ also vanish and, consequently, so does $\{f, g\}$. Hence, $\text{supp}(\{f, g\}) \subseteq \text{supp}(f) \cap \text{supp}(g)$.

In [22, Section 2], it was proven that every local Lie algebra on the space of functions is provided by a Jacobi structure, that is, (1) implies (3). □

We say that a function $f$ on a Jacobi manifold $M$ is a Casimir function if $\{f, g\} = 0$ for any other function $g$.

Remark 1. For Poisson manifolds in which $E = 0$, the generalized Leibniz rule of the Jacobi brackets is the usual Leibniz rule and $\{\cdot, \cdot\}$ are the so-called Poisson brackets.

By noticing
\[ \{1, f\} = E(f), \] (35)
a Jacobi bracket is Poisson if and only if the constants are Casimir functions. ♦

We finish this chapter by noticing that the evolution of any observable $f$ under the flow of the Hamiltonian vector field of the function $H$ on $(M, \Lambda, E)$ can be written in terms of the brackets:
\[ \dot{f} = X_H(f) = \{H, f\} + fE(H) = \{H, f\} + f\{1, H\}. \] (36)

3. THE LAGRANGIAN FORMALISM

In this section we will recall the geometric setting for time dependent Lagrangian systems, based on the cosymplectic geometry. We will emphasize the differences with the contact framework.

3.1. Cosymplectic systems. Let $L : TQ \times \mathbb{R} \to \mathbb{R}$ be a Lagrangian function, where $Q$ is the configuration $n$-dimensional manifold of a mechanical system. Then, $L = L(q^i, \dot{q}^i, z)$, where $(q^i)$ are coordinates in $Q$, $(q^i, \dot{q}^i)$ are the induced bundle coordinates in $TQ$ and $z$ is a global coordinate in $\mathbb{R}$.

We will assume that $L$ is regular, that is, the Hessian matrix with respect to the velocities
\[ W_{ij} = \left( \frac{\partial^2 L}{\partial \dot{q}^i \partial \dot{q}^j} \right) \] (37)
is regular.
From $L$, and using the canonical endomorphism $S$ on $TQ$ locally defined by

$$S = dq^i \otimes \frac{\partial}{\partial q^i}$$  \hspace{1cm} (38)

we can construct a 1-form $\lambda_L$ defined by

$$\lambda_L = S^*(dL),$$  \hspace{1cm} (39)

where now $S$ and $S^*$ are the natural extensions of $S$ and its adjoint operator $S^*$ to $TQ \times \mathbb{R}$. Therefore, we have

$$\lambda_L = \frac{\partial L}{\partial q^i} dq^i.$$  \hspace{1cm} (40)

We will consider the cosymplectic structure $(\Omega_L, dz)$, where

$$\Omega_L = -d\lambda_L.$$  \hspace{1cm} (41)

It is easy to check that, if $L$ is regular, then

$$dz \wedge \Omega^n_L \neq 0,$$  \hspace{1cm} (42)

and conversely.

The Reeb vector field reads as follows:

$$R = \frac{\partial}{\partial z} - W^{ij} \frac{\partial^2 L}{\partial q^i \partial z \partial \dot{q}^j},$$  \hspace{1cm} (43)

where $(W^{ij})$ is the inverse of the Hessian matrix of $L$ with respect to the velocities.

The energy of the system is defined by

$$E_L = \Delta(L) - L,$$  \hspace{1cm} (44)

where $\Delta$ is the Liouville vector field.

$$\Delta = \dot{q}^i \frac{\partial}{\partial \dot{q}^i}$$  \hspace{1cm} (45)

such that

$$E_L = \dot{q}^i \frac{\partial L}{\partial q^i} - L.$$  \hspace{1cm} (46)

Consider now the following vector fields determined by means of the vector bundle isomorphism

$$\tilde{\nu}_L : T(TQ \times \mathbb{R}) \rightarrow T^*(TQ \times \mathbb{R}),$$

$$v \mapsto \nu_v \Omega_L + dz(v)dz.$$  

say,

(1) the gradient vector field

$$\text{grad}(E_L) = \tilde{\nu}_L(dE_L),$$  \hspace{1cm} (47)

(2) the Hamiltonian vector field

$$X_{E_L} = \mathcal{E}_L - \mathcal{R}(E_L) \mathcal{R},$$  \hspace{1cm} (48)
(3) and the evolution vector field

\[ \mathcal{E}_L = X_{\mathcal{E}_L} + \mathcal{R}. \]  

(49)

where \( \tilde{\flat}_L = (\tilde{\flat}_L)^{-1} \) is the inverse of \( \tilde{\flat}_L \) (see [5]).

The evolution vector field \( \mathcal{E}_L \) is locally given by

\[ \mathcal{E}_L = \dot{q}^i \frac{\partial}{\partial q^i} + B^j \frac{\partial}{\partial \dot{q}^j} + \frac{\partial}{\partial z}, \]  

(50)

where

\[ B^j \frac{\partial}{\partial \dot{q}^j} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + \dot{q}^i \frac{\partial}{\partial q^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) - \frac{\partial L}{\partial q^j} = 0. \]  

(51)

Now, if \((q^i(t), \dot{q}^i(t), z(t))\) is an integral curve of \( \mathcal{E}_L \), then it satisfies the usual Euler-Lagrange equations

\[ \frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^j} \right) - \frac{\partial L}{\partial q^j} = 0. \]  

(52)

since \( z = t + \text{constant} \).

Notice that \( \mathcal{E}_L \) is a second order differential equation (SODE, for short) because \( S(\mathcal{E}_L) = \Delta \), reflecting the fact that the Euler-Lagrange equations are second order.

3.2. **Contact systems.** In this case, we also have a regular Lagrangian \( L : TQ \times \mathbb{R} \to \mathbb{R} \), but instead to consider the cosymplectic structure \((\Omega_L, dz)\), we will consider the contact structure given by the 1-form

\[ \eta_L = dz - \lambda_L, \]  

(53)

which is a contact form on \( TQ \times \mathbb{R} \) if and only if \( L \) is regular; indeed, if \( L \) is regular, then

\[ \eta_L \wedge (d\eta_L)^n \neq 0, \]  

(54)

and conversely. The corresponding Reeb vector field is, again,

\[ \mathcal{R} = \frac{\partial}{\partial z} - W^{ij} \frac{\partial^2 L}{\partial q^i \partial \dot{q}^j} \frac{\partial}{\partial \dot{q}^j}, \]  

(55)

where \((W^{ij})\) is the inverse of the Hessian matrix of \( L \) with respect to the velocities.

The energy of the system is defined just like in the cosymplectic case:

\[ E_L = \Delta(L) - L, \]  

(56)

where \( \Delta \) is the Liouville vector field on \( TQ \) extended in the usual way to \( TQ \times \mathbb{R} \).

Denote by

\[ \tilde{\nu}_L : T(TQ \times \mathbb{R}) \to T^*(TQ \times \mathbb{R}) \]  

(57)

the vector bundle isomorphism

\[ \tilde{\nu}_L(v) = \iota_v (d\eta_L) + (\iota_v \eta_L) \eta_L \]  

(58)

given by the contact form \( \eta_L \) on \( TQ \times \mathbb{R} \). We shall denote its inverse by \( \tilde{\flat}_L = (\tilde{\flat}_L)^{-1} \).
Denote by $\bar{\xi}_L$ the unique vector field defined by the equation
\begin{equation}
\bar{\gamma}_L(\bar{\xi}_L) = dE_L - (R(E_L) + E_L)\eta_L
\end{equation}

A direct computation from eq. (59) shows that $\bar{\xi}_L$ is locally given by
\begin{equation}
\bar{\xi}_L = \dot{q}^i \frac{\partial}{\partial q^i} + b^i \frac{\partial}{\partial \dot{q}^i} + L \frac{\partial}{\partial z},
\end{equation}

where the components $b^i$ satisfy the equation
\begin{equation}
b^i \frac{\partial}{\partial \dot{q}^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + \dot{q}^i \frac{\partial}{\partial q^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + L \frac{\partial}{\partial z} \left( \frac{\partial L}{\partial \dot{q}^i} \right) - \frac{\partial L}{\partial q^j} = \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial z} \tag{61}
\end{equation}

Then, if $(q^i(t), \dot{q}^i(t), z(t))$ is an integral curve of $\bar{\xi}_L$ and substituting its values in Eq. (61), we obtain
\begin{equation}
\ddot{q}^i \frac{\partial}{\partial \dot{q}^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + \dot{q}^i \frac{\partial}{\partial q^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + \dot{z} \frac{\partial}{\partial z} \left( \frac{\partial L}{\partial \dot{q}^i} \right) - \frac{\partial L}{\partial q^j} = \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial z} \tag{62}
\end{equation}

which corresponds to the generalized Euler-Lagrange equations considered by G. Herglotz in 1930 \[20\] (see also \[13, 14\])
\begin{equation}
d \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial L}{\partial q^i} = \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial z}. \tag{63}
\end{equation}

Notice that $\bar{\xi}_L$ is a SODE, that is, $S(\bar{\xi}_L) = \Delta$.

4. The Hamiltonian formalism and the Legendre transformation

In this section we will discuss the Hamiltonian description and how it is related to the Lagrangian description via the Legendre transformation. We will use the results an notations from Section 2.

4.1. The Hamiltonian formalism. Let $H : T^*Q \times \mathbb{R} \to \mathbb{R}$ be a Hamiltonian function, say $H = H(q^i, p_i, z)$ where $(q^i, p_i, z)$ are bundle coordinates on $T^*Q \times \mathbb{R}$. Consider the 1-form
\begin{equation}
\eta = dz - \theta_Q \tag{64}
\end{equation}

where $\theta_Q$ is the canonical Liouville form on $T^*Q$. In what follows we will consider the usual identification for a form on $T^*Q$ or $\mathbb{R}$ and its pull-back to $T^*Q \times \mathbb{R}$. In local coordinates, we have
\begin{equation}
\eta = dz - p_i \, dq^i \tag{65}
\end{equation}

So, $\eta$ is a contact form on $T^*Q \times \mathbb{R}$ and $(q^i, p_i, z)$ are Darboux coordinates. Therefore, we can obtain a Hamiltonian vector field $X_H$ which locally takes the same form that in Eq. (21).
4.2. Legendre transformation. Given a Lagrangian function \( L : TQ \times \mathbb{R} \to \mathbb{R} \) we can define the Legendre transformation

\[
FL : TQ \times \mathbb{R} \to T^*Q \times \mathbb{R}
\]

given by

\[
FL(q^i, \dot{q}^i, z) = (q^i, \hat{\mathbf{p}}_i, z)
\]

\[
\hat{\mathbf{p}}_i = \frac{\partial L}{\partial \dot{q}^i}
\]

We will assume that \( L \) is hyperregular, that is, the Legendre transformation is a diffeomorphism. Consequently, the generalized Euler-Lagrange equations are transformed into the contact Hamilton equations.

Indeed, a direct computation shows that

\[
(FL)^* \eta = \eta_L,
\]

and then we have

\[
(FL)_* (\xi_L) = X_H,
\]

where \( H = E_L \circ (FL)^{-1} \).

The Legendre transformation is the same for the cosymplectic and contact settings. Therefore, \( FL \) also connects the corresponding Lagrangian and Hamiltonian formalisms in the obvious manner [8].

5. Variational formulation of contact Lagrangian mechanics

Let \( L : TQ \times \mathbb{R} \to \mathbb{R} \) be a Lagrangian function. In this section we will recall the so-called Herglotz’s principle, a modification of Hamilton’s principle that allows us to obtain Herglotz’s equations (Eq. (63)), sometimes called generalized Euler-Lagrange equations. See [20], or [27] for a recent discussion.

Fix \( q_1, q_2 \in Q \) and an interval \([a, b] \subset \mathbb{R}\). We denote by \( \Omega(q_1, q_1, [a, b]) \subseteq (C^\infty([a, b] \to Q)) \) the space of smooth curves \( \xi \) such that \( \xi(a) = q_1 \) and \( \xi(b) = q_2 \). This space has the structure of an infinite dimensional smooth manifold whose tangent space at \( \xi \) is given by the set of vector fields over \( \xi \) that vanish at the endpoints [1, Proposition 3.8.2], that is,

\[
T_\xi \Omega(q_1, q_2, [a, b]) = \{ v_\xi \in C^\infty([a, b] \to TQ) \mid \\
\tau_Q \circ v_\xi = \xi, v_\xi(a) = 0, v_\xi(b) = 0 \}.
\]

We will consider the following maps. Fix \( c \in \mathbb{R} \). Let

\[
Z : [a, b] \to C^\infty([a, b] \to Q)
\]

be the operator that assigns to each curve \( \xi \) the curve \( Z(\xi) \) that solves the following implicit ODE:

\[
\frac{dZ(\xi)(t)}{dt} = L(\xi(t), \dot{\xi}(t), Z(\xi)(t)), \quad Z(\xi)(a) = c.
\]
Now we define the action functional as the map which assigns to each curve the solution to the previous ODE evaluated at the endpoint:

\[ A : \Omega(q_1, q_2, [a, b]) \to \mathbb{R}, \]

\[ \xi \mapsto Z(\xi)(b), \]

that is, \( A = ev_b \circ Z \), where \( ev_b : \xi \mapsto \xi(b) \) is the evaluation map at \( b \).

**Theorem 2** (Contact variational principle). Let \( L : TQ \times \mathbb{R} \to \mathbb{R} \) be a Lagrangian function and let \( \xi \in \Omega(q_1, q_2, [a, b]) \) be a curve in \( Q \). Then, \( (\xi, \dot{\xi}, Z(\xi)) \) satisfies the Herglotz’s equations (Eq. (63)) if and only if \( \xi \) is a critical point of \( A \).

**Remark 2.** This theorem generalizes Hamilton’s Variational Principle [4, Theorem 3.8.3]. In the case that the Lagrangian is independent of the \( R \) coordinate (i.e., \( L(x, y, z) = \hat{L}(x, y) \)) the contact Lagrange equations reduce to the usual Euler-Lagrange equations. In this situation, we can integrate the ODE of Eq. (73) and we get

\[ A(\xi) = \int_a^b \hat{L}(\xi(t), \dot{\xi}(t))dt + \frac{c}{b-a}, \]

that is, the usual Euler-Lagrange action up to a constant.  

**Proof.** Let \( \xi \in \Omega(q_1, q_2, [a, b]) \) be a curve and consider some tangent vector \( v \in T_{\xi} \Omega(q_1, q_2, [a, b]) \). In order to simplify the notation, let \( \chi = (\xi, \dot{\xi}, Z(\xi)) \), which is a curve in \( TQ \times \mathbb{R} \). We will compute \( T_{\xi}A(v) \).

Consider a smoothly parametrized family of curves \( \xi_\lambda \) in \( \Omega(q_1, q_2, [a, b]) \), such that

\[ v = \frac{d\xi_\lambda}{d\lambda}|_{\lambda=0} \]

and let \( \psi = T_{\xi}Z(v) \), so that \( T_{\xi}A(v) = \psi(b) \). We first notice that, since \( Z(\xi_\lambda)(0) = c \) for all \( \lambda \), we have that \( \psi(0) = 0 \). Now, we will compute the time derivative of \( \psi \). By interchanging the order of the derivatives and using Darboux coordinates, we find out that

\[ \dot{\psi}(t) = \frac{d}{d\lambda} \frac{d}{dt} Z(\xi_\lambda(t))|_{\lambda=0} = \frac{d}{d\lambda} L(\xi_\lambda(t), \dot{\xi}_\lambda(t), Z(\xi_\lambda)(t))|_{\lambda=0} = \frac{\partial L}{\partial x}(\chi(t))v(t) + \frac{\partial L}{\partial \dot{x}}(\chi(t))\dot{v}(t) + \frac{\partial L}{\partial z}(\chi(t))\psi(t). \]

Hence, the function \( \psi \) is the solution to the ODE above. Explicitly

\[ \sigma(t)\psi(t) = \int_a^t \sigma(\tau) \left( \frac{\partial L}{\partial x}(\chi(\tau))v(\tau) + \frac{\partial L}{\partial \dot{x}}(\chi(\tau))\dot{v}(\tau) \right) d\tau, \]

where,

\[ \sigma(t) = \exp \left( -\int_a^t \frac{\partial L}{\partial z}(\xi(\tau))d\tau \right) > 0. \]
Since \( v(a) = v(b) = 0 \), we can integrate by parts and find out that

\[
\sigma(b)\psi(b) = \int_a^b v(t) \left( \sigma(t) \frac{\partial L}{\partial x} (\chi(t)) - \frac{d}{dt} \left( \sigma(t) \frac{\partial L}{\partial \dot{x}} (\chi(t)) \right) \right) dt
\]

Since \( \sigma(t) \) is nonzero, by the fundamental lemma of the calculus of variations, \( \psi(b) = 0 \) for every \( v \) (i.e., \( \chi \) is a critical point of \( A \)) if and only if

\[
\frac{\partial L}{\partial x} (\chi(t)) - \frac{d}{dt} \frac{\partial L}{\partial \dot{x}} (\chi(t)) + \frac{\partial L}{\partial z} (\chi(t)) = 0.
\]

(77)

\[\square\]

Remark 3. By the results of Section 3, if the Lagrangian is regular, then Herglotz’s equations, (and, therefore, the variational problem) is equivalent to a contact Hamiltonian system. However this is not true for general Lagrangians. In the following chapters we will provide some tools to deal with singular Lagrangians.

\[\Diamond\]

6. Precontact manifolds

The theory presented on the previous section provides well defined dynamics for regular Lagrangian systems and there is a satisfactory correspondence between the Lagrangian and Hamiltonian formalisms on the hyperregular case. However, we would like to treat more general kinds of systems in which Lagrangians are allowed to be singular. For that, we will need to introduce a geometric model that generalizes contact geometry: precontact geometry. This geometry plays a similar role than presymplectic geometry for singular symplectic Lagrangian systems.

Let \( \eta \) be a 1-form in an \( m \)-dimensional manifold \( M \). We define the characteristic distribution of \( \eta \) as

\[
\mathcal{C} = \ker \eta \cap \ker d\eta \subseteq TM.
\]

(78)

We say that \( \eta \) is of class \( c \) if \( \mathcal{C} \) is a distribution of rank \( m - c \).

Proposition 3. Let \( \eta \) be a one-form on an \( m \)-dimensional manifold \( M \). Then it is equivalent:

1. The form \( \eta \) is of class \( 2r + 1 \).
2. At every point of \( M \),
   \[
   \eta \wedge (d\eta)^r \neq 0, \quad \eta \wedge (d\eta)^{r+1} = 0.
   \]
   (79)
3. Around any point of \( M \), there exist local Darboux coordinates \( x^1, \ldots x^r, y_1, \ldots y_r, z, u_1, \ldots u_s \), where \( 2r + s + 1 = m \), such that
   \[
   \eta = dz - \sum_{i=1}^r y_i dx^i.
   \]
   (80)
For a proof, see [15, Theorems VI.1.6, VI.4.1]. In that situation we say that $\eta$ is a precontact form of class $2r + 1$. In coordinates, the characteristic distribution is given by

$$\mathcal{C} = \left\langle \left\{ \frac{\partial}{\partial u_a} \right\}_{a=1,\ldots,s} \right\rangle.$$  

(81)

A pair $(M, \eta)$ of a manifold equipped with a precontact form will be called a precontact manifold. A triple $(M, \eta, H)$, where $(M, \eta)$ is a precontact manifold and $H \in \mathbb{C}^\infty(M)$ is the Hamiltonian function will be called a precontact Hamiltonian system, which is the main object of study in this article.

**Remark 4.** The distribution $\mathcal{C}$ is involutive and it gives rise to a foliation of $M$. If the quotient $\pi : M \to M/\mathcal{C}$ has a manifold structure, then there is a unique 1-form $\tilde{\eta}$ such that $\pi^*\tilde{\eta} = \eta$. From a direct computation, $\tilde{\eta}$ is a contact form on $M/\mathcal{C}$. This justifies the name of precontact form.

We define the following morphism of vector bundles over $M$:

$$\bar{\flat} : TM \to TM^*$$

$$v \mapsto \iota_v d\eta + \eta(v)\eta.$$  

(82)

The following 2-tensors are associated to $\bar{\flat}$ and its transpose

$$\omega = d\eta + \eta \otimes \eta, \quad \bar{\omega} = -d\eta + \eta \otimes \eta.$$  

(83)

In other words, $\bar{\flat}(X) = \omega(X, \cdot) = \bar{\omega}(\cdot, X)$. Therefore $\omega(X, Y) = \bar{\omega}(Y, X)$.

A Reeb vector field for $(M, \eta)$ is a vector field $R \in \mathfrak{X}(M)$ such that

$$\iota_R d\eta = 0, \quad \eta(R) = 1.$$  

(84)

We note that there exists Reeb vector fields in every precontact manifold. Indeed we can define local vector fields $R = \frac{\partial}{\partial z}$ in Darboux coordinates and can extend it using partitions of unity.

**Proposition 4.** Let $(M, \eta)$ be a precontact manifold. We have

$$\mathcal{C} = \ker \eta \cap \ker d\eta = \ker \bar{\flat} = (\text{Im} \bar{\flat})^\circ.$$  

(85)

*Proof.* We will prove the previous equalities. In order to see that $\ker \eta \cap \ker d\eta = \ker \bar{\flat}$, let $\bar{\flat}(X) = 0$, then $\iota_X d\eta + \eta(X)\eta = 0$. If we contract the previous expression with a Reeb vector field $R$ we obtain that $\eta(X) = 0$. Thus, $\iota_X d\eta$ also vanishes. The other inclusion is trivial.

Now we will see that $(\text{Im} \bar{\flat})^\circ \subseteq \ker \bar{\flat}$. Let $X \in \ker \bar{\flat}$. By the first equality, $\iota_X d\eta = 0$ and $\iota_X \eta = 0$. Then, for any vector field $Y$

$$\iota_X \bar{\flat}(Y) = \iota_X \iota_Y d\eta + \eta(Y)\eta(X) = -\iota_Y \iota_X d\eta = 0,$$  

(86)

hence $(\text{Im} \bar{\flat})^\circ \subseteq \ker \bar{\flat}$. By noticing that at each point $p \in M$ both subspaces of $T_pM$ have the same dimensions, we conclude that both distributions are equal. \(\square\)
Proposition 5. A vector field $X$ is a Reeb vector field for $(M, \eta)$ if and only if $\bar{b}(X) = \eta$. That is, the set of Reeb vector fields is $\mathcal{R} + \Gamma(\mathcal{C})$, where $\mathcal{R}$ is an arbitrary Reeb vector field and $\Gamma(\mathcal{C})$ is the set of vector fields tangent to $\mathcal{C}$.

Proof. Let $\mathcal{R}$ be a Reeb vector field. Then, $X$ is also a Reeb vector field if and only if $\eta(X) = \eta(\mathcal{R}) = 1$ and $\iota_X \eta = \iota_{\mathcal{R}} \eta = 0$. That is, if and only if $\mathcal{R} - X$ is tangent to $\mathcal{C}$. Equivalently $\bar{b}(\mathcal{R} - X) = 0$ or $\bar{b}(X) = \eta$. □

For a distribution $\Delta \subseteq TM$, we define the following notion of complement with respect to $\omega$. Since $\omega$ is neither symmetric nor antisymmetric, we need to distinguish between right and left complements:

$$\Delta^\perp = \{ X \in TM \mid \omega(Z, X) = \bar{b}(Z)(X) = 0, \forall Z \in \Delta \} = (\bar{b}(\Delta))^\circ,$$

$$\Delta^\perp = \{ X \in TM \mid \omega(X, Z) = 0, \forall Z \in \Delta \}.$$

(87)

These complements have the following relationship

$$\Delta^\perp = (\Delta^\perp)^\perp = \Delta + \mathcal{C}.$$

(88)

We remark that these complements interchange sums and intersections, since the annihilator interchanges them and the linear map $\bar{b}$ preserves them. Consequently, if $\Delta, \Gamma$ are distributions, we have

$$(\Delta \cap \Gamma)^\perp = \Delta^\perp + \Gamma^\perp$$

$$(\Delta + \Gamma)^\perp = \Delta^\perp \cap \Gamma^\perp$$

(89)

7. The constraint algorithm

We aim to solve Hamilton equations on a precontact Hamiltonian system $(M, \eta, H)$. In order to do that, we will introduce an algorithm similar to the one introduced on [18] for presymplectic systems and that was extended in [8, 25] to the cosymplectic case.

Let $\gamma_H = dH - (H + R(H))\eta$ where $R$ is a Reeb vector field (we will later see that the algorithm is independent on the choice of the Reeb vector field) and consider the equation

$$\bar{b}(X) = \gamma_H.$$  

(90)

This equation might not have solution, so we will consider the subset $M_1 \subseteq M_0 = M$ of the points in which a solution exists. That is,

$$M_1 = \{ p \in M_0 \mid (\gamma_H)_p \in \bar{b}(T_p M_0) \}.  \quad \text{(91)}$$

We note that this condition is equivalent to the following

$$M_1 = \{ p \in M_0 \mid \langle (\gamma_H)_p, T M_0^\perp \rangle = 0 \},  \quad \text{(92)}$$

since $\bar{b}(T M_0) = (\bar{b}(T M_0^\perp))^\circ = (T M_0^\perp)^\circ$.

If we choose a local basis $\{X_a\}_{j=0}^{k_1}$ of $TM_0^\perp$, we can easily compute the so-called primary constraint functions $\phi^a(p) = \langle dH_p - (R(H) +$
\( H \eta_p, X_p \rangle \), whose zero set is the manifold \( M_1 \). We note that \( TM_0^\perp = (\mathrm{Im} \bar{\flat})^\perp = \ker \bar{\flat} = \mathcal{C} \) by Eq. (85). Hence, \( \langle dH_p - (\mathcal{R}(H) + H) \eta_p, TM_0^\perp \rangle = \{ Z_p(H) = 0 \mid Z_p \in \mathcal{C} \} \). (93)

Therefore, in Darboux coordinates, \( \phi^a = \frac{\partial H}{\partial s^a} \). (94)

We note that this implies that \( \mathcal{R} = \bar{\mathcal{R}}(H) \) along \( M_1 \) for every Reeb vector field \( \bar{\mathcal{R}} \), since \( \mathcal{R}_p = \bar{\mathcal{R}}_p \in \mathcal{C} \). Consequently, \( \gamma_H|_{M_1} \) is independent on the choice of the Reeb vector field. Therefore, the election of \( \mathcal{R} \) doesn’t affect the constraints produced by the algorithm.

Now we can solve Hamilton equations, but, in order to have meaningful dynamics, the solution \( X \) should be tangent to the constraint submanifold. Otherwise, a solution of the equations of motion might escape from \( M_1 \). This tangency condition is equivalent to demand that \( \bar{\flat}(X_p) \in \bar{\flat}(TM_p) \) since \( \bar{\flat} \) is an isomorphism modulo \( \mathcal{C} \):

\[
M_2 = \{ p \in M_1 \mid \langle (\gamma_H)_p, TM_1^\perp \rangle = 0 \},
\]

providing a second constraint submanifold, with its corresponding constraint functions. However, it is not enough. We must again require that the vector field is tangent to the new submanifold. We then get a sequence of submanifolds

\[
M_{i+1} = \{ p \in M_i \mid (\gamma_H)_p \in \bar{\flat}(T_p M_i) \} = \{ p \in M_i \mid \langle (\gamma_H)_p, T_p M_i^\perp \rangle = 0 \} \]

which eventually stabilizes, that is, there exist some \( i_f \) such that \( M_{i_f} = M_{i_f+1} \). We call this manifold the final constraint submanifold and denote it by \( M_f \). This submanifold is locally described by the zero set of some constraint functions \( \{ \phi^j \}_{j=1}^{k_f} \).

7.1. **Tangency of the Reeb vector field.** Next, we will discuss when there is a Reeb vector field tangent to the final constraint submanifold. We can guarantee it in some situations, like in the case of Rayleigh dissipation (as in the example of Section 11) in which \( \mathcal{R}(H) \) is constant. However, this is not true in general, as can be seen in the example of Section 11.

**Lemma 6.** Let \( N \) be a submanifold of a precontact manifold \( (M, \eta) \). Then, there exists a Reeb vector field on \( M \) tangent to \( N \) if and only if \( TN^\perp \subseteq \ker \eta \)

**Proof.** Let \( \mathcal{R} \) be a Reeb vector field on \( M \) tangent to \( N \). Let \( X \) be tangent to \( TN^\perp \). That is, for all \( Y_p \in TN^\perp \) and \( p \in N \),

\[
\bar{\flat}(Y_p)(X_p) = 0.
\]

(97)
In particular, if we let $Y = \mathcal{R}$,

$$
\tilde{b}(\mathcal{R}_p)(X_p) = d\eta(\mathcal{R}_p, X_p) + \eta(\mathcal{R}_p)\eta(X_p) = \eta(X_p) = 0,
$$

(98)

hence $TN^\perp \subseteq \ker \eta$.

For the converse, $TN^\perp \subseteq \ker \eta$ implies $\eta \in (TN^\perp)^\circ = \tilde{b}(TN)$. So there $\eta = \tilde{b}(Y)$ with $Y$ tangent to $TN$. $Y$ is a Reeb vector field by Proposition 5. □

**Proposition 7.** Let $(M, \eta, H)$ be a precontact Hamiltonian system. Then, there is a Reeb vector field $\mathcal{R}$ tangent to the final constraint submanifold if and only if $Z(\mathcal{R}(H)) = 0$ for all $Z \in TM_f^\perp$. In particular, if $\mathcal{R}(H)$ is constant, then $\mathcal{R}$ is tangent to $M_f$.

**Proof.** We will prove the result by induction. Let $p \in TM_f$ and let $\mathcal{R}$ be a Reeb vector field tangent to $M_i$. Notice that $TM_i^\perp \subseteq (\ker \eta)$ by Lemma 6. $\mathcal{R}$ will be tangent to $M_{i+1}$ at $p$ if the Lie derivative of the $(i+1)$-th constraint functions vanish. That is, for every $Z$ tangent to $TM_i^\perp$ in a neighborhood of $p$,

$$
(L_\mathcal{R}(\gamma_H, Z))_p = (L_\mathcal{R}\gamma_H, Z)_p + [\gamma_E, L_X Z]_p = 0.
$$

(99)

We compute the first term. Since $L_\mathcal{R}\eta = 0$, we have that

$$
L_\mathcal{R}\gamma_H = L_\mathcal{R}dH - L_X(E + \mathcal{R}(E))\eta.
$$

Therefore, because $\eta(Z) = 0$, we deduce

$$
(L_\mathcal{R}\gamma_H, Z)_p = Z(\mathcal{R}(H))
$$

(100)

We will now see that $[R, Z]_p \in T_pM_i$. Let $W$ be any vector field on $M_i$. Then, along $M_i$,

$$
\omega(W, [R, Z]) = -L_\mathcal{R}\omega(W, Z) + L_\mathcal{R}X\omega(W, Z) + \omega([R, W], Z) = 0.
$$

The first term vanishes since $L_\mathcal{R}\omega = 0$ because $L_\mathcal{R}\eta = 0$. The second and third terms are also zero because $Z \in TM_i^\perp$. Hence, the last term of Eq. (100) vanishes along $M_{i+1}$. Therefore, $\mathcal{R}$ is tangent to $M_{i+1}$ if and only if

$$
(L_\mathcal{R}(\gamma_H, Z))_p = Z(\mathcal{R}(H))_p = 0,
$$

(101)

for all $Z_p \in (TM_i)_p^\perp \subseteq (TM_f)_p^\perp$.

Notice that if $\mathcal{R}$ is not tangent to $T_pM_i$ it will not be tangent to $TM_f \subseteq T_pM_i$, so the converse follows. □

As we have proven in Proposition 7, the Reeb vector field is not necessarily tangent to the constraint submanifold $M_f$. A modification of the previous algorithm guarantees this fact, just by requiring that a chosen Reeb vector field $\mathcal{R}$ is tangent to the constraint submanifold.
after each step. This will produce a new sequence of submanifolds. Explicitly,

\[ \bar{M}_0 = \hat{M}_0 = M, \]

and for \( i \geq 1 \) we define recursively:

\[ \bar{M}_i = \{ p \in \hat{M}_{i-1} | (\gamma_H)_p \in \mathfrak{b}(T_p \hat{M}_{i-1}) \} \]

\[ \hat{M}_i = \{ p \in \bar{M}_i | \mathcal{R}_p \in T_p \bar{M}_i \} \]

\[ = \{ p \in \bar{M}_i | \mathcal{L}_\mathcal{R}(\gamma_H)_p, T_p \bar{M}_{i-1} \} = 0 \} \]

Locally, in terms of constraint functions, if \( \bar{M}_i \) is described as the zero set of functions \((\phi_k)_k\), then \( \hat{M}_i \) would be the zero set of \((\phi_k, \mathcal{R}(\phi_k))_k\).

We get a sequence of constraint submanifolds as follows:

\[ \cdots \hookrightarrow \hat{M}_{i+1} \hookrightarrow \bar{M}_i \hookrightarrow \hat{M}_i \hookrightarrow \cdots \hookrightarrow \hat{M}_2 \hookrightarrow \bar{M}_1 \hookrightarrow \hat{M}_1 \hookrightarrow M, \]

(103)

The algorithm stops when we reach submanifold such that none of the two steps produces new constraints. That is: \( \bar{M}_{j_f} = \hat{M}_{j_f} = M_{j_f+1} \).

**Remark 5.** By construction, the first algorithm will produce the largest submanifold \( M_f \) in which there is a solution to the equations of motion. The second algorithm produces a final constraint submanifold \( \bar{M}_f \) in which there is a solution to the equations of motion and a Reeb vector field is tangent, hence \( \bar{M}_f \subseteq M_f \). Apart from this, no much more about the relationship between \( M_f \) and \( \bar{M}_f \) seems possible to state. It can be the case that \( \bar{M}_f = M_f \), such as in the example of Section 11, or that \( \bar{M}_f = \emptyset \) and \( M_f \) is nonempty for any choice of Reeb vector field, as in the example of Section 11.

\[ \diamond \]

8. The Constraint Algorithm and the Legendre Transformation

In this section, we will apply the previous constraint algorithm to singular Lagrangian systems.

Let that \( L : TQ \times \mathbb{R} \to \mathbb{R} \) is a singular Lagrangian function. We will use the results and notation of Sections 3 and 4. As in the previous sections, we will denote by \( \eta_L = dz - \lambda_L \) the 1-form defined in Eq. (53); by \( \Delta \) is the extended Liouville vector field (Eq. (45)); by \( S \) the canonical endomorphism (Eq. (38), and by \( FL \) the Legendre transformation (Eq. (67)) with respect to \( L \).

The objective is twofold: to develop a constraint algorithm in the Lagrangian side, but also the corresponding Hamiltonian counterpart.

We make the following observation, which is useful for working with precontact systems that come from a Lagrangian. The proof is trivial from the coordinate expression of \( d\eta_L \).

**Proposition 8.** Let \( L : TQ \times \mathbb{R} \to \mathbb{R} \) be a Lagrangian function. Then, the form \( \eta_L \) is precontact of class \( 2r + 1 \) if and only if the rank of the Hessian matrix of \( L \) with respect to the velocities is \( r \) at every point.
Let \( E_L = \Delta(L) - L \) be the energy and \( \gamma_{E_L} = dE_L - (\mathcal{R}(E_L) + E_L)\eta_L \) where \( \eta_L \) is a precontact form of class \( 2r + 1 \). We remark that \((TQ \times \mathbb{R}, \eta_L, E_L)\) is a precontact Hamiltonian system. Hence, we can apply the constraint algorithm developed in Section 7 to the equation \( \bar{\gamma}_{E_L} \).

If we denote \( P_1 = TQ \times \mathbb{R} \), we will obtain a sequence of constraint submanifolds
\[
\ldots \hookrightarrow P_i \hookrightarrow \ldots \hookrightarrow P_2 \hookrightarrow P_1,
\]
where
\[
P_{i+1} = \{ p \in P_i \mid \langle (\gamma_H)_p, T_pP_i^\perp \rangle = 0 \},
\]
and \( P_f \) is the final constraint submanifold. If it has positive dimension, then there would exist a vector field \( X \) tangent to \( P_f \) that solves the equations of motion along \( P_f \).

Of course, this solution will not be unique in general. We would get a new solution by adding a section of \( \mathcal{C} \cap TP_f \), where \( \mathcal{C} = \ker \bar{\gamma}_L \) is the characteristic distribution.

8.1. The Hamiltonian side and the equivalence problem. Now we will develop a Hamiltonian counterpart of this theory. This problem was addressed in [16] for singular Lagrangians in the presymplectic case and by [8] for the time dependent case. We will require the following additional regularity conditions on \( L \) to make sure we get a precontact Hamiltonian system which is amenable to the constraint algorithm:

**Definition 3.** We say that a contact Lagrangian \( L \in C^\infty(TQ \times \mathbb{R}) \) is *almost regular* if

- \( \eta_L \) is precontact.
- \( FL \) is a submersion onto its image.
- For every \( p \in T^*Q \times \mathbb{R} \), the fibers \( (FL)^{-1}(p) \) are connected submanifolds.

We denote by \( M_1 \) be the image of \( FL \), which will be called the primary constraint submanifold. Let \( FL_1 \) denote the restriction of \( FL \) to \( M_1 \), that is
\[
\begin{array}{ccc}
TQ \times \mathbb{R} & \xrightarrow{FL} & T^*Q \times \mathbb{R} \\
& \downarrow_{FL_1} & \downarrow_{g_1} \\
& & M_1
\end{array}
\]
where \( g_1 : M_1 \hookrightarrow TQ \times \mathbb{R} \) is the canonical inclusion.

The submanifold \( M_1 \) is equipped with the form \( \eta_1 = g_1^*(\eta_Q) \), where \( \eta_Q \) is the canonical contact form in \( T^*Q \times \mathbb{R} \). By the commutativity of the diagram in Eq. (106), we deduce
\[
(FL_1)^*(\eta_1) = (FL)^*(\eta_Q) = \eta_L
\]
Proposition 9. Let \( L : P_1 = TQ \times \mathbb{R} \to \mathbb{R} \) be an almost regular Lagrangian such that \( FL_1 \). Then \( \eta_1 = g_1^*(\eta_Q) \) is a precontact form of the same class as \( \eta_L \).

Proof. Assume \( \eta_L \) is of class \( 2r + 1 \). Then, \( \eta_1 \wedge d\eta_1 \) is nowhere zero because its image by \((FL)^*\) is nowhere zero.

Also, \( \eta_1 \wedge d\eta_1 \) is everywhere zero. Let \( p \in M_1 \). Since \( FL_1 : P_1 \to M_1 \) is a submersion, there are smooth local sections \( G : U \to P_1 \), where \( p \in U \subseteq M_1 \) such that \( FL_1 \circ G = \text{Id}_U \). Then,

\[
0 = G^*(\eta_L \wedge d\eta_L^{r+1}) = G^*((FL_1)^*(\eta_1 \wedge d\eta_1^{r+1})) = \eta_1 \wedge d\eta_1^{r+1}.
\]

Therefore \( \eta_1 \) is a precontact form of class \( 2r + 1 \). \( \square \)

The last ingredient for setting up a precontact Hamiltonian system on \( M_1 \) is a Hamiltonian function \( H_1 : M_1 \to \mathbb{R} \). By requiring that \( FL \) has connected fibers we obtain the following result:

Proposition 10. Let \( L : \mathbb{R} \times TQ \to \mathbb{R} \), be an almost regular Lagrangian, then, there is a unique function \( H_1 : M_1 \to \mathbb{R} \) such that the following diagram commutes:

\[
\begin{array}{ccc}
TQ \times \mathbb{R} & \xrightarrow{FL} & T^*Q \times \mathbb{R} \\
\downarrow{E_L} & & \downarrow{H_1} \\
\mathbb{R} & \xleftarrow{g_1} & M_1 \\
\end{array}
\]

That is,

\[
H_1 \circ FL = E_L, 
\]

Proof. We will prove that \( E_L \) is constant along the fibers of \( FL \), so \( H_1 \) is well defined. Since the fibers are connected, it is enough to see that \( \mathcal{L}_Z E = 0 \) for every \( Z \in \ker(FL)_* \).

One can compute (see [8, page 3424])

\[
\ker(FL)_* = \ker d\lambda_L \cap \text{Im } S = \ker d\eta_L \cap \text{Im } S = \mathcal{E} \cap \text{Im } S.
\]

In bundle coordinates, one can see that \( X \in \ker(FL)_* \) if and only if

\[
X = b^j \frac{\partial}{\partial q^j},
\]

where, for all \( i \),

\[
b^j \frac{\partial^2 L}{\partial q^i \partial \dot{q}^j} = 0.
\]

By using the coordinate expression of the energy (Eq. (116)) we find that

\[
X(E_L) = \dot{q}^i b^j \frac{\partial^2 L}{\partial q^i \partial \dot{q}^j} = 0.
\]

\( \square \)
By the results of this chapter we conclude that if the Lagrangian is almost regular, then $(M_1, \eta_1, H_1)$ is a precontact Hamiltonian system. Thus, we apply the constraint algorithm (Section 7) to the equation $\bar{b}_1(Y) = \gamma_{H_1}$, where $\bar{b}_1$ is the mapping defined by $\eta_1$. Thus we obtain a sequence of constraint submanifolds

$$
\cdots \hookrightarrow M_i \hookrightarrow \cdots \hookrightarrow M_2 \hookrightarrow M_1,
$$

where $M_f$ is the final constraint submanifold.

We will investigate the connection between the algorithm on the precontact systems $(P_1, \eta_L, E_L)$ and $(M_1, \eta_1, H_1)$.

**Lemma 11.** The following diagram commutes

$$
\begin{array}{ccc}
TQ \times \mathbb{R} & \xrightarrow{FL} & T^*Q \times \mathbb{R} \\
\downarrow j_2 & & \downarrow g_1 \\
P_2 & \xrightarrow{FL_1} & M_1 \\
\downarrow j_3 & & \downarrow g_2 \\
\vdots & \xrightarrow{FL_2} & \vdots \\
\downarrow j_f & & \downarrow g_f \\
P_f & \xrightarrow{FL_f} & M_f
\end{array}
$$

where $P_i$ and $M_i$ are the $i$-th constraint submanifolds obtained in the constraint algorithm to $P_1 = TQ \times \mathbb{R}$ and to $M_1$ respectively, and $j_i : P_i \to P_{i-1}$, $g_i : M_i \to M_{i-1}$ are the canonical inclusions. The submersions $FL_i : P_i \to M_i$ are the restrictions of the Legendre transformation $FL$ to the corresponding constraint submanifolds.

**Proof.** All the claims follow from proving that $FL_i(P_i) = M_i$. Equivalently, we need two show that the constraint defining $P_i$ are precisely the pullback by $FL_i$ of the constraints defining $M_i$. For performing the algorithm, we choose Reeb vector fields which are $FL$-related.

First, let $\omega_L = d\eta_L + \eta_L \otimes \eta_L$ and $\omega_1 = d\eta_1 + \eta_1 \otimes \eta_1$. Since $(FL)^*(\eta_1) = \eta_L$, then $(FL)^*(\omega_1) = \omega_L$. From this and the fact that $FL_*$ is surjective, it easily follows that $FL_*$ maps $TP_i^\perp$ onto $TM_i^\perp$.

By taking $FL$-related Reeb vector fields, from a straightforward computation we find that $(FL)^*(\gamma_{H_1}) = \gamma(E_L)$. With this, we have that for any $Y \in TM_i^\perp$ and any $X \in TP_i^\perp$ such that $(FL)_*X = Y$, $(FL)^*(\gamma_{H_1}(Y)) = \gamma_{E_L}(X)$. Hence $FL_i(P_i) = M_i$ because their constraints are related by the Legendre transformation. \(\square\)

From the commutativity of the diagram, we get the following result.
Theorem 12 (Equivalence Theorem). Let $L : P \times \mathbb{R} \to \mathbb{R}$ be an almost regular Lagrangian, let $(P, \eta_L, E_L)$ be the corresponding precontact system, and let $(M_1, \eta_1, H_1)$ be its Hamiltonian counterpart. We denote the final constraint submanifolds by $P_f$ and $M_f$, respectively. Then

- For every $FL$-projectable solution $X$ of the equations of motion along $P_f$, $(FL)_*(X)$ is a solution of Hamilton equations of motion along $M_f$.
- For every solution $Y$ of Hamilton equations of motion along $M_f$, every $X \in \mathfrak{X}(TQ \times \mathbb{R})$ such that $(FL)_*(X) = Y$ solves the equations of motion along $P_f$.

9. The constraint algorithm and the Dirac-Jacobi brackets

The aim of this section is to develop a local version of the constraint algorithm based on the Jacobi bracket of the contact manifold $T^*Q \times \mathbb{R}$, similar to the Dirac-Bergmann algorithm for the presymplectic case \[2, 12\]. This bracket also has some global geometric descriptions \[21, 24\]. It has been extended to the time-dependent case in \[8\].

The bracket formalism will allow us to classify the constraints produced by the algorithm depending of whether they provide dynamical information (first class) or not (second class). Furthermore, we will define a modified brackets, the Dirac-Jacobi bracket which will provide us expressions for the evolution of the observables which are manifestly independent on the second class constraints.

As we have explained in Section \[2\] a contact manifold $(M, \eta)$ is a particular case of a Jacobi manifold, with Jacobi structure $(\Lambda, -R)$ as in Eq. (27). We remind that the Jacobi bracket is given by

$$\{f, g\} = \Lambda(df, dg) - fR(g) + gR(f), \quad (117)$$

for $f, g \in \mathcal{C}^\infty(M)$. We recall that this brackets are not Poisson. Instead, they satisfy the following generalized Leibniz rule:

$$\{fg, h\} = f\{g, h\} + g\{f, h\} + fgR(h), \quad (118)$$

for arbitrary functions $f, g, h \in \mathcal{C}^\infty(M)$.

The evolution of an observable $f \in \mathcal{C}^\infty(T^*Q)$ can be written in terms of its bracket with the Hamiltonian $H$,

$$\dot{f} = X_H(f) = \{H, f\} - fR(H), \quad (119)$$

where $H$ is an arbitrary extension of $H_1$.

In this section we will be working with the Hamiltonian formulation of a system that is given by an almost regular Lagrangian $L : TQ \times \mathbb{R} \to \mathbb{R}$ as in Section \[8\]. Assume that we obtain a first constraint submanifold $M_1 = FL(TQ) \subseteq T^*Q$, with a Hamiltonian function $H_1 : M_1 \to \mathbb{R}$. We can extend $H_1$ to $T^*Q \times \mathbb{R}$ as follows:

$$H_T = H + u_\alpha \phi^\alpha, \quad (120)$$
where \( H \) is an arbitrary extension of \( H_1 \), \( \phi^a \) are a set of constraints defining \( M_1 \) and \( u_a \) are Lagrange multipliers. Hence, we can compute the evolution of an observable \( f \) with respect to \( H_T \):

\[
\dot{f} = \{H_T, f\} - f \mathcal{R}(H_T)
\]

\[
= \{H, f\} + u_a \{\phi^a, f\} - f \mathcal{R}(H) - f u_a \mathcal{R}(\phi^a)
\]

\[
+ \phi^a \left( \{u_a, f\} + u_a \mathcal{R}(f) - f \mathcal{R}(u_a) \right)
\]

\[
= \{H, f\} - f \mathcal{R}(H) + u_a \{\phi^a, f\} - f \mathcal{R}(\phi^a)
\]

\[
+ \phi^a \left( X_H + u_a X_{\phi^a} \right)(f) + \phi^a \Lambda (du_a, df)
\]

(121)

where we have used the generalized Leibniz rule Eq. (118).

The constraint algorithm can be locally interpreted in terms of this bracket, in a similar fashion to the Dirac algorithm for the symplectic case \[18\].

Remark 6. A local version of the constraint algorithm for constrained on the extended phase \( M_1 \subseteq T^*Q \times \mathbb{R} \) can be given in terms of the Jacobi bracket as follows.

First, we demand that the primary constraints should be preserved along the evolution of the system. Geometrically, this means that \( X_{H_T} \) should be tangent to \( M_1 \), that is:

\[
0 = \dot{\phi}^a = X_{H_T}(\phi^a) = \{H, \phi^a\} + u_b \{\phi^b, \phi^a\} \big|_{M_1}, \tag{122}
\]

since \( \phi^b = 0 \) on \( M_1 \). We should demand this condition for all linear combinations of the constraints. Some will be satisfied trivially, others will fix the multipliers \( u_b \), and the remaining ones will be independent on the multiples \( u_b \). The later take the form \( f^a \phi^a \), where

\[
(f^a \{\phi^a, \phi^b\} = 0) \big|_{M_1}. \tag{123}
\]

If we let \( \psi^a = f^a \dot{\phi}^a \), then

\[
(\psi^a = f^a \{H, \phi^a\}) \big|_{M_1}. \tag{124}
\]

These new constraints define a further submanifold, \( M_2 \). We can now modify the Hamiltonian by adding the new constraints \( H'_T = H_T + v_a \psi^a \) and iterate this procedure until we get not new constraints.

Let \( M_f \) be the final constraint submanifold. We say that a function \( f \in C^\infty(T^*Q \times \mathbb{R}) \) is first class if \( \{f, \phi\} \big|_{M_f} = 0 \). Denote by \( \mathcal{F} \subseteq C^\infty(M) \) the set of first class functions, which is a subalgebra with respect to the Jacobi bracket since, by the Jacobi identity, if \( \psi, \chi \in \mathcal{F} \) and \( \phi \) is a constraint, then, along \( M_f \),

\[
\{\{\psi, \chi\}, \phi\} = \{\{\psi, \phi\}, \chi\} + \{\psi, \{\chi, \phi\}\} = 0.
\]

The Hamiltonian \( H_T \) is an example of a first class function because of the constraint preservation condition given in Eq. (122).

We say that a function is second class if it is not first class.
We will show that family of independent constraints \( \phi^a \) defining \( M_f \) (by independent, we mean that their differentials are linearly independent) we can extract a maximal subfamily of second class constraints the matrix of their Jacobi brackets is non-singular. Modifying the rest of them by taking linear combinations, we get second class constraints that still form an independent family.

Consider the matrix \( \langle \phi^\alpha, \phi^\beta \rangle_{\alpha,\beta} \). Assume that it has constant rank \( k \) in a neighborhood of \( M_f \), that is, up to reordering, the first \( k \) rows are linearly independent. Denote by \( \phi^a \) (with latin indices) those functions and \( \bar{\phi}^a \) (with overlined latin indices) the rest of them. We use greek indices when we want to refer to every constraint. Then the rest of the rows are linear combinations of the first \( k \), that is

\[
\{ \bar{\phi}^a, \phi^\beta \}_{DJ} = B^a_\alpha \{ \phi^a, \phi^\beta \}_{DJ}.
\]

Define

\[
\bar{\phi}^a = \phi^a - B^a_\alpha \phi^\alpha.
\]

Using the generalized Leibniz rule (Eq. (118)) we can check that these new constraints are first class, so \( \phi^a, \bar{\phi}^a \) is a basis of the constraints with the desired properties.

Now let \( C^{ab} = \{ \phi^a, \phi^b \} \) and let \( C_{ab} \) denote the inverse matrix. We define the Dirac-Jacobi bracket such that

\[
\{ f, g \}_{DJ} = \{ f, g \} - \{ f, \phi^a \} C_{ab} \{ \phi^b, g \}.
\]

Proposition 13. The Dirac-Jacobi bracket has the following properties:

1. It is a Jacobi bracket (Definition 2) which satisfies the generalized Leibniz rule

\[
\{ fg, h \}_{DJ} = f \{ g, h \}_{DJ} + g \{ f, h \}_{DJ} + fg R_{DJ}(h),
\]

where

\[
R_{DJ} = R + C_{ab} R(\phi^b)(\Lambda_{\alpha}(d\phi^\alpha) + \phi^\alpha R).
\]

2. The second class constraints \( \phi^a \) are Casimir functions for the Dirac-Jacobi bracket.

3. For any first class function \( F \),

\[
(\{ F, \cdot \}_{DJ} = \{ F, \cdot \})|_{M_f},
\]

\[
(R_{DJ}(F) = R(F))|_{M_f}.
\]

4. The evolution of observables is given by

\[
\dot{f} = \{ H, f \}_{DJ} - f R_{DJ}(H) + \bar{u}_a (\{ \bar{\phi}^a, f \}_{DJ} - f R_{DJ}(\bar{\phi}^a))
= (X_H + \bar{u}_a \bar{X}_{\bar{\phi}^a})(f)|_{M_f},
\]

where \( H : T^*Q \times \mathbb{R} \to \mathbb{R} \) is an arbitrary extension of the Hamiltonian \( H_1 \).
We remark that the motion depends on the multipliers of the first class constraints $\bar{u}_a$, but it is independent on the multipliers of the second class constraints $u_a$.

**Proof.** It is clear that the brackets are bilinear and antisymmetric. The Jacobi identity follows from a computation as the one performed by Dirac in [11] for the symplectic case. Moreover, the locality of the Dirac-Jacobi bracket follows from the locality of the bracket associated to the natural Jacobi structure of $T^*Q \times \mathbb{R}$. Therefore, by Theorem [1] there is another Jacobi structure $(\Lambda_{DJ}, R_{DJ})$ on $T^*Q \times \mathbb{R}$ such that

$$\{f,g\}_{DJ} = \Lambda_{DJ}(df, dg) - fR_{DJ}(g) + gR_{DJ}(f).$$

(132)

The vector field $R_{DJ}$ can be computed by taking into account that

$$R_{DJ}(f) = \{f, 1\}_{DJ}$$

$$= \{f, 1\} - \{(f, \phi^a)\}C_{ab}\{\phi^b, 1\}$$

$$= \mathcal{R}(f) - C_{ab}(\Lambda(df, d\phi^a) - f\mathcal{R}(\phi^a) + \phi^a\mathcal{R}(f))\mathcal{R}(\phi^b)$$

$$= (\mathcal{R} + C_{ab}\mathcal{R}(\phi^b)(\sharp_A(df^a) + \phi^a\mathcal{R}))(f) - fC_{ab}\mathcal{R}(\phi^a)\mathcal{R}(\phi^b),$$

where $-C_{ab}\mathcal{R}(\phi^a)\mathcal{R}(\phi^b) = \{1, 1\}_{DJ} = 0$, by the antisymmetry of the bracket.

The fact that $\phi^a$ are Casimir functions follows from a straightforward calculation from the definition of the brackets.

For proving the statement [3], if $F$ is first class it is clear that both brackets coincide along $M_f$ since they differ by multiples of the Jacobi brackets of $F$ with constraints. For the second part, notice that, along $M_f$,

$$\mathcal{R}(F) = \{1, F\} = \{1, F\}_{DJ} = \mathcal{R}_{DJ}(F).$$

(133)

The last claim follows from the combination of the formula for the evolution of observables Eq. (121) and Item [3]. Since the second class constraints $\phi^a$ are Casimir functions, their brackets, including $\mathcal{R}_{DJ}(\phi^a) = \{1, \phi^a\}_{DJ}$, will vanish, so the terms with the corresponding multipliers $u^a$ will not affect the evolution of the observable. \qed

10. The second order problem

Using the theory developed on the previous section, given an almost regular Lagrangian $L : TQ \times \mathbb{R} \to \mathbb{R}$ we are able to develop the constraint algorithm on the Lagrangian side, as well as on the Hamiltonian counterpart starting with the image $M_1 = FL(\mathbb{R} \times TQ)$, the precontact form $\eta_1$ and the restricted Hamiltonian $H_1$. The following diagram
summarizes the situation:

\[
\begin{array}{ccc}
TQ \times \mathbb{R} & \xrightarrow{FL} & T^*Q \times \mathbb{R} \\
& \uparrow & \\
& P_f & \\
\downarrow & & \downarrow \\
& M_1 & \xrightarrow{FL_f} M_f \\
\end{array}
\]

(134)

where \( P_f \) and \( M_f \) are the final constraint submanifolds on the Lagrangian and Hamiltonian sides, which are the maximal submanifolds in which solutions to the equations of motion

\[
\begin{aligned}
\bar{b}_L(X) &= \gamma_{E_L}, \\
\bar{b}(Y) &= \gamma_{H_1},
\end{aligned}
\]

(135a)(135b)
exist and are tangent to the respective submanifolds. Both submanifolds are connected by the Legendre transformation \( FL_f : P_f \to M_f \), which is a surjective submersion.

**Remark 7.** Notice that in order to get a solution \( X \) on the Lagrangian side we can start with a solution \( Y \) and use that \( FL_f : P_f \to M_f \) is a fibration to construct \( X \) such that \((FL)_*X = Y\).

As we know, if the Lagrangian is regular, the Euler-Lagrange are of second order. That is, the solution \( X \) is a so-called a second order differential equation (SODE) or a semispray [9]. This means that, in bundle coordinates \((q^i, \dot{q}^i, z)\), it has the form

\[
X = \dot{q}^i \frac{\partial}{\partial q^i} + b^i \frac{\partial}{\partial \dot{q}^i} + c \frac{\partial}{\partial z}.
\]

(136)

This condition can be written in algebraic terms as follows

\[
S(X) = \Delta.
\]

(137)

However, this is not the case for singular Lagrangians. We are interested on finding a submanifold \( S \) of \( P_f \) and a solution \( X \) tangent to \( S \) that satisfies the second order condition along \( S \). That is \( S(X)_p = \Delta_p \) at every \( p \in S \). This is the so-called second order problem, which was studied for presymplectic Lagrangian systems in [17] and in [8] for time dependent Lagrangians.

The connection with Herglotz’s equations and the related variational problem is apparent from the next result, which parallels [1, Theorem 3.5.17] in the symplectic case.

**Proposition 14.** Let \( X \) be a vector field on \( TQ \times \mathbb{R} \) that verifies the second order equation condition along a submanifold \( S \subseteq TQ \times \mathbb{R} \), and let \( L : TQ \times \mathbb{R} \to \mathbb{R} \) be a Lagrangian. Then, along \( S \), \( X \) solves the equations of motion for \( L \) if and only if it solves Herglotz’s equations.
Proof. Indeed, if $X$ satisfies the second order equation condition along $S$, then, along $S$

$$X = \dot{q}^i \frac{\partial}{\partial q^i} + b^i \frac{\partial}{\partial \dot{q}^i} + c \frac{\partial}{\partial z}. \quad (138)$$

If it solves the equations of motion, necessarily $\eta_L(X) = -E_L$. Substituting the coordinate expression of $X$, we find out that $c = L|_S$. Hence, we can perform the same computation than in the regular case (Eq. (60)). That is, along $S$, the coefficients $b^i$ must satisfy the equation

$$b^i \frac{\partial}{\partial \dot{q}^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + \dot{q}^i \frac{\partial}{\partial q^i} \left( \frac{\partial L}{\partial \dot{q}^j} \right) + L \frac{\partial}{\partial z} \left( \frac{\partial L}{\partial \dot{q}^j} \right) - \frac{\partial L}{\partial q^j} = \frac{\partial L}{\partial \dot{q}^j} \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial z}, \quad (139)$$

Hence, an integral curve $(q^i, \dot{q}^i, z)$ satisfies Herglotz’s equation along $S$:

$$\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{q}^i} \right) - \frac{\partial L}{\partial q^i} = \frac{\partial L}{\partial \dot{q}^i} \frac{\partial L}{\partial \dot{q}^j} \frac{\partial L}{\partial z}. \quad (140)$$

The converse follows by reversing the computation. \end{proof}

In this section we will be construct a submanifold $S \subseteq P_f$ along which the equations of motion have a unique solution which is a SODE. The first observation is that $\text{ker} (FL_f)_\ast$ is an involutive distribution. Indeed, it is the vertical distribution of the fibration $FL_f : P_f \rightarrow M_f$. By the construction of the constrain submanifolds, we can see that for $x \in P_f \ker (FL)_\ast(x) = \ker (FL_f)_\ast(x) \subset T_x P_f$.

Let $X$ be a vector field on $TQ \times \mathbb{R}$. We define the deviation of $X$ as

$$X^\ast = S(X) - \Delta. \quad (141)$$

We note that $X^\ast = 0$ if and only if $X$ is a second order equation. The next step in the construction of the solution to the second order problem is the following.

**Lemma 15.** If $X$ is a solution of the equations of motion along $P_f$, then $X^\ast \in \ker (FL_f)_\ast$.

**Proof.** Assume that $X$ is written in bundle coordinates $(q^i, \dot{q}^i, z)$ on $TQ \times \mathbb{R}$ by

$$X = a^i \frac{\partial}{\partial q^i} + b^i \frac{\partial}{\partial \dot{q}^i} + c \frac{\partial}{\partial z}. \quad (142)$$

then

$$X^\ast = S(X) - \Delta = (a^i - \dot{q}^i) \frac{\partial}{\partial \dot{q}^i}. \quad (143)$$

If we contract both sides of the equation of motion $\bar{\gamma}_L(X) = \gamma_H$ by $\frac{\partial}{\partial q^j}$ we get

$$(a^i - \dot{q}^i) \frac{\partial^2 L}{\partial q^i \partial \dot{q}^j} = 0. \quad (144)$$

Next, we compute

$$FL_\ast(X^\ast) = (a^j - \dot{q}^j) \frac{\partial^2 L}{\partial q^j \partial \dot{q}^i} = 0. \quad (145)$$
Hence $X^*$ is tangent to the leaves of the fibration determined by $\ker (FL_f)_*$, or, in other words to the fibers of the fibration $FL_f : P_f \to M_f$. □

Next we will construct the submanifold $S$. Fix a point $y \in M_f$ and let $x$ be an arbitrary point on the leaf over $y$, say $FL_f(x) = y$. Assume that $x = (q^i_0, \dot{q}^i_0, z_0)$ in bundle coordinates.

Notice that $X$ is projectable, hence along a leaf it can only vary from point to point in a direction tangent to $\ker (FL_f)_*$. Since $\ker (FL_f)_* \subseteq \text{Im} S = \langle \{ \frac{\partial}{\partial q^i} \} \rangle$, this implies that $a^i$ and $c$ are constant functions along the leaves and only $b^i$ might change.

Consider the vector field
\[-X^* = (\dot{q}^i - a^i) \frac{\partial}{\partial \dot{q}^i}, \quad (146)\]
and compute the integral curve of $-X^*$ passing through $x$, say
\[\sigma(t) = (q^i(t), \dot{q}^i(t), z(t)). \quad (147)\]
Therefore
\[\sigma(0) = (q^i(0), \dot{q}^i(0), z(0)) = (q^i_0, \dot{q}^i_0, z_0). \quad (148)\]
This integral curve has to satisfy the system of differential equations:
\[\frac{d\dot{q}^i}{dt} = \dot{q}^i(t) - a^i. \quad (149)\]
Consequently, the solution passing through $x$ is just
\[\sigma(t) = (q^i_0, a^i + \exp(t)(q^i_0 - a^i), z_0), \quad (150)\]
which is entirely contained on the fiber over $y$. In addition, the limit point as $t \to -\infty$,
\[\tilde{x} = \lim_{t \to -\infty} \sigma(t), \quad (151)\]
is also on the same fiber, since fibers are closed. A direct computation shows that
\[\tilde{x} = (q^i_0, a^i, z_0), \quad (152)\]
and that
\[S(X)_{\tilde{x}} = \Delta_{\tilde{x}}. \quad (153)\]
Summarizing, we have constructed a smooth section $\alpha : M_f \to P_f$ of the fibration $FL_f : P_f \to M_f$, by taking $\alpha(y) = \tilde{x}$ for some $x$ on the fiber over $y$ (notice that $\tilde{x}$ only depends on $FL(x)$). By taking $S = \alpha(M_f)$ we have the following.

**Theorem 16 (Second order differential equation).** Let $L : TQ \times \mathbb{R} \to \mathbb{R}$ be an almost regular Lagrangian and let $P_f$ be the final constraint embedded submanifold. Then, there exists a submanifold $S \subseteq P_f$ such that the equations of motion have a unique solution $X \in \mathfrak{X}(TM \times \mathbb{R})$ satisfying the SODE condition. That is, along $S$,
\[\check{\gamma}_L(X) = \gamma_{E_L}, \quad S(X) = \Delta. \quad (154)\]
11. Examples

Example 1: Cawley’s Lagrangian. The Lagrangian considered by Cawley [7] can be modified by adding a linear dissipative term $\gamma z$, where $\gamma$ is a real number. Let $Q = \mathbb{R}^3$, $P_1 = TQ \times \mathbb{R}$ and consider the Lagrangian function $L: P_1 \to \mathbb{R}$ such that

$$L(q^1, q^2, q^3, \dot{q}^1, \dot{q}^2, \dot{q}^3, z) = \frac{m}{2} (\dot{q}^1 + \dot{q}^2)^2 + \frac{\mu}{2} (\dot{q}^3)^2 + V(q^1, q^2, q^3) + \gamma z,$$

for some potential function $V$ and some real nonzero constants $m, \mu$. This Lagrangian induces the following precontact structure on $P_1$

$$\eta_L = dz - m(\dot{q}^1 + \dot{q}^2)(dq^1 + dq^2) - \mu \dot{q}^3 dq^3$$

$$d\eta_L = m(dq^1 + dq^2) \wedge (d\dot{q}^1 + d\dot{q}^2) + \mu(d\dot{q}^3 \wedge dq^3),$$

One can check that $\eta_L \wedge (d\eta_L)^2$ is nowhere zero and $\eta_L \wedge (d\eta_L)^3 = 0$, hence $(P_1, \eta_L)$ is a precontact manifold of class 5, with the corresponding energy function $E_L = \Delta(L) - L$ given by

$$E_L = \frac{m}{2} (\dot{q}^1 + \dot{q}^2)^2 + \frac{\mu}{2} (\dot{q}^3)^2 - V(q^1, q^2, q^3) - \gamma z.$$

We now apply the constraint algorithm to the precontact Hamiltonian system $(P_1, \eta_L, E_L)$, choosing the following Reeb vector field:

$$\mathcal{R} = \frac{\partial}{\partial z}.$$ 

In order to compute the constraints, we find the complement of the tangent bundle of $P_1$,

$$TP_1^\perp = \ker \eta_L \cap \ker d\eta_L = \left\langle \frac{\partial}{\partial q^1} - \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2} \right\rangle.$$ 

By imposing $\gamma E_L(X) = 0$ for $X \in TP_1^\perp$, we get the following constraint,

$$\phi^1 = -\frac{\partial V}{\partial q^1} + \frac{\partial V}{\partial q^2},$$

which defines the submanifold $P_2 = \{p \in M \mid \phi^1(p) = 0\}$. Its tangent space is given by

$$TP_2 = \left\langle \frac{\partial}{\partial \dot{q}^1}, \frac{\partial}{\partial \dot{q}^2}, \frac{\partial}{\partial z}, \frac{\partial}{\partial q^1}, \frac{\partial}{\partial q^2}, \frac{\partial}{\partial q^3} \right\rangle.$$ 

The complement is given by

$$TP_2^\perp = \left\langle \frac{\partial}{\partial q^1}, \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1}, \frac{\partial}{\partial \dot{q}^2} \right\rangle.$$ 

Demanding $\gamma E_L(X) = 0$ for $X \in TP_2^\perp$ produces no new constraints, hence $P_2 = P_3 = P_f$ and the algorithm ends.
Notice that the \( \mathcal{R} \) vector field is already tangent to the submanifold, so we would get the same result by using the modified version of the algorithm with imposes the tangency of \( \mathcal{R} \).

**Hamiltonian formulation and the Legendre transformation.** For this Lagrangian system, the Legendre transformation is given by
\[
\mathcal{F}_L : TQ \times \mathbb{R} \rightarrow T^\ast Q \times \mathbb{R},
\]
\[
\mathcal{F}_L(q^1, q^2, q^3, \dot{q}^1, \dot{q}^2, \dot{q}^3, z) = (q^1, q^2, q^3, m(\dot{q}^1 + \dot{q}^2), m(\dot{q}^1 + \dot{q}^2), \mu q^3, z)
\]
(164)

We obtain that
\[
\ker (\mathcal{F}_L) = \langle \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2} \rangle,
\]
(165)
hence it is a submersion onto its image and its fibers are connected, so the Lagrangian system is almost regular. By the Equivalence theorem (Theorem 12), there is a Hamiltonian formulation of the problem. The first constraint submanifold is given by \( M_1 = \mathcal{F}_L(P) \) and can be described by the following constraint function
\[
\psi^1 = p_1 - p_2.
\]
(166)
The unique Hamiltonian function \( H_1 : M_1 \rightarrow \mathbb{R} \) such that \( H_1 \circ \mathcal{F}_L = \mathcal{E}_L \) is given by
\[
H_1 = \frac{1}{2m} p_1^2 + \frac{1}{2\mu} p_3^2 - V(q_1, q_2, q_3) - \gamma z.
\]
(167)

Let \( \eta_1 = g_1^\ast(\eta) \), where \( g_1 : M_1 \hookrightarrow T^\ast Q \times \mathbb{R} \) is the inclusion and \( \eta \) is the canonical contact form on \( T^\ast Q \times \mathbb{R} \), then \( (M_1, \eta_1, H_1) \) is a pre-contact Hamiltonian system. We can apply the algorithm to compute the secondary constraints or use the commutativity of the diagram on Theorem 12. We now obtain a secondary constraint submanifold given by \( M_2 = \{ p \in M_1 \mid \psi^2(p) = 0 \} \), where
\[
\psi^2 = \frac{\partial V}{\partial q^1} - \frac{\partial V}{\partial q^2}.
\]
(168)
The algorithm now ends, as \( M_3 = M_2 = M_f \).

**The Dirac-Jacobi bracket.** We compute the bracket
\[
\{ \psi^1, \psi^2 \} = \frac{\partial^2 V}{\partial (q^1)^2} - 2 \frac{\partial^2 V}{\partial q^1 \partial q^2} + \frac{\partial^2 V}{\partial (q^2)^2},
\]
(169)
which is the determinant of the Hessian matrix of \( V \) with respect to \((q^1, q^2)\). We will assume that this bracket does not vanish along \( M_f \), hence both constraints are second class.

We will call \( F = \{ \psi^1, \psi^2 \} \). The Dirac-Jacobi bracket is given by
\[
\{ f, g \}_{DJ} = \{ f, g \} + \frac{\{ f, \psi^1 \} \{ \psi^2, g \} - \{ f, \psi^2 \} \{ \psi^1, g \}}{F}
\]
(170)
The non-zero Dirac-Jacobi brackets of the coordinate functions are

\begin{align}
\{q^1, p_1\}_DJ &= \{q^1, p_2\}_DJ = \frac{\partial \psi^2}{\partial q^2} \\
\{q^2, p_1\}_DJ &= \{q^2, p_2\}_DJ = -\frac{\partial \psi^2}{\partial q^1} \\
\{q^1, p_3\}_DJ &= -\{q^2, p_3\}_DJ = \frac{\partial \psi^2}{\partial q^1} \\
\{q^3, p_3\}_DJ &= -1 \\
\{q^1, z\}_DJ &= -q^1 + \frac{\psi^2}{F} = -q^1 \text{ along } M_f \\
\{q^2, z\}_DJ &= -q^2 - \frac{\psi^2}{F} = -q^2 \text{ along } M_f \\
\{q^3, z\}_DJ &= -q^3.
\end{align}

With those brackets, we can easily compute the equations of motion along the constrained submanifold \(M_f\),

\begin{align}
\dot{q}^1 &= -\frac{p_1 \frac{\partial \psi^2}{\partial q^1} + p_3 \frac{\partial \psi^2}{\partial q^1}}{F} \\
\dot{q}^2 &= \frac{p_1}{m} + \frac{p_4 \frac{\partial \psi^2}{\partial q^1} + p_3 \frac{\partial \psi^2}{\partial q^1}}{F} \\
\dot{q}^3 &= \frac{p_3}{\mu} \\
\dot{p}_i &= \frac{\partial V}{\partial q^i} + \gamma p_i \\
\dot{z} &= -\frac{1}{2m} p_1^2 - \frac{1}{2\mu} p_3^2 - V(q_1, q_2, q_3) + \gamma z
\end{align}

The second order problem. Consider the vector field \(Y\) associated to the equations Eq. \((172)\). That is,

\[ Y = \dot{q}^i \frac{\partial}{\partial q^i} + \dot{p}^i \frac{\partial}{\partial p^i} + \dot{z} \frac{\partial}{\partial z}. \]

where \((\dot{q}^i, \dot{p}^i, \dot{z})\) are those from Eq. \((172)\). The vector field \(X\) is a solution to the equations of motion on \(TQ \times \mathbb{R}\) that satisfies \((FL)_* X = \ldots \).
$Y$ and is given by
\[
X = -\frac{2\dot{q}^1 \partial \varphi^2}{F} \frac{\partial}{\partial q^1} + \left(2\dot{q}^1 + \frac{2\dot{q}^1 \partial \varphi^2}{F} + \frac{\dot{q}^2 \partial \varphi^2}{F}\right) \frac{\partial}{\partial q^2} + \dot{q}^3 \frac{\partial}{\partial q^3} + \left(\frac{\partial V}{\partial q^1} + \frac{2\gamma \dot{q}^1}{F}\right) \frac{\partial}{\partial \dot{q}^1} + \left(\frac{\partial V}{\partial q^3} + \frac{\gamma \dot{q}^3}{F}\right) \frac{\partial}{\partial \dot{q}^3} + \left(2m(\dot{q}^1)^2 + \mu(\dot{q}^1)^2 - V + \gamma z\right) \frac{\partial}{\partial z}.
\] (174)

We will construct the section $\alpha$ of $FL_f$. Notice that, by the first constraint $p_1 = p_2$ on $M_f$, hence any point on $M_f$ has the form $y = (q^1, q^2, q^3, p_1, 0, 0, p_3, z)$. Take $x = (q^1, q^2, q^3, p_1, 0, 0, p_3, z) \in P_f$ so that $FL(x) = y$. We set $\alpha(y) = \tilde{x}$, that is,
\[
\alpha(q^1, q^2, q^3, p_1, p_2, p_3, z) = \left(q^1, q^2, q^3, -\frac{2p_1 \partial \varphi^2}{F} + \frac{p_3 \partial \varphi^2}{F}, 2\frac{p_1}{m}, -\frac{2\gamma p_1 \partial \varphi^2}{F} + \frac{\gamma p_3 \partial \varphi^2}{F}, p_3, z\right). \tag{175}
\]
Hence $X$ is satisfies the SODE condition along $\text{Im} \alpha$.

**Example 2.** Let $Q = \mathbb{R}^2$, $P_1 = TQ \times \mathbb{R}$ and consider the Lagrangian function $L : P_1 \to \mathbb{R}$ defined by
\[
L(q^1, q^2, \dot{q}^1, \dot{q}^2, z) = \frac{1}{2}(\dot{q}^1 + \dot{q}^2)^2 + q^1 + q^2 z. \tag{176}
\]
This Lagrangian induces the following precontact structure of class 3
\[
\eta_L = dz - (\dot{q}^1 + \dot{q}^2)(dq^1 + dq^2) \tag{177}
\]
\[
d\eta_L = (dq^1 + dq^2) \wedge (dq^1 + dq^2) \tag{178}
\]
\[
E_L = \frac{1}{2}(\dot{q}^1 + \dot{q}^2)^2 - q^1 - q^2 z \tag{179}
\]
We choose the following Reeb vector field,
\[
\mathcal{R} = \frac{\partial}{\partial z}. \tag{180}
\]
As in the previous example, we apply the algorithm, obtaining the following constrained submanifolds. Since
\[
TP_1 = \left\langle \frac{\partial}{\partial q^1}, \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1}, \frac{\partial}{\partial \dot{q}^2} \right\rangle, \tag{181}
\]
then \( P_2 = \{ p \in M \mid \phi^1(p) = 0 \} \), where

\[
\phi^1 = z - 1.
\]  

\[ T P_2 = \left\langle \frac{\partial}{\partial q^1}, \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1}, \frac{\partial}{\partial \dot{q}^2} \right\rangle \]  

\[ T P_2^\perp = \left\langle \frac{\partial}{\partial q^1} - \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2}, (\dot{q}^1 + \dot{q}^2) \frac{\partial}{\partial \dot{q}^1} + \frac{\partial}{\partial z} \right\rangle 
\]  

\[
P_3 = \{ p \in M \mid \phi^2(p) = \phi^2(p) = 0 \},
\]

\[
\phi_2 = L - 2q^2 = \frac{1}{2}(\dot{q}^1 + \dot{q}^2)^2 + q^1 + q^2(z - 2)
\]  

\[ T P_3 = \left\langle (2 - z) \frac{\partial}{\partial q^1} + \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2}, (\dot{q}^1 + \dot{q}^2) \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2} \right\rangle, \]  

\[ T P_3^\perp = \left\langle \frac{\partial}{\partial q^1} - \frac{\partial}{\partial q^2}, \frac{\partial}{\partial \dot{q}^1} - \frac{\partial}{\partial \dot{q}^2}, (\dot{q}^1 + \dot{q}^2) \frac{\partial}{\partial \dot{q}^1} + \frac{\partial}{\partial \dot{q}^2} \right\rangle, \]  

so we get no new constraints and the algorithm ends.

We remark that any Reeb vector field \( R \) satisfies \( R(\phi^1) = 1 \), hence if we imposed the tangency of \( R \), we would get the empty set.

**Hamiltonian formulation and the Legendre transformation.** The Legendre transformation is given by

\[
F_L(q^1, q^2, \dot{q}^1, \dot{q}^2, z) = (q^1, q^2, \dot{q}^1 + \dot{q}^2, \dot{q}^1 + \dot{q}^2, z),
\]  

and then

\[
\ker (F_L)_* = \left\langle \frac{\partial}{\partial q^1} - \frac{\partial}{\partial q^2} \right\rangle. \]  

In this case, the first constraint submanifold \( M_1 = \text{FL}(P) \) is described by the constraint

\[
\psi^1 = p_1 - p_2.
\]  

The corresponding Hamiltonian \( H_1 : M_1 \to \mathbb{R} \) is given by

\[
H_1 = \frac{1}{2}(p_1)^2 - q^1 - q^2 z.
\]  

By the correspondence with the Lagrangian formulation, there will be two constraint submanifolds, \( M_3 \leftrightarrow M_2 \leftrightarrow M_1 \), defined by the constraint functions

\[
\psi^2 = z - 1,
\]  

\[
\psi^3 = \frac{1}{2}(p_1)^2 + q^1 + q^2(z - 2),
\]  

respectively.
The Dirac-Jacobi bracket. The constraints have the following Dirac brackets.

\[
\{\psi^1, \psi^2\}_{DJ} = 0 \quad \text{(194a)}
\]

\[
\{\psi^1, \psi^3\}_{DJ} = 3 - z = 2 \text{ along } M_f \quad \text{(194b)}
\]

\[
\{\psi^1, \psi^2\}_{DJ} = -\frac{1}{2}(p^1)^2 + q^1 - q^2 = -2(q^2 - q^1) \text{ along } M_f \quad \text{(194c)}
\]

The rank of the matrix \((\{\psi^\alpha, \psi^\beta\}_{DJ})_{\alpha, \beta}\) is 2, so we can extract one first class constraint as a \(C^\infty\)-linear combination. We set

\[
\bar{\chi} = \psi^2 - (q^2 - q^1)\psi^0 = (p^1 - p^2)(q^2 - q^1) + z - 1, \quad \text{(195)}
\]

which is a first class constraint, and the other two are second class, which we will relabel \(\chi^1 = \psi^1, \chi^2 = \psi^3\).

The Dirac-Jacobi bracket is given by

\[
\{f, g\}_{DJ} = \{f, g\} - \frac{\{f, \psi^1\}\{\psi^2, g\} - \{f, \psi^2\}\{\psi^1, g\}}{2(q^2 - q^1)} \quad \text{along } M_f.
\]

Notice that the denominators do not vanish along the submanifold.

The non-zero Dirac-Jacobi brackets of the coordinate functions, along \(M_f\) are the following

\[
\{q^1, q_2\}_{DJ} = -\frac{1}{2}(q^1 q^2 + (q^2)^2) + p_1 \quad \text{(197a)}
\]

\[
\{q^1, p_1\}_{DJ} = \{q^1, p_2\}_{DJ} = \frac{1}{2} \quad \text{(197b)}
\]

\[
\{q^2, p_1\}_{DJ} = \{q^2, p_2\}_{DJ} = -\frac{1}{2} \quad \text{(197c)}
\]

\[
\{q^1, z\}_{DJ} = -\frac{3}{2} q^2 \quad \text{(197d)}
\]

\[
\{q^2, z\}_{DJ} = -q^1 + \frac{1}{2} q^2 \quad \text{(197e)}
\]

Now consider the total Hamiltonian \(H_T : T^*Q \times \mathbb{R} \to \mathbb{R}\)

\[
H_T = \frac{1}{2}(p_1)^2 - q^1 - q^2 z + \bar{u}\bar{\chi} = H_0 + \bar{u}\bar{\chi}, \quad \text{(198)}
\]

where \(\bar{u}\) is an unspecified Lagrange multiplier and

\[
H_0 = \frac{1}{2}(p_1)^2 - q^1 - q^2 z. \quad \text{(199)}
\]

The other two Lagrange multipliers are irrelevant for the motion, so we can eliminate them. We can compute the equations of motion.
By Eq. (131), for any observable $f$ along $M_f$

$$\dot{f} = \{H_0, f\}_{DJ} - f^R_{DJ}(H_0) + (\{\bar{\chi}, f\}_{DJ} - f^R_{DJ}(\bar{\chi}))\bar{u}$$

$$= \{H_0, f\}_{DJ} - q_2 f + (\{\bar{\chi}, f\}_{DJ} - f)\bar{u}.$$  \hfill (200)

Below we compute the equations of motion along $M_f$,

$$q_1' = (q_1 - q_2)q_1^2q_2 - 2(q_2)^2 + (q_2 - q_1)\bar{u} \hfill (201a)$$

$$q_2' = \frac{1}{2}(p_1^2 + (q_2)^2 + p_1 + (q_1 - q_2)\bar{u}) \hfill (201b)$$

$$\dot{p}_1 = \dot{p}_2 = p_1q_2^2 + 1 - (p_1)\bar{u} \hfill (201c)$$

$$\dot{z} = 0. \hfill (201d)$$

**The second order problem.** Consider the vector field $Y$ associated to the equations Eq. (201) with $\bar{u} = 0$. That is,

$$Y = (q_1 - q_2)q_1^2q_2 - 2(q_2)^2 \frac{\partial}{\partial q_1}$$

$$+ \left(\frac{1}{2}(p_1^2 + (q_2)^2 + p_1)\right)\frac{\partial}{\partial q_2} \hfill (202)$$

$$+ (p_1q_2^2 + 1)\left(\frac{\partial}{\partial p_1} + \frac{\partial}{\partial p_2}\right).$$

The vector field $X$ is a solution to the equations of motion on $TQ \times \mathbb{R}$ that satisfies $(FL)_*X = Y$ and is given by

$$X = \left((q_1 - q_2)q_1^2q_2 - 2(q_2)^2\right)\frac{\partial}{\partial q_1}$$

$$+ \left(2(q_1^2q_2^2 + (q_2)^2 + 2q_1^2)\right)\frac{\partial}{\partial q_2} \hfill (203)$$

$$+ (2q_1^2q_2^2 + 1)\frac{\partial}{\partial q_1}.$$ We will construct the section $\alpha$ of $FL_f$. Notice that, by the first constraint $p_1 = p_2$ on $M_f$, hence any point on $M_f$ has the form $y = (q_1, q_2, p_1, p_1, z)$. Take $x = (q_1, q_2, p_1, 0, z) \in P_f$ so that $F(x) = y$. We set $\alpha(y) = \tilde{x}$, that is,

$$\alpha(q_1, q_2, p_1, p_2, z) = (q_1, q_2, (q_1 - q_2)q_1q_2 - 2(q_2)^2, 2(q_1^2q_2^2 + (q_2)^2 + 2q_1^2, z). \hfill (204)$$

Hence $X$ satisfies the SODE condition along $\text{Im} \alpha$.

**Acknowledgments**

This work has been partially supported by the MINECO Grants MTM2016-76-072-P and the ICMAT Severo Ochoa projects SEV-2011-0087 and SEV-2015-0554. Manuel Lainz wishes to thank ICMAT and UAM for a FPI-UAM predoctoral contract.
References

[1] R. Abraham and J. E. Marsden, *Foundations of mechanics*, 2nd ed. (AMS Chelsea Publishing, Redwood City, CA, 1978).

[2] P. G. Bergmann and I. Goldberg, “Dirac Bracket Transformations in Phase Space”, *Physical Review* **98**, 531–538 (1955) 10.1103/PhysRev.98.531.

[3] A. Bravetti and D. Tapias, “Thermostat algorithm for generating target ensembles”, *Physical Review E* **93**, 022139 (2016) 10.1103/PhysRevE.93.022139.

[4] A. Bravetti, “Contact Hamiltonian Dynamics: The Concept and Its Use”, *Entropy* **19**, 535 (2017) 10.3390/e19100535.

[5] F. Cantrijn, M. de León, and E. Lacomba, “Gradient vector fields on cosymplectic manifolds”, *Journal of Physics A: Mathematical and General* **25**, 175 (1992) 10.1088/0305-4470/25/1/022.

[6] J. F. Cariñena and J. Nasarre, “On the Symplectic Structures Arising in Geometric Optics”, *Fortschritte der Physik/Progress of Physics* **44**, 181–198 (1996) 10.1002/prop.2190440302.

[7] R. Cawley, “Determination of the Hamiltonian in the Presence of Constraints”, *Physical Review Letters* **42**, 413–416 (1979) 10.1103/PhysRevLett.42.413.

[8] D. Chinea, M. de León, and J. C. Marrero, “The constraint algorithm for time-dependent Lagrangians”, *Journal of Mathematical Physics* **35**, 3410–3447 (1994) 10.1063/1.530476.

[9] M. de León and P. R. Rodrigues, *Methods of differential geometry in analytical mechanics*, Vol. 158 (Elsevier, Amsterdam, 2011).

[10] M. de León and C. Sardón, “Cosymplectic and contact structures for time-dependent and dissipative Hamiltonian systems”, *Journal of Physics A: Mathematical and Theoretical* **50**, 255205 (2017) 10.1088/1751-8121/aa711d.

[11] P. A. M. Dirac, “Generalized Hamiltonian Dynamics”, *Canadian Journal of Mathematics* **2**, 129–148 (1950/ed) 10.4153/CJM-1950-012-1.

[12] P. A. M. Dirac, *Lectures on quantum mechanics*, Vol. 2 (Courier Corporation, 2001).

[13] B. Georgieva, “The Variational Principle of Hergloz and Related Results”, in Proceedings of the Twelfth International Conference on Geometry, Integrability and Quantization (2011), pp. 214–225, 10.7546/giq-12-2011-214-225.

[14] B. Georgieva, R. Guenther, and T. Bodurov, “Generalized variational principle of Herglotz for several independent variables. First Noether-type theorem”, *Journal of Mathematical Physics* **44**, 3911–3927 (2003) 10.1063/1.1597419.

[15] C. Godbillon, “Géométrie différentielle et mécanique analytique”, (1969).
[16] M. J. Gotay and J. M. Nester, “Presymplectic Lagrangian systems. I. The constraint algorithm and the equivalence theorem”, Annales de l’Institut Henri Poincaré. Section A. Physique Théorique. Nouvelle Série 30, 129–142 (1979).
[17] M. J. Gotay and J. M. Nester, “Presymplectic Lagrangian systems. II. The second-order equation problem”, Annales de l’Institut Henri Poincaré. Section A. Physique Théorique. Nouvelle Série 32, 1–13 (1980).
[18] M. J. Gotay, J. M. Nester, and G. Hinds, “Presymplectic manifolds and the Dirac–Bergmann theory of constraints”, Journal of Mathematical Physics 19, 2388–2399 (1978) 10.1063/1.523597.
[19] M. Grmela, “Contact Geometry of Mesoscopic Thermodynamics and Dynamics”, Entropy 16, 1652–1686 (2014) 10.3390/e16031652.
[20] G. Herglotz, “Berührungstransformationen”, in Lectures at the University of Gottingen (1930).
[21] A. Ibort, M. de León, J. C. Marrero, and D. M. de Diego, “Dirac Brackets in Constrained Dynamics”, Fortschritte der Physik 47, 459–492 (1999) 10.1002/(SICI)1521-3978(199906)47:5<459::AID-PROP459>3.0.CO;2-E.
[22] A. A. Kirillov, “Local Lie algebras”, Akademiya Nauk SSSR i Moskovskoe Matematicheskoie Obschestvo Uspekhi Matematicheskikh Nauk 31, 57–76 (1976).
[23] M. Lainz Valcázar and M. de León, “Contact Hamiltonian Systems”, arXiv:1811.03367 [math-ph] (2018).
[24] M. de León, D. M. de Diego, and P. Pitanga, “A new look at degenerate Lagrangian dynamics from the viewpoint of almost-product structures”, Journal of Physics A: Mathematical and General 28, 4951 (1995) 10.1088/0305-4470/28/17/025.
[25] M. de León, J. Marín-Solano, J. C. Marrero, M. C. Muñoz-Lecanda, and N. Román-Roy, “Singular Lagrangian Systems on Jet Bundles”, Fortschritte der Physik 50, 105–169 (2002) 10.1002/1521-3978(200203)50:2<105::AID-PROP105>3.0.CO;2-N.
[26] A. Lichnerowicz, “Les variétés de Jacobi et leurs algèbres de Lie associées”, Journal de Mathématiques Pures et Appliquées. Neuvième Série 57, 453–488 (1978).
[27] Q. Liu, P. J. Torres, and C. Wang, “Contact Hamiltonian dynamics: Variational principles, invariants, completeness and periodic behavior”, Annals of Physics 395, 26–44 (2018) 10.1016/j.aop.2018.04.035.
[28] A. Nijenhuis, “Jacobi-type identities for bilinear differential concomitants of certain tensor fields. I, II”, Indag. Math., A 58, 390–403 (1955).
[29] J. A. Schouten, On the differential operators of first order in tensor calculus (Stichting Mathematisch Centrum, 1953).
[30] I. Vaisman, “A lecture on Jacobi manifolds”, in Selected topics in Geom. and Math. Phys. Vol. 1 (2002), pp. 81–100.

[31] M. Vermeeren, A. Bravetti, and M. Seri, “Contact variational integrators”, arXiv preprint arXiv:1902.00436v1 (2019)

Manuel de León: Instituto de Ciencias Matemáticas (CSIC-UAM-UC3M-UCM), c/Nicolás Cabrera, 13-15, Campus Cantoblanco, UAM 28049 Madrid, Spain

AND

Real Academia de Ciencias Exactas, Físicas y Naturales, c/de Valverde, 22, 28004 Madrid, Spain

E-mail address: mdeleon@icmat.es

Manuel Laínz: Instituto de Ciencias Matemáticas (CSIC-UAM-UC3M-UCM), c\ Nicolás Cabrera, 13-15, Campus Cantoblanco, UAM 28049 Madrid, Spain

E-mail address: manuel.lainz@icmat.es