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ABSTRACT

The adiabatic approximation has formed the basis for much of our understandings of the interaction of light and electrons. The classical nonrecoil approximation or quantum mechanical Wolkow states of free-electron waves have been routinely employed to interpret the outcomes of low-loss electron energy-loss spectroscopy (EELS) or electron holography. Despite the enormous success of semianalytical approximations, there are certainly ranges of electron–photon coupling strengths where more demanding self-consistent analyses are to be exploited to thoroughly grasp our experimental results. Slow-electron point-projection microscopes and many of the photoemission experiments are employed within such ranges. Here, we aim to classify those regimes and propose numerical solutions for an accurate simulation model. A survey of the works carried out within self-consistent Maxwell–Lorentz and Maxwell–Schrödinger frameworks are outlined. Several applications of the proposed frameworks are discussed, and an outlook for further investigations is also delivered.

Abbreviations: CL: Cathodoluminescence CW: continuous–wave DLA: dielectric laser accelerator EDPHS: electron-driven photon source EEGS: electron energy-gain spectroscopy EELS: Electron energy-loss spectroscopy eV: electron-volt fs: femtosecond FDTD: finite-difference time-domain IR: infrared PIC: particle-in-cell PINEM: photonic near-field electron microscopy PLDOS: photonic local density of state PPM: point-projection electron microscopy SEM: scanning electron microscope SVA: slowly varying approximation TE: transverse electric TEM: transmission electron microscope THz: terahertz TM: transverse magnetic UV: ultraviolet
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1. Introduction

Interaction of electron waves with light and matter has been a subject of intense studies in the last decades. This research area is reached from the point of view of first principles, due to the interesting quantum phenomena which it covers, like the Kapitza–Dirac effect [1] and Compton scattering [2], but also from practical aspects. Additionally, the numerous mechanisms of radiation of free-electron beams, from classical Larmor radiation to coherent X-ray radiation, have opened a new avenue for the design of modern light sources with collimated and coherent radiation properties [3–7]. Additionally, combining laser and electron guns in electron microscopes have created a plethora of opportunities in characterizing the chemical reactions and near-field distributions of nanostructures [8–15]. This method, which is called ultrafast electron diffraction or photon-induced near-field electron microscopy (PINEM), where for the former diffraction patterns and for the latter spectra are acquired, has been recently further developed by several groups around the world [16–20], into a form of time-resolved pump-probe characterization methodology. Photoemission electron guns are nowadays controlled to create sub-picosecond electron pulses with great spatial coherence, almost at the same level of field-driven electron guns [21]. Moreover, by controlling the laser-electron jitter by means of microwave or THz cavities, the longitudinal broadening of electron pulses has been considerably reduced [22–27]. Additionally, it was recently demonstrated that the interaction of electron pulses with laser-induced near-field of nanostructures will cause attosecond bunching of single-electron pulses in space-time [28].

Considering, however, the main purpose of any kind of characterization technique, what is most often demanded is to extract as much data as possible from the system under investigation. Especially imaging the
dynamics of electrons in atoms or solid state systems is one of the key goals of ultrafast science. Along with this line, improving the spatiotemporal resolution of our methods toward attosecond time resolution and sub-Angstrom spatial resolution is highly required. However, within the context of PINEM and ultrafast electron diffraction, reaching attosecond time resolution seems to be challenging mostly due to the difficulty in the synchronization between electron and photon pulses [29–31]. Additionally, merely using the approaches stated above, electron-beam characterization methods might be able to coherently control physical and chemical processes in the samples, analogous to quantum coherent control with shaped light [32,33], albeit with better spatial resolution. Another method which is based on an inverse approach to the photoemission processes, i.e. control of electron-based radiation mechanisms to create desired photon pulses, has been recently proposed [34,35]. This approach can be used to retrieve the spectral phase, and in principle is able to push electron-based characterization techniques into the attosecond era.

All the above-stated approaches routinely employ relativistic electron beams, either in a pulsed or a continuous configuration. Besides the aforementioned characterization techniques, point-projection electron microscopy (PPM) has appeared as a compact and efficient imaging method, in its pioneering DC configuration developed by Fink and co-workers [36]. Slow-electrons (with kinetic energies below 1keV) appear to be a more sensitive probe of the electromagnetic field and are much easier to shape and manipulate, in comparison with their relativistic counterparts. Low-energy electrons are also more practical probes of biological samples, which impose less radiation damage in comparison with higher energy electrons [37]. Additionally, PPM has been advanced by making use of metallic nanotips illuminated by short laser pulses, to form near-point femtosecond (fs) electron probes [38,39]. Making use of adiabatic nanofo-cusing [40], it is possible to realize practical fs-PPM, where the sample can be placed in a close proximity of the nanotip electron gun. This in particular has advantages in retaining the electron pulses as short as demanded, by simply restricting the time-of-flight of electron pulses from the nanotip to the sample, hence limiting the pulse broadening due to the space-charge effect and achromatic aberrations.

Aligned with the technological developments of electron-based characterization techniques, our theoretical frameworks are yet to be adapted to the strong-laser and slow-electron regimes. More specifically, there exist certain domains where our adiabatic approximations might breakdown. This is practically important from several viewpoints: (i) in PPM the shape and amplitude of electron beams are both strongly manipulated, in addition to their phase, (ii) even in free-space electron-light interaction, purely
elastic approximations might appear to be a mere over-simplification [41], (iii) during the interaction of electron beams with gratings and light, electron bunching appears to be an additional mechanism to the electron acceleration, where both acceleration and bunching mechanisms are controlled by the longitudinal broadening of the electron beam relative to the grating period [42], (iv) shaped electron beams interacting with matter have different selection rules and might offer approaches for manipulating the electron-induced radiations [43–45]. The latter point is fundamentally important, as even for a single electron wavepacket, when the electron beam is in a superposition of at least two momentum states, interferences between different quantum paths in interaction of photons with the electron may occur [46]. As noted by Keitel and co-workers, the quantum eigenstates of electrons in a nonplanar laser beam or in general shaped light waves are, however, unknown [46]. For this reason, the development of self-consistent numerical methods may facilitate a better understanding of the outcomes of experiments [34,42,47,48] and stimulate the design of new experiments.

The present work provides an overview of electron-light interaction, and the methodologies developed within recent years to control those interactions, from a new perspective, i.e., non-adiabatic analysis and recoil engineering. We address the problems using both classical and quantum-mechanical approaches. Starting from the electron-induced domain, we outline electron-based characterization methods which are used to understand the photonic local density of states in nanostructures. We, thereafter, describe the recoil that the electron receives in interaction with near-field distributions of nanostructures. In particular engineering principles to enhance the electron recoil will be addressed. Within this concept, we review the advances in recently proposed methodologies based on spectral interferometry with electron microscopes. Thereafter, we briefly describe another point of view, i.e., adiabatic assumptions in quantum mechanics, to model the electron-light interaction. We further review self-consistent techniques and recent advances in numerical methods, with applications in understanding the outcomes of ultrafast PPM, of the photoemission process, and of linear accelerators.

2. Electron – induced domain

Electrons and photons are elementary particles whose interactions underline our understanding of the physical and chemical processes in samples. It is, hence, quite natural to consider electrons and photons as individual incident beams to initiate the excitation, and also to choose either scattered photons or electrons as detection probes. In this way, our characterization methodologies can be divided into those groups which use either electrons
or photons as incident beams. Here, we provide an overview of the former group, i.e., electron-beam characterization techniques where the electron beams are used to trigger the sample response.

Electron energy-loss spectroscopy (EELS) is an operational mode of transmission electron microscopes (TEMs), for which the amount of energy loss in interaction of electron beams with samples is detected. EELS are usually divided into two domains, namely, low-loss and core-loss domains. The resonances in the low-loss domain mainly originate from collective excitations of valence and conduction electrons [49]. In contrast, it is single-electron inner-shell excitations and transitions that cause the resonances in the core-loss domain. In this work, we only provide a brief review of the advances by low-loss EELS. A complete review of the field has been provided by Garcia de Abajo [50]; here, we mainly address more recent works. For core-loss EELS and fine spectral structures, the readers are referred to the works by Egerton [49] and Keast et al. [51].

Another probe of collective electron excitations is Cathodoluminescence (CL). Electron beams interacting with nanostructures emit light, which can be detected using the CL detectors. CL has been historically introduced for characterizing semiconductors, ceramic, and minerals [52]. Recent advances in CL, however, facilitate characterization of the electron-induced luminescence in a rather wide energy range from UV to IR [53–56], as well as understanding the coherent versus the incoherent nature of the radiation [57].

### 2.1 Electron-mapping of collective excitations in nanostructures

EELS and CL have been introduced as efficient tools for probing nano-optical excitations at single nanostructures, with nanometer spatial resolution and meV energy resolution. Thanks to the ultrafast interaction of localized relativistic electrons with the optical modes of nanostructures in TEMs, electron beams appear as an ultra-broadband probe of sample resonances. The inelastic interaction of a swift electron with nanostructures can be understood using a useful classical approach [50], which has been proven to be identical to the quantum-mechanical treatment when averaging over electron impact parameters weighted by the spot intensity [58]. Interpreting EELS as the probability of the electron to lose an amount of energy equal to $\hbar \omega$, the loss-probability is given as

$$\Gamma_{\text{EELS}}(\omega) = \frac{e}{\pi \hbar \omega} \int dt \text{Re} \left\{ e^{-i\omega t} \vec{v}_e \cdot \vec{E}^{\text{ind}} [\vec{r}_e(t), \omega] \right\}$$

where $\vec{v}_e$ is the electron velocity, $\vec{r}_e(t)$ is the electron trajectory, $e$ is the electron charge, and $\hbar$ is the reduced Planck constant [50]. A complete
treatment then requires the knowledge about the electron trajectory, as well as the induced electric field ($\mathbf{E}_{\text{ind}}$) along the electron trajectory. Assuming a uniform electron trajectory along the z-axis as $\mathbf{r}_e(t) = (x_0, y_0, z = v_et)$ (nonrecoil approximation), Equation (1) can be further simplified as

$$\Gamma_{\text{EELS}}(x_0, y_0, \omega) = \frac{e}{\pi \hbar \omega} \text{Re} \int_{-\infty}^{+\infty} dz \mathbf{E}_z(x_0, y_0, z; \omega) e^{i \mathbf{e} \cdot \mathbf{r}} \left( \mathbf{e} \cdot \mathbf{E}_z(x_0, y_0, z; \omega) e^{i \mathbf{e} \cdot \mathbf{r}} \right)$$

(2)

which is clearly signifying the role of momentum conservation during the interaction of electrons with near-field distributions of nanostructures as $\hbar k_z = \hbar \omega / v_e$. Interestingly, the loss probability is directly related to the induced-electric field, which renders EELS a powerful technique to directly map the electric field projected along the electron trajectory [59]. One might find another useful derivation of the loss probability by treating EELS as the rate of energy leaving the electron beam as [60]

$$\Gamma_{\text{EELS}}(\omega) = -\frac{1}{\pi \hbar \omega} \text{Re} \iiint \mathbf{E}(\mathbf{r}, \omega) \cdot \mathbf{J}^*(\mathbf{r}, \omega) \, d^3 \mathbf{r}$$

(3)

where $\mathbf{J}(\mathbf{r}, \omega)$ is the current density function in the frequency domain. Equation (3) is further simplified to Equation (2), using the nonrecoil approximation as $\mathbf{J}(\mathbf{r}, \omega) = \Im \mathbf{J}(\mathbf{r}, t) = -e^\delta(x - x_0) \delta(y - y_0) \exp(i \omega z / v_e)$ [61]. Introducing Equation (3) has the advantage that the so-called Poynting theorem can be used to link the EELS outcome to that of the photon-generation probability, where the latter is given by integrating the Poynting vector as $\Gamma_{\text{PG}}(\omega) = \frac{1}{\pi \hbar \omega} \text{Re} \iint \mathbf{E}(\mathbf{r}, \omega) \times \mathbf{H}^*(\mathbf{r}, \omega) \cdot d\mathbf{s}$. The difference between photon-generation probability and loss probability is the so-called absorption spectrum [61]. Note that $\Gamma_{\text{PG}}(\omega)$ is directly related to the CL spectra whenever the far-field radiation is considered, for which $\mathbf{H}(\mathbf{r}, \omega) = (\omega \mu_0)^{-1} \mathbf{k}_0 \times \mathbf{E}(\mathbf{r}, \omega)$, where $\mu_0$ is the free-space permeability [50]. In this regard, CL is complementary to EELS in studying the near-field of nanophotonic excitations and can be used to map radiative modes [62,63]. CL detection systems incorporated in a TEM can serve for EELS versus CL comparison [64]. Advanced CL systems in a scanning electron microscope (SEM) have been recently introduced with the ability to perform CL polarimetry [53].

A great improvement in interpreting the outcomes of low-loss EELS has been achieved by linking EELS to the Green’s function and photonic local density of state (PLDOS) [59]. In this context, EELS is related to the PLDOS projected along the electron trajectory. In fact, Equation (2) demonstrates that EELS can be used to directly detect the electric field.
Figure 1. EELS investigation of optical excitations in several nanostructures: (a) plasmonic edge and breathing modes (from [67]); (b) edge and face modes of topologically enclosed void structures in an Al matrix (from [76]); (c) long-range plasmons in bent silver nanowires (from [72]); (d) dipolar and quadrupolar optical modes of a gold qubic nanostructure decomposed with shaped electron beams (from [70]); (e) plasmonic modes of thin silver discs acquired using momentum-resolved EELS (from [73]); (f) localized plamons of nanospheres in the presence of a substrate (from [68]); (g) coupled edge and gap plasmons in adjacent silver nanoparticles (from [66]); (h) toroidal, azimuthal, and transvers plasmonic modes in void oligomers (from [71]); (i) wedge hyperbolic polaritons and Dyakonov waves in Bi2Se3 nanoparticles (from [74]); (j) plasmonic modes with higher angular momentum orders in mesoscopic gold tapers (from [75]).
component projected along the electron trajectory. Pioneered by the work of J. Nelayah et al. [65], EELS is applied to many nanophotonics systems to understand near-field distribution and resonant energies of optical modes, especially localized plasmons and plasmon polaritons (refer Figure 1) [66–80]. Breathing modes of nanotriangles have emerged as an interesting nonradiative mode, at least when the size of the structure is small enough [67]. Zhu and coworkers probed the PLDOS of a void structure in an Al matrix and decomposed the full PLDOS into edge and surface plasmons [76]. Using EELS, it was demonstrated that Long-range plasmon polaritons propagating in an ultrathin nanowire are robust to the discontinuities induced by bends [72]. Guzzinati et al. showed that a properly shaped electron beam can be used to probe symmetrically decomposed modes of plasmonic nanostructures [70]. Acquiring momentum-resolved energy-loss spectra of thin aluminum nanodiscs, Shekhar et al. proved a substantial difference between thin films and nanodiscs, due to the mode confinement in nanodiscs [73]. The effect of the substrate on the spatial distribution of localized plasmons has been also extensively studied using EELS [68]. Bellido et al. investigated the coupling between adjacent nanoparticles in close proximity to each other, which causes the formation of gap plasmons [66]. Electron beam excitation of exotic toroidal moments in oligomer nanocavities has been also investigated and proved to contribute negligibly to the far-field radiation in the direction normal to the surface [71]. Formation of wedge hyperbolic polaritons, which are long-range excitations of hyperbolic polaritons propagating along wedges, via coupling between two adjacent edge polaritons, has been also studied in Bi$_2$Se$_3$ nanoflakes [74]. Finally, considering rotationally symmetric plasmon polaritons of mesoscopic gold tapers, it was shown that phase-matching between the near-field of the electron and excited plasmons can be captured as individual resonances in EELS energy-distance maps [75,81]. Indeed, it should be recalled that the momentum selection rule $k_z = \omega/V$, as noticed in Equation (2), restricts EELS to map only those photonic states which can afford the necessary momentum. In mesoscopic samples, phase-matching (synchronization) between the electron’s self-field and near-field distributions can be manifested in EELS as new resonances in structures, which support optical modes with higher order angular momentums [75] or in optical gratings [82], (refer Figure 1(j)). Especially for a grating with the period $L$, phase-matching condition will result in $\omega/V_c = k_0 \sin \theta + 2m\pi/L$, where $k_0$ and $\theta$ are, respectively, the emitted photon wave number and its direction of propagation with respect to the axis of the grating, and $m = 0, 1, 2, \ldots$ is the diffraction order of the grating. This geometrical condition almost precisely describes the criterion for the emission of coherent Smith–Purcell radiation [82–84], which can interfere with electron-induced plasmon radiation [85]. Note
that the Smith–Purcell effect is widely accepted as the radiation from the electron beam itself. In the experiment involved, essentially a single electron is expected to arrive at each given time in a TEM; despite this fact however, the Smith–Purcell radiation is a coherent emission process. This concept is also correct for transition radiation [50,86], which occurs due to the fast annihilation of the created dipole in interaction of a swift electron with its image charge at the surface of a metal.

2.2 Electron recoil

The applicability of EELS for mapping the photonic local density of states is greatly based on the nonrecoil approximation. It is interesting, however, to notice that as the electron passes by the neighborhood of nanostructures even in an aloof experiment, the electromagnetic excitations will act on the electron and change its trajectory. Thus, the electron should receive longitudinal as well as transverse recoils because of the Coulomb potential or—in the retarded picture—the Lorentz force. The advantage of the nonrecoil approximation is, however, that the change in momentum (both transverse and longitudinal) during the interaction is insignificant to the final probability and spectral distribution of the interaction, as will be discussed later. Moreover, the fact that better justifies the correctness of the nonrecoil approximations for EELS is the weak dependence of the loss spectrum on the incident energy across the entire range of the loss spectrum.

In a combined laser and electron microscope setup, when the structures are illuminated by an external laser light, this recoil can be, however, better observed. However, to the best of our knowledge, such an experiment has been not yet reported for the electron-induced polarizations in a single structure, in the absence of a laser excitation.

In addition to experiments, numerical studies should be also employed for a better understanding of the interaction of electrons with optical near fields, both in the presence and in the absence of external laser excitations, in particular beyond the nonrecoil approximations. In a classical approach, one might combine the Lorentz and Maxwell equations in a self-consistent way, as routinely employed in particle-in-cell (PIC) numerical procedures [87,88]. Indeed the success of the PIC method in simulating many physical processes in plasma physics [89,90], free-electron lasers [91–93], accelerators [92,93], and in general systems of interacting electromagnetic fields and charged particles has initiated research about self-consistent simulation approaches.

We combined a finite-difference time-domain (FDTD) electromagnetic solver [94,95] with a Lorentz equation solver, to simulate the interaction of a single relativistic electron with the electron-induced excitations in nanoparticles. Apparently, the system should be treated in a self-consistent way, as the electron first induces the near-field and is then scattered thereof by the self-
induced polarization. The electromagnetic field components are assigned to fixed grid points of the FDTD simulation domain (refer Figure 2(a)); whereas, the particles are tracked in the continuous domain. The combined equations can be written as

$$\nabla \times \vec{E}(\vec{r}, t) = -\frac{\partial \vec{B}(\vec{r}, t)}{\partial t}$$
$$\nabla \times \vec{H}(\vec{r}, t) = \frac{\partial \vec{D}(\vec{r}, t)}{\partial t} + \vec{J}_{el}(\vec{r}, t)$$

for the electromagnetic fields and

$$\frac{d}{dt} \gamma m \vec{V}_e = \int \rho(\vec{r}, t)(\vec{E}(\vec{r}, t) + \vec{V}_e \times \vec{D}(\vec{r}, t)) d^3r$$
$$\frac{d \vec{r}_e(t)}{dt} = \vec{V}_e$$

where $\vec{E}$, $\vec{D}$, $\vec{H}$, and $\vec{B}$ are electric field, magnetic field, displacement vector, and magnetic flux density, respectively. $\gamma$ is the Lorentz factor, $m$ is the electron mass, $\vec{r}_e(t)$ is the electron trajectory, and $\rho(\vec{r}, t)$ is the electron density.
electron charge density. The current distribution at the boosted frame is computed as \( J^\alpha = \frac{\partial x^\mu}{\partial x^\nu} J^\alpha \), at which \( J^\alpha \) is the four-vector current density distribution in the laboratory frame. In theory, the charge distribution of an electron is perfectly approximated by the Dirac-delta function \( \rho(\vec{r}, t) = -e\delta(\vec{r} - \vec{r}_e(t)) \), as understood from the Coulomb potential. In practice however, an electron toy model is often introduced \([96]\), or the charge distribution in the continuous particle space is mapped to the grids of the electromagnetic solver using an extrapolation technique \([88]\). We used a symmetric Gaussian charge distribution as \( \rho_0(\vec{r}_0, t) = \frac{e}{\sqrt{2\pi}W} \exp\left(\frac{-\rho^2 + \gamma^2(z' - \beta ct')^2}{2W^2}\right) \), where \( W \) is the broadening of the charge distribution. The electromagnetic field in the laboratory frame in free space is given by \([97]\)

\[
E'_{z, \text{inc}}(\rho', z'; t) = \frac{-qy(z' - \beta ct')}{\varepsilon_0(\sqrt{2\pi})^3 W(\rho'^2 + \gamma^2(z' - \beta ct')^2)} 
\times \exp\left(-\frac{1}{2} \rho'^2 + \gamma^2(z' - \beta ct')^2/W^2\right) 
+ \frac{-qy(z' - \beta ct')}{4\pi\varepsilon_0(\rho'^2 + \gamma^2(z' - \beta ct')^2)^{\frac{3}{2}}} 
\times \text{erf}\left(\left(\rho'^2 + \gamma^2(z' - \beta ct')^2\right)^{\frac{1}{2}}/\sqrt{2W}\right)
\]

\[
E'_{\rho', \text{inc}}(\rho', z'; t) = \frac{-qy\rho'}{\varepsilon_0(\sqrt{2\pi})^3 W(\rho'^2 + \gamma^2(z' - \beta ct')^2)} 
\times \exp\left(-\frac{1}{2} \rho'^2 + \gamma^2(z' - \beta ct')^2/W^2\right) 
+ \frac{-qy\rho'}{4\pi\varepsilon_0(\rho'^2 + \gamma^2(z' - \beta ct')^2)^{\frac{3}{2}}} 
\times \text{erf}\left(\left(\rho'^2 + \gamma^2(z' - \beta ct')^2\right)^{\frac{1}{2}}/\sqrt{2W}\right)
\]

where propagation along the \( z \)-axis has been considered. \( \text{erf}(\cdot) \) is the error function, \( (\rho', z') = (x', y', z') \) is the boosted coordinate system, and \( \vec{\beta} = (0, 0, \nu c/c) \). The self-interaction, which can be modeled by \( \iiint E'_{\text{inc}}(\vec{r}', t') \cdot \vec{J}'(\vec{r}', t') d^3r' \) is then identically zero, thanks to the symmetry of the field components. In this way, the total field rather than the scattered fields can be used in Equation (4b). However, numerical
implementation of Equation (5) inside an electromagnetic solver introduces additional errors. To cancel the interaction of the electron with its own field, at each time loop, we calculate the total field using Equation (4a) and use $\vec{H}_{\text{sc}} = \vec{H}_t - \vec{H}_{\text{inc}}$ and $\vec{E}_{\text{sc}} = \vec{E}_t - \vec{E}_{\text{inc}}$. For an electron interacting with a triangular gold nanoprism with a thickness of 50 nm, the induced electromagnetic field components at a given time are shown in Figure 2(b). Modulations of the electron velocity both in the transversal and in longitudinal direction, as well as the total change of the velocity are shown in Figures 2(c) and 2(d), respectively.

Interestingly, the change of the electron velocity is initiated even before the electron reaches the structure, when it enters the near-field domain. The near-field domain is defined by the region in the vicinity of a given nanostructure at which the momentum of light is larger than the free space momentum. This associated short range decay of optical near field results in an inelastic interaction with the electron. Surprisingly however, the modulation in electron velocity is incredibly low, and the final electron velocity is reduced by an amount of only $\delta v_e = 3.45 \times 10^{-9} c$, where $c$ is the speed of light in vacuum. These findings further confirm the appropriateness of the nonrecoil approximation in treating energy-loss probability and CL spectra. Two points should be, however, noticed here: first, the final velocity of the electron and the lateral recoil it experiences, both depend on the impact parameter. In general, it is expected that the electron receives less recoil at larger impacts. In other words, in the structure considered above, an impact position at the distance of 10 nm away from the structure results in negligible recoil. Second, in EELS, we detect the probability of the electron to lose certain amount of photon energy. The probability amplitudes indeed depend on the impact parameter, but not the resonant energies. Hence, we conclude here that it is the form of the effective interaction potential which affects the resonances, and not the impact parameter. As we previously observed, the probability spectra depend on the frequency-dependent electric-field component. We may relate the change in the longitudinal momentum to the magnetic vector potential as $m_0 \delta \vec{v}_e(\omega) = qa_z(r_e, \omega)$ and hence to the electric field as $E_z(r_e, \omega) = i\omega \rho_e m_0 \delta \vec{v}_e(\omega)/q$. Using Equation (2), we may then conclude that is the frequency dependence of the velocity modulation which is related to the EELS spectra and not $\delta v_e = v_e(t \to +\infty) - v_e(t \to 0)$.

Although the experienced electron recoil is apparently negligible, electron energy loss detectors can nowadays precisely determine the electron energy loss probabilities up to the limit of few meVs per electron energy [98,99]. In systems where the phase-matching (synchronicity) condition between the electron and photons is obtained (refer Figure 1(j)), the overall recoil which an electron experiences can be additively manipulated. This
can be achieved by an optical grating as well (refer Figure 3(a)). We consider each element of a grating to be composed of two gold nanowires with a 20-nm gap between them, to enhance the interaction and also to maintain a symmetric excitation. The synchronicity condition in this case is exactly analogous to that of the Smith–Purcell effect. The criterion for Smith–Purcell radiation in free-space is given by \( \omega / v_e = k_0 \sin \theta + 2m\pi / L \), as described in section 2.1. However, we noticed that it is indeed the power which is transmitted into the substrate which is more pronounced in comparison with the power radiated into other directions. Additionally, a planar waveguide incorporated inside the substrate, such as a thin film of HfO<sub>2</sub>, can be used to guide the electromagnetic radiation along the symmetry axis of the grating. The Smith–Purcell radiation can be hence coupled into the propagating modes of the waveguide, which are themselves decomposed as usual into the TE and TM waves (refer Figure 3(b)).
The time of travel of the electron between two adjacent grating elements is given by \( \delta t_e = P/v_e \), while for the emitted photons \( \delta t_{ph} = (\beta_r + 2m\pi/P)P/\omega_{ph} \), where \( P \) is the period of the grating, \( \beta_r \) is the phase constant of the propagating mode of the waveguide, and \( m \) is the diffraction order. In order to have constructive interference of the generated photons from the interaction of the electrons with the grating elements, the criterion \( \delta t_e = \delta t_{ph} \) should be satisfied. We note, however, that in contrast with the Smith–Purcell effect in free space, we can even satisfy this criterion with \( m = 0 \) (refer Figure 3(b)), which greatly enhances the efficiency of the photon generation process. Figure 3(c) shows the induced \( x \)-component of the electric field versus time along the electron trajectory. The excited field from the interaction of the electron with the adjacent element is synchronous with the electron velocity and mostly propagating at velocities exceeding the velocity of light in free space. The calculated EELS spectrum sustains a double peak at energies of \( E = 1.9 \) and \( 2.1 \) eV, which correspond to the synchronicity condition \( (\beta_r = \omega_{ph}/v_e) \) with the lowest order TM and TE modes, respectively (Figures 3(d) and 3(b)). As the electron travels at a distance of 5 nm above the grating elements, the overall experienced recoil from the interaction of the electron with the grating is linearly accumulated and is three orders of magnitude higher than the single interaction demonstrated in Figure 2. This is partly due to the incorporation of gap plasmons between adjacent nanorod antennas and partly because of the satisfaction of a synchronous excitation criterion. Comparison between EELS and photon generation spectra, however, demonstrate that only a small percentage of the photons are coupled to the radiative and propagating photons. In fact, most of the energy is dissipated inside the metallic elements. Nevertheless, the radiation is mostly coupled to the propagating
modes of the waveguide, rather than to far-field radiation modes (refer Figure 4).

The experienced electron recoil can be also controlled using only two nanoantennas coupled to a ridge waveguide [61]. In such a configuration, the localized plasmons excited near the first interaction point are coupled to the plasmon polaritons of a ridge waveguide. A second nanoantenna is positioned along the electron trajectory as shown in Figure 5(a), which supports the second interaction. The plasmon polaritons of the first excitation point are then guided toward the second interaction point. They further interfere with the electron-induced plasmons of the second nanoantenna either constructively or destructively, depending on the distance $\Delta x$ between the two nanoantennas. The simulated electric field versus time along the electron trajectory for $\Delta x = 327$ nm and $\Delta x = 130$ nm demonstrates this.
interference phenomenon (compare Figures 5(b) and 5(c)). Figures 5(d) and 5(e) show the induced \( z \)-component of the electric at a given time for \( \Delta x = 327 \) nm and \( \Delta x = 130 \) nm, respectively. For the former case, both nanoantennas resonate out of phase. However, they excite the plasmon polaritons of the ridge waveguide in a constructive way. The overall experienced transverse recoil for this case is then doubled, in comparison with the experienced recoil from a single nanoantenna. In contrast, for nanoantennas with a distance of \( \Delta x = 130 \) nm both nanoantennas resonate in phase. The plasmon polaritons that are excited near the first interaction point, however, reach out of phase with the electron-induced plasmons of the second antenna and—thus—interfere destructively. The recoil that the electron receives along the transverse direction (\( y \)-direction in this case) is then less than that of the previous case with \( \Delta x = 327 \) nm (refer Figures 5(f) and (g)).

3. Photon-induced domain

The recoil experienced by the electron can be greatly enhanced both in the transverse and in the longitudinal directions, when an external laser field stimulates the electron photon interactions. The former is well discussed within the elastic Kapitza-Dirac effect [1]; whereas, the latter is better categorized within the topics of electron energy-gain spectroscopy [100] (EEGS) initiated by Howie, Garcia de Abajo, and Kociak, and PINEM explored by Zewail and coworkers [12]. Recently, the possibility of exploiting plasmon polaritons to manipulate both the transversal and longitudinal recoils of free-electrons has been theoretically explored [101]. The Kapitza-Dirac effect, which is known as the scattering of electron waves by a standing light wave in vacuum, has been long discussed as an interesting example of particle-wave duality of both matter waves and photon waves. This duality is often stated in the literature as the standing-wave light pattern that plays the role of a crystalline material lattice, and hence leads to the diffraction of electron waves [102]. In the free-space Kapitza-Dirac effect, it is often accepted that it is the ponderomotive potential which is responsible for the scattering of electrons by the vector potential of the light (the Hamiltonian of interaction can be written as \( H_{\text{int}}^1 = (e^2/2m_0)|\vec{A}|^2 \)). In the scattering of electrons by plasmons however, the interaction is most often taken as \( H_{\text{int}}^2 = (-i\hbar e/m_0)\vec{A} \cdot \vec{V} \) [103]. \( H_{\text{int}}^2 \) is indeed an indication of single photon emission and absorption, which is not possible in free-space because of the violation of the energy-momentum conservation [102]. In the vicinity of nanostructures, single-photon processes can happen and are indeed more probable than two-photon processes indicated by \( H_{\text{int}}^1 \). However, this is only true to the first order within the Born
approximation scattering theory and at certain field amplitudes, $H_1^{\text{int}}$ and $H_2^{\text{int}}$ both contribute significantly to the overall Hamiltonian, and should be considered. By approximating $\tilde{E} = i\omega_{ph}\tilde{A}$ and $\tilde{V} \to i\tilde{k}_e$, where $k_e$ is the electron wave number, and $\omega_{ph}$ is the angular frequency of the light, the critical electric field amplitude is obtained as $E_c = (2m_0\omega_{ph}/\epsilon) V_e$. Apparently, for having $H_1^{\text{int}}$ as the dominant part, $E_0 \gg E_c$. For relativistic electrons and photons at the visible range, this condition demands very large amplitudes for the laser field. For slow electrons, this critical value is, however, more easily achieved. Nevertheless, for relativistic electrons and light at moderate intensities and at optical frequencies, $H_2^{\text{int}}$ is the dominant term [12].

### 3.1 Electron energy—gain spectroscopy

In 2008, Garcia de Abajo and Kociak introduced EEGS as a tool to improve the energy resolution of electron microscopes [100]. In an EELS setup, electrons undergo spontaneous emission in interaction with nanosturctures and lose energy. Hence in the presence of external continuous-wave (CW) laser excitations, stimulated photon emission and photon absorption processes will be also possible. In other words, at sufficiently high laser energies, electron energy-gain and energy-loss processes are both possible. Based on Fermi’s golden rule, they obtained the energy gain expression for single photon-electron interactions as

$$\Gamma_{\text{EEGS}}(\omega) = \left(\frac{e}{\hbar \omega}\right)^2 |\tilde{E}_z(x_0, y_0, k_z = \omega/v_e; \omega)|^2$$

which is related to the intensity of the electric field, in contrast with the EELS formalism (refer Eq. (2)). Obviously, using the classical approach, as used for obtaining the EELS probability, an incorrect relation for the gain probability is derived, for which $\Gamma_{\text{EEGS}}$ is linearly related to the electric field amplitude [100]. Moreover, negative probabilities can be obtained, if Equation (2) is incorrectly used for calculating the energy gain/loss spectra in the presence of an external laser excitation.

### 3.2 Photon-induced near-field electron microscopy

In PINEM, a pulsed laser excitation is synchronized by the electrons emitted from a photoemission electron gun, within a photon-pump and electron-probe time-resolved spectroscopy apparatus (refer Figure 6(a)). Observations of energy gain and loss processes in a series of spectacular experiments carried out in the group of Zewail and co-workers, demonstrated a series of loss and gain peaks in the spectra of carbon nanotubes.
Figure 6. Photon-induced near-field electron microscopy. (a) The setup is a pump-probe spectroscopy apparatus where the pump is a laser pulse, and the probe is an electron pulse. The delay between these two pulses is precisely controlled using an optical delay line. (b) top: PINEM images on a single carbon nanotube, shown at two different delays, bottom: PINEM intensity versus energy at delay time $t = 0 \ [9]$. (c) Experimental and theoretical PINEM time-resolved images (left), and spectra (right) of a single protein vesicle with a radius of 150 nm \[12\].

(refer Figure 6(b)) \[9,12,104\]. Indeed, those experiments demonstrated the possibility of multiple-photon gain and loss processes in addition to the single-photon processes. Similar multiphoton processes were observed in the interaction of electrons with protein vesicle (refer Figure 6(c)). To describe the effects theoretically, a scattering theory based on the semi-classical propagators for Schrödinger equation has been developed by Park and coworkers and demonstrated to be in a good agreement with experiments \[12\]. Followed by the pioneering experiments mentioned above, many other groups have already advanced the PINEM technique toward realizing better temporal and spatial resolutions. We outline here only works based on spectroscopy; for ultrafast electron diffraction, the readers are referred to the review by Zewail \[105\] and more recent works \[106\].
Feist et al. have recently demonstrated that the strong resonant interaction between the laser beam and electrons in the vicinity of a nanostructure can be used to induce multilevel Rabi-oscillations, with equal Rabi-frequencies.

Figure 7. PINEM activities in several groups. (a) Top: By precisely controlling the phase and polarization of the incident light, the PINEM setup can be used to coherently manipulate the free-electron states. Bottom: Electron energy spectra for several field amplitudes of 0, 0.023, 0.040, 0.053, and 0.068 V nm$^{-1}$ [17]. (b) Top: Time-energy phase-space PINEM map of silver nanowires. Bottom: Experimental and numerical PINEM images of the field distribution on an isolated nanowire with light excitation polarized at the angle of 45° with respect to its longitudinal axis [18]. (c) Left: Vector distribution of the lateral components of the electric field for a split-ring resonator excited with a THz laser pulse, and probed with electron pulses with only 80 fs duration. Right, top: temporal distribution of the excitations at two distinct test points marked with A and B in the left panel, and also the polarization state of the electric field. Right, bottom: The temporal distribution of the electric field along the inner circumference shown by dashed line in the left panel [113].

Feist et al. have recently demonstrated that the strong resonant interaction between the laser beam and electrons in the vicinity of a nanostructure can be used to induce multilevel Rabi-oscillations, with equal Rabi-frequencies
between the levels, into the electron wave function (refer Figure 7(a)) [17]. The probability for the transition between the photonic levels in an equal-Rabi case is given by Bessel functions, in contrast with the Rabi oscillation in a harmonic oscillator system which is describable using Poisson distribution [107]. This behavior results in a strong oscillation in the intensity of the observed gain and loss peaks, rather than a monotonous decrease in the intensity versus the order of electron–photon interaction processes. They described their observation using a quantum optical framework on annihilation and creation ladder operators for the plasmon modes which commute (neglecting the spontaneous emission). Based on this approach, they proposed a more accurate description of the kinematic and dynamical processes mentioned by Zewail in a previous work (Figure 6(c)). This approach in general, which is called boson sampling, holds the promise of solving intractable problems which cannot be efficiently simulated using classical computers [108,109]. Additionally, they proposed a quantum coherent manipulation of free-electron states using optical metrologies, which were further experimentally confirmed and expanded by demonstrating a Ramsey-type phase-control of free-electron motions [28,110].

Interestingly, such near-field interactions with electron wave packets leads to the generation of a train of attosecond electron pulses propagating in space-time [17], which might be further utilized for ultrafast diffraction [111]. Piazza et al. have recently demonstrated up to nine orders of photon emission and absorption peaks in a PINEM time–energy map of silver nanowires (Figure 7(b)) [18]. They also highlighted an interesting aspect of PINEM for recording the spatial dependence of individual loss and gain peaks [112]. Finally, Ryabov and Baum have shown that indeed transversal electron recoil can be acquired and utilized to map the spatiotemporal distribution of transversal field components, in addition to the longitudinal gain and loss peaks accumulated in the longitudinal momentum of the free-electron waves [113]. They used THz laser pulses and electron pulses as short as 80 fs to respectively initiate and probe the electromagnetic excitations in a split ring resonator (Figure 7(c)). Their unique observations in this field is intriguing to the field of ultrafast science and electron microscopy in principle, as they clearly demonstrate the advantage of recording the transversal momentum of the electron in addition to its longitudinal momentum in a PINEM setup.

3.3 Ultrafast point projection electron microscopy

Complementary to the developments of ultrafast techniques in TEMs, ultrafast PPM has been recently appeared as a probe of ultrafast electron dynamics in samples. PPM holds the advantage of a less complicated setup without the need for massive magnetic lenses in TEMs, though the spatial resolution has
yet to be improved to compete with ultrafast TEMs. The key element behind the development of a PPM is the recent progress in controlling the ultrafast dynamics of photoelectrons emitted from sharp tips, either employing adiabatic nanofocusing [38–40] for transferring the grating-coupled light from the shaft at several micrometers away from the apex to the apex itself (refer Figures 8(a) and (b)), or by directly illuminating the tip apex [21,114,115].

**Figure 8.** PPM with laser driven nanotips. (a) By adiabatically nanofocusing the plasmons from the grating to the apex, the sample can be positioned arbitrary close to the tip, which helps for achieving higher magnifications [40]. (b) (i) to (iii) PPM images from a Ag nanowire recorded by nanofocusing for three different magnifications, and (iv) Cross section along the white line in left lower panel [40]. (c) Comparison of the interferometric autocorrelation of photoelectrons emitted from the sample using either adiabatic nanofocusing or a direct illumination of the tip apex, as shown in the insets [39]. (d) Recording an interference pattern of the electron beams exciting a carbon nanotube, using PPM [21]. (f) Several interference fringes are observed, both for a laser-driven gun (upper panel), and field-emission gun (lower panel) [21].
(refer Figures 8(c) and 8(d)). The former setup has advantages in bringing the sample closer to the tip, which by itself helps for shorter electron pulses, and achieving higher magnification (refer Figure 8(b)). Using adiabatic nanofocusing, realization of electron pulses as short as 8 fs has been reported [39]. However, as noticed by Mueller et al, dispersion may cause few femtosecond broadening of the emitted electron pulse (refer Figure 8(c), which shows the interferometric autocorrelation of photoelectrons from the tip) [39]. A certain advantage of PPM is the ability to perform inline electron holography. Electron holography was indeed suggested by Gabor in 1948 [116] as a new technique to overcome the problems of lens aberration and to improve electron microscopy techniques. Still holography in PPM is used to improve the spatial resolution by an order of magnitude [39], thanks to the transversal interference patterns which are observed in the PPM images. Moreover, the comparison between the interference fringes for the case of field-driven and laser-driven tungsten nanotips demonstrates that the effective size of the source for both cases is not very much different. In other words, the promise of utilizing point sources in PPM holds true for a laser-driven source as well as for a field-emission source (refer Figure 8(f)) [21].

3.4 Time and energy resolutions in ultrafast electron microscopy

Improving the time resolution of ultrafast techniques in general, and ultrafast electron microscopy in particular, is highly demanded for unraveling charge-transfer dynamics, time evolution of the electromagnetic oscillations in nanostructures, and understanding the behavior of correlated materials [29]. It has been, however, increasingly noticed that achieving attosecond time resolution demands the utilization of sophisticated techniques such as highly precise synchronization with microwave cavities [23,30] or THz cavities [31], to chirp the electron pulse distribution in time–energy phase space. Although electron pulses as short as few fs have been realized, the increase in time resolution is concomitant with the broadening of the pulse in the energy domain which covers a large bandwidth and is beneficial for spectroscopy and investigation of resonant phenomena as well. In addition to the synchronization cavities, inclusion of an appropriate low-emittance field-emitter electron gun utilizing nanolocalized photoemission from a zirconium oxide covered (100) – oriented single crystalline tungsten tip has been also reported [117], which significantly improves the beam specifications. The ultrafast electron microscope facilitated with this tip has been shown to sustain the spatial resolution of 0.9 Å, energy broadening of 0.6 eV, and temporal resolution of 200 fs.
4. Photon-assisted domain and spectral interferometry

Considering electron beams and laser excitations as two individual probes of the sample excitation, two different domains have been already discussed, namely, the electron-induced domain and the photon-induced domain. Members of the former domains are EELS and CL techniques; whereas, in the latter domain PINEM and ultrafast PPM are obvious examples. Within the electron-induced domain, the electron interacts with the optical modes of the sample which are initially at the ground state. In the classical picture, one can assume that the evanescent field of the electron probe polarizes the sample, and the electron is hence scattered thereof by its induced field (refer section 2.1). Interestingly, multiple photon emission processes might also occur and results in multiple loss peaks. This effect has been observed in experiments carried by Powel and Swan as early as 1959 [118,119] and is also observed in simulations considering retardation effect [120]. Within the photon-induced domain however, the sample is pumped with a strong laser beam into a superposition of number states. In addition to the loss channels caused by the spontaneous emission, stimulated emission and absorption processes will happen as well and indeed in most experimental cases become the only relevant loss and gain channels (refer section 3.2). In other words, the electron-induced polarization in the sample can be neglected. One might try to classify these two apparently distinct electron-induced and photon-induced domains versus the intensity of the incident laser beam, where at very low laser intensities, still the electron-induced polarization can be probed using EELS. In contrast, at sufficiently high laser intensities, only PINEM excitations are probed by the electron, as the electron-induced spontaneous emission can be neglected. At an intermediate intensity, coherent electron-induced radiations should be able to interfere with the laser-induced fields [121] (refer Figure 9(a)). This interference phenomenon then can be probed using EELS (refer Figure 9(b)) and is highly beneficial for recording the spectral phase as an example. The laser field amplitude at which this transition occurs depends on the kinetic energy of the electron beam and its impact parameter. For the plasmonic nanostucture considered here, and for an electron at the kinetic energy of 200 keV traversing the near-field at 5 nm away from the nanostructure, this field amplitude is approximately $10^5 \sim 10^6 \text{V/m}$, as unraveled by the simulation. Interestingly, conventional EELS at the absence of laser excitation is a more useful spectroscopy tool with the ability to probe all the optical modes that the structure sustains, including here the resonances at $E = 0.25, 1.0, \text{and } 1.55 \text{eV}$. The laser pulse will indeed peak up only the mode at $E = 1 \text{eV}$. However, the introduced laser-electron pump-probe
approach let us to determine the temporal evolution of selected plasmon excitations.

To record such an interference map, ultrashort sub-fs electron pulses are required, which are perfectly synchronized with the laser field [122]. It is
due to the fact that the duration of the electron pulses should be shorter than a cycle of the laser excitation, to be able to appropriately probe the gain and loss oscillations along the delay axis [121]. Additionally, only coherent radiations like transition radiation and coherent Bremsstrahlung can interfere with the incident photon pulses. Incoherent CL in interaction of electrons with dielectrics, semiconductors, and semimetals will, however, hamper the visibility of fringes.

Based on the phenomenon noted above, we have proposed a system for improving the synchronization of the electron and photon pulses upon their arrival at the sample. Instead of triggering the electron pulses with photon pulses using photoemission processes, an inverse approach has been outlined which is based on coherent electron-induced radiations like transition
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**Figure 10.** Basis of spectral interferometry with electron microscopes [35]. (a) An EDPHS interacts with an impinging electron and emits coherent radiation which is focused onto the sample. The electron-induced field that is scattered from the sample $E_{\text{el}}^{\text{sca}}$ will interfere with the radiation generated by the EDPHS, $E_{\text{ph}}^{\text{sca}}$. (b) Design of the EDPHS, comprising an inverted superlens composed of a multilayer structure on the glass and an incorporated void hexagonal photonic crystal. (c) Normalized velocity of the electron versus time of flight of the electron and the distance $L$ between EDPHS and sample.
radiation [35]. As discussed previously in section 2.2, two nanoantennas coupled to a waveguide can be used to manipulate the experienced recoil by the electron. Depending on the distance between the nanoantennas, the experienced recoil might be enhanced or hampered. We will generalize this concept to the interaction between two dissimilar structures and replace the plasmonic rib waveguide by free space propagation. In other words, we replace the first nanoantenna with a structure which in interaction with the electron creates coherent radiation which is focused on the sample (refer Figure 10(a)). This structure is called an electron-driven photon source (EDPHS). An example of an EDPHS structure is an inverted superlens (refer Figure 10(b)). This structure offers several degrees of freedom for triggering the electron-induced emission toward the realization of a focused and directional radiation; attained by combining the photonic crystal structure with a multilayered hyperbolic material [123]. The radiation from this EDPHS structure is in the form of a transverse magnetic and ultrashort one cycle pulse [35] (refer Figure 10(b)). The second nanoantenna is then replaced by the sample, which the latter is positioned in the focal point of the EDPHS. By changing the distance $L$ between the EDPHS and the sample, the arrival time of the electrons and EDPHS on the sample is controlled. In

Figure 11. Recovering the spectral phase using the spectral interferometry technique [35]. (a) Simulated CL spectra resulting from the interaction of an electron at energy of 200keV with the EDPHS and a thin silver disc (with the thickness of 40 nm) as the sample. The dependence of the surface and bulk plasmon resonances at 2.9 eV and 3.6 eV on the distance $L$ between EDPHS and sample, clearly demonstrates the interference patterns. Extracted (b) correlation function (see text) and (c) spectral phase of the sample excitations versus the phase of the EDPHS radiation [35].
other words, $L$ is correlated with the temporal delay between electron and photon as $\tau = L (v_e^{-1} - c^{-1})$, where $c$ is the speed of light in free space.

By changing the distance, the recoil experienced by the electron and its velocity can be manipulated as shown in Figure 10(c). This strong modulation of the velocity hints at the excitation of an ultrashort electromagnetic radiation from EDPHS which can further interact with the electron at a certain distance from the EDPHS. It is not only the electron velocity, which can be controlled using EDPHS, but also the EELS and CL spectra altered by the distance $L$ (refer Figure 11(a) for CL map versus photon energy and $L$). The change in CL spectrum versus $L$ is more pronounced than the changes in the EELS map, which is due to the constructive and destructive interferences of the photons generated from EDPHS and the sample at the detector plane. By finely tuning the distance $L$, an overall interference pattern is recorded which can be used to extract the correlation function (refer Figure 11(b)) and to further extract the spectral phase (refer Figure 11(c)). We define here the time–frequency correlation function as $C(\tau, \omega) = -1 + \Gamma_{CL}(\tau, \omega)/\Gamma_{EDPHS}^{CL}(\tau, \omega)$, where $\Gamma_{CL}(\tau, \omega)$ is the total energy–time (energy-distance) CL map shown in Figure 11(a), and $\Gamma_{EDPHS}^{CL}(\tau, \omega)$ is the EDPHS CL spectrum which is acquired as a pre-step and is taken as the reference. $C(\tau, \omega)$ is further converted to a two-frequency correlation function using Fourier transformation, where the latter is employed to retrieve both the intensity and phase of the electric field spectrum [35]. It is to be noted that this system can be viewed as an in-line holography apparatus; whereas, the images are recorded in the distance–energy space rather than in the two-dimensional distance–distance space [124,125]. The retrieved spectrum is the spectra of the electron-induced electric field from the sample, relative to the phase of the EDPHS radiation. The plasmon peak excited at 2.9 eV is associated with the breathing mode of the silver disc [126]; whereas, the peak at 3.6 eV is due to the excitation of bulk plasmons.

5. Simulations beyond adiabatic assumptions

The majority of strong-field effects in light-matter interaction are qualitatively understood using adiabatic approximations [127]. These approximations most often treat the electron gas being unbound to the ions, where the evolution of their wave function in interaction with the laser field is represented by Wolkow states [128]. This approach treats the change in the electron wave function via its propagation in the laser field with a special case of the eikonal approximation where the change of the amplitude is neglected. The Wolkow wave function is given by
The wave function is given by:

\[ \psi(\vec{r}, t) = \frac{1}{(2\pi)^{3/2}} \exp \left( i \vec{k}_e \cdot \vec{r} - i \omega_c t \right) \times \exp \left( -i \frac{e}{\hbar m_0} \int_{-\infty}^{t} \left[ \hbar \vec{k}_e \cdot \vec{A}(\tau) + \frac{e}{2} |\vec{A}(\tau)|^2 - m_0 \varphi(\tau) \right] d\tau \right) \]

(7)

where \( m_0 \) is the electron mass, \( \vec{k}_e = m_0 \vec{v}_e / \hbar \) is the electron wave vector, \( \omega_c = \hbar k_e^2 / 2m_0 \), and \( \vec{A}(t) \) is the vector potential, which is considered to be only dependent on time, as the wavelength of photons is assumed to be much larger than the extent of the whole wave function. The first term in the integrand underpins the acceleration and deceleration of the electron in interaction with light, within the dipole approximation. The second term describes the ponderomotive force on the electron, and the last term is correlated with the change in the phase of the electron via its propagation in the effective electrostatic potential of the light.

### 5.1 Slowly varying approximation

In general, however, the time-dependent Schrödinger equation including electromagnetic interactions is given by

\[ -\frac{\hbar^2}{2m_0} \nabla^2 \psi + \frac{-i\hbar e}{m_0} \vec{A} \cdot \nabla \psi + \left( \frac{e^2}{2m_0} |\vec{A}|^2 - e \varphi \right) \psi = i\hbar \frac{\partial \psi}{\partial t} \]

(8)

where the Coulomb gauge has been implied, and \( \varphi \) is the scalar potential. Note that despite the fact the Schrödinger equation is nonrelativistic, still relativistic corrections can be applied, to be able to employ Equation (8) for understanding the dynamics of relativistic electrons. This is achieved by simplifying the Dirac equation into a scalar form, by ignoring the electron spin \([129]\), which the latter is most often unimportant in electron microscopy. Moreover, Dirac equations introduce formidable complications in electron-beam physics such as Zitterbewegung behavior \([130]\) and spontaneous electron-positron pair creation.

A common practice in electron microscopy, especially when high energy electron beams are involved, is to write the wave function as

\[ \psi(\vec{r}, t) = \psi_0(\vec{r}, t) \exp \left( i \vec{k}_e \cdot \vec{r} - i \omega_c t \right) \]

(9)

where \( \psi_0(\vec{r}, t) \) is the slowly-varying amplitude. Using this approximation, we recast Equation (8) into a more practical formula as
By assuming $\nabla \psi_0 \approx i k_e \psi_0$ (slowly varying approximation (SVA)), Equation (10) is further simplified into the form

$$\begin{align*}
-\frac{\hbar^2}{2m_0} \nabla^2 \psi_0(\vec{r}, t) &- \frac{i \hbar^2}{m_0} \vec{k}_e \cdot \nabla \psi_0(\vec{r}, t) \\
+ \frac{-i \hbar e}{m_0} \vec{A} \cdot \left[ \nabla \psi_0(\vec{r}, t) + i k_e \psi_0(\vec{r}, t) \right] \\
+ \left( \frac{e^2}{2m_0} |\vec{A}|^2 - e \varphi \right) \psi_0(\vec{r}, t)
\end{align*}$$

(10)

Where in the strong-field approximation, the second term in Equation (10) can be neglected (Strong-field approximation). In order to derive the Wolkow wave functions from Equation (11), we assume that $\psi_0(\vec{r}, t) = \psi_0(t)$, which by insertion into Equation (11) and appropriate normalization, leads to Equation (7).

It is already noticed that in the case of energetic and relativistic electron beams, Wolkow states and SVA provide us with the semi-analytical treatment of many experimental observations, from PINEM [12,131] to electron holography [132]. However, certainly Wolkow wave functions will not provide us with enough insight into more advanced methodologies based on the shaping of the electron wave functions and point projection microscopy with slow electrons. This is due to the reason that Wolkow states are outcomes of an adiabatic approximation where the amplitude of the electron wave function is neglected. Moreover, implicit to Equation (11) is the dipole approximation, which might breakdown in some realistic situations.

We here propose a test analysis for comparing the solutions to Equation (8) and Equation (11) for the case of the Kapitza-Dirac effect. Our system involves an electron at the velocity of only $v_e = 0.02 c$, interacting with two CW Gaussian optical waves at a wavelength of 30 nm propagating at the angles of 40° and -40° with respect to the direction of the propagation of the electron (refer Figure 12(a)). These parameters here are mainly chosen for minimizing the simulation efforts (simulation domain and time). However, the physical principles behind the Kapitza-Dirac effect can be simply generalized to different wavelengths. The electron has a broadening
of only 2 nm in both longitudinal and transversal directions, and the problem is solved in two-dimensions. The two Gaussian optical beam, form a standing wave pattern along the $y$-axis; whereas, along the $x$-axis they interfere as a propagating wave. Obviously, the diffraction of the electron beam by the standing wave pattern is fully pictured with the full wave analysis by directly solving Equation (8). In contrast, solutions based on SVA (Equation (11)) cannot reproduce the Kapitza–Dirac diffraction pattern (compare Figures 12(b) and (c)).

Indeed directly addressing Equation (8), though analytically challenging, would cast more accurate results, including the correct modulations of phase and amplitude of the electron wave function. Here, we outline our

Figure 12. Comparison between full wave analysis and SVA for the Kapitza–Dirac effect. (a) The system comprises two Gaussian optical waves at a wavelength of 30 nm and an electron at a velocity of $\vec{v}_e = 0.02 \, c \, \hat{x}$ crossing the focal point of the optical beams. Electron wave function amplitude (initially Gaussian and with a broadening of 2 nm) at (b) $t = 4.8$ fs and (c) $t = 37.2$ fs, calculated using full wave analysis (left panels) and SVA approximation (right panels).
first attempt toward numerical realization of a Maxwell–Schrödinger self-consistent field approximation.

### 5.2 Full wave analysis and self-consistent approach

Indeed, the most well-known self-consistent approach is the Hartree approximation. Hartree’s method is based on the simplification of the many-body Hamiltonian of the Schrödinger equation, as

\[
\frac{-\hbar^2}{2m_0} \nabla^2 \psi(\vec{r}) + U^{\text{ion}}(\vec{r}) \psi_i(\vec{r}) + U^{\text{el}}(\vec{r}) \psi_i(\vec{r}) = E \psi(\vec{r})
\]

in the energy-domain representation; \( U^{\text{ion}}(\vec{r}) \) is the potential of the ions given by

\[
U^{\text{ion}}(\vec{r}) = -Ze^2 \sum_{\vec{R}} \frac{1}{4\pi\varepsilon_0 |\vec{r} - \vec{R}|}
\]

and the electron–electron interaction potential is averaged over the density of the electron charges as

\[
U^{\text{el}}(\vec{r}) = -e \int d\vec{r}' \frac{\rho(\vec{r}')} {4\pi\varepsilon_0 |\vec{r} - \vec{r}'|}
\]

where the charge density distribution would be

\[
\rho(\vec{r}) = -e \sum_i \left| \psi_i(\vec{r}) \right|^2
\]

and the sum is overall occupied by one-electron levels. The Hartree approximation, hence, fails to consider the effect of the shape of the other electron wave functions over the single-electron wave function of interest, as only an averaging over the charge distributions is implied. In other words, it is only the averaged density which appears in Equation (15), regardless of the shape of the involved electronic orbitals. Despite the simplicity of the approximation, Equation (12) is still quite demanding from the numerical point of view. Additional improvements to the Hartree approximation are provided by the Slater determinant and the Hartree-Fock exchange potentials. Further introduction of self-consistent density-functional theory \([48,133,134]\) and inclusion of pseudopotentials \([135,136]\) have added to the accuracy of single-electron approximations, albeit with an increasing level of numerical complexity. Moreover, generalization of the density-functional theory to the time-dependent Schrödinger equation has led to the introduction of the action integral, compared with the energy vibrational, which is to be minimized \([137]\). In practice however,
electron–electron interactions in Equation (8), can be treated based on a time-dependent variation of the Hartree–Fock approximation [138].

### 5.2.1 Self-consistent Maxwell–Schrödinger approximation

Equations (12) to (15) should be solved self-consistently. The iteration includes insertion of initial approximations to the electron wave functions in the material under the investigation, computing potentials and insertion of the potentials into Equation (12), calculating the new set of wave functions, and repeating the cycle until \( U^{el}(\vec{r}) \) (or the wave functions) do not change any more. Indeed, the solution of the \( U^{el}(\vec{r}) \) is often given by the Poisson equation \( \nabla^2 U^{el}(\vec{r}) = -e\rho(\vec{r}) \), hence the problem is considered static. For swift electron beams in electron microscopes however, a common practice is to include an additional current density distribution given by [139]

\[
\vec{J}^{el}(\vec{r}, t) = \frac{e\hbar}{m_0} \text{Im} \left\{ \sum_i \psi_i(\vec{r}, t) \nabla \psi_i^*(\vec{r}, t) \right\} - \frac{e^2 \rho(\vec{r}, t)}{m_0} \vec{A}(\vec{r}, t)
\]

(16)

This equation should be inserted into Equation (4a) to account for a self-consistent theory of field-approximation, including retardation. It is noticed that Equation (16) is necessary to satisfy the continuity of the electric charges, and especially important to model the electron–electron interactions similar to the Hartree approximation, though considering also screening effects. Particularly, from Equation (4a), one can obtain \( \vec{V} \cdot \vec{D}(\vec{r}, t) = \rho(\vec{r}, t) \), which in turn leads to the Poisson equation in the dielectric medium

\[
\nabla^2 \varphi(\vec{r}, t) = -\frac{\rho(\vec{r}, t)}{\varepsilon_0 \varepsilon_r}
\]

(17)

whenever the Coulomb gauge is considered (accounting for Lorentz gauge leads to the Helmholtz equation for the scalar potential). \( \varepsilon_r \) is the dielectric function of the material, or the environment surrounding the electron wave function. In vacuum, the electron potential \( U^{el}(\vec{r}, t) = -e \int d^3 r' \rho(\vec{r}', t) / 4\pi \varepsilon_0 |\vec{r} - \vec{r}'| \) is simply reproduced, whereas in a material, inclusion of the dielectric function accounts for the screening effects [140]. In other words, introducing the current density distribution into the combined Maxwell–Schrödinger system of equations allows for the calculation of the magnetic vector potential; the latter is crucial for the self-consistent field theory including retardation picture.

We use the above-mentioned retarded self-consistent field theory to simulate the dynamics of electron wave packets interacting with
nanostructures and samples. Our crude assumption here is that the samples can be modeled using the dielectric theory, hence we do not account for the electron diffraction by the ionic potentials. Modeling of the latter effect is however achievable including appropriate pseudopotentials, but is not the subject of the present review. Our model however, considers collective electron-electron interactions representable by the dielectric function.

The following self-consistent steps form the current state of our developed Maxwell–Schrödinger numerical toolbox. We consider two different simulation domains of arbitrary sizes and arbitrary grids where the connections between them are held by accurately mapping the current distribution and potentials. In each time step, we

- simulate the electron wave function by solving Equation (8), using a pseudospectral Fourier method [42,141], which conserves the norm of the wave function,
- calculate the current-density distribution and project it from the Schrödinger domain into the Maxwell domain using an accurate mapping technique,
- solve the different field components using an FDTD algorithm,
- calculate the potentials from the field components by considering the Coulomb gauge theory, using $\nabla^2 \phi = -\mathbf{\nabla} \cdot \mathbf{E}$ and $\partial \mathbf{A} / \partial t = -\mathbf{\nabla} \phi - \mathbf{E}$, and
- map the potentials from the Maxwell domain into the Schrödinger domain.

**Figure 13.** Inverse Smith–Purcell effect. (a) An electron pulse with longitudinal and transverse broadenings of 5 nm and 10 nm, respectively, travels at a distance of 4 nm parallel to a silicon grating. The silicon grating has a period of 33.2 nm and is illuminated with a laser pulse at a carrier wavelength of 830 nm and a temporal broadening of 80 fs. The spatial distribution of the electric field components at a given time is depicted in the inset. Snapshots of the spatial distribution of the initial and final electron wave function have been also shown [42].
Additionally, appropriate absorbing boundary conditions are satisfied for both the wave function and the field components in the Schrödinger and Maxwell domains, individually. It is finally noted here that for the sake of simplicity, the samples in present simulations included in this review are all modeled only with their bulk permittivity.

5.2.2. Self-consistent treatment of dielectric laser accelerators

Our first system includes a single slow-electron wave function interacting with a dielectric laser accelerator (DLA) [142,143]. The structure of a DLA is composed of an optical grating, or a combination of those excited by laser beams at normal incidence configuration (refer Figure 13). The phenomenon involved in the acceleration of electrons by the laser beam and the optical grating is the inverse Smith–Purcell effect. To facilitate the conservation of momentum and energy in the interaction of the laser beam with electrons, the same synchronization principle responsible for the Smith–Purcell radiation needs to be satisfied. We intend to benchmark the classical particle trajectory tracer algorithms with the quantum mechanical, though semi-classical, principles.

A silicon grating with the period of 33.2 nm is considered which helps to satisfy the synchronicity of the near-field excitations with slow electron beams, for a laser excitation at the carrier wavelength of 830 nm and a temporal broadening of 80 fs. Interestingly, we notice that the electron wave packet is not accelerated, but in fact is decelerated. This is due to the fact that the near-field distribution of the grating supports concomitant excitation of electric-field components normal and parallel to the electron trajectory. The strong recoil that the electron experiences because of the

Figure 14. Interaction of an electron wavepacket at a velocity of 0.04c interacting with a chirped optical grating. The electron wavepacket has a transverse broadening of 5nm and a longitudinal broadening of (a) 20nm and (b) 5 nm. (c) The momentum representation of the wave packet with different longitudinal broadenings after interaction with the grating [42].
electric field component normal to its trajectory causes a defocusing of the electron wave function. Additionally, we intend to maintain the synchronicity between the electron wave packet and the acceleration forces expressed on it. Because of the fast acceleration of the electron wave function within the first few periods of the field oscillation, this synchronization is better achieved by introducing a chirped grating [42], as shown in Figure 14. We notice, however, that there exists a tradeoff between bunching of the initial electron wave function into sub-packets, and acceleration of the electron wave packet. In other words, two simultaneous phenomena are observed, namely, bunching and acceleration. A control parameter for a dominant observation of each phenomenon is the longitudinal broadening of the electron wave function relative to the period of the structure. For longitudinal broadenings much smaller than the period of the grating, it is the acceleration which prevails the bunching effect, and vice versa. This effect is better understood by comparing the dynamics of electron wave packets at different broadenings interacting with a chirped optical grating (refer Figures 14(a) and (b)). The momentum representation of the electron wave packet after its interaction with the grating clearly demonstrates the different mechanisms underlining the electron chirping, which clearly depends on the longitudinal broadening of the electron wave packet (Figure 14(c)).

5.2.3. Forming electron vortices by plasmon vortices
Recent developments in electron microscopy involve triggering the shape of an electron wave function, to probe certain features of the sample excitation, to performing chiral dichroism [144,145] or to decompose plasmonic excitations [70]. Among many possible shapes for the wave function, electron vortices have been extensively studied [145]. The attempts to propose appropriate electron vortices mainly depend on the design of holographic masks [146,147] and magnetic monopoles [148]. Recently it was proposed, based on the conservation of the angular momentum, that free-space light which carries angular momentum may transfer the momentum to the electron waves during an elastic interaction [149]. We noticed, however, that the free-space electron–photon interaction of this sort demands an amplitude for the light as large as $10^{12}$ V m$^{-1}$ to be able to observe a detectable transfer of momentum. The necessary large amplitude of the light is a perquisite to the Kapiza–Dirac effect. Moreover, light beams with angular momentum order (Laguerre-Gauss states) sustain a large domain with null intensity at the center, which increases in size by raising the angular momentum order. This effect puts limitations on an effective interaction of the electron waves with light, especially as the ponderomotive force pushes the electrons inside the regions with null intensity for the light.
Here, we propose an alternative approach which can be used to shape an initially Gaussian electron beam into a vortex beam, based on the formation of plasmon vortices \cite{150}. We initially consider an aluminum disc with a thickness of only 10 nm and a diameter of 400 nm, which is

**Figure 15.** Interaction of an electron wave packet at a kinetic energy of 10 keV, with transverse and longitudinal broadenings of 50 nm and 20 nm, respectively. The wavepacket interacts with vortex surface plasmons propagating in an aluminum nanodisc. The z-component of the laser-induced electric field in the (a) $xy$-plane recorded 5 nm above the structure, and (b) $xz$-plane passing through the middle of the disc. Spatial distribution of the electron wave function after the interaction, in the (c) $xy$-plane passing through the center of the wave function, and (d) $yz$-plane passing through the middle of the nanodisc. Final electron wave function in the momentum space, in the (e) $k_x - k_y$ plane at $k_z = 0$, and (f) in the $k_x - k_z$ plane at $k_y = 0$. (g) Energy distribution and (h) Angular momentum distribution of the final electron wave function.

Here, we propose an alternative approach which can be used to shape an initially Gaussian electron beam into a vortex beam, based on the formation of plasmon vortices \cite{150}. We initially consider an aluminum disc with a thickness of only 10 nm, and a diameter of 400 nm, which is
illuminated by a Laguerre–Gaussian optical beam [151] (with \( l = 2 \), and \( p = 3 \)) at the carrier energy of 10 eV and temporal broadening of 2 fs. Diffraction of the light at the edges of the nanodisc excites surface plasmons, which propagate toward the center of the disc and carry the same angular momentum as the excitation beam (refer Figures 15 (a) and (b)). Thanks to the subwavelength propagation of surface plasmons [152], the excited plasmon waves propagate toward the center. The region with null intensity, which is intrinsic to the Laguerre–Gauss waves in free-space, is shrunk considerably in size, and an enhanced interaction with traveling electron wave packets is facilitated. To deliberate more on this idea, the interaction of a Gaussian electron wave packet at a kinetic energy of 10 keV which propagates toward the nanodisc along the \(-z\) direction is simulated (Figure 15(c) to (f)). The electron wave packet has initial transverse and longitudinal broadenings of only 20 nm and 10 nm, respectively. The interaction of the electron wavepacket with vortex beams clearly shapes the electron wave packet. However, indeed we notice that the transformation of a single angular momentum order is not possible; rather we observe that the final electron wave packet is a complicated superposition of many angular momentum orders (refer Figures 15(e) and (h)).

For computing the angular momentum distribution of the final electron wave packet, a Fourier expansion versus the azimuthal angular orders as

\[
\psi(x, y, z) = \sum_m \psi_m(\rho, z) \exp(im\phi)
\]

and \( \phi \) is the azimuthal angle. Furthermore, the angular momentum probability distribution (only in the azimuthal order) was calculated as

\[
P_m = \int_0^\infty d\rho \int_{-\infty}^{\infty} dz |\psi_m(\rho, z)|^2.
\]

In addition to the angular momentum, the linear momentum of the electron is also changed, both along the transverse direction (xy-plane) and along the longitudinal direction (z-plane), as shown in (Figures 15(e) and (f)), respectively. We attribute this behavior to the excitation of vortex surface plasmons and their complicated reflection from the edges of the nanodisc. Moreover, the discrete energy levels of the electron, which are related to the discrete longitudinal momenta, are observed both as energy-loss and energy-gain peaks (refer Figures 15(f) and (g)). These energy levels are not harmonics of the laser energy, in contrast with the observations in the PINEM experiments. We interestingly observe that even sub-harmonic energy peaks are also possible, thanks to the complicated nature of the laser excitation and the low-energy electron beam which is used here in the simulations. We attribute this behavior to the interference between plasmon excitations and laser-induced excitations, which will be discussed in more detail elsewhere.

Moreover, it should be stated that the above-mentioned proposal depends on parameters like the interaction time and the longitudinal broadening
the electron pulses. Whereas the former parameter indicates the sharpness of the peak of the angular momentum distribution of the final electron wave packet, the latter affects the inelastic interaction and gain and loss channels. It is expected that electrons with shorter longitudinal broadenings follow the quiver motion of the near-field in a more effective way, before being bunched because of inelastic interaction with the near-field distribution of the nanodisc.

6. Summary

Electron probes and optical excitations are both versatile tools for characterizing the sample excitations. Combination of both in recently developed techniques like PINEM and EEGS, has opened a plethora of interesting applications, proposing, e.g. time-resolved spectroscopy, imaging, and diffraction. Concerning the intensity of the laser excitation, three distinguished domains are observed, namely, electron-induced, electron-assisted, and photon-induced domains. Within the photon-assisted domain, one might observe interferences in the time-energy phase space which are recordable with EELS or CL techniques. However, we notice that such interference patterns demand a perfect synchronization between the electron and photon beams upon their arrival at the sample, or we phrase this as the crucial need for mutual coherence between the near-field of the electron and the laser beam. More or less all the mentioned domains are theoretically treated adiabatically, or by accepting nonrecoil approximations. Here, we systematically studied specific cases where the adiabatic approximation breakdown, for which a self-consistent field theory would seem to be necessary. We proposed and developed two frameworks within the classical and quantum simulations. The former is achieved by combining the Maxwell and Lorentz equations in a self-consistent, time-domain, numerical toolbox, and was used to understand the classical recoil which the electron receives in its interaction with near-field distributions. The latter quantum framework is developed by combining the Maxwell and Schrödinger equations in a time-domain self-consistent numerical method and was used to investigate the dynamics of slow-electron wavepackets propagating through the electromagnetic field distributions and nanostructures. We observe diffraction patterns and non-symmetric loss and gain patterns, which are not describable with analytical approximations. The applications of the proposed framework spans acceleration, point-projection electron microscopy, photoemission, and Kapitza–Dirac effect. More important, however, is, to combine the numerical experimentation with analytical understandings, to either better understand the observations, or to improve the adiabatic approximations. Within the outlines of the above-mentioned classifications, an interesting approach to be taken in
the electron science will be to control electron-light-matter interaction cycle with both shaped electrons and shaped light. Of particular interest in this direction is to study the dynamics of charge density waves to investigate emergent quantum behaviors and strongly correlated electron systems [153]. Whereas the momentum-space engineering of the associated macroscopic excitations will be achieved by the polarization states of the light, shaped electron can be used to symmetrically decompose the phase and amplitude oscillations, to distinguish Higgs modes as an example [154]. Within the concept of spontaneous symmetry breaking and at the intermediate level of the coupling strength, the rotationally symmetric effective potential of the system might impose two different oscillation modes, so-called Goldstone mode and amplitude mode (Higgs mode). As the latter is distinguished by the oscillations along the radial direction, an electron probe, which in contrast to the vortex electrons imposes a radial symmetry, might be used to decompose the Higgs and Golstone oscillations.
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