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Abstract—Wavelets have proven to be highly successful in several signal and image processing applications. Wavelet design has been an active field of research for over two decades, with the problem often being approached from an analytical perspective. In this paper, we introduce a learning based approach to wavelet design. We draw a parallel between convolutional autoencoders and wavelet multiresolution approximation, and show how the learning angle provides a coherent computational framework for addressing the design problem. We aim at designing data-independent wavelets by training filterbank autoencoders, which precludes the need for customized datasets. In fact, we use high-dimensional Gaussian vectors for training filterbank autoencoders, and show that a near-zero training loss implies that the learnt filters satisfy the perfect reconstruction property with very high probability. Properties of a wavelet such as orthogonality, compact support, smoothness, symmetry, and vanishing moments can be incorporated by designing the autoencoder architecture appropriately and with a suitable regularization term added to the mean-squared error cost used in the learning process. Our approach not only recovers the well known Daubechies family of orthogonal wavelets and the Cohen-Daubechies-Feauveau family of symmetric biorthogonal wavelets, but also learns wavelets outside these families.
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1 INTRODUCTION

Wavelet representations are at the heart of several successful signal and image processing applications developed over the past three decades. Wavelets endowed with important properties such as vanishing moments are ideal for detecting singularities and edges in signals [2], [3]. The ability of wavelets to produce sparse representations of natural and medical images has led to several successes in solving inverse problems such as image denoising [4], deconvolution/deblurring [5], [6], reconstruction [7], image compression [8]–[10], reconstruction [11], image restoration [12] etc. Wavelets have also given rise to multidimensional generalizations such as curvelets [13], contourlets [14], surfacelets [15], directionlets [16], etc. A review of these representations can be found in [17].

Wavelet filterbanks implementing a multiresolution approximation have been incorporated as fixed/non-trainable blocks within trainable convolutional neural networks [18], [19], achieving state-of-the-art performance for inverse problems in image restoration. Scattering convolutional networks incorporating wavelets have been developed by Bruna and Mallat [20]. The resulting representations are translation-invariant, stable to deformations, and preserve high-frequency content, all of which are important requirements for achieving high-accuracy image classification performance. Hybrid architectures that use the wavelet scattering network in conjunction with trainable neural network blocks have been shown to provide competitive image classification performance, and have also been used to represent images within a generative adversarial framework [21]. Such phenomenal successes have been possible with wavelets because of their ability to provide parsimonious and invariant representations.

Wavelet design lies at the interface between signal processing and mathematics, and has benefited greatly by a fruitful exchange of ideas between the two communities. Wavelets can be designed to constitute a frame [22], [23], Riesz basis, or orthonormal basis for the space of square-integrable functions $L^2(\mathbb{R})$ [24]–[26]. Of particular interest is the orthonormal flavor in a multiresolution approximation (MRA) setting, which comprises a nested subspace structure that allows one to move seamlessly across various resolutions. In particular, considering the dyadic MRA and orthonormal wavelet bases satisfying the two-scale equation, efficient algorithms have been developed to compute the projections of a function $f \in L^2(\mathbb{R})$ at different resolutions — this property also establishes a close connection between wavelet decomposition and filterbank analysis [27], [28]. Thanks to this connection, the problem of designing orthonormal wavelet bases that satisfy chosen properties becomes equivalent to one of optimizing discrete filters that obey certain design conditions. One could, therefore, start with a discrete filter and determine the corresponding wavelet or vice versa [24], [25].

1.1 Motivation for this Paper

The design of wavelets has largely been carried out analytically. For instance, consider the construction of Daubechies wavelets of a certain order and vanishing moments [29], [30]. The vanishing moments property is incorporated explicitly following the Strang-Fix condition [31], which partly
determines the wavelet filter. The remaining part of the filter is determined by enforcing the conjugate-mirror filter condition and solving for the filter coefficients based on Bezout’s theorem and Kolmogorov spectral factorization. Filterbank design, on the other hand, employs sophisticated optimization machinery to enforce the perfect reconstruction conditions [32]–[34].

In this paper, we ask if one could adopt a learning strategy to revisit the problem of designing perfect reconstruction filterbanks (PRFBs) and wavelets. Given the enormous attention that machine learning approaches have been receiving of late due to their phenomenal successes, the quest is but pertinent. Our objective is to leverage the state-of-the-art machine learning techniques and specialized tools for solving the problem of wavelet design. We draw a parallel between convolutional autoencoders and perfect reconstruction filterbanks, which casts the design problem within a learning framework. Recently, Pfister and Bresler introduced an undecimated filterbank design approach to learning data-adaptive wavelet frames for solving the problem of wavelet design [32]–[34]. They employed techniques such as stochastic gradient descent and automatic differentiation to optimize the filters. The problem of learning data-adaptive wavelet frames for solving inverse problems has also been explored by Tai and E [36]. In this paper, our objective is to design data-independent two-channel critically sampled PRFBs satisfying certain properties, and thereafter, to determine the corresponding wavelet bases using the recently developed tools in machine learning.

1.2 Our Contributions

We begin by reviewing the crucial connections between a dyadic wavelet transform and PRFBs (Section 2), which are well established in the literature and also form the foundation for the viewpoint adopted in this paper. The starting point for our developments is to interpret a PRFB as a convolutional autoencoder but without the max-pool and activation nonlinearities in the encoder/decoder blocks — essentially, we have a filterbank autoencoder. Once this analogy is established, a plethora of techniques and tools used in state-of-the-art deep learning approaches become readily applicable. We train the filterbank autoencoder by minimizing the mean-square error (MSE) loss with the training data being high-dimensional Gaussian vectors (Section 3). The use of Gaussian vectors for training serves as a scaffolding to steer the optimization objective and renders the autoencoder data-independent. Properties such as sparsity for piecewise-regular signals have to be incorporated via other means, for instance, using vanishing moments. We then proceed with designing 1-D orthonormal wavelets with a specified number of vanishing moments (Section 4). The formalism is adapted to handle the biorthogonal case as well. The parameters of the training procedure are the filter lengths and the number of vanishing moments. By an appropriate choice of the parameters, we obtain several well-known wavelets, for instance the Daubechies wavelets and Symmlets in the orthonormal case and members of the Cohen-Daubechies-Feauveau (CDF) family [37] in the biorthogonal case. We do impose necessary checks to ensure that the learnt filters indeed generate stable Riesz bases.

The proposed framework enables one to learn wavelets that are outside of these classes as well. For designs that have conflicting constraints and for which no solution exists, for instance, perfect symmetry in the case of orthonormal wavelets with more than one vanishing moment, our framework indicates that as well. We also show that one could also design asymmetric biorthogonal wavelets using our approach. Concluding remarks and potential directions for future work are presented in Section 5.

1.3 Notation

Scalars are denoted by lowercase letters (e.g. m), vectors by boldface lowercase letters (e.g. h) and matrices by boldface uppercase letters (e.g. H). The transpose of H is denoted as H′. The n × n identity and zero matrices are denoted by I_n and 0_n, respectively. The vector 0 is denoted by 0. Discrete signals are represented as h[n]. In this paper, we focus only on compactly supported filters. Therefore, interpreting a 1-D filter h[n] as a finite-dimensional vector h is natural. Fourier transforms are denoted by a caret. Essentially, we have a analogy is established, a plethora of techniques and tools — which can be used to represent signals of varying resolutions. The space of square-integrable functions is denoted as L^2(ℝ), and the corresponding inner-product is denoted by ⟨x, y⟩ = ∫_Z x[n]y^*[n] d[n]. The space of square-summable sequences is denoted as ℓ^2(ℤ), and the corresponding inner-product is denoted by ⟨x, y⟩ = ∑_n∈ ℤ x[n]y^*[n].

2 A Review of 1-D Wavelet Design

A wavelet function ψ(t) ∈ L^2(ℝ) has zero average, i.e., ∫_Z ψ(t) dt = 0, and is localized in the time-frequency plane. The family of functions {ψ_{a,b}(t) = 1/√a ψ((t−b)/a)}_{a ∈ ℝ^+, b ∈ ℝ}, obtained by time-shifting and scaling the prototype function ψ(t), could be designed to constitute either overcomplete or orthonormal bases for functions in L^2(ℝ).

2.1 Multiresolution Approximation

Central to wavelet analysis is the multiresolution approximation developed by Mallat [28]. A multiresolution approximation (cf. Definition 7.1, [25]) is a sequence of closed nested subspaces \{V_j\}_{j ∈ ℤ} of L^2(ℝ) — called the approximation subspaces — which can be used to represent signals at varying resolutions. The space V_j corresponding to resolution 2^{-j} is spanned by the orthonormal bases \{ϕ_{j,n}(t) := ϕ_j(t−n)\}_{n ∈ ℤ}, where ϕ_j(t) is obtained by time-scaling the prototype function ϕ(t) as follows:

ϕ_j(t) = 1/2^j ϕ(t/2^j).
The function $\phi(t)$ is the scaling function and constitutes the generator kernel for the space $V_0$. The nesting property means that a lower-resolution subspace $V_{j+1}$ is contained within a higher-resolution space $V_j$, i.e., $V_{j+1} \subset V_j, \forall j \in \mathbb{Z}$. Let $W_{j+1}$ denote the orthogonal complement of $V_{j+1}$ in $V_j$, which leads to the direct-sum decomposition: $V_j = V_{j+1} \oplus W_{j+1}$. $W_j$ is the detail subspace and is spanned by $\{\psi_j,n(t) := \psi_j(t-n)\}_{n \in \mathbb{Z}}$, where $\psi_j(t)$ is the time-scaled and translated version of the wavelet function $\psi(t)$. The generators for $V_{j+1}$ and $W_{j+1}$ satisfy the two-scale equations:

$$\phi_{j+1}(t) = \sum_{n \in \mathbb{Z}} h[n]\phi_j(t-n), \quad (1)$$

$$\psi_{j+1}(t) = \sum_{n \in \mathbb{Z}} g[n]\phi_j(t-n), \quad (2)$$

respectively, where the filters $h[n]$ and $g[n]$ are referred to as the scaling and wavelet filters, respectively. Given a signal $f \in L^2(\mathbb{R})$, the approximation and detail coefficients at resolution $2^{-j}$, denoted by $a_j[n]$ and $d_j[n]$, respectively, are given by the orthogonal projection of $f$ onto the spaces $V_j$ and $W_j$, respectively:

$$a_j[n] = \langle f, \phi_j,n \rangle; \quad d_j[n] = \langle f, \psi_j,n \rangle. \quad (3)$$

The representation coefficients at various scales are computed efficiently by Mallat’s algorithm $[25, 28]$:

$$a_{j+1}[n] = \sum_{m \in \mathbb{Z}} h[m-2n]a_j[m] = (a_j * h)[2n], \quad (4)$$

$$d_{j+1}[n] = \sum_{m \in \mathbb{Z}} g[m-2n]a_j[m] = (a_j * g)[2n], \quad (5)$$

where $h[n] := h[-n]$ and $g[n] := g[-n]$ are the corresponding time-reversed sequences. Equations (4) and (5) correspond to the lowpass and highpass outputs of the analysis filterbank illustrated in Fig. 1 with input $x[n] = a_j[n]$. The higher-resolution approximation coefficients are computed using the lower-resolution approximation and detail coefficients as follows:

$$a_j[n] = \sum_{m \in \mathbb{Z}} h[n-2m]a_{j+1}[m] + \sum_{m \in \mathbb{Z}} g[n-2m]d_{j+1}[m], \quad (6)$$

which corresponds to the output of the synthesis filterbank illustrated in Fig. 1 where the filters are related as $h[n] = h[-n], g[n] = g[-n], \text{ and } g[n] = (-1)^{1-n}h[1-n]$. So far, we have assumed that $\{\phi_j,n(t)\}_{j,n \in \mathbb{Z}}$ and $\{\psi_j,n(t)\}_{j,n \in \mathbb{Z}}$ form orthonormal bases for $V_j$ and $W_j$, respectively. Instead of orthonormal bases, one could also consider Riesz bases for the spaces $V_j$ and $W_j$. A Riesz basis $\{\phi_j,n(t)\}_{j,n \in \mathbb{Z}}$ of the space $V_j$ is characterized by two constants $0 < \sigma_{\text{min}} \leq \sigma_{\text{max}} < \infty$ such that for all $x(t) \in V_j$,

$$\sigma_{\text{min}}\|x\|_2^2 \leq \sum_{j,n \in \mathbb{Z}} |\langle x, \phi_j,n \rangle|^2 \leq \sigma_{\text{max}}\|x\|_2^2.$$

The dual spaces $\tilde{V}_j$ and $\tilde{W}_j$ corresponding to the Riesz bases $V_j$ and $W_j$, respectively, would be spanned by their biorthogonal counterparts $\{\tilde{\phi}_j,n(t)\}_{j,n \in \mathbb{Z}}$ and $\{\tilde{\psi}_j,n(t)\}_{j,n \in \mathbb{Z}}$, such that:

$$\langle \phi_j,n, \tilde{\phi}_{j',n'} \rangle = \langle \psi_j,n, \tilde{\psi}_{j',n'} \rangle = \delta[j - j']\delta[n - n'],$$

where $\delta[\cdot]$ denotes the Kronecker delta. The biorthogonal bases also satisfy two-scale equations, with corresponding scaling and wavelet filters $\tilde{h}[n]$ and $\tilde{g}[n]$, respectively. Just as $h[n]$ and $g[n]$ constitute the lowpass and highpass filters on the analysis side, the filters $\tilde{h}[n]$ and $\tilde{g}[n]$ constitute their counterparts on the synthesis side, resulting in a perfect reconstruction filterbank.

### 2.2 Perfect Reconstruction Filterbanks

Consider the two-channel filterbank shown in Fig. 1. Enforcing $\tilde{x}[n] = x[n]$ gives rise to the following perfect reconstruction (PR) conditions $[27]$:

$$\text{PR-1 : } \hat{h}^*(\omega)\hat{h}(\omega) + \hat{g}^*(\omega)\hat{g}(\omega) = 2, \quad (7)$$

and

$$\text{PR-2 : } \hat{h}^*(\omega + \pi)\hat{h}(\omega) + \hat{g}^*(\omega + \pi)\hat{g}(\omega) = 0. \quad (8)$$

Constraining the filters $g[n]$ and $\tilde{g}[n]$ in terms of $\tilde{h}[n]$ and $h[n]$ as follows:

$$g[n] = a \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}^n \hat{h}[1 - n], \quad (9)$$

$$\tilde{g}[n] = a^{-1} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}^n \hat{h}[1 - n]. \quad (10)$$

ensures that the PR-2 condition in Equation (8) is automatically satisfied. The PR-1 condition then takes the form:

$$\hat{h}^*(\omega)\hat{h}(\omega) + \hat{g}^*(\omega + \pi)\hat{h}(\omega + \pi) = 2, \quad (11)$$

which is both necessary and sufficient for the filterbank to be PR. Hence, the perfect reconstruction filterbank is completely specified by the two filters $\tilde{h}[n]$ and $\tilde{h}[n]$, and is referred to as a biorthogonal filterbank $[38]$. Further, setting $\hat{h}[n] = h[n]$ reduces it to an orthogonal filterbank, which satisfies the conjugate mirror filter (CMF) condition:

$$|\hat{h}(\omega)|^2 + |\hat{h}(\omega + \pi)|^2 = 2. \quad (12)$$

Thus, the multiresolution approximation and PRFBs are very closely related to each other.

### 2.3 Wavelet Construction From Orthogonal Filterbanks

A key result by Mallat and Meyer $[28, 39]$ states that an orthogonal filterbank gives rise to a wavelet multiresolution approximation if, and only if, the filter $h[n]$ satisfying (12) also satisfies $h(0) = \sqrt{2}$. Such a filter $h[n]$ and the filter $g[n]$ specified by (9) constitute the scaling and wavelet filters of an MRA, respectively. The corresponding scaling and wavelet functions are obtained by iterating over the resolution parameter $j$ in the two-scale equation, which corresponds to an infinite cascade of the filterbank as illustrated.
The synthesis filters \( \hat{h}[n] \) and \( \hat{g}[n] \) give rise to a dual of the MRA generated by the analysis filters. The synthesis scaling and wavelet functions obtained by the infinite cascade are specified as

\[
\hat{\phi}(\omega) = \prod_{j=1}^{\infty} \frac{1}{\sqrt{2}} \hat{h}\left(2^{-j}\omega\right), \quad \hat{\psi}(\omega) = \prod_{j=1}^{\infty} \frac{1}{\sqrt{2}} \hat{g}\left(2^{-j}\omega\right),
\]

respectively. The number of vanishing moments of the wavelet \( \hat{\psi}(t) \) is controlled by the number of zeros of \( \hat{h}(\omega) \) at \( \omega = \pi \).

Unlike the orthogonal filterbank case, the infinite cascades in the biorthogonal case may not converge in \( L^2(\mathbb{R}) \), even though \( h[n] \) and \( \tilde{h}[n] \) satisfy the required conditions. Cohen and Daubechies give a sufficient condition on the filters \( h[n] \) and \( \tilde{h}[n] \) that allows one to check whether the infinite cascade indeed converges to a finite-energy function. The check involves constructing Lawton matrices for \( h[n] \) and \( \tilde{h}[n] \). The Lawton matrix \( \Lambda_h \) in \( \mathbb{R}^{(2l-1) \times (2l-1)} \) for a filter \( h[n] \) such that \( \hat{h}(0) = \sqrt{2} \) is constructed as follows:

\[
\Lambda_h = \begin{bmatrix}
    r_{hh}[l-1] & 0 & \ldots & 0 \\
    r_{hh}[l-3] & r_{hh}[l-2] & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & r_{hh}[l-1]
\end{bmatrix},
\]

where \( r_{hh} \) is the autocorrelation sequence of \( h[n] \); similarly for \( \tilde{h}[n] \). Cohen and Daubechies showed that if the Lawton matrices corresponding to \( h[n] \) and \( \tilde{h}[n] \) have a non-degenerate eigenspace corresponding to the eigenvalue 1, with all other eigenvalues being less than 1, then the infinite cascade will converge to scaling and wavelet functions that form stable biorthogonal bases.

In summary, wavelet bases are constructed through the design of appropriately constrained PRFBs. While orthogonal wavelet bases originate from the design of a single filter \( h[n] \), the biorthogonal ones require two filters, \( h[n] \) and \( \tilde{h}[n] \).

In the following, we rely on these connections to optimize autoencoders that generate wavelets possessing the desired properties.

## 3 The Wavelet Learning Framework

The starting point for the proposed wavelet learning approach is an autoencoder. In the standard scenario, an autoencoder is a nonlinear transformation achieved by means of a neural network. It can be viewed as a nonlinear generalization of principal component analysis. Autoencoders are central objects in representation learning and are used for discovering latent features in the input data. An autoencoder comprises an encoder and a decoder. The encoder performs dimensionality reduction, which is typically accomplished using a bottleneck layer, or a sparse hidden layer. The decoder learns to map the compressed representation to the encoder’s input. The learnt representations are useful in several practical applications — compression, denoising, anomaly detection, etc.

We view the two-channel PRFB as a specific type of a convolutional autoencoder, henceforth referred to as the filterbank autoencoder in this paper. For the filterbank autoencoder illustrated in Fig. 3 the filtering operations are implemented as convolutional layers. The non-linear subsampling methods such as max-pooling and average-pooling typically used in deep neural networks are replaced by a linear, shift-varying downsampling operation. There is a key difference though. While an autoencoder is trained to minimize the reconstruction loss on a given dataset and rarely offers perfect reconstruction, we train a filterbank autoencoder to yield perfect reconstruction no matter what the input is, including random noise. We leverage this property to learn wavelet generating PRFBs using Gaussian vectors by imposing appropriate constraints on the filters.

### 3.1 The Filterbank Autoencoder Model

We consider finite-length filters in the filterbank autoencoder. An unconstrained filterbank autoencoder has a set of
four learnable filters $\Theta_u = \{h, \tilde{g} \in \mathbb{R}^l, \tilde{h}, g \in \mathbb{R}^l\}$ for chosen lengths $l$ and $\tilde{l}$. One could constrain the filters to learn a biorthogonal filterbank autoencoder, in which only the filters $h$ and $\tilde{h}$ are learnt, whereas $g$ and $\tilde{g}$ are fixed according to (9) and (10). The filters $h[n]$ and $\tilde{g}[n]$ then have the same support size, as do the filters $\tilde{h}[n]$ and $g[n]$. The dimensionality of the search space for the filters is reduced by a factor of two in the biorthogonal setting: $\Theta_p = \{h \in \mathbb{R}^l, \tilde{h} \in \mathbb{R}^l\}$. Proceeding further, one could design an orthogonal filterbank autoencoder by setting $\tilde{h} = h$, with $g$ and $\tilde{g}$ specified by (9) and (10), respectively, which requires learning only a single filter $\Theta_\nu = \{h \in \mathbb{R}^l\}$.

3.2 Incorporating Vanishing Moments

Not all PRFBs generate a valid multiresolution approximation. The filters $h$ and $\tilde{h}$ must additionally have at least one zero at $\omega = \pi$, from Equations (12) and (14). In the case of a wavelet with $p$ vanishing moments, the filter must have $p$ zeros at $\omega = \pi$, which leads to the following factorization of the filter $h(\omega)$:

$$h(\omega) = \left(1 + e^{-j\omega}\right)^p \cdot \ell(\omega). \tag{17}$$

A similar factorization holds for $\tilde{h}(\omega)$. Daubechies’ construction of compactly supported orthonormal wavelets is based on this factorization. The $\ell(\omega)$ part of the refinement filter is determined subject to the PR conditions. Unser and Blu [46] showed that the continuous-domain scaling function may also be expressed as the convolution of a spline component and a distributional component, and that the spline is completely responsible for several key properties of the corresponding wavelet, including vanishing moments, order of approximation, annihilation of polynomials, regularity etc. They argued that $\left(1 + e^{-j\omega}\right)^p$ contributes to the B-spline part and $\ell(\omega)$ to the distributional part. For a comprehensive review on B-splines, the reader is referred to [47–49].

In the learning framework that we are proposing, what this means is that the factor $\hat{\beta}_p(\omega) := \left(1 + e^{-j\omega}\right)^p$ is predetermined and fixed if one desires a wavelet with $p$ vanishing moments, and the learnable component is the distributional part $\ell(\omega)$. In fact, the fixed factor is essentially a $p^{th}$-order discrete B-spline. Based on these considerations, we express the filters as follows:

$$h = \beta_p \ast \ell, \quad \text{and} \quad \tilde{h} = \beta_p \ast \tilde{\ell}, \tag{18}$$

where $\ast$ denotes the 1-D convolution operation, the vector $\beta_p \in \mathbb{R}^{p+1}$ is the discrete $p^{th}$-order B-spline, and the vectors $\ell \in \mathbb{R}^{l-p}$ and $\tilde{\ell} \in \mathbb{R}^{l-p}$ are learnt. The filterbank autoencoder that incorporates the vanishing moments constraint is shown in Fig. 4. The parameters $p$ and $\tilde{p}$ are the number of vanishing moments of the wavelets $\psi(t)$ and $\tilde{\psi}(t)$, respectively, generated by these filters. In summary, the parameter sets for learning orthogonal and biorthogonal autoencoders with vanishing moments are

$$\Theta_p = \{h \in \mathbb{R}^l | h = \beta_p \ast \ell\} \quad \text{and} \quad \Theta_{\tilde{p}} = \{\tilde{h} \in \mathbb{R}^l | \tilde{h} = \beta_{\tilde{p}} \ast \tilde{\ell}\}, \tag{19}$$

respectively.

3.3 The Optimization Problem

We use the mean-squared error loss for training the filterbank autoencoder. Given data $X = \{x_j \in \mathbb{R}^m\}_{j=1}^m$, the loss is defined as

$$L(X; \Theta) = \frac{1}{m} \sum_{j=1}^m \|x_j - \hat{x}_j(\Theta)\|^2_2, \quad \text{for} \quad \Theta \in \Theta_p \cup \Theta_{\tilde{p}}. \tag{20}$$

where $\Theta$ denotes the parameter set to optimize (the filter coefficients) and $\hat{x}_j(\Theta)$ is the output of the autoencoder corresponding to the input $x_j$. In the orthogonal wavelet case with $p$ vanishing moments, $\Theta = \Theta_p$, and in the biorthogonal case with $(p, \tilde{p})$ vanishing moments, $\Theta = \Theta_{p, \tilde{p}}$. The objective is to minimize $L(X; \Theta)$ with respect to $\Theta$. The Adam optimization algorithm [50] is used for carrying out the minimization. Adam adapts the learning rate for each model parameter to expedite convergence.

Since the filterbank autoencoder is linear, one could write $x_j - \hat{x}_j(\Theta) = B_{\Theta}x_j$. When $B_{\Theta}$ equals 0s, the filters in $\Theta$ form a perfect reconstruction filterbank. This result is captured in the form of the following proposition. The quantity $B_{\Theta}$ is determined by the filters in the parameter set $\Theta$. For the sake of brevity of notation, in the following analysis, we drop the subscript $\Theta$ in $B_{\Theta}$.
Proposition 1. For a set of filters \( \Theta = \{h, g \in \mathbb{R}^l, \tilde{h}, \tilde{g} \in \mathbb{R}^l\} \), and a dataset \( \mathcal{X} = \{x_j \in \mathbb{R}^s\}_{j=1}^m \), there exists a matrix \( B \in \mathbb{R}^{s \times s} \) such that the loss function defined in (20) can be expressed as

\[
\mathcal{L}(\mathcal{X}; \Theta) = \frac{1}{m} \sum_{j=1}^{m} \|Bx_j\|_2^2.
\]

If the filters form a PRFB, then \( B = 0_s \) and vice versa.

Proof: The proof is given in Appendix A. ∎

When the filters form a PRFB, the loss \( \mathcal{L}(\mathcal{X}; \Theta) \) becomes zero and vice versa. Hence, the loss as defined in (20) is indeed appropriate to learn a PRFB. The PRFB property must hold regardless of the data used for training the filter-bank autoencoder. This brings us to the question about the choice of the data. We show that choosing random Gaussian vectors suffices for the purpose of training. The consequent statistical guarantees are reassuring.

3.4 Training Data

In our experiments, we choose a dataset containing \( m = s \) Gaussian vectors, i.e., \( \mathcal{X} = \{x_j \in \mathbb{R}^s \mid x_j \sim \mathcal{N}(0, I_s)\}_{j=1}^m \), where each entry \( x_j \) of \( x \in \mathcal{X} \) is sampled independently and identically from a zero-mean, unit-variance Gaussian distribution. A training dataset comprising Gaussian vectors has two benefits: first, \( s \) randomly sampled Gaussian vectors are nearly orthogonal with high probability; and second, the squared-length of linearly transformed Gaussian vectors, i.e., \( \|Bx\|_2^2 \) concentrates around its mean value with high probability.

The expected squared-length of \( x \in \mathcal{X} \) is given by \( \mathbb{E}(\|x\|_2^2) = \mathbb{E}\left[ \sum_{i=1}^{s} x_i^2 \right] = s \), using the independence and unit variance properties of \( x_i \). We recall the Gaussian annulus theorem (cf. Theorem 2.9, [51]) below.

Theorem 1. [51] For an \( s \)-dimensional spherical Gaussian centered on the origin and with unit variance in each direction, for any \( k \leq \sqrt{s} \), all but at most \( 3e^{-\frac{k^2}{2}} \) of the probability mass lies within the annulus \( \sqrt{s} - k \leq \|x\|_2 \leq \sqrt{s} + k \).

Theorem 3. Consider drawing \( m \) points \( x_1, \ldots, x_m \in \mathbb{R}^s \) at random from the unit ball. With probability \( 1 - O\left(\frac{1}{m}\right) \),

\[
\|x_j\|_2 \geq 1 - \frac{2\ln m}{s}, \text{ for all } j, \quad \text{and} \quad \|\langle x_i, x_j \rangle\| \leq \sqrt{\frac{2\ln m}{s}}, \text{ for all } i \neq j.
\]

Based on the orthogonality property of the vectors in \( \mathcal{X} \), the loss function in (21) could be interpreted as the square of the Hilbert-Schmidt norm of the finite-dimensional operator \( B \). We show that \( \mathcal{L}(\mathcal{X}; \Theta) \) is concentrated about its expected value with high probability. The expectation of the loss is \( \|B\|_F^2 \), where \( \|\cdot\|_F \) denotes the Frobenius norm, as justified below:

\[
\mathbb{E}(\mathcal{L}(\mathcal{X}; \Theta)) = \mathbb{E}\left\{ \frac{1}{m} \sum_{j=1}^{m} \|Bx_j\|_2^2 \right\},
\]

\[
= \mathbb{E}(\|Bx\|_2^2) = \mathbb{E}(x^T B^T B x)
\]

\[
= \sum_i (B^T B)_{i,i} = \|B\|_F^2,
\]

where we have used the property that the entries of \( x \) are i.i.d. The random vector \( Bx \) is Gaussian, with mean \( 0 \) and covariance matrix \( BB^T \). Only when \( BB^T \) is a diagonal matrix will the entries of \( Bx \) have unit variance and be independent. In the special case where \( B \) is a unitary matrix, \( Bx \sim \mathcal{N}(0, I_s) \), which is due to the rotational invariance of the standard Gaussian. The exact nature of the concentration of the loss about its mean is specified next.

Theorem 3. For the loss function \( \mathcal{L} \) defined in (21), where \( \mathcal{X} \) comprises standard Gaussian vectors, the deviation of the loss from its expected value is bounded in probability as follows:

\[
\mathbb{P}(\mathcal{L} - \mathbb{E}(\mathcal{L}) \geq k) \leq \begin{cases} 2e^{-\frac{k^2}{2}}, & k \leq \|B\|_F^2, \\ 2e^{-\frac{k}{\sqrt{s}}}, & k > \|B\|_F^2. \end{cases}
\]

Proof: The proof is given in Appendix B. ∎

A more general version of Theorem 3 is the Hanson-Wright inequality [52], which extends the argument to linear transformations of sub-Gaussian vectors. For small deviations about the mean (\( k \leq \|B\|_F^2 \)), the concentration behavior of \( \|Bx\|_2^2 \) is similar to that of a Gaussian, while for large deviations, the tail probability is heavier than that for a Gaussian. More specifically, \( \|Bx\|_2^2 \) is a sub-exponential random variable (cf. Theorem 2.13, [53]). The preceding theorem states that, for standard Gaussian data \( \mathcal{X} \) and \( k \leq \|B\|_F^2 \), all but at most \( 2e^{-\frac{k^2}{2}} \) of the probability mass of the loss lies within the annulus \( \|B\|_F^2 - k \leq \mathcal{L}(\mathcal{X}; \Theta) \leq \|B\|_F^2 + k \). Proposition 2 indicates that \( \|B\|_F^2 \) is a direct measure of how close the filters are to achieving perfect reconstruction.

The high concentration of the loss about its mean for Gaussian data goes to show that minimizing an instance of the loss is, with high probability, equivalent to minimizing its expectation, which is an assurance that the filters are being steered toward achieving PR.
While using optimizers such as Adam [50], a monotonically decreasing loss is not guaranteed, and tuning the learning rate parameter $\eta$ during training becomes necessary. A high learning rate may accelerate the optimization in the initial phase, but would ultimately lead to a large deviation away from the minimum loss value. The back-tracking line-search phase, but would ultimately lead to a large deviation away from the minimum occurs, and the reduced learning-rate is used until either another deviation occurs, or the stopping criterion is satisfied. In our experiments, we used a threshold of $\tau = 6$ and a factor $\alpha = 10$.

Let the loss at iteration $k$ be denoted by $L^{(k)}(\mathcal{X}; \Theta)$. We keep track of the minimum value of the loss as well as the corresponding model state. Let the minimum value of the loss function encountered up to the current iteration be $L^{(k_{\text{min}})}(\mathcal{X}; \Theta)$, occurring at iteration index $k_{\text{min}}$. At iteration $k > k_{\text{min}}$, if $\log_{10} \left( \frac{L^{(k)}(\mathcal{X}; \Theta)}{L^{(k_{\text{min}})}(\mathcal{X}; \Theta)} \right) > \tau$, $\eta$ is reduced by a certain factor $\alpha$, i.e., $\eta \leftarrow \frac{\eta}{\alpha}$, and the training is resumed after resetting the model state to that of iteration $k_{\text{min}}$. This procedure effectively reduces the learning-rate every time a large deviation from the minimum occurs, and the reduced learning-rate is used until either another deviation occurs, or until the stopping criterion is satisfied. In our experiments, we used a threshold of $\tau = 6$ and a factor $\alpha = 10$.

### 3.5 Learning Rate Schedule

While using optimizers such as Adam [50], a monotonically decreasing loss is not guaranteed, and tuning the learning rate parameter $\eta$ during training becomes necessary. A high learning rate may accelerate the optimization in the initial phase, but would ultimately lead to a large deviation away from the minimum loss value. The back-tracking line-search method (cf. Section 9.2 of [54]) finds an appropriate learning rate method (from the minimum loss value. The back-tracking line-search phase, but would ultimately lead to a large deviation away from the minimum occurs, and the reduced learning-rate is used until either another deviation occurs, or until the stopping criterion is satisfied. In our experiments, we used a threshold of $\tau = 6$ and a factor $\alpha = 10$.

Let the loss at iteration $k$ be denoted by $L^{(k)}(\mathcal{X}; \Theta)$. We keep track of the minimum value of the loss as well as the corresponding model state. Let the minimum value of the loss function encountered up to the current iteration be $L^{(k_{\text{min}})}(\mathcal{X}; \Theta)$, occurring at iteration index $k_{\text{min}}$. At iteration $k > k_{\text{min}}$, if $\log_{10} \left( \frac{L^{(k)}(\mathcal{X}; \Theta)}{L^{(k_{\text{min}})}(\mathcal{X}; \Theta)} \right) > \tau$, $\eta$ is reduced by a certain factor $\alpha$, i.e., $\eta \leftarrow \frac{\eta}{\alpha}$, and the training is resumed after resetting the model state to that of iteration $k_{\text{min}}$. This procedure effectively reduces the learning-rate every time a large deviation from the minimum occurs, and the reduced learning-rate is used until either another deviation occurs, or until the stopping criterion is satisfied. In our experiments, we used a threshold of $\tau = 6$ and a factor $\alpha = 10$.

### 3.6 Stopping Criteria

We use two stopping criteria and terminate the training when either of them is met. The first criterion measures the relative change in the loss value for 100 consecutive iterations. The training is stopped at iteration $k$ if the percentage change in the loss value falls below a certain threshold $\delta$ for 100 consecutive iterations preceding $k$, i.e., if for all $i$ such that $0 \leq i < 99$, the following happens:

$$\frac{|L^{(k-i)}(\mathcal{X}; \Theta) - L^{(k-i-1)}(\mathcal{X}; \Theta)|}{L^{(k-i-1)}(\mathcal{X}; \Theta)} < \delta.$$  

The second criterion is an absolute one and checks for the loss falling below a preset threshold $\epsilon$, i.e., $L^{(k)}(\mathcal{X}; \Theta) < \epsilon$. In our experiments, we set $\delta = 10^{-5}$ and $\epsilon = 10^{-15}$.

### 3.7 Performance Measures

We employ two performance measures to determine how close to PR the learnt filterbank autoencoders are. The first one is the signal-to-reconstruction error ratio (SRER) defined as

$$\text{SRER} = 20 \log_{10} \left( \frac{1}{\delta} \sum_{i=1}^{\delta} \frac{\|x_i\|_2}{\|x_i - \tilde{x}_i\|_2} \right) \text{ dB}.$$  

A test set of white Gaussian vectors $\{x_i \sim \mathcal{N}(\mathbf{0}_{1000}, I_{1000})\}_{1 \leq i \leq 1000}$ is used to compute the SRER. An SRER greater than 144.50 dB for single-precision floats and an SRER greater than 319.09 dB for double-precision floats indicates machine epsilon, or maximum relative error due to rounding, according to the IEEE 754 standard [55].

An ideal filterbank autoencoder must satisfy the PR-1 condition for all $\omega \in [0, 2\pi]$. The second performance
measure checks the PR-1 condition considering samples of\[ \omega \in [0, 2\pi]; \]
\[ \Delta_{pr} = \frac{1}{N} \sum_{k=0}^{N-1} \left( \hat{h}^* (\omega_k) \hat{h} (\omega_k + \pi) + \hat{h}^* (\omega_k + \pi) \hat{h} (\omega_k + \pi) - 2 \right)^2, \]
where \( h \) and \( \hat{h} \) are the learnt analysis and synthesis lowpass filters, respectively, and \( \omega_k = \frac{2 \pi k}{N}, 0 \leq k \leq N - 1; N = l + l - 1. \)

3.8 Experimental Validation
We present the results of learning filterbank autoencoders corresponding to the three flavors: unconstrained (parameter set \( \Theta_u \)), biorthogonal (\( \Theta_b \)), and orthogonal (\( \Theta_o \)). The models were implemented using the Tensorflow Python library \([56]\) and run on a computer with an i7 processor and 8 GB RAM. The stopping criterion threshold \( \epsilon \) was set to \( 10^{-30} \). For all three filterbanks, the SRER was greater than 200 dB, and \( \Delta_{pr} \) was of the order of \( 10^{-18} \).

The frequency responses of the filters, the training loss, and learning rate as a function of epochs are shown in Fig. 5. The unconstrained and biorthogonal filterbanks were initialized with the same filters \( h \) and \( \tilde{h} \), having length 8 each, with their entries drawn from the standard normal distribution. The filter \( h \) of the orthogonal autoencoder was also initialized with the same values as the filter \( h \) for the other cases. Additionally, the filters \( g \) and \( \tilde{g} \) were initialized randomly for the unconstrained variant, while they were computed using the biorthogonal relations \([9]\) and \([10]\) for the other two models. The same dataset of 128 random vectors was used to train all the models.

We observe that each model converges to a PRFB, as indicated by the loss function going below the threshold of \( \epsilon = 10^{-30} \). For the unconstrained case, the filters \( g \) and \( \tilde{g} \) were constrained to obey the biorthogonal relations \([9]\) and \([10]\) automatically although they were not specifically constrained to do so, indicating that training under the MSE loss and our choice of the dataset indeed enforces the perfect reconstruction property. The unconstrained model takes longer to train than the constrained versions. Although the three models were given the same initialization, they converged to different solutions, demonstrating the non-uniqueness of the solution space. Also, the filters learnt do not have any zeros, neither at \( \omega = 0 \) nor at \( \omega = \pi \), indicating that the learnt filterbank autoencoders, although satisfying the PR property, do not generate a \textit{bona fide} multiresolution approximation.

4 FROM FILTERBANK AUTOENCODERS TO WAVELETS

In this section, we explain how wavelet properties such as vanishing moments, orthogonality, symmetry, and biorthogonality could be incorporated into the filterbank autoencoder learning process. The learning paradigm, choice of the loss function and dataset are as discussed in the previous section. Once a filterbank autoencoder with the desired properties is learnt, the corresponding scaling and wavelet functions are obtained using the infinite cascade relation specified in \([13]\). The wavelet learnt by an autoencoder for a particular setting of vanishing moments \( p \) and \( \tilde{p} \) need not be unique, and additional constraints may have to be imposed to arrive at wavelets with the desired properties. These nuances are discussed in the following, in which we consider learning both orthogonal (corresponding to \( \Theta_o^p \)) and biorthogonal wavelet bases (corresponding to \( \Theta_b^p \)).

4.1 Orthogonal Wavelets with \( p \) Vanishing Moments
Orthogonal wavelets are learnt using the autoencoder model \( \Theta_o^p \) defined in \([19]\). The parameters to be specified are the length of the filter \( l \) and the number of vanishing moments \( p \). The length of \( h \) must be greater than twice the number of vanishing moments \( p \) \([29]\), and for a given choice of \( l \geq 2p \) and \( p \geq 1 \), one of several possible wavelet generating filterbanks may be learnt. The number of vanishing moments of a wavelet is related to its smoothness, as established by Tchamitchian (Theorem 7.6, \([25]\)). We demonstrate this relationship in Fig. 6 by learning length-8 filters \( h \), with \( p \) varying from 1 to 4. As expected, the smoothness of the learnt wavelet and scaling functions increases with an increase in the number of vanishing moments imposed. For \( p = 4 \), the learnt wavelet closely resembles the db4 wavelet of the Daubechies family. This is the maximally smooth wavelet for \( l = 8 \) and \( p = 4 \). In fact, Daubechies proved that the maximally smooth wavelet for a fixed, even length \( l \) of \( h \) has \( p = \frac{l}{2} \) vanishing moments \([29]\). We next discuss how to learn members of the Daubechies family.

4.2 Daubechies Family of Orthogonal Wavelets

The Daubechies wavelet with \( p \) vanishing moments, denoted as the \( dbp \) wavelet, is generated by the minimum-phase filter of length \( l = 2p \) satisfying the CMF condition \([12]\). The minimum-phase criterion makes the filter real-valued and unique among the \( 2^{p-1} \) possible length-2p filters, complex-valued in general, having \( p \) vanishing moments satisfying \([12]\) (cf. Section 4 of \([29]\)). We show that a filterbank autoencoder with \( l = 8 \) and \( p = 4 \) converges to one of four real-valued wavelet generating filterbanks. Over 10 repetitions of the experiment, with different random initializations of \( h \) and different datasets, the four wavelets and scaling functions learnt are shown in Fig. 7. The wavelet \( \psi_1(t) \) corresponds to the minimum-phase (Daubechies) wavelet and \( \psi_2(t) \) corresponds to the length-8 Symmet. We also observe from Fig. 7 that \( \phi_1(t) = \phi_2(-t) \), \( \phi_2(t) = \phi_1(-t) \), \( \psi_1(t) = -\psi_2(-t) \) and \( \psi_2(t) = -\psi_1(-t) \). Understanding this finding further requires one to go into the details of Daubechies’ construction.

Considering the factorization of \( h \) specified in \([17]\), we may restructure \([11]\) as follows:

\[ P(y)Q(1 - y) + P(1 - y)Q(y) = 2, \]

where \( y = \frac{(2 + c + r - 1)}{4} \), \( P(y) = 4^p y^p \) and \( Q(y) = |\hat{h}(\omega)|^2 \).

The polynomial \( \tilde{Q}(y) \) that satisfies \([22]\) is specified by Bezout’s theorem (cf. Theorem 7.8, \([25]\)).

Theorem 4. \([25]\) Let \( P_1(y) \) and \( P_2(y) \) be two polynomials of degrees \( p_1 \) and \( p_2 \), respectively, and having no common zeros. Then, there exist two unique polynomials \( Q_1(y) \) and \( Q_2(y) \) of degrees \( p_2 - 1 \) and \( p_1 - 1 \), respectively, such that

\[ P_1(y)Q_1(y) + P_2(y)Q_2(y) = 1. \]
Since $P(y)$ is an order-$p$ polynomial in $y$, having no common zeros with the order-$p$ polynomial, $P(1 - y), Q(y),$ and $Q(1 - y)$ are order-$(p - 1)$ polynomials. The roots of $Q(y)$, once found, must be factorized to determine $\hat{\ell}(\omega)$. However, the factorization is not unique. The trigonometric polynomial $\hat{\ell}(\omega)$ is expressed in terms of its roots, $\{r_k\}_{k=1}^{p-1}$, as follows:

$$\hat{\ell}(\omega) = \ell[0] \prod_{k=1}^{p-1} (1 - r_ke^{-j\omega}).$$  \hspace{1cm} (23)$$

Since the complex conjugate $\hat{\ell}^*(\omega)$ has roots $\{\frac{1}{r_k}\}_{k=1}^{p-1}$, $Q(y)$ is written in terms of its roots as follows:

$$Q(y) = |\hat{\ell}(\omega)|^2 = (\ell[0])^2 \prod_{k=1}^{m} \left(1 + r_k^2 - 4r_ky\right).$$  \hspace{1cm} (24)$$

Observe that every root $r_k$ of $\hat{\ell}(\omega)$ corresponds to the root $\frac{(1 + r_k)^2}{4r_k}$ of the polynomial $Q(y)$. Given a root for $Q(y)$, one could obtain $r_k$ by solving a quadratic equation. One could check that both $r_k$ and $\frac{1}{r_k}$ construct the same root of $Q(y)$, implying that if we choose $r_k$ as a root of $\hat{\ell}(\omega)$, then $\frac{1}{r_k}$ is automatically a root of $\hat{\ell}^*(\omega)$. In the construction of the db$p$ wavelet, the roots $r_k$ assigned to $\hat{\ell}(\omega)$ are chosen so that $|r_k| < 1$, making $h[n]$ a minimum-phase filter.

For the case $p = 4$, both $Q(y)$ and $\hat{\ell}(\omega)$ have three roots, two of which are complex. Since we only consider real filters $\ell[n]$, there are four possible factorizations of $Q(y)$, which yield the four solutions learnt. Let the roots of $\hat{\ell}(\omega)$, which is the learnable part of the filter $h_1(\omega)$ that generates the scaling and wavelet functions $\phi_1(t)$ and $\psi_1(t)$, respectively, be $(r_1, r_2, r_3)$, where $r_1$ is real and $r_2$ and $r_3$
form a complex-conjugate pair. We found experimentally that the roots of the learnable filters \( \hat{\ell}(\omega) \) corresponding to \( \phi_i(t) \) and \( \psi_i(t), i = 2, 3, 4 \), are \( (\frac{1}{r_1}, r_2, r_3), (r_1, \frac{1}{r_2}, \frac{1}{r_3}) \), and \( (\frac{1}{r_1}, \frac{1}{r_2}, r_3) \), respectively. The relationship between the roots of \( \hat{\ell}(\omega) \) explains the relationship between the learnt scaling and wavelet functions.

In general, setting \( m = 2p \) and learning wavelets would yield one of the possible real factorizations of the filter \( \hat{\ell}(\omega) \) from the roots of \( Q(\omega) \). Hence, in order to obtain a minimum-phase dbp wavelet, we train an orthogonal filterbank autoencoder with \( l = 2p \) and factorize the learnt filter \( h \) to obtain its roots \( \{r_k\}_{k=1}^{p-1} \). The dbp wavelet filter is then constructed by replacing each root \( r_k \) having magnitude greater than unity with \( -\frac{1}{r_k} \).

### 4.3 Symmetric Orthogonal Wavelets?

We now consider incorporating symmetry into the wavelet. Symmetry results in a linear-phase response, which is important in several audio and image processing applications. If \( h[n] \) is a symmetric filter, the wavelet and scaling functions obtained using the infinite cascade given in (13) would also be symmetric. Hence, it suffices to impose symmetry on the filter \( h \) to obtain a symmetric wavelet. In addition, one could also incorporate \( p \) vanishing moments. Considering the factorization in (17) and (18) and the fact that the spline component \( \beta_p \) is symmetric, it is clear that it is sufficient to impose symmetry on the trainable component \( \ell \).

Consider the expansion of \( \ell \) in a symmetric basis \( S: \ell = S \ell' \), where \( \ell' \) is the filter to be learnt. For a length-\( l \) filter \( h \), and vanishing moments, \( \ell' \in \mathbb{R}^{\lceil \frac{l-2p}{2} \rceil} \) is the trainable component of \( h \), \( \beta_p \in \mathbb{R}^{p+1} \) is the spline component and \( S \in \mathbb{R}^{(l-p) \times \lceil \frac{l-2p}{2} \rceil} \) contains the basis vectors for length-\( (l-p) \) symmetric filters. For example, for \( l = 8 \) and \( p = 4 \), \( \ell' \in \mathbb{R}^4 \), and

\[
S = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 1 \\
1 & 0
\end{bmatrix}.
\]

The symmetric basis expansion of \( \ell \) is a sure-shot way of ensuring that the learnt scaling filter will always be symmetric. It remains to be verified whether perfect reconstruction is achieved for a chosen value of \( p \).

The results of training symmetry-constrained filterbank autoencoders with \( l = 8 \) and \( p \) varying from 1 to 3 are presented in Fig. 8. The training loss vs. epochs for each case is shown on the left-most panel of Fig. 8. For \( p = 1 \), the loss saturates at a value of \( 2.12 \times 10^{-26} \), with an SRER of 214.79 dB and \( \Delta_{pr} = 1.36 \times 10^{-18} \), which corresponds to a PRFB for all practical purposes. The learnt filter in this case is a circularly shifted Haar filter. The \( p = 2 \) and \( p = 3 \) cases are interesting, since the corresponding training loss values saturated at 3.73 \( \times \) \( 10^{-6} \) and 0.27, respectively, with SRER = 53.90 dB, and \( \Delta_{pr} = 0.017 \) for \( p = 2 \), and SRER = 5.73 dB, and \( \Delta_{pr} = 1095.06 \) for \( p = 3 \). These results indicate that the filterbanks learnt are not PR. Therefore, the optimization has compromised PR in favour of symmetry. Despite repeating the experiments several times with different initialization, training data, various values of \( p \) and \( l \), we found that the learnt filterbank was not PR. These observations are completely in agreement with known results in filterbank and wavelet theory. For instance, Vaidyanathan showed that symmetric filters that satisfy the CMF condition (12) must have the following form (cf. Chapter 7, [34]):

\[
h[n] = a \delta[n - s_1] + b \delta[n - s_2],
\]

where \( a, b \in \mathbb{R} \) and satisfy \( ab = \frac{1}{2} \), and the shifts \( s_1, s_2 \in \mathbb{Z} \) satisfy \( s_1 + s_2 = l - 1 \). The learnt filter in the \( p = 1 \) case satisfies this requirement. Daubechies proved that the only symmetric orthogonal wavelet is the Haar wavelet [29]. Our finding that the learnt filterbank was far from PR for \( p \neq 1 \) is perfectly consistent with these results.

### 4.4 Symmlets

If one is interested in achieving PR and also have the filters be as close to symmetric as possible, it can be done by means of a regularization penalty added to the loss function \( L \) instead of the symmetric basis expansion considered in Section 4.3. The regularized cost function is given by

\[
L^{reg}(\chi; \Theta_p^\ell) = L(\chi; \Theta_p^\ell) + \lambda \| h - h^{flip} \|_2^2,
\]

where \( h^{flip} \) is the flipped version of the vector \( h \). The regularizer penalizes asymmetric filters, with the point of symmetry being the midpoint of the filter (e.g., \( 3.5 \) for \( l = 8 \)). We used the same dataset and initialization that yielded the db4 wavelet shown in Fig. 8, and gauge the effect of the regularizer. The regularization parameter \( \lambda \) was reduced in a staircase fashion with a decay factor of 10 for the first 5000 iterations, after which it was set to 0. Progressively decreasing the regularization parameter (cf. Fig. 9(c)) has the effect of favouring nearly symmetric filters in the initial stages of learning, and PR in the latter stages. We found that the regularized loss \( L^{reg}(\chi; \Theta_p^\ell) \) saturated at a value of \( 7.20 \times 10^{-26} \), with SRER = 229.89 dB, and \( \Delta_{pr} = 4.19 \times 10^{-20} \), and the learnt filters generate the sym4 wavelet and scaling functions as shown in Fig. 9(b). A similar approach can be used with choices of \( l \) and \( p \) other than 8 and 4 shown here, to obtain approximately symmetric orthogonal wavelets. Thus, the proposed wavelet learning framework allows one to generate Symmlets as well.

### 4.5 Learning Biorthogonal Wavelets

Biorthogonal wavelets are learnt using the autoencoder model \( \Theta_p^\ell \) defined in (19). Unlike the orthogonal case, \( \hat{h} \) is no longer constrained to be equal to \( h \), and therefore filter-lengths, \( l \) and \( \hat{l} \), and vanishing moments, \( p \) and \( \hat{p} \), must be specified. Consequently, the added flexibility allows for the construction of symmetric biorthogonal wavelets as well as wavelets with more vanishing moments than \( \frac{l}{2} \). As in the orthogonal case, not all choices of the parameters yield valid wavelet generating filterbanks.

Invoking the factorization of \( h[n] \) and \( \hat{h}[n] \) into the spline and distributional components as given in (17), the PR condition (11) is expressed as follows:

\[
(1 + e^{j\omega})^{\hat{p}+\hat{p}} R(\omega) + (1 - e^{j\omega})^{p+\hat{p}} R(\omega + \pi) = 2,
\]

where \( R(\omega) = 2^{-(p+\hat{p})} e^{-j\omega \hat{c}\hat{\ell}}(\hat{\ell}^*(\omega) \hat{\ell}(\omega)) \). Once \( R(\omega) \) is deter-
Fig. 8. (Color online) Results pertaining to learning symmetric orthogonal wavelets for length-8 filters with different number of vanishing moments \( p = 1, 2, 3 \). In all three cases, the learnt scaling filters are symmetric, but the training loss values clearly show that only the \( p = 1 \) case generates a valid PRFB. The training loss for \( p = 2, 3 \) saturated at a high value, indicating that PR is compromised when symmetry is introduced. The \( p = 1 \) case results in the dilated Haar filter, because the length is greater than the minimum support required, which is in perfect agreement with Equation (25).

Fig. 9. Learning a Symmlet: Incorporating regularization in learning a filterbank autoencoder with \( \Theta^p \), where \( l = 8 \) and \( p = 4 \). We started with the dataset and initialization that yielded the db4 wavelet in Fig. 7, and used a regularizer together with the MSE loss to promote symmetry about the midpoint of \( h[n] \). The regularization parameter \( \lambda \) was reduced in a step-wise fashion by a factor of 10 every 1000 iterations five times, after which it was set to 0. The step-wise decay of \( \lambda \) in the initial stages of training favours approximately symmetric solutions. As observed in the loss vs. epochs plot of Fig. 8, the PR and symmetry properties are mutually exclusive, requiring that \( \lambda \) be set to 0 in order to obtain a PRFB. The learnt approximately symmetric filter turned out to be the sym4 wavelet.

Fig. 10. (Color online) A PRFB with vanishing moments that does not generate a wavelet. The scaling filters and frequency responses of a learnt filterbank autoencoder with \( l = 5, \tilde{l} = 3, p = 2 \) and \( \tilde{p} = 1 \) are shown here. While these filters resulted in a PRFB, they do not generate valid scaling and wavelet functions because the infinite cascades diverge.

...mined, its factorization into \( \ell \) and \( \tilde{\ell} \) determines the filters \( h \) and \( \tilde{h} \). However, not all filters that satisfy (27) generate a stable wavelet basis, since the convergence of the infinite cascade is not guaranteed. One must additionally verify that the Lawton matrices [16] constructed using the filters \( h \) and \( \tilde{h} \) have a non-degenerate eigenspace corresponding to the eigenvalue 1, and that the other eigenvalues are less than unity, which is a sufficient condition for convergence [40]. An example of a learnt filterbank autoencoder that does not generate a valid wavelet biorthogonal basis is demonstrated in Fig. 10. The learnt filterbank had SRER of 230.69 dB and \( \Delta_{pr} = 3.49 \times 10^{-20} \), indicating that the PR condition is satisfied. However, the Lawton matrices corresponding to \( h \) and \( \tilde{h} \) were found to have three eigenvalues each with magnitudes greater than zero, indicating that the infinite cascade does not converge for either filter.

We now consider parameter choices corresponding to members of the Cohen-Daubechies-Feauveau (CDF) family of symmetric biorthogonal wavelets [37]. Cohen et al. showed that, for symmetric filters \( h \) and \( \tilde{h} \) satisfying (27), the pair of vanishing moments \( p \) and \( \tilde{p} \), and the pair of lengths \( l \) and \( \tilde{l} \) must have the same parity (cf. Proposition 6.1 of [37]), i.e., if \( p \) is even, then \( \tilde{p} \) must also be even; and if \( p \) is odd, then \( \tilde{p} \) must also be odd. The filter-lengths \( l \) and \( \tilde{l} \) must also follow the same pattern. Using this result to set the parameters, one could construct symmetric biorthogonal wavelets belonging to the CDF family. Two types of wavelets were constructed in [37] using this result: spline...
Spline biorthogonal wavelets are obtained by setting the synthesis scaling filter $\tilde{h}$ as the $p^{th}$-order discrete B-spline ($\tilde{p} = 2, \tilde{l} = 3$), and learning an appropriate analysis scaling filter with $p$ vanishing moments. Since the synthesis filter is fixed, each setting of $p$ yields a unique analysis filter satisfying the PR-1 condition. A higher value of $p$ yields a smoother analysis wavelet. The lengths of $\tilde{h}$ and $h$ are $\tilde{p} + 1$ and $2p + \tilde{p} - 1$, respectively. Spline biorthogonal wavelet learning is illustrated in Fig. 11 corresponding to the choices $\tilde{p} = 2, \tilde{l} = 3$, and setting $p = 2, 4$ and 6, resulting in a filter $h$ of length 5, 9, and 13, respectively. The coefficients of the filters $h$ and $\tilde{h}$ were normalized to have a sum equal to $\sqrt{2}$, and the filters $g$ and $\tilde{g}$ were rescaled appropriately. The learnt filterbanks had an SRER greater than 210 dB and $\Delta_{pr} = 4.21 \times 10^{-18}$, and the resulting biorthogonal scaling and wavelet functions are shown in Fig. 11(a). Interestingly, for these parameter settings, regardless of the initialization and training dataset, we found that the learnt filterbank converged to the same solution. The learnt biorthogonal scaling and wavelet functions are almost identical to the CDF 5/3 counterpart. Thus, the learning approach discovered the CDF 5/3 wavelets. When the constraint of symmetry was relaxed, different solutions were obtained, which also changed with the initialization. An example of the learnt biorthogonal scaling and wavelet functions is shown in Fig. 12(b), which does not exhibit symmetry. The learnt filterbank had an SRER of 212.13 dB and $\Delta_{pr} = 2.5 \times 10^{-18}$.

Cohen et al. also constructed another class of symmetric biorthogonal wavelets by specifying lengths $l$ and $\tilde{l}$ close to each other. For example, setting $p = 4, \tilde{p} = 4, l = 9, \tilde{l} = 7$ results in the CDF 9/7 wavelets used in the JPEG-2000 standard for lossy image compression. We considered the same set of parameters to learn a symmetric biorthogonal filterbank autoencoder. Symmetry was enforced using the symmetric basis expansion trick described in Section 4.3. The learnt filterbank had an SRER of 209.95 dB and $\Delta_{pr} = 4.21 \times 10^{-18}$, and the resulting biorthogonal scaling and wavelet functions are shown in Fig. 12(a).
5 Conclusions

We have introduced a learning approach to the problem of wavelet design, by viewing the two-channel perfect reconstruction filterbank as a convolutional autoencoder. Our approach leverages the well-established connection between perfect reconstruction filterbanks (PRFBs) and wavelets to reduce the problem to one of designing and training a filterbank autoencoder. The requirement of a certain number of vanishing moments on the wavelets is imposed by splitting the autoencoder filters into fixed and learnable parts, with the fixed part directly accounting for the vanishing moments, and the learnable part accounting for the other properties. Random Gaussian data is used to train the autoencoder by minimizing a mean-squared error (MSE) loss function. We showed that a near-zero MSE loss for a Gaussian dataset implies that the learnt filters satisfy the PR property with high probability. A learning rate schedule and stopping criteria were introduced to ensure that the learnt filterbank autoencoders are PR for all practical purposes. The training algorithm was validated by learning PRFBs with and without the vanishing moments constraint. We observed that imposing orthogonality and biorthogonality on the filterbank speeds up training considerably. This is expected because the search space of filters reduces when the constraints are imposed. Several members from the Daubechies family of minimum-phase, finite-support, orthogonal wavelets and the CDF family of symmetric biorthogonal wavelets were learnt by setting the filter lengths and vanishing moments of the filterbank autoencoder model appropriately. We also demonstrated that our framework learns wavelets outside these families. Imposing constraints allows us to learn wavelets with the desired properties, effectively making the search for optimal wavelets a computational problem. Overall, the framework we have proposed is cogent and allows us to leverage modern machine learning tools and optimization tricks to address a problem that has been primarily approached using analytical tools.

Throughout this paper, we focused on 1-D wavelet learning. One could ask if the 2-D counterpart would be amenable to a similar design strategy. The answer lies in the fact that the 2-D counterpart of the wavelet learning framework is a fertile direction for further research.
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APPENDIX A
PROOF OF PROPOSITION 1

Proposition 1. For a set of filters
\[ \Theta = \{ h, \tilde{g} \in \mathbb{R}^l, \tilde{h}, g \in \mathbb{R}^l \}, \]
and a dataset \( X = \{ x_i \in \mathbb{R}^s \}_{i=1}^m \), there exists a matrix \( B \in \mathbb{R}^{s \times s} \) such that the loss function defined in Equation (21) in the main document can be expressed as
\[
\mathcal{L}(X; \Theta) = \frac{1}{m} \sum_{j=1}^m \| Bx_j \|_2^2. \tag{28}
\]
If the filters form a PRFB, then \( B = 0_s \) and vice versa.

Proof: The linear convolution of \( x \in \mathbb{R}^s \) with \( h \in \mathbb{R}^l \) may be expressed as the matrix operation \( Hx \), where \( H \in \mathbb{R}^{(l+s-1) \times s} \) is a Toeplitz matrix constructed from \( h \). If \( l < l \), we pad the filters of length \( l \) with \( \left[ \frac{l-1}{2} \right] \) zeros on the left and \( \left[ \frac{l-1}{2} \right] \) on the right, and vice versa. In both cases, the net delay caused by the filterbank is \( \tau - 1 \), where \( \tau = \max(l, \tilde{l}) \). Effectively, the output of the filterbank can be expressed as follows:
\[
\hat{x}_j' (\Theta) = \left( \tilde{H}DH + \tilde{G}DG \right) x_j,
\]
where \( H, G \in \mathbb{R}^{(s + \tau - 1) \times s} \) and \( \tilde{H}, \tilde{G} \in \mathbb{R}^{(s + 2\tau - 2) \times (s + \tau - 1)} \) are linear convolution matrices corresponding to \( h, \tilde{g} \) and \( \tilde{h}, g \), respectively, and \( D \in \mathbb{R}^{(s + \tau - 1) \times (s + \tau - 1)} \) represents the cascade of the downsampling and upsampling operations. The cascade results in the odd-indexed entries of the input becoming 0, while the even-indexed entries remain unchanged. Hence, \( D \) is a diagonal matrix, with entries \( D_{i,i} = 1 \) for \( i \) even, and \( D_{i,i} = 0 \) for \( i \) odd. The dimensions of \( \hat{x}_j' (\Theta) \) do not match with that of \( x_j \) because of the linear convolution operation. Therefore, the loss is computed considering a truncated version of \( \hat{x}_j' (\Theta) \), denoted as \( \hat{x}_j (\Theta) \). More precisely, since the overall delay of the filterbank is \( \tau - 1 \), the middle portion of \( \hat{x}_j (\Theta) \) is extracted by pre-multiplying it with a matrix \( P \in \mathbb{R}^{s \times s+2\tau - 2} \) defined as \( P = [Z_{\tau-1}, I_s, Z_{\tau-1}] \), where \( Z_{\tau-1} \) is a zero matrix of dimensions \( s \times \tau - 1 \). The preceding considerations lead to the following expression for the loss:
\[
\mathcal{L}(X; \Theta) = \frac{1}{m} \sum_{j=1}^m \| Bx_j \|_2^2,
\]
where
\[
B = I_s - P \left( \tilde{H}DH + \tilde{G}DG \right).
\]
When \( B = 0 \), perfect reconstruction is achieved because the net transfer function of the filterbank autoencoder equals the identity. Consequently,
\[
P \left( \tilde{H}DH + \tilde{G}DG \right) = I_s.
\]
The diagonal entries of \( B \) correspond to the PR-1 conditions and the off-diagonal ones correspond to the PR-2 conditions.

APPENDIX B
PROOF OF THEOREM 3

Theorem 3. For the loss function \( \mathcal{L} \) defined in (28), where \( \mathcal{X} \) comprises standard Gaussian vectors, the deviation of the loss from its expected value is bounded in probability as follows:
\[
\mathbb{P}(|\mathcal{L} - \mathbb{E}\{\mathcal{L}\}| \geq k) \leq \frac{2e^{\frac{-k^2}{2|\mathcal{L}|}}}{k}, \quad k \leq \| B \|_2^2,
\]
\[
\mathbb{P}(|\mathcal{L} - \mathbb{E}\{\mathcal{L}\}| \geq k) \leq \frac{2e^{\frac{-k^2}{2|\mathcal{L}|}}}{k}, \quad k > \| B \|_2^2.
\]

Proof: Here, we provide the key results together with their proofs that ultimately lead to the proof of Theorem 3. To begin with, we analyze the concentration of \( Bx \) for \( B \in \mathbb{R}^{s \times s} \) and \( x \sim \mathcal{N}(0, I_s) \).

Lemma 1. Let \( x \sim \mathcal{N}(0, I_s) \) and \( B \in \mathbb{R}^{s \times s} \) be a deterministic matrix. Then, for \( k \geq 0 \),
\[
\mathbb{P}(\| Bx \|_2^2 - \| B \|_2^2 \geq k) \leq \frac{2e^{\frac{-k^2}{2|\mathcal{L}|}}}{k}, \quad k \leq \| B \|_2^2,
\]
\[
\mathbb{P}(\| Bx \|_2^2 - \| B \|_2^2 \geq k) \leq \frac{2e^{\frac{-k^2}{2|\mathcal{L}|}}}{k}, \quad k > \| B \|_2^2.
\]

Proof: Let \( X := \| Bx \|_2^2 - \| B \|_2^2 \). The moment generating function (m.g.f.) of \( X \) is
\[
M_X(t) = \mathbb{E}\{e^{tx}\} = \mathbb{E}\{e^{(tx^T)(B^TBx-B^B)}\}.
\]
The spectral decomposition of \( B^T B \) is written as
\[
B^T B = U \Lambda U^T = \sum_{i=1}^s \lambda_i u_i u_i^T,
\]
where \( \lambda_i \) and \( u_i \) are the corresponding \( i \)th eigenvalue and eigenvector, respectively, and \( U \) is a unitary matrix with the eigenvectors as its columns. Let \( \sigma_i \) denote the \( i \)th singular value of \( B \). Since \( \sigma_i^2 = \lambda_i \) and \( \| B \|_2^2 = \sum_{i=1}^s \sigma_i^2 \),
\[
M_X(t) = \mathbb{E}\{e^{\sum_{i=1}^s t \sigma_i^2 (z_i^2 - 1)}\} = \prod_{i=1}^s \mathbb{E}\{e^{t \sigma_i^2 (z_i^2 - 1)}\}
\]
\[
= \prod_{i=1}^s \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{t \sigma_i^2 (z_i^2 - 1)} \cdot e^{-\frac{z_i^2}{2}} \, dz_i
\]
\[
= \prod_{i=1}^s \frac{e^{-t \sigma_i^2}}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} e^{-\frac{(1-2t \sigma_i^2) z_i^2}{2}} \, dz_i
\]
\[
= \prod_{i=1}^s \frac{e^{-t \sigma_i^2}}{(1-2t \sigma_i^2)^{1/2}}, \quad t \leq \frac{1}{2\sigma_i^2}, i = 1, \ldots, s.
\]
We now establish that \( X \) is a sub-exponential random variable by bounding the m.g.f., which is facilitated by the following inequality (Chapter 2, Example 2.8 of [53]):
\[
\frac{e^{-x}}{(1-2x)^{1/2}} \leq e^{2x^2}, \quad |x| \leq \frac{1}{4}.
\]
The proof of (29) is given in Appendix C. Hence, 
\[ M_X(t) = \sum_{i=1}^{s} e^{2t\sigma_i^2} = e^{2t\sum_{i=1}^{s} \sigma_i^2}, \quad \text{for } |t| \leq \frac{1}{4\|B\|_2^2}. \]

Note that \( \sum_{i=1}^{s} \sigma_i^4 = \sum_{i=1}^{s} \lambda_i^2 = \|B^T B\|_2^2 \), and 
\[ \|B^T B\|_2^2 = \sum_{i=1}^{s} \|B^T b_i\|_2^2 \leq \sum_{i=1}^{s} \|B^T b_i\|_2^2 = \|B\|_2^2 \|B\|_2, \]

where \( b_i \) is the \( i^{th} \) column of \( B \), and the inequality follows from the definition of the matrix 2-norm. Hence, 
\[ M_X(t) \leq e^{2t\|B\|_2^2\|B\|_2^2}, \quad \text{for } |t| \leq \frac{1}{4\|B\|_2^2}. \]  

(30)

The tail bounds are obtained from the m.g.f. using the Chernoff approach. For \( t \geq 0 \) and \( k \geq 0 \), 
\[ \mathbb{P}(X \geq k) = \mathbb{P}(e^{tX} \geq e^{tk}) \leq \mathbb{E}\left\{ e^{tX} \right\} = M_X(t), \]

using Markov’s inequality. The Chernoff bound is obtained by minimizing \( e^{-tk} M_X(t) \) with respect to \( t \in \left(0, \frac{1}{4\|B\|_2^2}\right) \):
\[ \log \mathbb{P}(X \geq k) \leq \min_{t} \log \left\{ 2e^{2tk\|B\|_2^2\|B\|_2^2} \right\} = \min_{t} \left\{ 2e^{-tk}\|B\|_2^2\|B\|_2^2 \right\}. \]

The minimum value of the parabola \( g(t, k) := 2e^{-tk}\|B\|_2^2\|B\|_2^2 - tk \) occurs at \( t = \frac{k}{2e^{2tk\|B\|_2^2\|B\|_2^2}} \). If \( k \leq \|B\|_2^2 \), then \( t \leq \frac{k}{2e^{k\|B\|_2^2}} \), and the minimum in the interval \( t \in \left(0, \frac{1}{4\|B\|_2^2}\right) \) is the global minimum. Hence
\[ \mathbb{P}(X \geq k) \leq e^{-\frac{k^2}{8\|B\|_2^2\|B\|_2^2}}, \quad \text{for } k \leq \|B\|_2^2. \]  

(31)

If \( k > \|B\|_2^2 \), then \( t > \frac{1}{4\|B\|_2^2 \|B\|_2^2} \), and the minimum in the interval occurs at the boundary point \( t = \frac{1}{4\|B\|_2^2 \|B\|_2^2} \), since \( g(t, k) \) is a monotonically decreasing function in the interval \( t \in \left(0, \frac{1}{4\|B\|_2^2 \|B\|_2^2}\right) \), and for \( k > \|B\|_2^2 \) we have
\[ \log \mathbb{P}(X \geq k) \leq \log \left\{ e^{2tk\|B\|_2^2\|B\|_2^2} \right\} \leq -k \leq \frac{k}{8\|B\|_2^2\|B\|_2^2}, \]
\[ \Rightarrow \mathbb{P}(X \geq k) \leq e^{\frac{k}{8\|B\|_2^2\|B\|_2^2}} \quad \text{for } k > \|B\|_2^2. \]

(32)

To obtain the lower deviations, let \( Y = -X = \|B\|_2^2 - \|Bx\|_2^2 \), and note that \( M_Y(t) \) is only defined for \( t > -\frac{1}{2\|B\|_2^2} \). In the interval \( \left(-\frac{1}{2\|B\|_2^2}, 0\right) \), \( M_Y(t) = M_X(-t) \), and hence, the inequality in (29) could be used to upper-bound \( M_Y(t) \). Thus,
\[ M_Y(t) \leq e^{2t\|B\|_2^2\|B\|_2^2}, \quad \text{for } |t| \leq \frac{1}{4\|B\|_2^2}, \]

which is similar to (30). The Chernoff bounds for \( X \) and \( Y \) are the same as those for \( X \), and \( \mathbb{P}(Y \geq k) = \mathbb{P}(X \leq -k) \). Hence,
\[ \mathbb{P}(X \leq -k) \leq \left\{ \begin{array}{ll}
\frac{k}{e^{\frac{k}{8\|B\|_2^2\|B\|_2^2}}}, & k \leq \|B\|_2^2, \\
\frac{k}{e^{\frac{k}{8\|B\|_2^2\|B\|_2^2}}}, & k > \|B\|_2^2.
\end{array} \right. \]  

(33)

Consolidating (31), (32), and (33), and invoking the union bound, we have the required result. \( \square \)

**APPENDIX C**

**PROOF OF THE INEQUALITY IN (29)**

Let \( f(x) = e^{-x} \left(1 - 2x\right)^{\frac{1}{2}} \) and \( g(x) = e^{2x^2} \). Then, \( f'(x) = 2xe^{-x} \left(1 - 2x\right)^{-\frac{1}{2}} \) and \( g'(x) = 4xe^{2x^2} \). Let 
\[ h(x) = \frac{g'(x)}{f'(x)} = 2e^{2x^2+x} \left(1 - 2x\right)^{\frac{1}{2}}. \]

For \( x < \frac{1}{2} \), \( h(x) \) is strictly positive. The derivative of \( h(x) \) is
\[ h'(x) = 2e^{2x^2+2x} \left(1 - 2x\right)^{\frac{1}{2}} \left(-8x^2 + 2x - 2\right). \]

The factor \((-8x^2 + 2x - 2)\) is strictly negative for all values of \( x \). Hence, \( h'(x) \) is strictly negative for \( x < \frac{1}{2} \), and therefore \( h(x) \) is a monotonically decreasing in the interval \((-\infty, \frac{1}{2})\). Consequently, for \( x \leq \frac{1}{2} \), \( h(x) \geq h\left(\frac{1}{2}\right) \geq 1 \). Hence, for all \( |x| \leq \frac{1}{2} \), \( h(x) \geq 1 \). Further, we note that both \( f'(x) \) and \( g'(x) \) have the same sign. Combining this property with \( h(x) \geq 1 \), gives \( |g'(x)| \geq |f'(x)| \). Since \( f(0) = g(0) = 1 \), integrating over the intervals \([-\frac{1}{2}, 0] \) and \([0, \frac{1}{2}] \), we obtain that \( g(x) \geq f(x) \) for \( x \in [-\frac{1}{2}, \frac{1}{2}] \). \( \square \)