Correlations with Tailored Extremal Properties
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Abstract. Recently, Chatterjee has introduced a new coefficient of correlation which has several natural properties. In particular, the coefficient attains its maximal value if and only if one variable is a measurable function of the other variable. In this paper, we seek to define correlations which have a similar property, except now the measurable function must belong to a pre-specified class, which amounts to a shape restriction on the function. We will then look specifically at the correlation corresponding to the class of monotone nondecreasing functions, in which case we can prove various asymptotic results, as well as perform local power calculations.

1. Introduction

In a remarkable paper [4], Sourav Chatterjee proposed a new measure of correlation for a pair of real-valued random variables \((X, Y)\), based on a sample \((X_i, Y_i)^\prime s, i = 1, \ldots, n\). Assuming there are no ties among the \(X_i\)’s and \(Y_i\)’s (see [4] for the definition in the general case), the correlation is defined as

\[
\hat{C}_n(X, Y) := 1 - \frac{3}{n^2 - 1} \sum_{i=1}^{n-1} |r_{i+1} - r_i|,
\]

where the \(r_i\) are defined as follows. First, sort \(X^{(1)} \leq \cdots \leq X^{(n)}\), and for each \(i\) let \(Y^{(i)}\) be the \(Y\) sample corresponding to \(X^{(i)}\). Then \(r_i\) is defined as the rank of \(Y^{(i)}\), i.e. the number of \(j\) such that \(Y_j \leq Y^{(i)}\). Chatterjee showed that as \(n \to \infty\), \(\hat{C}_n\) converges a.s. to the population measure

\[
C(X, Y) := \frac{\int \text{Var}(\mathbb{E}[1(Y \geq t) \mid X])d\mu(t)}{\int \text{Var}(\mathbb{1}(Y \geq t))d\mu(t)},
\]

where \(\mu\) is the law of \(Y\). Here \(Y\) is assumed to not be constant. This measure \(C\) has a number of interesting properties:

A) \(0 \leq C \leq 1\).
B) \(C = 0\) if and only if \(X\) and \(Y\) are independent.
C) \(C = 1\) if and only if \(Y = h(X)\) a.s. for some measurable function \(h : \mathbb{R} \to \mathbb{R}\).
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D) $C$ is asymmetric, but can be easily symmetrized to
$$C^*(X,Y) := \max(C(X,Y), C(Y,X)),$$
which clearly satisfies $C^* = 1$ if and only if $X$ is a function of $Y$ or
$Y$ is a function of $X$ (or both).
E) $C$ is invariant under strictly increasing transformations of $X$ and $Y$
separately.

This measure is akin to the Rényi correlation (also commonly called the
maximal correlation), which we shall denote $R$ or $R(X,Y)$, and is defined
as the maximum Pearson correlation between all pairs of $L^2$ functions of $X$
and $Y$ respectively. $R$ may be computed as the square root of the maximal
eigenvalue of a compact self adjoint operator,
$$T : L^2_0(X) \to L^2_0(X),$$
(or $L^2_0(Y) \to L^2_0(Y)$ with appropriate changes), where $L^2_0(X)$ is the subspace
of $L^2(X)$ consisting of mean zero random variables. The operator $T$ is given
by
$$T(f(X)) := \mathbb{E}[\mathbb{E}[f(X) \mid Y] \mid X].$$
The Rényi correlation is well known to have properties $A, B, \text{ and } D$, but is
symmetric, and
\begin{align*}
C^* \, R = 1 \text{ if and only if } g(Y) &= h(X) \text{ for some functions } g \text{ and } h, \text{ with} \\
&g(X) \in L^2(X) \text{ and } h(Y) \in L^2(Y).
\end{align*}
An extensive account of the history, computation, and other properties of
$R$ may be found for instance in [3, 12].

An advantage of $C$ is that it gives a clear indication of the functional
relationship between $X$ and $Y$ when $C = 1$. More significantly, an empirical
estimate is explicit and simply computable for finite $n$, while unless $X$ and
$Y$ are discrete, the empirical version of $R$ may only be approximated. On
the other hand, $R$ is defined if $X$ and $Y$ take values in $\mathbb{R}^p$ and $\mathbb{R}^q$ or more
general spaces. Our purposes in this paper are:
\begin{enumerate}
\item To relate $C$ more closely to $R$.
\item To extend $C$ to situations where the $h$ appearing in C) is specified
\text{to be monotone or more generally shape restricted.}
\item To study the asymptotic behavior of the sample versions of such
\text{measures under independence, when they can be used for testing, as}
\text{was done by Chatterjee for } \hat{C}_n.
\end{enumerate}

2. Relation between $C$ and $R$

Note that $C$ and $R$ are unsigned and may be viewed as absolute rather
than signed measures of dependence. In fact, we shall argue that $C$ is closely
related not to $R$ but to $R^2$, the largest eigenvalue of $T$. We begin with the
solution to a simpler problem of Rényi’s or Chatterjee’s. For $f_0(Y) \in L^2(Y)$,
let

$$M(X, f_0(Y)) := \sup_{g(X) \in L^2(X)} \rho(f_0(Y), g(X))^2,$$  \hspace{1cm} (2.1)

where $\rho$ denotes the Pearson correlation. By Cauchy-Schwarz, or more insightfully the identity, valid if $\text{Var}(f_0(Y)) = \text{Var}(g(X)) = 1$,

$$\rho(f_0(Y), g(X)) = 1 - \frac{1}{2} \text{Var}(f_0(Y) - g(X)),$$

a maximizer in (2.1) is $g(X) = \mathbb{E}[f_0(Y) \mid X]$. Hence,

$$M(X, f_0(Y)) = \frac{\text{Var}(\mathbb{E}[f_0(Y) \mid X])}{\text{Var}(f_0(Y))} = 1 - \frac{\mathbb{E}\text{Var}(f_0(Y) \mid X)}{\text{Var}(f_0(Y))}. \hspace{1cm} (2.2)$$

If we put $f_0(Y) = Y$ we obtain a measure which satisfies A) and C) but not B) and D). To obtain the last two properties we need only observe that $M = 0$ implies $\mathbb{E}[f_0(Y) \mid X] = f_0(Y)$. Then to obtain B) and D) note that independence is equivalent to $M(X, \mathbb{1}(Y > y)) = 0$ for all $y$ in a set $S$ such that $\mathbb{P}(Y \in S) = 1$. This leads fairly naturally to defining $C$ as in (2.2). We note here that this is related to the observation by Azadkia and Chatterjee [2, Section 3] that $C$ is a mixture of partial $R^2$ statistics.

There are evidently many ways of constructing such coefficients, but Chatterjee’s is particularly elegant since it is easy to see if $F, G$ are the cdfs of $X, Y$ respectively, then $X, Y$ can be replaced by $F(X), G(Y)$, leading naturally to an estimate like $C_n$ which depends on the paired ranks of $(X_i, Y_i)$ (with ties broken at random). Evidently, the empirical estimate of $C$ requires an estimate of $\mathbb{E}[\mathbb{1}(Y \geq t) \mid X]$. This is done in a clever way by Chatterjee.

The problem we intend to address in this note is how to construct and give appropriate measures for which the value 1 corresponds to a shape restriction on the form of $h(\cdot)$ such that $Y = h(X)$. Such restrictions are discussed by Guntuboyina and Sen in [7]. They include monotonicity, a special case as we shall see, convexity or concavity, log concavity, and a number of others. They are characterized by the requirement that $h$ belongs to a collection of functions $\mathcal{H}$, where $\mathcal{H}$ is such that $\mathcal{H}_X := \{h(X) : h \in \mathcal{H}, h(X) \in L^2(X)\}$ is a closed, convex subset in $L^2(X)$. The method we prescribe follows from formula (2.1). It is well known that for $\mathcal{H}$ as above, there exists a nonlinear operator $\Pi_{\mathcal{H}_X} : L^2(X, Y) \rightarrow \mathcal{H}_X$ such that for $f(X, Y) \in L^2(X, Y)$,

$$\Pi_{\mathcal{H}_X}(f(X, Y)) = \arg \inf_{h(X) \in \mathcal{H}_X} \mathbb{E}(f(X, Y) - h(X))^2.$$ 

If we substitute $\Pi_{\mathcal{H}_X}(Y)$ for $f_0(Y)$ or $\mathbb{E}[f_0(Y) \mid X]$ in (2.1), we evidently get a measure $C_{\mathcal{H}}(X, Y)$ such that $C_{\mathcal{H}} = 1$ if and only if $Y = h(X)$ a.s. with $h(X) \in \mathcal{H}_X$. If $\mathcal{H}$ and therefore $\mathcal{H}_X$ is a convex cone, then it is well known that

$$\text{Cov}(Y, \Pi_{\mathcal{H}_X}(Y)) = \text{Var}(\Pi_{\mathcal{H}_X}(Y)).$$
So $C_\mathcal{H}$ is also given by (2.2) if $\Pi_{\mathcal{H}_X}(Y)$ replaces $\mathbb{E}[Y \mid X]$. That is,

$$C_\mathcal{H} := \frac{\text{Var}(\Pi_{\mathcal{H}_X}(Y))}{\text{Var}(Y)}. \quad (2.3)$$

Unfortunately, while this measure satisfies properties A), C), and D) above it doesn’t satisfy B). However, this can be easily remedied by defining

$$\hat{C}_\mathcal{H}(X,Y) := \frac{1}{2}(C(X,Y) + C_\mathcal{H}(X,Y)), \quad (2.4)$$

which is easily seen to satisfy all of A)-D).

3. Empirical estimates of $\hat{C}$

Let $\mathcal{H}$ be a convex cone of $\mathbb{R}$-valued functions on $\mathbb{R}^d$ (here $\overline{\mathbb{R}} = \mathbb{R} \cup \{\pm \infty\}$ is the extended real line), containing the constant functions. We now turn to the construction of empirical estimates for $\hat{C}_\mathcal{H}$. We first consider the general case. By (2.4) it is enough to consider $C_\mathcal{H}$. Given a probability measure $\mu$ on $\mathbb{R}^d$, define

$$\mathcal{H}_\mu := \mathcal{H} \cap L^2(\mu) = \{ h \in \mathcal{H} : h \in L^2(\mu) \}.$$

Note $\mathcal{H}_\mu$ is itself a convex cone. We will assume moreover that for all $\mu$, $\mathcal{H}_\mu$ is closed in $L^2(\mu)$. (This assumption of closedness is why we need to work with $\mathbb{R}$-valued functions as opposed to $\mathbb{R}^d$-valued functions.) For $B > 0$, define

$$\mathcal{H}_B := \left\{ h \in \mathcal{H} : \sup_{x \in \mathbb{R}^d} |h(x)| \leq B \right\}.$$

Let $(X,Y)$ have some joint distribution $P$, with $X \in \mathbb{R}^d$ and $Y \in \mathbb{R}$. Assume that $Y$ has finite second moment. Let $(X_1,Y_1), \ldots, (X_n,Y_n)$ be i.i.d. samples from $P$. Let $\mu_X$ be the law of $X$. Let $g \in \mathcal{H}_{\mu_X}$ be such that

$$\mathbb{E}(Y - g(X))^2 = \inf_{h \in \mathcal{H}_{\mu_X}} \mathbb{E}(Y - h(X))^2.$$

By our assumption that $\mathcal{H}_{\mu_X}$ is a closed convex cone, it follows that $g$ exists and is unique in $L^2(\mu_X)$. Note $g(X)$ can be interpreted as the projection of $Y$ onto the convex cone $\mathcal{H}_X = \{ h(X) : h \in \mathcal{H}_{\mu_X} \} \subseteq L^2(X)$, so that in the notation of the previous section, we have $\Pi_{\mathcal{H}_X}(Y) = g(X)$ a.s.

Let $\mu_n$ be the empirical distribution of the $X$ samples, and let $\hat{g}_n$ be such that

$$\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{g}_n(X_i))^2 = \inf_{h \in \mathcal{H}_{\mu_n}} \frac{1}{n} \sum_{i=1}^{n} (Y_i - h(X_i))^2.$$

Again, $\hat{g}_n$ exists and is unique in $L^2(\mu_n)$. Given a function $f(X,Y)$, let

$$\text{Var}_n(f(X,Y)) := \frac{1}{n} \sum_{i=1}^{n} f(X_i,Y_i)^2 - \left( \frac{1}{n} \sum_{i=1}^{n} f(X_i,Y_i) \right)^2,$$
i.e. \( \text{Var}_n(f(X,Y)) \) is the empirical variance of \( f(X,Y) \). Following \cite{2,3}, define now the empirical correlation

\[
\hat{C}_\mathcal{H}(X,Y) = \hat{C}_{\mathcal{H},n}(X,Y) := \frac{\text{Var}_n(\hat{g}_n(X))}{\text{Var}_n(Y)}.
\]

Note that if \( \mathcal{H} \) is the cone of monotone nondecreasing functions, then \( \hat{C}_\mathcal{H} \) is the ratio of the empirical variance of the empirical isotonic regression of \( Y \) on \( X \) to the empirical variance of \( Y \).

We now make assumptions on \( \mathcal{H} \) which guarantee convergence of \( \hat{C}_\mathcal{H}(X,Y) \) to \( C_{\mathcal{H},n}(X,Y) \). The cone \( \mathcal{H} \) is said to have Property P if in addition to containing the constant functions and \( \mathcal{H} \) being closed in \( L^2(\mu) \) for all probability measures \( \mu \), the following two conditions are satisfied for any joint distribution \( (X,Y) \) such that \( |Y| \leq B \) a.s. for some \( B \geq 0 \):

1. **Boundedness.** We have

\[
\inf_{h \in \mathcal{H}^B} \mathbb{E}(Y - h(X))^2 = \inf_{h \in \mathcal{H}_{\mu X}} \mathbb{E}(Y - h(X))^2.
\]

Consequently, we may assume that \( \sup_{x \in \mathbb{R}^d} |g(x)| \leq B \).

2. **Glivenko-Cantelli.** We have

\[
\sup_{h \in \mathcal{H}^B} \left| \frac{1}{n} \sum_{i=1}^{n} (Y_i - h(X_i))^2 - \mathbb{E}(Y - h(X))^2 \right| \xrightarrow{a.s.} 0.
\]

**Proposition 3.1.** If \( \mathcal{H} \) satisfies Property P, then for any \( (X,Y) \) where \( Y \) is a.s. not a constant and has finite second moment, we have that \( \hat{C}_\mathcal{H}(X,Y) \xrightarrow{a.s.} C_{\mathcal{H},n}(X,Y) \).

We first prove a preliminary result in the case of bounded \( Y \).

**Lemma 3.2.** Suppose further that \( |Y| \leq B \) a.s. Then

\[
\frac{1}{n} \sum_{i=1}^{n} \hat{g}_n(X_i)^2 \xrightarrow{a.s.} \mathbb{E}g(X)^2.
\]

**Proof.** By well known properties of projections onto closed convex cones (see e.g. Lemma 3 of \cite{4}), we have that

\[
\frac{1}{n} \sum_{i=1}^{n} (Y_i - g(X_i))^2 \geq \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{g}_n(X_i))^2 + \frac{1}{n} \sum_{i=1}^{n} (\hat{g}_n(X_i) - g(X_i))^2.
\]

By the law of large numbers, we have

\[
\frac{1}{n} \sum_{i=1}^{n} (Y_i - g(X_i))^2 \xrightarrow{a.s.} \mathbb{E}(Y - g(X))^2.
\]

By the boundedness assumption, we may assume that

\[
\sup_{x \in \mathbb{R}^d} |g(x)|, \sup_{x \in \mathbb{R}^d} |\hat{g}_n(x)| \leq B.
\]
Thus by the Glivenko-Cantelli assumption and the definition of \( g \) as a minimizer, we have
\[
\limsup_{n \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} (Y_i - g(X_i))^2 - \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{g}_n(X_i))^2 \right) \stackrel{a.s.}{\leq} 0,
\]
from which it follows that
\[
\frac{1}{n} \sum_{i=1}^{n} (\hat{g}_n(X_i) - g(X_i))^2 \xrightarrow{a.s.} 0,
\]
and thus
\[
\frac{1}{n} \sum_{i=1}^{n} \hat{g}_n(X_i)^2 \xrightarrow{a.s.} \mathbb{E}g(X)^2,
\]
as desired. \(\square\)

**Proof of Proposition 3.1.** First, observe that by part (iv) of Lemma 3 of [8], and the fact that \( \mathcal{H} \) contains the constant functions, we have
\[
\mathbb{E}(Y - g(X)) \leq 0, \quad \mathbb{E}(Y - g(X))(-1) \leq 0,
\]
which implies \( \mathbb{E}g(X) = \mathbb{E}Y \). Similarly, in the empirical case, we have
\[
\frac{1}{n} \sum_{i=1}^{n} \hat{g}_n(X_i) = \frac{1}{n} \sum_{i=1}^{n} Y_i.
\]
Thus by the law of large numbers, we obtain convergence of the sample mean of \( \hat{g}_n \) to \( \mathbb{E}g(X) \).

Now onto the second moments. For \( B > 0 \), define the function
\[
\varphi_B(x) := \min(\max(x, -B), B).
\]
Using the boundedness assumption of Property P, let \( g^B, \hat{g}^B_n \in \mathcal{H}^B \) be such that
\[
\mathbb{E}(\varphi_B(Y) - g^B(X))^2 = \inf_{h \in \mathcal{H}_{\mu_X}} \mathbb{E}(Y - h(X))^2,
\]
\[
\frac{1}{n} \sum_{i=1}^{n} (\varphi_B(Y_i) - \hat{g}^B_n(X_i))^2 = \inf_{h \in \mathcal{H}_{\mu_n}} \frac{1}{n} \sum_{i=1}^{n} (\varphi_B(Y_i) - h(X_i))^2.
\]
By well known properties of projection onto closed convex cones (see e.g. Lemma [8]), we have
\[
\mathbb{E}Yg(X) = \mathbb{E}g(X)^2, \quad \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) = \frac{1}{n} \sum_{i=1}^{n} \hat{g}_n(X_i)^2.
\] (3.1)
Thus it suffices to show
\[
\frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) \xrightarrow{a.s.} \mathbb{E}Yg(X).
\]
To start, observe for any $B > 0$,
\[
\left| \mathbb{E}Yg(X) - \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) \right| \leq \left| \mathbb{E}Yg(X) - \mathbb{E}\varphi_B(Y)g^B(X) \right| +
\]
\[
\left| \mathbb{E}\varphi_B(Y)g^B(X) - \frac{1}{n} \sum_{i=1}^{n} \varphi_B(Y_i)\hat{g}_n^B(X_i) \right| +
\]
\[
\left| \frac{1}{n} \sum_{i=1}^{n} \varphi_B(Y_i)\hat{g}_n^B(X_i) - \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) \right|.
\]
By Lemma 3.2 and an observation analogous to (3.1), the middle term in the right-hand side above converges a.s. to 0. Thus it suffices to show that there is some function $\delta : \mathbb{R}_0^+ \to \mathbb{R}_0^+$, such that $\lim_{B \to \infty} \delta(B) = 0$, and for all $B > 0$,
\[
|\mathbb{E}Yg(X) - \mathbb{E}\varphi_B(Y)g^B(X)| \leq \delta(B),
\]
\[
\limsup_{n \to \infty} \left| \frac{1}{n} \sum_{i=1}^{n} \varphi_B(Y_i)\hat{g}_n^B(X_i) - \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) \right| \overset{a.s.}{\leq} \delta(B).
\]
To see this, observe
\[
|\mathbb{E}Yg(X) - \mathbb{E}\varphi_B(Y)g^B(X)| \leq |\mathbb{E}(Y-\varphi_B(Y))g(X)| +
\]
\[
|\mathbb{E}\varphi_B(Y)(g(X) - g^B(X))|.
\]
By Cauchy-Schwarz and the fact that projections are contractions, we have that the right hand side above may be bounded by
\[
(\mathbb{E}Y^2 1(|Y| > B))^{1/2}(\mathbb{E}Y^2)^{1/2} + (\mathbb{E}Y^2)^{1/2}(\mathbb{E}(g(X) - g^B(X))^2)^{1/2}.
\]
Now since the projection map is 1-Lipschitz (see e.g. part (vi) of Lemma 3 of [3]), we have
\[
(\mathbb{E}(g(X) - g^B(X))^2)^{1/2} \leq (\mathbb{E}(Y-\varphi_B(Y))^2)^{1/2} \leq (\mathbb{E}Y^2 1(|Y| > B))^{1/2}.
\]
Combining the previous few displays, we thus obtain
\[
|\mathbb{E}Yg(X) - \mathbb{E}\varphi_B(Y)g^B(X)| \leq 2(\mathbb{E}Y^2 1(|Y| > B))^{1/2}(\mathbb{E}Y^2)^{1/2}.
\]
Applying the same argument to the sample quantities, we may similarly obtain
\[
\left| \frac{1}{n} \sum_{i=1}^{n} \varphi_B(Y_i)\hat{g}_n^B(X_i) - \frac{1}{n} \sum_{i=1}^{n} Y_i \hat{g}_n(X_i) \right| \leq
\]
\[
2 \left( \frac{1}{n} \sum_{i=1}^{n} Y_i^2 1(|Y_i| > B) \right)^{1/2} \left( \frac{1}{n} \sum_{i=1}^{n} Y_i^2 \right)^{1/2}.
\]
We thus see that the function
\[
\delta(B) := 2(\mathbb{E}Y^2 1(|Y| > B))^{1/2}(\mathbb{E}Y^2)^{1/2}
\]
has the desired properties, and thus the desired result now follows. □
Remark 3.3. This simple approach does not work when $\mathcal{H}$ is the set of all measurable functions (so that $\mathcal{H}_{\mu_X} = L^2(\mu_X)$), unless $X$ is discrete, since then the empirical projection $g_n$ will perfectly match the $Y$ samples, so that $\hat{C}_H$ will always be 1. Chatterjee’s approach is essentially to use $\text{Var}(Y \mid X) = \mathbb{E}[ (Y - Y')^2 \mid X] / 2$, where given $X$, the pair $(Y, Y')$ is i.i.d.

Empirically, no such pair of $Y$’s is available, but if $X = X(i)$ the $i$th order statistic, he essentially approximates by using $(Y(i), Y(i+1))$.

4. The isotonic case

The one dimensional isotonic case, where $\mathcal{M}$ is the set of monotone non-decreasing functions $\mathbb{R} \to \mathbb{R}$, is special in a number of ways as noted by many authors. For one, by a small trick, we can define the correlation not just for $Y$ with finite second moment, but actually for general $Y$, and the empirical version of this correlation will also satisfy property E). Secondly, it is the only case so far where we are able to verify Property P and thus show convergence of $\hat{C}_M$, and also establish the behavior of the statistic under independence. However, we mention here as a side note that it could be possible that if we choose $\mathcal{H}$ to be a small convex subset of a cone, not necessarily closed (for instance, $\mathcal{H} = \{g \in L^2(\mu) : g$ is convex and 1-Lipschitz$\}$), and assume $\mathbb{E}[Y | X] \in \mathcal{H}$, then we may obtain Property P from known results [7]. In addition, we shall provide an alternative based on Spearman’s correlation which is simpler to analyze and also has properties A)-E) (where property C) is suitably modified). We first verify that $\mathcal{M}$ indeed satisfies Property P.

Lemma 4.1. The cone $\mathcal{M}$ satisfies Property P.

Proof. Clearly $\mathcal{M}$ contains the constant functions. Let $\mu$ be a probability measure on $\mathbb{R}$. To see why $\mathcal{M}_{\mu} = \{h : h \in L^2(\mu)\}$ is closed in $L^2(\mu)$, suppose we have a sequence $\{g_n\}_{n \geq 1}$, such that $g_n \rightarrow g \in L^2(\mu)$. We may then extract a subsequence $g_{n_k}$ which converges to $g$ $\mu$-a.s. Thus if we define $\tilde{g} := \lim \sup_k g_{n_k}$, we have that $\tilde{g}$ is nondecreasing, and also $\tilde{g} = g$ $\mu$-a.e. Note here is why we need to work with $\mathbb{R}$-valued functions, since even if $g_{n_k}$ is $\mathbb{R}$-valued for all $k$, it could be that $\tilde{g}$ is $\mathbb{R}$-valued.

The boundedness property is clearly satisfied by $\mathcal{M}$. Finally, to show the Glivenko-Cantelli property, fix $B > 0$ and observe by e.g. [18] Example 19.11 combined with [18] Theorem 19.4, we have that both

$$
\sup_{h \in \mathcal{M}_B} \left| \frac{1}{n} \sum_{i=1}^{n} h(X_i) - \mathbb{E}h(X_i) \right|, \sup_{h \in \mathcal{M}_B} \left| \frac{1}{n} \sum_{i=1}^{n} h(X_i)^2 - \mathbb{E}h(X_i)^2 \right| \overset{a.s.}{\rightarrow} 0.
$$

Given $|Y| \leq B$, we will thus be done if we can show

$$
\sup_{h \in \mathcal{M}_B} \left| \frac{1}{n} \sum_{i=1}^{n} Y_ih(X_i) - \mathbb{E}Yh(X) \right| \overset{a.s.}{\rightarrow} 0. \quad (4.1)
$$
Towards this end, note
\[
\frac{1}{n} \sum_{i=1}^{n} Y_i h(X_i) = \frac{1}{n} \sum_{i=1}^{n} (Y_i)_+ h(X_i) - \frac{1}{n} \sum_{i=1}^{n} (Y_i)_- h(X_i),
\]
where \( (Y_i)_+ = \max(Y_i, 0) \) and \( (Y_i)_- = -\min(Y_i, 0) \). A similar identity holds for the population version, and thus by the triangle inequality, it suffices to show \([4.1] \) under the further assumption \( 0 \leq Y \leq B \). But now that \( Y \) is non-negative, we may apply a standard bracketing argument (see e.g. the proof of \([19\text{, Theorem 2.4.1}] \), using the fact that the bracketing numbers for \( \mathcal{M}^B \) are finite (see e.g. \([19\text{, Theorem 2.7.5}] \)). \( \square \)

4.1. The case of general \( Y \). To define a correlation for general \( Y \), the key observation is the following. Let \( G \) be the cdf of \( Y \). Define \( G^{-1} : \mathbb{R} \to \mathbb{R} \) by
\[
G^{-1}(x) := \inf \{ t : G(t) \geq x \}.
\]

**Lemma 4.2.** We have \( Y \overset{a.s.}{=} G^{-1}(G(Y)) \).

**Remark 4.3.** Observe that both \( G, G^{-1} \) are nondecreasing. Thus this lemma shows that \( Y \) is a nondecreasing function of \( X \) if and only if \( G(Y) \) is a nondecreasing function of \( X \). This will mean that Property C) holds for the correlation we will soon define.

**Proof.** Observe by definition that for all \( x \in \mathbb{R} \), we have \( x \geq G^{-1}(G(x)) \). Let \( C := \{ x \in \mathbb{R} : x > G^{-1}(G(x)) \} \). It suffices to show that \( \mathbb{P}(Y \in C) = 0 \). Given \( x \in \mathbb{R} \), define \( a_x := G^{-1}(G(x)) \), and \( b_x := \sup \{ x' : G(x') = G(x) \} \). If \( x \in C \), then \( a_x < x \leq b_x \). I now claim that for any \( x, x' \in C \), the intervals \( (a_x, b_x), (a_{x'}, b_{x'}) \) are either disjoint or the same. To see this, first note if \( a_x = a_{x'} \), then \( G^{-1}(G(x)) = G^{-1}(G(x')) \). As \( G^{-1}(G(x)) \leq x \), we have \( G(G^{-1}(G(x))) \leq G(x) \). Moreover, we have
\[
G(G^{-1}(G(x))) = G(G^{-1}(G(x'))) \geq G(x').
\]
The same argument with \( x, x' \) switched then gives \( G(x) = G(x') \), and thus we see that \( b_x = b_{x'} \).

Now suppose \( a_x < a_{x'} \). We now show that \( b_x \leq b_{x'} \). Suppose \( \tilde{x} \) is such that \( G(\tilde{x}) = G(x) \). Then by assumption, \( G^{-1}(G(\tilde{x})) < G^{-1}(G(x')) \). This implies \( G(\tilde{x}) < G(x') \), which implies \( \tilde{x} < G^{-1}(G(x')) \). Taking supremum over all such \( \tilde{x} \), we obtain the desired inequality.

We thus have that \( \{(a_x, b_x) : x \in C \} \) is a countable collection of intervals, and thus also \( D := \{ x \in C : x = b_x \} \) is countable. Note also that for any \( x \in C \), we have \( \mathbb{P}(Y \in (a_x, x]) = 0 \), which implies that \( \mathbb{P}(Y \in (a_x, b_x)) = 0 \), and if additionally \( x = b_x \), then \( \mathbb{P}(Y = x) = 0 \). As
\[
C \subseteq D \cup \bigcup_{x \in C} (a_x, b_x),
\]
we may thus conclude by a union bound that \( \mathbb{P}(Y \in C) = 0 \), as desired. \( \square \)
Let us now define a population correlation $C_{\text{mon}}$ as follows:

$$C_{\text{mon}}(X, Y) := C_{M}(X, G(Y)).$$

When defining the empirical correlation, there is this problem that we may not know $G$. Instead, we can plug in the estimate $\hat{G}_n$, which is the empirical cdf of the $Y$ samples. Thus, define the empirical correlation as follows:

$$\hat{C}_{\text{mon}}(X, Y) = \hat{C}_{M,n}(X, Y) := C_{M,n}(X, \hat{G}_n(Y)).$$

In other words, we are simply replacing $Y_i$ by its rank $\hat{G}_n(Y_i)$, for each $1 \leq i \leq n$.

In practice, the empirical correlation may be computed as follows. First, sort $X_{(1)} \leq \cdots \leq X_{(n)}$. For each $1 \leq i \leq n$, let $Y_{(i)}$ be the $Y$ sample corresponding to $X_{(i)}$. Let $\hat{z}_1 \leq \cdots \leq \hat{z}_n$ be the solution to the isotonic regression

$$\inf_{z_1 \leq \cdots \leq z_n} \frac{1}{n} \sum_{i=1}^{n} (\hat{G}_n(Y_{(i)}) - z_i)^2,$$

where there is the restriction that if $X_{(i)} = X_{(i+1)}$, then $z_i = z_{i+1}$. Then

$$\hat{C}_{\text{mon}}(X, Y) = \frac{\frac{1}{n} \sum_{i=1}^{n} \hat{z}_i^2 - \left( \frac{1}{n} \sum_{i=1}^{n} \hat{G}_n(Y_{(i)}) \right)^2}{\text{Var}_n(\hat{G}_n(Y))}.$$

Here we have also used the fact that

$$\frac{1}{n} \sum_{i=1}^{n} \hat{z}_i = \frac{1}{n} \sum_{i=1}^{n} \hat{G}_n(Y_{(i)}).$$

Sorting the $X$ sample takes time $O(n \log n)$, the isotonic regression can be done in time $O(n)$ by the pool adjacent violators algorithm, and all other computations take time $O(n)$. Thus the empirical correlation may be calculated in time $O(n \log n)$.

**Proposition 4.4.** For any $(X, Y)$ where $Y$ is a.s. not a constant, we have that

$$\hat{C}_{\text{mon}}(X, Y) \overset{a.s.}{\to} C_{\text{mon}}(X, Y).$$

**Proof.** Note since $M$ satisfies Property P and $0 \leq \hat{G}_n, G \leq 1$, by the boundedness assumption it suffices to just optimize over $M^1$. We have by the Glivenko-Cantelli assumption that

$$\sup_{h \in M^1} \left| \frac{1}{n} \sum_{i=1}^{n} (G(Y_i) - h(X_i))^2 - \mathbb{E}(G(Y) - h(X))^2 \right| \overset{a.s.}{\to} 0.$$

Now for any $h \in M^1$, we have

$$\left| \frac{1}{n} \sum_{i=1}^{n} (G(Y_i) - h(X_i))^2 - \frac{1}{n} \sum_{i=1}^{n} (\hat{G}_n(Y_i) - h(X_i))^2 \right| \leq 4 \sup_{x \in \mathbb{R}} |\hat{G}_n(x) - G(x)|.$$
By the Glivenko-Cantelli theorem, we have
\[ \sup_{x \in \mathbb{R}} |\hat{G}_n(x) - G(x)| \xrightarrow{a.s.} 0, \]
and thus we obtain
\[ \sup_{h \in M^1} \left| \frac{1}{n} \sum_{i=1}^{n} (\hat{G}_n(Y_i) - h(X_i))^2 - \mathbb{E}(G(Y) - h(X))^2 \right| \xrightarrow{a.s.} 0. \]
The rest of the proof now proceeds as in the proofs of Lemma 3.2 and Proposition 3.1.

Similar to (2.4), we now define the averaged (population) correlation
\[ \tilde{C}_{mon}(X,Y) := \frac{1}{2} (C(X,Y) + C_{mon}^{1/2}(X,Y)), \]
as well as the empirical version
\[ \hat{\tilde{C}}_{mon,n}(X,Y) := \frac{1}{2} (\hat{C}_n(X,Y) + \hat{C}_{mon}^{1/2}(X,Y)). \]
Here we use \( C_{mon}^{1/2} \) rather than \( C_{mon} \), because as we shall see, the asymptotic theory under independence is nicer. The population version satisfies properties A)-E) (with property C) suitably adjusted), and is defined for general (non-constant) \( Y \). By Proposition 4.4, we have that the empirical correlation converges a.s. to the population correlation.

4.2. Asymptotic behavior under independence and continuity. We next investigate the asymptotic distribution of \( \hat{\tilde{C}}_{mon}(X,Y) \) under the assumptions that \( X,Y \) are independent and continuously distributed.

**Theorem 4.5.** Assume \( X,Y \) are independent and continuously distributed. Then
\[ \sqrt{n} \left( \hat{\tilde{C}}_{mon}(X,Y) - \frac{1}{2} \sqrt{\frac{\log n}{n}} \right) \xrightarrow{d} N(0, \frac{23}{80}). \]

This theorem follows from the following proposition about the joint asymptotics of the two empirical correlations.

**Proposition 4.6.** Assume \( X,Y \) are independent and continuously distributed. Then
\[ \left( \sqrt{n} \hat{C}_n(X,Y), \frac{n \hat{C}_{mon}(X,Y) - \log n}{\sqrt{\log n}} \right) \xrightarrow{d} N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2/5 & 0 \\ 0 & 3 \end{pmatrix} \right). \]

**Proof of Theorem 4.5.** Let
\[ Z_n := n \hat{C}_{mon}(X,Y). \]
By Taylor’s remainder theorem, we have
\[ \sqrt{Z_n} = \sqrt{\log n} + \frac{1}{2\sqrt{\log n}} (Z_n - \log n) - \frac{1}{8\xi_n^{3/2}} (Z_n - \log n)^2, \]
where \( \xi_n \) is between \( Z_n \) and \( \log n \). By Proposition 4.6, we obtain
\[
\sqrt{Z_n} - \sqrt{\log n} = \frac{1}{2\sqrt{\log n}} (Z_n - \log n) + o_P(1).
\]
We thus have
\[
\sqrt{n} \left( \hat{\mathcal{C}}_{\text{mon}}(X,Y) - \frac{1}{2} \sqrt{\frac{\log n}{n}} \right) = \frac{1}{2} \sqrt{n} \hat{\mathcal{C}}_n(X,Y) + \frac{1}{4} n \hat{\mathcal{C}}_{\text{mon}}(X,Y) - \log n \frac{1}{\sqrt{\log n}} + o_P(1).
\]
We may now finish by Proposition 4.6 and Slutsky’s lemma.

\[\square\]

**Remark 4.7.** As we will see, the distribution of \( n \hat{\mathcal{C}}_{\text{mon}}(X,Y) \) may be approximately described as follows. First, sample \( N_n \), which is distributed as the number of cycles in a uniform random permutation on \([n]\) (and which has an explicit distributional representation as a sum of independent Bernoullis; see e.g. \[17\] Section 2). Then generate a \( \chi^2_{N_n} \). This explains the scaling in the central limit theorem, since it is known that \( (N_n - \log n)/\sqrt{\log n} \overset{d}{\to} N(0,1) \) (see e.g. \[17\] Section 2), and \( (\chi^2_n - n)/\sqrt{n} \overset{d}{\to} N(0,2) \).

We now begin towards the proof of Proposition 4.6 To start, sort \( X^{(1)} < \cdots < X^{(n)} \) (the inequalities are strict since \( X \) has continuous distribution), and let \( Y^{(i)} \) be the \( Y \) sample corresponding to \( X^{(i)} \). Let \( \hat{z}_1 \leq \cdots \leq \hat{z}_n \) be the isotonic regression of \( \hat{G}_n(Y) \) on \( X \), i.e. the solution to the minimization problem
\[
\inf_{\hat{z}_1 \leq \cdots \leq \hat{z}_n} \frac{1}{n} \sum_{i=1}^{n} (\hat{G}_n(Y^{(i)}) - \hat{z}_i)^2.
\]
The solution satisfies
\[
\frac{1}{n} \sum_{i=1}^{n} \hat{z}_i = \frac{1}{n} \sum_{i=1}^{n} \hat{G}_n(Y_i).
\]
Since \( Y \) is continuous, the right hand side above will deterministically be
\[
\mu_n := \frac{1}{2} \left( 1 + \frac{1}{n} \right),
\]
and moreover
\[
\sigma_n^2 := \frac{1}{12} \left( 1 - \frac{1}{n^2} \right) = \text{Var}_n(\hat{G}_n(Y)).
\]
We then have that
\[
\hat{\mathcal{C}}_{\text{mon}}(X,Y) = \frac{1}{\sigma_n^2} \frac{1}{n} \sum_{i=1}^{n} (\hat{z}_i - \mu_n)^2 = \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\hat{z}_i - \mu_n}{\sigma_n} \right)^2.
\]
Note also that if \( \tilde{z}_1, \ldots, \tilde{z}_n \) is the isotonic regression of \( (\hat{G}_n(Y) - \mu_n)/\sigma_n \) on \( X \), i.e., the solution to the minimization problem

\[
\inf_{z_1 \leq \cdots \leq z_n} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\hat{G}_n(Y(i)) - \mu_n}{\sigma_n} - z_i \right)^2,
\]

then we have that \( (\tilde{z}_i - \mu_n)/\sigma_n = \tilde{z}_i \) for all \( 1 \leq i \leq n \), and thus

\[
\hat{C}_{\text{mon}}(X, Y) = \frac{1}{n} \sum_{i=1}^{n} \tilde{z}_i^2.
\]

Since \( X, Y \) are independent and \( Y \) is continuous, we have that the random vector \( (n\hat{G}_n(Y_1), \ldots, n\hat{G}_n(Y_n)) \) has the same distribution as \( \pi \), a uniform random permutation on \([n] := \{1, \ldots, n\}\). We thus have that \( \tilde{z}_1, \ldots, \tilde{z}_n \) has the same distribution as \( (\tilde{w}_1, \ldots, \tilde{w}_n) \), where the latter is the isotonic regression of \( (\pi/n - \mu_n)/\sigma \), i.e., solution to the minimization problem

\[
\inf_{w_1 \leq \cdots \leq w_n} \frac{1}{n} \sum_{i=1}^{n} \left( \frac{\pi(i)/n - \mu_n}{\sigma_n} - w_i \right)^2.
\]

Recalling the definition (1.1) of \( \hat{C}_n(X, Y) \), we further obtain that the random vector \( (C_n(X, Y), \hat{C}_{\text{mon}}(X, Y)) \) has the same distribution as

\[
\left( 1 - \frac{3}{n^2 - 1} \sum_{i=1}^{n-1} |\pi(i) - \pi(i+1)|, \frac{1}{n} \sum_{i=1}^{n} \tilde{w}_i^2 \right).
\]

We thus have reduced the problem to analyzing statistics of a uniform random permutation.

The key tool in our analysis will be the following bijection on permutations, which we now begin to describe, following [17, Section 3]. We start by fixing some real numbers \( y_1, \ldots, y_n \) which are linearly independent over \( \mathbb{Z} \); i.e., if \( a_1, \ldots, a_n \in \mathbb{Z} \) are such that \( a_1 y_1 + \cdots + a_n y_n = 0 \), then \( a_1 = \cdots = a_n = 0 \). Given a permutation \( \tau = (\tau(1), \ldots, \tau(n)) \), define the cumulative sum process \( S_\tau : [0, n] \to \mathbb{R} \) by linearly interpolating between the points \( S_\tau(0) := 0, S_\tau(i) := y_{\tau(1)} + \cdots + y_{\tau(i)} \) for \( 1 \leq i \leq n \). Let \( M_\tau \) be the greatest convex minorant of \( S_\tau \) (technically [17, Section 3] considers the least concave majorant, but by a sign change we see that everything in the section also applies to the greatest convex minorant). Note \( M_\tau \) will be a piecewise linear function, and so let \( 0 = i_0 < i_1 < \cdots < i_m = n \) denote the knots of \( M_\tau \). Now define the permutation \( \tilde{\tau} \) as the product of cycles

\[
\tilde{\tau} := (\tau_{i_0+1}, \ldots, \tau_{i_1})(\tau_{i_1+1}, \ldots, \tau_{i_2}) \cdots (\tau_{i_{m-1}+1}, \ldots, \tau_{i_m}).
\]

It is proven in [17, Section 4] that this map \( \tau \mapsto \tilde{\tau} \) is a bijection. Call this map \( B \). To be clear, \( B \) is defined by the real numbers \( y_1, \ldots, y_n \), which were assumed to be linearly independent. This bijection on permutations is called the Bohnenblust-Spitzer algorithm.
To see how the Bohnenblust-Spitzer algorithm relates to our current situation, we now describe a well known explicit representation for the \( \hat{w}_i \). For \( 1 \leq i \leq n \), define

\[
x_i := \frac{1}{\sigma_n} \left( \frac{i}{n} - \mu_n \right).
\]

Let \( S_\pi \) be the cumulative sum process defined as in the previous paragraph, but now using \( x_1, \ldots, x_n \). Let \( M_\pi \) be the greatest convex minorant of \( S_\pi \). Then for each \( 1 \leq i \leq n \), \( \hat{w}_i \) is equal to the left hand slope of \( M_\pi \) at \( i \) (see e.g. [13, Theorem 1.2.1]). So given two consecutive knots \( i_{k-1} < i_k \) of \( M_\pi \), and a point \( i_{k-1} < i \leq i_k \), we have

\[
\hat{w}_i = \frac{S_\pi(i_k) - S_\pi(i_{k-1})}{i_k - i_{k-1}} = \frac{x_{\pi(i_{k-1}+1)} + \cdots + x_{\pi(i_k)}}{i_k - i_{k-1}}.
\]

(4.4)

Now define the functions on permutations of \([n]\)

\[
f_1(\tau) := 1 - \frac{3n}{n^2 - 1} \sum_{C \in \tau} \sum_{(i,j) \in C} \left| \frac{i}{n} - \frac{j}{n} \right|,
\]

\[
f_2(\tau) := \sum_{C \in \tau} \left( \frac{1}{\sqrt{|C|}} \sum_{i \in C} x_i \right)^2,
\]

where \( \sum_{C \in \tau} \) denotes summation over the cycles of \( \tau \), \(|C|\) is the length of \( C \), and if \( C = (i_1, \ldots, i_k) \), then \( \sum_{(i,j) \in C} \) means we are summing over consecutive pairs \((i_1, i_2), (i_2, i_3), \ldots, (i_k, i_1)\), and \( \sum_{i \in C} \) means we are summing over \( i_1, \ldots, i_k \). The next lemma allows us to prove Proposition 4.6 by studying \((f_1(\rho), f_2(\rho))\), for \( \rho \) a uniform random permutation on \([n]\).

Lemma 4.8. For all \( n \geq 2 \), there is a coupling \((\pi, \rho)\), such that both \( \pi, \rho \) are uniform random permutations on \([n]\), and

\[
\sqrt{n} \left( 1 - \frac{3 \sum_{i=1}^{n-1} |\pi(i) - \pi(i+1)|}{n^2 - 1} \right) = \sqrt{n} f_1(\rho) + o_P(1),
\]

\[
\sum_{i=1}^{n} \hat{w}_i^2 = f_2(\rho) + o_P(1).
\]

Proof. Fix \( n \geq 2 \). We use the Bohnenblust-Spitzer algorithm. There is the slight problem that \( x_1, \ldots, x_n \) are not linearly independent over \( \mathbb{Z} \). This can be remedied by introducing \( \delta := 2^{-n} \) (say), and taking a perturbation \( x_1^\delta, \ldots, x_n^\delta \) which is linearly independent over \( \mathbb{Z} \) and such that \( |x_i^\delta - x_i| \leq \delta \) for all \( 1 \leq i \leq n \). Let \( B^\delta \) be the bijection given by the Bohnenblust-Spitzer algorithm applied with \( x_1^\delta, \ldots, x_n^\delta \). Since \( B^\delta \) is a bijection, \( B^\delta(\pi) \) is also a uniform random permutation. Set \( \rho := B^\delta(\pi) \).

We show the second statement first. Let \( \hat{w}_1^\delta, \ldots, \hat{w}_n^\delta \) be the isotonic regression of \( x_{\pi(1)}^\delta, \ldots, x_{\pi(n)}^\delta \). First, since isotonic regression is a projection
onto a convex cone and thus is 1-Lipschitz, we have
\[ \sum_{i=1}^{n} (\tilde{w}_i - \tilde{w}_i^\delta)^2 \leq \sum_{i=1}^{n} (x_i - x_i^\delta)^2 \leq n\delta^2, \]
and thus applying Cauchy-Schwarz, we obtain
\[ \left| \sum_{i=1}^{n} \tilde{w}_i^2 - \sum_{i=1}^{n} (\tilde{w}_i^\delta)^2 \right| = O(n\delta). \]
Now observe that by the definition of \( B^\delta(\pi) \) (4.3) and the characterization of the isotonic regression (4.4), we have
\[ \sum_{i=1}^{n} (\tilde{w}_i^\delta)^2 = \sum_{C \in \rho} |C| \left( \frac{1}{|C|} \sum_{i \in C} x_i^\delta \right)^2 = \sum_{C \in \rho} \left( \frac{1}{\sqrt{|C|}} \sum_{i \in C} x_i^\delta \right)^2 =: f_2^\delta(\rho), \]
and moreover
\[ |f_2^\delta(\rho) - f_2(\rho)| = \sum_{C \in \rho} O(\sqrt{|C|}) \sqrt{|C|} \delta = O(n\delta). \]
Putting everything together, we obtain the second statement (actually we have proven something slightly stronger – the \( o_P(1) \) can be replaced by \( o(1) \)).

For the first statement, observe that the differences only arise when we wrap around a cycle of \( \rho \), or at the boundary between two cycles of \( \rho \). Let \( N_n \) be the number of cycles of \( \rho \). This then gives
\[ \sqrt{n} \left( 1 - \frac{3 \sum_{i=1}^{n-1} |\pi(i) - \pi(i + 1)|}{n^2 - 1} - f_1(\rho) \right) = O \left( \frac{N_n}{\sqrt{n}} \right). \]
The desired statement now follows since \( \mathbb{E}N_n = O(\log n) \) (see e.g. [17, Section 2]).

We have thus reduced to studying the joint asymptotics of \((f_1(\rho), f_2(\rho))\), for a uniform random permutation \( \rho \). We will now suppose \( \rho \) is sampled as follows. First, sample \( L_1 \geq \cdots \geq L_{N_n} \), which are distributed as the ranked cycle lengths of a uniform random permutation on \([n]\) (and so \( N_n \) is distributed as the number of cycles). For \( 1 \leq i \leq N_n \), let \( a_i := L_1 + \cdots + L_i \), and let \( a_0 := 0 \). Independently of \( L_1, \ldots, L_{N_n} \), sample \( V_1, \ldots, V_n \) i.i.d. \( \text{Unif}(0, 1) \), and let \( \hat{F}_n \) be the empirical cdf of the \( V \) sample. Let \( \eta \) be the permutation defined by \( \eta(i) := \hat{F}_n(V_i), 1 \leq i \leq n \). Note \( \eta \) itself is a uniform random permutation on \([n]\). Finally, set \( \rho \) to be the product of cycles
\[ \rho := (\eta(a_0 + 1), \ldots, \eta(a_1)) \cdots (\eta(a_{N_n-1} + 1), \ldots, \eta(a_{N_n})). \]
For \( 1 \leq i \leq n \), let
\[ \tilde{V}_i := \frac{1}{\sqrt{12}} \left( V_i - \frac{1}{2} \right). \]
Let \( 1 \leq A_n \leq B_n \leq N_n \) be such that \( L_{A_n+1} \geq \cdots \geq L_{B_n} \) are exactly the cycle lengths which are in the interval \([\lfloor \log n \rfloor, n/\lfloor \log n \rfloor)\). If there are no such cycle lengths, trivially set \( A_n := 0, B_n := 0 \). The need for introducing
A\textsubscript{n}, B\textsubscript{n} is detailed at two points later on, just before Lemma 4.11 and just before the proof of Proposition 4.6. Let \( F\textsubscript{n} := \sigma(N\textsubscript{n}, L_1, \ldots, L_{N\textsubscript{n}}) \). Before continuing, we collect in the following lemma some basic facts about the cycles of random permutations.

**Lemma 4.9.** For \( 1 \leq i \leq n \), the expected number of cycles of length \( i \) in a uniform random permutation on \([n]\) is exactly \( i^{-1} \). Consequently, \( \mathbb{E} N\textsubscript{n} = O(\log n) \), and also

\[
\mathbb{E}(N\textsubscript{n} - (B\textsubscript{n} - A\textsubscript{n})) = O(\log \log n).
\]

We also have that

\[
\frac{N\textsubscript{n} - \log n}{\sqrt{\log n}} \overset{d}{\rightarrow} N(0, 1).
\]

Consequently, \( N\textsubscript{n} / \log n \overset{p}{\rightarrow} 1 \).

**Proof.** For the first claim, see e.g. [10, Theorem 2]. Using this claim, we have

\[
\mathbb{E}(N\textsubscript{n} - (B\textsubscript{n} - A\textsubscript{n})) \leq \sum_{i=1}^{(\log n)^{10}} \frac{1}{i} + \sum_{i=n/(\log n)^{10}}^{n} \frac{1}{i} = O(\log \log n).
\]

For a proof of the central limit theorem, see e.g. [17, Section 2]. \( \square \)

The following lemma is an intermediate step in simplifying \( f_1(\rho), f_2(\rho) \).

**Lemma 4.10.** We have

\[
\sqrt{n} f_1(\rho) = \frac{1}{n} \sum_{i=1}^{n-1} (1 - 3|\eta(i)/n - \eta(i+1)/n|) + o_P(1),
\]

\[
f_2(\rho) = \sum_{i=A_n+1}^{B_n} \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_{i-1}+1}^{a_{i}} \tilde{V}_j \right)^2 + o_P(\sqrt{\log n}).
\]

**Proof.** First, observe that

\[
\sqrt{n} \left( f_1(\rho) - \frac{1}{n} \sum_{C \in \rho} \sum_{(i,j) \in C} (1 - 3|\rho(i)/n - \rho(j)/n|) \right) = O\left( \frac{1}{n^{3/2}} \right).
\]

Next, observe

\[
\sqrt{n} \left( \frac{1}{n} \sum_{C \in \rho} \sum_{(i,j) \in C} |\rho(i)/n - \rho(j)/n| - \frac{1}{n} \sum_{i=1}^{n-1} |\eta(i)/n - \eta(i+1)/n| \right) = O\left( \frac{N_n}{\sqrt{n}} \right).
\]

The first claim now follows, since \( \mathbb{E} N\textsubscript{n} = O(\log n) \) (by Lemma 4.9).

For the second claim, observe

\[
\left| f_1(\rho) - \sum_{i=A_n+1}^{B_n} \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_{i-1}+1}^{a_{i}} \tilde{V}_j \right)^2 \right| \leq R_1 + R_2,
\]
with

$$R_1 := \sum_{C \in \rho} \left( \frac{1}{\sqrt{|C|}} \sum_{i \in C} x_i \right)^2,$$

$$R_2 := \sum_{i=A_n+1}^{B_n} \left| \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} x_{\eta(j)} \right)^2 - \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} \tilde{V}_j \right)^2 \right|.$$

To bound $R_1$, observe that if we condition on $\mathcal{F}_n$, then for any $1 \leq i \leq N_n$, we have

$$E \left[ \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} x_{\eta(j)} \right)^2 \bigg| \mathcal{F}_n \right] = O(1).$$

We can thus obtain (recalling Lemma 4.9)

$$E R_1 = O(E(N_n - (B_n - A_n))) = O(\log \log n).$$

We thus have $R_1 = o_p(\sqrt{\log n})$.

Next, we will show that $E R_2 = O(1)$, which implies $R_2 = o_p(\sqrt{\log n})$.

Let $\Delta_n := \sup_{x \in [0,1]} |\hat{F}_n(x) - x|$. Observe for any $1 \leq i \leq N_n$, we have by Cauchy-Schwarz

$$E \left[ \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} x_{\eta(j)} \right)^2 - \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} \tilde{V}_j \right)^2 \bigg| \mathcal{F}_n \right] \leq S_1 S_2,$$

where

$$S_1 := \left( E \left[ \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} x_{\eta(j)} + \tilde{V}_j \right)^2 \bigg| \mathcal{F}_n \right] \right)^{1/2},$$

$$S_2 := \left( E \left[ \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i+1}^{a_{i+1}} x_{\eta(j)} - \tilde{V}_j \right)^2 \bigg| \mathcal{F}_n \right] \right)^{1/2}.$$

The inequality $(x + y)^2 \leq 2x^2 + 2y^2$ and a moment computation gives

$$S_1 = O(1).$$

To bound $S_2$, we have by the definition of $\Delta_n$, the independence of $\Delta_n$ and $\mathcal{F}_n$, and the facts $|\mu_n - 1/2| \leq 1/n, |\sigma_n - 1/2\sqrt{12}| = O(1/n^2), E\Delta_n^2 = O(1/n)$ (which follows by e.g. the Dvoretzky-Kiefer-Wolfowitz inequality),

$$S_2 \leq O(n^{-1/2}) \sqrt{L_i}.$$

We thus obtain

$$E R_2 = O(n^{-1/2}) E \left[ \sum_{i=A_n+1}^{B_n} \sqrt{L_i} \right].$$

By Lemma 4.9 we have

$$E \left[ \sum_{i=A_n+1}^{B_n} \sqrt{L_i} \right] \leq \sum_{i=1}^{n} \sqrt{\frac{1}{i}} = O(n^{1/2}).$$
The desired result now follows.

We now show that the simplified version of $f_2(\rho)$ given by Lemma 4.10 is asymptotically normal. Here is where we crucially use our lower bound on the cycle lengths $L_j$ for $A_n + 1 \leq j \leq B_n$, because this ensures that every term in the quantity $T_n$ defined below is approximately a $\chi^2(1)$, meaning $T_n$ is approximately a $\chi^2(B_n - A_n)$.

**Lemma 4.11.** We have

$$\frac{1}{\sqrt{\log n}} \left( \sum_{i=A_n+1}^{B_n} \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i-1+1}^{a_i} \tilde{V}_j \right)^2 - \log n \right) \overset{d}{\to} N(0, 3).$$

**Proof.** Let

$$T_n := \sum_{i=A_n+1}^{B_n} \left( \frac{1}{\sqrt{L_i}} \sum_{j=a_i-1+1}^{a_i} \tilde{V}_j \right)^2.$$

Let $M_n := B_n - A_n$. Since $\mathbb{E}(N_n - M_n) = O(\log \log n)$ (by Lemma 4.9), we have

$$\frac{1}{\sqrt{\log n}} (T_n - \log n) = \frac{1}{\sqrt{\log n}} (T_n - M_n) + \frac{1}{\sqrt{\log n}} (N_n - \log n) + o_p(1).$$

We know that $(N_n - \log n)/\sqrt{\log n} \overset{d}{\to} N(0, 1)$ (by Lemma 4.9). Thus it suffices to show that for all $\theta \in \mathbb{R}$, we have

$$\mathbb{E} \left[ \exp \left( i\theta (T_n - M_n)/\sqrt{\log n} \right) \bigg| \mathcal{F}_n \right] \overset{p}{\to} \exp(-\theta^2).$$

To start, for $k \geq 1$, let $\phi_k$ be the characteristic function of

$$\left( \frac{1}{\sqrt{k}} \sum_{i=1}^{k} \tilde{V}_i \right)^2.$$

By the central limit theorem and the continuous mapping theorem, we have that $\phi_k \to \phi$ pointwise, where $\phi$ is the characteristic function of $\chi^2(1)$. Moreover, we claim that for all $M > 0$, we have

$$\sup_{|\theta| \leq M} |\phi_k(\theta) - \phi(\theta)| = O \left( \frac{1 + M^3}{k} \right), \quad (4.5)$$

For now let us take the claim as given. Observe

$$\mathbb{E} \left[ \exp \left( i\theta (T_n - M_n)/\sqrt{\log n} \right) \bigg| \mathcal{F}_n \right] = \prod_{j=A_n+1}^{B_n} \phi_{L_j}(\theta/\sqrt{\log n}) e^{-i\theta/\sqrt{\log n}}.$$
Observe moreover that
\[
\left| \prod_{j=A_n+1}^{B_n} \phi_{L_j}(\theta/\sqrt{\log n})e^{-i\theta/\sqrt{\log n}} - \prod_{j=A_n+1}^{B_n} \phi(\theta/\sqrt{\log n})e^{-i\theta/\sqrt{\log n}} \right| \leq \sum_{j=A_n+1}^{B_n} \left| \phi_{L_j}(\theta/\sqrt{\log n}) - \phi(\theta/\sqrt{\log n}) \right|.
\]

By the claim, and the fact that \(L_j \geq (\log n)^{10}\) for all \(A_n + 1 \leq j \leq B_n\), the right hand side above may be bounded by
\[
O \left( (1 + |\theta|^3) \sum_{j=A_n}^{B_n} \frac{1}{L_j} \right) = O \left( \frac{(1 + |\theta|^3)N_n}{(\log n)^{10}} \right) = o_P(1),
\]
where the second equality follows since \(\mathbb{E}N_n = O(\log n)\) (by Lemma 4.9).

For \(k \geq 1\), let \(\psi_k\) be the characteristic function of
\[
\frac{1}{\sqrt{k}} \sum_{i=1}^{k} (A_i - 1), \quad A_i \overset{i.i.d.}{\sim} \chi^2_1.
\]
Then we have shown that for all \(\theta \in \mathbb{R}\),
\[
\mathbb{E} \left[ \exp \left( i\theta (T_n - M_n)/\sqrt{\log n} \right) \right] - \psi_{M_n}(\theta \sqrt{M_n/\log n}) \overset{p}{\to} 0.
\]

Now observe that \(\psi_{M_n}\) is 1-Lipschitz for all \(n\), and \(M_n/\log n \overset{p}{\to} 1\) (by Lemma 4.9). Combining this with the central limit theorem, we have that
\[
\psi_{M_n}(\theta \sqrt{M_n/\log n}) \overset{p}{\to} \exp(-\theta^2).
\]
The desired result now follows, modulo the claim (4.5).

To show the claim, first let \(W_k := (k^{-1/2} \sum_{i=1}^{k} \tilde{V}_i)^2\), and let \(A \sim \chi^2_1\). For \(\theta \in \mathbb{R}\), let \(h_\theta : \mathbb{R} \to \mathbb{R}\) be defined by \(h_\theta(x) := \cos(\theta x)\). Note for \(0 \leq i \leq 3\), we have \(\sup_{x \in \mathbb{R}} |h^{(i)}(x)| \leq |\theta|^i\). Then by [6, Theorem 3.1], we have that for all \(\theta \in \mathbb{R}\), \(k \geq 1\),
\[
|\mathbb{E}h_\theta(W_k) - \mathbb{E}h_\theta(A)| = O \left( \frac{1 + |\theta|^3}{k} \right).
\]
Applying this theorem also to the functions \(g_\theta(x) := \sin(\theta x)\), we obtain the desired claim. \(\square\)

The following lemma is the key result needed to show asymptotic independence of \((f_1(\rho), f_2(\rho))\).
Lemma 4.12. We have
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n-1} (1-3|\eta(i)/n - \eta(i+1)/n|) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n-n/(\log n)^9} (2 - 3|V_i - V_{i+1}| - 6V_i(1 - V_i)) + o_P(1).
\]
Moreover, either side above converges in distribution to \( N(0,2/5) \).

Proof. From the proof of Theorem 2 in [1] (see in particular equations (5) and (9)), it is shown that
\[
\frac{1}{n^{1/2}(n-1)} \left( \sum_{i=1}^{n-1} |\eta(i) - \eta(i+1)| - n(n-1)/3 \right) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n-1} (|V_i - V_{i+1}| + 2V_i(1 - V_i) - 2/3) + o_P(1).
\]
From this it follows that
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n-1} (\frac{1}{n} - \frac{1}{n}) - 1/3 = \frac{1}{\sqrt{n}} \sum_{i=1}^{n-1} (|V_i - V_{i+1}| + 2V_i(1 - V_i) - 2/3) + o_P(1).
\]
By a variance calculation, we have that the right hand side above is equal to
\[
\frac{1}{\sqrt{n}} \sum_{i=1}^{n-n/(\log n)^9} (|V_i - V_{i+1}| + 2V_i(1 - V_i) - 2/3) + o_P(1).
\]
The first desired result now follows by combining the previous few observations. The convergence in distribution follows also by the previous few observations and [1, Theorem 2].

We are now ready to prove Proposition 4.6. Since we already have the marginal asymptotics by Lemmas 4.11 and 4.12, the major thing left is to show asymptotic independence of the two marginals. This is where we crucially use our upper bound on the cycle lengths \( L_j \) for \( A_n + 1 \leq j \leq B_n \), to ensure that the two marginals are essentially functions of disjoint sets of the \( V_j \) variables.

Proof of Proposition 4.6. Let
\[
W_n := \frac{1}{\sqrt{n}} \sum_{i=1}^{n-n/(\log n)^9} (2 - 3|V_i - V_{i+1}| - 6V_i(1 - V_i)),
\]
\[ Z_n := \frac{1}{\sqrt{\log n}} \left( \sum_{i=1}^{B_n} \frac{1}{\sqrt{L_i}} \sum_{j=\alpha_{i-1}+1}^{\alpha_i} \bar{V}_j \right)^2 - \log n. \]

By combining (4.2), and Lemmas 4.8, 4.10, 4.11 and 4.12, we have that it suffices to show the following. Let \( f, g : R \to \mathbb{R} \) be bounded and continuous. Then

\[
\lim_{n \to \infty} |\mathbb{E}f(W_n)g(Z_n) - \mathbb{E}f(W_n)\mathbb{E}g(Z_n)| = 0.
\]

For each \( n \), define the event

\[
E_n := \{ L_1 + \cdots + L_{A_n} > n - n/(\log n)^6 \} = \{ L_{A_n+1} + \cdots + L_{N_n} < n/(\log n)^9 \}
\]

where we have used the fact \( L_1 + \cdots + L_{N_n} = n \). Observe that on this event, the only \( \bar{V}_j \) variables which appear in \( E_n \) must have \( j > n - n/(\log n)^9 \).

From this, it follows that

\[
\mathbb{1}_{E_n} \mathbb{E}[f(W_n)g(Z_n) \mid \mathcal{F}_n] = \mathbb{1}_{E_n} \mathbb{E}[f(W_n) \mid \mathcal{F}_n] \mathbb{E}[g(Z_n) \mid \mathcal{F}_n] = \mathbb{1}_{E_n} \mathbb{E}[f(W_n)] \mathbb{E}[g(Z_n) \mid \mathcal{F}_n],
\]

where the second identity follows since \( V_1, \ldots, V_n \) is independent of \( \mathcal{F}_n \). Letting \( C \) be such that \( \sup_{x \in R} |f(x)|, \sup_{x \in R} |g(x)| \leq C \), we thus have

\[
\limsup_{n \to \infty} |\mathbb{E}f(W_n)g(Z_n) - \mathbb{E}f(W_n)\mathbb{E}g(Z_n)| \leq 2C^2 \limsup_{n \to \infty} \mathbb{P}(E_n^c).
\]

By Lemma 4.9, we have

\[
\mathbb{E}L_{A_n+1} + \cdots + L_{N_n} \leq \sum_{i \leq n/(\log n)^9} \frac{i}{i} = \frac{n}{(\log n)^{10}}.
\]

Combining this with Markov’s inequality, we obtain

\[
\mathbb{P}(E_n^c) = \mathbb{P}(L_{A_n+1} + \cdots + L_{N_n} \geq n/(\log n)^6) \leq \frac{1}{\log n}.
\]

The desired result now follows.

\[ \square \]

### 4.3. Other features of the isotonic case.

In the isotonic case there is a simple alternative to \( \hat{C}_{mon} \). Recall the Spearman correlation [15], (also known as Spearman’s \( \rho \)) given by, if both \( X \) and \( Y \) have continuous distribution,

\[
\hat{C}_S = \frac{\sum_{i=1}^{n} \left( i - \frac{n+1}{2} \right) S_i}{\sum_{i=1}^{n} (i - \frac{n+1}{2})^2} = \frac{1}{n\sigma_n^2} \sum_{i=1}^{n} \frac{i}{n} S_i - \frac{\mu_n}{\sigma_n^2}, \tag{4.6}
\]

where \( S_i = \hat{C}_n(Y_{(i)}) \) is the rank of \( Y_{(i)} \) (where as usual \( Y_{(i)} \) is the \( Y \) sample corresponding to the \( i \)th order statistic \( X_{(i)} \)), and as in Section 4.2 we have

\[
\mu_n = \frac{1}{2} \left( 1 + \frac{1}{n} \right), \quad \sigma_n^2 = \frac{1}{12} \left( 1 - \frac{1}{n^2} \right).
\]
For general \((X, Y)\) the population version is
\[
C_S(X, Y) := \text{corr}(F(X), G(Y)) = \frac{\text{Cov}(F(X), G(Y))}{\text{Var}(F(X))\text{Var}(G(Y))^{1/2}},
\]
where \(F, G\) are the marginal cdfs of \(X, Y\), respectively. It is well known [15] that \(C_S\) satisfies \(C_S = 1\) if and only if \(Y = g(X)\), where \(g\) is strictly increasing, and property B) holds partially, in that \(C_S = 0\) if \(X, Y\) are independent.

The general estimate of \(C_S(X, Y)\) is
\[
\hat{C}_S := \frac{\sum_{i=1}^n \hat{F}_n(X_i)\hat{G}_n(Y_i) - \bar{\hat{F}}_n \cdot \bar{\hat{G}}_n}{(\sum_{i=1}^n (\hat{F}_n(X_i) - \bar{\hat{F}}_n)^2 \sum_{i=1}^n (\hat{G}_n(Y_i) - \bar{\hat{G}}_n)^2)^{1/2}}, \tag{4.7}
\]
where \(\hat{F}_n, \hat{G}_n\) are the empirical cdfs of \(X, Y\), respectively, and
\[
\bar{\hat{F}}_n := \frac{1}{n} \sum_{i=1}^n \hat{F}_n(X_i),
\]
and \(\bar{\hat{G}}_n\) is similarly defined. In the case \(F, G\) are continuous, (4.7) reduces to (4.6), and further the distribution of \(\hat{C}_S\) if \(X, Y\) are independent doesn’t depend on \(F, G\) since \(F(X), G(Y) \overset{i.i.d.}{\sim}\text{Unif}(0, 1)\). For the case where \(F, G\) are continuous (but \(X, Y\) are not necessarily independent), the distribution of \(\hat{C}_S\) depends only on \(g(v|u)\), the conditional density of \(V := G(Y)\) given \(U := F(X)\), as is the case for Chatterjee’s correlation \(\hat{C}_n\).

4.3.1. A linear expansion. In the case of general \((X, Y)\) we write
\[
\hat{C}_S = Q(\hat{H}_n),
\]
where \(\hat{H}_n\) is the empirical joint distribution of the \((X_i, Y_i)\) pairs, \(1 \leq i \leq n\), and for any joint distribution \(H\),
\[
Q(H) := \frac{\int F(x)G(y)dH(x, y) - \mu(F)\mu(G)}{\sigma(F)\sigma(G)},
\]
where \(F, G\) are the marginals of \(H\), and
\[
\mu(F) := \int F(x)dF(x), \quad \sigma^2(F) := \int F(x)^2dF(x) - \mu(F)^2.
\]
A standard delta method argument yields an expansion for \(Q(\hat{H}) - Q(H)\), using
\[
\int \hat{F}_n(x)\hat{G}_n(y)d\hat{H}_n(x, y) = \int F(x)G(y)dH(x, y) + \int (\hat{F}_n - F(x))G(y)dH(x, y) + \int F(x)(\hat{G}_n - G(y))dH(x, y) + \int F(x)G(y)d(\hat{H}_n - H)(x, y) + o_P(n^{-1/2}),
\]
and
\[ \mu(\hat{F}_n) = \mu(F) + \int (\hat{F}_n - F)(x) dF(x) + \int F(x) d(\hat{F}_n - F)(x) + o_P(n^{-1/2}), \]

and similar expansions for \( \mu(\hat{G}_n) \) as well as \( \sigma(\hat{F}_n), \sigma(\hat{G}_n) \). We do not develop the general details here but give the calculation for \( F, G \) continuous and \( X, Y \) independent. In that case all terms but the last are treated as known, and we can obtain (using integration by parts in the appropriate places)

\[ \hat{C}_S = \frac{12}{n} \sum_{i=1}^{n} (U_i - 1/2)(V_i - 1/2) + o_P(n^{-1/2}), \]

where \( U_i = F(X_i), V_i = G(Y_i), \) so that \( U_i, V_i, 1 \leq i \leq n \) are i.i.d. Unif(0, 1).

On the other hand, recall

\[ \hat{C}_n(X, Y) = 1 - \frac{3n}{n^2 - 1} \sum_{i=1}^{n-1} |\hat{G}_n(Y_{(i)}) - \hat{G}_n(Y_{(i+1)})|, \]

where the dependence on the \( X \) sample is only through the indices \( (i) \). Observe that as in the proof of Lemma 4.12, we have from the proof of Theorem 2 in [1] (see in particular equations (5) and (9)), we may obtain

\[ \hat{C}_n(X, Y) = \frac{3}{n} \sum_{i=1}^{n-1} (2/3 - |V_{(i)} - V_{(i+1)}| - 2V_{(i)}(1 - V_{(i)})) + o_P(n^{-1/2}). \] (4.8)

Now by a CLT for triangular arrays of 1-dependent random variables (see e.g. the Theorem of [11]), and the Cramér-Wold device, we may obtain

\[ (\sqrt{n}\hat{C}_n, \sqrt{n}\hat{C}_S) \xrightarrow{d} N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2/5 & 0 \\ 0 & 1/12 \end{pmatrix} \right), \]

so that in particular, for any \( \lambda \in (0, 1) \), we have

\[ \sqrt{n}(\lambda\hat{C}_n + (1 - \lambda)\hat{C}_S) \xrightarrow{d} N(0, 2\lambda^2/5 + (1 - \lambda)^2/12). \]

4.4. A local power calculation. We will make a local power calculation for \( \lambda\hat{C}_n + (1 - \lambda)\hat{C}_S \) and for \( \lambda\hat{C}_n + (1 - \lambda)\hat{C}_S \) using contiguity theory (see [9] or [18, Chapters 6-8]). We make the following assumptions:

I \( (X, Y) \) has a joint density. Then, \( F \) and \( G \) are continuous, and we denote the conditional density of \( V := G(Y) \) given \( U := F(X) \) as \( g(v|u) \).

II We have a model \( g_\theta(v|u), |\theta| < 1, \) with \( g_\theta(v|u) = g_\theta(v) = \mathbb{1}_{(0,1)}(v) \) (independence).

III Suppose

\[ \hat{\ell}_0(u, v) := \frac{\partial}{\partial \theta} \log g_\theta(v|u) \bigg|_{\theta=0} \]
exists, and suppose the family \( \{g_\theta(v|u)\}_{\theta < 1} \) is quadratic mean differentiable at \( \theta = 0 \) with score function \( \ell_0(U, V) \). That is, we have
\[
\int \left( \sqrt{g_\theta(v|u)} - \sqrt{g_0(v)} - (1/2)\theta \ell_0(u, v) \sqrt{g_0(v)} \right)^2 dudv = o(\theta^2).
\]
Moreover, assume \( \mathbb{E}_0 \ell_0(U, V)^2 > 0 \) (the assumption of quadratic mean differentiability implies \( \mathbb{E}_0 \ell_0(U, V)^2 < \infty \) and \( \mathbb{E}_0 \ell_0(U, V) = 0 \)).

For \( \theta \in \mathbb{R} \) let \( P_{n, \theta} \) be the product measure on \([0, 1] \times [0, 1] \) with density \( \prod_{i=1}^n g_\theta(v|u) \). Take \( t \in \mathbb{R} \) and let \( \theta_n := t/\sqrt{n} \). By Le Cam's Theorem (see e.g. [18, Theorem 7.2 and Example 6.5]), under our assumptions \( \{P_{n, \theta_n}\}_{n \geq 1} \) is contiguous with respect to \( \{P_{n, 0}\}_{n \geq 1} \). That is if \( T_n \) is a function of \(((U_i, V_i), 1 \leq i \leq n)\), then
\[
T_n \xrightarrow{P_{n, 0}} 0 \text{ implies } T_n \xrightarrow{P_{n, \theta_n}} 0.
\]
For our purposes, more importantly, Le Cam’s third lemma holds (see e.g. [18, Theorem 7.2 and Example 6.7]), stating if
\[
\left( \sqrt{n}T_n, \frac{1}{\sqrt{n}} \sum_{i=1}^n \ell_0(U_i, V_i) \right) \xrightarrow{d} N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} \sigma^2 & \rho \sigma \tau_0 \\ \rho \sigma \tau_0 & \tau_0^2 \end{pmatrix} \right)
\]
under \( \{P_{n, 0}\}_{n \geq 1} \), where \( \tau_0^2 := \mathbb{E}_0 \ell_0^2(U, V) \) the Fisher information, then under \( \{P_{n, \theta_n}\}_{n \geq 1} \), we have
\[
\sqrt{n}T_n \xrightarrow{d} N(tc, \sigma^2),
\]
where \( c := \rho \sigma \tau_0 \) is the asymptotic covariance (under \( \{P_{n, 0}\}_{n \geq 1} \)) between the statistic \( T_n \) and the score statistic.

Assuming (4.9) holds under \( \{P_{n, 0}\}_{n \geq 1} \), \( \sqrt{n}T_n/\sigma \) can be viewed as a test statistic for the hypothesis of independence, while
\[
L_n := \frac{1}{\tau_0 \sqrt{n}} \sum_{i=1}^n \ell_0(U_i, V_i)
\]
can be viewed as the asymptotically optimal test statistic for the family \( \{g_\theta(v|u)\}_{\theta < 1} \). The Pitman efficiency (see e.g. [18, Chapter 8]) of the first test to the second is by (4.9),
\[
e(T_n) = \rho^2.
\]
Note that \( \rho(L_n) = 1 \).

4.4.1. Comparison of \( \hat{C}_n \) to \( \hat{C}_{mon} \). Recall that we defined
\[
\hat{C}_{mon} := (1/2)(\hat{C}_n + \hat{C}_{mon}^{1/2}).
\]
Let us generalize this slightly to
\[
\hat{C}_{mon, \lambda} := \lambda \hat{C}_n + (1 - \lambda) \hat{C}_{mon}^{1/2}.
\]
As in the proof of Theorem 4.5 we can obtain that for $X, Y$ independent and continuously distributed,
\[
\sqrt{n}(\hat{C}_{\text{mon}, \lambda} - (1 - \lambda)\sqrt{\log n / n}) \xrightarrow{d} \frac{2}{5}\lambda^2 + \frac{3}{4}(1 - \lambda)^2.
\]
Now note that $\hat{C}_{\text{mon}}^{1/2}$ and $L_n$ are asymptotically independent. This follows by essentially the same argument given in Section 4.2 for the independence of $\hat{C}_n$ and $\hat{C}_{\text{mon}}$. Therefore, $\hat{C}_{\text{mon}, \lambda}$ always has Pitman efficiency less than that of $\hat{C}_n$ unless $\lambda = 1$. Specifically, the asymptotic correlation between $L_n$ and $\hat{C}_{\text{mon}, \lambda}$ is
\[
\frac{\lambda}{(\frac{2}{5}\lambda^2 + \frac{3}{4}(1 - \lambda)^2)^{1/2}} \lim_{n \to \infty} \text{Cov}(\hat{C}_n, L_n).
\]
This is equal to
\[
\frac{1}{(1 + \frac{15}{8}(1 - \lambda)^2)^{1/2}} \lim_{n \to \infty} \text{Cov}(\hat{C}_n, L_n) = \frac{1}{(1 + \frac{15}{8}(1 - \lambda)^2)^{1/2}} e^{1/2}(\hat{C}_n).
\]
We thus obtain
\[
e(\hat{C}_{\text{mon}, \lambda}) = \frac{e(\hat{C}_n)(1 + \frac{15}{8}(1 - \lambda)^2)^{1/2}}{1 + \frac{15}{8}(1 - \lambda)^2}.
\]
When $\lambda = 1/2$, we have
\[
e(\hat{C}_{\text{mon}}) = \frac{8}{23}e(\hat{C}_n).
\]

**4.4.2. Comparison of $\hat{C}_n$ to $\hat{C}_{\mathcal{S}}$.** We consider two different $\{g_\theta(v|u)\}_{|\theta|<1}$ models. The first corresponds to
\[
(X, Y) \sim N\left(\begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 1 & \theta \\ \theta & 1 \end{pmatrix}\right).
\]
In this case, we have (with $\Phi$ the standard Normal cdf, and $\Phi^{-1}$ its inverse)
\[
\hat{\ell}_0(u, v) = \Phi^{-1}(u)\Phi^{-1}(v),
\]
so that (recalling $U = \Phi(X), V = \Phi(Y)$)
\[
\hat{\ell}_0(U, V) = XY.
\]

**Proposition 4.13.** We have that the asymptotic covariance (under $\theta = 0$)
\[
\lim_{n \to \infty} \text{Cov}(\sqrt{n}\hat{C}_n, L_n) = 0.
\]
This proposition shows that $\hat{C}_n$ has no local power against contiguous alternatives for the bivariate Normal family, and also $e(\hat{C}_n) = 0$. This roughly corresponds to the linear situation in the simulation results presented in [4, Figure 5].
Proof. We proceed to calculate
\[
\lim_{n \to \infty} \text{Cov}(\sqrt{n} \hat{C}_n, L_n) = -\frac{3}{n} \lim_{n \to \infty} \sum_{i=1}^{n-1} \sum_{j=1}^{n} \text{Cov}(2V(1 - V(i)) + |V(i) - V(i+1)|, X(i)Y(i)),
\]
where we have used (4.8). Observe that \((V(i), 1 \leq i \leq n)\) are i.i.d. and independent of \((X(i), 1 \leq i \leq n)\) when \(\theta = 0\), and thus the sum in the right hand side above may be written
\[
\sum_{i=1}^{n-1} \text{Cov}(2V(1 - V(i)), X(i)Y(i)) + \sum_{i=1}^{n-1} \text{Cov}(|V(i) - V(i+1)|, X(i)Y(i) + X(i+1)Y(i+1)).
\]
Looking at say the second sum, observe for \(1 \leq i \leq n - 1\),
\[
\text{Cov}(|V(i) - V(i+1)|, X(i)Y(i)) = \mathbb{E}[|V(i) - V(i+1)|] \mathbb{E}X(i)
\]
We similarly have
\[
\text{Cov}(|V(i) - V(i+1)|, X(i+1)Y(i+1)) = \mathbb{E}[|V(i) - V(2)|] \mathbb{E}X(i+1)
\]
We thus obtain
\[
\frac{1}{n} \sum_{i=1}^{n-1} \text{Cov}(|V(i) - V(i+1)|, X(i)Y(i) + X(i+1)Y(i+1))
\]
\[
= \mathbb{E}[|V(1) - V(2)|] \mathbb{E}X(1)\frac{1}{n} \sum_{i=1}^{n-1} \mathbb{E}X(i+1)
\]
\[
= \mathbb{E}[|V(1) - V(2)|] \mathbb{E}X(1)\frac{1}{n} \mathbb{E}[X(1) + X(n)] \to 0,
\]
where the convergence to 0 follows since \(|\mathbb{E}X(1)|, |\mathbb{E}X(n)| = O(\sqrt{\log n})\). A similar calculation holds for the first sum in (4.10), and from this the desired result follows. \(\square\)

We now turn to considering more general trend models, of the form
\[
Y = \theta a(X) + \varepsilon,
\]
where \(X, \varepsilon \overset{i.i.d.}{\sim} N(0, 1)\), and \(\theta \in \mathbb{R}\). For simplicity, we will assume that \(a\) is bounded, and without loss of generality, we take \(\mathbb{E}a(X) = 0\). The following result is somewhat surprising, given the simulation results presented in [4, Figure 5].
**Proposition 4.14.** Under the general trend model as in (4.11), and with the assumptions as stated on $X, \varepsilon$, and $a$, we have that $\hat{C}_n$ has asymptotic correlation 0 with $L_n$, and consequently the Pitman efficiency of $\hat{C}_n$ is 0.

This proposition can be deduced from the following lemma, using essentially the same proof as for Proposition 4.13.

**Lemma 4.15.** We have that the score function
$$
\ell_0(u, v) = a(\Phi^{-1}(u))\Phi^{-1}(v).
$$

To start, the joint density of $X, Y$ is given by (with $\varphi$ the standard Normal density)
$$
f_\theta(x, y) = \varphi(x)\varphi(y - a(x)).
$$
The marginal density $f_\theta(y)$ of $Y$ is given by
$$
f_\theta(y) = \int f_\theta(x, y) dx = E\varphi(y - a(X)),
$$
and the cdf $F_\theta(y)$ of $Y$ is given by
$$
F_\theta(y) = \int_{-\infty}^{y} E\varphi(t - a(X))dt.
$$

Letting $U = \Phi(X)$, $V = F_\theta(Y)$, the joint density of $(U, V)$ is then
$$
g_\theta(u, v) = f_\theta(\Phi^{-1}(u), F_\theta^{-1}(v)) \frac{\partial}{\partial u}\Phi^{-1}(u) \frac{\partial}{\partial v} F_\theta^{-1}(v)
$$
$$
= \frac{\varphi(F_\theta^{-1}(v) - a(\Phi^{-1}(u)))}{f_\theta(F_\theta^{-1}(v))}.
$$

Since $U \sim \text{Unif}(0, 1)$, we have that the conditional density is equal to the joint density: $g_\theta(v|u) = g_\theta(u, v)$. Thus
$$
\frac{\partial}{\partial \theta} \log g_\theta(v|u) = \frac{\partial}{\partial \theta} \log \varphi(F_\theta^{-1}(v) - a(\Phi^{-1}(u))) - \frac{\partial}{\partial \theta} \log f_\theta(F_\theta^{-1}(v)).
$$

We break the calculation into the following two lemmas, which when combined, yield Lemma 4.15.

**Lemma 4.16.** We have
$$
\frac{\partial}{\partial \theta} \log \varphi(F_\theta^{-1}(v) - a(\Phi^{-1}(u))) \bigg|_{\theta=0} = a(\Phi^{-1}(u))\Phi^{-1}(v)
$$

*Proof.*** Using that $\varphi'(x) = -x\varphi(x)$, we have
$$
\frac{\partial}{\partial \theta} \log \varphi(F_\theta^{-1}(v) - a(\Phi^{-1}(u))) =
$$
$$
(\theta a(\Phi^{-1}(u)) - F_\theta^{-1}(v)) \left( \frac{\partial}{\partial \theta} F_\theta^{-1}(v) - a(\Phi^{-1}(u)) \right).
$$

Observe that
$$
0 = \frac{\partial}{\partial \theta} F_\theta(F_\theta^{-1}(v)) = f_\theta(F_\theta^{-1}(v)) \frac{\partial}{\partial \theta} F_\theta^{-1}(v) + \hat{F}_\theta(F_\theta^{-1}(v)), \quad (4.12)
$$
where
\[ \hat{F}_\theta(v) := \frac{\partial}{\partial \theta} F_\theta(v) \]
\[ = \int_{-\infty}^v E \left[ \frac{\partial}{\partial \theta} \varphi(t - \theta a(X)) \right] dt \]
\[ = \int_{-\infty}^v E[(t - \theta a(X)) \varphi(t - \theta a(X)) a(X)] dt. \]

Thus at \( \theta = 0 \), using the assumption \( Ea(X) = 0 \), we obtain
\[ \hat{F}_\theta(v) \bigg|_{\theta = 0} = 0. \]
Using (4.12), we thus obtain
\[ \frac{\partial}{\partial \theta} F_{\theta}^{-1}(v) \bigg|_{\theta = 0} = 0. \quad (4.13) \]
We thus have
\[(\theta a(\Phi^{-1}(u)) - F_{\theta}^{-1}(v)) \left( \frac{\partial}{\partial \theta} F_{\theta}^{-1}(v) - a(\Phi^{-1}(u)) \right) \bigg|_{\theta = 0} = a(\Phi^{-1}(U)) \Phi^{-1}(v), \]
where we used \( F_0 = \Phi \). The desired result now follows. \( \square \)

**Lemma 4.17.** We have
\[ \frac{\partial}{\partial \theta} \log f_{\theta}(F_{\theta}^{-1}(v)) \bigg|_{\theta = 0} = 0. \]

**Proof.** Observe we may write
\[ f_{\theta}(F_{\theta}^{-1}(v)) = E \varphi(F_{\theta}^{-1}(v) - \theta a(X)). \]
We have
\[ \frac{\partial}{\partial \theta} \varphi(F_{\theta}^{-1}(v) - \theta a(X)) = \]
\[ E \left[ (\theta a(X) - F_{\theta}^{-1}(v)) \varphi(F_{\theta}^{-1}(v) - \theta a(X)) \left( \frac{\partial}{\partial \theta} F_{\theta}^{-1}(v) - a(X) \right) \right]. \]
Recalling (4.13), at \( \theta = 0 \) the above reduces to
\[ \Phi^{-1}(v) \varphi(\Phi^{-1}(v)) E a(X) = 0. \]
The desired result now follows. \( \square \)

We can consider different families of local alternatives, for instance a mixture of \( \text{Unif}(0, 1) \) and an arbitrary conditional density \( g(v|u) \) on \( (0, 1) \):
\[ g_\theta(v|u) := 1 + \theta (g(v|u) - 1). \]
For simplicity, let us assume \( g \) is bounded, and if \( \theta < 0 \) then we assume \( \theta \) is small enough so that \( g_\theta(v|u) \geq 0 \) for all \( u, v \). We have
\[ \hat{\ell}_\theta(u, v) = g(v|u) - 1 \]
From this, one can show that (after some calculation as in the proof of Proposition 4.13)

\[ e(\hat{C}_n) = 9(\mathbb{E}[(2V_1(1-V_1) + |V_1 - V_2|)(g(V_1|U_1) - 1)])^2, \]

so that in general \( e(\hat{C}_n) > 0. \)

On the other hand, for the general trend model as in (4.11), it’s not hard to see that

\[ e(\hat{C}_S) = \frac{144}{\mathbb{E}a(X)^2}\text{Cov}((\Phi(X) - 1/2)(\Phi(Y) - 1/2), a(X)Y). \]

After some calculation (using \( \mathbb{E}a(X) = \mathbb{E}Y = 0 \)), we have

\[ \text{Cov}((\Phi(X) - 1/2)(\Phi(Y) - 1/2), a(X)Y) = \text{Cov}(\Phi(X)a(X), \Phi(Y)Y). \]

If \( a \) is nondecreasing and non-constant, then the above is strictly greater than 0 (which follows e.g. by expanding \( \mathbb{E}[(f(X) - f(Y))(g(X) - g(Y))] > 0 \) for the nondecreasing functions \( f(x) := a(x)\Phi(x), g(y) := \Phi(y)y \), as in the proof Chebyshev’s association inequality), and thus \( e(\hat{C}_S) > 0 \) in this case.

**Remark 4.18.** If we replace \( \hat{C}_S \) by the normal scores correlation

\[ \hat{C}_{NS} := \frac{1}{n} \sum_{i=1}^{n} \Phi^{-1}(i/n)\Phi^{-1}(S_i/n), \]

(where recall \( S_i \) is the rank of \( Y_{(i)} \)), then we can obtain \( \rho(\hat{C}_{NS}) = 1 \) for the linear trend model.
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