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Abstract

We propose and analyze a stabilizing iteration scheme for the algorithmic implementation of model predictive control for linear discrete-time systems. Polytopic input and state constraints are considered and handled by means of so-called relaxed logarithmic barrier functions. The required on-line optimization is based on warm starting and performs only a limited, possibly small, number of optimization algorithm iterations between two consecutive sampling instants. The optimization algorithm dynamics as well as the resulting suboptimality of the applied control input are taken into account explicitly in the stability analysis, and the origin of the resulting overall closed-loop system, consisting of state and optimization algorithm dynamics, is proven to be asymptotically stable. The corresponding constraint satisfaction properties are also analyzed. The theoretical results and a presented numerical example illustrate the fact that asymptotic stability as well as a satisfactory closed-loop performance can be achieved by performing only a single optimization algorithm iteration at each sampling step.

I. Introduction

Model predictive control (MPC) is a control strategy that solves, at each sampling instant, a suitably chosen finite horizon open-loop optimal control problem in a receding horizon fashion. While there exist various theoretical results concerning stability properties of the closed-loop system, see, e.g., [17] and references therein, these are often based on the assumption that the exact optimal solution is available immediately when the next state measurement becomes available. However, this assumption might not be valid when considering applications in which the optimization algorithm operates on the same time scale as the system to be controlled, for example due to fast system dynamics and/or the use of low-cost hardware. In this case, special measures have to be taken in order to ensure stability properties, or even recursive feasibility, of the closed-loop system. One possible approach is to speed up the optimization accordingly and then use again the aforementioned time-scale separation argument. In the case of linear systems, this might for example be achieved by making use of explicit MPC solutions [2, 20] or tailored, fast QP algorithms [11, 12, 16, 22, 23, 24, 27]. Another approach is to settle for approximate solutions and then take the suboptimality of the applied inputs explicitly into account within the stability analysis, see for example [18, 25, 30], or to compute the optimal solution based on a one-step-ahead prediction [29]. However, there are only few works which explicitly consider the dynamics of the optimization algorithm and acknowledge the fact that the optimization typically needs to be performed in parallel to the evolving system dynamics. Interesting exceptions are given by the works [5, 6], in which the authors present, for the case of unconstrained nonlinear systems, a so-called real-time iteration scheme that performs only one Newton based optimizer update per sampling instant. The authors rigorously analyze the combined dynamics consisting of system and optimizer state and provide a proof that the state of the corresponding overall closed-loop system asymptotically converges to zero over time. However, no input and state constraints are considered and the theoretical analysis is, as the authors themselves emphasize, carried out based on some technical assumptions that might be hard to verify for general practical applications. Nevertheless, the results represent a theoretical underpinning of the proposed iteration scheme and nicely illustrate possible benefits that might be gained by combining ideas from the areas of MPC stability theory and optimization algorithms.
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In contrast to this, we focus in this paper on the linear MPC case with polytopic input and state constraints and show that, by making use of the relaxed barrier function based framework presented in [6, 3], an MPC iteration scheme can be derived that allows to guarantee desirable systems theoretic properties based on standard linear MPC assumptions that can be easily verified. The iteration scheme is based on the idea to predict at each sampling instant the next system state, start the optimization procedure based on a suitable warm start solution, and then, at the end of the available computation time, simply apply the first element of the current, possibly suboptimal, optimizer state. Related to this scheme, the main contributions of this paper are as follows. First, we present an analysis of the resulting overall closed-loop system, consisting of plant and algorithm dynamics, in which we prove that, under standard assumptions, the origin of the combined state and optimizer dynamics will be asymptotically stable for any number of internal optimization algorithm iterations – including the case of performing only a single optimizer update at each sampling step. Second, we also study the resulting constraint satisfaction properties and show that, for a suitable subset of feasible initial conditions, the input and state constraints can be satisfied with arbitrary tolerance – including the case of exact constraint satisfaction – if the underlying relaxation as well as the initialization of the iteration scheme are chosen in a suitable way. Third, possible realizations of the underlying optimization algorithm are discussed based on gradient and Newton-type line search methods. In summary, we thus present a barrier function based MPC iteration scheme for which we prove asymptotic stability as well as desirable constraint satisfaction properties of the closed-loop system, independently of both the actual realization of the underlying optimization algorithm and the number of performed optimization algorithm iterations. To the best of our knowledge, an MPC algorithm with such guaranteed systems theoretic and algorithmic properties has not been discussed so far in the literature.

Note that efficient optimization algorithms for (non-relaxed) barrier function based linear MPC approaches have, for example, been discussed in [7, 23, 27, 28]. However, none of the aforementioned works analyzes the closed loop consisting of both system and optimization algorithm dynamics, and no proof of stability is given. Nevertheless, some of the presented concepts may in the future be helpful for speeding up the required line search also in the relaxed barrier function based framework.

The paper is organized as follows: necessary background on relaxed barrier function based MPC as well as some preliminary results are presented in Section II in Section III we state and discuss our main results concerning the outlined MPC iteration scheme; in Section IV, we illustrate some related aspects by means of a numerical example, before we state our conclusions in Section V.

Some remarks on the used notation are in place. \( \mathbb{R}_+, \mathbb{R}_{++}, \) and \( \mathbb{N}_+ \) denote the sets of nonnegative real, strictly positive real, and strictly positive natural numbers. \( \mathbb{S}^n_{++} \) and \( \mathbb{S}^n_+ \) refer to the sets of positive semi-definite and positive definite matrices of dimension \( n \in \mathbb{N}_+ \). For any given matrix \( M \) or vector \( v \), \( M^t \) and \( v^t \) refer to the \( t \)-th row or element, and \( \|x\|_M := (x^t M x)^{1/2} \) for \( M \in \mathbb{S}_+ \). A polytope is defined as compact intersection of a finite number of halfspaces and \( B_r^d(z_0) \) is the \( d \)-dimensional Euclidean ball with radius \( r \) and center \( z_0 \). For any set \( S, S^\circ \) denotes the open interior. Moreover, \( 1 := [1 \cdots 1]^T \). A function \( \alpha : \mathbb{R}_+ \to \mathbb{R}_+ \) with \( \alpha(0) = 0 \) is a \( K \)-function if it is continuous and strictly increasing; it is a \( K_\infty \) function if \( \alpha \in K \) and in addition \( \alpha(s) \to \infty \) for \( s \to \infty \). A function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is a \( KL \)-function if \( \beta(\cdot, t) \in K \) for fixed \( t \in \mathbb{R}_+ \), while for fixed \( s \in \mathbb{R}_+ \), the function \( \beta(s, \cdot) \) is decreasing and \( \beta(s, t) \to 0 \) as \( t \to \infty \).

II. Preliminary Results

In the following, we introduce the problem setup as well as some necessary background on relaxed barrier function based MPC.

A. Problem setup

We consider the control of linear time-invariant discrete-time systems of the form

\[
\begin{align}
 x(k+1) &= Ax(k) + Bu(k), \quad (1) \\
 x(k) &\in \mathcal{X} = \{ x \in \mathbb{R}^n : C_x x \leq d_x \}, \quad (2a) \\
 u(k) &\in \mathcal{U} = \{ u \in \mathbb{R}^m : C_u u \leq d_u \}, \quad (2b)
\end{align}
\]

where \( x(k) \in \mathbb{R}^n \) refers to the vector of system states and \( u(k) \in \mathbb{R}^m \) refers to the vector of system inputs, both at time instant \( k \geq 0 \). Moreover, the matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) describe the corresponding system dynamics, where we assume \((A, B)\) to be stabilizable. The control task is to regulate the system state to the origin while minimizing a given quadratic performance criterion and satisfying, whenever possible, polytopic state and input constraints of the form

\[
\begin{align}
 x(k) &\in \mathcal{X} = \{ x \in \mathbb{R}^n : C_x x \leq d_x \}, \quad (2a) \\
 u(k) &\in \mathcal{U} = \{ u \in \mathbb{R}^m : C_u u \leq d_u \}, \quad (2b)
\end{align}
\]

where \( C_x \in \mathbb{R}^{n \times n} \), \( C_u \in \mathbb{R}^{n \times m} \) and \( d_x \in \mathbb{R}^n_{++}, d_u \in \mathbb{R}^m_{++} \) with \( q_x, q_u \in \mathbb{N}_+ \). Note that both \( \mathcal{X} \) and \( \mathcal{U} \) contain the origin in their interior. In linear MPC, this problem setup is handled by solving, for current system state \( x = x(k) \) and finite prediction horizon \( N \in \mathbb{N}_+ \), an open-loop optimal control problem of the form

\[
\begin{align}
 J^*_N(x) &= \min_{u} N^{-1} \sum_{k=0}^{N-1} \ell(x_k, u_k) + F(x_N) \quad (3a) \\
 \text{s.t.} & \quad x_{k+1} = Ax_k + Bu_k, \quad x_0 = x, \quad (3b) \\
 & \quad x_k \in \mathcal{X}, \ k = 0, \ldots, N-1, \ x_N \in \mathcal{X}_f, \quad (3c) \\
 & \quad u_k \in \mathcal{U}, \ k = 0, \ldots, N-1, \quad (3d)
\end{align}
\]
where the stage cost \( \ell : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}_+ \) and the terminal cost \( F : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) are chosen as \( \ell(x, u) = \|x\|_Q^2 + \|u\|_R^2 \) and \( F(x) = \|x\|_P^2 \) for appropriate weight matrices \( Q \in \mathbb{S}^{n}_{++}, R \in \mathbb{S}^{m}_{++}, P \in \mathbb{S}^{n}_{++}. \) Furthermore, \( u = \{u_0, \ldots, u_{N-1}\} \) denotes the sequence of control inputs over the prediction horizon \( N, \) while \( \mathcal{X}_f \) refers to a closed and convex terminal constraint set that may be used to guarantee stability properties of the closed-loop system. Note that we make use of subindices to distinguish open-loop predictions \( x_k, u_k \) from actual state and input trajectories \( x(k), u(k). \) The control law is obtained by solving (4) at each sampling instant \( k \geq 0 \) and applying \( u(k) = u^*_k(x(k)) \) in a receding horizon fashion, where \( u^*_k \) is the first element of the optimal input sequence \( u^*. \) Different approaches on how to choose the corresponding parameters in order to guarantee stability properties of the closed-loop state dynamics are summarized in [17] and references therein – however, as discussed above, under the assumption that the exact optimal solution is available instantaneously.

### B. Relaxed Logarithmic Barrier Function Based MPC

The concept of relaxed logarithmic barrier function based MPC has been proposed recently in [9]. Here, the term relaxed relates to a logarithmic barrier function that is smoothly extended by a suitable penalizing term, which in general is assumed to be convex and globally defined [3, 14, 20]. For example, a relaxed logarithmic barrier function for the set \( \mathbb{R}_+ \) may be given by

\[
\hat{B}(z) = \begin{cases} 
- \ln(z) & z > \delta \\
\beta(z; \delta) := \frac{1}{2} \left( \frac{z - \delta}{\delta} \right)^2 - 1 & z \leq \delta,
\end{cases}
\]

where \( \delta \in \mathbb{R}_+ \) denotes the so-called relaxation parameter and \( \beta(\cdot; \delta) \) is a quadratic relaxing function [3, 14]. Obviously, the function \( \hat{B}(\cdot) \) is globally defined, twice continuously differentiable, and convex. For a polytopic set of the form \( \mathcal{P} = \{\xi \in \mathbb{R}^d : C\xi \leq d\} \) with \( C \in \mathbb{R}^{d \times r}, \) \( d \in \mathbb{R}^d_+ \), we may simply use \( B_P(\xi) = \sum_{i=1}^{r} B_i(\xi) \) with \( z_i(\xi) = -C_i^\top \xi + d^i \) and \( \hat{B}(\cdot) \) defined according to (4). Positive definiteness of the barrier function \( B_P(\cdot) \) with respect to the origin can be achieved by making use of suitable recentering procedures, see [10] and [9] for more details. For example, when using a weighting based recentering approach, we obtain

\[
\hat{B}_P(\xi) = \sum_{i=1}^{r} \left( 1 + w^i \right) \left( \hat{B}(-C_i^\top \xi + d^i) + \ln(d^i) \right),
\]

which can easily be shown to be positive definite for any \( 0 < \delta \leq \min\{d^1, \ldots, d^r\} \) and any \( w \in \mathbb{R}_+ \) satisfying \( \nabla \hat{B}_P(0) = C^\top \text{diag}(1, \ldots, 1)(1 + w) = 0 \) [10]. For the rest of the paper we can simply think of the recentering as a modification which ensures positive definiteness of a (relaxed) barrier function while preserving its main characteristics. The open-loop optimal control problem of relaxed barrier function based MPC then reads

\[
\hat{J}_N(x) = \min_{u} \sum_{k=0}^{N-1} \ell(x_k, u_k) + \hat{F}(x_N) \quad \text{s.t.} \quad x_{k+1} = Ax_k + Bu_k, \quad x_0 = x.
\]

Here, \( \ell(x, u) := \ell(x, u) + \varepsilon \hat{B}_x(x) + \varepsilon \hat{B}_u(u) \) is the modified stage cost, while \( \hat{B}_x(\cdot) \) and \( \hat{B}_u(\cdot) \) are centered relaxed logarithmic barrier functions of the form [9] for the polytopic constraint sets \( \mathcal{X} \) and \( \mathcal{U} \) in (4) for a given relaxation parameter \( \delta \in \mathbb{R}_+ \) and suitable weighting vectors \( w_x \in \mathbb{R}^r_{+}, w_u \in \mathbb{R}^{q \times m}_+. \) The positive scalar \( \varepsilon \in \mathbb{R}_+ \) is the barrier function weighting parameter which determines the influence of the barrier function values on the overall cost function. Note that the parameters \( \varepsilon \) and \( \delta \) are assumed to take fixed values and are not decreased to zero, as it is for example done in conventional interior-point methods or the trajectory optimization approach discussed in [14]. Furthermore, \( \hat{F} : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) denotes a suitable terminal cost function term which, as discussed in [9], is crucial for the stability properties of the closed-loop system. In the following, we consider a quadratic terminal cost function of the form

\[
\hat{F}(x) = x^\top P x,
\]

where \( P \in \mathbb{S}^n_{++} \) is a positive definite solution to the following algebraic Riccati equation

\[
K = - (R + B^\top P B + \varepsilon M_u)^{-1} B^\top P A \\
P = (A_K^\top P A_K + K(\varepsilon M_u) K + Q + \varepsilon M_x),
\]

with \( A_K := A + BK, \quad M_x := \frac{1}{2} C_x^\top \text{diag}(1 + w_x) C_x \) and \( M_u := \frac{1}{2m} C_u^\top \text{diag}(1 + w_u) C_u, \) respectively. For more details on this approach as well as on alternative choices for \( \hat{F}(\cdot), \) we refer the reader to Section IV.C of [9]. By eliminating the linear equality constraints and using a vectorized representation, problem (6) can be formulated as unconstrained minimization of a cost function of the form

\[
\hat{J}_N(U, x) = \frac{1}{2} U^\top H U + x^\top F U + x^\top Y x + \varepsilon \hat{B}_{xa}(U, x),
\]

where \( U := [u_0^\top \cdots u_{N-1}^\top]^\top \in \mathbb{R}^{nm} \) is the stacked open-loop input vector and \( \hat{B}_{xa} : \mathbb{R}^{nm} \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \) is a positive definite, convex, and continuously differentiable relaxed logarithmic barrier function for polypolytopic constraints of the form \( G U \leq d + Ex. \) The matrices \( H \in \mathbb{S}^{nm}_{++}, F \in \mathbb{R}^{n \times nm}, Y \in \mathbb{S}^n_+, G \in \mathbb{R}^{q \times nm}, \) \( d \in \mathbb{R}^q, \) and \( E \in \mathbb{R}^{q \times n} \) with \( q = N(q_x + q_u) \) can be constructed from \[6\] and the corresponding constraints by means of simple matrix operations, see Appendix A.1. Due to the design of the relaxed barrier functions, the above cost function is twice continuously differentiable and globally defined. Furthermore, we can state the following results, for which a proof is given in Appendix A.2.
Lemma 1. Let the cost function \( \hat{J}_N : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}_+ \) be associated to the relaxed barrier function based MPC approach based on [4]–[5]. Then,

i) \( \exists \alpha \in \mathbb{R}_+ \) such that for all \( (U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \) it holds that \( \alpha \| (U, x) \| \leq \hat{J}_N(U, x) \leq \tilde{\alpha} \| (U, x) \| \);

ii) \( \hat{J}_N(U, x) \) is strongly convex in \( U \), convex in \( x \), and there exist \( \sigma, L \in \mathbb{R}_+ \) such that for all \( (U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \) it holds that

\[
\sigma I \leq \nabla^2 \hat{J}_N(U, x) \leq LI \tag{10a}
\]

\[
\| \nabla U \hat{J}_N(U_1, x) - \nabla U \hat{J}_N(U_2, x) \| \leq L \| U_1 - U_2 \|; \tag{10b}
\]

iii) \( \exists k_f : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}^m \) with \( k_f(0, 0) = 0 \) such that for any \( (U_0, x_0) \) with successor state \( x_0^+ := Ax_0 + Bu_0 \),

\[
\hat{J}_N(U_0^+, x_0^+) - \hat{J}_N(U_0, x_0) < -\ell(x_0, u_0), \tag{11}
\]

where \( U_0^+ := [u_1^T \cdots u_{N-1}^T \ k_f(U_0, x_0)]^T \).

Using property iii) of the above Lemma together with standard optimality arguments, it is easy to show that, for any initial condition \( x(0) \in \mathbb{R}^n \) and any \( k \in \mathbb{N} \), the feedback \( u(k) = u_0^*(x(k)) \) yields

\[
\hat{J}_N(x(k+1)) - \hat{J}_N^*(x(k)) \leq -\ell(x(k), u_0^*(x(k))), \tag{12}
\]

which implies that the origin of the closed-loop system will be globally asymptotically stable, cf. Theorem 5 in [4]. Thus, based on the above relaxed barrier function based formulation, an asymptotically stabilizing control input is given by

\[
u(k) = \Pi_0 \hat{U}^*(x(k)), \quad \Pi_0 = \begin{bmatrix} I_m & 0 & \cdots & 0 \end{bmatrix}, \tag{13}\]

where \( \hat{U}^*(x) = \arg \min_U \hat{J}_N(U, x) \) is the state-dependent minimizer of (9). Note that Lemma 1 implies that for any given \( x \in \mathbb{R}^n \), the cost function \( \hat{J}_N(\cdot, x) \) belongs to the class of strongly convex \( C^2 \) functions with Lipschitz continuous gradient, for which many well-known and efficient optimization algorithms exist, e.g., like fast and conjugate gradient methods, the heavy-ball, or the Newton method. For these algorithms, we may then in principle obtain bounds on the number of iterations, and hence on the computation time, that is required for a given desired level of suboptimality, cf. [18], [24]. However, in this paper we want to follow a different approach and propose an iteration scheme which allows not only to analyze the overall closed-loop system consisting of both system state and optimization algorithm dynamics in an integrated fashion but also to prove stability properties of this system for an arbitrary, and not necessarily a priori specified, number of optimization algorithm iterations – including the case of performing only a single optimizer update at each sampling instant.

III. Main Results

In this section we are going to present our main results, consisting of the outlined barrier function based MPC iteration scheme (Section A), an analysis concerning stability and constraint satisfaction properties of the corresponding closed-loop system (Sections B and C), as well as a discussion on different realizations of the underlying iterative optimization algorithm (Section D).

A. The iteration scheme

The rather intuitive idea underlying the following MPC iteration scheme is to predict at each sampling instant the next system state, start the optimization procedure for this predicted state based on a suitable warm start solution, and then, at the end of the available computation time, simply apply the first element of the current, possibly suboptimal, optimizer state. A pseudo-code description of the iteration scheme is given in Algorithm 1 above, while a graphical illustration of the main idea can be found in Fig. 1. Aiming for a systems theoretic analysis, we may write the corresponding closed-loop system dynamics as

\[
x(k+1) = A(x(k) + B\Pi_0 U(k)), \quad x(0) = x_0, \tag{14a}
\]

\[
U(k+1) = \Phi^{i_T(k)}(U(k), x(k)), \quad U(0) = U_0, \tag{14b}
\]

where (14k) describes the dynamics of the controlled plant with \( \Pi_0 \in \mathbb{R}^{m \times N_m} \) being defined by (13). The dynamics of the controlled system state are coupled with the dynamics of the optimization algorithm, which are described by (14b). Here, \( \Phi^{i_T(k)} : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}^{Nm} \) denotes a suitable optimization algorithm operator that describes how the next optimizer state is computed at each sampling instant \( k \in \mathbb{N} \) based on the current optimizer state \( U(k) \) and the measured system state \( x(k) \) by performing \( i_T(k) \in \mathbb{N} \) optimization algorithm iterations. To be more precise, for given \( i_T(k) \in \mathbb{N} \), the operator \( \Phi^{i_T(k)} \) will be defined recursively as

\[
\Phi^0(U, x) = \Psi_o(U, x), \tag{15a}
\]

\[
\Phi^i(U, x) = \Psi_o(\Phi^{i-1}(U, x), Ax + B\Pi_0 U), \tag{15b}
\]

where a suitable warm start solution for the predicted next system state \( x^+ = Ax + B\Pi_0 U \) is in the first step obtained via the shift operator

\[
\Psi_o(U, x) = [u_1^T u_2^T \cdots u_{N-1}^T \ k_f(U, x)]^T, \tag{16}
\]

with \( k_f : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}^m \) chosen according to Lemma 1. Furthermore, \( \Psi_o : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}^{Nm} \) denotes a so-called optimizer update operator. We assume that

\[
\hat{J}_N(\Psi_o(U, x), x) - \hat{J}_N(U, x) \leq -\gamma(U, x) \tag{17}
\]

for all \( (U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \), where \( \gamma : \mathbb{R}^{Nm} \times \mathbb{R}^n \to \mathbb{R}_+ \) is a function satisfying \( \gamma(U, x) \geq 0 \ \forall (U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \) and
\[ \gamma(U, x) = 0 \Leftrightarrow \nabla_U \hat{J}_N(U, x) = 0. \] Different realizations of the operator \( \Psi_\alpha \) will be discussed later in Section B where we will also relate the function \( \gamma(\cdot, \cdot) \) directly to the step size and the search direction of the respective optimization algorithm. For the moment, we may think of \( \Phi^{\ell_T}(k) \) as an operator that improves the current solution by applying a fixed number of suitable optimizer updates to the shifted warm start solution \( \hat{U}(0) \). In the context of the rbMPC approach discussed above, we can exploit the fact that an explicit expression for a good warm start solution always exists, see property \( ii \) of Lemma 1. In the following, we will show that, under rather mild assumptions, Algorithm 1 leads to global asymptotic stability of the overall closed-loop system and in addition allows us to give hard guarantees concerning the satisfaction of the now relaxed input and state constraints.

B. Stability properties of the closed-loop system

Concerning the stability properties of the overall closed-loop system we can state the following results.

Theorem 1. Let the cost function \( \hat{J}_N : \mathbb{R}^{Nm} \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \) given in (9) be associated to the relaxed barrier function based MPC approach based on (4)–(5). Moreover, consider the closed-loop system with the operator \( \Phi^{\ell_T}(k) \) being defined according to (16)–(17). Then, for any sequence \( i_T = \{i_T(0), i_T(1), \ldots \} \), the origin \( (U, x, 0) = (0, 0) \) of system (14) is globally asymptotically stable.

Proof: We know that \( \alpha(||(U, x)||) \leq \hat{J}_N(U, x) \leq \bar{\alpha}(||U, x||) \) \forall (U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \) for some \( \underline{\alpha}, \bar{\alpha} \in \mathcal{K}_\infty \), see Lemma 1. In the following, we show that \( J_N(U(k), x(k)) \) will in addition always decrease to zero along trajectories of the closed-loop system. To this end, assume that we are given arbitrary initial conditions \((U_0, x_0) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \). Consider now the next system state \( x_0^+ = Ax + B\Pi_0 U_0 \) as well as \( U_0^+ = \Psi_\alpha(U_0, x_0) \). With the shift operator \( \Psi_\alpha(\cdot, \cdot) \) defined according to (16), it holds that

\[ \hat{J}_N(U_0^+, x_0^+) = \hat{J}_N(U_0, x_0) \leq -\ell(x, \Pi_0 U_0) \] (18)

due to property \( iii \) of Lemma 1. Thus, \( U_0^+ \) can be seen as a warm start solution for the next system state that will lead to a decrease in the cost function. Furthermore, condition \( (17) \) ensures that the optimization algorithm update, i.e., applying the operator \( \Psi_\alpha(\cdot, \cdot) \), will lead to an even further decrease. In particular, \( \hat{J}_N(\Phi^i(U_0, x_0), x_0^+) \leq \hat{J}_N(U_0^+, x_0^+) = \hat{J}_N(U_0, x_0) - \ell(x, \Pi_0 U_0) - \gamma(U_0^+, x_0^+) \) for any number \( i \in \mathbb{N}_\ast \) of optimization algorithm iterations. As the above also holds for any \((U(k), x(k))\), this finally leads to

\[ \hat{J}_N(U(k+1), x(k+1)) - \hat{J}_N(U(k), x(k)) \leq -\ell(x, \Pi_0 U(k)) - \gamma(U^+(k), x^+(k)) \] (19)

for all \( k \in \mathbb{N} \), where \( U^+(k) := \Psi_\alpha(U(k), x(k)) \) and \( x^+(k) = Ax(k) + B\Pi_0 U(k) \). As both \( \ell(\cdot, \cdot) \) and \( \gamma(\cdot, \cdot) \) are nonnegative, this implies that \( (U(k), x(k)) \) is stable. In particular, \( \|\hat{J}_N(U(k), x(k))\| \leq \alpha^{-1}(\delta(||U(0), x(0)||)) \) by property \( i \) of Lemma 1. Furthermore, the only solution that can stay identically in \( \Omega = \{(U, x) \in \mathbb{R}^{Nm} \times \mathbb{R}^n : \ell(x, \Pi_0 U) + \gamma(U^+, x^+) = 0 \} \) is given by \( (U, x) = 0 \), by which global asymptotic stability of the origin follows from the Barbashin-Krasovskii Theorem 13. The fact that \( \Omega = \{0\} \) can be shown with the following arguments. First of all, positive definiteness of \( \ell(\cdot, \cdot) \) implies \( x = 0 \) as well as \( \Pi_0 U = 0 \). As a direct consequence, \( x^+ = Ax + B\Pi_0 U = 0 \). Moreover, \( \gamma(U^+, x^+) = 0 \) implies that \( U^+ = U^+(x^+) \) and, hence, \( U^+ = U^*(0) = 0 \). As \( U^+ = \Psi_\alpha(U, x) \) with \( \Psi_\alpha(\cdot, \cdot) \) defined according to (16), it follows that \( u_i = 0 \) for \( i = 1, \ldots, N - 1 \). Together with \( \Pi_0 U = u_0 = 0 \), this finally shows that \( U = 0 \).

A direct consequence of Theorem 1 is that a fixed number of optimization algorithm updates may be chosen by the user without jeopardizing the stability properties of the overall closed-loop system – including the case of performing only one optimizing step at each sampling instant. On the other hand, \( i_T(k) \) may also be time-varying and implicitly defined as the number of iterations after which the optimization algorithm is forced to return a solution. In this light, Algorithm 1 can be seen as a stabilizing any-time MPC algorithm in the sense that it returns a valid and asymptotically stabilizing control input after each of its internal iterations, cf. 1. Note, however, that no sat-
Remark 1. We want to emphasize that procedures like computing the control input with a one-step-ahead prediction or performing only a limited number of optimization algorithm iterations are well-known in the literature, see [22, 23, 24] and, in particular, [2]. To the best of the authors knowledge, however, no iteration scheme of the form [14] with stability properties as in Theorem 1 has been presented so far. Note also that the presented stability results follow directly from the properties of the relaxed barrier function based MPC approach and that no additional assumptions are needed.

Remark 2. Note that Theorem 1 implies that if the optimization dynamics are initialized with \( \|U_0\| \leq \alpha_0(\|x_0\|) \) for some \( \alpha_0 \in \mathcal{K}_\infty \), then the controlled system state dynamics will be asymptotically stable in the sense that there exists \( \beta_x \in \mathcal{K}_L \) such that \( \|x(k)\| \leq \beta_x(\|x_0\|, k) \) for all \( x(0) = x_0 \in \mathbb{R}^n \). Suitable initializations with this property are for example given by \( U_0 = \bar{U}^+(x_0) \), i.e., the optimal relaxed barrier function based input for \( x_0 \), by \( U_0 = \bar{K}x_0 \) with \( \bar{K} \in \mathbb{R}^{m \times n} \), or simply by \( U_0 = 0 \).

C. Guarantees on closed-loop constraint satisfaction

When applying the above MPC iteration scheme, the input and state constraints in [2] may be violated in closed-loop operation due to the relaxation of the underlying barrier functions. However, depending on the choice of the relaxation parameter \( \delta \) and the initialization of the iteration scheme, we can nevertheless state several interesting results concerning the constraint satisfaction properties of the closed-loop system. We begin our studies with the following Theorem, which provides an upper bound on the maximal constraint violation that is, in addition, shown to be monotonic decreasing over time.

Theorem 2. Let the cost function \( \hat{J}_N : \mathbb{R}^{Nm} \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \), given in [10], be associated to the relaxed barrier function based MPC approach based on [10], [11]. Consider system [14] with the operator \( \Phi^{\tau(k)} \) being defined according to [12], [13]. Moreover, let \( \{x(0), x(1), \ldots \} \) and \( \{u(0), u(1), \ldots \} \) with \( u(k) = \Pi_0 U(k) \) denote the resulting closed-loop state and input trajectories. Then, for any initialization \( (U_0, x_0) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \), any sequence \( i_T = \{i_T(0), i_T(1), \ldots \} \), and any \( k \in \mathbb{N} \) it holds that

\[
C_x(x(k)) \leq d_x + \hat{z}_x(k), \quad C_u(u(k)) \leq d_u + \hat{z}_u(k),
\]

where the elements of the maximal constraint violation vectors \( \hat{z}_x(k) \in \mathbb{R}^{nx} \) and \( \hat{z}_u(k) \in \mathbb{R}^{nu} \) decrease monotonically over time and are given by (23a, 23b). Furthermore, there exists a finite \( k_0 \in \mathbb{N} \) such that \( \hat{z}_x(k) \leq 0, \hat{z}_u(k) \leq 0 \) for all \( k \geq k_0 \).

\[\beta_x(r, s) = \beta((\alpha_0 + \text{id})(r, s)).\]

Proof: The proof consists of two parts. First we show that for any \( k \in \mathbb{N} \), the relaxed barrier functions satisfy

\[
\varepsilon \hat{B}_u(x(k)) \leq \hat{J}_N(U(k), x(k)) - x(k)^\top P_{uc}^* x(k), \quad \varepsilon \hat{B}_u(u(k)) \leq \hat{J}_N(U(k), x(k)) - x(k)^\top P_{uc}^* x(k),
\]

where \( P_{uc}^* \in \mathbb{S}_+^{nu} \) is the solution to the discrete-time algebraic Riccati equation (DARE) related to the infinite-horizon LQR problem for the setup \( (A, B, Q, R) \). In a second step we then derive an upper bound for the maximal constraint violations and use the decrease of the value function to show the claimed monotonicity result.

Part 1. Based on (19) and positive definiteness of \( \gamma(\cdot, \cdot) \), we know that \( \hat{J}_N(U(i+1), x(i+1)) - \hat{J}_N(U(i), x(i)) \leq -\hat{\ell}(x(i), u(i)) \) for any \( i \in \mathbb{N} \) and any initialization \( (U_0, x_0) \in \mathbb{R}^{Nm} \times \mathbb{R}^n \), which in particular implies that \( \lim_{i \to \infty} \hat{J}_N(U(i), x(i)) = 0 \). Summing up over all future sampling instants beginning at \( i = k \) and using a telescoping sum on the left hand side, we get \( \hat{J}_N(U(k), x(k)) \geq \sum_{i=k}^{\infty} \hat{\ell}(x(i), u(i)) \) for any \( k \in \mathbb{N} \). Furthermore, it holds that \( \sum_{i=k}^{\infty} \hat{\ell}(x(i), u(i)) \geq x(k)\top P_{uc}^* x(k) + \varepsilon \sum_{i=k}^{\infty} \hat{B}_u(x(i)) + \hat{B}_u(u(i)) \), due to the definition of \( \hat{\ell}(\cdot, \cdot) \) and the optimality of the unconstrained infinite-horizon LQR solution. In combination, this yields \( \hat{J}_N(U(k), x(k)) \geq x(k)\top P_{uc}^* x(k) + \varepsilon \sum_{i=k}^{\infty} \hat{B}_u(x(i)) + \hat{B}_u(u(i)) \) and finally, since all terms in the sum on the right hand side are positive definite, \( \varepsilon \hat{B}_u(x(k)) \leq \hat{J}_N(U(k), x(k)) - x(k)\top P_{uc}^* x(k) \) as well as \( \varepsilon \hat{B}_u(u(k)) \leq \hat{J}_N(U(k), x(k)) - x(k)\top P_{uc}^* x(k) \) for all \( k \in \mathbb{N} \).

Part 2. For ease of notation, let us define

\[
\hat{\alpha}(k) := \hat{J}_N(U(k), x(k)) - x(k)\top P_{uc}^* x(k).
\]

From (21a) and (21b) it follows immediately that upper bounds for the maximal violations of state and input constraints are given by

\[
\hat{z}_x^i(k) = \max_{\xi} \left\{ C^a_x \xi - d^a_x \mid \varepsilon \hat{B}_u(\xi) \leq \hat{\alpha}(k) \right\}, \quad \hat{z}_x^j(k) = \max_{v} \left\{ C^a_v v - d^a_v \mid \varepsilon \hat{B}_u(v) \leq \hat{\alpha}(k) \right\},
\]

where \( i = 1, \ldots, q_x \) and \( j = 1, \ldots, q_u \). This shows that (20) holds with the elements of \( \hat{z}_x(k) \in \mathbb{R}^{nx} \) and \( \hat{z}_u(k) \in \mathbb{R}^{nu} \) given by (23a) and (23b). Note that the optimization problems in (23) are convex as the involved barrier functions are convex. Moreover, as can be seen from the following arguments, \( \hat{\alpha}(k) \) is monotonically decreasing and \( \lim_{k \to \infty} \hat{\alpha}(k) = 0 \). On the one hand, the decrease in the cost function implies that \( \hat{\alpha}(k+1) - \hat{\alpha}(k) = \hat{J}_N(U(k+1), x(k+1)) - \hat{J}_N(U(k), x(k)) \leq -\hat{\ell}(x(k), u(k)) - x(k+1)\top P_{uc}^* x(k+1) + x(k)\top P_{uc}^* x(k) \leq -\hat{\ell}(x(k), u(k)) - x(k+1)\top P_{uc}^* x(k+1) + x(k)\top P_{uc}^* x(k) \). On the other hand, \( \hat{\ell}(x(k), u(k)) = \ell(x(k), u(k)) + \varepsilon \hat{B}_u(x(k)) + \varepsilon \hat{B}_u(u(k)) \), while the principle of optimality ensures that \( \ell(x(k), u(k)) + x(k+1)\top P_{uc}^* x(k+1) + x(k)\top P_{uc}^* x(k) \geq x(k+1)\top P_{uc}^* x(k+1) + x(k)\top P_{uc}^* x(k) \). Thus,

\[
\hat{\alpha}(k+1) - \hat{\alpha}(k) \leq -\varepsilon (\hat{B}_u(x(k)) + \hat{B}_u(u(k))),
\]
which proves our claims since \(\hat{B}_x(\cdot)\) and \(\hat{B}_u(\cdot)\) are positive definite. By these properties of \(\hat{\sigma}(\cdot)\), it follows immediately that \(\tilde{z}_x(k)\) and \(\tilde{z}_u(k)\) given by (23) also decrease monotonically over time. Finally, as both \(z(k)\) and \(u(k)\) converge asymptotically to the origin (see Theorem 1), there exists a finite \(k_0 \in \mathbb{N}\) such that \(\tilde{z}_x(k) \leq 0\), \(\tilde{z}_u(k) \leq 0\) \(\forall k \geq k_0\).

Remark 3. Note that the above results imply that the maximal violations of the state and input constraints will always be upper bounded by \(\tilde{z}_x(0)\) and \(\tilde{z}_u(0)\), respectively, which can for a given initialization \((U_0, x_0)\) be computed by solving the convex optimization problems stated in (23) for \(\hat{\sigma}(0) := J_N(U_0, x_0) - x_0^T P_{uc}^* x_0\).

Thus, for any choice of the relaxation parameter \(\delta\), an upper bound for the maximal possible constraint violation can be computed a priori. What is more, the following result, in fact, shows that we can in many cases ensure approximate (or even exact) constraint satisfaction by choosing relaxation parameter and initialization accordingly. In particular, the core message of the following theorem is, that at least for a suitable set of feasible initial conditions, the input and state constraints can be satisfied with any desired tolerance if we choose \(\delta\) small enough and initialize the iteration scheme good enough, i.e., close enough to the optimal solution.

Theorem 3. Let the cost function \(J_N : \mathbb{R}^{N \times m} \times \mathbb{R}^n \to \mathbb{R}_+\) given in (7) be associated to the relaxed barrier function based MPC approach on the system (1), with the operator \(\Phi^{(k)}(\cdot)\) being defined according to (7)–(11). Let \(\{x(0), x(1), \ldots\} \cup \{u(0), u(1), \ldots\}\) with \(u(k) := \Pi_U U(k)\) denote the resulting closed-loop state and input trajectories. Furthermore, assume \((A, B)\) to be controllable and set the set \(X_N\) be defined as

\[
X_N = \{x \in \mathbb{R}^n : \exists U \in X_U^n, u_k \in U, \text{ such that } x(k+1) = A x(k) + B u(k), \text{ where } x_0 = x \}\,
\]

where \(x_0 = x\) while \(x(k, U, x)\) for \(k = 1, \ldots, N\) are given according to (23). Then, for any compact set of initial conditions \(X_0 \subseteq X_N\) and any \(\tilde{x}_{x, tol} \subseteq \mathbb{R}_+^n\), \(\tilde{x}_{u, tol} \subseteq \mathbb{R}_+^n\), there exists \(\tilde{d}_0 \in \mathbb{R}_+^n\) and \(\mu \in \mathbb{R}_+^n\) such that for any relaxation parameter \(0 < \delta \leq \tilde{d}_0\), any \(x_0 \in X_0\), any initialization \(U_0 \in B^{N \times m}_{\mu}(U^*(x_0))\), any initial state and input trajectories \(x(k) \in X_N\) with \(k \in N\), it holds that

\[
C_x x(k) \leq d_x + \tilde{x}_{x, tol}, \quad C_u u(k) \leq d_u + \tilde{x}_{u, tol}.
\]

Proof: We proof the result for the case of no constraint violation, i.e., \(\tilde{x}_{x, tol} = 0\), \(\tilde{x}_{u, tol} = 0\), which comprises all cases with positive tolerances. The proof consists of two parts. First, we show that there exists for any \(\delta \in \mathbb{R}_+^n\) a compact and nonempty set \(\bar{Z}_N(\delta) \subseteq \mathbb{R}^{N \times m} \times \mathbb{R}^n\) such that for any \((U_0, x_0) \in \bar{Z}_N(\delta)\), the state and input constraints will be satisfied also for all future steps, i.e., (20) will hold with \(\tilde{x}_{x, tol} = 0\), \(\tilde{x}_{u, tol} = 0\). Then, we show in the second part that for any compact set \(X_0 \subseteq X_N\) there exists \(\tilde{d}_0 \in \mathbb{R}_+^n\) and \(\mu \in \mathbb{K}_\infty\) such that if \(\delta \leq \tilde{d}_0\), \(x_0 \in X_0\), and \(U_0 \in B^{N \times m}_{\mu}(U^*(x_0))\), then \((U_0, x_0) \in \bar{Z}_N(\delta)\).

Part 1. Let us for a given relaxation parameter \(\delta \in \mathbb{R}_+\) define the scalars \(\beta_x(\delta), \beta_u(\delta), \beta(\delta) \in \mathbb{R}_+\) as

\[
\beta_x(\delta) := \min \{\hat{B}_x(\xi)|C'_x \xi = d_x^u\}, \quad i = 1, \ldots, g_x, \quad (27a)
\]

\[
\beta_u(\delta) := \min \{\hat{B}_u(\psi)|C'_u \psi = d_u^u\}, \quad j = 1, \ldots, g_u, \quad (27b)
\]

\[
\beta(\delta) = \min \{\beta_x(\delta), \beta_u(\delta)\}. \quad (27c)
\]

Note that \(\beta_x(\delta)\) and \(\beta_u(\delta)\) can be interpreted as lower bounds for the values that are attained by the relaxed barrier functions on the boundaries of the constraint sets \(X\) and \(U\), respectively. As a consequence, the \(\beta(\delta)\)-sublevel sets of \(\hat{B}_x(\cdot)\) and \(\hat{B}_u(\cdot)\) will always be contained within the sets \(X, U\) – see Lemma 2 in the Appendix. Based on this observation and inspired by the proof of Theorem 4 we introduce

\[
\hat{\sigma}(U, x) := J_N(U, x) - x^T P_{uc}^* x
\]

and define the set \(\bar{Z}_N(\delta) \subseteq \mathbb{R}^{N \times m} \times \mathbb{R}^n\) as

\[
\bar{Z}_N(\delta) := \{(U, x) \in \mathbb{R}^{N \times m} \times \mathbb{R}^n : \hat{\sigma}(U, x) \leq \varepsilon \beta(\delta)\}, \quad (29)
\]

where \(\beta(\delta)\) is given by (27) and \(P_{uc}^* \in \mathbb{S}_+^n\) is again the solution to the DARE related to the infinite-horizon LQR problem for \((A, B, Q, R)\). Suppose now that \((U_0, x_0) \in \bar{Z}_N(\delta)\). Based on the proof of Theorem 4 we know that \(\varepsilon \hat{B}_x(x(k)) \leq \hat{\sigma}(U(x(k)), x(k))\), \(\varepsilon \hat{B}_u(u(k)) \leq \hat{\sigma}(U(k), x(k))\), see (21). In addition, \(\hat{\sigma}(U(x), x(k)) \leq \hat{\sigma}(U_0(x), x_0)\) for all \(k \in \mathbb{N}\), cf. (24). So if \((U_0, x_0) \in \bar{Z}_N(\delta)\), then \(\hat{B}_x(x(k)) \leq \beta(\delta), \hat{B}_u(u(k)) \leq \beta(\delta)\), which by the definition of \(\beta(\delta)\) and Lemma 2 implies that \(x(k) \in X, \ u(k) \in U\) for all \(k \in \mathbb{N}\). Thus, for given \(\delta \in \mathbb{R}_+^n\), (20) holds with \(\tilde{x}_{x, tol} = 0, \tilde{x}_{u, tol} = 0\) whenever \((U_0, x_0) \in \bar{Z}_N(\delta)\).

Part 2. In the following, we are going to prove our second claim, i.e., the existence of \(\tilde{d}_0 \in \mathbb{R}_+^n\) and \(\mu \in \mathbb{K}_\infty\) with the properties specified above. As we need to vary the relaxation parameter, we make the influence of \(\delta\) on the cost function more explicit. In particular, we will use \(J_N(U, x; \delta)\) to denote the value of the cost function for \((U, x) \in \mathbb{R}^{N \times m} \times \mathbb{R}^n\) and a given relaxation parameter \(\delta \in \mathbb{R}_+^n\). In accordance with (28), we further define \(\hat{\sigma}(U, x; \delta) := J_N(U, x; \delta) - x^T P_{uc}^* x\). Based on this notation, it obviously holds that

\[
(U_0, x_0) \in \bar{Z}_N(\delta) \iff \hat{\sigma}(U_0, x_0; \delta) \leq \varepsilon \beta(\delta). \quad (30)
\]

We now proceed as follows: first we show in a) that for a fixed \(x_0 \in X_0 \subseteq X_0^n\) and a corresponding suitably chosen \(U_0\) there exists a \(\tilde{d}_0(x_0)\) such that (23) holds for all \(\delta \leq \tilde{d}_0(x_0)\); in part b), we then show the claimed result for \(X_0\) by uniformly choosing \(\tilde{d}_0 = \min_{x_0 \in X_0} \tilde{d}_0(x_0)\).

a) Assume \(x_0 \in X_0 \subseteq X_0^n\) and let \(U^*(x_0)\) and \(J_N(U_0, x_0) := J_N(U^*(x_0), x_0)\) denote the optimal input vector and value function for a nonrelaxed barrier
function based problem formulation with additional constraint $x_N = 0$, see Lemma 3 in the Appendix. Note that the additional constraint $x_N = 0$ is required in order to ensure that $J^*_N(x_0)$ does not depend on $\delta$ via the quadratic terminal cost defined in (4) and (5). By definition, $\hat{U}^*(x_0)$ exists for any $x_0 \in X_0$ and results in strictly feasible state and input sequences \{\hat{x}_0, \hat{x}_1, \ldots, \hat{x}_N\} and \{\hat{u}_0, \hat{u}_1, \ldots, \hat{u}_{N-1}\}, respectively. Now define $\delta_0(x_0) := \min_{i,j,k}( -C^2_i\hat{x}_k + d_k^2, -C^2_i\hat{u}_j + d_j^2)$, where $i = 1,\ldots, q_i$, $j = 1,\ldots, q_j$, $k = 0,\ldots, N-1$, which characterizes the minimal distance of the nonrelaxed open-loop trajectories to the boundaries of the respective constraint sets. Due to (4), the cost function values of relaxed and nonrelaxed formulation will be identical, i.e., $\hat{J}_N(\hat{U}^*(x_0), x_0; \delta) = \hat{J}_N(x_0)$, if we choose $\delta \leq \delta_0(x_0)$, see also [14]. In addition, it always holds by the smoothness and convex problem formulation that $\hat{U}^*(x_0)$ will be continuous, see Lemma 3 in the Appendix, $\delta_0(x_0)$ will be a continuous function of $x_0$.

Next, we derive an upper bound for the cost function $J_N(U_0, x_0; \delta)$ for input vectors $U_0$ in the neighborhood of $\hat{U}^*(x_0)$. Assume that $\delta \leq \delta_0(x_0)$ and consider $U_0 \in B^{N_\mu}_{\rho_0}(\hat{U}^*(x_0))$ for arbitrary $\mu_0 \in \mathbb{R}_{++}$, i.e.

$$U_0 = \hat{U}^*(x_0) + \mu_0 d, \quad ||d|| \leq 1.$$ Due to Taylor’s Theorem, see [23] Theorem 1.1, it holds that

$$J_N(U_0, x_0; \delta) = J_N(\hat{U}^*(x_0), x_0; \delta) + \mu_0 \nabla U J_N(\hat{U}^*(x_0), x_0; \delta)^\top d + \frac{\mu_0}{2} \sum_{ij} \left( \nabla^2 U J_N(\hat{U}^*(x_0), x_0; \delta) \right)_{ij} d_i d_j$$

for some $s \in (0, 1)$. But, together with $J_N(\hat{U}^*(x_0), x_0; \delta) = J_N(x_0; \delta) \leq J_N(x_0)$, this implies

$$J_N(U_0, x_0; \delta) \leq J_N(x_0) + \frac{\mu_0^2}{2} \left( \nabla U \right)^\top \frac{\varepsilon(1+\bar{w})}{\delta^2} G G^\top \left( \nabla U \right).$$

where we used that $||d|| \leq 1$, $\nabla U J_N(\hat{U}^*(x_0), x_0; \delta) = 0$, and $\nabla^2 U J_N(\hat{U}^*(x_0), x_0; \delta) \leq H + \frac{\varepsilon(1+\bar{w})}{\delta^2} G G^\top H$, see the proof of Lemma 1. Let us now choose $\mu_0 = \delta$. Then, it follows from (31) that for any $x_0 \in X_0$, any $U_0 \in B^{N_\mu}_{\rho_0}(\hat{U}^*(x_0))$, and any $\delta \leq \delta_0(x_0)$,

$$J_N(U_0, x_0; \delta) \leq J^*_N(x_0) + \frac{1}{2} ||\delta^2 H + \varepsilon(1+\bar{w})G^\top G||.$$ This shows that the cost function value, and hence also $\hat{\alpha}(U_0, x_0; \delta)$ in (30), will stay bounded for any $\delta \leq \delta_0(x_0)$. Let us now choose $\delta_0(x_0) \leq \delta_0(x_0)$ in such a way that the right hand side of (30) is satisfied for all $\delta \leq \delta_0(x_0)$, which then implies via (40) that $(U_0, x_0) \in \hat{Z}_N(\delta)$. In particular, we define $\delta_0(x_0) := \max(\delta \in \mathbb{R}_{++} | \delta \leq \delta_0(x_0), \hat{J}^*_N(x_0) + \frac{1}{2} ||\delta^2 H + (1+\bar{w})G G^\top H|| - x_0 P_{w, x} \leq \varepsilon \hat{\beta}(\delta))$. In combination with (22), it follows from (40) that the right hand side of (30) is satisfied for any $\delta \leq \delta_0(x_0)$. Hence, $(U_0, x_0) \in \hat{Z}_N(\delta)$ for any $\delta \leq \delta_0(x_0)$. We may picture the construction of $\delta_0(x_0)$ as decreasing $\delta$ from $\delta(x_0)$ until also the second condition in the foregoing definition is satisfied. As $\hat{\beta}(\delta)$ is strictly monotonic and grows without bound for decreasing $\delta$, this can always be achieved.

which shows that $\delta'(x_0)$ exists for any $x_0 \in X_0^\delta$. Moreover, since $\hat{\beta}(\delta)$ is continuous in $\delta$ and both $\delta_0(x_0)$ and $\hat{J}^*_N(x_0)$ are continuous in $x_0$, see Lemmas 2 and 3 in the Appendix, $\delta_0(x_0)$ is continuous.

b) Consider now an arbitrary compact set $X_0 \subseteq X_0^\delta$ and define $\delta_0 = \min_{x_0 \in X_0} \delta_0(x_0)$. Due to the continuity of $\delta_0(x_0)$ and the compactness of $X_0$, this value always exists by virtue of the Weierstraß extreme value theorem. Then, by the above arguments, $(U_0(x_0), x_0) \in \hat{Z}_N(\delta)$ for any $\delta \leq \delta_0$ and any $x_0 \in X_0$ if we choose $U_0$ as $U_0 \in B^{N_\mu}_{\rho_0}(\hat{U}^*(x_0))$ with $\mu(\cdot) = \id \in \mathbb{R}_{++}$, which proves our second claim. As mentioned above, the zero tolerance case comprises all other cases with nonzero tolerances $\hat{z}_{\text{tol}} \in \mathbb{R}^n$, $\hat{z}_{\text{tol}} \subseteq \mathbb{R}^n$.

**Remark 4.** Note that the above results, including the restriction of $x_0$ to the set $X_0^\delta$, are more of a conceptual nature and tend to be rather conservative when compared to the actual closed-loop behavior, see also Section 7.1. For practical applications, more appropriate choices or selection regimes for $\delta$ and $U_0$ may for example be found based on numerical simulations.

**D. Choosing the optimizer update operator**

Apart from condition (17), we provided up to now no explicit characterization of the optimizer update operator $\Psi_0 : \mathbb{R}^{Nm} \times \mathbb{R}^n \rightarrow \mathbb{R}^{Nm}$. In the following, we propose to choose $\Psi_0(x, u)$ based on a line search method of the form

$$\Psi_0(x, u) = U + sp(u, x),$$

where $s \in \mathbb{R}_{++}$ is a step size parameter and $p : \mathbb{R}^{Nm} \times \mathbb{R}^n \rightarrow \mathbb{R}^{Nm}$ is chosen according to a a suitable search direction rule. Note that the step size $s$ is not fixed but has to be chosen at each iteration step based on the current search direction. In order to ensure a cost function decrease at each optimizer update, we are especially interested in search direction and step size selection approaches which ensure that $p$ and $s$ satisfy the so-called strong Wolfe conditions [21]

$$J_N(U + sp, x) \leq J_N(U, x) + c_1 s \nabla U J_N(U, x)^\top p \leq c_2 \nabla U J_N(U, x)^\top p$$

for positive constants $c_1, c_2 \in \mathbb{R}_{++}$ with $0 < c_1 < c_2 < 1$. In fact, (34a) ensures that (17) will hold with $\gamma(U, x) = -c_1 s \nabla U J_N(U, x)^\top p(U, x)$ if $p = p(U, x)$ is chosen as a descent direction, i.e., $\nabla U J_N(U, x)^\top p(U, x) < 0$ whenever $\nabla U J_N(U, x) \neq 0$. Suitable approaches for the choice of $p = p(U, x)$ are for example given by the gradient method (G), the conjugated gradient method (CG), the Newton method (N), or the Quasi-Newton method (QN), i.e.

$$G: p(U, x) = -\nabla U J_N(U, x),$$

$$CG: p(U, x) = -\nabla U J_N(U, x) + \betaCG p_1,$$

$$N: p(U, x) = - \left( \nabla^2 U J_N(U, x) \right)^{-1} \nabla U J_N(U, x),$$

(35)}
QN: \( p(U, x) = -\nabla U \dot{J}_N(U, x) \). \( (38) \)

Here, \( \tilde{B} \in S_{\alpha m} \) is a suitably updated approximation of the inverse Hessian matrix, for example computed by using the well-known BFGS formula, while \( \beta_{CG} \) in \( (35) \) is a scalar that ensures that \( p(U, x) \) is conjugate to the previously used search direction \( p_{-1} \), see \[21\] for more details. In combination with a suitable step size selection procedure, all the aforementioned approaches can be shown to provide a descent direction, which implies that any of them may be used within the optimizer update operator of the above MPC iteration scheme. In particular, we can state the following corollary.

**Corollary 1.** Let the cost function \( \tilde{J}_N : \mathbb{R}^{Nm} \times \mathbb{R}^n \rightarrow \mathbb{R}_+ \) be associated to the relaxed barrier function based MPC approach presented in \[4\]–\[8\]. Moreover, consider the closed-loop system \( \tilde{\Phi}^{\overline{\nu}(k)} \) with the operator \( \Phi^{\overline{\nu}(k)} \) defined according to \[13\]–\[16\], and \[33\], where \( p = p(U, x) \) is chosen according to one of the approaches in \[37\]–\[39\] with \( p \) and \( s \) satisfying the strong Wolfe conditions \( (34) \) at each internal iteration. Then, for any sequence \( \overline{\nu}_T = \{ \overline{\nu}_T(0), \overline{\nu}_T(1), \ldots \} \), the origin \((U, x) = (0,0)\) of system \( (14) \) is globally asymptotically stable. Moreover, concerning the maximal possible constraint violations, Theorem 2 and Theorem 3 apply.

As the cost function \( \tilde{J}_N(\cdot, x) \) is continuously differentiable and bounded from below and \( p = p(U, x) \) is a descent direction, there always exists a nonempty interval of step lengths such that the strong Wolfe condition \( (34) \) will be satisfied, see Lemma 3.1 in \[21\]. For a discussion of suitable step size selection procedures we refer the interested reader to \[21\], Chapter 3.4.

A particular interesting case is to use the Newton search direction from \( (37) \) together with a so-called backtracking line search, in which a suitable step size is found by increasing an integer parameter \( j \) starting from \( j = 0 \) until \( s = p_j \) satisfies the Armijo condition \( (33) \), where \( p \in (0,1) \) is an a priori chosen design parameter. With the help of \( (10b) \), it can be shown that \( (33) \) will be satisfied for all \( s \leq \bar{s} := 2\sigma(1-c_1)/L \), see Appendix A.3 which implies that the backtracking line search will always terminate with a step size not smaller than \( 2\sigma(1-c_1)/L \). From this, we can derive the following upper bound on the number of backtracking line search iterations

\[ j \leq j_{\text{max}} := 1 + \log_p \left( \frac{2\sigma(1-c_1)}{L} \right) \]

which then yields the following upper bound for the overall complexity that is inferred by the proposed MPC iteration scheme in each sampling step

\[ C_{\text{iter}}(k) \leq C_{\text{shift}} + i_T(k) \left( j_{\text{max}} C_{\text{bt}} + C_{\text{nd}} \right) \]

Here, \( C_{\text{shift}} \) and \( C_{\text{bt}} \) refer to the computational complexities of performing one shift update and one backtracking line search iteration, respectively, while \( C_{\text{nd}} \) denotes the complexity of computing the Newton direction. It can be expected that the complexity of the Newton step will in most cases dominate the other terms. A thorough complexity analysis as well as a discussion on how the complexity of the optimizer update \( \text{(35)} \) can be reduced is the topic of ongoing research. Nevertheless, the above arguments already allow to compute a rough estimate of the number of possible algorithm iterations for a given sampling time, or, vice versa, to choose a suitable sampling time for a desired number of optimizer updates.

**IV. Numerical Example**

We want to briefly illustrate some aspects of the discussed barrier function based MPC iteration scheme by means of an academic numerical example. The discussion deliberately focuses on the systems theoretic properties analyzed above, leaving a thorough investigation of the related numerical aspects for future work. Considered is a double integrator system of the form

\[ x(k+1) = \begin{bmatrix} 1 & T_s \end{bmatrix} x(k) + \begin{bmatrix} T_s^2 \end{bmatrix} u(k), \quad T_s = 0.1, \]

with the input and state constraint sets \( U \) and \( X \) being defined by \( U = \{ u \in \mathbb{R} : |u| \leq 1 \} \) and \( X = \{ x \in \mathbb{R}^2 : -2 \leq x_1 \leq 3, [x_2] \leq 1 \} \), respectively. Prediction horizon, weight matrices, and barrier function parameters are chosen as \( N = 30, Q = \text{diag}(1, 0.1), R = 0.1, \varepsilon = 10^{-3}, \) and \( \delta = 10^{-3} \) if not stated otherwise. The weighting vectors \( w_x \in \mathbb{R}^{2n}_+, w_u \in \mathbb{R}^m \) for the recentering are computed according to the procedure presented in \[11\]. The barrier function based MPC cost function is formulated based on the design from Section \[14\] and the proposed iteration scheme is, combined with the line search approaches from Section \[17\] implemented and tested for various initializations \((U_0, x_0)\). A backtracking line search with \( \rho = 0.5 \) is used for the gradient and Newton method, while the more involved step size procedure from Moré and Thuente is used for both the conjugated gradient and Quasi-Newton method, see \[16\]. The Wolfe condition parameters are chosen as \( c_1 = 10^{-3}, c_2 = 0.9 \). The inverse Hessian approximation \( \tilde{B} \) in the Quasi-Newton method is initialized with \( H^{-1} \) and then handed over between consecutive sampling instances. Fig. 2 summarizes exemplary closed-loop results for the case of applying only one optimizer update per sampling step, i.e. \( i_T(k) = 1 \forall k \in \mathbb{N} \).

The left subplot of Fig. 2 illustrates that a quite good closed-loop performance, including the satisfaction of state constraints, can be achieved even when the iteration scheme is initialized with a suboptimal (and in many cases infeasible) \( U_0 = \tilde{K} x_0 \). For the example at hand, \( \tilde{K} = [K^T \ldots (A + BK)^{N-1} K^T] \),

\[ (42) \]

which corresponds to initialization with the open-loop input sequence resulting from the controller gain \( K \) in \( (3k) \).
It turns out that, although the initialization is far from optimal, almost exact constraint satisfaction (in input and states) can be achieved for $x_{0,1}$ whenever $\delta \leq 10^{-3}$. This illustrates the practical relevance, but, to a certain extent, also the conservatism of the results presented in Section C. Moreover, it can be seen that the approach even allows for infeasible initial conditions $x_0 \not\in \mathcal{X}$ and that, at least in the case of a Newton based optimization, neither the number of performed optimizer updates nor the quality of the initialization $U_0$ has a very big impact on the resulting closed-loop behavior.

The middle and right subplots of Fig. 2 show, averaged over 200 randomly chosen initial conditions $x_0$ from the set $\mathcal{X}$, the strictly monotonic decay of the cost function over time when applying the different line search methods discussed above, based on the initializations $U_0 = Kx_0$ and $U_0 = U^*(x_0)$, respectively. Again, only one optimizer update is performed per sampling step. It can be seen that particularly the Newton method based optimization does result in a good closed-loop performance, especially in the case of optimal initialization. The observed behavior is in principle also reflected on the level of maximal constraint violations. In particular, while one Newton iteration is often enough to achieve almost the same constraint satisfaction properties as the fully optimized solution, the Quasi-Newton and conjugated gradient based methods tend to require a few more, say five to ten, iterations. This reflects the fact that these approaches may need some internal iterations in order to reconstruct the second order information that is in the Newton method directly provided by the Hessian. The gradient method performs rather poorly, which, in principle, had to be expected as the considered optimization problems are often ill-conditioned due to the underlying relaxation.

Thus, although the resulting closed-loop behavior may depend on the line search method that is used within the optimizer update, we are, in summary, able to reproduce and confirm many of the systems theoretic properties discussed above. In particular, asymptotic stability of the overall closed-loop system is observed for all initial conditions and independently of both the applied optimization procedure and the number of optimizer iterations. Our simulations furthermore suggest that the Newton based line search often converges already after only five to eight iterations, which nicely relates to the observations reported in [27]. On the other hand, the above results also show a promising behavior of the optimizer update approaches based on a Quasi-Newton or conjugated gradient line search, which suggests that knowledge and inversion of the full Hessian matrix might not always be necessary.

V. Conclusion

We presented and analyzed an MPC iteration scheme which is based on the concept of relaxed logarithmic barrier functions and performs only a limited number of optimization algorithm iteration between two consecutive sampling instants. The stability properties of the overall closed-loop system, consisting of system state and optimization algorithm dynamics, were discussed and we showed that, under standard assumptions on the optimization procedure and the system to be controlled, asymptotic stability of the origin can be guaranteed independently of the number of optimization algorithm iterations. In addition, we studied the corresponding constraint satisfaction properties and showed that, assuming an appropriate initialization of the optimization algorithm, both approximate and exact constraint satisfaction may in many cases be recovered by a suitable design of the underlying relaxed barrier functions.
These results were also illustrated by means of the presented numerical example.

As outlined above, the discussed iteration scheme can be seen as a stabilizing anytime MPC algorithm in the sense that it always returns an asymptotically stabilizing control input and improves the quality of the returned control at each of its internal iterations. This shows the potential relevance of the presented approach for practical applications in which the time and hardware resources that are available for the on-line optimization may be limited or even varying over time.

Interesting open problems include a robustness analysis of the discussed iteration scheme, a thorough investigation of the numerical implementation and performance, as well as the design of tailored optimization algorithms that may use properties or structure of the underlying barrier function based formulation. Finally, some of the above results may not necessarily be limited to the discussed barrier function based approach but could also be applicable to existing MPC schemes based on penalty functions or soft constraints, as well as to more general classes of parametric optimization problems not necessarily related to MPC.

APPENDIX

A.1. Condensed problem formulation

Note that for given $x \in \mathbb{R}^n$ and $U \in \mathbb{R}^{Nm}$, the predicted system states for $k = 1, \ldots, N$ can be expressed as

$$x_k(U, x) = A^k x + \sum_{i=0}^{k-1} A^i Bu_{k-1-i}. \quad (43)$$

By writing (6) in matrix form and eliminating the predicted system states by means of (43), we get that the cost function matrices in (3) are given by

$$H = 2 \left( R + \Gamma^T Q \Gamma \right), F = 2 \Omega^T Q \Gamma, Y = 2 \left( Q + \Omega^T Q \Omega \right)$$

$$\Omega = \begin{bmatrix} A & B & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A^{N-1} & \cdots & \cdots & B \end{bmatrix}, \quad \Gamma = \begin{bmatrix} I_N & Q \\ \vdots & \vdots \\ \vdots & \vdots \\ A^{N-1} B & \cdots & \cdots & B \end{bmatrix}, \quad \tilde{R} = I_N \otimes R,$$

while the constraint matrices $G$, $d$, and $E$ can be constructed as

$$G = \begin{bmatrix} 0 & \cdots & \cdots & (I_{N-1} \otimes C_x) \Gamma \\ I_N \otimes C_u & \cdots & \cdots & (I_{N-1} \otimes C_x) \Omega \end{bmatrix}$$

$$d = \begin{bmatrix} a_x^T \\ \cdots \\ a_u^T \end{bmatrix}^T,$$

where $a_x$ and $a_u$ are the dimensions of $x$ and $u$, respectively.

Note that the representation of $G$, $d$, and $E$ may change if redundant constraints are removed by making use of a suitable algorithm.

A.2. Proof of Lemma 1

Due to compactness of the constraint sets $\mathcal{X}$ and $\mathcal{U}$ and the design of the corresponding relaxed barrier functions, both $\ell(x, u)$ and $F(x)$ are continuous, positive definite, and radially unbounded. Since $x_k, k = 1, \ldots, N$, depends linearly on $x$ and $U$ via (13), the same holds for $\tilde{J}(U, x)$, which implies that $\alpha, \alpha \in \mathcal{K}_\infty$ satisfying property i) will always exist, see Lemma 4.3 in [13].

Strong convexity in $U$ and convexity in $x$ follow from $R \in \mathbb{S}^{m+n}_+$, $Q \in \mathbb{S}^n_+$ and convexity of the relaxed barrier functions. In fact, the overall barrier function reads

$$\tilde{B}(U, x) = \sum_{i=1}^q \left( 1 + u^i \right)(\hat{B}(z_i(U, x)) - \ln d_i), \quad (46)$$

where the relaxed logarithmic barrier function $\hat{B}(\cdot)$ is defined according to (11) with $z_i(U, x) = -G^T U + E^T x + d_i$, while the weighting vector $w \in \mathbb{R}^q_+$ is used for recentering around the origin. Based on this, we can easily compute the Hessian of the cost function with respect to $U$ as

$$\nabla^2 \tilde{J}(U, x) = H + \varepsilon G^T \text{diag}(D_1(U, x), \ldots, D_q(U, x)) G,$$

with $D_i(U, x)$ for $i = 1, \ldots, q$ being defined as

$$D_i(U, x) = \begin{bmatrix} \frac{1 + w_i}{z_i(U, x)} & z_i(U, x) > \delta \\ \frac{1 + w_i}{\delta} & z_i(U, x) \leq \delta \end{bmatrix}. \quad (48)$$

Obviously, it holds that $0 \leq D_i(U, x) \leq \frac{1 + \bar{w}}{\delta}$ with $\bar{w} := \max_i \{ w^i \}$, which immediately yields that

$$\sigma I \leq \nabla^2 \tilde{J}(U, x) \preceq LI, \quad (49)$$

with $\sigma = \lambda_{\min}(H)$, $L = \lambda_{\max}(H + \frac{1 + \bar{w}}{\delta} G^T G) \in \mathbb{R}^{++}$. Thus, the cost function is not only strongly convex but we can also give a global upper bound on the Hessian, and (10a) holds. By means of the mean value theorem for multivariable functions we further obtain

$$\nabla_U \tilde{J}(U_1, x) - \nabla_U \tilde{J}(U_2, x) = \int_0^1 \nabla_U^2 \tilde{J}(U_2 + s(U_1 - U_2), x) ds (U_1 - U_2) \quad (50)$$

and hence, with the above bounds on the Hessian,

$$\| \nabla_U \tilde{J}(U_1, x) - \nabla_U \tilde{J}(U_2, x) \| \leq L \| U_1 - U_2 \| \quad (51)$$

for all $U_1, U_2 \in \mathbb{R}^{Nm}$, $x \in \mathbb{R}^n$, which proves property ii). A proof for property iii) has been presented in the proof of Theorem 5 in [8] and only a sketch is given here. Based on the quadratic relaxation, the barrier functions can be shown to satisfy $\tilde{B}_k(x) \leq x^T M_k x \forall x \in \mathbb{R}^n$ as well as $\tilde{B}_k(u) \leq u^T M_k u \forall u \in \mathbb{R}^m$, see Lemma 3 in [8]. Let now $K$ and $P$ be given by (3) and choose $k_f(U, x) = K x \in \mathbb{R}^n$, where $x \in \mathbb{R}^n$ is given according to (13). Then, the aforementioned quadratic upper bounds ensure that $F((A + BK)x) - F(x) \leq -\ell(x, K x) \forall x, x \in \mathbb{R}^n$. Defining $U_0^i$ as in Lemma (1) and using a telescoping sum, this directly implies that (11) holds. Thus, property iii) holds with $k_f(U, x) = K x(U, x)$. \hfill \blacksquare
A.3. Some auxiliary continuity and feasibility results

Lemma 2. Let $\bar{B}_P(\cdot)$ be a recentered relaxed logarithmic barrier functions of the form \cite{4} for a polytopic set $P = \{x \in \mathbb{R}^n : C\xi \leq d\}$ with $C \in \mathbb{R}^{nxr}$ and $d \in \mathbb{R}^q_+$. Let $\beta(\delta)$ be defined as $\beta(\delta) := \min_i |\bar{B}_P(\xi)| C^i \xi = d^i|$ with $i = 1, \ldots, q$. Then, $\beta(\cdot)$ is a continuous function. Furthermore, $S_B = \{x \in \mathbb{R}^n | \bar{B}_P(x) \leq \beta(\delta) \} \subseteq P$ for any $\delta \in \mathbb{R}_+^n$.

Proof: The barrier function $\bar{B}_P(\cdot)$ is continuous in both $\xi$ and $\delta$ and possesses compact sublevel sets for any fixed value of $\delta$. This implies that $\beta(\delta) := \min_i |\bar{B}_P(\xi)| C^i \xi = d^i|$ will be continuous in $\delta$ for any $i = 1, \ldots, q$, see Proposition 4.4 in \cite{4}. Hence, $\beta(\delta) := \min_i \beta_i(\delta)$ will also be continuous. Assume there exists an $\xi \in S_B$ with $\xi \notin P$, i.e., $\bar{B}_P(\xi) < \beta(\delta)$ and $C^i \xi > d^i$. However, then there would exist a $\lambda \in (0,1)$ such that if $\xi := \lambda \xi$, then $C^i \xi \leq d^i$ and $C^i \xi = d^i$ for some $i = 1, \ldots, q$. Now, due to the convexity and positive definiteness of $B_P(\cdot)$, it holds that $B_P(\xi) = B_P(\lambda \xi) \leq \lambda B_P(\xi) < \beta(\delta)$, which is a contradiction to the definition of $\beta(\delta)$ as $C^i \xi = d^i$. Thus, $\xi \in P$ whenever $\xi \in S_B$, which completes the proof. 

Lemma 3. Assume $(A,B)$ to be controllable and let $X_N := \{x \in \mathbb{R}^n : \exists U \in \mathbb{R}^{N \times m} \text{ s.t. } u_k \in U, x_k(U, x) \in X \text{ for } k = 1, \ldots, N-1, x_N(U, x) = 0\}$ be the set of states for which the problem

$$\hat{J}_N(x) = \min_U \sum_{k=0}^{N-1} \hat{\ell}(x_k, u_k)$$

$$s.t. \quad x_{k+1} = Ax_k + Bu_k, \quad x_N = 0, \quad x_0 = x.$$ \hspace{1cm} (52a)

has a solution. Here, $\hat{\ell}(x, u) := \|x\|^2 + \|u\|^2_R + \varepsilon B_a(u) + \varepsilon B_b(x)$, where $B_a(u)$ and $B_b(x)$ are recentered logarithmic barrier functions, e.g. barrier functions of the form \cite{4} with $B(\cdot)$ being replaced by $B(\cdot) = -\ln(z)$. Then, for any $x_0 \in X_N^r$, the optimizer $U^*(x_0)$ associated to (52) is unique and $U^* : X_N^r \rightarrow \mathbb{R}^{N \times m}$ is a continuously differentiable function.

Proof: Using the input vector notation, problem (52) is equivalent to

$$\hat{J}_N^*(x) = \min_U \hat{J}_N(U, x) \quad s.t. \quad S_1 U + S_2 x = 0,$$ \hspace{1cm} (53)

where $\hat{J}_N^*(\cdot, \cdot)$ is the nonrelaxed barrier function based cost function similar to \cite{4}, strongly convex in $U$, and $S_1 = [A^{N-1}B \cdots B], S_2 = A^N$ are used to encode the terminal equality constraint $x_N(U, x) = 0$, see \cite{4}. For given $x_0 \in X_N^r$, the KKT conditions for (52), which are in this case necessary and sufficient conditions for optimality, read

$$\nabla_U \hat{J}_N(U^*(x_0), x_0) + S_1^\top \nu^*(x_0) = 0$$

$$S_1 U^*(x_0) + S_2 x_0 = 0,$$ \hspace{1cm} (54a)

with $\nu^*(x_0)$ denoting the associated Lagrange multiplier. Now, the implicit function theorem states that unique and continuously differentiable solutions $\hat{U}^*(x), \nu^*(x)$ to (54) will exist if the corresponding Jacobian with respect to $(\hat{U}^*, \nu^*)$, given by

$$\begin{bmatrix} \nabla^2_U \hat{J}_N(U^*(x_0), x_0) & S_1^\top \\ S_1 & 0 \end{bmatrix},$$ \hspace{1cm} (55)

is nonsingular for all feasible $x_0$. Indeed, this follows from applying block inversion and noting that both the upper left corner block and the Schur complement are nonsingular. In particular, $\nabla^2_U \hat{J}_N(U^*(x_0), x_0) \in \mathbb{R}^{N \times m} \forall x_0 \in \mathcal{X}_N^r$ (strong convexity) and $S_1 \nabla_U^2 \hat{J}_N(U^*(x_0), x_0) S_1^\top \in \mathbb{R}^{m \times m}$ (full row rank due to controllability of $(A,B)$). Note that, using this result, it can be shown easily that the value function $\hat{J}_N : \mathbb{R}^n \rightarrow \mathbb{R}_+$ is in fact twice continuously differentiable. 

A.4. Step size bound for the Newton method

For the Newton method search direction from \cite{4}, the Armijo condition \cite{4} can be rewritten as

$$\hat{J}_N(U + sp, x) \leq \hat{J}_N(U, x) - c_1 s \lambda(U, x)^2$$ \hspace{1cm} (56)

with the corresponding squared Newton decrement

$$\lambda(U, x)^2 := \nabla_U \hat{J}_N(U, x)^\top \left(\nabla^2_U \hat{J}_N(U, x)\right)^{-1} \nabla_U \hat{J}_N(U, x).$$

Applying Taylor’s Theorem to the left-hand side of (56) and using the upper and lower bounds from \cite{10}, we obtain that

$$\hat{J}_N(U + sp, x) \leq \hat{J}_N(U, x) - \left(1 - \frac{L}{2\sigma s}\right) \lambda(U, x)^2,$$ \hspace{1cm} (57)

which directly implies that (56) will be satisfied for any $s \leq \tilde{s} := 2\sigma(1 - c_1)/L$.
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