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Abstract

Finding the polarity of feelings in texts is a far-reaching task. Whilst the field of natural language processing has established sentiment analysis as an alluring problem, many feelings are left uncharted. In this study, we analyze the optimism and pessimism concepts from Twitter posts to effectively understand the broader dimension of psychological phenomenon. Towards this, we carried a systematic study by first exploring the linguistic peculiarities of optimism and pessimism in user-generated content. Later, we devised a multi-task knowledge distillation framework to simultaneously learn the target task of optimism detection with the help of the auxiliary task of sentiment analysis and hate speech detection. We evaluated the performance of our proposed approach on the benchmark Optimism/Pessimism Twitter dataset. Our extensive experiments show the superiority of our approach in correctly differentiating between optimistic and pessimistic users. Our human and automatic evaluation shows that sentiment analysis and hate speech detection are beneficial for optimism/pessimism detection.

1. Introduction

The optimism-pessimism continuum is a stable personality trait, represented by the dispositional tendency to hold generalized and positive expectancies even when confronted with adversity and stress (Scheier et al., 2001). The optimism-pessimism continuum has been intensively studied because of its links to a number of important outcomes, both in the realm of performance (e.g., job performance; (Kumar et al., 2017)), and satisfaction (e.g., life satisfaction; (Extremera et al., 2009)). Among all the individual differences, optimism-pessimism is one of the strongest connected to happiness (Alarcon et al., 2013), stress management (Carver et al., 2010) and ultimately mental (Scheier and Carver, 1992) and, perhaps unexpectedly, physical wellbeing (Rasmussen et al., 2009). The mechanisms of this connection are not yet all clear, but we know now that optimism has a versatile role in different context: it acts as a strong protective factor against adversity (Gallagher et al., 2020), it acts as a distal predictor and encourages effective coping against and recovery from anxiety, depression, traumatic events and suicidal inclinations (Achat et al., 2000; Prati and Pietrantoni, 2009), and it has a strong cross-over effect to close relatives and acquaintances (Scheier et al., 2001; Peterson and Bossio, 2001).

The fundamental mindset, i.e., the generalized positive or negative expectancy, or "frame" (McKenzie and Nelson, 2003), held by a person who is characterized by optimism or pessimism influences in a profound manner the ways in which that person observes, processes, understands and reacts to the environment. Knowledge of this mindset therefore permits both immediate and long term predictions of human behavior. Assessing dispositional optimism-pessimism on the fly is therefore of significant practical importance. The methods developed so far for the assessment of dispositional optimism-pessimism are however tributary to the classical psychometric view (i.e., are mostly self-report measures) and are therefore difficult to deploy and are slow in any computer-mediated interaction. Faster and automatic assessment methods based on a computational approach are needed to cover this practical gap.

From a computational perspective, optimism and pessimism were studied first by Ruan et al. (2016) using only standard classifiers such as Naïve Bayes, without a focus on semantics. Later, Caragea et al. (2018) provided a first analysis of optimism/pessimism using deep learning models and showed the role of analyzing the sentiments in optimism/pessimism detection.

Besides the sentiment, abusive language (hate speech) and attitudes are also highly associated with the emotional and psychological state of the speaker (Patrick, 1901), that is contemplated in the affective attributes of their language (Mabry, 1974). In this paper, we aim to model both phenomena jointly in a multi-task learning paradigm to accurately predict optimistic/pessimistic users. Specifically, we utilized the concept of knowledge distillation (KD) (Hinton et al., 2015; Clark et al., 2019), where we aim to effectively transfer the knowledge from multiple teacher networks to a student network. Our proposed knowledge distillation framework is trained with multiple distillation techniques (vanilla KD, patient KD, and teacher annealing), which helps the student model imitate the teacher’s behavior effectively.

This paper presents the following contribution:

- We conducted an in-depth analysis on the linguistic characteristics of pessimism and optimism.
• We proposed a novel multi-task knowledge distillation framework to improve optimism/pessimism prediction by transferring knowledge from other complementary tasks of sentiment analysis and hate speech detection.

• Our experiment demonstrates the effectiveness of the proposed approach in significantly improving over transfer learning and state-of-the-art methods on the benchmark Optimism/Pessimism Twitter dataset.

• Our human analysis confirms our hypothesis of the importance of sentiment analysis and hate speech detection in detecting optimistic and pessimistic users.

2. Related Work

Social media platforms such as Twitter or Facebook have become environments where people come together to share their thoughts, opinions, ideas - and in a more covert manner their feelings, attitudes, sentiments and emotions. Online behaviors are loaded and entangled with feelings. While sentiments and emotions have been studied extensively in social media (Go et al., 2009; Ortigosa et al., 2014; Waterloo et al., 2018), surprisingly, the traits or dispositions that underlie emotions have received very little attention. Positive-negative emotion is the most basic manner in which emotions can be described - and this split is largely tributary on a personality trait level to the optimism-pessimism divide: an important difference in many applications. Personality traits are the basis of, and significantly influence, most online human behavior. For example, when an individual writes an opinion or a product review, these are affected not only by the user experience and product interaction, but also, by that individual’s personality and attitudes. Dispositionally pessimistic users may use extremely positive ratings (e.g., excellent) less frequently, which will affect the overall rating of a product. Pessimism is also highly correlated with negative affect, feelings of vulnerability, depressed moods and even clinical depression (Yan and Tan, 2014; Qiu et al., 2011). Pessimism is therefore both a vulnerability factor and an early warning flag for mental health issues, and early detection of pessimism may help provide the necessary support to individuals who are at risk to later develop subclinical patterns or clinical symptoms. The early and fast detection of optimism-pessimism is therefore an important objective, with a high practical and social value.

Recent advances in natural language processing show that the large pre-trained language models such as BERT (Devlin et al., 2018) or XLNet (Yang et al., 2019) yield substantial improvements in performance in many downstream tasks. Moreover, further fine-tuning of these models on related data-rich intermediate tasks generates additional improvement in performance on many target tasks (Han and Eisenstein, 2019; Pruksachatkun et al., 2020). Optimism-pessimism detection was approached from classical machine learning perspective by Ruan et al. (2016) and from a deep learning perspective by Caragea et al. (2018). By using XLNet the pessimism-optimism detection performance was further improved by Alshahrani et al. (2020). As well, further improvement was obtained by using BERT along with soft label assignments, in (Alshahrani et al., 2021). We extend ongoing expertise on optimism-pessimism detection by using information rich attention based models pre-trained on Twitter posts. As well, we show that multi-task knowledge distillation reveals a significant improvement for the optimism detection task. Optimism detection is a problem in which annotated data are lacking. Therefore, the usage of pre-trained models is essential from a deep learning point of view. The advantage of pre-trained models is that they have already learned linguistic structures by being trained to solve multiple tasks (Radford et al., 2019). Recently, it has been shown that by using sufficiently large language models, any downstream task can become a few-shot learning problem (Brown et al., 2020). There are multiple alternatives to the transfer of knowledge between tasks. Usually, unsupervised objectives are employed to this end, such as the prediction of the next word in a sentence or the placement of a number of shuffled words in a meaningful order (Raffel et al., 2020). In this paper, we address the problem of lack of annotated data through intermediate-tasks knowledge transfer using pre-trained language models for optimism and pessimism detection.

3. Method

Our proposed multi-task knowledge distillation framework aims to transfer knowledge from models trained on other complementary tasks, such that the resulting model has the ability to discriminate between optimism and pessimism taking advantage on the secondary tasks’ additional knowledge. A common pitfall of multitask learning is that often the joint model has a lower performance on the individual tasks than single task trained models (Martínez Alonso and Plank, 2017). To address this problem we follow a multi task knowledge distillation methodology. Using multiple specialized teachers and distilling the knowledge to student model has be shown to proven to counter this issue (Clark et al., 2019). We begin by first describing our approach to learn optimism with the help of a single teacher model and later expanding it to a multiple teacher.

3.1. Learning Optimism with the help of a teacher

A novel multi-task learning approach implies the concept of knowledge distillation (KD) (Hinton et al., 2015; Clark et al., 2019). In order to build multi-task
knowledge distillation framework, we first analyze how single task knowledge distillation can be applied to our problem. The concept of knowledge distillation seeks to smoothen the learning phase. First, a teacher model is trained on the target dataset. Second, a student model is trained to mimic the outputs of the trained teacher. Thus, the student model benefits from a training signal that is richer than a simple one-hot-encoded target.

Towards this, we investigated three distillation techniques: (i) vanilla knowledge distillation (KD) (Hinton et al., 2015), (ii) patient knowledge distillation (PKD) (Sun et al., 2019) and (iii) multi-task knowledge distillation (MTKD) adapted from (Clark et al., 2019).

In a vanilla KD, for a dataset \( D \), a student model \( S \) learns only to mirror the logits generated by a teacher \( T \), minimizing the cross entropy loss between the outputs of the student model and the outputs of the teacher model \( \mathcal{L}_{KD} = \sum_{(x,y) \in D} (-\log(f(x; \theta_S), f(x; \theta_T))). \)

This approach can be further augmented by training the student to mimic a linear interpolation between teacher’s logits and the one-hot-encoded ground truth.

In the context of PKD, besides learning the teachers’ outputs, the student also learns a number of the teachers’ intermediate layers. Even though PKD was introduced as a model compression technique, we have successfully adapted it for teaching a student of the same size as the teacher. In our context we found that the student performs best when it learns to mirror the outputs of the last three layers of the teacher model.

In order to standardize both KD and PKD learning methods, for each teacher \( T \) we developed an unitary loss function based on the loss between the one hot encoded labels and student’s output \( (\mathcal{L}_{01}) \), the loss between the teacher’s output and the student’s output \( (\mathcal{L}_{KD}) \) and the loss between the teacher’s and the student’s intermediate layers that we are mirroring \( (\mathcal{L}_{PKD}) \):

\[
\mathcal{L}_{T} = (1 - \alpha) \cdot \mathcal{L}_{01} + \alpha \cdot (\mathcal{L}_{KD} + \beta \cdot \mathcal{L}_{PKD}). \tag{1}
\]

The hyperparameter \( \beta \) represents the importance of the PKD loss, whilst \( \alpha \) controls the general impact of the distillation procedure. When we use teacher annealing (TA), we are linearly decreasing the value of the hyperparameter \( \alpha \in (0, 1] \) towards 0. Thus, in the beginning of the training phase the student has access mostly to the distilled knowledge \( \mathcal{L}_{KD} + \beta \cdot \mathcal{L}_{PKD} \). As the student performance increases, the loss approximates the plain binary cross entropy loss \( \mathcal{L}_{01} \) based solely on the ground truth.

3.2. Learning Optimism with the help of multiple teacher

We proposed a multi-task knowledge distillation (MTKD) method adapted from (Clark et al., 2019). The MTKD methodology implies training single-task teacher models \( \{T_1, \ldots, T_t\} \), each on a different dataset \( \{D_1, \ldots, D_t\} \). A multi-task student model learns to mirror each teacher \( T_i \) by minimizing the sum of the knowledge distillation losses with respect to each teacher \( \mathcal{L}_{T_i} \). We thus adapt the distillation objective presented above for multiple tasks. We define the new MTKD student loss as the sum of the losses computed for each task \( \mathcal{L}_{MTKD} = \sum_{i \in T} \mathcal{L}_{T_i}. \)

Compared to the vanilla KD setting, the student has access to multiple training sources and it was shown to improve its performance on all tasks with respect to its teachers.

4. Datasets

In this section we first discuss the target and intermediate-tasks and corresponding datasets used in our transfer learning approach, and then refer to additional implementation details.

**Target Task** The primary dataset we consider in our study was Optimism/Pessimism Twitter (OPT) dataset, introduced by Ruan et al. (2016). The OPT dataset was collected from Twitter and consists of 7,475 tweets. Each tweet was rated by five individual annotators with an integer score between \(-3\) (very pessimistic) and \(+3\) (very optimistic). The golden standard rating for each tweet was considered to be the average of the five received scores. In previous studies, two settings for the definition of optimism and pessimism were considered in this context. The first setting considers the tweets with a golden standard smaller or equal to 0 as pessimistic and the tweets with positive golden standard as optimistic (i.e., the cut-off is place on the theoretical mean of 0). The second setting considers only the tweets with ratings smaller or equal to \(-1\) (pessimistic) and with ratings greater or equal to 1 (optimistic), while ignoring the tweets between \(-1\) and 1 (i.e., considers only the more pronounced rating to call the class of a tweet and ignores those that are clustered more towards the mean).

![Figure 1: Distribution of optimism review scores in OPT dataset. Optimistic tweets (pictured in green) add up to 62.6% of the dataset. In this case, we considered as pessimistic the tweets annotated with a score of 0 or lower and as optimistic the tweets with a score larger than 0.](image)

In our analysis we refer to the first setting as the 0
setting and to the latter as the $1/−1$ setting. We are mainly investigating the best models for the optimism prediction in the $0$ setting and evaluate them also on the $1/−1$ setting. In Figure 1, we can visualize the distribution of the golden standard in the OPT dataset. We thus have $62.60\%$ ($4,679/7,475$) optimistic tweets and $37.40\%$ ($2,796/7,475$) pessimistic tweets in the $0$ setting. Whilst, in the $1/−1$ setting we have $65.17\%$ ($2,507/3,847$) optimistic tweets and $34.83\%$ ($1,340/3,847$).

Intermediate Tasks One of the behaviors that was intensely studied in social media datasets is the presence of toxicity in texts. We posit that hate speech may also have an impact in determining if a tweet is either optimistic or pessimistic. We therefore also used the dataset (Hate) introduced by (Founta et al., 2018). This dataset was labeled using an iterative procedure, in multiple rounds. There are $80,000$ tweets each one labeled as either normal ($59\%$), spam ($22.5\%$), abusive ($11\%$) or hateful ($7.5\%$).

Finally, another association that was proposed by (Caragea et al., 2018) is between optimism and sentiment polarity. We used a twitter sentiment dataset (Sent) proposed at the SemEval competition in 2017 (Rosenthal et al., 2017). The Sent dataset is composed of $50,333$ tweets annotated with one of the three labels: negative ($15.57\%$), neutral ($44.80\%$) or positive ($39.54\%$). All the datasets discussed above are based on tweets. We believe that training on a larger number of tweets may give the models a better understanding of the tweets’ linguistic structure.

4.1. Dataset Analysis: Linguistic Aspects of Optimism

We start our analysis by scrutinizing the usage of various parts of speech in pessimistic and optimistic tweets. In the context of social media texts we also take into account some structures that may not be canonically considered as parts of speech, such as hashtags or emoticons.

We started the lexical analysis by employing a Twitter-aware tokenizer and part-of-speech tagger (Owoputi et al., 2013) on the OPT dataset. This parser detects besides the traditional parts of speech (such as nouns or verbs) also social media platform specific elements (such as hashtags or emoticons). We will further refer to the features detected by this parser simply as tags.

By considering all the tweets annotated with a label greater than $0$ to be optimistic and the others pessimistic, as proposed in the $0$ setting definition, we are making a broad generalization. Nevertheless, we can still find linguistic features to discriminate between these two broad categories. For example, in the context of a pessimistic tweet there are more adverbs used than in an optimistic one, as can be seen in Figure 2.

Using $0$ as threshold for considering tweets as either pessimistic or optimistic is a convention that ignores the fact that some texts or tweets have no optimism polarity; they may be formal or neutral. Thus, it is natural to further study how linguistic features behave throughout the entire pessimism-optimism continuous spectrum.

We studied the frequencies of the parts of speech (tags) usage as the optimism annotation label increases from $−3$ to $3$. We noticed that some tags are uniformly common in any range of optimism polarity. For example, nouns appear in between $80\%$ and $90\%$ percent of the tweets independent of their optimism range. On the other hand, the probability of encountering hashtags in a tweet increases proportionally with its optimism level, as can be seen in Figure 3 (a). Other features that we noticed may be correlated with optimism and pessimism are the presence of emoticons, punctuation or user mentions.

One peculiarity that is especially intriguing is the usage of first person singular pronouns. As shown in Figure 3 (b), first person pronouns tend to be used less frequently as the tweets get more optimistic. This is a result that correlates with common intuition that pessimism might be linked with depression; this phenomenon was pointed out by (Zimmermann et al., 2017), who argued that self-focused attention, indicated by the use of first person singular pronouns, can predict depressive symptoms.

Based on all these observations and in order to inquire how well they might generalize we built a classifier based on the occurrences of these features. We represented each tweet as a vector of occurrences of length $26$, corresponding to the tagset features expressed by the tweets parser (Owoputi et al., 2013). We trained an XGBoost regressor (Chen and Guestrin, 2016) on the vectorized OPT training set to predict the average annotation of each tweet’s optimism polarity. In order to test the prediction performance we discretized the prediction on the same $0$ threshold as in the $0$ setting optimism formulation. By doing so, we obtained a clas-
Table 1: Accuracy of BERT models combined with distillation techniques on the OPT dataset compared with the best non-BERT baseline.

| Model                     | Test Acc. | Dev. Acc. |
|---------------------------|-----------|-----------|
| BERT Base                 | 83.90     | 82.62     |
| BERTweet                  | 84.84     | 84.58     |
| KD                        | 85.21     | 83.94     |
| PKD                       | 85.21     | 84.79     |
| PKD and T.A.              | 85.45     | 84.85     |

Figure 3: Frequency of (a) hashtags and (b) first person singular pronouns usage in tweets as the optimism polarity increases from $-3$ to $+3$.

The classifier with 6% better accuracy than a classifier which would predict always the most frequent class. This result reveals that linguistic features have the potential to be a relevant predictor in optimism detection.

The classifier based on these linguistic tags revealed that the most important features were the first person singular pronouns, the hashtags, the emoticons and the punctuation. On the opposite site, nouns since are the most common parts of speech, have a negligible discrimination importance. Nouns are present almost on the same contexts in both pessimism and optimism.

In this section we have seen that there is variation on the pessimism-optimism spectrum that may be explained by linguistic features. In the following sections we will investigate the potential of attention based models on optimism prediction.

4.2. Experimental Setup

In our deep learning experiments, we split the OPT dataset in three disjoint subsets (training, validation and test) of sizes 80%, 10% and 10% respectively, of the original. We report the results as the mean accuracy of optimism/pessimism prediction over five independent runs. The pre-trained language models that we utilized are BERT (Devlin et al., 2018) and BERTweet (Nguyen et al., 2020). For each of these models we used only the embedding of the [CLS] token, as suggested for the GLUE tasks.

We found that the optimal values for the hyperparameters were $\alpha$ with initial value 1 and $\beta$ with value 100. Our implementation was based on PyTorch (Paszke et al., 2019) and the main model architectures were those provided by the Hugging Face library (Wolf et al., 2019).

5. Results

To analyze the effectiveness of our approach, we compared our model with multiple baselines (BERT Base, BERTweet and GRUStack (Caragea et al., 2018)) as presented in Table 1. The results show that solely fine-tuning BERT on the OPT dataset can achieve improvement over non-BERT baselines.

Since the OPT dataset is composed of Twitter posts, we also assessed the performance of BERTweet (Nguyen et al., 2020). As BERTweet was solely pre-trained on tweets it has the potential to better interpret Twitter jargon. Indeed, we obtained an improvement of almost two percent by using BERTweet over BERT, on the OPT dataset with a mean accuracy of 84.58% on the validation set.

As a teacher model we chose the best BERTweet model on the validation set, out of our independent runs, having an accuracy of 85.01%. We can see in Table 1 the comparative results obtained for the knowledge distillation techniques. Even though the performance improvements are small we can conclude that by using PKD in combination with TA the system can learn to predict optimism at least as well as with a plain model.

Correlation between sentiment and optimism was studied by (Caragea et al., 2018). Their study revealed that there is no one-to-one correlation between sentiment polarity and optimism/pessimism. Still, common sense would suggest that optimism and pessimism should be revealed at least to some degree by the presence of certain feelings in a text.

We also studied the importance of the different distillation technique obtained by a student trained with distilled knowledge from multiple teachers. For our task, we trained two additional teachers, one on the Hate dataset and other on the Sent dataset. We used the best knowledge distillation technique with respect to the validation set, as shown in Table 1. Namely, we
used PKD with TA. We selected the best student model based on its accuracy on the OPT validation set. In Table 2 we can see the results obtained for multiple MTKD variations. We can see that both Hate and Sent teachers bring improvements in performance when used alongside an OPT teacher. Also, by using all three teachers we obtain the highest performance, of 86.60% on the test set.

We also performed an ablation study. First, the knowledge distillation technique proved to be of great importance. Without distillation the multi-task student is unstable and reveals a lower final accuracy of only 82.11%, highlighting the importance of a suitable distillation procedure. Second, the BERTweet model still needs to be used to obtain the best performance. By using vanilla BERT instead of BERTweet in the same MTKD setting we obtain an accuracy of only 85.64%. Third, the magnitude of the intermediate tasks is also relevant. If we downsample the Hate and Sent datasets to the dimension of the OPT dataset we obtain an accuracy of 86.19%.

A comparison between the performances of our models is displayed in Figure 4. We can see that the improvements revealed by our methods is consistent and significant.

Finally, we also tested the best obtained models for the $1/1$ setting definition of the optimism. We show the results on Table 3. We can see that BERTweet and MTKD reveal the best results in this context as well clearly outperforming previous best models.

### Table 2: Best models’ performances on optimism prediction

| Model                          | Test Acc. | Dev Acc. |
|-------------------------------|-----------|----------|
| BERT                          | 95.29     | 95.97    |
| BERTweet                      | 95.78     | 96.84    |
| MTKD OPT + Hate + Sent        | 96.57     | 97.24    |
| MTKD OPT + Hate + Sent        | 96.60     | 97.14    |
| MTKD no KD                    | 82.11     | 81.82    |
| MTKD vanilla-BERT             | 85.64     | 84.71    |
| MTKD downsampled              | 86.19     | 85.23    |
| XLNet Base (Alshahrani et al., 2020) | 84.25 | –        |
| BERT Base with SLA (Alshahrani et al., 2021) | 85.69 | –        |

### Table 3: Model accuracies for predicting optimism in the setting $1/-1$

| Model                          | Test Acc. | Dev Acc. |
|-------------------------------|-----------|----------|
| BERT                          | 95.29     | 95.97    |
| BERTweet                      | 95.78     | 96.84    |
| MTKD OPT + Hate + Sent        | 96.57     | 97.24    |
| MTKD OPT + Hate + Sent        | 96.60     | 97.14    |
| MTKD OPT + Hate + Sent        | 96.60     | 97.14    |
| MTKD no KD                    | 82.11     | 81.82    |
| MTKD vanilla-BERT             | 85.64     | 84.71    |
| MTKD downsampled              | 86.19     | 85.23    |
| XLNet Base (Alshahrani et al., 2020) | 84.25 | –        |
| BERT Base with SLA (Alshahrani et al., 2021) | 85.69 | –        |

### 6. Error analysis

The OPT dataset is composed of tweets annotated for optimism on a scale from $-3$ to $3$. As it can be expected, the tweets with an annotation close to $0$ may have a subtle presence of pessimism or optimism and this may very well be a subjective one. We noticed that our best model mostly misses mild annotated tweets, as can be seen in Figure 5. Most misses are tweets annotated in the interval $(0, 0.5]$.

In comparison with the best teacher model, the best student has a better performance on mild optimistic annotated tweets Figure 7. On the other hand, the teacher model still has a higher accuracy on mild pessimistic tweets. We came to the conclusion that this is the case since the Hate and Sent teachers were exposed to more positive tweets. Both Hate and Sent are unbalanced datasets containing significantly more positive and neutral tweets than negative ones, as also mentioned in section 4. This fact may have been the reason for which the student has not mastered the classification of the negative tweets. Therefore, a future direction to
Table 4: Tweet modified to be more optimistic and pessimistic. Whilst the original tweet was misclassified by our best model, after limited clarifying corrections the model predicts accurately the pessimism and respectively the optimism of the tweet.

| Tweet                                      | Average Annotation | Prediction Confidence |
|---------------------------------------------|--------------------|-----------------------|
| Original tweet i don’t know how they can be so perfect | -0.2               | 55.03%                |
| Pessimistic correction i don’t know how they can be so perfect liars! | -1.2               | 77.01%                |
| Optimistic correction flawless! i don’t know how they can be so perfect. | 1.0                | 85.03%                |

investigate would be the behavior of students that have both negative and positive teachers.

Finally, we point to insights that could be gained from a qualitative analysis of "near misses" (i.e., predictions that are very close for the two classes of optimism and pessimism). Such an analysis suggests that the method developed may have trouble with statement in which positive and negative words co-occur, especially in more complicated construction, such as interrogative sentences:

@if we don’t raise taxes. how can we afford to pay the bills? you either cut spending or increase revenue (raise taxes).

More generally statements that alternate in one single construction positive and negative sentences, usually using one to illustrate the other, as we can see in:

the block feature on fb. i love it. if you bully me on my own page. you will be blocked. no discussion., or "you are sometimes attracted to the shady side of love street w... more for scorpio.

A number of tweets are consistently missed by the models, and these may well be unbreakable hurdles in pushing the models to a higher accuracy. These tweets usually contain both positive and negative words in a melange that is often equally balanced, making it difficult or impossible even for the human observer to sort the tweet correctly. A good example of such a tweet is:

all is violent. all is bright.

This tweet contains one positive and one negative word and having the two equally balanced through the rest of the wording.

6.1. Model sensitivity to limited corrections

To better understand the near misses of our model we selected 51 correctly classified tweets and 40 misclassified tweets from the validation set. We were interested in tweets on which the model had a close output for both optimism and pessimism. Thus, we selected tweets classified with a softmax confidence lower than 75%.

We asked two psychology PhD students to independently modify each tweet in two ways to become first, more optimistic and second, more pessimistic. The adjustments were as limited as possible, in order to clarify the tweet. Thus, for each of the original selected tweet we obtained four new tweets. Two more optimistic and two more pessimistic. Each of the newly obtained tweets was annotated following the same procedure used to annotate the OPT dataset, described by
Raluca Dutu and Sergiu Condrea for providing the documented dataset for optimism/pessimism classification. This will bring with it the supplementary challenge of studying reciprocal influences, as they unfold through time. The current study has also outlined the dire need to construct a new, larger and better text model has the ability to discriminate between optimism and pessimism. Moreover, we also explored the linguistic characteristics that are expressed in optimism and pessimism and observed that the usage of some parts of speech directly correlate with the level of optimism. The results obtained for optimism in the current study are encouraging, not only for their practical application potential, but also because they open up avenues for future research. We suggest the need to further explore the relationship between optimism-pessimism and those mental health constructs they have been proven to be strongly connected to, such as depression. This will bring with it the supplementary challenge of studying reciprocal influences, as they unfold through time. The current study has also outlined the dire need to construct of a new, larger and better documented dataset for optimism/pessimism classification.
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