Abstract. Contour integral methods for nonlinear eigenvalue problems seek to compute a subset of the spectrum in a bounded region of the complex plane. We briefly survey this class of algorithms, establishing a relationship to system realization techniques in control theory. This connection motivates a new general framework for contour integral methods (for linear and nonlinear eigenvalue problems), building on recent developments in multi-point rational interpolation of dynamical systems. These new techniques, which replace the usual Hankel matrices with Loewner matrix pencils, incorporate general interpolation schemes and permit ready recovery of eigenvectors. Because the main computations (the solution of linear systems associated with contour integration) are identical for these Loewner methods and the traditional Hankel approach, a variety of new eigenvalue approximations can be explored with modest additional work. Numerical examples illustrate the potential of this approach. We also discuss how the concept of filter functions can be employed in this new framework, and show how contour methods enable a data-driven modal truncation method for model reduction.
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1. Introduction. Let $T(z) : \mathbb{C} \to \mathbb{C}^{n \times n}$ denote an analytic matrix-valued function. The nonlinear eigenvalue problem (NLEVP) seeks $\lambda \in \mathbb{C}$ and nonzero $v \in \mathbb{C}^n$ such that $T(\lambda)v = 0$. NLEVPs are typically much more challenging than standard eigenvalue problems, with infinitely many eigenvalues possible for problems of finite dimension, $n$; moreover, eigenvectors associated with distinct eigenvalues need not be linearly independent. Many algorithms have been proposed to solve NLEVPs, ranging from Newton methods that compute one eigenvalue at a time to linearization algorithms based on local polynomial or rational approximations to $T(\lambda)$; the recent survey of G"{u}ttel and Tisseur provides a comprehensive overview of theory and algorithms [18], complementing earlier surveys by Mehrmann and Voss [27, 40]. While no one algorithm has yet emerged as a definitive method of choice for all NLEVPs, a class of algorithms based on contour integration of $T(z)^{-1}$, initiated by Asakura et al. [5] and Beyn [9], shows much promise. Inspired by contour methods for linear eigenvalue problems [29,32], these methods provide a basis for new black-box software for NLEVPs [35].

We seek all the eigenvalues in a bounded (open) domain $\Omega \subset \mathbb{C}$. Contour integral methods build on a fundamental result of Keldysh from the 1950s [24, 25] that decomposes $T(z)^{-1}$ into the sum of a resolvent for a linear operator corresponding to the eigenvalues of $T(z)$ in $\Omega$, and a nonlinear remainder with no poles in $\Omega$. We state a simplified version.

**Theorem 1 (Keldysh).** Suppose $T(z) : \mathbb{C} \to \mathbb{C}^{n \times n}$ has $m$ eigenvalues $\lambda_1, \ldots, \lambda_m$ (counting multiplicity) in the bounded domain $\Omega \subset \mathbb{C}$, all semi-simple (i.e., $\lambda_j$ is a
The matrices $V$ and $W$ contain the right and left eigenvectors $v_j$ and $w_j$ for the eigenvalue $\lambda_j$, normalized so $w_j^* T'(\lambda_j) v_j = 1$; the matrix-valued function $N(z)$ is analytic in $\Omega$.

For a more general version of Keldysh’s theorem that handles defective eigenvalues (i.e., Jordan blocks), see [18, Thm. 2.8]. Notice that the columns of $V$ and $W$ need not be linearly independent; indeed, while we often envision $m \ll n$, the theorem permits $m > n$, in which case the dimensions require $V$ and $W$ to have linearly dependent columns. Figure 1 provides a schematic illustration of Theorem 1. Note that $\lambda \in \mathbb{C}$ is an eigenvalue if and only if $T(\lambda)$ is not invertible, i.e., $\lambda$ is a pole of at least one entry of the matrix-valued function $T(z)^{-1}$. By (1), $T(\lambda)$ is not invertible at $\lambda \in \Omega$ precisely when $A - \Lambda$ is not invertible, i.e., $\lambda$ is a conventional eigenvalue of the (diagonal) matrix $\Lambda$. Supposing the number of eigenvalues $m$ inside $\Omega$ is much smaller than the dimension of the problem, $n$, the Keldysh decomposition gives a low-dimensional linear component within the larger nonlinear problem. While Theorem 1 ensures the existence of this decomposition, it does not explicitly reveal the critical linear component $H(z) := V(zI - A)^{-1} W^*$ from which we could extract the eigenvalues in $\Omega$. Contour integral techniques give access to this linear part by enabling calculation of samples $H(\sigma)$ for $\sigma \in \mathbb{C}\setminus\Omega$, where $\Omega$ denotes the closure of the domain $\Omega$. All the methods we discuss apply naturally to linear eigenvalue problems too, in which case $N(z)$ is a rational function having poles outside $\Omega$.

In this paper, we show that contour integral algorithms for eigenvalue problems are closely related to data-driven system identification techniques from control theory that use samples of $H(\sigma)$ at points $\sigma \in \mathbb{C}$ (or even just tangential samples like $\ell^* H(\sigma)$, $H(\sigma) r$, or $\ell^* H(\sigma) r$ with $\ell, r \in \mathbb{C}^n$) to recover the matrices $V$, $\Lambda$, and $W$ comprising $H(z)$. This connection provides a new perspective on existing contour methods, and suggests new eigenvalue algorithms based on rational interpolation and Loewner matrices. We begin by identifying $H(z) = V(zI - A)^{-1} W^*$ as the transfer function for...
the linear $n$-input, $n$-output time-invariant dynamical system

$$
\begin{align*}
\mathbf{x}'(t) &= \mathbf{A}\mathbf{x}(t) + \mathbf{W}^*\mathbf{u}(t) \\
\mathbf{y}(t) &= \mathbf{V}\mathbf{x}(t),
\end{align*}
$$

where $\mathbf{x}(t) \in \mathbb{C}^n$, $\mathbf{u}(t) \in \mathbb{C}^n$, and $\mathbf{y}(t) \in \mathbb{C}^n$ are the states, inputs, and outputs of (2) and $\mathbf{x}(0) = 0$; see, e.g., [1, 23]. Let $\mathbf{U}(z)$ and $\mathbf{Y}(z)$ denote the Laplace transforms of $\mathbf{u}(t)$ and $\mathbf{y}(t)$. The transfer function $\mathbf{H}(z)$ maps $\mathbf{U}(z)$ to $\mathbf{Y}(z)$, i.e., $\mathbf{Y}(z) = \mathbf{H}(z)\mathbf{U}(z)$. To expose this $\mathbf{H}(z)$ term in the Keldysh decomposition of $\mathbf{T}(z)^{-1}$, let $f$ be any function analytic on $\Omega$, and compute the contour integral

$$
\frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{T}(z)^{-1} \, dz = \frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{H}(z) \, dz + \frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{N}(z) \, dz
$$

about the boundary $\partial\Omega$ of $\Omega$. Since $\mathbf{N}(z)$ is analytic on $\Omega$, Cauchy’s theorem gives

$$
\frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{N}(z) \, dz = 0,
$$

thus reducing (3) to

$$
\frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{T}(z)^{-1} \, dz = \frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{H}(z) \, dz = \mathbf{V}\left(\frac{1}{2\pi i} \int_{\partial\Omega} f(z)(z\mathbf{I} - \mathbf{A})^{-1} \, dz\right)\mathbf{W}^* = \mathbf{Vf(A)W}^*.
$$

(The last step just uses the Cauchy integral formula for functions of matrices [19].) Thus, given only access to $\mathbf{T}(z)$, one can compute $\mathbf{Vf(A)W}^*$ via the contour integral on the left-hand side of (4). We seek to combine different choices of $f$ to reveal the eigenvalues of $\mathbf{T}(z)$ in $\Omega$ as efficiently and reliably as possible.

Existing algorithms use $f(z) \equiv 1$, $f(z) = z$, or more generally $f(z) = z^k$ for nonnegative integers $k$; with such choices the integral computes $\mathbf{V}\mathbf{A}^k\mathbf{W}^* \in \mathbb{C}^{n \times n}$.

In systems theory these matrices, called Markov parameters, play a central role in realization algorithms that determine the transfer function $\mathbf{H}(z)$ from measurements of $\mathbf{V}\mathbf{A}^k\mathbf{W}^*$. We elaborate upon this connection in Section 2, then apply it later to design a new class of eigenvalue algorithms that use rational functions for $f$.

The integrand in (3) involves the inverse $\mathbf{T}(z)^{-1}$. For all but the smallest $n$ one prefers to avoid such inversion, reducing the dimension by applying left and right probing matrices $\mathbf{L} \in \mathbb{C}^{n \times \ell}$ and $\mathbf{R} \in \mathbb{C}^{n \times r}$:

$$
\frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{T}(z)^{-1} \, dz = \frac{1}{2\pi i} \int_{\partial\Omega} f(z)\mathbf{L}^*\mathbf{T}(z)^{-1}\mathbf{R} \, dz \in \mathbb{C}^{\ell \times r}.
$$

For example, $\mathbf{T}^{-1}(z)\mathbf{R} \in \mathbb{C}^{n \times r}$ in the integrand can be computed (for a fixed $z$) by solving $\mathbf{T}(z)\mathbf{Y}(z) = \mathbf{R}$ for $\mathbf{Y}(z)$. (The use of probing matrices resembles sketching techniques in randomized numerical linear algebra [37, 41].) We shall show how the $\mathbf{L}$ and $\mathbf{R}$ matrices relate to tangential interpolation directions in the context of system realization [2, 26]. In contrast to (2), we identify

$$
\mathbf{H}_{LR}(z) := \mathbf{L}^*\mathbf{V}(z\mathbf{I} - \mathbf{A})^{-1}\mathbf{W}^*\mathbf{R}
$$
as the transfer function of the \( r \)-input, \( \ell \)-output \textit{sampled} dynamical system

\[
\begin{align*}
x'(t) &= \Lambda x(t) + W^* R u(t) \\
y(t) &= L^* V x(t),
\end{align*}
\]

which, subject to mild conditions on \( L \) and \( R \), has the same poles as \( V(zI - \Lambda)^{-1} W^* \): the eigenvalues of \( T(z) \) in \( \Omega \).

In practice, the integral (4) is approximated via a quadrature rule, giving

\[
L^* V f(A) W^* R \approx \sum_{k=1}^{N} w_k f(z_k) L^* T(z_k)^{-1} R
\]

for quadrature weights \( \{w_k\}_{k=1}^{N} \) and nodes \( \{z_k\}_{k=1}^{N} \). Since the individual \( L^* T(z_k)^{-1} R \) values in (7) are independent of one another, they can be computed in parallel, a major appeal of these contour integration algorithms. Moreover, we emphasize that the computation of \( L^* T(z_k)^{-1} R \) for each quadrature node \( z_k \) dominates the computational complexity; with those quantities in hand, it is easy to evaluate (7) with various different \( f \).

The trapezoidal rule [36] is often the method of choice in (7), although one can tailor the quadrature rule to the problem through the use of rational filter functions [39]. The term \textit{rational} in that setting is quite different from the concept of (multi-point) rational interpolation that is the main theme of this paper. This distinction will be clarified in Section 7, after we establish our proposed framework.

Figure 2 shows a typical setting. While a user of the algorithm specifies the target region \( \Omega \) (e.g., to look for rightmost eigenvalues for stability analysis), practical implementations should determine the number \( m \) of eigenvalues in \( \Omega \). In the established algorithm, \( m \) is revealed by the rank of a block Hankel matrix composed from contour integrals of the form (5) (Section 2); the methods we develop in Section 4 and Section 5 use block Loewner matrices. With exact data, these methods all precisely reveal \( m \); in practice, the quadrature approximations (7) give inexact data, so \( m \)

![Fig. 2. Sketch of the set-up in the complex plane: computing 11 eigenvalues (cluster of blue dots) of an NLEVP for stability analysis of a delay differential equation. Integrate around \( \partial \Omega \), the boundary of the blue region, to compute the eigenvalues inside. The red dots show some of the infinitely many other eigenvalues of \( T(z) \). While \( \Omega \) is a circle, other shapes are easy to implement.](image-url)
must be discerned from the decaying singular values of the block Hankel or Loewner matrix. Figure 3 illustrates this challenge using the Hankel approach (left) and the single-point Loewner method (Section 4), applied to the problem in Figure 2. We seek the \( m = 11 \) eigenvalues in the disk \( \Omega \), using \( \ell = r = 11 \) random probing directions and \( K = 5 \) block rows and columns (explained in the following sections). With exact data these matrices both have rank \( m \), but with trapezoid-rule approximations, the singular values behave differently, and the rank \( m \) can be more easily approximated with modest \( N \) using one method or the other.

2. Algorithms based on Hankel matrices. Established contour integration methods for NLEVPs are based on Hankel matrix techniques [5, 9], which we briefly summarize in this section. Consider the analytic matrix-valued function \( T : \Omega \subset \mathbb{C} \rightarrow \mathbb{C}^{n \times n} \) that defines the NLEVP

\[
T(\lambda)v = 0.
\]

Assume that \( \Omega \subset \mathbb{C} \) is an open domain and \( T \) has \( m \) eigenvalues \( \lambda_1, \ldots, \lambda_m \) (distinctly labeling each copy of a multiple eigenvalue) in \( \Omega \). Theorem 1 ensures that

\[
T(z)^{-1} = V(zI - A)^{-1}W^* + N(z).
\]

With \( f(z) = z^k \) and probing matrices \( L \in \mathbb{C}^{n \times \ell} \) and \( R \in \mathbb{C}^{n \times r} \) in (5), define

\[
(8) \quad A_k := \frac{1}{2\pi i} \int_{\partial \Omega} z^k L^*T(z)^{-1}R \, dz \in \mathbb{C}^{\ell \times r}.
\]

Using (4), we can factor

\[
(9) \quad A_k = L^*V\Lambda^kW^*R;
\]

in particular,

\[
(10) \quad A_0 = L^*VW^*R, \quad A_1 = L^*V\Lambda W^*R.
\]

At this stage, one could analyze the (possibly singular) rectangular matrix pencil \( A_1 - zA_0 = L^*V(A - zI)W^*R \) of dimension \( \ell \times r \) [10,21,34,42]. Instead, established nonlinear eigenvalue contour algorithms reduce \( A_1 - zA_0 \) to a square pencil.

Note that \( \text{rank}(A_0) \) and \( \text{rank}(A_1) \) depend on the probing matrices \( L \) and \( R \), the eigenvectors in \( V \) and \( W \), and the number \( m \) of eigenvalues in \( \Omega \). Suppose for now
that we have at least as many left and right probing directions as desired eigenvalues $(\ell, r \geq m)$ and the eigenvectors that form the columns of $V \in \mathbb{C}^{n \times m}$ and $W \in \mathbb{C}^{n \times m}$ are linearly independent. Then for generic choices of $L \in \mathbb{C}^{n \times \ell}$ and $R \in \mathbb{C}^{n \times r}$,

$$\text{rank}(L^*V) = \text{rank}(W^*R) = m.$$  

In practice, the probing matrices $L$ and $R$ are constructed with random entries, so the rank conditions (11) hold with high probability [13]; cf. [9, sect. 3].

Via Sylvester’s rank inequality (see, e.g., [22, Sect. 0.4.5]), the condition (11) implies $\text{rank}(A_0) = m$. Take the (reduced) singular value decomposition (SVD)

$$A_0 = X\Sigma Y^*,$$

with $X \in \mathbb{C}^{\ell \times m}$ and $Y \in \mathbb{C}^{r \times m}$ having orthonormal columns, and invertible $\Sigma \in \mathbb{R}^{m \times m}$. From these ingredients we can expose $A$ and extract the $m$ eigenpairs of $T$ in $\Omega$ by solving a standard (linear) matrix eigenvalue problem.

**Theorem 2.** Assume $\Omega$ contains $m$ eigenvalues $\lambda_1, \ldots, \lambda_m$ with linearly independent right and left eigenvectors stored in $V, W \in \mathbb{C}^{n \times m}$, and the probing matrices $L \in \mathbb{C}^{n \times \ell}$ and $R \in \mathbb{C}^{n \times r}$ satisfy the rank conditions (11) (implying $\ell, r \geq m$). Then there exists a unique invertible $S \in \mathbb{C}^{m \times m}$ such that $L^*V = XS$, and

$$B := X^*A_1Y \Sigma^{-1} \in \mathbb{C}^{m \times m}$$

can be diagonalized as $B = SAS^{-1}$, with $A = \text{diag}(\lambda_1, \ldots, \lambda_m)$ containing the $m$ eigenvalues of the nonlinear eigenvalue problem $T(\lambda)v = 0$ in $\Omega$.

**Proof.** The rank conditions (11) imply that $L^*V$ and $A_0 = L^*VV^*R$ have the same column space, which hence also agrees with the column space of $X$ in (12). Thus there exists a unique invertible $S \in \mathbb{C}^{m \times m}$ such that $L^*V = XS$. Equate the expressions for $A_0$ in (10) and (12) to see

$$L^*VW^*R = XS^*Y.$$  

Substitute $L^*V = XS$ on the left to obtain $XSW^*R = X\Sigma Y^*$. Premultiply by $X^*$ and postmultiply by $Y$: since the columns of $X$ and $Y$ are orthonormal,

$$SW^*RY = \Sigma.$$  

From the expression (10) for $A_1$, we find

$$B := X^*A_1Y \Sigma^{-1} = X^*(L^*VAW^*R)Y \Sigma^{-1}$$

$$= X^*(L^*V)A(S^{-1}S)(W^*R)Y \Sigma^{-1}$$

$$= X^*(XS)AS^{-1}(SW^*RY) \Sigma^{-1} = SAS^{-1},$$

where the last equality follows from the expression for $\Sigma$ in (13). □

The matrix $B$ in Theorem 2 does not reveal the **eigenvectors** of the nonlinear eigenvalue problem $T(\lambda)v = 0$. In systems theory terms, Theorem 2 uses the **two-sided samples** $L^*Vf(A)W^*R$ to realize the **sampled transfer function** $H_{LR}(z) = L^*H(z)R = L^*V(zI - A)^{-1}W^*R$ associated with the sampled dynamical system (6): the process recovers $L^*V$ and $W^*R$, instead of $V$ and $W^*$. If the left probing is trivial, $L = I$ (so $\ell = n$), partition $S = [s_1, \ldots, s_m]$ by columns to reveal the eigenvectors.
of the nonlinear eigenvalue problem, stored in the columns of $V$: the $m$ eigenpairs associated with $\Omega$ are $(\lambda_j, Xs_j)$ for $j = 1, \ldots, m$.

If the eigenvectors that form the columns of $V$ and $W$ are not linearly independent (certainly the case when $m > n$, but possible in other situations), or if we have too few probing directions ($\ell, r < m$), then the rank conditions (11) cannot be satisfied, regardless of $L$ and $R$. Such situations can be handled by forming, for suitable $K \geq 1$, the block Hankel matrices

$$
H = \begin{bmatrix}
A_0 & A_1 & \cdots & A_{K-1} \\
A_1 & A_2 & \cdots & A_K \\
\vdots & \vdots & \ddots & \vdots \\
A_{K-1} & A_K & \cdots & A_{2K-2}
\end{bmatrix}, \\
H_s = \begin{bmatrix}
A_1 & A_2 & \cdots & A_K \\
A_2 & A_3 & \cdots & A_{K+1} \\
\vdots & \vdots & \ddots & \vdots \\
A_K & A_{K+1} & \cdots & A_{2K-1}
\end{bmatrix}.
$$

(We use double-struck characters like $H$ to represent matrices constructed from data obtained via contour integration.) The submatrices $A_j \in \mathbb{C}^{r \times r}$ have the form (9), so that $H, H_s \in \mathbb{C}^{lK \times rK}$. (The $K = 1$ case gives $H = A_0$ and $H_s = A_1$.) All our approaches will utilize convenient (theoretical) factorizations of structured block matrices, $H$ and $H_s$ in this case. Use the decomposition (9) for $A_k$ to factor

$$
H = \mathcal{O} \mathcal{R}, \\
H_s = \mathcal{O} \Lambda \mathcal{R},
$$

where $\mathcal{O} \in \mathbb{C}^{lK \times m}$ and $\mathcal{R} \in \mathbb{C}^{m \times rK}$ have the form

$$
\mathcal{O} = \begin{bmatrix}
L^*V \\
L^*VA \\
\vdots \\
L^*VA^{K-1}
\end{bmatrix}, \\
\mathcal{R} = \begin{bmatrix}
W^*R & \Lambda W^*R & \cdots & \Lambda^{K-1} W^*R
\end{bmatrix}.
$$

In systems theory, these matrices are called the observability and reachability matrices for the sampled dynamical system (6). If $\text{rank}(\mathcal{O}) = m$, the system is observable; if $\text{rank}(\mathcal{R}) = m$, the system is reachable.

Assume $L, R$, and $K \geq 1$ have been chosen so that

$$
\text{rank}(H) = m,
$$

which in turn implies that $\text{rank}(\mathcal{O}) = \text{rank}(\mathcal{R}) = m$. (When the eigenvectors in $V$ and $W$ are linearly independent, it suffices to take $lK, rK \geq m$ for generic $L$ and $R$; cf. [9, sect. 5].) Take the reduced SVD

$$
H = X \Sigma Y^*,
$$

where $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_m) \in \mathbb{R}^{m \times m}$ contains the nonzero singular values of $H$, and $X \in \mathbb{C}^{lK \times m}$ and $Y \in \mathbb{C}^{rK \times m}$ both have orthonormal columns. Just as with the $K = 1$ case covered in Theorem 2, this set-up enables us to compute the $m$ eigenvalues of $T(z)$ in $\Omega$ by computing the eigenvalues of a matrix.

**Theorem 3.** With the notation above, assume $\text{rank}(H) = m$. There exists an invertible $S \in \mathbb{C}^{m \times m}$ such that $\mathcal{O} = XS$, and the matrix

$$
B := X^*H_sY \Sigma^{-1} \in \mathbb{C}^{m \times m}
$$

can be diagonalized as $B = S \Lambda S^{-1}$, with $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$ containing the $m$ eigenvalues of the nonlinear eigenvalue problem $T(\lambda)v = 0$ in $\Omega$. 
The proof of Theorem 3 is an immediate generalization of the proof of Theorem 2. The existence of \( S \in \mathbb{C}^{m \times m} \) follows from the assumption that \( \text{rank}(\mathbb{H}) = m \), which, given the decomposition (15), implies that \( \text{rank}(\mathbb{O}) = \text{rank}(\mathbb{H}) = \text{rank}(X) \).

As in the \( K = 1 \) case, the eigenvectors of the nonlinear eigenvalue problem in \( V \) are obscured by the probing matrix \( L^* \). Recovery of these eigenvectors will be among the issues that will be naturally resolved with our systems theory perspective.

3. Systems theory perspective on Hankel contour integration. As observed in the introduction, we view the critical term \( H(z) = V(z\mathbf{I} - \Lambda)^{-1}W^* \) in the Keldysh decomposition (1) for \( T(z)^{-1} \) as the transfer function of the (unsampled) linear dynamical system (2). Use a Neumann series to expand \( H(z) \) around \( z = \infty \):

\[
H(z) = V(z\mathbf{I} - \Lambda)^{-1}W^* = z^{-1}V(I - z^{-1}\Lambda)^{-1}W^* = \sum_{k=0}^{\infty} V\Lambda^k W^* z^{-(k+1)}.
\]

In systems theory, the coefficients \( M_k := V\Lambda^k W^* \) of \( z^{-(k+1)} \) in this expansion are called Markov parameters of \( H(z) \) [1, Sect. 4.1]. Therefore, the contour integral (4) with \( f(z) = z^k \) computes the Markov parameters of \( H(z) \). When left and right probing matrices are included in the integral (8), the “two-sided samples” \( L^* M_k R \) are the Markov parameters of \( H_{LR}(z) \) for the sampled system. From the systems theory perspective, the Hankel contour integral methods described in Theorem 2 and Theorem 3 address a realization problem [1, Sect. 4.4]. Provided \( \text{rank}(\mathbb{H}) = m \), the poles of the rational function \( H_{LR}(z) \) reveal the eigenvalues of \( T(z) \) in \( \Omega \).

**Realization problem: Data at \( z = \infty \), two-sided samples**

*Given samples \( A_k := L^* M_k R = L^* V\Lambda^k W^* R \) of the Markov parameters, construct the transfer function \( H_{LR}(z) \) for the sampled system (6).*

**Remark 4.** We point out that the established eigenvalue algorithms from [5,9] in Theorems 2 and 3 amount to applications of the Ho–Kalman algorithm [14,20] for realizing a dynamical system from Markov parameters, in this case obtained from the contour integrals (8). Ho and Kalman find \( P \) and \( Q \) such that

\[
P\mathbb{H}Q = \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix},
\]

and then observe that the upper-left \( m \times m \) submatrix \( (P\mathbb{H}_s Q)_{1:m,1:m} \) recovers \( \Lambda \) (up to a coordinate transformation). If \( \mathbb{H} = \tilde{X}\tilde{\Sigma}\tilde{Y}^* \) is a full SVD, then taking \( P = \tilde{X}^* \) and \( Q = \tilde{Y}\tilde{\Sigma}^+ \) will recover the algorithm in Theorem 3, where \( B = X^*\mathbb{H} Y\Sigma^{-1} = (X^*\mathbb{H}_s Y\Sigma^+)^{1:m,1:m} = (P\mathbb{H}_s Q)_{1:m,1:m} \), and \( \Sigma^+ \) denotes the pseudoinverse of \( \Sigma \). The Silverman realization algorithm [1, Sect 4.4.1], [33] provides an alternative technique for realizing a system using full-rank \( m \times m \) submatrices of \( \mathbb{H} \) and \( \mathbb{H}_s \).

In this spirit, note that any system realization algorithm can be applied to solve eigenvalue problems, provided one can use contour integrals like (4) and (5) to obtain whatever sample data is required by the realization algorithm. In this and the following sections, we will show several ways in which the Loewner modeling framework allows us to recover the full transfer function \( H(z) \) using “one-sided samples” that only apply probing vectors on the left or right of \( Vf(\Lambda)W^* \). We begin by showing
how one-sided samples of the form \( L^* M_k \) and \( M_k R \) can be used to recover not just \( \Lambda \), but the transfer function \( H(z) \) of the full system (and hence the eigenvector matrices \( V, W \in \mathbb{C}^{n \times m} \)). In subsequent sections we will repeat this same template, using different data about the NLEVP to recover \( H(z) \).

**Realization problem: Data at \( z = \infty \), one-sided samples**

Given samples \( L^* M_k \) and \( M_k R \) of the Markov parameters \( M_k := V \Lambda^k W^* \) along the directions \( L \) and \( R \), construct the transfer function \( H(z) \) for the full system (2).

Start with the factorizations of the Hankel and shifted Hankel matrices in (15):

\[
H = \mathcal{O} \mathcal{R}, \quad \mathcal{H}_s = \mathcal{O} \mathcal{A} \mathcal{R} \in \mathbb{C}^{\ell K \times r K}
\]

for \( \mathcal{O} \in \mathbb{C}^{\ell K \times m} \) and \( \mathcal{R} \in \mathbb{C}^{m \times r K} \) given in (16). As before, assume that \( H \) has rank \( m \), with reduced SVD \( H = X \Sigma Y^* \). The \( m \times m \) matrices \( X^* \mathcal{O} \) and \( \mathcal{R} Y \) must also have rank \( m \), since \( (X^* \mathcal{O}) (\mathcal{R} Y) = X^* \mathcal{H} Y = \Sigma \) has rank \( m \).

Recall now the full dynamical system (2). Since \( \mathcal{R} Y \) is invertible, we can change the coordinate system for the state variable \( x(t) \) in (2) to \( \tilde{x}(t) := (\mathcal{R} Y)^{-1} x(t) \), giving the equivalent system

\[
(\mathcal{R} Y) \tilde{x}'(t) = \Lambda (\mathcal{R} Y) \tilde{x}(t) + W^* u(t)
\]

\[
y(t) = V (\mathcal{R} Y) \tilde{x}(t).
\]

Premultiply the first equation by the invertible matrix \( X^* \mathcal{O} \) to get another equivalent system:

\[
(X^* \mathcal{O}) (\mathcal{R} Y) \tilde{x}'(t) = (X^* \mathcal{O}) \Lambda (\mathcal{R} Y) \tilde{x}(t) + (X^* \mathcal{O}) W^* u(t)
\]

\[
y(t) = V (\mathcal{R} Y) \tilde{x}(t).
\]

Note that \( X^* \mathcal{O} \mathcal{R} Y = X^* \mathcal{H} Y = \Sigma \) and \( X^* \mathcal{O} \mathcal{A} \mathcal{R} Y = X^* \mathcal{H}_s Y \). Collect the one-sided data \( \{L^* M_k\}_{k=0}^{K-1} \) and \( \{M_k R\}_{k=0}^{K-1} \) into matrices

\[
(20a) \quad \mathbb{B} := \begin{bmatrix}
L^* M_0 \\
L^* M_1 \\
\vdots \\
L^* M_{K-1}
\end{bmatrix} = \begin{bmatrix}
L^* V \\
L^* V \Lambda \\
\vdots \\
L^* V \Lambda^{K-1}
\end{bmatrix} \quad W^* = \mathcal{O} W^*,
\]

\[
(20b) \quad \mathbb{C} := [M_0 R \quad M_1 R \quad \cdots \quad M_{K-1} R] \\
= \begin{bmatrix}
V W^* R \\
V A W^* R \\
\vdots \\
V A^{K-1} W^* R
\end{bmatrix} = V \mathcal{R}.
\]

With this notation, the system (19) becomes

\[
\Sigma \mathbb{B}^\prime(t) = (X^* \mathcal{H}_s Y) \tilde{x}(t) + (X^* \mathbb{B}) u(t)
\]

\[
y(t) = (\mathbb{C} Y) \tilde{x}(t).
\]

Since the full system (2) and this transformed system (21) only differ in the coordinate system for the internal state variables, they describe the same input–output map, and hence share the common transfer function

\[
H(z) = V (z I - \Lambda)^{-1} W^*
\]

\[
= \mathbb{C} Y (z \Sigma - X^* \mathcal{H}_s Y)^{-1} X^* \mathbb{B}.
\]
The eigenvalues of the NLEVP in $\Omega$, which are the poles of $H(z)$, are thus eigenvalues of the $m \times m$ pencil $(X^*H, Y, \Sigma)$, and so the eigenvalues of $X^*H, Y, \Sigma^{-1}$, the key matrix in Theorem 3. Moreover, since this pencil corresponds to an equivalent realization of $H(z)$, its eigenvalues have the same multiplicities and indices as those of $A$; since we assumed the eigenvalues of the NLEVP in $\Omega$ are semi-simple, so too must be the eigenvalues of $(X^*H, Y, \Sigma)$. If we diagonalize $X^*H, Y, \Sigma^{-1} = SAS^{-1}$, then

$$V(zI - A)^{-1}W^* = CY(z\Sigma - X^*H, Y)^{-1}X^*B = (CY\Sigma^{-1}S)(zI - A)^{-1}(S^{-1}X^*B).$$

We thus identify the $j$th column of $CY\Sigma^{-1}S$ and $j$th row of $S^{-1}X^*B$ as right and left eigenvectors of $T(z)$ associated with $\lambda_j$. Using one-sided data permits recovery of the full system, and hence recovery of eigenvalues and eigenvectors. (Though we restrict to semi-simple eigenvalues, these ideas directly extend to defective eigenvalues and Jordan blocks, since the construction obtains an equivalent realization of $H(z)$.)

**Remark 5.** Two steps led to the transformed dynamical system in (19): (a) the change of variables $x(t) = RY\tilde{x}(t)$, and (b) the premultiplication by $X^*O$. These steps parallel projection-based model reduction algorithms; see, e.g., [3, sect. 3.2]. In that context, step (a) is replaced by an approximation that restricts the state vector to a lower-dimensional subspace, and step (b) imposes a Petrov–Galerkin condition to close the system. In the NLEVP setting, the number $m$ of eigenvalues in $\Omega$ will often be unknown, to be estimated from the singular values of a block Hankel matrix $H$ populated with inexact (quadrature) data. If $m$ is underestimated, the process described in this section develops a reduced-order model of $H(z)$, and the computed eigenvalues will only be approximations to the true eigenvalues of $T(z)$ in $\Omega$.

### 4. Single-point Loewner algorithm for NLEVPs.

The Hankel techniques described in the last two sections use samples of the Markov parameters $VL^kW^*$, the coefficients in the series expansion of $H(z)$ at $z = \infty$ (18). What if we instead expand $H(z)$ about some other point $\sigma \in \mathcal{C}$ outside the domain $\Omega$? With exact data (contour integrals), this approach yields an equivalent realization of $H(z) = V(zI - A)^{-1}W^*$; for inexact data (quadrature), the accuracy of the computed eigenvalues will differ. As we will show in this section, the most computationally-intensive work required in this new approach is precisely the same as for the Hankel case: computing the terms $L^kT(z_k)^{-1}R$ in the quadrature approximations (7) to the exact integrals. Therefore, one can explore this method (indeed, with multiple values of $\sigma$) at little extra cost.

For $\sigma \notin \overline{\Omega}$, expand $H(z)$ in the Taylor series

$$H(z) = V(zI - A)^{-1}W^* = \sum_{k=0}^{\infty} \left( \frac{1}{k!}H^{(k)}(\sigma) \right) (z - \sigma)^k =: \sum_{k=0}^{\infty} M_k (z - \sigma)^k,$$

where we now define

$$M_k := \frac{1}{k!} H^{(k)}(\sigma) = (-1)^k V(\sigma I - A)^{-(k+1)}W^*.$$

The coefficients $M_k \in \mathbb{C}^{n \times n}$ can be obtained by evaluating the integrals (4) and (8) with $f(z) = (-1)^k / (\sigma - z)^{k+1}$ at essentially the same expense as the $f(z) = z^k$ used in the Hankel method; Section 4.1 provides details. The matrices $M_k$ are moments of the transfer function $H(z)$ about $\sigma = \sigma$; see, e.g., [1, p. 109]. Akin to the last section, we seek to recover the full transfer function $H(z)$ from one-sided (“tangential”) measurements $L^*M_k$ and $M_kR$ of $M_k$, given $L \in \mathbb{C}^{n \times \ell}$ and $R \in \mathbb{C}^{n \times r}$ ($\ell, r \leq n$).
Realization problem: Data at $z = \sigma \notin \Omega$, one-sided samples
Given samples of the moments $M_k := (-1)^k V(\sigma I - \Lambda)^{-(k+1)} W^*$ along the directions $L$ and $R$, i.e., $L^*M_k$ and $M_kR$, construct the transfer function $H(z)$ for the full system (2).

Inspired by the rational bi-tangential interpolation model reduction framework of Mayo and Antoulas [26, sect. 6], construct the $\ell K \times r K$ matrices

$$L = \begin{bmatrix} L^*M_1R & L^*M_2R & \cdots & L^*M_{K}R \\ L^*M_2R & L^*M_3R & \cdots & L^*M_{K+1}R \\ \vdots & \vdots & \ddots & \vdots \\ L^*M_{K}R & L^*M_{K+1}R & \cdots & L^*M_{2K-1}R \end{bmatrix},$$

$$L_0 = \begin{bmatrix} L^*M_0R & L^*M_1R & \cdots & L^*M_{K-1}R \\ L^*M_1R & L^*M_2R & \cdots & L^*M_{K}R \\ \vdots & \vdots & \ddots & \vdots \\ L^*M_{K-1}R & L^*M_{K}R & \cdots & L^*M_{2K-2}R \end{bmatrix}.$$

$$L_s = \sigma L + L_0.$$

Following Mayo and Antoulas, we call $L$ and $L_s$ the Loewner and shifted Loewner matrices corresponding to $H(z)$ for the single point $\sigma$. Analogous to the Hankel development, define

$$\mathcal{O} := \begin{bmatrix} L^* V(\sigma I - \Lambda)^{-1} \\ -L^* V(\sigma I - \Lambda)^{-2} \\ \vdots \\ (-1)^{K+1} L^* V(\sigma I - \Lambda)^{-K} \end{bmatrix} \in \mathbb{C}^{\ell K \times m},$$

$$\mathcal{R} := \begin{bmatrix} (\sigma I - \Lambda)^{-1} W^*R & \cdots & (-1)^{K+1} (\sigma I - \Lambda)^{-K} W^*R \end{bmatrix} \in \mathbb{C}^{m \times rK}.$$

We do not have access to these matrices, as they require the eigenvalues and eigenvectors; they merely support the derivation. In particular, we can express

$$L_0 = \mathcal{O}(\sigma I - \Lambda)\mathcal{R},$$

$$L = -\mathcal{O}\mathcal{R},$$

$$L_s = \sigma L + L_0 = -\mathcal{O}\Lambda\mathcal{R}.$$

Collect the left and right samples in

$$B := \begin{bmatrix} L^*M_0 \\ L^*M_1 \\ \vdots \\ L^*M_{K-1} \end{bmatrix} = \mathcal{O} W^* \in \mathbb{C}^{\ell K \times n},$$

$$C := [M_0R \ M_1R \ \cdots \ M_{K-1}R] = V\mathcal{R} \in \mathbb{C}^{n \times rK}.$$

Now compute the reduced (rank-$m$) SVD

$$L = X\Sigma Y^*,$$
with \( X \in \mathbb{C}^{\ell K \times m} \), \( \Sigma \in \mathbb{R}^{m \times m} \), and \( Y \in \mathbb{C}^{r K \times m} \). Since
\[
\Sigma = X^* \mathcal{L}_s Y = -X^* \mathcal{O} R Y
\]
has rank \( m \), the \( m \times m \) matrices \( X^* \mathcal{O} \) and \( \mathcal{O} R Y \) are invertible.

Just as in the last section, we recover the full transfer function \( H(z) \) by appropriately transforming the original system (2). Change variables according to \( x(t) =: \mathcal{O} R Y \hat{x}(t) \), giving
\[
\mathcal{O} R Y \hat{x}'(t) = \Lambda \mathcal{O} R Y \hat{x}(t) + W^* u(t)
\]
\[
y(t) = V \mathcal{O} R Y \hat{x}(t).
\]
Premultiply the first equation by \( X^* \mathcal{O} \) to get
\[
X^* \mathcal{O} R Y \hat{x}'(t) = X^* \mathcal{O} \Lambda \mathcal{O} R Y \hat{x}(t) + X^* \mathcal{O} W^* u(t)
\]
\[
y(t) = V X^* \mathcal{O} R Y \hat{x}(t).
\]
Identifying, via (26), (27), and (29),
\[
X^* \mathcal{O} R Y = -\Sigma, \quad X^* \mathcal{O} \Lambda = -X^* \mathcal{L}_s Y, \quad X^* \mathcal{O} W^* = X^* \mathcal{B}, \quad V X^* \mathcal{O} R Y = CY,
\]
we build an equivalent realization of the transfer function, using only data matrices and the SVD (28) of the data matrix \( \mathcal{L}_s \):
\[
H(z) = (V X^* \mathcal{O} R Y) (z(X^* \mathcal{O} R Y) - (X^* \mathcal{O} \Lambda X^* \mathcal{O} R Y))^{-1} (X^* \mathcal{O} W^*)
\]
(30)
\[
= CY (X^* \mathcal{L}_s Y - z \Sigma)^{-1} X^* \mathcal{B}.
\]

Theorem 6. Suppose \( T(z) \) has \( m \) eigenvalues in \( \Omega \), all semi-simple, and suppose \( \sigma \in \mathcal{C} \) is different from these eigenvalues. Let \( \mathcal{L}_s \) and \( \mathcal{L}_a \) be given as in (23) and (25). Suppose \( \text{rank}(\mathcal{L}_s) = m \), and take the reduced SVD \( \mathcal{L} = X \Sigma Y^* \). Define \( B_\sigma \in \mathbb{C}^{m \times m} \) and its eigenvalue decomposition:
\[
B_\sigma := \Sigma^{-1} X^* \mathcal{L}_s Y = SAS^{-1}.
\]
The matrix \( A = \text{diag}(\lambda_1, \ldots, \lambda_m) \) reveals the \( m \) eigenvalues of \( T(z) \) in \( \Omega \). Let \( s_j \) denote the \( j \)th column of \( S \). Then \( (\lambda_j, CS^s_j) \) is an eigenpair of \( T(z) \).

If we only seek eigenvalues (and not eigenvectors), we can construct \( B_\sigma \) entirely from two-sided samples of the form \( \mathcal{L}^* \mathcal{M}_k \mathcal{R} \), analogous to the construction in Theorem 2.

4.1. Computing the moments \( M_k \). The realization algorithm just described requires the tangentially probed one-sided samples \( \mathcal{L}^* \mathcal{M}_k \) and \( \mathcal{M}_k \mathcal{R} \). Theorem 7 shows how \( \mathcal{M}_k \) can be computed via a contour integral. To compute the probed matrices \( \mathcal{L}^* \mathcal{M}_k \) and \( \mathcal{M}_k \mathcal{R} \) directly, replace \( T(z)^{-1} \) in the integrand with \( \mathcal{L}^* T(z)^{-1} \) and \( T(z)^{-1} \mathcal{R} \). When these integrals are computed via quadrature, each integrand evaluation then amounts to solving a linear system involving \( T(z_k) \) at each quadrature point \( z_k \); see Section 7.

Theorem 7. Suppose \( T(z) \) has a finite number of eigenvalues in the domain \( \Omega \), all semi-simple, and let \( T(z)^{-1} = H(z) + N(z) \) as in Theorem 1 and Figure 1. Moreover, assume no other eigenvalues of \( T(z) \) lie on the boundary \( \partial \Omega \).
(a) If \( \sigma \notin \Omega \), then
\[
\frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} T(z)^{-1} dz = (-1)^k \frac{1}{k!} H^{(k)}(\sigma) = (-1)^k M_k.
\]
(32)
(b) If \( \sigma \in \Omega \) but \( \sigma \) is not a pole of \( H(z) \), then

\[
\frac{1}{2\pi i} \oint_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} T(z)^{-1} \, dz = (-1)^{k+1} \frac{N^{(k)}(\sigma)}{k!}.
\]

As throughout, the assumptions about simplicity of the eigenvalues are just a convenience to avoid technicalities with the Jordan form, for the sake of presentation.

**Proof.** Recall from (4) that, for any \( f \) analytic on \( \Omega \),

\[
\frac{1}{2\pi i} \int_{\partial \Omega} f(z) T(z)^{-1} \, dz = V f(\Lambda) W^*.
\]

If \( \sigma \notin \Omega \), then \( f(z) = (\sigma - z)^{-(k+1)} \) is analytic on \( \overline{\Omega} \) and the formula (32) follows from

\[
\frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} T(z)^{-1} \, dz = V(\sigma I - \Lambda)^{-(k+1)} W^* = \frac{(-1)^k}{k!} H^{(k)}(\sigma) = (-1)^k M_k,
\]

using the formula (22) for \( H^{(k)}(\sigma) \).

If \( \sigma \in \Omega \), then \( f(z) = (\sigma - z)^{-(k+1)} \) is not analytic in \( \Omega \); in fact, this \( f \) adds a pole of order \( k + 1 \) to \( T(z)^{-1} \) at \( \sigma \) (which is, by assumption, distinct from the poles of \( H(z) \)). Then, by Keldysh’s Theorem (Theorem 1),

\[
\frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} T(z)^{-1} \, dz
\]

\[
= \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} H(z) \, dz + \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma - z)^{k+1}} N(z) \, dz.
\]

Use the residue theorem to express the integral \( I_1 \) as the sum of the residue at \( \sigma \) and the residues at the eigenvalues \( \lambda_1, \ldots, \lambda_m \), yielding

\[
I_1 = \text{Res} \left( \frac{1}{(\sigma - z)^{k+1}} H(z), \sigma \right) + \sum_{j=1}^{m} \text{Res} \left( \frac{1}{(\sigma - z)^{k+1}} H(z), \lambda_j \right).
\]

Since \( (\sigma - z)^{-(k+1)} \) introduces a new pole of order \( k + 1 \) at \( \sigma \),

\[
\text{Res} \left( \frac{1}{(\sigma - z)^{k+1}} H(z), \sigma \right) = \frac{1}{k!} \lim_{z \to \sigma} \frac{d^k}{dz^k} \left( \frac{(z - \sigma)^{k+1}}{(\sigma - z)^{k+1}} H(z) \right)
\]

\[
= \frac{(-1)^{k+1}}{k!} H^{(k)}(\sigma)
\]

\[
= \frac{(-1)^{k+1}}{k!} \left( (-1)^k k! V(\sigma I - \Lambda)^{-(k+1)} W^* \right)
\]

\[
= - \sum_{j=1}^{m} \frac{\nu_j \nu_j^*}{(\sigma - \lambda_j)^{k+1}}.
\]

Since for \( j = 1, \ldots, m \), the eigenvalue \( \lambda_j \) is semi-simple, it is also a simple pole of \( H(z) \), and so

\[
\text{Res} \left( \frac{1}{(\sigma - z)^{k+1}} H(z), \lambda_j \right) = \lim_{z \to \lambda_j} \frac{z - \lambda_j}{(\sigma - z)^{k+1}} H(z) = \frac{\nu_j \nu_j^*}{(\sigma - \lambda_j)^{k+1}},
\]
and so we conclude that the integral $I_1$ is zero:

$$I_1 = -\sum_{j=1}^{m} \frac{v_j w_j^*}{(\sigma - \lambda_j)^{k+1}} + \sum_{j=1}^{m} \frac{v_j w_j^*}{(\sigma - \lambda_j)^{k+1}} = 0.$$ 

For the second integral $I_2$, the Cauchy integral formula gives

$$I_2 = (-1)^{k+1} \frac{N^{(k)}(\sigma)}{k!},$$

thus yielding the formula (33). \qed

Remark 8. Theorem 7 has two implications.

(i) For $\sigma \notin \overline{\Omega}$, the contour integral in (32) evaluates $H(\sigma)$ (and its derivatives) using only $T(z)^{-1}$, enabling computation of the moments $M_k$ (22) needed for the single-point Loewner method discussed above, and the multi-point Loewner method we discuss in the next section.

(ii) Even when $\sigma \in \Omega$, one could use (33) with $k = 0$ to evaluate $H(z)$ via the expression $H(\sigma) = T(\sigma)^{-1} - N(\sigma)$, further extending the applicability of contour integral methods. For the multi-point Loewner algorithm, this result enables sampling at multiple points inside the contour $\Omega$. In the present work we pursue the more conventional approach of taking sampling points that are outside $\Omega$.

4.2. Numerical illustration of the single-point Loewner algorithm. We now provide numerical results that compare the Hankel contour integration approach of Section 3 to the single-point Loewner method introduced in this section.

We first consider the eigenvalue problem resulting from the delay differential equation introduced in Figure 2. This NLEVP has the form

$$T(z) = zI + c \exp(-\tau z)I - E_0,$$

where we take the constant $c = 0.015$ and the delay length $\tau = 8$. The eigenvalues of the diagonal matrix $E_0 \in \mathbb{R}^{50 \times 50}$ are chosen to be 50 logarithmically spaced points between $-10^{10}$ and $-10^{-4}$. Given the spectrum of $E_0$, one can compute the eigenvalues of $T$ using the Lambert-W function. (See [28] for a comprehensive overview of delay systems, including analysis of their corresponding eigenvalue problems.) This access to the true eigenvalues allows us to compare the performance of each method in terms of the maximum eigenvalue error,

$$\max_{j=1, \ldots, m} |\lambda_j - \tilde{\lambda}_j|,$$

where $\lambda_j$ denotes a true eigenvalue and $\tilde{\lambda}_j$ denotes its approximation. We also consider the residual error

$$\max_{j=1, \ldots, m} \|T(\tilde{\lambda}_j)\tilde{v}_j\|_2,$$

which measures the accuracy of the approximated eigenvector $\tilde{v}_j$, as well as the eigenvalue. In all cases the eigenvector is normalized so that $\|\tilde{v}_j\|_2 = 1$ for all $j = 1, \ldots, m$. Figure 4 shows some of the infinitely many eigenvalues of $T$, the contour $\Omega$, and one choice of interpolation point, $\sigma = 1/2$. The accumulation of the eigenvalues of $E_0$ near the origin causes a similar concentration of the eigenvalues of $T$. In the context
of stability analysis, one must compute the rightmost eigenvalues to good accuracy, to avoid incorrectly classifying the system as unstable.

Figure 5 shows the eigenvalue and residual errors for both methods versus the
number of quadrature points, $N$. The choice of interpolation point, $\sigma$, affects the accuracy of the computed eigenvalues. Taking $\sigma = 1/2$, the single-point Loewner method often yields results that are moderately more accurate in both metrics, (34) and (35), compared to the Hankel based method. While the eigenvalue error is not accessible in practice, it is possible to compute the residual error (35). Therefore, at a negligible cost (compared to computing the quadrature data) one can perform the Hankel method and the single-point Loewner method with multiple choices of $\sigma$, then choose the result that yields the lowest residual error.

We next consider a common nonlinear eigenvalue benchmark, the gun problem provided by the NLEVP collection [8], used to model a radio-frequency gun cavity. The problem takes the form

$$T(z) = K - zM + i\sqrt{z - \alpha_1^2}E_1 + i\sqrt{z - \alpha_2^2}E_2.$$  

The matrices $M, K, E_1, E_2 \in \mathbb{R}^{9956 \times 9956}$ are symmetric, and we use the common parameters $\alpha_1 = 0$ and $\alpha_2 = 108.8774$. We note several key differences in our numerical set-up compared to the results given for this example in [12, 39]. We do not need one-sided probing, i.e., $L = I$ or $R = I$, as typically done to recover the eigenvectors.

Theorem 6 allows us to recover approximate eigenvectors even when we probe from both directions. Thus our final Hankel and Loewner matrices are $Kr \times Kr$ dimensional (32 $\times$ 32 here), versus $n \times Kr$ ($9956 \times 32$) when $L = I$ or $R = I$. Our contour is a circle of radius 30000 centered at $z = 141000$, whereas [12, 39] center the contour at $z = 140000$. Our choice brings the contour closer to an external eigenvalue near the right edge of the contour, and farther from external eigenvalues left of the contour.

We measure the accuracy of the methods using the relative residual error

$$\max_{j=1,\ldots,m} \|T(\bar{\lambda}_j)\bar{v}_j\|_2 / \|T(\bar{\lambda}_j)\|_F.$$  

The interpolation point was chosen directly under the contour at $\sigma = 141000 - 40000i$.

Figure 6 shows computational results. First, we take $K = 1$ and set the probing dimensions to $\ell = r = 32$. We see similar results for each method in this case. Next, we take $K = 2$ with smaller probing dimensions, $\ell = r = 16$. The single-point Loewner method remains accurate in this case, while the maximum residual error for the Hankel method apparently fails to converge as the number of quadrature points increases. Decreasing the probing dimensions further to $\ell = r = 8$ and computing four moments ($K = 4$), both methods fail to converge. In each case, the Hankel and Loewner matrices have size $32 \times 32$, but in the second and third cases the probing dimension $r$ is smaller than the number of eigenvalues in $\Omega$, $m = 17$. Both these methods should recover $m = 17$ accurate eigenpairs, given exact data and computations. The middle and bottom rows of Figure 6 show the singular values of the Hankel and Loewner matrices for each of the three cases discussed above, with $N = 128$ and $N = 1024$ quadrature points. These singular values suggest an explanation for the poor accuracy. The number of probing directions has a significant influence on the numerical rank of $H$ and $L$, indicating numerical error in computing higher moments. For $\ell = r = 16$ and $\ell = r = 8$, the requirement that the Hankel and Loewner matrices have rank equal to the number $m$ of eigenvalues in $\Omega$ is violated (as far as these finite precision computations can reveal, even for $N = 1024$, an unusually large number of quadrature points). These results motivate an alternative method that will trade higher order interpolation at one point for first order interpolation at several points. We will see that the multi-point Loewner method resolves this accuracy issue for the gun problem with probing dimensions as low as $\ell = r = 4$. 


K = 1, r = 32

K = 2, r = 16

K = 4, r = 8

Fig. 6. Gun problem, m = 17 eigenvalues in Ω, Hankel and single-point Loewner methods with three pairs of K and ℓ = r, all giving Kr = 32: the maximum relative residual error (top); the singular values of H and L with N = 128 (middle) and N = 1024 (bottom) quadrature points.

5. Multi-point Loewner algorithm for NLEVPs. In the last two sections we showed how to recover (realize) a rational transfer function from high-order samples at a single point, using either z = ∞ (with f(z) = zk) or z = σ ∈ ℂ \ Ω (with f(z) = (−1)k/(σ − z)(k+1)). When the maximum order K of these samples gets large (as necessary to compute linearly dependent eigenvectors), numerical difficulties can emerge. We now adapt these ideas to solve the NLEVP using low-order samples from a variety of points in ℂ \ Ω, paralleling developments in rational interpolation methods for data-driven reduced-order modeling [3, 26]. (This multi-point approach can find linearly dependent eigenvectors without requiring use of larger powers.)

Suppose we have 2r points1 in ℂ \ Ω at which we want to sample H(z). (These points are called interpolation points, terminology we will justify in the next subsection.) We group these points into two sets of r points, called the left interpolation points {θ1, . . . , θr} ⊂ ℂ \ Ω and the right interpolation points {σ1, . . . , σr} ⊂ ℂ \ Ω. We assume these points are not poles of H(z), as ensured by taking them outside Ω.

For each point, we assign a nonzero probing (direction) vector: Let

\[ \ell_1, \ldots, \ell_r \in \mathbb{C}^n \]

denote the (left) directions associated with the (left) points θ1, . . . , θr, and let

\[ r_1, \ldots, r_r \in \mathbb{C}^n \]

1The algorithm extends readily to the case of ℓ left and r right interpolation points, with ℓ ≠ r. We take ℓ = r here to simplify the notation.
denote the (right) directions associated with the (right) points \( \sigma_1, \ldots, \sigma_r \). Now, assume we have one-sided measurements (interpolation data) of \( H(z) \) at these interpolation points, along the selected directions, i.e., we have the left and right data

\[
(36) \quad b_i^* := \ell_i^* H(\theta_i) \in \mathbb{C}^{1 \times n}, \quad c_j := H(\sigma_j) r_j \in \mathbb{C}^{n \times 1}, \quad i, j = 1, \ldots, r.
\]

As described in Theorem 7, these samples of \( H(z) \) can be obtained via contour integrals of \( T(z) \), without directly accessing the unknown \( H(z) \):

\[
(37) \quad b_i^* := \ell_i^* H(\theta_i) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\theta_i - z} \ell_i^* T(z)^{-1} \, dz,
\]

\[
(38) \quad c_j := H(\sigma_j) r_j = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\sigma_j - z} T(z)^{-1} r_j \, dz.
\]

We can now pose the realization problem we seek to solve.

**Realization problem: Data at multiple points, one-sided samples**

*Given left samples \( \{b_i^* = \ell_i^* H(\theta_i)\}_{i=1}^r \) and right samples \( \{c_j = H(\sigma_j) r_j\}_{j=1}^r \), along the directions \( \{\ell_i\}_{i=1}^r \) and \( \{r_j\}_{j=1}^r \), construct the transfer function \( H(z) \) for the full system (2).*

When the integrals (38) are approximated via quadrature, we face a realization problem with inexact measurements, a topic of interest in systems theory; in the Loewner setting, see, e.g., [7, 15, 16]. The following derivation assumes exact measurements.

*Remark 9.* The choice of the interpolation points and directions is quite flexible, beyond the requirement that the points fall outside \( \overline{\Omega} \). We assume at first that \( \theta_i \neq \sigma_j \) for all \( i, j = 1, \ldots, r \) (the \( \theta_i = \sigma_j \) case is treated in subsection 5.3), but otherwise permit repeated points \( \theta_i = \theta_j \) or \( \sigma_i = \sigma_j \), or repeated directions, \( \ell_i = \ell_j \) or \( r_i = r_j \).

Provided a rank condition stated in Theorem 10 holds, the interpolation points and directions are sufficiently rich to fully recover \( H(z) \).

Organize the multi-point interpolation data (36) into \( r \times r \) Loewner (L) and shifted Loewner (Ls) matrices defined entrywise by

\[
(39) \quad [L]_{i,j} = \frac{\ell_i^* [H(\theta_i) - H(\sigma_j)] r_j}{\theta_i - \sigma_j} = \frac{b_i^* r_j - \ell_i^* c_j}{\theta_i - \sigma_j},
\]

and

\[
(40) \quad [L_s]_{i,j} = \frac{\ell_i^* [\theta_i H(\theta_i) - \sigma_j H(\sigma_j)] r_j}{\theta_i - \sigma_j} = \frac{\theta_i b_i^* r_j - \sigma_j \ell_i^* c_j}{\theta_i - \sigma_j},
\]

for \( i, j = 1, 2, \ldots, r \). Group the measurements into the matrices

\[
(41) \quad \mathbb{B} = \begin{bmatrix} b_1^* \\ b_2^* \\ \vdots \\ b_r^* \end{bmatrix} \in \mathbb{C}^{r \times n} \quad \text{and} \quad \mathbb{C} = \begin{bmatrix} c_1 & c_2 & \cdots & c_r \end{bmatrix} \in \mathbb{C}^{n \times r}.
\]

Notice that \( L, L_s, \mathbb{B}, \) and \( \mathbb{C} \) only contain interpolation data. Following the template of the last two sections, use spectral quantities in \( H(z) = V(zI - A)^{-1}W \) to define
the generalized observability matrix $\mathcal{O}$ and the generalized reachability matrix $\mathcal{R}$:

$$\mathcal{O} = \begin{bmatrix} \ell^*_1 V(\theta_1 I - \Lambda)^{-1} \\ \vdots \\ \ell^*_r V(\theta_r I - \Lambda)^{-1} \end{bmatrix} \in \mathbb{C}^{r \times m}$$

$$\mathcal{R} = \left[ (\sigma_1 I - \Lambda)^{-1} W^* r_1, \ldots, (\sigma_r I - \Lambda)^{-1} W^* r_r \right] \in \mathbb{C}^{m \times r}.$$  

As in [3, sect. 4.1], we use the First Resolvent Identity

$$(\theta_i I - \Lambda)^{-1}(\sigma_j I - \Lambda)^{-1} = (\theta_i I - \Lambda)^{-1} - (\sigma_j I - \Lambda)^{-1}$$

to simplify the $(i,j)$ entry of the product $\mathcal{O}\mathcal{R}$:

$$[\mathcal{O}\mathcal{R}]_{i,j} = \ell^*_i V(\theta_i I - \Lambda)^{-1}(\sigma_j I - \Lambda)^{-1} W^* r_j$$

$$= \frac{\ell^*_i V(\theta_i I - \Lambda)^{-1} W^* r_j - \ell^*_i V(\sigma_j I - \Lambda)^{-1} W^* r_j}{\sigma_j - \theta_i}$$

$$= \frac{\ell^*_i H(\theta_i) r_j - \ell^*_i H(\sigma_j) r_j}{\sigma_j - \theta_i} = \frac{b^*_i r_j - \ell^*_i c_j}{\sigma_j - \theta_i} = -[\mathbb{L}]_{i,j},$$

and hence $\mathcal{O}\mathcal{R} = -\mathbb{L}$. Similarly, the identity

$$(\theta_i I - \Lambda)^{-1} \Lambda(\sigma_j I - \Lambda)^{-1} = \frac{\theta_i(\theta_i I - \Lambda)^{-1} - \sigma_j \Lambda(\sigma_j I - \Lambda)^{-1}}{\sigma_j - \theta_i}$$

implies that

$$[\mathcal{O} \Lambda \mathcal{R}]_{i,j} = \frac{\theta_i \ell^*_i V(\theta_i I - \Lambda)^{-1} W^* r_j - \sigma_j \ell^*_i V(\sigma_j I - \Lambda)^{-1} W^* r_j}{\sigma_j - \theta_i} = -[\mathbb{L}_s]_{i,j},$$

and hence $\mathcal{O}\Lambda\mathcal{R} = -\mathbb{L}_s$. Moreover, $\mathcal{O} W^* = \mathbb{B}$ and $\mathcal{V}\mathcal{R} = \mathbb{C}$.

Given this set-up, the recovery of $\mathcal{H}(z)$ proceeds exactly as expected from the last two sections. Assume that rank($\mathcal{L}$) = $m$ and take the reduced SVD

$$\mathcal{L} = \mathcal{X} \Sigma \mathcal{Y}^*.$$  

Since $\Sigma = \mathcal{X}^* \mathcal{Y} = -(\mathcal{X}^* \mathcal{O})(\mathcal{R} \mathcal{Y})$ has rank $m$, so too must the $m \times m$ matrices $\mathcal{X}^* \mathcal{O}$ and $\mathcal{R} \mathcal{Y}$. Take the full system (2), transform coordinates to $x(t) = \mathcal{R} \mathcal{Y} \hat{x}(t)$, and premultiply the resulting state equation by $\mathcal{X}^* \mathcal{O}$ to obtain

$$(\mathcal{X}^* \mathcal{O})(\mathcal{R} \mathcal{Y}) \hat{x}'(t) = (\mathcal{X}^* \mathcal{O})\Lambda(\mathcal{R} \mathcal{Y}) \hat{x}(t) + (\mathcal{X}^* \mathcal{O}) W^* u(t)$$

$$y(t) = \mathcal{V} \mathcal{R} \mathcal{Y} \hat{x}(t).$$

Since $\mathcal{O} \mathcal{R} = -\mathbb{L}$ and $\mathcal{O} \Lambda \mathcal{R} = -\mathbb{L}_s$, this system gives the realization

$$\mathcal{H}(z) = (\mathbb{C} \mathcal{Y})(\mathcal{X}^* \mathcal{L}_s \mathcal{Y} - z \Sigma)^{-1}(\mathcal{X}^* \mathbb{B}).$$

**Theorem 10.** Given the points $\theta_1, \ldots, \theta_r \in \mathbb{C} \setminus \mathbb{N}$ and $\sigma_1, \ldots, \sigma_r \in \mathbb{C} \setminus \mathbb{N}$, and associated probing vectors $\ell_1, \ldots, \ell_r \in \mathbb{C}^n$ and $r_1, \ldots, r_r \in \mathbb{C}^n$, compute the samples (36) using the contour integrals (37) and (38). Assume $\theta_i \neq \sigma_j$ for all $i, j \in \{1, \ldots, r\}$. 

Let \( L \) and \( L_s \) be the Loewner and shifted Loewner matrices given in (39) and (40), and suppose \( \text{rank}(L) = m \). Take the reduced SVD \( L = X \Sigma Y^* \). Arrange the samples into \( B \) and \( C \), as in (41). Define \( B_{\theta, \sigma} \in \mathbb{C}^{n \times m} \) and take its eigenvalue decomposition:

\[
B_{\theta, \sigma} := \Sigma^{-1} X^* L_s Y = S \Lambda S^{-1}.
\]

The matrix \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m) \) reveals the \( m \) eigenvalues of \( T(z) \) in \( \Omega \). Let \( s_j \) denote the \( j \)th column of \( S \). Then \( (\lambda_j, C Y s_j) \) is an eigenpair of \( T(z) \).

### 5.1. The multi-point Loewner algorithm

To develop a numerical method for the NLEVP using the multi-point Loewner approach we have just described, generate the data (36) by approximating the contour integrals (37) and (38) via an \( N \)-point quadrature rule with nodes \( \{z_k\}_{k=1}^N \) and weights \( \{w_k\}_{k=1}^N \): for \( i, j = 1, \ldots, r \),

\[
b^*_i := \ell^*_i H(\theta_i) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\theta_i - z} \ell^*_i T(z)^{-1} \, dz \approx \sum_{k=1}^N \frac{w_k}{\theta_i - z_k} \ell^*_i T(z_k)^{-1},
\]

\[
c_j := H(\sigma_j) r_j = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\sigma_j - z} T(z)^{-1} r_j \, dz \approx \sum_{k=1}^N \frac{w_k}{\sigma_j - z_k} T(z_k)^{-1} r_j.
\]

To expedite these computations, collect the left and right probing directions into

\[
L = \begin{bmatrix} \ell_1 & \cdots & \ell_r \end{bmatrix} \in \mathbb{C}^{n \times r}, \quad R = \begin{bmatrix} r_1 & \cdots & r_r \end{bmatrix} \in \mathbb{C}^{n \times r},
\]

and for each quadrature node \( z_k, k = 1, \ldots, N \), solve systems to obtain the data for all probing directions at once:

\[
(47) \quad L^* T(z_k)^{-1}, \quad T(z_k)^{-1} R.
\]

Algorithm 1 describes the computation of this quadrature data, storing the results in two tensors to facilitate reuse. Note that these computations, the bulk of the work required for the multi-point Loewner contour integral algorithm, are independent of the choice of left and right interpolation points, \( \{\theta_i\}_{i=1}^r \) and \( \{\sigma_j\}_{j=1}^r \). Quadrature approximations to the samples \( b^*_i = \ell^*_i H(\theta_i) \) and \( c_j = H(\sigma_j) r_j \), simply amount to different weighted sums of the data computed in (47). By combining the same data differently, one can also construct quadrature approximations to probed samples for the Hankel (Section 3) and single-point Loewner (Section 4) methods at little additional cost. Similarly, one can readily experiment with different choices of \( \{\theta_i\}_{i=1}^r \) and \( \{\sigma_j\}_{j=1}^r \), provided the probing directions in \( L \) and \( R \) remain fixed. Algorithm 2

### Algorithm 1

**Compute quadrature data for single-sided contour integral algorithms**

**Input:** \( \{z_k\}_{k=1}^N \) and \( \{w_k\}_{k=1}^N \); quadrature nodes and weights

**Input:** \( r \geq m \), the number of left and right interpolation points.

**Input:** left and right probing directions, \( \ell_1, \ldots, \ell_r \in \mathbb{C}^n \), \( r_1, \ldots, r_r \in \mathbb{C}^n \).

**Output:** Tensor \( Q_L \in \mathbb{C}^{r \times n \times N} \) with \( Q_L(i, :, k) = \ell^*_i T(z_k)^{-1} \in \mathbb{C}^n \).

**Output:** Tensor \( Q_R \in \mathbb{C}^{n \times r \times N} \) with \( Q_R(:, j, k) = T(z_k)^{-1} r_j \in \mathbb{C}^n \).

1. Store the directions in \( L := [\ell_1, \ldots, \ell_r] \), \( R := [r_1, \ldots, r_r] \in \mathbb{C}^{n \times r} \).

2. For \( k = 1, \ldots, N \),

   Compute \( Q_L(:, :, k) := L^* T(z_k)^{-1} \) and \( Q_R(:, :, k) := T(z_k)^{-1} R \).
Algorithm 2 Multi-point Loewner contour integral algorithm for NLEVPs

| Step | Description |
|------|-------------|
| 1.   | Use Algorithm 1 to compute quadrature data $Q_L \in \mathbb{C}^{r \times n \times N}$, $Q_R \in \mathbb{C}^{n \times r \times N}$. |
| 2.   | For $i = 1, \ldots, r$, compute left samples: $b_i = \sum_{k=1}^{N} w_k Q_L(i, :, k)$. |
| 3.   | For $j = 1, \ldots, r$, compute right samples: $c_j = \sum_{k=1}^{N} w_k Q_R(:, j, k)$. |

Form Loewner matrices and compute approximate eigenvalues, eigenvectors.

4. Construct $L_L$, $L_R$, $B$, and $C$ as in (39), (40), and (41).

5. Determine the rank $m$ of $L$ and compute the reduced SVD $L = X \Sigma Y^*$. 

6. Construct $B_{\theta, \sigma} := \Sigma^{-1} X^* L_L Y \in \mathbb{C}^{m \times m}$ and compute its eigendecomposition $B_{\theta, \sigma} = SAS^{-1}$, where $\Lambda = \text{diag}(\lambda_1, \ldots, \lambda_m)$ and $S = [s_1 \cdots s_m]$. 

7. For $j = 1, \ldots, m$, $(\lambda_j, CYs_j)$ is an approximate eigenpair of $T(z)$.

This describes how the quadrature data from Algorithm 1 can then be used in the multi-point Loewner method to arrive at estimates for the $m$ eigenpairs of $T(z)$ in $\Omega$.

We briefly note that if one seeks only eigenvalue approximations, the multi-point Loewner method can be streamlined to require only two-sided samples (as in the initial version of Hankel algorithm in Section 2). One simply needs the Loewner and shifted Loewner matrices, with entries computed via the contour integrals

$$
(L)_i,j = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{-1}{(\theta_i - z)(\sigma_j - z)} \ell_i^* T(z)^{-1} r_j \, dz,
$$

$$
(L_s)_i,j = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{-z}{(\theta_i - z)(\sigma_j - z)} \ell_i^* T(z)^{-1} r_j \, dz.
$$

5.2. Interpolation perspective. Suppose we have underestimated the number of eigenvalues in $\Omega$, collecting sample data at $r < m$ left and right points. Does the resulting model have just constructed bear any resemblance to the full-order transfer function $H(z) = V(zI - A)^{-1} W^*$? Model reduction gives some insight.

Suppose we have contour integral data at $r$ left and right interpolation points, resulting in an $r \times r$ Loewner matrix $L$ having full rank, $r$. In this case, we can skip the economy-sized SVD, and simply construct from the data the transfer function

$$
G(z) := C (L_s - zL)^{-1} B.
$$
If \( r < m \), \( \mathbf{G}(z) \) is a rational function generally with lower order than \( \mathbf{H}(z) \), and its poles cannot exactly match all poles of \( \mathbf{H}(z) \), the desired eigenvalues. However, if \( \mathbf{L}_s - \sigma_j \mathbf{L} \) is invertible,\(^2\) \( \mathbf{G}(z) \) tangential interpolates \( \mathbf{H}(z) \) at \( z = \sigma_j \) in the direction \( r_j \):

\[
\mathbf{G}(\sigma_j) r_j = \mathbf{H}(\sigma_j) r_j = \mathbf{c}_j.
\]

Similarly, if \( \mathbf{L}_s - \theta_i \mathbf{L} \) is invertible, then

\[
\ell_i^* \mathbf{G}(\theta_i) = \ell_i^* \mathbf{H}(\theta_i) = \mathbf{b}_i^*.
\]

To verify this interpolation property, arrange the right and left interpolation points into the diagonal matrices \( \Sigma := \text{diag}(\sigma_1, \ldots, \sigma_r) \) and \( \Theta := \text{diag}(\theta_1, \ldots, \theta_r) \). Then the structure of the Loewner and shifted Loewner matrices \((39)\) and \((40)\) can be encoded in the Sylvester equations \([26]\)

\[
\mathbf{L}_s \Sigma - \Theta \mathbf{L} = \mathbf{L}^* \mathbf{C} - \mathbf{B} \mathbf{R}, \quad \mathbf{L}_s \Sigma - \Theta \mathbf{L}_s = \mathbf{L}^* \mathbf{C} - \Theta \mathbf{B} \mathbf{R},
\]

which can be combined to show \([26, \text{prop. 3.1}]\)

\[(49) \quad \mathbf{L}_s - \mathbf{L} \Sigma = \mathbf{B} \mathbf{R}, \quad \mathbf{L}_s - \Theta \mathbf{L} = \mathbf{L}^* \mathbf{C}.
\]

Letting \( \mathbf{e}_j \) denote the \( j \)th column of the \( r \times r \) identity matrix,

\[
\mathbf{G}(\sigma_j) r_j = \mathbf{C}(\mathbf{L}_s - \sigma_j \mathbf{L})^{-1} \mathbf{B} \mathbf{R} \mathbf{e}_j \\
= \mathbf{C}(\mathbf{L}_s - \sigma_j \mathbf{L})^{-1}(\mathbf{L}_s - \mathbf{L} \Sigma) \mathbf{e}_j \\
= \mathbf{C}(\mathbf{L}_s - \sigma_j \mathbf{L})^{-1}(\mathbf{L}_s - \sigma_j \mathbf{L}) \mathbf{e}_j = \mathbf{C} \mathbf{e}_j = \mathbf{c}_j = \mathbf{H}(\sigma_j) r_j.
\]

The left interpolation property at \( \theta_i \) follows similarly.

This framework is commonly used in data-driven reduced-order modeling, where the goal is to construct a reduced-order approximation \( \mathbf{G}(z) \) to a high-order transfer function \( \mathbf{H}(z) \) using only evaluations of \( \mathbf{H}(z) \), without access to a state-space representation. Using \( \mathbf{G}(z) \) in place of \( \mathbf{H}(z) \) can make tasks such as simulation and control computationally feasible for large-scale systems. The poles of \( \mathbf{G}(z) \) will not precisely match those of \( \mathbf{H}(z) \), though one might expect certain poles to be good approximations (depending on the interplay of interpolation points and system dynamics). See \([2, 4, 6, 17, 26]\) and the references therein for more details on rational approximations (depending on the interplay of interpolation points and system dynamics). See \([2, 4, 6, 17, 26]\) and the references therein for more details on rational approximations.

5.3. Matching interpolation points utilize derivative data. Thus far we have assumed the left interpolation points are disjoint from the right interpolation points, but this constraint can be relaxed. To illustrate how this changes the set-up we have just described, suppose \( \theta_i = \sigma_j \) for some \( i, j \in \{1, \ldots, r\} \). In the limit as \( \theta_i \to \sigma_j \), the definition of \( \mathbf{L} \) in \((39)\) suggests that \( \theta_i = \sigma_j \) will require information about the derivative \( \mathbf{H}'(z) \) at \( z = \theta_i = \sigma_j \). In addition to the interpolation data \((36)\), we will require scalar measurements of the tangential derivative

\[(50) \quad \ell_i^* \mathbf{H}'(\sigma_j) r_j \in \mathbb{C}.
\]

\(^2\)When \( r < m \), the eigenvalues of the Loewner pencil \( (\mathbf{L}_s, \mathbf{L}) \) can potentially fall outside \( \Omega \).
Theorem 7 shows that this data can also be obtained from a contour integral (and thus approximated by quadrature):

\begin{equation}
\ell_i^* H^i(\sigma_j) r_j = \frac{-1}{2\pi i} \int_{\partial \Omega} \frac{1}{(\sigma_j - z)^2} \ell_i^* T(z)^{-1} r_j \, dz \approx \sum_{k=1}^{N} \frac{-w_k}{(\sigma_j - z_k)^2} \ell_i^* T(z_k)^{-1} r_j.
\end{equation}

The matrices \( \mathbb{H} \) and \( C \) are defined just as in (41) using the one-sided data (37) and (38). The Loewner matrix \( L \) in (39) and the shifted-Loewner matrix \( L_s \) in (40) are also defined as before, except the \((i,j)\) entries are replaced by

\begin{equation}
[L]_{i,j} = \ell_i^* H^i(\sigma_j) r_j, \quad [L_s]_{i,j} = \ell_i^* [\sigma_j H^i(\sigma_j) + H(\sigma_j)] r_j.
\end{equation}

One then proceeds as before, either performing SVD truncation to recover \( H(z) \) as in (45), or constructing a reduced-order rational interpolant \( G(z) \) as in (48). Only in the latter case is there a change from the earlier discussion: the reduced-order rational function \( G(z) \) still satisfies the left and right interpolation conditions \( \ell_i^* G(\theta_i) = \ell_i^* H(\theta_i) \) and \( G(\sigma_j) r_j = H(\sigma_j) r_j \), but now also the Hermite interpolation condition

\[ \ell_i^* G^i(\sigma_j) r_j = \ell_i^* H^i(\sigma_j) r_j. \]

See [26, sect. 6] for additional details. Such tangential Hermite conditions play an important role in model reduction, arising as necessary conditions for \( G(z) \) to optimally approximate \( H(z) \) in the least-squares sense; see [2, 17] for details. However, in the context of contour algorithms for eigenvalues, we usually presume we have sufficient data to recover \( H(z) \) completely.

### 5.4. Numerical illustration of the multi-point Loewner algorithm.

As emphasized in Section 5.1, the primary computational burden of contour based methods results from computing the quadrature data, \( \ell^* T(z_k)^{-1} \) and \( T(z_k)^{-1} r \). Once this data is computed, there is negligible additional cost to using additional expansion points \( \sigma_j \) for the same sampling directions \( \ell \) and \( r \). To this end, in the numerical experiments below \( r_\sigma \) denotes the distinct number of probing (direction) vectors, and we use all these vectors for each interpolation point \( \sigma_j \). This set-up is equivalent to repeating each interpolation point \( \sigma_j \) as many times as there are directions. Given \( K_\sigma \) distinct interpolation points and \( r_\sigma \) distinct probing vectors, the Loewner matrices then have size \( r \times r = K_\sigma r_\sigma \times K_\sigma r_\sigma \). We further take \( \theta_j = \sigma_j \) for \( j = 1, \ldots, r \), thus using the Hermite formulation of Section 5.3.

We now provide results for the multi-point Loewner method applied to the gun problem described in Section 4.2, using the same contour \( \partial \Omega \) and interpolation point \( \sigma \) for single-point Loewner as before. For multi-point Loewner, we consider interpolation points in a circle concentric to \( \partial \Omega \), but of larger radius 40000. Figure 7 shows the placement of the interpolation points compared to the contour and eigenvalues. We take the number of interpolation points \( K_\sigma = K \) and the number of probing directions \( r_\sigma \) so that both the Hankel and Loewner matrices are \( 32 \times 32 \) for each method. In the cases where \( r_\sigma = 4 \) \((K_\sigma = 8)\) and \( r_\sigma = 8 \) \((K_\sigma = 4)\), we see that as the number of quadrature points, \( N \), increases, the approximate eigenvalues from the multi-point Loewner approach converge to the true eigenvalues. On the other hand, the eigenvalue estimates from both the Hankel and single-point Loewner methods fail to converge. The singular values of the Hankel and Loewner matrices shed light on this difference: unlike the Hankel and single-point Loewner methods, the multi-point approach does not underestimate the rank \( m \); as the number \( N \) of interpolation points increases, the correct rank \( m = 17 \) is revealed for the multi-point case, whereas the other methods give a numerical rank approximately equal to \( r_\sigma < m \).
6. Approximate eigenvalues via rational approximation of $T(z)^{-1}$. To this point we have addressed contour integral methods that compute all eigenvalues in a prescribed domain, $\Omega \subset \mathbb{C}$. With exact contour integral evaluations, the eigenvalues would be found exactly. Quadrature gives noisy data. If $N$ quadrature points $\{z_k\}_{k=1}^N$ are used, one must evaluate $N$ quantities of the form $\ell^* T(z_k)^{-1}$ and $T(z_k)^{-1} r_k$.

Here, we briefly introduce another approach to NLEVPs that uses similar systems theory techniques, but seeks to use fewer evaluations involving $T(z)^{-1}$ to develop (potentially crude) approximations to eigenvalues of $T(z)$. This alternative method approximates $T(z)^{-1}$ with a rational function $G(z)$, then uses the poles and residues of $G(z)$ to approximate the eigenvalues and eigenvectors of $T(z)$. In contrast to many
existing methods, we do not approximate $T(z)$ via a rational or polynomial function, then solve the resulting (rational or polynomial) eigenvalue problem. Instead, we directly approximate $T(z)^{-1}$ in a manner that delivers a linear eigenvalue problem.

First consider the linear (generalized) eigenvalue problem: $T(z) = zE - A$ with $E, A \in \mathbb{C}^{n \times n}$. The resolvent $T(z)^{-1} = (zE - A)^{-1}$ is the transfer function for a degree-$n$ dynamical system with $n$-inputs and $n$-outputs. Now construct an order $r \leq n$ rational approximant $G(z) := \hat{C}(zE - \hat{A})^{-1}\hat{B}$, where $\hat{E}, \hat{A} \in \mathbb{C}^{r \times r}$, $\hat{B} \in \mathbb{C}^{r \times n}$, and $\hat{C} \in \mathbb{C}^{n \times r}$. Take the poles of $G(z)$ as approximations to eigenvalues of $T(z)$.

This same approach can be applied to NLEVPs, using only evaluations of $T(z)^{-1}$ at selected points. While in Section 5 we used the data-driven Loewner framework to sample and recover the rational transfer function $H(z) = V(zI - A)^{-1}W$, that rational interpolation methodology does not require the sampled function to be rational, if the goal is only approximation and not exact recovery. Choose left interpolation points $\theta_1, \ldots, \theta_r \in \mathbb{C}$ with left direction vectors $\ell_1, \ldots, \ell_r \in \mathbb{C}^n$, and right interpolation points $\sigma_1, \ldots, \sigma_r \in \mathbb{C}$ with right direction vectors $r_1, \ldots, r_r \in \mathbb{C}^n$. Assume here that $\sigma_i \neq \theta_j$ for $i, j \in \{1, \ldots, r\}$, and suppose none of these points is an eigenvalue of $T(z)$.

Construct $G(s)$ as in (39)–(41) and (48), but now using probed samples of $T(z)^{-1}$ in (53) instead of $H(z)$, i.e., $G(z) = \hat{C}(z\hat{E} - \hat{A})^{-1}\hat{B}$, where, for $i, j = 1, \ldots, r$,

$$b_i^* = \ell_i^* T(\theta_i)^{-1} \in \mathbb{C}^{1 \times n}, \quad c_j = T(\sigma_j)^{-1} r_j \in \mathbb{C}^n, \quad i, j = 1, \ldots, r.$$  

Construct $G(s)$ as in (39)–(41) and (48), but now using probed samples of $T(z)^{-1}$ in (53) instead of $H(z)$, i.e., $G(z) = \hat{C}(z\hat{E} - \hat{A})^{-1}\hat{B}$, where, for $i, j = 1, \ldots, r$,

$$[\hat{E}]_{i,j} = -[L]_{i,j} = -\frac{b_i^* r_j - \ell_i^* c_j}{\theta_i - \sigma_j}, \quad [\hat{A}]_{i,j} = -[L]_{i,j} = -\frac{\theta_i b_i^* r_j - \sigma_j \ell_i^* c_j}{\theta_i - \sigma_j},$$

$$\hat{B} = [b_1 \ b_2 \ \cdots \ b_r]^* \in \mathbb{C}^{r \times n}, \quad \hat{C} = [c_1 \ c_2 \ \cdots \ c_r] \in \mathbb{C}^{n \times r}.$$  

Assuming $\theta_i L - L_s$ and $\sigma_j L - L_s$ are all invertible, $G(z)$ is a low-order rational interpolant to $T(z)^{-1}$. The poles of $G(z)$ approximate poles of $T(z)^{-1}$, eigenvalues of $T(z)$: if $(\lambda, z)$ is an eigenpair of the pencil $(\hat{A}, \hat{E})$, then $(\lambda, \hat{C}z)$ is an approximate eigenpair of $T(z)$.

Notice that this approach requires $r$ evaluations each of quantities of the form $\ell^* T(\theta_i)^{-1} r$ and $T(\sigma_i)^{-1} r$, compared to $N$ evaluations of similar quantities $\ell^* T(z_k)^{-1}$ and $T(z_k)^{-1} r$ required for contour integral methods. When $r \ll N$, the direct interpolation approach described in this section will be much cheaper to execute.

As stated, there are no guarantees on the accuracy of the approximate eigenpairs extracted from this method. Their accuracy will depend strongly on the selection of interpolation data. Interpolation points should be chosen in the region of interest. The direction vectors are also crucial, and the closer they come to an actual eigenvector, the better the approximation should be. Since the matrix $T(\lambda)$ is singular at a true eigenvalue $\lambda$, for a given right interpolation $\sigma_j$, the smallest right singular vector of $T(\sigma_j)$ is an appealing choice for the right direction $r_j$. One can perform a few steps of an iterative algorithm (such as inverse iteration) to approximate this vector. A better strategy will be to iteratively correct the selection of interpolation points and directions, akin to the similar procedure in the Dominant Pole Algorithm [30, 31] and the Iterative Rational Krylov Algorithm [17]. These approximate eigenpairs can also be used as a preprocessing step for contour integral methods, to estimate the location and number of eigenvalues; corresponding approximate eigenvectors could then be used as probing directions. We will pursue these considerations in future work, and refer the reader to [11] for an initial investigation.
7. Filter functions in numerical approximation of contour integrals. Contour integral methods (both established Hankel methods and the Loewner approaches we have described) require integrals of the form (5). In practice these integrals are approximated via numerical quadrature as in (7), leading to inexact data. How do these quadrature errors interact with the terms in the Keldysh decomposition (1)? Van Barel and Kravanja [38, 39] have studied this question for the Hankel approach using the concept of rational filter functions. Here we briefly summarize the analysis from [38,39], and indicate how it could be extended to the Loewner setting.

Approximate the Markov parameter $A_k = L^* V \Lambda^k W^* R$ in (8) via quadrature:

$$A_k \approx \tilde{A}_k := \sum_{j=1}^{N} w_j z_j^k L^* T(z_j)^{-1} R,$$

where $\{w_j\}_{j=1}^{N}$ and $\{z_j\}_{j=1}^{N}$ are the quadrature weights and nodes. In the Keldysh decomposition $T(z)^{-1} = H(z) + N(z)$ in (1),

$$H(z) = V(z I - \Lambda)^{-1} W^* = \sum_{i=1}^{m} \frac{v_i w_i^*}{z - \lambda_i}.$$

The approximate Markov parameter $\tilde{A}_k$ is then

$$\tilde{A}_k = \sum_{j=1}^{N} w_j z_j^k L^* H(z_j) R + \sum_{j=1}^{N} w_j z_j^k L^* N(z_j) R$$

$$= \sum_{i=1}^{m} \left( L^* v_i w_i^* R \sum_{j=1}^{N} \frac{w_j z_j^k}{z_j - \lambda_i} \right) + \sum_{j=1}^{N} w_j z_j^k L^* N(z_j) R.$$ (54)

In the last expression, the rational function

$$b_k(z) := \sum_{j=1}^{N} \frac{w_j z_j^k}{z_j - z}, \quad k = 0, 1, \ldots.$$ (55)

is called a rational filter function. To distinguish it from the Loewner case, we call it the Hankel filter function.$^3$

To simplify the presentation, let the domain $\Omega$ be the unit circle, $\Omega = \{z : |z| < 1\}$, and assume the trapezoidal rule is applied with quadrature nodes $z_j = e^{2\pi i j/N}$ and quadrature weights $w_j = z_j/N$. Then one can show that

$$b_0(z) = \frac{1}{N} \sum_{j=1}^{N} \frac{z_j}{z_j - z} = \frac{1}{1 - z N}, \quad b_k(z) = z^k b_0(z), \quad k = 1, 2, \ldots.$$

The filter function $b_0(z)$ is in fact the trapezoidal rule approximation of the ideal filter, the indicator function of the unit circle as defined by a Cauchy integral:

$$b_0(\lambda) \approx \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{z - \lambda} \, dz = \left\{ \begin{array}{ll} 1, & |\lambda| < 1; \\ 0, & |\lambda| > 1. \end{array} \right.$$
As discussed in [39], even in the case of $\Omega = \{ z : |z| < 1 \}$ the choice for the quadrature is not restricted to the trapezoidal rule. By viewing $b_k(z)$ in (55) as a rational function characterized by the poles $\{ z_j \}_{j=1}^N$ and residues $\{ w_j \}_{j=1}^N$, one can design new rational filter functions to achieve specific goals. Based on (54) and the structure from the trapezoidal rule approximation, [38, 39] propose three goals for rational filter design (taken from [38, p. 349], with an adjustment to the third condition):

1. $b_k(z) = z^k b_0(z)$ for $k = 1, 2, \ldots$;
2. $\| \sum_{j=1}^N w_j z^j L^* N(z_j) R \|$ should be small;
3. $b_0(z)$ should approximate one inside $\Omega$ and be small in magnitude outside $\Omega$.

Van Barel and Kravanja then convert these design goals into an optimization problem; see [39] for details. Regardless of how the filter functions are designed, the guiding objective is to obtain better approximations of the Markov parameters $A_k$, thus to improve the performance of Hankel contour methods.

To show how this idea can be extended to the Loewner setting, we generalize the three filter design goals to the single-point Loewner method from Section 4, with interpolation point $\sigma \notin \bar{\Omega}$. The quantity $L^* M_k R = (-1)^k L^* V (\sigma I - \Lambda)^{-(k+1)} W^* R$ is replaced by a quadrature approximation of the contour integral (32):

$$ L^* M_k R \approx (-1)^k \sum_{j=1}^N \frac{w_j}{(\sigma - z_j)^{k+1}} L^* T(z_j)^{-1} R $$

$$ = (-1)^k \left( \sum_{i=1}^m L^* v_i w_i^* R \sum_{j=1}^N \frac{w_j}{(z_j - \lambda_i)(\sigma - z_j)^{k+1}} + \sum_{j=1}^N \frac{w_j}{(\sigma - z_j)^{k+1}} L^* N(z_j) R \right), $$

where, as before, $\{ w_j \}_{j=1}^N$ and $\{ z_j \}_{j=1}^N$ denote the quadrature weights and nodes. The Hankel filter function $b_k(z)$ in (55) is now replaced with the Loewner filter function

$$ b_{\sigma,k}(z) := \sum_{j=1}^N \frac{w_j}{(z_j - z)(\sigma - z_j)^{k+1}}, \quad k = 0, 1, \ldots $$

Consider, for example, the case $k = 0$. Then,

$$ L^* M_0 R \approx \sum_{i=1}^m \left( L^* v_i w_i^* R \sum_{j=1}^N \frac{w_j}{(z_j - \lambda_i)(\sigma - z_j)} \right) + \sum_{j=1}^N \frac{w_j}{\sigma - z_j} L^* N(z_j) R, $$

yielding the zeroth-order Loewner filter function

$$ b_{\sigma,0}(z) = \sum_{j=1}^N \frac{w_j}{(z_j - z)(\sigma - z_j)}. $$

By analogy with the Hankel case (again using $\Omega = \{ z : |z| < 1 \}$), $b_{\sigma,0}(z)$ approximates the ideal filter

$$ b_{\sigma,0}(\lambda) \approx \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{(z - \lambda)(\sigma - z)} \, dz = \left\{ \begin{array}{ll} 1/(\sigma - z), & |\lambda| < 1; \\ 0, & |\lambda| > 1. \end{array} \right. $$

The ideas developed in [38, 39] can be expanded here to design Loewner filter functions, requiring modification of the design objectives stated above. One might consider, for example, the following goals:
1. \( b_{\sigma,k}(z) = \frac{1}{(\sigma - z)^k} b_{\sigma,0}(z) \) for \( k = 1, 2, \ldots \);

2. \( \left\| \sum_{j=1}^{N} \frac{w_j}{(\sigma - z_j)^{k+1}} L^* N(z_j) R \right\| \) should be small;

3. \( b_{\sigma,0}(z) \) should approximate \( 1/(\sigma - z) \) inside \( \Omega \) and be small in magnitude outside \( \Omega \).

We have sought to briefly show how rational filter design could be generalized to Loewner-based contour methods. Thus the improvements (in accuracy and computational speed) that filters provide for Hankel methods can be anticipated to similarly benefit Loewner approaches. These issues will be considered in future work.

8. Contour-integration methods for data-driven modal truncation. So far, we have used tools from systems theory and rational interpolation to cast contour integral methods for NLEVPs in the framework of data-driven realization, exploiting this perspective to propose new methods for solving eigenvalue problems. In this section we do the opposite: the machinery behind contour integral methods suggests a new data-driven approach for computing reduced order models of dynamical systems using modal truncation.

Modal truncation constructs a reduced model for a linear time-invariant dynamical system by restricting the dynamics to evolve within the span of selected eigenvectors, giving a reduced model that only contains the corresponding eigenvalues. (For example, one might omit leftmost eigenvalues, or those with large imaginary parts.) More precisely, let

\[
G(z) = C(zI - A)^{-1}B, \quad \text{where} \quad C \in \mathbb{C}^{n_o \times n}, \quad A \in \mathbb{C}^{n \times n}, \quad \text{and} \quad B \in \mathbb{C}^{n \times n_i}.
\]

be the transfer function of a linear dynamical system of degree-\( n \), with \( n_i \) inputs and \( n_o \) outputs. For simplicity, suppose all the eigenvalues \( \lambda_1, \ldots, \lambda_n \) of \( A \) are distinct, permitting us to write \( G(z) \) in the pole-residue form

\[
G(z) = \sum_{j=1}^{n} \frac{c_j b_j^*}{z - \lambda_j}, \quad \text{where} \quad c_j \in \mathbb{C}^{n_o} \text{ and } b_j \in \mathbb{C}^{n_i}.
\]

Modal truncation constructs a reduced transfer function of order \( m < n \) of the form

\[
G_r(z) = \sum_{j=1}^{m} \frac{c_j b_j^*}{z - \lambda_j}.
\]

In other words, the reduced model is constructed by retaining only the terms corresponding to the first \( m \) poles, \( \lambda_1, \ldots, \lambda_m \), with residues \( c_j b_j^* \). Construction of \( G_r(z) \) is typically achieved by computing a spectral decomposition of \( A \), then truncating the pole-residue form (59) to obtain the approximant (60); thus modal truncation typically requires access to the system’s state-space representation, i.e., the matrices \( A, B, \) and \( C \). However, contour integration tools enable one to perform modal truncation using only evaluations of \( G(z) \), without access to state-space quantities.

Let \( G_t(z) \) denote the truncated part (tail) of the modal decomposition, i.e.,

\[
G_t(z) = \sum_{j=m+1}^{n} \frac{c_j b_j^*}{z - \lambda_j}.
\]

\footnote{We assume the poles are ordered such that the retained poles are the leading ones.}
so that
\[
G(z) = G_r(z) + G_i(z).
\]

By sampling \(G_r(z)\) at enough points in the complex domain, then using the Loewner modeling framework of Section 5, we could exactly recover \(G_r(z)\), thus performing a data-driven modal truncation. However, we have direct access to \(G(z)\), not \(G_r(z)\): precisely the problem the contour integration resolves. In the language of Figure 1, \(T(z)^{-1}, H(z),\) and \(N(z)\) are now replaced by \(G(z), G_r(z),\) and \(G_i(z)\), respectively. Contour integration of \(G(z)\) enables us to sample \(G_r(z)\) at selected points in the complex plane. Let \(\Omega\) be a domain containing the poles (eigenvalues) \(\lambda_1, \ldots, \lambda_m\) to be retained in the modal truncation, and let \(S\) denote the set \(\Omega \cup \{\lambda_{m+1}, \ldots, \lambda_n\}\). Akin to Section 5, pick interpolation points \(\theta_1, \ldots, \theta_m \in \mathcal{C} \setminus S\) and \(\sigma_1, \ldots, \sigma_m \in \mathcal{C} \setminus S\), and probing (direction) vectors \(\ell_1, \ldots, \ell_m \in \mathcal{C}^m\) and \(r_1, \ldots, r_m \in \mathcal{C}^m\), then construct the interpolation data (36) using the contour integrals

\[
\ell_i^* G_r(\theta_i) = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\theta_i - z} \ell_i^* G(z)^{-1} dz, \quad i = 1, \ldots, m, \tag{61}
\]

\[
G_r(\sigma_j) r_j = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{1}{\sigma_j - z} G(z)^{-1} r_j dz, \quad j = 1, \ldots, m. \tag{62}
\]

Given enough interpolation data, one can use the tangential samples (61) and (62) in the Loewner framework to recover the desired modal truncation approximant \(G_r(z)\) without access to \(A\) and its spectral decomposition. This approach requires that the interpolation point cannot coincide with the other poles (eigenvalues) outside \(\Omega\). (One can revert to the Hankel-based approach to guarantee this, thus sampling the Markov parameters of \(G_r(z)\). Such an approach amounts to applying Sakurai–Sugiura [32] or FEAST type methods [29] for the standard eigenvalue problem.)

9. Conclusions. Contour integral methods provide an effective tool for computing eigenvalues in a bounded region of the complex plane. By casting these algorithms in the framework of systems theory, we have proposed several new Loewner matrix methods inspired by rational interpolation for system realization and model reduction. Since these new techniques use the same quadrature data as existing Hankel matrix methods, they can be implemented at little additional cost, yet can yield eigenvalue estimates with considerably improved accuracy. Our primary intention has been to open up a broad family of algorithms for exploration and refinement.

The rational interpolation perspective suggests another, lower-cost approach to the nonlinear eigenvalue problem \(T(z)v = 0\): use the Loewner framework to construct a linear matrix pencil that tangentially interpolates the nonlinear problem, in a sense detailed in Section 6. This method can be adapted into an iterative method to refine the set of interpolation points.

Just as systems theory can inspire new eigenvalue algorithms, contour integral methods provide a new approach to model reduction: a way to perform modal truncation using only samples of the transfer function without requiring access to a state-space representation, as described in Section 8.

Many avenues for additional research remain open. The selection of optimal interpolation points and directions for Loewner methods, and the influence of the conditioning of the eigenvalues of the associated Loewner pencil, remain important areas for investigation; see [16] for preliminary results in the context of system realization. Figure 8 shows contour plots of the maximum eigenvalue residual error for the single-point Loewner method applied to the delay and gun problems, as a function
Fig. 8. Filled contour plots showing the maximum eigenvalue residual error for the single-point Loewner method applied to the delay (top) and gun (bottom) problems, as a function of the interpolation point $\sigma \not\in \Omega$; $\ast$ denotes the best $\sigma$ in each plot. For the delay problem, we fix $N = 64$ quadrature points: as $K$ increases, the contours subtly change, but it is consistently better to place the interpolation point opposite the closest exterior eigenvalue. For the gun problem, we fix $K = 1$ and vary $N$. For both problems, the color maps are defined so that white denotes the maximum residual error for the Hankel method, and the color depicts the $\log_{10}$ of the error for the single-point Loewner method: the Loewner method outperforms the Hankel method for values of $\sigma$ in blue regions.

of the interpolation point $\sigma \not\in \Omega$. We see how the accuracy of the method indeed depends on the location of the interpolation point. (Our earlier experiments used 


good, but not optimal values of $\sigma$.) These contour plots hint at the potential benefit that can come from theoretical insight into optimal interpolation point selection, as well as algorithms that can identify good candidates for $\sigma$.

One might also study the design of optimal filter functions to improve the convergence of the quadrature rules, the affect of quadrature errors on the computed eigenvalues, how eigenvalues outside $\Omega$ affect convergence, and how interpolation points should be placed relative to those exterior eigenvalues to give optimal accuracy. Options abound for algorithm designers to explore and exploit.
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