Isotropy groups of the action of orthogonal similarity on symmetric matrices
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ABSTRACT
We find an algorithmic procedure that enables the computation and description of the structure of the isotropy subgroups of the group of complex orthogonal matrices with respect to the action of similarity on complex symmetric matrices. A key step in our proof is to solve a certain rectangular block upper triangular Toeplitz matrix equation.
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1. Introduction
All matrices considered in this paper are complex unless otherwise stated. We use the notation $\mathbb{C}^{m \times n}$ for the set of matrices of size $m \times n$. By $S_n(\mathbb{C})$ we denote the vector space of all $n \times n$ symmetric matrices; $A$ is symmetric if and only if $A = A^T$. Let further $O_n(\mathbb{C})$ be the subgroup of orthogonal matrices in the group of nonsingular $n \times n$ matrices $GL_n(\mathbb{C})$. A matrix $Q$ is orthogonal if and only if $Q = (Q^T)^{-1}$. The action of orthogonal similarity on $S_n(\mathbb{C})$ is defined as follows:

$$\Phi : O_n(\mathbb{C}) \times S_n(\mathbb{C}) \rightarrow S_n(\mathbb{C}), \quad (Q, A) \mapsto Q^T A Q. \quad (1)$$

The isotropy group at $A \in S_n(\mathbb{C})$ with respect to action (1) is denoted by

$$\Sigma_A := \{ Q \in O_n(\mathbb{C}) | Q^T A Q = A \}, \quad (2)$$

and matrices that are orthogonally similar to $A$ form the orbit of $A$:

$$\text{Orb}(A) := \{ Q^T A Q | Q \in O_n(\mathbb{C}) \}. \quad (3)$$

Isotropy groups corresponding to the same orbit are conjugated (isomorphic).
Action (1) describes symmetries of $S_n(\mathbb{C})$. Hua’s fundamental results [1–3] on the geometry of symmetric matrices assure that the study of symmetric matrices under $T$-congruence (which includes (1)) is quite general.

An important information concerning a group action is provided by its orbits and the corresponding isotropy groups (see textbooks [4,5]), and to find these for action (1) is the main purpose of this paper. In the (generic) case of matrices with all distinct eigenvalues, the isotropy groups are clearly trivial (Proposition 3.1), while the situation for (especially) non-diagonalizable matrices is more involved. We find an inductive procedure that enables the computation and description of the structure of the isotropy subgroups (Theorem 3.2). A key ingredient in the proof of the theorem is Lemma 4.1. It provides solutions of a certain rectangular upper triangular Toeplitz matrix equation; hence, it might be also of independent interest in matrix analysis; e.g. in the paper by the author [6] (see Remark 5.1) a similar equation appeared.

To some extent (in lower dimensions), the isotropy groups are expected to be applied to tackle the problem of simultaneous reduction under $T$-congruence of a pair $(A, B)$ with $A$ arbitrary and $B$ nonsingular symmetric. We first make $B$ into the identity $I$ by applying the Autonne–Takagi factorization and reduce $(A, B)$ to $(A', I)$. Next, we write $A' = C + Z$ with $S$ symmetric and $Z$ skew-symmetric. By a suitable orthogonal similarity transformation (keeping $I$ intact), we put $C$ into the symmetric normal form $S(C)$; we obtain $(S(C) + Z', I)$ with $Z'$ skew-symmetric. Finally, $Z'$ is simplified by using the isotropy group of $S(C)$ with respect to (1) (keeping $I, S(C)$ intact). We add that a reduction of symmetric pairs under $T$-congruence was considered in [7].

In connection to isotropy groups, we also mention that the so-called linear isotropy representation at $A \in S_n(\mathbb{C})$ is indeed the restriction of (1):

$$\Sigma_A \times T_A \rightarrow T_A, \quad (Q, A) \mapsto Q^T AQ, \quad T_A := \{X^T A + AX | X = -X^T \in \mathbb{C}^{n \times n}\}, \quad (4)$$

a representation of $\Sigma_A$ on a complex vector space $T_A \subset S_n(\mathbb{C})$ associated to the tangent space of $\text{Orb}(A) \subset S_n(\mathbb{C})$ at $A$ (see also Section 3). It is closely related to invariant objects of $\text{Orb}(A)$ (see, e.g. [4, II.Ch.2.3];[8, Ch. X]). On the other hand, (1) can be seen as a representation of $O_n(\mathbb{C})$; note that the classification of representations of complex classical groups along with their invariants is well understood (see [9]). We shall not consider this matter further here.

2. Preparatory material

In this section, we prepare some preliminary material.

First, let a block upper triangular Toeplitz matrix be

$$T(A_0, A_1, \ldots, A_{\beta-1}) = \begin{bmatrix} A_0 & A_1 & A_2 & \cdots & \cdots & A_{\beta-1} \\ 0 & A_0 & A_1 & A_2 & & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & A_2 \\ \vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\ 0 & \cdots & \cdots & \cdots & A_1 & 0 \\ \beta & \cdots & \cdots & \cdots & A_0 & 0 \end{bmatrix} (\beta \text{-by-} \beta),$$
Let \( J = \bigoplus_{r=1}^{N} J_r \), in which all summands of \( J \) corresponding to the eigenvalue \( \rho_r \) are collected together into \( J_r \). Then \( X \) is a solution of Equation (5) if and only if it is of the form \( X = \bigoplus_{r=1}^{N} X_r \), where \( X_r = X J_r \).

(2) Let \( J = \bigoplus_{r=1}^{N} \bigoplus_{s=1}^{m_r} a_{rs} (\lambda) \) for \( \lambda \in \mathbb{C} \) and \( \alpha_1 > \alpha_2 > \ldots > \alpha_N \), and let \( X \) be partitioned conformally into blocks as \( J \). Then \( X \) is a solution of (5) if and only if \( X = [X_{rs}]_{r,s=1}^{N} \) is such that every block \( X_{rs} \) is further an \( m_r - \beta - m_s \) block matrix with blocks of size \( \alpha_r \times \alpha_s \), and of the form

\[
\begin{bmatrix}
0 & T_r < \alpha_s \\
T_r & 0 \\
T & \alpha_r = \alpha_s,
\end{bmatrix}
\]

in which \( T \) is an \( b_{rs} \times b_{rs} \) upper triangular Toeplitz matrix (\( b_{rs} = \min(\alpha_r, \alpha_s) \)).

For our developments, it is convenient to work with matrices having fewer Toeplitz blocks. In the paper by Lin et al. [11, Sec. 3.1], this was achieved by conjugating with a suitable permutation matrix. Let \( e_1, e_2, \ldots, e_{am} \) be the standard orthonormal basis in \( \mathbb{C}^{am} \). We set a permutation matrix formed by these vectors:

\[
\Omega_{\alpha,m} := \begin{bmatrix}
e_1 \ e_{\alpha+1} \ldots \ e_{(m-1)\alpha+1} \ e_2 \ e_{\alpha+2} \ldots \ e_{(m-1)\alpha+2} \ldots \ e_\alpha \ e_{2\alpha} \ldots \ e_{am} \end{bmatrix}.
\]
By setting \( A_n := [a_{jk}]_{j,k=1}^{m_r,m_s} \in \mathbb{C}^{m_r \times m_r} \) for \( n \in \{0, \ldots, b-1\} \) and \( T = T(A_0, \ldots, A_{b-1}) \), it gives a rectangular block upper triangular Toeplitz matrix of size \( \alpha_r \times \alpha_s \):

\[
\Omega^T_{\alpha_r,m_r} X_{rs} \Omega_{\alpha_s,m_s} = \begin{cases} 
\begin{bmatrix} 0 & T \\
T & 0 
\end{bmatrix}, & \alpha_r < \alpha_s, \\
\begin{bmatrix} T \\
0 
\end{bmatrix}, & \alpha_r > \alpha_s, \\
T, & \alpha_r = \alpha_s.
\end{cases}
\]

By defining

\[
\mathcal{X} := \Omega^T X \Omega = \left[ \Omega^T_{\alpha_r,m_r} X_{rs} \Omega_{\alpha_s,m_s} \right]_{r,s=1}^N, \quad (\Omega := \oplus_{r=1}^N \Omega_{\alpha_r,m_r}),
\]

we obtain an \( N \times N \) block matrix such that its block \( \mathcal{X}_{rs} \) is a rectangular \( \alpha_r \times \alpha_s \) block upper triangular Toeplitz matrix with blocks of size \( m_r \times m_s \):

\[
\mathcal{X} = \left[ \mathcal{X}_{rs} \right]_{r,s=1}^N, \quad \mathcal{X}_{rs} = \begin{cases} 
\begin{bmatrix} 0 & T_{rs} \\
T_{rs} & 0 
\end{bmatrix}, & \alpha_r < \alpha_s, \\
\begin{bmatrix} T_{rs} \\
0 
\end{bmatrix}, & \alpha_r > \alpha_s, \\
T_{rs}, & \alpha_r = \alpha_s,
\end{cases}
\]

in which \( T_{rs} = T(A_{rs}^0, \ldots, A_{rs}^{b_{rs}-1}) \) with \( A_j^{rs} \in \mathbb{C}^{m_r \times m_r} \) is a block upper triangular Toeplitz matrix of size \( b_{rs} \times b_{rs} \).

**Example 2.1:** \( N = 2, \alpha_1 = 3, m_1 = 2, \alpha_2 = 2, m_2 = 3 \):

\[
\Omega^T_{3,2} = \begin{bmatrix}
a_1 & b_1 & a_2 & b_2 & a_3 & b_3 \\
0 & a_1 & 0 & a_2 & 0 & a_3 \\
a_4 & b_4 & a_5 & b_5 & a_6 & b_6 \\
0 & a_4 & 0 & a_5 & 0 & a_6 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad \Omega_{2,3} = \begin{bmatrix}
a_1 & a_2 & a_3 & b_1 & b_2 & b_3 \\
a_4 & a_5 & a_6 & b_4 & b_5 & b_6 \\
0 & 0 & 0 & a_1 & a_2 & a_3 \\
0 & 0 & 0 & a_4 & a_5 & a_6 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}.
\]

Next, we show that the set of nonsingular matrices of form (9) has a group structure similar to the structure of the group of all nonsingular upper triangular matrices. We use ideas from the proof of a somewhat stronger result for upper unitriangular matrices \([12, Lecture 21];[5, Example 6.49]\).

**Lemma 2.2:** Let \( \mathbb{T} \) be the set of all nonsingular matrices of form (9). Then \( \mathbb{T} \) is a subgroup of the group of all nonsingular matrices. Furthermore, \( \mathbb{T} = \mathbb{D} \times \mathbb{U} \) is a semidirect product of subgroups, where \( \mathbb{D} \subset \mathbb{T} \) contains all nonsingular block-diagonal matrices, and \( \mathbb{U} \subset \mathbb{T} \) is a normal subgroup that consists of matrices whose diagonal blocks are block upper triangular Toeplitz matrices with identity as the diagonal block. Further, \( \mathbb{U} \) is unipotent of order at most \( \alpha_1 - 1 \) and it has nilpotency class at most \( \alpha_1 \).

**Proof:** First, we examine the set \( \mathbb{U} \) of all nonsingular matrices of form (9) such that their diagonal blocks are block upper triangular Toeplitz matrices with identities as the diagonal blocks.
For $k \in \{1, \ldots, \alpha_1 - 1\}$, let $\mathfrak{N}_k$ be the set of nonsingular matrices of form (9) with $T_{rs} = T(0, \ldots, 0, A^r_0, A^r_{2}, \ldots, A^r_{b_r-1})$ (i.e. $A^r_0 = \ldots = A^r_{k-1} = 0$) for $b_r > k$ and $T_{rs} = 0$ for $k \geq b_r$, and such that $A^r_k = 0$ for all $r$. Thus

$$\mathfrak{U} - \mathfrak{I} =: \mathfrak{N}_0 \supset \mathfrak{N}_1 \supset \cdots \supset \mathfrak{N}_{\alpha_1-1} = \{0\}.$$  

Sums and products of rectangular upper triangular Toeplitz matrices of the appropriate size are again rectangular upper triangular Toeplitz matrices. Moreover,

$$\mathfrak{N}_k + \mathfrak{N}_k \subset \mathfrak{N}_k, \quad \mathfrak{N}_0 \mathfrak{N}_k \subset \mathfrak{N}_{k+1}, \quad \mathfrak{N}_k \mathfrak{N}_0 \subset \mathfrak{N}_{k+1}.$$  

In particular, $\mathfrak{N}_k^{\alpha_1-k-1} = \{0\}$; thus matrices in $\mathfrak{N}_k$ are nilpotent. For $\mathcal{N} \in \mathfrak{N}_k$, we have

$$(I + \mathcal{N})^{-1} = I - \mathcal{N} + \mathcal{N}^2 - \ldots + (-1)^{\alpha_1-k-1} \alpha_1-k-1.$$  

Hence $\mathfrak{U}_k := \mathfrak{I} + \mathfrak{N}_k$ is a unipotent group. Taking $\mathfrak{I} + \mathcal{N} \in \mathfrak{U}_k$ (with $\mathcal{N} \in \mathfrak{N}_k$) and $\mathfrak{I} + \mathcal{N}' \in \mathfrak{U}$ (with $\mathcal{N}' \in \mathfrak{N}_0$), we get their conjugate and their commutator of the form:

$$(\mathfrak{I} + \mathcal{N}')^{-1}(\mathfrak{I} + \mathcal{N})(\mathfrak{I} + \mathcal{N}') = \mathfrak{I} + (I - \mathcal{N}' + (\mathcal{N}')^2 - \ldots) \mathcal{N}(I + \mathcal{N}') \in \mathfrak{U}_k,$$

$$[\mathfrak{I} + \mathcal{N}, \mathfrak{I} + \mathcal{N}'] = (I + \mathcal{N})^{-1}(I + \mathcal{N}')^{-1}(I + \mathcal{N})(I + \mathcal{N}')$$

$$= (I - \mathcal{N} + \mathcal{N}' - \ldots)(I - \mathcal{N}' + (\mathcal{N}')^2 - \ldots)$$

$$\times (I + \mathcal{N})(I + \mathcal{N}')$$

$$= (I - \mathcal{N} - \mathcal{N}' + \mathcal{M}_1)(I + \mathcal{N} + \mathcal{N}' + \mathcal{M}_2)$$

$$= \mathfrak{I} + \mathcal{M}_3 \in \mathfrak{U}_{k+1},$$

where $\mathcal{M}_1, \mathcal{M}_2, \mathcal{M}_3 \in \mathfrak{N}_{k+1}$. Therefore,

$$\mathfrak{U} = \mathfrak{U}_0 \supset \mathfrak{U}_1 \supset \cdots \supset \mathfrak{U}_{\alpha_1-1} = \{\mathfrak{I}\} \tag{10}$$

is a central series of normal subgroups, i.e. $[\mathfrak{U}, \mathfrak{U}_j]$ is a commutator group of $\mathfrak{U}_{j+1}$.

Any $\mathfrak{X} \in \mathfrak{T}$ (nonsingular and of form (9)) can be written as $\mathfrak{X} = \mathfrak{D}\mathfrak{U}$, where $\mathfrak{U} \in \mathfrak{U}$ and $\mathfrak{D} \in \mathfrak{D}$ is a nonsingular block-diagonal matrix of form (9). For $\mathfrak{D}_1, \mathfrak{D}_2 \in \mathfrak{D}$ and $\mathfrak{U}_1, \mathfrak{U}_2 \in \mathfrak{U}$, we get that $(\mathfrak{D}_1\mathfrak{U}_1)(\mathfrak{D}_2\mathfrak{U}_2)^{-1} = \mathfrak{D}_1(\mathfrak{U}_1\mathfrak{U}_2^{-1})\mathfrak{D}_2^{-1}$ is of the form (9), thus $\mathfrak{T}$ is a group. Next, conjugating $\mathfrak{I} + \mathcal{N} \in \mathfrak{I} + \mathfrak{N}_0 = \mathfrak{U}$ by $\mathfrak{D}\mathfrak{U}$ gives

$$\mathfrak{U}^{-1}\mathfrak{D}^{-1}(\mathfrak{I} + \mathcal{N})\mathfrak{D}\mathfrak{U} = \mathfrak{I} + \mathfrak{U}^{-1}\mathfrak{D}^{-1}\mathcal{N}\mathfrak{D}\mathfrak{U} \in \mathfrak{U}.$$  

This proves the normality of $\mathfrak{U}$ and concludes the proof. \[\square\]

**Remark 2.1:** It would be interesting to know whether (10) is a lower central sequence or not. Note that the situation seems more involved than in the case of upper unitriangular matrices, in which the commutators of suitably chosen generators are again generators ([12, Proposition 3.31]).
3. Isotropy groups

To be able to compute the isotropy groups under (1), it is important to have simple representatives of orbits. Given a matrix $A$ with its Jordan canonical form:

$$J(A) = \bigoplus_j J_n(\lambda_j), \quad \lambda_j \in \mathbb{C},$$

$$J_n(\lambda) := \begin{bmatrix} \lambda & 1 & 0 \\ & \ddots & \ddots \\ 0 & \cdots & \lambda \end{bmatrix}, \quad \lambda \in \mathbb{C} \quad (n\text{-by-}n),$$

the symmetric canonical form under similarity is

$$S(A) = \bigoplus_j K_n(\lambda_j),$$

in which

$$K_n(\lambda) := \frac{1}{2} \left( \begin{bmatrix} 2\lambda & 1 & 0 \\ 1 & \ddots & \ddots \\ 0 & \cdots & 2\lambda \end{bmatrix} + i \begin{bmatrix} 0 & -1 & 0 \\ -1 & \ddots & \ddots \\ 0 & \cdots & 0 \end{bmatrix} \right), \quad \lambda \in \mathbb{C} \quad (n\text{-by-}n).$$

It is uniquely determined up to a permutation of its direct summands; recall that symmetric matrices are similar if and only if they are orthogonally similar (see the textbook by Gantmacher [10, Ch. XI]). For tridiagonal normal forms check [13].

Since $Q^T A Q = A$ is equivalent to $(J(A))X = X(J(A))$ with $J(A) = PAP^{-1}$, $X = PQP^{-1}$, the following fact on isotropy groups follows immediately from Theorem 2.1 (2.1).

**Proposition 3.1:** If $\lambda_1, \ldots, \lambda_k$ are distinct eigenvalues of $A = \bigoplus_{j=1}^k S_j$, where each $S_j$ is a direct sum whose summands are of form (13) and correspond to the eigenvalue $\lambda_j$, it then follows that $\Sigma_A = \bigoplus_{j=1}^k \Sigma_{S_j}$. Furthermore, if $S_j = \lambda_j I_{n_j}$ for some index $j$, then $\Sigma_{S_j} = O_{n_j}(\mathbb{C})$. (We denote the $n \times n$ identity matrix by $I_n$.)

It implies that the isotropy groups under (1) are trivial on a complement of a complex analytic subset of codimension 1 in $S_n(\mathbb{C})$ (having nonvanishing discriminants of their characteristic polynomials).

Our major goal is to inspect the isotropy groups of nongeneric matrices (especially nondiagonalizable). We shall see later on that these are related to matrices of form (9) such that the following conditions are satisfied:

(I) For $r, s \in \{1, \ldots, N\}$ the nonzero entries of $X_{rs}$ with $r > s$ can be taken as free variables, and $(X_{rr})_{11} = A_{rr}^T \in O_{m_r}(\mathbb{C})$ can be any orthogonal matrix.

(II) For $r \in \{1, \ldots, N\}$ with $\alpha_r \geq 2$ let $Z_{jr} = -Z_{jr}^T$ for $j' \in \{1, \ldots, \alpha_r - 1\}$ be a freely chosen skew-symmetric matrix of size $m_r \times m_r$. The entries of $A_{jr}^T$ for either $r = s$,
\( \alpha_r \geq 2, j \in \{1, \ldots, \alpha_r - 1\} \) or \( s > r, N \geq 2 \) are determined uniquely by the entries of all \( A_j^{r'} \) with \( j = 0, s' = r' \) or \( s' \leq r', j \in \{0, \ldots, \alpha_r - 1\} \) (chosen in (I)), by the entries of all \( Z_j^{r'} \) with \( j \in \{1, \ldots, j - 1\} \) (if \( j \geq 2 \)) or \( j = j, r = r' \), and when \( s > r, N \geq 2 \) also by the entries of \( Z_j^{r'} \) for all \( r' \); here \( r', s' \in \{1, \ldots, N\} \).

Two significant examples of matrices of form (9) satisfying (I) and (II) are:

**Example 3.1:** Given skew-symmetric \( Z_n^r \) for \( r \in \{1, \ldots, N\}, n \in \{1, \ldots, \alpha_r - 1\} \), we set

\[
\mathcal{W} = \bigoplus_{r=1}^N T(I_{m_r}, W_{1}^r, \ldots, W_{\alpha_r - 1}^r),
\]

\[
W_1^r := \frac{1}{2} Z_1^r, \quad W_{n+1}^r := \frac{1}{2} \left( Z_{n+1}^r - \sum_{j=1}^n (W_j^r)^T W_{n-j+1}^r \right), \quad n \geq 1.
\]

**Example 3.2:** The following matrix contains the identity matrix as a principal submatrix, formed by all blocks except those at the \( p \)-th and the \( t \)-th columns and rows, while blocks in the \( p \)-th and the \( t \)-th columns and rows are as follows:

\[
\mathcal{G}_{p,t}^k(F) = [(\mathcal{G}_{p,t}^k(F)_{rs})]_{r,s=1}^N, \quad (\mathcal{G}_{p,t}^k(F))_{rs} = \begin{cases} 0 & \alpha_r < \alpha_s, \\ \mathcal{U}_{rs} & \alpha_r = \alpha_s, \\ \mathcal{U}_{rs} & \alpha_r > \alpha_s, \quad p < t, \end{cases}
\]

where

\[
\mathcal{U}_{rs} = \begin{cases} \bigoplus_{r=1}^\alpha I_{m_r}, & r = s, \quad (r, s) \not\in \{p, t\}, \\ 0, & r \neq s \end{cases}, \quad \mathcal{U}_{rr} = T(I_{m_r}, A_1^{r r}, \ldots, A_{\alpha_r - 1}^{r r}), \quad r \in \{p, t\},
\]

\[
A_j^{pr} = \begin{cases} a_{n-1}(F^T F)^n, & j = n(2k + \alpha - \beta), \\ 0, & \text{otherwise}, \end{cases} \quad a_n = -\frac{1}{2^{n+1}} \frac{1}{n+1} \binom{2n}{n},
\]

\[
A_j^{pt} = \begin{cases} a_{n-1}(F F^T)^n, & j = n(2k + \alpha - \beta), \\ 0, & \text{otherwise}, \end{cases}
\]

\[
\mathcal{U}_{pt} = N_{\alpha_t}^k(F), \quad \mathcal{U}_{tp} = N_{\alpha_t}^k(-F^T), \quad 0 \leq k \leq \alpha_t - 1,
\]

in which \( N_{\beta}^k(F) \) is a \( \beta \)-by-\( \beta \) block matrix with \( F \in \mathbb{C}^{m_p \times m_t} \) on the \( k \)-th diagonal above the main diagonal for \( k \geq 1 \) (on the main diagonal for \( k = 0 \)) and zeros otherwise.

If \( N = 3, \alpha_1 = 4, \alpha_2 = 2, \alpha_3 = 1, m_1 = 2, m_2 = 3, m_3 = 1, F \in \mathbb{C}^{2 \times 3} \), we have

\[
\mathcal{G}_{1,2}^0(F) = \begin{bmatrix}
I_2 & 0 & -\frac{1}{2} F^T F & 0 & -F^T & 0 & 0 \\
0 & I_2 & 0 & -\frac{1}{2} F^T F & 0 & -F^T & 0 \\
0 & 0 & I_2 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_2 & 0 & 0 & 0 \\
0 & 0 & F & 0 & I_3 & 0 & 0 \\
0 & 0 & 0 & F & 0 & I_3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}.
\]
The following theorem is our main result; we prove it in Section 5.

**Theorem 3.2:** If \( A = \bigoplus_{r=1}^{N}(\bigoplus_{l=1}^{m_r} K_{\alpha_l}(\lambda)) \) for \( \lambda \in \mathbb{C} \), then its isotropy group \( \Sigma_A \) with respect to (1) has the following properties:

1. It is isomorphic to the subgroup of the group of all invertible matrices of form (9) and such that its elements satisfy conditions (I) and (II). In particular, \( \dim(\Sigma_S) = \sum_{r=1}^{N} \alpha_r m_r \left( \frac{1}{2}(m_r - 1) \right) + \sum_{s=1}^{r-1} m_s \).
2. It is isomorphic to a semidirect product of groups, i.e. \( \Sigma_S = \bigoplus_{r=1}^{N}(\bigoplus_{j=1}^{m_r} Q_r) \) with \( Q_r \in O_{m_r}(\mathbb{C}) \), and a unipotent normal subgroup \( \mathbb{V} \) (of order at most \( \alpha_1 - 1 \) and nilpotency class at most \( \alpha_1 \)) generated by the set of matrices of form (14) and (15).

We refer to [5, Chs. 6 and 14] for a comprehensive introduction to the theory of nilpotent and unipotent algebraic groups.

**Remark 3.1:** An algorithm to compute the isotropy groups is provided as (the essential) part of the proof of Theorem 3.2, more precisely, by Lemma 4.1. Due to technical reasons, the lemma is stated and proved in Section 4.

Basic properties of an action of a Lie group on a manifold (check, e.g. [4, Ch. II.1]) imply that orbits of action (1) are immersed homogeneous submanifolds in \( S_n(\mathbb{C}) \) and the isotropy group \( \Sigma_A \) for any \( A \in S_n(\mathbb{C}) \) is a Lie subgroup of \( O_n(\mathbb{C}) \). Moreover, the orbit \( \text{Orb}(A) \) is biholomorphic to the quotient \( O_n(\mathbb{C})/\Sigma_A \), and the codimension of \( \Sigma_A \) in \( O_n(\mathbb{C}) \) is equal to the codimension of \( \text{Orb}(A) \subset S_n(\mathbb{C}) \).

**Corollary 3.3:** If \( \lambda_1, \ldots, \lambda_k \) are distinct eigenvalues of \( S = \bigoplus_{j=1}^{k} S_j \), where each \( S_j \) is a direct sum whose summands are of form (13) and correspond to the eigenvalue \( \lambda_j \), then \( \text{codim}(\text{Orb}(S)) = \sum_{j=1}^{k} \text{codim}(\text{Orb}(S_j)) \). Moreover, if \( S = \bigoplus_{r=1}^{N}(\bigoplus_{j=1}^{m_r} S_{\alpha_j}(\lambda)) \) for \( \lambda \in \mathbb{C} \), it then follows that \( \text{codim}(\text{Orb}(S)) = \sum_{r=1}^{N} \alpha_r m_r \left( \frac{1}{2}(m_r - 1) \right) + \sum_{s=1}^{r-1} m_s \).

Although the above corollary is an immediate consequence of Theorem 3.2, we also give a direct simple proof, since the tangent space of \( \text{Orb}(A) \) at \( A \) (see \( T_A \) in (4)) is easily computed. Indeed, if \( Q(t) \) is a complex-differentiable path of orthogonal matrices with \( Q(0) = I \), then

\[
\left. \frac{d}{dt} \right|_{t=0} \left( (Q(t))^T A Q(t) \right) = (Q'(0))^T A + A Q'(0),
\]

and differentiation of \( (Q(t))^T Q(t) = I \) at \( t = 0 \) yields \( (Q'(0))^T + Q'(0) = 0 \); conversely, for any \( X = -X^T \), we have \( e^{tX} \) orthogonal with \( e^{0X} = I \) and \( \frac{d}{dt}|_{t=0}(e^{tX}) = X \).

The dimension of \( T_A \) in (4) is precisely the codimension of the solution space of \( X^T A + AX = 0 \) with \( X = -X^T \) (with respect to the space of skew-symmetric matrices). If \( J \) is the
Jordan form of a symmetric matrix $A$ with $A = P^{-1}JP$, we get

$$JY = YJ, \quad Y = PXP^{-1}, \quad X = -X^T.$$  

Thus $Y = [Y_{jk}]_{j,k=1}^N$ has rectangular upper triangular Toeplitz blocks $Y_{jk}$ (see Theorem 2.1), and $Y = -PX^TP^{-1} = -P^2Y^TP^{-2}$. Note that (see, e.g. [14, Theorem 4.4.24]):

$$K_\alpha(\lambda) = P_\alpha J_\alpha(\lambda)P_\alpha^{-1}, \quad P_\alpha := \frac{1}{\sqrt{2}}(I_\alpha + iE_\alpha), \quad E_\alpha = \begin{bmatrix} 0 & 1 \\ \vdots & \ddots & \ddots \\ 1 & 0 \end{bmatrix} (\alpha-by-\alpha),$$  

in which $E_\alpha$ is the backward identity matrix (with ones on the anti-diagonal); $P_\alpha^2 = E_\alpha$. If $A$ is of form (12), then $Y = -EY^TE$, in which $E$ is a direct sum of backward identity matrices and is partitioned conformally to $Y$. We further obtain that all $Y_{jj} = 0$ and $Y_{jk} = \begin{bmatrix} T_{jk} \\ 0 \end{bmatrix}$, $Y_{kj} = \begin{bmatrix} 0 & T_{kj} \end{bmatrix}$ with both $T_{jk}$, $T_{kj}$ upper triangular Toeplitz and related by $T_{jk} = -T_{kj}$ (see also (25) and (26)). This proves Corollary 3.3.

Note that codim(Orb($A$)) in $\mathbb{C}^{n \times n}$ with respect to similarity is equal to the dimension of the set of solutions of $AX - XA = 0$ (e.g. [15, Section 30]), while to get codim(Orb($A$)) under $T$-congruence De Teran and Dopico [16] solved $XA + AX^T = 0$.

4. Certain block upper triangular Toeplitz matrix equation

In this section, we consider a certain block upper triangular Toeplitz matrix equation. Its solution (Lemma 4.1) is the key ingredient in the proof of Theorem 3.2.

Let $\alpha_1 > \alpha_2 > \ldots > \alpha_N$ and $m_1, \ldots, m_N \in \mathbb{N}$. Suppose

$$\mathcal{B} = \bigoplus_{r=1}^N T(B_0^r, B_1^r, \ldots, B_{\alpha_r-1}^r), \quad \mathcal{C} = \bigoplus_{r=1}^N T(C_0^r, C_1^r, \ldots, C_{\alpha_r-1}^r), \quad \mathcal{F} = \bigoplus_{r=1}^N E_\alpha(I_{m_r}),$$  

$$B_0^r, C_0^r \in GL_{m_r}(\mathbb{C}) \cap S_{m_r}(\mathbb{C}), \quad B_1^r, C_1^r, \ldots, B_{\alpha_r-1}^r, C_{\alpha_r-1}^r \in S_{m_r}(\mathbb{C}),$$  

where $E_\alpha(I_{m_r}) = \begin{bmatrix} 0 & I_m \\ \vdots & \ddots & \ddots \\ I_m & \cdots & 0 \end{bmatrix}$ is an $\alpha-by-\alpha$ block matrix with $I_m$ on the anti-diagonal and zero-matrices otherwise. We shall solve a matrix equation

$$\mathcal{C} = \mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X},$$  

in which $\mathcal{X} = [X_{rs}]_{r,s=1}^N$ is as in (9).

We first observe a few simple facts.

The calculation

$$(\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X})^T = \mathcal{X}^T \mathcal{B}^T \mathcal{F} \mathcal{X} \mathcal{F} = \mathcal{F} \mathcal{F} \mathcal{X}^T \mathcal{F} (\mathcal{F} \mathcal{B}^T \mathcal{F}) \mathcal{X} \mathcal{F} = \mathcal{F} (\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X}) \mathcal{F}$$

shows that for $r \neq s$ we have $(\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X})_{rs} = 0$ if and only if $(\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X})_{sr} = 0$. When comparing the left-hand side with the right-hand side of (18) blockwise, it thus suffices to observe only blocks in the upper triangular parts of $\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X}$ and $\mathcal{C}$. Since $(\mathcal{F} \mathcal{X}^T \mathcal{F} \mathcal{B} \mathcal{X})_{rs}$
and $C_{rs}$ are rectangular block upper triangular Toeplitz and of the same form for each $r, s$, it is enough to compare the first rows of these blocks.

The following lemma explains the process of computing solutions of (18). Note that in the proof of Theorem 3.2 we shall consider (18) for $B$ and $C$ equal to the identity matrix. However, due to a possible application when computing isotropy groups of actions similar to (1) (see Remark 5.1) and since it makes no serious difference to the proof, we prove a little more general result.

**Lemma 4.1:** Let $B$, $C$ as in (17) be given. Then the dimension of the space of solutions of (18) that are of the form $X = [X_{rs}]_{r,s=1}^{N}$ (partitioned conformally to $B$, $C$) with

\[
X_{rs} = \begin{cases} 
0 & \text{if } r < s, \\
T_{rs} & \text{if } r = s, \\
\bar{T}_{rs} & \text{if } r > s,
\end{cases}
\]

\[
\alpha_r < \alpha_s, \\
\alpha_r > \alpha_s, \\
\alpha_r = \alpha_s,
\]

\[
t_{rs} = t(A^T_{rs}, A^T_{rs}, \ldots, A^T_{rs}) = \min\{\alpha_s, \alpha_r\}
\]

is $\sum_{r=1}^{N} \alpha_r m_r (\frac{1}{2}(m_r - 1) + \sum_{j=1}^{r-1} m_j)$. In particular, the general solution satisfies the following properties:

(a) The entries of $A^T_{0r}$ for $r \in \{1, \ldots, N\}$ can be taken so that $A^T_{0r}$ is any solution of the equation $C_0^T = (A^T_{0r})^T B^T_0 A^T_{0r}$. If $N \geq 2$ the entries of $A^T_{rs}$ for $r, s \in \{1, \ldots, N\}$ with $r > s$ and $j \in \{0, \ldots, \alpha_r - 1\}$ can be taken as free variables.

(b) Assuming (a) and choosing the entries of matrices $Z^T_r = -Z^T_j \in \mathbb{C}^{n \times m_r}$ for $r \in \{1, \ldots, N\}$, $\alpha_r - 1 \geq j \geq 1$ as free variables, the remaining entries of $X$ are computed by the following algorithm:

\[
\psi_{n j} := \sum_{j=0}^{n} \sum_{l=0}^{n-j} (A^T_{j})^T B^T_{n-j-l} A^T_{j}
\]

for $j = 0 : \alpha_r - 1$ do

if $r \in \{1, \ldots, N\}, 1 \leq j \leq \alpha_r - 1$ then

\[
A^T_{j} = A^T_{0r} - A^T_{0r} (C^T_0)^{-1} (Z^T_j + \sum_{j=1}^{n-j} \sum_{m=0}^{n-j} (A^T_{j})^T B^T_{n-j-m} A^T_{m})
\]

= \sum_{k=1}^{r-1} \psi_{j, k} + \sum_{k=r+1}^{N} \psi_{k, j}
\]

end if

for $p = 1 : N - 1$ do

if $r \in \{1, \ldots, N\}, 1 \leq \alpha_{r+p} - 1, r + p \leq N$ then

\[
A^T_{j}(r+p) = -A^T_{0r} (C^T_0)^{-1} (\sum_{j=1}^{n-j} \sum_{m=0}^{n-j} (A^T_{j})^T B^T_{n-j-m} A^T_{m})
\]

= \sum_{k=1}^{r+p} \psi_{j, k} + \sum_{k=r+p+1}^{N} \psi_{k, j}
\]

end if

end for

For simplicity, in this algorithm, we define $\sum_{j=1}^{n} a_j = 0$ if $l > n$, and it is understood that the inner loop (i.e. for $p = 1 : N - 1$) is not performed for $N = 1$.

Furthermore, assume that $B$ and $C$ are real. Then the solution $X$ is real if and only if the following statements hold:

(i) Matrices $B^T_0$ and $C^T_0$ in (17) have the same inertia for all $r \in \{1, \ldots, N\}$. 

(ii) Matrices $A^r_j$ with $r > s$, $j \in \{0, \ldots, \alpha_r - 1\}$, $N \geq 2$, matrices $A^0_r$, and matrices $Z^r_j$ for $1 \leq j \leq \alpha_r - 1$ $(r, s \in \{1, \ldots, N\})$ in (a) and (b) are chosen real.

For the sake of clarity, we point out the importance of the correct order of calculating the entries of $\mathcal{X}$ in Lemma 4.1. It is essential for the proof of the lemma.

Recall first that by (a) (when $N \geq 2$) all entries of the blocks below the main diagonal of $\mathcal{X} = [\mathcal{X}_{rs}]_{r,s=1}^N$ can be chosen freely. Next, we compute the diagonal entries of the blocks in the upper triangular part of $\mathcal{X}$. We first obtain the diagonal entries of the main diagonal blocks $\mathcal{X}_{rr}$ for $r \in \{1, \ldots, N\}$ (see (a) again). Secondly, step $j = 0, p = 1$ (if $N \geq 2$) of the algorithm in (b) yields the diagonal entries of the first upper off-diagonal blocks of $\mathcal{X}$ (i.e. $(\mathcal{X}_{(r+1)1})_{11} = A^r_0 (r + 1)$). Further, step $j = 0, p = 2$ gives the diagonal entries of the second upper off-diagonal blocks of $\mathcal{X}$ (i.e. $(\mathcal{X}_{(r+2)1})_{11} = A^r_0 (r + 2)$), step $j = 0, p = 3$ gives the diagonal entries of the third upper off-diagonal blocks of $\mathcal{X}$ (i.e. $(\mathcal{X}_{(r+3)1})_{11} = A^r_0 (r + 3)$), and so forth. In the same fashion, the step for fixed $j \in \{1, \ldots, \alpha_j - 1\}$, $p \in \{0, \ldots, N\}$ yields the entries on the $j$th upper off-diagonals of the $p$th upper off-diagonal blocks of $\mathcal{X}$, i.e. $(\mathcal{X}_{(r+p)1})_{1(j+1)} = A^r_j (j + 1)$ with $r + p \leq N$, provided that $j \leq \alpha_r + p - 1$. Finally, when $j = \alpha_1 - 1$, $p = 0$, we compute $(\mathcal{X}_{111})_{101} = A^1_{11}$ (Note that we add $\frac{1}{2} m_r (m_r - 1)$ free variables when calculating each entry $A^r_j \in \mathbb{C}^{m_r \times m_r}$.

**Proof of Lemma 4.1:** The idea is to write Equation (18) entrywise as a system of several simpler matrix equations and then consider them in an appropriate order.

First, we analyse the right-hand side of Equation (18) for $\mathcal{B}, \mathcal{F}$ of form (17) and $\mathcal{X} = [\mathcal{X}_{rs}]_{r,s=1}^N$ with blocks as in (19). To simplify the notation we set $\mathcal{Y} := \mathcal{B} \mathcal{X}$ and $\mathcal{X} := \mathcal{F} \mathcal{X}^T \mathcal{F}$. The entries in the $j$th column and in the first row of $(\mathcal{X} \mathcal{Y})_{rs}$ are obtained by multiplying the first rows of the blocks $\mathcal{X}_{r1}, \ldots, \mathcal{X}_{rN}$ with the $j$th columns of the blocks $(\mathcal{Y})_{1s}, \ldots, (\mathcal{Y})_{Ns}$, respectively, and then adding them:

$$((\mathcal{X} \mathcal{Y})_{rs})_{1j} = \sum_{k=1}^{N} (\mathcal{X}_{rk})_{1s} (\mathcal{Y}_{ks})_{1j}, \quad r, s \in \{1, \ldots, N\}, \quad j \in \{1, \ldots, \alpha_s\}. \tag{20}$$

As mentioned in the discussion at the beginning of this section, it suffices to analyse the upper triangular blocks of $\mathcal{X} \mathcal{Y}$:

$$(\mathcal{X} \mathcal{Y})_{(r+p)1j} = \sum_{k=1}^{N} (\mathcal{X}_{rk})_{11} (\mathcal{Y}_{k(r+p)})_{1j}, \quad 1 \leq j \leq \alpha_{r+p}, \quad 0 \leq p \leq N - r.$$

When $N = 1$ (hence $r = 1, p = 0$), we have

$$((\mathcal{X} \mathcal{Y})_{11})_{1j} = (\mathcal{X}_{11})_{11} ((\mathcal{Y})_{11})_{1j}, \tag{21}$$

while for $N \geq 2$ we obtain

$$((\mathcal{X} \mathcal{Y})_{1(1+p)})_{1j} = (\mathcal{X}_{11})_{11} ((\mathcal{Y})_{1(1+p)})_{1j} + \sum_{k=2}^{N} (\mathcal{X}_{1k})_{11} ((\mathcal{Y})_{k(1+p)})_{1j} \quad (r = 1), \tag{22}$$
\[ ((\tilde{\mathcal{Y}})_{rr(r+p)})_{ij} = (\tilde{\mathcal{X}}_{rr})_1 (\mathcal{Y}_{rr(r+p)})_{ij} + \sum_{k=r+1}^{N} (\tilde{\mathcal{X}}_{rk})_1 (\mathcal{Y}_{k(r+p)})_{ij} \]
\[ + \sum_{k=1}^{r-1} (\tilde{\mathcal{X}}_{rk})_1 (\mathcal{Y}_{k(r+p)})_{ij}, \quad 1 < r < N, \]  
\[ (\tilde{\mathcal{X}}_{NN})_{ij} = (\tilde{\mathcal{X}}_{NN})_1 (\mathcal{Y}_{NN})_{ij} + \sum_{k=1}^{N-1} (\tilde{\mathcal{X}}_{NK})_1 (\mathcal{Y}_{KN})_{ij} \quad (r = N). \]  

For any \( r, k \in \{1, \ldots, N\} \), we get
\[ E_{ak}(I_{mk})(T(A_0, A_1, \ldots, A_{b_{rk}-1}))^T E_{ak}(I_{mk}) = T(A_0^T, A_1^T, \ldots, A_{b_{rk}-1}^T), \]
and it further implies
\[ \tilde{\mathcal{X}}_{rk} = E_{ak}(I_{mr})_k (\mathcal{X}_{kr})_k E_{ak}(I_{mk}) = \begin{cases} \begin{bmatrix} \tilde{T}_{kr} \\ 0 \end{bmatrix}, & \alpha_r > \alpha_s, \\ \begin{bmatrix} 0 \\ \tilde{T}_{kr} \end{bmatrix}, & \alpha_r < \alpha_s, \\ \tilde{T}_{kr}, & \alpha_r = \alpha_s, \end{cases} \]
\[ (\tilde{\mathcal{X}}_{rk})_1 = \begin{bmatrix} (A_0^{kr})^T & (A_1^{kr})^T & \cdots & (A_{b_{rk}-1}^{kr})^T \end{bmatrix}, \quad \alpha_k < \alpha_r, \]
\[ \begin{bmatrix} 0 & \cdots & 0 & (A_0^{kr})^T & \cdots & (A_{b_{rk}-1}^{kr})^T \end{bmatrix}, \quad \alpha_k > \alpha_r. \]

We define \( \Phi_{ks} := \sum_{j=0}^{n} B_{n-j}^k A_{j}^{ks} \) and observe that
\[ \mathcal{Y}_{ks} = T(B_{b_1}^k, B_{b_2}^k, B_{b_{k-1}}^k)(T_{ks}, B_{b_1}^k, B_{b_2}^k, B_{b_{k-1}}^k) = T(\Phi_{ks}, \Phi_{1}, \ldots, \Phi_{b_{ks}-1}). \]

We begin with the calculation of matrices \( A_{0r}^T \) for \( r \in \{1, \ldots, N\} \). Since
\[ (\tilde{\mathcal{X}}_{rk})_1 = \begin{bmatrix} (A_0^{kr})^T & * & \cdots & * \end{bmatrix}, \quad k \geq r, \]
\[ (\tilde{\mathcal{Y}}_{kr})_1 = \begin{bmatrix} 0 \end{bmatrix}, \quad k < r, \]
we deduce from (20) for \( r = s, j = 1 \) that
\[ ((\tilde{\mathcal{X}}_{rr})_1)_{11} = \sum_{k=1}^{N} (\tilde{\mathcal{X}}_{rk})_1 (\mathcal{Y}_{kr})_1 = (\tilde{\mathcal{X}}_{rr})_1 (\mathcal{Y}_{rr})_1 = (A_0^{rr})^T B_0^r A_0^r, \quad r \in \{1, \ldots, N\}. \]
Together with $(C_{rr})_{11} = C'_0$ Equation (18) yields an equation that gives $A'_0$:

$$C'_0 = (A'_0)^T B'_0 A'_0, \quad r \in \{1, \ldots, N\}.$$  \hspace{1cm} (28)

it adds $\sum_{r=1}^{N} \frac{m_r(m_r-1)}{2}$ to the dimension of the solution. Next, if $N \geq 2$, we fix arbitrarily the blocks below the main diagonal of $[X_{rs}]_{r,s=1}^{N}$ (the blocks above the main diagonal of $[\hat{X}_{rs}]_{r,s=1}^{N}$), with $\sum_{r=1}^{N} \sum_{s=1}^{r-1} \alpha_m m_s$ entries altogether. This corresponds to (a).

Proceed with the key step in the proof: an inductive procedure that enables us to compute the remaining entries (the algorithm in (b)). We fix $r \in \{1, \ldots, N\}, p \in \{0, \ldots, N - r\}$ and $j \leq \alpha_r - 1$, but not $p = j = 0$. Assuming that we have already determined the matrices $A'_j$ (with $1 \leq r'$, the entries are put together (b)). With the key step in the proof: an inductive procedure that enables us to compute the remaining entries (the algorithm in (b)). We fix $r \in \{1, \ldots, N\}, p \in \{0, \ldots, N - r\}$ and $j \leq \alpha_r - 1$, but not $p = j = 0$. Assuming that we have already determined the matrices $A'_j$ (with $1 \leq r'$)

we shall compute $A'_j(r+p)$ (step $j$, $p$ of the algorithm in (b)). Essentially, we shall solve the equation $(C_{r(r+p)})_{1j} = (\hat{X}_{j})_{1j}$ (see (18)). By a careful analysis of the structures of $(\hat{X}_{r})_{(1)}$ and $(\hat{Y}_{kr})_{(p)}$ in formulas (22), (23), (24), we shall reduce this equation to a simple linear matrix equation in $A'_j(r+p)$ (and possibly in $A'_j(r+p)^T$) with coefficients depending only on $A'_j$ for (29).

For the sake of clarity, we set the notation $(n \in \mathbb{Z}, k, r, s \in \{1, \ldots, N\})$:

$$
\psi_n^{krs} := \begin{cases}
(A^k_1)^T \cdots (A^k_{n})^T & \Phi_n^{ks}, \\
0 & n < 0
\end{cases}, \quad n \geq 0
$$

$$n < 0
$$

\begin{align}
\psi_n^{krs} &= \sum_{j=0}^{n} (\Phi_j^{k})^T A_{n-j}^{k} = \sum_{j=0}^{n} \sum_{l=0}^{j} (A^k_1)^T (B^r_{j-l})^T A^k_{n-j} = \sum_{l=0}^{n} \sum_{j=l}^{n} (A^k_1)^T (B^r_{j-l})^T A^k_{n-j} \\
&= \sum_{l=0}^{n} \sum_{j=0}^{n-l} (A^k_1)^T (B^r_{j})^T A^k_{n-j} = \sum_{l=0}^{n} (A^k_1)^T \Phi_n^{ks}, \quad n \geq 0.
\end{align}

\hspace{1cm} (31)

Note that

$$
\psi_n^{krs} = \sum_{j=0}^{n} (\Phi_j^{k})^T A_{n-j}^{k} = \sum_{j=0}^{n} \sum_{l=0}^{j} (A^k_1)^T (B^r_{j-l})^T A^k_{n-j} = \sum_{l=0}^{n} \sum_{j=l}^{n} (A^k_1)^T (B^r_{j-l})^T A^k_{n-j} \\
= \sum_{j=0}^{n} \sum_{l=0}^{n-j} (A^k_1)^T (B^r_{j})^T A^k_{n-j} = \sum_{l=0}^{n} (A^k_1)^T \Phi_n^{ks}, \quad n \geq 0.
$$

$$\begin{cases}
\Phi_n^{r(r+p)} & \Phi_n^{r(r+p)} \\
\vdots & \vdots \\
0 & 0
\end{cases}, \quad j < \alpha_s - 1 \quad \text{or} \quad p \geq 1,
$$
the first term of (21), (22), (23), and (24) is equal to
\[
(\tilde{\mathcal{X}}_{rr})_{(1)}^{(j+1)} = \Psi_{j}^{rr} = (A_{0}^{r\!r})^{T}B_{0}^{r}A_{j}^{r} + (A_{j}^{r})^{T}B_{0}^{r}A_{0}^{r} + \Xi(j, r, 0), \quad (p = 0)
\]
\[
(\tilde{\mathcal{X}}_{rr})_{(1)}^{(j+1)} = \Psi_{j}^{rr(r+p)} = (A_{0}^{r\!r})^{T}B_{0}^{r}A_{j}^{r(r+p)} + \Xi(j, r, p), \quad p \geq 1,
\]
\[
\Xi(j, r, p) := \begin{cases}
\sum_{l=1}^{j-1} A_{l}^{r} \Phi_{j-l}^{r}, & j \geq 1, \ p = 0,
\sum_{l=1}^{j} A_{l}^{r} \Phi_{j-l}^{r}, & j \geq 0, \ p \geq 1.
\end{cases}
\]
(For simplicity, we have defined \(\sum_{l=1}^{n} a_{l} = 0\) for \(n < l\).)

When \(N \geq 2\) the second term in (22) and (23) for \(j + 1\) instead of \(j\) consists of summands \((\tilde{\mathcal{X}}_{rk})_{(1)}^{(j+1)}(\mathcal{V}_{k(r+p)})^{(j+1)}\) with \(k \geq r + 1\), and such that \((\tilde{\mathcal{X}}_{rk})_{(1)}^{(j+1)} = [A_{0}^{kr})^{T} \ldots (A_{b_{k-1}}^{kr})^{T}]\),

\[
(\mathcal{V}_{k(r+p)})^{(j+1)} = \begin{bmatrix}
\Phi_{j}^{r(p+p)} \\
\vdots \\
\Phi_{0}^{r(p+p)}
\end{bmatrix}, \quad (\mathcal{V}_{k(r+p)})^{(j+1)} = \begin{bmatrix}
\Phi_{j}^{r(p+p)} \\
\vdots \\
\Phi_{0}^{r(p+p)}
\end{bmatrix}, \quad k > r + p.
\]
Hence for \(N \geq r + 1 \geq 2\):
\[
\Theta(j, r, p) := \sum_{k=r+1}^{N} (\tilde{\mathcal{X}}_{rk})_{(1)}(\mathcal{V}_{k(r+p)})^{(j+1)}
\]
\[
= \begin{cases}
\sum_{k=r+1}^{N} \Psi_{j}^{k}\!r_{j-\alpha_{r}+\alpha_{k}}, & j \geq 1, \ p = 0,
\sum_{k=r+1}^{N} \Psi_{j}^{k}\!r_{j-\alpha_{r}+\alpha_{k}} \ + \sum_{k=r+p+1}^{N} \Psi_{j}^{k}\!r_{j-\alpha_{r}+\alpha_{k}}, & j \geq 0, \ p \geq 1.
\end{cases}
\]
(For simplicity, we defined \(\sum_{k=r+p+1}^{N} \Psi_{j}^{k}\!r_{j-\alpha_{r}+\alpha_{k}} = 0\) for \(p + 1 > N\).)

Finally, the third term in (23) and the second term in (24) (with \(N \geq 2\)) consist of summands which are products of matrices
\[
(\tilde{\mathcal{X}}_{rk})_{(1)} = \begin{bmatrix}
0 & \ldots & 0 & (A_{0}^{kr})^{T} & \ldots & (A_{b_{k-1}}^{kr})^{T}
\end{bmatrix},
\]
\[ (Y_{k(r+p)})^{(j+1)} = \begin{bmatrix} \Phi_j^{k(r+p)} \\ \vdots \\ \Phi_0^{k(r+p)} \\ 0 \\ \cdots \\ 0 \end{bmatrix}, \quad 1 \leq k \leq r - 1, \]

hence

\[ \Lambda(j, r, p) := \sum_{k=1}^{r-1} (\tilde{X}_{rk})_{(j)} (Y_{k(r+p)})^{(j+1)} = \sum_{k=1}^{r-1} \Psi_j^{kr(r+p)} \]

We extend \( \Xi, \Theta \) and \( \Lambda \) by 0:

\[ \tilde{\Xi}(j, r, p) = \begin{cases} \Xi(j, r, p), & j \geq 2, p \geq 0, \\
0, & \text{otherwise}, \end{cases} \quad \tilde{\Theta}(j, r, p) = \begin{cases} \Theta(j, r, p), & N \geq r + 1 \geq 2, \\
0, & \text{otherwise}. \end{cases} \]

and define

\[ D_j^{r(r+p)} := \tilde{\Xi}(j, r, p) + \tilde{\Theta}(j, r, p) + \tilde{\Lambda}(j, r, p). \]

The equation \( (C_{r(r+p)})_{ij} = ((\tilde{\Xi}Y)_{r(r+p)})_{ij} \) combined with (21), (22), (23), (24) and with (32), (33), (34), (35) yields

\[ (A_0^{rr})^T B_0^{r} A_j^{r(r+p)} = -D_j^{r(r+p)}, \quad p \geq 1, \]

\[ (A_0^{rr})^T B_0^{r} A_j^{r(r+p)} + (A_j^{rr})^T B_0^{r} A_0^{rr} = C_j^{r} - D_j^{rr}, \quad p = 0. \]

Moreover, from (31) it follows that \( \Psi_{kr}^{srs} \) and \( r = s \) are symmetric, thus \( \Xi(j, r, 0), \Theta(j, r, 0), \Lambda(j, r, 0) \) (and hence \( C_j^{r} - D_j^{rr} \)) are symmetric, too.

To get \( A_j^{r(r+p)} \) for \( p \geq 1 \), we solve a simple equation of the form \( A^T X = B \) with given nonsingular \( A \) and arbitrary \( B \), while to get \( A_j^{rr} \) we solve the equation of the form \( A^T X + X^T A = B \) with known nonsingular \( A \) and symmetric \( B \); the solution is \( X = \frac{1}{2} (A^T)^{-1} B + (A^T)^{-1} Z \) with \( Z \) skew-symmetric. We have \( A = (A_0^{rr})^T B_0^{r} \) with \( (A^T)^{-1} = ((A_0^{rr})^T B_0^{r})^{-1} = A_0^{rr} (C_0^{r})^{-1} \) (see (28)) and \( B = C_j^{r} - D_j^{rr} \) (for \( p = 0 \)) or \( B = -D_j^{r(r+p)} \) for \( p \geq 1 \). By recalling the definition of \( D_j^{r(r+p)} \) in (35), we deduce the algorithm in (b).

Furthermore, \( \Xi(j, r, p), \Theta(j, r, p), \Lambda(j, r, p) \) (thus also \( D_j^{r(r+p)} \) and \( A_j^{r(r+p)} \)) depend on the entries of \( A_j^{r(r+p)} \) with (29). It is thus straightforward to see that the algorithm in (b) allows us to compute each entry from the entries that are already known.

If \( B_0^{r}, G_0^{r} \) are real, then by Sylvester’s theorem Equation (28) has a real solution \( A_0^{rr} \) precisely when \( B_0^{r}, G_0^{r} \) are of the same inertia. The equivalence at the end of the lemma is then apparent.

\[ \text{Remark 4.1:} \quad (1) \quad \text{The equation in (a) is of the form} \quad C = X^T B X \quad \text{with given nonsingular symmetric matrices} \quad B, C. \quad \text{By the Autonne-Takagi factorization (see, e.g. [14, Corollary} \]
4.4.4]) \( B = R^T I R, C = S^T I S \) for some nonsingular \( R, S \) and the identity matrix \( I \). The above equation thus reduces to \( I = Y^T Y \) with \( Y = R X S^{-1} \). When \( B \) and \( C \) are real with the same inertia matrix \( \tilde{I} \), i.e. \( B = R^T I R \) and \( C = S^T I S \) for some real orthogonal \( R \) and \( S \), we get \( \tilde{I} = Y^T \tilde{Y} Y \) with \( Y = R X S^{-1} \) (real pseudo-orthogonal).

(2) One could consider the Equation (18) even when the diagonal blocks of \( B, C \) are nonsingular. In this more general setting, the equation \( C = A^T B A \) is more involved, while the solution of the equation \( A^T X + X^T A = B \) is known (see [17]).

**Example 4.1:** We solve (18) for \( \mathcal{F} = E_4(I) \oplus E_2(I) \oplus I, B = C = T := I_4(I) \oplus I_2(I) \oplus I \). Set

\[
\mathcal{Y} = \begin{bmatrix}
A_1 & B_1 & C_1 & D_1 & H_1 & G_1 & J_1 \\
0 & A_1 & B_1 & C_1 & 0 & H_1 & 0 \\
0 & 0 & A_1 & B_1 & 0 & 0 & 0 \\
0 & 0 & 0 & A_1 & 0 & 0 & 0 \\
0 & 0 & N_1 & P_1 & A_3 & B_3 & J_3 \\
0 & 0 & 0 & N_1 & 0 & A_3 & 0 \\
0 & 0 & 0 & R_1 & 0 & R_3 & A_4
\end{bmatrix}.
\]

We compute

\[
\mathcal{F} Y^T \mathcal{F} Y = \tilde{\mathcal{Y}} Y = \begin{bmatrix}
A_1^T & B_1^T & C_1^T & D_1^T & N_1^T & P_1^T & R_1^T \\
0 & A_1^T & B_1^T & C_1^T & 0 & N_1^T & 0 \\
0 & 0 & A_1^T & B_1^T & 0 & 0 & 0 \\
0 & 0 & 0 & A_1^T & 0 & 0 & 0 \\
0 & 0 & H_1^T & G_1^T & A_3^T & B_3^T & R_3^T \\
0 & 0 & 0 & H_1^T & 0 & A_3 & 0 \\
0 & 0 & 0 & J_1^T & 0 & J_3^T & A_4
\end{bmatrix}
\]

\[
\times
\begin{bmatrix}
A_1 & B_1 & C_1 & D_1 & H_1 & G_1 & J_1 \\
0 & A_1 & B_1 & C_1 & 0 & H_1 & 0 \\
0 & 0 & A_1 & B_1 & 0 & 0 & 0 \\
0 & 0 & 0 & A_1 & 0 & 0 & 0 \\
0 & 0 & N_1 & P_1 & A_3 & B_3 & J_3 \\
0 & 0 & 0 & N_1 & 0 & A_3 & 0 \\
0 & 0 & 0 & R_1 & 0 & R_3 & A_4
\end{bmatrix}
\]

\[
= \begin{bmatrix}
A_1^T A_1 & A_1^T B_1 + B_1^T A_1 & A_1^T C_1 + C_1^T A_1 & \ast \\
A_1^T A_1 & A_1^T B_1 + B_1^T A_1 & A_1^T C_1 + C_1^T A_1 & \ast \\
A_1^T A_1 & A_1^T B_1 + B_1^T A_1 & A_1^T C_1 + C_1^T A_1 & \ast \\
A_1^T A_1 & A_1^T B_1 + B_1^T A_1 & A_1^T C_1 + C_1^T A_1 & \ast
\end{bmatrix}
\]
By comparing the diagonal of the diagonal blocks of the left-hand side and the right-hand side of \( \mathcal{Y} = \mathcal{I} \), we deduce that \( A_1, \ldots, A_4 \) are any orthogonal matrices. Next, we choose \( N_1, P_1, R_1, R_3 \) arbitrarily. The diagonal blocks on the first upper diagonal yield the equations

\[
A_1^T H_1 + N_1^T A_3 = 0, \quad A_1^T G_1 + B_1^T H_1 + N_1^T B_3 + P_1^T A_3 + R_1^T R_3 = 0,
\]

which further implies \( H_1 = -A_1 N_1^T A_3, J_3 = -A_3 R_3^T A_4 \); note that \( (A_1^T)^{-1} = A_1, (A_3^T)^{-1} = A_3 \). The last upper diagonal gives \( N_1^T J_3 + A_1^T J_1 + R_1^T A_4 = 0 \), thus \( J_1 = A_1 (N_1^T A_3 R_3^T A_4 - R_1^T A_4) \).

By inspecting the first upper diagonal of the main diagonal blocks in \( \mathcal{Y} = \mathcal{I} \), we obtain \( A_1^T B_1 + B_1^T A_1 = 0 \) and \( A_1^T B_3 + B_3^T A_3 + R_3^T R_3 = 0 \), so we deduce \( B_1, B_3 \). Further, \( A_1^T G_1 + B_1^T H_1 + N_1^T B_3 + P_1^T A_3 + R_1^T R_3 = 0 \) (observe the first upper diagonal of the first upper diagonal) yields \( G_1 \).

The third and the fourth upper diagonal block of the first principal diagonal block give \( A_1^T C_1 + C_1^T A_1 + B_1^T B_1 + N_1^T N_1 = 0, A_1^T D_1 + B_1^T C_1 + C_1^T B_1 + D_1^T A_1 + N_1^T P_1 + P_1^T N_1 + R_1^T R_1 = 0 \) (see *), therefore \( C_1, D_1 \) follow, respectively.

The solutions of Equation (18) with a block diagonal matrix \( C = B \) form a group with relatively simple generators. Recall that \( U \) is the set of matrices of form (9) with identities on the diagonals of the main diagonal blocks (Lemma 2.2).

**Lemma 4.2**: The set \( \mathcal{X}_B \) of solutions of Equation (18) for \( C = B = \bigoplus_{r=1}^N (\bigoplus_{j=1}^{l_r} B_r) \) with \( B_r \in GL_m(\mathbb{C}) \cap S_m(\mathbb{C}) \) is a semidirect product \( \mathcal{X}_B = \mathcal{O}_B \times \mathcal{V}_B \), in which the group \( \mathcal{O}_B \) consists of all matrices of the form \( Q = \bigoplus_{r=1}^N (\bigoplus_{j=1}^{l_r} Q_r) \) with \( Q_r \in \mathbb{C}^{m_r \times m_r} \) such that \( B_r = Q_r^T B_r Q_r \), and \( \mathcal{V}_B := U \cap \mathcal{X}_B \) (hence unipotent of order at most \( \alpha_1 - 1 \) and in nilpotency class at most \( \alpha_1 \)). Moreover, \( \mathcal{V}_B \) is generated by matrices of the following two forms:

\[
\mathcal{V} = \bigoplus_{r=1}^N T(I_{m_r}, V_1^r, \ldots, V_{\alpha_r-1}^r),
\]

\[
V_1^r := \frac{1}{2} (B_r)^{-1} Z_1^r, \quad V_{n+1}^r := \frac{1}{2} (B_r)^{-1} \left( Z_{n+1}^r - \sum_{j=1}^n (V_j^r)^T B_r V_{n-j+1}^r \right),
\]

\[
Z_n^r = -Z_n^r, \quad n \geq 1,
\]
Thus

\[ \alpha > \beta, \quad 0 \leq k \leq \beta - 1, \]

\[ \Delta_{11} = T(I_{m_1}, A_1, \ldots, A_{\alpha - 1}), \quad \Delta_{22} = T(I_{m_2}, D_1, \ldots, D_{\beta - 1}), \]

\[ \Delta_{21} = \begin{bmatrix} 0 & N^k_{\beta}(F) \end{bmatrix}, \quad \Delta_{12} = \begin{bmatrix} T(G_0, G_1, \ldots, G_{\beta - 1}) \\ 0 \end{bmatrix}, \]

in which \( N^k_{\beta}(F) \) is a \( \beta \)-by-\( \beta \) block matrix with \( F \in \mathbb{C}^{m_1 \times m_2} \) on the \( k \)th diagonal above the main diagonal and zeros otherwise, \( A_j \in \mathbb{C}^{m_1 \times m_1}, D_j \in \mathbb{C}^{m_2 \times m_2}, \) and \( G_j \in \mathbb{C}^{m_2 \times m_1} \) for all \( j \). Further, suppose \( D^k_{\alpha, \beta} \) is a solution of the matrix equation

\[ B_{\alpha, \beta} = \mathcal{F}_{\alpha, \beta}(D^k_{\alpha, \beta})^T \mathcal{F}_{\alpha, \beta}B_{\alpha, \beta}D^k_{\alpha, \beta}, \quad B_{\alpha, \beta} = I_\alpha(B) \oplus I_\beta(C), \]

\[ \mathcal{F}_{\alpha, \beta} = E_\alpha(I_{m_1}) \oplus E_\beta(I_{m_2}), \]
where \( B \in \mathbb{C}^{m_1 \times m_1} \) and \( C \in \mathbb{C}^{m_2 \times m_2} \). Blockwise we have

\[
I_\alpha(B) = T(I_{m_1}, A_1^T, \ldots, A_{\alpha-1}^T)I_\alpha(B)T(I_{m_1}, A_1, \ldots, A_{\alpha-1})
+ \begin{bmatrix} \sum_{j=0}^{k} N^k_j (F^T) \\ 0 \end{bmatrix}_\beta(C) \begin{bmatrix} 0 & N^k_j (F) \end{bmatrix},
\]

(40)

\[
0 = T(I_{m_1}, A_1^T, \ldots, A_{\alpha-1}^T)I_\alpha(B) \begin{bmatrix} T(G_0, G_1, \ldots, G_{\beta-1}) \\ 0 \end{bmatrix}
+ \begin{bmatrix} \sum_{j=0}^{k} N^k_j (F^T) \\ 0 \end{bmatrix}_\beta(C)T(I_{m_2}, D_1, \ldots, D_{\beta-1}),
\]

(41)

\[
I_\beta(C) = T(I_{m_2}, D_1^T, \ldots, D_{\beta-1}^T)I_\beta(C)T(I_{m_2}, D_1, \ldots, D_{\beta-1})
+ \begin{bmatrix} 0 & T(G_0^T, G_1^T, \ldots, G_{\beta-1}^T) \end{bmatrix}_\alpha(B) \begin{bmatrix} T(G_0, G_1, \ldots, G_{\beta-1}) \\ 0 \end{bmatrix}.
\]

(42)

To determine \( D^k_{\alpha,\beta} \), we basically follow the algorithm in Lemma 4.1(b).

We first simplify the notation by defining \( A_0 := I_{m_1} \) and \( D := I_{m_2} \). By comparing the first row of the left-hand and the right-hand side of (40), we get

\[
0 = \sum_{j=0}^{n} A_j^T BA_{n-j}, \quad 1 \leq n \neq 2k + \alpha - \beta,
0 = \sum_{j=0}^{2k+\alpha-\beta} A_j^T BA_{2k+\alpha-\beta-j} + F^T CF.
\]

If \( \alpha - \beta + k \geq 2 \) we choose \( A_1 = \ldots = A_{2k+\alpha-\beta-1} = 0 \) to satisfy the first equation for \( 1 \leq n \leq 2k + \alpha - \beta - 1 \). The second equation then yields \( -F^T CF = A_{2k+\alpha-\beta}^T B + BA_{2k+\alpha-\beta} \) (in the case \( \alpha - \beta + k = 1 \) as well) and we take \( A_{2k+\alpha-\beta} = -\frac{1}{2} B^{-1} F^T CF \). The first equation for \( 2k + \alpha - \beta + 1 \leq n \leq 2(2k + \alpha - \beta) \) further reduces to

\[
0 = A_j^T B + BA_j^T, \quad 2k + \alpha - \beta + 1 \leq j \leq 2(2k + \alpha - \beta) - 1 \quad (if \alpha - \beta + k \geq 2),
0 = A_{2(2k+\alpha-\beta)}^T B + A_{2(2k+\alpha-\beta)}^T BA_{2k+\alpha-\beta} + BA_{2(2k+\alpha-\beta)}.
\]

Hence we can take \( A_j = 0 \) for \( 2k + \alpha - \beta + 1 \leq j \leq 2(2k + \alpha - \beta) - 1 \) (if \( \alpha - \beta + k \geq 2 \)) and \( A_{2(2k+\alpha-\beta)} = -\frac{1}{8} (B^{-1} F^T CF)^2 \). By continuing in this manner, we obtain

\[
A_j = \begin{cases}
q_{n-1}(B^{-1} F^T CF^n, & j = n(2k + \alpha - \beta), \ n \in \mathbb{N},
0, & \text{otherwise},
\end{cases}
\]

(43)

where \( a_0 = -\frac{1}{2} \) and \( a_n = -\frac{1}{2} \sum_{j=0}^{n-1} a_j a_{n-j-1} \) for \( n \in \mathbb{N} \). The generating function associated with the sequence \( a_n \) is \( f(t) := \sum_{j=0}^{\infty} a_j t^j \). Observe that \( f(t) = -\frac{1}{2} t(f(t))^2 \). Thus \( f(t) = -\frac{1}{2}(1 + (1 - i) t) \) and we obtain \( a_n = \frac{1}{2^{n+1}} \frac{1}{n+1} \binom{2n}{n} \). For the basic theory of generating functions, see, e.g. [18, Chapter 2].
We now compare the entries in the first row of the left-hand and right-hand side of (41) and get the following equations:

\[ 0 = \sum_{j=0}^{n} A_j^T B G_{n-j}, \quad 0 \leq n \leq k - 1 \quad (\text{if } k \geq 1), \]

\[ 0 = \sum_{j=0}^{k} A_j^T B G_{k-j} + F^T C, \quad (44) \]

\[ 0 = \sum_{j=0}^{n} A_j^T B G_{n-j} + F^T C D_{n-k}, \quad n \geq k + 1, \]

The first two equations immediately imply

\[ G_0 = \ldots = G_{k-1} = 0 \quad (\text{if } k \geq 1), \quad G_k = -B^{-1} F^T C. \quad (45) \]

By comparing the entries in the first row of the left-hand and right-hand side of (42), we obtain

\[ 0 = \sum_{j=0}^{n} D_j^T C D_{n-j} + \sum_{j=0}^{n} G_j^T (\alpha - \beta) B G_{n-j}, \quad n \geq 1. \quad (46) \]

Using (45) we deduce that the second summand on the right-hand side of (46) vanishes for \( 1 \leq n \leq \alpha - \beta + 2k - 1, \alpha - \beta + k \geq 2, \) thus

\[ 0 = \sum_{j=0}^{n} D_j^T C D_{n-j}, \quad 1 \leq n \leq \alpha - \beta + 2k - 1 \quad (\text{if } \alpha - \beta + k \geq 2), \]

\[ 0 = \sum_{j=0}^{2k+\alpha-\beta} D_j^T C D_{2k+\alpha-\beta-j} + G_k^T B G_k. \]

Therefore, we choose

\[ D_1 = \ldots = D_{2k+\alpha-\beta-1} = 0 \quad (\text{if } \alpha - \beta + k \geq 2), \]

\[ D_{2k+\alpha-\beta} = -\frac{1}{2} C^{-1} G_k^T B G_k = -\frac{1}{2} F B^{-1} F^T C. \quad (47) \]

Using (43) and (47) for \( \alpha - \beta + k \geq 2, \) the last equation of (44) reduces to \( 0 = B G_n \) for \( \alpha - \beta + 2k - 1 \geq n \geq k + 1; \) hence

\[ G_{k+1} = \ldots = G_{2k+\alpha-\beta-1} = 0 \quad (\text{if } \alpha - \beta + k \geq 2). \quad (48) \]

Further, we apply (43), (45), (47), (48) to the last equation of (44) for \( n = \alpha - \beta + 2k. \) If \( k \geq 1 \) we obtain \( B G_{2k+\alpha-\beta} = 0, \) while for \( \alpha - \beta \geq 2, k = 0 \) we get

\[ 0 = B G_{\alpha-\beta} + A_{\alpha-\beta}^T B G_0 + F^T C D_{\alpha-\beta} = B G_{\alpha-\beta} - \frac{1}{2} F^T C F G_0 - \frac{1}{2} F^T G_0^T B G_0 = B G_{\alpha-\beta}. \]

Similarly for \( k = 0, \alpha - \beta = 1 \) we deduce \( B G_1 = 0. \) In any case, we have

\[ G_{2k+\alpha-\beta} = 0. \quad (49) \]
If \( \alpha - \beta + k \geq 2 \) we use \((45), (47), (48)\) and \((49)\) to see that the second summand on the right-hand side of \((46)\) for \( \alpha - \beta + 2k + 1 \leq n \leq 2(\alpha - \beta) + 3k \) vanishes, while the first summand is equal to \( D_n^T C + CD_n^T \); thus,

\[
0 = D_n^T C + CD_n^T, \quad \alpha - \beta + 2k + 1 \leq n \leq 2(\alpha - \beta) + 3k.
\]

We take

\[
D_n = 0, \quad \alpha - \beta + 2k + 1 \leq n \leq 2(\alpha - \beta) + 3k \quad \text{(if} \alpha - \beta + k \geq 2). \tag{50}
\]

Using \((43), (47), (50)\), the third equation of \((44)\) for \( \alpha - \beta + 2k + 1 \leq n \leq 2(\alpha - \beta) + 3k \) reduces to \( BG_n = 0 \); it is clear for \( n \neq \alpha - \beta + 3k \), while for \( n = \alpha - \beta + 3k \)

\[
0 = BG_{\alpha - \beta + 3k} + A^T_{\alpha - \beta + 2k}BG_k + F^T CD_{\alpha - \beta + 2k},
\]

\[
0 = BG_{\alpha - \beta + 3k} + \frac{1}{2} F^T CFB^{-1} F^T C - \frac{1}{2} F^T CFB^{-1} F^T C = BG_{\alpha - \beta + 3k}.
\]

It yields

\[
G_n = 0, \quad \alpha - \beta + 2k + 1 \leq n \leq 2(\alpha - \beta) + 3k. \tag{52}
\]

Equation \((46)\) for \((45), (47), (48), (52), (50)\) then gives

\[
0 = CD_j + D^T_j C, \quad 2(\alpha - \beta) + 3k + 1 \leq j \leq 2(\alpha - \beta + 2k) - 1,
\]

\[
0 = CD_{2(\alpha - \beta + 2k)} + D^T_{\alpha - \beta + 2k}CD_{\alpha - \beta + 2k} + D^T_{2(\alpha - \beta + 2k)} C.
\]

We take

\[
D_n = 0, \quad 2(\alpha - \beta) + 3k + 1 \leq n \leq 2(\alpha - \beta + 2k) - 1,
\]

\[
D_{2(\alpha - \beta + 2k)} = -\frac{1}{2} D^T_{\alpha - \beta + 2k}CD_{\alpha - \beta + 2k} = -\frac{1}{8}(C^{-1} G_k^T BG_k)^2. \tag{53}
\]

From \((44)\) for \((43), (47), (50)\), we further deduce

\[
G_n = 0, \quad 2(\alpha - \beta) + 3k + 1 \leq n \leq 2(\alpha - \beta + 2k). \tag{54}
\]

If \( \alpha - \beta = 1, k = 0 \) then \((46)\) yields \( 0 = CD_2 + (D^T_1 C) + D^T_j C \) and we choose \( D_2 = -\frac{1}{8}(C^{-1} G_1^T BG_1)^2 \). Further, similarly as in \((51)\), we apply \((44)\) to get \( G_2 = 0 \) from \( 0 = BG_2 + A^T_1 BG_0 + F^T CD_1 \). Thus \((53)\) and \((54)\) are valid in this case as well.

By continuing this process, we eventually obtain

\[
G_j = \begin{cases} 
B^{-1} F^T C, & j = k, \\
0, & \text{otherwise},
\end{cases}
\]

\[
D_j = \begin{cases} 
\alpha_n^{-1} (FB^{-1} F^T C)^n, & j = n(2k + \alpha - \beta), \\
0, & \text{otherwise},
\end{cases} \quad \alpha_n = -\frac{1}{2^{2n+1}} \frac{1}{n+1} \binom{2n}{n}. \tag{55}
\]

We easily compute

\[
(D^k_{\alpha, \beta}(F))^{-1} = B^{-1}_{\alpha, \beta} F_{\alpha, \beta}(D^k_{\alpha, \beta}(F)) F_{\alpha, \beta} B_{\alpha, \beta} = \begin{bmatrix} \Delta'_{11} & \Delta'_{12} \\ \Delta'_{21} & \Delta'_{22} \end{bmatrix}
\]

with

\[
\Delta'_{11} = T(I_m, A'_1, \ldots, A'_{\alpha-1}), \quad A'_j = \begin{cases} 
\alpha_n^{-1} B^{-1} (F^T CFB^{-1})^n B, & j = n(2k + \alpha - \beta), \\
0, & \text{otherwise},
\end{cases}
\]
For the first $p$ we have a matrix that by a slight abuse of notation is still called $\Delta'_{21} = \begin{bmatrix} 0 & N^k_\beta(F) \end{bmatrix}$, \[ \Delta'_{21} = \Delta'_{12} = \begin{bmatrix} N^k_\beta(-B^{-1}FTC) \\ 0 \end{bmatrix}, \] and $a_n = -\frac{1}{2^{n+1}} \frac{1}{n+1} \binom{2n}{n}$.

Set $K^k_{p,t}(F) \in \mathbb{V}_B$ to be an $N - \alpha N$ block matrix such that its principal submatrix formed by blocks in the $p$th and the $t$th columns and rows is equal to $D^k_{\alpha p,\alpha t}(F)$, while the submatrix formed by all other blocks is the identity matrix. Clearly $\mathcal{H}^k_{p,t}(F) := (K^k_{p,t}(F))^{-1}$ is of the same form as $K^k_{p,t}(F)$, only with $(D^k_{\alpha p,\alpha t}(F))^{-1}$ as a principal submatrix formed by blocks in the $p$th and the $t$th columns and rows.

We use the inductive procedure of multiplying $Y \in \mathbb{V}_B$ by matrices of the form $K^k_{p,t}(F)$ for the appropriate $p, t, k, F$. To describe the inductive step, suppose that during the process we have a matrix that by a slight abuse of notation is still called $Y$, and such that the blocks under the main diagonal in the first $p-1$ columns vanish (i.e. $Y_{rs}$ vanishes for $p, r > s$, and the first $\alpha p - \alpha p_1 + k$ columns of $Y_{rp}$ for $r > p$ vanish. Let $t$ be the largest index such that $(Y_{tp})_1(\alpha p - \alpha p_1 + k + 1) \neq 0$, i.e. $(Y_{tp})_1 = \begin{bmatrix} 0 & \ldots & R^p_{k-\alpha p_1+\alpha t} \ldots & R^p_{\alpha t-1} \end{bmatrix}$ with all $R^p_{j} \in \mathbb{C}^{mt \times mp}$ and $R^p_{k-\alpha p_1 + \alpha t} \neq 0$. We multiply $Y$ with $K^k_{p,t}(-R^p_{k-\alpha p_1 + \alpha t})$ to get $Y'$ that is of the same form as $Y$, and $(Y'_{tp})(k+\alpha t - \alpha p_1 + 1) = 0$. It is apparent for $Y'_{rs}$ with $r, p > s$ or $t > r > s = p$, while for $r \geq t, s = p$ we have

$$
(Y'_{tp})_1 = \begin{bmatrix} 0 & \ldots & 0 & R^p_{k-\alpha p_1+\alpha t} \ldots & R^p_{\alpha t-1} \end{bmatrix} T(I_m, A_1^{PP}, A_1^{PP}, \ldots, A_{\alpha p-1}^{PP}) $$

$$ + T(I_m, A_1^{tt}, \ldots, A_{\alpha t-1}^{tt}) \begin{bmatrix} 0 & \ldots & N^k_{\alpha p-\alpha t}(-R^p_{k-\alpha p_1+\alpha t}) \end{bmatrix} $$

$$ = \begin{bmatrix} 0 & \ldots & 0 & S^p_{k-\alpha p_1+\alpha t+1} \ldots & R^p_{\alpha t-1} \end{bmatrix},
$$

$$
(Y'_{tp})_1 = \begin{bmatrix} 0 & \ldots & 0 & R^p_{k-\alpha p_1+\alpha t} \ldots & R^p_{\alpha t-1} \end{bmatrix} T(I_m, \ldots, A_{\alpha p-1}^{PP}) $$

$$ + \begin{bmatrix} 0 & \ldots & * \end{bmatrix} \begin{bmatrix} 0 & \ldots & N^k_{\alpha p-\alpha t}(-R^p_{k-\alpha p_1+\alpha t}) \end{bmatrix} $$

$$ = \begin{bmatrix} 0 & \ldots & 0 & S^p_{k-\alpha p_1+\alpha t+1} \ldots & R^p_{\alpha t-1} \end{bmatrix}, \quad r > t,
$$

for some $S^p_{ij} \in \mathbb{C}^{mp \times mp}$ with $s \in \{r, t\}$. This process of choosing the appropriate $(p_j, t_j, k_j, F_j)_{j=1}^n$ eventually yields a block upper triangular matrix $\mathcal{V}$ of form (9), and such that the blocks on the main diagonal are block upper triangular Toeplitz with identities on the diagonals:

$$
\mathcal{X} = Q \mathcal{Y} = Q \mathcal{V} \prod_{j=1}^n (K^j_{k_j,F_j})^{-1} = Q \mathcal{V} \prod_{j=1}^n H^j_{p_j,t_j}(F_j).
$$

The inverse of a nonsingular block upper triangular matrix is again block upper triangular, hence $\mathcal{V}^{-1}$ is block upper triangular. On the other hand, $\mathcal{V}$ is a solution of Equation (18), so $\mathcal{V}^{-1} = B^{-1} FA\mathcal{V}FB$ which is a block lower triangular matrix. Hence
\[ \mathcal{V} = \bigoplus_{r=1}^{N} T(I_{mr}, V^r_1, \ldots, V^r_{\alpha_r-1}); \] the algorithm that provides the solution of (18) (see Lemma 4.1) yields equations that give (37):

\[
(B^0_r)^T V^r_1 + (V^r_1)^T B^0_r = 0,
\]

\[
(B^0_r)^T V^r_{n+1} + (V^r_{n+1})^T B^0_r = -\sum_{j=1}^{n} (V^r_j)^T B^0_r V^r_{n+1-j}, \quad n \geq 1.
\]

This concludes the proof of the lemma.

\section{5. Proof of Theorem 3.2}

\textbf{Proof of Theorem 3.2:} Given a symmetric matrix \( A \), we need to solve the equation

\[ AQ = QA, \quad (56) \]

where \( Q \) is an orthogonal matrix and

\[ A = \bigoplus_{r=1}^{N} \left( \bigoplus_{j=1}^{m_r} K_{\alpha_r}(\lambda) \right), \quad \lambda \in \mathbb{C}. \]

We shall first use Theorem 2.1 to solve (56) on \( Q \). Taking into account that \( Q \) satisfies \( Q^T Q = I \) (\( I \) is the identity matrix), it will yield a certain matrix equation and further restricting the form of \( Q \); at this point, Lemmas 4.1 and 4.2 will be applied.

We have

\[ A = P^{-1} J P, \quad J = \bigoplus_{r=1}^{N} \left( \bigoplus_{j=1}^{m_r} J_{\alpha_j}(\lambda) \right), \quad P = \bigoplus_{r=1}^{N} \left( \bigoplus_{j=1}^{m_r} P_{aj} \right), \]

where \( P_{aj} \) is defined in (16). Equation (56) thus transforms to

\[ JX = XJ, \quad X = PQP^{-1}. \]

From Theorem 2.1 (2.1), we obtain that \( X \sim [X_{rs}]_{r,s=1}^{N} \), where \( X_{rs} \) is an \( m_r \times m_s \) block matrix whose blocks of size \( \alpha_r \times \alpha_s \) are of the form

\[
\begin{cases}
[0 \ T], & \alpha_r < \alpha_s, \\
[T], & \alpha_r > \alpha_s, \\
T, & \alpha_r = \alpha_s,
\end{cases}
\quad (57)
\]

where \( T \in \mathbb{C}^{m \times m}, m = \min\{\alpha_r, \alpha_s\} \) is a complex upper triangular Toeplitz matrix.
Since \( P_\alpha = P_\alpha^T, P_\alpha^{-1} = P_\alpha, P_\alpha^2 = -P_\alpha^2 = -P_\alpha^{-2} = iE_\alpha \), we deduce \( P^2 = P^2 = -P^{-2} = iE \), where \( E := \bigoplus_{r=1}^N (\bigoplus_{j=1}^{m_r} (E_{r,j})) \). Therefore, \( I = Q^TQ \) is equivalent to

\[
\begin{align*}
I &= (PTX^T(P^{-1})^T)(P^{-1}XP), \\
I &= P(PTX^T(P^{-1})^T)(P^{-1}XP)P^{-1}, \\
I &= P^2X^TP^{-2}X, \\
I &= iEX^T(-iE)X, \\
I &= EX^TEX.
\end{align*}
\]

The trick of the proof is to transform this equation by conjugating the matrices with the permutation matrix \( \Omega = \bigoplus_{r=1}^N \Omega_{\alpha_r,m_r} \) from (8):

\[
I = (\Omega^TE\Omega)(\Omega^TX^T\Omega)(\Omega^TE\Omega)(\Omega^TX\Omega),
\]

\[
I = FA^T\mathcal{F}A,
\]

where \( \mathcal{F} := \Omega^TE\Omega = \bigoplus_{j=1}^N E_{r,j}(E_{m_r}) \) and \( A := \Omega^TX\Omega \) (see (8)) are of form (9) with block rectangular upper triangular Toeplitz blocks.

We conclude the proof by applying Lemmas 4.1 and 4.2 to Equation (59). Lemma 4.1 for \( B = C = I \) clearly implies that \( A \) satisfies the conditions (I), (II), while Lemma 4.2 for \( B = I \) yields that \( A \in \mathcal{O} \times \mathcal{V} \); note that \( \mathcal{V} \) is generated by matrices of forms (14) and (15) which coincide with (37) and (38) for \( B = I \), respectively.

**Remark 5.1:**

1. The Equation (58) is very similar to the equation [6, Equation 2.12] which was partly studied by the author when proving the uniqueness of Hong's normal form under orthogonal \(*\)congruence. Using the solution of the Equation (18) (Lemma 4.1) and providing a somewhat more detailed analysis, the problem of computing the isotropy groups under orthogonal \(*\)congruence on Hermitian matrices will be addressed in the subsequent paper.

2. Applying the same general approach as in this paper, the isotropy groups under orthogonal similarity on skew-symmetric or orthogonal matrices are described by matrix equations which involve an important difference in comparison to Equations (58) and (59). However, we expect that by developing some special techniques, similar results can be obtained in these cases as well.

3. A referee of the paper has pointed out to the author that the isotropy groups under congruence \( \{Q \in GL_n(\mathbb{Z}) \mid Q^T G_\Delta Q = G_\Delta \} \) at symmetric Gram matrices \( G_\Delta \) of positive edge-bipartite graphs \( \Delta \) with \( n \geq 1 \) vertices were observed in [19,20]. They are playing a key role in the Coxeter spectral analysis of edge-bipartite graphs and positive definite quasi-Cartan matrices recently studied by many authors, see [21–23].
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