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Abstract: Hyperspectral image compression using compressive sensing technique is very much important in the area of satellite image compression because it can greatly enhance the compression rate. The research work proposes a novel data adaptable sparse reconstruction algorithm for the reconstruction of hyperspectral images from compressive sensing measurements. In the proposed algorithm, compressive sensing technique is used for the compression of HSIs, where Gaussian i.i.d. matrix is used to generate compressive sensing measurements. The algorithm solves the optimization problem containing total variation regularization and data adaptable parameter terms. The regularization terms are added to provide hyperspectral data characteristics as priors into the objective function. The addition of priors helps in convergence of the algorithm into the desired solution. The algorithm alternatively reconstructs the end member matrix and abundance matrix instead of reconstructing the entire HSI at once, thereby reducing the computational complexity at the reconstruction process. To nullify the effect of modelling errors, debiasing is performed.
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I. INTRODUCTION

Hyperspectral image cube is a collection of images of a particular scene captured across various wavelength regions in the electromagnetic spectrum. The main applications of Hyperspectral image processing is in remote sensing applications [1][2][3][4] such as object detection, pollution monitoring, target detection in military applications etc. Apart from many useful applications, HSI processing is quite challenging because HSIs are huge. For example Cuprite data from AVIRIS (Airborne Visible Infrared Imaging Spectrometer) sensor of NASA has 224 bands in a hyperspectral image scene. Memory and power are the most critical resources in any airborne or satellite imaging systems. It is very difficult to store and transmit such huge amounts of data generated by Hyperspectral imaging systems. Hence compression of Hyperspectral images is very much necessary. Apart from using conventional image compression algorithms [5] for image compression, it is sensible to use compressive sensing [6] techniques to perform compression. The reason being, CS greatly increases the compression performance and also reduces the computational process at the encoder side. The Hyperspectral image compression and reconstruction methods based on compressive sensing makes use of either spatial and spectral information separately [7] or combination of spectral and spatial information. Gaussian i.i.d. matrix can be used as measurement matrix to obtain spectral compressive sampling [14]. Spectral correlation [8] or different prior information can be used to reconstruct the HSIs. Various methodologies like principal component analysis, Multi-hypothesis estimation [9] has been proposed for the reconstruction of HSIs. In general most of the techniques for HSImeasurement matrix to obtain spectral compression process [13]. The hyperspectral coded aperture procedure [14] makes use of spatial pre-processing methods along with compression sensing to achieve higher compression gains with minimal error. The values of end members are very minimal compared to the raw HSI data. Hence the reconstruction of end member matrix and abundance matrix greatly enhances the speed of the computational process. It has been demonstrated that, procedures of end member and abundance matrix estimation deliver better technical solutions for compressive sensing reconstruction of HSIs [15]. The prediction of spectral characteristics by the stochastic mixing approach is presented in [16]. In [17], it is shown that, the mixed pixel spectrum of a multispectral or hyperspectral image can be disintegrated into weighted abundance linear combination of the end-members. Considering both multispectral and hyper-spectral data acquired for the same scene, the end-members are identical in nature. That is why the desirable HSI is re-build through the adaptive spectral dictionary, which extracted via the HSI data and multispectral data is used to extract the abundances. In [18], a joint non-negative matrix factorization approach that depends upon the unsupervised un-mixing, where the multispectral and hyper-spectral data are un-mixed alternatively through the non-negative matrix factorization is proposed. Similar method has been proposed in [19], where they studied the spectral dictionary function for HSI in order to resolve higher level sparse coefficient by orthogonal identical pursuit. Whereas, in [20] authors use adaptive spectral dictionary function that corresponds to decomposition of k-singular value. In this paper, a novel DASR (Data adaptable sparse reconstruction) algorithm is
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proposed to perform compression and reconstruction of HSIs. Compression is performed using random Gaussian i.i.d. entries matrix as measurement matrix. Since, Compressive sensing makes use of a certain percentage of combination of input samples and not all the input samples, compression performance is greatly enhanced. To perform the reconstruction of HSI from compressive sensing measurements, the concept of hyperspectral unmixing is used. End member matrix and abundance maps are reconstructed alternatively instead of recovering the entire HSI at once which increases the computational complexity of the algorithm. Total variation regularization increases the pixel mixture and therefore not sufficient for the estimation of end members. Therefore, the data adaptable parameter is included to maximise the sparsity of abundance maps. The intensity values in Hyperspectral image have physical meaning. Reducing the bias in the abundance map is important. Therefore, debiasing technique for the restoration of TV image is incorporated. Debiasing minimizes the emerging bias at the image restoration process. End member and abundance matrix are estimated alternatively by Bregman iterative procedure.

The remaining paper is organized as follows: Section II describes the proposed DASR approach for the compression and reconstruction of hyperspectral images. Section III describes the datasets, experimental setup and comparison of results in terms of quantitative metrics.

Where, F matrix stands for $F = [f_1, \ldots, f_B]^T$, R represent the row side vector. Individual row in F represent one spectral vector of a particular pixel. E represents the vector form of abundance map. The Frobenius function at E can be given as;

$$\|E\|_{F^n}^2 = \sum_{b,g} e_{b,g}^2 \quad (3)$$

The estimated matrices $E$ and $D$ from equation (2) can be given as;

$$\overline{D,E} = \arg \min_D \quad D \geq 0, E \geq 0 \cdot K(D, E) \quad (4)$$

Where,$g = 1, \ldots, c$ at $\|d_g\|^2 = 1$ and so on the cost function can be written as;

$$K(D,E) = 0.5 \sum_{b=1}^B \|f_b - De_b\|^2 + q_m \sum_{g=1}^c \|e_g\|_m^2 + \beta \sum_{g=1}^c TV(e_g) \quad (5)$$

The first regularizer term is given as;

$$\|e_g\|_m = \left\{ \begin{array}{l}
\sum_{b} |e_{(b,g)}| \quad \text{if } m = 0 \\
\sum_{b} |e_{(b,g)}|^m \quad \text{if } 0 < m \leq 1
\end{array} \right. \quad (6)$$

In addition, the data adaptable parameter $q_m$ is given as;

$$q_m = \begin{cases} 
\frac{q^2}{2} & \text{if } m = 0 \\
q^{2-m} & \text{if } 0 < m \leq 1
\end{cases} \quad (7)$$

The vertical dissimilarity in vectorized form is given by;

$$v_{fn} (H_{G_y} E_g) = \omega_y e_g \quad (8)$$

Where,$H_{G_y}$ represents the first order dissimilarity matrix,$E_g = G_x \times G_y$ is the abundance matrix, and$\omega_y$ provide the vertical dissimilarity. The above equation can be written in vectorized form;

II. PROPOSED DATA ADAPTABLE SPARSE RECONSTRUCTION (DASR) APPROACH

This section presents the proposed DASR algorithm for the compression and reconstruction of HSIs. Fig.1. represents the block diagram of the proposed algorithm. The first step is converting the Hyperspectral image cube into a 2-D matrix where each row represents a band in the hyperspectral image. Each column in the matrix corresponds to pixel vectors. Here, $b$ is considered to be the pixel vectors such as, $b=1 \ldots \ldots B$. B represents the number of pixels in the hyperspectral image band. According to the concept of Linear mixing model for HSIs, HSI matrix can be represented as a product of endmember matrix and abundance matrix. Therefore the model for Hyperspectral image can be given as follows:

$$f_b = g_b + De_b \quad (1)$$

Where, $f_b$ denotes the spectral vector $A \times 1$ at pixel b, $D$ denotes the indefinite mixing matrix where individual column in D defines one indefinite end-members. The vector $e_b$ corresponds to $c \times 1$ indefinite abundance vector. The vector $g_b$ stands for the noise signal. The spectral band number is represented by A. The number of end members is given by c. Therefore, the matrix notation of Eq. (1) is given as follows:

$$F = G + ED^R \quad (2)$$

![Fig.1. Proposed model block diagram](image-url)
\[
\omega_y = N \omega_x \otimes C \omega_y \quad (9)
\]
Here, \(N\) represents the identity matrix. The TV regularizer parameter is given by:

\[
TV(e_g) = \left\| \left((\omega_x e_g)^2 + (\omega_y e_g)^2\right)^{1/2} \right\|_1 \quad (10)
\]
The TV regularization is performed as element wise process. The proposed algorithm computes one column in \(E\), followed by one column in \(D\) and vice-versa.

\[
ED^R = \sum_{g=1}^{c} e_g d_g^R \quad (11)
\]
Therefore, the objective function can be redefined as

\[
K_g(d, e) = 0.5 \|H_g - e d^R\|^2_{FFn} + q_m \|e\|_m + \beta \times TV(e) \quad (12)
\]
Where, the function \(H_g\) is given by:

\[
H_g = F - E_g D^R \quad (13)
\]
Whenever the individual variable is stable except \(d\) end-members, from (4) it can be rewritten as:

\[
d_g^{(p+1)} = \arg \min_{d \geq 0} K_g(d, e^p) \quad (14)
\]
Here, \(p\) denotes number of iterations, the \(g = 1, \ldots, c\) at \(d\|d\|^2 = 1\) and whenever the individual variable is not fixed except \(d\) end-members then;

\[
e_g^{(p+1)} = \arg \min_{e \geq 0} K_g(d_g^{(p+1)}, e) \quad (15)
\]
Where, \(g = 1, \ldots, c\). The end-member \(D\) estimation step is given by:

\[
d_g^{(p+1)} = \arg \max_{d \geq 0} \|H_g - e d^R\|^2_{FFn} \quad (16)
\]
Where, \(g = 1, \ldots, c\) at \(d\|d\|^2 = 1\), the Bregman Iterations method [21] is used to provide optimal scaling.

\[
d_g^{(p+1)} = \max \left(0, H^R_g e_g^p \|H^R_g e_g^p\|_2\right) \quad (17)
\]
The abundance computation \(E\) is given by:

\[
e_g^{(p+1)} = \arg \min_{e} 0.5 \|H_g - e d_g^{(p+1)}\|^2_{FFn} + q_m \|e\|_m + \beta \times TV(e) \quad (18)
\]
So, the problem of convex minimization can be rewritten as:

\[
\min_l \geq 0.5 S \|l - t\|^2 + \|W_x^2 + W_y^2\|_1 + q_m \|l\|_m, \quad (19)
\]
Where, \(W_x\) is equivalent to \(W_x\) and \(W_y\) is equivalent to \(W_y\). The complete minimization problem is solved using Bregman Iterations method [21]. The \(t\) parameter is computed as:

\[
t = H_g e_g^{(p+1)} \quad (20)
\]
The TV computation process is used to tackle the problem of bias, where the outcome is scaled to get similar variance in the non-regularized solution. The non-regularized solution is denoted as \(\alpha\). So the de-biasing function \(\delta\) can be written as:

\[
\delta(e) = \max(0, (e - \bar{e}) \times (\varphi_e/\varphi_e - \bar{e}) \quad (21)
\]
Where, \(\bar{e}\) stands for the mean value of \(e\) and \(\varphi_e\) represents the standard deviations value of \(\alpha\) and \(e\), which will be great if \(\varphi_e \ll \varphi_e\) and \(\varphi_e\) stands for the noise variance.

### Table 1: Algorithm 1

| Step   | Description                                                                 |
|--------|-----------------------------------------------------------------------------|
| S-1:   | Initialize \(F, c, m, q\) and \(\beta\), also value \(D\) and \(E\) to zero   |
| S-2:   | In starting step \(p = 0\)                                                  |
| S-3:   | Start: till some stopping conditions not met                                 |
| S-4:   | for \(g = 1, \ldots, c\) do                                               |
| S-5:   | Compute (15)                                                               |
| S-6:   | \(d_g^{(p+1)} = \arg \min_{d \geq 0} K_g(d, e^{p+1})\)                     |
| S-7:   | End for loop                                                                |
| S-8:   | Increasing the \(P\) value after each interval                              |
| S-9:   | Stop                                                                        |

### III. EXPERIMENTAL RESULTS AND ANALYSIS

In order to evaluate the performance of the proposed method, two hyperspectral image datasets has been considered. The Pavia dataset [22], and three Cuprite [23] scenes of AVIRIS sensor is considered for experimentation. All these Hyperspectral images are made up of different...
kinds of end member signature which helps in proper evaluation of the proposed algorithm. The Pavia dataset is collected by the ROSIS (Reflective optics system imaging spectrometer) sensor. ROSIS sensor captures the scene across 115 bands in the electromagnetic spectrum. The spatial size of each band is 610 by 340. The spatial resolution in each band is 1.3m at each pixel. The three scenes of Cuprite corresponds to the first three images of the online cuprite reflectance data. These scenes are captured by the Airborne AVIRIS (Airborne Visible Infrared Imaging Spectrometer) sensor. AVIRIS sensor captures the Hyperspectral image across 224 different narrow wavelength regions in 0.4 to 2.5μm range in the electromagnetic spectrum. The spectral width is around 10nm. Thus the cuprite dataset consists of 224 spectral bands. The spatial resolution in each band is 20m at each pixel. The proposed algorithms are simulated in MATLAB 2016b to demonstrate the reconstruction accuracy. Here the system configuration is 8GB RAM, 1TB ROM, Intel i9 processor, 2GB NVidia Graphics card with the latest operating system windows 10. Three quantitative metrics has been used to validate the performance of the proposed algorithms. They are PSNR (Peak signal to noise ratio) [24], SSIM (Structural similarity index measure) [25] and spectral angle mapper (SAM) [26]. In order to evaluate the reconstruction performance of the proposed DASR algorithm, four reconstruction models are considered for the comparison purpose. The minimization TV (min-TV) approach is initially considered with magic package and quadratic constraints [27], where it takes the random Gaussian matrix as the spatial measurement matrix. It makes use of image gradient sparseness in the process of reconstruction, and conduct the reconstruction through optimization of TV minimization. Also the 3-dimensional CS (3DCS) model [28] is considered, where the images are sampled using 3-dimensional convolution process and images are reconstructed through 3-dimensional TV minimization of hyper-spectral data samples. The compressive projection PCA (CPPCA) has been proposed in [29], it make use of random Gaussian matrix in order to sample individual pixel vector. At the process of reconstruction, PCA is introduced instead of sparse constraints for the optimized reconstruction problem. In addition, the Spatial-Spectral Compressed Reconstruction based Spectral-Unmixing (SSCR_SU) is proposed in [30], the SSCR_SU algorithm make use of random Gaussian matrix and spatial coherent matrix to get the information of spatial and spectral data. The joint optimization problems for abundance estimation and end-member extraction are used to reconstructed images.

Table 2 shows the PSNR values obtained using the DASR algorithm for Cuprite scene 1 data. The results obtained are compared with four different algorithms such as min-TV, 3 DCS, CPPCA and SSCR_SU. First column represents the Sampling rate. At 0.1 sampling rate PSNR obtained using the DASR algorithm is 59.4087 which is 33.5%, 74%, 80% better compared to SSCR_SU, 3DCS and min-TV algorithms respectively. Table 3 shows the PSNR values obtained for Cuprite scene 2 data. The proposed algorithm performs 30.75%, 28.94%, and 40.56% better than the SSCR_SU at 0.1,0.2 and 0.5 sampling rate respectively. Table 4 shows the PSNR values obtained for Cuprite scene 3 data. The proposed algorithm performs 37.2%, 36.02%, 48.31% better than SSCR_SU algorithm at 0.1, 0.2, and 0.5 sampling rate respectively. Table 5 shows the PSNR values obtained for Pavia data. The proposed algorithm performs 9.32%, 6.91%, and 12.38% better than the SSCR_SU algorithm at 0.1,0.2 and 0.5 sampling rate respectively. Table 6 shows the SSIM values obtained using DASR algorithm for Cuprite scene 1 data. The results obtained are compared with four different algorithms such as min-TV, 3 DCS, CPPCA and SSCR_SU. First column represents the

Fig. 2 shows the SAM values obtained using DASR algorithm for Cuprite scene 1, Cuprite scene 2, Cuprite scene 3 and Pavia data. The average SAM value obtained for cuprite scenes is 0.2131 at 0.1 sampling rate. The average value of SAM for cuprite scenes at 0.5 sampling rate is 0.0434. The decrease in SAM value indicates the increase in spectral similarity with increase in sampling rate. The SAM value for Pavia data at 0.1 sampling rate is 1.82. The SAM value for Pavia data at 0.5 sampling rate is 0.51. Fig.3 shows reconstructed HSIs for Cuprite_S2 at 0.2 sampling rate by four algorithms; the first row consists of 50th band images, where (a),(b),(c),(d) represent 3DCS, CPPCA, SSCR_SU and DASR algorithms respectively. The second row consists of 80th band images, where (e),(f),(g),(h) represent 3DCS, CPPCA, SSCR_SU and DASR algorithms respectively. Similarly, Fig. 4 shows reconstructed HSIs for Pavia University at 0.2 sampling rate by four algorithms; where the first row represents 50th band images and the second row represents 80th band images.
Table 2: PSNR value for Cuprite S1

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           | 33     | 34   | 12.5  | 44.5    | 59.4087|
| 0.2           | 34     | 36.8 | 42    | 46.7    | 62.0041|
| 0.3           | 35.4   | 38   | 43    | 47.1    | 64.2268|
| 0.4           | 36.7   | 40.1 | 44    | 47.5    | 66.501 |
| 0.5           | 37     | 41.2 | 45    | 48      | 70.32  |

Table 3: PSNR value for Cuprite S2

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           | 28     | 34.2 | 14    | 44.5    | 58.1869|
| 0.2           | 30     | 37   | 41    | 47.6    | 61.3788|
| 0.3           | 31     | 40   | 43    | 48      | 63.95  |
| 0.4           | 32     | 42.5 | 45    | 49      | 66.2836|
| 0.5           | 34     | 44   | 46    | 50      | 70.28  |

Table 4: PSNR value for Cuprite S3

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           | 25.1   | 33   | 12.2  | 43      | 58.997 |
| 0.2           | 25     | 36   | 38    | 45.3    | 61.62  |
| 0.3           | 26.2   | 37.6 | 42    | 46      | 64.04  |
| 0.4           | 27.4   | 39   | 44    | 46.9    | 66.31  |
| 0.5           | 28.3   | 40.5 | 44.8  | 47.4    | 70.3   |

Table 5: PSNR value for PaviaU

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           | 21     | 34   | 19.8  | 40.2    | 43.95  |
| 0.2           | 22     | 37   | 35.2  | 45      | 48.11  |
| 0.3           | 23.4   | 42   | 37    | 47.4    | 50.06  |
| 0.4           | 25.1   | 43   | 41.7  | 48      | 52.93  |
| 0.5           | 26     | 45   | 43.5  | 49      | 55.07  |

Table 6: SSIM score for Cuprite S1

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           | 0.7927 | 0.9566| 0.1449| 0.9932  | 0.9991 |
| 0.2           | 0.8427 | 0.9732| 0.9908| 0.9947  | 0.9995 |
| 0.3           | 0.8705 | 0.9835| 0.994 | 0.9953  | 0.9997 |
| 0.4           | 0.8981 | 0.9879| 0.995 | 0.9957  | 0.9998 |
| 0.5           | 0.9223 | 0.9915| 0.9957| 0.9959  | 0.9999 |

Table 7: SSIM score for Cuprite S2

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR   |
|---------------|--------|------|-------|---------|--------|
| 0.1           |        |      |       |         |        |
| 0.2           |        |      |       |         |        |
| 0.3           |        |      |       |         |        |
| 0.4           |        |      |       |         |        |
| 0.5           |        |      |       |         |        |
Table 8: SSIM score for Cuprite S3

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR |
|---------------|--------|------|-------|---------|------|
| 0.1           | 0.7319 | 0.9484 | 0.1529 | 0.993 | 0.9991 |
| 0.2           | 0.7886 | 0.9693 | 0.9874 | 0.995 | 0.9995 |
| 0.3           | 0.8242 | 0.9815 | 0.9925 | 0.9955 | 0.9997 |
| 0.4           | 0.8628 | 0.9868 | 0.995 | 0.996 | 0.9998 |
| 0.5           | 0.8958 | 0.991 | 0.9957 | 0.9962 | 0.9999 |

Table 9: SSIM score at PaviaU Dataset

| Sampling Rate | Min-TV | 3DCS | CPPCA | SSCR_SU | DASR |
|---------------|--------|------|-------|---------|------|
| 0.1           | 0.3552 | 0.906 | 0.423 | 0.9761 | 0.9971 |
| 0.2           | 0.4411 | 0.9565 | 0.944 | 0.9876 | 0.9988 |
| 0.3           | 0.5244 | 0.9759 | 0.9725 | 0.9931 | 0.9993 |
| 0.4           | 0.6149 | 0.9838 | 0.9845 | 0.9948 | 0.9996 |
| 0.5           | 0.7055 | 0.989 | 0.9915 | 0.996 | 0.9998 |

Fig. 2: SAM value for different HSI dataset
IV. CONCLUSION

In this paper, the novel data adaptable sparse reconstruction (DASR) algorithm for HSI reconstruction from compressed measurements is proposed. The objective function of the optimization problem contains two priors, one is total variation regularization term and the other one is data adaptable term. The TV regularizer and data adaptable parameter is combined here under an un-mixing process to complement each other and provide important hyperspectral image data characteristics. The TV regularizer increases the pixels mixture, so alone it is not sufficient to estimate end-members. Therefore, data adaptable parameter is added into the objective function to provide smooth abundance by retaining discontinuities. The data adaptable parameter minimizes the pixels mixture by maximizing the sparsity of abundance maps. The end member matrix and abundance maps are alternatively reconstructed thereby reducing the computational complexity of otherwise reconstructing the whole hyperspectral image at once. The optimization problem is solved using Bregman method. Analysing the result, it is evident that the proposed DASR algorithm has performed well at each sampling rate and achieved better SSIM score and PSNR values. This shows the
Data Adaptable Sparse Reconstruction for Hyperspectral Image Recovery from Compressed Measurements

accuracy and efficiency of the proposed model with respect to different HSI datasets. In future to further accelerate the reconstruction process, the algorithm can be implemented using GPUs.
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