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Abstract

The β-Delaunay tessellation in $\mathbb{R}^{d-1}$ is a generalization of the classical Poisson-Delaunay tessellation. As a first result of this paper we show that the shape of a weighted typical cell of a β-Delaunay tessellation, conditioned on having large volume, is close to the shape of a regular simplex in $\mathbb{R}^{d-1}$. This generalizes earlier results of Hug and Schneider about the typical (non-weighted) Poisson-Delaunay simplex. Second, the asymptotic behaviour of the volume of weighted typical cells in high-dimensional β-Delaunay tessellation is analysed, as $d \to \infty$. In particular, various high dimensional limit theorems, such as quantitative central limit theorems as well as moderate and large deviation principles, are derived.
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1 Introduction

The classical Poisson-Delaunay tessellation in $\mathbb{R}^{d-1}$, which is widely used in stochastic modelling of spatial random structures [3, 4, 15, 28, 30, 37], is constructed as follows. The starting point is a stationary Poisson point process $\eta$ in $\mathbb{R}^{d-1}$ of intensity $\gamma > 0$. For $d$ distinct points $x_1, \ldots, x_d$ of $\eta$ we consider the almost surely uniquely determined ball having $x_1, \ldots, x_d$ on its boundary. If this ball contains no points of $\eta$ in its interior, the convex hull $\text{conv}(x_1, \ldots, x_d)$ becomes a so-called Delaunay simplex. The collection of all Delaunay simplices is a stationary random simplicial tessellation of $\mathbb{R}^{d-1}$, which is called Poisson-Delaunay tessellation. To explain the construction of a β-Delaunay tessellation, we fix a parameter $\beta > -1$ and consider a Poisson point process $\eta_{\beta}$ in the height- or time-augmented space $\mathbb{R}^{d-1} \times \mathbb{R}^+$ whose intensity measure $\mu_{\beta}$ is the Lebesgue measure in the spatial coordinate $\mathbb{R}^{d-1}$ and has density $h^\beta$ in the height or time coordinate $\mathbb{R}^+$, up to an intensity parameter $\gamma_{c_{d,\beta}}$. Formally, $\mu_{\beta}$ satisfies

$$\int_{\mathbb{R}^{d-1} \times \mathbb{R}^+} f(v, h) \mu_{\beta}(d(v, h)) = \gamma_{c_{d,\beta}} \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}^+} f(v, h) h^\beta \, dh \, dv$$

for every non-negative measurable function $f : \mathbb{R}^{d-1} \times \mathbb{R}^+ \to \mathbb{R}$. Now, given $d$ distinct points $x_1 = (v_1, h_1), \ldots, x_d = (v_d, h_d)$ of $\eta_{\beta}$, there is an almost surely unique translate of the standard downward paraboloid $\{(v, h) \in \mathbb{R}^{d-1} \times \mathbb{R}: h \leq -\|v\|^2\}$ containing the points $x_1, \ldots, x_d$ on its boundary. The random simplex $\text{conv}(v_1, \ldots, v_d)$ in $\mathbb{R}^{d-1}$, which is formed by the spatial projection of the points $x_1, \ldots, x_d$, is a β-Delaunay simplex if and only if the interior of the downward paraboloid determined by $x_1, \ldots, x_d$ does not contain any point of $\eta_{\beta}$. The collection of all β-Delaunay simplices is again a stationary random simplicial tessellation, which is called the β-Delaunay tessellation in $\mathbb{R}^{d-1}$ and was introduced and studied in part I of this series of articles [12]. As already mentioned in [12], the
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\(\beta\)-Delaunay tessellation describes the local asymptotic structure of so-called beta random polytopes in the \(d\)-dimensional unit ball close to its boundary. Namely, after a suitable rescaling the boundary of the unit ball locally ‘looks’ like \(\mathbb{R}^{d-1}\) and the boundary of the beta random polytope, projected to the unit sphere, locally ‘looks’ like the \(\beta\)-Delaunay tessellation. We also mention that the class of beta random polytopes has recently been given special attention in the stochastic geometry literature as they provide a common link between a number of stochastic geometry models, see e.g. [21, 22] and the references given therein.

In the focus of this paper is the \(\nu\)-weighted typical cell \(Z_{\beta,\nu}\) of the \(\beta\)-Delaunay tessellation, which is almost surely a \((d - 1)\)-dimensional simplex, the so-called \(\nu\)-weighted typical \(\beta\)-Delaunay simplex, where \(\nu > -1\) is a weight parameter. We recall that, on an intuitive level, the typical cell is a random simplex picked uniformly at random from the infinite collection of all \(\beta\)-Delaunay simplices, regardless of size and shape. If the cells are weighted according to the \(\nu\)th power of their volume and a simplex is now chosen according to these weights, one arrives at the \(\nu\)-weighted typical \(\beta\)-Delaunay simplex. We will make this mathematically rigorous using the concept of Palm distribution in Section 2.3 below. Let us remark that for \(\nu = 0\) we get back the typical \(\beta\)-Delaunay simplex, while for \(\nu = 1\) the \(\nu\)-weighted typical cell has, up to translation, the same distribution as the almost surely uniquely determined cell containing the origin of \(\mathbb{R}^{d-1}\) (i.e., the zero cell).

In the first part of this paper we study the following question: What is the ‘shape’ of the \(\nu\)-weighted typical cell \(Z_{\beta,\nu}\), conditionally on the event that its volume is large? For the stationary and isotropic Poisson line tessellation in the plane an analogous question goes back to D.G. Kendall (see, for example, the preface of [37]) and has first been studied by Kovalenko [23]. Subsequently, this has triggered substantial interest in stochastic geometry and a number of variations of Kendall’s problem have been investigated for various random tessellation models, we refer to [19] for a rather general result, and the survey articles [16, 33] for an overview. Most relevant in our context are the works of Hug and Schneider [17, 18], where (general versions of) Kendall’s problem has been studied for the typical cell of a classical Poisson-Delaunay tessellation in \(\mathbb{R}^{d-1}\). It has been proven there that the shape of the typical Poisson-Delaunay simplex, conditionally on having a large volume, is close to that of a regular simplex in \(\mathbb{R}^{d-1}\). Our first result shows, in a quantitative way, that the same phenomenon can be observed for the broad class of \(\nu\)-weighted typical \(\beta\)-Delaunay simplices \(Z_{\beta,\nu}\). For example, if \(\rho(Z_{\beta,\nu})\) stands for a suitable measurement for the distance of \(Z_{\beta,\nu}\) to a \((d-1)\)-dimensional simplex, which we formally introduce in Section 3 below, we show in Theorem 3.1 that

\[
\mathbb{P}(\rho(Z_{\beta,\nu}) \geq \varepsilon \mid \text{Vol}(Z_{\beta,\nu}) \geq a) \leq C \exp \left\{-c \varepsilon^2 d^{d+1+2\beta} \right\}
\]

for any \(\varepsilon \in (0, 1)\) and suitable constants \(C, c \in (0, \infty)\). In particular, formally taking \(\beta = -1\) and \(\nu = 0\), we recover the main result of [17] for the typical Poisson-Delaunay simplex. We also study in Theorem 3.5 the tail behaviour of the random variable \(\text{Vol}(Z_{\beta,\nu})\) at zero and infinity, which turns out to be describable by a suitable polynomial and an exponential function, respectively.

In the second part of this paper we study the logarithmic volume of the \(\nu\)-weighted typical \(\beta\)-Delaunay simplex \(Z_{\beta,\nu}\) in high dimensions, that is, as the dimension \(d\) of the ambient space increases, namely \(d \to \infty\). The motivation for such a study is driven by the fact that probabilistic limit theorems for convex bodies in high dimensions is a central theme in the branch of mathematics called Asymptotic Geometric Analysis. The behaviour of the logarithmic volume of random convex bodies and especially of random simplices in high dimensions has recently been studied in stochastic geometry in [2, 11, 14].

We continue this line of research by providing central limit theorems as well as moderate and large deviation principles for \(Y_{\beta,\nu,d} := \log \text{Vol}(Z_{\beta,\nu})\), as \(d \to \infty\). For example, for fixed \(\nu \geq -1, \beta > -1\) and as \(d \to \infty\), we show that

\[
\mathbb{E}Y_{\beta,\nu,d} = -d \log d + \frac{3 + 2\nu}{4} \log d + \frac{d}{2} + O(1),
\]

\[
\text{Var}Y_{\beta,\nu,d} = \frac{1}{2} \log d + C_\nu + O(1/d),
\]
for some explicit constant $C_\nu \in (0, \infty)$ only depending on $\nu$, see Corollary 4.3. Moreover, putting

$$\tilde{Y}_{\beta,\nu,d} := Y_{\beta,\nu,d} - E[Y_{\beta,\nu,d}] \sqrt{\text{Var}Y_{\beta,\nu,d}},$$

the following quantitative central limit theorem holds, where $c \in (0, \infty)$ is some constant depending on the model parameters $\beta$ and $\nu$, see Theorem 4.4:

$$\sup_{y \in \mathbb{R}} |\mathbb{P}(\tilde{Y}_{\beta,\nu,d} \leq y) - \Phi(y)| \leq \frac{c}{\sqrt{\log d}}.$$ 

We emphasize that in the special case $\beta = -1$, which corresponds to the classical Poisson-Delaunay tessellation, this covers previous results from [14]. We also remark in this context that central limit theorems for other functionals of $\beta$-Delaunay tessellations for fixed space dimensions but in increasing observation windows will be derived in part IV of this paper.

The remaining parts of the text are structured as follows. In Section 2 we recall some necessary background material in order to make this paper self-contained. In particular, we rephrase there the construction of the $\beta$-Delaunay tessellation as well as definition of typical weighted $\beta$-Delaunay simplices. Kendall’s problem for such random simplices is studied in Section 3, whereas in Section 4 we concentrate on central limit theorems and moderate and large deviations for the logarithmic volume of typical weighted $\beta$-Delaunay simplices in high dimensions.

2 Preliminaries about the $\beta$-Delaunay tessellation

2.1 Notation and set-up

In this paper we use the following notation. Given a set $A \subset \mathbb{R}^{d-1}$, $d \geq 2$ we denote by $\text{conv}(A)$ its convex hull and by $\text{int}(A)$ its topological interior. A centred closed Euclidean unit ball in $\mathbb{R}^{d-1}$ is denoted by $B^{d-1}$ and its volume is given by $\kappa_d := \frac{\pi^{d/2}}{\Gamma(1+\frac{d}{2})}$. By $\mathbb{R}_+ := [0, \infty)$ we denote the set of all non-negative real numbers. We shall represent points $x \in \mathbb{R}^d$ in the form $x = (v, h)$ with $v \in \mathbb{R}^{d-1}$ (called spatial coordinate) and $h \in \mathbb{R}$ (called height, weight or time coordinate).

We start by recalling the definition and the main properties of $\beta$-Delaunay tessellations. The first description of $\beta$-Delaunay tessellation was given in [12]. Fundamental facts about Poisson point processes and tessellations, which we will omit here, can be found in [35, 24]. Consider a Poisson point process $\eta_\beta$ in $\mathbb{R}^{d-1} \times \mathbb{R}_+$ with intensity measures having density

$$\gamma c_{d,\beta} h^\beta, \quad c_{d,\beta} = \frac{\Gamma\left(\frac{d}{2} + \beta + 1\right)}{\pi^{\frac{d}{2}} \Gamma(\beta + 1)}, \quad \gamma > 0,$$

with respect to the Lebesgue measure on $\mathbb{R}^{d-1} \times \mathbb{R}_+$.

According to [12] there exist two alternative ways to construct $\beta$-Delaunay tessellations based on the Poisson processes $\eta_\beta$. The first construction uses the notion of Laguerre tessellations and it is more convenient for defining the tessellation and investigating the properties of the typical cell. The second construction is defined via the paraboloid hull process, introduced in [5, 36], and it is used for studying the convergence of $\beta$-tessellations as $\beta \to \infty$ (see [13]) and its mixing properties in part IV of this paper.

We will consider only the approach based on Laguerre tessellations here, for more details regarding the second approach we refer reader to [12, Section 3.5] and [13, Section 3.1].

2.2 Construction

One of the most well studied type of tessellations is the classical Voronoi tessellation, see, for example, [28, 37, 35]. A Laguerre tessellation can be considered as a generalized (or weighted) version of a
Voronoi tessellation and was intensively studied in [26, 25, 32]. In this subsection we only briefly recall some facts about Laguerre tessellations. For more details we refer the reader to part I of this paper, especially to [12, Section 3.2 - 3.4].

The construction of a Laguerre diagram is based on the notion of a power function. For \( v, w \in \mathbb{R}^{d-1} \) and \( W \in \mathbb{R} \) we define the power of \( w \) with respect to the pair \((v, W)\) as

\[
\operatorname{pow}(w, (v, W)) := \|w - v\|^2 + W.
\]

In this situation \( W \) is referred as a weight of the point \( v \). Let \( X \subset \mathbb{R}^{d-1} \times \mathbb{R} \) be a countable set of marked points in \( \mathbb{R}^{d-1} \) such that \( \min_{(v, W) \in X} \operatorname{pow}(w, (v, W)) \) exists for each \( w \in \mathbb{R}^{d-1} \). Then the Laguerre cell of \((v, W) \in X\) is defined as

\[
C((v, W), X) := \{ w \in \mathbb{R}^{d-1} : \operatorname{pow}(w, (v, W)) \leq \operatorname{pow}(w, (v', W')) \text{ for all } (v', W') \in X \}.
\]

We emphasize that it is not necessarily the case that a Laguerre cell is non-empty or that it contains interior points. The collection of all Laguerre cells of \( X \) having non-vanishing topological interior is called the Laguerre diagram

\[
\mathcal{L}(X) := \{ C((v, W), X) : (v, W) \in X, \text{int}(C((v, W), X)) \neq \emptyset \}.
\]

It should be mentioned that Laguerre diagram is not necessarily a tessellation, since the latter strongly depends on the geometric properties of the set \( X \). However, it was shown in [12] that \( \mathcal{L}(\eta_\beta) \) for \( \beta > -1 \) is indeed random normal tessellation.

Let \( \mathcal{L}^*(\eta_\beta) \) be the dual tessellation of \( \mathcal{L}(\eta_\beta) \). This tessellation arises from \( \mathcal{L}(\eta_\beta) \) by including for distinct points \( x_1 = (v_1, h_1), \ldots, x_d = (v_d, h_d) \) of \( \eta_\beta \) the simplex \( \text{conv}(v_1, \ldots, v_d) \) in \( \mathcal{L}^*(\eta_\beta) \) if and only if the Laguerre cells corresponding to \((v_1, h_1), \ldots, (v_d, h_d)\) all have non-empty interior and share a common point. In our case \( \mathcal{L}^*(\eta_\beta) \) is almost surely a stationary random simplicial tessellation, and moreover it can be regarded as a Laguerre tessellation of the random set

\[
\eta^*_\beta := \left\{ (z, K_z) \in \mathbb{R}^{d-1} \times \mathbb{R} : z \in \mathcal{F}_0(\mathcal{L}(\eta_\beta)) \right\},
\]

where \( \mathcal{F}_0(\mathcal{L}(\eta_\beta)) \) denote a set of vertices of the tessellation \( \mathcal{L}(\eta_\beta) \) and \( K_z \) is a constant, such that \( z \in \mathcal{F}_0(\mathcal{C}((v, h), \eta_\beta)) \) if and only if \( \text{pow}(z, (v, h)) = K_z \) and there is no \( (v, h) \in \eta_\beta \) with \( \text{pow}(z, (v, h)) < K_z \), see [12] for details. The random tessellation \( \mathcal{D}_\beta := \mathcal{L}^*(\eta_\beta) \), \( \beta > -1 \) is called the \( \beta \)-Delaunay tessellation in \( \mathbb{R}^{d-1} \), see Figure 2.1 for two simulations.

### 2.3 The \( \nu \)-weighted typical cell

The formal definition of the \( \nu \)-weighted typical cell for the family of random tessellation \( \mathcal{L}^*(\xi) \), where \( \xi \) is a Poisson point process satisfying some natural assumptions was given in [12]. These requirements are met, for example, by the Poisson point processes \( \eta_\beta \) for \( \beta > -1 \). The definition relies on the concept of generalized centre functions and Palm calculus for marked point processes (see [35, p. 116] and [34, Section 4.3]), which is a standard approach in this case. In this subsection we will briefly recall this definition as well as some results regarding the distribution of the \( \nu \)-weighted typical cells of the \( \beta \)-Delaunay tessellation. More details can be found in [12, Section 4].

As explained in the previous section, the random tessellation \( \mathcal{D}_\beta \) coincides with the Laguerre tessellation of the random set \( \eta^*_\beta \), described by (2.1). We consider the random marked point process

\[
\lambda^*_\beta := \sum_{(v, h) \in \eta^*_\beta} \delta_{(v, M)}, \quad M := C((v, h), \eta^*_\beta) - v,
\]

in \( \mathbb{R}^{d-1} \), whose marks are the associated and suitably centred Laguerre cells. For a given parameter \( \nu \in \mathbb{R} \) we now define a probability measure \( \mathbb{P}_{\beta, \nu} \) on the space \( C' \) of non-empty compact subsets of \( \mathbb{R}^{d-1} \) as follows:

\[
\mathbb{P}_{\beta, \nu}(\cdot) := \frac{1}{\lambda_{\beta, \nu}} \mathbb{E} \sum_{(v, M) \in \lambda^*_\beta} 1(M \in \cdot) 1_{[0,1]^{d-1}}(v) \text{Vol}(M)^\nu,
\]
Figure 2.1: Simulation of $\beta$-Delaunay tessellations in the plane with $\beta = 5$ (left) and $\beta = 15$ (right).

where $\lambda_{\beta,\nu} \in [0, \infty]$ is the normalizing constant given by

$$
\lambda_{\beta,\nu} := E \sum_{(v,M) \in \chi_{\beta}} 1_{[0,1]^{d-1}}(v) \text{Vol}(M)^\nu.
$$

Note that $\lambda_{\beta,\nu}$ might be infinite for some values of $\nu$. For any $\nu$ with $\lambda_{\beta,\nu} < \infty$, a random simplex $Z_{\beta,\nu}$ with distribution $\mathbb{P}_{\beta,\nu}$ is called the Vol$^\nu$-weighted (or just $\nu$-weighted) typical cell of the tessellation $D_\beta$. The following two special cases are of particular interest:

(i) $Z_{\beta,0}$ coincides with the classical typical cell of $D_\beta$;

(ii) $Z_{\beta,1}$ coincides with the volume-weighted typical cell of $D_\beta$, which has the same distribution as the almost surely uniquely determined cell containing the origin, up to translation.

The next result is an explicit description of the distribution of the $\nu$-weighted typical cell of a $\beta$-Delaunay tessellation taken from [12, Theorem 4.5].

Lemma 2.1 (Distribution of the $\nu$-weighted typical cell). Fix $d \geq 2$, $\nu \geq -1$, $\beta > -1$ and $\gamma > 0$. Then for any Borel set $A \subset C'$ we have that

$$
\mathbb{P}_{\beta,\nu}(A) = \alpha_{d,\beta,\nu} \int_{(\mathbb{R}^d)_{d-1}} dy_1 \ldots dy_d \int_0^\infty dr \mathbf{1}_A(\text{conv}(ry_1, \ldots, ry_d)) r^{2d\beta + d^2 + \nu(d-1)}
$$

$$
\times e^{-m_{d,\beta} r^{d+1+2\beta}} \Delta_{d-1}(y_1, \ldots, y_d)^\nu \prod_{i=1}^d (1 - \|y_i\|^2)^\beta,
$$

where $\Delta_{d-1}(y_1, \ldots, y_d)$ is the volume of conv$(y_1, \ldots, y_d)$ and $\alpha_{d,\beta,\nu}$ and $m_{d,\beta}$ are constants given by

$$
m_{d,\beta} = \frac{\gamma \Gamma\left(\frac{d}{2}\right)}{2 \sqrt{\pi} \Gamma\left(\frac{d+1}{2}\right)},
$$

$$
\alpha_{d,\beta,\nu} = \pi^{\frac{d(d-1)}{2}} \frac{(d-1)! \nu + 1}{\Gamma\left(\frac{d+\nu+2\beta}{2}\right)} \Gamma\left(\frac{d+\nu+1}{d+2\beta+1}\right) \left(\frac{\gamma \Gamma\left(\frac{d}{2} + \beta + 1\right)}{\sqrt{\pi} \Gamma\left(\frac{d+1}{2} + \beta + 1\right)}\right)^{d + \frac{(\nu-1)(d-1)}{d+2\beta+1}}
$$

$$
\times \Gamma\left(\frac{d+\nu + \beta + 1}{d+\beta+1}\right) \prod_{i=1}^d \frac{\Gamma\left(\frac{d}{2} + 1\right)}{\Gamma\left(\beta + 1\right)} \frac{\Gamma\left(\frac{i}{2}\right)}{\Gamma\left(\frac{i+\nu+1}{2}\right)}.
$$
Remark 2.2. In more probabilistic terms, the \( \nu \)-weighted typical cell of the \( \beta \)-Delaunay tessellation \( D_\beta \) has the same distribution as the random simplex \( \text{conv}(RY_1, \ldots, RY_d) \), where

(a) \( R \) is a random variable whose density is proportional to \( r^{2d\beta + d + \nu(d-1)}e^{-r_{d,\beta}r^{d+1+2\beta}} \) on \((0, \infty)\);

(b) \((Y_1, \ldots, Y_d)\) are \( d \) random points in the unit ball \( \mathbb{B}^{d-1} \) whose joint density is proportional to

\[
\Delta_{d-1}(y_1, \ldots, y_d)^\nu + 1 \prod_{i=1}^d (1 - \|y_i\|^2)^\beta, \quad y_1 \in \mathbb{B}^{d-1}, \ldots, y_d \in \mathbb{B}^{d-1};
\]

(c) \( R \) is independent of \((Y_1, \ldots, Y_d)\).

Remark 2.3. It follows from the proof of Theorem 4.5 in [12] that the normalizing constant \( \lambda_{\beta, \nu} \) is finite for any \( \nu \geq -1 \). It was also conjectured that it is possible to enlarge the diapason of possible values for \( \nu \) to \( \nu > -2 \).

Remark 2.4. Let us point out that in the limiting case \( \beta \to -1 \) the beta distribution with density \( c_{d-1, \beta}(1 - \|x\|^2)^\beta 1_{S^d-1}(x) \) weakly converges to the uniform distribution on the unit sphere \( S^d-2 \). Thus, \( P_{\beta, \nu} \) for fixed \( \nu \geq -1 \) and \( \gamma > 0 \) weakly converges to a probability measure \( P_{-1, \nu} \), which coincides with the distribution of the \( \nu \)-weighted typical cell of Poisson-Delaunay tessellation in \( \mathbb{R}^{d-1} \) corresponding to the intensity \( \gamma \omega_d^{-1} \) of underlying Poisson point process, where \( \omega_d \) is the surface area of unit \((d - 1)\)-dimensional sphere, see [14, Theorem 2.3] for general \( \nu \) and [35, Theorem 10.4.4] for the case \( \nu = -1 \).

The following lemma contains an explicit formula for the moments of the random variables \( \text{Vol}(Z_{\beta, \nu}) \) and is taken from [12, Theorem 5.1]. We will use it in Section 4 when we study the asymptotic behaviour of the log-volume of \( Z_{\beta, \nu} \) in high dimensions.

Lemma 2.5 (Volume moments of the \( \nu \)-weighted typical cell). Let \( Z_{\beta, \nu} \) be the \( \nu \)-weighted typical cell of a \( \beta \)-Delaunay tessellation with \( \beta \geq -1 \) and \( \nu \geq -1 \). Then, for any \( s \geq \nu - 1 \), we have

\[
\mathbb{E} \text{Vol}(Z_{\beta, \nu})^s = \frac{1}{((d-1)!)^s} \left( \frac{\sqrt{\pi}\Gamma\left(\frac{d+1}{2} + \beta + 1\right)}{\Gamma\left(\frac{d}{2} + \beta + 1\right)} \right)^s \frac{\Gamma\left(\frac{d(d+2\beta)+(d+1)}{2} + 1\right)}{\Gamma\left(\frac{d(d+\nu+1)}{2} + 1\right)} \prod_{i=1}^{d-1} \frac{\Gamma\left(\frac{(d+\nu+s+1)i}{d+3\beta+1}\right)}{\Gamma\left(\frac{(d+\nu+s+1)i}{d+\beta+1}\right)} \prod_{i=1}^{d-1} \frac{\Gamma\left(\frac{(d+\nu+s+1)i}{d+\beta+1}\right)}{\Gamma\left(\frac{(d+\nu+s+1)i}{d+2\beta+1}\right)}.
\]

3 Kendall’s problem for weighted \( \beta \)-Delaunay simplices

3.1 Statement and proof of the main theorem

Consider for \( \beta > -1 \) the \( \beta \)-Delaunay tessellation \( D_\beta \) in \( \mathbb{R}^{d-1} \). For fixed \( \nu \geq -1 \) we are interested in the shape of a \( \nu \)-weighed typical cell \( Z_{\beta, \nu} \) of \( D_\beta \), given that \( Z_{\beta, \nu} \) has large volume. Previously, this question, also known as Kendall’s problem as we explained in the introduction, was addressed for the typical cell of the classical Poisson-Delaunay tessellation by Hug and Schneider [17], who showed that the shape of such cell is close to the shape of a regular simplex. Here, we extend this result in two directions, namely to the case of \( \beta \)-Delaunay tessellations and at the same time to arbitrary weights \( \nu \geq -1 \). For a simplex \( S \subset \mathbb{R}^{d-1} \) we denote by \( F_0(S) \) the set of vertices of \( S \). To measure the distance between two simplices \( S_1, S_2 \subset \mathbb{R}^{d-1} \) we let

\[
\rho(S_1, S_2) := \inf\{s \geq 0 : \text{ for all } v \in F_0(S_1) \text{ there exists } w \in F_0(S_2) \text{ with } \|v - w\| \leq s\}
\]

be the smallest \( s \geq 0 \) with the property that for each vertex \( v \) of \( S_1 \) there exists a vertex \( w \) of \( S_2 \) such that their Euclidean distance is bounded by \( s \). If \( S \subset \mathbb{R}^{d-1} \) is a simplex, we let \( z(S) \) be the centre and \( r(S) \) be the radius of its circumsphere, and define

\[
\rho(S) := \inf\{\rho(r(S)^{-1}(S - z(S)), T) : T \text{ a regular simplex with vertices on } S^{d-2}\}.
\]
In particular, if the value of $\rho(S)$ is small, we can say that the shape of the simplex $S$ is close to that of a regular simplex.

**Theorem 3.1** (Kendall’s problem for the $\nu$-weighted typical cell). Fix $d \geq 2$, $\beta > -1$ and $\nu \geq -1$, such that $d + 2\beta + \nu \geq 0$. Let $\varepsilon \in (0, 1)$ and $I = [a, b]$ be an interval, where $\infty > b > a \geq a_0$ for some $a_0 > 0$. Then there exists a constant $c \in (0, \infty)$ only depending on $d$ and $\beta$ and a constant $C \in (0, \infty)$ only depending on $d$, $\beta$, $\varepsilon$, $\nu$ and $a_0$, such that

$$\mathbb{P}(\rho(Z_{\beta, \nu}) \geq \varepsilon \mid \text{Vol}(Z_{\beta, \nu}) \in I) \leq C \exp\left\{-c\varepsilon^2 a^{d+1+2\beta}\right\}.$$ 

In particular,

$$\lim_{a \to \infty} \mathbb{P}(\rho(Z_{\beta, \nu}) \geq \varepsilon \mid \text{Vol}(Z_{\beta, \nu}) \geq a) = 0.$$

We remark that by formally taking $\beta = -1$ and $\nu = 0$, where $Z_{\beta, \nu}$ is the typical cell in a classical Poisson-Delaunay tessellation, Theorem 3.1 reduces to [17, Theorem 1] (with the dimension $d$ there replaced by $d - 1$ in our case). The proof of Theorem 3.1 is based on the explicit representation of the distribution of $Z_{\beta, \nu}$ we developed in part I of this paper and which we recalled in the previous section and otherwise closely follows the principal steps from [17], but with suitable modifications. In particular, the following two more technical results are needed, whose proofs are postponed to Section 3.2. To formulate them, we denote by $\tau_{d-1}$ the $(d-1)$-dimensional volume of a $(d-1)$-dimensional regular simplex with vertices on the unit sphere $S^{d-2}$. Moreover, we will use the following stability estimate from [17, Theorem 2]: Let $\varepsilon \in [0, 1]$ and $S$ be a simplex with vertices on $S^{d-2}$ and with $\rho(S) \geq \varepsilon$. Then there exists a constant $c_1 \in (0, \infty)$ depending on $d$ only such that

$$\text{Vol}(S) \leq (1 - c_1\varepsilon^2)\tau_{d-1}. \quad (3.1)$$

Also, recall the definition of the constant $m_{d, \beta}$ from (2.2).

**Lemma 3.2.** For all $\varepsilon \in (0, 1)$ there is a constant $c_2 \in (0, \infty)$, which depends on $d$, $\beta$, $\varepsilon$ and $\nu$ only, such that for all $h \leq (c_1/(c_1 + 12))\varepsilon^2 =: h_0$ and $a > 0$,

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in [a, 1 + h]) \geq c_2 a^{\nu + \frac{2d\beta + d^2 + 1}{d-1}} \exp\left\{-m_{d, \beta} \frac{-d+1+2\beta}{d-1} \left(1 + \frac{c_1}{4} \frac{2^{d(d+1)}}{d^{d+1}} - 1\right)\varepsilon^2 a^{\frac{d+1+2\beta}{d-1}}\right\}.$$ 

**Lemma 3.3.** For all $\varepsilon \in (0, 1)$ there is a constant $c_3 \in (0, \infty)$, which depends on $d$, $\beta$, $\varepsilon$ and $\nu$ only, such that for all $a > 0$ and $h > 0$,

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in [a, 1 + h], \rho(Z_{\beta, \nu}) \geq \varepsilon) \leq c_3 h a^{\frac{d+1+2\beta}{d-1}} \exp\left\{-m_{d, \beta} \frac{-d+1+2\beta}{d-1} \left(1 + \frac{c_1}{2} \frac{2^{d(d+1)}}{d^{d+1}} - 1\right)\varepsilon^2 a^{\frac{d+1+2\beta}{d-1}}\right\}.$$ 

From now on we use the convention that $c$ denotes a generic constant whose value can change from occasion to occasion. If $c$ depends on a parameter or on several parameters like $d$, $\beta$ etc. this is indicated by writing $c(d), c(d, \beta)$ etc. On the other hand we reserve the symbols $c_1, c_2$ and $c_3$ for the constants that appeared in (3.1), Lemma 3.2 and Lemma 3.3, respectively.

**Proof of Theorem 3.1.** Given Lemma 3.2 and Lemma 3.3 the proof of Theorem 3.1 can now be completed similarly as in [17]. Let $I := [a, b]$, $\varepsilon \in (0, 1)$ and $a \geq a_0 > 0$. If $h_0 > (b - a)/a$, we put $h := (b - a)/a$ and observe that $a[1, 1 + h] = I$. Then Lemma 3.2 yields

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I) \geq c_2 h a^{\nu + \frac{2d\beta + d^2 + 1}{d-1}} e^{-U a^{\frac{d+1+2\beta}{d-1}}},$$

where $U := 2^{d(d+1)}/d^{d+1}$.
with $U := m_{d, \beta} \tau_{d-1}^{d+1+2\beta} (1 + \frac{c_1}{2} (2^{d+1\beta}) - 1)\varepsilon^2)$. Similarly, Lemma 3.3 implies that

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I, \rho(Z_{\beta, \nu}) \geq \varepsilon) \leq c_3 h a^{\frac{d+1+2\beta}{d-1}} e^{-\frac{d+1+2\beta}{d-1}}$$

with $V := m_{d, \beta} \tau_{d-1}^{d+1+2\beta} (1 + \frac{c_1}{2} (2^{d+1\beta}) - 1)\varepsilon^2)$. Using now that $a \geq a_0$ we conclude that

$$\mathbb{P}(\rho(Z_{\beta, \nu}) \geq \varepsilon \mid \text{Vol}(Z_{\beta, \nu}) \in I) \leq c(d, \beta, \nu, \varepsilon, a_0) e^{-(V-U)a^{\frac{d+1+2\beta}{d-1}}} = c(d, \beta, \nu, \varepsilon, a_0) e^{-c(d, \beta)\varepsilon^2 a^{\frac{d+1+2\beta}{d-1}}}.$$ 

If on the other hand $h_0 < (b - a)/a$, then $1 + h_0 \leq b/a$ and $a[1, 1 + h_0) \subset I$. Using again Lemma 3.2 we have that

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I) \geq c(d, \beta, \nu, \varepsilon, a_0) h_0 a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)a^{\frac{d+1+2\beta}{d-1}}}.$$ 

Next, using Lemma 3.3 we obtain, for $i \in \{0, 1, 2, \ldots\}$,

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in a(1 + h_0)^i[1, 1 + h_0], \rho(Z_{\beta, \nu}) \geq \varepsilon)$$

$$\leq c(d, \beta, \nu, \varepsilon) h_0 (1 + h_0)^i a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)(a(1+h_0)^i)^{\frac{d+1+2\beta}{d-1}}}$$

$$= c(d, \beta, \nu, \varepsilon) h_0 (1 + h_0)^i a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)(a(1+h_0)^i)^{\frac{d+1+2\beta}{d-1}}}$$

$$\leq c(d, \beta, \nu, \varepsilon) h_0 a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)a^{\frac{d+1+2\beta}{d-1}}} \left((1 + h_0)^i a^{\frac{d+1+2\beta}{d-1}} e^{-\frac{1}{2}(V-U)(a(1+h_0)^i)^{\frac{d+1+2\beta}{d-1}}}\right)$$

Using that $I \subset \bigcup_{i=0}^{\infty} a(1 + h_0)^i[1, 1 + h_0]$ we arrive at

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I, \rho(Z_{\beta, \nu}) \geq \varepsilon) \leq c(d, \beta, \nu, \varepsilon, a_0) h_0 a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)a^{\frac{d+1+2\beta}{d-1}}}$$

$$\times \sum_{i=0}^{\infty} (1 + h_0)^i a^{\frac{d+1+2\beta}{d-1}} e^{-\frac{1}{2}(V-U)(a(1+h_0)^i)^{\frac{d+1+2\beta}{d-1}}}.$$ 

Since the series in the last line converges we find another constant $c(d, \beta, \nu, \varepsilon, a_0) \in (0, \infty)$ such that

$$\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I, \rho(Z_{\beta, \nu}) \geq \varepsilon) \leq c(d, \beta, \nu, \varepsilon, a_0) h_0 a^{\frac{d+1+2\beta}{d-1}} e^{-(V-U)a^{\frac{d+1+2\beta}{d-1}}} e^{-\frac{1}{2}(V-U)(a_0(1+h_0)^i)^{\frac{d+1+2\beta}{d-1}}}.$$ 

Thus,

$$\mathbb{P}(\rho(Z_{\beta, \nu}) \geq \varepsilon \mid \text{Vol}(Z_{\beta, \nu}) \in I) = \frac{\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I, \rho(Z_{\beta, \nu}) \geq \varepsilon)}{\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in I)}$$

$$\leq c(d, \beta, \nu, \varepsilon, a_0) e^{-\frac{1}{2}(V-U)a^{\frac{d+1+2\beta}{d-1}}}$$

$$= c(d, \beta, \nu, \varepsilon, a_0) e^{-c(d, \beta)\varepsilon^2 a^{\frac{d+1+2\beta}{d-1}}}.$$ 

This completes the argument. \(\square\)

### 3.2 Proof of the technical lemmas

In this section we are going to prove the two technical results, Lemma 3.2 and Lemma 3.3.

**Proof of Lemma 3.2.** Using the representation for $Z_{\beta, \nu}$ in Lemma 2.1 and the substitution $s = m_{d, \beta} a^{d+1+2\beta}$
we have that
\[
P(\text{Vol}(Z_{\beta,\nu}) \in [a[1, 1 + h])
= \alpha_{d,\nu} \int_{[B^d-1]^d} \int_0^{\infty} 1(\Delta_{d-1}(ry_1, \ldots, ry_d) \in [a[1, 1 + h])
\times r^{2d+2+\nu(d-1)} e^{-m_{\beta,\nu} r^{d+1+2\beta}} \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2)^\beta \, dr \, dy_1 \ldots dy_d
\]

Applying the mean value theorem for integrals, for fixed \(y_1, \ldots, y_d \in B^{d-1}\) in general position we can find
\[
\xi(y_1, \ldots, y_d) \in [\ell, u],
\]
where
\[
\ell := m_{d,\beta} \left( \frac{a}{\Delta_{d-1}(y_1, \ldots, y_d)} \right)^{\frac{d+1+2\beta}{d-1}} \quad \text{and} \quad u := m_{d,\beta} \left( \frac{a(1 + h)}{\Delta_{d-1}(y_1, \ldots, y_d)} \right)^{\frac{d+1+2\beta}{d-1}},
\]
such that the last expression is equal to
\[
c(d, \beta, \nu) a^{\frac{d+1+2\beta}{d-1}} ((1 + h) \frac{d+1+2\beta}{d-1} \int_{B^{d-1}} \xi(y_1, \ldots, y_d)^{\frac{2\beta}{d-1}} \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2)^\beta \, dy_1 \ldots dy_d.
\]

For \(\varepsilon \in (0, 1)\) define the set
\[
R(\varepsilon) := \{(y_1, \ldots, y_d) \in (B^{d-1})^d : \Delta_{d-1}(y_1, \ldots, y_d) \geq (1 + c_1/12 \varepsilon^2)^{-1} \tau_{d-1} \}
\]
and observe that \(R(\varepsilon)\) has positive measure with respect to the \(d\)-fold product of the Lebesgue measure on \(B^{d-1}\). Then, taking into account that \(d + 1 + 2\beta \geq d - 1\), we obtain the lower bound
\[
P(\text{Vol}(Z_{\beta,\nu}) \in [a[1, 1 + h]) \geq c(d, \beta, \nu) ha^{\frac{d+1+2\beta}{d-1}} \int_{R(\varepsilon)} I(y_1, \ldots, y_d) \, dy_1 \ldots dy_d,
\]
where the integrand is given by
\[
I(y_1, \ldots, y_d) := \xi(y_1, \ldots, y_d)^{\frac{2\beta}{d-1}} \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2)^\beta.
\]
For \((y_1, \ldots, y_d) \in R(\varepsilon)\) in general position we have that
\[
\xi(y_1, \ldots, y_d) \geq m_{d,\beta} \left( \frac{a}{\Delta_{d-1}(y_1, \ldots, y_d)} \right)^{\frac{d+1+2\beta}{d-1}} \geq m_{d,\beta} \left( \frac{a}{\tau_{d-1}} \right)^{\frac{d+1+2\beta}{d-1}},
\]
since \(\tau_{d-1}\) is the maximal volume of a simplex with vertices in \(B^{d-1}\) and also
\[
\xi(y_1, \ldots, y_d) \leq m_{d,\beta} \left( \frac{a(1 + h)}{\Delta_{d-1}(y_1, \ldots, y_d)} \right)^{\frac{d+1+2\beta}{d-1}} \leq (1 + h_0) m_{d,\beta} \left( \frac{a(1 + (c_1/12) \varepsilon^2)}{\tau_{d-1}} \right)^{\frac{d+1+2\beta}{d-1}},
\]

\[9\]
where \( h_0 = \frac{c_1}{c_1 + 12} \varepsilon^2 \). This implies that

\[
\Pr(\text{Vol}(Z_{\beta,\nu}) \in a[1, 1 + h]) \geq c(d, \beta, \nu) h a^{\frac{d+1+2\beta}{d-1}} m_{d, \beta} a^{\frac{d+1+2\beta}{d-1}} \left( a (1 + (c_1/12)\varepsilon^2) \right) \frac{d+1+2\beta}{d-1} \times \exp \left\{ - (1 + h_0) \frac{d+1+2\beta}{d-1} m_{d, \beta} \left( a (1 + (c_1/12)\varepsilon^2) \right) \frac{d+1+2\beta}{d-1} \right\} \times \int_{R(\varepsilon)} \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2)^{\beta} dy_1 \ldots dy_d
\]

\[
= c(d, \beta, \nu, \varepsilon) h a^{\nu + \frac{d+1+2\beta}{d-1}} \times \exp \left\{ - (1 + h_0) \frac{d+1+2\beta}{d-1} m_{d, \beta} \left( a (1 + (c_1/12)\varepsilon^2) \right) \frac{d+1+2\beta}{d-1} \right\},
\]

(3.4)

since the integral is just a constant depending on \( d, \beta, \nu \) and \( \varepsilon \). The choice of \( h_0 \) and \( \varepsilon \) implies that

\[
\left((1 + h_0)(1 + (c_1/12)\varepsilon^2)\right)^{\frac{d+1+2\beta}{d-1}} \leq (1 + (c_1/4)\varepsilon^2)^{\frac{d+1+2\beta}{d-1}} \leq (1 + (c_1/4)\varepsilon^2)^{\left[\frac{d+1+2\beta}{d-1}\right]}.
\]

Since by definition of the constant \( c_1 \) we have \((c_1/4)\varepsilon^2 < 1\) it follows that for any integer \( m \geq 0 \) we obtain

\[
(1 + (c_1/4)\varepsilon^2)^m \leq 1 + \left(\frac{c_1}{4}(2^m - 1)\right)\varepsilon^2.
\]

Putting \( c_2 := c(d, \beta, \nu, \varepsilon) \), this yields the lower bound

\[
\Pr(\text{Vol}(Z_{\beta,\nu}) \in a[1, 1 + h]) \geq c_2 h a^{\nu + \frac{2d\beta + d^2 + 1}{d-1}} \times \exp \left\{ - m_{d, \beta} \frac{d+1+2\beta}{d-1} \left( 1 + \frac{c_1}{4}(2^{(d+\beta)} - 1)\varepsilon^2 \right) a^{\frac{d+1+2\beta}{d-1}} \right\},
\]

for all \( h \leq h_0 \). This completes the argument. \( \square \)

**Proof of Lemma 3.3.** Repeating the same arguments as at the beginning of the proof of Lemma 3.2 we see that

\[
\Pr(\text{Vol}(Z_{\beta,\nu}) \in a[1, 1 + h], \rho((Z_{\beta,\nu})) \geq \varepsilon)
\]

\[
= c(d, \beta, \nu) a^\frac{d+1+2\beta}{d-1} \int_{[B_{d-1}^d]} \xi(y_1, \ldots, y_d) a^{\frac{2d\beta + d^2 - 2d\beta + (d-1)}{d+1+2\beta}} e^{-\xi(y_1, \ldots, y_d)} \times \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2)^{\beta} dy_1 \ldots dy_d.
\]

The geometric stability estimate (3.1) says that \( \rho(\text{conv}(y_1, \ldots, y_d)) \geq \varepsilon \) implies that

\[
\Delta_{d-1}(y_1, \ldots, y_d) \leq (1 - c_1 \varepsilon^2)\tau_{d-1}.
\]

Thus, if \( \mathbf{1}(\rho(\text{conv}(y_1, \ldots, y_d)) \geq \varepsilon) \neq 0 \) we have that

\[
\xi(y_1, \ldots, y_d) \geq m_{d, \beta} a^\frac{d+1+2\beta}{d-1} \left( \frac{a}{\Delta_{d-1}(y_1, \ldots, y_d)} \right) \geq m_{d, \beta} a^\frac{d+1+2\beta}{d-1} \left( \frac{a}{(1 - c_1 \varepsilon^2)\tau_{d-1}} \right) \geq m_{d, \beta} \tau_{d-1}^\frac{d+1+2\beta}{d-1} \left( a(1 + c_1 \varepsilon^2) \right)^\frac{d+1+2\beta}{d-1}.
\]

It is easy to ensure that for any \( \alpha > 0 \) and \( c \in (0, 1) \) there exists a constant \( c_4(c, \alpha) \), such that

\[
x^\alpha e^{-x} \leq c_4(c, \alpha)e^{-cx}, \quad x > 0.
\]

(3.5)
Thus, we have
\[
\xi(y_1, \ldots, y_d) \frac{2^d d^2 - 2 \beta + \nu (d-1)}{a + 2 \beta} \leq c(d, \beta, \nu, \varepsilon) \exp \left\{ 1 - (c'(2c_1 + 1)) \varepsilon^2 \right\} \xi(y_1, \ldots, y_d)
\]
\[
\leq c(d, \beta, \nu, \varepsilon) \exp \left\{ - m_{d, \beta} \tau_{d-1} \frac{d + 1 + 2 \beta}{a} \left( 1 + c_1 \varepsilon^2 \right) \left( 1 - (c'(2c_1 + 1)) \varepsilon^2 \right) \right\}.
\]

Arguing as in proof of Lemma 3.2 we obtain
\[
\left( 1 + c_1 \varepsilon^2 \right) \left( 1 - (c'(2c_1 + 1)) \varepsilon^2 \right) \leq \left( 1 + \frac{c_1}{2} \frac{2(2d + 1)}{d - 1} - 1 \varepsilon^2 \right).
\]

Plugging this into the above expression for \( P(\text{Vol}(Z_{\beta, \nu}) \leq a) \rho(Z_{\beta, \nu}) \geq \varepsilon) \) proves the claim for suitable constant \( c_3 \in (0, \infty) \) depending only on the parameters mentioned in the lemma.

Remark 3.4. The estimate (3.5) can be made more precise. In fact, we start by writing
\[
x^\alpha e^{-x} = x^\alpha e^{-cx} e^{-(1-c)x} \leq e^{-cx} \sup_{x > 0} [x^\alpha e^{-(1-c)x}].
\]
The supremum is attained at \( x = \alpha/(1 - c) \) so that \( c_4(\alpha, \alpha) \) can be chosen as
\[
c_4(\alpha, \alpha) = \left( \frac{\alpha}{1 - c} \right)^{\alpha - \alpha}.
\]
In particular, if \( \delta > 0, p \geq 1 \) and \( c = (1 - \delta \varepsilon^2)^p \) we have that \( c_4(\alpha, \alpha) \leq c(\alpha, \delta, p) \varepsilon^{-2\alpha} \) for a suitable constant \( c(\alpha, \delta, p) \in (0, \infty) \). We will take advantage of this bound in the proof of Theorem 3.5 below, where we apply this bound with \( \alpha = \frac{2^d d^2 - 2 \beta + \nu (d-1)}{d + 1 + 2 \beta} \).

3.3 Results about tail asymptotics

In this section we are interested in the behaviour of the tails of the volume of the \( \nu \)-weighted typical cell of a \( \beta \)-Delaunay tessellations at zero and infinity. We will prove that \( P(\text{Vol}(Z_{\beta, \nu}) \leq a) \) behaves like a power of \( a \), as \( a \to 0 \), and that \( P(\text{Vol}(Z_{\beta, \nu}) \leq a) \) decays exponentially, as \( a \to \infty \). To state our result we recall that \( m_{d, \beta} \) is defined at (2.2) and that \( \tau_{d-1} \) stands for the volume of a regular simplex with vertices on the \((d - 2)\)-dimensional sphere \( S^{d-2} \).

Theorem 3.5 (Tail asymptotics for the volume of the \( \nu \)-weighted typical cell). Fix \( d \geq 2, \beta > -1 \) and \( \nu \geq -1 \).

(i) We have that \( \lim_{a \to \infty} a^{-\frac{d + 1 + 2 \beta}{a}} \log P(\text{Vol}(Z_{\beta, \nu}) \geq a) = -m_{d, \beta} \tau_{d-1} \) for \( d + 2 \beta + \nu \geq 0 \).

(ii) Suppose that \( d \geq 2(1 - \beta) \). Then we have that \( \lim_{a \to 0} a^{-(\nu + 2)^2} P(\text{Vol}(Z_{\beta, \nu}) \leq a) = C \) for some constant \( C \in (0, \infty) \) only depending on \( d, \beta \) and \( \nu \).

Remark 3.6. (i) We remark that the result of Theorem 3.5 (i) reduces to a special case of [18, Theorem 2] when we formally put \( \beta = -1 \), which corresponds to the classical Poisson-Delaunay tessellation. On the other hand, the result of part (ii) of Theorem 3.5 is new even for this classical model.

(ii) The dimension restriction \( d \geq 2(1 - \beta) \) in Theorem 3.5 (ii) is in fact restrictive only for \( d \in \{2, 3\} \). Namely, if \( d = 2 \), it requires that \( \beta \geq 0 \), for \( d = 3 \) that \( \beta \geq -1/2 \), while for \( d \geq 4 \) it is automatically fulfilled, since \( \beta > -1 \).
Proof of Theorem 3.5. We start with part (i). Using Lemma 3.2 with \( h = h_0 \) gives

\[
\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) \geq c(d, \beta, \epsilon, \nu) a^{d+1+2\beta} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( 1 + c(d, \beta) \epsilon \right) a^{d+1+2\beta} \right\}.
\]

From now on we shall take \( \epsilon = 1/a \).

At this place, we need to make more precise the dependence of the constant \( c(d, \beta, \epsilon, \nu) \) on \( \epsilon \). This dependence arises precisely at (3.4) and an inspection of the proof there shows that \( c(d, \beta, \epsilon, \nu) \) can be chosen as \( \epsilon^{d-1} c(\nu, d, \beta) \). This is because the the integral over the region \( R(\epsilon) \) defined at (3.2) of the function in (3.3) can be bounded from below by a constant multiple of \( c(d, \beta, \nu) \) of the volume of \( R(\epsilon) \), which in turn is bounded from below by a constant multiple of \( \epsilon^{d-1} \). Thus,

\[
\liminf_{a \to \infty} a^{-\frac{d+1+2\beta}{d-1}} \log \mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) \geq - m_{d, \beta} \tau_{d-1} + \liminf_{a \to \infty} a^{-\frac{d+1+2\beta}{d-1}} \log(\epsilon^{d-1} c(\nu, d, \beta)).
\]

Now, since we took \( \epsilon = 1/a \), the last limit vanishes and we arrive at

\[
\liminf_{a \to \infty} a^{-\frac{d+1+2\beta}{d-1}} \log \mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) \geq - m_{d, \beta} \tau_{d-1}.
\]

To obtain an upper bound we let \( q > 0 \) be a parameter to be determined later and write

\[
\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) = \mathbb{P}\left( \text{Vol}(Z_{\beta, \nu}) \in \bigcup_{i=0}^{\infty} 2^i a [1, 2], \bigcup_{k=1}^{\infty} \{ \rho(Z_{\beta, \nu}) \geq k^{-q} \} \right)
\leq \sum_{i=0}^{\infty} \left( \sum_{k=1}^{\infty} \mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in 2^i a [1, 2], \rho(Z_{\beta, \nu}) \geq k^{-q}) \right)
\]

The probability in the previous expression can be bounded using Lemma 3.3 with \( h = 1 \). In fact, we have that

\[
\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \in 2^i a [1, 2], \rho(Z_{\beta, \nu}) \geq k^{-q}) \leq c(d, \beta, \nu) c(k, q) (2^i a)^{d+1+2\beta} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( 1 + c(d, \beta) k^{-2q} \right) a^{d+1+2\beta} \right\}
\leq c(d, \beta, \nu) c(k, q) (2^i a)^{d+1+2\beta} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( \frac{d+1+2\beta}{d-1} \right) \right\}
\times \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( 2^{i-1} a \right)^{d+1+2\beta} \right\} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( d+1+2\beta \right) a^{d+1+2\beta} \right\}
\]

for \( i \geq 1 \). Moreover, according to Remark 3.4 the constant \( c(k, q) \) satisfies

\[
c(k, q) \leq c(d, \beta, \nu) k^{-2q} a^{2(d+1+2\beta)} d^{-2d+2\beta} d^{-1} \]

and we choose now \( q = q(d, \beta, \nu) \) as \( q(d, \beta, \nu) = \frac{d+1+2\beta}{2d+2d^2-2\beta+\nu(d-1)} \geq 0 \), which ensures that \( c(k, q) \leq c(d, \beta, \nu) k^{-2}. \)

Then

\[
\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) \leq c(d, \beta, \nu) a^{d+1+2\beta} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( \frac{d+1+2\beta}{d-1} \right) \right\}
\times \sum_{k=1}^{\infty} c(k, q) \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( d+1+2\beta \right) a^{d+1+2\beta} \right\}
\times \left( \sum_{i=1}^{\infty} 2^i \left( \frac{d+1+2\beta}{d-1} \right) a^{d+1+2\beta} \right) + 1 \right). \]

Since we are interested in the limit as \( a \to \infty \), we may suppose that \( a \geq 1 \), say, from now on. Then the series over \( i \) converges to a constant only depending on \( d \) and \( \beta \). Moreover, since \( c(k, q) \leq c(d, \beta, \nu) k^{-2} \) also the series over \( k \) converges, but this time to a constant only depending on \( d \), \( \beta \) and on \( \nu \). Thus,

\[
\mathbb{P}(\text{Vol}(Z_{\beta, \nu}) \geq a) \leq c(d, \beta, \nu) a^{d+1+2\beta} \exp \left\{ - m_{d, \beta} \tau_{d-1} \left( \frac{d+1+2\beta}{d-1} \right) \right\}
\]
for $a \geq 1$, say, and hence
\[
\limsup_{a \to \infty} a^{-d+1} \log \mathbb{P}(\text{Vol}(Z_{\beta,\nu}) \geq a) \leq -m_{d,\beta} \frac{d+1}{d-1}.
\]
Together with the lower bound this proves (i).
In order to show (ii) we use the probabilistic representation of the typical cell $Z_{\beta,\nu}$ from Remark 2.2, which says that $Z_{\beta,\nu}$ has the same distribution as $\text{conv}(RY_1, \ldots, RY_d)$ with the radius $R$ being independent of the beta random simplex $P_{\beta,\nu} := \text{conv}(Y_1, \ldots, Y_d)$. Writing $\mathbb{P}_R$ for the distribution of the random variable $R$ we may write, for $a > 0$,
\[
\mathbb{P}(\text{Vol}(Z_{\beta,\nu}) \leq a) = \mathbb{P}(R^{d-1} \text{Vol}(P_{\beta,\nu}) \leq a)
= c_0(d, \beta, \nu) \int_0^{\infty} \int_{(\mathbb{R}^{d-1})^d} 1(\Delta_{d-1}(y_1, \ldots, y_d) \leq ar^{d-1})
\times \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^d (1 - \|y_i\|^2)^\beta \, dy_1 \ldots dy_d \, \mathbb{P}_R(dr).
\]
(3.6)
In the next step we will find the upper bound for the inner $d$-fold integral
\[
I(b) := \int_{(\mathbb{R}^{d-1})^d} 1(\Delta_{d-1}(y_1, \ldots, y_d) \leq b) \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^d (1 - \|y_i\|^2)^\beta \, dy_1 \ldots dy_d
\]
for general $b > 0$. Note that, up to a constant depending on $d$, $\beta$ and $\nu$, $I(b)$ is the same as the probability $\mathbb{P}(\text{Vol}(P_{\beta,\nu}) \leq b)$. We start by observing that
\[
I(b) \leq b^{\nu+1} \int_{(\mathbb{R}^{d-1})^d} 1(\Delta_{d-1}(y_1, \ldots, y_d) \leq b) \prod_{i=1}^d (1 - \|y_i\|^2)^\beta \, dy_1 \ldots dy_d
= c_1(d, \beta, \nu) b^{\nu+1} \mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b),
\]
where $c_1(\beta, \nu, d)$ is some positive constant. The random simplex $P_{\beta,-1}$ is the convex hull of independent beta-distributed random points $Z_1, \ldots, Z_d$ in $\mathbb{R}^{d-1}$ with density proportional to $(1 - \|y\|^2)^\beta$. Let $\text{dist}(L, x) := \min_{y \in L} \|x - y\|$ denote the distance between an affine subspace $L \subset \mathbb{R}^{d-1}$ and a point $x \in \mathbb{R}^{d-1}$. Then using the well-known base-times-height-formula for the volume of a $(d-1)$-dimensional simplex we obtain
\[
\text{Vol}(P_{\beta,-1}) = \frac{1}{(d-1)} \text{Vol}(\text{conv}(Z_1, \ldots, Z_{d-1})) \cdot \text{dist}(Z_1, \ldots, Z_{d-1})
= \frac{1}{(d-1)} \Delta_{d-2}(Z_1, \ldots, Z_{d-1}) \cdot \text{dist}(Z_1, \ldots, Z_{d-1}),
\]
(3.7)
where $\text{dist}(z_1, \ldots, z_{d-1})$ denotes the affine hull of points $z_1, \ldots, z_{d-1} \in \mathbb{R}^{d-1}$. Since $Z_d$ is independent of $Z_1, \ldots, Z_{d-1}$ we have that
\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) = \int_{(\mathbb{R}^{d-1})^{d-1}} \mathbb{P}(\text{dist}(\text{aff}(y_1, \ldots, y_{d-1}), Z_d) \leq (d-1)b\Delta_{d-2}^{-1}(y_1, \ldots, y_{d-1}))
\]
\[
\mathbb{P}_{Z_1,\ldots,Z_{d-1}}(d(y_1, \ldots, y_{d-1})),
\]
(3.8)
where $\mathbb{P}_{Z_1,\ldots,Z_{d-1}}$ stands for the joint distribution of $Z_1, \ldots, Z_{d-1}$. For a fixed $(d-2)$-dimensional subspace $L \subset \mathbb{R}^{d-1}$ and for some $c > 0$ we consider the probability $\mathbb{P}(\text{dist}(L, Z_d) \leq c)$. Let $p(L) \in L$ be the unique point satisfying $\text{dist}(L, 0) = \|p(L)\|$. It is clear that $\text{dist}(L, Z_d) = \|p(L) - \text{proj}_L(Z_d)\|$, where $L^\perp$ is the line, passing through $p(L)$ and orthogonal to $L$, and $\text{proj}_L : \mathbb{R}^{d-1} \to L^\perp$ denotes the orthogonal projection onto $L^\perp$. Let $I_{L^\perp} : L^\perp \to \mathbb{R}$ be an arbitrary but fixed isometry, such
that \( I_{L^\perp}(0) = 0 \). As a next step we use [22, Lemma 3.1], which ensures that the random variable \( I_{L^\perp}(\text{proj}_{L^\perp}(Z_d)) \) has density

\[
t(t) = \frac{\Gamma(1/2 + d/2 + \beta)}{\sqrt{\pi}\Gamma(d/2 + \beta)} (1 - t^2)^{\beta + d/2} \mathbf{1}_{[-1,1]}(t).
\]

Hence, since \( p(L) \in L^\perp \) and the distance is invariant under the isometry \( I_{L^\perp} \) we obtain

\[
\mathbb{P}(\text{dist}(L, Z_d) \leq c) = c_2(d, \beta) \int_{-1}^{1} (|t - p| \leq c)(1 - t^2)^{\beta + d/2} \, dt,
\]

where \( p := I_{L^\perp}(p(L)) \). By the mean value theorem there exists \( s \in [\max(p - c, -1), \min(p + c, 1)] \) such that

\[
\mathbb{P}(\text{dist}(L, Z_d) \leq c) \leq 2c_2(d, \beta)(1 - s^2)^{\beta + d/2} \cdot c \leq c_3(d, \beta)c.
\] (3.9)

Substituting this into (3.8) and using the explicit description of \( \mathbb{P}_{Z_1, \ldots, Z_{d-1}} \) we get

\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) \leq c_4(d, \beta) b \int_{[B^{d-1}]^{d-1}} (\Delta_{d-2}(y_1, \ldots, y_{d-1}))^{-1} \prod_{i=1}^{d-2} (1 - \|y_i\|^2)^{\beta} \, dy_1 \ldots dy_{d-1}.
\]

Applying the affine Blaschke-Petkantschin formula [35, Theorem 7.2.7] it is easy to see that the last integral is finite and since it is independent of \( b \) we conclude

\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) \leq c_5(d, \beta) b,
\]

for some positive constant \( c_5(d, \beta) \). Eventually, this implies that \( I(b) \leq c_6(d, \beta, d)b^{\nu+2} \) for any \( b > 0 \). Plugging this back into (3.6) and using the definition of \( \mathbb{P}_R \) from Remark 2.2 we obtain

\[
\mathbb{P}(\text{Vol}(Z_\beta, \nu) \leq a) \leq c_7(d, \beta, \nu)a^{\nu+2} \int_0^\infty r^{\nu\beta+d^2+\nu(d-1)-(\nu+2)(d-1)} e^{-m_d,\beta r^{d+1+2\beta}} \, dr
\]

\[
= c_8(d, \beta, \nu)a^{\nu+2} \int_{0}^{\infty} s^{d\beta - 2d^2 + d^2 + 3d + 2} e^{-s} \, ds
\]

\[
\leq c_9(d, \beta, \nu)a^{\nu+2}.
\] (3.10)

for some positive constant \( c_9(d, \beta, \nu) \) independent of \( a \). Note that the last integral is in fact finite for \( \beta \geq -3/4 \) if \( d = 2 \) and all \( \beta \geq -1 \) for \( d \geq 3 \). Since \( d \geq 2(1 - \beta) \) by assumption, this is always satisfied.

In order to obtain a lower bound we note that by (3.6),

\[
\mathbb{P}(\text{Vol}(Z_\beta, \nu) \leq a) \geq \int_0^\infty \mathbb{P}(\text{Vol}(P_{\beta,\nu}) \leq ar^{-d+1}) \, 1(r^{d-1} \geq 4(d-1)\tau_{d-2}^{-1}a) \, \mathbb{P}_R(dr),
\] (3.11)

where \( \tau_{d-2} \) denotes the \((d - 2)\)-dimensional volume of \((d - 2)\)-dimensional regular simplex with vertices on the unit sphere \( S^{d-3} \). In what follows we consider the probability \( \mathbb{P}(\text{Vol}(P_{\beta,\nu}) \leq b) \) for \( b \leq \tau_{d-2}/(4(d-1)) \). For any \( C \in [0, 1) \) we have

\[
\mathbb{P}(\text{Vol}(P_{\beta,\nu}) \leq b)
\]

\[
\geq c_1(d, \beta, \nu) \int_{[B^{d-1}]^d} 1(Cb < \Delta_{d-1}(y_1, \ldots, y_d) \leq b) \Delta_{d-1}(y_1, \ldots, y_d)^{\nu+1} \prod_{i=1}^{d} (1 - \|y_i\|^2) \, dy_1 \ldots dy_d
\]

\[
\geq c_{10}(d, \beta, \nu) C^{\nu+1} b^{\nu+1} \int_{[B^{d-1}]^d} 1(Cb < \Delta_{d-1}(y_1, \ldots, y_d) \leq b) \prod_{i=1}^{d} (1 - \|y_i\|^2) \, dy_1 \ldots dy_d
\]

\[
= c_{10}(d, \beta, \nu) C^{\nu+1} b^{\nu+1} \left( \mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) - \mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq Cb) \right).
\]
From (3.7) and the fact that $\Delta_{d-2}(z_1, \ldots, z_{d-1}) \leq \tau_{d-2}$ for all $z_1, \ldots, z_{d-1} \in \mathbb{B}^{d-1}$, we conclude together with the base-times-high-formula for the volume of $(d-1)$-dimensional simplices that

\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) \geq \mathbb{P}(\text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), Z_d) \leq (d-1)\tau_{d-2}^{-1}b) \geq \mathbb{P}(\text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), Z_d) \leq (d-1)\tau_{d-2}^{-1}b | \text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), 0) \leq 1/2) \times \mathbb{P}(\text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), 0) \leq 1/2) =: c_{11}(d, \beta)\mathbb{P}(\text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), Z_d) \leq (d-1)\tau_{d-2}^{-1}b | \text{dist}(\text{aff}(Z_1, \ldots, Z_{d-1}), 0) \leq 1/2).
\]

Considering a fixed $(d-2)$-dimensional affine subspace $L \subset \mathbb{R}^{d-1}$ with $||p(L)|| \leq 1/2$, where $p(L)$ is defined as before, taking $p := I_{L^+}(p(L))$ and applying the mean value theorem we have for any $c \leq 1/4$,

\[
\mathbb{P}(\text{dist}(L, Z_d) \leq c) = c_2(d, \beta) \int_{-1}^{1} 1(|t - p| \leq c) (1 - t^2)^{\beta + 2} \frac{1}{2} \cdot c,
\]

with $s \in [p - c, p + c]$. Since $s \leq p + c \leq 3/4$ we see that $(1 - s^2) \geq 7/16 > 1/4$, which together with the condition $d \geq 2 - 2\beta$ leads to $\mathbb{P}(\text{dist}(L, Z_d) \leq c) \geq c_2(d, \beta)2^{-2\beta - d + 3}c$. Hence,

\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq b) \geq c_{11}(d, \beta)c_2(d, \beta)2^{-2\beta - d + 3}(d - 1)\tau_{d-2}^{-1}b.
\]

Finally from (3.9) with $c = c_{11}(d, \beta)2^{-2\beta - d + 1}(d - 1)\tau_{d-2}^{-1}b$ we get

\[
\mathbb{P}(\text{Vol}(P_{\beta,-1}) \leq c_{11}(d, \beta)2^{-2\beta - d + 1}(d - 1)\tau_{d-2}^{-1}b) \leq c_{11}(d, \beta)c_2(d, \beta)2^{-2\beta - d + 2}(d - 1)\tau_{d-2}^{-1}b.
\]

Thus, taking $C = c_{11}(d, \beta)2^{-2\beta - d + 1}(d - 1)\tau_{d-2}^{-1} < 1$ and combining everything together we obtain

\[
\mathbb{P}(\text{Vol}(P_{\beta,\nu}) \leq b) \geq c_{12}(d, \beta, \nu) b^{\nu + 2}.
\]

Substituting this back into (3.11) we conclude for $a \leq 1/2$, that

\[
\mathbb{P}(\text{Vol}(Z_\beta, \nu) \leq a) \geq c_{12}(d, \beta, \nu)a^{\nu + 2} \int_0^\infty r^{-(\nu + 2)(d - 2)} \mathbf{1}(r^{d - 1} \geq 2(d - 1)\tau_{d-2}) \mathbb{P}_R(dr) = c_{13}(d, \beta, \nu)a^{\nu + 2},
\]

for some positive constant $c_{13}(d, \beta, \nu)$ independent of $a$. Together with (3.10) this finishes the proof of part (ii). \qed

4 Log-volume of weighted typical cells in high dimensions

In this section we investigate the asymptotic probabilistic behaviour of the random variables

\[
Y_{\beta,\nu,d} := \log \text{Vol}(Z_{\beta,\nu}), \quad \nu \geq -1, \quad \beta > -1,
\]

as $d + 2\beta + \nu \to \infty$, where we use the same notation as before. In particular, we will use the cumulant method, which allows us to obtain a number of asymptotic probabilistic results, such as a central limit theorem with Berry-Esseen bound, a moderate deviation principle and concentration inequalities, as soon as fine estimates for the cumulants of random variable under consideration are established. At the end of the section we will investigate the mod-$\phi$ convergence and the large deviation behaviour based on the exact formulas for the moment generating function of the random variables $Y_{\beta,\nu,d}$.

Given $m \in \mathbb{N}$ and a random variable $X$ with $\mathbb{E}|X|^m < \infty$, let $c_m(X)$ be the $m$th cumulant of $X$, which is formally defined as

\[
c_m(X) = (-1)^m \frac{d^m}{dt^m} \mathbb{E}[e^{tX}]|_{t=0},
\]
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where $i$ is the imaginary unit. In particular, $c_1(X) = \mathbb{E}X$ and $c_2(X) = \mathbb{Var}(X)$. Our first step is to derive bounds for the $m$th cumulant and to determine asymptotic formulas for the expectation and the variance of the random variables $Y_{\beta,\nu,d}$. Due to Lemma 2.5 the cumulants of random variables $Y_{\beta,\nu,d}$ can partially be expressed as a sum of derivatives of gamma functions, also known as polygamma functions.

In the next subsection we collect some results about the asymptotic behaviour of polygamma functions and some other auxiliary results, which we will need later. Through this section we will use the following notation. Given two functions $f(x)$ and $g(x)$ we write $f = O(g)$ if $\limsup_{x \to \infty} |f(x)/g(x)| < \infty$ and $f = o(g)$ if $\lim_{x \to \infty} |f(x)/g(x)| = 0$.

4.1 Asymptotics for gamma and polygamma functions

The first very useful result regarding the asymptotic behaviour of gamma function is classical Stirling’s formula [29]:

\[
\log \Gamma(x) = x \log x - x - \frac{1}{2} \log x + \frac{1}{2} \log(2\pi) + O(1/x), \quad \text{as } x \to \infty, x \in \mathbb{R}, \tag{4.1}
\]

\[
\log(n!) = n \log n - n + \frac{1}{2} \log n + O(1), \quad \text{as } n \to \infty, n \in \mathbb{N}. \tag{4.2}
\]

Consider the digamma function $\psi(x) = \psi^{(0)}(x) := \frac{d}{dx} \log \Gamma(x)$ and, more generally, the polygamma function

\[
\psi^{(m)}(x) := \frac{d^m}{dx^m} \psi(z) = \frac{d^{m+1}}{dx^{m+1}} \log \Gamma(x), \quad m \in \mathbb{N}.
\]

The asymptotic expansions for functions $\psi^{(m)}(x)$ are well-known (see e.g. [1, p. 260]), but our estimates will rely on a more precise and recent results for the functions $\psi(x)$ and $\psi^{(1)}(x)$. Namely, in [31, Theorem C] it was shown that

\[
\psi(x) = \log x - \frac{1}{2x} + O(1/x^2) \tag{4.3}
\]

and in [27] the asymptotics

\[
\psi^{(1)}(x) = \frac{1}{x} + \frac{1}{2x^2} + O(1/x^3) \tag{4.4}
\]

was obtained, as $x \to \infty$. Moreover, for any $x \neq 0, -1, -2, \ldots$ one has that

\[
\psi^{(m)}(x) = \sum_{k=0}^{\infty} \frac{(-1)^{m+1}m!}{(x+k)^{m+1}},
\]

see [1, 6.4.10]. Hence, we conclude that

\[
|\psi^{(m)}(x)| \leq \frac{(m-1)!}{x^m} + \frac{m!}{x^{m+1}}. \tag{4.5}
\]

The following proposition summarizes the results of [14, Proposition 3.1 - 3.3] and provides identities or estimates for sums of polygamma functions.

**Proposition 4.1** (On sums of polygamma functions). For any $a \in (0, \infty)$ and $k \in \mathbb{N}$, $k \geq 2$ we have

\[
\frac{1}{2} \sum_{j=1}^{k} \psi \left( \frac{j + a}{2} \right) = \left( \frac{k - c}{2} + \frac{a}{2} - \frac{1}{2} \right) \psi(a + k - c - 1) + \frac{c}{2} \psi(k + a - 1) + \frac{1}{4} \psi \left( \frac{k + a}{2} \right) - \left( \frac{a}{2} - \frac{1}{2} \right) \psi(a + 1) - \frac{1}{4} \psi \left( \frac{a}{2} + 1 \right) - \frac{k}{2} (1 + \log 2) + 1 + 2c, \tag{4.6}
\]
Proposition 4.2 (General cumulant bound and asymptotics for expectation and variance)\end{proof}

\[
\begin{align*}
\frac{1}{4} \sum_{j=1}^{k} \psi^{(1)} \left( \frac{j + a}{2} \right) &= \frac{1}{2} (\psi(k + a - c + 1) - \psi(a + 1)) + \frac{a}{2} \left( \psi^{(1)}(k + a - c + 1) - \psi^{(1)}(a + 1) \right) \\
- \frac{1}{8} \psi^{(1)} \left( \frac{k + a - c + 1}{2} \right) - \psi^{(1)} \left( \frac{a + 1}{2} \right) + \frac{k - c}{2} \psi^{(1)}(k + a - c + 1) + \frac{c}{4} \psi^{(1)} \left( \frac{k + a}{2} \right),
\end{align*}
\]
and

\[
\left| \sum_{j=1}^{k} \psi^{(m)} \left( \frac{j + a}{2} \right) \right| \leq \frac{2^{m+3} m!}{(a + 1)^{m-1}}.
\]

where \( c := k \mod 2 \), which is equal to 0 if \( k \) is even and equal to 1 if \( k \) is odd.

4.2 Cumulant estimates for the log-volume

In this section we prove general asymptotic formulas and estimates for the cumulants of the random variables \( Y_{\beta,\nu,d} \) depending on all three model parameters \( \beta, \nu \) and \( d \).

**Proposition 4.2** (General cumulant bound and asymptotics for expectation and variance). For any \( \beta > -1, \nu > -1, \gamma > 0 \) and \( d \geq 2 \) we have

\[
\begin{align*}
\mathbb{E} Y_{\beta,\nu,d} &= - \frac{d - 1}{2(d + 2\beta + 1)} \log(d + 2\beta) - \frac{(d - 1)(d + 2\beta - 1)}{2(d + 2\beta + 1)} \log(d + 2\beta + \nu) - (\nu - 1) + \frac{d}{2} \\
- \frac{d - 1}{2} \log d + \left( \frac{d + \nu}{2} - 1 \right) \log(d + \nu) - \frac{2\nu + 1}{4} \log(\nu + 2) - \frac{d - 1}{d + 2\beta + 1} \log \gamma + O(1),
\end{align*}
\]

\[
\begin{align*}
\mathbb{V}ar Y_{\beta,\nu,d} &= - \frac{(d - 1)^2(d + 2\beta - 1)}{2(d(d + 2\beta + \nu) - (\nu - 1)(d + 2\beta + 1))} + \frac{d}{2} (d + 2\beta + \nu)^2 + \frac{1}{2} \psi(d + \nu - c + 1) \\
+ \frac{d + \nu - c}{2} \psi^{(1)}(d + \nu - c + 1) - \frac{1}{8} \psi^{(1)} \left( \frac{d + \nu - c + 1}{2} \right) + \frac{c}{4} \psi^{(1)} \left( \frac{d + \nu}{2} \right) \\
- \frac{1}{2} \psi(\nu + 2) - \frac{\nu + 1}{2} \psi^{(1)}(\nu + 2) + \frac{1}{8} \psi^{(1)} \left( \frac{\nu + 2}{2} \right) + O((d + 2\beta + \nu)^{-2}),
\end{align*}
\]

as \( d + 2\beta + \nu \to \infty \), where \( c := (d - 1) \mod 2 \). Moreover, for any \( 2\beta + \nu > -d + 1 \) and \( d, m \in \mathbb{N}, m \geq 3, d \geq 3 \) we have

\[
|c_m(Y_{\beta,\nu,d})| \leq \frac{(11d + 3 + 6(\beta + 2)^{m-1})(m - 1)!}{4(d + 2\beta + \nu)^{m-1}} + \frac{4(m - 1)!}{(\nu + 2)^{m-2}}.
\]

**Proof.** By the definition of cumulants we have

\[
c_m(Y_{\beta,\nu,d}) = \frac{d^m}{d \mathbb{S}^m} \left[ \log \mathbb{E}\text{Vol}(Z_{\beta,\nu})^s \right] \bigg|_{s=0}.
\]

Thus, using Lemma 2.5 and the relation \( \Gamma(x + 1) = x \Gamma(x), x \in (0, \infty) \), we obtain that \( c_m(Y_{\beta,\nu,d}) \) is equal to

\[
\begin{align*}
1_{\{m=1\}} \left[ \frac{(d - 1)}{d + 2\beta + 1} \left( \frac{1}{2} \log \pi + \log \Gamma \left( \frac{d + 2\beta + 3}{2} \right) - \log \Gamma \left( \frac{d + 2\beta + 2}{2} \right) - \log(d - 1)! \right) \\
+ \frac{d^m}{d \mathbb{S}^m} \left[ \log \Gamma \left( \frac{d(d + 2\beta + \nu)}{2} + s d \right) + \log \Gamma \left( d + \frac{(\nu - 1)(d - 1)}{d + 2\beta + 1} + \frac{s(d - 1)}{d + 2\beta + 1} \right) \\
- \log \Gamma \left( \frac{d(d + 2\beta + \nu) - (\nu - 1)}{2} + \frac{s(s - 1)}{2} \right) - d \log \Gamma \left( \frac{d + 2\beta + \nu + s}{2} + \frac{s}{2} \right) \\
- (d - 1) \log(d + 2\beta + \nu + s) + \sum_{i=1}^{d-1} \log \Gamma \left( \frac{i + \nu + 1}{2} + \frac{s}{2} \right) \right] \bigg|_{s=0},
\end{align*}
\]
We now distinguish between the three different cases functions as follows:

\[ 1_{\{m=1\}} \left[ \frac{(d-1)}{d+2\beta} \log \pi + \log \Gamma \left( \frac{d+2\beta+3}{2} \right) - \log \Gamma \left( \frac{d+2\beta+2}{2} \right) - \log \gamma - \log(d-1)! \right] \\
+ \frac{d^m}{2^m} \psi^{(m-1)} \left( \frac{d(d+2\beta+\nu)}{2} \right) + \frac{d-1}{d+2\beta+1} \psi^{(m-1)} \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{d+2\beta+1} \right) \\
- \frac{(d-1)^m}{2^m} \psi^{(m-1)} \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{2} \right) - \frac{d}{2^m} \psi^{(m-1)} \left( \frac{d+2\beta+\nu}{2} \right) \\
+ \frac{1}{2^m} \sum_{i=1}^{d-1} \psi^{(m-1)} \left( \frac{i+\nu+1}{2} \right) - \frac{(-1)^{m+1}(m-1)!(d-1)}{(d+2\beta+\nu)^m}. \]

We now distinguish between the three different cases \( m = 1, \ m = 2 \) and \( m \geq 3 \). If \( m = 1 \), \( c_1(Y_{\beta,\nu,d}) = EY_{\beta,\nu,d} \) and the previous expression simplifies to

\[ \frac{d-1}{d+2\beta+1} \left( \log \left( \frac{d+2\beta+3}{2} \right) - \log \left( \frac{d+2\beta+2}{2} \right) \right) + \psi \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{d+2\beta+1} \right) - \log(d-1)! + \frac{d}{2} \psi \left( \frac{d(d+2\beta+\nu)}{2} \right) - \frac{(d-1)^m}{2^m} \psi^{(m-1)} \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{2} \right) \\
- \frac{d}{2} \psi \left( \frac{d+2\beta+\nu}{2} \right) + \frac{1}{2} \sum_{i=1}^{d-1} \psi \left( \frac{i+\nu+1}{2} \right) + O(1), \]

where we used the fact that \( \beta > -1 \). Applying the asymptotic relations (4.1) and (4.3) together with (4.6), and taking into account that \( d+2\beta+\nu \to \infty \), we obtain that \( EY_{\beta,\nu,d} \) equals to

\[ \frac{d-1}{d+2\beta+1} \left( \log \left( \frac{d+2\beta+3}{2} \right) - \log \left( \frac{d+2\beta+2}{2} \right) \right) + \frac{1}{2} \log(d+2\beta+3) + \log(d(d+2\beta+\nu)-(\nu-1)) \\
- \log(d+2\beta+1) - \log d! + \log d + \frac{d}{2} \log d - \frac{(d-1)}{2} \log(d(d+2\beta+\nu)) \\
- (\nu-1) - \frac{\nu}{2} \log(\nu+2) - \frac{1}{4} \log(\nu+3) + \frac{d+\nu-1-c}{2} \log(\nu+d-c-1) + c \frac{\nu}{2} \log(\nu+d-1) \\
+ \frac{1}{4} \log(\nu+d) - \frac{d}{d+2\beta+1} \log \gamma + O(1). \]

Using the Taylor expression for the logarithm with the Lagrange form of the remainder, namely,

\[ \log(x+a) = \log(x) + \frac{a}{x} + O(a^2/x^2), \]

and Stirling’s formula (4.2) we have

\[ EY_{\beta,\nu,d} = -\frac{d-1}{2(d+2\beta+1)} \log(d+2\beta) - \frac{(d-1)(d+2\beta-1)}{2(d+2\beta+1)} \log(d(d+2\beta+\nu)-(\nu-1)) \\
- \frac{d}{2} \log d + \left( \frac{d+\nu-1-c}{4} \right) \log(d+\nu) - \frac{2\nu+1}{4} \log(\nu+2) + \frac{d}{2} - \frac{d-1}{d+2\beta+1} \log \gamma + O(1). \]

Next, we turn to the case \( m = 2 \). We have that \( c_2(Y_{\mu,n}) = Var Y_{\mu,n} \) equals to

\[ \frac{d^2}{4} \psi^{(1)} \left( \frac{d(d+2\beta+\nu)}{2} \right) + \frac{(d-1)^2}{(d+2\beta+1)^2} \psi^{(1)} \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{d+2\beta+1} \right) - \frac{d}{4} \psi^{(1)} \left( \frac{d+2\beta+\nu}{2} \right) \\
- \frac{(d-1)^2}{4} \psi^{(1)} \left( \frac{d(d+2\beta+\nu)-(\nu-1)}{2} \right) + \frac{d}{4} \sum_{i=1}^{d-1} \psi^{(1)} \left( \frac{i+\nu+1}{2} \right) + \frac{d}{d+2\beta+\nu^2}. \]
Taking into account that \( d + 2\beta + \nu \to \infty \) and using (4.4) and (4.7) together with a Taylor expansion of the function \( 1/x \) with the Lagrange form of the remainder we conclude that

\[
\Var Y_{\beta, \nu, d} = - \frac{(d-1)^2(d+2\beta-1)}{2(d(d+2\beta+\nu)-(\nu-1)(d+2\beta+1))} + \frac{d}{2(d+2\beta+\nu)^2} + \frac{1}{2}\psi(d+\nu-c+1) \\
+ \frac{d+\nu-c}{2}\psi^{(1)}(d+\nu-c+1) - \frac{1}{8}\psi^{(1)}(d+\nu-c+1) + \frac{c}{4}\psi^{(1)}\left(\frac{d+\nu}{2}\right) \\
- \frac{1}{2}\psi(d+2) - \frac{\nu+1}{2}\psi^{(1)}(\nu+2) + \frac{1}{8}\psi^{(1)}\left(\frac{\nu+2}{2}\right) + O\left(\frac{1}{(d+2\beta+\nu)^2}\right).
\]

This proves the first two assertions of the proposition.

We turn now to the case that \( m \geq 3 \). Applying the estimates (4.5) and (4.8) for \( d \geq 3 \) and \( \nu+2\beta+d > 1 \), we get

\[
|c_m(Y_{\beta, \nu, d})| \leq \frac{d^n}{2^m} \psi^{(m-1)}\left(\frac{d(d+2\beta+\nu)}{2}\right) + \left|\psi^{(m-1)}\left(\frac{d(d+2\beta+\nu)-(\nu-1)}{d+2\beta+1}\right)\right| \\
+ \frac{(d-1)^m}{2^m} \left|\psi^{(m-1)}\left(\frac{d(d+2\beta+\nu)-(\nu-1)}{2}\right)\right| + \frac{d}{2^m} \left|\psi^{(m-1)}\left(\frac{d+2\beta+\nu}{2}\right)\right| \\
+ \frac{1}{2^m} \sum_{i=1}^{d-1} \psi^{(m-1)}\left(\frac{i+\nu+1}{2}\right) + \frac{(m-1)!}{(d+2\beta+\nu)^{m-1}}.
\]

Since \( d+2\beta+\nu > d-2+\nu > \nu-1 \) we obtain the upper bound

\[
|c_m(Y_{\beta, \nu, d})| \leq \frac{d(m-2)!}{(d+2\beta+\nu)^{m-1}} + \frac{2(m-1)!}{(d+2\beta+\nu)^{m}} + \frac{(m-2)!(\beta+2)^{m-1}}{(d+2\beta+\nu)^{m-1}} + \frac{(m-1)!(\beta+2)^{m}}{(d+2\beta+\nu)^{m}} \\
+ \frac{(d-1)(m-2)!}{2(d+2\beta+\nu)^{m-1}} + \frac{d(m-1)!}{(d+2\beta+\nu)^{m}} + \frac{(d-1)(m-1)!}{(d+2\beta+\nu)^{m-1}} + \frac{4(m-1)!}{(\nu+2)^{m-2}} \\
\leq \frac{(11d+3+6(\beta+2)^{m-1})(m-1)!}{4(d+2\beta+\nu)^{m-1}} + \frac{4(m-1)!}{(\nu+2)^{m-2}}.
\]

This completes the proof. \( \square \)

The results of Proposition 4.2 allows us to consider the situation, when some of the parameters \( d, \beta \) and \( \nu \) stay fixed and the other(s) tend to infinity with possibly different speed. In particular, assuming that \( \beta > -1 \) is some fixed number and using the Taylor expansion of the logarithm with the Lagrange form of the remainder we have

\[
\log(d+2\beta) = \log d + O(1/d), \\
\log(d+2\beta+\nu)-(\nu-1)) = \log((d-1)(\nu+d-1)) + O((d+\nu)^{-1}).
\]

Substituting these estimates into the expression for the expectation in Proposition 4.2 we obtain

\[
\mathbb{E}Y_{\beta, \nu, d} = -\left(\frac{1}{2} + O(1/d)\right)(\log d + O(1/d)) - \left(\frac{d-3}{2} + \frac{2d+2\beta}{d+2\beta+1}\right) \log((d-1)(\nu+d-1)) \\
- \frac{d-1}{2} \log d + \left(\frac{d+\nu}{2} - \frac{1}{4}\right) \log(d+\nu) - \frac{2\nu+1}{4} \log(\nu+2) + \frac{d}{2} - \log \gamma + O(1) \\
= -\frac{2d-3}{2} \log d + \left(\frac{5+2\nu}{4} + \frac{2+2\beta}{d+2\beta+1}\right) \log(\nu+d) - \frac{2\nu+1}{4} \log(\nu+2) + \frac{d}{2} - \log \gamma + O(1).
\]

Next, we consider the variance in the same situation. Applying (4.3), (4.4) and the Taylor expansion of the logarithm and of the function \( 1/x \),

\[
\frac{1}{x+a} = \frac{1}{x} - \frac{a}{x^2} + O(a^2/x^3),
\]
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we get
\[
\mathbb{E}Y_{\beta,\nu,d} = -\frac{2d-1}{4(d+\nu)} + \frac{(\beta+1)d}{(d+\nu)^2} + \frac{(d-1)}{(d+\nu)} + \frac{1}{2} \log(d+\nu) + \frac{1}{2} - \frac{\psi(\nu+2)}{2} - \frac{\psi^{(1)}(\nu+2)}{2} + \frac{1}{8} \psi^{(1)}\left(\frac{\nu+2}{2}\right) + O((d+\nu)^{-2}).
\]

It should be noted, that by Remark 2.4 the random variables $Y_{\beta,\nu,d}$ converges weakly to the random variable $Y_{-1,\nu,d}$, as $\beta \to -1$, where $Y_{-1,\nu,d}$ is a logarithmic volume of the $\nu$-weighted typical cell in the classical Poisson-Delaunay tessellation in $\mathbb{R}^{d-1}$ with intensity $\frac{2\gamma \pi^{d/2}}{\Gamma(\frac{d}{2})}$. This case was considered in [14] and the case of fixed $\beta$ can be treated analogously.

In this article we focus from now on on the particularly interesting situation when $\nu$ is some fixed number. This covers, for example, the case of the typical ($\nu = 0$) cell and the zero-cell ($\nu = 1$) of the $\beta$-Delaunay tessellation. For simplicity we let $\beta$ be fixed as well.

**Corollary 4.3** (Cumulant bound, expectation and variance asymptotics for fixed model parameters). Fix $\nu \geq -1$, $\beta > -1$ and $\gamma > 0$. Then, as $d \to \infty$,
\[
\mathbb{E}Y_{\beta,\nu,d} = -d \log d + \frac{11 + 2\nu}{4} \log d + \frac{d}{2} - \log \gamma + O(1),
\]
\[
\text{Var} Y_{\beta,\nu,d} = \frac{1}{2} \log d + C_{\nu} + O(1/d),
\]
where
\[
C_{\nu} := -\frac{1}{2} \psi(\nu + 2) - \frac{\nu + 1}{2} \psi^{(1)}(\nu + 2) + \frac{1}{8} \psi^{(1)}\left(\frac{\nu+2}{2}\right),
\]
and the hidden constant in $O$-big notation only depends on $\nu$ and $\beta$. Moreover, for $d > \max(4,1-2\beta-\nu)$ and $m \geq 3$ we have that
\[
|c_m(Y_{\beta,\nu,d})| \leq \frac{16 + 2(\beta + 2)^{m-1})(m-1)!}{(\nu + 2)m^2} \leq \frac{18(\beta + 2)^{m-1}(m-1)!}{(\nu + 2)m^2}.
\]

### 4.3 Central limit theorem and moderate deviations

As was already mentioned above, based on cumulant bounds for the random variables $Y_{\beta,\nu,d}$ we can prove a number of probabilistic limit theorems for the logarithmic volume of the $\nu$-weighted typical cell $Z_{\beta,\nu}$ of the $\beta$-Delaunay tessellation.

For completeness, we recall the definition of a large and moderate deviation principle for a sequence of random variables. Given a sequence $(\mu_d)_{d \in \mathbb{N}}$ of probability measures on a topological space $E$, we say that it fulfills a large deviation principle with speed $a_d$ and (good) rate function $I : E \to [0; \infty]$, if $I$ is lower semi-continuous and has compact level sets, and if for every Borel set $B \subseteq E$ we have
\[
-\inf_{x \in \text{int}(B)} I(x) \leq \liminf_{d \to \infty} a_d^{-1} \log \mu_d(B) \leq \limsup_{d \to \infty} a_d^{-1} \log \mu_d(B) \leq -\inf_{x \in \text{cl}(B)} I(x),
\]
where $\text{int}(B)$ and $\text{cl}(B)$ stand for the interior and the closure of $B$, respectively. We say that a sequence $(X_d)_{d \in \mathbb{N}}$ of random variables satisfies a large deviations principle if the sequence of their distributions does. Moreover, if the rescaling $a_d$ lies between that of a law of large numbers and that of a distributional (often a central) limit theorem, we will say that a sequence $(X_d)_{d \in \mathbb{N}}$ satisfies a moderate deviations principle with speed $a_d$ and rate function $I$, see [7].

We consider the centred and normalized random variables
\[
\tilde{Y}_{\beta,\nu,d} := \frac{Y_{\beta,\nu,d} - \mathbb{E}Y_{\beta,\nu,d}}{\sqrt{\text{Var} Y_{\beta,\nu,d}}}
\]
and define
\[
\varepsilon_{\beta,\nu,d} := \frac{2(\beta + 2)}{(\nu + 2)\sqrt{\log d}}.
\]

In what follows we denote by $\Phi(\cdot)$ the distribution function of a standard Gaussian random variable.
Theorem 4.4 (Berry-Esseen bound and moderate deviations for the log-volume). Suppose that $\nu \geq -1$ and $\beta > -1$ are some fixed real numbers. Then the following assertions hold.

(i) There exists a constant $c \in (0, \infty)$ such that for all sufficiently large $d$,
$$
\sup_{y \in \mathbb{R}} |\mathbb{P} (\tilde{Y}_{\beta,\nu,d} \leq y) - \Phi(y)| \leq c \varepsilon_{\beta,\nu,d}. 
$$

(ii) Let $(a_d)_{d \in \mathbb{N}}$ be a sequence of positive real numbers such that
$$
\lim_{d \to \infty} a_d = \infty \quad \text{and} \quad \lim_{d \to \infty} a_d \varepsilon_{\beta,\nu,d} = 0.
$$
Then the sequence of random variables $(a_d^{-1}\tilde{Y}_{\beta,\nu,d})_{d \in \mathbb{N}}$ satisfies a moderate deviations principle on $\mathbb{R}$ with speed $a_d^2$ and rate function $I(x) = x^2/2$.

The proof of Theorem 4.4 relies on the following lemma, which summarizes some of the main findings of the method of cumulants for normal approximation. We refer the reader to the recent survey article [8] and the many references provided therein.

Lemma 4.5. Let $(X_d)_{d \in \mathbb{N}}$ be a sequence of random variables with $\mathbb{E}[X_d] = 0$ and $\text{Var}[X_d] = 1$ for all $d \in \mathbb{N}$. Suppose that, for all $m \in \mathbb{N}$, $m \geq 3$ and sufficiently large $n$,
$$
|c_m(X_d)| \leq \frac{(m!)^{1+\delta}}{(\Delta_d)^{m-2}} 
$$
with a constant $\delta \in [0, \infty)$ not depending on $d$ and constants $\Delta_d \in (0, \infty)$ that may depend on $d$. Then the following assertions are true.

(i) One has the Berry-Esseen bound
$$
\sup_{y \in \mathbb{R}} |\mathbb{P}(X_d \leq y) - \Phi(y)| \leq c(\Delta_d)^{-1/(1+2\delta)}
$$
with a constant $c \in (0, \infty)$ that only depends on $\delta$.

(ii) Let $(a_d)_{d \in \mathbb{N}}$ be a sequence of positive real numbers such that
$$
\lim_{d \to \infty} a_d = \infty \quad \text{and} \quad \lim_{d \to \infty} a_d \Delta_d^{-1+2\delta} = 0.
$$
Then $(a_d^{-1}X_d)_{d \in \mathbb{N}}$ satisfies a moderate deviations principle on $\mathbb{R}$ with speed $a_d^2$ and rate function $I(x) = \frac{x^2}{2}$.

Proof of Theorem 4.4. From the estimates in Corollary 4.3 we obtain
$$
|c_m(\tilde{Y}_{\beta,\nu,d})| = \frac{|c_m(Y_{\beta,\nu,d})|}{(\text{Var} Y_{\beta,\nu,d})^{m/2}} \leq \frac{36(\beta + 2)}{m! \sqrt{\log d}} m! \varepsilon_{\beta,\nu,d}^m \leq m! \varepsilon_{\beta,\nu,d}^m,
$$
for sufficiently large $d$. Thus, $\tilde{Y}_{\beta,\nu,d}$ satisfies condition (4.9) with $\delta = 0$ and $\Delta_d = \varepsilon_{\beta,\nu,d}^{-1}$ respectively. An application of Lemma 4.5 now completes the proof.
4.4 Mod-Gaussian convergence

In this subsection we investigate mod-\(\phi\) convergence of the logarithmic volume \(Y_{\beta,\nu,d}\) of the random simplex \(Z_{\beta,\nu}\), assuming, as at the end of the previous section, that the parameters \(\beta\) and \(\nu\) are fixed and the dimension \(d\) tends to infinity. The notion of mod-\(\phi\) convergence has been introduced and studied in the previous decade in [6, 20]. It is a powerful tool which leads to a whole collection of limit theorems including an extended version of the central limit theorem, a local limit theorem, precise moderate and large deviations and Cramér-Petrov type asymptotic expansions. For more references and a survey of the topic we refer the reader to [10]. We remark that some of the results established in the previous section will also follow once we have established mod-\(\phi\) convergence.

The main idea behind the concept of mod-\(\phi\) convergence of a sequence of random variables is to look for a suitable renormalization of their moment generating functions (considered on the complex plane \(\mathbb{C}\)). There are a several versions and we will consider the one from [10, Definition 1.1]. Let \((X_d)_{d \in \mathbb{N}}\) be a sequence of real-valued random variables, and let us denote by \(\varphi_d(z) = \mathbb{E}[e^{zX_d}]\) their moment generating functions, which are assumed to exist in a strip \(a < \text{Re } z < b\), assuming, as at the end of the previous section, that the parameters \(\beta, \nu\) are fixed.

Theorem 4.6 (Mod-Gaussian convergence of the log-volume). For fixed \(\nu \geq -1\) and \(\beta > -1\) define the sequence \((m_d)_{d \in \mathbb{N}}\) by

\[
m_d := \left(\frac{9}{4} + \frac{\nu}{2}\right) \log \left(\frac{d}{2}\right) - \frac{d + \nu + 2\beta}{2} - 1 + \log \left(\frac{\pi}{4\gamma}\right) - \frac{3(\beta + 1) \log d}{d + 2\beta + 1} - \log(d - 1)!. \]

Then, as \(d \to \infty\), the sequence of random variables \((Y_{\beta,\nu,d} - m_d)_{d \in \mathbb{N}}\) converges in the mod-Gaussian sense on the strip \(S_{(-\nu-1,\infty)}\) with parameters \(w_d = \frac{1}{2} \log \left(\frac{d}{2}\right) - 1\) and limiting function

\[
\psi(z) = \frac{G\left(\frac{\nu+2}{2}\right)}{G\left(\frac{\nu+2+\nu}{2}\right)} \frac{G\left(\frac{\nu+2}{2}\right)}{G\left(\frac{\nu+2+\nu}{2}\right)}.\]

Proof. Consider the moment generating function

\[
\varphi_d(z) := \mathbb{E}[\exp(zY_{\beta,\nu,d})] = \mathbb{E}[\text{Vol}(Z_{\beta,\nu})^z], \quad z \in \mathbb{C},
\]

satisfying the ‘initial’ condition \(G(1) = 1\).
of the random variable $Y_{\beta,\nu,d}$. Then by Lemma 2.5 we obtain the representation

$$
\log \varphi_d(z) := z \left[ \frac{d-1}{d + 2\beta + 1} \log \left( \frac{\sqrt{\pi} \Gamma \left( \frac{d+1}{2} + \beta + 1 \right)}{\Gamma \left( \frac{d}{2} + \beta + 1 \right)} \right) - \log (d-1)! \right] + S_d(z) + T_d(z),
$$

where

$$
S_d(z) := \log \prod_{i=1}^{d-1} \frac{\Gamma \left( \frac{i+\nu+s+1}{2} \right)}{\Gamma \left( \frac{i+\nu+1}{2} \right)},
$$

$$
T_d(z) := -\left( \log \Gamma \left( \frac{d(d + 2\beta) + \nu(d-1) + 1}{2} + \frac{z(d-1)}{2} \right) - \log \Gamma \left( \frac{d(d + 2\beta) + \nu(d-1) + 1}{2} \right) \right)
+ \left( \log \Gamma \left( \frac{d(d + \nu + 2\beta)}{2} + 1 + \frac{zd}{2} \right) - \log \Gamma \left( \frac{d(d + \nu + 2\beta)}{2} + 1 \right) \right)
+ \left( \log \Gamma \left( \frac{d + (\nu - 1)(d - 1)}{d + 2\beta + 1} + \frac{z(d-1)}{d + 2\beta + 1} \right) - \log \Gamma \left( d + \frac{(\nu - 1)(d - 1)}{d + 2\beta + 1} \right) \right)
- d \left( \log \Gamma \left( \frac{d + \nu + 2\beta}{2} + 1 + \frac{z}{2} \right) - \log \Gamma \left( \frac{d + \nu + 2\beta}{2} + 1 \right) \right).
$$

The first term $S_d(z)$ is independent of $\beta$ and was analysed already in [14]. In fact, from the proof of Theorem 5.2 in [14] we deduce that

$$
S_d(z) = \log \psi(z) + \frac{z}{2} \left( (\nu + d - \frac{1}{2}) \log \left( \frac{d-1}{2} \right) - d + 1 + \log(2\pi) \right) + \frac{z^2}{4} \log \left( \frac{d-1}{2} \right) + O \left( \frac{|z|^3}{d} \right),
$$

and using the Taylor expansion of the logarithm we conclude

$$
S_d(z) = \log \psi(z) + \frac{z}{2} \left( (\nu + d - \frac{1}{2}) \log \left( \frac{d}{2} \right) - d + \log(2\pi) \right) + \frac{z^2}{4} \log \left( \frac{d}{2} \right) + O \left( \frac{|z|^3}{d} \right). \quad \text{(4.10)}
$$

Let us now consider the second term $T_d(z)$. We will use the classical Binet’s formula for the logarithm of Gamma function [38, page 243]:

$$
\log \Gamma(z) = \left( z - \frac{1}{2} \right) \log z - z + \frac{1}{2} \log(2\pi) + \int_0^\infty \frac{e^{-tz}}{t} \left( \frac{1}{2} - \frac{1}{t} + \frac{1}{e^t - 1} \right) dt, \quad \text{Re} \ z \in (0, \infty),
$$

in particular

$$
\log \Gamma(z+y) - \log \Gamma(z) = \left( z - \frac{1}{2} \right) \log \left( 1 + \frac{y}{z} \right) + y \log(z+y) - y + \int_0^\infty \frac{e^{-tz}(e^{-ty} - 1)}{t} \left( \frac{1}{2} - \frac{1}{t} + \frac{1}{e^t - 1} \right) dt.
$$

Repeated application of this identity shows that $T_d(z)$ equals

$$
- \frac{(d-1)(d + \nu + 2\beta + 1) + 1 + 2\beta}{2} \log \left( 1 + \frac{z(d-1)}{(d-1)(d + \nu + 2\beta + 1) + 2 + 2\beta} \right)
- \frac{z(d-1)}{2} \log((d-1)(d + \nu + z + 2\beta + 1) + 2 + 2\beta) + \frac{zd}{2} \log(d(d + \nu + 2\beta + z) + 2) - \frac{zd}{2}(1 + \log 2)
+ \frac{d(d + \nu + 2\beta + 1)}{d + 2\beta + 1} \log \left( 1 + \frac{zd}{d(d + \nu + 2\beta + 2) + 2} \right) + \frac{zd}{2} \log(d(d + \nu + 2\beta + z) + 2)
- \frac{zd}{2}(1 + \log 2)
+ \frac{(d-1)(\nu + d + 1 + 2\beta) + 2\beta + 2}{d + 2\beta + 1} \log \left( 1 + \frac{z(d-1)}{(d-1)(\nu + d + 1 + 2\beta) + 2\beta + 2} \right)
+ \frac{zd}{2} \log(d(d + \nu + 2\beta + z) + 2)
- \frac{zd}{2}(1 + \log 2)
- \frac{zd}{2} \log(d + \nu + 2\beta + z + 2) + \frac{zd}{2}(1 + \log 2) + R_d(z),
$$
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\[ z \in S_{(-\nu,\infty)} \] we have that \( \Re z > -\nu - 1 \), showing that all exponents in the integral above are negative. Thus, \( R_d(z) = O\left(\frac{1}{d}\right) \). Further, using the Taylor expansion for the complex logarithm \( \log(1 + z) = z - \frac{z^2}{2} + O(|z|^3) \) we simplify \( T_d(z) \) as follows:

\[
T_d(z) = \frac{z}{2} \left( (d - 1) \log 2 + \frac{4(\beta + 1)}{d + 2\beta + 1} \right) + \frac{z^2}{4} - \frac{z(d - 1)}{2} \left( \log(d - 1) + \log(d + \nu + z + 2\beta + 1) \right) \\
+ \frac{zd}{2} \left( \log d + \log(d + \nu + 2\beta + z) - \frac{zd}{2} \log d + \nu + 2\beta + z + 2 \right) \\
+ \frac{z(d - 1)}{d + 2\beta + 1} \left( \log(d - 1) + \log(\nu + d + 1 + 2\beta + z) - \log(d + 2\beta + 1) \right) + O\left(\frac{1 + |z|^3}{d}\right)
\]

Next, employing the asymptotic behaviour of the logarithm of the gamma function (4.1) and the Taylor approximation of the logarithm we get

\[
\log \left( \frac{\Gamma\left(\frac{d+1}{2} + \beta + 1\right)}{\Gamma\left(\frac{d}{2} + \beta + 1\right)} \right) = \log \left( \frac{d}{2} \right) + O(1/d).
\]

Finally, combining this with (4.10) we obtain

\[
\log \varphi_d(z) = z \left( \left( \frac{9}{4} + \frac{\nu}{2} \right) \log \left( \frac{d}{2} \right) - \frac{d + \nu + 2\beta}{2} - 1 + \log \left( \frac{\pi}{4\gamma} \right) - \frac{3(\beta + 1) \log d}{d + 2\beta + 1} - \log(d - 1)! \right) \\
+ \log \psi(z) + \frac{z^2}{4} \left( \log \left( \frac{d}{2} \right) - 2 \right) + O\left(\frac{1 + |z|^3}{d}\right),
\]

which finishes the proof of the theorem.

\[ \Box \]

### 4.5 Large deviation principle

In this subsection we complete the investigation of the high-dimensional probabilistic limit theorems for the random variables \( Y_{\beta,\nu,d} \) by establishing the large deviation principle for fixed \( \beta \) and \( \nu \), as \( d \to \infty \).
Theorem 4.7 (Large deviations for the log-volume). For fixed \( \nu \geq -1 \) and \( \beta > -1 \) the sequence of random variables
\[
\left( \frac{2}{\log \left( \frac{d}{2} \right)} (Y_{\beta,\nu,d} - \mathbb{E}Y_{\beta,\nu,d}) \right)_{d \in \mathbb{N}}
\]
satisfies a large deviations principle on \( \mathbb{R} \) with speed \( \frac{1}{2} \log \left( \frac{d}{2} \right) \) and good rate function \( I(x) = \frac{x^2}{2} \).

Our proof of this result will rely on the Gärtner-Ellis theorem, see [7, Section 2.3]. Although this is a standard tool in the large deviations theory, we reformulate a version of it in order to keep our presentation self-contained.

Lemma 4.8 (Gärtner-Ellis theorem). Consider a sequence of random variables \((X_d)_{d \in \mathbb{N}}\) in \( \mathbb{R} \) with logarithmic moment generating functions \( \Lambda_d(t) := \log \mathbb{E} e^{tX_d}, \ t \in \mathbb{R} \). Let \((a_d)_{d \in \mathbb{N}}\) be a positive sequence such that \( a_d \to \infty \), as \( d \to \infty \). Assume that for each \( t \in \mathbb{R} \) the limit
\[
\Lambda(t) := \lim_{d \to \infty} \frac{1}{a_d} \Lambda_d(a_d t),
\]
exists as an extended real number. Also assume that \( D_{\Lambda} := \{ t \in \mathbb{R} : \Lambda(t) < \infty \} = \mathbb{R} \) and that \( \Lambda \) is differentiable on \( D_{\Lambda} \). Then the sequence of random variables \( X_d \) satisfies large deviations principle with speed \( a_d \) and rate function \( I(x) = \sup_{t \in \mathbb{R}} [xt - \Lambda(t)] \), the Legendre-Fenchel transform of \( \Lambda \).

Proof of Theorem 4.7. As in the proof of Theorem 4.6 we denote by \( \varphi_d(z) \) the moment generating function of the random variable \( Y_{\beta,\nu,d} \). Then the moment generating function \( \tilde{\varphi}_d(z) \) of the random variable \( \frac{2}{\log \left( \frac{d}{2} \right)} (Y_{\beta,\nu,d} - \mathbb{E}Y_{\beta,\nu,d}) \) satisfies
\[
\log \tilde{\varphi}_d \left( \frac{t}{2} \log \left( \frac{d}{2} \right) \right) = \log \varphi_d(t) - z\mathbb{E}Y_{\beta,\nu,d}.
\]
Using the asymptotic representation (4.11) for the function \( \log \varphi_d(t) \) together with Stirling’s formula (4.2) and Corollary 4.3 we conclude
\[
\lim_{d \to \infty} \frac{2}{\log \left( \frac{d}{2} \right)} \log \tilde{\varphi}_d \left( \frac{t}{2} \log \left( \frac{d}{2} \right) \right) = \frac{t^2}{2}.
\]
Since the Legendre-Fenchel transform \( I(x) \) of the function \( t \mapsto t^2/2 \) is \( x^2/2 \) the claim follows from the Gärtner-Ellis theorem. \( \square \)

Remark 4.9. The similar theorem has been obtained in [14, Theorem 5.3] for the case when \( \beta = -1 \) or, in other words, for the \( \nu \)-weighted typical cell of Poisson-Delaunay tessellation. We would like to mention here that the formulation of Theorem 5.3 in [14] contains a typo. In fact, the rescaling by the factor \( 2/\log(n/2) \) is missing, although it is present in the proof.
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