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Abstract. Individual insurance purchase prediction can help effectively and accurately advertise to maximize sales. Most current insurance purchase prediction model only considers whether a customer will buy certain insurance. In this way, the prediction will be time-consuming with the rapid growth of the number of insurance products. In order to provide more effective and efficient marketing methods for insurance companies, this work proposes a K-Partition Ensemble Multi-Label classification model to predict the customer’s possible future insurance purchase. First, by transforming the insurance purchase prediction problem into a multi-label classification problem, the balance between features and labels of data division in the insurance purchasing dataset is explored. Second, a k-partition ensemble multi-label classification model is introduced, where each distinct label constitutes in the training set as a new category of a single-label classification task, and the random forest is used for multi-class classification. The empirical test is carried out using the Insurance Company Case data from CoIL Challenge 2000. We find prediction classifiers perform the best when the number of labels is around 20. Empirical evidence indicates that our model manages to improve substantially over other 3 classical multi-label classification algorithms with relatively little time, especially in domains with a large number of labels. The research results also provide a new idea and useful reference for the application in specific fields construction of data models based on the multi-label evaluation.
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1. Introduction
To find more potential customers for increasing sales, Insurance Purchasing Prediction (IPP) is necessary for insurance companies. Individual IPP helps effectively and accurately advertise to constantly attract new customers buying different products. Many methods have been used in IPP so far. With various commercial issues generating a large amount of data in different activities, the superiority of data-driven analysis methods promotes the application of machine learning in insurance purchase prediction [1].

At present, many prediction methods only consider whether the user will buy certain insurance [2]. However, in the actual process of product promotion, the policy of identifying potential purchasers is to take out many kinds of products for analysis and select certain products suitable for customers. This requires the prediction of whether a client will purchase multiple products. To improve sales
efficiency, more products are supposed to be considered at once. Such a prediction problem is a multi-label classification problem.

The multi-label classification problem appears in many fields, such as video or image annotation [3, 4], multi-label text classification [5] and music genre classification [6]. The common challenges in solving this classification problem are 1) calculation efficiency, 2) prediction accuracy, and 3) evaluation reliability. As the number of labels increases, the number of possible label combinations grows exponentially, resulting in the overfitting of classifiers and much longer computation time. For example, for a dataset with 20 labels, the number of possible label combinations will exceed one million (i.e. $2^{20}$). The key problem of multi-label data prediction is its huge output space size. Specifically, for the multi-label classification problem of IPP, new challenges have emerged, including 1) difficulty in obtaining the product retaining data as features, 2) inaccurate predictions caused by fewer features, and 3) low calculation efficiency when considering multiple labels. What’s more, the number of predicted labels will lead to various results. To choose the proper number of features and labels, we transform the original insurance data into different datasets with different numbers of labels. We try to find the balance between the number of features and that of labels in multi-label classification for a more efficient and accurate model.

Currently, the main methods for multi-label classification are Problem Transformation (PT). PT aims to transform a multi-label classification problem into one multi-class classification or a set of single-label classification. It uses the existing single-label classification method to solve the problem [7]. PT includes Binary Relevance (BR) [8], Classifier Chain (CC) [9] and Label Powerset (LP) [10]. Among them, the BR and CC algorithm takes full advantage of high-performance traditional single-label classifiers. CC algorithm also regards the labels as features in turn according to the "Bayesian chain rules". However, these two methods will lead to higher computational costs when the label space is large. LP algorithm treats each unique label constitution existing in the multi-label training set as one label category of the new single-class classification. However, the multi-class classification cannot predict new label combinations and its accuracy is not high.

Selecting a classifier for a multi-label problem requires two considerations: performance and efficiency. This article comprehensively considers the above two points. Referring to the RAKEL [11] algorithm, we make the ensemble of RF and partition representation and proposes a K-Partition Ensemble Multi-Label (KPEML) algorithm for multi-label classification. Firstly, the problem is decomposed into sub-problems between labels to improve generalization quality. Secondly, the model considers each distinct combination of labels that exist in the training set as a different class value of a single-label classification task. And finally, a bagging method, random forest, is carried out for multi-class classification. In experiments, by comparing the KPEML algorithm with other algorithms, the results show that our proposal not only beats the compared methods over most measures on Insurance Company Case datasets but also enjoys relatively little calculation time.

2. Background

One of the improved bagging algorithms, Random Forest (RF) is a classifier using multiple decision trees to train and predict samples [12]. It greatly boosts the performance in the final model at the expense of a small increase in bias and some loss of interpretability [13]. In the RF model, S new datasets are obtained after randomly selecting S times from the original dataset. The decision tree algorithm is applied to each dataset to obtain S classifiers, then the category with the most votes in the classifier's voting results is selected as the final classification result. RF provides better fit for the estimation and validation sample in majority single-label classification problems [14, 15]. It has been widely used in practical applications due to its excellent classification results. That’s why we choose RF as our base classifier.

In this paper, we compare our model with three typical PT methods, BR, CC, and LP. Among them, the BR algorithm converts a multi-label dataset into L single-label datasets and carries out L classifiers separately. Each L classifier corresponds to an original label. Although it is designed to take full advantage of high-performance traditional single-label classifiers, it will lead to higher
computational costs when the label space is large. Considering the relationship between neighbor labels, CC regards the labels as features in turn. The n-th classification is performed taking into account the output of the last n-1 classifications. The subsequent binary classifiers in the chain are built upon the predictions of preceding ones according to the "Bayesian chain rules". It also converts a multi-label dataset into L single-label datasets which is the same as BR. LP treats each unique label constitution existing in the multi-label training set as the label category of the new single-label multi-class classification. However, the multi-class classification is challenged by a large number of labels and training examples. It cannot predict new label combinations and its accuracy is not high.

3. K-partition ensemble multi-label algorithm

We present the IPP problem as a multi-label model. In the d-dimensional feature space, given the input dataset \( X \subseteq \mathbb{R}^d \) including all customers’ related information, \( x = \{x_1, x_2, ..., x_d\} \in X \) represents a sample, where \( x_i \) represents the i-th dimension feature of sample \( x \). \( L = \{l_1, l_2, ..., l_q\} \) represents a label set with q possible class labels, which represents whether various insurances are purchased, and \( q \) is the number of labels. Thus, the multi-label data set can be defined as

\[
D = \{(x, Y)|x \in X, Y \subseteq L\}
\]

where \( Y = \{y_1, y_2, ..., y_m\} \) is the subset of labels corresponding to the sample \( x \), which represents the insurance group purchased by a customer.

3.1. K-partition with labels

As most of the labels are very infrequent in the samples, it is a good way to combine some labels together so that there are fewer new labels remaining. We can reduce the running time by transforming the multi-label problem into a multi-class classification problem as an LP algorithm. However, it cannot predict new label combinations out of training set, and the results of it are not satisfied with low generalization performance. To solve this problem, we divide the labels randomly into partitions first. Through partitioning, each partition is only \( 1/k \) of the original labels. Thus, it greatly decreases the number of possible label combinations.

In each partition, it considers each unique set of labels that exists in a multi-label training set as one of the classes of a new single-label classification task. We obtain the label combination as a new label category. Each classifier is trained using a different small random subset of the set of labels. Then we find all label combinations mode and outputs the most probable class, which actually represents a set of labels.

By dividing the labels into k partitions, it transforms the multi-label problem into an easier single-label learning problem to deal with. What’s more, the new single-label dataset is more balanced in its multi-class.

3.2. K-partition ensemble multi-label classification model

Comprehensively considering both efficiency and performance of the multi-label classifier, we make the ensemble of partition representation and RF algorithm and proposes K-Partition Ensemble Multi-Label (KPEML) classification algorithm. First of all, the model randomly divides a large set of labels into a number of small-sized label partitions. Secondly, for each of the label partitions, find unique label combinations in partition i, and treat them as the category of single-label multi-class classification. Finally, a multi-label classifier is trained and then the multi-class model is newly-built, by which the most similar label combination is found as its prediction. The overall procedures of KPEML are shown in Figure 1.
The overall process of k-partition and transforming the problem is as follows:

1. Dividing all of the labels into partitions randomly. Each partition represents a smaller multi-label sub-problem.
2. Training a sample of the base RF classifier for each label space subset in the partition.
3. A ranking of the labels is produced by averaging the 0-1 predictions of each model per considered label. Predicting the result with each of the sub-classifiers and returning the sum of their results.

The space complexity of the traditional single-label algorithm is $O(n^l)$, where $n$ denotes the number of samples and $l$ presents the number of labels. While the space complexity of the multi-label algorithm is $O(ln)$. We can see from the space complexity expressions that, as the number of labels increases, the complexity will become lower. The computational complexity of LP depends on the computational complexity of the underlying single-label classification algorithm concerning the number of examples and the number of classes. The computational complexity KPEML will be less than $k$ times that of LP.

**4. Experiment**

**4.1. Data description**

The dataset we use in the article comes from the CoIL 2000 Challenge with information about insurance company customers [16]. The data contains 86 variables, including product usage data and socio-demographic data. The last 43 variables represent whether a client buys certain insurance or not, which can be treated as labels.

Modeling the insurance purchase problem to machine learning problems. Each row in the dataset represents a sample of the client. Each column represents a customer’s personal information socio-demographic and purchase history feature. Choose several issues of insurance purchasing as labels, then the model can be treated as multi-label classification.

There are $q$ features directly related to insurance purchasing in the datasets $\{l_1, ..., l_q\}$. Firstly, we choose the last two features $\{l_{q-1}, l_q\}$ as labels and others as features. And during the next time, the last third feature is added into the label set $\{l_{q-2}, l_{q-1}, l_q\}$, and so on. The selected $m$ labels form a new collection $\{l_m, ..., l_q\}$. Whether to purchase other insurance or not is used as features of the datasets along with users’ personal information socio-demographic data. Then we divide each label set into $k$ partition. In each partition, the multi-label problem is transformed to a single-label multi-class classification model. RF is used as a classifier to predict the value of each label. The process described above is shown in Figure 2.
Figure 2. The process of data division.

In the dataset, we set the value to 1 as long as a client buys one insurance product, no matter how many he buys. We count the same 1 or 0 value in the last 43 columns. The mode similarity matrix of insurance purchase is shown in Figure 3. If we find the status of two labels always the same or the opposite, there may be a great possibility of suspecting a connection between them. It’s beneficial for LP to determine the multi-class category.

Figure 3. The mode similarity matrix of insurance purchase.

The color of labels heat-map is light universally, which suggests there may be some label combination patterns.

4.2. Evaluation and comparison of different dataset structure

The platform in this experiment is Mac OS, 2.3 GHz Intel Core, 8 GB CPU. The development environment is python 3.7. We use RF as the base classifiers of the BR, CC, and LP these three multi-label classifiers for fair. In the RF model, the number of trees, max-depth, min samples split is tested with the grid search method and all other parameters are left as default, such as max_features (default is auto), min_samples_split (default is 2) and min_samples_leaf (default is 1). In all 4 models, we set 100 decision trees in a forest and use the value of Entropy to calculate properties and select the most appropriate node. Each experiment will be performed 10 times and we calculate the average and standard deviation.

According to the basis of measurement, there are two major evaluation methods for multi-label classification. The example-based evaluation method calculates the average difference between the actual label set and the predicted label set. The label-based evaluation method divides the evaluation process into individual evaluations for each label and calculates their average. Among them, example-based evaluation includes subset Accuracy, hamming Loss, accuracy, precision, recall, and
The label-based evaluation includes accuracyMacro, accuracyMicro, precisionMacro, precisionMicro, recallMacro, recallMicro, fbetaMacro, and fbetaMicro. These standards measure performance in different aspects.

Confusion matrix is the basis of the evaluation variables. It counts the number of positive and negative sample data in each type of real and prediction results. TP (True Positive) indicates that a customer who has purchased an insurance product is predicted to buy. TN (True Negative) represents a customer who did not purchase an insurance product is predicted not to buy. FP (False Positive) indicates that a customer who did not buy an insurance product is predicted that he would buy. FN (False Negative) indicates that a customer who did not buy it is predicted that they. In specific, accuracy calculation can be modified as follows:

\[
\text{Accuracy}(TP_j, FP_j, TN_j, FN_j) = \frac{FP_j + TN_j}{TP_j + FP_j + TN_j + FN_j}
\] (1)

Hamming loss of the model can be modified as follows:

\[
hloss(h) = \frac{1}{p} \sum_{i=1}^{q} \frac{1}{q} |h(x_i)\Delta Y_i|
\] (2)

The precision of the model can be modified as follows:

\[
\text{Precision}(TP_j, FP_j, TN_j, FN_j) = \frac{TP_j}{TP_j + FP_j}
\] (3)

Recall of the model can be modified as follows:

\[
\text{Recall}(TP_j, FP_j, TN_j, FN_j) = \frac{TP_j}{TP_j + FN_j}
\] (4)

In the following experiments, reciprocal 2-43 features are taking respectively as labels for experiments. We performed ten experiments on each algorithm. Record the average measurements and standard deviations of 10 testing experiments for comparative studies. The 14 evaluation indicators of subset accuracy, hamming loss, accuracy, precision, recall, f1 score, accuracy Macro, accuracy Micro, precision Macro, precision Micro, recall Macro, recall Micro, f1 Macro and f1 Micro are used as the evaluation criteria for the experimental results. The experimental results of BR, CC, LP, and KPEML are shown respectively in Figure 4, Figure 5, Figure 6, and Figure 7.
The overall results of the four methods are roughly the same. All evaluation reached their peak when the number of labels is between 18 and 21. Then macro f1 score, macro recall, and macro precision started to decline. This is because the macro score is the average of n scores, which is heavily influenced by the small number of samples. When the number of labels is 26, the evaluation results of all evaluation indicators begin to decline except for hamming loss. We found that when the
number of multi-label is about 20, the insurance purchasing data set of the CoIL 2000 Challenge achieves the best results.

To compare the efficiency of the algorithms, the execution times of BR, CC, LP and KPEML algorithms are shown in Figure 8. It can be found that as the number of labels increases, the running time of algorithms is generally getting longer. Among the four algorithms, BR and CC have the longest running time. This is because BR is calculated as a single-label each time. CC has to add a label as a feature to the training each time. These two algorithms will calculate \( l \) times, where \( l \) is the number of labels. As a multi-class classification of problem transformation, LP has the shortest running time. For KPEML method considers label correlation and divide the labels, it takes a little longer time than LP. However, compared with BR and CC algorithms, KPEML takes less time.

![Figure 8. Running time of 4 algorithms.](image)

To compare the results of KPEML with BR, CC and LP classifiers, Table 1 shows the accuracy, hamming loss, precision, recall, and f1 score of four multi-label classification algorithm training with 20 labels. The smaller the value of the hamming loss the better. While the larger the value of other evaluation indexes the better. Among the five evaluation indicators, KPEML achieved the best value in all three indicators. The last column reports the average results ranking of 4 algorithms. KPEML results have the highest average ranking, with 1.4. BR is second, with an average rank of 2.2. However, BR runs the longest.

|                | accuracy    | h-loss | precision  | recall       | f1_score     | rank |
|----------------|-------------|--------|------------|--------------|--------------|------|
| BR             | 0.919±0.0012| 0.004  | 0.837±0.0008| 0.8569±0.0005| 0.843±0.0011 | 2    |
| CC             | 0.912±0.0009| 0.004  | 0.856±0.0007| 0.8402±0     | 0.848±0.0003 | 2.2  |
| LP             | 0.858±0.0031| 0.008  | 0.85±0.0007 | 0.8121±0.0011| 0.831±0.0007 | 3.8  |
| KPEML          | 0.915±0.0023| 0.004  | 0.857±0.0014| 0.8408±0.0014| 0.849±0.0014 | 1.4  |

4.3. Effect of k-partition size on experimental results

Based on the previous experiment, the result is the best when the number of labels is 20. The first 64 columns of the data set are sample features, and the last 20 columns are the predicted labels. We then conduct the experiment by changing the value of \( k \). The experimental accuracy and the running time are shown in Figure 9 and Figure 10, respectively. Through the experiments, we found that the smaller the k-partition, the higher the accuracy value that is finally predicted, but the longer it will take. When \( k = 5 \), the accuracy reaches a relatively high level with the relatively short time required, which is consistent with the selection of \( k = 5 \) in previous experiments.
5. Conclusions
Insurance purchase prediction is supposed to consider products as many as possible to improve sales efficiency. In order to better solve the insurance purchase problem, this paper proposes a k-partition ensemble multi-label classifier by transforming the problem into a multi-label classification problem. Besides, this paper explores the relationship between features and the number of labels in multi-label evaluation problems and solves the problem of dataset construction in actual insurance purchasing. Through the k-partition method and the ensemble with RF, the efficiency and prediction results of multi-label classification are further improved. The feasibility and effectiveness of the method are verified with actual cases with real insurance purchasing background. Intelligently solve the problem of minimizing the number of features and maximizing the number of labels, and provide a reference for the construction of data sets for practical applications in specific fields. In theory, we explore the balance between features and labels. In practice, we solve the problem of data analysis and multi-label application in practical insurance purchase prediction problems and find a classification method equipped with both highest efficiency and better results. It achieved relatively the high performance in 43 differently divided datasets. The running time is reduced and the calculation efficiency is greatly improved as well, which ultimately ensures the implementation of actual production and living tasks and the improvement of work efficiency.
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