Structural properties and average tapping time on scale-free graphs with smallest diameter
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Abstract: In this paper, we propose a class of graphs \(G^\ast(m, t)\) and first study some structural properties, such as, average degree, on them. The results show that (1) graphs \(G^\ast(m, t)\) have density feature because of their average degrees proportional to time step \(t\) not to a constant in the large graph size limit, (2) graphs \(G^\ast(m, t)\) obey the power-law distribution with exponent equal to 2, which is rarely found in most previous scale-free models, (3) graphs \(G^\ast(m, t)\) display small-world property in terms of ultra-small diameter and higher clustering coefficient, and (4) graphs \(G^\ast(m, t)\) possess disassortative structure with respect to Pearson correlation coefficient smaller than zero. In addition, we consider the trapping problem on the proposed graphs \(G^\ast(m, t)\) and then find that they all have more optimal trapping efficiency by means of their own average trapping time achieving the theoretical lower bound, a phenomenon that is seldom observed in existing scale-free models. We conduct extensive simulations that are consistent with our theoretical analysis.
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The past two decades have witnessed an upsurge of complex network study\textsuperscript{[1]-[5]}. One of significant reasons for this is that various complex systems, both synthetic and real-world, can be naturally represented as complex networks, for instance, the World Wide Web, protein-protein interaction network, metabolic network, as well as friendship network, and so forth\textsuperscript{[1]}. In general, the underlying structure of a complex network is a graph, denoted by \(G(V, E)\) in this paper. Here, symbol \(V\) is vertex set and \(E\) represents edge set, and then \(|V|\) denotes vertex number of graph \(G(V, E)\), also called the order of graph, and \(|E|\) is the total number of edges in graph \(G(V, E)\), also defined as size of graph. At the same time, all graphs discussed in this paper are simple and connected, i.e., no loops and multi-edges. Hereafter, the terms network and graph will be used indistinctly.

A large number of empirical observations on complex networks in the last have shown that there are many interesting properties popularly found in various networks, such as, small-world phenomena\textsuperscript{[6]} and scale-free feature\textsuperscript{[7]}. Since then, in order to better understand these properties, numerous networked models have been developed. As such, this further triggers the research of graphs themselves.

There are two main directions in graph research at present. The one is to study some structural properties on graph, for example, diameter and clustering coefficient (defined in detail later). Here, in the jargon of graph theory, diameter of a graph \(G(V, E)\), denoted by \(D\), is the maximum over distances

---
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of all possible vertex pairs. For a pair of vertices \( u \) and \( v \), distance between them, denoted by \( d_{uv} \), is the edge number of any shortest path joining vertex \( u \) and \( v \). As known, graph with diameter equal to one must be the complete one. The structural properties related to the complete graph have been well studied over the past decades mainly because of their own specific structure. Interested reader can refer to [8] for more detail. On the other hand, for a graph with diameter 2, some commonly-focused structural properties will be significantly different from that of the complete graph with the same vertex set as will be shown shortly. Motivated by this, in this paper, we will generate a class of graphs with diameter exactly equivalent to 2 and then study many other structural properties including degree distribution on them. Meanwhile, we precisely determine some closed-form solutions of quantities corresponding to those structural properties. One of them is that our graphs have scale-free feature because their degree distribution follow power-law with exponent 2 in form, which is rare in the context of complex network.

The other is to learn about dynamics taking placing on graphs, such as, random walks [9], percolation phase transition [10] and synchronization [11], and understand how the underlying structure of graph affects the dynamical behavior under consideration. To make further progress, this can in turn serve as instruments for designing more available graphs. Here, we focus mainly on a special kind of random walks, i.e., the trapping problem, on the proposed graph of great interest, at least, with diameter 2. As above, by using a quantity, average trapping time (ATT) (defined in detail later), related to the trapping problem, we compare the exact solution to ATT on our graph to that of complete graph and find that there are remarkable difference between them. In another words, a slight change of diameter results in a tremendous influence on determining formulas of ATT. For example, when placing traps at some vertices of our scale-free graph, the analytical value for ATT can be asymptotically equal to 1. Meantime, such an assignment of traps uncovers a unique maximum independent set on our graph. This reveals that it is considerably necessary to probe the nature of some interesting graphs like models introduced herein.

The rest of this paper is organized as follows. In Section 2, we provide a generative framework for constructing graphs with diameter 2. Next, we study some structural properties on the proposed graphs and exactly derive the solutions corresponding to some related parameters in Section 3. Following the preceding section, the goal of Section 4 is to consider the trapping problem on the presented graphs and determine closed-form formula for average trapping time. Finally, we conclude our work in Section 5.

1 Construction

This section aims to provide a framework for generating graph \( G^*(m, t) \). As will be stated shortly, the candidate graph \( G^*(m, t) \) is in fact built up upon a hierarchical graph \( G(m, t) \) in our prior work [12]. First, let us construct graph \( G(m, t) \) in an iterative manner.

- At \( t = 0 \), the initial graph \( G(m, 0) \) is a star graph with \( m \) (\( \geq 2 \)) leaf vertices, as illustrated in the top-left panel of Fig.1.

- At \( t = 1 \), the young graph \( G(m, 1) \) is generated by connecting a new vertex to each leaf vertex in number \( m \) of graphs \( G_i(m, 0) \) (\( i = 1, 2, \ldots, m \)) that are in essence duplications of graph \( G(m, 0) \). Such a process is depicted in the left-most panel in line 2 of Fig.1. For convenience, let that newly added vertex be at the layer 0 of graph \( G(m, 1) \), all the centers from number \( m \) of duplications \( G_i(m, 0) \) at the layer 1 and the remaining of vertices in graph \( G(m, 1) \) at the layer 2. After adopting such a rearrangement of vertices in graph \( G(m, 1) \), the hierarchical structure can be easily observed.

- At \( t \geq 2 \), the newborn graph \( G(m, t) \) can be obtained from the preceding graph \( G(m, t - 1) \) in a similar manner as in the second time step. Additionally, the only adjustment is to let the label of layer in graph \( G(m, t - 1) \) increase by a factor 1.
The diagram of the first three generations of graphs $G(m, t)$ and $G^*(m, t)$ where parameter $m$ equals 2.

The procedure above can be implemented iteratively until one anticipated graph $G(m, t)$ is obtained. After that, our graph $G^*(m, t)$, the object discussed in this paper, may be established in an additional manipulation.

- For a graph $G(m, t)$ ($t \geq 1$), the corresponding graph $G^*(m, t)$ is constructed from graph $G(m, t)$ by connecting that vertex at the layer 0 to each vertex at the layer $i$ ($1 \leq i \leq t$). An illustrative example is shown in the bottom-right panel of Fig.1. Hereafter, that vertex at the layer 0 in graph $G^*(m, t)$ is regarded as the hub, denoted by $H(t)$, since it has the greatest degree.

Obviously, the diameter of graph $G^*(m, t)$ is exactly equal to 2. And then, according to the hierarchial structure, the order $|V^*_{m}(t)|$ and size $|E^*_{m}(t)|$ of graph $G^*(m, t)$ follow

$$|V^*_{m}(t)| = |V_{m}(t)| = m|V_{m}(t-1)| + 1,$$

$$|E^*_{m}(t)| = |E_{m}(t)| + \frac{m^{t+1} - m}{m - 1}, \quad |E_{m}(t)| = m|E_{m}(t-1)| + m^{t+1},$$

where $|V_{m}(t)|$ and $|E_{m}(t)|$ denote, respectively, the order and size of graph $G(m, t)$. Using the initial conditions $|V_{m}(0)| = m + 1$ and $|E_{m}(0)| = m$, the precise formulas of $|V^*_{m}(t)|$ and $|E^*_{m}(t)|$ can be derived in a recursive fashion, as follows

$$|V^*_{m}(t)| = \frac{m^{t+2} - 1}{m - 1}, \quad |E^*_{m}(t)| = \frac{(t + 1)m^{t+2} - t \times m^{t+1} - m}{m - 1}.$$ (2)

So far, we have accomplished the generative construction of graph $G^*(m, t)$. In the following, as tried in the context of complex networked models [13]-[16], some commonly studied structural parameters on graph $G^*(m, t)$ will be considered in more detail, such as average degree. Besides that, a specific type of discrete-time unbiased random walks, namely, the trapping problem, is also studied on graph $G^*(m, t)$ and we then precisely calculate the solution to average trapping time, an important quantity that is closely related to the trapping problem.
2 Structural properties

It is convention to understand the topological structure of a deterministic graph \( G(V,E) \) in question by studying some structural parameters of considerable interest. Some of them, for instance, average degree, can be precisely calculated by means of some simple arithmetics. In this section, we will focus mainly on determining several structural parameters, for instance, average degree, vertex degree distribution, clustering coefficient and Pearson correlation coefficient, of graph \( G^*(m,t) \) built.

2.1 Average degree

Mathematically, the average degree \( \langle k \rangle \) of a given graph \( G(V,E) \) can be defined as the ratio of the summation over degrees \( k_i \) of all vertices in graph \( G(V,E) \) and the order \( |V| \), namely,

\[
\langle k \rangle = \frac{\sum_{i \in V} k_i}{|V|} = \frac{2|E|}{|V|}.
\]  

(3)

In the study of complex networks, the average degree is a simple yet useful measure that indicates whether a network is sparse or not. Roundly speaking, in the limit of large graph size, a graph \( G(V,E) \) is considered sparse if its average degree is approximately equivalent to an invariable. Otherwise, it is dense. By definition, we can have the following proposition

**Proposition 1** The average degree \( \langle k^*(m;t) \rangle \) of the proposed graph \( G^*(m,t) \) is given by

\[
\langle k^*(m;t) \rangle = \mathcal{O}\left(\left(2 - \frac{1}{m}\right)t\right),
\]

(4)

which is a variable varying linearly with time step \( t \), suggesting that graph \( G^*(m,t) \) has density feature.

**Proof** Inserting the results from Eq.(2) into Eq.(3) outputs

\[
\langle k^*(m;t) \rangle = \frac{2(t+1)mt^2 - t \times mt + 1}{mt+1 - 1} \approx 2(t+1) - \frac{1}{m}t.
\]

(5)

This completes the proof of Proposition 1.

As opposed to some previous graphs in \[13, 17\], graph \( G^*(m,t) \) shows density feature. So, such a structural property can be viewed as one virtue of our graph \( G^*(m,t) \). It is worth noting that the novel generation way mentioned in Section 2 leads graph \( G^*(m,t) \) to be dense. Besides that, the graph \( G^*(m,t) \) itself has many other interesting features in comparison with graphs in \[18, 19\] as will be reported shortly.

2.2 Degree distribution

In the last, as one fundamental structure feature related to a graph \( G(V,E) \), degree sequence has been widely studied in various scientific community \[8\], especially in graph theory. In the jargon of graph theory, the degree sequence of a graph \( G(V,E) \) consisting of vertices \( v_1, v_2, \ldots, v_{|V|} \) can defined as \( (k_1, k_2, \ldots, k_{|V|}) \). Apparently, this is a set of discrete values. It is well known that for a given graph \( G(V,E) \), the degree sequence can be equivalent to the degree distribution. Here, the probability for at random choosing a vertex with degree \( k_j \) in graph \( G(V,E) \) is defined to be

\[
P(k_j) = \frac{N_{k_j}}{|V|}
\]
where $N_{k_j}$ is the total number of vertices whose degrees are exactly equal to $k_j$.

Indeed, such a convenient transformation from degree sequence into degree distribution has helped us to uncover some fundamental properties on a large number of graphs, for example, the degree distribution of ER-graph obeys Poisson one in form, implying that the degrees of a great body of vertices are close to that average value $\sum_{k=k_{\text{min}}}^{k_{\text{max}}} k P(k)$ [2]. In addition, in the past two decades, a lot of empirical observations on complex networks have shown that most networks follow the power-law degree distribution $P(k_j) \sim k_j^{-\gamma}, \ 2 < \gamma \leq 3$

meaning that a small fraction of vertices possess a large fraction of connections. Graphs of such type always exhibit heterogeneous structure significantly distinct from the underlying structure of ER-graph mentioned above.

In what follows, we will determine which type of degree distribution the presented graph $G^*(m,t)$ obeys. Before starting our calculations, we need to introduce the accumulate degree distribution, a well-used technique that is suitable to calculating degree distribution of deterministic graph $G(V,E)$,

$$P_{\text{cum}}(k_j) = \frac{\sum_{k \geq k_j} N_k}{|V|}$$  \hspace{0.5cm} (6)

where $N_k$ has the same definition as above.

**Proposition 2** In an overwhelm range, the degree distribution of graph $G^*(m,t)$ follows

$$P(k) \sim k^{-\gamma}, \ \gamma = 2.$$  \hspace{0.5cm} (7)

**Proof** This suffices to divide all the vertices of graph $G^*(m,t)$ into different classes according to vertex degree in order to consolidate Proposition 2. Taking into consideration the development of graph $G^*(m,t)$, we can capture a list as below

\[
\begin{array}{cccccccc}
 k_m(t_i, t) & \frac{m^{t+1}-1}{m-1} & m^t + 1 & \ldots & m^{t_i} + 1 & \ldots & m^2 + 1 & m + 1 & t + 1 \\
 N_m(t_i, t) & 1 & m & \ldots & m^{t_i+1} & \ldots & m^{t-1} & m^t & m^{t+1} \\
\end{array}
\]

in which symbol $N_m(t_i, t)$ denotes the total number of vertices with degree equal to $k_m(t_i, t)$. It is obvious to see that the degree value $t + 1$ must be smaller than $m^j + 1$ for some parameter $j$. Without loss of generality, suppose that $t < m^j$ and then it is clear to find that most degree values fall into the range $\Gamma_m(t)$ from $m^{j_1} + 1$ to $m^t + 1$, an overwhelm range that has been demonstrated in Proposition 2.

Now, for a given degree value $k = m^s + 1$ in range $\Gamma_m(t)$, the accumulate degree distribution can by definition in Eq. (6) be expressed as

$$P_{\text{cum}}(k) = \frac{\sum_{k \geq k_j} N_k}{|V^*_m(t)|} = \frac{1 + \sum_{i=s}^{t} m^{i+1}}{|V^*_m(t)|} \sim m^{-s}.$$  \hspace{0.5cm} (8)

Meantime, one can solve for $s$ from equality $k = m^s + 1$ to get $s = \ln(k-1)/\ln m$. And then, plugging that value for $s$ into Eq. (8) produces

$$P_{\text{cum}}(k) \sim k^{-1}.$$  \hspace{0.5cm} (9)

At present, taking differential on the both sides of Eq. (9), we have

$$P(k) \sim k^{-2},$$  \hspace{0.5cm} (10)

a result that is completely the same as that in Proposition 2, revealing that Proposition 2 holds true.
A similar approach to the above can be adopted to determine the degree distribution of those vertices with degrees smaller than \( t + 1 \), so we omit it here.

Together, in the large graph size limit, our graph \( G^\star(m, t) \) obeys the power-law degree distribution and thus has scale-free feature, a character that is prevalent in a wide variety of complex networked models \[1\]. On the other hand, it is worth noting that theoretical models with power-law exponent 2 are rarely reported in the literature of complex networked models. Hence, the lights shed by generating graph \( G^\star(m, t) \) may be helpful to create many other scale-free models with density feature in the future.

### 2.3 Clustering coefficient

As another fundamental structure parameter, clustering coefficient \( \langle C \rangle \) of a graph \( G(V, E) \) under consideration, defined as the average over all vertices \( v \), has attracted much attention in the past few years \[1, 2\]. Here, the clustering coefficient \( c_v \) for a vertex \( v \) in graph \( G(V, E) \) is commonly regarded as the ratio of number \( n_v \) of edges actually existing in the neighbor set of vertex \( v \) and all possible edges number \( k_v (k_v - 1)/2 \) where \( k_v \) is the degree of vertex \( v \), i.e., \( c_v = \frac{2n_v}{k_v (k_v - 1)} \). Thus, for a given graph \( G(V, E) \), the clustering coefficient \( \langle C \rangle \) is

\[
\langle C \rangle = \frac{\sum_{v \in V} c_v}{|V|}. \tag{11}
\]

By definition, it is evident to see that clustering coefficient \( \langle C \rangle \) measures the level of “cluster” of a graph in question. The higher the value for \( \langle C \rangle \) is, the more clustered graph is. As such, this parameter has been used in complex networks study as an index for determining whether a networked model considered is small-world or not \[20\].

To evaluate the “cluster” phenomena of our graph \( G^\star(m, t) \) as a whole, the next task is to first derive the exact formula of clustering coefficient for each vertex in \( G^\star(m, t) \) and then average those values over all vertices. Doing so leads to the following proposition.

**Proposition 3** The clustering coefficient \( \langle C(m; t) \rangle \) of graph \( G^\star(m, t) \) is equal to

\[
\langle C(m; t) \rangle = \frac{2m - 2}{m^{t+2} - 2m + 1} + \sum_{i=1}^{t} \frac{2m^{t+1-i+1}}{m^{i+1} - i + 1} + \frac{2m^{t+1}}{m^{t+2} - 1}. \tag{12}
\]

**Proof** According to the hierarchical structure of graph \( G^\star(m, t) \), we can observe that all vertices lying at the same layer have a local structure in common. Hence, determining the clustering coefficients for those vertices at the same layer reduces to determining the clustering coefficient for an arbitrary vertex at that layer. The next discussions will be in progress by means of evaluating the clustering coefficients for vertices from number \( t + 2 \) of different layers.

- For the hub, the degree value is equal to \( \frac{mt+2-1}{m-1} - 1 \) and the number of edges actually existing in its neighbor set is \( m|V^\star(m, t - 1)| = m \times \frac{2m^{t+1-i}-1}{m-1} \). So, the clustering coefficient \( c_0 \) satisfies

\[
c_0 = \frac{2}{m^{t+2-1} - 2}. \tag{13}
\]

- For an arbitrary vertex at the layer \( i \) (\( 1 \leq i \leq t \)), its degree is equivalent to \( m^{t+1-i} + 1 \) and the number of already existing edges between vertices in its neighbor set equals \( m^{t+1-i} \). By definition, one has the clustering coefficient \( c_i \)
\[ c_i = \frac{2}{m^t + 1 - t + 1}. \] (14)

Finally, for an arbitrary vertex from the bottom-most layer, it is obvious to find the degree value to be \( t + 1 \) and there are number \( t \) of edges allocated between vertices in its neighbor set. As previously, one may calculate the clustering coefficient \( c_{t+1} \) to obtain

\[ c_{t+1} = \frac{2}{t+1}. \] (15)

Now, armed with both Eq.(11) and the results from Eqs.(13)-(15), one is able to capture the closed-form solution for clustering coefficient \( \langle C(m; t) \rangle \) of graph \( G^*(m, t) \)

\[ \langle C(m; t) \rangle = \frac{2}{m^t + t - 1} + \frac{2}{m^t + t - 1} + \frac{2}{m^t + t - 1} + \frac{2}{m^t + t - 1}. \] (16)

This is consistent with that in Eq.(12), indicating that Proposition 3 is valid.

As a case study, assume that parameter \( m \) is equal to 2, the value for \( \langle C(2; t) \rangle \) can be asymptotically close to \( \frac{1}{2(t+1)} + \frac{1}{t+1} > 0.217 \) in the limit of large \( t \). This suggests that graph \( G^*(2, t) \) has a non-zero clustering coefficient. Similarly, for many other smaller parameters \( m \), graph \( G^*(m, t) \) always displays “cluster” property because its clustering coefficient \( \langle C(m; t) \rangle \) is strictly larger than 0.

## 2.4 Pearson correlation coefficient

The previous three subsections focus mainly on characterizing properties closely correlated to vertex itself, while this subsection aims at investigating the feature of edge by virtue of its two endpoint degrees. In theory, such an investigation is to quantify tendency of connections taking place between vertices in a graph \( G(V, E) \) indirectly. For instance, in social network research, a large volume of empirical observations imply a fact that it is mostly likely for two persons with the similar status to make friend and such a relationship between them is often stable overtime. On the other hand, in biological networks, it is popular to observe connections between vertices with distinct importance. In the language of mathematics, the two types of networks above can be naturally transformed into graphs considered here. After that, “status” and “importance” can be simply defined as the degree (or weight) of corresponding vertex. In order to plausibly evaluate phenomena of such kind on graphs \( G(V, E) \), Newman provided in [21] a measurement, called Pearson correlation coefficient \( r \), that is referred to as

\[
r = \frac{|E|^{-1} \sum_{e_{ij} \in E} k_i k_j - \left[ |E|^{-1} \sum_{e_{ij} \in E} \frac{1}{2} (k_i + k_j) \right]^2}{|E|^{-1} \sum_{e_{ij} \in E} \frac{1}{2} (k_i^2 + k_j^2) - \left[ |E|^{-1} \sum_{e_{ij} \in E} \frac{1}{2} (k_i + k_j) \right]^2}
\] (17)

in which \( k_i \) is the degree of vertex \( i \) and \( e_{ij} \) denotes an edge connecting vertex \( i \) to \( j \).

By estimating the value for \( r \) of graph \( G(V, E) \), one can plausibly classify graph \( G(V, E) \) into reasonable graph family. Graph \( G(V, E) \) is considered assortative if \( r \) is larger than zero, disassortative if \( r \) is less than zero, non-assortative otherwise (i.e., \( r = 0 \)). In the same article [21], Newman had experimentally shown that most social networks belong to the assortative mixing family and however almost all both
biological and technological networks fall into the scope of disassortative mixing. In what follows, the task to answer is to determine which type of graph family the proposed graph \( G^*(m, t) \) is in.

**Proposition 4** The Pearson correlation coefficient \( r(m; t) \) of graph \( G^*(m, t) \) can be written as

\[
r(m; t) = \frac{\lambda_1}{|E^*(m, t)|} - \left( \frac{\lambda_2}{|E^*(m, t)|} \right)^2,
\]

where \( \lambda_1 = \sum_{e_{ij} \in E^*(m, t)} k_i k_j, \lambda_2 = \sum_{e_{ij} \in E^*(m, t)} \frac{1}{2} (k_i + k_j), \lambda_3 = \sum_{e_{ij} \in E^*(m, t)} \frac{1}{2} (k_i^2 + k_j^2), \) as well as

\[
\lambda_1 = \left( \frac{m^{t+2} - 1}{m - 1} - 1 \right) \left[ 2(t + 1)m^{t+1} + \frac{m^{t+1} - m}{m - 1} \right] + m^{t+1}(t + 1) \left( t + \frac{m^{t+1} - m}{m - 1} \right),
\]

\[
\lambda_2 = \frac{m^{t+2} - 1}{2(m - 1)} \left( \frac{m^{t+1} - m}{m - 1} + m^{t+1} \right) + \frac{m^{t+1}}{2} \left( t^2 + 4t + \frac{m^{t+1} - m}{m - 1} \right),
\]

\[
\lambda_3 = \frac{1}{2} \left( \frac{m^{t+1} - m}{m - 1} + m^{t+1} \right) \left( \frac{m^{t+2} - 1}{m - 1} - 1 \right)^2 + \frac{(t + 1)^3 m^{t+1}}{2} + \frac{m^{t+1}}{2} \sum_{i=1}^t (m^i + 1)^3.
\]

**Proof** As explained above, it is sufficient to divide all the edges in graph \( G^*(m, t) \) into different classes according to two endpoint degrees of each edge. Again, we recall the concrete generation of graph \( G^*(m, t) \), which allows us to find that there are in fact number \( 2t + 1 \) of distinct edge subsets. Therefore, we will deal with such a computation for precisely deriving formula of Pearson correlation coefficient \( r(m; t) \) as follows

- For the hub, there exist number \( t + 1 \) of different types of edges connecting all other vertices but it in graph \( G^*(m, t) \) with respect to two endpoint degrees of edge. Let \( E_1 \) denote a set consisting of those edges. Accordingly, the number of edges whose another endpoint degree is equal to \( m^i \) (\( 1 \leq i \leq t \)) and \( t + 1 \) equal \( m^{t+1-i} \) and \( m^{t+1} \), respectively. Thus, one can have

\[
A_{11} = \sum_{e_{ij} \in E_1} k_i k_j = \left( \frac{m^{t+2} - 1}{m - 1} - 1 \right) \left[ \sum_{i=1}^t (m^i + 1)m^{t+1-i} + m^{t+1}(t + 1) \right],
\]

\[
A_{21} = \sum_{e_{ij} \in E_1} \frac{1}{2} (k_i + k_j) = \sum_{i=1}^t m^{t+1-i} \left( \frac{m^{t+2} - 1}{2} + \frac{m^i}{2} \right) + m^{t+1} \left( t + \frac{m^{t+2} - 1}{2} \right),
\]

\[
A_{31} = \sum_{e_{ij} \in E_1} \frac{1}{2} (k_i^2 + k_j^2) = \left( \frac{m^{t+2} - 1}{m - 1} - 1 \right)^2 \sum_{i=0}^t \frac{m^i}{2} + \frac{m^{t+1}(t + 1)^2}{2} + \sum_{i=1}^t m^{t+1-i}(m^i + 1)^2.
\]

- For an arbitrary vertex at the layer \( i \) (\( 1 \leq i \leq t \)), there exist two distinct kinds of edges. The only one of those such edges has the other endpoint degree \( \frac{m^{t+2} - 1}{m - 1} - 1 \). The contribution from such an edge to calculation of Pearson correlation coefficient \( r(m; t) \) has been considered in the first case.
Each of all other edges composing set $E_2$ connects to some vertex allocated at the layer 0 and thus has the other endpoint degree equal to $t + 1$. After that, one may obtain a group of equations

$$
\Lambda_{12} = \sum_{e_{ij} \in E_2} k_i k_j = m^{t+1} \sum_{i=1}^{t} (t+1)(m^i + 1),
$$

$$
\Lambda_{22} = \sum_{e_{ij} \in E_2} \frac{1}{2}(k_i + k_j) = m^{t+1} \sum_{i=1}^{t} \frac{(t+1) + (m^i + 1)}{2},
$$

$$
\Lambda_{32} = \sum_{e_{ij} \in E_2} \frac{1}{2}(k_i^2 + k_j^2) = m^{t+1} \sum_{i=1}^{t} \frac{(t+1)^2 + (m^i + 1)^2}{2}.
$$

Till now, all possible cases are exhaustively enumerated. Next, we may obtain $\Lambda_1$ based on $\Lambda_{11}$ plus $\Lambda_{12}$ by using some simple arithmetics, namely, $\Lambda_1 = \Lambda_{11} + \Lambda_{12}$. With an in spirit similar method to the above, the closed forms for $\Lambda_2$ and $\Lambda_3$ can be precisely calculated. Token together, we accomplish the proof of Proposition 4.

To better observe the behavior of Pearson correlation coefficient $r(m; t)$ in the limit of large graph size, we take as input the result from Eq. (18) and find a consequence shown in Fig.2. Apparently, in the limit of large graph size, the behavior of Pearson correlation coefficient $r(m; t)$ not only has a tendency to zero but also is always smaller than 0. This reveals that our graph $G^*(m, t)$ is disassortative.

## 3 Average trapping time (ATT)

Our main goal in the preceding section is to study some structural properties planted on the graph $G^*(m, t)$. The results show that graph $G^*(m, t)$ has some particular structural features, for instance,
obeying power-law distribution with exponent 2, unfound in most early models. In order to further probe many other properties of graph $G^*(m,t)$, this section will aim at considering a special type of discrete-time unbiased random walk, i.e., the trapping problem, on graph $G^*(m,t)$.

### 3.1 Trapping problem

The trapping problem on graph $G(V,E)$ is a special random walk with a deep trap allocated at an arbitrary vertex $\theta(\in V)$. Here, random walk is a paradigmatic dynamical process on graph $G(V,E)$ and has attracted a wide range of attentions in the past decades. It has been proven useful in many practical applications, such as, finding community structure on complex networks [22]. Mathematically, during a random walk on graph $G(V,E)$, a walker will hop on each vertex $v$ in its neighbor set with the probability $1/k_u$ from its current position $u$. Such a description can be interpreted by the transition matrix $P = D^{-1}A$ of graph $G(V,E)$ where $A$ is adjacency matrix defined as

\[
a_{ij} = \begin{cases} 
1, & \text{vertex } i \text{ is adjacent to } j \\
0, & \text{otherwise}
\end{cases}
\]

and $D$ is the diagonal matrix which is referred to as $D = \text{diag}[k_1, k_2, \ldots, k_{|V|}]$ where the $i$th diagonal entry is $k_i = \sum_{j=1}^{|V|} a_{ij}$, while all non-diagonal elements are zero. After that, the jumping probability $P_{u \rightarrow v}$ for a walker starting out from $u$ to $v$ can be given by the following master equation

\[
P_{u \rightarrow v}(t + 1) = \sum_{i \in V} \frac{a_{iv}}{k_i} P_{u \rightarrow i}(t).
\]

In addition, there are more information about random walk on graph encapsulated in the transition matrix $P$ above. For example, with the help of some techniques from matrix theory, one can study some quantities correlated to random walk of graph by matrix $P$ more conveniently.

In this paper, we focus on a quantity associated with the trapping problem that is usually called the trapping time, denoted by $TT$. The $TT_{i\theta}$ is the expected time taken by a walker starting out from its present location $i$ to first reach to the trap $\theta$. As known, by using some methods from spectral graph theory [23], the quantity $TT_{i\theta}$ can be written as

\[
TT_{i\theta} = 2|E| \sum_{s=2}^{|V|} \frac{1}{1-\lambda_s} \left( \psi_{si} - \psi_{s\theta} \psi_{s\theta} \sqrt{k_{\theta} k_i} \right),
\]

where we make use of some notations as follows, $1 = \lambda_1 > \lambda_2 \geq \lambda_3 \geq \cdots \geq \lambda_{|V|}$ are the $|V|$ eigenvalues of matrix $\Gamma = D^{-\frac{1}{2}} PD^{-\frac{1}{2}} = D^{-\frac{1}{2}} AD^\frac{1}{2}$ and $\psi_1, \psi_2, \psi_3, \ldots, \psi_{|V|}$ represent the corresponding mutually orthogonal eigenvectors of unit length in which $\psi_i = (\psi_{i1}, \psi_{i2}, \ldots, \psi_{i|V|})$. For graph $G(V,E)$ as a whole, the average trapping time may be immediately obtained

\[
ATT_{\theta} = \frac{1}{|V|-1} \sum_{i \in V,i \neq \theta} TT_{i\theta}.
\]

Inserting Eq. (22) into Eq. (23), the $ATT_{\theta}$ can be rearranged as

\[
ATT_{\theta} = \frac{1}{1-\pi_{\theta}} \sum_{i=2}^{|V|} \left( \frac{1}{1-\lambda_i} \psi_{i\theta}^2 \sum_{j=1}^{|V|} \frac{k_j}{k_\theta} \right)
\]
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where \( \pi_\theta \) is equal to \( k_\theta / \sum_{j=1}^{|V|} k_j \). As said in [24], the theoretical lower bound for \( \text{ATT}_\theta \) in Eq.(24) may be induced as

\[
\text{ATT}_\theta \geq \frac{1}{1 - \pi_\theta} \sum_{j=1}^{|V|} k_j (1 - \pi_\theta)^2 = \frac{\sum_{j=1}^{|V|} k_j}{k_\theta} = 1.
\]

(25)

As will be shown later, this is a sharp bound in the sense that it can be achieved in some graphs.

It is obvious to see that one of most important approaches to the task, calculating the average trapping time \( \text{ATT}_\theta \) on a graph \( G(V, E) \) with a trap \( \theta \), is to first determine the adjacency matrix \( A \). In the past, it is using such a technique that the exact solutions to average trapping time on some graphs [25, 26], most of which are generated in an iterative fashion, have been derived. While the proposed graph \( G^*(m, t) \) is also built up in an iterative manner like some previous graphs mentioned above, it is in practice slightly difficult to obtain the desirable solution by some arithmetics based on the adjacency matrix corresponding to graph \( G^*(m, t) \). To deal with this issue, we will take advantage of another tool based on master equation as in Eq.(21).

As a warm-up exercise before beginning with discussion on the trapping problem over scale-free graph \( G^*(m, t) \), let us consider some simple yet helpful examples. By using these examples, we will develop the first theorem in this paper.

### 3.2 Star-type graph

**Example 1** For a complete graph \( K_n \), the average trapping time \( \text{ATT}_1 \) to an arbitrary vertex \( v \) selected as the trap \( \theta \) is

\[
\text{ATT}_1 = n - 1.
\]

(26)

**Proof** Here, let \( x \) denote the trapping time for a walker starting out from a vertex \( u \) \((\neq v)\) to first hit the trap \( \theta \). In terms of the structure of complete graph \( K_n \), \( x \) should follow

\[
x = \frac{1}{n - 1} + \frac{n - 2}{n - 1} (1 + x).
\]

(27)

Plugging the value of \( x \) derived from Eq.(27) into Eq.(23) leads to the same result as that shown in Eq.(26). This is complete.

**Example 2** For a wheel graph \( W_{(1,n)} \) [8], the average trapping time \( \text{ATT}_2 \) to the center \( o \) chosen as the trap \( \theta \) follows

\[
\text{ATT}_2 = 3.
\]

(28)

**Proof** As above, let \( y \) represent the trapping time for a walker starting out from a vertex \( u \) \((\neq o)\) to first reach to the trap \( \theta \). Due to the structure of wheel graph \( W_{(1,n)} \), \( y \) obeys

\[
y = \frac{1}{3} + \frac{2}{3} (1 + y).
\]

(29)

It is straightforward to obtain \( y = 3 \). And then, by definition in Eq.(23), we may prove Eq.(28).

**Example 3** For a star graph \( S_{(1,n)} \), the average trapping time \( \text{ATT}_3 \) to the center \( s \) designated as the trap \( \theta \) satisfies

\[
\text{ATT}_3 = 1.
\]

(30)
The proof of Eq. (30) can be easily obtained in a similar manner adopted in the two examples above and thus we omit detailed calculations.

Based on the demonstration in Eq. (25), it is not hard to show that the three graphs (i.e., $K_n$, $W_{(1,n)}$ and $S_{(1,n)}$) all have most optimal topological structure by achieving the theoretical lower bound for average trapping time in the trapping problem considered here. In fact, we can formalize the consequences obtained above to hold in a more general situation. One approach to this generalization is to seek for common attributes among the three graphs according to their own underlying structures. There have to be not much effort to see that they indeed share a structural feature with each other in common as will be shown shortly. In the following, we will introduce a formalized version of graphs of such kind.

**Definition** Given a regular graph $G(n,m)$ consisting of number $n$ of vertices with degree $m$ each, we may take an external vertex $u$ and then connect it to each vertex $v$ in graph $G(n,m)$ by one new edge, resulting in a new graph $G'(n,m)$ that is referred to as the star-type graph in this paper.

By definition, complete graph $K_{n-1}$, cycle $C_n$ and empty graph $O_n$ are regular and so the three graphs mentioned in examples 1-3 all belong to star-type graph family. Fig.3 illustrates some concrete example graphs. In what follows, our goal is to generalize the aforementioned results to hold in star-type graph family $G'(n,m)$.

**Theorem 1** For an arbitrary star-type graph $G'(n,m)$ upon regular graph $G(n,m)$, the solution to average trapping time $ATT$ to the center $u$, i.e., that newly added vertex, set to the trap $\theta$ is

$$ATT = m + 1.$$  \hspace{1cm} (31)

**Proof** As previously, the trapping time $TT_v$ for each vertex $v$ but center $u$ can be written in the following term

$$TT_v = \frac{1}{m+1} + \frac{m}{m+1}(TT_v + 1),$$  \hspace{1cm} (32)

here we already make use of the symmetric structure of regular graph $G(n,m)$. Solving for $TT_v$ from Eq. (32) yields

$$TT_v = m + 1.$$  \hspace{1cm} (33)
Substituting the value for $TT_v$ into Eq. (23) produces the same result as that in Eq. (31), implying that Theorem 1 holds true. At the same time, all the star-type graphs $G'(n,m)$ show most optimal topological structure with respect to the trapping problem with a single trap where $ATT_v$ in Eq. (31) is identical to the theoretical lower bound calculated from Eq. (25).

Obviously, star-type graph $G'(n,m)$ displays some specific structural features, such as its seed $G(n,m)$ with symmetric character. In addition, as shown above, all vertices but that trap have the same trapping time $m+1$. Mathematically, the important reason for this is that these such vertices are all in a completely common local environment. In another words, it is the significantly specific structure of graph $G'(n,m)$ that plays a key role in the deductions of average trapping time. Thus, we can ask whether there are many other graphs with distinct topological structures from star-type graph $G'(n,m)$ whose average trapping times are subject to the theoretical lower bound in the trapping problem considered here. Towards this end, we will consider the trapping problem on scale-free graph $G^*(m,t)$ built in Section 2 in more detail and then, fortunately, find graph $G^*(m,t)$ to approximately achieve the the theoretical lower bound for average trapping time in the large graph size limit. This suggests that scale-free graph $G^*(m,t)$ has some features of great interest that have not been observed in most networked graphs obeying power-law distribution [26].

In the discussions above, the trap is always placed at that vertex with greatest degree in star-type graph $G'(n,m)$ mainly because in general, the greatest degree vertex is considered to play a crucial role in the trapping problem. Indeed, the results obtained illustrate this viewpoint. In other words, the analytic value for average trapping time is precisely equal to the theoretical lower bound when placing the trap at the greatest degree vertex in graph $G'(n,m)$. Motivated by this, in the subsequent sections, we will in-detail consider the trapping problem on scale-free graph $G^*(m,t)$ in which some vertices with specific features, such as, greatest degree, may be chosen as candidates that are assigned traps.

### 3.3 $ATT$ to hub vertex $H(t)$

From now on, let us turn our attention to discussions about the trapping problem on scale-free graph $G^*(m,t)$. Similar to the generation of star-type graph $G'(n,m)$, our scale-free graph $G^*(m,t)$ is also constructed by connecting an external vertex to each vertex belonging to ingredients $G_i(m, t−1)$. Yet, there still exist some considerable differences between the both types of graphs. The most remarkable one compared to graph $G'(n,m)$ is the proposed graph $G^*(m,t)$ has heterogeneous structure, i.e., a small fraction of vertices having a large number of connections. Specifically speaking, graph $G^*(m,t)$ obeys power-law degree distribution, a feature that is popular in a great number of complex networks. As will be shown later, most interestingly, such a considerably structural property seems to have no prominent influence on the closed-form solution for average trapping time.

First of all, using Eq. (25), we can without difficulty obtain the theoretical lower bound for average trapping time $ATT_{H(t)}$ when allocating a trap at the hub $H(t)$, as below

$$ATT'_{H(t)} = \frac{2|E^*_m(t)|}{k_{H(t)}} - 1 \approx 2t - \frac{t-1}{m} + 1. \quad (34)$$

In fact, the approximate value for $ATT_{H(t)}$ in the above equation can be reached with respect to analytical calculation to average trapping time. Below provides a detailed proof.

**Theorem 2** The closed-form solution to average trapping time $ATT_{H(t)}$ is given by

$$ATT_{H(t)} = O \left( t + \frac{1}{2} + \frac{1}{m} \right). \quad (35)$$
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In the limit of large $t$, the graph $G^*(m, t)$ exhibits the approximately most optimal topological structure by means of holding the theoretical lower bound for $ATT_{H(t)}$ in Eq. (34).

**Proof** Before proceeding further, we need to come up with some notations that help to accomplish the proof to Eq. (35). Let symbol $P_h(L; s)$ ($1 \leq L \leq t + 1$) denote the probability for a walker originally set to a vertex $u$ at the layer $L$ to first visit that trap $H(t)$ in $s$ steps. And then, it is clear to the eye that probabilities $P_h(L; s)$ ($1 \leq L \leq t + 1$) satisfy the following master equations

\begin{align}
P_h(t + 1; s) &= \frac{\delta_{s, 1}}{k_{t+1}} + \frac{1}{k_{t+1}} \sum_{L=1}^{t} P_h(L; s - 1), \tag{36a} \\
P_h(L; s) &= \frac{\delta_{s, 1}}{k_L} + \frac{k_L - 1}{k_L} P_h(t + 1; s - 1). \tag{36b}
\end{align}

Here $k_L$ is the degree of vertex lying at the layer $L$ ($1 \leq L \leq t + 1$) and $\delta_{s, 1}$ represents the Kronecker delta function where $\delta_{s, 1}$ is equal to 1 when $s = 1$ and 0 otherwise. In general, one well-used approach to addressing the both equations above is probability generating function. Therefore, for our purpose, we denote by $P_h(L; z)$ the probability generating function corresponding to probability $P_h(L; s)$. After that, using methods from probability generating function, Eqs. (36a) and (36b) are able to be rearranged as

\begin{align}
P_h(t + 1; z) &= \frac{z}{k_{t+1}} + \frac{z}{k_{t+1}} \sum_{L=1}^{t} P_h(L; z), \tag{37a} \\
P_h(L; z) &= \frac{z}{k_L} + \frac{(k_L - 1)z}{k_L} P_h(t + 1; z). \tag{37b}
\end{align}

Using a trivial fact associated to probability generating function $P_h(t+1; z)$, that is, the first-order differential of $P_h(t+1; z)$ at value $z = 1$ defined to be the expected trapping time as follows

\begin{align}
TT_{H(t)}(t + 1) &= \left. \frac{d}{dz} P_h(t + 1; z) \right|_{z=1}, \tag{38}
\end{align}

we can perform differential on the both sides of Eqs. (37a) and (37b) and then write a series of iterative equations

\begin{align}
TT_{H(t)}(t + 1) &= \left. \frac{d}{dz} P_h(t + 1; z) \right|_{z=1} = 1 + \frac{1}{k_{t+1}} \sum_{L=1}^{t} TT_{H(t)}(L), \tag{39a} \\
TT_{H(t)}(L) &= \left. \frac{d}{dz} P_h(L; z) \right|_{z=1} = 1 + \frac{k_L - 1}{k_L} TT_{H(t)}(t + 1). \tag{39b}
\end{align}

According to Eqs. (39a) and (39b), the exact solution for trapping time $TT_{H(t)}(t + 1)$ can be solved to express

\begin{align}
TT_{H(t)}(t + 1) &= \frac{2t + 1}{t + 1 - k_L \frac{k_L - 1}{k_L}}. \tag{40}
\end{align}

Thus,
\[ TT_{H(t)}(L) = 1 + \frac{k_L - 1}{k_L} \left( \frac{2t + 1}{t + 1 - \sum_{i=1}^{L} \frac{1}{k_i}} \right). \]  

(41)

Substituting Eqs. (40) and (41) into Eq. (23) produces the precise solution for \( ATT_{H(t)} \)

\[ TT_{H(t)}(L) \approx t + \frac{1}{2} + \frac{1}{m}. \]  

(42)

This proves Theorem 2.

By far, the trapping problem with a single trap has been completely answered. Additionally, we are also interested in the multi-traps problem since many real-world applications, for example, target search, contain many destination objects that might be abstractly thought of as the traps considered in this paper. Hence, to some extents, it is quite meaningful to handle the issue with multi-traps. The following subsections aim at reporting some consequences correlated to the multi-traps problem on the proposed graph \( G^*(m,t) \).

3.4 **ATT to multiple vertices**

As said above, one of most significant reasons for assigning the trap at vertex \( H(t) \) is that all vertices but vertex \( H(t) \) in graph \( G^*(m,t) \) are connected to the hub. It is obvious to see that an arbitrary vertex \( v \) at the layer \( L \) (\( 0 \leq L \leq t \)) is also connected to some vertex at the bottom-most layer. If we unify all the vertices at the layer \( t+1 \) into a hyper-vertex \( \alpha \), then one finds that the newly unified vertex \( \alpha \) connects to all other vertices in graph \( G^*(m,t) \). Similarly, we want to learn about what the average trapping time \( ATT_{\alpha} \) is when the hyper-vertex \( \alpha \) is occupied by number \( m^t+1 \) of traps.

3.4.1 **ATT to hyper-vertex \( \alpha \)**

With the help of Eq. (25), in such a situation where each vertex at the bottom-most layer is filled with one trap, we can calculate the theoretical lower bound for average trapping time \( ATT_{\alpha} \) and write

\[ ATT'_{\alpha} = \frac{2|E^*_m(t)|}{m^{t+1}(t+1)} - 1 = O \left( 1 + \frac{1}{t} \right). \]  

(43)

And then, the analytic value for \( ATT_{\alpha} \) is follows.

**Theorem 3** The closed-form solution to average trapping time \( ATT_{\alpha} \) is calculated equal to

\[ ATT_{\alpha} = \frac{1 + \sum_{i=1}^{t} \frac{m^i}{k_i} + \sum_{i=1}^{t} m^i \left[ 1 + \frac{1}{k_i} \left( \frac{1 + \sum_{i=1}^{t} \frac{m^i}{k_i}}{1 - \frac{1}{k_0} \sum_{i=1}^{t} \frac{m^i}{k_i}} \right) \right] m^{t+2} - 1}{m} - m^{t+1}, \]  

(44)

where \( k_i \) (\( 0 \leq i \leq t \)) is the degree of vertex at the layer \( i \).

**Proof** As previously, we have to introduce some notations as follows (i) symbol \( P_\alpha(0; s) \) represents the probability that a walker at the hub first hop on some vertex at the layer \( t+1 \) in \( s \) steps and (ii) \( P_\alpha(L; s) \) is viewed as the probability for a walker at an arbitrary vertex at the layer \( L \) (\( 1 \leq L \leq t \)) to first hit some vertex at the bottom-most layer. And then, we can obtain a group of master equations

\[ P_\alpha(0; s) = \frac{m^{t+1}}{k_0} \delta_{s,1} + \sum_{i=1}^{t} \frac{m^i}{k_0} P_\alpha(i; s - 1), \]  

(45a)
\[ P_\alpha(i; s) = \frac{k_i - 1}{k_i} \delta_{s,1} + \frac{1}{k_i} P_\alpha(0; s - 1), \] 

(45b)

in which \( \delta_{s,1} \) is the Kronecker delta function as above and \( k_i \) is the degree of vertex at the layer \( i \).

Using technique from probability generating function, we denote by \( P_\alpha(i; z) \) generating function associated with the probability \( P_\alpha(i; s) \). After that, Eqs.(45a) and (45b) can be rewritten as

\[ \mathcal{P}_\alpha(0; z) = \frac{m^{t+1}}{k_0} z + \sum_{i=1}^{t} \frac{m^i}{k_0} \mathcal{P}_\alpha(i; s), \] 

(46a)

\[ \mathcal{P}_\alpha(i; z) = \frac{k_i - 1}{k_i} z + \frac{z}{k_i} \mathcal{P}_\alpha(0; s). \] 

(46b)

Similar to the development of Eq.(38), taking differential on the both sides of Eqs.(46a) and (46b) produces, respectively,

\[ TT_\alpha(0) = \left. \frac{d}{dz} \mathcal{P}_\alpha(0; z) \right|_{z=1} = 1 + \sum_{i=1}^{t} \frac{m^i}{k_0} TT_\alpha(i), \] 

(47a)

\[ TT_\alpha(i) = \left. \frac{d}{dz} \mathcal{P}_\alpha(i; z) \right|_{z=1} = 1 + \frac{1}{k_i} TT_\alpha(0) \] 

(47b)

where \( TT_\alpha(i) \) denotes the expected time taken by a walker originally starting out from one vertex allocated at the layer \( i \) to first visit some vertex lying at the layer \( t + 1 \).

Inserting Eq.(47b) into Eq.(47a) outputs

\[ TT_\alpha(0) = \frac{k_0 + \sum_{i=1}^{t} m_i}{k_0 - \sum_{i=1}^{t} \frac{m^i}{k_i}}. \] 

(48)

And then, for \( 1 \leq i \leq t \), we have

\[ TT_\alpha(i) = 1 + \frac{1}{k_i} \left( \frac{k_0 + \sum_{i=1}^{t} m_i}{k_0 - \sum_{i=1}^{t} \frac{m^i}{k_i}} \right). \] 

(49)

Upon Eq.(23), the precise formula for average trapping time \( ATT_\alpha \) can be obtained

\[ ATT_\alpha = \frac{k_0 + \sum_{i=1}^{t} m_i}{k_0 - \sum_{i=1}^{t} \frac{m^i}{k_i}} + \sum_{i=1}^{t} m^i \left[ 1 + \frac{1}{k_i} \left( \frac{k_0 + \sum_{i=1}^{t} m_i}{k_0 - \sum_{i=1}^{t} \frac{m^i}{k_i}} \right) \right], \] 

(50)

in which we have made use of a fact that the total number of vertices with trapping time \( TT_\alpha(i) \) is equivalent to \( m^t \).

Using some simple arithmetics, the result from Eq.(50) reduces to that of Eq.(44). This proves Theorem 3.

Nonetheless, we want to know about whether such an analytic value \( ATT_\alpha \) in Eq.(44) is asymptotically equal to the theoretical lower bound \( ATT_\alpha' \) in Eq.(43) in the limit of large \( t \). To this end, we denote by parameter \( \Delta_\alpha \), the ratio of \( ATT_\alpha \) and \( ATT_\alpha' \) and then feed the three parameters, i.e., ratio \( \Delta_\alpha \), \( m \) and \( t \), into computer. As illustrated in Fig.4, our scale-free graph \( G^*(m, t) \) still exhibits the more optimal trapping efficiency when we assign the traps to all vertices at the bottom-most layer.
By the theoretical analysis above, the hub acts as a similar role to that hyper-vertex \( \alpha \) since the average average trapping times corresponding to the both vertices hold on the theoretical lower bound, separately. Compared to the demonstration in Theorem 2, the result in Theorem 3 shows that choosing all vertices at the layer \( t+1 \) as potential trap locations leads to the most optimal trapping efficiency. In another words, on average, a walker from an arbitrary vertex at the layer \( i (0 \leq i \leq t) \) takes only one step to first hit some vertex at the layer \( t + 1 \). Generally speaking, one hop should be the smallest measure for a walker that is doing random walk in the trapping problem. Hence, we are able to state that the assignment of traps to the hyper-vertex \( \alpha \) is perfect\(^3\) in the trapping problem considered in subsection 4.4.1.

As reported above, the potential trap locations have crucial effect on average trapping time. For a given graph \( G(V, E) \), it is intriguing and challenging to seek for a perfect assignment of traps in the trapping problem. In fact, such an issue is closely related to one of the classic combinatorics problems, i.e., looking for maximum independent set on graph in question. As known, there is no polynomial algorithm for solving the problem of determining maximum independent set of a given graph. Here, based on both the specific structure of our graph \( G^*(m, t) \) and the concrete expression of average trapping time \( \text{ATT}_\alpha \), we find the hyper-vertex \( \alpha \) to be the maximum independent set of graph \( G^*(m, t) \). On the other hand, there are significant differences between the both problems in nature. The scheme for placing traps at a maximum independent set of a graph is not always perfect. For example, as discussed above, the maximum independent set of complete graph \( K_n \) consists only of a single vertex and however Eq.\(^{26}\) says that designating the trap at that vertex is not perfect. Yet, star graph \( S_{(1,n)} \) in practice has a perfect assignment scheme that is not that considered in example 3. This perfect project, however, is to allocate traps at each leaf vertex that in fact together constitute the maximum independent set of star graph \( S_{(1,n)} \).\(^{27}\) In a word, we would like to stress that finding perfect trap assignment has considerably practical applications and greatly theoretical flavor. As future direction, we will pay more attention to

\(^3\)In the trapping problem on a graph \( G(V, E) \), a scheme \( \xi \) for assigning traps to a set of vertices \( V_1 (\neq V) \) may be considered perfect such that a walker coming from an arbitrary vertex \( v \in V - V_1 \) spends only one step arriving some vertex \( u \in V_1 \) on average.
building up available approaches to addressing this interesting and challenging issue for more general graphs. At the same time, we also wish to witness some meaningful consequences related to perfect trap assignment in the trapping problem developed by other interested researchers in the days to come.

By far, we already study the trapping problem on the proposed graph \( G^*(m, t) \) where traps are placed at some vertices of great interest, such as with largest degree or together spanning a maximum independent set. Some related results have been listed above. In order to make progress further, the next subsection will continue to consider the trapping problem with multi-traps. By analogy with the discussions above, the trap is now distributed to each vertex belonging to some designated layer \( i \) \((1 \leq i \leq t)\). Here, those vertices at the layer \( i \) can be identified to a hyper-vertex \( \beta_i \) \((1 \leq i \leq t)\) for convenience too.

### 3.4.2 ATT to hyper-vertex \( \beta_j \)

Along the same line as the aforementioned subsection, the first task is to calculate the theoretical lower bound for average trapping time \( \text{ATT}_{\beta_j} \) on the basis of Eq.\((25)\), as below

\[
\text{ATT}_{\beta_j} = \frac{2|E^*_m(t)|}{mt+1+m^2} - 1 = O(2t+1).
\]  

(51)

This has the same order of magnitude as that of Eq.\((34)\) in the limit of large graph size.

Interestingly, the value for \( \text{ATT}^*_{\beta_j} \) can also be approximately hold by the analytic value for average trapping time \( \text{ATT}_{\beta_j} \) in the limit of large \( t \) as will be proved later. For our purpose, below puts forward some useful notations \( \Omega_i \) \((i = 0, 1, \ldots, 4)\) and \( \Psi_i \) \((i = 0, 1)\) whose corresponding implications will be clarified in the process of validating Theorem 4.

\[
\begin{align*}
\Omega_0 & = \sum_{i=1}^{j-1} \frac{1}{k_i} + \sum_{i=j+1}^{t} \frac{1}{k_i}, \\
\Omega_1 & = \sum_{i=1}^{j-1} \frac{k_i-1}{k_i} + \sum_{i=j+1}^{t} \frac{k_i-1}{k_i}, \\
\Omega_2 & = \sum_{i=1}^{j-1} \frac{m^i}{k_0} + \sum_{i=j+1}^{t} \frac{m^i}{k_0}, \\
\Omega_3 & = \frac{1}{k_0} \left( \sum_{i=1}^{j-1} \frac{m^i}{k_i} + \sum_{i=j+1}^{t} \frac{m^i}{k_i} \right), \\
\Omega_4 & = \sum_{i=1}^{j-1} \frac{m^i k_i - 1}{k_0 k_i} + \sum_{i=j+1}^{t} \frac{m^i k_i - 1}{k_0 k_i}, \\
\Psi_1 & = 1 + \Omega_2 + \left( \frac{m^{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1}^2+1}{k_{t+1}}, \\
\Psi_2 & = 1 - \left[ \Omega_3 + \left( \frac{m^{t+1}}{k_0} + \Omega_4 \right) \frac{1+\Omega_0}{k_{t+1}^2-1} \right], \\
\end{align*}
\]

(52)

Here \( k_i \) indicates the degree of vertex at the layer \( i \) \((0 \leq i \leq t+1)\) as above.

**Theorem 4** The closed-form solution to average trapping time \( \text{ATT}_{\beta_j} \), is written in the next term

\[
\text{ATT}_{\beta_j} = \frac{m^{t+1} - m^{t+1} + m^j - m + (m-1)(m^{t+1} + k_0 \Omega_4) \Psi_2 + (1 + k_0 \Omega_3) \Psi_1}{m^{t+2} - m^{t+1} + m^j - 1}.
\]  

(53)

**Proof** Using a similar approach to proving Theorem 3, let notations \( P_{\beta_j}(t+1; s) \), \( P_{\beta_j}(i; s) \) \((i \neq j)\) as well as \( P_{\beta_j}(0; s) \), respectively, denote the probability that a walker moves from its original location \( v \), a vertex that is at the layer \( i \), to some trap in the layer \( j \) in \( s \) steps. And then, these probabilities satisfy the following master equations
\[ P_{\beta_j}(t+1; s) = \frac{\delta_{s,1}}{k_{t+1}} + \left( \frac{1}{k_{t+1}} \sum_{i=0}^{j-1} P_{\beta_j}(i; s-1) + \frac{1}{k_{t+1}} \sum_{i=j+1}^{t} P_{\beta_j}(i; s-1) \right), \]  

(54a)

\[ P_{\beta_j}(i; s) = \frac{1}{k_i} P_{\beta_j}(0; s-1) + \frac{k_i-1}{k_i} P_{\beta_j}(t+1; s-1), \]  

(54b)

\[ P_{\beta_j}(0; s) = \frac{m_j}{k_0} \delta_{s,1} + \left( \sum_{i=1}^{j-1} \frac{m_i}{k_0} P_{\beta_j}(i; s-1) + \sum_{i=j+1}^{t+1} \frac{m_i}{k_0} P_{\beta_j}(i; s-1) \right). \]  

(54c)

Following Eqs. (54a)-(54c), the probability generating functions corresponding to quantities \( P_{\beta_j}(t+1; s) \), \( P_{\beta_j}(i; s) \) and \( P_{\beta_j}(0; s) \) can be obtained

\[ P_{\beta_j}(t+1; z) = \frac{z}{k_{t+1}} + \left( \frac{z}{k_{t+1}} \sum_{i=0}^{j-1} P_{\beta_j}(i; z) + \frac{z}{k_{t+1}} \sum_{i=j+1}^{t} P_{\beta_j}(i; z) \right), \]  

(55a)

\[ P_{\beta_j}(i; z) = \frac{z}{k_i} P_{\beta_j}(0; z) + \frac{(k_i-1)z}{k_i} P_{\beta_j}(t+1; z), \]  

(55b)

\[ P_{\beta_j}(0; z) = \frac{m_j}{k_0} z + \left( \sum_{i=1}^{j-1} \frac{m_i z}{k_0} P_{\beta_j}(i; z) + \sum_{i=j+1}^{t+1} \frac{m_i z}{k_0} P_{\beta_j}(i; z) \right). \]  

(55c)

After performing differential on the two sides of Eqs. (55a)-(55c), the expected trapping time \( TT_{\beta_j}(i) \) \((i \neq j)\) can be derived

\[ TT_{\beta_j}(t+1) = \frac{d}{dz} P_{\beta_j}(t+1; z) \bigg|_{z=1} \]  

(56a)

\[ = 1 + \frac{1}{k_{t+1}} TT_{\beta_j}(0) + \frac{1}{k_{t+1}} \left( \sum_{i=1}^{j-1} TT_{\beta_j}(i) + \sum_{i=j+1}^{t} TT_{\beta_j}(i) \right), \]  

\[ TT_{\beta_j}(i) = \frac{d}{dz} P_{\beta_j}(i; z) \bigg|_{z=1} = 1 + \frac{1}{k_i} TT_{\beta_j}(0) + \frac{k_i-1}{k_i} TT_{\beta_j}(t+1), \]  

(56b)

\[ TT_{\beta_j}(0) = \frac{d}{dz} P_{\beta_j}(0; z) \bigg|_{z=1} \]  

(56c)

\[ = 1 + \frac{m_{t+1}}{k_0} TT_{\beta_j}(t+1) + \left( \sum_{i=1}^{j-1} \frac{m_i}{k_0} TT_{\beta_j}(i) + \sum_{i=j+1}^{t+1} \frac{m_i}{k_0} TT_{\beta_j}(i) \right). \]  

For brevity, we now introduce two notations \( \Omega_0 = \sum_{i=1}^{j-1} \frac{1}{k_i} + \sum_{i=j+1}^{t+1} \frac{1}{k_i} \) and \( \Omega_1 = \sum_{i=1}^{j-1} \frac{dk_i-1}{k_i} + \sum_{i=j+1}^{t+1} \frac{k_i-1}{k_i} \). After that, Eq. (56a) can be reorganized as

\[ TT_{\beta_j}(t+1) = 1 + \frac{t-1}{k_{t+1}} + \frac{1+\Omega_0}{k_{t+1}} TT_{\beta_j}(0) + \frac{\Omega_1}{k_{t+1}} TT_{\beta_j}(t+1). \]  

(57)
Analogously, according to three new notations, \( \Omega_2 = \sum_{i=1}^{j-1} m_i k_i - j \sum_{i=j+1}^t m_i k_i \), along with \( \Omega_4 = \sum_{i=1}^{j-1} m_i k_i - j \sum_{i=j+1}^t m_i k_i \), Eq. (56c) may be converted into

\[
TT_{\beta_j}(0) = 1 + \Omega_2 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1} + t - 1}{k_{t+1}} + \left[ \Omega_3 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{1 + \Omega_4}{k_{t+1} - \Omega_4} \right] TT_{\beta_j}(0). \tag{58}
\]

In terms to Eqs. (57) and (58), we may use simple arithmetics to rearrange \( TT_{\beta_j}(0) \) as

\[
TT_{\beta_j}(0) = \frac{1 + \Omega_2 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1} + t - 1}{k_{t+1}}}{1 - \Omega_3 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{1 + \Omega_4}{k_{t+1} - \Omega_4}} TT_{\beta_j}(0). \tag{59}
\]

In what follows, the precise solution for trapping time \( TT_{\beta_j}(0) \) is

\[
TT_{\beta_j}(0) = \frac{1 + \Omega_2 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1} + t - 1}{k_{t+1}}}{1 - \Omega_3 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{1 + \Omega_4}{k_{t+1} - \Omega_4}} TT_{\beta_j}(0). \tag{60}
\]

Plugging the value for \( TT_{\beta_j}(0) \) into Eq. (57) yields

\[
TT_{\beta_j}(t + 1) = \frac{k_{t+1} + t - 1}{k_{t+1} - \Omega_1} + \left( \frac{1 + \Omega_0}{k_{t+1} - \Omega_1} \right) \frac{1 + \Omega_2 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1} + t - 1}{k_{t+1}}}{1 - \Omega_3 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{1 + \Omega_4}{k_{t+1} - \Omega_4}} TT_{\beta_j}(t + 1) + (1 + k_0 \Omega_3) TT_{\beta_j}(0). \tag{61}
\]

Taking into account Eqs. (56c), (60) and (61), by definition in Eq. (23), we finally derive the closed-form solution to average trapping time \( ATT_{\beta_j} \)

\[
ATT_{\beta_j} = \frac{\left( \frac{m_{t+1} - m}{m - 1} \right) + (m_{t+1} + k_0 \Omega_4) TT_{\beta_j}(t + 1) + (1 + k_0 \Omega_3) TT_{\beta_j}(0)}{m_{t+1} - m^2}. \tag{62}
\]

Utilizing two notations \( \Psi_1 = \frac{1 + \Omega_2 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{k_{t+1} + t - 1}{k_{t+1} - \Omega_1}}{1 - \Omega_3 + \left( \frac{m_{t+1}}{k_0} + \Omega_4 \right) \frac{1 + \Omega_4}{k_{t+1} - \Omega_4}} \) and \( \Psi_2 = \frac{k_{t+1} + t - 1}{k_{t+1} - \Omega_1} + \left( \frac{1 + \Omega_0}{k_{t+1} - \Omega_1} \right) \Psi_1 \), Eq. (62) may easily reduce to Eq. (53), implying that Theorem 4 is complete.

In terms of space limitation, we omit the related comparison between Eq. (51) and Eq. (52). Interested reader can prove the equivalence between them in a similar manner mentioned in subsection 4.4.1.

### 4 Conclusion

In summary, we have presented a class of graphs \( G^*(m, t) \) with diameter 2 and then considered some widely-studied structural properties on graphs \( G^*(m, t) \). Based on theoretical analysis and experimental simulations, we find that graphs \( G^*(m, t) \) show some intriguing structural properties including density feature, scale-free feature (degree distribution obeying power-law with exponent 2 in form), small-world character and disassortative structure. At the same time, we have studied the trapping problem on graphs \( G^*(m, t) \) and precisely derived the closed-from solution to average trapping time. The results reveal that our graphs are able to have more optimal trapping efficiency by holding the theoretical lower bound for average trapping time.

---

20
It is worth noting that the goal of this work is to only study graphs of great interest from the theoretical point of view. In another words, all models considered may be artificial and rarely found in real-world situation. Yet, as shown above, we introduce a generative framework for creating scale-free graphs with exponent 2, a class of models that are seldom addressed in early study. Furthermore, the methods developed for discussing the trapping problem of graphs may be useful to study many other models in the study of complex networks.
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