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Abstract

In this paper we investigate the impact of translation on readability. We propose a quantitative analysis of several shallow, lexical and morpho-syntactic features that have been traditionally used for assessing readability and have proven relevant for this task. We conduct our experiments on a parallel corpus of transcribed parliamentary sessions and we investigate readability metrics for the original segments of text, written in the language of the speaker, and their translations.

1 Introduction

Systems for automatic readability assessment have been studied since the 1920s and have received an increasing attention during the last decade. Early research on readability assessment focused only on shallow language properties, but nowadays natural language processing technologies allow the investigation of a wide range of factors which influence the ease which a text is read and understood with. These factors correspond to different levels of linguistic analysis, such as the lexical, morphological, semantic, syntactic or discourse levels. However, readability depends not only on text properties, but also on characteristics of the target readers. Aspects such as background knowledge, age, level of literacy and motivation of the expected audience should be considered when developing a readability assessment system. Although most readability metrics were initially developed for English, current research has shown a growing interest in other languages, such as German, French, Italian or Portuguese.

Readability assessment systems are relevant for a wide variety of applications, both human- and machine-oriented (Dell’Orletta et al., 2011). Second language learners and people with disabilities or low literacy skills benefit from such systems, which provide assistance in selecting reading material with an appropriate level of complexity from a large collection of documents – for example, the documents available on the web (Collins-Thompson, 2011). Within the medical domain, the investigation of the readability level of medical texts helps developing well-suited materials to increase the level of information for preventing diseases (Richwald et al., 1989) and to automatically adapt technical documents to various levels of medical expertise (Elhadad and Sutaria, 2007). For natural language processing tasks such as machine translation (Stymne et al., 2013), text simplification (Aluisio et al., 2010), speech recognition (Jones et al., 2005) or document summarization (Radev and Fan, 2000), readability approaches are employed to assist the process and to evaluate and quantify its performance and effectiveness.

1.1 Related Work

Most of the traditional readability approaches investigate shallow text properties to determine the complexity of a text. These readability metrics are based on assumptions which correlate surface features with the linguistic factors which influence readability. For example, the average number of characters or syllables per word, the average number of words per sentence and the percentage of words not occurring among the most frequent \( n \) words in a language are correlated with the lexical, syntactic and, respectively, the semantic complexity of the text. The Flesch-Kincaid measure (Kincaid et al., 1975) employs the average number of syllables per word and the average number of words per sentence to assess readability, while the Automated Readability Index (Smith and Senter, 1967) and the Coleman-Liau metric (Coleman and Liau, 1975) measure word length based on character count rather than syllable count; they are func-
tions of both the average number of characters per word and the average number of words per sentence. Gunning Fog (Gunning, 1952) and SMOG (McLaughlin, 1969) account also for the percentage of polysyllabic words and the Dale-Chall formula (Dale and Chall, 1995) relies on word frequency lists to assess readability. The traditional readability approaches are not computationally expensive, but they are only a coarse approximation of the linguistic factors which influence readability (Pitler and Nenkova, 2008). According to Si and Callan (2001), the shallow features employed by standard readability indices are based on assumptions about writing style that may not apply in all situations.

Along with the development of natural languages processing tools and machine learning techniques, factors of increasing complexity, corresponding to various levels of linguistic analysis, have been taken into account in the study of readability assessment. Si and Callan (2001) and Collins-Thompson and Callan (2004) use statistical language modeling and Petersen and Ostendorf (2009) combine features from statistical language models, syntactic parse trees and traditional metrics to estimate reading difficulty. Feng (2009) explores discourse level attributes, along with lexical and syntactic features, and emphasizes the value of the global semantic properties of the text for predicting text readability. Pitler and Nenkova (2008) propose and analyze two perspectives for the task of readability assessment: prediction and ranking. Using various features, they reach the conclusion that only discourse level features exhibit robustness across the two tasks. Vajjala and Meurers (2012) show that combining lexical and syntactic features with features derived from second language acquisition research leads to performance improvements.

Although most readability approaches developed so far deal with English, the development of adequate corpora for experiments and the study of readability features tailored for other languages have received increasing attention. For Italian, Franchina and Vacca (1986) propose the Flesch-Vacca formula, which is an adaptation of the Flesch index (Flesch, 1946). Another metric developed for Italian is Gulpease (Lucisano and Piemontese, 1988), which uses characters instead of syllables to measure word length and thus requires less resources. Dell’Orletta et al. (2011) combine traditional, morpho-syntactic, lexical and syntactic features for building a readability model for Italian, while Tonelli et al. (2012) propose a system for readability assessment for Italian inspired by the principles of Coh-Metrix (Graesser et al., 2004). For French, Kandel and Moles (1958) propose an adaptation of the Flesch formula and François and Miltsakaki (2012) investigate a wide range of classic and non-classic features to predict readability level using a dataset for French as a foreign language. Readability assessment was also studied for Spanish (Huerta, 1959) and Portuguese (Aluisio et al., 2010) using features derived from previous research on English.

1.2 Readability of Translation

According to Sun (2012), the reception of a translated text is related to cross-cultural readability. Translators need to understand the particularities of both the source and the target language in order to transfer the meaning of the text from one language to another. This process can be challenging, especially for languages with significant structure differences, such as English and Chinese. The three-step system of translation (analysis, transfer and restructuring) presented by Nida and Taber (1969) summarizes the process and emphasizes the importance of a proper understanding of the source and the target languages. While rendering the source language text into the target language, it is also important to maintain the style of the document. Various genres of text might be translated for different purposes, which influence the choice of the translation strategy. For example, for political speeches the purpose is to report exactly what is communicated in a given text (Trosborg, 1997).

Parallel corpora are very useful in studying the properties of translation and the relationships between source language and target language. Therefore, the corpus-based research has become more and more popular in translation research. Using the Europarl (Koehn, 2005) parallel corpus, van Halteren (2008) investigates the automatic identification of the source language of European Parliament speeches, based on frequency counts of word n-grams. Islam and Mehler (2012) draw attention to the absence of adequate corpora for studies on translation and propose a resource suited for this purpose.
2 Our Approach and Methodology

The problem that we address in this paper is whether human translation has an impact on readability. Given a text $T_1$ in a source language $L_1$ and its translations in various target languages $L_2, ..., L_n$, how does readability vary? Is the original text in $L_1$ easier to read and understand than its translation in a target language $L_i$? Which language is closest to the source language, in terms of readability? We investigate several shallow, lexical and morpho-syntactic features that have been widely used and have proven relevant for assessing readability. We are interested in observing the differences between the feature values obtained for the original texts and those obtained for their translations. Although some of the metrics (such as average word length) might be language-specific, most of them are language-independent and a comparison between them across languages is justified. The 10 readability metrics that we account for are described in Section 3.2.

We run our experiments on Europarl (Koehn, 2005), a multilingual parallel corpus which is described in detail in Section 3.1. We investigate 5 Romance languages (Romanian, French, Italian, Spanish and Portuguese) and, in order to excerpt an adequate dataset of parallel texts, we adopt a strategy similar to that of van Halteren (2008): given $n$ languages $L_1, ..., L_n$, we apply the following steps:

1. we select $L_1$ as the source language
2. we excerpt the collection of segments of text $T_1$ for which $L_1$ is the source language
3. we identify the translations $T_2, ..., T_n$ of $T_1$ in the target languages $L_2, ..., L_n$
4. we compute the readability metrics for $T_1, ..., T_n$
5. we repeat steps 1 – 4 using each language $L_2, ..., L_n$ as the source language, one at a time

We propose two approaches to quantify and evaluate the variation in the readability feature values from the original texts to their translations: a distance-based method and a multi-criteria technique based on rank aggregation.

3 Experimental Setup

3.1 Data

Europarl (Koehn, 2005) is a multilingual parallel corpus extracted from the proceedings of the European Parliament. Its main intended use is as aid for statistical machine translation research (Tiedemann, 2012). The corpus is tokenized and aligned in 21 languages. The files contain annotations for marking the document (<chapter>), the speaker (<speaker>) and the paragraph (<p>). Some documents have the attribute language for the speaker tag, which indicates the language used by the original speaker. Another way of annotating the original language is by having the language abbreviation written between parentheses at the beginning of each segment of text. However, there are segments where the language is not marked in either of the two ways. We account only for sentences for which the original language could be determined and we exclude all segments showing inconsistent values.

We use the following strategy: because for the Romance languages there are very few segments of text for which the language attribute is consistent across all versions, we take into account an attribute $L$ if all other Romance languages mention it. For example, given a paragraph $P$ in the Romanian subcorpus, we assume that the source language for this paragraph is Romanian if all other four subcorpora (Italian, French, Spanish and Portuguese) mark this paragraph $P$ with the tag RO for language. Thus, we obtain a collection of segments of text for each subcorpus. We identify 4,988 paragraphs for which Romanian is the source language, 13,093 for French, 7,485 for Italian, 5,959 for Spanish and 8,049 for Portuguese. Because we need sets of approximately equal size for comparison, we choose, for each language, a subset equal with the size of the smallest subset, i.e., we keep 4,988 paragraphs for each language.

Note that in this corpus paragraphs are aligned across languages, but the number of sentences may be different. For example, the sentence “UE trebuie să fie ambițioasă în combaterea schimbărilor climatice, iar rolul energiei nucleare şi energiilor regenerabile nu poate fi neglijat.”¹, for which Romanian is the source language,

¹Translation into English: “The EU must be ambitious in the battle against climate change, which means that the role of nuclear power and renewable energy sources cannot be discounted.”
is translated into French in two sentences: “L’UE doit se montrer ambitieuse dans sa lutte contre les changements climatiques.” and “L’énergie nucléaire et les sources d’énergie renouvelables ne peuvent donc pas être écartées.” Therefore, we match paragraphs, rather than sentences, across languages.

As a preprocessing step, we discard the transcribers’ descriptions of the parliamentary sessions (such as “Applause”, “The President interrupted the speaker” or “The session was suspended at 19.30 and resumed at 21.00”).

According to van Halteren (2008), translations in the European Parliament are generally made by native speakers of the target language. Translation is an inherent part of the political activity (Schäffner and Bassnett, 2010) and has a high influence on the way the political speeches are perceived. The question posed by Schäffner and Bassnett (2010) “What exactly happens in the complex processes of recontextualisation across linguistic, cultural and ideological boundaries?” summarizes the complexity of the process of translating political documents. Political texts might contain complex technical terms and elaborated sentences. Therefore, the results of our experiments are probably domain-specific and cannot be generalized to other types of texts. Although parliamentary documents probably have a low readability level, our investigation is not negatively influenced by the choice of corpus because we are consistent across all experiments in terms of text gender and we report results obtained solely by comparison between source and target languages.

3.2 Features
We investigate several shallow, lexical and morpho-syntactic features that were traditionally used for assessing readability and have proven high discriminative power within readability metrics.

3.2.1 Shallow Features
Average number of words per sentence. The average sentence length is one of the most widely used metrics for determining readability level and was employed in numerous readability formulas, proving to be most meaningful in combined evidence with average word frequency. Feng et al. (2010) find the average sentence length to have higher predictive power than all the other lexical and syllable-based features they used.

Average number of characters per word. It is generally considered that frequently occurring words are usually short, so the average number of characters per word was broadly used for measuring readability in a robust manner. Many readability formulas measure word length in syllables rather than letters, but this requires additional resources for syllabication.

3.2.2 Lexical Features
Percentage of words from the basic lexicon. Based on the assumption that more common words are easier to understand, the percentage of words not occurring among the most frequent \( n \) in the language is a commonly used metric to approximate readability. To determine the percentage of words from the basic lexicon, we employ the representative vocabularies for Romance languages proposed by Sala (1988).

Type/Token Ratio. The proportion between the number of lexical types and the number of tokens indicates the range of use of vocabulary. The higher the value of this feature, the higher the variability of the vocabulary used in the text.

3.2.3 Morpho-Syntactic Features
Relative frequency of POS unigrams. The ratio for 5 parts of speech (verbs, nouns, pronouns, adjectives and adverbs), computed individually on a per-token basis. This feature assumes that the probability of a token is context-independent. For lemmatization and part of speech tagging we use the DexOnline\(^2\) machine-readable dictionary for Romanian and the FreeLing\(^3\) (Padró and Stanilovsky, 2012; Padró, 2011; Padró et al., 2010; Atserias et al., 2006; Carreras et al., 2004) language analysis tool suite for French, Italian, Spanish and Portuguese.

Lexical density. The proportion of content words (verbs, nouns, adjectives and adverbs), computed on a per-token basis. Grammatical features were shown to be useful in readability prediction (Heilman et al., 2007).

4 Results Analysis
Our main purpose is to investigate the variability of the feature values from the original texts to their translations. In Table 1 we report the values

\(^2\)http://dexonline.ro
\(^3\)http://nlp.lsi.upc.edu/freeling
obtained for 10 readability metrics computed for the Europarl subcorpora for Romanian, French, Italian, Spanish and Portuguese. The readability metrics we computed lead to several immediate remarks. We notice that, generally, when representing the values for a feature $F$ on the real axis, the values corresponding to the translations are not placed on the same side of the value corresponding to the original text. For example, considering feature F3 (the percentage of words from the basic lexicon), and taking Romanian as the source language, we observe that the value for the original text is between Italian (on the left side) and the other languages (on the right side).

In the absence of a widely-accepted readability metric, such as the Flesch-Kincaid formula or the Automated Readability Index, for all 5 Romance languages, we choose two other ways to evaluate the results obtained after applying the 10 readability features: a distance-based evaluation and a multi-criteria approach.

In order to compute distance measures reliably, we normalize feature values using the following formula:

$$f'_i = \frac{f_i - f_{\min}}{f_{\max} - f_{\min}},$$

where $f_{\min}$ is the minimum value for feature $F$ and $f_{\max}$ is the maximum value for feature $F$. For example, if $F = FI$ and the source language is Romanian, then $f_{\min} = 26.2$ and $f_{\max} = 29.0$.

### 4.1 Preliminaries

In this subsection we shortly describe the two techniques used. The experimented reader can skip this subsection.

#### 4.1.1 Rank Aggregation

Rank distance (Dinu and Dinu, 2005) is a metric used for measuring the similarity between two ranked lists. A ranking of a set of $n$ objects can be represented as a permutation of the integers $1, 2, ..., n$. $S$ is a set of ranking results, $\sigma \in S$. $\sigma(i)$ represents the rank of object $i$ in the ranking result $\sigma$. The rank distance is computed as:

$$\Delta(\sigma, \tau) = \sum_{i=1}^{n} |\sigma(i) - \tau(i)|$$

The ranks of the elements are given from bottom up, i.e., from $n$ to 1, in a Borda order. The elements which do not occur in any of the rankings receive the rank 0.

In a selection process, rankings are issued for a common decision problem, therefore a ranking that “combines” all the original (base) rankings is required. One common-sense solution is finding a ranking that is as close as possible to all the particular rankings.

Formally, given $m$ partial rankings $T = \tau_1, \tau_2, ..., \tau_m$, over a universe $U$, the rank aggregation problem requires a partial ranking that is as close as possible to all these rankings to be determined. In other words, it requires a means of combining the rankings. There are many ways to solve this problem, one of which is by trying to find a ranking such that the sum of rank distances between it and the given rankings is minimal. In other words, find $\sigma$ such that:

$$\Delta(\sigma, T) = \sum_{\tau \in T} \Delta(\sigma, \tau)$$

is minimal. The set of all rankings that minimize $\Delta(\sigma, T)$ is called the aggregations set and is denoted by $agr(T)$.

Apart from many paradoxes of different aggregation methods, this problem is NP-hard for most non-trivial distances (e.g., for edit distance, see (de la Higuera and Casacuberta, 2000)). Dinu and Manea (2006) show that the rank aggregation problem using rank distance, which minimizes the sum $\Delta(\sigma, T)$ of the rank distances between the aggregation and each given ranking, can be reduced to solving $|U|$ assignment problems, where $U$ is the universe of objects. Let $n = \#U$. The time complexity to obtain one such aggregation (there may be more than one) is $O(n^4)$.

We then transform the aggregation problem in a categorization problem as follows (Dinu and Popescu, 2008): for a multiset $L$ of rankings, we determine all the aggregations of $L$ and then we apply voting on the set of $agr(L)$.

#### 4.1.2 Cosine Distance

Cosine distance is a metric which computes the angular cosine distance between two vectors of an inner product space. Given two vectors of features, $A$ and $B$, the cosine distance is represented as follows:

$$\Delta(A, B) = 1 - \frac{\sum_{i=1}^{n} A_i \times B_i}{\sqrt{\sum_{i=1}^{n} (A_i)^2} \times \sqrt{\sum_{i=1}^{n} (B_i)^2}}$$

When used in positive space, the cosine distance ranges from 0 to 1.
| Source Language | Target Language | F1  | F2  | F3  | F4  | F5  | F6  | F7  | F8  | F9  | F10 |
|----------------|----------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| RO            | RO             | 26.2| 5.61| 0.67| 0.06| 0.66| 0.15| 0.29| 0.16| 0.05| 0.11|
| RO            | FR             | 29.0| 5.06| 0.79| 0.03| 0.59| 0.13| 0.35| 0.06| 0.04| 0.06|
| RO            | IT             | 27.4| 5.57| 0.63| 0.04| 0.61| 0.16| 0.30| 0.10| 0.04| 0.06|
| RO            | ES             | 28.3| 5.18| 0.81| 0.04| 0.53| 0.15| 0.24| 0.09| 0.03| 0.03|
| RO            | PT             | 26.8| 5.31| 0.78| 0.04| 0.58| 0.14| 0.30| 0.08| 0.04| 0.02|
| FR            | RO             | 24.6| 5.35| 0.70| 0.06| 0.64| 0.17| 0.26| 0.14| 0.06| 0.13|
| FR            | FR             | 27.4| 4.86| 0.81| 0.04| 0.58| 0.14| 0.32| 0.05| 0.06| 0.09|
| FR            | IT             | 25.7| 5.46| 0.65| 0.05| 0.61| 0.17| 0.28| 0.09| 0.05| 0.07|
| FR            | ES             | 26.3| 5.11| 0.82| 0.05| 0.53| 0.16| 0.23| 0.08| 0.04| 0.04|
| FR            | PT             | 25.1| 5.21| 0.80| 0.05| 0.58| 0.16| 0.29| 0.07| 0.05| 0.02|
| IT            | RO             | 29.7| 5.46| 0.69| 0.06| 0.62| 0.16| 0.27| 0.15| 0.05| 0.12|
| IT            | FR             | 32.4| 5.00| 0.80| 0.04| 0.58| 0.14| 0.33| 0.06| 0.05| 0.08|
| IT            | IT             | 30.9| 5.48| 0.64| 0.05| 0.61| 0.16| 0.28| 0.10| 0.05| 0.07|
| IT            | ES             | 31.8| 5.15| 0.82| 0.04| 0.53| 0.16| 0.23| 0.09| 0.04| 0.03|
| IT            | PT             | 30.5| 5.28| 0.79| 0.04| 0.58| 0.15| 0.29| 0.07| 0.05| 0.02|
| ES            | RO             | 27.6| 5.33| 0.70| 0.06| 0.64| 0.17| 0.26| 0.14| 0.06| 0.13|
| ES            | FR             | 29.9| 4.91| 0.81| 0.04| 0.58| 0.14| 0.32| 0.05| 0.05| 0.09|
| ES            | IT             | 27.9| 5.45| 0.66| 0.05| 0.60| 0.17| 0.28| 0.09| 0.05| 0.08|
| ES            | ES             | 31.1| 5.02| 0.83| 0.05| 0.52| 0.16| 0.22| 0.08| 0.05| 0.04|
| ES            | PT             | 28.2| 5.17| 0.81| 0.05| 0.57| 0.16| 0.28| 0.07| 0.05| 0.02|
| PT            | RO             | 29.3| 5.58| 0.67| 0.05| 0.65| 0.15| 0.28| 0.16| 0.05| 0.12|
| PT            | FR             | 32.8| 5.04| 0.80| 0.03| 0.58| 0.13| 0.34| 0.06| 0.04| 0.07|
| PT            | IT             | 30.9| 5.56| 0.62| 0.04| 0.60| 0.15| 0.29| 0.10| 0.04| 0.06|
| PT            | ES             | 32.5| 5.15| 0.81| 0.03| 0.53| 0.15| 0.24| 0.09| 0.03| 0.03|
| PT            | PT             | 30.9| 5.28| 0.79| 0.04| 0.57| 0.14| 0.30| 0.08| 0.04| 0.02|

Table 1: Values for readability metrics applied on Europarl. The first column represents the source language (the language of the speaker). The second column represents the target language (the language in which the text is written / translated). The features F1 - F10 are as follows:

- **F1** - average number of words per sentence
- **F2** - average number of characters per word
- **F3** - percentage of words from the basic lexicon
- **F4** - type / token ratio
- **F5** - lexical density
- **F6** - relative frequency of POS unigrams: verbs
- **F7** - relative frequency of POS unigrams: nouns
- **F8** - relative frequency of POS unigrams: adjectives
- **F9** - relative frequency of POS unigrams: adverbs
- **F10** - relative frequency of POS unigrams: pronouns
Table 2: Cosine distance between feature vectors. The first column represents the source language and the first line represents the target language.

|   | RO  | FR  | IT  | ES  | PT  |
|---|-----|-----|-----|-----|-----|
| RO| –   | 0.571 | 0.138 | 0.582 | 0.292 |
| FR| 0.513 | –   | 0.505 | 0.491 | 0.328 |
| IT| 0.075 | 0.416 | –   | 0.502 | 0.212 |
| ES| 0.531 | 0.423 | 0.545 | –   | 0.256 |
| PT| 0.300 | 0.227 | 0.252 | 0.275 | –   |

4.2 Experiment Analysis: Original vs. Translation

Our main goal is to determine a robust way to evaluate the variation in readability from the original texts to their translations, after applying the 10 readability features described in Section 3.2.

A natural approach is to use an evaluation methodology based on a distance metric between feature vectors to observe how close translations are in various languages, with respect to readability. The closer the distance is to 0, the more easily can one language be translated into the other, in terms of readability. Briefly, our first approach is as follows: for each source language \( L \) in column 1 of Table 1, we consider the feature vector corresponding to this language from column 2 and we compute the cosine distance between this vector and all the other 4 vectors remaining in column 2, one for each target language. The obtained values are reported in Table 2, on the line corresponding to language \( L \).

Table 2 provides not only information regarding the closest language, but also the hierarchy of languages in terms of readability. For example, the closest language to Romanian is Italian, followed by Portuguese, French and Spanish. Overall, the lowest distance between an original text and its translation occurs when Italian is the source language and Romanian the target language. The highest distance is reported for translations from Romanian into Spanish.

The second approach we use for investigating the readability of translation is multi-criteria aggregation: since the 10 monitored features can be seen as individual classifiers for readability (and in various papers they were used either individually or combined as representative features for predicting readability), we experiment with a multi-criteria aggregation of these metrics in order to predict which language is closest to the source language in terms of readability.

For segments of text having the source language \( L \), we consider each feature \( F_i \), one at a time, and we compute the absolute value of the difference between the \( F_i \) value for the original text and the \( F_i \) values for its translations. Then, we sort the values in ascending order, thus obtaining for each language \( L \) and feature \( F_i \) a ranking with 4 elements (one for each translation) determined as follows: the language having the lowest computed absolute value is placed on the first position, the language having the second to lowest computed absolute value is placed on the second position, and so on. Finally, we have, for each language \( L \), 10 rankings (one for each feature) with 4 elements (one for each translation), each ranking indicating on the first position the target language which is closest to the source language with regard to readability measured by feature \( F_i \). In case of equal values for the computed absolute distance, we consider all possible rankings.

Given these rankings, the task we propose is to determine which target language is closest to the source language in terms of readability. To solve this requirement, we apply multi-criteria aggregation based on rank distance. For each language, we aggregate the 10 corresponding rankings and determine the closest language with respect to readability across translation. The results we obtain for Romance languages after the rank aggregation are as follows: the closest translation language for Romanian is Italian (followed by Portuguese, Spanish and French). Conversely, for Italian the closest language is Romanian (followed by Portuguese, French and Spanish). For French, Portuguese occupies the first position in the ranking (followed by Spanish, Italian and Romanian). For Spanish, Portuguese ranks first (followed by Italian, French and Romanian), while for Portuguese, Italian is the closest language (followed by French, Spanish and Romanian).

The obtained results are very similar to those computed by the cosine distance and reported in Table 2. The only difference regarding the closest language in terms of readability is that rank aggregation reports Italian as being closest to Portuguese, while the cosine distance reports French instead. However, the differences between the first two ranked languages for Portuguese, namely French and Italian, are insignificant.
Figure 1: PCA. Languages are annotated in the figure as follows: $L_1, L_2$, where $L_1$ is the source language and $L_2$ is the target language.

4.3 PCA: Original vs. Translation

In Figure 1 we employ Principal Component Analysis (PCA) to perform linear data reduction in order to obtain a better representation of the readability feature vectors without losing much information. We use the Modular toolkit for Data Processing (MDP), a Python data processing framework (Zito et al., 2008). We observe that clusters tend to be formed based on the target language, rather than based on the source language. While for Romanian and Italian the original texts are to some extent isolated from their translations, for French, Spanish and Portuguese the original texts are more integrated within the groups of translations. The most compact cluster corresponds to Romanian as a target language.

5 Conclusions

In this paper we investigate the behaviour of various readability metrics across parallel translations of texts from a source language to target languages. We focus on Romance languages and we propose two methods for the analysis of the closest translation, in terms of readability. Given a text in a source language, we determine which of its translations in various target languages is closest to the original text with regard to readability. In our future works, we plan to extend our analysis to more languages, in order to cover a wider variety of linguistic families. We are mainly interested in the 21 languages covered by Europarl. Moreover, we intend to enrich the variety of the texts, beginning with an analysis of translations of literary works. As far as resources are available, we plan to investigate other readability metrics as well and to combine our findings with the views of human experts. We believe our method can provide valuable information regarding the difficulty of translation from one language into another in terms of readability.
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