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IZVLEČEK

V članku obravnavamo učinkovitost odkrivanja grobih pogreškov opazovanj v geodetskih mrežah za dve različni metodi. Analiza je izvedena na primeru kontrolne mreže za geodetska opazovanja spomenika Pobednik na območju trdnjave Kalemegdan v Beogradu, kjer je uporabljena ocena povprečne uspešnosti (angl. MSR – mean success rate). Za odkrivanje grobih pogreškov smo uporabili klasične analizne in robustne metode. Rezultati empirične analize originalnih geodetskih opazovanj so pokazali, da so robustne metode učinkoviteje od klasičnih analiz odkrivanja grobih napak opazovanj v geodetskih mrežah.

ABSTRACT

In the paper the efficacy of two different approaches for outlier detection in geodetic networks is analysed on a test example of a control network for geodetic monitoring of the Pobednik statue in the Kalemegdan Fortress in Belgrade by applying the mean success rate (MSR). Conventional tests and robust methods were applied for detecting outliers. The experimental results indicate that the new approach based on original observations provides higher efficiency of the applied methods than the classical approach for outlier detection in geodetic networks.
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1 INTRODUCTION

For the purpose of solving many tasks in geodesy, it is necessary to design and establish a geodetic network of appropriate quality. Due to the influence of various factors, such as careless operators, atmospheric conditions and other factors, observations may contain outliers. Since outliers affect the estimation of unknown parameters and their accuracy in the adjustment of a geodetic network, it is possible to reach wrong conclusions on the basis of the obtained results (Hampel et al., 1986). Therefore, observations must be freed of the influence of outliers. Two most common methods for detecting outliers in geodetic observations are Conventional Outlier Detection Test Procedures and Robust Estimation Methods.

The conventional tests of detecting outliers include Data snooping test (Baarda, 1968) and τ test (Pope, 1976). These tests are based on the assumption that observations contain only one outlier. Berber and Hekimoglu have shown that by applying the Data snooping test one outlier can be reliably detected, while if the τ test is applied, an outlier cannot be always reliably detected (Berber and Hekimoglu, 2003). Baselga showed that the τ test becomes inefficient when several outliers exist in observations (Baselga, 2007). Also, that study showed that the τ test is not applicable in cases when observations are correlated. In Saka (2016) two approaches for outlier detection in the Global Navigation Satellite System (GNSS) networks by applying the τ test were considered. In the first case one GNSS baseline components were analysed individually and in the second case they were analysed as a whole. When an outlier exists in all baseline components, the second approach is a more efficient solution while the first approach is more efficient in cases when outlier exists in only one baseline component (Saka, 2016). It is asserted and proven in practice, that in case of only one outlier, Conventional Tests are very efficient (Xu, 2005; Hekimoglu et al., 2014).

The robust methods are very suitable statistical tools used for reducing or removing the influence of outliers in observations. In 1964, Huber introduced a robust M-estimation, representing the generalized form of maximum likelihood estimation (Huber, 1964). The robust M-estimation is a very suitable technique for outlier detection in geodetic observations. The principle of the robust-M-estimation application is based on the iterative Least squares (LS) adjustment respecting the condition about gradual changes of the weights of individual observations (Třasák and Štroner, 2014). The LS is very sensitive to deviations from the model assumptions (Hampel et al., 1986) and it extends the effects of outliers to residuals of all observations (Hekimoglu et al., 2011, 2014; Hekimoglu and Erdogan, 2012; Erdogan, 2014). LS play an essential role in all methods of detecting outliers mentioned above. Unlike the LS estimation, the robust M-estimation is far less sensitive to the deviations from the assumed model, hence it resists, to a certain extent, the effect of outliers (Hampel et al., 1986; Třasák and Štroner, 2014).

In order to investigate the effectiveness of outlier detection methods in geodetic observations, Hekimoglu and Koch proposed that as a measure of efficiency the mean success rate (MSR) should be used (Hekimoglu and Koch, 1999, 2000). MSR is given as the number of successes divided by the number of experiments (Hekimoglu and Koch, 1999, 2000). MSR is used for the efficiency measurements of outlier detection methods (Hekimoglu and Erenoglu, 2007; Erenoglu and Hekimoglu, 2010; Hekimoglu et al., 2011, 2014; Erdogan, 2014) and methods of deformation analysis (Hekimoglu, Erdogan and Butterworth, 2010; Nowel, 2016; Sušić et al., 2017).

Below are briefly presented results of researches carried out in cited papers. The robust methods of outlier detection are more efficient than the conventional tests. By increasing the outlier magnitude, the
efficiency of an outlier detection method is also increased. The efficiency of mentioned methods is significantly reduced with the increase of the number of outliers, and the number of unknown parameters. Outlier detection methods are significantly more efficient in cases when the \textit{a priori} standard deviation is unknown. The MSR efficiency indicator reaches a maximum value if there is only one outlier or when the number of unknown parameters is one.

Each observation in geodetic network is measured at least two times, after which its mean value is determined. The obtained mean values are used in the adjustment of geodetic network. When observations are not contaminated by outliers, the mean value represents the optimum value. However, if observations are contaminated by at least one outlier, the mean value will also be contaminated by an outlier. For instance, when observations in a geodetic network are measured twice, the mean value is contaminated by half of an outlier. Since the outlier detection of small magnitudes is much more difficult, it is necessary that the outlier detection is based on original observations, not on their mean values (Erdogan, 2014; Hekimoglu et al., 2014). In his study (Erdogan, 2014), Erdogan has shown that this approach provides higher efficiency of the outlier detection methods. In Hekimoglu et al. (2014) the authors propose the Univariate Approach for the outlier detection. In this approach the analysis is based on a univariate sample which is formed as the difference of original observations measured at least twice. If this approach is used, the efficiency of applied methods increases (Hekimoglu et al., 2014).

2 CONVENTIONAL TESTS

The conventional tests of outlier detection are based on local statistical tests (Baarda, 1968; Pope, 1976). When an observation \( l \) is contaminated by an outlier \( \delta \), the following hypotheses are tested:

\[
H_0: E(\delta) = 0 \quad \text{versus} \quad H_1: E(\delta) \neq 0
\]  

Hypotheses (1) are tested by applying the Data snooping or \( \tau \) tests (Baarda, 1968; Pope, 1976). The differences between these tests are reflected in the use of different variance factors for the standardization of residuals. In case of the Data snooping test \textit{a priori} standard deviation \( \sigma_0 \) is used, and in the \( \tau \) test a posteriori standard deviation \( \hat{\sigma}_0 \).

For the Data snooping test, the test statistics is formed in the following way (Baarda, 1968; Caspary, 2000):

\[
w_i = \frac{|v_i|}{\sigma_0 \sqrt{q_{vii}}} \sim N(0,1), \ i \in \{1,2,\ldots,n\}
\]  

where \( v_i \) is the residual of the \( i \)-th observation, \( \sigma_0 \) a priori standard deviation, \( q_{vii} \) \( i \)-th diagonal element of the cofactor matrix of residuals \( Q \), and \( N \) the standardised Normal distribution. If \( w_i > N_{1-\alpha}^{\alpha} \), then \( i \)-th observation is considered as a bad observation. For the significance level \( \alpha \) the value 0.001 is generally chosen, but one often uses the value 0.01 when a need for more rigidity exist.

In the case of the \( \tau \) test, the test statistics is formed in the following way (Pope, 1976; Caspary, 2000):

\[
w_i = \frac{|v_i|}{\hat{\sigma}_0 \sqrt{q_{vii}}} \sim \tau_f, \ i \in \{1,2,\ldots,n\}
\]
where $\hat{\sigma}_0$ is a posteriori standard deviation, $\tau_i$ is the $\tau$ distribution with $f$ degrees of freedom. The $\tau$ distribution can be expressed as a function of the Student $t$ distribution:

$$
\tau_f = \sqrt{\frac{f t_{f-1}^2}{f - 1 + t_{f-1}^2}}
$$

(4)

If $w_i > \tau_{1-\alpha_0}$, then the $i$-th observation is contaminated by an outlier. If the significance level $\alpha$ corresponds to all observations, then the significance level $\alpha_0$ for every individual observation is determined according to the following expression (Pope, 1976; Caspary, 2000):

$$
\alpha_0 = 1 - (1 - \alpha)^{1/n} \cong \alpha/n
$$

(5)

where $n$ is a number of observations. For the significance level $\alpha$ the value is generally chosen as $\alpha = 0.05$.

As already mentioned, these methods are based on the assumption that only one observation is contaminated by an outlier. If there are more outliers in observations, the theory is inadequate. However, in practice these methods are applied iteratively. Only the observation with the highest test statistic value is tested in one cycle of the iterations. If this observation is rejected, it is removed, and the remaining observations are adjusted again. The procedure is repeated until all observations which are contaminated by outliers are detected. More information about these methods can be found in the following papers: Baarda (1968), Pope (1976), Caspary (2000).

3 ROBUST METHODS

The robust M-estimation method finds a wide application in detection of outliers in geodetic observations. The principle of the robust M-estimator application is based on an iterative least squares adjustment respecting the condition of a gradual change in weights of individual observations (Koch, 1999):

$$
\hat{x}_k = \left( A^T PW_{k-1} A \right)^+ A^T PW_{k-1} l_k \

v_k = A\hat{x}_k - l
$$

(6)

where $A$ is the design matrix, $P$ matrix of observation weights, $l$ vector of observations, $W$ matrix of robust weights, $v$ vector of residuals, $\hat{x}$ vector of unknown parameters and $k$ the number of iterations. The matrix of robust changes in weights of observations $W$ may be expressed in the form:

$$
W = \text{diag}(w_1, w_2, ..., w_n)
$$

(7)

In the initial iterative step, this matrix is set up as the identity matrix ($W = I$). In subsequent iterations, any weight function from the robust M-estimation class can be used for forming robust weights $w_i$. In Table 1 the following weight functions are shown: L1 norm (Barrodale and Roberts, 1974), Huber (Huber, 1981), Danish (Krarup, Juhl and Kubik, 1980) and Andrews (Andrews, 1974). Iterative process (6) is performed until all the differences between residuals contained in the vector $v_k$ from the current and the corresponding ones contained in the vector $v_{k-1}$ related to the preceding iteration, become smaller than the related specified tolerance values for $\gamma$ (see chapter 5, paragraph 3).
Table 1: Functions of weights.

| M-Estimation | Weight Function ($i \in \{1, 2, ..., n\}$) | Critical Value |
|--------------|---------------------------------|-----------------|
| L1-norm      | $w_i = 1/|\nu_i|$              |                 |
| Huber        | $w_i = \begin{cases} 1, & |\nu_i| \leq c \\ c/|\nu_i|, & |\nu_i| > c \end{cases}$ | $c \in [1.5\sigma_0, 2\sigma_0]$ |
| Danish       | $w_i = \begin{cases} 1, & |\nu_i| \leq c \\ \exp(-|\nu_i|/c), & |\nu_i| > c \end{cases}$ | $c \in [1.5\sigma_0, 2\sigma_0]$ |
| Andrews      | $w_i = \begin{cases} \sin(|\nu_i|/c)/(|\nu_i|/c), & |\nu_i| \leq c\pi \\ 0, & |\nu_i| > c\pi \end{cases}$ | $c \in [1.5\sigma_0, 2\sigma_0]$ |

The principle of outlier detection is based on the comparison of estimated observation residuals from robust adjustment with critical value. When the estimated observation residuals value from the last iteration exceeds the critical value $3\sigma_0$, the observation is considered as a bad observation (Hekimoglu et al., 2014). When \textit{a priori} standard deviation $\sigma_i$ is unknown, the critical value is set to $3\hat{\sigma}_0$, where $\hat{\sigma}_0$ is \textit{a posteriori} standard deviation from the first iteration. A more detailed information about the robust methods can be found in Huber (1981), Hampel et al. (1986), Koch (1999), Třasák and Štroner (2014).

4 EFFICIENCY OF OUTLIER DETECTION METHODS

The outlier detection in observations is considered successful if all outliers in observations were discovered using the appropriate method. The efficiency of an outlier detection method in observations cannot be determined on the basis of analysing only one set of real observations in a geodetic network. In this case it is not known which observations contain outliers so it is not possible to check the results obtained using the appropriate method. Also, the efficiency analysis refers to only one of many different models of geodetic networks, and therefore it is not known how methods behave in other cases.

It has been already mentioned that the efficiency of the outlier detection method in geodetic networks can be determined by using the MSR factor (Hekimoglu and Koch, 1999, 2000). MSR is a very good empirical measure of the efficiency of the outlier detection methods. It is computed on the basis of a large number of simulated observation sets. MSR is calculated as the ratio of the number of observation sets in which outliers were correctly detected and the total number of simulated observation sets (Hekimoglu and Koch, 1999, 2000; Nowel, 2016).

In practice geodetic observations contain Normally distributed random errors. Taking into account the assumption that observations are not correlated, it is natural that random errors of observation have the following form:

$$\varepsilon_i \sim N(0, \sigma_i^2), \quad i \in \{1, 2, \ldots, n\}$$

(8)

where $\sigma_i$ is standard deviation of the $i$-th observation. Random observation errors can be generated by applying a random generator. In the simulation signs and locations of outliers are chosen randomly. The magnitudes of outliers $\delta_i$ take values from the interval:
\[ \delta_i \in [a\sigma_0, b\sigma_0] \]  

(9)

where \( \sigma_0 \) is a priori standard deviation, \( a \geq 1 \) defines the lower limit of the interval, whereas \( b > 1 \) defines the upper one (Hekimoglu and Erenoglu, 2007). The values from this interval are Uniformly distributed.

The vector of simulated observations is formed in the following manner:

\[ \mathbf{l}_{\text{obs}} = \mathbf{l} + \mathbf{e} + \mathbf{\delta} \]  

(10)

where \( \mathbf{l} \) is the vector of theoretical observations (it can be determined on the basis of approximate coordinates of points), \( \mathbf{e} \) vector of random observation errors and \( \mathbf{\delta} \) is the vector of outliers. It is necessary to form independently a large number of sets of simulated observations according to expression (10). The detection of outliers in observations, by applying the appropriate method, is carried out for every set of simulated observations.

MSR is computed in the following way (Hekimoglu and Koch, 1999, 2000; Nowel, 2016):

\[ MSR(n_o) = \frac{S}{N} \]  

(11)

where \( n_o \) is the number of outliers in observations, \( S \) is the number of sets of simulated observations wherein outliers are correctly detected and \( N \) is the total number of simulated observation sets. In order to make the comprehensive analysis it is necessary to determine the MSRs for various values of \( n_o \). More detailed explanations concerning the MSR factor can be found, for example, in Hekimoglu and Koch (1999, 2000), Hekimoglu and Erenoglu (2007), Erenoglu and Hekimoglu (2010), Hekimoglu, Erdogan and Butterworth (2010), Nowel (2016).

5 EXPERIMENTAL RESEARCH

The subject of the analysis in this paper is the Pobednik statue, which is located at the Kalemegdan fortress in Belgrade. The Pobednik statue is a male sculpture made of bronze, placed on a construction consisting of a stone base and a raised stone pillar. By visual inspection of the construction of the monument, certain deformations were observed on the construction itself. For the purpose of monitoring the condition of the construction of the statue, geodetic control network which consists of five points was designed and established. For the monitoring the state of the monument’s construction since 2008, geodetic deformation measurements from the control geodetic network are periodically carried out. In the network directions in two repetitions were measured with standard deviation \( \sigma_p = 2^\circ \) and distances in two repetitions with standard deviation \( \sigma_d = 2\text{mm} + 2\text{ppm} \). Fig. 1 presents position of the points as well as distances and directions. The procedure of outlier detection in the geodetic network is carried out using the Data Snooping test. However, sometimes if outliers in observations are not detected and eliminated, it may affect the objectivity of the procedure deformation analysis. Thus, the correct detection of outliers in observations is a prerequisite for the effective application of the deformation analysis method. The analysis of the efficiency of different approaches for outlier detection in geodetic networks was performed below, on the example of the control network for geodetic monitoring of the Pobednik statue. In this study, the subject of the analysis is a two-dimensional triangulation-trilateration network for geodetic monitoring, while the one-dimensional levelling networks are most frequently analysed in the existing literature (Hekimoglu et al. 2014; Erdogan, 2014).
Observations are simulated with random errors which are Normally distributed with adopted standard deviation $\sigma = 2"$ for directions, and $\sigma = 2\text{mm} + 2\text{ppm}$ for distances. In the experiment two variants with different interval of magnitudes are considered. In the first variant the magnitudes of outliers take values from the interval $[3\sigma_0, 6\sigma_0]$, whereas in the other one the interval is $[6\sigma_0, 12\sigma_0]$. For both variants following four cases are treated: (1) observations contain no outliers ($n_o = 0$); (2) one randomly selected observation is contaminated by an outlier ($n_o = 1$); (3) two randomly selected observations are contaminated by outliers ($n_o = 2$) and (4) three randomly selected observations are contaminated by outliers ($n_o = 3$). Five thousand sets of simulated observations were generated (first and second repetitions) for each of the four mentioned cases for both variants, according to equation (10). The simulations were performed by applying the Monte Carlo method using the software package Matlab R2013a.

Figure 1: Geodetic network for Pobednik statue in the Kalemegdan Fortress in Belgrade.

Outliers are analysed for every set of simulated observations by applying the classical and new approaches to the outlier analysis. The classical approach involves using the mean values of observations from two repetitions for the outlier analysis. The new approach by Hekimoglu et al. (2014) and Erdogan (2014) involves using the original observations for the outlier analysis. Outliers are detected by applying the conventional tests for outliers and the robust methods. For the significance level $\alpha$ the following values chosen as 0.001 and 0.05, for the Data snooping and the $\tau$ test respectively. In Huber, Danish and Andrews methods for $c$ the assumed value is chosen as $1.5\sigma_0$. In the case of the robust methods for the tolerance $\gamma$ the assumed value is chosen as 0.1" for directions and 0.1 mm for distances. The MSR efficiency coefficients are calculated independently for each method in both approaches (Table 2 and Table 3).
3). The comparison analysis of the MSRs, for both individual approaches and individual methods, for different outlier magnitudes intervals \([3\sigma_0, 6\sigma_0]\) and \([6\sigma_0, 12\sigma_0]\), is presented in Figs. 2 and 3, respectively.

### Table 2: The MSRs [%] for conventional tests and robust methods, classical approach.

| Method   | \(n_0 = 0\) | \(\delta_i \in [3\sigma_0, 6\sigma_0]\) | \(\delta_i \in [6\sigma_0, 12\sigma_0]\) |
|----------|--------------|----------------------------------------|---------------------------------------|
|          |              | \(n_i = 1\) | \(n_i = 2\) | \(n_i = 3\) | \(n_i = 1\) | \(n_i = 2\) | \(n_i = 3\) |
| DS test  | 99.96        | 1.16        | 0.30        | 0.00        | 49.56      | 24.34      | 10.48      |
| \(t\) test | 95.36        | 14.06       | 1.50        | 0.26        | 69.64      | 33.82      | 9.32       |
| L1 norm | 99.08        | 6.64        | 0.72        | 0.10        | 65.28      | 43.72      | 28.66      |
| Huber    | 99.88        | 4.02        | 0.50        | 0.04        | 54.32      | 30.72      | 16.70      |
| Danish   | 99.00        | 9.46        | 1.44        | 0.20        | 73.98      | 53.80      | 36.18      |
| Andrews  | 99.88        | 4.16        | 0.50        | 0.00        | 54.54      | 29.58      | 14.76      |

### Table 3: The MSRs [%] for conventional tests and robust methods, new approach.

| Method   | \(n_0 = 0\) | \(\delta_i \in [3\sigma_0, 6\sigma_0]\) | \(\delta_i \in [6\sigma_0, 12\sigma_0]\) |
|----------|--------------|----------------------------------------|---------------------------------------|
|          |              | \(n_i = 1\) | \(n_i = 2\) | \(n_i = 3\) | \(n_i = 1\) | \(n_i = 2\) | \(n_i = 3\) |
| DS test  | 94.14        | 60.70       | 40.10       | 23.64       | 94.46      | 93.52      | 91.62      |
| \(t\) test | 94.86        | 51.54       | 26.80       | 10.74       | 94.74      | 92.96      | 89.40      |
| L1 norm | 81.18        | 55.38       | 41.58       | 29.98       | 73.70      | 67.72      | 61.50      |
| Huber    | 86.80        | 61.68       | 44.96       | 30.52       | 85.10      | 80.50      | 74.84      |
| Danish   | 67.96        | 53.30       | 43.66       | 35.80       | 64.98      | 62.98      | 61.16      |
| Andrews  | 86.74        | 62.74       | 45.02       | 30.66       | 86.96      | 84.70      | 83.64      |

![Figure 2: The MSRs of conventional tests and robust methods, \(\delta_i \in [3\sigma_0, 6\sigma_0]\).](image-url)
Based on previous research, it is known that the efficiency of different outlier detection in observations, among other things, is influenced by random measurement errors, the number of unknown parameters, the magnitude of outliers, and the type and configuration of the geodetic network (Hekimoglu and Erenoglu, 2007; Erenoglu and Hekimoglu, 2010; Hekimoglu et al., 2011, 2011a, 2014; Erdogan, 2014). For this reason some observations which are not contaminated by outliers are detected as observations with outliers (first-type error ($\alpha$)), while observations which are contaminated by outliers are detected as those without outliers (second-type error ($\beta$)). As it has been previously established efficiency of the outlier detection methods for geodetic networks is different. Below is the analysis of the influence of the first type error ($\alpha$) and the second type error of the ($\beta$) on the above mentioned differences. The analogous analysis concerning the deformation-analysis methods is available in Nowel (2016).

Within the experiment only two observations are analysed, observations of direction $\alpha_{102-103}$ and direction $\alpha_{105-102}$. The assumption is that observation of direction $\alpha_{102-103}$ from the first repetition is contaminated by outlier, while observation of direction $\alpha_{105-102}$ from the first repetition is not. It is also assumed that one more randomly selected observation is contaminated by an outlier. The magnitudes of outliers take values from $\delta_i \in [3\sigma_0,6\sigma_0]$. As in the previous experiment, five thousand sets of simulated observations have been generated.

The outlier detection is performed for every set of simulated observations by applying the mentioned approaches, where the conventional tests and the robust methods are applied. For the significance level $\alpha$ and critical value $c$ the same values were chosen as in the previous experiment. The number of cases wherein the direction $\alpha_{105-102}$ is detected as an observation with an outlier (first-type error ($\alpha$)) is...
determined, as well as the number of cases wherein the direction $\alpha_{102-103}$ is detected as an observation without an outlier (second-type error ($\beta$)). The first-type and second-type errors for each method for both approaches are presented in Table 4. The histograms of the test statistics $w_{\alpha_{105-102}}$ and $w_{\alpha_{102-103}}$ for the Data snooping test and the magnitude of residuals $v_{\alpha_{105-102}}$ and $v_{\alpha_{102-103}}$ for the Danish method are presented in Figs. 4 and 5.

Table 4: First-type and second-type errors for conventional tests and robust methods.

| Method   | Classical approach | New approach |
|----------|--------------------|--------------|
|          | $\alpha$ [%] | $\beta$ [%] | $\alpha$ [%] | $\beta$ [%] |
| DS test  | 0.00              | 99.24        | 0.16          | 45.88        |
| $\tau$ test | 0.30              | 94.92        | 0.08          | 63.08        |
| L1 norm  | 0.34              | 95.80        | 0.62          | 39.12        |
| Huber    | 0.00              | 99.38        | 0.26          | 40.94        |
| Danish   | 0.32              | 90.74        | 0.96          | 27.32        |
| Andrews  | 0.00              | 99.36        | 0.24          | 41.58        |

Figure 4: Histograms of test statistics $w_{\alpha_{105-102}}$ and $w_{\alpha_{102-103}}$ for Data snooping test.
6 DISCUSSION AND CONCLUSION

The efficiency analysis of different approaches for outlier detection in geodetic networks has been conducted on the example of the control network of geodetic monitoring for the Pobednik statue in the Kalemegdan Fortress in Belgrade. The outlier detection is performed by applying the conventional tests and the robust methods. MSR factor was used for measuring efficiency in this study. The MSRs of the applied methods for the classical approach are presented in Table 2. When observations are not contaminated by outliers ($n_o = 0$), the MSRs have large values, which indicates that the mean value is an optimal estimate when observations are not contaminated by outliers. When observations are contaminated by outliers, the MSRs are significantly reduced, because when calculating the mean value, the magnitude of the outlier is reduced. The MSRs of the conventional tests and the robust methods for the new approach are presented in Table 3. The efficiency of the applied methods in this case is significantly higher than in the case of the classical approach. The efficiency differences between different approaches for outlier analysis and individual outlier detection methods are easily noticeable in Figs. 2 and 3.

In addition to the efficiency analysis of different approaches in the outlier detection in the this paper was made analysis to determine which error (first-type and second-type errors ($\alpha$ and $\beta$)) affect these efficiency differences more. The first-type and second-type errors of the conventional tests and the robust methods are presented in Table 4. The first-type errors of the applied methods are very similar for both approaches, whereas the second-type errors are different significantly. The differences between the second-type errors for the Data snooping test and the Danish method for individual approaches to the outlier detection can be noticed in Figs. 4 and 5. The minimal values of the second-type errors for the applied methods concern the new approach to the analysis of outliers. For the new approach the smallest values
of the second-type errors occur for the Danish (27.32%) method, whereas the largest one occurs for the $\tau$ test (63.08%). Thus, the efficiency differences between individual methods for detecting outliers are noticeable when observations are contaminated by outliers, while the efficiency of detecting observations which are not contaminated by outliers is very similar.

In the case of Example (2), one randomly selected observation contaminated by outlier was selected. By applying a new approach to the outlier detection, the efficiency of the Data snooping test was increased by 59.54% and the Huber method’s efficiency by 57.66% when the magnitude of the outliers took values from the interval $[3\sigma_o, 6\sigma_o]$. If the magnitude of the outliers takes values from the interval $[6\sigma_o, 12\sigma_o]$, the Data snooping test efficiency is increased by 44.9% while the Huber method’s efficiency is increased by 30.78%. Erdogan (2014) obtained similar results, the efficiency of the Data snooping test and the efficiency of detecting observations which are not contaminated by outliers is very similar.
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