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Abstract

For more than a century, the Painlevé I equation has played an important role in both physics and mathematics. Its two-parameter family of solutions was studied in many different ways, yet still leads to new surprises and discoveries. Two popular tools in these studies are the theory of isomonodromic deformation that uses the exact WKB method, and the asymptotic description of transcendentals in terms of two-parameter transseries. Combining methods from both schools of thought, we follow work by Takei and collaborators to formulate complete, two-parameter connection formulae for solutions when they cross arbitrary Stokes lines in the complex plane. These formulae allow us to study Stokes phenomenon for the full two-parameter family of transseries solutions. In particular, we recover the exact expressions for the Stokes data that were recently found by Baldino, Schwick, Schiappa and Vega and compare our connection formulae to theirs. We also explain several ambiguities in relating transseries parameter choices to actual Painlevé transcendentals, study the monodromy of formal solutions, and provide high-precision numerical tests of our results.
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1. Introduction

Ever since their discovery in the early 20th century [1], the six Painlevé equations have played an important role in many branches of physics and mathematics. These second order ordinary differential equations, whose special properties we shall describe in more detail in section 2, pop up in areas from fluid mechanics to quantum gravity and from random matrix theory to conformal field theory.

Even the simplest of the six equations, the Painlevé I equation:

\[ u(z)^2 - \frac{1}{6} \frac{d^2 u(z)}{dz^2} = z, \]  

(1.1)

has been an intriguing object of study for more than a century now, and several questions about the equation and its solutions \( u(z) \), the Painlevé I transcendents, are still partially or entirely unanswered. In this paper, one of these partially answered questions will be our main subject. It concerns the relation between formal solutions to the first Painlevé equation and its functional solutions, the transcendents.

1.1. From formal solutions to transcendents

The simplest formal solution to (1.1) is a power series in the complex variable \( z \), or more precisely, in \( z^{-5/2} \). Being a series in a negative power of \( z \), it is clear what this solution describes: it portrays the asymptotic behaviour of a transcendent as \( z \to \infty \). Indeed, there exist many Painlevé I transcendents that—at least in some directions in the \( z \)-plane—have the required asymptotics. In Boutroux’ classification that stems from 1913 [2], these are the so-called tritronquée and tronquée solutions that we shall also describe in some more detail in section 2.

However, this relation between a single formal solution and a subclass of transcendents cannot be the whole story. Clearly, the relation is not one-to-one, as the power series solution is essentially unique, whereas—since (1.1) is a second order ODE—the transcendents form a two-parameter family.

It is well-known how to obtain a two-parameter family of solutions also on the formal side [3–10]. To achieve this, one extends the concept of a power series to that of a transseries (see e.g. [11] for an introduction), a formal expansion not only in \( z \), but also in other transmonomials such as \( e^{-A/z} \), \( e^{+A/z} \) (where \( A \) and \( c \) are constants) and \( \log(z) \). Using these building blocks, it was shown in [8], building on pioneering work in [7], that one can construct a complete, 2-parameter family of transseries solutions to the Painlevé I equation. These 2-parameter transseries solutions have also appeared in many different guises in other work, e.g. [4, 9, 10, 12–14].

An issue that all members of the family of transseries solutions share, is that whenever a power series in \( z^{-\alpha} \) for some \( \alpha \) appears (in practice, for Painlevé I, \( \alpha \) is always 5/2 or 5/4), no matter which other transmonomials it multiplies, it is always an asymptotic series, with coefficients that grow factorially. Therefore, these series do not converge for any value of \( z \), and so one cannot simply sum them to obtain a functional, transcendent solution. Thus, one is left no choice but to interpret the formal transseries solutions in terms of (hyper-) asymptotics.

Of course, this is not to say that there are not ways to turn asymptotic series into functions. Émile Borel, a contemporary of Paul Painlevé, developed the procedure of what we now know as ‘Borel summation’ precisely to achieve this. Thus, one may wonder if we cannot simply Borel sum every power series inside a transseries solution (a procedure known as Borel–Ecalle summation) to find a transcendent. At first sight, this may seem to be an impossible task: there
are at least three scales in the story, roughly $z, e^{-A/z}$ and $e^{+A/z}$, and at least one of them will always grow without bounds when $z \to \infty$ in some direction in the complex plane. However, as we shall see in detail in this paper, if we keep $z$ fixed and the parameters of the problem are small enough, one can still Borel–Écalle sum every asymptotic series in the problem (in numerical practice with some cutoffs, of course) and obtain actual transcendents.

While the answer to the question of summation is thus in principle ‘yes’, the procedure is not unambiguous. Often, the power series one encounters are ‘non Borel-summable’, meaning that one must make a specific choice of lateral Borel summation to sum them. More importantly, the result one then finds at best corresponds to a given transcendent in a specific wedge-shaped sector of the complex $z$-plane—a result of the occurrence of Stokes phenomenon.

1.2. Stokes phenomenon and isomonodromic deformation

Just like the power series solution to Painlevé I, the transseries solutions, when appropriately summed, describe the asymptotic behaviour of transcendents. Ever since the work of Stokes [15] it has been known, however, that beyond the leading power series description, the asymptotic behaviour of complex functions can suddenly change at special loci—Stokes lines—in the complex plane. It is known, as we shall review in detail in section 2, that for the Painlevé I transseries solutions this means that at the Stokes lines, the values of the two free parameters jump.

This in particular means that the map between two-parameter transseries and two-parameter transcendents is a very intricate one, and it is this map that we aim to understand better in this paper. On the transcendent side, one picks the parameters once (for example by choosing boundary conditions $u(z_0)$ and $u'(z_0)$ at some point $z_0 \in \mathbb{C}$) which fixes the entire transcendent. On the transseries side, one can choose $z_0$ and fix the two transseries parameters, but these parameters are then only piecewise constant as one changes $z_0$, and will jump at the Stokes lines. As a result, one must first understand the Stokes automorphism acting on the transseries parameters at every Stokes line, before even being able to map from transseries to transcendents.

The quest to fully understand the Stokes automorphisms for the two-parameter transseries of Painlevé I has been a long one, starting with [8] where it was shown that there are actually two automorphisms that need to be understood for two types of Stokes lines, that each of these automorphisms can be encoded in a seemingly infinite number of Stokes constants, and that these Stokes constants have several intriguing algebraic relations among themselves. In [16] the problem was studied further, and recently in [17] the research culminated when Baldino et al showed that even more relations existed. These relations allowed them to relate all Stokes constants to two numbers, one of which is the known Stokes constant of Painlevé I, and a second one for which they were then able to give a closed form expression, thereby matching all the previous numerical results up to a large number of decimal places.

This result was an enormous step forward from the previous state of the art, since before it only a single Stokes constant had been computed exactly [18–21] (see also [22, 23] for an interesting approach). Intriguingly, the new method of computation, based on alien calculus and Écalle’s theory of resurgence [24] (see e.g. [25–27] for reviews), differs completely from how the value of the original Stokes constant had been found. Notably, in work by Takei [18, 28], the first Stokes constant was computed by applying the theory of isomonodromic deformation. The question that sparked the research in this paper was: could one use similar methods to Takei’s, and in this way recover and verify the results of [17] for all Stokes constants of the full two-parameter transseries?
As we describe in detail in what follows, the answer to that question is ‘yes’. One can set up a similar isomonodromic analysis: relate the Painlevé I equation to an associated linear problem, solve that problem using the methods of exact WKB analysis, and study the monodromy of solutions to the problem—a monodromy that is only consistent if the parameters in the new problem satisfy the original Painlevé I equation. By requiring these parameters to be described by full two-parameter transseries, and finding the connection formulae for the associated linear problem in terms of these, one can indeed find the complete Stokes automorphisms, including the exact values of all the Stokes constants. Note that in [28, 29], Takei and Kawai already described connection formulae for two-parameter transseries across a Stokes line\(^1\). Here we rederive those formulae with a few tweaks needed to obtain the precise Stokes data for the ‘stringy conventions’ of (1.1).

1.3. Results

In this paper, after reformulating the above-mentioned connection formulae for all the different Stokes lines that a transseries solution can cross, we study their monodromy. As expected, these transitions alternate between the two types that were studied in [8] and follow-up work. From the connection formulae, we can find a closed form for all ten Stokes automorphisms—though in practice the form of the expressions is ugly and it is much nicer to write them down in a more implicit form. When expanded in alien derivatives, the Stokes automorphisms indeed give back the exact form of all the Stokes constants that were found in [17].

Having the Stokes automorphisms at our disposal, we are then able to derive several other interesting results. One is about the uniqueness of transseries expansions when a specific transcendent solution is given. It is clear that, even in a given sector in the complex plane, such an expansion can not be unique, as there are also many different ways to start from an expansion and Borel–Écalle sum it to a transcendent—choosing different paths of integration in the inverse Borel transform.

Here, we make this non-uniqueness precise: we show that first of all there is a choice of branch in expressions like \( z^{-5/4} \) and (roughly) \( \log z \) that leads to an infinite number of possible transseries expansions for a given transcendent in a given direction. The values of the transseries parameters for these different transseries can all be related by a simple mapping that we denote by \( T \). Secondly, in mapping between the transseries parameters and the actual monodromy data of the associated linear problem, another logarithmic map appears, which allows us to essentially shift the product of the two parameters by \( \frac{1}{2} \pi \) without changing the transcendent that is being described. Together, these two ambiguities show us how to reduce the ‘covering space’ of all transseries parameter values to the underlying ‘monodromy data space’ that describes all different transcendentals. We pay some special attention to how all of this works for the special loci in monodromy data space that describe Boutroux’ special \( \text{tronquée} \) and \( \text{tritronqué} \) solutions.

Finally, we perform some high-precision numerical tests on our results. These tests not only help us confirm the validity of our connection formulae and Stokes transitions; they also clarify that one can indeed Borel–Écalle sum \( \text{two-parameter} \) transseries in a consistent way, and that these formal transseries—albeit in a many-to-one way, and only after a specific Borel summation has been chosen—indeed describe well-defined transcendent solutions.

\(^1\) Similar ideas involving isomonodromic deformations are also present in both published [10] and unpublished work of Iwaki on 2-parameter tau functions.
1.4. Outline

Our hope is that this work appeals to members of two communities—roughly the ‘isomonodromic deformation community’ and the ‘transseries community’. For this reason, we have tried to write this paper in a self-contained way, explaining some background from both schools of thought in sections 2 and 3 before moving on to our new results in sections 4 and especially 5.

We start in section 2 by summarising some of the basic features of the Painlevé I equation and what so far has been known about its transseries solutions. We recall some of the basic techniques that were used in [8] to study these transseries, and in particular review how Stokes phenomenon was described in that work and its follow-ups, culminating in [17]. Section 3 is mostly a review of work of Takei, Aoki and Kawai. We switch to their alternative formulation of the Painlevé I equation that carries an additional large parameter $\eta$, and following [4] we construct a two-parameter transseries for this equation, which we show to be equivalent to the one constructed in [8]. Subsequently, we follow [18] and study the associated linear problem and compute all the relevant linear Stokes transitions that allow us to examine the monodromy of solutions around the irregular singularity at infinity.

In section 4, we write down explicit relations between the monodromy data of the linear problem and the two parameters of the Painlevé I transseries solutions, similar to the formulae found by Takei [28]. These relations constitute a connection formula, and although we only perform the computation explicitly for two non-linear Stokes transitions, we show how the result can easily be generalised to arbitrary Stokes transitions. In section 5 we discuss some interesting properties of our formulae and shed further light on the relation between the Painlevé I transcendents and their transseries representations. Moreover, we show how one can rederive all the Stokes constants of the Painlevé I equation up to arbitrary order, finding complete agreement with [17]. Finally, we perform numerical computations to check the connection formulae and the maps between two-parameter transseries and Painlevé I transcendents. In four appendices, we provide some further background and details to the computations in the main text.

2. Transseries expansions of Painlevé I solutions

In this section, we review some properties of the Painlevé I equation and its solutions—both formal and ‘functional’. For the formal, transseries solutions, we use notation and results from [8], where many more details can be found.

2.1. Painlevé I equation and Boutroux classification

Painlevé transcendents form a special class of functions that occur extensively in mathematics and physics. The Painlevé transcendents are solutions to second order, nonlinear, ordinary differential equations, with the defining property that all moveable singularities are poles. That is: any singularities whose location in the complex plane is determined by the two boundary conditions of the ODE are poles: no moveable branch points or other singularities appear.

Paul Painlevé and his successors studied and classified functions with those properties [1], culminating in a classification of all second order ODEs that have solutions of this type. The classification consists of six families of equations, labelled Painlevé I through Painlevé VI. The Painlevé VI equation is the most generic one: it has four parameters, and all other Painlevé equations can be obtained from it using successive scaling (‘coalescence’) limits.
Figure 1. Contour plots of (a) a tritronquée solution, (b) a tronquée solution and (c) a general solution. We plot the absolute value of $u(z)$ in the complex $z$-plane; the poles of the solutions are clearly visible as dots in the image. The red lines indicate the boundaries of the five asymptotic sectors. The blue dot marks the value $z_0 = 2e^{-i\pi/10}$ where the boundary conditions $u(z_0)$ and $u'(z_0)$ are fed to the numerical solver. See section 5.4 for further details on how these plots are made.

The simplest of all Painlevé equations, one of the end points of the cascade of limits, is the parameter-free Painlevé I equation—see e.g. [30] for a review about this equation in the context that we are interested in. By changing variables the equation can be written in several different forms. For now, we write it in one of the forms that is popular in the physics (and especially string theory) literature:

$$u(z)^2 = \frac{1}{6} \frac{d^2 u(z)}{dz^2} = z.$$  \hspace{1cm} (2.1)

Being a second order ODE, the Painlevé I equation has a two-parameter family of solutions. The solutions $u(z)$ of the equation were studied and classified in detail by Pierre Boutroux in the early 20th century [2]. An important fact in the study of these solutions is that the equation (2.1) has the $\mathbb{Z}_5$-symmetry:

$$z \to \omega z, \quad u \to \omega^3 u,$$  \hspace{1cm} (2.2)

with $\omega^5 = 1$. This symmetry maps solutions to new ‘rotated’ solutions, and special solutions exist that are themselves symmetric.

More importantly, the $\mathbb{Z}_5$ structure shows up in the possible locations of the moveable poles. In particular, Boutroux’ classification shows that all solutions have a single, non-moveable essential singularity at $z = \infty$ and have infinitely many moveable second order poles. For generic members of the two-parameter family of solutions, these poles occur all throughout the complex plane, in a pattern which at infinity becomes $\mathbb{Z}_5$ symmetric—see figure 1(c). Closer to the origin in the complex $z$-plane, the poles fill out sectors that asymptote to wedges of opening angle $2\pi/5$.

Boutroux showed that moreover there are five one-parameter subfamilies of tronquée solutions (related to each other by the $\mathbb{Z}_5$ symmetry) where the poles only appear in three sectors of the complex plane, as in figure 1(b). Within these one-parameter subfamilies, there are special isolated solutions—five in total, again related by the symmetry—where the poles only occur in one sector, the so-called tritronquée solutions (figure 1(a)).
2.2. Series and transseries solutions

The tronquée and tritronquée solutions form the basis for an asymptotic analysis of the Painlevé I solutions, since in the pole-free sectors they have a nice asymptotic behaviour as $z \to \infty$. Since in these sectors the solution is varying slowly, the second derivative term in (2.1) becomes subdominant as $z \to \infty$, and therefore the solutions behave asymptotically as $u(z) \sim \sqrt{z}$.

It is straightforward to extend this description of the asymptotic behaviour and include subleading terms. The easiest way to do so is to plug a power series ansatz starting with $p z$ into (2.1); one then finds the solution:

$$u(z) \sim \sqrt{z} \left( 1 - \frac{1}{48} z^{-5/2} - \frac{49}{4608} z^{-5} - \frac{1225}{55296} z^{-15/2} - \ldots \right).$$

However, while this power series describes the large $z$ behaviour in the pole-free sectors very well, it is an asymptotic series whose coefficients grow factorially—that is, it does not converge for any large but finite fixed value of $z$. A second, related problem is that the power series solution around $p z$ is unique: it has no free parameters, despite the fact that the differential equation (2.1) is of second order and therefore should have a two-parameter family of solutions.

To address the problem of convergence first, it is well known how to deal with asymptotic series such as (2.3) and obtain actual values for $u(z)$ out of them. To begin with, one can try to use Borel summation on the power series (see e.g. section 2 of [26] for an introduction to Borel summation). As we shall see in a moment, for the inclusion of nonperturbative corrections it is most natural to do the Borel transformation with respect to the variable $z^{-5/4}$, not with respect to $z^{-5/2}$. Doing so, one finds that the Borel transform $\hat{u}(s)$ has two singularities, at $s = A$ in the Borel plane, with:

$$A = \frac{8\sqrt{3}}{5},$$

making the series (2.3) non-Borel summable when $z^{-5/4}$ is a positive or negative real number.

The terminology 'non-Borel summable' is somewhat confusing, however: as is well known, one can still Borel sum the series using a lateral Borel summation, involving an integration path in the complex Borel plane that avoids the singularity either to the left or to the right. This simply means that there is no longer a natural unique answer coming out of the Borel procedure, but of course, in the end there should not be—we are expecting a full two-parameter family of solutions!

Assuming for the moment that we want to do a lateral Borel summation close the positive real $s$-axis, and given the singularity at $s = A$, one easily sees that the ambiguity in the Borel summed answer is of order $e^{-A s^{5/4}}$. This hints at a solution to our second problem, the fact that there are no degrees of freedom in our solution: one could try to construct further formal asymptotic solutions as double expansions of the form:

$$u(z) \sim \sqrt{z} \sum_{n=0}^{\infty} \sigma_1^n e^{-n A s^{5/4}} u^{(n)}(z),$$

where all the $u^{(n)}(z)$ are themselves perturbative expansions in some power of $z$. The leading $u^{(0)}(z)$ is then simply the power series appearing in (2.3). We shall discuss the meaning of the new variable $\sigma_1$ in a moment.

A formal solution of the above type indeed exists, as one can easily check by plugging the ansatz into the Painlevé I equation. Indeed, up to a choice of sign one finds back the same
value \( (2.4) \) for the ‘instanton action’ \( A \), and discovers that the \( u^{(n)}(z) \) for \( n > 0 \) are uniquely determined\(^2\) series of the form:

\[
  u^{(n)}(z) = z^{-5n/4} \sum_{g=0}^{\infty} g^{(n)} z^{-5g/4}.
\]

(2.6)

As we alluded to before, contrary to the \( n = 0 \) series, the series for \( n > 0 \) turn out to be expansions in \( z^{-5/4} \). This fact was given a string theory interpretation in [8], where the \( n = 0 \) series was identified with a closed string sector with expansion variable \( g_2^* = z^{-5/2} \) whereas the \( n > 0 \) sectors should be thought of as open string sectors with expansion variable \( g_s = z^{-5/4} \). Another important point is that one finds solutions for any value of \( \sigma_1 \). That is: moving from a single expansion in \( z^{-5/4} \) to a double expansion, also in powers of \( e^{-A(z)^{3/4}} \) (which is nonperturbative as a function of \( z^{-5/4} \)), changes our fixed solution into a one-parameter family of solutions!

Expansions in multiple ‘transmonomials’ such as the one above are called transseries solutions—see e.g. [11] for a review. The formal one-parameter transseries solution that we have found can again be thought of as a description of the asymptotic (or rather: hyperasymptotic [31]) behaviour of a one-parameter family of ‘true’, function solutions. In fact, one can turn a transseries solution into a function solution by choosing an integration path in the Borel plane, Borel summing all of the \( u^{(n)}(z) \) along this path, and finally summing over \( n \), which for \( \sigma_1 \) small enough now turns out to be a convergent expansion. This procedure is known as Borel–Ecalle summation—see e.g. [27] for a review.

Of course, one may now wonder about the next step: can we also construct the full two-parameter family of solutions in this way? From the formal transseries perspective, this question was addressed in [8], following the pioneering work by Garoufalidis et al in [7], and it was found that indeed a two-parameter transseries solution exists. This solution has the form of a triple expansion,

\[
  u(z) = \sum_{n,m=0}^{\infty} \sigma_1^n \sigma_2^m e^{-(n-m)A z^{3/4}} u^{(n|m)}(z),
\]

(2.7)

with \( u^{(n|m)}(z) \) again perturbative expansions in \( z^{-5/4} \) with a somewhat awkward prefactor:

\[
  u^{(n|m)}(z) = z^{-\frac{5}{4}(2n+1)+\frac{1}{2}(n-m)\sigma_1 \sigma_2 \sum_{h=0}^{\infty} u_h^{(n|m)} z^{-5h/4}}.
\]

(2.8)

Here, we used the shorthand:

\[
  \beta_{nm} = \begin{cases} 
  2n & \text{if } n = m, \\
  n + (m \mod 2) & \text{if } n > m, \\
  m + (n \mod 2) & \text{if } m > n.
  \end{cases}
\]

(2.9)

Importantly, in (2.7) we now also see the other possible value for the instanton action, \(-A\), appearing, and the transseries now has two free parameters, \( \sigma_1 \) and \( \sigma_2 \). Note that the power in the prefactor of the perturbative series not only depends on \( n \) and \( m \), but also on \( \sigma_1 \) and \( \sigma_2 \). This dependence can be removed by Taylor expanding the prefactor in \( \sigma_1 \sigma_2 \), at the cost of introducing a finite, fourth expansion, this time in powers of \( \log z \) [8].

The transseries (2.7) gives us a two-parameter family of formal solutions, but it is not straightforward to interpret an expression of this form as a (hyper-) asymptotic expansion of a

\(^2\) The exception to this uniqueness is the value of \( u_0^{(1)} \), which can be absorbed in the definition of \( \sigma_1 \) and can therefore freely be chosen to equal e.g. \( u_0^{(1)} = 1 \).
function solution, since in almost every direction in the complex plane, either $e^{i\sigma_1 z^{5/4}}$ or $e^{-i\sigma_1 z^{5/4}}$ grows without bounds. This fact is of course related to the fact that, as we mentioned earlier, there are no pole-free sectors in a generic two-parameter solution, and so we should not really expect a good interpretation of the two-parameter transseries in terms of asymptotics.

This by no means implies that the two-parameter transseries solution is useless, though. In fact, one can still convert solutions of the form (2.7) into functions by applying the exact same procedure as for the one-parameter transseries: first fix a value of $z$, as well as a path in the Borel plane, then Borel sum all $a^{(n,m)}(z)$, and finally sum over $n$ and $m$. For $\sigma_1$ and $\sigma_2$ small enough, the latter sums are again convergent and so we obtain a true function for such small values—which can then at least in principle (though this is quite difficult numerically) be analytically continued to larger values of $\sigma_1$ and $\sigma_2$.

2.3. Stokes phenomenon

When relating formal solutions to function solutions (i.e. transcendents), Stokes phenomenon [15] plays an important role. The phenomenon was originally discovered as a discrete change in asymptotic behaviour of certain functions—the Airy function being a prime example—as one changes the direction in the complex plane of the variable in which the asymptotics is described. A modern description of the phenomenon for a function $u(z)$ is as follows:

- When crossing Stokes lines running from 0 to $\infty$ in some direction in the complex $z$-plane, the (hyper-) asymptotic behaviour of the function picks up new, exponentially small contributions.
- At anti-Stokes lines in the complex $z$-plane, these nonperturbative contributions become of the same order of magnitude as the terms in the perturbative expansion, and therefore the asymptotic behaviour of the function becomes very different.

In the world of formal solutions, the transseries turns out to be an ideal tool to describe Stokes phenomenon. To start with the anti-Stokes lines: exponential terms of the form $e^{\pm i\sigma_1 z^{5/4}}$ are already present in the transseries description, and therefore we can describe the anti-Stokes lines as loci where $\sigma_1 z^{5/4}$ becomes purely imaginary. Note that this requires a choice of branch for $z^{5/4}$, and as a result what is an anti-Stokes line for one choice of branch may not be one for another.

When crossing a Stokes line, something different happens to the transseries: not only is $\sigma_1 z^{5/4}$ now purely real, but here the asymptotic behaviour of the function solutions beyond the leading power series changes abruptly, and therefore one should choose different parameters $\sigma_1, \sigma_2$ to describe the same Painlevé I transcendent.

The Stokes phenomenon for the 2-parameter transseries solution to the Painlevé I equation was studied in [8, 16, 17] using Écalle’s theory of resurgence [24]. It was shown that the five ‘special’ lines that separate the sectors in the complex $z$-plane (see again figure 1), alternatingly play the role of anti-Stokes lines (when the branch of $z^{5/4}$ is appropriate) and of Stokes lines. At the Stokes lines, a Stokes automorphism $\mathcal{S}$ maps the values of $\sigma_1, \sigma_2$ to new values, appropriate for describing the asymptotics in the next sector.

---

3 This statement is true if we think of asymptotic expansions in terms of functions that decay at infinity. One can however describe the large $z$ behaviour of generic Painlevé I solutions in terms of Weierstrass elliptic functions, as was already shown by Boutroux [2]. For a derivation of this elliptic behaviour see e.g. [32] and for the interplay with Stokes’ phenomenon [33].
Écalle’s theory of resurgence allows one to build up each Stokes automorphism out of operators known as alien derivatives, see e.g. [27] for a review. Using these techniques, Aniceto et al [8] found results that can be summarised as follows:

- In terms of the Écalle time $x = z^{-5/4}$, for Painlevé I transseries there are essentially two different Stokes phenomena at play—denoted in [8] by $\mathbb{S}_0$ and $\mathbb{S}_\pi$.
- $\mathbb{S}_0$ occurs whenever in the $z$-plane a Stokes line is crossed that corresponds to the positive real axis in the complex $x$-plane. $\mathbb{S}_\pi$ occurs when the Stokes line corresponds to the negative real $x$-axis.
- In the case of the one-parameter transseries for which $\sigma_2 = 0$, the automorphism $\mathbb{S}_0$ has a ‘classical’, simple form: it simply corresponds to mapping:
\[
\sigma_1 \rightarrow \sigma_1 + S_1,
\]
and keeping $\sigma_2 = 0$ also after the transition. Here
\[
S_1 = -i \frac{3^{1/4}}{2\sqrt{\pi}},
\]
is the (first) Stokes constant for Painlevé I.
- For the same one-parameter transseries, the automorphism $\mathbb{S}_\pi$ is much more complicated. Expanding in alien derivatives, Aniceto et al [8] gave expressions for the automorphism in terms of a seemingly infinite number of other Stokes constants labelled $S_{-k}$.
- For the full two-parameter transseries, both $\mathbb{S}_0$ and $\mathbb{S}_\pi$ are complicated nonlinear maps. Expanding in alien derivatives, these automorphisms can be encoded in two infinite arrays of Stokes constants, denoted $S_{\ell,k}^{(f)}$ and $\tilde{S}_{\ell,k}^{(f)}$ in [8].
- Finally, in [8], several of the above-mentioned Stokes constant were computed numerically up to very high precision. While at the time it turned out impossible to find closed expressions for any of these numbers (apart from the already known $S_1$ and a number that up to high precision equalled $i/2$), it was shown that there are several simple algebraic relations between the constants.

The last point of course left two interesting questions: can we find further closed expressions for the Stokes constants, and can we find further relations between them? As for relations, more were found and explained in [16], and then recently the full structure of relations between Stokes constants was uncovered in [17]. For the values themselves, for a long time only the value of $S_1$ had been known analytically from the work of [18–20]. This also changed with the recent work of [17], whose relations reduced all the unknown Stokes constants to two numbers, one of which is the known constant $S_1$ and they other which in that paper was matched to an exact expression as well as confirmed up to very high numerical precision.

The method to relate the different Stokes constants that was used by [17], based on a deep understanding of the alien calculus, is very different from the methods used to compute the Stokes constant $S_1$ by Kapaev [19] or Takei [18]. These latter two approaches used the theory of isomonodromic deformation to relate the Painlevé I equation to an associated linear problem. In the approach of Takei and his collaborators, the linear problem was massaged into a single second order ODE whose monodromy data gave way to the computation of the Stokes constant $S_1$. The main question that led to the current paper was: is it possible to extend Takei’s methods to also compute the higher Stokes constants? If this would be possible in closed form, it could not only reproduce and verify the results of [17], but might also provide workable (though complicated) closed forms for the full Stokes automorphisms $\mathbb{S}_0$ and $\mathbb{S}_\pi$, that could
then be used to better understand the relation between asymptotic transseries expansions and
transcendents.

It is precisely this question that we answer in an affirmative way in this paper. Before writ-
ing down the full answer, though, to be self-contained we must first review the method of
isomonodromic deformation that was used by Takei and collaborators. It is to this topic that
we turn next.

3. Isomonodromic deformation

In order to understand the Stokes phenomenon of transseries solutions for the Painlevé I
equation, we now turn to a review of the method of isomonodromic deformation. We consider
its incarnation as developed over the years by Aoki, Kawai and Takei [4, 18, 34]. The method
involves an alternative formulation of the Painlevé I equation which is related to an associated
linear problem, which in fact turns out to be a Schrödinger equation. The Painlevé I equation
acts as a condition for isomonodromic deformation on this linear problem, which means that
its monodromy data, that we define shortly, are preserved if a parameter \( \lambda(t) \) appearing in
the linear problem is a solution to the Painlevé I equation.

Before studying this linear problem, we first construct the transseries solutions to this alter-
native Painlevé I equation in section 3.1 and show how they relate to the original transseries
solutions that we have described in the previous section. In section 3.2 we then review the exact
WKB approach by Takei [18], which employs techniques due to Voros [35], and compute all
the necessary ingredients for establishing explicit connection formulae for the two-parameter
transseries solutions to the Painlevé I equation. We try to stay close to Takei’s derivation and
conventions, but will mention it when we sporadically deviate from those.

For our purposes, the ‘string theory conventions’ of writing the Painlevé I equation in the
form (2.1) are not very convenient. In fact, to be able to apply the exact WKB formalism,
it is useful to introduce an additional parameter in the equation. We therefore switch to the
conventions of the Painlevé I equation with a large parameter:

\[
\frac{d^2 \lambda}{dt^2} = \eta^2 (6\lambda^2 + t).
\]

(3.1)

The parameter \( \eta \) is considered to be large; we shall see shortly that the solutions we consider
are expansions in powers of \( \eta^{-1/2} \). Using the right change of variables and fixing \( \eta \), we can
scale this equation to any of its different forms in the literature. In particular, setting \( \eta = \frac{1}{6} \) and
identifying \( z = -t/6 \) we find back the form \( u^2 - \frac{1}{6} u \equiv z \) of (2.1). For comparison with the
literature we shall transform our results back to this string theory convention later, but for the
time being we keep \( \eta \) unfixed and use it to describe the asymptotics of solutions to (3.1).

As is well known, the Painlevé I equation with a large parameter is equivalent to the
Hamiltonian system [36, 37]:

\[
\begin{align*}
\frac{d\lambda}{dt} &= \eta \frac{\partial H}{\partial \nu}, \\
\frac{d\nu}{dt} &= -\eta \frac{\partial H}{\partial \lambda},
\end{align*}
\]

(3.2)

with Hamiltonian:

\[
H = \nu^2/2 - (2\lambda^3 + t\lambda),
\]

(3.3)

as can easily be checked. Note that there are two differences with the classical Hamiltonian
systems one often encounters in physics: first of all the Hamiltonian depends on \( t \) explicitly,
and secondly there are explicit factors of the parameter $\eta$, which we shall soon identify with the inverse of Planck’s constant. If we want, we can absorb those factors by thinking of $\eta t$ as the ‘physical time’, while we think of $t$ as a rescaled ‘quantum time’ that is usually used in the mathematics literature.

The nonlinear classical Hamiltonian system (3.2) is not the formulation we are most interested in in this paper. It is well known that there is an associated linear quantum system that is much better suited for our purposes. In fact, the system (3.2) acts as a condition of integrability for the following second-order differential equation:

$$\left(-\frac{\partial^2}{\partial x^2} + \eta^2 Q(x)\right) \psi(x) = 0,$$

(3.4)

where $Q(x)$ is defined as follows:

$$Q(x) = 4x^3 + 2tx + 2H - \eta^{-1} \frac{\nu}{x - \lambda} + \eta^{-2} \frac{3}{4(x - \lambda)^2}.$$  

(3.5)

In appendix B, we remind the reader of the relation between the nonlinear and the linear systems. Clearly, equation (3.4) is a Schrödinger type equation with $\hbar = \eta^{-1}$ and a quantum-corrected potential energy that has terms that explicitly depend on this $\hbar$. One can study this equation extensively using the tools of the exact WKB method that we briefly review in appendix A.

Let us now sketch the strategy to address the non-linear Stokes phenomenon of the Painlevé I equation. The Schrödinger equation (3.4) above has an irregular singularity at infinity around which its basis of solutions has a non-trivial monodromy, defined by the monodromy data that we shall specify later. The theory of isomonodromic deformations tells us that solutions to the nonlinear Hamiltonian system (3.2), which are in fact solutions to the first Painlevé equation, preserve the monodromy data of the linear quantum problem (3.4). Turning this logic around we can construct solutions $\lambda(t)$ to the first Painlevé equation by fixing the monodromy data. Even better, we can consider an asymptotic solution—in this paper a two-parameter transseries solution—and study it on either side of a Stokes line of $\lambda(t)$. Imposing that the monodromy data remains fixed across the Stokes line allows us to relate the transseries asymptotics of a single Painlevé I transcendent on either side of the Stokes line and thereby establish a connection formula. The main technical hurdle is obtaining explicit relations between the Painlevé I asymptotics and the monodromy data, which can be achieved by means of the exact WKB method.

3.1. Another transseries

Before we can start examining the linear problem (3.4), we must first address the asymptotics of the solution $\lambda(t)$ to (3.1). As it is a solution to the Painlevé I equation with a large parameter, we expect that, just as the solution to the original equation (2.1), this solution admits a two-parameter asymptotic expansion. We briefly check that this is the case by constructing a transseries following the multiple-scales approach of e.g. [4]. Subsequently, we show that with the identifications mentioned in the previous subsection, this transseries reduces to the one discussed in section 2.2.

We start by defining $F(\lambda, t) = 6\lambda^2 + t$ so that the first Painlevé equation reads:

$$\frac{d^2 \lambda}{dt^2} = \eta^2 F(\lambda(t), t).$$

(3.6)
We then write $\lambda(t)$ as a perturbation around the solution of $F(\lambda_0, t) = 0$:

$$\lambda(t) = \lambda_0(t) + \eta^{-1/2} \Lambda(\eta, t), \quad (3.7)$$

where the factor $\eta^{-1/2}$ is introduced for future convenience and $\lambda_0(t) = \sqrt{-t/6}$. This of course requires a choice of branch for the square root, but since we are interested in asymptotics in certain sectors of the complex $t$-plane only, we can simply choose a branch and stick with it.

We also introduce a new scale $[\dot{\eta}]$ [72x770] which, as we shall see in a moment, is the exponent of the instanton transnomial of the transseries we are constructing. The goal is now to find a solution $\Lambda(\eta, t, \tau)$, which we assume to be a formal series in $\eta^{-1/2}$, such that $\lambda(t)$ in (3.7) is a solution of the first Painlevé equation. First of all, we can differentiate $\Lambda(\eta, t, \tau)$ with respect to $t$ twice and obtain:

$$\frac{d^2 \Lambda}{d\tau^2} = \left[ \frac{\partial^2}{\partial \tau^2} + \left( \frac{d\tau}{dt} \right)^2 \frac{\partial^2}{\partial \tau^2} + \frac{d\tau}{dt} \frac{\partial}{\partial \tau} + 2 \frac{d\tau}{dt} \frac{\partial^2}{\partial \tau \partial \tau} \right] \Lambda(\eta, t, \tau). \quad (3.9)$$

Then, on the left hand side of (3.6) we can insert this expression, while on the right hand side we can expand the function $F(\Lambda, t)$ around the solution $\lambda_0$:

$$\frac{d^2 \lambda_0}{d\tau^2} + \eta^{-1/2} \left[ \frac{\partial^2}{\partial \tau^2} + \eta^2 \frac{\partial^2}{\partial \tau^2} + \eta \left( \frac{d\tau}{dt} \frac{\partial}{\partial \tau} + 2 \eta \frac{\partial^2}{\partial \tau \partial \tau} \right) \right] \Lambda = \eta^2 \left( F^{(0)} + F^{(1)} \eta^{-1/2} \Lambda + \frac{1}{2} F^{(2)} \eta^{-1} \Lambda^2 + \frac{1}{6} F^{(3)} \eta^{-3/2} \Lambda^3 + \frac{1}{24} F^{(4)} \eta^{-2} \Lambda^4 \right) + O(\eta^{-1/2}). \quad (3.10)$$

Here, we have denoted $F^{(n)} = \frac{d^n F}{dt^n}(\lambda_0(t), t)$, so in the case of Painlevé I the $F^{(3)}$ and $F^{(4)}$ terms are actually zero. Then we plug a formal power series ansatz,

$$\Lambda = \sum_{n=0}^{\infty} \Lambda_{n/2}(t, \tau) \eta^{-n/2}, \quad (3.11)$$

into the expression above and obtain a series of equations order by order in $\eta^{-1/2}$, of which the first one at order $\eta^2$ is vacuous and the next three read:

$$\left( \frac{\partial^2}{\partial \tau^2} - 1 \right) \Lambda_0 = 0,$$

$$\left( \frac{\partial^2}{\partial \tau^2} - 1 \right) \Lambda_{1/2} = \frac{F^{(2)}}{2F^{(1)}} \Lambda_0^2, \quad (3.12)$$

$$\left( \frac{\partial^2}{\partial \tau^2} - 1 \right) \Lambda_1 = \frac{F^{(2)}}{F^{(1)}} \Lambda_0 \Lambda_{1/2} - \frac{2}{F^{(1)}} \frac{\partial^2 \Lambda_0}{\partial \tau \partial \tau} = \frac{d^2 F^{(1)}}{2F^{(1)^3/2}} \frac{\partial \Lambda_0}{\partial \tau},$$

where we now have used $F^{(3)} = F^{(4)} = 0$. These equations are then solved recursively by using the ansatz:

$$\Lambda_{n/2} = \sum_{m=-(n+1)/2}^{(n+1)/2} a_n^{(m)}(t) e^{2m\tau}, \quad (3.13)$$
and imposing non-secularity conditions as is standard in multiple scale analysis. Once the dust settles, for all \( \Lambda_{n/2} \), we find a dependence on only two free parameters, that we shall call \( \alpha \) and \( \beta \). Details can again be found in [4]; the first three terms that one finds are:

\[
\begin{align*}
\Lambda_0 &= (12 \lambda_0)^{-1/4} \left( \alpha \lambda_0^{-5 \alpha \beta} e^{\tau} + \beta \lambda_0^{-5 \alpha \beta} e^{-\tau} \right) \\
\Lambda_{1/2} &= 2 (12 \lambda_0)^{-3/2} \left( \alpha^2 \lambda_0^{10 \alpha \beta} e^{2 \tau} - 6 \alpha \beta + \beta^2 \lambda_0^{-10 \alpha \beta} e^{-2 \tau} \right) \\
\Lambda_1 &= (12 \lambda_0)^{-11/4} \left( 3 \alpha^3 \lambda_0^{15 \alpha \beta} e^{3 \tau} + \left( -\frac{15}{4} \alpha + 22 \alpha^2 \beta - 282 \alpha^3 \beta^2 \right) \lambda_0^{5 \alpha \beta} e^{\tau} \right. \\
&\quad \left. + \left( \frac{15}{4} \beta + 22 \alpha \beta^2 + 282 \alpha^2 \beta^3 \right) \lambda_0^{-5 \alpha \beta} e^{-\tau} + 3 \beta^3 \lambda_0^{-15 \alpha \beta} e^{-3 \tau} \right).
\end{align*}
\]

(3.14)

These expressions now constitute a transseries. We recognise the ‘instanton transmonomial factors’ of the form \( e^{(n-m)\tau} \) —for \( n \) and \( m \) integer—accompanying products of the free parameters, \( \alpha^m \beta^n \), in the familiar way.

Note that a single instanton transmonomial appears in multiple \( \Lambda_{n/2} \)’s, each time with a different power of \( \lambda_0 \), and therefore of \( t \). All such terms belong to the same transseries sector with labels \( (n,m) \). For instance, in \( \Lambda_0 \) and \( \Lambda_1 \), we find terms that scale with \( \alpha \cdot e^{\tau} \), which therefore must be terms in the \((1,0)\) transseries sector. More perturbative fluctuations in this sector, as well as new terms that appear in higher order instanton sectors, appear at \( \Lambda_{n/2} \) for higher \( n \).

Of course, this transseries, obtained using the multiple-scales analysis, should reproduce the transseries that we discussed in the ‘stringy’ conventions in section 2.2. As a warmup for our later computation when we want to relate the Stokes data in the two conventions, let us check that indeed the transseries match. As mentioned before, with \( \lambda_0 = \sqrt{-I/6} = \sqrt{\pi} \) and setting \( \eta = 1/6 \), we recover the form of the first Painlevé equation studied in [8]. We can first check the instanton transmonomial \( e^{\pm \tau} \), for which we find:

\[
\tau = \eta \int_{t_0}^t \sqrt{12 \lambda_0(t')} \, dt' = -\frac{8 \sqrt{3}}{5} \left( \frac{-t}{6} \right)^{5/4} = -\frac{8 \sqrt{3}}{5} \pi^{3/4},
\]

which indeed carries the instanton action \( A \) from (2.4).

Next, we can check some of the leading coefficients in the transseries expansion. Our complete transseries solution of the form \( \lambda = \lambda_0 + \sum_{m=0}^{\infty} \Lambda_{n/2} \eta^{-(1+n)/2} \) has components:

\[
\begin{align*}
\lambda_0 &= \sqrt{\pi} \\
\eta^{-1/2} \Lambda_0 &= z^{-1/8} \left( \sigma_1 e^{\tau} + \sigma_2 e^{-\tau} \right) \\
\eta^{-1} \Lambda_{1/2} &= z^{-3/4} \left( \frac{1}{6} \sigma_1^2 e^{2\tau} - \sigma_1 \sigma_2 + \frac{1}{6} \sigma_2^2 e^{-2\tau} \right) \\
\eta^{-3/2} \Lambda_1 &= z^{-11/8} \left( \frac{1}{48} \sigma_1^3 e^{3\tau} + \left( -\frac{5}{64 \sqrt{3}} \sigma_1 + \frac{11}{72} \sigma_1^2 \sigma_2 - \frac{47}{24 \sqrt{3}} \sigma_1^3 \right) e^{\tau} \right. \\
&\quad \left. + \left( \frac{5}{64 \sqrt{3}} \sigma_2 + \frac{11}{72} \sigma_1 \sigma_2 + \frac{47}{24 \sqrt{3}} \sigma_1^2 \sigma_2 \right) e^{-\tau} + \frac{1}{48} \sigma_2^3 e^{-3\tau} \right),
\end{align*}
\]

(3.15)

where we have rescaled the transseries parameters \( (\alpha, \beta) = -3^{-1/4}(\sigma_1, \sigma_2) \) and inserted the value of \( \eta^{-1/2} = -\sqrt{6} \), which is consistent with the identification \( \eta = 1/6 \) that we discussed.
at the start of this section, and turns out to be the sign choice that gives us back the conventions of [8]. Moreover, in the above expression we have used the shorthand:

\[ e^I = z^{\frac{\pi}{2\sqrt{3}}} e^{\frac{5\sqrt{3}}{2}\sigma_1\sigma_2 z^{1/4}}. \]  

(3.17)

We see that the terms on the right-hand side of (3.16) indeed match those found for the two-parameter transseries in [8], now organised by the power of \( z \) with which they appear. Additionally, we can expand the first factor in \( e^I \) as:

\[ z^{\frac{\pi}{2\sqrt{3}}} e^{\frac{5\sqrt{3}}{2}\sigma_1\sigma_2} = \exp \left( \frac{5\sqrt{3}}{2}\sigma_1\sigma_2 \log(z) \right) = \sum_{k=0}^{\infty} \frac{1}{k!} \left( \frac{5\sqrt{3}}{2}\sigma_1\sigma_2 \right)^k \log(z)^k, \]  

(3.18)

which, as was observed in [8], leads to the additional logarithmic sectors that occur because the Painlevé I equation has a resonant transseries solution.

From (3.16) we see that for the Painlevé I equation\(^4\), \( \eta \) is nothing but a convenient bookkeeping device that allows us to make an \( \eta \)-expansion equivalent to the large \( z \) expansion: if we ignore the overall factor of \( \sqrt{z} \), then we see that all terms in (3.16) scale with \( (\eta^{-1/2}z^{-3/8})^{n+m} \).

3.2. Exact WKB and the monodromy in the linear problem

3.2.1. General aspects of the monodromy. By now, we have mentioned the importance of the monodromy data of our problem several times. Before studying the specific linear problem introduced in equations (3.4) and (3.5), we would first like to explain what exactly this monodromy data is, and how it relates to the linear Stokes geometry of the Schrödinger problem. Some relevant background on the exact WKB method and Stokes phenomenon can be found in appendix A.

The leading term \( Q_0(x) \) of the potential \( Q(x) \) in (3.5) forms a cubic polynomial in \( x \), which implies that the corresponding Stokes graph has five asymptotic directions going to infinity. Since our problem is a second order linear ODE, there will be a two-dimensional basis of solutions that undergoes a linear Stokes phenomenon across each of these asymptotic directions. These Stokes phenomena can be encoded in triangular two-by-two matrices of the form:

\[ M_{2i} = \begin{pmatrix} 1 & m_{2i} \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad M_{2i-1} = \begin{pmatrix} 1 & 0 \\ m_{2i-1} & 1 \end{pmatrix}, \]  

(3.19)

where \( i = 1, \ldots, 5 \). Note that there are ten Stokes matrices, two for each asymptotic Stokes line, since we are working on a Stokes curve that lives on a double cover of the complex plane. Whenever an asymptotic solution expressed in the basis \( (\psi_+, \psi_-)^T \) crosses an asymptotic direction, we multiply it by the corresponding Stokes matrix. Here, as usual, we denote by \( \psi_+ \) the basis solution that grows exponentially towards infinity along the positive real axis on the principal sheet, and by \( \psi_- \) the one that decays exponentially. We call the matrices \( M_j, \) Stokes matrices and the corresponding numbers \( m_j, \) Stokes multipliers—the latter should not be confused with the Stokes constants of the Painlevé I equation. The Stokes multipliers determine the monodromy of solutions around the irregular singular point at infinity in the

\(^4\) For the higher Painlevé equations, one can equivalently introduce a large parameter \( \eta \) to play the role of the inverse Planck’s constant, but in those cases the \( \eta \)-expansion is truly different from the large \( z \) expansion—see e.g. [38]. We thank Ricardo Schiappa for pointing this out to us.
complex $x$-plane, and hence we say that these multipliers define the *monodromy data* of the linear problem [39]. Besides the five asymptotic directions that the Stokes graph has, it also contains a square root branch cut originating from the simple turning point. The branch cut of course can lie in any convenient direction we choose. Crossing this cut in the counterclockwise direction is equivalent to multiplying our set of solutions with:

$$B = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix},$$

(3.20)

as follows from the WKB ansatz (A.10). Thus, if we make a round trip, we find the following constraint:

$$BM_{j+4}M_{j+3}M_{j+2}M_{j+1}M_j = I,$$

(3.21)

for any $j$, where the $M_k$ are defined cyclically whenever $k > 10$ or $k < 1$. One can express this constraint in terms of the Stokes multipliers to find:

$$m_{j+3} = i(1 + m_jm_{j+1}),$$

$$m_{j+5} = m_j.$$  

(3.22)

We see that the Stokes multipliers are not all independent and reduce to essentially two degrees of freedom. The fact that our transseries also has two parameters is no coincidence, and it will be our goal to relate the monodromy data of the linear problem, encoded in the Stokes multipliers $m_i$, to the two free parameters of the Painlevé I transseries solution. However, we shall see that this relation is not one-to-one and that therefore only the Stokes multipliers truly parametrise the different Painlevé I transcendents. We come back to this point in section 5.3 when we study the Stokes phenomena of tronquée and tritronquée solutions.

Let us now turn to the problem at hand. Recall that $\lambda_0(t)$ is a solution to $F(\lambda_0(t), t) = 0$. We consider a perturbation around this solution:

$$\lambda(t) = \lambda_0(t) + \eta^{-1/2}\Lambda,$$

$$\nu(t) = \eta^{-1/2}\mathcal{N},$$

(3.23)

where again $\Lambda = \sum_{n=0}^{\infty} \Lambda_n \eta^{n/2}$ and $\mathcal{N} = \sum_{n=0}^{\infty} \mathcal{N}_n \eta^{-n/2}$ are formal power series in $\eta^{-1/2}$. The above ansatz allows us to rewrite the potential (3.5) as:

$$Q(x) = 4(x-\lambda_0)^2(x+2\lambda_0) + \eta^{-1}(\mathcal{N} - 12\lambda_0\Lambda^2) + O(\eta^{-3/2}),$$

(3.24)

where $\lambda_0 = \sqrt{-7}/6$. We have factorised the leading term $Q_0$, commonly known as the principal term (see also appendix A), from which we see that the Stokes graph constructed out of $Q_0$ has two turning points: one simple turning point at $x = -2\lambda_0$ and one double turning point at $x = \lambda_0$.

Examples of generic Stokes graphs for such a potential are displayed in the upper left and upper right panels of figure 2. These graphs have three Stokes lines emerging from the simple turning point and four coming out of the double turning point. All these lines approach infinity along one of the five asymptotic directions, separated evenly by angles of $2\pi/5$. We see that two pieces of information are needed to determine the monodromy data of our problem: (1) the exact linear Stokes phenomenon across the Stokes lines emanating from both simple and

---

5 Note that the fact that $\nu(t)$ starts at order $\eta^{-1/2}$ is not inconsistent with the Hamiltonian relation $\nu = \eta^{-1}\lambda'(t)$. The reason is that due to the instanton transmonomials, $\Lambda'(t)$ in fact is of order $\eta^{+1}$. 

---
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Figure 2. Three Stokes graphs in the $C_x$-plane before, at, and after the non-linear Stokes transition. The top three panels show the Stokes graphs of the linear problem that correspond to Painlevé I solutions $\lambda(t)$ that have a value of $t = -6\zeta = -6\lambda_0^2$ displayed in the bottom three graphs respectively. The double line in the upper middle panel denotes a saddle trajectory ending at two different turning points. The roman numerals denote the different asymptotic regions.

double turning points, and (2) the topology of the Stokes graph, i.e. we need to know which Stokes line approaches which asymptotic direction. Let us address these two points in some more detail, starting with the latter.

3.2.1.1 Topology of the Stokes graph. In $Q_0(x)$, $t$ plays the role of an external parameter determining the precise shape of the Stokes graph. For generic infinitesimal changes in $t$, we observe no change in the topology of the graph. However, when $t$ crosses what is called a non-linear Stokes line in the $C_t$ plane (see figure 2), a change does occur\(^6\). First of all, note that something interesting happens when $t$ lies on top of the non-linear Stokes line: there, two

\(^6\) We want to stress again that in this problem there are two types of Stokes phenomena: the linear Stokes phenomenon that solutions $\psi_{\pm}(x)$ of the Schrödinger equation undergo, and the non-linear Stokes phenomenon that affects solutions $\lambda(t)$ of the Painlevé I equation. We use the terminology of linear and non-linear Stokes lines to make this distinction extra clear—but note the perhaps confusing fact that the non-linear Stokes lines are straight lines, whereas the linear Stokes lines are not.
of the linear Stokes lines (in \( \mathbb{C}_x \)) merge to form a *saddle connection*, which is a single Stokes line connecting two turning points. This occurs if and only if:

\[
\text{Im} \left( \int_{-2\lambda_0}^{\lambda_0} \sqrt{Q_0(x')}dx' \right) = \text{Im} \left( -\frac{24\sqrt{3}}{5} \left( -\frac{t}{6} \right)^{5/4} \right) = 0,
\]

which produces the five rays in the \( \mathbb{C}_t \) plane that represent the nonlinear Stokes lines of the Painlevé I equation.

If we now consider three values of \( t \) close to one another, one exactly on the non-linear Stokes line and two on either side—see the bottom half of figure 2—then we find the three topologically distinct Stokes graphs depicted in the top of that figure. From these graphs we can read off which linear Stokes lines approach a certain asymptotic direction and contribute to the corresponding Stokes matrix. Therefore, the topology of the Stokes graph will determine the explicit expressions for the monodromy data in terms of parameters \( t, \lambda(t) \) and \( \nu(t) \). This topology abruptly changes when \( t \) crosses the locus defined by (3.25), and thus new expressions for the Stokes data emerge after crossing those rays. In the end, to describe a single solution to the Painlevé I equation, we fix the monodromy data, i.e. we require that the Stokes matrices remain fixed when crossing each non-linear Stokes line, which as we shall see induces a change in the asymptotics of \( \lambda(t) \). As we show in this paper, this change is exactly the *non-linear* Stokes phenomenon of the full two-parameter solution to the first Painlevé equation.

### 3.2.1.1. Linear Stokes phenomenon

Besides the topology of the Stokes graph we need to know the Stokes phenomenon across all linear Stokes lines emanating from the simple and double turning points. What happens at the transitions across lines emanating from the simple turning point is well known: locally, the simple turning point looks like that of the Airy equation, for which the Stokes phenomenon is well understood. The Stokes phenomenon around the double turning point, however, is more challenging. Using a series of coordinate transformations \[18\] one can locally describe the double turning point in terms of a Weber equation. The solutions to this Weber equation are well understood as they are parabolic cylinder functions and so one can extract their Stokes phenomenon and translate it back to the global picture with the full potential \( Q(x) \). We will review this procedure in the next subsection, with some further details spelled out in appendix C.

### 3.2.2. Stokes phenomenon of the double turning point

In order to obtain explicit expressions for the Stokes multipliers \( m_i \) in (3.19), we need to understand how to analytically continue solutions to the Schrödinger equation (3.4) across the Stokes lines that emanate from the double turning point. In this subsection we review how this can be done by a series of transformations \[18\].

The first of these transformations is provided by the *local transformation theorem*—proved to all orders of \( \eta^{-1/2} \) in \[4\]. The idea is to switch from the coordinate \( x \) to a new coordinate \( \zeta(x,t,\eta) \), which is an expansion in \( \eta^{-1/2} \) and which also depends on \( t \), so that we can locally map the potential (3.5) to a potential that to leading order is quadratic in the new coordinate \( \zeta \)—i.e. any corrections to this potential will be suppressed by higher powers of \( \eta^{-1/2} \). Let us paraphrase this proposition that was formulated in \[18\]:

---

\[3.25\]

---
Proposition 3.1 (Aoki, Kawai, Takei) There exists a neighbourhood $U$ of the double turning point $x = \lambda_0$, and a formal series:

$$\zeta(x,t,\eta) = \sum_{j=0}^{\infty} \zeta_{j/2}(x,t) \eta^{-j/2}, \quad (3.26)$$

whose coefficients $\zeta_{j/2}(x,t)$ are holomorphic in $x \in U$, as well as formal series\(^7:\)

$$E(t,\eta) = \sum_{j=0}^{\infty} E_{j/2}(t) \eta^{-j/2}$$

$$\rho(t,\eta) = \sum_{j=0}^{\infty} \rho_{j/2}(t) \eta^{-j/2}, \quad (3.27)$$

such that the following conditions are satisfied:

$$\frac{\partial \zeta_0}{\partial x} \neq 0$$

$$\zeta_0(x,t) \big|_{x=\lambda_0} = 0,$$

$$\zeta_{1/2} = 0, \quad (3.28)$$

and such that the potential $Q$ can be expanded as:

$$Q(x,t,\eta) = \left( \frac{\partial \zeta}{\partial x} \right)^2 \left[ 4\zeta^2 + \eta^{-1}E + \frac{\eta^{-3/2}\rho}{\zeta - \eta^{-1/2} \xi} + \frac{3\eta^{-2}}{4(\zeta - \eta^{-1/2} \xi)^2} \right]$$

$$- \frac{1}{2} \eta^{-2} \{\zeta;x\}, \quad (3.29)$$

where $\{\zeta;x\}$ denotes the usual Schwarzian derivative:

$$\{\zeta;x\} = \left( \frac{\partial^2 \zeta}{\partial x^2} \right) - \frac{3}{2} \left( \frac{\partial^3 \zeta}{\partial x^3} \right)^2, \quad (3.30)$$

and we have defined\(^8\) $\xi = \eta^{1/2} \zeta(\lambda(t),t,\eta)$.

Using this proposition one can straightforwardly check that a new Schrödinger equation can be constructed for $\varphi \approx \left( \frac{\partial \zeta}{\partial x} \right)^{1/2} \psi$ which must satisfy:

$$\left( -\frac{\partial^2}{\partial \zeta^2} + \eta^2 \tilde{Q}(\zeta) \right) \varphi(\zeta) = 0,$$  

with

$$\tilde{Q}(\zeta) = 4\zeta^2 + \eta^{-1}E + \frac{\eta^{-3/2}\rho}{\zeta - \eta^{-1/2} \xi} + \frac{3\eta^{-2}}{4(\zeta - \eta^{-1/2} \xi)^2}. \quad (3.31)$$

We see that the new potential is quadratic with a correction $E$ appearing at order $\eta^{-1} = \hbar$, thus mimicking the harmonic oscillator and its energy.

---

\(^7\) Actually, the coefficients $\zeta_{j/2}, E_{j/2}$ and $\rho_{j/2}$ do still depend on $\eta$ through instanton terms $e^{\pm \nu(\eta)}$, but this subtlety plays no role in our inquiry.

\(^8\) Note that $\xi$ is of order $\eta^0$ because $\zeta_0(x)$ evaluated at $x = \lambda_0$ vanishes.
One can show [4] that the series $E(t, \eta)$ is related to the solution $S_{odd}$ of the Riccati equation associated to the original Schrödinger problem (3.5) via:

$$E(t, \eta) = 4\text{Res}_{s=-\lambda_0}S_{odd}.$$  \hfill (3.33)

Computing the expansions of $E, \rho$ and $\xi$ in $\eta^{-1/2}$ is now a tedious but straightforward exercise. In [4] the following leading terms were computed:

$$E_0 = (3\lambda_0)^{-1/2}(N_0^2 - 12\lambda_0\Lambda_0^2),$$
$$\rho_0 = -\pi(3\lambda_0)^{-1/4}N_0,$$
$$\xi_0 = (3\lambda_0)^{1/4}\Lambda_0.$$  \hfill (3.34)

For the new differential equation (3.31), describing the solution locally near the double turning point, we can write out the WKB solutions which, when expanded in $\eta^{-1/2}$, are of the form:

$$\varphi_{\pm}(\zeta) = \exp \left( \pm \eta^{\frac{1}{2}} \right) \zeta^{-1/2} \varphi_{\pm} \left( \eta^{-1/2} \right).$$  \hfill (3.35)

Now there is a second transformation that maps the Schrödinger equation (3.31) to the Weber equation,

$$\left( \frac{\partial^2}{\partial y^2} + \kappa + 1 - \frac{y^2}{4} \right) w(y) = 0,$$  \hfill (3.36)

where $\kappa = -E/4 - 1$. This mapping essentially removes any higher order corrections and is described in more detail in appendix C.

Combining these two transformations, we have managed to rewrite our Schrödinger problem in the form we need. As mentioned before, solutions to (3.36) are parabolic cylinder functions, whose asymptotics are well known. Hence, we can map their asymptotics back to solutions of (3.31) in order to extract their Stokes phenomenon in the original coordinates. The resulting Stokes transformations for the $\varphi$-solutions are then:

$$\varphi^I_{\pm} = \varphi^I \pm \frac{\sqrt{\pi}}{2} \Gamma(\frac{5}{4}) e^{-i\pi E/4}(2\sqrt{\eta})^{E/2} \varphi^I_{\pm},$$
$$\varphi^II_{\pm} = \varphi^II \pm \frac{2}{\pi} \sqrt{\pi} \Gamma(-E/4) e^{i\pi(E+1)/2}(2\sqrt{\eta})^{-E/2} \varphi^II_{\pm},$$
$$\varphi^III_{\pm} = \varphi^III \pm \frac{e^{i\pi}}{2} \sqrt{\pi} \Gamma(E+1) e^{i\pi E/2} \varphi^IV_{\pm},$$
$$\varphi^IV_{\pm} = \varphi^IV \pm \frac{e^{-i\pi}}{2} \sqrt{\pi} \Gamma(E) e^{-i\pi E/4} \varphi^IV_{\pm},$$  \hfill (3.37)

where a branchcut lies on top of the axis separating regions IV and I (see figure 3 for the labelling of the regions). These solutions $\varphi_{\pm}(\zeta)$ are then connected to the solutions $\psi_{\pm}(x)$ of (4.4) in the following way:

$$\psi_{\pm}(x) = C_{\pm}(t, \eta) \left( \frac{\partial \zeta}{\partial x} \right)^{-1/2} \varphi_{\pm}(\zeta),$$  \hfill (3.38)

where the $C_{\pm}(t, \eta)$ are $x$-independent formal series in $\eta^{-1/2}$ that can be calculated recursively. Explicitly writing out both solutions $\psi_{\pm}(x)$ and $\varphi_{\pm}(\zeta)$ and taking into account the expansion for $\zeta$ from (3.26), we can find the leading terms:

$$C_{\pm}(t, \eta) = \exp \left( \frac{24/3}{5} \sqrt{\lambda_0^2 \eta} \right) \left( 4(3\lambda_0)^{5/4} \right)^{\frac{E_0}{4}} e^{\mp i\pi E_0/4} \left( 1 + \mathcal{O} \left( \eta^{-1/2} \right) \right).$$  \hfill (3.39)
Figure 3. The local Stokes graph for the system (3.31) and (3.32).

Note that this expression differs from [18] by the factor $\exp(\mp i\pi E_0/4)$. In appendix D we give a derivation of the above result for $C_{\pm}(t, \eta)$ and clarify this discrepancy.

Finally, we have reached the point where we can present the Stokes phenomena around the double turning point. Transforming back the result from (3.37) into expressions for $\psi_{\pm}(x)$, we find:

\[
\begin{align*}
\psi_{I+}^{I} & = \psi_{I+}^{II} \\
\psi_{I-}^{I} & = \psi_{I+}^{II} + a_{12} \psi_{I+}^{II} \\
\psi_{II+}^{I} & = \psi_{II+}^{II} + a_{23} \psi_{II+}^{III} \\
\psi_{II-}^{I} & = \psi_{II-}^{II} \\
\psi_{III+}^{I} & = \psi_{III+}^{IV} + a_{34} \psi_{III+}^{IV}, \\
\psi_{III-}^{I} & = \psi_{III+}^{IV} + a_{34} \psi_{III+}^{IV},
\end{align*}
\]  

(3.40)

where

\[
\begin{align*}
a_{12} & = \frac{C_{-}(t, \eta)}{C_{+}(t, \eta)} \frac{\rho - 2\xi}{2} \frac{\sqrt{2\pi}}{\Gamma(1 + E/4)} e^{-i\pi E/4} (2\sqrt{\eta})^{E/2}, \\
a_{23} & = \frac{C_{+}(t, \eta)}{C_{-}(t, \eta)} \frac{\rho + 2\xi}{2} \frac{i\sqrt{2\pi}}{\Gamma(1 - E/4)} e^{i\pi E/2} (2\sqrt{\eta})^{-E/2}, \\
a_{34} & = \frac{C_{-}(t, \eta)}{C_{+}(t, \eta)} \frac{\rho - 2\xi}{2} \frac{\sqrt{2\pi}}{\Gamma(1 + E/4)} e^{-3i\pi E/4} (2\sqrt{\eta})^{-E/2}.
\end{align*}
\]  

(3.41)

We call these $a_{ij}$ connection coefficients and they will play an important role in fully expressing the monodromy data in terms of the Painlevé I solution, as we do in the next section.

3.2.3. Stokes multipliers. Having derived the Stokes transformations (3.40) and (3.41) around the double turning point, we can now derive explicit expressions for the monodromy data (3.19) of our entire linear problem, which allow us to establish connection formulae for the transseries expansions. In order to obtain the full monodromy data, we consider—for every
non-linear Stokes transition in the $\mathbb{C}_r$-plane—three adjacent linear Stokes regions in the $\mathbb{C}_x$-plane. Following the original computation of Takei \cite{Takei}, we start with the non-linear Stokes transition that occurs at $\arg(t) = 3\pi/5$ and consider the upper two graphs displayed in figure 4. The left and right Stokes graphs in that figure show the situation before and after the non-linear Stokes transition. We consider in this case the two consecutive connection formulae that occur in the counterclockwise direction between linear solutions of regions I, II and III. The reason for considering only two connection formulae is that these provide two Stokes multipliers that, as discussed in section 3.2.1, fix all the other Stokes multipliers. We can express these two multipliers in terms of $\rho, \xi$ and $E$, which all depend on the Painlevé I solution $\lambda(t)$ (cf equations (3.34) and (3.41)). Therefore, once we have examined two consecutive transitions in the linear problem, we have in principle fixed its complete monodromy data in terms of the Painlevé I solution.

The transition that we are describing here occurs at $\arg(t) = 3\pi/5$, which is equivalent to $\arg(z) = 8\pi/5$, or in terms of the ‘inverse Écalle time’ $\psi_{+} \arg(z^{5/4}) = 2\pi$. We use a terminology related to the latter convention and therefore call this transition the $2\pi$-transition. Subsequently, what we can do is keep rotating $t$ counterclockwise in the complex $\mathbb{C}_r$-plane until we reach the next non-linear Stokes line at $\arg(t) = 7\pi/5$ or $\arg(z^{5/4}) = 3\pi$, at which point the $3\pi$-transition occurs, which will be the second transition that we study. The corresponding Stokes graphs now look like the ones displayed at the bottom left and bottom right of figure 4 (displaying the situation before and after crossing the non-linear Stokes line respectively). In this case we consider the connection formulae between solutions from regions II, III and IV. It will be convenient to introduce the (double) sectors $S_{k}$ where $k < \arg(z^{5/4}) < k + 1$ or equivalently $\frac{5}{4}k - \pi < \arg(i) < \frac{5}{4}(k + 1) - \pi$. With these definitions we see that the $2\pi$-transition separates the $S_{1}$- and $S_{2}$-sectors, and that the $3\pi$-transition separates the $S_{2}$- and $S_{3}$-sectors, etc.

To fully construct the monodromy data of the linear problem, on top of the data for the double turning point that we have now extensively studied, we also need the mappings across Stokes lines connected to the simple turning point. These transitions are much simpler (see e.g. \cite{inake}) and are known to be, in the basis $\left(\psi_{+}, \psi_{-}\right)^{T}$ and in the counterclockwise direction, the following:

\[
\begin{pmatrix}
1 & i \\
0 & 1 \\
\end{pmatrix}
\quad \text{or} \quad
\begin{pmatrix}
1 & 0 \\
i & 1 \\
\end{pmatrix},
\] (3.42)

depending on whether $\psi_{+}$ is the dominant solution (labelled $+$ in figure 4) or $\psi_{-}$ is dominant (labelled $-$), respectively.\footnote{\textit{We use the inverse of the Écalle time because in the true Écalle time, $z^{-5/4}$, we are rotating clockwise which is opposite to the direction of rotation in the original complex $z$-plane.}}

To connect this result to the expressions for the double turning point, however, we need to deal with one more subtlety: following the conventions of \cite{Takei}, we consider solutions \textit{normalised at infinity}:

\[
\psi_{\pm}(x) \sim \exp\left(\pm \eta \int_{-2\lambda_0}^{x} S_{-1} \text{d}x' \pm \int_{-\infty}^{x} (S_{\text{odd}} - \eta S_{-1}) \text{d}x' \right),
\] (3.43)

where the normalisation is encoded in the lower boundaries of the integrals. This normalisation matches the one used in studying the double turning points before. However, the
matrices (3.42) are valid for solutions normalised at the turning point. Hence, whenever we cross a Stokes line that emanates from the simple turning point, we first adjust the normalisation to that simple turning point, then cross the Stokes line using the transitions in (3.42), and finally return to the original normalisation at infinity. When crossing the simple Stokes line between regions I and II in the upper right panel of figure 4, for example, this amounts to the consecutive transformations

\[
\begin{pmatrix}
  \mathcal{V} & 0 \\
  0 & \mathcal{V}^{-1}
\end{pmatrix}
\begin{pmatrix}
  1 & i \\
  0 & 1
\end{pmatrix}
\begin{pmatrix}
  \mathcal{V}^{-1} & 0 \\
  0 & \mathcal{V}
\end{pmatrix}
= 
\begin{pmatrix}
  1 & i \mathcal{V}^2 \\
  0 & 1
\end{pmatrix}
\]

(3.44)
where

\[
V := \exp \left( \int_{-2\lambda_0}^{\infty} (S_{\text{odd}} - \eta S_{-1}) \, dx \right) = \exp \left( \frac{1}{2} \int_{\lambda_0}^{\infty} (S_{\text{odd}} - \eta S_{-1}) \, dx \right) = \exp (i \pi E/4),
\]

(3.45)

is also known as a Voros symbol. The second equality comes from doubling the integration contour along both sides of the branch cut and then closing it at infinity and deforming, and the third equality from using (3.33). Plugging this in, we see that crossing a Stokes line of a simple turning point counterclockwise along a plus or minus direction amounts to a transformation:

\[
\begin{pmatrix}
1 & i \exp \left( -i \pi E/2 \right) \\
0 & 1
\end{pmatrix}
\quad \text{or} \quad
\begin{pmatrix}
1 & 0 \\
i \exp \left( i \pi E/2 \right) & 1
\end{pmatrix},
\]

(3.46)

respectively. Including these matrices we can now write down the exact expressions for the Stokes multipliers related to our two chosen non-linear Stokes phenomena. Combining (3.19), (3.40) and (3.46) we have:

\[
2\pi\text{-direction } S_1 : \begin{cases}
m_1 = a_{12} \\
m_2 = a_{23}
\end{cases}
S_2 : \begin{cases}
m_1' = a_{12} + i \exp \left( i \pi E/2 \right) \\
m_2' = a_{23}
\end{cases}
\]

(3.47)

\[
3\pi\text{-direction } S_2 : \begin{cases}
m_2 = a_{23} \\
m_3 = a_{34}
\end{cases}
S_3 : \begin{cases}
m_2' = a_{23} + i \exp \left( -i \pi E/2 \right) \\
m_3' = a_{34}
\end{cases}
\]

(3.48)

with the \(a_{jk}\) as given in (3.41). Here, the \(m_k\) are the Stokes multipliers corresponding to crossing from region \(k\) to region \(k + 1\) before the non-linear Stokes transition occurs, and the \(m_k'\) the multipliers for the same crossings after the non-linear Stokes transition has occurred.

4. Stokes phenomena for 2-parameter transseries

In section 3.1, using the multiple-scale analysis of [4], we learned that we can construct a transseries expansion for the Painlevé I solution \(\lambda(t)\) parametrised by two free parameters that were called \(\alpha\) and \(\beta\). In this section we want to show that for each of the two Stokes transitions that we studied in the previous section, we can express a pair of Stokes multipliers \((m_k, m_{k+1})\) purely in terms of transseries parameters \((\alpha, \beta)\). We can accomplish this on both sides of the non-linear Stokes line, and as a result we can construct a formula that connects the transseries on one side, defined by parameters \((\alpha, \beta)\), to the transseries on the other side, defined by \((\alpha', \beta')\). Such connection formulae were first constructed by Takei and Kawai in [28, 29] for two-parameter transseries and by Iwaki [10] for the 2-parameter tau functions. We will derive our formulae following [18] with a slightly different normalisation that fits our ‘stringy conventions’—up to a rescaling of the transseries parameter—and which allows for an easy and straightforward generalisation to arbitrary Stokes transitions. As formulated above, the result holds only for the specific two nonlinear Stokes transitions that occur in the
\( C \)-plane\(^{11} \) at \( \arg(z^{5/4}) = 2\pi \) and \( \arg(z^{5/4}) = 3\pi \), but we can easily generalise our result to arbitrary transitions, which is what we do afterwards. We show that all the different Stokes transitions are related to each other using a transformation \( T \) that we introduce shortly, and that all transitions along different nonlinear Stokes lines are essentially described by only two distinct Stokes automorphisms.

### 4.1. Connection formulae for two Stokes transitions

Let us first establish connection formulae for our first Stokes transition, at \( \arg(z^{5/4}) = 2\pi \). We start from the situation shown in the upper left panel of figure 4. From equations (3.14) and (3.34) we see that we can write:

\[
\left( \alpha \lambda_0^{5\alpha\beta} e^{\tau} + \beta \lambda_0^{-5\alpha\beta} e^{-\tau} \right) = (12\lambda_0)^{1/4} A_0
\]

\[
= \frac{1}{2\sqrt{2}} \left( (\rho_0 + 2\xi_0) - (\rho_0 - 2\xi_0) \right).
\]

(4.1)

This rewriting is convenient: we can now take the first two relations of (3.41) to express \( \rho_0 \pm 2\xi_0 \) in terms of the connection coefficients \( a_{ij} \), and then use (3.47) to further rewrite that expression in terms of the Stokes multipliers \( m_i \), leading to:

\[
\alpha \lambda_0^{5\alpha\beta} e^{\tau} = -\frac{m_1}{2\sqrt{n}} \frac{C_+}{C_-} e^{\pi i E_0/4} (2\eta)^{-E_0} \Gamma(1 + E_0/4) \left( 1 + \mathcal{O}\left( \eta^{-1/2} \right) \right),
\]

\[
\beta \lambda_0^{-5\alpha\beta} e^{-\tau} = -\frac{im_2}{2\sqrt{n}} \frac{C_-}{C_+} e^{-\pi i E_0/4} (2\eta)^{E_0} \Gamma(1 - E_0/4) \left( 1 + \mathcal{O}\left( \eta^{-1/2} \right) \right).
\]

(4.2)

The single equation (4.1) has now split into two separate equations because on both sides we find terms that either carry an instanton transmonomial \( e^{\tau} \) or its inverse \( e^{-\tau} \). On the right hand side, these factors are hidden in the prefactors \( C_+/C_- \) and \( C_-/C_+ \) respectively, as is shown in appendix D. From (3.39), we take the expressions for \( C_{\pm} \) to leading order in \( \eta^{-1/2} \) and plug them in to find:

\[
\alpha \lambda_0^{5\alpha\beta} = -\frac{m_1}{2\sqrt{n}} \left( 64\pi (3\lambda_0)^{5/2} \right)^{-E_0/4} e^{-\pi i E_0/4} \Gamma(1 + E_0/4) \left( 1 + \mathcal{O}\left( \eta^{-1/2} \right) \right),
\]

\[
\beta \lambda_0^{-5\alpha\beta} = -\frac{im_2}{2\sqrt{n}} \left( 64\pi (3\lambda_0)^{5/2} \right)^{E_0/4} \Gamma(1 - E_0/4) \left( 1 + \mathcal{O}\left( \eta^{-1/2} \right) \right).
\]

(4.3)

Finally, by multiplying both equations (4.3) with one another one finds the rather simple relation:

\[
\alpha \beta = -\frac{E_0}{8}.
\]

(4.4)

Any potential \( \mathcal{O}(\eta^{-1/2}) \) terms in this result vanish, by definition of the free parameters \( \alpha \) and \( \beta \): in solving the equation (3.12) one finds that the product \( \alpha \beta \) must be an \( \eta \)-independent

\(^{11} \) So far we have worked mostly with the original variables of [18], i.e. \( t \) and \( \lambda_0 = \sqrt{-i/6} \). Since our main objective is studying transseries solutions to (2.1) we now switch to the more convenient variables \( z \) and the inverse Écalle time \( z^{5/4} \).
constant [4] and so indeed the $\eta^{-1/2}$-corrections need to vanish. Plugging (4.4) back into (4.3) leads to:

$$\alpha = -\frac{m_1}{2\sqrt{\pi}} \left( 576\sqrt{3}\eta \right)^{-E_0/4} e^{-\pi E_0/4} \Gamma(1 + E_0/4),$$

$$\beta = -\frac{im_2}{2\sqrt{\pi}} \left( 576\sqrt{3}\eta \right)^{E_0/4} \Gamma(1 - E_0/4).$$

(4.5)

Here, again the $O(\eta^{-1/2})$ corrections need to vanish in order for the transseries solution (3.14) to be self-consistent: allowing for such corrections would break the ordering of the equation (3.12) that allowed us to solve for the transseries in the first place, and would lead to a redefinition of the $\Lambda_{\eta/2}$. Therefore, we can require that just like the product $\alpha \beta$, also the parameters $\alpha$ and $\beta$ themselves are free of $O(\eta^{-1/2})$ corrections.

Note that there is still an overall $\eta$-dependence in the expressions (4.5), but such a single factor does not change the structure of (3.12) and therefore is not in contradiction with our previously made assumptions. As before, we now have the choice to set the $\eta$-parameter to any particular value we like, in particular the value $\eta = 1/6$ that corresponds to the ‘stringy’ conventions in e.g. [8]. When we plug this value into (4.5), we finally obtain:

$$\alpha = -\frac{m_1}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-E_0/4} e^{-\pi E_0/4} \Gamma(1 + E_0/4),$$

$$\beta = -\frac{im_2}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{E_0/4} \Gamma(1 - E_0/4).$$

(4.6)

We can invert this relation to express the Stokes multipliers $m_1$ and $m_2$ in terms of transseries parameters $\alpha$ and $\beta$, which in fact gives a slightly more elegant result as we can now re-express $E_0$ in terms of $\alpha \beta$ using (4.4):

$$m_1 = -\frac{2\alpha \sqrt{\pi} \left( 96\sqrt{3} \right)^{-2\alpha \beta}}{\Gamma(1 - 2\alpha \beta)} e^{-2\pi i \alpha \beta},$$

$$m_2 = \frac{2i \beta \sqrt{\pi} \left( 96\sqrt{3} \right)^{2\alpha \beta}}{\Gamma(1 + 2\alpha \beta)}.$$

(4.7)

Jumping slightly ahead of our story, a glance at these expressions already indicates that the relation between transseries parameters $\alpha$, $\beta$ and Stokes multipliers $m_1$, $m_2$ may not be one-to-one. Moreover, due to the gamma functions in the denominators, the Stokes multipliers $m_1$ and $m_2$, as functions of the product $\alpha \beta$, appear to have singularities evenly spaced along the real line at nonzero integer values of $2\alpha \beta$, meaning that at certain values of $\alpha$ and $\beta$ one might expect the transseries to be ill-defined as an asymptotic description of a true Painlevé I solution. We discuss this and further peculiar properties of the above equations in section 5.

Before doing that, to arrive at our goal of expressing the Stokes transition as an operation on the transseries parameters $\alpha$ and $\beta$, we still need to repeat this computation for the Stokes multipliers $(m'_1, m'_2)$, defined after the transition at $\text{arg}(t) = 3\pi/5$. (The upper right panel in figure 4.) The computation is essentially the same with some minor straightforward changes, and leads to:

$$\alpha' = -\frac{m'_1 + i \pi E'_0}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-E'_0/4} e^{-\pi E'_0/4} \Gamma(1 + E'_0/4),$$

$$\beta' = -\frac{im'_2}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{E'_0/4} \Gamma(1 - E'_0/4).$$

(4.8)
as the counterpart of (4.6), where now \( E'_0 = -8\alpha'\beta' \) analogous to (4.4). We can again invert this expression and obtain:

\[
\begin{align*}
    m_1' &= -\frac{2\alpha'\sqrt{\pi} (96\sqrt{3})^{-2\alpha'\beta'}}{\Gamma(1 - 2\alpha'\beta')} e^{-2\pi i\alpha'\beta' + i e^{-4\pi i\alpha'\beta'}}, \\
    m_2' &= \frac{2i\beta'\sqrt{\pi} (96\sqrt{3})^{2\alpha'\beta'}}{\Gamma(1 + 2\alpha'\beta')}.
\end{align*}
\]  

(4.9)

Note that these expressions for the multipliers (as well as (4.7)) are in agreement with those found in [28] when adjusted for the normalisation\(^{12}\).

Finally, to connect the pair \((\alpha', \beta')\) to the pair \((\alpha, \beta)\), we fix the monodromy data, i.e. we impose that \(m = m'\). As discussed before, according to the theory of isomonodromic deformations, this requirement forces the transseries parameters on both sides of the transition to describe the asymptotics of the same Painlevé I solution \(\lambda(t)\). The final missing link is then an expression for \(E'_0\) in terms of the original variables \(\alpha\) and \(\beta\). Such an expression is easily found by multiplying equations (4.8) with one another, giving:

\[
\frac{E'_0}{8} = \frac{m_1 m_2 + m_2 e^{\pi E'_0/4}}{4\pi} e^{-\pi E'_0/4} \Gamma(1 + E'_0/4) \Gamma(1 - E'_0/4),
\]  

(10.4)

with equation (4.7) and some reshuffling we finally obtain:

\[
e^{\pi E'_0/2} = \frac{e^{-4\pi i\alpha\beta}}{1 - 2\beta \sqrt{\pi} (96\sqrt{3})^{2\alpha\beta} / \Gamma(1 + 2\alpha\beta)} = \frac{1 + m_1 m_2}{1 + i m_2}.
\]  

(11.1)

A similar relation was also found in [29]. Putting everything together, the equations that we have derived now establish a connection formula\(^{13}\) for the transseries parameters on either side of the Stokes line. First, equation (4.7) computes the Stokes multipliers in terms of \((\alpha, \beta)\). Subsequently, equation (4.11) allows one to obtain an expression for \(E'_0\), which finally can be plugged into equation (4.8) to obtain the new transseries parameters \((\alpha', \beta')\). Evidently, in this procedure there is a branch choice ambiguity in the last step, also noted in [29], since one needs to take a logarithm in (4.11) to get \(E'_0\). We address this subtlety in section 5.2.

As a very first check, we can easily see that the formulae we have found are consistent with the familiar Stokes phenomenon of a plain formal series solution (or zero-parameter transseries solution), where \(\alpha = \beta = 0\). In this case, we see from (4.7) that both Stokes multipliers \(m_1\) and \(m_2\) are also zero, and we find the mapping:

\[
(\alpha, \beta) = (0, 0) \rightarrow (\alpha', \beta') = \left(\frac{i}{2\sqrt{\pi}}, 0\right).
\]  

(12.4)

which Takei also derived in his original calculation [18]. When we translate these transseries parameters back to the \((\sigma_1, \sigma_2)\) \(= -3^{1/4}(\alpha, \beta)\) used in [8], then this is equivalent to:

\[
(\sigma_1, \sigma_2) = (0, 0) \rightarrow (\sigma'_1, \sigma'_2) = (S_1, 0),
\]  

(13.1)

---

\(^{12}\) Our expressions for \((m_1, m_2)\) in the sectors \(S_1\) and \(S_2\) match those of \((S_1, S_2)\) in [28] when the function \(\chi\) given in that paper is reformulated as \(\chi(E) = 2\sqrt{\pi} (96\sqrt{3})^{E/4} e^{\pi E/2} / \Gamma(1 + E/4)\).

\(^{13}\) Here we give more of a recipe than a single explicit formula. Such a formula, though one could now in principle write it down without a problem, would be a dreadfully long expression due to all the logarithms and gamma functions. Rather, at the end of this section we formulate a general expression for global transseries parameters.
with the familiar Stokes constant:

\[ S_1 = -\frac{3^{1/4}}{2\sqrt{\pi}} i, \]

that has been computed via several different approaches in e.g. [18–23].

Taking this one step further, we can also consider the explicit form of the transition of a one-parameter transseries across the Stokes line. In the case that \( \alpha \) is nonzero the transition is rather familiar:

\[
(\alpha, 0) \mapsto \left( \alpha + \frac{i}{2\sqrt{\pi}}, 0 \right),
\]

and we have \( m_1 = -2\alpha\sqrt{\pi} \) and \( m_2 = 0 \). The more non-trivial case is the one where \( \beta \) is non-zero. If we choose the more convenient parametrisation \( \beta = \frac{im_2}{2\sqrt{\pi}} \), then we learn that:

\[
\begin{pmatrix}
0 \\
\frac{im}{2\sqrt{\pi}}
\end{pmatrix} \mapsto \begin{pmatrix}
\frac{i(96\sqrt{3})^{-E_0/4}}{\Gamma(1 - E_0/4)} \\
\frac{96\sqrt{3}}{2\sqrt{\pi}(1 + im)}
\end{pmatrix},
\]

where the Stokes multipliers are \( m_1 = 0 \) and \( m_2 = m \). Lastly, one can consider the transition of a general two-parameter transseries, but this connection is an overly complicated expression that we refrain from writing out completely. Rather, in section 4.2 we formulate a general expression for the transseries parameters computed directly from the Stokes multipliers.

With the computations for the Stokes phenomenon at the \( 2\pi \)-direction complete, let us now also establish the connection formulae for the Stokes phenomenon across the \( 3\pi \)-direction. We are now dealing with multipliers as described by (3.48), corresponding to the lower two panels of figure 4. The computation is of course very similar to that for the \( 2\pi \)-transition, and leads to the following expressions for the transseries parameters:\(^{14}\)

\[
\begin{align*}
\beta &= -\frac{im_2}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-E_0/4} \Gamma(1 - E_0/4) \\
\alpha &= \frac{m_3}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-E_0/4} e^{i\pi E_0/4} \Gamma(1 + E_0/4),
\end{align*}
\]

where we chose to keep the order of \( m_2, m_3 \) and therefore switched the order of \( \alpha, \beta \)—or when inverted:

\[
\begin{align*}
m_2 &= \frac{2i\beta\sqrt{\pi} \left( 96\sqrt{3} \right)^{+2\alpha\beta}}{\Gamma(1 + 2\alpha\beta)} \\
m_3 &= \frac{2\alpha\sqrt{\pi} \left( 96\sqrt{3} \right)^{-2\alpha\beta}}{\Gamma(1 - 2\alpha\beta)} e^{2\pi i\alpha\beta}.
\end{align*}
\]

When we repeat the procedure of fixing the monodromy data and expressing the transseries parameters after the transition in terms of the parameters before, this leads to the following formulae:

\(^{14}\) To not overly clutter notation, we again use \((\alpha, \beta)\) before the transition and \((\alpha', \beta')\) afterwards, rather than starting from \((\alpha'', \beta'')\) and transitioning to e.g. \((\alpha''', \beta''')\).
\[ \beta' = -\frac{im_2 + e^{-i\pi E_0'/2}}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-\frac{E_0'/4}{2}} \frac{\Gamma(1 - E_0'/4)}{\Gamma(1 + E_0'/4)}. \] (4.18)

\[ \alpha' = \frac{m_3}{2\sqrt{\pi}} \left( 96\sqrt{3} \right)^{-\frac{E_0'/4}{2}} e^{i\pi E_0'/4} \frac{\Gamma(1 + E_0'/4)}{\Gamma(1 - E_0'/4)}, \]

where now \( E_0' \) can be calculated via the relation:

\[ e^{-i\pi E_0'/2} = \frac{e^{2\pi i\alpha\beta}}{1 + 2i\alpha \sqrt{\pi} \left( 96\sqrt{3} \right)^{-2\alpha\beta} e^{2\pi i\alpha\beta} / \Gamma(1 - 2\alpha\beta)} = \frac{1 + m_2m_3}{1 + im_3}. \] (4.19)

Of course, the differences between the results (4.6)–(4.11) for the 2\( \pi \) direction and (4.16)–(4.19) for the 3\( \pi \) direction are small—essentially only signs, factors of \( i \) and integer powers of \( \exp(i\pi E_0) \)—but those subtle differences will become important once we start combining consecutive Stokes phenomena, which is the subject we now turn to.

### 4.2. General Stokes transitions

In order to study the full monodromy of transseries solutions to the first Painlevé equation, we need connection formulae for Stokes transitions in all possible directions. Let us first introduce some notation: let \( \mathcal{G}_{2\pi} \) and \( \mathcal{G}_{3\pi} \) denote the Stokes automorphisms across the Stokes lines that we studied in the previous subsection, corresponding to the 2\( \pi \)- and 3\( \pi \)-transitions. These and other automorphisms act on transseries solutions \( \lambda_{\alpha, \beta}(t) \) described by particular parameters \( (\alpha, \beta)^T \) as:

\[ \begin{pmatrix} \alpha' \\ \beta' \end{pmatrix} = \mathcal{G}_{n\pi} \begin{pmatrix} \alpha \\ \beta \end{pmatrix}, \] (4.20)

for some \( n \in \mathbb{Z} \), where we stick to our convention that \( \alpha' \) and \( \beta' \) denote the transseries parameters after the transition and \( \alpha \) and \( \beta \) those before. From our computation in the previous subsection, we know what \( \mathcal{G}_{2\pi} \) and \( \mathcal{G}_{3\pi} \) are, and we wish to generalise these to arbitrary \( \mathcal{G}_{n\pi} \).

Figure 5 shows the various transitions that we encounter when continuing a transseries solution around the origin in the complex \( z = -t/6 \) plane. Note that in this process, the rays at angles 2\( \pi \)/5 act as Stokes lines and as anti-Stokes lines in an alternating fashion. Continuing from our choice of transitions in the previous subsection, after we cross the 2\( \pi \) and 3\( \pi \) Stokes lines, we continue to the 4\( \pi \) transition, for which the degenerate Stokes graph is displayed in figure 6 on the right. For comparison, we have also displayed the degenerate Stokes graphs of the two preceding transitions at 2\( \pi \) and 3\( \pi \) in this figure. If we look at the graphs closely, we see that the connection problems for the 2\( \pi \) and 4\( \pi \) transitions are identical up to a relabeling of the sectors, and therefore up to a relabeling of the Stokes multipliers \( m_i \) and the connection coefficients \( a_{ik} \). The connection coefficients we need are \( a_{34} \) and \( a_{45} \) instead of \( a_{12} \) and \( a_{23} \), and for the Stokes multipliers we use \( m_3 \) and \( m_4 \) instead of \( m_1 \) and \( m_2 \). The new connection coefficients are therefore acquired by straightforward extension of our analysis of the Weber equation to subsequent regions III, IV and I\(^{15}\). Following this approach, we learn that \( a_{34} = -e^{-i\pi E_0'/2}a_{12} \) and \( a_{45} = -e^{i\pi E_0'/2}a_{23} \), and so we find before and after the 4\( \pi \)-transition:

\(^{15}\) When going from IV to I in figure 3, one should remain on the same sheet of the Riemann surface, and therefore not insert a branch cut but instead just naively extend the connections (3.37).
Figure 5. The monodromy as a composition of consecutive Stokes transitions $S_{n\pi}$ in the $C_z$-plane. In red and blue we indicate those transitions that are related to $S_0$ and $S_\pi$ respectively. After 10 transitions, the Painlevé I transseries solution is back to its original form up to an application of the map $T^2$—see equation (4.27).

Figure 6. The degenerate Stokes graphs that are encountered when we cross the $2\pi$-, $3\pi$-, and $4\pi$-transitions (from left to right) with for each transition the relevant asymptotic regions I up to V indicated. The wavy line denotes the branch cut emanating from the simple turning point. Note that the left and right diagram are identical up to a relabeling of the sectors, whereas the middle diagram moreover has the $+$ and $-$ signs indicating the dominant solutions reversed.

$4\pi$-direction

$S_3:\begin{cases} m_3 = a_{34} = -e^{-i\pi E/2}a_{12}, \\ m_4 = a_{45} = -e^{i\pi E/2}a_{23}, \end{cases}$

$S_4:\begin{cases} m'_3 = a_{34} + ie^{-i\pi E/2} = -e^{-i\pi E/2}a_{12} + ie^{-i\pi E/2}, \\ m'_4 = a_{45} = -e^{i\pi E/2}a_{23}, \end{cases}$

(4.21)
analogous to (3.47). As expected, the 2π- and 4π-expressions look very similar, and in fact when we look at formulas (4.7) and (4.8) more closely, we see that there is a shortcut to computing the 4π transition. We can first shift the transseries parameters:

\[(\alpha, \beta) \mapsto (-\alpha e^{-i\pi E_0/2}, -\beta e^{i\pi E_0/2}),\]  

(4.22)

where as before only \(E_0\) appears since \(\alpha\) and \(\beta\) have no \(\eta^{-1/2}\)-corrections. Then we apply \(\mathcal{G}_{2\pi}\), and finally shift back the resulting transeries:

\[(\alpha', \beta') \mapsto (-\alpha' e^{i\pi E_0'/2}, -\beta e^{-i\pi E_0'/2}).\]  

(4.23)

Introducing the operation:

\[T = e^{-i\pi E_0(\alpha, \beta)/2} \begin{pmatrix} 0 & e^{i\pi E_0(\alpha, \beta)/2} \\ e^{-i\pi E_0(\alpha, \beta)/2} & 0 \end{pmatrix},\]  

(4.24)

this shortcut can be summarised in the following simple formula16:

\[\mathcal{G}_{4\pi} = T^{-1} \mathcal{G}_{2\pi} T.\]  

(4.25)

Further investigation of the Stokes graphs and the corresponding connection coefficients tells us that we can generalise this relation to arbitrary Stokes transitions:

\[\mathcal{G}_{(m+2n)\pi} = T^{-n} \mathcal{G}_{m\pi} T^n,\]  

(4.26)

for all \(m, n \in \mathbb{Z}\). This saves us the time of computing all further individual transitions, and shows that all automorphisms can be related to essentially only two distinct ones. Following the notation of [8] we shall denote these two distinct ‘basis’ automorphisms by \(\mathcal{G}_0\) and \(\mathcal{G}_\pi\) where we use an underline to distinguish them from the plain automorphisms \(\mathcal{G}_{2\pi}\).

To wrap up our discussion of the general Stokes transitions, a few comments regarding the transformation \(T\) are in order:

- \(T\) is an invertible transformation: as long as we do not change transseries parameters we can insert \(TT^{-1}\) in our expressions and thereby ‘shift’ the automorphisms to other branches. This means for example that the following two operations are equivalent:

\[T^5 \mathcal{G}_9 \mathcal{G}_8 \mathcal{G}_7 \mathcal{G}_6 \mathcal{G}_5 \mathcal{G}_{4\pi} \mathcal{G}_{3\pi} \mathcal{G}_{2\pi} \mathcal{G}_\pi \mathcal{G}_0 = (T \mathcal{G}_\pi \mathcal{G}_0)^5,\]  

(4.27)

We shall see in the next section that the above product of transformations acts as the identity on an arbitrary pair of transseries parameters \((\alpha, \beta)\).  

- The operator \(T^2\) can also be interpreted as implementing a change of branch choice on the constants of proportionality \(C_{\pm}(t, \eta)\). When matching local solutions \(\varphi_{\pm}(\zeta)\) to global solutions \(\psi_{\pm}(x)\) around the double turning point, we had to compute these constants—see equations (3.38) and (3.39) and appendix D— which required us to pick a logarithmic branch in evaluating expression (D.2). We chose the branch that leads to a factor \(\exp\left(-\frac{i\pi E_0}{4}\right)\) in the expressions for \(C_\pm\), but we could also have picked the other branch that yields a factor

\[16\text{ Note that } T\text{ depends on the transseries parameters that it alters. Therefore, since the automorphisms } \mathcal{G}_{2\pi}\text{ affect these parameters as well, the matrices } T\text{ and } T^{-1}\text{ in this equation are not each other’s inverse: } T\text{ on the right hand side depends on the transseries parameter before } \mathcal{G}_{2\pi}\text{ is applied, and } T^{-1}\text{ on the left hand side depends on the parameters after that transition.} \]
exp(±iπE₀/4). Our connection coefficients $a_{ij}$ scale with $C_±/C_γ$, and so this would lead to alternative connection coefficients $\tilde{a}_{ij}$ that are different from (3.41) in the following way:

$$
\begin{pmatrix}
\tilde{a}_{12} \\
\tilde{a}_{23}
\end{pmatrix} = \begin{pmatrix}
e^{-iπE₀} & 0 \\
e^{iπE₀}
\end{pmatrix}
\begin{pmatrix}
\frac{a_{12}}{a_{23}}
\end{pmatrix} = T^2 \begin{pmatrix}
\frac{a_{12}}{a_{23}}
\end{pmatrix} = \begin{pmatrix}
a_{56} \\
a_{67}
\end{pmatrix}.
\tag{4.28}
$$

Hence, we see that the ambiguity hidden in the computation of $C_±$ is equivalent to computing the connection coefficients on a different branch, in this case leading us to $\mathcal{S}_{3,γ}$ instead of $\mathcal{S}_{2,γ}$. Note that both of these two non-linear Stokes transitions require us to study the Stokes phenomena of the double turning point in the regions I, II and III in figure 3, only on a different sheet. Hence applying $T^2$ can also be interpreted as crossing a branch cut of the double turning point.

- The transformation $T$ also has a straightforward interpretation when we consider the monodromy of transseries solutions in the coordinates of inverse Ecalle time $z^{3/4}$. At the end of section 3.1 we already noticed that (when we exclude the overall factor $\sqrt{2}$) all the terms in the transseries scale with $\alpha^n e^{iπαn} z^{-\frac{1}{2} (n+m)} z^{\frac{1}{2} αβ(n−m)}$. When we complete one full rotation by $2π$ counterclockwise in the complex $z^{3/4}$ plane, which is equivalent to mapping $z \mapsto ze^{8πi/5}$, we observe that:

$$
\alpha^n e^{iπαn} z^{-\frac{1}{2} (n+m)} z^{\frac{1}{2} αβ(n−m)} = (α e^{4iπn/5})^n (−βe^{−4iπn/5})^m z^{-\frac{1}{2} (n+m)} z^{\frac{1}{2} αβ(n−m)}.
$$

(4.29)

In the second line we absorbed the new factors in the transseries parameters and hence we learn that our rotation is equivalent to the applying a single $T$ transformation—see figure 7. A single insertion of $T$ thus implements a logarithmic plus fractional power branch change, and when going five times around the origin this diagram schematically represents the right-hand side of expression (4.27). This representation of the monodromy matches the picture that emerges from studying the first Painlevé equation using resurgence as in e.g. [8]: there are essentially only two unique automorphisms that in the terminology of [27] correspond to forward motion and backward motion along the alien chain.

- A related transformation was found in [28] (see remark 3 in that paper) that we denote here by $\tilde{T}$. It is a version of the transformation that we call $T$, but one that relates the expressions for all five Stokes multipliers across a single Stokes transition, whereas our $T$ relates two multipliers across a double transition. Essentially, we have that $\tilde{T}^2 \simeq T$.

This $T$-transformation allows us to formulate a general expression for the transseries parameters of solutions in arbitrary sectors $\mathcal{S}_γ$. For a given set of Stokes multipliers $\{m_j\}$, the transseries solution in the sector $\mathcal{S}_γ$ has the following transseries parameters:

$$
\begin{align*}
α &= (-1)^{(k_α+1)/2} \frac{mk_α}{2\sqrt{3}} \left(96\sqrt{3}\right)^{-E_0/4} e^{iπE_0(k_α−2)/4} \Gamma(1+E_0/4), \\
β &= (-1)^{k_β} \frac{imk_β}{2\sqrt{3}} \left(96\sqrt{3}\right)^{E_0/4} e^{−iπE_0(k_β−2)/4} \Gamma(1−E_0/4),
\end{align*}
\tag{4.30}
$$

where $k_α = 1 + 2\left\lfloor \frac{j}{2} \right\rfloor$ and $k_β = 2\left\lfloor \frac{k+1}{2} \right\rfloor$. The value of $E_0$ can be computed through:

$$
1 + m_k m_{k+1} = \exp\left((-1)^{k+1} iπE_0/2\right),
$$

(4.31)
Figure 7. A single monodromy in the complex plane of the inverse Ecalle time, $z^{5/4}$. It includes the two transitions $\mathcal{S}_0$ and $\mathcal{S}_\pi$ and the transformation $T$ that is interpreted as implementing a shift between branches.

as we shall explain in the next section. One can check that this expression is consistent with the aforementioned properties of the $T$-transformation.

Equation (4.30) represent more of a top-down approach to study the transseries solutions to the first Painlevé equation. Instead of going from sector to sector computing the next set of transseries parameters using $\mathcal{S}_{n\pi}$, we can immediately determine the complete set of monodromy data $\mathfrak{m}_j$ and from there derive the transseries parameter values in all the double sectors $\mathcal{S}_k$ in one go. This is obviously desirable from a computational point of view, but also has its perks once we start studying the monodromy of the transseries solutions in the next section.

Finally, we want to anticipate a key property of the Painlevé I transseries expansion that we briefly hinted at already: as we cross ten successive Stokes transitions we end up with the same transseries expansion, provided that we correct for the branch using the appropriate $T$-transformation. This can already be seen from the $\mathbb{Z}_5$ symmetry that resides in the Stokes multipliers and the $\mathbb{Z}_2$ structure from the two essentially distinct Stokes transitions $\mathcal{S}_0$ and $\mathcal{S}_\pi$ seen in figure 7. We verify this in the next section.

5. Results

With our explicit formulae for two-parameter transseries parameters in any double sector, we possess all the tools for a global study of the two-parameter transseries solutions. In section 5.1 we prove that a rotation of $8\pi$ around the origin of the complex $z$-plane—which corresponds to ten successive Stokes transitions—brings us back to the original transseries representation, provided that we apply the appropriate $T$-transformations. We also provide two examples were we explicitly write out the transseries parameter values in all successive sectors before completing an $8\pi$ rotation. Then in section 5.2, we show that a single Painlevé I transcendent does not have a single unique transseries representation, but that a whole class of transseries expansions exist that correspond to a single transcendent. Subsequently, we study the relation between the transseries representations and the different types of Painlevé I transcients in section 5.3. More specifically, we are interested in seeing which type of transseries—zero, one or two parameter—appears when we rotate a tronquée, tritronquée or elliptic type transcendent around the origin of the complex $z$-plane. In section 5.4 we perform some high-precision
numerical tests of our claims and results. Finally, we show how the Stokes constants of the first Painlevé equation can be derived from our connection formulae and how these formulae confirm the results of [17], most notably their connection formulae for two-parameter transseries solutions of the Painlevé I equation.

5.1. Symmetry of the monodromy

In the previous section we already formulated a general expression for the transseries parameters which required us to calculate the quantity $E_0$ from the Stokes multipliers. This was done through equation (4.31), the form of which we would like to clarify. Sticking to notation of double sectors $S_k$ that we gave above, we see from the expressions for the Stokes multipliers $m_1$ and $m_2$ in (4.7) that:

$$1 + m_1 m_2 = \exp \left( i \pi E_0 / 2 \right),$$

in $S_1$. After crossing the $2\pi$ transition, we subsequently find:

$$1 + m_2 m_3 = \exp \left( - i \pi E_0 / 2 \right),$$

in $S_2$, which can be checked using either the expressions for $m_2$ and $m_3$ in (4.17) or using the transformation (4.11) and the properties of the Stokes multipliers (3.22). This pattern continues indefinitely and can therefore be captured in the single equation (4.31).

Using the $Z_5$ symmetry of the Stokes multipliers, it is easy to see that:

$$E_0 \bigg|_{S_k} = -E_0 \bigg|_{S_{k+5}} + 4n,$$

for some integer $n \in \mathbb{Z}$. If we ignore the choice of branch encoded in the $4n$ term by assuming that $n = 0$ for now—we discuss the appearance of a non-zero $n$ in the next subsection—then this implies that the product of transseries parameters $\alpha\beta$ returns to minus itself after five transitions. Hence, after ten transitions we find ourselves back at the same value for $E_0$ and therefore with the same product $\alpha\beta$.

We would now like to explicitly demonstrate that the transseries parameters return to their original values as well, after ten successive Stokes transitions. First of all, for ten transitions we need to rotate our solutions four times around the origin in the complex $z$-plane which corresponds to sending $z \mapsto z e^{8\pi i}$. Using the same logic that we presented in section 4.2—in particular regarding equation (4.29)—one can check that if we rotate $z$ by $8\pi$ counterclockwise, we find:

$$\lambda(z e^{8\pi i}, \alpha, \beta) = \lambda(z, -e^{20\pi i} \alpha, -e^{-20\pi i} \beta) = T^5 \lambda(z, \alpha, \beta).$$

That is, the ‘naive’ rotation by $8\pi$ is equivalent to applying $T^{-5}$ to our transseries parameters.

Secondly, we can use our solution for the global transseries parameters (4.30) to see what the effect is of ten successive Stokes transitions. This amounts to simply shifting $k \mapsto k + 10$ from which we learn that:

$$\underbrace{\underbrace{\underbrace{\ldots \underbrace{\lambda(z, \alpha, \beta)}}_{10 \text{ times}}}}_{10 \text{ times}} = \lambda(z, -e^{-20\pi i} \alpha, -e^{20\pi i} \beta) = T^{-5} \lambda(z, \alpha, \beta).$$

Hence, when we put these two results together, we learn that:

$$\underbrace{\underbrace{\underbrace{\ldots \underbrace{\lambda(z e^{8\pi i}, \alpha, \beta)}}_{10 \text{ times}}}}_{10 \text{ times}} = \lambda(z, \alpha, \beta).$$

This equation tells us that a transseries expansion rotated four times around the origin, with the inclusion of all its Stokes jumps, yields the exact same expansion as we started with. Hence,
for both examples in table 4.6 addressed. This is the fact that Stokes multipliers and transseries parameters are not related to we include the product \( T \) the origin. Moreover, the loops in the graph are closed—recall that the transformation shown in figure 5.2. Non-uniqueness of transseries representations

In using our equations relating transseries parameters \((\alpha, \beta)\) to Stokes multipliers \(m_i\), there is a subtle but important detail that we already touched upon but so far have not yet fully addressed. This is the fact that Stokes multipliers and transseries parameters are not related to one another in a one-to-one fashion. If we take for example the equation (4.7) mapping \((\alpha, \beta)\) to \(m_i\), we can see that there are multiple pairs of transseries parameters that yield the same Stokes multipliers \(m_{1,2}\). This ambiguity is more manifest when we invert this relation back to (4.6)—or
Figure 8. The complex values of $\alpha\beta$ for the monodromy of the two transseries solutions described in table 1. The transseries with the initial pair of parameters $(\frac{1}{4}, \frac{1}{4})$ is depicted on the left, starting at the orange dot where $\alpha\beta = 0.05$. The transseries starting with $(\alpha, \beta) = (\frac{1}{5}, \frac{1}{2})$ is depicted on the right, starting at the orange dot at $\alpha\beta = 0.1$. The arrows indicate the direction in which the parameter values move.

Table 2. Pairs of transseries parameters $\alpha$ and $\beta$ that all correspond to the same Stokes multipliers $m_1$ and $m_2$.

| $\alpha$ | $\frac{1}{60}\sqrt{3}$ | $\frac{1}{60}\sqrt{3}$ | $\frac{1}{5}$ | $96\sqrt{3}$ | $23040$ |
| $\beta$ | $-86400$ | $240\sqrt{3}$ | $\frac{1}{160}\sqrt{3}$ | $\frac{1}{160}\sqrt{3}$ | $123000$ |
| $\alpha\beta$ | $-\frac{9}{10}$ | $-\frac{9}{10}$ | $\frac{1}{10}$ | $\frac{1}{10}$ | $\frac{1}{10}$ |

its generalisation (4.30) for arbitrary double sectors. Knowing that $1 + m_1m_2 = \exp(i\pi E_0/2)$, we learn that the ambiguity rests in the branch of the logarithm that we need to choose in order to compute $E_0$, which in turn determines the product $\alpha\beta$. Once this choice is made, the individual $\alpha$ and $\beta$ can be determined from (4.6). As a result, given a specific choice of $m_{1,2}$, we can generate a whole sequence of pairs of transseries parameters that solve (4.7).

Take for example our two-parameter transseries with $(\alpha, \beta) = (\frac{1}{4}, \frac{1}{4})$ in $S_1$, corresponding to $E_0 = -\frac{4}{5}$. From (4.7) we can derive the first two Stokes multipliers:

$$m_1 = \frac{e^{-6\pi i/5}\sqrt{3}}{5 \times 3^{3/10}\Gamma(\frac{3}{5})}, \quad m_2 = \frac{2i \times 3^{3/10}\sqrt{3}}{\Gamma(\frac{3}{5})}, \quad (5.7)$$

and subsequently recompute $E_0$. In this last step we can pick whichever branch of the logarithm we like, so we do not necessarily find back the exact same value for $E_0$ that we started with. Plugging these different values of $E_0$ back into (4.6) yields an infinite multitude of outcomes, of which we have displayed some in table 2. We find the original transseries pair $(\frac{1}{4}, \frac{1}{4})$ but also other pairs whose product $\alpha\beta$ is shifted by a multiple of $\frac{1}{4}$ with respect to the original product of $\frac{1}{10}$. This shift corresponds to the $4\pi$ ambiguity that we encountered in relation (5.3). If we plot more graphs like figure 8 for other transseries parameters, the points in these graphs end up within the strip $-\frac{1}{2} < \text{Re}(\alpha\beta) < \frac{1}{2}$ as long as in computing the monodromy we consistently take the principal branch of the logarithm—i.e. we assume a branch cut along the negative axis for the logarithm.
What happens if, as a starting point, we take one of the transseries pairs whose product lies outside this strip? Provided that we consistently pick the branch of the logarithm that corresponds to the strip on which our starting value $\alpha\beta$ lies, we expect to find a new path which remains in this alternative strip. For example, let us take the two pairs ‘neighbouring’ the fundamental one in table 2, $(-1/600\sqrt{3}, 240\sqrt{3})$ and $(96\sqrt{3}, 1/160\sqrt{3})$, and study their monodromy. We once again plot the product $\alpha\beta$ in the complex plane but now, while computing the monodromy, we also consistently take a neighbouring branch of the logarithm whenever we compute $E_0$. This leads to the three graphs shown in the top panel of figure 9. For completeness we have also displayed the original graph centred at the origin, and repeated this procedure for the $(\frac{1}{4}, \frac{1}{5})$ transseries. We learn that we get copies of the original graph, simply translated by $\frac{1}{2}$ to either the left or right. Clearly, these graphs in general are symmetric around a point in $\frac{1}{2}\mathbb{Z}$ which is in accordance with (5.3) when including the $4\pi$ ambiguity.

The upshot of this discussion is that the product $\alpha\beta$ of any transseries solution under the Stokes transitions traces out a point symmetric path on the cylinder $\mathbb{C}/\frac{1}{2}\mathbb{Z}$. The different ‘neighbouring’ transseries pairs under the identification with $\frac{1}{2}\mathbb{Z}$ are related to one and the same Painlevé I solution as defined by the Stokes multipliers $m$. Therefore, the different transseries obtained in this way should be thought of as expansions of the exact same Painlevé transcendent. Thus, the two-parameter transseries representations are not unique: if we resum the different expansions related to given Stokes multipliers in an appropriate way, we expect to find the exact same function.

5.3. Special solutions

So far, in studying the monodromy of asymptotic solutions, we have considered the full two-parameter transseries expansions. In the Boutroux classification that we discussed in section 2.1, these expansions generally correspond to Painlevé transcendents that have poles in all five sectors of the $z$-plane. As mentioned in that section, however, there are two special types of solutions, the tronquée and tritronquée solutions. We would now like to understand
how our connection formulas apply to these special situations and what we can learn about
the monodromy of the special solutions. We shall see shortly that for both the tronquée and
tronquée solutions, different transseries representations appear in the same sector that are
consistent with either the presence or absence of poles in that region. For the sake of simpli-
city, we only consider transseries expansions on the ‘fundamental strip’ where $|\text{Re}(\alpha, \beta)| < \frac{1}{4}$.
We start with a brief discussion of the three classes of Painlevé I solutions.

To understand the distinction between the three types of solutions we need to look at
the Stokes multipliers $m_i$ that parametrise the Painlevé transcendent once more. We already
encountered the fact that the relations (3.22) between the $m_i$ allow us to express the monodromy
data in terms of two independent variables. Let us make the discussion explicit by choosing $m_1$ and
$m_2$ as our parameters. We then find that, under the condition $m_1 m_2 \neq -1$, the five different
$m_i$ are:

$$\left\{ m_1, m_2, \frac{i - m_1}{1 + m_1 m_2}, \frac{i - m_2}{1 + m_1 m_2} \right\}. \quad (5.8)$$

On the other hand, when $m_1 m_2 = -1$ we get:

$$\{i, i, m_3, 0, i - m_3\}, \quad (5.9)$$
as the only solutions to (3.22). The full manifold of complex dimension two that the Stokes
multipliers describe is called the monodromy manifold—see e.g. [33, 41]—and is in fact a
cubic surface [42]:

$$m_j m_{j+1} + m_{j+2} = i. \quad (5.10)$$

Now we can classify three types of Painlevé transcendent. These are:

- **Elliptic type solutions.** These correspond to points on the monodromy manifold where $m_j \neq 0$
for all $j$.
- **Tronquée solutions.** These correspond to points on the monodromy manifold where $m_j = 0$
for a single $j$. From (5.8) and (5.9) one can see that this leads to five one-parameter families
of tronquée solutions.
- **Tritronquée solutions.** These correspond to points on the monodromy manifold where
$m_j = m_{j+1} = 0$ for a single $j$, where as usual we treat $j$ as a cyclic index. This leads to five possible
tritronquée solutions that can be interpreted as the intersection points of two loci of tron-
quée solutions. Note that this fixes the other three Stokes multipliers to be $m_{j+2} = m_{j+3} =
m_{j+4} = i$.

This classification exhausts all possibilities. In summary, we have a complex 2-dimensional
manifold parametrising all solutions. Embedded in that manifold are five loci of complex
dimension one (i.e. five surfaces) that parametrise five families of tronquée solutions. Each
of these five surfaces at two different points intersects another one of these surfaces, thus
defining five distinct tritronquée solutions. Notice the $\mathbb{Z}_5$ symmetry that is clearly manifest in
this description.

What do the transseries expansions of the special solutions and the monodromy of their
parameters look like? First of all, note that whenever we encounter a transseries where one
or both of the parameters $(\alpha, \beta)$ vanish, we are dealing with an asymptotic expansion of a
tritronquée or tronquée solution. This can be seen from equations like (4.7) and (4.17) that
show that one or two vanishing transseries parameters imply that one or two Stokes multipliers vanish\(^{17}\). Hence, a zero-parameter expansion—i.e. a formal power series without any instanton transmonomials—must be the expansion of a tritronquée solution. Similarly, a one-parameter transseries can be the expansion of either a tronquée or tritronquée solution.

In the fundamental strip, two-parameter transseries appear for both elliptic type solutions and tronquée solutions, but not for tritronquées. One would naively think that any two subsequent non-zero Stokes multipliers give rise to a two-parameter transseries expansion in some double sector, but this is not necessarily the case. The exception is the situation in which (at least) two subsequent Stokes multipliers are \(m_i = m_{i+1} = i\).\(^{18}\) This becomes a problem once we reach the Stokes sector in which we would have to solve:

\[
\exp\left(\pm 4\pi i\alpha\beta\right) = \exp\left(\mp i\pi E_0/2\right) = 1 + m_im_{i+1} = 0
\]

where the sign depends on the double sector in which the solution lies—see the discussion of section 5.1. The expression above implies that in order to find the product \(\alpha\beta\), we must compute the logarithm of either zero or infinity, thus leading to an ill-defined transseries solution. When we actually apply our connection formulae to the individual transseries parameters we find that one of these jumps to zero, whereas the other diverges.

At this moment we do not have a satisfying reformulation of these expansions with diverging parameters. Clearly the parameters \((\alpha, \beta)\) obtained using the Stokes transformations fail to describe the transseries globally, and so we probably require some sort of ‘gauge transformation’ to describe this corner of the transseries parameter space in terms of regular transseries. We call the would-be expansions where \((\alpha, \beta)\) are ill-defined singular transseries expansions. Hence, on the fundamental strip we never expect to find a two-parameter transseries expansion for a tritronquée solution, since all its non-zero Stokes multipliers have the value \(i\). This is also consistent with the fact that tritonquées only have a single sector filled with poles. There is a loophole however: outside of the fundamental strip, it is possible to encounter a two-parameter transseries that corresponds to a one-parameter transseries on the fundamental strip through the \(\frac{1}{2}\mathbb{Z}\)-symmetry—see also footnote 17.\(^{17}\)

If we now put together all the pieces, table 3 emerges. To summarise, we have Painlevé transcendents that fall into one of three Boutroux classes as described above, indicated in the rows in table 3. They can be described by 0, 1, 2 or singular transseries parameters \((\alpha, \beta)\) as indicated in the columns. We would like to stress once more that a transcendent always belongs

\[\text{Table 3. The type of transseries expansion (column) that can appear when considering a specific class of solutions (row).}\]

|                | Two-parameter | One-parameter | Zero-parameter | Singular |
|----------------|---------------|---------------|----------------|----------|
| Elliptic type  | ✓             | ✓             | ✓              | ✓        |
| Tronquée       | ✓             | ✓             | ✓              | ✓        |
| Tritronquée    | ✓             | ✓             | ✓              | ✓        |

\(^{17}\) Note that the reverse statement is false. There are infinitely many pairs of non-zero \((\alpha, \beta)\) that force either \(m_i\) or \(m_{i+1}\) to vanish. This can be achieved by picking \(\alpha\beta \in \frac{1}{2}\mathbb{Z}\setminus\{0\}\)—recall the discussion of section 5.2 regarding the different branches. In this section, however, we stick to the fundamental strip, i.e. \(-\frac{1}{4} \leq \Re(\alpha\beta) < \frac{1}{4}\).

\(^{18}\) This ‘glitch’ does not occur for general elliptic type solutions. Relations (3.22) show that any pair of subsequent Stokes multipliers \(m_i = m_{i+1} = i\) forces \(m_{i+3} = 0\) rendering the solution a (tri)tronquée one.
This is an avenue that Takei has more recently explored in [43, 44].
sector is filled with poles. The second assumption is that the singular transseries expansions appear in algebraic\(^\text{20}\) Stokes sectors: those sectors in which no poles appear.

Applying these two assumptions, figure 10 emerges. It shows the monodromy (with a total rotation of \(4\pi\) in the variable \(z\) this time, since the pattern of poles simply repeats after that) of the three classes of Painlevé transcendents. We see that elliptic type solutions, which have 2-parameter transseries expansions everywhere, have only sectors filled with poles. For the tronquée and tritronquée solutions we see the appearance of algebraic sectors where the poles are absent. In these sectors we find either a singular or a zero-parameter transseries, or a one-parameter transseries where the non-zero parameter corresponds to the subdominant transmonomial \(e^{\pm\tau} \ll 1\) as \(z \to \infty\).

5.4. Tests: numerical resummation

We would now like to check some of our results numerically. To this end, we resum formal transseries solutions \(u(z)\) to the Painlevé I equation into actual (numerical) transcendents. To achieve this, we use the following procedure:

- We pick a point \(z_0\) in the complex \(z\)-plane where the transseries will be summed, and pick values \((\alpha, \beta)\)—or equivalently \((\sigma_1, \sigma_2)\)—for the transseries parameters.

\(^{20}\) This terminology comes from [33] where sectors filled with poles were described using Weierstrass elliptic functions (‘elliptic asymptotics’) and the pole-free sectors were described using so-called ‘algebraic asymptotics’.
We Borel–Écalle sum the perturbative $z$-expansions in the individual sectors to obtain values for $u^{(n|m)}(z_0)$ and $u^{(l|m)}(z_0)$. In practice, we use a diagonal Padé approximant after computing the Borel transform and before doing the inverse (Laplace) transform—see e.g. [8] for details on this procedure. For most tests, we compute instanton sectors up to $n = 7$ and $m = 7$, with the perturbative expansions of the $(0|0)$, $(1|0)$ and $(0|1)$ sectors containing about 500 terms, the other $(n|0)$ and $(0|m)$ sectors about 230 terms, and all further $(n|m)$ sectors about 150 terms.

• We sum over $n$ and $m$, with the appropriate $(\sigma_1, \sigma_2)$-dependent prefactors, to get numerical values for $u(z_0)$ and $u'(z_0)$. In this step, it is important to check that $\sigma_1$ and $\sigma_2$ are small enough for the $n$ and $m$ sums to reasonably converge. Depending on the value of the instanton transmonomials $e^{\pm 2\sigma_2 z^{1/4}}$, ‘small enough’ can be of order 1, but sometimes one of the parameters also needs to be of order $10^{-6}$.

• The boundary conditions $u(z_0)$ and $u'(z_0)$ are then fed into a numerical solver that solves the Painlevé I equation. Because of the presence of a large number of poles in the solution, existing solvers do not do a very good job, so we wrote our own Mathematica code based on the strategy outlined in [45]. The main idea in this strategy is to use Padé approximants (rather than Taylor approximations) for $u(z)$ near a lattice point, which is very beneficial in dealing with the poles.

• The output of the numerical solver is a contour plot of the transcendent in the complex $z$ plane. Because we have Padé approximants at all lattice points that the solver uses, we can also very precisely read off the pole locations$^{21}$. These pole locations can then be used for high-precision comparison between computations.

The code was written in Mathematica and is available through [50]. Of the above steps, the second one is the most time consuming: performing the Borel–Padé–Écalle sums to obtain values for $u^{(n|m)}(z_0)$ and $u^{(l|m)}(z_0)$ takes 10 h on a laptop. Fortunately, the answer only depends on $z_0$, so the results can be saved and then used for different values of $\sigma_1$ and $\sigma_2$. The other parts of the computation—of which running the numerical solver is then the most time consuming—take a few minutes on a laptop.

With the above procedure, we reach 30–45 decimal places of precision in the boundary conditions $u(z_0)$ and $u'(z_0)$. Further precision is of course lost in running the numerical solver, so in the best cases the pole locations we find are correct up to about 25 decimal places. In the worst cases, we find pole locations that are still correct up to 5–10 decimal places. The precision of the results is always easy to test: for example by running the boundary value computation using a few less coefficients, and comparing the resulting values. The best precision test for the numerical solver is to simply run it again: on each run, a pseudo-random path through the lattice points is chosen, and so the output slightly differs from run to run.

5.4.1. Tritronquée solution. As a first test, let us compute a tritronquée solution. We start at $z_0 = 2e^{-\pi/10}$ with trivial transseries parameters:

$$\sigma_1 = 0, \quad \sigma_2 = 0.$$  

(5.12)

$^{21}$ For us, the pole locations only serve as a precision test on our connection formulae, but there is interesting work on other methods to compute these locations and how to interpret them—see e.g. [46–49].
Figure 11. Left: the tritronquée transcendent obtained by setting $\sigma_1 = \sigma_2 = 0$ with boundary conditions at $z_0 = 2e^{-i\pi/10}$ (indicated by the blue dot). Middle: the same transcendent after crossing the Stokes line with $\arg(z) = 0$, with boundary conditions at $z_0 = 2e^{i\pi/10}$. Right: the same transcendent after crossing the Stokes line with $\arg(z) = -4\pi/5$, with boundary conditions at $z_0 = 2e^{-9i\pi/10}$.

In this case, we only need to sum the perturbative sector; this results in boundary conditions:

$$u(z_0) \approx 1.3926891004 - 0.2247957342 \, i,$$
$$u'(z_0) \approx 0.3515399634 + 0.0604002386 \, i.$$  \hspace{1cm} (5.13)

where for readability we display $\sim 10$ decimal places, but our code provides around 30 correct decimals. The resulting transcendent can be seen in the left plot of figure 11. Clearly, the solver finds a tritronquée solution: four of the five sectors are free of poles.

Now, we cross the Stokes line at $\arg(z) = 0$ and move the point where we compute our boundary conditions to $z_0 = 2e^{i\pi/10}$. We apply the Stokes transition $S_0$, which gives:

$$\sigma_1 = S_1, \quad \sigma_2 = 0.$$  \hspace{1cm} (5.14)

These values are of course not at all surprising: for a one-parameter transseries (here actually a zero-parameter transseries) the Stokes automorphism is simply the classical map $\sigma_1 \to \sigma_1 + S_1$, where we add the first Stokes constant. Nevertheless, it is a good check for our code, as well as a nice way to show that a tritronquée solution can be obtained using nonzero parameters (compare table 4), to compute the transcendent using the resulting new boundary conditions. This now involves summing the $(n|0)$ sectors, and we obtain:

$$u(z_0) \approx 1.3922689644 + 0.2254276382 \, i,$$
$$u'(z_0) \approx 0.3534835301 - 0.0628969021 \, i.$$  \hspace{1cm} (5.15)

Note that these numbers are close (but not exactly equal) to the complex conjugates of (5.13), a consequence of the fact that in the ‘empty sectors’ the transcendent to first order behaves as $\sqrt{z}$. Inserting the boundary conditions in the solver, we obtain the middle plot of figure 11. Clearly, we find the same tritronquée transcendent; the difference between the solutions is not visible to the naked eye. To check the precision of our method, we therefore compare the pole locations, that turn out to agree to 20–25 decimals of precision. We show the comparison in the left plot in figure 12.
Of course, we can now similarly perform the $S_{-\pi}$ transition. We cross the Stokes line at $\arg(z) = -4\pi/5$ and compute with $z_0 = 2e^{-9\pi i/10}$. The new transseries parameters are:

$$\sigma_1 = 0, \quad \sigma_2 = i\sigma_1,$$

and the boundary conditions are:

$$u(z_0) \approx 0.2158403465 - 1.3937874422i,$$

$$u'(z_0) \approx 0.0494139094 + 0.3556190264i.$$

The resulting transcendent is shown in the right plot of figure 11, which again to the naked eye is exactly the same as the original transcendent. We compare the pole locations before and after the $S_{-\pi}$ transition in the right plot in figure 12, and again find 20–25 decimals of precision.

5.4.2. Tronquée solution. For a much more nontrivial test, let us now move on to a tronquée solution. To this end, we again start at $z_0 = 2e^{-4\pi i/10}$, but this time with transseries parameters:

$$\sigma_1 = 10^{-4}, \quad \sigma_2 = 0.$$  

The value of $\sigma_1$ may seem very small, but in fact one only needs very small parameters to see the effect of them being nonzero: whereas $\sigma_1 = \sigma_2 = 0$ gives us a tritronquée solution, the above values make two sectors of poles ‘come in from infinity’ leading to the left plot in figure 13, which we computed with boundary values:

$$u(z_0) \approx 1.3926889302 - 0.2247956210i,$$

$$u'(z_0) \approx 0.3515406360 + 0.0603997152i.$$  

Note the small difference in boundary conditions with (5.13) (of course, we computed $\sim$20 more relevant decimal places), but the large resulting difference in the lower left sectors of the resulting plot.

We could now cross the Stokes line at $\arg(z) = 0$, but of course the result will not be too interesting: since we start with a one-parameter transseries with only $\sigma_1 \neq 0$, the result after $S_0$ will simply be another transseries with $\sigma_1 \rightarrow \sigma_1 + \tilde{S}_1$, as was the case for the tritronquée solution. Much more interesting is the $S_{-\pi}$ transition at $\arg(z) = -4\pi/5$, as now we really
need the full Stokes automorphism to obtain two nontrivial parameters: after \( S - \pi \) (or rather, \((S - \pi)^{-1}\) since we cross the Stokes line in the clockwise direction) we obtain:

\[
\begin{align*}
\sigma_1 &\approx 0.0001000244 + 0.0000000135 i, \\
\sigma_2 &\approx 0.3711670363 - 0.0000999634 i, \\
\end{align*}
\]

which is close to \( \sigma_2 \to \sigma_2 + iS_1 \), but certainly not exactly equal to it\(^2^2\). To turn these values into boundary conditions, we now must Borel-Padé sum all \((n,m)\)-sectors, we obtain:

\[
\begin{align*}
u(z_0) &\approx 0.1927306646 - 1.4281545677 i, \\
\nu'(z_0) &\approx 0.2122633198 + 0.3988221351 i. \\
\end{align*}
\]

The resulting plot, as usual indistinguishable from the original one, can be seen in the middle part of figure 13. In the right part of that figure we compare the pole locations; the result is of course less precise than in the tritronquée case (the main cause of this seems to be that we sum at a value of \( z_0 \) which is already quite close to a pole field, so that many instanton sectors contribute), but summing up to \( n = m = 7 \) still leads to 15–17 decimal places of precision.

5.4.3. Elliptic type solution. Finally, let us test a full, two-parameter, elliptic type solution. We again start at \( z_0 = 2e^{-i\pi/10} \), and now turn on both transseries parameters: we take,

\[
\begin{align*}
\sigma_1 &\approx 10^{-4}, \\
\sigma_2 &\approx 10^{-6}, \\
\end{align*}
\]

leading to boundary conditions:

\[
\begin{align*}
\nu(z_0) &\approx 1.3923652161 - 0.2250507705 i, \\
\nu'(z_0) &\approx 0.3501433116 + 0.0594838267 i. \\
\end{align*}
\]

The resulting transcendent can be seen in the left plot of figure 14. Clearly, now in all four sectors that were empty in the tritronquée case, poles have ‘come in from infinity’.

\(\text{Figure 13. Left: the tronquée transcendent obtained by setting }\sigma_1 = 10^{-4} \text{ and } \sigma_2 = 0\text{ with boundary conditions at } z_0 = 2e^{-i\pi/10}. \text{ Middle: the same transcendent after crossing the Stokes line with } \arg(z) = -4\pi/5, \text{ with boundary conditions at } z_0 = 2e^{-i\pi/10}. \text{ Right: comparison between the pole locations.}\)
Figure 14. Left: the elliptic transcendent obtained by setting $\sigma_1 = 10^{-4}$ and $\sigma_2 = 10^{-5}$ with boundary conditions at $z_0 = 2e^{-i\pi/10}$. Middle: the same transcendent after crossing the Stokes line with $\arg(z) = 0$, with boundary conditions at $z_0 = 2e^{i\pi/10}$. Right: the same transcendent after crossing the Stokes line with $\arg(z) = -4\pi/5$, with boundary conditions at $z_0 = 2e^{-9i\pi/10}$.

Figure 15. Left: Comparison of the pole locations of the elliptic transcendent before and after the $S_0$ Stokes transition. Most pole locations agree to 15–25 decimal places. Right: Comparison of the pole locations of the same transcendent before and after the $S_{-\pi}$ transition. The pole locations on the left agree to 15–17 decimal places; the ‘$\sigma_2$-dependent’ pole locations on the right to $\sim10$ decimal places.

In the elliptic case, both the $S_0$ and $S_{-\pi}$ Stokes transitions are nonlinear, and so we check them both. After $S_0$ we work with $z_0 = 2e^{i\pi/10}$ and:

$$
\begin{align*}
\sigma_1 &\approx 0.0000999427234707374 - 0.37125712513061910911i, \\
\sigma_2 &\approx 0.0000000000000000000024396236271i,
\end{align*}
$$

where now we wrote 20 decimal places to show some further nontrivial digits. (Of course, these numbers—though the expressions are rather ugly and not very informative—can be computed exactly using our connection formula.) After $(S_{-\pi})^{-1}$ we work with $z_0 = 2e^{-9i\pi/10}$ and:

$$
\begin{align*}
\sigma_1 &\approx 0.00010002440030337084 + 0.00000001346773630981i, \\
\sigma_2 &\approx 0.37116803583075350501 - 0.00009996367369018158i.
\end{align*}
$$
For $\mathcal{S}_0$ this leads to boundary conditions:

\[ u(z_0) \approx 1.3919451392 + 0.2256828906 \, i, \]
\[ u'(z_0) \approx 0.3520868133 - 0.0619805657 \, i, \]

and for $\mathcal{S}_{-\pi}^{-1}$ to boundary conditions:

\[ u(z_0) \approx 0.1927306627 - 1.4281545672 \, i, \]
\[ u'(z_0) \approx 0.2122633151 + 0.3988221421 \, i. \]

The resulting transcendentals can be seen in the middle and right plots of figure 14, where as usual any small differences with the first plot are invisible.

The differences in pole locations before and after the $\mathcal{S}_0$ and $\mathcal{S}_{-\pi}$ transitions are plotted in figure 15. The poles before and after the $\mathcal{S}_0$ transition (left plot) agree generally to 15–25 decimal places, with a few outliers that agree to 12–15 decimal places. The lower precision is a random effect caused by the numerical solver: when lattice points are approached along a path that comes relatively close to one of the poles, some precision is lost. The paths are chosen randomly, so when we run the solver again, precision for these poles increases, but often a few other poles then get worse precision. By running the solver several times, we can in fact check all pole positions to a precision of over 20 decimal places.

The poles before and after the $\mathcal{S}_{-\pi}$ transition (right plot) agree to 10–17 decimal places, where the upper limit of around 17 decimal places is again caused by the fact that $z_0$ is relatively close to the pole field. The lower precision poles are the ones in the two sectors on the right, whose location is mostly determined by $\sigma_2$. Since in the original Stokes sector, $\sigma_2 = 10^{-6}$ was taken smaller than $\sigma_1 = 10^{-4}$, and we sum up to $\sigma_1^4 \sim 10^{-28}$, this means that any contributions that we compute beyond order $\sigma_2^5 \sim 10^{-30}$ are essentially irrelevant. Most likely, this explains the somewhat lower precision in the locations of the strongly $\sigma_2$-dependent poles.

5.4.4. Towards even better numerics. Unfortunately, the $\frac{1}{2} \mathbb{Z}$-symmetry on the parameter space that we discussed in section 5.2 is much more difficult to test numerically. The main problem is that the symmetry shifts the parameter product $\alpha \beta \rightarrow \alpha \beta \pm \frac{1}{2}$, which means that we have to resum at least one solution for which $|\alpha \beta| \geq \frac{1}{2}$. The main difficulty then lies in summing the diagonal $(n|n)$ sectors of the transseries, since those sectors are not suppressed by an instanton-type transmonomial, and are now multiplied by the $n$th power of the relatively large number $\alpha \beta$—resulting in very slow convergence. One might attempt to compensate this by taking a large value of $z$, since these sectors also have a leading coefficient $z^{-\frac{5}{4} n} \approx z^{-5n/4}$, but this in turn means that one of the instanton transmonomials $e^{\pm \Delta z^{5/4}}$ becomes very large (or both are of order 1), giving the sum over either the $(n|0)$ sectors or the $(0|m)$ sectors bad convergence properties.

One might attempt to improve our numerics further by making the individual Borel-Padé sums for the $(n|m)$ sectors more precise using the clever summation techniques of [51, 52], though the results of [17] seem to suggest that for the particular case of Painlevé I these methods give only a slight improvement. Another promising approach, that could in particular resolve the issues for the $\frac{1}{2} \mathbb{Z}$-symmetry discussed above, would be to sum over $n$ and $m$ exactly (following the idea of ‘transasymptotic summation’ of [23, 48]) and only afterwards doing the asymptotic Borel-Padé sum. In this regard, the techniques of [49] are promising, and we hope to come back to this issue in the future.
5.5. Exact expressions for the Stokes data

From the resurgence point of view taken in e.g. [8, 17], we can describe the Stokes automorphism not just as an operation acting on the transseries parameters, but as one acting on the different instanton sectors of the full transseries. This point of view is implemented by using the alien derivatives which build up the automorphisms—here with an underscore as they represent the two fundamental types of transitions—for the first Painlevé equation (2.1) in the following manner:

\[
\begin{align*}
\mathcal{S}_0 &= \exp \left( e^{-Az^{1/4}} \Delta_A \right), \\
\mathcal{S}_\tau &= \exp \left( \sum_{i=1}^{\infty} e^{lAz^{1/4} - l\Delta} \right),
\end{align*}
\]

(5.28)

where \( A = \frac{8\sqrt{3}}{7} \) is the instanton action. The alien derivatives \( \Delta_{AA} \), when acting on the transseries sectors \( u^{(a|m)}(z) \) of (2.7), yield linear combinations of sectors weighted by integer multiples of the Stokes constants, indicating a deep (resurgent) relation between these different sectors. The collection of all these Stokes constants is sometimes called the Stokes data\(^{23}\) and it should contain the same information as our connection formulae. In this subsection we check that this is indeed the case by expanding our connection formulae in powers of the transseries parameters, which allows us to compute the Stokes constants up to arbitrary order. We can compare these results to the numerical values that were obtained in [8], and more importantly, to the recent work of [17] where all of the Stokes data were obtained using a mix of asymptotic analysis, alien calculus and numerical methods. The results of this latter work can be summarised in the connection formulae for \( \mathcal{S}_0 \) and \( \mathcal{S}_\tau \), transition that they reconstructed from the Stokes data. Hence, in order to fully verify the agreement of our results with those of [17], we show how their connection formulae relate to the ones derived here.

For definiteness, and to connect to the existing literature, let us compute the Stokes constants with respect to the forward motion along the alien chain [27], i.e. those encoded in \( \mathcal{S}_0 \). For this purpose it is important which branch \( \mathcal{S}_{2\tau} \) we pick to represent \( \mathcal{S}_0 \). A different choice leads to different Stokes constants, although they are related to the original ones by relatively simple translations. The right choice (i.e. the one matching the results of [8, 17]) turns out to be \( \mathcal{S}_0 = \mathcal{S}_{2\tau} \). In order to match our results to the literature we also need to rescale our parameters \( (\alpha, \beta) = -3^{-1/4}(\sigma_1, \sigma_2) \), as we did in section 3.1. Obtaining the Stokes constants is then achieved in two steps.

First of all we take the \( u^{(1|0)} \) sector which carries a single factor of \( \sigma_1 \), and study all the contributions it receives when the Stokes automorphism \( \mathcal{S}_0 \) acts on the complete transseries. Since we are moving forward along the alien chain, all contributions will come from lower degree sectors (see e.g. [27] and section 4 of [8]), i.e. sectors for which \( n - m < 1 \). One then finds that after the Stokes transition the new transseries parameter \( \sigma'_1 \) can be expressed in terms of the old values and the Stokes constants in the following way:

\[
\sigma'_1 = S_1^{(0)} + \sigma_1 + \left( S_2^{(0)} + \frac{1}{2} S_1^{(0)} S_1^{(1)} + S_1^{(1)} \sigma_2 + O(\sigma_2^2) \right),
\]

(5.29)

where \( S_1^{(0)} = S_1 \) denotes the already familiar leading Stokes constant. Now, we should be able to reproduce this expression using our connection formulas (4.7) and (4.8) and then read off

\(^{23}\) ‘Stokes data’ can also represent the collection of Stokes multipliers. We stick to the use of monodromy data for the Stokes multipliers of the linear problem and Stokes data for the Stokes constants of Painlevé I.
Table 5. Stokes constants for the forward motion along the alien chain of the Painlevé I transseries solution. The second column contains the exact values obtained in this paper. The third column contains numerical values; these are both numerical representations of the numbers in column 2, but also equal to the numerical values that were found in [8]. Finally, our analytical values exactly match those obtained by using the Stokes data generating function of [17].

| Analytical value | Numerical value | In terms of proportionality factors of [17] |
|------------------|----------------|------------------------------------------|
| \( S^{(0)}_1 \)   | \(-3^{1/4}/2\sqrt{\pi} \) | \(-0.371 257 6246 \ldots i \) \( N^{(1)}_1 \) |
| \( S^{(0)}_2 \)   | \( \frac{i}{2\sqrt{\pi}} \) | \( 0.500 000 0000 \ldots i \) \( 2N^{(2)}_1 \) |
| \( S^{(0)}_3 \)   | \(-2/(3\sqrt{\pi}) \) | \(-0.897 849 1247 \ldots i \) \( 3N^{(3)}_1 \) |
| \( S^{(1)}_1 \)   | \(-2\pi i \sqrt{3} (\gamma_E + \log(96\sqrt{3})) \) | \(-4.879 253 8172 \ldots i \) \( 2N^{(1)}_0 \) |
| \( S^{(1)}_2 \)   | \( i\sqrt{3} (\gamma_E + \log(96\sqrt{3})) \) | \( 9.856 875 9805 \ldots i \) \( 3N^{(2)}_2 \) |
| \( S^{(2)}_1 \)   | \(-2i/\sqrt{\pi} + (\gamma_E + \log(96\sqrt{3}))^2 \) | \(-22.825 711 2481 \ldots i \) \( 3N^{(3)}_{-1} \) |

the values of the Stokes constants. To this end, we express the new transseries parameter \( \sigma'_1 = -3^{1/4} \alpha' \) as a perturbative expansion in the old parameters \( \sigma_1 \) and \( \sigma_2 \). This yields:

\[
\sigma'_1 = -\frac{3^{1/4}}{2\sqrt{\pi}} + \sigma_1 + \left( \frac{i\pi - \gamma_E - \log(96\sqrt{3})}{2\pi} - \frac{2i(\gamma_E + \log(96\sqrt{3}))}{3^{1/4}/\pi} \right) \sigma_2 + \mathcal{O}(\sigma^2_2). \tag{5.30}
\]

Equating this expression to the previous one we can now straightforwardly compute the Stokes constants one by one. When we generalise this procedure to higher order, we always find a linear system of equations that contains exactly as many equations as Stokes constants to solve for. The exact values of the first few constants are given in table 5. The results exactly match the values of the forward Stokes vectors found in [17], and in particular confirm the analytical value of the additional constant \( A = 96\sqrt{3} \) that was found in that work.

Besides analytical expressions for the Stokes data, in [17] connection formulae for the \( \bar{S}_0 \) and \( \bar{S}_n \) transitions were formulated. These formulae were reconstructed from the Stokes data and read:

\[
\begin{pmatrix} \sigma'_1 \\ \sigma'_2 \end{pmatrix} = \begin{pmatrix} (P_0(\sigma_2 N^{(1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) N^{(1)}(P_0(\sigma_2 N^{(1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) \\ \sigma_2 N^{(1)}(\sigma_1,\sigma_2) \\ N^{(1)}(P_0(\sigma_2 N^{(1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) \end{pmatrix}, \tag{5.31}
\]

for the \( \bar{S}_0 \) transition and:

\[
\begin{pmatrix} \sigma'_1 \\ \sigma'_2 \end{pmatrix} = \begin{pmatrix} \sigma_1 N^{(-1)}(\sigma_1,\sigma_2) \\ N^{(-1)}(P_0(\sigma_1 N^{(-1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) \\ (P_0(\sigma_1 N^{(-1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) N^{(-1)}(P_0(\sigma_1 N^{(-1)}(\sigma_1,\sigma_2)) + \sigma_1 \sigma_2) \\ \sigma_1 N^{(-1)}(\sigma_1,\sigma_2) \end{pmatrix}, \tag{5.32}
\]
for the $\mathfrak{S}_2$ transition. Here the $N^{(\pm 1)}(x)$ are generating functions for the Stokes data\footnote{The second of these equations differs by a minus sign from the equations in earlier versions of [17], which was a consequence of earlier branch-cut choices in the literature.}:

$$N^{(1)}(x) = N^{(1)}_1 \left( \frac{96\sqrt{3}}{\Gamma(1+\frac{1}{\sqrt{3}})} \right),$$

$$N^{(-1)}(x) = i e^{\frac{2\pi i}{3}} N^{(1)}(-x).$$

Moreover, there are the functions:

$$P_0(x) = i \left( N^{(1)}_1 \right)^2 \log \left( 1 - i \frac{x}{N^{(1)}_1} \right), \quad (5.34)$$

and $P_\pi(x) = -P_0(-x)$ and finally the constant $N^{(1)}_1 = -\frac{\sqrt{3}}{2\pi i} \Gamma \left( \frac{1}{\sqrt{3}} \right)$ which is in fact the leading Stokes constant $S_1$ that by now we have encountered several times.

Baldino et al [17] performed several numerical checks to test these expressions, and a way to analytically derive their formulae was described in the final subsection of that paper. Let us verify this derivation and fill in some details.

We start by noting that:

$$P_0 \left( \sigma_2 N^{(1)}(\sigma_1 \sigma_2) \right) + \sigma_1 \sigma_2 = \frac{i\sqrt{3}}{4\pi} \left( -\log \left( 1 - \frac{2 \beta \sqrt{\pi} \left( 96\sqrt{3} \right)^{2\alpha \beta}}{\Gamma(1+2\alpha \beta)} \right) - 4\pi \alpha \beta \right),$$

and hence the connection ($5.31$) to analytically derive their formulae was described in the final subsection of that paper. Let us verify this derivation and fill in some details.

We start by noting that:

$$P_0 \left( \sigma_2 N^{(1)}(\sigma_1 \sigma_2) \right) + \sigma_1 \sigma_2 = \frac{i\sqrt{3}}{4\pi} \left( -\log \left( 1 + \frac{m_1 m_2}{1 + i m_2} \right) \right),$$

where we switched to $(\alpha, \beta) = -3^{-1/4} (\sigma_1, \sigma_2)$ in the first line and in the second and third line used the Stokes multipliers and our own connection formula to rewrite the expression. Then we can write out the expression for $\beta' = -3^{-1/2} \sqrt{3} \epsilon_1$ in ($5.31$) to find that:

$$\beta' = \frac{\left( 96\sqrt{3} \right)^{\epsilon_1/4 + 2\alpha \beta}}{\Gamma(1+2\alpha \beta)} \Gamma(1 - E_0/4),$$

which is precisely our expression (4.8) for $\beta'$ after the $2\pi$-transition in $S_2$. Hence, the connection formula for $\sigma' \sqrt{3}$ checks out. Verifying the connection for $\sigma' \sqrt{3}$ in ($5.31$) then becomes almost trivial: we first note that:

$$\sigma' \sqrt{3} = P_0 \left( \sigma_2 N^{(1)}(\sigma_1 \sigma_2) \right) + \sigma_1 \sigma_2 = -\frac{\epsilon_1}{8}. \quad (5.37)$$

Since this product is equivalent to the product $\alpha' \beta' \sqrt{3}$ from our own analysis, this also verifies the expression for $\sigma' \sqrt{3}$ and hence the connection ($5.31$) completely matches our $\mathfrak{S}_{2\pi}$ transition.

For connection ($5.32$), the derivation is practically the same. Analogous to ($5.35$) we compute:

$$P_\pi \left( \sigma_1 N^{(-1)}(\sigma_1 \sigma_2) \right) + \sigma_1 \sigma_2$$
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\[ \alpha' = \frac{i\sqrt{3}}{4\pi} \log \left( 1 + \frac{2\alpha \sqrt{\pi} e^{2\pi i \alpha \beta} (96\sqrt{3})^{-2\alpha \beta}}{\Gamma(1 - 2\alpha \beta)} \right), \]

\[ \alpha' = \frac{i\sqrt{3}}{4\pi} \log \left( \frac{1 + im_3}{1 + m_2 m_3} \right), \]

\[ \alpha' = -\frac{E_0 \sqrt{3}}{8}. \] (5.38)

Then we can write the expression for \( \alpha' = -3^{-1/4} \sigma_1' \) in (5.32) as:

\[ \alpha' = \frac{(96\sqrt{3})^{-E_0/4} e^{\pi E_0/4 + 2\pi i \alpha \beta}}{\Gamma(1 + E_0'/4)} \alpha, \]

\[ \alpha' = \frac{m_3}{2\sqrt{3}} \left( 96\sqrt{3} \right)^{-E_0'/4} e^{\pi E_0'/4} \Gamma(1 + E_0'/4), \] (5.39)

which matches (4.18) and therefore represents one of the transseries parameters in \( S_1 \) after the \( 3\pi \)-transition. Subsequently, using the same logic as before, we deduce that the expression for \( \sigma_2' \) in (5.32) also checks out and thereby confirm a match between the connection formula for the backwards motion in [17] and our \( S_{3\pi} \) transition.

6. Conclusion

In this paper, we have seen that two different perspectives on the study of the Painlevé I equation fit together nicely. On the one hand there is the long-established method of isomonodromic deformation that led to many insightful results, including the computation of the first Stokes constant [18, 19] and connection formulae for elliptic type asymptotics [33]. On the other hand, there is the more recent endeavour, starting with [7], to study two-parameter transseries solutions to the Painlevé I equation by using resurgence, culminating in the results of [17]. Our hope is that this paper has bridged the gap between both approaches. To this end, we extended the work of Aoki, Kawai and Takei to show that methods from the former school of thought can provide a complete description of the Stokes phenomenon of two-parameter transseries expansions that the latter school has been studying recently.

From the connection formulae we were able to extract Stokes constants up to arbitrary order, confirming the results of [17] which were obtained using alien calculus. The explicit relations between the transseries parameters and the Stokes multipliers led to some interesting new insights on how the different transseries representations relate to the three classes of Painlevé I transcendents. The relation between these two is clearly many-to-one. At several levels did we find a degeneracy of different transseries expansions that represent the same Painlevé transcendent. Of course, there is an ambiguity in the choice of branches for \( z^{-5/8} \) and \( \log z^{-5/4} \) that leads to different transseries representations, and we have seen that those choices are all interrelated through the \( T \) transformations, but we have also found other more non-trivial degeneracies. First of all, there is a \( \frac{1}{2} \) \( \mathbb{Z} \) symmetry in the transseries parameter product \( \alpha \beta \), which allows for different transseries expansions of the same transcendent. Secondly, for the tronquée and tritronquée solutions in particular, we find that after a single \( 2\pi \) rotation around the origin in the \( z \)-plane, not only do we end up with a different pair of transseries parameters, but also with different types of transseries representations, as summarised in table 3.

There are some clear follow-up questions to the work presented in this paper. First of all, the methods presented here can be applied to other Painlevé equations as well, and it would be interesting to see what the results are in those cases—and in particular whether there is any
universality in the connection formulae and Stokes constants that one would find\(^\text{25}\). On the numerical side, it would be interesting to find methods to also compute with arbitrarily large values of the transseries parameters \(\alpha\) and \(\beta\), in the domain where the instanton sums do not converge and where, therefore, some form of analytic continuation is needed. A third interesting open question would be to geometrically understand the space of transseries parameters \((\alpha, \beta)\), including all identifications that we have mentioned, and show that it is equal to the well-known space of Stokes multipliers, or perhaps some covering thereof.

In our minds, the most interesting question left open by our results is how the connection formulae for two-parameter transseries relate to the results of Kapaev and Kitaev\(^{\text{33}}\). In that paper the authors managed to give a complete description of the elliptic asymptotics:

\[
\begin{align*}
\mathcal{U}(z) &= \sqrt{z} \wp\left( \frac{4}{3} z^{5/4} - s \ \mid \ g_2 \ g_3 \right) + \mathcal{O}(z^{-3/4}),
\end{align*}
\]  

(6.1)

of elliptic type Painlevé I transcendent in the whole complex \(z\)-plane. They explained how the parameters \(s\), \(g_2\) and \(g_3\) depend on the Stokes multipliers and the argument of \(z\), thereby providing a description of the non-linear Stokes phenomenon for elliptic type solutions. Since these are the same solutions that can be expanded in a two-parameter transseries, this begs the question how our connection formulae fit with the description of [33]. In order to answer such a question, one first needs to understand how the elliptic asymptotics (6.1) of these solutions can be translated into a two-parameters transseries and vice versa. We believe that Takei has already made some compelling progress towards answering this question, and further interesting insights may come from [49]. The numerical checks that we have performed in this project, combined with Takei’s recent work [43, 44], strongly suggest that the two-parameter transseries are indeed the analytical continuation of the Fourier expansion of (Weierstrass) elliptic functions along the anti-Stokes line. Confirming this conjecture would not only provide an interpretation for the exponentially growing instanton factors of two-parameter transseries, but would also be a first step towards connecting our description of the Stokes automorphism to the results of Kapaev and Kitaev. We hope to return to this issue in the future.
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Appendix A. The exact WKB method

In this appendix we briefly recall the most important tools of the exact WKB method. We do
so under the conventions used by Aoki, Kawai and Takei in [4, 18, 34, 55]. Our description is
mostly based on chapters 2 and 3 of [40], which also uses these conventions.

We start with a Schrödinger type equation with a large parameter \( \eta \), playing the role of \( \hbar^{-1} \):

\[
\left( \frac{d^2}{dx^2} - \eta^2 Q(x, \eta) \right) \psi(x, \eta) = 0. \tag{A.1}
\]

We want to think of the solutions \( \psi(x, \eta) \) to this equation as living on the complex \( x \)-plane \( \mathbb{C}_x \).

The ‘potential’ \( Q(x, \eta) \) can itself have quantum corrections and is assumed to be a polynomial
in \( \eta^{-1} \):

\[
Q(x, \eta) = Q_0(x) + Q_1(x) \eta^{-1} + Q_2(x) \eta^{-2} + \ldots + Q_N(x) \eta^{-N}. \tag{A.2}
\]

The coefficients \( Q_n(x) \) are meromorphic functions on \( \mathbb{C}_x \) and the ‘classical’ part \( Q_0(x) \) is called
the principal term. In the \( \eta \)-independent case where \( Q(x, \eta) = Q_0(x) = 2(V(x) - E) \) we get the
familiar time-independent Schrödinger equation from quantum mechanics, where \( V(x) \) is the
potential and \( E \) the energy of a specific state. With a slight abuse of terminology, \( Q(x, \eta) \) is
also referred to as the potential, and we shall adopt this convention.

The following ansatz [56] can be used to solve the equation (A.1):

\[
\psi(x, \eta) = \exp \left( \int^x S(x', \eta) \mathrm{d}x' \right), \tag{A.3}
\]

where we omit the lower integration bound which only serves as an overall multiplicative
constant that normalises the solution. After plugging this ansatz back into the ODE, we obtain
a Riccati equation for \( S(x, \eta) \):

\[
S(x, \eta)^2 + \frac{dS}{dx}(x, \eta) = \eta^2 Q(x, \eta). \tag{A.4}
\]

This equation can then be solved for \( S(x, \eta) \) in terms of a formal power series in \( \eta^{-1} \),

\[
S(x, \eta) = \sum_{n=-1}^{\infty} \eta^{-n} S_n(x), \tag{A.5}
\]

which lets us recursively determine the coefficients \( S_n(x) \). The first of these is \( S_{-1}(x) = \pm \sqrt{Q_0(x)} \), with a choice of sign that leads to two branches of solutions, \( \{ S_n^\pm(x) \} \).

We do not always write the \( \pm \) index in our notation; any result with the index omitted will apply to both \( S^+ \) and \( S^- \), and similarly for the corresponding wave functions that we denote \( \psi^+ \) and \( \psi^- \).

A nice property of the solutions \( S(x, \eta) \) is that we can split the formal series into an odd and
an even part,

\[
S(x, \eta) = S_{\text{odd}}(x, \eta) + S_{\text{even}}(x, \eta), \tag{A.6}
\]
where \( S_{\text{odd}} = (S^+ - S^-)/2 \) and \( S_{\text{even}} = (S^+ + S^-)/2 \). Using these definitions and the Riccati equation it is a straightforward exercise to show that:

\[
S_{\text{even}}(x, \eta) = -\frac{1}{2} \frac{d}{dx} \log (S_{\text{odd}}(x, \eta)).
\]  
(A.7)

This allows us to rewrite the solution as:

\[
\psi_{\pm}(x) = \left( S_{\text{odd}}(x, \eta) \right)^{-1/2} \exp \left( \int S_{\text{odd}}(x', \eta) \, dx' \right).
\]  
(A.8)

We can then, up to an intantion-like exponential prefactor, expand the full solution in powers of \( \eta^{-1} \) and obtain a formal series:

\[
\psi_{\pm}(x) = \eta^{-1/2} \exp \left( \pm \eta \int_0^x \sqrt{Q_0(x')} \, dx' \right) \sum_{k=0}^{\infty} \eta^{-k} \psi_{\pm,k}(x).
\]  
(A.9)

Note that in the case of \( Q_0(x) = 2(V(x) - E) \), we retrieve the original WKB approximation:

\[
\psi_{\pm}(x) \sim \frac{1}{\sqrt{p(x)}} \exp \left( \pm \frac{i}{\hbar} \int p(x') \, dx' \right) \left( 1 + \mathcal{O}(\hbar) \right),
\]  
(A.10)

where we have replaced \( \eta = \hbar^{-1} \) and \( p(x) := \sqrt{2(E - V(x))} \) is the classical momentum. Usually, we normalise solutions (A.8) at one of the zeroes of \( Q_0(x) \)—that is, we start the integration at such a point—but sometimes we want to normalise a solution at infinity. The only problem is that the leading part of the Riccati solution \( S_{-1}(x) = \sqrt{Q_0(x)} \) diverges at infinity. Hence, we write such solutions normalised at infinity as:

\[
\psi_{\pm}(x) = \left( S_{\text{odd}}(x, \eta) \right)^{-1/2} \exp \left( \eta \int_a^x S_{-1} \, dx' + \int_\infty^x \left( S_{\text{odd}}(x', \eta) - \eta S_{-1} \right) \, dx' \right),
\]  
(A.11)

where \( a \) is a zero of \( Q_0(x) \). One can check that the higher order terms of the Riccati solution are well-defined at infinity.

The leading part of the potential, i.e. the principal term \( Q_0(x) \), determines a Riemann surface \( S \) called the WKB curve defined by:

\[
y^2 = Q_0(x).
\]  
(A.12)

In terms of this Riemann surface, many constructions become geometric in nature; for example, one can think of the factor in the exponential of (A.9) as an integral of the one-form \( y \, dx \). The surface \( S \) is a double cover of the Riemann sphere where the two sheets branch at zeroes of \( Q_0(x) \). Although \( S_{\text{odd}} \) and hence \( \psi \) are multivalued on the Riemann sphere, they are single valued on the WKB curve \( S \). This allows us to integrate the formal power series \( S_{\text{odd}}(x) \) along a closed cycle \( \gamma \) encircling two zeroes and exponentiate to obtain:

\[
\mathcal{V}_\gamma = \exp \left( \oint_\gamma S_{\text{odd}}(x) \, dx \right),
\]  
(A.13)

which is called a Voros symbol. When \( Q_0(x) \) has poles (including a possible pole at infinity), we can also consider a path \( \beta \) starting at such a pole, encircling a zero and returning to the pole. In such a situation we can consider the alternative Voros symbol:

\[
\mathcal{V}_\beta = \exp \left( \oint_{\beta} \left( S_{\text{odd}}(x) - \eta S_{-1}(x) \right) \, dx \right).
\]  
(A.14)

Here, the leading part \( \eta S_{-1} \) of the Riccati solution is removed since it blows up at the pole. Writing the latter symbol as \( \mathcal{V} = e^{W_\beta} \), the object \( W_\beta \) is often called the Voros coefficient. There
are many interesting properties and applications of the Voros symbols, the most straightforward one being that they alter the normalisation of the WKB solutions—which is what we use them for in this paper. For example, the path $\beta$ might start at infinity, go around the point $x = a$ for which $Q_0(a) = 0$ and back to its starting point. Then we see that the Voros symbol $V_{\beta}^{1/2}$ from (A.14) turns a solution normalised at the turning point $a$ into a solution normalised at infinity (A.11).

Finally, it will be useful to draw the zeroes of $Q_0(x)$ and the Stokes lines connected to these points in the complex $x$-plane $\mathbb{C}_x$. These Stokes lines consist of the points $x$ for which:

$$\text{Im} \left( \int_a^x \sqrt{Q_0(x')} \, dx' \right) = 0,$$

where $a$ is one of the zeroes of $Q_0(x)$. Figure 16 shows two such examples. At the Stokes lines, $\psi_+$ and $\psi_-$ are maximally growing/decaying, and as is the case for Painlevé I, on such a line the asymptotic behaviour of a solution can jump. Therefore, one needs a basis transformation to relate the basis of growing and decaying solutions defined on one side of a Stokes line to that defined on the other side—the Stokes phenomenon. These basis transformations will play a crucial role in our story. The diagram of Stokes lines is called the Stokes graph of our problem.

### Appendix B. Theory of isomonodromic deformation

In this appendix we derive the Schrödinger differential equation for which the first Painlevé equation acts as a condition of isomonodromic deformation. The starting point is the following system of linear partial differential equations:

$$\eta^{-1} \frac{\partial}{\partial x} Y = A(x,t) Y, \quad \eta^{-1} \frac{\partial}{\partial t} Y = B(x,t) Y,$$

Figure 16. Two elementary examples of Stokes graphs: (a) for the Airy equation where $Q_0(x) = x$ and (b) for the quadratic potential $Q_0(x) = x^2 - 1$. 

Appendix B. Theory of isomonodromic deformation

In this appendix we derive the Schrödinger differential equation for which the first Painlevé equation acts as a condition of isomonodromic deformation. The starting point is the following system of linear partial differential equations:

$$\eta^{-1} \frac{\partial}{\partial x} Y = A(x,t) Y, \quad \eta^{-1} \frac{\partial}{\partial t} Y = B(x,t) Y,$$
where \(Y(x,t)\) is a two-component column vector of functions and \(A\) and \(B\) are the matrices:

\[
A(x,t) = \begin{pmatrix}
\nu & 4(x - \lambda) \\
x^2 + x\lambda + \lambda^2 + t/2 & -\nu
\end{pmatrix},
\]

\[
B(x,t) = \begin{pmatrix}
0 & 2 \\
x/2 + \lambda & 0
\end{pmatrix}.
\]

The quantities \(\nu(t), \lambda(t)\) as well as \(t\) itself can be regarded as external parameters of this linear problem. If we demand that variations of the solution \(Y\) with respect to \(t\) and \(x\) commute, then we obtain the compatibility condition:

\[
\frac{\partial A}{\partial t} - \frac{\partial B}{\partial x} + \eta [A,B] = 0.
\]  

A short computation shows that, as a condition on \(\lambda(t)\) and \(\nu(t)\), this is equivalent to the Hamiltonian system (3.2). The system has an irregular singularity at infinity around which the solution \(Y\) has a non-trivial monodromy. In order to preserve the monodromy of the linear problemaroundthisirregularsingularity, the external parameters need to satisfy the compatib-

\[57\]

**Appendix C. Weber analysis**

In this appendix, following [18] but with some minor adjustments, we review how one obtains the connection formulae for the local solutions \(\varphi(\zeta)\) to (3.31). The trick to achieve this is to map the local problem (3.31) to a Weber differential equation. The solutions of that equation are known to be parabolic cylinder functions. The asymptotics of these solutions are well known and allow us to establish connection formulae for the Weber equation. By mapping the asymptotics back to the original local differential equation, we can obtain connection formulae for asymptotic solutions \(\varphi(\zeta)\).
Let us start with the fact that, as is the case for any other Schrödinger type problem, the WKB ansatz \( \varphi_{\pm} = \exp\left( \pm \int T(\zeta', \eta) d\zeta' \right) \) for (3.31) is recursively constructed by solving the associated Riccati equation:

\[
T(\zeta, \eta)^2 + \frac{\partial T}{\partial \zeta}(\zeta, \eta) = \eta^2 \tilde{Q}(\zeta, \eta),
\]

(C.1)

order by order in \( \eta^{-1/2} \), analogous to (A.4). In the case of (3.31), we find that the first three terms of the solution \( T(\zeta, \eta) = \sum_{n=-1}^{\infty} T_{n/2}(\zeta) \eta^{-n/2} \) of the Riccati equation are:

\[
T_{-1}^{(\pm)} = \mp 2 \zeta
\]

\[
T_{-1/2}^{(\pm)} = 0
\]

\[
T_0^{(\pm)} = \frac{E}{4 \zeta} - \frac{1}{2} \frac{d}{d\zeta} \log(T_{-1}^{\pm}).
\]

(C.2)

One can check that any higher order odd terms scale with negative powers of \( \zeta \). Our solutions \( \varphi_{\pm} \) are normalised at infinity—just like the asymptotic expansions of the parabolic cylinder functions that we shall meet shortly. Analogous to equation (A.11) in appendix A we write:

\[
\varphi_{\pm}(\zeta) = \frac{\sqrt{2\eta}}{\sqrt{T_{\text{odd}}}} \zeta^{\pm E/4} \times \exp\left( \pm \eta \int_0^{\zeta} T_{\text{odd},-1} d\zeta' \pm \int_{-\infty}^{\zeta} \left( T_{\text{odd}} - \eta T_{\text{odd},-1} - \frac{E}{4 \zeta^2} \right) d\zeta' \right),
\]

\[
= \zeta^{-1/2 \pm E/4} \exp\left( \eta \zeta^2 \right) \left( 1 + \mathcal{O}(\eta^{-1/2}) \right),
\]

(C.3)

In constructing these solutions, the prefactor \( \sqrt{2\eta} \) has been added to cancel the same factor appearing in \( \sqrt{T_{\text{odd},-1}} \) in the denominator. Also, the factor \( \zeta^{\pm E/4} \) comes from integrating \( \pm \int_{-\infty}^{\zeta} E/(4 \zeta') d\zeta' \) where we ignore the lower bound, which gives an infinite overall constant that we can remove after regularisation.

Next, we map this solution to a new function \( w(z) \) that satisfies the Weber equation. This is done using the series of transformations described in [18]. We start by defining:

\[
\tilde{v} = \sqrt{\zeta - \xi/\sqrt{\eta}} \varphi,
\]

\[
\tilde{w} = \frac{1}{\sqrt{\zeta - \xi/\sqrt{\eta}}} \left( \frac{d}{d\zeta} \tilde{v} + \sqrt{\eta} \tilde{v} \right),
\]

where \( \xi \) is the parameter that was introduced in (3.32), and subsequently perform a linear transformation:

\[
\begin{pmatrix} w \\ v \end{pmatrix} = \begin{pmatrix} 1/\sqrt{\eta} & 2 \sqrt{\eta} \\ -1/\sqrt{\eta} & 2 \sqrt{\eta} \end{pmatrix} \begin{pmatrix} \tilde{w} \\ \tilde{v} \end{pmatrix}.
\]

(C.5)

Then one can show that the following system of first order ODEs for \( (v, w) \) holds:

\[
\frac{d}{d\zeta} \begin{pmatrix} w \\ v \end{pmatrix} = \begin{pmatrix} -2 \eta \zeta & -\sqrt{\eta}(\rho + 2 \xi) \\ -\sqrt{\eta}(\rho + 2 \xi) & -2 \eta \zeta \end{pmatrix} \begin{pmatrix} w \\ v \end{pmatrix}.
\]

(C.6)
If we substitute \( y = 2\sqrt{\eta} \zeta \) and express the system as a single ODE for \( w \), we obtain the Weber equation:
\[
\frac{d^2 w}{dy^2} + \left( \kappa + \frac{1}{2} - \frac{y^2}{4} \right) w = 0, \tag{C.7}
\]
where \( \kappa = -E/4 - 1 \). Now let \( G \) denote the mapping between solutions \( \varphi(\zeta) \) and solutions of the Weber equation, i.e. \( G\varphi(\zeta) = w(y) \). Then we have:
\[
w(y) = G\varphi \left( \frac{y}{2\sqrt{\eta}} \right) := \frac{\sqrt{2}\eta^{1/4}}{\sqrt{y-2\xi}} \left( 2\frac{d}{dy} \left( \varphi \left( \frac{y}{2\sqrt{\eta}} \right) \right) \right) + \left( y + \rho - 2\xi + \frac{1}{y-2\xi} \right) \varphi \left( \frac{y}{2\sqrt{\eta}} \right). \tag{C.8}
\]
At this point we have not yet picked any specific solution, but it is known that (C.7) is solved by parabolic cylinder functions \( D_{\kappa}(y) \). In fact, two of these functions \( D_{\kappa}(y) \) and \( D_{-\kappa-1}(iy) \) form a basis of solutions, which allows us to study the Stokes phenomenon of the Weber equation. The asymptotics of these functions are given by:
\[
\tilde{D}_{\kappa}(y) = e^{-y^2/4y^\kappa} \sum_{n=0}^\infty (-1)^n \frac{(k)_{2n}}{2^n y^{2n}} \quad \text{for} \quad |\arg(y)| < \frac{3}{4} \pi, \tag{C.9}
\]
where \((k)_{2n}\) is a falling factorial and \(\tilde{D}_{\kappa}(y)\) is a useful notation introduced to denote the large \( y \) asymptotics of the functions \( D_{\kappa}(y) \). Moreover, we have the following useful identity for the parabolic cylinder functions:
\[
D_{\kappa}(y) = e^{i\pi\kappa} D_{\kappa}(-y) + \frac{\sqrt{2\pi}}{\Gamma(-\kappa)} e^{i\pi(\kappa+1)/2} D_{-\kappa-1}(-iy). \tag{C.10}
\]
We can now consider the basis of solutions \( D_{-\kappa-1}(-iy) \) and \( D_{\kappa}(y) \) located in the first quadrant, whose asymptotic expansions are given by (C.9). When we move to the next quadrant (counterclockwise), we need to change the basis of solutions such that the asymptotic expansion (C.9) remains in its region of validity. We can use (C.10) to analytically continue solutions to the different quadrants and then expand them to compare the asymptotics in each quadrant; this leads to:
\[
\begin{align*}
D_{\kappa}^I(-iy) &= D_{\kappa}^{II}(-iy) \\
D_{\kappa}^I(y) &= e^{i\pi\kappa} D_{\kappa}(-y) + \frac{\sqrt{2\pi}}{\Gamma(-\kappa)} e^{i\pi(\kappa+1)/2} D_{-\kappa-1}^{II}(-iy) \\
D_{\kappa}^{II}(-iy) &= e^{-i\pi(\kappa+1)} D_{\kappa}^{III}(-iy) + \frac{\sqrt{2\pi}}{\Gamma(\kappa+1)} e^{-i\pi\kappa} D_{\kappa}^{II}(-y) \\
D_{\kappa}^{II}(y) &= D_{\kappa}^{III}(-y) \\
D_{\kappa}^{III}(-iy) &= D_{\kappa}^{IV}(-iy) \\
D_{\kappa}^{III}(y) &= -e^{i\pi\kappa} D_{\kappa}^{IV}(y) + \frac{\sqrt{2\pi}}{\Gamma(\kappa+1)} e^{i\pi(\kappa+1)/2} D_{-\kappa-1}^{IV}(-iy), \tag{C.11}
\end{align*}
\]
where the Roman numeral in the superscript denotes the quadrant in which we use a solution.

Having arrived at these connection formulas, we now want to map back to the \( \varphi \)-solutions. If we invert relation (C.8), we get:
\[
\varphi(\zeta) = \frac{1}{4\eta^{1/2} \sqrt{\zeta - \eta}^{1/2}} \left( \frac{1}{\rho - 2\xi} \left( -2\frac{dw}{dy} + yw \right) + w \right) \bigg|_{y=2\sqrt{\eta} \zeta}. \tag{C.12}
\]
This expression allows us to map the asymptotics of solutions \( w(y) \) back to the asymptotics of solutions \( \varphi(\zeta) \) to (3.31). These are not necessarily the \( \varphi_\pm(\zeta) \) solutions that we considered.
in (3.35), but we should be able to express the resulting \( \varphi(\zeta) \) in this basis. For example, if we take \( w(y) \simeq D_\kappa(y) \) in the first quadrant and map it back to the local system (3.31), then using (C.12) we find:

\[
G^{-1}\tilde{D}_\kappa(y) = \frac{1}{\rho-2\xi}(2\sqrt{\eta})^{-1-E/4} \exp\left(-\eta\zeta^2\right) \zeta^{-1/2-E/4} \left(1 + O(\eta^{-1/2})\right)
\]

(C.13)

and similarly for \( w(y) \simeq \tilde{D}_{\kappa-1}(-iy) \) we have:

\[
G^{-1}\tilde{D}_{\kappa-1}(-iy) = \frac{1}{2}(2\sqrt{\eta})^{-1+E/4} \exp\left(\eta\zeta^2\right) \zeta^{-1/2+E/4} e^{-i\pi E/8} \left(1 + O(\eta^{-1/2})\right),
\]

(C.14)

where in both cases the second line follows from (C.3). Extending this procedure to the basis of solutions in each of the four quadrants yields:

\[
\begin{aligned}
I & \left\{ \begin{array}{l}
G^{-1}\tilde{D}_\kappa(y) = \frac{1}{\rho-2\xi}(2\sqrt{\eta})^{-1-E/4} \varphi_-(\zeta) \\
G^{-1}\tilde{D}_{\kappa-1}(-iy) = \frac{1}{2}(2\sqrt{\eta})^{-1+E/4} e^{-i\pi E/8} \varphi_+(\zeta)
\end{array} \right. \\
II & \left\{ \begin{array}{l}
G^{-1}\tilde{D}_\kappa(y) = -\frac{1}{\rho-2\xi} e^{i\pi E/4} (2\sqrt{\eta})^{-1-E/4} \varphi_-(\zeta) \\
G^{-1}\tilde{D}_{\kappa-1}(-iy) = \frac{1}{2}(2\sqrt{\eta})^{-1+E/4} e^{-i\pi E/8} \varphi_+(\zeta)
\end{array} \right. \\
III & \left\{ \begin{array}{l}
G^{-1}\tilde{D}_\kappa(y) = -\frac{1}{\rho-2\xi} e^{i\pi E/4} (2\sqrt{\eta})^{-1-E/4} \varphi_-(\zeta) \\
G^{-1}\tilde{D}_{\kappa-1}(iy) = \frac{1}{2}(2\sqrt{\eta})^{-1+E/4} e^{-3i\pi E/8} \varphi_+(\zeta)
\end{array} \right. \\
IV & \left\{ \begin{array}{l}
G^{-1}\tilde{D}_\kappa(y) = \frac{1}{\rho-2\xi} e^{i\pi E/4} (2\sqrt{\eta})^{-1-E/4} \varphi_-(\zeta) \\
G^{-1}\tilde{D}_{\kappa-1}(iy) = \frac{1}{2}(2\sqrt{\eta})^{-1+E/4} e^{i\pi E/8} \varphi_+(\zeta).
\end{array} \right.
\]

(C.15)

Then, finally, we can use (C.11) and (C.15) to obtain the connection formula (3.37) for the local solutions \( \varphi_\pm(\zeta) \). For example:

\[
\begin{aligned}
\varphi_-(\zeta) &= (\rho-2\xi)(2\sqrt{\eta})^{1+E/4} G^{-1}\tilde{D}_{\kappa-1}(y) \\
&= (\rho-2\xi)(2\sqrt{\eta})^{1+E/4} \\
&\quad \times \left( -e^{i\pi E/4} G^{-1}\tilde{D}_{\kappa-1}(y) + \frac{\sqrt{\pi}}{\Gamma(E/4 + 1)} e^{-i\pi E/8} G^{-1}\tilde{D}_{\kappa-1}(-iy) \right) \\
&= \varphi_+(\zeta) + \frac{\rho-2\xi}{2} \frac{\sqrt{\pi}}{\Gamma(E/4 + 1)} e^{-i\pi E/4} (2\sqrt{\eta})^{E/2} \varphi_+(\zeta),
\end{aligned}
\]

(C.16)

and analogously for the other quadrants.

Appendix D. Matching local and global solutions

Let us recall that the global solutions \( \psi_{\pm} \) of (3.4) and the local solutions \( \varphi_{\pm} \) of the description (3.31) near the double turning point, are related via equation (3.38). We can work out both sides of that last equation in order to construct an expression for \( C_{\pm}(t, \eta) \). We start with the
global solution on the left-hand side, for which the odd part of the solution to the associated Riccati equation is:

\[ S_{\text{odd}}(x) = \eta \sqrt{Q_0(x)} + \frac{\Lambda_0^2 - 12 \lambda_0 \Lambda_0^2}{2 \sqrt{Q_0(x)}} + O(\eta^{-1}). \]  

(D.1)

Here, \( Q_0(x) = 4(x - \lambda_0)^2(x + 2\lambda_0) \) is the principal term of the potential \( Q(x) \). In order to write out the WKB solution—see (A.8)—we need to integrate these leading terms, normalised at \(-2\lambda_0\). Integrating the second term on the right-hand side of the above equation, where we use (3.34), yields:

\[
\int_{-2\lambda_0}^{x} S_{\text{odd,0}}(x')dx' = \frac{E_0}{4} \int_{-2\lambda_0}^{x} \frac{(3\lambda_0)^{1/2}dx'}{(x' - \lambda_0)(x' + 2\lambda_0)^{1/2}} = E_0 \log \frac{(x' + 2\lambda_0)^{1/2} - (3\lambda_0)^{1/2}}{(x' + 2\lambda_0)^{1/2} + (3\lambda_0)^{1/2}} \bigg|_{-2\lambda_0}^{x}.
\]  

(D.2)

The evaluation of this integral at \(-2\lambda_0\) yields an ambiguous integration constant \( \pm i\pi E_0/4 \), which was not written in [18]. The correct branch to pick for our purposes is \( -i\pi E_0/4 \); in that case we find the connection formula as in section 4.1, which yields exactly the Stokes constants found by [8, 17]. Picking a different branch would lead to connection coefficients that relate to a different Stokes automorphism, as we explain in section 4.2.

When we plug (D.1) and (D.2) back into the WKB ansatz, we find that the global solutions take the form:

\[
\psi_{\pm}(x) = \left( x - \lambda_0 \right) \sqrt{x + 2\lambda_0}^{-1/2} \exp \left( \pm \eta \int_{-2\lambda_0}^{x} S_{-1}dx' \right) (x - \lambda_0)^{\pm E_0/4} \times \left( \sqrt{x + 2\lambda_0} + \sqrt{3\lambda_0} \right)^{\mp E_0/2} e^{\mp i\pi E_0/4} (1 + O(\eta^{-1/2})).
\]  

(D.3)

Next, we can compute the right-hand side of (3.38), where the local solutions appear. First of all, note that from the leading part of (3.29) we find that:

\[
\zeta_0(x) = \left( 2 \int_{-2\lambda_0}^{x} (x' - \lambda_0)(x' + 2\lambda_0)^{1/2}dx' \right)^{1/2},
\]  

(D.4)

allowing us to compute \( \left( \frac{\partial \zeta_0}{\partial x} \right)^{-1/2} \). Keeping in mind the WKB solution (3.35), we then find that:

\[
\left( \frac{\partial \zeta_0}{\partial x} \right)^{-1/2} \varphi_{\pm}(\zeta) = \left( x - \lambda_0 \right) \sqrt{x + 2\lambda_0}^{-1/2} \exp \left( \pm \eta \int_{\lambda_0}^{x} S_{-1}dx' \right) \times \exp \left( \pm 2\zeta_0 \zeta_0^{\pm E_0/4} (1 + O(\eta^{-1/2})) \right).
\]  

(D.5)

Finally, we can compare equations (D.3) and (D.5). The ratio between these expressions,

\[
C_{\pm} = \exp \left( \pm \eta \int_{-2\lambda_0}^{\lambda_0} S_{-1}dx' \right) \left( \sqrt{x + 2\lambda_0} + \sqrt{3\lambda_0} \right)^{\mp E_0/2} e^{\mp i\pi E_0/4} \times \exp \left( \pm 2\zeta_0 \zeta_0^{\mp E_0/4} (1 + O(\eta^{-1/2})) \right),
\]  

(D.6)
must be independent of the coordinate $x$. Hence, we can evaluate the expression at $x = \lambda_0$ which—using the fact that $\frac{\partial \zeta}{\partial x}|_{x=\lambda_0} = -(3\lambda_0)^{1/4}$—leads to:

$$C_{\pm}(t, \eta) = \exp \left( \pm \eta \int_{-2\lambda_0}^{\lambda_0} S_{-1} \, dx' \right) \times \left( 4(3\lambda_0)^{5/4} \right)^{\mp E_0/4} e^{\mp i\pi E_0/4} \left( 1 + O(\eta^{-1/2}) \right).$$

(D.7)

This is the expression given in (3.39).
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