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Abstract

Many challenging real-world problems require the deployment of ensembles—multiple complementary learning models—to reach acceptable performance levels. While effective, applying the entire ensemble to every sample is costly and often unnecessary. Deep Reinforcement Learning (DRL) offers a cost-effective alternative, where detectors are dynamically chosen based on the output of their predecessors, with their usefulness weighted against their computational cost. Despite their potential, DRL-based solutions are not widely used in this capacity, partly due to the difficulties in configuring the reward function for each new task, the unpredictable reactions of the DRL agent to changes in the data, and the inability to use common performance metrics (e.g., TPR/FPR) to guide the algorithm’s performance. In this study we propose methods for fine-tuning and calibrating DRL-based policies so that they can meet multiple performance goals. Moreover, we present a method for transferring effective security policies from one dataset to another. Finally, we demonstrate that our approach is highly robust against adversarial attacks.
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1. INTRODUCTION

Ensembles are a common approach to improving the performance of machine learning algorithms. Instead of relying on a single algorithm, ensembles combine the output of several learning models to obtain a more accurate result. Ensembles are commonly used not only to improve classification or regression performance [1, 2, 3], but also to create solutions that are more robust against noise [4, 5] and adversarial examples [6, 7].

While the advantages of using ensembles are considerable, they are not without drawbacks. First, running ensembles can be computationally costly because of the need to train and apply multiple learning models prior to producing a classification. Secondly, while the individual learning models of the ensemble can usually be run in parallel, they all need to conclude their processing of the analyzed data before the ensemble can produce its output. These two drawbacks are particularly challenging in domains where ensembles consist both of a large number of learning models, with large variance in the running times of the individual models. In such cases, the processing of an item may be delayed for a long period of time due to a single model out of dozens.

The aforementioned drawbacks make clear the need for a more refined solution, that can weigh the benefit of using each individual learning model in an ensemble against its cost (measured by running time, computing cost, etc.). Such an elegant solution to this problem was recently proposed in [8], where the authors presented SPIREL, a deep reinforcement learning (DRL) framework for the dynamic sequential allocation of detectors for each sample. Based on the scores assigned by previous detectors, SPIREL either allocates additional detectors or produces a classification. SPIREL’s reward function assigns a value to correct/incorrect classifications, as well as to the runtime required to analyze each sample. SPIREL was evaluated on malware detection in executable and Android files, and was able to reduce running time by 80% while reducing the accuracy and F1 metrics by just 0.5%.

While effective, SPIREL suffers from two limitations that make it difficult
to apply in real world scenarios. First, SPIREL lacks the (basic) capability of supervised learning algorithms to operate on predefined true positive (TP)/false positive (FP) goals. This ability is critical, as organizations often define these thresholds so that their day-to-day operations are not disturbed. In standard supervised learning solutions, organizations that experience too many false alarms would simply increase the confidence score threshold required to identify a sample as malicious, without re-training their models. Doing the same for SPIREL, however, would require modifying the reward function and retraining the model.

SPIREL’s second limitation, which exacerbates the first, is the difficulty of achieving and maintaining the desired levels of TP/FP rates. The DRL-agent’s reward function, which guides its decision making process, assigns positive and negative rewards for correct and incorrect classifications, respectively. The size of these rewards determines SPIREL’s policy. However, this reward structure is a blunt instrument, and small changes to the reward structure can have a non-linear impact on an agent’s behavior. Therefore, fine-tuning a DRL agent for specific desired detection levels is difficult and requires multiple runs and delicate optimization. Even worse, changes in the data—a common phenomenon in real life—would require performing the tuning process yet again.

In this study we propose CETRA, a novel approach for dynamically adapting DRL-based methods to achieve and maintain desired levels of performance. CETRA enables organizations to first define desired values for their key performance indicators (e.g., AUC, RAM usage, running time), and then dynamically modifies its reward function to meet these goals. This capability alleviates one of the main difficulties in applying DRL to real-world applications: the configuration of the model. To further enhance CETRA’s ability to adapt to organizational policy, we present a probability density-based measure that enables us to translate a successful configuration from one domain to another. Finally, we demonstrate that our approach is highly robust against adversarial attacks.

We evaluate CETRA on two phishing detection datasets, and demonstrate CETRA ability to offer a highly cost-effective solution: our derived security policy reduces the processing time by as much as 76% with a negative impact
of only 0.25%-0.35% on the F1 metric. Additionally, we demonstrate how a simple definition of goals for metric values can automatically modify the derived security policy to achieve these desired goals, and we demonstrate how our proposed density-based measure can successfully transplant an effective security policy from another domain. Finally, we evaluate the robustness of CETRA to both evasion and resource utilization adversarial machine learning attacks.

To summarize, our contributions are as follows:

- We propose a novel approach for configuring the reward function of DRL-based models. Our approach enables us to define desired values for various metrics—TPR/FPR, RAM usage, etc.—and have the DRL model automatically adapt its behavior in order to reach them.

- We propose a process for “transferring” effective policies from one domain to another. CETRA is therefore able to automatically and efficiently configure our DRL-based approach.

- Finally, we demonstrate that our proposed approach is highly robust against adaptive adversarial attacks.

2. RELATED WORK

2.1. Phishing Detection Methods

Earlier works in phishing detection involved the use of blacklisting—a repository of web pages known to be malicious. Such solutions include Google’s Safe Browsing and PhishTank services. The main weakness of this approach lies in its inability to defend against unknown websites. As a result, machine learning is the primary tool used nowadays to fight phishing.

Machine learning-based approaches extract various features from the content of the web page or its metadata to classify a given page as benign or phishing. The solutions in this field are numerous and diverse [9, 10, 11, 12, 13, 14]. Zhang et al. [15], for example, used an extreme learning machine (ELM) technique and extracted hybrid features from the page’s URL and text. Recently, due
to their ability to process large amounts of data and learn complex patterns, deep learning (DL) models were proposed for the detection of phishing websites. These methods mainly analyze the URL string using LSTM [16] or CNN [17, 18, 19] models.

2.2. Reinforcement Learning

Reinforcement learning (RL) is an area of ML that addresses complex multi-step decision-making processes. These algorithms have been shown to perform well even with noisy and partial information [20]. An RL algorithm normally consists of an agent that interacts with an environment in a sequence of actions and rewards. In each time step \( t \), the agent selects an action \( a_t \in A = \{a_1, a_2, ..., a_k\} \). As a result of \( a_t \), the agent transitions from the current state \( s_t \) to a new state \( s_{t+1} \). Additionally, the selection of the action may yield a reward \( r_t \), which can be either positive or negative. The goal of the agent in each state is to interact with the environment in a way that maximizes the sum of future rewards \( R_T \):

\[
R_T = \sum_{t=1}^{T} r_t
\]

where \( T \) is the terminal (final) step in the sequence.

The selection of actions is made by the policy \( \pi(a, s) \), which produces the probability of taking action \( a \in A \) when in state \( s \in S \). A common approach for evaluating the future rewards of an action is by its Q-function, denoted by \( Q(s, a) \), which calculates the expected reward \( E[R_t|s_t = s, a_t = a, \pi] \), derived from the pair \( s, a \) for policy \( \pi \) at time \( t \). In problems consisting of very large state and/or action spaces, estimating \( Q(s, a) \) for every possible state-action combination is infeasible. Therefore, it is common to use an approximation-based solution, such as a neural network. Instead of \( Q(s, a) \), we use \( Q(s, a; \theta) \), where \( \theta \) reflects the parameters of the neural network, making it a deep reinforcement learning (DRL) setup [21, 22].

DRL-based algorithms have several properties that make them highly suitable for the security domain. First, they have the capability of efficiently ex-
ploring large state and action spaces [23], and of devising strategies to address complex problems [24]. Additional properties that make DRL useful in security-related scenarios is their ability to operate with partial [20] and noisy information [25]. Finally, their use of the reward function to shape the policy of the algorithm enables the reconciliation of multiple (sometimes conflicting) objectives [8].

2.3. Reinforcement Learning-Based Security

The sequential decision making employed by DRL algorithms make them highly suitable for the development of security policies. Blount et al. [26] presented a proof of concept for an adaptive rule-based malware detection framework for portable executable (PE) files that employs a classifier combined with a rule-based expert system. Then, an RL algorithm is used to determine whether a PE is malicious. Birman et al. [8] proposed a DRL framework for the dynamic sequential allocation of detectors for each sample. Based on the scores assigned by previous detectors, their framework either allocates additional detectors or produces a classification. In the field of email phishing detection, Smadi et al. [27] proposed a two-mode framework. In the online mode, the framework employs a DRL agent to detect phishing attacks. Offline, the model adapts to changing circumstances by performing additional learning.

Fu et al. [28] introduced adversarial inverse reinforcement learning (AIRL), a practical and scalable inverse RL algorithm based on an adversarial reward learning formulation. Another work in the field of adversarial learning by Anderson et al. [29] presented a reinforcement learning method that learns which sequences of operations are likely to enable a sample to avoid detection. Recently, Mo et al. [30] introduced Decoupled Adversarial Policy, which uses two sub-policies: one that determines when to launch an attack, and another that determines what actions the model should be “lured” into taking.
3. PROPOSED METHOD

CETRA builds upon the work of Birman et al. [8], which proposed SPIREL, a DRL-based approach for the efficient utilization of ensembles: rather than deploy all detectors at once, the agent dynamically select which additional detectors (if any) to call based on the results of previous ones. While highly effective, SPIREL is hindered by its inability to adapt its policy to achieve specific performance metric goals (e.g., false-positive rate of no more than 1%), or to easily keep these metrics stable in the face of changing data. In this section we present our proposed solution to these limitations.

This section consists of two parts: in Section 3.1 we present the basic building blocks of our approach: states, actions, and preliminary reward function. In Section 3.2 we present our proposed expansions, which address the multiple limitations that complicate the deployment of DRL-based solutions to real-world scenarios.

3.1. Base Method

In this section we present the states, actions, and rewards representation of our proposed approach. Our representation closely follows that of [8], as we build upon this base in the following section.

States. Our state space consists of all possible combinations of detector outputs. Therefore, for a given set of detectors $D$, we represent each state $s \in S$ using a vector of size $|s| = |D|$. Each entry in the vector represents the output produced by its corresponding detector, which can be considered as the certainty level—the degree to which the detector is certain of the web page’s maliciousness. For yet-to-be-activated detectors we use a default value of -1:

$$v_i = \begin{cases} [0, 1] & \text{, detector prediction, if used} \\ -1 & \text{, otherwise} \end{cases} \quad (2)$$
Actions. Our action space consists of two types of actions: detector activation and classification. The former is used to apply one detector on the analyzed web page, so the number of such actions is equal to the number of detectors $|D|$. The latter action type is used to issue a final classification for the analyzed web page: either “phishing” or “benign”. Applying either of their final classifications also terminates the analysis of the web page.

Rewards. The reward function shapes the DRL agent’s policy. Once our approach classifies a web page, there are four possible outcomes: true positive/negative (TP and TN) and false positive/negative (FP and FN). The base reward function used by our approach (as well as SPIREL) is as follows:

$$C_{1\text{total}}(T) = \begin{cases} r & \text{TP or TN} \\ -1 \times \sum_{t=1}^{T} C_1(t) & \text{FP or FN} \end{cases}$$  \tag{3}

where $r$ is a constant and $C_1(t)$ is a time-dependent loss function that the “punishment” it assigns to the DRL is proportional to the amount of computing resources spent on the classification:

$$C_1(t) = \begin{cases} t & 0 \leq t < 1 \\ 1 + \log_2 (\min (t, t_1(s))) & 1 \leq t \end{cases}$$  \tag{4}

The rationale of the approach is straightforward: a fixed reward for correct classifications means that detectors that can provide additional information (i.e., increase certainty) are likely to be used. However, the risk of being mistaken will prevent the DRL-agent from calling upon detectors that provide little to no information, because their use will only incur a larger loss in case of a mistake.

Limitations of the base method. While this approach performed well in simulation \[^8\], we identify two significant shortcomings to this approach when applied to real-world use-cases:
1. **Lack of theoretical or practical guidelines** – SPIREL does not offer any method for configuring the $r$ and $C_1(t)$. This makes the approach difficult and computationally costly to implement for new datasets.

2. **The need to conform with multiple objectives** – organizations often define multiple metrics for detection frameworks (e.g., TPR and running time). Manually configuring the reward function—the only level offered by SPIREL—to meet these goals can be computationally prohibitive because of the large search space.

In the next section we present our proposed approach for addressing these challenges.

### 3.2. CETRA

This section comprises three parts. In section 3.2.1 we develop a theoretic foundation for the required traits of an effective multi-objective reward function. In Section 3.2.2, we present our novel approach for reformulating the reward function in a way that enables our DRL-agent to automatically adapt its behavior to comply with multiple objectives without any need for additional calibration. Finally, in Section 3.2.3 we present a novel method for “importing” the settings of one successfully deployed DRL-agent to another.

#### 3.2.1. Theoretical analysis of the cost function

We now formally define guidelines for the design of the reward function used by our approach. Such a definition is important for several reasons. First, such guidelines will produce reward functions with stable and predictable outputs that will facilitate the convergence of the DRL model. Secondly, our guidelines provide a simple framework for the representation of multiple factors (e.g., performance, runtime, RAM usage) in a single reward function, thus making our approach applicable to multiple use-cases and domains. Thirdly, reward functions created using our guidelines can be adapted to new domains, thus preventing exhaustive exploration of the reward function for new domains. Our guidelines are as follows:
1) **Consistent reward structure** – “good” and “bad” outcomes will receive positive and negative values, accordingly.

2) **Weak monotonous function** – for every outcome, the cost should not decrease as a function of the invested time and/or resources.

3) **Bounded on both axes** – the reward function should be bounded on all axes to prevent outliers and noisy data from having an out-sized effect on the DRL agent.

4) **Continuous and proportional** – To prevent small changes in the input (e.g., running time) from triggering large fluctuations in the reward function values, we require that the latter be continuous. Moreover, we require the reward function to be a *linear or a super-linear* expression of the input. This setup enables us to increase/decrease the change rate of the reward, thus enabling organizations to define different priorities to different ranges of values (e.g., low/high computational cost for the analysis of a sample). While different priorities can be defined, the linear change rate keeps the change gradual and predictable.

### 3.2.2. Metric Goal-driven Cost Functions

As explained in Section 1, the two main challenges not addressed in SPIREL were a) the need to automatically adapt the reward function to obtain the organization’s detection objectives (e.g., TPR/FPR), and; b) to smoothly adapt the reward function to changes in the dataset’s characteristics over time, so that the aforementioned goals are maintained. We now describe three modifications to the base approach, designed to overcome these challenges.

**Step 1: reformulation of the different regions, defined by the reward function.** Let $PR(a \leq x \leq b)$ be the probability density function for the computational cost of the processing samples from a given dataset $D$. We define the computational cost of a sample as the cost of analyzing it using all its assigned detectors. The cost can be defined by the organization, and include multiple factors—running time, cloud credits usage, etc.—but in order to make our results comparable to previous work [8], we use running time as a metric.
By considering running time as our cost approximator, the probability density function enables us to obtain the percentage of samples whose processing time is between \([a, b]\).

Our proposed representation has two significant advantages. First, it enables the creation of dynamic boundaries that can be automatically adapted to changes in the dataset over time. We are therefore able to define different cost functions to different percentiles of samples, something that was not possible while using the rigid boundaries proposed by [8]. Secondly, this representation provides the theoretical foundation that enables the “translation” of successful policies from one domain to another (see Section 3.2.3).

Without loss of generality, we assume our reward function to have two ‘regions’, each with a different reward slope. The new function (Equation 6) will now form the base for our additional modifications.

\[
C_{2,\text{total}}(T) = \begin{cases} 
  r, & \text{TP or TN} \\
  -1 \cdot \sum_{t=1}^{T} C_2(t), & \text{FP or FN}
\end{cases}
\]

where \(r\) is a constant and \(C_2(t)\) is defined as follows:

\[
C_2(t) = \begin{cases} 
  \frac{t}{d_2}, & 0 \leq t < d_2 \\
  1 + \log_2 \left( \frac{\min(t, t_2(s))}{d_2} \right), & d_2 \leq t
\end{cases}
\]

Step 2: incorporating organizational priorities into the reward function. As explained earlier, one of SPIREL’s main shortcomings is its inability to incorporate metrics—accuracy, TPR/FPR etc.—into the reward function. We now present a new reward function that achieves this goal:

\[
C_{2,\text{metric}}(m) = \begin{cases} 
  -b \cdot CR(M), & m < l \\
  CR(M), & l \leq m < u \\
  b \cdot CR(M), & u \leq m
\end{cases}
\]

where \(u\) and \(l\) are the upper and lower bounds of the acceptable range of the
evaluated metric, and \( m \) is the value obtained by our approach for a batch of \( M \) samples. The parameter \( b \) is a manually defined bonus/penalty factor, and \( CR(M) \) is defined as follows:

\[
CR(M) = \sum_{i=1}^{M} C_{2_{\text{total}}}(T_i)
\]  

(8)

where \( \{T_i\}_{i=1}^{M} \) are the terminal steps for the last \( M \) samples.

The rationale of equation 7 is as follows: if the reward function \( C_{2_{\text{total}}} \) yields results that are within the organization’s desired range, the reward is unchanged. If, however, the results are below the predefined range (i.e., \( m < l \)), then \( CR(M) \) is significantly reduced. On the other hand, performance that is above the desired range will be rewarded by a bonus. This reward setting is designed so that the DRL-agent’s first priority will be meeting or surpassing the organization’s predefined goal, since achieving this goal is crucial for obtaining high rewards. Once this goal has been achieved, the DRL-agent will turn its attention to optimizing \( CR(M) \), since any increase in the output of this function will result in a linear or super-linear increase in the value of \( C_{2_{\text{metric}}} \).

**Step 3: Measuring organizational metrics over batches.** While logical, a simplistic implementation of the modification proposed in step 2 is not practical. The reason is that for many metrics—TPR and FPR are two clear examples—we would need to process all the samples in the training set before calculating \( C_{2_{\text{metric}}} \) and updating the weights of our neural net. This would significantly slow our model’s convergence.

Our third and final modification to the reward function is the calculation of the \( C_{2_{\text{metric}}} \) reward function over batches. For each of the analyzed batches of samples in the training phase, we calculate \( CR(M) \) and then determine, according to the value of \( m \) calculated for the said batch, how \( CR(M) \) should be modified. While this approach inevitably injects some volatility into the DRL-agent’s learning, this volatility is balanced out over a large number of batches. As an additional smoothing mechanism, we ensure that the batches are randomly re-sampled at every epoch. As shown by our evaluation, this
approach is effective in enabling CETRA to converge to an effective detection policy.

3.2.3. Density Function-based Security Policy Transfer

In the previous section, we described how the reward function of our approach can be designed so that it reflects both the actual costs of classification on the one hand, and the organization’s performance goals on the other. We now seek to make our approach transferable, by enabling the sharing of successful policies across multiple domains.

While their metrics (e.g., TPR/FPR) may vary, organizations are likely to find it more difficult to quantify the cost of a false classification as a function of resource use, as defined in equation 5. We therefore propose an approach that enables the transfer of effective settings to a new dataset. Please note that while we define our approach as one that operates across datasets, it can also be used to re-calibrate the cost function in cases of data and concept drift.

As defined in Section 3.2.2, the boundaries of the cost function are defined using a probability density function. Let $C_n(D_n)$ be the cost function of the dataset $D_n$. That is, we define two instances of equation 6 with specific values of $t$ and $s$ (i.e., a chosen time percentile). Next we define a continuous random variable $X_n$ with the probability density function (i.e., PDF) as:

$$f_{X_n}(t) = \begin{cases} 
  \frac{C_n(t)}{k_n}, & 0 \leq t \leq t_n(s) \\
  0, & \text{otherwise}
\end{cases}$$

(9)

where $k_n$ is defined as:

$$k_n = \int_0^{t_n(s)} C_n(t)dt$$

(10)

Equation 10 enables us to ensure that the properties of $f_{X_n}(t)$ are those of a PDF. Next we define a discrete random variable $Y_n$, an indicator function of
\( X_n \) on a subset \( A = [d_n, t_n(s)] \) as:

\[
Y_n = 1_A(X_n) = \begin{cases} 
1 & , X_n \in A \\
0 & , X_n \notin A 
\end{cases}
\] (11)

This indicator is used to determine whether \( X_n \) is below (i.e., \( Y_n = 0 \)) or above (i.e., \( Y_n = 1 \)) the threshold. Because \( Y_n \) is a discrete random variable, we can create a vectorized representation of the probability mass function \( P_{Y_n} \) of \( Y_n \) as:

\[
P_{Y_n} = \left[ \mathbb{P}(Y_n = 0), \mathbb{P}(Y_n = 1) \right] \] (12)

where \( \mathbb{P}(Y_n = 0) \) and \( \mathbb{P}(Y_n = 1) \) are defined as:

\[
\mathbb{P}(Y_n = 0) = \int_{0}^{d_n} f_{X_n}(t)dt \quad \mathbb{P}(Y_n = 1) = \int_{d_n}^{t_n(s)} f_{X_n}(t)dt
\] (13)

Based on equation (12) and the definition of probability, we derive the following:

\[
\mathbb{P}(Y_n = 0) + \mathbb{P}(Y_n = 1) = 1 \quad (14)
\]

Based on equation (12) and equation (13) we define a likelihood ratio (i.e., a ratio between the density of lower and higher resources) \( \beta_n \) as:

\[
\beta_n = \frac{\mathbb{P}(Y_n = 1)}{\mathbb{P}(Y_n = 0)} = \frac{\int_{d_n}^{t_n(s)} f_{X_n}(t)dt}{\int_{0}^{d_n} f_{X_n}(t)dt} = \frac{\int_{d_n}^{t_n(s)} C_n(t)dt}{\int_{0}^{d_n} C_n(t)dt} \] (15)

Based on equations (14) and (15) we derive the following:

\[
\mathbb{P}(Y_n = 1) = \frac{\beta_n}{\beta_n + 1} \quad \mathbb{P}(Y_n = 0) = \frac{1}{\beta_n + 1} \] (16)

Let \( n = n_1 \) and \( n = n_2 \) for datasets \( D_{n_1} \) and \( D_{n_2} \), respectively. The Kullback–Leibler (i.e., KL) divergence \cite{31} between \( Y_{n_1} \) and \( Y_{n_2} \) for \( n_1 \neq n_2 \) is
defined as:

\[
D_{KL} (Y_{n1} || Y_{n2}) = \sum_{y=0}^{1} P(Y_{n1} = y) \log_{10} \left( \frac{P(Y_{n1} = y)}{P(Y_{n2} = y)} \right) \tag{17}
\]

Using equations 16 and 17, we derive the following:

\[
D_{KL} (Y_{n1} || Y_{n2}) = \sum_{y=0}^{1} P(Y_{n1} = y) \log_{10} \left( \frac{P(Y_{n1} = y)}{P(Y_{n2} = y)} \right)
= \log_{10} \left( \frac{\beta_{n2} + 1}{\beta_{n1} + 1} \right) + \frac{\beta_{n1}}{\beta_{n1} + 1} \log_{10} \left( \frac{\beta_{n1}}{\beta_{n2}} \right) \tag{18}
\]

To require that the density of \( D_{n2} \) is similar to \( D_{n1} \), and since the KL metric is not symmetrical \[32\], we require that:

\[
0 < \frac{D_{KL} (Y_{n1} || Y_{n2}) + D_{KL} (Y_{n2} || Y_{n1})}{2} < \varepsilon \tag{19}
\]

where \( \varepsilon \) is a hyper-parameter tolerance that decides how much the distributions could differ.

In a use-case where \( C_{n1} \) and \( d_{n1} \) are known, the above equations enable us to calculate the values of \( \beta_{n2} \) and \( d_{n2} \), and to derive the value of \( C_{n2} \) that will enable us to achieve comparable performance. This holds true even if the sample distribution of the two datasets, as well as their costs, are different.

The method is further discussed over Appendix D, and the full algorithm is also provided there.

4. EXPERIMENTAL SETUP

4.1. Datasets

Our evaluation was conducted on two datasets, which we name based on the studies that presented them. The first dataset is Bahnsen \[16\], which contains 1.2M benign URLs taken from the Common Crawl corpus, and 1.146M phishing URLs from PhishTank. The second dataset is Wang \[19\], which contains 245K phishing URLs collected from PhishTank, and 245K benign URLs collected by
searching via different search engines in domains belonging to Alexa 1M ranking URLs, and returning the URLs of the top ten search results.

Because we employ a content-based detector in our experiments, we filtered any URL that could not be reached or lost its phishing activity at the time of our evaluation. Consequently, the Bahnsen dataset was reduced to 687,176 samples overall—354,770 benign and 332,406 phishing. Similarly, the Wang dataset was reduced to 327,646 samples—214,034 benign and 113,612 phishing.

4.2. The Detectors

Our selection of the detectors was guided by two objectives:

1) **Variance in resource consumption.** To demonstrate CETRA’s cost-effectiveness in dynamic detectors selection, the detectors need to have different resource consumption (e.g., runtime) costs.

2) **Detection methods diversity.** To ensure that our detectors have a diverse set of capabilities (and to better model a real-world detection framework), we chose detectors that use various phishing detection methods (e.g., string based and content based).

Based on the aforementioned objectives, we chose to include five detectors in our evaluation, all based on studies from recent years.

- **CURNN** [18]. This detector directly analyzes the URL’s character sequence. Each characters sequence exhibits correlations with other characters in the sequence, and its underlying assumption is that these correlations could be leveraged for the identification of phishing. We use the implementation described in [18], which uses a standard LSTM architecture.

- **eXpose** [17]. This detector receives as input multiple unprocessed string-representing URLs, registry keys etc. These inputs are projected into an embedding layer and then processed using convolutional layers, and finally fed to a dense layer that classifies each sample using a softmax function as phishing or benign.

- **PDRCNN** [19]. Encodes the URL as a two-dimensional tensor, and feeds it into a bidirectional LSTM network. The LSTM extracts a representation
for each character in the URL, which is then provided as input to a convolutional architecture that identifies the key characters required for the detection of phishing.

**FFNN** This content-based detector utilizes the 17 features presented in [13] and the 12 features presented in [33]. Both studies extract features from the URL string itself and the content of the page (e.g., external and internal hyperlinks, etc). Based on these two studies, we used a dense architecture with ten layers.

**XGBoost** [34]. This popular and highly-effective tree-ensemble algorithm applies both boosting and gradient descent. We used five Markov Chain-based models to extract features that are then used as input. Our Markovian models were applied on the 1M Alexa rank dataset as follows: Alexa 1M domain uni-gram, Alexa URL uni-gram, Alexa URL parts (i.e., tld, domains and subdomains), Alexa URL bi-gram and DNS URL bi-gram.

While the selection of diverse detection methods is important for an ensemble solution, diversity alone is not sufficient. A comprehensive analysis is performed in Appendix A shows that our chosen detectors are complementary, and that no detector dominates another (i.e., achieves equal or better results for all samples).

### 4.3. Experimental Setting

We ran each detector as an isolated process on a dedicated and identical machine to ensure that the analysis is unbiased. We used a train/validation/test split of 75%/10%/15%. Our proposed framework was implemented using Python v3.8 and OpenAI Gym [35]. We used the actor-critic with experience replay (ACER) [36] (an offline learning DRL algorithm) as our DRL-agent, and used ChainerRL [37] for the implementation. We used an Intel Xeon CPU E5-2690 v4 with 6 cores, 56GB of RAM, and 340GB of SSD disk space.

We set the size of the replay buffer to 5,000, and begin using it in the training process after 100 episodes. Both the policy and action-value networks of the ACER consist of the following architecture: input layer of size 5 (the state vector’s size), a hidden layer of size 32, and an output layer of size 7 (we
have seven possible actions: five individual detector selections, and two final classifications). All layers except for the output layer use the ReLU activation function, while the output layer uses softmax. We set our initial learning rate to 0.001, with an exponential decay rate of 0.99 and $\epsilon = 1e^{-8}$. The chosen optimizer was RMSPropAsync, which was shown to perform well for DRL tasks [38]. For the overall evaluation, we use the precision and recall measures, as well as the $F1$ measure, which is a combination of the two [39].

4.4. The Evaluated Baselines

We compare CETRA to two baselines:

**SPIREL** [8]. The original approach for cost-effective ensemble classification, described in Section 3.1. Given that our proposed novelties build upon this approach, a comparison is called-for.

**Detector combinations.** Because CETRA is based on the intelligent and dynamic deployment of detectors, it is important that we show that no static combination of the detectors (or a subset of them) can outperform our proposed approach. For this reason, we evaluate every possible detector combination. We also use four methods for aggregating the classification results of the evaluated detectors: a) majority voting – the averaging of the confidence scores of all participating detectors; b) the “or” approach, which returns the maximal score from all applied detectors; c) stacking – we feed all the confidence scores into Random Forest and Decision Tree algorithms, and use them to produce the final confidence scores, and; d) boosting – we use Adaboost algorithm to produce final scores. Overall, we evaluate 61 detector/aggregation configurations for each dataset.

4.5. The Baseline Reward Functions

The SPIREL baseline [8] was evaluated using five reward function configurations, which were used primarily to demonstrate SPIREL’s ability to perform well at various cost/performance trade-offs. Another possible reason for the multiple function was the authors’ inability to easily fine-tune their model. This
inability to easily and continuously adapt the performance of the DRL-agent is one of the main novelties of our proposed approach.

To enable a comprehensive and fair comparison, we use the reward functions defined in [8] as our starting point for both of our evaluated datasets. Since these functions were not specifically designed for our evaluated datasets, a high performance by CETRA would further demonstrate its robustness and ability to adapt to changing circumstances. The five reward functions are presented in Table 1. They can generally be divided into two groups—{#1, #2} and {#3, #4, #5}—based on their underlying rationale.

Table 1: The reward functions used in our experiments are \( C_{2,1} = C_{2,2} = C_2(t) \). The hyperparameter values for Bahnse and Wang are \( d_2 = 0.531 \) and \( d_2 = 0.8925 \), respectively.

| Experiment | TP     | TN     | FP     | FN     |
|------------|--------|--------|--------|--------|
| 1          | \( C_{2,j} \) | \( C_{2,j} \) | \(-C_{2,j}\) | \(-C_{2,j}\) |
| 2          | \( C_{2,j} \) | \( C_{2,j} \) | \(-10C_{2,j}\) | \(-10C_{2,j}\) |
| 3          | 1      | 1      | \(-C_{2,j}\) | \(-C_{2,j}\) |
| 4          | 10     | 10     | \(-C_{2,j}\) | \(-C_{2,j}\) |
| 5          | 100    | 100    | \(-C_{2,j}\) | \(-C_{2,j}\) |

**Reward functions #1 & #2.** In these reward functions, both the reward for correct classification and punishment for a mistake are a function of the consumed resources (the two functions differ on the size of the penalty for misclassification). These reward functions are designed to incentivize the DRL-agent to place greater emphasis on performance compared to cost. Because the reward for correct classification is also a function of consumed resources, the DRL-agent has an incentive to use all available detectors on samples it concludes it has a high probability of classifying correctly. For difficult-to-classify samples, however, the DRL-agent is faced with a balancing-act where it needs to decide how many resources to “risk” in an attempt to reach a correct classification.

**Reward functions #3 – #5.** In these reward functions, the DRL-agent receives a fixed value for correct classifications, while the cost of an incorrect classification is a function of the computational resources. This reward structure
incentivizes the DRL-agent to apply as many detectors as it deems necessary to obtain a correct classification, but not more than that. The reason is that any detector that does not contribute new information will not increase the reward in case of a correct classification, but will increase the cost in case of a mistake. The DRL-agent must therefore weigh the potential new information a detector can yield against the potential cost of using this detector in case of a mistaken classification.

5. EVALUATION AND ANALYSIS

To evaluate CETRA on our two datasets, we first need to create our algorithm’s security policy, i.e., set values for all hyperparameters of our reward function (Equation 8). In Section 5.1 we demonstrate how we achieve this goal by automatically transferring SPIREL’s security policies using our novel approach, detailed in Section 3.2.3. Next, in Section 5.2 we demonstrate how CETRA automatically adapts its security policies to meet organizational goals.
5.1. Security Policy Transfer

The parameters of SPIREL’s reward function (Equations 4 and 3), while effective, were set empirically. The parameter $t_1(s)$, which controls the impact of long running times on the cost, was set to the 95th runtime percentile of each detector. Our goal is to have CETRA build on SPIREL’s policies, but simply copying the latter’s hyperparameters is not likely to yield optimal results. Therefore, we now apply the policy transfer techniques proposed in Section 3.2.3 to set the hyperparameter values in Equations 5 and 6.

As described in Section 3.2.3, our goal is to set a value for the $d_2$ threshold parameter. Our ‘starting point’ is the function $C_1(x)$ (Equation 4), where $d_1 = 1$, $s$ is set to the 95th percentile, and $t_1(s) = 34$. Our target function is $C_2(x)$ (see Equation 6). The likelihood ratio $\beta_1$ for reference source $C_1(x)$ is 316.5529. Based on equation 18 and on 19, the empirically chosen solution of $\beta_2$ is 316.168 for Bahnsen’s dataset, and for Wang’s dataset $\beta_2$ is chosen to be 316.232, where $\varepsilon$ is $10^{-8}$. Since there is no analytical solution of equation 15, we derived a $d_2$ with a tolerance of $10^{-4}$. We found that for Bahnsen’s dataset that $d_2 = 0.531$, and for Wang’s dataset that $d_2 = 0.8925$.

Table 2: The top-performing algorithms on the Bahnsen dataset. Note that the complete table is available in Appendix C.11.

| Combination                  | Aggregation | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|------------------------------|-------------|---------|--------|------------|---------------|------------|--------------|
| CETRA 2                      | DRL         | 98.81   | 98.72  | 17.69      | 98.82         | 98.62      | 98.62        |
| SPIREL 2                     | DRL         | 98.06   | 98.40  | 17.847     | 98.81         | 97.99      | 97.76        |
| CETRA 3                      | DRL         | 98.43   | 98.39  | 17.5       | 99.47         | 97.32      | 98.49        |
| SPIREL 4                     | DRL         | 98.05   | 97.92  | 17.573     | 98.86         | 96.99      | 97.75        |
| All Detectors Combined       | boosting(ADB) | 97.94 | 97.51  | 19.233     | 96.81         | 98.21      | 97.62        |
| xPose, PDRCNN, XGBoost, FFNN | majority    | 97.34   | 97.41  | 18.7762    | 97.37         | 97.45      | 97.35        |
| All Detectors Combined       | boosting(ADB) | 97.23 | 97.37  | 18.8163    | 95.91         | 98.87      | 97.27        |
| xPose, PDRCNN, CURNN, FFNN   | majority    | 97.16   | 97.28  | 18.7783    | 96.39         | 98.18      | 97.19        |
| xPose, XGBoost, CURNN, FFNN  | majority    | 97.16   | 97.23  | 18.7457    | 97.21         | 97.25      | 97.16        |
| PDRCNN, XGBoost, CURNN, FFNN | majority    | 97.14   | 97.19  | 18.8135    | 97.66         | 96.72      | 97.13        |
| CETRA 3                      | DRL         | 97.09   | 97.18  | 5.031      | 98.72         | 95.64      | 96.98        |
| SPIREL 3                     | DRL         | 96.91   | 97.00  | 7.069      | 99.03         | 94.97      | 97.64        |
| All Detectors Combined       | stacking(RF) | 97.65 | 96.97  | 18.8169    | 97.80         | 96.15      | 98.31        |
| CETRA 4                      | DRL         | 96.90   | 96.93  | 3.37       | 98.60         | 95.86      | 97.01        |
| SPIREL 4                     | DRL         | 96.79   | 96.91  | 3.923      | 96.96         | 96.85      | 96.60        |
| CETRA 5                      | DRL         | 96.74   | 96.90  | 0.002516   | 96.50         | 97.30      | 96.77        |
| SPIREL 5                     | DRL         | 96.71   | 96.68  | 0.00252    | 96.85         | 96.50      | 96.46        |
Table 3: The top-performing algorithms on the Wang dataset. Note that the complete table is available in Appendix C.12.

| Combination                | Aggregation | AUC  (%) | F1  (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|----------------------------|-------------|----------|---------|------------|---------------|------------|--------------|
| CETRA _2                   | DRL         | 97.66    | 97.36   | 29.993     | 97.98         | 96.74      | 98.27        |
| SPIREL_2                   | DRL         | 96.99    | 97.01   | 30.035     | 98.02         | 96.00      | 97.11        |
| CETRA _1                   | DRL         | 97.32    | 97.00   | 27.1499    | 99.60         | 94.40      | 98.23        |
| All Detectors Combined     | stacking(RF)| 97.42    | 96.96   | 31.041     | 98.02         | 95.92      | 98.32        |
| SPIREL_1                   | DRL         | 96.94    | 96.75   | 28.074     | 98.79         | 94.71      | 97.09        |
| All Detectors Combined     | boosting(ADB)| 96.93   | 96.71   | 31.247     | 96.26         | 97.16      | 97.11        |
| CETRA _3                   | DRL         | 96.91    | 96.71   | 7.118      | 99.34         | 94.08      | 97.54        |
| SPIREL_3                   | DRL         | 96.73    | 96.46   | 7.216      | 98.92         | 93.99      | 97.02        |
| All Detectors Combined     | stacking(DT)| 97.22    | 96.44   | 31.0402    | 97.53         | 95.38      | 98.03        |
| CETRA _4                   | DRL         | 96.38    | 96.24   | 3.886      | 99.50         | 92.99      | 97.55        |
| SPIREL_4                   | DRL         | 95.96    | 95.21   | 3.530      | 99.08         | 91.34      | 96.28        |
| CETRA _5                   | DRL         | 95.65    | 94.60   | 0.0075     | 95.81         | 93.39      | 96.21        |
| SPIREL_5                   | DRL         | 95.59    | 94.55   | 0.008      | 95.60         | 93.50      | 96.03        |

We use the approach described above to transfer each of SPIREL’s five policies to our two datasets. The results of our evaluation are presented in Tables 2 & 3 for the Bahnsen and Wang datasets, respectively. Due to space constraints, we only present the top-performing algorithms for each dataset. The results clearly show the following:

1) **CETRA outperforms all the detector combinations.** In both datasets, CETRA outperforms the top-performing detector (CETRA _2 and _1) while offering slightly better running times, or achieves slightly lower detection rates (a decrease of 0.5%-1% in AUC) while reducing running time by approximately 75% (CETRA _3-5).

2) **CETRA outperforms SPIREL in all policy configurations.** In both datasets, all versions of CETRA outperform their ‘origin’ policies, achieving both better detection and running times. This serves as a clear indication that our policy transfer method can effectively and consistently adapt existing policies to new datasets.

CETRA’s clear dominance over SPIREL is important for two reasons. First, it shows that our approach enables ‘zero-shot’ transfer of detection policy, without the need to manually calibrate hyperparameters or run an optimization process. Secondly, the consistent translation demonstrated by our approach—
the preservation of the relative “priorities” of each origin policy—enable us to create a pool of diverse policies that can be used according to circumstance.

Finally, in Figure 1 we plot all evaluated algorithms (detector combinations as well as all SPIREL and CETRA configurations) as a function of their performance and mean runtime per sample. The charts show that CETRA creates a Pareto frontier, i.e., for every desired level of performance and/or runtime, CETRA offers the best available solution.

5.2. Metric-Driven Policy Adaptations

In the previous section we demonstrated our ability to import and adapt successful policies from one dataset to another. We now evaluate our proposed metric-driven cost function approach (see Section 3.2.2), which enables us to refine policies to meet specific organizational goals (e.g., specific TPR rates).

Table 4: The results of our proposed approach with and without the metric-driven reward function on the Bahnsen dataset. The former is denoted by “Metric”, indicating that it’s the Metric version of CETRA. “Original” indicates that this configuration only uses the density-based transfer.

| Combination | AUC (%) | F1 (%) | Time (sec) | Recall (%) |
|-------------|---------|--------|------------|------------|
| CETRA_1 Metric | 98.15   | 98.10  | 16.76      | 98.14      |
| CETRA_1 Original | 98.43   | 98.39  | 17.5       | 97.32      |
| CETRA_2 Metric | 98.75   | 98.69  | 17.12      | 98.94      |
| CETRA_2 Original | 98.81   | 98.72  | 17.69      | 98.62      |
| CETRA_3 Metric | 97.04   | 97.09  | 5.012      | 96.21      |
| CETRA_3 Original | 97.09   | 97.18  | 5.031      | 95.64      |
| CETRA_4 Metric | 96.75   | 96.94  | 0.847      | 97.09      |
| CETRA_4 Original | 96.90   | 96.93  | 3.37       | 95.86      |
| CETRA_5 Metric | 96.94   | 96.84  | 0.0026     | 97.39      |
| CETRA_5 Original | 96.74   | 96.90  | 0.0025     | 97.30      |

For our evaluation, we chose Recall as our goal metric. We define the range 95%-97% as our “acceptable” range, meaning that recall rates above 97% will provide the agent with a bonus score, while values lower than 95% will result in a fine. We chose these values based on CETRA’s performance on the Wang dataset, where all configurations of our approach except CETRA_2 reached recall values below 95%. Because of the very high performance obtained by CETRA for the Bahnsen dataset, we were not able to define a range of values that is beyond the performance of the existing versions of our approach.
Table 5: The results of our proposed approach with and without the metric-driven reward function on the Wang dataset. Former is denoted by "Metric", indicating that it’s the Metric version of CETRA. "Original" indicates that this configuration only uses the density-based transfer.

| Combination | AUC (%) | F1 (%) | Time (sec) | Recall (%) |
|-------------|---------|--------|------------|------------|
| CETRA _1 Metric  | 97.73 | 97.18 | 30.057 | 96.41 |
| CETRA _1 Original | 97.32 | 97.00 | 27.1499 | 94.40 |
| CETRA _2 Metric  | 97.61 | 97.29 | 30.19 | 97.02 |
| CETRA _2 Original | 97.66 | 97.36 | 29.993 | 96.74 |
| CETRA _3 Metric  | 96.84 | 96.52 | 3.155 | 95.54 |
| CETRA _3 Original | 96.91 | 96.71 | 7.118 | 94.08 |
| CETRA _4 Metric  | 96.44 | 95.92 | 1.393 | 95.83 |
| CETRA _4 Original | 96.38 | 96.24 | 3.886 | 92.99 |
| CETRA _5 Metric  | 95.50 | 94.56 | 0.002758 | 95.21 |
| CETRA _5 Original | 95.65 | 94.60 | 0.0075 | 93.39 |

The results of our initial experiments (named 'Original') and the metric-based ones (named 'Metric') for the Bahnsen and Wang datasets (named 'After') are presented in Tables 4 and 5, respectively. We focus first on the Wang dataset, where CETRA performance with respect to the recall metric was not in the specified range in 4 out of 5 configurations. The new results clearly show that our metric-driven approach achieved its goals: the recall values of all CETRA configurations now fall within the specified range. Interestingly, the added requirement we placed on our DRL-agent had the effect of providing an additional boost to its performance: both in terms of F1-score and AUC, our approach was able to achieve higher performance compared to the baselines. Additionally, for two configurations – #3 and #4 – our metric-driven approach yielded significantly shortened running times (in the remaining three configurations, the differences were insignificant).

While the performance of CETRA was already within the predefined recall range for the Bahnsen dataset, an analysis of the results showed that our metric-driven approach improved the average running time of our approach in three configurations, slightly extended it in one, and left the remaining configuration unchanged. The reduction in running time is particularly notable for configuration #4, where the average running time dropped from 3.37s to 0.847s, without any impact on the F1 score.

We attribute this improvement in performance and/or running time to the
added incentive our agent now has to exceed the threshold of 97% recall. Once our approach crosses this line, it receives a “bonus” reward to its overall performance. The DRL-agent therefore has the incentive to slightly exceed the 97% threshold, and then direct its attention to improving the overall performance, so it can maximize its bonus. A clear example of this is the Bahnsen dataset: the F1 rates of CETRA . dropped from 98.72% to 98.69%, but its recall rates rose from 98.62% to 98.94%.

In conclusion, our metric-driven goals are an effective way to create a more nuanced security policy without the need for complex configuration and/or hyper-parameter search. Organizations are able to first quantify the actual cost of deploying various detectors, and then add an additional constraints to specify the performance metrics they would like to achieve. The DRL-agent then refined its policy to best meet those requirements.

6. ROBUSTNESS EVALUATION

DRL-based solutions have been shown to be vulnerable to adversarial machine learning (AML) attacks 40 41 42 43 44 45 46. We hypothesize that CETRA’s hierarchical structure, which dynamically selects additional detectors based on the scores of previous ones, would make AML attacks more difficult to execute. To test our hypothesis, we evaluate both black-box and white-box attacks. Additionally, because of CETRA’s focus on efficiency, we evaluate an adversarial attack that seeks to cause larger resource usage.

Note that in all our experiments, we operate under the strong assumption that the attacker can modify each URL to achieve any desired score from individual detectors. Under this (highly beneficial to the attacker) assumption, the attack focuses solely on manipulating the DRL agent’s ‘decision process’. For this reason, we expect adversarial attacks to be even less effective in a fully realistic setup.
6.1. Evasion – White-box gradient based attack

We implemented two variants of an adaptive attack, using two gradient-based white-box attacks: PGD \[47\] and FSGM \[48\]. The attack is applied to CETRA as follows: for each attacked sample, we retrieve the full (pre-attack) trajectory of states \(\{s_t\}_{t=1}^{T}\) chosen by the DRL agent, where \(s_t \in S^n, S = \{-1\} \cup [0,1]\) and \(n\) is the number of base detectors. Then, we generate the perturbed trajectory \(\{\hat{s}_t\}_{t=1}^{T}\): in the first timestamp \(t = 1\), we define \(\hat{s}_1 = s_1\). Then, for each timestamp \(t \geq 2\), \(\hat{w}_t\) is the result of the targeted PGD/FSGM algorithms on \(\hat{s}_{t-1}\), such that for \(p = \infty\), \(\sum_{t=1}^{T-1} \|\hat{s}_t - \hat{w}_t\|_p \leq \epsilon\). Then, \(\hat{s}_t\) is the state reached by following the trained policy \(\pi\) on \(\hat{w}_t\) and action \(\hat{a}_t\) (i.e., the result of following the perturbed trajectory).

Since the number of steps cannot be larger than the number of detectors \(\hat{T} - 1 \leq n\), we choose a sequence \(\{\epsilon_t\}_{t=1}^{n}\), such that at each timestamp \(t\), we craft a perturbation \(\hat{w}_t\) in \(L_p\) under the current budget \(\epsilon_t\). From that, we can derive the following:

\[
\sum_{t=1}^{\hat{T}-1} \|\hat{s}_t - \hat{w}_t\|_p \leq \sum_{t=1}^{n} \|\hat{s}_t - \hat{w}_t\|_p \leq \sum_{t=1}^{n} \epsilon_t \leq \epsilon
\]

(20)

where \(\sum_{t=1}^{n} \epsilon_t \leq \epsilon\) is a necessary condition to meet the requirements of an \(L_p\) attack under the current budget \(\epsilon\).

We evaluated three attack scenarios: 1) Utilize all the budget at once, defined as: \(\epsilon_t = \epsilon I\{k\}(t)\), where \(k = 1, 2, ..., n\) and \(I\) is an indicator function; 2) Utilize the budget uniformly over the trajectory, defined as: \(\epsilon_t = \frac{\epsilon}{n}\); 3) Utilizes the budget in a geometric decay sequence, defined as: \(\epsilon_t = \epsilon q^t\), where \(q \leq \frac{1}{2}\). We use the same two datasets and CETRA 2 and 3 for our evaluation. We perform the attacks over the \(L_\infty\) norm, and use epsilon values (i.e., perturbation size budget) of 0.1, 0.25, 0.5 for PGD and 0.5 for FSGM. The number of phishing samples chosen (randomly) for perturbation was 10,000, with results averaged over three randomly-initiated experiments.

Our results, presented in Figure 2(a), show that the adversarial attack evade
Figure 2: The results of evasion and resource-consumption attacks on CETRA and the baseline models. We present results for white-box evasion attacks (a), black-box evasion attacks (b-c), and resource consumption attacks (d-e). We present results for CETRA configurations 2 and 3. Please note the different scale of the y-axis of the graphs.

detection by CETRA in only 5.5% of the attempts, and under a large epsilon (budget) of 0.5. The attack fared worse for lower budgets. Additionally, to evade detection, the attack needed to craft a perturbed state in which on average two detector scores are changed, and the magnitude of change (compared with the original state) was 0.07, 0.17 and 0.32 for epsilon 0.1, 0.25 and 0.5, respectively.

These results indicate that CETRA is highly robust to AML evasion attacks, even without any enhancements.

6.2. Evasion – Black-box attack

Gradient-based adversarial attacks (e.g., PGD and FSGM) cannot be applied to our baseline ensemble methods, as they don’t use gradients. Therefore, we use the following attack procedure to evaluate their and CETRA’s robustness: Instead of perturbing individual states, we randomly perturb the input vector $s$ in $L_p$ at each time stamp $t$ using budget $\varepsilon$. We do so by adding or subtracting $\varepsilon$ from each feature in the vector. In essence, we utilize all the budget at once (i.e., $\varepsilon_t = \varepsilon I_{\{k\}}(t)$, where $k = 1, 2, ..., n$ and $I$ is an indicator function). For the baselines, which are not sequence-based algorithms, we create $\hat{s}$ by randomly perturbing the input vector $s$ in $L_p$ by adding or subtracting $\varepsilon$ to each feature in the vector.

We use the same experimental setup as Section 6.1. Our results are presented in Figure 2(b). For CETRA the adversarial attack managed to evade detection
in only 2.3% of the attempts and under a large epsilon value of 0.5—worse results than the white-box attack. To evade detection by CETRA, the attack needed to craft a perturbed state in which on average two detector scores are changed, and the magnitude of change (compared with the original state) is 0.13, 0.19 and 0.41 for epsilon 0.1, 0.25 and 0.5, respectively. As for the baselines (Figure 2 (c)), almost 20% of the attack attempts managed to evade detection for $\epsilon$ value of 0.25, and 100% under $\epsilon = 0.5$.

6.3. Resource utilization attack

CETRA main objective is to reduce the computational cost of detection. We now consider adversarial attacks designed to prolong its running time by tricks
ting it into calling additional detectors. We modified the attack presented in section 6.1 so that from all trajectories that result in the same class, we choose the one where the largest number of detectors were called or with a larger total time than before. We use the same setup as in the section 6.1, and evaluate two versions of our approach: a deterministic case, where the DRL agent’s actions are deterministic, and a stochastic case where the probability of choosing an action is proportional to its score.

The results of the attack for the deterministic case are presented in Figure 2 (d). For both datasets, the attack succeeded in increasing CETRA’s resource consumption by 33.5% for $\epsilon = 0.5$, for PGD and FSGM. For CETRA, the attack was more effective, with a 73.5% increase for $\epsilon = 0.5$.

The magnitude of sample change needed for a successful attack is 0.08, 0.11 and 0.19 for epsilon 0.1, 0.25 and 0.5, respectively.

The reason for this difference in robustness is CETRA’s tendency to deploy more detectors due to its focus on detection, whereas CETRA gives greater weight to efficiency and tends to call fewer detectors.

The results of the attack for the stochastic case are presented in Figure 2 (e). Compared to the previous success rate of the deterministic case, the success rate on both datasets for CETRA reduced by 7.5% for $\epsilon = 0.5$, either by using PGD or FSGM. As for CETRA, the attack success rate was reduced even
more to 19.5% on average for $\varepsilon = 0.5$. The attack needed to craft a perturbed state in which on average two detector scores are changed, and the magnitude of change (compared with the original state) is now 0.12, 0.23 and 0.31 for epsilon 0.1, 0.25 and 0.5, respectively.

The stochastic policy has a minor effect on performance/runtime. For the Bahnsen dataset, CETRA 2’s F1 score was reduced from 98.72% to 98.39%, while CETRA 3’s was reduced from 97.18% to 96.98%. Similar results were obtained for the Wang dataset. The differences in the running time with and without the stochastic policy were negligible—0.114 milliseconds on average.

7. CONCLUSIONS

Utilizing DRL-based solutions in the security domain is challenging both because of the difficulty to calibrate the reward function for new datasets, and because of the need to meet multiple criteria that are possibly not integrated into the reward function. In this study we address both challenges: first, we propose a method of intelligently importing effective security policies from other datasets, thus removing the need for time-consuming optimization. Secondly, we present a method for refining existing policies so that they take into account any additional metrics (and value ranges) desirable to the organization. Evaluation on two real-world datasets shows that our approach is both flexible and effective.
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Appendix A. Detector Performance Analysis

For an ensemble to perform well, the detectors need to have meaningful differences in performance, meaning that one detector is capable of correctly classifying samples another detector could not. Moreover, it is important to ensure that no detector “dominates” another, i.e., achieves an equal or more accurate classification for every sample. Our analysis in this section demonstrates that these two conditions are met. Throughout this section, we use standard practices and evaluation metrics. Given that all our detectors output classifications in the range of \([0, 1]\), we use the following setting to determine the classification of each sample:

\[
p_i = \begin{cases} 
\text{benign}, & \text{prediction} \leq 0.5 \\
\text{phishing}, & \text{otherwise}
\end{cases}
\] (A.1)

Table A.6: The performance of the individual detectors on the Bahnsen dataset.

| Detector | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|----------|---------|--------|------------|---------------|------------|--------------|
| CURNN    | 96.42   | 96.31  | 0.0400     | 95.71         | 96.91      | 96.40        |
| eXpose   | 96.58   | 96.53  | 0.0025     | 94.31         | 98.75      | 96.51        |
| XGBoost  | 92.58   | 92.30  | 0.0379     | 95.51         | 89.09      | 92.69        |
| PDRCNN   | 96.76   | 96.66  | 0.0609     | 96.16         | 97.17      | 96.75        |
| FFNN     | 90.96   | 90.96  | 17.9453    | 87.97         | 93.95      | 90.86        |

Table A.7: The performance of the individual detectors on the Wang dataset.

| Detector | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|----------|---------|--------|------------|---------------|------------|--------------|
| CURNN    | 95.62   | 94.52  | 0.01831    | 95.40         | 93.63      | 96.23        |
| eXpose   | 95.56   | 93.94  | 0.0024     | 92.94         | 94.95      | 95.75        |
| XGBoost  | 92.54   | 90.65  | 0.0377     | 92.23         | 89.06      | 93.61        |
| PDRCNN   | 94.78   | 93.17  | 0.0390     | 93.14         | 93.20      | 95.26        |
| FFNN     | 89.65   | 86.29  | 29.1686    | 85.24         | 87.34      | 90.36        |

The performance of our detectors for the two datasets described in Section 4.1 is presented in Tables A.6 & A.7. It is clear that all detectors have high yet diverse rates of precision and recall, a fact that satisfies our first requirement. Moreover, it is clear that there is large variance in the detectors’ average
running time per sample, a fact that makes the selection of a subset of them potentially very cost-effective.

Next, we analyze the performance of the detectors to determine whether the performance of any of them is dominated by another. Our analysis is performed as follows: for each detector, we only consider the samples that were *classified incorrectly*. Next, for these samples, we analyze the performance of all other detectors to determine for each of them whether it is able to correctly classify at least some of them. If that is the case, we can conclude that the latter detectors are not being dominated by the former. The results of this analysis are presented in Tables A.8 & A.9. It is clear that no detector dominates another, and that the ability of one detector to compensate for the failings of another is often high. It should also be noted that FFNN, the detector whose performance was a little lower than those of the other detectors (see Tables A.6 & A.7), has the best average performance in this analysis.

To conclude, in this section we were able to show that not only do our detectors have high performance rates in their own right, combining them in an ensemble has the potential to yield non-trivial improvement in performance. In the following section we describe how CETRA can be used to improve upon the performance of the standard ensemble.

**Table A.8:** Percentage of URLs mis-classified by one detector (row) and correctly classified by another (column) – Bahnsen dataset.

| Method | CURNN (%) | eXpose (%) | XGBoost (%) | PDRCNN (%) | FFNN (%) |
|--------|-----------|------------|-------------|------------|----------|
| CURNN  | -         | 41.94      | 62.6        | 48.41      | 69.81    |
| eXpose | 45.36     | -          | 71.34       | 45.76      | 66.45    |
| XGBoost| 81.38     | 84.83      | -           | 84.86      | 81.03    |
| PDRCNN | 43.36     | 36.71      | 66.61       | -          | 71.11    |
| FFNN   | 87.35     | 85.06      | 84.04       | 88.97      | -        |

**Appendix B. Dataset transferability experiment**

The goal of this set of experiments is to evaluate the robustness and transferability of the policies generated by our proposed approach. To this end, we train our full model (using the density-based transfer learning + metric-driven cost
Table A.9: Percentage of URLs mis-classified by one detector (row) and correctly classified by another (column) – Wang dataset.

| Method   | CURNN (%) | eXpose (%) | XGBoost (%) | PDRCNN (%) | FFNN (%) |
|----------|-----------|------------|-------------|------------|---------|
| CURNN    | -         | 41.56      | 45.46       | 36.7       | 84.5    |
| eXpose   | 49.93     | -          | 57.84       | 45.36      | 85.57   |
| XGBoost  | 65.20     | 68.60      | -           | 63.27      | 86.37   |
| PDRCNN   | 48.76     | 48.53      | 53.39       | -          | 85.39   |
| FFNN     | 93.09     | 92.59      | 90.48       | 91.96      | -       |

function) on the training set of one of our datasets, then apply it to the test set of another.

The results of our evaluation are presented in Table B.10. The results clearly show that our generated policies perform very well when applied to different datasets with similar characteristics. It should also be pointed out that our various reward function configurations maintain the same relative ranking in the performance/runtime trade-offs, further demonstrating the robustness and stability of our approach.

Table B.10: CETRA’s performance in a transfer-learning setting. We train our approach on one dataset, then apply it to the other.

| Train set | Test set | Combination | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|-----------|----------|-------------|---------|--------|------------|---------------|------------|--------------|
| Wang      | Bahnsen  | **CETRA** _2_ 99.08 99.04 | 18.57 | 99.27 | 98.82 | 99.10 |
| Wang      | Bahnsen  | **CETRA** _1_ 98.76 98.71 | 17.32 | 98.87 | 98.55 | 98.77 |
| Wang      | Bahnsen  | **CETRA** _3_ 98.51 98.46 | 5.41 | 99.03 | 97.89 | 98.53 |
| Wang      | Bahnsen  | **CETRA** _4_ 98.00 97.71 | 2.74 | 96.59 | 98.86 | 97.91 |
| Wang      | Bahnsen  | **CETRA** _5_ 96.90 96.80 | 0.0057 | 95.55 | 98.09 | 96.86 |
| Bahnsen   | Wang     | **CETRA** _2_ 96.88 96.60 | 27.641 | 99.20 | 94.14 | 97.82 |
| Bahnsen   | Wang     | **CETRA** _1_ 96.72 95.61 | 27.441 | 95.15 | 96.97 | 96.92 |
| Bahnsen   | Wang     | **CETRA** _3_ 95.30 95.03 | 7.666 | 99.82 | 90.67 | 96.95 |
| Bahnsen   | Wang     | **CETRA** _4_ 94.89 94.18 | 2.97 | 97.24 | 91.30 | 95.84 |
| Bahnsen   | Wang     | **CETRA** _5_ 94.40 93.89 | 0.00238 | 98.90 | 89.37 | 95.95 |

Appendix C. Full Results

The full results of our evaluation are presented in Tables C.11 & C.12 for the Bahnsen and Wang datasets, respectively.
Table C.11: Full description of methods’ results on Bahnsen’s dataset (ordered based on the F1 score).

| Combination | Aggregation | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|-------------|-------------|---------|--------|------------|---------------|------------|---------------|
| CETRA_2     | DRL         | 98.81   | 97.82  | 17.69      | 98.82         | 98.62      | 98.62         |
| SPIREL_2    | DRL         | 98.06   | 98.40  | 17.847     | 98.82         | 98.62      | 98.62         |
| CETRA_3     | DRL         | 98.50   | 97.92  | 17.53      | 98.86         | 96.99      | 97.75         |
| SPIREL_3    | DRL         | 97.94   | 97.51  | 19.23      | 96.81         | 98.21      | 98.62         |
| All Detectors Combined | boosting(ADB) | 97.94 | 97.51 | 19.23 | 96.81 | 98.21 | 98.62 |
| eXpose, PDRCNN, XGBoost, FFNN | majority | 97.34 | 97.41 | 18.7762 | 97.37 | 97.45 | 97.35 |
| All Detectors Combined | stacking(RF) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
| eXpose, PDRCNN, CURNN, FFNN | majorit | 97.46 | 95.24 | 18.7730 | 94.97 | 95.51 | 95.67 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 94.98 | 95.66 |
| eXpose, PDRCNN, CURNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| All Detectors Combined | stacking(DT) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
| PDRCNN, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7730 | 94.97 | 95.51 | 95.67 |
| PDRCNN, XGBoost, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 94.98 | 95.66 |
| eXpose, PDRCNN, XGBoost,FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| eXpose, PDRCNN, CURNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| All Detectors Combined | stacking(RF) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
| eXpose, PDRCNN, CURNN | majority | 97.46 | 95.24 | 18.7730 | 94.97 | 95.51 | 95.67 |
| PDRCNN, XGBoost, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 94.98 | 95.66 |
| eXpose, PDRCNN, XGBoost,FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| All Detectors Combined | stacking(DT) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
| eXpose, PDRCNN, CURNN | majority | 97.46 | 95.24 | 18.7730 | 94.97 | 95.51 | 95.67 |
| PDRCNN, XGBoost, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 94.98 | 95.66 |
| eXpose, PDRCNN, XGBoost,FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| All Detectors Combined | stacking(RF) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
| eXpose, PDRCNN, CURNN | majority | 97.46 | 95.24 | 18.7730 | 94.97 | 95.51 | 95.67 |
| PDRCNN, XGBoost, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 94.98 | 95.66 |
| eXpose, PDRCNN, XGBoost,FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| PDRCNN, XGBoost, CURNN, FFNN | majority | 97.46 | 95.24 | 18.7745 | 95.44 | 95.51 | 95.51 |
| All Detectors Combined | stacking(DT) | 97.17 | 96.42 | 18.8165 | 97.63 | 95.24 | 98.02 |
Table C.12: Full description of methods’ results on Wang’s dataset (ordered by F1 score).

| Combination | Aggregation      | AUC (%) | F1 (%) | Time (sec) | Precision (%) | Recall (%) | Accuracy (%) |
|-------------|------------------|---------|--------|------------|---------------|------------|--------------|
| CETRA _2    | DRL              | 97.66   | 97.36  | 29.993     | 97.98         | 96.74      | 98.27        |
| SPIREL _2   | DRL              | 96.99   | 97.01  | 30.035     | 98.02         | 96.00      | 97.11        |
| CETRA _4    | DRL              | 97.32   | 97.00  | 27.1499    | 99.60         | 94.40      | 98.23        |
| SPIREL _4   | DRL              | 96.94   | 96.75  | 28.074     | 98.79         | 94.71      | 97.09        |
| CETRA _3    | DRL              | 96.91   | 96.71  | 7.118      | 99.34         | 94.08      | 97.54        |
| SPIREL _3   | DRL              | 97.63   | 96.46  | 7.216      | 99.29         | 93.99      | 97.02        |
| All Detectors Combined | stacking(RF) | 96.93  | 96.71  | 31.247     | 98.02         | 95.92      | 98.32        |
| All Detectors Combined | boosting(ADB) | 96.93  | 96.71  | 31.247     | 98.02         | 95.92      | 98.32        |
| All Detectors Combined | stacking(DT) | 96.93  | 96.71  | 31.247     | 98.02         | 95.92      | 98.32        |
| All Detectors Combined | boosting(ADB) | 96.93  | 96.71  | 31.247     | 98.02         | 95.92      | 98.32        |
Appendix D. Transfer Theorem and Algorithm

Appendix D.1. Density Function-based Security Transfer

Let \( K \in \mathbb{N} \setminus \{1\} \) and \( \{d^k_n\}_{k=0}^K \subseteq \mathbb{R} \) be a strictly increase sequence, such that \( T_n = [d^0_n, d^K_n] \) is an interval in \( \mathbb{R} \). In our method, \( d^K_n \) is the \( s \)-percentile of the dataset \( D_n \), where \( s \in (0, 1] \).

Let \( \{L^i_n\}_{i=1}^K \) be a partition of \( T_n \), such that \( \forall i = 1, 2, ..., K \), each \( L^i_n = [d^{i-1}_n, d^i_n] \) represents the \( i \)-th interval of the \( i \)-th case monotonic-increasing function \( \{C^i_n(t)\}_{i=1}^K \). Thus, the function \( C_n(t) \) is defined as follows:

\[
C_n(t) = \min \left\{ \sum_{i=1}^K I_{L^i_n}(t)C^i_n(t), u \right\} \quad (D.1)
\]

where \( \forall i = 1, 2, ..., K \), \( C^i_n(t) \) is elementary and monotonic-increasing in \( L^i_n \), and \( I_B(t) \) is the indicator function of the set \( B \subseteq \mathbb{R} \), which is defined as follows:

\[
I_B(t) = \begin{cases} 
1, & t \in B \\
0, & t \notin B 
\end{cases} \quad (D.2)
\]

Note, we require that \( \forall m = 1, 2, ..., K - 1, C^m_n (d^m_n) = C^{m+1}_n (d^{m+1}_n) \), and also define a constant \( u = C^K_n (d^K_n) \) to ensure the continuity of \( C_n(t) \).

For a source domain \( n = n_1 \) with dataset \( D_{n_1} \) and partitions \( \{L^i_{n_1}\}_{i=1}^K \), and for a destination domain \( n = n_2 \neq n_1 \) with dataset \( D_{n_2} \) and partitions \( \{L^i_{n_2}\}_{i=1}^K \), we require a proportional difference between the derivatives of each \( i \)-th case function, such that \( C^i_{n_2}(t) \in \Theta (C^i_{n_1}(t)) \).

Next, we define a linear function \( g : L^i_{n_2} \rightarrow L^i_{n_1} \) as follows:

\[
g^i_{n_2 \rightarrow n_1}(t) = d^{i-1}_{n_2} + \frac{(d^i_{n_2} - d^{i-1}_{n_2}) (t - d^{i-1}_{n_2})}{d^i_{n_2} - d^{i-1}_{n_2}} \quad (D.3)
\]

Such that, \( \forall i = 1, 2, ..., K \), \( C^i_{n_2}(t) \) is a composition of \( C^i_{n_1}(t) \) and linear function \( g^i_{n_2 \rightarrow n_1}(t) \) as follows:

\[
C^i_{n_2}(t) = C^i_{n_1} (g^i_{n_2 \rightarrow n_1}(t)) \quad (D.4)
\]
Next, we define a continuous random variable $X_n$ with the probability density function (i.e., PDF) as follows:

$$f_{X_n}(t) = \begin{cases} \frac{C_n(t)}{k_n}, & t \in T_n \\ 0, & \text{otherwise} \end{cases} \quad (D.5)$$

where $k_n$ is defined as follows:

$$k_n = \int_{T_n} C_n(t) dt = \sum_{i=1}^{K} \int_{L_{i,n}} C_n^i(t) dt \quad (D.6)$$

Equation (D.6) enables us to ensure that the properties of $f_{X_n}(t)$ are those of a PDF.

Next, we define a discrete random variable $Y_n$ as follows:

$$Y_n = \sum_{i=1}^{K} (i - 1) \mathbf{1}_{L_{i,n}}(X_n) = \sum_{i=2}^{K} (i - 1) \mathbf{1}_{L_{i,n}}(X_n) \quad (D.7)$$

Such that $Y_n \in \{0, 1, ..., K - 1\}$.

Because $Y_n$ is a discrete random variable, we can create a vectorized representation of the probability mass function $P_{Y_n} \in [0, 1]^K$, where the $i$-th entry is defined as follows:

$$P(Y_n = i - 1) = \int_{L_{i,n}} f_{X_n}(t) dt \quad (D.8)$$

where $i = 1, 2, ..., K$.

Note, from equations (D.5)–(D.8), we derive the following:

$$\sum_{i=1}^{K} P(Y_n = i - 1) = \sum_{i=1}^{K} \int_{L_{i,n}} f_{X_n}(t) dt$$

$$= \int_{\cup_{i=1}^{K} L_{i,n}} f_{X_n}(t) dt = \int_{T_n} f_{X_n}(t) dt = 1 \quad (D.9)$$

where $i = 1, 2, ..., K$.

Based on equation (D.8), we define the likelihood ratios’ vector $\beta_n = (\beta_1^n, \beta_2^n, ..., \beta_K^n)^T \in \mathbb{R}^K$, where the $i$-th entry is defined as follows:
\[ \beta^i_n = \frac{P(Y_n = i - 1)}{P(Y_n = 0)} = \frac{\int_{L_n^i} f_{X_n}(t)dt}{\int_{L_n} f_{X_n}(t)dt} \]  
\[ = \frac{\int_{L_n^i} C_n^i(t)dt}{\int_{L_n} C_n^i(t)dt} \]  
(D.10)

where \( i = 1, 2, ..., K \).

Based on equations [D.9] and [D.10], we derive the following:

\[ P(Y_n = i - 1) = \frac{\beta^i_n}{1_K \beta_n} \]  
(D.11)

where \( i = 1, 2, ..., K \) and \( 1_K \in \mathbb{R}^K \) is a column vector, which all his entries are 1.

For the datasets \( D_n^1 \) and \( D_n^2 \), the Kullback–Leibler (i.e., KL) divergence \[31\] between \( Y_n^1 \) and \( Y_n^2 \) is defined as follows:

\[ D_{KL}(Y_n^1 \parallel Y_n^2) = \sum_{y=0}^{K-1} P(Y_n^1 = y) \log_{10} \left( \frac{P(Y_n^1 = y)}{P(Y_n^2 = y)} \right) \]  
(D.12)

To require that the density of \( D_n^2 \) is similar to \( D_n^1 \), and since the KL metric is not symmetrical \[32\], we require that:

\[ 0 < \frac{D_{KL}(Y_n^1 \parallel Y_n^2) + D_{KL}(Y_n^2 \parallel Y_n^1)}{2} < \varepsilon \]  
(D.13)

where \( \varepsilon \) is hyper-parameter tolerance that decide how much the distributions could differ. Since the KL measure is a convex function\[49\], and its global minimum is 0 (i.e., where distributions \( Y_n^1 \), \( Y_n^2 \) are the same, by Gibbs’ inequality\[50\]), we require that the inequality would be greater than 0. This requirement is derived from the assumption that the distributions \( Y_n^1 \), \( Y_n^2 \) are not the same (i.e., the domains are in fact different). Note, for destination dataset \( n = n_2 \), the function \( C_{n_2} \) depends on \( K + 1 \) variables: \( \{d_{n_2}^k\}_{k=0}^K \), and the only \( K - 1 \) variables we could find are \( \{\beta_{n_2}^i\}_{i=2}^K \) (i.e., \( \beta_{n_2}^1 \) is always 1), we require that \( T_{n_2} = [\alpha_{n_2}^0, d_{n_2}^K] \subseteq \mathbb{R} \) is known (i.e., \( \alpha_{n_2}^0, d_{n_2}^K \) are known). The algorithm to the presented above is shown below.
Algorithm 1 Density Function-based Security Transfer From S to D

1: **input:**
   
   $K \in \mathbb{N} \setminus \{1\}$
   
   $\{d^k_S\}_{k=0}^K \in \mathbb{R}$; strictly increase sequence.
   
   $d^0_S, d^k_D$: subset – strictly increase sequence $\{d^k_D\}_{k=0}^K \in \mathbb{R}$.
   
   $d^0_S, d^k_D$: $s$-percentiles of datasets $S, D$, respectively.
   
   $T_S = [d^0_S, d^K_S]$, $T_D = [d^0_D, d^K_D]$.
   
   $\forall i = 1, 2, ..., K$, monotonic elementary function $C^i_S$:
   
   $C^i_S : [d^i_S^{-1}, d^i_S] \rightarrow \mathbb{R}_{\geq 0}$, $(C^i_S)' : [d^i_S^{-1}, d^i_S] \rightarrow \mathbb{R}_{\geq 0}$.
   
   $\forall m = 1, 2, ..., K - 1$, $C^m_S (d^m_S) = C^{m+1}_S (d^m_S)$.
   
   $\varepsilon > 0$; distribution tolerance rate.
   
   $\alpha > 0$; learning rate.

2: **for** $i = 1, 2, ..., K$
   
   $L^i_S = [d^i_S^{-1}, d^i_S]$,
   
   $L^i_D = [d^i_D^{-1}, d^i_D]$,
   
   $C^i_D (t; d^i_D^{-1}, d^i_D) = C_S \left(d^i_S^{-1} + \frac{(d^i_S - d^i_D^{-1})(t - d^i_D^{-1})}{d^i_D - d^i_D^{-1}} \right)$,
   
   $\beta^i_S = \int_{L^i_S} C^i_S (t) dt \left(\int_{L^i_S} C^i_S (t) dt \right)^{-1}$
   
   **end for**

3: **define:**
   
   $u_S = C^0_S (d^0_S)$, $u_D = C^K_D (d^K_D)$
   
   $C_S(t) = \min \left\{ \sum_{i=1}^K I_{L^i_S} (t) C^i_S (t), u_S \right\}$
   
   $C_D(t) = \min \left\{ \sum_{i=1}^K I_{L^i_D} (t) C^i_D (t), u_D \right\}$
   
   $\beta_S = (1, \beta^2_S, ..., \beta^K_S)^T \in \mathbb{R}^{K_0}$

   Sample $\theta = (\theta^1, \theta^2, ..., \theta^{K-1})^T \in \mathbb{R}^{K-1}$ randomly.

   $\psi = (1, \theta^1, \theta^2, ..., \theta^{K-1})^T = (1, \theta^T)^T \in \mathbb{R}^K$

   Random vars.: $Y_S, Y_D \in \{0, 1, ..., K - 1\}$ w.p.:
   
   $P_{Y_S} = (1 - K)^{-1} \beta_S$, $P_{Y_D} = (1 - K)^{-1} \psi$
   
   $h(\psi; \beta_S) = \frac{1}{2} \left( D_{KL} (Y_S || Y_D) + D_{KL} (Y_D || Y_S) \right)$

4: **while** $h(\psi; \beta_S) \geq \varepsilon$
   
   $\theta \leftarrow \theta - \alpha \nabla_\theta h(\psi; \beta_S)$
   
   $\psi \leftarrow (1, \theta_T)^T$
   
   **end while**

5: $\beta_D = \psi$

6: **for** $m = 1, ..., K - 1$
   
   derive $d^m_D$ from the equation:
   
   $\sum_{i=m+1}^K \beta^i_D = \int_{d^m_D}^{d^K_D} C_D(t) dt \left(\int_{d^m_D}^{d^K_D} C_D(t) dt \right)^{-1}$
   
   **end for**

7: **return** $C_D(t)$