Simulating the shocks in the dissociative galaxy cluster Abell 1758N

R. E. G. Machado$^{1,2*}$, R. Monteiro-Oliveira$^1$, G. B. Lima Neto$^1$ and E. S. Cypriano$^1$

$^1$Instituto de Astronomia, Geofísica e Ciências Atmosféricas, Universidade de São Paulo, R. do Matão 1226, 05508-900 São Paulo, Brazil
$^2$Departamento de Ciências Físicas, Universidad Andrés Bello, Av. República 220, Santiago, Chile

Accepted 2015 May 19. Received 2015 May 19; in original form 2015 March 11

ABSTRACT

Major mergers between massive clusters have a profound effect in the intracluster gas, which may be used as a probe of the dynamics of structure formation at the high end of the mass function. An example of such a merger is observed at the northern component of Abell 1758, comprised of two massive sub-clusters separated by approximately 750 kpc. One of the clusters exhibits an offset between the dark matter and the intracluster gas. We aim to determine whether it is possible to reproduce the specific morphological features of this cluster by means of a major merger. We perform dedicated SPH (smoothed particle hydrodynamics) $N$-body simulations in an attempt to simultaneously recover several observed features of Abell 1758, such as the X-ray morphology and the separation between the two peaks in the projected galaxy luminosity map. We propose a specific scenario for the off-axis collision of two massive clusters. This model adequately reproduces several observed features and suggests that Abell 1758 is seen approximately 0.4 Gyr after the first pericentric passage, and that the clusters are already approaching their maximum separation. This means that their relative velocity is as low as 380 km s$^{-1}$. At the same time, the simulated model entails shock waves of $\sim$4500 km s$^{-1}$, which are currently undetected presumably due to the low-density medium. We explain the difference between these velocities and argue that the predicted shock fronts, while plausible, cannot be detected from currently available data.
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1 INTRODUCTION

In the hierarchical build-up of cosmic structure, cluster mergers are not rare (for a review of cluster formation, see Kravtsov & Borgani 2012). Much of the observational information about cluster mergers comes from the disturbances in the gas of the intracluster medium (ICM), triggered by collisions (for a review of shocks and cold fronts, see Markovich & Vikhlinin 2007). Additionally, gravitational weak lensing analyses (and/or galaxy distribution and dynamics) often supply the crucial input about the total mass distribution, an indispensable ingredient for understanding the dynamics of a cluster merger.

The so-called dissociative clusters are the outcome of mergers in which the ICM gas has been spatially separated from the dark matter. While the motion of the collisional gas tends to be hindered by pressure, the collisionless dark matter is able to advance relatively unimpeded. Galaxies are generally expected to accompany the motion of the dark matter. Indeed, even in dissociative cluster mergers, the brightest cluster galaxies (BCGs), or at least the centroids of galaxy light distribution, tend to coincide approximately with mass peaks, unless the morphology is peculiarly complex (for example, in a series of multiple mergers).

There is a growing list of such dissociative clusters in which the gas has been detached from the collisionless components: 1E0657-558 (or Bullet Cluster; Clowe et al. 2006), MACS J0025.4-1222 (Bradac et al. 2008), Abell 520 (or Train Wreck; Mahdavi et al. 2007), Abell 2744 (or Pandora’s Cluster; Merten et al. 2011), Abell 2163 (Okabe et al. 2011), Abell 1758N (Ragозвine et al. 2012), DLSCL J0916.2+2951 (or Musket Ball Cluster; Dawson et al. 2012) and ACT-CL J0102-4915 (or El Gordo; Jee et al. 2014).

So far, most numerical simulations have focused on the Bullet Cluster itself (Takizawa 2005, 2006; Springel & Farrar 2007; Milosavljević et al. 2007; Mastropietro & Burkert 2008; Akahori & Yoshikawa 2012; Lage & Farrar 2014). However, the El Gordo cluster has recently been the object of interest in numerical studies (Donnert 2014; Molnar & Broadhurst 2015). Cluster mergers have often been studied through idealized binary collisions, both to model individual objects, and to investigate general physical processes via parameter space exploration (e.g. ZuHone et al. 2010; ZuHone 2011).

An interesting aspect of cluster mergers concerns shock fronts and their velocities. Cluster mergers drive supersonic shock waves of typical Mach numbers $M \lesssim 3$ (Sarazin 2002). Indeed, shocks have been detected in several galaxy clusters using X-ray data from Chandra (e.g. Abell 2146; Russell et al. 2010), Suzaku (e.g. Abell
Radio relics are another observational signature of cluster mergers related to the shock velocity. They are diffuse radio emission, sometimes in the form of arcs, in the periphery of merging clusters and are interpreted as the result of reacceleration of relativistic electrons in the presence of amplified magnetic fields (see Brüggen et al. 2012; Feretti et al. 2012, and references therein). As pointed out by Hong et al. (2014), in the cases where shocks are detected both from radio and X-ray data, estimates of shock velocity tend to disagree. Indeed, Mach numbers derived from X-ray data seem to be systematically underestimated with respect to the spectral analysis of radio relics. Recently, Shimwell et al. (2015) have detected a Mpc-scale diffuse radio source on the periphery of the Bullet Cluster. They obtained a Mach number of approximately 5.4 for the main part of this radio relic.

High Mach number shocks are predicted in cosmological simulations (e.g. Vazza et al. 2009, 2011). For example, Planelles & Quilis (2013) employed shock-capturing techniques on a hydrodynamical cosmological simulation, to study shock statistics. They find the mean mass-weighted Mach number to be $M \sim 5$ for the entire population of haloes at $z = 0$, and values nearly twice as high at $z = 1$. Using the recent Illustris simulation suite (Vogelsberger et al. 2014; Genel et al. 2014), Schaal & Springel (2015) also analysed the statistics of shock waves and found that approximately 75 per cent of shocks have Mach number below $M = 6$, irrespective of redshift, although the high-M Mach tidal tails become more important with increasing redshift.

The Bullet Cluster itself exhibits a bow shock of $M \sim 3$, with inferred shock velocity of $\sim 7500$ km s$^{-1}$. Taken at face value, this velocity raised concerns that the Bullet Cluster might be a rare outlier, given the small likelihood (Hayashi & White 2006) of such a high-velocity merger for those halo masses in the Lambda Cold Dark Matter ($\Lambda$CDM) cosmology. As Springel & Farrar (2007) made clear, however, the shock velocity cannot be identified with the velocity of the subcluster. Via numerical simulations, they showed that the speed of the bullet was substantially lower and the reasons were twofold: first, the upstream gas is not at rest; second, the dark matter haloes do not move as fast as the shock front itself. Therefore, they concluded that the actual speed of the bullet must be $\sim 2700$ km s$^{-1}$ with respect to the parent cluster. This velocity can be more comfortably accommodated within $\Lambda$CDM expectations, and helped alleviate concerns that new physics would have to be invoked to modify the dark sector. This illustrates the crucial role played by hydrodynamical simulations in understanding cluster mergers and in interpreting the shock velocity.

One of the merging clusters currently known to be dissonative is the northern component of Abell 1758. From ROSAT data (Rizza et al. 1998), A1758 was seen to consist of two separate structures: a northern component (A1758N) and a southern component (A1758S). At projected separation of 2 Mpc, these two structures may be gravitationally bound in the strict sense. However, there is no indication at all of interaction between them in the X-ray data (David & Kempner 2004). Within A1758N itself, a bimodality is seen in the weak lensing mass map, as well as in galaxy number density (Dahle et al. 2002), consistent with galaxy velocities (Boschin et al. 2012). X-ray observations from Chandra and XMM-Newton (David & Kempner 2004) show that A1758N is undergoing a major merger of two massive clusters, as indicated by gravitational weak lensing results as well (Okabe & Umetsu 2008; Ragozzine et al. 2012). This cluster has also been studied from the point of view of metallicity distribution (Durret et al. 2011) and galaxy evolution (Haines et al. 2009). Meanwhile, A1758S also displays a disturbed morphology and is undergoing a merger of its own. Finally, A1758N shows diffuse radio emission (Kempner & Sarazin 2001; Giovanninni et al. 2006, 2009), which is a sign of a recent merger.

A1758N has been observed intensively during the last 15 years or so, and has had its mass estimated by several authors using different techniques, for instance David & Kempner (2004, X-rays), Boschin et al. (2012, galaxy member dynamics) and Ragozzine et al. (2012, weak lensing). Given that this system is far from hydrostatic equilibrium and that gravitational lensing techniques have difficulty in disentangling the mass of each substructure, there is still a large variance between estimations of each subcomponent of A1758N. It seems safe to say, however, that the whole A1758N has a mass of the order of $10^{15} M_{\odot}$ and that there is no huge discrepancy between the masses of its two components.

Our aim in this paper is to model the collision event of A1758N by means of dedicated hydrodynamical N-body simulations, attempting to constrain the parameters of the collision (such as initial velocity, impact parameter and time since pericentric passage) and thus to offer one plausible scenario for this merger. More specifically, we wish to determine whether it is possible to reproduce the morphological features of A1758 with a single major merger, or if multiple mergers are necessary.

The simulation setup and initial conditions are described in Section 2. Section 3 presents the results concerning global dynamics, X-ray morphology, temperature and shock velocity. In Section 4 we discuss and summarize our findings. Standard $\Lambda$CDM cosmology (with $\Omega_M = 0.7$, $\Omega_{\Lambda} = 0.3$ and $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$) is assumed throughout. The redshift of A1758N is $z = 0.279$ (Durret et al. 2011), corresponding to an angular scale of 4.233 kpc arcsec$^{-1}$ with our adopted cosmology.

## 2 SIMULATION SETUP

In this paper we focus entirely on the northern structure, A1758N, disregarding the existence of the southern cluster, A1758S. Consequently, we will refer to the two components of A1758N as ‘the NW cluster’ and ‘the SE cluster’.

To simulate the collision event of A1758N, we set up two spherical galaxy clusters, comprised of dark matter and gas. These are idealized initial conditions, suitable for the systematic study of binary cluster mergers.

### 2.1 Profiles and techniques

The dark matter haloes follow a Hernquist (1990) profile:

$$\rho_v(r) = \frac{M_h}{2\pi r_h^3} \frac{r_h}{r(r+r_h)^3},$$

(1)

where $M_h$ is the total dark matter halo mass, and $r_h$ is a scale length. This is similar to the NFW profile (Navarro, Frenk & White 1997).
Table 1. Parameters of the cluster initial conditions. Clusters 8 and 9 are the ones used in the best model.

| cluster | $r_h$  | $r_c$  | $c$   | $M_{200}$  | $r_{200}$  |
|---------|--------|--------|-------|------------|------------|
|         | (kpc)  | (kpc)  |       | (M$_\odot$) | (kpc)      |
| 1       | 455    | 400    | 4.9   | $5.3 \times 10^{14}$ | 1633       |
| 2       | 450    | 400    | 5.0   | $5.2 \times 10^{14}$ | 1628       |
| 3       | 455    | 200    | 5.0   | $5.4 \times 10^{14}$ | 1649       |
| 4       | 455    | 100    | 4.9   | $5.3 \times 10^{14}$ | 1640       |
| 5       | 455    | 350    | 4.8   | $5.0 \times 10^{14}$ | 1611       |
| 6       | 450    | 170    | 5.0   | $5.3 \times 10^{14}$ | 1646       |
| 7       | 480    | 350    | 4.4   | $5.0 \times 10^{14}$ | 1608       |
| 8 (NW)  | 500    | 230    | 4.2   | $5.1 \times 10^{14}$ | 1615       |
| 9 (SE)  | 440    | 300    | 5.2   | $5.3 \times 10^{14}$ | 1635       |

Table 2. Initial conditions of the simulations: model name, clusters (from Table 1), impact parameter and initial relative velocity. The best model is run 53.

| run    | clusters | $b$  | $|v_0|$ | run    | clusters | $b$  | $|v_0|$ |
|--------|----------|------|--------|--------|----------|------|--------|
| 1      | $1+2$    | 50   | 1500   | 30     | 4+2      | 150  | 1900   |
| 2      | $1+2$    | 100  | 1500   | 31     | 4+2      | 150  | 1800   |
| 3      | $1+2$    | 300  | 1500   | 32     | 4+2      | 150  | 1700   |
| 4      | $1+2$    | 500  | 1500   | 33     | 4+2      | 150  | 1600   |
| 5      | $1+2$    | 250  | 2000   | 34     | 4+2      | 150  | 1500   |
| 6      | $1+2$    | 500  | 2000   | 36     | 6+7      | 0    | 2000   |
| 7      | $1+2$    | 750  | 2000   | 37     | 6+7      | 250  | 2000   |
| 8      | $1+2$    | 1000 | 2000   | 38     | 6+7      | 500  | 2000   |
| 9      | $3+2$    | 250  | 2000   | 39     | 6+7      | 1000 | 2000   |
| 10     | $3+2$    | 500  | 2000   | 40     | 6+7      | 2000 | 2000   |
| 11     | $3+2$    | 750  | 2000   | 41     | 6+7      | 200  | 2100   |
| 12     | $3+2$    | 1000 | 2000   | 42     | 6+7      | 200  | 2200   |
| 13     | $4+2$    | 250  | 2000   | 43     | 6+7      | 200  | 2300   |
| 14     | $4+2$    | 500  | 2000   | 44     | 6+7      | 300  | 1800   |
| 15     | $4+2$    | 750  | 2000   | 45     | 6+7      | 300  | 2000   |
| 16     | $4+2$    | 1000 | 2000   | 46     | 6+7      | 300  | 2200   |
| 17     | $5+2$    | 250  | 2000   | 48     | 8+9      | 100  | 1300   |
| 18     | $5+2$    | 500  | 2000   | 49     | 8+9      | 100  | 1500   |
| 19     | $5+2$    | 750  | 2000   | 50     | 8+9      | 100  | 1700   |
| 20     | $5+2$    | 1000 | 2000   | 51     | 8+9      | 100  | 2000   |
| 21     | $5+2$    | 250  | 1750   | 52     | 8+9      | 250  | 1300   |
| 22     | $5+2$    | 500  | 1750   | 53     | 8+9      | 250  | 1500   |
| 23     | $5+2$    | 750  | 1750   | 54     | 8+9      | 250  | 1700   |
| 24     | $5+2$    | 1000 | 1750   | 55     | 8+9      | 250  | 2000   |
| 25     | $4+2$    | 250  | 1900   | 56     | 8+9      | 400  | 1300   |
| 26     | $4+2$    | 250  | 1800   | 57     | 8+9      | 400  | 1500   |
| 27     | $5+2$    | 250  | 1700   | 58     | 8+9      | 400  | 1700   |
| 28     | $5+2$    | 250  | 1600   | 59     | 8+9      | 400  | 2000   |
| 29     | $5+2$    | 250  | 1500   |       |          |      |        |

Equilibrium initial conditions are created according to the methods described in Machado & Lima Neto (2013), which we briefly outline here. To create numerical realizations of this composite system, we uniformly sample the cumulative mass functions of the dark matter and of the gas, and then assign random directions to the position vectors to obtain the Cartesian coordinates. For the velocities of the dark matter particles, rather than relying on the local Maxwellian approximation, we resort to the distribution function in terms of relative energy $f(E)$ by solving the Eddington (1916) formula, where the total gravitational potential (dark matter plus gas) must be taken into account. Via von Neumann rejection, random pairs of $E$ and $f$ are drawn and the accepted values provide the velocities $v^2$. Initial conditions created in this manner are in equilibrium by construction, but allowing each cluster to relax in isolation for a few Gyr ensures that eventual numerical transients will have had time to subside.

Simulations were performed with the smoothed particle hydrodynamics (SPH) $N$-body code GADGET-2 (Springel 2005) using a softening length of $\epsilon = 5$ kpc. The dark matter is represented by collisionless $N$-body particles, while the intracluster medium is represented by an ideal gas with adiabatic index $\gamma = 5/3$. Galaxies contribute little (a few per cent, e.g. Laganà et al. 2008) to the total mass, and their gravitational influence may be disregarded when studying the global morphology and global dynamics of a cluster merger. Therefore, stars are not present in our simulation and obviously neither are feedback and star formation processes. Magnetic fields are also neglected. Cooling is not included as as first approximation, since its time-scale is longer than the collision time-scale. The evolution is followed for 5 Gyr, but the most relevant phases occur within $\sim 1$ Gyr at most. Due to this short time span, and to the spatial scale of the order of only a few Mpc, cosmological expansion is also ignored.

2.2 Initial conditions for A1758N

Assuming a total mass of the order of $10^{15} M_\odot$ for the A1758N system, we choose to simulate the simplest case of a major merger, i.e. having two equal-mass clusters of approximately $5 \times 10^{14} M_\odot$ each. However, for reasons discussed in Section 3.2 (namely, the necessity to introduce asymmetry), we must create initial conditions that are somewhat dissimilar.

We have performed a suite of simulations, briefly summarized here. Table 1 gives the initial conditions of a set of clusters having roughly the same mass, but different scale lengths of the gas density profiles (and thus different initial gas central densities). Table 2 presents the simulation runs in which these clusters were collided with different impact parameters $b$ and initial relative velocities $v_0$. These simulations were run with the explicit purpose of obtaining one model whose gas morphology satisfactorily resembles that of A1758N. By the trial-and-error nature of the search, this is not meant to be an exhaustive parameter space exploration. Nevertheless we attempted to cover a sufficient range of physically plausible collision parameters ($0 < b < 1000$ kpc, $1300 < |v_0| < 2300$ km s$^{-1}$) while, at the same time, limiting the search to the regimes more likely to produce the target morphology. The simulation outputs were visually inspected and the non-preferred models were discarded mainly on the basis of their inadequate X-ray emission morphology at the required times (see Section 3.2). Models were further refined by requiring a quantitative match of the final gas densities. We found run 53 (using clusters 8 and 9) to be the best model, and in the rest of the paper we focus the discussion almost exclusively on that model.
Figure 1. (a) Optical $g$-$r$-$i$ “true color” SDSS image with cyan contours of galaxy luminosity density (isopleths). (b) Chandra exposure-map corrected, 0.3–7.0 band X-ray image with contours of galaxy luminosity density. (c) Mock X-ray map created from the simulation and contours of observed X-rays (red lines) based on the Chandra image. (d) Simulated X-ray surface brightness (colors) and simulated contours of total mass (white lines). All panels have the same physical size assuming a scale of 4.233 kpc arcsec$^{-1}$.

The parameters for the initial conditions of clusters 8 and 9 are given in Table 1. For those choices of parameters, the central gas density in cluster 8 is slightly higher than in cluster 9. Their respective central electron number densities are initially $0.05 \text{ cm}^{-3}$ and $0.02 \text{ cm}^{-3}$. Furthermore, a margin of choice for the concentrations can also be afforded. For the combination of parameters in Table 1, the $r_h/r_{200}$ ratio is such that the concentrations are consistent with the range $0.6 \lesssim \log c \lesssim 0.7$ for haloes with masses of $\log \left( M_{200}/M_\odot \right) \sim 14.7$, considering the redshift $z = 0$ (Ludlow et al. 2014).

To prepare the initial configuration ($t = 0$), the two clusters are set 3 Mpc apart along the $x$ axis, with an initial impact parameter of $b = 250 \text{ kpc}$ along the $y$ axis. Notice that this impact parameter refers to the initial setup, and the minimum separation at the instant of pericentric passage is considerably smaller. The initial relative velocity is $v_0 = -1500 \text{ km s}^{-1}$ parallel to the $x$ direction. This is somewhat lower than the velocity of the zero-energy orbit (approximately $-1700 \text{ km s}^{-1}$), i.e. the relative velocity that two point particles of equivalent mass would have at 3 Mpc separation, had they been released from infinity.

The baryon fraction is roughly constant at large radii for both clusters ($0.14 - 0.16$). Each cluster is represented by $N = 2 \times 10^6$ particles, equally divided between dark matter and gas particles. As a convergence test, the model discussed in this paper was re-run with a total of $4 \times 10^7$ particles. For the purposes of our analyses, differences in the outcome were not significant.

3 RESULTS

We performed a suite of binary merger simulations, and in this paper we report on the particular model that best matched the observations. A number of observed features are successfully reproduced in this model, namely: the current separation between the clusters, the overall X-ray morphology, central gas density and central gas temperatures.

In order to constrain the simulated system of colliding clusters, we have computed a projected luminosity density map, following the procedure described in Machado & Lima Neto (2015). We have downloaded a table from SDSS-DR10 of all galaxies within $0.2^\circ$ from the mid-point between the two sub-clusters comprising A1758N with $r'$ magnitude between 17.3 (the magnitude of the cluster brightest galaxy) and 23.0. In order to increase the cluster contrast with respect to back and foreground galaxies, we used only objects with colour $0.3 < r - i < 0.7$. Since we were not interesting in a rigorous cluster/field separation we have determined

\[^1]\text{http://skyserver.sdss.org/dr10/en/tools/search/sql.aspx}\]
colour range simply by visual inspection of the red-sequence in the $r \times (r-i)$ colour-magnitude diagram. We then strongly smoothed the selected galaxies with a 2D-gaussian kernel with intensity proportional to the galaxy and width proportional to the effective radius (the radius containing half the luminosity of the galaxy). Figure 1a shows the contours of equal projected luminosity over the SDSS $g$-$r$-$i$ image. In this paper, these contours are meant to be understood merely as a proxy for the centroids of cluster mass. The assumption that the galaxies follow the dark matter is commonly verified in merging clusters.

### 3.1 Global dynamics

From the galaxy luminosity map, we see that the NW and the SE mass peaks are separated by approximately 750 kpc. This value also agrees with the separation of the mass peaks derived from lensing analysis (Okabe & Umetsu 2008; Ragazzine et al. 2012), confirming that the galaxy distribution is a good indicator of the mass distribution in the case of A1758N. From the dynamical point of view, this is the major constraint on the simulation model.

As a proxy for the mass centroids of the simulated clusters, we use the density peaks, i.e. the location of the density of each cluster’s dark matter particles. With this definition, we may straightforwardly measure the separation between the two clusters as a function of time, seen in Fig. 2. The first pericentric passage takes place at $t = 1.3$ Gyr and the desired separation of 750 kpc is then attained at $t = 1.7$ Gyr. Thus we have the best fit instant occurring 0.4 Gyr after pericentric passage. Strictly speaking, there are also two other instants when the centroids are 750 kpc apart. One of them is at $t = 1.1$ Gyr, prior to the first pericentric passage. At this time, the clusters are still approaching for the first time and no relevant asymmetry has been induced in the morphology yet. Therefore the current stage of the A1758N merger is likely to be post-pericentric passage. The other possible instant would be at $t = 1.9$ Gyr, slightly after the point of return. This is also ruled out because by then the desired morphology is not well reproduced.

By the time the best-fitting separation of 750 kpc is arrived at, the relative velocity between the dark matter haloes has decreased to approximately 380 km s$^{-1}$. Indeed, Fig. 2 indicates that this instant corresponds almost to a point of return. Within a further 0.1 Gyr into the future, the apocenter of 780 kpc would have been reached. The relative velocity between the dark matter haloes must not be confused with the shock velocity, which is discussed in detail in Section 3.4. Thus we find that the current separation between the clusters is very nearly the maximum separation, meaning they are almost coming to a halt at this point.

Although the impact parameter in the initial conditions was $b = 200$ kpc, the first core passage at $t = 1.3$ Gyr takes place with a pericentric distance of only about 60 kpc. This may seem an exceedingly small distance, but even small pericentric separations are sufficient to induce substantial asymmetry in the gas (e.g. Machado & Lima Neto 2015). The future evolution seen in Fig. 2 indicates that after a few more core passages the fate of these clusters is to merge into one massive system. Within the next 2 Gyr, the apocenters will no longer exceed 100 kpc.

The orbit of the dark matter centroids can be seen in Fig. 3, where one notices that the deflection angle is far smaller than $90^\circ$. At the instant $t = 1.7$ Gyr, the line connecting the centroids makes an angle of only $15^\circ$ with respect to the initial collision direction.

### 3.2 X-ray morphology

One of the crucial observed features of A1758N is the offset between dark matter and gas; more specifically, the offset between the SE cluster and part of the gas that trails behind it. A successful model must then simultaneously reproduce the overall gas morphology, the $\sim 750$ kpc separation, as well as the correct gas densities and temperatures. All of this within the constraints of the total mass, which in turn limits the possibilities of gas content. Independently, each of the observed requirements would not be excessively difficult to satisfy. The difficulty lies in finding a combination of initial parameters that reconciles them all in one model at the same instant. The X-ray morphology is the most challenging aspect to reproduce with simulations, because it is quite sensitive to the various collision parameters, but mostly because it is highly time-dependent.

For example, with physically well-motivated initial conditions, it is relatively simple to find a model in which the correct separation will be eventually achieved at some point in time. This could even be forecast to a good approximation by merely mechanical arguments. On the other hand, it is not at all obvious how to anticipate – even roughly – the specific shapes of the resulting disturbances in the gas. The much more complex hydrodynamical interactions do not allow for such predictions without recourse to the actual simulations themselves, which are of course computationally demanding.

Bearing in mind these difficulties, we are able to find one model which approximately matches the broad morphological features of the gas at the correct time (i.e. at the correct separation).
Although the simulations are adiabatic, in order to generate the visualizations (maps of projected X-ray surface brightness), we assume that the X-ray radiative losses are described by a cooling function, besides the bremsstrahlung emission (for details, see Machado & Lima Neto 2013).

The resulting map at \( t = 1.7 \) Gyr is shown in Fig. 1b, where the colours represent simulated X-ray surface brightness and the white contour lines represent total projected mass. This should be compared to Fig. 1a, which displays the observational data: X-rays from Chandra and contours of galaxy luminosity density from SDSS.

We have downloaded the publicly available X-ray observations made with Chandra and combined them using the task `merge` from the Chandra X-ray Center (CXC)\(^2\), that merges multiple exposure-corrected images. We have used 5 exposures with ObsId. 2213, 13997, 15538 and 15540 (PI. L. David), and 7710 (PI. G. Garmire), all of them observed in very faint mode with ACIS-I (except exposure 2213, that was made with ACIS-S). The effective exposure time of the final merged dataset was 213 ks. We have produced three images corresponding to soft (0.3–1.0 keV), hard (2.0–7.0 keV) and broad bands (0.3–7.0 keV). Notice that we did not use the task default values for the band energy limits. The resulting map at \( t = 1.7 \) Gyr we measure (in the NW and SE clusters respectively) 0.017 cm\(^{-3}\) and 0.008 cm\(^{-3}\) from our simulation, while David & Kempner (2004) had measured 0.017 cm\(^{-3}\) and 0.012 cm\(^{-3}\) from the observed clusters. The final morphology is quite sensitive to the initial gas concentrations. Although we employed two clusters with similar virial masses, we found that it was difficult to produce good results unless the central gas densities differed. In order to obtain the necessary asymmetry in the final state, the gas concentration had to be as dissimilar as possible, within the range allowed by observational constraints.

In Fig. 1, and in the other visualizations, the snapshot at \( t = 1.7 \) Gyr was rotated 215° counterclockwise with respect to the original \((x, y)\) frame. As a result, cluster 8 ends up in the NW quadrant, approximately matching the position angle of the observations. This is merely a rotation on the plane of the sky, and the line of sight remains perpendicular to the plane of the orbit. We have found no meaningful improvement in the morphology of the gas by projecting the system under an inclination angle and therefore the \( i = 0^\circ \) case remains the preferred solution. Nevertheless, this model would also be consistent with small inclination angles.

\(^2\) See http://cxc.harvard.edu/ciao/ahelp/merge_obs.html

\(^3\) http://yt-project.org/

\(^4\) http://www.atomdb.org/
Our central goal was to determine whether the collision event of A1758N could be reasonably modelled by one single major merger. In search of a good match, we performed numerous simulations, discarding inadequate models. The criterion to reject models relied mainly on visual inspection of the morphology of the X-ray surface brightness maps. We cannot offer confidence intervals of the parameters in a rigorous statistical sense, but Table 2 gives an approximate idea of the typical ranges that were explored and rejected. As an illustrative example, we present a small sample of non-preferred models in Fig. 4. They are shown at the times when the mass centroid separation is approximately 750 kpc in each case. Since this is the strongest dynamical constraint, most models were rejected because their X-ray morphology was inadequate at those instants. In many cases, the SE cluster was excessively stripped during the pericentric passage. For example, Fig. 4a shows a model with the same impact parameter and the same initial velocity as the best model, but using cluster initial conditions with different central densities. In Fig. 4b, the collision has an even more concentrated NW cluster, but higher velocity. The models of Figs. 4c and 4d use the same clusters as the best model. But colliding those clusters with smaller impact parameter and smaller velocity (4c) results in a nearly head-on encounter, while larger impact parameter and larger velocity (4d) induced excessive asymmetry. In some cases, models with acceptable morphology were discarded on the basis of the quantitative gas density.

Incidentally, we mention that the simulation result displays a hint of what may be regarded as a “twin-tailed” wake. Such tail is a peculiarity of the El Gordo cluster, sought to be reproduced in simulations by Molnar & Broadhurst (2015) using an adaptive mesh code. In those simulations, one part of the wake was understood to be tidally stretched gas, and the other, a projection of the compressed gas front. Evidently it was not our aim to obtain this detailed feature, but it is interesting to notice that this emerges in major merger simulations, under certain circumstances.

3.3 Temperature

From the simulation output, we can evaluate certain quantities that are directly comparable to available observational results, but we may also inspect simulated properties which may be currently undetectable in the observed data. If we measure the average temperatures only in the regions corresponding to the peaks of X-ray emission, we obtain central values of roughly \( T \sim 8 \) keV for both clusters. This is in sufficient agreement with the results of David & Kempner (2004), and is consistent with what one would expect for haloes of such virial masses, also bearing in mind that the gas densities in the same regions were already found to be very well matched. However, from the simulated temperature map, we notice a striking feature having no observational counterpart: two prominent bow shocks, where the shocked gas has been heated to very high temperatures. This is seen in Fig. 5. The shock fronts are not contiguous with the edges of the X-ray peaks. Rather, each shock front is ahead of the corresponding dark matter halo by a large distance. The outer faces of the shocked gas are to be found almost 1 Mpc ahead of the corresponding dark matter centroids. This means that they are located in regions of very low gas density and are advancing into the coldest parts of the ICM.

Such high temperatures and strong shocks are generally not observed, although they are not an unusual outcome in simulated cluster mergers. In A1758N no such shocks are detected. We explored several different combinations of initial velocities, impact parameters, etc, within physically plausible ranges. Given the virial masses and gas content of these clusters, we were unable to find models in which strong shocks were not present. Surely one cannot offer proof of the uniqueness of the solution in this type of problem. Nevertheless, a compelling case may be made in favor of this scenario – or ones broadly similar to it – given the features that it adequately reproduces, and given the plausibility of the orders of magnitude involved. Yet it seems difficult to escape the rise of strong bow shocks entailed by this kind of collision. If this model can be understood as a reasonable approximation of the circumstances of A1758N, then one must attempt to reconcile its predictions with the absence of detected shocks. The alternative approach would require somehow obtaining a model in which two clusters of \( \sim 5 \times 10^{14} \, M_{\odot} \) and \( \sim 8 \) keV interpenetrate without giving rise to shock-heated gas. We favour the picture in which strong shocks did indeed take place, but have already expanded to the periphery of the cluster, where they may elude detection. Note again that photon counts are nearly non-existent in the outskirts of both the mock X-ray image (Fig. 1c) and the Chandra observation (Fig. 1b).

Using Chandra data described above (Sec. 3.2), we have used the soft and hard band images to produce the observed hardness ratio (HR) image:

\[
HR = (\text{hard} - \text{soft}) / (\text{hard} + \text{soft})
\]

Therefore, a pixel in a HR image have values bounded in the interval \((-1, +1)\), i.e., from minimum hardness to maximum hardness. For a plasma emitting through bremsstrahlung process (such as the intracluster gas), the hardness will be proportional to the temperature. In this sense, the hardness ratio map is a quick route to obtain an approximate temperature map of the intracluster gas (as done by, e.g., Laganá et al. 2010; Andrade-Santos et al. 2013).

In Fig. 6, left panel, we show the HR image of A1758N with a roughly similar colour table as the simulated temperature map shown on the right panel. At low count rate, the HR to temperature relation is not reliable since the data becomes dominated by the X-ray and particle background. Therefore, we have masked out the region with low, background corrected, count rate, 0.6 and 0.8 count/pixel² for the soft and hard band, respectively (1 pixel = 1.968 arcsec).

Comparing both panels of Fig. 6 we note a rough simi-
ity, but also some differences. One cannot expect a pixel-by-pixel equivalency between simulated and observed data in such comparisons, let alone in the case of the temperature. Still, this procedure gives a qualitative idea of what would be seen, at least in some broad sense of hot regions versus cold regions. Roughly speaking, the peaks of the X-ray would be located in the inner colder part, while the warmer gas is seen in the outer parts of this field.

The fact remains that the predicted high temperatures associated with strong shocks are not observed in this cluster, even though several other features are adequately matched. This discrepancy could conceivably be due to shortcomings of the simulation, of the observation, or both. From the simulation side, there could be numerical reasons such as dependence on resolution or dependence on the hydrodynamics algorithm. However, increasing the number of particles does not weaken the shock. The limitations of the hydrodynamics algorithm, however, are less clear. SPH is known to have difficulty in capturing fluid instabilities under certain regimes (see e.g. Agertz et al. 2007). Adaptive Mesh Refinement (AMR) is the other commonly used technique and it has its own difficulties, such as following small regions that move with high velocity (Springel 2010), but it is known to offer better resolution at capturing shocks. In fact, Agertz et al. (2007) carried out systematic comparisons between SPH and AMR codes, using the test problem of a gas cloud moving through a gaseous medium. They show that in grid codes, the cloud tends to be more susceptible to fragmentation, whereas in SPH codes it tends to remain more cohesive. If the instabilities are not well captured in SPH, perhaps the insufficient mixing between the ICM gas of the two clusters could result in overestimated shocks. A thorough analysis of these issues is, however, beyond the scope of the present work. Even if the hydrodynamics algorithm and the resolution are both reliable, there could conceivably be some relevant physical processes in the real cluster that were not included in the simulation (magnetic fields, cooling, the effects of turbulence, non-thermal processes, etc). This type of binary collision is a highly idealized model, and the many simplifications were listed in Section 2. For example, real cluster mergers and cosmological simulations both have more complex flows due to the presence of substructure, which is absent in binary collisions. One of the difficulties of speculating on the lack of additional physics is that – if there is some indispensable physical mechanism that is absent – it would have to be some process capable of bringing substantial change on the largest scales.

Lastly, the inclination angle could possibly influence the projected temperatures. When the orbital plane of the merger is perpendicular to the line of sight, this gives the highest temperatures at the shocks. That is because the layers of shock-heated gas are seen as ‘edge-on’ as possible. Under an inclination, this hot gas is projected onto a larger area together with cooler gas from the surrounding regions. Inclination then decreases the amplitude of the temperature jumps, meaning that the Mach numbers estimated from observations are usually to be taken as lower limits. In the case of our model of A1758N, however, there was no reason to adopt an inclination. Attempts revealed that the morphology was generally degraded, and for the small inclination angles that would be tolerable, the decrease in temperature was not sufficient to justify it.

### 3.4 Shock velocity

In Section 3.1, we saw that the relative velocity between the dark matter centroids is approximately 380 km s$^{-1}$ at $t = 1.7$ Gyr. Here we will see that the velocity of the shock wave is substantially higher at the same time. As explained by Springel & Farrar (2007) in the case of the Bullet Cluster, there is no obvious correspondence between the shock velocity and the velocity of the dark matter haloes. Indeed, as an extreme case of this behaviour, we find a very large shock velocity at an instant when the clusters are approaching the apocenter (i.e. vanishing relative velocity, along the radial coordinate). The shock wave propagates with a velocity that is different from the relative velocity between the two dark matter haloes, and furthermore this difference is time-dependent. In fact, as the collision progresses after the first core passage, the dark matter haloes slow down, falling behind, while the shock fronts continue to propagate outwards at high velocities. In retrospect, these two velocities are conceptually distinct and there would be no justification to presume them equal at all times. By analyzing a dedicated hydrodynamical simulation, Springel & Farrar (2007) estimated a shock velocity of $\sim 4500$ km s$^{-1}$ for the Bullet Cluster, nearly twice as fast as the motion of the mass centroids.

In our model of A1758N we find important shock waves propagating outwards, ahead of each of the clusters. The very fact that...
the shock fronts are already much further away than the dark matter haloes is in itself an indication that the shock advances faster than the dark matter haloes. At the $t = 1.7$ Gyr snapshot, each shock front (the outer surfaces of the shocked gas; Fig. 5) is almost 1 Mpc ahead of the respective halo centroid. From the simulation output, we have the necessary quantities to compute all relevant velocities. The following procedure is applied independently to the NW shock front and to the SE shock front. First we measure temperature profiles along the directions that intercept the shock fronts as perpendicularly as possible (the black arrows in Fig. 5). This is done at several time-steps before and after the $t = 1.7$ Gyr snapshot. The discontinuity in temperature is easily detectable, as the outer face of the shock, where temperature drops abruptly. Once the locations of these drops are known as a function of time, trivial numerical differentiation of the successive positions provides the velocities of the shock, where temperature drops abruptly. Once we know the effective shock velocities, the Mach numbers may be computed as:

$$M = \frac{v_s - u}{c_s} \quad (3)$$

where $c_s = \sqrt{\frac{\gamma k T}{\mu m_p}}$ is the sound speed of the pre-shock gas ($k$ is Boltzmann’s constant, $T$ is the temperature, $\mu$ is the mean molecular weight of the gas, and $m_p$ is the mass of the proton). The sound speed is thus obtained essentially by measuring the temperature of the upstream gas which is coming to meet the shock wave from the outside. We obtain, for NW and SE respectively, $u = -1440 \text{ km s}^{-1}$ and $u = -1462 \text{ km s}^{-1}$. Since $v_s$ is the velocity at which the shock front advances in the centre-of-mass rest-frame, and $u$ is the velocity of the upstream gas in the centre-of-mass rest-frame, $v_s - u$ is the effective velocity with which the shock front encounters the pre-shock gas.

Once we know the effective shock velocities, the Mach numbers may be computed as:

$$M = \frac{v_s - u}{c_s} \quad (3)$$

where $c_s = \sqrt{\frac{\gamma k T}{\mu m_p}}$ is the sound speed of the pre-shock gas ($k$ is Boltzmann’s constant, $T$ is the temperature, $\mu$ is the mean molecular weight of the gas, and $m_p$ is the mass of the proton). The sound speed is thus obtained essentially by measuring the temperature of the upstream gas which is coming to meet the shock wave from the outside. We obtain, for NW and SE respectively, $u = -1440 \text{ km s}^{-1}$ and $u = -1462 \text{ km s}^{-1}$. Since $v_s$ is the velocity at which the shock front advances in the centre-of-mass rest-frame, and $u$ is the velocity of the upstream gas in the centre-of-mass rest-frame, $v_s - u$ is the effective velocity with which the shock front encounters the pre-shock gas.

The pressures are given by the corresponding Rankine-Hugoniot jump condition (e.g. Landau & Lifshitz 1959):

$$\frac{P_2}{P_1} = \frac{5M^2 - 1}{4} \quad (4)$$

where the adiabatic index $\gamma = \frac{5}{3}$ was assumed. Using the Mach numbers obtained above, we find that the pressures must drop by factors of approximately $P_2/P_1 = 50$ and $P_2/P_1 = 56$ for NW and SE respectively. These amplitudes are plotted in Fig. 7, where they clearly match the pressure profiles measured in the simulation (along the black arrows in Fig. 5). The pressure profiles are measured within narrow cylinders that cross the shock front perpendicularly.

No such strong shocks are detected from the observational data, however. One should notice that the shocks in the simulation are located far away from the peaks of X-ray emission, in very low-density regions, where photon counts are expected to be extremely low (Fig. 1c). From the observational point of view, it is conceiv-
able that such features would be undetectable from the available data, for lack of a high-resolution temperature map covering a much larger area. David & Kempner (2004) reported no evidence of a shock front within 400 kpc of either subcluster in A1758N. In this regard, our simulated scenario is in full agreement: indeed the shocks are more than twice as far in the simulation and would not have been detected within 400 kpc. Our model also agrees with their conclusion that A1758N is in the late stages of the collision, as they correctly point out that the merger shocks have already passed through most of the cluster.

However, our simulation analysis departs from their interpretation of the strength of the shock, estimated as $M \lesssim 1.15$. This is a salient point that we attempt to reconcile here. David & Kempner (2004) estimate a pressure jump by a factor of only $1.4 \pm 0.3$ across the NW edge and conclude that the relative velocity between the two subclusters should be less than about $1600 \text{ km s}^{-1}$. That the velocity of the subclusters cannot be constrained in this way, has already been made clear by Springel & Farrar (2007) and by our analysis. As far as the interpretation of the pressure jump is concerned, we offer a possible argument that may connect the simulation output with what is available to be measured in the observational data.

If, in the simulation, we were to measure pressure profiles within the circular sectors marked in Fig. 8 – rather than at the actual location of the shocks –, we would obtain the results shown in Fig. 9. This exercise cannot be expected to accurately emulate the observational data points. Nevertheless, the smoothness of the curves in Fig. 9 may be used to argue in favor of the following interpretation: that it is conceivable that one might obtain pressure decrements of order unity if the regions used for measurements are immediately ahead of the X-ray peaks.

According to our model, the current dynamical stage of A1758N is such that the shock fronts are far removed from the dense inner regions. But this configuration does not need to hold true for any cluster merger. In fact, the Bullet Cluster itself is a good example of a merging cluster where deep X-ray observations do reveal a strong shock shortly after core passage. In their SPH simulation of the Bullet Cluster, Springel & Farrar (2007), for example, measured a temperature jump from $\sim 30 \text{ keV}$ to $\sim 10 \text{ keV}$ at the bow shock position. This was in good agreement with the projected temperature profile measured by Markevitch (2006). That may be regarded as a ‘strong’ shock, at least in the sense that the temperature of the shock-heated gas is substantially high. Yet, the resulting Mach number of $M \sim 3$ is not exceedingly large because the pre-shock gas is also quite warm, meaning that the temperature jump is not too large (and neither is the sound speed). However, in that model the best instant takes place 0.18 Gyr after core passage, a time when the bow shock is only $\sim 70$ kpc ahead of the bullet centroid, i.e. still within a high-density region, where X-ray emission is relatively abundant. Perhaps a similar situation should be expected for the El Gordo cluster, which is generally regarded as a high-redshift analog of the Bullet Cluster. Some simulations of the El Gordo merger have been carried out (Donnert 2014; Molnar & Broadhurst 2015), but no detailed study of its shock and Mach number has been performed yet.

The absolute ages (or mass centroid separations) of different cluster mergers should not be directly compared, because the time scales depend on the dynamics of each system. Nevertheless, one could expect in general that the detectability of shock fronts must ultimately depend on the emissivity (i.e. essentially gas density) of the region where the bow shock is currently located. Then, there might be three reasons why such detections are relatively rare. First, a massive cluster is needed to obtain a strong shock. Second, it must be observed shortly after core passage to ensure sufficient X-ray emission. Third, the orbital plane should be close to the plane of the sky not to weaken the temperature jump in projection. Each of these requirements is separately unlikely: massive clusters are less abundant than low-mass ones; core passage is the moment of highest velocity, thus the time spent near the pericenter is short; and all orientations are possible, although a range of small inclinations is tolerable. According to our model, A1758N would seem to satisfy only the first and the third requirements.

4 DISCUSSION AND SUMMARY

We have offered one possible scenario for the merging event of A1758N. In our best model, two massive galaxy clusters – of $\sim 5 \times 10^{14} M_\odot$ each – undergo an off-axis collision. Our model recovers the general morphological feature that in one of the clusters the X-ray and mass peaks coincide, while in the other gas and dark matter are offset. This model accounts for several observed features, namely the current separation between the mass peaks, the global X-ray morphology, central gas densities and central gas temperatures. This scenario also entails the existence of two prominent bow shocks, which are not detected from currently available observations. It also introduces an apparently high shock velocity. Nevertheless we argue in favor of the plausibility of such a velocity, given the parameters of the merger. If this scenario can be understood to be a fair representation of A1758N’s history, then one must attempt to reconcile its predictions with the observations.

Starting from an initial separation of 3 Mpc, with impact parameter $b = 250$ kpc and relative velocity $v_0 = -1500 \text{ km s}^{-1}$, the clusters pass by each other at a pericentric distance of only about 60 kpc. Although the off-axis nature of the encounter might appear inexpressive, as suggested by such a small pericentric distance, in reality the angular momentum of the system – set by the initial conditions – is quite sufficient to bring about the necessary degree of asymmetry in the final configuration. The small pericentric distance would also suggest an important deflection angle of the trajectories in the case of point masses, but given the extended nature of the simulated objects, the deflection is in fact as small as $15^\circ$. One should also note that the $v_0$ employed is somewhat lower than the velocity of the zero-energy orbit. This means that this collision can hardly be said to be particularly violent, at least in terms of the relative velocity of the clusters. Approximately 0.4 Gyr after the first central passage, the clusters reach the required separation of 750 kpc, by which time they have decelerated almost to the returning point. Their relative velocity is then $380 \text{ km s}^{-1}$ and they are slowing down to approach the apocenter.

The morphology of the ICM is the most challenging feature to reproduce, specially while simultaneously satisfying all the other observational constraints. In our model, the broad curved shape of the X-ray emission is recovered, as well as the necessary offset between gas and dark matter in one of the clusters. The secondary X-ray peak does not appear as distinctly intense in the visualizations, but quantitatively, the measured gas densities in the simulations agree well with the values from David & Kempner (2004). Our preferred model has no inclination with respect to the line of sight, i.e. the plane of the orbit coincides with the plane of the sky. This is so for the simple reason that no relevant morphological improvement was obtained by projecting the simulation under different angles. Nevertheless, small inclinations of $i \lesssim 20^\circ$ could produce
similarly acceptable results. This would accommodate a line-of-sight relative velocity of up to \( \sim 130 \text{ km s}^{-1} \).

The inner temperatures of approximately \( T \sim 8 \text{ keV} \) for both clusters are well reproduced in or model. This is consistent with the masses of the clusters and with the fact that the gas densities were also in good agreement. However, the simulation implies the existence of shock-heated gas at high temperatures expanding towards the periphery of the cluster. This is not seen in the observations, however. In the simulation each shock wave has already propagated outward to very large distances, being found at nearly 1 Mpc away from the respective cluster centre. We argue that it is plausible that the high temperatures would be undetectable in the high-mass of the clusters and with the fact that the gas densities are nearly coming to a halt, while the shock front continues to advance with a substantial velocity. This illustrates again the roles played by numerical simulations of cluster mergers: not merely to model observed phenomena, but also to supply the means by which to correctly interpret observational results. We measured the Mach numbers dynamically, taking into account the infalling velocity of the upstream gas, and obtained \( M = 6.3 \) and \( M = 6.7 \). These are consistent with the amplitudes of the pressure jumps at the location of the shock front, corresponding to factors of about \( \sim 50 \) given by the Rankine-Hugoniot conditions. No such thing is seen in the observations. But to detect such pressure discontinuities, one would have to be able to estimate density and temperature across the region of the shock fronts, which are not detectable. In an attempt to reconcile the simulations model with what is actually available to be measured, we showed what would be the outcome of measuring pressures in the region immediately ahead of the X-ray peaks. The results show that the decrements would be of order unity, rather than \( \sim 50 \). Therefore, we argue in favor of the scenario where the shock fronts are very removed from the central regions, suggesting that if pressure discontinuities are sought in the vicinity of the X-ray peaks, it is not the actual shock front that will be found. From statistical studies of shock waves in cosmological simulations (e.g. Hoeft et al. 2008; Skillman et al. 2008), it is found that larger shock waves are more often found in low-density regions and tend to have larger Mach numbers. Conversely, smaller shock waves occur nearer the cluster centres, having lower Mach numbers. This trend, by the way, is consistent with the rarity of central radio relics (van Weeren et al. 2009; Skillman et al. 2008), it is found that larger shock waves are more often found in low-density regions and tend to have larger Mach numbers. Conversely, smaller shock waves occur nearer the cluster centres, having lower Mach numbers. This trend, by the way, is consistent with the rarity of central radio relics (van Weeren et al. 2009; Skillman et al. 2008). Given the specific circumstance of A1758N, our best model happened to be at a time when the shock fronts are already in distant regions, but in our simulations we generally see shocks passing through the cluster cores. However, their presence near the cores is short-lived, compared to the other phases of evolution.

We have offered one plausible scenario that is physically well-motivated and that satisfies a number of specific observational constraints. This scenario predicts properties of the shock front that cannot be detected with currently available data. It is of course possible to argue for the uniqueness of the solution we have proposed. One cannot rule out the possibility that alternative combinations of collision parameters might provide comparable or even better results.

From the simulation standpoint, one prospect would be to re-run these simulations with an AMR code, since that scheme is known to capture fluid instabilities more accurately. The results could then either corroborate the prediction of strong shocks in this model of A1758N, or else they could reveal weaker shocks, thereby suggesting the inadequacy of the SPH approach in modelling certain aspects of this kind of cluster merger. From the observational side, the issue of the detectability of strong shocks in the low-density periphery of the cluster remains challenging since we would need roughly between 800 ks to 1 Ms exposure to achieve the necessary signal-to-noise ratio at the shock region in order to map the temperature through the surface brightness hardness ratio.

With the simulation model presented here, we have shown that it is indeed possible to reproduce the very specific morphological features of A1758N by means of a major merger. In a forthcoming paper, we will provide improved estimates of the masses of each subcluster, derived from new gravitational weak lensing analysis. The new mass determinations will help fine-tune our dynamical model.
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