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Abstract—We characterize the achievable range of performance measures in product-form networks where one or more system parameters can be freely set by a network operator. Given a product-form network and a set of configurable parameters, we identify which performance measures can be controlled and which target values can be attained. We also discuss an online optimization algorithm, which allows a network operator to set the system parameters so as to achieve target performance metrics. In some cases, the algorithm can be implemented in a distributed fashion, of which we give several examples. Finally, we give conditions that guarantee convergence of the algorithm, under the assumption that the target performance metrics are within the achievable range.

I. INTRODUCTION

Many stochastic systems are modelled using Markov processes. Models range from communication systems, computer networks and data center applications to content dissemination systems and physical or social interactions processes [13], [17]. In particular, the framework of reversible Markov processes [12], [14] allows for an extensive analysis of such systems, often geared towards optimizing performance measures such as sojourn times, queue lengths and holding costs [2], [5], [23].

Instead of optimizing performance measures, we are interested in identifying which performance measures can be achieved. Any performance measure $\gamma$ for which there exist finite parameters $r^{\text{opt}}$ such that the performance of the system equals $\gamma$, is called an achievable target. The collection of achievable targets is called the achievable region. A parameter is anything that changes a transition rate, such as processing speeds, number of servers and job sizes.

In this paper, we describe which performance measures can be influenced in product-form networks [1], [11], [12], [14], given a list of configurable parameters. Our work makes explicit that the more configurable parameters one has, the more control one can exert on a system. We also identify the achievable region of these performance measures by assuming that parameters are unbounded, and that in this case the achievable region is a convex hull of a set of vectors. Which vectors there are in this set depends on which parameters there are, as well as which states there are in the state space $\Omega$.

Using our analysis of the achievable region, operators can know which performance measures the operator influences when changing parameters. By examining the achievable region of a system, an operator can furthermore know which performance measures are achievable. Supposing that an operator wants its system’s performance measures to equal a certain achievable target $\gamma$, we then proceed to show how the (distributed) online algorithm in [22] can be used to find $r^{\text{opt}}$. Related ideas on using online algorithms to optimize networks can be found in [19], [20], [21].

The online algorithm in [22] is a stochastic gradient algorithm [3], [6], [15], known to converge when operators can set parameters in a compact set and when operators choose appropriate step sizes and observation periods. We note however, that the conditions that guarantee convergence as described in [22] are insufficient when parameters are unbounded. The conditions need to be more stringent in order to avoid extreme parameter growth. We shall capitalize on the proof methodology presented in [22] in order to derive sufficient conditions to guarantee convergence with probability one for the application we have in mind here.

In related work, Jiang and Walrand [9], [10] developed a distributed online algorithm that tells nodes in CSMA/CA networks (transmitter-receiver pairs) how to set their activation rates so that their throughput equals a given target. They also identified the achievable region of the throughput under the assumption that activation rates can be unbounded. This paper generalizes and extends their results to the broad class of product-form networks.

This paper discusses two topics and is organized as follows. The first topic is the achievable region. We describe our model in II-A and identify the achievable region in II-B for several examples in II-C. We also provide an in-depth discussion as to how we identified the achievable region in II-D. The second topic is finding parameters such that the performance measure of the system attains some target value from within the achievable region. We describe how to use an online algorithm to find these parameters in III-A and we provide sufficient conditions to guarantee convergence in III-B. A proof that these conditions are sufficient is then given in III-C.

II. ACHIEVABLE REGION

Throughout this paper, we denote by $b_i$ the $i$-th element of vector $b$. When taking a scalar function of an $n$-dimensional vector $b$, we do this element-wise, i.e. $\exp(b) = (\exp(b_1), \ldots, \exp(b_n))^T$. If we have a $|\Omega|$-dimensional vector $b$ in which each element corresponds to some state $x \in \Omega$, we write $b_x$ for that element of $b$ that corresponds to state $x$. Similarly, we denote by $A_{i,j}$ the element in row $i$, column $j$ of matrix $A$. If rows and/or columns correspond to states
in $\Omega$, we write $A_{x,g}$ instead. Finally, we denote by $1_n$ the $n$-dimensional vector of which all elements equal one and by $e_{n,i}$ the $n$-dimensional vector with all of its element equaling zero except for a one in the $i$-th position.

A. Model description

Consider an irreducible, reversible Markov process $\{X(t)\}_{t \geq 0}$ on a finite state space $\Omega$ with generator matrix $Q \in \mathbb{R}^{|\Omega| \times |\Omega|}$. We consider cases where the Markov process models a system in which an operator can change one or more transition rates. We assume that an operator only changes transition rates in such a way that the process remains irreducible and reversible, and to avoid trivialities, we assume that there are $d > 0$ configurable transition rates. We call the logarithm of such a configurable transition rate a parameter $r_i$, where $i = 1, \ldots, d$, and collect all parameters in the vector $\mathbf{r} = (r_1, r_2, \ldots, r_d)^T$. In other words for $i = 1, \ldots, d$, there exist $x, y \in \Omega$ such that $r_i = \ln Q_{x,y}$.

Under these assumptions, the process has a steady-state distribution $\pi(\mathbf{r})$ that can be written in the product form

$$\pi(\mathbf{r}) = \frac{1}{Z(\mathbf{r})} \exp(\mathbf{A} \mathbf{r} + \mathbf{b}),$$

(1)

where $\mathbf{A} \in \mathbb{R}^{|\Omega| \times d}$ is a matrix, $\mathbf{r} \in \mathbb{R}^d$, $\mathbf{b} \in \mathbb{R}^{|\Omega|}$ are vectors and $Z(\mathbf{r}) = 1_{|\Omega|}^T \exp(\mathbf{A} \mathbf{r} + \mathbf{b})$ is the normalization constant. The matrix $\mathbf{A}$ tells us not only which, but also by how much parameters influence steady-state probabilities, while the vector $\mathbf{b}$ contains all kinds of other constants such as logarithms of rates that are no parameters of the systems.

When operators change parameters, the steady-state probability distribution changes. In particular, $\mathbf{A}^T \pi(\mathbf{r})$ changes, because the elements

$$(\mathbf{A}^T \pi(\mathbf{r}))_i = \sum_{x \in \Omega} A_{x,i} \pi_x(\mathbf{r}), \quad i = 1, \ldots, d,$$

(2)

are aggregates of steady-state probabilities. These aggregates typically have a physical interpretation. For example, if the service rates $\mu_i$ of queues $i = 1, \ldots, d$ in a closed Jackson network can be controlled and one defines $r_i = \ln \mu_i$, the right-hand side of (2) reduces to the (negative) mean number of customers in queue $i$. We come back to this and other examples later, and we then make the analysis explicit.

B. Achievable aggregate probabilities

Given some vector $\gamma \in \mathbb{R}^d$, we are interested in finding finite parameter values $\mathbf{r}^{\text{opt}}$ such that $\mathbf{A}^T \pi(\mathbf{r}^{\text{opt}}) = \gamma$. We call $\gamma$ our target. It is not a priori clear whether such values exist, but if they exist and if they are finite, we call the target achievable. In this paper, we identify a collection of target vectors that are achievable, which we call the achievable region $\mathcal{A}$.

Theorem 1. Any $\gamma \in \mathcal{A} = \{ \mathbf{A}^T \alpha | \alpha \in (0, 1)^{|\Omega|}, \alpha^T 1_{|\Omega|} = 1 \}$ is achievable.

Furthermore, if $\mathcal{B} \subset \mathbb{R}^n$ is an affine transformation, there exists finite $\mathbf{r}^{\text{opt}}$ such that $\mathcal{B} \mathbf{A}^T \pi(\mathbf{r}^{\text{opt}}) = \gamma'$ for all $\gamma' \in \{ \mathcal{B} \mathbf{A}^T \alpha | \alpha \in (0, 1)^{|\Omega|}, \alpha^T 1_{|\Omega|} = 1 \}$.

Note that $\mathcal{A}$ is the interior of the convex hull of all transposed row vectors of $\mathcal{A}$. This can be seen by writing

$$A^T \alpha = \sum_{i=1}^d (A^T \alpha)_i e_{d,i} = \sum_{i=1}^d A_{x,i} \alpha_x e_{d,i}$$

$$= \sum_{x \in \Omega} \alpha_x (\sum_{i=1}^d A_{x,i} e_{d,i}) = \sum_{x \in \Omega} \alpha_x A_{x}^T,$$

(3)

where $A_{x}^T$ denotes the row vector in matrix $A$ corresponding to state $x$. In the special case of modelling a CSMA/CA network, [9], [10] found that the achievable region of the throughput is the interior of the convex hull of all independent sets of an interference graph. We note that if we capture their system in our notation, $\mathcal{A}$ would have all independent sets of the interference graph as row vectors.

Before we prove Theorem 1 which is the topic of §II-D we discuss several examples to which Theorem 1 can be applied.

C. Examples

1) Finite-state birth-and-death process: Consider a birth-and-death process on $\Omega = \{0, 1, 2, \ldots, n\}$. When the system is in state $x \in \{0, 1, \ldots, n-1\}$, it goes to state $x+1$ after an exponentially distributed time with mean $1/\lambda_{x+1}$. Similarly, when the system is in state $x \in \{1, \ldots, n\}$, it goes to state $x-1$ after an exponentially distributed time with mean $1/\mu_x$.

The steady-state probability of observing the system in state $x \in \Omega$ is given by $\pi_x = Z^{-1} \prod_{i=1}^n \lambda_i / \mu_i$.

Suppose that we can change $\lambda_i$ for $i = 1, \ldots, n-1$ in this system. With $r_i = \ln \lambda_i$ we know that

$$\pi_x(\mathbf{r}) = \frac{1}{Z(\mathbf{r})} \exp\left( \sum_{i=1}^{x} r_i - \sum_{i=1}^{\infty} \ln \mu_i \right),$$

(4)

which corresponds to (1) for $A_{x,i} = 1[x \geq i]$ and $b_x = -\sum_{i=1}^{x} \ln \mu_i$.

For $i = 1, \ldots, n$, the right-hand side of (2) expresses the steady-state probability $P[X_i \geq i]$ and using Theorem 1 we can characterize its achievable region. While the achievable region of $P[X_i \geq i]$ and control thereof is interesting, we want to instead determine the achievable region of each steady-state probability $P[X_i = i]$. For this, we define a matrix $B \in \mathbb{R}^{n \times n}$ element-wise by setting $B_{x,c} = 1[r = c] - 1[r = c+1]$ for $r, c = 1, \ldots, n$. We can then use Theorem 1 to conclude that for any $\gamma \in (0, 1)^n$ such that $\sum_{i=1}^n \gamma_i = 1$, there exists $\lambda \in (0, \infty)^n$ so that $P[X_i = i] = \gamma_i$ for $i = 1, \ldots, n$. Note that in this example, one has enough (and appropriate) parameters to control the entire steady-state distribution.

2) Closed Jackson network: Consider a closed Jackson network with $d \in \mathbb{N}$ queues and $n \in \mathbb{N}$ permanent customers. A customer that leaves queue $i \in \{1, \ldots, d\}$, joins queue $j \in \{1, \ldots, d\}$ with probability $P_{i,j}$. Customers are served at queue $i$ with rate $\mu_i$. The state space is given by $\Omega = \{y \in \mathbb{N}^d | \sum_{i=1}^d y_i = n\}$, with $x_i$ the number of customers in queue $i$. The steady-state probability of observing state
In the case of scheme (ii), identify \( r_i = \ln \nu_i \) for \( i = 1, ..., K \), so that

\[
\pi_{(k,l)}(r) = \frac{1}{Z(r)} \exp \left( lr + \ln \left( \frac{n_i}{l} \right) \right),
\]

(8)

Again if we compare to (1), we see that \( A_{(k,l),i} = l \mathbf{1}[k = i] \) and \( b_{(k,l)} = \ln \left( \frac{n_i}{l} \right) \). Furthermore, (2) is to be interpreted as the steady-state average number of active class-\( i \) nodes, where \( i = 1, ..., k \). Using Theorem 1 we conclude that for every

\[
\gamma \in \left\{ \sum_{i=1}^{K} n_i \alpha_{i,l} e_i | \alpha \in (0,1)^{[\Omega]}, \alpha^T \mathbf{1}_{[\Omega]} = 1 \right\}
\]

(9)

there exists a \( \nu \in (0,\infty)^K \) such that \( \sum_{i=1}^{K} \nu_i = \gamma_i \) for \( i = 1, ..., K \). We see that by choosing \( \nu \) appropriately, the average number of active nodes of every class can be controlled. As expected, more control can be exerted on the network with scheme (ii) than with scheme (i).

The achievable region given in (9) can intuitively be understood as follows. When precisely one element of \( \nu \) becomes extremely large, say \( \nu_k \to \infty \), all class-\( k \) nodes are active almost always and the average number of active nodes would be \( n_k \nu_k \). If two or more elements become extremely large, say \( \nu_{k_1}, \nu_{k_2} \to \infty \), a large number of class-\( k_1 \) and class-\( k_2 \) nodes would be active for a large fraction of time (but never simultaneously). The average number of active nodes is then a weighted average of \( n_k \nu_k \).

D. Proof of Theorem 1

In this section, we prove Theorem 1. Our method is based on [9], [10], where the achievable region of the throughput of nodes (transmitter-receiver pairs) in a CSMA/CA network has been determined. We apply the approach to the broader class of product-form networks and provide all necessary adaptations, which leads to Theorem 1. A proof sketch is as follows. First, we construct a convex minimization problem in \( r \) for every vector \( \alpha \in (0,1)^{[\Omega]} \) such that \( \mathbf{1}^T \alpha = 1 \). This minimization problem is constructed such that in the minimum located at \( r^{\text{opt}} \), \( \mathbf{A}^T \pi(r^{\text{opt}}) = \mathbf{A}^T \alpha = 1 \). Next, we show that strong duality holds and that the dual problem of our
minimization problem attains its optimal value. This then implies that the target \( \gamma = A^T \alpha \) is achievable.

We now proceed with the proof. Let \( \ln x = (\ln x_1, \ldots, \ln x_n)^T \) for \( x \in \mathbb{R}^n \) and define the log-likelihood function \( u(r) = -\alpha^T \ln \pi(r) \), with \( \alpha \in (0, 1)^{|\Omega|} \) and \( 1^T \alpha = 1 \). After substituting (1), we find that
\[
    u(r) = \ln Z(r) - \alpha^T (Ar + b), \tag{10}
\]
Let \( g(r) = \nabla_r u(r) \) with \( \nabla_r = (\partial/\partial r_1, \ldots, \partial/\partial r_d)^T \), so that
\[
    g(r) = A^T \pi(r) - A^T \alpha. \tag{11}
\]

The log-likelihood function in (10) has the aforementioned properties that we are interested in.

**Proposition 1.** The function \( u(r) = -\alpha^T \ln \pi(r) \) has the properties that (i) \( \inf_{r \in \mathbb{R}^d} u(r) \geq 0 \), (ii) \( u(r) \) is continuous in \( r \), (iii) \( u(r) \) is convex in \( r \) and (iv) at the critical point \( r^{\text{opt}} \) for which \( g(r^{\text{opt}}) = 0 \), \( A^T \pi(r^{\text{opt}}) = A^T \alpha \).

**Proof.** (i) By irreducibility, we have that \( \pi_x > 0 \) for all \( x \in \Omega \). Because \( \alpha_x > 0 \) for all \( x \in \Omega \), \( \inf_{r \in \mathbb{R}^d} u(r) = \inf_{r \in \mathbb{R}^d} -\alpha^T \ln \pi(r) \geq 0 \). (ii) Being a composition of continuous functions in \( r \), \( u(r) \) is continuous in \( r \). (iii) Being a composition of a convex log-sum-exp function \( v(s) = \ln (\sum_{x \in \Omega} \exp s_x) - \alpha^T s \) and an affine transformation \( Ar + b \), \( u(r) = v(Ar + b) \) is convex in \( r \) [4]. (iv) This follows after equating (11) to 0. \( \square \)

We next prove that there exists a finite \( r^{\text{opt}} \) for which \( g(r^{\text{opt}}) = 0 \). Using Proposition 1, we conclude that if such a vector exists, then \( A^T \pi(r^{\text{opt}}) = A^T \alpha \). In other words, the target vector \( A^T \alpha \) is attained by setting \( r = r^{\text{opt}} \).

Consider the following optimization problem, which we call the primal problem.

\[
    \begin{align*}
    \text{maximize} & \quad -\beta^T \ln \beta + (\beta - \alpha)^T b, \\
    \text{over} & \quad \beta \in (0, 1)^{|\Omega|}, \\
    \text{subject to} & \quad A^T \beta = A^T \alpha, 1^T \beta = 1. \tag{12}
    \end{align*}
\]

It has been constructed in such a way that its dual is the minimization of \( u(r) \) over \( r \). This is by design, and we will use and prove this throughout the remainder of this section. We note first that (12) differs from the minimization problem considered in [9], [10], in that there is a second term \( (\beta - \alpha)^T b \) necessary to capture the broader class of product-form networks and to allow for the selection of parameters.

Before we can prove that the minimization of \( u(r) \) over \( r \) is indeed the dual to (12), we need to verify that strong duality holds.

**Lemma 1.** Strong duality holds.

**Proof.** Slater’s condition [4] tells us that strong duality holds if there exists a \( \beta \) such that all constraints hold. Considering \( \beta = \alpha \) completes the proof. \( \square \)

Strong duality implies that the optimality gap is zero, specifically implying that if (12) has a finite optimum, its dual also attains a finite optimum.

**Proposition 2.** The optimal value of the dual problem is attained.

**Proof.** Assume that the optimal solution \( \chi \) of (12) is such that \( \chi_x = 0 \) for all \( x \in \mathcal{I} \). Being the optimal solution, \( \chi \) must be feasible. Recall that \( \alpha \) is feasible by assumption. Any distribution on the line that connects \( \alpha \) and \( \chi \) is therefore also feasible. When moving from \( \chi \) towards \( \alpha \), the change of the objective function in (12) is proportional to
\[
    (\alpha - \chi)^T \nabla_\beta (-\beta^T \ln \beta + (\beta - \alpha)^T b) \big|_{\beta = \chi} = (\alpha - \chi)^T (-\ln \chi - 1 + b). \tag{13}
\]
For \( x \notin \mathcal{I} \), \( \chi_x > 0 \) so that \( -\ln \chi_x - 1 + b_x \) is finite. For \( x \in \mathcal{I} \), \( \chi_x > 0 \) so that (13) equals \( \infty \) (recall that \( \alpha_x > 0 \) for all \( x \in \Omega \)). This means that the objective function increases when moving \( \beta \) away from \( \chi \) towards \( \alpha \). It is therefore not possible that \( \chi \) is the optimal solution, contradicting our assumption.

The optimal solution must be such that \( \beta_x > 0 \) for all \( x \in \Omega \). This implies that \( -\beta^T \ln \beta + (\beta - \alpha)^T b < \infty \) and using Slater’s condition [4], we find that the optimal value of the dual problem is attained. \( \square \)

Strong duality also implies that there exist finite dual variables so that the Lagrangian is maximized. These dual variables turn out to be precisely \( r^{\text{opt}} \). So what remains is to show that the dual problem to (12) is indeed the dual problem of (12) is

**Proposition 3.** The dual problem to (12) is

\[
    \begin{align*}
    \text{minimize} & \quad u(r), \\
    \text{over} & \quad r \in \mathbb{R}^d. \tag{14}
    \end{align*}
\]

**Proof.** By strong duality, we know that there exist finite dual variables \( r^{\text{opt}} \in \mathbb{R}^d \), \( w^{\text{opt}} \in [0, \infty)^{|\Omega|} \) and \( z^{\text{opt}} \in \mathbb{R} \) such that the Lagrangian
\[
    L(\beta; r^{\text{opt}}, w^{\text{opt}}, z^{\text{opt}}) = -\beta^T \ln \beta + (\beta - \alpha)^T b \\
    + (A^T \beta - A^T \alpha)^T w^{\text{opt}} + \beta^T w^{\text{opt}} + (1^T \beta - 1) z^{\text{opt}} \tag{15}
\]

is maximized by the optimal solution \( \beta^{\text{opt}} \). By complementary slackness, \( w^{\text{opt}} = 0 \). Because \( \beta^{\text{opt}} \) maximizes the Lagrangian,
\[
    \nabla_\beta L(\beta^{\text{opt}}; r^{\text{opt}}, w^{\text{opt}}, z^{\text{opt}}) = -\ln \beta^{\text{opt}} - 1 \tag{16}
\]
\[
    + b + Ar^{\text{opt}} + z^{\text{opt}} 1 = 0.
\]

This equation can be solved for \( \beta^{\text{opt}} \), resulting in \( \beta^{\text{opt}} = \exp ((z^{\text{opt}} - 1)1 + Ar^{\text{opt}} + b) \). The constant \( z^{\text{opt}} \) follows from the normalizing condition \( 1^T \beta = 1 \), implying that
\[
    z^{\text{opt}} = \frac{1}{Z(r^{\text{opt}})} \exp (Ar^{\text{opt}} + b), \tag{17}
\]
where \( Z(r^{\text{opt}}) = 1^T \exp (Ar^{\text{opt}} + b) \).
Because $\beta^{\text{opt}}$ is the optimal solution, we have that
$$
\max_{\beta \in (0, 1)^{[n]}} L(\beta; r^{\text{opt}}, u^{\text{opt}}, z^{\text{opt}}) = L(\beta^{\text{opt}}; r^{\text{opt}}, u^{\text{opt}}, z^{\text{opt}}) = -\beta^{\text{opt}}^T \ln \beta^{\text{opt}} + (\beta^{\text{opt}} - \alpha) b + (A^T \beta^{\text{opt}} - A^T \alpha)^T r^{\text{opt}} = -\beta^{\text{opt}}^T (\ln \beta^{\text{opt}} - \alpha r^{\text{opt}} - b) - \alpha^T (\alpha r^{\text{opt}} + b) = \ln Z(r^{\text{opt}}) - \alpha^T (\alpha r^{\text{opt}} + b) = u(r^{\text{opt}}).
$$
(18)

Because $\beta^{\text{opt}}$ and $r^{\text{opt}}$ solve the primal problem (12), $\beta^{\text{opt}}$ is the solution of $\min_{\beta \in [0, 1)^{[n]}} u(r)$. This concludes the proof of Theorem 1.

III. ALGORITHM

Having identified the achievable region in II we now turn to developing an algorithm that finds $\beta^{\text{opt}}$. For this, we modify a (distributed) online algorithm developed and discussed in [22].

A. Description

We apply the algorithm to the objective function $u(r) = -\alpha^T \ln p(r)$, where $\alpha \in (0, 1)^{[n]}$ is such that $1^T \alpha = 1$ and $A^T \alpha = \gamma$. When $\gamma$ is achievable, we know that such a distribution exists by Theorem 1. From Proposition 1 we see that $u(r)$ is convex in $r$ and that the gradient $\nabla_r u(r) = A^T \pi(r) - \gamma$. In its unique critical point $r^{\text{opt}}$ where $\nabla_r u(r^{\text{opt}}) = 0$, we indeed have that $A^T \pi(r^{\text{opt}}) = \gamma$. The algorithm will find this critical point.

The algorithm is as follows. Let $0 = t[0] < t[1] < ...$ and take initial parameters $r = R[0]$. At time $t[n + 1]$, marking the end of observation period $n + 1$, calculate
$$
\hat{\Pi}^{[n + 1]} = 1 \prod_{t[n + 1] = t[n]} \int_{Z[t]}(t = x) dt
$$
(19)

for every state $x \in \Omega$. Here, $\{Z[t](t)\}_{t[n] \leq t \leq t[n + 1]}$ is a time homogeneous Markov process, which starts in $Z[n] = Z[n]$, and evolves according to the generator of $\{X(t)\}_{t \geq 0}$ that corresponds to parameters $R[n]$. Then update all parameters by setting
$$
R^{[n + 1]} = [R[n] - a[n + 1](A^T \Pi^{[n + 1]} - \gamma)]^\mathcal{R}
$$
(20)

Here, $a[n + 1]$ denotes the step size and the truncation $[r]^\mathcal{R}$ is component-wise defined as
$$
[r]^\mathcal{R} = \max\{R_i^{\min}, \min\{R_i^{\min}, r_i\}\}
$$
(21)

for $\mathcal{R} = [R_i^{\min}, R_i^{\max}] \times ... \times [R_d^{\min}, R_d^{\max}]$, which denotes the set of available parameter values.

Conditions on $a[n]$ and $f[n]$ that ensure convergence of (20) can be found in [22], but only when $0 < R_d^{\max} - R_d^{\min} < \infty$ for $i = 1, ..., d$. Determining the achievable region for this set of available parameters requires solving a potentially NP-hard inversion problem [18]. Instead, we would like to use Theorem 1 but Theorem 1 only holds under the assumption that $[R_i^{\min}, R_i^{\max}] = \mathbb{R}$ for $i = 1, ..., d$.

We therefore need to establish new conditions on $a[n]$ and $f[n]$ that ensure convergence for the case that $\mathcal{R} = \mathbb{R}^d$. Such conditions can be found by modifying the proof in [22, §IV], which is the topic of the remainder of this section.

B. Conditions for convergence

When $\mathcal{R} = \mathbb{R}^d$, we write
$$
R^{[n + 1]} = R[n] - a[n + 1](A^T \Pi^{[n + 1]} - \gamma).
$$
(22)

For the algorithm in (22), we will prove the following result.

Theorem 2. The sequence $R[n]$ generated by the online algorithm (22) converges to the optimal solution $r^{\text{opt}}$ with probability one, if $a[n]$, $e[n]$ and $f[n]$ are such that

(i) $\sum_{n=1}^{\infty} a[n] = \infty$, $\sum_{n=1}^{\infty} (e[n])^2 < \infty$,

(ii) $\sum_{n=1}^{\infty} a[n] (\sum_{m=1}^{n-1} a[m]) (e[n] + \exp(c_2 \sum_{m=1}^{n-1} a[m]) - c_3 c_4^2 \exp(-c_4 \sum_{m=1}^{n-1} a[m])) < \infty$ for all $c_2, c_3$,

In Proposition 4 we give two sets of sequences $a[n]$, $e[n]$ and $f[n]$, labelled (a) and (b), such that conditions (i) and (ii) hold in Theorem 2. The proofs that these sequences indeed satisfy the conditions are deferred to Appendix A. The choices made for the step sizes and observation periods in (a) are based on similar ideas as in [9], [10]. Note however that conditions (i) and (ii) differ from the conditions in [9], [10], and the verification that (i) and (ii) hold is therefore different.

Proposition 4. Conditions (i) and (ii) in Theorem 2 hold for

(a) $a[n] = (n \ln(n + 1))^{-1}$, $e[n] = n^{-\alpha/2}$ and $f[n] = n^{-\delta}$ where $\alpha > 0$ and $\delta > 1 + \alpha$, and

(b) $a[n] = n^{-1}$, $e[n] = (n^{\alpha/2} \sum_{m=1}^{n-1} m^{-1})^{-1}$ and $f[n] = (\ln n + 1)^{-2n^{-\delta}}$ where $\alpha > 0$ and $\delta > 1 + \alpha + c_4 = 1 + c_6 (1 + 2 \max_{i \in \Omega} \|A_i\|_1)$.

C. Convergence proof

We start by defining the error bias $B[n] = E[\hat{G}[n] - F[n-1]] - G[n]$ and zero-mean noise $E[n] = G[n] - E[\hat{G}[n] - F[n-1]]$, respectively. Here, $F[n-1]$, $Z^{[n]}$, $\hat{Z}^{[n]}$, $A_i^{[n]}$, where $Z^{[n]} = (R^{[0]}, 0, X(t[n]))$ and $Z^{[n]} = (\hat{G}^{[n]}, R^{[n]}, X(t[n]))^T$ for $n \geq 1$. We will proceed to use Lemma 2 proven in [22, §4.1].

Lemma 2. The sequence $R[n]$ generated by either online algorithm (20) or (22) converges to the optimal solution $r^{\text{opt}}$ with probability one, if the summation $\sum_{n=1}^{\infty} a[n] E[|B[n]T (R[n] - r^{\text{opt}})| F[n-1]|] < \infty$ with probability one and if, for every $\epsilon > 0$, there exists $m_0 \in \mathbb{N}$ so that for any $n \geq m \geq m_0$,

(i) $\sum_{j=m}^{n} a[j] B[j]T (r^{\text{opt}} - R[j-1]) \leq \epsilon$ and

(ii) $\sum_{j=m}^{n} a[j] E[j]T (r^{\text{opt}} - R[j-1]) \leq \epsilon$

with probability one.

Proving Theorem 2 thus boils down to verifying the conditions in Lemma 2 for (22). This is however more complicated than for (20), which has been done in [22, §IV-B]. This is because it is possible for a component of $R^{[n+1]}$ to run off to $\pm \infty$. Fortunately, because $\|\nabla_r u(r)\| \leq c_g = \|\Omega\| d \max_{x \in \Omega} |A \xi|$ [22, §III-B], the rate at which the algorithm can be bounded.
Lemma 3. For $n \in \mathbb{N}$ and $i = 1, \ldots, d$, $|R_i^{[n]}| \leq |R_i^{[0]}| + c_{\varepsilon} \sum_{m=1}^{n} a^{[m]}$. 

Proof. Fix $n \in \mathbb{N}$ and use the triangle inequality repeatedly to obtain

$$|R_i^{[n]}| = |R_i^{[n-1]} - a^{[n]}G_i^{[n]}| \leq |R_i^{[n-1]}| + a^{[n]}|G_i^{[n]}|$$

$$\leq |R_i^{[0]}| + \sum_{m=1}^{n} a^{[m]}|G_i^{[m]}| \leq |R_i^{[0]}| + c_{\varepsilon} \sum_{m=1}^{n} a^{[m]}.$$  \hspace{1in} (23)

This completes the proof. \hfill \Box

We now turn to verifying Lemma 2. To do so, we consider the error bias and zero-mean noise separately, similar to [22, \S IV-B].

1) Error bias: Using Lemma 3 we find that

$$\sum_{n=1}^{\infty} a^{[n]} |E[B^{[n]}T(R^{[n-1]} - r^{\text{opt}})|F^{[n-1]}]|$$

$$\leq \sum_{n=1}^{\infty} \sum_{i=1}^{d} E[B_i^{[n]}]|F^{[n-1]}| |R_i^{[n-1]} - r_i^{\text{opt}}|$$

$$\leq \sum_{n=1}^{\infty} \sum_{i=1}^{d} |B_i^{[n]}|( |R_i^{[n-1]}| + |r_i^{\text{opt}}|)$$

$$\leq \sum_{n=1}^{\infty} \sum_{i=1}^{d} |B_i^{[n]}|( |R_i^{[0]}| + |r_i^{\text{opt}}| + c_{\varepsilon} \sum_{m=1}^{n-1} a^{[m]} )$$

$$\leq \max_{i=1,\ldots,d} \left( |R_i^{[0]}| + |r_i^{\text{opt}}| \right) \sum_{n=1}^{\infty} a^{[n]} \sum_{i=1}^{d} |B_i^{[n]}|$$

$$\leq \frac{C_1}{2} \sum_{x \in \Omega} \mathbb{E}[\Pi_x^{[n]} - \pi_x(R^{[n-1]})|F^{[n-1]}]$$  \hspace{1in} (24)

This expression is similar to [22, Eq. (36)], but applies to algorithm (22) instead of algorithm (20). Next, we turn to bounding $|B_i^{[n]}|$ from above. Expression [22, Eq. (37)] says

$$|B_i^{[n]}| \leq \frac{C_1}{2} \sum_{x \in \Omega} \mathbb{E}[\Pi_x^{[n]} - \pi_x(R^{[n-1]})|F^{[n-1]}]$$  \hspace{1in} (25)

and still holds in the present case, because $|g_i(\mu) - g_i(\nu)| \leq 2 \max_{x, i} \{|A_{x,i}|\}||\mu - \nu||_{\text{var}} = c_i ||\mu - \nu||_{\text{var}}$ for $i = 1, \ldots, d$ [22, \S III-B]. When using algorithm (22), however, we cannot proceed and apply [22, Lemma 7]. Instead, we will use Lemma 4 the proof of which can be found in Appendix B.

We derive Lemma 4 using a large deviations result in [7], and we note that it is related to the mixing time of the underlying stochastic process, see also [16, Thm. 12.4].

Lemma 4. There exist $c_1, c_2, c_3, c_4 \in (0, \infty)$, so that for $e^{[n]} \in [0, 1]$ and $x \in \Omega$,

$$\mathbb{P}[\Pi_x^{[n]} - \pi_x(R^{[n-1]})] \geq e^{[n]}$$

$$\leq c_1 \exp \left( c_2 \sum_{m=1}^{n} a^{[m]} - c_3 \frac{(e^{[n]})^2}{f^{[n]}} \exp \left( -c_4 \sum_{m=1}^{n} a^{[m]} \right) \right).$$

Similar to [22, Eq. (38)], we conclude that

$$|B_i^{[n]}| \leq \frac{C_1}{2} \mathbb{E}[\Pi_x^{[n]} - \pi_x(R^{[n-1]})|F^{[n-1]}]$$

$$\exp \left( c_2 \sum_{m=1}^{n} a^{[m]} - c_3 \frac{(e^{[n]})^2}{f^{[n]}} \exp \left( -c_4 \sum_{m=1}^{n} a^{[m]} \right) \right).$$

Substituting (27) into (24), we conclude that

$$\sum_{n=1}^{\infty} a^{[n]} |E[B^{[n]}T(R^{[n-1]} - r^{\text{opt}})|F^{[n-1]}]| < \infty$$

with probability one if $a^{[n]}, e^{[n]}$ and $f^{[n]}$ are such that

$$\sum_{n=1}^{\infty} a^{[n]} \left( \sum_{m=1}^{n-1} a^{[m]} \right) (e^{[n]} +$$

$$\exp \left( c_2 \sum_{m=1}^{n} a^{[m]} - c_3 \frac{(e^{[n]})^2}{f^{[n]}} \exp \left( -c_4 \sum_{m=1}^{n} a^{[m]} \right) \right) < \infty,$$

which completes the proof of Theorem 2.

IV. CONCLUSION

We have identified the achievable region for Markov processes with product-form distributions when an operator can control one or more parameters (transition rates) of the system. The shape and size of the achievable region was shown to be intimately related with the state space and the parameters that can be controlled. Loosely speaking, the larger the state space is, the more configurable parameters there are, the more performance measures there are that can be achieved.

Future work may be aimed at relating the achievable region to parameter domains. In the present work we assumed that parameters can be arbitrarily set, while in practice operators can only choose parameters from a compact set.

We also described how to use a (distributed) online algorithm from [22] to find parameters such that the performance measure of the system equals any target performance measure taken from the achievable region. This required broadening the scope of applicability of the online algorithm in [22], because the shape of the achievable region is only known to us when transition rates are unbounded. By capitalizing on and generalizing an existing proof methodology [22], we have provided sufficient conditions that guarantee convergence of the algorithm when an operator can arbitrarily set parameters. Because parameter values were now assumed unbounded, the conditions on the step sizes $a^{[n]}$ and observation frequencies $f^{[n]}$ had to be more stringent in order to lessen the risk of extreme parameter growth.

Further research on the algorithm may be aimed at studying the necessity of such stringent conditions. Less stringent conditions possibly allow for increased convergence speeds. To further substantiate this, a better understanding is required of the delicate interplay between the mixing times and the convergence properties of the algorithm.
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APPENDIX

A. Proof of Proposition [2]

First define \( L[n] = \sum_{m=1}^{n} (m \ln (m + 1))^{-1} \) and \( H[n] = \sum_{m=1}^{n} m^{-1} \).

Let \( a[n], e[n] \) and \( f[n] \) be as in (a). Condition (i) is satisfied, because \( \sum_{n=1}^{\infty} a[n] = \sum_{n=1}^{\infty} (n \ln (n + 1))^{-1} \geq \sum_{m=2}^{\infty} (m \ln m)^{-1} = \infty \) and \( \sum_{n=1}^{\infty} (a[n])^2 = \sum_{n=1}^{\infty} m^{-2} < \infty \). Next, we examine condition (ii). Note that

\[
\sum_{n=1}^{\infty} a[n] \left( \sum_{m=1}^{n} m^{-1} \right) e[n] \leq \sum_{n=1}^{\infty} H[n] \frac{H[n-1]}{n! + \alpha/2 \ln (n + 1)} \tag{30}
\]

is finite, because \( H[n-1] \leq (n - 1) + 1 \leq (n + 1) + 1 \) for all \( n \geq 2 \) and \( \alpha > 0 \). We still need to check whether

\[
\sum_{n=1}^{\infty} \left( \sum_{m=1}^{n} m^{-1} \right) \exp(c_2 \sum_{m=1}^{n} a[m] - c_3 \frac{(e[n])^2}{f[n]}) \times \exp \left( -c_4 \sum_{m=1}^{n} a[m] \right) = \sum_{n=1}^{\infty} \frac{L[n-1]}{n \ln (n + 1)} \exp(c_2 L[n]) - c_3 n^{-\alpha} \exp \left( -c_4 L[n] \right) \tag{31}
\]

is finite for all \( c_2, c_3, c_4 \in (0, \infty) \). For this, we note that

\[
L[n] = \frac{1}{\ln 2} + \sum_{m=2}^{n} \frac{1}{m \ln (m + 1)} \leq \frac{1}{\ln 2} + \sum_{m=2}^{n} \frac{1}{m \ln m} \\
\leq \frac{3}{2 \ln 2} + \int_{2}^{n} \frac{dx}{\ln x} = \ln(n + 1) + \frac{3}{2 \ln 2} - \ln(2). \tag{32}
\]

Define \( c_L = 3/(2 \ln 2) \) and upper bound it for all \( n \geq 3 \) by writing

\[
\frac{L[n-1]}{n \ln (n + 1)} \exp(c_2 L[n] - c_3 n^{-\delta - \alpha} \exp \left( -c_4 L[n] \right)) \\
\leq \ln(n + 1) + c_L \exp(c_2 L[n] - c_3 n^{-\delta - \alpha} \exp \left( -c_4 L[n] \right)) \\
\leq 1 + c_L \exp(c_2 L[n] - c_3 n^{-\delta - \alpha} \exp \left( -c_4 L[n] \right)). \tag{33}
\]

We next upper bound the exponential. Because the exponential function is monotonically increasing and \( c_2, c_3, c_4 > 0 \), we can upper bound again by

\[
\leq \frac{e^{c_L} (1 + c_L)}{n} \exp \left( -c_3 e^{-c_4 c_L} n^{-\delta - \alpha} \ln(n) - c_4 n \right).
\]

Now note that for any \( \epsilon > 0 \), \( \ln n \leq n^\epsilon \) for all \( n \) sufficiently large, implying that

\[
\leq \frac{e^{2c_L} (1 + c_L)}{n} \exp \left( -c_3 e^{-c_4 c_L} n^{-\delta - \alpha - c_4 \epsilon} \right) \tag{34}
\]

for all \( n \) sufficiently large. Define \( \varepsilon = \delta - \alpha - c_4 \epsilon \) and choose \( \epsilon \in (0, (\delta - \alpha - 1)/c_4) \), so that \( \varepsilon \geq 0 \). We have created a sequence that is an upper bound for (34) and converges absolutely, which can be seen using the ratio test,

\[
\lim_{n \to \infty} \left| \frac{(\ln(n + 1))^{c_2}}{n + 1} \right| e^{c_3 e^{-c_4 c_L} (n^\epsilon - (n+1)^\epsilon)} \right| \\
= \begin{cases} 
1 & \text{if } \varepsilon < 1, \\
0 & \text{if } \varepsilon > 1. \tag{35}
\end{cases}
\]

Next, let \( a[n] \), \( e[n] \) and \( f[n] \) be as in (b). Verification of condition (i) is immediate. To verify condition (ii), we first
note that $\sum_{n=1}^{\infty} a[n] (\sum_{m=1}^{n-1} a[m]) x[n] = \sum_{n=1}^{\infty} n^{1-\alpha/2} < \infty$. What remains is to check whether

$$\sum_{n=1}^{\infty} a[n] (\sum_{m=1}^{n-1} a[m]) \exp(c_2 n^{\alpha-2} \exp(-c_4 n^{\delta-\alpha}))$$

is finite. For $n \geq 2$, the summand can be upper bounded by

$$\frac{H[n-1]}{n} \exp(c_2 H[n] - c_3 n^{\delta-\alpha} (\ln n + 1)^2 \exp(-c_4 H[n])) \leq e^{c_2 n^{2-\alpha}} (n \ln n + 1) \exp(-c_3 n^{\delta-\alpha - c_4}).$$

After defining $\varepsilon = \delta - \alpha - c_4 \geq 1$, we conclude using the ratio test that

$$\lim_{n \to \infty} \frac{n \ln n + 1}{n} \left( n \ln n \right)^{c_2 - 1} e^{c_3 e^{-c_4} n^{\varepsilon}} = 0$$

for $\varepsilon < 1$.

This proves absolute convergence, since $\varepsilon \geq 1$. \hfill \Box

B. Proof of Lemma [4]

Consider the following setup, similar to that in [8] for discrete-time Markov chains. Define a graph $G = (V, E)$, where $V$ denotes the vertex set in which each vertex corresponds to a state in $\Omega$ and $E$ denotes the set of directed edges. An edge $(x, y)$ is in $E$ if and only if $\phi(c) = \pi_x Q_{x,y} = \pi_y Q_{y,x} > 0$. Here, $Q$ denotes the generator matrix of $\{X(t)\}_{t \geq 0}$. For every pair of distinct vertices $x, y \in \Omega$, choose a path $\gamma_{x,y}$ (along the edges of $G$) from $x$ to $y$. Paths may have repeated vertices but a given edge appears at most once in a given path. Let $\Gamma$ denote the collection of all paths (one for each ordered pair $x, y$). Irreducibility of $\{X(t)\}_{t \geq 0}$ guarantees that such paths exists. For $\gamma_{x,y} \in \Gamma$ define the path length by $\|\gamma_{x,y}\| = \sum_{e \in \gamma_{x,y}} \phi(e)^{1-\alpha}$. Also, let $\kappa = \max_{e \in \Gamma} \sum_{(\gamma_{x,y}, e) \in \gamma_{x,y}} \|\gamma_{x,y}\| \phi(x,\gamma_{x,y})$.

With this set-up, the upper bound $P[(\Pi_x - \pi_x (R^{\infty} - 1))] \geq e^{[\pi]_{\min}\kappa} \leq \exp(\min_{x \in \Omega} \sum_{\gamma_{x,y} \in \Gamma} \|\gamma_{x,y}\| \phi(x,\gamma_{x,y}) + (\pi_x - \pi_x (R^{\infty} - 1)))$, where $[\pi]_{\min} = \min_{x \in \Omega} \pi_x (R^{\infty} - 1)$, has been derived in [22, Appendix D]. We will show that Lemma [4] can be derived using this upper bound, by calculating a lower bound on $[\pi]_{\min}$ and an upper bound on $\kappa$ when using the online algorithm in [22].

1) Bounding $[\pi]_{\min}$. By non-negativity of $\exp(\cdot)$,

$$[\pi]_{\min} \geq \min_{x \in \Omega} \left\{ \exp(AR^{[n]} + b)x \right\} / \max_{x \in \Omega} \left\{ \exp(AR^{[n]} + b)x \right\}.$$

Then note that

$$\min_{x \in \Omega} \left\{ \exp(AR^{[n]} + b)x \right\} = \min_{x \in \Omega} \left\{ \exp(AR^{[n]} + b)x \right\} \geq \exp\left( \min_{x \in \Omega} \left\{ \exp(AR^{[n]} + b)x \right\} \right)$$

is upper bounded by $\exp(\min_{x \in \Omega} \sum_{i=1}^{d} \max_{y \in \Omega} \{ |R^{[n]}_{i,y}| \} )$.

Here, $\max_{y \in \Omega} \|A_{y,\cdot}\|_1$ denote the maximum absolute row sum of $A$. Similarly to (44), $\max_{y \in \Omega} \{ \exp(AR^{[n]} + b)x \}$ can be upper bounded, and one finds that

$$\pi_{\min}^{[n]} \geq \frac{1}{\|x \bullet\|} \exp(\min_{x \in X} (b_x - \max_{y \in \Omega} \|A_{y,\cdot}\|_1)) \cdot \left( \sum_{i=1}^{d} |R^{[n]}_{i,y}| + c_g \sum_{m=1}^{n} a[m] \right) \max_{y \in \Omega} \|A_{y,\cdot}\|_1. \quad (40)$$

To summarize, there exist $c_1 = \Omega \exp(\max_{x \in \Omega} \{ b_x - \min_{y \in \Omega} (b_x) \} + 2 \max_{y \in \Omega} \{ |R^{[n]}_{i,y}| \} ) \max_{y \in \Omega} \|A_{y,\cdot}\|_1 > 0$ and $c_2 = c_g \max_{y \in \Omega} \|A_{y,\cdot}\|_1 > 0$ so that

$$\pi_{\min}^{[n]} \geq \frac{1}{\|x \bullet\|} \exp(\min_{x \in X} (b_x - \max_{y \in \Omega} \|A_{y,\cdot}\|_1)) \cdot \left( \sum_{i=1}^{d} |R^{[n]}_{i,y}| + c_g \sum_{m=1}^{n} a[m] \right) \max_{y \in \Omega} \|A_{y,\cdot}\|_1. \quad (41)$$

and from the definition of the path length it follows that

$$\|\gamma_{x,y}\| \phi = \sum_{e \in \gamma_{x,y}} \frac{1}{\|Q_{z,v}\|} \leq \frac{|E|}{\pi^{-1}} \max_{x \in \Omega} \left\{ \frac{1}{\|Q_{z,v}\|} \right\}.$$

Recall that $R^{[n]}_{i,y}$ corresponds to the logarithm of a rate, i.e. $R^{[n]}_{i,y} = \ln Q_{z,v}$ for some $x, y \in \Omega$. It follows that for $cQ = \max_{(x,v) \in \Omega} \{ \theta_{[1]}^{\cdot}] \} \ln Q_{z,v}$, we have $c \leq 2c_2 n \sum_{i=1}^{d} a[m]$, or equivalently $\kappa \leq \frac{2c_2}{\pi^{-1}} \max_{x \in \Omega} (c \sum_{m=1}^{n} a[m])$, where

$$c_3 = \frac{1}{\|x \bullet\|} \left\{ \frac{1}{\|Q_{z,v}\|} \left( \sum_{i=1}^{d} |R^{[n]}_{i,y}| \right) + c_g \right\}^{-1} > 0 \quad (45)$$

and $c_4 = c_g + 2c_2 = c_g (1 + 2 \max_{y \in \Omega} \|A_{y,\cdot}\|_1) > 0$. Noting that $|G| = \|\Omega\| < \infty$ and $|E| \leq \|\Omega\| (\|\Omega\| - 1/2) < \infty$ completes the proof. \hfill \Box