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ABSTRACT
Extra-tropical cyclones in the subantarctic play a central role in the poleward transport of heat and moisture into Antarctica, with the latter being a key component of the mass balance of the Antarctic ice sheet. As the climate in this region undergoes substantial changes, it is anticipated that the character of these synoptic features will change. There are a number of different methods used to identify and track cyclones, which can potentially lead to different conclusions as to cyclone variability and trends, and mechanisms which drive these features. Given this, it is timely to assess the level of consensus among 14 state-of-the-art cyclone identification and tracking methods. We undertake this comparison with the ERA-Interim data-set for the period 1979–2008 and find large differences in the number of tracks identified by different methods, but the spatial patterns of the system density broadly agree. Links between large-scale modes of variability, such as the Southern Annular Mode (SAM), and subantarctic cyclones as suggested in the literature are confirmed by our analysis. Trends in the number of cyclone tracks show a more diverse picture. Robust trends are identified by almost all methods for austral summer over the region south to 60°S, mainly due to the strong relation to SAM, whereas in austral winter the methods disagree in the statistical significance of the trends. The agreement among the methods is greater when the comparison is confined to the stronger cyclones. This is confirmed by a moisture flux analysis associated with these strong synoptic systems. Our results indicate that multiple cyclone identification and tracking methods should be used to obtain robust conclusions for trends in cyclone characteristics as well as their relation to the large-scale circulation in the subantarctic region.

Keywords: extra-tropical cyclones, IMILAST, cyclone identification, Antarctica, Southern Ocean

1. Introduction
Extra-tropical cyclones are ubiquitous atmospheric features in the mid and high latitudes of the Southern Hemisphere (SH). These owe their existence to a range of complex processes in those regions associated with, e.g. strong baroclinicity (Simmonds and Lim, 2009) and surface fluxes of latent and sensible heat (Uotila et al., 2011). They play a key role in the weather and its extremes over the Southern Ocean (SO) and in the coastal regions of Antarctica (Murphy and Simmonds, 1993). Extra-tropical cyclones also play a fundamental climatological role in balancing the energy budget over the hemisphere. Because of the imbalance between the net radiative inputs into the tropical and higher latitude regions the atmosphere must ‘organize’ itself to transfer energy (predominantly in the form of latent and sensible heat) from the former to the latter region. In the Northern Hemisphere, stationary waves are responsible for a significant proportion of this transfer (especially in the winter). By contrast, the SH stationary waves contribute very little to the poleward energy transfer at any time of the year, and hence it is left to the transient eddies to carry the required energy (Peixoto and Oort, 1992). The poleward transport of latent energy (or moisture) is of particular relevance to the Antarctic, and thus the mass balance of the Antarctic ice sheet.

Given the influence of these systems it is of importance to monitor and quantify cyclones over the subantarctic and SO
regions, especially where the changes in sea ice extent over the past few decades have modified the high latitude baroclinicity (Simmonds, 2015). From the above discussion, one can see that if the net radiative input in the tropical and/or higher latitudes changes, so too does the amount of energy required to be transported poleward. In the SH, this necessity means that a number of characteristics of extra-tropical cyclones must change to balance to the new radiative conditions. Given that cyclones are very complex it is not surprising that quantifying the myriad of cyclone features has proved a challenging task.

For a number of reasons (e.g., data sparsity, hostile environment) synoptic studies in the subantarctic region have been relatively few. In the mid-1990s the international Antarctic First Regional Observing Study of the Troposphere (FROST) project was organized by the Scientific Committee on Antarctic Research (Turner et al., 1996) with a view to, in part, improve regional synoptic analyses and better understand the behavior of high-latitude cyclones. This influential initiative prompted several studies including those of Sinclair (1997), Simmonds and Keay (2000), Simmonds et al. (2003), Simmonds and King (2004), Hoskins and Hodges (2005) and Pezza et al. (2007). These have been valuable in identifying the key climatological features (including the variability and trends) of SH extra-tropical cyclones. However, we point out that each of these studies used a single cyclone identification and tracking method, and hence, the results from a particular study may hold only for the specific scheme used. This general issue has been recognized for many years (Raible et al., 2008), and was one of the reasons for setting up the international Intercomparison of Mid LAtitude STorm diagnostics (IMILAST) project to intercompare state-of-the-art algorithms for the identification and tracking of extra-tropical cyclones (Neu et al., 2013). It is within this framework that the present research is conducted and we make use of the subantarctic cyclone sets identified by 14 objective methods which participated in the IMILAST initiative.

SH cyclone activity can be associated with large-scale atmospheric variability such as the Southern Annular Mode (SAM) or El Niño/Southern Oscillation (ENSO) (Pezza et al., 2008, 2012). Local features as the Amundsen Bellingshausen Sea Low (ABSL) influence weather and climate in the environs of the Amundsen Sea by steering cyclones towards West Antarctica (Fogt et al., 2012). The robustness of such links between these large-scale phenomena and cyclone activity is addressed in this paper. In addition to comparing and contrasting the SO cyclone behavior as diagnosed by the different schemes, we also analyze the extent to which diagnosed cyclonic moisture transports to the Antarctic depend on the particular cyclone identification scheme used.

In the following section, the data set and the methods used are discussed. The statistics of subantarctic cyclones derived from the different schemes are presented in Section 3. This section includes cyclone frequency trends, a cross-correlation analysis between the different algorithms as well as a track-to-track comparison. In addition, the relationship between large-scale circulation and cyclone characteristics is investigated, and how the apparent nature of this relationship may depend on identification method. The analysis also includes a focus on strong cyclones, and an assessment of how much of the meridional moisture flux can be attributed to these systems. Section 4 presents a discussion and Section 5 summary and conclusion of the key findings of the investigation.

2. Data and methods

We base our study of cyclone behavior around Antarctica on 30 years (1979–2008) of ERA-Interim reanalysis (Dee et al., 2011). This data-set is generally acknowledged to be superior to other contemporary reanalyses over our region of interest (e.g., Bracegirdle and Marshall, 2012). The output of 14 state-of-the-art methods for mid-latitude cyclone identification and tracking (Neu et al., 2013) is analyzed for the winter (JJA) and summer (DJF) seasons. The ERA Interim analyses are available every 6 h, and that is the frequency at which the subantarctic cyclones are identified in all but one of the methods (the exception being Method M06 which uses 12-hourly values). Cyclone identification methods can be grouped concerning used input variables. The nature of a cyclone is generally reflected in the mass and wind fields. Therefore, it is dynamically appropriate to identify these systems in terms of either mass (represented by variables such as mean sea level pressure (MSLP) or geopotential height) or vorticity (which represents the rotational component of the wind field). Vorticity can also be computed with the Laplacian of MSLP by means of the quasi-geostrophic assumption. Most methods of this study use mass-representing variables (M08, M12, M14, M15, M16, M20, M22). Three methods use vorticity as calculated from the Laplacian of MSLP (M02, M09, M10), and three methods use vorticity at the 850 hPa pressure level (M07, M18, M21). Additionally there is one hybrid method (M06). References for each of the methods and an overview of the input variables used are given in Table 1. Note that cyclone tracks over high topography, here taken as in excess of 1500 m, are excluded from the analysis as pressure and geopotential height is extrapolated over high orography, which may lead to unphysical values and potential identification of spurious lows.

2.1. Definition of subsets of cyclone track data

2.1.1. Temporal and spatial selection. The present work extends the comprehensive analyses already performed by the international IMILAST community, by exploring winter and summer SH cyclones in the subantarctic region. Each cyclone track is ‘binned’ into a given season if at least one of its time steps falls into the corresponding period. We follow a similar procedure for the spatial allocation of tracks. For example, we require that tracks must be identified at least once south of 60°S.
to be considered in our analysis (named S60 in the following). Because the behavior of cyclones considerably differs with longitude it is of value to also consider these cyclones over three key sectors lying to the south of 60°S, namely East Antarctica (EA) (0°–180°), the Amundsen-Bellingshausen Sea (ABS) (180°–60°W), and the Weddell Sea (WED) (60°W–0°) (Fig. 1). As above, a track is attributed to one of these longitudinal sectors if it spends at least one synoptic time in it. Hence, it is possible for a track to be attributed to more than one sector.

2.1.2. Definition of strong cyclones. There are numerous ways to physically define the strength (or intensity) of a cyclone. Considering cyclones as low pressure systems, the minimum cyclone core pressure is often used as measure for strength (e.g. Lambert and Fyfe, 2006). Taking also the background and/or climatological field of MSLP into account, the strength can be defined in terms of ‘relative’ central pressure (e.g., Simmonds and Wu, 1993) or pressure gradient (e.g. Blender et al., 1997; Wernli and Schwierz, 2006). Conversely, one can use the vorticity to define cyclone strength (Hoskins and Hodges, 2005). For quasi-geostrophic conditions, vorticity is proportional to the Laplacian of MSLP, which is also used to define the intensity of cyclones (Murray and Simmonds, 1991a).

One can define strong cyclones in terms of absolute thresholds or percentile thresholds of intensity, e.g. the 95th percentile of the Laplacian of MSLP (Leckebusch and Ulbrich 2004; Leckebusch et al., 2006, 2008; Grieger et al., 2014). In this study we follow the approach of Ulbrich et al. (2013), and take as ‘strong cyclones’ the most intense 500 winter cyclone tracks for the 30-year data-set (these representing about 5.5% of all identified winter tracks). For simplicity, the minimum MSLP is used as intensity measure since 10 out of 14 methods provide this quantity (Table 1). Note that the intensity thresholds for the different methods can differ (Rudeva et al., 2014) and thus are adjusted to ensure that the same number of tracks are in the strong cyclone data-set.

2.2. Track-to-track comparison

An important aspect of our investigation is to quantify the similarity of cyclone tracks obtained from the different methods. A comparison of individual cyclone tracks identified by the different methods is performed here following the approach of Blender and Schubert (2000). Their track-to-track comparison uses a spatio-temporal metric which quantifies the deviation of the trajectories. The number of ‘agreeing trajectories’ (based on this metric) is considered in relation to the total number of trajectories of that method which identifies less cyclones resulting in the so-called matching rate. Further details are given in Blender and Schubert (2000), Raible et al. (2008) and Neu et al. (2013).

2.3. Large-scale circulation indices

All indices are calculated from 6-hourly ERA Interim MSLP for the seasons (as opposed to an average of three monthly in-
dices). SAM is calculated from the zonal mean difference between 40°S and 65°S as suggested by Gong and Wang (1999). Meneghini et al. (2007) found a closer relationship between Australian precipitation and large-scale activity using a regional SAM index. Following this idea, a 'Pacific SAM' (SAMP) is calculated to investigate the link of this driver on cyclone activity in the region of West-Antarctica and the Antarctic Peninsula where strongest Antarctic climate change occurred during the twentieth century (Turner et al., 2009). SAMP is calculated similar as SAM but only in the Pacific and ABS sectors, taken here as 180°–60°W.

The ABSL is a quasi-stationary low pressure system located at the Amundsen-Bellingshausen Sea sector which largely affects weather and climate of West-Antarctica (Turner et al., 2013; Raphael et al., 2016). While Fogt et al. (2012) identified the minimum SLP in the Amundsen-Bellingshausen Seas to quantify the strength of the ABSL, Hosking et al. (2013) suggested to use an index where the background pressure fields are subtracted to decorrelate the ABSL index from SAM. In this study, the ABSL index is calculated to reflect the meridional pressure gradient anomaly in the ABS region. Therefore, the index is similarly defined as SAMP but slightly shifted southward where the ABSL generally can be identified. The ABSL index is calculated from the MSLP difference between 45°S and 75°S over the ABS sector (180°–60°W).

2.4. Meridional moisture flux analysis

Our analysis investigates the role that cyclones, and particularly strong ones, play in transporting moisture to the Antarctic. To quantify this, we consider the vertically integrated meridional moisture flux per unit longitudinal distance

\[ \dot{Q} = \frac{1}{g} \int_{p_s}^{p_0} q(p) v(p) dp \]  

(Simmonds et al., 1999a) where \( g \) is acceleration of gravity, \( q \) is specific humidity and \( v \) is the meridional wind component. The integration is from the surface pressure \( p_s \) to \( p_0 = 200 \) hPa using 6-hourly data on 23 pressure levels. To assign the moisture flux to extra-tropical cyclones, which can be attributed to atmospheric transient waves, for each grid point a temporal Reynolds decomposition of the meridional moisture flux has been performed. Hence, the average flux can be written

\[ \dot{Q} = \bar{\dot{Q}} = \dot{\bar{q}}v + \dot{q}v \]  

where the overbar denotes the time average and the prime the instantaneous temporal deviation from that average. The first part is the transport due to time mean meridional motion and the latter is the component of transient eddies (TE). In the SH extra-tropics, the most important part of meridional transport is due to transient flux perturbations (Peixoto and Oort, 1992). Moisture flux as well as the decomposition of equation 2 is calculated separately for each of the 30 years for JJA. Moisture flux during this season is highly relevant for humidity transport into Antarctica, since net continental precipitation shows its maximum during this part of the year (e.g. Bromwich et al., 1995; Cullather et al., 1998).

In the following, the part of the meridional moisture flux which can be assigned to strong cyclones (these being defined in Section 2.1.2) is determined. To do this the TE component of \( \dot{Q} \) is evaluated by means of a composite study. All days are taken into account, where each of the 500 strong cyclone tracks shows its maximum intensity (minimum core pressure). For these days, the fields of transient moisture flux are averaged over a longitudinal sector of 60° centered on the cyclone center. This composite of 'extreme' transient moisture flux is then subtracted by the climatological mean (30 yr) transient moisture flux to calculate an anomaly of strong flux. This calculation is done for each tracking method separately. This method follows Fogt et al. (2012) who analyzed the influence of strong cyclones within the ABS region. For an easier interpretation of anomaly fields, poleward (towards the south pole) transports are defined to be positive.

3. Results

3.1. Cyclone track frequencies and intensities

Consistent with hemispheric results from previous studies (e.g. Neu et al., 2013), the numbers of identified cyclones in the subantarctic region show large differences between the different tracking methods. Figure 2 shows time series of the number of cyclone tracks identified by each method between 1979 and 2008 in our four regions and two seasons. Though the number of tracks can vary by a factor of four depending on the method, the time series demonstrate consistent behavior of the seasonal number of tracks for all methods and regions. The largest number of tracks is detected by M02, M06 and M18 (up to 350 tracks in DJF and 500 in JJA), while M14 and M21 identify only 130–150 and 200–220 tracks in DJF and JJA, respectively. For the reasons discussed above, it is not surprising that the methods which identify the most tracks are vorticity-based (M02, M18). However, it should be pointed out that the method which detects the lowest number of tracks, i.e. M21 is also vorticity-based. Hence, it may not be possible in general to directly relate the number of systems identified to the specific input variable used. As remarked above, the time series exhibit strongly coherent behavior, particularly during the years of large anomalies, e.g. in 1982 and 2000.

In summer, the spread between the various methods is less pronounced than in winter. At first sight, this is counterintuitive, since the climatological mean of cyclones generally is of lower intensity in summer and results of different tracking algorithms are more similar for intense cyclones (Neu et al., 2013; Ulbrich
et al., 2013). This behavior for summer and winter is observed in all geographical sectors.

For a better understanding of the results concerning the identified number of cyclone tracks by different methods, the cyclone track frequency for both seasons is shown as a function of minimum core pressure of the corresponding track in S60 (Fig. 3). This analysis is done for all those tracking methods which provide cyclone core pressure (Table 1). Figure 3 shows the density distribution of minimum pressure for each tracking method. Note, that the integral of each curve gives the absolute
Figures 4 and 5 show the system density for each method for JJA and DJF, respectively. (Note that no cyclone tracks are identified over Antarctica for the reasons discussed earlier.) In general, both Figures show the different absolute numbers of cyclones identified by the different methods. Note that the system density presented here in Figs. 4 and 5 is not directly comparable to the number of tracks shown in Table 2, because each track consists of a different number of cyclone counts (or track duration). The patterns of system density, especially local maxima, are comparable between the methods (Figs. 4 and 5). Best agreement is found for the local maxima off the coast of Dronning Maud Land at 30°E, near Wilkes Land at 120°E, and over, and to the north of, the Ross Sea. These maxima are associated with climatological MSLP minima in those regions (Schwerdtfeger, 1984) and are more pronounced for winter (Fig. 4). Some methods identify additional local maxima of the system density in the regions of Ronne and Ross ice shelves. Over these domains, the most pronounced differences occur between the methods. Six methods show their absolute maximum system density over at least one of the huge ice shelf regions (M02, M07, M14, M16, M20, and M21), whereas the others do not show pronounced system densities in these regions. M02, M07, and M21 are vorticity-based, M14, M16, and M20 are using geopotential height and MSLP, respectively. M02 and M15 find another local maximum at the Antarctic Peninsula, which is the absolute maximum for M15. M07 is the only method to show an extraordinary pronounced maximum at the Amery Ice Shelf. Most of these deviations can be traced back to topographic features and the sensitivity of the methods to detect local minima associated to those.

A similar picture can be drawn for summer (Fig. 5). Additionally, to the local maxima, which have been identified for winter (Fig. 4), highly pronounced system density maximum over the ABS are found in all methods. This is possibly due to the annual cycle of the ABSL, which is shifted toward the Antarctic Peninsula in summer (Fogt et al., 2012).

To explore whether the agreement between the methods changes for strong cyclones (as defined in Section 2.1.2) the system density is also calculated for those methods which pro-
Fig. 4. System density for winter (JJA) [cyclones per 10^6(lat)^2 area per analysis].
Fig. 5. As Fig. 3 but for summer (DJF) [cyclones per 10^3 (lat)^2 area per analysis].
It is difficult to classify the methods with respect to their trend behavior for different regions and seasons. During summer, the trend of SAM is a possible indicator of a corresponding cyclone track trend which is robust for different methods. The picture is more diverse for winter. For M09, M16, and M18 show a significant trend (1% significance level), which is probably due to EA for M18 and due to ABS for M09. M15 has also a significant (1% level) trend at ABS. M09, M15, and M20 show a local maximum of identified tracks over the Antarctic Peninsula. The variability of this feature potentially can influence the trend in the ABS region.

3.4. Cross correlation and track-to-track comparison

The next component of our intercomparison is a cross correlation analysis of the time series of cyclone frequencies generated by our 14 methods. As discussed in the previous section, the trends in the time series have a considerable degree of similarity and hence, as one might have expected, the correlations are significant for the majority of pairings of methods in regions where trends were found. To highlight the consistency of the interannual variations rather than that of the trends, cross correlation analyses was based on the detrended time series.

Region EA shows the best agreement between the methods in both seasons, when in summer all of the 91 possible pairings are statistically significant (5% level), while in winter this is somewhat lower at 79 pairings (Fig. 8). We point out that these numbers are similar for the non-detrended case. Note that the trends over the EA region were not as marked as elsewhere. Interestingly, unlike the other regions, in ABS the correlation between the detrended time series is higher in winter than in summer. Here, 83 out of 91 pairings show correlation coefficients which are statistically significant at the 5% level with typical r values being between 0.5 and 0.6. The lowest agreement is seen for JJA in WED.

Table 2.

| Method | JJA | M02 | M06 | M07 | M08 | M09 | M10 | M12 | M14 | M15 | M16 | M18 | M20 | M21 | M22 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| DJF    | x100| 88  | 82  | 82  | 66  | 73  | 75  | 70  | 63  | 60  | 61  | 67  | 59  | 52  | 60  |
| M02    | 140 | 100 | 50  | 55  | 63  | 56  | 56  | 67  | 70  | 59  | 59  | 60  | 69  | 69  | 69  |
| M06    | 131 | 50  | 100 | 52  | 60  | 56  | 56  | 63  | 60  | 52  | 52  | 57  | 72  | 65  | 69  |
| M07    | 109 | 57  | 55  | 100 | 64  | 59  | 58  | 60  | 63  | 57  | 54  | 58  | 69  | 60  | 60  |
| M08    | 70  | 70  | 70  | 68  | 100 | 73  | 64  | 66  | 72  | 71  | 68  | 68  | 72  | 78  | 78  |
| M09    | 81  | 68  | 65  | 63  | 75  | 100 | 62  | 67  | 78  | 71  | 66  | 73  | 85  | 85  | 85  |
| M10    | 98  | 64  | 60  | 54  | 71  | 67  | 100 | 62  | 67  | 61  | 57  | 61  | 59  | 72  | 71  |
| M12    | 67  | 72  | 67  | 64  | 67  | 78  | 70  | 100 | 71  | 65  | 74  | 57  | 68  | 62  | 71  |
| M14    | 53  | 74  | 70  | 72  | 70  | 74  | 69  | 67  | 100 | 71  | 77  | 64  | 74  | 56  | 74  |
| M15    | 102 | 60  | 60  | 58  | 80  | 76  | 59  | 74  | 75  | 100 | 61  | 59  | 66  | 78  | 75  |
| M16    | 79  | 68  | 64  | 62  | 70  | 77  | 63  | 74  | 74  | 71  | 100 | 49  | 71  | 68  | 81  |
| M18    | 128 | 48  | 49  | 53  | 67  | 61  | 59  | 66  | 68  | 57  | 59  | 100 | 54  | 75  | 62  |
| M20    | 85  | 63  | 60  | 59  | 69  | 71  | 58  | 71  | 71  | 68  | 68  | 57  | 100 | 68  | 79  |
| M21    | 65  | 70  | 69  | 71  | 61  | 64  | 65  | 57  | 63  | 72  | 61  | 68  | 62  | 100 | 67  |
| M22    | 70  | 71  | 70  | 68  | 72  | 83  | 71  | 72  | 79  | 77  | 66  | 73  | 60  | 100 | 100 |
Table 2 summarizes the results of the track-to-track comparison for $S60$ following the approach described in Section 2.2. The matching rate between the different cyclone identification and tracking methods varies across the regions by between 50 and 80% and is consistent with earlier findings for the entire SH (Neu et al., 2013). The matching rates are higher in winter than in summer, and also higher when one of the methods identifies distinctly fewer trajectories. Both results are expected as winter cyclones are deeper and therefore easier to identify. Furthermore, methods showing fewer cyclones tend to find the strong ones which are easier to detect for all methods. We mention that M07 shows somewhat lower matching rates. This method identifies exceptionally high numbers of cyclone tracks over the Ronne, Ross, and Amery Ice Shelves (Figs. 2, 4, and 5).
11. SUBANTARCTIC CYCLONES IDENTIFIED BY 14 TRACKING METHODS

3.5. Relationship between cyclone frequencies and large-scale modes of variability

The SAM is known to be the main mode of atmospheric variability in the high latitudes of the SH, and it is of considerable interest to quantify its relationship with subantarctic cyclones and determine whether the nature of that relationship is robust and applicable across all the methods considered. Our results show that in S60 and EA the DJF number of tracks is highly correlated with the SAM for the majority of methods, but for the other two areas the correlation is often not significant at the 5% level.

which probably explains the low rate. M07 seems to be too sensitive in those regions of steep topography and local wind effects. M18 also shows lower matching rates in comparison with other methods. Especially in summer this method identifies the highest number of cyclones and may include too many weak vorticity maxima, which might increase the risk to erroneously attributing cyclone centers to a given trajectory.

The comparison between the different regions shows that the matching rates differ only slightly (not shown). Thus, the track-to-track comparison shows that the methods are insensitive to the region applied in the SH.

Fig. 7. Decadal trends in the number of cyclone tracks for the regions S60, EA, WED, ABS, for (left) winter and (right) summer. The trends are calculated over the period 1979–2008.
summer most schemes do not show statistically significant correlations with this index in this region. Here, the relation with $S_{60}$ is more pronounced.

The ABSL index shows highly significant correlations with the DJF number of tracks for all four regions (M02, M07, M10, and M18) and three regions (excluding ABS) in other four methods (M06, M15, M21, M22). For winter, the ABSL index shows significant correlations in M02, M10, and M18 (for all but $W_{ED}$ regions), while for five other methods (M06, M07, M08, M14, M21) the relationship seems mainly confined to the ABS region. The ABSL index seems to show more pronounced correlations with the vorticity-based methods (M02, M07, M10, M18). The strength of ABSL associations with cyclones around the entire Antarctic continent in summer

(Fig. 9). Interestingly, in JJA some methods (M02, M06, M10, M15, M18) demonstrate robust links between the number of tracks in three or even in all four regions, while other methods (M09, M16, M20, M21, M22) show that the correlation is not statistically significant at the 5% level in any region. Regarding the methods which show the robust link to SAM, M02, M10, and M18 are vorticity-based and M06 is a hybrid one, whereas M15 uses geopotential height as input variable.

Since SAMP is defined in the same way as SAM but for the Pacific sector of the SO, cyclone results are expected to be sensitive to it in the ABS region. The SAMP index is, indeed, closely related to cyclone activity in ABS during the cold months (with only two methods not showing statistically significant correlations at the 5% level, i.e. M20, and M22), however, in summer most schemes do not show statistically significant correlations with this index in this region. Here, the relation with $S_{60}$ is more pronounced.

The ABSL index shows highly significant correlations with the DJF number of tracks for all four regions in four methods (M02, M07, M10, and M18) and three regions (excluding ABS) in other four methods (M06, M15, M21, M22). For winter, the ABSL index shows significant correlations in M02, M10, and M18 (for all but $W_{ED}$ regions), while for five other methods (M06, M07, M08, M14, M21) the relationship seems mainly confined to the ABS region. The ABSL index seems to show more pronounced correlations with the vorticity-based methods (M02, M07, M10, M18). The strength of ABSL associations with cyclones around the entire Antarctic continent in summer

Fig. 8. Cross correlation of detrended time series of the number of cyclone tracks for the regions $S_{60}$, $E_{A}$, $W_{ED}$, ABS for (upper right triangle) summer and (lower left triangle) winter. Symbols denote significance of the correlation. Non-significant values are not shown.
is perhaps surprising (one could have expected a closer connection with (regional) cyclone frequency in ABS). Hosking et al. (2013) discussed the strong association between the strength of the ABSL and the SAM due to background pressure field given by variability of the annular mode. This effect potentially leads to the high correlation of ABSL and cyclone frequency in almost all regions. Another perspective on this apparent conundrum is that summer subantarctic cyclones are quite long-lived, with about one-third of tracks (in M10) lasting more than 5 days (Table 1 in Simmonds (2000)) and cyclones can travel significant distances in that time. The ABSL is known to be a ‘graveyard’ for cyclones (Simmonds et al., 2003) and hence the longevity of the tracks means there is a significant cyclone ‘catchment area’ for the ABSL which can extend upstream across the Pacific and into the Indian Ocean. Hence, one can understand how cyclones in remote sectors can influence the ABSL.

3.6. Attribution of moisture flux to strong cyclones
High latitude cyclones are intimately involved with the meridional moisture flux and thus influencing the mass balance of Antarctica. In the following, we investigate the relation between strong cyclones and the moisture flux (defined in Section 2.4) and assess the extent to which the relation is sensitive to the cyclone detection and tracking method used.

Figure 10 shows the TE component anomaly of the moisture flux due to strong cyclone activity for the 10-method mean as well as the respective deviation from that mean for each method. The method mean (box in Fig. 10) presents the moisture flux anomaly related with strong cyclones (shading) with respect to the climatological mean moisture transport (isolines). As expected, strong cyclone moisture flux anomalies of the method mean are mainly positive, i.e. these systems are responsible for moisture transport exceeding mean flux. The most pronounced region is at Prime meridian, whereas positive anomalies are further found around East Antarctica. The regions north of the Amundsen-Bellingshausen Seas show two local maxima between 120°W and 150°W as well as another one upstream the Antarctic Peninsula.

Each panel of Fig. 10, representing one method, shows the deviation of strong moisture flux of these method with respect to the method mean (note the different color bar for the method mean and the deviations). Comparison reveals differing behaviors. There are methods which over- and underestimate the maximum at Prime meridian (M06, M10, M18) others show variations around East Antarctica between 30°E and 90°E. However, the deviation from method mean has generally a small proportion for WED and EA. It is noticeable that there are considerable larger differences between the methods in the ABS region. Here, the calculation of moisture flux anomalies is also sensitive to the width of the longitudinal sector used for the attribution of moisture transport to strong cyclones (not shown). In the other regions around the Antarctic continent, mainly the intensity but not location and sign of moisture flux anomaly is sensitive to the width of the sector.

4. Discussion
Our analysis has considered many aspects of subantarctic cyclone behavior and, as far as they can be compared, our results are consistent with the earlier findings of Neu et al. (2013). The various methods differ in the number of cyclones identified. Also the track-to-track comparison in the region of the SO does not show a systematically different result in comparison to the analysis of the entire SH (Neu et al. 2013).

The 14 cyclone identification and tracking methods analyzed in this study use different input variables which lead to a grouping according to vorticity-based and MSLP/geopotential
Fig. 10. Composite of transient meridional moisture flux anomaly [kg m⁻¹ s⁻¹] for all days where the maximum intensity of strong winter (JJA) cyclones is identified (bottom box) for the method mean. Moisture flux is calculated in a 60° longitudinal sector around cyclone center. Flux anomalies (color shadings) are calculated with respect to the long term (1979–2008) mean for JJA (contour lines). Each method panel shows the flux deviation w.r.t. to the method mean. Note the different color bar for the method mean and the deviations of the mean. Poleward moisture flux is defined to be positive.
height-based methods. Vorticity better reflects the synoptic high frequency scale, whereas MSLP is better at the low-frequency scale (Hodges et al. 2003). Vorticity-based methods are able to identify cyclones in an earlier stage of their lifecycle even without finding a closed isolobar. However, moving vorticity maxima are not always associated with pressure minima (Neu et al. 2013).

One of the peculiarities of the Antarctic environment is steep topography, which can influence cyclone tracking methods, e.g., to identify spurious lows (Simmonds et al., 1999b). Regional orography potentially is the reason for the difference in identifying the absolute maximum of system density which is located on the ice shelf regions by 6 of the 14 methods (M02, M07, M14, M16, M20, and M21). Furthermore, M07 identifies extraordinary pronounced maxima over the Ronne, Ross and Amery Ice Shelves. Cyclone identification methods typically make use of pre-processing of input variables, e.g. smoothing, and/or post-processing steps of identified lows or tracks, e.g. filtering lows of certain strength or tracks of certain lifetime and travelling distance. These steps are generally part of the identification methods to deal with spurious lows. The sensitivity of the pre- and post-processing is typically found empirically by means of the identification of known climatologies as well as case studies. The steep orography and strong local winds in the areas around the large ice shelves seem to be sensitive regions for the identification methods. Since these differences of the methods are potentially due to local effects, it may be possible to homogenize the results with consistent post-processed filtering of tracks with respect to their travelling distance. In a multi-method study, it is hardly possible to argue about the truth. In the end, case studies would be necessary to learn more about the sensitivity of each single method, especially in the regions of disagreement.

With respect to the number of identified cyclone tracks, the spread between methods is more pronounced in winter than summer. This might be due to small depressions which add noise to the frequency and the different sensitivity of the methods to these small systems. A trend analysis of cyclone frequency shows significant trends for S60 and the three sectors, respectively, with SAM. There could potentially be sensitivities of the choice of the region (south of 60°S in our study) and the value of the correlation. The correlation of cyclone frequency and an index representing the strength of the ABSL seems to show more pronounced values for the vorticity based methods. These methods possibly have an advantage to identify tracks in region of the ABSL where deep pressure background fields can be found.

Transient waves have a strong impact on SH poleward moisture transport and thus influencing Antarctic mass balance. Extra-tropical cyclones are the main contributor to the TE component of moisture flux (Peixoto and Oort, 1992), whereas intense cyclones play a major role. The main part of poleward transport is found in winter (Cullather et al., 1998). The analysis of the relationship between strong cyclones and transient moisture flux is an impact study of extra-tropical depression in the SO. Clearly, the regions of increased moisture flux are related to the occurrence of strong cyclone activity. Overall, there are three major regions of moisture inflow into Antarctica, i.e. the region of Dronning Maud Land, Wilkes Land and Marie Byrd Land (Cullather et al., 1998). The evaluation of the attribution of transient moisture flux to strong cyclones shows the importance of these severe synoptic systems for Antarctic moisture transport, at least at Dronning Maud Land and Wilkes Land, and this relation is robustly identified by all methods. Although, there are many strong cyclones identified in the ABS region, moisture flux anomaly due to these depressions is small. This is possibly due to the ABSL which significantly contributes to the TE component of the moisture flux independently of cyclone activity (Grieger et al., 2016). Main differences between the methods can be found in the ABS sector. Attribution of moisture transport to strong depressions seems to be difficult in this region where cyclones are embedded in a deep MSLP background field.

5. Summary and conclusion

This study presents a comprehensive analysis of winter and summer subantarctic cyclones and their characteristics, as identified by 14 objective identification and tracking algorithms for extra-tropical cyclones based on the ERA-Interim reanalysis. Four regions are investigated in detail as mechanisms and modes of variability may have a different spatial imprint. It has been shown in previous studies (e.g., Neu et
al., 2013), that the number of identified cyclones varies for the different methods, and we find this to be also true for subantarctic synoptic features. Interestingly, the spread of identified cyclone track numbers between the methods is larger in winter than in summer, where cyclones are generally less intense. This is explained by the smaller range of cyclone intensity. The horizontal patterns of cyclone track densities vary for the different methods. Although most algorithms agree in identifying major local maxima, single methods show distinct outliers, e.g. over the Amery Ice Shelf or the Antarctic Peninsula. As expected, the horizontal patterns are more similar for the strongest cyclones.

The findings of our trend analysis differ with region and season. Significant positive trends in track numbers are found for DJF for the entire subantarctic region (S60) and ABS. Here, 12 of 14 methods show significant positive trends. For winter, also most methods show positive trends, whereas only for half of the methods these trends are significant. For the three regions around Antarctica there are even fewer methods showing this positive trend. The trend analysis further shows that the statistical significance and, to a lesser extent the sign, of the trend depends on the method used, which calls for caution when only one cyclone detection and tracking method is at hand (in agreement with what Raible et al. [2008] found for the North Atlantic).

A relationship between winter cyclone frequency and large-scale drivers is also not consistently apparent for the regions analyzed. On the other hand, in summer when trends of the large-scale drivers such as SAM are more pronounced (Hartmann et al., 2013), the association with cyclone frequency is quite robust especially for the entire region surrounding Antarctica. Our analysis highlights the impact of strong cyclone activity on poleward moisture transport and shows the robustness of the link between the most intense cyclone tracks and its related moisture flux. This result shows the consistent representation of physical processes independently of the tracking method used. The nature of a cyclones allows for different definitions of these complex features. Each method uses different thresholds of pre- or post-processing procedures to define a track or reject spurious lows, which are typically of low intensity. Therefore, results better agree for the strongest cyclone tracks. With respect to the numerous characteristics of cyclones, this study finally shows the benefit of using multi-methods (or an ‘ensemble’ of methods) to better estimate robustness and uncertainties.
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