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ABSTRACT: Most single-molecule transport experiments produce large and stochastic datasets containing a wide range of behaviors, presenting both a challenge to their analysis, but also an opportunity for discovering new physical insights. Recently, several unsupervised clustering algorithms have been developed to help extract and separate distinct features from single-molecule transport data. However, these clustering approaches have been primarily designed and used to extract major dataset components, and are consequently likely to struggle with identifying very rare features and behaviors which may nonetheless contain physically meaningful information. In this work, we thus introduce a completely new analysis framework specifically designed for rare event detection in single-molecule break junction data to help unlock such information and provide a new perspective with different implicit assumptions than clustering. Our approach leverages the concept of correlations of breaking traces with their own history to robustly identify paths through distance-conductance space that correspond to reproducible rare behaviors. As both a demonstrative and important example, we focus on rare conductance plateaus for short molecules, which can be essentially invisible when examining raw data. We show that our grid-based correlation tools successfully and reproducibly locate these rare plateaus in real experimental datasets, including in situations that traditional clustering approaches find challenging. This result enables a broader variety of molecules to be considered in the future, and suggests that our new approach is a useful tool for detecting rare yet meaningful behaviors in single molecule transport data more generally.

1. INTRODUCTION

Single molecule electronics have the potential to enable cheap and efficient circuit fabrication at the ultimate size limit,¹ and also provide an appealing test-bed for exploring intriguing physical phenomena at the nanoscale such as quantum interference,²–⁴ spin filtering,⁵,⁶ and interfacial coupling.⁷–⁹ A significant and ongoing challenge in the investigation of transport through single molecule systems, however, is extracting meaning from the large and stochastic datasets typically produced by experimental techniques such as the scanning tunneling microscope break junction (STM-BJ)¹⁰–¹⁶ and mechanically controlled break junction (MCBJ).¹⁷–²⁴ Both of these methods involve forming and then breaking a thin metal constriction to create a single-molecule junction in the nano-gap between two metal electrodes. The primary data collected is the conductance (G = I / V) through the junction during the breaking process as a function of how much the two sides have been pulled apart, known as a “breaking trace”. Because of the inherently stochastic nature of both the breaking process as well as how/whether a molecule diffuses into and binds in the nano-gap, a wide range of breaking trace behaviors are observed for each single molecule system.²⁵ The process is thus repeated to collect thousands of breaking traces, with the results commonly summarized in 1D¹⁰ and 2D²⁶,²⁷ histograms. Conductance in these histograms is near-universally displayed on a logarithmic scale due to the large dynamic range of conductance values exhibited by most molecules.

These 1D and 2D breaking trace histograms are a powerful tool to reveal the average and/or most common behaviors in a dataset, such as an exponentially decaying conductance in the absence of molecules (“tunneling behavior”), or a relatively constant conductance over the length of a bound molecule (“molecular plateaus”). However, creating histograms inherently excludes all “trace history” information—i.e., the specific paths through distance/log(conductance) space followed by different traces. This makes it difficult to distinguish qualitatively different behaviors that may be present in the same dataset, since histograms will effectively average these behaviors together. A particular challenge is presented by behaviors that occur in only
Figure 1. Demonstration, using simulated data, of how a short and rare molecular plateau feature can be effectively invisible when looking at histograms of raw data. (a) 2D histogram of 2000 simulated tunneling traces. (b) 25 overlaid simulated molecular traces. (c) 2D histogram for dataset containing 1975 of the simulated tunneling traces from (a) combined with the 25 molecular traces from (b). Despite looking identical to the 2D histogram in (a), the presence of the 25 molecular traces will produce a positive correlation between different locations along the molecular plateau region (e.g., pink arrows); our new approach thus quantifies such spatial correlations to identify rare-yet-meaningful trace behaviors. (d) Overlaid 1D conductance histograms for the datasets from (a-c), again showing that the plateau feature in the mixed dataset is invisible in the raw data.

A minority of traces, which can become effectively invisible due to histogram averaging. However, previous work has demonstrated that such rare events may nonetheless correspond to physically important behaviors, such as switching between different spin states or different sequences of binding behaviors. Critically, the molecular signature itself—i.e., molecular plateaus—can in some circumstances become an easily lost rare event. Due to the stochastic nature of molecular binding, such plateaus are typically only observed in a fraction of all breaking traces, with the remaining traces displaying tunneling behavior. The magnitude of this so-called “molecular yield” varies depending on binding group strength, molecular concentration, and other unknown or uncontrolled variables. Figure 1 uses simulated traces to illustrate that, for short molecules whose molecular plateaus mostly overlap with the tunneling background, low molecular yield can make the molecular signature functionally impossible to identify in both the 1D and 2D histograms. Partially for this reason, most break junction experiments focus on systems with molecular yields >10%, and often approaching 100%, because this produces histograms with clear molecular features. However, high molecular yields increase the risk of measuring multi-molecule rather than the desired single-molecule features. Moreover, requiring high molecular yields restricts the binding modalities under consideration, which may end up excluding optimal molecular structures for specific applications. For example, a large fraction of all molecules studied in break junctions employ thiol linker groups, in part because the strong sulfur-gold bond typically produces high molecular yields. However, the gold-sulfur bond also has a tendency for strong Fermi-level pinning, which can negatively impact tunability of the quantum transport properties. A major benefit of rare event detection in break junction data, therefore, is that identifying infrequent molecular plateaus in the case of low molecular yields could allow a broader variety of molecular structures and metal-organic interfaces to be studied.

One strategy for separating qualitatively different behaviors that may overlap in 1D and 2D histograms is to employ clustering. Indeed, over the past five years several clustering approaches have been designed specifically for breaking traces and related data, and these approaches have had varied success in extracting known and potential features, including “hidden” features, from real and simulated datasets. However, during their design and demonstration these clustering algorithms have been primarily used to investigate features occurring fairly frequently in their respective datasets. Therefore, while such approaches can detect rare behaviors in certain cases, they will in general struggle with this task that falls on the edge of what they were designed for. A few types of filtering or plateau-detection algorithms are able to extract weak molecular features from background behavior, but these tend to be specifically tuned to a single system and/or rely on arbitrary cutoffs. There is therefore need for a new type of robust approach which is specifically targeted to the challenge of rare event detection, unlike current clustering approaches, and which unlike filtering
requires only minimal a priori knowledge of the type of feature to be identified.

Here, we introduce such a new approach by focusing exactly on the very information that is lost when making 1D and 2D histograms: trace history, and in particular, any correlation between the future trajectory of a trace and its past behavior. While previous analysis tools for break junction data have considered correlations between the number of points at each conductance,\textsuperscript{59} or between conductance cuts at different distances,\textsuperscript{20} these approaches reduce the natural space of breaking traces from two dimensions to one. In contrast, in our approach we calculate correlations between different locations in the full two-dimensional distance/log(conductance) space, which allows us to identify rare paths followed by a subset of traces. For example, due to the 25 molecular traces contained in the dataset shown in Figure 1c, there will be a positive correlation between the two areas indicated with pink arrows—that is, more traces pass through both areas than would be expected if traces had no history and simply progressed like random walks through the 2D histogram. This positive correlation will then map out the shape of the rare event, e.g., the molecular plateau. In this work, we therefore define a new framework for rigorously defining two-dimensional spatial correlations, and also present tools based on this framework that can identify rare events like the one contained in Figure 1c. We stress that our approach is designed to be applicable for identifying many types of rare events in break junction data, but here we focus on the particular challenge of recognizing rare molecular plateaus both as a concrete example and because of its importance.

In the remainder of this paper, we first present details of both our collection of experimental breaking traces and our generation of simulated breaking traces. We then use the simulated data to introduce our new approach, which starts by using coarse-gridding to define pairwise correlations between discrete locations in distance/log(conductance) space. Markov-Chain Monte-Carlo simulations are then used to extract particular types of rare features and identify interesting regions for further analysis. We use simulated data for this purpose in order to demonstrate how our approach works on datasets containing known rare plateau features. Finally, in the last section, we apply our new framework to experimental datasets, thereby validating that we can successfully and reproducibly identify rare plateau features in practice. This application also reveals that molecular signatures may be more common than previously thought, enabling research on systems with low molecular yield and with potential implications for our understanding of the nanoscopic environment of the junction.

2. METHODS

2.1 Generation of Simulated Breaking Traces. Due to the atomic-scale complexity of single-molecule junctions, creating physical models that faithfully reproduce all features and properties of experimental breaking traces remains a significant challenge. For this work, we therefore instead used an empirical model to generate simulated breaking traces that capture at least the most obvious properties of observed breaking traces. Such traces are sufficient for our purposes, despite obvious shortcomings in terms of capturing the full richness of experimental breaking traces, because we only use them to demonstrate how our grid-based correlation tools operate, not as a means of training or validating these tools.

Two types of simulated breaking traces were created: tunneling and molecular. All traces were generated on a logarithmic conductance scale with 500 data points per nm of inter-electrode distance. The tunneling traces consist of three sections: a pre-rupture plateau near 1 G\textsubscript{0}, followed by a sharp drop-off to represent snap-back,\textsuperscript{31,60} and finally a shallower linear drop-off to represent tunneling. The parameters defining each of these sections (e.g., the slope of the tunneling drop-off) were fixed for each individual trace, and normally distributed across the set of all tunneling traces. Low-amplitude random noise was then added on top of each trace to create a more realistic shape. The molecular traces were generated in the same way as the tunneling traces, except that they contained two additional sections—a very gradually sloped plateau and a fairly sharp drop-off from the end of this plateau—which occur after the tunneling drop-off has decreased to the chosen conductance value for the plateau. See SI section S.2 for full details of simulated trace generation.

2000 tunneling traces were generated to produce the 2D histogram in Figure 1b, and then 25 simulated molecular traces were combined with the first 1975 of those tunneling traces to produce the dataset shown in Figure 1c and used throughout section 3 below.
2.2 MCBJ Fabrication and Experimental Setup. MCBJ samples were fabricated and run following the methods of Bamberger et al. Each sample was fabricated on a substrate of 0.5 mm thick phosphor bronze coated with a few-micron insulating layer of polyimide. The pattern of a thin metal wire with an ~100 nm constriction in the center was defined using electron beam lithography. The wire itself was created by thermally evaporating a 4 nm titanium adhesion layer followed by 80 nm of gold. Finally, reactive ion etching with an O$_2$/CHF$_3$ plasma was used to turn the central constriction into an ~1 μm free-standing gold bridge by under-etching the polyimide.

MCBJ experiments were performed in air at room temperature. Each sample was clamped into a custom-built three-point bending apparatus in which a push rod was used to bend the sample and thereby thin and break the gold bridge. To collect each breaking trace, a stepper motor (ThorLabs DRV50) was first used to adjust the push rod until the conductance through the gold bridge was between 5 and 7 G$_0$ (where G$_0$ is the quantum of conductance, equal to 77.48 μS). When this set-point was reached, the collection of a single breaking trace was triggered by raising the push rod 40 μm at 60 μm/s using a linear piezo actuator (ThorLabs PAS009) while simultaneously recording the conductance through the bridge at 20 kHz using a custom high-bandwidth Wheatstone bridge amplifier. The piezo was then retracted, after which the process can be repeated to collect another breaking trace. Custom LabVIEW software was used to automatically collect thousands of consecutive breaking traces. During trace collection, the bending apparatus was placed on a vibrationally isolated table to reduce mechanical noise and inside a copper Faraday cage to reduce electrical and acoustic noise.

2.3 Collection of Experimental Datasets. The molecules studied in this work (OPV2-2SMe, OPV2-2BT, and OPV2-2SAc; see below) were each synthesized on site (SI section S.1.1) and characterized using NMR spectroscopy (SI section S.1.2) and mass spectrometry (SI section S.1.3). Each molecule was dissolved in HPLC grade (~99.7%, Alfa Aesar) dichloromethane (DCM) to form ~1 μM and/or ~10 μM solutions. Note that the acetyl-protected binding groups in OPV2-2SAc are known to spontaneously de-protect on the gold surface for experiments performed in air, forming free thiol binding groups. Dataset collection also followed the method of Bamberger et al. Each MCBJ sample was cleaned with O$_2$/UV and rinsed with ethanol shortly before use. For each sample, we initially deposited ~10 μL of pure DCM, using a clean glass syringe, on the center of the junction with the aid of a Kalrez gasket. We then collect an “empty” or “tunneling” dataset of a few thousand breaking traces, both as a negative control and in order to calculate an attenuation ratio that was then applied to all subsequent datasets collected on that same MCBJ sample. Next, the LabVIEW program was paused with the gold bridge fully broken, and 10-20 μL of molecular solution deposited on the center of the junction using a clean glass syringe. The LabVIEW program was then allowed to continue collecting breaking traces.

The experimental data in this work were collected using four different MCBJ samples. Due to events such as multiple depositions of molecular solution and/or a full relaxation of the push rod, the set of traces from each sample was broken into multiple chunks of 2000+ sequentially collected traces, and each of these datasets was analyzed independently (see SI section S.3 for details).

3. RESULTS AND DISCUSSION

In this section, we begin by developing our new framework for considering two-dimensional spatial correlations, which statistically identifies deviations from random-walk behavior in order to define a quantity we call connection strength. Next, we use connection strength as the basis for a “feature-finder” tool that can extract, with minimal input parameters, different types of rare features from a breaking trace dataset. Finally, we use our new framework and feature-finder tool to extract weak molecular plateau features from experimental datasets for several short molecules and validate the results, demonstrating the power and utility of this new approach.

3.1 Calculating Correlations and Defining Connection Strength. Before we can calculate correlations between different locations in distance/log(conductance) space, we first need to formally define such locations. To this end, we superimpose each trace onto a coarse grid and then represent it as a series of lattice points from the grid, which we call “nodes”. As shown in Figure 2a, each successive node in a coarsened trace increases by exactly one grid unit in x but can increase or decrease by any amount in y. The advantage of using coarsened traces is that nodes represent finite and discrete
locations in distance/log(conductance) space that each trace unambiguously either does or does not pass through, making it straightforward to consider spatial correlations (see SI sections S.4.1 and S.4.2 for details). It is important to note that the size of the coarse grid can impact the correlations we are subsequently able to find: if the grid is very coarse then subtle correlations can be drowned out by the great number of uncorrelated traces passing through each node; and if the grid is very fine an ever-larger total number of traces is needed to provide the statistical power to identify correlations in the first place. In practice, however, there is a broad range of gridding sizes over which our approach works well and yields reasonable results. Throughout this work, we thus use a grid with 25 nodes per nm and 10 nodes per conductance decade, but our main conclusions are not overly sensitive to modest changes in this grid size (SI section S.7.1).

The main idea behind our strategy for identifying when trace behavior is correlated with past trace history is the realization that if no such correlations existed, then traces would simply proceed as (weighted) random walks through distance/log(conductance) space (i.e., whether each trace visits a given node would depend only on the single node visited immediately prior). Therefore, we can find such correlations by looking for the “least random-walk-like” trace behaviors. This idea is illustrated on an extremely simplified case in Figure 2b,c: suppose we have a set of 502 traces (Figure 2b) with 100 traces each sloping downwards through 5 parallel nodes (to represent tunneling traces) and 2 traces which proceed horizontally (to represent molecular plateaus). Based on all of the traces that pass through a given node, we can calculate “exit probabilities” (Figure 2c) for each node to its neighboring nodes (SI section S.4.3). Using the exit probabilities in Figure 2c, it is clear that if traces behaved like random walks, then, on average, only \((2\%)^4 = 0.000016\%\) of the traces passing through node X would also pass through node Y. However, for the actual traces (Figure 2b), \(2/102 = 2\%\) of the traces from X also pass through Y. Because \(2\% > 0.000016\%\)—that is, more traces go from X to Y than expected under random-walk behavior—we conclude that nodes X and Y are positively correlated.

To quantify this measure of correlation while also rigorously accounting for the contribution of random chance, we use a pair of one-sided binomial tests.
plot than that used elsewhere in this work. (b) Hypothetical example of a small set of nodes with 502 traces passing through them. (c) Exit probabilities calculated based on the traces in (b). Based solely on these exit probabilities, the probability of going from node $X$ to node $Y$ is vanishingly small, but in fact two traces followed this path, revealing their correlation with their own history. (d) Connection Strength distribution for all nodes versus the circled green node for the datasets from Figure 1c. The most-positive Connection Strength nodes (red) clearly pick out the molecular plateau feature that was invisible in the raw data.

hypothesis tests. As explained in SI section S.4.4, these tests allow us to calculate the probability, under the null hypothesis of random walk behavior, of more or fewer traces than observed passing between two nodes. For the example in Figure 2b,c, these tests compute the probability of seeing 2 or more traces going from X to Y under random walk conditions as only $5.5 \times 10^{-100}$, and the probability of seeing 2 or fewer such traces under random walk conditions as ~100%. We refer to these two types of probability as $p_{above}(X,Y)$ and $p_{below}(X,Y)$, respectively.

Positively correlated node-pairs will have small $p_{above}$ and large $p_{below}$ values, while negatively correlated node-pairs—i.e., cases in which fewer traces pass between both nodes than would be expected under random walk conditions—will have large $p_{above}$ and small $p_{below}$ values, and node-pairs with little-to-no correlation will have relatively large $p_{above}$ and $p_{below}$ values. We therefore combine both values into a single measure of pairwise node correlation that we call “connection strength”, or $CS$, using the definition (see SI section S.4.5 for details):

$$CS(X,Y) = -\ln(p_{above}(X,Y)) + \ln(p_{below}(X,Y))$$

Taking logarithms allows us to easily differentiate very small probabilities from one another, and the sign choices ensure that $CS$ will be positive (negative) for positively (negatively) correlated node pairs. Moreover, in information theory log-probabilities represent the self-information or “surprisal” of an event, making this a well-motivated definition for our goal of identifying correlations that are surprising relative to the expectation of random-walk behavior.

To make $CS$ symmetric with respect to nodes $X$ and $Y$, $X$ is always chosen as the node farther left and $Y$ as the node farther right, since traces are only able to proceed from left to right. For nodes in the same column, $CS$ is set to zero, indicating no correlation (since it is impossible by design for a single trace to pass through both such nodes).

This concept of pairwise connection strength between nodes is central to our ability to use spatial correlation to identify rare events in breaking traces. To demonstrate this, Figure 2d shows the connection strength distribution for the simulated dataset in Figure 1c for every node compared to the green-circled node. The positive correlations clearly form a plateau shape, indicating that more traces passing through the circled node follow a plateau-like path than would be expected from pure random walk.
behavior. This shows that there must exist a subset of traces that do not behave like random walks, but rather follow this plateau path instead of the average behavior of the dataset; in other words, pairwise connection strength has exactly picked out the rare event that was purposefully built into this simulated dataset! While “higher-order” correlations—e.g., if a trace passes through nodes X and Y, is it more or less likely than a random walk to also pass through node Z?—can be calculated in principle, the number of observations for such events in a given dataset, and hence our statistical power, would drop exponentially. For this reason, we focus exclusively on pairwise connection strength in this work.

3.2 Identifying Significant Features. Figure 2d demonstrates that connection strength distributions are a powerful way of visualizing spatial correlations and can reveal rare events. However, for each dataset there will be as many different distributions like the one in Figure 2d as there are nodes, making it unrealistic to examine all of them. The connection strength distribution with a specific node is thus most useful as a tool for investigating locations in distance/log(conductance) space that a researcher is already interested in. To perform a less-directed exploration, we developed a new tool to identify such “interesting nodes” in the first place, with what counts as an “interesting node” naturally depending on what type of feature/rare event is under consideration.

The basis of this new tool is determining where in distance/log(conductance) space the “least-random-walk-like” node sequences meeting certain criteria can be found. To formalize the concept of “least-random-walk-like”, we define the “significance” of a sequence of nodes as the average connection strength between all possible node-pairs chosen from that sequence (SI section S.4.6). High significance node sequences intuitively represent paths through distance/log(conductance) space that real traces followed significantly more often than random walk traces would have, and which may thus correspond to physically meaningful rare events. To solve the problem of identifying high-significance node sequences, we make use of Markov-Chain Monte Carlo (MCMC) simulation, which is a way to estimate the distribution of multidimensional objects according to a pre-defined weighting. In our case, the multidimensional objects are node sequences meeting specifiable criteria and the weighting of each sequence is \( \exp(\text{significance}/T) \), where \( T \) is an “effective temperature” controlling how flattened vs. peaked the distribution will be. This tool, which we refer to as the “MCMC feature-finder”, thus produces a distribution of node sequences heavily weighted towards high-significance paths, allowing us to find those very paths and locate the “interesting nodes” introduced above (see SI section S.5 for all MCMC details).

As a first illustration of the MCMC feature-finder, we will consider 8-node sequences for the simulated dataset from Figure 1c, with no additional restrictions placed on the sequences’ shape, slope, etc. Because a distribution of node-sequences is difficult to represent visually, we instead examine the feature-finder results by plotting the frequency with which each individual node was included in the sequences produced by the MCMC (Figure 3a). Instead of following the rare molecular plateau feature, these node sequences are concentrated in the high-conductance tunneling region. This is because tunneling is also not a random-walk behavior; as explained in the methods section, each simulated tunneling trace has a fixed average slope, so its future trajectory is correlated with its past behavior (and this is likely true of experimental tunneling traces as well). This demonstrates a critically important point: traces in the same dataset can possess correlation with their histories in multiple different ways. To identify a specific type of correlation in a given dataset using the MCMC feature-finder, therefore, we include the option within this tool to impose extra criteria on the node sequences being generated.

For example, in this paper we are focused on the specific case of plateau-like features. In our second illustration of the MCMC feature-finder (Figure 3b), we thus require the 8-node sequences to have slopes of no more than 2.5 decades/nm (for details on slope calculation see SI section S.5.2). The inclusion of this relatively weak restriction results in the MCMC feature-finder highlighting exactly the rare molecular plateau feature that was built into this simulated dataset. The high-probability nodes in Figure 3b thus represent “interesting nodes” in the context of plateau-like behavior, which could be further explored using connection strength distributions as in Figure 2d. We note that these nodes and the rare plateau feature they constitute were identified without knowing anything a priori about its location in distance/log(conductance) space. The only input needed was what type of rare event we were looking
Figure 4. (a) Overlaid 1D conductance histograms for three experimental MCBJ datasets collected on the same sample with the molecule OPV2-2SMe (inset). The “actually empty” dataset was collected before any molecules were deposited, the “seemingly empty” dataset was collected after molecular deposition, but its raw data looks indistinguishable from the actually empty dataset, and the “clearly molecular” dataset was collected after molecular deposition and shows a clear molecular peak. (b) Node probabilities, projected onto the conductance axis, from the MCMC feature-finder when it was applied to the three datasets from (a) in order to search for plateau-like features. The same plateau feature is discovered in both the “seemingly empty” and “clearly molecular” datasets, and not discovered in the “actually empty” dataset.

...for—i.e., relatively flat sequences that are 8 nodes (~0.32 nm) in length.

While specifying the type of feature ahead of time does provide an avenue of influence for the user’s biases, we note that user choices and biases are necessarily involved in any type of analysis, for example through the selection of which unsupervised machine-learning algorithm to use. We therefore believe it is advantageous to have the user make certain decisions explicitly and consciously, rather than making them implicitly and perhaps unknowingly via algorithm design. This is especially true for the case of choosing a feature type, because constructing a single universal and automated algorithm for identifying every type of rare event in every possible dataset is likely unfeasible. Our MCMC feature-finder should therefore be thought of as a guided exploration tool used to locate rare events of a type loosely defined by the user based on their physical intuition and/or the context of their particular application. Under this view, the ability of our MCMC feature-finder to be targeted at different types of rare behavior in the same dataset, depending on the user’s focus, is an advantage.

3.3 Using Grid-Based Correlation Tools to Find Rare Molecular Features in Experimental Data. In the previous section we used a simulated dataset containing a known rare molecular plateau feature to demonstrate that our new grid-based correlation tools can detect such rare behaviors in principle, and to explain how and why this is the case. Simulated breaking traces, however, can differ in critical ways from experimental breaking traces. Validating that these new tools achieve their goals in practice thus requires turning to such experimental data.

Figure 4a shows overlaid 1D conductance histograms for three datasets collected on the same MCBJ sample with the short molecule OPV2-2SMe (see SI section S.3 for 2D histograms). These datasets collectively form an ideal test case for our ability to detect rare molecular plateau features. The “actually empty” dataset (blue in Figure 4a) is composed of breaking traces collected before any molecule was introduced to the system, and so serves as a control in which no molecular plateaus should exist. The “clearly molecular” dataset (red in Figure 4a) contains breaking traces collected after a solution of the molecule OPV2-2SMe was deposited on the sample. As the name suggests, this dataset contains a clear molecular feature, and thus serves as a positive control for where the plateaus for this particular molecule are expected to appear. Crucially, the “seemingly empty” dataset (yellow in Figure 4a) contains breaking traces that were also collected after molecular deposition, and yet appears nearly identical to the “actually empty” dataset when examining histograms. This “seemingly empty” dataset thus serves as our test case, because it could plausibly contain OPV2-2SMe plateaus—since OPV2-2SMe was physically present on the MCBJ sample during data collection—but if so they must be rare, which would inform our understanding of the junction environment (see below).

We applied our MCMC feature-finder to all three datasets from Figure 4a, with the MCMC simulation set to generate 12-node sequences restricted to have a slope of no more than 2.5 decades/nm (see SI section S.5.2). As shown in Figure 4b and SI section S.6, the
MCMC discovered a plateau feature in in the “seemingly empty” dataset that is nearly identical to the plateau feature discovered in the “clearly molecular” dataset, and distinct from the feature found in the “actually empty” dataset. Due to the presence of both positive and negative controls, this result provides strong evidence that we have indeed successfully identified rare molecular plateaus for this OPV2-2SMe molecule. To demonstrate the advantages of our approach for such rare plateau detection, in SI section S.10 we have analyzed the “seemingly empty” dataset from Figure 4a using a few representative clustering strategies. The results show that these strategies, while having some success, are generally challenged by this task, especially as the “rareness” of the feature increases. Our approach performs better at this task because it was specifically designed with rare events in mind.

In order to validate the results in Figure 4b, two potential concerns must be addressed. First, there is a concern that the plateau-shapes discovered by the MCMC feature-finder are not representative of the original experimental data. This concern arises because the node sequences in the MCMC simulation are not restricted to node sequences that occurred in the actual experimental traces. Moreover, as described above, in order to focus on rare plateaus in particular, we applied a slope restriction to the MCMC simulations. There is thus a potential risk that the final MCMC results were “forced” into plateau-like shapes for the “seemingly empty” dataset.

To address this concern and connect back to the original breaking traces, we start by considering the connection strength distribution with respect to one of the “interesting nodes” identified by the MCMC feature-finder (Figure 5a). Next, we introduce a new grid-based correlation tool by scoring each trace passing through the selected node by the average connection strength vs. the selected node of all the other nodes the trace passes through (SI section S.8). Intuitively, higher scores identify the least-random-walk-like experimental traces passing through the selected node. Finally, we plot 2D and 1D histograms of just the top 10%-scoring of these traces (Figure 5b,c). This reveals that plateau-like features are present in the actual experimentally collected traces in the “seemingly empty” dataset. No slope criteria or restrictions are used at any point in making Figure 5; we just selected the least-random-walk-like traces through a particular node, and those traces turn out to have plateau features. This scoring tool is thus a useful way to validate that a feature discovered with the MCMC feature-finder really exists in the experimental data. It is also a great way to extract for further analysis the traces in a dataset that actually correspond to a particular type of rare behavior. The results in Figure 5 are robust to other choices of high-probability nodes from the MCMC output (SI section S.9).

The second potential concern about the MCMC
Figure 6. (a-c) Conductance distributions for the plateau-like features identified by the MCMC feature-finder in 27 different experimental datasets for three different short molecules. The distributions for “actually empty” datasets are shown in blue, for “seemingly empty” datasets in yellow, and for “clearly molecular” datasets in red (see SI section S.3 for details). For each molecule, the location of the identified plateau is quite consistent across all “seemingly empty” and “clearly molecular” datasets, providing strong evidence that the rare plateaus discovered by the MCMC feature-finder are in fact signatures of the molecules in question.

feature-finder results in Figure 4b is that the plateau feature discovered in the “seemingly empty” dataset could be located at the same conductance as the plateau feature in the “clearly molecular” dataset simply by chance. After all, the MCMC feature-finder is designed to always find some feature matching its input criteria, because some path through distance/log(conductance) space will always be least random-walk-like. For example, a “plateau-like” feature (albeit at a different conductance) was still discovered in the “actually empty” dataset, despite our expectation that plateaus will not occur when no molecules are present. This is, in fact, an inherent and unavoidable challenge for any attempt at rare event detection in a highly stochastic and/or noisy system: in any single dataset, it can be difficult to distinguish whether an identified rare event is “real” or just due to random noise-like behavior. The solution is to consider multiple datasets, since “real” rare events should be detected consistently in the same place.

We thus applied our MCMC feature-finder, with the same settings used in Figure 4b (12-node sequences, slope ≤ 2.5 decades/nm), to additional examples of “actually empty”, “seemingly empty”, and “clearly molecular” datasets collected in the presence of three different short molecules (see SI section S.3 for all dataset details and histograms). As shown in Figure 6, for each molecule the MCMC feature-finder consistently identifies essentially the same plateau feature in both the “seemingly empty” and the “clearly molecular” datasets, and this result is robust to changes in the MCMC feature-finder parameters (SI section S.7). This constitutes strong evidence that the rare plateaus detected in the “seemingly empty” datasets are in fact molecular signatures and not just random/noisy behavior. That the identified plateau features appear at different conductances for the different molecules provides yet more evidence that these plateaus originate from the experimental data and are not simply an artifact of the MCMC simulation. In contrast, there is significant variation in the conductance of the features found in the “actually empty” datasets, and these features are mostly not robust to changes in the MCMC feature-finder parameters (SI section S.7). This is in agreement with our hypothesis that these datasets do not contain consistent plateau features, but rather just random behaviors that sometimes approximate plateau-like shapes by chance.

Besides helping to validate our ability to detect rare events in practice, the data in Figure 6 also provide potential insights into the nanoscopic environment of
single-molecule junctions. We note that most of the “seemingly empty” datasets were collected under essentially identical conditions to their “clearly molecular” counterparts (SI section S.3). While the reasons for such variation in event frequency are not well studied in the field, one hypothesis is that the concentration of molecules in the immediate vicinity of the junction (and hence the frequency of molecular plateaus) is controlled in large part by random chance, and is only loosely dependent on the concentration of the deposited molecular solution. Therefore, our identification of molecular behavior in so many “seemingly empty” datasets may suggest that, at room temperature, these molecules are mobile enough that they can still find their way into the junction even when their concentration in the immediate vicinity is quite low. Additionally, the fact that there is little-to-no systematic difference between the conductances of the plateaus identified in the “seemingly empty” and “clearly molecular” datasets is consistent with the widely held assumption that MCBJ experiments are truly measuring single-molecule junctions, with little-to-no contribution from multi-molecule junctions.

4. CONCLUSIONS

Extracting as much meaningful information as possible from the large, stochastic datasets created by single molecule break junction experiments continues to be a challenging multidimensional problem that will consequently require multiple different approaches to solve. Much effort has recently gone into developing different types of filtering, and, especially, clustering algorithms for break junction data. While these approaches have many advantages and documented successes, to date they have mostly been designed for and applied to the problem of extracting prominent dataset features, rather than the related but distinct challenge of identifying rare behaviors in huge samples of breaking traces. In this work we specifically addressed this latter challenge by introducing a novel approach that uses the trace history information which is ignored by traditional histogram-based analysis to calculate pairwise correlations between discretized locations in distance/log(conductance) space. This framework is quite distinct from other published analysis tools for single-molecule transport data, which we believe has value; all analysis tools make implicit assumptions about dataset structure through their design, and so increasing the variety of these designs and assumptions is important for gaining new perspectives and generating new hypotheses. Using simulated breaking traces, we demonstrated how a suite of tools based on our framework can be used to detect different types of rare features in the same dataset.

To evaluate the utility of these new rare event identification tools, we chose to focus on the specific challenge of detecting rare molecular plateaus in the case of short molecules for which those plateaus overlap with a strong tunneling background signal. Using experimental MCBJ datasets collected for three separate short molecules, we demonstrated a consistent ability to detect molecular plateau features corresponding to the molecular species that was known to be physically present, but whose signature was invisible in the raw data. These rare and hidden molecular plateaus were identified without any a priori knowledge or assumptions about their conductance values, and multiple controls and validation tests supported our inference that they are in fact signatures of the molecules in question.

The successful detection of rare molecular plateaus in several experimental datasets is important for multiple reasons. First, it provides us with important insight into the junction environment, suggesting for example that molecules can find their way to the very middle of the junction even when the overall frequency of molecular bridging events is quite low. In future studies our tools may help yield insight into the causes of variable bridging frequency, such as varying local concentration. Second, we believe that addressing the challenge of identifying rare molecular plateaus is of particular importance, because if very weak molecular signatures can be reliably detected, then single-molecule researchers are empowered to explore a greater variety of molecular binding groups, concentration regimes, or perhaps single molecule chemical reactions. Third, despite the importance of rare plateaus in particular, we stress that our grid-based correlation approach is not limited by design to this one type of rare event. Therefore, rigorously validating that the new tools presented here can successfully detect one form of rare behavior is also important because it suggests that they can be used for rare event detection more generally. This could potentially allow new types of physically meaningful break junction behaviors to be found and understood. We also note that our approach was able to identify molecular plateaus in the “clearly molecular” datasets.
as well, suggesting that while these tools were designed for rare event detection in particular, they may in fact have applicability for extracting more common events as well.

In contemplating the possible extension of our grid-based correlation approach to other types of rare events, however, it is also important to consider its limitations. For example, the MCMC feature-finder is designed to focus on the single most-correlated feature of a given type. If multiple features match the user-specified criteria—e.g., a dataset with two rare plateau features—then the MCMC feature-finder is likely to be heavily weighted towards the one with even just slightly higher internal correlation (though the second could then be found by modifying the MCMC criteria). An example of this situation is shown in SI section S.11.1 using simulated data. Another limitation of our approach is that it is designed to identify rare events that are localized in distance/log(conductance) space. This is relevant, for example, for the consideration of rare switching events between multiple molecular conductance states. As illustrated in SI section S.11.2 using simulated data, our approach is capable of identifying such switching events if they occur at a preferred distance (e.g., if the switching is caused by stretching-induced conformational change), but is not suitable for detecting switching that stochastically occurs across a broad range of distances (e.g., if the switching mechanism is light-induced).

To enable these and other extensions of our work, we have made all of the MATLAB code needed to implement our new approach freely and publicly available as part of our SMAUG Toolbox at github.com/LabMonti/SMAUG-Toolbox.
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S.1 Molecular Synthesis

S.1.1 Synthetic Procedures

All reactions were carried out using oven-dried (120 °C) glassware. All commercially available reagents and common solvents were used without further purification. Reaction mixtures were magnetically stirred and progress was monitored by thin layer chromatography using Merck Silica Gel 60 F254 plates visualized by fluorescence quenching under UV light. Flash chromatographic purification was performed on silica 32-63, 60 Å using flash chromatography under positive nitrogen pressure. Concentration under reduced pressure was performed by rotary evaporation at <40 °C at the appropriate pressure. Structural characterization data was obtained on commercially available instrumentation with specifications as indicated in the experimental descriptions.

(E)-1,2-bis(2,3-dihydrobenzo[b]thiophen-5-yl)ethene (a.k.a. OPV2-2BT): McMurry coupling was performed using a procedure reported in the literature with slight modification. To a chilled suspension of Zn (1.98 g, 30.4 mmol) in THF-CH₂Cl₂ (40 mL, 3:1 v/v) was slowly added TiCl₄ (1.73 mL, 14.7 mmol) at 0 °C under N₂ atmosphere. The resulting mixture was maintained at reflux for 2 h during which time the color of the mixture became dark brown. The mixture was cooled to 0 °C using an ice bath, followed by slow addition of a solution of 2,3-dihydrobenzo[b]thiophene-5-carbaldehyde₂ (1.3 g, 7.9 mmol) and CH₂Cl₂ (3 mL). The mixture was stirred while warming to rt for 10 mins, then maintained at reflux overnight. The mixture was cooled to 0 °C and subjected to dropwise addition of aqueous saturated Na₂CO₃ (34 mL). The resulting solid was filtered, washed with acetone (100 mL), and dried under reduced pressure. The solid was triturated with CHCl₃ (20 mL*4) and the remaining solid residue was transferred to a beaker and extracted with boiling CHCl₃ (100 mL) (repeated thrice). Caution: Product has poor solubility! The organic layers were combined, evaporated, and subjected to a silica gel
column chromatography purification to afford the desired product as a light-yellow powder (0.81 g, 69%): Rf: 0.4 (1:19 v/v, EtOAc/hexane); 1H NMR (400 MHz, CDCl₃): δ 7.34 (d, J = 1.7 Hz, 2H), 7.23 (dd, J = 8.1, 1.7 Hz, 2H), 7.18 (d, J = 8.0 Hz, 2H), 6.96 (s, 2H), 3.34–3.46 (m, 4H), 3.26–3.33 (m, 4H) ppm; 13C NMR (101 MHz, CDCl₃): δ 141.1, 140.8, 134.1, 127.2, 126.1, 122.3, 122.1, 36.2, 33.7 ppm; LRMS (MS+): m/z calculated for C₁₈H₁₆S₂ 296.0693 [M]+; found 296.95.

Synthetic Procedure of (E)-S,S’-(Ethene-1,2-diylbis(4,1-phenylene)) diethanethioate:

(E)-O,O’-(Ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate):³ (E)-O,O’-(Ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate) was prepared following a literature procedure.³,⁴ McMurry coupling of 4-hydroxybenzaldehyde gave (E)-4,4’-(ethene-1,2-diyl)diphenol⁴ which was further subjected to bis-thiocarbamoylation to afford (E)-O,O’-(ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate):³ 1H NMR (400 MHz, CDCl₃): δ 7.52 (d, J = 8.0 Hz, 4H), 7.04-7.08 (m, 6H), 3.47 (s, 6H), 3.36 (s, 6H) ppm; 13C NMR (101 MHz, CDCl₃): δ 187.8, 153.5, 135.2, 128.2, 127.3, 123.1, 43.4, 38.9 ppm.

(E)-S,S’-(Ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate):³ A mixture of (E)-O,O’-(Ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate) (100 mg, 0.258 mmol), ceric ammonium nitrate (283 mg, 0.517 mmol), and DMSO (5 mL) was stirred at rt for 36 h. The reaction was quenched with H₂O (20 mL) and extracted with CH₂Cl₂ (3 x 20 mL). The combined organic layer was dried (MgSO₄), filtered, and concentrated under reduced pressure. The crude residue was triturated with EtOAc and filtered to afford the desired product as a pale-yellow powder (48 mg, 48%): Rf: 0.2 (CHCl₃); 1H NMR (400 MHz, CDCl₃): δ 7.46-7.53 (m, 8H), 7.12 (s, 2H), 3.05-3.10 (m, 12H) ppm; 13C NMR (101 MHz, CDCl₃): δ 166.9, 138.1, 136.0, 129.2, 128.1, 127.2, 37.1 ppm.
(E)-S,S’-(Ethene-1,2-diylbis(4,1-phenylene)) diethanethioate (a.k.a. OPV2-2SAC): A mixture of (E)-S,S’-(Ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate) (0.15 g, 0.39 mmol), KOH (0.49 g, 0.87 mmol), and THF-MeOH (4.5 mL, 7:2 v/v) was purged with N2 and maintained at 50 °C for overnight. The mixture was cooled to rt, ice was added and the resulting mixture was acidified with 6N HCl to a pH ~ 2. A solid emulsion was observed which was evaporated to dryness. To this residue was added 1 mL AcCl and 0.2 mL Et3N at 0 °C. Caution: the addition is very exothermic! After addition, the mixture was maintained at 50 °C for overnight. The mixture was cooled to rt, ice was added and the resulting mixture was extracted with CH2Cl2 (2 x 5 mL) and EtOAc (5 mL). The combined organic layers were dried (MgSO4), filtered, and concentrated under reduced pressure. The crude residue was subjected to a silica gel column chromatography to afford the desired product as an off-white solid (23 mg, 18%): Rf: 0.2 (1:9 v/v, EtOAc/hexane); 1H NMR (400 MHz, CDCl3): δ 7.55 (d, J = 8.0 Hz, 4H), 7.41 (d, J = 8.0, 4H), 7.1s (s, 2H), 2.44 (s, 6H) ppm; 13C NMR (101 MHz, CDCl3): δ 194.1, 138.3, 134.8, 129.3, 127.4, 127.4, 30.4 ppm.

(E)-1,2-bis(4-(methylthio)phenyl)ethene (a.k.a. OPV2-2SMc): McMurry coupling was performed using a literature reported procedure with slight modification. To a chilled suspension of Zn (1.64 g, 25.2 mmol) in THF-CH2Cl2 mixture (40 mL, 3:1 v/v) was slowly added TiCl4 (1.33 mL, 12.2 mmol) at 0 °C under N2 atmosphere. The resulting mixture was maintained at reflux for 2 h during which the color became dark brown. The mixture was cooled to 0 °C and a solution of 4-(methylthio)benzaldehyde (1.00 g, 6.57 mmol) and CH2Cl2 (5 mL) was slowly added. It was allowed to stir at rt for 10 mins, then refluxed for overnight. After that, reaction was cooled to 0 °C, and dropwise added 30 mL aqueous saturated Na2CO3 solution. Filtered off the solid, washed with acetone (30 mL) and CHCl3 (50 mL). The filtrate was evaporated (to remove acetone and THF) and extracted with CHCl3 (30 mL*3). The combined organic layer was dried (MgSO4) and concentrated, and the residue was purified by silica gel column chromatography to afford the desired product as a colorless solid (0.6 g, 67%): Rf: 0.2 (1:9 v/v, EtOAc/hexane); 1H NMR (400 MHz, CDCl3): δ 7.42 (d, J = 8.0 Hz, 4H), 7.24 (d, J = 8.0, 4H), 7.1s (s, 2H), 2.44 (s, 6H) ppm; 13C NMR (101 MHz, CDCl3): δ 194.1, 138.3, 134.8, 129.3, 127.4, 127.4, 30.4 ppm.

S.1.2 NMR Characterization

The nuclear magnetic resonance (NMR) spectra were recorded on Bruker Avance III 400 spectrometer operating at 400 MHz (1H) and 101 MHz (13C) respectively. Chemical shifts (δ) are reported in parts per million (ppm) with tetramethylsilane (TMS) as the internal standard (at 0 ppm) for both 1H and 13C. TMS and residual NMR solvent peaks are not labelled. All 13C spectra were measured with complete proton decoupling. Data are reported as follows: s = singlet, d = doublet, t = triplet, q = quartet, m = multiplet, dd = doublet of doublets, coupling constants (J) in Hz. MNova software was used to plot NMR spectra.
Figure S1. $^1$H NMR (400 MHz) and $^{13}$C NMR (101 MHz) spectra of \((E)-1,2$-bis\(2,3\)-dihydrobenzo[\(b\)]thiophen-5-yl\)ethene (a.k.a. OPV2-2BT) in CDCl$_3$. 
Figure S2. $^1$H NMR (400 MHz) and $^{13}$C NMR (101 MHz) spectra of (E)-O,O'-([Ethene-1,2-diylbis(4,1-phenylene)])bis(dimethylcarbamothioate) in CDCl$_3$. 
Figure S3. $^1$H NMR (400 MHz) and $^{13}$C NMR (101 MHz) spectra of (E)-S,S’-(ethene-1,2-diylbis(4,1-phenylene))bis(dimethylcarbamothioate) in CDCl$_3$. 
Figure S4. $^1$H NMR (400 MHz) and $^{13}$C NMR (101 MHz) spectra of (E)-S,S’-(Ethene-1,2-diylbis(4,1-phenylene)) diethanethioate (a.k.a OPV2-2SAc) in CDCl$_3$. 
Figure S5. $^1$H NMR (400 MHz) and $^{13}$C NMR (101 MHz) spectra of (E)-1,2-bis(4-(methylthio)phenyl)ethene (a.k.a. OPV2-2SMe) in CDCl$_3$. 
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S.1.3 Mass Spectrometry Characterization

Low resolution mass spectra were recorded in amaZon SL instrument by the MS service at Analytical & Biological Mass Spectrometry Facility, University of Arizona. LRMS (m/z) was recorded in the positive/negative mode using CH₂Cl₂ in MeOH, or solvent free probe mode using Tuning Mix.m method.

![Generic Display Report]

**Figure S6.** LRMS spectrum of (E)-1,2-bis(2,3-dihydrobenzo[b]thiophen-5-yl)ethene (a.k.a. OPV2-2BT).

S.2 Details of Simulated Trace Generation

Each simulated trace used in this work was generated as a list of points \((x_i, y_i)\) with \(x\) representing inter-electrode distance, in nm, and \(y\) representing the logarithm of the junction conductance, in \(\log(G/G_0)\). Each trace begins at \(x = -0.25\) nm and proceeds, with 0.002 nm steps between each successive point, until \(y = -7\). Each trace was initially generated as a “model trace”, after which low-amplitude random noise was added on to create the final trace.

Each tunneling model trace begins with a perfectly flat pre-rupture plateau at \(y = G_{pre}\) which continues until \(x = 0\) nm. Next, the model trace drops linearly with a slope of DropSlope until a \(y\)-value of \(G_{drop}\) is reached. Finally, the model trace drops linearly with a slope of TunnSlope until the trace ends at \(y = -7\) \(\log(G/G_0)\). For each model trace, these parameters are independently chosen from respective normal distributions (see Table S1).

Each molecular model trace begins with the same three sections as the model tunneling traces, but the third section ends when \(y\) reaches \(G_{plateau}\). The model trace then proceeds linearly with a slope of PlateauSlope until \(x = PlateauLength\). Finally, the model trace drops linearly with a slope of
BreakOffSlope} until the trace ends at $y = -7 \log(G/G_0)$. Just as with the tunneling model traces, all parameters are independently chosen from their respective normal distributions for each model molecular trace (see Table S1).

To each model trace, a small amount of noise $n_i$ was added to the $y$-value for each point in the following manner. We first drew values of NoiseMag and Tether from their respective normal distributions (see Table S1). For each point in the trace, $n_i$ was then randomly drawn from a normal distribution with $\mu = x_i + (1 - \text{Tether})n_{i-1}$ and $\sigma = \text{NoiseMag}$. The result is that the amount of noise increases cumulatively along the trace, but this cumulative noise cannot increase too much because the trace gets slightly pulled back towards the location of the master trace by a “tether”.

It is important to emphasize that all of the above details were chosen in order to produce simulated traces that visually resemble what is observed in our experiments, and are not based on any physical model of charge transport. Since the only purpose of these simulated traces is to demonstrate how our grid-based correlation tools work, traces that resemble observed behaviors, even if only superficially, are appropriate for this work.

Table S1. Mean ($\mu$) and standard deviation ($\sigma$) for the normal distributions that each of the parameters used to generate simulated traces is drawn from. $G_{\text{plateau}}$, PlateauSlope, PlateauLength, and BreakOffSlope are only used for molecular traces, while all other parameters are used for both tunneling and molecular traces. For every individual trace, each parameter has a single fixed value, but the parameters are chosen independently for each trace using these normal distributions.

| Parameter Name      | $\mu$ | $\sigma$ | Units            |
|---------------------|-------|----------|------------------|
| $G_{\text{pr}}$     | 0     | 0.05     | log($G/G_0$)    |
| DropSlope           | -20   | 5        | decades/nm      |
| $G_{\text{drop}}$   | -2.5  | 0.5      | log($G/G_0$)    |
| TunnSlope           | -6    | 1.2      | decades/nm      |
| $G_{\text{plateau}}$| -4    | 0.35     | log($G/G_0$)    |
| PlateauSlope        | -0.05 | 0.01     | decades/nm      |
| PlateauLength       | 0.65  | 0.05     | nm               |
| BreakOffSlope       | -25   | 5        | decades/nm      |
| NoiseMag            | 0.05  | 0.01     | log($G/G_0$)    |
| Tether              | 0.05  | 0.001    | -                |

S.3 Experimental Datasets Used in this Work

As previously described in Bamberger et al. 2020,10 certain events during the collection of breaking traces on a given MCBJ sample often lead to discrete, qualitative changes in trace behavior. Our standard practice is thus to treat the chunk of traces collected between each pair of such events as a separate dataset, to be analyzed independently. The events that we consider to begin a new dataset are: pausing the LabVIEW program to deposit or re-deposit molecular solution, or to deposit pure dichloromethane; and stopping the LabVIEW program to fully relax the push rod, then restarting the LABVIEW program (we refer to this as “starting a new trial”). Table S2 lists all of the experimental datasets considered in this work, each assigned a unique identification number, as well as the trial number and number of molecular depositions for each dataset. We stress that all usable datasets from these four MCBJ samples are analyzed and reported on in this work. If a certain dataset appears to be missing—e.g., deposition #3 for sample #108-5—it is because that dataset contained only a few hundred traces, and thus was not suitable for analysis, not because it was excluded for producing “undesired” results.
In some of the large datasets collected for this work, the molecular signature seemingly disappeared partway through the block of sequential traces. We chose to break these datasets into multiple subsets and to analyze each subset independently. This decision was taken solely to provide more test cases for our rare event detection tools; unlike the dataset-splitting events discussed above, we do not believe there is any fundamental reason to analyze these blocks of traces separately, and the dividing points for the different subsets were chosen somewhat arbitrarily. These subsets, and what block of traces each one corresponds to, can be found in Table S2.
**Table S2.** List of each experimental dataset, or dataset subset, analyzed in this work. Sample # specifies the specific physical MCBJ sample that the breaking traces were collected on, and Dataset ID# specifies the specific block of traces collected for a given trial/deposition combination. In some cases, a single dataset was broken into multiple subsets for independent analysis. All usable datasets from four MCBJ samples run with three different molecules are included. The order of datasets and dataset subsections in this table matches the order of the results shown in Figure 6 in the main text, going first top-to-bottom and then left-to-right.

| Dataset ID# | Sample # | Trial # | Deposition # | Concentration (μM) | # of Traces | Subset? | Molecule Present |
|-------------|----------|---------|--------------|-------------------|-------------|--------|-----------------|
| 130         | 108-5    | 1       | 0            | N/A               | 3847        | No     | None            |
| 131         | 108-5    | 1       | 2            | 1                 | 2500        | Yes, 1-2500 | OPV2-2BT |
| 131         | 108-5    | 1       | 2            | 1                 | 7592        | Yes, 2501-10092 | OPV2-2BT |
| 133         | 108-5    | 3       | 5            | 1                 | 6562        | No     | OPV2-2BT |
| 134         | 108-5    | 3       | 5\(^a\)      | 1                 | 11897       | No     | OPV2-2BT |
| 135         | 108-5    | 4       | 1\(^b\)      | 10                | 5807        | No     | OPV2-2BT |
| 184         | 114-5    | 1       | 0            | N/A               | 4093        | No     | None            |
| 185         | 114-5    | 1       | 2            | 1                 | 4650        | No     | OPV2-2SMe |
| 186         | 114-5    | 1       | 3            | 1                 | 2594        | No     | OPV2-2SMe |
| 187         | 114-5    | 1       | 4            | 1                 | 4467        | No     | OPV2-2SMe |
| 188         | 114-5    | 2       | 7            | 1                 | 4212        | No     | OPV2-2SMe |
| 189         | 114-5    | 2       | 8            | 1                 | 2543        | No     | OPV2-2SMe |
| 190         | 114-5    | 2       | 1\(^c\)      | 10                | 8605        | No     | OPV2-2SMe |
| 191         | 114-5    | 2       | 2\(^d\)      | 10                | 9236        | No     | OPV2-2SMe |
| 192         | 125-3    | 1       | 0            | N/A               | 2861        | No     | None            |
| 193         | 125-3    | 1       | 2            | 1                 | 3832        | No     | OPV2-2SMe |
| 194         | 125-3    | 1       | 1\(^e\)      | 10                | 6353        | No     | OPV2-2SMe |
| 195         | 125-3    | 1       | 2\(^f\)      | 10                | 2837        | No     | OPV2-2SMe |
| 196         | 125-3    | 1       | 2\(^g\)      | 10                | 5812        | No     | OPV2-2SMe |
| 231         | 119-1    | 1       | 0            | N/A               | 5066        | No     | None            |
| 232         | 119-1    | 1       | 1            | 1                 | 2500        | Yes, 1-2500 | OPV2-2SAc |
| 232         | 119-1    | 1       | 1            | 1                 | 2500        | Yes, 2501-5000 | OPV2-2SAc |
| 232         | 119-1    | 1       | 1            | 1                 | 3885        | Yes, 5001-8885 | OPV2-2SAc |
| 233         | 119-1    | 1       | 2            | 1                 | 2745        | No     | OPV2-2SAc |
| 234         | 119-1    | 1       | 3            | 1                 | 2500        | Yes, 1-2500 | OPV2-2SAc |
| 234         | 119-1    | 1       | 3            | 1                 | 2500        | Yes, 2501-5000 | OPV2-2SAc |
| 234         | 119-1    | 1       | 3            | 1                 | 3655        | Yes, 5001-8655 | OPV2-2SAc |

\(^a\) Pure dichloromethane was deposited between datasets 133 and 134, so they are considered distinct despite having the same trial number and number of depositions.

\(^b\) First 10 μM deposition, preceded by 5 1 μM depositions.

\(^c\) First 10 μM deposition, preceded by 8 1 μM depositions.

\(^d\) Second 10 μM deposition, 10\(^th\) deposition overall.

\(^e\) First 10 μM deposition, preceded by 2 1 μM depositions.

\(^f\) Second 10 μM deposition, 4\(^th\) deposition overall.

\(^g\) Pure dichloromethane was deposited between datasets 195 and 196, so they are considered distinct despite having the same trial number and number of depositions.
The 1D conductance histograms for each dataset or subset from Table S2 are shown in Figure S7, Figure S8, Figure S9, and Figure S10, grouped by the different MCBJ samples that the datasets were collected from. The 2D distance/conductance histograms for all of these datasets and dataset subsections are shown in Figure S11, Figure S12, Figure S13, and Figure S14, again grouped by MCBJ sample. Datasets collected before any molecular solution was deposited are shown in blue in the 1D histogram overlays and labeled as “actually empty” in the 2D histograms.

For datasets collected after molecular solution had been deposited, we considered both the 1D and 2D histograms in order to categorize each dataset as either “seemingly empty” (yellow) or “clearly molecular” (red). Our primary criteria for making these determinations was whether a molecular peak is present in the 1D histogram and whether a plateau-like feature is distinguishable in the 2D histogram. Not all of the datasets that we categorize as “seemingly empty” look identical to the “actually empty” datasets collected on the same MCBJ sample. However, as shown in Figure S15, different “actually empty” datasets collected on the same MCBJ sample also do not always look identical. We therefore believe that our “seemingly empty” assignments are justified because in all such cases it is not a priori obvious from the 1D and 2D histograms whether or not molecules were truly present. However, we acknowledge that the datasets we label as “seemingly empty” in fact span a range, with datasets which truly appear indistinguishable from the “actually empty” datasets (e.g., #185 or #193) on one end, and datasets that do not have a molecular peak in their 1D histograms, but maybe do show a hint of molecular behavior in their 2D histograms (e.g. #232 Tr. 2501-5000) on the other end. As shown in the main text, our rare event detection tools work well across this range.

**Figure S7.** Overlaid 1D conductance histograms for the six independently analyzed datasets or dataset subsections collected using MCBJ sample #108-5, with the molecule OPV2-2BT. Legend entries refer to the dataset ID numbers and/or subset ranges in Table S2. The “actually empty” dataset is shown in blue, and the datasets we have identified as “seemingly empty” or “clearly molecular” are shown in yellow and red, respectively.
Figure S8. Overlaid 1D conductance histograms for the eight independently analyzed datasets collected using MCBJ sample #114-5, with the molecule OPV2-2SMe. Legend entries refer to the dataset ID numbers in Table S2. The “actually empty” dataset is shown in blue, and the datasets we have identified as “seemingly empty” or “clearly molecular” are shown in yellow and red, respectively.

Figure S9. Overlaid 1D conductance histograms for the five independently analyzed datasets collected using MCBJ sample #125-3, with the molecule OPV2-2SMe. Legend entries refer to the dataset ID numbers in Table S2. The “actually empty” dataset is shown in blue, and the datasets we have identified as “seemingly empty” or “clearly molecular” are shown in yellow and red, respectively.
**Figure S10.** Overlaid 1D conductance histograms for the eight independently analyzed datasets or dataset subsections collected using MCBJ sample #119-1, with the molecule OPV2-2SAc. Legend entries refer to the dataset ID numbers and/or subset ranges in Table S2. The “actually empty” dataset is shown in blue, and the datasets we have identified as “seemingly empty” or “clearly molecular” are shown in yellow and red, respectively.

**Figure S11.** 2D conductance/distance histograms for each dataset or dataset subsection collected using MCBJ sample #108-5, with the molecule OPV2-2BT. Labels refer to the dataset ID numbers and/or subset ranges in Table S2. We categorized datasets collected after molecular deposition as either “seemingly empty” or “clearly molecular” based on both their 1D and 2D histograms, and these determinations are included in the labels.
Figure S12. 2D conductance/distance histograms for each dataset collected using MCBJ sample #114-5, with the molecule OPV2-2SMe. Labels refer to the dataset ID numbers in Table S2. We categorized datasets collected after molecular deposition as either “seemingly empty” or “clearly molecular” based on both their 1D and 2D histograms, and these determinations are included in the labels.
Figure S13. 2D conductance/distance histograms for each dataset collected using MCBJ sample #125-3, with the molecule OPV2-2SMe. Labels refer to the dataset ID numbers in Table S2. We categorized datasets collected after molecular deposition as either “seemingly empty” or “clearly molecular” based on both their 1D and 2D histograms, and these determinations are included in the labels.
Figure S14. 2D conductance/distance histograms for each dataset or dataset subsection collected using MCBJ sample #119-1, with the molecule OPV2-2SAc. Labels refer to the dataset ID numbers and/or subset ranges in Table S2. We categorized datasets collected after molecular deposition as either “seemingly empty” or “clearly molecular” based on both their 1D and 2D histograms, and these determinations are included in the labels.
Figure S15. Example of a case when multiple “actually empty” datasets (i.e., traces collected before any molecular solution was deposited) were collected on the same MCBJ sample. (a) 2D histogram for the actually empty dataset collected in trial 1. (b) 2D histogram for the actually empty dataset collected in trial 2 (i.e., after the sample had been fully relaxed and then restarted). (c) Overlaid 1D conductance histograms for the two datasets from (a) and (b). This example demonstrates that there can be meaningful quantitative variation between “actually empty” datasets, even those collected on the same sample. This helps explain why above we label some datasets as “seemingly empty” when they do not show any obvious evidence of molecular features, even if they do not appear identical to the actually empty dataset collected on the same sample. Note that the two datasets in this figure are not included in Table S2 because they were not analyzed for rare events.

S.4 Further Details on Grid-Based Correlation Framework

S.4.1 Coarse-Gridding Traces

Before coarse-gridding, the traces in each dataset were chopped to begin at -0.05 nm inter-electrode distance, thus excluding most of the above-G0 region. Potential correlations between trace behavior before and after final gold rupture (above and below G0 in conductance) are certainly an interesting subject for future work. However, while the amplifier used in our MCBJ experiments is very stable for measuring conductances between 10^{-6} G0 and 1 G0, it displays a small amount of drift over time for conductances much above 1 G0. This drift would produce non-meaningful correlations within the above-G0 part of our datasets, and so for this work we limit our focus to the sub-G0 conductance regime.

The coarse grid of nodes is always aligned so that a node lies at 0 nm inter-electrode distance and 1 G0 (i.e. 0 log(G/G0)) of conductance. This ensures that the grid alignment is meaningful and consistent across datasets, rather than random. To convert each trace into a coarse trace, each successive node in the coarse trace is required to advance by exactly one grid-step in the x-direction. The y-grid value at each step is obtained by averaging together all data points from the original trace that are closest to the current x-grid value, then rounding to the nearest y-grid.

All datasets used in this work have a nominal noise floor of 10^{-6} G0, and so data below this conductance value are not included. For traces that dip below the noise floor but then come back above it, multiple independent coarse traces were created for each consecutive section of at least 2 above-the-noise nodes. This choice ensures that meaningless sub-noise-floor measurements do not affect our results while still making use of as much meaningful data as possible.
S.4.2 Treatment of Nodes

Within each dataset, we only have information on nodes that were visited by at least one trace. For the purposes of calculating node-pair properties such as exit probabilities, connection strengths, etc., we therefore consider all nodes never visited by any traces to “not exist” in that particular dataset. As described in the main text, the heart of our grid-based correlation approach considers the different paths a trace might take between any two nodes. This concept struggles in cases where only a single path exists between two nodes, e.g. because the nodes in question were only visited by a single trace. We thus define a “dangling node” as any node having neither a direct neighbor above nor below itself (see Figure S16), and we remove all such dangling nodes from each dataset.

To maintain the appropriate connectivity of all remaining nodes, dangling nodes are removed in practice by removing all of the coarse traces that passed through them. This process results in the removal of only 1-2% of traces from each dataset. We note that removing these dangling nodes is a conservative choice, because, at worst, it could result in the removal of rare events of interest, but should not introduce any bias to rare behaviors that are retained.

**Figure S16.** Example dataset with all dangling nodes—those missing a neighboring node both immediately above and immediately below—highlighted in red. As this example shows, dangling nodes are typically found on the very edge of the distribution and often were visited by only a single trace. These dangling nodes are removed before our grid-based correlation tools are applied because these tools are designed for nodes with multiple potential paths through them, not just one. Nodes are removed by removing the traces that passed through them, so removing dangling nodes is an iterative process.
S.4.3 Exit Probabilities

We refer to the empirically derived probability that a trace exiting node X will pass immediately to node Y as an “exit probability” (also called “transfer probabilities” in our MATLAB code). Exit probabilities are thus defined whenever node Y lies in the column immediately to the right of node X, and undefined in all other cases. As shown in Figure S17, exit probabilities are directly calculated from the observed coarse traces in a given dataset by taking the fraction of those traces that followed each exiting path.

Figure S17. Diagram illustrating how exit probabilities are directly calculated from the exit trajectories taken by all of the traces in a given dataset. In this example, 100 traces pass through the node on the left, and only the exit probabilities for that specific node are shown. Exit probabilities are only defined for a pair of nodes in which the second node is in the column immediately to the right of the first node.

S.4.4 Binomial Hypothesis Tests for Node-Pairs

For each unique pair of nodes X and Y, two binomial hypothesis tests are computed, producing values for \( p_{\text{above}}(X,Y) \) and \( p_{\text{below}}(X,Y) \). First, we calculate \( p_{\text{null}}(X,Y) \): the probability that a trace starting from node X will eventually pass through node Y, under the null hypothesis that the trace behaves like a random weighted walk according to the exit probabilities between nodes, which can be calculated from the set of all exit probabilities using the theory of absorbing Markov chains.\(^{12}\) If \( N \) traces pass through node X, and \( m \) of those traces also pass through node Y, \( p_{\text{above}}(X,Y) \) and \( p_{\text{below}}(X,Y) \) are then calculated as:

\[
p_{\text{above}}(X,Y) = \sum_{i=m}^{N} \frac{N!}{i!(N-i)!} (p_{\text{null}})^i (1 - p_{\text{null}})^{N-i}
\]

\[
p_{\text{below}}(X,Y) = \sum_{i=0}^{m} \frac{N!}{i!(N-i)!} (p_{\text{null}})^i (1 - p_{\text{null}})^{N-i}
\]

In other words, \( p_{\text{above}}(X,Y) \) and \( p_{\text{below}}(X,Y) \) are the upper-tail and lower-tail \( p \)-values for these two binomial hypothesis tests. They represent how likely it is that we would observe, respectively, at least as
many traces going from $X$ to $Y$ as we did, or no more than the number of traces going from $X$ to $Y$ as we did, if traces really did behave like random walks. For cases in which $p_{null}$ is zero (e.g., if node $X$ is to the right of node $Y$), $p_{above}(X, Y)$ and $p_{below}(X, Y)$ are both undefined. In a few rare cases, $p_{above}$ or $p_{below}$ is calculated as zero, despite $p_{null}$ being nonzero, simply due to limited numerical precision. Such zero values would cause problems when we calculate connection strength by taking logarithms of $p_{above}$ and $p_{below}$ (see below). To deal with this possibility, we impose a minimum value for all $p_{above}$ and $p_{below}$ values of $1/($# of nodes in dataset$)^2$. This is a logical choice because ($# of nodes in dataset$)^2 is the number of different hypothesis tests potentially performed for a given dataset, and so we cannot expect reliable measurement of any $p$-values for events that would be observed in the entire dataset less than once, on average, under the null hypothesis.

### S.4.5 Connection Strength

To calculate the connection strength, or $CS$, between any two nodes, we first define $X$ to be the node farther to the left and $Y$ to be the node farther to the right. This ensures that $p_{above}(X, Y)$ and $p_{below}(X, Y)$ will both be defined. If the two nodes are in the same column as each other, the connection strength between them is automatically set to zero (to represent no correlation, since a single trace cannot visit multiple nodes in the same column). Connection strength is then defined as:

$$CS(X, Y) = \ln(p_{above}(X, Y)) + \ln(p_{above}(X, Y))$$

### S.4.6 Node-Sequence Significance

Our MCMC feature-finder (see below) operates on “node sequences”, which are a series of $n$ nodes $(m_1, m_2, \ldots, m_n)$ with each node one $x$-grid to the right of the previous—in other words, a node sequence is a section cut out of a potential coarse trace. In order to represent how correlated with each other the nodes in a particular sequence are, we define the “significance” of a particular $n$-node sequence $s$ as:

$$SIG(s) = \frac{2}{n(n-1)} \sum_{i=1}^{n} \sum_{j=i+1}^{n} CS(m_i, m_j)$$

In other words, the significance of a node sequence is simply the average connection strength between every possible unique pair of nodes which can be drawn from that sequence. All possible node pairs are included because meaningful spatial correlations might exist between any two points within the node sequence. In our MATLAB code, the significance of a node sequence is also referred to as its “weight”.

### S.5 Details of MCMC Feature-Finder

#### S.5.1 General Operation of MCMC

We generate Markov Chains of $n$-node sequences using the Metropolis MCMC algorithm. Briefly, Metropolis MCMC creates a list of points—in our case, $n$-node sequences—by iteratively generating a new point, known as a trial step, based on the current last point in the list. The Metropolis criterion (see...
below) is used to determine whether that trial step is accepted—meaning that the new point is added to the list—or rejected, meaning that the current last point in the list is repeated. After a large number of iterations, the list of points will converge to the desired distribution,\textsuperscript{13,14} in our case a distribution of the most significant node-sequences.

In our specific MCMC simulation, six different types of trial steps are used to enable the node sequences to efficiently explore the entire available space (see Figure S18): a “single shift”, in which one of the sequence’s nodes at random is moved up or down by one grid unit; a “rigid shift”, in which all of the sequence’s nodes are moved up or down by one grid unit together; a “split shift”, in which the left half of the sequence is moved up or down by one grid unit while the right half is moved in the opposite direction by one grid unit; a “scramble shift”, in which each node in the sequence is randomly moved up or down by one grid unit independently of the others; a “rigid translate”, in which all of the sequence’s nodes are moved left or right by one grid unit together; and a “snake translate”, in which the left-most node is removed and then added to the right end of the sequence at the same vertical location, or vice versa. For each step, the movement direction(s) of any nodes are chosen uniformly at random to ensure that the trial step distribution is symmetric (which is what makes this a Metropolis rather than a Metropolis-Hastings algorithm,\textsuperscript{13,14}). At each MCMC iteration, the type of trial step is chosen at random according to the probabilities listed in Figure S18. These probabilities were empirically chosen to roughly achieve an overall acceptance rate of ~0.1 to 0.6, as this range typically produces high efficiency for MCMC algorithms.\textsuperscript{13} We stress, however, that the specific types of trial steps and their relative probabilities are only important for how long our MCMC runs take to converge. Any set of trial steps that allows the entire available space to be explored will produce the same final distribution, provided that the MCMC run includes sufficient steps to achieve convergence.

![Figure S18](image)

\textbf{Figure S18.} Examples of the six different types of trial steps being applied to a 5-node sequence. The middle grid shows the original 5-node sequence in black, and each of the surrounding grids shows one possible result of applying each type of trial step, in color, with the original sequence overlaid in dotted black. The percentages next to each arrow indicate the probability that that type of trial step is randomly
chosen at each MCMC iteration. Each type of trial step involves randomness in how it is applied (e.g., which node to shift and/or which direction to shift node(s) in).

As stated in the main text, we assign the probability of each \( n \)-node sequence \( s \) appearing in our desired distribution to be proportional to \( \exp \left( \frac{\text{SIG}(s)}{T} \right) \), where \( T \) is an effective temperature (see section S.5.3). Because our trial steps are all fully symmetric, the Metropolis criterion states that a trial step will be accepted if and only if:

\[
x \leq \exp \left( \frac{\text{SIG}(s_{\text{trial}}) - \text{SIG}(s_{\text{current}})}{T} \right)
\]

where \( x \) is a number between 0 and 1 generated uniformly at random, \( s_{\text{current}} \) is the current \( n \)-node sequence and \( s_{\text{trial}} \) is the \( n \)-node sequence produced by the trial step. If the trial \( n \)-node sequence includes one or more nodes that do not exist in the dataset being analyzed (see section S.4.2 above), or if the trial \( n \)-node sequence does not meet the user-specified criteria for the given MCMC run (see section S.5.2 below), \( \text{SIG}(s_{\text{trial}}) \) is set to infinity so that the trial step is always rejected.

### S.5.2 Including User-Specified Criteria

As explained in the main text, because traces can be correlated with their own history in multiple different ways in the same dataset, it can be helpful to apply extra criteria to the \( n \)-node sequences produced by the MCMC feature-finder in order to focus attention on a particular type or category of rare event. In our algorithm, any trial \( n \)-node sequence that does not meet the user specified criteria is automatically rejected, resulting in a final distribution of only sequences that meet the criteria. Our algorithm is written to be extremely flexible, and so any imaginable set of criteria can be easily incorporated for a given run.

In this work, we apply what we call “range slope” criteria. We define the “range slope” of an \( n \)-node sequence to be the number of nodes spanned vertically by the sequence, divided by \( n \). We then set a maximum allowable value for this range slope (a minimum allowable value could also be defined, but is not used in this work). This definition of slope was chosen because it works well for focusing on relatively flat features. Other types of slope definition work better for focusing on highly-slanted features, and are implemented in our publicly available code, but such highly-slanted features are outside the scope of the present work.

### S.5.3 The Role of Effective Temperature

The significance of an \( n \)-node sequence (see section S.4.6 above) intuitively represents how “non-random-walk-like” the path represented by those nodes is. However, this significance value does not have any natural units associated with it, and the typical scale of significances for a set of \( n \)-node sequences can vary meaningfully depending on the dataset analyzed, the value of \( n \), and the type of criteria the sequences must meet. Therefore, the effective temperature \( T \) included in our MCMC algorithm (see section S.5.1 above) should be thought of as a way to set an appropriate relative scale for sequence significances during a given MCMC run.
Practically, \( T \) has the effect of “tempering” the probability distribution simulated by the MCMC: small values of \( T \) accentuate any peaks in this distribution so that the simulation spends more of its time there, while large values of \( T \) flatten the distribution so that differences between high- and low-significance sequences are less pronounced (see, e.g., Figure S25 and Figure S26). Because our MCMC feature finder is designed to find the most significant features, low \( T \) values and highly-peaked probability distributions are desirable in our context.

As described above, different sets of node sequences can have meaningfully different scales on which their significance values fall. To correct for this, for each dataset we first perform an MCMC simulation with \( T = \infty \)—meaning that all possible node sequences are equally likely to appear in the final distribution—and then compute the standard deviation of the significance values from all node sequences produced by the simulation, which we call \( \sigma_\infty \) (see Figure S19). Because \( \sigma_\infty \) represents the typical significance difference between two potential node sequences, it can be used to put the significances from different sets of node sequences onto equivalent scales. We find empirically that effective temperatures in the range \( T = \frac{\sigma_\infty}{3} \) to \( T = \frac{2\sigma_\infty}{3} \) typically produce reasonable results—across a range of datasets, sequence lengths, and criteria types—in which the most significant feature is easy to identify (see, e.g., Figure S25 and Figure S26). The results in this work are therefore taken from MCMC runs with \( T = \frac{4\sigma_\infty}{9} \).

### S.5.4 Parallel Tempering

As described in the previous section, we use relatively low effective temperatures in our MCMC feature finder in order to produce clear and highly-peaked features. However, these low temperatures can make it easy for the simulated node sequences to get “stuck” at a local maximum in the probability distribution and hence take a very long time to fully explore the available space. In the limit of infinite MCMC steps such a simulation will still converge to the correct final distribution, but in practice these “cold” simulations can produce misleading results and/or be extremely difficult to converge.

To address this issue, we employ a strategy known as parallel tempering.\(^{13,15}\) This involves constructing a “super MCMC chain” composed of several MCMC chains run in parallel, each at a different effective temperature. In addition to the regular trial steps in which each sub-chain attempts to move its own node sequence independently of the other sub-chains, there is also a new type of trial step that attempts to swap the node sequences from two adjacent temperatures. This strategy helps the convergence of the low-temperature chains, because the high-temperature chains can efficiently explore the entire available space and then allow the low-temperature chains to “jump” between poorly-connect local probability maxima via the swap steps. An added benefit is that each parallel tempering MCMC simulation produces results for multiple effective temperatures, which helps us confirm that our conclusions are not overly sensitive to a particular value of \( T \) (see section S.7.4).

For the results in this work, we employ parallel tempering with five different temperatures: \( \frac{4\sigma_\infty}{9}, \frac{5\sigma_\infty}{9}, \frac{6\sigma_\infty}{9}, \sigma_\infty \), and \( \infty \). A swap step is randomly attempted 20% of the time, and the other 80% of the time each sub-chain independently attempts a regular trial step according to the probabilities in Figure S18. Within a swap step, we randomly start with either the highest or lowest temperature sub-chain and then sequentially attempt to swap each node sequence with the one from the immediately lower or higher temperature sub-chain, respectively. This approach preserves the symmetry of the trial step distribution.
S.5.5 Starting Point and Burn-In

In order to generate an initial \( n \)-node sequence for each MCMC simulation, a random node is chosen in proportion to the number of traces passing through each node, then an \( n \)-node sequence is randomly generated centered on that node according to the exit probabilities. If this sequence does not meet the user-specified criteria, the process is repeated until a sequence that does meet criteria is obtained. A separate starting node sequence is independently chosen for each different temperature in the parallel tempering MCMC super-chain.

The above strategy for choosing starting points is chosen for convenience; the starting point for an MCMC simulation should have essentially no effect on the final results. The one caveat is that it is important to choose a starting point from a region of high probability, because otherwise convergence of the MCMC chain will take a very long time. For example, if the starting point only has a probability of one billionth, it will take a minimum of one billion steps to converge to the correct final distribution. In our context it is difficult to even approximate the probability of any single node sequence \( a \) priori, and so we employ the strategy of “burn in”: we discard the results from the first \( N \) MCMC steps so that the node sequence has an opportunity to move into a region of high probability before its locations start being included in the final simulated distribution. While some authors have criticized burn-in for being an inefficient way to start in a high-probability region, it has the advantage of being simple and easy, and should never cause any harm. In this work, we use \( N = 200,000 \) unless otherwise stated (see Figure S19).

S.5.6 Criteria for MCMC Convergence

In order to assess when our MCMC simulations have run for sufficiently many steps that they will provide a good estimate of the desired distribution, we use a version of the Gelman-Rubin diagnostic, one of the most popular choices for this purpose. This diagnostic relies on simulating multiple independent MCMC chains in parallel, each beginning at a different starting point. These parallel chains should not be confused with the sub-chains run at different temperatures for parallel tempering (which are not independent, because of the swap steps); rather, because we are employing parallel tempering, in order to use the Gelman-Rubin diagnostic we must run multiple independent copies of the entire parallel tempering super MCMC chain in parallel.

The intuition behind the Gelman-Rubin diagnostic is that, if the independent MCMC chains have suitably converged to the desired distribution, then the variance within each chain should be the same as the variance when data from all the chains are combined. This diagnostic test thus involves taking a ratio of between-chain to within-chain variance and requiring this ratio to be close to one.

Formally, suppose that \( \theta \) is any parameter that can be calculated at a single MCMC step, and that there are \( m \) independent chains run for \( k \) steps each. If \( \theta_{ij} \) represents the value of \( \theta \) at the \( i \)th step of the \( j \)th independent chain, then we can calculate the average within-chain variance as:

\[
W = \frac{1}{m} \sum_{j=1}^{m} \left( \frac{1}{n-1} \sum_{i=1}^{n} (\theta_{ij} - \bar{\theta}_j)^2 \right)
\]

where \( \bar{\theta}_j \) is the average value of \( \theta \) within chain \( j \). Next we calculate the variance between the chain averages as:
\[
B = \frac{1}{m - 1} \sum_{j=1}^{m} (\bar{\theta}_j - \bar{\theta})^2
\]
where \( \bar{\theta} \) is the average value of \( \theta \) across all steps from all chains. We then take a ratio involving these two values, defined as:

\[
\hat{R} = \sqrt{\frac{n - 1}{n} W + B}
\]

This value of \( \hat{R} \) will converge to 1 as \( n \to \infty \), and 1.1 is commonly used as a cutoff value, meaning that the MCMC simulation will be considered to be suitably converged when \( \hat{R} < 1.1 \).

In this work, we apply convergence criteria in two different places. The first time is for our single-temperature, \( T = \infty \), MCMC simulation used to determine \( \sigma_\infty \) (see section S.5.3 above). No burn-in steps are used for this MCMC simulation since every possible node sequence is assigned equal probability at \( T = \infty \). Following the advice of Brooks et al., we use three independent MCMC chains. Since \( \sigma_\infty \) is calculated from the significances of each node sequence, the parameter for which we monitor convergence is the current node sequence’s significance, \( \text{SIG}(s_{\text{current}}) \). Because our \( \sigma_\infty \) will in turn affect our estimates from the main MCMC simulation, we apply very conservative convergence criteria of \( \hat{R} < 1.005 \). The three MCMC chains are run for a minimum of 150,000 steps each, after which \( \hat{R} \) is calculated every 1000 steps until \( \hat{R} < 1.005 \) is achieved (see Figure S19).

The second place where we apply convergence criteria is to our parallel tempering MCMC simulations used to produce the node distributions that are the output of the MCMC feature-finder tool. We again use three independent parallel tempering MCMC super-chains, and we monitor convergence independently for each temperature. Within each temperature, we independently monitor convergence for each node, using whether or not a given node is included in the current node sequence—i.e., 0 or 1—as the parameter used to calculate \( \hat{R} \). We require two criteria to be met for a parallel tempering MCMC simulation to achieve convergence. First, for every temperature, every node that is occupied in at least 0.1% of all steps at that temperature must have \( \hat{R} < 1.1 \). Second, in order to be extra-conservative, we also compute a single weighted average of \( \hat{R} \) at each temperature by using the occupancy of each node, and this weighted average \( \hat{R} \) must be less than 1.05. Each parallel tempering MCMC super-chain is run for a minimum of 200,000 steps, and then 200,000 additional steps are collected for each chain until the convergence criteria are met (see Figure S19).
Figure S19. Flow chart for how the MCMC feature-finder is applied to each dataset. A single-temperature (at $T = \infty$) MCMC simulation is first performed (green) in order to determine $\sigma_\infty$, which is used to set the relative temperature scale for the 5-temperature parallel tempering MCMC simulation (red) used to obtain the final node probability distributions (purple). Convergence criteria (yellow) are used to ensure that the outputs of both the single-temperature and 5-temperature MCMC simulations are reliable.

S.6 Additional Data from MCMC Results

Figure S20 shows the full two-dimensional node probability distribution MCMC results corresponding to the marginal distributions shown in Figure 4b of the main text. These results again show that the “seemingly empty” and “clearly molecular” datasets (panels b and c, respectively) produce essentially the same plateau feature, and that this feature is quite different form the one found in the “actually empty” dataset (panel a).

In Figure S20a, the 2D distribution for the actually empty dataset follows only a single path, meaning that the significance of this identified feature is primarily due to just a single trace from the original dataset. This supports our hypothesis, stated in the main text, that when our MCMC feature-finder is used to search for plateau-like features in a dataset that does not contain true molecular plateaus, it will likely identify whichever random trace behavior happens to appear plateau-like simply by chance.
Figure S20. 2D node probability distributions from the MCMC results for the datasets from Figure 4 in the main text. Panels (a), (b), and (c) are for the “actually empty”, “seemingly empty”, and “clearly molecular” datasets, respectively, and the dataset ID# from Table S2 for each dataset is overlaid. Each node visited by at least one trace from the given dataset is represented by a gray open circle. The color inside the circle corresponds to the probability that each node was included in the distribution of 12-node sequences produced by the MCMC feature-finder.

S.7 Robustness of MCMC Results

S.7.1 Robustness to Different Gridding Sizes

All of our grid-based correlation tools, including the MCMC feature-finder, rely on an initial step of coarse-gridding each trace, which requires choosing a gridding size. As explained in the main text, this gridding size has the potential to impact which correlations we are able to detect. Specifically, as the grid spacing becomes very coarse, different trace paths get lumped into the same nodes and so some correlations of these paths with their own histories may be lost. On the other hand, as the grid spacing becomes very fine, fewer traces pass through each node and so the power of our statistics declines, which can also lead to correlations being missed (or, equivalently, require a larger number of raw traces to detect the same correlation). In addition to these trade-offs in terms of correlation detection, more finely-spaced grids have the advantage of allowing us to more precisely distinguish between different distance and conductance values, whereas more coarsely-spaced grids are more computationally efficient.

While different gridding sizes may thus be appropriate for different applications—e.g., depending on the dataset size and/or the breadth of the feature under consideration—in practice we have found that a single gridding size can achieve a good balance between the trade-offs described above in a variety of contexts. In particular, throughout this work we use a grid with 25 nodes per nm of inter-electrode distance and 10 nodes per decade of log(conductance/G₀), a.k.a 25x10 gridding. To demonstrate that our final results are not overly sensitive to this gridding size, we re-ran our MCMC feature-finder on all of the datasets from MCBJ sample #114-5 using 10x4, 15x6, 30x12, and 35x14 gridding. We used node-sequence lengths of 5, 7, 14, and 17, respectively, for these new griddings in order to represent nearly the same actual length (~0.5 nm) as the 12-node sequences used in the main paper with the 25x10 gridding.

As shown in Figure S21, for each of the datasets collected in the presence of molecule—whether or not the raw data clearly displayed a molecular feature—the five different grid sizes have almost no impact on the distribution of the feature discovered by the MCMC, and do not qualitatively affect our main conclusion that the same feature is found in both the “seemingly empty” and “clearly molecular” datasets.
This demonstrates that the ability of our MCMC feature-finder to successfully identify rare plateau features is not dependent on a single choice of grid size. Interestingly, for the actually empty dataset, the different grid sizes do lead to meaningfully different features identified by the MCMC. This may be expected because, as shown in Figure S20 above, the lack of true molecular plateaus in the “actually empty” dataset forces the MCMC feature-finder to focus on just the single plateau-like path that happens to be most significant, and single paths will of course be more sensitive to the exact gridding size. These results thus constitute additional evidence that the plateau-like features identified in the “seemingly empty” and “clearly molecular” datasets correspond to meaningful plateau behaviors in the experimental data, whereas the plateau-like features identified in the “actually empty” datasets do not.

Figure S21. Demonstration of the robustness of the MCMC feature-finder results to the gridding size used. The final conductance distributions from the MCMC feature-finder are shown for the eight datasets collected with MCBJ sample #114-5 using the standard gridding size (25x10) as well as two coarser (10x4 and 15x6) and two finer (30x12 and 35x14) gridding sizes. Each dataset is labeled with its dataset ID# from Table S2 as well as our categorization of either “actually empty”, “seemingly empty”, or “clearly molecular”.

S.7.2 Robustness to Different Section Lengths

All of the three molecules investigated in this work have sulfur-to-sulfur lengths of ~1.3 nm, implying an apparent feature length of ~0.8 nm once snap-back is taken into account. However, we also wanted include plateaus in which the molecule breaks off prematurely, because in the case of a rare plateau feature
such “short” plateaus may constitute a significant fraction of all plateaus. We therefore use 12-node sequences, corresponding to 0.48 nm of inter-electrode distance, for the MCMC feature-finder results presented in the main text.

To demonstrate that our final results are not overly sensitive to this choice, we re-ran our MCMC feature-finder on all of the datasets from MCBJ sample #114-5 using either 8-node or 14-node sequences instead. As shown in Figure S22, these changes to the node-sequence length have essentially no effect on the locations of the discovered plateau features in conductance space. In the case of dataset #188 the 10-node sequences produce a somewhat different distribution, but this appears to simply be a consequence of our decision to set very loose slope criteria (see S.7.3 below); if we lower the maximum allowable range slope from 2.5 decades/nm to 1.25 decades/nm the 10-node sequence distribution for dataset #188 would move back in line with the other results. Similar to when the gridding was modified (see section S.7.1 above), there is more variation in the distributions for the “actually empty” dataset, consistent with our hypothesis that this dataset contains no meaningful plateau feature.

**Figure S22.** Demonstration of the robustness of the MCMC feature-finder results to the length of the node sequences being considered. The final conductance distributions are shown for the eight datasets collected with MCBJ sample #114-5 using the standard sequence length of 12, as well as a shorter length (8) and a longer length (14). Each dataset is labeled with its dataset ID# from Table S2 as well as our categorization of either “actually empty”, “seemingly empty”, or “clearly molecular”.
S.7.3 Robustness to Different Slope Criteria

As described in section S.5.2 above, we impose a maximum allowable “range slope” on our MCMC feature-finder in order to focus attention on plateau-like features. For the results in the main text, we set the maximum range slope to 1 y-grid/x-grid, which is equivalent to 2.5 decades/nm. This value was chosen to be extremely conservative in what can be considered “plateau-like”—plateaus identified in the literature typically have slopes much shallower than 2.5 decades/nm.\(^\text{19}\) In the main text, we already demonstrated that using a slope restriction is not “forcing” the MCMC feature-finder results into plateau-like shapes which are unrepresentative of the experimental data. In order to also ensure that the specific value of the maximum does not have a strong effect on our results, we re-ran our MCMC feature-finder on all of the datasets from MCBJ sample #114-5 using either a 3.75 decades/nm or 1.25 decades/nm maximum range slope instead. As shown in Figure S23, these different slope criteria have essentially no effect on the locations of the discovered plateau-features in conductance space. Again (see sections S.7.1 and S.7.2 above), the main exception is the “actually empty” dataset, but this is consistent with our view that that dataset does not contain a meaningful plateau feature.
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**Figure S23.** Demonstration of the robustness of the MCMC feature-finder results to the maximum allowable range slope imposed on the node sequences. The final conductance distributions are shown for the eight datasets collected with MCBJ sample #114-5 using the standard maximum range slope, as well as a more restrictive limit and a less restrictive limit. Each dataset is labeled with its dataset ID# from Table S2 as well as our categorization of either “actually empty”, “seemingly empty”, or “clearly molecular”.

S33
The success of our MCMC feature-finder in identifying plateau features even with the extremely loose condition of a maximum range slope < 3.75 decades/nm raises the question of whether imposing slope criteria is necessary in the first place. The MCMC results for the eight datasets from MCBJ sample 114-5 using no slope restriction are thus shown in Figure S24, and indeed, the same plateau feature near $10^{-3} G_0$ is still identified in several of them. In a couple others, however, a more-sloped feature is identified instead. This reinforces our original rationale for imposing slope restrictions: a single dataset will typically contain multiple types of rare behaviors, and the MCMC feature-finder is designed to primarily identify the single rare behavior that happens to be least random-walk-like. In a completely unrestricted MCMC simulation, a particular feature of interest may thus be identified in some datasets but not others—as seen in Figure S24—due to slight variations in the other behaviors present in each dataset. When an investigation is focused on a particular type of feature, such as molecular plateaus, it is therefore best to include that focus in the MCMC feature-finder by imposing appropriate criteria on the allowed node-sequences.

**Figure S24.** 1D conductance distributions from the MCMC feature-finder applied to the eight datasets collected with MCBJ sample #114-5 when no slope restrictions/criteria are used. Because these no-restriction MCMC simulations proved less efficient at mixing than our previous simulations, 600,000 rather than 200,000 burn-in steps were used (see section S.5.5 above). Some datasets still display a clear plateau feature, but others do not, because a single dataset can contain multiple types rare behaviors. Each dataset is labeled with its dataset ID# from Table S2 as well as our categorization of either “actually empty”, “seemingly empty”, or “clearly molecular”.

S34
S.7.4 Robustness to Different Effective Temperatures

As explained above in section S.5.3, the effective temperature used by the MCMC feature-finder controls how peaked vs. flattened the final distribution will be. For the results presented in this work, we used an effective temperature of $4\sigma_\infty/9$, where $\sigma_\infty$ is determined separately for each dataset. However, since the MCMC feature-finder uses parallel tempering, results were simultaneously obtained for five total temperatures ($\frac{4\sigma_\infty}{9}, \frac{5\sigma_\infty}{9}, \frac{6\sigma_\infty}{9}, \sigma_\infty, \infty$), and these results demonstrated that our main result—the location of the identified plateau feature in each dataset—is robust to the exact value of the effective temperature.

To illustrate this, Figure S25 shows the overlaid 1D conductance distributions for dataset ID #185 (the “seemingly empty” dataset from Figure 4 in the main text) for six different effective temperatures. In addition to the five temperatures used for parallel tempering throughout this work, we added a sixth temperature of $\sigma_\infty/3$ in order to also test a value below our standard choice of $4\sigma_\infty/9$. The 2D distributions for these six temperatures are shown in Figure S26. These two figures show that effective temperatures in the range $\frac{\sigma_\infty}{3} \rightarrow \frac{2\sigma_\infty}{3}$ produce qualitatively equivalent results which clearly show the same location for the plateau feature. Temperatures much higher than $2\sigma_\infty/3$, on the other hand, produce such a flattened distribution that it becomes difficult to identify a single most-prominent feature. Our standard choice of $T = 4\sigma_\infty/9$ is thus justified.

**Figure S25.** Example 1D conductance distributions produced by the MCMC feature-finder at six different temperatures, to illustrate the robustness of our results to the exact value of the effective temperature. These results are for dataset ID #185 from Table S2, and the six temperatures were run at the same time using parallel tempering. Qualitatively similar results are obtained for effective temperatures in the range $\frac{\sigma_\infty}{3} \rightarrow \frac{2\sigma_\infty}{3}$, justifying our standard choice of $T = 4\sigma_\infty/9$. 
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**Figure S26.** The 2D distributions corresponding to each 1D conductance distribution in Figure S25. These plots nicely illustrate how the effective temperature, $T$, controls how peaked vs. flattened the final distribution is, but does not meaningfully affect the location of the identified plateau feature until $T$ becomes high enough that the distribution approaches its fully flattened $T = \infty$ incarnation. Note that the $T = \infty$ distribution is “fully flattened” in that all allowed node sequences have equal probability, but the individual node probabilities shown in (f) are unequal because some nodes are included in more allowed sequences than others.

**S.8 Details on Trace Scoring**

As explained in the main text, we “score” a trace versus a particular node it passes through by taking the average connection strength between that selected node and all the other nodes the trace passes through. Mathematically, if a trace $t$ is composed of the nodes $t = (m_1, m_2, \ldots, m_L)$, and if $X \in \{m_i\}$ is one of those nodes, then the score of $t$ versus $X$ is defined as:

$$\frac{1}{L} \sum_{i=1}^{L} CS(m_i, X)$$

Two examples are shown in Figure S27: the pink trace passes through many nodes that have positive connection strengths with the selected (green-circled) node and so receives a fairly high score; conversely, the cyan trace mostly passes through nodes that have small or negative connection strengths with the selected node, and so receives a low score.
Figure S27. Examples of scoring traces versus particular nodes. The red and blue circles represent the connection strength distribution for dataset ID #185 versus the green-circled node. Overlaid in pink and cyan are two coarse traces, with the pink one receiving a high score versus the green-circled node since it passes through many high connection strength nodes, and the cyan one receiving a low score since it does not.

S.9 Robustness of Conclusions Drawn from Trace Scoring

As explained above in section S.8, scoring of traces is always relative to a specific single node. The results in Figure 5 in the main text, therefore, are specific to the indicated node, which was selected because it appeared a high percentage of the time in the MCMC simulation output. To demonstrate that our conclusions drawn from Figure 5 are not overly sensitive to that specific choice, we consider the 16 nodes which, between them, account for 30% of the probability density in the MCMC simulation output for the dataset from Figure 5 (dataset ID #185). For each of these nodes, we scored every trace passing through that node, relative to that node. Figure S28a shows the distribution of scores for all of those traces (if a trace passed through more than one of the 16 nodes, we use its highest score). Then, just as in Figure 5 in the main text, we select the top-10% scoring traces from among this set (cut-off is shown by red dashed line in Figure S28a). As shown in Figure S28b,c, these more-robustly-chosen top-scoring traces support the same conclusions as Figure 5: the experimentally collected traces do contain plateau-like features, validating the plateau shape discovered by the MCMC feature-finder.

The red curve in Figure S28b shows that a small molecular peak is observed even if all of the traces through the 16 selected nodes are considered, rather than just the top-10% scoring ones. This make sense, because those 16 nodes were selected because the MCMC feature-finder suggested that they were located on top of a plateau-like feature, and so they already help limit our focus to those traces most likely to contain such plateaus. However, we note that the molecular peak is much stronger in the top-10% scoring traces, demonstrating the utility of our scoring method for selectively extracting the traces corresponding to a given rare behavior.

It is interesting to note that the extracted molecular traces display a sharper 1 G₀ peak than the full dataset (green curve in Figure S28b). This observation could indicate additional nanoscopic information
about the junction environment—e.g., perhaps nearby molecules stabilize the formation of gold atomic chains. Such hypotheses are intriguing directions for future work, but are outside the scope of the current manuscript.

Figure S28. Robust extraction of the original experimental traces corresponding to the plateau feature discovered by the MCMC feature-finder for dataset ID #185. (a) Histogram of maximum trace scores for all traces passing through the 16 nodes selected using the MCMC results. The red dashed line indicates the cut-off for the top 10% of scores. (b) Overlaid conductance histograms for all traces in the dataset (blue), only the traces passing through the 16 selected nodes (red), and for the top 10%-scoring traces through the selected 16 nodes (green). (c) 2D histogram corresponding to the green curve from (b). Comparing the results in this plot to those in Figure 5 in the main text demonstrates that our scoring results are robust to which specific high-probability node is chosen to score against.

S.10 Comparison to Clustering Methods

In this section, we analyze one of our experimental datasets using clustering methods as a way to benchmark the results of our new grid-based correlation approach and demonstrate its advantages in rare event detection. We want to emphasize at the outset that the results of this type of comparison must be interpreted extremely cautiously. There are essentially an infinite number of different ways to implement clustering of breaking trace data: any number of different feature spaces can be defined for the data (parameterized traces, trace histograms, trace images, histogram bins, parameterized segments, etc.); those features spaces can be further processed with different dimensionality-reduction techniques (principal component analysis (PCA), auto-encoders, uniform manifold approximation and projection (UMAP), etc.); many different clustering algorithms can be employed (k-means, OPTICS, spectral clustering, etc.); and, most importantly, even any single combination of these choices can be implemented in slightly different ways depending on data pre-processing details, parameter values, etc. Our goal in this section is thus decidedly not to demonstrate that our approach will always out-perform clustering, since such a claim is both impossible to prove and unlikely to be true. Instead, we use a few representative clustering approaches to demonstrate that these strategies, as they have been commonly implemented in the field so far, generally struggle with the identification of very rare behaviors. This helps motivate the need for a new approach specifically targeted at the challenge of rare event detection.

For our comparison, we consider three whole-trace clustering approaches: representing each trace with a 28 x 28 pixel image and then clustering with k-means (28x28 + k-means); representing each trace with a 28 x 28 pixel image, using UMAP to reduce to three dimensions, and clustering with Shi and Malik.
spectral clustering (28x28 + UMAP + Spectral); and using PCA to reduce the raw traces to three dimensions then clustering with k-mediods (PCA + k-mediods). These approaches were chosen because they include many of the most common strategies employed to date in single-molecule transport data analysis, and because they are implemented in a publicly available software package. Each of these clustering algorithms requires the number of clusters to be specified, so we calculated results for 2 to 9 clusters and used the Calinski-Harabasz (CH) index to help determine an “optimal” number of clusters. Again, there are a plethora of cluster validation indices available, so our use of the CH-index is simply intended to be representative of the type of strategy often used in single-molecule transport analysis. In addition to these whole-trace clustering approaches, we also compare to the results of segment clustering as described in Bamberger 2020 et al. Because segment clustering is already designed to focus on linear segments, it is likely particularly well-suited to the task of identifying plateau features, even when they are rare, and thus constitutes an important benchmark for our new approach. In the interest of transparency, it is also important to note that segment clustering was developed by our research group, and so may also perform better in these comparisons because it could have been unconsciously “tuned” to the characteristics of data collected on our specific experimental set-up.

To perform these comparisons, we use the “seemingly empty” experimental dataset from Figure 4 in the main paper (dataset ID #185), since this is the primary dataset we used to demonstrate our new grid-based correlation approach. As a reminder, we know from other datasets collected in the presence of the same molecule that the rare plateau feature in this dataset should occur at ~10^3 G_0 and extend to ~0.8 to 1.0 nm inter-electrode distance (e.g., see dataset ID #186 in Figure S12). As an additional “challenge case”, we also created a synthetic experimental dataset by combining 600 consecutive traces from dataset ID #185 with 2400 consecutive traces from dataset ID #184, which was collected before any molecules were deposited. This “diluted” dataset should thus represent an example in which the plateau feature in the “seemingly empty” Figure 4 dataset has become even more rare.

The results of our comparisons are summarized in Table S3, with detailed results presented below in Sections S.10.1 and S.10.2. For the original rare-plateau dataset, the clustering approaches do have significant success extracting the plateau feature. However, in each case this extraction is somewhat of a struggle: it requires the CH-index to be ignored, it does not cleanly separate the plateau feature from the tunneling background, or it requires an approach (segment clustering) that is already focused on linear segments. When we move to the more challenging case of the diluted rare-plateau dataset, our MCMC feature-finder is still able to cleanly extract the molecular plateau, but all four clustering approaches now significantly struggle to unambiguously identify the plateau feature at all or cleanly separate it from the tunneling background. These results thus illustrate that while the typical clustering approaches used to date in the single-molecule transport field can locate rare plateau features in some cases, they are in general challenged by this task, especially as the “rareness” of the feature increases. Moreover, the results in Section S.10.2 for the diluted dataset provide insight into why this is the case: because the plateau feature is so rare in this dataset, the MCMC feature-finder only identified 11 traces that clearly belong to it; in contrast, the clustering approaches tend to produce clusters with far more traces in them, making it impossible for the plateau feature to be cleanly extracted. This is likely because these types of clustering approaches have primarily been designed and demonstrated with more-frequent features in mind, and so consequently they have been implicitly or explicitly “tuned” towards such major features rather than very rare ones. This helps motivate our claim that investigating rare behaviors requires an approach specifically targeted at this particular task.
**Table S3.** Summary of the success of our MCMC feature-finder as well as four representative clustering approaches in finding the known molecular feature in both our example rare plateau dataset (ID # 185) as well as a “dilution” of this dataset in which extra non-molecular traces were added in to make the plateau feature even more rare. Plots showing the detailed results that this table summarizes can be found in Sections S.10.1 and S.10.2.

| Clustering Method          | Results for Rare Plateau Dataset                                                                 | Results for “Diluted” Rare Plateau Dataset                                                                 |
|----------------------------|--------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------|
| MCMC Feature-Finder       | Plateau feature clearly and cleanly identified ([Figure S28](#) and/or [Figure SC](#) in main paper) | Plateau feature clearly and cleanly identified ([Figure S33](#))                                           |
| 28x28 + k-means           | Plateau feature cleanly extracted, but only if CH-index is ignored and many clustering solutions are searched through ([Figure S29](#)) | Weak plateau-like feature with poor separation from tunneling is identified, but only if the CH-index is ignored and many clustering solutions are searched through ([Figure S34](#)) |
| 28x28 + UMAP + Spectral   | Plateau feature identified, but not completely separated from tunneling/other behaviors ([Figure S30](#)) | No clear plateau-like feature identified; weak feature possibly present but very poorly separated from tunneling background ([Figure S35](#)) |
| PCA + k-mediods           | Plateau-like feature identified, but very poor separation from tunneling background ([Figure S31](#)) | Weak plateau-like feature with very poor separation from tunneling is identified ([Figure S36](#)) |
| Segment Clustering        | Plateau feature clearly identified and mostly well-separated from the background tunneling/other behaviors ([Figure S32](#)) | Three potential plateau features are extracted, not all of which match the expected molecular feature ([Figure S37](#)) |

**S.10.1 Detailed Comparison Results for Example Dataset**

When we apply 28x28 + k-means clustering to our example rare plateau dataset, the CH-index indicates that the optimal number of clusters is 2 ([Figure S29a](#)), but this clustering solution shows no identification of the molecular feature ([Figure S29b](#)). If we ignore the CH-index and search through other clustering solutions, with 9 clusters ([Figure S29c](#)) we find a cluster that nicely extracts the plateau feature ([Figure S29d](#)).

Moving on to 28x28 + UMAP + Spectral clustering, the CH-index again indicates 2 as the optimal number of clusters ([Figure S30a](#)), but there is also a local maximum at 7 clusters. Focusing on this 7-cluster solution ([Figure S30b](#)), there is a cluster that extracts the plateau feature ([Figure S30c](#)). However, the feature is not extracted as cleanly from the background as the result of 28x28 + k-means or of our MCMC feature-finder.

The results of PCA + k-mediods clustering are broadly similar to 28x28 + UMAP + Spectral clustering, but in this case the extraction of the plateau feature is even less clean ([Figure S31](#)).

When we apply segment clustering to the example rare plateau dataset and consider the results following the procedure described in Bamberger et al. 2020, a single “main plateau cluster” is unambiguously identified. This plateau cluster is for the most part well-separated from the background, as can be seen by looking at both the segments assigned to this cluster ([Figure S32a](#)) and the 2D and 1D...
histograms of the traces which these segments originated from (Figure S32b,c). It is important to note that segment clustering is perhaps one of the best-suited clustering approaches for identifying rare plateau features, since it is already focused on roughly linear trace segments such as plateaus.

**Figure S29.** Clustering results when 28x28 + K-means is applied to our example rare plateau dataset. (a) CH-index for solutions with 2 through 9 clusters, showing a maximum value at 2. (b) Overlaid 1D conductance histograms for the 2-cluster solution, showing essentially no extraction of the molecular feature. (c) Overlaid 1D conductance histograms for the 9-cluster solution. One of these clusters (thick blue) cleanly extracts the plateau feature, as can be seen in the 2D histogram for the 318 traces in this cluster in (d).
Figure S30. Clustering results when 28x28 + UMAP + Spectral is applied to our example rare plateau dataset. (a) CH-index for solutions with 2 through 9 clusters, showing a maximum value at 2 but also a local maximum at 7. (b) Overlaid 1D conductance histograms for the 7-cluster solution. (c) 2D histogram for the 477 traces in the cluster shown in thick dark green in (b). This cluster certainly contains the plateau feature, but the separation from the tunneling and other background behaviors is not completely clean.
Figure S31. Clustering results when PCA + k-mediods is applied to our example rare plateau dataset. (a) CH-index for solutions with 2 through 9 clusters, showing a maximum value at 7. (b) Overlaid 1D conductance histograms for the 7-cluster solution. (c) 2D histogram for the 487 traces assigned to the cluster in (b) that most resembles the known molecular feature (thick pink). The separation of the plateau feature from the tunneling is quite incomplete.

Figure S32. Results when segment clustering is applied to our example rare plateau dataset. (a) Linear fits to the segments in what was unambiguously identified as the main plateau cluster (red), overlaid on the full dataset distribution in gray. (b) 2D histogram of the 259 traces which contain segments assigned
to the cluster in (a). (c) Overlaid 1D conductance histograms for both the data from all fitted segments in (a) (red) and for all traces in (b) (dark green).

S.10.2 Detailed Comparison Results for “Diluted” Example Dataset

The 2D node distribution produced by applying our MCMC feature-finder to the “diluted” rare plateau feature dataset (using the same parameters as in Figure 4 in the main paper; 12-node sequences restricted to have a slope of no more than 2.5 decades/nm) is shown in Figure S33a, along with a projection of this distribution onto the conductance axis. The known plateau feature is clearly identified; to confirm this, in Figure S33b we show the 2D and 1D histograms for the top-10% scoring traces through the nodes identified by the MCMC (using the method described in Section S.9). This demonstrates that the MCMC feature-finder works well even when an already rare plateau feature is “diluted” by five times.

We next apply the 28x28 + k-means clustering to this diluted rare plateau dataset. The CH-index again indicates an optimal number of clusters of 2 (Figure S34a), and this 2-cluster solution again shows no separation of the plateau feature (Figure S34b). If we consider the other clustering solutions as well, the most promising result occurs with 7 clusters (Figure S34c). However, the specific cluster which appears to contain plateau-like traces is not at all well-separated from the tunneling background (Figure S34d).

With 28x28 + UMAP + Spectral clustering of the diluted rare plateau dataset, the CH-index indicates an optimal number of clusters of 2, but a local maximum is also found at 7 (Figure S35a). This 7-cluster solution contains a cluster that perhaps includes the plateau feature (Figure S34b), but if so the separation from the tunneling background is extremely poor.

Moving on to PCA + k-mediiods clustering, the CH-index indicates that 8 is the optimal number of clusters (Figure S36a). One of the clusters in this 8-cluster solution does appear to contain a plateau feature (Figure S36b), but again, examination of this cluster shows a large contribution from tunneling that makes the molecular feature difficult to identify without already knowing that is there (Figure S36c).

Lastly, we apply segment clustering to the diluted rare plateau dataset (Figure S37). Following the procedure described in Bamberger et al. 2020,10 three possible “main plateau clusters” are identified (Figure S37a-c), each with different peak conductances (Figure S37d). This ambiguity means that a single molecular plateau feature cannot be extracted with confidence.
Figure S33. Results when our MCMC feature-finder is applied to the diluted rare plateau dataset. (a) 2D node distribution produced by the MCMC, along with its projection onto the conductance axis. (b) 2D and 1D histograms of the 11 traces selected using the distribution in (a) and the method described in Section S.9.
Figure S34. Clustering results when 28x28 + k-means is applied to the diluted rare plateau dataset. (a) 
CH-index for solutions with 2 through 9 clusters, showing a maximum value at 2. (b) Overlaid 1D 
conductance histograms for the 2-cluster solution, showing no extraction of the molecular feature. (c) 
Overlaid 1D conductance histograms for the 7-cluster solution, which came the closest to extracting a 
molecular plateau feature (the histogram in thick dark green). (d) 2D histogram for 332 traces in the most 
plateau-like cluster from (c), showing a large tunneling component and only a weak plateau-like 
contribution.
Figure S35. Clustering results when 28x28 + UMAP + Spectral is applied to the diluted rare plateau dataset. (a) CH-index for solutions with 2 through 9 clusters, showing a maximum value at 2, but also a local maximum at 7. (b) Overlaid 1D conductance histograms for the 7-cluster solution. (c) 2D histogram of the 458 traces from the most plateau-like cluster in (b) (thick red). This cluster is dominated by a tunneling component, indicating only very poor separation of the molecular feature.
Figure S36. Clustering results when PCA + k-medioids is applied to the diluted rare plateau dataset. (a) CH-index for solutions with 2 through 9 clusters, showing a maximum value at 8. (b) Overlaid 1D conductance histograms for the 8-cluster solution, which came the closest to extracting a plateau-like cluster (the histogram in thick dark green). (c) 2D histogram of the 364 traces from the thick dark green cluster in (b). The very weak separation from the tunneling background makes the molecular feature difficult to identify.
Figure S37. Results when segment clustering is applied to the diluted rare plateau dataset. (a-c) Linear fits to the segments in the three potential “main plateau clusters” (red, blue, and green, respectively), each overlaid onto the full dataset distribution in gray. (d) Overlaid 1D conductance histograms for the data from all the fitted segments in (a-c).

S.11 Extensions and Limitations

In this work we have focused on rare molecular plateaus in particular, but as explained in the main text our approach is designed to be compatible with rare events more generally. In this section, we briefly present some examples using simulated data to illustrate how our work can be extended, but also the limitations to that extension.

S.11.1 Multiple Plateau Features

The first example we consider is a dataset that has two rare plateau features at different conductances (e.g., if a molecule can bind in two different conformations). To simulate a dataset for this case, we generated 1950 tunneling traces and 50 molecular traces using the same methodology and parameters described in Section S.2, except that for half of the molecular traces we let \( G_{\text{plateau}} = 10^{-3.5} G_0 \) and for the other half we let \( G_{\text{plateau}} = 10^{-4.5} G_0 \). We then combined these 2000 simulated traces to create a dataset with a rare double-plateau feature (Figure S38a,b).

The results of applying our MCMC feature-finder to this dataset (using 8-node sequences required to have slopes no more than 2.5 decades/nm) are shown in Figure S38c,d. Both features are identified,
showing that the feature-finder is capable in principle of locating multiple features at the same time. However, despite both plateau features consisting of 25 traces, the MCMC results are heavily weighted towards just one of them. The reason is that the MCMC feature-finder can be quite sensitive to small variations in how much the traces in each rare feature overlap (which is the price we pay for being able to detect such features in the first place). This phenomenon is not limited to multiple plateaus, but rather represents a general limitation of our approach: it is best-suited to datasets in which only a single rare feature matches the user-specified criteria. This is in fact the same issue that arose in Figure 3a in the main text, where because two highly-correlated paths were present in the data (a tunneling path and a plateau path), the MCMC feature-finder mostly focus on just the former until we added criteria that excluded it.

**Figure S38.** Example of applying the MCMC feature-finder to a dataset containing two rare plateau features. (a,b) A simulated dataset created by combining 1950 simulated tunneling traces with 50
simulated molecular traces divided evenly between two plateau features shows no sign of either feature in the raw data. (c,d) The distribution produced by the MCMC feature-finder clearly picks out both plateaus. However, the distribution is heavily weighted towards just one of the features, which is a common result in practice and a limitation of our approach. Raising the effective temperature (red dashed line in (d)) make the distribution somewhat more balanced (the distribution in (c) is for $T = 4\sigma_\infty/9$; the two-dimensional distribution for $T = 6\sigma_\infty/9$ is not shown; see Section S.5.3 for definition of $\sigma_\infty$).

While this limitation is intrinsic to the design of our approach, it can be partially addressed. The primary strategy, as suggested by the example in Figure 3 mentioned just above, is to add criteria to the node sequences generated by the MCMC which are specific to a single feature of interest. For example, in the hypothetical case of a molecule with two plateau features, if the features differed in their length and/or slope, they could be independently identified using the MCMC feature-finder twice with different criteria settings. Alternatively, if one plateau feature has already been identified and the user suspects that another may be present, they could add criteria restricting the plateau conductance (e.g., in the example in Figure S38, requiring the MCMC to only consider node-sequences with conductances $> 10^{-4} G_0$ will easily identify the upper plateau feature). Our public MATLAB code is written so that users can very easily add their own custom criteria as options for the MCMC feature-finder. Finally, we also note that in the case of two rare features, raising the effective temperature used by the MCMC feature-finder will in general decrease its preference for just one of the two features (see red dotted line in Figure S38d). This is indeed the role that effective temperature is designed to play (see SI sections S.5.3 and S.7.4); the trade-off is that very rare features are harder to identify at higher effective temperatures.

### S.11.2 Switching Behavior

The next example we consider is a molecule that stochastically (and rarely) switches between two different conductance states. The limitation of our approach that is relevant to address in this context is that the MCMC feature-finder is designed to locate behaviors that are localized in both conductance and distance (and thus likely to repeatedly pass through the same set of nodes). Therefore, if rare conductance switching preferentially occurs at a narrow range of inter-electrode distance—which could be the case, for instance, if the switching mechanism depends on stretching-induced conformational change—then our tools should be able to identify this behavior. On the other hand, if the rare switching is broadly distributed in distance—which could be the case, for instance, if the switching mechanism is light-induced or something else independent of stretching—then our approach would not be suitable.

To demonstrate these points, we constructed two types of simulated datasets containing rare switching features: “preferential switching” datasets and “random switching” datasets. For both dataset types, we start with 1900 simulated molecular traces evenly split between a high and a low conductance feature (Figure S39a). These molecular traces were created using the same parameters described in Section S.2, except that the average PlateauLength was increased to 1.2 nm and the average $G_{plateau}$ was set to $10^{-2.8} G_0$ for half the traces and $10^{-4.3} G_0$ for the other half. We then simulated switching traces in the same way as these molecular traces, except that the average $G_{plateau}$ value abruptly changes from $10^{-2.8} G_0$ to $10^{-4.3} G_0$ (or vice versa) partway through. To create “random switching” traces, we chose the distance at which this change occurs uniformly at random between 0.5 and 1.0 nm (Figure S39b), and to create “preferential switching” traces we chose this distance uniformly at random between 0.7 and 0.75 nm (Figure S39c).
Next, we created a preferential switching dataset by combining the 1900 molecular traces with 50 random switching traces and 50 preferential switching traces (both types of switching traces were evenly split between low-to-high and high-to-low). This dataset represents a molecule that rarely switches between two conductance features, with the switching events occurring over a broad range but with a moderate preference for one specific distance. For comparison, we created a random switching dataset by combining the 1900 molecular traces with 100 random switching traces (evenly split between low-to-high and high-to-low). To demonstrate the effects of random variation, we created two separate preferential switching datasets and two separate random switching datasets by independently generating the switching traces for the two copies.

Figure S39. Example of simulated traces used to construct different types of rare conductance-switching datasets. (a) 2D histogram of 1900 simulated traces with unbroken plateaus evenly split between a high-conductance feature and a low-conductance feature. (b) 25 simulated low-to-high switching traces with the switching distance chosen uniformly at random between 0.5 and 1.0 nm (“random switching” traces; analogous high-to-low random switching traces were also created). (c) Same as (b), but with the switching distance chosen uniformly at random between 0.70 and 0.75 nm (“preferential switching” traces; again, analogous high-to-low preferential switching traces were also created).

The feature of interest in these simulated datasets is a sharp change in conductance, so we set the MCMC feature-finder to consider 3-node sequences with a slope greater than 10 decades/nm (i.e., an increase of at least 1.2 decades in the 0.12 nm spanned by the three nodes). In addition to applying this minimum slope to the “range slope” described in section S.5.2, which is always positive, in this case we also applied it to the “fit slope” (i.e., the slope of a linear regression to the node sequence). This allowed us to only focus on low-to-high conductance switching and thus avoid contributions from the end-of-plateau break-offs.

The final 2D distributions calculated by the MCMC feature-finder for the two preferential switching datasets and the two random switching datasets are shown in Figure S40a,b,d,e, and these distributions have been projected onto the distance axis in Figure S40c,f. As expected, the MCMC feature-finder clearly identifies the switching feature centered at 0.725 nm in both preferential switching datasets (Figure S40a-c), despite the rareness of this feature (only 25 out of 2000 traces) and the presence of a “background” of broadly distributed random switching. In contrast, when the switching feature is not localized at a particular distance, the MCMC produces a broader and inconsistent distribution because it is not well-suited to identifying this type of rare behavior (Figure S40d-f). These examples thus illustrate the points made in the first paragraph of this section. The fact that peaks are still visible in Figure S40f
provides another example of a limitation of the MCMC feature-finder already mentioned in the main text: this tool will always find something, so users must check that a feature is found consistently in order to ensure that it is meaningful.

Figure S40. (a,b) 2D node distributions produced by the MCMC feature-finder for two separate datasets containing a rare switching feature with a preferential switching distance. (c) Projection of the distributions from (a) and (b) (blue and dotted red, respectively) onto the inter-electrode distance axis. (d-f) Same as (a-c), but for two separate datasets containing a rare switching feature with no preferred switching distance.
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