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Abstract

In this paper, we study Landau damping in the weakly collisional limit of a Vlasov-Fokker-Planck equation with nonlinear collisions in the phase-space $(x, v) \in \mathbb{T}^n_x \times \mathbb{R}^n_v$. The goal is four-fold: (A) to understand how collisions suppress plasma echoes and enable Landau damping in agreement with linearized theory in Sobolev spaces, (B) to understand how phase mixing accelerates collisional relaxation, (C) to understand better how the plasma returns to global equilibrium during Landau damping, and (D) to rule out that collision-driven nonlinear instabilities dominate. We give an estimate for the scaling law between Knudsen number and the maximal size of the perturbation necessary for linear theory to be accurate in Sobolev regularity. We conjecture this scaling to be sharp (up to logarithmic corrections) due to potential nonlinear echoes in the collisionless model.
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1 Introduction

In this paper we consider the weakly collisional limit of a single-species Vlasov-Poisson with nonlinear Fokker-Planck collisions near a global Maxwellian in the phase-space $(x, v) \in \mathbb{T}^n_x \times \mathbb{R}^n_v$ (with
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$T_x$ normalized to length $2\pi$). Specifically, if $F(t, x, v)$ is the distribution function, then we consider the following single-species model with a neutralizing background:

$$
\begin{align*}
\frac{\partial}{\partial t} F + v \cdot \nabla_x F + E(t, x) \cdot \nabla_v F &= \nu \bar{\rho} (\bar{T} \Delta_v F + \nabla_v \cdot ((v - u)F)) \\
E(t, x) &= -\nabla_x (-\Delta)_x^{-1} (\bar{\rho} - 1) \\
\bar{\rho}(t, x) &= \int F(t, x, v) dv, \\
\bar{\rho}u(t, x) &= \int F(t, x, v)v \, dv \\
\frac{1}{2} \bar{\rho}|u|^2 + \frac{1}{2} \nu \bar{\rho} \bar{T} &= \frac{1}{2} \int |v|^2 \, dv \\
F(t = 0, x, v) &= F_{\text{in}}(x, v).
\end{align*}
$$

Here, $\nu > 0$ is the inverse Knudsen number and $\bar{\rho}, u,$ and $\bar{T}$ respectively denote the associated hydrodynamic fields of density, mean velocity, and temperature. We study the long-time ($t \to \infty$), weak collisionality limit ($\nu \to 0$) of (1.1) near global equilibrium, e.g. $F(t, x, v) = \mu(v) + h(t, x, v)$ for $h$ initially small in Sobolev spaces.

In many plasma physics settings, the collisions are very weak, that is $\nu \ll 1,$ and there are many situations where physicists neglect them entirely (see e.g. the classical books [25, 16]). However, exactly how weak collisions and collisionless effects such as Landau damping interact, especially when nonlinearity is accounted for, has been the subject of study and debate in the physics community for almost 60 years (see e.g. [37, 52, 43, 33, 41, 42, 50, 18] for discussions). The purpose of our work is to provide a mathematical study of this interaction and to understand the role it plays in suppressing nonlinear instabilities. The only other mathematical work devoted to weakly collisional limits known to the author is the recent work of Tristani [54], which studies a linear analogue of (1.1) but does not quantify the interaction between the collisions and the collisionless effects.

In the case $\nu = 0,$ (1.1) reduces to the Vlasov equations. Of particular note is the behavior known as Landau damping – the rapid decay of the electric field despite the lack of dissipative mechanisms [35, 49, 16, 40]. Landau damping was discovered first for the linearized equations by Landau in 1946 [35] and was later observed in experiments [38, 39], and is now a fundamentally important property of collisionless plasmas (see e.g. [49, 16, 51, 40]). In [40], Landau’s linearized analysis was confirmed, mathematically rigorously, to be accurate uniformly in time for the nonlinear Vlasov equations for initial data which was analytic or Gevrey class of sufficiently low index (see also earlier work of [17, 31] and the more recent [12, 58]). Landau damping is connected to the mixing in phase-space due to the transport operator, and can be considered a variant of velocity averaging (see e.g. [27, 46, 26, 32]).

The famous experiments [39], showed that weakly collisional plasmas near equilibrium can display nonlinear oscillations known as plasma echoes. These oscillations are caused by nonlinear effects exciting modes which are un-mixing in phase space, causing a transient growth of the electric field, which can then, in turn, excite further oscillations and create a cascade. This transient growth is related to the Orr mechanism in fluid mechanics [44]; see [6] and the references therein for more discussion on the relevance of the Orr mechanism to Landau damping. See also [60, 59, 55, 56, 10, 14] for discussions regarding the relevance of nonlinear echoes to fluid mechanics. Mouhot and Villani [40] isolated the plasma echo ‘resonances’ as one of the primary potential barriers to proving that the linearized theory extends to the nonlinear Vlasov equations on $\mathbb{T}^n \times \mathbb{R}^n,$ and the authors could only control the plasma echoes in a sufficiently regular Gevrey class (see also [12]). It was later proved by the author in [6] that on $\mathbb{T}^n \times \mathbb{R}^n,$ there are indeed settings in which nonlinear plasma echoes can dominate the dynamics if one only assumes the data to be small in Sobolev spaces, justifying the need to work in such high regularity spaces in general.

The intuition that a small amount of collisions should play a role in suppressing nonlinear effects is classical in plasma physics [52, 43, 51]. We are specifically interested in estimating the minimal
collisions necessary to suppress the plasma echoes on $T^n \times \mathbb{R}^n$. This question is analogous to a well-known set of problems in hydrodynamic stability: that of estimating the “transition threshold” of an equilibrium, such as a shear flow (see e.g. [33, 51, 57, 71, 8, 14] and the references therein). The goal there is to estimate the basin of nonlinear stability of a shear flow (in a certain sense) as a scaling law in high Reynolds numbers. In [7, 8, 9], it was shown that the enhancement of the viscous dissipation due to the mixing driven by the shear is crucial for understanding this problem. This mixing-enhanced dissipation effect was derived first by Kelvin [34], and is sometimes called the ‘shear diffuse mechanism’ or ‘relaxation enhancement’ in the fluid mechanics community. It is caused by the interaction of the transport term and dissipation: conservative transport transfers information to high frequencies where the dissipation is increasingly dominant. The effect has been studied by many authors in the mathematics community [21, 61, 5, 57, 15] and in the fluid mechanics community [48, 23, 36]. That a similar effect is predicted to happen in plasmas due to the second-order smoothing of Coulomb collisions is classical in the physics community [37, 52, 43]. Indeed, the time-scale for collisional relaxation of $x$-dependent modes is $O(|k|^{-2/3} \nu^{-1/3})$ (where $k$ is spatial frequency), at least for the linearized problem (see Lemma 3.1 below). This also suggests a hypoelliptic smoothing effect in $x$, indeed, such hypoellipticity has been observed in the context of collisional kinetic theory for a variety of collision operators [1, 19, 20]. Both the enhanced decay and the hypoellipticity play important roles in our work.

The PDE (1.1) conserves mass, momentum, and energy:

\[
\begin{align*}
\frac{d}{dt} \int \rho(t, x) \, dx &= 0, \\
\frac{d}{dt} \int \rho u(t, x) \, dx &= 0, \\
\frac{d}{dt} \left( \frac{1}{2} \int \int F(t, x, v) |v|^2 \, dv \, dx + \frac{1}{2} \|E(t)\|_{L^2}^2 \right) := \frac{d}{dt} \mathcal{E} &= 0.
\end{align*}
\]

One also has an analogue of Boltzmann’s $H$-theorem (which plays a role in our work in its linearized guise as a spectral gap; see [49]. By conservation of energy, when the electric field Landau damps, the kinetic energy must increase. Hence, we are interested in understanding more precisely how the energy in the electric field is converted into heat and how the plasma returns to global thermodynamic equilibrium. This partially motivates the considerable additional effort in the proof below to use the nonlinear collision operator in (1.1) – as opposed to the linear $\nu(\Delta_v F + \nabla_v \cdot (Fv))$ Fokker-Planck commonly used in studies on weak collisions [37, 52, 43, 33, 12, 50] and [54]. The other motivation is to rule out that collision-driven nonlinear instabilities dominate (as might arise for example, if the plasma were close to a ‘hydrodynamic’ regime for too long; see e.g. [22] for a related discussion in the context of the Boltzmann equation).

For all $\nu > 0$, the eventual state as $t \to \infty$ is a global Maxwellian with final temperature $T_\infty$:

\[
\mu(v) = \frac{1}{(2\pi T_\infty)^{n/2}} e^{-|v|^2/2T_\infty},
\]

where $T_\infty$ is determined by the conservation laws via the energy per unit volume:

\[
nT_\infty = \frac{2}{(2\pi)^n} \mathcal{E}.
\]

We have not developed the techniques to be uniform in $T_\infty$ and hence we will need $T_\infty = O(1)$; it is technically simplest to assume $T_\infty = 1$ for convenience, though any fixed $T_\infty > 0$ could be treated. Denote the following projections for an arbitrary function $g$,

\[
g_0(t, v) := \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} g(t, x, v) \, dx
\]
Theorem 1. Suppose \( F_m \) satisfies \( \int_{\mathbb{T}^n \times \mathbb{R}^d} F_m \, dx \, dv = (2\pi)^n \), \( \int_{\mathbb{T}^n} vF_m \, dx = 0 \), and \( \mathcal{E} = \frac{n}{\pi}(2\pi)^n \). Write \( F_m = \mu + h_m \) (with \( \mu \) defined as (1.3) with \( T_\infty = 1 \)) and consider (1.1) with initial data \( F_m \). Then, \( \exists \sigma_0 = \sigma_0(n) \) such that for all \( \sigma > \sigma_0 \) chosen so that \( \sigma + 1/2 \in \mathbb{N} \) and integers \( m', m \) with \( m > n/2 + 3 \) and \( m' > m + \sigma + 1/2 \), there exists \( \nu_0 = \nu_0(\sigma, n, m, m') \) and \( c_0 = c_0(\sigma, n, m, m') > 0 \) such that if \( \nu \in (0, \nu_0) \) and

\[
\|h_{in}\|_{H^{\sigma+1/2}_m} = \epsilon < c_0 \nu^{1/3},
\]

then for some universal \( \delta > 0 \), and \( \beta = \sigma - 6 \), there holds the following with implicit constants taken independent of \( \nu, t, \) and \( \epsilon \):

\[
\|F_0(t) - \mu\|_{H^\sigma_m} \lesssim e^{-\nu t},
\]

\[
\|F_\mu(t)\|_{L^2_m} \lesssim e^{-\delta \nu^{1/3} t},
\]

\[
|\hat{\rho}(t, k)| + |\hat{\mu}(t, k)| + |\hat{T}(t, k)| \lesssim e^{-\delta \nu^{1/3} t} \frac{1}{(k, kt)^\beta} \quad \forall k \neq 0,
\]

\[
|u_0(t)| + |\tilde{T}_0(t) - 1| \lesssim e^{-2\delta \nu^{1/3} t} \frac{1}{(t)^{2\beta}}.
\]

Remark 1. See (11) for results on \( \mathbb{R}^3 \times \mathbb{R}^3 \), which show that for models with Debye shielding, dispersive effects, rather than collisions, can suppress nonlinear effects in Sobolev regularity. The dispersion effect may be too weak in \( n \leq 2 \) (note that the case \( n = 1 \) can be physically relevant for motions along externally imposed magnetic field lines).

Remark 2. Significantly more precise estimates are available; see (2.2) below.

Remark 3. In general, we write \( E = -\nabla_2 W \ast (\hat{\rho} - 1) \). For Coulomb electrostatic interactions we have \( \hat{W}(k) = |k|^{-2} \). Our proof applies as is to any \( W \) satisfying \( 0 \leq \hat{W}(k) \lesssim |k|^{-1} \), in particular, the regularizing effects of the collisions can be used to deal with more singular interactions than are treated in (10) (note that more singular interactions can arise in certain limits; see e.g. (1) and the references therein). We further remark that if one supplements the hypotheses of Theorem (1) with a Penrose stability criterion such as that used in (10) (12) (11) one can extend our theorem to cover some non-repulsive kernels as well.

Theorem (1) simultaneously describes several things: the suppression of echoes via collisions, the enhancement of collisional relaxation via mixing on time-scales like \( \nu^{-1/3} \), the Landau damping of the hydrodynamic quantities, the associated heating of the plasma, and explicit control on the return to global thermodynamic equilibrium.

The \( O(\nu^{1/3}) \) threshold (15) is very natural when one considers the relevant time-scales involved. Using the methods of (12), it is relatively straightforward to prove that the linearized Vlasov equations are an accurate approximation to the nonlinear Vlasov equations on time-scales like \( O(\epsilon^{-1}) \) if \( \|h_{in}\|_{H^\sigma_m} = \epsilon \) for any \( \sigma \) sufficiently large. In (9), it was shown that in certain settings at least,
this estimate is sharp up to logarithmic corrections for Sobolev data (that is, nonlinear effects can dominate after time-scales longer than $\epsilon^{-1}$). On the other hand, the time-scale at which collisions begin to dominate is predicted to be $\nu^{-1/3}$. Hence, (1.5) is precisely that the collisional time-scale is shorter than the nonlinear time-scale. Accordingly, we conjecture that the $\nu^{1/3}$ threshold is sharp (up to logarithmic corrections) and we remark that the proof is simpler if one takes significantly smaller data in (1.5) (e.g. $\epsilon \lesssim \nu^{1/2}$ or $\epsilon \lesssim \nu$). Note that using a Boltzmann collision operator will change the threshold and the collisional time-scale (the Boltzmann operator without cutoff behaves like a fractional dissipation operator $[\Pi]$) – for plasmas, this means making incorrect predictions.

Remark 4 (Landau collision operator). The most well-known collision operator for charged particle interactions is usually referred to as the Landau collision operator $[25]$; see the mathematical works $[28, 29, 20]$ and the references therein. Like the Landau operator, the nonlinear Fokker-Planck is a second-order elliptic operator, it has the same conservation laws, and it satisfies an analogue of the $H$-theorem. We feel that the nonlinear Fokker-Planck is hence the logical place to start the study of weakly collisional limits in kinetic theory. However, it would be very interesting to study the Landau operator, e.g. taking the weakly collisional limit of $[28, 29]$. Weakly collisional limits of non-cutoff Boltzmann equations would also be interesting (see $[1]$ for hypoelliptic smoothing effects).

1.1 Notation and conventions

We denote $\mathbb{N} = \{0, 1, 2, \ldots\}$ (including zero) and $\mathbb{Z}_* = \mathbb{Z} \setminus \{0\}$. For $\xi \in \mathbb{C}$ we use $\bar{\xi}$ to denote the complex conjugate. For a vectors $x = (x_1, x_2, \ldots x_n)$ we use $|x|$ to denote the $\ell^1$ norm, We denote $\langle v \rangle = \left(1 + |v|^2\right)^{1/2}$ and furthermore use the shorthand

$$
|k, \ell| = \left|(k, \ell)\right|, \quad \langle k, \ell \rangle = \langle (k, \ell) \rangle.
$$

We will use similar notation for the velocity weighted $L^2$ inner product:

$$
\langle f, g \rangle_{L^2_q} := \int_{\mathbb{T}^n \times \mathbb{R}^n} \langle v \rangle^q T g \, dx \, dv
$$

$$
\|f\|_{L^2_q} := \sqrt{\langle f, f \rangle_{L^2_q}}
$$

$$
\|f\|_2 := \|f\|_{L^0_q}.
$$

For $f(x, v)$ we define the Fourier transform $\hat{f}(k, \eta)$, where $(k, \eta) \in \mathbb{Z}^n \times \mathbb{R}^n$, and the inverse Fourier transform via

$$
\hat{f}(k, \eta) = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n \times \mathbb{R}^n} e^{-ixk - iy\eta} f(x, v) \, dx \, dv, \quad f(x, v) = \frac{1}{(2\pi)^n} \sum_{k \in \mathbb{Z}^n} \int_{\mathbb{R}^n} e^{ixk + iy\eta} \hat{f}(k, \eta) \, d\eta.
$$

For any locally bounded function $m(t, k, \eta)$ we denote the Fourier multiplier:

$$
mf = m(t, \partial_x, \partial_v) f = m(t, \nabla) f := \left(m(t, k, \eta) \hat{f}(t, k, \eta)\right)^\vee.
$$

Weighted Sobolev norms are given as $\|f\|_{H^s_q}^2 = \|\langle \nabla \rangle^s f\|_{L^2_q}^2$. To deal with moments, we will often abuse notation and write

$$
\|\langle v \rangle^q f\|_{H^s}^2 = \int_{\mathbb{T}^n \times \mathbb{R}^n} |\langle \nabla \rangle^s (\langle v \rangle^q f)|^2 \, dx \, dv \approx_{\sigma, q} \|f\|_{H^s_q}^2.
$$

We use the notation $f \lesssim g$ when there exists a constant $C > 0$ such that $f \leq C g$ (we analogously define $f \gtrsim g$). Similarly, we use the notation $f \approx g$ when there exists $C > 0$ such that $C^{-1} g \leq f \leq C g$. We sometimes use the notation $f \lesssim_\alpha g$ if we want to emphasize that the implicit constant depends on some parameter $\alpha$. 

5
2 Outline of the proof

2.1 Reformulation of the problem

In this section we reformulate the problem in ways which reveal some of the structure and make the problem more amenable to Fourier multiplier methods such as those in [9, 14].

First, we write the following

\[ \bar{T}(t, x) = 1 + T(t, x), \quad (2.1a) \]

\[ M_1(t, x) = \int hv \, dv, \quad (2.1b) \]

\[ M_2(t, x) = \int h |v|^2 \, dv. \quad (2.1c) \]

By conservation of mass, momentum, and energy, together with the definition of \( E \),

\[ \int \rho \, dx = 0, \quad (2.2a) \]

\[ \int M_1 \, dx = 0, \quad (2.2b) \]

\[ \int M_2 \, dx = -\|E(t)\|_{L^2}^2. \quad (2.2c) \]

From (1.1),

\[ (1 + \rho)u = M_1 \quad (2.3a) \]

\[ (1 + \rho)|u|^2 + n(1 + \rho)(1 + T) = \int \mu |v|^2 \, dv + M_2. \quad (2.3b) \]

Note that by \( T_\infty = 1 \) and (1.4), this becomes

\[ n(1 + \rho)T = M_2 - (1 + \rho)|u|^2. \]

For future notational convenience, define

\[ M_T := (1 + \rho)T. \quad (2.4) \]

Since the density perturbation \( \rho \) will remain small, when necessary, we write \( u \) and \( T \) in terms of a geometric series:

\[ u = M_1 \sum_{j=0}^{\infty} (-1)^j \rho^j \quad (2.5a) \]

\[ nT = \left(M_2 - (1 + \rho)|u|^2\right) \sum_{j=0}^{\infty} (-1)^j \rho^j. \quad (2.5b) \]

Next, we expand the collision operator. From (1.1), we write

\[ \partial_t h + v \cdot \nabla_x h + E \cdot \nabla_v \mu + E \cdot \nabla_v h = \nu Lh + \nu C_\mu + \nu C_h, \quad (2.6) \]

with

\[ Lh = \Delta_v h + \nabla_v \cdot (hv) \quad (2.7a) \]
\[ C_\mu = M_T \Delta_v \mu - M_1 \cdot \nabla \mu \]  
\[ C_h = \rho ((\Delta_v h + \nabla_v \cdot (hv)) + M_T \Delta_v h - M_1 \cdot \nabla_v h. \]  
\[ (2.7b) \]
\[ (2.7c) \]

The two leading terms \( Lh \) and \( C_h \) comprise the effects of collisions between \( h \) with the background \( \mu \); the \( Lh \) term will be dominant for long times, whereas the \( C_\mu \) term will rapidly decay due to the Landau damping effects. The last term, \( C_h \), comprises the fully nonlinear collision effects.

Next, we expand (1.1) on the Fourier side to deal with the phase-mixing by adapting ideas developed in [12, 9, 14],

\[ \partial_t \hat{h} - k \cdot \nabla \eta \hat{h} + \nu \eta \cdot \nabla \eta \hat{h} + \tilde{E}(t, k) \cdot i\hat{\mu}(\eta) = -\nu \eta^2 \hat{h} + \mathcal{N}(t, k, \eta), \]

where \( \mathcal{N} = -\hat{E} \cdot \nabla_v h + \nu \hat{C}_\mu + \nu \hat{C}_h \). We will use the method of characteristics to deal with the transport in frequency, hence, we write

\[ \bar{\eta}(t; k, \eta) = e^{\nu t} \eta - k \left( \frac{e^{\nu t} - 1}{\nu} \right) \]

(2.8a)

\[ \hat{h}(t, k, \eta) = \hat{f} \left( t, k, e^{-\nu t} \eta + k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right), \]

(2.8b)

which implies

\[ \partial_t \hat{f} + \tilde{E}(t, k) \cdot i\hat{\eta}(t; k, \eta)\hat{\mu}(\eta(t; k, \eta)) = -\nu \eta^2 \hat{f} + \mathcal{N}, \]

(2.9)

where

\[ \mathcal{N}(t, k, \bar{\eta}(t; k, \eta)) = \sum_{\ell \in \mathbb{Z}^2} \tilde{E}(t, \ell) \cdot i \left[ \eta - k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right] e^{\nu t} \hat{f} \left( t, k - \ell, \eta - \ell \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) + \nu \hat{C}_\mu (t, k, \bar{\eta}(t; k, \eta)) + \nu \hat{C}_h (t, k, \bar{\eta}(t; k, \eta)). \]

We will use (2.9) to derive suitable energy estimates on the distribution function using both some new ideas as well as a combination of techniques from [12, 13, 11]. Note the relationship between the moments and the distribution function:

\[ \hat{\rho}(t, k) = \hat{f} \left( t, k, \frac{1 - e^{-\nu t}}{\nu} \right) \]

(2.10a)

\[ \hat{M}_1(t, k) = e^{-\nu t} \nabla \eta \hat{f} \left( t, k, \frac{1 - e^{-\nu t}}{\nu} \right) \]

(2.10b)

\[ \hat{M}_2(t, k) = e^{-2\nu t} \Delta \eta \hat{f} \left( t, k, \frac{1 - e^{-\nu t}}{\nu} \right). \]

(2.10c)

Note that the analogue of the Orr critical time [14] is no longer \( \eta = kt \), but instead now \( \eta = \eta_{CT}(t, k) := k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \) (see e.g. [6] for more discussion).

One of the easiest ways to treat the linearized (collisionless) Vlasov equations is to derive a Volterra equation for the density; see e.g. [40, 12, 11]. In order to handle collisions in a manner consistent with these treatments, we first apply Duhamel’s principle to (2.9). Hence, denoting

\[ S(t, \tau; k, \eta) = \exp \left[ -\nu \int_\tau^t \left[ e^{\nu s} \eta - k \left( \frac{e^{\nu s} - 1}{\nu} \right) \right]^2 ds \right], \]
we have
\[
\hat{f}(t, k, \eta) = S(t, 0; k, \eta)\hat{f}_{in}(k, \eta) - \int_0^t S(t, \tau; k, \eta)\hat{E}(\tau, k) \cdot i\bar{\eta}(\tau; k, \eta)\hat{\mu}(\tau; k, \eta) \, d\tau \\
+ \int_0^t S(t, \tau; k, \eta)\mathcal{N}(\tau, k, \bar{\eta}(\tau; k, \eta)) \, d\tau.
\]
(2.11)

We next restrict (2.11) to \( \eta = \eta_{CT}(t, k) = k \left( \frac{1-e^{-vt}}{\nu} \right) \) in order to get an expression for the density. Hence, if we define
\[
S(t - \tau, k) = S\left( t, \tau; k, k \frac{1-e^{-\nu t}}{\nu} \right) = \exp \left[ -\nu k^2 \int_\tau^t \left[ \frac{1-e^{-\nu s}}{\nu} \right]^2 \, ds \right] \\
= \exp \left[ -\nu^{-1}k^2 \left( (t-\tau) + 2\frac{e^{\nu(\tau-t)}-1}{\nu} - \frac{e^{2\nu(\tau-t)}-1}{2\nu} \right) \right],
\]
we can write the density evolution as a Volterra equation (with nonlinear contributions):
\[
\hat{\rho}(t, k) = S(t, k)\hat{f}_{in}(k, \eta_{CT}(t, k)) - \int_0^t S(t, \tau, k)\hat{\rho}(\tau, k)\hat{W}(k) |k|^2 \left( \frac{1-e^{-\nu t}}{\nu} \right) \hat{\mu}(k) \left( \frac{1-e^{-\nu(t-\tau)}}{\nu} \right) \, d\tau \\
+ \int_0^t S(t, \tau, k)\mathcal{N}(\tau, k, \bar{\eta}(\tau; k, \eta_{CT}(t, k))) \, d\tau.
\]
(2.13)

A similar calculation is done to deduce Volterra-like equations for \( M_1 \) and \( M_2 \), but they are more technical; see §3 for the details.

### 2.2 Energy estimates

As has been done in several previous works on Landau damping and mixing in fluid mechanics [12–10, 13, 58, 11, 7, 8, 9], we apply a bootstrap argument. Bootstrap arguments typically require a local well-posedness and propagation of regularity result. The following theorem is sufficient for our purposes and can be proved with standard techniques; the proof is omitted for brevity.

**Lemma 2.1** (Local well-posedness). Let \( F_{in} \in H^\alpha_m \) for \( \alpha > n/2 + 2 \) with \( m \) an integer with \( m > n/2 + 2 \) such that \( \tilde{T}(0, x) > \zeta \) and \( \tilde{\rho}(0, x) > \zeta \) for all \( x \) for some fixed \( \zeta \in (0, 1) \). Then, there exists a time \( t^* = t^*(m, \alpha, n, \zeta) \) and a unique solution \( F(t) \in C([0, \tau]; H^\alpha_m) \) to (1.1) for all \( \tau < t^* \) additionally satisfying \( \tilde{T}(t, x) > 0 \) and \( \tilde{\rho}(t, x) > 0 \) for all \( t < t^* \). Moreover, if for some \( t \leq t^* \) and \( \alpha \geq \alpha' > n/2 + 2 \) there holds \( \limsup_{\tau \downarrow t} \| F(\tau) \|_{H^\alpha_{m'}} < \infty \), \( \sup_{\tau < t} \| \tilde{T}^{-1}(\tau) \|_{L^\infty} < \infty \), and \( \sup_{\tau < t} \| \tilde{\rho}^{-1}(\tau) \|_{L^\infty} < \infty \), then we may take \( t < t^* \) (that is, we may extend the unique solution further in time).

Next, we are interested in obtaining uniform-in-time higher regularity estimates on the solution to (2.2), as well as the mixing-enhanced collisional relaxation. We make use of a Fourier multiplier adapted from similar multipliers in [9, 14]. In particular, the monotone decreasing multiplier needs to be designed with the \( \nu \)-dependent critical times accounted for:
\[
\partial_t M(t, k, \eta) = -\frac{\nu^{1/3}}{1 + \nu^{2/3}e^{2vt}} \left| \eta - k \frac{1-e^{-\nu t}}{\nu} \right|^2 M(t, k, \eta)
\]
The relevant properties of this multiplier are outlined in Appendix A. The norms we apply are then built from the multiplier

\[ A_{s,c}(t, k, \eta) = e^{2\nu^1_0 t} M(t, k, \eta), \quad \text{for } k \neq 0 \]  
\[ A_{s,c}(t, k, \eta) = \langle \eta \rangle^s, \quad \text{for } k = 0. \]  

(2.14a)

For convenience, denote \( \partial^a_k := e^{\nu t} \left( \nabla_v - \nabla_x \frac{1 - e^{-\nu t}}{\nu} \right) \) and note,

\[ \partial^a_k f = i \left( \eta e^{\nu t} - k e^{\nu t} - 1 \right) f(t, k, \eta) = i\hat{\eta} \hat{f}(t, k, \eta). \]

Define the following norms on a distribution function \( f(t, v) \) or \( f(t, v) \): for constants \( K_j \) determined by the proof chosen such that 1 \( \leq K_j < K_{j+1} < \ldots \)

\[
\| f(t) \|_{F_m^{s,c}} := \left( \sum_{\alpha \in \mathbb{N}^n: |\alpha| \leq m} \frac{e^{-2|\alpha|^2 t}}{K_{|\alpha|}} \| A_{s,c}(t, \nabla_v)(\nu^c f(t)) \|_{L_2}^2 \right)^{1/2} \]  
(2.15a)

\[
\| f(t) \|_{D_m^{s,c}} := \left( \sum_{\alpha \in \mathbb{N}^n: |\alpha| \leq m} \frac{e^{-2|\alpha|^2 t}}{K_{|\alpha|}} \| \partial^a_k A_{s,c}(t, \nabla_v)(\nu^c f(t)) \|_{L_2}^2 \right)^{1/2}. \]  
(2.15b)

Note the growth/loss of decay for higher order moments, which is natural in view of (2.8b). For \( x \)-dependent modes, this loss is very slight compared to the overall \( e^{-c_0^1 \lambda t} \) decay. Notice also that, by Lemma A.1, \( M \approx 1 \), and hence the presence of \( M \) does not change the norm defined by the multiplier \( A_{s,c} \):

\[ \| A_{s,c} f \|_{L_2} \approx e^{c_0^1 \lambda t} \| (\nabla)^s f \|_{L_2}. \]

In this way, this particular use of the multiplier methods from [9,14] is reminiscent of a Fourier-side variant of the ghost energy method [2]. Finally, observe also that the ordering of \( A_{s,c} \) and \( \nu^c \) will normally be irrelevant:

\[
\| f \|_{F_m^{s,c}} \approx \left( \sum_{j=0}^{m} e^{-2j\nu t} \| (\nu^c)^j A_{s,c}(t, \nabla_v)(f(t)) \|_{L_2}^2 \right)^{1/2} \approx \sum_{j=0}^{m} e^{-j\nu t} e^{c_0^1 \lambda t} \| f(t) \|_{H_j^c}^2. \]  
(2.16)

This follows from Leibniz’s rule on the Fourier side and noting that the commutators \([\nu^c, A]\) involve lower order moments of \( f \), which have slower growth than moments of order \( \alpha \) (using also (A.3) to control the derivatives of \( M \)). Similarly, for \( m \geq 1 \),

\[
\left( \sum_{j=0}^{m} e^{-2j\nu t} e^{2c_0^1 \lambda t} \| \partial^a_k f \|_{H_j^c}^2 \right)^{1/2} \lesssim \| f \|_{D_m^{s,c}} + \| f \|_{F_{m-1}^{s,c}}. \]  
(2.17)

For the hydrodynamic quantities, the norms are defined as follows for a function \( Q = Q(t, x) \):

\[
\| Q \|_{M^{s,c}} := \left( \sum_{k \in \mathbb{Z}^d} A_{s,c}^2(t, k, k) \| \hat{Q}(t, k) \|^2 \right)^{1/2}. \]  
(2.18)
To measure $h$ with high moments and low derivatives, we fix an arbitrary $\theta \in (1, 2)$ and define:

$$
\|h(t)\|_{H^s} = \left( \sum_{|\alpha|+|\gamma| \leq n+2} \langle t \rangle^{-2\theta|\gamma|} \|D^\alpha_x D^\gamma_v h(t)\|_{L^2_{m'-|\alpha|}}^2 \right)^{1/2}.
$$

(2.19)

It is clear that the $\theta|\gamma|$ growth is connected to the phase-mixing, however, the relation between $x$ derivatives and velocity localization is a more subtle detail connected to the nonlinear collision operator.

Let $\beta < \sigma$, $0 < \delta_1 < \delta \ll 1$, $s < \sigma$, $p \geq 6$, and $K_{H_j}, K_H, K_L, K_{MH_i}, K_{ML_i}$ be constants determined by the proof depending only on $\sigma$, $n$, $m$ and let $T^* > 0$ be the largest time such that all of the following estimates hold for $I = [0, T^*)$ (Lemma 2.1 implies $T^* > 0$):

(A) high norm distribution function estimates: for all integers $0 \leq j \leq 3$ and $t \in I$,

$$
\langle t \rangle^{-p} \|f(t)\|_{L^2_{m+1+j}^{p, \sigma+1/2-j, \delta_1}}^2 + \nu \int_0^t \langle \tau \rangle^{-p} \|f(\tau)\|_{L^2_{m+1+j}^{p, \sigma+1/2-j, \delta_1}}^2 \, d\tau \leq 4K_{H,j}^2 \epsilon^2
$$

$$
\|h_0(t)\|_{H^s_m} \leq 4K_H \epsilon e^{-\nu t};
$$

(2.20a)

(2.20b)

(B) lower norm distribution function estimates: for all integers $4 \leq j < \sigma + 1/2 - n - 2$ and $t \in I$,

$$
\|f(t)\|_{L^2_{m+1+j}^{p, \sigma+1/2-j, \delta_1}}^2 + \nu \int_0^t \|f(\tau)\|_{L^2_{m+1+j}^{p, \sigma+1/2-j, \delta_1}}^2 \, d\tau \leq 4K_{L,j}^2 \epsilon^2
$$

$$
e^{K_{\nu}t} \|h(t)\|_{H^s}^2 + \nu \int_0^t e^{K_{\nu}t} \|\nabla_x h(\tau)\|_{H^s}^2 \, d\tau \leq 4K_{L,j}^2 \epsilon^2;
$$

(2.21a)

(2.21b)

(C) estimates on the moments (recall the definitions (2.1) and (2.3)),

$$
\left\| \nabla_x \right\|_{L^2(I; L^m_{\sigma, \delta})}^{1/2} \rho \leq 4K_{MH,0} \epsilon
$$

(2.22a)

$$
\left\| \nabla_x \right\|_{L^2(I; L^m_{\sigma, \delta})}^{1/2} \langle \nabla_x \rangle \leq 4K_{MH,1} \epsilon
$$

(2.22b)

$$
\left\| \langle \nabla_x \rangle \right\|_{L^2(I; L^m_{\sigma, \delta})}^{1/2} \left\| \nabla_x \right\|_{L^2(I; L^m_{\sigma, \delta})} \leq 4K_{MH,2} \epsilon
$$

(2.22c)

$$
\left\| \rho \right\|_{L^\infty(I; L^m_{\beta, \delta})} \leq 4K_{ML,0} \epsilon
$$

(2.22d)

$$
\left\| M_i \right\|_{L^\infty(I; L^m_{\beta, \delta})} \leq 4K_{ML,1} \epsilon
$$

(2.22e)

$$
\left\| M_2 \right\|_{L^\infty(I; L^m_{\beta, \delta})} \leq 4K_{ML,2} \epsilon.
$$

(2.22f)

**Remark 5.** How the various constants are set is important to closing the bootstrap. First $\delta$ is chosen depending only on universal constants and $0 < \delta_1 < \delta$ is set arbitrarily. The constant $p$ is chosen large depending only on universal constants. The constant $\beta$ is chosen sufficiently large depending only on $n$ over various steps in the proof and the gap $\sigma - \beta$ is chosen depending only on universal constants (this hence sets $\sigma_0$). The constant $s < \sigma$ is set with $\sigma - s$ fixed small by the proof depending only on $m$ and $n$ (by Remark 15). The constant $K$ is fixed large depending only on $m'$ and $n$ (in (2.3)). Then, $K_{MH,j}$ is set depending only on the linearized equations together with $\delta, \sigma, n$ (by Lemma (a)). Then $K_{ML,j}$ is set depending on previously assigned constants, followed by $K_{MH,j}$ and $K_{ML,j}$. Similarly, $K_{L,1}$ then $K_{L,2}$, and so forth is set. Similarly $K_{H,1}$ is set then $K_{H,2}$ and so forth. Finally, $\nu_0$ and $c_0$ are chosen small depending on all of the previously assigned constants.
Remark 6. The gain of $1/2$ derivative in the moment estimates without the time growth seen in (2.20a) is the same “free” gains in regularity seen in velocity averaging lemmas [27, 26]. This and the hypoelliptic smoothing in $x$ is crucial to making the proof work, as this is what allows to use $\sigma + 1/2$ in (2.21a) and $\sigma$ in (2.22a) (note that a larger gap was used in [12, 58, 11, 6], but this is not be possible due to the nonlinear collisions).

Remark 7. Note that we are choosing $\delta > \delta_1$. This is very useful in the proof and only possible due to the particular structure of (2.13) which does not permit the kinds of nonlinear interactions that would normally make this impossible.

Remark 8. The above scheme is significantly more detailed than the schemes used in e.g. [12, 58, 11]. This is partly due to the drift term $\nabla_v \cdot (vF)$ in the linear Fokker-Planck operator, but is more due to the complications from the nonlinear, $x$-dependent coefficients in the Fokker-Planck collision operator in (1.1). The complications involve both dealing with velocity localization and in dealing with potential regularity loss. If one were to replace $\bar{\rho} \mapsto \rho$ in (1.1), some aspects of the velocity localization arguments would simplify, however, the $\bar{\rho}$ is more physical [25].

Remark 9. One of the reasons for (2.21b) is that (2.21a) and (2.20a) are deduced with methods more suited for the collisionless regime, which does not handle some of the nonlinear structure in the collision operator efficiently. The estimate (2.21b) on the other hand, is not very useful for dealing with collisionless phase-mixing solutions, however, in this estimate it is easier to localize the effects of the nonlinear collision operator in velocity.

Remark 10. For simplicity of notation, we will often write $L_t^p(I; Z) = L_t^pZ$ in what follows.

Theorem 1 follows immediately from the following (together with Lemma 2.1).

Proposition 2.2. There exists a constant $c_0 = c_0(n, \sigma, m, m')$ and a constant $\nu_0 = \nu_0(n, \sigma, m, m')$ such that if $\nu < \nu_0$ and $\epsilon < c_0 \nu^{1/3}$, then we have that the estimates in (2.20) and (2.22) all hold on $[0, T^*]$ with the 4’s replaced by 2’s.

For $\sigma > \beta > n/2$, by the Sobolev space product rule together with (2.5) and (2.22), there holds the following.

Lemma 2.3. For $\epsilon$ sufficiently small, under the bootstrap hypotheses, there holds (recall (2.4)),

\[
\begin{align*}
\| \langle \nabla_x \rangle^{1/2} u \|_{L_t^2(I; M^{\sigma, \delta})} & \lesssim K_{MH1} \epsilon \quad (2.23a) \\
\| \langle \nabla_x \rangle^{1/2} T \|_{L_t^2(I; M^{\sigma, \delta})} & \lesssim K_{MH2} \epsilon \quad (2.23b) \\
\| \langle \nabla_x \rangle^{1/2} M_T \|_{L_t^2(I; M^{\sigma, \delta})} & \lesssim (K_{MH1} + K_{MH2}) \epsilon \quad (2.23c) \\
\| u \|_{L_t^\infty(I; M^{\beta, \delta})} & \lesssim K_{ML1} \epsilon \quad (2.23d) \\
\| T \|_{L_t^\infty(I; M^{\beta, \delta})} & \lesssim K_{ML2} \epsilon \quad (2.23e) \\
\| M_T \|_{L_t^\infty(I; M^{\beta, \delta})} & \lesssim (K_{ML2} + K_{HM1}) \epsilon. \quad (2.23f)
\end{align*}
\]

Remark 11. In fact, $u_0$ and $T_0$ both decay much faster than $u_{\neq}$ and $T_{\neq}$.

We can also transfer the estimate (2.21b) into estimates on $f$. 
Lemma 2.4. There holds,

\[ \| f \|_{F^{\text{Ceil}(n/2+2),0}} \lesssim \langle t \rangle^{(1+\theta)\text{Ceil}(n/2+2)} \| h(t) \|_{\mathcal{H}} \]

\[ \| f \|_{D^{\text{Ceil}(n/2+2),0}} \lesssim \langle t \rangle^{(1+\theta)\text{Ceil}(n/2+2)} (\| \nabla \nu h(t) \|_{\mathcal{H}} + \| h(t) \|_{\mathcal{H}}). \]

**Proof.** By definition

\[ \hat{f}(t,k,\eta) = \hat{h} \left( t, k, e^{\nu t} \eta - k \left( \frac{e^{\nu t} - 1}{\nu} \right) \right), \]

and hence,

\[ \langle k, \eta \rangle \left| D_\eta^\alpha \hat{f}(t,k,\eta) \right| \lesssim \left( \langle k, e^{\nu t} \eta - k \left( \frac{e^{\nu t} - 1}{\nu} \right) \rangle + \langle k, k \frac{1 - e^{-\nu t}}{\nu} \rangle \right) e^{\langle |\alpha|\nu \rangle} \left| D_\eta^\alpha \hat{h} \left( t, k, e^{\nu t} \eta - k \left( \frac{e^{\nu t} - 1}{\nu} \right) \right) \right|. \]

**Remark 12.** In the ensuing proof, we will often omit the dependence of implicit constants on the bootstrap constants \( K_H, K_L, \ldots \) where the precise value is not important due to the presence of a small parameter such as \( \epsilon \) or \( \nu \). We instead only make this dependence explicit where necessary.

3 Density estimates

In this section we improve (2.22a) and (2.22d), which also lays the groundwork for §4 below.

3.1 Properties of \( S \)

We outline a few properties of \( S(t,k) \), which essentially plays the role of a diffusion semigroup.

**Lemma 3.1 (Properties of \( \mathcal{S} \)).** The following holds for all \( t \geq 0 \):

(a) \( S(t,k) \) is strictly decreasing and there exists a number \( \delta_0 > 0 \) such that

\[ 0 < S(t,k) < \exp \left( -\delta_0 \min(\nu k^2 t^3, \nu^{-1} k^2 t) \right). \]

(b) For all \( p \in (0,1] \) and all \( \delta \) chosen sufficiently small (depending on \( p \)), there holds,

\[ e^{\delta \nu^{1/3} t} S^p(t-\tau, k) \lesssim_{p,\delta} e^{\delta \nu^{1/3} \tau}. \]

**Remark 13.** Lemma 3.1 not only implies the enhanced decay of hydrodynamic quantities due to the interaction of mixing and collisions, but also a kind of hypoelliptic smoothing effect which gains regularity in \( x \). This smoothing will be used at several points in the proofs that follow.

**Proof.** Consider first part (a). Recall, from (2.12)

\[ S(t,k) = \exp \left[ -\nu^{-1} k^2 \left( t + 2 \frac{e^{-\nu t} - 1}{\nu} - \frac{e^{-2\nu t} - 1}{2\nu} \right) \right], \]

and notice that the derivative of the time-dependent factor is:

\[ \frac{d}{dt} \left( t + 2 \frac{e^{-\nu t} - 1}{\nu} - \frac{e^{-2\nu t} - 1}{2\nu} \right) = 1 - 2e^{-\nu t} + e^{-2\nu t} = (1 - e^{-\nu t})^2, \]
which implies that $S$ is strictly decreasing for $t > 0$. For $\nu t < 1$, the second half of (a) follows from Taylor expansion of the exponentials in (3.3). For $\nu t \geq 2$, we have
\[
\nu^{-1} k^2 \left( t + 2 \frac{e^{-\nu t} - 1}{\nu} - \frac{e^{-2\nu t} - 1}{2\nu} \right) \geq \nu^{-1} k^2 \left( t - \frac{3}{2\nu} \right),
\]
which proves (a) in this case. In the intermediate $1 \leq \nu t \leq 2$ case, the result follows as the exponent is strictly decreasing and both behaviors are comparable in this case.

Next, consider part (b). In the regime $t - \tau \leq \nu^{-1}$, there holds
\[
e^{\delta \nu^{1/3} (t-\tau)} S^p(t-\tau, k) \lesssim e^{\delta \nu^{1/3} (t-\tau) - \rho \delta k^2 \nu^{(t-\tau)^2}};
\]
if $\nu^{1/3} (t - \tau) \leq 1$ then this quantity is $\approx 1$, whereas if $\nu^{1/3} (t - \tau) \geq 1$, the result follows for $\nu$ small. If $t - \tau \geq \nu^{-1}$ then the follows from (3.1).

3.2 Linearized Landau damping of the density with collisions

The first step in obtaining density estimates is a proper treatment of the linearized Volterra equation in (2.13) for a (currently abstract) source:
\[
\dot{\rho}(t, k) = F(t, k) - \int_{0}^{t} S(t - \tau, k) \rho(\tau, k) \hat{W}(k) \left| k \right|^{2} \left( \frac{1 - e^{-\nu (t-\tau)}}{\nu} \right) \hat{\mu} \left( k \left( 1 - \frac{e^{-\nu (t-\tau)}}{\nu} \right) \right) d\tau. \tag{3.4}
\]
First, pre-multiply (3.4) by the exponential factor:
\[
e^{\delta \nu^{1/3} t} \dot{\rho}(t, k) = e^{\delta \nu^{1/3} t} F(t, k) + \int_{0}^{t} K^{0}(t - \tau, k) e^{\delta \nu^{1/3} \tau} \rho(\tau, k) d\tau, \tag{3.5}
\]
where the integral kernel is defined via
\[
K^{0}(t, k) := e^{\delta \nu^{1/3} t} S(t, k) \hat{W}(k) \left| k \right|^{2} \left( \frac{1 - e^{-\nu t}}{\nu} \right) \hat{\mu} \left( k \left( 1 - \frac{e^{-\nu t}}{\nu} \right) \right) 1_{t \geq 0}.
\]
The Volterra equation (3.5) is then studied using techniques similar to [40] [12] [11] and the references. The results are similar to results of [54], however, here we gain the collisional decay factor $e^{-\delta \nu^{1/3} t}$.

**Lemma 3.2** (Linearized Landau damping). For $1 \gg \delta > 0$ and all $\nu$ sufficiently small (depending only on universal constants), we have
\[
\left\| \left| \nabla_{x} \right|^{1/2} \rho \right\|_{L_{t}^{2}(I; M^{s, \delta})} \lesssim_{\sigma} \left\| \left| \nabla_{x} \right|^{1/2} F \right\|_{L_{t}^{2}(I; M^{s, \delta})}.
\]

*Proof.* We write the proof in the style of [40]. Denote $\tilde{F} = e^{\delta \nu^{1/3} t} F(t) 1_{t \geq 0}$ and $\Phi$ the solution to the Volterra equation (as in (3.5)),
\[
\Phi(t, k) = \tilde{F}(t, k) + \int_{0}^{t} K^{0}(t - \tau, k) \Phi(\tau, k) d\tau.
\]
For $t \in [0, T^{*}]$, by uniqueness there holds that $\Phi(t, k) = e^{\delta \nu^{1/3} t} \rho(t, k)$. Next, we extend $\Phi$ by zero for $t < 0$ and formally take the Fourier transform in time:
\[
\tilde{\Phi}(\omega, k) = \tilde{F} + \tilde{K}^{0}(\omega, k) \tilde{\Phi}(\omega, k). \tag{3.6}
\]
Technically, \(3.6\) is not justified, as we have not verified \(\Phi\) has sufficient decay in time. However, the argument we are about to make is an a priori estimate which is easily justified by one of several methods (see e.g. [40, 12]), and hence we omit the details for brevity.

In order to get polynomial decay estimates, take \(|k|\partial_\omega^\alpha\tilde{\Phi}(\omega, k)\) derivatives of \((3.6)\) as in [11], giving

\[
|k|\partial_\omega^\alpha\tilde{\Phi}(\omega, k) = (|k|\partial_\omega^\alpha)^2\tilde{\Phi} + \sum_{0 \leq j \leq \alpha} \binom{\alpha}{j} (|k|\partial_\omega)_{\alpha-j}^{-j} \tilde{K}_0(\omega, k)(|k|\partial_\omega)^j\tilde{\Phi}(\omega, k).
\]

(3.7)

The following two lemmas will suffice.

**Lemma 3.3** (Uniform linear stability). For all \(\nu > 0\) sufficiently small, there holds

\[
\inf_{z \in \mathbb{C} : \text{Re} z \leq 0} \left| 1 - \tilde{K}_0(z, k) \right| \geq \kappa > 0,
\]

where \(\kappa\) can be taken independent of \(\nu > 0\).

**Remark 14.** The \(z \in \mathbb{C}\) is necessary to justify the a priori estimate on \(3.6\); see [40, 12].

**Proof.** It is well known that this holds for \(\nu = 0\) (see [35, 45, 40]). The result follows by dominated convergence and Lemma 3.1.

**Lemma 3.4.** There holds for all \(j \geq 0\),

\[
\left| (|k|\partial_\omega)^j\tilde{K}_0(\omega, k) \right| \lesssim j 1.
\]

**Proof.** Taking derivatives gives:

\[
(|k|\partial_\omega)^j\tilde{K}_0(\omega, k) = \int_0^\infty |k|^j (it)^j e^{-i\omega t} e^{\delta \nu t/3} S(t, k) \hat{W}(k) |k|^2 \left( \frac{1 - e^{-\nu t}}{\nu} \right) \hat{\mu} \left( k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) dt,
\]

and making the change of variables \(s = |k|(1 - e^{-\nu t})/\nu\) gives the following, (noting that \(t \leq e^{\nu t}(1 - e^{-\nu t})/\nu\) and using Lemma 3.1 again),

\[
\left| (|k|\partial_\omega)^j\tilde{K}_0(\omega, k) \right| \lesssim \int_0^{|k|\nu^{-1}} \left| \hat{W}(k) |k| s^{j+1} \hat{\mu}(s) \right| ds \lesssim j 1,
\]

where the bound can be taken independent of \(\nu\) and \(k\) (though not independent of \(j\)).

The a priori estimate in Lemma 3.2 follows from \(3.7\), Lemmas 3.3 and 3.4, and Plancherel’s identity. See [11] for more details in a similar setting and [11, 12] for discussions on how to make the a priori estimate rigorous.

### 3.3 Nonlinear preliminaries

In this section we make the key estimates for dealing with the nonlinear terms arising in the moment estimates. These lemmas combine ideas from [12, 6] with the corrected critical times due to the collisions and the enhanced hypoelliptic smoothing inherent in \(S\) from Lemma 3.1. It is in this first lemma where the enhanced collisional relaxation suppresses the plasma echoes; the \(\nu^{1/3}\) threshold of \((1.5)\) is mainly due to the second term in \((3.10)\).
Lemma 3.5. For \( r = r(t, x) \) and \( q = q(t, x, v) \) with \( q = q_\neq \), define for any \( \gamma \in \{0, 1, 2\} \) and \( \alpha \geq 0 \),
\[
\mathcal{C}(t, k) = \sum_{\ell \in \mathbb{Z}_2^d} \int_0^t S(t - \tau, k) e^{\alpha \nu(t-\tau) \hat{r}(\tau, \ell)} \left( |k| \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^\gamma \hat{q} \left( \tau, k - \ell, k \frac{1 - e^{-\nu t}}{\nu} - \ell \frac{1 - e^{-\nu t}}{\nu} \right) d\tau.
\]
If \( \gamma = 0 \), then we have the estimate
\[
\left\| |\nabla|^{1/2} \mathcal{C} \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \lesssim \left\| r \right\|_{L^\infty(I; M_{\sigma, \delta})} \left( \sup_{\tau \in I} \left\| \frac{q(\tau)}{\nu^{(r-2)}} \right\|_{F_{m+1/2, \delta}} \right)
+ \left\| |\nabla|^{1/2} r \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \left( \sup_{\tau \in I} \left\| q(\tau) \right\|_{F_{m+3/2, \delta}} \right) .
\]
If \( \gamma = 1 \), then we have the estimate
\[
\left\| |\nabla|^{1/2} \mathcal{C} \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \lesssim \nu^{-1/4} \left\| r \right\|_{L^\infty(I; M_{\sigma, \delta})} \left( \sup_{\tau \in I} \left\| \frac{q(\tau)}{\nu^{(r-2)}} \right\|_{F_{m+1/2, \delta}} \right)
+ \nu^{-1/3} \left\| |\nabla|^{1/2} r \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \left( \sup_{\tau \in I} \left\| q(\tau) \right\|_{F_{m+3/2, \delta}} \right) .
\]
If \( \gamma = 2 \), then we have the following estimate
\[
\left\| |\nabla|^{1/2} \mathcal{C} \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \lesssim \nu^{-1/4} \left\| r \right\|_{L^\infty(I; M_{\sigma, \delta})} \left( \int_0^T \left( \frac{q(\tau)}{\nu^{(r-2)}} \right) d\tau \right)^{1/2}
+ \nu^{-2/3} \left\| |\nabla|^{1/2} r \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \left( \sup_{\tau \in I} \left\| q(\tau) \right\|_{F_{m+3/2, \delta}} \right) .
\]
Proof. Observe that,
\[
|k\ell| \leq \left( \frac{\nu t}{1 - e^{-\nu t}} \right) \left( \left| \frac{1 - e^{-\nu \tau}}{\nu} \right| + \left| k \left( \frac{1 - e^{-\nu \ell t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \ell t}}{\nu} \right) \right| \right)
\lesssim (\nu t + \nu(t-\tau)) \left( \left| \frac{1 - e^{-\nu \tau}}{\nu} \right| + \left| k \left( \frac{1 - e^{-\nu \ell t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \ell t}}{\nu} \right) \right| \right) .
\]
By Lemma \( \ref{lemma:delta_1} \) for \( \delta \ll 1 \) and \( \nu \ll 1 \), there holds,
\[
e^{\delta \nu^{1/3} t} S(t - \tau, k) \lesssim e^{\delta \nu^{1/3} t} S^3/4 (t - \tau, k).
\]
Moreover, \( (\nu(t-\tau))^{1/4} S(t - \tau, k)^{1/4} \lesssim 1 \) by Lemma \( \ref{lemma:delta_1} \). Therefore, we can divide the corresponding contributions (analagues of the so-called “reaction” and “transport” terms in \([\ref{12}]\)):
\[
\left\| \mathcal{C} \right\|_{L^2_{\ell} (I; M_{\sigma, \delta})} \lesssim \mathcal{C}_{HL} + \mathcal{C}_{LH},
\]
where,
\[
\mathcal{C}_{HL} = \int_0^T \sum_{\ell \in \mathbb{Z}_2^d} \left( \int_0^t S^{1/2}(t - \tau, k) |k|^{1/2} \sum_{\ell \in \mathbb{Z}_2^d} \langle \ell \frac{1 - e^{-\nu \tau}}{\nu} \rangle^{\sigma} e^{\delta \nu^{1/3} \tau} |\hat{r}(\tau, \ell)| \left( \left| k \frac{1 - e^{-\nu (t-\tau)}}{\nu} \right| \right)^\gamma \times (\nu t)^\sigma \hat{q} \left( \tau, k - \ell, k \frac{1 - e^{-\nu t}}{\nu} - \ell \frac{1 - e^{-\nu t}}{\nu} \right) \right) dt.
\]
First, observe that
\[ C = \int_0^T \sum_{k \in \mathbb{Z}_+^n} \left[ \int_0^t S^{1/2}(t - \tau, k) \, |k|^{1/2} \sum_{\ell \in \mathbb{Z}_+^n} \langle \ell \frac{1 - e^{-\nu \tau}}{\nu} \rangle \right]^\gamma \nu \frac{1 - e^{-\nu (t - \tau)}}{\nu} \right] \left| \hat{r}(\tau, \ell) \right| \left( \left| k \frac{1 - e^{-\nu (t - \tau)}}{\nu} \right| \right) \, d\tau \right]^2 \, dt.

The case \( \gamma = 0 \) is an easy variant of the \( \gamma = 1 \) case and hence we omit the former.

**Case \( \gamma = 1 \):**

First, observe that
\[
\left| k \frac{1 - e^{-\nu (t - \tau)}}{\nu} \right| = e^{\nu \tau} \left| k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - (k - \ell) \frac{1 - e^{-\nu \tau}}{\nu} \right| \lesssim e^{\nu \tau} (k - \ell, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right))
\]

Therefore, for all \( \delta_1 > 0 \), there holds the following, using \( \langle \tau \rangle e^{-\frac{1}{4} \delta_1 \nu^{-1/3} t} \lesssim \nu^{-1/3} \):
\[
C_{HL} \lesssim \int_0^T \sum_{k \in \mathbb{Z}_+^n} \left[ \int_0^t S^{1/2}(t - \tau, k) \, |k|^{1/2} \sum_{\ell \in \mathbb{Z}_+^n} \langle \ell \frac{1 - e^{-\nu \tau}}{\nu} \rangle e^{\delta_1 \nu^{1/3} \tau} \hat{r}(\tau, \ell) \right]
\times (k - \ell, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right)) \left( \left| \hat{q}(\tau, \ell) \right| \nu^{1/2} \langle \ell \frac{1 - e^{-\nu \tau}}{\nu} \rangle e^{\delta_1 \nu^{1/3} \tau} \right) \, d\tau \right]^2 \, dt
\]

By Sobolev embedding in frequency and (2.16), for \( \zeta > 0 \) (using also Lemma 3.31),
\[
C_{HL} \lesssim \nu^{-2/3} \| q \|^2_{L^\infty F_{K, \delta}} \int_0^\infty \left[ \int_0^t \sum_{\ell \neq 0} S^{1/4}(t - \tau, k) \, |\ell|^{1/2} \langle \ell \frac{1 - e^{-\nu \tau}}{\nu} \rangle e^{\delta_1 \nu^{1/3} \tau} \hat{r}(\tau, \ell) \right]
\times (k - \ell, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right)) \nu^{-\zeta \nu \rho + \frac{1}{2} \delta_1 \nu^{1/3} \tau} \, d\tau \right]^2 \, dt.
\]

By Schur’s test,
\[
C_{HL} \lesssim \nu^{-2/3} \| q \|^2_{L^\infty F_{K, \delta}} \left\| \nabla \right\|_{L^2(M^{\nu, \delta})}^2 \times \left( \sup_{t \in T} \sup_{k \in \mathbb{Z}_+^n} \int_0^t K(t, \tau, k, \ell) \, d\tau \right) \left( \sup_{\tau \in T} \sup_{\ell \in \mathbb{Z}_+^n} \int_0^T K(t, \tau, k, \ell) \, d\tau \right),
\]

(3.14)
where

\[ K(t, \tau, k, \ell) = S^{1/2}(t - \tau, k) e^{-\frac{1}{2} \delta_1 \nu^{1/3} \tau} \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{3/2} \zeta. \]

By the change of variables \( s = |\ell| \left( 1 - e^{-\nu \tau} \right) \nu^{-1}, \)

\[ \sum_{\ell \in \mathbb{Z}_0^n} \int_0^t K(t, \tau, k, \ell) d\tau \lesssim \sum_{\ell \in \mathbb{Z}_0^n} \int_0^t e^{-\frac{1}{2} \delta_1 \nu^{1/3} \tau - \nu \tau} \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{3/2} \zeta d\tau \]

\[ \lesssim \sum_{\ell \in \mathbb{Z}_0^n} \int_{-\infty}^\infty \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{3/2} \zeta ds \]

\[ \lesssim 1, \]

provided that \( \zeta > n + \frac{3}{2} \). For the other kernel estimate in (3.14), we use the change of variables \( s = |k| \left( 1 - e^{-\nu t} \right) \nu^{-1} \) and Lemma 3.1 to deduce \( S^{1/4}(t - \tau, k) \lesssim e^{-\nu(t-\tau)}, \) which implies

\[ \sum_{k \in \mathbb{Z}_0^*} \int_{-\tau}^{T_\tau} K(t, \tau, k, \ell) dt \lesssim \sum_{k \in \mathbb{Z}_0^*} \int_{-\tau}^{T_\tau} S^{1/4}(t - \tau, k) e^{-\frac{1}{2} \delta_1 \nu^{1/3} \tau - \nu \tau} \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{3/2} \zeta dt \]

\[ \lesssim \sum_{k \in \mathbb{Z}_0^*} \int_{-\infty}^{\infty} \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{3/2} \zeta ds \]

\[ \lesssim 1. \]

This completes the treatment of \( C_{HL}. \)

Turn next to \( C_{LH}. \) For this term we use the hypoelliptic smoothing from Lemma 3.1

\[ S^{1/4}(t - \tau, k) |k| \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \lesssim |k|^{1/2} \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^{1/2} \frac{1}{\nu^{1/4}(t - \tau)^{1/4}}. \] (3.15)

Hence, by (3.13), we have

\[ C_{LH} \lesssim \nu^{-1/2} \int_0^T \sum_{k \in \mathbb{Z}_0^*} \left[ \int_0^t \sum_{\ell \in \mathbb{Z}_0^*} e^{\delta_1 \nu^{1/3} \tau} |\hat{\tau}(\tau, \ell)| \frac{e^{\nu \tau} \langle \tau, \ell \rangle^{1/2}}{(t - \tau)^{1/4}} S^{1/2}(t - \tau, k) \right. \]

\[ \times \langle \nu \tau \rangle^\sigma |k|^{1/2} \langle k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \rangle^{\sigma + 1/2} \]

\[ \times \hat{q} \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) |d\tau|^2 dt. \]

From here, we apply an argument analogous to one used in [12]. By Cauchy-Schwarz and \( \nu \ll 1, \)

\[ C_{LH} \lesssim \nu^{-1/2} \left( \sup_{\ell \in \mathbb{Z}_0^*} \int_0^t \sum_{\ell \in \mathbb{Z}_0^*} e^{\delta_1 \nu^{1/3} \tau} |\hat{\tau}(\tau, \ell)| \frac{\langle \tau, \ell \rangle^{1/2} \nu^{1/2 + p/2}}{(t - \tau)^{1/2}} d\tau \right) \]

\[ \times \sum_{k \in \mathbb{Z}_0^*} \int_0^T \int_0^t \left( \sum_{\ell \in \mathbb{Z}_0^*} e^{\delta_1 \nu^{1/3} \tau} |\hat{\tau}(\tau, \ell)| \langle \tau, \ell \rangle^{1/2 + p/2} \right) S(t - \tau, k) \]
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Next, make the change of variables

\[ |k| \frac{1 - e^{-\nu t}}{\nu} = s \]

and note that by Lemma 3.11, \( S(t - \tau, k) e^{\nu t} \lesssim e^{\nu \tau} \), to deduce (for \( \beta \geq p + \frac{1}{2} \) and \( t(s) = -\frac{1}{p} \log(1 + \frac{\nu t}{|k|}) \)),

\[
\mathcal{C}_{LH} \lesssim \nu^{-1/2} \| r \|_{L_{<1}^{\infty} \mathcal{M}^{\beta, \delta}}^2 \\
\times \sum_{k \neq 0} \int_{0}^{\infty} \left( \sum_{\ell \neq 0} e^{\delta \nu^{1/3} \tau} |\hat{r}(\tau, \ell)| \langle \tau \rangle^{1/2 + p} \right) \\
\times e^{\frac{3}{4} \delta \nu^{1/3} \tau} \langle \tau \rangle^{-2p} \left| \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, k \frac{s}{|k|} - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) \right|^2 \, d\tau \, ds
\]

\[
\lesssim \nu^{-1/2} \| r \|_{L_{<1}^{\infty} \mathcal{M}^{\beta, \delta}}^2 \int_{0}^{T_{k}} \sum_{\ell \neq 0} \frac{1}{\langle \ell \rangle^{n + 1}} \sum_{k \neq 0} e^{\frac{3}{4} \delta \nu^{1/3} \tau} \langle \tau \rangle^{-2p} \\
\times \int_{-\infty}^{\infty} \left| \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, k \frac{s}{|k|} - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) \right|^2 \, ds \, d\tau
\]

\[
\lesssim \nu^{-1/2} \| r \|_{L_{<1}^{\infty} \mathcal{M}^{\beta, \delta}}^2 \int_{0}^{T_{k}} \sum_{\ell \neq 0} \frac{1}{\langle \ell \rangle^{n + 1}} \sum_{k \neq 0} e^{\frac{3}{4} \delta \nu^{1/3} \tau} \langle \tau \rangle^{-2p} \\
\times \sup_{x, \omega} \int_{-\infty}^{\infty} \left| \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, \omega s - x \right) \right|^2 \, ds \, d\tau,
\]

where the last line followed by the Sobolev trace lemma applied in Fourier (see e.g. [12]).

**Case \( \gamma = 2 \):**

The \( \mathcal{C}_{LH} \) case is treated similarly to the \( \gamma = 1 \) only noting that there is an extra power of \( t \). The main difference is the treatment of the \( \mathcal{C}_{LH} \) term. We begin with the same hypoellipticity,

\[
S^{1/3}(t - \tau, k) \left| k \right|^2 \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right)^2 \lesssim \frac{1}{\nu^{-1/4}(t - \tau)^{1/4}} \left| k \right|^{3/2} \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right)^{3/2}, \tag{3.16}
\]

to deduce

\[
\mathcal{C}_{LH} \lesssim \nu^{-1/2} \left( \sup_{\ell \neq 0} \int_{0}^{t} \sum_{\ell \neq 0} e^{\delta \nu^{1/3} \tau} |\hat{r}(\tau, \ell)| \langle \tau \rangle^{1/2 + p/2} \left( \frac{t - \tau}{(t - \tau)^{1/2}} \right) d\tau \right)
\]
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Lemma 3.6. By the Sobolev trace lemma and (2.17), it follows that
\[ C \approx - \sum_{k \in \mathbb{Z}_+^*} \int_0^T \int_0^t \left( \sum_{\ell \in \mathbb{Z}_+^*} e^{\delta_1^{1/3} \tau} \left| \hat{v}(\tau, \ell) \right| \langle \tau \rangle^{1/2 + p/2} \right) S(t - \tau, k) \]
\[ \times |k| e^{\frac{1}{2} \delta_1^{1/3} \tau} \langle \tau \rangle^{-p} \left| \partial_v^l \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \right|^2 \, d\tau \, dt \]
\[ \lesssim \nu^{-1/2} \|r\|_{L_\infty^\infty M_\infty}^2 \sum_{k \in \mathbb{Z}_+^*} \int_0^T \int_0^t \sum_{\ell \in \mathbb{Z}_+^*} \frac{1}{\langle \tau \rangle^{2} \langle \ell \rangle^{n+1}} e^{\frac{1}{2} \delta_1^{1/3} \tau} \langle \tau \rangle^{-p} \]
\[ \times \left| \partial_v^l \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \right|^2 \, d\tau \, dt. \]

Make the change of variables \( s = |k| \frac{1 - e^{-\nu t}}{\nu} \) to deduce,
\[ C_{HL} \lesssim \nu^{-1/2} \|r\|_{L_\infty^\infty M_\infty}^2 \sum_{k \in \mathbb{Z}_+^*} \int_0^T \int_0^t \sum_{\ell \in \mathbb{Z}_+^*} \frac{1}{\langle \tau \rangle^{2} \langle \ell \rangle^{n+1}} e^{\frac{1}{2} \delta_1^{1/3} \tau} \langle \tau \rangle^{-p} \]
\[ \times \left| \partial_v^l \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \right|^2 \, d\tau \, ds \]
\[ \lesssim \nu^{-1/2} \|r\|_{L_\infty^\infty M_\infty}^2 \sum_{k \in \mathbb{Z}_+^*} \int_{-\infty}^\infty \left| \partial_v^l \langle \nabla \rangle^{\sigma + 1/2} q \left( \tau, k, os - x \right) \right|^2 \, ds \, d\tau. \]

By the Sobolev trace lemma and (2.17), it follows that
\[ C_{HL} \lesssim \nu^{-1/2} \|r\|_{L_\infty^\infty M_\infty}^2 \int_0^T \langle \tau \rangle^{-p-2} e^{\frac{1}{2} \delta_1^{1/3} \tau} \left\| v \right\|_{n/2 + 1}^2 + \left\| \partial_v^l \langle \nabla \rangle^{\sigma + 1/2} q(\tau) \right\|_2 \, d\tau \]
\[ \lesssim \nu^{-1/2} \|r\|_{L_\infty^\infty M_\infty}^2 \int_0^T \langle \tau \rangle^{-p-2} \left\| q(\tau) \right\|_{D^p+1/2,\delta_1}^2 + \left\| \langle \tau \rangle^{-p-2} \right\|_{L^p+1/2,\delta_1} \, d\tau, \]
which completes the proof.

The next lemma is the space-homogeneous variant of the previous lemma.

Lemma 3.6. For \( r = r(t, x) \) and \( q_0 = q_0(t, v) \), define for \( \gamma \in \{0, 1, 2\} \) and \( \alpha \geq 0 \),
\[ C(t, k) = \sum_{k \in \mathbb{Z}_+^*} \int_0^T S(t - \tau, k) e^{\alpha \tau} \hat{r}(\tau, k) \left( \left| k \right| \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^{\gamma} q_0 \left( \tau, k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) d\tau. \]

Then,
\[ \| |\nabla|^{1/2} C \|_{L_t^\infty(I; \mathcal{M}_2^\alpha,2)} \lesssim \nu^{-\gamma/3} \|r\|_{L_\infty^\infty(I; \mathcal{M}_\infty,\delta)} \left( \sup_{t \in I} \langle \tau \rangle^{-\beta/2} \|q_0(t)\|_{H^m_{\infty}} \right) \]
\[ + \| |\nabla|^{1/2} r \|_{L_t^\infty(I; \mathcal{M}_\infty,\delta)} \|q_0\|_{L_t^\infty H^m_{\infty}^{\alpha+\gamma+2}} \] (3.17)
Remark 15. By Sobolev interpolation, for $\sigma = s(1 - \zeta) + (\sigma + 1/2)\zeta$ (using also (2.16) and (2.8b)),
\[
\|h_0\|_{H^m} \lesssim \|h_0\|_{H^m_2}^{1-\zeta} \|h_0\|_{H^m_2}^{\zeta} \lesssim \|h_0\|_{H^m_2}^{1-\zeta} \|h_0\|_{H^m_2}^{\zeta} e^{(m+\frac{2}{\nu})t} \|f\|_{F^{\sigma+1/2}_m} \cdot
\]
Therefore, if $1 - \zeta \geq (\zeta + \frac{m}{\nu})$ and $\beta \geq \zeta p/2$, then by the bootstrap hypotheses, there holds
\[
\sup_{t \in I} \langle t \rangle^{-\beta/2} \|h_0(t)\|_{H^\sigma_m} \lesssim \sup_{t \in I} \|h_0(t)\|_{H^\sigma_m} e^{(m+\frac{2}{\nu})t} \langle t \rangle^{-\beta/2} \|f(t)\|_{F^{\sigma+1/2}_m} \lesssim \sup_{t \in I} e^{-(1-\zeta)\nu t + (\zeta + \frac{2}{\nu})t} \epsilon \lesssim \epsilon. \tag{3.18}
\]
Using $(\sigma - s)/(\sigma + 1/2 - s) = \zeta$, it is clear that we may choose $\sigma - s$ depending only on $m$ and $n$ to accomplish this.

Proof. First, observe that
\[
\langle k, kt \rangle^\sigma \lesssim \langle k, k\tau \rangle^\sigma + \langle k(t - \tau) \rangle^\sigma \lesssim \langle k, k\tau \rangle^\sigma + (\nu(t - \tau))^{\sigma} \langle \nu^{(1-\zeta)\nu(t-\tau)} \rangle^{\sigma}.
\]
The $\langle \nu(t - \tau) \rangle^{\sigma}$ is absorbed by $S(t - \tau, k)$ via Lemma 3.1. Hence, as in Lemma 3.5, we write
\[
\|C\|_{L^2(I; \mathcal{M}^\sigma)}^2 \lesssim \mathcal{C}_{HL} + \mathcal{C}_{LH}, \tag{3.19}
\]
where,
\[
\mathcal{C}_{HL} = \int_0^T \sum_{k \in \mathbb{Z}^2} \left[ \int_0^t S^{1/2}(t - \tau, k) |k|^{1/2} \langle k, k\tau \rangle^{\sigma} e^{\frac{\nu^{1/3}}{3\tau}} \langle 0(\tau, k) \rangle |k - e^{-\nu(t-\tau)}\rangle^{\gamma} \right. \\
\times \left[ q_0 \left( \tau, k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) \right] d\tau \left[ \int_0^t S^{1/2}(t - \tau, k) |k|^{1/2} e^{\frac{\nu^{1/3}}{3\tau}} \langle 0(\tau, k) \rangle |k - e^{-\nu(t-\tau)}\rangle^{\gamma} \right. \\
\times \left[ \langle k - e^{-\nu(t-\tau)}\rangle^{\sigma} \left[ q_0 \left( \tau, k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) \right] \right] d\tau \right]^2 dt.
\]
To treat $\mathcal{C}_{HL}$, apply Sobolev embedding and Young’s inequality:
\[
\mathcal{C}_{HL} \lesssim \left\| \nabla \right\|_{L^2(I; \mathcal{M}^\sigma)}^2 \|q_0\|^2_{L^\infty H^{n+\gamma+2}} \left( \sup_{t \in I} \sup_{k \in \mathbb{Z}^2} \int_0^t S^{1/2}(\tau, k) |k - e^{-\nu(\tau)}\rangle^{\gamma} d\tau \right)^2 \lesssim \left\| \nabla \right\|_{L^2(I; \mathcal{M}^\sigma)}^2 \|q_0\|^2_{L^\infty H^{n+\gamma+2}},
\]
where the last line followed by the change of variables $s = |k| \frac{1 - e^{-\nu(t-\tau)}}{\nu}$ and Lemma 3.1.

To treat the $\mathcal{C}_{LH}$ term we use Lemma 3.1 to deduce
\[
S^{1/2}(t - \tau, k) \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^{\gamma} \lesssim \nu^{-\gamma/3},
\]
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and hence we deduce
\[ C_{LH} \lesssim \nu^{-2\gamma/3} \int_0^{T_\nu} \sum_{k \in \mathbb{Z}} \left[ \int_0^t S^{1/2} (t - \tau, k) |k|^{1/2} e^{\delta \nu^{1/3} \tau} |\tilde{r}(\tau, k)| \left\langle \nabla \right\rangle q_0 \left( \tau, k, \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right] \frac{d\tau}{dt} dt \]
\[ \lesssim \nu^{-2\gamma/3} \|r\|^2_{L^{\infty} T^\alpha M^{\beta, \delta}} \int_0^{T_\nu} \sum_{k \in \mathbb{Z}} \left[ \int_0^t S^{1/2} (t - \tau, k) \frac{1}{\langle k \rangle^{n+1} (\tau)^2} \left\langle \nabla \right\rangle q_0 \left( \tau, k, \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right] \frac{d\tau}{dt} dt \]
\[ \lesssim \nu^{-2\gamma/3} \|r\|^2_{L^{\infty} T^\alpha M^{\beta, \delta}} \sum_{k \in \mathbb{Z}} \int_0^{T_\nu} \int_{-\infty}^{\infty} \frac{1}{\langle k \rangle^{2n+2} (\tau)^2} \left\langle \nabla \right\rangle q_0 \left( \tau, k, \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right] \frac{d\tau}{dt} dt \]
\[ \lesssim \nu^{-2\gamma/3} \|r\|^2_{L^{\infty} T^\alpha M^{\beta, \delta}} \|q_0\|^2_{L^{\infty} H^s_m}. \]

3.4 \( L^2 M^{\sigma, \delta} \) estimate on the density

In this section, we improve (2.22a). For notational convenience, write
\[ B(t, k) = e^{\delta \nu^{1/3} t} |k|^{1/2} \langle k, tk \rangle^\sigma. \] (3.20)

By Lemma 3.2 there holds,
\[ \left\| \left\langle \nabla \right\rangle^{1/2} \rho \right\|^2_{L^2 T^\alpha M^{\beta, \delta}} \lesssim \mathcal{I} + \mathcal{N}_{CL} + \mathcal{C}_\mu + \mathcal{C}_h, \] (3.21)

where the three contributions are from the collisionless nonlinearity and the decaying contributions from the collision operator,
\[ \mathcal{I} = \int_0^{T_\nu} \left| B(t, k) S(t, k) \hat{h}_{in}(k, k, 1 - e^{-\nu t}) \right|^2 dt \] (3.22a)
\[ \mathcal{N}_{CL} = \int_0^{\infty} \sum_{k \neq 0} \left[ B(t, k) \int_0^t S(t - \tau, k) \sum_{\ell \neq 0} \hat{\rho}(\tau, \ell) \hat{W}(\ell) \cdot k \left( 1 - e^{-\nu(t-\tau)} \right) \right. \]
\[ \times \tilde{f} \left( \tau, k - \ell, k \left( 1 - e^{-\nu t} \right) - \ell \left( 1 - e^{-\nu t} \right) \right) \right] \frac{d\tau}{dt} dt \] (3.22b)
\[ \mathcal{C}_\mu = \int_0^{\infty} \sum_{k \neq 0} \left[ B(t, k) \int_0^t S(t - \tau, k) \hat{\mu}_\mu(\tau, \tilde{\eta}(\tau, k, \eta_{CT}(t))) \right]^2 dt \] (3.22c)
\[ \mathcal{C}_h = \int_0^{\infty} \sum_{k \neq 0} \left[ B(t, k) \int_0^t S(t - \tau, k) \hat{\mu}_h(\tau, \tilde{\eta}(\tau, k, \eta_{CT}(t))) \right]^2 dt \] (3.22d)

By \(|kt| \leq (e^{\nu t} - 1)/\nu\), the change of coordinates \( s = |k| (1 - e^{-\nu t})/\nu \), Lemma 3.1 and the Sobolev trace lemma (see e.g. the usage in [12]), there holds
\[ \mathcal{I} \lesssim \sum_{k \in \mathbb{Z}} \int_0^{\infty} e^{2\delta \nu^{1/3} t} S^2(t, k) \langle k, kt \rangle^{2\sigma} \left| \hat{h}_{in}(k, k, \frac{1 - e^{-\nu t}}{\nu}) \right|^2 dt \]
In this section we deal with the contribution of the acceleration term, \( N_{CL} \), in (3.21). Consider the contributions involving \( h_0 \):

\[
N_{CL;0} := \int_0^{T_\ast} \sum_{k \in \mathbb{Z}_n^d} B(t, k) \int_0^t S(t - \tau, k) \hat{\rho}(\tau, k) \hat{W}(k) |k|^2 \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \times \hat{h} \left( \tau, 0, k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) d\tau \, dt.
\]

By Lemma 3.6 and Remark 15, it follows that

\[
|N_{CL;0}| \lesssim \left\| \nabla \right\|_{L_t^2 M_\delta}^2 \left\| h_0(t) \right\|_{L_t^\infty H_m^{n/2+2}}^2 + \nu^{-2/3} \left\| \rho \right\|_{L_t^\infty M_\beta}^2 \left\| h_0 \right\|_{L_t^\infty H_m^{n}}^2 \lesssim \epsilon^4 + \nu^{-2/3} \epsilon^4,
\]

which is consistent with Proposition 2.2 by choosing \( \epsilon < c_0 \nu^{1/3} \) for \( c_0 \) sufficiently small (depending on the bootstrap constants).

Next, we consider the case \( k \neq \ell \):

\[
N_{CL;\neq} := \int_0^{T_\ast} \sum_{k \in \mathbb{Z}_n^d} B(t, k) \int_0^t \sum_{\ell \in \mathbb{Z}_n^d} S(t - \tau, k) \hat{\rho}(\tau, \ell) \hat{W}(\ell) \cdot k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \times \hat{f} \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) d\tau \, dt.
\]

By Lemma 3.5, there holds for \( \delta \) and \( \nu \) sufficiently small,

\[
|N_{CL;\neq}| \lesssim \nu^{-1/2} \left\| \nabla \right\|_{L_t^2 M_\delta}^2 \left( \sup_{\tau \in [0, T^\ast]} \langle \tau \rangle^{-p} \left\| f(\tau) \right\|_{L_m^{n+1/2, \delta}} \right)^2 + \nu^{-2/3} \left\| \rho \right\|_{L_t^2 M_\delta}^2 \left( \sup_{\tau \in [0, T^\ast]} \left\| f(\tau) \right\|_{L_m^{n+1, \delta}} \right)^2 \lesssim \nu^{-1/2} \epsilon^4 + \nu^{-2/3} \epsilon^4.
\]

This is consistent with Proposition 2.2 by choosing \( \epsilon < c_0 \nu^{1/3} \) for \( c_0 \) sufficiently small.
3.4.2 $J_{C_\mu}$ collision contributions

Consider next the contributions from $C_\mu$. From (2.7b), we have

$$J_{C_\mu} \lesssim \int_0^T \sum_{k \in \mathbb{Z}_2} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) \tilde{M}_1(\tau, k) \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right) d\tau \right]^2 dt$$

$$+ \int_0^T \sum_{k \in \mathbb{Z}_2} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) \tilde{M}_1(\tau, k) \cdot \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right) d\tau \right]^2 dt.$$

By an easy variant of Lemma 3.6, there holds

$$J_{C_\mu} \lesssim \nu^2 \left\| \nabla^{1/2} M_T \right\|_{L_t^2 M^\sigma, \delta}^2 + \nu^2 \left\| \nabla^{1/2} M_1 \right\|_{L_t^2 M^\sigma, \delta}^2.$$

which, by Lemma 2.3 and (2.22b), is consistent with Proposition 2.2 for $\nu$ small.

3.4.3 $J_{C_h}$ collision contributions

Turn next to $J_{C_h}$ in (3.21), defined in (3.22). Recall from (2.7c) the definition of $C_h$, which induces the natural decomposition of $J_{C_h} \lesssim \sum_{j=1}^4 J_{C_{h,j}}$.

Consider the contribution from $J_{C_{h,1}}$, which is challenging due to the presence of two derivatives:

$$J_{C_{h,1}} \lesssim \int_0^T \sum_{k \in \mathbb{Z}_2} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) \hat{\rho}(\tau, k) |k|^2 \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right)^2 \hat{h}_0 \left( k \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right) \right) d\tau \right]^2 dt$$

$$+ \nu^2 \int_0^T \sum_{k \in \mathbb{Z}_2} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) \sum_{\ell \in \mathbb{Z}_2} \hat{\rho}(\tau, \ell) |k|^2 \left( \frac{1 - e^{-\nu(t - \tau)}}{\nu} \right)^2$$

$$\times \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) d\tau \right]^2 dt$$

$$:= J_{C_{h,1,0}} + J_{C_{h,1,\neq}}.$$

By Lemma 3.6

$$J_{C_{h,1,0}} \lesssim \nu^{4/3} \left\| \rho \right\|_{L_t^\infty(I; M^\beta, \delta)}^2 \left\| h_0 \right\|_{L_t^\infty H^m_0}^2 + \nu^2 \left\| \nabla^{1/2} \rho \right\|_{L_t^2(I; M^\sigma, \delta)}^2 \left\| h_0 \right\|_{L_t^\infty H^m_0}^2,$$

which is consistent with Proposition 2.2 for $\nu$ and $\epsilon$ sufficiently small by Remark 15 and the bootstrap hypotheses. By Lemma 3.5 with $\gamma = 2$, there holds

$$J_{C_{h,1,\neq}} \lesssim \nu^{1/2} \left\| \rho \right\|_{L_t^\infty(I; M^\beta, \delta)}^2 \left( \int_0^T \nu(\tau)^{-p-2} \left( \left\| f(\tau) \right\|_{D^m_{p+1/2, \delta_1}}^2 + \left\| f(\tau) \right\|_{F^m_{p+1/2, \delta_1}}^2 \right) d\tau \right)$$

$$+ \nu^{2/3} \left\| \nabla^{1/2} \rho \right\|_{L_t^2(I; M^\sigma, \delta)}^2 \left( \sup_{\tau \in I} \left\| f(\tau) \right\|_{F^m_{p+2, \delta_1}}^2 \right)^2,$$

which is consistent with Proposition 2.2 for $\nu$ sufficiently small by the bootstrap hypotheses. This completes the treatment of $J_{C_{h,1}}$. The $J_{C_{h,2}}$ and $J_{C_{h,4}}$ terms are treated analogously via Lemmas 3.6 and 3.5 with $\gamma = 1$, as $(M_1)_0$ vanishes by conservation of momentum.
Next, consider $J_{c_{h,3}}$ which we divide via the zero and non-zero mode contributions of $M_T$:

\[
J_{c_{h,3}} \lesssim \int_0^T \sum_{k \neq 0} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) (\widehat{M_T})_0(\tau) \left| k \right|^2 \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^2 \times \hat{f} \left( \tau, k, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) d\tau \right] dt \\
+ \int_0^T \sum_{k \neq 0} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) (\widehat{M_T})_0(\tau, k) \left| k \right|^2 \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^2 \hat{h}_0 \left( k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) d\tau \right] dt \\
+ \int_0^T \sum_{k \neq 0} \left[ B(t, k) \int_0^t \nu S(t - \tau, k) \sum_{\ell \neq 0, \ell \neq k} (\widehat{M_T})_0(\tau, \ell) \left| k \right|^2 \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^2 \times \hat{f} \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) d\tau \right] dt \\
:= J_{c_{h,3,0,\neq}} + J_{c_{h,3,0,\neq}} + J_{c_{h,3,\neq}}.
\]

The latter two terms, $J_{c_{h,3,0,\neq}}$, $J_{c_{h,3,\neq}}$, are treated as in $J_{c_{h,1}}$ above and are hence omitted for the sake of brevity. Hence, it remains only to consider $J_{c_{h,3,0,\neq}}$. Using

\[
\left| kt \right| \lesssim e^{\nu t} \left| k \right| \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) = e^{\nu \tau} e^{\nu(t-\tau)} \left| k \right| \left( \frac{1 - e^{-\nu \tau}}{\nu} \right),
\]

implies by Lemma 3.1 and the hypoelliptic smoothing 3.16,

\[
J_{c_{h,3,0,\neq}} \lesssim \int_0^T \sum_{k \neq 0} \left[ \int_0^t \nu^{3/4} S^{1/2}(t - \tau, k) e^{\delta_{1/3} \tau} (\widehat{M_T})_0(\tau) \left| k \right|^{3/2} \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right)^{3/2} \right] dt \\
\times e^{\frac{4}{3} \delta_{1/3} \tau} \left| k \right| \left( \langle \nabla \rangle^s f \left( \tau, k, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) \right) d\tau \right]^2 dt.
\]

Note

\[
\left| \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right| = e^{\nu \tau} \left| \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) - k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right| \lesssim \langle \tau \rangle e^{\nu \tau} \left( k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right),
\]

which implies

\[
J_{c_{h,3,0,\neq}} \lesssim \int_0^T \sum_{k \neq 0} \left[ \int_0^t \nu^{3/4} S^{1/2}(t - \tau, k) e^{\delta_{1/3} \tau} \langle \tau \rangle^{1/2} (\widehat{M_T})_0(\tau) \left| k \right| \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right] dt \\
\times e^{\frac{4}{3} \delta_{1/3} \tau} \left| k \right| \langle \nabla \rangle^s f \left( \tau, k, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) d\tau \right]^2 dt \\
\lesssim e^{3/2} \left( \sup_{t \in T} \int_0^t \nu^{\delta_{1/3} \tau} \langle \tau \rangle (\widehat{M_T})_0(\tau) \right) \int_0^T \sum_{k \neq 0} \int_0^t \nu^{1/2} S^{1/2}(t - \tau, k) e^{\delta_{1/3} \tau} \left| (\widehat{M_T})_0(\tau) \right| \\
\times e^{\frac{4}{3} \delta_{1/3} \tau} \left| k \right| \langle \nabla \rangle^s f \left( \tau, k, k \left( \frac{1 - e^{-\nu \tau}}{\nu} \right) \right) d\tau \right]^2 dt \\
\times dt d\tau
\]
\[
\lesssim \nu^{3/2} e^{\int_0^T e^{\delta_1 \nu^{1/3} \tau} |(\widehat{M_0})_0(\tau)|}
\]
\[
\times \int_0^T \sum_{k \neq 0} e^{-\nu(t-\tau) e^{\delta_1 \nu^{1/3} \tau} |k|} \left| \partial^\ell_k \langle \nabla \rangle^{\sigma+1/2} f \left( \tau, k, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \right|^2 \ d\tau \ dt
\]

From here we proceed as in the treatment of $C_{L \nu}$ in Lemma 3.5 and we deduce,

\[
J_{C_h,3,0} \lesssim \nu^{1/2} e^2 \left( \int_0^T \nu(\tau)^{-p-2} \left( \|f(\tau)\|_{F_m^{\sigma+1/2, \delta_1}}^2 + \|f(\tau)\|_{F_m^{\sigma+1/2, \delta_1}}^2 \right) \ d\tau \right) \lesssim \nu^{1/2} \epsilon^4,
\]

which is consistent with Proposition 2.2 for $\nu$ sufficiently small. This completes the treatment of $J_{C_h}$ in (3.21) and hence of the improvement of (2.22a).

### 3.5 $L^\infty_t$ control on $\rho$

This estimate is an easy consequence of (2.13) and the higher norm estimates. Similar estimates are done in [40, 12] and hence we only sketch the details. Write

\[
B'(t, k) = (k, kt)^3 e^{\delta_1 \nu^{1/3} t}
\]

and compute

\[
\|B'(t, k)\|^2_{L^2_t} \lesssim \mathcal{I} + \mathcal{L} + \mathcal{N}_{CL} + J_{C^\mu} + J_{C_h},
\]

where

\[
\mathcal{I} = \sum_{k \in \mathbb{Z}^n} \left| B(t, k)S(t, k) \hat{h}_m \left( k, k \frac{1 - e^{-\nu t}}{\nu} \right) \right|^2,
\]

\[
\mathcal{L} = \sum_{k \in \mathbb{Z}^n} \left[ B'(t, k) \int_0^t S(t - \tau, k) \hat{\rho}(\tau, k) \hat{W}(k) \left| k \right|^2 \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \hat{\mu} \left( k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \ d\tau \right]^2,
\]

\[
\mathcal{N}_{CL} = \sum_{k \in \mathbb{Z}^n} \left[ B'(t, k) \int_0^t S(t - \tau, k) \sum_{\ell \neq 0} \hat{\rho}(\tau, \ell) \hat{W}(\ell) \circ \left( k \left( \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right) \hat{f} \left( \tau, k - \ell, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) - \ell \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \ d\tau \right]^2,
\]

\[
J_{C^\mu} = \sum_{k \in \mathbb{Z}^n} \left[ B'(t, k) \int_0^t S(t - \tau, k) \hat{C}_m \left( \tau, \bar{\eta}(\tau; k, \eta_{CT}(t)) \right) \right]^2,
\]

\[
J_{C_h} = \sum_{k \in \mathbb{Z}^n} \left[ B(t, k) \int_0^t S(t - \tau, k) \hat{C}_h \left( \tau, \bar{\eta}(\tau; k, \eta_{CT}(t)) \right) \right]^2.
\]

By Lemma 3.1 and Sobolev embedding on the Fourier side:

\[
\mathcal{I} \lesssim \sum_{k \in \mathbb{Z}^n} S^2(t, k) e^{2\delta_1 \nu^{1/3} t} (k, k \frac{1 - e^{-\nu t}}{\nu})^{2\beta} \left| \hat{h}_m \left( k, k \left( \frac{1 - e^{-\nu t}}{\nu} \right) \right) \right|^2
\]

\[
\lesssim \|h_m\|^2_{H^\beta} \lesssim \epsilon^2.
\]
Consider next the linear collisionless term. By Lemma \( \text{3.1} \) and Cauchy-Schwarz,
\[
|\mathcal{L}| \lesssim \sum_{k \in \Sigma} \left[ \int_{0}^{t} (k, kt) \beta \sigma \left| B \rho(\tau, k) \right| \left\langle k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right\rangle^{1+\sigma} \tilde{\mu} \left( k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) d\tau \right]^2
\]
\[
\lesssim \| \rho \|_{L_{t,k}^{2} M^{\sigma,\delta}}^2
\]
\[
\lesssim K_{MH0}^2 e^2,
\]
which is consistent with Proposition \( \text{2.2} \) provided we set \( K_{ML0} \gg K_{MH0} \). The nonlinear acceleration term is treated similarly:
\[
|\mathcal{N}_{CL}| \lesssim \sum_{k \neq 0} \left[ \int_{0}^{t} (k, kt) \frac{-2n-2}{S_{1/2}} \right] \left( t - \tau, k \right) \left( \ell, \ell \tau \right) \sigma e^{\delta \nu^{1/3} \tau} \left| \hat{\rho}(\tau, \ell) \hat{W}(\ell) \ell \cdot k \left( 1 - \frac{e^{-\nu(t-\tau)}}{\nu} \right) \right| d\tau \]
\[
\times \left| \hat{f}(\tau, k - \ell, k \left( 1 - \frac{e^{-\nu t}}{\nu} \right) - \ell \left( 1 - \frac{e^{-\nu \tau}}{\nu} \right) \right| d\tau \right]^2
\]
\[
+ \sum_{k \neq 0} \left[ \int_{0}^{t} (k, kt) \frac{-2n-2}{S_{1/2}} \right] \left( t - \tau, k \right) \sigma \left\langle \hat{W}(\ell) \ell \cdot k \left( 1 - \frac{e^{-\nu(t-\tau)}}{\nu} \right) \right| d\tau \]
\[
\times \left| (-\Delta)^{\sigma + 1/2 - 6} f(\tau, k - \ell, k \left( 1 - \frac{e^{-\nu t}}{\nu} \right) - \ell \left( 1 - \frac{e^{-\nu \tau}}{\nu} \right) \right| d\tau \right]^2.
\]
We take the contributions from \( f \) in \( L^{\infty} \) in time and frequency (using the moment controls and \( \delta_1 > 0 \) and \( \nu \) sufficiently small) and \( \rho \) in \( L_{t,k}^{2} \):
\[
|\mathcal{N}_{CL}| \lesssim \| \rho \|_{L_{t,k}^{2} M^{\sigma,\delta}} \| f \|_{F_{t,0}^{\sigma + 1/2 - 6, \delta_1}}^2 \lesssim \epsilon^4.
\]
From here it is apparent that with a sufficient regularity gap between \( \beta \) and \( \sigma \) and sufficiently high moment controls on \( f \), the collisional terms can all be similarly treated. Hence, we omit the details for the sake of brevity.

## 4 Higher order moment estimates

In this section, we improve \( \text{(2.22b), (2.22c), (2.22e), and (2.22f).} \) We will only sketch the details for the much harder \( L_{t}^{\infty} M^{\sigma,\delta} \) control. After techniques are developed for this estimate, the \( L_{t}^{\infty} \) estimates are a straightforward adaptation of \( \text{(3.5)} \) and hence are omitted for the sake of brevity.

### 4.1 Estimate on \( M_1 \), the first moment

As for \( \rho \), by the conservation law \( \text{(2.25)} \), the \( x \)-average of the \( M_1 \) vanishes. We begin by deriving the analogue of \( \text{(2.13)} \) for \( M_1 \), beginning with
\[
\partial_t \nabla_\eta \hat{f} + \nabla_\eta \mathcal{L} = -\nu \eta^2 \nabla_\eta \hat{f} - 2\nu \nu^{\nu t} \hat{\eta} \hat{f} + \nabla_\eta \mathcal{N},
\]
(4.1)
Duhamel's formula gives (applying also \( \text{(2.11)} \) on the linear term \( \nu \nu^{\nu t} \hat{\eta} \hat{f} \)),
\[
\nabla_\eta \hat{f} = S(t, 0; k, \eta) \nabla_\eta \hat{f}_{in}(k, \eta) - \int_{0}^{t} S(t, \tau; k, \eta)(\nabla_\eta \mathcal{L})(\tau, k, \eta)(\hat{\eta}(\tau; k, \eta)) d\tau.
\]
which is consistent with Proposition 2.2 provided we choose $K$.

Evaluating at $\eta = \eta_{CT}(t,k)$ gives the expression for $M_1$ (recall the definition (2.12)),

$$
\tilde{M}_1(t,k) = e^{-\nu t} S(t,k) \nabla_{\eta} \tilde{f}_{\eta}(k,\eta_{CT}(t,k)) - \int_0^t S(t-\tau,k) e^{-\nu \tau} (\nabla_{\eta} \mathcal{N})(\tau,k,\eta(k,\eta_{CT}(t,k))) d\tau
$$

\begin{align*}
&- \int_0^t S(t-\tau,k) e^{-\nu \tau} (\nabla_{\eta} \mathcal{N})(\tau,k,\eta(k,\eta_{CT}(t,k))) d\tau \\
&- 2\nu \int_0^t S(t-\tau,k) e^{\nu(\tau-t)} \tilde{\eta}(\tau,k,\eta) S(\tau,0;k,\eta_{CT}(t,k)) \tilde{f}_{\eta}(k,\eta_{CT}(t,k)) d\tau \\
&- 2\nu \int_0^t S(t-\tau,k) e^{\nu(\tau-t)} \tilde{\eta}(\tau,k,\eta) \int_0^\tau S(\tau,\tau';k,\eta_{CT}(t,k)) \mathcal{L}(\tau',k,\eta(\tau';k,\eta_{CT}(t,k))) d\tau' d\tau \\
&- 2\nu \int_0^t S(t-\tau,k) e^{\nu(\tau-t)} \tilde{\eta}(\tau,k,\eta) \int_0^\tau S(\tau,\tau';k,\eta_{CT}(t,k)) \mathcal{N}(\tau',k,\eta(\tau';k,\eta_{CT}(t,k))) d\tau' d\tau \\
&+ I_1 + L_1 + N_1 + I_0 + L_0 + N_0.
\end{align*}

(4.3)

As in (33) we apply $B$ to both sides of (4.3) and take $L^2$ norms in $t$ and $k$.

4.1.1 Treatment of $I_1$, $L_1$, and $N_1$

These terms can be treated by a small variation of arguments used to treat $\rho$ in (33). The $L_1$ initial data term is treated in the same manner as in (3.23); we omit the details:

$$
\left\| \left\| \nabla \right\|^{1/2} I_1 \right\|_{L^2_t H^{s,\delta}_x} \lesssim \varepsilon.
$$

(4.4)

4.1.2 The $L_1$ term

Computing $\nabla_{\eta} \mathcal{L}$ gives

$$
e^{-\nu t} \nabla_{\eta} \mathcal{L}(\tau,k,\eta(k,\eta_{CT}(t,k))) = e^{-\nu(\tau-t)} \hat{\rho}(\tau,k) \hat{W}(k) k \hat{\mu} \left( k \frac{1 - e^{\nu(\tau-t)}}{\nu} \right)
$$

$$
+ e^{-\nu(\tau-t)} \hat{\rho}(\tau,k) \hat{W}(k) |k|^2 \left( \frac{1 - e^{-\nu(\tau-t)}}{\nu} \right) \nabla_{\eta} \hat{\mu} \left( k \frac{1 - e^{-\nu(\tau-t)}}{\nu} \right).
$$

By Lemma 3.6, it follows that

$$
\left\| \left\| \nabla \right\|^{1/2} L_1 \right\|_{L^2_t H^{s,\delta}_x} \lesssim \| \hat{\rho} \|_{L^2_t H^{s,\delta}_x},
$$

which is consistent with Proposition 2.2 provided we choose $K_{MH1} \gg K_{MH0}$ (see Remark 5).
4.1.3 The $N_1$ term

First, write

$$\nabla_\eta N(\tau, k, \eta(\tau; k, \eta; t)) = (\nabla_\eta N_{CL})(\tau, k, \eta(\tau; k, \eta; t)) + \nu \left( \nabla_\eta \tilde{C}_\mu \right) (\tau, k, \eta(\tau; k, \eta; t)) + \nu \left( \nabla_\eta \tilde{C}_h \right) (\tau, k, \eta(\tau; k, \eta; t))$$

$$= N_{CL} + \nu \mathcal{J}_\mu + \nu \mathcal{J}_h.$$

The nonlinear collisionless term is given by

$$e^{-\nu t} (\nabla_\eta N_{CL})(\tau, k, \eta(\tau; k, \eta; t)) = \tilde{\rho}(\tau, k) \tilde{W}(k) \left( ke^{-\nu(t-\tau)} h_0 \left( \tau, k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right)$$

$$+ \tilde{\rho}(\tau, k) \tilde{W}(k) \left( e^{-\nu(t-\tau)} |k|^2 \frac{1 - e^{-\nu(t-\tau)}}{\nu} \nabla_\eta h_0 \left( \tau, k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) \right)$$

$$+ \sum_{k \neq \ell} \tilde{\rho}(\tau, \ell) \tilde{W}(\ell) \ell e^{-\nu(t-\tau)} \tilde{f} \left( \tau, k - \ell, k \frac{1 - e^{-\nu t}}{\nu} - \ell \frac{1 - e^{-\nu \tau}}{\nu} \right)$$

$$\times e^{-\nu t} \nabla_\eta \tilde{f} \left( \tau, k - \ell, k \frac{1 - e^{-\nu t}}{\nu} - \ell \frac{1 - e^{-\nu \tau}}{\nu} \right)$$

$$= \sum_{j=1}^4 N_{CL;j}.$$

By Lemma 3.6 there holds

$$\left\| \int_0^t S(t - \tau, k) N_{CL;1}(\tau, k) d\tau \right\|_{L^2 L^{1.5}} \lesssim \|\rho\|_{L^\infty M^{3.5}} \left( \sup_{\tau \in I} (\tau)^{-3/2} \|h_0(\tau)\|_{H_m^4} \right)$$

$$+ \left\| \nabla^{1/2} \rho \right\|_{L^2 M^{3.5}} \|h_0\|_{L^\infty H_m^{6/2+1}}.$$

By (3.18) and the bootstrap hypotheses, this is consistent with Proposition 2.2 for $\epsilon$ sufficiently small. The $N_{CL;2}$ term is treated similarly by Lemma 3.6

$$\left\| \int_0^t S(t - \tau, k) N_{CL;2}(\tau, k) d\tau \right\|_{L^2 L^{1.5}} \lesssim \nu^{-1/3} \|\rho\|_{L^\infty M^{3.5}} \left( \sup_{\tau \in I} (\tau)^{-3/2} \|h_0(\tau)\|_{H_m^4} \right)$$

$$+ \left\| \nabla^{1/2} \rho \right\|_{L^2 M^{3.5}} \|h_0\|_{L^\infty H_m^{6/2+1}}.$$

By (3.18), this is consistent with Proposition 2.2 for $\epsilon \nu^{-1/3}$ sufficiently small. Similarly, $N_{CL;3}$ and $N_{CL;4}$ are both treated via Lemma 3.3 as in (3.3) without additional complications.

As in the collisionless terms, the treatment of the collisional contributions is similar to the treatment of collisions in (3.3). Indeed, direct calculation gives

$$\nu e^{-\nu t} \nabla_\eta J_\mu = \nu \tilde{M}_T(\tau, k) e^{-\nu(t-\tau)} \nabla_\eta \Delta_{\nu \mu} \left( k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right) + \nu \tilde{M}_1(\tau, k) e^{-\nu(t-\tau)} \nabla_\eta \nabla e^{-(\mu \nu)} \left( k \frac{1 - e^{-\nu(t-\tau)}}{\nu} \right).$$

It is apparent that the contributions are estimated via the same techniques as applied in (3.3), the details are omitted for brevity. Similarly, the contributions of the nonlinear collision term $J_h$ are not significantly harder than the analogous estimates in (3.4).
4.1.4 Treatment $\mathcal{I}_0$, $\mathcal{L}_0$, and $N_0$

First, observe that since $S(t, k)$ satisfies the semigroup property (see (2.12)),

$$
\mathcal{I}_0 + \mathcal{L}_0 + N_0 = -2\nu S(t, k) \left( \int_0^t e^{\nu(t-\tau)} \bar{\eta}(\tau; k, \eta_{CT}(t, k)) d\tau \right) \bar{f}_{in}(k, \eta_{CT}(t, k))
$$

$$
- 2\nu \int_0^t S(t - \tau', k) \left( \int_{\tau'}^t e^{\nu(t-\tau)} \bar{\eta}(\tau; k, \eta_{CT}(t, k)) d\tau \right) \mathcal{L}(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT}(t, k))) d\tau'
$$

$$
- 2\nu \int_0^t S(t - \tau'; k) \left( \int_{\tau'}^t e^{\nu(t-\tau)} \bar{\eta}(\tau; k, \eta_{CT}(t, k)) d\tau \right) \mathcal{N}(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT}(t, k))) d\tau'.
$$

Hence, we are led to consider the quantity

$$
\int_{\tau'}^t e^{\nu(t-\tau)} \bar{\eta}(\tau; k, \eta_{CT}(t, k)) d\tau = \int_{\tau'}^t e^{\nu(t-\tau)} k \frac{1 - e^{-\nu(t-\tau)}}{\nu} d\tau = \frac{k}{2\nu^2} \left( e^{-\nu(t-\tau')} - 1 \right)^2.
$$

It follows that the terms in (4.5) can be treated as in (4.1.2) and §3.3 after noting the following:

**Lemma 4.1.** There holds for any fixed $p$,

$$
S^p(t - \tau', k) \frac{|k|}{2\nu^2} \left( e^{-\nu(t-\tau')} - 1 \right)^2 \lesssim \nu^{-2/3}.
$$

**Proof.** From the elementary inequality $|e^x - 1| \leq xe^x$ for $x > 0$ and Lemma 3.1,

$$
S^p(t - \tau', k) \frac{|k|}{2\nu^2} \left( e^{-\nu(t-\tau')} - 1 \right)^2 \lesssim S^p(t - \tau', k) \frac{|k|}{2\nu^2} (\nu(t-\tau'))^2 e^{2\nu(t-\tau')}
$$

$$
\lesssim \frac{|k| (t - \tau')^2}{(\nu |k|^2 (t - \tau')^3)^{2/3}} \lesssim |k|^{-1/3} \nu^{-2/3}.
$$

The above arguments complete the improvement of (2.22b) for $\nu^{-1/3} \ll 1$. The improvement of (2.22c) follows by the above observations together with the techniques of §3.5.

4.2 Second moment

By (2.26), the zero mode in $x$ of $\hat{M}_2$ is automatically controlled by the electric field, and hence it suffices to consider only the $x$-dependent modes. Begin by taking another derivative of (4.1):

$$
\partial_t \Delta_\eta \hat{f} + \Delta_\eta \hat{\mathcal{L}} = -\nu \bar{\eta}^2 \Delta_\eta \hat{f} - 2\nu e^{\nu t} \bar{\eta} \cdot \nabla_\eta \hat{f} - 2\nu e^{2\nu t} \hat{f} + \Delta_\eta \hat{\mathcal{N}},
$$

and applying Duhamel’s formula (together with (2.11) and (4.2)):

$$
\Delta_\eta \hat{f} = S(t, 0; k, \eta) \Delta_\eta \hat{f}_{in}(k, \eta) - \int_0^t S(t, \tau; k, \eta) (\Delta_\eta \mathcal{L})(\tau, k, \bar{\eta}(\tau; k, \eta)) d\tau
$$

$$
- \int_0^t S(t, \tau; k, \eta) (\Delta_\eta \mathcal{N})(\tau, k, \bar{\eta}(\tau; k, \eta)) d\tau
$$

$$
- \nu \int_0^t S(t, \tau; k, \eta) e^{2\nu \tau} S(\tau, 0; k, \eta) \bar{f}_{in}(k, \eta) d\tau
$$

$$
- 2\nu \int_0^t S(t, \tau; k, \eta) e^{2\nu \tau} \int_0^\tau S(\tau, \tau'; k, \eta) \mathcal{L}(\tau', k, \bar{\eta}(\tau'; k, \eta)) d\tau' d\tau
$$
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Restricting to \( \eta = \eta_{CT}(t, k) \) and applying Fubini as in (4.5) gives the expression for \( M_2 \):

\[
\hat{M}_2(t, k) = e^{-2\nu t} S(t, k) \Delta_{\eta} \hat{f}_{in}(k, \eta_{CT}) - \int_0^t e^{-2\nu \tau} S(t - \tau, k)(\Delta_{\eta} \mathcal{L})(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT})) d\tau \\
- \int_0^t e^{-2\nu (\tau - t)} S(t - \tau, k) \Delta_{\eta} \mathcal{N}(\tau, k, \bar{\eta}(\tau; k, \eta_{CT})) d\tau \\
- \nu \int_0^t S(t, k) e^{-2\nu (t - \tau)} \hat{f}_{in}(k, \eta_{CT}) d\tau \\
- \nu \int_0^t S(t - \tau', k) \left( \int_{\tau'}^t e^{-2\nu (t - \tau)} d\tau \right) \mathcal{L}(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT})) d\tau' \\
- \nu \int_0^t S(t - \tau', k) \left( \int_{\tau'}^t e^{-2\nu (t - \tau)} d\tau \right) \mathcal{N}(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT})) d\tau' \\
- \nu e^{-\nu t} S(t, k) \left( \int_0^t e^{-\nu (t - \tau)} \bar{\eta}(\tau; k, \eta_{CT}) d\tau \right) \cdot \nabla_{\eta} \hat{f}_{in}(k, \eta_{CT}) \\
- \nu e^{-\nu t} \int_0^t S(t - \tau', k) \left( \int_{\tau'}^t e^{-\nu (t - \tau)} \bar{\eta}(\tau; k, \eta_{CT}) d\tau \right) (\nabla_{\eta} \mathcal{L})(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT})) d\tau' \\
- \nu e^{-\nu t} \int_0^t S(t - \tau', k) \left( \int_{\tau'}^t e^{-\nu (t - \tau)} \bar{\eta}(\tau; k, \eta_{CT}) d\tau \right) (\nabla_{\eta} \mathcal{N})(\tau', k, \bar{\eta}(\tau'; k, \eta_{CT})) d\tau' \\
- 4\nu^2 S(t, k) \left( \int_{\tau'}^t \int_{\tau''}^\tau e^{\nu \tau} \bar{\eta}(\tau; k, \eta_{CT}) e^{\nu \tau'} \bar{\eta}(\tau'; k, \eta_{CT}) d\tau' d\tau \right) \int_0^t \hat{f}_{in}(k, \eta_{CT}) \\
- 4\nu^2 e^{-2\nu t} \int_0^t S(t - \tau'', k) \left( \int_{\tau''}^\tau \int_{\tau'''}^\tau e^{\nu \tau} \bar{\eta}(\tau; k, \eta_{CT}) e^{\nu \tau'} \bar{\eta}(\tau'; k, \eta_{CT}) d\tau' d\tau \right) \times \mathcal{L}(\tau'', k, \bar{\eta}(\tau''; k, \eta_{CT})) d\tau'' \\
- 4\nu^2 e^{-2\nu t} \int_0^t S(t - \tau'', k) \left( \int_{\tau''}^\tau \int_{\tau'''}^\tau e^{\nu \tau} \bar{\eta}(\tau; k, \eta_{CT}) e^{\nu \tau'} \bar{\eta}(\tau'; k, \eta_{CT}) d\tau' d\tau \right)
\]
\[ \times \mathcal{N}(\tau'', k, \bar{\eta}(\tau''; k, \eta_{CT})) \, d\tau''. \]  

(4.8)

For the fifth and sixth integrals, notice that \( \int_0^t \nu^{-\tau} \, d\tau = (1 - \nu^{-\tau})/\nu \leq \nu^{-1} \). Hence, we may treat these integrals using the techniques in \( \text{[3.24]} \). The next few integrals in \( \text{[4.8]} \) involve \( \text{[4.10]} \), and hence these contributions are similarly treated after applying Lemma \( \text{[4.1]} \). The quantity arising in the latter three integrals of \( \text{[4.8]} \) is

\[
e^{-2\nu t} \int_0^t \int_{\tau''}^\tau e^\nu \eta(\tau; k, \eta_{CT}) e^{\nu'\tau} \eta(\tau'; k, \eta_{CT}) \, d\tau' \, d\tau
\]

\[
= e^{-2\nu t} \int_0^t \int_{\tau''}^\tau e^\nu \nu' e^\nu \nu'' |k|^2 \left( \frac{1 - \nu^{(\tau' - \tau)}}{\nu} \right) \left( \frac{1 - \nu^{(\tau - \tau')}}{\nu} \right) \, d\tau' \, d\tau
\]

\[
= e^{-2\nu t} \int_0^t |k|^2 \left( \frac{1 - \nu^{(\tau - \tau')}}{\nu} \right) \left( e^{\nu'\tau} - e^{\nu''\tau} - \frac{e^{\nu'\tau + 2\nu\tau'} - e^{\nu'\tau + 2\nu''\tau'}}{2\nu^2} \right) \, d\tau
\]

\[
= \frac{|k|^2}{8\nu^4} \left( e^{\nu''\tau} - e^{\nu\tau} \right)^4.
\]

As in \( \text{[4.14]} \) we may treat these integrals using the techniques in \( \text{[3.4]} \) given the following:

**Lemma 4.2.** There holds for any fixed \( p \in (0, 1) \),

\[
S^p(t - \tau'', k) \frac{|k|^2}{8\nu^4} \left( e^{\nu''\tau} - e^{\nu\tau} \right)^4 \lesssim \nu^{-1}.
\]

(4.9)

**Proof.** The lemma follows from Lemma \( \text{[3.1]} \) and the following observations:

\[
\frac{e^{-4\nu t}}{8\nu^4} \left( e^{\nu''\tau} - e^{\nu\tau} \right)^4 \leq \frac{1}{8\nu^4} \left( e^{\nu(\tau'' - t)} - 1 \right)^4 \leq \frac{1}{8\nu^4} \left( \nu(\tau'' - t) \right)^4 e^{4\nu(t - \tau'')}. \]

Along with Lemma \( \text{[4.1]} \) we may improve \( \text{[2.22a]} \) and \( \text{[2.22b]} \) by properly adjusting the bootstrap constants and choosing \( \nu^{-1/3} \ll 1 \). We omit the details for the sake of brevity.

5. **Estimates on the distribution function**

5.1 **Preliminary lemmas**

The following versions of Young’s inequality occur frequently in the proof. These are easy variants of lemmas found in \( \text{[12]} \); the proofs are omitted for brevity.

**Lemma 5.1.** (a) Let \( f(k, \eta), g(k, \eta) \in L^2(\mathbb{Z}^d \times \mathbb{R}^d) \) and \( \langle k \rangle^\sigma h(t, k) \in L^2(\mathbb{Z}^d) \) for \( \sigma > n/2 \). Then, for any \( t \in \mathbb{R} \),

\[
\left| \sum_{k, \ell \in \mathbb{Z}^d} \int f(k, \eta) h(t, \ell) g(k - \ell, \eta - \ell) \left( 1 - \frac{e^{-\nu t}}{\nu} \right) \, d\eta \right| \lesssim_{d, \sigma} \| f \|_{L^2_{k, \eta}} \| g \|_{L^2_{k, \eta}} \| \langle k \rangle^\sigma h(t) \|_{L^2_k}. \]

(5.1)

(b) Let \( f(k, \eta), \langle k \rangle^\sigma g(k, \eta) \in L^2(\mathbb{Z}^d \times \mathbb{R}^d) \) and \( h(t, k) \in L^2(\mathbb{Z}^d) \) for \( \sigma > n/2 \). Then, for any \( t \in \mathbb{R} \),

\[
\left| \sum_{k, \ell \in \mathbb{Z}^d} \int f(k, \eta) h(t, \ell) g(k - \ell, \eta - \ell) \left( 1 - \frac{e^{-\nu t}}{\nu} \right) \, d\eta \right| \lesssim_{n, \sigma} \| f \|_{L^2_{k, \eta}} \| \langle k \rangle^\sigma g \|_{L^2_{k, \eta}} \| h(t) \|_{L^2_k}. \]

(5.2)
5.2 High norm estimate

In this section we prove that the constant in (2.20a) can be improved. Hence, fix $j$, $0 \leq j \leq 3$. Let $\alpha$ be an arbitrary multi-index such that $|\alpha| \leq m + 1 + j$ and set $\gamma = \sigma + 1/2 - j$. Write,

$$A(t, k, \eta) = \langle t \rangle^{-n/2} A_{\sigma+1/2-j, \delta_1} 1_{k\neq 0} + \langle t \rangle^{-n/2} A_{\sigma+1/2-j, 0} 1_{k=0}. \quad (5.3)$$

From the definition of $A$ (see (2.11) and (2.3)), we have the following

$$\frac{1}{2} \frac{d}{dt} \left( e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2 \right) = \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2 - \frac{p^2 t}{(t^2 + 1)} e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2$$

$$- e^{-2|\alpha|\nu t} \left\| \sqrt{-\partial_x \nabla} A(v^\alpha f) \right\|_2^2$$

$$- \nu |\alpha| e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2 + e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha \partial_x f) \rangle_2$$

$$:= \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2 + \mathcal{D}_p + \mathcal{D}_M + \mathcal{D}_{\alpha} + \nu e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha \partial_x f) \rangle_2$$

$$+ e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha E \cdot \partial_x f) \rangle_2 + e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha E \cdot \partial_x^c f) \rangle_2$$

$$+ \nu e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha C) \rangle_2 + \nu e^{-2|\alpha|\nu t} \langle A(v^\alpha f), A(v^\alpha C_h) \rangle_2$$

$$:= \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2 + \mathcal{D}_p + \mathcal{D}_M + \mathcal{D}_{\alpha} + \nu \mathcal{D} + \mathcal{L} + \mathcal{N} + \nu J_\mu + \nu J_h. \quad (5.4)$$

5.2.1 Dissipation term

Here we consider the $\mathcal{D}$ contribution in (5.4). First, we expand into several contributions,

$$\nu \mathcal{D} = -\nu e^{-2|\alpha|\nu t} \| \partial_x A(v^\alpha f) \|_2^2$$

$$+ \nu e^{-2|\alpha|\nu t} \sum_{\beta \leq |\alpha|-1} \sum_{k \in \mathbb{Z}^n} \int A \partial_n^2 \overline{f}(k, \eta) A(k, \eta) D_{\eta}^{\alpha-\beta} \left( \eta e^{\nu t} - k \frac{e^{-\nu t} - 1}{\nu} \right)^2 D_{\eta}^{\beta} \overline{\bar{f}}(k, \eta) \, d\eta$$

$$+ \nu e^{-2|\alpha|\nu t} \sum_{\beta \leq |\alpha|-1} \sum_{k \in \mathbb{Z}^n} \int A \partial_n^2 \overline{f}(k, \eta) A(k, \eta) D_{\eta}^{\alpha-\beta} \left( \eta e^{\nu t} - k \frac{e^{-\nu t} - 1}{\nu} \right)^2 D_{\eta}^{\beta} \overline{\bar{f}}(k, \eta) \, d\eta$$

$$= -\nu \| \partial_x A(v^\alpha f) \|_2^2 + \sum_{j=1}^2 \mathcal{D}_j.$$

By (A.1), there holds for all $\delta_1 > 0$ sufficiently small

$$-\frac{\nu}{2} e^{-2|\alpha|\nu t} \| \partial_x A(v^\alpha f) \|_2^2 - \frac{1}{2} \mathcal{D}_M \leq -\delta_1 \nu^{1/3} \| A(v^\alpha f) \|_2^2.$$

This cancels the $+\delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \| A(v^\alpha f) \|_2^2$ term in (5.4) and is what allows to deduce the rapid exponential decay rate for spatially dependent modes.

Next, we are concerned with estimating the error terms $\mathcal{D}_1$ and $\mathcal{D}_2$. First, note that if $|\alpha| = 0$ then neither $\mathcal{D}_1$ nor $\mathcal{D}_2$ are present. Consider $\mathcal{D}_1$. By Cauchy-Schwarz,

$$|\mathcal{D}_1| \lesssim \nu e^{-2|\alpha|\nu t} \sum_{\beta \leq |\alpha|-1} \| A(v^\alpha f) \|_2 K_{|\alpha|-1} \left( e^{\nu t} \frac{1}{K_{|\alpha|-1}} \| \partial_x A(v^{\alpha-\beta} f) \|_2 \right),$$

and

$$|\mathcal{D}_2| \lesssim \nu e^{-2|\alpha|\nu t} \sum_{\beta \leq |\alpha|-2} \| A(v^\alpha f) \|_2 K_{|\alpha|-2} \left( e^{2\nu t} \frac{1}{K_{|\alpha|-2}} \| A(v^{\alpha-\beta} f) \|_2 \right).$$
Hence, for some constant $C$ which can be taken depending only on $\sigma$ and $n$,
\[
|D_1| \leq \frac{1}{4} \nu e^{-2|\alpha|\nu t} \|A(v^\alpha f)\|_2^2 + CK_{|\alpha|-1} \nu e^{2|\alpha|\nu t} \sum_{\beta \leq \alpha: |\beta| = |\alpha|-1} \frac{1}{K_{|\alpha|-1}} \left\| \partial_\nu^\beta A(v^{\alpha-\beta} f) \right\|_2^2.
\]
The first term is absorbed by $\mathcal{D}_\alpha$. The latter term is consistent with Proposition 2.2 by choosing $K_{|\alpha|} \gg K_{|\alpha|-1}$ (depending only on $C$). The $D_2$ term is similarly controlled via:
\[
|D_2| \leq \frac{1}{4} \nu e^{-2|\alpha|\nu t} \|A(v^\alpha f)\|_2^2 + CK_{|\alpha|-2} \nu e^{2|\alpha|\nu t} \sum_{\beta \leq \alpha: |\beta| = |\alpha|-2} \frac{1}{K_{|\alpha|-2}} \left\| A(v^{\alpha-\beta} f) \right\|_2^2.
\]
As above, this is consistent Proposition 2.2 by choosing $K_{|\alpha|} \gg K_{|\alpha|-2}$ (depending only on $C$).

5.2.2 Linear collisionless term

Write,
\[
\mathcal{L} = e^{-2|\alpha|\nu t} \sum_{k \in \mathbb{Z}^n} \int AD_\eta^\alpha \hat{f}(k, \eta) A(t, k, \eta) \hat{\nu}(t, k) \hat{W}(k)
\times k \cdot D_\eta^\alpha \left( \left( \eta e^{\nu t} - k \frac{1 - e^{\nu t}}{\nu} \right) \hat{\mu} \left( e^{\nu t} \eta - k \frac{1 - e^{\nu t}}{\nu} \right) \right) d\eta.
\]
Using
\[
|\eta| \leq \left| k \frac{1 - e^{-\nu t}}{\nu} \right| + \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right| \leq |kt| + \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right|,
\]
we have,
\[
|\mathcal{L}| \lesssim \langle t \rangle^{-p/2} e^{-2|\alpha|\nu t} \sum_{k \in \mathbb{Z}^n} \int A \left| D_\eta^\alpha \hat{f}(k, \eta) \right| \left( |kt| + \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right| \right) e^{\nu |t|/2} (k, kt)^\gamma |\hat{\nu}(t, k)|
\times \left| k \hat{W}(k) \left( \eta - k \frac{1 - e^{-\nu t}}{\nu} \right)^\gamma \right| D_\eta^\alpha \left( \left( \eta e^{\nu t} - k \frac{1 - e^{\nu t}}{\nu} \right) \hat{\mu} \left( e^{\nu t} \eta - k \frac{1 - e^{\nu t}}{\nu} \right) \right) d\eta.
\]
By Lemma 5.1 there holds for some constant $C = C(\sigma, j, n) > 0$,
\[
|\mathcal{L}| \lesssim \langle t \rangle^{-p/2+1} e^{-|\alpha|\nu t} \|A(v^\alpha f)\|_2 \left\| \nabla_x \right\|^{1/2} \rho(t) \left\| \mathcal{M}^{\sigma, \delta} \right\| \lesssim \frac{1}{10} \langle t \rangle^{-2} e^{-2|\alpha|\nu t} \|A(v^\alpha f)\|_2^2 + C(t)^{-4-p} \left\| \nabla_x \right\|^{1/2} \rho(t) \left\| \mathcal{M}^{\sigma, \delta} \right\|^2.
\]
This is consistent with Proposition 2.2 provided $p \geq 4$ provided we choose $K_{Hj} \gg K_{MH0}$.

5.2.3 Nonlinear collisionless term

The dissipation is too weak to control this nonlinear term directly using only $\epsilon \ll \nu^{1/3}$. Therefore, we need to use collisionless energy estimate techniques for transport equations, which amounts to variations of treatments that appear in [12] adapted to include $M(t, k, \eta)$ and the rapid decay into the norm. First, we single out the term with the highest derivatives in $\eta$:
\[
\mathcal{N} = - \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha|\nu t} \int AD_\eta^\alpha f A \hat{E}(t, \ell) \partial_\nu^k D_\eta^\alpha \hat{f} \left( t, k - \ell, \eta - \ell \frac{1 - e^{\nu t}}{\nu} \right) d\eta
\]
\[- \sum_{\beta \leq \alpha: |\beta| = 1} \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha| \nu t} \int AD^\alpha_{\eta} A \tilde{E}(t, \ell) e^{\nu t} D^{-\beta}_{\eta} \tilde{f} \left( t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \right) d\eta = N_M + N_P.\]

Consider the main term \( N_M \), and employ a classical commutator trick and frequency decomposition:

\[
N_M = \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha| \nu t} \int AD^\alpha_{\eta} \tilde{f} \left( A(k, \eta) - A(k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) \tilde{E}(t, \ell) \cdot \partial_c^\nu D^\alpha_{\eta} \tilde{f} \left( t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \right) d\eta
\]

\[
= \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha| \nu t} \int 1_{|\ell, \ell \frac{1 - e^{-\nu t}}{\nu}| \leq |k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}|} AD^\alpha_{\eta} \tilde{f} \left( A(k, \eta) - A(k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) \tilde{E}(t, \ell) \cdot \partial_c^\nu D^\alpha_{\eta} \tilde{f} \left( t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \right) d\eta
\]

\[
+ \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha| \nu t} \int 1_{|\ell, \ell \frac{1 - e^{-\nu t}}{\nu}| \geq |k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}|} AD^\alpha_{\eta} \tilde{f} \left( A(k, \eta) - A(k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) \tilde{E}(t, \ell) \cdot \partial_c^\nu D^\alpha_{\eta} \tilde{f} \left( t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \right) d\eta
\]

\[
= N_{LH} + N_{HL}.
\]

Consider first the contribution from \( N_{LH} \). Write

\[
D(t, k) = 1_{k = 0} + 1_{k \neq 0} e^{\delta_1 \nu^{1/3} t}.
\]

Next, expand

\[
A(k, \eta) - A(k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) =
\]

\[
\left( \langle k, \eta \rangle - \langle k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \rangle \right) M(t, k, \eta) D(t, k)
\]

\[
+ \langle k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \rangle \gamma \left( M(t, k, \eta) - M(t, k - \ell, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) D(t, k)
\]

\[
+ \langle k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \rangle \gamma M(t, k - \ell, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) (D(t, k) - D(t, k - \ell)).
\]

On the support of the integrand in \( N_{LH} \), there holds,

\[
\left| \langle k, \eta \rangle - \langle k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \rangle \right| \lesssim \langle k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu} \rangle^{\gamma - 1} \left| \ell, \ell \frac{1 - e^{-\nu t}}{\nu} \right|.
\]

By Lemma A.1 there holds

\[
\left| M(t, k, \eta) - M(t, k - \ell, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right| \lesssim \frac{\langle \ell \rangle}{\nu^{1/3} \max(\langle \eta \rangle, \langle k \rangle)} \left( \ell, \ell \frac{1 - e^{-\nu t}}{\nu} \right)^3.
\]

Similarly, using that \( \ell \neq 0 \) (and hence, it cannot be that both \( k \) and \( k - \ell \) are zero), there holds

\[
|D(t, k) - D(t, k - \ell)| \leq 1_{|k| = 0} e^{\delta_1 \nu^{1/3} t} - 1 \leq 1_{|k| = 0} e^{\delta_1 \nu^{1/3} t} e^{\delta_1 \nu^{1/3} t}.\]
When $|k| |k - \ell| \neq 0$ then the commutator involving $D(t, k) - D(t, k - \ell)$ vanishes. In the case $|k| |k - \ell| = 0$ then this commutator does not gain regularity and hence we need to use the dissipation. Hence, applying the decomposition (5.3) and the multiplier estimates (5.6), (5.7), it follows from Lemma 5.1 (and (2.21a) (recall (3.20)),

$$
|\mathcal{N}_{LH}| \lesssim \langle t \rangle^{-\beta/2+1} e^{-(\delta - \delta_1) \nu^{1/3} t} e^{-2|\alpha| t} \|A^\alpha f(t)\|_2^2 \|\rho(t)\|_{\mathcal{M}\sigma, \delta}
$$

$$
+ \nu^{-1/3} \langle t \rangle^{-\beta/2+3} e^{-(\delta - \delta_1) \nu^{1/3} t} e^{-2|\alpha| t} \|A^\alpha f(t)\|_2^2 \|\rho(t)\|_{\mathcal{M}\sigma, \delta}
$$

$$
+ \nu^3 \langle t \rangle^{-\beta/2+2} e^{-(\delta - \delta_1) \nu^{1/3} t} e^{-2|\alpha| t} \|A^\alpha f(t)\|_2 \|\partial^\alpha_t A (v^\alpha f)\|_2 \|\rho(t)\|_{\mathcal{M}\sigma, \delta}
$$

$$
\lesssim \nu^{-1/2} \langle t \rangle^{-\beta/2+3} e^{-2|\alpha| t} \|A^\alpha f(t)\|_2^2 \|\rho(t)\|_{\mathcal{M}\sigma, \delta}
$$

$$
+ \nu \|\rho(t)\|_{\mathcal{M}\sigma, \delta} e^{-2|\alpha| t} \|\partial^\alpha_t A (v^\alpha f)\|_2^2.
$$

This is consistent with Proposition 2.22 by choosing $\epsilon \nu^{-1/3} < c_0$ sufficiently small.

Next, turn to $\mathcal{N}_{HL}$. This contribution can be treated in a manner analogous to the collisionless papers [12] [11] [6]. By the frequency localization, Lemma 5.1 and (2.21a) (recall (3.20)),

$$
|\mathcal{N}_{HL}| \lesssim \sum_{k, \ell \in \mathbb{Z}^n} e^{-2|\alpha| t} \int |AD^\alpha_h f(t, k, \eta)\left| \frac{1}{|\ell|} A \left( t, \ell, \ell - \frac{1}{\nu} \right) \right| \rho(t, \ell, k, \eta - \frac{1}{\nu}) \|B_{\eta} f(t, k, \eta)\|_2 \|\rho(t)\|_{\mathcal{M}\sigma, \delta}
$$

which is consistent provided $p \geq 6$, $\epsilon \ll 1$, and $\nu \ll 1$ by the bootstrap hypotheses. Note that we used $\delta > \delta_1$ here. This completes the treatment of $\mathcal{N}_M$.

Turn next to $\mathcal{N}_P$. By arguments used above,

$$
|\mathcal{N}_P| \lesssim e^{-2|\alpha| t} \|\rho(t)\|_{\mathcal{M}\sigma, \delta} \|A (v^\alpha f(t))\|_2 \sum_{\beta \leq \alpha; |\beta| = 1} \|A (v^{\alpha \beta} f(t))\|_2 e^{\mu t}
$$

$$
\lesssim e^{-|\alpha| t} e^{-2(\delta - \delta_1) \nu^{1/3} t} \|\rho(t)\|_{\mathcal{M}\sigma, \delta} \|A (v^\alpha f(t))\|_2 \|f(t)\|_E^{n/2+1/2-\delta, \delta_1}.
$$

which is consistent with Proposition 2.22 for $\epsilon \nu^{-1/6} \ll 1$ after summing over $\alpha$.

### 5.2.4 $C_\mu$ collision term

Consider next the $C_\mu$ collision term:

$$
\nu C_\mu = \nu e^{-2|\alpha| t} \int A(t, \nabla) (v^\alpha f) A(t, \nabla) (M_T v^\alpha \Delta v - v^\alpha M_1 \cdot \nabla v) \mu \, dx \, dv = \nu \sum_{j=1}^{2} C_{\mu j}.
$$
The terms $C_{\mu;1}$ and $C_{\mu;2}$ are similar and hence it suffices to consider $C_{\mu;1}$. First, separate zero and non-zero mode contributions:

$$
\nu C_{\mu;1} = \nu e^{-2|\alpha| \nu t} \int AD^\alpha_{\eta} f(t, 0, \eta) A(t, 0, \eta) \widehat{M_T}(t, 0) D^\alpha_{\eta} \left( (\Delta v, \mu) (\eta e^{\nu t}) \right) \, d\eta \\
+ \nu e^{-2|\alpha| \nu t} \sum_{k \in \mathbb{Z}^n} \int A f(t, k, \eta) A(t, k, \eta) \widehat{M_T}(t, k) D^\alpha_{\eta} \left( (\Delta v, \mu) (\eta e^{\nu t} - k \frac{e^{\nu t} - 1}{\nu}) \right) \, d\eta \\
= \nu C_{\mu;1,0} + \nu C_{\mu;1,\ne}.
$$

Using, $|\eta| \leq \left| k \frac{1 - e^{-\nu t}}{\nu} \right| + e^{-\nu t} |e^{\nu t} \eta - k \frac{e^{\nu t} - 1}{\nu}|$, we have by Cauchy-Schwarz (using $|k \frac{1 - e^{-\nu t}}{\nu}| \leq |k t|$),

$$
\nu |C_{\mu;1,\ne}| \lesssim \nu e^{-|\alpha| \nu t} (t)^{-p+1/2} \| A(v^\alpha f) \|_2 \| |\nabla|^1 (M_T) \ne (t) \|_{M^r,\delta},
$$

which is consistent with Proposition 2.2 by choosing $K_{H_J} \gg K_{MH}$ and $p > 1$. For $C_{\mu;1,0}$,

$$
\nu |C_{\mu;1,0}| \lesssim \nu e^{-|\alpha| \nu t} (t)^{-p/2} \| A(v^\alpha f) \|_2 \| (M_T)_0(t) \|,
$$

which is consistent with Proposition 2.2 by Lemma 2.3.

### 5.2.5 $C_h$ collision term

Subdivide the contributions of $C_h$ into the four natural contributions in (2.7c), inducing a similar decomposition of the analogous term in the energy estimate as $\nu \sum_{j=1}^4 J_{C_h, j}$.

Consider the contribution of the first term $J_{C_h, 1}$ and divide into two distinct contributions:

$$
\nu J_{C_h, 1} = \nu e^{-2|\alpha| \nu t} \sum_{k \in \mathbb{Z}^n} \int AD^\alpha_{\eta} f A(t, k, \eta) \rho(t, k) D^\alpha_{\eta} \left( (\Delta t, f) (t, 0, \eta - k \frac{1 - e^{-\nu t}}{\nu}) \right) \, d\eta \\
+ \nu e^{-2|\alpha| \nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int AD^\alpha_{\eta} f A(t, k, \eta) \rho(t, \ell) D^\alpha_{\eta} \left( (\Delta t, f) (t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) \, d\eta \\
= \nu J_{C_h, 1}^0 + \nu J_{C_h, 1}^\ne.
$$

Consider first the interaction with zero frequency modes:

$$
\nu J_{C_h, 1}^0 = -\nu e^{-2|\alpha| \nu t} \sum_{k \in \mathbb{Z}^n} \int AD^\alpha_{\eta} f A(t, k, \eta) \rho(t, k) \left| e^{\nu t} \eta - k \frac{e^{\nu t} - 1}{\nu} \right|^2 D^\alpha_{\eta} f \left( t, 0, \eta - k \frac{1 - e^{-\nu t}}{\nu} \right) \, d\eta \\
- \nu e^{-2|\alpha| \nu t + \nu t} \sum_{\beta \leq |\alpha|, |\beta| = 1 \in \mathbb{Z}^n} \sum_{k \in \mathbb{Z}^n} \int AD^\alpha_{\eta} f A(t, k, \eta) \rho(t, k) D^\beta_{\eta} \left( e^{\nu t} \eta - k \frac{e^{\nu t} - 1}{\nu} \right) \\
\times D^\alpha_{\eta} f \left( t, 0, \eta - k \frac{1 - e^{-\nu t}}{\nu} \right) \, d\eta \\
- \nu e^{-2|\alpha| \nu t + 2\nu t} \sum_{\beta \leq |\alpha|, |\beta| = 2 \in \mathbb{Z}^n} \sum_{k \in \mathbb{Z}^n} \int AD^\alpha_{\eta} f A(t, k, \eta) \rho(t, k) D^\alpha_{\eta} f \left( t, 0, \eta - k \frac{1 - e^{-\nu t}}{\nu} \right) \, d\eta \\
= \nu \sum_{j=1}^3 J_{C_h, 1,j}^0.
$$
Using \( \langle k, \eta \rangle \lesssim \langle k, k \frac{1-e^{-\nu t}}{\nu} \rangle + \langle \eta - k, \frac{1-e^{-\nu t}}{\nu} \rangle \) and \( \frac{1-e^{-\nu t}}{\nu} \leq t \) we have (using also Cauchy-Schwarz),

\[
|\nu J_{t;1,j}^0| \lesssim \nu e^{-2|\alpha|\nu t + \nu t} (\ell)^{1/2} \| \partial_\nu^\alpha A(v^\alpha f) \|_2 e^{(k_1-\delta_1)\nu^{1/3} t} \frac{1}{\rho} \| |\nabla|^{-5/2} A(v^\alpha f) \|_2 \\
+ \nu e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2 \frac{1}{\nu} e^{(\delta_1-\delta)\nu^{1/3} t} \| \rho \|_{\mathcal{M}^{\beta,\delta}} \\
\lesssim \nu^5 \nu \tau e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2 \frac{1}{\nu} \| |\nabla|^{-5/2} \rho \|_{\mathcal{M}^{\beta,\delta}} + \nu \nu e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2^2,
\]

where the last line followed from using \( \delta > \delta_1 \). This is consistent with Proposition 2.2 for \( \epsilon \) and \( \nu \) sufficiently small. The remaining terms \( J_{t;1,2}^0 \) and \( J_{t;1,3}^0 \) are treated with an easy variant.

Consider next the interaction with spatially dependent modes \( J_{t;1}^\beta \),

\[
\nu J_{t;1,1}^\beta = -\nu e^{-2|\alpha|\nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int A D_\eta \tau f A(t, k, \eta) \hat{\rho}(t, \ell) \left| \nu \tau - k \frac{e^{\nu t} - 1}{\nu} \right|^2 D_\eta \tau f(t, k - \ell, \eta - \ell \frac{1-e^{-\nu t}}{\nu}) d\eta \\
- 2 \nu e^{\nu t} D_\eta \tau f A(t, k, \eta) \hat{\rho}(t, \ell) \sum_{k, \ell \in \mathbb{Z}^n} \int A D_\eta \tau f A(t, k, \eta) \hat{\rho}(t, \ell) \\
\times D_\eta^\beta (\eta) \left( \nu \tau - k \frac{e^{\nu t} - 1}{\nu} \right) D_\eta \tau f(t, k - \ell, \eta - \ell \frac{1-e^{-\nu t}}{\nu}) d\eta \\
- 2 \nu e^{\nu t} \sum_{\beta \leq |\alpha| + |\beta| = 2} \nu e^{-2|\alpha|\nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int A D_\eta \tau f A(t, k, \eta) \hat{\rho}(t, \ell) D_\eta \tau f(t, k - \ell, \eta - \ell \frac{1-e^{-\nu t}}{\nu}) d\eta \\
= \sum_{j=1}^3 \nu J_{t;1,j}.
\]

Notice the structure which implies that \( e^{\nu t} \eta - k \frac{e^{\nu t} - 1}{\nu} = e^{\nu t} (\eta - \ell \frac{1-e^{-\nu t}}{\nu}) - (k - \ell) \frac{e^{\nu t} - 1}{\nu} \). This is crucially important to controlling a potential loss of regularity here. Note

\[
\langle k, \eta \rangle \lesssim \langle \ell, \ell \frac{1-e^{-\nu t}}{\nu} \rangle + \langle k - \ell, \eta - \ell \frac{1-e^{-\nu t}}{\nu} \rangle,
\]

and further that \( \langle \ell, \ell \frac{1-e^{-\nu t}}{\nu} \rangle \lesssim \langle t \rangle \langle \ell \rangle \). Therefore, from Lemma 5.1 we have the following product type estimate for \( \sigma + 1/2 - j > n/2 + 1 \) (we are grouping one of the \( \partial_\nu^\alpha \)'s with the leading factor),

\[
\nu |J_{t;1,1}| \lesssim \nu(t) e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2 \frac{1}{\nu} \| |\nabla|^{-5/2} A(v^\alpha f) \|_2 \\
+ \nu e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2 \frac{1}{\nu} \| |\nabla|^{-5/2} \rho \|_{\mathcal{M}^{\beta,\delta}} + \nu \nu e^{-2|\alpha|\nu t} \| \partial_\nu^\alpha A(v^\alpha f) \|_2^2,
\]

which is consistent with Proposition 2.2 for \( \epsilon \) sufficiently small. The terms \( J_{t;1,2} \) and \( J_{t;1,3} \) are treated with easier variants; we omit the treatment for the sake of brevity. This completes the treatment of \( J_{t;1} \). The \( J_{t;4} \) term is similar (as \( (M_1)_0 = 0 \)) and is hence omitted for the sake of 37.
brevity. The \( J_{ch,3} \) term is similar, except for the contribution of \((M_T)_0\). However, this is treated by an easy variation of the above arguments, and is hence omitted for brevity.

Turn next to \( J_{ch,2} \), where the main complication is the loss of velocity localization. This will require a variant of the commutator trick used to treat the collisionless transport term which permits to trade regularity for velocity localization. Begin by extracting the leading order term up to commutators:

\[
\nu J_{ch,2} = \nu e^{-2|\alpha|\nu t - \nu t} \langle A(v^\alpha f), A(t, \nabla) \left( \rho(t, x + \frac{v - e^{-\nu t}}{\nu}v^\alpha \partial_v^t : (v f) \right) \rangle
\]

\[
= \nu e^{-2|\alpha|\nu t - \nu t} \langle A(v^\alpha f), A(t, \nabla) \left( \rho(t, x + \frac{v - e^{-\nu t}}{\nu}v^\alpha v \cdot \partial_v^t f \right) \rangle
\]

\[
+ n \nu e^{-2|\alpha|\nu t - \nu t} \langle A(v^\alpha f), A(t, \nabla) \left( \rho(t, x + \frac{v - e^{-\nu t}}{\nu}v^\alpha \right) \rangle
\]

\[
= \nu e^{-2|\alpha|\nu t - \nu t} \langle A(v^\alpha f), \rho(t, x + \frac{v - e^{-\nu t}}{\nu}v \cdot \partial_v^t A(v^\alpha f) \rangle
\]

\[
+ n \nu e^{-2|\alpha|\nu t - \nu t} \langle A(v^\alpha f), A(t, \nabla) \left( \rho(t, x + \frac{v - e^{-\nu t}}{\nu}v^\alpha v \cdot \partial_v^t f \right) \rangle
\]

\[
- \rho(t, x + \frac{v - e^{-\nu t}}{\nu})v \cdot \partial_v^t A(v^\alpha f) \rangle
\]

\[
= \nu \sum_{j=1}^{3} J_{ch,2,j}.
\]

To treat \( J_{ch,2,1} \) we integrate by parts to reduce by one power of \( v \). From there, both \( J_{ch,2,1} \) and \( J_{ch,2,2} \) are straightforward using previously discussed techniques and are hence omitted for brevity:

\[
\nu J_{ch,2,1} + \nu J_{ch,2,2} \lesssim \nu \|A(v^\alpha f)\|_2 \langle (t)^{-\beta/2} \|A(v^\alpha f)\|_2 \|\rho(t)\|_M^{\beta, \delta} \rangle
\]

\[
+ \langle t \rangle^{1-p/2} \langle \|\nabla \|^{1/2} \|f\|_{M^{\sigma + 1/2-j-4\delta, \delta}} \rangle,
\]

which is consistent with Proposition 2.2 for \( p > 3 \) and \( \nu \) sufficiently small. Hence, the remaining difficulty is the commutator term \( J_{ch,2,3} \). Expand on the Fourier side:

\[
\nu J_{ch,2,3} = \nu e^{-2|\alpha|\nu t - \nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int \hat{A}D_\eta^\alpha \hat{f}(t, k, \eta) \hat{\rho}(t, \ell)
\]

\[
\times \left( - \sum_{\beta \leq \alpha, |\beta|=1} n e^{\nu t} \hat{A}D_\eta^\alpha \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) - \hat{\nabla} \cdot \hat{\partial}_v^\alpha \hat{\nabla} \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) d\eta
\]

\[
= \nu e^{-2|\alpha|\nu t - \nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int \hat{A}D_\eta^\alpha \hat{f}(t, k, \eta) \hat{\rho}(t, \ell)
\]

\[
\times \left( - \sum_{\beta \leq \alpha, |\beta|=1} n e^{\nu t} \hat{A}D_\eta^\alpha \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) - (\hat{\nabla} \nabla) \hat{A}D_\eta^\alpha \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) d\eta
\]

\[
+ \nu e^{-2|\alpha|\nu t - \nu t} \sum_{k, \ell \in \mathbb{Z}^n} \int \hat{A}D_\eta^\alpha \hat{f}(t, k, \eta) \hat{\rho}(t, \ell)
\]
\[
\nu J_{\text{ch}, 1, 3, a} \leq \nu e^{-|\alpha| t - \nu t} \sum_{k, \ell} T^i \partial \eta \partial_t^\alpha \hat{f}(t, k, \eta) \rho(t, \ell)
\]

\[
\times \left( A(t, k, \eta) - A(t, k - \ell, \eta - \ell - \frac{1 - e^{-\nu t}}{\ell}) \right) D_\eta^\alpha \nabla \eta \cdot (\partial_{\ell}^\alpha \hat{f}) \, d\eta
\]

\[
= \nu J_{\text{ch}, 2, 3, a} + J_{\text{ch}, 2, 3, b}.
\]

The first term is treated using (A.3) to control \( \nabla \eta A \) and the techniques used above to treat \( J_{\text{ch}, 1} \). The details are omitted for brevity and we deduce

\[
\nu |J_{\text{ch}, 2, 3, a}| \lesssim \nu e^{-(\delta - \delta_1)\nu^{1/3} t} \| \rho(t) \|_{M^{\beta, \delta}} \| A(v^\alpha f) \|_2 \left( \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}} + \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}} \right),
\]

which is consistent with Proposition 2.2 for \( \epsilon \) and \( \nu \) sufficiently small. The \( J_{\text{ch}, 1, 3, b} \) term requires a more detailed treatment due to the inevitable loss of regularity in \( \eta \), equivalently, a loss of localization in \( v \). Begin by commuting the derivatives in \( \eta \) with \( \partial_{\ell}^\alpha \): when one of the derivatives lands on \( \partial_{\ell}^\alpha \), the loss in \( \eta \) is traded for a slight growth in time and this is overcome easily using \( \rho \), hence for some constant \( C \):

\[
\nu |J_{\text{ch}, 1, 3, b}| \leq \nu e^{-2|\alpha| t - \nu t} \sum_{k, \ell} T^i \partial \eta \partial_t^\alpha \hat{f}(t, k, \eta) \rho(t, \ell)
\]

\[
\times \left( A(t, k, \eta) - A(t, k - \ell, \eta - \ell - \frac{1 - e^{-\nu t}}{\ell}) \right) D_\eta^\alpha \nabla \eta \cdot (\partial_{\ell}^\alpha \hat{f}) \, d\eta
\]

\[
+ C \nu e^{\nu t - (\delta - \delta_1)\nu^{1/3} t} \| A(v^\alpha f) \|_2 \left( \langle t \rangle^{1-p/2} \| \nabla \|_2 \| f \|_{M^{\alpha, \delta}} \right)
\]

\[
+ \langle t \rangle^{-\beta/2} \| \rho \|_{M^{\beta, \delta}} \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}}.
\]

Next consider the first term. When \( |k - \ell, \eta - \ell - \frac{1 - e^{-\nu t}}{\ell}| \approx |k, \eta| \), we can apply the arguments used to treat \( \mathcal{N}_{\text{FF}} \) specifically, (5.5), (5.6), (5.7), and (5.8). Hence the difference in the \( A \)'s will gain a power of \( \eta \) provided \( k \neq \ell \). In the case \( k = \ell \), one either gains regularity or gains \( \nu^{1/3} t \); in the latter case, we will have to use the contribution of the dissipation to regain the regularity. In the case that \( |k - \ell, \eta - \ell - \frac{1 - e^{-\nu t}}{\ell}| \approx |k, \eta| \), then the derivatives are effectively landing on \( \rho \), rather than on \( f \). Therefore,

\[
\nu |J_{\text{ch}, 1, 3, b}| \lesssim \nu e^{(\delta_1 - \delta)\nu^{1/3} t} \| \partial_t^\alpha A(v^\alpha f) \|_2 \langle t \rangle^{1-p/2} \| \nabla \|_2 \| f \|_{M^{\alpha, \delta}} \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}}
\]

\[
+ \nu e^{(\delta_1 - \delta)\nu^{1/3} t} \| \partial_t^\alpha A(v^\alpha f) \|_2 \langle t \rangle^{-\beta/2} \| \rho \|_{M^{\beta, \delta}}
\]

\[
\times \left( \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}} + \nu^{1/3} t \left( \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}} + \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}} \right) \right)
\]

\[
+ \nu e^{(\delta_1 - \delta)\nu^{1/3} t} \| A(v^\alpha f) \|_2 \langle t \rangle^{1-p/2} \| \nabla \|_2 \| f \|_{M^{\alpha, \delta}} \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}}
\]

\[
+ \langle t \rangle^{-\beta/2} \| \rho \|_{M^{\beta, \delta}} \| f \|_{F_{m+1}^{\sigma+1/2 - j, \eta, 1}},
\]

which is consistent with Proposition 2.2 for \( \epsilon \) and \( \nu \) sufficiently small. This completes the improvement of the high norm estimate (2.20a).

### 5.3 Estimates for the low norm: \( \sigma + 1/2 - j \) with \( \sigma + 1/2 - \text{Floor}(n/2 + 2) \geq j \geq 4 \)

In this section we improve the lower norm (but higher velocity localization) controls on the distribution function, (2.21a) to remove the polynomial growth in time. The proof is similar to the high
norm estimate (2.20a) with some minor alterations, which we sketch briefly below. As above, for simplicity write, $\gamma = \sigma + 1/2 - j$ and

$$A'(t, k, \eta) = A_{\gamma, \delta_1}1_{k \neq 0} + A_{\gamma, 0}1_{k = 0}.$$ 

Let $\alpha$ be a multi-index with $|\alpha| \leq m + 1/2 - j$. As in (5.2.1) we have

$$\frac{1}{2} \frac{d}{dt} \left( e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2 \right) = \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 - e^{-2|\alpha|\nu t} \left\| \sqrt{-\partial_k M} A'(v^\alpha f) \right\|^2_2 - \nu |\alpha| e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha \partial_k f) \right\rangle$$

$$+ e^{-2|\alpha|\nu t} \left( A'(v^\alpha f), A'(v^\alpha E \cdot \partial_k \mu) + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha \partial_k f) \right\rangle + e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle_2$$

$$:= \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + \mathcal{D}_M + \mathcal{D}_\alpha + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha E \cdot \partial_k \mu) \right\rangle + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle_2$$

$$+ \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle_2 + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle_2 + \nu e^{-2|\alpha|\nu t} \left\langle A'(v^\alpha f), A'(v^\alpha C_{\eta}) \right\rangle_2$$

$$:= \delta_1 \nu^{1/3} e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + \mathcal{D}_M + \mathcal{D}_\alpha + \nu \mathcal{D} + \mathcal{L} + \mathcal{N} + \nu J_\mu + \nu J_h$$

(5.9)

5.3.1 Dissipation term

The $\mathcal{D}$ contributions can be treated as in (5.2.1) and hence the treatment is omitted for brevity.

5.3.2 Linear collisionless term

Analogous to (5.2.2) we have, now using $\sigma - \gamma > 3$ and Lemma 5.1

$$|\mathcal{L}| \lesssim \langle t \rangle^{-p/2} e^{-2|\alpha|\nu t} \sum_k \int A' \left| D_\eta^\alpha \tilde{f}(k, \eta) \right| \left| \left| k \right| + \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right| \right| e^{\delta_1^{1/3}t} \langle k, kt \rangle^\gamma \left| \tilde{\rho}(t, k) \right|$$

$$\times \left| \tilde{k} \tilde{W}(k) \right| \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right|^\gamma \left| D_\eta^\alpha \left( \left| \eta e^{\nu t} - k \frac{1 - e^{-\nu t}}{\nu} \right| \tilde{\mu} \left( e^{\nu t} \eta - k \frac{e^{\nu t} - 1}{\nu} \right) \right) \right| d\eta$$

$$\lesssim \langle t \rangle e^{-|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + \langle t \rangle e^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + \left\| \tilde{\rho}(t) \right\|_{M^{\sigma, \delta}}^2,$$

which is consistent with Proposition 2.2 by choosing $K_{Lj} \gg K_{H,j0}$.

5.3.3 Nonlinear collisionless term

As in (5.2.3) we subdivide this term analogously as

$$\mathcal{N} = \mathcal{N}_{LH} + \mathcal{N}_{HL} + \mathcal{N}_P.$$ 

The $\mathcal{N}_{LH}$ and $\mathcal{N}_P$ contributions are treated analogously and hence are omitted for brevity. As in the collisionless treatment of (12), the $\mathcal{N}_{HL}$ is treated via a variant of the argument in (5.3.2)

$$|\mathcal{N}_{HL}| \lesssim \epsilon \langle t \rangle^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 \left\| \tilde{\rho} \right\|_{M^{\sigma - 3, \delta}}^2 \left\| \left\| \epsilon \langle t \rangle^{-2|\alpha|\nu t} \left\| A'(v^\alpha f) \right\|^2_2 + \epsilon^{-1} \left\| \tilde{\rho} \right\|^2_{M^{\sigma, \delta}} e^{-2|\alpha|\nu t} \</\right\|_2^2,$$

which is consistent with Proposition 2.2 for $\epsilon$ sufficiently small.
5.3.4 \( C_\mu \) collision term

The \( C_\mu \) contributions are treated by a combination of \([5.2.4]\) and the methods used on the collisionless term in \([5.3.2]\).

Indeed,

\[
\nu |C_\mu| \lesssim \nu e^{-|\alpha| \nu t} \| A'(v^a f) \|_2 (t) \| M_T(t) \|_{M^\sigma_{-3,\delta}} + \| M_1(t) \|_{M^\sigma_{-3,\delta}},
\]

which is consistent with Proposition \([2.2]\) by \([2.23c]\) and \( K_{Lj} \gg K_{H0} + K_{HM1} + K_{HM2} \).

5.3.5 \( C_h \) collision term

The analogs of \( J_{C_h;j} \) for \( j = 1, 3, 4 \) are treated as above in \([5.2.5]\) and are hence omitted for the sake of brevity. Next, we sketch the treatment of \( J_{C_h;2} \) where, as above, the complication is dealing with the potential loss of localization. The treatment is a slight variant of that in \([5.2.5]\). Hence,

\[
\nu J_{C_h;2} = \nu e^{-2|\alpha| \nu t - \nu t} \langle A'(v^a f), \rho(t, x + v \frac{1 - e^{-\nu t}}{\nu} A'(v^a f) \rangle
\]

\[+ n \nu e^{-2|\alpha| \nu t} \langle A'(v^a f), A'(t, \nabla) \left( \rho(t, x + v \frac{1 - e^{-\nu t}}{\nu} A'(v^a f) \right) \rangle
\]

\[+ \nu e^{-2|\alpha| \nu t - \nu t} \langle A'(v^a f), A'(t, \nabla) \left( \rho(t, x + v \frac{1 - e^{-\nu t}}{\nu} A'(v^a f) \right) \rangle
\]

\[= \nu \sum_{j=1}^{3} J_{C_h;2,j}. \]

As in \([3.2.5]\) the main issue is the commutator term \( J_{C_h;2,3} \). As above, we write

\[
\nu J_{C_h;2,3} = \nu e^{-2|\alpha| \nu t - \nu t} \sum_{k, \ell} \int AD_\eta^\alpha \hat{f}(t, k, \eta) \dot{\rho}(t, \ell)
\]

\[\times \left( - \sum_{\beta \leq |\alpha| : |\beta| = 1} n e^{\nu t} AD_\eta^\alpha \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) - (\nabla_\eta A)D_\eta^\alpha \partial_\ell \hat{f}(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\nu}) \right) d\eta
\]

\[+ \nu e^{-2|\alpha| \nu t - \nu t} \sum_{k, \ell} \int AD_\eta^\alpha \hat{f}(t, k, \eta) \dot{\rho}(t, \ell)
\]

\[\times \left( A(t, k, \eta) - A(t, k - \ell, \eta - \ell \frac{1 - e^{-\nu t}}{\ell}) \right) D_\eta^\alpha \nabla_\eta \cdot (\partial_\ell \hat{f}) d\eta
\]

\[= \nu J_{C_h;2,3, a} + J_{C_h;2,3, b}. \]

As above, \( J_{C_h;2,3, a} \) is treated by methods used several times already,

\[
\nu \left| J_{C_h;2,3, a} \right| \lesssim \nu e^{-(\delta - \delta) \nu^{1/3} t} \| \rho(t) \|_{M^{\delta \beta}_{\delta_1}} \| A'(v^a f) \|_2 \left( \| f \|_{F_{m+1}^{\gamma, \delta_1}} + \| f \|_{F_{m+1}^{\gamma, \delta_1}} \right).
\]

Turn next to \( J_{C_h;2,3, b} \). By the same argument as in \([5.2.3]\) involving \([5.5]\), \([5.6]\), \([5.7]\), and \([5.8]\), we deduce (note that we crucially use \( \gamma - 1 \geq n/2 + 1 \) so that Sobolev embedding can be applied),

\[
\nu \left| J_{C_h;1,3, b} \right| \lesssim \nu e^{(\delta - \delta) \nu^{1/3} t} \| \partial_\ell A'(v^a f) \|_2 \langle t \rangle^{1/2} \| \nabla_\ell \|^{1/2} \rho \|_{M^{\delta \beta}_{\delta_1}} \| f \|_{F_{m+1}^{\gamma, \delta_1}}.
\]
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\[
+ \nu \epsilon^{(\delta_1 - \delta) \nu^{1/3} t} \| \partial_t^\nu A'(v^\alpha f) \|_2 \langle t \rangle^{-\beta/2} \| \mathcal{M}^{\beta, \delta} \] 
\times \left( \| f \|_{F_{m+1+j}^{\gamma_1 - 1, \delta_1}} + \| f \|_{F_{m+1+j}^{\gamma_1, \delta_1}} \right) \right) 
+ \nu \epsilon^{(\delta_1 - \delta) \nu^{1/3} t} \| A'(v^\alpha f) \|_2 
\times \left( \langle t \rangle^{1/2} \| \nabla x \|^{1/2} \rho \| \mathcal{M}^{\beta-\delta, \delta} \| f \|_{F_{m+1+j}^{\gamma_1 \delta_1}} \right). 
\]

If \( \gamma - 1 > n/2 + 2 \), then we apply \( \sigma - j \geq 3 \) to add additional time-decay via \( \| \nabla x \|^{1/2} \rho \| \mathcal{M}^{\beta-\delta, \delta} \| \langle t \rangle^{-3} \| \nabla x \|^{1/2} \rho \| \mathcal{M}^{\beta-\delta, \delta} \| \) and hence this is consistent with Proposition \((2.22)\) for \( \delta > \delta_1 \) and \( \epsilon \) and \( \nu \) sufficiently small. If \( \gamma - 1 = n/2 + 2 \), we use that \( \sigma - j = n/2 + 2 \) and hence for \( \beta \) sufficiently large (depending on \( n \)),

\[
\| \nabla x \|^{1/2} \rho \| \mathcal{M}^{\beta-\delta, \delta} \| \langle t \rangle^{-\beta/2} \| \rho \| \mathcal{M}^{\beta, \delta} \| \langle t \rangle^{-2(n-4)} \| \rho \| \mathcal{M}^{\beta, \delta} \].
\]

Therefore, for \( \beta/2 > 4 + n/2 \) we may counterbalance the growth coming from \((2.21a)\), and hence we may apply Lemma \((2.4)\) together with the bootstrap control \((2.21b)\). Hence, for \( \epsilon \) and \( \nu \) sufficiently small, this contribution is also consistent with Proposition \((2.2)\).

### 5.4 \( \mathcal{H} \) high moment estimate

In this section we improve \((2.21b)\), hence deducing the best velocity localizations. For example, this makes it possible to close the loss of velocity localization in the treatments of the nonlinear collision terms in \((5.2.5)\) and \((5.3.5)\).

Let \( \alpha, \gamma \) be multi-indices such that \( |\alpha| + |\gamma| \leq \text{Ceil}(n/2 + 2) \). In the ensuing computation, denote \( m' = |\alpha| = q \) and compute the following

\[
\frac{1}{2} \frac{d}{dt} \left( \frac{1}{\langle t \rangle^{2|\gamma|}} \| D_x^n D_v^n h \|_{L_q^2}^2 \right) = -\theta |\gamma| \frac{t}{\langle t \rangle^{2|\gamma|}} \| D_x^n D_v^n h \|_{L_q^2}^2 - \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n (v \cdot \nabla x h) \rangle_{L_q^2} 
- \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n (E \cdot \nabla_v h) \rangle_{L_q^2}
+ \nu \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n ((1 + \rho) ((1 + T) \Delta v h + \nabla v \cdot ((v - u) h))) \rangle_{L_q^2}
+ \nu \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n \gamma \rangle_{L_q^2}
= -\theta |\gamma| \frac{t}{\langle t \rangle^{2|\gamma|}} \| D_x^n D_v^n h \|_{L_q^2}^2
- \sum_{\gamma' \leq \alpha; |\gamma'| = |\alpha| - 1} \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, (D_x^n \gamma v) \cdot \nabla x D_v^n \gamma \langle D_x^n h \rangle_{L_q^2}
- \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n (E \cdot \nabla_v h) \rangle_{L_q^2}
+ \nu \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n ((1 + \rho) ((1 + T) \Delta v h + \nabla v \cdot ((v - u) h))) \rangle_{L_q^2}
+ \nu \frac{1}{\langle t \rangle^{2|\gamma|}} \langle D_x^n D_v^n h, D_x^n D_v^n \gamma \rangle_{L_q^2}. 
\]
The transport term is estimated via (note that this term vanishes if \( \gamma = 0 \)),
\[
\frac{1}{\langle t \rangle^{2\theta|\gamma|}} \sum_{\gamma' \leq \gamma; |\gamma'| = |\gamma| - 1} \langle D_x^\mu D_v^\gamma h, (D_x^{\gamma'} - \gamma' v) \cdot \nabla_x D_v D_x^\beta h \rangle_{L^2_q} \leq \langle t \rangle^{\theta|\gamma|+\theta} \| D_x^\mu D_v^\gamma h \|_{L^2_q} \frac{1}{\langle t \rangle^{\theta|\gamma|}} \| \nabla_x D_v D_x^\beta h \|_{L^2_q} \leq \frac{1}{\langle t \rangle^{\theta}} \| h(t) \|_{H^\theta_q},
\]
which is consistent choosing \( \theta > 1 \). The electric field term is estimated via distributing the derivatives, integrating by parts on the leading derivative term, and applying Sobolev embedding
\[
\frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_v D_x^\alpha h, D_x^\alpha D_v^\gamma (E \cdot \nabla_v h) \rangle_{L^2_q} \leq \frac{\| E(t) \|_{L^\infty}}{\langle t \rangle^{2\theta|\gamma|}} \| D_v D_x^\alpha h \|_{L^2_q}^{2-1/2} + \sum_{\alpha' \leq \alpha, |\alpha'| \leq |\alpha|-1} \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_v D_x^\alpha h, D_x^{\alpha-\alpha'} E \cdot \nabla_v D_x^{\alpha'} D_v^\gamma h \rangle_{L^2_q} \leq \langle t \rangle^{-\beta/2} \| \rho \|_{M^{3,0}} \| h \|_{H^\theta_q}^2.
\]
The source terms from collisions with \( \mu \) are easily handled via Sobolev embedding and the higher regularity and decay available on \( \rho \) and \( T \),
\[
\frac{\nu}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma C_{\mu} \rangle_{L^2_q} = \frac{\nu}{\langle t \rangle^{2\theta|\gamma|}} \langle D_v D_x^\alpha h, D_x^\alpha D_v^\gamma ((1 + \rho) (T \Delta_v \mu - u \cdot \nabla_v \mu)) \rangle_{L^2_q} \leq \nu \langle t \rangle^{-\beta/2-2\theta|\gamma|} \| D_x^\alpha h \|_{L^2_q},
\]
which is consistent with Proposition \([22]\) for \( \nu \) sufficiently small.

Turn finally to the collision terms; by choosing \( \epsilon \) sufficiently small and using the controls \( \| \rho \|_{M^{3,0}} + \| T \|_{M^{3,0}} \leq \epsilon \),
\[
\nu \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma ((1 + \rho) ((1 + T) \Delta_v h + \nabla_v \cdot ((v - u) h))) \rangle_{L^2_q} \leq \nu \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma ((1 + \rho) ((1 + T) \Delta_v h + \nabla_v \cdot ((v - u) h))) \rangle_{L^2_q}
\]
\[
+ n \nu \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma ((1 + \rho) h) \rangle_{L^2_q} + \nu \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma ((1 + \rho) (v - u) \cdot \nabla_v h) \rangle_{L^2_q}
\]
\[
\leq - \frac{\nu}{\langle t \rangle^{2\theta|\gamma|}} \| \sqrt{1 + \rho} (1 + T) \nabla_v D_x^\alpha D_v^\gamma h \|_{L^2_q}^2 + \sum_{\alpha' \leq \alpha, |\alpha'| \leq |\alpha|-1} C_{\nu} \langle t \rangle^{2\theta|\gamma|} \| \nabla_v D_x^{\alpha'} D_v^\gamma h \|_{L^2_q} \| \nabla_v D_x^\alpha D_v^\gamma h \|_{L^2_q}
\]
\[
+ \sum_{\alpha' \leq \alpha} C_{\nu} \langle t \rangle^{2\theta|\gamma|} \| \nabla_v D_x^{\alpha'} D_v^\gamma h \|_{L^2_q} \| D_x^\alpha D_v^\gamma h \|_{L^2_q}
\]
\[
+ C_{\nu} \| h \|_{H^\theta_q}^2 + \nu \sum_{\alpha' \leq \alpha, |\alpha'| \leq |\alpha|-1} \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, (D_x^{\alpha-\alpha'} v \cdot \nabla_v D_x^{\alpha'} D_v^\gamma h) \rangle_{L^2_q}.
\]
Using that higher spatial derivatives are being measured in a lower moment, for \( \epsilon \) sufficiently small, we have for some constant \( C > 0 \),
\[
\nu \frac{1}{\langle t \rangle^{2\theta|\gamma|}} \langle D_x^\alpha D_v^\gamma h, D_x^\alpha D_v^\gamma ((1 + \rho) ((1 + T) \Delta_v h + \nabla_v \cdot ((v - u) h))) \rangle_{L^2_q} \leq
\]
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\[-\frac{1}{2} \frac{\nu}{(t)^{2\gamma}} \| \nabla_v D^\alpha D^\gamma h \|_{L_2^2}^2 + \frac{1}{10(t)^{2\gamma}} \sum_{\alpha' \leq \alpha} \| \nabla_v D^\alpha D^\gamma h \|_{L_2^2}^2 \]
\[+ \left( C \nu + C \epsilon(t)^{-\beta/2} \right) \| h(t) \|_{H^1}^2. \]

This is hence consistent with Proposition 2.2 provided we choose \( \epsilon \) small and suitably adjust the bootstrap constants. This completes the improvement of (2.21b).

6 Spatially homogeneous thermalization estimate

In this section we obtain the decay estimate on \( h_0 \) in \( H^s_m \). Certain aspects of the ensuing calculations are reminiscent of arguments used in [7, 8, 9] to control the nonlinear influence of \( x \)-dependent modes. Of crucial importance is the following spectral gap estimate on \( L \) in \( L^2_m \) obtained by Gallay and Wayne in [24]. Only the integer case is treated in [24]; the fractional exponent case follows by Hilbert space interpolation.

**Theorem 2** (Properties of \( e^{tL} \) (from [24])). Let \( m > n/2 \) be an integer and \( s \geq 0 \). Define

\[ a(t) = 1 - e^{-t}. \]

There holds

- For all \( g \in H^s_m \), and multi-indices \( \alpha \)

\[ \| D^\alpha e^{tL} g \|_{H^s_m(\mathbb{R}^n)} \lesssim \frac{1}{a(t)^{|\alpha|/2}} \| f \|_{H^s_m(\mathbb{R}^n)}. \]

- Suppose further that \( g = g(v) \) is mean-zero. Then,

\[ \| D^\alpha e^{tL} g \|_{H^s_m(\mathbb{R}^n)} \lesssim \frac{e^{-\nu t}}{a(t)^{|\alpha|/2}} \| g \|_{H^s_m(\mathbb{R}^n)}. \]

We then use Duhamel’s formula to write the evolution of the zero mode (note that the linear term \( E \cdot \nabla_v \mu \) vanishes):

\[ h_0(t) = e^{tL} h_{in,0} - \int_0^t e^{\nu(t-\tau)L} \left( E \cdot \nabla_v h \right)_0 \, d\tau + \int_0^t e^{\nu(t-\tau)L} (\nu C_\mu + \nu C_h)_0 \, d\tau \]
\[ = e^{tL} h_{in,0} + \sum_{j=1}^3 N_j. \]

First, consider the collisionless nonlinear term \( N_1 \). By Theorem 2 (note that \( E \cdot \nabla_v h = \nabla_v \cdot (Eh) \) as the electric field is independent of \( v \)), there holds

\[ \| N_1 \|_{H^s_m} \lesssim \int_0^t \frac{e^{-\nu(t-\tau)}}{a(t-\tau)^{1/2}} \| \nabla_v \cdot (Eh)_0 \|_{H^{s-1}_m} \, d\tau. \]

(6.1)

Note,

\[ (E \cdot \nabla_v h)_0(t, \eta) = \sum_{k \in \mathbb{Z}^2} \widehat{E}(t, -k) \cdot i\eta \widehat{h}(t, k, \eta) \]
hence by Theorem 2, there holds
\[ \sum_{k \in \mathbb{Z}^d_v} \widehat{E}(t, -k) \cdot i \eta \widehat{f}(t, k, e^{-\nu t} \eta + k \frac{1 - e^{-\nu t}}{\nu}) = \sum_{k \in \mathbb{Z}^d_v} \widehat{E}(t, -k) \cdot i \eta \widehat{f}(t, k, e^{-\nu t} \eta + k \frac{1 - e^{-\nu t}}{\nu}). \]

Therefore,
\[ \left| \langle \eta \rangle^{s-1} (\widehat{E} \cdot \nabla_v h)_0(t, \eta) \right| \lesssim e^{\nu t} \sum_{k \in \mathbb{Z}^d_v} \left( (k \frac{1 - e^{-\nu t}}{\nu})^{s-1} + \langle e^{-\nu t} \eta + k \frac{1 - e^{-\nu t}}{\nu} \rangle^{s-1} \right) \times \left| \widehat{E}(t, -k) \right| \left| \eta \right| \left\| \widehat{f}(t, k, e^{-\nu t} \eta + k \frac{1 - e^{-\nu t}}{\nu}) \right\|. \]  

(6.2)

Note that \( k \neq 0 \), and hence we gain \( e^{-\delta_1 \nu^{1/3} t} \) decay from \( f \) (as well as the decay from \( \rho \)). Hence, taking derivatives in \( \eta \) and applying Lemma 5.1 then gives (using \( \nu \) small to absorb the exponential growth using the rapid decay \( \nu^{1/3} t \) decay) by the bootstrap hypotheses and \( \beta < s < \sigma + 1/2 \),
\[ \left\| (E \cdot \nabla_v h)_0 \right\|_{H^s_{H}} \lesssim e^{-\delta_1 \nu^{1/3} T} \left( \| \rho(\tau) \|_{M^{s-1, \beta}} \| f(\tau) \|_{F_{m, \delta}}^\beta + \langle \tau \rangle^{-\beta/2} \| \rho(\tau) \|_{M^{s-1, \beta}} \| f(\tau) \|_{F_{m, \delta}}^\beta \right) \lesssim e^{-\delta_1 \nu^{1/3} T} \left( \| \rho(\tau) \|_{M^{s-1, \beta}} \| f(\tau) \|_{F_{m, \delta}}^\beta + \langle \tau \rangle^{-\beta/2} e^{2} \right), \]

where \( \theta \in (0, 1) \) such that \( s - 1 = \theta \sigma + (1 - \theta) \beta \). Therefore, \( \| N_1 \|_{H^s_H} \) gives using \( \sigma - s > 0 \)
\[ \| N_1 \|_{H^s_H} \lesssim e^{-\nu t} \int_0^t \frac{e^{\nu t} e^{-\delta_1 \nu^{1/3} \tau}}{a(t - \tau)^{1/2}} \left( e^{2-\theta} \| \rho(\tau) \|_{M^{s-1, \beta}} + \langle \tau \rangle^{-\beta/2} e^{2} \right) d\tau \]
\[ \lesssim e^{-\nu t} \frac{e^{2-\theta}}{2} \left( \int_0^t \frac{e^{-\frac{1}{2(2-\theta)}} e^{-\delta_1 \nu^{1/3} \tau}}{a(t - \tau)^{2\theta - 1}} d\tau \right)^{2-\theta} \| \rho \|_{L^2_t M^{s-1, \beta}} + e^{2} e^{-\nu t} \]
\[ \lesssim e^{-\nu t} e^{2} e^{-\frac{(2-\theta)}{6}}, \]

which is consistent with Proposition 2.2 by \( \nu^{1/3} \) sufficiently small (note \( 2 - \theta )/6 < 1/3 \).

Turn next to the collisional term \( C_{\mu}^\alpha \). Due to the \( \nabla_v \), it follows that \( (C_{\mu})_0 \) is average zero, and hence by Theorem 2 there holds
\[ \| N_2 \|_{H^s_H} \lesssim \int_0^t \frac{e^{-\nu (t - \tau)}}{a(t - \tau)^{1/2}} \| (C_{\mu})_0 \|_{H^{s-1}_H} d\tau. \]

First, note that (using that \( (M_1)_0 = 0 \) by conservation of momentum),
\[ \nu (\overline{C_{\mu}})_0(t, \eta) = \nu \overline{M_{\mu}}(t, 0) \Delta v (\mu)(\eta). \]

Therefore, applying \( D_{\eta} \langle \langle \eta \rangle^s \cdot \rangle \) and integrating (applying also the product rule),
\[ \nu \| (C_{\mu})_0 \|_{H^{s-1}_H} \lesssim \nu \| (M_{\mu})_0(t) \|. \]

From this estimate, it follows from the bootstrap hypotheses (and Lemma 2.3) by an argument similar to that applied on \( N_1 \) that
\[ \| N_2 \|_{H^s_H} \lesssim \nu e^{-\nu t} \epsilon, \]
which is consistent with Proposition 2.2.

Turn the nonlinear collisional term $C_h$. As above, the $\nabla_\nu^*$, ensures $(C_h)_0$ is average zero, and hence by Theorem 2 there holds

$$\|N_3\|_{H^m_{\nu}} \lesssim \int_0^t \frac{e^{-\nu(t-\tau)}}{a(t-\tau)^{1/2}} \|C_h\|_{H^{m-1}_{\nu}} d\tau.$$ 

Expanding the collision term as usual,

$$\nu(C_h)_0(t, \eta) = \nu \sum_{k \in \mathbb{Z}_n^+} \hat{\rho}(t, -k) \left(-|\eta|^2 \hat{h}(t, k, \eta) + i\eta \cdot \nabla_{\eta} \hat{h}(t, k, \eta)\right) + \nu \sum_{k \in \mathbb{Z}_n^+} \left(-|\eta|^2 \hat{M}_1(t, -k) \hat{h}(t, k, \eta) - \hat{M}_1(t, -k) \cdot i\eta \hat{h}(t, k, \eta)\right)$$

$$= 2 \sum_{\ell=1} J_\ell.$$ 

Consider first $J_1$; as in (6.2) there holds

$$\langle \eta \rangle^{s-1} |J_1| \lesssim \nu e^{\nu t} \sum_{k \in \mathbb{Z}_n^+} \left( \langle k \rangle \frac{1 - e^{-\nu t}}{\nu} \right)^{s-1} + \nu \sum_{k \in \mathbb{Z}_n^+} \left(-|\eta|^2 \hat{f}(t, k, \nu^{-\nu t} \eta + \frac{1 - e^{-\nu t}}{\nu}) \right) \nabla_{\eta} \hat{f}(t, k, \nu^{-\nu t} \eta + \frac{1 - e^{-\nu t}}{\nu}) \right).$$

Using also that

$$|\eta| \lesssim \langle t \rangle e^{\nu t} \left( k \frac{1 - e^{-\nu t}}{\nu} \right) + \nu e^{\nu t} \left( \nu^{-\nu t} \eta + \frac{1 - e^{-\nu t}}{\nu} \right)$$

it follows from (6.3), Lemma 5.1 (after differentiating with respect to $\eta$), and choosing $\nu$ small to absorb exponential growth,

$$\|J_1\|_{H^{m-1}_{\nu}} \lesssim \nu e^{-\delta_1 \nu^{1/3} t} \left( \|\rho\|_{M^{s-1}_{\nu}} \langle t \rangle^2 \|f\|_{F_{m+1}^{\beta, \delta_1}} + \langle t \rangle^{-\beta/2} \|\rho\|_{M^{s, \delta_1}} \left( \|f\|_{D_{m+1}^{\beta, \delta_1}} + \|f\|_{F_{m+1}^{s, \delta_1}} \right) \right)$$

$$\lesssim \nu^{1/3} e^{-\frac{1}{6} \delta_1 \nu^{1/3} t} \|\rho\|_{M^{s-1}_{\nu}} \|f\|_{F_{m+1}^{\beta, \delta_1}} + \nu^{1/2} e^{-\delta_1 \nu^{1/3} t} \langle t \rangle^{-\beta/2} \|\rho\|_{M^{s, \delta_1}} \left( \nu^{1/2} \|f\|_{D_{m+1}^{s, \delta_1}} + \nu^{1/2} \|f\|_{F_{m+1}^{s, \delta_1}} \right).$$

Next, apply the following interpolation for $s = (1 - \theta') \beta + \theta'(\sigma + 1/2)$,

$$\|f\|_{D_{m+1}^{s, \delta_1}} \lesssim \|f\|_{D_{m+1}^{\theta', \delta_1}} \|f\|_{D_{m+1}^{\theta'(\sigma + 1/2), \delta_1}} \lesssim e^{(1-\theta')\nu t} \langle t \rangle^{1-\theta'} \|f\|_{D_{m+1}^{\theta', \delta_1}} \|f\|_{D_{m+1}^{\theta'(\sigma + 1/2), \delta_1}} \lesssim e^{(1-\theta')\nu t} \langle t \rangle^{1-\theta'} e^{1-\theta'} \|f\|_{D_{m+1}^{\theta'(\sigma + 1/2), \delta_1}}.$$ 

Using that $\theta' \in (0, 1)$ and that there are extra powers of $t$ available, we see that for $\beta > p + 2$, there holds by arguments similar to the treatment of $N_1$ above,

$$\int_0^t \frac{e^{-\nu(t-\tau)}}{a(t-\tau)^{1/2}} \|J_1\|_{H^{m-1}_{\nu}} d\tau \lesssim \int_0^t \frac{e^{-\nu(t-\tau)}}{a(t-\tau)^{1/2}} e^{-\frac{1}{6} \delta_1 \nu^{1/3} t} \|\rho(t)\|_{M^{s-1}_{\nu}} d\tau$$
which is consistent with Proposition 2.2 by choosing \( \nu \) and \( \epsilon \) sufficiently small. This completes the contribution from \( J_1 \).

Turn to \( J_2 \), which is expanded via

\[
J_2 = -\nu \tilde{M}_T(t,0) |\eta|^2 \hat{h}(t,0,\eta) + \nu \sum_{k \in \mathbb{Z}^2} \left( -|\eta|^2 \tilde{M}_T(t,-k) \hat{h}(t,k,\eta) = \tilde{M}_1(t,-k) \cdot i\eta \hat{h}(t,k,\eta) \right)
\]

\[
= J_{20} + J_{2\neq}.
\]

The contribution of \( J_{2\neq} \) is similar to \( J_1 \) and is hence omitted. By (2.8b), for \( \theta \in (0,1) \) such that \( s = \theta(\sigma + 1/2) + (1 - \theta)\beta \), there holds

\[
\| \nabla_v h_0 \|_{H^m} \lesssim e^{(s+1+n)\nu t} \| \partial_v^\ell f_0 \|_{H^{m+1}_n} \lesssim e^{(s+1+n)\nu t} \| \partial_v^\ell f_0 \|_{H^{m+1}_n}^{1-\theta} \lesssim e^{(s+2+m+n)\nu t} \left( \| f_0 \|_{D^{\sigma+1}_m}^{\theta} + \| f_0 \|_{F^{\sigma+1}_m}^{\theta} \right) \| f \|_{F^{\beta+1}_m}^{1-\theta}.
\]

Therefore, for \( J_{20} \), we have by Lemma 2.3 and Hölder’s inequality (for \( \beta \) large relative to \( p \))

\[
\int_0^t \frac{e^{-\nu(t-\tau)}}{a(t-\tau)^{1/2}} \| J_{20}(\tau) \|_{H^{m+1}_n} \, d\tau \lesssim \nu e^{-\nu t} \int_0^t \frac{e^{(s+m+n+2)\nu t} e^{-\nu t}}{a(t-\tau)^{1/2}(\tau)^{\beta}} \left( \langle \tau \rangle^{\beta} \langle (M_T)_{0} \rangle \right) \times \left( \| f_0 \|_{D^{\sigma+1}_m}^{\theta} + \| f_0 \|_{F^{\sigma+1}_m}^{\theta} \right) \| f \|_{F^{\beta+1}_m}^{1-\theta} \, d\tau \lesssim \nu e^{-\nu t} \int_0^t \frac{1}{a(t-\tau)^{1/2}(\tau)^{\beta}} \left( \| f_0 \|_{D^{\sigma+1}_m}^{\theta} + \| f_0 \|_{F^{\sigma+1}_m}^{\theta} \right) \| f \|_{F^{\beta+1}_m}^{1-\theta} \, d\tau \lesssim e^{-\nu t} \nu^{2-\theta} \left( \nu \int_0^t \langle \tau \rangle^{-\beta} \| f(\tau) \|_{D^{\sigma+1}_m}^{\theta} + \| f(\tau) \|_{F^{\beta+1}_m}^{1-\theta} \| f(\tau) \|_{F^{\beta+1}_m}^{\theta} \right)^{\beta/2},
\]

which is consistent with Proposition 2.2. This completes the improvement of estimate (2.20b).

## A Properties of the dissipation multiplier

The properties of the multiplier \( M \) are summarized in the next lemma. Properties (a) and (b) are essentially trivial, whereas properties (c) and (d) are not.

**Lemma A.1** (Properties of \( M \)).

(a) There is a universal constant \( c_m \) (in particular, uniform in \( t, k, \eta, \) and \( \nu \)) such that \( c_m < M \leq 1 \).

(b) For \( k \neq 0 \) there holds

\[
\nu^{1/3} \lesssim \partial_t M(t,k,\eta) + \nu e^{2\nu t} \left| \eta - k \frac{1 - e^{-\nu t}}{\nu} \right|^2.
\]

(c) There holds (uniformly in \( k, \ell, \eta, \nu \) and \( t \))

\[
\left| 1 - \frac{M(t,\ell,\xi)}{M(t,k,\eta)} \right| \lesssim (k - \ell, \eta - \xi)^2 \frac{(t)^2}{\nu^{1/3} \max(\langle \eta \rangle, (k))}.
\]

(A.2)
(d) There holds for $\alpha \in \mathbb{N}$ such that $|\alpha| \geq 1$,

$$|D_\eta^{\alpha} M| \lesssim e^{(|\alpha|-1)\nu \ell |\alpha|^3/3}. \quad (A.3)$$

**Remark 16.** That $(A.2)$ holds even when $\ell$ or $k$ is zero is crucial to the proof.

**Proof.** Property (a) follows by integration and property (b) follows essentially by definition. Turn next to $(A.2).

**The case $k \neq 0$ and $\ell \neq 0$:**

First, observe that by Part (a),

$$1 - \frac{M(t, \ell, \xi)}{M(t, k, \eta)} \lesssim \nu^{1/3} \int_0^t \left| \frac{1}{\left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^2} - \frac{1}{\left(1 + \nu^{2/3}e^{2\nu \tau} \left| \xi - e^{\nu \tau} \right|^2 \right)^2} \right| \, d\tau$$

$$= \nu^{1/3} \int_0^t \left( \frac{\nu^{1/3} e^{\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right| + \nu^{1/3} e^{\nu \tau} \left| \xi - e^{\nu \tau} \right|}{\left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^2} \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - e^{\nu \tau} \right|^2 \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \xi - e^{\nu \tau} \right|^2 \right) \left|k^2 + \nu^{2/3}e^{2\nu \tau} \left| \eta - e^{\nu \tau} \right|^2 \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - e^{\nu \tau} \right|^2 \right) \left|k - \ell + \nu^{1/3} e^{\nu \tau} \left| \eta - \xi \right| \right) \, d\tau$$

$$\lesssim \nu^{1/3} \int_0^t \frac{\langle k - \ell, \eta - \xi \rangle \nu^{2/3} \left( e^{\nu \tau} + \left( \frac{e^{\nu \tau} - 1}{\nu} \right) \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^{1/2} \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \xi - e^{\nu \tau} \right|^2 \right)}{\left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^{1/2}} \, d\tau + \int_0^t \frac{\langle k - \ell, \eta - \xi \rangle \nu^{2/3} \left( e^{\nu \tau} + \left( \frac{e^{\nu \tau} - 1}{\nu} \right) \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^{1/2} \left(1 + \nu^{2/3}e^{2\nu \tau} \left| \xi - e^{\nu \tau} \right|^2 \right)}{\left(1 + \nu^{2/3}e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^{1/2}} \, d\tau. \quad (A.4)$$

To extract a gain in $k$ and $\ell$, simply make the change of variables $s = |\ell| \nu^{1/3} \frac{e^{\nu \tau} - 1}{\nu}$ in the former integral and in the latter use $s = |k| \nu^{1/3} \frac{e^{\nu \tau} - 1}{\nu}$, and we have

$$1 - \frac{M(t, \ell, \xi)}{M(t, k, \eta)} \lesssim \langle k - \ell, \eta - \xi \rangle \frac{1}{\max(\langle k \rangle, \langle \ell \rangle)},$$

which is sufficient. To extract a gain in $\eta$ and $\xi$ we multiply and divide $(A.4)$ by $\langle k(1 - e^{-\nu \tau})\nu^{-1} \rangle$ or $\langle \ell(1 - e^{-\nu \tau})\nu^{-1} \rangle$:

$$1 - \frac{M(t, \ell, \xi)}{M(t, k, \eta)} \lesssim \int_0^t \frac{\langle k - \ell, \eta - \xi \rangle \nu^{2/3} \left( e^{\nu \tau} + \left( \frac{e^{\nu \tau} - 1}{\nu} \right) \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| e^{\nu \tau} - e^{\nu \tau} \right|^2 \right)}{\nu^{1/3}e^{\nu \tau} \langle \eta \rangle \left(1 + \nu^{2/3}e^{2\nu \tau} \left| e^{\nu \tau} - e^{\nu \tau} \right|^2 \right)} \, d\tau$$

$$+ \int_0^t \frac{\langle k - \ell, \eta - \xi \rangle \nu^{2/3} \left( e^{\nu \tau} + \left( \frac{e^{\nu \tau} - 1}{\nu} \right) \right) \left(1 + \nu^{2/3}e^{2\nu \tau} \left| e^{\nu \tau} - e^{\nu \tau} \right|^2 \right)}{\nu^{1/3}e^{\nu \tau} \langle \xi \rangle \left(1 + \nu^{2/3}e^{2\nu \tau} \left| e^{\nu \tau} - e^{\nu \tau} \right|^2 \right)} \, d\tau$$
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Estimate $\frac{1-e^{-\nu \tau}}{\nu} \leq t$ on the support of the integrand and extract powers of $k$ and $\ell$,

$$
|1 - \frac{M(t, \ell, \xi)}{M(t, k, \eta)}| \lesssim \frac{\langle k - \ell, \eta - \xi \rangle^2(t)^2}{\langle \eta \rangle} \int_0^t \frac{\nu^{1/3}(\xi)}{1 + \nu^{2/3} \xi e^{2\nu \tau}} \left| \xi - \ell \frac{1-e^{-\nu \tau}}{\nu} \right|^2 d\tau
$$

$$
+ \frac{\langle k - \ell, \eta - \xi \rangle^2(t)^2}{\langle \xi \rangle} \int_0^t \frac{\nu^{1/3}(\ell)}{1 + \nu^{2/3} \ell e^{2\nu \tau}} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 d\tau.
$$

In this first integral, make the change of variables $s = |\ell| \nu^{1/3} e^{\nu \tau} - \frac{1}{\nu}$ and in the latter use $s = |k| \nu^{1/3} e^{\nu \tau} - \frac{1}{\nu}$, and therefore,

$$
|1 - \frac{M(t, \ell, \xi)}{M(t, k, \eta)}| \lesssim \frac{\langle k - \ell, \eta - \xi \rangle^3(t)^2}{\max(\langle \xi \rangle, \langle \eta \rangle)}
$$

which is more than sufficient.

**The case $k = 0$ or $\ell = 0$:**

By definition of $M$, (A.2) is trivial if $k = \ell = 0$. The two remaining cases are essentially equivalent, hence without loss of generality, assume that $k = 0$ and $\ell \neq 0$. By part(a) and $|e^x - 1| \leq xe^x$,

$$
|1 - M(t, \ell, \xi)| \lesssim \int_0^t \frac{\nu^{1/3}}{1 + \nu^{2/3} \ell e^{2\nu \tau}} \left| \xi - \ell \frac{1-e^{-\nu \tau}}{\nu} \right|^2 d\tau.
$$

(A.5)

First, if $|\xi| > 2|\ell|$, then by $(1 - e^{-\nu \tau})/\nu \leq \tau \leq t$,

$$
|1 - M(t, \ell, \xi)| \lesssim \int_0^t \frac{\nu^{1/3}}{1 + \nu^{2/3} \ell e^{2\nu \tau}} \left| \xi - \ell \frac{1-e^{-\nu \tau}}{\nu} \right|^2 d\tau \lesssim \frac{\langle t \rangle}{\nu^{1/3} \langle \xi \rangle^2} \lesssim \frac{\langle t \rangle^2}{\nu^{1/3} \langle \xi \rangle^2},
$$

which suffices. If $|\xi| \leq 2|\ell|$, then apply $s = |\ell| \nu^{1/3} e^{\nu \tau} - \frac{1}{\nu}$ in (A.5) to deduce

$$
|1 - M(t, \ell, \xi)| \lesssim \frac{1}{|\ell|} \lesssim \frac{\langle t \rangle}{\max(|\ell|, \langle \xi \rangle)}.
$$

This covers all cases and completes the proof of (A.2).

Consider next the differentiation of $M$ with respect to $\eta$. Compute a single derivative first:

$$
|\nabla_\eta M(t, k, \eta)| = \left| \int_0^t \frac{2\nu e^{2\nu \tau} \left( \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right)}{\left( 1 + \nu^{2/3} e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)} \frac{d\tau}{\nu^{1/3}} M(t, k, \eta) \right| \lesssim \int_0^t \frac{\nu^{2/3} e^{\nu \tau}}{\left( 1 + \nu^{2/3} e^{2\nu \tau} \left| \eta - k \frac{1-e^{-\nu \tau}}{\nu} \right|^2 \right)^{3/2}} d\tau.
$$

Via the change of variables $s = |k| \nu^{1/3} e^{\nu \tau} - \frac{1}{\nu}$, there holds,

$$
|\nabla_\eta M| \lesssim \nu^{1/3}.
$$

Iterating the above argument gives for all $|\alpha| \geq 1$,

$$
|D_\eta^\alpha M| \lesssim |\alpha| e^{(|\alpha|-1)\nu t} \nu^{|\alpha|/3}.
$$
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