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ABSTRACT

Learning a set of tasks in sequence remains a challenge for artificial neural networks, which, in such scenarios, tend to suffer from Catastrophic Forgetting (CF). The same applies to End-to-End (E2E) Automatic Speech Recognition (ASR) models, even for monolingual tasks. In this paper, we aim to overcome CF for E2E ASR by inserting adapters, small architectures of few parameters which allow a general model to be fine-tuned to a specific task, into our model. We make these adapters task-specific, while regularizing the parameters of the model shared by all tasks, thus stimulating the model to fully exploit the adapters while keeping the shared parameters to work well for all tasks. Our method outperforms all baselines on two monolingual experiments while being more storage efficient and without requiring the storage of data from previous tasks.

Index Terms—end-to-end automatic speech recognition, continual learning, transformer, conformer, adapters

1. INTRODUCTION

Artificial Neural Networks (ANN) have considerably transformed Automatic Speech Recognition (ASR). With End-to-End (E2E) models, they have become ASR’s state of the art. However, while ANNs are very successful at learning single tasks (e.g. learning one accent of English) or multiple tasks jointly (e.g. learning multiple accents of English simultaneously), they experience great difficulty when learning a set of tasks in sequence (e.g. learning English accents one by one). If nothing is done to prevent it, ANNs will in that case suffer from Catastrophic Forgetting (CF) [1]. Measures must be taken to allow ANNs to learn tasks in sequence (without CF), i.e. to enable them to learn continually, called Continual Learning (CL).

Within the image classification community, CL has received much attention. Consequently, many algorithms to enable CL, called CL methods, have been proposed. They can be categorized into three groups [2]: (a) regularization-based methods, such as [3, 4], add a regularization term to the loss to prevent forgetting; (b) rehearsal-based methods store a set of representative samples of previous tasks to rehearse during the training of new tasks - e.g. [5, 6]; (c) architectural-based methods, e.g. [7, 8], update the architecture of the model when new tasks arrive, thus preventing forgetting. Contrary to image classification, CL for ASR has received little attention. [9, 10] focus on CL for Hidden Markov Model based ASR models. [11] applies [12] to a E2E ASR model. [13, 14] implement, respectively, four and nine CL methods for E2E ASR. Finally, [15] focuses on semi-supervised E2E ASR, aiming to overcome CF in

the wav2vec 2.0 [16] model. To do this, they insert adapters [17], which they make task-specific, and adapt to the new task, while freezing the shared parameters. Consequently, CL remains a major challenge for E2E ASR, which means that its models cannot be extended to new languages, dialects, or simply new data that becomes available, without suffering from catastrophic forgetting; unless all previous data is re-introduced during training, a strategy which soon becomes too expensive, both in terms of storage and training time. CL should enable E2E ASR models to exploit all the data at its disposal, whenever it becomes available, without suffering from CF.

In this paper, we address this challenge for E2E ASR. To this end, we use, similar to [15], adapters, which we insert into the model and make task-specific, meaning that each task uses its own adapters. In addition, we protect the shared parameters and thus prevent CF. We test our method on two monolingual experiments and find that it outperforms all baselines, while being more storage efficient and without requiring the storage of some past data.

2. CONTINUAL LEARNING FOR E2E ASR

2.1. E2E ASR Model

The model is a hybrid encoder-decoder E2E model, consisting of a Conformer [18] or Transformer [19] encoder and Transformer decoder. As the model is hybrid, a CTC loss is computed on the encoder’s output, in addition to a decoder cross-entropy (CE) loss: their weights are $c = 0.3$ and $1 - c = 0.7$, respectively. The output of the model is a probability distribution over $v$ word pieces. We do not use an External Language Model (LM). We denote $\mathcal{L}(X, y; \theta)$ the loss of the model with parameters $\theta \in \mathbb{R}^N$ ($N$ is the number of parameters), $X \in \mathbb{R}^{F \times f}$ the input utterance consisting of $F$ frames of dimension $f$, and $y$ the ground truth transcription of $w$ word pieces.

2.2. Objective of Continual Learning

Given $D_1, D_2, \ldots, D_T$, the labeled data (containing pairs $(X, y)$) of $T$ tasks, the objective is to learn these tasks in sequence such that:

$$
\theta^T = \arg\min_{\theta} \sum_{i=1}^{T} \sum_{(X, y) \in D_i} \mathcal{L}(X, y; \theta) \tag{1}
$$

where $\theta^T$ is adapted from $\theta^{T-1}$, the parameters of the model after training $T - 1$ tasks. When learning task $T$, the model no longer has access to data from previous tasks. The objective is thus to learn the new task $T$ from $D_T$, while retaining the performance on the previous tasks $1 \to T - 1$ without having access to $D_1, \ldots, D_{T-1}$. Thus, the model should, on the one hand, have the ability to learn
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the new task well, called forward transfer [20]; on the other hand, it should be able to retain its performance on previous tasks, called knowledge retention [20]. Forward transfer and knowledge retention are two desiderata of the continually trained model. In addition, we add, like [20], fixed model capacity, which demands that the storage requirements of the model do not increase with the number of tasks.

2.3. Inserting Adapters

Similar to [15], we consider adapters [17], small architectures inserted to fine-tune a model trained on a general task to specific tasks. The adapters from [15] were originally used in Neural Language Processing (NLP) in a LM [17]. Since the adapters consist of few parameters, the adaptation of the pre-trained LM to the specific NLP tasks is very easy and fast. In ASR, adapters have been used to train multilingual models [21, 22], with each language having its own adapters. In [23], the adapters of different languages are put in parallel and the model must learn which adapters to use. In [24], adapters are used to adapt an ASR model to specific accents unseen during training. In semi-supervised ASR, [25] uses adapters to fine-tune the pre-trained wav2vec 2.0 model to downstream tasks.

Adapters are attractive for CL because they allow the model to exploit task-specific parameters for each task, while only slightly increasing the number of parameters, thus approximately satisfying fixed model capacity. For that reason, we, too, consider adapters, namely the same adapters as in [22], where they were used for multilingual ASR with a hybrid CTC-Transformer. These adapters consist of: (i) a layer-norm layer; (ii) a down projection to dimension \(d\); (iii) a ReLU activation; (iv) an up projection to the original dimension; (v) a skip connection between the adapter’s input and output. As in [22], we insert adapters between the attention and feedforward sublayers of the Transformer layers. For the Conformer encoder, we insert the adapters between the convolution module and last feedforward layer. Since preliminary experiments showed that CF mainly occurs in the encoder for monolingual tasks, which, intuitively, makes sense since the tasks are part of the same language, we insert the adapters only in the encoder layers.

For the dimension \(d\) of the adapters, we consider \(d = 32\). With \(d = 32\), the number of parameters per adapter is \(N_a = 17k\). By introducing adapters, the model consists, after learning \(T\) tasks, of parameters \(\theta^T = \{\theta^{T,0}, \alpha^1, \alpha^2, ..., \alpha^T\}\), with \(\theta^{T,i} \in \mathbb{R}^{N_a}\) the shared parameters and \(\alpha^i \in \mathbb{R}^{N_a}\), the adapter parameters for task \(j \leq T\). For a new task \(t\), the adapter parameters \(\alpha^t\) are initialized from \(\alpha^{t-1}\).

2.4. Protecting the Shared Parameters

As the number of task-specific parameters in the adapters is small, most of the model is still shared across tasks and susceptible to CF. [15] deals with this by freezing the shared parameters. We, too, consider this method, called A/Freeze. In addition, we consider A/CFT (Cautious Fine-Tuning) which consists of two stages: 1) train the adapters of the new task while freezing the shared parameters (as in A/Freeze); 2) adapt the entire model with a ten times smaller learning rate, i.e. if \(lr_0\) is the learning rate to adapt a trained model to a new task, then use \(0.1lr_0\). In the first stage, the new task’s adapters are trained to work well with the ‘old’ shared model, thus updating the shared parameters cautiously might improve on the new task while preventing forgetting of the old tasks.

2.5. Exploiting the Adapters

Since the adapters are task-specific, the model should, when learning a new task, exploit the adapters as much as possible. While guaranteed for subsequent tasks (as the shared parameters are either frozen or regularized, while the adapter parameters are not), this is not the case for the initial task which the model learns. Ideally, when training the model for the first time, the model should keep the shared parameters ‘general’, while the adapters should be used to store the ‘task-specific information’. To stimulate this, we apply weight decay to the shared parameters (but not to the adapter parameters) during training of the first task. For the weight \(\lambda_{wd} = 10^2\) of the weight decay loss, we take the largest \(\omega < 0\) for which the model learns the new task at most 1% worse than the model without weight decay.

2.6. Decoding without Task Label

One disadvantage of the adapter-based methods is that, even at inference time, they require the task label of the utterance, to know which adapters to use. When task labels are not available, one way to infer them is to send the utterance \(T\) times (if the model has seen \(T\) tasks) through the model, using adapter parameters \(\alpha^t\) for each task \(i \leq T\). We can then consider the output (out of the \(T\) outputs) with the highest likelihood. Using the hybrid CTC/decoder output, we refer to this as conf-infer. As this might become slow as \(T\) increases, we consider another alternative, avg-apt, in which we send utterances of which the task is not known through average adapters, thus with parameters \(\tilde{\alpha} = 1/T \sum_{t=1}^{T} \alpha^t\).

3. EXPERIMENTAL SET-UP

For all our experiments, we use the ESPnet library [26].

**Data.** For the first experiment, we consider the Common Voice (CV) 7.0 English dataset [27], which is split into six dialects learned in the following order: United States (US), England (ENG), Australia (AUS), India (IND), Scotland (SCO), Ireland (IRE). US and ENG are the largest tasks, with 350k and 116k utterances, respectively; the rest of the tasks are smaller and their order is randomized. For the second experiment, we use the Corpus Gesproken Nederlands (CGN) [28] dataset, consisting of Dutch speech from Belgium (BE) and the Netherlands (NL). To obtain four tasks, we first split the data into NL and BE; then we split both NL and BE into ‘clean’ and spontaneous speech, referring to the former tasks as NLc and BEc and to the latter as NLs and BEs, for NL and BE respectively. The tasks, between 120k and 245k utterances, are learned in this order, which starts with the largest ‘clean’ task and maximizes the interference between tasks (by interleaving NL and BE).

**Model.** For the CV experiments, the model consists of 12 Conformer encoder layers of attention dimension 256 and feedforward dimension 2048, and 6 Transformer decoder layers of the same dimensions. With an output of 5000 word pieces, generated on US with Sentence Piece [29], the number of parameters is 46.8M. The adapters for one task contain 204k parameters, i.e. 0.43% of the model. For the CGN experiments, the model is the hybrid CTC-Transformer from [30], with 12 Transformer encoder and 6 Transformer decoder layers of the same dimensions as in the CV model. The output are 300 word pieces, generated on NLc. The number of parameters is 27.4M; the adapters are thus 0.75% of the model. For the CV and CGN model, it thus takes, respectively, 230 and 132 times smaller than the learning rate for the initial task (US or NLc). For both experiments, \(\omega = -5\) for the weight decay (see Sec. 2.5).
Table 1: Results after training the six CV tasks in sequence. WER for each task (evaluated on final model) and, AVG, BWT, FWT and COV are reported. ‘NTL’ refers to ‘No task label’. If ✓, the model does not require the task label at inference time; ✗ indicates that it does. Methods with ‘A/’ in their name use adapters. Best models are in bold.

| Model              | NTL       | T1–US | T2–ENG | T3–AUS | T4–IND | T5–SCO | T6–IRE | AVG  | BWT | FWT | COV |
|--------------------|-----------|-------|--------|--------|--------|--------|--------|------|-----|-----|-----|
| Sep. Model         | ✓         | 17.3  | 10.8   | 10.6   | 16.7   | 12.1   | 11.4   | 13.14|  0  |  0  | 100.0% |
| Sep. Enc.          | ✓         | 17.3  | 11.3   | 11.3   | 17.2   | 12.4   | 10.6   | 13.34| -0.2|  0  |  90.3% |
| Sep. Enc.-FF       | ✓         | 17.3  | 11.6   | 11.2   | 17.5   | 13.2   | 10.8   | 13.61| -0.5|  0  |  77.7% |
| Fine-Tuning        | ✓         | 19.4  | 12.7   | 14.0   | 20.6   | 13.4   | 11.4   | 15.25| -2.5|  0  |  0.9%  |
| LWF                | ✓         | 19.0  | 12.2   | 13.7   | 20.7   | 12.6   | 11.1   | 14.88| -2.3| +0.2| 17.5%  |
| ER                 | ✓         | 18.1  | 12.0   | 13.0   | 18.6   | 12.7   | 10.8   | 14.20| -1.3| +0.1| 49.8%  |
| KD                 | ✓         | 18.5  | 12.3   | 14.0   | 19.8   | 12.9   | 10.7   | 14.67| -1.9| +0.1| 27.3%  |
| A/Freeze           | ✗         | 16.6  | 12.1   | 11.3   | 19.5   | 14.2   | 11.2   | 14.15|  0  | -1.3|  52.0% |
| A/CFT              | ✓         | 17.2  | 11.3   | 11.2   | 17.0   | 13.1   | 11.0   | 13.45| -0.5|  0  |  85.0% |
| + avg-apt          | ✓         | 16.3  | 11.8   | 12.6   | 17.8   | 13.4   | 10.6   | 13.75| -0.2| -0.6|  71.1% |
| + conf-infer       | ✓         | 16.5  | 11.4   | 11.3   | 17.4   | 12.6   | 10.7   | 13.31|  0  | -0.1|  91.7% |

Baselines. We consider following baselines: (i) Fine-Tuning: naively learns the new task, suffering from CF; (ii) Separate Model (Sep. Model): each task \( t \) trains a separate model \( \theta^t \), initialized from \( \theta^{t-1} \) (Sep. Model thus stores \( t \) models); (iii) Separate Encoder (Sep. Enc.): same as Sep. Model, but the decoder is shared and frozen (after the first task); (iv) Separate Encoder-Feedforward (Sep. Enc-FF): same as Sep. Enc., but all attention (and convolution) modules are also shared and frozen; (v) Learning Without Forgetting (LWF) [31]: regularization-based method which uses the new task’s data to distill knowledge from the old to new model - LWF was the best memory-free CL method from [13, 14]; (vi) Knowledge Distillation (KD): a rehearsal-based method and the best CL method from [14] - works the same as LWF but with a memory to distill knowledge from old to new model; (vii) Experience Replay (ER): a rehearsal-based method and second-best CL method from [14] - trains jointly on the current task’s mini-batch and a mini-batch sampled from a memory. None of these methods uses adapters. We call (ii)-(iv) ‘bounds’ rather than ‘baselines’, since they violate fixed model capacity (by introducing a large number of task-specific parameters) and are used to see what the adapter-based methods are capable of. For (iii)-(iv), we consider making (the feedforward layers of) the encoder task-specific, since preliminary experiments showed that these layers are most susceptible to forgetting. The rehearsal-based baselines have access to a memory of 2000 and 1000 uniformly sampled utterances for the CV and CGN experiments, respectively. The size of the memory is fixed, even as tasks are added. For the hyper-parameters of the baselines, we use the values of [14].

Metrics. To assess the models, we consider four metrics, based on WER (expressed in percentages). Average WER (AVG), the most important metric, is computed by taking the average of WERs on all seen tasks after learning the last one. Backward Transfer (BWT) [5] measures the extent to which knowledge retention is achieved. Negative BWT indicates forgetting and thus the average increase of WER of previous tasks compared to when they were first learned. Forward Transfer (FWT) [5] measures the extent to which forward transfer is achieved. Positive FWT indicates average decrease of WER of new tasks, compared to Fine-Tuning. Coverage (COV) [10] measures to which extent the models close the gap between what we consider as worst case (Fine-Tuning) and as best case (Sep. Model) in terms of AVG. 100% COV would mean that the AVG of the model equals Sep. Model’s, for 0% COV it equals Fine-Tuning’s.

4. RESULTS

We discuss the results of the CV experiments, shown in Table 1. First, it can be seen that adapters indeed improve the model’s ability to learn continually and adapt to new tasks. A/Freeze, while only training 200k parameters per task (0.43% of the model), is able to close the gap between Fine-Tuning and Sep. Model by more than 50%. While the gap with Sep. Enc.-FF is still clear, it is relatively small, given that Sep. Enc.-FF trains 25.2M parameters or 53.9% of the model. Second, while freezing the shared parameters, as in A/Freeze, results in zero forgetting (by definition), the performance can be improved by regularizing but adapting the shared parameters. Indeed, A/CFT outperforms A/Freeze, achieving a much better FWT, even if at the cost of a slightly worse BWT. It closes the gap between worst and best case by 85.0%. Consequently, A/CFT outperforms all baselines by a large margin, including Sep. Enc.-FF, while having only 200k task-specific parameters, compared to the latter’s 25.2M. In addition, A/CFT even comes very close to Sep. Enc.’s performance, which has 33.5M task-specific parameters or 71.5% of the model. Third, with their performance, A/Freeze and A/CFT outperform all baselines, the latter even by a large margin. Nevertheless, the adapter-based methods require task labels, while the baselines do not, making the comparison for scenarios in which the task labels are unknown at inference time unfair. In Sec. 2.6, we proposed two ways to overcome the adapter-based methods’ need for task labels. Applied to A/CFT, we find that the deterioration in performance (compared to the case where the task label is known), is small. For avg-apt, there is indeed a small deterioration, though A/CFT with avg-apt still closes the gap by more than 70%, outperforming all baselines. For conf-infer, there is even an improvement, with A/CFT now outperforming Sep. Enc. and closing the gap between worst and best case by 91.7%, almost matching the performance of Sep. Model. Nevertheless, a disadvantage of conf-infer is that the time to infer the task increases with the number of tasks.

We proceed with the CGN experiments, of which the results are shown in Table 2. First, we note that A/Freeze and A/CFT are again very effective to enable CL, both reaching a very similar COV as in the CV experiments. In addition, the gap with the baselines is similar, except that KD is now slightly better than A/Freeze. A/CFT once again outperforms all baselines by a large margin. Moreover, it even outperforms Sep. Enc.-FF, which has 12.6M task-specific parame-
and 1.54 models, respectively. In other words, the adapter-based methods can learn 382 and 204 tasks for CV and CGN, respectively, before they match the storage requirements of the rehearsal-based methods. To conclude, compared to the rehearsal-based methods, the previous state-of-the-art, the adapter-based methods 1) perform much better; 2) are much more storage efficient; 3) do not require the storage of a memory, which may not be allowed.

Ablation. Table 3 shows an ablation study on the first adaptation (from T1–NLc to T2–VLc) of CGN. First, it illustrates the effectiveness of applying weight decay during the initial task (Sec. 2.5). The model with weight decay is better able to exploit the adapters and learn new tasks, achieving a higher FWT. Second, it illustrates the importance of A/CFT’s: 1) lower learning rate during the second stage; 2) training in two stages, i.e. by first training the adapters while freezing the shared model, before adapting the entire model. Without these two aspects, A/CFT suffers from CF; while with these two aspects, A/CFT is able to learn the new task without forgetting.

Table 3: Ablation of the effect of weight decay (Sec. 2.5) on A/Freeze, and of the smaller learning rate and the two stages in A/CFT (Sec. 2.4). The results are the first adaptation of CGN.

| Model          | AVG↓ | BWT↑ | FWT↑ |
|----------------|------|------|------|
| A/Freeze       | 25.07| 0.0  | -3.8 |
| → no weight decay | 25.75| 0.0  | -4.9 |
| A/CFT          | 23.20| +0.0 | -0.1 |
| → with regular learning rate | 23.87| -2.7 | +1.3 |
| → in one stage  | 24.44| -3.2 | +0.7 |

5. CONCLUSION

In this paper, we considered adapters to overcome CF in (monolingual) E2E ASR. This was done by making the adapters task-specific, allowing the model to exploit the adapter parameters to learn the new tasks. Using adapters introduced very few parameters per task, yet it turned out to be very effective. While freezing the remaining shared parameters already worked decently, A/CFT, which proceeds in two stages while using a smaller learning rate in the second stage, further improves the performance greatly, outperforming all baselines on our two experiments, using two different datasets and models. On these experiments, A/CFT even outperforms or matches the performance of baselines which have between 60 and 125 times more task-specific parameters. To overcome the need for task labels at inference time, we proposed two methods – averaging adapters and considering the confidence – which both resulted in, at worst, a very small deterioration in performance. Overall, thus, our method A/CFT greatly improves previous state-of-the-art, while satisfying to a much higher extent the desiderata of a CL method. In addition, A/CFT is much more storage efficient, compared to previous state-of-the-art, without requiring the storage of utterances from previous tasks in a memory, which may not always be allowed or desired.
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