Abstract

We consider the problem of distribution-free learning for Boolean function classes in the PAC and agnostic models. Generalizing a beautiful work of Malach and Shalev-Shwartz [MS22] that gave tight correlational SQ (CSQ) lower bounds for learning DNF formulas, we give new proofs that lower bounds on the threshold or approximate degree of any function class directly imply CSQ lower bounds for PAC or agnostic learning respectively. While such bounds implicitly follow by combining prior results by Feldman [Fel08, Fel12] and Sherstov [She08b, She11], to our knowledge the precise statements we give had not appeared in this form before. Moreover, our proofs are simple and largely self-contained.

These lower bounds match corresponding positive results using upper bounds on the threshold or approximate degree in the SQ model for PAC or agnostic learning, and in this sense these results show that the polynomial method is a universal, best-possible approach for distribution-free CSQ learning.

1 Introduction

A successful and general approach to distribution-free learning in both Valiant’s PAC model [Val84] and Kearns et al.’s agnostic model [KSS94] has been the so-called “polynomial method.” In this approach, a Boolean function is approximated by a low-degree polynomial with respect to various losses such as the 0/1 loss of the sign of the polynomial or a uniform approximation by the polynomial itself. This representation in turn leads to algorithms whose complexity is typically exponential in the degree of the approximating polynomial.

Several researchers have pointed out that the polynomial method captures the best-known distribution-free learners for Boolean function classes with the exception of classes that include parities [HS07]. It is used for example in the algorithm of Klivans and Servedio [KS04] for PAC-learning DNF formulas as well as the $L^1$ polynomial regression algorithm of Kalai et al. [KKMS08] for agnostically learning conjunctions.

In this work we give a new proof characterizing (correlational) statistical query learning in the distribution-free PAC or agnostic setting in terms of the threshold degree or
approximate degree of the unknown function class. To the best of our knowledge, such a characterization had previously only been implicit in work of [Fel08, Fel12, She08b, She11], as we discuss shortly. This shows that unless we can find new algorithms that lie outside the SQ model, our only approach for distribution-free learning is to construct low-degree approximating polynomials.

To be more concrete, let \( f : \{-1,1\}^n \to \{-1,1\} \) be a Boolean function. The threshold degree \( \deg_\pm(f) \) of \( f \) is the least degree of a polynomial \( p \) such that \( f(x) = \text{sign}(p(x)) \) for all \( x \). The pointwise \( \epsilon \)-approximate degree \( \deg_\epsilon(f) \) of \( f \) is the least degree of a polynomial \( p \) such that \( |f(x) - p(x)| \leq \epsilon \) for all \( x \). It is well-known that for any class \( C \) of functions with threshold degree bounded by \( d \), \( C \) can be viewed as a class of halfspaces over an \( n^{O(d)} \)-dimensional space (corresponding to the monomials up to degree \( d \)), and classic halfspace learners then yield distribution-free PAC learners for \( C \) that run in \( n^{O(d)} \) time. Similarly in the agnostic setting, the results of [KKMS08] imply (as noted for example in [KS10, Prop 2.1]) that for a class \( C \) with \( \epsilon \)-approximate degree bounded by \( d \), degree-\( d \) \( L^1 \) polynomial regression yields a distribution-free agnostic learner (with error \( \text{opt} + \epsilon \)) running in time \( n^{O(d)} \). This is since pointwise or \( L^\infty \) approximation implies \( L^2 \) approximation (as required by [KKMS08]) with respect to all distributions.

Our main results can now be stated as follows. Formal definitions may be found in the preliminaries.

**Theorem 1.1.** Let \( C \) be a Boolean function class satisfying some mild conditions (namely being closed under pattern restrictions, see Definition 2.12), with threshold degree \( \Omega(d) \). Any distribution-free PAC learner for \( C \) using only correlational statistical queries of tolerance \( \tau < \frac{1}{100} \) requires at least \( 2^{\Omega(d)} \tau^2 \) queries in order to learn \( C \) up to error \( \frac{1}{3} \).

**Theorem 1.2.** Let \( C \) be a Boolean function class as above (closed under pattern restrictions), with \( \frac{1}{3} \)-approximate degree \( \Omega(d) \). Any distribution-free agnostic learner for \( C \) using only correlational statistical queries of tolerance \( \tau < \frac{1}{100} \) requires at least \( 2^{\Omega(d)} \tau^2 \) queries in order to agnostically learn \( C \) up to excess error \( \frac{1}{100} \), i.e. true error \( \text{opt} \) \( + \frac{1}{100} \).

Both these lower bounds match (up to logarithmic factors in the exponent) the upper bounds given by the polynomial method that were mentioned earlier.

As one example of a corollary, we obtain essentially tight lower bounds for the important problem of agnostically learning conjunctions (likewise disjunctions). Specifically, it is a classic result [NS94, Pat92] that the class of conjunctions on \( \{-1,1\}^n \) has \( \epsilon \)-approximate degree \( \Theta(\sqrt{n}) \) for all constant \( \epsilon < 1 \), and this yields a \( 2^{\Omega(\sqrt{n})} \) correlational SQ lower bound by the above theorem.

As indicated earlier, a slightly different characterization of CSQ PAC learnability in terms of the existence of low-weight threshold representations had been given in [Fel08] (see Theorem 5.4 therein). Combining this with work by Sherstov [She08b, She11] on the relationships between various complexity measures of Boolean function classes as well as the links between learning and communication complexity, one could already obtain a qualitatively equivalent version of Theorem 1.1. Similarly but less directly, the ideas used to obtain Theorem 1.2 are arguably implicit in [Fel12] in combination with [She08b, She11]. Thus the primary appeal of our results lies less in their novelty and more in the following aspects: (a) the statements are clean and explicitly reveal the dependence on both the degree \( d \) and the tolerance \( \tau \); (b) the proofs are direct, simple, and largely self-contained (without
reference to communication complexity results); and (c) the proofs are more explicit about the hard instances for which the lower bound is obtained.

Both our theorems are based on a more general theorem that constructs a hard family of functions from a single function $f$ and a distribution $\mu$ which “orthogonalizes” it up to degree $d$, i.e. under which all degree-$d$ or lower moments of $f$ vanish. This condition has been used in prior works for proving lower bounds for learning neural networks with respect to Gaussian distributions (e.g. [DKKZ20, DKZ20]).

Our main theorem crystallizes a basic principle of SQ lower bounds, saying that in the SQ setting, the hard distributions for a class of functions are the ones that orthogonalize them, i.e. zero out their low-degree moments:

**Theorem 1.3.** Let $f : \{-1,1\}^{n/2} \to \mathbb{R}$ be a a Boolean function, and let $\mu$ be a distribution that orthogonalizes $f$ up to degree $d - 1$. There exists a family $A$ of function-distribution pairs on $\{-1,1\}^n$ where each function in the family is of the form $x \mapsto f(x_V \oplus w)$ for some $V \subseteq [n]$ of size $n/2$ and $w \in \{-1,1\}^{n/2}$, such that any distribution-free PAC learner for $A$ using only correlational statistical queries of tolerance $\tau < \frac{1}{10}$ requires at least $\Omega(2^{d\tau^2})$ queries in order to learn $C$ up to error $\frac{1}{3}$. (Here $x_V$ denotes the vector of $x_i$ for $i \in V$, and $\oplus$ denotes the bitwise XOR.)

The proof is a simple application of the pattern matrix method due to Sherstov [She11]. As a partial converse, it is not hard to see that distributions under which the target functions have significant low-degree moments allow Fourier-theoretic methods (e.g. the “low degree algorithm”) to succeed. We view this result as providing an additional, more general sense in which the polynomial method is a “universal” approach to learning.

One unusual feature of our results is that rather than constructing a single hard distribution under which a large class of functions is hard to learn, our hard families involve a set of function-distribution pairs, where each function is effectively accompanied by its own hard distribution. A distribution-free learner should, of course, succeed equally well on such a family.

Our results also have consequences for the hardness of approximation by linear classes of classes with high threshold degree.

**Theorem 1.4.** Let $C$ be a Boolean function class closed under pattern restrictions, with threshold degree $\Omega(d)$. Consider the linear hypothesis class with an arbitrary $N$-dimensional embedding $\psi$ and a norm bound $B$:

$$\mathcal{H}_{\psi,B} = \{x \mapsto \psi(x) \cdot w \mid \|w\|_2 \leq B\}.$$

There exists a family $A$ of function-distribution pairs, with the functions lying in $C$, such that

$$\max_{(f,D) \in A} \min_{h \in \mathcal{H}_{\psi,B}} \mathbb{E}_{x \sim D} \left[ (f(x) - h(x))^2 \right] > \frac{1}{2} - B\sqrt{N}2^{-\Omega(d)}.$$

As one application, we see that for all classes with threshold degree $d = \omega(\log n)$ (which includes most classes, e.g. conjunctions, intersections of halfspaces, and $AC^0$), so that $2^d$ is superpolynomial, even weak approximation is impossible unless $B\sqrt{N} = 2^{\Omega(d)}$. In particular, weak approximation is impossible with $B, N = \text{poly}(n)$. This generalizes earlier results proved for classes such as conjunctions via the approximate rank [KS10].
Our approach builds closely on the recent work of [MS22], in which the authors introduce a new measure called the “variance” of a class of labeled distributions, and use it to show CSQ lower bounds as well as a host of hardness of approximation results for the class. In this paper we use the term “correlational variance” to refer to this quantity for clarity. They use this new framework to show an essentially-tight $2^{\Omega(n^{1/3})}$ CSQ lower bound for learning DNF formulas by applying technical results of Razborov and Sherstov [RS10]. Our main contribution is to simplify their approach and extend this framework to the more general setting of orthogonalizing distributions. We can then leverage known lower bounds on the threshold and approximate degree of function classes. For example, we can obtain the $2^{\Omega(n^{1/3})}$ lower bound of [MS22] by using our main theorem with the classical $\Omega(n^{1/3})$ lower bound due to Minsky and Papert from the 60s [MP69]. This deviates from established frameworks for proving CSQ lower bounds, which generally use variants of the SQ dimension (see [Fel16, Rey20] for surveys).

1.1 Related and prior work

There has been a wealth of work on lower bounds for learning various Boolean function classes in various settings, and we can only hope to survey a small slice of it. All Boolean functions in what follow will be assumed to be on $n$ bits and poly($n$)-sized.

**Cryptographic lower bounds** One of the original lines of work on the hardness of learning was based on cryptographic assumptions (see [KV94b, Chap. 6] for a textbook reference). Valiant in his original paper [Val84] observed that pseudorandom families, and the function classes that can compute them, are inherently hard to learn in polynomial time. This was developed further by [KV94a], who proved hardness of polynomial-time learning for Boolean formulas and finite automata based on assumptions underlying public-key cryptography. Another important early work was [Kha93], which showed a quasipolynomial time lower bound for learning AC$_0$ even under the uniform distribution (matching [LMN93]) based on secure pseudorandom generators. For intersections of halfspaces, [KS09] showed the hardness of polynomial-time learning assuming the security of lattice-based cryptosystems.

**Lower bounds on halfspace-based methods** Historically one of the chief approaches to learning various classes has been the use of halfspace-based learners such as Perceptron, SVM, and linear programming, including kernel methods and in particular the polynomial method. Measures such as approximate rank [BdW01], dimension and margin complexity [Vap00, CST+00, BDES02, LMSS07] and their very recent probabilistic variants [KMS20] are known to characterize inherent limitations of this approach. In [KS10], an approximate rank bound of $2^{\Omega(\sqrt{n})}$ was shown for disjunctions, and in [RS10] a dimension complexity bound of $2^{\Omega(n^{1/3})}$ was shown for DNFs. Recent nearly-optimal lower bounds on threshold and approximate degree [She13, BT19, SW19] for classes such as intersections of halfspaces and AC$_0$, as well as degree-weight tradeoffs [STT12], may also be considered to fall into this line of work.

**Complexity-theoretic lower bounds** In more recent times there has been a line of work [DLS14, Dan16, DS16] establishing hardness of distribution-free learning using complexity
theoretic assumptions such as the hardness of refuting random $k$-SAT. These works establish hardness of polynomial-time learning for DNF formulas and intersections of $\omega(\log n)$ halfspaces, and hardness of agnostic learning for conjunctions, halfspaces, and parities.

**SQ lower bounds** The SQ model is the most general one in which unconditional lower bounds have been shown for many classes. The canonical result here is the SQ lower bound of $2^\Omega(n)$ for learning parities under the uniform distribution [Kea98, BFJ+94], which introduced the SQ dimension. This measure has since been considerably generalized [Fel12, FGR+17, Fel17]. As mentioned in the introduction, other important works in this overall line are those of [Fel08, Fel12], which provided characterizations and lower bounds for distribution-free CSQ learnability in both the PAC and agnostic settings. These can in turn be related to other commonly studied complexity measures using the far-reaching results of [She08b, She11]. Our approach builds on the slightly different work of [MS22], which proved SQ lower bounds in terms of a measure called variance, variants of which had been considered before in [SSS17, Sha18].

In the distribution-specific agnostic setting, the polynomial method takes the form of $L^1$ polynomial regression, introduced by [KKMS08] as a universal approach to agnostic learning. The results of [DSFT+14, DKPZ21] later showed matching SQ lower bounds in terms of the $L^1$ approximate degree of a concept class, establishing this quantity as an appropriate measure of agnostic learnability (at least over the uniform distribution on the hypercube or the standard Gaussian). Our results may be seen as analogs of these results for distribution-free PAC and agnostic learnability.

**SQ vs CSQ** The relationship between the general SQ model and the CSQ restriction has been a topic of some interest. In the distribution-specific setting, the two are unconditionally equivalent [BF02]. More generally, the two are known to be equivalent when either the distribution is known, or sampling or nonuniformity is allowed [Fel08]. But somewhat surprisingly, the two are not in general equivalent in the distribution-free setting: [Fel08] showed that halfspaces are not efficiently CSQ-learnable even though they are always SQ-learnable. Thus our CSQ lower bounds do not readily extend to the general SQ model, and a very compelling direction for future work is to investigate whether such an extension is possible.

**The polynomial method and known upper bounds** Essentially the only known distribution-free approach to learning most rich Boolean classes remains the polynomial method, i.e. representing Boolean functions as polynomial threshold functions (see [HS07] for a survey) or, for agnostic learning, pointwise approximation (which in particular implies $L^1$ approximation [KKMS08] with respect to any distribution). A notable exception in the perfectly realizable case is the use of (linear) algebraic methods for learning classes such as parities or more generally polynomials over finite fields [HS07]. It is significant that the former category of methods may all be implemented using simple linear programming and made to work in the SQ setting, whereas the latter category is the prime (and essentially only) example of PAC algorithms that are not SQ.

Improving upon the polynomial method has long been an elusive goal for many important classes. Indeed, in [ST17] the authors propose a change of perspective where rather than
seek an efficient running time, the goal of a distribution-free learner is merely to run with nontrivial savings over exponential time, namely in time \(2^{n - s(n)}\) where \(s(n) = \omega(\log n)\). For \(\text{AC}^0\) circuits of size \(M\) and depth \(d\), they give such an algorithm with running time \(2^{n - \Omega(n/(\log M)^{d - 1})}\).

2 Preliminaries

**Notation** Let \(f : \{-1, 1\}^n \rightarrow \{-1, 1\}\) be a Boolean function and \(D\) be a distribution on \(\{-1, 1\}^n\). We will sometimes view such functions as members of the \(L^2\) space \(L^2((-1, 1)^n, D)\), with the inner product given by \((f, g)_D = \mathbb{E}_D[fg]\). When we use just \((f, g)\) without any subscript, we will mean the inner product with respect to the uniform distribution on \(\{-1, 1\}^n\). We denote by \(f(D)\) the labeled distribution (on \(\{-1, 1\}^n \times \{-1, 1\}\)) of \((x, f(x))\) for \(x \sim D\). We will generally denote unlabeled distributions on \(\{-1, 1\}^n\) by noncalligraphic letters such as \(D\) or the Greek \(\mu\), and labeled distributions on \(\{-1, 1\}^n \times \{-1, 1\}\) by calligraphic \(\mathcal{D}\) (unless it can be described as \(f(D)\) for some \(f, D\)).

We use \([n]\) to denote \(\{1, \ldots, n\}\). Given \(x \in \{-1, 1\}^n\) and \(V \subseteq [n]\), we denote by \(x_V\) the vector of \(x_i\) for \(i \in V\). Given \(w \in \{-1, 1\}^n\), we denote by \(x \oplus w\) the bitwise XOR (or in our case elementwise product, since we represent bits by \(\{-1, 1\}\)) of \(x\) and \(w\).

We also make use of basic notions from Boolean Fourier analysis. We use \(\chi_S\) to denote the parity on \(S \subseteq [n]\), \(\chi_S(x) = \oplus_{i \in S} x_i = \prod_{i \in S} x_i\). The Fourier coefficients of a function \(f : \{-1, 1\}^n \rightarrow \mathbb{R}\) are denoted \(\hat{f}(S)\), with \(\hat{f}(S) = \langle f, \chi_S \rangle\), and \(f = \sum_{S \subseteq [n]} \hat{f}(S)\chi_S\).

2.1 Learning in the statistical query model

The statistical query (SQ) model was introduced by Kearns [Kea98] and has proved highly influential as a realistic learning model that also allows strong lower bounds; see [Fel16, Rey20] for surveys. Let \(\mathcal{D}\) be a labeled distribution on \(\{-1, 1\}^n \times \{-1, 1\}\). An SQ oracle for \(\mathcal{D}\) is one that takes as input a query function \(\phi : \{-1, 1\}^n \times \{-1, 1\} \rightarrow [-1, 1]\) and a tolerance \(\tau \in (0, 1)\), and responds with a value in \([\mathbb{E}_{\mathcal{D}}[\phi] - \tau, \mathbb{E}_{\mathcal{D}}[\phi] + \tau]\). When a query is of the special form \(\phi(x, y) = g(x)y\) for some \(g : \{-1, 1\}^n \rightarrow [-1, 1]\), it is known as a correlational query, and is fully specified just by the function \(g\). In the common case where \(\mathcal{D}\) is actually \(f(D)\) for some function \(f : \{-1, 1\}^n \rightarrow \{-1, 1\}\) and distribution \(D\) on \(\{-1, 1\}^n\), the expectation of a correlational query is \(\mathbb{E}_{(x, y) \sim f(D)}[g(x)y] = \mathbb{E}_{x \sim D}[f(x)g(x)] = \langle f, g \rangle_D\), and for this reason such queries are also called inner product queries.

We recall the definitions of (realizable) PAC and agnostic learning as applicable in the SQ model. Let \(\mathcal{C}\) be a Boolean function class on \(\{-1, 1\}^n\). In the traditional, realizable PAC setting, the learner is given SQ access to \(c(D)\) for an unknown \(c \in \mathcal{C}\) and arbitrary distribution \(D\) on \(\{-1, 1\}^n\), and is said to learn \(\mathcal{C}\) up to error \(\epsilon\) if it is able to output a function \(h\) such that \(\mathbb{P}_{x \sim D}[h(x) \neq c(x)] \leq \epsilon\). The learner is called a distribution-free learner if it has this guarantee irrespective of what \(D\) is. In the agnostic setting, the labels no longer arise from a function \(c \in \mathcal{C}\). Instead the learner is given SQ access to an arbitrary labeled distribution \(\mathcal{D}\) on \(\{-1, 1\}^n \times \{-1, 1\}\), and the goal is to be competitive with the best-fitting classifier in \(\mathcal{C}\). Letting \(\text{opt} = \inf_{c \in \mathcal{C}} \mathbb{P}_{(x, y) \sim \mathcal{D}}[c(x) \neq y]\), a learner is said to agnostically learn \(\mathcal{C}\) up to (excess) error \(\epsilon\) if it is able to output a function \(h\) such that \(\mathbb{P}_{(x, y) \sim \mathcal{D}}[h(x) \neq y] \leq \text{opt} + \epsilon\). Again, the learner is called distribution-free if this holds for.
For distribution-specific learners of Boolean classes, it is a well-known observation [BF02] that correlational SQs (CSQs) are equivalent to general SQs. This is not known to be the case in the distribution-free setting in which we operate, but it is known that a general SQ learner implies a CSQ learner when either sampling or nonuniformity is allowed [Fel08].

2.2 Correlational variance

In [MS22], the authors introduce a measure called the “variance” of a function class, or more precisely a family of labeled distributions, and use it to show lower bounds both on CSQ learning as well as approximation of this class. We use the term “correlational variance” to refer to this quantity for clarity. The setting is as follows. Let \( A \) be a family of function-distribution pairs \((f, D)\), where \( f : \{-1, 1\}^n \to \{-1, 1\} \) and \( D \) is a distribution on \( \{-1, 1\}^n \). \( A \) can also be seen as the family of the labeled distributions \( f(D) \). Such a family will play exactly the same role as the notion of the “assumption class” from [KSS94]: namely, it is from an unknown member of this family that the learner receives labeled data (or SQ access to it).

**Definition 2.1** (Correlational Variance). Let \( A \) be a family of function-distribution pairs as above. For any \( \phi : \mathcal{X} \to [-1, 1] \), define

\[
\mathrm{Var}(A, \phi) = \mathbb{E}_{(f, D) \sim A} \langle f, \phi \rangle_D^2 = \frac{1}{|A|} \sum_{(f, D) \in A} \langle f, \phi \rangle_D^2.
\]

Then the “correlational variance” of \( A \) is defined as

\[
\mathrm{Var}(A) = \sup_{\|\phi\|_{\infty} \leq 1} \mathrm{Var}(A, \phi).
\]

In words, the correlational variance of a family captures the maximum variance (really the second moment) of the correlation of a query function \( \phi \) with a random member of the family.

This measure yields lower bounds on SQ learning using correlational queries. The core of the proof is the following appealingly simple Markov/Chebyshev-style lemma, which bounds the number of functions in a family that can be highly correlated with a query. We include it with a short proof so as to capture the essential function of the definition of correlational variance.

**Lemma 2.2** ([MS22], Lemma 6). Let \( A \) be a family as above. Fix a query function \( \phi : \{-1, 1\}^n \to \{-1, 1\} \) and a tolerance \( \tau \). Let \( A_\phi \) denote the function-distribution pairs with correlation at least \( \tau \) with \( \phi \), i.e. \( \{(f, D) \in A \mid |\langle f, \phi \rangle_D| \geq \tau\} \). Then \( |A_\phi| \leq \frac{\mathrm{Var}(A)}{\tau^2} |A| \).

**Proof.** What fraction of pairs \((f, D)\) in \( A \) satisfy \( \langle f, \phi \rangle_D^2 \geq \tau^2 \)? By a simple Markov/Chebyshev bound, this fraction is at most \( \frac{\mathrm{Var}(A, \phi)}{\tau^2} \) \( \leq \frac{\mathrm{Var}(A)}{\tau^2} \). \( \square \)

Roughly speaking, this means that an adversarial SQ oracle that responds with 0 to every query only allows the learner to rule out at most \( \frac{\mathrm{Var}(A)}{\tau^2} |A| \) functions per query, essentially forcing even a weak learner to use \( \Omega(\frac{\tau^2}{\mathrm{Var}(A)}) \) queries in total. Formally, [MS22] show the following bound.
Theorem 2.3 ([MS22], Theorem 7). Let $\mathcal{A}$ be a family of function-distribution pairs as above. Consider a learner given CSQ access to an unknown $(f, D) \in \mathcal{A}$ with the goal of finding $h$ such that the 0-1 error $\mathbb{P}_{x \sim D}[f(x) \neq h(x)]$ is small. Then any such learner making only correlational queries of tolerance $\tau$ must use $\Omega\left(\frac{\tau^2}{\text{Var}(\mathcal{A})}\right)$ queries in order to output a function with 0-1 error better than $\frac{1}{2} - \frac{\tau}{2}$. In particular, assuming $\tau \leq \frac{1}{10}$ (say), $\Omega\left(\frac{\tau^2}{\text{Var}(\mathcal{A})}\right)$ queries are required in order to obtain 0-1 error at most $\frac{1}{3}$.

The correlational variance of a family $\mathcal{A}$ can be bounded in terms of the spectral norm of the linear operator $M(\mathcal{A})$ mapping $\phi : \mathcal{X} \to [-1, 1]$ to the vector $(\langle f, \phi \rangle_D)_{(f, D) \in \mathcal{A}}$. Here the domain $\mathcal{X}$ will be $\{-1, 1\}^n$ for us. If we vectorize $\phi$ as $v(\phi) = (\phi(x))_{x \in \mathcal{X}}$, then $M(\mathcal{A})$ is the matrix of size $|\mathcal{A}| \times |\mathcal{X}|$ whose rows are indexed by $(f, D) \in \mathcal{A}$ and the columns by $x \in \mathcal{X}$, and whose entries are given by $[f(x)D(x)]_{(f, D) \in \mathcal{A}, x \in \mathcal{X}}$. We then have the following bound.

Lemma 2.4.

$$\text{Var}(\mathcal{A}) \leq \frac{|\mathcal{X}|}{|\mathcal{A}|} \|M(\mathcal{A})\|^2.$$ 

Proof. This follows immediately from the observation that for any $\phi : \mathcal{X} \to [-1, 1]$,

$$\text{Var}(\mathcal{A}, \phi) = \frac{1}{|\mathcal{A}|} \|M(\mathcal{A})v(\phi)\|^2 \leq \frac{1}{|\mathcal{A}|} \|M(\mathcal{A})\|^2 \|v(\phi)\|^2 \leq \frac{|\mathcal{X}|}{|\mathcal{A}|} \|M(\mathcal{A})\|^2,$$

where $\|v(\phi)\|^2 \leq |\mathcal{X}|$ since $\phi : \mathcal{X} \to [-1, 1]$.

Bounds on correlational variance also have implications for hardness of approximation, which we cover in Section 6.

2.3 Orthogonalizing distributions

The notion of an orthogonalizing distribution will be important to us, as it is the most general setting in which our results can be stated. It is a notion that has been used in many prior CSQ bounds and communication complexity results [She08a, She11, RS10, DKKZ20, DKZ20].

Definition 2.5 (Orthogonalizing distribution). Let $f : \{-1, 1\}^n \to \{-1, 1\}$ be a Boolean function. We say a distribution $\mu$ on $\{-1, 1\}^n$ orthogonalizes $f$ up to degree $d$ if for all polynomials of degree at most $d$, $\langle f, p \rangle_\mu = 0$. In particular, $\langle f, \chi_S \rangle_\mu = 0$ for all $|S| \leq d$.

For us a convenient way to use this definition will be to define a function $g = f \mu$, and to observe that for all $|S| \leq d$,

$$\hat{g}(S) = \langle g, \chi_S \rangle = 2^{-n} \sum_{x \in \{-1, 1\}^n} f(x)\mu(x)\chi_S(x) = 2^{-n}\langle f, \chi_S \rangle_\mu = 0,$$

as well as that for all $S \subseteq [n]$, since $|\langle f, \chi_S \rangle_\mu| \leq 1$,

$$|\hat{g}(S)| = |\langle g, \chi_S \rangle| = 2^{-n}|\langle f, \chi_S \rangle_\mu| \leq 2^{-n}.$$
2.4 Threshold and approximate degree

Two of the most basic ways of using real polynomials to represent a Boolean function are to represent it as a polynomial threshold function, and to approximate it pointwise. These are both classical notions that have a long history in approximation theory, and both notions are accompanied by a beautiful duality theory. In both cases the dual characterization can be viewed in terms of orthogonalizing distributions.

**Definition 2.6** (Threshold degree). Let \( f : \{-1, 1\}^n \rightarrow \{-1, 1\} \) be a function. The threshold degree of \( f \), denoted \( \deg_\pm(f) \), is the least degree of a real polynomial \( p : \mathcal{X} \rightarrow \mathbb{R} \) such that \( f(x) = \text{sign}(p(x)) \) for all \( x \).

It is a classical result that the threshold degree has a dual characterization in terms of an orthogonalizing distribution; see e.g. [She11, Theorem 3.3].

**Theorem 2.7.** Let \( f : \{-1, 1\}^n \rightarrow \{-1, 1\} \) be a function with threshold degree \( d \). Then there exists a distribution \( \mu \) on \( \mathcal{X} \) that orthogonalizes \( f \) up to degree \( d - 1 \).

**Definition 2.8** (Approximate degree). Let \( f : \{-1, 1\}^n \rightarrow \{-1, 1\} \) be a function. The pointwise \( \epsilon \)-approximate degree of \( f \), denoted \( \tilde{\deg}_\epsilon(f) \), is the least degree of a real polynomial \( p : \{-1, 1\}^n \rightarrow \mathbb{R} \) such that \( |f(x) - p(x)| \leq \epsilon \) for all \( x \).

Again, the following dual characterization is well-known; see e.g. [She11, Theorem 3.2].

**Theorem 2.9.** Let \( f : \{-1, 1\}^n \rightarrow \{-1, 1\} \) be a function with \( \tilde{\deg}_\epsilon(f) = d \). Then there exists a function \( \psi : \{-1, 1\}^n \rightarrow \mathbb{R} \) such that:

\[
\begin{align*}
(a) & \quad \sum_x \psi(x)f(x) > \epsilon, \\
(b) & \quad \sum_x |\psi(x)| = 1, \\
(c) & \quad \langle \psi, p \rangle = 0 \text{ for all polynomials } p \text{ of degree less than } d.
\end{align*}
\]

In particular, if we define a distribution \( \mu(x) = |\psi(x)| \) and let \( h(x) = \text{sign}(\psi(x)) \), then we see that \( \mu \) orthogonalizes \( h \) up to degree \( d - 1 \), and that \( \langle h, f \rangle_\mu > \epsilon \).

2.5 Pattern matrices

Our constructions of hard families make use of Sherstov’s pattern matrix method [She11], along the lines of the construction of [MS22] for DNFs.

**Definition 2.10** (Pattern matrix). Let \( f : \{-1, 1\}^k \rightarrow \mathbb{R} \) be a function, and let \( n > k \) be a multiple of \( k \). Let \( \mathcal{V}(n,k) \) be the family of all size-\( k \) subsets \( V \subset [n] \) of the following form: dividing \( [n] \) into \( k \) consecutive blocks of size \( n/k \), \( V \) consists of exactly one index from each block. (Notice that \( |\mathcal{V}(n,k)| = (n/k)^k \).) The \((n,k,f)\)-pattern matrix is the matrix of size \( 2^n \times (n/k)^k 2^k \) whose rows are indexed by \( x \in \{-1, 1\}^n \) and columns by pairs \((V,w) \in \mathcal{V}(n,k) \times \{-1, 1\}^k \), and whose elements are given by \( f(x_V \oplus w) \).

The following definitions are similar but will make many of our theorems easier to state.
Definition 2.11 (Pattern matrix class). Let $f : \{-1,1\}^k \rightarrow \mathbb{R}$ be a function, and let $n > k$ be a multiple of $k$. The $(n,k,f)$-pattern matrix class is the class of all functions on $\{-1,1\}^n$ of the form $x \mapsto f(x_V \oplus w)$ for some $(V,w) \in \mathcal{V}(n,k) \times \{-1,1\}^k$. We also sometimes use the term $(n,k,f)$-pattern matrix family for a family of function-distribution pairs where the functions involved are generated from $f$ in this way.

Definition 2.12 (Pattern restrictions). Let $C = \bigcup_{n \geq 0} C_n$ be the union of some classes $C_n$ of Boolean functions on $\{-1,1\}^n$. We say $C$ is closed under pattern restrictions if for any $k$, $n$ a multiple of $k$, and any $f \in C_k$, the function $x \mapsto f(x_V \oplus w)$ on $\{-1,1\}^n$ lies in $C_n$ for any $V \subseteq [n]$ of size $k$ and $w \in \{-1,1\}^k$. In the common case where $n$ is a small constant multiple of $k$, we will often be somewhat loose and not explicitly distinguish between $C_k$ and $C_n$ and just refer to $C$. Indeed, one can consider $C_k$ to effectively be a subset of $C_n$ using only some $k$ out of $n$ bits.

Most common Boolean classes are closed under pattern restrictions. The main notable exceptions are monotone classes such as monotone conjunctions.

We will need the following bound on the spectral norm of a pattern matrix in terms of the Fourier coefficients of $f$.

Theorem 2.13 ([She11], Theorem 4.3). Let $f : \{-1,1\}^k \rightarrow \mathbb{R}$, and let $A$ be its $(n,k,f)$-pattern matrix. Let $s = 2^n 2^k \left( \frac{n}{k} \right)^k$ be the number of entries in $A$. Then

$$\|A\| = \sqrt{s} \max_{S \subseteq [k]} \left\{ |\hat{f}(S)| \left( \frac{k}{n} \right)^{|S|/2} \right\}.$$

3 Main theorem: correlational variance bounds via orthogonalizing distributions

Here we state our main theorem in its most general setting, that of orthogonalizing distributions. The theorem is a strong generalization of [MS22, Theorem 12], which proved such a result for the special case of DNF formulas, leveraging a powerful communication complexity result of Razborov and Sherstov [RS10]. Our main contribution lies in noting that this proof does not require the full strength of [RS10], and actually holds in a considerably general setting. Our lower bounds in terms of threshold and approximate degree follow as a result of this main theorem, since their dual characterizations furnish exactly the kinds of orthogonalizing distributions we need. The proof is a simple application of the pattern matrix method. It is worth noting that the functions in the hard family are all in fact juntas.

Theorem 3.1. Let $n > k$ be a multiple of $k$. Let $f : \{-1,1\}^k \rightarrow \mathbb{R}$ be a a Boolean function, and let $\mu$ be a distribution that orthogonalizes $f$ up to degree $d - 1$, i.e. a distribution such that $\langle f,p \rangle_\mu = 0$ for all polynomials of degree less than $d$. There exists a $(n,k,f)$-pattern matrix family $A$ of function-distribution pairs on $\{-1,1\}^n$ such that $\text{Var}(A) \leq \left( \frac{n}{k} \right)^{-d}$.

Proof. For every $(V,w) \in \mathcal{V}(n,k) \times \{-1,1\}^k$, define $f_{V,w}(x) = f(x_V \oplus w)$ and $D_{V,w}(x) = \ldots$
$2^{k-n} \mu(x \oplus w)$. One can verify that $D_{V,w}$ is a valid distribution on $\{-1,1\}^n$:

$$\sum_{x \in \{-1,1\}^n} D_{V,w}(x) = 2^{k-n} \sum_{x \in \{-1,1\}^n} \mu(x \oplus w)$$

$$= 2^{k-n} \sum_{z \in \{-1,1\}^k} \sum_{x \in \{-1,1\}^n : x \oplus z = V} \mu(x \oplus w)$$

$$= 2^{k-n} 2^{n-k} \sum_{z \in \{-1,1\}^k} \mu(z \oplus w)$$

$$= 1.$$

Our family will be

$$\mathcal{A} = \{(f_{V,w}, D_{V,w}) \mid (V, w) \in \mathcal{V}(n, k) \times \{-1,1\}^k\}.$$

To analyze this, let $g = 2^{k-n} f \mu$, and observe that $M(\mathcal{A})$ is precisely the (transpose of the) $(n, k, g)$-pattern matrix. For all $|S| < d$, since $\langle f, \chi_S \rangle_\mu = 0$, i.e. $\sum_x f(x) \chi_S(x) \mu(x) = 0$, we have that $\widehat{g}(S) = \langle g, \chi_S \rangle = 0$. Moreover, we know that for all $S$,

$$\widehat{g}(S) = \langle g, \chi_S \rangle = 2^{-k} \sum_{x \in \{-1,1\}^k} 2^{k-n} f(x) \mu(x) \chi_S(x) \leq 2^{-n} \sum_{x \in \{-1,1\}^k} \mu(x) = 2^{-n}.$$

Thus by Theorem 2.13, we have that

$$\|M(\mathcal{A})\| \leq \sqrt{s} 2^{-n} \left(\frac{k}{n}\right)^{d/2},$$

where $s = 2^n 2^k (n/k)^k$. Note that $|\mathcal{A}| = 2^k (n/k)^k = 2^{-n}s$. So finally by Lemma 2.4, we have

$$\text{Var}(\mathcal{A}) \leq \frac{2^n}{|\mathcal{A}|} \|M(\mathcal{A})\|^2 \leq \frac{2^n}{2^{-n}s} 2^{-2n} \left(\frac{k}{n}\right)^d = \left(\frac{k}{n}\right)^d.$$

The following corollary is immediate from Theorem 2.3.

**Corollary 3.2.** Let $\mathcal{A}$ be the family defined above. Any SQ learner for $\mathcal{A}$ making only correlational queries of tolerance $\tau < \frac{1}{10}$ must use $\Omega \left(\left(\frac{n}{k}\right)^d \tau^2\right)$ queries in order to output a function with 0-1 error at most $\frac{1}{3}$.

## 4 CSQ lower bounds for PAC learning in terms of threshold degree

Our main lower bound for PAC learning in terms of threshold degree is the following.

**Theorem 4.1.** Let $n > k$ be a multiple of $k$. Let $f : \{-1,1\}^k \rightarrow \{-1,1\}$ be a function of threshold degree $d$. Let $\mathcal{F}$ denote the $(n, k, f)$-pattern matrix class. Any distribution-free SQ learner for $\mathcal{F}$ making only correlational queries of tolerance $\tau < \frac{1}{10}$ must use $\Omega \left((\frac{n}{k})^d \tau^2\right)$ queries in order to output a function with 0-1 error at most $\frac{1}{3}$. 
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Proof. Letting \( \mu \) be the orthogonalizing distribution (on \( \{-1, 1\}^k \)) guaranteed by the dual characterization (Theorem 2.7), this theorem follows immediately by considering the family \( \mathcal{A} \) from Theorem 3.1 and Corollary 3.2, since \( \text{Var}(\mathcal{A}) \leq (\frac{n}{k})^{-d} \).

We can now prove our original Theorem 1.1 as stated.

Proof of Theorem 1.1. Let \( \mathcal{C} \) be a class closed under pattern restrictions (Definition 2.12), with threshold degree \( \Omega(d) \). Pick a function \( f : \{-1, 1\}^{n/2} \rightarrow \{-1, 1\} \) in \( \mathcal{C} \) of threshold degree \( \Omega(d) \). (Technically \( f \) lies in the version of \( \mathcal{C} \), call it \( \mathcal{C}_{n/2} \), on \( n/2 \) bits. But as noted in Definition 2.12, one can effectively view \( \mathcal{C}_{n/2} \) as being part of \( \mathcal{C} \). The threshold degree bound remains \( \Omega(d) \) asymptotically.) Now the class \( \mathcal{F} \) constructed above (Theorem 4.1, with \( k = n/2 \)) must satisfy \( \mathcal{F} \subseteq \mathcal{C} \). The theorem follows.

One application of this theorem, already proved as a special case in [MS22], is a \( 2^{\Omega(n^{1/3})} \) SQ lower bound for learning DNF formulas on \( \{-1, 1\}^n \), proved by leveraging the well-known \( \Omega(n^{1/3}) \) Minsky–Papert threshold degree bound for DNFs [MP69]. This bound matches up to logarithmic factors in the exponent the algorithm of [KS04] for this problem.

Another application is to the circuit class \( AC^0 \), for which the following essentially-optimal threshold degree bound was recently shown.

Theorem 4.2 ([SW19]). For any constant \( \delta > 0 \), there exists an \( AC^0 \) circuit on \( n \) bits with threshold degree \( \Omega(n^{1-\delta}) \).

By Theorem 4.1, we obtain as a consequence a CSQ lower bound of \( 2^{\Omega(n^{1-\delta})} \) (for any constant \( \delta > 0 \)) for learning \( AC^0 \). This is essentially the strongest possible lower bound for distribution-free CSQ learning of \( AC^0 \).

Another important application is to intersections of two halfspaces on \( \{-1, 1\}^n \), for which Sherstov [She13] showed an optimal threshold degree bound of \( \Omega(n) \). This yields a CSQ lower bound of \( 2^{\Omega(n^{1/3})} \) for distribution-free learning of this class, which is again the strongest possible and improves considerably on the bound of [KS07] of \( 2^{\Omega(\sqrt{n})} \) for intersections of \( \sqrt{n} \) halfspaces.

Needless to say, further applications hold for all classes with known threshold degree bounds, including symmetric functions, decision trees, and functions with known lower bounds on sensitivity [NS94, BDW02, Hua19, KSP20].

It is also worth noting that if we treat \( k \) as a free parameter, then Theorem 4.1 yields hard families of \( k \)-juntas. To our knowledge, the class of parities on \( k \) bits, i.e. \( \{\chi_S : S \subseteq [n], |S| \leq k\} \), was the only class for which an optimal, exponential SQ lower bound of \( \sum_{i \leq k} \binom{n}{i} = n^{\Theta(k)} \) was known (under the uniform distribution), matching the algorithm of [MOS03] (itself only a polynomial improvement over brute force). We see that by picking \( f : \{-1, 1\}^k \rightarrow \{-1, 1\} \) to be any function of threshold degree \( \Omega(k) \), such as an intersection of two halfspaces [She13], then we can construct a family \( \mathcal{A} \) of \( k \)-juntas with a nearly-optimal distribution-free CSQ lower bound of \( (\frac{n}{k})^{\Omega(k)} \).

5 CSQ lower bounds for agnostic learning in terms of approximate degree

Our lower bound for agnostic learning is obtained by exploiting the dual characterization of approximate degree (Theorem 2.9), which turns out to be precisely suited to this task. This
is done as follows. Let \( f \) be a function with high \( \frac{1}{2} \)-approximate degree. First, since the dual function \( h \) is accompanied by an orthogonalizing distribution \( \mu \), we can use Theorem 3.1 to generate a family from \( h \) that is hard to learn. Next, since the dual function \( h \) and the original \( f \) are well-correlated, specifically \( \langle f, h \rangle_{\mu} > \frac{1}{2} \), we can use an agnostic learner for a class generated from \( f \) to yield a (weak) PAC learner for the family generated from \( h \). Since the latter problem is hard, the original problem is as well.

**Lemma 5.1.** Let \( n > k \) be a multiple of \( k \). Let \( f : \{-1,1\}^k \rightarrow \{-1,1\} \) be such that \( \deg_{e}(f) = d \), and let \( h : \{-1,1\}^k \rightarrow \{-1,1\} \) and the orthogonalizing distribution \( \mu \) on \( \{-1,1\}^k \) be as given by its dual characterization (Theorem 2.9). There exists a \( (n,k,h) \)-pattern matrix family \( \mathcal{A} \) of function-distribution pairs on \( \{-1,1\}^n \) such that any SQ learner for \( \mathcal{A} \) making only correlational queries of tolerance \( \tau < \frac{\alpha}{10} \) must use \( \Omega \left( \left( \frac{n}{k} \right)^d \tau^2 \right) \) queries in order to output a function with 0-1 error at most \( \frac{1}{3} \).

**Proof.** This is immediate from Theorem 3.1 and Corollary 3.2.

This lets us prove an agnostic learning hardness result by reducing the problem of PAC learning \( \mathcal{A} \) to agnostically learning a similar pattern matrix family generated from \( f \).

**Lemma 5.2.** Let \( f : \{-1,1\}^k \rightarrow \{-1,1\} \) be such that \( \deg_{1/2}(f) = d \). Let \( \mathcal{F} \) denote the \( (n,k,f) \)-pattern matrix class. Then a distribution-free agnostic learner for \( \mathcal{F} \) capable of achieving 0-1 error \( \alpha^* + \epsilon \) yields a PAC learner capable of achieving 0-1 error \( \alpha/2 + \epsilon \) for the family \( \mathcal{A} \) in Lemma 5.1.

**Proof.** For brevity let \( D = D_{V,w} \) and let \( f', h' = f_{V,w}, h_{V,w} \). It is not hard to see that \( \langle f', h' \rangle_D = \langle f, h \rangle_{\mu} \):

\[
\langle f', h' \rangle_D = \mathbb{E}_{x \sim D} [f'(x) h'(x)] = 2^{k-n} \sum_{x \in \{-1,1\}^n} f(x \oplus x) h(x \oplus x) \mu(x \oplus x) = 2^{k-n} \sum_{x \in \{-1,1\}^k} f(x \oplus x) h(x \oplus x) \mu(x \oplus x) = 2^{k-n} 2^{n-k} \sum_{x \in \{-1,1\}^k} f(z \oplus w) h(z \oplus w) \mu(z \oplus w) = \langle f, h \rangle_{\mu}.
\]

So \( \langle f', h' \rangle_D = \langle f, h \rangle_{\mu} > 1 - \alpha \), by Theorem 2.9. This means \( \Pr_{x \sim D}[f'(x) \neq h'(x)] = (1 - \langle f', h' \rangle_D)/2 < \alpha/2 \). In other words, each function-distribution pair \( (h', D) \in \mathcal{A} \) has \( \text{opt} = \inf_{f' \in \mathcal{F}} \Pr_{x \sim D}[f'(x) \neq h'(x)] < \alpha/2 \) with respect to \( \mathcal{F} \). So if we could agnostically learn \( \mathcal{F} \) with error \( \text{opt} + \epsilon \) in a distribution-free way, then we could PAC-learn \( \mathcal{A} \) with error \( \alpha/2 + \epsilon \).

**Theorem 5.3.** Let \( n > k \) be a multiple of \( k \). Let \( f : \{-1,1\}^k \rightarrow \{-1,1\} \) be such that \( \deg_{1/2}(f) = d \). Let \( \mathcal{F} \) denote the \( (n,k,f) \)-pattern matrix class. Any distribution-free agnostic learner for \( \mathcal{F} \) using only correlational statistical queries of tolerance \( \tau < \frac{1}{10} \) requires
at least $\Omega \left( \left( \frac{1}{2} \right)^{d^2} \right)$ queries in order to output a function with excess 0-1 error $\frac{1}{100}$, i.e. true 0-1 error $\text{opt} + \frac{1}{100}$.

Proof. Suppose we had such a learner. By Lemma 5.2, taking $\alpha = \frac{1}{2}$, this would be a PAC learner for $\mathcal{A}$ capable of achieving 0-1 error at most $\frac{1}{4} + \frac{1}{100} < \frac{1}{3}$. Such a learner must obey the bound in Lemma 5.1.

Theorem 1.2 now follows in just the same way as Theorem 1.1.

An important application of this theorem is the problem of agnostically learning conjunctions (likewise disjunctions) in the distribution-free setting. This was one of the original problems considered in [KSS94], and has seen hardness results in various restricted settings over the years, notable among which are a $2^{\Omega(\sqrt{n})}$ lower bound on Perceptron-based approaches (via the approximate rank) [KS10] and a super-polynomial (but not exponential) CSQ lower bound for learning monotone conjunctions under the uniform distribution [Fel12]. Since the $\frac{1}{2}$-approximate degree of conjunctions on $n$ bits is $\Theta(\sqrt{n})$ [NS94, Pat92], we obtain a CSQ lower bound of $2^{\Omega(\sqrt{n})}$ for this problem. This is essentially the best possible CSQ lower bound for this problem.

Another important application is the problem of agnostically learning halfspaces [KKMS08]. Halfspaces can compute Majority functions on $n$ bits, which have an approximate degree of $\Omega(n)$ [Pat92]. This yields a $2^{\Omega(n)}$ CSQ lower bound distribution-free agnostic learning of halfspaces, which is the strongest possible bound. Plugging in known approximate degree bounds for other classes such as symmetric Boolean functions [Pat92, BDW02] yield further applications.

One can also apply this theorem to the class $\text{AC}^0$, even though the resulting theorem is already implied by the PAC lower bound proved via threshold degree earlier. It is interesting that this bound can also be proved directly, via the following approximate degree bound.

Theorem 5.4 ([BT19]). For any constant $\delta > 0$, there exists an $\text{AC}^0$ circuit on $n$ bits with $\frac{1}{2}$-approximate degree $\Omega(n^{1-\delta})$.

This yields a CSQ lower bound of $2^{\Omega(n^{1-\delta})}$ (for any constant $\delta$) for distribution-free agnostic learning of $\text{AC}^0$.

5.1 CSQ lower bounds on attribute-efficient agnostic learning of sparse halfspaces

The problem of attribute-efficient learning [Blu90, BL97] formalizes a notion of learning in the presence of irrelevant attributes, and is an important open problem in learning theory. Consider the class of $k$-sparse halfspaces on $\{-1, 1\}^n$. Since it has VC dimension $O(k \log n)$, from a statistical point of view a sample complexity of $\text{poly}(k \log n)$ suffices to learn it (both in the PAC and agnostic settings). An efficient learner which achieves this sample complexity would be called an attribute-efficient learner. But despite years of research, no distribution-free attribute-efficient learners are known for this basic class.

In the SQ setting, the appropriate analog of sample complexity is the tolerance. Specifically, it takes $\Theta(1/\tau^2)$ samples to simulate a query of tolerance $\tau$, and this is sometimes known as the estimation complexity of an SQ algorithm using tolerance $\tau$. Accordingly, Feldman [Fel14] posed the following question as the problem of attribute-efficient SQ learning of sparse halfspaces: does there exist an SQ algorithm capable of learning $k$-sparse
halfspaces on \([-1,1]^n\) only using \(\text{poly}(n)\) queries of tolerance \((k \log n)^{-O(1)}\)? Though the question was originally asked in the PAC setting, here we answer it in the negative in the distribution-free, agnostic, CSQ setting. The result follows readily from our agnostic learning lower bound in terms of approximate degree.

**Theorem 5.5.** There exists a family \(F\) of \(k\)-sparse halfspaces on \([-1,1]^n\) such that any distribution-free agnostic learner for \(F\) only using correlational queries of tolerance \(\tau < \frac{1}{10}\) requires at least \(\left(\frac{n}{k}\right)^{\Omega(k)}\tau^2\) queries in order to agnostically learn \(F\) up to excess error \(\frac{1}{10}\). In particular, for any \(\tau = (k \log n)^{-O(1)}\), the lower bound remains \(\left(\frac{n}{k}\right)^{\Omega(k)}\) asymptotically, meaning no attribute-efficient CSQ learner exists.

**Proof.** Taking \(f : \{-1,1\}^k \to \{-1,1\}\) to be a halfspace with \(\frac{1}{2}\)-approximate degree \(\Omega(k)\), such as Majority, this is a direct application of Theorem 5.3. \(\square\)

### 6 Hardness of approximation in terms of approximate degree

In addition to CSQ lower bounds, [MS22] also prove hardness of approximation results for a family in terms of its correlational variance. Given a hypothesis class \(\mathcal{H}\) and a family \(A\) of function-distribution pairs, a hardness of approximation result takes the form of a statement that in the worst case over a choice of \((f,D) \in A\), no hypothesis \(h \in \mathcal{H}\) can even achieve nontrivial loss with respect to \(f(D)\), i.e. approximate \(f\) wrt \(D\). Naturally, this certainly implies that \(\mathcal{H}\) cannot be used to learn \(A\). Our bounds on correlational variance in terms of approximate degree have consequences for hardness of approximation by kernelized linear functions, establishing inherent limitations of kernel methods for learning \(A\). In particular, they show that the polynomial kernel is essentially an optimal kernel map in the distribution-free setting. This amounts to a variant of a result already observed in [She11].

Let \(f, h : \{-1,1\}^n \to \mathbb{R}\) be functions, and let \(D\) be a distribution on \([-1,1]^n\). Let \(L_{f,D}(h)\) denote the squared loss \(\mathbb{E}_{x \sim D}[(h(x) - f(x))^2] = \|h - f\|_2^2\). Fix any embedding (or kernel feature map) \(\psi : \{-1,1\}^n \to [-1,1]^N\) for any \(N\), \(B > 0\), and define the kernelized linear class

\[ \mathcal{H}_{\psi,B} = \{ x \mapsto \psi(x) \cdot w | \|w\|_2 \leq B\}. \]

Then the following bound on approximation by \(\mathcal{H}_{\psi,B}\) holds.

**Theorem 6.1 ([MS22]).** Let \(A\) be a family of function-distribution pairs on \([-1,1]^n\). Then

\[ \max_{(f,D) \in A} \min_{h \in \mathcal{H}_{\psi,B}} L_{f,D}(h) \geq \mathbb{E}_{(f,D) \sim A} \min_{h \in \mathcal{H}_{\psi,B}} L_{f,D}(h) > \frac{1}{2} - B \sqrt{N} \sqrt{\text{Var}(A)}. \]

A similar but more involved result can also be proved for approximation by depth-two neural networks; see [MS22, Theorem 3].

We obtain the following consequence.

**Theorem 6.2.** Let \(C\) be a Boolean function class closed under pattern restrictions, with \((1 - \alpha)\)-approximate degree \(d\), where \(\alpha\) is a sufficiently small constant (\(\alpha = 1/16\) suffices). Let \(\mathcal{H}_{\psi,B}\) be the linear hypothesis class defined above. Then there exists a family \(A\) of function-distribution pairs, with the functions lying in \(C\), such that

\[ \max_{(f,D) \in A} \min_{h \in \mathcal{H}_{\psi,B}} L_{f,D}(h) \geq \mathbb{E}_{(f,D) \sim A} \min_{h \in \mathcal{H}_{\psi,B}} L_{f,D}(h) > \frac{1}{8} - B \sqrt{N} 2^{-\Omega(d)}. \]
Proof. Let \( f : \{-1,1\}^{n/2} \rightarrow \{-1,1\} \) be a function in \( \mathcal{C} \) with \((1 - \alpha)\)-approximate degree \( d \).
Let \( g : \{-1,1\}^{n/2} \rightarrow \{-1,1\} \) and \( \mu \) on \( \{-1,1\}^{n/2} \) be the accompanying dual function and distribution respectively, so that \( \langle f, g \rangle_\mu \geq 1 - \alpha \).

Let \( \mathcal{A} \) denote the \((n, n/2, f)\)-pattern matrix family of function-distribution pairs arising from \( f \) and \( \mu \), i.e. pairs of the form \((f_{V,w}, D_{V,w})\), where \( f_{V,w}(x) = f(x_V \oplus w) \) and \( D_{V,w}(x) = 2^{-n/2}\mu(x_V \oplus w) \). Similarly let \( \mathcal{B} \) denote the \((n, n/2, g)\)-pattern matrix arising from \( g \) and \( \mu \). Recall that \( \text{Var}(\mathcal{B}) \leq 2^{-d} \), since \( \mu \) orthogonalizes \( g \) up to degree \( d \).

Fix any \( V, w \), and let \( f' = f_{V,w}, g' = g_{V,w}, D' = D_{V,w} \) for brevity. It is easily calculated that \( \langle f', g' \rangle_{D'} = \langle f, g \rangle_\mu \geq 1 - \alpha \), so that \( \|f' - g'\|^2_{D'} = 2 - 2\langle f', g' \rangle_{D'} \leq 2\alpha \). Now fix any \( h \in \mathcal{H}_{\psi, \mathcal{B}} \). We will argue that if \( h \) can approximate \( f' \) under \( D' \), then it can also approximate \( g' \), simply because \( f' \) and \( g' \) are close under \( D' \).
Indeed,
\[
L_{g'(D')}(h) = \|g' - h\|^2_{D'} \\
\leq 2\|f' - h\|^2_{D'} + 2\|f' - g'\|^2_{D'} \\
\leq 2L_{f'(D')}(h) + 4\alpha,
\]
i.e.,
\[
L_{f'(D')}(h) \geq \frac{1}{2}L_{g'(D')}(h) - 2\alpha.
\]
Thus for every \((f', D') \in \mathcal{A}\), there is a corresponding \((g', D') \in \mathcal{B}\) such that
\[
\min_{h \in \mathcal{H}_{\psi, \mathcal{B}}} L_{f'(D')}(h) \geq \frac{1}{2} \min_{h \in \mathcal{H}_{\psi, \mathcal{B}}} L_{g'(D')}(h) - 2\alpha,
\]
and in fact this correspondence is one-to-one. So, taking the average,
\[
\mathbb{E}_{(f', D') \sim \mathcal{A}} \min_{h \in \mathcal{H}_{\psi, \mathcal{B}}} L_{f'(D')}(h) \geq \frac{1}{2} \mathbb{E}_{(g', D') \sim \mathcal{B}} \min_{h \in \mathcal{H}_{\psi, \mathcal{B}}} L_{g'(D')}(h) - 2\alpha \\
> \frac{1}{4} - \frac{B}{2} \sqrt{N} \sqrt{\text{Var}(\mathcal{B})} - 2\alpha \\
\geq \frac{1}{8} - \frac{B}{2} \sqrt{N} 2^{-d}
\]
for \( \alpha \leq 1/16 \).

Thus we see that for any class \( \mathcal{C} \) with approximate degree that is even super-logarithmic, i.e. \( \omega(\log n) \), so that \( 2^{-\Omega(d)} \) is negligible, i.e. \( n^{-\omega(1)} \), then no kernelized linear function (with \( B, N \) being \( \text{poly}(n) \)) can even weakly approximate \( \mathcal{C} \). If \( B \) is fixed, then the dimension \( N \) of the embedding must be taken to be \( 2^{\Omega(d)} \) for approximation to even be possible. This is essentially tight, since \( d \) is of course the approximate degree, and so approximation is certainly possible using the polynomial kernel up to degree \( d \) (so that \( N = n^{O(d)} \)). Thus in this sense the polynomial kernel is nearly optimal for distribution-free approximation.
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