Using Hybrid Machine Learning Methods to Predict and Improve the Energy Consumption Efficiency in Oil and Gas Fields
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Oil and gas will remain essential to global economic development and prosperity for decades to come, and the oil and gas industry is an energy-intensive industry. Thus, enhancing energy efficiency for producing oil and gas in oil and gas companies is an important issue. The intelligent energy consumption prediction method with the ability to analyze energy consumption patterns and to identify targets for energy saving proved itself as an effective approach for energy efficiency in many industrial domains. Moreover, prediction of energy consumption enables managers to scientifically plan out the energy usage of energy production and to shift energy usage to off-peak periods. However, it still remains a challenging issue to some degree with the unpredictability and uncertainty caused by various energy consumption behaviors, and this phenomenon is becoming more obvious in the oil and gas company. To this end, in our work, we primarily discussed the forecasting of the energy consumption in the oil and gas company. Firstly, four different forecasting models, support vector machine, linear regression, extreme learning machine, and artificial neural network, were trained on the training dataset and then evaluated by the test dataset. Secondly, in order to enhance the energy consumption prediction accuracy, the combinations of all these four models were examined with the RMSE value by taking the average of two models’ outputs. The outcomes show that these four different models are able to predict energy consumption with good accuracy, but the hybrid model—artificial neural network and extreme learning machine—would present higher accuracy. In addition, the hybrid model is installed in the energy management system of the oil and gas industry to manage oil field energy consumption and improve the efficiency.

1. Introduction

Oil and gas will remain essential to global economic development and prosperity for decades to come, and in the 2018 Energy Outlook from the British Petroleum Company, it is said that the absolute consumption of oil and gas would have a steady growth trend in 2040 [1]. Moreover, global concerns about climate change are leading to a focus on the amount of energy it takes to produce these hydrocarbon-based fuels and the advent of more unconventional sources and methods that continue to further increase the energy intensity of production. In the face of these challenges, the industry recognizes that energy efficiency and conservation can make a major contribution to both environment protection and energy supply. Meanwhile, in 2016, the 13th Five-Year Plan for National Economic and Social Development of the People’s Republic of China was released. This statement also specifically presented concrete indicators for energy consumption, including electricity sector, renewable energy, hydro, wind, solar, and biomass energy. For instance, it is said that power consumption is expected to be 6800–7200 TWh at an average annual growth rate of 3.6–4.8% [2]. Thus, energy companies must pay more efforts to the reasonable investments of energy over energy production and to cut the energy cost.

Commonly, the most potential for energy conservation lies with end users, and the energy efficiency is a challenging problem for oil and gas companies, which can contribute by implementing improvements in their operations, planning, and investments.
Nowadays, with the increasing momentum of big data, the huge advancement in advanced metering infrastructure, and the rise of the Internet of Things (IoT), large amounts of energy consumption and production data are collected and stored, and many researchers used machine learning techniques based on statistical theory to explore these data and analyzed the energy consumption behavior [3–5]. As a result, the intelligent energy prediction method has proved itself as an efficient approach for enhancing energy efficiency in some industrial domains: authors in [6] introduced the forecasting tool with neural networks and the regression model to predict the day-ahead power output for small-scale solar photovoltaic electricity generators and achieved high forecast accuracy; Prema and Rao proposed time series models for one day-ahead solar power prediction and presented the peak performance with 9.28% error [7]; some authors also considered the ensemble method for short-term probabilistic solar power prediction and the fuzzy method for global solar radiation prediction [8, 9]. Concerning the prediction of building heating energy consumption, various artificial neural networks are explored as well: Guo et al. used the machine learning-based model to predict the energy demand for the indoor heating system [10]; on the contrary, it is worth noting that some researchers used the regression model straightforwardly to calculate the energy consumption, and the widely used regression methods that achieved promising performance include weighted support vector regression and multilinear regression [11–13]; and these methods would ensure more stable energy supply and optimize the management of energy demand for energy enterprises.

In short, the main topic issued in this paper is “how to accurately predict the total energy consumption for one oil and gas company to produce a certain amount of crude oil and gas and help the company improve the energy consumption efficiency?” To deal with this question, this paper discussed four different forecasting models, support vector machine, linear regression, extreme learning machine, and artificial neural network, which were able to accurately forecast the final energy consumption and to improve the energy consumption efficiency. For the sake of higher performance, the hybrid models were discussed as well by taking the average of two models’ outputs.

The main innovations of this paper include the following:

1. The forecasting of the energy consumption in the oil and gas company at a company level, instead of the oil operation level, was presented and proved to be helpful for the company managers and policy makers to make informed decisions concerning the energy usage.

2. Four different prediction methods and 6 hybrid models were discussed and analyzed for the company energy consumption prediction.

3. Four kinds of the performance evaluation indexes were discussed to evaluate the prediction models, and a smaller value of the model’s index denotes the better performance of the model.

4. The outcome of this paper can be used in other oil and gas companies to predict the energy consumption.

The remaining part of this paper is organized as follows: the commonly used or traditional methods to improve the energy efficiency in the domains of oil and gas from the literature are discussed in Section 2. Section 3 summarizes the proposed model. Section 4 elaborates the methodology of the aforementioned models. The conclusion and the discussion are shown at the end.

2. Traditional Energy Efficiency Improvement Method

In the oil and gas domain, a large variety of opportunities do exist to cut total energy consumption of production as producing the same or more amount of crude oil and natural gas, and the improvement of the efficiency can be affected by the mechanical, chemical, and other physical parameters. The most common techniques for energy efficiency improvement of production include changing efficient production equipment and improving the production process. For example, in the petroleum refinery, the studies from several companies have revealed that there is a strong potential to improve the energy efficiency, and the major areas include utilities, fired heaters, process optimization, heat exchangers, motor and motor applications, and other areas [14].

The following cases from the literature studies are very representation of the widely used energy efficiency improvement methods: in [15], Ping et al. improved the thermal efficiency of the vacuum furnace and achieved the requirements of energy saving via new technologies with the furnace flue gas waste heat recovery technological applications. In [16], to reduce the energy consumption of the oil transportation line, genetic algorithm was used to predict and optimize the oil pipeline. In [17], the hybrid modeling method of comprehensive energy consumption for the oil and gas production process, as is shown in Figure 1, was investigated; they specifically discussed the whole oil and gas production process, including the mechanical extraction system and gathering and transferring process, analyzed every important factor of the process chain, and finally established the LS-SVM model to predict the comprehensive energy consumption in some oil recovery operation areas.

In addition to the optimization of operating conditions and the technological changes in equipment, changing the management of energy usage for production is also one of the most successful ways to cut energy cost of production, and it can be implemented by building an organization-wide energy management program [14], and many oil and gas companies already have designed and built their own energy management system with the strong commitment to boost energy efficiency.

Nowadays, the smart fields also present novel opportunities for the energy efficiency in the oil and gas fields by
means of saving operation cost. For instance, in the smart oil field, both workers and engineers have access to the data and the documents related to their operations. When complex problems occurred on-site and were outside the scope of worker’s knowledge, they were able to easily cooperate with the experts to solve the problems. Operation costs would dramatically reduce via the quick and improved decision-making. Meanwhile, the smart fields would also be able to offer significant opportunities to improve the existing condition of oil field assets in the context of reservoir engineering and production performance and would finally reduce the energy consumption of oil exploration [18].

In this paper, we investigated the energy efficiency improvement merely via the data-driven energy consumption prediction method with the ensemble machine learning model at a company scale instead of the oil operation station, and the highest-performance model would be used in the practical production environment.

3. Proposed Model

The proposed model consists of three stages, and they are shown in Figure 2. The first stage is designed to divide the whole dataset into several different subsets or clusters, and a clustering method, namely, KNN, is considered. Meanwhile, this clustering method is also applied to remove the non-stationarity or erroneous samples or observations from the whole dataset.

The second stage is constructed to forecast the energy consumption with the two-dimensional input of crude oil and nature gas production over each subdataset, and in this stage, four different forecasting machine learning methods including support vector machine, linear regression, extreme learning machine, and artificial neural network are investigated, respectively.

The last stage is designed for enforcing the final prediction results via the ensemble model. In [19], it was concluded that the generalization ability and accuracy of a machine learning model may be enhanced by an ensemble model with respect to the single model. Meanwhile, many researchers already proved that the simple combination of many models’ outputs was beneficial for better performance [20, 21]. In general, the ensemble model performs better in the case where the individual models present good performance over the dataset and their errors distribute on different spaces. In our paper, we tried 6 combinations by taking the average of the two models’ outputs from the second stage and then evaluated their performance.

4. Methodology

4.1. Dataset. In this paper, we collect the energy consumption and production data over two decades in four oil and gas companies. Usually, in the oil and gas company, these data would be reported by the energy management system, so the collection frequency is once per month, and then the company manager would adjust the energy usage and production plan over the next month. Thus, every year, we collect 12 observations, and in total, the dataset consists of 960 data samples. We divided these data samples into the training dataset and test dataset with the rate 6:4. Concerning the energy consumption in oil and gas industries, it usually includes two parts: the industrial part and the nonindustrial one. The industrial part is the direct energy consumption to produce the oil and gas, and the main contribution of the nonindustrial part is from the oil worker’s daily life, such as heating, cooking, and transportation. In our work, due to the complexity and the diversity of the nonindustrial part, we just consider the industrial part, and these datasets are represented in the triple form \((x, y, z)\) where \(x\) denotes the crude oil production, \(y\) the natural gas production, and \(z\) the industrial energy consumption. However, as is shown in Figure 3, the energy consumption fluctuation through the entire observed data shows a weak relation with the time. Thus, just the oil production and gas production are designed as the input for the prediction of energy consumption.
4.2. Prediction Metrics for Model Performance. In order to evaluate the prediction ability of these models as equidistant as possible, four kinds of metrics are introduced. Firstly, the prediction accuracy is the ability of a metric to forecast with the minimum error, and it can be directly measured by the following three metrics:

\[
\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (v_i - v'_i)^2}{N}},
\]

\[
\text{MAE} = \frac{\sum_{i=1}^{N} |v_i - v'_i|}{N},
\]

\[
\text{MAPE} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{v_i - v'_i}{v_i} \right) \cdot 100,
\]

where \(N\) denotes the total number of samples, \(v_i\) is the real value, and \(v'_i\) is the predicted value. The model’s performance is measured by RMSE, MAE, and MAPE. The smaller values of them indicate better performance of these models. Second, the correlation coefficient \((R)\) is considered to measure the linear dependence between the real value and the predicted one. The definition is as follows:

\[
R(v, v') = \frac{E(v - \mu_v)(v' - \mu_{v'})}{\sigma_v \sigma_{v'}},
\]

where \(E\) is the expected value operator with standard deviations \(\sigma_v\) and \(\sigma_{v'}\) and the means \(\mu_v\) and \(\mu_{v'}\). The correlation coefficient may take any value with the range \([-1, 1]\). When the correlation coefficient is close to zero, there is no strong linear dependence over the real value and the predicted one. The confidence in a relationship is formally determined not just by the correlation coefficient but also the number of pairs in our data. If there are few pairs, then the correlation coefficient needs to be very close to 1 or −1. More information about the coefficient can be found in [10].
4.3. Clustering. The first step of the proposed model is to classify all these data samples into different subsets and then build a specific prediction model for each data subset. From a statistical point of view, the clustering in this paper is considered as an unsupervised classification problem, and the subset number is unknown. To this end, the following questions should be taken into account: which clustering method should be used to classify these data? How many subsets should be created?

However, there are many advanced approaches to both challenges, and in the light of the previous conducted work, the $K$-means seems to be the right model in this case.

The $K$-means, as a centroid-based clustering method, mainly follows a two-step and iterative calculation: firstly, every observation is assigned to its nearest subset, and then the means are adjusted so that the total within-cluster sum of squared distance is minimized. This process is kept repeated until means remain unmoved.

In our work, before using the $K$-means algorithm, it is a must to confirm the number of clusters in advance, and there are many techniques that can be used to find the optimal count of clusters by calculating the within-cluster and between-cluster distance or using the $R$-squared index to validate the cluster by measuring the homogeneity of clusters. We use the $K$-means to divide the similar dataset into the same group so that the sum of within-cluster distance should be considered. After conducting many processes and with respect to the small dataset size, the best count of subsets is set as 3, and the final number of each subset’s member is shown in Table 1.

| Subset number | Subset 1 | Subset 2 | Subset 3 |
|---------------|---------|---------|---------|
| 1             | 329     | 457     | 174     |

Table 1: The number of each subset member.

4.4. Models’ Forecasting Result. This section aims to shed light on the results of using regression algorithms to predict the energy consumption, and there are multiple regression models available for regression analysis. In this paper, four different regression models, namely, support vector machine, linear regression, extreme learning machine, and artificial neural network, are discussed with the input of oil production and gas production to predict the energy consumption in the oil and gas company.

The main methodology of the linear regression (LR) is to find the functional relationship with a linear equation among the output and input. Regarding the number of input variables, there are two kinds of linear regression models: simple linear regression and multiple linear regression. In our work, the input variables include oil production and gas production, so we choose the multiple linear regression with equation (1) to fit the relationship between energy production and energy consumption.

$$ Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \cdots + \beta_n X_n, \quad (3) $$

where $Y$ denotes the output variable, $X_1, X_2, \ldots, X_n$ mean the input variable, $n$ represents the number of input variables, and $\beta_0, \beta_1, \ldots, \beta_n$ are the coefficient of the linear regression. After the training process with the training dataset and the least squares method, the result of the test dataset is presented in Table 2.

| Linear regression | RMSE | MAE | MAPE | $R^2$ |
|-------------------|------|-----|------|------|
| Subset 1          | 6.51 | 5.33| 10.32| 0.4215|
| Subset 2          | 6.52 | 5.34| 10.69| 0.4214|
| Subset 3          | 6.52 | 5.34| 10.92| 0.4121|

The artificial neural network (ANN) method has achieved huge success in the field of energy prediction in buildings and shows strong performance in the case of handling nonlinear regression over the input and output. The artificial neural network model captures the feature lying in the dataset through multiple levels of processing layers. In this part, a four-layer artificial neural network is developed to predict the energy consumption, and the input layer includes 2 neurons and is equal to the dimension of input feature vector, the first hidden layer and second hidden layer have 4 and 5 neurons, respectively, and the output layer consists of 1 neuron with respect to the energy consumption. The active function used is sigmoid. Table 3 shows the result of the test dataset.

| Subset number | Subset 1 | Subset 2 | Subset 3 |
|---------------|---------|---------|---------|
| 2             | 329     | 457     | 174     |

Table 2: Test dataset results of linear regression over all subsets.

4.5. Hybrid Model Forecasting Result. Many energy consumption prediction problems seem to be too complex with a single machine learning model, so we tried the hybrid method to explore the prediction accuracy. Usually, the hybrid model would be able to compensate the individual model’s drawbacks and to offer better performance. Thus, we discuss 6 possible combinations by taking the average of the two models’ outputs. To reduce the calculation
consumption, we just selected the most representative and commonly used metric, namely, RMSE, rather than four metrics, to evaluate these 6 combinations’ performance.

As is shown in Table 6, the hybrid model of the ANN and ELM over all datasets achieves the best performance, and the combination’s result is always better than any individual’s result. Finally, we choose the hybrid model—ANN and ELM—as our final model, and the hybrid model’s results over all subsets’ test dataset are shown in Table 7.

5. Conclusion

This paper firstly discussed the four commonly used machine learning methods for energy consumption prediction in the oil and gas industry. The experiment results reveal that most of the analyzed four models can present good performance for energy consumption prediction, and the coefficient of determination for these models is in the range of 0.70 and 0.95 over all the datasets. For the linear regression model, it shows the worst performance with the following reason: the energy consumption dataset is too complex and presents a strong nonlinear relation. The SVM model also shows good performance with the polynomial kernel function, and the coefficient of determination ($R^2$) is around 0.70 for all these datasets. The ANN and ELM have the highest accuracy and demonstrate the feasibility for the case of energy consumption prediction in oil and gas fields. In order to improve the final energy consumption prediction accuracy, we tried the hybrid method by taking the average of their outputs, and it is also trained with the same training datasets. The final results show the hybrid model would be able to achieve better prediction accuracy than the individual’s accuracy. And the hybrid model of the ANN and ELM presents the best performance and is chosen as our final model to predict the total energy consumption in oil and gas fields, and we also installed this model in the energy management system of the oil and gas industry to help the company predict the total energy consumption and improve the energy consumption efficiency.
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