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Abstract — Radial Basis Function Networks (RBFNs) are used primarily to solve curve-fitting problems and for non-linear system modeling. Several algorithms are known for the approximation of a non-linear function from a sparse data set by means of RBFNs. However, there are no procedures that permit to define constraints on the derivatives of the curve. In this paper, the Orthogonal Least Squares algorithm for the identification of RBFNs is modified to provide the approximation of a non-linear 1-in 1-out map along with its derivatives, given a set of training data. The interest on the derivatives of non-linear functions concerns many identification and control tasks where the study of system stability and robustness is addressed. The effectiveness of the proposed algorithm is demonstrated by a study on the stability of a single loop feedback system.
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I. INTRODUCTION

The Orthogonal Least Squares (OLS) algorithm  is one of the most efficient procedures for the training of Radial Basis Function Networks (RBFN). A RBFN is a two-layer neural network model especially suited for non-linear function approximation, and appreciated in the fields of signal processing, non-linear system modeling, identification and control, and time-series prediction.

Despite of the fact that in many identification and control tasks the stability of the identified system depends on the gradient of the map, the problem of efficiently approximating a non-linear function along with its derivatives seems to be rarely addressed. In some theoretical results as well as some application examples are found that apply to generic feedforward neural networks.

In this paper, an extended version of the OLS algorithm for the training of 1-in 1-out RBFNs is proposed, which permits to approximate an unknown function by specifying a set of data points along with its desired first-order derivatives.

The paper is organized as follows: in Section II the OLS algorithm is reviewed and modified to add control over the derivative of the function to be approximated. The extension to higher order derivatives is introduced in Section III. Application examples in the field of single loop feedback systems are given in Section IV. In Section V, the conclusions are presented.

II. ORTHOGONAL LEAST SQUARES LEARNING ALGORITHM

The OLS learning algorithm is traditionally tied to the parametric identification of RBF networks, a special two-layer neural network model widely used for the interpolation and modeling of data in multidimensional space. In the following we will restrict the discussion to the 1-in 1-out RBFN model, which is a mapping $f : \mathbb{R} \rightarrow \mathbb{R}$ of the form

$$ f(x) = b + \sum_{i=1}^{H} w_i \phi(x, m_i), $$

where $x \in \mathbb{R}$ is the input variable, $\phi(\cdot)$ is a given non-linear function, $b, w_i$ and $m_i$, $1 \leq i \leq H$, are the parameters, and $H$ is the number of radial units. The RBFN can be viewed as a special case of the linear regression model

$$ t(k) = b + \sum_{i=1}^{H} w_i p_i(k) + e(k), $$

where $t(k)$ is the desired $k$-th output sample, $e(k)$ is the approximation error, and $p_i(k)$ are the regressors, i.e., some fixed functions of $x(k)$, where $x(k)$ are the input values corresponding to the desired output values $t(k)$:

$$ p_i(k) = \phi(x(k), m_i). $$

In its original version, the OLS algorithm is a procedure iteratively selects the best regressors (radial basis units) from a set of available regressors. This set is composed of a number of regressors equal to the number of available data, and each regressor is a radial unit centered on a data point. The selection of radial unit centers is recognized as the main problem in the parametric identification of these models, while the choice of the non-linear function for the radial units does not seem to be critical. Although gaussian-shaped functions are often preferred, spline, multi-quadratic and cubic functions are valid alternatives. Here, we will use the cubic function $\phi(x, m) = (\|x - m\|^3)$, where $\| \cdot \|$ denotes the euclidean norm and $m$ denotes the center of the radial unit.
A. Classic OLS algorithm

Say \( \{x(k), t(k)\}, k = 1, 2, ..., N, \) is the data set given by \( N \) input-output data pairs, which can be organized in two column vectors \( \mathbf{x} = [x(1) \cdots x(N)]^T \) and \( \mathbf{t} = [t(1) \cdots t(N)]^T \). The model parameters are given in vectors \( \mathbf{m} = [m_1 \cdots m_H]^T, \mathbf{w} = [w_1 \cdots w_H]^T \) and \( \mathbf{b} = [b] \), where \( H \) is the number of radial units to be used. Arranging the problem in matrix form we have:

\[
\mathbf{t} = \begin{bmatrix} \mathbf{P} & 1 \end{bmatrix} \begin{bmatrix} \mathbf{w} \\ \mathbf{b} \end{bmatrix} + \mathbf{e}
\]

with

\[
\mathbf{P} = \begin{bmatrix} \mathbf{p}_1 & \cdots & \mathbf{p}_H \\ \phi(x(1), m_1) & \cdots & \phi(x(1), m_H) \\ \vdots & \ddots & \vdots \\ \phi(x(N), m_1) & \cdots & \phi(x(N), m_H) \end{bmatrix},
\]

where \( \mathbf{p}_i = [\phi(x(1), m_i) \cdots \phi(x(N), m_i)]^T \) are regressor vectors forming a set of basis vectors, \( \mathbf{e} = [e(1) \cdots e(N)]^T \) is the identification error, and \( \mathbf{1} = [1 \cdots 1]^T \) is a unit column vector of length \( N \). The least squares solution of this problem satisfies the condition that

\[
\mathbf{t} = \begin{bmatrix} \mathbf{P} & 1 \end{bmatrix} \begin{bmatrix} \mathbf{w} \\ \mathbf{b} \end{bmatrix}
\]

is the projection of \( \mathbf{t} \) in a vector space spanned by the regressors. If the regressors are not independent, the contribution of each regressor to the total energy of the desired output vector is not clear. The OLS algorithm iteratively selects the best regressors from a set by applying a Gram-Schmidt orthogonalization, so that the contribution of each vector of this new orthogonal base can be determined individually among the available regressors.

B. Modified OLS algorithm

The classic algorithm selects the best set of regressors from the ones available, and determines the output layer weights for the identification of the desired in-out map, but does not explicitly controls the derivative of the function. We propose to modify this procedure so to permit to specify the desired value of the function derivative in each data point. The data set will then be organized in three vectors \( \mathbf{x} = [x(1) \cdots x(N)]^T, \mathbf{t} = [t(1) \cdots t(N)]^T, \) and \( \mathbf{t}^{(1)} = [t_1(1) \cdots t_1(N)]^T, \) \( \mathbf{x} \) and \( \mathbf{t} \) being the input-output pairs and \( \mathbf{t}^{(1)} \) being the respective derivatives. It has to be noted that the original OLS algorithm selects each radial unit from a set of units, each of which is centered on a input data point. The maximum number of units is then limited to the number of data points. When we add requirements on the derivative of the function, a further constraint to the optimization problem is added, and the number of units to be selected in order to reach the desired approximation may be higher than the number of data points. A possible choice is to augment the input vector with points where there is no data available, and to build the set of \( N_c \) regressors on this extended vector.

The algorithm can be summarized as follows:

- **First step**, initialization: the set of regressors for selection is obtained by centering the \( N_c \) radial units, and the **error reduction ratio** (err) for each regressor vector is computed. Given the regressor vectors
  \[
  \mathbf{p}_i = [\phi(x(1), x(i)), \ldots, \phi(x(N), x(i))]^T, \quad 1 \leq i \leq N_c,
  \]
  and defined the first-iteration vectors
  \[
  \mathbf{u}_{1,i} = \mathbf{p}_i, \quad 1 \leq i \leq N_c.
  \]
  The error reduction ratio associated with the \( i \)-th vector is given by
  \[
  \text{err}_{1,i} = (\mathbf{u}_{1,i}^T \mathbf{t})^2 / (\mathbf{u}_{1,i}^T \mathbf{u}_{1,i}) (\mathbf{t}^T \mathbf{t}).
  \]
  In a similar way, the regressor vectors for the derivative of the map are computed:
  \[
  \mathbf{p}_i^{(1)} = \left[ \frac{\partial \phi(x(1), x(i))}{\partial x} \cdots \frac{\partial \phi(x(N), x(i))}{\partial x} \right]^T, \quad 1 \leq i \leq N_c,
  \]
  and the first-iteration vectors are defined:
  \[
  \mathbf{l}_{1,i} = \mathbf{p}_i^{(1)}, \quad 1 \leq i \leq N_c.
  \]
  The error reduction ratio for the derivative is:
  \[
  \text{grad}_\text{err}_{1,i} = (\mathbf{l}_{1,i}^{(1)} \mathbf{t})^2 / (\mathbf{l}_{1,i}^{(1)} \mathbf{l}_{1,i}) (\mathbf{t}^{(1)} T \mathbf{t}^{(1)}),
  \]
  where \( \mathbf{err}_{1,i} \) and \( \mathbf{grad}_\text{err}_{1,i} \) represent the error reduction ratios caused respectively by \( \mathbf{u}_{1,i} \) and \( \mathbf{l}_{1,i} \), and the total error reduction ratio can be computed by
  \[
  \text{tot}_\text{err}_{1,i} = \lambda \text{err}_{1,i} + (1 - \lambda) \text{grad}_\text{err}_{1,i},
  \]
  where \( \lambda \) weights the importance of the map against its derivative. The index \( i_1 \) is then found, so that:
  \[
  \text{tot}_\text{err}_{1,i_1} = \max_i \{ \text{tot}_\text{err}_{1,i}, \quad 1 \leq i \leq N_c \}.
  \]
  The regressor \( \mathbf{p}_{i_1} \) giving the largest error reduction ratio is selected and removed from the set of available regressors. The corresponding center is added to the set of selected centers:
  \[
  \mathbf{u}_1 = \mathbf{u}_{1,i_1} = \mathbf{p}_{i_1},
  \]
  \[
  \mathbf{l}_1 = \mathbf{l}_{1,i_1} = \mathbf{p}_{i_1}^{(1)},
  \]
  \[
  m_1 = x(i_1).
  \]
  - **h-th iteration**, for \( h = 1, \ldots, H \) and \( H \leq N_c \): the regressors selected in the previous steps, having indexes \( i_1, \ldots, i_{h-1} \), have been removed from the set of available regressors. Before computing the error reduction ratio for each regressor still available, the orthogonalization step is
performed which makes each regressor orthogonal with respect to those already selected:

\[ u_{h,i} = p_i - \sum_{j=1}^{h-1} (u_j^T p_i)/(u_j^T u_j)u_j, \quad i \neq i_1, i_2, ..., i_{h-1}; \]  

\[ l_{h,i} = p_i^{(1)} - \sum_{j=1}^{h-1} (l_j^T p_i^{(1)})/(l_j^T l_j)l_j, \quad i \neq i_1, i_2, ..., i_{h-1}; \]

\[ \text{err}_{h,i} = (u_{h,i}^T t)^2/((u_{h,i}^T u_{h,i})(t^T t)), \quad i \neq i_1, i_2, ..., i_{h-1}; \]  

\[ \text{grad}_{\text{err}_{h,i}} = (l_{h,i}^T t)^2/((l_{h,i}^T l_{h,i})(t^T t)), \quad i \neq i_1, i_2, ..., i_{h-1}; \]

\[ \text{tot}_{\text{err}_{h,i}} = \lambda \text{err}_{h,i} + (1 - \lambda) \text{grad}_{\text{err}_{h,i}}, \quad i \neq i_1, i_2, ..., i_{h-1}. \]

As before, the regressor with maximum error reduction ratio is selected and removed from the list of availability, and its center is added to the set of selected centers:

\[ \text{tot}_{\text{err}_{h,i}} = \max_i \{ \text{tot}_{\text{err}_{h,i}}, \quad i \neq i_1, i_2, ..., i_{h-1} \} \]

\[ u_h = u_{h,i_h}; \]

\[ l_h = l_{h,i_h}; \]  

\[ m_h = x(i_h). \]

- **Final step**, computation of output layer weights: once the \( H \) radial units have been positioned, the remaining \( w \) and \( b \) parameters can be found with a Moore-Penrose matrix inversion: let us call \( P_H = [u_1 u_2 \cdots u_H] \) and \( P^{(1)}_H = [l_1 l_2 \cdots l_H] \) the two sets of selected regressors, and let \( 1 = [1 \ldots 1]^T \) and \( 0 = [0 \ldots 0]^T \) be two column vectors of length \( N \). Then we have

\[ \begin{bmatrix} t \\ t^{(1)} \end{bmatrix} = \begin{bmatrix} P_H^{(1)} & 1 \\ P_H & 0 \end{bmatrix} \begin{bmatrix} w \\ b \end{bmatrix} + e_H \]  

whose solution is

\[ \begin{bmatrix} w \\ b \end{bmatrix} = \left( \begin{bmatrix} P_H^{(1)} & 1 \\ P_H & 0 \end{bmatrix} \right)^+ \begin{bmatrix} t \\ t^{(1)} \end{bmatrix}. \]

\(^1\)Note that in this case the length of vector \( w \) and the number of columns of matrices \( P \) in equation \([28]\) is \( h \) instead of \( H \)

**C. Example**

Let us consider, as an example, the fitting of a step-like data set, where the derivative is arbitrarily constrained. The data set is shown in Fig. 1 along with the result of the parametric identification routine. It can be seen how an unlikely derivative was chosen in the critical zone to highlight the properties of the model. Fig. 2 shows the interpolating properties of the resulting RBF Network when computed on an input interval which is denser than the original input data set.
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\[ \text{Identification Errors} \]

\[ \text{Function Error} \]

\[ \text{Derivative Error} \]

**Fig. 1**

**RESULT OF THE TRAINING PROCEDURE APPLIED TO THE FITTING OF A STEP-LIKE DATA SET (+, UPPER FIGURE), WITH ARBITRARY DERIVATIVE CONSTRAINT (+, MIDDLE FIGURE). IN UPPER AND MIDDLE FIGURES, + IS THE DESIRED OUTPUT AND THE CONTINUOUS LINE IS THE ACTUAL OUTPUT. THE PROBLEM REQUIRED 72 RADIAL UNITS TO FIT 40 DATA POINTS, WITH AN IDENTIFICATION ERROR LESS THAN 10^-9 IN MAGNITUDE.**

**III. HIGHER ORDER DERIVATIVES**

The extension of the algorithm for the identification of a map and its derivatives of order higher than one is straightforward. Given that \( \phi \) is continuous and has continuous derivatives up to order \( r \), then the derivatives of order up to \( r \) can be identified for the map \( f \). The data set is organized in \( r + 1 \) vectors \( x = [x(1) \cdots x(N)]^T, t = [t(1) \cdots t(N)]^T, t^{(1)} = [t(1) \cdots t(1(N))]^T, \ldots, t^{(r)} = [t_r(1) \cdots t_r(N)]^T \), where \( t^{(i)}(k) \) is the desired \( i \)-th derivative for the \( k \)-th data point.

In the first step, a different set of regressors can be computed for each derivative order:

\[ p_i = [\phi(x(1), x(i)), \ldots, \phi(x(N), x(i))]^T, \quad 1 \leq i \leq N_e; \]

\[ p_i^{(d)} = \left[ \frac{\partial^d \phi(x(1), x(i))}{\partial x^d}, \ldots, \frac{\partial^d \phi(x(N), x(i))}{\partial x^d} \right]^T, \quad 1 \leq i \leq N_e, \quad 1 \leq d \leq r. \]
If we now call $\mathbf{u}_{h-1}, \mathbf{l}_{h-1}^{(1)}, \ldots, \mathbf{l}_{h-1}^{(r)}$ the orthogonalized regressor vectors selected in the $(h-1)$-th iteration, in the $h$-th iteration the corresponding $r+1$ error reduction ratios can be computed similarly to what shown in equations (31)-(33), and the total error reduction ratio can then be computed as the weighted sum of these terms:

$$\mathbf{u}_{h,i} = \mathbf{p}_i - \sum_{j=1}^{h-1} (\mathbf{u}_j^T \mathbf{p}_i)/(\mathbf{u}_j^T \mathbf{u}_j) \mathbf{u}_j, \quad i \neq i_1, i_2, \ldots, i_{h-1};$$

$$\text{err}_{h,i} = (\mathbf{u}_{h,i}^T \mathbf{t})^2/((\mathbf{u}_{h,i}^T \mathbf{u}_{h,i})(\mathbf{t}^T \mathbf{t})), \quad i \neq i_1, i_2, \ldots, i_{h-1};$$

$$\mathbf{l}_{h,i}^{(d)} = \mathbf{p}_i^{(d)} - \sum_{j=1}^{h-1} (\mathbf{l}_j^{(d)} p_i^{(d)})/(\mathbf{l}_j^{(d)} \mathbf{l}_j), \quad i \neq i_1, i_2, \ldots, i_{h-1};$$

$$\text{err}_{h,i}^{(d)} = (\mathbf{l}_{h,i}^{(d)} \mathbf{t})^2/((\mathbf{l}_{h,i}^{(d)} \mathbf{l}_{h,i}^{(d)})(\mathbf{t}^T \mathbf{t})), \quad i \neq i_1, i_2, \ldots, i_{h-1};$$

$$\text{tot.err}_{h,i} = \lambda_0 \text{err}_{h,i} + \sum_{d=1}^{r} \lambda_d \text{err}_{h,i}^{(d)} \quad i \neq i_1, i_2, \ldots, i_{h-1}. $$

The regressors with maximum error reduction ratio are selected and removed from the list of availability, and the corresponding centers are added to the set of selected centers:

$$\text{tot.err}_{h,i} = \max_i \{ \text{tot.err}_{h,i}, \quad i \neq i_1, i_2, \ldots, i_{h-1} \};$$

$$\mathbf{u}_h = \mathbf{u}_{h,i_1};$$

$$\mathbf{l}_h^{(d)} = \mathbf{l}_{h,i_d}, \quad 1 \leq d \leq r;$$

$$m_h = x(i_h).$$

If we now let

$$\mathbf{P}_H = [\mathbf{u}_1 \cdots \mathbf{u}_H],$$

$$\mathbf{P}_H^{(1)} = [\mathbf{l}_1^{(1)} \cdots \mathbf{l}_H^{(1)}],$$

$$\vdots$$

$$\mathbf{P}_H^{(r)} = [\mathbf{l}_1^{(r)} \cdots \mathbf{l}_H^{(r)}]$$

be the final set of orthogonal regressors obtained from the selection procedure, we can compute the output layer parameters by solving the matrix equation

$$\begin{bmatrix} \mathbf{t} \\ \mathbf{t}^{(1)} \\ \vdots \\ \mathbf{t}^{(r)} \end{bmatrix} = \begin{bmatrix} \mathbf{P}_H \\ \mathbf{P}_H^{(1)} \\ \vdots \\ \mathbf{P}_H^{(r)} \end{bmatrix} \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix} \begin{bmatrix} \mathbf{w} \\ b \end{bmatrix} + \mathbf{e}.$$
an example of sound control parameter with a clear physical meaning. The shape of the non-linear map and its fixed-point derivatives are recognized to be responsible for the stability of periodic motion, for the spectral content of the signal, and for the time-constant of transient extinction. We don’t care here about the shape of the map, and we focus on the fixed points and their derivatives. The condition for instability of the fixed point in the origin, and thus the condition for the system to oscillate, can be stated in terms of the Nyquist plot of the open loop transfer function $G(z) = D_L(z)H(z)$. Say that $-q + j0$ denotes the leftmost intersection point of the Nyquist plot of $G(z)$ with the real axis. In order to let the system oscillate, a necessary condition for $S_1$ is $S_1 < -1/q$. A different role is assumed for the slope $S_2$, which is responsible for limiting the growth of the system state. To this purpose, a slope $S_2 > -1$ is needed at some distance from the origin, in correspondence of the other two fixed points.

As a practical example, a low-pass filter $H(z) = 0.4 + 0.3z^{-1}$ and a delay length $L = 100$ samples are considered. The Nyquist plot of $G(z)$ has the smallest intersection point with the real axis in $-0.7 + j0$ which gives a maximum slope of $-1.4286$ over which the oscillation will not occur. The length $L = 100$ for the delay line gives a period length $T_p = 200$, which corresponds to a pitch of 110.25 Hz at a sample rate of 22050 Hz. In Fig. 4, the time evolution of the system is shown for a map $f$ with fixed points $(0,0)$, $(-100,100)$, $(100,-100)$, for different values of the slope $S_1$, and for a random initial state in the range $[-0.1,0.1]$. It can be seen that the slope $S_1$ can be used to drive the system to a periodic steady state and to control the transient velocity.

The example shown is a particular case of the more general Hopf bifurcation theorem in its frequency domain formulation. It is interesting to point out that the single loop feedback systems exemplified in are discretized versions of simple RLC electrical circuits, with at least a non-linear component (e.g., a tunnel diode). The result is a feedback scheme as the one in Fig. 3, where $G(z)$ is a second-order IIR transfer function, and no delay lines are considered in the loop. In these circuits, a stable almost sinusoidal oscillation is reached, whose frequency and amplitude are functions of the second and third derivatives of the non-linear map $f$, evaluated in the equilibrium point (i.e., dc operating point), which is solution of the equation $G(0)f(y) - y = 0$.

B. Stability control in feedback systems

Still referring to the closed loop feedback system of Fig. 4, we are now interested in the stabilization of a given periodic motion. With respect to the case of Section A, we’re facing the dual situation, where we ignore the transient part of the process and we’re interested in the shape of the period of the resulting time series.

Let us call $y = [y_1, y_2, \ldots, y_T]^T$ the desired period and assume that the length of the period is even, i.e. $T_p = 2L$. For simplicity we consider the case that the filter $H(z)$ is not present, thus the linear system $G(z)$ is just a delay line $D_L(z)$, which has to be of length $L$, as seen in the previous example. The construction of the non-linear map able to produce the desired periodic waveform is straightforward, and relies on the training set $\mathcal{Y}$ computed using the data points:

$$\mathcal{Y} = \mathcal{Y}_1 \cup \mathcal{Y}_2,$$

(43)
where
\[
\mathcal{Y}_1 = \bigcup_{k=1}^{L} (y_k, y_{L+k}), \quad (44)
\]
and
\[
\mathcal{Y}_2 = \bigcup_{k=1}^{L} (y_{L+k}, y_{k}). \quad (45)
\]

In Fig. 5, the computation of the training set from the desired output process is illustrated, as well as the approximation of the unknown function given by the proposed algorithm. If the system state is initialized with a half-period, i.e. \(x_0 = [y_1, y_2, \ldots, y_L]^T\), the non-linear map iteratively computes the other half. The stability and robustness with respect to additive noise is granted by the derivative of the map, which has to be less than one in magnitude. Fig. 6 shows the time evolution of the system whose non-linear map data point derivatives are constrained to a magnitude of 0.3, and whose evolution is temporally disturbed with additive noise, with a SNR of 46 dB.

One might be curious about the possibility of reaching a desired stable periodic motion from a quasi-zero random state, controlling the slope in the origin as in the previous example. Despite the fact that the solution appears to be in the combined use of the skills given in the previous examples, whether such control would be possible or not with a time-invariant 1-in 1-out non-linear map, seems to be a non-trivial problem.

If the filter \(H(z)\) is not omitted in \(G(z)\), the control of stability of the single loop feedback system of Fig. 3 can be conveniently approached by studying the Jacobian matrix \(J\) of the map \(F\) which describes the state transition \(x(n+1) = F(x(n))\) at every successive time step, \(x\) being the global state of the system. Let the linear element \(G(z)\) be, as before, the cascade of a delay line \(D_L(z) = z^{-L}\) of length \(L\) and a low-pass filter \(H(z)\). We are interested in leading the system to a stable periodic motion. In a steady state situation, the state \(x_L = [x_1, x_2, \ldots, x_L]^T\) of the delay line undergoes a linear distortion due to the filtering stage. This is represented by the \(L\)-point circular discrete-time convolution

\[
\tilde{y}_k = (h \ast x)_k, 1 \leq k \leq L. \quad (46)
\]

To restore the original state of the delay line the non-linear map \(f\) can be shaped on the base of a training set given by equation (43), with

\[
\mathcal{Y}_1 = \bigcup_{i=1}^{L} (\tilde{y}_i, y_{L+i}), \quad (47)
\]

and

\[
\mathcal{Y}_2 = \bigcup_{i=1}^{L} (\tilde{y}_{L+i}, y_i). \quad (48)
\]

In general, the geometric locus given by the training set \(\mathcal{Y}\) will not necessarily be a curve of dimension 1, and the map will need to be unfolded in a higher dimensional space. We consider here the case where a one-dimensional map is sufficient to our purposes. If \(H(z)\) is a first order FIR filter with coefficients \(b_1\) and \(b_2\), the system can be given in its...
state space form as
\[
x(n + 1) = \begin{bmatrix} x_1(n) & \cdots & x_L(n) \end{bmatrix}^T
\]
where \( \mathbf{x}(n) = [x_0(n)x_1(n) \cdots x_L(n)]^T \) is the global state of the system at time \( n \).

The Jacobian matrix of the state transition map, evaluated in \( \hat{\mathbf{x}} = [\hat{x}_0 \hat{x}_1 \cdots \hat{x}_L]^T \), is given by
\[
\mathbf{J}(\hat{\mathbf{x}}) = \begin{bmatrix} 0 & \cdots & d \\ b_1 & 0 & b_2d \\ 0 & 1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & \cdots & 1 \end{bmatrix},
\]
(49)
where
\[
d = \frac{\partial f}{\partial x_L}|_{x_L = \hat{x}_L}.
\]
(50)
A periodic orbit \([\hat{x}(n) \cdots \hat{x}(n + 2L - 1)] \) of period \( 2L \) is asymptotically stable if the Jacobian \( \mathbf{J} \) has eigenvalues of magnitude less than one for each point of the periodic orbit. The eigenvalues of \( \mathbf{J} \) are the roots of the polynomial \( z^{2L} - b_1 dz - b_2 d \), and are plotted in Fig. 7 for \( L = 3 \), and for different values of \( d \). The lower and the upper figures refer to two different low-pass filters \( H(z) \).

![Fig. 7](image)

**Magnitude of the roots of the polynomial \( z^4 - b_1 dz - b_2 d \) (or eigenvalues of the Jacobian matrix \( J \)) for \( b_1 = b_2 = 0.5 \) (upper figure) and \( b_1 = 0.1, b_2 = 0.5 \) (lower figure).**

Let us focus the attention on the case where \( L = 3 \) and \( H(z) \) has coefficients \( b_1 = 0.1 \) and \( b_2 = 0.5 \). From Fig. 7 it can be seen that \( \mathbf{J} \) has eigenvalues \( |\lambda| < 1 \) if \( |d| < 1.667 \). Thus, in order to have a stable and noise-robust periodic solution, the magnitude of the derivative of the map in each point of the training data must not exceed 1.667.

Usually, a perturbation to the closed loop system is modeled with random noise added to the loop at a given point. However, it can be of some interest to vary the parameters of the linear components in the loop such as, for example, the low-pass filter \( H(z) \). This can be useful to control the spectral content of the resulting time series. The stability of the whole system is thus investigated by applying, for a short time window, a perturbation to the filter coefficients \( b_1 \) and \( b_2 \). Fig. 8 shows the reaction of the system to a random perturbation, with an upper bound in magnitude of 0.02, occurring at sample time 44 and ending at sample time 48. It can be seen that the perturbation will be persistent for values of \( |d| \) higher than 1.667 (upper figure), and that it will be rejected for \( |d| < 1.667 \) in a time that is shorter the lower we choose \( |d| \) (middle and lower figures).

![Fig. 8](image)

**Rejection of a perturbation of the coefficients of the filter \( H(z) \). The perturbation \( b_1 + \Delta b_1, b_2 + \Delta b_2 \), occurring at sample time 44 and ending at sample time 48, had upper bound in magnitude \( |\Delta b_i| \leq 0.02, i = 1, 2 \).**

### V. Conclusions

The use of the Orthogonal Least Squares algorithm to approximate a non-linear map with arbitrary derivatives with radial basis function networks has been investigated. A modified version of the classic OLS algorithm formulation has been proposed, which uses the same orthogonalization approach for both the regressors of the map and the regressors of its derivatives. The usefulness of the method has been illustrated on application examples from the field of control of single loop feedback systems, and we have stressed the importance of derivatives of the non-linear map to control important features such as stability, velocity of transients, and rejection of disturbances.
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