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Abstract

Does a neural network’s privacy have to be at odds with its accuracy? In this work, we study the effects the number of training epochs and parameters have on a neural network’s vulnerability to membership inference (MI) attacks, which aim to extract potentially private information about the training data. We first demonstrate how the number of training epochs and parameters individually induce a privacy–utility trade-off: more of either improves generalization performance at the expense of lower privacy. However, remarkably, we also show that jointly tuning both can eliminate this privacy–utility trade-off. Specifically, with careful tuning of the number of training epochs, more overparameterization can increase model privacy for fixed generalization error. To better understand these phenomena theoretically, we develop a powerful new leave-one-out analysis tool to study the asymptotic behavior of linear classifiers and apply it to characterize the sample-specific loss threshold MI attack in high-dimensional logistic regression. For practitioners, we introduce a low-overhead procedure to estimate MI risk and tune the number of training epochs to guard against MI attacks.

1 Introduction

Two fundamental decisions for any machine learning system designer are (a) how many model parameters to use and (b) how long to train those parameters (number of training epochs). These two choices have been an active area of research for many years and have given rise to popular machine learning design principles such as early stopping [1, 2] and pruning [3], as well as theoretical guides such as the VC dimension [4]. For modern deep neural networks (NNs), the conclusion of recent research is that increasing both the number of parameters and the number of epochs generally aids the generalization performance of networks [5]. This phenomenon has been termed double descent [6] (both parameter-wise and epoch-wise [5]) and benign overfitting [7] and suggests that machine learning system designers should opt for the largest possible model trained for as long as possible in order to maximize its performance on unseen data.

However, when training machine learning models on sensitive data [8–10], it is crucial to understand the attendant privacy issues to prevent data leaks. Alarmingly, multiple attacks have been developed in the literature to perform membership inference (MI), which extracts information about specific examples in a model’s training dataset even given only black-box access [11–13]. Without a firm understanding of what properties of a model yield such privacy vulnerabilities, there always exists the threat that a large-scale model trained on sensitive user data will be susceptible to such an attack and leak large amounts of private data.

Therefore, the modern machine learning system designer needs to know the answer to the following foundational question: how do the number of parameters and the number of training epochs affect the privacy of a machine learning model, and is tuning them for privacy at odds with generalization? In this paper, we study this question from the perspective of MI.

Empirically, we study the effect on MI of the number of parameters of a NN and the number of training epochs in binary feature classification, image classification, and language translation. As our system designer might fear, although past works such as [5] have shown that increasing the number of parameters or training epochs decreases a model’s generalization error, we demonstrate that it also increases the model’s vulnerability to MI attacks. In sum, we expose new privacy–utility trade-offs inherent to NNs as a function of either the number of parameters or the number of training epochs.
Theoretically, we study the privacy–utility trade-off via a novel leave-one-out analysis of high-dimensional logistic regression. Our analysis provides a precise asymptotic characterization of MI for the powerful sample-specific loss thresholding attack [14] and demonstrates that the same privacy–utility trade-offs exist in settings such as overparameterized linear classification, which is known to exhibit benign overfitting as the number of parameters increases [15][17].

Remarkably, however, both our empirical and theoretical analyses demonstrate that, despite the presence of the privacy–utility trade-off as a function of the number of parameters or training epochs individually, if we carefully tune them jointly by decreasing the number of training epochs as we increase width, then there is no privacy–utility trade-off. In particular, if the number of training epochs is tuned to achieve a fixed privacy level, then increasing the number of parameters (by increasing a NN’s width) only increases the model’s test accuracy.

For the system designer, our analyses provide a clear recommendation for how to achieve a high degree of both privacy and utility: opt for a wider NN while carefully performing early stopping to achieve the desired balance between privacy and utility. In summary, our paper has three core contributions:

1. We demonstrate how individually increasing either the number of parameters or the number of training epochs of a classification model decreases the model’s privacy.

2. We discover that wider NNs enjoy an improved privacy–utility trade-off compared to narrow ones, and that, controlling for the privacy level by early stopping, increased generalization performance due to overparameterization is not at odds with privacy. For practitioners, we provide a lightweight procedure to perform early stopping given a privacy budget.

3. We theoretically analyze high-dimensional logistic regression and replicate our empirical NN observations for a bi-level feature ensemble using a novel leave-one-out analysis that may be of independent interest. In the process, we prove a fundamental MI vulnerability for overparameterized logistic regression models.

Related work. There is a wealth of research in privacy and machine learning. This work contributes to the rapidly growing field of membership inference (MI). We refer the reader to [18][14] for a comprehensive summary of the prior art in MI. We mention a few works that are especially relevant for our work. [13] show that given the individual prediction values for each class, it is possible to perform MI by leveraging shadow models with the same architecture as the true model. [19] show that this type of attack can be performed using only the scalar loss value and present optimality results for such attacks. This is similar to confidence-based attacks as in [20][21]. [22][24] all study how various types of regularization can defend against MI attacks. Furthermore, MI is a special case of differential privacy (DP), and we refer the reader to [28] and [29] for a survey of DP results and its connections to deep learning, respectively, as well as to [30] for a precise connection between DP and MI. Whereas works such as [31][32] propose alternate losses and training procedures to preserve DP, in this work we analyze how properties of ordinary networks and training, such as the number of parameters number of training epochs, directly relate to MI. The astute reader may expect some form of a link between MI and these properties, as works such as [33] establish worst case bounds on DP as a function of the dimension of the data, though this is not tied to any particular learning algorithm.

In this paper, we are interested in understanding both empirically and theoretically how overparameterization affects MI in classification. [25][34] show that pruning a network can improve MI robustness. [27] show empirically that MI tends to be easier on more challenging learning tasks. [30] study the theoretical connection between overfitting and membership advantage but do not connect this to properties of ML models such as the number of parameters of a neural network, the number of training epochs, or the dimension of a linear model. [22] present theory connecting the dimension of a Gaussian linear model to its vulnerability to MI attacks in regression tasks.

We wish to study the trade-off between vulnerability to MI attacks and strong generalization behavior in classification. [5] demonstrate double descent behavior in neural networks as a function of the number of parameters and number of training epochs. In the particular case of language models, [35] propose a privacy-preserving fine-tuning strategy and show empirically that larger models tend to outperform smaller ones when both achieve the same level of privacy. The most similar work to ours is that of [22], who present...
Pareto curves for MI accuracy versus mean squared error in linear regression by adopting a similar model as was used by [7] to demonstrate benign overfitting. To theoretically understand the trade-off between generalization error and an adversary’s MI accuracy, we study the popular “bi-level ensemble” model that has been shown to exhibit benign overfitting in classification [15,16]. To characterize the difference of predictions on training points and test points, we leverage the proportional asymptotics regime, where precise analysis is enabled by tools such as the convex Gaussian min-max theorem [30] and approximate message passing [37,39]. In particular, we build upon [40] to analyze the behavior of logistic regression in the asymptotic regime.

2 Theoretical foundations of membership inference

We define our MI problem for classification as follows. Let \( \mathcal{S} = \{(x_i, y_i)\}_{i=1}^n \) be a training dataset of features \( x_i \in \mathcal{X} \subseteq \mathbb{R}^p \) and labels \( y_i \in \{1, \ldots, k\} \) (i.e., multiclass classification). We assume that each data point and its associated label is an independent sample from a distribution \( \mathcal{D} \) over the data such that \( \mathcal{S} \sim \mathcal{D}^n \). Furthermore let \( \mathcal{F} \) denote a class of machine learning models (e.g., linear models or neural networks) such that for \( f \in \mathcal{F}, f : \mathcal{X} \to \mathbb{R}^k \), producing a vector of confidence values from which the final prediction is given as \( \hat{y}(x) = \arg \max_{j} [f(x)]_j \). For each pair \((x, y)\), we have access to a loss function \( \ell : \mathcal{Y} \times \mathbb{R}^k \to \mathbb{R}_{\geq 0} \) that measures the performance of any \( f \in \mathcal{F} \) on the data \( \mathcal{S} \). The model’s test (misclassification) error is defined as \( \mathcal{E}(f) = \Pr(y \neq \hat{y}(x)) \), where \((x, y)\) is drawn from \( \mathcal{D} \) for our theoretical results or from the test set for our experiments. Finally, let \( A \) be a MI adversary. For a fixed model \( f \in \mathcal{F} \) trained on \( \mathcal{S} \), we assume that \( A : \mathcal{F} \times \mathcal{X} \times \mathcal{Y} \to \{0, 1\} \) has access to \( f \) and a sample \((x, y)\) and predicts 1 if it believes \((x, y) \in \mathcal{S} \) and 0 otherwise. To be rigorous, we define MI as the following experiment [30,22].

**Experiment 1.** Given distribution \( \mathcal{D} \), model class \( \mathcal{F} \), loss function \( \ell \), and adversary \( A \), a membership inference experiment is

1. Sample \( \mathcal{S} \sim \mathcal{D}^n \).
2. Learn \( \hat{f} \in \arg \min_{f \in \mathcal{F}} \sum_{i=1}^n \ell(y_i, f(x_i)) \).
3. Sample \( m \in \{0, 1\} \) uniformly at random.
4. If \( m = 0 \), sample a new test data point \((x, y) \sim \mathcal{D} \). If \( m = 1 \), sample a training data point \((x, y) \in \mathcal{S} \) uniformly at random.
5. Observe the adversary’s prediction \( A(\hat{f}, x, y) \in \{0, 1\} \).

In essence, Experiment [1] reduces the problem of MI to one of hypothesis testing. Accordingly, we quantify the performance of an adversary in terms of its membership (inference) advantage, defined as the difference between the true positive rate and the false positive rate.

**Definition 1.** The membership advantage of an adversary \( A \) against \( \hat{f} \) is

\[
\text{Adv}(A) = \Pr(A(\hat{f}, x, y) = 1 \mid m = 1) - \Pr(A(\hat{f}, x, y) = 1 \mid m = 0),
\]

where \( \Pr(\cdot) \) is taken jointly over all randomness in Experiment [7].

Membership inference can be performed successfully when the model treats points from the training dataset \( \mathcal{S} \) “differently” than new test points. More precisely, if the distribution or other statistics of the model’s outputs on training points differs from that on new test points, then MI attacks can distinguish between the two distributions to determine if \( m = 0 \) or \( m = 1 \). A common attack is the loss threshold attack, which takes the form \( A(f, x, y) = \mathbb{I}(\ell(y, f(x)) < \tau(x, y)) \) and has grown in popularity due to its simplicity and effectiveness [30,19,41]. It leverages the difference in the distributions of the model’s loss, rather than output, on training vs. new test data points. Indeed, we observe in Figure [4] that as a model trains on data, its loss on those data points decreases at a rate faster than its loss on non-training data points, enabling successful loss threshold attacks. While global loss thresholds (\( \tau(x, y) = \tau \) for all \((x, y)\)) are occasionally used for simplicity, it has been shown that sample-specific loss thresholds are more powerful [31,13]. For this reason, we consider sample-specific loss thresholding adversaries for our experiments in this work.
Figure 1: **Loss gap increases with epochs.** Empirical histograms of log cross-entropy losses for training and non-training data points of 20 ResNet18s \((w = 64)\) trained on CIFAR10 for different training epochs. While both distributions generally shift towards smaller losses with more epochs, the losses for training points shifts at a quicker rate than those for non-training points, enabling loss-threshold attacks. The optimal threshold is depicted with the red dashed line. This also illustrates why loss threshold MI accuracy increases with epochs (Figure 1). For visualization purposes, we drop points that achieve 0 (to machine precision) loss.

2.1 Analysis framework and core theoretical result

To theoretically analyze MI, we consider a regularized high-dimensional logistic regression setting. We define the logistic loss \(l(y, z) = \rho(z) - yz\) in terms of the function \(\rho(z) = \log(1 + \exp(z))\) whose derivative \(\rho'(z) = 1/(1 + \exp(-z))\) is the sigmoid function. We let \(x_i \sim N(0, \frac{1}{p}\Sigma)\) for some positive definite covariance matrix \(\Sigma \in \mathbb{R}^{p\times p}\), and for ground truth coefficients \(\beta^* \in \mathbb{R}^p\), binary labels \(y_i \in \{0, 1\}\) are generated such that \(\Pr(y_i = 1|x_i) = \rho'(x_i^\top \beta^*)\). Our learned decision function is \(f(x) = x^\top \hat{\beta}\), yielding predictions \(\hat{y}(x) = 1 \{f(x) > 0\}\), where

\[
\hat{\beta} = \arg\min_{\beta} \frac{1}{n} \sum_{i=1}^{n} l(y_i, x_i^\top \beta) + \frac{\lambda}{2p} \|\beta\|_2^2. \tag{2}
\]

We then consider the asymptotic limit as \(n, p \to \infty\) with \(n/p \to \delta \in (0, \infty)\). This enables us to apply the analysis of [40], who used the convex Gaussian min-max theorem (CGMT) [36] to completely characterize the generalization performance of logistic regression in terms of the solution to a nonlinear system of equations of a few scalar variables; see Appendix B.2 for details.

The challenge in studying privacy is that we must additionally characterize the difference between the distributions of model outputs for training points and test points. Existing analyses from frameworks such as the CGMT are insufficient to give us the distributions of the outputs for a single training point over the randomness of the remaining training dataset, which we need in order to study the sample-specific loss thresholding adversary. Therefore, we provide a novel leave-one-out-based characterization of the distribution of the output of a linear model for any specific training point. The following result is an informal statement of a more detailed version in Appendix C.

**Theorem 1** (informal version of Theorem 4). *Consider the solution \(\hat{\beta}\) to the optimization problem in (2). There exists \(\gamma > 0\) such that for any training point \(x_i,\)

\[
x_i^\top \hat{\beta} \overset{d}{\to} \text{Prox}_{\gamma l(y_i \cdot)} \left(x_i^\top \hat{\beta}_{-i}\right), \tag{3}
\]

where \(\hat{\beta}_{-i}\) is the solution to (2) with \((x_i, y_i)\) omitted from the training set, and \(\overset{d}{\to}\) denotes convergence in distribution where the randomness is over the other \(n - 1\) training points.*

That is, the distribution of outputs for training points is simply the distribution of the proximal operator (defined in Appendix B.1) of the loss function applied to the output of the training point as if it was a new
test point. This will drive the loss closer to zero for training points than for new test points, and so as discussed above, an adversary can exploit this difference to perform MI.

We strongly believe this theoretical tool to be of independent interest, opening the door to future theoretical study of privacy in high dimensional linear models, in particular with sharp asymptotics for any given adversary rather than simply worst-case bounds. Our proof strategy is general and applies to general convex losses and regularization penalties, as we describe in Appendix C. A particularly exciting open question for future work is determining what types of losses, regularization, and feature distributions can lead to a small $\gamma$ such that the resulting model is sufficiently private.

2.2 Comparison against neural network experiments

Although neural networks models are much more complex than logistic regression, we consider the following setting in which we can theoretically demonstrate the same phenomena we observe empirically for neural networks. For a realistic comparison, we require a setting in which benign overfitting occurs. To that end we define a bi-level feature ensemble similar to that considered in [15, 16]. In this model, we define $\Sigma$ and $\beta^*$ for some $d < p$ and $\eta > 0$ as

$$
[\Sigma]_{k,k'} = \begin{cases}
  \frac{p}{d} & \text{if } 1 \leq k = k' \leq d, \\
  \frac{\eta}{p-d} & \text{if } d < k = k' \leq p, \\
  0 & \text{if } k \neq k',
\end{cases}
$$

(4)

In this way, there is always a total variance of $1$ in the first $d$ features and of $\eta$ in the tail of $p - d$ features. As $\phi = p/d \to \infty$, this model is known to exhibit benign overfitting [16].

Our logistic regression model does not admit a notion of training epochs, but because of the strong connection between ridge regularization and early stopping [42, 43], we use a decrease of regularization strength as a theoretical proxy for more training epochs.

To generate theoretical plots in the subsequent sections for specific settings, we solve the nonlinear system from Theorem 3 in Appendix B.2 due to [40] to characterize generalization error. Then using Theorem 1 and numerical integration we compute $\text{Adv}(A^*)$ for the optimal sample-specific loss thresholding adversary $A^*$ as we describe in Appendix E. We also refer the reader to Appendix F for simulations that verify of our computations of the sample-specific training and test densities.

3 Parameter-wise and epoch-wise privacy–utility trade-offs

We now demonstrate that there are privacy–utility trade-offs as a function of either the number of model parameters or training epochs individually. Specifically, when increasing the number either of parameters or training epochs, the resulting machine learning model generally becomes more accurate (improved generalization performance) but becomes less private (higher MI advantage of the adversary). The increase in accuracy has been discussed in detail in the double descent literature, and we refer readers to [6, 5, 17]. The decrease of privacy with overparameterization on MI has been observed for linear regression models in [22], but we show here that the phenomenon is robust, extending to classification models and even highly nonlinear models such as deep neural networks. We show the increase in the adversary’s MI advantage with parameters and epochs experimentally on various machine learning tasks and provide theoretical insights to their origins. All experimental details not included in the main text can be found in Appendix G. In all neural network plots, shaded areas indicate one standard deviation over repeated trials.

3.1 Parameter-wise privacy–utility trade-off: Empirical demonstration

We begin our demonstration on SVMs and plot both an adversary’s membership advantage and the SVM model’s validation error as a function of the number of parameters in Figure 2. We observe how MI increases (thus damaging privacy) while test error decreases (yielding a more accurate model) as the number of parameters grows. We consider data models based on those that have been shown to exhibit double descent in the overparameterized machine learning literature, including the weak features ensemble from [15], separable Gaussians with irrelevant features (based on synthetic dataset 1 of [44]), random ReLU features [45], and
Figure 2: Privacy vs. parameters (SVMs). We demonstrate on SVMs for a variety of feature models how increasing overparameterization increases the adversary’s MI advantage on the SVM model even as it decreases validation error. Thus, number of parameters induces a privacy–utility trade-off.

Figure 3: Privacy vs. parameters (NNs and theory). For NNs trained to optimal early stopping with respect to validation error, increasing the network’s width generally increases MI advantage on the network even as it decreases its test error. We see a similar effect for logistic regression with the bi-level ensemble theoretically when $\lambda$ is tuned to minimize test error.

random projections on CIFAR10. For the MI attack, we estimate the optimal adversary attack of [22] by approximating the model output distributions as discrete histograms using Monte Carlo sampling over a minimum of 20,000 trials.

In Figure 3, we demonstrate that the same phenomenon occurs in NNs. Specifically, we consider NNs that are trained with optimal (with respect to validation error) early stopping: we stop training at the number of training epochs that maximizes validation accuracy. We consider three machine learning tasks: feature vector classification on the Purchase100 dataset [13] using a 2-layer NN, image classification on CIFAR10 [46] using the ResNet18 architecture [47], and language translation on the Multi30K dataset [48] using the Transformer architecture [49]. We control the number of parameters of the networks by scaling the size of the hidden dimensions by a width parameter $w$. For the MI attack, we use the sample-specific loss threshold attack, where the loss threshold is learned over reference models. This attack is introduced and detailed as “Attack R” in [41].

3.2 Parameter-wise trade-off: Theoretical insights

Using our theoretical tool from Theorem 1 we can in fact prove that for an extremely broad class of settings, including the bi-level ensemble which exhibits benign overfitting, overparameterization leads to perfect MI by nearly any adversary. We have omitted some technical conditions related to the convergence of a system of fixed point equations for the statement of part (a); please see Theorem 5 in Appendix D for precise details. In these statements, we assume all scalar variables (such as $\lambda$ and $\eta$) to be fixed unless otherwise specified.

**Theorem 2.** If $f(x) = x^T \hat{\beta}$ for $\hat{\beta}$ the solution to (2) and for some $\tau > 0$ we have an adversary $A(f, x, y) = 1 \{\ell(y, f(x)) < \tau\}$, then as $n, p \to \infty$ with $n/p \to \delta \in (0, \infty)$,
Figure 4: Privacy vs. epochs. Regardless of neural network width (parameterized by $w$), increasing the number of training epochs increases the adversary’s MI advantage (solid line) while simultaneously decreasing its test error (dashed line). This induces an epoch-wise privacy–utility trade-off. We demonstrate this phenomenon for various machine learning tasks and architectures: classification on Purchase100 with a 2-layer network, image classification on CIFAR10 with ResNet18, and language translation on Multi30K with Transformers.

(a) If $\lim_{p \to \infty} \| \Sigma^{-1/2} \beta^* \|_2/\sqrt{p}$ exists and is finite, and $\liminf_{p \to \infty} \lambda_{\min}(\Sigma) > 0$, where $\lambda_{\min}(\Sigma)$ is the smallest eigenvalue of $\Sigma$, then as $\delta \to 0$, $\text{Adv}(A) \to 1$.

(b) For the bi-level ensemble in (4), if $p/d \to \phi \in (1, \infty)$ and $d/n$ converges to a fixed value, then as $\phi \to \infty$, $\text{Adv}(A) \to 1$, and in the limit as $\lambda \to \infty$, $\mathcal{E}(\hat{f})$ is decreasing in $\phi$.

This theorem highlights that as $\delta \to 0$, which means that the model becomes increasingly overparameterized, any constant-threshold adversary’s MI advantage converges to 1, and the adversary can perform perfect MI attacks on the learned model. We emphasize that the constant-threshold adversary is much weaker than the sample-specific loss threshold adversary we consider in our experiments, yet overparameterized models are still vulnerable. This is true regardless of any (fixed) value of regularization strength, meaning that ridge regularization is not sufficient to protect against MI attacks, echoing what was observed by [22] in linear regression. This result applies not only to standard isotropic data covariances, but also to highly anisotropic covariances such as the bi-level ensemble.

Part (b) highlights how in the right circumstances, we can still see generalization performance improving with overparameterization—that there is a trade-off between generalization and privacy, just as in our experimental results. We illustrate this alongside neural networks in Figure 3 for the bi-level model with fixed $n/d = 5$, $\sigma_p = 10$, and $\eta = 1$, with $\lambda$ tuned to minimize test error, analogously to the optimal validation error early stopping in the NN experiments. We see that the generalization error decreases but the adversary’s MI advantage increases as the length of the tail of small eigenvalues of $\Sigma$ increases for larger values of $\phi$.

### 3.3 Epoch-wise privacy–utility trade-off

Using the same classification tasks and NN architectures as in Section 3.1, we empirically demonstrate the epoch-wise privacy–utility trade-off in Figure 4 where we plot the adversary’s MI advantage and the model’s generalization error as a function of training epochs. We also show that this phenomenon happens for a variety of NN widths. Similarly, using the same bi-level ensemble setup as in Section 3.2, we plot the adversary’s MI advantage and the model’s generalization error as a function of regularization strength (specifically plotting as a function of $1/\lambda d$ to more closely match the NN experiments) for a variety of values of $\phi$.

An interesting observation from Figure 4 is that the adversary’s MI advantage can continue to increase even if test error stays the same. Thus, generalization error does not completely characterize membership inference. Instead, what leads to the increase in MI advantage is the increasing generalization (cross-entropy) loss gap. As the network is trained for more epochs, its training loss decreases at a greater rate than its test loss. Thus, it becomes easier to divide the training and test losses with a loss threshold, as illustrated in Figure 4 and continues to do so even after test error has converged.
4 Benign overparameterization: Eliminating the privacy–utility trade-off

We now show that, perhaps counter-intuitively, if we jointly tune both the numbers of parameters and training epochs, we can eliminate the privacy–utility trade-off. The main idea is to *increase* the number of parameters while *decreasing* the number of training epochs at an appropriate rate.

4.1 Empirical observations: Better trade-offs with overparameterization

Our key observation is that the decrease in the model’s generalization error and the increase in an adversary’s MI advantage occur at different rates for models of different widths (recall Figure 4). However, it is difficult to draw conclusions about how the privacy–utility trade-off might vary with NN width from plots as a function of training epochs. Hence, we plot parametric curves for varying widths as a function of training epochs in a *privacy–utility plane* in Figure 5, which enables us to abstract away the number of epochs and compare trade-off curves across widths directly. In the plot, ideal performance is the lower-left corner, as this represents low MI advantage (high privacy) and low test error. In this representation, the story becomes clear: wider networks induce better privacy–utility trade-offs. That is, they are both below and to the to the left of the trade-off curves for narrower networks. The same occurs for logistic regression with the bi-level ensemble.

Figure 5: **Trade-offs are better with increased width.** We plot the epoch-wise privacy–utility trade-off of networks of different widths by sweeping through different training epochs. Observe that, for sufficiently low validation errors, wider networks are closer to the lower-left (high accuracy, high privacy) region compared to narrower networks.

Figure 6: **Overparameterization with early stopping eliminates the privacy–utility trade-off.** (a) For each network width, we train the network until it reaches a given MI advantage value. We then plot the test error of the networks. Observe how test error decreases with parameters at a fixed MI advantage value. Thus, this eliminates the privacy–utility trade-off. Proper tuning of parameters and epochs together improves model accuracy without damaging its privacy. (b) Same as (a) but switching the roles of MI advantage and test error.
4.2 Eliminating the privacy–utility trade-off in practice: Privacy-based early stopping

We explicitly show how early stopping (with the appropriate stopping rule) eliminates the privacy–utility trade-off for overparameterization in Figure 6a. If we tune the number of training epochs for each width such that a fixed MI advantage is reached (which takes fewer epochs for larger widths), then we see from Figure 6a that overparameterization only decreases the generalization error. Similarly, tuning the number of epochs to a fixed validation error results in a decrease of the adversary’s MI advantage with increasing width, as shown in Figure 6b.

The takeaway for machine learning system designers is clear: With proper early stopping of training, overparameterization only improves generalization performance without harming privacy. Practitioners should opt for a wider network when available and use early stopping to achieve the required privacy budget. This thinking admits the simple implementation in Algorithm 1.

Algorithm 1: Privacy-based early stopping for model training

```plaintext
Data: training set \( S_{\text{train}} \sim D^{\text{train}} \), validation set \( S_{\text{val}} \sim D^{\text{val}} \), privacy estimation interval \( T \), \( \text{Adv}_{\text{max}} \)

\( f_0 \leftarrow \text{init}() \);

for \( t = 1, 2, \ldots \) do

\( \hat{f}_t \leftarrow \text{train}(\hat{f}_{t-1}) \);

if \( t \equiv 0 \) (mod \( T \)) then

\( \hat{\text{Adv}} \leftarrow \max_{\tau} \frac{|\{(x,y) \in S_{\text{train}}: \ell(y, \hat{f}_t(x)) < \tau \}|}{n_{\text{train}}} - \frac{|\{(x,y) \in S_{\text{val}}: \ell(y, \hat{f}_t(x)) < \tau \}|}{n_{\text{val}}} \), \hfill (5)

if \( \hat{\text{Adv}} > \text{Adv}_{\text{max}} \) then

return \( \hat{f}_{t-T} \);
```

The procedure is simple: Train as normal on the training set \( S_{\text{train}} \), and every \( T \) training epochs, use both the training set and the holdout set \( S_{\text{val}} \) to estimate \( \hat{\text{Adv}} \), the constant loss thresholding adversary’s MI advantage, via the formula (5). This expression can be computed efficiently in time linear in the number of samples. Once this estimate \( \hat{\text{Adv}} \) exceeds some privacy budget \( \text{Adv}_{\text{max}} \), revert back to the last sufficiently private model \( \hat{f}_{t-T} \).

5 Discussion

On the empirical side, as we have made clear in this paper, the fact that the privacy–utility trade-off can be eliminated for overparameterization by simply early stopping is a boon for practitioners who wish to take advantage of the observed benefits of overparameterized models while preserving the privacy of their training data. It is an interesting open question whether the trade-off is also eliminated for combinations of overparameterization and other privacy-preserving mechanisms aside from early stopping. We are aware of one similar observation from recent work, where [35] observe a similar effect for differentially private fine-tuning of language models.

On the theoretical side, our observation that overparameterized models have better privacy–utility trade-offs has important takeaways for future study. Highly overparameterized models not only have more capacity to memorize than smaller networks, but they also appear to learn the underlying structure of the data much more quickly. In particular, wider networks appear to learn the training data’s structure more quickly than they memorize the actual training data points, such that, for a given level of privacy, they have better generalization performance than narrower networks. Identifying the mechanism that provides this benefit in overparameterized models and developing appropriate measures for an “effective” number of parameters that reflects the memorization capacity of the model as a function of both the true number of parameters and forms of regularization are important open questions. We believe our new leave-one-out characterization of the training output distribution in Theorem 4 will be helpful in answering these questions with respect to privacy.

1 The same trend holds for Transformers on Multi30K. We defer this plot to the Appendix.
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A Limitations and Broader Impacts

A.1 Limitations of this work

A possible limitation of this work is that we focus on a particular class of inference attacks, the loss threshold attack, in most of our experimental results, though we note that as [19] and [22] both argue, the loss threshold attack is essentially optimal for membership inference for many data distributions. More subtly, the procedure we propose for estimating membership inference vulnerability involves computing an empirical estimate. As such, there is uncertainty in this process. In practical settings where the training and validation sets are large, this is likely not a major concern. That said, in settings where the privacy budget is very low and/or privacy is paramount it may additionally be necessary to use high-probability bounds on the adversary’s MI advantage rather than the estimate directly for an added layer of security. Furthermore, the theoretical guarantees are in the asymptotic regime. While they show a strong correlation with finite dimension experiments (e.g., Figure 4), developing tight, non-asymptotic results is an open question. [16], for instance, is able to derive non-asymptotic guarantees to connect generalization error to overparameterization, but the same technique does not apply in the case of membership inference: it is important to consider the distribution of the model’s output for specific inputs—not just the population on average.

A.2 Ethical Considerations

Ensuring that models protect the data that they are trained on is important for modern machine learning systems. In order to achieve benign overparameterization for membership inference and generalization error jointly, we perform precise tuning and early stopping. When implementing these ideas in practical scenarios, it is recommended that a sensitivity analysis additionally be conducted to ensure that the chosen parameters are sufficiently tight. Without doing so, applying this method may lead to false confidence in a method’s robustness to MI attacks. In general, the authors believe that in settings where privacy is of the utmost concern, such as when training with medical data, additional measures beyond those covered in this work should be taken to ensure that the data stays private. Finally, this paper focuses on membership inference in particular and these results are not as general as complete differential privacy. Practitioners should consider additional privacy vulnerabilities beyond membership inference alone.

B Background material

Here we include a few definitions and results borrowed from other works.

B.1 Definitions

We define the proximal operator for a function $\Omega$ as follows.

**Definition 2** (Proximal operator). The proximal operator of a function $\Omega: \mathbb{R}^p \rightarrow \mathbb{R}$ is defined as

$$\text{Prox}_\Omega(v) = \arg \min_{w \in \mathbb{R}^p} \Omega(w) + \frac{1}{2} \|w - v\|_2.$$  

It will be valuable to consider the first-order optimality condition of the proximal operator; for differentiable penalties, the minimizer $w^*$ satisfies

$$\nabla \Omega(w^*) + w - v = 0.$$  

For our work, we will need the form of the scalar proximal operator for $\Omega(v) = \frac{1}{2} \|Av\|_2^2$ for symmetric $A \in \mathbb{R}^{p \times p}$, which for $t > 0$ is given by

$$\text{Prox}_{t\Omega}(v) = (I_p + tA^2)^{-1} v.$$  

We also have the definition of local Lipschitzness from Salehi et al. [40].

**Definition 3** (Locally Lipschitz). A function $\Phi: \mathbb{R}^d \rightarrow \mathbb{R}$ is said to be locally Lipschitz if $\forall M > 0$, $\exists L_M \geq 0$, such that $\forall x, y \in [-M, +M]^d$, $|\Phi(x) - \Phi(y)| \leq L_M \|x - y\|$.
B.2 Fixed point equations for logistic regression

We borrow the following theorem (slightly adapted to our notation) from Salehi et al. [40].

**Theorem 3** (Theorem 1 of Salehi et al. [40]). For training data $x_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \frac{1}{p}I_p)$ and $y_i \sim \text{Bernoulli}(x_i^\top \beta^*)$, consider the optimization program

$$
\hat{\beta} = \arg \min_{\beta \in \mathbb{R}^p} \frac{1}{n} \sum_{i=1}^n \ell(y_i, x_i^\top \beta) + \frac{\lambda}{p} \Omega(\beta),
$$

where $\ell(y, z) = \rho(z) - yz$ for $\rho(z) = \log(1 + \exp(-z))$ is the logistic loss, and $\Omega: \mathbb{R}^p \rightarrow \mathbb{R}$ is a convex regularization function. Consider also the following nonlinear system

$$
\begin{cases}
\kappa^2 \alpha = \frac{1}{p} \beta^\top \text{Prox}_{\lambda \sigma^2 \Omega} \left( \sigma \tau (\theta \beta^* + \frac{r}{\sqrt{\delta}} g) \right), \\
\gamma = \frac{1}{r \sqrt{\delta p}} g^\top \text{Prox}_{\lambda \sigma^2 \Omega} \left( \sigma \tau (\theta \beta^* + \frac{r}{\sqrt{\delta}} g) \right), \\
\kappa^2 \alpha^2 + \sigma^2 = \frac{1}{p} \left\| \text{Prox}_{\lambda \sigma^2 \Omega} \left( \sigma \tau (\theta \beta^* + \frac{r}{\sqrt{\delta}} g) \right) \right\|_2^2,
\end{cases}
$$

$$
\begin{align*}
\gamma^2 &= \frac{2}{r^2} \mathbb{E} \left[ \rho (-\kappa Z_1) (\kappa \alpha Z_1 + \sigma Z_2 - \text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))^2 \right], \\
\theta \gamma &= -2 \mathbb{E} \left[ \rho'' (-\kappa Z_1) \text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2) \right], \\
1 - \frac{\gamma}{\sigma \tau} &= \mathbb{E} \left[ \frac{2 \rho (-\kappa Z_1)}{1 + \gamma \rho'' (\text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))} \right],
\end{align*}
$$

where $g \sim \mathcal{N}(0, I_p)$ is independent of $\beta^*$ and $\Omega$, and $Z_1$ and $Z_2$ are independent standard normal variables. Assume that as $p \rightarrow \infty$, $n/p \rightarrow \delta$, $\|\beta\|_2/\sqrt{p} \rightarrow \kappa$, and that the system in (10) has a unique solution $(\alpha, \sigma, \gamma, \bar{\theta}, \bar{\tau}, \bar{r})$. Then, as $p \rightarrow \infty$, for any locally-Lipschitz function $\Psi: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$, we have

$$
\frac{1}{p} \sum_{j=1}^p \Psi(\bar{\beta}_j, \beta_j^*) \xrightarrow{p} \frac{1}{p} \sum_{j=1}^p \Psi([\Gamma(\beta^*, g)]_j, \beta_j^*),
$$

where $\Gamma(v, z) = \text{Prox}_{\lambda \sigma^2 \Omega} \left( \bar{\sigma} \bar{\tau} (\bar{\theta} v + \frac{r}{\bar{\gamma}} z) \right)$.

The astute reader may note that Salehi et al. [40] require separable regularizers and drawing $\beta^*$ element-wise i.i.d. from some distribution, but that neither of these are required for their proof technique to go through, so we have stated the more general result here, as we will need both of these assumptions to be relaxed.

C Leave-one-out analysis for membership inference

In order to study MI attacks, we need to understand how the distribution of training points differs from test points. We prove the following result to this end for logistic regression with a ridge penalty; however, the proof strategy is general and applies readily to other losses and penalties for general linear models that admit a result similar to Theorem 3 which includes many common models in machine learning [36, 38].

**Theorem 4.** Consider the solution $\hat{\beta}$ to the optimization problem in (2). Let $\tilde{\beta}^* = \Sigma^{1/2} \beta^*$, $\bar{x}_i = \Sigma^{-1/2} x_i$, and $\bar{\Omega}(\tilde{\beta}) = \frac{1}{2} \Sigma^{-1/2} \tilde{\beta}^2$. Assume Theorem 3 holds for $\beta^*$ in place of $\beta$ and $\bar{\Omega}$ in place of $\Omega$. Then for any training point $x_i$,

$$
x_i^\top \hat{\beta} \xrightarrow{d} \text{Prox}_{\gamma \rho(\bar{\gamma}, \bar{\rho})} \left( x_i^\top \hat{\beta}_{-i} \right),
$$

where $\gamma = \frac{1}{r \sqrt{\delta p}} g^\top \text{Prox}_{\lambda \sigma^2 \Omega} \left( \sigma \tau (\theta \beta^* + \frac{r}{\sqrt{\delta}} g) \right)$ and $\rho(z) = \log(1 + \exp(-z))$.
where $\gamma$ is from the result of Theorem 3 and

$$\hat{\beta}_{-i} = \arg\min_{\beta \in \mathbb{R}^p} \frac{1}{n} \sum_{i' \neq i} \ell(y_{i'}, x_{i'}^\top \beta) + \frac{\lambda}{2p} \|\beta\|_2^2.$$  \hspace{1cm} (13)

**Proof.** We first make a leave-one-out modification the optimization problem for a general loss and regularizer:

$$\hat{\beta} = \Sigma^{-1/2} \cdot \arg\min_{\beta} \frac{1}{n} \sum_{i' \neq i} \ell(y_{i'}, x_{i'}^\top \beta) + \frac{\lambda}{p} \Omega(\beta),$$  \hspace{1cm} (14)

where

$$\Omega_i(\beta) = \Omega(\beta) + \frac{1}{\lambda \delta} \ell(y_i, x_i^\top \beta).$$  \hspace{1cm} (15)

Applying Theorem 3 to this problem, the solution is equivalent to one of the form

$$\hat{\beta}_{\text{equiv}} = \Sigma^{-1/2} \cdot \text{Prox}_{\Omega} \left( a\hat{\beta} + bg \right),$$  \hspace{1cm} (16)

where $t = \lambda \sigma \tau$, $a = \sigma \tau \theta$, and $b = \sigma \tau \tilde{\tau} / \sqrt{\beta}$. This proximal operator is the solution $w^*$ to the equation

$$t \nabla \Omega(w^*) + \frac{t}{\lambda \delta} \ell'(y_i, x_i^\top w^*) \bar{x}_i + w^* - (a\hat{\beta} + bg) = 0,$$  \hspace{1cm} (17)

where $\ell'(y_i, z) = \partial \ell(y_i, z) / \partial z$. Note that this is equivalent to

$$w^* = \text{Prox}_{\Omega} \left( a\tilde{\beta} + bg - \frac{t}{\lambda \delta} \ell'(y_i, x_i^\top w^*) \bar{x}_i \right).$$  \hspace{1cm} (18)

Here we specialize to the ridge penalty, but this can be extended to separable regularizers with careful application of Stein’s lemma. Plugging in the form of the proximal operator for generalized ridge penalties, we have

$$w^* = \Sigma (\Sigma + tI_p)^{-1} \left( a\tilde{\beta} + bg - \frac{t}{\lambda \delta} \ell'(y_i, x_i^\top w^*) \bar{x}_i \right).$$  \hspace{1cm} (19)

We wish to characterize $x_i^\top \hat{\beta}$, which is equivalent to characterizing $x_i^\top \hat{\beta}_{\text{equiv}} = \bar{x}_i^\top w^*$. Firstly, we note that for any random vector $u$ such that $\|u\|_2^2 / \sqrt{p} \to C_u < \infty$ that is independent of $\bar{x}_i$,

$$\frac{1}{p} u^\top w^* \overset{p}{\to} \frac{1}{p} u^\top \Sigma (\Sigma + tI_p)^{-1} \left( a\tilde{\beta} + bg \right).$$  \hspace{1cm} (20)

Appealing to Theorem 3 again, this means that the nonlinear system is in fact unaffected by our leave-one-out modification asymptotically, and that both cases have the same solution $(\tilde{\alpha}, \tilde{\sigma}, \tilde{\gamma}, \tilde{\theta}, \tilde{\tau}, \tilde{\bar{r}})$ to the nonlinear system (10). Therefore,

$$x_i^\top \hat{\beta}_{-i} \overset{d}{\to} \bar{x}_i^\top \Sigma (\Sigma + tI_p)^{-1} \left( a\tilde{\beta} + bg \right) \sim \mathcal{N}(0, \kappa^2 \tilde{\alpha}^2 + \tilde{\sigma}^2).$$  \hspace{1cm} (21)

Since $g / \sqrt{p}$ and $\bar{x}_i$ have the same distribution, from the second equation in the nonlinear system (10) we know that

$$\bar{x}_i^\top \Sigma (\Sigma + tI_p)^{-1} x_i \overset{a.s.}{\to} \frac{1}{p} g^\top \Sigma (\Sigma + tI_p)^{-1} g = \frac{\tilde{\gamma}\delta}{\tilde{\sigma}\tau}.$$  \hspace{1cm} (22)

All together, this gives us

$$x_i^\top \hat{\beta} \overset{P}{\to} \bar{x}_i^\top \Sigma (\Sigma + tI_p)^{-1} \left( a\tilde{\beta} + bg \right) - \tilde{\gamma} \ell'(y_i, x_i^\top \beta)$$  \hspace{1cm} (23)

$$\implies x_i^\top \hat{\beta} \overset{d}{\to} \text{Prox}_{\tilde{\gamma}(y_i, x_i^\top \beta)} \left( x_i^\top \beta_{-i} \right),$$  \hspace{1cm} (24)

which is the stated result. \hfill \blacksquare
D Formal version of Theorem 2 and proof

Theorem 2 is a slightly informal version of the following theorem. The only difference is technical, as we must assume the convergence of the nonlinear system (10) for part (a). The convergence of MI advantage to 1 of part (b) of Theorem 2 is implied by part (a) of the following theorem.

Theorem 5. Consider the solution $\hat{\beta}$ to the optimization problem in (2). Then

(a) If the result of Theorem 4 holds and the minimum eigenvalue of $\Sigma$ is lower bounded by a positive constant for sufficiently small $\delta$, then as $\delta \to 0$, $\text{Adv}(A) \to 1$.

(b) For the bilevel model in (4), if $p/d \to \phi \in (1, \infty)$ and $d/n$ converges to a fixed value, then in the limit as $\lambda \to \infty$, $\mathcal{E}(f)$ is decreasing in $\phi$.

This theorem makes claims of two natures: that MI advantage of the adversary goes to 1, and that generalization error is decreasing. For the former, we will show that the output distributions diverge for train and test points such that it becomes trivial to distinguish between the two distributions, and for the latter, we will determine the form of the generalization error and show that it is decreasing in the proposed variable.

D.1 Part (a): membership inference advantage

We will assume the notation and setting from the proof of Theorem 4. When rewriting equations from (10), we will omit the bars (e.g., $\bar{\gamma}$ in the next section) when describing general implications of the equations, and then use bars to describe conclusions about the unique fixed point solution that characterizes the limiting estimator, which we assumed to exist in applying Theorem 3.

D.1.1 Growth of $\bar{\gamma}$

First, we show that $\bar{\gamma}$, the scaling factor of the proximal operator in Theorem 4, tends to infinity as $\delta \to 0^+$. This will drive training points to be much different from test points as long as the test point distribution variance doesn’t increase. From the sixth equation in the nonlinear system (10), since the right hand side is greater than 0 and the fixed point variables are non-negative, we can conclude that

$$\sigma \tau > \gamma$$

We can combine this with the second equation to yield

$$\gamma = \frac{1}{p} g^\top \Sigma (\Sigma + \lambda \sigma \tau I_p)^{-1} g \frac{\sigma \tau}{\delta}$$

$$= \frac{1}{\lambda \delta p} g^\top \left( \frac{1}{\lambda \sigma \tau} I_p + \Sigma^{-1} \right)^{-1} g$$

$$> \frac{1}{\lambda \delta p} g^\top \left( \frac{1}{\lambda \gamma} I_p + \Sigma^{-1} \right)^{-1} g$$

$$\xrightarrow{a.s.} \frac{1}{\lambda \delta p} \text{tr} \left[ \left( \frac{1}{\lambda \gamma} I_p + \Sigma^{-1} \right)^{-1} \right]$$

Because the smallest eigenvalue $\lambda_{\min}(\Sigma) > 0$, this implies that

$$\lambda \gamma > \frac{1}{\delta} \frac{1}{\lambda \gamma} + \frac{1}{\lambda_{\min}(\Sigma)} \implies \frac{\lambda \gamma}{\lambda_{\min}(\Sigma)} > \frac{1}{\delta} - 1.$$  \hspace{1cm} (29)

Therefore, asymptotically, there exists a constant $c_\gamma > 0$ such that for sufficiently small $\delta$, we have $\lambda \gamma \geq c_\gamma / \delta$, so $\bar{\gamma} \to \infty$ as $\delta \to 0^+$.

D.1.2 Vanishing of output variance.

We next argue that $\kappa^2 \bar{\alpha}^2 + \bar{\sigma}^2$ tends to 0 as $\delta \to 0$. We remind the reader that as in the proof of Theorem 4 this is the variance of $x_i^\top \hat{\beta}_{-i}$, which is also equal to the variance of the output for an unseen test point.
First, we consider the fourth equation in the nonlinear system (10). Applying the first-order optimality condition of the proximal operator, this is equivalent to
\[
r^2 = 2 \mathbb{E} \left[ \rho'(\kappa Z_1) \rho'(\operatorname{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))^2 \right] \leq 2. \tag{30}
\]
Similarly, the fifth equation can be written as
\[
\theta = \frac{-2}{\gamma} \mathbb{E} \left[ \rho''(\kappa Z_1) (\kappa \alpha Z_1 + \sigma Z_2 - \gamma \rho' (\operatorname{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))) \right]
= 2 \mathbb{E} \left[ \rho''(\kappa Z_1) \rho' (\operatorname{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2)) \right] \tag{31}
\leq \frac{1}{2}, \tag{33}
\]
where we have used the fact that the expectation of any odd function of a standard normal variable is zero, and that \(\rho''(u) \leq 1/4\) for all \(u \in \mathbb{R}\). Thus, both \(r\) and \(\theta\) are upper bounded by constants. Let us now consider the third equation.
\[
\kappa^2 \alpha^2 + \sigma^2 = \frac{(\sigma \tau)^2}{\rho} (\theta \beta^* + \frac{r}{\sqrt{\delta}}) \mathbf{1}^\top \mathbf{1} = \frac{\mathbf{1}^\top \mathbf{I}^\top \mathbf{I}}{\lambda^2} (\mathbf{1}^\top \mathbf{I})^{-2} (\theta \beta^* + \frac{r}{\sqrt{\delta}}) \tag{34}
\leq \frac{1}{\lambda^2} \left( \kappa^2 \theta^2 + \frac{r^2}{\delta} \right) \tag{35}
\leq \frac{1}{\lambda^2} \left( 4 \kappa^2 + \frac{1}{4 \delta} \right). \tag{36}
\]
Here the first inequality is obtained by letting \(\sigma \tau\) tend to infinity, and the second is obtained by applying our upper bounds for \(\theta\) and \(r\). Therefore, for sufficiently small \(\delta\), there exists \(c_1\) such that \(\kappa^2 \alpha^2 + \sigma^2 \leq c_1^2 / \delta\).

We now wish to return to (30) and (32) to determine tighter upper bounds. To that end, we first prove the following lemma

**Lemma 6.** Let \(Z\) be a standard normal random variable. For any \(a_0, b_0 > 0\), there exist \(\delta_0 > 0\) and \(c > 0\) such that for all \(a \geq a_0, b \leq b_0,\) and \(0 < \delta < \delta_0\),
\[
\Pr \left( \operatorname{Prox}_{a \rho / \delta} \left( \frac{bZ}{\sqrt{\delta}} \right) > \log (c \delta \log (1/\delta)) \right) \leq \delta^2. \tag{37}
\]

**Proof.** We begin by observing that is sufficient to prove the claim for \(a = a_0\) and \(b = b_0\), since the probability is monotonically decreasing and increasing, respectively, in each variable for sufficiently small \(\delta\). By standard Gaussian tail bounds, for sufficiently small \(\delta\),
\[
\Pr (Z > 4 \log (1/\delta)) \leq \delta^2. \tag{38}
\]
The proximal operator is a strictly increasing function of \(Z\), so we can determine the bound on its tail by determining an upper bound on \(\operatorname{Prox}_{a \rho / \delta} \left( \frac{4b \log (1/\delta)}{\sqrt{\delta}} \right)\). The first-order optimality condition for the proximal operator is
\[
w^* = \frac{4b \log (1/\delta)}{\sqrt{\delta}} - \frac{a}{\delta} \rho'(w^*). \tag{39}
\]
It is clear that for sufficiently small \(\delta\), \(w^* < 0\), since \(\rho'(u) \geq 1/2\) for \(u \geq 0\). Therefore, since \(\rho'(u) = e^u / (1 + e^u)\), there exists \(c_4 \in (1/2, 1)\) such that \(\rho'(w^*) = c_4 e^{w^*}\). We can then solve for and bound \(w^*\) for some \(c > 0\) and sufficiently small \(\delta\) as
\[
w^* = \frac{4b \log (1/\delta)}{\sqrt{\delta}} - W_0 \left( \frac{ac_4}{\delta} \exp \left( \frac{4b \log (1/\delta)}{\sqrt{\delta}} \right) \right) \tag{40}
\leq - \log \left( \frac{ac_4}{\delta} \right) + \log \left( \frac{4b \log (1/\delta)}{\sqrt{\delta}} \right) + \log \left( \frac{ac_4}{\delta} \right) \tag{41}
\leq \log (c \delta \log (1/\delta)),\tag{42}
\]
where $W_0$ is the principal branch of the Lambert $W$ function, and the first inequality follows from the lower bound $W_0(x) \geq \log x - \log \log x$ for $x \geq e$. Let $\delta_0$ be a sufficiently small so that the above arguments hold, and the claim is proved.

Applying Lemma 6 with $a_0 = c_\gamma$ and $b_0 = c_1$ to (30), we can use the facts that $\rho'(u) \leq 1$ and that $\rho'(u) \leq e^u$ to obtain for some $c_\rho > 0$

$$r^2 \leq 2 \left( c_\rho^2 \sigma^2 \log^2 (1/\delta) + \delta^2 \right).$$

(43)

Thus for some $c_\rho > 0$, $r \leq c_\rho \delta \log (1/\delta)$ for sufficiently small $\delta$. We then apply Lemma 6 to (32) to similarly obtain for some $c_0 > 0$

$$\theta \leq \frac{1}{2} (c_0 \delta \log (1/\delta) + \delta^2)$$

(44)

Thus for some $c_0 > 0$, $\theta \leq c_0 \delta \log (1/\delta)$ for sufficiently small $\delta$. Therefore, returning again to (35), there exists some $c_2 > 0$ such that for sufficiently small $\delta$,

$$\kappa^2 \sigma^2 + \sigma^2 \leq c_2^2 \delta \log^2 (1/\delta).$$

(45)

Hence the output variance tends to zero as $\delta \rightarrow 0^+$.

D.1.3 Membership inference advantage

We wrap up the proof by proposing two more lemmas for the proximal operator of the logistic loss

**Lemma 7.** Fix $C > 0$. For all $v$ such that $|v| < C$ and $y \in \{0, 1\}$,

$$\lim_{a \rightarrow \infty} |\text{Prox}_{a\ell(y,\cdot)}(v)| = \infty \text{ uniformly,}$$

(46)

where $\ell(y, z) = \log(1 + \exp(z)) - yz$ is the logistic loss.

**Proof.** The proximal operator $\text{Prox}_{a\ell(y,\cdot)}(v)$ is the unique solution $w \in \mathbb{R}$ to the equation

$$w = v + a(y - \rho'(w)).$$

(47)

Consider $y = 1$, and suppose the claim was not true. Then there exists $c_1 > 0$ such that for all $a_0 > 0$, there exists $a > a_0$ and $v \in (-C, C)$ such that $|w| < c_1$. Let $c_2 = \rho'(c_1)$. This implies that

$$c_1 + ac_2 > v + a.$$  

(48)

Since $c_2 < 1$, this inequality does not hold for any $a > a_0$ if $a_0$ is sufficiently large, leading to a contradiction. The case for $y = 0$ is entirely analogous if we make the substitution $\rho'(w) = 1 - \rho'(-w)$. $\square$

**Lemma 8.** Let $Z$ be a standard normal random variable. Then for any $\tau > 0$, if $a_n$ and $b_n$ are sequences such that as $n \rightarrow \infty$, $a_n \rightarrow \infty$ and $b_n \rightarrow 0$, then

$$\lim_{n \rightarrow \infty} \Pr \left( |\text{Prox}_{a_n\ell(y,\cdot)}(b_nZ)| > \tau \right) - \Pr (|b_nZ| > \tau) = 1,$$

(49)

**Proof.** For sufficiently large $n$, by a standard tail bound for Gaussian variables, with probability at least $1 - e^{-(\sigma/b_n)^2/2}$, we know that $|b_nZ| < \tau$. Again for sufficiently large $n$, we know that $|\text{Prox}_{a_n\ell(y,\cdot)}(b_nZ)| > \tau$ for all $|b_nZ| < \tau$ by Lemma 7. Thus,

$$\Pr \left( |\text{Prox}_{a_n\ell(y,\cdot)}(b_nZ)| > \tau \right) - \Pr (|b_nZ| > \tau) \geq 1 - 2e^{-(\sigma/b_n)^2/2},$$

(50)

which tends to 1 as $n \rightarrow \infty$. $\square$

Applying Lemma 8 to our problem, using the fact that $\gamma \rightarrow \infty$ and $\kappa^2 \sigma^2 + \sigma^2 \rightarrow 0$, we see that any adversary that applies a threshold $|\hat{f}(x)| > \tau$ for a fixed threshold $\tau$ will achieve MI advantage of 1 as $\delta \rightarrow 0$. Any loss-based fixed-threshold adversary inherits this behavior, as for the logistic loss, $\ell(y, \hat{f}(x))$ is a monotonically decreasing function of $|\hat{f}(x)|$, so thresholding the loss is equivalent to thresholding the magnitude of the model output.
D.2 Part (b): test accuracy for the bi-level ensemble

In the bi-level ensemble, when applying Theorem 3 for $\tilde{\beta}^*$ in place of $\beta^*$, asymptotically, the first three equations in the nonlinear system (10) become

$$
\begin{align*}
\kappa^2 \alpha &= \frac{\sigma \tau \kappa^2}{1 + \frac{\lambda \sigma \tau}{\phi}} , \\
\gamma &= \frac{\sigma \tau}{\delta} \left( \frac{1}{\phi + \lambda \sigma \tau} + \frac{\phi - 1}{\phi + \frac{\lambda \sigma \tau}{\eta} (\phi - 1)} \right) , \\
\kappa^2 \alpha^2 + \sigma^2 &= \frac{(\sigma \tau \phi \kappa)^2 + (\sigma \tau r)^2 \phi}{(\phi + \lambda \sigma \tau)^2} + \frac{(\sigma \tau r)^2 (\phi - 1)}{(\phi + \frac{\lambda \sigma \tau}{\eta} (\phi - 1))^2} .
\end{align*}
$$

(51)

As we discussed in the proof of part (a), $r$ and $\theta$ are always upper bounded by constants, so as $\lambda \to \infty$, regardless of the behavior of $\sigma \tau$, the left-hand sides of all three equations tend to zero. For this reason, applying our reformulations of the proximal operators and taking appropriate limits, the last three equations in the nonlinear system become

$$
\begin{align*}
r^2 &= \frac{1}{4} , \\
\theta &= \mathbb{E} [\rho'' (-\kappa Z_1)] , \\
\sigma \tau &= 4 .
\end{align*}
$$

(52)

These simplifications largely result from applying $\rho'(0) = 1/2$ and appealing to symmetry arguments. The final equation results from the algebraic manipulation

$$
\begin{align*}
\frac{\gamma}{\sigma \tau} &= \mathbb{E} \left[ 2 \rho'(-\kappa Z_1) \left( 1 - \frac{1}{1 + \gamma \rho'' (\text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))} \right) \right] \\
&= \mathbb{E} \left[ 2 \rho'(-\kappa Z_1) \frac{\gamma \rho'' (\text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))}{1 + \gamma \rho'' (\text{Prox}_{\gamma \rho} (\kappa \alpha Z_1 + \sigma Z_2))} \right] .
\end{align*}
$$

(53)

(54)

Now knowing that $\bar{\sigma} \bar{\tau} = 4$, we can consider very large $\lambda \to \infty$ to obtain

$$
\begin{align*}
\alpha &= \frac{\theta \phi}{\lambda} + o \left( \frac{1}{\lambda} \right) , \\
\gamma &= \frac{2}{\lambda \delta} + o \left( \frac{1}{\lambda} \right) , \\
\kappa^2 \alpha^2 + \sigma^2 &= \frac{1}{\lambda^2} \left( (\theta \phi \kappa)^2 + \frac{\phi}{4 \delta} \left( 1 + \frac{\eta^2}{\phi - 1} \right) \right) + o \left( \frac{1}{\lambda} \right) .
\end{align*}
$$

(55)

Generalization error equals $\Pr \left( y \oplus 1 \left\{ x^T \tilde{\beta} > 0 \right\} = 1 \right)$, where $\oplus$ is the exclusive or operator, which by symmetry we can compute as

$$
\begin{align*}
\Pr \left( y \oplus 1 \left\{ x^T \tilde{\beta} > 0 \right\} = 1 \right) &= 2 \Pr \left( y = 0, \bar{\alpha} x^T \beta^* + \sigma Z > 0 \right) \\
&= 2 \mathbb{E}_x \left[ \Pr (y = 0 | x^T \beta^*) \Phi \left( \frac{x^T \beta^*}{\sigma / \bar{\alpha}} \right) \right] ,
\end{align*}
$$

(56)

(57)

where $\Phi : \mathbb{R} \to [0, 1]$ is the standard normal CDF, and $Z$ is a standard normal random variable. It can be shown that this is decreasing in $\alpha / \sigma$, and from the above, in the limit as $\lambda \to \infty$,

$$
\frac{\alpha^2}{\sigma^2} = \frac{4 \theta^2 \phi}{\delta} ,
$$

(58)

which is increasing in $\phi$ for fixed $d/n = \delta / \phi$. 
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E Membership advantage for the bi-level ensemble

We know from the previous section, Theorem 4 and Theorem 3, that the predictions on training and test points follow

\[ \mathbf{x}_i \mathbf{\tilde{\beta}} \xrightarrow{d} \text{Prox}_{\gamma \ell(y_i, \cdot)} (\tilde{\alpha} Z_i + \sigma W), \quad \mathbf{x} \mathbf{\tilde{\beta}} \xrightarrow{d} \tilde{\alpha} Z + \sigma W, \]

where \( \mathbf{x}_i \mathbf{\tilde{\beta}} \xrightarrow{d} Z_i, \mathbf{x} \mathbf{\tilde{\beta}} \xrightarrow{d} Z, \) and \( W \sim \mathcal{N}(0,1) \) is independent of \( Z_i \) or \( Z \). Here randomness is over the training dataset, so for a fixed \( \mathbf{\beta}^* \) and \( \mathbf{x}_i \) (or \( x \)), we have a fixed \( Z_i \) (or \( Z \)). Suppose the adversary is given some \( \mathbf{x}' \) and its (noisy) training label \( y' \). If \( \mathbf{x}' \) (with corresponding \( Z' \)) is not a training point,

\[ \mu_{\text{test}}(\hat{z}|x = \mathbf{x}', y = y') = \mu_{\text{test}}(\hat{z}|x = \mathbf{x}') \]

\[ = \mu_W \left( \frac{\hat{z} - \tilde{\alpha} Z'}{\sigma} \right) \frac{1}{\sigma}. \]

The first equality is from the independence of the model output and the unused training label, and the second equality comes by the change of variables formula for scalar random variables in terms of \( \mu_W \), which is a standard normal Gaussian density.

If \( \mathbf{x}' \) is a training point, we have the following probability density:

\[ \mu_{\text{train}}(\hat{z}|x = \mathbf{x}', y = y') = \mu_W \left( \frac{g_y(\hat{z}) - \tilde{\alpha} Z'}{\sigma} \right) \frac{g_y'(\hat{z})}{\sigma}. \]

Here \( g_y(\cdot) \) is the inverse of \( \text{Prox}_{\gamma \ell(y_i, \cdot)} (\cdot) \), which by the first-order optimality condition is

\[ g_y(z) = z + \hat{\gamma}(\rho'(z) - y), \quad g_y'(z) = 1 + \hat{\gamma}\rho''(z). \]

We remind the reader that \( \rho''(z) = \rho'(z)(1 - \rho'(z)) \). Therefore, the densities can be easily evaluated by numerical integration.

Since the adversary is given the value of the loss, which is monotonic in \( \hat{f}(\mathbf{x}') \), and knows predicted label \( \hat{y}(\mathbf{x}') \), the adversary is equivalent to an adversary based on \( \hat{f}(\mathbf{x}') \) with the densities described above. The optimal adversary is given by

\[ A^*(f, \mathbf{x}', y') = \{ \mu_{\text{train}}(\hat{f}(\mathbf{x}')|x = \mathbf{x}', y = y') > \mu_{\text{test}}(\hat{f}(\mathbf{x}')|x = \mathbf{x}', y = y') \}, \]

and we can compute its MI advantage specific to \( (\mathbf{x}', y') \) as

\[ \text{Adv}(A^*, \hat{f}; \mathbf{x}', y') = \int_{\mathbb{R}} \max \{ \mu_{\text{train}}(z|x = \mathbf{x}', y = y') - \mu_{\text{test}}(z|x = \mathbf{x}', y = y'), 0 \} dz. \]

We can numerically evaluate this integral, and then we can compute the average sample-specific membership inference advantage as

\[ \text{Adv}(A^*, \hat{f}) = \mathbb{E}_{x', y'} \left[ \text{Adv}(A^*, \hat{f}; x', y') \right], \]

which we can easily compute by numerical integration over the Gaussian density of \( Z' \) and the fact that \( \Pr(y' = 1|x') = \rho'(Z') \).

F Train vs. test distribution simulation

To validate our derivation of the sample-specific output distribution, we compute empirical histograms over many trials for fixed data points and labels. See Figure 7.
This subsection provides details on the SVM experiments whose results are shown in Figure 2. For all SVM experiments here are binary classification tasks, so we plot the corresponding theoretical densities when \( y \) is a test (blue) or training (orange) training point. For each training sample \((x_i, y_i), i \in \{1, 2, 3, 4\}\), we plot the corresponding theoretical densities \( \mu_{\text{test}}(\hat{z}|x' = x_i, y' = y_i) \) and \( \mu_{\text{train}}(\hat{z}|x' = x_i, y' = y_i) \) as described in Appendix E given \( Z_i = x_i^\top \beta^* \) for a bi-level ensemble with \( n/d = 1/2 \), \( \phi = 3 \), \( \sigma_\beta = 50 \), \( \lambda = 0.1 \), \( \eta = 1 \). The histograms are of the outputs over 500 trials where \( n = 500 \) additional training points are used to train a logistic regression model on bi-level ensemble features either including or not including \((x_i, y_i)\). Thus even for problems of real data sizes, the theory matches empirical results.

### G Experimental setups

This section provides details on the experimental setups for sections 3.1, 3.3, 4 and figures 2, 3, 4, 5, and 6.

#### G.1 SVM experimental setup

This subsection provides details on the SVM experiments whose results are shown in Figure 2. For all SVM models, we use scikit-learn’s SVC class [50]. When the number of SVM parameters is smaller than the number of data points in the training dataset, we add regularization \( C = 1 \), where \( C \) is the corresponding regularization parameter in scikit-learn’s SVC class. Else, we use \( C = 10^{20} \), essentially applying no regularization to yield the hard-margin SVM. The hard-margin SVM has been studied considerably in the double descent literature [15, 45], especially with regards to its relationship to logistic regression trained with gradient descent [51, 52].

We use the optimal MI adversary [22], which is a likelihood ratio test, as our MI attack. Suppose we are given two discrete distributions over values \( s_i \) with probability mass functions \( q_{m=0} \) and \( q_{m=1} \). The optimal adversary \( A^* \) is defined by:

\[
A^*(s_i) = \begin{cases} 
1 & \text{if } q_{m=1}(s_i) > q_{m=0}(s_i), \\
0 & \text{otherwise}
\end{cases}
\]  

(68)

For each experiment, the general procedure is as follows. We first generate a \( D \)-dimensional data point \( x_0 \) with binary label \( y_0 \), for some \( D \). This is the data point on which MI will be performed. Then, for an integer \( p \), we perform the following procedure \( L \) times. We first generate an \( n \times p \) training dataset matrix \( X \), for some \( n \), and a corresponding label vector \( y \). Generally, these are distributed in the same way as \((x_0, y_0)\). All experiments here are binary classification tasks, so \( y_i \in \{-1, +1\} \) for \( i \in \{1, 2, ..., n\} \). We then apply label noise to \( y \); we flip each label \( y_i \) to the other class with probability \( \alpha \). Afterwards, we learn an SVM on \( X \) and \( y \). We then denote by \( \hat{y}_0 \) the signed distance of \( x_0 \) to the decision hyperplane of the learned SVM. We collect the \( \hat{y}_0 \) of all \( L \) learned SVMs into an output vector \( \hat{y}_{m=0} \). We then repeat the same procedure another \( L \) times, but this time, before learning the SVM on \( X \) and \( y \), we first replace the first rows \( X_1 = x_0 \) and \( y_1 = y_0 \). Label noise is never applied to \( y_0 \). We collect the resulting \( L \) signed distances to the learned SVM hyperplanes into the output vector \( \hat{y}_{m=1} \). We form discrete histograms for both \( \hat{y}_{m=0} \) and \( \hat{y}_{m=1} \) with bin width \( b \). Finally, we perform the optimal adversary attack on these histograms and measure the corresponding membership advantage. This entire experiment is repeated for multiple values \( p \) to generate Figure 2.

The following subsections provide the distributions of \( x_0, y_0, X, \) and \( y \), as well as the hyperparameters \( n \) (number of data points), \( D \) (full data dimensionality), label noise probability \( \alpha \), \( L \) (number of samples used
to form the histogram), histogram bin width $b$, and the set of number of features $p$ investigated for each data model.

### G.1.1 Weak features

The weak features experiment is based on the weak features ensemble discussed in Definition 9 of [15]. In our experiment, we let $D = 1000$, $x_0 \sim \mathcal{N}(1_D, I_D)$, and $y_0 = 1$. We perform the experiment for $p \in \{5, 10, 15, ..., 95, 100, 200, 300, ..., 900\}$ with number of data points $n = 100$, number of samples $L = 20,000$, histogram bin width $b = 0.05$, and label noise probability $\alpha = 0.2$. The $n \times p$ training dataset matrix $X$ is generated such that the $i$’th row $X_i \sim \mathcal{N}(z_i, I_p)$, with $z_i \sim \mathcal{N}(0, 1)$. The elements of the label vector $y$ are defined by $y_i = \text{sign}(z_i)$. In essence, each element of a training data point $X_i$ is the true signal $z_i$ (on which the label $y_i$ is based) corrupted by Gaussian noise.

### G.1.2 Separable Gaussians

The separable Gaussians model is based on synthetic dataset 1 of [14] with some modifications. In our experiment, we set $D = 1000$ and generate $x_0$ by sampling its individual elements as:

$$x_{0,j} \sim \begin{cases} \mathcal{N}(1, 1) & \text{if } j \leq 100 \\ \mathcal{N}(0, 1) & \text{otherwise} \end{cases}$$

with true label $y_0 = 1$. We perform the experiment for $p \in \{10, 20, 30, ..., 90, 100, 150, 200, 250, ..., 1000\}$ with number of data points $n = 100$, number of samples $L = 10,000$, and histogram bin width $b = 0.05$. Each element of the label vector $y_i$ is randomly selected from $\{-1, +1\}$ with uniform probability. The individual elements (row $i$ and column $j$) of the training dataset matrix $X$ are distributed as:

$$X_{i,j} \sim \begin{cases} \mathcal{N}(y_i, 1) & \text{if } j \leq 100 \\ \mathcal{N}(0, 1) & \text{otherwise} \end{cases}$$

Label noise with probability $\alpha = 1$ is then applied to $y$ after $X$ is generated. Essentially, the first min$(100, p)$ features of each data point depend on its true class, and the remaining features are irrelevant (independent of the class). Thus, in the overparameterized regime, as $p$ increases, we are including more irrelevant features to the model.

### G.1.3 Random ReLU features

The random ReLU features model has been studied by multiple papers, such as [45] (section 3) and [53]. In essence, it is a two-layer ReLU neural network with fixed first-layer random weights. Different from the previous SVM data models, here $x_0$ is defined differently for each trained SVM model because of the random projections. Instead, there is a latent data vector $z_0$ that is kept fixed for all experiments and on which MI is performed. We set $D = 200$, and generate $z_0$ by sampling it from $\mathcal{N}(0, I_D)$. We perform the experiment for $p \in \{10, 20, 30, ..., 90, 100, 150, 200, 250, ..., 950\}$ with number of data points $n = 100$, number of samples $L = 100,000$, histogram bin width $b = 0.001$, and no label noise. To generate the training data, a random $p \times D$ “featurizer” matrix $W$ is first generated by sampling each row independently from the $D$-dimensional unit sphere. Then, an $n \times D$ feature data matrix $Z$ is generated by sampling each element iid standard normal. The training data matrix $X = \max(0, ZW^T)$, where the max operation is applied elementwise. The MI data point $x_0$ is defined as $x_0 = \max(0, z_0^TW^T)$. Note that since $W$ is sampled for each trained SVM, $x_0$ changes for each experimental run. To generate the labels of the data points, first, a random vector $\beta$ is sampled uniformly from the $D$-dimensional sphere of radius 4 (such that $\|\beta\|_2 = 4$). Then, $y_i$ is assigned class 1 with probability $\frac{1}{1 + e^{-\beta_i}}$ and class $-1$ otherwise. The label $y_0$ of $x_0$ is defined similarly and is assigned class 1 with probability $\frac{1}{1 + e^{-\beta_0}}$ and class $-1$ otherwise. Essentially, the class of a data point depends only on $Z$, and the training set consists of random projections of $Z$ that are then passed through the ReLU operation.
G.1.4 CIFAR10

To experiment on real data, we train SVMs on random projections of a subset of the CIFAR10 dataset [40]. We first define $z_0$ to be the first image of the training dataset with class “airplane” converted to grayscale and then vectorized. We perform the experiment for $p \in \{10, 20, 30, ..., 90, 100, 200, 300, ..., 1800, 1900\}$ with number of data points $n = 200$, number of samples $L = 10,000$, histogram bin width $b = 0.05$, and no label noise. To generate the $n \times p$ data matrix, we first randomly sample $\frac{p}{2}$ images uniformly from the “airplane” images of the dataset (excluding $x_0$) and $\frac{p}{2}$ images from the “automobile” images of the dataset. We convert the images to grayscale, vectorize them, and collect them into a matrix $Z$ (where each row is a vectorized image). Since each image is of size $32 \times 32$, the vectorized image is $D = 1024$ dimensional. We then sample a $p \times 1024$ random projections matrix $W$, where each row is sampled uniformly from the 1024-dimensional unit sphere. Finally, the data matrix $X = ZW^\top$. The MI point $x_0 = z_0 W^\top$. The labels of each data point is $-1$ if it originated from an “airplane” image and $+1$ if it originated from an “automobile” image.

G.2 Neural network experimental setup

This subsection provides details on the NN experiments whose results are shown in Figures 8, 9, 10 and 11. Unless otherwise specified, we use the default hyperparameters and initializations of Pytorch implementations. The NN experiments are run on our internal servers with the following GPUs: NVIDIA TITAN X (Pascal), NVIDIA GeForce RTX 2080 Ti, NVIDIA TITAN RTX, and NVIDIA A100. The choice of which particular GPU is used for each experiment is decided only based on availability of the GPUs in our internal servers.

G.2.1 The MI attack

The MI attack employed in these experiments is the loss-threshold attack [30] [19] [41]. Given a trained NN $f$, the data point of interest $z_0 = (x_0, y_0)$, and a loss function $\ell$, the prediction $A(f(x_0), z_0)$ of this attack is given by:

$$A(f(x_0), y) = \begin{cases} 1 & \text{if } \ell(y, f(x_0)) < \tau_{z_0}, \\ 0 & \text{otherwise} \end{cases}$$  

(71)

where $\tau_{z_0}$ is a calibrated threshold. The threshold is learned with the following procedure. Given a full training dataset $D$, we train $n_{shadow}$ shadow models on random subsamples of this dataset such that for each $z_0$ in the full dataset, some models are trained on datasets including $z_0$ and the rest are trained on datasets that do not include $z_0$. The shadow models have the same architecture and training procedure as the target models that will be attacked. Let $n_{shadow, z_0, m=1}$ and $n_{shadow, z_0, m=0}$ denote the (random) numbers of shadow models trained on $z_0$ and not trained on $z_0$, respectively. We then evaluate all these shadow models on $z_0$ and collect all loss values of the shadow models trained on $z_0$ into a vector $s_{z_0, m=1}$ and the loss values of the shadow models not trained on $z_0$ into a vector $s_{z_0, m=0}$. The membership advantage $Adv_{shadow}$ of a threshold $\hat{\tau}_{z_0}$ is given by:

$$Adv_{shadow, z_0} = \left| \frac{\{ s \in s_{z_0, m=1} : s < \hat{\tau}_{z_0} \}}{n_{shadow, z_0, m=1}} \right| - \left| \frac{\{ s \in s_{z_0, m=0} : s < \hat{\tau}_{z_0} \}}{n_{shadow, z_0, m=0}} \right|,$$

(72)

which is simply the difference of the empirical true positive rate and false positive rate. Note that there are many optimal thresholds that maximize $Adv_{shadow}$. Indeed, if $\hat{\tau}_{z_0}$ is one such optimal threshold, then so is any $\tau \in \left[ s_{m=1}^*, s_{m=0}^* \right]$, where $s_{m=1}^*$ is the closest element in $s_{m=1}$ that is less than $\tau_{z_0}$ and $s_{m=0}^*$ is the closest element in $s_{m=0}$ that is greater than $\tau_{z_0}$. Thus, we set the attack’s calibrated loss threshold as the midpoint: $\tau_{z_0} = \frac{1}{2}(s_{m=1}^* + s_{m=0}^*)$. This sample-based loss threshold attack, wherein a different threshold is learned for each data point $z_0$, is the attack we use for the CIFAR10 and Multi30k experiments.

A variation of this attack that we apply for the Purchase100 dataset is the global loss threshold, where $\tau_{z_0} = \tau$ for every $z_0$. In words, the same threshold value is applied when attacking the model on any data point. The procedure for threshold calibration is the same, except now $s_{m=1}$ contains the losses for each of the data points each model was trained on and $s_{m=0}$ contains the losses for the data points the models were not trained on.
G.2.2 Evaluation procedure

To evaluate the attack, we first randomly subsample a training dataset \( S \) from the full training dataset \( D \) and train a target model on \( S \). Denote by \( \bar{S} \) the data points in \( D \) that are not in \( S \). We collect the losses of the target model on each data point in \( \bar{S} \) into a vector \( \mathbf{t}_{m=1} \) and the losses of the target model on each data point in \( S \) into a vector \( \mathbf{t}_{m=0} \). The membership advantage for the target model is:

\[
\text{Adv}_{\text{target}} = \left| \left\{ t \in \mathbf{t}_{m=1} : t < \tau_m \right\} \right| - \left| \left\{ t \in \mathbf{t}_{m=0} : t < \tau_m \right\} \right|.
\]

(73)

We repeat this evaluation procedure \( n_{\text{target}} \) times, each time training a new target model on a newly sampled \( S \). The mean and standard deviation of the membership advantage over all experimental runs is what is reported in the paper figures.

Each shadow and target model is trained for \( E \) epochs with checkpoints saved every \( C \) epochs, where \( E \) and \( C \) differ per dataset. For the experiments in Section 3.1 and Figure 3, the checkpoints for each shadow and target model that achieves the highest classification accuracy rate on the dataset’s validation set is used for the experiment. The results in Figures 4 and 5 are obtained for each checkpoint. For each curve in Figure 6, for all shadow and target models, we use the same number of epochs: the number of epochs (out of the checkpoints acquired) that achieves a membership advantage (Figure 6a) or test error (6b) closest to the one specified in the figure.

G.2.3 Datasets and architectures

We split each dataset into a “full training dataset” and a validation set. The full training dataset contains all the point on which membership inference will be performed. Each shadow and target model will be trained on a sample of the full training dataset such that the full training dataset would always contain both members (training points) and non-members (test points) for each model. The validation set is only used for calculating classification test error.

**Classification on Purchase100.** The Purchase100 dataset is based on Kaggle’s “acquire valued shoppers” challenge dataset subsequently processed by [13]. It contains 197,324 length-600 binary feature vectors, each belonging to 1 of 100 classes. Each feature vector corresponds to a purchaser, and each entry of the vector corresponds to whether or not a particular product was purchased by the customer. The 100 classes correspond to purchasing styles. We use the first 180,000 data points as the full training dataset and the remaining data points for the validation set. We train two-layer neural networks with hidden dimension \( w \), which we vary. We set \( n_{\text{shadow}} = 80 \) and \( n_{\text{target}} = 20 \). Each model is trained on a random sample of 10,000 data points. We use the ADAM optimizer [54] with a learning rate of 0.001 for \( E = 3000 \) epochs with checkpoints saved every \( V = 20 \) epochs. For Figure 5, we save checkpoints every \( V = 1 \) epoch and only display the results for less than 3000 epochs for better visualization (each curve uses a different number of epochs, according to which provides best visualization).

**Image classification on CIFAR10.** The CIFAR10 dataset [16] contains 60,000 32×32 RGB images, each belonging to 1 of 10 object classes. We use the 50,000 images in the official training dataset as our full training dataset, and the 10,000 images in the official validation dataset as our validation set. We train ResNet18 models [47] to perform image classification on the dataset. To vary the models’ widths, we follow [5] and use convolutional layer widths (number of filters) of \([w, 2w, 4w, 8w]\) for different \( w \) values. Note that \( w = 64 \) yields the original ResNet18 architecture. We set \( n_{\text{shadow}} = 50 \) and \( n_{\text{target}} = 50 \), where each model is trained on a random sample of 25,000 images. We train for 50,000 gradient steps using the ADAM optimizer [54] with a batch size of 128 (amounting to \( \approx 256 \) epochs through the training dataset), a learning rate of 0.0001 and the cross-entropy loss. Data augmentation is a common technique used in image classification, and so we also employ random translations of up to 4 pixels and random horizontal flipping during training, as was done by [5].

**Language translation on Multi30K.** The Multi30K dataset [48] consists of 29,001 pairs of English-German sentences. We perform English to German translation on these sentences using the Transformer architecture [49]. To vary the models’ widths, we follow [5] and set the encoder/decoder feature sizes to \( w \) and the fully connected layers’ dimensions to \( 4w \) for different values of \( w \). We train for 300 epochs using the ADAM optimizer [54] with a learning rate of 0.0001, a batch size of 128, and the cross-entropy loss over each token. We set \( n_{\text{shadow}} = 8 \) and \( n_{\text{target}} = 2 \) and train each model on a random sample of 14,500 sentence pairs.
Figure 8: **Overparameterization with early stopping eliminates the privacy–utility trade-off on Multi30k.** This is similar to Figure 6 in the main body, but performed on the Multi30k dataset with the Transformer architecture. (a) For each network width, we train the network until it reaches a given MI advantage value. We then plot the test error of the networks. Observe how test error decreases with parameters at a fixed MI advantage value. Thus, this eliminates the privacy–utility trade-off. Proper tuning of parameters and epochs together improves model accuracy without damaging its privacy. (b) Same as (a) but switching the roles of MI advantage and test error.

In calculating the loss of a sentence pair for performing membership inference, we sum the cross-entropy loss values over all tokens in the sentence and divide by the sentence length.

### H Additional Experiments

In Figure 8, we show the equivalent of Figure 6 in the main paper for the transformer architecture on the Multi30k dataset. Similarly to the Purchase100 and CIFAR10 datasets, increasing the width of the neural network here improves either privacy (i.e. decreases membership advantage) or test accuracy when holding the other fixed via proper epoch tuning.

In Figures 3, 4, 5, and 6, we used the sample-specific loss threshold attack for CIFAR10 and Multi30K, where a different loss threshold is learned for each data point. Here, we repeat the same experiments using the global loss threshold, where a single threshold value is used for all the data points. Note that in the mentioned figures, we already employed the global loss threshold attack for Purchase100. The trends we observe for the global loss threshold attack are similar to those of the sample-specific loss threshold attack. The results are shown in Figures 9, 10, 11, and 12. We use $n_{\text{shadow}} = n_{\text{target}} = 15$ for both datasets in this experiment. Ultimately, we demonstrate that all our observed empirical phenomena on the relationships of parameters, training epochs, membership inference, and test error are robust across different MI attacks.
Figure 9: **Privacy vs. parameters (global loss threshold attack).** We repeat the experiment in Figure 3 but now using the global (instead of sample-specific) loss threshold attack. Similarly, as the number of network parameters increases, membership advantage increases while test error decreases.

Figure 10: **Privacy vs. epochs (global loss threshold attack).** We repeat the experiment in Figure 4 but now using the global (instead of sample-specific) loss threshold attack. Again, as epochs increase, membership advantage increases while test error decreases.

Figure 11: **Trade-offs (global loss threshold attack).** We repeat the experiment in Figure 5 but now using the global (instead of sample-specific) loss threshold attack. We observe again how wider networks are closer to the lower-left portion of the graph, indicating better privacy and better test accuracy compared to their narrower counterparts.
Figure 12: Overparameterization with early stopping eliminates the privacy–utility trade-off (global loss threshold). Similar to Figures 6 and 8 but using the global loss threshold. Increasing the parameters can improve either privacy or test accuracy when keeping the other fixed (by epoch tuning).