Derivative interactions during inflation: a systematic approach
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Abstract. We present a systematic prescription for calculating cosmological correlation functions for models with derivative interactions through the wavefunction of the universe and compare this result with the “in-in” formalism — canonical approach. The key step in this procedure is to perform the path integral over conjugate momenta after which a straightforward generalisation of Feynman’s Rules can be applied. We show that this integral recovers the classical action plus some additional divergent contributions which are necessary to cancel other divergences that arise due to loop diagrams involving time derivatives. As a side project, for the first time, we introduce the “off-shell” version of the in-in formalism that is sometimes more straightforward, especially for the models with derivative coupling. To examine our prescription, as a specific example, we work out the trispectra of the scalar fluctuation in the model with the $\lambda \phi'^3$ derivative coupling.
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1 Introduction

All late time structures in the Universe are believed to have been seeded by quantum fluctuations stretched to cosmological scales during the exponential expansion of the Universe at very early times — known as inflation. This period represents a unique window into the Universe’s history where we require otherwise unobserved fields to generate such expansion [1–3] (for a review, see [4]). Therefore, understanding exactly which fields were present and how
they interacted during this time could significantly advance our knowledge of physics beyond the standard model. Unfortunately, reproducing the conditions present during this period is currently far beyond our technological reach. However, we can still gain insights into this period through observations of the matter and energy distribution across the Universe today, for example through observations of the Cosmic Microwave Background and Large Scale Structure, the statistical properties of which are generated by evolving initial conditions that depend on the physics during inflation [5–11]. The quantum nature of these interactions ensures that, even if we knew all the particles and interactions that were present during inflation we could only constrain the probability distribution of the inflationary perturbations, described in terms of the $n$-point functions of the fields at the end of inflation. There are three common ways to calculate these correlation functions: the “in-in” formalism — sometimes called canonical formulation — the Schwinger-Keldysh diagrammatic formalism, and the Universe’s Wavefunction.

The “in-in” formalism was developed first by Schwinger and Keldysh [12, 13] who presented a systematic approach for calculating the quantum expectation value of quantum operators using the action principle. In this case the approach is to evolve both vacuum states back in time to the infinite past using the time evolution operator and impose a vacuum initial condition. For a neat review of “in-in” formalism — in its contemporary sense — see [14]. This approach is commonly used to calculate the non-Gaussianities during inflation [9, 15–17]. The Schwinger-Keldysh formalism uses the path-integral approach for this time evolution and permits a diagrammatic representation, [18–20]. Although these diagrams provide an excellent way of organizing perturbation theory, this does not simplify the calculations significantly and the Schwinger-Keldysh formalism results in somewhat the same expression as the in-in formalism [21]. The final method also uses a path-integral formulation but in this case we calculate the wavefunction of the universe (WFU). Having found the WFU, we can write an effective theory “without-time” on the boundary with simple rules to calculate the quantum expectation value of the cosmological observables [22–25].

Of course, calculating the same object using any of these methods must give the same result. For non-derivative interactions, the agreement of these approaches is trivial. However, when derivative interactions are present, some nuances must be appreciated when performing the calculations which can sometimes be overlooked. Furthermore, these derivative interactions are not some theoretical quirk but rather naturally occur in the expansion of the effective field theory of inflation [26, 27], for instance, the leading non-linear correction is $\dot{\pi}^2$. The resulting trispectrum is worked out, at tree level, in [17, 28] using the canonical approach, and the results are shown to agree with Schwinger-Keldysh approach in [21]. In this paper, we present a systematic approach to both the in-in and Wavefunction of the Universe and explore some of the complications that derivative couplings introduce, demonstrating the agreement between these two approaches in particular for the $\phi^4$ trispectrum. We do not consider the Schwinger-Keldysh formalism here as it is well documented in [21]. It is worth noting that much of the machinery employed here is well understood — while rather hard to find — in the context of standard QFT and requires little adaptation to be applicable in cosmology. However, as far as we know, such a rigorous guideline has not been demonstrated for cosmological calculation yet, so such an account is worth presenting.
2 Outline

We first start with a detailed review of the in-in formalism in the presence of derivative couplings in section 3. We know that in these models, the interaction Hamiltonian is not simply the interaction Lagrangian with a negative sign and therefore some additional interaction terms must be considered. Readers familiar with this calculation can skip this chapter and move to the next directly.

Section 4 is devoted to calculating the wavefunction of the universe (WFU). We start with the definition of the wavefunction of the universe and employ the path-integral formulation to calculate the transition amplitude from an initial vacuum in the infinite past to an arbitrary field state $\phi_0$ on the boundary at $\eta_0$. To do this, we rigorously perform the conjugate momentum path integral, and see that we recover divergent corrections to the standard expression for the wavefunction, $\Psi = \int D\phi e^{iS}$.

To show the consistency of the WFU and in-in formalism, as an example, we compare the results of the scalar trispectrum generated by a $\phi^3$ interaction calculated by both methods in section 4.3. We see that the correction to the effective Hamiltonian in the canonical approach and derivatives of the propagator in the WFU approach give rise to precisely the same contribution to the trispectrum of the perturbations. In section 4.4 we also examine the divergent corrections perturbatively in this example theory and show that they exactly cancel a particular type of loop divergence that similarly arises due time derivatives.

In appendix A, we present some additional details on the WFU calculation in the presence of time derivative interaction terms. In appendix B we reinterpret the results of our calculations as a set of Feynmann Rules that behave analogously to those in flat space. In appendix C we carefully study the time derivatives of the in-in propagators and, for the first time — as far as we know — introduce the “off-shell” in-in formalism via the analytical continuation of the Heaviside theta function which greatly simplifies the presentation of the in-in formalism in the presence of derivative couplings.

3 In-in calculations: a review

Within the in-in formalism we calculate correlators by evolving the vacuum states today to the infinite past,

$$\langle \Omega(\eta_i) | \phi^3(\eta_i) | \Omega(\eta_0) \rangle = \langle \Omega(\eta_i) | U_I^\dagger(\eta_i,\eta_0) \phi^3(\eta_0) U_I(\eta_i,\eta_0) | \Omega(\eta_i) \rangle. \quad (3.1)$$

The state $\Omega$ is the vacuum state defined so that it is annihilated by the annihilation operator, $a_k$, at time $\eta_i$. The interaction picture time evolution operator is

$$U_I(\eta_1,\eta_2) = T \exp \left[ -i \int_{\eta_1}^{\eta_2} H_I(\eta) d\eta \right] 
\approx 1 - i \int_{\eta_1}^{\eta_2} H_I(\eta) d\eta - \frac{1}{2} \int_{\eta_1}^{\eta_2} d\eta d\eta' T \left( H_I(\eta) H_I(\eta') \right). \quad (3.2)$$

For models with Hamiltonians that depend on the conjugate momenta $\pi$, only through the free piece,

$$H_0 = \int d^3 x a^4 \left( \frac{\pi^2}{2a^6} + \frac{1}{2a^2} |\nabla \phi|^2 + \frac{1}{2} m^2 \phi^2 \right), \quad (3.3)$$
the interaction Hamiltonian is equal to the interaction Lagrangian with a negative sign. However, for the models with derivative interactions, matters are not this simple. In the following section, we review how to find the interaction Hamiltonian systematically.

3.1 Interaction potential

To find the interaction potential, we should take the steps below:

1. Start with some theory with action

\[ S = \int d^4x \mathcal{L}[\phi, \phi'] \]  

(3.4)

and write down the Hamiltonian as a function of the Heisenberg picture operators \( \phi_H(x, \eta) \) and \( \pi_H(x, \eta) \),

\[ H_H(\eta) = H[\phi_H(x, \eta), \pi_H(x, \eta)] = \int d^3x H[\phi_H(x, \eta), \pi_H(x, \eta)], \]  

(3.5)

where

\[ \pi = \frac{\delta \mathcal{L}}{\delta \phi'} \]  

(3.6)

and

\[ \mathcal{H}[\phi, \pi] = \pi \phi' - \mathcal{L} [\phi, \phi', \pi] . \]  

(3.7)

2. The time dependence of \( \phi \) and \( \pi \) is then

\[ \phi'_H(x, \eta) = i [H_H(\eta), \phi_H(x, \eta)] \]  

(3.8)

\[ \pi'_H(x, \eta) = i [H_H(\eta), \pi_H(x, \eta)] . \]  

(3.9)

3. These operators evolve in time according to

\[ \phi_H(\eta) = U^{-1}(\eta, \eta) \phi_H(\eta) U(\eta, \eta) \]  

(3.10)

Where we have dropped the \( x \) dependence for brevity. We can differentiate this and use eq. (3.8) to find the time dependence of \( U \),

\[ iH_H(\eta) \phi_H(\eta) - i \phi_H(\eta) H_H(\eta) = \frac{dU^{-1}(\eta, \eta)}{d\eta} \phi_H(\eta) U(\eta, \eta) + U^{-1}(\eta, \eta) \phi_H(\eta) \frac{dU(\eta, \eta)}{d\eta} \]

\[ = \frac{dU^{-1}(\eta, \eta)}{d\eta} U(\eta, \eta) \phi_H(\eta) + \phi_H(\eta) U^{-1}(\eta, \eta) \frac{dU(\eta, \eta)}{d\eta} . \]

(3.11)

This is satisfied, for Unitary \( U \) and Hermitian \( H \), if

\[ \frac{dU(\eta, \eta)}{d\eta} = -i U(\eta, \eta) H_H(\eta) . \]  

(3.12)
4. Split the Hamiltonian into free and interaction pieces by choosing
\[ H_0 = \int d^3x \frac{1}{2a^2} \left( \pi_\phi^2 + a^4|\phi_\phi|^2 \right) = \int d^4x H_0[\phi(x, \eta), \pi_\phi(x, \eta)] . \] (3.13)

5. Introduce the interaction picture operators, \( \phi_I \) and \( \pi_I \) which are defined so that their time dependence is generated by the free Hamiltonian,
\[
\phi_I(\eta) = i[H_0[\phi_I(\eta), \pi_I(\eta)], \phi_I(\eta)] ,
\] (3.14)
\[
\pi_I(\eta) = i[H_0[\phi_I(\eta), \pi_I(\eta)], \pi_I(\eta)] .
\] (3.15)

These can also be defined using creation and annihilation operators which annihilate the vacuum of the full theory in the infinite past. This is why it is necessary to introduce the time evolution operators in the in-in formalism, eq. (3.1). The form of \( H_0 \) and the canonical commutation relations imply that
\[
\pi_I(\eta) = a^2(\eta)\phi_I(\eta) .
\] (3.16)

6. At \( \eta = \eta_i \), the Heisenberg picture operators \( \hat{\phi} \) and \( \hat{\pi} \) coincide with those in the interaction picture,
\[
\phi_H(\eta_h) = \phi_I(\eta_h)
\] (3.17)
\[
\pi_H(\eta_h) = \pi_I(\eta_h)
\] (3.18)

therefore,
\[
H_H(\eta_h) = H[\phi_I(\eta_h), \pi_I(\eta_h)]
\] (3.19)

7. This will permit analogous solutions to those in the Hamiltonian picture,
\[
\phi_I(\eta) = U_0^{-1}(\eta, \eta_0)\phi_I(\eta_0)U_0(\eta, \eta) ,
\] (3.20)
with
\[
\frac{dU_0}{d\eta}(\eta, \eta) = -iU_0(\eta, \eta)H_0[\phi_I(\eta), \pi_I(\eta)] = -iH_0[\phi_I(\eta), \pi_I(\eta)]U_0(\eta, \eta) .
\] (3.21)

8. Consider the inner product of an operator acting on some state with another state and compare the results in the two pictures to determine how states evolve,
\[
\langle \psi_\eta(\eta)|\mathcal{O}_H(\eta)|\phi_\phi(\eta) \rangle = \langle \psi_\eta(\eta)|U^{-1}(\eta, \eta)\mathcal{O}_H(\eta_0)U(\eta, \eta)|\phi_\phi(\eta) \rangle
\] (3.22)
\[
= \langle \psi_\eta(\eta)|U^{-1}(\eta, \eta)U_0(\eta_0, \eta_0)\mathcal{O}(\eta)U_0^{-1}(\eta_0, \eta)|\phi_\phi(\eta) \rangle
\] (3.23)
\[
= \langle \psi_I(\eta)|\mathcal{O}_I(\eta)|\phi_I(\eta) \rangle .
\] (3.24)

Where we have used that the time evolution of an arbitrary Hermitian operator \( \mathcal{O}_H \) is generated in the same way as for the field, \( \phi_H \) and its conjugate momentum. Therefore, states in the interaction picture are related to those in the Heisenberg picture by
\[
|\phi_I(\eta) \rangle = U_0^{-1}(\eta, \eta_0)U(\eta, \eta)|\phi_\phi(\eta) \rangle
\] (3.25)
9. Fix this operator by considering its time derivative
\[
\frac{d}{d\eta} \left( U_0^{-1}(\eta, \eta)U(\eta, \eta) \right) = iH_0[\phi_1(\eta), \pi_1(\eta)]U_0^{-1}(\eta, \eta)U(\eta, \eta) - iU_0^{-1}(\eta, \eta)H[\phi_1(\eta), \pi_1(\eta)]U(\eta, \eta)
\] (3.26)
\[
= iH_0[\phi_1(\eta), \pi_1(\eta)]U_0^{-1}(\eta, \eta)U(\eta, \eta) - iH[\phi_1(\eta), \pi_1(\eta)]U_0^{-1}(\eta, \eta)U(\eta, \eta)
\] (3.27)
\[
= -iH_1[\phi_1(\eta), \pi_1(\eta)]U_0^{-1}(\eta, \eta)U(\eta, \eta)
\] (3.28)

This is the third time that we are seeing some form of this equation. We now note that this has a formal solution given by
\[
U_1 = U_0^{-1}(\eta, \eta)U(\eta, \eta) = T \exp \left[ -i \int_{\eta_0}^{\eta} d\eta' H_1[\phi_1(\eta'), \pi_1(\eta')] \right].
\] (3.30)

10. Replace \( \pi_1 \) with its solution in the interaction picture, eq. (3.16). To make the importance of this step clear we will temporarily adopt a slightly cumbersome notation,
\[
U_1 = T \exp \left[ -i \int_{\eta_0}^{\eta} d\eta' H_1[\phi_1(\eta'), \pi_1(\eta')] = a^2(\eta)\phi'_1(\eta) \right].
\] (3.31)

Note, in particular, that
\[
H_1[\phi_1(\eta), \pi_1(\eta) = a^2(\eta)\phi'_1(\eta)] \neq -L_1[\phi_1(\eta), \phi'_1(\eta)].
\] (3.32)

To see this consider the theory with action
\[
S = \int d^4x a^4 \left( \frac{1}{2a^2} \phi'^2 - \frac{1}{2a^2} \partial_i \phi \partial_i \phi - \frac{\lambda}{a^3} \phi'^3 \right)
\] (3.33)

for which it is straightforward to read off that \( L_1 = -a\lambda\phi'^3 \) but the interaction Hamiltonian is given, to second order in \( \lambda \), by
\[
H_1[\phi, \pi] = \frac{\pi^3}{a^3} + \frac{9\lambda^2 \pi^4}{2a^8} + O(\lambda^3).
\] (3.34)

Therefore, the required interaction picture operator is
\[
H_1[\phi_1(\eta), \pi_1(\eta) = a^2(\eta)\phi'_1(\eta)] \equiv H_1(\eta) = \lambda a^2 \phi'_1^3 + \frac{9\lambda^2}{2} \phi'^4 + O(\lambda^3).
\] (3.35)

11. Calculate the full Hamiltonian from the Hamiltonian density,
\[
H_1(\eta) = \int d^3x H_1(\eta)
\] (3.36)

from which we can perform the Dyson series expansion in eq. (3.2).

To demonstrate the effect of the increased complexity of the calculations involving time derivative interactions we focus on the specific case of the trispectrum generated by interactions of the form \( \phi'^3 \). We focus on this interaction as it perhaps the simplest case involving derivative interactions but still contains all the interesting behaviour and, as can be seen from eq. (3.35) the first non-trivial corrections from this interaction appear at second order in \( \lambda \) and so require us to consider at least the tripsectrum.
3.2 $\lambda \phi^3$ trispectrum: the canonical approach

In perturbation theory, we get terms like $\langle T(\phi'(\eta)\phi'(\eta')) \rangle$. In the interaction picture,

$$\hat{\phi}' = \int \frac{d^3k}{(2\pi)^3} \left[ \phi_k^*(\eta)a_k + \phi_k^*(\eta)a_k^\dagger \right] e^{-ik\cdot x} \tag{3.37}$$

Eq. (C.4) says

$$\langle T(\phi'(x)\phi'(x')) \rangle = \int \frac{d^3k}{(2\pi)^3} \phi_k^*(\eta)\phi_k^*(\eta')\theta(\eta - \eta') + \int \frac{d^3k}{(2\pi)^3} \phi_k^*(\eta)\phi_k^*(\eta')\theta(\eta' - \eta).$$

Therefore, for the interaction Hamiltonian, eq. (3.35), the 4-particle correlator is given by

$$T(x_1, x_2, x_3, x_4) = \langle \Omega | - \frac{\lambda^2}{2} \int d^4x d^4x' a(\eta)a(\eta') \bar{T} \left( \hat{\phi}^\alpha(x) \hat{\phi}^\alpha(x') \right) \hat{\phi}^4(\eta_0) | \Omega \rangle + \langle \Omega | - \frac{\lambda^2}{2} \int d^4x d^4x' a(\eta)\hat{\phi}^4(\eta_0) \bar{T} \left( \hat{\phi}^\alpha(x) \hat{\phi}^\alpha(x') \right) | \Omega \rangle + \langle \Omega | - \frac{9i\lambda^2}{2} \int d^4x \hat{\phi}^4(x) \hat{\phi}^4(\eta_0) | \Omega \rangle + \langle \Omega | - \frac{9i\lambda^2}{2} \int d^4x \hat{\phi}^4(x) \hat{\phi}^4(\eta_0) | \Omega \rangle. \tag{3.39}$$

In any term with two three point vertices there are 9 ways to combine one of the momenta from the vertex with the other which leaves 4 momenta that must be paired up with $\phi^4$, there are 4! ways to do this. Going to Fourier space, we find

$$T(k_1, k_2, k_3, k_4) = T_3 + T_4 + T_{3\|} + T_{3\perp} + T_{4\|} + T_{4\perp} + T_{1\|} + T_{1\perp}. \tag{3.40}$$

From eq. (3.38) it is straightforward to see that

$$T_{3\|} = T_{3\|}^*, \quad T_{4\|} = T_{4\|}^*, \quad T_{3\perp} = T_{3\perp}^* \tag{3.41}$$

so we need only write down

$$T_{3\|}(k_1, k_2, k_3, k_4) = -\frac{9 \times 4}{2} \lambda^2 \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}(\eta_0)\phi_{k_4}(\eta_0) \times$$

$$\int_{-\infty}^{0} d\eta d\eta' a(\eta)a(\eta') \left[ \phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta')\phi_{k_3}^*(\eta')\phi_{k_4}^*(\eta') \right] \langle \Omega|T\hat{\phi}_{k_{12}}(\eta)\hat{\phi}'_{k_{12}}(\eta')|\Omega \rangle + k_{1,2} \leftrightarrow k_{3,4} + t + u, \tag{3.42}$$

$$T_{3\perp}(k_1, k_2, k_3, k_4) = 9 \times 8 \lambda^2 \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}^*(\eta_0)\phi_{k_4}^*(\eta_0) \times$$

$$\int_{-\infty}^{0} d\eta a(\eta)\phi_{k_1}(\eta)\phi_{k_2}(\eta)\phi_{k_{12}}(\eta) \int_{-\infty}^{0} d\eta' a(\eta')\phi_{k_{12}}(\eta)\phi_{k_3}(\eta')\phi_{k_4}^*(\eta') + t + u. \tag{3.43}$$

Note that the factor of 9 comes from the $3 \times 3$ equivalent ways we can pair up an internal line and the permutations apply to all the terms. The additional 4-point contact term that arises due to the time derivative interaction likewise generates a contribution to trispectrum at second order in $\lambda$, combining $T_{4\|}$ and $T_{4\perp}$ gives the total correction due to this careful treatment of the interaction Hamiltonian,

$$T_4 = \text{Re} \left[-4! \times 9i\lambda^2 \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}(\eta_0)\phi_{k_4}(\eta_0) \int_{-\infty}^{0} d\eta \phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta)\phi_{k_4}^*(\eta) \right]. \tag{3.44}$$
After some algebra, we find

\[
T_3(k_1, k_2, k_3, k_4) = \frac{9H^8\lambda^2 k_{12}}{8k_1k_2k_3k_4} \left[ \frac{(L^2M_1^3 + 3LM_1^3M_2 + 6M_1^3M_2^2)}{L^5M_1^3M_2^3} + \frac{1}{M_1^3M_2^3} \right] + 23 \text{ perms,}
\]

(3.44)

and

\[
T_4 = \frac{9H^8\lambda^2}{8k_1k_2k_3k_4} \left[ \frac{-2 \times 4!}{k_1k_2k_3k_4L^5} \right],
\]

(3.45)
in which, we defined

\[
k_{12} \equiv |k_1 + k_2|
\]
\[
M_1 \equiv k_1 + k_2 + k_{12}
\]
\[
M_2 \equiv k_3 + k_4 + k_{12}
\]
\[
L \equiv k_1 + k_2 + k_3 + k_4.
\]

4 Wavefunctional of the universe

It is typical within the cosmology literature [22, 23, 29] to take, as a starting point, the wavefunction of the universe to be

\[
\Psi[\bar{\phi}, \eta] = e^{iS[\phi_{cl}(\bar{\phi}, \eta)]}.
\]

(4.1)

Where \(S\) is the action and \(\phi_{cl}(\eta)\) is the classical solution which extremises the action subject to the boundary condition that \(\phi_{cl}(\eta) = \bar{\phi}\) plus whatever initial condition we wish to impose. The expansion of \(\phi\) in terms of its background solution and the perturbations introduced by any interactions introduces the bulk-to-bulk and bulk-to-boundary propagators that can be used to define a Feynmanesque diagrammatic calculation. We begin this section by reviewing the derivation of this result for non-derivative interactions as the stationary phase approximation of the integral

\[
\Psi[\bar{\phi}, \eta] = \langle \bar{\phi}, \eta|\Omega \rangle = \int\bar{\phi} \mathcal{D}\phi \exp [iS[\phi, \eta]].
\]

(4.2)

We then go on to show that, when we introduce derivative interactions, this relationship no longer holds. However it is still possible to perform a stationary phase approximation to express the wavefunction of the universe as a simple exponential,

\[
\Psi[\bar{\phi}, \eta] = e^{i\tilde{S}[\phi_{cl}(\bar{\phi}, \eta)]},
\]

(4.3)

for some \(\tilde{S} \neq S\). These additional terms are subleading in Planck’s constant and so at tree level (i.e. where this stationary phase approximation is valid) they can be ignored. Furthermore, in the final part of this section we demonstrate that when we do consider loop corrections we find that they are necessary to cancel some divergences that result from taking derivatives of the propagators in a loop that do not arise in the in-in formalism.
4.1 Canonical to functional formulation

Without going into too much detail, we write down the well know result \cite{30} for the transition amplitude $\langle \bar{\phi}, \eta_0 | \phi_i , \eta_i \rangle$ as

$$
\langle \bar{\phi}, \eta_0 | \phi_i , \eta_i \rangle = \int_{\bar{\phi}} D\phi \int D\pi \exp \left[ i \int d\eta d^3x (\phi'(x, \eta) \pi(x, t) - \mathcal{H}(\phi(x, \eta), \pi(x, \eta)) \right]
$$

(4.4)

where we used the fact that two complete sets of eigen-states $|\phi(x, t)\rangle$ and $|\pi(x, t)\rangle$

$$
\hat{\phi}(x, \eta) |\phi(x, \eta)\rangle = \phi(x, \eta) |\phi(x, \eta)\rangle
$$

(4.5)

$$
\hat{\pi}(x, \eta) |\pi(x, \eta)\rangle = \pi(x, \eta) |\pi(x, \eta)\rangle
$$

(4.6)

have the following inner product

$$
\langle \phi(x, \eta) | \pi(x', \eta) \rangle = \delta^3(x - x') \frac{1}{\sqrt{2\pi}} \exp \left( ia^3 \int d^3x \phi(x, \eta) \pi(x, \eta) \right).
$$

(4.7)

For this, we assume that $\hat{\phi}$ and $\hat{\pi}$ satisfy the canonical commutation relations

$$
[\hat{\phi}(x, \eta), \hat{\pi}(x', \eta)] = i\delta^3(x - x').
$$

(4.8)

In the path integral formulation, the field and its conjugate momenta are independent parameters over which one must integrate. For theories which are quadratic in the derivatives of the field,

$$
S[\phi, \phi'] = \int a^4d^4x \left( \frac{1}{2a^2} \phi'^2 + F[\phi, \eta] \right) = \int d\eta L = \int d\eta d^3x L,
$$

(4.9)

the conjugate momentum is

$$
\pi = \frac{\delta L}{\delta \phi'} = a^2 \phi'.
$$

(4.10)

So, the exponent in this integral is

$$
i \int d^4x \left( \phi' \pi - \frac{\pi^2}{2a^2} + F[\phi, \eta] \right) = -\frac{i}{2} \int d^4x \left( \frac{\pi}{a} - a\phi' \right)^2 + iS[\phi, \phi'].
$$

(4.11)

Therefore, the integral over $\pi$ is a simple Gaussian which returns a constant, $N$,

$$
\langle \phi_1, \eta_1 | \phi_2, \eta_2 \rangle = N \int_{\phi_1}^{\phi_2} D\phi' \exp \left[ iS(\phi(x, \eta), \phi'(x, \eta)) \right].
$$

(4.12)

However, for more general Hamiltonians, there are some logarithmic corrections to the action. In general, one has

$$
\langle \phi_1, \eta_1 | \phi_1, \eta_2 \rangle \simeq N \int_{\phi_1}^{\phi_2} D\phi' \exp \left[ i\tilde{S}(\phi(x, \eta), \phi'(x, \eta)) \right]
$$

(4.13)

where

$$
\tilde{S} = S + i \delta^4(0) \int d\eta d^3x \log f(\phi, \dot{\phi})
$$

(4.14)
The $S$ in the above relation is the classical action of the theory. To see that this is true first compare eqs. (4.4) and (4.13) so that the effective action is defined by

$$\exp(i\bar{S}) \equiv \int D\pi \exp \left[ \frac{i}{\hbar} \int d\eta d^3x (\phi'(x,t)\pi(x,t) - \mathcal{H}(\phi(x,t), \pi(x,t))) \right].$$

(4.15)

Where we have reinserted $\hbar$ which is usually set to one because the additional terms will be suppressed by this factor. To make progress we must first replace the integral over space with a sum over a lattice of space-time patches of infinitesimal 4-volume, $\Omega$, defined in comoving coordinates and discretize the path-integral measure,

$$\exp(i\tilde{S}) = \prod_i \int d\pi_i \exp \left[ \frac{i}{\hbar} \left( \phi'_i \pi_i - \mathcal{H}(\phi_i, \pi_i) \right) \right].$$

(4.16)

Where $\phi_i = \phi(\eta_i, x_i)$ and $\pi_i = \pi(\eta_i, x_i)$. Note, that in this expression, $\Omega$ appears only as $\Omega \hbar$ and so, despite $\Omega$ being small, this fraction, in the classical limit is large. We perform the integral at each point using the stationary phase approximation,

$$\int dx \exp(i\xi f(x)) = \sum_{x_i \in \Sigma} e^{i\xi f(x_i) + i\frac{\pi}{4} \text{sgn}(f''(x_i))} \sqrt{\frac{2\pi}{\xi |f''(x_i)|}} + o(\xi^{-1/2}).$$

(4.17)

Here, $\Sigma$ indicates the set of all stationary points of the function $f$. In our case $f_i$ is extremised when

$$\phi'_i = \frac{\partial \mathcal{H}}{\partial \pi_i},$$

(4.18)

which is one of the classical Hamilton’s equations, satisfied on the classical solution of the action and so the integral is

$$\int d\pi \exp \left[ \frac{i}{\hbar} \left( \phi' \pi - \mathcal{H}(\phi, \pi) \right) \right] = \exp \left[ \frac{i}{\hbar} \left( \phi'_cl \pi_{cl} - \mathcal{H}_{cl} \right) \right] \sqrt{\frac{2\pi\hbar}{\Omega}} + o \left( \sqrt{\frac{\hbar}{\Omega}} \right)$$

(4.19)

But, on the classical solution we know that

$$\phi' \pi - \mathcal{H} \big|_{\pi = \pi_{cl}} = \mathcal{L} \big| \phi, \phi' \big|$$

(4.20)

and so we recover

$$\exp(i\bar{S}) = \prod_i \left( \exp \left[ \frac{i}{\hbar} \mathcal{L}_{cl}[\phi'_i, \phi_i] \right] \sqrt{\frac{2\pi\hbar}{\Omega}} + o \left( \sqrt{\frac{\hbar}{\Omega}} \right) \right)$$

$$\approx \mathcal{N} \exp \left[ \frac{i}{\hbar} \int d^4x \mathcal{L}_{cl}[\phi', \phi] \right].$$

(4.21)

Where $\mathcal{N}$ is some constant from the product of $\sqrt{\frac{2\pi\hbar}{\Omega}}$ terms, and the approximate sign indicates that we have dropped some terms that come at higher-order in $\hbar$. It is these terms that contribute to the logarithmic corrections in eq. (4.14). The delta function is generated by the fact that these additional terms enter the exponential without a factor of $\Omega$, and so when we take the product overall spatial points, we pick up a divergence that we represent using this divergent distribution (this should become more apparent in the example below). This concludes our proof of the relationship in eq. (4.14). In particular, the above argument says that knowing the classical action is enough to calculate the coefficients of the Wavefunction of the Universe at tree level.
4.2 $\phi^3$ wavefunction

Now, let us do an explicit calculation for the case of $\mathcal{L}_{\text{int.}} = \lambda \phi^3$. The prescription above is only sufficient to find the wavefunction to leading order in $\hbar$. It is therefore necessary to develop a different procedure to find the higher order terms. It is possible to express this in a diagrammatic manner just as in flat space, a procedure that we elaborate on in appendix A, however, these diagrams just represent shorthand for the various integrals that we will eventually have to perform and can’t tell us, for example, which vertices to include and so it is still necessary to fully understand each stage of the calculation before defining the Feynman Rules. To begin with we rewrite eq. (4.16) by identifying the piece that is quadratic in the conjugate momentum. To do this we start by defining

$$\Phi(\phi, \phi', \pi) \equiv \phi' \pi - \mathcal{H}(\phi, \pi).$$  \hspace{1cm} (4.22)

So that

$$\exp(i \tilde{S}) = \prod_i \int d\pi_i \exp \left[ i \frac{\Omega}{\hbar} \Phi_i \right].$$  \hspace{1cm} (4.23)

The stationary phase approximation that we employed before demonstrated that the most significant contribution is from the classical solution and so we find the next to leading order solution by taking $\pi$ close to its classical solution,

$$\pi = \pi_{\text{cl}} = \frac{\delta L}{\delta \phi'},$$  \hspace{1cm} (4.24)

around which $\Phi$ is

$$\Phi = \Phi(\phi, \phi', \pi_{\text{cl}}) + \frac{\partial \Phi}{\partial \pi} (\pi - \pi_{\text{cl}}) + \frac{\hbar}{2} \Phi^{(2)} (\pi - \pi_{\text{cl}})^2 + \sum_{n=3}^{\infty} \frac{\Phi^{(n)}}{n!} (\pi - \pi_{\text{cl}})^n.$$  \hspace{1cm} (4.25)

The first term is just the Lagrangian and the second is zero from the equations of motion so we can write

$$\Phi = L_{\text{cl}} + \frac{1}{2} \Phi^{(2)} (\pi - \pi_{\text{cl}})^2 + \sum_{n=3}^{\infty} \frac{\Phi^{(n)}}{n!} (\pi - \pi_{\text{cl}})^n.$$  \hspace{1cm} (4.26)

We can define $\tilde{\pi} = \pi - \pi_{\text{cl}}$ so that the wavefunction is given by

$$\exp(i \tilde{S}) = \prod_i \exp \left[ i \frac{\Omega}{\hbar} L_{\text{cl}}(\phi_i, \phi_i') \right] \int d\tilde{\pi}_i \exp \left[ i \frac{\Omega}{\hbar} \Phi^{(2)} \tilde{\pi}_i^2 \right] \exp \left[ i \frac{\Omega}{\hbar} \sum_{n=3}^{\infty} \frac{\Phi^{(n)}}{n!} \tilde{\pi}_i^n \right].$$  \hspace{1cm} (4.27)

Expanding this exponential gives

$$\sum_{N=0}^{\infty} \frac{1}{N!} \frac{\Omega^N}{\hbar} \int_{-\infty}^{\infty} d\pi \prod_{i=1}^{N} \left( \frac{\Phi^{(n_i)}}{n_i!} \pi_i^{n_i} \right) \exp \left[ i \frac{\Omega}{2\hbar} \Phi^{(2)} \pi^2 \right],$$  \hspace{1cm} (4.28)

which is of the form of the generalised Fresnel integrals,

$$\int dx x^m e^{-\frac{i}{2} \alpha x^2} = \frac{1}{2} ((-1)^m + 1) (-i\alpha)^{-\frac{m}{2} - \frac{1}{2}} \Gamma \left( \frac{m+1}{2} \right),$$  \hspace{1cm} (4.29)
so we can perform this integral for even \( M = \sum n \),

\[
\sqrt{\frac{\hbar}{i\Omega \Phi^{(2)}}} \sum_{N=0}^{\infty} \frac{1}{N!} \frac{i\hbar^N}{\hbar} \prod_{i=1}^{N} \left( \frac{\Phi^{(n_i)}}{n_i!} \right) \left( \frac{\hbar}{i\Omega \Phi^{(2)}} \right)^{\frac{M}{2}} \Gamma \left( \frac{M+1}{2} \right),
\]

whilst it vanishes for odd \( M \). Notice that as \( N \) increases we get additional factors of \( \frac{\Omega}{\hbar} \)
and so it seems that each term in the series expansion of the exponential becomes increasingly important when \( \hbar \to 0 \), however we can see that we also get a factor of \( \left( \frac{\hbar}{\Omega} \right)^{\frac{M}{2}} \), because \( n_i \geq 3 \) these terms are actually sub leading in \( \hbar \). Therefore, to next to leading order in \( \hbar \) we find

\[
\exp i\tilde{S} = \prod_i \exp \left[ \frac{i\Omega}{\hbar} L_{cl}(\phi_i, \phi_i') \right] \sqrt{\frac{\pi \hbar}{i\Omega \Phi^{(2)}}} \left( 1 - i \frac{\hbar^2}{32\Omega} \Phi^{(4)} - i \frac{5\hbar}{192\Omega} \Phi^{(3)} \right).
\]

For the interaction that we were considering previously we have

\[
\Phi^{(2)} = \frac{-1}{a^2 - 6a\lambda\phi'},
\]

\[
\Phi^{(3)} = \frac{6\lambda}{a^2 (a - 6\lambda\phi')^3},
\]

\[
\Phi^{(4)} = \frac{-108\lambda^2}{a^3 (a - 6\lambda\phi')^5},
\]

\[
\exp i\tilde{S} = \prod_i \exp \left[ \frac{i\Omega}{\hbar} L_{cl}(\phi_i, \phi_i') \right] \sqrt{\frac{\pi \hbar}{i\Omega \Phi^{(2)}}} \left( 1 + i \frac{69\hbar}{16\Omega} \frac{\lambda^2}{a - 6\lambda\phi'} \right).
\]

If we then expand this about small \( \lambda \) we find

\[
\tilde{L} = \frac{a^2}{2} \phi'^2 - \frac{a^2}{2} (\partial_i \phi)^2 - \lambda a\phi'^3 + \frac{i\hbar}{\Omega} \left( 3\lambda \frac{\phi'}{a} + 9\frac{\lambda^2}{a} \frac{\phi'^2}{a^2} \right) + O \left( \lambda^3 \right).
\]

where we have dropped a field independent term that just gets absorbed into the numerical constant \( N \) that we ignore anyway. The factor of \( \Omega^{-1} \), the reciprocal of the space-time volume element may be written as the divergent distribution \( \delta^4(0) \), so

\[
\tilde{L} = \frac{a^2}{2} \phi'^2 - \frac{a^2}{2} (\partial_i \phi)^2 - \lambda a\phi'^3 + i\hbar\delta^4(0) \left( 3\lambda \frac{\phi'}{a} + 9\frac{\lambda^2}{a} \frac{\phi'^2}{a^2} \right) + O \left( \lambda^3 \right).
\]

Note that the new interactions, in general, appear with a divergent factor of \( \delta^4(0) \). In this sense, the wavefunction of the universe can be calculated in the so-called path integral formulation by only following the Feynman recipe

\[
\langle \phi', \eta | \phi, \eta \rangle = N \int_{\phi} D\phi \ exp \left[ i \int d\eta dx \ S(\phi(x, \eta), \phi'(x, \eta)) \right] + \delta^4(0) \text{ terms}.
\]

We will show, in section 4.4, that the \( \delta^4(0) \) terms cancel with other divergent terms that arise due to the derivatives on the propagator.
As a consistency check, let us compare the result of the wavefunctional approach for the trispectrum of $\lambda \phi^3$ theory with that of the canonical approach. While it is more straightforward to directly use eq. (A.39) to calculate the trispectrum, for pedagogical purposes, we continue with the diagrammatic approach introduced in appendix B. First of all, using eq. (B.10), we get

$$T(k_1, k_2, k_3, k_4) = 2 \prod_{a=1}^{4} \phi_{k_a}(\eta_0) \phi_{k_a}^*(\eta_0)$$

$$\times [\text{Re} \psi_4(k_1, k_2, k_3, k_4) - \phi_s(\eta_0) \phi_s^*(\eta_0) \text{Re} \psi_3(k_1, k_2, k_4) \text{Re} \psi_3(k_3, k_4, k_1) - t - u]. \quad (4.39)$$

Now, using Feynman rules introduced there, we find

$$\psi_4(k_1, k_2, k_3, k_4) = 9 \lambda^2 \int_{-\infty}^{0} d\eta d\eta' a(\eta) a(\eta') K'_{k_1}(\eta) K'_{k_2}(\eta) K'_{k_3}(\eta') K'_{k_4}(\eta') \partial_{\eta \eta'} G(s, \eta, \eta') + 23 \text{ perms.}$$

$$\psi_3(k_1, k_2, k_3) = 3! i\lambda \int_{-\infty}^{0} d\eta a(\eta) K'_{k_1}(\eta) K'_{k_2}(\eta) K'_{k_3}(\eta)$$

$$\times \phi_{k_4}(\eta) \phi_{k_5}(\eta) \phi_{k_6}(\eta) \phi_{k_7}(\eta) \partial_{\eta \eta} G(s, \eta, \eta') + 23 \text{ perms.} \quad (4.40)$$

where $s = |k_{12}|$. Similarly the 3-point wavefunction coefficient is given by

$$\psi_3(k_1, k_2, k_3) = -3! i\lambda \int_{-\infty}^{0} d\eta a(\eta) K'_{k_1}(\eta) K'_{k_2}(\eta) K'_{k_3}(\eta)$$

$$\times \phi_{k_4}(\eta) \phi_{k_5}(\eta) \phi_{k_6}(\eta) \phi_{k_7}(\eta) \partial_{\eta \eta} G(s, \eta, \eta') + 23 \text{ perms.} \quad (4.41)$$

$$\psi_3(k_1, k_2, k_3) = -3! i\lambda \int_{-\infty}^{0} d\eta a(\eta) K'_{k_1}(\eta) K'_{k_2}(\eta) K'_{k_3}(\eta)$$

$$\times \phi_{k_4}(\eta) \phi_{k_5}(\eta) \phi_{k_6}(\eta) \phi_{k_7}(\eta) \partial_{\eta \eta} G(s, \eta, \eta') + 23 \text{ perms.} \quad (4.42)$$

In this case the combinatorial factors appear somewhat differently, the factor $9\lambda^2$ in the 4-point function comes from the derivative of the Lagrangian. So $T$ is

$$T(k_1, k_2, k_3, k_4) = T_4(k_1, k_2, k_3, k_4) + T_5(k_1, k_2, k_3, k_4)$$

where

$$T_4(k_1, k_2, k_3, k_4) = -9 \lambda^2 \text{Re} \left[ \phi_{k_1}(\eta_0) \phi_{k_2}(\eta_0) \phi_{k_3}(\eta_0) \phi_{k_4}(\eta_0) \right.$$

$$\times \int_{-\infty}^{0} d\eta d\eta' a(\eta) a(\eta') \phi'^*_{k_1}(\eta) \phi'^*_{k_2}(\eta) \phi'^*_{k_3}(\eta') \phi'^*_{k_4}(\eta') \partial_{\eta \eta'} G(s, \eta, \eta') \left. \right] + 23 \text{ perms.} \quad (4.43)$$

and noting that $\text{Re}(x) \text{Re}(x) = x^2 + x^2 + 2xx^* = 2\text{Re}(x^2 + xx^*)$, we find

$$T_5(k_1, k_2, k_3, k_4) = -9 \lambda^2 \frac{2}{2} \text{Re} \left[ \phi'^*_{k_1}(\eta_0) \phi'^*_{k_2}(\eta_0) \phi'^*_{k_3}(\eta_0) \phi'^*_{k_4}(\eta_0) \right.$$

$$\times \int_{-\infty}^{0} d\eta a(\eta) \phi_{k_1}(\eta) \phi_{k_2}(\eta) \phi_{k_3}(\eta) \phi_{k_4}(\eta) + \phi_{k_1}(\eta) \phi_{k_2}(\eta) \phi_{k_3}(\eta) \phi_{k_4}(\eta) \partial_{\eta \eta'} G(s, \eta, \eta') \] + 23 \text{ perms.} \quad (4.44)$$
The reason for the extra factor 1/2 in the above equation is a bit nuanced. Note that every $\psi_3$ comes in 6 permutations. Combining two $\psi_3$ in $s, t, u$ channels equals to all permutations of $k_1, k_2, k_3$ and $k_4$ times a factor of 9/2. Note that $3! \times 3! \times 3 = 9/2 \times 4!$. In this theory

$$G(s, \eta, \eta') = \Delta_F - \phi^*(\eta)\phi^*(\eta')\frac{\phi(\eta)}{\phi^*(\eta)}$$

(4.45)

there is some cancellation between terms with $\phi_s/\phi_s^*$. Therefore,

$$T(k_1, k_2, k_3, k_4) = -9\lambda^2 \text{Re} [\phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}(\eta_0)\phi_{k_4}(\eta_0)$$

$$\times \int_{-\infty}^{0} d\eta d\eta' a(\eta)a(\eta') \phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta')\phi_{k_4}(\eta') \partial_\eta \partial_\eta' \Delta_F(s, \eta, \eta')$$

$$- \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}^*(\eta_0)\phi_{k_4}^*(\eta_0)$$

$$\times \int_{-\infty}^{0} d\eta a(\eta)\phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta)\phi_{k_4}^*(\eta) \int_{-\infty}^{0} d\eta' a(\eta')\phi_{k_3}^*(\eta')\phi_{k_4}(\eta') \phi_{s}^*(\eta') $$

$$+ 23 \text{ perms.}$$

(4.46)

The propagator, $\Delta_F$, in eq. (4.46) is defined in the same way as the standard Feynman propagator (except with different mode-functions)

$$\Delta_F = \phi(\eta)\phi^*(\eta')\theta(\eta - \eta') + \theta(\eta' - \eta)\phi(\eta')\phi^*(\eta).$$

(4.47)

Notice that here we encounter derivatives of the propagator whereas in the in-in formalism, section 3, we encountered time ordered products of derivatives of the fields. These two are related to each other according to

$$\partial_\eta \partial_\eta' \Delta_F(\eta, \eta') = \langle 0|T(\phi'(|\eta\rangle|\phi'(|\eta'|)|0) + ia^{-2}(\eta) \delta(\eta - \eta'),$$

(4.48)

details in appendix D. This delta function generates what looks like a contact interaction as it removes one of the time integrals so we can define

$$T(k_1, k_2, k_3, k_4) = T_{\text{exch.}}(k_1, k_2, k_3, k_4) + T_{\text{cont.}}(k_1, k_2, k_3, k_4)$$

(4.49)

where

$$T_{\text{exch.}}(k_1, k_2, k_3, k_4) = -9\lambda^2 \text{Re} \left[\phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}(\eta_0)\phi_{k_4}(\eta_0)$$

$$\times \int_{-\infty}^{0} d\eta d\eta' a(\eta)a(\eta') \phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta')\phi_{k_4}(\eta') \langle 0|T(\phi'(|\eta\rangle|\phi'(|\eta'|)|0)$$

$$- \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}^*(\eta_0)\phi_{k_4}^*(\eta_0)$$

$$\times \int_{-\infty}^{0} d\eta a(\eta)\phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta)\phi_{k_4}^*(\eta) \int_{-\infty}^{0} d\eta' a(\eta')\phi_{k_3}^*(\eta')\phi_{k_4}(\eta') \phi_{s}^*(\eta') $$

$$+ 23 \text{ perms.}$$

(4.50)

and

$$T_{\text{cont.}}(k_1, k_2, k_3, k_4) =$$

$$\text{Re} \left[-9i\lambda^2 \phi_{k_1}(\eta_0)\phi_{k_2}(\eta_0)\phi_{k_3}(\eta_0)\phi_{k_4}(\eta_0) \int_{-\infty}^{0} d\eta a^2(\eta)\phi_{k_1}^*(\eta)\phi_{k_2}^*(\eta)\phi_{k_3}^*(\eta)\phi_{k_4}^*(\eta) + 23 \text{ perms} \right]$$

(4.51)
By direct comparison with the results in section 3 (equations (3.41) to (3.43)) it is straight-
forward to see that
\[ T_{\text{exch}} = T_3, \quad T_{\text{cont}} = T_4. \] (4.52)

Therefore, we can see that contributions that were generated by the three point interactions
in the in-in formalism are the result of a combination of the three and four point wavefunction
coefficients whilst the additional contact piece that is generated by the proper treatment of
the Hamiltonian corresponds to a contribution that arises in the wavefunction method due
to taking derivatives of the propagator and the two methods generate identical results, as
expected.

### 4.4 Divergent corrections: position space

Up to now, we omitted the divergent corrections to the effective interaction Lagrangian.
Keeping them, we find, using the methodology explained in appendix A and B,
\[
\Psi[\phi_0(x)] \propto \exp \left( -\frac{i\lambda}{2} \int d^4 x d^4 y \frac{G(x,y)J(x)J(y)}{a} \right) \bigg|_{J=0}.
\] (4.53)

Where \( \bar{\phi} \) is the background solution,
\[
\bar{\phi}(x, \eta) = \int d^3 x' K(x, x', \eta) \phi_0(x').
\] (4.54)

First we look at the terms that are linear in \( \bar{\phi} \) within the exponential,
\[
\psi_1(x') = 3i\lambda \int d^4 x K'(x', x, \eta) \times \left[ \frac{i\delta^4(0)}{a} - \int d\eta' \delta(\eta - \eta') a \partial_{\eta'} \frac{\delta}{\delta J} \delta J \right] \exp \left( -\frac{1}{2} \int d^4 y d^4 z \frac{G(y,z)J(y)J(z)}{a} \right) \bigg|_{J=0}.
\] (4.55)

Where we introduced the additional integral over \( \eta' \) so that the second derivative doesn’t act
on both \( \frac{\delta}{\delta J} \)'s. We can straightforwardly perform the integral to remove the delta function
which leaves us with
\[
\partial_{\eta'} G(x, \eta', x, \eta) \bigg|_{\eta' = \eta} = \partial_{\eta} G(x, \eta, x, \eta).
\] (4.56)

Therefore, if we want to remove the derivatives on the Green’s function it is necessary to
perform integration by parts before performing the integral over \( \eta' \) which will result in derivatives
of the delta function. Such derivatives are typically dealt with by integrating by parts,
thereby returning the original expression with derivatives on the Green’s function and we
We can calculate and the Feynman rules give

\[ \partial_{\eta'} G(x, x') = i a^{-2} \delta^4(x - x') + \int d^3y \left( \phi'(\eta, y) \phi'^*(\eta', x - x' - y) \theta(\eta - \eta') + \phi'^*(\eta, y) \phi'(\eta', x - x' - y) \theta(\eta' - \eta) - \phi'^*(\eta, y) \phi'^*(\eta', x - x' - y) \right). \]  

(4.57)

It is this delta function that will be important in this section so to simplify the discussion we introduce a label for the remaining term,

\[ \partial_{\eta'} G(x, x') = \Xi(x, x') + i a^{-2} \delta^4(x - x'). \]  

(4.58)

This delta function cancels with the \( \delta^4(0) \) that arises due to the new term in the effective action to give

\[ \psi_1(x') = -3i \lambda \int d^4x K'(x', x, \eta) a \Xi(x, x). \]  

(4.59)

It is straightforward to see, from eq. (4.57), that \( \Xi(x, x) \) does not depend on \( x \) and so the \( x \) integral gives

\[ \psi_1(x') = -3i \lambda \int d\eta a \Xi(x, x) \int d^3x K'(x', x, \eta) = -3i \lambda \int d\eta a \Xi(x, x) \int d^3k K^*_k(\eta) \delta^3(k) = -3i \lambda \int d\eta \Xi(x, x) K^*_0(\eta) = 0. \]  

(4.60)

We can equivalently perform this calculation by organising these terms as Feynman diagrams in perturbation theory by including new vertices with divergent vertex factors. In particular, up the third order in lambda, we must introduce three new vertices, shown in figure 1. For the sake of clarity, here, we distinguish divergent vertices showing them with bullets instead of the squares used for the standard vertices. For example, \( \psi_1(x) \) gets contributions from two different diagrams depicted in figure 2. Using these Feynman rules we find an identical result to before,

\[ \psi_1(x) = \psi^*_1 + \psi^*_1 \]

\[ = -3\lambda \int d^4x' K'(x, x', \eta') \left( \delta^4(0)a^{-1}(\eta') + ia(\eta') \partial_{\eta'} G(x', \eta, x', \eta') \right) \bigg|_{\eta' = \eta} \]  

(4.62)

\[ = -3i \lambda \int d^4x' K'(x, x', \eta') a \Xi(x', x') = 0. \]  

(4.63)

We can calculate \( \psi_2 \) in the same fashion. The associated Feynman diagrams appear in figure 3 and the Feynman rules give

\[ \psi_2(x_1, x_2) = \psi^*_2 + \psi^*_2 = -9\lambda^2 \delta^4(0) \int d^4x a^{-2}(\eta) K'(x_1, x, \eta) K'(x_2, x, \eta) \]

\[ + (3i \lambda)^2 \int d^4x d^4x'a(\eta) a(\eta') \partial_{\eta'} G(x, x') \partial_{\eta'} G(x', x) K'(x_1, x, \eta) K'(x_2, x', \eta') \]

\[ = -9\lambda^2 \left( \int d^4x d^4x'a(\eta) a(\eta') \Xi(x, x') \Xi(x', x) K'(x_1, x, \eta) K'(x_2, x', \eta') \right) \]

\[ + 2i \int d^4x \Xi(x, x) K'(x_1, x, \eta) K'(x_2, x, \eta) \]  

(4.64)
Figure 1: Figure showing the divergent vertices in the wavefunction of the universe for the interaction $\lambda \phi^3$ up to second order in $\lambda$.

\[
\bullet - - - - - - = -3\lambda \delta^4(0) \int a^{-1}(\eta) d^4x \\
- - - - - - \bullet = -9\lambda^2 \delta^4(0) \int a^{-2}(\eta) d^4x \\
- - - - - - = -18\lambda^2 \delta^4(0) \int a^{-2}(\eta) d^4x
\]

Figure 2: Feynman diagrams associated with $\psi_1(x)$.

Figure 3: Feynman diagrams associated with $\psi_2(x_1, x_2)$.

where once again the divergent vertex contribution has canceled and we are left only with $\Xi(x, x')$ which will, as in the non-loop case, return the same expression as the in-in calculation.

A brief comment about these loops is in order. Due to the calculation of these results in real as apposed to momentum space the loop in the diagram does not introduce an additional integral, this is exactly the way that loops function in flat space amplitude calculations but may be unfamiliar to readers who have only performed calculations in momentum space. It is non-trivial and exciting that the divergent terms in the effective Hamiltonian density necessary to cancel divergent terms in the propagator arise automatically. The same cancellation is seen but less known in flat space QFT [31, 32].

This cancellation appears identically in momentum space, and also extends to arbitrarily complex theories as long as we restrict ourselves to single loops, we show this in appendix E along side a complete expansion of all the terms in the path integral for the
theory discussed here as an explicit demonstration of the procedure defined in appendix A in order to illuminate the process and directly connect it to the Feynmann diagram calculation.

4.5 Other interactions

Up until this point, we have only considered single derivative interactions of a single field, but two additional cases deserve comment. The first of these are interactions involving more than one field. In flat space, we can integrate them by parts and use the equations of motion to move all derivatives onto one of the fields. However, as was noted in section 4.4, when a propagator joins one vertex to itself, it is not possible to integrate the expression by parts to remove the derivatives from Green’s function. Similarly, where we have a loop that joins two vertices together, attempting to integrate the expression by parts will move the derivatives over one of the Green’s functions to the other, and so the source of the divergence will appear different in this case, but if we are considering the same diagram, then the divergence will be the same. We could equivalently have integrated the action by parts to change the vertices that appear. However, this will generally introduce boundary terms to the action, complicating the calculation, so we do not consider this approach here. The expectation is that, even though the diagrams that contribute to the final result will be different, the final cancellation of these divergences will remain unchanged.

The second extension that we must consider are interactions with more than one derivative acting on a single field which was identified in [33] to be important in the effective field theory of inflation.\footnote{In this paper, they integrate the interaction terms by parts to show that there are a limited number of shapes that this interaction can take, but one should note that integration by parts in time may introduce non-vanishing boundary terms.} For such terms, the calculation of the interaction Hamiltonian for the in-in formalism has been well-studied and requires introducing additional momenta for each higher derivative [34, 35]. However, this approach is problematic in the wavefunction of the universe method. That is because the contribution from the interactions does not cancel to the lowest order in the perturbations, so it introduces additional path integrals. Therefore, we leave such considerations to future work. An alternative approach to this problem, as considered in [36], is to eliminate these higher derivative interactions using a field redefinition. To linear order in perturbation theory, we could do this simply by using the equations of motion; however, this is not possible beyond linear order, [37], and so it is necessary to find an appropriate field redefinition, for example, to second-order the Lagrangian is

$$L\left[\phi + \lambda f(\phi^{(i)})\right] = L[\phi] + \lambda f \sum \frac{1}{d_f} \delta L}{\delta \phi^{(i)}} + \lambda^2 \sum f^{(i)} f^{(j)} \frac{\delta^2 L}{\delta \phi^{(i)} \delta \phi^{(j)}}. \quad (4.65)$$

Where it is necessary to integrate the first term by parts, this is ok as the boundary terms this produces are assumed to vanish when deriving the equations of motion. By fixing the terms in $f$, it should be possible to ensure that this term does not have any derivatives higher than 1. As an illustrative example, we do this for the theory with interaction Lagrangian $\lambda \phi^{n3}$ in appendix F. It appears to be possible for all theories involving higher derivatives, although the authors are not aware of proof of this fact, and such a proof is beyond the scope of this work. Having eliminated these higher derivatives, it is possible to proceed with either the wavefunction of the universe or in-in method to calculate correlators to arbitrary order in perturbation theory.
5 Conclusions and outlook

In this paper, we presented a systematic prescription for calculating cosmological correlation functions for models with derivative coupling. We elaborated on the calculation of the wavefunction of the universe and compared the resulting correlators with those calculated using the “in-in” formalism. In order to do this we first performed the path integral over conjugate momentum to find the effective Lagrangian necessary for the wavefunction of the universe calculation. We then rigorously showed that the effective Lagrangian is the same as the original Lagrangian apart from some terms that generate divergent vertices which cancel with particular divergences in the loop integrals.

As a specific example, we calculated the trispectrum of the scalar fluctuation in the model with a $\lambda\phi'^3$ derivative coupling. We showed that the results found using the path-integral method are entirely consistent with the results from the canonical approach even including the divergent terms because the loop divergences that they cancel similarly don’t appear in the canonical approach due to differences in the behaviour of the propagator. These results generalise to any one loop diagrams but extensions to higher loop diagrams (which are expected to cancel with the higher order in $\hbar$ terms in the expansion of the effective action) are left to future work. It is also possible to generalise to theories involving higher derivatives but this relies on being able to eliminate these derivatives to a given order using an appropriate field redefinition.

In order to perform this comparison it was necessary to develop, for the first time, the “off-shell” version of the in-in formalism which was previously only known on-shell. This development allows for more direct comparisons with off-shell flat space amplitude calculations, a potential avenue for future investigation.

A Path integral formulation: transition probability amplitude

Of particular interest is to find the transition probability between vacuum state at $\eta = -\infty$ to any arbitrary state at $\eta = \eta_0$. As we have established, this is given, after performing the path integral over the conjugate momentum, by

$$ \Psi[\phi_0(x)] = \langle \phi(x, \eta_0)|\Omega \rangle = \int^{\phi_0} \mathcal{D}\phi \exp \left( \frac{i}{\hbar} \mathcal{S}[\phi] \right). $$

(A.1)

Where, $\mathcal{S} = S_0 + S_{\text{int.}} + S_{\text{div.}} = S_0 + \tilde{S}_{\text{int.}}$, (A.2)

and $S_0$ is the quadratic action. As is customary in the path integral formulation of quantum field theory, we perform this calculation perturbatively in powers of coupling constant. We write

$$ \phi(x) = \bar{\phi}(x) + \varphi(x) $$

(A.3)

where $\bar{\phi}(x)$ is the solution of the unperturbed equations of motion,

$$ \frac{\delta L_0}{\delta \bar{\phi}(x)} - \frac{d}{d\eta} \frac{\delta L_0}{\delta \phi'(x)} = \mathcal{O}_x \bar{\phi}(x) = 0, $$

(A.4)
subject to the boundary conditions,
\[ \tilde{\phi}(\eta_0, x) = \phi_0(x), \]  
(\text{A.5})
and
\[ \lim_{\eta \to -\infty} \tilde{\phi}(\eta, x) = 0. \]  
(\text{A.6})

This solution can be expressed as
\[ \tilde{\phi}(\eta, x) = \int d^3x' K(x, \eta, x', \eta_0) \phi_0(x') \]  
(\text{A.7})
where, the so called "bulk-to-boundary" propagator satisfies
\[ \mathcal{O}_x K(x, \eta, x', \eta_0) = 0, \]  
(\text{A.8})
subjected to the following boundary conditions
\[ K(x, \eta_0, x', \eta_0) = \delta^3(x - x'), \]  
(\text{A.9})
\[ \lim_{\eta \to -\infty} \left( 1 - i\epsilon \right) K(x, \eta, x', \eta_0) = 0. \]  
(\text{A.10})

Equivalently, in Fourier space this convolution becomes a product,
\[ \tilde{\phi}(k, \eta) = K_k(\eta, \eta_0) \phi_k(\eta_0) \]  
(\text{A.11})
where
\[ K_k(\eta_0, \eta_0) = 1, \]  
(\text{A.12})
\[ \lim_{\eta \to -\infty} K_k(\eta, \eta_0) = 0. \]  
(\text{A.13})

For a massless scalar field minimally coupled to gravity in dS, this differential equation is
\[ a^2 \tilde{\phi}'' + 2a' a \tilde{\phi}' + a^2 k^2 \tilde{\phi} = 0. \]  
(\text{A.14})

So, the bulk to boundary propagator is given by
\[ K_k(\eta, \eta_0) = \frac{\phi_k^\ast(\eta)}{\phi_k^\ast(\eta_0)} \frac{i + k\eta}{i + k\eta_0} e^{i k(\eta - \eta_0)}. \]  
(\text{A.15})

Where \( \phi_k \propto (i - k\eta)e^{-ik\eta} \) is the mode function that coincides with the Bunch-Davies vacuum for \( \eta \to -\infty \). In terms of this propagator, after integrating the quadratic piece by parts, the effective action is given by
\[ \tilde{S} = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} a^2(\eta_0) K_k(\eta_0) \phi_k(\eta_0) \phi_{-k}(\eta_0) - \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} d\eta \varphi_{-k} \mathcal{O}_{k} \varphi_{k} + \tilde{S}_{\text{int}}. \]  
(\text{A.16})

whilst the path integrand is \( \mathcal{D}\varphi \). To perform this path integral we follow the standard procedure and define the generating functional,
\[ Z_0[J] = \int \mathcal{D}\varphi \exp \left[ -\frac{i}{2\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \varphi_{-k} \mathcal{O}_{k} \varphi_{k} + 2J_k \varphi_{-k} \right]. \]  
(\text{A.17})
To do this path integral we must complete the square, to this we introduce
\[ \tilde{\varphi}_k = \varphi_k + \mathcal{O}_k^{-1} J_k \]  
and require that this new term has the same boundary conditions, i.e.
\[ \mathcal{O}_k^{-1} J_k(\eta_0) = 0 \]  \hspace{1cm} \text{(A.19)}
\[ \lim_{\eta \to -\infty} \mathcal{O}_k^{-1} J_k(\eta) = 0. \]  \hspace{1cm} \text{(A.20)}

These boundary conditions allow us to integrate these terms by parts and so the generating functional can be written as
\[ Z_0[J] = \int \mathcal{D}\varphi \exp \left[ -\frac{i}{\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \hat{\varphi}_k \mathcal{O}_k \hat{\varphi}_k - J_k \mathcal{O}_k^{-1} J_{-k} \right] \]  \hspace{1cm} \text{(A.21)}

The inverse differential operator, \(\mathcal{O}_k^{-1} J_k\) can be defined formally through the Green’s Function, \(G_k\), which satisfies,
\[ \mathcal{O}_k G_k(\eta, \eta') = -i\delta(\eta - \eta') \]  \hspace{1cm} \text{(A.22)}
\[ G_k(\eta_0, \eta') = 0, \]  \hspace{1cm} \text{(A.23)}
\[ \lim_{\eta \to -\infty(1-i\epsilon)} G_k(\eta, \eta') = 0. \]  \hspace{1cm} \text{(A.24)}

This Green’s Function is usually called the “bulk-to-bulk” propagator due to its role in the construction of Feynman diagrams. The inverse differential operator is then
\[ \mathcal{O}_k^{-1} J_k = i \int d\eta' G_k(\eta, \eta') J_k(\eta'). \]  \hspace{1cm} \text{(A.25)}

To perform calculations it is necessary to find this propagator. To start with we integrate eq. (A.22) over the range \(\eta \in [\eta' - \epsilon, \eta' + \epsilon]\), to deduce the following junction conditions,
\[ \lim_{\epsilon \to 0} G_k(\eta' - \epsilon, \eta') - G_k(\eta' + \epsilon, \eta') = 0 \]  \hspace{1cm} \text{(A.26)}
\[ \lim_{\epsilon \to 0} \partial_\eta G_k(\eta' + \epsilon, \eta') - \partial_\eta G_k(\eta' - \epsilon, \eta') = -ia^{-2}(\eta'). \]

In general, the homogeneous equation eq. (A.4) has two independent solutions, \(\phi_{\pm}\) that tend to the usual positive and negative solutions for \(\eta \to -\infty\). In terms of homogeneous solutions, we have
\[ G_k(\eta, \eta') = \begin{cases} 
A^{-}(\eta')\phi_{+}(\eta) + B^{-}(\eta')\phi_{-}(\eta), & \text{for } \eta < \eta' \\
A^{+}(\eta')\phi_{+}(\eta) + B^{+}(\eta')\phi_{-}(\eta), & \text{for } \eta > \eta'. 
\end{cases} \]  \hspace{1cm} \text{(A.27)}

The junction conditions eq. (A.26), imply that
\[ \Delta A(\eta') = \frac{+i a^{-2}(\eta') \phi_{-}(\eta')}{W(\eta')}, \quad \Delta B(\eta') = \frac{-i a^{-2}(\eta') \phi_{+}(\eta')}{W(\eta')} \]  \hspace{1cm} \text{(A.28)}

where \(W(\eta')\) denotes the Wronskian of the homogeneous solutions of eq. (A.4), namely \(\phi_{\pm}\) and \(\Delta A(\eta') = A^{+}(\eta') - A^{-}(\eta')\) and likewise \(\Delta B(\eta') = B^{+}(\eta') - B^{-}(\eta')\). Besides, one finds that the Wronskian of eq. (A.4) is
\[ W(\eta) = \phi_{+}(\eta)\phi'_{-}(\eta) - \phi_{-}(\eta)\phi'_{+}(\eta) = -iH^2\eta^2 = -ia^{-2}(\eta). \]  \hspace{1cm} \text{(A.29)}
By imposing the boundary conditions in eqs. (A.23) and (A.24) we get

\begin{align}
A^-(\eta')\phi_+(-\infty(1-ic)) + B^-(\eta')\phi_-(-\infty(1-ic)) &= 0 \\
A^+(\eta')\phi_+(\eta_0) + B^+(\eta')\phi_-(\eta_0) &= 0
\end{align}

(A.30) (A.31)

We take \( \phi_- = \phi_k(\eta) \) to be the mode function that coincides with the Bunch-Davies vacuum in the \( \eta \to -\infty \) limit. Putting this all together, after some simple algebra, we get

\[
G_k(\eta, \eta') = \phi_k(\eta)\phi_k^*(\eta')\theta(\eta - \eta') + \phi_k^*(\eta)\phi_k(\eta')\theta(\eta' - \eta) - \phi_k^*(\eta)\phi_k^*(\eta')\frac{\phi_k(\eta_0)}{\phi_k^*(\eta_0)}
\]

(A.32)

In terms of the bulk-to-bulk propagator, the generating function is given by

\[
Z_0[J] = \exp\left[ -\frac{1}{2\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta d\eta' J_k(\eta)G_k(\eta, \eta')J_{-k}(\eta') \right] \left/ D\tilde{\varphi} \exp \left[ -i \frac{1}{\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \tilde{\varphi}_{-k} \mathcal{O}_k \tilde{\varphi}_k \frac{d}{dJ} \right] \right. 
\]

(A.33)

Where \( \mathcal{N} \) is the result of the integral over \( \tilde{\varphi} \) and is just some constant. Now consider that, from eq. (A.17), we have

\[
i(2\pi)^3\hbar \frac{d}{dJ} Z_0[J] = \int D\varphi_{-q}(\eta') \exp \left[ -i \frac{1}{\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \varphi_{-k} \mathcal{O}_k \varphi_k + 2J_k \varphi_{-k} \right] \\
i(2\pi)^3\hbar \frac{d}{dJ} Z_0[J] = \int D\varphi_{-q}(\eta') \exp \left[ -i \frac{1}{\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \varphi_{-k} \mathcal{O}_k \varphi_k + 2J_k \varphi_{-k} \right]
\]

(A.34) (A.35)

We now return to the wavefunction, eq. (A.1), which can be written as

\[
\Psi [\phi_k(\eta_0)] = e^{\frac{i}{\hbar} S_B} \int D\varphi \exp \left[ \frac{i}{\hbar} \tilde{S}_{\text{int.}} [\phi_0 + \varphi] \right] \exp \left[ -\frac{1}{2\hbar} \int \frac{d^3k}{(2\pi)^3} d\eta \varphi_{-k} \mathcal{O}_k \varphi_k \right]
\]

(A.36)

where

\[
S_B = \frac{1}{2} \int \frac{d^3k}{(2\pi)^3} a^2(\eta_0)K_k(\eta_0)\phi_k(\eta_0)\phi_{-k}(\eta_0).
\]

(A.37)

From eqs. (A.34) and (A.35) we can express this in terms of \( Z_0[J] \),

\[
\Psi [\phi_k(\eta_0)] = e^{\frac{i}{\hbar} S_B} \exp \left[ \frac{i}{\hbar} \tilde{S}_{\text{int.}} [\phi_0 + i(2\pi)^3\hbar \frac{d}{dJ}] \right] Z_0[J] \bigg|_{J=0}.
\]

(A.38)

Just as in flat space we can work with \( \log Z[J] \) instead of \( Z[J] \) to remove disconnected diagrams from the expression so we have

\[
\Psi^\text{con.} [\phi_k(\eta_0)] = e^{\frac{i}{\hbar} S_B} \exp \left[ \frac{i}{\hbar} \tilde{S}_{\text{int.}} [\phi_0 + i(2\pi)^3\hbar \frac{d}{dJ}] \right] \log Z_0[J] \bigg|_{J=0}.
\]

(A.39)
B \( \phi^3 \) interaction: Feynman rules

It is almost straightforward to apply the machinery developed in the previous section to a theory with kinetic coupling. In particular, we assume the following interaction

\[
\hat{S} \equiv S_{\text{free}} + S_{\text{int}} = - \int d\eta d^3x a^2(\eta) \left( \frac{1}{2} (\partial \phi)^2 + \frac{m^2}{2\eta^2} H^2 \right) - \lambda \int d\eta d^3x a(\eta) \phi^3 \tag{B.1}
\]

The interaction action \( S_{\text{int}} \) can be expanded as

\[
S_{\text{int}}[\phi - i \frac{\delta}{\delta J}] = - \lambda \int d\eta a(\eta) dx \left[ \phi^3 + 3 \phi^2 \left( -i \partial_\eta \frac{\delta}{\delta J} \right) + 3 \phi \left( -i \partial_\eta \frac{\delta}{\delta J} \right)^2 + \left( -i \partial_\eta \frac{\delta}{\delta J} \right)^3 \right] \tag{B.2}
\]

Hence, the wavefunction of the universe can be calculated perturbatively using eq. (A.39) as

\[
\Psi[\phi_0(x)] \propto \exp \left( -i \lambda \int d\eta a(\eta) dx \left[ \phi^3 + 3 \phi^2 \left( -i \partial_\eta \frac{\delta}{\delta J} \right) + 3 \phi \left( -i \partial_\eta \frac{\delta}{\delta J} \right)^2 + \left( -i \partial_\eta \frac{\delta}{\delta J} \right)^3 \right] \right) \tag{B.3}
\]

The wavefunction of the universe in momentum space can be written as the following expansion

\[
\Psi[\phi_0(k)] = \exp \left( - \sum_{n=2}^\infty \frac{1}{n!} \int \prod_{i=1}^n \frac{dq_i}{(2\pi)^3} \psi_n(q_1, \ldots, q_n) \phi\eta_1(\eta_0) \ldots \phi\eta_n(\eta_0) \right). \tag{B.4}
\]

In a similar fashion as in flat-space QFT, using the above definition and eq. (A.39), the Feynman rules, in Fourier space, are

- **General Structure:** for calculating \( \psi_n \) draw a horizontal line — which corresponds to \( \eta_0 \) boundary hyper-surface. Point \( n \) sites on it. Attach a dashed line that denotes a bulk-to-boundary propagator to each site. Now try to glue these lines by appropriate vertices. Perhaps you may need to insert some bulk-to-bulk propagators to do this. Finally, you must take into account all possible permutations of the dashed lines to the \( n \)-sites.

- **Vertices:** there are four different kinds of vertices depending on what kind of outgoing lines are attached to them

\[
\begin{align*}
\text{\huge \rule[0.5mm]{3mm}{3mm} \rule[0.5mm]{3mm}{3mm} = -i\lambda \int d\eta a(\eta)} \\
\text{\huge \rule[0.5mm]{3mm}{3mm} \rule[0.5mm]{3mm}{3mm} = -3i\lambda \int d\eta a(\eta)} \\
\text{\huge \rule[0.5mm]{3mm}{3mm} \rule[0.5mm]{3mm}{3mm} = -3i\lambda \int d\eta a(\eta)} \\
\text{\huge \rule[0.5mm]{3mm}{3mm} \rule[0.5mm]{3mm}{3mm} = -i\lambda \int d\eta a(\eta)}
\end{align*}
\]
The dashed and solid lines correspond to the bulk to boundary propagators and bulk to bulk propagators, respectively. Moreover, for every vertex total momentum must be conserved, so we add a $\delta^3(k_{\text{tot}})$.

- **Propagators**: there is a subtlety here. It must be noted that, for the derivative coupling interaction, for each vertex, we have a time derivative with respect to the vertex time acting on each propagator. In this sense, each bulk-to-boundary propagator appears with a time derivative, and each bulk-to-bulk propagator appears with two time-derivatives

- **Symmetry Factors**: these are calculated just as in flat space. A possible set of rules, [38], for the symmetry factor is
  1. When a propagator starts and ends on the same vertex $\times 2$
  2. When a pair of vertices is connected by $k$ identical propagators $\times k!$
  3. When a vertex can be permuted without affecting the diagram $\times$ permutations
  4. For each “double bubble” (a figure of eight diagram) $\times 2$

The integral must then be divided by the resulting number.

### B.1 Wavefunction of the universe: $\lambda \phi^3$

Having found the Feynman rules, the 3rd order wavefunction coefficients is read from figure 4,

$$\psi_3(q_1, q_2, q_3) = -i \lambda \int d\eta a(\eta) \partial_{\eta} K_{q_1}(\eta) \partial_{\eta} K_{q_2}(\eta) \partial_{\eta} K_{q_3}(\eta) + 6 \text{ perms.} \tag{B.5}$$

$\psi_4$ can, likewise, be read from figure 5,

$$\psi_4(q_1, q_2, q_3, q_4) = \frac{1}{2} (-3i\lambda)^2 \int \int d\eta_1 d\eta_2 a(\eta_1) a(\eta_2) \partial_{\eta_1} K_{q_1}(\eta_1) \partial_{\eta_1} K_{q_2}(\eta_1) \partial_{\eta_2} K_{q_3}(\eta_2) \partial_{\eta_2} K_{q_4}(\eta_2) \partial_{\eta_1} \partial_{\eta_2} G_{|q_1+q_2|}(\eta_2, \eta_1) + 24 \text{ perms.} \tag{B.6}$$

### B.2 N-point functions

Having found $\psi_n$, quantum expectation values of a product of field fluctuations, $\langle \phi^n \rangle$, can be easily found using the following formula

$$\langle \phi^n \rangle = \frac{\int D\phi \, \phi_{k_1} \phi_{k_2} \cdots \phi_{k_n} |\Psi[\phi_0]|^2}{\int D\phi |\Psi[\phi_0]|^2} \tag{B.7}$$
Figure 4: Feynm diagrams associated with $\psi_3(q_1, q_2, q_3)$.

Figure 5: Feynman diagram for the 4-point exchange diagram from the interaction $\lambda \phi^3$.

Figure 6: Feynman diagrams for the boundary theory.

For example, for the first few moments, namely, the power spectrum, bispectrum and trispectrum are

\[ P(k_1, k_2) \equiv \langle \Psi[\phi_0] | \hat{\phi}_{k_1}(\eta_0) \hat{\phi}_{k_2}(\eta_0) | \Psi[\phi_0] \rangle' = \frac{1}{2 \text{Re} \psi_2(k_1)} \tag{B.8} \]

\[ B(k_1, k_2, k_3) \equiv \langle \Psi[\phi_0] | \hat{\phi}_{k_1}(\eta_0) \hat{\phi}_{k_2}(\eta_0) \hat{\phi}_{k_3}(\eta_0) | \Psi[\phi_0] \rangle \]

\[ = - \frac{\text{Re} \psi_3(k_1, k_2, k_3)}{4 \text{Re} \psi_2(k_1) \text{Re} \psi_2(k_2) \text{Re} \psi_2(k_3)} \tag{B.9} \]

\[ T(k_1, k_2, k_3, k_4) \equiv \langle \Psi[\phi_0] | \hat{\phi}_{k_1}(\eta_0) \hat{\phi}_{k_2}(\eta_0) \hat{\phi}_{k_3}(\eta_0) \hat{\phi}_{k_4}(\eta_0) | \Psi[\phi_0] \rangle \]

\[ = - \frac{\text{Re} \psi_4(k_1, k_2, k_3, k_4)}{8 \text{Re} \psi_2(k_1) \text{Re} \psi_2(k_2) \text{Re} \psi_2(k_3) \text{Re} \psi_2(k_4)} \]

\[ + \frac{\text{Re} \psi_3(k_1, k_2, k_12) \text{Re} \psi_3(k_3, k_4, k_12)}{8 \text{Re} \psi_2(k_{12}) \text{Re} \psi_2(k_1) \text{Re} \psi_2(k_2) \text{Re} \psi_2(k_3) \text{Re} \psi_2(k_4)} \] perm. \quad (B.10) \]

Note that the above result can be recast into Feynman rule of a boundary theory — with no time. For example, the diagrams contributing to the trispectrum can be seen in figure 6.

C Propagator and its derivatives

The definition of the time ordered product of a (Bose) field is

\[ T(\phi_1(x)\phi_2(y)) = \theta(x^0 - y^0) \phi_1(x)\phi_2(y) + \theta(y^0 - x^0) \phi_2(y)\phi_1(x) \tag{C.1} \]

By differentiating with respect to the time argument, we find

\[ \partial_\tau T(\phi_1(x)\phi_2(y)) = T(\partial_\tau \phi_1(x)\phi_2(y)) + \delta(x^0 - y^0) [\phi_1(x), \phi_2(y)] \tag{C.2} \]
In particular, we can relate the second derivative to the time order product of the derivatives,
\[
\partial_x \partial_y T(\phi(x)\phi(y)) = T(\partial_x \phi(x) \partial_y \phi(y)) + W(\phi, \phi^* \delta^4(x-y),
\] (C.3)
which, by taking the quantum expectation value, gives rise to the following important identity
\[
\langle T(\partial_x \phi(x) \partial_y \phi(y)) \rangle = \partial_x \partial_y \langle T(\phi(x)\phi(y)) \rangle - i\delta^4(x-y).
\] (C.4)

The expectation value of the time ordered product of two fields in the vacuum is often referred to as the Feynman Propagator,
\[
\langle T(\phi(x)\phi(y)) \rangle = \Delta_F(x-y) = \int d^3k e^{ik(x-y)} \Delta_F(k; \eta_1, \eta_2)
\]
\[
= \int d^3k e^{ik(x-y)} \left[ \theta(\eta_1 - \eta_2) D_>(|k|; \eta_1, \eta_2) + \theta(\eta_2 - \eta_1) D_<(|k|; \eta_1, \eta_2) \right].
\] (C.5)

From which we can read off the Fourier transform of the propagator,
\[
\Delta_F(k; \eta_1, \eta_2) = \theta(\eta_1 - \eta_2) D_>(|k|; \eta_1, \eta_2) + \theta(\eta_2 - \eta_1) D_<(|k|; \eta_1, \eta_2)
\] (C.6)

### C.1 Time order product & equal time commutation relation

The problem with the above discussion is that the Theta function is not a “proper” function in a strict mathematical sense. For the time ordering of the product of two operators, in the limit of two operators calculated at the same time, we define
\[
\lim_{t_1-t_2 \to 0^+} T(\varphi_1(x_1)\varphi_2(x_2)) = \lim_{t_1-t_2 \to 0^-} T(\varphi_1(x_1)\varphi_2(x_2))
\] (C.7)

The above definition is consistent as long as the two operators commute. However, there will be some complications if the two operator do not commute at equal time. As a result, the equal time commutation relation (ETCR) provides a recipe for the analytical continuation of the propagator as
\[
\Delta_F(k; \eta_1, \eta_2) = \begin{cases} \theta(\eta_1 - \eta_2) \phi^*_k(\eta_1)\phi_k(\eta_2) + \theta(\eta_2 - \eta_1) \phi^*_k(\eta_1)\phi_k(\eta_2) & \eta_1 \neq \eta_2, \\ |\phi^*_k(\eta_1)|^2 & \eta_1 = \eta_2. \end{cases}
\] (C.8)

However, even using the above definition, one finds that the derivative of the propagator for equal time is not well-defined. So the main question is that how to cure this problem.

### C.2 Analytical continuation

To consistently define the derivative of the propagator, we propose that before differentiating with respect to time, we must replace the theta function with its analytical continuation
\[
\theta(\eta) = -\frac{1}{2\pi i} \int_{-\infty}^{+\infty} \frac{e^{-is\eta}}{s + i\epsilon} ds.
\] (C.9)

This allows us to define an “off-shell” propagator which, as we shall see below, greatly simplifies calculations of models involving derivative interactions as, unlike with the previous definition, it is possible to directly take derivatives of this propagator
\[
\theta'(\eta) = \lim_{\epsilon \to 0} \frac{1}{2\pi} \int_{-\infty}^{+\infty} \frac{se^{-is\eta}}{s + i\epsilon} ds.
\] (C.10)
This relation is used in [21], which correctly leads to the \( \delta \)-function corrections to the derivative of the propagator. As emphasized in [21] and further demonstrated in section 4.3, this correction, equivalent to a new contact interaction, is crucial to find agreement between the canonical and path-integral formulations. The above relation has a smooth limit for \( \epsilon \to 0 \), so

\[
\theta'(\eta) = \int_{-\infty}^{+\infty} \frac{ds}{2\pi} e^{-is\eta} = \delta(\eta).
\]

(C.11)

In the rest of this section we use this formalism explicitly and show its agreement with conventional (on-shell) propagators rigorously.

### C.3 Minkowski space

As a warm up let us apply our prescription to Minkowski space. Using eq. (C.9), we find the (Feynman) propagator of a massless scalar field in Minkowski space as

\[
\Delta_F(x_1 - x_2) = \int \frac{d^4k}{(2\pi)^4} \frac{ie^{-ik_0(x_1 - x_2)}}{k^2 + i\epsilon}.
\]

(C.12)
in which \( k^2 = |k^2_0 - k^2| \). We call the propagator found via analytical continuation before integrating \( k \), the “off-shell” propagator. Once the integral on \( k_0 \) is taken, we call it an “on-shell” propagator, as we have then enforced the relationship between \( k \cdot k \) and the energy, \( k_0 \). Taking the derivative of the above propagator, we find

\[
\partial_{\eta_1} \partial_{\eta_2} \Delta_F(x_1 - x_2) = \int \frac{d^4k}{(2\pi)^4} \frac{i k_0 k_0 e^{-ik_0(x_1 - x_2)}}{k^2 + i\epsilon}.
\]

(C.13)

This result shows that the Fourier transform of the derivative of the time order product of the field is simply the Fourier transform of that propagator multiplied by \( k^2_0 \)

\[
\partial_{\eta_1} \partial_{\eta_2} \Delta_F(|k|; \eta_1, \eta_2) = \int \frac{dk_0}{2\pi} \frac{i k^2_0 e^{-ik_0(\eta_1 - \eta_2)}}{k^2 + i\epsilon}.
\]

(C.14)

Using Cauchy’s integral theorem is a bit subtle here. For \( \eta_1 > \eta_2 \) we close the contour below, while for \( \eta_2 > \eta_1 \) we should close the contour above (this particular prescription is what defines the Feynman propagator). It must be noted that the above integral does not vanish on the half-circle with an infinitely large radius. The integral on the half-circle is

\[
\int_{C-} \frac{dk_0}{2\pi} e^{-ik_0(\eta_1 - \eta_2)} = -\delta(\eta_1 - \eta_2)
\]

(C.15)

To get to this result, we used the following relation

\[
\int_{C-} \frac{dk_0}{2\pi} e^{-ik_0(\eta_1 - \eta_2)} + \int_{C-}^{+\infty} \frac{dk_0}{2\pi} e^{-ik_0(\eta_1 - \eta_2)} + \int_{-\infty}^{C-} \frac{dk_0}{2\pi} e^{-ik_0(\eta_1 - \eta_2)} = 0.
\]

(C.16)

Putting this all together, we find

\[
\partial_{\eta_1} \partial_{\eta_2} \Delta_F(|k|; \eta_1, \eta_2) = \frac{1}{2} |k| \left[ e^{-ik|\eta_1 - \eta_2|} \theta(\eta_1 - \eta_2) + e^{+ik|\eta_1 - \eta_2|} \theta(\eta_2 - \eta_1) \right] + i\delta(\eta_1 - \eta_2).
\]

(C.17)
Using perturbation theory, one finds

\[ D_>(|k|; \eta_1, \eta_2) = \frac{1}{2|k|} e^{-i|k|(\eta_1 - \eta_2)}, \]  

we find

\[
\partial_{\eta_1} \partial_{\eta_2} \Delta_F(|k|; \eta_1, \eta_2) = \\
\partial_{\eta_1} \partial_{\eta_2} D_>(|k|; \eta_1, \eta_2) \theta(\eta_1 - \eta_2) + \partial_{\eta_1} \partial_{\eta_2} D_<(|k|; \eta_1, \eta_2) \theta(\eta_2 - \eta_1) + i\delta(\eta_1 - \eta_2). \tag{C.19}
\]

This justifies the eq. (125) of [21]. Nevertheless, it is worth emphasizing that the analytical continuation of the Heaviside function provides us with a consistent definition for the derivative of the propagator at \( \eta_1 = \eta_2 \).

A remark is in order here. We showed that via our definition, the derivative of the off-shell propagator is simple in the sense that its Fourier transform is simply the propagator multiplied by a couple of momenta. While there is no disgusting\(^2\) term in the derivative of the off-shell propagator, the on-shell propagator gets a divergent correction term. Now, using eq. (C.3), quite surprisingly, this divergent correction cancels, and we get

\[
\langle \partial_{\eta_1} \varphi(x_1) \partial_{\eta_2} \varphi(x_2) \rangle = \partial_{\eta_1} \partial_{\eta_2} D_>(|k|; \eta_1, \eta_2) \theta(\eta_1 - \eta_2) + \partial_{\eta_1} \partial_{\eta_2} D_<(|k|; \eta_1, \eta_2) \theta(\eta_2 - \eta_1). \tag{C.20}
\]

### C.4 On-shell vs Off-shell calculations

In this section we demonstrate the agreement between the standard in-in calculations using the off-shell propagator, eq. (C.8), and the calculation using the off-shell propagator, eq. (C.14). To do this we begin by performing a sample calculation in Minkowski space for a theory involving the following interaction Lagrangian,

\[
\mathcal{L}_{\text{int.}} = -\lambda \phi^3. \tag{C.21}
\]

To allow for easier comparison to cosmology, we calculate the quantum expectation value of a product of four scalar fields at some time \( \eta_0 \), namely \( \langle \phi_{k_1}(\eta_0) \phi_{k_2}(\eta_0) \phi_{k_3}(\eta_0) \phi_{k_4}(\eta_0) \rangle \). Using perturbation theory, one finds

\[
\langle \phi_{k_1}(\eta_0) \phi_{k_2}(\eta_0) \phi_{k_3}(\eta_0) \phi_{k_4}(\eta_0) \rangle \supset \frac{-\lambda^2}{2} \phi_{k_1}(\eta_0) \phi_{k_2}(\eta_0) \phi_{k_3}(\eta_0) \phi_{k_4}(\eta_0) \iint d\eta_1 d\eta_2 \hat{\phi}_{k_1}^*(\eta_1) \hat{\phi}_{k_2}^*(\eta_1) \hat{\phi}_{k_3}^*(\eta_2) \hat{\phi}_{k_4}^*(\eta_2) \langle T \hat{\varphi}_s(\eta_1) \hat{\varphi}_s(\eta_2) \rangle \tag{C.22}
\]

where \( s = |k_1 + k_2| \). Now, using eq. (C.4), the integral in the above equation can be written as

\[
\iint d\eta_1 d\eta_2 \hat{\phi}_{k_1}^*(\eta_1) \hat{\phi}_{k_2}^*(\eta_1) \hat{\phi}_{k_3}^*(\eta_2) \hat{\phi}_{k_4}^*(\eta_2) \langle T \hat{\varphi}_s(\eta_1) \hat{\varphi}_s(\eta_2) \rangle = \\
\iint d\eta_1 d\eta_2 \hat{\phi}_{k_1}^*(\eta_1) \hat{\phi}_{k_2}^*(\eta_1) \hat{\phi}_{k_3}^*(\eta_2) \hat{\phi}_{k_4}^*(\eta_2) \left[ \partial_{\eta_1} \partial_{\eta_2} \langle T \varphi_s(\eta_1) \varphi_s(\eta_2) \rangle - i\delta(\eta_1 - \eta_2) \right]. \tag{C.23}
\]

The integral of the second term in the brackets is straightforward, so we focus on the integral of the former,

\[
I = \iint_{-\infty}^{\eta_0} d\eta_1 d\eta_2 \hat{\phi}_{k_1}^*(\eta_1) \hat{\phi}_{k_2}^*(\eta_1) \hat{\phi}_{k_3}^*(\eta_2) \hat{\phi}_{k_4}^*(\eta_2) \partial_{\eta_1} \partial_{\eta_2} \langle T \varphi_s(\eta_1) \varphi_s(\eta_2) \rangle \tag{C.24}
\]

---

\(^2\)Coleman calls this term “disgusting” in his QFT lecture notes!
It must be noted that the time integrals are calculated — by a Wick rotation — along a slightly deformed contour $\eta \to \eta(1 - i\epsilon)$. We use the following mode function for the scalar field

$$\phi_k(\eta) = \frac{1}{\sqrt{2k}} e^{-ik\eta} \quad (C.25)$$

### C.4.1 Off-shell propagator

In this section, we use the off-shell propagator defined in eq. (C.13). More or less like the standard QFT, we first perform time integral, and then integrate over $k_0$. We therefore have

$$I = \frac{1}{4}\sqrt{k_1 k_2 k_3 k_4} \int \frac{dE}{2\pi} \frac{iE^2}{E^2 - s^2 + i\epsilon} \int_{-\infty}^{\eta_0} d\eta_1 d\eta_2 e^{iE_L\eta_1} e^{iE_R\eta_2} e^{-iE(\eta_1 - \eta_2)} \quad (C.26)$$

in which $E_L = k_1 + k_2$ and $E_R = k_3 + k_4$. So

$$I = \frac{i}{4}\sqrt{k_1 k_2 k_3 k_4} e^{iE_T\eta_0} \int \frac{dE}{2\pi} \frac{1}{(E^2 - s^2 + i\epsilon)} \frac{1}{(E + E_R(1 - i\epsilon))(E - E_L(1 - i\epsilon))} \quad (C.27)$$

The above integral can be calculated using Cauchy’s integral theorem. By closing the contour above and noting that the integral on $C_+$ is vanishing, we find

$$I = \frac{1}{4}\sqrt{k_1 k_2 k_3 k_4} e^{iE_T\eta_0} \frac{sE_T + 2E_L E_R}{2E_T(E_L + s)(E_R + s)} \quad (C.28)$$

where $E_T = E_L + E_R$. Note that one gets the same result if uses the contour passing below the real axis.

### C.4.2 On-shell propagator

Using on-shell propagator, eq. (C.19), we have

$$I = \frac{1}{4}\sqrt{k_1 k_2 k_3 k_4} \times$$

$$\left[ \int_{-\infty}^{\eta_0} d\eta_1 e^{i(E_L - s)\eta_1} \int_{-\infty}^{\eta_1} d\eta_2 e^{i(E_R + s)\eta_2} + \int_{-\infty}^{\eta_0} d\eta_2 e^{i(E_R - s)\eta_2} \int_{-\infty}^{\eta_2} d\eta_1 e^{i(E_L + s)\eta_1} \right] + i \int_{-\infty}^{\eta_0} d\eta_1 e^{iE_T\eta_1} \quad (C.29)$$

Again by pushing the integral contour slightly upward to $\eta \to \eta(1 - i\epsilon)$, one gets

$$I = \frac{1}{4}\sqrt{k_1 k_2 k_3 k_4} \left[ \frac{s}{2} \left( \frac{-i e^{iE_T\eta_0}}{E_T} - \frac{i}{E_R + s} - \frac{i e^{iE_T\eta_0}}{E_T} - \frac{-i}{E_L + s} \right) + \frac{-i e^{iE_T\eta_0}}{E_T} \right]$$

$$= \frac{1}{4}\sqrt{k_1 k_2 k_3 k_4} e^{iE_T\eta_0} \frac{sE_T + 2E_L E_R}{2E_T(E_L + s)(E_R + s)} \quad (C.30)$$

which agrees with the off-shell propagator’s result, eq. (C.28).
\section*{D Propagators in the inflationary background}

In the inflationary background, we expand the scalar perturbations as
\begin{equation}
\phi(x) = \int \frac{d^3k}{(2\pi)^3} e^{ik\cdot x} \left[ \phi_k(\eta) a_k + \phi_k^*(\eta) a_k^\dagger \right] \tag{D.1}
\end{equation}
in which
\begin{equation}
\phi_k(\eta) = \frac{H}{\sqrt{2k^3}} (-i + k\eta) e^{-i\eta}, \tag{D.2}
\end{equation}
The corresponding propagator is
\begin{equation}
\langle T \varphi(x)\varphi(x') \rangle = \theta(\eta - \eta') \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} \phi_k(\eta)\phi_k^*(\eta') + \theta(\eta' - \eta) \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} \phi_k^*(\eta)\phi_k(\eta') \tag{D.3}
\end{equation}
Using eq. (C.9) and introducing a new integral variable \( E = k + s \) in the first integral and \( E = -k - s \) in the second, we get
\begin{equation}
\langle T \varphi(x)\varphi(x') \rangle = \int \frac{d^4k}{(2\pi)^4} e^{-ik(x-x')} \frac{H^2 (i(k^2 + E\eta') - E(\eta - \eta'))}{k^2(k^\mu k_\mu - i\epsilon)} \tag{D.4}
\end{equation}
where \( k^\mu k_\mu = E^2 - k^2 \). Now, let us investigate the time derivative of this propagator. After some algebra, we find
\begin{equation}
\partial_\eta \partial_{\eta'} \langle T \varphi(x)\varphi(x') \rangle = \int \frac{d^4k}{(2\pi)^4} e^{ik(x-x')} \frac{H^2 (i(k^2 + E\eta') - E(\eta - \eta'))}{k^2(k^\mu k_\mu - i\epsilon)} \tag{D.5}
\end{equation}
By integrating on \( k_0 \), using Cauchy’s integral theorem, over the closed half circle above for \( \eta > \eta' \), and on a closed half circle below for the \( \eta < \eta' \), we have therefore
\begin{equation}
\partial_\eta \partial_{\eta'} \langle T \varphi(x)\varphi(x') \rangle = \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} H^2 \eta' \left[ \frac{k}{2} e^{-i(k\eta - \eta') \theta(\eta - \eta) + \frac{k}{2} e^{i(k\eta - \eta') \theta(\eta' - \eta)} \right] - \mathcal{I}_{C\pm} \tag{D.6}
\end{equation}
where
\begin{equation}
\mathcal{I}_{C\pm} = \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} \int_{C\pm} \frac{dE H^2 (i(k^2 + E\eta)(-i + E\eta') - iE^2(\eta - \eta') + i)}{k^2(k^\mu k_\mu - i\epsilon)} \nonumber \\
\simeq \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} \int_{C\pm} \frac{dE H^2 e^{-iE(\eta - \eta')}(ik^2 \eta' - E(\eta - \eta') - i)}{k^2} \tag{D.7}
\end{equation}
Since the integrand in the above equation is analytic in the entire \( E \)-plane, its integral over a closed loop is zero. As a result,
\begin{equation}
\mathcal{I}_{C\pm} = - \int \frac{d^3k}{(2\pi)^3} e^{ik(x-x')} H^2 \times \nonumber \\
\left[ i \int_{-\infty}^{\infty} \frac{dE}{2\pi} e^{-iE(\eta - \eta')} \eta' + \frac{1}{k^2} \left( \eta - \eta' \right) \int_{-\infty}^{\infty} \frac{dE}{2\pi} e^{-iE(\eta - \eta')} - i \int_{-\infty}^{\infty} \frac{dE}{2\pi} e^{-iE(\eta - \eta')} \right]. \tag{D.8}
\end{equation}
Now, by using the following identity
\[
\int_{-\infty}^{+\infty} \frac{dk}{2\pi} e^{-ikx} = \delta(x),
\]
we get
\[
\mathcal{I}_{C_{\pm}} = -\delta^3(x - x') \times \left[ i a^{-2}(\eta) \delta(\eta - \eta') + \frac{H^2}{k^2} \left( -i(\eta - \eta') \frac{\partial}{\partial \eta} \delta(\eta - \eta') - i\delta(\eta - \eta') \right) \right].
\]
(Integrating by parts, it can be seen that the term in the parenthesis vanishes, so
\[
\mathcal{I}_{C_{\pm}} = -i a^{-2}(\eta) \delta^4(x - x').
\]
Putting this all together, the time derivative of the propagator is found as
\[
\frac{\partial}{\partial \eta} \langle T \phi(x) \phi(y) \rangle = \int \frac{d^3k}{(2\pi)^3} e^{i k \cdot (x-y)} \left[ \phi_k(\eta) \phi_k^*(\eta') \theta(\eta - \eta) + \phi_k'(\eta) \phi_k^*(\eta') \theta(\eta' - \eta) \right]
\]
\[+ 2\eta a^{-2}(\eta) \delta^4(x - x').\]

Quite surprisingly, this result does not change if one treats the Heaviside function naively without performing analytical continuation. Henceforth, like the flat space case, using eq. (C.4), we find the propagator — of field derivatives — as
\[
\langle T \partial_\eta \phi(x) \partial_\eta' \phi(y) \rangle = \int \frac{d^3k}{(2\pi)^3} e^{i k \cdot (x-y)} \left[ \phi_k'(\eta) \phi_k^*(\eta') \theta(\eta - \eta) + \phi_k'(\eta) \phi_k^*(\eta') \theta(\eta' - \eta) \right]
\]
\[+ 2\eta a^{-2}(\eta) \delta^4(x - x').\]

**E Divergent corrections: momentum space**

In general we have that
\[
\mathcal{L}[\phi, \phi'] = \frac{\alpha^2}{2} \left( \phi'^2 - k^2 \phi^2 \right) + \lambda \mathcal{L}_{\text{int}}[\phi, \phi']
\]
from which we find the Hamiltonian to be
\[
\mathcal{H}[\phi, \pi] = \frac{\pi^2}{2a^2} + k^2 \frac{\alpha^2}{2} - \lambda \mathcal{L}_{\text{int}} \left[ \phi, \pi \right] + \sum_{n=2}^{\infty} \frac{(-\lambda)^n}{n!} \delta^{n-2} \left( \frac{\delta \mathcal{L}_{\text{int}}}{\delta \phi'} \right)^n.
\]
This therefore gives us the effective action to leading order in \( \hbar \) as
\[
\tilde{\mathcal{L}} = \mathcal{L} + \frac{ih}{2} \delta^4(0) \sum_{n=1}^{\infty} \frac{(-\lambda)^n}{na^{2n}} \left( \frac{\delta^2 \mathcal{L}_{\text{int}}}{\delta \phi'} \right)^n.
\]
Single vertex loop diagrams contribute a divergence of the form
\[
\frac{i\hbar \lambda}{2} \int d\eta \frac{d^3k}{(2\pi)^3} \frac{\delta^2 \mathcal{L}_{\text{int}}}{\delta \phi'^2} \nabla (\mathcal{L}(\eta, \eta'))|_{\eta = \eta'} = i\frac{\lambda}{2} \int d\eta \frac{\delta^2 \mathcal{L}_{\text{int}}}{\delta \phi'^2} \left( \frac{i}{a^2} \delta^4(0) + \int \frac{d^3k}{(2\pi)^3} \mathcal{L}(\eta, \eta') \right)
\]
where we have used that the second derivative of the Green’s function in momentum space is
\[
\partial_{\eta'} \partial_{\eta} G_k(\eta, \eta') = \phi'_-(\eta) \phi'_+(\eta') \theta(\eta - \eta') + \phi'_+(\eta) \phi'_-(\eta') \theta(\eta' - \eta) \tag{E.5}
\]
and we have both performed the trivial integrals over delta functions and used that
\[
\int \frac{d^3 k}{(2\pi)^3} e^{i k \cdot x} = \delta^3(x) \rightarrow \int \frac{d^3 k}{(2\pi)^3} = \delta^3(0). \tag{E.7}
\]

The two vertex single loop diagrams contribute a divergence like
\[
-\frac{\hbar \lambda^2}{4} \int d\eta d\eta' \frac{d^3 k}{(2\pi)^3} \left( \frac{\delta^2 L_{\text{int}}}{\partial \phi'^2} \right)^2 \partial_{\eta' \eta'} G_k(\eta, \eta') \partial_{\eta' \eta'} G_{[k_{L-k}]}(\eta, \eta') \tag{E.8}
\]
\[
-\frac{\hbar \lambda^2}{4} \left[ \int d\eta d\eta' \frac{d^3 k}{(2\pi)^3} \left( \frac{\delta^2 L_{\text{int}}}{\partial \phi'^2} \right)^2 \Xi_k(\eta, \eta') \Xi_{[k_{L-k}]}(\eta, \eta') - \int d\eta \left( \frac{\delta^2 L_{\text{int}}}{\partial \phi'^2} \right)^2 \frac{1}{a^2} \delta^4(0) \right] \tag{E.9}
\]
\[
+i \int d\eta \frac{d^3 k}{(2\pi)^3} \frac{1}{a^2} \left( \frac{\delta^2 L_{\text{int}}}{\partial \phi'^2} \right)^2 \left( \Xi_k(\eta, \eta) + \Xi_{[k_{L-k}]}(\eta, \eta) \right) \tag{E.10}
\]
where \(k_L\) is the sum of the momenta entering the left hand vertex. It is possible to see that both of these terms (as well as higher order connected diagrams with a single loop) will cancel the divergent terms in the effective action. We similarly expect that diagrams with multiple loops will cancel the divergences that appear at higher order in \(\hbar\) the effective action.

As a concrete example consider the theory with interacting Lagrangian \(\phi^3\) including the divergent corrections eq. (4.37), in momentum space we have
\[
\frac{i}{\hbar} \tilde{S}_{\text{int.}}[\phi] = -\frac{i}{\hbar} \int \frac{dk_1}{(2\pi)^6} \frac{dk_2}{(2\pi)^6} \frac{dk_3}{(2\pi)^6} \delta^3(k_1 + k_2 + k_3) \int d\eta \lambda \phi'_1 \phi'_2 \phi'_3
\]
\[
-3\lambda \delta^4(0) \int d\eta \phi'_1(\eta) \int d\eta \phi'_2(\eta) \int d\eta \phi'_3(\eta) \int \frac{dk}{(2\pi)^3} \int \frac{d\eta}{a^2} \frac{\phi'_1(\eta)}{a^2} - 9\lambda^2 \delta^4(0) \int \frac{dk}{(2\pi)^3} \int \frac{d\eta}{a^2} \frac{\phi'_1(\eta)}{a^2} \tag{E.11}
\]
Expanding the exponential to second order in \(\lambda\) and keeping only even derivatives — as when we set \(J = 0\), any odd derivative terms will vanish — we find
\[
\exp \left( \frac{i}{\hbar} \tilde{S}_{\text{int.}} \left[ \phi + i(2\pi)^3 \hbar \frac{d}{d J} \right] \right) = \exp \left( \frac{i}{\hbar} \tilde{S}_{\text{int.}} \left[ \phi \right] \right) \times \left( 1 + 3i(2\pi)^6 \lambda \hbar \int_{k_1} \frac{d\eta}{a_1} \frac{d}{d J_{k_1}} \frac{d}{d J_{k_2}} \frac{d}{d J_{k_3}} - 3\lambda \delta^4(0) \int \frac{d\eta}{a_1} \phi'_k \right)
\]
\[
-9\lambda^2 \delta^4(0) \int \frac{d\eta}{a^2} \phi'_k(\eta) - (2\pi)^6 \hbar^2 \int \frac{d\eta}{a^2} \phi'_k(\eta) \int \frac{d\eta}{a^2} \phi'_k(\eta) \left( -9\phi'_k(\eta) \phi'_k(\eta) \right)
\]
\[
-\frac{\lambda^2}{2} (2\pi)^6 \hbar^2 \int_{k_1} \frac{d\eta}{a_1} \frac{d}{d J_{k_1}} \frac{d}{d J_{k_2}} \frac{d}{d J_{k_3}} \phi'_k(\eta) \phi'_k(\eta) \frac{d}{d J_{k_4}} \phi'_k(\eta) \frac{d}{d J_{k_5}} \frac{d}{d J_{k_6}} \phi'_k(\eta) \phi'_k(\eta)
\]
\[
+\hbar^2 (2\pi)^6 \left[ 623 \delta_{24} \phi'_k(\eta) \phi'_k(\eta) \frac{d}{d J_{k_1}} \frac{d}{d J_{k_2}} \frac{d}{d J_{k_3}} \phi'_k(\eta) \phi'_k(\eta) \frac{d}{d J_{k_4}} \phi'_k(\eta) \frac{d}{d J_{k_5}} \phi'_k(\eta) \frac{d}{d J_{k_6}} \phi'_k(\eta) \right]
\]
\[
+9\delta_{13} \delta_{24} \phi'_k(\eta) \frac{d}{d J_{k_1}} \frac{d}{d J_{k_2}} \frac{d}{d J_{k_3}} \phi'_k(\eta) \phi'_k(\eta) \frac{d}{d J_{k_4}} \phi'_k(\eta) \frac{d}{d J_{k_5}} \phi'_k(\eta) \frac{d}{d J_{k_6}} \phi'_k(\eta)
\]
All the terms with \( J \) derivatives depend on

\[
\frac{d}{dJ_k} \left( \frac{d}{dJ_k} \exp \left[ \frac{-1}{2 \hbar} \int \frac{d^3k}{(2\pi)^3} d\eta d\eta' J_k(\eta) G_k(\eta, \eta') J_{-k}(\eta') \right] \right) \bigg|_{J=0} = 0,
\]

\[\frac{1}{\hbar^2 (2\pi)^3} \delta^3(k_1 + k_2) G_{k_1}(\eta_1, \eta_2),\]  

\[\frac{1}{\hbar^2 (2\pi)^3} \delta^3(k_3 + k_4) G_{k_3}(\eta_3, \eta_4) + 2 \text{ perms},\]

\[\frac{1}{\hbar^2 (2\pi)^3} \delta^3(k_1 + k_2 + k_3 + k_4) G_{k_1}(\eta_1, \eta_2) G_{k_3}(\eta_3, \eta_4) G_{k_5}(\eta_5, \eta_6) + 14 \text{ perms}.\]

So the wavefunction is

\[
\exp \left( i \frac{\hbar}{\hbar} \int_{\text{int.}} [\bar{\phi} + i(2\pi)^3 \hbar \frac{d}{dJ}] \right) = \exp \left( i \frac{\hbar}{\hbar} S_{\text{int.}} [\bar{\phi}] \right)
\]

\[
\times \left( 1 - 3i(2\pi)^3 \lambda \int_k d\eta d\eta_1 d\eta_2 \bar{\phi}_{k_1} \delta^3(k_2 + k_3) G''_{k_3}(\eta_1, \eta_2) - 3\lambda \delta^4(0) \int_k \frac{d\eta}{a_1} \bar{\phi}_{k_1} \right)
\]

\[\times \left( \frac{1}{2\hbar} \int \frac{d\eta}{k_{a_1}^2} \left( \bar{\phi}_{k_1} \bar{\phi}_{k_2} + (2\pi)^3 \hbar \int \frac{d\eta_2}{k_{a_2}} \delta^3(k_1 + k_2) G''_{k_2}(\eta_1, \eta_2) \right) \right)
\]

\[- \frac{\lambda^2}{2\hbar} \int_k \frac{d\eta_3 d\eta_4}{k_{a_3}^3} \left( 18 \delta_{24} \bar{\phi}_{k_1} \bar{\phi}_{k_4} + (2\pi)^3 \hbar \int \frac{d\eta_5}{k_{a_5}} \delta^3(k_3 + k_4) G''_{k_5}(\eta_3, \eta_4) \right)
\]

\[+ \frac{9\lambda^2}{2\hbar} \int_k \frac{d\eta_3 d\eta_4}{k_{a_3}^3} \left( 18 \delta_{24} \bar{\phi}_{k_1} \bar{\phi}_{k_4} + (2\pi)^3 \hbar \int \frac{d\eta_5}{k_{a_5}} \delta^3(k_3 + k_4) G''_{k_5}(\eta_3, \eta_4) \right)
\]

\[+ \frac{9\lambda^2}{2\hbar} \int_k \frac{d\eta_3 d\eta_4}{k_{a_3}^3} \left( 18 \delta_{24} \bar{\phi}_{k_1} \bar{\phi}_{k_4} + (2\pi)^3 \hbar \int \frac{d\eta_5}{k_{a_5}} \delta^3(k_3 + k_4) G''_{k_5}(\eta_3, \eta_4) \right) - 15\hbar (2\pi)^3 \delta_{13} \delta_{14}
\]
\[
\begin{align*}
&\times \int d\eta_3 d\eta_4 \delta_{25}\delta_{26}\delta^3(k_1 + k_2)\delta^3(k_3 + k_4)\delta^3(k_5 + k_6)G''_{k_1}(\eta_1, \eta_3)G''_{k_3}(\eta_4, \eta_2)G''_{k_5}(\eta_5, \eta_6) \\
&+ 3i\lambda^2(2\pi)^3\delta^4(0) \int d\eta d\eta_1 a_1 \left(3\tilde{o}^3 k_3 \tilde{o}^3 k_4 \delta^3(k_3 + k_4)G''_{k_1}(\eta_1, \eta_2) \right) \\
&+ 3 \int d\eta_3 \delta_{13} \left[ \tilde{o}^3(k_3 + k_4)G''_{k_2}(\eta_1, \eta_3) \tilde{o}^3 k_4 \right] \\
&+ 3h(2\pi)^3 \int d\eta_4 \delta_{14}\delta^3(k_3 + k_4)G''_{k_1}(\eta_1, \eta_3)G''_{k_5}(\eta_2, \eta_4) \\
&+ \frac{9\lambda^2}{2} \delta^8(0) \int d\eta d\eta_1 a_2 \left( \tilde{o}^3 k_3 + h(2\pi)^3\delta^3(k_3)G''_{k_1}(\eta_1, \eta_2) \right) \tag{E.17}
\end{align*}
\]

Note that the two-loop term contains several permutations that are slightly too complicated to list and not particularly important at this point. We also present these results in a diagrammatic form in figure 7, which is usually the more straightforward way to generate these terms but seeing how they are formed explicitly, at least to this order, is potentially enlightening to some readers. The two-loop term is also split into the two diagrams that represent the distinct perturbations the integral can take in this form as it is easier to represent.

As we have seen previously the new divergent terms that have been introduced due to the derivative interactions cancel with the divergent terms that arise from the \( \delta \)-function in loop diagrams. To see this, first consider the divergent \( O(\lambda) \) terms,

\[
-3\lambda^4(0) \int d\eta d\eta_1 \delta(\eta - \eta') \delta^3(k_3 + k_4) \left( i\alpha^{-2}\delta(\eta - \eta') \right) = 0. \tag{E.18}
\]

At order \( \lambda^2 \) we have several types of terms. The first is the exchange diagram,

\[
\frac{9\lambda^2}{2h} (2\pi)^3 \left( \int d\eta \int d\eta_1 \tilde{o}^3 k_3 \right)^2 \delta^3(k_1 + k_4)\partial_\eta \partial_\eta'G_{k_1}(\eta, \eta'), \tag{E.19}
\]

which contains no divergences. The second are terms that include vertices in addition to the single loop or the new vertex, these will cancel in exactly the same way. Finally, we have the two vertex loop diagram which cancels with the new two point vertex that was introduced,

\[
\int d\eta d\eta_1 d\eta_2 d\eta_3 d\eta_4 a_1^{-1} a_2^{-1} \lambda^2(2\pi)^69\delta_{13}\delta_{24}\tilde{o}^3 k_3 \tilde{o}^3 k_4 \delta^3(k_3 + k_4)\delta^3(k_2 + k_5)\delta_{12}\delta_{34} \\
- 9\lambda^2 \delta^4(0) \int d\eta d\eta_1 a_2 \tilde{o}^3 k_3 \tilde{o}^3 k_4 = 9\lambda^2 \int d\eta d\eta_1 a_2 \tilde{o}^3 k_3 \tilde{o}^3 k_4 \left( \int d\eta d\eta_1 a_2 \tilde{o}^3 k_3 \tilde{o}^3 k_4 \right) = 0. \tag{E.20}
\]

This cancellation is the same as what was observed by Weinberg, [31, 32], and we expect it to generalize to more complicated diagrams. In particular, we do not see a cancelation with the two-loop term because we truncated the effective action in \( \hbar \) so that the necessary term has already been dropped. It is worth noting that at the level of these diagrams this cancellation is somewhat non-trivial; the exact numerical terms required to generate this cancellation relies on not just the numerical factors of each of the terms in the effective action but also the combinatorics of the two vertex term, specifically not including the disconnected diagram which comes from the same term in action as the loop diagram.
Figure 7: Feynman Diagrams for each of the terms in eq. (E.17), each line in this figure shows the diagrams corresponding to the same line in the equation. The vertices are those defined in section 4.4 and appendix B but the arrows and momentum labels have been dropped for conciseness.
F Higher derivatives

To see how a field redefinition can be used to eliminate higher-order derivatives, consider the
theory with interaction Lagrangian \( \lambda \phi^{n^3} \). By trialing the field redefinition ansatz
\[
\phi \to \phi + f(\phi, \phi', \phi'', \phi^{(3)}, \phi^{(4)})
\]
we have
\[
\phi = \phi + \lambda \sum_{i=0}^{2} \sum_{j=1}^{2} A_{ij} \phi^{(i)}(\phi^{(j)}) + \lambda^{2} \sum_{i=0}^{4} \sum_{j=1}^{4} \sum_{k=1}^{4} A_{ijk} \phi^{(i)}(\phi^{(j)}) \phi^{(k)} + \mathcal{O}(\lambda^{3})
\]
It is possible to solve for the coefficients \( \lambda \). Note that these can be solved purely algebraically
as they first enter through linear perturbations to the action that we can necessarily integrate
by parts for the equations of motion to be valid. The resulting field redefinition is
\[
f = -\frac{\lambda}{a^{4}} \left( k^{2} \phi + 2 \frac{a'}{a} \phi' \right)^{2} - \phi'' \left( k^{2} \phi + 2 \frac{a'}{a} \phi' \right) + \phi''^{2}
\]
\[
-156a^{5} \phi a' \phi'^{2} k^{2} - 36a^{5} \phi a' \phi'^{2} k^{8} - 2a^{6} \phi \phi'' k^{8} + 20a^{5} \phi a' \phi'^{3} k^{6} - 76a^{4} \phi a'^{2} \phi'^{2} k^{6}
\]
\[
+3a^{6} \phi \phi''^{2} k^{2} + 3512a^{3} \phi \phi'^{3} k^{6} + 20a^{5} \phi \phi'^{3} k^{6} - 472a^{4} \phi a' \phi'^{4} k^{6}
\]
\[
+64a^{5} \phi a' \phi'^{2} k^{6} + 4a^{6} \phi \phi'^{2} \phi'' k^{6} - 52a^{5} \phi a' \phi'^{3} k^{6} - 8a^{5} \phi a' \phi'^{3} (k^{6} + 4a^{6} \phi \phi'^{2} \phi'^{2}) k^{6}
\]
\[
+20a^{4} \phi \phi'^{4} k^{4} - 1440a^{3} \phi a' \phi'^{3} k^{4} + 2a^{6} \phi \phi'^{3} k^{4} + 11108a^{2} a'^{2} a'^{2} k^{4}
\]
\[
+20a^{4} \phi a' \phi'^{2} a'^{2} k^{4} - 148a^{4} \phi a'^{2} a'^{2} k^{4} - 4a^{6} \phi \phi'^{2} a'^{2} k^{4} + 52a^{5} \phi a' \phi'^{2} a'^{2} k^{4}
\]
\[
+12a^{5} \phi a' \phi'^{2} a'^{2} k^{4} - 13a^{6} \phi a' \phi'^{2} (k^{4} + 80a^{3} \phi a'^{2} a'^{2} a'^{2} k^{4} - 200a^{3} \phi a'^{2} a'^{2} a'^{2} k^{4}
\]
\[
+8a^{5} \phi a' \phi'^{3} k^{4} - 200a^{4} \phi a'^{2} a'^{2} \phi'' k^{4} + 464a^{3} \phi \phi'^{2} \phi' \phi'^{2} k^{4} + 16a^{5} \phi \phi'^{2} a'^{2} a'^{2} k^{4}
\]
\[
-8a^{5} \phi a' \phi'^{2} \phi'^{2} k^{4} + 16a^{5} \phi a' \phi'^{2} \phi'^{2} k^{4} - 56a^{4} \phi a'^{2} a'^{2} \phi'^{2} (k^{4} + 8a^{5} \phi a'^{2} a'^{2} k^{4}
\]
\[
+8a^{5} \phi a' \phi'^{2} \phi'^{2} k^{4} - 10a^{6} \phi \phi'^{2} \phi'^{2} (k^{4} + 12a^{6} \phi \phi'^{2} \phi'^{2} (k^{4} - 944a^{4} a'^{4} k^{4}
\]
\[
+a^{6} \phi a'^{4} k^{4} + 1560a a a a a a a a k^{4} + 132a a a a a a a a k^{2} - 16a a a a a a a a k^{2} - 12a a a a a a a a k^{2}
\]
\[
+8a a a a a a a a k^{2} + 96a a a a a a a a k^{2} - 672a a a a a a a a k^{2} - 4a a a a a a a a k^{2}
\]
\[
+12a a a a a a a a k^{2} - 52a a a a a a a a k^{2} + 16a a a a a a a a k^{2} + 80a a a a a a a a k^{2}
\]
\[
-352a a a a a a a k^{2} - 208a a a a a a a k^{2} + 1104a a a a a a a k^{2} + 16a a a a a a a k^{2}
\]
\[
+32a a a a a a a k^{2} - 32a a a a a a a k^{2} + 2a a a a a a a k^{2} + 16 a a a a a a k^{2}
\]
\[
-92a a a a a a a k^{2} + 4a a a a a a a k^{2} + 32a a a a a a a k^{2} - 20a a a a a a a k^{2}
\]
\[
+340a a a a a a a k^{2} - 20a a a a a a a k^{2} + 12a a a a a a a k^{2} - 48a a a a a a a k^{2}
\]
\[
+820a a a a a a a k^{2} + 72a a a a a a a k^{2} + 288a a a a a a a k^{2} - 48a a a a a a a k^{2}
\]
\[
+82a a a a a a a k^{2} - 752a a a a a a a k^{2} - 4a a a a a a a k^{2} + 216 a a a a a a a k^{2}
\]
\[
-52a a a a a a a k^{2} - 16a a a a a a a k^{2} + 32a a a a a a a k^{2} - 2208a a a a a a a k^{2}
\]
\[
+32a a a a a a a k^{2} - 32a a a a a a a k^{2} + 96a a a a a a a k^{2} + 72a a a a a a a k^{2}
\]
\[
-192a a a a a a a k^{2} + 8a a a a a a a k^{2} + 32a a a a a a a k^{2} + 360a a a a a a a k^{2}
\]
\[
-40a a a a a a a k^{2} - 12a a a a a a a k^{2} + 24a a a a a a a k^{2} - 48a a a a a a a k^{2}
\]
When we apply this field redefinition the Lagrangian becomes

\[
\mathcal{L} = \frac{1}{2} a^2 (\phi'^2 - k^2 \phi^2) + \frac{\lambda}{a^2} \left( k^2 \phi + \frac{2a'}{a} \phi' \right)^3 - \frac{9\lambda^2}{2a^6} \left( k^2 \phi + \frac{2a'}{a} \phi' \right)^2 \tag{F.27}
\]

\[
\times \left( k^4 \left( k^2 - \frac{48 a''}{a} + 4 \frac{a'''}{a} \right) \phi^2 + k^2 \left( 16k^2 a' - 216 \frac{a^3}{a} + 40 \frac{a''}{a^2} \right) \phi \phi' \right) \tag{F.28}
\]

\[
+ \left( -k^4 + 32k^2 a'^2 - 244 \frac{a'^4}{a} - 4k^2 a'' - 72 \frac{a''^2}{a^2} - 12 \frac{a'''}{a^2} \right) \phi'^2 \right) \tag{F.29}
\]

\[
= \mathcal{L}^{(0)} + \lambda \mathcal{L}^{(1)} + \lambda^2 \mathcal{L}^{(2)}. \tag{F.30}
\]

The Hamiltonian for this theory is

\[
\mathcal{H} = \frac{1}{2} a^2 \left( k^2 \phi^2 + \frac{\pi^2}{a^4} \right) - \frac{\lambda}{a^2} \left( k^2 \phi + \frac{2a'}{a} \pi \right)^3 + \frac{9\lambda^2}{2a^6} \left( k^2 \phi + \frac{2a'}{a} \pi \right)^2 \tag{F.31}
\]

\[
\times \left( k^4 \left( k^2 - \frac{44a''}{a} + 4 \frac{a'''}{a} \right) \phi^2 + k^2 \left( 16k^2 a' - 200 \frac{a^3}{a} + 40 \frac{a''}{a^2} \right) \phi \pi \right) \tag{F.32}
\]

\[
+ \left( -k^4 + 32k^2 a'^2 - 228 \frac{a'^4}{a} - 4k^2 a'' - 72 \frac{a''^2}{a^2} - 4 \frac{a'''}{a^2} \right) \phi'^2 . \tag{F.33}
\]

Performing the integral over \( \pi \) for the time integral gives the effective Lagrangian in the wavefunction of the universe as

\[
\tilde{\mathcal{L}} = \mathcal{L} + i \delta^4(0) \left( -12 \frac{\lambda}{a} \frac{1}{a^2} \left( k^2 \phi + \frac{2a'}{a} \phi' \right) \right) - \frac{9\lambda^2}{2a^6} \left( k^4 \left( k^2 - 100k^2 a'' a + 4k^2 a'' + 1268 \frac{a^4}{a} - 248 \frac{a^2 a''^2}{a^2} + 4 \frac{a'''}{a} \right) \phi^2 \right) \tag{F.34}
\]

\[
+ \frac{9k^2 a'}{a} \left( 3k^4 - 144k^2 a'^2 a + 12k^2 a'' a + 1348 \frac{a^4}{a} - 336 \frac{a^2 a''^2}{a^2} + 12 \frac{a'''}{a} \right) \phi \phi' \right) \tag{F.35}
\]

\[
+ \frac{8}{a'} \frac{a''}{a} \left( 3k^4 - 96k^2 a'^2 a + 12k^2 a'' a + 716 \frac{a^4}{a} - 216 \frac{a^2 a''^2}{a^2} + 12 \frac{a'''}{a} \right) \phi'^2 \right) \right) \tag{F.36}
\]

\[
= \mathcal{L} + i \delta^4(0) \left( \lambda \tilde{\mathcal{L}}^{(1)} + \lambda^2 \tilde{\mathcal{L}}^{(2)} \right) . \tag{F.37}
\]

These divergent terms cancel in exactly the same way as the \( \phi^3 \) theory:

\[
\psi_1(k) = -\lambda \int d\eta \left( \tilde{\mathcal{L}}^{(1)} + \frac{1}{2a^2} \frac{\delta^2 \mathcal{L}^{(1)}}{\delta \phi'^2} \right) \delta^4(0) = 0 \tag{F.38}
\]

\[
\psi_2(k_1, k_2) = -\lambda^2 \int d\eta \left( \tilde{\mathcal{L}}^{(2)} + \frac{1}{2a^2} \frac{\delta^2 \mathcal{L}^{(2)}}{\delta \phi'^2} + \frac{1}{4a^4} \frac{\delta^2 \mathcal{L}^{(1)}}{\delta \phi'^2} \right) \delta^4(0) = 0. \tag{F.39}
\]

Interestingly, at second-order, both a single vertex and double vertex loop diagram are needed to cancel the divergence that arises in the effective Lagrangian. This behavior is more complicated than we saw in the theory with a \( \phi^2 \) interaction due to the presence of contact terms in the Lagrangian at second order in the perturbation.
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