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Abstract. Fog computing is a middle layer in the cloud-IoT model. The additional layer developed to offload the traffic from the cloud by sharing its workload. The offloading of tasks in Fog computing is done by deploying intelligent nodes near the edge of a network to process data locally. The smart nodes are also called Fog nodes, which act as a mini cloud within an area of the network. The Fog network comprises various Fog nodes and a Fog manager which handles their communication and allocates each incoming request to optimal capacity Fog node. The Fog manager at the Fog layer is busier in managing the network than providing the solution to different applications, which should be its primary responsibility. The vast responsibilities list of a Fog manager degrades its efficiency to provide solutions on time. This problem is targeting through this paper, and the proposed work provides a solution through a serverless approach at the Fog layer.
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1. Introduction
The evolution of information technology is increasing exponentially. The dependency and use of technology is essential these days to accomplish our everyday task in time. The technology progress increases the business productivity of individuals, corporation, and industry. It is also important to update the technology timely as per the increasing demand for Quality of Service (QoS). Fog computing is also one of the latest technology introduced to enhance the QoS provided by the traditional cloud computing by sharing its workload and preprocess it locally within a limited area. The preprocessing of data is usually done by Fog node(s), which behave like a mini cloud, also called as cloudlet, having limited storage and computation capabilities. These Fog nodes are capable of scheduling data locally near the edge of a network. The accomplishment of this scheduling feature of Fog node becomes a challenge in the Fog environment because of the heterogeneous nature of both Fog nodes and tasks to be scheduled. The Fog manager node is handled by a software developer responsible for handling this whole functionality. A software developer who is providing the solution to different problems also have the responsibility of

• Managing and processing incoming requests.
• Managing resources or machines i.e other Fog nodes in its network.
• Load balancing among Fog nodes.
• Continuous management of faults and failure.
An underlying Fog computing layer in the basic cloud model depicted through Figure 1. Previously, application development or solving a problem depends on the platform to platform. The developer who built an application with all the dependencies and libraries works well on their machine. When the application moved to another location for deployment, there is a lot of friction in running the same application with the same efficiency on another machine. This may be due to some missing dependencies or libraries and pose a big issue in smooth application deployment on different location. It has been realised that the development of applications should be platform-independent in order to execute the application anywhere anytime. This problem of platform dependency solved by dockers or containers [1].

The container approach provides this flexibility by increasing the level of abstraction by hiding operating system and machine details from the developer. This approach lets developers to be application-oriented rather than machine-oriented [2]. The container works by creating executable images of the applications by encapsulating applications along with all dependencies. Various authors [3, 4, 5] performs performance analysis of container with respect to older techniques like Virtual Machines (VMs). Moreover, Luo et al. [6] and Yin et al. [7] also proposes a Fog Architecture with Containers where the approach is compared with VM for Fog computing environment also. Further, containers also face issues of management and failures in a large dynamic environment. Container orchestration is needed to manage the life cycle of containers where provisioning and deployment of each one are being managed by a separate engine [8, 9]. The orchestration process improves the container provisioning process, but software developers still need to maintain a lot apart from developing solutions for problems.

Serverless Computing is a new paradigm that primarily focuses on developer burden of managing these technologies and simplified the process by increasing the level of abstraction in the deployment model of the application. A general comparison between container and serverless based deployment is depicted in Figure 2.

Figure 1. Fog Layer in Basic Cloud Model
The serverless paradigm is successfully implemented by Amazon Lambda, Azure functions, Cloud functions, Openwhisk, and many more. A complete review of serverless technologies was discussed by [10]. The paper tries to use the benefits of the serverless approach in Fog computing to process real-time applications before the deadline.

This paper’s main contribution is proposing a serverless architecture of the Cloud-Fog model that provides fast processing of real-time applications. The paper is further divided into different sections, where Section II explained the technology background. Section III describes the problem statement, and proposed model and conclusion with future direction covered in Section IV.

2. Technologies Overview

2.1. Containers and its Orchestration

The container technology such as LXC, OpenVZ, and most popular Docker completely overtakes VM technology such as Xen, VMWare, and KVM in terms of cost, security, and flexibility. The major difference between VMs and containers lies in the abstraction of the operating system. Containers run on a shared Linux kernel, whereas VMs run on a hypervisor, which abstracts computer hardware architecture and connected devices. As a result, virtual machine images consist of a separate operating system on top of which the application runs. Therefore, it is more heavy-weight compared to the container image, which runs on a common operating system. Moreover, container image pack application code with all related dependencies and libraries makes it most convenient to work different docker installed machines at various locations. Figure 3 is the simplified view of container docker. The example shows three different locations A, B and C with docker installed machines where the developer can pack its code with dependencies in a small container managed by a docker engine.

The docker engine creates an image of the application, which can run on a different system with the
same performance. The main reason behind this is dockers systems share a common operating system which is missing in hypervision based systems which need to manage different operating system [11]. Although containers resolve the platform dependency issue, there is another issue of developer burden of managing the containers with an increase in demand for service. This problem is managed by a container management tool, also called container orchestration [2]. The management tool completely manage the provisioning, fault, and failure of containers. Still, the application developer needs to do a lot of management rather than just building solutions to problems. There are many other open issues of containers discussed by Paraiso et al. [12] which leads to the serverless approach to emerging as the ultimate need of high-demand issues in cloud-Fog computing.

2.2. Serverless Computing
Cloud Serverless Architecture make use of two services which are

- Microservices: This service structure an application into a set of independently deployable, loosely coupled, and highly manageable services. Although the identification of microservices is a tedious task, it has many advantages like failure or fault isolation concerning the whole application and flexibility of choosing the right technology for specific service deployment [13].

- Function as a service: This service lets the developer build a small unit of code called functions executed when some event occurs [14]. A function is a part of a particular micro-service of an application where other dependent functions are running.

Figure 4 illustrates application execution through microservices and functions where an application is divided into several microservices and each microservice holds some functions that might hold some dependencies on each other. Serverless computing also known as function as a service (faas), lets developers build applications without the worry of back-end management. Although it does not mean that servers are not there. The approach is highly efficient in terms of unpredictable traffic and cost. Also, it auto-scale things as per increasing or decreasing demand for the requested service.

3. Problem Description and Proposed Solution
3.1. Problem Description
In Fog computing, there are various networks of Fog nodes where a Fog manager supervises each system. A Fog manager’s responsibilities handled by a software developer at the back end in terms of processing request(s), writing codes for applications, maintaining servers, computing powers, optimal task-node pairing, and recovery in case of failures. This huge list of responsibilities on the developer imposed severe degradation of their efficiency in terms of their primary responsibility, i.e. focusing on business problems and developing solutions. However, the serverless approach is implemented in cloud computing presently. We plan to implement serverless near the edge of the network through Fog computing.
3.2. Proposed Solution
The problem is solved by introducing the serverless approach in the Fog layer as well in the cloud layer to handle the unpredictable traffic in real-time applications. The serverless approach helps software developers build applications comprised of functions called micro-services that run a particular micro-service when triggered. In a serverless approach, the developers need not maintain servers to run their applications. It automatically scales itself as per the incoming traffic, and most importantly, it is highly cost-efficient as it charged only when the function is triggered or running. Moreover, the serverless approach also provides high availability and fault-tolerant. In this approach, complete underlying infrastructure managed by different cloud providers and software developers as a Fog manager needs to manage the incoming requests by providing appropriate solutions. The proposed architecture is given in Figure 5 divided into four different layers which are

- Presentation Layer: This layer deals with the actual applications used by the end-user through smart devices like any web application, smart wearable gadgets, or any end product used by the customer to place service requests.

- Application Layer: Software developers of the application(s) deals with this layer. The layer represents the actual system where the application is running. The developer process each new request based on its requirements and develop functions as per the new different request. If the function already exists for a particular placed request, the developer will just trigger the given input values.

- Serverless Fog Layer: The layer consists of various Fog nodes network with a Fog manager per network. Each Fog manager is responsible for managing its Fog network. Moreover, a Fog manager monitors Fog nodes’ health in terms of their workload at regular intervals. Fog nodes are the ones where the data is cached and processed. The layer is responsible for processing incoming requests locally by triggering functions from its local repository.

- Serverless Cloud Layer: The use of this layer might only be needed to save all results for future analysis and for dealing with an application that is too intensive to be handled by the local Fog network.

3.3. Detailed view
The serverless function is that compute service that lets you run code without provisioning or managing servers. It executes your code only when needed and scales automatically. The most significant advantage of adopting a serverless function is its cost-effectiveness in unpredictable traffic as the provider charge only when the system is running [15]. The detailed view of the Fog serverless architecture given in Figure 6. End users place the requests at the presentation layer. Then, the application layer where the developer maintains requests will trigger the specific function or create a solution for the requested service at the serverless interface. The serverless service trigger the lambda function known as Fog function for each service request, which further initiates a mini container. A mini container can manage a limited amount of service requests, and if the load increases, the Fog function initiates a new container service to handle the incoming requests. The Fog function can add or remove containers as per the demand where the Fog manager further pair it with an efficient Fog node act as a Virtual machine to execute the service. A load manager node manages the Fog node management, their workloads, synchronization with Fog manager node, and input/output. Further, monitoring service keeps track of time for which the function is executing on machines for cost calculation at the end. The cloud layer is used for the final data repository for future analysis and statistics.

The serverless approach is of great benefit to the developer, who can now focus on developing a solution to different problems as an independent function. When the developer creates a Fog function, need to specify configuration information, such as the amount of memory and maximum execution time that you want to allow for Fog function. When a Fog function invoked, serverless service launches an execution context based on the configuration settings provided. The execution context is a temporary runtime environment that initializes any external dependencies of your function code, such as database connections or HTTP endpoints. It takes time to set up an execution context and do the necessary “bootstrapping,” which adds some latency each time the Fog function invoked. This latency is only when
a function invoked for the first time or after it has been updated because the Fog function tries to reuse the execution context for subsequent invocations of the function.
Figure 7 explained the developer view where the developer developed independent functions for a particular service request. Note that in the diagram, the term micro-services are independent functions of an application where each function is a service. For example, there are different independent services requests, like service A, service B, service C and so on. For each independent service, a developer will code its solutions in various ways. It can code on its machine, pack it and send it to the serverless service or directly build function on the Fog interface application. Further, serverless service will abstract the rest of the functionality from the developer and create a lambda function, a single executable function, also known as Fog function[16]. There are various other services provided by the serverless framework like

- Container Service along with orchestration: This service will initiate a container or docker service per Fog function. A container can manage a limited amount of service requests. If the load increases, the Fog function will initiate a new container service to handle the incoming request, which was previously handled by the developer. The orchestration service also is managed by the serverless approach, where the containers’ faults and failures are handled.

- Log Service: This service is used to manage the Fog functions and create log or history maintaining the versions.

- Monitoring Service: This service is used to track function execution time to calculate the cost to be paid by the customer of the serverless approach. The serverless approach costs only for the time period when the function is being executed on the Fog node.

![Serverless Architecture from Developer View](image)

**Figure 7. Serverless Architecture from Developer View**

Serverless Fog function automatically executes the function created by the developer on high-availability computing infrastructure and manages the entire administration of computing resources, including server and OS maintenance, capacity provisioning, and auto-scaling, code, and security patch deployment, and code monitoring and logging. The developer just needs to provide a solution.

3.4. *Pros and Cons of the Proposed Solution*

**Pros:**

- The Serverless model has the biggest advantage to a Fog manager in sharing its responsibilities in terms of server maintenance, storage, scaling resources in case of unpredictable traffic, and ensuring high availability.

- The proposed approach is also cost-efficient as the clients need to pay for only the time when a particular request is in process and not for the idle time.

**Cons:**

- The approach completely depends upon a cloud provider to provide support to the software developer.

- The Fog manager might feel less control over the system.
4. Conclusion and Future Directions

Fog computing is in its early stage of development. An intelligent node is deployed near the edge of the network to process the requests locally instead of processing from the cloud which are far away from the actual location. Moreover, the deployment of intelligent Fog nodes near the edge of the network faces a lot of difficulty due to the devices’ limited resource capacity. The Fog nodes network usually managed by a Fog manager node or software developer who builds real-time solutions for problems. The present system is quite a management dependent rather than application dependent. The proposed method targets this issue of manager node who is overburdened with the responsibilities of management systems and application development. The serverless approach brings this efficiency and lets the developer build solutions irrespective of any backend management. The cloud is already implementing these functionalities, and our purpose is to apply it on Fog computing with the overall motive of a better system. The future of serverless computing is bright, but there are many open issues of the serverless approach which required improvement like

- Serverless approach is not a good fit for all kind of applications.
- Limited programming languages choices till now.
- Cost get increases when traffic is predictable.

Our future work will focus on these issues and improve the model on these parameters.
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