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Abstract

The Wigner localization is an electron phase at low densities when the electrons are sharply localized around equilibrium positions. The simulation of the Wigner localization phenomenon requires careful treatment of the many-body correlations, as the electron-electron interaction dominates the system. This work proposes a numerical algorithm to study the electron ground states of the Wigner molecules. The main features of our algorithm are three-fold: (i) a finite element discretization of the one-body space such that the sharp localization can be captured; (ii) a good initial state obtained by exploiting the strongly correlated limit; and (iii) a selected configuration interaction method by choosing the Slater determinants from (stochastic) gradients. Numerical experiments for some typical one-dimensional quantum wires and two-dimensional circular quantum dots are provided to show the efficiency of our algorithm.

1 Introduction

The Wigner localization is a strong-correlation phenomenon that, at very low densities, the electrons manage to minimize their Coulomb interactions by arranging themselves at specific positions [4, 26, 55]. The Wigner localized states give rise to the so called “Wigner crystals” and “Wigner molecules”, which are characterized by strong fluctuations of the density and marked peaks of the density-density correlation function, in analogy with conventional solids and molecules. The Wigner localized systems have received renewed theoretically and experimentally interests, particularly for low dimensional materials such as 1D quantum wires [15, 30, 34, 39, 44] and 2D quantum dots [2, 11, 18, 27, 41, 42, 55]. Further potential applications of the Wigner localized systems include the design and manipulation of qubits and quantum computing devices [19, 50, 54, 55], and the realization of infrared sensors for controlling the electron filling in semiconductor nano-structures [5].

Along with the fundamental and practical interest, there are well-known challenges to study the Wigner localization by theoretical approaches. A key feature of such systems is that the Coulomb interactions become dominant over the kinetic term, thus the electrons are strongly correlated and sharply localized around equilibrium positions. Therefore, there are two main difficulties in numerical simulations of the Wigner localization. First, the electronic structure models based on mean-field approximations, though requiring relative...
lower computational cost, can not seize the strong many-body effects well. Second, one may need an efficient numerical discretization to capture the sharp localization of the electron distributions. The purpose of this work is to construct a numerical algorithm that can handle the above problems. Our basic idea is to use the finite elements to discretize the one-electron space and design a configuration interaction (CI) method that can select the determinants on the fly.

The CI methods (see the monograph [31]) have been widely used for simulating many-particle systems. The full CI (FCI) method [31] is a special case which includes all Slater determinants with proper symmetry. The number of determinants required in the FCI expansion grows exponentially fast with the number of electrons and one-body basis functions. There are many variations of CI methods to overcome the problem of unaffordable computational cost of FCI. One successful approach is based on the stochastic methods, such as the FCI quantum Monte Carlo method [9, 38] and the fast randomized iteration FCI method [29, 37]. The former method describes the wavefunction by empirical distribution of a large number of stochastic walkers, and the latter one stochastically impose sparsity to Hamiltonian matrix and solution vector during the iterations of power method. Another widely used approach is the selected CI plus perturbation theory method, which solves the many-body problem within a selected set of determinants [10, 33]. There are further improvements of this type of methods that accelerate the determinant selecting or the perturbation phase, such as the so-called adaptive sampling CI [52] and Heat-bath CI [32, 48]. There is a recently developed so-called coordinate descent FCI (CD-FCI) method [36, 53], which applies an adaptive coordinate descent method to update the coefficients of important determinants during the iterations. The algorithm developed in this paper conceptually follows the idea of CD-FCI method, by exploiting the descent information of current state to select “important” determinants in the CI calculations.

The efficiency of our determinant selecting process relies heavily on the initial state, especially the determinants involved in the CI calculations at the beginning of the iterations. In our work, we exploit the “semi-classical limit” of the many-particle problem to construct the initial state. The idea is to ignore the kinetic energy and find the configurations that minimize the electron-electron repulsion. This construction is highly related to the strictly correlated electrons (SCE) theory, the concept of which was first introduced in [46] and developed in [12, 16, 28, 39, 45]. The SCE theory can capture the features in high correlation regime and the localization of electrons without breaking the spin or any other symmetries. Therefore, it is natural to apply this type of methods for simulating the Wigner localized systems [42].

To discretize the one-electron space, we use the finite element methods such that the sharp localization can be depicted by such local basis functions. The finite element methods have been successfully applied to many electronic structure calculations, see e.g. [6, 13, 25, 43, 49, 51] and references cited therein. We mention that all the above mentioned literature are for effective one-electron problems, and we refer to [14] for an endeavour to use finite elements for simulating many-body problems.

The rest of this paper is organized as follows. In Section 2, we briefly review the many-body Schrödinger equation and introduce a scaling parameter representing the correlation strength of the system. In Section 3, we propose a CI algorithm for the ground state calculations of the Wigner localized systems based on finite element discretizations. In Section 4, we present the numerical experiments of some typical low dimensional systems with Wigner localization. Finally, we give some conclusions in Section 5.
2 Many-body Schrödinger equation

Let \( d \in \{1, 2\} \) be the dimension of the system and \( N \in \mathbb{Z}_+ \) be the number of electrons. We can restrict the electrons such that they lie in a domain \( \Omega \subset \mathbb{R}^d \). Then the electron state of the system is described by the \( N \)-electron wavefunction \( \Psi = \Psi(r_1, \sigma_1, \ldots, r_N, \sigma_N) \) with \( r_i \in \Omega \) the spatial coordinate and \( \sigma_i \in \mathbb{Z}_2 := \{\uparrow, \downarrow\} \) the spin variable of the \( i \)-th electron.

The wavefunction \( \Psi \) should belong to the class
\[
\mathcal{A} := \left\{ \Psi \in L^2((\Omega \times \mathbb{Z}_2)^N; \mathbb{C}) : \nabla \Psi \in L^2, \ \Psi \text{ is antisymmetric, } \|\Psi\|_{L^2} = 1 \right\}. \tag{2.1}
\]

Here “antisymmetric” means that for any permutation \( \mathcal{P} \), \( \Psi(r_{\mathcal{P}(1)}, \sigma_{\mathcal{P}(1)}, \ldots, r_{\mathcal{P}(N)}, \sigma_{\mathcal{P}(N)}) = (-1)^{\epsilon_{\mathcal{P}}} \Psi(r_1, \sigma_1, \ldots, r_N, \sigma_N) \) with \( \epsilon_{\mathcal{P}} \) being the parity of the permutation.

Given an external electric field \( v_{\text{ext}} : \mathbb{R}^d \rightarrow \mathbb{R} \), the Hamiltonian of the system is given by
\[
H = -\frac{1}{2} \sum_{i=1}^{N} \Delta r_i + \sum_{i=1}^{N} v_{\text{ext}}(r_i) + \sum_{1 \leq i < j \leq N} v_{\text{ee}}(|r_i - r_j|) =: T + V_{\text{ext}} + V_{\text{ee}}, \tag{2.2}
\]
where \( T \) represents the kinetic part of electrons, \( V_{\text{ext}} \) is the external potential, and \( V_{\text{ee}} \) gives the electron-electron interactions with \( v_{\text{ee}} : \mathbb{R} \rightarrow \mathbb{R} \) the Coulomb repulsion. Since we focus on the low-dimensional systems with \( d \in \{1, 2\} \) in this paper, we will use some “effective” potential \( v_{\text{ee}}(\cdot) \) for electron-electron interactions (see e.g. \cite{7, 24}), which is not necessarily the bare Coulomb \( 1/|\cdot| \) as in \( \mathbb{R}^3 \).

The ground state of an \( N \)-electron system can be found by solving the time-independent Schrödinger equation
\[
\mathcal{H} \Psi_0 = E_0 \Psi_0, \tag{2.3}
\]
where the ground state energy \( E_0 \) is the lowest eigenvalue of \( \mathcal{H} \) and the ground state wavefunction \( \Psi_0 \) is the corresponding eigenfunction. Note that the ground state solution can also be obtained by minimizing the energy functional
\[
E_0 = \min_{\Psi \in \mathcal{A}} \langle \Psi | \mathcal{H} | \Psi \rangle, \tag{2.4}
\]
where we have used the Dirac’s bra-ket \cite{20} notation.

The aim of this work is to design an efficient numerical scheme to solve (2.3) or (2.4) for strongly correlated systems, in which the electron density is low and the Wigner localization phenomenon is significant. To characterize/control the correlation regime, we put a scaling parameter \( \alpha \) in the Hamiltonian
\[
\mathcal{H}_\alpha := \alpha T + V_{\text{ee}} + V_{\text{ext}}. \tag{2.5}
\]
At small values of \( \alpha \), the Coulomb repulsion dominates over the kinetic energy, and the electrons are strongly correlated. In contrast, when \( \alpha \) is large, the kinetic energy dominates and the electrons behave more like non-interacting particles. Therefore, we can study the crossover from Fermi liquid to Wigner molecule by varying the parameter \( \alpha \).

We mention that it is common to characterize the transition/crossover of Wigner crystallization by a single parameter: the so-called Wigner-Seitz radius \cite{3}. The Wigner-Seitz radius \( r_s \) represents the radius of a \( d \)-dimensional sphere containing on average just one
electron, which therefore is frequently described by the “average” electron density. The single-electron density $\rho$ corresponding to a many-body wavefunction is given by

$$\rho(r) = N \sum_{\sigma_1, \ldots, \sigma_N \in \mathbb{Z}_2} \int |\Psi(r, \sigma_1, r_2, \sigma_2, \ldots, r_N, \sigma_N)|^2 \, dr_2 \ldots \, dr_N.$$  \hspace{1cm} (2.6)

Then the Wigner-Seitz radius is defined by

$$\pi^{d/2} / \Gamma(1 + d/2) \cdot r_s^d = \frac{1}{\bar{\rho}},$$ \hspace{1cm} (2.7)

where $\Gamma(\cdot)$ denotes the gamma function and $\bar{\rho}$ is the average electron density, i.e., the number of electrons per unit length or area. Clearly, the electron density is large for small $r_s$ and the opposite is true for large $r_s$. We will show in our numerical experiments (see Section 4) that with a given external potential, varying the scaling parameter $\alpha$ corresponds to accessing different regimes of $r_s$.

Specifically, we will consider the “semi-classical” limit as $\alpha \to 0$ in (2.5). At this limit, the system is governed by the external potential and electron-electron interactions, and the variational principle (2.4) (with $\alpha = 0$) should be interpreted as for the $N$-point probability measures

$$\inf_{|\Psi|^2 \text{ is a measurement}} \int_{\Omega_N} (V_{ee} + V_{ext}) \, d|\Psi|^2.$$ \hspace{1cm} (2.8)

By enlarging the space of admissible class to the space of probability measures on $\mathbb{R}^{dN}$, one allows the $N$-point densities $|\Psi|^2$ to concentrate on lower dimensional subsets (see discussions in Section 3.2 and numerics in Section 4). We mention that the systems with such interactions have also been studied in the asymptotic limit as the number of particles goes to infinity (see e.g. [17, 22, 47]). We finally point out that the semi-classical limit has also been investigated within the framework of density functional theory (DFT), which is highly related to this work. In particular, the semi-classical limit was derived and analyzed for the Hohenberg-Kohn functional when the single-particle density is fixed (see [23] for a comprehensive review).

### 3 A CI algorithm for Wigner localization

In this section, we will propose an algorithm to solve the many-electron Schrödinger equation with Hamiltonian $\mathcal{H}_\alpha$, particularly for systems in the strong correlation regime when $\alpha$ is small.

In our numerical simulations, the electrons are restricted to a box $\Omega = [-L, L]^d$, with appropriate (Dirichlet) boundary conditions. The algorithm uses the finite elements for one-electron spatial discretization; designs a good starting state based on the semi-classical limit; and selects the Slater determinants based on the gradient information during the iterations. We will focus on the linear finite elements throughout this paper, but all our constructions can be generalized to higher-order finite elements without difficulty.
3.1 Finite element discretizations for many-body wavefunctions

We first construct a basis set for one-electron orbitals. For the spatial coordinate, let \{\mathcal{T}_h\} be a shape regular family of nested conforming meshes over \(\Omega\) with size \(h\). Let \(S^h(\Omega)\) be the space of piecewise linear and continuous functions on \(\Omega\):

\[
S^h(\Omega) := \left\{ u \in C(\Omega) : u|_\tau \in P_{1,\tau}, \forall \tau \in \mathcal{T}_h \right\},
\]

where \(P_{1,\tau}\) is the space of linear functions over \(\tau\). Then we have a corresponding one-electron spatial basic set \(\{\phi_j\}_{1 \leq j \leq M_h}\) with \(M_h\) being the dimension of \(S^h(\Omega)\). Here \(\phi_j\) is the standard finite element basis function that belongs to \(S^h(\Omega)\), which equals 1 at the \(j\)th node on \(\mathcal{T}_h\) and 0 at all other nodes. For the spin coordinate, we have the corresponding spin function space \(D := \span\{\chi_s\}_{s \in \mathbb{Z}_2}\), with the basis functions \(\chi^\uparrow\) and \(\chi^\downarrow\) satisfying

\[
\chi^\uparrow(\uparrow) = 1, \quad \chi^\uparrow(\downarrow) = 0 \quad \text{and} \quad \chi^\downarrow(\uparrow) = 0, \quad \chi^\downarrow(\downarrow) = 1.
\]

Then the one-electron orbitals lie in the product space of \(S^h(\Omega)\) and \(D\) as

\[
V^h := S^h(\Omega) \otimes D = \span\{\phi_j(r)\chi_s(\sigma) : 1 \leq j \leq M_h, \ s \in \mathbb{Z}_2\}.
\] (3.1)

We see immediately that the dimension of \(V^h\) is \(2M_h\) with a given finite element discretization.

We can then construct the space to approximate \(N\)-electron wavefunction. Let

\[
\mathcal{V}_{h,N} := \bigwedge_{i=1}^N V^h \subset \mathcal{A},
\]

where the symbol \(\bigwedge\) means the usual tensorial product \(\otimes\) with the additional requirement that one only keeps the antisymmetrized products. As \(\mathcal{V}_{h,N}\) is constructed from the one-electron orbital space \(V^h\), we have the following basis functions of \(\mathcal{V}_{h,N}\) as

\[
\Phi_{i_1 s_1, \ldots, i_N s_N}(r_1, \sigma_1, \ldots, r_N, \sigma_N) = \frac{1}{\sqrt{N!}} \sum_{\mathcal{P}} (-1)^{\epsilon_{\mathcal{P}}} \phi_{i_{\mathcal{P}(1)}}(r_1) \chi_{s_{\mathcal{P}(1)}}(\sigma_1) \cdots \phi_{i_{\mathcal{P}(N)}}(r_N) \chi_{s_{\mathcal{P}(N)}}(\sigma_N)
\]

\[
= \frac{1}{\sqrt{N!}} \begin{vmatrix}
\phi_{i_1}(r_1) & \cdots & \phi_{i_N}(r_N) \\
\vdots & & \vdots \\
\phi_{i_1}(r_1) & \cdots & \phi_{i_N}(r_N)
\end{vmatrix}, \tag{3.2}
\]

where \(i_1, \ldots, i_N \in \{1, \ldots, M_h\}\), \(s_1, \ldots, s_N \in \mathbb{Z}_2\), \(\mathcal{P}\) is arbitrary permutation of \(\{1, \ldots, N\}\) and \(\epsilon_{\mathcal{P}}\) is the permutation parity of \(\mathcal{P}\). In the language of quantum chemistry, a function of the form (3.2) is called a Slater determinant, and we will denote it by \(\Phi_{is}\) for simplicity of presentations. Note that the total number of basis functions for \(\mathcal{V}_{h,N}\) is a combinatorial number

\[
dim(\mathcal{V}_{h,N}) = \binom{2M_h}{N} =: n_{\text{FCI}}.
\]

In the following, we will denote by \(\mathcal{I}\) the index set for the basis functions of \(\mathcal{V}_{h,N}\), that is

\[
\mathcal{I} := \left\{ is : \Phi_{is} \text{ is a Slater determinant of the form (3.2) } \right\} \quad \text{with} \quad |\mathcal{I}| = n_{\text{FCI}}. \tag{3.3}
\]
The FCI method \cite{31} approximates the ground state energy \( E_0 \) of (2.4) by finding the energy minimal in the finite dimensional subspace \( \mathcal{V}_{h,N} \):

\[
E_h = \min_{\Psi_h \in \mathcal{V}_{h,N}} \langle \Psi_h | H_\alpha | \Psi_h \rangle = \min_{c \in \mathbb{R}^{|I|}} f(c) \quad \text{with} \quad f(c) := \frac{c^\top H^{(\alpha)} c}{c^\top S c}, \tag{3.4}
\]

where the matrices \( H^{(\alpha)}, S \in \mathbb{R}^{|I| \times |I|} \) have elements \( (H^{(\alpha)})_{i\alpha,j\alpha} = \langle \Phi_i | H_\alpha | \Phi_j \rangle \) and \( S_{i\alpha,j\alpha} = \langle \Phi_i | \Phi_j \rangle \). One can equivalently solve the corresponding matrix eigenvalue problem \( H^{(\alpha)} c = E_h S c \) for the lowest lying eigenvalue \( E_h \) to approximate the ground state energy.

The FCI method is very accurate, whose approximation error only comes from the discretization for one-electron orbitals (the error of the finite element approximations in our case). Unfortunately, it is unaffordable in practical calculations even for a medium electron number \( N \), since the degrees of freedom \( n_{FCI} \) grows too fast. The effective reduction of \( n_{FCI} \) without sacrificing the accuracy is a major concern in the FCI theory. Since the solution to the FCI wavefunction is generally sparse \cite{1}, the selected CI method has been proposed to exploit the sparsity, which iteratively solves the variational problem within a selected set of determinants \cite{10, 33}. At each iteration, the ground state of the Hamiltonian \( H_J \) (with the selected indices in \( J \subset I \)) is solved, according to which the most important determinants outside of the current selected set are added to \( J \). The process is repeated until some stopping criteria is reached. Throughout the process, the determinants that do not significantly contribute to the overall wavefunction are always not selected, so the approximate solutions to the FCI problem can maintain some sparsity. We will then construct a selected CI algorithm within the finite element discretizations, by exploiting the feature of strongly correlated systems.

### 3.2 Initialization by the strongly correlated limit

In our numerical algorithm, we will find the ground state solution by minimizing the energy functional. During the optimization procedure, we will choose appropriate Slater determinants (3.2) and update the \( N \)-electron wavefunction on the fly. A good initialization of the selected set and starting wavefunction is crucial for the success of our algorithm.

The standard CI methods (and other wavefunction methods) usually take the Hartree-Fock (HF) approximation \cite{31} as the starting point, which uses a single Slater determinant to approximate the wavefunction. The HF approximation essentially considers the \( \alpha \to \infty \) limit of (2.5) and completely neglects the electron correlation, which will lead to large deviations of the true ground state of Wigner localized states. We will see from the numerical experiments in Section 4 that the HF approximation is an inefficient initialization for systems with low electron density.

In contrast to the HF approximation, we will consider the opposite \( \alpha \to 0 \) limit as the starting point, which is more appropriate for strongly correlated systems with Wigner localization \cite{10, 42}. This semi-classical limit has been studied by the SCE theory \cite{16, 23, 28, 45, 46} within the framework of density functional theory, and we can exploit essentially the same idea to construct the initial state. More precisely, to obtain the ground state of (2.5) when \( \alpha \) is very small, we can start from the \( \alpha = 0 \) limit (2.8) and find the electron
configurations that can minimize the interactions in the given external electric field.

$$\min_{(\mathbf{r}_1, \ldots, \mathbf{r}_N) \in \Omega^N} \mathcal{F}(\mathbf{r}_1, \ldots, \mathbf{r}_N) \quad \text{with} \quad \mathcal{F}(\mathbf{r}_1, \ldots, \mathbf{r}_N) := \sum_{1 \leq i < j \leq N} v_{\text{ee}}(|\mathbf{r}_i - \mathbf{r}_j|) + \sum_{i=1}^{N} v_{\text{ext}}(\mathbf{r}_i).$$

(3.5)

If \((\mathbf{\tilde{r}}_1, \cdots, \mathbf{\tilde{r}}_N)\) is an \(N\)-electron configuration that minimize (3.5), then we can write an \(N\)-point distribution \(|\tilde{\Psi}|^2\) satisfying

\[ |\tilde{\Psi}(\mathbf{r}_1, \ldots, \mathbf{r}_N)|^2 = \frac{1}{N!} \sum_{\mathcal{P}} \delta(\mathbf{r}_1 - \mathbf{\tilde{r}}_{\mathcal{P}(1)}) \times \cdots \times \delta(\mathbf{r}_N - \mathbf{\tilde{r}}_{\mathcal{P}(N)}), \]

where the sum over all permutations \(\mathcal{P}\) is to ensure the symmetry of the wavefunction. One can easily see that \(\int_{\Omega^N} (V_{\text{ee}} + V_{\text{ext}}) \, d|\tilde{\Psi}|^2\) equals the minimum of (3.5). Note that \(\tilde{\Psi}\) gives actually an \(N\)-point distribution rather than an admissible wavefunction in \(\mathcal{A}\) since the Dirac-delta function is included in the expression. Nevertheless, it is highly related to practical systems with \(\alpha > 0\), where the ground state wavefunction can be viewed as some smoothing of \(\tilde{\Psi}\).

Then our construction of the initial state consists of three steps: (i) treat the electrons as classical charged particles that interact with one another by (effective) Coulomb potentials and find the configurations that minimize (3.5); (ii) find all the Slater determinants (3.2) (within the given finite element discretization) that are related to the configurations; and (iii) solve the eigenvalue problem with the selected Slater determinants.

In the first step, we find the set of all electron configurations that minimize (3.5),

\[ U := \{ (\mathbf{r}_1, \cdots, \mathbf{r}_N)\in \Omega^N : (\mathbf{r}_1, \cdots, \mathbf{r}_N) \text{ solves (3.5)} \}. \]

(3.6)

Since the kinetic part starts to play a role when \(\alpha \neq 0\), the wavefunction that minimizes the total energy will favor some smooth distribution in the region around \(U\). Therefore, we need to involve the whole set \(U\) to obtain a good initial guess. In practice, we apply the Newton method to obtain a local minimizer of (3.5), and use sufficiently many starting points for the optimization such that the whole set \(U\) can be obtained.

The second step chooses \(N\)-electron basis functions from the index set \(\mathcal{I}\) for initialization. The idea is to choose the Slater determinants that are “most related” to the electron configurations in \(U\). In particular, we choose a subset \(\mathcal{I}_\delta \subset \mathcal{I}\) such that

\[ \mathcal{I}_\delta := \{ \mathbf{i}s \in \mathcal{I} : \text{there exist } (\mathbf{r}_1, \ldots, \mathbf{r}_N)\in U \text{ and a permutation } \mathcal{P} \text{ of } \{1, \cdots, N\} \text{ such that } \max_{1 \leq k \leq N} |\mathbf{x}_{i_k} - \mathbf{r}_{\mathcal{P}(k)}| \leq \delta \text{ with } \mathbf{i} = (i_1, \cdots, i_N) \}, \]

(3.7)

where \(\mathbf{x}_i\) denotes the spatial coordinates of the \(i\)-th node of the finite element mesh \(T_h\) and \(\delta > 0\) is a given parameter controlling the size of the initial basis set.

Finally, we construct a Hamiltonian by using the Slater determinants in \(\mathcal{I}_\delta\), and solve the eigenvalue problem

\[ H_{\mathcal{I}_\delta}^{(\alpha)} \mathbf{c}_{\mathcal{I}_\delta} = E_{\mathcal{I}_\delta} S_{\mathcal{I}_\delta} \mathbf{c}_{\mathcal{I}_\delta}, \]

(3.8)

to obtain the approximate ground state energy \(E_{\mathcal{I}_\delta}\) and the corresponding eigen state \(\mathbf{c}_{\mathcal{I}_\delta}\) within the initial basis set \(\mathcal{I}_\delta\). Note that this is a significantly smaller matrix eigenvalue
problem than that of FCI, as the number of basis functions in this initial set grows only linearly with respect to the electron number $N$.

We write the algorithm for initialization in the following.

Algorithm 3.1 Initialization

**Input:** Parameter $\delta > 0$.
1: Solve (3.5) to obtain $U$.
2: Select $I_\delta$ based on $U$.
3: Generate $H^{(\alpha)}_{I_\delta}$ and $S_{I_\delta}$ within $I_\delta$.
4: Solve (3.8) to obtain $c_{I_\delta}$.

**Output:** Initial set $I_\delta$ and initial state $c_{I_\delta}$.

Note that the choice of $\delta$ is critical to the initialization algorithm. Large values of $\delta$ will lead to large computational cost but a good initial guess, while small values of $\delta$ will give a cheap initialization but a relative worse initial guess. For systems with large particle number, the computational cost (though much cheaper than that of FCI method) grows fast as the parameter $\delta$ increases. We need to carefully pick up an appropriate value for $\delta$ such that the initialization is reliable while at the same time the computational cost is under control.

3.3 Selecting the determinants by stochastic gradient

Based on the initial set of Slater determinants generated by Algorithm 3.1, we can then design a selecting procedure to add more determinants on the fly according to their “estimated contributions” to the FCI wave function. We mention that the selecting scheme we design here conceptually follows the idea of CD-FCI methods [36, 53], by exploiting the information of the gradients of the current state.

The goal is to find a subset $J$ of $I$ adaptively, such that the “important” Slater determinants for the ground state are contained in $J$. The FCI variational problem (3.4) is then approximated by

$$\min_{c|_J \neq 0} f(c),$$

where $c|_J \neq 0$ means that the vector $c \in \mathbb{R}^{|I|}$ has zero entries corresponding to the Slater determinants in $I \setminus J$. Note that with the given basis set $J$, (3.9) actually gives a CI approximation of the ground state.

In our algorithm, each step of the iteration consists of three parts: (i) Update the basis set $J$ by selecting determinants in $I \setminus J$ according to the gradient; (ii) Update the CI state $c$ based on some “compressed” gradient and line search; (iii) Update the gradient.

For part (i), let $J^{(k)}$ be the basis set at the $k$-th step. Note that at the beginning of the iteration, i.e. when $k = 0$, $J^{(0)}$ is initialized by Algorithm 3.1. We denote by $c^{(k)}$ the CI solution of (3.9) and $g^{(k)} := \nabla f(c^{(k)})$ the corresponding gradient. Both $c^{(k)}$ and $g^{(k)}$ have been either initialized or updated in the previous iterations. We will update $R$ entries of the CI coefficients at each step, where $R \in \mathbb{Z}_+$ is a fixed parameter. The $R$ Slater determinants are chosen from those that are “connected” to a randomly selected subset $C^{(k)} \subset J^{(k)}$, that is,

$$L^{(k)} := \{ j t : \ (H^{(\alpha)})_{is,jt} \neq 0, \ is \in L^{(k)} \}.$$
Then we will compare the entries of \( \mathbf{g}^{(k)} \) within \( \mathcal{L}^{(k)}_c \) (written as \( \mathbf{g}^{(k)}|_{\mathcal{L}^{(k)}_c} \)), and select \( \mathfrak{H} \) determinants corresponding to the \( \mathfrak{H} \) largest magnitude of \( \mathbf{g}^{(k)}|_{\mathcal{L}^{(k)}_c} \). However, since the size of \( \mathcal{L}^{(k)}_c \) grows exponentially with respect to the particle number \( N \), it is prohibitive to use this type of selection directly. We will therefore first perform a stochastic selection in the connected set \( \mathcal{L}^{(k)}_s \subset \mathcal{L}^{(k)}_c \), such that the size of \( \mathcal{L}^{(k)}_s \) is a fixed number proportional to \( \mathfrak{H} \) (which does not depend on the particle number), and then update the basis set by taking \( \mathfrak{H} \) determinants with the largest magnitude in \( \mathbf{g}^{(k)}|_{\mathcal{L}^{(k)}_s} \). More precisely, the updated set for Slater determinants is

\[
\mathcal{J}^{(k+1)} = \mathcal{J}^{(k)} \cup \mathcal{K}^{(k)}
\]

with

\[
\mathcal{K}^{(k)} := \left\{ \mathbf{i} \mathbf{s} \in \mathcal{L}^{(k)}_s : |\mathbf{g}^{(k)}|_{\mathbf{i} \mathbf{s}} \text{ is among the } \mathfrak{H} \text{ largest magnitude of } \mathbf{g}^{(k)}|_{\mathcal{L}^{(k)}_s} \right\}. \tag{3.10}
\]

For part (ii), we will only update the CI state \( \mathbf{c}^{(k)} \) by the gradient “compressed” on the set \( \mathcal{K}^{(k)} \). Particularly, we will calculate

\[
\mathbf{c}^{(k+1)} = \mathbf{c}^{(k)} + \beta^{(k)} \mathbf{g}^{(k)}_s 
\]

with \( \mathbf{g}^{(k)}_s := \mathbf{g}^{(k)}|_{\mathcal{K}^{(k)}} \) \tag{3.11}

where the step size \( \beta^{(k)} \) can minimize \( f(\mathbf{c}^{(k)} + \beta \mathbf{g}^{(k)}_s) \) with respect to \( \beta \). Note that the derivative of \( f \) with respect to \( \beta \) derives a quadratic polynomial in \( \beta \) and therefore \( \beta^{(k)} \) can be obtained explicitly.

For part (iii), we can update the gradient (for future iterations) with a relative small cost instead of evaluating \( \nabla f \) at each step. In particular, we have from the “compressed” gradient \( \mathbf{g}^{(k)}_s \) in (3.11) that

\[
\mathbf{g}^{(k+1)} = \frac{2}{(\mathbf{c}^{(k+1)})^\top \mathbf{S} \mathbf{c}^{(k+1)}} \mathbf{b}^{(k+1)} - \frac{2(\mathbf{c}^{(k+1)})^\top H^{(\alpha)} \mathbf{c}^{(k+1)}}{(\mathbf{c}^{(k+1)})^\top \mathbf{S} \mathbf{c}^{(k+1)})^2} \mathbf{d}^{(k+1)} \quad \text{with} \quad \mathbf{b}^{(k+1)} := H^{(\alpha)} \mathbf{c}^{(k+1)} = \mathbf{b}^{(k)} + \beta^{(k)} H^{(\alpha)} \mathbf{g}^{(k)}_s \quad \text{and} \quad \mathbf{d}^{(k+1)} := \mathbf{S} \mathbf{c}^{(k+1)} = \mathbf{d}^{(k)} + \beta^{(k)} \mathbf{S} \mathbf{g}^{(k)}_s. \tag{3.12}
\]

Note that when \( k = 0 \), we have the initial state \( \mathbf{c}^{(0)} = \mathbf{c}_{I_{\mathfrak{H}}} \) from Algorithm 3.1, so \( \mathbf{b} \) and \( \mathbf{d} \) can be directly evaluated at the beginning of the iteration. To further reduce the computational cost, we can exploit a compression strategy (proposed in [37, 53]) that ignores the entries of \( \mathbf{b}^{(k+1)} \) and \( \mathbf{d}^{(k+1)} \) with increments smaller than some given tolerance.

We can then summarize the complete CI algorithm as follows.

**Algorithm 3.2**  CI algorithm for Wigner localization

**Input:** Hamiltonian \( \mathcal{H}_{\omega} \); \( \delta > 0 \) (for initialization); \( \mathfrak{H} \in \mathbb{Z}_+ \) (for size of \( \mathcal{K}^{(k)} \)).

1. Set \( k = 0 \). Initialize \( \mathcal{J}^{(0)} = I_{\mathfrak{H}} \) and \( \mathbf{c}^{(0)} = \mathbf{c}_{I_{\mathfrak{H}}} \) by Algorithm 3.1.
2. Calculate \( \mathbf{b}^{(0)} = H^{(\alpha)} \mathbf{c}^{(0)}, \mathbf{d}^{(0)} = \mathbf{S} \mathbf{c}^{(0)}, \) and \( \mathbf{g}^{(0)} \) as (3.12).
3. while not converged do
   4. Select \( \mathcal{K}^{(k)} \) and update \( \mathcal{J}^{(k+1)} \) according to (3.10).
   5. Update \( \mathbf{c}^{(k+1)} \) as (3.11).
   6. Calculate \( \mathbf{g}^{(k+1)} \) as (3.12).
   7. \( k = k + 1 \)
4. end while

**Output:** Basis set \( \mathcal{J} \) and ground state wave function approximation \( \mathbf{c}|_{\mathcal{J}} \).
To stop the iteration in the above algorithm, different criteria can be used to check the “convergence”. One can monitor the decay of the Rayleigh quotient $f(c)$ and stop the iteration as the accumulated values of step size across a few iterations are small. One can alternatively monitor the gradient of $f(c)$ and stop the iteration when the gradient vanishes. In our implementations, we check the derivatives in some randomly chosen coordinates (over the set $I$), and stop when the derivatives vanish across a few iterations.

Finally, we would like to comment on the choice of the parameter $\mathcal{R}$. By taking larger values of $\mathcal{R}$, we add more determinants to the basis set at each step, which will accelerate the convergence of the iteration but raise the computational cost significantly. This trade off can be balanced by carefully choosing some “optimal” value of $\mathcal{R}$. In practical calculations, there is some critical value such that when $\mathcal{R}$ exceeds this value, the convergence rate will not become faster with the increase of $\mathcal{R}$ (see our numerical experiments in Section 4).

4 Numerical experiments

In this section, we shall demonstrate the efficiency of our algorithm by simulations of several typical 1D and 2D systems with Wigner localization. All simulations are performed on a workstation with 16 Intel Xeon W-3275M processors and 1T RAM, by using the Julia [8] package PairDensities.jl [21].

4.1 1D systems

We consider an $N$-electron system that lies in $\Omega = [-L, L]$, with $L = 5.0$ and a given external potential $v_{\text{ext}}(x) = \frac{1}{2}x^2$. The domain $\Omega$ is partitioned by a finite element mesh with $M_h = 50$ interior nodes. We will consider different scaling parameters $\alpha$ in (2.5) with $\alpha = 0.1, 1$ and 10 respectively. To test the numerical errors, we use the FCI ground state solution (that is, solution of (3.4)) as the reference.

We first test the choice of initial states in Algorithm 3.2. We perform the simulations by using initial state from semi-classical limit (constructed by Algorithm 3.1) and that from Hartree-Fock approximation respectively, and compare their convergence in Figure 4.1. We observe that, when $\alpha$ is large (corresponding to weakly correlated systems), the Hartree-Fock approximation gives a much better approximation; and when $\alpha$ is small (corresponding to strongly correlated systems), the semi-classical limit provides a better initial guess and has a significantly faster convergence rate. This indicates that our algorithm is potential for systems with strong correlations.

We then test the effect of parameter $\mathcal{R}$ in Algorithm 3.2 by performing numerical simulations for systems with 4 and 6 electrons respectively, and $\alpha = 0.1$. We run the iterations for 200 steps with different values of $\mathcal{R}$, and show the numerical errors of ground state approximations and the degrees of freedom (DOF) of basis set $J$ in Figure 4.2. We see that for $N = 4$, the energy error first decay rapidly when $\mathcal{R}$ increases from 100 to 1000, then the decay rate becomes much slower and reaches a plateau when $\mathcal{R} \geq 2000$. The DOF of basis set $J$ grows steadily before $\mathcal{R} = 1500$ and much slower afterwards. Here, we observe some oscillations of the curves, which can be caused by the stochastic selection of determinants. Similar behaviors of the energy errors and DOF are observed for the $N = 6$ case. We see from the pictures that there could be some “optimal” choices of $\mathcal{R}$ for the algorithm, for examples,
we can take $\mathcal{R}$ around 1000 for $N = 4$ and $\mathcal{R}$ around 1500 for $N = 6$, such that the accuracy and errors can be well balanced.

Figure 4.2: The effect of $\mathcal{R}$ in Algorithm 3.2. The blue lines show the energy errors (with 200 iteration steps) and the orange lines show the growth of the sizes of basis set $\mathcal{J}$.

We then show the ground state single-electron densities (defined in (2.6)) for systems with $N = 4$ and 6 respectively in Figure 4.3. We observe from the pictures that as $\alpha$ decreases, the ground state densities depict a crossover from Fermi liquid to Wigner molecule. For small $\alpha$, the electrons are concentrated on specific regions with $N$ peaks. We compare the configurations obtained from the semi-classical limit (i.e. by Algorithm 3.1), and see that the classical configurations (the red solid balls) match with the peaks of electron densities very well. This also explains why our construction of the initial state is good for systems with small $\alpha$, as it can capture the electron features in the strongly correlated regime.

In order to visualize the internal ordering of the electrons of the wavefunction $\Psi$, we also plot the corresponding pair density distribution

$$
\rho_2(x, x') = \frac{N}{2} \sum_{\sigma_1, \ldots, \sigma_N \in \mathbb{Z}_2} \int |\Psi(x, \sigma_1, x', \sigma_2, x_3, \sigma_3, \ldots, x_N, \sigma_N)|^2 \, dx_3 \ldots \, dx_N.
$$

We show in Figure 4.4 the ground state pair densities for systems with electrons number $N = 4$ and scaling parameters $\alpha = 10, 1, 0.1$. We observe that the pair densities are always
Figure 4.3: The solid lines represent the single-electron densities (for 1D systems) with electron numbers $N = 4$ and $N = 6$. The black dashed line represents the external potential. The red solid balls represent the classical configurations that minimize (3.5).

depleted near the diagonal $x = x'$, a phenomenon known as “exchange holes”. We also observe that when $\alpha$ is large, the pair density is smooth; when $\alpha$ is small, the pair density becomes localized and shows a clear “correlation hole” in the Wigner regime.

Figure 4.4: Pair densities $\rho_2$ for 1D systems with electron number $N = 4$.

4.2 2D systems

We consider two-dimensional circularly-symmetric quantum dots with parabolic confinement on $\Omega = [-5, 5]^2$ and systems with electron numbers $N = 3, 4, 5, 6$. The external potential is given by $v_{ext}(x, y) = \omega(x^2 + y^2)$ with the confinement strength $\omega$ between 0.1 and 2. We use a finite element mesh with $M_h = 30 \times 30$ interior nodes for discretization.

We present the ground state densities of $N = 3$, $\omega = 0.2$ in Figure 4.5 with different scaling parameters $\alpha$. We observe a clear crossover from Fermi liquid structure to Wigner localization: when $\alpha = 1.6$, the density is dumbbell shaped and concentrated on the middle area; when $\alpha = 0.8$, the density is still dumbbell shaped but there is a little dip in the center; when $\alpha = 0.4$, the density is still relatively smooth but becomes a thick ring; when $\alpha = 0.1$, the density becomes much sharper, forming a thin ring centered at the origin.

We further compare the Wigner localization for different particle numbers. We take $\alpha = 0.1$ and show in Figure 4.6 the external potentials, the classical configurations from
Figure 4.5: Ground state densities with $N = 3$.

Figure 4.6: The upper pictures show the external potentials (the background), one classical configuration that minimize (3.5) (the white balls), and all possible such configurations (the black circles). The lower pictures show the ground state densities (plot restricted on $[-3, 3]^2$) with $N = 4, 5, 6$ and $\alpha = 0.1$.

Algorithm 3.1, and the ground state densities at the Wigner localization regime for $N = 4, 5$ and 6 respectively. We observe that for $N = 4$ and 5, the densities are concentrated on a ring, while for $N = 6$ the density has one central electron (concentrated at the origin) with other electrons localized on a sharp ring surrounding it (which integrates to five particles).
This phase transition (with respect to the particle numbers) display the right classical filling for the spatial shells. We compare the configurations obtained from the semi-classical limit, which are consistent with the simulations and support that our construction of the initial state can capture the features of 2D strong correlation.

5 Conclusions

In this work, we propose a configuration interaction algorithm for simulating the ground state of the Wigner localized systems. The novelty of our algorithm lies in the combination of a finite elements discretization, a clever choice of the initial state designed particularly for the strongly correlated systems, and a selection of the determinants on the fly. The algorithm can systematically resolve the sharp localization of the wavefunction and avoid exponential complexity of the many-body problem.
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