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Abstract—In this paper we show that inverses of well-conditioned, finite-time Gramians and impulse response matrices of large-scale interconnected systems described by sparse state-space models, can be approximated by sparse matrices. The approximation methodology established in this paper opens the door to the development of novel methods for distributed estimation, identification and control of large-scale interconnected systems. The novel estimators (controllers) compute local estimates (control actions) simply as linear combinations of inputs and outputs (states) of local subsystems. The size of these local data sets essentially depends on the condition number of the finite-time observability (controllability) Gramian. Furthermore, the developed theory shows that the sparsity patterns of the system matrices of the distributed estimators (controllers) are primarily determined by the sparsity patterns of state-space matrices of large-scale systems. The computational and memory complexity of the approximation algorithms are $O(N)$, where $N$ is the number of local subsystems of the interconnected system. Consequently, the proposed approximation methodology is computationally feasible for interconnected systems with an extremely large number of local subsystems.

I. INTRODUCTION

A large variety of estimation and control algorithms are based on the inversion of the finite-time observability (controllability) Gramians and impulse response matrices. For example, the norm-optimal Iterative Learning Control (ILC) algorithms [1]–[4] determine a control action by computing a regularized pseudo-inverse of the impulse response matrix. The Moving Horizon Estimation (MHE) methods [5]–[7] compute a state estimate by inverting the finite-time observability Gramian. In this paper the finite-time observability (controllability) Gramians and impulse response matrices are called the fundamental matrices of dynamical systems. Large-scale interconnected systems (dynamical networks) consist of a large number of local dynamical subsystems that are interconnected in a spatial domain [8]–[19]. In this paper, we focus on large-scale systems with interconnection structures described by sparse graphs. That is, we focus on large-scale systems described by sparse state-space models (state-space models with sparse matrices). A large number of interconnected systems are described by sparse state-space models. Some notable examples are systems obtained by discretizing Partial Differential Equations (PDEs) using the finite difference or finite element methods [20]–[23], power systems [24]–[26] and deformable mirrors for extremely large telescopes [27], [28]. Fundamental matrices of these systems are also sparse. However, in the general case, inverses of fundamental matrices are completely dense [29]. In other words, inversion “destroys” the structure of a large-scale system. From the estimation point of view, this means that the state of a local subsystem is a linear combination of outputs and inputs of all local subsystems in the network. That is, to compute its local state, a local subsystem needs to receive and process input-output data of all local subsystems in the network. Due to a large-scale nature of dynamical networks and because of various computational and communication constraints that are present in practice, it is often impossible to compute a local state as a linear combination of all local inputs and outputs of a dynamical network. Moreover, in many cases it might be impossible to explicitly compute the inverses of the fundamental matrices.

The main reason is that the computational and memory complexity of matrix inversion algorithms are $O(N^2)$, where $N$ is the number of local subsystems of the interconnected system. Here we have taken into account that the sparsity of the fundamental matrices can be exploited to decrease the computational complexity of matrix inversion algorithms from $O(N^2)$ to $O(N^2)$. Even if it would be possible to explicitly compute inverses of fundamental matrices, the real-time implementation of the estimators and controllers might be infeasible. Namely, for real-time implementation it is necessary to have a powerful control hardware that can perform $O(N^2)$ complexity calculations (vector-matrix multiplications) during a short time interval limited by a sampling period of a control system.

On the other hand, control and estimation algorithms, such as the ILC or MHE algorithms, can also be implemented without explicitly computing the inverses of the fundamental matrices. For example, a control action or a state estimate can be efficiently computed using iterative methods for solving large-scale systems of linear equations, such as the Conjugate Gradient (CG) method [30]. However, in practice, the convergence time of any iterative algorithm is limited by the sampling period of a control system. This implies that in practice estimates and control actions are computed using a finite number of iterations. If the number of iterations is small, then it is very-well known that the performance of estimators and controllers can be significantly degraded [11]. On the other hand, computation of estimates (control actions) using iterative methods might not be feasible in large-scale estimation (control) problems that require high sampling frequencies. Another option for the efficient implementation of control algorithms is to (approximately) solve large-scale systems of linear equations using the (incomplete) LU factorization or the Cholesky factorization. In spite of the fact
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that for sparse linear systems of equations it is possible to find sparse \( L \) and \( U \) factors [30], the local estimate computed using the \( LU \) factorization is a linear combination of all the local data in the network.

The communication and computational problems imposed by the large-scale nature of dynamical networks, motivated the development of distributed/decentralized estimation (control) techniques that can be implemented on a network of local sensors and actuators that communicate locally [8]–[19], [31]. In recent years, the consensus algorithms [32], [33] have been widely used for the development of distributed estimators and controllers. The consensus algorithms belong to the class of iterative algorithms that in the general case need an infinite number of iterations to converge [11], [32]. However, like we explained previously, iterative algorithms might not be suitable for large-scale estimation and control problems that require high sampling frequencies.

By analyzing the so-called "lifted state-space representations" of large-scale interconnected systems [6], [34], [35], one can easily come to the following conclusion. If the fundamental matrices could be approximated by sparse matrices, then it could be possible to develop novel methods for the identification, estimation and control of large-scale interconnected systems. For example, in [6], [35] we have shown that the inverses of sparse, banded Gramians are off-diagonally decaying matrices and that they can be approximated by sparse banded matrices. Using this result we developed novel, distributed/decentralized identification and estimation algorithms for large-scale systems described by sparse banded state-space matrices. These methods identify (estimate) the state-space model of a local subsystem by using only local input-output data. Numerical techniques developed in [6], [35] can also be used for distributed control of large-scale systems. However, the generalization of the techniques proposed in [6], [35] for systems described by state-space models whose matrices have arbitrary sparsity patterns (that is, for systems with arbitrary interconnection patterns), is still an open problem.

More recently, the problem of designing (sparse) structured feedback gains for control of finite-dimensional interconnected systems has been studied in [36]–[38]. Unfortunately, the control design methodologies proposed in these papers are computationally infeasible for large-scale systems, mainly because their computational and memory complexity are at least \( O(N^3) \) and \( O(N^2) \), respectively.

In this paper we show that inverses of well-conditioned fundamental matrices can be approximated by sparse matrices. The approximation methodology established in this paper opens the door to the development of novel methods for distributed estimation, identification and control of large-scale interconnected systems. The novel estimators (controllers) compute local estimates (control actions) simply as linear combinations of inputs and outputs (states) of local subsystems. The size of these local data sets essentially depends on the condition number of the finite-time observability (controllability) Gramian. Furthermore, the developed theory shows that the sparsity patterns of the system matrices of the distributed estimators (controllers) are primarily determined by the sparsity patterns of state-space matrices of large-scale systems. The computational and memory complexity of the approximation algorithms are \( O(N) \). Consequently, the proposed approximation methodology is computationally feasible for interconnected systems with an extremely large number of local subsystems.

This paper is organized as follows. In Section II we explain the importance of finding sparse approximate inverses of fundamental matrices. In Section III we present the approximation algorithms. In Section IV we analyze the sparsity patterns of system matrices of a distributed estimator derived using the approximation algorithms. In Section V we present numerical simulations. In Section VI we present conclusions and we discuss future work.

II. PROBLEM FORMULATION

In this section we define the class of interconnected systems described by sparse state-space matrices and explain the importance of finding sparse approximate inverses of the fundamental matrices.

A. Notation and preliminaries

The notation \( X = [x_{i,j}] \) denotes a matrix whose \((i,j)\) entry is \( x_{i,j} \), whereas \( X = [X_{i,j}] \) denotes a block matrix whose \((i,j)\) entry is the matrix \( X_{i,j} \). The notation \( z = \text{col}(z_1, z_2, \ldots, z_M) \) denotes a column vector: \( z = [z_1^T \ z_2^T \ \ldots \ z_M^T]^T \). Next, \( X = \text{diag}(X_1, X_2, \ldots, X_M) \) denotes a block diagonal matrix, with the matrices \( X_1, X_2, \ldots, X_M \) on the main diagonal and \( \emptyset \) denotes a zero matrix whose dimensions will be clear from the context.

We consider large-scale systems consisting of the interconnection of local dynamical subsystems. The interconnection pattern of local subsystems is defined by a directed graph \( G = (V,E) \), where \( V = \{1, \ldots, N\} \) is a set of vertices and \( E \subseteq V \times V \) is a set of edges. The set \( V \) will be also referred to as the spatial domain. We assume that \( N \) is a large number. For example, \( N \) can be in the order of \( 10^6 \) or even larger. Each vertex represents a local subsystem \( S_i \). The local state of \( S_i \) is denoted by \( x_i(k) \in \mathbb{R}^n \). With each edge \((i,j) \in E\) we associate a non-zero matrix \( A_{i,j} \in \mathbb{R}^{n \times n} \). The state-space model of \( S_i \) has the following form:

\[
S_i \left\{ \begin{array}{l}
x_i(k+1) = A_{i,i}x_i(k) + \sum_{j \in M_i} A_{i,j}x_j(k) + B_iu_i(k)
y_i(k) = C_i x_i(k) + D_i u_i(k) + n_i(k)
\end{array} \right.
\]

where \( u_i(k) \in \mathbb{R}^m \) is the local input, \( y_i(k) \in \mathbb{R} \) is the local output, \( n_i(k) \in \mathbb{R}^m \) is the local measurement noise and \( M_i \) is a set of indices defined by \( M_i = \{ j | (i,j) \in E, \ j \neq i \} \). Each index \( j \in M_i \) corresponds to a local subsystem \( S_j \). That is, the set \( M_i \) corresponds to all subsystems that are interconnected with \( S_i \). The state-space model of the global system (dynamical network) is:

\[
S \left\{ \begin{array}{l}
x(k+1) = Ax(k) + Bu(k)
y(k) = Cx(k) + Du(k) + n(k)
\end{array} \right.
\]
\[ B = \text{diag} (B_1, B_2, \ldots, B_N), \quad C = \text{diag} (C_1, C_2, \ldots, C_N) \]
\[ D = \text{diag} (D_1, D_2, \ldots, D_N) \]
\[ y(k) = \text{col} (y_1(k), \ldots, y_N(k)), \quad x(k) = \text{col} (x_1(k), \ldots, x_N(k)), \]
\[ u(k) = \text{col} (u_1(k), \ldots, u_N(k)), \quad n(k) = \text{col} (n_1(k), \ldots, n_N(k)) \]

and \( A \) is a matrix whose \((i, j)\) block is \( A_{i,j} \). The matrices \( A \in \mathbb{R}^{N \times N} \), \( B \in \mathbb{R}^{N \times N \times m} \), \( C \in \mathbb{R}^{N \times N \times n} \) and \( D \in \mathbb{R}^{N \times N \times m} \) are called the global system matrices. The vectors \( \bar{x}(k) \in \mathbb{R}^N \) and \( \bar{u} \in \mathbb{R}^N \) are called the global state and global input, respectively. Similarly, the vectors \( \bar{y}(k) \in \mathbb{R}^N \) and \( \bar{n} \in \mathbb{R}^N \) are called the global output and global measurement noise. We assume that \( A \) is a sparse matrix. That is, we assume that the set \( \mathbb{M}_i \) has a small number of elements.

B. Lifted system representation

In a large variety of estimation and control problems, such as the MHE problems [5], [6] or ILC problems [1], the global state-space model (6) is lifted over the time domain. More precisely, starting from the time instant \( k - p \) and by lifting \( p \) time steps, we obtain:

\[ \bar{x}(k) = A^p \bar{x}(k - p) + R_p \bar{u}_{k-p} \]
\[ \bar{y}_{k-p} = O_p \bar{x}(k - p) + \Gamma_p \bar{u}_{k-p} + N_{k-p} \]

where \( p \ll N \) is the lifting window. The matrix \( O_p \in \mathbb{R}^{N \times (p+1)m} \) is the \( p \)-steps observability matrix. The matrices \( \Gamma_p \in \mathbb{R}^{N \times (p+1)m} \) and \( R_p \in \mathbb{R}^{N \times (p+1)m} \) are the \( p \)-steps impulse response matrix and \( p \)-steps controllability matrix, respectively. The lifted equation (4) has an elegant graph theoretic interpretation, which will be given in Section IV (see Remark 4.4). Because \( A \) is sparse and because \( p \ll N \), all the matrices in (3) and (4) are sparse.

Definition 2.1: [35], [39] The observability index, of the observable global system (3), is the smallest integer \( \nu \), such that the \( \nu \)-steps observability matrix \( O_\nu \) has full column rank, that is rank \( O_\nu \) = \( nN \)

Similarly, we can define the controllability index as the smallest integer \( \theta \), such that the \( \theta \)-steps controllability matrix \( R_\theta \) has full rank. We assume that \( \nu \ll N \) and \( \theta \ll N \).

The lifted output equation (4) is formed by lifting the global output and input vectors over the time domain. However, as it has been shown in [6], [35], a more suitable lifting approach for large-scale interconnected systems is to first lift the local outputs and inputs over the time domain and then to lift these lifted vectors over the spatial domain. To formulate this structure preserving lifting technique, we introduce the following notation [6], [35]. The column vector \( \bar{y}_{k-p} \in \mathbb{R}^{(p+1)r} \) is defined by lifting the local output of \( S_i \) over the interval \([k - p, k]\):

\[ \bar{y}_{k-p} = \text{col}(y_i(k-p), y_i(k-p+1), \ldots, y_i(k)) \]

In the same manner we define the lifted input vector \( \bar{u}_{k-p} \in \mathbb{R}^{(p+1)m} \) and the lifted measurement noise vector \( \bar{N}_{k-p} \in \mathbb{R}^{(p+1)r} \). A column vector \( \bar{y}_{k-p} \in \mathbb{R}^{N \times (p+1)r} \) is defined by lifting lifted local outputs over the spatial domain: \( \bar{y}_{k-p} = \text{col}(Y_{k-p}^{1}, \ldots, Y_{k-p}^{p}) \). In the same manner we define the vectors \( \bar{u}_{k-p} \in \mathbb{R}^{N \times (p+1)m} \) and \( \bar{N}_{k-p} \in \mathbb{R}^{N \times (p+1)r} \). It is easy to prove that:

\[ \bar{y}_{k-p} = P_Y \bar{Y}_{k-p}, \quad \bar{N}_{k-p} = P_Y \bar{N}_{k-p}, \quad \bar{u}_{k-p} = P_U \bar{U}_{k-p} \]

where \( P_Y \) and \( P_U \) are permutation matrices. By multiplying the lifted equation (4) from left with \( P_Y \) and keeping in mind that permutation matrices are orthogonal, we obtain:

\[ \bar{y}_{k-p} = O_Y \bar{x}(k - p) + G_p \bar{u}_{k-p} + N_{k-p} \]

where the matrices \( O_Y \in \mathbb{R}^{N \times (p+1)r \times Nn} \) and \( G_p \in \mathbb{R}^{N \times (p+1)r \times Npm} \) are defined by:

\[ O_Y = P_Y O_p, \quad G_p = P_Y \Gamma_p P_U^T \]

On the other hand, using the orthogonality of the permutation matrix \( P_U \), from (3) we obtain:

\[ \bar{x}(k) = A^p \bar{x}(k - p) + R_p \bar{u}_{k-p} \]

Because the matrices \( O_Y, R_p \) and \( \Gamma_p \) are sparse, the matrices \( O_Y, R_p \) and \( G_p \) are also sparse. The finite-time observability Gramian is given by [40], [41]:

\[ W = \sum_{i=0}^{p} (A^T)^i C^T C A^i = O_Y^T O_p \]

On the other hand, the finite-time controllability Gramian is defined as follows [40], [41]:

\[ Q = \sum_{i=0}^{p} A^T B B^T (A^T)^i = R_p R_p^T \]

Because permutation matrices are orthogonal, from (8) and (11) we have:

\[ W = O_Y^T O_p = O_Y^T P_Y P_U^T O_p = O_Y^T O_p \]

Similarly, from (10) and (12) we have:

\[ Q = R_p R_p^T \]

Now that we have introduced the lifted system representation and defined finite-time Gramians, we can explain the importance of finding sparse approximate inverses of the fundamental matrices.
C. Motivation for finding sparse approximate inverses of fundamental matrices

For presentation clarity, the importance of finding sparse approximate inverses of fundamental matrices will be explained on simplified estimation, identification and control problems. Similar conclusions about the importance of finding sparse approximate inverses of fundamental matrices can be drawn from more complex estimation and control problems. Let $O_p = \{O_{i,j}\}$ and $G_p = \{G_{i,j}\}$, where $O_{i,j} \in \mathbb{R}^{(p+1) \times n}$ and $G_{i,j} \in \mathbb{R}^{n \times (p+1)m}$. Then, the $ith$ block equation of (7) can be written as follows:

$$Y_{i,k-p}^h = \sum_{j \in M_{O,i}} O_{i,j} x_j(k-p) + \sum_{j \in M_{G,i}} G_{i,j} U_{j,k-p}^h + N_{i,k-p}^h$$  \hspace{1cm} (15)

where $M_{O,i} = \{j \mid O_{i,j} \neq 0\}$ and $M_{G,i} = \{j \mid G_{i,j} \neq 0\}$ are sets of indices.

1) Estimation and identification problems: Because the matrices $O_p$ and $G_p$ are sparse, from (15) we have that the lifted local output $Y_{i,k-p}^h$ depends on a relatively few local states and inputs. To estimate $x_i(k-p)$ in the least-squares sense, the local subsystem $S_i$ needs to take into account all local inputs and outputs in the network. To show this, let’s take a look at the lifted data equation (7). The global state vector can be estimated by solving the following least-squares problem:

$$\min_{\hat{x}(k-p)} \|Y_{k-p}^h - G_p U_{k-p}^h - O_p x(k-p)\|_2^2$$ \hspace{1cm} (16)

Let us assume that $p \geq \nu$ ($\nu$ is the observability index, see Definition 2.1). Because $p \geq \nu$, the matrix $O_p$ has full column rank. Furthermore, because $O_p = P_Y O_p$ and because permutation matrices do not change matrix rank, we conclude that $O_p$ has full column rank. This implies that the solution of (16) is given by:

$$\hat{x}(k-p) = \mathcal{W}^{-1} O_p^T (Y_{k-p}^h - G_p U_{k-p}^h)$$ \hspace{1cm} (17)

where $\mathcal{W}^{-1} = \sum_i \mathcal{W}_i^{-1}$, $\mathcal{W}_i^{-1}$ being the $ith$ block of the inverse of the $ith$ block of $\mathcal{W}$. Although $O_p$ is sparse, the matrix $\mathcal{W}^{-1}$ is fully populated (inversion “destroys” the matrix structure). This means that the local state estimate $\hat{x}_i(k-p)$ is a linear combination of all local (lifted) inputs and outputs in the network. That is, to calculate $\hat{x}_i(k-p)$, the local subsystem $S_i$ needs to know the input-output data of all local subsystems in the network. Because of the various communication constraints that are present in practice, $S_i$ cannot obtain the input-output data of all local subsystems in the network. Consequently, it might not be possible to compute $\hat{x}_i(k-p)$ as a linear combination of all local data in the network. Furthermore, because of the large-scale nature of the network, it might not be possible to explicitly compute and store $\mathcal{W}^{-1}$.

Using the results of [35], from (7) and (9) is easy to derive the following AutoRegressive eXogenous (ARX) [34] model:

$$y(k) = \mathcal{C} \mathcal{A}^T \mathcal{W}^{-1} (O_p^T y_{k-p}^h - O_p^T G_p U_{k-p}^h) + \mathcal{C} R_p U_{k-p}^h$$ \hspace{1cm} (18)

where we neglect the measurement noise vector. From the $ith$ block equation of the ARX model (18), we can derive a local ARX model for $y_i(k)$. The identification problem consists of estimating the parameters of the local ARX model using the sequence of the local input-output data. Because $\mathcal{W}^{-1}$ is dense, we see that to identify the parameters of the local ARX model we need to take inputs and outputs of all local subsystems in the network.

2) Control problems: Similar difficulties appear in control problems for large-scale systems. To illustrate this, let’s look at the lifted state equation (9). Because $A$ is sparse and $p \ll N$, the matrices $A^p$ and $R_p$ are also sparse. Because of this, from (9) we conclude that $x_i(k)$ is a linear combination of past local states and past local inputs of systems that are in some neighborhood of $S_i$ (this neighborhood is determined by the sparsity patterns of $A^p$ and $R_p$, for more details see Section IV). However the input sequence $U_{i,k-p}^h$ that takes $S_i$ from $x_i(k-p)$ to $x_i(k)$ is a linear combination of the states of all the local subsystems in the network. To show this, consider the system of equations (9) that we want to solve for $U_{i,k-p}^h$. Because the system of equations (9) is under-determined, we are searching for the least-norm solution:

$$\min_{U_{i,k-p}^h} \|U_{i,k-p}^h\|_2^2 \hspace{1cm} (19)$$

subject to (9).

Assume that $p \geq \theta$, where $\theta$ is the controllability index. Under this condition the matrix $R_p$ has full rank, and the solution of (19) is given by:

$$U_{i,k-p}^h = R_p^{-1} Q^{-1} (X(k) - A^p X(k-p)) \hspace{1cm} (20)$$

Because the matrix $(R_p R_p^T)^{-1}$ is fully populated, from the $ith$ block equation of (20) we see that the local input sequence $U_{i,k-p}^h$ is a linear combination of all local states in the network. Like it is explained previously, due to various computation and communication constraints that are present in the practice, the local control action cannot be computed as a linear combination of all the data in the network.

Similar difficulties appear in predictive control problems or in the ILC problems in which the impulse response matrix needs to be inverted. For simplicity, let assume that the initial state $x(k-p)$ and the measurement noise in (7) are zero. A simplified predictive control problem at the time instant $k-p$, consists of finding the control sequence $U_{i,k-p}^h$ that will produce the desired output $Y_{i,k-p}^h$. This can be achieved by solving the following system of equations:

$$y_{i,k-p}^h = G_p U_{i,k-p}^h$$ \hspace{1cm} (21)

Assuming that $G_p$ has full column rank, the solution of (21) is:

$$U_{i,k-p}^h = (G_p^T G_p)^{-1} G_p^T y_{i,k-p}^h \hspace{1cm} (22)$$

Because in the general case $(G_p^T G_p)^{-1}$ is fully populated, from (22) we have that the local input sequence $U_{i,k-p}^h$ is sparse.
a linear combination of all the local lifted outputs in the network.

From [17] we see that if the inverse of the observability Gramian could be approximated by a sparse matrix, then \( \hat{x}_i(k-p) \) could be estimated simply as a linear combination of the input-output data of the local subsystems that are in some neighborhood of \( S_i \) (this neighborhood would be determined by the sparsity pattern of an approximate, sparse inverse of \( W \) and sparsity patterns of \( O_p^T \) and \( U_p \), see Section IV for more details). Similarly to the estimation problem, from (18) we see that if there would exist a sparse approximate inverse of \( W \), then the local ARX model of \( S_i \) would depend on the inputs and outputs of local subsystems that are in some neighborhood of \( S_i \). Consequently, the parameters of the local ARX model could be identified in the decentralized manner [35].

On the other hand, from (20) we see that if the inverse of the finite-time controllability Gramian could be approximated by a sparse matrix, then the local input sequence \( U_{k-p}^{k} \) could be determined simply as a linear combination of states of the local subsystems that are in some neighborhood of \( S_i \). Finally, from (22) we see that if the pseudo-inverse of the impulse response matrix could be approximated by a sparse matrix, then the control action \( U_{k-p}^{k} \) could be computed simply as a linear combination of the outputs of the local subsystems that are neighbors to \( S_i \).

**Motivated by these observations, in the sequel we develop a framework for approximating the inverses of the fundamental matrices by sparse matrices.** For brevity and presentation clarity, in this paper we only consider approximation of the finite-time observability Gramian.

### III. APPROXIMATE INVERSES OF FINITE-TIME GRAMIANS

A "naive" approach for computing the sparse approximate inverses of the finite-time Gramians, consists of first computing the fully populated inverses and then setting to zero their small entries. Because of the \( O(N^2) \) computational and memory complexity of the (sparse) matrix inversion algorithms, the naive approach cannot be used in practice. In [6], [35] we have shown that in the case of large-scale systems with banded state-space matrices, the inverses of the finite-time Gramians are off-diagonally decaying matrices [42]. This result is important from computational point of view because in [43] it has been shown that off-diagonally decaying matrices can be efficiently approximated by sparse matrices. In [6] we have used the Chebyshev matrix polynomials [43], [44] to compute sparse approximate inverses of the finite-time observability Gramians. Another option for computing sparse approximate inverses of sparse matrices is to use the Newton-Schultz iteration [20] or to use the methods proposed in [45], [46]. Due to its simplicity and fast convergence rate, in this paper we use the Newton-Schultz iteration. Because in some cases the Newton-Schultz iteration fails to converge, in Section III-C we briefly explain the main ideas of the approximation methods proposed in [45], [46].

The Newton-Schultz iteration for approximating the inverse of \( W \) is defined by [47], [48]:

\[
X_{k+1} = X_k (2I - WX_k), \ k = 0, 1, 2, \ldots
\]  

(23)

where \( X_k \) is an approximate inverse at the \( k \)th iteration. Using the results of [48] it is easy to prove the following theorem.

**Theorem 3.1:** Let the initial value for the Newton-Schultz iteration be chosen as follows:

\[
X_0 = \frac{2}{a^2 + b^2} W
\]  

(24)

where \( a \) and \( b \) are minimal and maximal singular values of \( W \), respectively. Furthermore, let the approximation accuracy of the Newton-Schultz iteration be quantified by:

\[
E_k = I - WX_k
\]  

(25)

then

\[
\|E_k\|_2 \leq \left( \frac{\kappa^2 - 1}{\kappa^2 + 1} \right)^{2^k}
\]  

(26)

where \( \kappa = b/a \) is the condition number of \( W \).

**Proof** Because \( W \) is a symmetric matrix, its Singular Value Decomposition (SVD) is:

\[
W = U \Sigma U^T
\]  

(27)

where \( U \) is the unitary matrix and \( \Sigma \) is a diagonal matrix of singular values. From (24), (25) and (27) we have:

\[
E_0 = U \left( I - \frac{2}{a^2 + b^2} \Sigma^2 \right) U^T
\]  

(28)

It is easy to prove that:

\[
\|E_0\|_2 = \frac{b^2 - a^2}{b^2 + a^2} = \frac{\kappa^2 - 1}{\kappa^2 + 1}
\]  

(29)

Next, from (23) and (25) we have:

\[
E_{k+1} = (I - WX_k)(I - WX_k)
\]  

(30)

From (30) we have:

\[
\|E_{k+1}\|_2 \leq \|E_k\|_2^2
\]  

(31)

which proves that the Newton-Schultz iteration has a quadratic convergence rate. From (31) we have:

\[
\|E_k\|_2 \leq \|E_0\|_2^{2^k}
\]  

(32)

Substituting (29) in (32) we obtain (26).

Because \( A \) is sparse and because \( p \ll N \), the finite-time observability Gramian \( W \) is sparse. Due to this, the constants \( a \) and \( b \) can be computed with \( O(Nn) \) complexity [6].

From (24) we have that the initial guess for the Newton-Schultz iteration \( X_0 \) has the same sparsity pattern as \( W \). However, from (23) we see that \( X_1 \) has a larger number of non-zero elements than \( X_0 \). As the number of iterations \( k \) increase, the matrix \( X_k \) becomes denser and denser. Direct consequence of this is that the computational and memory complexity of the Newton-Schultz iteration increase with \( k \). Furthermore, for relatively large \( k \), the matrix \( X_k \) becomes fully populated.
However, Theorem 3.1 shows that if \( \mathcal{W} \) is well-conditioned (that is, \( \kappa \) is close to 1), then we need a relatively small number of iterations \( k \) to accurately approximate \( \mathcal{W}^{-1} \). Namely, if \( \kappa \) is close to 1, then there exists small \( k \) for which the upper bound on the right-hand side of (26) is close to zero. This means that if the matrix \( \mathcal{W} \) is well conditioned, then its inverse can be accurately approximated by a sparse matrix. We also conclude that for a fixed approximation accuracy, the matrix \( \mathcal{W} \) with a larger condition number has the approximate inverse with a larger number of non-zero elements (because for a matrix with a larger condition number, we need a larger number of iterations to achieve the same accuracy). In Section 3, we give a detailed analysis of the sparsity structure of \( \mathcal{W} \).

In many estimation and control problems, regularization parameters are added to finite-time Gramians. By increasing the value of the regularization parameter, the condition number of the regularized Gramian can be decreased. This implies that regularization parameters can be used to reduce the number of non-zero elements of the approximate inverses of the fundamental matrices. For example, the least squares problem (10) can be modified by penalizing the global state:

\[
\min_{\mathbf{Z}(k-p)} \left\{ \| \mathbf{Y}_k^{k+p} - \mathbf{G}_t \mathbf{A}_t^k - \mathbf{C}_t \mathbf{Z}(k-p) \|_2^2 + \mu \| \mathbf{Z}(k-p) \|_2^2 \right\}
\]

(33)

where \( \mu \) is the regularization parameter. Let \( \mathcal{W}_r = \mathcal{W} + \mu I \). It can be easily shown that the solution of (33) is defined by replacing \( \mathcal{W}^{-1} \) with \( \mathcal{W}_r^{-1} \) in (17). The condition number of \( \mathcal{W}_r \) is \((b + \mu)/(a + \mu)\). By increasing \( \mu \) the condition number of \( \mathcal{W}_r \) can be decreased. This way, we can ensure that even if \( \mathcal{W} \) is badly conditioned, its regularized inverse \( \mathcal{W}_r^{-1} \) can still be accurately approximated by a sparse matrix using only a few Newton-Schultz iterations.

A. Sparsification methods

To ensure that each Newton-Schultz iteration can be computed with linear computational and memory complexity, and to guarantee that the approximate inverses are sparse, we need to sparsify \( X_k \) after each iteration. This can be achieved by modifying the Newton-Schultz iteration as follows:

\[
Z_k = X_k (2I - \mathcal{W}_r X_k), \quad X_{k+1} = H(Z_k), k = 0, 1, 2, \ldots
\]

(34)

where \( H(Z_k) \) is a sparsification operator. There are two types of sparsification operators. The first operator sets to zero all elements of \( Z_k \) that are outside some prescribed sparsity pattern. To be more precise, let \( P \in \mathbb{R}^{N_s \times N_s} \) be a binary matrix describing the desired sparsity pattern of the approximate inverse. Furthermore, let \( P = [p_{i,j}] \) and \( Z_k = [z_{i,j}] \). The first sparsification operator \( H_1(Z_k) \) is defined element-wise by:

\[
(H_1)_{i,j} = \begin{cases} 
|z_{i,j}|, & p_{i,j} = 1 \\
0, & p_{i,j} = 0 
\end{cases}
\]

(35)

where \((H_1)_{i,j}\) is the \((i,j)\) entry of the sparsification operator \( H_1 \). The second sparsification operator, denoted by \( H_2 \), neglects "small" elements of \( Z_k \). It is defined element-wise by:

\[
(H_2)_{i,j} = \begin{cases} 
z_{i,j}, & |z_{i,j}| > \phi \\
0, & |z_{i,j}| \leq \phi 
\end{cases}
\]

(36)

where \( \phi \) is a dropping parameter and \( |\cdot| \) is the absolute value. Provided that the sparsity pattern \( P \) or dropping parameter \( \phi \) are properly chosen, in [47] it has been shown that the Newton-Schultz iteration is robust with respect to (small) errors introduced by the sparsification operators. The fastest algorithms are obtained by combining both of the sparsification operators.

B. How to choose the parameters of the sparsification operators?

If \( \mathcal{A} \) is sparse and banded, then \( \mathcal{W} \) is also sparse and banded. Inverses of banded observability Gramians are off-diagonally decaying matrices [6], [20], [35]. Moreover, the rate of the off-diagonal decay of \( \mathcal{W}^{-1} \) depends on the condition number of \( \mathcal{W} \) [42]. This implies that in the case of approximating inverses of banded observability Gramians, the pattern matrix \( P \) should be a banded matrix. The bandwidth of \( P \) should be selected on the basis of the condition number of \( \mathcal{W} \). This bandwidth can be selected using the equation 17. in [35].

In the general case, when the matrix \( \mathcal{A} \) is sparse but it does not have a specific structure, the sparsity pattern of \( P \) can be formed by summing up the powers of \( \mathcal{W} \) [49]. Namely, consider the Neumann series:

\[
(I - Y)^{-1} = \sum_{i=0}^{\infty} Y^i
\]

(37)

where \( Y \) is a matrix satisfying \( \| Y \|_2 < 1 \). Let \( Y = I - \epsilon \mathcal{W} \), where \( \epsilon \) is a small number. The parameter \( \epsilon \) ensures that the singular values of \( \mathcal{W} \) are scaled such that \( \| I - \epsilon \mathcal{W} \|_2 < 1 \). From (37) we have:

\[
\mathcal{W}^{-1} = \epsilon \sum_{i=0}^{\infty} (I - \epsilon \mathcal{W})^i
\]

(38)

Assuming that \( \epsilon \left\| (I - \epsilon \mathcal{W})^i \right\|_2 \) is small for \( i \ll N \), from (38) we have that a relatively good estimate of the sparsity pattern of \( \mathcal{W}^{-1} \) is given by the sum of the first \( i = 1 \) terms in (38). Because the largest sparsity pattern of \( (I - \epsilon \mathcal{W})^i \) is determined by the sparsity pattern of \( \mathcal{W}^i \), we see that a relatively good estimate of the sparsity pattern of \( \mathcal{W}^{-1} \) is determined by a matrix obtained by summing the powers of \( \mathcal{W} \). Further details on the choice of the a priori sparsity patterns of approximate inverses can be found in [49], [50].

In some cases the matrix \( \mathcal{W} \) can be sparsified and consequently, its approximate inverse can be additionally sparsified. Namely, if the global system is asymptotically stable, then \( \mathcal{A}^T \approx 0 \), \( (\mathcal{A}^T)^j \approx 0 \), for some sufficiently large \( s \). If there exists \( s < p \), then the matrix \( \mathcal{W} \) can be sparsified by neglecting all the powers of \( \mathcal{A} \) and \( \mathcal{A}^T \) that are larger than \( s \) (see the definition of the finite-time observability Gramian...
Our experience with computing approximate inverses of ill-conditioned Gramians shows that the Newton-Schultz iteration can diverge. For ill-conditioned Gramians, this occurs if the pattern matrix $P$ is too sparse, or if the truncation parameter is relatively high. One of the ways to stabilize the Newton-Schultz iteration is to increase the number of non-zero elements of $P$ or to decrease the regularization parameter. However, this process can be computationally expensive. An alternative, less computationally demanding approach is to a priori choose the sparsity pattern of $X$. The interconnection matrix of the global system $S$ is a binary $N \times N$ matrix $S = [s_{i,j}]$ defined element-wise by:

$$ s_{i,j} = \begin{cases} 1 & , (i, j) \in E \Rightarrow A_{i,j} \neq 0 \\ 0 & , (i, j) \notin E \Rightarrow A_{i,j} = 0 \end{cases} \tag{44} $$

Because $X$, $O_p$, and $G_p$ are sparse, the matrices $L$ and $Q$ are also sparse. Let $L = [L_{i,j}]$ and $Q = [Q_{i,j}]$, where $L_{i,j} \in \mathbb{R}^{n \times (p+1)r}$ and $Q_{i,j} \in \mathbb{R}^{n \times (p+1)n}$. Then from (42) we have:

$$ \tilde{x}_i(k-p) \approx \sum_{j \in M_{L,i}} L_{i,j}\hat{y}^k_{p,j} - \sum_{j \in M_{Q,i}} Q_{i,j}\hat{u}^k_{p,j} \tag{43} $$

where $M_{L,i} = \{ j \mid L_{i,j} \neq 0 \}$ and $M_{Q,i} = \{ j \mid Q_{i,j} \neq 0 \}$ are sets of indices. To compute $\tilde{x}_i(k-p)$, the local subsystem $S_i$ needs to receive the outputs of all the local subsystems $S_j$, where $j \in M_{L,i}$, and the inputs of all the local subsystems $S_j$, where $j \in M_{Q,i}$. That is, the equation (43) constitutes the distributed state estimator (see Remark 4.1). The graphs describing the communication links between the local subsystems of the distributed estimator are determined by the sparsity patterns of $L$ and $Q$. In this section we analyze the sparsity patterns of these matrices.

Remark 4.1: For presentation clarity, in this paper we have derived distributed least-squares estimator (43). However, the developed approximation methods can be used to derive a more complex distributed estimators, such as the moving horizon estimators [6].

For simplicity and without loss of generality, we assume that all non-zero blocks of $A$, $B$, $C$ and $D$ are positive. This way, we ensure that there are no numerical cancellations in matrix expressions involving these matrices. This is a standard assumption in methods that analyze the structure of sparse matrices [51].

Briefly speaking, the sparsity patterns of $L$ and $Q$ are determined by: 1) The sparsity pattern of $A$; 2) The lifting window $\rho$; 3) The number of iterations necessary to compute $X$ and if the sparseified Newton-Schultz iteration is used, by the sparsity pattern of $P$.

Before we relate the structure of $L$ and $Q$ with the structure of $A$, we make the following observation. As it is explained in Section III if $W$ is well-conditioned, then $X$ can be accurately approximated by a sparse matrix without the need to use the sparseification operators. That is, if $W$ is well-conditioned then the matrices $L$ and $Q$ are sparse. This means that if $W$ is well-conditioned, then we need a small amount of communication between the local subsystems to compute the local state estimate (43).

To relate the sparsity pattern of $A$ with the patterns of $L$ and $Q$, we need to associate the interconnection matrix (adjacency matrix) with the global system $S$ [52].

Definition 4.2: The interconnection matrix of the global system $S$ (the adjacency matrix of the graph $G$) is a binary $N \times N$ matrix $A = [a_{i,j}]$ defined element-wise by:

$$ a_{i,j} = \begin{cases} 1 & , (i, j) \in E \Rightarrow A_{i,j} \neq 0 \\ 0 & , (i, j) \notin E \Rightarrow A_{i,j} = 0 \end{cases} \tag{44} $$
The matrix $\mathcal{A}$ describes the block sparsity pattern of $A$. Because $\mathcal{A}$ is a sparse matrix, the matrix $\mathcal{A}$ is also sparse. The matrix $\mathcal{C}$ is a block diagonal matrix. Similarly to the definition of the adjacency matrix $A$, we introduce an $N \times N$ identity matrix, denoted by $\mathcal{I}$, that describes the sparsity pattern of $\mathcal{C}$. Next, we introduce a matrix operator that transforms an arbitrary matrix into a binary matrix describing its sparsity pattern.

**Definition 4.3:** Let $Z = \{z_{i,j}\}$ be an arbitrary $N \times N$ matrix. An $N \times N$ matrix $T(Z) = \{t_{i,j}\}$ is defined element-wise by:

$$t_{i,j} = \begin{cases} 1, & z_{i,j} \neq 0 \\ 0, & z_{i,j} = 0 \end{cases} \quad (45)$$

The first step in the analysis of the sparsity patterns of $L$ and $Q$ is to analyze the sparsity pattern of $O_{p}$. The block sparsity pattern of $O_{p} = \{o_{i,j}\}$ can be described by an $N \times N$ matrix $\mathcal{O} = \{o_{i,j}\}$, defined element-wise by:

$$o_{i,j} = \begin{cases} 1, & o_{i,j} \neq 0 \\ 0, & o_{i,j} = 0 \end{cases} \quad (46)$$

This matrix $O_{p}$ is obtained by permuting the $p$-steps observability matrix $O_{p}$:

$$O_{p} = \left[ C^{T} (CA)^{T} \ldots (CA^{p})^{T} \right]^{T} \quad (47)$$

The block sparsity pattern of $CA^{l}$, where $l = 0, 1, \ldots, p$, can be described by the sparsity pattern of $\mathcal{C}A^{l}$. Because the matrix $\mathcal{C}$ is an identity matrix, the sparsity pattern of the $l$th block of (47) can be described by the sparsity pattern of $\mathcal{A}$. From the equation (4) we have that if the $(i,j)$ element of $\mathcal{A}$ is not equal to zero, then the local output $y_{j}(k-p+l)$ depends on the local state $x_{j}(k-p)$. This furthermore implies that the lifted output $y_{j}(k-p) = \text{col}(y_{j}(k-p), \ldots, y_{j}(k))$ depends on the local state $x_{j}(k-p)$, if the $(i,j)$ entry of any of the matrices $I, A, A^{2}, \ldots, A^{p}$ is non-zero. That is, $y_{j}(k-p)$ depends on $x_{j}(k-p)$ if the $(i,j)$ entry of the matrix $I + A + A^{2} + \ldots + A^{p}$ is non-zero. On the other hand, if $y_{j}(k-p)$ is depending on $x_{j}(k-p)$ then at least one entry of the matrix $O_{i,j}$ in (15) is non-zero. This implies that the matrix $O_{i,j}$ has non-zero entries if the $(i,j)$ entry of $I + A + A^{2} + \ldots + A^{p}$ is equal to zero. If the matrix $O_{i,j}$ contains non-zero entries then from (46) we have: $o_{i,j} = 1$. All this implies that (see Remark 4.4):

$$\mathcal{O} = T \left( I + A + A^{2} + \ldots + A^{p} \right) \quad (48)$$

**Remark 4.4:** From the graph theory [30] it is very well known that the $(i,j)$ entry of $A$ is the number of paths of length $l$ from the vertex $i$ to the vertex $j$ in $G$. The equation (45) implies that $\mathcal{O}$ is an adjacency matrix of a graph defined by the paths of lengths: $0, 1, \ldots, p$ in $G$. Furthermore, like it is mentioned in Section 11.1.2 the lifted equation (4) has a graph theoretic interpretation. Namely, the local output $y_{i}(k)$ depends on $x_{j}(k-p)$ if there is a path of length $p$ from the vertex $i$ to the vertex $j$ in $G$. That is, by increasing $p$ in $G$, we are actually reaching the states of local subsystems (vertices) that are further away from the local subsystem $S_{j}$ (vertex $i$).

Similarly, we can assign to $G_{p}$ a binary matrix describing its block sparsity pattern. Let such a matrix be denoted by $\mathcal{G}$. It can be easily shown that the sparsity structure of $\mathcal{G}$ is determined by the powers of $A$. Next, we analyze the sparsity pattern of $\mathcal{W}$. Analogously to the matrix $\mathcal{O}$ that describes the sparsity pattern of $O_{p}$, we can define a matrix $\mathcal{W}$ describing the block sparsity pattern of $\mathcal{W}$.

**Proposition 4.5:** The sparsity pattern of $\mathcal{W}$ is given by

$$\mathcal{W} = T \left( \sum_{i=0}^{p} (A^{T})^{i} A^{i} \right) \quad (49)$$

**Proof:** The finite-time observability Gramian is defined by summing up the following terms (see the equation (11)):

$$(A^{T})^{i} C^{T} CA^{i} \quad (50)$$

The sparsity pattern of (50) is determined by the sparsity pattern of $(A^{T})^{i} C^{T} CA^{i}$ or equivalently, by the sparsity pattern of $(A^{T})^{i} A^{i}$. This further implies that the block sparsity pattern of $\mathcal{W}$ can be described by the non-zero elements of:

$$\sum_{i=0}^{p} (A^{T})^{i} A^{i} \quad (51)$$

By applying the operator $T(\cdot)$ to (51), we obtain (49).

It should be noted that the matrix $A^{T}$ is an adjacency matrix of a graph obtained by transposing the graph $G$ (transpose of the graph $G$ is obtained by reversing the edges of $G$). If the graph $G$ is undirected, then the interconnection matrix $A$ is symmetric. Consequently, from (49) we can conclude that in the case of the undirected graph $G$, the structure of $\mathcal{W}$ is determined by the paths of lengths $2, 4, \ldots, 2p$ in $G$.

Consider the first sparsification operator of the Newton-Schultz iteration and let the sparsity pattern of the approximate inverse $X$ be described by the matrix $P$. Let us assume that the sparsity pattern of $P$ is equal to the sparsity pattern of a matrix obtained by summing up the first $s$ powers of $\mathcal{W}$ (see Section 11.1.2). This implies that the sparsity pattern of $X$ is described by the sparsity pattern of

$$X = T \left( I + \mathcal{W} + \ldots + \mathcal{W}^{s} \right) \quad (52)$$

That is, $X$ is an adjacency matrix of a graph defined by the paths of lengths $1, \ldots, s$ in the graph whose adjacency matrix is $\mathcal{W}$, see Remark 4.4. Similarly, if the Newton-Schultz iteration is used without the sparsification operators, then the sparsity pattern of $X$ is determined by the sum of powers of $\mathcal{W}$. Namely, by propagating (23) it can be shown that $X_{k}$ can be expressed as a sum of powers of $\mathcal{W}$.

Consider the distributed estimator (42). Let the block sparsity patterns of $L$ and $Q$ be described by binary matrices $\mathcal{L}$ and $\mathcal{Q}$, respectively. Graphs whose adjacency matrices
are $\mathcal{T}$ and $\mathcal{Q}$ describe the communication links between the local subsystems of the distributed estimator [42]. From [42] we have that the sparsity pattern of $\mathcal{T}$ is determined by the product of $\mathcal{X}$ and $\mathcal{F}^T$. Similarly, the structure of $\mathcal{Q}$ is determined by the product of $\mathcal{X}$, $\mathcal{F}^T$ and $\mathcal{G}$. From [49] and [52] we see that the sparsity pattern of $\mathcal{X}$ is determined by the sparsity pattern of $\mathcal{A}$. On the other hand, from [48] we also conclude that the structure of $\mathcal{G}$ is determined by $\mathcal{A}$ (using the same principle that was used to derive [48]), it can be shown that the structure of $\mathcal{Q}$ is determined by $\mathcal{A})$. All this shows that the structure of $\mathcal{T}$ and $\mathcal{Q}$ is determined by the structure of $\mathcal{A}$. If the interconnection structure of $\mathcal{S}$ is described by undirected graph $\mathcal{G}$, then the structure of $\mathcal{T}$ and $\mathcal{Q}$ is determined by the paths in $\mathcal{G}$.

V. NUMERICAL SIMULATIONS

We are considering the problem of approximating a regularized, finite-time, observability Gramian of a state-space model obtained by discretizing the 3D heat equation. The state-space model used in this paper is derived in Chapter 2.3 of [20]. The model consists of the interconnection of 900 local subsystems. The interconnection pattern of local subsystems is shown in Fig. 1. The local state order of each subsystem is $n = 3$. Each local subsystem has one output and one input. In total, the global system has 2700 states, 900 inputs and 900 outputs.

![Interconnection pattern of local subsystems](image)

Fig. 1: Interconnection pattern of local subsystems.

We form the matrix $\mathcal{O}_p$ for $p = 4$. Figure 2(a) shows the sparsity pattern of the regularized, finite-time observability Gramian $W_r = 0.001I + \mathcal{F}_1^T \mathcal{O}_4$. The condition number of $W_r$ is $\kappa = 3.78 \times 10^3$. Because the dimensions of $W_r$ are not extremely large, we are able to compute $W_r^{-1}$. The "true" inverse $W_r^{-1}$ helps us to quantify the accuracy of the proposed approximation framework. Figure 2(b) shows absolute values of elements of an arbitrary row of $W_r^{-1}$.

![Sparsity patterns of approximate inverses of $W_r$](image)

Fig. 2: (a) Sparsity pattern of $W_r$, "nz" denotes the number of non-zero elements; (b) The absolute values of elements of an arbitrary row of $W_r^{-1}$.

Figure 2(b) shows that $W_r^{-1}$ is an off-diagonally decaying matrix. Furthermore, Fig. 2(b) shows that the rate of the off-diagonal decay of $W_r^{-1}$ is fast, which is expected because the matrix $W_r$ is relatively well-conditioned. All this indicates that there exists a sparse approximate inverse of $W_r$. We use the sparsified Newton-Schultz iteration to compute $X$ (we combine both sparsification operators). The final approximation error is quantified by: $e = ||W_r^{-1} - X||_2$. The pattern matrix $P$ is a banded matrix, with the bandwidth equal to $\beta$. For example, the bandwidth of the matrix that is illustrated in Fig. 2(a) is 550. Figure 3 shows the sparsity patterns of approximate inverses calculated for $\beta = 800$ and for two values of $\phi$ ($\phi$ is the dropping parameter, see equation (36)).

![Sparsity patterns of approximate inverses of $W_r$](image)

Fig. 3: Sparsity patterns of approximate inverses of $W_r$: (a) $\beta = 800$, $\phi = 0.00001$, $e = 0.0099$; (b) $\beta = 800$, $\phi = 0.00005$, $e = 0.0103$.

By comparing Fig. 2(a) and Fig. 3 we see that the approximate inverses have sparsity patterns that are similar to the sparsity pattern of $W_r$. Furthermore, from Fig. 3 we see that by increasing $\phi$, we can additionally sparsify the approximate inverse. However, as we increase $\phi$, the final approximation error increases.

Figure 2(a) shows how the errors introduced by the sparsification operator $H_1$ influence the convergence of the Newton-Schultz iteration. The approximation error is calculated in each iteration as follows: $e_k = ||I - W_r H_1(Z_k)||_2$. We see that as $\beta$ decreases, the final value of the approximation error increases and vice-versa. Furthermore, we see that $\beta$ does not significantly decrease the convergence rate of the Newton-
Schultz iteration. We have observed that for relatively small $\beta$, the Newton-Schultz iteration starts to diverge.

Fig. 4: (a) The convergence of the Newton iteration for several values of $\beta$. (b) Computational complexity of the Newton-Schultz iteration compared to “built-in” MATLAB inversion function.

Finally, in Fig. 4(b) we compare the computational complexity of the proposed approximation algorithm with the complexity of the “built-in” MATLAB inversion function. We vary the dimensions of the observability Gramian and we measure the time necessary to invert it. The MATLAB inversion function is exploiting the sparsity of the problem, and its complexity scales at least quadratically with the size of $V_k$. On the other hand, the computational complexity of the proposed approximation framework is linear. For brevity, we omit a figure showing the memory complexity of the proposed method. Memory complexity of our method is linear, in contrast to quadratic memory complexity of MATLAB inversion algorithm.

VI. CONCLUSION AND FUTURE WORK

In this paper we showed that the inverses of the finite-time observability Gramians and impulse response matrices can be approximated by sparse matrices with linear computational and memory complexity. This result opens the door to the development of novel approach to estimation and control of large-scale systems. The novel estimators (controllers) compute local estimates (control actions) simply as a linear combination of local data. The size of the local data set depends on the condition number of the finite-time Gramians. The numerical results confirmed the effectiveness of the proposed approximation framework. An important goal of future work should be to analyze the errors introduced by the sparsification operators. Furthermore, the future work should address the following question. Can the established approximation methodology be used to approximate the solution of the Riccati equation by a sparse structured matrix? The affirmative answer to this question would mean that it is possible to efficiently compute distributed LQG controllers for large-scale dynamical networks.
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