RISO-STRATIFICATIONS AND A TREE INVARIANT

DAVID BRADLEY-WILLIAMS AND IMMANUEL HALUPCZOK

Abstract. We introduce a new notion of stratification ("riso-stratifications"), which is entirely canonical and which exists in a variety of settings, including different topological fields like $\mathbb{C}$, $\mathbb{R}$ and $\mathbb{Q}_p$, and also including different o-minimal structures on $\mathbb{R}$. Riso-stratifications are defined directly in terms of a suitable notion of triviality along strata; the key difficulty and main result is that the strata defined in this way are "algebraic in nature", i.e., definable in the corresponding first-order language. As an example application, we show that local motivic Poincaré series are, in some sense, "trivial along the strata of the riso-stratification". Behind the notion of riso-stratification lies a new invariant of singularities, which we call the "riso-tree", and which captures additional information not visible in the riso-stratification. As for the riso-stratifications, our main result about riso-trees is that they are definable. On our way to the Poincaré series application, we also show that our notions interact well with motivic integration.

1. Introduction

Since Whitney’s seminal paper [25], a classical approach to get some understanding of the singularities of a “geometric” set $X$ (e.g., an algebraic set $X \subseteq \mathbb{C}^n$) consists in considering a stratification of $X$, i.e., a partition into smooth subsets which satisfies certain regularity conditions. Usually, this only yields upper bounds on the complexity of the singularities of $X$, since the stratification might be more complicated than necessary; to get more precise information, one would need stratifications which are in some sense minimal, or at least canonical. Such a result has been obtained by Teissier for complex analytic sets $X$: he showed the existence of canonical minimal Whitney stratifications [21]. In the present paper, we introduce the riso-stratification of a set $X$. It is entirely canonical by definition, it has stronger regularity properties than Whitney stratifications, and our construction works uniformly in a wide range of settings, including e.g. semi-algebraic and sub-analytic sets in $\mathbb{R}^n$, and also sets in other topological fields like the $p$-adic numbers $\mathbb{Q}_p$ and fields $k((t))$ of Laurent series of characteristic 0.

A central motivation for introducing riso-stratifications was to get a better understanding of Poincaré series. We obtain the following concrete application. Recall that to a point $x \in X$ of an algebraic subset $X \subseteq \mathbb{C}^n$, one associates a formal power series $P_{X,x}(T)$ called the local...
motivic Poincaré series of $X$ at $x$. If $X$ can be written as $X = Y \times Z$, $x = (y, z)$, and $Z$ is smooth at $z$, then there is an easy way to compute $P_{X,x}(T)$ from $P_{Y,y}(T)$ and the dimension of $Z$. This raises the following question: For an arbitrary algebraic subset $X \subseteq \mathbb{C}^n$, if $x$ lies in a $d$-dimensional stratum $S$ of a stratification of $X$, can one then use the same formula as above to compute $P_{X,x}(T)$ from $P_{X \cap V,x}(T)$ and $d$, where $V$ is an affine space through $x$ transversal to the tangent space $T_x S$? We show that this is indeed true if one uses a riso-stratification. We also give an example showing that this is false in general for Verdier stratifications.

Given that the riso-stratification of a set $X$ is entirely canonical, it can be considered as an invariant of the singularities of $X$. From that point of view, it is merely the shadow of a much stronger invariant which we call the riso-tree of $X$. Intuitively, this riso-tree describes certain (infinitesimal) loci of equi-singularity. The main result of this paper states that those loci are “algebraic in nature”. This is a key ingredient needed to define the riso-stratification of $X$.

To get some intuition about the information contained in the riso-tree of $X$, consider the trumpet $X = X(\mathbb{C}) \subseteq \mathbb{C}^3$ from Figure 1 (on p. 3). Its riso-stratification consists of one (zero-dimensional) stratum at the origin and one (two-dimensional) stratum consisting of the rest of $X$. The riso-tree associated to $X$ additionally sees a kind of one-dimensional germ at the origin, reflecting the fact that the tangent cone of $X(\mathbb{C})$ at 0 is singular along the $x$-axis. Note that this is closely related to Mostowski’s Lipschitz stratifications, which have an actual one-dimensional stratum leaving the origin to the right. However, while this one-dimensional stratum of the Lipschitz stratification is inherently non-canonical, the riso-tree only recalls the canonical aspect of it.

Understanding the full riso-tree (and not just the riso-stratification) is necessary for our application to Poincaré series. In particular, it allows us to prove that motivic integration interacts well with our formalism. A completely different application will be given in [11], where riso-trees will be used to define a (motivic, singular) version of the Vitushkin invariants. For this application, a crucial aspect is that the riso-tree is entirely canonical.

### 1.1. Riso-stratifications

We now define the riso-stratification of a set $X$. For the sake of this introduction, we suppose that $X = X(\mathbb{C})$ is a constructible subset of $\mathbb{C}^n$. The associated riso-stratification will be a stratification of the ambient space.

The intuition behind the definition is simple: We just want to impose that if $x \in \mathbb{C}^n$ lies in a stratum $S$ of the riso-stratification, then there should exists a “very small neighbourhood” $U_x$ of $x$ on which $X$ is “almost translation invariant” in the direction of the tangent space $T_x S$. To make “very small neighbourhood” and “almost translation invariant” precise, we choose a field $K \supseteq \mathbb{C}$ which contains infinitesimal elements. Concretely, one can choose $K$ to be the field $\mathbb{C}(\langle t^\mathbb{Q} \rangle)$ of Hahn series, where $t$ is considered as being infinitesimal. (This field $K$ is the same as the maximal immediate extension of the field of Puiseux series over $\mathbb{C}$.) Every point $x \in \mathbb{C}^n$ now has a (unique) infinitesimal neighbourhood in $K^n$, namely the set $U_x := x + \mathcal{M}(K)^n$, where $\mathcal{M}(K)^n \subseteq K^n$ denotes the $n$-th cartesian power of the maximal ideal corresponding to the $t$-adic valuation on $K$. This $U_x$ is our “very small neighbourhood” of $x$.

Next, we need the notion of a risometry $\varphi: U_x \to U_x$, which is a kind of “infinitesimal perturbation”. Formally, it is just any bijection satisfying

$$|\varphi(y_1) - \varphi(y_2) - (y_1 - y_2)| < |y_1 - y_2|$$
The set $X(K) \subseteq K^3$ given by $z^2 + y^2 = x^3$ shows that the riso-tree captures more information than the riso-stratification.

Figure 1. The set $X(K) \subseteq K^3$ given by $z^2 + y^2 = x^3$ shows that the riso-tree captures more information than the riso-stratification.

for every $y_1 \neq y_2$ in $U_x$; here, $|\cdot|$ denotes the $t$-adic valuation, written multiplicatively. We now make our desired notion of “almost translation invariant” precise by defining it as “translation invariant up to risometry”. More formally, we define the riso-triviality space $\text{rtsp}_{U_x}(X(K))$ of $X(K)$ on $U_x$ as the vector subspace of $\mathbb{C}^n$ consisting of all those $v \in \mathbb{C}^n$ such that there exists a risometry $\varphi: U_x \rightarrow U_x$ such that $\varphi^{-1}(X(K) \cap U_x)$ is translation invariant in the direction of $v$ (within $U_x$).

With these ingredients, a tentative definition of the riso-stratification (which we call the shadow of $X$) consists of letting its $d$-dimensional skeleton, which we denote by $\text{Sh}_d$, consist of all those points $x \in \mathbb{C}^n$ such that the riso-triviality space $\text{rtsp}_{U_x}(X(K))$ is $d$-dimensional.

We prove that $\text{Sh}_d$ is constructible and that $\dim \text{Sh}_d = d$ (unless it is empty). However, it might be that the topological closure of $\text{Sh}_d$ is not contained in $\text{Sh}_0 \cup \cdots \cup \text{Sh}_d$. We correct this by iterating the above procedure, taking the shadow of the tuple $(X, \text{Sh}_0, \text{Sh}_1, \ldots, \text{Sh}_n)$, and so on. This process stabilizes after $n$ steps at most (Proposition 4.3.1); the final result is the riso-stratification of $X$. We show that it is (in particular) a Whitney stratification of $\mathbb{C}^n$ (Theorem 4.6.4) and that $X$ is a union of some of its strata.

1.2. Riso-trees. The riso-triviality space of $X(K)$ does not only make sense on the above infinitesimal neighbourhoods $U_x$, but more generally on arbitrary valuative balls $B \subseteq K^n$. Recall that those balls form a tree. The riso-tree of $X(K)$ is simply the partition of the tree of all closed valuative balls $B \subseteq K^n$ into the sets $\text{Tr}_d := \{ B \mid \dim \text{rtsp}_B(X(K)) = d \}$. The central result of this paper (Corollary 3.1.4) states that each set $\text{Tr}_d$ is definable in the language of valued fields. From this, we deduce the above-mentioned result about the shadow $\text{Sh}_d$ being constructible. The proof of definability of the sets $\text{Tr}_d$ heavily relies on model theory of valued fields, and even if one is only interested constructibility of the shadow (as needed for the riso-stratifications), we have no clue how model theory could be avoided.

We can now describe the trumpet example from Figure 1 in more detail: A riso-stratification of that trumpet only sees that the riso-triviality space on the infinitesimal neighbourhood $U_0$ of the origin is trivial and that the riso-triviality space on $U_x$ for any other point $x \in X(\mathbb{C})$ is two-dimensional (namely, equal to the tangent space $T_x(X(\mathbb{C}))$). However, if we choose a valuative ball $B$ around some $x' \in X(K)$ which is infinitesimally close to 0 but such that 0 $\notin$ $B$, then $X(K) \cap B$ is almost translation invariant horizontally (in the real picture, it is almost a cylinder), and indeed, $\text{rtsp}_B(X(K))$ is equal to the horizontal line.

While the riso-tree is not a stratification in the usual sense, it has properties closely related to those of a stratification. A crucial aspect of a stratification is that it bounds the dimension
of sets of particularly bad singularities. A corresponding statement holds for the riso-tree. The statement about $\text{Tr}_0$ is that it is a tree with only finitely many branching points (see Lemma 5.4.3). One could also formulate corresponding statements about $\text{Tr}_d$ for $d \geq 1$, but those would be more technical, and they are not needed. Instead, whenever we are interested in a ball $B \in \text{Tr}_d$ for $d \geq 1$, we restrict our considerations to a fiber $F \subseteq B$ “sufficiently transversal” to $\text{rtsp}_B(\mathbf{X}(K))$. The riso-tree on the entire ball $B$ then corresponds exactly to the riso-tree on $F$, shifted in dimension; in particular, $\text{Tr}_d$ on $F$ is determined by $\text{Tr}_0$ on $F$ (see Lemmas 3.3.8 to 3.3.14). This yields a notion of “induction over the riso-tree”, which we use repeatedly in this paper.

1.3. Poincaré series. With the definition of riso-stratification at hand, our result about local motivic Poincaré series mentioned at the beginning of the introduction (and stated precisely in Theorem 5.4.4) becomes quite natural. Suppose that $X = \mathbf{X}(\mathbb{C}) \subseteq \mathbb{C}^n$ is an algebraic subset and that $a \in X$ lies in the $d$-th skeleton $S_d$ of the riso-stratification. As before, denote by $U_a = a + \mathcal{M}(K)^n$ the infinitesimal neighbourhood of $a$, where $K = \mathbb{C}[[t^0]]$. One can verify that the riso-triviality space $\text{rtsp}_U(X)$ contains the tangent space $T_a S_d$, i.e., $X$ is “almost $T_a S_d$-translation invariant” on $U_a$. Recall that the $T^r$-coefficient of the local motivic Poincaré series $P_{X,a}(T)$ of $X$ at $a$ is essentially the motivic measure $\mu(X_r)$ of a certain subset $X_r$ of $U'_a := a + (t\mathbb{C}[t])^n$. Note that $U'_a$ is, like $U_a$, an infinitesimal neighbourhood of $a$, but over the field $K' := \mathbb{C}(t)$; more precisely, $U'_a = U_a \cap (K')^n$. To obtain the result about $P_{X,a}(T)$, we show that (a) restricting from $K$ to $K'$ preserves the riso-triviality space (Proposition 5.2.2), that (b) almost translation invariance of $X$ implies almost translation invariance of the sets $X_r$, and that (c) risometries preserve motivic measure (Proposition 5.3.2). Putting those ingredients together, one obtains that $\mu(X_r) = \mu(X'_r)$ for some $T_a S_d$-translation invariant set $X'_r \subseteq U'_a$ which agrees with $X_r$ on a fiber $F \subseteq U_a$ transversal to $T_a S_d$. This yields the desired formula for $P_{X,a}(T)$ in terms of the restriction of $X$ to an affine space containing $F$.

We carry out the above proof for two variants of the local motivic Poincaré series (corresponding to the two kinds of $p$-adic Poincaré series considered e.g. by Denef in [12]): $\tilde{P}_{X,a}(T)$, whose $T^r$-coefficient is the motivic cardinality of the sets of jets in $\mathbf{X}(\mathbb{C}(t)/t^r)$ that are centered at $a$, and $P_{X,a}(T)$, which additionally requires the jets to lift to $\mathbf{X}(\mathbb{C}[[t]])$. Treating $P_{X,a}(T)$ needs an additional quirk: The notion of riso-stratification presented in Section 1.1 is defined set-theoretically in the sense that it captures riso-triviality of the set $\mathbf{X}(K)$. To obtain the result for $\tilde{P}_{X,a}(T)$, we introduce an algebraic variant of the riso-stratification, which, in a suitable sense, captures riso-triviality of the ideal defining $\mathbf{X}$ (see Definition 4.7.2).

Let us also add a remark about the above Step (c), i.e., that risometries preserve motivic measure. While this might seem very natural at first glance, recall that the risometries we consider are just set-theoretic maps, without any algebraicity or definability condition. To prove Proposition 5.3.2 nevertheless, we use the full strength of riso-trees, doing an induction over the riso-tree as explained in Section 1.2.

1.4. Summary of the results. Many of our results hold under quite a large generality, and on our way, we also obtain some more results which might be interesting. Here are some details:

(1) The heart of this paper is the Riso-Triviality Theorem 3.1.1, which states that the riso-triviality space is definable. From this, one easily deduces the definability of the riso-tree mentioned in Section 1.2 (Corollary 3.1.4). This result do not only work in
$K = \mathbb{C}((t^q))$, but more generally in arbitrary spherically closed valued fields $K$ of equi-characteristic 0. Moreover, instead of working in the pure valued field language, one can also work in any 1-h-minimal expansion of $K$ in the sense of [1]. This includes for example expansions by analytic functions and the power-bounded $T$-convex structures introduced by van den Dries and Lewenberg [24].

And finally, instead of considering riso-triviality of a subset of $K^n$, one can make sense of riso-triviality of a map from $K^n$ into any other set. In that sense, the above result holds more generally for definable maps from $K^n$ to (a cartesian power of) the leading term structure $\text{RV}(K)$ (or a quotient thereof). This generalization is needed to obtain the algebraic riso-stratifications mentioned in Section 1.3.

(2) The Riso-Triviality Theorem is proved in a common induction with the Riso-Equivalence Theorem 3.1.6, which states that being in risometry is a definable condition. More precisely, we obtain that risometry types can be parametrized by elements of $\text{RV}^{eq}$; see Corollary 3.1.7 for the precise statement. This can be considered as a key step towards a classification of definable sets up to risometry.

(3) We introduce riso-stratifications (Definition 4.4.1) in a variety of different settings, namely algebraically closed fields of characteristic 0, real closed fields, $p$-adically closed fields and valued fields of the form $k((t))$ and $k((t^q))$, where $\text{char} k = 0$ (see Hypothesis 4.1.1). In all those settings, the set we are stratifying can be any definable set, e.g. constructible subsets in algebraically closed fields or semi-algebraic sets in real closed fields. In the case of real closed fields, we also allow to work in certain other o-minimal structures, including e.g. the one consisting of all sub-analytic sets in $\mathbb{R}^n$.

The precise condition we need is that the o-minimal structure is power-bounded (see Definition 4.1.2), which amounts to requiring that no definable function grows exponentially.

(4) To put riso-stratifications in relation to other notions of stratifications, we prove that they satisfy Whitney’s regularity conditions (Theorem 4.6.4). While in almost all of the settings from Hypothesis 4.1.1 the existence of Whitney (and even Verdier) stratifications was known before (see [16] in the o-minimal case and [5, 13] for the valued field cases with discrete value group), our approach yields a uniform proof of existence of stratifications for all those fields at once. (In $k((t^q))$, even existence of Whitney stratifications seems to be new, though the methods of [5,13] would certainly also have worked.)

Note that we do not know whether a riso-stratification is always a Verdier stratification, and we rather believe that this is not the case.

(5) To any closed subscheme $X$ of the affine space $\mathbb{A}^n$, we associate an algebraic riso-stratification (Definition 4.7.2), which captures information about the non-reduced structure of $X$ (see Example 4.7.4). When $X$ is reduced, we do not know whether it captures more information than the riso-stratification of the set $X(K)$ for $K$ algebraically closed of characteristic 0.

(6) Riso-triviality and existence of a risometry in $K$ restricts well to suitable subfields $K_0 \subseteq K$ (Proposition 5.2.2). While this would certainly be false for arbitrary subsets of $K^n$, it works for definable sets in almost the same generality as the Riso-Triviality Theorem, namely for 1-h-minimal structures satisfying an additional technical assumption stated in Hypothesis 5.1.1. (This assumption ensures that induction over the riso-tree works particularly well.)
The result that risometries preserve motivic measure (Proposition 5.3.2) is obtained under the same assumptions as Proposition 5.2.2, together with the assumptions needed for motivic integration to exist (Hypothesis 5.3.1). We use the Cluckers–Loeser version of motivic integration. We also have a result about risometries preserving of motivic integrals (Proposition 5.3.3).

Finally, we obtain the application to Poincaré series (Theorem 5.4.4), which we already mentioned above. We also give an example showing that this result would not hold if one would use a Verdier stratification instead of a riso-stratification (Example 5.4.6).

1.5. Outline of the paper. In Section 2, we fix our notation and conventions. We also fix general assumptions about the first order language we work with (Hypothesis 2.2.1) and we introduce (in Section 2.3) the central notions of risometries and riso-triviality.

Section 3 is devoted to the Riso-Triviality Theorem and the Riso-Equivalence Theorem (items (1) and (2) in the above list). The results are stated precisely in Section 3.1 and the remaining subsections of Section 3 are devoted to their proof. In particular, Section 3.2 relates the notions from the present paper to the t-stratifications from [15]. While risometries and riso-triviality already appear there, there is an important difference: in contrast to [15], the present paper does not require risometries to be definable. This is crucial for our results to hold (as Example 3.15 of [15] shows).

While most of this paper heavily relies on model theory, many more basic results about risometries and riso-triviality do not use the notion of definability at all. We collected those results in Section 3.3.

The main objects of study of Section 4 are the riso-stratifications. After fixing the assumptions and showing how this relates to the valued fields considered previously in the paper (Section 4.1), Sections 4.2, 4.3, and 4.4 are devoted to defining riso-stratifications (item (3)) and proving their most basic properties. We then have an intermediate section relating riso-triviality to manifolds, before we come, in Section 4.6, to the proof that riso-stratifications satisfy Whitney’s regularity conditions (item (4), Theorem 4.6.4). Finally, in Section 4.7, we introduce the algebraic riso-stratifications (item (5)).

The last section of the paper, Section 5, is guided by our desired application to Poincaré series (item (8)), which is given in Subsection 5.4. It starts with a subsection explaining the additional assumption mentioned in item (6) and how it helps to improve induction over the riso-tree. In Sections 5.2 and 5.3, we prove the two missing ingredients, namely restriction to subfields (item (6)) and compatibility with motivic measure (item (7)).

2. Setting

2.1. Notation and conventions. We fix some terminology for the entire paper, first related to model theory in general and then more specifically about valued fields.

Notation 2.1.1 (Model-independent definable objects). Suppose that $\mathcal{L}$ is a language and that $\mathcal{T}$ is an (often implicitly fixed) $\mathcal{L}$-theory.

1. By an $\mathcal{L}$-definable set $X$ in the theory $\mathcal{T}$, we mean an $\mathcal{L}$-formula up to equivalence modulo $\mathcal{T}$. If $\mathcal{T}$ is clear from the context, we will just write $\mathcal{L}$-definable set. If $K \models \mathcal{T}$ is a model, we write $X(K)$ for the set of realizations of $X$ in $K$. Notationally, we treat such $X$ like sets, e.g. writing $X^n$ for the cartesian power, $X \cup X'$ for the disjunction, $X \subseteq X'$ if $X$ implies $X'$, $\{x \in X \mid \varphi(x)\}$ for the conjunction of $X$ and $\varphi$, and so on.
(2) In a similar way, when $X$ and $Y$ are $\mathcal{L}$-definable sets, then by an “$\mathcal{L}$-definable map $\alpha: X \to Y$”, we mean a formula defining a map $\alpha_K$ from $X(K)$ to $Y(K)$ for every model $K \models \mathcal{T}$. We will sometimes also use non-bold letters for $\mathcal{L}$-definable maps and omit the index $K$ (writing $\alpha: X(K) \to Y(K)$), mainly when we think of $\alpha$ as a function symbol from $\mathcal{L}$.

(3) Other definable objects (like $\mathcal{L}$-definable families, $\mathcal{L}$-definable equivalence relations, $\mathcal{L}$-definable elements) are treated similarly.

**Notation 2.1.2** (Definable objects in a model). If $K \models \mathcal{T}$, then we also speak about $\mathcal{L}$-definable sets in $K$, with the usual meaning. More precisely, $\mathcal{L}$-definable means definable without parameters, whereas definable means definable with parameters, and for $A \subseteq K$, $A$-definable means $\mathcal{L}(A)$-definable.

Typically, we will use boldface letters for model-independent $\mathcal{L}$-definable objects and non-boldface letters for $\mathcal{L}$-definable objects in a specific model.

**Notation 2.1.3** (Definable closure). If $K$ is an $\mathcal{L}$-structure, $S$ is a sort of $\mathcal{L}$ and $A \subseteq K$ is a set of elements in arbitrary sorts, we write $\text{def}_\mathcal{L}^S(A)$ for the elements in $S(K)$ which are $\mathcal{L}(A)$-definable.

**Convention 2.1.4** (Imaginaries). Given a language $\mathcal{L}$ and an $\mathcal{L}$-theory $\mathcal{T}$, we will often work in $\mathcal{L}^{\text{eq}}$ and $\mathcal{T}^{\text{eq}}$. Recall that $\mathcal{L}^{\text{eq}}$ and $\mathcal{T}^{\text{eq}}$ are obtained form $\mathcal{L}$ and $\mathcal{T}$ by adding, for every $\mathcal{L}$-definable set $X$ and every $\mathcal{L}$-definable equivalence relation $\sim$ on $X$, a sort for $X/\sim$ and the quotient map $X \to X/\sim$. Given a model $K \models \mathcal{T}$, we denote the corresponding model of $\mathcal{T}^{\text{eq}}$ by $K^{\text{eq}}$, but to keep notation lighter, if $X$ is an $\mathcal{L}^{\text{eq}}$-definable set, then we just write $X(K)$ (instead of $X(K^{\text{eq}})$) for the set of realizations of $X$ in $K^{\text{eq}}$. (And similarly for definable maps, etc.)

Recall that this convention is harmless in the sense that it does not change definability in the original sorts of $\mathcal{L}$. Recall also that this yields a natural notion of definability of sets of sets (by identifying a set with its code). More precisely, we will use the following convention:

**Convention 2.1.5** (Definable sets of sets). Let $X$ be an $\mathcal{L}^{\text{eq}}$-definable set. By an $\mathcal{L}^{\text{eq}}$-definable subset $\mathfrak{Y}$ of the power set $\mathcal{P}(X)$, we mean an $\mathcal{L}^{\text{eq}}$-definable family $\mathfrak{Y}$ of subset of $X$, parametrized by some $\mathcal{L}^{\text{eq}}$-definable set $Q$, where each family member is unique, i.e., for every $K \models \mathcal{T}$ and every $q, q' \in Q(K)$, $\mathfrak{Y}(K)_q = \mathfrak{Y}(K)_{q'}$ implies $q = q'$. Notationally, we treat $\mathfrak{Y}$ like a subset of $\mathcal{P}(X)$; for example, given a model $K \models \mathcal{T}$ and a subset $Z \subseteq X(K)$, “$Z \in \mathfrak{Y}(K)$” means that there exists a $q \in Q(K)$ such that $\mathfrak{Y}(K)_q = Z$. Other terminology is used accordingly; for example, an $\mathcal{L}^{\text{eq}}$-definable subset of $\mathfrak{Y}$ is given by an $\mathcal{L}^{\text{eq}}$-definable subset of $Q$, an $\mathcal{L}^{\text{eq}}$-definable map from/to $\mathfrak{Y}$ is an $\mathcal{L}^{\text{eq}}$-definable map from/to $Q$, etc.

Next, we fix some languages and theories that will be central in this paper.

**Notation 2.1.6** (The languages $\mathcal{L}_{\text{ring}}$ and $\mathcal{L}_{\text{VF}}$). We write $\mathcal{L}_{\text{ring}} = \{+,-,\cdot\}$ for the ring language and $\mathcal{L}_{\text{VF}}$ for the language of valued fields, i.e., the extension of $\mathcal{L}_{\text{ring}}$ by a predicate $\mathcal{O}$ for the valuation ring.

In reality, in the entire paper, we care about languages only up to interdefinability, and we do not care whether additional sorts are added.

The following languages $\mathcal{L}$ and $\mathcal{L}_0$ are the ones we will work with most. They come with corresponding theories $\mathcal{T}$ and $\mathcal{T}_0$, which are the ones we implicitly think of when using model-independent definable sets as in Notation 2.1.1.
Notation 2.1.7 ($\mathcal{L}_0$ and $\mathcal{T}_0$). Any language called $\mathcal{L}_0$ in this paper will be an extension of $\mathcal{L}_{\text{ring}}$, and there will be a corresponding $\mathcal{L}_0$-theory $\mathcal{T}_0$ which will always contain the theory of fields of characteristic 0. We denote the home sort of $\mathcal{L}_0$ (i.e., the field sort) by $A$. Even if $\mathcal{L}_0$ is multi-sorted, we identify models $K_0 \models \mathcal{T}_0$ with their field sort, i.e., $K_0 = A(K_0)$.

Note the analogy between the $\mathcal{L}_0$-definable set $A^n$ and the affine space $A^n$.

Notation 2.1.8 ($\mathcal{L}$ and $\mathcal{T}$). From now on (for the entire paper), $\mathcal{L}$ will always be an extension of the valued field language $\mathcal{L}_{VF}$ and $\mathcal{T}$ will be an $\mathcal{L}$-theory containing the theory of henselian valued fields of equi-characteristic 0. We write $\mathbf{VF}$ for the valued field sort of $\mathcal{L}_{\text{eq}}, \mathbf{RF}$ for the residue field sort and $\mathbf{VG}^x$ for the value group sort. We use multiplicative notation for the value group, and the valuation is denoted by $| \cdot | : \mathbf{VF} \to \mathbf{VG} := \mathbf{VG}^x \cup \{0\}$.

We write $\mathcal{O} \subseteq \mathbf{VF}$ for the valuation ring and $\mathcal{M} \subseteq \mathcal{O}$ for its maximal ideal, considered as $\mathcal{L}_{\text{eq}}$-definable sets. The residue map is denoted by $\text{res} : \mathcal{O} \to \mathbf{RF}$. Even if $\mathcal{L}$ is multi-sorted, we identify models $K \models \mathcal{T}$ with their valued field sort, i.e., $K = \mathbf{VF}(K)$.

Notation 2.1.9. We write $| \cdot | : \mathbf{VF}^n \to \mathbf{VG}$ for the supremum norm, i.e., $|(x_1, \ldots, x_n)| = \max_i |x_i|$.

We also need the leading term structure and a higher dimensional variant of it:

Definition 2.1.10 ($\mathbf{RV}^{(n)}$). For every $n \geq 0$, the $n$-dimensional leading term structure is the $\mathcal{L}_{\text{eq}}$-sort $\mathbf{RV}^{(n)} := \mathbf{VF}^n / \sim$, where

$$x \sim y \iff (|y - x| < |x| \lor x = y).$$

The canonical map $\mathbf{VF}^n \to \mathbf{RV}^{(n)}$ is denoted by $\text{rv}^{(n)}$. The element $\text{rv}^{(n)}(0)$ of $\mathbf{RV}^{(n)}$ is also denoted by 0. In the case $n = 1$, we often omit the superscript: $\mathbf{RV} := \mathbf{RV}^{(1)}$ and $\text{rv} := \text{rv}^{(1)}$.

Notation 2.1.11 ($\mathbf{RV}^{\text{eq}}$). We write $\mathbf{RV}^{\text{eq}}$ for the collection of those sorts of $\mathcal{L}_{\text{eq}}$ which are $\mathcal{L}_{\text{eq}}$-definable quotients of the form $\mathbf{RV}^m / \sim$, for some $\mathcal{L}_{\text{eq}}$-definable equivalence relation $\sim$. (In particular, $\mathbf{RF}, \mathbf{VG}$, and $\mathbf{RV}^{(n)}$ are sorts of $\mathbf{RV}^{\text{eq}}$.) By an $\mathcal{L}_{\text{eq}}$-definable map into $\mathbf{RV}^{\text{eq}}$, we mean an $\mathcal{L}_{\text{eq}}$-definable map whose range is any sort of $\mathbf{RV}^{\text{eq}}$.

Definition 2.1.12 (Balls). Let $K \models \mathcal{T}$ be a valued field and let $n \geq 1$. We call a subset $B \subseteq K^n$ a ball if $B$ is infinite and for all $x, x' \in B$ and all $y \in K$ with $|x - y| \leq |x - x'|$ one has $y \in B$. The cut radius of a ball $B$ is the cut $\{|x - y| \in \mathbf{VG}^x(K) \mid x, y \in B, x \neq y\}$. A closed ball is a ball of the form

$$B_{<\lambda}(x) := \{x' \in K^n \mid |x' - x| \leq \lambda\},$$

for $x \in K^n$ and $\lambda \in \mathbf{VG}^x(K)$; we also call $\lambda$ the closed radius of $B_{<\lambda}(x)$, and we write $\text{rad}_{\text{cl}}(B)$ for the closed radius of a closed ball $B$. Similarly,

$$B_{\leq \lambda}(x) := \{x' \in K^n \mid |x' - x| \leq \lambda\}$$

is an open ball of open radius $\lambda$, and we write $\text{rad}_{\text{op}}(B)$ for the open radius of an open ball $B$. We also consider $B_{<\infty}(x) := K^n$ as an open ball (of open radius $\infty$).

Note that by this definition, $K^n$ is a ball, but individual points are not.

Convention 2.1.13 ($\mathcal{L}$-definable balls). By an $\mathcal{L}$-definable ball in $\mathbf{VF}^n$, we mean an $\mathcal{L}$-definable subset $B \subseteq \mathbf{VF}^n$ such that $B(K)$ is a ball in $K^n$ for every model $K \models \mathcal{T}$. In particular, whether $B(K)$ is open or closed or neither/nor may depend on $K$. 


Definition 2.1.14 (Dimension). Given a definable set $X \subseteq K^n$, for some valued field $K$ and some $n \geq 0$, by $\dim X$, we mean its topological dimension, i.e., the maximal $d$ such that there exists a coordinate projection $\pi : K^n \to K^d$ such that $\pi(X)$ has non-empty interior. We set $\dim \emptyset := -\infty$. For an $\mathcal{L}$-definable set $X \subseteq \mathbf{VF}^n$, we set $\dim X := \max_K \dim(X(K))$, where $K$ runs over all models of $\mathcal{T}$.

In the next section, we will impose conditions on $\mathcal{L}$ on $\mathcal{T}$ (for the entire paper) which in particular will ensure that this notion of dimension behaves well.

2.2. The main hypothesis: 1-h-minimality. We now fix the setting in which we can prove our main definability results (the Riso-Triviality Theorem 3.1.1 and the Riso-Equivalence Theorem 3.1.6). The most basic setting is the one where $\mathcal{L}$ is the pure valued field language and $\mathcal{T}$ is the $\mathcal{L}$-theory of henselian valued field of equi-characteristic 0. However, our results also hold in various extensions of that language, provided that $\mathcal{L}$-definable sets still behave in a “tame” way. The notion of tameness we impose is 1-h-minimality from [8]:

Hypothesis 2.2.1. For the entire paper, we fix a language $\mathcal{L}$ and an $\mathcal{L}$-theory $\mathcal{T}$ as in Convention 2.1.8 (in particular, every model of $\mathcal{T}$ is a valued field of equi-characteristic 0) and we assume that $\mathcal{T}$ is 1-h-minimal in the sense of [8, Definition 1.2.3].

Note that while there is a notion of 1-h-minimality for valued fields of mixed characteristic (see [9]) and it seems plausible that a version of our results holds in such a setting, our proof works only in equi-characteristic 0.

Instead of recalling the definition of 1-h-minimality, we just recall some of the main examples, and we cite the consequences that we will need. (In addition to the consequences cited below, we cite one more in Lemma 3.2.1.)

Example 2.2.2. The following theories are 1-h-minimal, by [8, Section 6]:

1. the theory of henselian valued fields of equi-characteristic 0.
2. the theory of henselian valued fields of equi-characteristic 0 with analytic $\mathcal{A}$-structure, for any separated Weierstraß system $\mathcal{A}$ in the sense of [3]. (This is an abstract version of extending $\mathcal{L}_{\mathbf{VF}}$ by analytic functions; see [3, Section 4.4] for many concrete examples.)
3. The theory of any $\mathcal{T}_0$-convex valued field in the sense of [24], where $\mathcal{T}_0$ is a power-bounded o-minimal theory. (The notion of power-bounded is recalled in Definition 4.1.2. A $\mathcal{T}_0$-convex valued field is obtained by taking a model $K \models \mathcal{T}_0$ and turning it into a valued field using the convex closure of an elementary substructure $K_0 \preceq \mathcal{T}_0 K$ as a valuation ring, provided that this yields a non-trivial valuation; see also the proof of Lemma 4.1.6.)

In addition, 1-h-minimality is preserved under arbitrary expansions of $\mathbf{RV}^{eq}$ (see [8, Theorem 4.1.19]). In particular, all of the above examples stay 1-h-minimal if one e.g. adds an angular component map $\mathbf{ac} : \mathbf{VF} \to \mathbf{RF}$ to the language (since $\mathbf{ac}$ factors over $\mathbf{RV}$).

Remark 2.2.3. Adding $\mathbf{VF}$-constants to the language also preserves 1-h-minimality. We will use this implicitly throughout this paper. (Be careful however that adding constants from arbitrary sorts of $\mathcal{L}^{eq}$ might destroy 1-h-minimality.)

1Formally, in [8], the language is assumed to be one-sorted (consisting only of the valued field sort), but if one wants, one can allow multi-sorted languages $\mathcal{L}$ by applying [8, Definition 1.2.3] to the induced structure on $\mathbf{VF}$.
Proposition 2.2.4 ([8] Proposition 5.3.4). In 1-h-minimal theories, the topological dimension of definable sets (see Definition 2.1.12) behaves as expected with respect to unions and definable maps, it is definable, 0-dimensional sets are finite, and if $X \subseteq VF^n$ is a non-empty $L$-definable set and $cl(X)$ is its topological closure, then $\dim(cl(X) \setminus X) < \dim X$.

Since 1-h-minimal theories eliminate $\exists^\infty$ in the $VF$-sort (by [8] Lemma 2.5.2), we even have a uniform bound on the cardinality of 0-dimensional sets:

Lemma 2.2.5. If $X \subseteq VF^n$ is an $L$-definable set of dimension 0, then there exists an $m \in \mathbb{N}$ such that $\#X(K) \leq m$ for every model $K \models \mathcal{T}$.

In large parts of the paper, we would like to only consider models $K \models \mathcal{T}$ which are spherically complete (meaning that each nested family of balls in $K$ has non-empty intersection); indeed, this is necessary for the riso-triviality space (Definition 2.3.13) to exist. By [2], assuming $K$ to be spherically complete is not a severe restriction:

Theorem 2.2.6 ([2] Theorem 1). Every model $K \models \mathcal{T}$ has a spherically complete immediate elementary extension.

(More precisely, [2] Theorem 1 has weaker assumptions and a stronger conclusion.) In particular, we have the following:

Remark 2.2.7. By Theorem 2.2.6 an $L^{eq}$-definable set $X$ is uniquely determined by the sets $X(K)$, where $K$ only runs over the spherically complete models of $\mathcal{T}$ (and similarly for any other kind of $L^{eq}$-definable object.)

2.3. Risometries and riso-triviality. In this subsection, we introduce the central notion of this paper, namely riso-triviality (Definition 2.3.8). This notion is completely independent of model theory, but for it to have good properties, we need the valued field we work in to be spherically complete (as we will see in Section 3.3). So in this subsection, we (only) assume that $K$ is a spherically complete valued field $K$ of equi-characteristic 0.

In several of the following definitions, we denote certain subsets of $K^n$ by $B$ (or $B_i$). All those definitions will almost only be applied when each such $B$ is a ball, or maybe the intersection of a ball with an affine subspace of $K^n$. (More general sets $B$ only appear in a few specific places in some proofs.)

Definition 2.3.1. Let $B_1, B_2$ be subsets of $K^n$ for some $n \geq 0$.

- A risometry $\varphi : B_1 \to B_2$ is a bijection such that, for all $x_1, x_2 \in B_1$ with $x_1 \neq x_2$, we have

\begin{equation}
|\varphi(x_1) - \varphi(x_2) - (x_1 - x_2)| < |x_1 - x_2|.
\end{equation}

- If we additionally have maps $\chi_i: B_i \to S$ for $i = 1, 2$, where $S$ is an arbitrary set, then by a risometry from $\chi_1$ to $\chi_2$, we mean a risometry $\varphi: B_1 \to B_2$ satisfying $\chi_1 = \chi_2 \circ \varphi$.

- If such a risometry $\varphi$ exists, we say that $\chi_1$ is risometric to $\chi_2$.

- If we are given just one set $B \subseteq K^n$, and if $\chi_1, \chi_2$ are two maps whose domains contain $B$, by a risometry from $\chi_1$ to $\chi_2$, on $B$, we mean a risometry between the restrictions $\chi_1|_B$ and $\chi_2|_B$.

Condition (2.1) is equivalent to the condition that, for all pairs $x_1, x_2 \in B_1$, we have

\begin{equation}
rv^{(n)}(\varphi(x_1) - \varphi(x_2)) = rv^{(n)}(x_1 - x_2).
\end{equation}
Convention 2.3.5. Often, we will have sets \( X_i \subseteq B_i \) and want to consider a risometry \( \varphi: B_1 \to B_2 \) sending \( X_1 \) to \( X_2 \). We will do so by applying Definition 2.3.1 to the indicator functions \( \mathbb{1}_{X_i}: B_i \to \{0, 1\} \). In this way, also all of the following definitions can be applied to sets instead of maps. Similarly, we apply the definitions to tuples \( (X_1, \ldots, X_\ell, \chi_1, \ldots, \chi_\ell) \) of sets \( X_i \) and maps \( \chi_j \), meaning that we consider the map \( x \mapsto (\mathbb{1}_{X_1}(x), \ldots, \mathbb{1}_{X_\ell}(x), \chi_1(x), \ldots, \chi_\ell(x)) \).

Definition 2.3.6. Suppose that \( B \subseteq K^n \) is a subset and \( \chi \) is a map whose domain contains \( B \) (and with arbitrary range). Let \( V \) be a \( K \)-vector subspace of \( K^n \). We say that \( \chi \) is \( V \)-translation invariant on \( B \) if, for every \( x, x' \in B \) with \( x - x' \in V \), we have \( \chi(x) = \chi(x') \).

If the domain of \( \chi \) is equal to \( B \), we may omit writing “on \( B \”).

The above definition will mainly be applied when \( B \) is a ball in \( K^n \), or possibly a ball in an affine subspace \( a + W \subseteq K^n \); in the latter case we will have \( V \subseteq W \).

Definition 2.3.7. Given any vector subspace \( V \subseteq K^n \) (for \( n \geq 0 \)), we write \( \text{res}(V) \) for the image of \( V \cap \mathcal{O}(K)^n \) under \( \text{res}: \mathcal{O}(K)^n \to \text{RF}(K)^n \). (Note that \( \text{res}(V) \) is a vector subspace of \( \text{RF}(K)^n \) satisfying \( \dim_K \text{res}(V) = \dim_{\text{RF}(K)} \text{res}(V) \).) Conversely, given a vector subspace \( \tilde{V} \subseteq \text{RF}(K)^n \), we say that \( \tilde{V} \) is a lift of \( V \) if \( \text{res}(\tilde{V}) = V \).
We now introduce the central notion of this paper, namely riso-triviality.

**Definition 2.3.8.** Suppose that $B \subseteq K^n$ (for some $n \geq 0$) is a subset not contained in any affine subspace of $K^n$ and that $\chi$ is a map whose domain contains $B$.

1. Let $\bar{V} \subseteq \text{RF}(K)^n$ be a vector subspace. We say that $\chi$ is $\bar{V}$-riso-trivial on $B$ if there exists a lift $V \subseteq K^n$ of $\bar{V}$ and a risometry $\varphi : B \to B$ such that $\chi|_B \circ \varphi$ is $V$-translation invariant. In this situation, the risometry $\varphi$ is called a $V$-straightener of $\chi$ on $B$. (We often omit $V$, if $\bar{V}$ is clear from the context and we do not care about the specific lift $V$.) We also say that $\varphi$ witnesses $V$-riso-triviality of $\chi$ (on $B$).

2. Given $0 \leq r \leq n$, the map $\chi$ is called $r$-riso-trivial on $B$, if it is $\bar{V}$-riso-trivial for some vector subspace $\bar{V} \subseteq \text{RF}(K)^n$ of dimension $r$. We say that $\chi$ is not riso-trivial (at all) on $B$ if it is not 1-riso-trivial on $B$.

3. If the domain of $\chi$ is equal to $B$, we may just say “riso-trivial” instead of “riso-trivial on $B$”.

**Remark 2.3.9.** In (1), the choice of the lift $V$ does not matter: If $\chi$ is $\bar{V}$-riso-trivial on $B$, then for every lift $V'$ of $\bar{V}$, there exists a $V'$-straightener of $\chi$ on $B$. This follows from the fact that if $V$ and $V'$ are two different lifts, then there exists a linear map $\alpha \in \text{GL}_n(\mathcal{O}(K))$ which is a risometry (see Example 2.3.2) and which sends $V$ to $V'$; see also [15] Remark 2.13.

One can naturally make sense of the notion of riso-triviality within an affine subspace of $K^n$, but in that case, one has to be careful to choose the lifts in Definition 2.3.8 (1) appropriately. While the affine space we are thinking of should always be clear from the context, we prefer to make this precise, as follows.

**Definition 2.3.10.** If $B \subseteq K^n$ is contained in an affine subspace $F = a + W \subseteq K^n$ (for a point $a \in K^n$ and a vector subspace $W \subseteq K^n$), but not in any proper affine subspace of $F$, we use the terminology from Definition 2.3.8 with the modification that we only consider subspaces $\bar{V}$ of $\text{RF}(K)^n$ which are subspaces of $\text{res}(W)$, and in (1), we require the lift $V$ of $\bar{V}$ to be a subspace of $W$.

As stated in Convention 2.3.5, Definition 2.3.8 can also be applied to tuples of maps and sets. For example, a set $X \subseteq K^n$ is said to be $\bar{V}$-riso-trivial on a ball $B \subseteq K^n$ if the indicator function $1_X$ of $X$ is $\bar{V}$-riso-trivial on $B$.

**Remark 2.3.11.** Note that asking a tuple $(\chi_1, \ldots, \chi_\ell)$ of maps to be $\bar{V}$-riso-trivial is strictly stronger than asking each $\chi_i$ individually to be $\bar{V}$-riso-trivial. As an example, pick any $\bar{V} \subseteq \text{RF}(K)^2$ of dimension 1 and pick any two different lifts $V_1, V_2 \subseteq K^2$. Then $V_1$ and $V_2$ are $\bar{V}$-riso-trivial on $K^2$ individually, but $(V_1, V_2)$ is not.

We already state a key property of the notion of riso-triviality. Its proof will essentially be postponed to Section 3.3.

**Proposition 2.3.12.** Recall that we assume that $K$ is a spherically complete valued field of equi-characteristic 0. Suppose that $B \subseteq K^n$ is a ball (for some $n \geq 1$) and that $\chi : B \to S$ is a map (into any set $S$). Then there exists a maximal vector subspace $\bar{V} \subseteq \text{RF}(K)^n$ for which $\chi$ is $\bar{V}$-riso-trivial on $B$.

**Proof.** It suffices to show that if $\chi$ is $\bar{V}_1$-riso-trivial and $\bar{V}_2$-riso-trivial for some $\bar{V}_1, \bar{V}_2 \subseteq \text{RF}(K)^n$, then it is even $(\bar{V}_1 + \bar{V}_2)$-riso-trivial. This is the statement of Lemma 3.3.6. \(\square\)

Proposition 2.3.12 gives rise to the following natural definition:
Definition 2.3.13. Let $B \subseteq K^n$ be a ball (for some $n \geq 1$) and let $\chi$ be a map whose domain contains $B$. The (unique) maximal vector subspace $\bar{V}$ of $RF(K)^n$ such that $\chi$ is $\bar{V}$-riso-trivial on $B$ is called the riso-triviality space of $\chi$ on $B$. We denote it by $\text{rtsp}_B(\chi)$. We also apply this notion when $B$ is a ball in an affine subspace $F = a + W \subseteq K^n$ of dimension $\dim F \geq 1$ (using Definition 2.3.10).

In other words, for any subspace $W \subseteq RF(K)^n$, $\chi$ is $\bar{W}$-riso-trivial on $B$ if and only if $\bar{W} \subseteq \text{rtsp}_B(\chi)$.

Convention 2.3.14. As in Convention 2.3.5, if $(X_1, \ldots, X_\ell, \chi_1, \ldots, \chi_\ell)$ is a tuple of sets $X_i$ and maps $\chi_j$, we write $\text{rtsp}_B(X_1, \ldots, X_\ell, \chi_1, \ldots, \chi_\ell)$ for the riso-triviality space on $B$ of the map $x \mapsto (1_{X_1}(x), \ldots, 1_{X_\ell}(x), \chi_1(x), \ldots, \chi_\ell(x))$.

To provide some intuition about riso-triviality, we end this section by explaining how, in the case of algebraic sets, it relates to smoothness.

Example 2.3.15. Suppose (for concreteness) that $K = \mathbb{C}(i^2)$ and that $X = X(K) \subseteq K^n$ is a subvariety of pure dimension $d$ defined over $\mathbb{C}$. If $X$ is smooth at some point $a \in X$, then there exists a ball $B \subseteq K^n$ around $a$ on which $X$ is $d$-trivial, and $\text{rtsp}_B(X)$ is equal to the residue $\text{res}(T_a X)$ of the tangent space of $X$ at $a$. In the case where $a \in X(\mathbb{C})$ (which we consider as a subset of $X$), we can take this ball $B$ to be $B_{<1}(a) = a + \mathcal{M}(K)^n$ (and we obtain $\text{rtsp}_B(X) = \text{res}(T_a X) = T_a(X(\mathbb{C})))$. Conversely, if $X$ is $d$-trivial on $B_{<1}(a)$ for every $a \in X(\mathbb{C})$, then $X$ is smooth.

A precise proof of these claims is given in Proposition 4.5.7. (For the first part, apply the proposition to the smooth locus. For the “conversely” part use also Remark 4.5.5.) Here, we only give the main idea of how smoothness at $a \in X(\mathbb{C})$ implies $\text{rtsp}_B(X)$ for $B = B_{<1}(a)$: Suppose for simplicity that $n = 2$ and $d = 1$, and suppose without loss that $a = 0$ and that $T_{B}(X(\mathbb{C})) = \mathbb{C} \times \{0\}$. Then one can manually verify (using Hensel’s Lemma) that $X \cap \mathcal{M}(K)^2$ is the graph of a function $f : \mathcal{M}(K) \to \mathcal{M}(K)$ satisfying the assumption from Example 2.3.3. The risometry provided by that example witnesses $(\mathbb{C} \times \{0\})$-triviality of $X(K)$ on $\mathcal{M}(K)^2$.

Question 2.3.16. Does the converse part of Example 2.3.15 also hold point by point, i.e., does $d$-triviality on a neighborhood of a imply smoothness at $a$? Note that in a semi-algebraic setting, such a converse would be false, as the origin in Example 4.2.3 shows.

3. Definability of riso-triviality

3.1. Statement of the definability results. We are now ready to state our main definability results precisely. We use notation from Section 2.1 and assume Hypothesis 2.2.1 about the language $\mathcal{L} \supseteq \mathcal{L}_V$ and the $\mathcal{L}$-theory $\mathcal{T}$ (namely, $\mathcal{T}$ is 1-h-minimal). Recall that by a map into $\text{RV}^\text{eq}$, we mean a map into any sort of $\text{RV}^\text{eq}$. Recall also that $\text{VF}^n$ is considered as a ball, but singletons are not.

The first result is about definability of the riso-triviality space. While we are mostly interested in $\text{rtsp}_B(X)$ for some definable set $X \subseteq K^n$, we more generally consider $\text{rtsp}_B(\chi)$ for a definable map $\chi : K^n \to \text{RV}(K)^n$. This implies the result for $\text{rtsp}_B(X)$ by letting $\chi := 1_X$ be the indicator function of $X$ (see Convention 2.3.14).

Theorem 3.1.1 (Riso-Triviality Theorem). Suppose that $\mathcal{L}$ and $\mathcal{T}$ satisfy Hypothesis 2.2.1.
Let $B \subseteq \text{VF}^n$ be a $\mathcal{L}$-definable ball (for $n \geq 1$) and $\chi : B \to \text{RV}^\text{eq}$ an $\mathcal{L}^\text{eq}$-definable map.
Then there exists a $\mathcal{L}^{eq}$-definable vector subspace $\bar{U} \subseteq \mathbf{RF}^n$ such that for every spherically complete model $K \models \mathcal{T}$, we have $\text{rtsp}_{B(K)}(\chi_K) = \bar{U}(K)$.

By adding a constant symbol to the language, one obtains the following version of the theorem for definable families.

**Notation 3.1.2.** Given $0 \leq d \leq n$, we write $\text{Gr}^q_d(\mathbf{RF})$ for the Grassmanian of $d$-dimensional vector subspaces of $\mathbf{RF}^q$, considered as an $\mathcal{L}^{eq}$-definable subset of the power set $\mathcal{P}(\mathbf{RF}^n)$ (in the sense of Convention 2.1.5).

**Corollary 3.1.3.** Let $Q$ be any $\mathcal{L}^{eq}$-definable set and let $\mathcal{B} \subseteq \mathbf{VF}^n \times Q$ be an $\mathcal{L}^{eq}$-definable family of balls in $\mathbf{VF}^n$ parametrized by $Q$, i.e., for every $K \models \mathcal{T}$ and every $q \in Q(K)$, the fiber $\mathcal{B}(K)_q \subseteq K^n$ is a ball. Let moreover $\chi: \mathcal{B} \to \mathbf{RV}^{eq}$ be an $\mathcal{L}^{eq}$-definable map. Then there exists an $\mathcal{L}^{eq}$-definable map $Q \to \bigcup_{d=0}^n \text{Gr}^q_d(\mathbf{RF})$ sending, for every spherically complete model $K \models \mathcal{T}$, $q \in Q(K)$ to $\text{rtsp}_{\mathcal{B}(K)_q}(\chi_K(\cdot, q))$.

**Proof.** Without loss, $Q \subseteq \mathbf{VF}^m$ for some $m$. (Otherwise, replace it by a preimage in $\mathbf{VF}^m$.) Add a constant for $q$ to the language and add “$q \in Q$” to the theory. This new theory is still 1-l-minimal (see Remark 2.2.3), and its models correspond exactly to pairs $(K, q)$ with $K \models \mathcal{T}$, $q \in Q(K)$. Apply Theorem 3.1.1 to obtain an $\mathcal{L}^{eq}(q)$-definable $\bar{U} \subseteq \bigcup_{d=0}^n \text{Gr}^q_d(\mathbf{RF})$. Consider the formula defining $\bar{U}$ as an $\mathcal{L}^{eq}$-formula, with $q$ a variable; this defines the desired map.

A special case of the above corollary is that $\text{rtsp}_{B}(\chi)$ depends definably on $B$; in particular, we obtain a partition of the set of all closed balls according to the dimension of the riso-triviality space. While it is often more handy to use Corollary 3.1.3 instead of that partition, we nevertheless introduce a name for it, since it is the central idea behind the entire paper.

**Corollary 3.1.4.** Let $\chi: \mathbf{VF}^n \to \mathbf{RV}^{eq}$ be an $\mathcal{L}^{eq}$-definable map, for $n \geq 1$. Then there exists a partition of the set of all closed subballs of $\mathbf{VF}^n$ (considered as a sort of $\mathcal{L}^{eq}$) into $\mathcal{L}^{eq}$-definable sets $\mathbf{Tr}_0, \ldots, \mathbf{Tr}_n$ such that for every spherically complete $K \models \mathcal{T}$, every closed ball $B \subseteq K^n$, and every $r \in \mathbf{Tr}(K)$, we have $B \in \mathbf{Tr}_r(K)$ if and only if $\dim \text{rtsp}_B(\chi_K) = r$.

**Definition 3.1.5.** The partition $(\mathbf{Tr}_r)_{0 \leq r \leq n}$ from Corollary 3.1.4 is called the riso-tree of $\chi$. We also apply this terminology within spherically complete models $K \models \mathcal{T}$: $(\mathbf{Tr}_r(K))_{0 \leq r \leq n}$ is the riso-tree of $\chi_K$.

Note that even though Corollary 3.1.4 specifies $\mathbf{Tr}_r(K)$ only for spherically complete models $K \models \mathcal{T}$, this entirely determines $\mathbf{Tr}_r$ by Remark 2.2.7.

As explained in the introduction, one can think of $(\mathbf{Tr}_r)_{0 \leq r \leq n}$ as a better replacement for a (canonical) stratification of $X$; better in the sense that it contains more information. Recall also that in some sense, these $\mathbf{Tr}_r$ form a stratification of the set of all closed subballs of $\mathbf{VF}^n$, and that, instead of formulating precisely for all $r$ what this means, we just formulate it for $r = 0$ (in Lemma 3.4.3) and reduce any questions about bigger $r$ to the $r = 0$ case by restricting to suitable fibers; this reduction works due to Lemmas 3.3.8, 3.3.13 and 3.3.14.

At the same time as we prove Theorem 3.1.1 we also prove that the existence of a risometry is a first-order condition; this is our second main definability result. Again, we formulate it for definable maps into $\mathbf{RV}^{eq}$, which can be taken to be indicator functions of definable sets, if this is what one is interested in.
Theorem 3.1.6 (Riso-Equivalence Theorem). Suppose that $\mathcal{L}$ and $\mathcal{T}$ satisfy Hypothesis 2.2.1. Let $B \subseteq VF^n$ be an $\mathcal{L}$-definable ball (for $n \geq 1$). Let $\chi_1, \chi_2 : B \to RV^{eq}$ be $\mathcal{L}^{eq}$-definable maps. Then there exists an $\mathcal{L}$-sentence $\psi$ such that for every spherically complete model $K \models \mathcal{T}$, we have $K \models \psi$ if and only if $\chi_{1,K}$ and $\chi_{2,K}$ are risometric.

Again, we also obtain a family version of that result, namely stating that the risometry type within a definable family of maps is definable. By combining with a result from [15] about t-stratifications, we moreover obtain that the risometry type “lives in $RV^{eq}$,” in the following sense:

Corollary 3.1.7. Let $Q, \mathfrak{B} \subseteq VF^n \times Q$ and $\chi : \mathfrak{B} \to RV^{eq}$ be as in Corollary 3.1.3. Then there exists an $\mathcal{L}^{eq}$-definable map $\rho : Q \to RV^{eq}$ such that for every spherically complete model $K \models \mathcal{T}$ and every $q, q' \in Q(K)$, we have $\rho_K(q) = \rho_K(q')$ if and only if $\chi_K(\cdot, q)$ and $\chi_K(\cdot, q')$ are risometric.

We postpone the proof of this corollary to the end of Subsection 3.2, after we recalled the notion of t-stratifications.

3.2. A related notion: t-stratifications. Our notion of riso-triviality is very similar to the notion of translatability from [15]: the only difference is that [15] requires the risometries to be definable. Despite this difference, some of the results from [15] are useful ingredients for the notion of translatability from [15]: the only difference is that [15] requires the risometries to be definable. Despite this difference, some of the results from [15] are useful ingredients for the present paper; in this subsection, we recall those results. As usual, we assume Hypothesis 2.2.1 and we let $K$ be a model of $\mathcal{T}$.

Firstly, note that in [8], it has been shown that the central assumption from [15] holds in this setting:

Lemma 3.2.1 ([8, Lemma 5.5.4]). Hypothesis 2.21 from [15] holds in $\mathcal{T}$.

We start by recalling the notion of translatability from [15]: however, we prefer to call it “definable riso-triviality”. Note that a version of Proposition 2.3.12 also holds for this notion: there exists a maximal space of definable riso-triviality.

Definition 3.2.2. Suppose that $B \subseteq K^n$ is either an open or a closed ball (where $n \geq 1$) and that $\chi$ is a definable map whose domain contains $B$.

1. Given an $RF(K)$-vector subspace $V \subseteq RF(K)^n$, we say that $\chi$ is definably $V$-riso-trivial on $B$ if there exists a definable (with arbitrary parameters) straightener $\varphi : B \to B$ witnessing $V$-riso-triviality of $\chi$ on $B$. We say that $\chi$ is definably $r$-riso-trivial on $B$ if it is definably $V$-riso-trivial on $B$ for some $r$-dimensional $V \subseteq RF(K)^n$.

2. The maximal $RF(K)$-vector subspace $\bar{V} \subseteq RF(K)^n$ for which $\chi$ is definably riso-trivial on $B$ is denoted by $drtsp_B(\chi)$. (This exists by [15, Lemma 3.3]; in [15], $drtsp_B(\chi)$ is denoted by $tsp_B(\chi)$.)

3. We also apply those notions to tuples of maps and sets, as explained in Convention 2.3.4.

Here is an example showing that it does make a difference whether one requires the straightener to be definable or not:

Example 3.2.3. Set $K := k((t))$, let $\bar{f} : k \to k$ be any function definable in the ring language on $k$ and set $X := \{(x, ty) \in k[[t]]^2 \mid \text{res}(y) = \bar{f}(\text{res}(x))\}$. Then $X$ is always $\bar{U}$-riso-trivial on $B := k[[t]]^2$, where $\bar{U} := k \times \{0\}$, but we claim that it is not necessarily definably $\bar{U}$-riso-trivial. Indeed, if it is, then one can find a definable straightener $\psi : B \to B$ preserving the
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**Definition 3.2.4.** Let B0 ⊆ VFeq be an L-definable ball for some n ≥ 1.

(1) An L-definable t-stratification of B0 is a partition (S_i)_{0≤i≤n} of B0 into L-definable sets S_0, . . . , S_n with the following properties:
   (a) dim S_i ≤ r for every r.
   (b) For every model K ⊨ T, every r, and every ball B ⊆ S_{≥r}(K) which is either open or closed, (S_i(K))_i is definably r-riso-trivial on B. Here, S_≥r := S_r ∪ . . . ∪ S_n.

(2) Let now additionally χ: B0 → RVeq be an L^eq-definable map. We say that the t-stratification (S_i)_{0≤i≤n} reflects χ if for every K, r, B as in (2), ((S_i(K))_i, χ_K|B) is definably r-riso-trivial on B.

**Remark 3.2.5.** As explained below [15, Definition 3.12], if (S_i)_i, χ, K and B are as in Definition 3.2.4 (with (S_i)_i reflecting χ), then we have drtsp_B((S_i(K))_i) = drtsp_B((S_i(K))_i, χ_K), and the dimension of this space is equal to the minimal r with S_r(K) ∩ B ≠ ∅. In particular, drtsp_B((S_i(K))_i) ⊆ rtsp_B(χ_K).

The following is essentially the main result of [15], but in the more general context of 1-h-minimal theories:

**Theorem 3.2.6.** Given any L^eq-definable map χ: B0 → RVeq on an L-definable ball B0 ⊆ VF eq (for some n ≥ 1), there exists an L-definable t-stratification of B0 reflecting χ.

**Proof.** Extend χ to a L^eq-definable map χ': VF n → RVeq (e.g. sending VF eq \setminus B0 to 0). By Lemma 3.2.1 [15, Corollary 4.13] can be applied to χ', yielding an L-definable t-stratification (S_i)_i of VF eq reflecting χ'. Then (S_i ∩ B0)_i is the desired t-stratification of B0 reflecting χ. □

One reason t-stratifications will be useful in the proof of our main results is the following lemma:

**Lemma 3.2.7 ( [15, Lemma 3.14]).** If (S_i)_i is an L-definable t-stratification of some L-definable ball B0 ⊆ VF eq, then the map sending, for each K ⊨ T, an open or closed ball B ⊆ B0(K) to drtsp_B((S_i(K))_i) is L^eq-definable.

Note that this lemma would be false if instead of drtsp_B((S_i(K))_i), one would consider drtsp_B(χ(K)) for an arbitrary L^eq-definable map χ: B0 → RVeq (even if χ is the indicator function of an L-definable set), as [15, Example 3.15] shows. In particular, for the Risotriviality Triviality Theorem to be true, it is crucial to allow non-definable risometries.

We can now give the proof of Corollary 3.1.7 about isometry types “living in RVeq":

**Proof of Corollary 3.1.7.** Recall that we are given an L^eq-definable set Q and an L^eq-definable map χ: B ⊆ VF eq × Q → RVeq. Without loss Q ⊆ VF eq for some m. By
applying Theorem 3.1.6 in a language $\mathcal{L}'$ with constants for $q$ and $q'$ added, and in the theory $\mathcal{T}' = \mathcal{T} \cup \{q \in \mathbb{Q}, q' \in \mathbb{Q}\}$, we obtain an $\mathcal{L}'$-definable equivalence relation $\sim$ on $\mathbb{Q}$ such that for every spherically complete $K \models \mathcal{T}'$, we have

$$q \sim_K q' \iff x_K(\cdot, q) \text{ and } y_K(\cdot, q') \text{ are risometric.}$$

Existence of t-stratifications (Theorem 3.2.6) applied in $\mathcal{L}'$ yields an $\mathcal{L}'$-definable family of t-stratifications $(\mathcal{S}_i)_i$ of $x$ (both considered as families parametrized by $\mathbb{Q}$), i.e., we have

$$\mathcal{S}_i \subseteq VF^n \times \mathbb{Q}, \text{ and for every } K \text{ and every } q \in \mathbb{Q}(K), (\mathcal{S}_i(K)_q)_i \text{ is a t-stratification reflecting } x_K(\cdot, q).$$

Applying [15, Proposition 3.19] (which we can, by Lemma 3.2.1) to $(\mathcal{S}_i)_i$ and $x$ yields an $\mathcal{L}'$-definable map $\tilde{\rho}: Q \to RV_{eq}$ such that, for every $K$ and every $q, q' \in \mathbb{Q}(K)$, $\tilde{\rho}_K(q) = \rho_K(q')$ implies that $((\mathcal{S}_i(K)_q)!!, x_K(\cdot, q))$ and $((\mathcal{S}_i(K)_q)!!, x_K(\cdot, q'))$ are definably risometric. Since this in particular implies that $x_K(\cdot, q)$ and $x_K(\cdot, q')$ are risometric, we obtain that each $\sim_K$-equivalence class is a union of fibers of $\tilde{\rho}_K$, so that we can define the desired map $\rho: Q \to RV_{eq}$ by quotienting the image of $\tilde{\rho}$ by (the image of) $\sim$. \hfill \Box

3.3. Basic properties of riso-triviality. In this section, we collect a whole bunch of basic properties of riso-triviality. They are very similar to corresponding results in [15], but the word “definable” has been removed everywhere, and whereas in [15], definable spherical completeness was a key ingredient, we now use actual spherical completeness instead. No model theory is used in this entire subsection, except in some “model theoretic remarks”. Thus: For most of this section, the only assumption is that $K$ is a spherically complete valued field of equi-characteristic 0; for the model theoretic remarks, we assume that we are in the setting from Section 2.1.

Notation 3.3.1. If $B, B' \subseteq K^n$ are disjoint sets, each of which is either a ball or a singleton, then the set $\{rv^n(x - x') \mid x \in B, x' \in B'\}$ is a singleton; in the following lemma and its proof, we denote that element of $RV^{n}(K)$ by $rv^n(B - B')$. We define $|B - B'| \in VG^x(K)$ similarly.

Lemma 3.3.2. Suppose that $B_0 \subseteq K^n$ is a ball, that $C = B_1 \cup \cdots \cup B_m \subseteq B_0$ is a union of finitely many disjoint points and balls $B_i$, and similarly $C' = B'_1 \cup \cdots \cup B'_m \subseteq B_0$. Then:

1. There exists a risometry $\varphi: B_0 \to B_0$ satisfying $\varphi(B_i) = B'_i$ for each $i$ if and only if the following two conditions hold:
   a. For each $i$, $B_i$ and $B'_i$ have the same cut-radius, i.e., \{ $|x - y| \mid x, y \in B_i$ \} = \{ $|x' - y'| \mid x, y \in B'_i$ \};
   b. For each $i \neq j$, we have $\varphi(B_i - B_j) = \varphi(B'_i - B'_j)$.

2. If a risometry $\varphi$ as in (1) exists and $\varphi': B_0 \to B_0$ is another risometry satisfying $\varphi'(C) = C'$, then we also have $\varphi'(B_i) = B'_i$ for every $i$.

Proof. (1) The implication from left to right is trivial. For the implication from right to left, for each $i$, pick an arbitrary element $x_i \in B_i$ and an arbitrary element $x'_i \in B'_i$. For $x \in B_i$, we define $\varphi(x) := x - x_i + x'_i$; this already defines a risometry $\varphi: C \to C'$ sending $B_i$ to $B'_i$. This can be extended to a risometry $B_0 \to B_0$ as follows: For every maximal ball $B \subseteq B_0 \setminus C$, choose any $i = i(B)$ for which $|B - B_i| = \min_j |B - B_j|$. For $x \in B$, set $\varphi(x) := x - x_i(B) + x'_i(B)$. One deduces that $\varphi(B - B_i) = rv(\varphi(B) - B'_i)$ for every $i$. Using this, a short computation shows that the total map $\varphi: B_0 \to B_0$ defined in this way is a risometry.

(2) By replacing $\varphi'$ by $\varphi^{-1} \circ \varphi'$, we may assume that $C' = C$ and that $\varphi$ is the identity, i.e., we have to show that a risometry $\varphi': B_0 \to B_0$ sending $C$ to itself also sends each $B_i$
to itself. Suppose that $\phi'(B_i) = B_j$ for some $j \neq i$. By translating and scaling, we may assume that $|B_i - B_j| = 1$ and that $B_i, B_j \subseteq \mathcal{O}(K)^n$. In particular, res($B_i$) $\neq$ res($B_j$). Then $\phi'$ sends $\mathcal{O}(K)^n$ to itself and it induces a translation $\phi': \operatorname{RF}(K)^n \to \operatorname{RF}(K)^n$ which sends $C := \operatorname{res}(C \cap \mathcal{O}(K)^n)$ to itself. Since $C$ is finite, $\phi'$ is the identity on $C$, so it does not send res($B_i$) to res($B_j$), contradicting $\phi'(B_i) = B_j$.

Model Theoretic Remark 3.3.3. If, in the above lemma, $C$ and $C'$ are $\mathcal{L}$-definable, then we can $\mathcal{L}$-definably express whether there exists a risometry from $C$ to $C'$, namely by introducing one variable for each $B_i$ and each $B'_i$ and using that the conditions (a) and (b) from the lemma are first-order. Moreover, we obtain that the (unique) induced map from $\{B_1, \ldots, B_m\}$ to $\{B'_1, \ldots, B'_m\}$ is also $\mathcal{L}^{eq}$-definable. All this also works uniformly in all models of $\mathcal{T}$, provided that the number $m$ is bounded independently of the model.

We will use the following version of the Banach Fixed Point Theorem for spherically complete fields:

**Lemma 3.3.4.** Suppose that $B \subseteq K^n$ is any ball and that $g : B \to B$ is a strictly contracting map, i.e., $|g(x) - g(y)| < |x - y|$ for all $x, y \in B, x \neq y$. Then $g$ has a unique fixed point in $B$.

**Proof.** See for example [20].

From this, we deduce the following, seemingly harmless statement, but which plays a key role for everything that follows.

**Lemma 3.3.5.** Suppose $B \subseteq K^n$ is a ball and $f : B \to X \subseteq B$ is a risometry into $B$. Then $X = B$.

**Proof.** Given $x_0 \in B$, we find a pre-image in $B$ (under $f$) by defining a strictly contracting mapping on $B$ and consider the fixed point, namely as follows. For $x \in B$ set $g(x) := x + x_0 - f(x)$. Note that a fixed point of $g$ is a pre-image of $x_0$. For $x, y \in B$, we have $g(x) - g(y) = x - y - (f(x) - f(y))$, so using that $f$ is a risometry, one deduces that $g$ is contracting. Now Lemma 3.3.4 yields the desired fixed point of $g$.

The above lemma is the only place where we use spherically completeness. Note that it would be false without that assumption.

We can now fulfill our promise to prove that the riso-triviality space introduced in Definition 2.3.13 exists. More precisely, recall that the only missing ingredient (for the proof of Proposition 2.3.12) is the following lemma:

**Lemma 3.3.6.** Let $V_1$ and $V_2$ be subspaces of $\operatorname{RF}(K)^n$, and let $B \subseteq K^n$ be a ball. Suppose that $\chi : B \to S$ is a map which is $V_1$-riso-trivial and $V_2$-riso-trivial. Then $\chi$ is $(V_1 + V_2)$-riso-trivial.

**Proof.** The proof works exactly as for [15, Lemma 3.3], using Lemma 3.3.5 instead of [15, Lemma 2.33]. (Using straighteners witnessing $V_1$-riso-triviality and $V_2$-riso-triviality, one can easily write down explicitly a candidate $\psi : B \to B$ for a straightener witnessing $(V_1 + V_2)$-riso-triviality. It turns out that the only difficulty is to prove surjectivity of $\psi$, but this is automatic by Lemma 3.3.5.)

We fix some conventions for several of the next lemmas:
**Convention 3.3.7.** We continue to assume that $K$ is a spherically complete valued field of equi-characteristic 0. In the following, we additionally assume that $B \subseteq K^n$ is a ball (for some $n \geq 1$), $\hat{W} \subseteq \mathbf{RF}(K)^n$ is a vector subspace, $\chi : B \to S$ is a $\hat{W}$-riso-trivial map, $\pi_W : \mathbf{RF}(K)^n \to \hat{W}$ is a projection and $W \subseteq K^n$ and $\pi_W : B \subseteq K^n \to W$ are lifts of $\hat{W}$ and of $\pi_W$, respectively.

By $\pi_W$ being a lift of $\hat{W}$, we mean that it is the restriction to $B$ of a linear map $\pi : K^n \to W$ satisfying $\text{res}(\pi(x)) = \pi_W(\text{res}(x))$ for $x \in \mathcal{O}(K)^n$.

The condition that $\pi_W$ is a lift of a projection $\hat{W}$ (and not just any projection $B \subseteq K^n \to W$) means that the fibers of $\pi_W$ are, in some sense, “sufficiently transversal” to $W$. This implies various relations between $\chi$ and its restriction to such fibers, as the following lemmas show. (Note that, while in the case $\hat{W} = \mathbf{RF}(K)^n$, the lemmas become almost void, they are still true.)

**Lemma 3.3.8.** (Applying Convention 3.3.7) Suppose that $\hat{W}$-riso-triviality of $\chi$ is witnessed by some $W$-straightener $\psi : B \to B$. Then there exists a risometry $\varphi : B \to B$ such that $\chi \circ \varphi = \chi \circ \psi$ and such that moreover, $\pi_W \circ \varphi = \pi_W$. In particular,

1. $\varphi$ is a straightener of $\chi$, and
2. for every fiber $F \subseteq B$ of $\pi_W$, $\varphi|_F$ is a risometry from $(\chi \circ \psi)|_F$ to $\chi|_F$.

**Definition 3.3.9.** If a risometry $\varphi : B \to B$ satisfies $\pi \circ \varphi = \pi$ for some projection $\pi : K^n \to W$ (as in the lemma), we say that $\varphi$ respects $\pi$-fibers.

**Proof of Lemma 3.3.8** The proof works exactly as for [15] Lemma 3.6 (1), again using Lemma 3.3.5 instead of [15] Lemma 2.33. While the statement of [15] Lemma 3.6 does not impose $\chi \circ \varphi = \chi \circ \psi$, the map $\varphi$ constructed in its proof has this property. (The idea is to work with the inverses of the straighteners: One can easily modify the inverse of $\psi$ to make it respect $\pi_W$-fibers. An easy computation shows that the modified inverse is a risometry from $B$ to its image; then use Lemma 3.3.5 to see that its image is all of $B$.)

**Remark 3.3.10.** In the setting of Convention 3.3.7, we can always find a $W$-straightener $\psi$ of $\chi$ for our given lift $W$ of $\hat{W}$ (by Remark 2.3.9), and then Lemma 3.3.8 allows us to additionally assume that $\psi$ respects $\pi_W$-fibers. We can then additionally choose a $\pi_W$-fiber $F \subseteq B$ and a risometry $\psi' : F \to F$ and prescribe that $\psi|_F$ should be equal to $\psi'$. Indeed, any risometry $\varphi' : F \to F$ extends by translation along $W$ to a risometry $\varphi : B \to B$ (namely, sending $x + w \in B$ to $\varphi'(x + w)$ for $x \in F$ and $w \in W$). The pre-composition of our $\psi$ with any such $\varphi$ still straightens $\chi$, and by taking $\varphi' := (\psi|_F)^{-1} \circ \psi'$, we obtain $(\psi \circ \varphi)|_F = \psi|_F \circ \varphi' = \psi'$.

**Model Theoretic Remark 3.3.11.** If, in Remark 3.3.10 $\chi$ is definable, then by imposing $\psi|_F$ to be the identity on $F$, we obtain that $\chi \circ \varphi$ is also definable. However, it is not always possible to ensure that $\chi \circ \varphi$ is definable over the same parameters as $\chi$, and moreover, it might not be possible to take the risometry $\varphi$ itself to be definable, as Example 3.2.3 shows.

**Remark 3.3.12.** By applying Lemma 3.3.8 (2) to two different fibers $F_i := \pi_W^{-1}(w_i)$ (for $w_1, w_2 \in \pi_W(B) \subseteq W$), we obtain a risometry $\alpha : F_1 \to F_2$ from $\chi|_{F_1}$ to $\chi|_{F_2}$, namely defined by $x \mapsto \varphi(\varphi^{-1}(x) + w_2 - w_1)$. This $\alpha$ has the additional property that it “does not differ too much from the translation by $w_2 - w_1$” in the following sense: For any $x \in F_1$, we have $|\alpha(x) - (x + w_2 - w_1)| < |w_2 - w_1|$. (One sees this easily by setting $x = \varphi(y)$.)

The risometry type of $\chi$ is determined by the risometry type of its restriction to a $\pi_W$-fiber. More precisely, we have:
Lemma 3.3.13. (Applying Convention 3.3.7.) Suppose that we have balls $B_1, B_2 \subseteq K^n$, maps $\chi_i : B_i \to S$ both of which are $W$-riso-trivial, and $\pi_W$-fibers $F_i \subseteq B_i$ for $i = 1, 2$. Then the following are equivalent.

1. $\chi_1$ and $\chi_2$ are in risometry.
2. $\chi_1|_{F_i}$ and $\chi_2|_{F_2}$ are in risometry.

Proof. “(1) $\Rightarrow$ (2)”: We may assume that $B_2 = B_1$ and that $F_2 = F_1$, namely by choosing $x_i \in F_i$ for $i = 1, 2$ and replacing $\chi_2$ by the map $B_1 \to S, x \mapsto \chi_2(x + x_2 - x_1)$.

Pick a straightener $\psi_1$ of $\chi_1$ and a risometry $\varphi : B_1 \to B_1$ satisfying $\chi_1 = \varphi \circ \psi_1$. Note that $\psi_2 := \varphi \circ \psi_1$ is a straightener of $\chi_2$. Using Lemma 3.3.8 we find a risometry from $(\chi_1 \circ \psi_1)|_{F_1}$ to $\chi_1|_{F_1}$, for $i = 1, 2$. Now (2) follows using that $\chi_1 \circ \psi_1 = \chi_2 \circ \psi_2$.

“(2) $\Rightarrow$ (1)”: Without loss, $\chi_1$ and $\chi_2$ are $W$-translation invariant. (Otherwise, compose them with a straightener, and notice that this does not change the risometry type of $\chi_i|_{F_1}$, by Lemma 3.3.8.) Now any risometry $\varphi' : F_1 \to F_2$ from $\chi_1|_{F_1}$ to $\chi_2|_{F_2}$ extends to a risometry from $\chi_1$ to $\chi_2$ by “translating $\varphi'$ along $W$”: send $x + w \in B_1$ to $\varphi'(x) + w$ for $x \in F_1$ and $w \in W$.

Lemma 3.3.14. (Applying Convention 3.3.7.) For any $\pi_W$-fiber $F \subseteq B$ and any vector subspace $\hat{U} \subseteq \ker \pi_W$, $\chi|_{F \cap \hat{U}}$ is $U$-riso-trivial on $F$ if and only if $\chi$ is $\hat{U}$-riso-trivial on $B$, if and only if $\chi$ is $(W + U)$-riso-trivial on $B$.

Proof. This follows from Lemmas 3.3.6 and 3.3.8.

The next lemma provides a simple way to compute the riso-triviality space of a set $X \subseteq K^n$ in certain simple cases.

Lemma 3.3.15. Let $B \subseteq K^n, \hat{W} \subseteq \mathcal{R}F(K)^n, W \subseteq K^n, \pi_W : B \to \hat{W}$ be as in Convention 3.3.7, and suppose that $X \subseteq K^n$ is a subset such that $\pi_W(X \cap B) = \pi_W(B)$ and such that for every $x_1, x_2 \in X \cap B$, we have $\mathcal{R}_W(x_1 - x_2) \in \mathcal{R}_W(W)$. Then rts$B(X) = \hat{W}$.

Remark 3.3.16. Note that the set $\mathcal{R}_W(W) = \{\mathcal{R}_W(w) \mid w \in W\}$ only depends on $\hat{W}$ (and not on the chosen lift $W$). More precisely, for $x \in K^n$, we have $\mathcal{R}_W(x) \in \mathcal{R}_W(W)$ if and only if $\text{res}(K \cdot x) \subseteq W$. (One sees this by multiplying $x$ with any $r \in K$ satisfying $|r| = |x|^{-1}$.)

Proof of Lemma 3.3.15. Firstly, note that each fiber $\pi_W^{-1}(w) \subseteq B$ contains exactly one element of $X$. To see this, note that if $x_1, x_2$ lie in the same $\pi_W$-fiber, then using $\text{res}(K \cdot (x_1 - x_2)) \subseteq \text{res}(\ker \pi_W)$, one deduces $\text{res}(K \cdot (x_1 - x_2)) \subseteq W$, contradicting the assumption that $\mathcal{R}_W(x_1 - x_2) \in \mathcal{R}_W(W)$.

Let $f : \pi_W(B) \to B$ be the map sending $w$ to the unique element of $\pi_W^{-1}(w) \cap X$. Let us assume (without loss) that $0 \in B$. This implies that $\pi_W(B) = W \cap B$ and that $x \mapsto x - \pi_W(x) + f(\pi_W(x))$ defines a map $\psi : B \to B$. The preimage $\psi^{-1}(X \cap B)$ is equal to $W \cap B$, and using that $\mathcal{R}_W(f(w_1) - f(w_2)) \in \mathcal{R}_W(W)$ for any $w_1, w_2 \in \pi_W(B)$, one deduces that $\psi$ is a risometry, hence witnessing $W$-riso-triviality of $X$. On the other hand, since for $w \in W \cap B$, the fiber $\pi_W^{-1}(w) \cap X$ is a singleton, it is not riso-trivial at all on $\pi_W^{-1}(w)$, so rts$B(X)$ cannot be strictly bigger than $\hat{W}$ (by Lemma 3.3.14).

Next, we show that if $X \subseteq K^n$ is riso-trivial, then so is its topological closure and also any tubular neighbourhood. More precisely, we have:

Lemma 3.3.17. Suppose that $B \subseteq K^n$ is a ball, that $X \subseteq K^n$ is a set, and that $\psi : B \to B$ is a $W$-straightener of $X$ on $B$, for some vector subspace $W \subseteq K^n$. Then $\psi$ is also a $W$-straightener of the following sets:

Proof. That \( \psi \) is a risometry implies that it is continuous. We therefore have \( \psi^{-1} ( \text{cl}(X) \cap B) = \text{cl}(\psi^{-1}(X \cap B)) \), which is \( W \)-translation invariant, since \( \psi^{-1}(X \cap B) \) is. For (2), first note that we may assume that \( B \) has a strictly smaller cut radius than \( B_{\leq \lambda}(0) \), since otherwise, \( X'' \) is either disjoint from \( B \) or contains \( B \), and the statement is trivial. With this assumption, if we replace \( X \) by \( X \cap B \), this also replaces \( X'' \) by \( X'' \cap B \); we may therefore additionally assume that \( X \subseteq B \). Then we use that any risometry is an isometry to deduce that \( \psi^{-1}(X + B_{\leq \lambda}(0)) = \psi^{-1}(X) + B_{\leq \lambda}(0) \). This is \( W \)-translation invariant since \( \psi^{-1}(X) \) is. \( \Box \)

We end this section with a series of lemmas stating that riso-triviality and the risometry type of a map on arbitrary ball \( B \) are determined by riso-triviality and the risometry type on the closed subballs of \( B \).

**Lemma 3.3.18.** Suppose that a ball \( B \subseteq K^n \) and a map \( \chi : B \to S \) are given, and also a vector subspace \( V \subseteq RF(K)^n \). Then \( \chi \) is \( V \)-riso-trivial on \( B \) if and only if for every closed ball \( B' \subseteq B \), \( \chi \) is \( V \)-riso-trivial on \( B' \).

**Proof.** “\( \Rightarrow \)”: Choose a straightener \( \varphi \) of \( \chi \) on \( B \). Then \( B'' := \varphi^{-1}(B') \) is a closed ball of the same radius as \( B' \), so by pre-composing \( \varphi|B'' \) with a translation sending \( B' \) to \( B'' \), we obtain a straightener of \( \chi \) on \( B' \).

“\( \Leftarrow \)”: Fix any \( x_0 \in B \) and let \( \Omega := \{|x - x_0| \mid x \in B, x \not= x_0\} \subseteq VG^X(K) \) be the cut radius of \( B \). Choose a well-ordered subset \( \Lambda \subseteq \Omega \) which is co-final in \( \Omega \), i.e., such that the suprema \( \sup(\Lambda) \) and \( \sup(\Omega) \) are equal. Also fix a lift \( \tilde{V} \subseteq K^n \) of \( V \) and a lift \( \pi_V : B \to V \) of a projection \( \pi_V : RF(K)^n \to \tilde{V} \). Denote the fiber of \( \pi_V \) containing \( x_0 \) by \( F \).

For each \( \lambda \in \Lambda \), choose a \( V \)-straightener \( \varphi_{\lambda} \) of \( \chi \) on \( B_{\leq \lambda}(x_0) \) which is the identity on \( F \cap B_{\leq \lambda}(x_0) \) (using Remark 3.3.10). Then define \( \varphi : B \to B \) by \( \varphi(x) := \varphi_{\lambda(x)}(x) \), where \( \lambda(x) \in \Lambda \) is minimal such that \( x \in B_{\leq \lambda(x)}(x_0) \). Then an easy computation shows that \( \varphi \) is a risometry, and to see that \( \chi \circ \varphi \) is \( \tilde{V} \)-translation invariant, note that the the maps \( \varphi_{\lambda} \) all agree on \( F \).

**Corollary 3.3.19.** Suppose that a ball \( B \subseteq K^n \) and a map \( \chi : B \to S \) are given. Then there exists a closed ball \( B' \subseteq B \) (possibly equal to \( B \)) with \( \text{rs} B(\chi) = \text{rs} B(\chi) \). In particular, \( \chi \) is \( d \)-riso-trivial on \( B \) (for some given \( d \leq n \)) if and only if for every closed ball \( B' \subseteq B \), \( \chi \) is \( d \)-riso-trivial on \( B' \).

**Proof.** Set \( \tilde{V} := \text{rs} B(\chi) \) and suppose that for every closed subball \( B' \subseteq B \), \( \tilde{V}' := \text{rs} B'(\chi) \) is strictly bigger than \( \tilde{V} \). Choose \( B' \) such that \( \tilde{V}' \) has minimal dimension, and choose a complement \( \tilde{W} \) of \( \tilde{V} \) in \( \tilde{V}' \). By Lemma 3.3.18 there exists a closed ball \( B_{\tilde{W}} \subseteq B \) such that \( \chi \) is not \( \tilde{W} \)-riso-trivial on \( B_{\tilde{W}} \) (since \( \chi \) is not \( \tilde{W} \)-riso-trivial). Let \( B'' \) be the smallest (closed) ball containing \( B' \) and \( B_{\tilde{W}} \). Then \( \text{rs} B''(\chi) \) is a proper vector subspace of \( \tilde{V}' \), contradicting that \( \tilde{V}' \) has minimal dimension. \( \Box \)

**Lemma 3.3.20.** Suppose that a ball \( B \subseteq K^n \) and two maps \( \chi_1, \chi_2 : B \to S \) are given. Then \( \chi_1 \) and \( \chi_2 \) are risometric if and only if there exist \( x_1, x_2 \in B \) such that for every \( \lambda \in VG(K) \) satisfying \( B_{\leq \lambda}(x_1) \subseteq B \), we have that \( \chi_1 B_{\leq \lambda}(x_1) \) is risometric to \( \chi_2 B_{\leq \lambda}(x_2) \).

**Proof.** “\( \Rightarrow \)” is trivial. (Choose \( x_1 \) arbitrary and set \( x_2 := \varphi(x_1) \).)
For “⇐”, fix such $x_1$ and $x_2$. Let $\Omega := \{ | x - x_1 | : x \in B, x \neq x_1 \} \subseteq \text{VG}^\times(K)$ be the cut radius of $B$ and choose a well-ordered set $\Lambda \subseteq \Omega$ with which is co-final in $\Omega$. For each $\lambda \in \Lambda$, choose a isometry $\varphi_\lambda$ from $\chi_1|_{B_{\leq \lambda}(x_1)}$ to $\chi_2|_{B_{\leq \lambda}(x_2)}$, and then define $\varphi: B \to B$ by $\varphi(x) := \varphi_\lambda(x)$, where $\lambda(x) \in \Lambda$ is minimal such that $x \in B_{\leq \lambda}(x_1)$. An easy computation shows that $\varphi$ is a isometry, and it clearly sends $\chi_1$ to $\chi_2$. \qed

3.4. **Proofs of the main definability results.** This subsection contains the proofs of the main definability results, namely the Riso-Triviality Theorem 3.1.1 and the Riso-Equivalence Theorem 3.1.6. To this end, we now assume Hypothesis 2.2.1, i.e., we assume that $\mathcal{T}$ is a $1$-h-minimal $\mathcal{L}$-theory. In addition, $K \models \mathcal{T}$ will always denote a spherically complete model.

**Lemma 3.4.1.** If $Y \subseteq \mathbb{K}^n$ is a definable set of dimension $r$, then for any ball $B \subseteq \mathbb{K}^n$ which has non-empty intersection with $Y$, we have $\dim \text{rstsp}_B(Y) \leq r$.

*Proof.* Choose a projection $\bar{\pi}_W: \mathbf{RF}(K)^n \to \bar{W} := \text{rstsp}_B(Y)$ and a lift $\pi_W: B \to W$. Since $B \cap Y$ is non-empty, at least one of the $\pi_W$-fibers $\pi^{-1}(w) \cap Y$ (for $w \in \pi_W(B)$) is non-empty. This implies that they are all non-empty (by Remark 3.3.12), so $\dim Y \geq \dim(B \cap Y) = \dim \pi_W(B) = \dim W = \dim \text{rstsp}_B(Y)$. \qed

For any map $\chi: B_0 \subseteq \mathbb{K}^n \to \mathbf{RV}^\text{eq}(K)$, the set of closed balls $B \subseteq B_0$ on which $\chi$ is not riso-trivial at all forms a tree. A crucial ingredient for the entire theory is that if $\chi$ is definable, then this tree has only finitely many branching points. We introduce a notation for the endpoints of its branches and make the statement more precise.

**Definition 3.4.2.** Let $\chi: B_0 \to S$ be a map, for some ball $B_0 \subseteq \mathbb{K}^n$ and some $n \geq 1$, and let $T_0$ be the set of all those closed balls $B \subseteq B_0$ such that $\text{rstsp}_B \chi = \{0\}$. We define the rigid core $\text{Crig}_\chi \subseteq \mathcal{P}(B_0)$ of $\chi$ as the set of those balls and points which are obtained as intersections $\bigcap_{B \subseteq C} B$, where $C$ is a maximal chain in $T_0$. In the case $T_0 = \emptyset$, we set $\text{Crig}_\chi := \emptyset$.

The word “rigid” alludes to the fact that any isometry from a definable $\chi$ to itself sends each $B \in \text{Crig}_\chi$ to itself. (This follows from Lemmas 3.4.3 (1) and 3.3.2.)

**Lemma 3.4.3.** Suppose that $B_0 \subseteq \mathbb{K}^n$ is a ball and that $\chi: B_0 \to \mathbf{RV}^\text{eq}(K)$ is a definable map. Then we have the following:

(1) $\text{Crig}_\chi$ is a finite set of pairwise disjoint singletons and balls. Moreover, given an $\mathcal{L}$-definable ball $B_0 \subseteq \mathbf{VF}^n$ and an $\mathcal{L}^\text{eq}$-definable map $\chi: B_0 \to \mathbf{RV}^\text{eq}$, the cardinality of $\text{Crig}_\chi$ is bounded independently of $K$, when $K$ runs over all spherically complete models of $\mathcal{T}$.

(2) For every ball $B \subseteq B_0$ with $\text{rstsp}_B \chi = \{0\}$, there exists a $B' \in \text{Crig}_\chi$ such that $B' \subseteq B$.

(3) If $\chi$ is not riso-trivial at all on a ball $B \in \text{Crig}_\chi$, then $B$ is a closed ball and $\chi$ is $1$-riso-trivial on every proper subball $B' \subsetneq B$.

*Proof.* (1) Pairwise disjointness follows from fact that in the definition of $\text{Crig}_\chi$, only maximal chains are considered. For the uniform finiteness statement, pick an $\mathcal{L}$-definable $t$-stratification $(S_i)$, reflecting $\chi$, as provided by Theorem 3.2.6. We prove the following claim:

**Claim 1.** For every spherically complete $K \models \mathcal{T}$ and every $B \in \text{Crig}_{\chi_K}, B \cap S_0(K) \neq \emptyset$.

Since the elements of $\text{Crig}_{\chi_K}$ are pairwise disjoint, this implies that $\# \text{Crig}_{\chi_K}$ is bounded by $\#S_0(K)$, and this in turn is bounded uniformly for all $K$, since $\dim S_0 = 0$, and since $0$-dimensional sets have bounded cardinality (by Lemma 2.2.5).
Proof of Claim 4. Fix a model $K$ and let $C$ be a maximal chain in the corresponding $T_0$ (whose intersection is some given element of $\text{Crig}_{\chi_K}$). For each $B \in C$, $B \cap S_0(K)$ is non-empty (by definition of a $t$-stratification). Since $B \cap S_0(K)$ is moreover finite, we obtain that $\bigcap_{B \in C} (B \cap S_0(K))$ is non-empty. \qed(Claim 1)

(2) By Corollary 3.3.19 there exists a closed $B'' \subseteq B$ on which $\chi$ is not riso-trivial at all. Pick a maximal chain $C \subseteq T_0$ containing $B''$ and set $B':= \bigcap_{B' \in C} B''$.

(3) The definition of $\text{Crig}_\chi$ implies that $\chi$ is 1-riso-trivial on every proper subball $B' \subseteq B$. If $B$ would not be closed, then in particular $\chi$ would be 1-riso-trivial on every closed subball of $B$, so $\chi$ would also be 1-riso-trivial on $B$ itself, by Corollary 3.3.19. \qed

Once we have proven the Riso-Triviality Theorem, we will obtain various definability results about $\text{Crig}_\chi$. We state those conclusions already here, to keep things thematically grouped.

**Lemma 3.4.4.** (Assuming that Theorem 3.1.1 holds.) Suppose that $B_0 \subseteq \text{VF}^n$ is an $\mathcal{L}$-definable ball and that $\chi: B_0 \to \text{RV}^\text{eq}$ is an $\mathcal{L}^\text{eq}$-definable map. Then we have the following:

1. $\text{Crig}_{\chi_K}$ is $\mathcal{L}^\text{eq}$-definable, uniformly for all spherically complete $K \models \mathcal{T}$.
2. There exists an $\mathcal{L}$-definable $C \subseteq \text{VF}^n$ such that for every spherically complete $K \models \mathcal{T}$, every element of $\text{Crig}_{\chi_K}$ contains exactly one element of $\text{Crig}_{\chi_K}$.

Before we prove the lemma, we use it to define a model-independent version $\text{Crig}_\chi$ of the rigid core:

**Definition 3.4.5.** Given an $\mathcal{L}^\text{eq}$-definable $\chi: B_0 \to \text{RV}^\text{eq}$ (for some $\mathcal{L}$-definable ball $B_0 \subseteq \text{VF}^n$), we write $\text{Crig}_\chi$ for the $\mathcal{L}^\text{eq}$-definable set of subsets of $B_0$ satisfying $\text{Crig}_\chi(K) = \text{Crig}_{\chi_K}$ for every spherically complete $K \models \mathcal{T}$.

**Proof.** (1) Using the Riso-Triviality Theorem (in the form of Corollary 3.1.4), we can first define the set $T_0$ appearing in Definition 3.4.2 and then the rigid core.

(2) Choose an $\mathcal{L}$-definable $t$-stratification $(S_i)_{i \leq n}$ reflecting $\chi$. By Claim 4 in the proof of Lemma 3.4.3 for each $K$ and each $B \in \text{Crig}_{\chi_K}$, the intersection $S_B := B \cap S_0(K)$ is non-empty. Define $C(K)$ to be the set $\{b(S_B) \mid B \in \text{Crig}_{\chi_K}\}$, where $b(S_B)$ denotes the barycenter of $S_B$. \qed

We will now simultaneously prove Theorems 3.1.1 and 3.1.6 by a common induction over the ambient dimension $n$. More precisely, consider the following statements for $n \geq 1$, where $K$ runs over all spherically complete models of $\mathcal{T}$.

(r-triv)$_n$ For every $\mathcal{L}$-definable ball $B \subseteq \text{VF}^n$ and every $\mathcal{L}^\text{eq}$-definable $\chi: B \to \text{RV}^\text{eq}$, there exists an $\mathcal{L}^\text{eq}$-definable vector subspace $U \subseteq RF^n$ such that for every $K$, we have $\text{rtsp}_{B(K)}(\chi_K) = U(K)$.

(r-equiv)$_n$ For every $\mathcal{L}$-definable ball $B \subseteq \text{VF}^n$ and every $\mathcal{L}^\text{eq}$-definable $\chi, \chi': B \to \text{RV}^\text{eq}$, there exists an $\mathcal{L}$-sentence $\psi$ such that for every $K$, we have $K \models \psi$ if and only if $\chi_K$ and $\chi'_K$ are risometric.

**Lemma 3.4.6.** Let $n \geq 1$ be given. If (r-triv)$_n$ holds and (r-equiv)$_{n'}$ holds for $1 \leq n' < n$, then (r-equiv)$_n$ holds.

**Lemma 3.4.7.** Let $n \geq 1$ be given. If (r-equiv)$_n$ holds for $1 \leq n' < n$, then (r-triv)$_n$ holds.
Clearly, those two lemmas together imply Theorems \[3.1.1\] and \[3.1.6\].

Of course, \((r\text{-triv})_n\) and \((r\text{-equiv})_n\) also imply the corresponding family versions (Corollaries \[3.1.3\] and \[3.1.7\]) up to ambient dimension \(n\). Moreover, \((r\text{-triv})_n\) also implies Lemma \[3.4.4\] in ambient dimension \(n\).

**Proof of Lemma** \[3.4.6\]. We are given \(\mathcal{L}^\text{eq}\)-definable maps \(\chi, \chi': B \to RV^\text{eq}\) for some \(\mathcal{L}\)-definable ball \(B \subseteq VF^n\); we need find an \(\mathcal{L}\)-sentence \(\psi\) expressing that a risometry from \(\chi\) to \(\chi'\) exists.

Existence of a risometry in some spherically complete model \(K\) implies \(\text{rtsp}_{B(K)} \chi_K = \text{rtsp}_{B(K)} \chi'_K\). By \((r\text{-triv})_n\), \(\text{rtsp}_B \chi\) and \(\text{rtsp}_B \chi'\) are \(\mathcal{L}^\text{eq}\)-definable, so we can put this equality as a first condition into \(\psi\) and from now on assume that \(\text{rtsp}_B \chi = \text{rtsp}_B \chi' =: W\). We now do a case distinction; the different cases correspond to definable conditions and formally become part of \(\psi\). (Moreover, Case 3 will use Cases 1 and 2.)

**Case 1:** \(W = RF^n\).

In this case, \(\chi_K\) and \(\chi'_K\) are constant, so they are in risometry if and only if they are equal.

**Case 2:** \(\{0\} \subseteq W \subsetneq RF^n\):

Given a spherically complete model \(K \models \mathcal{T}\), fix any projection \(\bar{\pi}: RF(K)^n \to W(K)\) and any lift \(\pi: K^n \to W\) of \(\bar{\pi}\). Also choose any \(x \in \pi(B(K))\) and consider the fiber \(F := \pi^{-1}(x) \cap B(K)\). By \((r\text{-equiv})_{n'}\) (for \(n' = n - \dim W(K)\)), there exists an \(\mathcal{L}^\text{eq}\)-formula which, given \(\bar{\pi}, W, \pi, x\) as above, expresses whether a risometry \(\chi_K|F \to \chi'_K|F\) exists. By Lemma \[3.3.13\] this is equivalent to the existence of a risometry \(\chi_K \to \chi'_K\), so we obtain the desired \(\mathcal{L}\)-sentence \(\psi\) using quantifiers (universal or existential does not matter) for the above choices of \(\bar{\pi}, W, \pi, x\).

**Case 3:** \(W = \{0\}\):

Let us first introduce some notation in some given model \(K\) (spherically complete, as always): Set \(\chi := \chi_K\). Recall the notion of rigid core \(\text{Crig}_\chi = \text{Crig}_\chi(K)\) from Definitions \[3.4.2\] and \[3.4.5\] let \(P_\chi\) denote the set of all maximal balls disjoint from \(C := \bigcup_{B \in \text{Crig}_\chi} B\), and set \(Q_\chi := \text{Crig}_\chi \cup P_\chi\). Note that \(Q_\chi\) is a partition of \(K^n\). Indeed, any \(x \in K^n\) has some positive distance \(\lambda\) to \(C\) (since \(\text{Crig}_\chi\) consists of finitely many points and balls), so \(x \in B_{\leq \lambda}(x) \in P_\chi\). Since \(\text{Crig}_\chi\) is \(\mathcal{L}^\text{eq}\)-definable (uniformly in all models), so are \(P_\chi\) and \(Q_\chi\).

We use analogous notation for \(\chi' := \chi'_K\), namely: \(\text{Crig}_{\chi'}\), \(P_{\chi'}\) and \(Q_{\chi'}\).

Any risometry from \(\chi\) to \(\chi'\) sends balls on which \(\chi\) is not rioso-trivial at all to balls on which \(\chi'\) is not rioso-trivial at all, so it sends \(\text{Crig}_\chi\) to \(\text{Crig}_{\chi'}\).

Since the cardinalities of \(\text{Crig}_\chi\) and \(\text{Crig}_{\chi'}\) are bounded independently of the model (by Lemma \[3.4.3\], Remark \[3.3.3\] yields an \(\mathcal{L}\)-sentence expressing that there exists a risometry from \(B(K)\) to \(B(K)\) sending \(\text{Crig}_\chi\) to \(\text{Crig}_{\chi'}\). We include that \(\mathcal{L}\)-sentence in \(\psi\) and from now on assume that such a risometry exists. Remark \[3.3.3\] also tells us that the induced map \(\text{Crig}_\chi \to \text{Crig}_{\chi'}\) is \(\mathcal{L}^\text{eq}\)-definable uniformly in \(K\).

Next, note that each rioso \(\varphi\) from \(B(K)\) to \(B(K)\) sending \(\text{Crig}_\chi\) to \(\text{Crig}_{\chi'}\) induces a map \(\alpha: Q_\chi \to Q_{\chi'}\), and \(\alpha\) does not depend on the choice of \(\varphi\). Moreover, \(\alpha\) is uniformly \(\mathcal{L}^\text{eq}\)-definable. It follows that there exists a risometry from \(\chi\) to \(\chi'\) if and only if, for every \(B \in Q_\chi\) and \(B' := \alpha(B) \in Q_{\chi'}\), there exists a risometry \(\chi_B|B \to \chi'|_{B'}\). We put a quantifier running over all \(B \in Q_\chi\) into our sentence \(\psi\) and from now on focus on a single such \(B\), i.e., it remains to express that there exists a risometry \(\chi_B|B \to \chi'|_{B'}\).
this is the case, we are done by Case 1 or 2, so suppose now that $\chi_{B}$ on every proper subball of $B$. For every spherically complete model $K$ definable (uniformly in $B$) we are given an $L$-definable ball $B \subseteq \text{VF}^n$ and an $L^\text{eq}$-definable map $\chi: B \to \text{RV}^n$. We need to show that $\text{rtsp}_{B(K)}(\chi_K)$ is $L^\text{eq}$-definable uniformly in $K$.

We fix an $L$-definable $t$-stratification $(S_i)_i$ reflecting $\chi$, as provided by Theorem 3.2.7. Then, by Lemma 3.2.7 the map sending a closed ball $B \subseteq K^n$ to $\text{drtsp}_{B(K)}((S_i(K)))$ is $L^\text{eq}$-definable (uniformly in $K$). Using this, the following claim gives a criterion for riso-triviality on $B$.

Claim 2. For every spherically complete model $K$ and every one-dimensional vector sub-space $U \subseteq \text{RF}(K)^n$, the following statements are equivalent.

1. $\chi_K$ is $\bar{U}$-riso-trivial on $B(K)$.
2. For every closed ball $B' \subseteq B(K)$, if $\tilde{U}$ is not contained in $\bar{W} := \text{drtsp}_{B(K)}((S_i(K)))$, then the following holds:

   Choose a complement $\bar{T} \subseteq \text{RF}(K)^n$ of $\tilde{U} \oplus \bar{W}$ (i.e., $\tilde{U} \oplus \bar{W} \oplus \bar{T} = \text{RF}(K)^n$), choose lifts $T, U, W \subseteq K^n$ and denote by $\pi_T: B' \to T$, $\pi_U: B' \to U$, $\pi_W: B' \to W$ the projections that are 0 on the other two vector spaces respectively (see Figure 3). Moreover, choose $w \in \pi_W(B')$ and denote by $F := \pi_W^{-1}(w)$ the corresponding $\pi_W$-fiber.
For every pair of distinct points $x_1, x_2 \in \pi_U(B')$ and every open ball $B_T \subseteq \pi_T(B')$ of open radius $|x_2 - x_1|$, set $B_i := \pi_T^{-1}(B_T) \cap F \cap \pi_U^{-1}(x_i)$ (for $i = 1, 2$). We require that $\chi_K|B_1$ and $\chi_K|B_2$ are in risometry.

Some explanations concerning (2):

- By “choose”, we mean that the truth of (2) does not depend on those choices.
- If $\dim T = n - \dim W - 1$ happens to be 0, then the ball $B_T$ makes no sense according to our convention that balls have to be infinite. In that case, we use the convention that $B_T$ is equal to the singleton set $T$ (and $B_1$ becomes the singleton set $\pi_U^{-1}(x_1)$).

The claim implies the lemma: Firstly, note that the entire Condition (2) can be expressed by an $\mathcal{L}$-sentence, using $(r$-equiv)$_n$ (for $n' = n - \dim W - 1$) to definably check whether $\chi_K|B_1$ and $\chi_K|B_2$ are risometric. Thus we obtain the desired space $\text{rtsp}_B(K)(\chi_K)$ as the union of all $U$ satisfying (2).

Proof of (1) $\Rightarrow$ (2) in Claim 2. Suppose that $\chi_K$ is $\bar{U}$-riso-trivial on $B(K)$, and let $B' \subseteq B(K)$ be a closed sub-ball. By Remark 3.2.5 we have $\bar{W} = \text{drtsp}_B'((S_i(K))_i) \subseteq \text{rtsp}_B(\chi)$. Since $\chi$ is also $\bar{U}$-riso-trivial on $B' \subseteq B(K)$, it is $(\bar{U} + W)$-riso-trivial on $B'$ by Lemma 3.3.6.

Now set $F_i := F \cap \pi_U^{-1}(x_i)$ and let $B_i \subseteq F_i$ be as in (2), for $i = 1, 2$. By Remark 3.3.12 we find a risometry $\alpha: F_1 \to F_2$ sending $\chi_K|F_1$ to $\chi_K|F_2$. This risometry moreover sends $B_1$ to $B_2$, so restricts to the desired risometry from $\chi_K|B_1$ to $\chi_K|B_2$. $\Box$ (Claim 2 (1) $\Rightarrow$ (2))

Proof of (1) $\Leftrightarrow$ (2) in Claim 2. Suppose that (2) holds. We prove the following claim by downwards induction on $\ell$, starting from $\ell = n$:

(*)$\ell$ For every definable ball $B' \subseteq B(K)$ satisfying $\dim(\text{drtsp}_B'((S_i(K))_i)) = \ell$, $\chi_K$ is $\bar{U}$-riso-trivial on $B'$.

Note that once we know (*)$\ell$ for all $\ell$, we are done, since then, we can in particular take $B' = B(K)$.

Let us now prove (*)$\ell$ for some given $\ell$, assuming that (*)$\ell'$ holds for $\ell' > \ell$. We start by noting that it suffices to prove the claim for balls $B'$ which are closed. Indeed, if $B'$ is an arbitrary definable ball, then for every closed subball $B'' \subseteq B'$, we have $\ell'' := \dim(\text{drtsp}_B'((S_i(K))_i)) \geq \dim(\text{drtsp}_B'((S_i(K))_i))$, so using (*)$\ell''$, we obtain $\bar{U}$-riso-triviality on every closed subball of $B'$, which implies $\bar{U}$-riso-triviality on $B'$ (by Lemma 3.3.18).

So we now assume that $B'$ is closed; we use all the notation from (2), and we assume that $\ell = \dim W = \dim(\text{drtsp}_B'((S_i(K))_i))$.

If $\bar{U} \subseteq \bar{W}$, then $\chi$ is trivially $\bar{U}$-riso-trivial on $B'$ (by Remark 3.2.5). (This includes the the start of induction, namely $\ell = n$.) So now suppose that $\bar{U} \nsubseteq \bar{W}$.

Fix any $F$, a fiber of $\pi_W : B' \to W$, as in (2). We will prove that

(**) $\chi_K|F$ is $\bar{U}$-riso-trivial.

Then, together with $\bar{W}$-riso-triviality of $\chi_K|B'$, we obtain (using Lemma 3.3.14) that $\chi_K|B'$ is $(\bar{U} + \bar{W})$-riso-trivial. In particular this implies that $\chi_K$ is $\bar{U}$-riso-trivial on $B'$, as desired.

Since $\ell = \dim(\text{drtsp}_B'((S_i(K))_i))$, we have that $S_i(K) \cap B' \neq \emptyset$ (by Remark 3.2.5), and $\bar{W}$-riso-triviality then also implies that $S_i(K) \cap F \neq \emptyset$. An easy dimension argument yields that $S_i(K) \cap F$ is 0-dimensional and hence finite (see [15, Lemma 3.10]). Let $C_U := \pi_U(S_i(K) \cap F)$ be its projection to $U$.

Let us now assume that we are given a definable ball $B''_0 \subseteq \pi_U(B')$ and set $D_0 := F \cap \pi_U^{-1}(B''_0) \subseteq F$ (see Figure 4). Our goal is to prove the existence of a straightener $\varphi_0 : D_0 \to D_0$ witnessing $\bar{U}$-riso-triviality of $\chi_K|D_0$ and satisfying $\pi_U \circ \varphi_0 = \pi_U$. We do this using another
induction, namely on the cardinality $\kappa := \#(C_U \cap B''_0)$. Once we know that claim for $\kappa = \#C_U$, we can take $B'_0 = \pi_U(B')$, yielding $\bar{U}$-riso-triviality on the entire fiber $F$ (and hence proving (**)).

First suppose $\kappa = 0$. Let $B'' \subseteq B'$ be a ball of the same radius as $B''_0$ which has non-empty intersection with $D_0$. Then $B'' \cap F \subseteq D_0$, so $B'' \cap F \cap S_\ell(K) = \emptyset$ (since $\kappa = 0$). Using $\bar{W}$-riso-triviality, this implies $B'' \cap S_\ell(K) = \emptyset$. Thus $\dim(\text{drtp}_{B''}(\pi_\ell((S_\ell(K)))) \geq \ell + 1$, meaning that we can apply induction (on $\ell$). This yields that $\chi_K|_{B''}$ is $\bar{U}$-riso-trivial, and hence so is $\chi_K|_{B'' \cap F}$ (using $\bar{W}$-riso-triviality once more). So for each $B''$ as above, we have a straightener $\varphi_{B''}$ witnessing $\bar{U}$-riso-triviality of $\chi_K|_{B'' \cap F}$, and we may assume that $\pi_U \circ \varphi_{B''} = \pi_U$. Since $D_0$ is a disjoint union of such balls of the form $B'' \cap F$, the union of those $\varphi_{B''}$ is a straightener witnessing $\bar{U}$-riso-triviality of $\chi_K|_{D_0}$.

Now suppose $\kappa \geq 1$. We fix some $c \in C_U \cap B''_0$, we partition $B''_0 \setminus \{c\}$ into the (infinitely many) maximal balls $B''_i \subseteq B''_0$ not containing $c$, and we set $D_i := F \cap \pi_U^{-1}(B''_i)$. By induction, we have a straightener $\varphi_i: D_i \rightarrow D_i$ for each $i$. We “stitch them together” to a straightener $\varphi_0: D_0 \rightarrow D_0$ as follows.

To ease notation, we identify $F$ with $\pi_U(B') \times \pi_T(B')$ (using the map $z \mapsto (\pi_U(z), \pi_T(z))$).

We fix an arbitrary $x_i \in B''_i$ for every $i$ and using Claim (2), we pick a risometry $\psi_i: F \cap \pi_U^{-1}(x_i) \rightarrow F \cap \pi_U^{-1}(c)$ compatible with $\chi_K$. More precisely, for each open ball $B_T \subseteq \pi_T(B')$ of open radius $|x_i - c|$, we use Claim (2) to pick a risometry $\{x_i\} \times B_T \rightarrow \{c\} \times B_T$, and we let $\psi_i$ be the union of all of them.

By Remark 3.3.10 we can (without loss) prescribe $\varphi_i$ on $F \cap \pi_U^{-1}(x_i)$. We do so by imposing that

$$\varphi_i(x_i, y) = \psi_i^{-1}(c, y)$$

for $y \in \pi_T(B')$. We then define $\varphi_0: D_0 \rightarrow D_0$ by

$$\varphi_0 := \text{id}_{F \cap \pi_U^{-1}(c)} \cup \bigcup_i \varphi_i.$$
Then for any \( i \) and any \( x \in B'_i \), we have

\[
\chi_K(\varphi_0(x, y)) = \chi_K(\varphi_i(x, y)) = \chi_K(\varphi_i(x, y)) = \chi_K(c, y),
\]

which shows that \( \chi_K \circ \varphi_0 \) is U-translation invariant. To see that \( \varphi_0 \) is a risometry, first note that each pair of points of the form \( z = (x_i, y) \), \( z' = (c, y') \) satisfies the risometry condition, i.e., \( \text{rv}(\varphi_0(z) - \varphi_0(z')) = \text{rv}(z - z') \), since \( |\varphi_0(x_i, y) - (x_i, y)| < |x_i - c| \) by (3.1) and the definition of \( \psi_i \). This, together with the maps \( \varphi_i \) being risometries, implies the risometry condition for all pairs of points. Indeed, consider e.g. a pair of points of the form \( z_0 = (x, y) \in D_i, z_4 = (x', y') \in D_j \) with \( i \neq j \). (Other pairs work with a similar argument.) Set \( z_1 := (x_i, y), z_2 := (c, y), z_3 := (x_j, y) \). Then each successive pair \( z_\ell, z_{\ell+1} \) satisfies the risometry condition; together with \( |z_0 - z_4| = \max_{\ell} |z_\ell - z_{\ell+1}| \), this implies the risometry condition for \( z_0, z_4 \).

Thus, \( \varphi_0 \) is a straightener of \( \varphi_0 \) on \( D \), finishing the proof of (**), and hence also of \((*)_f\). □ (Claim 2 (1) \( \iff \) (2))

As already explained, now that we proved Claim 2 we are also done with the proof of Lemma 3.4.7 □

And this in turn finishes the proofs of Theorems 3.1.1 and 3.1.6.

4. RISO-STRATIFICATIONS

Let \( K_1 \) be either \( \mathbb{R} \) or \( \mathbb{C} \). Then an elementary extension \( K \supsetneq K_1 \) can be turned into a valued field, by taking the convex closure of \( K_1 \) as the valuation ring (see below for details). In this way, a definable set \( X(K_1) \subseteq K_1^n \) gives rise to a riso-tree, namely the one of \( X(K) \). The goal of this section is to construct, from that riso-tree, a stratification in \( K^n \), which we call the riso-stratification of \( X(K_1) \). We will verify that the riso-stratification has some good properties, in particular that it satisfies the Whitney conditions and that \( X(K_1) \) is a union of strata. By construction, this riso-stratification is entirely canonical.

The construction works in quite some generality. In particular, we can allow certain expansions of the ring-structure on \( K_1 \), and instead of only \( \mathbb{R} \) or \( \mathbb{C} \), we can allow real closed or algebraically closed fields of characteristic 0. Moreover, we can also work in some other topological fields like \( \mathbb{Q}_p \) or \( k((t)) \), for \( k \) an arbitrary field of characteristic 0. In those cases, the version of the Whitney conditions we obtain is closely related to the Verdier conditions considered by Cluckers–Comte–Loeser [5] and Forey [13].

Finally, using a variant of the construction in algebraically closed fields, we also associate, to an affine scheme, an “algebraic riso-stratification”, which captures additional information when the scheme is non-reduced. That variant will be needed in Section 5.4 for our application to Poincaré series.

4.1. The assumptions. We start by fixing the precise conditions under which we will construct riso-stratifications. We do the construction in three different settings simultaneously:

**Hypothesis 4.1.1.** In the entire Section 4, we assume that \( K_1 \) and \( \mathscr{L}_0 \) satisfy one of the following assumptions and we set \( \mathcal{S}_0 := \text{Th}_0(K_1) \):

(OMIN) \( K_1 \) is a real closed field, considered as a structure in a language \( \mathcal{L}_0 \) in which it is power-bounded o-minimal (see Definition 4.1.2).
(ACF) $K_1$ is an algebraically closed field of characteristic 0, considered as an $\mathcal{L}_0$-structure, where $\mathcal{L}_0$ is an extension of the ring language by an arbitrary set of constants from $K_1$.

(HEN) $K_1$ is a valued field which is elementarily equivalent to $\mathbb{Q}_p$, $k((z))$ or $k((z^q))$, where $k$ is a field of characteristic 0, and $\mathcal{L}_0$ is an extension of the valued field language on $K_1$ by an arbitrary set of constants from $K_1$. When applying the valued field notation from Section 2.1 to that valuation, we put an index “fine” everywhere, e.g. writing $|\cdot|_{\text{fine}} : K_1 \to \mathcal{V}G_{\text{fine}}(K_1)$ for the valuation map and $\mathcal{O}_{\text{fine}}(K_1)$ for the valuation ring.

Recall that power-bounded is a generalization of polynomially bounded introduced in [17]:

**Definition 4.1.2.** An o-minimal $\mathcal{L}_0$-structure $K_1$ is called power-bounded if every $\mathcal{L}_0(K_1)$-definable function from $K_1$ to itself is eventually bounded by an $\mathcal{L}_0$-definable endomorphism of the group $K_1^\times$.

Some readers might mainly be interested in one of the following examples:

**Example 4.1.3.** The following structures on $\mathbb{R}$ fall into the Case (OMIN):

1. the collection of semi-algebraic sets;
2. the collection of subanalytic sets.

The list given in Hypothesis [4.1.1] (of structures where one can obtain riso-stratifications by our methods) is certainly not exhaustive. We leave it to the readers to extend it. In particular, it would be natural to expect that in the (HEN) case, we can allow any 1-h-minimal field $K_1$ of characteristic (0, 0) or (0, p).

Out of $\mathcal{L}_0$, we construct a language $\mathcal{L}$ as follows:

**Definition 4.1.4.** We set $\mathcal{L}^- := \mathcal{L}_0 \cup \{\mathcal{O}\}$ where $\mathcal{O}$ is a predicate for a (new) valuation ring and $\mathcal{L} := \mathcal{L}^- \cup \mathcal{L}_0RF$, where $\mathcal{L}_0RF$ is a copy of the language $\mathcal{L}_0$ on the residue field corresponding to $\mathcal{O}$. (More formally, we should either add the sort $\mathcal{RF}$ and the map $\mathcal{O} \to \mathcal{RF}$ to $\mathcal{L}$, or we keep $\mathcal{L}$ one-sorted and pull the “copy of $\mathcal{L}_0$ on RF” back to $\mathcal{O}$.)

**Notation 4.1.5.** Given an $\mathcal{L}$-structure $K$, the valuation corresponding to $\mathcal{O}$ will be denoted by $|\cdot|$, and all the valued field notation introduced in Section 2.1 (like $\mathcal{RF}(K)$, $\mathcal{O}(K)$, res, ... ) will be applied with respect to that valuation. When we speak of “$\mathcal{O}$” valuation on $K$, we mean $|\cdot|$ (even in the case (HEN)). We consider such $K$ as topological fields, with the valuation topology coming from $|\cdot|$. Given a set $X \subseteq K^n$, we write $\text{cl}(X)$ for the topological closure of $X$ and $\text{int}(X)$ for its interior.

**Lemma 4.1.6.** Given a field $K_1$ in a language $\mathcal{L}_0$ as above, there exist elementary extensions $K_1 \prec \mathcal{L}_0, K_0 \prec \mathcal{L}_0, K$ and a valuation $|\cdot|$ on $K$ with the following properties:

(P1) $K$ is spherically complete.

(P2) The value group of $(K, |\cdot|)$ is non-trivial and divisible.

(P3) $K_0$ is a lift of the residue field $\mathcal{RF}(K)$ of $K$, i.e., we have $K_0 \subseteq \mathcal{O}(K)$, and the residue map res: $\mathcal{O}(K) \to \mathcal{RF}(K)$ induces a bijection from $K_0$ to $\mathcal{RF}(K)$.

(P4) We use the bijection from the $\mathcal{L}_0$-structure $K_0$ to the residue field $\mathcal{RF}(K)$ to put a copy of the language $\mathcal{L}_0$ onto $\mathcal{RF}(K)$, in this way turning $K$ into an $\mathcal{L}$-structure. When considering $K$ as an $\mathcal{L}$-structure in this way, the induced structure on $\mathcal{RF}(K)$ is the pure $\mathcal{L}_0$-structure.

(P5) $K$ is 1-h-minimal as an $\mathcal{L}$-structure, with respect to the valuation $|\cdot|$. 


Proof. The case (OMIN):

We first fix any \( L_0 \)-elementary extension \( K_2 \triangleright K_1 \) which contains infinite elements, i.e., which realizes the partial type \( \{ x > a \mid a \in K_1 \} \). We turn \( K_2 \) into a valued field (and consider it as an \( L \)-structure) by defining the valuation ring \( \mathcal{O}(K_2) \) to be the convex closure of \( K_1 \) in \( K_2 \). Clearly, \( \mathcal{O}(K_2) \not\approx K_2 \), i.e., the valuation is non-trivial. As an \( L \)-structure, \( K_2 \) is a \( \mathcal{R}_0 \)-convex structure in the sense of [24].

Then we choose an \( L_0 \)-elementary substructure \( K_0 \prec K_2 \) which is “tame in \( K_0 \)” in the sense of [24], meaning that the residue map \( \mathcal{O}(K_2) \rightarrow RF(K_2) \) induces a bijection \( K_0 \rightarrow RF(K_2) \). Such tame \( K_0 \) exist by [24, Theorem (2.12)]. We may moreover assume \( K_1 \prec_{\mathcal{L}_0} K_0 \).

Finally, we use Theorem 2.2.6 to find a recursively complete immediate elementary extension \( K \triangleright K_2 \). Immediateness implies \( RF(K) = RF(K_2) \), so \( K_0 \) is also tame in \( K \).

Now (H1) holds by construction, (H2) follows from [23, Theorem B], (H3) is the tameness of \( K_0 \) in \( K \), (H4) is [23, Theorem A], and for (H5), first note that \( K \) is 1-h-minimal as an \( \mathcal{L}^- \)-structure by [8, Theorem 7.2.4], and then use that by [8, Theorem 4.1.19], extending the language on the residue field preserves 1-h-minimality.

The case (ACF):

We set \( K_0 := K_1 \) and \( K := K_0(\langle t^Q \rangle) \) (the Hahn field), and we let \( | \cdot | \) be the \( t \)-adic valuation.

As an \( \mathcal{L} \)-structure, \( K \) is simply an algebraically closed valued field of equi-characteristic 0 (in a language with some additional constants). In particular, we have \( K_1 \prec_{\mathcal{L}_0} K \) (since they are both algebraically closed fields, with some constants from \( K_1 \)). Properties (H1), (H2) and (H3) are clear by construction of \( K \) as a Hahn field. (H4) follows from Denef-Pas quantifier elimination, and for (H5), note that \( K \) is 1-h-minimal by [8, Corollary 6.2.6].

The case (HEN):

As in the case (ACF), we set \( K_0 := K_1 \), \( K := K_0(\langle t^Q \rangle) \), and we let \( | \cdot | \) be the \( t \)-adic valuation. We first check that \( K_0 \prec_{\mathcal{L}_0} K \): In the case \( K_0 \equiv \mathbb{Q}_p \), this follows by noting that \( K \) is elementarily equivalent to \( K_0 \) (since it it \( p \)-adically closed, unramified and has residue field \( F_p \)) and that \( K \) has definable Skolem functions. In the cases \( K_0 \equiv k(\langle z \rangle) \) and \( K_0 \equiv k(\langle z^Q \rangle) \), by Ax–Kochen/Ershov, it suffices to verify that we have an elementary extension at the level of value groups of the fine valuations. Indeed, by construction, the value group \( VG_{\text{fine}}(K) \) is equal to the lexicographical product \( Q \times VG_{\text{fine}}(K_0) \) (where \( Q \) is the more significant factor), and this is an elementary extension of \( VG_{\text{fine}}(K_0) \) when \( VG_{\text{fine}}(K_0) \equiv \mathbb{Z} \) or \( VG_{\text{fine}}(K_0) \equiv \mathbb{Q} \).

As in the (ACF) case, Properties (H1), (H2), and (H3) hold by construction of \( K \) as a Hahn field. To prove (H4) and (H5), first note that \( \mathcal{L} \) is already definable from the language \( \mathcal{L}^* := \mathcal{L}_{VF} \cup \mathcal{L}_{RF,0} \subseteq \mathcal{L} \), i.e., where we remove the valuation \( | \cdot |_{\text{fine}} \) on \( VF \) but keep it on \( RF \). Indeed, for any \( x \in K \), we have:

\[
\quad x \in \mathcal{O}_{\text{fine}}(K) \iff x \in \mathcal{M}(K) \lor (x \in \mathcal{O}(K) \land \text{res}(x) \in \mathcal{O}_{\text{fine}}(K_0)).
\]

Since \( K \) is 1-h-minimal as an \( \mathcal{L}_{VF} \)-structure (by [8, Theorem 4.1.19]), it is also 1-h-minimal as an \( \mathcal{L} \)-structure by [8, Corollary 6.2.6], since \( \mathcal{L} \) is (as we just saw), up to interdefinability, obtained from \( \mathcal{L}_{VF} \) by an extension on the residue field only; this shows (H5).

Moreover, the same property of \( \mathcal{L} \) implies that we can apply resplendent Denef-Pas quantifier elimination in an extension of \( \mathcal{L} \) by an angular component map; this yields (H4). \( \square \)

---

2 As a side remark, note that \( \Gamma \prec \mathbb{Q} \times \Gamma \) is not true for arbitrary ordered abelian groups \( \Gamma \). A counterexample is the additive group of the polynomial ring \( \mathbb{Z}[\omega] \), with the ordering suggested by the name “\( \omega \)”. We leave verifying this as an exercise, using the results from [9].
The field \( K \) obtained in Lemma 4.1.6 satisfies the following form of uniqueness:

**Lemma 4.1.7.** Suppose that \( K_1 \equiv_{\mathcal{L}_0} K'_1 \) are as in Hypothesis 4.1.1 and that we have \( K_1 \preceq_{\mathcal{L}_0} K \) and \( K'_1 \preceq_{\mathcal{L}_0} K'_0 \) both satisfying (P1)–(P4). Then \( K \equiv_{\mathcal{L}} K' \). In other words, \( \text{Th}_{\mathcal{L}}(K) \) is determined by \( \text{Th}_{\mathcal{L}_0}(K_1) \).

**Proof.** In the case (OMIN), this follows from [24 Corollary (5.10)]. (Note that the language used in that corollary is the extension of \( \mathcal{L}^- = \mathcal{L}_0 \cup \{ 0 \} \) by a predicate for \( K_0^0 \); \( \mathcal{L} \) can be considered as a reduct of that language, since the bijection \( K_0^0 \to RF(K) \) is definable in that language.)

In the cases (ACF), this follows from Ax–Kochen/Ershov, using that, by (P3), the residue field \( RF(K) \) is isomorphic to \( K_0^0 \). In the case (HEN), this follows from Ax–Kochen/Ershov and quantifier Denef-Pas quantifier elimination, applied in the same way as in the proof of (P4) above. \( \square \)

**Remark 4.1.8.** In the case (HEN), the valuation \( | \cdot | \) on \( K \) is a coarsening of \( | \cdot |_{\text{fine}} \), as the notation suggests. (This is clear from the construction of \( K \) given in the proof of Lemma 4.1.6.)

Let us now fix some conventions for the rest of the section.

**Convention 4.1.9.** For the entire remainder of Section II we assume the following:

1. \( K_1 \) and \( \mathcal{L}_0 \) are as in Hypothesis 4.1.1, i.e., in one of the cases (OMIN), (ACF), (HEN).
2. \( \mathcal{L} \supseteq \mathcal{L}_0 \) is as in Definition 4.1.4 and \( K \preceq_{\mathcal{L}_0} K_0 \preceq_{\mathcal{L}_0} K_1 \) are obtained as from Lemma 4.1.6 (where \( K \) is an \( \mathcal{L} \)-structure).
3. The theories used implicitly in the notation from Section 2.1 are \( \mathcal{R}_0 := \text{Th}_{\mathcal{L}_0}(K) \) and \( \mathcal{I} := \text{Th}_{\mathcal{L}}(K) \).

Note that by Lemma 4.1.6 (P5), \( \mathcal{L} \) and \( \mathcal{I} \) satisfy Hypothesis 2.2.1 so that all the previous results of this paper apply in \( K \).

The following lemma summarizes some more properties of \( K \) that we will need:

**Lemma 4.1.10.** For \( K_0 \) and \( K \) as constructed in Lemma 4.1.6 we have the following (where \( K \) is considered as an \( \mathcal{L} \)-structure):

- (P6) If \( X \subseteq K^n \) is \( \mathcal{L}_0 \)-definable, then the topological closure \( \text{cl}(X) \) (with respect to the valuation topology) is also \( \mathcal{L}_0 \)-definable.
- (P7) The induced structure on \( \text{VG}^\mathcal{L}(K) \) is \( \mathcal{L}_0 \)-minimal.
- (P8) We have \( \text{deg}^\mathcal{L}(K_0^0) = \{ 0, 1 \} \).
- (P9) \( RF(K) \) and \( VG(K) \) are orthogonal (i.e., every definable subset of \( RF(K)^m \times VG(K)^n \) is a finite union of sets of the form \( X \times Y \), for some \( X \subseteq RF(K)^m \) and \( Y \subseteq VG(K)^n \)).
- (P10) If \( X \subseteq K^n \) is an \( \mathcal{L} \)-definable set of dimension \( d \) (in the sense of Definition 2.1.14), then there exists an \( \mathcal{L}_0 \)-definable set \( X' \subseteq K^n \) of dimension \( d \) containing \( X \).
- (P11) For any \( \mathcal{L}_0 \)-definable \( X \subseteq K^n \) and any \( y \in K^n_0 \), if \( B_{< 1}(y) \cap X \) is non-empty, then \( y \) lies in the topological closure of \( X \) (for the valuation topology).

**Proof.** (P6) This is clear in the case (OMIN), since topological closure can be expressed in the \( \mathcal{L}_0 \)-minimal language \( \mathcal{L}_0 \). In the case (ACF), this follows from [19 Chapter I, §10, Theorem 1], which essentially states that the closure of a constructible set \( X \subseteq K^n \) with respect to any “reasonable” topology on \( K^n \) is equal to its Zariski closure; valuation topologies are reasonable in that sense. In the case (HEN), note that by Remark 4.1.8 and since refining...
a valuation does not change the valuative topology, we can work with the fine valuation. Then the claim is clear, using that topological closure with respect to the fine valuation is \( \mathcal{L}_0 \)-definable.

(\( \text{H7} \)–(\( \text{H9} \)) In the cases (ACF) and (HEN), all of these follow from Denef–Pas Quantifier Elimination (where for (\( \text{H7} \)), we use that the value group is divisible). In the case (OMIN), they follow from results of [23], namely: (\( \text{H7} \)) and (\( \text{H8} \)) follow from [23, Theorem B]. (To get (\( \text{H9} \)), apply that theorem in a language having constants for all elements of \( K_0 \).) (\( \text{H10} \)) is [23, Proposition 5.8].

(\( \text{H11} \)) In the cases (ACF) and (HEN), take \( X' \) to be the Zariski closure of \( X \); this has the same dimension as \( X \) by [22, Theorem 3.5]. In the case (OMIN), this is [14, Theorem 3.8]. (The key idea is the following: By cell decomposition e.g. as in [8, Theorem 5.2.4], we may assume that \( X \) is the graph of an \( \mathcal{L} \)-definable function. Such a graph is contained in the union of the graphs of finitely many \( \mathcal{L}_0 \)-definable functions, by [23, Corollary 2.8].)

(\( \text{H11} \)) Set \( \lambda := \inf \{ |x - y| \mid x \in X \} \). This infimum exists by (\( \text{H7} \)). It lies in \( \text{dcl}_{\mathcal{L}_0}(K_0) \) and it is less than 1 (by assumption), so by (\( \text{H8} \)), it has to be 0. This implies the claim. \( \square \)

4.2. The shadow. Recall that Convention 4.1.9 is active, and recall also that the main sort of \( \mathcal{L}_0^{\text{eq}} \) is denoted by \( \mathcal{A} \). In this subsection, we introduce a first approximation to a stratification associated to an \( \mathcal{L}_0 \)-definable set \( X \subseteq \mathcal{A}^n \), which we call the “shadow” \( \text{Sh} \). Even though this will be used to understand singularities of \( \mathcal{L}_0 \)-definable objects, we will need shadows (and later also riso-stratifications) more generally associated to \( (\mathcal{L}^{\text{eq}}, \text{definable}) \) maps \( \chi : \mathcal{B}^{\mathcal{V}} \to \mathcal{B}^{\text{eq}} \).

Nevertheless, shadows will always be \( \mathcal{L}_0 \)-definable.

**Definition 4.2.1.** Fix \( n \geq 1 \). The shadow of an \( \mathcal{L}_0^{\text{eq}} \)-definable map \( \chi : \mathcal{B}^{\mathcal{V}} \to \mathcal{B}^{\text{eq}} \) is the partition of \( \mathcal{A}^n \) into \( \mathcal{L}_0 \)-definable sets \( (\text{Sh}_r)_{0 \leq r \leq n} \) given by

\[
\begin{align*}
z \in \text{Sh}_r(\mathcal{B}(K)) & \iff \dim \text{rts}_{\text{res}^{-1}(z)}(\chi_K) = r.
\end{align*}
\]

Note that (4.1) indeed yields an \( \mathcal{L}_0 \)-definable set: By the Riso-Triviality Theorem (in the form of Corollary 3.1.3, (4.1) defines an \( \mathcal{L}_0^{\text{eq}} \)-definable subset of \( \mathcal{B}^{\mathcal{V}} \), and by Lemma 4.1.6 (H1), such a set is already \( \mathcal{L}_0 \)-definable. (Also, since \( \mathcal{R}_0 \) is complete, \( \text{Sh}_r \) is determined by its \( \mathcal{B}(K) \)-valued points.) In addition, note that by Lemma 4.1.17 the shadow does not depend on the chosen models \( K_1, K_0, \) and \( K \).

The shadow of an \( \mathcal{L}_0 \)-definable set \( X \subseteq \mathcal{A}^n \) can then be defined by first interpreting \( X \) as a subset of \( \mathcal{B}^{\mathcal{V}} \) and then taking \( \chi \) to be its indicator function. The following convention makes this precise and also allows tuples of sets and maps, similar to, but not exactly like Convention 2.3.14.

**Convention 4.2.2.** If \( (X_1, \ldots, X_\ell, \chi_1, \ldots, \chi_\ell) \) is a tuple of finitely many \( \mathcal{L}_0 \)-definable sets \( X_i \subseteq \mathcal{A}^n \) and \( \mathcal{L}_0^{\text{eq}} \)-definable maps \( \chi_j : \mathcal{B}^{\mathcal{V}} \to \mathcal{B}^{\text{eq}} \), then its shadow is defined to be the shadow of the map \( \chi : \mathcal{B}^{\mathcal{V}} \to \mathcal{B}^{\text{eq}} \) defined by \( \chi_K(x) := (\mathbb{1}_{X_1(K)}(x), \ldots, \mathbb{1}_{X_\ell(K)}(x), \chi_1(K)(x), \ldots, \chi_\ell(K)(x)) \).

**Remark 4.2.3.** Since the \( \mathcal{L}_0 \)-structure on \( \mathcal{B}(K) \) comes from the one on \( K_0 \) (via the bijection from Lemma 4.1.6 (H3)), we have a second characterization of the shadow \( \text{Sh}_r \) of a map \( \chi \), namely:

\[
\begin{align*}
\begin{array}{c}
\chi \in \text{Sh}_r(K_0) \\
\iff \dim \text{rts}_{\text{res}^{-1}(x)}(\chi_K) = r,
\end{array}
\end{align*}
\]

where \( x \) runs over \( K_0^n \). Here, when we write \( B_{<1}(x) \), we consider \( x \) as an element of \( K^n \) (i.e., \( B_{<1}(x) \) is a ball in \( K^n \)).

\[\text{We think of it as the shadow in the residue field of the riso-tree of } X.\]
In a stratification, one wants that the union of all skeleta up to a certain dimension is topologically closed. The following example shows that the shadow does not have this property. (This will be fixed in the next subsection.)

**Example 4.2.4.** Fix $K_0 := \mathbb{R} \not\subseteq K$, let $X(K) \subseteq K^3$ be the graph of the function
\[
    f(x, y) = \begin{cases} 
        0 & \text{if } x \leq 0 \\
        x \cdot y & \text{if } x \geq 0,
    \end{cases}
\]
and let $(\text{Sh}_r)_r$ be the shadow of $X$. A straightforward computation shows: $\text{Sh}_0 = \emptyset$, $\text{Sh}_1 = \{0\} \times A \times \{0\}$, $\text{Sh}_2 = X \setminus \text{Sh}_1$ and $\text{Sh}_3 = A^3 \setminus X$. The key point of that computation is that $(0, 0, 0)$ lies in $\text{Sh}_2(\mathbb{R})$, since $X(K)$ is $W$-riso-trivial on $B := \text{res}^{-1}((0, 0, 0))$ for $W = \mathbb{R}^2 \times \{0\}$, as witnessed by the straightener $\varphi: B \to B, (x, y, z) \mapsto (x, y, z + f(x, y))$. That $\varphi$ is a risometry follows, as in Example 2.3.3 from the fact that we have $|f(x, y) - f(x', y')| < \max\{|x - x'|, |y - y'|\}$ whenever $x, y, x', y' \in B$.

However, note that the set $\text{Sh}_0(\mathbb{R}) \cup \text{Sh}_1(\mathbb{R}) \subseteq \mathbb{R}^3$ is not closed in the topology of $\mathbb{R}^3$, contrary to what one would like to have.

We give a third characterization of the shadow $(\text{Sh}_r)_r$ of an $\mathcal{L}^{eq}$-definable map $\chi: \mathbb{V}^n \to \mathbb{R}^{eq}$; this will then allow us to bound the dimension of $\text{Sh}_r$.

**Definition 4.2.5.** Given $\chi: \mathbb{V}^n \to \mathbb{R}^{eq}$ as above, we partition $K^n$ into sets $S_r^{\text{loc}}$ (for $0 \leq r \leq n$) according to “local riso-triviality”:
\[
    S_r^{\text{loc}} := \{x \in K^n | \dim \text{rtsp}_B(\chi_K) = r \text{ for every sufficiently small ball } B \text{ containing } x\}.
\]

**Lemma 4.2.6.** For every $r$, we have $\text{Sh}_r(K_0) = S_r^{\text{loc}} \cap K^n_0$.

Note that in general, we do not have $\text{Sh}_r(K) = S_r^{\text{loc}}$, as one sees in Example 4.2.4 where $S_0^{\text{loc}} = \{0\} \times (K \setminus \mathcal{M}(K)) \times \{0\} \neq \text{Sh}_1(K)$. (However, note that those two sets indeed agree on points in $K^n_0$.)

**Proof of Lemma 4.2.6.** Fix $x \in K^n_0$ and $r$. We need to prove: $\chi_K$ is $r$-riso-trivial on the ball $B_{<1}(x)$, if and only if it is $r$-riso-trivial on every sufficiently small ball around $x$.

The implication “$\Rightarrow$” is trivial.

To prove “$\Leftarrow$”, we suppose for contradiction that we have $r$-riso-triviality on some sufficiently small ball $B$ around $x$ but no $r$-riso-triviality on $B_{<1}(x)$. By the Riso-Triviality Theorem (in the form of Corollary 3.1.3), the set
\[
    \Xi := \{e \in \mathbb{V} \mathcal{G}(K) | \chi_K \text{ is not } r\text{-riso-trivial on } B_{\leq r}(x)\}
\]
is $\mathcal{L}^{eq}(x)$-definable. By (17), the set $\Xi$ has an $\mathcal{L}^{eq}(x)$-definable infimum in $\mathbb{V} \mathcal{G}(K)$; this infimum lies in $\text{dcl}_{\mathcal{L}^{eq}}(x) = \{0, 1\}$, since $x \in K^n_0$. The infimum cannot be 0, since this would contradict $r$-riso-triviality on $B$. On the other hand, that $\chi_K$ is not $r$-riso-trivial on $B_{<1}(x)$ implies that the infimum cannot be 1. Indeed, by Corollary 3.3.19 there exists a closed ball $B' \subseteq B_{<1}(x)$ on which $\chi_K$ is not $r$-riso-trivial. This also implies non-$r$-riso-triviality on the smallest ball $B''$ containing $B'$ and $x$. Since $B''$ is closed and of radius less than 1, this contradicts the infimum of $\Xi$ being 1.

**Lemma 4.2.7.** $\dim S_r^{\text{loc}} \leq r$.

**Proof.** Let $(S_i)_i$ be an $\mathcal{L}$-definable t-stratification reflecting $\chi$, as obtained from Theorem 3.2.6. In every neighbourhood of any $x \in S_r^{\text{loc}}$, there exists a point of $S_{\leq r}(K)$. Thus $S_r^{\text{loc}} \subseteq \text{cl}(S_{\leq r}(K)) = S_{\leq r}(K)$, and this has dimension at most $r$. 

\[\square\]
Lemma 4.2.8. \( \dim \text{Sh}_r \leq r \).

Proof. From \( \dim S'_{\text{loc}} \leq r \) and (H10), we obtain that there exists an \( \mathcal{L}_0 \)-definable set \( X' = X'(K) \subseteq K^n \) of dimension at most \( r \) containing \( S'_{\text{loc}} \). Now \( \text{Sh}_r(K_0) = S_r^{\text{loc}} \cap K_0^n \subseteq X' \cap K_0^n \) implies \( \text{Sh}_r \subseteq X' \) and hence \( \dim \text{Sh}_r \leq \dim X' \leq r \). \( \square \)

4.3. The iterated shadow. We saw in Example 4.2.4 that the shadow is not, in general, a stratification. However, we can obtain a stratification in that particular example by taking the shadow of the shadow. This moves the point \((0,0,0)\) from \( \text{Sh}_2 \) to \( \text{Sh}_0 \), where it morally belongs. The same strategy also works in general: Taking iterated shadows stabilizes after finitely many steps, and we define the promised canonical stratification as this stabilized shadow. (We will see in the following subsections that it deserves the name stratification.)

Recall that we use Convention 4.1.9 about \( \mathcal{L}_0, \mathcal{L}, K_0, K, \mathcal{B}_0, \mathcal{T} \). In addition, for the entire subsection, we fix an \( \mathcal{L}^\text{eq}-\text{definable map} \chi: \text{VF}^n \rightarrow \text{RV}^\text{eq} \) for some \( n \geq 1 \).

Proposition 4.3.1. In the above setting, define, recursively over \( s \in \mathbb{N} \), \( \text{(Sh}_s^r)_{r \leq n} \) to be the shadow of the tuple \((\chi, \text{(Sh}^r_t)_{t \leq n, t < s})\) (using Convention 4.1.2). Then we have \( \text{Sh}^r_{s+1} = (\text{Sh}^r_t)_{t \leq n} \).

In the rest of this subsection, we use the notation \( \text{Sh}^r_i \) from Proposition 4.3.1 and we apply our usual convention that \( \text{Sh}^r_{s,i} := \bigcup_{r' \leq r} \text{Sh}^r_{r'} \) and \( \text{Sh}^r_{i,s} := \bigcup_{r' \geq r} \text{Sh}^r_{r'} \) (for every \( s \)). We also set \( \text{Sh}^r_{0,i} = \emptyset = \text{Sh}^r_{s,n+1} \). We use non-boldface letters to denote the interpretations of all of these sets in \( K \), i.e., \( \text{Sh}^r_i = \text{Sh}^r_i(K) \), etc.

The following Lemma is used in the proof of Proposition 4.3.1. (Recall that \( \text{cl} \) and \( \text{int} \) denote the closure and the interior with respect to the valuation topology.)

Lemma 4.3.2. The iterated shadows from Proposition 4.3.1 have the following properties for \( 0 \leq i \leq n \) and for every \( s \geq 0 \):

(Sh1) \( \text{Sh}^s_{s,i+1} \subseteq \text{Sh}^s_{s,i} \) (or, equivalently: \( \text{Sh}^s_{s,i-1} \subseteq \text{Sh}^s_{s+1,i-1} \))

(Sh2) \( \text{cl}(\text{Sh}^s_i) \setminus \text{Sh}^s_{i-1} \subseteq \text{Sh}^s_{s+1,i-1} \).

(Sh3) Suppose that for some \( \mathcal{L}_0 \)-definable open set \( U \subseteq K^n \), we have \( \text{Sh}^s_j \cap U = \text{Sh}^s_{j+1} \cap U \) for all \( j \); then also \( \text{Sh}^s_{j+1} \cap U = \text{Sh}^s_{j+2} \cap U \) for all \( j \).

(Sh4) \( \text{int} \text{Sh}^0_i = \text{int} \text{Sh}^1_i \).

Proof. (Sh1) Fix \( x \in \text{Sh}^s_{s,i-1}(K_0) \). Since \( \text{Sh}^s_{s,i-1} \) has dimension at most \( i-1 \) (by Lemma 4.2.8), it is at most \((i-1)\)-trivial on \( B_{<1}(x) \) (by Lemma 3.4.1), so \( x \in \text{Sh}^s_{s,i-1}(K_0) \) by Remark 4.2.3.

(Sh2) Both sides are \( \mathcal{L}_0 \)-definable (for the left hand side, this is by (H10)), so it suffices to verify the inclusion for \( K_0 \)-points. Suppose that \( x \in K_0^{\text{loc}} \) is a counter-example, i.e., that \( x \) only lies in the left hand side. From \( x \notin \text{Sh}^s_{s+1,i-1} \), we in particular obtain that \( \text{Sh}^s_i \) is \( i \)-trivial on \( B := B_{<1}(x) \). Using Lemma 3.3.17 this implies that also \( \text{cl}(\text{Sh}^s_i) \setminus \text{Sh}^s_i \) is \( i \)-trivial on \( B \). But this is a contradiction to Lemma 3.4.1 since \( \dim(\text{cl}(\text{Sh}^s_i) \setminus \text{Sh}^s_i) < i \) (by Proposition 2.2.4).

(Sh3) This follows from the shadow being defined locally. More precisely, first note that it suffices to prove the equality for the \( K_0 \)-points. For \( x \in U \cap K_0^n \), we have \( B := B_{<1}(x) \subseteq U \) (by (H11)). Hence the assumption implies that

\[
\text{rtsp}_B(\chi_K, (\text{Sh}^s_j)_{j,s \leq s}) = \text{rtsp}_B(\chi_K, (\text{Sh}^s_j)_{j,s \leq s+1}),
\]

which implies that for every \( j \), we have \( x \in \text{Sh}^s_{j+1} \) if and only if \( x \in \text{Sh}^s_{j+2} \).

(Sh4) The inclusion \( \supseteq \) follows from (Sh1), so it suffices to prove that \( \text{int} \text{Sh}^0_n \subseteq \text{Sh}^1_n \), which then implies \( \text{int} \text{Sh}^0_n \subseteq \text{int} \text{Sh}^1_n \). Since both sides are \( \mathcal{L}_0 \)-definable, it suffices to prove that
elements $x \in \text{int} \left( \text{Sh}^0_n \cap K^n \right)$ also lie in $\text{Sh}^1_n$. For such an $x$, we have $B := B_{<1}(x) \subseteq \text{int} \left( \text{Sh}^0_n \right)$ (by (P11)), so in particular $(\text{Sh}^0_j)_j$ is $n$-riso-trivial on $B$. Moreover, $x \in \text{Sh}^0_n$ implies that also $\chi_K$ is $n$-riso-trivial on $B$. One deduces $n$-riso-triviality of $(\chi_K; (\text{Sh}^0_j)_j)$ (since $n$-riso-triviality of a map on $B$ is equivalent to the map being constant on $B$). Thus, by definition of $\text{Sh}^1_n$, we have $x \in \text{Sh}^1_n$.

The four observations from the lemma suffice to prove the proposition (i.e., for its proof, we do not use any other properties of shadows).

**Proof of Proposition 4.3.1.** We prove the following claim by induction on $s$, for $0 \leq s, j \leq n$:

(4.2) $\text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s = \text{int}(\text{Sh}^s_{\geq n-s+1}) \cap \text{Sh}^j_s + 1$

In the case $s = n$, this yields the claim of the proposition.

If $s = 0$, then the case $j = n$ is just (Sh4) and the cases $j < n$ are trivial; so suppose now that $s \geq 1$ and that, for all $j$, we have

(4.3) $\text{int}(\text{Sh}^s_{\geq n-s+1}) \cap \text{Sh}^j_s = \text{int}(\text{Sh}^s_{\geq n-s+1}) \cap \text{Sh}^j_s$.

We want to prove (4.2).

We will prove that, for every $j$,

(4.4) $\text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s = \text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s$.

Let us check first how this implies (4.2):

**Proof of (4.4) ⇒ (4.2).** Using (Sh3) with $U = \text{int}(\text{Sh}^s_{\geq n-s})$, equality (4.4) implies that

(4.5) $\text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s = \text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s + 1$.

To deduce (4.2), it thus suffices to verify that $\text{int}(\text{Sh}^s_{\geq n-s+1}) = \text{int}(\text{Sh}^s_{\geq n-s})$. The inclusion "$\subseteq" follows directly from (Sh1), so it remains to check "$\supseteq". We have

$$\text{int}(\text{Sh}^s_{\geq n-s}) = \text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s = \text{int}(\text{Sh}^s_{\geq n-s}) \cap \text{Sh}^j_s + 1$$

and hence $\text{int}(\text{Sh}^s_{\geq n-s}) \subseteq \text{Sh}^j_s$. Since the left hand side of this inclusion is an open set, we even have $\text{int}(\text{Sh}^s_{\geq n-s}) \subseteq \text{int}(\text{Sh}^j_s)$, which is what we wanted to show. $\square$ (4.4) ⇒ (4.2)

It remains to prove (4.4), i.e., we need to verify that for every $x \in \text{int}(\text{Sh}^s_{\geq n-s})$ and for every $j$, we have

(4.6) $x \in \text{Sh}^j_s \iff x \in \text{Sh}^j_s$.

If we additionally assume $x \in \text{int}(\text{Sh}^s_{\geq n-s+1})$, then the equivalence follows from (4.3), so we may now assume that $x \in \text{int}(\text{Sh}^s_{\geq n-s}) \setminus \text{int}(\text{Sh}^s_{\geq n-s+1})$. We will prove that such an $x$ lies both

(a) in $\text{Sh}^s_{\geq n-s}$ and
(b) in $\text{Sh}^j_s$,

so that both sides of (4.6) hold if and only if $j = n - s$.

We have $x \in \text{int}(\text{Sh}^s_{\geq n-s}) \subseteq \text{Sh}^s_{\geq n-s} \subseteq \text{Sh}^s_{\geq n-s}$, so it suffices to prove $x \notin \text{Sh}^s_{\geq n-s+1}$ to obtain (a); since by (Sh1) this also implies $x \notin \text{Sh}^s_{\geq n-s+1}$ we then also obtain (b).
The riso-stratification.

Definition 4.4.1. Let \( K_1 \) and \( \mathcal{L}_0 \) be given as in Hypothesis 4.1.1 and suppose that \( \chi: VF^n \to RV^{eq} \) is an \( \mathcal{L}^{eq} \)-definable map, for some \( n \geq 1 \). We choose \( K \succcurlyeq \mathcal{L}_0 \) \( K_0 \succcurlyeq \mathcal{L}_0 \) \( K_1 \) as in Lemma 4.1.6 and we define \( \mathcal{S}^s \subseteq A^n \) as in Proposition 4.3.1, i.e., for \( s \in \mathbb{N} \), \( (\mathcal{S}^s)_{r \leq n} \) is the shadow (Definition 4.2.1) of the tuple \((\chi, (\mathcal{S}^s)_{r \leq n, t < s})\). With this notation, we call \( (\mathcal{S}^s)_{r \leq n} \) the riso-stratification of \( \chi \). We proceed as in Convention 4.2.2 to more generally define the riso-stratification of a tuple \((X_1, \ldots, X_\ell, \chi_1, \ldots, \chi_\ell)\) of \( \mathcal{L}_0 \)-definable sets \( X_i \) and \( \mathcal{L}^{eq} \)-definable maps \( \chi_j \).

Convention 4.4.2. If we call a partition \((S_i)_{r \leq n}\) of \( A^n \) into \( \mathcal{L}_0 \)-definable sets is a riso-stratification (without reference to any map \( \chi \)), then we mean that it is the riso-stratification of some \( \mathcal{L}^{eq} \)-definable \( \chi: VF^n \to RV^{eq} \). It is not difficult to see that this is equivalent to \((S_r)_{r \leq n}\) being the riso-stratification of itself.

Note that by Lemma 4.1.7, the riso-stratification is well-defined, i.e., it only depends on \( \text{Th}_{\mathcal{L}_0}(K_1) \) and \((\text{the formula defining}) \chi\), but not on the choice of \( K \) and \( K_0 \), and not even of the choice of \( K_1 \).

Remark 4.4.3. One can also make the notion of riso-stratification work uniformly for all models of a non-complete \( \mathcal{L}_0 \)-theory \( \mathcal{R}_0 \), in the sense that given \( \chi \), there exist \((\mathcal{S}^s)_{r \leq n}\) which is the riso-stratification of \( \chi \) in each completion of \( \mathcal{R}_0 \). To see this, one needs to check that the definition of the shadow (Definition 4.2.1) works uniformly. Recall that there, we are given an \( \mathcal{L}^{eq} \)-formula \( \varphi \) defining a subset of \( RF^n \) and we rewrite it as an \( \mathcal{L}_0 \)-formula \( \varphi' \); we need that \( \varphi' \) does not depend on the chosen model of \( \mathcal{R}_0 \). In other words, we need a uniform version of Lemma 4.1.6 (F4). Here are some examples where our proof of (F4) easily adapts to such a uniform version:

1. \( \mathcal{L}_0 \) is the valued field language and \( \mathcal{R}_0 \) is the theory of henselian valued fields of equi-characteristic 0 with value group elementarily equivalent to \( \mathbb{Z} \);
2. \( \mathcal{L}_0 \) is the valued field language and \( \mathcal{R}_0 \) is the theory of henselian valued fields of equi-characteristic 0 with divisible value group.

Moreover, we can always add constants symbols from \( A \) to the language \( \mathcal{L}_0 \) (without changing \( \mathcal{R}_0 \)).

We now prove some basic properties of riso-stratifications; in Section 4.6, we will then verify that they are Whitney stratifications. We continue to fix \( K, K_0, \mathcal{T} \) and \( \mathcal{R}_0 \) as in Convention 4.1.9.

Notation 4.4.4. Given a riso-stratification \((S_i)_{i \leq n}\), we set \( S_{\leq r} := \bigcup_{i \leq r} S_i \), etc.; we again use non-boldface letters for the interpretations of the above sets in \( K \): \( S_r = S_r(K) \), etc.
Lemma 4.4.5. Let \((S_t)_{t} \) be the riso-stratification of an \(L^{\text{eq}}\)-definable map \(\chi: \text{VF}^n \to \text{RV}^{\text{eq}}\). Given \(x \in \text{S}_d(\text{RF}(K)) \) (for some \(d\)), consider the ball \(B := \text{res}^{-1}(x) \subseteq K^n\). Then we have:

1. \(B \subseteq S_{\geq d}\) and \(B \cap S_d \neq \emptyset\);
2. \(\dim \text{rtsp}_B(S_{i}), i = d\);
3. \(\text{rtsp}_B(S_d) = \text{rtsp}_B((S_i)_i) = \text{rtsp}_B((S_i)_i, \chi_K)\).

Proof. Let \(z \in K^n\) be the preimage of \(x\) under the bijection \(K^n \to \text{RF}(K)^n\) induced by the residue map. Since \(z \in S_d\) (by definition of the \(L^0\)-structure on \(\text{RF}(K)\)) the second part of (1) holds. Now consider the following obvious inclusions:

\[
\text{rtsp}_B((S_i)_i, \chi_K) \subseteq \text{rtsp}_B((S_i)_i) \subseteq \text{rtsp}_B(S_d).
\]

We use the notation \(\text{Sh}_s\) from Proposition 4.3.1 and set \(\text{Sh}_s^d := \text{Sh}_s^d(K)\). Since \(z \in S_d = \text{Sh}_d^d = \text{Sh}_d^{d+1}\) (by Definition of \(S_d\)), the dimension of (a) is at least \(d\) by definition of \(\text{Sh}_s^{d+1}\). On the other hand, since \(\dim S_d \leq d\), the dimension of (b) is at most \(d\) by Lemma 3.4.1 so we have equalities everywhere, and all those spaces have dimension \(d\). This already proves (2) and (3). For (1), note that if \(B\) would contain a point from \(S_{\geq d}\), then Lemma 3.4.1 would imply \(\dim \text{rtsp}_B((S_i)_i) < d\), contradicting (2).

If \(B \subseteq K^n\) is an arbitrary ball and \(d\) is minimal with \(B \cap S_d \neq \emptyset\), then we have \(\dim \text{rtsp}_B((S_i)_i) \leq d\) (by Lemma 3.4.1), but equality does not necessarily hold (in contrast to the case when \(B\) is as in Lemma 4.4.5):

Example 4.4.6. Let \(X = X(K) \subseteq K^3\) be the zero-set of \(f(x, y, z) = y^2 + z^2 - x^3\) (this is the trumpet from Figure 1 on p. 3), and let \((S_t)_t\) be the riso-stratification of \(X\). In this case, one obtains \(S_0 = \{(0, 0, 0)\}\), \(S_1 = \emptyset\), \(S_2 = X \setminus S_0\) and \(S_3 = K^3 \setminus X\). Fix \(\epsilon \in K\) with \(|\epsilon| < 1\) and set \(B := B_{\epsilon}\) (\(\epsilon, 0, 0)\). Then \(B \subseteq S_{\geq 2}\) but \(\dim \text{rtsp}_B((S_i)_i) = 1\).

We will now prove some topological properties of \((S_t)_t\), e.g. that \(S_{\leq \tau}\) is topologically closed. We want to make sense out of this in two different ways simultaneously: on the one hand using the valuative topology on \(K\), and on the other hand, using a topology on \(K_1\). In the cases \((\text{OMIN})\) and \((\text{HEN})\), \(K_1\) comes with a natural topology. In the case \((\text{ACF})\), the Zariski topology seems to be the canonical choice, but for certain statements, we will need a finer, “more analytic” one. To be able to treat all cases simultaneously, we introduce a (generalized) norm \(|\cdot|_{\text{line}}\) on \(K_1\) which induces the desired topology in all three cases:

Definition 4.4.7. In the case \((\text{OMIN})\), \(|\cdot|_{\text{line}}\) is the absolute value; in the case \((\text{HEN})\), \(|\cdot|_{\text{line}}\) is the fine valuation already introduced in Hypothesis 4.1.1. In the case \((\text{ACF})\), we fix any real closed subfield \(R_1 \subseteq K_1\) such that \([K_1 : R_1] = 2\) and define \(|x|_{\text{line}} := \sqrt{\prod_{\sigma \in \text{Gal}(K_1/R_1)} \sigma(x)}\). Set \(\mathcal{L}_{0, \text{line}} := \mathcal{L}_0 \cup \{|\cdot|_{\text{line}}\}\). (In the cases \((\text{HEN})\), \((\text{OMIN})\) \(\mathcal{L}_{0, \text{line}}\) is interdefinable with \(\mathcal{L}_0\).)

If \(K_1 = \mathbb{C}\), it is natural to take \(R_1 = \mathbb{R}\), so that \(|\cdot|_{\text{line}}\) becomes the complex absolute value and the induced topology is just the usual analytic topology. However, while \(|\cdot|_{\text{line}}\) will occasionally be used in proofs, none of the statements we prove depends on its choice. Most importantly, whether an \(\mathcal{L}_0\)-definable set is topologically closed is independent of this choice, since this is equivalent to being closed in the Zariski topology (by [19], Chapter I, §10, Theorem 1]).

Having introduced \(|\cdot|_{\text{line}}\) on \(K_1\), we also adapt our choices of \(K_0\) and \(K\) accordingly, as follows:
Convention 4.4.8. For the remainder of Section 4, in addition to Convention 4.1.9, we assume that $K_1$ is an $\mathcal{L}_{0,\text{fine}}$-structure as in Definition 4.4.7, and we also assume that $K_0$ and $K$ are $\mathcal{L}_{0,\text{fine}}$-structures satisfying $K \succ \mathcal{L}_{0,\text{fine}} K_0 \succ \mathcal{L}_{0,\text{fine}} K_1$.

To see that such $K_0$ and $K$ exist, note that this makes a difference only in the (ACF) case, and there, the proof of Lemma 4.1.6 also works if one replaces $\mathcal{L}_0$ by $\mathcal{L}_{0,\text{fine}}$.

Using this convention, when we are interested in the topological properties of $X(K_1)$, for some $\mathcal{L}_0$-definable set $X \subseteq \mathbb{A}^n$, we can as well work with $X(K)$ instead, and there, by the following lemma, we can equivalently also use the valuative topology instead of the one induced by $|\cdot|_{\text{fine}}$:

Lemma 4.4.9. On $K$, the topology induced by the valuation $|\cdot|$ and the topology induced by $|\cdot|_{\text{fine}}$ agree.

Proof. It suffices to compare neighbourhood bases of 0. After rescaling, it suffices to verify that we have $\mathcal{M}(K) \subseteq \{x \in K \mid |x|_{\text{fine}} \leq 1\} \subseteq \mathcal{O}(K)$, which is indeed the case.

The upshot of the above discussion is that the reader is pretty free in choosing their preferred topology, as long as $\mathcal{L}_0$-definable sets are concerned, namely:

Definition 4.4.10. We call an $\mathcal{L}_0$-definable set $Z \subseteq \mathbb{A}^n$ topologically open (resp. topologically closed), if the following equivalent conditions hold:

1. $Z(K_1)$ is open (resp. closed) in the topology induced by $|\cdot|_{\text{fine}}$;
2. $Z(K)$ is open (resp. closed) in the valuative topology (induced by $|\cdot|$);
3. in the (ACF) case only: $Z(K_1)$ is open (resp. closed) in the Zariski topology.

We call an $\mathcal{L}$-definable set $Z \subseteq \mathbb{C}^n$ topologically open (resp. topologically closed), if (2) holds. We use the notation $\text{cl}(Z)$ and $\text{int}(Z)$ (for closure and interior) accordingly.

We are now ready to state and prove topological properties of the riso-stratification. We start with the following basic observation (which was false for the shadow):

Lemma 4.4.11. If $(S_i)_i$ is any riso-stratification in $\mathbb{A}^n$, then for every $r \geq 0$, the union of strata $S_{\leq r}$ is topologically closed.

Proof. It suffices to prove that $\text{cl}(S_i(K)) \setminus S_i(K) \subseteq S_{\leq i-1}(K)$ for every $i$. Using that the shadow has stabilized (i.e., $S_i = \text{Sh}_i^n = \text{Sh}_{i+1}^n$ for every $i$), this is exactly the statement of Lemma 4.3.2 (Sh2).

The riso-stratification is local in the following sense:

Lemma 4.4.12. Suppose that $\chi, \chi' : \mathbb{C}^n \rightarrow \mathbb{R}^n$ are $\mathcal{L}_{eq}$-definable maps and that $U \subseteq \mathbb{A}^n$ is an open $\mathcal{L}_0$-definable set such that $\chi_K|U(K) = \chi'_K|U(K)$. Let $(S_i)_i$ and $(S'_i)_i$ be the riso-stratifications of $\chi$ and of $\chi'$, respectively. Then we have $S_i \cap U = S'_i \cap U$ for every $i$.

In the case where $\chi$ and $\chi'$ are obtained from tuples $(X_1, \ldots, X_k)$ and $(X'_1, \ldots, X'_r)$ of $\mathcal{L}_0$-definable subsets of $\mathbb{A}^n$, the assumption $\chi_K|U(K) = \chi'_K|X(K)$ simply becomes that $X_j \cap U = X'_j \cap U$ for every $j$, so the statement becomes independent of the valuation and can be formulated in $K_1$.

Proof of Lemma 4.4.12. Let $(\text{Sh}_r)_r$ and $(\text{Sh}'_r)_r$ denote the shadows of $\chi$ and $\chi'$, respectively. Since the riso-stratification is defined by iteratively taking the shadow, it suffices to prove that $(\text{Sh}_r)_r$ and $(\text{Sh}'_r)_r$ coincide in $U$, i.e., that for every $x \in U(K_0)$ and every $r$, we have
Remark 4.5.4. The notion of being an \( \text{Sh}_r(K_0) \) if and only if \( x \in \text{Sh}_r(K_0) \). Since \( U \) is open and \( \mathcal{L}_0 \)-definable, by (11), \( U(K) \) contains the entire ball \( B := B_{<1}(x) \), so \( \chi_K|_B = \chi'_K|_B \). Now the claim follows from the definition of the shadow (in the form of Remark 4.2.3). \( \square \)

4.5. Definable manifolds. In a Whitney stratification, the strata are required to be manifolds. In this intermediate section, we provide a characterisation of manifolds in terms of \( \text{riso} \)-triviality (Proposition 4.5.7). We work with \( C^1 \)-manifolds. More precisely, for our manifolds to behave well in totally disconnected fields, we require that they are definable and \emph{strictly} \( C^1 \). (We will recall what this means.)

Recall that Convention 4.4.8 is active; in particular, \( K_1 \) and \( \mathcal{L}_0 \) are as given by Hypothesis 4.1.1 and we fix \( \cdot \) and \( \mathcal{L}_{0, \text{fine}} \) as in Definition 4.4.7. For the following definitions, we work in \( K_1 \) and use (the topology induced by) \( \cdot \) but recall that as far as definable objects are concerned, it is equivalent to work in the valued field \( K \) and with the valuation \( \cdot \) (which has the advantage of not depending on the choice of \( \cdot \)).

Definition 4.5.1. Let \( U \subseteq K^n_1 \) be open and let \( f: U \rightarrow K^n_1 \) be a function. We say that a linear map \( L_u: K^n_1 \rightarrow K^n_1 \) is the \emph{strict (total) derivative} of \( f \) at a point \( u \in U \) if

\[
\lim_{x, x' \to u \atop x \neq x'} \frac{|f(x) - f(x') - L_u(x - x')|_{\text{fine}}}{|x - x'|_{\text{fine}}} = 0.
\]

If this is the case, we write \( Df_u \) for \( L_u \). The function \( f \) is called \emph{strictly} \( C^1 \) if the strict derivative exists everywhere.

Note that if \( f \) is strictly \( C^1 \), then \( u \mapsto Df_u \) is automatically continuous.

Using this, we introduce the corresponding notion of manifolds. We will only need submanifolds of \( K^n_1 \) (and not abstract manifolds). Those can be defined in terms of charts, but for our purposes, it is easier to formulate the definition in terms of graphs of functions:

Definition 4.5.2. (1) Fix \( d \leq n \). A \emph{\( d \)-dimensional} \( \mathcal{L}_0 \)-\emph{definable strict-\( C^1 \)-submanifold} of \( K^n_1 \), or \( \mathcal{L}_0 \)-\emph{manifold}, for short, is an \( \mathcal{L}_0 \)-definable subset \( X \subseteq K^n_1 \) such that for every \( x \in X \), there exists an \( (n - d) \)-dimensional vector subspace \( W \subseteq K^n_1 \) and an open neighbourhood \( U \subseteq K^n_1 \) of \( x \) such that for each \( u \in U \), \( (u + W) \cap U \) contains exactly one element of \( X \), and the induced map \( f \) from \( U/W := \{ u + W \mid u \in U \} \subseteq K^n_1/W \) to \( K^n_1 \) is strictly \( C^1 \).

(2) The \emph{tangent space} \( T_x X \) of an \( \mathcal{L}_0 \)-submanifold \( X \subseteq K^n_1 \) at a point \( x \in X \) is the image \( \text{im} Df_{x+W} \) of the total derivative of \( f \) at \( x + W \), for \( f \) and \( W \) as in (1).

We leave it to the reader to verify that \( T_x X \) is well-defined, i.e., that it does not depend on the choices from (1).

Remark 4.5.3. In (1), no definability conditions are imposed on \( U \) and \( f \), but one can take them to be definable in \( \mathcal{L}_{0, \text{fine}}(K_1) \), using that the topology is definable in that language.

Remark 4.5.4. The notion of being an \( \mathcal{L}_0 \)-manifold is model independent, i.e., given an \( \mathcal{L}_0 \)-definable \( X \subseteq \mathbb{A}^n \) and another model \( K'_1 \equiv_{\mathcal{L}_0} K_1 \), \( X(K'_1) \) is an \( \mathcal{L}_0 \)-manifold if and only if \( X(K_1) \) is. This is clear in the cases (OMIN) and (HEN), since \( \mathcal{L}_{0, \text{fine}} = \mathcal{L}_0 \). To see that this is also true in the case (ACF), first pass to elementary extensions \( K \triangleright_{\mathcal{L}_{0, \text{fine}}} K_1 \) and
Proposition 4.5.7. For a d-dimensional \( \mathcal{L}_0 \)-definable set \( X \subseteq A^n \), the following are equivalent; we set \( X := X(K) \).

1. \( X \) is an \( \mathcal{L}_0 \)-manifold.
2. For every \( x \in X \cap K^n_0 \), we have \( \dim rtsp_{B_{<1}(x)}(X) = d \).

Moreover, if this is the case, we have:

3. For every \( x \in X \) and every sufficiently small ball \( B \) around \( x \), we have \( \text{rtsp}_B(X) = \text{res}(T_x X) \).
4. If \( x \in X \cap K^n_0 \), then (3) holds for \( B = B_{<1}(x) \); in other words, in (2), we have \( \dim rtsp_{B_{<1}(x)}(X) = \dim rtsp_{X} = \dim T_x X \).

Proof of Proposition 4.5.7: (1) \( \Rightarrow \) (2), (4). We start working in \( K_0 \): Choose a \( |\cdot|_{\text{fine}} \)-neighbourhood \( U_0 \subseteq K^n_0 \) of \( x \), an \((n - d)\)-dimensional subspace \( W_0 \subseteq K^n_0 \) and \( f_0 : U_0/W_0 \rightarrow K^n_0 \) as in Definition 4.5.2, witnessing that \( X(K_0) \) is an \( \mathcal{L}_0 \)-manifold near \( x \). Let \( F_0 := D(f_0)_{x + W_0} \in \text{Hom}(K^n_0/W_0, K^n_0) \) be the differential of \( f_0 \) at the image of \( x \) in \( K^n_0/W_0 \). Since \( f_0 \) is strictly \( C^1 \), for any \( \epsilon \in K_0^\times \), there exists a \( \delta \in K_0^\times \) such that the following holds:

\[
\text{(4.7)} \quad \forall y_1, y_2 \in U_{\delta,0}/W_0, y_1 \neq y_2: \quad \frac{|f_0(y_1) - f_0(y_2) - F_0(y_1 - y_2)|_{\text{fine}}}{|y_1 - y_2|_{\text{fine}}} < |\epsilon|_{\text{fine}},
\]

where \( U_{\delta,0} : = \{ z \in K^n_0 \mid |z - x|_{\text{fine}} \leq |\delta|_{\text{fine}} \} \) (which we assume to be contained in \( U_0 \)).

By Remark 4.5.3 we may assume that \( f_0 \) is definable, so (4.7) can be considered as an \( \mathcal{L}_0_{\text{fine}} \)-formula with parameters \( x, W_0, \epsilon, \delta \). Since \( K \) is an elementary extension of \( K_0 \), we can lift everything to \( K \). We write \( f, F, W \) and \( U_{\delta} \) for the lifts of \( f_0, W_0, \) and \( U_{\delta,0} \), respectively.

Since the valuative ball \( B := B_{<1}(x) \) is contained in \( U_3 \) for every \( \delta \in K_0^\times \), we obtain that for \( y_1, y_2 \in B/W \), the inequality of (4.7) (with \( f \) and \( F \) instead of \( f_0 \) and \( F_0 \)) holds for every \( \epsilon \in K_0^\times \). This implies a corresponding valuative inequality:

\[
\text{(4.8)} \quad \frac{|f(y_1) - f(y_2) - F(y_1 - y_2)|}{|y_1 - y_2|} < 1.
\]

Note that we have \( \text{res}(W) \cap \text{res}(\text{im} F) = W_0 \cap \text{im} F_0 = \{0\} \). From this, one deduces \( |y_1 - y_2| = |F(y_1 - y_2)| \), so (4.8) is equivalent to \( \text{rv}(f(y_1) - f(y_2)) = \text{rv}(F(y_2 - y_2)) \). In particular, 

\[\text{(4.8)}\]

This is more or less just a (new!) proof of the well-known fact that for varieties, being \( C^1 \) can be characterized algebraically.
for \( x_1, x_2 \in X \cap B \), we have \( \text{rv}(x_1 - x_2) \in \text{im}(F) \). By Lemma 3.3.15, this implies that 
\( \text{r tsp}_B(X) = \text{res}(\text{im}(F)) \). Since \( \dim \text{im} F = d \), this proves (1), and since \( \text{im} F = T_x X \), we also already proved (4). \( \square \)

Before we can continue with the proof of the proposition, we need a lemma:

**Lemma 4.5.8.** Suppose that \( X \subseteq \mathbb{A}^n \) is a d-dimensional \( \mathcal{L}_0 \)-definable set and fix a point \( x_0 \in X(K_0) \). Set \( B := B_{<1}(x_0) \subseteq K^n \) and \( \hat{U} := \text{r tsp}_B(X(K)) \), and let \( W \subseteq K^n \) be a vector subspace such that \( \text{res}(W) \) is a complement of \( \hat{U} \). Then for every \( z \in B \), the intersection \( (z + W) \cap B \cap X(K) \) is a singleton. In particular, for any lift \( U \subseteq K^n \) of \( \hat{U} \) and any \( x, x' \in X(K) \cap B \), we have \( \text{rv}(x - x') \in \text{rv}(U) \).

Recall that \( \text{rv}(U) \) only depends on \( \hat{U} \), and not on the choice of the lift \( U \) (Remark 3.3.16).

**Proof of Lemma 4.5.8.** By \( \hat{U} \)-riso-triviality, the statement about \( F := (z + W) \cap B \cap X(K) \) being a singleton does not depend on the choice of \( z \in B \), and neither on \( W \) (provided that \( \text{res}(W) \) is a complement of \( \hat{U} \)). We may thus take \( z = x_0 \) and let \( W \) be parallel to some coordinate plane, so that in particular, \( F \) is \( \mathcal{L}(K_0) \)-definable. By \( \hat{U} \)-riso-triviality and a dimension argument, \( F \) is finite, so we have \( \{ |x' - x_0| \mid x' \in F \} \subseteq \text{cl}(\mathcal{L}^n_{X_{eq}}(K_0) = \{0,1\} \) (by (FS)), which implies \( F = \{x_0\} \) (since \( F \subseteq B_{<1}(x_0) \)).

The “in particular” part follows by choosing a \( U \)-straightener \( \varphi : B \rightarrow B \) of \( X(K) \): we then have \( \text{rv}(x - x') = \text{rv}(\varphi^{-1}(x) - \varphi^{-1}(x')) \in \text{rv}(U) \). \( \square \)

**Proof of Proposition 4.5.8.** (2) \( \Rightarrow \) (1). By assumption, we have a map \( X(\text{RF}(K)) \rightarrow \text{Gr}_d^\alpha(\text{RF}(K)), \bar{x} \mapsto V_{\bar{x}} := \text{r tsp}_{\text{res}^{-1}(\bar{x})}(X) \). This map is \( \mathcal{L}^n_{\text{eq}} \)-definable by the Riso-Triviality Theorem (Corollary 3.1.3), and since it is a map between sorts of \( \mathcal{L}^n_{\text{eq}} \), it is even \( \mathcal{L}^n_{\text{eq}} \)-definable (by (1)). We fix a model independent notation for that map: Given \( K' = \mathbb{F}_0 \) and \( x' \in X(K') \), we write \( V_{K', x'} \in \text{Gr}_d^\alpha(K') \) for the image of \( x' \) under the interpretation of that map in \( K' \).

Now fix \( x_0 \in X(K_0) \subseteq X \), and set \( \bar{x} := \text{res}(x_0) \), \( B := \text{res}^{-1}(\bar{x}) = B_{<1}(x_0) \), \( \bar{V} := \text{V}_{\text{RF}(K), \bar{x}} \subseteq \text{RF}(K)^n \) (as in the previous paragraph) and \( V_{x_0} := V_{K, x_0} \subseteq K^n \). Note that \( V_{x_0} \) is a lift of \( \bar{V} \) (since \( \text{res} \) sends \( V_{K_0, x_0} = V_{K, x_0} \cap K_0^n \) to \( \bar{V} \)). Additionally fix an \((n-d)\)-dimensional vector subspace \( W \subseteq K^n \) such that \( \text{res}(W) \cap V_{x_0} = \{0\} \), and write \( \rho_W : K^n \rightarrow K^n/W \) for the canonical projection. By Lemma 4.5.8, we have:

\[
\forall z_1 \in \rho_W(B) : \exists 1 \in X \cap B : \rho_W(x_1) = z_1.
\]

(4.9) \( \vdash_{\text{rv}(z_1)} \)

By \( \bar{V} \)-riso-triviality, for \( z_1 \) as in (4.9), we have \( |\text{r tsp}(z_1) - x_0| \leq |z_1 - \rho_W(x_0)| \). Thus, if we pick \( \delta \in K^X \) with \(|\delta| < 1 \) and set \( B_{\text{fine}, \alpha}(x_0) := \{ x \in K^n \mid |x - x_0|_{\text{fine}} < |\alpha|_{\text{fine}} \} \) for any \( \alpha \in K^X \), we have:

\[
\forall z_1 \in \rho_W(B_{\text{fine}, \delta}(x_0)) : \exists 1 x_1 \in X \cap B_{\text{fine}, \delta}(x_0) : \rho_W(x_1) = z_1
\]

(4.10) \( \vdash_{\text{rv}(x_1)} \)

Note that this is an \( \mathcal{L}^n_{\text{eq}, \text{fine}} \)-formula (interpreted in \( K \)) with parameters \( x_0, \delta, W \) (running over \( X, A^X, \text{Gr}_{n-d}^\alpha \)), which we denote by \( \varphi_{4.10}(x_0, \delta, W) \), as indicated.

We put this aside for a moment and note that by the “in particular” part of Lemma 4.5.8 we have:

\[
\{ \text{rv}(x_2 - x_1) \mid x_1, x_2 \in X \cap B \} \subseteq \text{rv}(V_{x_0})
\]

(4.11)
(Recall that $V_{z_0} = V_{K,z_0}$ is a lift of $\tilde{V}_x$.) This implies that for two distinct $z_1, z_2 \in \rho_W(B)$, we have $\|((f_W(z_1) - f_W(z_2)) - L(z_1 - z_2))\| < |z_1 - z_2|$, where $f_W$ was defined in (4.9) and $L: K^n/W \to V_{x_0}$ is the unique linear map satisfying $\rho_W \circ L = \text{id}_{K^n/W}$. And this in turn implies that for $\delta$ as before and any fixed $\epsilon \in K^*_\phi$, we have

\begin{equation}
\forall x_1, x_2 \in \rho_W(B_{\text{fine}, \beta}(x_0)), z_1 \neq z_2; \|((f_W(z_1) - f_W(z_2)) - L(z_1 - z_2))\|_{\text{fine}} < \|\epsilon \cdot (z_1 - z_2)\|_{\text{fine}}
\end{equation}

(since $|\epsilon| = 1$). Moreover, (4.11) implies that for every fixed $x_1 \in X \cap B$, given any $(n - d)$-dimensional vector sub-space $W' \subseteq K^n$, the condition that res($W'$) is a complement of $\tilde{V}_x$ is equivalent to:

\begin{equation}
\forall x_2 \in X \cap B, w \in W': |x_2 - x_1 - w| \geq |x_2 - x_1|.
\end{equation}

Now, for the same $x_1$ we consider the following condition on $W'$, for some fixed $\beta \in K^\times$:

\begin{equation}
\forall x_2 \in X \cap B_{\text{fine}, \beta}(x_1), w \in W': |x_2 - x_1 - w|_{\text{fine}} \geq |\beta \cdot (x_2 - x_1)|_{\text{fine}}:
\end{equation}

If we take $|\beta| < 1$, then (4.13) implies (4.14), whereas if we take $\beta \in K_0^\times$, then (4.14) implies (4.13).

Now we put everything together. We keep our $x_0 \in X(K_0)$ fixed, we also continue to fix some $\epsilon \in K^*_\phi$, and we additionally fix some $\beta' \in K^\times$. Then on the one hand, $K$ satisfies the $\mathcal{L}^\text{eq}_{\phi}(x_0)$-formula

\begin{equation}
\exists \beta \in K^\times, W \in \text{Gr}^n_{K_0}(K): \forall x_1 \in X \cap B_{\text{fine}, \beta}(x_0): \varphi_{4.11}(x_1, \beta, W);
\end{equation}

indeed, pick any $W$ such that res($W$) is a complement of $\tilde{V}_x$ (so that (4.13) holds) and pick any $\beta \in K^\times$ such that $|\beta| < 1$. On the other hand, we can use (4.14) to impose the assumption on $W$ needed by (4.10) and (4.12), so $K$ also satisfies the $\mathcal{L}^\text{eq}_{\phi}(x_0, \epsilon, \beta')$-formulas

\begin{equation}
\forall W \in \text{Gr}^n_{K_0}(K): (\varphi_{4.11}(x_0, \beta', W) \Rightarrow \forall \delta \in K^\times: \varphi_{4.10}(x_0, \delta, W))
\end{equation}

and

\begin{equation}
\forall W \in \text{Gr}^n_{K_0}(K): (\varphi_{4.11}(x_0, \beta', W) \Rightarrow \exists \delta \in K^\times: \varphi_{4.12}(x_0, \epsilon, \delta, W)),
\end{equation}

where by $\forall \delta \in K^\times$, we mean that there exists some $\delta_0 \in K^\times$ such that the statement holds for all $\delta \in K^\times$ satisfying $|\delta|_{\text{fine}} < |\delta_0|_{\text{fine}}$.

Since $K$ is an elementary extension of $K_0$, (4.15), (4.16) and (4.17) also hold in $K_0$, and there, we can now also put $\forall x_0 \in X \forall \epsilon, \beta' \in K^\times$ in front (since we proved everything for all such $x_0, \epsilon, \beta'$ in the structure $K_0$). Afterwards, we transfer those $\mathcal{L}_{\phi, \text{fine}}$-sentences back to $K$. For the remainder of the proof, we work in $K$.

We are now ready to prove that $X$ is a manifold. To this end, suppose that $x_0 \in X$ is given and choose $\beta \in K^\times$ and $W \in \text{Gr}^n_{K_0}(K)$ as provided by $\forall x_0$: (4.15), so that

\begin{equation}
\varphi_{4.11}(x_1, \beta, W) \text{ holds for all } x_1 \in X \cap B_{\text{fine}, \beta}(x_0).
\end{equation}

As a side remark, note that the rest of the proof works with any $\beta$ and $W$ satisfying (4.18).

Applying (4.18) with $x_1 = x_0$ and using $\forall x_0, \beta': (4.16)$ (with $\beta' = \beta$) provides some $\delta \in K^\times$ such that $\varphi_{4.10}(x_0, \delta, W)$ holds, and we may additionally assume $\delta \leq \beta$. As before, we write $\rho_W: K^n \to K^n/W$ for the canonical projection. We claim that for

\begin{equation}
U := B_{\text{fine}, \beta}(x_0) \cap \rho_W^{-1}(\rho_W(B_{\text{fine}, \beta}(x_0)))
\end{equation}
X \cap U is the image of a strictly $C^1$-map as required by Definition 4.5.2. To see this, first note that since $\varphi_{4.10}((x_0, \delta, W)$ holds, $X \cap U$ is indeed the image of the map $f_W: \rho_W(U) \to X$ from (4.9). It thus remains to prove that $f_W$ is strictly $C^1$ at $\rho_W(x_1)$, for every $x_1 \in X \cap U$. Since $\varphi_{4.14}((x_1, \beta, W)$ holds (by our choices of $\beta$ and $\delta \leq \beta$), “$\forall x_0, \beta', \epsilon$: (4.17)” implies

$$\forall \epsilon \in K^x: \exists \delta' \in K^x: \varphi_{4.12}((x_1, \epsilon, \delta', W).$$

This is just the statement that $f_W$ is strictly $C^1$ at $x_1$, with the total derivative being the map $L$ appearing in (4.12). This finishes the proof that $X$ is a manifold.

Before we prove the last missing part of Proposition 4.5.7, namely (3), we fulfill the promise we made in Remark 4.5.6 about the “transversal” space $W$ appearing in the definition of manifold; we do so working in $K$.

**Remark 4.5.9.** Suppose that $X \subseteq K^n$ is an $\mathcal{L}_0$-manifold and that $x_0 \in X$. Our proof of Proposition 4.5.7 “(1) $\iff$ (2)” additionally yields that the condition of Definition 4.5.2 holds for any complement $W \subseteq K^n$ of $T_{x_0}X$. Indeed, since $X$ satisfies Proposition 4.5.7 (2), we are in the situation of the above proof of Proposition 4.5.7 “(2) $\implies$ (1)”. By the side remark right after (4.18) in that proof, it suffices to verify that $W$ satisfies (4.18) for some $\beta \in K^x$, i.e., that for all $x_1, x_2 \in X$ sufficiently close to $x_0$, and for all $w \in W$, we have $|x_2 - x_1 - w|_{\text{fine}} \geq |\beta \cdot (x_2 - x_1)|_{\text{fine}}$. This follows easily using our definition of manifold, namely that on a neighbourhood of $x_0$, $X$ is the image of a strictly $C^1$-map whose total derivative at $x_0$ has image $T_{x_0}X$.

**Proof of Proposition 4.5.7 (3).** Choose a neighbourhood $U \subseteq K^n$ of $x$, an $(n-d)$-dimensional subspace $W \subseteq K^n$ and $f: U/W \to K^n$ witnessing that $X$ is a an $\mathcal{L}_0$-manifold near $x$ as in Definition 4.5.2 in particular, $T_xX = \text{im} Df_{x+W}$. Since we just proved Remark 4.5.6 we may additionally assume that $\text{res}(W) \cap \text{res}(T_xX) = \{0\}$. Using the definition of the strict differential $Df_{x+W}$ (but expressing the limit in Definition 4.5.1 in the valuation topology), choose $\lambda \in \text{VG}^x(K)$ such that $B := B_{<\lambda}(x)$ is contained in $U$ and such that for $y_1, y_2 \in B/W$, we have the valuative inequality

$$\frac{|f(y_1) - f(y_2) - Df_{x+W}(y_1 - y_2)|}{|y_1 - y_2|} < 1.$$

Now we are in the same situation as at the end of the proof of “(1) $\implies$ (2), (4)”, so in the same way, we conclude that $\text{rtsp}_B(X) = \text{res}(T_xX)$.

4.6. **Riso-stratifications are Whitney stratifications.** As promised, we now prove that riso-stratifications are (in particular) Whitney stratifications, except for one detail: While one usually imposes that the strata of a Whitney-stratification should be $C^\infty$-manifolds, we only obtain $C^1$-manifolds. More precisely, we use the notion of $\mathcal{L}_0$-definable (strict $C^1$) manifold from the previous subsection.

We formulate the definition of Whitney stratifications in such a way that it is suitable for model theoretic considerations; see e.g. [1] for a similar formulation of Whitney’s Condition (b).

**Notation 4.6.1** (Grassmanians). Given $0 \leq r \leq n$, we write $\text{Gr}_r^n$ for the Grassmanian of $r$-dimensional vector subspaces of $A^n$, considered as an $\mathcal{L}_0$-definable subset of the power set $\mathcal{P}(A^n)$.
We now introduce our variant of Whitney stratifications. Its full name maybe should be "\(L_0\)-definable strict \(C^1\)-Whitney stratification", but as for manifolds, we use a more light-weight terminology:

**Definition 4.6.2.** An \(L_0\)-Whitney stratification of \(K^n\) (for some \(n \geq 1\)) is a partition of \(K^n\) into \(L_0\)-submanifolds \(S_r\) (called skeleta) of dimension \(r\), for \(0 \leq r \leq n\) with the following properties.

1. For each \(r \leq n\), the set \(S_{\leq r} := \bigcup_{r' \leq r} S_{r'}\) is closed.
2. For every \(0 \leq r < s \leq n\), the pair \((S_r, S_s)\) satisfies Whitney’s Condition (b), i.e.: Consider the map
   \[
   f_{r,s} : S_r \times S_s \to \text{Gr}^n_r(K) \times \text{Gr}^n_s(K), (x, y) \mapsto (K \cdot (x - y), T_y S_s).
   \]
   Then for every \(x_0 \in S_r\), every \(V \in \text{Gr}^n_r(K)\) and every \(W \in \text{Gr}^n_s(K)\) such that \((x_0, x_0, V, W)\) lies in the topological closure of the graph of \(f_{r,s}\), we have \(V \subseteq W\).

**Remark 4.6.3.** Like the notion of \(L_0\)-manifold, the notion of \(L_0\)-Whitney stratification does not depend on the chosen model of the \(L_0\)-theory of \(K_1\). Accordingly, we have a notion of whether a partition \((S_r)_{r \leq n}\) of \(A^n\) into \(L_0\)-definable sets \(S_r\) is an \(L_0\)-Whitney stratification.

Now we can state the main result of this subsection:

**Theorem 4.6.4.** We assume that \(L_0\) and \(R_0\) are as in Hypothesis 4.1.7. Let \((S_r)_{r \leq n}\) be the riso-stratification of an \(L^n\)-definable map \(\chi: \text{VF}^n \to \text{RV}^n\), for some \(n \geq 1\). Then \((S_r)_{r}\) is an \(L_0\)-Whitney stratification. Moreover, if \(X \subseteq A^n\) is an \(L_0\)-definable set such that \(X(K)\) is a union of fibers of \(\chi_K\) (i.e., \(X(K) = \chi_K^{-1}(\chi_K(X(K)))\)), then for each \(r\), the intersection \(X \cap S_r\) is clopen in \(S_r\).

The following remark is the motivation for the moreover-part of the theorem:

**Remark 4.6.5.** When one considers the riso-stratification of a tuple \((X_1, \ldots, X_k)\) of \(L_0\)-definable subsets of \(A^n\), then in the moreover part of the theorem, one can in particular take \(X = X_j\) for any \(j\). If we work over \(K_1 \in \{\mathbb{R}, \mathbb{C}\}\), where \(L_0\)-definable sets have finitely many connected components, the moreover part thus says that each \(X_j(K_1)\) is a union of some of the connected components of the skeleta \(S_r(K_1)\).

The proof of Theorem 4.6.4 is essentially the same as the proof of [15, Theorem 7.11]. We nevertheless repeat it, giving some more details. (The most tedious part is already done, namely in Proposition 4.5.7.)

We continue using Convention 4.4.8, in particular, Definitions 4.5.1, 4.5.2 and 4.6.2 can equivalently be applied in \(K\) (instead of \(K_1\)) and with the valuation topology.

The following lemma is a crucial ingredient to the proof of Whitney’s Condition (b):

**Lemma 4.6.6.** Let \(X \subseteq K^n\) be \(L(K_0)\)-definable, fix \(x \in K^n_0\) and \(y \in K^n\), suppose that \(\lambda := |y - x|\) is neither 0 nor 1 and let \(B := B_{<\lambda}(y)\) be the maximal ball around \(y\) not containing \(x\). Then \(\text{rtsp}_B(X)\) contains \(\text{res}(K \cdot (y - x))\).

**Proof.** Let \(X\) and \(x\) be fixed as in the lemma, and consider the set \(A\) of all those \(\lambda \in \text{VG}^X(K)\) for which there exists a counter-example to the claim, i.e., such that there exists a \(y \in K^n\) satisfying \(|y - x| = \lambda\) and such that \(\text{rtsp}_{B_{<\lambda}}(X)\) does not contain \(\text{res}(K \cdot (y - x))\).

By (1) and (2), the assumptions of [15, Theorem 7.4] are satisfied, which states that \(A\) is finite. (More precisely, the theorem states that \(A\) would be finite even if we would...
use \( \text{drtsp}_{B <\lambda}(y)(X) \) instead of \( \text{rtsp}_{B <\lambda}(y)(X) \).) The lemma now follows from (FS) and using that \( A \) is \( \mathcal{L}^{\text{geo}}(K_0) \)-definable: Using the total order on \( \text{VG}(K) \), each element of \( A \) lies in \( \text{dcl}_{\mathcal{L}^{\text{geo}}(K_0)} \subseteq \{0,1\} \).

We also quickly do a small computation that we will use:

**Lemma 4.6.7.** If, for \( v_1, v_2 \in K^n \), we have \( \text{res}(Kv_1) \neq \text{res}(Kv_2) \), then \( \text{res}(K(v_1 + v_2)) \) is contained in \( \text{res}(Kv_1) + \text{res}(Kv_2) \).

**Proof.** If \( |v_1| > |v_2| \), then \( \text{res}(K(v_1 + v_2)) = \text{res}(Kv_1) \), so the claim holds, and similarly if \( |v_2| > |v_1| \). In the last case, we may assume \( |v_1| = |v_2| = 1 \) (otherwise dividing \( v_1 \) and \( v_2 \) by some \( r \in K \) of valuation \( |v_1| \)). Then \( \text{res}(Kv_1) \neq \text{res}(Kv_2) \) implies that we also have \( |v_1 + v_2| = 1 \) and the lemma follows using that for \( v \in K^n \) satisfying \( |v| = 1 \), we have \( \text{res}(Kv) = \text{RF}(K) \text{ res}(v) \). \( \square \)

From now on, we fix \( \chi \) and \((S_r)_{r}\) as in Theorem 4.6.4, and we set \( S_r := S_r(K) \). Note that by Lemma 4.4.5, each \( S_r \) satisfies the assumptions of Proposition 4.5.7 (2), so we already have:

**Lemma 4.6.8.** For each \( r \), \( S_r \) is a \( r \)-dimensional \( \mathcal{L}_0 \)-manifold. Moreover, for every \( x \in S_r \), there exists a ball \( B \) around \( x \) such that \( \text{rtsp}_B(S_r) = \text{res}(T_xS_r) \).

**Proof.** This follows from Proposition 4.5.7. \( \square \)

**Lemma 4.6.9.** For every \( 0 \leq r < s \leq n \), the pair \((S_r, S_s)\) satisfies Whitney’s Condition (b), i.e., Definition 4.6.3 (3).

Note that the Grassmanian “\( \text{Gr}_r(K_0) \)” is somewhat ambiguous: its elements can either be considered as subspaces of \( K_0^n \) or, via the natural inclusion \( \text{Gr}_r(K_0) \subseteq \text{Gr}_s(K) \), as subspaces of \( K^n \). In the following proof, it almost does not matter which interpretation one uses, though we rather think of the second one.

**Proof of Lemma 4.6.9.** Let

\[
f_{r,s}: S_r \times S_s \rightarrow \text{Gr}_r(K) \times \text{Gr}_s(K), (x, y) \mapsto (K \cdot (x - y), T_yS_s)
\]

be as in Definition 4.6.2, let \( F \) be the topological closure of the graph of \( f_{r,s} \) and recall that we need to prove that for every \( x_0 \in S_r \), every \( V \in \text{Gr}_r(K) \) and every \( W \in \text{Gr}_s(K) \) such that \( (x_0, x_0, V, W) \in F \), we have \( V \subseteq W \). Since this condition is an \( \mathcal{L}_{\text{fine}} \)-sentence, it suffices to
prove it in $K_0$. We thus assume that $x_0 \in S_r(K_0)$, $V \in \text{Gr}^n_r(K_0)$ and $W \in \text{Gr}^n_s(K_0)$. Since res induces an isomorphism $K_0 \to RF(K)$, it suffices to show that res($V$) $\subseteq$ res($W$).

Set $B := B_{<1}(x_0) \subseteq K_0$. The set

$$B \times B \times \{V' \in K^n \mid \text{res}(V') = \text{res}(V)\} \times \{W' \in K^n \mid \text{res}(W') = \text{res}(W)\}$$

is an open neighbourhood of $(x_0, x_0, V, W)$ in $K^n \times K^n \times \text{Gr}^n_r(K) \times \text{Gr}^n_s(K)$, so by definition of $F$, it contains an element of the graph of $f_{r,s}$. In other words, there exist $x \in B \cap S_r$, and $y \in B \cap S_s$ such that res($K \cdot (x - y)$) = res($V$) and res($T_y S_s$) = res($W$). We fix such $x$ and $y$. We moreover fix a ball $B' \subseteq B$ (using Lemma 4.6.6) such that res($T_y S_s$) $\subseteq$ rtsp$_B''$($S_s$) (see Figure 5). What we have to show (the inclusion res($V$) $\subseteq$ res($W$)) can now be expressed as res($K \cdot (x - y)$) $\subseteq$ rtsp$_B''$($S_s$).

Set $U := \text{rtsp}_B''((S_s)_i)$, choose a projection $\pi_U : RF(K)^n \to \bar{U}$ and choose lifts $U \subseteq K^n$ and $\pi_U : K^n \to U$ which are $\mathcal{L}(0(K_0))$-definable. (Such lifts can be found by first pulling back $\bar{U}$ and $\pi_U$ to $K^n$ using res$_{K_0} : K^n \to RF(K)^n$, and then let $U$ and $\pi_U$ be defined by the same formulas as those pull-backs.) Given any $z \in B$, we denote by $F_z := \{z' \in B \mid \pi_U(z') = \pi_U(z)\}$ the corresponding $\pi_U$-fiber in $B$. By $\bar{U}$-riso-triviality of $(S_s)_i$, there exists a risometry $\psi : F_{x_0} \to F_y$ sending $S_i \cap F_{x_0}$ to $S_i \cap F_y$ for every $i$ (by Remark 3.3.12). We write $x - y$ as the sum of $v_1 := x - \psi(x_0)$ and $v_2 := \psi(x_0) - y$. Then we have res($K \cdot v_1$) $\subseteq$ $\bar{U}$ by Lemma 4.5.8 and $v_2 \in \ker \pi_U$. In particular, res($K \cdot v_1$) $\neq$ res($K \cdot v_2$), which implies (by Lemma 4.6.7) that to obtain res($K \cdot (v_1 + v_2)$) $\subseteq$ rtsp$_B''$($S_s$), it suffices to prove res($K \cdot \psi v_1$) $\subseteq$ rtsp$_B''$($S_s$) for $j = 1, 2$. For $j = 1$, this is clear: res($K \cdot v_1$) $\subseteq$ $\bar{U}$ $\subseteq$ rtsp$_B''$($S_s$). So it remains to prove the claim for $v_2$.

Set $y_0 := \psi^{-1}(y) \in F_{x_0}$. Since $\psi$ is a risometry, we have $\psi(v_2) = \psi(x_0 - y_0)$ and rtsp$_{F_{x_0}(B')}''$($S_s$) = rtsp$_{F_{x_0}(B')}''$($S_s$), where $B_0 \subseteq F_{x_0}$ is the ball around $y_0$ of the same radius as $B'$. To obtain res($K \cdot v_2$) $\subseteq$ rtsp$_B''$($S_s$), it thus suffices to prove res($K \cdot (y_0 - x_0)$) $\subseteq$ rtsp$_{B_0}$($S_s$). This follows by applying Lemma 4.6.6 to $S_i \cap F_{x_0}$, $x_0$ and $y_0$ (working in $F_{x_0}$ as the ambient space). Indeed, note that this $S_s \cap F_{x_0}$ is $\mathcal{L}(K_0)$-definable and that $|y_0 - x_0| < 1$, so by the lemma, we have res($K \cdot (x_0 - y_0)$) $\subseteq$ rtsp$_{B_0}$($S_s$) for some ball $B'_0 \subseteq F_{x_0}$ containing $B_0$. □

We now are already almost done with the proof of Theorem 4.6.4. By Lemma 4.6.8, $S_r$ is an r-dimensional manifold. By Lemma 4.4.11, $S_{<r}$ is closed, and by Lemma 4.6.9 Whitney’s Condition (b) is satisfied (i.e., Definition 4.6.2 (2)). It remains to verify the moreover part of the theorem, namely: if $X \subseteq K^n$ is an $\mathcal{L}(1(r))$-definable set which is a union of fibers of $\chi_K$, then $X \cap S_r$ is clopen in $S_r$ for every $r$. We show that $X \cap S_r$ is open in $S_r$; closedness is then obtained by applying the same argument to the complement of $X$.

We need to show that no $x \in S_r \cap X$ lies in the topological closure of $S_r \setminus X$. Since $K_0 \sim \mathbb{Z}_0$, it suffices to verify this for $x \in S_r \cap X \cap K_0^n$, so fix such an $x$ and set $B := B_{<1}(x)$. By Lemma 4.5.5 $(S_r, \chi_K)$ is r-riso-trivial on $B$ and hence so is $(S_r, X)$ (since $X$ is a union of fibers of $\chi_K$). Let $U \subseteq K^n$ be a lift of $U := \text{rtsp}_B''(S_r, X)$, let $\pi_U : B \to U$ be a lift of a projection $RF(K)^n \to \bar{U}$, and let $F \subseteq B$ be the $\pi_U$-fiber containing $x$. Since $F \cap S_r$ is a singleton by Lemma 4.5.8, it is equal to $\{x\}$; in particular, $F \cap S_r$ is a subset of $F \cap X$. Using $\bar{U}$-riso-triviality of $(S_r, X)$, we deduce that that $B \cap S_r \subseteq B \cap X$. This shows that $B$ is an open neighbourhood of $x$ disjoint from $S_r \setminus X$. □

4.7. Riso-stratifications of affine schemes. In this subsection, we work in the (ACF) case of Hypothesis 4.1.1 where $\mathcal{L}_0$ is the ring language extended by constants for some ring $R \subseteq K_1$.
(and \(\mathcal{R}_0 = \text{Th}_{\mathcal{L}_0}(K_1)\)). We want to associate a riso-stratification to a closed sub-scheme \(X\) of the affine space \(\mathbb{A}_R^n\). We could simply take the riso-stratification of the corresponding \(\mathcal{L}_0\)-definable subset of \(A^n\), but it seems that this would not be good enough for our application to Poincaré series (in Section 5.4); in particular, it would only capture the reduced structure \(X^{\text{red}}\) of \(X\). If \(X\) is a hypersurface defined by some polynomial \(f \in R[x_1, \ldots, x_n]\), then the problem can be fixed by taking the riso-stratification of the \(L^n\)-definable map \(\chi : \mathbf{VF}^n \rightarrow \mathbf{RV}, a \mapsto \text{rv}(f(a))\). We will do something similar for general \(X\), using generators of the ideal defining \(X\). To this end, we start by verifying that the result does not depend on the choice of generators. As usual, \(K, \mathcal{L}\) and \(\mathcal{T}\) are as in Convention 4.1.9.

**Lemma 4.7.1.** Suppose that \(I \subseteq R[x_1, \ldots, x_n]\) is an ideal and that \((f_1, \ldots, f_i)\) and \((f_1', \ldots, f_i')\) are two sets of generators of \(I\). Define
\[
\chi : \mathbf{VF}^n \rightarrow \mathbf{RV}^{(i)}, a \mapsto \text{rv}^{(i)}(f_1(a), \ldots, f_i(a))
\]
and
\[
\chi' : \mathbf{VF}^n \rightarrow \mathbf{RV}^{(i)}, a \mapsto \text{rv}^{(i)}(f_1'(a), \ldots, f_i'(a)).
\]
Then, for \(a, b \in \mathcal{O}(K)^n\) satisfying \(|a - b| < 1\), we have
\[
(4.19) \quad \chi_K(a) = \chi_K(b) \iff \chi'_K(a) = \chi'_K(b).
\]
In particular:

1. For any ball \(B \subseteq \mathcal{O}(K)^n\), we have \(\text{rtsp}_{B}(\chi_K) = \text{rtsp}_{B}(\chi'_K)\).
2. The riso-stratifications of \(\chi\) and of \(\chi'\) agree.

**Proof.** Fix any \(g \in I\) and write it as \(g = \sum h_if_i\), for \(h_i \in R[x_1, \ldots, x_n]\). Then for \(a \in \mathcal{O}(K)^n\), we have \(h_i(a) \in \mathcal{O}(K)\) (since \(R \subseteq \mathcal{O}(K)\)), so we obtain \(|g(a)| \leq \max_i |f_i(a)|\). Applying this to \(g := f_j'\) for \(j = 1, \ldots, \ell',\) and also applying the same argument with \((f_j)_i\) and \((f_j')_j\) swapped, we deduce \(\max_i |f_i(a)| = \max_j |f'_j(a)| =: \lambda_a\) for every \(a \in \mathcal{O}(K)^n\).

Now consider again \(g\) and \(a\) as before and additionally fix some \(b \in \mathcal{O}(K)^n\) satisfying \(|a - b| < 1\) and \(\chi_K(b) = \chi_K(a)\). Then we have \(|h_i(a) - h_i(b)| \leq |a - b| < 1\), since the constant terms of \(h_i(a)\) and \(h_i(b)\) cancel, and we obtain
\[
|h_i(b)f_i(b) - h_i(a)f_i(a)| = |h_i(b)(f_i(b) - f_i(a)) + (h_i(b) - h_i(a))f_i(a)|
\]
\[
\leq \max_i \{h_i(b)|f_i(b) - f_i(a)|, |h_i(b) - h_i(a)||f_i(a)| \} < \lambda_a.
\]

By summing this over \(i\), we obtain \(|g(b) - g(a)| < \lambda_a\). Applying this to \(g := f_j'\) for every \(j\), and using \(\max_j |f_j'(a)| = \lambda_a\), we deduce \(\chi'_K(a) = \chi'_K(b)\). The same argument with \((f_j)_i\) and \((f_j')_j\) swapped yields the other direction of (4.19).

Concerning the “in particular” parts:

1. By (4.19), a map \(B \rightarrow B\) straightens \(\chi_K\) if and only if it straightens \(\chi'_K\).
2. Since the shadow is defined in terms of riso-triviality on balls \(B\) of the size of the maximal ideal and contained in \(\mathcal{O}(K)^n\), (1) implies that the shadows of \(\chi\) and \(\chi'\) are equal. A similar argument yields that also the iterated shadows are equal. □

Using the lemma, we define:

**Definition 4.7.2.** Suppose that \(X \subseteq \mathbb{A}_R^n\) is a closed sub-scheme (for some \(n \geq 1\)), defined by an ideal \(I \subseteq R[x_1, \ldots, x_n]\). Then the riso-stratification \((S_i)_i\) obtained from any finite set of generators of \(I\) as in Lemma 4.7.1 is called the *algebraic riso-stratification* of the affine embedded scheme \(X\).
Remark 4.7.3. Given that $S_i$ is $L$-ring $(R)$-definable (and locally closed), one can consider it as a reduced locally closed subscheme of $A^n_R$. This the present setting, this seems more natural, to stay in the algebraic world.

Here is an example showing that the algebraic riso-stratification sees the non-reduced structure of schemes:

Example 4.7.4. Let $X \subseteq A^2$ be defined by the ideal $(y^2, xy) \subseteq Z[x, y]$ and let $(S_i)_i$ be its algebraic riso-stratification. We claim that $(0, 0) \in S_0(K_1)$. Indeed, consider the map $\chi: K_2 \rightarrow RV^{(2)}(K)$, $(a, b) \mapsto rv^{(2)}(b^2, ab)$ corresponding to the above two generators. To see the claim, it suffices to check that $\chi$ is not riso-trivial at all on the ball $M(K_2)$. Indeed, one easily verifies that even the map $(a, b) \mapsto ||(b^2, ab)|| = |b| \cdot ||(b, a)||$, which factors over $\chi$, is not riso-trivial at all.

In contrast, note that the corresponding reduced scheme $X^{\text{red}}$ is just the $x$-axis (defined by $(y)$), so the algebraic riso-stratification of $X^{\text{red}}$ has $S_0 = \emptyset$.

While we introduced algebraic riso-stratification only for affine schemes coming with a closed embedding into some affine space, one could ask whether, if one replaces $S_i$ by $S_i \cap X$, one obtains a notion which does not depend on the embedding. If this is the case, one might moreover hope to obtain a notion of riso-stratification for any (not necessarily affine) scheme of finite type. We leave this to follow-up work.

5. Application to motivic measure and Poincaré series

A motivation for this paper was to get a better understanding of Poincaré series. In this section, we finally provide the concrete application mentioned in the introduction. To this end, we first need do show that risometries preserve motivic volumes (Section 5.3), which also seems to be of independent interest. In addition, we need that riso-triviality is preserved under restriction to (suitable) subfields (Section 5.2). It turns out that both of these statements need the same additional technical assumption (in addition to Hypothesis 2.2.1), namely the one given in Hypothesis 5.1.1. We start by explaining how this assumption is useful.

5.1. Assumptions and the rigid partition. In the entire Section 5, in addition to Hypothesis 2.2.1, we impose the following condition on our theory $\mathcal{F}$:

**Hypothesis 5.1.1.** We assume that for every model $K \models \mathcal{F}$, the only definable (with parameters) additive subgroups of $RF(K)$ are $\{0\}$ and $RF(K)$ itself.

Note that this is true for example if the residue field is algebraically closed and carries the pure field language, or if it is real closed and carries an o-minimal language.

A first consequence of this hypothesis is the following:

**Lemma 5.1.2.** For every model $K \models \mathcal{F}$, every definable additive subgroup of $RF(K)^n$ is a vector sub-space of $RF(K)^n$.

**Proof.** We need to verify that any definable additive subgroup $U \subseteq RF(K)^n$ is closed under scalar multiplication. Pick $u \in U$ and apply Hypothesis [5.1.1] to the set $\{r \in RF(K) \mid ru \in U\}$; since it contains 1, it is equal to $RF(K)$. \qed

Hypothesis [5.1.1] implies that given any definable map $\chi: K^n \rightarrow RV^{\text{eq}}(K)$, the family of maximal 1-riso-trivial balls is “rigid with respect to risometries”, i.e., any risometry sending $\chi$ to itself sends each such ball to itself. In the rest of this subsection, we make this precise.
**Definition 5.1.3.** Let $K \models \mathcal{T}$ be a spherically complete model. Given a map $\chi : B_0 \to S$ for some ball $B_0 \subseteq K^n$ (where $n \geq 1$), we define the rigid partition $\text{Prig}_0 \subseteq \mathcal{P}(B_0)$ of $\chi$ as the set of the following balls and singletons: The balls are all maximal balls $B \subseteq B_0$ on which $\chi$ is 1-riso-trivial; the singletons are those elements of $B_0$ which are not contained in any ball on which $\chi$ is 1-riso-trivial.

For the following lemma, recall the rigid core $\text{Crig}_\chi$ introduced in Definition 3.4.2.

**Lemma 5.1.4.** Suppose that $K \models \mathcal{T}$ be a spherically complete model, that $B_0 \subseteq K^n$ is an $\mathcal{L}$-definable ball and that $\chi : B_0 \to \mathit{RV}^{eq}(K)$ is an $\mathcal{L}^{eq}$-definable map. Then we have the following:

1. $\text{Prig}_\chi$ is an $\mathcal{L}^{eq}$-definable partition of $B_0$. (Here $\mathcal{L}^{eq}$-definability is in the sense of Convention 2.1.5, as a subset of the power set $\mathcal{P}(B_0)$.)
2. Every $B \in \text{Prig}_\chi \setminus \text{Crig}_\chi$ is an open ball, and the smallest (closed) ball strictly containing $B$ contains an element of $\text{Crig}_\chi$ as a subset.
3. Suppose that $\chi' : B_0' \to \mathit{RV}^{eq}(K)$ is a second $\mathcal{L}^{eq}$-definable map and that there exists a risometry $\varphi : B_0 \to B_0'$ sending $\chi$ to $\chi'$. Then for each $B \in \text{Prig}_\chi$, the image $\varphi(B)$ is an element of $\text{Prig}_{\chi'}$. Moreover, the induced map $\tilde{\varphi} : \text{Prig}_\chi \to \text{Prig}_{\chi'}$ is $\mathcal{L}^{eq}$-definable, and it is already determined by $\chi$ and $\chi'$, i.e., for any other risometry $\varphi' : B_0 \to B_0'$ sending $\chi$ to $\chi'$, we have $\varphi' = \tilde{\varphi}$.
4. The definability statements in (1) and (3) hold uniformly in all spherically complete models of $\mathcal{T}$, i.e., given $\mathcal{L}^{eq}$-definable $B_0, B_0' \subseteq VF^n$ and $\chi : B_0 \to \mathit{RV}^{eq}, \chi' : B_0' \to \mathit{RV}^{eq}$, the partition $\text{Prig}_{\chi_K}$ of $B_0(K)$ can be defined by an $\mathcal{L}^{eq}$-formula not depending on $K$, and if for each spherically complete $K \models \mathcal{T}$ there exists a risometry $\varphi_K : \chi_K \to \chi_K'$, then the induced map $\tilde{\varphi}_K : \text{Prig}_{\chi_K} \to \text{Prig}_{\chi_K'}$ can be defined by an $\mathcal{L}^{eq}$-formula not depending on $K$.

Before we prove the lemma, we use it to introduce some definitions:

**Definition 5.1.5.** Using Lemma 5.1.4 we define the following:

- Given $\chi$ and $\chi'$ as in (3) which are in risometry, we denote by $\text{Prig}_{\chi \to \chi'}$ the map from $\text{Prig}_\chi$ to $\text{Prig}_{\chi'}$ induced by any risometry from $\chi$ to $\chi'$.
- Given $\chi : B_0 \to \mathit{RV}^{eq}, \chi' : B_0' \to \mathit{RV}^{eq}$ as in (4), we write $\text{Prig}_{\chi}$ the $\mathcal{L}^{eq}$-definable partition of $B_0$ satisfying $\text{Prig}_{\chi}(K) = \text{Prig}_{\chi_K}$ for every spherically complete $K \models \mathcal{T}$, and if $\chi_K$ and $\chi_K'$ are in risometry for every such $K$, then we write $\text{Prig}_{\chi \to \chi'}$ for the $\mathcal{L}^{eq}$-definable map from $\text{Prig}_{\chi}$ to $\text{Prig}_{\chi'}$ induced by such risometries.

**Proof of Lemma 5.1.4.** We prove the uniformity statements from (4) along with (1) and (3), respectively. (In those uniformity proofs, $K$ always runs over all spherically complete models of $\mathcal{T}$.)

(1) Definability of $\text{Prig}_\chi$ follows from the Riso-Triviality Theorem (more specifically from Corollary 3.1.3). Note that this also yields the uniform definability from (4).

To see that $\text{Prig}_\chi$ is a partition, first note that it is a collection of disjoint balls and singletons, so it suffices to verify that given any $x \in B_0$, we can find a $B \in \text{Prig}_\chi$ containing $x$. If $x$ does not lie in $C := \bigcup_{B \in \text{Crig}_\chi} B$, then we have $x \in B_{<\lambda}(x) \in \text{Prig}_\chi$, where $\lambda$ is the distance from $x$ to $C$, so now suppose that $x \in B \in \text{Crig}_\chi$. If $B$ is a singleton, then it is not contained in any 1-riso-trivial ball (by definition of $\text{Crig}_\chi$) and hence it is an element of $\text{Prig}_\chi$. Now assume that $B$ is a ball. If $\chi$ is 1-riso-trivial on $B$, then by definition of $\text{Crig}_\chi$,
\( \chi \) is not riso-trivial on every ball strictly containing \( B \), so again \( B \in \text{Prig}_\chi \). Otherwise, by Lemma 3.4.3 (3), \( B \) is a closed ball, and the maximal proper subball of \( B \) containing \( x \) lies in \( \text{Prig}_\chi \).

The above case distinction also proves (2).

(3) Clearly, \( \varphi \) sends \( \text{Crig}_\chi \) to \( \text{Crig}_\chi' \). By Lemma 3.3.2 the induced map \( \psi : \text{Crig}_\chi \to \text{Crig}_\chi' \) is independent of \( \varphi \), and \( \psi \) is \( \mathcal{L} \)-equ-definable uniformly in \( K \) (see Remark 3.3.3). This already defines \( \text{Prig}_{\chi \to \chi}'(B) \) for \( B \in \text{Prig}_\chi \cap \text{Crig}_\chi \). Now consider a \( B \in \text{Prig}_\chi \), which is disjoint from \( C := \bigcup_{B' \in \text{Crig}_\chi} B' \). Since \( B \) is a maximal ball disjoint from \( C \) and \( \varphi \) is a risometry, \( \psi \) uniquely determines \( \varphi(B) \), so \( \varphi(B) \) is independent of \( \varphi \), too, and the restriction of \( \text{Prig}_\chi \to \chi' \) to the set of those \( B \) is also \( \mathcal{L} \)-equ-definable (also uniformly in \( K \)). It remains to consider \( \text{Prig}_\chi \rightarrow \chi'(B) \) for balls \( B \) that are strictly contained in a ball \( \hat{B} \in \text{Crig}_\chi \). Recall (from the proof of (1)) that this only happens when \( \hat{B} \) is a closed ball and \( B \) is a maximal proper subball of \( \hat{B} \).

Let \( R \) and \( R' \) be the sets of maximal proper subballs of \( \hat{B} \) and \( \varphi(B) = \psi(B) \), respectively. The map \( R \to R' \) induced by \( \varphi \) is a translation in the sense that there exists a \( z \in K^n \) such that \( \varphi(B_1) = B_1 + z \) for every \( B_1 \in R \). We will show that there exists only one translation \( \tau : R \to R' \) such that \( \chi|_{B_1} \) is in isometry with \( \chi'|_{\tau(B_1)} \) for every \( B_1 \in R \). This implies that \( \varphi(B) = \tau(B) \) does not depend on \( \varphi \) and that \( \varphi(B) \) is definable from \( B \) (namely, using the Riso-Equivalence Theorem to define \( \tau \)).

To show that only one such translation exists, we may assume without loss that \( \hat{B} = \mathcal{O}(K)^n \), so that \( R \) can be identified with \( \mathcal{R}(K)^n \). Let \( X \) be the set of those \( x \in \mathcal{R}(K)^n \) such that \( \chi|_{\text{res}^{-1}(y)} \) and \( \chi|_{\text{res}^{-1}(x+y)} \) are in isometry for every \( y \in \mathcal{R}(K)^n \). If two different translations \( \tau_1, \tau_2 : R = \mathcal{R}(K)^n \to R' \) as above exist, then the composition \( \tau_1^{-1} \circ \tau_2 : \mathcal{R}(K)^n \to \mathcal{R}(K)^n \) is a translation by a non-zero element of \( X \), so to obtain that only one \( \tau \) exists, it suffices to show that \( X = \{0\} \).

Using that risometries can be composed, one obtains that \( X \) is an additive subgroup of \( \mathcal{R}(K)^n \). By Lemma 5.1.2 it is therefore an \( \mathcal{R}(K) \)-vector subspace. Suppose for contradiction that \( X \) is strictly bigger than \( \{0\} \) and fix any 1-dimensional vector subspace \( V \subseteq X \). We will prove that for every \( a \in \mathcal{R}(K)^n \), \( \chi \) is \( V \)-riso-trivial on \( B_a := \text{res}^{-1}(a) \). Together with \( V \subseteq X \), this then implies that \( \chi \) is \( V \)-riso-trivial on all of \( \mathcal{O}(K)^n \), which contradicts that \( \chi \) is not riso-trivial at all on \( \hat{B} = \mathcal{O}(K)^n \).

Fix \( a \in \mathcal{R}(K)^n \) and suppose that \( V \) is not contained in \( \hat{W} := \text{rtsp}_{B_a}(\chi) \). The we can choose a projection \( \bar{\pi} : \mathcal{R}(K)^n \to \hat{W} \) satisfying \( V \subseteq \ker \bar{\pi} \). Let \( \pi : K^n \to \hat{W} \) be a lift, and choose a fiber \( F \subseteq K^n \) of \( \pi \) satisfying \( F \cap B_a \neq \emptyset \). Then \( \chi|_{F \cap B_a} \) is not riso-trivial at all. Moreover, for every \( a' \in \mathcal{R}(K)^n \) satisfying \( a' - a \in V \subseteq X \), we also have \( \text{rtsp}_{B_{a'}}(\chi) = \hat{W} \) (by definition of \( X \)) and \( F \cap B_{a'} \neq \emptyset \) (by the choice of \( \pi \)), so \( \chi|_{F \cap B_{a'}} \) is not at all riso-trivial either. We thus just obtained infinitely many disjoint balls \( F \cap B_{a'} \) in \( F \) on each of which \( \chi \) is not riso-trivial at all. This contradicts that the rigid core \( \text{Crig}_\chi|_F \) of \( \chi \) restricted to \( F \) is finite.  \( \square \)

5.2. Restricting to subfields. In this subsection, we prove that under suitable assumptions, riso-triviality in a valued field \( K \) restricts nicely to substructures \( K_0 \subseteq K \). This will be needed to relate the riso-stratifications of \( \mathbb{C}^n \) constructed in Section 4 to Poincaré series, since riso-stratifications are defined using a nonstandard extension of \( \mathbb{C} \), which has a divisible value group, whereas Poincaré series are defined using \( \mathbb{C}(t) \).

We work in the following setting:
We assume Hypotheses 2.2.1 and 5.1.1, we fix a spherically complete model $K \models \mathcal{T}$, and we moreover fix a subfield $K_0 \subseteq K$ (not necessarily a model of $\mathcal{T}$) satisfying $\text{del}^\mathcal{T}_\omega(K_0) = K_0$ and $\text{del}^\mathcal{T}_{\omega+1}(K_0) = \text{rv}(K_0)$.

**Definition 5.2.1.** In this subsection, given any set $X \subseteq K^n$, we write $X_0 := X \cap K_0^n$ for the corresponding set in $K_0$. We call a bijection $\varphi : X \subseteq K^n \to X' \subseteq K'^n$ compatible with $K_0$ if it restricts to a bijection $X_0 \to X'_0$.

The main result of this subsection is the following:

**Proposition 5.2.2.** Suppose that $K$ and $K_0$ are as in $(\ast)$. Let $B \subseteq K^n$ (for some $n \geq 1$) be a $K_0$-definable ball satisfying $B_0 \neq \emptyset$ and let $\chi, \chi' : B \to \text{RV}^\omega(K)$ be $K_0$-definable maps. Then the following hold:

1. If $\chi$ is $d$-riso-trivial for some $d$, then there exists a straightener $\varphi : B \to B$ of $\chi$ witnessing this $d$-riso-triviality which is compatible with $K_0$ and such that moreover, $\chi \circ \varphi$ is definable with parameters from $K_0$.
2. If $\chi$ and $\chi'$ are in risometry, then there exists a risometry from $\chi$ to $\chi'$ which is compatible with $K_0$.

Recall (Definition 5.1.3, Lemma 5.1.4) that if there exists a risometry from $\chi$ and $\chi'$, then we have an induced map $\text{Prig}_{\chi \to \chi'} : \text{Prig} (\chi) \to \text{Prig}(\chi')$. The following lemma relates this to $K_0$:

**Lemma 5.2.3.** Suppose that $\chi$ and $\chi'$ are as in Proposition 5.2.2 and that $\varphi : B \to B$ is a risometry from $\chi$ to $\chi'$. For $B' \in \text{Prig}(\chi)$, the following are equivalent:

1. $B_0' \neq \emptyset$.
2. $B'$ is $K_0$-definable.
3. $\varphi(B_0') \neq \emptyset$.
4. $\varphi(B')$ is $K_0$-definable.

**Proof.** The equivalence $(2) \iff (4)$ follows from $\text{Prig}_{\varphi \to \varphi'}$ being $K_0$-definable (by Lemma 5.1.4), so we only need to prove (1) $\iff (2)$ (since (3) $\iff (4)$ then holds by symmetry).

The implication “$(1) \implies (2)$” follows from $\text{Prig}(\chi)$ being $K_0$-definable: Pick $a \in B' \cap K_0^n$; then $B'$ is the (unique) element of $\text{Prig}(\chi)$ containing $a$.

“$(2) \implies (1)$”: By Lemma 5.1.4 (2), we find a $K_0$-definable set $C$ consisting of one point in each element of $\text{Crig}_\chi$. In the case $B' \in \text{Crig}_\chi$, we thus obtain that the unique element of $C \cap B'$ lies in $\text{dcl}^\mathcal{T}_\omega(K_0)$ and hence in $K_0$. If $B' \not\in \text{Crig}_\chi$, then $B'$ is an open ball, and the smallest (closed) ball $B''$ strictly containing $B'$ contains an element of $\text{Crig}_\chi$ as a subset (by Lemma 5.1.4). In particular, the intersection $C'' := C \cap B''$ is non-empty. Note that it is also $K_0$-definable, so its barycenter, which we denote by $c$, lies in $\text{dcl}^\mathcal{T}_\omega(K_0)$. If $c \in B'$, we are done. Otherwise, we can write $B'$ as $B' = c + \text{rv}^{-1}(\xi)$, for some $\xi \in \text{RV}(K)$. By $K_0$-definability of $B'$ and $c$, we obtain $\xi \in \text{dcl}^\mathcal{T}_{\omega+1}(K_0) = \text{rv}(K_0)$ (where the last equality holds by $(\ast)$). Pick $b \in K_0$ satisfying $\text{rv}(b) = \xi$. Then $c + b \in B'$ does the job.

**Proof of Proposition 5.2.4.** Set $\widetilde{V} := \text{rtsp}_B(\chi) \subseteq \text{RF}(K)^n$ and $d := \text{dim} \widetilde{V}$. We prove both statements in a common nested induction: an outer induction on $n$, and for fixed $n$, an induction on $n-d$. If $n - d = 0$, both statements are trivial: the straightener in (1) and the risometry in (2) can be taken to be the identity.

As a preparation common for the inductive steps of both statements, we choose $\bar{\pi} : \text{RF}(K)^n \to \widetilde{V}$ and a lift $\pi : B \to V$, all of which are $K_0$-definable. Those can be obtained as follows:
By the Riso-Triviality Theorem [3.1.1] $\tilde{V}$ is $K_0$-definable. After a suitable permutation of coordinates, $\tilde{V}$ is the graph of a (linear) function $f: RF(K)^d \rightarrow RF(K)^{n-d}$ and we can define $\pi: RF(K)^n \rightarrow \tilde{V}$ to be the projection whose kernel is $\{0\}^d \times RF(K)^{n-d}$. Denote by $\bar{e}_1, \ldots, \bar{e}_d$ the standard basis of $RF(K)^d$. Then the basis $(\bar{v}_i)_i := (\bar{e}_i, f(\bar{e}_i))_i$ of $V$ lies in $dcl_{RF}(K_0) \subseteq dcl_{RF}(K_0)$. Since by $(\ast)$, this is equal to $rv(K_0)$, there exist $v_i \in O(K_0)^n$ satisfying $\text{res}(v_i) = \bar{v}_i$. Let $V$ be the vector sub-space of $K^n$ spanned by those $v_i$ and let $\pi: B \rightarrow V$ be the projection whose kernel is $\{0\}^d \times K^{n-d}$.

Proof of (1):
We may assume $d \geq 1$ (otherwise, take $\varphi$ to be the identity map).
Let $\varphi: B \rightarrow B$ be a $V$-straightener of $\chi$ respecting $\pi$-fibers (i.e., $\pi \circ \varphi = \pi$). We fix some $y_1 \in \pi(B_0)$ and additionally assume that $\varphi$ is the identity on $\pi^{-1}(y_1)$ (using Remark 3.3.10).
In particular, $\chi \circ \varphi = K_0$-definable, since it can be defined in terms of its restriction to the fiber over $y_1$ and $V$ (both of which are $K_0$-definable).

We will now partition $B$ into balls and singletons $B'$ and modify $\varphi$ on each of those $B'$ to make it compatible with $K_0$. More precisely, for each $B'$, we will find a risometry $\varphi': B' \rightarrow \varphi(B')$ compatible with $K_0$ and satisfying $\chi \circ \varphi' = \chi \circ \varphi|_{B'}$. (If $B'$ is a singleton, then obviously we have to set $\varphi' = \varphi|_{B'}$, but we still have to check that this $\varphi'$ is compatible with $K_0$.) We then let $\varphi'' = B \rightarrow B$ be the union of all those $\varphi': B' \rightarrow B'$. This is a risometry compatible with $K_0$, and since $\chi \circ \varphi'' = \chi \circ \varphi$, it is a straightener of $\chi$, as desired.

We choose the partition of $B$ to consist of those balls and singletons $B'$ satisfying the following property: We pick any $y \in \pi(B')$ and require that, for $F := \pi^{-1}(y) \subseteq B'$, $B' \cap F$ is an element of $\text{Prig}(\chi \circ \varphi)|_F$. Note that from $V$-translation invariance of $\chi \circ \varphi$, one obtains that the choice of $y \in \pi(B')$ does not matter: given another $y' \in \pi(B')$ and $F' := \pi^{-1}(y')$, we have $B' \cap F \in \text{Prig}((\chi \circ \varphi)|_F)$ if and only if $B' \cap F' \in \text{Prig}((\chi \circ \varphi)|_{F'})$. That those sets $B'$ form a partition of $B$ then follows from $\text{Prig}((\chi \circ \varphi)|_F)$ being a partition of $F$ for each $\pi$-fiber $F$.

Now fix a ball $B'$ from our partition of $B$; we need to find a $\varphi': B' \rightarrow \varphi(B')$ with the desired properties, i.e., compatible with $K_0$ and satisfying $\chi \circ \varphi' = \chi \circ \varphi|_{B'}$. If $\pi(B')_0 = \emptyset$, then we have $B'_0 = \emptyset$ and $\varphi(B'_0) = \emptyset$ (since $\pi(\varphi(B')) = \pi(B')$) and we can simply take $\varphi' = \varphi$, so suppose now that $\pi(B'_0) \neq \emptyset$.

Pick $y \in \pi(B'_0)$ and set $F := \pi^{-1}(y)$. By applying Lemma 5.2.3 to $\varphi|_F: (\chi \circ \varphi)|_F \rightarrow \chi|_F$, we obtain that $B' \cap F$ is disjoint from $K_0$ if and only if $\varphi(B' \cap F)$ is. In the disjoint case, we can again simply take $\varphi' = \varphi$, so suppose now that $B' \cap F \cap K_0 \neq \emptyset$. In particular (again by Lemma 5.2.3), $B' \cap F$ and $\varphi(B' \cap F)$ are $K_0$-definable, and hence so are $B'$ and $\varphi(B')$.

If $B'$ is a singleton, this implies $B' \subseteq K_0$ and $\varphi(B') \subseteq K_0$ so we are done: $\varphi' := \varphi|_{B'}$ is compatible with $K_0$. Otherwise, since $B' \cap F \subseteq \text{Prig}((\chi \circ \varphi)|_F)$, $(\chi \circ \varphi)|_{B' \cap F}$ is 1-riso-trivial. Therefore, $(\chi \circ \varphi)|_{B'}$ is $(d + 1)$-riso-trivial, so by induction on $n - d$, we can apply (2) to $\varphi|_{B'}$ to obtain (as desired) our risometry $\varphi': B' \rightarrow \varphi(B')$ compatible with $K_0$ and sending $(\chi \circ \varphi)|_{B'}$ to $\chi|_{\varphi'(B')}$. 

Proof of (2): Let $\chi$ and $\chi'$ be in risometry.

Case $d \geq 1$:

By (the proof of) (1), there exists a risometry $\varphi$ compatible with $K_0$ such that $\chi \circ \varphi$ is $V$-translation invariant and $K_0$-definable, so we may without loss assume that $\chi$ itself is $V$-translation invariant, and similarly for $\chi'$. Fix any $y_0 \in \pi(B_0)$. By induction on $n$, we find a risometry $\varphi$ from $\chi|_{\pi^{-1}(y_0)}$ to $\chi|_{\pi^{-1}(y_0)}$ which is compatible with $K_0$. We then extend $\varphi$ to
a map $B \to B$ in a $V$-translation invariant way. This $\varphi$ is clearly a risometry from $\chi$ to $\chi'$, and it is compatible with $K_0$ by our choice of $V$.

Case $d = 0$: We define the risometry $\varphi$ from $\chi$ to $\chi'$ by specifying $\varphi|_{B_1} : B_1 \to B'_1$ separately for each $B_1 \in \Prig_{\chi'}$, and where $B'_1 := \Prig_{\chi}(B_1)$. If $B_1$ is a singleton, then we let $\varphi|_{B_1}$ be the map sending that singleton to $B'_1$; this is compatible with $K_0$ by Lemma 5.2.3. If $B_1$ is a ball disjoint from $K_0$, then so is $B'_1$, and we can pick $\varphi|_{B_1}$ to be an arbitrary risometry from $\chi|_{B_1}$ to $\chi'|_{B'_1}$. Finally, if $B_1$ is a ball which has non-empty intersection with $K_0$, then by Lemma 5.2.3 both $B_1$ and $B'_1$ are $K_0$-definable, so we can find $\varphi|_{B_1} : B_1 \to B'_1$ using the above case $d \geq 1$.

5.3. Risometries preserve motivic measure. In this subsection, we make precise and prove the following statement: If Hypothesis 5.3.1 holds and $X_1$ and $X_2$ are two definable sets which are in risometry (where the risometry is not assumed to be definable), then they have the same motivic measure in the sense of Cluckers–Loeser motivic integration.

We start by fixing an appropriate setting (where motivic integration works) and by recalling some notation and terminology around motivic integration.

**Hypothesis 5.3.1.** In this subsection, in addition to Hypotheses 2.2.1 and 5.1.1 we assume:

1. We have an $\mathcal{L}_{\text{eq}}$-definable angular component map $\overline{\mathcal{C}} : \mathcal{VF} \to \mathcal{RF}$. In particular, we can and will identify $\mathcal{R} \mathcal{V}$ with $(\mathcal{R} \mathcal{F}^\times \times \mathcal{V} \mathcal{G}) \cup \{0\}$.
2. Each model $K \models \mathcal{I}$ is elementarily equivalent to an $\mathcal{L}$-structure whose underlying valued field is of the form $k((t))$, for $k$ a field of characteristic 0. In particular, $\mathcal{I}$ states that the value group is elementarily equivalent to $\mathcal{Z}$.
3. The structure on $\mathcal{V} \mathcal{G}$ induced by $\mathcal{L}_{\text{eq}}$ is the pure ordered abelian group structure.
4. $\mathcal{V} \mathcal{G}$ and $\mathcal{R} \mathcal{F}$ are orthogonal.

By [8 Theorem 5.8.2], those conditions imply that the main assumptions of [4] are satisfied, meaning that Cluckers–Loeser motivic integration is well-defined and works as desired.

The models of $\mathcal{I}$ we will consider in this subsection will all be of the form $K = k((t))$. Note that those are in particular spherically complete, since they are complete and the value group is discrete. Let us write $\mathcal{S}$ for the set of models of $\mathcal{I}$ of this form. By Hypothesis 5.3.1 (2), an $\mathcal{L}_{\text{eq}}$-definable set $X \subseteq \mathcal{V} \mathcal{F}^m \times \mathcal{R} \mathcal{F}^n \times \mathcal{V} \mathcal{G}^r$ is determined by the family of sets $(X(K))_{K \in \mathcal{S}}$. Such a family $(X(K))_{K \in \mathcal{S}}$ is called a “definable subassignment of $h[m, n, r]$” in [10] and an “$\mathcal{S}$-definable set” in [7]. In the present paper, we apply terminology from [7] [10] writing $X$ instead of $(X(K))_{K \in \mathcal{S}}$. In particular, we write $\mathcal{C}(X)$ for the ring of constructible motivic functions on $X$ (introduced in [10] Section 5). This ring depends on the theory $\mathcal{I}$. If we want to consider the corresponding ring for a theory $\mathcal{I}' \supseteq \mathcal{I}$ (possibly in an extended language), we denote it by $\mathcal{C}_{\mathcal{I}'}(X)$.

Recall that [10] provides a notion of integrability of constructible motivic functions, and that given an integrable $f \in \mathcal{C}(X)$, its motivic integral, denoted by $\text{pr}_X f$, is an element of $\mathcal{C}(\mathcal{P} \mathcal{T})$, where $\mathcal{P} \mathcal{T}$ stands for any $\mathcal{L}$-definable singleton set (e.g., $\mathcal{P} \mathcal{T} = \{0\} \subseteq \mathcal{V} \mathcal{F}$; the specific choice of $\mathcal{P} \mathcal{T}$ does not matter) and where $\text{pr} : X \to \mathcal{P} \mathcal{T}$ is the projection. Instead of writing $\text{pr}_X f$, we will use the more suggestive notation $\int_X f$ for the motivic integral of $f$. We will also use other suggestive notation, e.g., $\int_Y f$ for integral of the restriction of $f$ to $Y$, when $Y \subseteq X$.

Given $f \in \mathcal{C}(X \times Y)$ and $\text{pr} : X \times Y \to Y$ the projection, there is also a notion of relative integral: If $f$ is relatively integrable over $Y$, then we have a relative integral $\text{pr}_{Y} f = \text{pr}_{Y} f \in \mathcal{C}(Y)$, which one should think of as “$y \mapsto \int_{X \times Y} f(x, y) \, dx$”; see [10] Section 14.2.
Motivic integration yields a notion of motivic measure of a definable set, namely \( \mu(X) := \int_X 1_X \), where \( 1_X \in \mathcal{C}(X) \) is the constant 1 function. (Here, we assume that \( 1_X \) is integrable; this is always the case if \( X \) is bounded). Recall that the motivic measure is normalized in such a way that the valuation ring has measure 1 and that \( \mathbb{L} \in \mathcal{C}(\mathbb{pt}) \) denotes the inverse of the motivic measure of the maximal ideal.

In this paper, we only consider the “top-dimensional motivic measure”, i.e., if \( X \subseteq \mathbb{V}F^m \) has dimension less than \( m \), then its measure \( \mu(X) = 0 \). Formally, in terms of the graded ring \( C(X) \) of constructible uppercase-F-Functions from [10, Section 6], we consider an \( f \in \mathcal{C}(X) \) as an element of \( C^m(X) \) when \( X \subseteq \mathbb{V}F^m \times \mathbb{R}F^n \times \mathbb{V}G^r \).

We can now state a first version of the main result of this subsection; recall that we assume Hypothesis 5.3.1

**Proposition 5.3.2.** Let \( B_1, B_2 \subseteq \mathbb{V}F^n \) be \( \mathcal{L} \)-definable balls (for some \( n \geq 1 \)) and let \( X_1 \subseteq B_1 \) be \( \mathcal{L} \)-definable sets (for \( i = 1, 2 \)). Suppose that for every model of the form \( K = k((t)) \models \mathcal{I} \), there exists a risometry \( \varphi : B_1(K) \rightarrow B_2(K) \) sending \( X_1(K) \) to \( X_2(K) \). Then the motivic measures \( \mu(X_1), \mu(X_2) \in \mathcal{C}(\mathbb{pt}) \) are equal.

This can be generalized to a statement about integrals of motivic functions \( f_i \) on \( B_i \) being equal for \( i = 1, 2 \), though there are some subtleties. Here is a precise formulation:

**Proposition 5.3.3.** Let \( f \in \mathcal{C}(\mathbb{R}V^N) \) be a motivic function for some \( N \geq 1 \). For \( i = 1, 2 \), let \( B_i \subseteq \mathbb{V}F^n \) be an \( \mathcal{L} \)-definable ball, let \( h_i : B_i \rightarrow \mathbb{R}V \) be an \( \mathcal{L}^{eq} \)-definable map, and set \( f_i := h_i^*(\tilde{f}) \in \mathcal{C}(B_i) \). Suppose that for every model of the form \( K = k((t)) \models \mathcal{I} \), there exists a risometry \( \varphi : B_1(K) \rightarrow B_2(K) \) from \( h_{1,K} \) to \( h_{2,K} \). Then the motivic integrals \( \int_{B_1} f_1, \int_{B_2} f_2 \in \mathcal{C}(\mathbb{pt}) \) are equal.

Recall that \( h_i^*(\tilde{f}) \) is the pull-back of the motivic function \( \tilde{f} \) along \( h_i \). Note also that the condition that \( f_i \) is of the form \( h_i^*(\tilde{f}) \) is not a restriction: every motivic function in \( \mathcal{C}(B_i) \) can be written like this for some \( N \). However, asking \( \varphi \) to be a risometry from \( h_{1,K} \) to \( h_{2,K} \) seems to be stronger than just asking that it is a risometry from \( f_{1,K} \) to \( f_{2,K} \); to be more precise, it is not even clear what the latter should mean.

Clearly, Proposition 5.3.2 is a special case of Proposition 5.3.3, namely, by taking \( h_i : B_i \rightarrow \mathbb{R}V \) to be the indicator function of \( X_i \), and \( \tilde{f} \in \mathcal{C}(\mathbb{R}V) \) the indicator function of \( \{1\} \subseteq \mathbb{R}V \).

In the proof, we will use that motivic functions \( f \in \mathcal{C}(X) \) are determined by their values in the sense of [7]; we quickly recall this result. By a point of \( X \), we mean an element \( a \in X(K) \) for some model of the form \( K = k((t)) \models \mathcal{I} \). Given such a point \( a \) (we think of \( K \) as implicitly being part of the datum of \( a \)), the value of \( f \) at \( a \) is defined as \( f(a) := f|_{\{a\}} \in \mathcal{C}(\mathcal{I}(\mathbb{pt})) \), where \( \mathcal{I} = \text{Th}_{\mathcal{L}(a)}(K) \) is the theory of \( K \) in the language \( \mathcal{L} \) extended by a tuple of constant symbols for \( a \) (so that \{\( a \}\} is in \( \mathcal{L}(a) \)-definable bijection to \( \mathbb{pt} \)). By [7] Theorem 1, if two motivic functions \( f_1, f_2 \in \mathcal{C}(X) \) take the same value at every \( a \in X(K) \) for every \( K = k((t)) \models \mathcal{I} \), then \( f_1 = f_2 \) in \( \mathcal{C}(X) \).

**Proof of Proposition 5.3.3.** In the entire proof, \( K \) will always be a model of \( \mathcal{I} \) of the form \( K = k((t)) \).

The existence of the risometry \( \varphi : h_{1,K} \rightarrow h_{2,K} \) implies that we have \( \text{rtsp}_{B_1(K)} h_{1,K} = \text{rtsp}_{B_2(K)} h_{2,K} \). By the Riso-Triviality Theorem 3.1.1, this vector space is \( \mathcal{L}^{eq} \)-definable; as such, denote it by \( \tilde{U} \), i.e., \( \tilde{U}(K) = \text{rtsp}_{B_1(K)} h_{1,K} = \text{rtsp}_{B_2(K)} h_{2,K} \) for every \( K \). Given any

---

6This notion of evaluation of motivic functions is not the same as the one from [10, Section 5.4].
Given a \( \mathcal{L} \)-sentence \( \theta \), the desired equality \( \int_{B_1} f_1 = \int_{B_2} f_2 \) holds in \( \mathscr{C}(\mathfrak{pt}) \) if and only it holds in \( \mathscr{C}_{\mathcal{L} \cup \{\theta\}}(\mathfrak{pt}) \) and in \( \mathscr{C}_{\mathcal{L} \cup \{-\theta\}}(\mathfrak{pt}) \). This allows us to assume that \( d := \dim \mathbb{U}(K) \) does not depend on \( K \) and that there exists a coordinate projection \( \pi: \mathbf{VF}^n \to \mathbf{VF}^d \) such that for every \( K \), the corresponding projection \( \tilde{\pi}: \mathbf{RF}^n(K) \to \mathbf{RF}^d(K) \) induces a bijection \( \mathbb{U}(K) \to \mathbb{U}(K)^d \).

Note that the existence of the risometry \( \varphi \) implies that \( \mu(B_1) = \mu(B_2) \) in \( \mathscr{C}(\mathfrak{pt}) \).

**Case 1:** \( d = n \).

In this case, the maps \( h_{1,K} \) and \( h_{2,K} \) are constant and equal for every \( K \), i.e., there exists an \( \mathcal{L}^{eq} \)-definable element \( h_0 \in \mathbf{RV}^N \) such that \( h_{i,K}(x) = h_{0,K} \) for every \( K \) and every \( x \in B_i(K) \). Writing \( j: \mathfrak{pt} \to \mathbf{RV}^N \) for the \( \mathcal{L}^{eq} \)-definable map sending the point to \( h_0 \), we obtain

\[
\int_{B_i} f_i = \mu(B_i) \cdot j^*(\tilde{f}) \in \mathscr{C}(\mathfrak{pt}).
\]

Since \( \mu(B_1) = \mu(B_2) \), the proposition follows.

**Case 2:** \( 1 \leq d < n \).

We use an induction over \( n \), more precisely assuming that the proposition holds when the ambient space has dimension \( n - d \).

For \( i = 1, 2 \), set \( g_i := \text{pr}_i^* \pi(f_i) \in \mathscr{C}(\pi(B_1) \times \pi(B_2)) \), where \( \text{pr}_i : \pi(B_1) \times \pi(B_2) \to \pi(B_i) \) is the corresponding projection. (In informal notation, we have \( g_i(y_1, y_2) = \int_{\pi^{-1}(y_i)} f_i(x) dx \); in particular, \( g_i \) only depends on the variable \( y_i \).)

In particular, we have

\[
\int_{\pi(B_1) \times \pi(B_2)} g_1 = \mu(\pi(B_2)) \cdot \int_{\pi(B_1)} \pi(f_1) = \mu(\pi(B_2)) \cdot \int_{B_1} f_1,
\]

and analogously for \( g_2 \).

Fix a point \( (b_1, b_2) \in \pi(B_1(K)) \times \pi(B_2(K)) \) for some \( K = k(t) \models \mathcal{T} \), set \( \mathcal{T}' := \text{Th}_{\mathcal{L}(b_1, b_2)}(K) \), and denote by \( F_i := \pi^{-1}(b_i) \cap B_i \) the corresponding fibers, considered as \( \mathcal{L}(b_1, b_2) \)-definable sets in the theory \( \mathcal{T}' \). By Lemma 3.3.13, there exists a risometry from \( h_{1,K}|F_1(K) \) to \( h_{2,K}|F_2(K) \), so by induction (applied in \( \mathcal{T}' \)), we obtain

\[
g_1(b_1, b_2) = \int_{F_1} f_1 = \int_{F_2} f_2 = g_2(b_1, b_2)
\]

in \( \mathscr{C}_{\mathcal{T}'}(\mathfrak{pt}) \).

Since this equality holds for every point \( (b_1, b_2) \) of \( \pi(B_1) \times \pi(B_2) \), Theorem 1 implies that \( g_1 \) and \( g_2 \) are equal as elements of \( \mathscr{C}(\pi(B_1) \times \pi(B_2)) \). Combining this with (5.1) yields

\[
\mu(\pi(B_2)) \cdot \int_{B_1} f_1 = \int_{\pi(B_1) \times \pi(B_2)} g_1 = \int_{\pi(B_1) \times \pi(B_2)} g_2 = \mu(\pi(B_1)) \cdot \int_{B_2} f_2.
\]

Since \( \mu(\pi(B_1)) \) and \( \mu(\pi(B_2)) \) are equal and invertible in \( \mathscr{C}(\mathfrak{pt}) \), we obtain \( \int_{B_1} f_1 = \int_{B_2} f_2 \), as desired.

**Case 3:** \( d = 0 \).

Let \( B'_i \subseteq B_i \) be the union of all those elements of \( \text{Prig}_{h_i} \) which are balls. Since the difference \( B_i \setminus B'_i \) is finite, we have \( \int_{B_i} f_i = \int_{B'_i} f_i \), so it suffices to prove \( \int_{B'_i} f_1 = \int_{B'_i} f_2 \).

Given \( K = k(t) \models \mathcal{T} \) and \( a \in B'_i(K) \), we write \( B_a \subseteq K^n \) for the ball in \( \text{Prig}_{h_i}(K) \) containing \( a \).
Set \( Z := \{(x, y) \in B_1' \times B_1' \mid B_x = B_y\} \) and denote by \( \mathbb{1}_Z \in \mathcal{C}(B_1' \times B_1') \) its indicator function. Let \( g \in \mathcal{C}(B_1' \times B_1') \) be the motivic function defined by

\[
g(x, y) = f_1(y) \cdot \mathbb{1}_Z(x, y) \cdot \mu(B_y)^{-1}.
\]

More formally, by \( \mu(B_y)^{-1} \), we mean \( \mathbb{L}^n_{\alpha} \), where \( \alpha : B_1' \to \mathbb{V}G \) is the definable function sending \( y \) to \( \text{rad}_{a}(B_y) \), and where we temporarily use additive notation for \( \mathbb{V}G \). The (total) integral of \( g \) is equal to

\[
\int_{B_1'} \int_{B_1'} g(x, y) \, dx \, dy = \left[ \int_{B_1'} f_1(y) \cdot \int_{B_1'} \mathbb{1}_Z(x, y) \, dx \cdot \mu(B_y)^{-1} \, dy \right] = \int_{B_1'} f_1.
\]

In a similar way, we set \( Z' := \{(x, y) \in B_1' \times B_2' \mid \text{Prig}_{h_1 \to h_2}(B_x) = B_y\} \), define \( g' \in \mathcal{C}(B_1' \times B_2') \) by

\[
g'(x, y) = f_2(y) \cdot \mathbb{1}_Z(x, y) \cdot \mu(B_y)^{-1}
\]

and obtain

\[
\int_{B_2'} \int_{B_1'} g'(x, y) \, dx \, dy = \int_{B_2'} f_2.
\]

So it remains to show that the integrals of \( g \) and \( g' \) are equal. We do this by showing that the two functions become equal (in \( \mathcal{C}(B_1') \)) after integrating out the \( y \)-variable. Since motivic functions are determined by their values \( \mathbb{7} \) Theorem 1], it suffices to show that for every \( K = k((t)) = \mathcal{T} \) and every \( a \in B_1'(K) \), we have

\[
\int_{B_1'} f_1(y) \cdot \mathbb{1}_Z(a, y) \cdot \mu(B_y)^{-1} \, dy = \int_{B_2'} f_2(y) \cdot \mathbb{1}_Z(a, y) \cdot \mu(B_y)^{-1} \, dy
\]

in \( \mathcal{C}(\mathcal{T}'(\mathbf{pt})) \), where \( \mathcal{T}' = \text{Th}_{\mathcal{L}'}(K) \) and \( \mathcal{L}' = \mathcal{L}(a) \). From now on, we work in those \( \mathcal{L}' \) and \( \mathcal{T}' \). Write \( B_a \) for \( B_a \) considered as a model-independent \( \mathcal{L}' \)-definable set (so that \( B_a = B_a(K) \)). Let us consider the left hand side of (5.2) first: We have

\[
\int_{B_1'} f_1(y) \cdot \mathbb{1}_Z(a, y) \cdot \mu(B_y)^{-1} \, dy = \int_{B_a} f_1(y) \cdot \mu(B_y)^{-1} \, dy = \mu(B_a)^{-1} \cdot \int_{B_a} f_1,
\]

where the last equality uses that \( B_y = B_a \) for every \( y \in B_a \). In a similar way, we obtain that the right hand side of (5.2) is equal to \( \mu(B_a)^{-1} \cdot \int_{B_2'} f_2 \), where \( B_a' := \text{Prig}_{h_1 \to h_2}(B_a) \). Now equality of the two sides follows from \( \mu(B_a) = \mu(B_a') \) and by applying the \( d \geq 1 \) case to the restrictions \( f_1|_{B_a} \) and \( f_2|_{B_2} \).

\[ \square \]

5.4 Applications to Poincaré series. Finally, we have all the tools we need to show how riso-stratifications provide information about Poincaré series. We start by defining precisely the two notions of local motivic Poincaré series to which our result applies. To reduce the amount of notation to fix, we write things down working over \( \mathbb{C} \), but in this entire subsection, one can consider \( \mathbb{C} \) as being an arbitrary algebraically closed field of characteristic 0.

For the entire subsection, we fix a closed sub-scheme \( X \subseteq A^n_\mathbb{C} \) for some \( n \geq 1 \). Let us also fix polynomials \( f_1, \ldots, f_r \in \mathbb{C}[x_1, \ldots, x_n] \) generating the ideal defining \( X \). To this \( X \), we associate two different subsets of \((\mathbb{C}[t]/t^n)^n\), for every \( r \in \mathbb{N} \):

\[
\hat{Y}_r := X(\mathbb{C}[t]/t^r) = \{ a \mod t^r \mid a \in \mathbb{C}[t]^n, \forall i : f_i(a) \equiv 0 \mod t^r \}
\]

and

\[
Y_r := \text{im}(X(\mathbb{C}[t])) \to X(\mathbb{C}[t]/t^r) = \{ a \mod t^r \mid a \in \mathbb{C}[t]^n, \forall i : f_i(a) = 0 \}.
\]
To define the Poincaré series, we need a notion of motivic measure. We apply Section 5.3 in the following setting:

**Convention 5.4.1.** We work in the field \( \mathbb{C}((t)) \), which we consider as an \( \mathcal{L} \)-structure, where \( \mathcal{L} := \mathcal{L}_{\text{VF}}(\mathbb{C}) \cup \{ \pi \} \) consists of the valued field language \( \mathcal{L}_{\text{VF}} \) (see Notation 2.1.6) together with the standard angular component map \( \pi : \mathbb{C}((t)) \to \mathbb{RF}(\mathbb{C}((t))) = \mathbb{C} \) and a constant in the \( \mathbf{VF} \)-sort for each element of \( \mathbb{C} \subseteq \mathbb{C}((t)) \). We set \( \mathcal{F} := \text{Th}_{\mathcal{L}}(\mathbb{C}((t))) \).

Since \( \mathcal{F} \) is complete, an \( \mathcal{L} \)-definable set \( Z \subseteq \mathbb{C}((t))^n \) in this context is already determined by \( Z = Z(\mathbb{C}((t))) \). In particular, we can allow ourselves to write \( \mu(Z) \) (instead of \( \mu(Z) \)) for the motivic measure of \( Z \).

**Definition 5.4.2.** Given \( X, \tilde{Y} \) and \( Y \) as above and a \( \mathbb{C} \)-valued point \( a_0 \in X(\mathbb{C}) \subseteq \mathbb{C}^n \), we set
\[
\tilde{X}_{a_0,r} := \{ a \in \mathbb{C}[[t]]^n \mid \text{res}(a) = a_0 \land (a \mod t^r) \in \tilde{Y} \}
\]
and
\[
X_{a_0,r} := \{ a \in \mathbb{C}[[t]]^n \mid \text{res}(a) = a_0 \land (a \mod t^r) \in Y \},
\]
and then define the following two *local motivic Poincaré series* of \( X \) at \( a_0 \), both of which are elements of \( \mathcal{C}(\text{pt})[[T]] \):
\[
\tilde{P}_{X,a_0}(T) := \sum_{r \geq 1} \mathbb{L}^r \cdot \mu(\tilde{X}_{a_0,r}) \cdot T^r
\]
and
\[
P_{X,a_0}(T) := \sum_{r \geq 1} \mathbb{L}^r \cdot \mu(X_{a_0,r}) \cdot T^r.
\]

In that definition, for the motivic measures to make sense, we need the sets \( \tilde{X}_{a_0,r} \) and \( X_{a_0,r} \) to be \( \mathcal{L} \)-definable. Indeed, they can be defined as follows (using that \(|t|\) can be defined as being the biggest element less than 1 in the value group):
\[
\tilde{X}_{a_0,r} = \{ a \in \mathbb{C}[[t]]^n \mid \text{res}(a) = a_0 \land \max_i |f_i(a)| \leq |t^r| \}
\]
and
\[
X_{a_0,r} = \{ a \in \mathbb{C}[[t]]^n \mid \text{res}(a) = a_0 \land \exists b \in X(\mathbb{C}[[t]]): |b - a| \leq |t^r| \}
\]
(where we consider \( X(\mathbb{C}[[t]]) \) as a subset of \( \mathbb{C}[[t]]^n \)).

Before stating our main result, let us fix some (abuse of) notation:

**Notation 5.4.3.**
1. We let \( \mathcal{L}_0 := \mathcal{L}_{\text{Ring}}(\mathbb{C}) \) be the ring-language together with constants for \( \mathbb{C} \) and set \( \mathcal{F}_0 := \text{Th}_{\mathcal{L}_0}(\mathbb{C}) \). (Recall that we write \( \mathbf{A} \) for the only sort of \( \mathcal{L}_0 \).)
2. Given an affine scheme \( X \subseteq \mathbb{A}^n_\mathbb{C} \), say, defined by \( f = (f_1, \ldots, f_\ell) \in (\mathbb{C}[x_1, \ldots, x_n])^\ell \), we also write \( X \) for the \( \mathcal{L}_0 \)-definable set \( \{ a \in \mathbb{A}^n \mid f(a) = 0 \} \) corresponding to \( X \).
3. We identify the \( \mathbb{C} \)-valued points \( a \in X(\mathbb{C}) \) with closed points of \( X \).
4. Given a point \( a \in X(\mathbb{C}) \), we write \( T_a X \) for the tangent space of \( X \) at \( a \) considered as a subscheme of \( \mathbb{A}^n_\mathbb{C} \) (or as an \( \mathcal{L}_0 \)-definable subset of \( \mathbb{A}^n_\mathbb{C} \)), namely, defined by \( Df_a(x) = 0 \), where \( Df_a \) is the total derivative of \( f \) at \( a \). Thus, in our notation, the Zariski tangent space \( (m_a/m_a^2)^* \) is denoted by \( T_a X(\mathbb{C}) \) (where \( m_a \) is the maximal ideal of the local ring of \( X \) at \( a \)).

---

\(^7\)To formally make sense of \( \pi \), one can either add \( \mathbf{RF} \) as a sort to \( \mathcal{L} \) or make it \( \mathcal{L}^{\text{set}} \)-definable by putting a suitable predicate onto \( \mathbf{VF}^2 \).
Our main result states (in two variants) that if \((S_u)_d\) is the riso-stratification of \(X\), then its local motivic Poincaré series at a point \(a_0 \in S_u(C)\) can be computed from the local Poincaré of \(X \cap W\) at \(a_0\) in a natural way, where \(W\) is any linear subspace through \(a_0\) which is transversal to \(S_u\).

**Theorem 5.4.4.** Let \(X \subseteq \mathbb{A}_C^n\) be a closed sub-scheme, and let \((S_i)_i\) be either

1. its algebraic riso-stratification (Definition 4.7.2), or
2. the riso-stratification of \(X\) in the sense of Definition 3.4.1, where we consider \(X\) as an \(\mathcal{L}_0\)-definable set as described in Notation 5.4.3.

Fix some \(a_0 \in X(C) \cap S_u(C)\) for some \(0 \leq d \leq n\), and fix an \((n-d)\)-dimensional linear subspace \(W \subseteq \mathbb{A}_C^n\) containing \(a_0\) such that the tangent spaces \(T_{a_0}W(C) = (W - a_0)\) and \(T_{a_0}S_d(C)\) are complements of each other in \(\mathbb{C}^n\).

Then we have

\[
P_{X,a_0}(T) = L^{-d} \cdot P_{X \cap W,a_0}(L^d \cdot T).
\]

If \((S_i)_i\) is the algebraic riso-stratification of \(X\) (Case (1)), then we additionally have

\[
\tilde{P}_{X,a_0}(T) = L^{-d} \cdot \tilde{P}_{X \cap W,a_0}(L^d \cdot T).
\]

**Remark 5.4.5.** Note that the right hand sides of (5.5) and (5.6) are just the local Poincaré series of “\(X\) made translation invariant”, i.e., of \((X \cap W) + T_{a_0}S_d \cong (X \cap W) \times \mathbb{A}_C^d\).

The proof of Theorem 5.4.4 can easily be adapted to other kinds of Poincaré series, e.g., the multi-variable series from [10, Theorem 1.4.1]. We leave it to the reader to work out the details.

**Proof of Theorem 5.4.4.** We start by working in the setting of Section 4 (see Convention 4.1.9), taking \(\mathcal{L}_0 = \mathcal{L}_{\text{ring}}(C)\) and \(\mathcal{R}_0 = \text{Th}_{\mathcal{L}_0}(C)\) as in Notation 5.4.3 and with \(K \subseteq \mathcal{L}_0, K_1 = K_0 = C\). (In particular, we are currently *not* following Convention 5.4.1.) Note that these choices also fit to Section 4.7 where the algebraic riso-stratification is defined.

Let \(X, (S_i)_i, a_0,\) and \(W\) be given as in the theorem. More precisely, we first prove (5.6), so let us assume that \((S_i)_i\) is the algebraic riso-stratification of \(X\), i.e., the riso-stratification of the \(\mathcal{L}^e\)-definable map \(\chi: \mathbf{VF}^n \rightarrow \mathbf{RV}^n, A \mapsto \mathbf{rv}(a(f_1(a), \ldots, f_\ell(a)))\). (Recall that we fixed generators \(f_i\) of the ideal defining \(X\).)

Set \(B := \{a \in O(K)^n \mid \text{res}(a) = a_0\}\), let \(U := T_{a_0}S_d \subseteq \mathbb{A}_C^n\) be the tangent space of \(S_d\) at \(a_0\) (in the sense of Notation 5.4.3) and set \(\bar{U} := U(C)\). By Proposition 4.5.7, we have \(\bar{U} = \text{rtsp}_B((S_i(K)_i))\), so by Lemma 4.4.5 \(\chi_K\) is \(\bar{U}\)-riso-trivial on \(B\).

Since \(K\) is (spherically) complete, we can embed \(C((t))\) into \(K\) by sending \(t\) to any element of valuation less than 1; fix such an embedding and consider \(\mathbb{C}((t))\) as a subfield of \(K\) in this way. Working in the \(\mathcal{L}\)-structure \(K\), we have \(\text{dcl}_{\mathcal{L}}(\mathbb{C}((t))) = \mathbb{C}((t))\) and \(\text{dcl}_{\mathcal{L}^e}(\mathbb{C}((t))) = \mathbf{rv}(\mathbb{C}((t)))\), so Proposition 5.2.2 applies, yielding that there exists a straightener \(\varphi: B \rightarrow B\) witnessing \(\bar{U}\)-riso-triviality of \(\chi_K\) which respects \(\mathbb{C}((t))\), i.e., \(\varphi\) restricts to a map \(\varphi_0\) from \(B_0 := B \cap \mathbb{C}((t))^n\) to itself.

From now on (and for the remainder of the proof), we work in the structure \(\mathbb{C}((t))\), and we let \(\mathcal{L} = \text{Th}_{\mathcal{L}}(\mathbb{C}((t)))\) be as in Convention 5.4.1. We also from now on consider \(X\) as an \(\mathcal{L}^e\)-definable map for these \(\mathcal{L}\) and \(\mathcal{R}\). With these conventions, the map \(\varphi_0\) witnesses that \(\chi := \chi_{\mathbb{C}((t))}\) is \(\bar{U}\)-riso-trivial on \(B_0\).

The set \(X_{a_0,r}\) appearing in the definition of the Poincaré series \(\tilde{P}_{X,a_0}(T)\) can be written as

\[
X_{a_0,r} = \{a \in B_0 \mid |\chi(a)| \leq |t'|\}.
\]
where the natural map from $RV(t)$ to $VG$ (sending $rv(t)(b)$ to $|b|$ for $b \in K^t$) is denoted by $| \cdot |$. Therefore, $\bar{U}$-riso-triviality of $\chi$ on $B_0$ also implies $\bar{U}$-riso-triviality of $\tilde{X}_{a_0,r}$ on $B_0$. Set $V := \tilde{T}_a W \subseteq \mathbb{A}^n_{\mathbb{C}}$ (so that $W(\mathbb{C}) = V(\mathbb{C}) + a_0 \subseteq \mathbb{C}^n$), $U := U(\mathbb{C}(t))$, $V := V(\mathbb{C}(t))$, denote by $\pi_U : \mathbb{C}(t)^n \to U$ the projection whose kernel is $V$, and let $\psi : B_0 \to B_0$ be a $U$-straightener of $\tilde{X}_{a_0,r}$, i.e., such that $X' := \psi^{-1}(\tilde{X}_{a_0,r})$ is $U$-translation invariant. By the assumption that $V(\mathbb{C})$ is a complement of $\bar{U} = U(\mathbb{C})$, we may additionally suppose that $\psi$ respects $\pi_U$-fibers and that $\psi$ is the identity on the $\pi_U$-fiber $F := W(\mathbb{C}(t)) \cap B_0$ (see Remark 3.3.10). This ensures that $X'$ is $\mathcal{L}$-definable. More precisely, if we define $g : B_0 \to F$ to send $a \in B_0$ to the unique $b \in F$ satisfying $b - a \in U$, then we have $X' = g^{-1}(\tilde{X}_{a_0,r} \cap F)$. This allows us to express the motivic measure of $\tilde{X}_{a_0,r}$ in terms of the motivic measure of $\tilde{X}_{a_0,r} \cap F$, as follows.

Since motivic measure is preserved by risometries (Proposition 5.3.2), and since each fiber of $g$ is a $d$-dimensional maximal ideal sized ball (and hence has measure $\mathbb{L}^{-d}$), we obtain

\[(5.7) \quad \mu(\tilde{X}_{a_0,r}) = \mu(X') = \mathbb{L}^{-d} \cdot \mu_{n-d}(\tilde{X}_{a_0,r} \cap F),\]

where by $\mu_{n-d}$, we mean the $(n - d)$-dimensional motivic measure on $F$ (obtained e.g. by identifying $F$ with $(t\mathbb{C}[t])^{n-d}$).

Now we do a similar computation for the Poincaré series of $X \cap W$. Denoting by $\tilde{Z}_{a_0,r}$ the sets whose measures we need to consider (so that $\tilde{P}_{X \cap W,a_0}(T) = \sum_{r \geq 1} \mathbb{L}^n \cdot \mu(\tilde{Z}_{a_0,r}) \cdot T^r$), we have

\[\tilde{Z}_{a_0,r} = \{-a \in B_0 | |a| \leq |t'| \wedge |h(\mathbb{C}(t))| \leq |t'|\},\]

where $h : A^n \to A^d$ is a tuple of linear polynomials over $\mathbb{C}$ defining $W$, considered as an $\mathcal{L}_0$-definable map. Note that the fibers of $h(\mathbb{C}(t))$ are exactly the fibers of $\pi_U$ and that we have

\[\tilde{Z}_{a_0,r} = \tilde{X}_{a_0,r} \cap \pi_U^{-1}(B_U),\]

for $B_U := \{u \in U | |u - \pi_U(a_0)| \leq |t'|\}$. Since $\psi$ respects $\pi_U$-fibers, the set $\psi^{-1}(\tilde{Z}_{a_0,r})$ is equal to $X' \cap \pi_U^{-1}(B_U)$, and a similar computation as before (now using the restriction of $g$ to $B_0 \cap \pi_U^{-1}(B_U)$, whose fibers are $d$-dimensional balls of closed radius $|t'|$) yields

\[\mu(\tilde{Z}_{a_0,r}) = \mathbb{L}^{-dr} \cdot \mu_{n-d}(\tilde{X}_{a_0,r} \cap F).\]

Combining this with (5.7) yields

\[\mu(\tilde{X}_{a_0,r}) = \mu(\tilde{Z}_{a_0,r}) \cdot \mathbb{L}^{d(r-1)},\]

and this implies (5.6):

\[\tilde{P}_{X,a_0}(T) = \sum_{r \geq 1} \mathbb{L}^n \cdot \mu(\tilde{X}_{a_0,r}) \cdot T^r = \sum_{r \geq 1} \mathbb{L}^n \cdot \mu(\tilde{Z}_{a_0,r}) \cdot \mathbb{L}^{d(r-1)} \cdot T^r = \mathbb{L}^{-d} \cdot \sum_{r \geq 1} \mathbb{L}^n \cdot \mu(\tilde{Z}_{a_0,r}) \cdot (\mathbb{L}^dT)^r = \mathbb{L}^{-d} \cdot P_{X \cap W,a_0}(\mathbb{L}^dT).\]

To obtain a proof of (5.5), now assuming that $(S_i)_i$ is either the riso-stratification or the algebraic riso-stratification of $X$, we adapt the above proof of (5.6) as follows:

If we work with the (non-algebraic) riso-stratification of $X$, we define $\chi$ to be the indicator function of $X$. (Otherwise, we keep $\chi$ as before.)

Instead of working with $\tilde{X}_{a_0,r}$, we need to use $X_{a_0,r}$. While this set cannot be expressed directly in terms of $\chi = \chi(\mathbb{C}(t))$, we can use Lemma 3.3.17 to deduce that a straightener
\( \varphi_0 : B_0 \to B_0 \) of \( \chi \) also straightens the tubular neighbourhood \( X_{a_0,r} \) of \( X(\mathbb{C}(t)) \cap B_0 \). We can therefore continue the proof as for \( \tilde{P}_{X,a_0}(T) \) and obtain
\[
\mu(X_{a_0,r}) = \mathbb{L}^{-d} \cdot \mu_{n-d}(X_{a_0,r} \cap F).
\]

As before, we then do a similar computation for \( P_{X \cap W,a_0}(T) = \sum_{r \geq 0} \mathbb{L}^{r(n-d)} \cdot \mu(Z_{a_0,r}) \cdot T^r \).

Using that \( Z_{a_0,r} \) is a tubular neighbourhood of \( X(\mathbb{C}(t)) \cap W(\mathbb{C}(t)) \cap B_0 \), we again obtain \( Z_{a_0,r} = X_{a_0,r} \cap \pi_U^{-1}(B_U) \) (for the same \( B_U \subseteq U \) as before), and then the rest of the proof is unchanged. \( \square \)

We end this section with an example showing that the conclusion of Theorem 5.4.4 would not hold if \( (S_i)_i \) would be a Whitney or Verdier stratification. The set \( X \) in that example is due do Mostowski [18].

**Example 5.4.6.** Set \( X(\mathbb{C}) := \{(x,0,0,w) \mid x,w \in \mathbb{C}\} \cup \{(x,x^2,xw,w) \mid x,w \in \mathbb{C}\}, S_1 := \{(0,0,0)\} \times \mathbb{C} \) and \( S_2 := X \setminus S_1 \). This is a Verdier stratification of \( X \), but the local motivic Poincaré series \( P_{X,(0,0,0,0)}(T) \) does not satisfy the formula (5.5) from Theorem 5.4.4.

We leave it to the reader to verify that this \( (S_i)_i \) is a Verdier stratification (this is straightforward), but we will explain below how to compute the local motivic Poincaré series without too much effort.

Note that this in particular shows that \( (S_i)_i \) is not a riso-stratification. One can also check directly that \( X(K) \) is not 1-riso-trivial on the infinitesimal neighbourhood \( \mathcal{M}(K)^4 \) of the origin (e.g. for \( K = \mathbb{C}((t^2)) \), and hence that the riso-stratification of \( X \) puts the origin into the 0-dimensional skeleton.

**Proof of the second statement of Example 5.4.6.** We compute the local motivic Poincaré series of \( X(\mathbb{C}) \) around 0.

First note that for any point \( p = (x,y,z,w) \in (t\mathbb{C}[[t]])^4 \), the (valuative) distance from \( p \) to \( X := X(\mathbb{C}(t)) \) is realized by a point in the same \( x,w \)-plane, so distances appearing in the definition of the Poincaré series (in (5.4)) can be computed entirely within those planes.

The intersection of \( X \) with such a plane is of the form \( \{(0,0),(x^3,xw)\} \), i.e., it consists of two (possibly equal) points of valuative distance \( |(x^3,xw)| = |t^r| \) which both lie in \( (t\mathbb{C}[[t]])^2 \).

The local motivic Poincaré series around \( (0,0) \) of such a two-point-set is
\[
P_r(T) := \frac{T + T^{r+1}}{1 - T}.
\]

(This is an easy computation involving some geometric series.) If \( |x| = |t^s| \) and \( |w| = |t^{s'}| \), then \( |(x^3,xw)| = |t^{\min(3s,s+s')}| = |t^{r(s,s')}| \), so one obtains the local motivic Poincaré series of \( X \) by summing over \( s \) and \( s' \) as follows:
\[
P_{X,(0,0,0,0)}(T) = \sum_{s,s' \geq 1} (1 - \mathbb{L}^{-1})^2 \mathbb{L}^{-s-s'} P_{r(s,s')}(\mathbb{L}^2 T).
\]

One way to obtain this formula is to express the measures of the sets appearing in the Poincaré series of \( X \) as integrals running over \( x \) and \( w \), of the corresponding measure within
the \( x\)-\( w \)-plane.) A tedious but straight forward computation\(^8\) then yields
\[
P_{X,(0,0,0)}(T) = \frac{T - LTL^2 + (L^4 - 2L^3 + L^2)T^3 + (L^5 - L^4 - L^3)T^4 + (-L^5 + 2L^4)T^5}{(1 - L^2T)(1 - LTL)(1 - L^3T^3)}.
\]

Using the same methods, one also obtains the local motivic Poincaré series of the intersection of \( X \) with \( W := \mathbb{A}^3 \times \{0\} \), namely:
\[
P_{X \cap W,(0,0,0)}(T) = \sum_{s \geq 1} (1 - L)^{-s} P_{s,s}(LT) = \frac{T + (L - 2)T^4}{(1 - LTL)(1 - T^3)}.
\]
Clearly, \( L^{-1}P_{X \cap W,(0,0,0)}(LT) \neq P_{X,(0,0,0,0)}(T) \), showing that Theorem 5.4.4 indeed would not hold for the stratification of \( X \) given in the example. \( \square \)
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