Parallel Neural Local Lossless Compression

Mingtian Zhang\textsuperscript{1,2} James Townsend\textsuperscript{1} Ning Kang\textsuperscript{2} David Barber\textsuperscript{1}

\textsuperscript{1}AI Center, University College London, \\ {m.zhang,james.townsend,d.barber}@cs.ucl.ac.uk \\
\textsuperscript{2}Huawei Noah’s Ark Lab \\ kang.ning2@huawei.com

Abstract

The recently proposed Neural Local Lossless Compression (NeLLoC) \cite{27}, which is based on a local autoregressive model, has achieved state-of-the-art (SOTA) out-of-distribution (OOD) generalization performance in the image compression task. In addition to the encouragement of OOD generalization, the local model also allows parallel inference in the decoding stage. In this paper, we propose two parallelization schemes for local autoregressive models. We discuss the practicalities of implementing the schemes and provide experimental evidence of significant gains in compression runtime compared to the previous, non-parallel implementation. The implementations of the proposed parallelized compression methods are available at \url{https://github.com/zmtomorrow/ParallelNeLLoC}.

1 Introduction

Lossless compression is an important application of probabilistic modelling. Given a model $p_{\theta}(x)$ that approximates an underlying distribution $p_d(x)$, a lossless compressor can be built using $p_{\theta}$, with compression length approximately equal to $-\log_2 p_{\theta}(x')$ for test data $x'$. Many models have been successfully used to compress image data, e.g. Variational Auto-Encoder (VAE) \cite{11} based compressors \cite{23,24,12,18,10} or flow based compressors \cite{9,1,30}, achieving significantly better compression rates than traditional codecs such as PNG \cite{2} or WebP \cite{13}.

Most of the recent works on model-based compressors have focused on compressing test data $x'$ that comes from the same distribution as the training data $x' \sim p_d(x)$ \cite{23,12,18,1,30}. However, in practice, in downstream tasks data may come from a different distribution $x' \sim p_o \neq p_d$, and we would like to design probabilistic models with good out-of-distribution (OOD) generalization ability, whilst still achieving near state-of-the-art results on in-distribution test data.

Recent work \cite{27} shows that it is possible for image models to generalize well to OOD data based on the following hypothesis \cite{20,8,27,29}: local features (like smoothness, edges, corners etc.) are shared by different (natural) image distributions and dominate the log-likelihood, whereas non-local features (like semantics) are not shared. Figure 1 gives a graphical illustration of the hypothesis. This hypothesis suggests that learning the non-local features that are specific to one distribution may hurt the OOD generalization performance, which has also been empirically verified in \cite{27}. Therefore, to encourage OOD generalization, a local model can be used to build the lossless compressor. Under this intuition, paper \cite{27} proposed the Neural Local Lossless Compressor (NeLLoC), which uses an autoregressive model with local dependency to ensure it can only learn local features.

\begin{figure}[h]
\centering
\includegraphics[width=0.3\textwidth]{figure1.png}
\caption{Graphical visualization of the hypothesis. We use $x$ and $y$ to represent two different image distributions $p(x), p(y)$; $f_1$ to indicate the shared local features and $f_x, f_y$ are the non-local features that are specific to $p(x)$ and $p(y)$ respectively.}
\end{figure}
2 Lossless Compression with Autoregressive Models

Assuming each image \( x \) has \( D \times D \) byte valued pixels \( x_{ij} \in \{0, \cdots, 255\} \). A full autoregressive model can be written as

\[
p_f(x) = \prod_{ij} p(x_{ij} | x_{[1:i−1,1:D]}, x_{[i,1:j−1]}),
\]

where \( x_{[1:i−1,1:D]} = \emptyset \) when \( i = 1 \) and \( x_{[i,1:j−1]} = \emptyset \) when \( j = 1 \). In practice, this full autoregressive model can be implemented by various structures, such as PixelRNN [25], PixelCNN [25, 19] or Transformers [4]. The model is then trained by minimizing the KL divergence between the data distribution \( p_d \) and the model \( p_f \), which can be further approximated by a Monte-Carlo approximation with finite training data samples \( \{x^1, \cdots, x^N\} \sim p_d(x) \)

\[
\text{KL}(p_d(x)||p_f(x)) = -\int p_d(x) \log p_f(x) dx - \text{H}(p_d) \approx -\frac{1}{N} \sum_{n=1}^N \log p_f(x^n) + \text{const.},
\]

where the entropy of the data distribution \( \text{H}(p_d) \) is a constant. Once we have learned the model \( p_f(x) \), a stream coder is introduced to build an bijection between a given image \( x' \) and a binary string \( s \) with length \( \text{len}(s) \approx -\log_2 p_f(x') \). When \( p_f \rightarrow p_d \), the length \(-\log_2 p_f(x')\) approaches the optimal compression length under Shannon’s source coding theorem [21]. Popular stream coders include Arithmetic Coding (AC) [26] and Asymmetric Numeral System (ANS) [6], we refer the reader to [14] and [22] for a detailed introduction of AC and ANS coders respectively.

Note that, for a full autoregressive model, the decoding of \( i \)th pixel of image \( x' \) requires the distribution of \( x_i \), which requires firstly decoding all the previous pixels \( x'_{1:i−1} \) to infer \( p(x_i|x', \cdots, x'_{i−1}) \). Therefore, the sequential inference mechanism in the decoding stage scales with \( O(D^2) \).

2.1 Local Autoregressive Models

We define a local autoregressive model \( p_l(x) \) with dependency horizon \( h \) to be an autoregressive model where each pixel depends only on previous pixels in a local region specified by \( h \). To be precise, local model \( p_l(x) \) can be written as

\[
p_l(x) = \prod_{ij} p(x_{ij} | x_{[i−h;i+h−h,j−h,j+h]}, x_{[i,j−h,j+h−1]}),
\]

with zero-paddings used in cases where \( i \) or \( j \) are smaller than \( h \). Figure 2b shows the dependency relationship between pixels in a local autoregressive model, compared to a full autoregressive model (Figure 2a), where each pixel depends on all previous pixels.

The local autoregressive model can be efficiently implemented by a simple modification of the PixelCNN structure [25, 27]. Specifically, given a dependency horizon \( h \), the local PixelCNN can be constructed by letting the first masked convolutional layer have kernel height \( (h + 1) \) and width \( 2h + 1 \) and letting the subsequent layers be \( 1 \times 1 \) convolutions. In this case, the dependency horizon just depends on the kernel size of the first masked convolutional kernel.

The compression implementation provided in [27] uses a sequential inference mechanism that is the same as in the full autoregressive model, with time complexity in \( O(D^2) \). However, for a local autoregressive model, there exist pixels that are conditional independent given the previous observed (decoded) pixels, allowing parallel inference in the decoding stage. In the following sections, we introduce an exact inference mechanism with runtime which scales with \( O(D) \) on a parallel machine and demonstrate a significant speedup experimentally.

\( h \) can also be interpreted as the Chebyshev distance [3] between pixels.
We notice that in Algorithm 1, the conditionally independent pixels in each step are located in nonadjacent positions in the images. For example, the dependent areas (green) of the two red pixels in Figure 3 are not aligned in memory. This requires extra indexing time when reading/writing their values. The red pixel only depends on the previous pixels in a local region (in green).

3 Parallel Decoding with Local Autoregressive Models

In contrast to full autoregressive models, where pixels must be decoded sequentially, there exist pixels that can be independently decoded in a local autoregressive model. Figure 2 gives the topological order of parallel decoding, for a $5 \times 5$ image, using a local autoregressive model with $h = 1$. The number in each pixel indicates the time at which the pixel can be decoded. For example, the two red pixels marked with time 6 can be decoded in parallel since they are independent under the model.

In general, for an image with size $D \times D$, on a machine with $\lceil \frac{D+h}{h+1} \rceil$ parallel processing units, the total decoding time $T = D + (D - 1) \times (h + 1)$. Since $h$ is a small constant $h \ll D$, the decoding time scales with $O(D)$, which is a significant improvement over the $O(D^2)$ of full autoregressive models. In the example in Figure 3 for a $5 \times 5$ image with dependency length $h = 1$, the decoding time is $T = 13$ whereas in a full autoregressive model, $T = 25$. In the next section, we discuss how to implement the parallelization scheme in practice.

We observe that for fixed $h$, the positions of pixels decoded at each time step do not change. We can thus pre-compute the topological ordering and save the locations the pixels computed at each time step. At each time step in the decoding stage, we just load the saved positions of the independent pixels to be decoded and collect the image patches on which they depend into a batch. For example, for the pixel $x_{33}$ in Figure 2(a) the relevant patch is a $3 \times 3$ square marked in red, the redundant pixels $\{x_{33}, x_{34}, x_{42}, x_{43}, x_{44}\}$ will be masked out in the local autoregressive model. One can also take a rectangle patch that contains $\{x_{22}, x_{23}, x_{24}, x_{32}, x_{33}, x_{34}\}$ to reduce the computation and $\{x_{33}, x_{34}\}$ will be masked out in this case. We pad the patches with 0 for the pixels near the boundary, to make sure all the patches have the same size. The parallel decoding procedure is summarized in Algorithm 1.

Algorithm 1: Parallel Decoding Procedure of Local Autoregressive Models

1: \hspace{1em} for $t = 1$ to $T$ do
2: \hspace{2em} Load the positions of independent pixels to be decoded at time $t$.
3: \hspace{2em} Gather the relevant patches based on the loaded positions to form a batch.
4: \hspace{2em} In parallel, compute the predictive distributions for those pixels using the batch.
5: \hspace{2em} Decode the pixel values using the predictive distributions.
6: \hspace{1em} end for

3.1 Sheared Local Autoregressive Model

We notice that in Algorithm 1, the conditionally independent pixels in each step are located in nonadjacent positions in the images. For example, the dependent areas (green) of the two red pixels in Figure 3 are not aligned in memory. This requires extra indexing time when reading/writing their values.

Figure 2: Comparison of full and local autoregressive models. In a full autoregressive model (a), the red pixel depends on all the previous pixels (in green), whereas in a local autoregressive model (b), the red pixel only depends on the previous pixels in a local region (in green).

Figure 3: Topological decoding order. Pixels with the same number are parallel decoded.
We implement the compression model using PyTorch [15] with ANS. For the local autoregressive model, we use the same model architecture as that used in [27]: a local PixelCNN with horizon \( h = 3 \), followed by ResNet Blocks with \( 1 \times 1 \) convolution, see Appendix A.3 in [27] for details. We also use the three pre-trained (on CIFAR10) models (with 0, 1 and 3 ResNet blocks) provided by [27].

As discussed in Section 2, the pixel dependency structure of the local autoregressive model only depends on the first convolution kernel. Therefore, to shear the model, we only need to shear the first convolution kernel. Figure 5 visualizes the sheared convolutional kernel for two local autoregressive models with \( h = 1 \) and \( h = 2 \). After shearing the model, we also need to shear the images to conduct compression and decompression, see Algorithm 2 for a summary of the decoding procedure. We refer to compression with the sheared model as Sheared Local Lossless Compression (ShearLoC).

### Algorithm 2 Parallel Decoding Procedure of Sheared Local Autoregressive Models

1. Shear the image based on the dependency horizon.
2. for \( t = 1 \) to \( T \) do
3. In parallel, compute the predictive distributions for those pixels in each column.
4. Decode the pixel values using the predictive distributions.
5. end for
6. Undo the shear operation for the decoded image.

Values. To alleviate the potential speed limitation, we propose to transform the model such that the conditionally independent pixels are aligned. Specifically, for a local autoregressive model with dependency horizon \( h \), we shear the model, and image, with offset \( o = h + 1 \). Figure 4 shows an example where the local autoregressive model with \( h = 1 \) (Figure 4a) is sheared with offset \( o = 2 \). We observe that in the sheared model, the conditionally independent pixels are aligned in memory, allowing significantly faster parallel reading/writing of those pixels. The sheared model has length \( L = D + (D - 1) \times o \) for a \( D \times D \) images, which is equal to the decoding steps \( T \) in pNeLLoC since \( o = h + 1 \). Therefore, the inference time also scales with \( O(D) \) on parallel processing units.

As discussed in Section 2, the pixel dependency structure of the local autoregressive model only depends on the first convolution kernel. Therefore, to shear the model, we only need to shear the first convolution kernel. Figure 5 visualizes the sheared convolutional kernel for two local autoregressive models with \( h = 1 \) and \( h = 2 \). After shearing the model, we also need to shear the images to conduct compression and decompression, see Algorithm 2 for a summary of the decoding procedure. We refer to compression with the sheared model as Sheared Local Lossless Compression (ShearLoC).

![ShearLoC (h = 1)](image1)

![NeLLoC (h = 1)](image2)

![ShearLoC (h = 2)](image3)

![NeLLoC (h = 2)](image4)

Figure 4: Pixel dependency after the shear operation. The red pixels in the same column in the sheared image (b) are conditionally independent given the green pixels, and are aligned in memory.

**4 Demonstrations**

We implement the compression model using PyTorch [15] with ANS. For the local autoregressive model, we use the same model architecture as that used in [27]: a local PixelCNN with horizon \( h = 3 \), followed by ResNet Blocks with \( 1 \times 1 \) convolution, see Appendix A.3 in [27] for details. We also use the three pre-trained (on CIFAR10) models (with 0, 1 and 3 ResNet blocks) provided by [27].
for all the experiments. The model with 3 ResNet blocks was shown by [27] to achieve SOTA OOD compression rate, see Table 6 of [27] for a detailed comparison with other compression methods. For reference, we report the model sizes and the test BPD on CIFAR10 for these three models in Table 1. During encoding, since all pixels are observed, the statistics of all the pixels can be computed in parallel. However, we have found that on CPU the computations may not be deterministic when using different batch sizes during the encoding and decoding. Therefore, we instead use the an identical inference procedure in both the encoding and decoding stages. Other details can be found in the provided repository. All the experiments are conducted on a MacBook Air (2020) with M1 chip and 8GB memory, the results are averaged over 10 images from the ImageNet [5] dataset.

We compare parallel NeLLoC (pNeLLoC) and ShearLoC with the original sequential NeLLoC (sNeLLoC) implementation. Since all algorithms use the same underlying pre-trained model, they have the same compression BPD. Table 2a shows the decompression time comparison using three models on images with side length 32. We find pNeLLoC is 2x faster than sNeLLoC with the 0 ResNet block model, and the improvement increases for larger models. Compared to pNeLLoC, ShearLoC achieves a further speed improvement, with a more significant advantage in larger models.

We also compare the decompression time on square images with increased side lengths: [32, 64, 128, 1024]. Table 2b shows the improvement percentage from using pNeLLoC grows when we increase the size of the test images. This is consistent with the theoretical argument that the proposed parallelization scheme improves the computation complexity from \(O(D^2) \rightarrow O(D)\) on parallel units. Similarly, additional improvements can be achieved when using ShearLoC, which shares the same complexity with pNeLLoC but has more efficient memory access.

### Table 2: Decoding time (s) comparisons. We show the improvement of pNeLLoC (in green) and ShearLoC (in red) comparing to using sNeLLoC.

| Res. Num. | 0       | 1   | 3   |
|-----------|---------|-----|-----|
| BPD       | 3.39    | 3.32| 3.29|
| sNeLLoC   | 0.460   | 0.578| 0.774|
| pNeLLoC   | 0.223 (2.06x) | 0.277 (2.09x)| 0.335 (2.31x)|
| ShearLoC  | 0.218 (2.11x) | 0.222 (2.60x)| 0.245 (3.16x)|

| Side len. | 32 | 64 | 128 | 1024 |
|-----------|----|----|-----|------|
| BPD       | 3.39 | 3.05 | 2.93 | 2.22 |
| sNeLLoC   | 0.460 (-) | 1.879 (-) | 7.574 (-) | 475.9 (-) |
| pNeLLoC   | 0.223 (2.06x) | 0.757 (2.48x) | 2.217 (3.42x) | 100.0 (4.58x) |
| ShearLoC  | 0.218 (2.11x) | 0.612 (3.07x) | 1.683 (4.60x) | 73.00 (6.52x) |

## 5 Discussion

Several methods have been proposed to improve the sampling runtime in autoregressive models. For example, [17, 16] explore the multi-scale structure in the image domain, and design models that allow parallel generation of pixels in higher resolution samples conditioned on low resolution samples. In contrast to previous works, the parallel method proposed in this paper is specially designed for local autoregressive models, with the flexibility to handle images of arbitrary size. Local autoregressive models can also be combined with latent variable models to generate semantically-coherent images [7, 28]. In this case, the proposed parallelization schemes can be also used to improve the sampling efficiency, which we leave to future work.

\(^{2}\) The 1024 \(\times\) 1024 images are provided in the repository, the corresponding result is averaged over 3 images.
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