A SHAPE VARIATION RESULT VIA THE GEOMETRY OF EIGENFUNCTIONS

T. V. ANOOP\textsuperscript{1,*}, K. ASHOK KUMAR\textsuperscript{1}, AND S KESAVAN\textsuperscript{2}

Abstract. We discuss some of the geometric properties, such as the foliated Schwarz symmetry, the monotonicity along the axial and the affine-radial directions, of the first eigenfunctions of the Zaremba problem for the Laplace operator on annular domains. These fine geometric properties, together with the shape calculus, help us to prove that the first eigenvalue is strictly decreasing as the inner ball moves towards the boundary of the outer ball.
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1. Introduction

This paper has two objectives. The first objective is to study the geometric properties, such as symmetry and monotonicity, of the first eigenfunctions of the Zaremba problem (eigenvalue problem with mixed boundary conditions) on annular domains. The second objective is to study the domain variation of the first eigenvalues over a family of annular domains. More precisely, for $d \geq 2$ we consider the following family of annular domains:

$$
\mathcal{A}_{R_0,R_1} := \left\{ \Omega_s = B_{R_1}(0) \setminus \overline{B_{R_0}(se_1)} \subset \mathbb{R}^d : 0 \leq s < R_1 - R_0 \right\},
$$

where $B_r(z)$ is the open ball centered at $z \in \mathbb{R}^d$ with radius $r > 0$ and $e_1 = (1,0,\ldots,0) \in \mathbb{R}^d$. For $\Omega_s \in \mathcal{A}_{R_0,R_1}$, we set the boundary $\partial \Omega_s = \Gamma_D \cup \Gamma_N$ with $\Gamma_N = \partial B_{R_1}(0)$, $\Gamma_D = \partial B_{R_0}(se_1)$ and we consider the following Zaremba problem for the Laplace operator on the annular domain $\Omega_s$:

$$
\begin{align*}
-\Delta u = \tau u & \text{ in } \Omega_s, \\
u = 0 & \text{ on } \Gamma_D, \\
\frac{\partial u}{\partial n} = 0 & \text{ on } \Gamma_N,
\end{align*}
$$

(N-D)
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where $\tau$ is a real number and $n$ is the unit outward normal to $\Omega_s$. Let $H^1_{\Gamma_D}(\Omega_s)$ be the closure of $C^\infty(\Omega_s) := \{ \phi \in C^\infty(\Omega_s) : \text{supp}(\phi) \cap \Gamma_D = \emptyset \}$ in the Sobolev space $H^1(\Omega_s)$, i.e., $H^1_{\Gamma_D}(\Omega_s) = \overline{C^\infty(\Omega_s)}^{H^1(\Omega_s)}$. It is easy to observe that, the trace is zero on $\Gamma_D$ for the functions in $H^1_{\Gamma_D}(\Omega_s)$, therefore $H^1_{\Gamma_D}(\Omega_s) = \{ u \in H^1(\Omega_s) : \gamma_0(u)|_{\Gamma_D} = 0 \}$. A real number $\tau$ is called an eigenvalue of (N-D) if there exists $u \in H^1_{\Gamma_D}(\Omega_s) \setminus \{0\}$ such that the following weak formulation holds:

$$\int_{\Omega_s} \nabla u \cdot \nabla \varphi \, dx - \tau \int_{\Omega_s} u \varphi \, dx = 0 \quad \forall \varphi \in H^1_{\Gamma_D}(\Omega_s),$$

and the function $u$ is called the eigenfunction corresponding to the eigenvalue $\tau$, and the pair $(u, \tau)$ is referred as an eigenpair of (N-D). Since the measure of $\Omega_s$ is finite, by a standard application of the spectral theorem for self-adjoint compact operators, the set of all the eigenvalues of (N-D) is a sequence of positive real numbers $\lambda_s$ as an eigenpair of (N-D). Since the measure of $\Omega_s$ has the following variational characterization:

$$\tau \in \{ \lambda_s \} = \min \left\{ \int_{\Omega_s} |\nabla \phi|^2 \, dx : \phi \in S \cap H^1_{\Gamma_D}(\Omega_s) \right\} = \int_{\Omega_s} |\nabla \phi|^2 \, dx = \lambda_s^2 \int_{\Omega_s} 1 \, dx$$

then, by using the Lagrange’s multipliers theorem, we easily verify that the critical values of $J$ over $S \cap H^1_{\Gamma_D}(\Omega_s)$ are precisely the eigenvalues of (N-D) and the corresponding critical points of $J$ are the eigenfunctions. The least eigenvalue $\tau_1(s) := \tau_1(\Omega_s)$ of (N-D) has the following variational characterization:

$$\tau_1(s) = \inf \left\{ \int_{\Omega_s} |\nabla \phi|^2 \, dx : \phi \in S \cap H^1_{\Gamma_D}(\Omega_s) \right\}.$$ 

Using the Picone’s identity and by a standard application of the maximum principle, it follows that $\tau_1(s)$ is simple (the dimension of the eigenspace is one) and the corresponding eigenfunctions have constant sign in $\Omega_s$ (see [1, Appendix A]). Let $\lambda_1(s) := \lambda_1(\Omega_s)$ be the first Dirichlet eigenvalue of $-\Delta$ in $\Omega_s$. The eigenvalue $\lambda_1(s)$ has the following variational characterization:

$$\lambda_1(s) = \inf \left\{ \int_{\Omega_s} |\nabla \phi|^2 \, dx : \phi \in S \cap H^1_{\Gamma_D}(\Omega_s) \right\}.$$ 

Since $H^1_0(\Omega_s) \subseteq H^1_{\Gamma_D}(\Omega_s)$, we have

$$\tau_1(s) \leq \lambda_1(s).$$

The inequality above is strict, as the $(d - 1)$-dimensional Hausdorff measure of $\Gamma_N$ is strictly positive. Many authors [21, 23, 24, 29, 40] have studied methods to approximate the fundamental frequencies and corresponding wave-guides of an annular membrane ($d = 2$). Also, the dependency of the fundamental frequency on the shape of the membrane has been studied in [21]. For a review on the eigenvalues of the Laplace operator and the geometrical structure of the first eigenfunctions in $\mathbb{R}^2$, we refer to [16, 24].

The qualitative properties of the solutions of the semi-linear equation

$$-\Delta u = f(x,u) \quad (1.1)$$

with Dirichlet boundary condition in symmetric domains are well studied. Gidas-Ni-Nirenberg’s theorem [12] gives the radial symmetry of the smooth positive solutions of (1.1) in whole $\mathbb{R}^d$ as well as in the radial domains like balls or concentric annular domains. Whereas Lazer-McKenna’s an abstract symmetry theorem [25, Theorem 1] gives the radial symmetry of the solutions of (1.1) with Dirichlet or Neumann condition on the radial domains. The same was studied for larger classes of non-linearities, in [3, 4, 27, 28, 32, 34, 38]. Perdo and Tobis [15] have studied the symmetry and monotonicity of the solutions of (1.1) with Neumann boundary condition on balls with a particular non-linearity, $f(x,u) = \lambda_p |u|^{p-1}u + \mu_p$ with appropriate constants $\lambda_p$ and $\mu_p$. The symmetry and monotonicity of the positive solutions of the Zaremba problem of the semi-linear equation (1.1), i.e., the mixed boundary problem of (1.1), are studied only in the spherical cones, see [6, 8, 39, 41]. To the best of our knowledge, there are no results available on the geometry of the eigenfunctions of the Laplace operator for annular domains.

In this article, we explore how the symmetries of annular domains are inherited by the first eigenfunctions of the Zaremba problem (N-D). We have plotted the graph of an eigenfunction corresponding to the first eigenvalue $\tau_1(\Omega)$ of (N-D) for an annular domain $\Omega \subset \mathbb{R}^2$ in Figures 1a-1c, using Mathematica 12. In Figures 1a-1c, $\Omega = B_{R_1}(0) \setminus B_{R_0}(se_1)$ for some $s \in [0, R_1 - R_0]$ and $u$ is a non-negative eigenfunction corresponding to $\tau_1(s)$. We observe that

(a) $u$ is symmetric with respect to $e_1$-axis, called as the axial symmetry (see Figure 1b);
Our next objective is to study the behavior of $\tau_1(s)$ for $s \in [0, R_1 - R_0)$. Hersch [20] proved that $\tau_1$ attains its maximum only at $s = 0$, when $d = 2$. This result has been extended to the higher dimensions ($d \geq 2$) by Anoop and Ashok [1], using the method of interior parallels. However, this method fails to give any insight on the ordering of $\tau_1(s_1)$ and $\tau_1(s_2)$ for any two non-zero $s_1, s_2 \in [0, R_1 - R_0)$.

For the Dirichlet problem, the behavior of $\lambda_1(s)$ for $s \in [0, R_1 - R_0)$ is first considered by Ramm and Shivasakumar [30]. They have conjectured that ‘for $d = 2$, the function $\lambda_1(\cdot)$ is strictly decreasing on $[0, R_1 - R_0)$’; and supported this conjecture by a numerical evidence showing that $\lambda'_1(s) < 0$ for $0 < s < R_1 - R_0$; later they gave an analytic proof attributed to Ashbaugh in an arXiv paper (arxiv:math-ph/9911040). An analytic proof for this is given by Harrell et al. [18], and Kesavan [22] independently for $d \geq 2$. Further, Anisa et al. [9] have partially extended this result to a non-linear operator the $p$-Laplacian, defined as $-\Delta_p u := -\text{div}(|\nabla u|^{p-2} \nabla u)$ for $1 < p < \infty$, by showing that $\lambda'_1(s) \leq 0$. Anoop et al. [2], have proved the strict monotonicity of $\lambda_1(s)$ for the
p-Laplacian, by showing that $\lambda'_1(s) < 0$ for $s > 0$. The main ingredient of all the proofs is the representation of $\lambda'_1(s)$ as the following integral:

$$\lambda'_1(s) = - \int_{x \in \partial B_{R_0}(se_1)} \left| \frac{\partial u}{\partial n}(x) \right|^2 n_1(x) \, dS,$$

where $u$ is the positive eigenfunction corresponding to $\lambda_1(s)$ with $\|u\|_2 = 1$ and $n_1$ is the first component of the inward unit normal $n = (n_1, n_2, \ldots, n_N)$ to $B_{R_0}(se_1)$. This was derived using the Hadamard perturbation formula to the shape functional $\lambda_1(s)$.

For the first eigenvalue $\tau_1(s)$ of (N-D), we derive the same representation (see Section 5) for $\tau'_1(s)$ as below:

$$\tau'_1(s) = - \int_{x \in \partial B_{R_0}(se_1)} \left| \frac{\partial v}{\partial n}(x) \right|^2 n_1(x) \, dS,$$

where $v$ is the positive eigenfunction of (N-D) corresponding to $\tau_1(s)$ with $\|v\|_2 = 1$ and $n_1$ is the first component of the inward unit normal $n$ to $B_{R_0}(se_1)$. In [18, 22], the authors determined the sign of $\lambda'_1(s)$ by ordering the values of $\frac{\partial u}{\partial n}(x)$ and $\frac{\partial v}{\partial n}(x^*)$ for $x \in \partial B_{R_0}(se_1)$, where $x^*$ is the reflection of $x$ with respect to the affine hyperplane $x_1 = s$. This ordering was obtained via maximum principles and comparison principles, using the ideas similar to those in the works of Serrin [31], Gidas et al. [12] and Berestycki and Nirenberg [5]. In order to apply the comparison principle, the authors make use of the ordering between $u(x)$ and $v(x^*)$ for $x \in \partial B_{R_0}(0)$ with $x_1 > s$. This ordering is readily available from the fact that $u$ is strictly positive in $\Omega_s$. We also have a variant of the maximum and the comparison principle applicable for the Zaremba problem for the Laplace operator (see Section 3). Now, to determine the sign of $\tau'_1(s)$, if we follow the arguments of [18, 22], we immediately run into a trouble as the ordering of $v(x)$ and $v(x^*)$ is missing. Nevertheless, one can apply the comparison principle, if there is an ordering between $\frac{\partial u}{\partial n}(x)$ and $\frac{\partial v}{\partial n}(x^*)$. Since $\frac{\partial u}{\partial n}$ is zero on the outer boundary $\partial B_{R_1}(0)$ (from the Neumann condition), it is enough to determine the sign of $\frac{\partial v}{\partial n}(x^*)$ for $x \in \partial B_{R_1}(0)$ with $x_1 > s$. The finer geometric properties (Theorem 1.1) ensure that $\frac{\partial v}{\partial n}(x^*)$ is positive for $x \in \partial B_{R_1}(0)$ with $x_1 > s$. Indeed, this is the primary motivation for us to study the geometry of the eigenfunctions of the Zaremba problem in the first place. Next, we state the monotonicity result for $\tau_1(s)$ for $s \in [0, R_1 - R_0)$.

**Theorem 1.2.** Let $\Omega_s \in \mathcal{A}_{R_1 R_0}$ be an annular domain as given in (A) with $0 \leq s < R_1 - R_0$. Let $\tau_1(s)$ be the first eigenvalue of (N-D) in $\Omega_s$. Then

$$\tau'_1(0) = 0 \text{ and } \tau'_1(s) < 0 \text{ for } 0 < s < R_1 - R_0.$$

In other words, $\tau_1(\cdot)$ is strictly decreasing on $[0, R_1 - R_0)$.

We would like to mention that the arguments and the results of the present paper can be easily extended, *mutatis mutandis*, to study the torsion problem. For an annular domain $\Omega_s \in \mathcal{A}_{R_0 R_1}$, the torsional energy $E(s) := E(\Omega_s)$ of $\Omega_s$ is defined as

$$E(s) := \min_{u \in H^2_\Gamma(\Omega_s)} \frac{1}{2} \int_{\Omega_s} |\nabla u|^2 \, dx - \int_{\Gamma_D} u \, dx.$$

The unique minimizer of $E(\Omega_s)$ is called the torsion function of $\Omega_s$ and is denoted by $v_s$. The function $v_s$ is the unique weak solution of the following boundary value problem:

$$-\Delta v_s = 1 \text{ in } \Omega_s, \quad v_s = 0 \text{ on } \Gamma_D, \quad \frac{\partial v_s}{\partial n} = 0 \text{ on } \Gamma_N. \tag{T}$$

The torsional rigidity $T(s) := T(\Omega_s)$ of $\Omega_s$ is defined by the following variational characterization:

$$T(s) := \max \left\{ \left( \int_{\Omega_s} u \, dx \right)^2 : u \in H^1_\Gamma(\Omega_s) \text{ with } \int_{\Omega_s} |\nabla u|^2 \, dx = 1 \right\}. \tag{1.2}$$

We easily see that the torsional rigidity $T(s)$ can be equivalently defined as an unconstrained problem, by observing that $T(s) = -2E(s)$, i.e.,

$$T(s) = \max_{u \in H^1_\Gamma(\Omega_s)} \frac{1}{2} \int_{\Omega_s} u \, dx - \int_{\Omega_s} |\nabla u|^2 \, dx.$$

Hence, the torsional rigidity $T(s)$ can be given as
\[ T(s) = \int_{\Omega} |\nabla v_s|^2 \, dx = \int_{\Omega} v_s \, dx. \]

The torsion function of the annular domain \( \Omega_s \) has similar geometric properties as the first eigenfunctions. We state the geometric properties of the torsion function and the monotonicity of the torsional rigidity in the following theorem, without proof.

**Theorem 1.3.** Let \( \Omega_s \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \), let \( v_s \) be the torsion function of \( \Omega_s \), and let \( T(s) \) be the torsional rigidity of \( \Omega_s \). Then, the following holds:

(i) \( v_s \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to \(-\mathbb{R}^+ e_1\), where \( \mathbb{R}^+ = [0, \infty) \),

(ii) \( v_s \) is strictly increasing along all the affine-radial directions from \( se_1 \) in \( \Omega_s \), i.e.,

\[ \nabla v_s(x) \cdot (x - se_1) > 0 \quad \text{for} \quad x \in \Omega_s \setminus \{ \pm R_1 e_1 \}, \]

(iii) \( v_s \) is strictly decreasing in the \( e_1 \)-direction on the sub-region \( \{ x \in \Omega_s : x_1 < s \} \) of \( \Omega_s \), i.e.,

\[ \frac{\partial v_s}{\partial x_1} < 0 \quad \text{on} \quad \{ x \in \Omega_s : x_1 < s \}, \]

(iv) \( T'(s) = \int_{\Gamma} \left| \frac{\partial v_s}{\partial n}(x) \right|^2 n_1(x) \, dS, \)

(v) \( T'(0) = 0 \) and \( T'(s) > 0 \) for \( 0 < s < R_1 - R_0 \). In other words, \( T(\cdot) \) is strictly increasing on \( [0, R_1 - R_0] \).

The remainder of the paper is organized as follows. The foliated Schwarz symmetrization and its characterization via polarizations are introduced in Section 2. Some variants of the maximum and the comparison principles for mixed boundary problems are given in Section 3. The foliated Schwarz symmetry and the monotonicity of the first eigenfunctions are proved in Section 4. The Hadamard perturbation (the shape derivative) formula of the first eigenvalue is derived in Appendix A. In Section 5, the monotonicity of the first eigenvalue is proved. In the last section (Section 6), we remark on the geometry of the other boundary problems and state a few open problems related to the shape monotonicity of the corresponding eigenvalues.

## 2. Polarizations and Foliated Schwarz Symmetrization

In this section, we define of the foliated Schwarz symmetrization of functions defined on an annular domain and its characterization via polarizations. We note that, throughout the article any \( x \in \mathbb{R}^d \) is treated as a row vector \( x = (x_1, x_2, \ldots, x_d) \) and therefore the standard inner product of \( x, y \in \mathbb{R}^d \) is given by \( x \cdot y = xy^T = yx^T \).

### 2.1. Polarizations

A **polarizer** is a closed affine half-space of \( \mathbb{R}^d \), and the set of polarizers is denoted by \( \mathcal{H} \). For \( H \in \mathcal{H} \), the boundary \( \partial H \) is an affine hyperplane in \( \mathbb{R}^d \) and \( H \) also gets an orientation from this affine hyperplane. We notice that, for \( H \in \mathcal{H} \) there exists \( h \in S^{d-1} \) and \( b \in \mathbb{R}^d \) such that

\[ H = \{ x \in \mathbb{R}^d : h \cdot (x - b) \leq 0 \}. \]

Let \( \sigma_H \) denote the reflection with respect to \( \partial H \). Then, we have

\[ \sigma_H(x) = x - (2h \cdot (x - b))h = x[1 - 2h^T h] + (2hb^T)h \quad \forall x \in \mathbb{R}^d. \]

Let us denote the matrix \( I - 2h^T h \) by \( \sigma_H \), then

\[ \sigma_H(x) = x\sigma_H + (2hb^T)h \quad \forall x \in \mathbb{R}^d. \]

Now, we define the polarization of the functions defined on balls or annular domains. Let \( e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^d \). We consider the following subsets of \( \mathcal{H} \):

\[ \mathcal{H}_0 = \{ H \in \mathcal{H} : 0 \in \partial H \} \quad \text{and} \quad \mathcal{H}_s = \{ H \in \mathcal{H}_0 : -e_1 \in H \}. \]

**Definition 2.1 (Polarization).** Let \( H \in \mathcal{H}_0 \) be a polarizer and \( B_R(0) \) be a ball, \( R > 0 \). The polarization of a function \( u : B_R(0) \rightarrow \mathbb{R} \) with respect to \( H \) is defined by

\[ u^H(x) := \begin{cases} \max \{ u(x), u(\sigma_H(x)) \}, & \text{if } x \in B_R(0) \cap H, \\ \min \{ u(x), u(\sigma_H(x)) \}, & \text{if } x \in B_R(0) \cap H^c. \end{cases} \]

Let \( \Omega_s = B_R(0) \setminus B_s(se_1) \) be an annular domain, for \( 0 < r < R < \infty \) and \( 0 \leq s < R - r \). Let \( u : \Omega_s \rightarrow \mathbb{R} \) be a non-negative function and let \( \bar{u} : B_R(0) \rightarrow \mathbb{R} \) be the zero extension of \( u \) to the ball \( B_R(0) \). The polarization (with respect to \( H \)) of \( u \) is defined as the restriction of the polarization of the zero extension \( \bar{u} : B_R(0) \rightarrow \mathbb{R} \) to \( \Omega_s \) and it is denoted by \( u^H \), i.e., \( u^H = \bar{u}^H|_{\Omega_s} \).
Remark 2.2. Observe that, if \( H \in \mathcal{H}_s \) and \( u : \Omega_s \to \mathbb{R} \) is non-negative then \( \tilde{u}^H(x) = 0 \) for \( x \in B_r(se_1) \). Therefore, for any \( H \in \mathcal{H}_s \) we have \( u^H(x) = u(x) \) for \( x \in \Omega_s \cap \sigma_H(B_r(se_1)) \).

For the definition of the polarization of a function defined on \( \mathbb{R}^d \) or on symmetric regions of \( \mathbb{R}^d \), we refer to \([34, \text{Section 2}]\) and \([37, \text{Section 3}]\). In the same spirit of \([7, \text{Lemma 5.3}]\) and \([34, \text{Proposition 2.3}]\), we have the following key proposition which follows from \([36, \text{Proposition 2.18}]\).

**Proposition 2.3.** Let \( H \in \mathcal{H}_s \) be a polarizer and \( \Omega_s \in \mathcal{A}_{Rr_1} \) be an annular domain as given in (A). Let \( 1 \leq p \leq \infty \) and \( u : \Omega_s \to \mathbb{R} \) be a non-negative function, and let \( \tilde{u} : B_R(0) \to \mathbb{R} \) be the zero extension of \( u \) to \( B_R(0) \). If \( \tilde{u} \in W^{1,p}(B_R(0)) \) then \( \tilde{u}^H \in W^{1,p}(B_R(0)) \) and

\[
\|\tilde{u}^H\|_p = \|\tilde{u}\|_p, \quad \|\nabla \tilde{u}^H\|_p = \|\nabla \tilde{u}\|_p.
\]

Furthermore, if \( u \in W^{1,p}(\Omega_s) \) with \( u|_{\Gamma_0} = 0 \) then \( u^H \in W^{1,p}(\Omega_s) \) with \( u^H|_{\Gamma_0} = 0 \), and hence

\[
\|u^H\|_p = \|u\|_p, \quad \|\nabla u^H\|_p = \|\nabla u\|_p.
\]

2.2. The foliated Schwarz symmetrization. Now, we give the definition of the foliated Schwarz symmetrization for functions defined on balls or an annular domains.

**Definition 2.4** (Foliated Schwarz symmetrization for radially symmetric domains). Let \( \mathbb{R}^+ = [0, \infty), r, R \in \mathbb{R}^+ \) with \( r < R \), \( a \in \mathbb{R}^d \), and \( e_1 = (1,0,\ldots,0) \in \mathbb{R}^d \). Let \( \Omega = B_R(a) \setminus \overline{B_r(a)} \) be a ball or a concentric annulus and let \( u \) be a non-negative measurable function on \( \Omega \). The foliated Schwarz symmetrization of \( u \) with respect to the 1-dimensional closed half subspace \( a - \mathbb{R}^+, e_1 \), is the unique function \( u^* \) such that, for \( t \in (r, R) \) and \( c \geq 0 \)

\[
\{u^* \geq c\} \cap \partial B_t(a) = B_{\rho}(a- te_1) \cap \partial B_t(a),
\]

where \( \rho \geq 0 \) is defined by

\[
\mathcal{H}^{d-1}(B_{\rho}(a- te_1) \cap \partial B_t(a)) = \mathcal{H}^{d-1}(\{u \geq c\} \cap \partial B_t(a)),
\]

where \( \mathcal{H}^{d-1} \) is the \((d - 1)\)-dimensional Hausdorff measure.

Now, we extend the definition of the foliated Schwarz symmetrization for the functions defined on non-concentric annular domains. To a non-concentric annular domain \( B_R(0) \setminus \overline{B_r(se_1)} \), one can associate two natural radials domains. One is the ball \( B_R(0) \) and the other is the concentric annular domain \( B_{R+s}(se_1) \setminus \overline{B_r(se_1)} \). Each of these radial domains gives a foliated Schwarz symmetrization (different from the other) for a function defined on \( B_R(0) \setminus \overline{B_r(se_1)} \).

**Definition 2.5** (Foliated Schwarz symmetrization for non-radial domains). Let \( \Omega_s = B_R(0) \setminus \overline{B_r(se_1)} \) be an annular domain, for \( 0 < r < R < \infty, 0 \leq s < R-r \), and let \( u : \Omega_s \to \mathbb{R} \) be a non-negative measurable function. Let \( \tilde{u} \) be the zero extension of \( u \) to the ball \( B_R(0) \) and let \( \overline{u} \) be the zero extension of \( u \) to the concentric annular domain \( B_{R+s}(se_1) \setminus \overline{B_r(se_1)} \).

(a) The foliated Schwarz symmetrization of \( u \) with respect to the 1-dimensional closed half subspace \( -\mathbb{R}^+, e_1 \) is defined as the restriction of \( \overline{u}^* \) to \( \Omega_s \).

(b) The foliated Schwarz symmetrization of \( u \) with respect to the 1-dimensional closed half subspace \( se_1 - \mathbb{R}^+, e_1 \) is defined as the restriction of \( \tilde{u}^* \) to \( \Omega_s \).

We denote both the foliated symmetrizations by \( u^* \) and the distinction will be clear from the context.

**Remark 2.6.** (a) For any subset \( A \) of a sphere \( \partial B_t(a) \), \( t \in (r, R) \), the rearrangement \( A^+ = B_{\rho}(a- te_1) \cap \partial B_t(a) \) is defined as \( A^+ = B_{\rho}(a- te_1) \cap \partial B_t(a) \), where \( \rho \geq 0 \) is chosen such that

\[
\mathcal{H}^{d-1}(B_{\rho}(a- te_1) \cap \partial B_t(a)) = \mathcal{H}^{d-1}(\{u \geq c\} \cap \partial B_t(a)).
\]

Now, the foliated Schwarz symmetrization \( u^* \) of a non-negative measurable function \( u : B_R(a) \setminus \overline{B_r(a)} \to \mathbb{R} \) can be given as

\[
u^*(x) = \sup \left\{ c > 0 : x \in \left(\{u \geq c\} \cap \partial B_r(a)\right)^c \right\}, \quad x \in B_R(a) \setminus \overline{B_r(a)},
\]

where \( r = |x| \).

(b) From the definition above, we observe that: for a non-negative function \( u : \Omega_s \to \mathbb{R} \) we have \( \tilde{u}^* = 0 \) in \( B_{R_0}(se_1) \).

(c) The foliated Schwarz symmetrization with respect to an 1-dimensional closed affine half subspace \( F \) of \( \mathbb{R}^d \) is the cap symmetrization with respect to \( F \) (see \([37, \text{Section 3}]\)).
Definition 2.7. We say that a non-negative function \( u : \Omega_s \rightarrow \mathbb{R} \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to the 1-dimensional closed affine half subspace \( a - \mathbb{R}^+ e_1, \) if \( u^* = u \) in \( \Omega_s. \)

The following characterization of the foliated Schwarz symmetry of a function define on \( \Omega_s \) is motivated from [37, Section 3] and in [7, Section 6].

Proposition 2.8. Let \( \Omega_s \in \mathcal{A}_{R_1,R_0} \) be an annular domain as given in (A) with \( 0 \leq s < R_1 - R_0. \) Let \( u : \Omega_s \rightarrow \mathbb{R} \) be a non-negative function. Then \( u \) has the foliated Schwarz symmetry in \( \Omega_s \)

(i) with respect to the closed affine half subspace \(-\mathbb{R}^+ e_1\) if and only if \( u^H = u \) a.e. in \( \Omega_s \) for every \( H \in \mathcal{H}_+. \)

(ii) with respect to the closed affine half subspace \( se_1 - \mathbb{R}^+ e_1 \) if and only if \( u^H = u \) a.e. in \( \Omega_s \) for every \( H \in se_1 + \mathcal{H}_+. \)

Proof. The characterization holds for the extensions \( \tilde{u} \) and \( \pi \) to the ball \( B_{R_1}(0) \) and the concentric annulus \( B_{R_1+}(se_1) \setminus B_{R_6}(se_1) \) respectively, and hence it holds for \( u \) in \( \Omega_s. \)

Remark 2.9. Let \( a \in \{0,se_1\}. \) A non-negative function \( u : \Omega_s \rightarrow \mathbb{R} \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to \( a - \mathbb{R}^+ e_1 \) if and only if \( u \) depends only on \( r = |x| \) and the polar angle \( \theta(x) = \cos^{-1} \left( -\frac{x \cdot e_1}{|x|} \right). \)

and \( u \) is non-increasing in \( \theta \) for any \( r > 0. \)

3. Maximum principles

In this section, we state the strong maximum principle and Hopf’s lemma for the Laplace operator. We derive the maximum principle and the comparison principle, which hold for the Zaremba problem for the Laplace operator. Firstly, we state a regularity result for the eigenfunctions of the Zaremba problems, for a proof see [13, Theorem 9.19].

Proposition 3.1. Let \( \Omega = \Omega_s \) be a domain as given in (A) and \( u \in H^2(\Omega) \) be a solution of \(-\Delta u = \lambda u \) for some \( \lambda \in \mathbb{R}. \) Then \( u \in C^2(\Omega) \cap C^1(\Omega). \)

Next we state the strong maximum principle [17, Theorem 2.7] and Hopf’s lemma [14, Lemma 3.4].

Proposition 3.2. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain. Let \( u \in C^2(\Omega) \cap C^1(\Omega) \) be a non-negative function satisfying

\[-\Delta u \geq 0 \text{ in } \Omega.\]

Then

(a) Strong Maximum Principle: \( u \equiv C \) a constant, or else \( u > 0 \) in \( \Omega. \)

(b) Hopf’s lemma: Let \( x_0 \in \partial \Omega \) satisfying the interior sphere condition and \( u(x) \geq u(x_0) \) in \( \Omega. \) If \( u \) is not constant in \( \Omega, \) then

\[\frac{\partial u}{\partial \nu}(x_0) < 0,\]

for any outward direction \( \nu \) to \( \Omega \) at \( x_0. \)

Next we prove a variant of the weak maximum principle for a perturbation of the Laplace operator.

Proposition 3.3. Let \( \Omega \) be a domain in \( \mathbb{R}^d \) and \( \lambda_1(\Omega) \) be the first Dirichlet eigenvalue of \(-\Delta \) in \( \Omega. \) Let \( \Omega' \subset \Omega \) be an open set, \( \mu \leq \lambda_1(\Omega) \) and let \( v \in C^2(\Omega') \cap C^1(\Omega') \) be a function satisfying:

\[\begin{aligned}
-\Delta v - \mu v &\geq 0 \text{ in } \Omega', \\
v &\geq 0 \text{ on } \partial \Omega'.
\end{aligned}\]  

(3.1)

If (i) \( \mu < \lambda_1(\Omega) \) or (ii) \( \mu = \lambda_1(\Omega) \) and \( |\Omega \setminus \Omega'| > 0, \) then \( v \geq 0 \) in \( \Omega'. \)

Proof. Suppose \( v^- \neq 0 \) in \( \Omega'. \) By multiplying (3.1) with \( v^- \) and integrating by parts, we obtain

\[\begin{aligned}
-\int_{\Omega'} |\nabla v^-|^2 \, dx - \int_{\partial \Omega'} \frac{\partial v^-}{\partial \nu} v^- \, dS + \mu \int_{\Omega'} |v^-|^2 \, dx &\geq 0.
\end{aligned}\]  

(3.2)

Since \( v \geq 0 \) on \( \partial \Omega \) we have \( v^- = 0 \) on \( \partial \Omega' \) and hence from (3.2) we have
\[ \int_{\Omega'} |\nabla v^-|^2 \, dx \leq \mu \int_{\Omega'} |v^-|^2 \, dx. \]

As \( v^- = 0 \) on \( \partial \Omega' \) the zero extension (denoted by \( \tilde{v} \)) of \( v^- \) to \( \Omega \) belongs to \( H^1_0(\Omega) \). Thus, from the inequality above we have
\[ \int_{\Omega} |\nabla \tilde{v}|^2 \, dx \leq \mu \int_{\Omega} |\tilde{v}|^2 \, dx. \] (3.3)

Therefore, from the variational characterization of \( \lambda_1(\Omega) \) we obtain \( \lambda_1(\Omega) \leq \mu \).

For \( \mu < \lambda_1(\Omega) \), this immediately gives a contradiction, and hence \( v \geq 0 \) in \( \Omega' \). On the other hand, for \( \mu = \lambda_1(\Omega) \) and \( |\Omega \setminus \Omega'| > 0 \), the inequality (3.3) implies that \( \tilde{v} \) is an eigenfunction corresponding to \( \lambda_1(\Omega) \). This is a contradiction, as the extension \( \tilde{v} \) vanishes on the set \( \Omega \setminus \Omega' \) of positive measure in \( \Omega \). Therefore, we have \( v \geq 0 \) in \( \Omega' \).

Next, for a general domain (not necessarily an annular domain), we consider the Zaremba eigenvalue problem. For \( \Omega \subseteq \mathbb{R}^d \) with \( \partial \Omega = \Gamma_N \cup \Gamma_D \), let us consider the following Zaremba eigenvalue problem on \( \Omega \):
\[
\begin{align*}
-\Delta u &= \tau u \text{ in } \Omega, \\
u &= 0 \text{ on } \Gamma_D, \\
\frac{\partial u}{\partial n} &= 0 \text{ on } \Gamma_N.
\end{align*}
\] (3.4)

As before, the first eigenvalue of (3.4) has the following variational characterization:
\[ \tau_1(\Omega) = \inf \left\{ \mu : \int_{\Omega} |\nabla \phi|^2 \, dx \leq \mu \int_{\Omega} \phi^2 \, dx \quad \forall \phi \in H^1_{\Gamma_D}(\Omega) \right\}, \]

and the minimizer is an eigenfunction corresponding to \( \tau_1(\Omega) \). Next we prove an analogue of Proposition 3.3 for \( \tau_1(\Omega) \).

**Proposition 3.4.** Let \( \Omega \) be a domain in \( \mathbb{R}^d \) and \( \tau_1(\Omega) > 0 \) be the first eigenvalue of (3.4) in \( \Omega \). Let \( \Omega' \subseteq \Omega \) be an open set with \( \partial \Omega' = \Gamma_N' \cup \Gamma_D' \) such that \( \Gamma_N' \subset \subset \Gamma_N \). Let \( \mu \leq \tau_1(\Omega) \) and let \( v \in C^2(\Omega') \cap C^1(\overline{\Omega'}) \) satisfies:
\[
\begin{align*}
-\Delta v - \mu v &\geq 0 \text{ in } \Omega', \\
v &\geq 0 \text{ on } \Gamma_D', \\
\frac{\partial v}{\partial n} &\geq 0 \text{ on } \Gamma_N'.
\end{align*}
\] (3.5)

If (i) \( \mu < \tau_1(\Omega) \) or (ii) \( \mu = \tau_1(\Omega) \) and \( |\Omega \setminus \Omega'| > 0 \), then \( v \geq 0 \) in \( \Omega' \).

**Proof.** Suppose \( v^- \neq 0 \) in \( \Omega' \). By multiplying (3.5) with \( v^- \) and integrating by parts, we obtain that
\[
-\int_{\Omega'} |\nabla v^-|^2 \, dx + \int_{\partial \Omega'} \frac{\partial v}{\partial n} v^- \, dS + \mu \int_{\Omega'} |v^-|^2 \, dx \geq 0.
\] (3.6)

Since \( v \geq 0 \) on \( \partial \Omega' \), we have \( v^-=0 \) on \( \partial \Omega' \). Then we get that \( \int_{\partial \Omega'} \frac{\partial v}{\partial n} v^- \, dS \geq 0 \), since \( \frac{\partial v}{\partial n} \geq 0 \) on \( \Gamma'_N \). Hence from (3.6) we have
\[
\int_{\Omega'} |\nabla v^-|^2 \, dx \leq \mu \int_{\Omega'} |v^-|^2 \, dx.
\] (3.7)

As \( v^- = 0 \) on \( \Gamma'_D \) the zero extension (denoted by \( \tilde{v} \)) of \( v^- \) to \( \Omega \) belongs to \( H^1_{\Gamma_D}(\Omega) \). Thus, from the inequality above we have
\[
\int_{\Omega} |\nabla \tilde{v}|^2 \, dx \leq \mu \int_{\Omega} |\tilde{v}|^2 \, dx.
\]

Therefore, from the variational characterization of \( \tau_1(\Omega) \) we obtain \( \tau_1(\Omega) \leq \mu \).

For \( \mu < \tau_1(\Omega) \), this immediately gives a contradiction, and hence \( v \geq 0 \) in \( \Omega' \). On the other hand, for \( \mu = \tau_1(\Omega) \) and \( |\Omega \setminus \Omega'| > 0 \), the inequality (3.7) implies that \( \tilde{v} \) is an eigenfunction corresponding to \( \tau_1(\Omega) \). This is a contradiction to the strong maximum principle (part (a) of Proposition 3.2), as the extension \( \tilde{v} \) vanishes on the set \( \Omega \setminus \Omega' \) of positive measure in \( \Omega \). Therefore, we have \( v \geq 0 \) in \( \Omega' \).

**Corollary 3.5.** Let \( \Omega, \Omega', \tau_1(\Omega), \mu \) and \( v \in C^2(\Omega') \cap C^1(\overline{\Omega'}) \) be defined as in Proposition 3.4, which satisfies (3.5). Further, assume that \( v \geq 0 \) in \( \Omega' \).

(a) If \( \frac{\partial v}{\partial n}(x_0) > 0 \) for some \( x_0 \in \Gamma_N \) satisfying the interior sphere condition, then \( v > 0 \) in \( \Omega' \).

(b) Let \( a \in \Gamma_N' \) satisfy the interior sphere condition. If \( v > 0 \) in \( \Omega' \), then \( v(a) > 0 \).

**Proof.** The proof follows easily from Hopf’s lemma (Proposition 3.2).
4. Symmetry and monotonicity of the eigenfunctions

In this section, we discuss the symmetry and monotonicity properties of the eigenfunctions of (N-D) in \( \Omega_s \). Firstly, we discuss the foliated Schwarz symmetry, and secondly we discuss the monotonicity along the affine radial directions. Lastly, we discuss the monotonicity along the axial direction in a subdomain of \( \Omega_s \).

4.1. Foliated Schwarz symmetry. We recall that \( \mathcal{H}_s = \{ H \in \mathcal{H} : 0 \in \partial H \text{ and } -e_1 \in H \} \). For \( H \in \mathcal{H}_s \), there exists \( h \in \mathbb{S}^{d-1} \) with \( h \cdot e_1 > 0 \) such that \( H = \{ x \in \mathbb{R}^d : h \cdot x \leq 0 \} \). Then, the reflection \( \sigma_H \) with respect to \( \partial H \) of \( H \in \mathcal{H}_s \) is given by

\[
\sigma_H(x) = x \sigma_H \quad \forall x \in \mathbb{R}^d,
\]

where \( \sigma_H \) is the matrix \( I - 2h^T h \). Now, we prove the foliated Schwarz symmetry of the first eigenfunctions.

**Theorem 4.1.** Let \( \Omega_s \in \mathcal{A}_{R_1,R_0} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then \( u \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to \( -R^+e_1 \).

**Proof.** We observe that, from Proposition 2.3, the \( L^2 \)-norm and the Dirichlet energy of a first eigenfunction \( u \) of (N-D) are invariant under the polarization, i.e., \( \| u^H \|_2 = \| u \|_2 \), \( \| \nabla u^H \|_2 = \| \nabla u \|_2 \). Therefore, by the variational characterization of \( \tau_1(s) \), \( u^H \) is also a first eigenfunction. Since both \( u \) and \( u^H \) are non-negative and have same \( L^2 \)-norm, and by the simplicity of \( \tau_1(s) \) we obtain that \( u^H = u \) in \( \Omega \) for any \( H \in \mathcal{H}_s \). Therefore, by the characterization given in Proposition 2.8, \( u \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to \( -R^+e_1 \). \( \square \)

**Remark 4.1.** From the characterization in Remark 2.9, the foliated Schwarz symmetry of a positive first eigenfunction \( u \) is equivalent to \( \frac{\partial u}{\partial \mathbf{n}}(r, \theta) \leq 0 \), for \( 0 < r \leq R_1 \) and for all of the possible values of \( \theta \) in \( \Omega_s \).

The next proposition gives another proof for the foliated Schwarz symmetry of the first eigenfunctions of (N-D). More importantly, this gives a better insight on the geometry of the eigenfunctions. Let \( H \in \mathcal{H}^* \) be a fixed polarizer, then for any set \( A \subseteq \mathbb{R}^d \), we denote \( A \cap H \) by \( A^+ \) and \( A \cap H^c \) by \( A^- \).

**Proposition 4.2.** Let \( \Omega_s \in \mathcal{A}_{R_1,R_0} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then for \( H \in \mathcal{H}_s \),

\[
u(x) = u(\sigma_H(x)) - u(x) \quad \text{for} \quad x \in \Omega_s^* \setminus \partial H,
\]

and for an inward normal \( h \) to \( H \),

\[
\frac{\partial u}{\partial h}(a) > 0 \quad \text{for} \quad a \in \Omega_s^* \cap \partial H.
\]

**Proof.** Let \( w(x) := u(\sigma_H(x)) - u(x) \) for \( x \in \Omega_s^* \). Then \( w \in H^1(\Omega_s^*) \) and it satisfies the following boundary value problem:

\[
\begin{cases}
-\Delta w - \tau_1(s)w = 0 \quad \text{in} \quad \Omega_s^*, \\
w = 0 \quad \text{on} \quad \frac{\Gamma_s}{\Gamma_s^*} \cap \partial H, \\
\frac{\partial w}{\partial n} = 0 \quad \text{on} \quad \Gamma_s^-.
\end{cases}
\]

Now, from Proposition 3.4 we obtain \( w \geq 0 \) in \( \Omega_s^* \), and then the strong maximum principle (Proposition 3.2) implies \( w > 0 \) in \( \Omega_s^* \). Therefore, by Proposition B.1, \( w > 0 \) on \( \Omega_s^* \cup \Omega_s^- \). Hence \( u(x) < u(\sigma_H(x)) \) for \( x \in \Omega_s^* \setminus \partial H \). Let \( h \) be an inward normal to \( H \) and \( a \in \Omega_s^* \cap \partial H \). Observe that \( \Omega_s^- \) satisfies the interior sphere condition at \( a \in \Omega_s \cap \partial H \), \( h \) is an outward normal to \( \Omega_s^- \) at \( a \) and \( w(a) = 0 \). Thus by Hopf’s lemma, we have \( \frac{\partial w}{\partial h}(a) < 0 \) for \( a \in \Omega_s \cap \partial H \) and for an inward normal \( h \) to \( H \). On the other hand, \( h \) is tangential to \( \partial \Omega_s \) at \( a \in \Gamma_s \cap \partial H \). Therefore, Proposition B.1 implies that \( \frac{\partial w}{\partial h}(a) < 0 \) for \( a \in \partial \Omega_s \cap \partial H \). Notice that, \( \sigma_H(h) = -h \) and \( \sigma_H(a) = a \) for \( a \in (\Omega_s \cup \Omega_N) \cap \partial H \). Thus

\[
\frac{\partial w}{\partial h}(a) = \nabla u(\sigma_H(a)) \sigma_H \cdot h - \nabla u(a) \cdot h = \nabla u(a) \cdot (\sigma_H(h) - h) = -2\nabla u(a) \cdot h.
\]

Hence, we have

\[
\frac{\partial u}{\partial h} = \frac{1}{2} \frac{\partial w}{\partial h} > 0 \quad \text{on} \quad (\Omega_s \cup \Omega_N) \cap \partial H.
\]

At \( a \in \Gamma_s \cap \partial H \), we have \((a - se_1) \cdot h = -sh_1 > 0\), since \( h_1 < 0 \) for an inward normal \( h \) to \( H \). So \( h \) is an inward direction to \( \Omega_s \) at \( a \). Therefore, by Hopf’s lemma, we obtain
\[ \frac{\partial u}{\partial n}(a) > 0 \text{ for } a \in \Gamma_D \cap \partial \Omega. \]

This completes the proof. \( \square \)

**Proposition 4.3.** Let \( \Omega_s \subset \mathcal{A}_{R_1,R_0} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then
\[ \nabla u(x) \neq 0 \text{ for } x \in \Omega_s \setminus \mathbb{R}e_1. \]

**Proof.** Let \( x \in \overline{\Omega}_s \setminus \mathbb{R}e_1 \). Then \( x_k \neq 0 \) for some \( k \geq 2 \), where \( x = (x_1,x_2,\ldots,x_d) \). From the axial symmetry of \( u \), we can assume that \( x_k < 0 \). Now, we consider \( \eta = -x_k e_1 + x_1 e_k \) and the polarizer \( H := \{ x \in \mathbb{R}^d : x \cdot \eta \leq 0 \} \), so that \( \eta \) is an outward normal to \( H \). Observe that \( H \in \mathcal{H} \) and \( x \in \overline{\Omega}_s \cap \partial H \). From Proposition 4.2, we get that \( \frac{\partial u}{\partial n}(x) < 0 \). Therefore \( \nabla u(x) \neq 0 \).

Observe that, the annular domain \( \Omega_s = B_R(0) \setminus B_r(se_1) \) is symmetric with respect to any plane containing the \( e_1 \)-axis. Since the first eigenvalue \( \tau_1(s) \) of (N-D) is simple, the corresponding eigenfunctions inherit the same symmetry, as stated below. Also see [1, Proposition A.3].

**Proposition 4.4.** Let \( \Omega_s \subset \mathcal{A}_{R_1,R_0} \) be an annular domain as given in (A). Let \( u \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). If \( \eta \in \mathbb{S}^{d-1} \setminus \{ 0 \} \) such that \( \eta \cdot e_1 = 0 \), then \( u \) is symmetric with respect to the hyperplane \( H_\eta := \{ x \in \mathbb{R}^d : x \cdot \eta = 0 \} \). Furthermore, \( \nabla u(x) \cdot \eta = 0 \) for \( x \in \overline{\Omega}_s \cap H_\eta \).

**Proof.** Consider \( w(x) = u(\sigma_\eta(x)) - u(x) \) for \( x \in \overline{\Omega}_s \), where \( \sigma_\eta \) is the reflection with respect to the hyperplane \( H_\eta \). Then \( w \) satisfies the following boundary value problem:
\[
\begin{align*}
-\Delta w - \tau_1(s)w &= 0 \text{ in } \Omega_s^-, \\
w &\equiv 0 \text{ on } (\overline{\Omega}_s \cap \partial H) \cap \Gamma_D, \\
\frac{\partial w}{\partial \eta} &= 0 \text{ on } \overline{\Omega}_s^\eta 
\end{align*}
\]

From Proposition 3.4, we get that \( w \geq 0 \) in \( \Omega_s^- \). Since \( -w \) also satisfies the boundary value problem above, we conclude that \( w \equiv 0 \) in \( \Omega_s^- \). Now, by the same arguments as given in Proposition 4.2, we see that \( \nabla u(x) \cdot \eta = -\frac{1}{2} \nabla w(x) \cdot \eta = 0 \) for \( x \in \overline{\Omega}_s \cap \partial H \).

Now, we prove the monotonicity of the first eigenfunctions along the tangential directions in the following lemma (a corollary of Theorem 4.1) regarding. For \( a \in \mathbb{R}^d \setminus \{ 0 \} \), let \( T_a := \{ \eta \in \mathbb{R}^d \setminus \{ 0 \} : \eta \cdot a = 0 \} \). Any \( \eta \in T_a \) is called a tangential direction at \( a \).

**Lemma 4.5.** Let \( \Omega_s \subset \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Let \( a \in \overline{\Omega}_s \setminus \mathbb{R}e_1 \) and \( \eta \in T_a \). Then
\[ \nabla u(a) \cdot \eta > 0 \text{ if and only if } \eta \cdot e_1 < 0. \]

**Proof.** First assume that \( \eta \cdot e_1 < 0 \). We consider the polarizer: \( H \) = \{ \( x \in \mathbb{R}^d \) : \( -\eta \cdot x \leq 0 \) \}. Clearly \( a \in \partial H \) and since \( \eta \cdot e_1 < 0 \), we have \( H \in \mathcal{H} \). Also observe that \( -\eta \) is an outward direction to \( H \) at \( a \in \partial H \). So, from Proposition 4.2, we get that \( \nabla u(a) \cdot \eta > 0 \).

Conversely, assume that \( \nabla u(a) \cdot \eta > 0 \). If possible, let \( \eta \cdot e_1 \geq 0 \). If (i) \( -\eta \cdot e_1 < 0 \), then the arguments given above implies \( \nabla u(a) \cdot (-\eta) > 0 \), or (ii) \( -\eta \cdot e_1 = 0 \), Proposition 4.4 gives \( \nabla u(a) \cdot (-\eta) = 0 \). In both the cases we get contradictions to the assumption that \( \nabla u(a) \cdot \eta > 0 \). Thus \( \eta \cdot e_1 < 0 \).

**Remark 4.6.** From the characterization in Remark 2.9, Lemma 4.5 is equivalent to \( \frac{\partial u}{\partial \theta}(r,\theta) < 0 \) for \( 0 < r \leq R_1 \) and for all of the possible values of \( \theta \) in \( \Omega_s \), when we consider \( u = u(r,\theta) \) as a function of \( r \) and \( \theta \).

**Proposition 4.7.** Let \( \Omega_s \subset \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then
\[ \frac{\partial u}{\partial x_1} < 0 \text{ on } \Gamma_N \setminus \{ \pm R_1 e_1 \}. \]

**Proof.** Let \( a \in \Gamma_N \setminus \{ \pm R_1 e_1 \} \). From the Neumann condition on \( \Gamma_N \), we get \( \nabla u(a) \in T_a \). Since \( \nabla u \) never vanishes on \( \Gamma_N \setminus \{ \pm R_1 e_1 \} \), we obtain \( \nabla u(a) \cdot \nabla u(a) > 0 \). Therefore, from Lemma 4.5, we get
\[ \frac{\partial u}{\partial x_1}(a) = \nabla u(a) \cdot e_1 < 0. \]
Remark 4.8. One can give an alternate proof for Proposition 4.7. The axial symmetry of \( u \) and the Neumann condition \( \frac{\partial u}{\partial n} = 0 \) on \( \Gamma_N \) imply that
\[
\nabla u(x) = \frac{\partial u}{\partial \theta} \left( \sin \theta \frac{e_1}{R_1} - \frac{x_1(x - (x \cdot e_1)e_1)}{R_1^2|x - (x \cdot e_1)e_1|} \right)
\]
for \( x \in \Gamma_N \setminus \{ \pm R_1 e_1 \} \).

Therefore,
\[
\frac{\partial u}{\partial x_1} = \frac{1}{R_1 \sin \theta} \frac{\partial u}{\partial \theta} < 0
\]
as \( \frac{\partial u}{\partial \theta} < 0 \) from the foliated Schwarz symmetry (see Remark 4.6). The equation (4.1) is derived by considering the coordinate system \((r, \theta, \varphi_1, \ldots, \varphi_{d-2})\) with \( r = |x|, r \cos \theta = -x_1 \) and \( \vartheta \in [0, \pi), \varphi_i \in [0, 2\pi) \) for \( i = 2, \ldots, d-2 \), as given in [15, Proof of Lemma 5.1 and Proposition 5.4], and observing that the axial symmetry implies that \( \frac{\partial u}{\partial \varphi_i} = 0 \) for \( i = 1, 2, \ldots, d-2 \) and the Neumann condition on \( \Gamma_N \) implies that \( \frac{\partial u}{\partial n} = 0 \) on \( \Gamma_N \) (i.e., for \( r = R_1 \)).

4.2. Strict monotonicity along the affine-radial directions. For a point \( x \in \mathbb{R}^d \setminus \{0\} \), the vector \( x - a \) is called an affine-radial direction from \( a \in \mathbb{R}^d \). The following theorem gives the monotonicity of the first eigenfunctions of (N-D) along the affine-radial directions from \( se_1 \).

Theorem 4.2. Let \( \Omega_s \subset \mathbb{R}^d_r, r \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then \( u \) is strictly increasing along all the affine-radial directions from \( se_1 \) in \( \Omega_s \), more precisely
\[
\nabla u(x) \cdot (x - se_1) > 0 \quad \text{for} \quad x \in \Omega_s \setminus \{ \pm R_1 e_1 \}.
\]

Proof. We consider the function \( v(x) = \nabla u(x) \cdot (x - se_1) \) for \( x \in \Omega_s \). Then \( v \) satisfies the following equation:
\[
-\Delta v - \tau_1(s)v = 2\tau_1(s)u \quad \text{in} \quad \Omega_s.
\]

Notice that, for \( a \in \Gamma_N \), \( a \) is an outward normal to \( \Omega_s \) therefore \( \nabla u(a) \cdot a = 0 \). Thus,
\[
v(a) = \nabla u(a) \cdot a - s \frac{\partial u}{\partial x_1}(a) = -s \frac{\partial u}{\partial x_1}(a).
\]

Now, by Proposition 4.7, we have \( v(a) > 0 \) for \( a \in \Gamma_N \setminus \{ \pm R_1 e_1 \} \). Since \( e_1 \) is a normal direction at \( a = \{ \pm R_1 e_1 \} \) thus \( v(a) = 0 \). For \( a \in \Gamma_D, a - se_1 \) is an inward direction to \( \Omega_s \) at \( a \) and \( u(a) = 0 \). Therefore, from Hopf’s lemma (Proposition 3.2) we get \( v(x) = \nabla u(x) \cdot (x - se_1) > 0 \). So \( v \) satisfies the following boundary value problem:
\[
-\Delta v - \tau_1(s)v = 2\tau_1(s)u \geq 0 \quad \text{in} \quad \Omega_s, \quad v > 0 \quad \text{on} \quad \Gamma_D \cup (\Gamma_N \setminus \{ \pm R_1 e_1 \}), \quad v = 0 \quad \text{on} \quad \{ \pm R_1 e_1 \}.
\]

Since \( \tau_1(s) < \lambda_1(s) \), from Proposition 3.3 we get \( v \geq 0 \) in \( \Omega_s \). Now, using the strong maximum principle (Proposition 3.2) we conclude that \( v > 0 \) on \( \Omega_s \setminus \{ \pm R_1 e_1 \} \).

Remark 4.9.

(i) For the concentric annular domain \( \Omega_0 \), i.e., for \( s = 0 \), Theorem 4.2 asserts that a positive first eigenfunction \( u \) of (N-D) is strictly increasing along the radial direction, i.e., \( \frac{\partial u}{\partial n} > 0 \) in \( \Omega_0 \).

(ii) Since \( u \) is strictly increasing along all the affine-radial directions from \( se_1 \), we remark that \( \nabla u \) can never vanishes in \( \Omega_s \setminus \{ \pm R_1 e_1 \} \), as concluded in Proposition 4.3.

(iii) We observe that the foliated Schwarz symmetry (Theorem 4.1) of the positive first eigenfunctions implies that the maximum is attained only on the \( e_1 \)-axis. Then, the monotonicity in the affine-radial directions implies that the maximum is attained at \(-R_1 e_1\).

4.3. Strict monotonicity along the axial direction. In this section, we prove the monotonicity of the positive eigenfunctions of (N-D) corresponding to \( \tau_1(s) \) along the \( e_1 \)-direction in a subdomain of \( \Omega_s \). First, we introduce some notations. For \( a \in (-R_1, R_1) \) the \( a \)-cap of \( \Omega_s \), denoted by \( \Sigma_a \), is defined as:
\[
\Sigma_a = \{ x \in \Omega_s : x_1 < a \}.
\]

Let \( H_0 = \{ x \in \mathbb{R}^d : x_1 \leq \alpha \} \) be a polarizer, \( \Gamma_D = \Gamma_D \cap H_0 \) and \( \Gamma_N = \Gamma_N \cap H_0 \). Therefore \( \partial \Sigma_a = \Gamma_N \cup \Gamma_D \cup (\Sigma_0 \cap \partial H_0) \). See Figure 2. We observe that

(i) \( \Gamma_D \neq \emptyset \) only if \( a > s - R_0 \),

(ii) \( \Sigma_{a_1} \subset \Sigma_{a_2} \), \( \Gamma^+_{D1} \subset \Gamma^+_{D2} \) and \( \Gamma^-_{N1} \subset \Gamma^-_{N2} \) for \( a_1 < a_2 \). Let \( \sigma_a \) be the reflection with respect to \( H_0 \). Then, we have
\[
\sigma_a(x) = (2a - x_1, x') = 2ae_1 + \sigma_0(x) \quad \forall x = (x_1, x') \in \mathbb{R}^d.
\]
Lemma 4.10. Let \( \Omega_\alpha \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_\alpha \). If \( \alpha \leq 0 \) then
\[
\frac{\partial u}{\partial x_1}(x) < 0 \text{ for } x \in \Sigma_\alpha \setminus \{-R_1 e_1\}.
\]

Proof. Since \( \Sigma_\alpha \subseteq \Sigma_0 \) for \( \alpha \leq 0 \), it is enough to prove the result for \( \alpha = 0 \). Assume that \( \alpha = 0 \). First, we observe that \( \frac{\partial u}{\partial x_1} \) satisfies the following equation:
\[
-\Delta \left( \frac{\partial u}{\partial x_1} \right) - \tau_1(s) \frac{\partial u}{\partial x_1} = 0 \text{ in } \Omega_s.
\]
Notice that, \( e_1 \) is an outward direction to \( \Omega_\alpha \), for \( x \in \Gamma_D \) (if non-empty). We have \( \frac{\partial u}{\partial x_1} < 0 \) on \( \Gamma_D \) (Proposition 3.2) and on \( \Gamma_N \setminus \{-R_1 e_1\} \) (Proposition 4.7). For \( x \in \partial H_0 \cap \Sigma_\alpha \) we have \( x \cdot e_1 = 0 \), i.e., \( e_1 \in T_x \) therefore Lemma 4.5 implies that \( \frac{\partial u}{\partial x_1}(x) < 0 \). Therefore, \( \frac{\partial u}{\partial x_1} \) satisfies the following boundary value problem in \( \Sigma_0 \):
\[
-\Delta \left( \frac{\partial u}{\partial x_1} \right) - \tau_1(s) \frac{\partial u}{\partial x_1} = 0 \text{ in } \Sigma_0,
\]
\[
\frac{\partial u}{\partial x_1} \leq 0 \text{ on } \Gamma_N, \quad \frac{\partial u}{\partial x_1} < 0 \text{ on } \Gamma_D \cap (\partial H_0 \cap \Sigma_\alpha).
\]
Thus, using Proposition 3.3 and Proposition 3.2 we obtain that \( \frac{\partial u}{\partial x_1} < 0 \) on \( \Sigma_0 \setminus \{-R_1 e_1\} \). \( \square \)

Now, let us consider the following set:
\[
\mathcal{A} := \left\{ \alpha \in (-R_1,s) : \frac{\partial u}{\partial x_1} < 0 \text{ in } \Sigma_\alpha \setminus \{-R_1 e_1\} \right\}.
\]
Observe that \( \mathcal{A} \neq \emptyset \), since \((-R_1,0) \subset \mathcal{A} \) (from Lemma 4.10). We claim that the maximal cap such that \( \frac{\partial u}{\partial x_1} < 0 \) is the s-cap \( \Sigma_s \).

Theorem 4.3. Let \( \Omega_s \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then
\[
\frac{\partial u}{\partial x_1}(x) < 0 \text{ for } x \in \Sigma_s.
\]

Proof. We observe that \( \frac{\partial u}{\partial x_1}(x) < 0 \) for \( x \in \Gamma_N \setminus \{\pm R_1 e_1\} \) (from Proposition 4.7), also for \( x \in \Gamma_D \cap \{x_1 < s\} \) (from Hopf’s lemma). Now, let \( \alpha \in \mathcal{A} \) with \( \alpha < s \). Since \( \frac{\partial u}{\partial x_1}(x) < 0 \) for \( x \in (\Gamma_D \cap \{x_1 < s\}) \cup (\Gamma_N \setminus \{\pm R_1 e_1\}) \), by the continuity of \( \frac{\partial u}{\partial x_1} \) and the compactness \( \partial H_0 \cap \Sigma \), there exists \( \epsilon(\alpha) > 0 \) such that \( \frac{\partial u}{\partial x_1}(x) < 0 \) for \( x \in \Sigma_{\alpha + \epsilon(\alpha)} \), i.e., \( \alpha + \epsilon(\alpha) \in \mathcal{A} \). Also we observe, again from the Hopf’s lemma, that \( \frac{\partial u}{\partial x_1}(x) \geq 0 \) for \( x \in \Gamma_D \cap \{x_1 \geq s\} \). Hence \( \sup \mathcal{A} = s \). Therefore \( \frac{\partial u}{\partial x_1}(x) \leq 0 \) for \( x \in \Sigma_s \). Since \( \frac{\partial u}{\partial x_1} \) satisfies the following equation in \( \Sigma_s \):
\[
-\Delta \left( \frac{\partial u}{\partial x_1} \right) = \tau_1(s) \frac{\partial u}{\partial x_1} \leq 0,
\]
and \( \frac{\partial u}{\partial x_1} < 0 \) in \( \Sigma_s \), from the strong maximum principle (Proposition 3.2) we obtain that \( \frac{\partial u}{\partial x_1} < 0 \) in \( \Sigma_s \). \( \square \)

5. The Shape Variation of the First Eigenvalue

In this section, we apply the geometry of the eigenfunctions that we obtained in Section 4 to study the monotonicity of the first eigenvalue of (N-D) over a family annular domains. Recall that, \( \Omega_e = B_{R_1}(0) \setminus B_{R_0}(s e_1) \) is an annular domain for some \( 0 < R_0 < R_1 \) and \( 0 \leq s < R_1 - R_0 \); and \( \tau_1(s) \) is the first eigenvalue of (N-D) in \( \Omega_e \). For a given vector field \( V \in W^{3,\infty}(\mathbb{R}^d, \mathbb{R}^d) \), we consider the perturbations of \( \Omega_e \) by \( \Omega_{\epsilon} = (I + \epsilon V)\Omega_e \). We consider the vector field \( V \) as given below:
\[
V(x) = \rho(x)e_1, \text{ where } \rho \in C^\infty_c(B_{R_1}(0)) \text{ and } \rho \equiv 1 \text{ in a neighborhood of } B_{R_0}(s e_1).
\]
For this choice of \( V \) and \( \epsilon \) sufficiently small, the perturbations \( \tilde{\Omega}_\epsilon \) of \( \Omega_s \) are precisely the translation of the inner ball along the \( e_1 \)-direction towards the outer boundary. More precisely, 
\[ \Omega_\epsilon = \Omega_{s+\epsilon}. \]

Therefore, \( \tau_1(\tilde{\Omega}_\epsilon) = \tau_1(s+\epsilon) \), \( \tau_1(\tilde{\Omega}_0) = \tau_1(s) \). Let \( u > 0 \) be the eigenfunction corresponding to \( \tau_1(s) \) with the normalization \( \int_{\Omega_s} u^2 \, dx = 1 \). Hence, from the definition of the Eulerian derivative of the shape functionals and the shape derivative formula (A.8), we get the following expression for \( \tau'_1(s) \):
\[
\tau'_1(s) = -\int_{\Gamma_D} \left| \frac{\partial u}{\partial n}(x) \right|^2 n_1(x) \, dS. \tag{5.1}
\]

Recall, from Section 4.3, that \( \Sigma_s \) is the \( s \)-cap of \( \Omega_s \) and \( \sigma_s \) is the reflection with respect to the boundary \( \partial H_s \) of the polarizer \( H_s = \{ x \in \mathbb{R}^d : x_1 \leq s \} \). Therefore, 
\[
\sigma_s(x) = x(I - 2e_1^T e_1) + 2s e_1 = x\sigma_0 + 2s e_1 \quad \forall x \in \mathbb{R}^d, \tag{5.2}
\]

where \( \sigma_0 \) is the symmetric matrix \( I - 2e_1^T e_1 \). Now, we rewrite the derivative formula (5.1) as an integral over the half boundary \( \Gamma_D \cap \{ x_1 > s \} \).

**Proposition 5.1.** Let \( \Omega_s \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \) with the normalization \( \int_{\Omega_s} u^2 \, dx = 1 \). Then
\[
\tau'_1(s) = \int_{\Gamma_D \cap \{ x_1 > s \}} \left( \left| \frac{\partial c}{\partial n}(x) \right|^2 - \left| \frac{\partial u}{\partial n}(x) \right|^2 \right) n_1(x) \, dS, \tag{5.3}
\]

where \( v = u \circ \sigma_s \) in \( \Omega_s \cap \{ x_1 \geq s \} \).

**Proof.** Firstly, we split the right hand side of the equation (5.1) as follows:
\[
\tau'_1(s) = -\int_{\Gamma_D \cap \{ x_1 > s \}} \left| \frac{\partial u}{\partial n}(x) \right|^2 n_1(x) \, dS - \int_{\Gamma_D \cap \{ x_1 < s \}} \left| \frac{\partial u}{\partial n}(x) \right|^2 n_1(x) \, dS. \tag{5.4}
\]

Since \( \sigma_s(\Omega_s \cap H^c_s) \subset \Omega_s \), we define \( v(x) = u(\sigma_s(x)) \) for \( x \in \Omega_s \cap H^c_s \). Then, we have
\[
\nabla v(x) = \nabla u(\sigma_s(x))\sigma_0 \quad \forall x \in \Omega_s \cap H^c_s. \tag{5.5}
\]

Observe that \( n(\sigma_s(x)) = n(x)\sigma_0 \) and \( n_1(\sigma_s(x)) = -n_1(x) \) for \( x \in \Gamma_D \cap \{ x_1 > s \} \). Therefore, from (5.5) we obtain
\[
\frac{\partial v}{\partial n}(x) = \nabla v(x) \cdot n(x) = \nabla u(\sigma_s(x))\sigma_0 \cdot n(x) = \nabla u(\sigma_s(x)) \cdot n(x)\sigma_0 = \frac{\partial u}{\partial n}(\sigma_s(x)).
\]

Since \( \sigma_s(\Gamma_D) = \Gamma_D \), the second integral can be written as
\[
\int_{\Gamma_D \cap \{ x_1 < s \}} \left| \frac{\partial u}{\partial n}(x) \right|^2 n_1(x) \, dS = -\int_{\Gamma_D \cap \{ x_1 > s \}} \left| \frac{\partial u}{\partial n}(\sigma_s(x)) \right|^2 n_1(\sigma_s(x)) \, dS = -\int_{\Gamma_D \cap \{ x_1 > s \}} \left| \frac{\partial v}{\partial n}(x) \right|^2 n_1(x) \, dS.
\]

This gives (5.3). \( \square \)

Now, we have the following lemma regarding the Neumann data of \( u \) on the reflected part in \( \Omega_s \) of the outer boundary \( \Gamma_N \).

**Lemma 5.2.** Let \( \Omega_s \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A). Let \( u > 0 \) be an eigenfunction of (N-D) corresponding to the first eigenvalue \( \tau_1(s) \) in \( \Omega_s \). Then
\[
\frac{\partial v}{\partial n}(x) > 0 \quad \text{for } x \in \Gamma_N \cap \{ x_1 > s \}.
\]

**Proof.** Observe that \( \nabla v(x) = \nabla u(\sigma_s(x))\sigma_0 \) for \( x \in \Omega_s \), and the unit normal to \( \Omega_s \) at \( x \in \Gamma_N \) is \( n(x) = \frac{x}{R_1} \). Let \( x \in \Gamma_N \cap \{ x_1 > s \} \). Using (5.2), we get that
\[
\frac{\partial v}{\partial n}(x) = \nabla u(\sigma_s(x))\sigma_0 \cdot n(x) = \frac{1}{R_1} \nabla u(\sigma_s(x)) \cdot \sigma_0(x)
\]
\[
= \frac{1}{R_1} \nabla u(\sigma_s(x)) \cdot (\sigma_s(x) - 2se_1) = \frac{1}{R_1} \nabla u(\sigma_s(x)) \cdot (\sigma_s(x) - se_1) - s \frac{\partial u}{\partial x_1}(\sigma_s(x)).
\]

For \( x \in \Gamma_N \cap \{ x_1 > s \} \), we have \( \sigma_s(x) \in \Omega_s \). Therefore, from Theorem 4.2 and Theorem 4.3, we have \( \nabla u(\sigma_s(x)) \cdot (\sigma_s(x) - se_1) > 0 \) and \( \frac{\partial u}{\partial x_1}(\sigma_s(x)) < 0 \).
Hence,
\[ \frac{\partial u}{\partial n}(x) > 0 \text{ for } x \in \Gamma_N \cap \{x_1 > s\}. \]

Now, we give a proof of Theorem 1.2.

**Proof of Theorem 1.2.** For \( s = 0 \), \( \tau_1'(0) = 0 \) follows easily from the radial symmetry of the first eigenfunctions. Let \( 0 < s < R_1 - R_0 \). We consider the function \( w(x) := v(x) - u(x) \) for \( x \in \Omega_s \cap H_s^c \). Clearly, \( w \) satisfies the following equation:
\[ -\Delta w - \tau_1(s)w = 0 \text{ in } \Omega_s \cap H_s^c. \]

Since \( \sigma_x(\Gamma_D) = \Gamma_D \) we get that \( v(x) = 0 \) on \( \Gamma_D \cap \{x_1 > s\} \). Therefore, from the definition of \( w \), it follows that \( w = 0 \) on \( (\Gamma_D \cap \{x_1 > s\}) \cup (\Omega_s \cap \partial H_s) \). From Lemma 5.2, we have \( \frac{\partial w}{\partial n}(x) = \frac{\partial v}{\partial n}(x) - \frac{\partial u}{\partial n}(x) = \frac{\partial v}{\partial n}(x) > 0 \) for \( x \in \Gamma_N \cap \{x_1 > s\} \). Therefore, \( w \) satisfies the following boundary value problem:
\[ -\Delta w - \tau_1(s)w = 0 \text{ in } \Omega_s \cap H_s^c, \]
\[ w = 0 \text{ on } (\Gamma_D \cap \{x_1 > s\}) \cup (\Omega_s \cap \partial H_s), \]
\[ \frac{\partial w}{\partial n} > 0 \text{ on } \Gamma_N \cap \{x_1 > s\}. \]

From Proposition 3.4 and the strong maximum principle (part (a) of Proposition 3.2), we obtain that \( w > 0 \) in \( \Omega_s \cap H_s^c \). Since \( w = 0 \) and \( u = 0 \) on \( \Gamma_D \cap \{x_1 > s\} \), by Hopf’s lemma (Proposition 3.2), we get \( \frac{\partial u}{\partial n} < 0 \) and \( \frac{\partial w}{\partial n} < 0 \) on \( \Gamma_D \cap \{x_1 > s\} \). Therefore, \( \frac{\partial v}{\partial n}(x) < \frac{\partial u}{\partial n}(x) < 0 \) for \( x \in \Gamma_D \cap \{x_1 > s\} \). Hence
\[ 0 < \frac{\partial v}{\partial n}(x) < \frac{\partial u}{\partial n}(x) < 0 \text{ for } x \in \Gamma_D \cap \{x_1 > s\}. \]

Consequently, since \( n_1(x) < 0 \) for \( x \in \Gamma_D \cap \{x_1 > s\} \), from (5.3) we conclude that \( \tau_1'(s) < 0 \). \( \square \)

6. REMARKS ON OTHER BOUNDARY VALUE PROBLEMS

For an annular domain \( \Omega_s = B_{R_1}(0) \setminus B_{R_0}(se_1) \in \mathcal{A}_{R_0,R_1} \), we consider the following eigenvalue problems:
\[ -\Delta u = \nu u \text{ in } \Omega_s, \]
\[ u = 0 \text{ on } \partial B_{R_1}(0), \]
\[ \frac{\partial u}{\partial n} = 0 \text{ on } \partial B_{R_0}(se_1); \quad \text{(D-N)} \]
\[ -\Delta u = \lambda u \text{ in } \Omega_s, \]
\[ u = 0 \text{ on } \partial \Omega_s, \]
\[ \frac{\partial u}{\partial n} = 0 \text{ on } \partial B_{R_0}(se_1); \quad \text{(D-D)} \]

Let \( \nu_1(s) \), \( \lambda_1(s) \) be the first eigenvalues of (D-N) and (D-D) respectively. By the similar arguments used in proving Theorem 4.1, we can prove the following results. We omit the proofs.

**Theorem 6.1.** Let \( \Omega_s \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (D-N) in \( \Omega_s \) corresponding to the first eigenvalue \( \nu_1(s) \). Then \( u \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to the 1-dimensional closed affine half subspace \( se_1 - \mathbb{R}^+e_1 \).

**Theorem 6.2.** Let \( \Omega_s \in \mathcal{A}_{R_0,R_1} \) be an annular domain as given in (A) with \( 0 < s < R_1 - R_0 \). Let \( u > 0 \) be an eigenfunction of (D-D) in \( \Omega_s \) corresponding to the first eigenvalue \( \lambda_1(s) \). Then,
(a) \( u \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to the 1-dimensional closed affine half subspace \(-\mathbb{R}^+e_1\);
(b) \( u \) has the foliated Schwarz symmetry in \( \Omega_s \) with respect to the 1-dimensional closed affine half subspace \( se_1 - \mathbb{R}^+e_1 \).

**Open Problems:** The monotonicity of the first eigenvalue \( \lambda_1(s) \) of (D-D) on \([0,R_1 - R_0]\) is proved in [18, 22], see Introduction for more details on this problem. Notice that, for (D-N), the first eigenfunctions have the foliated Schwarz symmetry, however the other symmetries, such as the affine radiality and the monotonicity in the axial direction clearly fail, see Figure 3d. Since these geometries play the important roles in our proof for the monotonicity of \( \tau_1(s) \) for (N-D) problem, we anticipate that \( s \mapsto \nu_1(s) \) is not monotone on \([0,R_1 - R_0]\). Indeed, there is numerical evidence to support our intuition (see Figures 3a-3c). From the numerical data, we observe that

**Observation 1.** There exists a unique \( s_0 \in (0,R_1 - R_0] \) such that
\[ \nu_1'(s) < 0 \text{ on } (0,s_0), \nu_1'(s) > 0 \text{ on } (s_0,R_1 - R_0) \text{ and } \nu_1'(s_0) = 0. \]
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Figure 3. (A)-(C) Monotonicity of $\nu_1(s)$ on $(0, R_1 - R_0)$ with $R_1 = 5$ and $R_0 = \text{Ratio} \times R_1$. (D) Monotonicity along the axial direction of an eigenfunction corresponding to $\nu_1(s)$.

Observation 2. There exists a critical value, say $r_0$, of the ratio $\frac{R_0}{R_1}$ such that:

(a) For $\frac{R_0}{R_1} < r_0$, Observation 1 holds;
(b) For $\frac{R_0}{R_1} \geq r_0$, we have $\nu'_1(s) < 0$ for $s \in (0, R_1 - R_0)$.

Providing analytical explanations for the observations above seems to be a challenging problem.

Appendix A. Shape calculus for the first eigenvalue

In this section, we derive the shape derivative formula for the first eigenvalue of the Laplace operator with the mixed boundary conditions on a bounded domain. First, we recall the concept of a shape (domain) functional on an admissible family of subsets of $\mathbb{R}^d$, and we study its variations under certain domain perturbations.

Definition A.1 (Shape functional). Let $\emptyset \neq D \subseteq \mathbb{R}^d$ be an open set and let $\mathcal{P}(D)$ be the power set of $D$. A shape functional $J$ is a map from an admissible family $A \subseteq \mathcal{P}(D)$ into $\mathbb{R}$.

To study the variations of a shape functional $J$ at a domain $\Omega \in A$, first we consider a family of perturbations of $\Omega \subset \mathbb{R}^d$ given as follows:

for a fixed vector field $V \in W^{3,\infty}(\mathbb{R}^d, \mathbb{R}^d)$ we consider the transformations

$\Phi_\varepsilon(x) = (I + \varepsilon V)x = x + \varepsilon V(x)$ for $x \in \mathbb{R}^d$, $\varepsilon \in [0, \varepsilon_0)$ for some small $\varepsilon_0 > 0$;

and a family of perturbed domains

$A := \{ \Omega_\varepsilon = \Phi_\varepsilon(\Omega) : \varepsilon \in [0, \varepsilon_0) \}$

(A.1)

for some small $\varepsilon_0 > 0$.

Definition A.2 (Eulerian derivative). Let $V$ be a vector field as given in (A.1), and $J$ be a shape functional. The Eulerian derivative of the shape functional $J$ at $\Omega \in A$ in the direction of $V$ is defined as the following limit, if it exists:

$$dJ(\Omega; V) = \lim_{\varepsilon \searrow 0} \frac{J(\Omega_\varepsilon) - J(\Omega)}{\varepsilon},$$

where $\Omega_\varepsilon = \Phi_\varepsilon(\Omega)$ and $\Phi_\varepsilon$ is given by (A.1).

In many of the physical situations, a shape functional $J(\Omega)$ depends on the domain via the solution $u(\Omega)$ of a boundary value problem defined in $\Omega$. We call $u(\Omega)$ as the shape function. The Eulerian derivative of such $J(\Omega)$ depends on so called the shape derivative of $u(\Omega)$.

Definition A.3 (Material derivative). Let $V$ be a vector field as given in (A.1). For a shape function $u(\Omega) \in W^{1,p}(\Omega)$ with $1 \leq p < \infty$, the material derivative $\dot{u} = \ddot{u}(\Omega; V)$ in the direction of $V$ is defined as the following limit, if it exists:
\[ \dot{u}(\Omega; V) = \lim_{\varepsilon \searrow 0} \frac{1}{\varepsilon} \left( u(\Omega_\varepsilon) \circ \Phi_\varepsilon - u(\Omega) \right) \text{ in } W^{1,p}(\Omega), \]

where \( \Omega_\varepsilon = \Phi_\varepsilon(\Omega) \) and \( \Phi_\varepsilon \) is given by (A.1).

**Definition A.4** (Shape derivative). Let \( V \) be a vector field as given in (A.1). For a shape function \( u(\Omega) \in W^{1,p}(\Omega) \), if the material derivative \( \dot{u}(\Omega; V) \) exists and \( \nabla u(\Omega) \cdot V \in L^p(\Omega) \), then the shape derivative \( u' = u'(\Omega; V) \) in the direction of \( V \) is defined as

\[ u'(\Omega; V) = \dot{u}(\Omega; V) - \nabla u(\Omega) \cdot V. \quad (A.3) \]

**Remark A.5.** We observe that, for a transformation \( \Phi_\varepsilon \) given in (A.1), for any compact set \( K \subset \Omega \) there exists \( \varepsilon_K > 0 \) such that \( \Phi_\varepsilon(K) \subset \Omega \) for \( \varepsilon \leq \varepsilon_K \). Therefore, the shape derivative of \( u \) can be defined locally on every compact set as the derivative of \( \varepsilon \mapsto u(\Omega_\varepsilon)|_K \) in \( K \). The material derivative of \( u \) is the derivative of \( \varepsilon \mapsto u(\Omega_\varepsilon) \circ \Phi_\varepsilon \) in \( \Omega \). If the material derivative of \( u \) exists then, from [19, Corollary 5.2.3 or Lemma 5.2.7], the shape derivative exists and is given by (A.3).

A.1. Shape derivative of the eigenfunctions and the eigenvalues. Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain and let \( \partial \Omega = \Gamma_D \cup \Gamma_N \). We consider the following eigenvalue problem on \( \Omega \):

\[ \begin{aligned}
-\Delta u &= \tau u \text{ in } \Omega, \\
u &= 0 \text{ on } \Gamma_D, \\
\frac{\partial u}{\partial n} &= 0 \text{ on } \Gamma_N.
\end{aligned} \quad (A.4) \]

Next, we give the existence of the material derivative of the normalize eigenfunction \( u(\Omega) \) corresponding to the first eigenvalue \( \tau_1(\Omega) \) of (A.4). See [35, Lemma 3.18, page 154], for the material derivative for a non-homogeneous problem with the mixed boundary conditions. For a vector field \( V \) given in (A.1), let \( \Omega_\varepsilon \) be as given in (A.2) with the boundary \( \partial \Omega_\varepsilon = \Gamma_D \varepsilon \cup \Gamma_N \), where \( \Gamma_i = \Phi_\varepsilon(\Gamma_i) \) for \( i = D, N \). Let \( (u_\varepsilon, \tau_1(\varepsilon)) \) be the first eigenpair of (A.4) in \( \Omega_\varepsilon \) such that \( \int_{\Omega_\varepsilon} u_\varepsilon^2 \, dx = 1 \). We adapt the ideas of [19, Theorem 5.3.2 and Theorem 5.7.2] and show that both the material and the shape derivatives of \( u(\Omega) \) exist.

**Proposition A.6.** Let \( \tau_1(\Omega) \) be the first eigenvalue of (A.4) in \( \Omega \) and let \( u(\Omega) \) be a corresponding eigenfunction with \( \int_{\Omega} u(\Omega)^2 \, dx = 1 \). Let \( V \) be a vector field as given in (A.1). Then, both the material derivative and the shape derivative of \( u(\Omega) \) exist, and also the Eulerian derivative of the shape functional \( \tau_1(\Omega) \) exists.

**Proof.** Let \( u_\varepsilon \in H^1_{\Gamma_D}(\Omega_\varepsilon) \) be the eigenfunction corresponding to the first eigenvalue \( \tau_1(\Omega_\varepsilon) \) of (A.4) on \( \Omega_\varepsilon \) for \( \varepsilon \in [0, \varepsilon_0) \) with the normalization \( \int_{\Omega_\varepsilon} u_\varepsilon^2 \, dx = 1 \), i.e.,

\[ \int_{\Omega_\varepsilon} \nabla u_\varepsilon \cdot \nabla \varphi \, dx = \tau_1(\Omega_\varepsilon) \int_{\Omega_\varepsilon} u_\varepsilon \varphi \, dx = 0 \quad \forall \varphi \in H^1_{\Gamma_D}(\Omega_\varepsilon). \]

Let \( v_\varepsilon \) be \( v_\varepsilon = u_\varepsilon \circ \Phi_\varepsilon \) in \( \Omega \) for \( \varepsilon \in [0, \varepsilon_0) \). For \( \varepsilon = 0 \), we have \( \Omega_0 = \Omega \) and \( v_0 = u_0 = u(\Omega) \). We observe that \( v_\varepsilon \in H^1_{\Gamma_D}(\Omega) \) and satisfies

\[ \int_{\Omega} \left( A(\varepsilon) \nabla v_\varepsilon \right) \cdot \nabla \psi \, dx = \tau_1(\Omega_\varepsilon) \int_{\Omega} \gamma(\varepsilon) v_\varepsilon \psi \, dx = 0 \quad \forall \psi = \varphi \circ \Phi_\varepsilon \in H^1_{\Gamma_D}(\Omega), \quad (A.5) \]

where \( A(\varepsilon) = \gamma(\varepsilon) D\Phi_\varepsilon^{-1}(D\Phi_\varepsilon^{-1})^T \), \( \gamma(\varepsilon) = |\det(D\Phi_\varepsilon)| \) for \( \varepsilon \in [0, \varepsilon_0) \). Thus, \( v_\varepsilon \) satisfies the following equation:

\[ -\text{div}(A(\varepsilon) \nabla v_\varepsilon) = \tau_1(\Omega_\varepsilon) \gamma(\varepsilon) v_\varepsilon \text{ in } \Omega. \]

Now, we consider the function \( F : [0, \varepsilon_0) \times H^1_{\Gamma_D}(\Omega) \times \mathbb{R} \rightarrow H^{-1}(\Omega) \times \mathbb{R} \) defined by

\[ F(\varepsilon, v, \tau) = \left( -\text{div}(A(\varepsilon) \nabla v) - \tau_1(\varepsilon) v, \int_{\Omega} v^2 \, dx - 1 \right). \]

Then \( F \) is well-defined and continuous. We observe that \( F(\varepsilon, v_\varepsilon, \tau_1(\Omega_\varepsilon)) = (0, 0) \) (by (A.5)) and

\[ D_{v,\tau}F(0, u(\Omega), \tau_1(\Omega))(\phi, \tau_1) = \left( -\Delta \phi - \tau_1(\Omega) \phi - \tau_1 u(\Omega), 2 \int_{\Omega} u(\Omega) \phi \, dx \right). \]

From [19, Lemma 5.7.3], it follows that \( D_{v,\tau}F(0, u, \tau_1(\Omega)) \) is a bijection from \( H^1_{\Gamma_D}(\Omega) \times \mathbb{R} \) onto \( H^{-1}(\Omega) \times \mathbb{R} \). Since \( D_{v,\tau}F(0, u, \tau_1(\Omega)) \) is a continuous linear map, it is an isomorphism from \( H^1_{\Gamma_D}(\Omega) \times \mathbb{R} \) onto \( H^{-1}(\Omega) \times \mathbb{R} \). Thus, by the implicit function theorem, there exists a unique map \( \varepsilon \mapsto (v(\varepsilon), \tau(\varepsilon)) \in H^1_{\Gamma_D}(\Omega) \times \mathbb{R} \) of class \( C^1 \) on a neighborhood \( \mathcal{U} \) of 0 into \( H^1_{\Gamma_D}(\Omega) \times \mathbb{R} \) such that

\[ v(0) = u(\Omega), \quad \tau(0) = \tau_1(\Omega), \quad F(\varepsilon, v(\varepsilon), \tau_1(\varepsilon)) = (0, 0) \text{ for } \varepsilon \in \mathcal{U}. \]
By the uniqueness, it follows that \( v(\varepsilon) = v_\varepsilon \) and \( \tau(\varepsilon) = \tau_1(\Omega_\varepsilon) \) for \( \varepsilon \in \mathcal{U} \). Since the map \( \varepsilon \mapsto (v_\varepsilon, \tau_1(\Omega_\varepsilon)) \) is differentiable at \( \varepsilon = 0 \), the Eulerian derivative of \( \tau_1(\Omega) \) and the material derivative of \( u(\Omega) \) in the direction of \( V \) exist. Hence, from \cite[Corollary 5.2.3 or Lemma 5.2.7]{Remark}, the map \( \varepsilon \mapsto u_\varepsilon \) is differentiable at \( \varepsilon = 0 \), i.e., the shape derivative of \( u(\Omega) \) in the direction of \( V \) exists. \( \square \)

**Lemma A.7.** Let \( u \in H^1_{D_0}(\Omega) \) be an eigenfunction corresponding to the first eigenvalue \( \tau_1(\Omega) \) of (A.4) in \( \Omega \). Let \( V \) be a vector field as given in (A.1). Then, the material derivative \( \dot{u} = \dot{u}(\Omega; V) \) of the eigenfunction \( u \) is in \( H^1_{D_0}(\Omega) \) and it is the unique solution of the following integral equation

\[
\int_\Omega \nabla \dot{u} \cdot \nabla \varphi \, dx - \tau_1 \int_\Omega \dot{u} \varphi \, dx = \int_\Omega \left( \tau_1' u + \tau_1 u \operatorname{div}(V) \right) \varphi \, dx - \int_\Omega (A'(0) \nabla u) \cdot \nabla \varphi \, dx \quad \forall \varphi \in H^1_{D_0}(\Omega). \tag{A.6}
\]

where \( A'(0) = \operatorname{div}(V) I - DV - DV^T \), \( \tau_1' = d\tau_1(\Omega; V) \) the Eulerian derivative of \( \tau_1(\Omega) \) in the direction of \( V \) at \( \Omega \).

**Proof.** By Proposition A.6, the map \( \varepsilon \mapsto u_\varepsilon \) is differentiable, i.e., the material derivative \( \dot{u}(\Omega; V) \) exists and is in \( H^1_{D_0}(\Omega) \). Therefore, by differentiating the equation (A.5) with respect to \( \varepsilon \) at \( \varepsilon = 0 \), we get that

\[
\int_\Omega (A'(0) \nabla u) \cdot \nabla \varphi \, dx + \int_\Omega \nabla \dot{u} \cdot \nabla \varphi \, dx - \int_\Omega (\tau_1 u) \varphi \, dx - \tau_1 \int_\Omega \gamma'(0) \varphi \, dx = 0 \quad \forall \varphi \in H^1_{D_0}(\Omega),
\]

with \( A'(0) = \operatorname{div}(V) I - DV - DV^T \). Noting that \( \gamma'(0) = \operatorname{div}(V) \) and using the product rule for the material derivative, we obtain (A.6). \( \square \)

**Remark A.8.** The material derivative of an eigenfunction \( u(\Omega) \in H^1_{D_0}(\Omega) \) corresponding to the first eigenvalue \( \tau_1(\Omega) \) of (A.4) in \( \Omega \), is the unique weak solution of the following boundary value problem:

\[
\begin{aligned}
-\Delta \dot{u} - \tau_1(\Omega) \dot{u} &= f(u) \quad \text{in } \Omega, \\
\dot{u} &= 0 \quad \text{on } \Gamma_D, \\
\frac{\partial \dot{u}}{\partial n} &= -(A'(0) \nabla u) \cdot n \quad \text{on } \Gamma_N,
\end{aligned}
\]

with \( f(u) = (\tau_1' + \tau_1 \operatorname{div}(V)) u + \operatorname{div}(A'(0) \nabla u) \).

From the definition of the shape derivative of \( u \), we have the following lemma.

**Lemma A.9.** Let \( V \) be a vector field as given in (A.1). The shape derivative \( u' = u'(\Omega; V) \) of the eigenfunction \( u(\Omega) \) corresponding to the first eigenvalue \( \tau_1(\Omega) \) of (A.4) in \( \Omega \), is the unique weak solution of the following boundary value problem:

\[
\begin{aligned}
-\Delta u' &= \tau_1(\Omega) u' + \tau_1' u \quad \text{in } \Omega, \\
u' &= \frac{\partial u}{\partial n}(V \cdot n) \quad \text{on } \Gamma_D, \\
\frac{\partial u'}{\partial n} &= -(A'(0) \nabla u + \nabla(\nabla u \cdot V)) \cdot n \quad \text{on } \Gamma_N.
\end{aligned}
\]

**Proof.** Using the definition of \( u' = \dot{u} - \nabla u \cdot V \) in \( \Omega \), we rewrite (A.6) as

\[
\int_\Omega \nabla u' \cdot \nabla \varphi \, dx - \tau_1 \int_\Omega u' \varphi \, dx = -\int_\Omega (\nabla(\nabla u \cdot V) - (A'(0) \nabla u)) \cdot \nabla \varphi \, dx + \tau_1 \int_\Omega \operatorname{div}(uV) \varphi \, dx. \tag{A.7}
\]

We claim that

\[
\int_\Omega (\nabla(\nabla u \cdot V) + (A'(0) \nabla u)) \cdot \nabla \varphi \, dx - \tau_1 \int_\Omega \operatorname{div}(uV) \varphi \, dx = 0 \quad \forall \varphi \in D(\Omega).
\]

For this, we define \( f(u, V) := A'(0) \nabla u + \nabla(\nabla u \cdot V) - \Delta uV \) in \( \Omega \). It is easy to verify that \( \operatorname{div}(f(u, V)) = 0 \). Now, for \( \varphi \in D(\Omega) \), we have

\[
\int_\Omega (\nabla(\nabla u \cdot V) + A'(0) \nabla u) \cdot \nabla \varphi \, dx = \int_\Omega f(u, V) + \Delta uV \cdot \nabla \varphi \, dx
\]

\[
= -\int_\Omega \operatorname{div}(f(u, V)) \varphi \, dx + \int_{\partial \Omega} \varphi f(u, V) \cdot n \, dS - \tau_1 \int_\Omega uV \cdot \nabla \varphi \, dx
\]

\[
= -\int_\Omega \operatorname{div}(uV) \varphi \, dx - \tau_1 \int_\Omega \varphi uV \cdot n \, dS = \tau_1 \int_\Omega \operatorname{div}(uV) \varphi \, dx.
\]

The last equality follows from the integration by parts. Therefore, (A.7) gives:
\[ \int_{\Omega} \nabla u' \cdot \nabla \varphi \, dx - \tau_1 \int_{\Omega} u' \varphi \, dx - \tau_1' \int_{\Omega} u \varphi \, dx = 0 \quad \forall \varphi \in \mathcal{D}(\Omega). \]

Now, using the integration by parts we get
\[ -\int_{\Omega} \Delta u' \, dx - \tau_1 \int_{\Omega} u' \varphi \, dx - \tau_1' \int_{\Omega} u \varphi \, dx = 0 \quad \forall \varphi \in \mathcal{D}(\Omega), \]
and hence
\[ -\Delta u' = \tau_1 u' + \tau_1' u \text{ in } \Omega. \]

Since \( u = 0 \) on \( \Gamma_D \), we have \( \dot{u} = 0 \) on \( \Gamma_D \) and also \( \nabla u = \frac{\partial u}{\partial n} n \). Now, from the definition of the shape derivative \( u' \) we get that
\[ u' = \dot{u} - \frac{\partial u}{\partial n} V \cdot n = -\frac{\partial u}{\partial n} V \cdot n \text{ on } \Gamma_D. \]

On \( \Gamma_N \)
\[ \frac{\partial u'}{\partial n} = \frac{\partial \dot{u}}{\partial n} - \nabla (\nabla u \cdot V) \cdot n = -(A'(0) \nabla u + \nabla (\nabla u \cdot V)) \cdot n. \]

This completes the proof. \( \Box \)

Next, we compute the Eulerian derivative of the first eigenvalue \( \tau_1(\Omega) \) of (A.4).

**Theorem A.1.** Let \( V \) be a vector field given in (A.1). If \( \tau_1(\Omega) \) is the first eigenvalue of (A.4) and \( u \) is an eigenfunction corresponding to \( \tau_1(\Omega) \) with the normalization \( \int_{\Omega} u^2 \, dx = 1 \), then the Eulerian derivative of \( \tau_1(\Omega) \) in the direction of \( V \) is given by
\[ d\tau(\Omega; V) = \int_{\Gamma_N} \left( |\nabla u|^2 - \tau_1(\Omega) u^2 \right) (V \cdot n) \, dS - \int_{\Gamma_D} \left( \frac{\partial u}{\partial n} \right)^2 (V \cdot n) \, dS. \]
\[ dJ(\Omega; V) = \int_{\Omega} \frac{\partial C}{\partial u}(u') \, dx + \int_{\partial \Omega} C(u)(V \cdot n) \, dS. \]

Let \( u \) be an eigenfunction corresponding to \( \tau_1(\Omega) \) with the normalization \( \int_{\Omega} u^2 \, dx = 1 \). From Proposition A.6, the material derivatives of \( u(\Omega) \) and \( C(u(\Omega)) \) exist, and therefore the Eulerian derivative of the shape functionals \( \int_{\Omega} |\nabla u|^2 \, dx \) and \( \int_{\Omega} u^2 \, dx \) exist. By taking shape derivative of \( \int_{\Omega} u^2 \, dx = 1 \) in the direction of \( V \) on both sides, and using (A.9) together with the boundary conditions yield
\[ 2 \int_{\Omega} uu' \, dx + \int_{\Gamma_N} u^2 (V \cdot n) \, dS = 0. \]
Notice that, \( \tau_1(\Omega) = \int_{\Omega} |\nabla u|^2 \, dx \). Thus, again by (A.9), we get
\[ d\tau_1(\Omega; V) = 2 \int_{\Omega} \nabla u \cdot \nabla u' \, dx + \int_{\partial \Omega} |\nabla u|^2 (V \cdot n) \, dS. \]

Since \( u \) is constant on \( \Gamma_D \), we have \( \nabla u = \frac{\partial u}{\partial n} n \) and \( |\nabla u| = \left| \frac{\partial u}{\partial n} \right| \) on \( \Gamma_D \). Therefore
\[ d\tau_1(\Omega; V) = 2 \int_{\Omega} \nabla u \cdot \nabla u' \, dx + \int_{\Gamma_D} \left( \frac{\partial u}{\partial n} \right)^2 (V \cdot n) \, dS + \int_{\Gamma_N} |\nabla u|^2 (V \cdot n) \, dS. \]
\[ By \text{ multiplying the equation } -\Delta u = \tau_1(\Omega) u \text{ with } u' \text{ and then using the integration by parts we obtain} \]
\[ \int_{\Omega} \nabla u \cdot \nabla u' \, dx - \int_{\Gamma_D} \frac{\partial u}{\partial n} u' \, dS = \tau_1(\Omega) \int_{\Omega} uu' \, dx. \]
\[ By \text{ combining (A.10)-(A.12), we get:} \]
\[ d\tau_1(\Omega; V) = \int_{\Gamma_N} \left( |\nabla u|^2 - \tau_1(\Omega) u^2 \right) (V \cdot n) \, dS - \int_{\Gamma_D} \left( \frac{\partial u}{\partial n} \right)^2 (V \cdot n) \, dS. \]

For a similar shape derivative formula for the Dirichlet eigenvalue, we refer to [2,11].
APPENDIX B. MAXIMUM PRINCIPLE AT CORNERS

Next we state the a version of Hopf’s lemma that can be used to to determine the tangential derivative of superharmonic function at the corners. The same result can be be obtained from from [15, Lemma A.2] for the annular domains. We are giving a simpler proof for the same. Recall that, \( H \) is the set of all closed half spaces (polarizers) of \( \mathbb{R}^d \) and \( \mathcal{H}^* = \{ H \in \mathcal{H}_0 : -e_1 \in H \} \). Let \( H \in \mathcal{H}^* \) be a fixed polarizer, then any set \( A \subseteq \mathbb{R}^d \), we denote \( A \cap H \) by \( A^+ \) and \( A \cap H^* \) by \( A^- \).

**Proposition B.1.** Let \( \Omega = B_{R}(0) \setminus \overline{B_{r}(x_1)} \) be an annular domain, for \( 0 < r < R < \infty \) and \( 0 \leq s < R - r \). Let \( H \in \mathcal{H}^* \) and let \( \Omega^s \) be given as above. Let \( w \in C^2(\Omega^s) \cap C^1(\overline{\Omega^s}) \) be a solution of the following problem:

\[
-\Delta w \geq 0 \quad \text{in} \quad \Omega^s, \\
\frac{\partial w}{\partial n} \geq 0 \quad \text{on} \quad (\partial B_{R}(0))^- , \\
\frac{\partial w}{\partial n} \geq 0 \quad \text{on} \quad \{ (\Omega \cap \partial H) \cup (\partial B_{r}(a))^- \} ,
\]

where \( n \) is the unit outward normal to \( \Omega^s \). If \( w \neq 0 \) in \( \Omega^s \), then \( w \geq 0 \) on \( \Omega^s \cup (\partial B_{R}(0))^- \) and for an outward normal \( h \) to \( H \) we have \( \frac{\partial w}{\partial h}(x_0) > 0 \) for \( x_0 \in \partial B_{R}(0) \cap \partial H \) with \( w(x_0) = 0 \).

**Proof.** Since \( w \neq 0 \) in \( \Omega^s \), by the strong maximum principle, \( w > 0 \) in \( \Omega^s \). Since \( \frac{\partial w}{\partial n} \geq 0 \), by Hopf’s lemma, the minimum value of \( w \) can not be attained on \( (\partial B_{R}(0))^- \), and therefore \( w > 0 \) on \( (\partial B_{R}(0))^- \). Hence \( w > 0 \) on \( \Omega^s \cup (\partial B_{R}(0))^- \). Let \( h \) be an outward normal to \( H \). It remains to show that \( \frac{\partial w}{\partial n}(x_0) > 0 \) at \( x_0 \in \partial B_{R}(0) \cap \partial H \) with \( w(x_0) = 0 \).

For \( x_0 \in \partial B_{R}(0) \cap \partial H \) with \( w(x_0) = 0 \): By an appropriate rotation of the coordinate frame, we can assume that the hyperplane \( \partial H \) is given by \( \{ x \in \mathbb{R}^d : x_d = 0 \} \) and \( h = e_d \). Now, we scale the domain \( \Omega \) so that \( R = 1 \). By the symmetry of \( \partial \Omega \cap \partial H \), it is enough to choose the corner point \( x_0 \) to be \( e_1 \). Let \( \pi = e_1 + e_d = (1, 0, \ldots, 0, 1) \).

We consider the function \( \varphi : \mathbb{R}^d \rightarrow \mathbb{R} \) defined by

\[
\varphi(x) = \frac{x}{|x|^2} - \pi \}
\]

where \( \alpha > 0 \) will be fixed later. Then \( \varphi \equiv 0 \) on \( \partial B_{1}(\pi) \) and \( \varphi(e_1) = 0 \). By direct computation, we obtain

\[
\frac{\partial \varphi}{\partial x_i}(x) = -\alpha \frac{x_i}{|x|^2} - \pi \}
\]

for \( i = 1, 2, \ldots, d \).

Therefore, we get

\[
\frac{\partial \varphi}{\partial x_d}(e_1) = \alpha > 0 .
\]

Again, by direct computation

\[
\frac{\partial \varphi}{\partial x_1^2}(e_1) = \alpha(\alpha + 2)(\delta_{1d})^2 - 4\alpha \delta_{1d} x_i - \alpha \sum_{j=1}^{d} (\delta_{ij} - 2x_i x_j) \}
\]

and hence

\[
\Delta \varphi(e_1) = \alpha(\alpha + 2) \sum_{i=1}^{d} (\delta_{1d})^2 - 4\alpha \sum_{i=1}^{d} \delta_{id} x_i - \alpha \sum_{i,j=1}^{d} (\delta_{ij} - 2x_i x_j)^2 = \alpha(\alpha + 2 - d) > 0
\]

for \( \alpha > d - 2 \). Note that, for \( x \in \partial B_{1}(0) \) we have \( n(x) = x \) and hence

\[
\frac{\partial \varphi}{\partial n}(x) = \alpha|x - \pi|^{-\alpha - 2}(1 - x \cdot \pi) \}
\]

for \( x \in \partial B_{1}(0) \).

For \( x \in \overline{B_{1}(\pi)} \cap \partial B_{1}(0) \), we have \( 1 \geq |x - \pi|^2 = |x|^2 - 2x \cdot \pi + |\pi|^2 = 3 - 2x \cdot \pi \). Hence

\[
\frac{\partial \varphi}{\partial n}(x) \leq 0 \quad \text{for} \quad x \in \overline{B_{1}(\pi)} \cap \partial B_{1}(0) .
\]

Let \( \delta > 0 \) be small enough such that \( \overline{B_{\delta}(e_1)} \cap \partial B_{r}(a) = \emptyset \) and \( \Delta \varphi > 0 \) in \( B_{\delta}(e_1) \).

Now, we consider the set \( D := B_{\delta}(e_1) \cap B_{1}(\pi) \cap \Omega^- \). Since, \( w > 0 \) on \( \partial B_{\delta}(e_1) \cap B_{1}(\pi) \cap \Omega^- \), there exists \( \varepsilon > 0 \) such that

\[
\inf \{ w(x) : x \in \partial B_{\delta}(e_1) \cap B_{1}(\pi) \cap \Omega^- \} \geq \varepsilon \sup \{ \varphi(x) : x \in \partial B_{\delta}(e_1) \cap B_{1}(\pi) \cap \Omega^- \} ,
\]

and hence \( w \geq \varepsilon \varphi \) on \( \partial B_{\delta}(e_1) \cap B_{1}(\pi) \cap \Omega^- \). The function \( \widetilde{w} : D \rightarrow \mathbb{R} \) defined by \( \widetilde{w} = w - \varepsilon \varphi \) satisfies
-Δw > 0 in D,
\[\begin{align*}
\tilde{w} &\geq 0 \text{ on } \partial B_3(e_1) \cap B_1(\mathbf{x}) \cap \Omega^-, \quad \tilde{w} > 0 \text{ on } B_3(e_1) \cap \partial B_1(\mathbf{x}) \cap \Omega^-,
\frac{\partial \tilde{w}}{\partial n} &\geq 0 \text{ on } B_3(e_1) \cap B_1(\mathbf{x}) \cap \partial \Omega^-.
\end{align*}\]

By the similar arguments as above, \( \tilde{w} \geq 0 \) in \( D \), and therefore by the strong maximum principle \( \tilde{w} > 0 \) in \( D \). For any \( \nu \) such that \( e_1 + t\nu \in D \) for small \( t \), we have \( \frac{\partial \tilde{w}}{\partial \nu}(e_1) \geq 0 \), since \( \tilde{w}(e_1) = 0 \). Then, by smoothness of \( \tilde{w} \), we get
\[\frac{\partial \tilde{w}}{\partial x_d}(e_1) \geq 0.\]

Hence
\[\frac{\partial w}{\partial x_d}(e_1) \geq \varepsilon \frac{\partial \tilde{w}}{\partial x_d}(e_1) > 0.\]

We would like to stress that the above version of Hopf’s lemma gives the sign of Gâteau derivative along the tangential directions at point on the boundary where boundary intersect transversally.
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