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Abstract: With recent advances in offshore floating wind and wave energy technology, questions have emerged as to whether the two technologies can be combined to reduce their overall levelised cost of energy. In this paper, the potential for combining a floating offshore wind turbine to a point absorbing wave energy converter is investigated. The focus of the investigation is how much power might be produced by a combined floating wind and wave energy converter system, and the resultant changes in motion of the floating wind platform. A model for the combined wave and wind system is developed which uses the standardised NREL OC3 5 MW spar type wind turbine and a cylindrical buoyant actuator (BA), which is attached to the spar via a generic wave power take-off system (modelled as a spring-damper system). Modelling is conducted in the frequency domain and the tests span a wide range of parameters, such as wave conditions, BA sizes, and power take-off coupling arrangements. It is found that the optimal (with respect to power production) BA size is a draft and radius of approximately 14 m. It is found that this BA can theoretically produce power in the range of 0.3 to 0.5 MW for waves with a significant wave height of 2 m, and has the potential to produce power greater or near to 1 MW for waves with a significant wave height of at least 3 m. However, it is also found that, in terms of the relative capture width, significantly smaller BAs are optimal, and that these smaller BA sizes less significantly alter the motion of the floating wind platform.
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1. Introduction

Site studies find that most viable offshore wind energy sites have promising amounts of wave energy [1,2]. Therefore, with recent advances in wave and offshore wind energy technology, questions have arisen as to whether the two technologies can be combined in a manner that utilises their synergies. In principle, the benefits of this combination include legislative synergies, surveying synergies, enhanced energy yield, smoothed power output, common infrastructure, shared logistics, and reduced intermittency [1]. These benefits have the potential to lower the levelised cost of energy (LCOE) of both technologies, which for offshore wind is approximately double that of its onshore counterparts [3], and is difficult to measure for wave energy as it has not yet matured to a commercial scale [4].

It is necessary to consider the current state of wind and offshore wave energy technology in order to consider how a combined system might be realised. The design of wind energy generation systems appears to have converged to a three-blade horizontal axis turbine mounted on a cylindrical tower. At present, these systems generate power typically in the order of megawatts [5] and their design is well established. As onshore wind technology has matured, there has been a concerted effort to adapt the systems to offshore sites. A significant issue in moving wind turbines offshore is how the fixed connection to the ground is adapted to a seabed connection [6]. The current consensus is that, for depths of less than approximately 60 m, a design where the tower is fixed to the seabed is economically viable, whereas for depths greater than approximately 60 m, floating
platforms are more economically competitive [6]. Of these floating platforms there appears to be three main design varieties. The first is a tensioned leg platform, where the platform is stabilised through the tension of the mooring tethers [7]. The second is a semi-submersible, where the platform is stabilised through a floating but partially submerged structure with a large water-plane volume moment of inertia [8]. The third is a spar type structure where stability is provided through the platform having a centre of mass well below the water’s surface [9]. All of these platform types have their own design eccentricities; however, their unifying purpose is to suppress the motion (particularly pitch) of the wind turbine tower they are connected to [10].

In comparison to wind energy, wave energy is a relatively immature technology. At present, there exists a large number of prototype designs under the various categories of point absorber/oscillating bodies, overtopping devices, oscillating water columns, and others [4,11–13]. While there have been significant advancements in the modelling and production of these devices [14], the technology has yet to reach the level of maturity where they are commercially viable, and the specific ‘winning’ design (akin to the three-turbine wind turbines) has yet to be identified [15].

At present, there exists three distinct variations on how wind and wave energy can be combined [1]. The first is co-location, but with separate wind and WEC deployment areas wherein the wind and wave energy systems are placed far enough apart that they effectively act in isolation but share a common connection to the power grid. The second is co-location within the same area. This requires the wind and wave devices be inter-spread amongst each other. This combination offers the same LCOE benefits as the devices acting in isolation, but also potential for added LCOE benefits related to the scattering of the waves such that they enhance wave energy power generation while reducing the wave forces on the wind turbine’s structures. The third is a hybrid system, which combines the wind and wave energy converter in a shared platform. This offers the same benefits as the other options but also has potential LCOE benefits with respect to shared foundations and structures. Of these hybrid systems, there exists two separate classes—those for fixed offshore wind turbines and those for floating offshore wind turbines. The hybrid system for a fixed offshore wind turbine effectively replaces all or some of the WEC’s seabed connections with connections to the wind turbine’s tower. The hybrid system for a floating offshore wind turbine also replaces these seabed connections with connections to the wind turbine; however, this introduces a distinctive change in behaviour where the WEC is now connected to a dynamic body. This paper investigates this kind of floating offshore wind turbine hybrid system.

A number of prototype designs have been proposed with respect to the design of a floating wind and wave hybrid platform. These include designs such as W2Power [16], Poseidon37/80 [1], WindWaveFloat [13], DeepCwind-Wavestar-Combined [17], and others [18,19]. These designs can differ significantly. For instance, the floating hybrid platform can have one or multiple wind turbines; can be of a spar, barge, or semi-submersible platform variety; can use WECs of the point absorber, overturning, or oscillating water column variety; can use multiple or single WEC devices; for the point absorber, WEC variation can have heaving, pitching, or multiple degree of freedom attachments; and many other minor design eccentricities. Nonetheless, these devices primarily tend towards having WECs of the point absorber variety, and the research work focuses on the power production the WECs can achieve as well as the resultant dynamics of the hybrid platform [1,17,19–21]. As is expected in the early prototyping phase, the research on these floating hybrid platforms focuses on the design and optimisation of a particular specific design rather than developing a more general perspective on the consequences of attaching a point absorber to a floating wind platform.

Accordingly, the work in this manuscript has been undertaken in order to develop a more general study on the potential for combining a floating wind turbine with a point absorbing wave energy converter. Within, this paper investigates the potential for attaching a generalised point absorbing wave energy converter to an existing floating wind platform
design. A point absorber WEC is considered because of its popularity amongst wave energy converter research, breadth of possibilities when integrating its structure with a floating offshore wind turbine, and the number of prototype designs that use point absorbers connected to offshore wind turbines. The point absorber is modelled as a generic floating cylindrical buoyant actuator (BA) and a wide range of BA drafts and radii are considered. The NREL OC3 5 MW spare type floating wind platform [9] is used to model the floating wind turbine. This design is used because it is an established design, its specifications are freely available, and its spar structure allows for a wide range of potential coupling configurations to the point absorber. A specific design for the power take-off (PTO) system (i.e., wave energy conversion system) between devices is not proposed. Instead, a wide range of theoretically feasible couplings are explored as an abstracted spring and damper system to capture the kind of point absorber connections that might be realisable in the real world. Modelling is conducted in two-dimensions (although three-dimensional wave scattering effects are incorporated) and in the frequency domain as its low computational cost allows a wide range of design parameters to be considered. The environmental conditions are set such that the inlet wind-speed is uniform, and the incident waves are simulated from the JONSWAP wave spectrum. Although the modelling is conducted in the frequency domain, time-series responses are also analysed by emulating them via the superposition of the bodies’ responses at individual frequencies. Results are analysed in terms of the maximum power that can be produced given a BA size, as well as how this power generation and BA size changes the motion of the floating wind platform.

This work is presented as follows: Section 2 outlines the materials and methods, which contains a description of the problem, the mathematical model, the tests analysed, and the assumptions of the model. Section 3 outlines the results under a range of wave conditions, which are presented with respect to the wave power that is extracted by the hybrid system, the optimal BA size, the optimal PTO configuration for wave power generation, and the influence the BA has on the spar’s motion. Section 4 contains further discussion of the results and model, as well as the main conclusions of the study.

2. Materials and Methods

2.1. Problem Description

A schematic of the model is shown in Figure 1. The model consists of the NREL OC3 spar type floating wind turbine and a cylindrical floating BA. Locations are defined using a Cartesian co-ordinate system centred at the spar’s undisturbed centre of mass but elevated to the still water line (SWL). The co-ordinate system is such that the z-direction points in the direction opposite gravity and the x-direction points in the direction of wave propagation. For simplicity, it is assumed that the wind propagates in the same direction of the waves, the waves are long crested, and the BA’s centre of mass (CoM) is located a distance $\Delta x$ from the spar’s CoM, such that the problem is two-dimensional with respect to body motion. The key parameters for the spar are outlined in [9] and the parameters that pertain to this model are summarised in Table 1. This table also gives a definition of the water depth, $\psi = 320$ m, which is the operational depth of the OC3 spar as defined in [9].

Table 2 gives a summary of the key BA parameters (where $\rho_w = 1025$ kg m$^{-3}$ is the density of water and $g = 9.81$ m s$^{-2}$ is the acceleration due to gravity). In this table, the BA moment of inertia and centre of mass are approximated from the equivalent mass/volume of water displaced and, in reality, the CoM should be expected to be slightly farther below the SWL and the moment of inertia slightly larger because of the the body’s outer structure. Furthermore, note that in this table and this work, the freeboard of the BA is left undefined. This is because the freeboard itself has no influence on the hydrodynamics used in this model and, because of this, it is also assumed that the wind swept area is designed to be small (relative to the water plane area), such that the wind forces on the BA is negligible.
Table 1. Spar design parameters.

| Parameter                      | Symbol | Value       |
|--------------------------------|--------|-------------|
| Spar draft                     | \(D_{\text{spar}}\) | 120 m       |
| Spar radius below taper        | \(R_{\text{spar}}\) | 4.7 m       |
| Spar radius above taper        | (-)    | 3.25 m      |
| Location of taper              | (-)    | between 4 and 12 m depth |
| Spar centre of mass location   | \(z_{\text{spar}}\) | 78 m below the SWL |
| Spar mass                      | \(m_{\text{spar}}\) | \(8.07 \times 10^6\) kg |
| Spar moment of inertia         | \(I_{\text{spar},y}\) | \(6.80 \times 10^{10}\) kg m² |
| Water depth below SWL          | \(\psi\) | 320 m       |

Table 2. BA design parameters.

| Parameter                     | Symbol | Value                                      |
|-------------------------------|--------|---------------------------------------------|
| BA draft                      | \(D_{\text{BA}}\) | Independent variable                        |
| BA radius                     | \(R_{\text{BA}}\) | Independent variable                        |
| BA mass                       | \(m_{\text{BA}}\) | \(\pi R_{\text{BA}}^2 D_{\text{BA}} \rho_w\) |
| BA moment of inertia          | \(I_{\text{BA},y}\) | \(m_{\text{BA}} R_{\text{BA}}^2 / 4 + m_{\text{BA}} D_{\text{BA}}^2 / 12\) |
| BA centre of mass location    | \(z_{\text{BA}}\) | \(D_{\text{BA}} / 2\) below the SWL       |

To enable a generic model for the wave energy conversion, it is assumed that the mechanical coupling/PTO system of the WEC system can be modelled using the standard simplified convention of a linear spring and damper system [22], as shown in Figure 1. As the spar is long and narrow, we only consider spring and damper connections about its centreline. These connection points down the centreline of the spar are defined as the distance \(L_k\) and \(L_b\) below the SWL for the spring and damper, respectively. In principle, the spring and damper could be attached to any location on the BA’s body. However, in order to remove the complexities that are created by coupling the power take-off to the BA’s pitch, only the spring and damper connections through the BA’s CoM are considered in this study.

Figure 1. Representative schematic of the problem (not to scale).
2.2. Mathematical Model

This kind of wind and wave energy system can be modelled to various levels of fidelity using either time or frequency domain models [22]. Time domain models (e.g., the Cummins’ equation models or computational fluid dynamics models) are higher fidelity because of their ability to model nonlinear forces, but are more computationally demanding. Frequency domain models are significantly faster computationally, but are of lower fidelity because they require the linearisation of forces about the equilibrium, which is valid under the assumption of small wave and body motions [22,23]. Considering that the focus of this work is to investigate the feasibility of the hybrid systems’ capabilities, and that this requires consideration of a wide range of parameters (i.e., BA size, wave conditions, associated PTO parameters, etc.), this work uses the standard frequency domain modelling approach.

As the motion of each body is effectively two dimensional (although the model is not entirely two-dimensional due to three-dimensional wave scattering), each body’s dynamics are defined in term of their surge, heave, and pitch about their centre of mass. Hence, let the (complex) displacement of the spar and BA at frequency $\omega_i$ be defined by the vector

$$x(\omega_i) = (x_{s1}(\omega_i), x_{s3}(\omega_i), x_{s5}(\omega_i), x_{b1}(\omega_i), x_{b3}(\omega_i), x_{b5}(\omega_i))^T,$$

where subscripts $s1, s3, \text{and} s5$ refer to the spar’s surge, heave, and pitch, respectively, and subscripts $b1, b3,$ and $b5$ refer to the BA’s surge, heave, and pitch, respectively. The motion of these bodies at the frequency $\omega_i$ can be described in the standard frequency domain form as [22,23]

$$-\omega_i^2(M + A)x(\omega_i) + i\omega_i(B_R + B_W + B_C + B_M)x(\omega_i) + (K_M + K_C + K_H)x(\omega_i) = f_e$$

where the matrices/vector in this equation, which account for wind forcing, wave forcing, inertia, PTO forcing, and mooring, are outlined in Table 3. The calculation of each of these terms is given in the proceeding subsections.

Note that, in this stage of the modelling process, it is assumed that viscous drag forces on the bodies are negligible under the assumption that body motions are small relative to the motion of the surrounding waves. The usefulness of this assumption is that (i) it ensures that body motions are linear with respect to wave amplitude, (ii) it ensures that wave power generation is linear with respect to wave amplitude squared, (iii) this therefore allows the results to be run and analysed without adding an additional independent variable of wave height, (iv) including viscous drag forces into a frequency domain model is a computationally demanding iterative process which significantly reduces the performance of the algorithm [22,24,25], and (v) this therefore creates significant issues in calculating the optimal (with respect to power generation) BA size and PTO configuration as the problem has a large number of independent variables to process. Nonetheless, viscous drag forces will be added to this model and presented at the end of the results section to validate this assumption that viscous drag can be neglected for this analysis.

### Table 3. Frequency domain variables.

| Variable | Description |
|----------|-------------|
| $M$ | Mass matrix |
| $A$ | Added mass matrix |
| $B_R$ | Radiation damping matrix |
| $B_W$ | Wind damping matrix |
| $B_C$ | Mechanical coupling damping matrix |
| $B_M$ | Mooring added damping matrix |
| $K_M$ | Mooring stiffness matrix |
| $K_C$ | Mechanical coupling stiffness matrix |
| $K_H$ | Hydrostatic stiffness matrix |
| $f_e$ | Excitation force vector |
2.2.1. Mass Matrix

The mass matrix is defined as

\[ M = \text{diag}(m_{\text{spar}}, m_{\text{spar}}, I_{\text{spar},y}, m_{\text{BA}}, m_{\text{BA}}, I_{\text{BA},y}), \]

where these masses and moments of inertia were defined in the problem description of Tables 1 and 2 in Section 2.1.

2.2.2. Added Mass, Radiation Damping, and Wave Excitation Force

The frequency dependent added mass matrix \((A)\), radiation damping matrix \((B_R)\), and excitation force vector \((f_e)\) are calculated by the boundary element method code NEMOH [26]. This code is used because it is open-source and has been validated for floating wind turbine and WEC models [27,28]. Its primary inputs are meshes of the spar and BA bodies, which were created using the open-source meshing package Gmsh. The other input for NEMOH is the separation distance between the bodies \((\Delta x)\) and the water depth, which allows consideration of the body’s hydrodynamic coupling via wave phasing and scattering.

The added mass matrix and radiation damping matrix are raw outputs from NEMOH. The excitation force calculated via NEMOH, \(f_W(\omega_i)\), is scaled by the incident wave amplitude at a given frequency. This allows the wave forcing on the body to be calculated as

\[ f_e(\omega_i) = |a(\omega_i)| e^{i \arg(a(\omega_i))} f_W(\omega_i), \]

where \(|a(\omega_i)|\) and \(\arg(a(\omega_i))\) are the amplitude and phase of the incident wave spectrum at frequency \(\omega_i\), respectively. For this work, the wave spectrum is taken as the commonly used JONSWAP spectrum with the standard peak enhancement factor of \(\gamma = 3.3\) [29]. Hence, it is defined in terms of some specified peak period \(T_p\) and significant wave height \(H_s\), and the explicit form of \(a(\omega_i)\) this JONSWAP spectrum description gives is presented in Appendix A.

A validation of these coefficients was performed (not shown) with respect to the known spar coefficients from [9] and the analytic coefficients of the BA from the solution of [30].

2.2.3. Hydrostatic Stiffness Matrix

Each body has a hydrostatic stiffness as they have a non-zero freeboard (i.e., they are surface piercing). For the spar, the hydrostatic stiffness matrix is calculated from NEMOH (and is consistent with [31]). Its entries are

\[ K_{H,\text{spar}} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 3.33 \times 10^5 \text{ N} \text{ m}^{-1} & 0 \\ 0 & 0 & 1.33 \times 10^9 \text{ N} \text{ m rad}^{-1} \end{bmatrix}. \]

For the cylinder, the hydrostatic stiffness is calculated analytically as [22]

\[ K_{H,BA} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \rho g \pi R_{BA}^2 & 0 \\ 0 & 0 & \rho g \pi R_{BA}^3 / 3 - \rho g \pi R_{BA}^2 D_{BA} / 2 - g m z_{BA,b} \end{bmatrix}, \]

where \(z_{BA,b} = -D_{BA}/2\) is the centre of mass of the BA. The overall hydrostatic stiffness matrix is given by

\[ K_H(\omega) = \begin{bmatrix} K_{H,\text{spar}} & 0_{3 \times 3} \\ 0_{3 \times 3} & K_{H,BA} \end{bmatrix}. \]
2.2.4. Mooring Matrix

The mooring system connects the spar to the seabed. Without the presence of a BA, this mooring system has been defined in [31], and it is assumed that this design is also appropriate for the hybrid spar-BA system. This mooring system is a three tethered gravity anchored catenary configuration. The cables in this system have a weight in water of 698 N m\(^{-1}\), diameter of 0.09 m, and an equivalent extensional stiffness of 3.84 \times 10^8 N. They are attached to the spar at a depth of 70 m below the SWL, to the seabed along a radius of 853 m from the spar’s centreline, and are spaced 120 deg from each other.

Its stiffness matrix is adapted from [31], which uses the linearisation calculation method of [32]. It is adapted (rather than directly taken) from [31] because that report used pitching force calculations about the spar’s centre of mass (90 m below the SWL) instead of the combined centre of mass of the spar plus turbine (78 m below the SWL). Accordingly, this work uses the results from [31], but with the centre of mass adjusted to 78 m below the SWL. With this correction, the 6 \times 6 mooring stiffness matrix is given as

\[
\begin{align*}
K_{M,(1,1)} &= 4.12 \times 10^4 N m^{-1}, & K_{M,(1,3)} &= 3.96 \times 10^5 N rad^{-1}, \\
K_{M,(2,2)} &= 1.19 \times 10^4 N m^{-1}, & K_{M,(3,1)} &= 3.96 \times 10^5 N m m^{-1}, \\
K_{M,(3,3)} &= 1.22 \times 10^8 N m rad^{-1}
\end{align*}
\]

and is zero for all other entries (note that it is zero for entries related to 4–6 because, in this model, the BA is connected to the spar and not moored to the seabed).

In addition, it is known from [31] that the mooring also produces some additional damping effects. These are prescribed through the 6 \times 6 mooring damping matrix, which is given as

\[
B_{M,(1,1)} = 1.0 \times 10^5 N s m^{-1}, \quad B_{M,(2,2)} = 1.3 \times 10^5 N s m^{-1},
\]

and zero for all other matrix entries.

2.2.5. Wind Force Damping Matrix

Consistent with prior floating wind turbine studies (e.g., [33]), it is assumed that the turbulent drag around the tower is negligible, that the inlet wind speed is uniform, that it’s direction is parallel to the x-direction, that wind forces do not produce non-negligible sway or yaw forces, and that the tower is pre-weighted such that it is upright under rated wind conditions. Accordingly, the wind forcing can be modelled using the standard blade element momentum (BEM) method [23], with the blade profiles given from the NREL 5MW rotors that are given in [9]. Therefore, the thrust force has the form

\[
F_T(V_e(t)) = \frac{\rho_a \pi R_e^2}{2} C_T \left( \frac{\Omega_r V_e}{V_e(t)} \right) \left( \frac{\Omega_r V_e}{V_e(t)} \right) V_e(t)^2,
\]

where \(\rho_a = 1.225 \text{ kg m}^{-3}\) is the density of air, \(R_e = 63\) m is the radius of the rotor, \(\Omega_r\) is the angular velocity of the rotor, \(\beta\) is the pitch angle of the rotor, \(V_e = v_w - v_n\) is the speed of the nacelle relative to the inlet wind speed, and \(C_T\) is the non-dimensional thrust coefficient that is calculated through the BEM method.

This thrust forcing is nonlinear with respect to the motion of the spar. Thus, Equation (10) is linearised for use in the frequency domain model. This is performed by taking a Taylor expansion with respect to the \(V_e\) term about some \(V_e = v_w\) point, which gives

\[
F_T(V_e) = F_T(v_w) + \frac{dF_T(v_w)}{dV_e}(V_e - v_w) + O(V_e^2).
\]

Under the assumption that tower motions are small the \(O(V_e^2)\) term is negligible, and, under the assumption that the tower is pre-weighted such that the mean wind force does not perturb it from the upright position, the \(F_T(v_w)\) term is not required in this model as it
is a constant mean force. Therefore, the thrust force of the wind in the frequency domain is given as

\[ F_T = \frac{dF_T(v_w)}{dV_e}(-i\omega x_{s1} + i\omega L_n x_{s5}), \]  
(12)

where \( L_n = 168 \text{ m} \) is the distance from the spar’s centre of mass to nacelle. This thrust force also generates a corresponding moment about the spar’s centre of mass. Assuming small motions, this is given as

\[ M_T = L_n F_T = L_n \frac{dF_T(v_w)}{dV_e}(-i\omega x_{s1} + i\omega L_n x_{s5}). \]  
(13)

These descriptions therefore allow the wind’s thrust and torque to be calculated with respect to the variables \( x_{s1} \) and \( x_{s5} \) via numerical differentiation of Equation (10) about the point \( V_e = v_w \). For simplicity, this work only uses the rated wind conditions of the NREL OC3 design. These are \( v_w = 11.4 \text{ m s}^{-1} \), for which the turbine rotates with \( \Omega_r = 12.1 \text{ rpm} \) and \( \beta = 0 \). Such conditions give

\[ \frac{dF_T(v_w)}{dV_e} = 81,920 \text{ N m s}^{-1}, \]  
(14)

and, therefore, Equations (12) and (13) give the linearised wind damping force in the frequency domain as

\[ B_{W,(1,1)} = 8.19 \times 10^4 \text{ N m s}^{-1}, \quad B_{W,(3,1)} = -1.37 \times 10^7 \text{ N rad}^{-1}, \]
\[ B_{W,(3,3)} = 2.31 \times 10^9 \text{ N m s rad}^{-1}, \]
and zero for all other entries.

Note that, although this work only uses the rated wind speed of 11.4 m s\(^{-1}\), a sensitivity study was performed for other wind speeds, blade angles, and rotor speeds. It was found that for wind speeds between 3 and 25 m s\(^{-1}\), the entries in \( B_W \) would vary by less than 15\%. It was also found that this variance would affect the WEC power generation by less than 5\%, and would have minimal impact on the spar and WEC’s motion. This is why this work only uses the aforementioned values of \( B_W \) for \( v_w = 11.4 \text{ m s}^{-1}, \beta = 0, \) and \( \Omega_r = 12.1 \text{ rpm} \).

2.2.6. Mechanical Coupling Matrices

The mechanical coupling system, which models the PTO system, is approximated by a generic spring and damper system, with the geometry outlined in Section 2.1 and shown in Figure 1. Accordingly, when these forces are linearised they result in the coupling matrices

\[
\mathbf{K}_C = \frac{1}{k} \begin{bmatrix}
\cos \theta_k & 0 & -(z_{spar} - L_k) \cos \theta_k & -\cos \theta_k & 0 & 0 \\
0 & \sin \theta_k & 0 & 0 & -\sin \theta_k & 0 \\
-(z_{spar} - L_k) \cos \theta_k & 0 & (z_{spar} - L_k) \cos^2 \theta_k & (z_{spar} - L_k) \cos \theta_k & 0 & 0 \\
-\cos \theta_k & 0 & (z_{spar} - L_k) \cos \theta_k & \cos \theta_k & 0 & 0 \\
0 & -\sin \theta_k & 0 & 0 & \sin \theta_k & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix},
\]  
(16)
\[
\begin{bmatrix}
\cos \theta_b & 0 & -(z_{spar} - L_b) \cos \theta_b & -\cos \theta_b & 0 & 0 \\
0 & \sin \theta_b & 0 & 0 & -\sin \theta_b & 0 \\
-(z_{spar} - L_b) \cos \theta_b & 0 & (z_{spar} - L_b) \cos^2 \theta_b & (z_{spar} - L_b) \cos \theta_b & 0 & 0 \\
-\cos \theta_b & 0 & (z_{spar} - L_b) \cos \theta_b & \cos \theta_b & 0 & 0 \\
0 & -\sin \theta_b & 0 & 0 & \sin \theta_b & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]  

(17)

where \( k \) is the spring stiffness coefficient, \( b \) is the damping coefficient, the distances \( L_b, L_k \), and \( z_{spar} = 78 \text{ m} \) are as described in Section 2.1, and \( \theta_b \) and \( \theta_k \) are defined through the geometry such that

\[
\theta_k = \tan^{-1} \left( \frac{(L_k - z_{BA})}{\Delta x} \right) \quad \text{and} \quad \theta_b = \tan^{-1} \left( \frac{(L_b - z_{BA})}{\Delta x} \right).
\]

(18)

2.2.7. Solving for Motion, RAOs, and Power

The motion of the bodies in the frequency domain is defined via Equation (2). Therefore, the motion at a given frequency \( \omega_i \) is solved as

\[
x(\omega_i) = \left[ -\omega_i^2 (M + A(\omega_i)) + i\omega_i (B_R(\omega_i) + B_W + B_C + B_M) + (K_M + K_C + K_H) \right]^{-1} f_{\delta}(\omega_i).
\]

(19)

This allows the response amplitude operator at the frequency \( \omega_i \), \( \text{RAO}(\omega_i) \), to be calculated as

\[
\text{RAO}(\omega_i) = \frac{x(\omega_i)}{|a(\omega_i)|},
\]

(20)

where the first three entries of the \( \text{RAO}(\omega_i) \) vector correspond to the surge, heave, and pitch of the spar, and the final three entries correspond to the surge, heave, and pitch of the BA.

By the standard procedure for converting between frequency and time domain [22], the motion in the time domain, \( \mathbf{x}(t) \), is emulated numerically through the superposition of each individual frequency (as calculated in Equation (19)) as

\[
\mathbf{x}(t) = \sum_{i=1}^{N} \left( x(\omega_i) e^{i\omega_i t} \right)
\]

(21)

for some large but finite set of \( N \omega_i \)'s. Note that this work uses 120 values of \( \omega_i \) spaced evenly between 0.001 and 2 rad s\(^{-1}\). Such values were used because results converged to within 1% of the results found using 240 values of \( \omega_i \) spaced evenly between 0.001 and 2 rad s\(^{-1}\).

With respect to power generation, it is assumed that the power generated through the abstracted PTO system is 100% efficient and that power is generated through the damper. This implies that the average power generated is given by

\[
P_{\text{WEC}} = \frac{1}{T_{\text{end}}} \int_{0}^{T_{\text{end}}} \mathbf{x}^T B_C \dot{\mathbf{x}} \, dt
\]

(22)

where, formally, \( T_{\text{end}} \to \infty \), but to approximate a large \( T_{\text{end}} \), this work uses a value of \( T_{\text{end}} \) that is large enough that doubling it does not change \( P_{\text{WEC}} \) by more than 1% (found to consistently require approximately 100 wave periods).

2.3. Tests Considered

The independent variables of the investigation are \( T_p, H_s, \Delta x, D_{BA}, R_{BA}, L_k, L_b, k, \) and \( b \). For the purpose of optimisation and benchmarking, it is impractical to investigate all these variables along a continuous span. Hence, results for some of these variables are considered along a grid of points.
For the BA’s geometry, results are taken for a BA draft to radius ratio of \(D_{BA}/R_{BA} \in [0.25, 2]\) in increments of 0.25, and the radius is taken relative to the spar’s radius as \(R_{BA}/R_{spar} \in [0.5, 5.5]\) in increments of 0.25. Tests were not conducted beyond these limits because it was found that for values of \(D_{BA}/R_{BA}\) outside these bounds, smaller \(P_{WEC}\) results would be obtained (i.e., they always generated less power). Similarly, it was found that for \(R_{BA}/R_{spar} < 0.5\), \(P_{WEC}\) would be much lower than the larger radius counterparts, and for \(R_{BA}/R_{spar} \geq 6\) the BA would become impractically large and not necessarily generate any more power than the lower radius counterparts. Noting that the values of \(R_{BA}\) and \(D_{BA}\) have the potential to give \(m_{BA} \gg m_{spar}\) (such large mass BA results are included as a theoretical exercise), additional radii are also added to satisfy the condition \(m_{BA} = m_{spar}\), which is prescribed as a kind of reasonable upper bound of how heavy the BA can be.

With respect to the mechanical coupling geometry, the linkage distances along the draft of the spar (\(L_s\) and \(L_b\)) are tested in the interval \([0, 78]\) m in 7.8 m increments, which spans the length between the SWL and the spar’s centre of mass. Depths larger than 78 m are not considered as these are well below the SWL, are below the body’s centre of mass, and could add complications when considering the mooring lines. The separation distance is set such that \(\Delta x \in [50, 150]\) m with 12.5 m increments. The closer spacing are prescribed as distances that might be practically achievable (simulations with a separation distance \(\leq 37.5\) m between the centres of mass could result in body collisions), and the larger distances are to investigate the effect of wave phasing.

The waves (which, as previously mentioned, are modelled using the JONSWAP spectrum), are tested for \(T_p \in [8, 14]\) s in 1 s increments. Such periods are chosen to investigate short to long length waves. For the wave height, this study gathers results from the single value of \(H_s = 2\) m; however, as the hydrodynamic modelling is entirely linear, it should be noted that all motion is directly proportional to \(H_s\) and power generation directly proportional to \(H_s^2\).

The remaining independent variables are \(k\) and \(b\). The purpose of these variables is to model the PTO and, therefore, be tuned such that \(P_{WEC}\) is maximised given the environmental conditions and spar/BA parameters. Therefore, rather than testing these variables on a grid as is conducted for the other independent parameters \(R_{BA}, T_p\), etc., this work only considers the \(k\) and \(b\) that maximises \(P_{WEC}\) given a selection of the other independent variables. To do this, an optimisation routine is implemented. This routine is non-trivial because testing found \(P_{WEC}(k, b)\) to be multimodal (i.e., contain multiple local maxima).

Therefore, a bespoke optimisation routine was implemented to complete the simulation procedure. Such a procedure is outlined in the flowchart shown in Figure 2. In this routine, the simulation is first initialised with a choice of \(R_{BA}, D_{BA}, \Delta x, L_s, L_b, T_p\) and \(H_s\). NEMOH is then run in order to generate \(A, B_{R},\) and \(e\) and, alongside this, \(B_{W}, B_{M}, K_M, K_H, K_C/k,\) and \(B_C/b\) are calculated using the methodology described earlier. The power generation problem is then formulated in terms of a function of the form \(P_{WEC}(b, k)\), as governed by Equations (19), (21) and (22). A grid of \(k = [10^1, 10^2, \ldots, 10^{10}] \) N m\(^{-1}\) and \(b = [10^1, 10^2, \ldots, 10^{10}] \) N s m\(^{-1}\) values (i.e., an ‘order of magnitude’ grid) are then generated. The \(P_{WEC}(b, k)\) function and a choice of an ‘initial’ \(k\) and \(b\) from this grid is then input into MATLAB’s fmincon algorithm in order to find the local maximum correlated to this ‘initial’ \(k\) and \(b\) point. The fmincon function is run for each point on the grid and the largest local maximum and its corresponding \(k\) and \(b\) values are stored. Manual testing (via plotting the \(P_{WEC} (k, b)\) surface) consistently found that this local maximum would be near to, but not exactly at, the global maximum of \(P_{WEC}(b, k)\). Therefore, after this search for the maximum on the ‘order of magnitude grid’ is conducted, another search on a more refined grid is conducted. This search is performed as with the prior search, but for 20 evenly spaced values of both \(k\) and \(b\) ranging from 0.7 to 1.4, the \(k\) and \(b\) values found from the prior largest local maximum. Once completed it was found that this would always result
in the maximum possible value (±<1%) of \( P_{WEC}(k, b) \), and these corresponding \( k \) and \( b \) values are therefore used in the simulations and analysis of results.

Select \( R_{BA}, D_{BA}, \Delta x, L_k, L_b, T_p, \) and \( H_s \).

Run NEMOH to generate \( A, B_R, \) and \( f_e \). Also Calculate \( B_W, B_M, K_M, K_H, K_{C/k}, \) and \( B_C/b \).

Formulate \( P_{WEC}(k, b) \) using equations 19, 21, and 22.

Generate ‘order of magnitude’ grid of \( k \) and \( b \) for optimization algorithm ‘initial’ points.

Use \texttt{fmincon} and the ‘initial’ \( k \) and \( b \) from the grid to maximise \( P_{WEC}(k, b) \).

Store the resultant maximum \( P_{WEC} \) and the \( k \) and \( b \) that gives this local maximum.

\[
\text{Select new } k \text{ and } b \text{ from grid.}
\quad \text{if grid points remain}
\]
\[
\text{Keep the } k \text{ and } b \text{ combination that gave the largest } P_{WEC}(k, b).
\quad \text{else}
\]

Create refined grid around prior optimal \( k \) and \( b \).

Resultant largest \( P_{WEC}(k, b) \) value is the optimal \( P_{WEC} \) value.

Figure 2. Flowchart of simulation procedure.

3. Results

3.1. Power

Figure 3 shows heat maps of the maximum power scaled to wave height, \( P_{WEC}/H_s^2 \), that can be achieved for over a range of peak wave period and separation distances (note that this \( P_{WEC}/H_s^2 \) parameter is used to present these power results because power generation is directly proportional to \( H_s^2 \)). In this figure, individual panels show the power as a function of \( R_{BA} \) and \( D_{BA}/R_{BA} \), and the panels themselves vary in terms of \( \Delta x \) (left to right) as well as \( T_p \) (top to bottom). Note that in these and future plots, the blue dots indicate the points where the solution was calculated, the heat map/contours are the interpolation between these points, and the red curve is the locus of \( m_{spar} = m_{BA} \).

The plots show that the maximum power that can be achieved across wave period and separation distance varies from approximately 0.09 MW m\(^{-2}\) for \( T_p = 8 \) s to 0.16 MW m\(^{-2}\) for \( T_p = 12 \) s, (which is expected as the longer waves have greater energy [34]). With respect to the separation distance, the plots do not demonstrate any clear conclusions on whether larger or smaller separation distances are more favourable across the range of
wave periods in general. However, the plots do indicate that, for all waves, the optimal BA sizes are ones with \( m_{BA} > m_{spar} \), where, for instance, the optimal power generation for \( T_p = 12 \) s and \( \Delta x = 75 \) m requires the mass of the BA to be approximately 5.8 times heavier than the spar. With respect to the more physically realistic bound on BA sizes of \( m_{BA} \leq m_{spar} \), the plots show that the power that can be generated is not very sensitive to the BA draft, is maximised at the upper limit of \( m_{BA} = m_{spar} \), and this power ranges from approximately 0.085 MW m\(^{-2}\) for \( T_p = 8 \) s to 0.13 MW m\(^{-2}\) for \( T_p = 12 \) s. This also means that under the constraint that \( m_{BA} \leq m_{spar} \), the maximum power that can be achieved is approximately 10 to 25% the amount that could be achieved without this constraint.

Figure 3. Power (scaled to wave height) generation as a function \( R_{BA} \) and \( D_{BA} \). Left to right: varied separation distances. Top to bottom: varied peak wave period. Red curve is the locus of \( m_{spar} = m_{BA} \).

Figure 4 provides a more focused look at the power production for this bound of \( m_{BA} = m_{spar} \) (the BA size that produces the most power under the equal or less than mass constraint). Its individual plots shows the power that can be produced for all these BA cases as a function of \( T_p \), and the panels vary in terms of the separation distance. These plots again demonstrate that there is only a small difference in power generation for all the \( m_{BA} = m_{spar} \) sizes; however, it does show that, across almost all cases, the optimal BA size is that which has \( D_{BA} / R_{BA} = 1 \) and corresponding \( R_{BA} = 13.7 \) m. For this BA size, it shows that the optimal power production favours a nearer separation distance for shorter
period waves and a farther separation distance for longer period waves. However, the separation distance only accounts for a power generation variation of approximately 10% when averaged across all cases. The panels also show that across the range of waves tested, the most power that can be generated is 0.13 MW m$^{-2}$, which is for the $T = 12$ s waves and $\Delta x = 75$ m. When the wave height scaling is removed, this gives power generation of $P_{\text{WEC}} = 0.13, 0.52, \text{ and } 1.17$ MW for $H_s = 1, 2, \text{ and } 3$ m, respectively. It therefore indicates that it is theoretically possible for the wave energy system to produce power in the same order of magnitude of the wind energy system (which is rated at 5 MW) for more high amplitude waves with $H_s$ nearing or exceeding 3 m. However, this is for the wave period that generates the most power. In contrast, when averaging across all wave periods, the generation of the $D_{BA}/R_{BA} = 1$ sized BAs gives $P_{\text{WEC}}/H_s^2 \approx 0.1$ MW m$^{-2}$. This indicates that the power that might be expected from the BA ranges from 0.1 to 0.9 MW for a significant wave height that varies from 1 to 3 m, which is approximately an order of magnitude less than the 5 MW rating of the wind energy system. Therefore, while it can be seen that the wave energy system can potentially generate power in the same order of magnitude as the wind energy system, it is more likely to generate around 10% of what the wind energy system can achieve.

Figure 4. Power (scaled to wave height) generation as a function of peak period for varied $R_{BA}$ and $D_{BA}$ values (as per legend). Left to right: varied separation distances.

Figure 5 is as in Figure 3 but for the relative capture width, $RCW$, rather than the power generated. The $RCW$ is defined as [22]

$$RCW = \frac{P_{\text{WEC}}}{P_{\text{in}}}$$

(23)

where $P_{\text{in}}$ is the power incident upon the width of the BA, which is defined as

$$P_{\text{in}} = \sum_{i=1}^{N} R_{BA} \rho_w g |a(\omega_i)|^2 \left[ \frac{\omega_i^2}{2k_i} \left( 1 + \frac{2k_i|\psi|}{\sinh(2k_i|\psi|)} \right) \right],$$

(24)

where $k_i$ satisfies the dispersion relationship $k_i \tanh(k_i|\psi|) = \tilde{w}_i^2/\tilde{g}$ [34]. This $RCW$ is the conventionally used metric for the efficiency of the WEC with respect to its size.

The results displayed in Figure 5 show that the $RCW$ peaks for $m_{BA} < m_{\text{spar}}$ for $T_p < 12$ s and peaks at about $m_{BA} = m_{\text{spar}}$ for $T_p = 14$ s. They also show that the $RCW$ peaks for $D_{BA}/R_{BA} \geq 2.00$. Note that, in some regions, the $RCW$ is greater than 1. This occurs because, even though the model is mostly two-dimensional, it does incorporate three-dimensional wave scattering effects about the BA, which allows energy capture larger than the energy incident upon the cross section of the BA (this has been observed in other studies, e.g., [35]). In contrast with the results displayed in Figure 3, this indicates that while larger powers can be obtained from heavier and relatively squat BAs, the most efficient BA size, as governed by the $RCW$, is a more elongated and narrow cylinder (similar results have been observed for BAs acting in isolation in, e.g., [35]). A potential consequence of this is that attaching the spar to multiple smaller BAs (rather than a single larger one) might be a more effective strategy for power generation with respect to efficiency.
Figure 5. As in Figure 3 but for the relative capture width instead of the power generated.

3.2. Mechanical Coupling

Figure 6 shows the maximum power production as a function of $L_k$ and $L_b$ for varied $R_{BA}$ (left to right panels) for the cases where $D_{BA}/R_{BA} = 1.00$, $T_p = 12$ s, and $\Delta x = 50$ m. For all cases, the plots show that the optimal power generation occurs for $L_k = L_b = 78$ m. This was found to be true of all BA sizes and waves tested. This, therefore, implies that the optimal connection with respect to power production is that between the BA CoM and the spar’s CoM, which also tends to indicate that power is being generated through both the relative surge and heave motions of the BA and spar. From a design perspective, this is unfortunate as the plots also show that the connection point from the SWL ($L_k = L_b = 0$, which might be more easily engineered) to the BA produces only 40% of the power that can be produced from the $L_k = L_b = 78$ m connection point.
Figure 6. Power generated as a function of $L_k$ and $L_b$ for tests with, $D_{BA}/R_{BA} = 1.00$, $T_p = 12$ s, and $\Delta x = 50$ m. Left to right: varied values of BA radius.

Figure 7 shows the maximum power that can be generated for various BA sizes (left to right) as a function of $T_p$ (note that because these are the cases for maximum power, they are for $L_k = L_b = 78$ m). These plots have curves that show the comparison of connection distances ($\Delta x$), but also have curves that show the maximum power that could be generated if the BA was connected to a fixed structure and power was taken from purely surge or heave motion. These were calculated by using the same model discussed earlier, but without the degrees of freedom for the spar body and setting $\theta_k = \theta_b = 0^\circ$ for surge and $\theta_k = \theta_b = 90^\circ$ for heave. It is presented to give a comparison as to whether the moving spar body enhances or reduces potential wave power generation. It shows that, except for the cases when $T_p < 11$ and $R_{BA} = 4.7$ m, the BA motion produces less power when connected to the spar than it can from a surge coupling to a fixed body. However, it also shows that the BA produces more power than it would if operating with heave connection to the seabed. Therefore, overall, it demonstrates that the spar motion is not necessarily amplifying power production when compared to that which might be generated from a connection to a fixed body.

Figure 7. Power as a function of peak period for $D_{BA}/R_{BA} = 1.00$ and varied separation distance or pure surge/heave coupling. Left to right: varied BA radius.

3.3. Motion

Figures 8–10 show the RAOs (left) and sample time series of the motion (right) of the spar and BA, before and after the coupling is introduced for cases where $\Delta x = 50$ m, $L_k = L_b = 78$ m, $T_p = 12$ s, and $k$ and $b$ are set to maximise power generation. The figures themselves vary in terms of $R_{BA}$, where Figures 8–10 are for $R_{BA} = 9.4$, 13.7, and 23.5 m, respectively, and these sizes are indicative of BAs with mass ratios less than, equal to, and greater than the spar’s mass.

The RAO plots show that, for each BA, the mechanical coupling produces a spike in the spar’s surge at approximately the same frequency as the peak wave frequency ($f_p = 0.083$ Hz). This indicates that the mechanical coupling is being tuned to amplify the surge motion of the spar. This peak in surge increases with $R_{BA}$, and this is presumably because the more massive BA can force more surge motion. The coupling also introduces a spike in the spar’s pitch RAO around the peak wave period. As the mechanical coupling creates no direct pitch force (in this arrangement the spring and damper connect through the spar’s CoM), this is the result of the inherent coupling between the spar’s surge and pitch motion. Alongside the spike in the spar’s surge RAO, there is also a spike in the
BA’s surge RAO around \( f_p \) for the \( R_{BA} = 9.4 \) and 13.71 m cases. This suggests that the power is being captured by amplifying the relative surge motion between the two bodies for these radii. For the \( R_{BA} = 23.5 \) m case there is no such spike in the BAs surge, and this is presumably a result of the BA being too massive for the spar to influence its motion. In addition to this, the plots give similar results for the heave RAOs (although the spike in the heave RAO occurs at approximately half the peak wave frequency for the \( R_{BA} = 9.4 \) m case).

![Figure 8](image-url)

**Figure 8.** *(Left)*: RAOs of spar and BA before and after coupling. *(Right)*: Motion time series before and after coupling. Both plots are for \( R_{BA} = 9.4 \) m, \( D_{BA}/R_{BA} = 1.00 \), \( T_p = 12 \) s, and \( \Delta x = 50 \) m.

![Figure 9](image-url)

**Figure 9.** As in Figure 8 but with \( R_{BA} = 13.71 \) m (i.e., with \( m_{BA} = m_{spar} \)).
Figure 10. As in Figure 8 but with $R_{BA} = 23.5$ m.

The motion plots show how these changes in the RAO alter the bodies motion. For all $R_{BA}$, the motion of the spar is amplified, and this is particularly pronounced with respect to surge. They show that there is an undesirable amplification in the spar’s pitch motion, where, for example, the $R_{BA} = 13.71$ m result gives approximately double the maximum amount of pitch. The coupling also tends to amplify the motion of the BA with respect to all degrees of freedom. However, the amplifications are not as pronounced for the larger $R_{BA}$ cases and, again, this is presumably due to the BA becoming much more massive than the spar in these cases. An interesting corollary of these motion results is that, even though the BA is absorbing incident wave energy, it consistently increases the wave induced motion of the spar (rather than dampening it) when the power generation system is optimised to maximise power production.

The mode shapes and corresponding natural frequencies of the coupled system can be evaluated by taking the eigenvalues and eigenvectors of the matrix $(M + A(\omega_p))(K_M + K_C + K_H)^{-1}$, where the eigenvectors give the modal shape and the square root of the eigenvalues give the corresponding natural frequencies. Figure 11 shows these natural frequencies before and after coupling (left), as well as the corresponding mode shapes (right) as a function of the mass ratio between BA and spar. Note that these plots are for the case when $D_{BA}/R_{BA} = 1$, $\Delta x = 50$ m, and $L_k = L_h = 78$ m, but are indicative of all results.

The plots on the left show that when the coupling is introduced, it primarily tunes the first and fourth mode’s frequency towards the peak wave period (i.e., the period of the waves with the most energy). The plots of the modes’ shape show that the first mode corresponds to the BA and spar surging out of phase, and the fourth mode corresponds to the bodies heaving in phase. With respect to the mass ratio, they also show that for $m_{BA} \ll m_{spar}$, the coupling system creates this resonance such that the BA’s surge and heave is excited with relatively little effect on the spar, that the opposite occurs for $m_{BA} \gg m_{spar}$, and that for $m_{BA} = m_{spar}$ seems to excite the surge/heave of the BA and spar equally. Such results mimic the coupling effects that are observed in the motion time series in Figures 8–10, and indicate that the primary way in which power is being generated is from an out of phase surge–surge motion coupling between bodies.
3.4. Viscous Drag

Up to this point, the model has not included the effects of viscous drag. This was to have a more computationally efficient model that is suitable to the wide range of independent variables tested and to permit more easy to interpret model evaluations (as without drag, the motion results are proportional to \( H_s \) and power results proportional to \( H_s^2 \)). Nonetheless, it has been shown that, for some wave energy applications, viscous drag is appreciable [22]. To test whether it is appropriate to neglect viscous drag for these bodies, tests were run using the same \( b \), \( k \), \( L_k \), \( L_b \) values that give the optimal power generation for the \( D_{BA} / R_{BA} = 1.00 \) and \( \Delta x = 50 \text{ m} \) cases. This viscous drag modelling was conducted using linearisation method of [24,25], (which is elaborated on in Chapter 3 of [22]). Consistent with the recommendations of [15], a sensitivity study was conducted to determine which drag coefficients were/were not necessary to include in the model. By running the viscous drag model multiple times for waves with \( H_s = 4 \text{ m} \) and individually setting the drag coefficient corresponding to each degree of freedom to the significantly exaggerated value of 2, it was found that only the drag coefficients that would effect power generation by more than 1% were the drag coefficient corresponding to the surge of the spar and the drag coefficient corresponding to the surge of the BA. Therefore, only the drag coefficients for the spar and BA are included in this analysis, and these are taken using the experimentally determined coefficients outlined in [36–38] under the approximation that the spar and BA are cylindrical.

The relative difference between power generation for the inclusion/exclusion of viscous drag forcing as a function of \( R_{BA} \) is shown in Figure 12, where individual panels vary in terms of \( T_p \) and the curves in terms of \( H_s \). It shows that for \( H_s \leq 2 \), the inclusion of viscous drag produces a change in power of less than 5% for \( R_{BA} \geq 10.6 \). However, for lower radii, viscous drag forces significantly reduce power generation. Viscous drag also appears to have a stronger effect on the higher radii power production for \( H_s \geq 3 \). Nonetheless, for the radius that this work advocates, which is \( R_{BA} = 13.7 \), the effect of viscous drag only reduces power production by more than 10% for the \( H_s = 4 \text{ m} \) case.
4. Discussion

4.1. Summary of Results

The potential for combining a point absorber type WEC to a spar type floating 5 MW floating offshore wind turbine has been investigated. The spar has been modelled using the definitions of the NREL OC3 wind platform [9]. The point absorber has been modelled as a cylindrical BA. Rather than considering a specific PTO arrangement, a generalised spring and damper system has been used to model the spar-BA PTO coupling.

The results show that the optimal size (with respect to maximising wave power generation) for the BA is one where its mass is at least 5 times greater than the mass of the spar. However, a BA this size is most likely impractical and creates significant detrimental amplifications to the spar’s surge and pitch. Under the more physically realistic constraint that the BA have equal or less mass than the spar, the optimal BA size appears to be that where \( m_{BA} = m_{spar}, R_{BA} = 13.7 \text{ m}, \text{ and } D_{BA} = 13.7 \text{ m}. \) The power production of such a system varies, but results suggest that for a significant wave height of 2 m the power generated generally lies between 0.3 to 0.5 MW, and the potential for generation larger than 1 MW exists for waves with a significant wave height of 3 m or above. It has been demonstrated that to achieve this power, the ideal mechanical coupling links the CoM of the spar to the CoM of the BA; such coupling is optimal when its stiffness and damping tunes the mode corresponding to the out of phase surge motions of the BA and spar near to the peak wave frequency. It has also been shown that viscous drag has the potential to significantly effect the power production of small and high radius BA systems. However, for the optimal BA size (the case where \( R_{BA} = 13.7 \text{ m and } D_{BA} = 13.7 \text{ m} \)), it has been shown that viscous drag generally reduces power production by less than 10%, which supports the modelling assumption that it is negligible for this study.

The results also indicate that a number of technical challenges might arise in trying to implement a coupled spar-BA system. For instance, it has been shown that significantly more power is generated when the mechanical coupling point on the spar is at its CoM (a location well below the SWL), and such a connection location will present significant design challenges when compared to a more convenient connection point such as that on the SWL. Furthermore, it has been shown that the presence of the BA magnifies rather than reduces the motion of the spar, and this magnification becomes more pronounced for the larger BAs that can produce more significant amounts of power.

These results contrast well with the more specific design focused studies of hybrid wind and WEC systems in the literature. The conclusions, with respect to the power generated by the WEC, support the findings of studies such as [17,20,21,39,40], which show that there is the potential to produce a promising amount of power from a hybrid system, whether that be with a single or multiple WECs. The relative capture width results also give support to the design ideas of [17,21,40], which use multiple smaller WECs to generate power rather than fewer larger ones. However, with respect to net power generation, this work shows that the optimal power per BA size requires much larger BAs than considered in prior works. In contrast to other works, such as [21,40], it was found that for the optimal amount of power to be generated through the WEC system, the result
is an appreciable amplification of spar motions rather than suppression of them. This is not to say that the WEC system cannot suppress spar motions as found for other hybrid wind and WEC models, but rather implies that to both suppress spar motions and generate power, compromises need to be made; a similar finding has been made in the analysis of the specific hybrid platform proposed in [17].

4.2. Limitations and Future Work

In order to study this problem and its wide space of independent parameters, this work has used an idealised linear two-dimensional model. Although this simplification is necessary for this work, it does have its resulting limitations. Firstly, it implies that the potential consequence of having the wind direction offset from the wave direction has not been studied. In the confines of this model, an offset wind direction would mean an overall reduction in the entries of the wind damping matrix ($B_w$). However, in a real-world system, an offset means that the spar would experience oscillations in both the roll and pitch degrees of freedom. This could potentially introduce significant precession, particularly when the gyroscopic coupling between rotation of the rotors and the roll and pitch of the spar are considered. Apt modelling of this will require a nonlinear model, which is why it has not been included in this work. Secondly, on a similar point, it has been assumed that the CoM of the spar and BA lie along the direction of the incident waves. In reality, the angle between the bodies and the wave direction will almost always be offset due to the drift forces of wind, waves, and currents. Therefore, to overcome this limitation, it would be useful to continue this study with an analysis of offset wind, wave, and body alignment angles, which would require three-dimensional modelling. Thirdly, in an effort to benchmark the performance of a hybrid wind and WEC system, the PTO system has been abstracted and limited to a generic spring and damper system. In the real world, there will inevitably be technical challenges in designing such a system such that future work can be adapted around what might be the most physically realisable. Finally, the model in this study is limited by its overall linearity with respect to wave amplitude. Certain physical phenomena (such as the nonlinearity in PTO forcing due to changing connection angles) have, therefore, been simplified within this framework. Such simplifications have been necessary within the scope of the independent parameters investigated; however, it again introduces the prospect that it would be useful to expand upon these results by considering more nonlinear models, such as CFD or the Cummins equations based methodologies [22].

In addition to addressing these limitations, there appears to be a number of ways to further the investigation of the potential for coupling a spar type wind turbine to a point absorber. As the BA is producing undesirable motion amplifications in the spar, multi-objective optimisation with respect to the spring and damping coefficients might be necessary to prevent these undesirable motion amplifications. Further, because the single BA considered in this study is still unable to produce power akin to that of the 5 MW turbine, it may be useful to consider the power that could be generated from using multiple BAs within this abstracted PTO framework. Such investigations might be particularly useful, because this work has found that the RCW is larger for smaller BA sizes and the specific designs of [21,40] and others ask for smaller multiple BAs. Finally, while this work has provided performance benchmarks given various wave conditions, further work should be conducted to evaluate how a BA might perform in real-world sites by averaging across the observed wave conditions there.
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Abbreviations
The following abbreviations are used in this manuscript:

- BA: Buoyant actuator
- BEM: Blade element momentum
- CFD: Computational fluid dynamics
- CoM: Centre of mass
- JONSWAP: Joint North Sea Wave Project
- LCOE: Levelised cost of energy
- NREL: National Renewable Energy Laboratory
- OC3: Offshore Code Comparison Collaboration
- RAO: Response amplitude operator
- RCW: Relative capture width
- SWL: Still water line
- WEC: Wave energy converter

Symbols
The following mathematical symbols are used in this manuscript:

- $D_{\text{spar}}$: Spar draft
- $R_{\text{spar}}$: Spar radius
- $z_{\text{spar}}$: Distance from BA CoM to SWL
- $m_{\text{spar}}$: Spar mass
- $I_{\text{spar},y}$: Spar moment of inertia at its CoM
- $\psi$: Equilibrium water depth
- $D_{\text{BA}}$: BA draft
- $R_{\text{BA}}$: BA radius
- $z_{\text{BA}}$: Distance from BA CoM to SWL
- $m_{\text{BA}}$: BA mass
- $I_{\text{BA},y}$: BA moment of inertia at its CoM
- $\rho_w$: Density of water
- $g$: Gravitational acceleration constant
- $\Delta x$: Distance between BA and spar CoM
- $L_k$: Distance between SWL and PTO spring connection on the spar
- $L_b$: Distance between SWL and PTO damper connection on the spar
- $\theta_k$: PTO spring connection angle
- $\theta_b$: PTO damper connection angle
- $\omega_i$: $i$th wave frequency
- $\mathbf{x}$: Vector of spar and BA degrees of freedom (in the frequency domain)
- $x_{s1}$: Spar surge motion (in the frequency domain)
- $x_{s3}$: Spar heave motion (in the frequency domain)
- $x_{s5}$: Spar pitch motion (in the frequency domain)
- $x_{b1}$: BA surge motion (in the frequency domain)
- $x_{b3}$: BA heave motion (in the frequency domain)
- $x_{b5}$: BA pitch motion (in the frequency domain)
- $M$: Mass matrix
- $A$: Added mass matrix
- $B_R$: Radiation damping matrix
- $B_W$: Wind damping matrix
- $B_C$: Mechanical coupling damping matrix
- $B_M$: Mooring added damping matrix
- $K_M$: Mooring stiffness matrix
Appendix A. JONSWAP Spectrum

The JONSWAP spectrum is defined in terms of the power spectral density function \[ S(\omega) = \frac{\tilde{\alpha} g^2}{\omega^5} \exp \left[ -\frac{5}{4} \left( \frac{\omega_p}{\omega} \right)^4 \right] \gamma, \] (A1)

where,
\[
\begin{align*}
    r &= \exp \left[ -\frac{(\omega - \omega_p)^2}{2\sigma^2\omega_p^2} \right], \quad \alpha = 5.058(1 - 0.287 \ln(\gamma)) \left( \frac{H_s}{T_p^2} \right)^2, \quad T_p = \frac{2\pi}{\omega_p}, \quad \text{and} \\
    \sigma &= \begin{cases} 
        0.07, & \text{if } \omega \leq \omega_p \\
        0.09, & \text{otherwise}. 
    \end{cases} \tag{A2}
\end{align*}
\]

By definition, the relationship between the power spectral density function and the (continuous) amplitude spectral density function, \( \tilde{a}(\omega) \), is \( S(\omega) = 0.5|\tilde{a}(\omega)|^2 \, d\omega \). Therefore, when evaluated numerically, this allows the magnitude of the discrete amplitude spectrum, \( a(\omega_i) \), to be emulated as
\[
|a(\omega_i)| = \sqrt{2S(\omega_i)\Delta\omega}, \tag{A4}
\]
where \( \Delta\omega = \omega_{i+1} - \omega_i \).

With respect to the phase of the discrete amplitude spectrum, it is well established that because ocean waves are dispersive and generated through turbulent interactions with the air, there is no correlation between the phase of the amplitude spectrum at any frequency \[41\]. In simpler terms, this means the phase difference between any two
components of the amplitude spectrum is completely random, and therefore the phase of the spectrum is given by
\[ \arg(a(\omega_i)) \sim U(-\pi, \pi) \] (A5)
for all \( \omega_i \), where \( U(-\pi, \pi) \) is the uniform distribution between \(-\pi\) and \( \pi \); i.e., the phase of \( \arg(a(\omega_i)) \) is generated as a random value between \(-\pi\) and \( \pi \). Note that for fair comparison between tests, each test with a given \( T_p \) and \( H_s \) uses the same values of \( \arg(a(\omega_i)) \) between runs.
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