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Abstract

The determination of the critical parameters of metals has remained particularly challenging both experimentally, because of the very large temperatures involved, and theoretically, because of the many-body interactions that take place in metals. Moreover, experiments have shown that these systems exhibit an unusually strong asymmetry of their binodal. Recent theoretical work has led to new similarity laws, based on the calculation of the Zeno line and of the underlying Boyle parameters, which provided results for the critical properties of atomic and molecular systems in excellent agreement with experiments. Using the recently developed Expanded Wang-Landau (EWL) simulation method, we evaluate the grand-canonical partition function, over a wide range of conditions, for 11 FCC and HCP metals (Ag, Al, Au, Be, Cu, Ir, Ni, Pb, Pd, Pt and Rh), modeled with a many-body interaction potential. This allows us to calculate the binodal, Zeno line, Boyle parameters and, in turn, obtain the critical properties for these systems. We also propose two scaling laws for the enthalpy and entropy of vaporization, and identify critical exponents of 0.4 and 1.22 for these two laws, respectively.

Introduction

The determination of the critical properties often relies on the extrapolation of low temperature results using e.g., for the critical density, the law of rectilinear diameter. This law is based on the observation of the linearity of the diameter \( \rho_m \) of the liquid-vapor coexistence curve as a function of temperature, with \( \rho_m = 0.5(\rho_l + \rho_v) \) where \( \rho_l \) and \( \rho_v \) are the liquid density and vapor density at coexistence, respectively. Although this law seems to hold for a wide range of substances, there have been exceptions most notably in the case of metals. For instance, for alkali metals like Cs and Rb, experiments showed that the two branches of the coexistence curves were strongly asymmetric and the law of rectilinear diameter was found to break down over a large temperature range. The exceptional nature of metals was attributed to the existence of many-body effects in these systems, which have been shown to play a major role close to the critical region.
The knowledge of the critical properties of metals is of key importance for many applications at the nanoscale and for high temperature technologies, e.g. in aerospace and in the nuclear industry. However, there is generally a lack of experimental data on metallic systems. This is due to the large temperatures involved in the determination of the critical parameters of metals (the liquid range of metals can cover temperatures which may go above 10000 K). These are particularly challenging to investigate and require special experimental techniques like the "exploding-wire" technique. As a result, the extrapolations from the experimental data exhibit large variations. For instance, estimates for the critical temperature of Al vary from around $T_c = 5500 \, K$ to $T_c = 9600 \, K$. Similarly for Cu, the estimated critical temperatures range from $5100 \, K$ to $8900 \, K$. To bridge this gap in knowledge, recent work has led to the determination of the critical properties from low temperature liquid data. These studies either used a power series law for the diameter or a new symmetrized equation for the vapor liquid coexistence curve.

The aim of this work is to use molecular simulation to determine the critical properties of a series of FCC and HCP metals modeled with a many-body force field known as the quantum-corrected Sutton-Chen potential. This model was shown to accurately model the properties of liquid metals, as well as the boiling points of metals and the vapor-liquid equilibrium properties of Cu. To determine the vapor-liquid properties, as well as the locus of the Zeno line, we use the recently developed Expanded Wang-Landau simulation method. This method leads to an accurate determination of the grand-canonical partition function of a system, and in turn, to all thermodynamic properties, including the vapor and liquid densities at coexistence and the compressibility factor. This allows us to determine the Zeno line, the Boyle parameters and the critical point for all metallic systems studied in this work.

The paper is organized as follows. In the next section, we present the simulation methods as well as the many-body force field used in this work. We show the results obtained for 11 FCC and HCP metals and explain how we determine the critical properties of these systems. We then discuss and compare our results to those obtained by extrapolating experimental data at low temperature. We finally draw the main conclusions from this work in the last section.
Simulation methods

The fluid properties at coexistence are determined using the recently developed Expanded Wang-Landau simulations (EWL)\textsuperscript{[48-51].} We give here an outline of the method. The EWL simulation method relies on a combination of a Wang-Landau sampling scheme\textsuperscript{[46,47,52-60]} with an expanded ensemble approach\textsuperscript{[61-73]} to provide an accurate value of the grand-canonical partition function for a given system. The use of a Wang-Landau sampling allows to determine iteratively the biasing function (hence the partition function), while the use of an expanded ensemble approach, which consists in dividing the insertion/deletion of an atom into $M$ stages, ensures that the grand-canonical ensemble is accurately sampled over the whole range of conditions. This is especially key for high density liquids\textsuperscript{48} like liquid metals. The output from the simulation are the grand-canonical partition function $\Theta(\mu, V, T)$ and the $Q(N, V, T)$ function which are related as follows:

$$\Theta(\mu, V, T) = \sum_{N=0}^{\infty} Q(N, V, T) \exp(\beta \mu N) \tag{1}$$

with $Q(N, V, T)$ defined as

$$Q(N, V, T) = \frac{V^N}{N! \Lambda^{3N}} \int \exp(-\beta U(\Gamma)) d\Gamma \tag{2}$$

where $\mu$ denotes the chemical potential, $V$ the volume, $T$ the temperature, $N$ the number of atoms in the system, $\Lambda$ the De Broglie wavelength, $U$ is the potential energy of the system at a given point $\Gamma$ of the configuration space.

Once the partition function is known, all thermodynamic properties of the system can be calculated through the statistical mechanics formalism\textsuperscript{74} and the number distribution $p(N)$ can be calculated as:

$$p(N) = \frac{Q(N, V, T) \exp(\beta \mu N)}{\Theta(\mu, V, T)} \tag{3}$$

This allows to determine the densities at coexistence as well as the other thermodynamic prop-
erties at coexistence, including pressure $P$, enthalpies $H_{liq}$ and $H_{vap}$ as well as entropies $S_{liq}$ and $S_{vap}$. From there, the location of the Zeno line, i.e. the points for which the compressibility factor $Z = PV/RT = 1$ can be readily determined.

The many-body interactions in metals are often taken into account using embedded-atom potentials (EAM). EAM potentials are density-dependent potentials that were initially introduced to model the properties of the solid phases of metals. In this work, we use the quantum-corrected Sutton-Chen embedded atoms (qSC-EAM) potential. The qSC-EAM potential has been shown to accurately describe thermodynamic properties of liquid metals, as well as the boiling points of metals and the vapor-liquid equilibrium properties of Copper. In the qSC-EAM potential, the potential energy $U$ of a system containing $N$ atoms is written as the sum of a contribution of two-body term and a contribution of a many-body term

$$U = \frac{1}{2} \sum_{i=1}^{N} \sum_{j \neq i} \varepsilon \left( \frac{a}{r_{ij}} \right)^n - \varepsilon C \sum_{i=1}^{N} \sqrt{\rho_i}$$

(4)

in which $r_{ij}$ is the distance between two atoms $i$ and $j$ and the density term $\rho_i$ is given by

$$\rho_i = \sum_{j \neq i} \left( \frac{a}{r_{ij}} \right)^m$$

(5)

We use the parameters of Luo et al. for the 11 FCC and HCP metals (Ag, Al, Au, Be, Cu, Ir, Ni, Pb, Pd, Pt and Rh) studied in this work. The interaction between a fractional atom and a full atom is given by Eqs. 4 and 5 using the scaled paramters $a_l = a(l/M)^{1/4}$ instead of $a$ and $C_l = C(l/M)^{1/3}$ instead of $C$ where $l$ is the current stage value of the fractional particle ($0 < l < M - 1$). Fig. 1 shows the dependence of the potential for the full-fractional interaction as a function of the stage value for the fractional particle. From a practical standpoint, EWL simulations are carried out within the framework of Monte Carlo (MC) simulations. To sample the configurations of the system, we perform MC steps corresponding to the translation of a single atom (75% of the MC steps) or to a change in $(N, l)$ for the system (25% of the MC steps). The EWL method yields accurate results, with error bars typically of the order of 0.1% for the density and of 0.02% for
the enthalpy and entropy. The technical details regarding the Wang-Landau scheme are exactly the same as previously described, with the final value of the convergence factor set to $f = 10^{-8}$ and a number of intermediate stages set to $M = 100$.

![Figure 1: Interaction between a fractional atom and a full atom. Results are shown for different values of $\xi_l = l/M$ for the 2-body contribution (left), the local density (top right) and the many-body contribution (bottom right).](image)

**Results and discussion**

We start by presenting, on the example of $Ir$, the results obtained using the EWL approach. Fig. 2 shows the density distributions $p(\rho = N/V)$ obtained at coexistence for three temperatures, $T = 4400$ $K$, $T = 4800$ $K$ and $T = 5200$ $K$. In the left panel of Fig. 2 we plot the density distributions for the vapor phase while the right panel of Fig. 2 shows the density distribution for the liquid phase. These plots exhibit the expected behavior for the distributions, i.e. a shift towards the higher densities for the vapor peak as temperature increases and a shift towards the lower densities for the liquid peak as $T$ increases.

We now turn to the density distributions obtained for $Ir$ along the Zeno line. We recall that this is obtained, for each temperature, by identifying the value of the chemical potential that ensures that the ratio $Z = PV/RT$ is equal to 1. The density distribution corresponding to the chemical potential so obtained is plotted, for each temperature, in Fig. 3. We see that in this case we obtain a
Figure 2: *Ir*: density distribution $p(\rho)$ for the vapor (left) and for the liquid (right) along the coexistence line. A single peak (corresponding to a single phase system) which gets shifted towards the lower densities as $T$ increases.

Figure 3: *Ir*: density distribution $p(\rho)$ along the Zeno line. The phase diagram in the $T – \rho$ plane, as well as the location of the Zeno line in that plane can be readily determined from the density distributions. The complete results for *Ir* are indicated in Fig. 4 with the densities at coexistence and the locus of the Zeno line. The results confirm that the Zeno line is straight over the range of liquid densities considered in this work. This plot also shows the Boyle parameters for *Ir* as well as the critical point. The Boyle parameters are determined by performing a linear fit to the EWL results along the Zeno line. The critical
parameters are then determined from the EWL results as follows. First, the critical temperature is extrapolated from the densities of the two coexisting phases through the following fit:

$$\rho_l - \rho_v = A(T_c - T)^{0.326}$$

(6)

where $A$ and $T_c$ are two fitting parameters, $\rho_l$ and $\rho_v$ are the densities for the liquid and vapor phases at a given temperature $T$ and the 3D-Ising critical exponent, adjusted for real substances, of 0.326 is used.

Second, the critical density $\rho_c$ is obtained using the following similarly relation:

$$\frac{T_c}{T_B} + \frac{\rho_c}{\rho_B} = S_1$$

(7)

where $T_c$ is the critical temperature determined using the previous equation, $T_B$ and $\rho_B$ are the Boyle temperature and density, $S_1$ is a parameter equal to 0.67 (as established by Apfelbaum et al. for several systems, including Be, Cu and Al), and $\rho_c$ is a fitting parameter. Using this similarity law alleviates the need to use the law of rectilinear diameter, that has been shown to break down for metals to determine the critical density of metals.

Figure 4: Ir: EWL results for the vapor-liquid equilibrium curve (open triangles) and for the Zeno line (open circles). The critical point is shown as a filled triangle while the Boyle parameters are shown with filled circles.

We apply the same approach to all 11 FCC and HCP metals considered in this work. Table
summarizes the results obtained in this work both for the Boyle and critical parameters. In addition to the critical temperatures and densities, we also provide an estimate for the critical pressure. The critical pressure is obtained by fitting an Antoine law to the results obtained for the pressure. The fit to the Antoine law is carried out according to:

\[ \log_{10} P = A + \frac{B}{T + C} \]  

where \( A, B \) and \( C \) are fitting parameters and \( P \) is the vapor pressure for a given temperature \( T \). The critical pressure is calculated from this law using the value for the critical temperature previously obtained from Eq. 6.

Table 1: Boyle and critical parameters obtained in this work for FCC and HCP metals.

|   | \( T_B \) (K) | \( \rho_B \) (g/cm\(^3\)) | \( T_c \) (K) | \( \rho_c \) (g/cm\(^3\)) | \( P_c \) (MPa) |
|---|---|---|---|---|---|
| Ag | 11488 | 9.97 | 4260 | 2.98 | 34.3 |
| Al | 15316 | 2.56 | 5412 | 0.81 | 37.9 |
| Au | 12627 | 18.02 | 4286 | 5.96 | 18.6 |
| Be | 12534 | 1.71 | 4623 | 0.52 | 88.6 |
| Cu | 15688 | 8.36 | 5430 | 3.33 | 57.8 |
| Ir | 25974 | 21.15 | 9484 | 6.45 | 91.7 |
| Ni | 19502 | 8.35 | 6700 | 2.72 | 62.1 |
| Pb | 8287 | 10.16 | 2663 | 3.54 | 7.2 |
| Pd | 14888 | 11.29 | 5444 | 3.44 | 50.1 |
| Pt | 21472 | 20.00 | 7375 | 6.53 | 44.5 |
| Rh | 21691 | 11.72 | 8106 | 3.47 | 62.1 |

We first discuss the results obtained for Be. We start by comparing the EWL results for the Boyle parameters to those obtained in previous work by Apfelbaum\textsuperscript{29} using an effective ion-ion potential to model liquid Be. We obtain a very good agreement for the Boyle density between the EWL results on the qSC-EAM potential (1.714 g/cm\(^3\)) and the previous estimate (1.697 g/cm\(^3\)), and a reasonable agreement for the Boyle temperature with a EWL value of 12534 K compared to 10500 K. The critical temperature (see Table 2) we estimate from our EWL results \( T_c = 4623 \) K is in reasonable agreement with the predicted value of 5400 K by Apfelbaum,\textsuperscript{29} obtained by analyzing the low temperature liquid data for Be. Using the similarity law based on the Zeno line, we
find a critical density of 0.516 g/cm$^3$. From the fit to an Antoine law, we obtain the following estimate for the critical pressure $P_c = 886$ bar, which is comparable to the results obtained in previous work.$^{29}$

Focusing now on the case of $Al$, we obtain results for the Boyle parameters that share the same features as for $Be$. The Boyle density we obtain from the EWL simulations (2.56 g/cm$^3$) is once again in very good agreement with the results from Apfelbaum and Vorob'ev$^{80}$ (2.57 g/cm$^3$), while we obtain a larger Boyle temperature (with a EWL value of 15316 K compared to 12888 K). For the critical parameters, we have a critical temperature estimated at $T_c = 5412$ K, which is approximately a thousand K below the previous estimate $T_c = 6318$ K, made on the basis of the liquid data, and a critical density that is larger than the previous estimate (0.45 g/cm$^3$ versus 0.81 g/cm$^3$ in this work). The deviation for the critical density can be accounted for the use of a lower value for the critical temperature in the similarity law (Eq. [7]). More specifically, the EWL results give a $T_c : T_B$ ratio of 0.35, below the ratio of 0.49 found in previous work, resulting in a greater value for the $\rho_c : \rho_B$ ratio as fixed by the similarity law. Comparing now our results to those obtained using Gibbs Ensemble Monte Carlo simulations on a different EAM potential$^1$ and the law of rectilinear diameter, we find that our estimate for the critical density is much closer to that from previous simulation work (0.707 g/cm$^3$) and that our estimate for the critical temperature is 14% below those results.

In the case of $Cu$, the Boyle parameters we obtain from the EWL simulations on the qSC-EAM potential are in very good agreement with the findings from previous work$^{80}$ both for the Boyle density (8.6 g/cm$^3$ compared to 8.36 g/cm$^3$ in this work) and for the Boyle temperature (15593 K compared to 15688 K in this work). In line with the results for $Al$, the EWL critical temperature ($T_c = 5430$ K) is below the value extrapolated from the liquid data ($T_c = 7093$ K), leading to a larger critical density, since the same similarity law, with different input values for $T_c$, is used.

We finally compare the critical parameters obtained in this work for $Pb$ and $Au$ to those estimated from the experimental data on liquid densities by Schroer and Pottlacher,$^{17}$ which rely on averaging the results obtained using either 3D-Ising scaling law or a mean-field scaling law. For
Pb, the critical temperature we estimate is $T_c = 2663$ K (as compared to 4636 K in prior work\textsuperscript{17}), while the critical density we estimate is $\rho_c = 3.54$ g/cm\textsuperscript{3} is above the critical density from previous work\textsuperscript{17} ($\rho_c = 2.322$ g/cm\textsuperscript{3}). For Au, we estimate the critical temperature to be $T_c = 4286$ K (as compared to 7217 K in prior work\textsuperscript{17}) while the critical density we estimate is $\rho_c = 5.96$ g/cm\textsuperscript{3} is above the critical density from previous work\textsuperscript{17} ($\rho_c = 3.544$ g/cm\textsuperscript{3}). The critical temperatures we estimate are therefore below those extrapolated in previous work\textsuperscript{17} while the critical densities we estimate are larger. This is due to two notable differences between the scaling laws used for the critical temperature. First, in our case, we are able to obtain EWL results for high temperature phases and get an accurate estimate for the variations of the density order parameter ($\rho_l - \rho_v$), over a wide temperature range while the extrapolation from the low temperature data only takes into account the variation of $\rho_l$ over a limited temperature range. Second, we use, for the density order parameter, a scaling law with an exponent of 0.326, while the extrapolation from the data\textsuperscript{17} calculates the average result for two scaling laws applied to the liquid density $\rho_l$, one with a 3D-Ising exponent and one with a mean-field exponent of 0.5.

Table 2: Comparison of the critical parameters for selected metals (\textsuperscript{a}: this work, \textsuperscript{b}: Apfelbaum,\textsuperscript{29} \textsuperscript{c}: Apfelbaum and Vorob'ev,\textsuperscript{80} \textsuperscript{d}: Schroer and Pottlacher,\textsuperscript{17} \textsuperscript{e}: Kaptay\textsuperscript{24} and \textsuperscript{f}: Bhatt et al.\textsuperscript{11} )

| Metal | $T_c$ (K) | $\rho_c$ (g/cm\textsuperscript{3}) | $P_c$ (MPa) |
|-------|-----------|-----------------|------------|
| Be    | 4623\textsuperscript{a} | 0.52\textsuperscript{a} | 88.6\textsuperscript{a} |
|       | 5400\textsuperscript{b} | 0.26\textsuperscript{b} | 46.6\textsuperscript{b} |
|       | 10500\textsuperscript{c} | | |
| Al    | 5412\textsuperscript{a} | 0.81\textsuperscript{a} | 37.9\textsuperscript{a} |
|       | 6378\textsuperscript{c} | 0.45\textsuperscript{c} | 108.8\textsuperscript{c} |
|       | 6299\textsuperscript{f} | 0.71\textsuperscript{f} | 89.5\textsuperscript{f} |
| Cu    | 5430\textsuperscript{a} | 3.33\textsuperscript{a} | 57.8\textsuperscript{a} |
|       | 7093\textsuperscript{c} | 1.95\textsuperscript{c} | 45.6\textsuperscript{c} |
| Au    | 4286\textsuperscript{a} | 5.96\textsuperscript{a} | 18.6\textsuperscript{a} |
|       | 7217\textsuperscript{d} | 3.54\textsuperscript{d} | |
|       | 8700\textsuperscript{e} | | |
| Pb    | 2663\textsuperscript{a} | 3.54\textsuperscript{a} | 7.2\textsuperscript{a} |
|       | 4836\textsuperscript{d} | 2.32\textsuperscript{d} | |
|       | 4200\textsuperscript{e} | | |
We provide in Fig. 5 a comparison between the EWL result for the vapor pressure and the experimental data. These results show that there is generally a good agreement between the simulation results obtained with the qSC-EAM potential as can be seen most notably in the case of Ag and Cu. As previously discussed\(^5\), the qSC-EAM potential leads to reliable results for the boiling points in most cases (see e.g. Ag, Cu and Pt on the plot), with a few exceptions (e.g. with deviations of up to 10% for Ni and Ir for the boiling temperatures in Fig. 5).

![Figure 5: Vapor pressure of selected metals. EWL results are shown as open squares (Ag in black, Cu in green, Pd in blue, Ni in red, Pt in magenta and Ir in brown) while experimental data are shown with open circles and filled circles.](image)

The EWL results for the variations of the other thermodynamic properties at coexistence are plotted against temperature in Fig. 6. All metals exhibit the same qualitative behavior with the linear variation of \(\mu\) as a function of \(T\) (see bottom of Fig. 6), and the expected decrease of \(\Delta H_{vap}\) (see top of Fig. 6) and of \(\Delta S_{vap}\) (see middle of Fig. 6) towards 0 as the temperature approaches the critical temperature. To further analyze the results, we fit the simulation results for the enthalpy of vaporization with the following function:

\[
\Delta H_{vap} = A(T_c - T)^a
\]

where \(A\) and \(a\) are two fitting parameters and \(T_c\) is the critical temperature previously determined. Carrying out this fit over the set of metals considered here, we find an average critical
exponent for $\Delta H_{vap}$ of 0.4. The value for this exponent is very close to the value of 0.38 found in prior work on non-metals.\textsuperscript{83,84} We apply the same analysis to the results for $\Delta S_{vap}$ with the following function:

$$\Delta S_{vap} = B(T_c - T)^b$$

where $B$ and $b$ are two fitting parameters and $T_c$ is the critical temperature previously determined. The exponent we find in this case is 1.22. To our knowledge, this provides the first determination, in the case of metals, of the critical exponents for these two scaling laws.

Figure 6: Thermodynamic properties at coexistence for selected metals: $\Delta H_{vap}$ against temperature (top), $\Delta S_{vap}$ against $T$ (middle) and $\mu$ against $T$ (bottom). Same legend as in Fig. 5.

Conclusions

In this work, we carry out EWL simulations to determine the binodal and the Zeno line of 11 FCC and HCP metals (Ag, Al, Au, Be, Cu, Ir, Ni, Pb, Pd, Pt and Rh), modeled with a many-body potential known as the qSC-EAM model. We estimate the critical parameters according to a three-step procedure with (i) the calculation of the critical temperature from a scaling law for the density (with a critical exponent of 0.326), (ii) the determination of the critical density using a similarity law and the Boyle parameters defining the Zeno line, and (iii) the evaluation of
the critical pressure from an Antoine law fitted to the simulation results for the vapor pressure. We compare our results to estimates made in prior work on the basis of the experimental data for liquid densities and, when available, to previous simulation work that relied on the law of rectilinear diameters. The results obtained with our EWL simulations cover a wider range of temperatures than that covered in the extrapolations from the liquid densities data. They also take into account the variations of the density order parameter \( (\rho_l - \rho_v) \) at high temperature, which are not included when the extrapolation from low temperature liquid data only is carried out. Applying the three-step procedure to the 11 FCC and HCP metals studied in this work allows us to provide an estimate for the critical parameters for all systems. These estimates generally lead to lower critical temperatures and, as a result, to larger critical densities than those obtained from extrapolations relying on low temperature liquid data only. Our results also allow us to propose two scaling laws for the enthalpy of vaporization and the entropy of vaporization with the corresponding critical exponents of 0.4 and 1.22 respectively. Further work testing the validity of these two scaling laws on other systems is currently under way.
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