An IoT-Enriched Event Log for Process Mining in Smart Factories
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Summary. Modern technologies such as the Internet of Things (IoT) are becoming increasingly important in various domains, including Business Process Management (BPM) research. One main research area in BPM is process mining, which can be used to analyze event logs, e.g., for checking the conformance of running processes. However, there are only a few IoT-based event logs available for research purposes. Some of them are artificially generated and the problem occurs that they do not always completely reflect the actual physical properties of smart environments. In this paper, we present an IoT-enriched XES event log that is generated by a physical smart factory. For this purpose, we create the SensorStream XES extension for representing IoT-data in event logs. Finally, we present some preliminary analysis and properties of the log.
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1 Introduction

The combination of Business Process Management (BPM) methods with the Internet of Things (IoT) promises several advantages for both sides \cite{1}. The smart environment sensed and actuated by IoT-devices can benefit from process modeling methods for controlling data acquisition and actuation of resource functionalities \cite{2,3}. Moreover, Process Mining (PM) \cite{4} techniques can be applied in smart environments \cite{5} such as manufacturing \cite{6,2} to check conformance w.r.t. the given process model or to adapt and optimize processes when runtime failures occur. On the other hand, BPM can benefit from systematic data collection and the variety of IoT-data, e.g., event data or context data. BPM research artifacts can then be modified to achieve appropriate analysis results with this more complex IoT-data. In current research, some event logs for PM in smart environments have been proposed (e.g., \cite{7,8,9}). Even though these provide a good basis for research, they are mostly synthetically generated, as acquiring real-world data for research purposes can be very difficult \cite{3,10}.
However, artificially generated data does not always completely reflect the actual physical properties of smart environments, such as runtime behavior and ad-hoc interventions [3]. Another current issue is the lack of support by the eXtensible Event Stream (XES) format [11] to represent IoT-data appropriately in the log. In previous work [12], we introduce a first step towards a XES extension to enable representing IoT-enriched event logs. In this paper, we present a concrete IoT-enriched event log produced by our physical smart factory. The log is available at [13] with documentation. The main advantage by using small-scale physical simulation models is that it enables to conduct laboratory experiments while maintaining real-world environmental conditions of production lines. Thus, they provide much more realistic data than synthetically generated data. A further advantage is that developed research artifacts can be evaluated by using the factory model. This strengthens the results in a scenario that is closer to real-world production lines and, thus, facilitates the transfer to them [3, 2].

In the following, Sect. 2 describes how the proposed IoT-enriched event log has been generated in the physical smart factory. Afterwards, a detailed description of the event log is given in Sect. 3. Preliminary analyses are presented in Sect. 4 and, finally, Sect. 5 summarizes the paper.

2 Data Acquisition

To generate our proposed IoT-enriched event log, we use a Fischertechnik (FT) physical factory simulation model illustrated in Fig. 1. The factory represents two production lines that work independently of each other but are connected for the exchange of workpieces. Each shop floor consists of six identical machines.

Fig. 1. Process-based Control of the Fischertechnik Factory Simulation Models. [2]
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In addition, there are individual machines on each shop floor, i.e., a *Punching Machine (PM)* and a *Human Workstation (HW)* on the first shop floor and a *Drilling Machine (DM)* on the second one. To enable BPM-related research, we use a service-based architecture [2, 14, 3] to control the production lines in a process-based fashion by *Workflow Management Systems (WFMSs)*. The data produced by the machines is pushed to Apache Kafka [4]. Based on this endpoint, we extract the IoT-data from Kafka and the data on process executions from the used web server, which contains further concrete information compared to the log from the WFMS. For example, besides the start and end time of each activity, the reasons for runtime exceptions and the planned operation times are also logged (see Sect. 3). We model 16 processes that are executed in the smart factory. In total, we execute processes in the factory for more than 20 hours and recorded its IoT-data consisting of data from sensors and actuators as well as the process data. Based on the three data sources, we build the IoT-enriched event log by applying a comprehensive pre-processing. We publish the log in two versions, an original version in which harmonization of data, unification of names, mapping of sensor data to events from the *Process Execution Engine (PEE)*, and a mapping of events, actuators, and sensors to entities in the underlying FToNto ontology [15] of the factory were performed (see figure 2). On the other hand, a corrected event log based on the pre-processed original log is proposed. Here, in addition to the basic pre-processing, errors in the data were also corrected. To this end, missing events were restored, duplicates were removed, missing data was generated, and errors caused by time shifts were corrected. Using the SensorStream XES extension, the log was then generated [12].

![Figure 2: Pre-processing of data](https://kafka.apache.org/)

Fig. 2. Pre-processing of data From the Process Execution Engine (PEE), the middleware and from the actuators and sensors. The dashed lines indicate which steps were applied only to the corrected log.
3 Description of the IoT-Enriched Event Logs

All event logs are provided in XES format. The Concept, Identity, Time, Lifecycle, and the SensorStream XES \[12\] extensions are used to represent the data. The SensorStream XES extension enriches the XES standard with the ability to integrate complex sensor data into the event log. For this purpose, the extension introduces the sensorstream schema. This uses the SOSA and SNN\[3\] ontology to semantically describe the sensor data, e.g., which sensor produces the data and to which actuator this sensor is attached. In the event logs provided, the extension is used to describe sensor data at the event level, which forms the context of the event execution. For each sensor value the data type, the interaction type (observation or actuation), the type of the receiving system as well as the assignment in the underlying FTOnto \[15\] ontology, and the timestamp are described. The log reflects several levels of granularity. For this purpose, events refer via the SubProcessID attribute to the subtrace, which describes the respective event with finer granularity (see Fig. 3). First, we provide an unmodified and error-ridden IoT-enriched event log. The errors in the event log are typical problems in real-world production shop floors or, in general, in IoT domains: For example, events in the log are delayed or completely missing due to communication problems, or are sent multiple times and logged twice due to timeouts. In addition, the response code of the web server is not contained in some events. For this reason, it is not possible to obtain whether the corresponding activity was successfully executed or not in the shop floor. The timestamps of IoT-sensor data and the corresponding process data are sometimes shifted since a Network Time Protocol server was out of service. Second, we provide the event log in a cleaned gold standard. Therefore, all errors and Data Quality Issues (DQIs) were removed \[16\]. Using our developed domain ontology FTOnto \[15\] and separate recordings produced by Apache Kafka from the smart factory used for logging, it was possible to correct the timestamps and to reconstruct
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unrecorded, so-called invisible events. By providing these comprehensive IoT-enriched event logs, we enable process mining approaches to be developed and evaluated based on real-world data. In particular, the provision of a real version of the dataset interspersed with DQIs and a cleaned dataset enables the explicit targeting of DQIs. Thus, we provide the data for addressing the process mining challenges C1) Finding, Merging, and Cleaning Event Data, C2) Dealing with Complex Event Logs Having Diverse Characteristics, and C4) Dealing with Concept Drifts [4].

4 Preliminary Analysis

In the preliminary analysis, we analyze the event logs, their structure, and content. Unless otherwise stated, the values refer to the original and erroneous event log (see Tab. 1). Sensors are only present at the resource level, and sensor values are directly associated with events in the subtraces. The number of sensors and sensor values varies between resources. While High Bay Warehouse (HBW) sometimes records 160 sensor values per second or more, Human Workstation (HW) only records about 40 values.

In total, 16 workflows are shown. While on the MainProcess level (Main log in Tab. 1), all events represent the three lifecycle steps assigned, inProgress, and success or failure. In the sublog (sublogs in Tab. 1), no lifecycle attributes are present. All traces start with a /hbw/unload. The end event is /hbw/store in 212 traces and /hbw/unload in 34 traces. The end of the other traces is distributed over 14 further events. A closer look at workflow 111 shows that each event has an edge to itself. These represent the events in different lifecycle stages. It also shows that the traces can end in any of the activities. This suggests that the process of burning the workpiece in the oven, milling it in the milling machine, and then deburring it in the milling machine contains errors.

Since the SensorStream extension has not yet been implemented in any process mining tool, the sensor perspective could not be analyzed. Due to a lack of space, the illustration of a process discovery was omitted.

Tab. 1. Overview Over the Logs (after preprocessing, corrected log). Traces in the main log reference on sublogs.

| Data Sets | Events | Cases | Activities | Resources | Variants | Actuators | Sensors | Data Points | Trace Len (avg,min,max) |
|-----------|--------|-------|------------|-----------|----------|-----------|---------|-------------|-------------------------|
| Main log  | 9,471  | 301   | 21         | 15        | 231      | -         | -       | 31          | 3                      |
| Sublogs   | 13,424 | 3,118 | 109        | 15        | 269      | 52        | 131     | 136,208,108 | 8                      |
| Total     | 22,895 | 3,489 | 21         | 15        | 500      | 52        | 131     | 136,208,108 | 10                     |
5 Conclusion

In this paper, we present an IoT-enriched event log for process mining research in smart factories. Such event logs are currently rather rare and mostly synthetically generated. We generate two versions of the event log with a physical factory model (see Sect. 2): one version is the native log with DQIs such as delayed or missing events etc. and a cleaned version without these DQIs. The IoT-enriched event logs provide the basis for data-intensive research involving IoT sensor data in the process mining field. However, the current frameworks and tools for process mining cannot directly use the additional data. In future work, we investigate to extend frameworks and tools to facilitate this.

References

1. Janiesch, C., et al.: The Internet of Things Meets Business Process Management: A Manifesto. IEEE Syst. Man Cybern. Mag. 6(4) (2020) 34–44
2. Seiger, R., et al.: Integrating process management and event processing in smart factories: A systems architecture and use cases. J. Manuf. Syst. 63 (2022) 575–592
3. Malburg, L., et al.: Using Physical Factory Simulation Models for Business Process Management Research. In: BPM Workshops. Volume 397 of LNBIP. Springer (2020) 95–107
4. van der Aalst, W.M.P., et al.: Process Mining Manifesto. In: BPM Workshops. Springer (2012) 169–194
5. Leotta, F., et al.: Applying Process Mining to Smart Spaces: Perspectives and Research Challenges. In: 27th CAiSE Works. LNBIP, Springer (2015) 298–304
6. Rinderle-Ma, S., Mangler, J.: Process Automation and Process Mining in Manufacturing. In: BPM. Volume 12875. Springer (2021) 3–14
7. Stertz, F., Rinderle-Ma, S., Mangler, J.: Analyzing process concept drifts based on sensor event streams during runtime. In: 18th BPM, Springer (2020) 202–219
8. Zisgen, Y., et al.: Generating Synthetic Sensor Event Logs for Process Mining. In: Intelligent Information Systems. Volume 452. Springer (2022) 130–137
9. Serral, E., et al.: Supporting Users in the Continuous Evolution of Automated Routines in Their Smart Spaces. In: BPM Workshops. Volume 436 of LNBIP,. Springer (2021) 391–402
10. Klein, P., Bergmann, R.: Generation of Complex Data for AI-Based Predictive Maintenance Research With a Physical Factory Model. In: 16th INCINCO, SciTePress (2019) 40–50
11. Günther, C.W., Verbeek, E.: XEX Standard Definition - Version 2.0 (2014)
12. Grüger, J., et al.: SensorStream: An XES Extension for Enriching Event Logs with IoT-Sensor Data. CoRR abs/2206.11392 (2022)
13. Malburg, L., et al.: Dataset: An IoT-Enriched Event Log for Process Mining in Smart Factories (2022) https://doi.org/10.6084/m9.figshare.20130794
14. Malburg, L., et al.: Semantic Web Services for AI-Research with Physical Factory Simulation Models in Industry 4.0. In: 1st IN4PL, SciTePress (2020) 32–43
15. Klein, P., et al.: FTOnto: A Domain Ontology for a Fischertechnik Simulation Production Factory by Reusing Existing Ontologies. In: 21st LWDA. Volume 2454., CEUR-WS.org (2019) 253–264
16. Bose, R.P.J.C., Mans, R.S., van der Aalst, W.M.P.: Wanna improve process mining results? In: CIDM, IEEE (2013)