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The hydrodynamic equations for indirect excitons in the double quantum wells are studied taking into account 1) a possibility of an exciton condensed phase formation, 2) the presence of pumping, 3) finite value of the exciton lifetime, 4) exciton scattering by defects. The threshold pumping emergence of the periodical exciton density distribution is found. The role of localized and free exciton states is analyzed in the formation of emission spectra.
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1. Introduction

Phase transitions in systems of unstable particles are specific examples of non-equilibrium phase transitions and processes of self-organization [1]. In such a system, particles are created by external sources and disappear due to different reasons. If there is an attractive interaction between the particles, they may create a condensed phase during their lifetime. A steady state may arise in a system if the number of the created particles in the unit time is equal to the number of the disappeared particles. This state is stationary, but it is not equilibrium. The following examples of such systems with unstable particles may be presented: 1) dielectric exciton liquid in crystals; 2) electron-hole liquid in semiconductors; 3) highly excited gas with many excited molecules; 4) vacancies and interstitials in a crystal created by nuclear irradiation; 5) quark gluon plasma and others. The finite value of the particles determine some peculiarities of phase transitions in such systems. The main peculiarities are as follows: a) a phase transition in a system of unstable particles may occur if the lifetime is larger than some critical value; b) in the presence of parameters at which two phases coexist, the sizes of the regions of condensed phases of unstable particles are restricted; c) there is strong spatial correlation between different regions of condensed phases, that is why periodical structures may arise.

The present paper is devoted to an investigation of self-organization processes of the exciton system in semiconductor quantum wells. The appearance of periodical dissipative structures in exciton systems at the irradiations greater than some critical value was shown in the work [2, 3]. Experimental observation of a periodical distribution of the exciton density was obtained in [4] in a system of indirect excitons in semiconductor double quantum wells. An indirect exciton consists of an electron and hole separated over two wells by an electric field. Due to the damping of the electron-hole recombination, indirect excitons have a large lifetime which makes it possible to create a high concentration of excitons at small pumping and to study the manifestation of the effects of exciton-exciton interaction. The authors of the paper [4] observed the emission from a double quantum well on the basis of AlGaAs system in the form of periodically situated islands along the ring around the laser spot. In the paper [5], in which the excitation of a quantum well was carried out through a window in a metallic electrode, a periodical structure of the islands situated along the ring under the perimeter of the window was found in the luminescence spectrum. The islands were observed at a frequency that corresponds to the narrow line arising at a threshold value of pumping [6]. Afterwards, spatial structures of exciton density distributions
were observed in a single wide quantum well [7], in different types of electrodes that create a periodical potential [8] or have windows in the shape of a rectangle, two circles and others [9,10].

The phenomenon of a symmetry loss and the creation of structures in the emission spectra of indirect excitons urged a series of theoretical investigations [11–18]. The main efforts were directed towards the verification of a fundamental possibility of the appearance of the periodicity of the exciton density distribution. A specific explanation of the experiment is presented in two works [11,16] with respect to only one experiment [4]. The authors of the work [11] considered the instability that arises under the kinetics of level occupations by the particles with the Bose-Einstein statistics. Namely, the growth of the occupation of the level with zero moment should stimulate the transitions of excitons to this level. However, the density of excitons was found greater, and the temperature was found lower than these values observed in the experiments. In the paper [16] the authors did not take into account the screening between the charges at macroscopic distances.

Our model is based on the appearance of self-organization processes in non-equilibrium systems for excitons with attractive interaction shown in [2,3]. Investigations performed in this model [19–25] gave the explanations of spatial structures and their temperature and pumping dependencies obtained in different experiments [4,5,8–10]. Theoretical approaches of the works [19–25] are based on the following assumptions.

1. There is an exciton condensed phase caused by the attractive interaction between excitons. The existence of attractive interaction between excitons is confirmed by the calculations of biexcitons [26–29], and by investigations of a many-exciton system [30]. Nevertheless, there is an experimental work [31], where the authors explain their experimental results by the existence of a repulsion interaction between excitons. These results come into conflict with our suggestion regarding the attractive interaction. We shall remove this contradiction in section 3.

2. The finite value of the exciton lifetime plays an important role in the formation of a spatial distribution of exciton condensed phases. As usual, the exciton lifetime significantly exceeds the duration of the establishment of a local equilibrium. However, it is necessary to take into account the finiteness of the exciton lifetime in the study of spatial distribution phases in two-phase systems, because the exciton lifetime is less than the time of the establishment of equilibrium between phases. The latter is determined by slow diffusion processes and is long.

Two approaches of the theory of phase transitions were used while developing the theory: the model of nucleation (Lifshits-Slyozov) and the model of spinodal decomposition (Cahn-Hillart). These models were generalized to the particles with the finite lifetime, which is important for interpretation of the experimental results. The involvement of Bose-Einstein condensation for excitons was not required in order to explain the experiments.

In the present paper, the hydrodynamic equation for excitons is investigated for the case of excitons being in a condensed phase. The appearance of an instability of the uniform distribution of the exciton density and the development of nonhomogeneous structures are studied. The effect of defects on spectral positions of the emission spectra of both gas and condensed phases is analysed as well.

2. Analysis of hydrodynamic equations of exciton condensed phase

Hydrodynamic equations of excitons were obtained and analysed in the work [32]. Hydrodynamic equations of excitons generalizing the Navier-Stokes equations that take into account the finite exciton lifetime, the pumping of exciton, the existence of an exciton condensed phase and the presence of defects were developed in [33]. In the paper, we make some analysis of these equations.

The system is described by the exciton density \( n = n(\vec{r},t) \) and by the velocity of the exciton liquid \( \vec{u} = \vec{u}(\vec{r},t) \). The equations for conservation of the exciton density and for the movement of exciton density
are basic for the exciton hydrodynamic equations.

\[
\frac{\partial n}{\partial t} + \text{div}(nu) = G - \frac{n}{\tau_{\text{ex}}}, \tag{2.1}
\]

\[
\frac{\partial mnui}{\partial t} = -\frac{\partial \Pi_{ik}}{\partial x_k} - \frac{mnui}{\tau_{\text{sc}}}, \tag{2.2}
\]

where \(G\) is the pumping (the number of excitons created for unit time in unit area of the quantum well), \(\tau_{\text{ex}}\) is the exciton lifetime, \(m\) is the exciton mass, \(\Pi_{ik}\) is the tensor of density of the exciton flux

\[
\Pi_{ik} = P_{ik} + mnuiu_k - \sigma'_{ik}, \tag{2.3}
\]

where \(P_{ik}\) is the pressure tensor, \(\sigma'_{ik}\) is the viscosity tensor of tension. In the equation (2.2), we neglected the small momentum change caused by the creation and the annihilation of excitons.

Introducing coefficients of viscosity and using (2.1), equation (2.2) may be rewritten in the form

\[
\rho \left[ \frac{\partial u_i}{\partial t} + \left( u_k \frac{\partial}{\partial x_k} \right) u_i \right] = -\frac{\partial \Pi_{ik}}{\partial x_k} + \frac{\eta \Delta u_i}{\tau_{\text{ex}}} + \frac{(\zeta + \eta/3)}{\tau_{\text{ex}}} \frac{\partial}{\partial x_i} \frac{\partial u_i}{\tau_{\text{sc}}}, \tag{2.4}
\]

where \(\rho = mn\) is the mass of excitons in the unit volume.

We assume that the state of the local equilibrium is realized and the state of the system may be described by free energy, which depends on a spatial coordinate. Let us present the functional of the free energy in the form

\[
F = \int d\vec{r} \left[ \frac{K}{2} \left( \vec{v} n \right)^2 + f(n) \right]. \tag{2.5}
\]

At the given presentation of free energy, the pressure tensor is determined by the formula

\[
P_{\alpha\beta} = \left[ p - \frac{K}{2} \left( \vec{v} n \right)^2 - Kn\Delta n \right] \delta_{\alpha\beta} + K \frac{\partial n}{\partial x_\alpha} \frac{\partial n}{\partial x_\beta}, \tag{2.6}
\]

where \(p = n f'(n) - f(n)\) is the equation of the state, \(p\) is the isotropic pressure.

Taking into account (2.6) and introducing coefficients of viscosity, we finally rewrite the equation (2.2) in the form

\[
\frac{\partial u_i}{\partial t} + u_k \frac{\partial u_i}{\partial x_k} + \frac{1}{m} \frac{\partial}{\partial x_j} \left( -Kn\Delta n + \frac{\partial f}{\partial n} \right) + \nu \Delta u_i + \frac{(\zeta + \eta/3)}{\tau_{\text{ex}}} \frac{\partial}{\partial x_i} \frac{\partial u_i}{\tau_{\text{sc}}} = 0. \tag{2.7}
\]

Equations (2.1), (2.7) are the equations of the hydrodynamics for an exciton system. It follows from the estimations, made in the work [32], that the terms with the viscosity coefficients are small and we shall neglect them.

In the case of a steady state irradiation, the equations (2.1) and (2.7) have the solution \(n = Gt, u = 0\). To study the stability of the uniform solution we consider, that the behavior of a small fluctuation of the exciton density and the velocity from these values are as follows: \(n \to n + \delta n \exp[i\vec{k} \cdot \vec{r} + \lambda(\vec{k}) t], u = \delta u \exp[i\vec{k} \cdot \vec{r} + \lambda(\vec{k}) t]\). Having substituted these expressions in equations (2.1), (2.7), we obtain, in the linear approximation with respect to fluctuations, the following expression

\[
\lambda_{\pm}(\vec{k}) = \frac{1}{2} \left[ -\left( \frac{1}{\tau_{\text{sc}}} + \frac{1}{\tau_{\text{ex}}} \right) + \sqrt{\left( \frac{1}{\tau_{\text{sc}}} - \frac{1}{\tau_{\text{ex}}} \right)^2 - \frac{4k^2 n}{m} \left( k^2 K + \frac{\partial^2 f}{\partial n^2} \right)} \right]. \tag{2.8}
\]

It follows from (2.8) that both parameters \(\lambda_{\pm}(\vec{k})\) have a negative real part at small and large values of vector \(\vec{k}\) and, therefore, the uniform solution of the hydrodynamic equation is stable. The instability with respect to a formation of nonhomogeneous structures arises at some threshold value of exciton density and at some critical value of the wave vector, when \(\partial^2 f/\partial n^2\) becomes negative. The analysis of the equation (2.8) gives the following expression for the critical values of the wave vector \(k_c\) and the exciton density \(n_c\)

\[
k_c^4 = \frac{m}{K n_c \tau_{\text{sc}} \tau_{\text{ex}}}, \tag{2.9}
\]

\[
k_c^2 n_c \left( k_c^2 + \frac{\partial^2 f(n_c)}{\partial n_c^2} \right) + \frac{1}{\tau_{\text{sc}} \tau_{\text{ex}}} = 0. \tag{2.10}
\]
For stable particles ($\tau_{\text{ex}} \to \infty$), the equations (2.9), (2.10) give the condition $\partial^2 f / \partial n^2 = 0$, which is the condition for spinodal decomposition for a system in the equilibrium case.

Depending on parameters, the equations (2.11), (2.7) describe the ballistic and diffusion movement of the exciton system. The relaxation time $\tau_{\text{sc}}$ plays an important role in the formation of the exciton movement. Due to the appearance of nonhomogeneous structures, there exist exciton currents in a system ($\mathbf{j} = n\mathbf{u} \neq 0$) even under the uniform steady-state pumping. Excitons are moving from the regions having a small exciton density to the regions having a high density. In the present paper, we shall consider the spatial distribution of exciton density and exciton current in the double quantum well under steady-state pumping. In this case, the exciton current is small and we assume the existence of the following conditions

$$\frac{\partial n}{\partial t} < u_i / \tau_{\text{sc}},$$

$$u_i \frac{\partial n}{\partial x_i} < u_i / \tau_{\text{sc}}.$$  \hspace{1cm} (2.12)

Particularly, the equation (2.11) holds in the study of the steady-state exciton distribution. The fulfillment of equation (2.12) will be shown later following some numerical calculations.

Using the conditions (2.11) and (2.12), we obtain from equation (2.7) the value of the velocity $\mathbf{u}$

$$\mathbf{u} = -\frac{\tau_{\text{sc}}}{m} \mathbf{\nabla} \left( -K\mathbf{\nabla} n + \frac{\partial f}{\partial n} \right).$$  \hspace{1cm} (2.13)

As a result, the equation for the exciton density current may be presented in the form

$$\mathbf{j} = n\mathbf{u} = -M\mathbf{\nabla} \mu,$$  \hspace{1cm} (2.14)

where $\mu = \delta F / \delta n$ is the chemical potential of the system, $M = nD / \kappa T$ is the mobility, $D = \kappa T \tau_{\text{sc}} / m$ is the diffusion coefficient of excitons.

Therefore, the equation for the exciton density (2.1) equals

$$\frac{\partial n}{\partial t} = \frac{D}{\kappa T} \left( -K\mathbf{\nabla}^2 n - K\mathbf{\nabla} n \cdot \mathbf{\nabla} n \right) + \frac{D}{\kappa T} \mathbf{\nabla} \cdot \left( n \frac{\partial^2 f}{\partial n^2} \mathbf{\nabla} n \right) + G - \frac{n}{\tau_{\text{ex}}}.$$  \hspace{1cm} (2.15)

Just in the form of (2.15), we investigated a spatial distribution of the exciton density at exciton condensation using the spinodal decomposition approximation by choosing different dependencies $f$ on $n$ [21, 23, 25]. Thus, our previous consideration of the problem corresponds to the diffusion movement of hydrodynamic equations (2.1), (2.7). For the system under study, a condensed phase appears if the function $f(n)$ describes a phase transition. In the papers mentioned above, the examples of such dependencies were given. Here, we analyse another dependence $f(n)$, which is also often used in the theory of phase transitions

$$f = \kappa T n \ln(n/n_0) - 1 + a \frac{n^2}{2} + b \frac{n^4}{4} + c \frac{n^6}{6},$$  \hspace{1cm} (2.16)

where $a$, $b$, $c$ are constant values. Three last terms in the formula (2.16) are the main terms. They arise due to an exciton-exciton interaction and describe the phase transition. The first term was introduced in order to describe the system in a space, where the exciton concentration is small (this is important if such a region exists in a system). At an increase of the exciton density, the term $an^2/2$ manifests itself firstly. It contributes the $an$ value to the chemical potential. In our system, the origin of this term is connected with the dipole-dipole interaction, which should become apparent at the beginning with the growth of the density due to its long-range nature. To estimate $a$ for the dipole-dipole exciton interaction in double quantum well we may use the plate capacitor formula $an = 4\pi\varepsilon_0^2 d n / e$, where $d$ is the distance between the wells, $\varepsilon$ is the dielectric constant. This formula is usually used to determine the exciton density from the experimental meaning of the blue shift of the frequency of the exciton emission with the rise of the density. It follows from the formula that $a = 4\pi\varepsilon_0^2 / e$. When the exciton density grows, the last two terms in (2.16) begin to play a role. The existence of a condensed phase requires that the value $b$ should be negative ($b < 0$). For stability of a system, at large $n$, the parameter $c$ should be positive.
Exciton condensation

It is assumed in the model that the condensed phase arises due to the exchange and Van der Waals interactions. The calculations show that in some region of distances between the wells, these interactions exceed the dipole-dipole repulsion.

Let us introduce dimensionless parameters: \( \tilde{n} = n/n_0 \), where \( n_0 = (a/c)^{1/4}, \tilde{b} = b/(ac)^{1/2}, \tilde{T} = T/\xi \), where \( \xi = (K/a)^{1/2} \) is the coherence length, \( \tilde{t} = t/\tau_0 \), where \( \tau_0 = \kappa TK/(Dn_0a^2) \), \( \tilde{D} = \kappa T/(an_0) \), \( \tilde{G} = G_0/n_0 \), \( \tau_{ex} = \tau/\tau_0 \). As a result, the equation (2.15) is reduced to the form (hereinafter the symbol \( \sim \) will be omitted in the equation)

\[
\frac{\partial n}{\partial t} = D_1 \Delta n - n \Delta^2 n + n \Delta n \left( 1 + 3bn^2 + 5n^4 \right)
\]

\[-\tilde{V} n \cdot \Delta n + (\tilde{V} n)^2 \left( 1 + 9bn^2 + 25n^4 \right) + G - \frac{n}{\tau_{ex}}.
\]

(2.17)

The solutions of the equation (2.17) are presented in figure 1 for the one-dimensional case \( n(\tilde{r}, t) \equiv n(z, t) \) for three values of the steady-state uniform pumping.

The solutions are obtained at the initial conditions \( n(z, 0) = 0 \) and the boundary conditions \( n(L, t) = n'(0, t) = n''(0, t) = n''(L, t) = 0 \), where \( L \) is the size of a system. The periodical solution exists in some interval of the pumping \( G_{c1} < G < G_{c2} \). At specified parameters, the periodical solution exists at \( G = 0.0055 \). Outside this region, the solution describes a uniform system: the gas phase at a low pumping and the condensed phase at a large pumping. The upper part of the periodical distribution corresponds to a condensed phase, the lower part corresponds to the gas phase. The size of the condensed phase increases with the change of the pumping from \( G_{c1} \) to \( G_{c2} \). Figure 2 shows the spatial dependence of the exciton current calculated by the formula (2.2). The current equals zero in the centers of the condensed and gas phases and it has a maximum in the region of a transition from the condensed phase to the gas phase. Let us do some estimations. The results for the currents in figure 2 are presented in dimensionless units: \( \tilde{j} = j/j_0 \), where \( j_0 = n_0\mu_0 \), \( \mu_0 = (\tau_{sc}n_0a)/(m\xi) \) is the unit of the velocity. The exciton density is presented in figure 1 in dimensionless units \( \tilde{n} = n/n_0 \). It is seen in figure 1 that \( \tilde{n} \sim 1 \), and the magnitude of \( n \) is of an order of \( n_0 \). Thus, for estimations we may assume that \( n_0a \) corresponds to the shift of the luminescence line with an increase of the exciton density, the magnitude of \( \xi \) is of the order of the size of the condensed phase. For the following magnitudes of parameters \( \tau_{sc} = 10^{-11} \) s, \( n_0a = 2 \cdot 10^{-3} \) eV, \( m = 2 \cdot 10^{-28} \) g, \( \xi = 2 \cdot 10^{-4} \) cm, we obtain \( \mu_0 \sim 10^6 \) cm/s. According to calculations (see figure 2), the magnitudes of the current and the velocity are two orders of magnitude less than their units \( j_0 \) and \( \mu_0 \), so the condition \( u \sim 10^4 \) cm/s takes place. In order to verify the fulfilment of the condition (2.12), let us suppose that \( (\partial u)/(\partial x) \sim u/l \), where \( l \) is the period of a structure. It follows from experiments [4, 5] that \( l \sim (5 + 10) \) µm. Using these data we see that the condition (2.12) is very well satisfied. This condition is violated at \( \tau_{sc} \geq 10^{-3} \) s. Therefore, the formation of nonuniform exciton dissipative structures in a double quantum well occurs due to the diffusion movement of excitons. To prove the main hydrodynamic equation (2.15), the last term in equation (2.2) is of importance. It describes the loss of the momentum
due to the scattering of excitons by defects and phonons. It is this term that describes the processes that cause a decay of the exciton flux. From the viewpoint of a possibility of the appearance of superfluidity, the situation for excitons is more complicated than that for the liquid helium and for the atoms of alkali metals at ultralow temperatures. In the latter systems, the phonons (movement of particles) are an intrinsic compound part of the system spectrum, the interaction between phonons (particles) is the interaction between the atoms of a system and does not cause the change of the complete momentum of a system and its movement as a whole. Phonons and defects for excitons are external subsystems that brake the exciton movement. Therefore, to create the exciton superfluidity, it is needed that the value of $\tau_{sc}$ should grow significantly. This is possible for exciton polaritons that weakly interact with phonons; moreover, there is a certain experimental evidence on an observation of the polariton condensation [35]. For indirect excitons, the critical temperature of a superfluid transition is strongly lowered by inhomogeneities [36, 37]. Thus, the question regarding the possibility of the superfluidity existence for indirect excitons on the basis of AlGaAs system is open.

Thus, the peculiarities observed at large densities of indirect excitons may be explained by phase transitions in a system of particles having attractive interactions and by the finite value of the lifetime without an involvement of the Bose-Einstein condensation.

3. Distribution of excitons between localized and delocalized states

According to the experimental results [31], the frequency of the emission from the islands of a condensed phase, where the exciton density is large, is higher than the frequency of emission from the region between islands, in which the density is less. The authors made the conclusion [31] that the interaction between excitons is repulsive, and, therefore, the formation of a condensed phase by attractive interaction is impossible. This contradicts the main assumption of our works [19–25], though these works explain many experiments. Now, we remove this contradiction taking into account the presence of localized excitons.

The localized states arise due to the presence of residual donors, acceptors, defects, and inhomogeneous thickness of the wells. Their existence is confirmed by the presence of an emission at the frequencies less than the frequency of the exciton band emission and by broadening of exciton lines. At a low temperature and at a small pumping, the main part of the emission band consists of the emission from defect centers, while the part of the exciton emission grows with an increased pumping. Now, we consider the relation between the contribution to the emission band intensity from free excitons and from the excitons (pairs of electrons and holes) localized on the defects. We assume that the localized states are saturable, namely, every center may capture a restricted number of electron-hole pairs. In our calculations we assume that only a single excitation may be localized on a defect. There are no other localized excitations or they have a very low binding energy and are unstable. The dependence of the density of localized states on the energy was chosen in the exponential form, namely $\rho(E) = a N_l \exp(aE)$, where $N_l$ is the density of the defect centers, $E$ is the depth of the trap level. The exciton states (free and localized) are
Exciton condensation distributed onto levels after the creation of electrons and holes due to an external irradiation and their subsequent recombination and relaxation. Since the time of relaxation is much less than the exciton lifetime, the distribution of excitation between free and localized states corresponds to the thermodynamical equilibrium state. In the considered model, we should obtain a distribution of electron-hole pairs, whose population on a single level may be changed from zero to infinity for $E > 0$ (for free exciton states) and from zero to one for $E < 0$ (for localized states). Formally, in the considered system, free excitons have Bose-Einstein statistics while localized excitations obey the Fermi-Dirac statistics. At a small exciton density, Bose-Einstein and Boltzmann statistics give similar results for free excitons, but the application of Fermi-Dirac statistics for localized states on a single level for one trap is important. The equation for energy distribution may be found from the minima of a large canonical distribution

$$w(n_k, n_l) = \exp \left( \frac{\Omega + N\mu - E}{kT} \right),$$

(3.1)

where $N = \Sigma_i n_i + \Sigma_k n_k$, $E = \Sigma_i n_i E_i + \Sigma_{k,l} n_k E_{k,l}$, $n_i = 0, 1$, $n_k = 0, 1, \ldots, \infty$, $k$ is the wave vector of the exciton, $l$ designates the singular levels. Parameter $\mu$ is the exciton chemical potential.

The distribution of excitons over free and localized levels is determined from the minimum of the functional (3.1). As a result, we obtain the following conditions for the mean values of the free exciton density $n$ and the density of localized states $n_L$

$$n_{ex} = \frac{g\nu}{4\pi a_{ex}^2} \int_0^\infty \frac{dE}{\exp \left( \frac{E - \mu}{kT} \right) - 1},$$

(3.2)

$$n_L = a N_l \int_{-\infty}^0 \frac{\exp (aE) dE}{\exp \left( \frac{E - \mu}{kT} \right) + 1},$$

(3.3)

where $a_{ex} = (\hbar^2 \epsilon)/(\mu_{ex} e^2)$ and $E_{ex} = (\mu_{ex} e^4)/(2 e^2 \hbar^2)$ are the radius and the energy of the exciton in the ground state in the bulk material, $g = 4$, $\mu_{ex}$ is the reduced mass of the exciton, $\nu$ is the ratio of the reduced and the total mass of the exciton. The chemical potential $\mu$ is determined from the condition

$$n_L + n = G\tau_{ex},$$

(3.4)

![Figure 3. The dependence of the density of free (thick line) and trapped (thin line) excitons on the pumping. The parameters of the system: $T = 2K$, $N_l = 0.001/a_{ex}^2$, $\alpha = 300(eV)^{-1}$.](image-url)
Figure 4. (Color online) The distribution of excitations in the traps and in the states of the exciton band. The thick line in figure 4(a) corresponds to the energy per a single exciton in the condensed phase. On the right (figure 4(b)), the upper line describes the whole emission from the island (the emission of both the condensed phase and trapped excitons), the low line describes the emission of the trapped excitons.

where $G_{ex}$ is the whole number of excitation (free and localized) per unit surface.

The dependence of distribution of free and localized excitons on the pumping is presented in figure 3 as a function of the whole number of excitation presented in units of $1/a_{ex}^2$. Let the exciton radius be equal to 10 nm. Then, the concentration of the traps and the width of the distribution of trap levels, chosen under calculations of figure 3, are of the order of $10^9$ cm$^{-2}$ and 0.003 eV, correspondingly.

As it is seen in figure 3, the number of localized excitations at small pumping exceeds the number of free excitons and the emission band is determined by the emission from the traps. With an increase of pumping, the occupation of the trap levels becomes saturated. For the chosen parameters, the concentration of excitations under saturation is of the order of $10^6$ cm$^{-2}$. The exciton density grows simultaneously with the saturation of the localized levels. As a result, the shortwave part of the emission band should increase with an increased pumping. When the exciton density becomes larger, the collective exciton effects begin to manifest themselves. The equations (3.2), (3.3) do not take into account the interactions between excitations, and special models and theories are needed to describe the collective effects. The appearance of a narrow line was observed in [6] with an increased pumping on the shortwave part of the exciton emission band. Simultaneously, patterns arise in the emission spectra. The narrow line appeared after the localized states become occupied. According to [6], this line is explained by the exciton Bose-Einstein condensation. According to our model [19, 22], the appearance of the islands corresponds to the condensed phase caused by the attractive interaction between excitons. The energy per a single exciton in the condensed phase is less than the energy of free excitons (the thick line in figure 3), but the gain of the energy under condensation of indirect excitons in AlGaAs system is less than the whole bandwidth, which are formed by the localized and delocalized states. Thus, the energy of photons emitted from the islands of a condensed phase is higher than the energy of photons emitted by traps (see figure 3). The excitons cannot leave the condensed phase (the islands) and move to the traps (to the states of lower energy) since the levels of the traps are already occupied. This may be the reason of the results obtained in [31, 33], where the maximum of the frequency of emission from the islands is higher than the maximum frequency from the regions between the islands in spite of the attractive interaction between the excitons.

The qualitative results coincide with the results obtained in [33] using another method from the solution of kinetic equations for level distributions at some simple approximation for the probability transition between the levels. Similar behavior of distribution of free and trapped excitons is observed for another energy dependence of the density of localized states.

The results may be used to explain the intensity and temperature dependencies of the exciton emission of dipolar excitons in InGaAs coupled double quantum wells [33]. The authors observed a growth of the shortwave side of the band with an increased pumping.

4. Conclusion

Hydrodynamic equations are analyzed for excitons in a double quantum well. The equations take into account the presence of pumping, the finite value of the exciton lifetime and the possibility of a condensed phase formation in a phenomenological model. The equations describe the diffusion and the ballistic movement of an exciton system. It is shown that the spatial nonuniform structures, observed
Exciton condensation experimentally in double wells on the basis of AlGaAs crystal, may be explained by hydrodynamic equations in the diffusion approximation. The effect of saturable localized states on spectral distribution of the emission from condensed and gas phases is obtained. The theory explains the features of experimental dependencies of the emission spectra from the condensed and gas phases.

References

1. Haken H., Synergetics. An Introduction: Nonequilibrium Phase Transitions and Self-Organisation in Physics, Academic Press, New York, 1983.
2. Sugakov V.I., Fiz. Tverd. Tela, 1986, 28, 2441.
3. Sugakov V.I., Lectures in Synergetics, World Scientific, Singapore, 1998.
4. Butov L.V., Gossard A.C., Chemla D.S., Nature, 2002, 418, 751; doi:10.1038/nature00943.
5. Gorbunov A.V., Timofeev V.B., JETP Lett., 2006, 83, 146; doi:10.1134/S0021364006040017.
6. Larionov A.V., Timofeev V.B., Hvam J., Soerensen K., JETP Lett., 2000, 71, 117; doi:10.1134/1.568294.
7. Gorbunov A.V., Timofeev V.B., JETP Lett., 2006, 84, 329; doi:10.1134/S0021364006161011.
8. Remeika M., Graves J.C., Hammack A.T., Meyerholen A.D., Fogler M.M., Butov L.V., Hanson M., Gossard A.C., Phys. Rev. Lett., 2009, 102, 186803; doi:10.1103/PhysRevLett.102.186803.
9. Timofeev V.B., Gorbunov A.V., Demin D.A., Low Temp. Phys., 2011, 37, 179; doi:10.1063/1.3570931 [Fiz. Nizk. Temp., 2011, 37, 229 (in Russian)].
10. Gorbunov A.V., Timofeev V.B., JETP Lett., 2012, 96, 145; doi:10.1134/S0021364012140298.
11. Levitov L.S., Simons B.D., Butov L.V., Phys. Rev. Lett., 2005, 94, 176404; doi:10.1103/PhysRevLett.94.176404.
12. Liu C.S., Luo H.G., Wu W.C., J. Phys.: Condens. Matter, 2006, 18, 9659; doi:10.1088/0953-8984/18/42/012.
13. Paraskevov A.V., Khabarova T.V., Phys. Lett. A, 2007, 368, 151; doi:10.1016/j.physleta.2007.04.001.
14. Saptsov R.B., JETP Lett., 2008, 86, 687; doi:10.1134/S0021364007220158.
15. Mukhomorov V.K., Phys. Solid State, 2010, 52, 241; doi:10.1134/S1063783410020046 [Fiz.Tverd.Tela, 2010, 52, 225 (in Russian)].
16. Wilkes J., Muljarov E.A., Ivanov A.L., Phys. Rev. Lett., 2012, 109, 187402; doi:10.1103/PhysRevLett.109.187402.
17. Andreev S.V., Phys. Rev. Lett., 2013, 110, 146401; doi:10.1103/PhysRevLett.110.146401.
18. Babichenko V.S., Polischuk I.Ya., JETP Lett., 2013, 97, 726; doi:10.1134/S002136401310027X.
19. Sugakov V.I., Solid State Commun., 2005, 134, 63; doi:10.1016/j.ssc.2004.07.078.
20. Sugakov V.I., Phys. Solid State, 2006, 48, 1984; doi:10.1134/S1063783406100283.
21. Chernyuk A.A., Sugakov V.I., Phys. Rev. B, 2007, 76, 085303; doi:10.1103/PhysRevB.76.085303.
22. Sugakov V.I., Phys. Rev. B, 2007, 76, 115303; doi:10.1103/PhysRevB.76.115303.
23. Sugakov V.I., Chernyuk A.A., JETP Lett., 2007, 85, 570; doi:10.1134/S0021364007100994.
24. Chernyuk A.A., Sugakov V.I., Solid State Commun., 2009, 149, 2185; doi:10.1016/j.ssc.2009.09.015.
25. Chernyuk A.A., Sugakov V.I., Tomylko V.V., J. Phys.: Condens. Matter, 2012, 24, 195803; doi:10.1088/0953-8984/24/19/195803.
26. Tan M.Y.J., Drummond N.D., Needs R.J., Phys. Rev. B, 2005, 71, 033303; doi:10.1103/PhysRevB.71.033303.
27. Schindler Ch., Zimmermann R., Phys. Rev. B, 2008, 78, 045313; doi:10.1103/PhysRevB.78.045313.
28. Meyerholen A.D., Fogler M.M., Phys. Rev. B, 2008, 78, 235307; doi:10.1103/PhysRevB.78.235307.
29. Lee R.M., Drummond N.D., Needs R.J., Phys. Rev. B, 2009, 79, 125308; doi:10.1103/PhysRevB.79.125308.
30. Lozovik Yu.E., Berman O.L., JETP Lett., 1996, 64, 573; doi:10.1134/1.567264.
31. Yang S., Mintsev A.V., Hammack A.T., Butov L.V., Gossard A.C., Phys. Rev. B, 2007, 75, 033311; doi:10.1103/PhysRevB.75.033311.
32. Link B., Baym G., Phys. Rev. Lett., 1992, 69, 2959; doi:10.1103/PhysRevLett.69.2959.
33. Sugakov V.I., Ukr. J. Phys., 2011, 56, 1124.
34. Swift M.R., Orlandini E., Osborn W.R., Yeomans J.M., Phys. Rev. E, 1996, 54, 5041; doi:10.1103/PhysRevE.54.5041.
35. Kasprzak J., Richard M., Kundermann S., Baas A., Jeambrun P., Keeling J.M., Marchetti F.M., Szymanska M.H., Andre R., Staehli J.L., Savona V., Littlewood P.B., Deveaud B., Dang Le Si, Nature, 2006, 443, 409; doi:10.1038/nature05131.
36. Berman O.L., Lozovik Y.E., Snoke D.W., Coalson R.D., Phys. Rev. B, 2006, 73, 235322; doi:10.1103/PhysRevB.73.235322.
37. Besuzlyi A.I., Shevchenko S.I., Low Temp. Phys., 2011, 37, 583; doi:10.1063/1.3638141.
38. Schinner G.J., Repp J., Schubert E., Rai A.K., Reuter D., Wieck A.D., Govorov A.O., Holleinr A.W., Kotthaus J.P., Phys. Rev. B, 2013, 87, 205302; doi:10.1103/PhysRevB.87.205302.
Проведено аналіз рівнянь гідродинаміки екситонів у квантовій ямі. Рівняння враховують 1) можливість фазового переходу в системі, 2) присутність зовнішньої накачки, 3) скінчений час життя екситонів, 4) розсіяння екситонів на дефектах. Визначено порогову накачку утворення періодичного розподілу екситонної густини. Досліджується вплив локалізованих і вільних екситонів на формування спектрів випромінювання.

Ключові слова: самоорганізація, квантові ями, екситони, фазовий перехід