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ABSTRACT. In this expository paper we survey some recent results on Dirichlet problems of the form $Lu = f(x,u)$ in $\Omega$, $u \equiv 0$ in $\mathbb{R}^n \setminus \Omega$. We first discuss in detail the boundary regularity of solutions, stating the main known results of Grubb and of the author and Serra. We also give a simplified proof of one of such results, focusing on the main ideas and on the blow-up techniques that we developed in [26, 27]. After this, we present the Pohozaev identities established in [24, 29, 16] and give a sketch of their proofs, which use strongly the fine boundary regularity results discussed previously. Finally, we show how these Pohozaev identities can be used to deduce nonexistence of solutions or unique continuation properties.

The operators $L$ under consideration are integro-differential operator of order $2s$, $s \in (0, 1)$, the model case being the fractional Laplacian $L = (-\Delta)^s$.

1. INTRODUCTION

This expository paper is concerned with the study of solutions to

\[
\begin{cases}
Lu = f(u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{cases}
\]

where $\Omega \subset \mathbb{R}^n$ is a bounded domain, and $L$ is an elliptic integro-differential operator of the form

\[
Lu(x) = \text{P.V.} \int_{\mathbb{R}^n} (u(x) - u(x+y))K(y)dy,
\]

\[
K \geq 0, \quad K(y) = K(-y), \quad \text{and} \quad \int_{\mathbb{R}^n} \min\{|y|^2, 1\}K(y)dy < \infty.
\]

Such operators appear in the study of stochastic process with jumps: Lévy processes. In the context of integro-differential equations, Lévy processes play the same role that Brownian motion plays in the theory of second order PDEs. In particular, the study of such processes leads naturally to problems posed in bounded domains like [1,1].
Solutions to (1.1) are critical points of the nonlocal energy functional
\[ E(u) = \frac{1}{2} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} (u(x) - u(x + y))^2 K(y) dy \, dx - \int_{\Omega} F(u) \, dx \]
among functions \( u \equiv 0 \) in \( \mathbb{R}^n \setminus \Omega \). Here, \( F' = f \).

Here, we will work with operators \( L \) of order \( 2s \), with \( s \in (0, 1) \). In the simplest case we will have \( K(y) = c_{n,s}|y|^{-n-2s} \), which corresponds to \( L = (-\Delta)^s \), the fractional Laplacian. More generally, a typical assumption would be
\[ 0 < \frac{\lambda}{|y|^{n+2s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2s}}. \]

Under such assumption, operators (1.2) can be seen as uniformly elliptic operators of order \( 2s \), for which Harnack inequality and other regularity properties are well understood; see for example [22].

For the Laplace operator, (1.1) becomes
\[
\begin{cases}
-\Delta u & = f(u) \quad \text{in } \Omega \\
u & = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]

A model case for (1.3) is the power-type nonlinearity \( f(u) = |u|^{p-1}u \), with \( p > 1 \). In this case, it is well known that the mountain pass theorem yields the existence of (nonzero) solutions for \( p < \frac{n+2}{n-2} \), while for powers \( p \geq \frac{n+2}{n-2} \) the only bounded solution in star-shaped domains is \( u \equiv 0 \). In other words, one has existence of solutions in the subcritical regime, and non-existence of solutions in star-shaped domains in the critical or supercritical regimes.

An important tool in the study of solutions to (1.3) is the Pohozaev identity [21]. This celebrated result states that any bounded solution to this problem satisfies the identity
\[
\int_{\Omega} \left\{ 2n F(u) - (n-2)u f(u) \right\} dx = \int_{\partial \Omega} \left( \frac{\partial u}{\partial \nu} \right)^2 (x \cdot \nu) d\sigma(x),
\]
where
\[ F(u) = \int_0^u f(t) \, dt. \]

When \( f(u) = |u|^{p-1}u \) then the identity becomes
\[
\left( \frac{2n}{p+1} - (n-2) \right) \int_{\Omega} |u|^{p+1} dx = \int_{\partial \Omega} \left( \frac{\partial u}{\partial \nu} \right)^2 (x \cdot \nu) d\sigma(x).
\]

When \( p \geq \frac{n+2}{n-2} \), the left hand side of this identity is negative or zero, while the right hand side is strictly positive for nonzero solutions in star-shaped domains. Thus, the nonexistence of solutions follows.
The proof of the identity (1.4) is based on the following integration-by-parts type formula

\[ 2 \int_{\Omega} (x \cdot \nabla u) \Delta u \, dx = (2 - n) \int_{\Omega} u \Delta u \, dx + \int_{\partial \Omega} \left( \frac{\partial u}{\partial \nu} \right)^2 (x \cdot \nu) \, d\sigma(x), \tag{1.5} \]

which holds for any \( C^2 \) function with \( u = 0 \) on \( \partial \Omega \). This identity is an easy consequence of the divergence theorem. Indeed, using that

\[ \Delta (x \cdot \nabla u) = x \cdot \nabla \Delta u + 2 \Delta u \]

and that

\[ x \cdot \nabla u = (x \cdot \nu) \frac{\partial u}{\partial \nu} \quad \text{on} \quad \partial \Omega, \]

then integrating by parts (three times) we find

\[ \int_{\Omega} (x \cdot \nabla u) \Delta u \, dx = - \int_{\Omega} \nabla (x \cdot \nabla u) \cdot \nabla u \, dx + \int_{\partial \Omega} (x \cdot \nabla u) \frac{\partial u}{\partial \nu} \, d\sigma \]

\[ = \int_{\Omega} \Delta (x \cdot \nabla u) u \, dx + \int_{\partial \Omega} (x \cdot \nabla u) \frac{\partial u}{\partial \nu} \, d\sigma \]

\[ = \int_{\Omega} \{ x \cdot \nabla \Delta u + 2 \Delta u \} u \, dx + \int_{\partial \Omega} (x \cdot \nu) \left( \frac{\partial u}{\partial \nu} \right)^2 \, d\sigma \]

\[ = \int_{\Omega} \{ -\text{div}(xu) \Delta u + 2u \Delta u \} \, dx + \int_{\partial \Omega} (x \cdot \nu) \left( \frac{\partial u}{\partial \nu} \right)^2 \, d\sigma \]

\[ = \int_{\Omega} \{ -(x \cdot \nabla u) \Delta u - (n - 2)u \Delta u \} \, dx + \int_{\partial \Omega} (x \cdot \nu) \left( \frac{\partial u}{\partial \nu} \right)^2 \, d\sigma, \]

and hence (1.5) follows.

Identities of Pohozaev-type like (1.4) and (1.5) have been used widely in the analysis of elliptic PDEs: they yield to monotonicity formulas, unique continuation properties, radial symmetry of solutions, and uniqueness results. Moreover, they are also used in other contexts such as hyperbolic equations, harmonic maps, control theory, and geometry.

The aim of this paper is to show what are the nonlocal analogues of these identities, explain the main ideas appearing in their proofs, and give some immediate consequences concerning the nonexistence of solutions. Furthermore, we will also discuss a very related issue: the boundary regularity of solutions.

- **A simple case.** In order to have a first hint on what should be the analogue of (1.5) for integro-differential operators (1.2), let us look at the simplest case \( L = (-\Delta)^s \), and let us assume that \( u \in C_c^\infty(\Omega) \). In this case, a standard computation shows that

\[ (-\Delta)^s (x \cdot \nabla u) = x \cdot \nabla (-\Delta)^s u + 2s (-\Delta)^s u. \]
This is a pointwise equality that holds at every point \( x \in \mathbb{R}^n \). This, combined with the global integration by parts identity in all of \( \mathbb{R}^n \)

\[
\int_{\mathbb{R}^n} u (-\Delta)^s v \, dx = \int_{\mathbb{R}^n} (-\Delta)^s u \, v \, dx,
\]  

leads to

\[
2 \int_{\Omega} (x \cdot \nabla u) (-\Delta)^s u \, dx = (2s - n) \int_{\Omega} u (-\Delta)^s u \, dx, \quad \text{for } u \in C_c^\infty(\Omega).
\]  

Indeed, taking \( v = x \cdot \nabla u \) one finds

\[
\int_{\mathbb{R}^n} (x \cdot \nabla u) (-\Delta)^s u \, dx = \int_{\mathbb{R}^n} u (-\Delta)^s (x \cdot \nabla u) \, dx
\]

\[
= \int_{\mathbb{R}^n} u \{ x \cdot \nabla (-\Delta)^s u + 2s (-\Delta)^s u \} \, dx
\]

\[
= \int_{\mathbb{R}^n} \{ -\text{div}(xu)(-\Delta)^s u + 2s u(-\Delta)^s u \} \, dx
\]

\[
= \int_{\mathbb{R}^n} \{ -(x \cdot \nabla u)(-\Delta)^s u + (2s - n) u(-\Delta)^s u \} \, dx,
\]

and thus (1.7) follows.

This identity has no boundary term (recall that we assumed that \( u \) and all its derivatives are zero on \( \partial \Omega \)), but it is a first approximation towards a nonlocal version of (1.5). The only term that is missing is the boundary term.

As we showed above, when \( s = 1 \) and \( u \in C^2_c(\Omega) \), the use of the divergence theorem in \( \Omega \) (instead of the global identity (1.6)) leads to the Pohozaev-type identity (1.5), with the boundary term. However, in case of nonlocal equations there is no divergence theorem in bounded domains, and this is why at first glance there is no clear candidate for a nonlocal analogue of the boundary term in (1.5).

In order to get such a Pohozaev-type identity for solutions to (1.1), with the right boundary term, we first need to answer the following:

**What is the boundary regularity of solutions to (1.1)?**

Once this is well understood, we will come back to the study of Pohozaev identities and we will present the nonlocal analogues of (1.4)-(1.5) established in [24, 29].

The paper is organized as follows:

In Section 2 we discuss the boundary regularity of solutions to (1.1). We will state the main known results, and give a sketch of the proofs and their main ingredients. Then, in Section 3 we present the Pohozaev identities of [24, 29] and give some ideas of their proofs. Finally, in Section 4 we give some consequences of such Pohozaev identities.
2. Boundary regularity

The study of integro-differential equations started already in the fifties with the works of Getoor, Blumenthal, and Kac, among others [4, 13]. Due to the relation with Lévy processes, they studied Dirichlet problems
\[
\begin{align*}
Lu & = g(x) \quad \text{in } \Omega \\
u & = 0 \quad \text{in } \mathbb{R}^n \setminus \Omega,
\end{align*}
\]
and proved some basic properties of solutions, estimates for the Green function, and the asymptotic distribution of eigenvalues. Moreover, in the simplest case of the fractional Laplacian \((-\Delta)^s\), the following explicit solutions were found:
\[
u_0(x) = (x_+)^s \quad \text{solves } \begin{cases}
(-\Delta)^s \nu_0 = 0 & \text{in } (0, \infty) \\
u_0 = 0 & \text{in } (-\infty, 0)
\end{cases}
\]
and
\[
u_1(x) = \kappa_{n,s} (1 - |x|^2)_+^s \quad \text{solves } \begin{cases}
(-\Delta)^s \nu_0 = 1 & \text{in } B_1 \\
u_0 = 0 & \text{in } \mathbb{R}^n \setminus B_1,
\end{cases}
\]
for certain constant \(\kappa_{n,s}\); see [6].

The interior regularity of solutions for \(L = (-\Delta)^s\) is by now well understood. Indeed, potential theory for this operator enjoys an explicit formulation in terms of the Riesz potential, and thus it is similar to that of the Laplacian; see the classical book of Landkof [20].

For more general linear operators (1.2), the interior regularity theory has been developed in the last years, and it is now quite well understood for operators satisfying
\[
0 < \frac{\lambda}{|y|^{n+2s}} \leq K(y) \leq \frac{\Lambda}{|y|^{n+2s}};
\]
see for example the results of Bass [1], Serra [31], and also the survey [22] for regularity results in Hölder spaces.

Concerning the boundary regularity theory for the fractional Laplacian, fine estimates for the Green’s function near \(\partial \Omega\) were established by Kulczycki [19] and Chen-Song [9]; see also [4]. These results imply that, in \(C^{1,1}\) domains, all solutions \(u\) to (2.1) are comparable to \(d^s\), where \(d(x) = \text{dist}(x, \mathbb{R}^n \setminus \Omega)\). More precisely,
\[
|u| \leq Cd^s
\]
for some constant \(C\), and from this bound one can deduce an estimate of the form
\[
\|u\|_{C^s(\Omega)} \leq C\|g\|_{L^\infty(\Omega)}
\]
for (2.1). Moreover, when \(g > 0\), then \(u \geq cd^s\) for some \(c > 0\) — recall the example (2.2). In particular, solutions \(u\) are \(C^s\) up to the boundary, and this is the optimal Hölder exponent for the regularity of \(u\), in the sense that in general \(u \notin C^{s+\epsilon}(\Omega)\) for any \(\epsilon > 0\).
More generally, when the equation and the boundary data are given only in a subregion of $\mathbb{R}^n$, one has the following estimate, whose proof we sketch below. Notice that the following estimate is for a general class of nonlocal operators $L$, which includes the fractional Laplacian.

**Proposition 2.1** ([27]). Let $\Omega \subset \mathbb{R}^n$ be any bounded $C^{1,1}$ domain with $0 \in \partial \Omega$, and $L$ be any operator \(1.2\)–\(2.3\), with $K(y)$ homogeneous. Let $u$ be any bounded solution to

\[
\begin{cases}
  Lu = g & \text{in } \Omega \cap B_1 \\
  u = 0 & \text{in } B_1 \setminus \Omega,
\end{cases}
\]

with $g \in L^\infty(\Omega \cap B_1)$. Then

\[
\|u\|_{C^s(B_{1/2})} \leq C\left( \|g\|_{L^\infty(\Omega \cap B_1)} + \|u\|_{L^\infty(\Omega \cap B_1)} + \|u\|_{L^1(\mathbb{R}^n)} \right),
\]

with $C$ depending only on $n$, $s$, $\Omega$, and ellipticity constants.

**Proof.** We give a short sketch of this proof. For more details, see [23] or [27].

First of all, truncating $u$ and dividing it by a constant if necessary, we may assume that $\|g\|_{L^\infty(\Omega \cap B_1)} + \|u\|_{L^\infty(\mathbb{R}^n)} \leq 1$. Second, by constructing a supersolution (using for example Lemma 2.3 below) one can show that

\[
|u| \leq C d^s \quad \text{in } \Omega. \tag{2.5}
\]

Then, once we have this we need to show that

\[
|u(x) - u(y)| \leq C|x - y|^s \quad \forall x, y \in \overline{\Omega}. \tag{2.6}
\]

We separate two cases, depending on whether $r = |x - y|$ is bigger or smaller than $\rho = \min\{d(x), d(y)\}$.

---

\(^1\)Here, we denote $\|w\|_{L^1(\mathbb{R}^n)} := \int_{\mathbb{R}^n} \frac{w(x)}{1 + |x|^{n+s}} \, dx$. 
More precisely, if $2r \leq \rho$, then $y \in B_{\rho/2}(x) \subset B_{\rho}(x) \subset \Omega$ (we assume without loss of generality that $\rho = d(x) \leq d(y)$ here). Therefore, one can use known interior estimates (rescaled) and (2.5) to get

$$[u]_{C^s(B_{\rho/2}(x))} \leq C.$$  \hspace{1cm} (2.7)

Indeed, by (2.5) we have that the rescaled function $u_\rho(z) := u(x + \rho z)$ satisfies

$$\|u_\rho\|_{L^\infty(B_1)} \leq C_{\rho^s}, \quad \|u_\rho\|_{L^1(\mathbb{R}^n)} \leq C_{\rho^s}, \quad \text{and} \quad \|Lu_\rho\|_{L^\infty(B_1)} \leq C_{\rho^{2s}},$$

and therefore by interior estimates

$$\rho^s [u]_{C^s(B_{\rho/2}(x))} = [u_\rho]_{C^s(B_{1/2})} \leq C\left(\|u_\rho\|_{L^\infty(B_1)} + \|u_\rho\|_{L^1(\mathbb{R}^n)} + \|Lu_\rho\|_{L^\infty(B_1)}\right) \leq C(\rho^s + \rho^s + \rho^{2s}) \leq C\rho^s.$$

In particular, it follows from (2.7) that $|u(x) - u(y)| \leq C|x - y|^s$.

On the other hand, in case $2r > \rho$ then we just use (2.5) to get

$$|u(x) - u(y)| \leq |u(x)| + |u(y)| \leq Cd^s(x) + Cd^s(y) \leq Cd^s(x) + C\left(d^s(x) + |x - y|^s\right) \leq C\rho^s + C(r + \rho)^s \leq C\rho^s = C|x - y|^s.$$

In any case, we get (2.6), as desired. \hspace{1cm} \Box

2.1. Higher order boundary regularity estimates. Unfortunately, in the study of Pohozaev identities the bound (2.4) is not enough, and finer regularity results are needed. A more precise description of solutions near $\partial \Omega$ is needed.

For second order (local) equations, solutions to the Dirichlet problem are known to be $C^\infty(\bar{\Omega})$ whenever $\Omega$ and the right hand side $g$ are $C^\infty$. In case $g \in L^\infty(\Omega)$, then $u \in C^{2-\epsilon}(\bar{\Omega})$ for all $\epsilon > 0$. This, in particular, yields a fine description of solutions $u$ near $\partial \Omega$: for any $z \in \partial \Omega$ one has

$$|u(x) - c_z d(x)| \leq C|x - z|^{2-\epsilon},$$

where $d(x) = \text{dist}(x, \Omega^c)$ and $c_z \in \mathbb{R}$. This is an expansion of order $2 - \epsilon$, which holds whenever $g \in L^\infty$ and $\Omega$ is $C^{1,1}$. When $g$ and $\Omega$ are $C^\infty$, then one has analogue higher order expansions that essentially say that $u/d \in C^\infty(\Omega)$.

The question for nonlocal operators was: are there any nonlocal analogues of such higher order boundary regularity estimates?

The first result in this direction was obtained by the author and Serra in [23] for the fractional Laplacian $L = (-\Delta)^s$; we showed that $u/d^s \in C^{\alpha}(\bar{\Omega})$ for some small $\alpha > 0$. Such result was later improved and extended to more general operators by Grubb [14, 15] and by the author and Serra [26, 27]. These results may be summarized as follows.
Theorem 2.2 (14, 15, 26, 27). Let \( \Omega \subset \mathbb{R}^n \) be any bounded domain, and \( L \) be any operator (1.2)-(2.3). Assume in addition that \( K(y) \) homogeneous, that is,
\[
K(y) = \frac{a(y/|y|)}{|y|^{n+2s}}.
\]
(2.8)

Let \( u \) be any bounded solution to (2.1), and \( d(x) = \text{dist}(x, \mathbb{R}^n \setminus \Omega) \). Then,

(a) If \( \Omega \) is \( C^{1,1} \), then \( g \in L^\infty(\Omega) \Rightarrow u/d^s \in C^{s-\epsilon}(\Omega) \) for all \( \epsilon > 0 \),

(b) If \( \Omega \) is \( C^{2,\alpha} \) and \( a \in C^{1,\alpha}(S^{n-1}) \), then \( g \in C^{\alpha}(\Omega) \Rightarrow u/d^s \in C^{\alpha+s}(\Omega) \) for small \( \alpha > 0 \), whenever \( \alpha + s \) is not an integer.

(c) If \( \Omega \) is \( C^\infty \) and \( a \in C^\infty(S^{n-1}) \), then \( g \in C^{\alpha}(\Omega) \Rightarrow u/d^s \in C^{\alpha+s}(\Omega) \) for all \( \alpha > 0 \), whenever \( \alpha + s \notin \mathbb{Z} \). In particular, \( u/d^s \in C^\infty(\Omega) \) whenever \( g \in C^\infty(\Omega) \).

It is important to remark that the above theorem is just a particular case of the results of [14, 15] and [26, 27]. Indeed, part (a) was proved in [27] for any \( a \in L^1(S^{n-1}) \) (without the assumption (2.3)); (b) was established in [26] in the more general context of fully nonlinear equations; and (c) was established in [14, 15] for all pseudodifferential operators satisfying the \( s \)-transmission property. Furthermore, when \( s + \alpha \) is an integer in (c), more information is given in [15] in terms of H"older-Zygmund spaces \( C^k_* \).

When \( g \in L^\infty(\Omega) \) and \( \Omega \) is \( C^{1,1} \), the above result yields a fine description of solutions \( u \) near \( \partial\Omega \): for any \( z \in \partial\Omega \) one has
\[
|u(x) - c_z d^s(x)| \leq C|x - z|^{2s-\epsilon},
\]
where \( d(x) = \text{dist}(x, \Omega^c) \). This is an expansion of order \( 2s - \epsilon \), which is analogue to the one described above for the Laplacian.

In case of second order (local) equations, only the regularity of \( g \) and \( \partial\Omega \) play a role in the result. In the nonlocal setting of operators of the form (1.2)-(2.3), a third ingredient comes into play: the regularity of the kernels \( K(y) \) in the \( y \)-variable. This is why in parts (b) and (c) of Theorem 2.2 one has to assume some regularity of \( K \). This is a purely nonlocal feature, and cannot be avoided. In fact, when the kernels are not regular then counterexamples to higher order regularity can be constructed, both to interior and boundary regularity; see [31, 27]. Essentially, when the kernels are not regular, one can expect to get regularity results up to order \( 2s \), but not higher. We refer the reader to [22], where this is discussed in more detail.

Let us now sketch some ideas of the proof of Theorem 2.2. We will focus on the simplest case and try to show the main ideas appearing in its proof.

\[\text{In fact, to avoid singularities inside } \Omega, \text{ we define } d(x) \text{ as a positive function that coincides with } \text{dist}(x, \mathbb{R}^n \setminus \Omega) \text{ in a neighborhood of } \partial\Omega \text{ and is as regular as } \partial\Omega \text{ inside } \Omega.\]
2.2. Sketch of the proof of Theorem 2.2(a). A first important ingredient in the proof of Theorem 2.2(a) is the following computation.

**Lemma 2.3.** Let \( \Omega \) be any \( C^{1,1} \) domain, \( s \in (0,1) \), and \( L \) be any operator of the form \((1.2) + (2.3)\) with \( K(y) \) homogeneous, i.e., of the form \((2.8)\). Let \( d(x) \) be any positive function that coincides with \( \text{dist}(x, \mathbb{R}^n \setminus \Omega) \) in a neighborhood of \( \partial \Omega \) and is \( C^{1,1} \) inside \( \Omega \). Then,

\[
|L(d^s)| \leq C_{\Omega} \quad \text{in} \quad \Omega,
\]

where \( C_{\Omega} \) depends only on \( n, s, \Omega, \) and ellipticity constants.

**Proof.** Let \( x_0 \in \Omega \) and \( \rho = d(x) \). Notice that when \( \rho \geq \rho_0 > 0 \) then \( d^s \) is \( C^{1,1} \) in a neighborhood of \( x_0 \), and thus \( L(d^s)(x_0) \) is bounded by a constant depending only on \( \rho_0 \). Thus, we may assume that \( \rho \in (0, \rho_0) \), for some small \( \rho_0 > 0 \).

Let us denote

\[
\ell(x) := (d(x_0) + \nabla d^s(x_0) \cdot (x - x_0))_+,
\]

and notice that \( \ell^s \) is a translated and rescaled version of the 1-D solution \((x_n)^s_+\).

Thus, we have

\[
L(\ell^s) = 0 \quad \text{in} \quad \{ \ell > 0 \} ;
\]

see [26] Section 2. Moreover, notice that by construction of \( \ell \) we have

\[
d(x_0) = \ell(x_0) \quad \text{and} \quad \nabla d(x_0) = \nabla \ell(x_0).
\]

Using this, it is not difficult to see that

\[
|d(x_0 + y) - \ell(x_0 + y)| \leq C|y|^2,
\]

and this yields

\[
|d^s(x_0 + y) - \ell^s(x_0 + y)| \leq C|y|^2 (d^{s-1}(x_0 + y) + \ell^{s-1}(x_0 + y)) .
\]

On the other hand, for \(|y| > 1\) we clearly have

\[
|d^s(x_0 + y) - \ell^s(x_0 + y)| \leq C|y|^s \quad \text{in} \quad \mathbb{R}^n \setminus B_1.
\]

Using the last two inequalities, and recalling that \( L(\ell^s)(x_0) = 0 \) and that \( d(x_0) = \ell(x_0) \), we find

\[
|L(d^s)(x_0)| = |L(d^s - \ell^s)(x_0)| = \left| \int_{\mathbb{R}^n} (d^s - \ell^s)(x_0 + y)K(y)dy \right|
\leq C \int_{B_1} |y|^2 (d^{s-1}(x_0 + y) + \ell^{s-1}(x_0 + y)) \frac{dy}{|y|^{n+2s}} + C \int_{B_1^c} |y|^s \frac{dy}{|y|^{n+2s}}
\leq C \int_{B_1} (d^{s-1}(x_0 + y) + \ell^{s-1}(x_0 + y)) \frac{dy}{|y|^{n+2s-2}} + C.
\]

Such last integral can be bounded by a constant \( C \) depending only on \( s \) and \( \Omega \), exactly as in [28] Lemma 2.5, and thus it follows that

\[
|L(d^s)(x_0)| \leq C,
\]

as desired. \(\square\)
Another important ingredient in the proof of Theorem 2.2(a) is the following classification result for solutions in a half-space.

**Proposition 2.4** ([27]). Let \( s \in (0, 1) \), and \( L \) be any operator of the form \((1.2)-(2.3)\) with \( K(y) \) homogeneous. Let \( u \) be any solution of

\[
\begin{cases}
Lv = 0 & \text{in } \{ x \cdot e > 0 \} \\
v = 0 & \text{in } \{ x \cdot e \leq 0 \}.
\end{cases}
\]  

(2.10)

Assume that, for some \( \beta < 2s \), \( u \) satisfies the growth control

\[ |v(x)| \leq C(1 + |x|^{\beta}) \quad \text{in } \mathbb{R}^n. \]

(2.11)

Then,

\[ v(x) = K(x \cdot e)^s_+ \]

for some constant \( K \in \mathbb{R} \).

**Proof.** The idea is to differentiate \( v \) in the directions that are orthogonal to \( e \), to find that \( v \) is a 1D function \( v(x) = \bar{v}(x \cdot e) \). Then, for 1D functions any operator \( L \) with kernel \((2.3)\) is just a multiple of the 1D fractional Laplacian, and thus one only has to show the result in dimension 1. Let us next explain the whole argument in more detail.

Given \( R \geq 1 \) we define

\[ v_R(x) := R^{-\beta}v(Rx). \]

It follows from the growth condition on \( v \) that

\[ |v_R(x)| \leq C(1 + |x|^{\beta}) \quad \text{in } \mathbb{R}^n, \]

and moreover \( v_R \) satisfies \((2.10)\), too.

Since \( \beta < 2s \), then \( \|v_R\|_{L^1(\mathbb{R}^n)} \leq C \), and thus by Proposition 2.1 we get

\[ \|v_R\|_{C^s(B_{1/2})} \leq C, \]

with \( C \) independent of \( R \). Therefore, using \([v]_{C^s(B_{R/2})} = R^{3-s}[v_R]_{C^s(B_{1/2})}\) we find

\[ [v]_{C^s(B_{R/2})} \leq CR^{\beta-s} \quad \text{for all } R \geq 1. \]

(2.12)

Now, given \( \tau \in S^{n-1} \) such that \( \tau \cdot e = 0 \), and given \( h > 0 \), consider

\[ w(x) := \frac{v(x + h\tau) - v(x)}{h^s}. \]

By \( (2.12) \) we have that \( w \) satisfies the growth condition

\[ \|w\|_{L^\infty(B_R)} \leq CR^{\beta-s} \quad \text{for all } R \geq 1. \]

Moreover, since \( \tau \) is a direction which is parallel to \( \{ x \cdot e = 0 \} \), then \( w \) satisfies the same equation as \( v \), namely \( Lw = 0 \) in \( \{ x \cdot e > 0 \} \), and \( w = 0 \) in \( \{ x \cdot e \leq 0 \} \). Thus, we can repeat the same argument above with \( v \) replaced by \( w \) (and \( \beta \) replaced by \( \beta - s \)), to find

\[ [w]_{C^s(B_{R/2})} \leq CR^{\beta-2s} \quad \text{for all } R \geq 1. \]
Since $\beta < 2s$, letting $R \to \infty$ we find that

$$w \equiv 0 \quad \text{in} \quad \mathbb{R}^n.$$ 

This means that $v$ is a 1D function, $v(x) = \Bar{v}(x \cdot e)$. But then (2.10) yields that such function $\Bar{v} : \mathbb{R} \to \mathbb{R}$ satisfies

$$\begin{cases} (-\Delta)^s \Bar{v} = 0 & \text{in} \ (0, \infty), \\ \Bar{v} = 0 & \text{in} \ (-\infty, 0], \end{cases}$$

with the same growth condition (2.11). Using [26, Lemma 5.2], we find that $\Bar{v}(x) = K(x_+)^s$, and thus

$$v(x) = K(x \cdot e)_+^s,$$

as desired. \hfill \square

Using the previous results, let us now give the:

- **Sketch of the proof of Theorem 2.2(a).** In Proposition 2.6 we saw how combining (2.5) with interior estimates (rescaled) one can show that $u \in C^s(\Omega)$. In other words, in order to prove the $C^s$ regularity up to the boundary, one only needs the bound $|u| \leq Cd^s$ and interior estimates.

Similarly, it turns out that in order to show that $u/d^s \in C^\gamma(\Omega)$, $\gamma = s - \epsilon$, we just need an expansion of the form

$$|u(x) - Qzd^s(x)| \leq C|x - z|^{s+\gamma}, \quad z \in \partial \Omega, \quad Qz \in \mathbb{R}. \quad (2.13)$$

Once this is done, one can combine (2.13) with interior estimates and get $u/d^s \in C^\gamma(\Omega)$; see [27, Proof of Theorem 1.2] for more details.

Thus, we need to show (2.13).

The proof of (2.13) is by contradiction, using a blow-up argument. Indeed, assume that for some $z \in \partial \Omega$ the expansion (2.13) does not hold for any $Q \in \mathbb{R}$. Then, we clearly have

$$\sup_{r > 0} r^{-s-\gamma} \|u - Qzd^s\|_{L^\infty(B_r(z))} = \infty \quad \text{for all} \quad Q \in \mathbb{R}.$$ 

Then, one can show (see [27, Lemma 5.3]) that this yields

$$\sup_{r > 0} r^{-s-\gamma} \|u - Q(r)d^s\|_{L^\infty(B_r(z))} = \infty, \quad \text{with} \quad Q(r) = \frac{\int_{B_r(z)} u \, d^s}{\int_{B_r(z)} d^{2s}}.$$ 

Notice that this choice of $Q(r)$ is the one which minimizes the $L^2$ distance between $u$ and $Qzd^s$ in $B_r(z)$.

We define the monotone quantity

$$\theta(r) := \max_{r' \geq r} (r')^{-s-\gamma} \|u - Q(r')d^s\|_{L^\infty(B_{r'}(z))}.$$ 

Since $\theta(r) \to \infty$ as $r \to 0$, then there exists a sequence $r_m \to 0$ such that

$$(r_m)^{-s-\gamma} \|u - Q(r_m)d^s\|_{L^\infty(B_{r_m}(z))} = \theta(r_m).$$
We now define the blow-up sequence
\[ v_m(x) := \frac{u(z + r_m x) - Q(r_m) d^s(z + r_m x)}{(r_m)^{s+\gamma} \theta(r_m)}. \]

By definition of \( Q(r_m) \) we have
\[ \int_{B_1} v_m(x) d^s(z + r_m x) dx = 0, \tag{2.14} \]
and by definition of \( r_m \) we have
\[ \|v_m\|_{L^\infty(B_1)} = 1 \tag{2.15} \]
Moreover, it can be shown that we have the growth control
\[ \|v_m\|_{L^\infty(B_R)} \leq CR^{s+\gamma} \quad \text{for all } R \geq 1. \]
To prove this, one first shows that
\[ |Q(Rr) - Q(r)| \leq C(r R)^\gamma \theta(r), \]
and then use the definitions of \( v_m \) and \( \theta \) to get
\[
\|v_m\|_{L^\infty(B_R)} = \frac{1}{(r_m)^{s+\gamma} \theta(r_m)} \|u - Q(r_m) d^s\|_{L^\infty(B_{r_m R})} \\
\leq \frac{1}{(r_m)^{s+\gamma} \theta(r_m)} \left\{ \|u - Q(r_m R) d^s\|_{L^\infty(B_{r_m R})} + |Q(r_m R) - Q(r_m)| (r_m R)^s \right\} \\
\leq \frac{1}{(r_m)^{s+\gamma} \theta(r_m)} \theta(r_m R) (r_m R)^{s+\gamma} + \frac{C}{(r_m)^{s+\gamma} \theta(r_m)} (r_m R)^\gamma \theta(r_m) (r_m R)^s \\
\leq R^{s+\gamma} + CR^{s+\gamma}. \]

In the last inequality we used \( \theta(r_m R) \leq \theta(r_m) \), which follows from the monotonicity of \( \theta \) and the fact that \( R \geq 1 \).

On the other hand, the functions \( v_m \) satisfy
\[ |Lv_m(x)| = \frac{(r_m)^{2s} \theta(r_m)}{(r_m)^{s+\gamma} \theta(r_m)} |Lu(z + r_m x) - L(d^s)(z + r_m x)| \quad \text{in } \Omega_m, \]
where the domain \( \Omega_m = (r_m)^{-1}(\Omega - z) \) converges to a half-space \( \{x \cdot e > 0\} \) as \( m \to \infty \). Here \( e \in S^{n-1} \) is the inward normal vector to \( \partial \Omega \) at \( z \).

Since \( Lu \) and \( L(d^s) \) are bounded, and \( \gamma < s \), then it follows that
\[ Lv_m \to 0 \quad \text{uniformly in compact sets in } \{x \cdot e > 0\}. \]
Moreover, \( v_m \to 0 \) uniformly in compact sets in \( \{x \cdot e < 0\} \), since \( u = 0 \) in \( \Omega^c \).

Now, by \( C^s \) regularity estimates up to the boundary and the Arzelà-Ascoli theorem the functions \( v_m \) converge (up to a subsequence) to a function \( v \in C(\mathbb{R}^n) \). The convergence is uniform in compact sets of \( \mathbb{R}^n \). Therefore, passing to the limit the properties of \( v_m \), we find
\[ \|v\|_{L^\infty(B_R)} \leq CR^{s+\gamma} \quad \text{for all } R \geq 1, \tag{2.16} \]

and
\[
\begin{cases}
Lv = 0 & \text{in } \{x \cdot e > 0\} \\
v = 0 & \text{in } \{x \cdot e < 0\}.
\end{cases}
\tag{2.17}
\]
Now, thanks to Proposition 2.4, we find
\[
v(x) = K(x \cdot e)_+^s
\]
for some \( K \in \mathbb{R} \).
\tag{2.18}

Finally, passing to the limit (2.14) —using that \( d^s(z + r_mx)/(r_m)^s \to (x \cdot e)_+^s \) — we find
\[
\int_{B_1} v(x) (x \cdot e)_+^s \, dx = 0,
\tag{2.19}
\]
so that \( K \equiv 0 \) and \( v \equiv 0 \). But then passing to the limit (2.15) we get a contradiction, and hence (2.13) is proved.
\[\square\]

It is important to remark that in [27] we show (2.13) with a constant \( C \) depending only on \( n, s, \|g\|_{L^\infty}, \) the \( C^{1,1} \) norm of \( \Omega \), and ellipticity constants. To do that, the idea of the proof is exactly the same, but one needs to consider sequences of functions \( u_m, \) domains \( \Omega_m \), points \( z_m \in \partial \Omega_m \), and operators \( L_m \).

2.3. Comments, remarks, and open problems. Let us next give some final comments and remarks about Theorem 2.2, as well as some related open problems.

- **Singular kernels.** Theorem 2.2 (a) was proved in [27] for operators \( L \) with general homogeneous kernels of the form (2.8) with \( a \in L^1(S^{n-1}) \), not necessarily satisfying (2.3). In fact, \( a \) could even be a singular measure. In such setting, it turns out that Lemma 2.3 is in general false, even in \( C^\infty \) domains. Because of this difficulty, the proof of Theorem 2.2 (a) given in [27] is in fact somewhat more involved than the one we sketched above.

- **Counterexamples for non-homogeneous kernels.** All the results above are for kernels \( K \) satisfying (2.3) and such that \( K(y) \) is homogeneous. As said above, for the interior regularity theory one does not need the homogeneity assumption: the interior regularity estimates are the same for homogeneous or non-homogeneous kernels. However, it turns out that something different happens in the boundary regularity theory. Indeed, for operators with \( x \)-dependence
\[
Lu(x) = \text{P.V.} \int_{\mathbb{R}^n} (u(x) - u(x + y))K(x, y)dy,
\]
we constructed in [26] solutions to \( Lu = 0 \) in \( \Omega \), \( u = 0 \) in \( \mathbb{R}^n \setminus \Omega \), that are not comparable to \( d^s \). More precisely, we showed that in dimension \( n = 1 \) there are \( \beta_1 < s < \beta_2 \) for which the functions \( (x_+)^{\beta_i} \), solve an equation of the form \( Lu = 0 \) in \((0, \infty) \), \( u = 0 \) in \((-\infty, 0] \). Thus, no fine boundary regularity like Theorem 2.2 can be expected for non-homogeneous kernels; see [26, Section 2] for more details.
On the proof of Theorem 2.2 (b). The proof of Theorem 2.2(b) in [26] has a similar structure as the one sketched above, in the sense that we show first \( L(d_s) \in C^\alpha(\Omega) \) and then prove an expansion of order \( 2s + \alpha \) similar to (2.13). However, there are extra difficulties coming from the fact that we would get exponent \( 2s + \alpha \) in (2.16), and thus the operator \( L \) is not defined on functions that grow that much. Thus, the blow-up procedure needs to be done with incremental quotients, and the global equation (2.17) is replaced by [26] Theorem 1.4.

On the proof of Theorem 2.2 (c). Theorem 2.2(c) was proved in [14, 15] by Fourier transform methods, completely different from the techniques presented above. Namely, the results in [14, 15] are for general pseudodifferential operators satisfying the so-called \( s \)-transmission property. A key ingredient in those proofs is the existence of a factorization of the principal symbol, which leads to the boundary regularity properties for such operators.

Open problem: Regularity in \( C^{k,\alpha} \) domains. After the results of [14, 15] [26, 27], a natural question remains open: what happens in \( C^{k,\alpha} \) domains? Our results in [26, 27] give sharp regularity estimates in \( C^{1,1} \) and \( C^{2,\alpha} \) domains—Theorem 2.2 (a) and (b)—, while the results of Grubb [14, 15] give higher order estimates in \( C^\infty \) domains—Theorem 2.2 (c). It is an open problem to establish sharp boundary regularity results in \( C^{k,\alpha} \) domains, with \( k \geq 3 \), for operators (1.2)-(2.3) with homogeneous kernels.

For the fractional Laplacian, sharp estimates in \( C^{k,\alpha} \) domains have been recently established in [17], by using the extension problem for the fractional Laplacian. For more general operators, this is only known for \( k = 1 \) [28] and \( k = 2 \) [26].

The development of sharp boundary regularity results in \( C^{k,\alpha} \) domains for integro-differential operators \( L \) would lead to the higher regularity of the free boundary in obstacle problems such operators; see [10], [17], [8].

Open problem: Parabolic equations. Part (a) of Theorem 2.2 was recently extended to parabolic equations in [12]. A natural open question is to understand the higher order boundary regularity of solutions for parabolic equations of the form

\[
\partial_t u + Lu = f(t,x).
\]

Are there analogous estimates to those in Theorem 2.2 (b) and (c) in the parabolic setting?

This could lead to the higher regularity of the free boundary in parabolic obstacle problems for integro-differential operators; see [7, 2].

Open problem: Operators with different scaling properties. An interesting open problem concerning the boundary regularity of solutions is the following: What happens with operators (1.2) with kernels having a different type of singularity near \( y = 0 \)? For example, what happens with operators with kernels \( K(y) \approx |y|^{-n} \) for \( y \approx 0 \)? This type of kernels appear when considering geometric stable processes;
see [33]. The interior regularity theory has been developed by Kassmann-Mimica in [18] for very general classes of kernels, but much less is known about the boundary regularity; see [5] for some results in that direction.

3. Pohozaev identities

Once the boundary regularity is known, we can now come back to the Pohozaev identities. We saw in the previous section that solutions $u$ to

\[
\begin{align*}
Lu &= f(x, u) \quad \text{in } \Omega \\
u &= 0 \quad \text{in } \mathbb{R}^n \setminus \Omega.
\end{align*}
\]

are not $C^1$ up to the boundary, but the quotient $u/d^s$ is Hölder continuous up to the boundary. In particular, for any $z \in \partial \Omega$ there exists the limit

\[
\frac{u}{d^s}(z) := \lim_{\Omega \ni x \to z} \frac{u(x)}{d^s(x)}.
\]

As we will see next, this function $u/d^s|_{\partial \Omega}$ plays the role of the normal derivative $\partial u/\partial \nu$ in the nonlocal analogues of (1.5)-(1.4).

**Theorem 3.1** ([24, 29]). Let $\Omega$ be any bounded $C^{1,1}$ domain, and $L$ be any operator of the form (1.2), with

\[
K(y) = \frac{a(y/|y|)}{|y|^{n+2s}}.
\]

and $a \in L^\infty(S^{n-1})$. Let $f$ be any locally Lipschitz function, $u$ be any bounded solution to (3.1). Then, the following identity holds

\[
-2 \int_{\Omega} (x \cdot \nabla u) Lu \, dx = (n - 2s) \int_{\Omega} u L u \, dx + \Gamma(1 + s)^2 \int_{\partial \Omega} A(\nu) \left( \frac{u}{d^s} \right)^2 (x \cdot \nu) \, d\sigma.
\]

Moreover, for all $e \in \mathbb{R}^n$, we have

\[
-\int_{\Omega} \partial_e u Lu \, dx = \frac{\Gamma(1 + s)^2}{2} \int_{\partial \Omega} A(\nu) \left( \frac{u}{d^s} \right)^2 (\nu \cdot e) \, d\sigma.
\]

Here

\[
A(\nu) = c_s \int_{S^{n-1}} |\nu \cdot \theta|^{2s} a(\theta) \, d\theta,
\]

$a(\theta)$ is the function in (2.8), and $c_s$ is a constant that depends only on $s$. For $L = (-\Delta)^s$, we have $A(\nu) \equiv 1$.

When the nonlinearity $f(x, u)$ does not depend on $x$, the previous theorem yields the following analogue of (1.4)

\[
\int_{\Omega} \left\{ 2n F(u) - (n - 2s)u f(u) \right\} \, dx = \Gamma(1 + s)^2 \int_{\partial \Omega} A(\nu) \left( \frac{u}{d^s} \right)^2 (x \cdot \nu) \, d\sigma(x).
\]

\[\text{In (3.3), we have corrected the sign on the boundary contribution, which was incorrectly stated in [24 Theorem 1.9].}\]
Before our work [24], no Pohozaev identity for the fractional Laplacian was known (not even in dimension $n = 1$). Theorem 3.1 was first found and established for $L = (-\Delta)^s$ in [24], and later the result was extended to more general operators in [29]. A surprising feature of this result is that, even if the operators (1.2) are nonlocal, the identities (3.2)-(3.3) have completely local boundary terms.

Let us give now a sketch of the proof of the Pohozaev identity (3.2). In order to focus on the main ideas, no technical details will be discussed.

3.1. Sketch of the proof. For simplicity, let us assume that $\Omega$ is $C^\infty$ and that $u/d^s \in C^\infty(\overline{\Omega})$.

**Step 1.** We first assume that $\Omega$ is strictly star-shaped; later we will deduce the general case from this one. Translating $\Omega$ if necessary, we may assume it is strictly star-shaped with respect to the origin.

Let us define $u_\lambda(x) = u(\lambda x)$, $\lambda > 1$, and let us write the right hand side of (3.2) as

$$2 \int_\Omega (x \cdot \nabla u) Lu = 2 \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_\Omega u_\lambda Lu.$$

This follows from the fact that $\frac{d}{d\lambda} \bigg|_{\lambda=1^+} u_\lambda(x) = (x \cdot \nabla u)$ and the dominated convergence theorem. Then, since $u_\lambda$ vanishes outside $\Omega$, we will have

$$\int_\Omega u_\lambda Lu = \int_{\mathbb{R}^n} u_\lambda Lu = \int_{\mathbb{R}^n} L^{1/2} u L^{1/2} u,$$

and therefore

$$\int_\Omega u_\lambda Lu = \int_{\mathbb{R}^n} L^{1/2} u_\lambda L^{1/2} u = \lambda^s \int_{\mathbb{R}^n} \left( L^{1/2} u \right) (\lambda x) L^{1/2} u(x) \, dx$$

$$= \lambda^s \int_{\mathbb{R}^n} w(\lambda x) w(x) \, dx$$

$$= \lambda^{2s-n} \int_{\mathbb{R}^n} w(\lambda^{1/2} y) w(\lambda^{-1/2} y) \, dy$$

where $w(x) = L^{1/2} u(x)$.

Now, since $2 \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \lambda^{2s-n} = 2s - n$, the previous identities (and the change $\sqrt{\lambda} \mapsto \lambda$) yield

$$2 \int_\Omega (x \cdot \nabla u) Lu = (2s - n) \int_{\mathbb{R}^n} w^2 + \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_{\mathbb{R}^n} w_\lambda w_{1/\lambda}.$$

Moreover, since

$$\int_{\mathbb{R}^n} w^2 = \int_{\mathbb{R}^n} L^{1/2} u L^{1/2} u = \int_{\mathbb{R}^n} u Lu = \int_\Omega u Lu,$$
then we have

\[-2 \int_{\Omega} (x \cdot \nabla u) Lu = (n - 2s) \int_{\Omega} u Lu + \mathcal{I}(w),\]  

(3.5)

where

\[\mathcal{I}(w) = - \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_{\mathbb{R}^n} w_\lambda w_{1/\lambda},\]  

(3.6)

\[w_\lambda(x) = w(\lambda x), \text{ and } w(x) = L^{\frac{1}{s}}u(x).\]

At this point one should compare (3.2) and (3.5). In order to establish (3.2), we “just” need to show that \(\mathcal{I}(w)\) is exactly the boundary term we want.

Let us take a closer look at the operator defined by (3.6). The first thing one may observe by differentiating under the integral sign is that \(\varphi\) is “nice enough” \(\Rightarrow \mathcal{I}(\varphi) = 0\).

In particular, one can also show that \(\mathcal{I}(\varphi + h) = \mathcal{I}(\varphi)\) whenever \(h\) is “nice enough”.

The function \(w = L^{1/2}u\) is smooth inside \(\Omega\) and also in \(\mathbb{R}^n \setminus \overline{\Omega}\), but it has a singularity along \(\partial \Omega\). In order to compute \(\mathcal{I}(w)\), we have to study carefully the behavior of \(w = L^{1/2}u\) near \(\partial \Omega\), and try to compute \(\mathcal{I}(w)\) by using (3.6). The idea is that, since \(u/d^s\) is smooth, then we will have

\[w = L^{1/2}u = L^{1/2} \left( d^s \frac{u}{d^s} \right) = L^{1/2}(d^s) \frac{u}{d^s} + \text{"nice terms"},\]  

(3.7)

and thus the behavior of \(w\) near \(\partial \Omega\) will be that of \(L^{1/2}(d^s) \frac{u}{d^s}\).

Using the previous observation, and writing the integral in (3.6) in the “star-shaped coordinates” \(x = tz, \ z \in \partial \Omega, \ t \in (0, \infty)\), we find

\[-\mathcal{I}(w) = \left. \frac{d}{d\lambda} \right|_{\lambda=1^+} \int_{\mathbb{R}^n} w_\lambda w_{1/\lambda} = \left. \frac{d}{d\lambda} \right|_{\lambda=1^+} \int_{\partial \Omega} (z \cdot \nu) d\sigma(z) \int_0^\infty t^{n-1}w(\lambda tz)w \left( \frac{tz}{\lambda} \right) dt\]

\[= \int_{\partial \Omega} (z \cdot \nu) d\sigma(z) \left. \frac{d}{d\lambda} \right|_{\lambda=1^+} \int_0^\infty t^{n-1}w(\lambda tz)w \left( \frac{tz}{\lambda} \right) dt.\]

Now, a careful analysis of \(L^{1/2}(d^s)\) leads to the formula

\[L^{1/2}(d^s)(tz) = \phi_s(t) \sqrt{A(\nu(z))} + \text{"nice terms"},\]  

(3.8)

where \(\phi_s(t) = c_1 \{ \log - |t - 1| + c_2 \chi_{(0,1)}(t) \}\), and \(c_1, c_2\) are explicit constants that depend only on \(s\). Here, \(\chi_A\) denotes the characteristic function of the set \(A\).

This, combined with (3.7), gives

\[w(tz) = \phi_s(t) \sqrt{A(\nu(z))} \frac{u}{d^s}(z) + \text{"nice terms"}.\]  

(3.9)
Using the previous two identities we find

$$I(w) = - \int_{\partial \Omega} (z \cdot \nu) d\sigma(z) \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_0^\infty t^{n-1} w(\lambda tz) w\left(\frac{tz}{\lambda}\right) dt$$

$$= - \int_{\partial \Omega} (z \cdot \nu) d\sigma(z) \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_0^\infty t^{n-1} \phi_s(\lambda t)\phi_s\left(\frac{t}{\lambda}\right) A(\nu(z)) \left(\frac{u}{ds}(z)\right)^2 dt$$

$$= \int_{\partial \Omega} A(\nu) \left(\frac{u}{ds}\right)^2 (z \cdot \nu) d\sigma(z) C(s),$$

(3.10)

where

$$C(s) = - \frac{d}{d\lambda} \bigg|_{\lambda=1^+} \int_0^\infty t^{n-1} \phi_s(\lambda t)\phi_s\left(\frac{t}{\lambda}\right) dt$$

is a (positive) constant that can be computed explicitly. Thus, (3.2) follows from (3.5) and (3.10).

Step 2. Let now $\Omega$ be any $C^{1,1}$ domain. In that case, the above proof does not work, since the assumption that $\Omega$ was star-shaped was very important in such proof. Still, as shown next, once the identity (3.2) is established for star-shaped domains, then the identity for general $C^{1,1}$ domains follows from an argument involving a partition of unity and the fact that every $C^{1,1}$ domain is locally star-shaped.

Let $B_i$ be a finite collection of small balls covering $\Omega$. Then, we consider a family of functions $\psi_i \in C^\infty_c(B_i)$ such that $\sum_i \psi_i = 1$, and we let $u_i = w\psi_i$. 

Figure 3.1. Star-shaped coordinates $x = tz$, with $z \in \partial \Omega$. 

We claim that for every $i,j$ we have the following bilinear identity
\begin{align}
- \int_{\Omega} (x \cdot \nabla u_i) L_j \, dx - \int_{\Omega} (x \cdot \nabla u_j) L_i \, dx &= \frac{n-2s}{2} \int_{\Omega} u_i L_j \, dx + \\
&+ \frac{n-2s}{2} \int_{\Omega} u_i L_j \, dx + \Gamma(1+s)^2 \int_{\partial\Omega} \mathcal{A}(\nu) \frac{u_i u_j}{\delta^s} (x \cdot \nu) \, d\sigma.
\end{align}
(3.11)

To prove this, we separate two cases. In case $B_i \cap B_j \neq \emptyset$ then it turns out that $u_i$ and $u_j$ satisfy the hypotheses of Step 1, and thus they satisfy the identity (3.2)—here we are using that the intersection of the $C^{1,1}$ domain $\Omega$ with a small ball is always star-shaped. Then, applying (3.2) to the functions $(u_i + u_j)$ and $(u_i - u_j)$ and subtracting such two identities, one gets (3.11). On the other hand, in case $B_i \cap B_j = \emptyset$ then the identity (3.11) is a simple computation similar to (1.7), since in this case we have $u_i u_j = 0$ and thus there is no boundary term in (3.11). Hence, we got (3.11) for all $i,j$. Therefore, summing over all $i$ and all $j$ and using that $\sum_i u_i = u$, (3.2) follows.

**Step 3.** Let us finally show the second identity (3.3). For this, we just need to apply the identity that we already proved, (3.2), with a different origin $e \in \mathbb{R}^n$. We get
\begin{align}
-2 \int_{\Omega} ((x - e) \cdot \nabla u) L u \, dx &= (n-2s) \int_{\Omega} u L u \, dx \\
&+ \Gamma(1+s)^2 \int_{\partial\Omega} \mathcal{A}(\nu) \left( \frac{u}{\delta^s} \right)^2 ((x - e) \cdot \nu) \, d\sigma.
\end{align}
(3.12)

Subtracting (3.2) and (3.12) we get (3.3), as desired. □

### 3.2. Comments and further results.

Let us next give some final remarks about Theorem 3.1.

- **On the proof of Theorem 3.1.** First, notice that the smoothness of $u/d^s$ and $\partial\Omega$ is hidden in (3.9). In fact, the proof of (3.8)-(3.9) requires a very fine analysis, even if one assumes that both $u/d^s$ and $\partial\Omega$ are $C^\infty$. Furthermore, even in this smooth case, the “nice terms” in (3.9) are not even $C^1$ near $\partial\Omega$, and a delicate result for $I$ is needed in order to ensure that $I(\text{“nice terms”}) = 0$; see Proposition 1.11 in [24].

Second, note that the kernel of the operator $L^{1/2}$ has an explicit expression in case $L = (-\Delta)^s$, but not for general operators with kernels (2.8). Because of this, the proofs of (3.8) and (3.9) are simpler for $L = (-\Delta)^s$, and some new ideas are required to treat the general case, in which we obtain the extra factor $\sqrt{\mathcal{A}(\nu(z))}$.

- **Extension to more general operators.** After the results of [24, 29], a last question remained to be answered: what happens with more general operators (1.2)? For example, is there any Pohozaev identity for the class of operators $(-\Delta + m^2)^s$, with $m > 0$? And for operators with $x$-dependence?
In a recent work [16], G. Grubb obtained integration-by-parts formulas as in Theorem 3.1 for pseudodifferential operators $P$ of the form

$$Pu = \text{Op}(p(x, \xi))u = \mathcal{F}_{\xi \to x}^{-1}(p(x, \xi)(\mathcal{F}u)(\xi)), \quad (3.13)$$

where $\mathcal{F}$ is the Fourier transform $(\mathcal{F}u)(\xi) = \int_{\mathbb{R}^n} e^{-ix \cdot \xi} u(x) \, dx$. The symbol $p(x, \xi)$ has an asymptotic expansion $p(x, \xi) \sim \sum_{j \in \mathbb{N}_0} p_j(x, \xi)$ in homogeneous terms:

$$p_j(x, t\xi) = \frac{t^{2s-j}}{s-j} p_j(x, \xi), \quad \text{and} \quad p \text{ is even in the sense that } p_j(x, -\xi) = (-1)^j p_j(x, \xi) \text{ for all } j.$$

When $a$ in (2.8) is $C^\infty(S^{n-1})$, then the operators (1.2)-(2.8) are pseudodifferential operators of the form (3.13). For these operators (1.2)-(2.8), the lower-order terms $p_j$ ($j \geq 1$) vanish and $p_0$ is real and $x$-independent. Here $p_0(\xi) = \mathcal{F}_{y \to \xi} K(y)$, and $A(\nu) = p_0(\nu)$. The fractional Laplacian $(-\Delta)^s$ corresponds to $a \equiv 1$ in (1.2)-(2.8), and to $p(x, \xi) = |\xi|^{2s}$ in (3.13).

In case of operators (3.13) with no $x$-dependence and with real symbols $p(\xi)$, the analogue of (3.2) proved in [16] is the following identity

$$-2 \int_{\Omega} (x \cdot \nabla u) Pu \, dx = \Gamma(1 + s)^2 \int_{\partial \Omega} p_0(\nu) \left( \frac{u}{d^s} \right)^2 (x \cdot \nu) d\sigma + n \int_{\Omega} u Pu \, dx - \int_{\Omega} u \text{Op}(\xi \cdot \nabla p(\xi)) u \, dx,$$

where $p_0(\nu)$ is the principal symbol of $P$ at $\nu$. Note that when the symbol $p(\xi)$ is homogeneous of degree $2s$ (hence equals $p_0(\xi)$), then $\xi \cdot \nabla p(\xi) = 2s p(\xi)$, and thus we recover the identity (3.2).

The previous identity can be applied to operators $(-\Delta + m^2)^s$. Furthermore, the results in [16] allow $x$-dependent operators $P$, which result in extra integrals over $\Omega$. The methods in [16] are complex and quite different from the ones we use in [24, 29]. The domain $\Omega$ is assumed $C^\infty$ in [16].

4. Nonexistence results and other consequences

As in the case of the Laplacian $\Delta$, the Pohozaev identity (3.2) gives as an immediate consequence the following nonexistence result for operators (1.2)-(2.8): If $f(u) = |u|^{p-1} u$ in (1.1), then

- If $\Omega$ is star-shaped and $p = \frac{n+2s}{n-2s}$, the only nonnegative weak solution is $u \equiv 0$.
- If $\Omega$ is star-shaped and $p > \frac{n+2s}{n-2s}$, the only bounded weak solution is $u \equiv 0$.

This nonexistence result was first established by Fall and Weth in [14] for $L = (-\Delta)^s$. They used the extension property of the fractional Laplacian, combined with the method of moving spheres.

On the other hand, the existence of solutions for subcritical powers $1 < p < \frac{n+2s}{n-2s}$ was proved by Servadei-Valdinoci [32] for the class of operators (1.2)-(2.3). Moreover, for the critical power $p = \frac{n+2s}{n-2s}$, the existence of solutions in an annular-type domains was obtained in [30].
The methods introduced in [24] to prove the Pohozaev identity (3.2) were used in [25] to show nonexistence results for much more general operators $L$, including for example the following.

**Proposition 4.1** ([25]). Let $L$ be any operator of the form

$$Lu(x) = -\sum_{i,j} a_{ij} \partial_{ij} u + \text{PV} \int_{\mathbb{R}^n} (u(x) - u(x+y)) K(y) dy,$$

where $(a_{ij})$ is a positive definite symmetric matrix and $K$ satisfies the conditions in (1.2). Assume in addition that

$$K(y)|y|^{n+2} \text{ is nondecreasing along rays from the origin.}$$

and that

$$|\nabla K(y)| \leq C \frac{K(y)}{|y|} \text{ for all } y \neq 0,$$

Let $\Omega$ be any bounded star-shaped domain, and $u$ be any bounded solution of (1.1) with $f(u) = |u|^{p-1} u$. If $p \geq \frac{n+2}{n-2}$, then $u \equiv 0$.

Similar nonexistence results were obtained in [25] for other types of nonlocal equations, including: kernels without homogeneity (such as sums of fractional Laplacians of different orders), nonlinear operators (such as fractional $p$-Laplacians), and operators of higher order ($s > 1$).

Finally, let us give another immediate consequence of the Pohozaev identity (3.2).

**Proposition 4.2** ([29]). Let $L$ be any operator of the form (1.2)-(2.3)-(2.8), $\Omega$ be any bounded $C^{1,1}$ domain, and $\phi$ be any bounded solution to

$$\begin{cases}
L \phi = \lambda \phi & \text{in } \Omega \\
\phi = 0 & \text{in } \mathbb{R}^n \setminus \Omega,
\end{cases}$$

for some real $\lambda$. Then, $\phi/d^s$ is Hölder continuous up to the boundary, and the following unique continuation principle holds:

$$\phi/d^s \bigg|_{\partial \Omega} \equiv 0 \text{ on } \partial \Omega \implies \phi \equiv 0 \text{ in } \Omega.$$

The same unique continuation property holds for any subcritical nonlinearity $f(x, u)$; see Corollary 1.4 in [29].
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