Detecting Subhalos in Strong Gravitational Lens Images with Image Segmentation
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We develop a machine learning model to detect dark substructure (subhalos) within simulated images of strongly lensed galaxies. Using the technique of image segmentation, we turn the task of identifying subhalos into a classification problem where we label each pixel in an image as coming from the main lens, a subhalo within a binned mass range, or neither. Our network is only trained on images with a single smooth lens and either zero or one subhalo near the Einstein ring. On a test set of noiseless simulated images with a single subhalo, the network is able to locate subhalos with a mass of $10^8 M_{\odot}$ and place them in the correct or adjacent mass bin, effectively detecting them 97% of the time. For this test set, the network detects subhalos down to masses of $10^6 M_{\odot}$ at 61% accuracy. However, noise limits the sensitivity to light subhalo masses. With 1% noise (with this level of noise, the distribution of signal-to-noise in the image pixels approximates that of images from the Hubble Space Telescope for sources with magnitude < 20), a subhalo with mass $10^8.5 M_{\odot}$ is detected 86% of the time, while subhalos with masses of $10^8 M_{\odot}$ are only detected 38% of the time. Furthermore, the model is able to generalize to new contexts it has not been trained on, such as locating multiple subhalos with varying masses, subhalos far from the Einstein ring, or more than one large smooth lens.

Strong gravitational lensing occurs when light from a distant source (for example, a galaxy or quasar) is distorted and magnified due to the gravitational influence of a large foreground mass (typically a galaxy or a cluster), which acts as a lens. The dark matter halo surrounding the foreground galaxy accounts for most of the mass of the lens, and smaller dark matter structures within the lens can cause small perturbations to it.1 Galaxy-galaxy lenses are particularly interesting because these perturbations are caused by very low-mass halos, which, if resolved, can give us a window into the smallest scales of structure formation and test so-far untested predictions of the standard Lambda Cold Dark Matter ($\Lambda$CDM) paradigm. Exotic dark matter models, such as warm dark matter, self-interacting dark matter and ultralight bosonic dark matter, all cause significant deviations from the standard model of CDM, for example, introducing a low-mass cutoff of the halo mass function, meaning that overdensities below a certain threshold do not collapse to form bound structures, modifying the dark matter distribution within halos. Because of this, there has been an increased body of work that aims to detect substructure in strong gravitational lenses.

Traditional techniques to directly find substructure from strong lens images rely on modeling the smooth component of the lensing galaxy and reconstructing the source, subsequently ray-tracing the source through the gravitational potential of the smooth lens, and looking for residuals between the generated and observed images that could be explained by local overdensities [6–10]. Two systems with evidence for substructure have been found using one such direct detection method, gravitational imaging, one with a mass of $(3.51 \pm 0.15) \times 10^9 M_{\odot}$ [11] and one with a mass of $(1.9 \pm 0.1) \times 10^8 M_{\odot}$ [12], although in theory this method should be sensitive to masses as low as $10^7 M_{\odot}$ for a subhalo on the Einstein ring [9]. The downside to this method is that the smooth component and source have

1 Technically perturbations can also be caused by field halos along the line of sight [1–5], and while here we concern ourselves with substructure, our method is fully generalizable to images with line-of-sight perturbers.

FIG. 1: Example of finding subhalos with image segmentation. The simulated convergence field of lens halos (upper-left panel) is used to define target labels (lower-left). We define our subhalo labels to be a circle with radius 2 pixels centered on the subhalo. Even though this is not representative of relative convergences of the different masses, it was found to lead to more stable results. A light source (upper-middle) is placed behind the lens, resulting in an observed image (upper-right) after ray-tracing the light through the gravitational potential of the lens. A neural network takes in only the observed image and predicts the label for each pixel (lower-right).
to be modelled and/or reconstructed, and inaccuracies in the lens model can lead to extra residuals and false positives [13]. Furthermore, the effect of substructure can be partially reabsorbed by changing the source model and, to a lesser extent, the smooth model. Finally, the modeling pipeline can take weeks, and alternative modeling approaches can lead to significantly different results for the same system [14].

These so-called direct detection efforts have a further drawback, which is that they usually hope to find a single (sometimes two) perturber(s) in an image. Due to the CDM expectation of a steep low-mass end of the halo mass function, we actually expect a large population of such halos, which might individually be undetectable. Statistical detection efforts therefore take a different approach: instead of attempting to individually resolve and localize $O(1)$ clumps above some detection threshold, they characterize the statistical properties of the population of subhalos whose collective effect can be detected by looking at statistical perturbations in images. Despite their benefits, most of these still require either modeling the main lens or simultaneously inferring both the main lens and substructure parameters [15–22].

Despite the difficulty of characterizing the substructure content of a lensing galaxy, the fact that the data comes in the form of images makes this problem an ideal candidate for cutting-edge machine learning (ML) techniques that have excelled at image recognition tasks across many domains. In Ref. [23], a CNN was used for binary classification to determine if a strong lens image contained substructure beyond the main lens or not. Refs. [24] and [25] built networks that assume the presence of a population of substructure and infer its properties, such as the fraction of the overall galaxy mass contained in substructure along with the slope of the subhalo mass function power law, or the low-mass cutoff of the subhalo mass function, respectively. Finally, Ref. [26] used CNNs to classify and distinguish between different types of dark matter substructure.

In this letter, we take an entirely different approach to substructure detection. We train a network to do image segmentation (defined as labeling every pixel within an image) to find subhalos in strong lens images, as shown in Fig. 1. To segment the images, we use a U-Net architecture [27] consisting of multiple convolutional layers along both contracting (course-graining the image) and expanding (up sampling the course-grained image) paths. With the U-Net, we can find substructure within a fraction of a second directly from the image instead of minimizing residuals from the modeled system. Specific details about the network and our simulated data can be found in our companion paper [31], in which we count the number of pixels predicted for each subhalo mass to determine the subhalo mass function slope.

**SUBHALO DETECTION ACCURACY**

Our U-Net is trained on images with either no substructure or exactly one subhalo in a bright pixel near the Einstein ring. We define this to be any pixel that is at least 20% as bright as the brightest pixel. The training set is comprised of $9 \times 10^4$ images, with 1/10 having only a smooth lens of mass $O(10^{13} M_\odot)$ and the other 9/10 additionally containing one subhalo that falls into one of nine mass bins. The center of the mass bins are logarithmically spaced as $\{10^6, 10^{6.5}, 10^7, 10^{7.5}, 10^8, 10^{8.5}, 10^9, 10^{9.5}, 10^{10}\} M_\odot$. The task of the network is to predict the class for each pixel within the image into one of 11 categories (the main lens, a subhalo within one of the nine mass bins, or neither). Each simulated image contains a unique lens and source. While at face value this is a classification problem, we note that it simultaneously locates and estimates the mass of the subhalos.

The network is tested against an independent set of $10^4$ images, which are drawn from the same population. In Fig. 2, we show the confusion matrix for the individual pixels for all the images in the test set. The columns correspond to the true class (target) of a given pixel, while the rows show what the model classifies it as (predicted). We normalize the columns such that they sum to unity: with this choice, the values in each column show the probability that a pixel with a given true label was predicted to be in each of the eleven possible classes. The left panel corresponds to a model trained and tested on images with no noise, while the right panel corresponds to a model trained and tested on images with Gaussian noise with a standard deviation of 1% of the mean brightness of the pixels near the Einstein ring. All images (with or without noise) are convolved with a Gaussian point spread function (PSF) with a full-width half-max of 0.07″, which roughly corresponds to the PSF size of the Hubble Space Telescope.

We can see from the left panel of Fig. 2 that the matrix is mostly diagonal, implying remarkable accuracy overall. The two dark squares in the lower-left corner show that background and main lens pixels are almost always classified correctly.

For the subhalo classes, we see that there is always a non-zero probability of pixels getting assigned to the two adjacent classes by the model. When the network misclassifies a pixel, it is often still locating a subhalo but getting a slightly higher or lower mass estimate. This is not surprising since the subhalo masses can lie anywhere within their class and can therefore lie near the boundaries of adjacent classes. It is remarkable that even for extremely low-mass subhalos $\lesssim 10^7 M_\odot$, the highest
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2 Details of our PYTORCH [28] implementation of the U-Net, along with specifics of our image simulation within LENSTRONOMY [29, 30] can be found in the supplementary material.
FIG. 2: Confusion matrix for the pixels of the $10^4$ test images. Each image contains $80 \times 80$ pixels which are then placed in the matrix according to their truth target label and the label predicted by the network. The matrix is then normalized so the sum of the columns is unity. Most of the data lies along the diagonal, showing good accuracy. The network makes some errors by correctly locating the subhalo, but predicting the neighboring mass bin. When including noise, subhalos with $m \lesssim 10^8 M_\odot$ are likely to be missed altogether and get predicted as background or the main lens.

| Prediction Category | $10^5 M_\odot$ | $10^6 M_\odot$ | $10^7 M_\odot$ | $10^8 M_\odot$ | $10^9 M_\odot$ | $10^{10} M_\odot$ |
|---------------------|----------------|----------------|----------------|----------------|----------------|------------------|
| No noise            | 48.0           | 47.5           | 58.5           | 65.9           | 78.0           | 84.1             |
| + adjacent mass     | 60.7           | 72.1           | 83.1           | 90.2           | 97.0           | 97.9             |
| 1% noise            | 0.0            | 0.0            | 0.0            | 0.0            | 0.4            | 29.9             |
| + adjacent mass     | 0.0            | 0.0            | 0.1            | 3.5            | 38.0           | 86.0             |
|                     | 0.0            | 0.0            | 0.1            | 3.5            | 38.0           | 86.0             |
|                     | 0.8            | 0.8            | 0.8            | 0.8            | 0.8            | 0.8              |
|                     | 1.0            | 1.0            | 1.0            | 1.0            | 1.0            | 1.0              |

TABLE I: If most of the true pixels for subhalo are predicted by the network to be in a mass bin, we label the subhalo with the corresponding mass bin. The numbers represent what percent of the time a subhalo of a given mass is detected by the network. We also display when the network detects the subhalo but possible assigns it to an adjacent mass bin.

probability lies along the diagonal, although there is also a non-negligible probability of getting classified as main or background, as expected. Impressively, the network is able to identify these light subhalos despite their perturbations to the brightness being less than a 0.1% effect.

While the method in principle has an exceptionally good sensitivity, it invariably degrades with noise. When including noise at the level of 1% of the mean image brightness, the lower mass reach of the model is around $10^8 M_\odot$. This 1% noise is found to be a realistic approximations for sources brighter than magnitude 20 [31]. Above this mass, the matrix is again nearly diagonal. Below this mass, nearly all of the pixels are predicted as main or background because the effect induced by the substructure is less than the noise. One important conclusion we draw is that, despite losing sensitivity, the network does not add spurious subhalos randomly across the image when noise is added.

The confusion matrices discussed so far were computed for individual pixels in the images of the test set. However, we are actually more interested in the subhalo detection accuracy as opposed to the pixel accuracy. For instance, the network could miss the edge of a subhalo, but still get 75% of the subhalo pixels correct. We would then say that the network found and identified the subhalo (by contrast, in the per-pixel accuracy view, this would correspond to 75% accuracy). To assess this, we examined the pixels that were supposed to be marked as subhalo pixels with a given mass and analyzed the resulting predictions. The prediction with the most counts determines our label for the overall subhalo mass. The per-subhalo results are summarized in Table I, both for getting the correct mass bin, or detecting the substructure but possibly assigning it to an adjacent mass bin.
DOMAIN ADAPTATION

Machine learning models work by discovering correlations in training data. It is challenging to get them to work when new data is outside the realm of what they have been trained on, and a whole subfield is dedicated to the problem of adapting to new domains.

Both in the training and in the testing presented, each image had either no substructure or exactly one subhalo. Due to the steep slope of the subhalo mass function, we expect that many subhalos should be present in strong lensing images [32]. We therefore assess whether the network is capable of generalizing to other lensing situations after this training regimen.

In Fig. 1 we show an example with no noise, where we included many subhalos both near the Einstein ring and closer to the edge. Near the edge, the network is able to detect many of the heavier subhalos, but does not capture the lighter ones. The fact that training on a single subhalo generalizes to many subhalos is remarkable. It opens the possibility of using the results of the network to infer the subhalo mass function using many fewer images than if we could only detect a single subhalo at a time. This is the subject of the companion paper [31].

In panels A and B of Fig. 3, we examine the effect of two subhalos being close or overlapping. We choose two subhalos in the $10^{6.5} \text{M}_\odot$ bin because they are easy to identify by eye. The source light and main galaxy lens are kept constant throughout these images to see only the effect due to subhalos, and we include $1\%$ Gaussian noise. In A, the two subhalos are far enough away from each other that the network is able to resolve them separately. In panels B, the two subhalos are close enough that the true pixels are touching each other. The network does not correctly identify two individual subhalos in this case, but it does classify the pixels as belonging to a single, higher mass subhalo, $10^{10} \text{M}_\odot$. An animation of the subhalo traversing the image and its effect on the network output can be found at this link.

Finally, in panels C and D of Fig. 3 a second large halo is included in the image with a mass on the same order of the main lens, meaning that there are two main lens halos rather than a single one. The combined lenses result in much larger distortions of the light, as shown in the input images in the left columns. The Einstein ring in the training images was always around $1''$ in radius, while in these images it is closer to $2''$. This is why the network predicts the central lens as around $30\%$ too large. While the network is capable of identifying the presence and location of a second main lens, its shape is not captured well. In fact, we can see in panel D, how it adds a heavy subhalo to the center of the second lens. An animation showing the different positions of the second lens, and its effect on pixel classification, is available at this link.

FIG. 3: The left column displays the strongly lensed images used as input to the neural network. The middle column contains the pixel-by-pixel labels we want the network to reproduce. The right column shows the network predictions.

**DISCUSSION AND OUTLOOK**

This letter presents a method to determine both the mass and location of dark matter substructure within the halos of strong gravitational lenses using image segmentation on simulated images. When tasked with classifying pixels among eleven different classes, the neural network can identify the collection of pixels corresponding to subhalos of mass $10^6 \text{M}_\odot$ with $48\%$ accuracy and identifies subhalos with mass $m \geq 10^8 \text{M}_\odot$ with more than $78\%$ accuracy for noiseless images. This is quite impressive since the fractional change in intensity for a single subhalo of this mass is $O(\sim 10^{-4})$ [$O(\sim 10^{-2})$] for subhalos with mass $10^6 \text{M}_\odot$ [$10^8 \text{M}_\odot$]. When including $1\%$ noise, the sensitivity is reduced to $72\%$ for $m \geq 10^8 \text{M}_\odot$. It drops to $30\%$ for $10^8 \text{M}_\odot$ subhalos, because the standard deviation of the Gaussian noise is of the same order as the pixel brightness changes induced by $10^8 \text{M}_\odot$ subhalos, and lower mass subhalos are missed altogether. We note that the network does not add spurious subhalos at a significant rate, even when noise is included in the images.

While the network was trained only on images with a single strong lens and a single low-mass perturber near the Einstein ring, it is able to detect subhalos that are far from the lensed images, as well as the mass and location of additional substructure. When subhalos overlap, the network labels the sum of their effects. Furthermore, we showed that the network is also capable of identifying
two separate main lenses. These results suggest that the network has learned something fundamental about the lensing of light in General Relativity. Domain adaptation is a notoriously difficult task for machine learning models, but by learning the fundamental physics giving rise to these images, the network is able to generalize very well to images that look very different from the training samples but are nevertheless governed by the same principles.

The success of our image segmentation technique is very encouraging for various science applications of strong lens images. Our primary goal here has been the identification of dark substructure. By showing that it is able to locate and assign mass accurately to even very low mass halos paves the way for a new method of extracting the subhalo mass function from strong lens images (which we do for simulated images in our companion paper [31]). The subhalo mass function is a key target for dark matter science as we can use it to diagnose deviations from the cold dark matter scenario.

In sum, when including realistic levels of noise, we reach good accuracy for the same range of masses detected by traditional methods, but while these take $O$(weeks) to analyze each system, we do it in a fraction of a second. Furthermore, the success of the network in generalizing to multiple main lenses can also be seen as an indication that using image segmentation could help in the fundamental task of mass modeling for strong gravitational lenses, which is a very difficult and time-consuming process (inferring the presence due to substructure often requires mass-modeling as a first step). Of course here we simply used the two-lens images as an example of the out-of-sample adaptability of our network, but one could train an image segmentation model exclusively on images with more complicated main lens mass distributions.
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DATA GENERATION

The main text of this letter presented results of a machine learning technique to detect subhalos in strongly lensed images. A large dataset of images was used to both train the neural network as well as test its capabilities. To acquire this dataset, we simulated strong gravitational lens images using the software package LENSTRONOMY [29, 30]. We study images which are $80 \times 80$ pixels covering an area of $5'' \times 5''$, giving a resolution of 0.06''. Distance are computed using the Planck 2015 results in Ref. [33]. The main lens is chosen to have a singular isothermal ellipsoid (SIE) [34] profile with an Einstein radius around $1''$. We allow for some ellipticity and place the lens near the center, such that the lensed images are contained in the window. The lens is placed at redshift $z_{\text{lens}} = 0.2$. Subhalos are added to the lens, modeled by truncated NFW profiles [35] with a concentration parameter $c = 15$. The truncation occurs at five times the scale radius. With the full lens (main galaxy plus subhalos) the target labels are defined. All of the pixels within the Einstein radius of the SIE are marked as the main lens. Pixels within a circle of radius 2 pixels of a subhalo are labeled according to the subhalo mass bin. The source light is placed near the center of the image at a redshift of $z_{\text{source}} = 0.6$. We allow for up to four clumps of light, each modeled as a Srsic ellipse, with a radius between 0.1 and 1.0 kpc. The ellipticity of each clump is constrained to be less than 0.4 and each of the clumps must lie near each other. In this way, the resulting image resembles galaxy-galaxy strong lens images, rather than multiple far-away clumps of light lensed into multiple different images. All of our images are convolved with a Gaussian point spread function (PSF) kernel with a full-width half-maximum of 0.07'', similar to that of the Hubble Space Telescope (HST). When noise is added to an image, it is done by drawing from a Gaussian with zero mean and standard deviation which is 1% of the mean pixel brightness of the image. For further discussion of the data generation, see our companion paper [31].

NETWORK ARCHITECTURE AND TRAINING

To perform the image segmentation task, we implement a U-Net model [27] with PyTorch [28]. The input to the network is an $80 \times 80$ pixel image with a single channel (a grayscale image). We normalize the image by dividing by the maximum value. The U-Net consists of two halves, first a contracting path (where the image dimension shrinks), which is then followed by an expanding path (where the image dimension is dilated again).

The U-Net is built by repeating a series of three operations. These operations are convolution, batch normalization, and ReLU activation, which are then repeated a second time. This combination of operations will be referred to as a block. During the first block, the convolutional layers have height and width of $3 \times 3$ and 64 filters (resulting in 64 channels). The stride and padding on the convolution block are set to keep the height and width unchanged throughout the block, while allowing for more channels.

The resulting image is then down-sampled to $40 \times 40$ pixels using a max pooling layer. The down-sampling allows the next layers to effectively apply to a larger area of the image, giving the network the ability to learn features on different scales. From here, another block with 128 filters is applied. The result is again down-sampled to $20 \times 20$ pixels. Next is a block with 256 filters. The final contraction is down-sampling to $10 \times 10$ pixels. Additional blocks are used, with filter sizes of 512 and 256 in the two convolutional layers, respectively.

In the expansion path, lower resolution information is up-sampled to higher resolution. This is done with a large number of feature channels, which allows the network to propagate information to the high resolution layers. The upsamplings are done with a transposed convolutional layer with a height and width of $3 \times 3$ in PyTorch.

The output of the last layer in the contracting path is a $10 \times 10 \times 256$ array. In the first step of the expanding path the first two dimensions are up-sampled to $20 \times 20$ and then concatenated with the last layer in the contracting path with the same resolution. Following the concatenation, the data has dimensions of $20 \times 20 \times 512$. This is followed by a block with 256 and 128 filters. The data is again up-sampled, now to $40 \times 40$ and concatenated with the corresponding layer of the contracting path. A blocks is again applied, with 128 and 64 filters.

A final up-sampling brings the data back to the original resolution. This is then concatenated with the last layer before down-sampling. A block is applied, with 64 and 11 filters. These final 11 filters correspond to the 11 different classes the pixels can belong to (main lens, one of nine subhalo mass bins, or background). The softmax activation
Further discussion of the model architecture and training methodology can be found in our companion paper \[31\].

The cross entropy loss function is computed for each pixel and the network parameters are tuned using the Adam optimizer \[36\] with the standard $\beta$ values to minimize the loss. We start with a learning rate of $10^{-3}$ and iterate through the data in batches of 100 images. The loss is evaluated on an independent validation set after each epoch. When the validation loss has not improved for 5 epochs, the learning rate is lowered by a factor of 10; we do not allow the learning rate to drop below $10^{-6}$. The training ends when the validation loss has not improved for 15 epochs. Further discussion of the model architecture and training methodology can be found in our companion paper \[31\].
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