Design of an FPGA Hardware Optimizing the Performance and Power Consumption of a Plenoptic Camera Depth Estimation Algorithm

Faraz Bhatti (*) and Thomas Greiner (✉)

Institute of Smart Systems and Services (IoS³), Pforzheim University, Tiefenbronner Strasse 65, 75175 Pforzheim, Germany; thomas.greiner@hs-pforzheim.de
* Correspondence: faraz.bhatti@hs-pforzheim.de; Tel.: +49-7231-28-6854
† This paper is an extended version of our paper published in ICASSP 2021–2021 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Toronto, ON, Canada, 6–11 June 2021, doi:10.1109/ICASSP39728.2021.9414690.

Abstract: Plenoptic camera based system captures the light-field that can be exploited to estimate the 3D depth of the scene. This process generally consists of a significant number of recurrent operations, and thus requires high computation power. General purpose processor based system, due to its sequential architecture, consequently results in the problem of large execution time. A desktop graphics processing unit (GPU) can be employed to resolve this problem. However, it is an expensive solution with respect to power consumption and therefore cannot be used in mobile applications with low energy requirements. In this paper, we propose a modified plenoptic depth estimation algorithm that works on a single frame recorded by the camera and respective FPGA based hardware design. For this purpose, the algorithm is modified for parallelization and pipelining. In combination with efficient memory access, the results show good performance and lower power consumption compared to other systems.
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1. Introduction

Image processing is being used extensively in a wide range of applications, such as automation, quality control, security, robotics, research and healthcare. Recent advances in 3D image processing techniques have resulted in new challenges such as mobile applications with short execution time. Stereo camera setup is widely used as an optical method to estimate the depth of an object. This system, however, has some intrinsic limitations, such as camera position calibration. Plenoptic camera can be used to overcome such a problem [1]. The basic principle is similar to stereo camera system, as it works on the micro-images recorded by multiple points-of-view. These images can be modeled as inputs from several cameras with distinctive perspective. Hence, using this technique data can be used to analyze and extract parameters from a scene by recording just a single image. There are various algorithms available to manipulate the plenoptic raw image data, which vary on the basis of processing requirements and accuracy. These algorithms can be classified with respect to 2D and 3D parameters computation, such as refocusing [2–5] and depth estimation algorithms [6,7]. The former, as the name suggests, is used to focus different areas in the scene after the image is being captured. This is achieved by exploiting the information of micro-images. This paper presents a modified depth estimation algorithm based on [6], that works directly on the raw image and estimates depth from single frame. In [8], the corresponding advantages of this algorithm are discussed. General purpose processor based solution is flexible in nature, but due to its sequential nature it results in a
large execution time. Generally, a desktop graphics processing unit (GPU) can be employed. It provides the higher computation power at the cost of excessive energy consumption [9], which makes it an unfeasible choice in mobile systems with limited resources. We propose a modified version and an FPGA hardware architecture that is characterized by low power consumption and operates in real time. Hence, it is suitable for mobile applications.

The target mobile application is an assisted wheeled walker for the elderly. It is equipped with a plenoptic camera system to estimate the depth of the objects in real-time [10]. The objective is to warn or alert the respective user for an imminent hazardous situation or objects. It is a computation intensive application as it has real-time processing requirements, i.e., throughput should be better than 30 fps. A possible solution is to use a low-power mobile GPU which is a compromise between computation power and energy consumption, such as [11,12]. Hardware solutions are generally employed to cope with the performance problem. ASIC (application-specific integrated circuit) based solution is not viable, as it is not reconfigurable and it requires long design time that consequently results in higher cost [13,14], whereas FPGA is reprogrammable, it implements multi-level logic using both programmable logic blocks and programmable interconnects, and therefore can be used for prototyping. Moreover, it employs simpler design cycle and its respective time-to-market has a smaller overhead. In this way, FPGA combines the speed of hardware with the flexibility of software [15–17]. Thus, FPGAs are being used as performance accelerators in several image processing applications, such as [18,19].

This study presents an optimized FPGA based hardware design for the realization of targeted 3D depth estimation algorithm to boost the performance with respect to execution time. The presented design exploits the highly parallel architecture of FPGA and therefore enhances the performance by employing existing optimization techniques. For instance, by increasing the resources to process the algorithm to attain the performance gain. It decreases the execution time of an algorithm significantly. However, it also results in a trade-off between resource usage and performance. Ideally, all the tasks in the algorithm should be able to run in parallel. However, it is not always possible because of the inter-dependency of tasks. Further challenge is to select and define the segments that correspond to the largest tasks in an algorithm from execution time perspective. A performance boost can be achieved by optimizing such regions in the algorithm. Moreover, the hardware design is evaluated and compared with a low-power mobile GPU realization regarding performance and power consumption. The latter is implemented using similar optimizations as the FPGA design.

The rest of the paper is arranged as follows: Section 2 discusses the related work in the field of 3D image processing and hardware architectures. Section 3 explains plenoptic image processing concept and application. Sections 4 and 5 cover depth estimation algorithm and hardware system design. Sections 6 and 7 contain hardware implementation, evaluation and conclusion.

2. Related Work

In literature, various researchers have employed FPGA for image processing applications [20–24]. The authors of [25] presented an FPGA hardware architecture for real-time disparity map computation. In [26], authors developed a real-time stereo-view image-based rendering on FPGA. Few researchers proposed FPGA accelerators for plenoptic camera based systems, but they only deal with the 2D refocusing algorithms. Hahne et al. [27] used FPGA for the real-time refocusing of standard plenoptic camera. Their results show that FPGA performs better than GPU and general purpose computer with respect to execution time. Similarly, authors of [28] suggested the hardware implementation of super-resolution algorithm for plenoptic camera. They used the FPGA hardware in their design and the results have shown that the respective execution time was better than general purpose processor based system implementation. Pérez Nava et al. [29] have proposed the idea to use GPU to implement super-resolved depth estimation algorithm based on plenoptic camera system to improve the execution time performance. Similarly, the authors of [30] used GPU
for the real-time depth estimation using focused plenoptic camera. Lumsdaine et al. [31] also used GPU to achieve the real-time performance of the algorithm, which consists of refocusing and stereo rendering. These studies suggest that the GPU can be used as a solution to improve the execution time of such algorithms. However, it is an expensive solution from the perspective of power consumption. It is therefore not feasible for the target mobile application with limited available resources. One possible solution is to use a low-power mobile GPU, which has not been used for depth estimation algorithms based on plenoptic camera as per the best of authors’ knowledge.

A small number of researchers used FPGA for the depth estimation [32], and disparity [33] calculation algorithms based on plenoptic camera. However, these algorithms do not work directly on the raw data captured by the plenoptic camera. Latter’s approach uses multiple focused images separated by some distance, which can either be obtained by multiple cameras or by generating several images from one camera with different perspectives. It consequently adds an intermediate processing overhead and ultimately increases the total time of processing. To overcome this overhead, this paper presents an FPGA design that focuses on the algorithm which works directly on raw data and hence does not require intermediate processing. The raw data in this case consists of micro-images captured directly from the plenoptic camera. There are only few researchers who published algorithms which work directly on the raw images captured from a focused plenoptic camera, such as [6,7,34,35]. However, there are no hardware accelerators designed for such algorithms.

3. Plenoptic Camera Based Image Processing

Plenoptic or light-field camera collects the light-field information of a scene by employing specialized design. Unlike the conventional camera, plenoptic camera captures light as well as associated direction information. It contains a micro-lens array (MLA) between the main lens and the image sensor [36], as depicted in Figure 1. Whereby \( L_i \) represents a micro-lens in the grid with a unique identifier \( i \in \{1, 2, 3, \ldots \} \); \( d_L \) corresponds to the diameter of the micro-lens, \( f_m \) is the focal length of the main lens, \( a_m \) is the distance of the object from the main lens and \( b_m \) is the distance between virtual image and the main lens. Moreover, \( b_{Lm} \) is distance between MLA and the main lens, and \( b_L \) is the distance of the corresponding virtual image from the MLA, \( b_{Ls} \) is the distance between MLA and the image sensor. The image is formed behind the image sensor, hence it is virtual.

![Figure 1. A setup of focused light-field camera including a main lens, an image sensor and an MLA.](image-url)
as shown in Figure 2. As the scene is captured with several focal planes, the output image can be refocused even after it has been captured. In this way, a scene is recorded with several perspectives just by taking a single picture. Moreover, depth of the scene is computed by evaluating this data, that too can be estimated just by single recording of the scene. The depth-of-field (DOF) of the plenoptic camera is higher in comparison to same configuration conventional camera [7]. It also reduces occlusion regions [1] because of its large array of micro-lenses with small field view, which are closely interlaced together.

![Figure 2](image)

**Figure 2.** (a) Raw image captured by plenoptic camera (b) part of the image displaying micro-images (c) resulting image after applying refocusing (d) estimated sparse depth map of the scene.

### 4. Depth Estimation Algorithm

The used single recording plenoptic camera based depth estimation algorithm is based on [6]. However, it is modified to completely exploit the advantages of the hardware realization. The modifications include the usage of a non-parametric transform and a respective cost function for finding the correspondence with minimum error.

In order to model the main camera thin lens camera model can be used:

\[
\frac{1}{f_m} = \frac{1}{a_m} + \frac{1}{b_{Lm} + b_L}.
\]

In an MLA of the plenoptic camera, micro-lenses are arranged in a specific order, such as hexagonal. Due to such formation, a classic stereo camera paradigm can be considered for a pair of adjacent micro-lenses to calculate the depth of the scene, as shown in the Figure 3. Using the thin lens model, plenoptic camera is represented in 2D space as parallel planes: object plane \(O_p\), main lens plane \(M_p\), MLA plane \(M_{LP}\), sensor plane \(S_p\) and image plane \(I_{VP}\). Two micro-lenses \(L_1\) project points \(P_n\) onto \(S_p\) that is placed at the distance of \(b_{LS}\) from the \(M_{LP}\). Rays from \(L_1\) and \(L_2\) intersect at virtual point \(P_V\) onto the \(I_{VP}\). Moreover, \(d_i\) refers to the distance onto the \(S_p\) from the principal axis of the respective \(L_i\), and \(b\)
represents the baseline distance between the micro-lenses. The triangulation of this setup results in:

\[
\frac{\Delta d}{b} = \frac{b_{Ls}}{b_L}. \tag{2}
\]

Whereby \( \Delta d \) represents disparity that equals to: \( d_2 - d_1 \). The distance of \( P_v \), represented as virtual depth (\( v \)), is estimated with respect to intrinsic parameter \( b_{Ls} \) of the camera that is calculated during the calibration process. Thus, \( v \) is computed by the relative distance of \( b_L \) with respect to \( b_{Ls} \), which is only possible if the projected point is focused by minimum two micro-lenses.

\[
v = \frac{b_L}{b_{Ls}} = \frac{b}{\Delta d}. \tag{3}
\]

The baseline distance between two adjacent micro-lenses equals to its diameter. So Equation (3) becomes:

\[
v = \frac{d_l}{\Delta d}. \tag{4}
\]

By considering \( M_{LP} \) as a reference plane, 3D points can be represented as: center of a micro-lens \( L_i(c_{xi}, c_{yi}, 0) \), projection of a point \( P_{si}(x_{si}, y_{si}, b_{Ls}) \) onto \( S_P \), and the virtual point \( P_v(x_v, y_v, v) \) on \( I_{VP} \). With the help of Thales’s theorem:

\[
\frac{||P_v - P_{si}||}{||P_{si} - L_1||} = \frac{b_L - b_{Ls}}{b_{Ls}}. \tag{5}
\]

\[
P_v = L_1 + v \cdot (P_{si} - L_1). \tag{6}
\]

Similarly:

\[
x_v = c_{xi} + v \cdot (x_{si} - c_{xi}). \tag{7}
\]

\[
y_v = c_{yi} + v \cdot (y_{si} - c_{yi}). \tag{8}
\]

To calculate the actual distance of the object \( a_m \) from the main lens, Equation (1) can be used by substituting \( b_m = b_{Lm} + vb_{Ls} \), which results in:

\[
a_m = \frac{f_m(b_{Lm} + vb_{Ls})}{b_{Lm} + vb_{Ls} - f_m}. \tag{9}
\]
Processing Steps

These equations show that the object distance is computed by estimating virtual depth which subsequently depends on the points projected by the micro-lenses. These calculations show how the final depth is estimated, which is achieved by a series of steps. Therefore, modified algorithm is divided into several processing steps: pre-processing, non-parametric transform, best-match computation and consequently depth-evaluation, as depicted by a UML activity diagram in Figure 4.

During pre-processing, geometric data of the micro-images, including lens-types and corresponding coordinates of its center, is calculated with the help of calibration information. Moreover, valid pixels in the input raw image are defined with respect to the MLA. Raytrix R5 camera [38] used in this study consists of an MLA with three different types of micro-lenses. Figure 5 depicts micro-lenses with distinct focal-lengths that are arranged in a hexagonal order. The center micro-lens and the surrounding micro-lenses are represented by \( L_{ri} \) and \( L_{tj} \) respectively. The numbers \( (0–5) \), which are inscribed on the micro-lenses correspond to the values of \( j \) in \( L_{tj} \). Additionally, the radius of micro-lens \( r_{L} \), diameter \( d_{L} \) and baseline distance \( b \) with respect to the \( L_{ri} \) are indicated. Since the micro-lenses are arranged in a hexagonal order and their respective diameters are equal, the \( b \) between two micro-lenses is computed by:

\[
b = l_{n} \cdot d_{L}. \tag{10}
\]

Whereby \( l_{n} \) is a positive integer that implies how far is the target micro-lens \( L_{tj} \) from the \( L_{ri} \) in terms of number of micro-lenses, \( l_{n} \in \{1, 2, 3 \ldots\} \). However, it is only valid for the micro-lenses that are located at multiple of 60° with respect to the reference micro-lens. It is due to the hexagonal arrangement of the micro-lenses in the MLA grid. For instance, \( b \) of \( L_{ri} \) with the adjacent target micro-lens \( L_{i2} \) is calculated as:

\[
b = \frac{r_{L}}{\cos(60^\circ)} = 2 \cdot r_{L} = 1 \cdot d_{L}. \tag{11}
\]

The rest values of \( l_{n} \) are calculated by using trigonometric relations.
Figure 5. Micro-lenses hexagonal arrangement in the MLA.

Figure 6 contains two adjacent micro-images. The border \(b\), \(r_L\) and \(d_L\) of the micro-images are defined in number of pixels. Raytrix RS [38] camera has the \(b\) of 1 pixel. The modified algorithm defines valid pixels in a micro-image which are those that lie within the border of the micro-lens. The reference pixel \(P_r(x,y)\) is placed inside the reference micro-image \(I_{ri}\) whose center is at \(C_{ri}(c_{xi},c_{yi})\). The point \(P_r(x,y)\) is considered valid only if this condition holds true:

\[
\|P_r(x,y) - C_{ri}(c_{xi},c_{yi})\| \leq |r_L - b| \tag{12}
\]

The following step is to use a non-parametric transform on the input raw image. In the modified algorithm, census transform is employed. It depends on the relative order of the pixel intensities rather than the actual value of an intensity. This property makes it robust to illumination variations in an image. If a reference pixel \(P_r(x,y)\) is lying within neighborhood of \(N(P_r(x,y))\), where \(P_r(x,y) \notin N(P_r(x,y))\), the census transform is formally defined as [39]:

\[
\text{CT}\{P_r(x,y)\} = \bigotimes \xi(I(P_r(x,y)), I(P_r'(x',y'))) \tag{13}
\]

\[
\xi(I(P_r), I(P_r')) = \begin{cases} 
1 & \text{if}(I(P_r) < I(P_r')) \\
0 & \text{otherwise} 
\end{cases} \tag{14}
\]

Whereby, \(\text{CT}\{P_r\}\) is the census transformed pixel, \(P_r \in N(P_r), \xi(I(P_r), I(P_r'))\) is a comparison function and \(\bigotimes\) denotes the bit wise concatenation.

Best-match computation (BMC) involves finding the correspondence of valid census transformed reference pixel \(\text{CT}\{P_r(x,y)\}\) in target micro-images with a minimum error. This leads to the multi-view stereo problem, because every point of interest is projected by several micro-lenses. Correspondence is searched for a given \(\text{CT}\{P_{ri}(x,y)\}\) of a reference
micro-image $I_t(c_{xi}, c_{yi})$ in target micro-images $I_{ti}$. To save computation costs, search is restricted by matching only target pixels that lie on the epipolar lines within the neighborhood $N(P_t(x,y))$ micro-images. Since the micro-lenses in the MLA are rectified and their respective planes are parallel, the epipolar line $e_p$ of a stereo pair is parallel to the $b$, as shown in Figure 7. A virtual point $P_v$ is projected on two adjacent micro-images planes $I_1$ and $I_2$, at $P$ and $P'$, with centers $C_1$ and $C_2$ respectively.

![Figure 7. Two parallel micro-images depicting the epipolar geometry of the stereo pair.](image)

For each micro-image pair, stereo-matching is performed, the respective error is then subsequently compared. It results in a best-match for the given $P_{ri}(x,y)$. The modified algorithm uses Hamming distance as the cost function to determine the error of similarity during the process of finding the correspondence. Along with the computation of best-match, respective disparity is computed. Finally, in depth-evaluation, virtual depth is estimated by using corresponding disparity and baseline distance of the best-match measurement.

5. Hardware System Design

FPGA’s inherently parallel architecture enables it to be used as a hardware accelerator to improve the performance from execution time perspective. Thus the objective is to exploit the available parallelization in the algorithm with respect to the hardware. It is achieved either by executing tasks concurrently with the help of multiple processing units or by pipelining the computational tasks. The former results in excessive use of available resources. Thus can only be used with a limited number of tasks and iterations. Pipelining increases the throughput of the given design. In ideal parallel program structure, pipelining initiation interval ($ii$) is 1, which means next input can be applied to the pipeline after one clock cycle. This way the pipeline stages are always busy and maximum possible throughput is achieved. Bigger values of $ii$ correspond to the lower gain from the pipelining, for instance $ii = n$ implies that pipeline stage stalls after each operation for $(n - 1)$ clock cycle. There are various performance bottlenecks which restrict the associated gain from the parallelization.

Sequential dependencies within the algorithm substantially limit the performance of the hardware. Therefore, it is essential in designing process to define all the sequential dependencies between internal sub-modules of the algorithm. Figure 8 illustrates the UML composite internal structure diagram that includes dependencies between different components of the algorithm. Each component (sub-modules) of the algorithm requires an interface with the external storage that retains the input and output data related to the algorithm. Similarly, these components also require an interface with internal storage to save their intermediate results. Depth-evaluation depends on best-match computation that can only start processing as soon as the pre-processing and non-parametric transform come to an end. For this reason, all three components cannot start executing independently. However, intra-component tasks can be executed in parallel, such as defining valid pixels and defining lens type are independent of each other and hence can run concurrently. The next sections explain how the algorithm is adapted and optimized with respect to the performance.
5.1. Bottleneck Segments

These are the segments of code that correspond to the largest tasks in the algorithm from the perspective of execution time. They, represented by $BS_p^n$, are the dominant performance bottlenecks in an algorithm. Whereby $p$ corresponds to the sub-module of the algorithm and $n$ is the number of the segment. They consist of either a portion or a complete sub-module. They contain a large number of complex operations or operations in a recursive order.

The respective bottleneck segments of the modified algorithm are arranged in Table 1. It shows that the most $BS_p^n$ reside within the best-match computation sub-module of the algorithm. It is because of the recursive nature of the matching process. All of these $BS_p^n$ are adapted and optimized with respect to the hardware.

Table 1. Selected $BS_p^n$ from sub-modules of the algorithm.

| Sub-Module                      | $BS_p^n$ | Description                                                                 |
|--------------------------------|----------|-----------------------------------------------------------------------------|
| Pre-Processing                 | $BS_{pp}^1$ | Consists of recursive operations to calculate the grid lines of micro-lens array, such as lens-type. |
|                                | $BS_{pp}^2$ | Arranges and assigns the calculated micro-lens grid data to the corresponding micro-lenses. |
| Census Transform               | $BS_{ct}^1$ | Recursive operations to convert the input image to the transformed image with respect to the window size. |
| Best-Match Computation         | $BS_{bc}^1$ | Selects reference micro-image and fetches the respective input data to find the correspondence. |
|                                | $BS_{bc}^2$ | Recursive operations to select the target micro-images for matching. |
|                                | $BS_{bc}^3$ | Iterative search process to calculate error to find the correspondence across the target micro-image |
| Depth-Evaluation               | $BS_{de}^1$ | Transferring the calculated depth estimations to the memory |

5.2. Temporal Parallelization

In proposed modified algorithm, selection of a pair for the stereo-matching depends on the baseline distance $b$. The different $b$ with neighboring target micro-images $I_{ti}$ from reference micro-image $I_r$ in an MLA is shown in Figure 9. During the stereo-matching process, to find the correspondence, $I_r$ needs to be correlated with several $I_{ti}$ which are placed at $b$ distance from the respective $I_r$. Whereby $b$ is calculated by Equation (10). The values inscribed in the micro-lenses refer to the $l_n$ of the respective baseline distance. The angles represent the arrangement of $I_{ti}$ with respect to $I_r$ in the MLA.
Search process starts with target micro-images that are located at the shortest \( b = 1 \cdot d_L \) in all directions from \( I_r \). Subsequently, \( I_t \) that is placed at higher \( b \) is searched for a match. This way, baseline distance keeps increasing until a match is found. It is a computation intensive task due to its recursive nature. The modified algorithm reduces this effort by restricting the matching process. It is because the dimensions of the micro-images are quite small, e.g., \( d_L \) of Raytrix R5 camera is almost 23 pixels. It only allows each micro-image to capture a little fraction of information. Therefore, it can be established that the probability of finding the match is higher in the micro-images which are located in close proximity to the \( I_r \). By taking it into account, it is determined from experiments that a good match is found with \( I_t \), which is located within range of \( l_{\text{max}} = 4 \) from \( I_r \). Thus the maximum baseline distance is restricted to \( b = 4 \cdot d_L \).

From Figure 9, it is apparent that the matching occurs in all directions with respect to the \( I_r \). However, it causes redundant matching computations to take place, because in subsequent stereo-matching the role of same pair gets swapped, i.e., reference with target micro-image. For this reason, the proposed design allows only those micro-images to be correlated during the stereo-matching, which are located between \( 0 \leq \theta \leq -90 \) from the reference micro-image. It ensures matching to be carried out only once for each pair, and therefore it significantly reduces the redundant computations. In this formation, maximum number of target micro-images that can be correlated with \( I_r \) is \( n_T = 18 \).

Selection of micro-image pairs to find the best match is pipelined, as depicted in Figure 10. Whereby \( N \) corresponds to the latency of one matching task. The temporal parallelization ensures the extensive search for the match to be carried out concurrently. Total latency of stereo-matching with \( n_T \) number of target micro-images, without the pipelining is \( N \cdot n_T \) clock cycles, and with pipelining it equals to \( N + ii(n_T - 1) \) clock cycles. Thereby, gain obtained from temporal parallelization is restricted by the value of \( ii \).

In stereo-matching, to save computation, a condition is added which ensures that matching only occurs with \( I_t \) that are placed at higher distance \( (l_n > 1.73) \) if a match is found at the shorter distance. Thus, in a case, when no match is found at the shortest distance, search stops and the next reference pixel is selected. This however, results in inter-iteration (loop-carried) dependency that consequently increases \( ii \).
5.3. Spatial Parallelization

Finding the best match is a nested stereo-matching process, as shown in Figure 11. After selecting a target micro-image with respect to \( I_r \), matching is performed within its physical boundaries. Epipolar geometry is employed in the design in order to reduce the computation efforts. The maximum number of pixels, represented by \( M \), that can lie on an epipolar line \( e_p \) is equal to the diameter \( d_L \) of the micro-lens minus its border \( b_\mu \). For Raytrix R5 camera, \( M \) is calculated to 22 using following equation:

\[
M = d_L - b_\mu. \tag{15}
\]

From Figure 11, it is clear that matching process is recursive in nature. It therefore enables the proposed design to use the spatial parallelization, as depicted in Figure 12. Each correlation with target micro-image pixel \( P_{tj} \) computes error of stereo-matching and corresponding disparity. If the latency of each comparison is \( N_s \) clock cycles, the total latency to finish the matching process of hardware which ensures concurrency is ideally \( N_s \) clock cycles.
5.4. Census Transform

Census transform used in the design is adapted to exploit parallelization. Figure 13 shows a segment of an image where pixels are arranged in rows and columns (3 × 5). In this case, window size for the census transform is set to: \( M \times M = 3 \times 3 \). The process starts by selecting center pixel \( P_r \) that is correlated with the surrounding pixels within the respective window. In the next iteration, window shifts to right and the next center pixel \( P_{ri+n} \) is selected and process goes on. These windows are represented by dotted lines and distinct colors. This process is completely pipelined in the proposed design, which allows iterations to run concurrently. Moreover, in hardware design, resource usage is optimized by using the arbitrary width data type. The corresponding number of bits is set to: \( M \times M - 1 \). The inter-iteration dependencies are resolved by using a buffer of depth \( M \times M - 1 \) to store the bit comparison results during the correlation process.

Hamming distance is well established as a cost function for census transform. It is calculated for a target range and it results in dissimilarity between a pair of pixels. The pixel with the minimum Hamming distance corresponds to the best match for a given pixel \( P_r(x, y) \). For a \( M \times M \) window census transform, the number of bits \( n \) (bit length) of each transformed pixels is \( M \times M - 1 \). Sequential realization of Hamming distance implements long carry chains of the adders. The optimized hardware solution is a balanced tree implementation that uses adders with arbitrary number of bits for intermediate results, as shown in Figure 14. It consequently reduces the resource consumption. Total number of required adders are: \( n - 1 \). This figure shows the realization of a \( 5 \times 5 \) census transform window, so the bit length of pixels is 24, and the total number of adders required are 23. Maximum number of bits \( m \) for the adder is calculated by \( 2^m \), which is equal to or greater than \( n \), so in this case \( m \) is 5. This implementation only requires two clock cycles to produce the results, which includes operations: comparing bits (XOR), shifting right, sum of the set.
bits and in the end a comparison to check if it is the minimum distance and calculating the corresponding disparity.

![Hamming distance calculation](image)

**Figure 14.** Optimized hardware implementation with arbitrary width adders.

5.5. Memory Optimizations

The optimization of the hardware design is an iterative process. The major challenge lies in management of the memory accesses. Since the modified algorithm consists of a substantial number of computation operations, a large number of low latency memory cells are required to store the corresponding results. However, only limited such memory is available in a given FPGA based SoC. External DDR memory can be used but accessing such memory is costly with respect to the execution time. Thus a large number of memory accesses eventually increase the latency of the algorithm exponentially. The proposed algorithm design resolves this by partitioning the input raw image into several segments and process them from the DDR memory in parallel. This ensures concurrent access. The input image data are stored in the memory in a row-major order. The process to find the best match for a given pixel occurs in both directions, i.e., horizontal and vertical. Therefore, the image data are partitioned into smaller blocks. However, it makes the order of the data non-contiguous that is stored in a respective block, as shown in the Figure 15a. It is resolved by rearranging the blocks to ensure that the stored data are contiguous (see Figure 15b).

![Partitioned memory](image)

**Figure 15.** Partitioned memory to ensure contiguous access. (a) Non-Contiguous (b) Contiguous

Moreover, low latency memory cells are exploited during the matching process to comply with timing constraints. It is realized in conjunction with a lookup table, which stores the corresponding validity information of the pixels. A certain number of low latency memory cells are allocated to buffer the data from the external DDR memory. These data are repeatedly used in one iteration of the operations and therefore saves a large number of high cost external memory accesses.
Furthermore, a circular shift-buffer based on low latency memory is designed for the algorithm. As explained earlier, in stereo-matching, the micro-images are selected which lie on the epipolar line, and the baseline distance to choose target micro-images is restricted to 4. Thus in matching process, the same data are accessed multiple times because each pixel needs to be compared with the target micro-image. It establishes the ground to utilize the available memory in an optimized order by removing the redundant memory accesses. The idea is to perform stereo-matching with respect to rows and add the new input data from the external memory only when all the pixels placed on the first column of the buffer finish their respective matching. The memory is arranged from low to high addresses, as shown in left side of the Figure 16. The input data size is $R \times C$, so the buffer size is chosen $R \times C_0$. Whereby $C_0$ equals to a scalar value that is specified with respect to the available memory. The value of $C_0$ is set 92 in the implementation, because 4 micro-images are considered for the matching whose respective diameter is 23 pixels (Raytrix R5 camera). The data are arranged with respect to rows. When the succeeding column from input image requires to be written in the buffer, the pointer shifts right and the first element of each row is replaced by the respective new data. Subsequently, the shift-counter is increased by one. In this case, index of the buffer to access the last element is equal to the zeroth element index minus the shift-counter.

![Circular shift-buffer for the algorithm.](image)

**6. Evaluation and Results**

In the proposed design, FPGA is configured as a co-processor where it is not directly connected with an image acquisition logic. The hardware architecture for selected plenoptic camera based algorithm is presented in Figure 17. It is based on Xilinx Zynq UltraScale+ MPSoC that is divided mainly into processing system (PS) and programmable logic (PL). PS consists of a quad-core ARM processor, a dual core real-time ARM processor, a general interrupt controller, memory interfaces and on-chip-memory (OCM). PL contains FPGA configurable logic blocks, resources such as lookup tables (LUTs) and flip-flops (FFs). Furthermore, it contains DSP blocks and Block RAMs (BRAMs). Programmable logic and processing system communicates via high performance (HP) master/slave ports and accelerator coherency port (ACP). Plen-Module represents the depth estimation algorithm module in the system. It is connected with the application processor unit (APU) via AXI_Lite interface and master HP0 port. This interface is responsible for configuring and initializing the module. HP ports are connected directly to the external memory. Plen-Module utilizes available slave HP ports to communicate with memory for reading input data and storing output data. Intermediate results are stored in the BRAM. APU can read BRAM with the help of BRAM controller. Furthermore, Plen-Module is also connected with interrupt controller. Similarly, AXI_Timer is coupled with RPU via AXI_Lite interface. It is used for timing measurement.
The hardware design was realized with the help of Xilinx Vivado High-level synthesis (HLS) tool. It was implemented on Xilinx Zynq UltraScale+ ZCU102 programmable MPSoC with following parameters: census window size was $5 \times 5$, the range of Hamming distance matching was set to $d_L$ of micro-image that is 23 and the input image resolution was: $512 \times 512$. The RTL of the algorithm was generated via Xilinx HLS which was then incorporated in the system architecture using Xilinx Vivado design suite. For light-field images, few synthetic datasets are available, such as [40,41]. However, neither of them contain raw micro-images and therefore are not suitable for the presented algorithm. For this reason, a dataset was recorded focusing on indoor scenarios with the help of Raytrix R5 camera. The resulting sparse depth maps from the presented algorithm were correlated with the depth maps generated by the RxLive software (Raytrix GmbH [38]). The camera was considered to be calibrated and therefore same geometric parameters (i.e., lens type, validity) were used for all the test benches. The evaluation metric was execution time of the algorithm to calculate the depth map.

Figure 18 shows two different scenes captured by the camera. The top dataset (chair) represents an indoor scenario consisting of a table and a chair from the perspective of the wheeled walker, whereas the bottom one (cup) depicts objects closer to the camera. Images are arranged as follows: (from left to right) raw image consisting of micro-images, depth map calculated by RxLive and the depth map generated by the presented algorithm. From the figure, it is clear that the latter’s depth map was more dense than the RxLive. The quantitative results calculated by image statistics are listed in the Table 2. The density was computed by dividing the total number of valid depth pixels with the total number of pixels in the given area. It shows that the density of the depth maps estimated by presented algorithm for chair dataset was $\approx 52$ times more, and for cup dataset was $\approx 7$ times more than the respective RxLive depth maps. Similarly, presented algorithm’s depth map density for chair dataset was $\approx 31\%$ more, and for cup dataset is $\approx 21\%$ higher than the respective Zeller et al. [6] depth maps. Moreover, the standard deviation of the depth maps from RxLive was slightly better than the presented algorithm.
Figure 18. Raw image (left), filtered RxLive sparse depth map (middle) and filtered sparse depth map calculated by the presented algorithm (right).

Table 2. Sparse depth map images statistics.

|       | Std. Deviation | Density | Valid Pixels  |
|-------|----------------|---------|---------------|
| chair | Presented Alg. | 0.161   | 0.842         | 882,533       |
|       | Zeller et al. [6] | 0.178   | 0.64          | 676,763       |
|       | RxLive          | 0.124   | 0.016         | 16,851        |
| cup   | Presented Alg. | 0.181   | 0.501         | 525,385       |
|       | Zeller et al. [6] | 0.173   | 0.413         | 433,148       |
|       | RxLive          | 0.160   | 0.072         | 75,108        |

The initial implementations of the design were not able to meet the timing constraints, such as setup time. Moreover, the latency of first implementable design was more than 1 hour. However, after repeatedly improving the system, the latency dropped and timing constraints were met. The actual execution time of the algorithm measured in milliseconds with respect to different optimizations is arranged in Table 3. BS_{Bn} in the first column of the table refers to the bottleneck segments listed in Table 1, whereas optimization corresponds to the approaches described in Section 5. Hence, the group of both represents the optimization used at specific BS_{Bn}. Moreover, this table includes the maximum latency obtained from Xilinx HLS as well as the utilization results acquired from Xilinx Vivado design suite. The utilization was measured by the consumption of LUTs, FFs, BRAMs and DSPs. To measure the accuracy of the results, percentage of bad pixels (BPR) that corresponded to the error ≥ 1 and the absolute relative error were used. The maximum achieved clock frequency that met implementation timing constraints was 200 MHz.
Table 3. Actual execution time, gain, utilization and error comparison

| Optimization     | Execution Time in ms | Gain in ms | Max. Latency in Clocks | BPR in % | Abs. Rel Error | Utilization Vivado |
|------------------|----------------------|------------|------------------------|----------|----------------|---------------------|
| Optimization     |                      |            |                        |          |                | LUTs | FFs  | BRAMs | DSPs |
| BS_{pp}^{1}, BS_{pp}^{2}, BS_{ct}^{1} | 1121.25              |            | \(3.64 \times 10^9\)   | 18.36    | 0.146          | 15,628 | 19,623 | 10 | 16 |
| BS_{bc}^{2}, Temporal | 726.96              | 394.28     | \(1.34 \times 10^9\)   | 18.36    | 0.146          | 16,986 | 20,520 | 10 | 16 |
| BS_{bc}^{2}, Temporal | 604.06              | 122.89     | \(1.85 \times 10^9\)   | 18.36    | 0.146          | 14,845 | 19,094 | 10 | 15 |
| BS_{bc}^{2}, Spatial | 600.33              | 3.73       | \(1.85 \times 10^9\)   | 18.36    | 0.146          | 18,291 | 21,811 | 10 | 16 |
| BS_{bc}^{3}, Spatial | 562.62              | 37.71      | \(2.08 \times 10^8\)   | 18.54    | 0.145          | 18,986 | 21,811 | 5 | 16 |
| BS_{bc}^{3}, Spatial | 600.33              | 3.73       | \(1.85 \times 10^9\)   | 18.36    | 0.146          | 18,896 | 21,811 | 5 | 15 |
| Combination      | 334.41               | 228.21     | \(1.41 \times 10^7\)   | 18.37    | 0.146          | 20,900 | 25,150 | 10 | 267 |
| Hamm_Distance    | 311.11               | 23.3       | \(1.41 \times 10^7\)   | 18.37    | 0.146          | 21,446 | 25,085 | 5 | 13 |
| Memory_Opt.      | 27.18                | 283.92     | \(6.72 \times 10^6\)   | 18.45    | 0.147          | 29,412 | 28,769 | 1797 | 272 |

BS_{pp}^{1}, BS_{pp}^{2} and BS_{ct}^{1} were adapted to use the temporal parallelization, and the respective execution time of the algorithm consequently dropped to 1121.25 ms. Similarly, temporal parallelization on BS_{bc}^{2} and BS_{bc}^{3} resulted in gain of 394.24 and 122.89 ms respectively. The execution time was further reduced by using spatial parallelization on BS_{bc}^{2} and BS_{bc}^{3}. The combination of temporal and spatial parallelization on BS_{bc}^{1}, BS_{bc}^{2} and BS_{bc}^{3} caused the execution time to dramatically decrease to 334.41 ms. Subsequently, Hamming distance optimization together with arbitrary length fixed point numbers shrink down the execution time by \(\approx 8\%\), which was at the cost of \(\approx 3\%\) additional LUTs, almost twice the BRAMs and \(\approx 20\) times more DSPs, whereas the FFs consumption was slightly improved by \(\approx 0.25\%\). The overall resource usage increased due to the length of the fixed point numbers. Finally, memory optimization brought the execution time down to 27.18 ms. The corresponding gain was 283.92 ms, whereas the number of BRAMs raised to 1797 that corresponded to \(\approx 98.5\%\) utilization.

The presented algorithm was additionally adapted, optimized, implemented and tested on a mobile GPU. It was achieved by refining bottleneck segments to exploit parallelization. The algorithm was realized using CUDA programming model. The respective specification of each execution platform employed in the evaluation process is listed in Table 4. The comparison of executing the modified single recording algorithm on the PC-system, on mobile GPU based system and on FPGA MPSoC is arranged in Table 5. The GPU was configured in 6-core 15 watt mode. The power consumption was calculated by measuring the current drawn and voltage with the help of digital multimeter (Protek 506). FPGA hardware was \(\approx 20\%\) faster than mobile GPU and \(\approx 69\%\) faster than the PC-system. Consequently, it provided highest fps and consumed the least power as compared to both mobile GPU and PC-system. From these results, it can be concluded that the presented FPGA design was a suitable solution for the targeted mobile application.

Table 4. PC-system, mobile GPU and FPGA specifications.

| Platform             | Specifications                                               |
|----------------------|-------------------------------------------------------------|
| PC-system            | Corsair 200R desktop, Windows 10, Intel core i7-7700K CPU,  |
|                      | 512 GB SSD and 16 GB RAM.                                   |
| Mobile GPU           | NVIDIA® Jetson Xavier NX™, CUDA cores = 384,                |
|                      | Max. Memory = 8 GB LPDDR4x @51.2 GBits/s.                   |
|                      | Xilinx Zyng UltraScale + ZCU102 MPSoC contains               |
| FPGA MPSoC           | LUTs = 274,080, FFs = 548,160 and BRAMs = 1824.            |
Table 5. PC-system, mobile GPU and FPGA comparison.

|                      | Exec. Time per Frame | Throughput in fps | Power in W | Performance in fps/W |
|----------------------|----------------------|-------------------|------------|-----------------------|
| PC-System            | 88 ms                | 11                | 85.1       | 0.13                  |
| Mobile GPU           | 34 ms                | 29                | 13.4       | 2.19                  |
| FPGA MPSoC           | 27 ms                | 37                | 7.1        | 5.21                  |

7. Conclusions

Depth estimation algorithms are used in various fields, such as in research and automation. This paper proposes a plenoptic based approach which works on a single recording of a raw image from the light-field camera. From the timing point of view, high computation tasks and large resulting execution time are the biggest challenges of such algorithms. The existing solution is to use a GPU based system with high computation power to comply with the computation requirements. However, this solution is expensive from power consumption perspective and therefore cannot be used in power limited applications, such as a mobile application. This paper proposes a modified single recording plenoptic camera based depth estimation algorithm. Moreover, it presents a FPGA based hardware design in order to optimize the performance of the algorithm by employing inherited parallelization. FPGA based hardware exploits both temporal and spatial parallelization in the targeted algorithm. The performance bottleneck is mainly caused by the presence of recursive operations and large memory access time. Optimization of memory accesses and managing the resources is a complex and an iterative process. The presented hardware design is realized and compared with the low-power mobile GPU solution. The results have shown a considerable improvement in the performance with respect to execution time. It leads to the conclusion that the presented FPGA hardware design is faster and consumes less power as compare to both PC-system and mobile GPU based solutions.
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Abbreviations

The following abbreviations are used in this manuscript:

ACP Accelerator Coherency Port
APU Application Processor Unit
ASIC Application-specific Integrated Circuit
BPR Percentage of Bad Pixels
BRAM Block RAM
CPU Central Processing Unit
CT Census Transform
DOF Depth of Field
FF Flip-flop
GPU Graphics Processing Unit
HLS  High-level Synthesis
ii  Initiation Interval
LUT  Lookup Table
MLA  Micro-lens Array
OCM  On-chip-memory
PL  Programmable Logic
PS  Processing System
RMSE  Root-mean-square Error
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