We study the existence of finite characterisations for modal formulas. A finite characterisation of a modal formula $\phi$ is a finite collection of positive and negative examples that distinguishes $\phi$ from every other, nonequivalent modal formula, where an example is a finite pointed Kripke structure. This definition can be restricted to specific frame classes and to fragments of the modal language: a modal fragment $\mathcal{L}$ admits finite characterisations with respect to a frame class $\mathcal{F}$ if every formula $\phi \in \mathcal{L}$ has a finite characterisation with respect to $\mathcal{L}$ consisting of examples that are based on frames in $\mathcal{F}$. Finite characterisations are useful for illustration, interactive specification and debugging of formal specifications, and their existence is a precondition for exact learnability with membership queries. We show that the full modal language admits finite characterisations with respect to a frame class $\mathcal{F}$ only when the modal logic of $\mathcal{F}$ is locally tabular. We then study which modal fragments, freely generated by some set of connectives, admit finite characterisations. Our main result is that the positive modal language without the truth-constants $\top$ and $\bot$ admits finite characterisations w.r.t. the class of all frames. This result is essentially optimal: finite characterisability fails when the language is extended with the truth constant $\top$ or $\bot$ or with all but very limited forms of negation.
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1 INTRODUCTION

By the standard Kripke semantics of modal logic, we can associate to every modal formula $\phi$ the (possibly infinite) class of pointed models that satisfy it, and, by complementation, the set of pointed models that do not satisfy it. We will call the former positive examples of $\phi$, and we will call the latter negative examples of $\phi$. We study the question whether it is possible to characterise a modal formula $\phi$, by a finite set of positive and negative examples. In other words, we study the question whether there is a finite collection of positive and negative examples, such that $\phi$ is the only formula (up to logical equivalence), that fits these examples. Furthermore, ideally, we
would like these examples to be finite structures. If such a uniquely characterizing finite set of finite examples exists, we call it a **finite characterisation** of $\phi$.

Generating a uniquely characterizing set of examples for a given logical specification can be useful for illustration, interactive specification and debugging purposes (e.g., the work of Mannila and Räihä [13] for relational database queries, Alexe et al. [1] for schema mappings and Staworko and Wieczorek [17] for XML queries). The exhaustive nature of the examples is useful in these settings, as, intuitively, they essentially display all the ‘ways’ in which the specification can be satisfied or falsified. The existence of finite characterisations is also important as a precondition for learnability in the model of **exact learning with membership queries** [2]: (efficient) exact learnability with membership queries is only possible when the concept class in question admits a finite (polynomial-size) unique characterisations. Conversely, an effective procedure for constructing finite characterisations gives rise to an effective (but not necessarily efficient) exact learning algorithm with membership queries. Exact learnability is an active topic of research in knowledge representation, where, in particular, the learnability of concept expressions in various description logics is studied, corresponding to fragments of modal logic [6–8, 16, 18].

We begin by observing that no modal formula has a finite characterisation with respect to the full modal language, if we consider the modal logic $K$ (i.e., the modal logic of the class of all frames). This initial negative result leads us to explore two questions:

1. For which frame classes $K$ does it hold that the modal logic of $K$ admits finite characterisations?
2. Which fragments of the modal language admit finite characterisations (w.r.t. all frames)?

We answer the first question by showing that the modal logics that admit finite characterisations are precisely the **locally tabular** modal logics. Since local tabularity is quite rare, we can view this as a negative result, which provides additional motivation for studying the second question.

To study the second question, we consider all modal fragments $L_C$ that are generated by a set of operators $C \subseteq \{\land, \lor, \Diamond, \Box, \top, \bot, \neg\}$, where $\neg$ denotes atomic negation (i.e., negation applied to propositional variables). We almost completely classify these fragments as to whether they admit finite characterisations. In particular, our main result states that $L_{\Box, \Diamond, \land, \lor}$ (i.e., the positive fragment without $\top$ and $\bot$) is a maximal fragment admitting finite characterisations, and that finite characterisations can be computed effectively for formulas in this fragment.

A significant part of the article is devoted to the study of the fragment $L_{\Box, \Diamond, \land, \lor}$. Building on the work of Kurtonina and de Rijke [12], we give a semantic characterisation of this fragment in terms of invariance for “weak simulations”. We then proceed to study the category of finite pointed Kripke structures under weak simulations. In particular, we establish a method for constructing finite dualities (a.k.a., splittings) in this category. Finally, we show that these finite dualities give rise to finite characterisations for $L_{\Box, \Diamond, \land, \lor}$-formulas. We also study size bounds for finite characterisations and the computational complexity of computing these.

**Outline.** In Section 2, we review basic concepts and notation from modal logic. In Section 3, we introduce the notion of finite characterisations, and we present our main results regarding finite characterisations for modal formulas. Section 4 is dedicated to the proof of our result for $L_{\Box, \Diamond, \land, \lor}$, and also develops the general theory of this specific fragment. Finally, in Section 5, we discuss complexity aspects and size bounds, and we discuss further extensions of our framework.

**Related Work.** Most of the results presented here were obtained in the master’s thesis of Koudijs [11]. We draw on earlier results from prior works [1, 18] regarding finite characterisations for database schema mappings and conjunctive queries (equivalently, positive-existential FO formulas). Specifically, as we will explain in Section 3, it follows from results from prior works [1, 18]
that $L_{\otimes, \wedge, \vee, \top}$ admits finite characterisations. Recently, in the work of Funk et al. [8] and ten Cate et al. [19], the results from prior works [1, 18] were further extended to obtain finite characterisations in the presence of certain background theories such as lightweight ontologies. Fortin et al. [6] and Sestic [16] studied the existence of finite characterisations for fragments of the linear temporal logic LTL. Finally, Staworko and Wieczorek [17] studied finite characterisations for XPath twig queries, which can also be viewed as a fragment of modal logic (with child and descendant modalities) interpreted on finite trees.

2 PRELIMINARIES (MODAL LOGIC)

In this preliminary section, we will review the basics of modal logic. We refer to the work of Blackburn et al. [3] for more details.

**Definition 2.1 (Full Modal Language, Modal Fragments).** The full modal language $L_{\text{full}}[\text{Prop}]$ over a set $\text{Prop}$ of propositional variables is recursively generated by

\[ \varphi ::= \top | \bot | p | \neg_{at} p | (\varphi \land \varphi) | (\varphi \lor \varphi) | \Diamond \varphi | \Box \varphi, \]

where $p \in \text{Prop}$ and $\neg_{at}$ has the same semantics as ordinary negation $\neg$. A modal language $L$ over the variables $\text{Prop}$ (notation: $L[\text{Prop}]$) is any collection of modal formulas over $\text{Prop}$—that is, any subset of $L_{\text{full}}[\text{Prop}]$. Occasionally, we will just write $L$ when the set of base variables is clear from context.

For $S \subseteq \{\land, \lor, \Diamond, \Box, \top, \bot, \neg_{at}\}$, we denote by $L_S[\text{Prop}]$ fragment of $L_{\text{full}}[\text{Prop}]$ consisting of formulas generated from propositional variables using only the operators in $S$.

We will refer to $\Box$ and $\Diamond$ as modal operators. The dual of a connective in $\{\land, \lor, \Diamond, \Box, \top, \bot, \neg_{at}\}$ is defined as follows: $\land, \lor$ are each other’s dual, $\Diamond, \Box$ are each other; $\top$ is dual, and $\bot$ is each other’s dual.

Note that we assume formulas to be in negation normal form (i.e., we assume that negations can only appear in front of variables, and that double negations never occur) and make this explicit by viewing $\neg_{at}$ as a restricted connective that can only be applied to ( unnegated) variables.

**Definition 2.2 (Kripke Models, Pointed Models, Frames).** A (Kripke) model is a triple $M = (\text{dom}(M), R, v)$, where $\text{dom}(M)$ is a set of ‘possible worlds’, $R \subseteq \text{dom}(M) \times \text{dom}(M)$ a binary ‘accessibility’ relation and $v : \text{dom}(M) \rightarrow \mathcal{P}(\text{Prop})$ is a colouring.\(^1\) A (Kripke) frame is a Kripke model without a colouring. For any model $M = (\text{dom}(M), R, v)$, let $\text{Fr}(M) = (\text{dom}(M), R)$ be its underlying frame. A pointed model is a pair $(M, s)$ of a Kripke model $M$ together with a state $s \in \text{dom}(M)$\(^2\).

**Definition 2.3 (Semantics).** The semantic clauses for modal logic are as follows:

\[
M, s \models p \quad \text{iff} \quad p \in v(s) \\
M, s \models \neg_{at} p \quad \text{iff} \quad \text{not } M, s \models p \\
M, s \models \top \quad \text{always} \\
M, s \models \bot \quad \text{never} \\
M, s \models \varphi \land \psi \quad \text{iff} \quad M, s \models \varphi \text{ and } M, s \models \psi \\
M, s \models \varphi \lor \psi \quad \text{iff} \quad M, s \models \varphi \text{ or } M, s \models \psi \\
M, s \models \Diamond \varphi \quad \text{iff} \quad \exists t \in R[s] \text{ with } M, t \models \varphi \\
M, s \models \Box \varphi \quad \text{iff} \quad \forall t \in R[s] \text{ it holds that } M, t \models \varphi.
\]

\(^1\)An ordinary valuation function $V : \text{Prop} \rightarrow \mathcal{P}(\text{dom}(M))$ induces a ‘colouring’ $\text{col}(V) : \text{dom}(M) \rightarrow \mathcal{P}(\text{Prop})$ as its transpose $\text{col}(V)(w) = \{ p \in \text{Prop} | w \in V(p) \}$.

\(^2\)Sometimes, we will be sloppy and write $M, s$ instead of $(M, s)$ for pointed models.
Finally, we set
\[ \text{mod}(\phi) := \{(M, s) \mid M, s \models \phi\}, \quad \text{finmod}(\phi) := \{(M, s) \mid M, s \models \phi, \ \text{dom}(M) \text{ is finite}\}. \]

For any two modal formulas \( \phi \) and \( \psi \), we say that \( \phi \) entails \( \psi \) and write \( \phi \models \psi \) if \( \text{mod}(\phi) \subseteq \text{mod}(\psi) \) (i.e., if every model of \( \phi \) is also a model of \( \psi \)). Finally, for any class of frames \( \mathcal{F} \), we define
\[ \text{mod}_{\mathcal{F}}(\phi) := \{(M, s) \mid M, s \models \phi \ \& \ \text{Fr}(M) \in \mathcal{F}\}. \]

\textbf{Definition 2.4 (Bisimulation).} Let \((M, s), (M', s')\) be two pointed models. A relation \( Z \subseteq \text{dom}(M) \times \text{dom}(M') \) is a bisimulation (notation: \( Z : M, s \leftrightarrow M', s' \)), and we say that \((M, s)\) and \((M', s')\) are bisimilar, if \((s, s') \in Z\) and for all \((t, t') \in Z\), the following clauses are satisfied:

\begin{itemize}
  \item \text{(atom)} \( v^M(t) = v^{M'}(t') \)
  \item \text{(forth)} For all \( u \in \text{dom}(M) \), \( R^M tu \) implies \( \exists u' \in M' \) with \( R^M t'u' \) and \( (u, u') \in Z \)
  \item \text{(back)} For all \( u' \in \text{dom}(M') \), \( R^M t'u' \) implies \( \exists u \in M \) with \( R^M tu \) and \( (u, u') \in Z \).
\end{itemize}

\textbf{Theorem 2.5.} Modal formulas are invariant under bisimulations—that is, if \( M, s \models \phi \) and \( M, s \leftrightarrow M', s', \) then \( M', s' \models \phi \) (and vice versa) for all modal formulas \( \phi \).

\textbf{Kripke models can be seen as a special type of first-order structures, and that the modal language can be seen as a fragment of first-order logic over these special types of structures through a fully compositional translation that is known as the standard translation that maps a modal formula \( \phi \) to a first-order formula \( ST_\chi(\phi) \) with one free variable, \( x \). In fact, there is a well-known converse to bisimulation-invariance, known as the Van Benthem characterisation theorem.}

\textbf{Theorem 2.6 (Van Benthem Characterisation [20]).} A first-order formula \( \alpha(x) \) (in the signature with one binary relation and finitely many unary relations) is invariant under bisimulation iff it is equivalent to the standard translation of a modal formula.

For every pointed model \((M, s)\), let \((M \uparrow s, s)\) be the point-generated submodel of \( M \) generated by \( s \)—that is, the restriction of \( M \) to the subset of all nodes reachable from \( s \). It is easily seen that every pointed model \((M, s)\) is bisimilar to its point-generated submodel \((M \uparrow s, s)\). We say that a pointed model \((M, s)\) is point-generated if \( M = M \uparrow s \). We say that a bisimulation \( Z : M, s \leftrightarrow M', s' \) is total if \( \text{dom}(Z) = \text{dom}(M) \) and \( \text{ran}(Z) = \text{dom}(M') \).

\textbf{Lemma 2.7.} If \( Z : M, s \leftrightarrow M', s' \) and the pointed models \((M, s)\) and \((M', s')\) are point-generated, then \( Z \) is total.

\textbf{Proof.} Let \( Z : M, s \leftrightarrow M', s' \), where \( M = M \uparrow s \) and \( M' = M' \uparrow s' \). First, we show that for each \( t \in \text{dom}(M) \), there is some \( t' \in \text{dom}(M') \) with \( (t, t') \in Z \). Since \((M, s)\) is point-generated, there is some finite path \( (t_0, \ldots, t_n) \) in \( M \) with \( t_0 = s \) and \( t_n = t \). Applying the [forth] clause \( n \) times, we get a path \( (t'_0, \ldots, t'_n) \) in \( M' \) with \( t'_0 = s' \) and \( (t_i, t'_i) \in Z \) for all \( i \leq n \). Then, \( t'_n \in \text{dom}(M') \) is as desired. The proof in the other direction is entirely symmetric.

Next, we define a number of notions that are concerned with depth.

\textbf{Definition 2.8 (Modal Depth).} The modal depth \( d(\phi) \) of a formula \( \phi \) is the length of the longest sequence of nested modal operators in \( \phi \).

\textbf{Definition 2.9 (Path, Height).} A finite path through a model \( M \) is a finite sequence \( (t_0, \ldots, t_n) \) of states in \( \text{dom}(M) \) such that \( R(t_i, t_{i+1}) \) holds for all \( i < n - 1 \). We also write \( t_0 R \ldots R t_n \) for this path. The length of a path is the number of states visited (i.e., the length of \( (t_0, \ldots, t_n) \) is exactly \( n - 1 \)). The height of a pointed model \((M, s)\) is the length of the longest finite path in \( M \) starting at \( s \), or \( \infty \) if there is no finite upper bound.
Definition 2.10 (n-Bisimulations). Let \((M, s), (M', s')\) be two pointed models and \(n\) a natural number. We say that \((M, s)\) and \((M', s')\) are \(n\)-bisimilar (notation: \(M, s \leftrightarrow_n M', s'\)), if there is an indexed collection of binary relations \(Z_0, \ldots, Z_{n-1} \subseteq \text{dom}(M) \times \text{dom}(M')\) with \((s, s') \in Z_0\) such that

1. (atom) for all \((t, t') \in Z_0 \cup \ldots \cup Z_{n-1}\), we have \(v^M(t) = v^{M'}(t')\),
2. and moreover for all \(i < n - 1\) and all \((t, t') \in Z_i\), the following clauses are satisfied:
   - (forth) For all \(u \in \text{dom}(M)\), \(R^M tu\) implies \(\exists u' \in M'\) with \(R^{M'} t'u'\) and \((u, u') \in Z_{i+1}\).
   - (back) For all \(u' \in \text{dom}(M')\), \(R^{M'} t'u'\) implies \(\exists u \in M\) with \(R^M tu\) and \((u, u') \in Z_{i+1}\).

The collection \(Z_0, \ldots, Z_{n-1}\) is called a \(n\)-bisimulation.

Proposition 2.11 ([3]). Modal formulas of depth at most \(n\) are preserved under \(n\)-bisimulations.

Proposition 2.12. For all pointed models \((M, s)\), \(\text{height}(M, s) \leq |\text{dom}(M)|\) or \(\text{height}(M, s) = \infty\).

Proof. Suppose that \(\text{height}(M, s) \neq \infty\) (i.e., \(\text{height}(M, s) = n\) for some \(n\)). Then there is some path \((s, t_1, \ldots, t_{n-1})\) of length \(n\) through \(M\) starting at \(s\). All element on this path must be distinct, because, otherwise, it is easy to see that there would be an infinite path. It follows that \(\text{height}(M, s) = n \leq |\text{dom}(M)|\).

Proposition 2.13. Let \(n\) be a natural number. Every pointed model \((M, s)\) with \(\text{height}(M, s) \geq n\) is \(n\)-bisimilar to a pointed model \((M', s')\) with \(\text{height}(M', s') = n\).

Proof. We define the depth-\(n\) tree unravelling of a pointed model \((M, s)\), a well-known construction in modal logic [3]. Given \((M, s)\), we construct \((M', s')\) as follows. Set \(\text{dom}(M')\) to be the set of all paths \((s_0, \ldots, s_k)\) through \(M\) with \(s_0 = s\) and \(k \leq n - 1\), and let \(s' \in \text{dom}(M')\) denote the singleton path \((s)\). The accessibility relation is given by initial segment—that is, if \(\rho = (s_0, \ldots, s_k)\) and \(\rho' = (s'_0, \ldots, s'_k)\) are two such paths, then \(R^M \rho \rho'\) holds if \(k' = k + 1, s_i = s_i\) for all \(i \leq k\) and \(R^M s_k, s_{k+1}\) holds. Finally, a proposition letter \(p \in \text{Prop}\) is true at a path \(\rho = (s_0, s, \ldots, s_k)\) if \(p \in v^M(s_k)\). Clearly, we have \(\text{height}(M', s') = n\), since by assumption that \(\text{height}(M, s) \geq n\) there exists at least one path of length \(n\). For \(i \leq n - 1\), define the following relations:

\[
Z_i := \{(\rho, s) \in \text{dom}(M') \times \text{dom}(M) \mid s \text{ is the last state occurring in } \rho \text{ and } \rho \text{ has length } i\}.
\]

We claim that \(Z_0, \ldots, Z_{n-1}\) forms an \(n\)-bisimulation between \((M', s')\) and \((M, s)\). Let \(i \leq n - 1\) and \((\rho, t) \in Z_i\). The atomic clause is in each case obvious by definition of the truth of atomic propositions in \(M'\). For the [forth] clause, just note that if \(R^M \rho \rho'\), then by construction the last state of \(\rho'\) is a successor of the last state of \(\rho\). Lastly, for the [back] clause, if \(R^M t\rho'\) and \(\rho = (s_0, \ldots, s_i)\), then there exists a successor \(\rho' := (s_0, \ldots, s_i, s')\) of \(\rho\) in \(M'\) such that \(R^M \rho \rho'\).

3 FINITE CHARACTERISATIONS FOR MODAL FORMULAS

In this section, we introduce the question of finite characterisability for modal formulas, and we list the main results. Finite characterisations can be defined relative to any concept class. We therefore first briefly review the definition of a concept class, and we will explain how modal fragments can be viewed as concept classes.

Definition 3.1 (Concept Classes). A concept class is a triple \(C = (X, C, \lambda)\), where \(X\) is a class of examples, \(C\) is a collection of concepts\(^3\) and \(\lambda : C \rightarrow 2^X\).

\(^3\)Although strictly speaking elements \(e \in C\) are syntactic representations of subsets \(\lambda(c)\) of the example space \(X\), we opt to call them concepts instead.
We interpret $\lambda(c)$ as the collection of positive examples for $c$, and the complement $X - \lambda(c)$ as the collection of negative examples for $c$. Note that we may have two distinct representations $c, c' \in C$ that represent the same concept (i.e., such that $\lambda(c) = \lambda(c')$). In this case, we call $c$ and $c'$ equivalent. We will call a concept class $C = (X, C, \lambda)$ essentially finite if the set $\{\lambda(c) \mid c \in C\}$ is finite, or, in other words, if there are only finitely many concepts, up to equivalence.

**Definition 3.2 (Finite Characterisations).** Let $C = (X, C, \lambda)$ be any concept class:

- A collection of labeled examples is a pair $(E^+, E^-)$, where $E^+, E^- \subseteq X$ are finite sets of examples. A concept $c \in C$ fits $(E^+, E^-)$ if $E^+ \subseteq \lambda(c)$ and $E^- \subseteq X \setminus \lambda(c)$, or, in other words, if each $e \in E^+$ is a positive example for $c$ and each $e \in E^-$ is a negative example for $c$.

- A finite characterisation of a concept $c \in C$ w.r.t. $C$ is a collection of labeled examples $(E^+, E^-)$ such that (i) $c$ fits $(E^+, E^-)$ and (ii) $c$ is the only concept from $C$, up to equivalence, that fits $(E^+, E^-)$ (i.e., for all $c'$ that fit $(E^+, E^-)$, we have $\lambda(c') = \lambda(c)$).

- We say that the concept class $C$ admits finite characterisations if each concept $c \in C$ has a finite characterisation w.r.t. $C$.

Equivalently, a finite characterisation of a concept $c \in C$ is a pair of finite sets of examples $(E^+, E^-)$ such that $c$ fits $(E^+, E^-)$ and $(E^+, E^-)$ separates $c$ from every non-equivalent concept in $C$ in the sense that for every concept $c' \in C$ with $\lambda(c) \neq \lambda(c')$ there is a positive example $x \in E^+$ with $x \notin \lambda(c')$ or a negative example $x \in E^-$ such that $x \in \lambda(c')$.

As an example, imagine the concept class built of closed intervals on the set integers $\mathbb{Z}$. In other words, let $C = (\mathbb{Z}, \{[n, m] \mid n, m \in \mathbb{Z}, \lambda\})$, where $\lambda([n, m]) = \{z \in \mathbb{Z} \mid n \leq z \leq m\}$. Then, for instance, the interval $[4, 6]$ has a finite characterisation w.r.t. $C$ consisting of the positive examples 4 and 6 together with the negative examples 3 and 7.

We will look at concepts corresponding to finite model classes $\text{finmod}(\varphi)$ of modal formulas $\varphi$, which defines a concept over the example space of all finite pointed models, possibly restricted to some frame class.

**Definition 3.3.** Let $\mathcal{F}$ be a class of frames, let Prop be a finite set of propositional variables and let $L[\text{Prop}] \subseteq L_{\text{full}}[\text{Prop}]$ be a modal fragment. We define the concept class

$$C(\mathcal{F}, L[\text{Prop}]) = (X, C, \lambda),$$

where $X$ is the set of all pointed models over Prop whose frame belongs to $\mathcal{F}$, $C = L[\text{Prop}]$, and $\lambda(\varphi) = \{(M, s) \in X \mid M, s \models \varphi\}$.

Let $\mathcal{F}_{\text{all}}$ denote the class of all frames, and let $\mathcal{F}_{\text{fin}}$ denote the class of all finite frames. As noted in Section 1, from the point of view of practical applications, it is natural to require finite characterisations to consist of finite examples. This amounts to restricting attention to finite frames. However, we will be chiefly concerned with modal logics that have the finite model property, and in this case, it is easy to see that every finite characterisation over $\mathcal{F}_{\text{fin}}$ is also a finite characterisation over $\mathcal{F}_{\text{all}}$. It is convenient for expository reasons to not enforce a restriction to finite frames in Definition 3.3.

### 3.1 The Full Modal Language

We first show that the modal concept class $C(\mathcal{F}_{\text{full}}, L_{\text{all}})$, which corresponds to the basic modal logic $\mathbf{K}$, does not admit finite characterisations. We do this by showing that there are modal formulas that can force characterisations to contain examples of arbitrary height, thereby showing that these characterisations cannot be finite.

---

4We will sometimes be sloppy in our notation and write that a concept $c \in C$ "fits $E^+$ as positive examples" or "fits $E^-$ as negative examples", by which we will mean that $c$ fits $(E^+, \emptyset)$ or $(\emptyset, E^-)$, respectively.
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Lemma 3.4. Let height\(_n := \Box^{n+1} \bot \wedge \Diamond^n \top \) (where \( n \geq 0 \)). Then, for all pointed models \((M, s)\), we have that \( M, s \models \text{height}_n \) iff \( \text{height}(M, s) = n \).

Proof. Let \((M, s)\) be a pointed model. We have that \( \text{height}(M, s) = n \) iff there is at least one path of length \( n \), and no strictly longer path, emanating from \( s \) through \( M \). In particular, there cannot be any infinite paths and hence no loops in the model \( M \). But clearly, this hold iff \( M, s \models \Diamond^n \top \) and \( M, s \models \Box^{n+1} \bot \).

Theorem 3.5. Let \( \text{Prop} \) be any finite set. Then \( C(\mathcal{F}_{\text{fin}}, L_{\text{full}}[\text{Prop}]) \) does not admit finite characterisations. In fact, no modal formula has a finite characterisation w.r.t. \( C(\mathcal{F}_{\text{fin}}, L_{\text{full}}[\text{Prop}]) \). The same holds for \( C(\mathcal{F}_{\text{all}}, L_{\text{full}}[\text{Prop}]) \).

Proof. Let \( \varphi \in L_{\text{full}}[\text{Prop}] \) and suppose that \( \varphi \) has a finite characterisation \((E^+, E^-)\) w.r.t. \( C(\mathcal{F}_{\text{fin}}, L_{\text{full}}[\text{Prop}]) \). Observe that either (i) \( \varphi \models \Box^k \bot \) for some \( k \) or (ii) \( \varphi \wedge \Diamond^k \top \) is satisfiable for each \( k \).

In case (i), by contraposition, we get that \( \Diamond^k \top \models \neg \varphi \). Let \( n > \max\{\{|\text{dom}(E)| \mid (E, e) \in E^- \}\cup\{k\}\} \) and define the formula \( \varphi' := \varphi \vee \text{height}_n \). We claim that \( \varphi' \) fits \((E^+, E^-)\) while \( \varphi \neq \varphi' \). It is obvious that \( \varphi' \) fits \( E^+ \) as positive examples because \( \varphi \models \varphi' \). By definition, \( \varphi \) is false on every example in \( E^- \). Moreover, by choice of \( n \) and Lemma 3.4, \( \text{height}_n \) is false on every example in \( E^- \). It follows that \( \varphi' \) fits \((E^+, E^-)\). Moreover, let \((P_n, s)\) be the pointed model consisting of a directed path of length \( n \), where \( s \) is the initial state. Note that \((P_n, s)\) has height \( n \) and therefore satisfies \( \text{height}_n \) and hence \( \varphi' \). But \( k \leq n \), which means that \( \text{height}_k \models \Diamond^k \top \). Using our assumption that (i) \( \varphi \models \Box^k \bot \) and contraposition, we get that \( P_n, s \models \neg \varphi \). Thus, \( P_n, s \models \varphi' \wedge \neg \varphi \) witnessing that \( \varphi \neq \varphi' \).

In case (ii), let \( n > \max\{\{|\text{dom}(E)| \mid (E, e) \in E^+ \}\cup\{\text{dom}(\varphi)\}\} \), and consider the formula \( \varphi'' := \varphi \wedge \neg \text{height}_n \). We claim that \( \varphi'' \) fits \((E^+, E^-)\) but is non-equivalent to \( \varphi \). Clearly, \( \varphi'' \) fits \( E^- \) as negative examples, since \( \varphi' \models \varphi \). Further, by choice of \( n \) and Lemma 3.4, all positive examples in \( E^+ \) satisfy \( \neg \text{height}_n \) (otherwise, one of them would be of height \( n \)). Hence, it follows that \( \varphi'' \) fits \((E^+, E^-)\). But by hypothesis, there is some pointed model \((M, s)\) satisfying \( \varphi \wedge \Diamond^n \top \). By Proposition 2.13, there is a pointed model \((M', s')\) such that \( M', s' \equiv_n M, s \) and \( \text{height}(M', s') = n \). It follows from Proposition 2.11 that \( M', s' \models \varphi \). Moreover, by Lemma 3.4, we have \( M', s' \models \text{height}_n \), and as \( \varphi' \models \neg \text{height}_n \) we get that \( M', s' \models \neg \varphi' \). Hence, \( M', s' \models \varphi' \wedge \neg \varphi' \) witnessing that \( \varphi \neq \varphi' \).

The corresponding result for the concept class \( C(\mathcal{F}_{\text{all}}, L_{\text{full}}[\text{Prop}]) \) follows by the finite model property of the full modal logic over the class of all frames, because this implies that any two modal formulas that can be separated on an infinite model can already be separated on a finite model.

We go on to investigate which concept classes of the form \( C(\mathcal{F}) \) admit finite characterisations.

Remark 3.1. The proof of Theorem 3.5 also works, with minor changes, when restricting to transitive frames (corresponding to the modal logic \( \textbf{K4} \)). It suffices to replace \( P_n \) by its transitive closure and observe that the height formulas preserve all of their relevant properties over this frame class. It follows that no modal formula has a finite characterisation w.r.t. \( C(\mathcal{F}_{\text{trans}}) \), where \( \mathcal{F}_{\text{trans}} \) is the class of all transitive frames. However, the proof does not extend to the class of reflexive and transitive frames (corresponding to the modal logic \( \textbf{S4} \)), or any other class of reflexive frames. This is because the formula \( \text{height}_n \) is not satisfiable on reflexive frames.

Note that Theorem 3.5 establishes a strong failure of unique characterisability: not only does \( C(\mathcal{F}_{\text{fin}}, L_{\text{full}}[\text{Prop}]) \) not admit unique characterisation, but in fact, no formula is uniquely characterisable in this concept class.

Theorem 3.6. Let \( \mathcal{F} \) be a class of frames, and let \( \text{Prop} \) be a finite set. Then the concept class \( C(\mathcal{F}, L_{\text{full}}[\text{Prop}]) \) admits finite characterisations iff it is essentially finite.
Proof. The right to left is easy: if \( \{ \text{mod}_F(\varphi) \mid \varphi \in L_{\text{full}} \} = \{ c_1, \ldots, c_n \} \) is finite, then for every \( 1 \leq i, j \leq n \) with \( i \neq j \) the symmetric difference \( c_i \oplus c_j := (c_i - c_j) \cup (c_j - c_i) \) is non-empty. For each such pair \((i, j)\), pick some example \( e_{i,j} \in c_i \oplus c_j \). Then for each \( c_i \), the set of examples \( \{ e_{i,j} \mid j \neq i \} \) uniquely characterises \( c_i \) w.r.t. \( C(F) \).

For the left to right, suppose that \( C(F, L_{\text{full}}[\text{Prop}]) \) admits finite characterisations. Then, in particular, the formula \( \bot \) has a finite characterisation \((E^+, E^-)\), based on \( F \)-frames. Necessarily, \( E^+ = 0 \). It follows, by definition of finite characterisations, that for every modal formula \( \varphi \) that is satisfiable w.r.t. \( F \), there must be some example \((E, e) \in E^-\) such that \( E, e \models \varphi \). We claim that there can only be \( \geq 2|E^-| \) formulas up to logical equivalence over \( F \). To see this, note that if there were more, then there would be two modal formulas \( \varphi, \psi \) with \( \text{mod}_F(\varphi) \neq \text{mod}_F(\psi) \) such that \( E^- \cap \text{finmod}_F(\varphi) = E^- \cap \text{finmod}_F(\psi) \). But then the formula \( (\neg \varphi \land \psi) \lor (\varphi \land \neg \psi) \) is satisfiable, but not on any pointed model in \( E^- \), a contradiction. \( \square \)

This result can be equivalently stated in terms of local tabularity. For a class of frames \( F \), we say that “the modal logic of \( F \) is locally tabular” if, for every finite \( \text{Prop} \), there are only finitely many modal formulas in \( \text{Prop} \) up to equivalence over \( F \) \([3]\). Then we have the following theorem.

**Theorem 3.7.** Let \( F \) be any class of frames. Then the following are equivalent:

1. For every finite set \( \text{Prop} \), \( C(F, L_{\text{full}}[\text{Prop}]) \) admits finite characterisations,
2. The modal logic of \( F \) is locally tabular.

In summary, no restriction to a smaller class of frames can make the full modal language admit finite characterisations, except by trivializing the problem.

### 3.2 Fragments of Modal Logic

In this section, we investigate which modal concept classes of the form \( C(F, L_S[\text{Prop}]) \) admit finite characterisations, where \( S \subseteq \{ \Box, \Diamond, \land, \lor, \top, \bot, \neg_{\text{all}} \} \) and where \( F \) is either \( F_{\text{fin}} \) or \( F_{\text{all}} \). In fact, since the modal logic of \( F_{\text{fin}} \) coincides with the modal logic of \( F_{\text{all}} \) (cf. [3]), we have that whenever a set of positive and negative examples uniquely characterises a modal formula w.r.t. \( C(F_{\text{fin}}, L_S[\text{Prop}]) \), it also uniquely characterises the same formula w.r.t. \( C(F_{\text{all}}, L_S[\text{Prop}]) \). In particular, this means that whenever \( C(F_{\text{fin}}, L_S[\text{Prop}]) \) admits finite characterisations, so does \( C(F_{\text{all}}, L_S[\text{Prop}]) \). We will simply write \( C(L_S[\text{Prop}]) \) in the remainder of this section, with the understanding that all of our positive results will be proved for \( F_{\text{fin}} \) and all of our negative results will be proved for \( F_{\text{all}} \).

For our first positive result, we make use of known results regarding finite characterisations for positive-existential first-order formulas. Specifically, it was shown in prior works \([1, 18]\) that the concept class of c-acyclic unions of conjunctive queries, which can be seen as a restricted class of positive-existential first-order formulas, admits finite characterisations, and that finite characterisations for such formulas can be constructed effectively. As it turns out, the standard translation of every \( L_{\Box, \land, \lor, \top, \bot} \)-formula can be equivalently written as a c-acyclic union of conjunctive queries (cf. [11] for full details). From this, we obtain the following theorem.

**Theorem 3.8.** For every finite set \( \text{Prop} \), \( C(L_{\Box, \land, \lor, \top, \bot}[\text{Prop}]) \) admits finite characterisations. Moreover, these characterisations are effectively computable.

**Proof.** It follows immediately from the aforementioned results in prior works \([1, 18]\) that \( C(L_{\Box, \land, \lor, \top, \bot}[\text{Prop}]) \) admits unique characterisations. It is easy to see that every \( \varphi \in L_{\Box, \land, \lor, \top, \bot}[\text{Prop}] \) is equivalent to a formula in \( L_{\Box, \land, \lor, \top}[\text{Prop}] \cup \{ \bot \} \). Therefore, to extend this result to \( L_{\Box, \land, \lor, \top, \bot} \), it suffices to
(i) show that every finite characterisation \((E^+, E^-)\) for a formula \(\varphi \in \mathcal{L}_{\varnothing, \land, \lor, \top}[\text{Prop}]\) w.r.t. the concept class \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \top}[\text{Prop}])\) can be effectively extended to finite characterisation of \(\varphi \) w.r.t. \(\mathcal{L}_{\varnothing, \land, \lor, \top}[\text{Prop}] \cup \{\bot\}\), and

(ii) to provide a finite characterisation of \(\bot\) w.r.t. \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}])\).

For the first item, it is enough to ensure that \(E^+\) is non-empty. This can be done, for instance, by adding to \(E^+\) the pointed model \(\cup_\text{Prop}\) (i.e., single-element reflexive pointed model satisfying all propositional variables). Note that this pointed model satisfies all \(\mathcal{L}_{\varnothing, \land, \lor, \bot}\)-formulas. For the second, it suffices to use \(\cup_\text{Prop}\) as a negative example. \(\square\)

Next, we show that the dual fragment \(\mathcal{L}_{\varnothing, \land, \lor, \bot}\) also admits finite characterisations.

**Theorem 3.9.** For every finite set \(\text{Prop}\), \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}])\) admits finite characterisations. Moreover, these characterisations are effectively computable.

**Proof.** Consider any formula \(\varphi \in \mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}]\). Define the formula \(\psi(\varphi)\) to be the formula obtained from \(\varphi\) by replacing each connective by its dual (cf. also p. 23). It follows that \(\psi(\varphi) \in \mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}]\), so by Theorem 3.8, \(\psi(\varphi)\) has a finite characterisation \((E^+_\varphi, E^-_\varphi)\) w.r.t. \(\mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}]\). Now define

\[
E^\varphi := \{(M^\varphi, s) \mid (M, s) \in E^-_\varphi\} \quad E^\varphi := \{(M^\varphi, s) \mid (M, s) \in E^+_\varphi\},
\]

where \(M^\varphi = (W, R, v')\) is obtained from \(M = (W, R, v)\) by flipping the colouring of each state \(t\) in \(M\) (i.e., setting \(v'(t) = \text{Prop} - v(t)\)). Furthermore, for every modal formula \(\varphi\), if we let \(\varphi^-\) be the formula obtained from \(\varphi\) by substituting every positive occurrence of a propositional variable with its negation, then we have that for every model \((M, s)\),

\[
M, s \models \varphi \quad \text{iff} \quad M^\varphi, s \models \varphi^-.
\]

We claim that \((E^+_{\varphi^-}, E^-_{\varphi^-})\) is a finite characterisation for \(\varphi\). Suppose that some \(\psi \in \mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}]\) fits \((E^+_{\varphi^-}, E^-_{\varphi^-})\). This means that \(\psi\) is true on all \((M^\varphi, s)\) for \((M, s) \in E^-_{\varphi^-}\) and \(\psi\) is false on all \((M^\varphi, s)\) for \((M, s) \in E^+_{\varphi^-}\). It follows that \(\neg\psi\) is false on all \((M^\varphi, s)\) for \((M, s) \in E^-_{\varphi^-}\) and \(\neg\psi\) is true on all \((M^\varphi, s)\) for \((M, s) \in E^+_{\varphi^-}\). Thus, by the preceding equivalence, we get that \(\neg\psi\) fits \(E^+_{\psi^-}, E^-_{\psi^-}\). But observe that \(\neg\psi^- \equiv \psi(\varphi)\), so in fact \(\psi(\varphi)\) fits \((E^+_{\psi^-}, E^-_{\psi^-})\) and thus \(\psi(\varphi) \equiv \psi(\varphi)\) because \((E^+_{\psi^-}, E^-_{\psi^-})\) is a finite characterisation. Finally, it rests to observe that \(\chi \equiv \xi\) iff \(\psi(\chi) \equiv \psi(\xi)\) holds for all modal formulas \(\chi, \xi\), and we conclude that \(\varphi \equiv \psi\).

We will make use of the preceding dualisation construction again later in Section 4, where we discuss it in detail (cf. Definitions 4.20 and 4.16 and Proposition 4.21). \(\square\)

This is one example of a general phenomenon, for every modal fragment of the form \(\mathcal{L}_S, \mathcal{C}(\mathcal{L}_S)\) admits finite characterisations iff \(\mathcal{C}(\mathcal{L}_{S^\text{dual}})\) admits finite characterisations, where \(S^\text{dual}\) is obtained from \(S\) by replacing connectives by their dual.

Next, we consider what happens for fragments containing both \(\diamond\) and \(\Box\).

**Theorem 3.10.** For every finite set \(\text{Prop}\), \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \top}[\text{Prop}])\) admits finite characterisations. Moreover, these characterisations are effectively computable.

The proof of Theorem 3.10 is quite different, and more involved. It will be given in the next section. We will discuss computational complexity aspects in Section 5.1.

The following result shows that Theorem 3.10 is optimal, in the sense that \(\mathcal{L}_{\varnothing, \land, \lor, \top}\) cannot be extended to a larger fragment admitting finite characterisations.

**Theorem 3.11.** Let \(\text{Prop}\) be any finite set. Then neither \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \bot}[\text{Prop}])\) nor \(\mathcal{C}(\mathcal{L}_{\varnothing, \land, \lor, \top}[\text{Prop}])\) admits finite characterisations.
Proof. Observe that \( \text{height}_n \) can be equivalently written as \( \Box^{n+1} \top \land \Diamond^n \bot \land \), which belongs to \( \mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset] \), and that its negation \( \neg \text{height}_n \) can be equivalently written as \( \Diamond^{n+1} \top \lor \Box^n \Diamond \top \), which belongs to \( \mathcal{L}_{\Box, \Diamond, \lor, \top}[\emptyset] \). In the proof of Theorem 3.5, to show that no modal formula admits a finite characterisations, we used both \( \text{height}_n \) and its negation \( \neg \text{height}_n \). However, here, we are only claiming that the concept classes in question do not admit finite characterisations, and therefore we only have to give one example of a non-finitely-characterisable formula.

First, we show that \( \bot \in \mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset] \) does not have a finite characterisation w.r.t. \( \mathcal{C}(\mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset]) \). It follows that it also does not have a finite characterisation w.r.t. \( \mathcal{C}(\mathcal{L}_{\Box, \Diamond, \land, \bot}[\text{Prop}]) \) for \( \text{Prop} \neq \emptyset \). Suppose for contradiction that \( \bot \) did have such a characterisation \( (E^+, E^-) \). Since \( \bot \) has no positive examples, it must be that \( E^+ = \emptyset \) and \( E^- \) is a finite set of examples with the property that every falsifiable \( \mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset] \) formula is satisfied on some example in \( E^- \). Choose \( k \) to be any number strictly greater than the size of any example in \( E^- \). Then by Proposition 2.12 and choice of \( k \), we have that \( \text{height}(E, e) < k \) for all \( (E, e) \in E^- \). It follows that the formula \( \text{height}_k \) is false on every example in \( E^- \). But then \( \text{height}_k \in \mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset] \) fits \( (E^+, E^-) \), whereas clearly \( \bot \neq \text{height}_k \).

Similarly, we show that \( \top \in \mathcal{L}_{\Box, \Diamond, \lor, \top}[\emptyset] \) cannot have a finite characterisation w.r.t. \( \mathcal{C}(\mathcal{L}_{\Box, \Diamond, \lor, \top}[\emptyset]) \), from which the more general result for arbitrary Prop follows. Note that, in principle, this already follows from the duality principle alluded to previously. Suppose for contradiction that \( \top \) has such a finite characterisation \( (E^+, E^-) \). Since \( \top \) is unfalsifiable, it follows that \( E^- = \emptyset \) and \( E^+ \) is a finite set of examples with the property that every falsifiable formula in \( \mathcal{L}_{\Box, \Diamond, \lor, \top}[\emptyset] \) is falsified on some example in \( E^+ \). Choose \( k \) to be any number strictly greater than the size of any example in \( E^+ \). Then by Proposition 2.12 and choice of \( k \), we have that \( \text{height}(E, e) < k \) for all \( (E, e) \in E^+ \). It follows that the formula \( \neg \text{height}_k \) is true on all examples in \( E^+ \), because it can only be falsified on models of exactly height \( k \). But then \( \neg \text{height}_k \in \mathcal{L}_{\Box, \Diamond, \lor, \top}[\emptyset] \) fits \( (E^+, E^-) \), whereas clearly \( \top \neq \neg \text{height}_k \).

Observe that “admitting finite characterisations” is a monotone property of modal fragments: if \( \mathcal{L} \subseteq \mathcal{L}' \) and \( (F, \mathcal{L}[\text{Prop}]) \) admits finite characterisations, then so does \( (F, \mathcal{L}'[\text{Prop}]) \). Therefore, Theorem 3.11 implies that Theorem 3.10 cannot be improved (because \( \mathcal{L}_{\Box, \Diamond, \land, \top} \subseteq \mathcal{L}_{\Box, \Diamond, \land, \bot} \) and \( \mathcal{L}_{\Box, \Diamond, \land, \bot} \subseteq \mathcal{L}_{\Box, \Diamond, \land, \bot} \), while \( \mathcal{L}_{\Box, \Diamond, \land, \bot}[\emptyset] \) is expressively equivalent to \( \mathcal{L}_{\text{full}} \)). The preceding results almost completely determine which concept classes of the form \( \mathcal{C}(\mathcal{L}_S) \) admit finite characterisations (where \( S \subseteq \{\Box, \Diamond, \land, \lor, \top, \bot, \neg\} \)). In essence, the remaining open cases are \( \mathcal{L}_{\Box, \Diamond, \land, \top} \), \( \mathcal{L}_{\Box, \Diamond, \land, \bot, \neg} \), and \( \mathcal{L}_{\Box, \Diamond, \land, \bot, \neg}[\emptyset] \). We hope to settle these open problems in future work.

Remark 3.2. Note that the fragments for which we proved previously that they admit finite characterisations are not locally tabular. The fragments without any modal operators are locally tabular, but once a fragment contains even a single modal operator, say \( \Diamond \), there are infinitely many pairwise-inequivalent formulas of the form \( \Diamond^np \).

4 FINITE CHARACTERISATIONS FOR \( \mathcal{L}_{\Box, \Diamond, \land, \lor} \) VIA WEAK SIMULATION DUALITIES

In this section, we study the fragment \( \mathcal{L}_{\Box, \Diamond, \land, \lor} \) in depth. We introduce weak simulations and show that \( \mathcal{L}_{\Box, \Diamond, \land, \lor} \) is characterised by its preservation under weak simulations. We study the category \( \text{wSim}[\text{Prop}] \) of pointed models and weak simulations, and we show how to construct finite dualities in this category. Finally, we use these results to prove Theorem 3.10.

4.1 Weak Simulations

Kurtonina and de Rijke [12] studied the positive modal fragment \( \mathcal{L}_{\Box, \Diamond, \land, \lor}[\top, \bot] \) (which includes \( \top \) and \( \bot \)). To characterise the expressive power of this fragment, they introduced the notion of a directed simulation (which we will simply call simulation here, for brevity). We briefly recall notion and the main result from their work [12].
**Definition 4.1 (Simulation).** Given two pointed models \((M, s), (M', s')\), a simulation from \((M, s)\) to \((M', s')\) is a relation \(Z \subseteq M \times M'\) such that for all \((t, t') \in Z\), the following conditions hold:

- (atom) \(v^M(t) \subseteq v^{M'}(t')\)
- (forth) If \(R^Mtu\), then there is a \(u'\) with \(R^{M'}t'u'\) and \((u, u') \in Z\)
- (back) If \(R^{M'}t'u'\), then there is a \(u\) with \(R^Mtu\) and \((u, u') \in Z\).

The difference between simulations and bisimulations lies in the “atom” clause: simulations only require propositional variables to be preserved from left to right, whereas bisimulations require the propositional variables to be preserved in both directions.

We say that a modal formula \(\varphi\) is preserved under simulations if, whenever \(Z\) is a simulation from \((M, s)\) to \((M', s')\) and \((M, s) \models \varphi\), then \((M', s') \models \varphi\).

**Theorem 4.2 ([12]).** A first-order formula \(\varphi(x)\) (in the signature with one binary relation and finitely many unary relations) is preserved under simulations iff it is equivalent to the standard translation of an \(L_{\square, \odot, \land, \lor, \top, \bot}\) formula.

We can think of simulations as a weak form of bisimulations, and we can view the preceding result as an analogue of the classic Van Benthem characterisation (Theorem 2.6), which characterises the full modal language in terms of invariance under bisimulations. To characterise the expressive power of \(L_{\square, \odot, \land, \lor, \top, \bot}\) (which differs from \(L_{\square, \odot, \land, \lor, \top, \bot}\) in that it lacks \(\top\) and \(\bot\)), we will now introduce a modified version of simulations, which we call weak simulations.

**Definition 4.3 (Empty and Full Loopstates).** The empty loopstate, denoted by \(\cup_\emptyset\), is the pointed model consisting of a single reflexive point with an empty valuation. Similarly, the full loopstate, denoted by \(\cup_{\text{Prop}}\), is the pointed model consisting of a single reflexive point with a full valuation (i.e., where every \(p \in \text{Prop}\) is true).

**Definition 4.4 (Weak Simulation).** Given two pointed models \((M, s), (M', s')\), a weak simulation between them (notation: \(M, s \rightarrow M', s'\), and we say that \((M', s')\) weakly simulates \((M, s)\) or \((M, s)\) is weakly simulated by \((M', s')\)) is a relation \(Z \subseteq M \times M'\) such that for all \((t, t') \in Z\):

- (atom) \(v^M(t) \subseteq v^{M'}(t')\)
- (forth') If \(R^Mtu\), either \(M, u \rightarrow \cup_\emptyset\) or there is a \(u'\) with \(R^{M'}t'u'\) and \((u, u') \in Z\)
- (back') If \(R^{M'}t'u'\), either \(M', u' \rightarrow \cup_{\text{Prop}}\) or there is a \(u\) with \(R^Mtu\) and \((u, u') \in Z\).

We refer to the extra ‘loopstate-conditions’ as the escape clauses, because, intuitively, they exclude \(\cup_\emptyset\) and \(\cup_{\text{Prop}}\) from the forth and back requirements, respectively. The following two lemmas explicate some consequences of having these escape clauses.

**Lemma 4.5.** Every pointed model weakly simulates \(\cup_\emptyset\) and is weakly simulated by \(\cup_{\text{Prop}}\).

**Proof.** Let \((M, s)\) be a pointed model. We claim that \(Z := \text{dom}(\cup_\emptyset) \times \text{dom}(M)\) is a weak simulation \(Z : \cup_\emptyset \rightarrow M, s\). Let \((r, t) \in Z\) be arbitrary. [atom] trivial since \(v(r) = \emptyset\). [forth'] trivial since we can always use the escape clause. [back'] Whenever \(R^rtu'\) we can always choose \(r\) itself as matching successor as \(Rrt\) holds and \((r, u') \in Z\). A dual argument shows that \(\text{dom}(M) \times \text{dom}(\cup_{\text{Prop}})\) is the unique weak simulation \(M, s \rightarrow \cup_{\text{Prop}}\). \(\square\)

In particular, the deadlock model (i.e., the single point model with no successors) weakly simulates \(\cup_\emptyset\) and is weakly simulated by \(\cup_{\text{Prop}}\), whereas it does not simulate \(\cup_\emptyset\) nor is simulated by \(\cup_{\text{Prop}}\).

**Lemma 4.6.** The empty loopstate \(\cup_\emptyset\) satisfies no formula in \(L_{\square, \odot, \land, \lor}\), whereas the full loopstate \(\cup_{\text{Prop}}\) satisfies every formula in \(L_{\square, \odot, \land, \lor}\).
Proof. Clearly, $\cup_0 \not\models p$ and $\cup_{\text{Prop}} \models p$ for every atomic formula $p$. Now suppose that $\cup_0 \not\models \phi$ and $\cup_{\text{Prop}} \models \phi$. It follows that $\cup_0 \not\models \Diamond \phi$ and that $\cup_0 \not\models \Box \phi$. This is because there is exactly one successor that is bisimilar to $\cup_0$ again, which by the inductive hypothesis and Theorem 2.5 does not satisfy $\phi$. Dually, $\cup_{\text{Prop}} \models \Diamond \phi$ and $\cup_{\text{Prop}} \not\models \Box \phi$ because there is exactly one successor which by inductive hypothesis and Theorem 2.5 satisfies $\phi$. □

We say that a modal formula $\phi$ is preserved under weak simulations, if, whenever $M, s \rightarrow M', s'$ and $M, s \models \phi$, then $M', s' \models \phi$. Lemma 4.6 plays an important role in the next proof.

Theorem 4.7. Every formula $\phi \in L_{\Box, \Diamond, \land, \lor}$ is preserved under weak simulations.

Proof. Let $Z : M, s \rightarrow M', s'$ be a weak simulation. We proceed by formula induction on $\phi$. The base case is where $\phi = p$ for some $p \in \text{Prop}$. Then, $M, s \models p$ implies $M', s' \models p$ as $\nu(s) \subseteq \nu(s')$. The induction argument for conjunction and disjunction is straightforward. This leaves us with the modal operators:

(\Diamond) Suppose that $M, s \models \Diamond \phi$, where $\phi \in L_{\Box, \Diamond, \land, \lor}$—that is, there is some $t \in R^M[s]$ with $M, t \models \phi$. By Lemma 4.6, $M, t \rightarrow \cup_0$ and hence by [forth'] there must be some $t' \in R^M[s']$ such that $(t, t') \in Z$ and hence $M', t' \models \phi$ by the inductive hypothesis. It follows by the semantics that $M', s' \models \Diamond \phi$.

(\Box) Suppose that $M, s \models \Box \phi$ with $\phi \in L_{\Box, \Diamond, \land, \lor}$. We show that $M', s' \models \Box \phi$. If $R^M[s'] = \emptyset$, this holds vacuously. For an arbitrary $t' \in R^M[s']$, by the [back] clause either $M', t' \leftrightarrow \cup_{\text{Prop}}$ or there is a successor $t \in R^M[s]$ with $(t, t') \in Z$. In the former case, by Lemma 4.6, $M', t' \models \phi$. Else, as $M, s \models \Box \phi$ we have $M, t \models \phi$, and hence by the inductive hypothesis $M', t' \models \phi$. □

There exist modal formulas that are preserved under weak simulations but that cannot be expressed in $L_{\Box, \Diamond, \land, \lor}$. Indeed, $\top$ and $\bot$ are preserved under weak simulations (actually, they are preserved by every relation), but it follows from Lemma 4.6 that they are not equivalent to any formula in $L_{\Box, \Diamond, \land, \lor}$. However, we will show that the language $L_{\Box, \Diamond, \land, \lor} \cup \{ \top, \bot \}$ does satisfy a van Benthem style characterisation in terms of preservation under weak simulations. To that end, we will need the following lemma. Recall that $\leftrightarrow$ denotes bisimulation.

Lemma 4.8. For any pointed model $(M, s)$,

- $M, s \leftrightarrow \cup_0$ iff, for all $\phi \in L_{\Box, \Diamond, \land, \lor}, M, s \not\models \phi$
- $M, s \leftrightarrow \cup_{\text{Prop}}$ iff, for all $\phi \in L_{\Box, \Diamond, \land, \lor}, M, s \models \phi$.

Proof. The left to right direction is immediate from Lemma 4.6 and Theorem 2.5.

From right to left, suppose that $M, s \not\models \phi$ for all $\phi \in L_{\Box, \Diamond, \land, \lor}$. Now let $M'$ be the submodel of $M$ generated by $s$, and set $Z := \text{dom}(M') \times \text{dom}(\cup_0)$, where $\text{dom}(\cup_0) = \{ r \}$ consists of a single point. We show this is a bisimulation $Z : M', s \leftrightarrow \cup_0$. Take any $(t, r) \in Z$. By construction, there is a path $s = t_0 R \ldots R t_n = t$ in $M'$ from $s$ to $t$ of length $n$ for some $n$.

[atom] Note that $\nu(r) = \emptyset$ has empty colour, so we want to show that $\nu(t)$ is empty as well. Suppose otherwise that there is some $p \in \nu(t)$, then it follows that $M, s \models \Diamond^n p$, contradicting our assumption that $(M, s)$ refutes every formula in $L_{\Box, \Diamond, \land, \lor}$.

[farth] If $R^M t' t$, then $t' \in \text{dom}(M')$, so $(t', r) \in Z$ by definition of $Z$ and $r$ sees itself.

[back] If $R r', r'$ then $r' = r$ as $r$ only sees itself. We know that $M, t \not\models \Diamond p$ otherwise $M, s \models \Diamond^n \Diamond p$ while we know that $(M, s)$ refutes every formula in $L_{\Box, \Diamond, \land, \lor}$. Hence, $M, t \models \Diamond p$ and thus has some successor $t' \in \text{dom}(M')$ for which $(t', r')$ automatically holds.

For the other equivalence, suppose that $M, s \models \phi$ for all $\phi \in L_{\Box, \Diamond, \land, \lor}$. Again, let $M'$ be the submodel of $M$ generated by $s$ in $M$, and set $Z := \text{dom}(M') \times \text{dom}(\cup_{\text{Prop}})$, where $\text{dom}(\cup_{\text{Prop}}) = \{ r \}$ consists of a single point. We show that this is a bisimulation $Z : M', s \leftrightarrow \cup_{\text{Prop}}$. Take any $(t, r) \in Z$. By construction, there is a path $s = t_0 R \ldots R t_n = t$ in $M'$ from $s$ to $t$ of length $n$ for some $n$.  
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[atom] Note that $\psi(r) = \text{Prop has full colour}$, so we want to show that $\psi(t)$ is full as well. Suppose otherwise that there is some $p \notin \psi(t)$, then it follows that $M, s \not\models \Box^np$, contradicting our assumption that $(M, s)$ satisfies every formula in $\mathcal{L}_{\Box, \vee}$. 

[forth] If $R^M t' r'$, then $t' \in \text{dom}(M')$, so $(t', r) \in Z$ by definition and $r$ sees itself.

[back] $r$ only sees itself, so if $R r r'$, then $r' = r$. Now we know that $M, t \models \Diamond p$ otherwise $M, s \not\models \Box^p$ while we know that $(M, s)$ satisfies every formula in $\mathcal{L}_{\Box, \vee}$. Thus, $t$ must have some successor $t' \in \text{dom}(M')$ for which $(t', r)$ automatically holds.

As is usual in semantic characterisations, we make an appeal to the existence of $\omega$-saturated elementary extension for every first-order structure. In particular, for our proof, we need modally saturated Kripke models. A Kripke model $M$ is said to be modally saturated if for every $t \in \text{dom}(M)$ and infinite set of modal formulas $\Phi$, if every finite subset of $\Phi$ is satisfied at some successor of $t$, then there exists a successor of $t'$ of $t$ in $M$ such that $M^*, t \models \varphi$ for all $\varphi \in \Phi$.

**Lemma 4.9.** For every pointed Kripke model $(M, s)$, there exists a modally saturated pointed Kripke model $(M^*, s^*)$ such that $(M, s)$ and $(M^*, s^*)$ satisfy the same first-order formulas with one free variable.

**Proof.** This is well known, and follows from classic results in model theory, since $\omega$-saturation implies modal saturation. For the sake of completeness, we spell out the details.

Let a pointed Kripke model $(M, s)$ be given. Identifying Kripke models with first-order structure over the appropriate signature, we use a well-known result from model theory that says that every first-order structure has an $\omega$-saturated elementary extension (see [4]). It follows that we obtain an $\omega$-saturated first-order structure, which corresponds to a Kripke model $M^*$, together with a map $f : \text{dom}(M) \rightarrow \text{dom}(M^*)$ such that $M^* \models \beta(t)$ iff $M^* \models \beta(f(t))$ for all $t \in \text{dom}(M)$ and for all first-order formulas $\beta(x)$ in one free variable. We set $s^* := f(s)$.

To see that $M^*$ is modally saturated, let $\Phi$ be an infinite set of modal formulas and consider the infinite set of first-order formulas $\Phi' := \{ST_x(\varphi) \mid \varphi \in \Phi\} \cup \{Rcx\}$ over the corresponding first-order signature extended with a constant $c$ which is interpreted as the state $s^*$ in $M^*$. Using the fact that the first-order structure corresponding to $M^*$ is $\omega$-saturated, it follows that $\Phi'$ (all whose formulas contain a single free variable $x$) is satisfied at some state $u \in \text{dom}(M^*)$, so $M^*, u \models \varphi(x)$ for all $\varphi \in \Phi$. But as $c$ is interpreted as $s^*$, it follows that $u$ is a successor of $s^*$. This shows that $M^*$ is modally saturated.

**Theorem 4.10.** A first-order formula $\alpha(x)$ (in the signature with one binary relation and finitely many unary relations) is preserved under weak simulations iff it is equivalent to the standard translation of a formula in $\mathcal{L}_{\Box, \vee} \cup \{\top, \bot\}$.

**Proof.** We already established the right-to-left direction (Theorem 4.7). For the left-to-right direction, let $\alpha(x)$ be some weak simulation-preserved first-order formula, and set $\text{mon-con}(\alpha) := \{ST_x(\varphi) \mid \varphi \in \mathcal{L}_{\Box, \vee} \cup \{\top, \bot\} \& \alpha \models ST_x(\varphi)\}$ (where “mon-con” stands for monotone consequences). The argument follows essentially the same line as in the characterisation for $\mathcal{L}_{\Box, \vee, T, \bot}$ in the work of Kurtonina and de Rijke [12]. Clearly, $\alpha$ implies every formula in $\text{mon-con}(\alpha)$ by definition. We will show that also $\text{mon-con}(\alpha) \models \alpha$. From this, it follows from a compactness argument that there are $\psi_1, \ldots, \psi_n \in \mathcal{L}_{\Box, \vee} \cup \{\top, \bot\}$ such that $ST_x(\psi_1 \land \ldots \land \psi_n) \equiv \alpha$. Note that in case $\alpha = \top$, $n = 0$, but in that case $\psi_1 \land \ldots \land \psi_n = \text{the empty conjunction which is } \top$ and $ST_x(\top) := \top \in \mathcal{L}_{\Box, \vee} \cup \{\top, \bot\}$. To show this entailment, let $M, s \models \text{mon-con}(\alpha)$; in other words, let $M$ be any structure satisfying the set of first-order formulas $\text{mon-con}(\alpha)$ under the assignment that sends $x$ to $s$. 
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Define the set of first-order formulas \( \Phi := \{ \neg ST_x(\psi) \mid \psi \in L_{\Box, \Diamond, \land, \lor} \} \) and \( M, s \models \neg \psi \cup \{ \alpha \} \). By a standard model-theoretic argument, \( \Phi \) is satisfiable. For suppose otherwise, then by compactness, there are \( \varphi_1, \ldots, \varphi_n \in L_{\Box, \Diamond, \land, \lor} \) such that \( M, s \not\models \varphi_i \) (for all \( i = 1 \ldots n \)) and such that \( \{ \alpha, \neg ST_x(\varphi_1), \ldots, \neg ST_x(\varphi_n) \} \) is inconsistent. Since \( ST_x(\cdot) \) commutes with the Boolean connectives, it follows that \( \alpha \models ST_x(\varphi_1 \lor \ldots \lor \varphi_n) \), where thus \( (\varphi_1 \lor \ldots \lor \varphi_n) \in \text{mon-con}(\alpha) \). Note that it might be that \( n = 0 \) in which case \( \varphi_1 \lor \ldots \lor \varphi_n \) is the empty disjunction which is \( \bot \) and we set \( ST_x(\bot) \) to be \( \bot \). But then \( \alpha \models \bot \) so \( \alpha \equiv \bot \).

Since \( M, s \models \text{mon-con}(\alpha) \), so \( M, s \models ST_x(\varphi_i) \) for some \( 1 \leq i \leq n \). However, we had \( M, s \not\models ST_x(\varphi_i) \) since we supposed that \( ST_x(\varphi_i) \not\in \text{mon-tp}_M(s) \); a contradiction. We have shown that \( \Phi \) is a satisfiable first-order theory in a single free variable \( x \), so there exists a first-order structure \( N \) and an element \( u \in \text{dom}(N) \) such that \( N \models \beta(u) \) for all \( \beta \in \Phi \). This induces a pointed Kripke model that we also denote by \( (N, u) \).

Let \( \text{mon-tp}_M(s) := \{ ST_x(\psi) \mid \psi \in L_{\Box, \Diamond, \land, \lor} \land M, s \models \psi \} \) (where “mon-tp” stands for monotone type). We show that \( \text{mon-tp}_N(u) \subseteq \text{mon-tp}_M(s) \). We argue via contraposition, so consider some \( \chi \in L_{\Box, \Diamond, \land, \lor} \) such that \( ST_x(\chi) \not\in \text{mon-tp}_M(s) \). This means that \( M, s \models \neg ST_x(\chi) \), so by definition \( \neg ST_x(\chi) \in \Phi \). But we know that \( N, u \) satisfies the whole theory \( \Phi \), so in particular \( N, u \models \neg ST_x(\chi) \) whence \( \chi \not\in \text{mon-tp}_N(u) \). By Lemma 4.9, there exists modally saturated pointed Kripke models \((M^*, s^*)\) and \((N^*, u^*)\) satisfying the same modal formulas as \((M, s)\) and \((N, u)\), respectively. Define the relation:

\[
Z := \{(v, t) \in \text{dom}(N^*) \times \text{dom}(M^*) \mid \text{mon-tp}_{N^*}(v) \subseteq \text{mon-tp}_{M^*}(t)\}.
\]

We show that \( Z : N^*, u^* \rightarrow M^*, s^* \). First of all, observe that \( \text{mon-tp}_{N^*}(u^*) = \text{mon-tp}_{N^*}(u) \subseteq \text{mon-tp}_M(s) = \text{mon-tp}_{M^*}(s^*) \) and thus \( (u^*, s^*) \in Z \).

[atom] This holds trivially since \( N^*, v \models p \) means \( ST_x(p) \in \text{mon-tp}_{N^*}(v) \subseteq \text{mon-tp}_{M^*}(t) \) so that \( M^*, t \models p \) as well.

[farth] Let \( N^*, v \models u \). We consider two cases: (i) \( \text{mon-tp}_{N^*}(u^*) = \emptyset \) or (ii) \( \text{mon-tp}_{N^*}(u^*) \neq \emptyset \). In the latter case (ii), it is easy to see that every finite subset of \( \text{mon-tp}_{N^*}(u^*) \) is satisfiable at some successor of \( t \) in \( M^* \). For let \( ST_x(\varphi_1), \ldots, ST_x(\varphi_n) \in \text{mon-tp}_{N^*}(u^*) \). Then, \( N^*, v \models ST_x(\Diamond(\varphi_1 \land \ldots \land \varphi_n)) \) and thus \( M^*, t \models ST_x(\Diamond(\varphi_1 \land \ldots \land \varphi_n)) \) since \( (v, t) \in Z \) and thus \( \text{mon-tp}_{N^*}(v) \subseteq \text{mon-tp}_{M^*}(t) \). Since \( M^* \) is modally saturated, there must be some successor \( t' \in R^M[t] \) that satisfies \( \text{mon-tp}_{N^*}(u^*) \), so \( \text{mon-tp}_{N^*}(v) \subseteq \text{mon-tp}_{M^*}(t) \) and therefore \( (u^*, t') \in Z \). If (i), then by Lemma 4.8 we know that \( N^*, v^* \Leftrightarrow \bigcup \theta \).

[back] Let \( R^N[t] \). Define \( \text{ant-tp}_M(s) := \{ \neg ST_x(\psi) \mid \psi \in L_{\Box, \Diamond, \land, \lor} \land M, s \models \neg \psi \} \). We will consider again two cases: (i) \( \text{ant-tp}_{M^*}(t') = \emptyset \) or (ii) \( \text{ant-tp}_{M^*}(t') \neq \emptyset \). In the latter case (ii), it is easy to see that every finite subset of \( \text{ant-tp}_{M^*}(t') \) is satisfied at some successor of \( v \) in \( N^* \). For let \( \neg ST_x(\varphi_1), \ldots, \neg ST_x(\varphi_n) \in \text{ant-tp}_{M^*}(t') \). It follows that \( M^*, t \models ST_x(\Diamond(\neg \varphi_1 \land \ldots \land \neg \varphi_n)) \), so as \( \neg ST_x(\Diamond(\neg \varphi_1 \land \ldots \land \neg \varphi_n)) \equiv \Box(\neg \varphi_1 \land \ldots \land \neg \varphi_n) \) and the latter formula is in \( L_{\Box, \Diamond, \land, \lor} \) we have that \( ST_x(\Box(\neg \varphi_1 \land \ldots \land \neg \varphi_n)) \not\in \text{mon-tp}_{M^*}(t) \). But as \( (v, t) \in Z \), we have \( \text{mon-tp}_{N^*}(v) \subseteq \text{mon-tp}_{M^*}(t) \), so also \( ST_x(\Box(\neg \varphi_1 \land \ldots \land \neg \varphi_n)) \not\in \text{mon-tp}_N(v) \). By the same reasoning, again we get \( N^*, v \models ST_x(\Diamond(\neg \varphi_1 \land \ldots \land \neg \varphi_n)) \), which means that \( \{ \neg ST_x(\varphi_1), \ldots, \neg ST_x(\varphi_n) \} \) is satisfiable at some successor of \( v \) in \( N^* \). Hence, by modal saturation of \( N^* \), there exists some successor \( v' \in R^N[v] \) that satisfies \( \text{ant-tp}_{M^*}(t') \). Finally, we show that \( \text{mon-tp}_{N^*}(v') \subseteq \text{mon-tp}_{M^*}(t') \), which shows that \( (v', t') \in Z \). We argue by contraposition, so let \( ST_x(\varphi) \not\in \text{mon-tp}_{M^*}(t') \). By definition of ant-tp, we get \( \neg ST_x(\varphi) \in \text{ant-tp}_{M^*}(t') \), and since \( N^*, v' \) satisfies \( \text{ant-tp}_{M^*}(t') \), it follows that \( \neg ST_x(\varphi) \in \text{ant-tp}_{N^*}(v') \) as well. But then by definition of ant-tp, again we have that \( ST_x(\varphi) \in \text{mon-tp}_{N^*}(v') \).

We conclude by chasing the diagram: by construction, \( N, u \models \alpha \). Hence, since \( (N, u) \) and \( (N^*, u^*) \) agree on all first-order formulas in one free variable, \( N^*, u^* \models \alpha \). Therefore, by preservation under
weak simulations, $M^*, s^* \models \alpha$, and therefore, since $(M, s)$ and $(M^*, s^*)$ agree on all first-order formulas in one free variable, $M, s \models \alpha$. □

**Remark 4.1.** Rosen [15] showed that the classic van Benthem characterisation of modal logic in terms of bisimulation-preservation holds also in the finite (i.e., when restricted to finite structures). We leave it as an open problem whether Theorem 4.10 holds in the finite.

**Remark 4.2.** An immediate corollary of Lemma 4.6 is that the syntactic restriction to $L_{\square, \Diamond, \land, \lor}$ thus trivialises the problems of determining satisfiability and validity. In other words, all $L_{\square, \Diamond, \land, \lor}$-formulas are satisfiable, and none of them is valid. Although this makes the satisfiability problem for $L_{\square, \Diamond, \land, \lor}$ trivial, checking entailment for $L_{\square, \Diamond, \land, \lor}$ is still PSPACE-complete like the corresponding problem for the full modal language. This can be shown by adapting an argument from Kerdiles [10, Theorem 2.2.6 on p. 38] to the modal case, which involves substituting fresh positive propositional variables for negated atoms (after bringing the formula in negation normal form), and rewriting the resulting formula accordingly so as not to contain negation. This is one instance of the more general phenomenon that more fine-grained structure of traditional reasoning problems emerges from the study of language fragments.

### 4.2 The Category of Pointed Models and Weak Simulations

In this section, we study weak simulations from a category-theoretic perspective. We start by showing that pointed models with weak simulations indeed form a category. Recall that a category consists of a collection of objects and a collection of morphisms, together a composition operation on morphisms that satisfies suitable axioms (namely, associativity and the existence of “identity” morphisms). In our case, the objects are pointed models and the morphisms are weak simulations. Furthermore, our composition operation will be ordinary relational composition. Thus, we need to show that the relational composition of two weak simulations is a weak simulation, and we need to show that every pointed model has a weak simulation to itself that acts as an identity morphism.

The following lemma will help us prove closure under relational composition.

**Lemma 4.11.**

- If $M, s \rightarrow M', s'$ and $M', s' \leftrightarrow \bigcup \emptyset$, then $M, s \leftrightarrow \bigcup \emptyset$.
- If $M, s \leftrightarrow \bigcup \text{Prop}$ and $M, s \rightarrow M', s'$, then $M', s' \leftrightarrow \bigcup \text{Prop}$.

**Proof.** Let $M : M, s \rightarrow M', s'$ and $Z' : M', s' \leftrightarrow \bigcup \emptyset$. Without loss of generality (i.e., up to bisimilarity), assume that $M = M \uparrow s$ and $M' = M' \uparrow s'$. By Lemma 2.7, it must be that $Z'$ is total (i.e., $Z' = \text{dom}(M') \times \text{dom}(\bigcup \emptyset)$). Let $Z^* := \text{dom}(M) \times \text{dom}(\bigcup \emptyset)$; we show that this is a bisimulation between $(M, s)$ and $\bigcup \emptyset$. So let $(t, r) \in Z^*$ be arbitrary.

- **[atom]** Since $M = M \uparrow s$, there is a path $(t_0, \ldots, t_n)$ in $M$ with $t_0 = s$ and $t_n = t$. Using the [forth] clause of $Z$ repeatedly, it follows that there is a path $(t'_0, \ldots, t'_n)$ in $M'$ with $t_0 = t$ and $(t_i, t'_i) \in Z$ for all $i \leq n$. Additionally, by the fact that $Z'$ is a bisimulation, it follows that $\nu^M(t') = \emptyset$ for all $t' \in \text{dom}(M')$, so in particular $\nu^M(t_n) = \emptyset$. But as $Z$ is a weak simulation, $\nu^M(t) \subseteq \nu^M(t'_n)$ so $\nu^M = \emptyset$ as well.

- **[forth]** If $R^M t't'$, then clearly $(t', r) \in Z^*$ by definition and $r$ sees itself.

- **[back]** Note that $r$ only sees itself, so $Rrr'$ implies $r' = r$. We show that there is some successor $t'$ of $t$ such that $(t', r) \in Z^*$. By definition of $Z^*$, any successor would suffice. But note that $M \uparrow t, t \leftrightarrow \bigcup \emptyset$ and hence $t$ must have some successor. The proof of the second item is omitted, as it is analogous. □

**Theorem 4.12.** Weak simulations are closed under relational composition: if $Z_1 : M_0, s_0 \rightarrow M_1, s_1$ and $Z_2 : M_1, s_1 \rightarrow M_2, s_2$, then $Z_1 \circ Z_2 : M_0, s_0 \rightarrow M_2, s_2$. 

ACM Trans. Comput. Logic, Vol. 25, No. 2, Article 12. Publication date: April 2024.
[Proof] Let \((t_0, t_2) \in Z_1 \circ Z_2\). Then there is some \(t_1\) with \((t_0, t_1) \in Z_1\) and \((t_1, t_2) \in Z_2\).

[atom] Clearly, \(v(t_0) \subseteq v(t_1) \subseteq v(t_2)\) by the [atom] clauses of \(Z_1\) and \(Z_2\).

[forth'] If \(R t_0 u_0\), by [forth'] of \(Z_1\), either \(M_0, u_0 \leftrightarrow \bigcup \emptyset\) or there is a matching successor \(u_1\) of \(t_1\) with \((u_0, u_1) \in Z_1\). In the former case, we can use the escape clause for the pair \((t_0, t_2)\) and we are done. Else, we apply the [forth'] clause on \(u_1\) and get that either \(M_1, u_1 \leftrightarrow \bigcup \emptyset\) or there is a successor \(u_2\) of \(t_2\) with \((u_1, u_2) \in Z_2\) and hence \((u_0, u_2) \in Z_1 \circ Z_2\). In the latter case, we would be done. In the former case, we have \(M_0, u_0 \rightarrow M_1, u_1 \leftrightarrow \bigcup \emptyset\), so by Lemma 4.11 \(M_0, u_0 \leftrightarrow \bigcup \emptyset\) and we can use the escape clause on \((t_0, t_2) \in Z_1 \circ Z_2\).

[back'] If \(R t_2 u_2\) by [back'] of \(Z_2\), either \(M_2, u_2 \leftrightarrow \bigcup_{Prop}\) or there is a matching successor \(u_1\) of \(t_1\) with \((u_1, u_2) \in Z_2\). In the former case, we can use the escape clause for the pair \((t_0, t_2)\) and we are done. Else, we apply the [back'] clause on \(u_1\) and get that either \(M_1, u_1 \leftrightarrow \bigcup_{Prop}\) or there is a successor \(u_0\) of \(t_0\) with \((u_0, u_1) \in Z_1\) and hence \((u_0, u_2) \in Z_1 \circ Z_2\). In the latter case, we would be done. In the former case, we have \(\bigcup_{Prop} \leftrightarrow M_1, u_1 \rightarrow M_2, u_2\), so by Lemma 4.11 \(M_2, u_2 \leftrightarrow \bigcup_{Prop}\) and we can use the escape clause on \((t_0, t_2) \in Z_1 \circ Z_2\). \(\square\)

Since our composition operation is ordinary relational composition, it is clearly an associative operation. It rests therefore only to observe that the “diagonal” relation \(1_{(M, s)} = \{(t, t) \mid t \in \text{dom}(M)\}\) is indeed a weak simulation that acts as an identity morphism, for each pointed model \((M, s)\).

**Corollary 4.13.** The class of pointed models, with weak simulations as morphisms, forms a category \(wSim[\text{Prop}]\).

Next, we will study the basic category-theoretic properties of the category \(wSim[\text{Prop}]\). A weakly initial object in a category is a not necessarily unique (up to isomorphism) object that has a morphism into every object in that category. Dually, a weakly final object is a not necessarily unique (up to isomorphism) object such that every object in the category has a morphism into this object.

**Theorem 4.14.** The category \(wSim[\text{Prop}]\) has a weakly initial object, namely \(\bigcup \emptyset\) and a weakly final object, namely \(\bigcup_{Prop}\).

**Proof.** Follows immediately from Lemma 4.5. Note that there is not a unique weak simulation from \(\bigcup \emptyset\) to other pointed models \((M, s)\), not even when \(M\) is point-generated. A counterexample is when \(M = ((s, t), \{(s, t), (t, t)\}, v)\), where \(v(s) = v(t) = \text{Prop}\). Then both \(\{(r, s)\}\) and \(\{(r, s), (r, t)\}\) are weak simulations \(\bigcup \emptyset \rightarrow M, s\) (where \(\text{dom}(\bigcup \emptyset) = \{r\}\) is the root of the empty loop model). \(\square\)

The next natural question that arises is whether our category has products and coproducts. A category has products if for every two objects \(A\) and \(B\) there is an object \(A \times B\) with morphisms \(\pi_0 : A \times B \rightarrow A, \pi_1 : A \times B \rightarrow B\) (the projections onto the left and right coordinates, respectively) such that for every object \(C\) and pairs of morphisms \(h : C \rightarrow A, f : C \rightarrow B\), there is a unique morphism \(g : C \rightarrow A \times B\) such that \(\pi_0 \circ g = h\) and \(\pi_1 \circ g = f\). Equivalently, there is a unique \(g\) for which the following diagram commutes.

```
  A                  B
   \downarrow \pi_0   \downarrow \pi_1
   \downarrow k       \downarrow f
  A \times B         C
   \downarrow \exists ! g
```
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Dually, a category has coproducts if for every two objects \( A \) and \( B \) there is an object \( A \sqcup B \) with morphisms \( \rho_0 : A \to A \sqcup B, \rho_1 : B \to A \sqcup B \) (the co-projections) such that for every object \( C \) and pairs of morphisms \( h : A \to C, f : B \to C \), there is a unique morphism \( g : A \sqcup B \to C \) such that \( g \circ \rho_0 = h \) and \( g \circ \rho_1 = f \). Equivalently, \( g \) must make the following diagram commute.

\[
\begin{array}{c}
A \sqcup B \\
\downarrow \rho_0 \quad \downarrow \rho_1 \\
A & \quad & B \\
\end{array}
\]
\[\exists g \quad \exists f \quad \exists h \]

\[
\begin{array}{c}
C \\
\downarrow g \\
A \sqcup B \\
\downarrow h \\
A \\
\end{array}
\]
\[\exists f \]

**Theorem 4.15.** The category \( \text{wSim}[\text{Prop}] \) does not have coproducts.

**Proof.** It suffices to show that there are two pointed models \((E, e), (E', e')\) such that their coproduct \((E, e) \sqcup (E', e')\) does not exist. Consider the following two models depicted next.

\[
(A, a) \quad (B, b)
\]

Note that \( A, a \models \Box(p \lor q) \) and \( B, b \models \Diamond r \). We will show that \((A, a) \sqcup (B, b)\) does not exist.

Suppose for contradiction that \((A, a) \sqcup (B, b)\) does exist. Then by the properties of coproducts, it must be that \((A, a) \to (A, a) \sqcup (B, b)\) and \((B, b) \to (A, a) \sqcup (B, b)\), and that for any \((C, c)\) for which \((A, a) \to (C, c)\) and \((B, b) \to (C, c)\), we have \((A, a) \sqcup (B, b) \to (C, c)\) (universal property). By preservation, it immediately follows that \((A, a) \sqcup (B, b) \models \Box(p \lor q) \land \Diamond r\). However, observe that \( \Box(p \lor q) \land \Diamond r \models \Box(p \land r) \lor \Diamond(q \land r) \). Hence, either (i) \((A, a) \sqcup (B, b) \models \Box(p \land r)\) or (ii) \((A, a) \sqcup (B, b) \models \Diamond(q \land r)\). Now consider the following two models \((C, c)\) and \((C', c')\), both of which are ‘above’ both \((A, a)\) and \((B, b)\) in the weak simulation order.

\[
(C, c) \quad (C', c')
\]

It is easily verified that indeed \((A, a) \to (C, c), (B, b) \to (C, c)\) and \((A, a) \to (C', c'), (B, b) \to (C', c')\). We will not spell out these weak simulations in detail. Moreover, observe that \( C, c \not\models \Diamond(q \land r) \) and that \( C', c' \not\models \Box(p \land r) \). However, it follows from the universal property of \((A, a) \sqcup (B, b)\) that \((A, a) \sqcup (B, b) \to (C, c)\) and \((A, a) \sqcup (B, b) \to (C', c')\)—that is, the coproduct \((A, a) \sqcup (B, b)\) must be ‘below’ both \((C, c)\) and \((C', c')\) in the weak simulation order. This is a contradiction, since if (i) holds, then \( C', c' \models \Box(p \land r) \) by preservation, and if (ii), then \( C, c \models \Diamond(q \land r) \) by preservation. Thus, the coproduct \((A, a) \sqcup (B, b)\) of \( A, a \) and \( B, b \) cannot exist. \( \square \)

As we will see soon, \( \text{wSim}[\text{Prop}] \) does not have products either. Rather than giving a concrete counterexample, we will show that \( \text{wSim}[\text{Prop}] \) is in fact isomorphic to its own opposite category.
and we will rely on the fact that products in a category correspond to coproducts in the opposite category. More precisely, consider the following ‘flipping’ operation on models.

**Definition 4.16.** Given a model \( M = (\text{dom}(M), R, v) \), let \( M^\sim = (\text{dom}(M), R, v^\sim) \) be obtained from \( M \) by ‘flipping’ all of the valuations—that is, \( v^\sim(t) = \text{Prop} - v(t) \) for all \( t \in \text{dom}(M) \).

In what follows, we use \( Z^{-1} \) to denote the relational converse of \( Z \)—that is, \( Z^{-1} = \{(b, a) \mid (a, b) \in Z\} \).

**Proposition 4.17.** Whenever \( Z : E, e \to M, s \), then \( Z^{-1} : M^\sim, s \to E^\sim, e \).

**Proof.** Let \((t, f) \in Z^{-1}\) be arbitrary, then \((f, t) \in Z\). By the [atom] clause of \( Z \), we get \( v(f) \subseteq v(t) \) and hence \( v^\sim(t) \subseteq v^\sim(f) \). [forth] If \( Rtu \) and \( M^\sim, u \leftrightarrow \cup_\emptyset \), then \( M, u \leftrightarrow \cup_{\text{Prop}} \) and hence by the [back] clause of \( Z \) there must be some successor \( g \) of \( f \) with \((g, u) \in Z \) and hence \((u, g) \in Z^{-1}\). [back] Similarly, if \( Rfg \) and \( E^\sim, g \leftrightarrow \cup_{\text{Prop}}, \) then \( E, g \leftrightarrow \cup_{\emptyset} \) so by [forth] of \( Z \) there must be some successor \( u \) of \( t \) with \((g, u) \in Z \) and hence \((u, g) \in Z^{-1}\). \( \square \)

In light of Proposition 4.17, we can naturally view the operation \((\cdot)^\sim\) as a “contravariant endo-functor” on \( \text{wSim}[\text{Prop}] \). Formally, let \( \text{wSim}[\text{Prop}]^{op} \) be the category that is identical to \( \text{wSim}[\text{Prop}] \), except that the direction of the morphisms is reversed. We define \((\cdot)^\sim : \text{wSim}[\text{Prop}] \to \text{wSim}[\text{Prop}]^{op} \) as the functor obtained by setting \((M, s)^\sim := (M^\sim, s)\) on objects and \( Z^\sim := Z^{-1}\) on morphisms. It is easy to see that this is indeed a functor as it commutes with composition and identity morphisms.

**Proposition 4.18.** The functor \((\cdot)^\sim : \text{wSim}[\text{Prop}] \to \text{wSim}[\text{Prop}]^{op} \) is an isomorphism.

**Proof.** Observe that the functor \((\cdot)^\sim : \text{wSim}[\text{Prop}] \to \text{wSim}[\text{Prop}]^{op} \) induces an inverse, namely the opposite functor \((\cdot)^{op} : \text{wSim}[\text{Prop}]^{op} \to \text{wSim}[\text{Prop}] \) defined by \((M, s)^{op} := (M^\sim, s)\) and \( Z^{-op} := Z^{-1}\). In other words, \((\cdot)^{op}\) is defined just like \((\cdot)^\sim\) except that the domain and codomain have switched. We have to show that the composition of functors \((\cdot)^\sim \circ (\cdot)^{op}\) is the same as the identity functor on \( \text{wSim} \). But we know that \((((M, s)^\sim)^{op} = (M^\sim, s) = (M, s)\) and clearly also \((Z^{-op} = (Z^{-1})^{-1} = Z)\).

Since products in \( \text{wSim}[\text{Prop}] \) correspond to coproducts in \( \text{wSim}[\text{Prop}]^{op} \), it follows that \( \text{wSim} \) has products iff it has coproducts. Therefore, we obtain the following corollary.

**Corollary 4.19.** The category \( \text{wSim}[\text{Prop}] \) does not have products.

Finally, we show that our isomorphism also coheres nicely with the following syntactic operations on formulas. We will make crucial use of this observation in the proof of the main theorem in the following section. We have already dealt with these operations more informally in the proof of Theorem 3.9, and here we make these observations more explicit.

**Definition 4.20.** Given a modal formula \( \varphi \) with variables among \( \text{Prop} = \{p_1, \ldots, p_n\} \), let \( \varphi^\sim := \varphi[\neg p_1/p_1] \ldots [\neg p_n/p_n]. \) Note that \( \varphi^\sim \equiv \varphi \)—that is, our operation is idempotent up to logical equivalence (by removing double negations).

**Proposition 4.21.** For all formulas \( \varphi \) and pointed models \((M, s)\),

\[
M, s \models \varphi \quad \text{iff} \quad M^\sim, s \models \varphi^\sim.
\]

**Proof.** By induction on the complexity of \( \varphi \). The Boolean case is immediate by inductive hypothesis. The cases for the modal operators \( \Box \) and \( \Diamond \) are also immediate the by inductive hypothesis since \((\Box \psi)^\sim = \Box(\psi^\sim) \) and \((\Diamond \psi)^\sim = \Diamond(\psi^\sim) \). The atomic case follows easily from the definitions as \( M, s \models p \) iff \( p \in v(s) \) iff \( p \notin v^\sim(s) \) iff \( M^\sim, s \models \neg p \). \( \square \)
4.3 Construction of Weak Simulation Dualities

We first define what weak simulation dualities are in the context of $\text{wSim}[\text{Prop}]$, and show that they correspond to finite characterisations of $L_{\Diamond,0,\wedge,\vee}$-formulas.

**Definition 4.22.** A weak simulation duality is a pair $(D_{pos}, D_{neg})$ of finite sets of pointed models such that every pointed model either weakly simulates some pointed model from $D_{pos}$, or is weakly simulated by some pointed model from $D_{neg}$, where the “or” is meant exclusively. In other words, for $\uparrow D = \{(E, e) \mid (E', e') \models_w(E, e) \text{ for some } (E', e') \in D\}$ and $\downarrow D = \{(E, e) \mid (E, e) \models_w(E', e') \text{ for some } (E', e') \in D\}$, we have that $\uparrow D_{pos}$ and $\downarrow D_{neg}$ partition $\text{wSim}[\text{Prop}]$.

**Theorem 4.23.** Let $\mathbb{B} = (D_{pos}, D_{neg})$ be a weak simulation duality where the examples in $D_{pos}$ have been labelled positively and the examples in $D_{neg}$ negatively. If some $\phi \in L_{\Diamond,0,\wedge,\vee}$ fits $\mathbb{B}$, then $\mathbb{B}$ is a finite characterisation of $\phi$ w.r.t. $L_{\Diamond,0,\wedge,\vee}$.

**Proof.** Let $\phi, \psi \in L_{\Diamond,0,\wedge,\vee}$ and $\mathbb{B} = (E^+, E^-)$ be a weak simulation duality such that $\phi$ and $\psi$ both fit these labelled examples. To see that $\phi \models \psi$, let $M, s \models \phi$. By preservation (Theorem 4.7), it cannot be that $(M, s) \in \downarrow E^-$, as otherwise $\psi$ would be satisfied on, and therefore fail to fit as a negative example, some example in $E^-$. Hence, since $\uparrow E^+$ and $\downarrow E^-$ partition $\text{wSim}[\text{Prop}]$, it follows that $(M, s) \notin \uparrow E^+$ but then $M, s \models \psi$ as well by preservation and the fact that $\psi$ fits $E^+$ as positive examples. The argument that $\psi \models \phi$ is complete symmetric. □

By the preceding theorem, it suffices to construct on input $\phi \in L_{\Diamond,0,\wedge,\vee}$, a weak simulation duality $(E^+_\phi, E^-_\phi)$ that $\phi$ fits. We will now give a direct construction of $E^+_\phi$ from $\phi$, going through a sort of modal version of the disjunctive normal form developed by Fine [5]; computing the examples compositionally from arbitrary formulas would be hard given the complex role of conjunction as a sort of ‘merging’ or ‘gluing’ operation on models. Then, we continue to show how this definition of $E^+_\phi$ already implicitly defines also the negative examples $E^-_\phi$ via the automorphism $(\cdot)^-$ of $\text{wSim}[\text{Prop}]$.

**Definition 4.24 (Fine Normal Form).** A basic normal form of level 0 is a non-empty conjunction of positive literals. A basic normal form of level $n + 1$ is a non-empty conjunction of formulas

$$\pi \land \Diamond q_0 \land \ldots \land \Diamond q_n \land \Box (\psi_0 \lor \ldots \lor \psi_m),$$

where $\pi$ is a (possibly empty) conjunction of positive (i.e., unnegated) propositional variables $p$, and each $q_i, \psi_j$ is a basic normal form of level at most $n$ (this ensures that a normal form of level $n$ is also a normal form of level $n'$ for all $n' > n$). A normal form of level $m$ is a non-empty disjunction of basic normal forms of level $m$.

Note that we explicitly require the conjunctions and disjunctions to be non-empty in the preceding definition, to exclude $\top$ and $\bot$. Intuitively, basic normal forms are modal formulas in negation normal form that may have disjunctions under the scope of boxes but no disjunctions under the scope of any diamonds.

**Theorem 4.25.** For every formula $\xi \in L_{\Diamond,0,\wedge,\vee}$, there is a normal form $nf(\xi)$ of level $d(\xi)$ such that $\xi \equiv nf(\xi)$.

**Proof.** By induction on $d(\xi)$. If $d(\xi) = 0$, we can just use the disjunctive normal form for propositional logic—that is, we simply distribute $\land$’s over $\lor$’s via the validity $p \land (q \lor r) \equiv (p \land q) \lor (p \land r)$. If $d(\xi) = n + 1$, observe that $\xi$ is a Boolean combination of formulas $\Diamond \varphi, \Box \psi$ and propositional variables $p$, where each $d(\varphi), d(\psi) \leq n$. By the inductive hypothesis, we may assume that each such $\varphi$ and $\psi$ are normal forms of level $n$. This means that $\varphi \equiv \lor \Phi$ and $\psi \equiv \lor \Psi$ for some
non-empty finite sets Φ, Ψ of basic normal forms of level \( n \). By Kripke normality, we transform \( \Diamond \varphi = \Diamond \bigvee \Phi \equiv \bigvee_{\varphi \in \Phi} \Diamond \varphi \), after which \( \xi \) is equivalent to a Boolean combination of formulas of the form \( \Diamond \varphi \), formulas of the form \( \Box (\psi_0 \lor \ldots \lor \psi_m) \) and positive propositional variables \( p \), where \( \varphi, \psi_0, \ldots, \psi_m \) are all basic normal forms of level \( n \).

Applying the propositional distributive law again, we obtain the disjunctive normal form of this Boolean combination, which is a big disjunction over conjunctions of formulas of the form \( \Diamond \varphi, \Box (\psi_0 \lor \ldots \lor \psi_m) \) and positive propositional variables \( p \), where \( \varphi, \psi_0, \ldots, \psi_m \) are all basic normal forms of level \( n \). We apply Kripke normality in the form of the equivalence \( \wedge_i \Box \varphi_i \equiv \Box (\wedge_i \Box \varphi_i) \) to conjunctions of formulas of the form \( \Box (\psi_0 \lor \ldots \lor \psi_m) \), to rewrite them into one formula starting with a \( \Box \) and under its scope a conjunction of disjunctions of basic normal forms of level \( n \). Applying the distributive law again, we rewrite this into a disjunction of conjunctions of basic normal forms of level \( n \).

\[ \Box \]

The following corollary is thus immediate from the fact that every formula in \( \mathcal{L}_{\Delta, \Diamond, \land, \lor} \) can be brought into the preceding Fine normal form.

**Corollary 4.26.** Every basic normal form of level \( k \) is of one of the following forms:

\[
\begin{align*}
(i) & \quad p_1 \land \ldots \land p_n & \text{if } n = 0 \\
(ii) & \quad \pi \land \Diamond \varphi_0 \land \ldots \land \Diamond \varphi_n & \text{if } n > 0 \\
(iii) & \quad \pi \land \Box (\psi_0 \lor \ldots \lor \psi_m) & \text{if } n > 0 \\
(iv) & \quad \pi \land \Diamond \varphi_0 \land \ldots \land \Diamond \varphi_n \land \Box (\psi_0 \lor \ldots \lor \psi_m) & \text{if } n > 0,
\end{align*}
\]

where each \( \varphi_i, \psi_j \) is a basic normal form of level \( k - 1 \) and \( \pi \) is a (possibly empty conjunction) of positive atoms.

Now comes the direct construction of \( E_\varphi^+ \) given \( \varphi \in \mathcal{L}_{\Delta, \Diamond, \land, \lor} \) in Fine normal form. Define the following ‘gluing’ operator (which we denote by \( \triangledown \)) to suggest the connection with the syntactic \( \lor \)-operator \([14]\) for building the positive examples.

**Definition 4.27.** Given a set of pointed models \( \mathbb{E} \) and a set of propositional variables \( P \subseteq \text{Prop} \), let \( \triangledown P(\mathbb{E}) \) be the model obtained by gluing all of the examples in \( \mathbb{E} \) to a new root \( r \) with \( \triangledown r = P \). In other words,

- Domain \( \text{dom}(\triangledown P(\mathbb{E})) = \bigcup_{(E, e) \in \mathbb{E}} \text{dom}(E) \cup \{r\} \)
- Relation \( R^\varphi[r] = \{e \mid (E, e) \in \mathbb{E} \} \) and \( R^\varphi \upharpoonright \text{dom}(E) = R^E \) for all \( (E, e) \in \mathbb{E} \)
- Colouring \( \triangledown^\varphi \upharpoonright \text{dom}(E) = \triangledown^E \) for all \( (E, e) \in \mathbb{E} \) and \( \triangledown^r(r) = P \).

We write \( \triangledown P(E, e) \) rather than \( \triangledown P(\{(E, e)\}) \) for singletons. By Theorem 4.25, every \( \varphi \in \mathcal{L}_{\Delta, \Diamond, \land, \lor} \) is equivalent to a normal form \( nf(\varphi) \) of level \( d(\varphi) \). In fact, we observed there (Corollary 4.26) that every basic normal form is of one of the forms (i) through (iv). Hence, we will define the positive examples for these four cases separately. Note that for a conjunction of literals \( \pi, \pi \) denotes the set of propositional variables occurring in \( \pi \). Further, we suppress the distinguishing element for readability, writing \( E \) instead of \( (E, e) \).

**Definition 4.28.** For every formula \( \varphi \) in \( \mathcal{L}_{\Delta, \Diamond, \land, \lor} \) in Fine normal form, we define the positive examples of \( \varphi \) to be the positive examples for \( nf(\varphi) \), in symbols \( E_\varphi^+ := E_{nf(\varphi)}^+ \), where the latter is
defined as follows:

\[ E_i^+ := \{ \Box \pi(\cup_{\emptyset}) \} \]

\[ E_i^{+ \lor \Box \phi_0 \ldots \lor \Box \phi_m} := \{ \Box \pi(\cup_{\emptyset}) | \emptyset \subseteq \bigcup_{j=m} E_i^+ \} \]

\[ E_i^{+ \lor \Box \psi_0 \ldots \lor \Box \psi_m} := \{ \Box \pi(\cup_{\emptyset}) | \emptyset \subseteq \bigcup_{j=m} E_i^+ \} \]

\[ E_i^{+ \lor \Box \phi_0 \ldots \lor \Box \phi_m} := \{ \Box \pi(\cup_{\emptyset}) | \emptyset \subseteq \bigcup_{j=m} E_i^+ \} \]

where \( \pi \) is the set of all atoms occurring in the conjunction of literals/term \( \pi \), and importantly, in the one but last line, \( E_i^{+ \lor \Box \psi_j} \) is already defined by the inductive hypothesis.\(^5\)

**Proposition 4.29.** Every \( \varphi \in \mathcal{L}_{\land, \lor, \Box, \Diamond} \) fits \( E_i^{+ \lor \Box \varphi} \) as positive examples.

**Proof.** By induction on the complexity of normal forms. We show that for each basic normal form \( \xi, \xi \) fits \( E_i^{+ \lor \Box \xi} \) as positive examples. From this, it follows that every normal form fits its set of positive examples by the properties of union and disjunction. By Corollary 4.26, it suffices to consider cases (i) through (iv). Starting with (i) \( \xi = p_1 \land \ldots \land p_n \), clearly \( \Box(p_1, \ldots, p_n)(\cup_{\emptyset}) \models p_1 \land \ldots \land p_n \). For case (ii) \( \xi = \pi \land \Box \varphi_1 \land \ldots \land \Box \varphi_m \), let \( E_1, \ldots, E_m \) positive examples for \( \varphi_1, \ldots, \varphi_m \), respectively. Then, \( \Box \pi(E_1, \ldots, E_m, \cup_{\emptyset}) \models \xi \) because \( \pi \) is satisfied at the root and each conjunct of the form \( \Box \varphi_i \) is witnessed by some successor whose generated model is precisely some example in \( E_i^{+ \lor \Box \varphi_i} \), which are all normal forms.

For case (iii) \( \xi = \pi \land (\Box \psi_0 \lor \ldots \lor \Box \psi_m) \), let \( \emptyset \subseteq \bigcup_{j=m} E_i^{+ \lor \Box \psi_j} \) \( E_i^{+ \lor \Box \psi_0 \lor \ldots \lor \Box \psi_m} \). Thus, by the inductive hypothesis, all examples in \( \emptyset \) satisfy \( \psi_0 \lor \ldots \lor \psi_m \). But then clearly \( \Box \pi(\emptyset) \models \xi \) as the generated model of every successor of the root of this model is in \( \emptyset \subseteq E_i^{+ \lor \Box \varphi_1} \). Lastly, for case (iv) \( \xi = \pi \land (\Box \psi_0 \lor \ldots \lor \Box \psi_m) \land \Diamond \varphi_0 \land \ldots \land \Diamond \varphi_n \), let \( E_1, \ldots, E_m \) be positive examples for \( \varphi_1 \land (\psi_0 \lor \ldots \lor \psi_n), \ldots, \varphi_m \land (\psi_0 \lor \ldots \lor \psi_n) \), respectively, and \( \emptyset \subseteq E_i^{+ \lor \Box \varphi_0 \lor \ldots \lor \Box \varphi_n} \). Then, \( \Box \pi(E_1, \ldots, E_n, \cup_{\emptyset}) \models \xi \) because \( \pi \) is satisfied at the root, each conjunct \( \Box \varphi_i \) is witnessed by some \( E_i \in \{E_1, \ldots, E_n\} \) and each successor of the root in is in \( \{E_1, \ldots, E_n\} \cup \emptyset \subseteq \text{mod}(\psi_0 \lor \ldots \lor \psi_m) \) by the inductive hypothesis.

**Proposition 4.30.** For every \( \varphi \in \mathcal{L}_{\land, \lor, \Box, \Diamond} \), every positive example for \( \varphi \) weakly simulates some example from \( E_i^{+ \lor \Box \varphi} \).

**Proof.** By induction on formula complexity. Consider \( \varphi \in \mathcal{L}_{\land, \lor, \Box, \Diamond} \) in normal form—that is, \( \varphi \) is a disjunction of basic normal forms of level \( d(\varphi) \). It suffices to show that the claim holds for all basic normal form disjuncts of \( \varphi \), for if \( M, s \models \varphi \), then \( (M, s) \) satisfies some disjunct, and the positive examples for \( \varphi \) are the union of all positive examples for its disjuncts:

- (i) Let \( \varphi = \pi \) be a conjunction of positive atoms and observe that \( E_i^+ = \{ \Box \pi(\cup_{\emptyset}) \} \). We look at two cases: (a) \( R^M[s] = \emptyset \) or (b) \( R^M[s] \neq \emptyset \). (a) We claim that the relation with a single pair \( \{(r, s)\} \), where \( r \) is the root of \( \Box \pi(\cup_{\emptyset}) \), is a weak simulation \( \Box \pi(\cup_{\emptyset}) \rightarrow M, s \). [atom] \( \nu(r) = \pi \) and as \( M, s \models \pi \) clearly \( \nu(r) \subseteq \nu(s) \). [forth’] trivial since we can use the escape clause. [back’] trivial since \( R^M[s] = \emptyset \). (b) Now we claim that \( Z = \{(r, s) \} \cup \{r^* \times \text{dom}(M)\} \) is a weak simulation, where \( r^* \) is the root of \( \cup_{\emptyset} \). It follows straight from the definition of

---

\(^5\)Note that \( \varphi_1 \land \psi_j \) is not necessarily in Fine normal form, but it may be rewritten to one without increasing its modal depth.
weak simulation that each pair of the form \((r', t)\) satisfies all of the clauses. Hence, it suffices to show that all clauses hold of the root-pair \((r, s) \in Z\). [atom] \(\psi(r) = \hat{\pi}\) and as \(M, s \models \pi\) clearly \(\psi(r) \subseteq \psi(s)\). [forth'] the only successor of \(r\) is \(\cup \emptyset\) so we can just use the escape clause. [back'] If \(R^M\), then we clearly have that the empty loopstate successor of \(r\) is \(Z\)-related with \(t \in dom(M)\).

(ii) Let \(M, s \models \pi \land \Diamond \phi_0 \land \ldots \land \Diamond \phi_n\). This means that for each \(i \leq n\), there is a successor \(t_i \in R^M[s]\) such that \(M, t_i \models \phi_i\). Therefore, by the inductive hypothesis, for each \(i \leq n\) there is an example \((E_i, e_i) \in E^+_{\emptyset} \land \Diamond \psi_n\) and a weak simulation \(Z_i : E_i, e_i \rightarrow M, t_i\) as well as a simulation \(Z \models \Diamond \psi_0 \land \Diamond \phi_n\). The claim is that

\[
Z := \bigcup_{1 \leq i \leq n} Z_i \cup \{(\cup \emptyset) \times dom(M)\} \cup \{(r, s)\}
\]

is a weak simulation \(\Diamond \psi_0 \land \Diamond \phi_n\). Moreover, every pair of the form \((r', t)\) where \(dom(\cup \emptyset) = \{r'\}\) satisfies all of the clauses (cf. Lemma 4.5). Hence, we only have to show that the root-pair \((r, s)\) satisfies all of the clauses. [atom] Follows from the [atom] clause of \(Z\) (note that \(\hat{\pi}\) may be empty here). [forth'] For the empty loopstate successor \(r'\), we can use the escape clause, and every other successor of \(r\) is of the form \(e_i\) for some \(i \leq n\). But then there is a matching successor \(t_i\) of \(s\) with \((e_i, u_i) \in Z_i \subseteq Z\). [back'] We can match every successor \(u\) of \(t\) with \(r'\) (\(r', u) \in Z\) for all \(u \in dom(M)\).

(iii) Let \(M, s \models \pi \land \Diamond \phi_0 \land \ldots \land \Diamond \phi_n \land \Box (\psi_0 \lor \ldots \lor \psi_m)\). By the inductive hypothesis, this means that for each \(t \in R^M[s]\), there is some example \((E_t, e_t) \in \bigcup_{t \leq m} \bigcup_{e_t \in E^+_{\emptyset}} \) with a weak simulation \(Z_t : E_t, e_t \rightarrow M, t\), as well as a simulation \(Z \models \Diamond \psi_0 \land \Diamond \phi_n \land \Box (\psi_0 \lor \ldots \lor \psi_m)\). The claim is that

\[
Z := \bigcup_{t \in R^M[s]} Z_t \cup \{(r, s)\}
\]

is a weak simulation \(\Diamond \psi_0 \land \Diamond \phi_n \land \Box (\psi_0 \lor \ldots \lor \psi_m)\). By the inductive hypothesis, this means that for each \(t \in R^M[s]\), there is some example \((E_t, e_t) \in \bigcup_{t \leq m} \bigcup_{e_t \in E^+_{\emptyset}} \) with a weak simulation \(Z_t : E_t, e_t \rightarrow M, t\). Moreover, \(R^M[s] \neq \emptyset\) as, for example, \(M, s \models \Diamond \phi_0\) and \(\phi_0 \neq \bot\). Set \(\mathcal{E} := \{(E_t, e_t) \mid t \in R^M[s]\}\) and note that \(\mathcal{E} \neq \emptyset\) as \(R^M[s] \neq \emptyset\). Moreover, by the inductive hypothesis, there is also a weak simulation \(Z \models \Diamond \psi_0 \land \Diamond \phi_n \land \Box \psi_m\) such that there is a simulation \(Z_t : E_t, e_t \rightarrow M, t\), where \(t_i\) is some successor of \(s\). Set \(\mathcal{E}' := \{(E_t, e_t) \mid 0 < i < n\}\). It follows that

\[
\Diamond \psi_0 \land \Diamond \phi_n \land \Box \psi_m
\]

We claim that the relation

\[
Z := \bigcup_{i \leq n} Z_i \cup \bigcup_{t \in R^M[s]} Z_t \cup \{(r, s)\}
\]

is a weak simulation \(\Diamond \psi_0 \land \Diamond \phi_n \land \Box \psi_m\). Again, since we already know each \(Z_i\) and \(Z_t\) to be weak simulations, it suffices to show that the root-pair \((r, s)\) satisfies all of the clauses. [atom] By the [atom] clause of \(Z\) (note that \(\hat{\pi}\) may be empty here). [forth'] Every successor of the root is either of the form \(e_i\) or (ii) of the form \(e_i\). In the former case, we get a matching...
successor \( t \) of \( s \) with \((e_t, t) \in Z_t \subseteq Z\), and in the latter case, we get a matching successor \( t_i \) of \( s \) with \((e_i, t_i) \in Z_i \subseteq Z\). [back] every successor \( t \) of \( s \) has a matching successor \( e_t \) of \( r \) with \((e_t, t) \in Z_t \subseteq Z\) by construction.

As it turns out, we can define the negative examples for formulas in \( \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \) in terms of the positive ones via the substitution operator \((\cdot)^\neg\) we saw in Sections 4.2 and 3.2 when dualizing the positive result for \( \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor, \top, \bot \rangle} \) from prior work [18] to \( \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor, \top, \bot \rangle} \). We will do this in terms of the syntactic operator \( \triangleleft \) defined in the following. Intuitively, \( \triangleleft(\varphi) \) is the formula \( \varphi \) with all logical symbols in it 'dualised' while it does nothing on propositional variables. In other,

\[
\begin{align*}
\triangleleft(\Box \varphi) &= \Diamond \triangleleft(\varphi) \\
\triangleleft(\Diamond \varphi) &= \Box \triangleleft(\varphi) \\
\triangleleft(\varphi \land \psi) &= \triangleleft(\varphi) \lor \triangleleft(\psi) \\
\triangleleft(\varphi \lor \psi) &= \triangleleft(\varphi) \land \triangleleft(\psi) \\
\triangleleft(\neg \varphi) &= \triangleleft(\varphi) \neg
\end{align*}
\]

First of all, note that \( \varphi \in \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \) implies that \( \triangleleft(\varphi) \in \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \) because \( \triangleleft(\varphi) = \varphi \). Moreover, observe that \( \neg \varphi \equiv \triangleleft(\varphi)^\neg \). To see this, note that rewriting \( \neg \varphi \) into negation normal form is precisely the same procedure as first dualising all operators with \( \triangleleft \) and then substituting \([\neg p/p]\) wherever possible with \((\cdot)^\neg\), modulo elimination of double negations in front of atoms.

**Definition 4.31.** For each \( \varphi \in \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \), set \( E_{\varphi} = (E_{\varphi}^+, E_{\varphi}^-) \), where

\[
\begin{align*}
E_{\varphi}^+ &:= E_{nf(\varphi)}^+ \\
E_{\varphi}^- &:= \{(E^-, e) \mid (E, e) \in E_{nf(\triangleleft(\varphi))} \}.
\end{align*}
\]

**Proposition 4.32.** For each \( \varphi \in \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \), \((E_{\varphi}^+, E_{\varphi}^-)\) is a weak simulation duality that \( \varphi \) fits.

**Proof.** It remains to show that \( \varphi \) fits \( E_{\varphi}^+ \) as negative examples and that every negative example for \( \varphi \) is weakly simulated by some negative example for \( \varphi \) in \( E_{\varphi}^- \). Let \((E', e') \in E_{\varphi}^-\). Then \((E', e') = (E, e)^\neg = (E^-, e)\) for some \((E^-, e) \in E_{nf(\triangleleft(\varphi))}^-\). So by Proposition 4.29, \((E^-, e) \models \triangleleft(\varphi)\), and by Proposition 4.21, \( E, e \models \triangleleft(\varphi)^\neg \). But we have seen that that just means that \( E, e \not\models \varphi \) since \( \neg \varphi \equiv \triangleleft(\varphi)^\neg \). It follows that \( \varphi \) fits \( E_{\varphi}^+ \) as negative examples.

Finally, let \( E, e \not\models \varphi \) be any negative example for \( \varphi \). Since \( \neg \varphi \equiv \triangleleft(\varphi)^\neg \), it follows that \( E, e \models \triangleleft(\varphi)^\neg \). By Proposition 4.21, we have \( E^-, e \models \triangleleft(\varphi) \), and then by Proposition 4.30, there is some \((E', e') \in E_{nf(\varphi)}^+\) such that \( E', e' \rightarrow E^-, e \), whence by Proposition 4.17 and idempotence of \((\cdot)^\neg\) also \( E, e \rightarrow (E')^-, e' \). But if \((E', e') \in E_{nf(\varphi)}^-\), then \((E', e')^\neg = ((E')^-, e)\) is in \( E_{\varphi}^- \). It follows that \( E, e \in \downarrow E_{\varphi}^- \), so we have shown that \( \uparrow E_{\varphi}^+ = \text{finmod}(\neg \varphi) \). Together with Proposition 4.30, which shows that \( \uparrow E_{\varphi}^+ = \text{finmod}(\varphi) \), we conclude that \((E_{\varphi}^+, E_{\varphi}^-)\) is a weak simulation duality.

We are now ready to prove Theorem 3.10, restated here for convenience.

**Theorem 3.10.** For every finite set \( \text{Prop.} \subseteq \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \), admits finite characterisations. Moreover, these characterisations are effectively computable.

**Proof.** Immediate from Proposition 4.32 and Theorem 4.23. The procedure computes first \( nf(\varphi) \), \( nf(\triangleleft(\varphi)) \) and uses Definition 4.28 and the flipping operation \((\cdot)^\neg\) to generate \( E_{\varphi}^+ \) and \( E_{\varphi}^- \).

**Remark 4.3.** Theorem 4.10 showed that the weak simulation preserved fragment of first-order logic is the fragment \( \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \) extended with \( \top \) and \( \bot \). This raises the question whether Theorem 3.10 holds also for \( \mathcal{L}_{\langle \Diamond, \neg, \wedge, \lor \rangle} \) extended with \( \top \) and \( \bot \). This is indeed the case: it follows from Lemma 4.6 that a single pointed model suffices to characterise \( \top \) and \( \bot \) as individual formulas. We can use the fact that \( \top \) does not have negative examples and \( \bot \) does not have positive examples, and we can set \( E_{\top} := \{ \cup \emptyset \} \) and \( E_{\bot} := \{ \cup \text{Prop.} \} \).
5 FURTHER RESULTS
In this section, we discuss complexity issues and additional extensions of the modal languages considered that admit finite characterisations. We will begin with discussing the complexity of computing finite characterisations.

5.1 Size Bounds and Computational Complexity of Computing Finite Characterisations
Recall Theorem 3.8, which states that $\mathcal{C}(L_{\Theta,\wedge,\vee,T,\perp}[\text{Prop}])$ admits finite characterisations, and whose proof relies on results from prior work [1, 18] concerning finite characterisations for c-acyclic unions of conjunctive queries. In fact, the latter results imply that $\mathcal{C}(L_{\Theta,\wedge,\perp}[\text{Prop}])$ admits polynomial-time computable finite characterisations and that $\mathcal{C}(L_{\Theta,\wedge,\vee,T,\perp}[\text{Prop}])$ admits exponential-time computable finite characterisations. Inspecting our proof of Theorem 3.8, we see that this extends also to the corresponding fragments that include $\perp$. Therefore, $\mathcal{C}(L_{\Theta,\wedge,\perp}[\text{Prop}])$ admits polynomial-time computable finite characterisations and that $\mathcal{C}(L_{\Theta,\wedge,\vee,T,\perp}[\text{Prop}])$ admits exponential-time computable characterisations.

Our construction of finite characterisations for $L_{\Theta,\wedge,\vee}$-formulas, however, is non-elementary. Indeed, we will now give a non-elementary lower bound on the size of characterisations w.r.t. $L_{\Theta,\wedge,\vee}$, by showing that any characterisation of $\Box^nP$ w.r.t. $L_{\Theta,\wedge,\vee}\{\{p\}\}$ must contain at least non-elementarily many positive examples. We will use the following notation for non-elementary functions:

$$\text{tower}(1, m) := m$$
$$\text{tower}(n + 1, m) := 2^{\text{tower}(n, m)}.$$

Thus, a non-elementary function $f(n)$ is one that cannot be bounded by any $\text{tower}(k, \text{poly}(n))$ for any fixed $k$ and polynomial function $\text{poly}(n)$.

We will use the following general strategy for proving the lower bound. Namely, we show that our characterisations are ‘minimal’ in the sense that no proper subset forms a characterisation. Using the fact that our characterisations actually form weak simulation dualities in $\text{wSim}\{\{p\}\}$, it then follows that the size of the characterisations for individual formulas are actually lower bounds on the size on any such characterisation.

**Lemma 5.1.** For each $n$, $E^+_n p$ is ‘minimal’ in the sense that for all proper subsets $E' \subset E^+_n p$, we have $\uparrow E' \neq \text{finmod}(\Box^np)$.

**Proof.** We show this by induction on $n$. The base case $n = 0$ is trivial since $\Box^0 p = p$ and $|E^+_np| = 1$ has only a single example and clearly $\uparrow \emptyset$ is empty so it is not exactly finmod($\Box^np$). Now suppose that the claim holds for $E^+_n p$ and consider any $\bigwedge_0(\mathbb{B}) \in E^+_n p \cup E^+_n p$. We want to construct a formula in $L_{\Theta,\wedge,\vee}$ which is only refuted on this particular positive example in $E^+_n p$, but not on other examples in $E^+_n p$. It follows from the fact that $E^+_n p$ is minimal that for every positive example $(E, e) \in \mathbb{B} \cup E^+_n p$, there is some formula $\psi(E, e) \in L_{\Theta,\wedge,\vee}$ such that $\psi(E, e)$ is only refuted on $(E, e)$ but true on all other examples in $E^+_n p$. Define the following:

$${\psi_{\bigwedge_0(\mathbb{B})}} := \left( \bigvee_{(E, e) \in \mathbb{B}} \Box \psi(E, e) \right) \lor \bigwedge_{(E, e) \in \mathbb{B}} \psi(E, e).$$

Interestingly, this is precisely the dual of the modal nabla operator (a.k.a. the ‘cover modality’) $\bigvee [9, 14]$. 
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We claim that $\nabla_0(\mathbb{E})$ is the only example from $E^+_{\neg P}$ that refutes $\psi_{\nabla_0(\mathbb{E})}$. For any other $\nabla_0(\mathbb{E}') \in E^+_{\neg P}$, with $\mathbb{E} \neq \mathbb{E}'$. Then either (a) $\mathbb{E} \not\subseteq \mathbb{E}'$ or (b) $\mathbb{E}' \not\subseteq \mathbb{E}$. If (a), then there is some $(E, e) \in \mathbb{E}$ such that $(E, e) \not\in \mathbb{E}'$. But then by the inductive hypothesis, there is some $\psi_{(E, e)} \in L_{\nabla_0, \cup, \land}$ that is refuted at $(E, e)$ but satisfied at all other examples in $E^+_{\neg P}$, including all examples in $\mathbb{E}'$. It follows that $\nabla_0(\mathbb{E}') \models \Box \psi_{(E, e)}$, which is a disjunct of $\psi_{\nabla_0(\mathbb{E})}$. Moreover, if (b), then there is some $(E', e') \in \mathbb{E}'$ such that $(E', e') \not\in \mathbb{E}$. By the inductive hypothesis, for each $(E, e) \in \mathbb{E}$ there is a formula $\psi_{(E, e)} \in L_{\nabla_0, \cup, \land}$ that is only refuted on $(E, e)$ but not on other examples in $E^+_{\neg P}$. It follows that $(E', e') \models (\wedge_{(E, e) \in \mathbb{E}} \psi_{(E, e)})$, and since $(E', e') \in \mathbb{E}'$, we get $\nabla_0(\mathbb{E}') \models \Box (\wedge_{(E, e) \in \mathbb{E}} \psi_{(E, e)})$, which is a disjunct of $\psi_{\nabla_0(\mathbb{E})}$.

**Theorem 5.2.** Every finite characterisation of $\Box^m p$ w.r.t. $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{p\})$ has at least tower$(n, 2)$ many positive examples. Dually, every finite characterisation of $\Diamond^m p$ w.r.t. $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{p\})$ has at least tower$(n, 2)$ many negative examples.

**Proof.** Suppose for contradiction that $\mathbb{E} = (E^+, E^-)$ is a characterisation of $\Box^m p$ w.r.t. $L_{\nabla_0, \cup, \land}$ with $m = |E^+| < |E^+_{\neg P}| = \text{tower}(n, 2)$, and let us write $E^+ = \{(E_1, e_1), \ldots, (E_m, e_m)\}$. We have shown that $E^+_{\neg P}$ characterises $\Box^m p$ w.r.t. $L_{\nabla_0, \cup, \land}$ and is moreover a weak simulation duality. Hence, it follows that for each $(E_i, e_i) \in E^+$ with $1 \leq i \leq m$, there is some $(E'_i, e'_i) \in E^+_{\neg P}$ such that $(E'_i, e'_i) \rightarrow (E_i, e_i)$. But as $m < \text{tower}(n, 2) = |E^+_{\neg P}|$, there is some proper subset $\mathbb{E} \subset E^+_{\neg P}$ of with $\mathbb{E} = \{(E'_i, e'_i), \ldots, (E'_m, e'_m)\}$ such that $E^+ \subseteq \mathbb{E}$. But by Lemma 5.1, we know that $E^+_{\neg P}$ is minimal, so for any $(E, e) \in E^+_{\neg P} - \mathbb{E}$ (which is non-empty by assumption), there must be some $\psi_{(E, e)}$ such that $E, e \not\models \psi_{(E, e)}$ but all other examples in $E^+_{\neg P}$ satisfy $\psi_{(E, e)}$. In particular, each example in $\mathbb{E}$ satisfies $\psi_{(E, e)}$ and hence by preservation each example in $E^+$ does as well as $E^+ \subseteq \mathbb{E}$. But then $\Box^m p \land \psi_{(E, e)}$ fits $\mathbb{E}$ yet $\Box^m p \not\models \Box^m p \land \psi_{(E, e)}$ as witnessed by $(E, e) \models \Box^m p \land \neg \psi_{(E, e)}$, contradicting our assumption that $\mathbb{E}$ characterises $\Box^m p$ w.r.t. $L_{\nabla_0, \cup, \land}$. \hfill \Box

### 5.2 Uniform Formulas

In Section 3.2, we showed that $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{\text{Prop}\})$ and $\mathcal{C}(L_{\nabla_0, \cup, \top}, \{\text{Prop}\})$ do not admit finite characterisations, even for $\text{Prop} = 0$. Specifically, $\bot$ is not finitely characterisable in the former and $\top$ is not finitely characterisable in the latter. It follows that $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{\text{Prop}\})$, for non-empty $\text{Prop}$, does not admit finite characterisations either, because $\bot$ is definable as $p \land \neg p$, and likewise for the dual class $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{\text{Prop}\})$. In other words, our positive result for $\mathcal{C}(L_{\nabla_0, \cup, \land})$ crucially relies on the absence of negation.

We will now show that our positive result for $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{\text{Prop}\})$ extends to a larger class of uniform $L_{\nabla_0, \cup, \land, \neg, \land, \land, \lor, \land}$-formulas, which allow atomic negation only in a very restricted way. For any $P, Q$ disjoint finite sets of propositional variables, and a modal fragment $L$, let $L[P; Q]$ denote the set of $\mathcal{L}$-formulas that only use unnegated occurrences of variables $p \in P$ and only negated occurrences $\neg q$, for variables $q \in Q$.

We will show that $\mathcal{C}(L_{\nabla_0, \cup, \land, \neg, \land, \land, \lor, \land}, \{P; Q\})$ admits finite characterisations, through a suitable reduction to $\mathcal{C}(L_{\nabla_0, \cup, \land}, \{\text{Prop}\})$. The idea is that we can treat negated variables from $Q$ as if they were positive. For each $q \in Q$, we create fresh variable $\neg q$ that stands for the negation $\neg q$ of $q$. Let $Q^\neg := \{q^\neg \mid q \in Q\}$.

**Definition 5.3.** Given a pointed modal $(M, s)$, let $(M, s)^Q := (M^\neg, s)$, where $M^\neg := (\text{dom}(M), R, \neg^Q)$ is obtained from $M$ by defining $\neg^Q : \text{dom}(M) \rightarrow \mathcal{P}(P \cup Q^\neg)$ as $\neg^Q(t) := \{q^\neg \mid q \in Q \land q \not\in t\}$ for all $t \in \text{dom}(M)$. Next, given a modal formula $\phi \in L_{\text{full}}[P; Q]$, where $Q = \{q_1, \ldots, q_n\}$, let $\phi^\neg := \phi[q_1^\neg/\neg q_1] \cdots [q_n^\neg/\neg q_n]$.

Note that if $\phi \in L_{\text{full}}[P; Q]$, then $\phi^\neg \in L_{\text{full}}[P \cup Q^\neg]$.
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Lemma 5.4. For all modal formulas \( \varphi, \psi \in \mathcal{L}_{\text{full}}[P; Q] \) and pointed models \((M, s)\),

\[
M, s \models \varphi \iff M \not\models \varphi^Q, \quad s \models \varphi^Q \quad \text{and} \quad \varphi \equiv \psi \iff \varphi^Q \equiv \psi^Q.
\]

Proof. Only the atomic case differs from Proposition 4.21, and for any state \( s \) and \( q \in Q \), we have \( s \models \neg \varphi q \iff \varphi \not\models \psi q \iff q^\square \in \mathcal{L}^Q(s) \iff s \models q^\square \). Next, observe that \( \varphi \equiv \psi \iff \varphi \leftrightarrow \psi \) is valid. Furthermore, \( \varphi \leftrightarrow \psi \) is valid iff \( \varphi \leftrightarrow \psi^Q \equiv \varphi^Q \leftrightarrow \psi^Q \) is valid because validity is closed under uniform substitution [3], which of course holds iff \( \varphi^Q \equiv \psi^Q \).

\[\square\]

Theorem 5.5. For all disjoint finite sets \( P, Q \subseteq \text{Prop} \), the concept class \( \mathbb{C}(\mathcal{L}_{\square, \land, \lor, \neg} \{P; Q\}) \) admits finite characterisations.

Proof. Take any \( \varphi \in \mathcal{L}_{\square, \land, \lor, \neg} \{P; Q\} \) and consider \( \varphi^Q \in \mathcal{L}_{\square, \land, \lor} \{P \cup Q^\land\} \). By Theorem 3.10, \( \varphi^Q \) has a finite characterisation \((E^+, E^-)\) with respect to \( \mathcal{L}_{\square, \land, \lor} \{P \cup Q^\land\} \). Define

\[
E^+ := \{(e, e)^Q \mid (E, e) \in E^+\} \quad E^- := \{(e, e)^Q \mid (E, e) \in E^-\}
\]

and consider any \( \psi \in \mathcal{L}_{\square, \land, \lor} \{P; Q\} \) that fits \((E^+, E^-)\). By Theorem 5.4, it follows that \( \psi^Q \) fits \((E^+\varphi, E^-\varphi)\) and hence \( \varphi^Q \equiv \psi^Q \) by the fact that this is a characterisation of \( \varphi^Q \). But then by Lemma 5.4, we get that \( \varphi \equiv \psi \).

\[\square\]

5.3 Poly-Modal Formulas

So far, we have only looked at modal languages with a single modality \( \Diamond \) or with both the \( \Diamond \) modality and its dual \( \Box \), and the corresponding Kripke models with only one accessibility relation. However, our results generalise straightforwardly to their respective poly-modal generalisations. This is relevant from the point of view of potential applications in description logic. Our proofs extend "pointwise" to the poly-modal setting. In particular, one obtains generalised versions of Fine normal form, where basic normal forms are of the form

\[
\pi \land \bigwedge_i \Box_i \varphi_i \land \Diamond_i \varphi_i,0 \land \ldots \land \Diamond_i \varphi_i,n_i.
\]

Further, the definition of weak simulations and our category-theoretic analysis of \( \text{wSim}[\text{Prop}] \) extend straightforwardly to the poly-modal setting. The relevant construction of positive examples for poly-modal formulas in basic normal form proceeds by recursively computing the characterisations for individual component basic normal forms with one modality and merging their roots. Again, negative examples can be obtained from the positive ones via the endo-functor \((\cdot)^{\land}\).

6 CONCLUSION

In this article, we investigated under what conditions modal formulas admit finite characterisations. First, we focused on the full modal language and showed that even over restricted classes of frames it does not admit finite characterisations, except in trivial cases. This motivated our further investigation into modal fragments, where we fixed the frame class parameter to the class of all (finite) frames, but we restrict the set of connectives. Here, we obtain a number of positive and negative results. In particular, in Section 4, we proved our main result that \( \mathcal{L}_{\square, \land, \lor} \) admits finite characterisations. Finally, in Section 5, we proved tight non-elementary bounds on the size of characterisations for \( \mathcal{L}_{\square, \land, \lor} \), and extended our main result to classes of uniform formulas and indicated how poly-modal generalisations could be obtained.

In future work, we would like to close the question on whether \( \mathbb{C}(\mathcal{L}_{\square, \land, \lor, \land}) \) and \( \mathbb{C}(\mathcal{L}_{\square, \land, \lor, \neg, \land}) \) admit polynomial-sized characterisations, and might even support a polynomial-time exact learning algorithm with membership queries.
Finally, we leave the question of the existence of characterisations for fragments w.r.t. restricted frame classes wide open. Recent results from prior work [19] may provide an initial starting point here.
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