PHASE SPACE ANALYSIS AND FUNCTIONAL CALCULUS FOR THE LINEARIZED LANDAU AND BOLTZMANN OPERATORS
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Abstract. In many works, the linearized non-cutoff Boltzmann operator is considered to behave essentially as a fractional Laplacian. In the present work, we prove that the linearized non-cutoff Boltzmann operator with Maxwellian molecules is exactly equal to a fractional power of the linearized Landau operator which is the sum of the harmonic oscillator and the spherical Laplacian. This result allows to display explicit sharp coercive estimates satisfied by the linearized non-cutoff Boltzmann operator for both Maxwellian and non-Maxwellian molecules.

1. Introduction

The Boltzmann equation describes the behaviour of a dilute gas when the only interactions taken into account are binary collisions [10]. It reads as the equation

\begin{equation}
\begin{cases}
\partial_t f + v \cdot \nabla_x f = Q_B(f, f), \\
f|_{t=0} = f_0,
\end{cases}
\end{equation}

for the density distribution of the particles in the gas $f = f(t, x, v) \geq 0$ at time $t$, having position $x \in \mathbb{R}^d$ and velocity $v \in \mathbb{R}^d$. The Boltzmann equation derived in 1872 is one of the fundamental equations of mathematical physics and, in particular, a cornerstone of statistical physics.

The term appearing in the right-hand-side of this equation $Q_B(f, f)$ is the so-called Boltzmann collision operator associated to the Boltzmann bilinear operator

\[ Q_B(g, f) = \int_{\mathbb{R}^d} \int_{S^{d-1}} B(v - v_*, \sigma)(g'_* f'_* - g_* f) d\sigma dv_* , \]

with $d \geq 2$, where we are using the standard shorthand $f'_* = f(t, x, v'_*)$, $f' = f(t, x, v')$, $f_* = f(t, x, v_*)$, $f = f(t, x, v)$. In this expression, $v, v_*$ and $v', v'_*$ are the velocities in $\mathbb{R}^d$ of a pair of particles before and after the collision. They are connected through the formulas

\[ v' = \frac{v + v_*}{2} + \frac{|v - v_*|}{2} \sigma, \quad v'_* = \frac{v + v_*}{2} - \frac{|v - v_*|}{2} \sigma, \]

where $\sigma \in S^{d-1}$. Those relations correspond physically to elastic collisions with the conservations of momentum and kinetic energy in the binary collisions

\[ v + v_* = v' + v'_*, \quad |v|^2 + |v_*|^2 = |v'|^2 + |v'_*|^2, \]

where $| \cdot |$ is the Euclidean norm on $\mathbb{R}^d$. In the present work, our main focus is to study the sharp anisotropic diffusive effects induced by this operator under general physical assumptions on the collision kernel.

For monatomic gas, the cross section $B(v - v_*, \sigma)$ is a non-negative function which only depends on the relative velocity $|v - v_*|$ and on the deviation angle $\theta$ defined through the scalar product in $\mathbb{R}^d$,

\[ \cos \theta = k \cdot \sigma, \quad k = \frac{v - v_*}{|v - v_*|}. \]

Without loss of generality, we may assume that $B(v - v_*, \sigma)$ is supported on the set where

\[ k \cdot \sigma \geq 0, \]
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where \(0 \leq \theta \leq \frac{\pi}{2}\). Otherwise, we can reduce to this situation with the customary symmetrization

\[
\hat{B}(v - v_*, \sigma) = \left[ B(v - v_*, \sigma) + B(v - v_*, -\sigma) \right] \mathbb{1}_{\{\sigma \geq 0\}},
\]

with \(\mathbb{1}_A\) being the characteristic function of the set \(A\), since the term \(f f^*\) appearing in the Boltzmann operator \(Q_B(f,f)\) is invariant under the mapping \(\sigma \to -\sigma\). More specifically, we consider cross sections of the type

\[
B(v - v_*, \sigma) = \Phi(|v - v_*|) b\left(\frac{v - v_*}{|v - v_*|} \cdot \sigma\right),
\]

with a kinetic factor

\[
(1.2) \quad \Phi(|v - v_*|) = |v - v_*|^\gamma, \quad \gamma \in [-d, +\infty],
\]

and a factor related to the deviation angle with a singularity

\[
(1.3) \quad (\sin \theta)^{d-2} b(\cos \theta) \approx \theta^{-1-2s},
\]

for some \(0 < s < 1\). Notice that this singularity is not integrable

\[
\int_0^{\pi/2} (\sin \theta)^{d-2} b(\cos \theta) d\theta = +\infty.
\]

This non-integrability property plays a major rôle regarding the qualitative behaviour of the solutions of the Boltzmann equation and this non-integrability feature is essential for the smoothing effect to be present. Indeed, as first observed by Desvillettes for the Kac equation in [14], grazing collisions that account for the non-integrability of the angular factor near \(\theta = 0\) do induce smoothing effects for the solutions of the non-cutoff Kac equation, or more generally for the solutions of the non-cutoff Boltzmann equation. On the other hand, these solutions are at most as regular as the initial data, see e.g. [35], when the collision cross section is assumed to be integrable, or after removing the singularity by using a cutoff function (Grad’s angular cutoff assumption).

The physical motivation for considering this specific structure of cross sections is derived from particles interacting according to a spherical intermolecular repulsive potential of the form

\[
\phi(\rho) = \rho^{-r}, \quad r > 1,
\]

with \(\rho\) being the distance between two interacting particles. In the physical 3-dimensional space \(\mathbb{R}^3\), the cross section satisfies the above assumptions with \(s = \frac{3}{2} \in [0, 1]\) and \(\gamma = 1 - 4s \in [-3, 1]\). For Coulomb potential \(r = 1\), i.e. \(s = 1\), the Boltzmann operator is not well defined [32]. In this case, the Landau operator is substituted to the Boltzmann operator [33] in the equation (1.1). The Landau equation was first written by Landau in 1936 [20]. It is similar to the Boltzmann equation

\[
(1.4) \quad \begin{cases} 
\partial_t f + v \cdot \nabla_x f = Q_L(f, f), \\
\int f_{t=0} = f_0,
\end{cases}
\]

with a different collision operator \(Q_L\). Indeed, in the case of long-distance interactions, collisions occur mostly for grazing collisions. When all collisions become concentrated near \(\theta = 0\), one obtains by the grazing collision limit asymptotic [6, 7, 11, 13, 31] the Landau collision operator

\[
Q_L(g, f) = \nabla_v \cdot \left( \int_{\mathbb{R}^d} a(v - v_*) (g(t, x, v) \nabla_v f)(t, x, v) - (\nabla_v g)(t, x, v_*) f(t, x, v) dv_* \right),
\]

where \(a = (a_{i,j})_{1 \leq i,j \leq d}\) stands for the non-negative symmetric matrix

\[
a(v) = (|v|^2 \text{Id} - v \otimes v)|v|^{-\gamma} \in M_d(\mathbb{R}), \quad -d < \gamma < +\infty.
\]

The Landau operator is understood as the limiting Boltzmann operator in the case when \(s = 1\) in the singularity assumption [13]. We shall confirm this feature and prove that for Maxwellian molecules, the linearized non-cutoff Boltzmann operator is truly equal to a fractional linearized Landau operator with exponent exactly given by the singularity parameter \(0 < s < 1\).

We shall study the linearizations of the Boltzmann and Landau equations (1.1), (1.4) by considering the fluctuation

\[
f = f_* + \sqrt{\mu} g,
\]

\[1^{\text{st}}\text{The notation } a \approx b \text{ means } a/b \text{ is bounded from above and below by fixed positive constants.} \]
around the Maxwellian equilibrium distribution
\begin{equation}
\mu(v) = (2\pi)^{-d/2} e^{-|v|^2/2}.
\end{equation}

Since \( Q_J(\mu, \mu) = 0 \), for \( J = B \) or \( J = L \), by the conservation of the kinetic energy for the Boltzmann operator and a direct computation for the Landau operator, the collision operator \( Q_J(f, f) \) can be split into three terms
\[ Q_J(\mu + \sqrt{\mu} g, \mu + \sqrt{\mu} g) = Q_J(\mu, \sqrt{\mu} g) + Q_J(\sqrt{\mu} g, \mu) + Q_J(\sqrt{\mu} g, \sqrt{\mu} g), \]
whose linearized part is \( Q_J(\mu, \sqrt{\mu} g) + Q_J(\sqrt{\mu} g, \mu) \). Setting
\[ \mathcal{L} g = \mathcal{L}_{1,1} g + \mathcal{L}_{2,1} g, \]
with
\[ \mathcal{L}_{1,1} g = -\mu^{-1/2} Q_J(\mu, \mu^{1/2} g), \quad \mathcal{L}_{2,1} g = -\mu^{-1/2} Q_J(\mu^{1/2} g, \mu), \]
the original Boltzmann and Landau equations (1.1, 1.4) are reduced to the Cauchy problem for the fluctuation
\[ \begin{aligned}
&\partial_t g + v \cdot \nabla v g + \mathcal{L} g = \mu^{-1/2} Q_J(\sqrt{\mu} g, \sqrt{\mu} g), \\
&g|_{t=0} = g_0.
\end{aligned} \]
These collision operators are local in the time and position variables and from now on, we consider them as acting only in the velocity variable. These linearized operators, \( \mathcal{L}_B, \mathcal{L}_L \) are known to be unbounded Sobolev spaces \( L^2(\mathbb{R}^d) \) (acting in the velocity variable) such that their Dirichlet form satisfy
\[ (\mathcal{L}_B g, g)_{L^2(\mathbb{R}^d)} \geq 0, \quad (\mathcal{L}_L g, g)_{L^2(\mathbb{R}^d)} \geq 0. \]

Setting
\[ P g = (a + b \cdot v + c|v|^2)\mu^{1/2}, \]
with \( a, c \in \mathbb{R}, b \in \mathbb{R}^d \), the \( L^2 \)-orthogonal projection onto the space of collisional invariants
\begin{equation}
\mathcal{N} = \text{Span} \{ \mu^{1/2}, v_1 \mu^{1/2}, ..., v_d \mu^{1/2}, |v|^2 \mu^{1/2} \},
\end{equation}
we have
\begin{equation}
(\mathcal{L}_B g, g)_{L^2(\mathbb{R}^d)} = 0 \Leftrightarrow g = P g, \quad (\mathcal{L}_L g, g)_{L^2(\mathbb{R}^d)} = 0 \Leftrightarrow g = P g.
\end{equation}
It was noticed forty years ago by Cercignani [9] that the linearized Boltzmann operator \( \mathcal{L}_B \) with Maxwellian molecules, i.e. when the parameter \( \gamma = 0 \) in (1.2), behaves like a fractional diffusive operator. Over the time, this point of view transformed into the following widespread heuristic conjecture on the diffusive behavior of the Boltzmann collision operator as a flat fractional Laplacian [11, 12, 18, 19, 23, 29, 33]:
\[ f \rightarrow Q_B(\mu, f) \sim -(-\Delta)^s f + \text{lower order terms}, \]
with \( 0 < s < 1 \) being the parameter appearing in the singularity assumption (1.3). See [22, 23, 25] for works related to this simplified model of the non-cutoff Boltzmann equation. Regarding the general non-cutoff linearized Boltzmann operator, sharp coercive estimates in the weighted isotropic Sobolev spaces \( H^s \) were proven in [11, 15, 16, 26, 27]:
\begin{equation}
\| (1 - \mathcal{P}) g \|_{H^s_{L^2}}^2 + \| (1 - \mathcal{P}) g \|_{L^2_{L^2}}^2 \lesssim (\mathcal{L}_B g, g)_{L^2(\mathbb{R}^d)} \lesssim \| (1 - \mathcal{P}) g \|_{H^{s+\epsilon}_{L^2}}^2,
\end{equation}
where
\[ H^s_{L^2}(\mathbb{R}^d) = \{ f \in \mathcal{S}'(\mathbb{R}^d) : (1 + |v|^2)^{s} f \in H^k(\mathbb{R}^d) \}, \quad k, l \in \mathbb{R}. \]
In the recent work [23], we investigate the exact phase space structure of the linearized non-cutoff Boltzmann operator with Maxwellian molecules acting on radially symmetric functions with respect to the velocity variable. This linearized non-cutoff radially symmetric Boltzmann operator was shown to be exactly an explicit function of the harmonic oscillator
\[ \mathcal{H} = -\Delta_v + \frac{|v|^2}{4}. \]
It is diagonal in the Hermite basis and behaves essentially as the fractional harmonic oscillator
\[ \left( 1 - \Delta_v + \frac{|v|^2}{4} \right)^s, \]
where $0 < s < 1$ is the parameter appearing in the singularity assumption. This linearized operator was also studied from a microlocal viewpoint and shown to be a pseudodifferential operator

$$\mathcal{L}_B f = l^w(v, D_v)f,$$

when acting on radially symmetric Schwartz functions $f \in \mathcal{S}(\mathbb{R}^d)$, whose symbol belongs to a standard symbol class and admit a complete asymptotic expansion

$$l(v, \xi) \sim c_0 \left(1 + |\xi|^2 + \frac{|v|^2}{4}\right)^s - d_0 + \sum_{k=1}^{\infty} c_k \left(1 + |\xi|^2 + \frac{|v|^2}{4}\right)^{-k}, \quad c_0, d_0 > 0, \; c_k \in \mathbb{R}, \; k \geq 1.$$

This asymptotic expansion provides a complete description of the phase space structure of the linearized non-cutoff radially symmetric Boltzmann operator and allows to strengthen in the radially symmetric case with Maxwellian molecules the coercive estimate (1.8) as

$$\|H(1 - P)f\|_{L^2} \lesssim \|L_B f, f\|_{L^2} \lesssim \|H(1 - P)f\|_{L^2}, \quad f \in \mathcal{S}(\mathbb{R}^d),$$

where $H$ is the harmonic oscillator. However, the general (non radially symmetric) Boltzmann operator is a truly anisotropic operator. This accounts in general for the difference between the lower and upper bounds in the sharp estimate (1.8) with usual weighted Sobolev norms. In the recent works [5, 16, 17], sharp coercive estimates for the general linearized non-cutoff Boltzmann operator were proven. In [5], these sharp coercive estimates established in the three-dimensional setting $d = 3$ (Theorem 1.1 in [5]),

$$\forall f \in \mathcal{S}^\prime(\mathbb{R}^3), \quad \| (1 - P)f \|^2 \lesssim \| L_B f, f \|_{L^2} \lesssim \| (1 - P)f \|_{L^2}^2,$$

involve the anisotropic norm

$$\| f \|^2_{L^2} = \int_{\mathbb{R}^3 \times \mathbb{R}^3} |v - v_s|^\gamma b(\cos \theta)(\mu_s(f' - f))^2 + f^2(\sqrt{\mu' - \sqrt{\mu}})^2 dv dv_s dv_s,$$

whereas in [16, 17], coercive estimates involving the anisotropic norms

$$\| f \|^2_{L^2} = \| f \|^2_{L^2} + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( v \right)^{\gamma + 1/2} \left( v' \right)^{\gamma + 1/2} \left( f(v) - f(v') \right)^2 dv dv',$$

were derived and a model of a fractional geometric Laplacian with the geometry of a lifted paraboloid in $\mathbb{R}^{d+1}$ was suggested for interpreting the anisotropic diffusive properties of the Boltzmann collision operator.

In the present work, we shall prove that in the physical 3-dimensional space the non-cutoff linearized Boltzmann operator with Maxwellian molecules $L_B$ is actually given by the fractional power of the linearized Landau operator $D^2$. Furthermore, we shall provide more explicit coercive estimates satisfied by the linearized non-cutoff Boltzmann operator for both Maxwellian and non-Maxwellian molecules.

2. STATEMENTS OF THE MAIN RESULTS

We consider the Landau operator with Maxwellian molecules

$$Q_L(g, f) = \nabla_v \cdot \left( \int_{\mathbb{R}^d} a(v - v_s)(g(v_s)(\nabla f)(v) - (\nabla g)(v_s)f(v))dv_s \right),$$

where $a = (a_{i,j})_{1 \leq i,j \leq d}$ stands for the non-negative symmetric matrix

$$a(v) = |v|^2 \text{Id} - v \otimes v \in M_d(\mathbb{R}).$$

We shall use the following notations. The standard Hermite functions $(\phi_n)_{n \in \mathbb{N}}$ are defined on $\mathbb{R}$ by

$$\phi_n(x) = (-1)^n (2^n n!)^{-1/2} \pi^{-n/2} \frac{d^n}{dx^n} (e^{-x^2}) = (2^n n!)^{-1/2} \pi^{-n/2} \left( x - \frac{d}{dx} \right)^n (e^{-x^2}) = (n!)^{-1/2} a_n^\phi \phi_0,$$
whose Weyl symbol is the anisotropic symbol (see Section 4.2),

\[ \psi_n(x) = 2^{-\frac{d}{2}} \phi_n(2^{-\frac{1}{2}}x), \quad \psi_n = (n!)^{-\frac{1}{2}} \left( \frac{x}{2} - \frac{d}{dx} \right)^n \psi_0, \]

\[ \Psi_\alpha(v) = \prod_{j=1}^d \psi_{\alpha_j}(v_j), \quad \mathcal{E}_k = \text{Span}\{\Psi_\alpha\}_{\alpha \in \mathbb{N}^d, |\alpha| = k}, \]

with \(|\alpha| = \alpha_1 + \cdots + \alpha_d\). The \((\Psi_\alpha)_{\alpha \in \mathbb{N}^d}\) make an orthonormal basis of \(L^2(\mathbb{R}^d)\) composed by the eigenfunctions of the \(d\)-dimensional harmonic oscillator:

\[ \mathcal{H} = -\Delta_v + \frac{|\mu|^2}{4} = \sum_{k \geq 0} \left( \frac{d}{2} + k \right) \mathbb{P}_k, \quad \text{Id} = \sum_{k \geq 0} \mathbb{P}_k, \]

where \(\mathbb{P}_k\) is the orthogonal projection onto \(\mathcal{E}_k\) (whose dimension is \((\frac{k+d-1}{d-1})\)). The eigenvalue \(\frac{d}{2}\) is simple in all dimensions and \(\mathcal{E}_0\) is generated by

\[ \Psi_0(v) = (2\pi)^{-\frac{d}{2}} e^{-\frac{|\mu|^2}{4}} = \mu^{1/2}(v), \]

with \(\mu\) the Maxwellian distribution \((\ref{maxwellian})\). Notice that for any \(1 \leq j, k \leq d\) with \(j \neq k\),

\[ \Psi_{\epsilon_j}(v) = v_k \Psi_0(v), \quad \Psi_{2\epsilon_j}(v) = \frac{1}{\sqrt{2}} (v_k^2 - 1) \Psi_0(v), \quad \Psi_{\epsilon_j + \epsilon_k}(v) = v_j v_k \Psi_0(v), \]

if \((\epsilon_k)_{1 \leq k \leq d}\) stands for the canonical basis of \(\mathbb{R}^d\). Those formulas show that the space of collisional invariants \((\ref{basis})\) may be expressed through the Hermite basis as

\[ \mathcal{N} = \text{Span}\{\Psi_0, \Psi_{\epsilon_1}, \ldots, \Psi_{\epsilon_d}, \sum_{j=1}^d \Psi_{2\epsilon_j}\}. \]

Our first result which is probably well-known provides an explicit expression for the linearized Landau operator with Maxwellian molecules:

**Proposition 2.1.** The linearized Landau operator with Maxwellian molecules

\[ \mathcal{L}_L f = -\mu^{-1/2} Q_L(\mu, \sqrt{\mu} f) - \mu^{-1/2} Q_L(\sqrt{\mu} f, \mu), \]

acting on the Schwartz space \(\mathcal{S}(\mathbb{R}^d)\) is equal to

\[ \mathcal{L}_L = (d-1) \left( -\Delta_v + \frac{|\mu|^2}{4} - \frac{d}{2} \right) - \Delta_{S^{d-1}} + \left[ \Delta_{S^{d-1}} - (d-1) \left( -\Delta_v + \frac{|\mu|^2}{4} - \frac{d}{2} \right) \right] \mathbb{P}_1 \]

\[ + \left[ -\Delta_{S^{d-1}} - (d-1) \left( -\Delta_v + \frac{|\mu|^2}{4} - \frac{d}{2} \right) \right] \mathbb{P}_2, \]

where \(\Delta_{S^{d-1}}\) stands for the Laplace-Beltrami operator on the unit sphere \(S^{d-1}\) and \(\mathbb{P}_k\) the orthogonal projections onto the Hermite basis.

We recall that the Laplace-Beltrami operator on the unit sphere \(S^{d-1}\) is a sum of squares of vector fields in \(\mathbb{R}^d\) given by the differential operator (see Section 4.2),

\[ \Delta_{S^{d-1}} = \frac{1}{2} \sum_{1 \leq j, k \leq d, j \neq k} (v_j \partial_k - v_k \partial_j)^2 \]

and that in the 3-dimensional case, the Laplace-Beltrami operator on the unit sphere \(S^2\) may be considered as a pseudodifferential operator

\[ \Delta_{S^2} f = (\text{Op}^w a) f = \frac{1}{(2\pi)^3} \int_{S^2} e^{i(v-y) \cdot \xi} a \left( \frac{v + y}{2}, \xi \right) f(y) dy d\xi, \]

whose Weyl symbol is the anisotropic symbol (see Section 4.2),

\[ a(v, \xi) = \frac{3}{2} - |v \wedge \xi|^2. \]
We shall now restrict our study to the three-dimensional setting $d = 3$ and recall the definitions of real spherical harmonics.

For $\sigma = (\cos \beta \sin \alpha, \sin \beta \sin \alpha, \cos \alpha) \in S^2$ with $\alpha \in [0, \pi]$ and $\beta \in [0, 2\pi)$, the real spherical harmonics $Y_l^m(\sigma)$ with $l \in \mathbb{N}$, $-l \leq m \leq l$, are defined as $Y_0^0(\sigma) = (4\pi)^{-1/2}$ and for any $l \geq 1$,

$$Y_l^m(\sigma) = \begin{cases} \left( \frac{(n+1)}{4\pi} \right)^{1/2} P_l(\cos \alpha), & \text{if } m = 0 \\ \left( \frac{2(1+l)(-m)}{2\pi (l+m)} \right)^{1/2} P_l^m(\cos \alpha) \cos m\beta & \text{if } m = 1, \ldots, l \\ \left( \frac{2(1+l)(m)}{2\pi (l+m)} \right)^{1/2} P_l^{-m}(\cos \alpha) \sin m\beta & \text{if } m = -l, \ldots, -1, \end{cases}$$

where $P_l$ stands for the $l$-th Legendre polynomial and $P_l^m$ the associated Legendre functions of the first kind of order $l$ and degree $m$. The family $(Y_l^m)_{l \geq 0, -l \leq m \leq l}$ constitutes an orthonormal basis of the space $L^2(S^2, d\sigma)$ with $d\sigma$ being the surface measure on $S^2$. We set for any $n, l \geq 0$, $-l \leq m \leq l$,

$$\varphi_{n,l,m}(v) = 2^{-3/4} \left( \frac{2n!}{(n+l+\frac{3}{2})!} \right)^{1/2} \frac{|v|^l}{\sqrt{2}} L_n^{l+\frac{3}{2}}(\frac{|v|^2}{2}) e^{-|v|^2} Y_l^m \left( \frac{v}{|v|} \right),$$

where $L_n^{l+\frac{3}{2}}$ are the generalized Laguerre polynomials. The family $(\varphi_{n,l,m})_{n,l \geq 0, |m| \leq l}$ is an orthonormal basis of $L^2(\mathbb{R}^3)$ composed by eigenvectors of the harmonic oscillator and the Laplace-Beltrami operator on the unit sphere $S^2$.

The space of the collisional invariants [1, 4] may be expressed through this basis as

$$\mathcal{N} = \text{Span}\{ \varphi_{0,0,0}, \varphi_{0,1,-1}, \varphi_{0,1,0}, \varphi_{0,1,1}, \varphi_{1,0,0} \}.$$
where $P_l$ are the Legendre polynomials defined by the Rodrigues formula

\begin{equation}
L_l(x) = \frac{1}{2^l l!} \frac{d^l}{dx^l} (x^2 - 1)^l, \quad l \geq 0.
\end{equation}

By using the properties $P_l(1) = 1$, $l \geq 0$ (see e.g. (4.2.7) in [21]) and $P_l(-x) = (-1)^l P_l(x)$, we notice that the smooth function

\[ F(\theta) = 1 + \delta_{n,0} \delta_{l,0} - P_l(\cos \theta)(\cos \theta)^{2n+l} - P_l(\sin \theta)(\sin \theta)^{2n+l}, \]

is even and vanishes at zero. It follows from (2.7) that the function

\[ b_0(\cos 2\theta) \sin(2\theta) F(\theta) = O(\theta^{1-2l}), \]

when $\theta \to 0$, is integrable in $0$ and that the integral in (2.10) is also well-defined in the non-cutoff case when the assumption (2.7) is satisfied. Since the eigenfunctions $\lambda_s (2.4)$ are independent on the $\theta$ when (2.11)

\[ \forall l \geq 0, \forall |x| \leq 1, \quad |P_l(x)| \leq 1, \]

we have $\lambda_B(0,0,0) = \lambda_B(0,1,\pm 1) = \lambda_B(0,0,0) = 0$ and

\[ \lambda_B(n,l,m) \geq 4\pi \int_0^{\pi} b_0(\cos 2\theta) \sin(2\theta) \left( 1 - |\cos \theta|^{2n+l} - |\sin \theta|^{2n+l} \right) d\theta \geq 0, \]

when $2n + l \geq 2$. We recover directly that the two linearized operators $L_L$ and $L_B$ are both non-negative

\[ (L_L f, f)_{L^2} \geq 0, \quad (L_B f, f)_{L^2} \geq 0, \quad f \in \mathcal{F}(\mathbb{R}^3) \]

and satisfy

\[ (L_L f, f)_{L^2(\mathbb{R}^3)} = 0 \Leftrightarrow (L_B f, f)_{L^2(\mathbb{R}^3)} = 0 \Leftrightarrow f = \mathcal{F} f, \]

i.e.

\[ \lambda_L(n,l,m) = 0 \Leftrightarrow \lambda_B(n,l,m) = 0. \]

The following result shows that the eigenvalues of the linearized non-cutoff Boltzmann operator $\lambda_B(n,l,m)$ have the same growth as the fractional eigenvalues of the linearized Landau operator $\lambda_L(n,m,l)^s$.

**Theorem 2.2.** There exists a positive constant $c_0 > 0$ such that, for any $n,l \geq 0$, $-l \leq m \leq l$,

\[ \frac{1}{c_0} \left( 1 + (2n + l)^s + l^s(l + 1)^s \right) \leq 1 + \lambda_B(n,l,m) \leq c_0 \left( 1 + (2n + l)^s + l^s(l + 1)^s \right) \]

and

\[ \frac{1}{c_0} \lambda_L(n,l,m)^s \leq \lambda_B(n,l,m) \leq c_0 \lambda_L(n,l,m)^s. \]

We notice from (2.10) and (2.11) that the eigenvalues $\lambda_L(n,l,m)$ and $\lambda_B(n,l,m)$ depend only on the non-negative parameters $2n + l$, $l(l + 1)$, and from (2.12) that the harmonic oscillator and the Laplace-Beltrami operator commute $[H, \Delta_{S^2}] = 0$. We deduce from Theorem 2.2 that there exists a positive function $\alpha : \mathbb{N}^2 \to [c_0^{-1}, c_0]$ such that

\begin{equation}
\forall n,l \geq 0, \forall -l \leq m \leq l, \quad \lambda_B(n,l,m) = \alpha(2n + l, l(l + 1))(\lambda_L(n,l,m))^s.
\end{equation}

It therefore follows from (2.10) and (2.12) that we can define by the functional calculus the operators $H$ and $\Delta_{S^2}$,

\[ A = \alpha(H, \Delta_{S^2}) : L^2(\mathbb{R}^3) \to L^2(\mathbb{R}^3), \]

a positive bounded isomorphism

\[ \exists c > 0, \forall f \in L^2(\mathbb{R}^3), \quad c\|f\|_{L^2}^2 \leq \langle \alpha(H, \Delta_{S^2}) f, f \rangle_{L^2} \leq c\|f\|_{L^2}^2. \]
Theorem 2.4. Deduce from (1.7), (2.3) and Theorem 2.2 the following coercive estimates:

\[ R \text{ satisfies to the following coercive estimates:} \]

\[ \exists c > 0, \forall f \in L^2(\mathbb{R}^3), \quad c\|f\|_{L^2}^2 \leq (a(\mathcal{H}, \Delta_{\mathbb{R}^3})f, f)_{L^2} \leq \frac{1}{c}\|f\|_{L^2}^2, \]

such that

\[ \mathcal{L}_B = a(\mathcal{H}, \Delta_{\mathbb{R}^3})\mathcal{L}_B. \]

By using that the Hermite functions are Schwartz functions, we deduce from Proposition 2.1 and (2.13) that the Weyl symbol of linearized Landau operator

\[ \mathcal{L}_L = \mu(v, D_v), \]

satisfies

\[ l(v, \xi) = 2\left(\left|\xi\right|^2 + \frac{|v|^2}{4} - \frac{3}{2}\right) + |v \wedge \xi|^2 - \frac{3}{2} \mod S^{-\infty}(\mathbb{R}^6). \]

Here, we define the symbol classes \( \mathbf{S}^m(\mathbb{R}^{2d}) \), for \( m \in \mathbb{R} \), as the set of smooth functions \( a(v, \xi) \) from \( \mathbb{R}^d \times \mathbb{R}^d \) into \( \mathbb{C} \) satisfying to the estimates

\[
\forall (\alpha, \beta) \in \mathbb{N}^{2d}, \exists C_{\alpha, \beta} > 0, \forall (v, \xi) \in \mathbb{R}^{2d}, |\partial^\alpha_v \partial^\beta_\xi a(v, \xi)| \leq C_{\alpha, \beta}((v, \xi))^{2m-|\alpha|-|\beta|},
\]

with \( ((v, \xi)) = \sqrt{1 + |v|^2 + |\xi|^2} \). The symbol class \( \mathbf{S}^{-\infty}(\mathbb{R}^{2d}) \) denotes the class \( \cap_{m \in \mathbb{R}} \mathbf{S}^m(\mathbb{R}^{2d}) \). We deduce from \( \mathbf{2.7} \), \( \mathbf{2.3} \) and Theorem 2.2 the following coercive estimates:

**Theorem 2.4.** In the case of Maxwellian molecules \( \gamma = 0 \), the linearized non-cutoff Boltzmann operator satisfies to the following coercive estimates:

\[
(\mathcal{L}_B f, f)_{L^2} + \|f\|_{L^2}^2 \sim \left\|\left(\text{Op}^w(\left|\xi\right|^2 + \frac{|v|^2}{4})\right)^\frac{\gamma}{2} f\right\|_{L^2}^2 + \left\|\left(\text{Op}^w(|v \wedge \xi|^2)\right)^\frac{\gamma}{2} f\right\|_{L^2}^2, \quad f \in \mathcal{S}(\mathbb{R}^3)
\]

and

\[
\forall f \in \mathcal{S}(\mathbb{R}^3), \quad \|\mathcal{H}^\frac{\gamma}{2}(1-P)f\|_{L^2}^2 + \|(-\Delta_{\mathbb{R}^3})^\frac{\gamma}{2}(1-P)f\|_{L^2}^2
\]

\[
\lesssim (\mathcal{L}_B f, f)_{L^2} \lesssim \|\mathcal{H}^\frac{\gamma}{2}(1-P)f\|_{L^2}^2 + \|(-\Delta_{\mathbb{R}^3})^\frac{\gamma}{2}(1-P)f\|_{L^2}^2.
\]

Here the two operators

\[
\left(\text{Op}^w(\left|\xi\right|^2 + \frac{|v|^2}{4})\right)^\frac{\gamma}{2} \text{ and } \left(\text{Op}^w(|v \wedge \xi|^2)\right)^\frac{\gamma}{2},
\]

are defined through functional calculus. We shall now consider the general three-dimensional case when the molecules are not necessarily Maxwellian, that is, when the parameter \( \gamma \) in the kinetic factor \( (\mathbf{2.2}) \) may range over the interval \([-3, +\infty]\). In this case, the linearized non-cutoff Boltzmann operator satisfies to the following weighted coercive estimates:

**Theorem 2.5.** In the case of general molecules \( \gamma \in [-3, +\infty] \), the linearized non-cutoff Boltzmann operator satisfies to the following coercive estimates:

\[
(\mathcal{L}_B f, f)_{L^2} \sim \left\|\left(\text{Op}^w(\left|\xi\right|^2 + \frac{|v|^2}{4})\right)^\frac{\gamma}{2} \langle v \rangle^\frac{\gamma}{2}(1-P)f\right\|_{L^2}^2 + \left\|\left(\text{Op}^w(|v \wedge \xi|^2)\right)^\frac{\gamma}{2} \langle v \rangle^\frac{\gamma}{2}(1-P)f\right\|_{L^2}^2, \quad f \in \mathcal{S}(\mathbb{R}^3)
\]

and

\[
\forall f \in \mathcal{S}(\mathbb{R}^3), \quad \|\mathcal{H}^\frac{\gamma}{2}(v)^\frac{\gamma}{2}(1-P)f\|_{L^2}^2 + \|[(-\Delta_{\mathbb{R}^3})^\frac{\gamma}{2}(v)^\frac{\gamma}{2}(1-P)f\|_{L^2}^2
\]

\[
\lesssim (\mathcal{L}_B f, f)_{L^2} \lesssim \|\mathcal{H}^\frac{\gamma}{2}(v)^\frac{\gamma}{2}(1-P)f\|_{L^2}^2 + \|[(-\Delta_{\mathbb{R}^3})^\frac{\gamma}{2}(v)^\frac{\gamma}{2}(1-P)f\|_{L^2}^2.
\]
3. Proof of the main results

3.1. Proof of Proposition 2.1

3.1.1. The linearized operator \( \mathcal{L}_{1,L} \). We consider the first part in the linearized Landau operator

\[
\mathcal{L}_{1,L} f = -\mu^{-1/2} Q_L (\mu, \mu^{1/2} f).
\]

Let \( f \in \mathcal{G}(\mathbb{R}^d) \) be a Schwartz function. By using that

\[
\mu(v_*) \nabla (\mu^{1/2} f)(v) - (\nabla \mu)(v_*) \mu^{1/2}(v)f(v) = \mu(v_*) \mu^{1/2}(v) \left( (\nabla f)(v) - \frac{\mu}{2} f(v) + v_* f(v) \right),
\]

we have

\[
(\mathcal{L}_{1,L} f)(v) = -\mu^{-1/2}(v) \sum_{1 \leq i,j \leq d} \partial_{v_i} \left( \int_{\mathbb{R}^d} (v_j - v_*^j)^2 \mu(v_*) \mu^{1/2}(v) \left( \partial_j f(v) - \frac{\mu}{2} f(v) + v_*^j f(v) \right) dv_* \right),
\]

where we have written \( v_* = (v_*^1, ..., v_*^d) \). By using that

\[
a_{i,i}(v - v_*) = \sum_{1 \leq k \leq d \atop k \neq i} (v_k - v_*^k)^2, \quad a_{i,j}(v - v_*) = - (v_i - v_*^i)(v_j - v_*^j) \quad \text{when} \quad i \neq j,
\]

we may write \( \mathcal{L}_{1,L} f = A_1 f + A_2 f \) with

\[
(A_1 f)(v) = -\mu^{-1/2}(v) \sum_{1 \leq i,j \leq d \atop i \neq j} \partial_{v_i} \left( \int_{\mathbb{R}^d} (v_i - v_*^i)(v_j - v_*^j) \mu(v_*) \mu^{1/2}(v) \left( \partial_j f(v) - \frac{\mu}{2} f(v) + v_*^j f(v) \right) dv_* \right),
\]

\[
(A_2 f)(v) = \mu^{-1/2}(v) \sum_{1 \leq i,j \leq d} \partial_{v_i} \left( \int_{\mathbb{R}^d} (v_i - v_*^i)(v_j - v_*^j) \mu(v_*) \mu^{1/2}(v) \left( \partial_j f(v) - \frac{\mu}{2} f(v) + v_*^j f(v) \right) dv_* \right).
\]

A direct computation shows that

\[
\mathcal{L}_{1,L} f = A_0(v) f + \sum_{j=1}^d B_j(v) \partial_j f + \sum_{1 \leq i,j \leq d} C_{i,j}(v) \partial_{v_i} \partial_{v_j} f + \sum_{j=1}^d D_j(v) \partial_j^2 f.
\]

The term \( A_0 \) writes as

\[
A_0(v) = \int_{\mathbb{R}^d} \sum_{1 \leq i,j \leq d \atop i \neq j} \tilde{a}_{i,j}(v, v_*) \mu(v_*) dv_*,
\]

with

\[
\tilde{a}_{i,j}(v, v_*) = \frac{1}{4} (v_j - v_*^j)^2 (-v_i^2 + 2v_i v_*^j) + \frac{1}{2} (v_j - v_*^j)^2 + \frac{1}{2} (v_j - v_*^j) (v_i - 2v_*^i)
\]

\[
- \frac{v_i}{4} (v_i - v_*^i) (v_j - v_*^j) (-v_j + 2v_*^j) = \frac{1}{4} (2v_i v_*^j - v_i^2 v_*^j + v_i v_*^i v_*^j - 2v_*^j)^2 + v_i^2 (v_*^j)^2 - v_i v_*^i v_*^j v_*^j.
\]

It follows that

\[
A_0(v) = \frac{1}{4} \sum_{1 \leq i,j \leq d \atop i \neq j} \int_{\mathbb{R}^d} \left( -2 (v_*^j)^2 + v_i^2 (v_*^j)^2 \right) \mu(v_*) dv_* = (d - 1) \frac{|v|^2}{4} - \frac{d(d-1)}{2},
\]

since

\[
\int_{\mathbb{R}^d} v_*^j \mu(v_*) dv_* = 0, \quad \int_{\mathbb{R}^d} (v_*^j)^2 \mu(v_*) dv_* = 1.
\]

The term \( B_j \) writes as

\[
B_j(v) = \int_{\mathbb{R}^d} b_j(v, v_*) \mu(v_*) dv_*,
\]
\[
\begin{align*}
\mathbf{b}_j(v, v_*) &= \sum_{1 \leq i \leq d \atop i \neq j} (v_i - v_i^*)^2(v_j - v_j^*) + (d - 1)(v_j - v_j^*) - \frac{1}{2} \sum_{1 \leq i \leq d \atop i \neq j} v_i(v_i - v_i^*)(v_j - v_j^*) \\
&\quad + \sum_{1 \leq i \leq d \atop i \neq j} (v_j - v_j^*)(v_i - v_i^*)\left(-\frac{v_j}{2} + v_j^*\right) = (d - 1)(v_j - v_j^*).
\end{align*}
\]

It follows that \( B_j(v) = (d - 1)v_j \). When \( i \neq j \), the term \( C_{i,j} \) writes as
\[
\begin{align*}
C_{i,j}(v) &= \int_{\mathbb{R}^d} (v_i - v_i^*)(v_j - v_j^*)\mu(v_*)dv_* = \int_{\mathbb{R}^d} (v_i v_j - v_i v_j^* - v_i^* v_j + v_i^* v_j^*)\mu(v_*)dv_* = v_i v_j.
\end{align*}
\]
The term \( D_j \) writes as
\[
D_j(v) = -\sum_{1 \leq i \leq d \atop i \neq j} \int_{\mathbb{R}^d} (v_i - v_i^*)^2\mu(v_*)dv_* = -(d - 1) - \sum_{1 \leq i \leq d \atop i \neq j} v_i^2.
\]

We deduce from (4.1) that
\[
(3.2) \quad \mathcal{L}_{1,L} f = \left((d - 1)\frac{|v|^2}{4} - \frac{(d - 1)}{2} \right) f + (d - 1)\sum_{j=1}^d v_j \partial_j f + \sum_{1 \leq i, j \leq d \atop i \neq j} v_i v_j \partial_{i,j}^2 f
\]
\[
- (d - 1)\Delta_v f - \sum_{1 \leq i, j \leq d \atop i \neq j} v_i^2 \partial_{i,j} f = (d - 1)\left(-\Delta_v + \frac{|v|^2}{4} - \frac{d}{2}\right) f - \Delta_{g^1 - 1} f.
\]

### 3.1.2. The linearized operator \( \mathcal{L}_{2,L} \).

We consider the second part in the linearized Landau operator
\[
\mathcal{L}_{2,L} f = -\mu^{-1/2}Q_L(\mu^{1/2} f, \mu).
\]

Let \( f \in \mathcal{S}(\mathbb{R}^d) \) be a Schwartz function. By using that
\[
\mu^{1/2}(v_*) f(v_*) (\nabla \mu)(v) - \nabla (\mu^{1/2} f)(v_*) \mu(v) = \mu(v) \mu^{1/2}(v_*) \left(-f(v_*)v + \frac{v_2}{2} f(v_*) - (\nabla f)(v_*)\right),
\]
we have \( \mathcal{L}_{2,L} f = A_1 f + A_2 f \) with
\[
(A_1 f)(v) = \mu^{-1/2}(v) \int_{\mathbb{R}^d} \sum_{1 \leq i, j \leq d} \partial_{v_i} \left[ a_{i,j}(v - v_*) v_j \mu(v) \right] \mu^{1/2}(v_*) f(v_*)dv_*
\]
\[
- \frac{1}{2} \mu^{-1/2}(v) \int_{\mathbb{R}^d} \sum_{1 \leq i, j \leq d} \partial_{v_i} \left[ a_{i,j}(v - v_*) \mu(v) \right] v_j^* \mu^{1/2}(v_*) f(v_*)dv_*,
\]
\[
(A_2 f)(v) = \mu^{-1/2}(v) \int_{\mathbb{R}^d} \sum_{1 \leq i, j \leq d} \partial_{v_i} \left[ a_{i,j}(v - v_*) \mu(v) \right] \mu^{1/2}(v_*) (\partial_j f)(v_*)dv_*
\]
\[
- \mu^{-1/2}(v) \int_{\mathbb{R}^d} \sum_{1 \leq i, j \leq d} \partial_{v_i v_j} \left[ a_{i,j}(v - v_*) \mu(v) \mu^{1/2}(v_*) \right] f(v_*)dv_*,
\]
by integrating by parts. We obtain that
\[
(\mathcal{L}_{2,L} f)(v) = \int_{\mathbb{R}^d} K(v, v_*) \mu^{1/2}(v) \mu^{1/2}(v_*) f(v_*)dv_*,
\]
where

\[
K(v, v_\ast) = \sum_{1 \leq i \leq d} a_{i,i}(v - v_\ast) + \sum_{1 \leq i,j \leq d} \partial_{v_i} [a_{i,j}(v - v_\ast)] v_j - \sum_{1 \leq i,j \leq d} a_{i,j}(v - v_\ast) v_i v_j - \frac{1}{2} \sum_{1 \leq i,j \leq d} \partial^2_{v_i,v_j} [a_{i,j}(v - v_\ast)] + \frac{1}{2} \sum_{1 \leq i,j \leq d} \partial_{v_i} [a_{i,j}(v - v_\ast)] v_j + \sum_{1 \leq i,j \leq d} \partial^2_{v_i} [a_{i,j}(v - v_\ast)] \, v_i,
\]

that is

\[
K(v, v_\ast) = \sum_{1 \leq i \leq d} a_{i,i}(v - v_\ast) + \sum_{1 \leq i,j \leq d} \partial_{v_i} [a_{i,j}(v - v_\ast)] v_j - \sum_{1 \leq i,j \leq d} a_{i,j}(v - v_\ast) v_i v_j - \frac{1}{2} \sum_{1 \leq i,j \leq d} \partial^2_{v_i,v_j} [a_{i,j}(v - v_\ast)] + \sum_{1 \leq i,j \leq d} \partial^2_{v_j} [a_{i,j}(v - v_\ast)] v_i.
\]

By using (3.31), we notice that

\[
\sum_{1 \leq i,j \leq d} \partial_{v_i} [a_{i,j}(v - v_\ast)] v_j + \sum_{1 \leq i,j \leq d} \partial^2_{v_j} [a_{i,j}(v - v_\ast)] v_i = 0.
\]

We have

\[
K(v, v_\ast) = \sum_{1 \leq i \leq d} a_{i,i}(v - v_\ast) - \sum_{1 \leq i,j \leq d} a_{i,j}(v - v_\ast) v_i v_j - \sum_{1 \leq i,j \leq d} \partial^2_{v_i,v_j} [a_{i,j}(v - v_\ast)] + \sum_{1 \leq i,j \leq d} \partial^2_{v_j} [a_{i,j}(v - v_\ast)] v_i.
\]

It follows that

\[
K(v, v_\ast) = (d - 1) \sum_{1 \leq j \leq d} (v_j^2 - 2v_j v_\ast + (v_\ast)^2) + \sum_{1 \leq j \leq d} \sum_{i \neq j} (v_j - v_\ast)(v_i - v_\ast) v_i v_j - (v_j - v_\ast)^2 (v_i - v_\ast)^2)
\]

\[
- d(d - 1) \sum_{1 \leq j \leq d} (v_j^2 - 2v_j v_\ast + (v_\ast)^2) + \sum_{1 \leq j \leq d} \sum_{i \neq j} (v_i v_j - v_\ast)(v_i v_j - v_\ast)^2) - d(d - 1),
\]

because

\[
\sum_{1 \leq i,j \leq d} \sum_{i \neq j} (v_i^2 v_j - v_\ast v_i^2 v_j) = 0.
\]

We deduce from (2.1) and (2.2) that

\[
K(v, v_\ast) = -2(d - 1) \sum_{1 \leq j \leq d} \psi_{e_j}(v) \psi_{e_j}(v_\ast) + \sum_{1 \leq i,j \leq d} \sum_{i \neq j} \psi_{e_i + e_j}(v) \psi_{e_i + e_j}(v_\ast)
\]

\[
- 2 \sum_{1 \leq i,j \leq d} \sum_{i \neq j} \psi_{2e_i}(v) \psi_{2e_j}(v_\ast).
\]

It follows that

\[
\mathcal{L}_2,1 f = -2(d - 1) \sum_{1 \leq j \leq d} \sum_{i \neq j} (f, \psi_{e_j}) L^2 \psi_{e_j} + \sum_{1 \leq i,j \leq d} \sum_{i \neq j} (f, \psi_{e_i + e_j}) L^2 \psi_{e_i + e_j} - 2 \sum_{1 \leq i,j \leq d} \sum_{i \neq j} (f, \psi_{2e_i}) L^2 \psi_{2e_j},
\]

By using (4.31), direct computations provide

\[
\Delta_{d-1,1} \psi_{e_j} = -(d - 1) \psi_{e_j}, \quad \Delta_{d-1} \psi_{2e_j} = -2(d - 1) \psi_{2e_j} + 2 \sum_{1 \leq k \leq d} \psi_{2e_k}, \quad \Delta_{d-1} \psi_{e_i + e_j} = -2d \psi_{e_i + e_j},
\]
when \( i \neq j \). This implies that
\[
(3.3) \quad \mathcal{L}_{2,l} f = \left[ \Delta_{d-1} - (d-1)\left(-\Delta_v + \frac{|v|^2}{4} - \frac{d}{2}\right) \right] P_1 f + \left[ -\Delta_{d-1} - (d-1)\left(-\Delta_v + \frac{|v|^2}{4} - \frac{d}{2}\right) \right] P_2 f.
\]
Then, Proposition 2.4 is a consequence of the identities (3.2) and (3.3).

3.2. Proof of Theorem 2.2 In order to prove Theorem 2.2 we may assume the cross section satisfies
\[
4\pi b(\cos 2\theta) \sin(2\theta) = \frac{1}{\theta^{2s+1}}.
\]
When \( n + l \geq 1 \), we split the term
\[
\lambda_B(n, l, m) = \int_0^{\pi} \frac{1}{\theta^{2s+1}} (1 - P_l(\cos \theta)(\cos \theta)^{2n+l} - P_l(\sin \theta)(\sin \theta)^{2n+l}) d\theta,
\]
to three parts
\[
(3.4) \quad \lambda_B(n, l, m) = \lambda_{1,B}(n, l) + \lambda_{2,B}(n, l) + \lambda_{3,B}(n, l),
\]
where
\[
(3.5) \quad \lambda_{1,B}(n, l) = \int_0^{\pi} \frac{1}{\theta^{2s+1}} P_l(\sin \theta)(\sin \theta)^{2n+l} d\theta,
\]
and
\[
(3.6) \quad \lambda_{2,B}(n, l) = \int_0^{\pi} \frac{1}{\theta^{2s+1}} (1 - P_l(\cos \theta)(\cos \theta)^{2n+l}) d\theta > 0.
\]
We recall from (2.11) that the two last terms \( \lambda_{2,B}(n, l) \) and \( \lambda_{3,B}(n, l) \) are positive when \( n + l \geq 1 \). The following lemma shows that the first term \( \lambda_{1,B}(n, l) \) is exponentially decreasing when \( 2n + l \to +\infty \).

**Lemma 3.1.** We have
\[
\forall n, l \geq 0, \ 2n + l \geq 2, \quad |\lambda_{1,B}(n, l)| \leq \frac{1}{2n + l - 2s} \left( \frac{\pi}{4} \right)^{2n+l-2s},
\]
so that \( \lambda_{1,B}(n, l) \) is exponentially decreasing when \( 2n + l \to +\infty \).

**Proof.** By using that \( \sin x \leq x \) for \( x \geq 0 \), we deduce from (2.11) that
\[
|\lambda_{1,B}(n, l)| \leq \int_0^{\pi} \frac{(\sin \theta)^{2n+l}}{\theta^{2s+1}} d\theta \leq \int_0^{\pi} \theta^{2n+l-2s-1} d\theta = \frac{1}{2n + l - 2s} \left( \frac{\pi}{4} \right)^{2n+l-2s},
\]
when \( 2n + l \geq 2 \). \( \square \)

The next lemma provides some estimates for the second term \( \lambda_{2,B}(n, l) \):

**Lemma 3.2.** There exists a positive constant \( C > 0 \) such that
\[
\forall n, l \geq 0, \ 2n + l \geq 1, \quad 0 < \lambda_{2,B}(n, l) \leq C (2n + l)^s + (l + 2)^{2s}.
\]
Furthermore, we have
\[
\lambda_{2,B}(n, l) \sim (2n + l)^s \int_0^{+\infty} \frac{1}{\theta^{2s+1}} (1 - e^{-\frac{\theta^2}{2}}) d\theta,
\]
when \( \frac{2n + l}{l + 2} \to +\infty \).
Proof. In order to estimate the term \((3.5)\), we shall be using the Hilb formula \((8.21.6)\),

\[
P_l(\cos \theta) = \left( \frac{\theta}{\sin \theta} \right)^\frac{1}{2} J_0\left( (l + \frac{1}{2}) \theta \right) + O(\theta^2), \quad l \geq 1,
\]

when \(0 < \theta \leq \frac{\pi}{2}\), where \(c > 0\) is a fixed constant and \(J_0\) the Bessel function of the first kind of order zero

\[
J_0(t) = \frac{1}{\pi} \int_0^\pi \cos(t \sin \tau) d\tau.
\]

We may write

\[
\lambda_{2,B}(n,l) = \tilde{\lambda}_{2,B}(n,l) + R_{2,B}(n,l),
\]

with

\[
\tilde{\lambda}_{2,B}(n,l) = \int_0^{\frac{\pi}{2}} \frac{1}{\theta^{2+1}} \left[ 1 - \left( \frac{\theta}{\sin \theta} \right)^\frac{1}{2} J_0\left( (l + \frac{1}{2}) \theta \right) \right] (\cos \theta)^{2n+l} d\theta,
\]

where the remainder term \(R_{2,B}(n,l)\) can be estimated from above as follows

\[
\exists C > 0, \forall n,l \geq 0, \quad 2n + l \geq 1, \quad |R_{2,B}(n,l)| \leq \frac{C}{(2n + l)^{1-s}}.
\]

It is sufficient to prove that

\[
\int_0^{\frac{\pi}{2}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta \leq \frac{1}{(2n + l)^{1-s}},
\]

when \(2n + l \geq 1\). To that end, we notice that

\[
\int_0^{\frac{\pi}{2}} \frac{\theta}{\theta^{2s-1}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta \leq \int_0^{\frac{\pi}{2}} e^{-\frac{2\pi}{\theta^{2s-1}}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta
\]

\[
\leq \frac{1}{(2n + l)^{1-s}} \int_0^{\frac{\pi}{2}} e^{-\frac{2\pi}{\theta^{2s-1}}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta \leq \frac{1}{(2n + l)^{1-s}} \int_0^{\frac{\pi}{2}} e^{-\frac{2\pi}{\theta^{2s-1}}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta
\]

\[
\leq \frac{1}{(2n + l)^{1-s}},
\]

because

\[
\forall \theta \in \left[ 0, \frac{1}{2} \right], \quad (\cos \theta)^{2n+l} \leq e^{2(2n+l) \ln(1-2 \sin^2 \frac{\theta}{2})} \leq e^{-2(2n+l) \sin^2 \frac{\theta}{2}} \leq e^{-\frac{\pi}{\sqrt{2n+l}}} \theta^{2s-1},
\]

since

\[
\forall 0 \leq x \leq \frac{\pi}{2}, \quad \sin x \geq \frac{2}{\pi} x.
\]

We shall now study the main contribution in the term \((3.8)\) and prove that

\[
\tilde{\lambda}_{2,B}(n,l) \sim (2n + l)^s \int_0^{\frac{\pi}{2}} \frac{1}{\theta^{2s+1}} (1 - e^{-\frac{\pi}{\sqrt{2n+l}}}) d\theta,
\]

when \(\frac{\sqrt{2n+l}}{\frac{\pi}{2}} \to +\infty\). We deduce from \((3.8)\) and \((3.10)\) that

\[
(2n + l)^{-s} \tilde{\lambda}_{2,B}(n,l) = \frac{1}{\pi} \int_{\theta=0}^{\pi/2} \int_{\tau=0}^{\frac{\pi}{2}} \left[ 1 - \left( \frac{\theta}{\sin \theta} \right)^\frac{1}{2} J_0\left( (l + \frac{1}{2}) \theta \right) \right] \cos \left( (l + \frac{1}{2}) \frac{\theta}{\sqrt{2n+l}} \sin \tau \right) \left( \cos \frac{\theta}{\sqrt{2n+l}} \right)^{2n+l} d\theta d\tau.
\]

Setting

\[
F(\theta) = \left( \frac{\theta}{\sin \theta} \right)^\frac{1}{2},
\]

we notice that the even function \(F\) is smooth on the interval \([-\frac{\pi}{2}, \frac{\pi}{2}]\). By Taylor expanding the following two terms

\[
\cos \left( (l + \frac{1}{2}) \frac{\theta}{\sqrt{2n+l}} \sin \tau \right) = 1 - \left( l + \frac{1}{2} \right)^2 \frac{\theta^2 \sin^2 \tau}{2n+l} \int_0^1 (1-t) \cos \left( (l + \frac{1}{2}) \frac{\theta}{\sqrt{2n+l}} \sin \tau \right) dt,
\]

\[
\left( \frac{\theta}{\sin \frac{\theta}{\sqrt{2n+l}} \sin \tau} \right)^\frac{1}{2} = 1 + \left( \frac{\theta}{\sqrt{2n+l}} \right)^2 \int_0^1 (1-t) F'' \left( t \frac{\theta}{\sqrt{2n+l}} \right) dt,
\]

we deduce:

\[
\int_0^{\frac{\pi}{2}} \frac{1}{\theta^{2s-1}} (\cos \theta)^{2n+l} \theta^{2s-1} d\theta \leq \frac{1}{(2n + l)^{1-s}}.
\]

This completes the proof.
we may write

\[(2n + l)^{-s} \hat{\lambda}_{2, B}(n, l) = A(n, l) + B(n, l) + C(n, l),\]

with

\[A(n, l) = \int_{0}^{\frac{\pi}{2}} \frac{1}{\theta^{1+2s}} \left[ 1 - \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} \right] d\theta,\]

\[B(n, l) = \frac{1}{\pi} \int_{\tau=0}^{\frac{\pi}{2}} \int_{\tau=-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{\theta^{1+2s}} \left( \frac{\theta}{\sin \frac{\theta}{\sqrt{2n + l}}} \right)^{\frac{1}{2}} \left( 1 + \frac{1}{2} \right) \frac{\theta^2 \sin^2 \tau}{2n + l} \]

\[\times (1 - t) \cos \left( t \left( \frac{1}{2} \right) \frac{\theta}{\sqrt{2n + l}} \sin \tau \right) \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} d\theta d\tau d\theta\]

and

\[C(n, l) = - \int_{\theta=0}^{\frac{\pi}{2}} \int_{\tau=0}^{\frac{\pi}{2}} \int_{\tau=-\frac{\pi}{2}}^{\frac{\pi}{2}} \frac{1}{\theta^{1+2s}} \left( \frac{\theta}{\sin \frac{\theta}{\sqrt{2n + l}}} \right)^{\frac{1}{2}} F'' \left( t \left( \frac{1}{2} \right) \frac{\theta}{\sin \tau} \right) \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} d\theta d\tau d\theta.
\]

We deduce from (3.12) and (3.13) that

\[(3.15) \quad |B(n, l)| \leq \sqrt{\frac{\pi}{2}} \left( l + \frac{1}{2} \right) \left( 2n + l \right) \int_{0}^{\frac{\pi}{2}} \frac{1}{\theta^{2s-1}} d\theta \leq \frac{1}{2} \frac{1}{2s-2} \sqrt{\frac{\pi}{2}} \left( l + \frac{1}{2} \right)^{2s}.
\]

It follows that

\[(3.16) \quad B(n, l) \to 0,
\]

when \(\sqrt{\frac{2n + l}{2}} \to +\infty\). Then, we deduce from (3.12) that

\[(3.17) \quad |C(n, l)| \leq \frac{1}{2n + l} \left\| F'' \right\|_{L^\infty([-\frac{\pi}{2}, \frac{\pi}{2}])} \int_{0}^{\frac{\pi}{2}} \frac{e^{-\frac{2t^2}{\theta^{2s-1}}}}{\theta^{2s-1}} d\theta.
\]

It follows that

\[(3.18) \quad C(n, l) \to 0,
\]

when \(\sqrt{\frac{2n + l}{2}} \to +\infty\). Regarding the first term \(A(n, l)\), we notice that

\[0 \leq A(n, l) \leq \int_{0}^{\frac{\pi}{2}} \frac{1}{\theta^{1+2s}} \left[ 1 - \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} \right] d\theta.
\]

We notice the pointwise convergence on \([0, +\infty[,\]

\[\frac{1}{\theta^{1+2s}} \left( 1 - \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} \right) \to \frac{1}{\theta^{2s+1}} (1 - e^{-\frac{\theta^2}{2}}),
\]

when \(2n + l \to +\infty\). A Taylor expansion shows that for any \(\theta > 0,\)

\[0 \leq \frac{1}{\theta^{1+2s}} \left( 1 - \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} \right) \]

\[\leq I_{[1, +\infty]}(\theta) \frac{1}{\theta^{1+2s}} \left( 1 - \left( \cos \frac{\theta}{\sqrt{2n + l}} \right)^{2n+l} \right) \]

\[+ \frac{L_{[0, 1]}(\theta)}{\theta^{2s-1}} \int_{0}^{1} (1 - t) \left( \cos \frac{t \theta}{\sqrt{2n + l}} \right)^{2n+l-2} \left( \cos \frac{t \theta}{\sqrt{2n + l}} \right)^2 \left( \cos \frac{t \theta}{\sqrt{2n + l}} \right)^2 \cdot (2n + l - 1) \left( \sin \frac{t \theta}{\sqrt{2n + l}} \right)^2 dt
\]

\[\leq \frac{2}{\theta^{1+2s}} I_{[1, +\infty]}(\theta) + \frac{1}{\theta^{2s-1}} L_{[0, 1]}(\theta) \int_{0}^{1} \left( \cos \frac{t \theta}{\sqrt{2n + l}} \right)^{2n+l} dt
\]

\[\leq \frac{2}{\theta^{1+2s}} I_{[1, +\infty]}(\theta) + \frac{1}{\theta^{2s-1}} L_{[0, 1]}(\theta) \in L^1([0, +\infty]),
\]
when \(2n + l \geq 1\). We deduce from the Lebesgue dominated convergence theorem that
\[
\lim_{2n+l \to +\infty} \frac{1}{\theta^{1+2s}} \left[ 1 - \left( \cos \frac{\theta}{\sqrt{2n+l}} \right)^{2n+l} \right] d\theta = \int_0^{+\infty} \frac{1}{\theta^{2s+1}} (1 - e^{-\theta^2}) d\theta.
\]
It follows that there exists a positive constant \(C > 0\) such that
\[
(3.19) \quad \forall n, l \geq 0, \quad 0 \leq A(n, l) \leq C.
\]
Furthermore, we notice the pointwise convergence
\[
\mathbb{1}_{[0, \frac{\pi}{l+2}]}(\theta) \frac{1}{\theta^{1+2s}} \left( 1 - \left( \cos \frac{\theta}{\sqrt{2n+l}} \right)^{2n+l} \right) \to \mathbb{1}_{[0, +\infty]}(\theta) \frac{1}{\theta^{2s+1}} (1 - e^{-\theta^2}),
\]
when \(\frac{\sqrt{2n+l}}{l+2} \to +\infty\). Another use of the Lebesgue dominated convergence theorem shows that
\[
(3.20) \quad A(n, l) \to \int_0^{+\infty} \frac{1}{\theta^{2s+1}} (1 - e^{-\theta^2}) d\theta,
\]
when \(\frac{\sqrt{2n+l}}{l+2} \to +\infty\). We deduce from (3.11), (3.14), (3.16), (3.18) and (3.20) that
\[
\lambda_{2,B}(n, l) \sim (2n + l)^s \int_0^{+\infty} \frac{1}{\theta^{2s+1}} (1 - e^{-\theta^2}) d\theta,
\]
when \(\frac{\sqrt{2n+l}}{l+2} \to +\infty\). Furthermore, we easily notice from (3.9), (3.11), (3.14), (3.15), (3.17) and (3.19) that
\[
\exists C > 0, \forall n, l \geq 0, \quad 2n + l \geq 1, \quad 0 < \lambda_{2,B}(n, l) \leq C \left( (2n + l)^s + \frac{1}{(2n + l)^{1+s}} + (l + 2)^s \right).
\]
This ends the proof of Lemma 3.2. \(\square\)

The next lemma provides some upper and lower estimates for the last term (3.6).

**Lemma 3.3.** There exists a positive constant \(c > 0\) such that
\[
\forall n, l \geq 0, \quad cl^{2s} \leq \lambda_{3,B}(n, l) \leq \frac{1}{c}(1 + l)^{2s}.
\]

**Proof.** We deduce from (2.11) that for all \(l \geq 2,\)
\[
l^{2s} \int_1^{\frac{\pi}{l}} \frac{1}{\theta^{1+2s}} \left( 1 - |P_l\left( \cos \frac{\theta}{l} \right)| \right) d\theta
\]
\[
\leq \lambda_{3,B}(n, l) = l^{2s} \int_1^{\frac{\pi}{l}} \frac{1}{\theta^{1+2s}} \left( 1 - P_l\left( \cos \frac{\theta}{l} \right)^2 \left( \cos \frac{\theta}{l} \right)^{2n+l} \right) d\theta \leq l^{2s} \int_{\frac{\pi}{l}}^{+\infty} \frac{2d\theta}{\theta^{1+2s}}.
\]
We deduce from the Hilb formula (3.7) the pointwise convergence
\[
\lim_{l \to +\infty} P_l\left( \cos \frac{\theta}{l} \right) = J_0(\theta).
\]
We notice from the definition that the Bessel function \(J_0\) is a smooth bounded in modulus by 1 but not identically equal to 1 in modulus on the interval \([1, \frac{\pi}{l}]\). We also notice from (2.10) and (2.11) that the smooth function
\[
\theta \mapsto P_l\left( \cos \frac{\theta}{l} \right),
\]
is bounded in modulus by 1 but not identically equal to 1 in modulus on the interval \([1, \frac{\pi}{l}]\) when \(l \geq 1\) so that
\[
\int_1^{\frac{\pi}{l}} \frac{1}{\theta^{1+2s}} \left( 1 - |P_l\left( \cos \frac{\theta}{l} \right)| \right) d\theta > 0.
\]
We deduce from (2.11) and the Lebesgue dominated convergence Theorem that
\[
\lim_{l \to +\infty} \int_1^{\frac{\pi}{l}} \frac{1}{\theta^{1+2s}} \left( 1 - |P_l\left( \cos \frac{\theta}{l} \right)| \right) d\theta = \int_1^{\frac{\pi}{l}} \frac{1}{\theta^{1+2s}} (1 - |J_0(\theta)|) d\theta > 0,
\]
the function \( \nu C fp(\cdot) \) is defining a distribution \( ||| \cdot ||| \). For general molecules, we therefore obtain that the linearized non-cutoff Boltzmann operator satisfies to the following coercive estimates:

\[ \text{(4.1.) The non-cutoff Boltzmann operator.} \]

Maxwellian molecules satisfy the singularity assumption (1.3). To that end, we shall use the distribution of order 2 defined in terms of the pre collisional velocities as

\[ S f \sim |||\langle \nu \rangle \tilde{\gamma}\rangle \sim \|\nu\|_0. \]

For general molecules, we therefore obtain that the linearized non-cutoff Boltzmann operator satisfies to the following coercive estimates:

\[ (L_B f, f)_{L^2} \sim \|(1-P)f\|_0^2 \sim \|\nu\| \gamma (1-P)f \|_0 \]

\[ \sim \|(Op^w(|\xi|^2 + |v|^2)) \tilde{\gamma} (v) \gamma (1-P)f \|_0^2 + \|(Op^w(|\xi| \land |v|^2)) \tilde{\gamma} (v) \gamma (1-P)f \|_0^2 \]

\[ \sim \|\tilde{\gamma} (v) \gamma (1-P)f \|_0^2 + \|(1-P)f \|_0^2. \]

This ends the proof of Theorem 2.5. \( \square \)

3.3. Proof of Theorem 2.5. We first consider the case with Maxwellian molecules \( \gamma = 0 \). We deduce from (1.3) and Theorem 2.4 the equivalence of the norms

\[ |||f|||^2_2 \sim \|\langle \tilde{\gamma} \rangle \tilde{\nu} \tilde{\gamma} (1-P)f \|_0^2 \sim \|\nu\|_0. \]

On the other hand, the following equivalence between the norm \( ||| \cdot ||| \) in the Maxwellian case and the norm \( || \cdot ||_0 \) for general molecules \( \gamma \in [0, +\infty[ \) was proven in [5] (Proposition 2.4):

\[ ||f||_0 \sim \|\nu\|_0. \]

This ends the proof of Theorem 2.5.

4. Miscellanea

4.1. The non-cutoff Boltzmann operator. We consider the non-cutoff Boltzmann operator with Maxwellian molecules

\[ Q_B (g, f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d-1}} b \left( \frac{v - v_s}{|v - v_s|} \cdot \sigma \right) \left( \int_{\mathbb{R}^d} f' \gamma (v') \right) d\sigma dv_s, \]

with \( d \geq 2 \), where \( f' = f(v'), f_s = f(v_s), f = f(v) \). The post collisional velocities are defined in terms of the pre collisional velocities as

\[ v' = \frac{v + v_s}{2} + \frac{|v - v_s|}{2} \cdot \sigma, \quad v'_s = \frac{v + v_s}{2} - \frac{|v - v_s|}{2} \cdot \sigma, \]

where \( \sigma \in S^{d-1} \). We recall here how the Boltzmann operator is defined when the cross section satisfy the singularity assumption (1.3). To that end, we shall use the distribution of order 2 defined in the following lemma:

Lemma 4.1. Let \( \nu \) be an even \( L^1_{loc}(\mathbb{R}^d) \) function satisfying \( \theta^2 \nu (\theta) \in L^1(\mathbb{R}) \). Then the mapping

\[ C^2_c(\mathbb{R}) \ni \phi \mapsto \lim_{\epsilon \to 0^+} \int_{[\theta] > \epsilon} \nu (\theta) (\phi (\theta) - \phi (0)) d\theta = \int_0^1 \int_{\mathbb{R}} \theta^2 \nu (\theta) \phi'' (t \theta) d\theta dt, \]

is defining a distribution \( fp(\nu) \) of order 2. Furthermore, the linear form \( fp(\nu) \) can be extended to \( C^1 \) functions (\( C^1 \) functions whose second derivative is \( L^\infty \)). For \( \phi \in C^1 \) such that \( \phi (0) = 0 \), the function \( \nu \phi \) belongs to \( L^1(\mathbb{R}) \) and

\[ \langle fp(\nu), \phi \rangle = \int \nu (\theta) \phi (\theta) d\theta. \]
if $\tilde{\phi}$ stands for the even part of the function $\phi$.

**Proof.** Since

\[ \int_{|\theta| \geq \varepsilon} \nu(\theta)(\phi(\theta) - \phi(0)) \, d\theta = \int_0^1 \int_{|\theta| \geq \varepsilon} \theta^2 \nu(\theta) \phi''(\theta) d\theta (1 - t) \, dt, \]

the Lebesgue dominated convergence theorem gives the first result. The extension to $C^{1,1}$ functions follows from the formula

\[ \frac{1}{2}(\phi(\theta) - \phi(0)) + \frac{1}{2}(\phi(-\theta) - \phi(0)) = \frac{1}{2} \int_0^\theta (\phi'(\tau) - \phi'(-\tau)) \, d\tau, \]

since the absolute value of the latter is bounded from above by $\|\phi''\|_{L^\infty} \frac{\theta^2}{2}$. This implies that

\[ \nu(\theta) \times \text{even part}(\phi(\theta) - \phi(0)) \in L^1, \]

and proves the last statement. \( \square \)

By using polar coordinates $v - v_* = \rho \nu$, $\rho > 0$, $\nu \in \mathbb{S}^{d-2}$, we may write

\[ Q_B(g, f) = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi)} b(\nu, \varpi) \left[ g(v - \frac{\rho(\sigma + \nu)}{2}) f\left( v + \frac{\rho(\sigma - \nu)}{2} \right) - g(v - \rho \nu) f(v) \right] d\rho d\nu \]

Setting $\sigma = \omega \sin \theta \oplus \nu \cos \theta$, $\omega \in \mathbb{S}^{d-2}$, $\omega \perp \nu$, $0 < \theta < \pi$, the term $Q_B(g, f)$ is equal to

\[ \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} \rho^{d-1} b(\cos \theta \rho^d \sin \theta) d\rho d\nu d\omega d\sigma = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} \rho^{d-1} b(\cos \theta \rho^d \sin \theta) d\rho d\nu d\omega d\sigma \]

By using that the cross section $b(\cos \theta)$ is supported on the set $0 \leq \theta \leq \frac{\pi}{4}$, we have

\[ Q_B(g, f) = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} \rho^{d-1} b(\cos \theta \rho^d \sin \theta) d\rho d\nu d\omega d\sigma \]

Setting

\[ \Psi_{f,g}(\theta, \nu) = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} g(v - \rho \cos \theta (\omega \sin \theta \oplus \nu \cos \theta)) f(v + \rho \sin \theta (\omega \cos \theta \oplus \nu \sin \theta)) \rho^{d-1} d\rho d\nu d\omega d\sigma, \]

we notice that the smooth function $\theta \mapsto \Psi_{f,g}(\theta, \nu)$ is even

\[ \Psi_{f,g}(-\theta, \nu) = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} g(v - \rho \cos \theta (-\omega \sin \theta \oplus \nu \cos \theta)) f(v + \rho \sin \theta (-\omega \cos \theta \oplus \nu \sin \theta)) \rho^{d-1} d\rho d\nu d\omega d\sigma = \Psi_{f,g}(\theta, \nu) \]

and that

\[ \Psi_{f,g}(0, \nu) = \int_{\mathbb{R}^+ \times \mathbb{S}^{d-2} \times (0,\pi/4) \times \mathbb{S}^{d-2}} g(v - \rho \nu) f(v) \rho^{d-1} d\rho d\nu d\omega d\sigma. \]

For $f, g \in \mathcal{S}(\mathbb{R}^d)$, we easily check that the function $\mathbb{R}^d \ni v \mapsto \partial_\nu^m \Psi_{f,g}(\theta, \nu)$ belongs to the Schwartz space $\mathcal{S}(\mathbb{R}^d)$ uniformly with respect to the parameter $\theta \in (0, \frac{\pi}{4})$ since

\[ |v'|^2 + |v''|^2 = \left| v - \rho \cos \theta \left( \omega \sin \frac{\theta}{2} \oplus \nu \cos \frac{\theta}{2} \right) \right|^2 + \left| v + \rho \sin \theta \left( \omega \cos \frac{\theta}{2} \oplus \nu \sin \frac{\theta}{2} \right) \right|^2 = 2 |v|^2 + \rho^2 - 2 \rho \nu \cdot v = |v|^2 + |v - \rho \nu|^2 = |v_*|^2 + |v|^2 \geq \frac{1}{3} (|v|^2 + \rho^2). \]
When the cross section satisfies the assumption \([\text{(B)}]\), the Boltzmann operator is then defined as a finite part by Lemma \([\text{[2]}]\)

\[
Q_B(g, f)(v) = \int_0^\pi 2b(\cos 2\theta)(\sin 2\theta)^{d-2} (\Psi_{f,g}(\theta, v) - \Psi_{f,g}(0, v))\, d\theta.
\]

Furthermore, we check that \(Q_B(g, f) \in \mathcal{S}(\mathbb{R}^d)\) when \(f, g \in \mathcal{S}(\mathbb{R}^d)\).

4.2. The Laplace-Beltrami operator on the unit sphere \(S^{d-1}\). The Laplace-Beltrami operator on the unit sphere \(S^{d-1}\) is given by the differential operator

\[
\Delta_{S^{d-1}} = \frac{1}{2} \sum_{1 \leq j, k \leq d \atop j \neq k} (v_j \partial_k - v_k \partial_j)^2.
\]

Indeed, we have

\[
\frac{1}{2} \sum_{1 \leq j, k \leq d \atop j \neq k} (v_j \partial_k - v_k \partial_j)^2 = \frac{1}{2} \sum_{1 \leq j, k \leq d \atop j \neq k} (v_j^2 \partial_k^2 + v_k^2 \partial_j^2 - 2v_j v_k \partial_{j,k} - v_j \partial_j - v_k \partial_k)
\]

\[
= r^2 \Delta_{\mathbb{R}^d} - \sum_{j=1}^d v_j^2 \partial_j^2 - \sum_{1 \leq j, k \leq d \atop j \neq k} v_j v_k \partial_{j,k} - (d - 1) \sum_{j=1}^d v_j \partial_j
\]

\[
= r^2 \Delta_{\mathbb{R}^d} - \left(\sum_{j=1}^d v_j \partial_j\right)^2 - (d - 2) \sum_{j=1}^d v_j \partial_j = r^2 \Delta_{\mathbb{R}^d} - (r \partial_r)^2 - (d - 2) r \partial_r = \Delta_{S^{d-1}},
\]

because the Laplacian on \(\mathbb{R}^d\) writes in spherical coordinates as

\[
\Delta_{\mathbb{R}^d} = \frac{\partial^2}{\partial r^2} + \frac{d - 1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \Delta_{S^{d-1}}.
\]

In the 3-dimensional case, the Laplace-Beltrami operator on the unit sphere \(S^2\) is a differential operator on \(\mathbb{R}^3\),

\[
\Delta_{S^2} f = (\text{Op}^w a) f = \frac{1}{(2\pi)^2} \int_{\mathbb{R}^6} e^{i(v \cdot \xi) \cdot \frac{y}{2}} f(y) dy d\xi,
\]

whose Weyl symbol is the anisotropic symbol

\[
a(v, \xi) = \frac{3}{2} - |v \wedge \xi|^2.
\]

Indeed, we have for any \(j \neq k\)

\[
\text{Op}^w((v_j \xi_k - v_k \xi_j)^2) = \text{Op}^w(v_j^2 \xi_k^2 + v_k^2 \xi_j^2 - 2v_j \xi_j v_k \xi_k) = -v_j^2 \xi_k^2 - v_k^2 \xi_j^2 + \frac{1}{2}(v_j \partial_j + \partial_j v_j)(v_k \partial_k + \partial_k v_k)
\]

\[
= -v_j^2 \xi_k^2 - v_k^2 \xi_j^2 + v_j \partial_j + v_k \partial_k + 2v_j v_k \partial_{j,k} + \frac{1}{2} - \frac{1}{2} - (v_j \partial_k - v_k \partial_j)^2,
\]

implying that

\[
\Delta_{S^2} = \text{Op}^w\left(\frac{3}{2} - |v \wedge \xi|^2\right).
\]
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