Motion of Rydberg atoms induced by resonant dipole–dipole interactions

C Ates$^{1,3}$, A Eisfeld$^2$ and J M Rost$^1$

1 Max Planck Institute for the Physics of Complex Systems
Nöthnitzer Straße 38, 01187 Dresden, Germany
2 Theoretical Quantum Dynamics, Universität Freiburg,
Hermann-Herder-Strasse 3, 79104 Freiburg, Germany
E-mail: cenap@pks.mpg.de

New Journal of Physics 10 (2008) 045030 (12pp)
Received 21 December 2007
Published 30 April 2008
Online at http://www.njp.org/
doi:10.1088/1367-2630/10/4/045030

Abstract. We show that nuclear motion of Rydberg atoms can be induced by resonant dipole–dipole interactions that trigger the energy transfer between two energetically close Rydberg states. How and if the atoms move depends on their initial arrangement as well as on the initial electronic excitation. Using a mixed quantum/classical propagation scheme, we obtain the trajectories and kinetic energies of atoms, initially arranged in a regular chain and prepared in excitonic eigenstates. The influence of the off-diagonal disorder on the motion of the atoms is examined and it is shown that irregularity in the arrangement of the atoms can lead to an acceleration of the nuclear dynamics.
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1. Introduction

Resonant energy transfer due to dipole–dipole interaction plays a crucial role in many areas of physics, chemistry, material sciences and biology. Prominent examples are the light-harvesting units of plants and bacteria [1], aggregates consisting of organic dyes [2, 3] or molecular crystals [4]. Since the work of Franck and Teller [5], the theoretical framework to treat such processes is based on Frenkel’s exciton concept [6]. However, internal and external degrees of freedom, e.g. internal vibrational modes of molecules and interactions with the surrounding solvent or proteins, have great influence on the properties of those systems and render a complete theoretical description challenging [7]. Hence, a prototypical system for a systematic study of the effect of dipole–dipole interaction should have: (i) a simple structure, (ii) should not couple strongly to the environment, and (iii) should be easy to manipulate, e.g. in terms of its interaction strength or geometrical arrangement.

Rydberg atoms in ultracold gases are promising candidates to meet these requirements: First of all, their internal structure can often be reduced to a few relevant energy levels. Secondly, they possess long radiative lifetimes and their coupling to the environment via thermal collisions plays a minor role due to the low thermal velocities in ultracold gases. Finally, their mutual interactions can be controlled precisely, since the transition dipole moment of two adjacent Rydberg states increases quadratically with the principal quantum number.

Consequently, clear evidence for resonant energy transfer due to the dipole–dipole interaction has been observed in ultracold (‘frozen’) Rydberg gases [8]–[11]. There have also been several proposals how to study energy transfer in regular arrangements of Rydberg atoms [12, 13]. These geometries could, in principle, be produced by using optical lattices, or micro-lens arrays. Such one-dimensional chains have served as a fruitful model to understand the spectral and energy transfer properties of dipole–dipole interacting systems and to investigate the influence of disorder on their electronic transport properties.

In studies on energy transfer the atoms/molecules are usually considered to remain at their initial positions. However, similar to the van der Waals interaction [14, 15], the dipole–dipole interaction can lead to forces between Rydberg atoms, accelerating the particles. This effect has to be taken into account because it can lead to ionizing collisions and subsequent plasma formation, as demonstrated experimentally [16]–[18]. However, the induced forces might also be used to control the motion of the atoms, as recently suggested [19].
In this work, we will investigate the motion induced by the resonant dipole–dipole interaction that triggers the energy transfer processes between atoms in energetically close Rydberg states, as observed in the studies on ‘frozen’ Rydberg gases. To this end, we will assume that the Rydberg atoms are arranged in a linear array and focus on two distinct situations. Firstly, we will consider a regular chain, in which all the Rydberg atoms are prepared such that they initially have equal nearest neighbor distance and secondly, the situation when the Rydberg atom at one of the ends of the chain has a smaller distance to its neighbor than the atoms in the rest of the chain. The latter situation is a simple example of the so-called ‘off-diagonal disorder’, where the regularity of the mutual interactions in the system is broken [20].

In both the cases we will assume that the system is initially prepared in one of the electronic eigenstates that form the exciton band. Experimentally, this could be realized by exciting atoms arranged in a micro-trap array to a specific Rydberg state and subsequently promoting this system into an excitonic eigenstate of the chain by microwave excitation, similar to the procedure used in [16, 17].

A fully quantum mechanical treatment of this problem for long chains (i.e. many atoms) is computationally demanding. Therefore, we will use a mixed quantum/classical surface hopping method, in which the nuclear motion is treated classically while the electronic dynamics is treated quantum mechanically.

The paper is organized as follows: in section 2, we give a brief description of the model system and the propagation scheme which we use. For the regular chain, we discuss analytical estimates for the initial forces as well as for the kinetic energy of the system and present numerical results in section 3. Having analyzed the basic properties of the atomic motion in the regular case, we proceed in section 4 with the case of broken regularity, by placing two atoms at one end of the chain closer together. Finally, section 5 presents our conclusions.

Throughout this work atomic units will be used, unless stated otherwise.

2. Rydberg atoms on a one-dimensional chain

2.1. Formulation of the model

We consider a chain of \( N \) identical atoms with mass \( M \) and denote the position of the \( n \)th atom by \( R_n \). The distance \( R_{nm} \equiv |R_m - R_n| \) between the atoms is assumed to be large enough that an overlap of their nuclear and electronic wavefunctions can safely be neglected. Since the focus of the present work is on resonant transitions between two energetically close Rydberg states, an essential state picture will be used, where for every atom only two electronic states are considered. We denote the energetically lower lying (Rydberg) state by \( |s\rangle \) and the upper one by \( |p\rangle \) and sometimes refer to the latter as the ‘excited state’ or the ‘excitation’. The energies of these states are \( \varepsilon_s \) and \( \varepsilon_p \), respectively, and \( \mu \) denotes the transition dipole between \( |s\rangle \) and \( |p\rangle \). By

\[
|\pi_n\rangle \equiv |s \cdots p \cdots s\rangle,
\]

we denote a state in which atom \( n \) is in state \( |p\rangle \) and all others are in state \( |s\rangle \). Without any interaction between the atoms, the \( N \) states defined in (1) are degenerate eigenstates of the electronic system with energy \( \varepsilon = \varepsilon_p + (N - 1)\varepsilon_s \), which we choose to be the zero of energy and restrict our discussion to the space spanned by the states (1) in the following.
The electronic energy transfer between two atoms \( n \) and \( m \) at distance \( R_{nm} \) (figure 1(a)) is mediated by the dipole–dipole interaction

\[
V_{nm}(R_{nm}) = \frac{\mu^2}{R_{nm}^3},
\]

where for the sake of simplicity we have ignored orientational effects. Due to this resonant dipole–dipole interaction the states given by (1) are no eigenstates of the electronic system anymore. Moreover, as the coupling (2) depends explicitly on the positions of the atoms, their center of mass motion will also be affected by the dipole–dipole interaction, i.e. a force will be exerted on the particles that is proportional to the gradient of \( V_{nm} \) with respect to the nuclear coordinates of the atoms. Consequently, both the subsystems (electronic and center of mass) are coupled by (2) so that the motion of the particles will depend on the electronic state of the system and vice versa.

The total Hamiltonian for a one dimensional chain of \( N \) Rydberg atoms is, thus, given by

\[
H(R_1, \ldots, R_N) = -\sum_{n=1}^{N} \frac{\hbar^2}{2M} \nabla_{R_n}^2 + H^{el}(R_1, \ldots, R_N),
\]

where the electronic Hamiltonian, which depends on the nuclear coordinates, is

\[
H^{el}(R_1, \ldots, R_N) = -\sum_{n,m=1}^{N} V_{nm}(R_{nm}) |\pi_n\rangle \langle \pi_m|
\]

and we set \( V_{nn} \equiv \epsilon = 0 \).
2.2. Molecular dynamics with quantum transitions

To study the motion of the Rydberg atoms induced by the dipole–dipole coupling we use a mixed quantum/classical method, where the nuclear motion is treated classically. To this end, we denote the configuration of all atomic positions at a given time by \( \vec{\rho} \equiv \{ R_1, \ldots, R_N \} \) and define adiabatic electronic states \( \phi_k(\vec{\rho}) \) and energies \( U_k(\vec{\rho}) \) as the eigenstates and the corresponding eigenenergies of the electronic Hamiltonian for a given \( \vec{\rho} \),

\[
H^e(\vec{\rho}) \phi_k(\vec{\rho}) = U_k(\vec{\rho}) \phi_k(\vec{\rho}).
\] (5)

Expanding the total wavefunction of the system in the adiabatic basis defined above,

\[
\psi(\vec{\rho}, t) = \sum_{k=1}^{N} c_k(t) \phi_k(\vec{\rho}),
\] (6)

and substituting (6) into the time-dependent Schrödinger equation of the full system, we arrive at \( N \) coupled evolution equations for the quantum amplitudes \( c_k \),

\[
\text{i} \hbar \dot{c}_k = U_k c_k - \sum_{j=1}^{N} \hat{\rho} \cdot \vec{d}_{kj} c_j.
\] (7)

The terms that couple these equations are proportional to the velocities of the particles and to the so-called ‘non-adiabatic coupling vector’ \( \vec{d}_{kj} \equiv \langle \phi_k | \nabla_{\vec{\rho}} H^e | \phi_j \rangle \) which, using the Hellmann–Feynman theorem, can be written as

\[
\vec{d}_{kj} = \langle \phi_k | \nabla_{\vec{\rho}} H^e(\vec{\rho}) | \phi_j \rangle \frac{U_j(\vec{\rho}) - U_k(\vec{\rho})}{U_j(\vec{\rho}) - U_k(\vec{\rho})},
\] (8)

for \( j \neq k \) and \( \vec{d}_{kk} = 0 \).

For a chain of length \( N = 2 \) (‘dimer’) all non-adiabatic coupling vectors vanish identically. In this case, the classical trajectories can be obtained by propagating the atoms on each of the two adiabatic potentials \( U_k \) according to the classical equations of motion

\[
M \ddot{R}_n = F_n = -\nabla_{R_n} \langle \phi_k | H^e | \phi_k \rangle
\] (9)

and averaging the results with respect to the initial probabilities \( |c_k(t=0)|^2 \) to be in one of the adiabatic states \( k \). Figure 1(b) shows the trajectories for a dimer, when the motion of the atoms starts on the adiabatic potential curves and two examples, in which the system is initially prepared in different superpositions of the electronic eigenstates. From these simple examples it is already seen that the atomic motion induced by the dipole–dipole interaction depends crucially on the initial electronic state of the system.

For chains with \( N \geq 3 \) the non-adiabatic couplings are generally nonzero. In this case, we use a propagation scheme, in which an ensemble of trajectories is propagated, and each trajectory moves classically on a single adiabatic surface \( k \) according to equation (9) except for the possibility of instantaneous switches among the adiabatic states \( |\phi_k \rangle \rightarrow |\phi_j \rangle \) due to the presence of the \( \vec{d}_{kj} \). The algorithm used in this work to correctly apportion trajectories among the states according to their quantum probabilities with the minimum required number of quantum transitions is Tully’s fewest switching algorithm [21, 22]. For initial conditions that lead to fast collisions of atoms, the non-adiabatic couplings become significant, as they are proportional to the velocities of the particles (cf equation (7)). This is manifest in large deviations of single trajectories from the ensemble average. Therefore, the mean trajectories
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for such initial conditions were determined up to the point $t_{\text{coll}}$, at which the fastest collision event in a single realization occurred. In all other cases, the trajectories are shown up to a time $t_{\text{max}} = 10 \, \mu s$, which is still much shorter than typical radiative lifetimes for states considered in this work ($\tau > 50 \, \mu s$ for $n \sim 40$).

The numerical results that we will present in the following, have been obtained with the parameters $M = 11\,000 \, \text{au}$ (i.e. lithium), $\mu = 1000 \, \text{au}$ (corresponding to typical transition dipole moments between energetically close Rydberg states with principal quantum numbers $n \approx 30, \ldots, 40$) and an initial nearest neighbor distance of $x = 5 \, \mu m$.

### 3. Rydberg atoms arranged on a regular chain

To focus on the basic features of dipole–dipole-induced motion of Rydberg atoms, we choose a simple setup, neglecting the anisotropy of the dipole interaction as well as temperature effects (initial thermal velocity distribution). However, we emphasize that these effects can easily be included to our approach. We will consider a chain consisting of $N$ atoms, initially at rest with equal spacing $R_{n,n+1} \equiv x$, and we will assume that the initial electronic state of the system is an eigenstate of $H^{\text{el}}$.

If one restricts the interaction of each particle to its nearest neighbors, it is possible to obtain a simple analytical estimate of the force $F_n(t = 0)$ acting initially on a particular atom $n$,

$$F_n(t = 0) \approx 2(\partial / \partial x)V(x)\langle \phi_k | \langle \pi_n \rangle \rangle \left[ \langle \phi_k | \pi_{n+1} \rangle - \langle \phi_k | \pi_{n-1} \rangle \right], \quad (10)$$

where we set $\langle \phi_k | \pi_0 \rangle = \langle \phi_k | \pi_{N+1} \rangle = 0$ to account for the atoms at the ends of the chain. Thus, the initial force on particle $n$ depends on the value of the electronic eigenstate $\langle \phi_k | \pi_{n\pm1} \rangle$ at both neighboring sites.

For a regular chain with nearest neighbor interactions the eigenenergies $U_k$ and eigenstates $|\phi_k\rangle$ are given by (see e.g. [1, chapter 6])

$$U_k = -2V(x) \cos \left( \frac{\pi k}{N+1} \right), \quad (11)$$

$$|\phi_k\rangle = \sqrt{\frac{2}{N+1}} \sum_{n=1}^{N} \sin \left( \frac{\pi kn}{N+1} \right) |\pi_n\rangle. \quad (12)$$

The eigenenergies form a band, where for $N \rightarrow \infty$ the ground state ($k = 1$) has energy $-2V(x)$ and the highest eigenstate ($k = N$) has energy $2V(x)$. If the system is prepared in an electronic eigenstate $|\phi_k\rangle$, the force on atom $n$ can be obtained using (10),

$$F_n(t = 0) = \frac{12}{N+1} \frac{\mu^2}{x^4} \sin \left( \frac{\pi k}{N+1} \right) \sin \left( \frac{2\pi kn}{N+1} \right). \quad (13)$$

Hence, the force that initially acts on an atom decreases rapidly with increasing chain length $N$. This decrease of the magnitude is reasonable, since in the eigenstates (12) the excitation is delocalized more or less over the whole chain. Therefore, the excitation is shared among all atoms in the chain, i.e. a particular atom carries only a fraction of approximately $1/N$ of the electronic excitation.

The directions of the initial forces follow a simple scheme, that can be deduced using the symmetries of the system reflected in the nodal structure of the initial electronic wavefunction. Generally, the motion of the particles will be symmetric around the center of mass coordinate of
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the chain (which is a constant of motion). In particular, for a chain with an odd number of atoms \( N \) the central atom \((n = (N + 1)/2)\) will always remain motionless, as the forces acting on it from both the sides cancel each other at all times. Furthermore, there is one configuration, where all forces are directed towards the center of the chain and one, in which the accelerations are directed away from it. According to (13), this is the case when the initial electronic wavefunction has no nodes at all (i.e. the state \( k = 1 \) at the lower edge of the band), and when the sign of \( \langle \phi_k | \pi_n \rangle \) changes from site to site (i.e. the state \( k = N \) with the highest energy). Generally, all forces reverse direction when changing the initial state from state \( k \) to \((N + 1) - k\). A pair of atoms experiences an attractive force if the wavefunction on the corresponding sites has equal sign, and a repulsive force otherwise. The total acceleration of a particle due to its two neighbors is then determined by the relative magnitude of the wavefunction at neighboring sites (cf equation (10)).

For a chain with length \( N = 5 \), figure 2 shows the numerically calculated trajectories, for the system prepared in the five possible electronic eigenstates \( U_k \), where now the interactions between all atoms have been taken into account. The graphs in the shaded areas show the corresponding eigenfunctions at the lattice sites \( \langle \phi_k | \pi_n \rangle \), where the site index \( n \) increases from bottom to top in each graph.

The trajectories starting from the two energetically lowest eigenstates \((k = 1, 2)\) show relatively fast collisions eventually leading to ionization of the Rydberg atoms, whereas for the two highest eigenstates \((k = 4, 5)\) no collisions occur, although for \( k = 4 \) the trajectories of the three central atoms come close to each other. For \( k = 3 \) equation (13) predicts that no forces at all are present in the system, which seems to contradict the numerical result. However, the analytical estimate for the forces was derived under the assumption of nearest neighbor interactions only. In the general case of the ‘full’ \( R^{-3} \) interaction, the excitonic band shows a marked asymmetry \((U_1 = -2.403\ V(x)\) and \(U_N = 1.803\ V(x)\) for \( N \rightarrow \infty \)) and the phase of the eigenfunctions is shifted due to the additional interactions from more distant sites. Thus, the \( \langle \phi_k | \pi_n \rangle \) are nonzero at the sites next to the central atom, which in turn leads to a small but finite force between the particles.

In our simulations, we observe only a weak influence of non-adiabatic couplings on the results, as discussed in the following. Due to non-adiabatic couplings, the system tends to switch from its current adiabatic potential surface to a different one. However, in order to conserve the total energy, a jump is accompanied by an adjustment of the velocities. If there is not enough velocity available in the direction of the non-adiabatic coupling vector the switch is rejected (‘forbidden transition’) and the component of the velocity in this direction is reversed [22]. The only influence of non-adiabaticity that we have observed in our simulations comes from such forbidden transitions. For most realizations the system does not even try to switch its state at all, i.e. the system is only weakly non-adiabatic and hence Tully’s fewest switching algorithm is expected to yield accurate mean trajectories. Indeed, we have performed calculations without non-adiabatic couplings and have seen that the effect of the above mentioned transitions on the mean trajectories/velocities is of the order of just a few percent. This is also the case for the irregular system discussed in the following section.

The dependence of the initial nuclear motion on the initial electronic state can also be seen in the time evolution of the kinetic energy of the system. For short times one can write \( E_{\text{kin}}(t) = (M/2) \sum v_n^2(t) \) with \( v_n(t) \approx t F_n / M \). Inserting the initial forces (13) one finds

\[
E_{\text{kin}}(t) \approx \frac{36}{N + 1} \left( \frac{\mu^2}{\hbar^2} \right)^2 \sin^2 \left( \frac{\pi k}{N + 1} \right) \frac{t^2}{M} \tag{14}
\]
Figure 2. Time evolution of the positions of $N = 5$ Rydberg atoms initially arranged on a regular chain with nearest neighbor distance of $\lambda = 5 \mu m$ and prepared in the five possible electronic eigenstates of the chain. The corresponding eigenenergies increase from top ($k = 1$) to bottom ($k = 5$). Left column: each graph shows the value of the eigenfunctions $\langle \phi_k | \pi_n \rangle$ at the initial atomic positions, where the index $n$ labeling each atom increases from bottom to top in each graph. Right column: trajectories of the Rydberg atoms, when the system is initially prepared in the respective eigenstate on the left column. For details, see text.

and $E_{\text{kin}}(t) \approx 0$ for $k = (N + 1)/2$, if $N$ is odd. We found good agreement of this formula with the numerical calculations shown in figure 3 for times $t < 1 \mu s$. The fast collisions in the trajectories for the two lowest initial electronic states lead to a rapid increase of the kinetic energy (figure 3(a)). In contrast, $E_{\text{kin}}$ increases much slower for the three eigenstates that do not show rapidly colliding trajectories (figure 3(b)). The slow ‘collision’ that is seen in the trajectories for $k = 4$ manifests itself in a non-monotonic time evolution of $E_{\text{kin}}$, with a minimum at the time when the central atoms reach their minimal distance.
4. Off-diagonal disorder—chain with ‘trap’ at one end

In this section, we will study the effect when the regularity of the chain is broken. Since, the regularity of the mutual atomic interactions $V_{nm}$ (for $n \neq m$) is destroyed, this is an example of a system displaying off-diagonal disorder. We will focus on the specific case where all atoms but the last two have a spacing $x$, and the distance between the last two particles (which we will call the ‘trap atoms’) is $y$.

In this case, there are generally no analytical solutions for the electronic eigenenergies and eigenstates, even if the interaction is restricted to nearest neighbor sites. However, if the eigenstates are determined numerically, equation (10) can still be used to estimate the forces acting initially on the particles.

For a chain of $N = 5$ atoms, figure 4 shows the trajectories together with the initial electronic eigenstates $\langle \phi_k | \pi_n \rangle$, where we have initially set $y/x = 3/5$. In this case, the dipole–dipole interaction experienced by the trap atoms is approximately 5 times larger than by the particles in the rest of the chain.

The eigenstate at the band edges ($k = 1$ and 5) are now strongly localized on the trap atoms and can approximately be written as $| \pi_4 \rangle \pm | \pi_5 \rangle \rangle \sqrt{2}$, resembling an attractive and a repulsive dimer state, respectively. Consequently, the trajectories, when starting in these states, show, respectively, a strong attraction and a strong repulsion of the trap atoms. In the former case, the fast collision is much better seen in the time evolution of the kinetic energy (figure 5(a)).

Interestingly, if the system is prepared in the repulsive dimer state ($k = 5$), the ‘dimer character’ is transferred from pair to pair. When two atoms come close to each other, they constitute a new repulsive dimer, such that the initial momentum of the first dimer is transferred through the chain. This effect can be enhanced, if the distance of the trap atoms is reduced further. Figure 6 shows the time evolution of the kinetic energy for different ratios $y/x$ ranging from 1 (i.e. completely regular chain) to 2/5, where the electronic eigenstate is practically completely localized on the trap. Firstly, the kinetic energy of the system increases with
Figure 4. Same as figure 2, but for a chain with trap at the upper end. The ratio of the distance of the trap atoms to the nearest neighbor distance in the regular part of the chain is $3/5$.

Figure 5. Same as figure 3, but for a chain with a trap at one end. The ratio of the distance of the trap atoms to the nearest neighbor distance in the regular part of the chain is $3/5$. 
decreasing distance of the trap atoms, as the initial electronic (potential) energy is dominated by the distance of the trap atoms. Secondly, $E_{\text{kin}}$ shows an increasingly non-monotonic behavior leading to pronounced oscillations for small $y/x$, where the minima correspond to times, when the distance of two atoms becomes minimal, i.e. a new dimer is formed.

In the cases when the system is prepared in one of the eigenstates corresponding to energies in the center of the exciton band, the excitation is delocalized over the regular part of the chain. The trajectories (figure 4) and corresponding kinetic energies (figures 5(a) and (b)) show a similar behavior to a completely regular chain, with the exception that in the slow collision process for $k = 4$ the Rydberg atoms approach each other so closely, that the assumption of non-overlapping wavefunctions breaks down, so that this process has to be treated completely quantum mechanically.

5. Conclusions

We have investigated the nuclear motion in a chain of Rydberg atoms, which is induced by resonant dipole–dipole interactions that trigger the energy transfer between two energetically close Rydberg states.

The motion of the atoms depends crucially on the electronic state in which the system is prepared. We have considered the particular case when the system is prepared in eigenstates of the exciton band. For a completely regular chain, we have given simple estimates for the initial forces and the time evolution of the kinetic energy for short times. In particular, we have shown that the magnitude of the forces acting initially is inversely proportional to the number of atoms, due to delocalization of the electronic excitation over the whole chain. This delocalization of
energy is also responsible for phenomena like exchange narrowing [23] or superradiance found in molecular aggregates.

Furthermore, we have studied the influence of the so-called ‘off-diagonal disorder’ in a simple example, in which we have disturbed the regularity of the system by placing two atoms closer together than the particles in the rest of the chain. In this case, some electronic eigenfunctions are strongly localized on the perturbed sites and the degree of localization increases with increasing irregularity. In our example, where the irregularity leads to larger initial potential energy, a much faster nuclear motion results in the system and a transfer of the initial momentum of the atoms forming dimers through the chain.
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