Exploiting WordNet Synset and Hypernym Representations for Answer Selection

Weikang Li and Yunfang Wu*
MOE Key Lab of Computational Linguistics, School of EECS, Peking University
{wavejkd, wuyf}@pku.edu.cn

Abstract
Answer selection (AS) is an important subtask of document-based question answering (DQA). In this task, the candidate answers come from the same document, and each answer sentence is semantically related to the given question, which makes it more challenging to select the true answer. WordNet provides powerful knowledge about concepts and their semantic relations, so we employ WordNet to enrich the abilities of paraphrasing and reasoning of the network-based question answering model. Specifically, we exploit the synset and hypernym concepts to enrich the word representation and incorporate the similarity scores of two concepts that share the synset or hypernym relations into the attention mechanism. The proposed WordNet-enhanced hierarchical model (WEHM) consists of four modules, including WordNet-enhanced word representation, sentence encoding, WordNet-enhanced attention mechanism, and hierarchical document encoding. Extensive experiments on the public WikiQA and SelQA datasets demonstrate that our proposed model significantly improves the baseline system and outperforms all existing state-of-the-art methods by a large margin.

1 Introduction
Answer selection (AS) is a challenging subtask of document-based question answering (DQA) in natural language processing (NLP). The AS task is to select a whole answer sentence from the document and can be regarded as a ranking problem, which is different from the machine reading comprehension (MRC) task on the SQuAD and MS-MARCO datasets. Compared with a single word or phrase, returning the full sentence often adds more value as the user can easily verify the correctness without reading a lengthy document (Yih et al., 2013). In this paper, we focus on the AS task of DQA. Table I gives a real example of this task.

Lots of fruits on answer selection have been achieved via deep learning models, including convolutional neural network (CNN) (Yang et al., 2015), recurrent neural network (RNN) (Tan et al., 2015), attention-way (Wang et al., 2016) and generative adversarial networks (GAN) (Wang et al., 2017a). Recently proposed models often consist of an embedding layer, an encoding layer, an interaction layer, and an answer layer (Weissenborn et al., 2017; Wang et al., 2017b; Hewlett et al., 2017).

Different from other question answering like community-based question answering, the candidate answers of DQA come from the same document, and each candidate answer is semantically related to the question. From the example in Table 1, we can see that almost every candidate answer contains the information related to the word “food” and “afghan” in the given question. As a result, it is difficult for the existing network-based models to choose the right answer, since the power generation ability of the networks may have transformed the sentences into similar meanings in the latent space.

To tackle this challenge, we propose to leverage WordNet knowledge base into the neural network model. Our hypothesis is that the ability of paraphrase and reasoning is essential to the question-answering task. WordNet is a semantic network (Fellbaum, 1998), where the words that are related in meanings are interlinked by means of pointers, which stand for different semantic relations. It organizes concepts mainly with the is-a relation, where a concept is a set of word senses (synset). On the one hand, we apply the synset information to enrich the sentence’s paraphrase representation, which could distinguish the candidate answers in the latent semantic space to some degree. On the other hand, we apply the hypernym information to capture reasoning knowledge. The real case
Question: what food is in afghan ?

Document:
1. A table setting of Afghan food in Kabul.
2. Afghan cuisine is largely based upon the nation’s chief crops; cereals like wheat, maize, barley and rice.
3. Afghanistan’s culinary specialties reflect its ethnic and geographic diversity.
4. Though it has similarities with neighboring countries, Afghan cuisine is undeniably unique.

Reference Answer:
Afghan cuisine is largely based upon the nation’s chief crops; cereals like wheat, maize, barley and rice.

Table 1: An example from the WikiQA data. The text is shown in its original form, which may contain errors in typing.

from the WikiQA dataset in table 1 shows that if our model has the ability of reasoning on common sense, like “wheat is a kind of food”, “maize is a kind of food” and so on, it would be of great help for choosing the right answer with respect to the question “what food is in afghan ?”.

The overall framework of our proposed model is shown in Figure 1, which mainly consists of four modules. First, we apply the synset and hypernym information to enrich the word representation. Second, we use an RNN module to encode the WordNet-enhanced word representation. Third, we propose to use the synset’s and hypernym’s relation score based on two senses’ path in the WordNet to enrich the attention mechanism. Specifically, the attention similarity matrix is not only measured by a similarity score over hidden vectors produced by CNN or RNN networks but also measured based on the synset and hypernym relation scores of two concepts in Wordnet. And then following the compare-aggregate framework (Wang and Jiang, 2016), we combine the original representation with the attention representation. Finally, considering the strong relations among context sentences, we employ a hierarchical neural network for answer sentence selection.

We conduct extensive experiments on the public WikiQA and SelQA datasets. The results show that our proposed WordNet-enhanced hierarchical model outperforms the baseline models by a large margin and achieves state-of-the-art performance on both datasets. On the WikiQA data, it obtains a MAP of 77.02, which beats the existing best result by 1.62 points; on the SelQA data, it achieves a MAP of 91.71, which outperforms the previous best result by 2.57 points.

2 Model Description
Given a question \( q \) and the sentences \( a_i, i = 1, 2, ..., S \) in a document \( d \), our model aims to select the best sentence which could answer the question.

2.1 WordNet-Enhanced Word Representation
Firstly, we map each word into the vector space. Different from directly using word embedding or the concatenation of word embedding and sum of its character embeddings, we propose to exploit the word’s hypernym and synset in the WorNet to enrich the word representation. Suppose \( w_j \) is the \( j \)th word in a sequence, \( k_{sj} \) and \( k_{hj} \) represent the hypernym and synset in the WordNet with respect to the word \( w_j \). The WordNet-enhanced word embedding is computed as follows:

\[
k_j = [w_j; k_{sj}; k_{hj}]\tag{1}
\]
\[
k_{sj} = \frac{1}{|S|} \sum_{i=1}^{|S|} w_i^{k_{sj}}\tag{2}
\]
\[
k_{hj} = \frac{1}{|H|} \sum_{i=1}^{|H|} w_i^{k_{hj}}\tag{3}
\]

where \( w_i^{k_{sj}} \) and \( w_i^{k_{hj}} \) represent word embeddings in the synset and hypernym concepts respectively; \( |S| \) and \( |H| \) denote the number of concepts in the synset and hypernym respectively. And \( ; \) means the concatenation operation.

We use \( k_j^q \) and \( k_j^{a_i} \) to represent the \( j \)th word’s WordNet-enhanced embedding of the question and the \( i \)th candidate answer sentence respectively.

2.2 Sentence Encoding
We encode the question and each sentence in the document into latent vectors using a Bi-directional Gated Recurrent Unit (Bi-GRU) network. The formulas of a GRU (Cho et al., 2014) are as follows:

\[
r_j = \sigma(W_r k_j + U_r h_{j-1} + b_r)\tag{4}
\]
\[
z_j = \sigma(W_z k_j + U_z h_{j-1} + b_z)\tag{5}
\]
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Figure 1: Framework of our proposed WordNet-enhanced hierarchical model (WEHM).

\[ \tilde{h}_j = \tanh(W_hk_j + U_h(r_j \odot h_{j-1}) + b_h) \]  
\[ h_j = (1 - z_j) \odot h_{j-1} + z_j \odot \tilde{h}_j \]

where \( \odot \) is element-wise multiplication. \( r_j \) and \( z_j \) are the reset and update gates respectively. And \( W_r, W_z, W_h \in \mathbb{R}^{H \times E} \), \( U_r, U_z, U_h \in \mathbb{R}^{H \times H} \) and \( b_r, b_z, b_h \in \mathbb{R}^{H \times 1} \) are parameters to be learned.

A Bi-GRU processes the sequence in both forward and backward directions to produce two sequences \( [h^1, h^2, ..., h^n] \) and \( [h^1_2, h^2_2, ..., h^n_2] \). The final output of \( h_j \) is the concatenation of \( h^1_j \) and \( h^2_j \).

We use \( h^1_j \) and \( h^2_j \) to represent \( j \)th word’s hidden vector produced by sentence encoding in the question and in the \( i \)th candidate answer sentence respectively.

2.3 WordNet-Enhanced Attention Mechanism

Different from the vanilla attention mechanism, where the attention score is only measured by hidden vectors, we propose to employ the synset and hypernym relation scores of two concepts in WordNet to enhance the attention mechanism, which can capture more rich interaction information between two sequences. The sketch of our proposed WordNet-enhanced attention mechanism is shown in Figure 2, which consists of three parts: the standard attention score, the synset relation score, and the hypernym relation score.

As for the standard attention mechanism, we adopt the Luong attention (also known as bilinear function attention mechanism) (Luong et al., 2015), which is widely used in NLP. In our model, \( M^h_{n,m} \) represents the attention score between the question and one of its candidate answers. The formulas of computing each element are as follows:

\[ M^h_{n,m} = h^n_mW^T \]
\[ M^h_{n,m} = \exp(M^h_{n,m})/\sum_{k=1}^{|q|} \exp(M^h_{n,k}) \]

where \( h^n_m \) and \( h^m_n \) represent the \( n \)th and \( m \)th word hidden vector in the candidate answer and the question respectively, \( |a_i| \) and \( |q| \) are the candidate answer’s length and the question’s length respectively.

Besides the standard attention, we employ two kinds of WordNet-enhanced mechanism to measure the attention score.

Lots of studies have been done on computing lexical similarity based on WordNet (Pedersen et al., 2004). Wu-Palmer Similarity (Wu and Palmer, 1994) denotes how similar two words senses are, based on the depth of the two senses in the taxonomy and that of their Least Common Subsumer. Leacock-Chodorow Similarity (Leacock and Chodorow, 1998) denotes how similar two-word senses are, based on the shortest path that connects the senses in the is-a (hypernym/hyponym) taxonomy.
Figure 2: Sketch of our proposed WordNet-enhanced attention mechanism. Keyy means the attention score derived by two hidden vectors. Keyy and Keyy represent the attention score derived by synset relation and hypernym relation respectively. Value means the hidden vector of question, and Query means the candidate answer.

We use Wu-Palmer Similarity to compute the attention score with the synset relation. $M_{n,m}^{k_s}$ represents the attention matrix between the question and one of its candidate answers, where each element $M_{n,m}^{k_s}$ is computed as:

$$M_{n,m}^{k_s} = 2 \cdot N_c/(N_{a^n_i} + N_{q_m} + 2 \cdot N_c) \quad (10)$$

$$M_{n,m}^{k_s} = \exp(M_{n,m}^{k_s})/ \sum_{k=1}^{|q|} \exp(M_{n,k}^{k_s}) \quad (11)$$

where $a^n_i$ and $q_m$ represent the corresponding concepts of the $n$th word of the $i$th candidate answer and the $m$th word of the question respectively, $c$ is the least common superconcept of $a^n_i$ and $q_m$, $N_{a^n_i}$ is the number of nodes on the path from $a^n_i$ to $c$, $N_{q_m}$ is the number of nodes on the path from $q_m$ to $c$, $N_c$ is the number of nodes on the path from $c$ to root.

We use Leacock-Chodorow Similarity to measure the attention score with hypernym relation. Let $M_{n,m}^{k_h}$ denote the attention matrix between the question and one of its candidate answers, where each element $M_{n,m}^{k_h}$ can be computed as:

$$M_{n,m}^{k_h} = -\log(path(a^n_i, q_m)/2L) \quad (12)$$

$$M_{n,m}^{k_h} = \exp(M_{n,m}^{k_h})/ \sum_{k=1}^{|q|} \exp(M_{n,m}^{k_h}) \quad (13)$$

where $path(a^n_i, q_m)$ is the shortest path length connecting two concepts and $L$ is the whole taxonomy depth.

Finally, we combine all the three similarity matrices. The formulas are as follows:

$$M_{n,m} = M_{n,m}^h + M_{n,m}^{k_s} + M_{n,m}^{k_h} \quad (14)$$

$$M_{n,m} = \exp(M_{n,m})/ \sum_{k=1}^{|q|} \exp(M_{n,k}) \quad (15)$$

Equipped with the WordNet-enhanced similarity matrix $M$, we apply the attention mechanism between the question encoding $h^q$ and the sentence encoding $h^{a_i}$ to obtain a new sentence representation $\hat{v}^{a_i}$, which is a weighted sum of hidden vectors of the question. We then aggregate the vectors of $h^{a_i}$ and $v^{a_i}$. Formulas are as follows:

$$\hat{v}^{a_i} = M \cdot h^q \quad (16)$$

$$\hat{v}^{a_i} = [v^{a_i}; h^{a_i}; \hat{v}^{a_i}; v^{a_i} + h^{a_i}; v^{a_i} - h^{a_i}] \quad (17)$$

where $;$ is the concatenation operation, $+$ is element-wise addition, $-$ is element-wise subtraction and $\circ$ is element-wise multiplication.

2.4 Hierarchical Document Encoding

Inspired by the work (Bian et al., 2017), we also adopt a list-wise method to model the answer selection task. But different from their model, we employ a hierarchical Bi-GRU architecture to compare candidate sentences by ranking them with respect to a given question. Considering that candidate answers all come from a whole document, the hierarchical Bi-GRU architecture can capture contextual features among sentences and make the understanding of a document more coherent.

We first encode each candidate answer $\hat{v}^{a_i}$ and then extract features among sentences’ hidden vectors. Then we again encode the document based on each candidate answer’s extracted features. The Bi-GRU is the same to that mentioned in our sentence encoding section.

$$u_{j}^{a_i} = BiGRU \left(u_{j-1}^{a_i}, \hat{v}_{j}^{a_i}\right) \quad (18)$$

$$u_{avg}^{a_i} = \frac{1}{|a_i|} \sum_{j=1}^{|a_i|} u_{j}^{a_i}, u_{max}^{a_i} = \max_{j=1}^{j=|a_i|} u_{j}^{a_i} \quad (19)$$

$$f_{j}^{a_i} = [u_{avg}^{a_i}; u_{max}^{a_i}] \quad (20)$$

$$\hat{u}_{j}^{d} = BiGRU \left(\hat{u}_{j-1}^{d}, f_{j}^{a_i}\right) \quad (21)$$

where $j$ is the $j$th word in the $i$th sentence in the candidate answers, $f_{j}^{a_i}$ is the $j$th sentence extracted features and $\hat{u}_{j}^{d}$ is the $j$th sentence’s hidden vector after the document encoding phase.

At last, we use a softmax layer to choose the right answer among every step’s output of the document’s RNN layer. The model is trained to minimize the cross-entropy loss function:

$$\tilde{a}_i = \sigma(FC(\hat{u}_i^{d})) \quad (22)$$
\[
C = -\frac{1}{|d|} \sum_{i \in |d|} [a_i \log \tilde{a}_i + (1 - a_i) \log (1 - \tilde{a}_i)]
\]

(23)

where \( FC \) is a feed-forward neural network, \( i \) means the sentence index in the document, \(|d|\) is the document’s length in terms of sentences, \( a_i \) is the true label (0 or 1) from the training data and \( \tilde{a}_i \) is the predicted probability score by our model. The sentence with the highest probability score is regarded as the right answer.

3 Experiments

3.1 Datasets and Baselines

We use two different datasets to conduct our answer selection experiments: WikiQA (Yang et al., 2015) and SelQA (Jurczyk et al., 2016). Both datasets contain open-domain questions whose answers were extracted from Wikipedia articles. In the AS task, it is assumed that there is at least one correct answer for a question. In the WikiQA, there are some questions which have no answer, we removed these questions, just like other researches do. Table 2 shows the statistical distribution of the two datasets.

As for the WikiQA dataset, it has been well studied by lots of literature. Baselines adopted are as follows:

- **CNN-Cnt**: this model combines sentence representations produced by a convolutional neural network with the logistic regression (Yang et al., 2015).
- **ABCNN**: this model is an attention-based convolutional neural network (Yin et al., 2015).
- **IARNN-Occam**: this model adds regularization on the attention weights (Wang et al., 2016).
- **IARNN-Gate**: this model uses the question representation to build GRU gates for each candidate answer (Wang et al., 2016).
- **CubeCNN**: this model builds a CNN on all pairs of word similarities (He and Lin, 2016).
- **CA-Network**: this model applies a compare-aggregate neural network to model question answering problem (Wang and Jiang, 2016).
- **IWAN-Skip**: this model measures the similarity of sentence pairs by focusing on the interaction information (Shen et al., 2017b).
- **Dynamic-Clip**: this model proposes a novel attention mechanism named Dynamic-Clip Attention, which is then directly integrated into the Compare-Aggregate framework. (Bian et al., 2017).

As for the SelQA dataset, besides the above mentioned CNN-Cnt model, Jurczyk et al. (2016) also re-implement CNN-Tree and two attention RNN models. Other baselines are as follows:

- **CNN-hinge**: this is a re-implemented CNN-based model with hinge loss function (dos Santos et al., 2017).
- **CNN-DAN**: dos Santos et al. (2017) propose a CNN-based model trained with a DAN framework, which is to learn loss functions for predictors and also implements semi-supervised learning.
- **AdaQA**: Shen et al. (2017a) propose an adaptive question answering (AdaQA) model, which consists of a novel two-way feature abstraction mechanism to encapsulate co-dependent sentence representations.

The answer selection task can be considered as a ranking problem, and so two evaluation metrics are used: mean average precision (MAP) and mean reciprocal rank (MRR).

3.2 Experiment Setup

The proposed models are implemented with TensorFlow. The dimension of word embeddings is set to 300. The word embeddings are initialized by 300D GloVe 840B (Pennington et al., 2014), and out-of-vocabulary words are initialized randomly. We fix the embeddings during training. We train the model with the Adam optimization algorithm with
A learning rate of 0.001. Our models are trained in mini-batches (with a batch size of 10). We fix the length of the question and each sentence in the document according to their sentence’s max length in each mini-batch, and any sentences not enough to this range are padded. The hidden vector size is set to 150 for a single RNN. We conduct word sense disambiguation for ambiguous words via the nltk tool.

### 3.3 Results and Analysis

#### 3.3.1 Performance

We compare our model with state-of-the-art methods on the WikiQA and SelQA dataset in Table 3 and Table 4, respectively. Our proposed model not only obtains state-of-the-art performance on two datasets but also makes a significant improvement. Compared with the existing best method Dynamic-Clip, our model yields nearly 1.6% improvement in MAP and 2.4% in MRR on the WikiQA dataset. On the SelQA dataset, our model improves 2.6% in MAP and 2.4% in MRR, compared with the previous best method AdaQA. It is a challenging task for answer selection, especially for the WikiQA dataset. As is shown in Table 3, the notable CA-network outperforms the IARNN-Occam approach only by 0.92 MAP points, and our best result (77.02) achieves a performance gain of 1.6 MAP points over the Dynamic-Clip. In this sense, the improvement of our model is valuable.

### 3.3.2 Ablation Study

We further conduct an ablation study to explore different WordNet-enhanced components in our model, including WordNet-enhanced word embedding and WordNet-enhanced Attention Mechanism. Table 5 reports the experimental results.

We first remove all knowledge components from our model, denoted as *without WordNet knowledge*, which can be regarded as the baseline model. In the baseline model, we only use the original word embeddings and the conventional Luong attention mechanism. Then we evaluate the WordNet-enhanced word embedding by adding the hypernym, synset, and the combination of both to the word embeddings, shown in (1)-(3) of Table 5. To evaluate the WordNet-enhanced attention mechanism, we also add the synset relation score, the hypernym score or its combination to the original hidden vectors’ score based on the baseline model, shown in (4)-(6) of Table 5.

Compared with the baseline model, the WordNet knowledge brings consistent performance gain both for the WordNet-enhanced word embedding and WordNet-enhanced attention mechanism. As for the Knowledge-enhanced word embedding, the hypernym and synset improve 0.48% and 0.30% in MAP, respectively, and the combination of them improves 1.45% in MAP. As for the Knowledge-enhanced attention mechanism, the hypernym and synset improve 5.34% and 5.12% in MAP respectively, and the combination of them improves 5.62% in MAP. At the result, our full proposed model WEHM yields a significant performance gain of 6.84 MAP points.

We could find that the knowledge-enhanced attention mechanism is more effective than the simple knowledge-enriched word embedding, perhaps because computing the similarity scores of two concepts takes into account much information, like the shortest path between them and the depth of the concept in the taxonomy. Moreover, the combina-
Figure 3: Attention score matrices $M_{vector}$ and $M_{wordnet}$ of a real case on the WikiQA dataset. The matrix $M_{wordnet}$ not only captures the paraphrase information like "food" and 'cuisine', but also enhances relations between the question’s word “food” and some of the sentence’s words, like “crops”, “cereals”, “wheat” and “rice”.

3.3.3 Case Study

To make a detailed analysis of the effectiveness of our proposed model, we give a case study to visualize the different attention score matrix $M_{vector}$ and $M_{wordnet}$, by a heatmap in Figure 3. $M_{vector}$ is only computed by hidden vectors, and $M_{wordnet}$ is calculated by our proposed model. When answering the question, our proposed model not only captures the information of "food" and "afghan", but also pays more attention to the related meaning of "wheat - food", "rice - food" and so on, which brings vital information to the prediction, while the baseline method performs weakly on capturing this information.

3.3.4 Error Analysis

We further make an error analysis of our model for further improvements. Table 6 is a wrong prediction produced by our proposed model (WEHM). "Cardiovascular disease" is another name for "heart disease". However, "Cardiovascular disease" isn’t mentioned in the given question. Although we have enriched the model with WordNet knowledge, it is still hard for the model to capture the lexical gap between these two words, for that their concepts are not the same in WordNet. From this analysis, we’d like to employ more fine-grained knowledge, like the clarification for proper nouns.

3.3.5 Comparison with other knowledge-enhanced models

To the best of our knowledge, we are the first to explore the WordNet knowledge to enhance the neural network model for the DQA problem. There are also some other knowledge-enhanced models designed for specific tasks, in which the natural language inference (NLI) task is somewhat similar to the QA task. In order to compare with our proposed WEHN model, we re-run the KEM model on the WikiQA dataset by using its public codes, which is designed for NLI task by Chen et al. (2018). ESIM (Chen et al., 2017) is the basic model of KEM without knowledge. KEM uses feature vectors of specific dimensions in WordNet, while our WEHM model directly employs synset and hypernym relation scores to enrich the attention score and also use their concepts to enrich the word representation. Table 7 shows the results of the WikiQA dataset. We could see that our proposed model outperforms the KEM model by a large margin. Besides, when comparing the improvements produced by the enriched knowledge, our proposed model is still better than KEM, with nearly 4% gain versus about 3% gain in MAP.
Table 7: Experimental results on the WikiQA dataset. We list the reported results of ESIM in the paper (Lan and Xu, 2018), and re-run the public code of KEM proposed in the paper (Chen et al., 2018) to produce its results.

| Model                        | MAP  | MRR  |
|------------------------------|------|------|
| ESIM (Lan and Xu, 2018)     | 65.20| 66.40|
| KEM (Chen et al., 2018)     | 68.03| 69.58|
| WEHM (without knowledge)    | 73.17| 74.63|
| WEHM (Proposed)             | 77.02| 78.82|

4 Related Work

In the NLP field, many problems involve matching two or more sequences to make a decision. For the DQA task, most of the studies also consider this problem as text matching, and they compute the semantic similarity between the question and candidate answers to decide whether a sentence in the document could answer the question.

There have been various deep neural network models proposed to tackle sentence pairs matching. Two kinds of matching strategies have been considered: the first is to convert the whole source and target sentences into embedding vectors in the latent spaces respectively, and then calculate the similarity score between them; the second is to calculate the similarities among all possible local positions of the source and target sentences and then summarize the local scores into the final similarity value. As for works using the first strategy, Qiu and Huang (2015) apply a tensor transformation layer on CNN-based embeddings to capture the interactions between the question and answer. Tan et al. (2015) employ the long short-term memory (LSTM) network to address this problem. In the second strategy, Pang et al. (2016) build hierarchical convolution layers on the word similarity matrix between sentences, and Yin and Schütze (2015) propose MultiGranCNN to integrate multiple granularity levels of matching models.

For the DQA task, the notable work is the compare-aggregate structure, which is first proposed by Wang and Jiang (2016). Following this structure, Bian et al. (2017) propose the dynamic-clip way to compute the attention score. Our basic model also adopts this structure, but with a different implementation. What’s more, we employ a hierarchical module to capture inter-sentence relations.

Exploiting the background knowledge and common sense to improve NLP tasks’ performance has long been a heated research topic. To facilitate NLP tasks, various semantic knowledge bases (KBs) have been constructed, ranging from manually annotated semantic networks like WordNet (Fellbaum, 1998) to semi-automatically or automatically constructed knowledge graphs like Freebase (Bollacker et al., 2008). Recently, several approaches have been proposed to leverage the prior knowledge in neural networks on different tasks (Yang and Mitchell, 2017; Chen et al., 2018; Wu et al., 2018; Wang et al., 2019). Wu et al. (2018) fuse the prior knowledge into word representations with a knowledge gate by using question categories for the QA task and topics for the conversation task. Yang and Mitchell (2017) propose a KBLSTM network architecture, which incorporates the background knowledge into LSTM to improve machine reading. Unlike the two approaches, our model directly employs the synset and hypernym concepts information to enrich the word representation. Chen et al. (2018) use WordNet to measure the semantic relatedness of word pairs for the natural language inference task, including synonym, antonym, hypernym, and same hypernym. Each of these features is denoted as a real number and is incorporated into the neural networks. Compared to the feature vectors derived from the WordNet, our model directly employ the synset and hypernym relation scores to enrich the attention mechanism. Wang et al. (2019) present an entailment model for solving the Natural Language Inference (NLI) problem that utilizes ConceptNet as an external knowledge source, while our method mainly focus on the WordNet.

5 Conclusion

In this paper, we exploit a WordNet-enhanced hierarchical model to address the answer selection problem. Based on WordNet’s prior knowledge, the proposed model applies the synset and hypernym concepts to enrich word representations and uses synset and hypernym relation scores between two concepts to enhance the traditional attention score. Extensive experiments conducted on two benchmark datasets demonstrate that our method significantly improves the baseline model and outperforms state-of-the-art results by a large margin. Our approach obtains 1.62% improvement and 2.57% improvement in MAP on the WikiQA and SelQA datasets, respectively, compared to the state-of-the-art results. In the future, we would like to
explore more knowledge in the neural networks to deal with different NLP tasks.
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