Post-Newtonian parameters $\gamma$ and $\beta$ of scalar-tensor gravity for a homogeneous gravitating sphere
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We calculate the parameters $\gamma$ and $\beta$ in the parametrized post-Newtonian (PPN) formalism for scalar-tensor gravity (STG) with an arbitrary potential, under the assumption that the source matter is given by a non-rotating sphere of constant density, pressure and internal energy. For our calculation we write the STG field equations in a form which is manifestly invariant under conformal transformations of the metric and redefinitions of the scalar field. This easily shows that also the obtained PPN parameters are invariant under such transformations. Our result is consistent with the expectation that STG is a fully conservative theory, i.e., only $\gamma$ and $\beta$ differ from their general relativity values $\gamma = \beta = 1$, which indicates the absence of preferred frame and preferred location effects. We find that the values of the PPN parameters depend on both the radius of the gravitating mass source and the distance between the source and the observer. Most interestingly, we find that also at large distances from the source $\beta$ does not approach $\beta = 1$, but receives corrections due to a modified gravitational self-energy of the source. Finally, we compare our result to a number of measurements of $\gamma$ and $\beta$ in the Solar System. We find that in particular measurements of $\beta$ improve the previously obtained bounds on the theory parameters, due to the aforementioned long-distance corrections.

I. INTRODUCTION

General relativity (GR) is currently the most established theory of gravitation. It correctly describes a number of observations, such as planetary orbits in the Solar System, the motion of masses in the Earth’s gravitational field [1], the recently discovered gravitational waves [2] or the ΛCDM model in cosmology [3]. However successful on these scales, GR itself does not provide
sufficient answers to fundamental open questions such as the reason for the accelerated expansion of the universe, the phase of inflation or the nature of dark matter. Further tension arises from the fact that so far no attempt to extend GR to a full quantum theory has succeeded.

GR is expected to be challenged by different upcoming experiments on ground and in space, such as high precision clocks [4] and atom interferometers in Earth orbits, pulsar timing experiments [5] and direct observations of black hole shadows [6, 7]. This plethora of existing and expected experimental data, together with the tension with cosmological observations, motivates studying alternative theories of gravitation [8]. In particular, the upcoming experiments are expected to give more stringent constraints on the parameter spaces of such theories or even find violations of GR’s predictions.

One class of alternative theories are scalar-tensor theories of gravity (STG) - an extension to GR that contains a scalar degree of freedom in addition to the metric tensor. The detection of the Higgs proved that scalar particles exist in nature [9] and scalar fields are a popular explanation for inflation [10] and dark energy [11]. Further, effective scalar fields can arise, e.g., from compactified extra dimensions [12] or string theory [13].

While the motivation for such alternative theories of gravitation is often related to cosmology, of course any such theory must also pass Solar System tests. The most prominent class of such tests is based on the post-Newtonian limit of the theory under consideration, which is usually discussed in the parametrized post-Newtonian (PPN) framework [1, 14]. It allows characterizing theories of gravitation in the weak field limit in terms of a number of parameters, that can be calculated from the field equations of the theory, and will, in general, deviate from the parameters predicted by general relativity. These parameters can be constrained using observational data and experiments [15–19]. In this work we are interested in the parameters $\gamma$ and $\beta$ only, as these are the only parameters that may differ in fully conservative gravity theories, to which also STG belongs [14].

The most thoroughly studied standard example of a scalar-tensor theory is Brans-Dicke theory [20], which contains a massless scalar field, whose non-minimal coupling to gravity is determined by a single parameter $\omega$. This theory predicts the PPN Parameter $\gamma = (1 + \omega)/(2 + \omega)$, in contrast to $\gamma = 1$ in GR. Both theories predict $\beta = 1$. Adding a scalar potential gives the scalar field a mass, which means that its linearized field equation assumes the form of a Klein-Gordon equation, which is solved by a Yukawa potential $\sim e^{-mr}/r$ in the case of a point-like source. In this massive scalar field case, the PPN parameter $\gamma$ becomes a function of the radial coordinate $r$ [21, 22].

Scalar-tensor theories can be expressed in different but equivalent conformal frames. This means that the form of the general scalar-tensor action is invariant under conformal transformations of
the metric, which depend on the value of the scalar field. There are two such frames that are most often considered: In the Jordan frame, test particles move along geodesics of the frame metric while in the Einstein frame, the scalar field is minimally coupled to curvature. The PPN parameters $\gamma$ and $\beta$ for scalar-tensor theories with a non-constant coupling have been calculated in the Jordan frame [23] and in the Einstein frame [24]. These works consider a spacetime consisting of a point source surrounded by vacuum. As will be elucidated below, this assumption leads to problems when it comes to the definition and calculation of the PPN parameter $\beta$.

Applying conformal transformations and scalar field redefinitions allows to transform STG actions, field equations and observable quantities between different frames. It is important to note that these different frames are physically equivalent, as they yield the same observable quantities [25, 26]. Hence, STG actions which differ only by conformal transformations and field redefinitions should be regarded not as different theories, but as different descriptions of the same underlying theory. This observation motivates the definition of quantities which are invariant under the aforementioned transformations, and to express observable quantities such as the PPN parameters or the slow roll parameters characteristic for models of inflation fully in terms of these invariants [27–30].

The PPN parameters $\gamma$ and $\beta$ were calculated for a point source [23, 24], and later expressed in terms of invariants [27, 28]. However, the assumption of a point source leads to a number of conceptual problems. The most important of these problems is the fact that, in terms of post-Newtonian potentials, the Newtonian gravitational potential becomes infinite at the location of the source, so that its gravitational self-energy diverges. It is therefore impossible to account for possible observable effects caused by a modified gravitational self-energy of the source in a theory that differs from GR. We therefore conclude that the assumption of a point source is not appropriate for a full application of the PPN formalism to STG. This has been realized earlier in the particular case of STG with screening mechanisms [24, 31].

The goal of this article is to improve on the previously obtained results for the PPN parameters $\gamma$ and $\beta$ for a general class of scalar-tensor theories, in which the divergent gravitational self-energy has been neglected. Instead of a point mass source, the gravitating mass source we consider in this article is given by a sphere with homogeneous density, pressure and internal energy that is surrounded by vacuum. In this case the gravitational self-energy remains finite, and can therefore be taken into account. During our calculation we do not fix a particular frame, but instead make use of the formalism of invariants mentioned above already from the beginning in order to calculate the effective gravitational constant as well as the PPN parameters $\gamma$ and $\beta$. 
The article is structured as follows. In Sec. II we discuss the scalar-tensor theory action, the field equations and the invariants. The perturbative expansion of relevant terms is outlined in Sec. III and the expanded field equations are provided in Sec. IV. Next, in Sec. V, these are solved explicitly for a non-rotating homogeneous sphere and the PPN parameters are derived. Sec. VI applies our results to observations. Finally, we conclude with a discussion and outlook in Sec. VII.

The main part of our article is supplemented by Appendix A, in which we list the coefficients appearing in the post-Newtonian field equations and their solutions.

II. THEORY

We start our discussion with a brief review of the class of scalar-tensor tensor theories we consider. The most general form of the action, in a general frame, is displayed in section II A. We then show the metric and scalar field equations derived from this action in section II B. Finally, we provide the definition of the relevant invariant quantities, and express the field equations in terms of these, in section II C.

A. Action

We consider the class of scalar-tensor gravity theories with a single scalar field $\Phi$ besides the metric tensor $g_{\mu\nu}$, and no derivative couplings. Its action in a general conformal frame is given by

$$S = \frac{1}{2\kappa^2} \int d^4 x \sqrt{-g} \left\{ A(\Phi) R - B(\Phi) g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi - 2\kappa^2 U(\Phi) \right\} + S_m [e^{2\alpha(\Phi)} g_{\mu\nu}, \chi]. \quad (1)$$

Any particular theory in this class is determined by a choice of the four free functions $A, B, U$ and $\alpha$, each of which depends on the scalar field $\Phi$. The function $B$ determines the kinetic energy part of the action. The scalar potential is given by $U$; a non-vanishing potential may be used to model inflation, a cosmological constant or give a mass to the scalar field. The last part $S_m$ is the matter part of the action. The matter fields, which we collectively denote by $\chi$, couple to the so-called Jordan frame metric $e^{2\alpha(\Phi)} g_{\mu\nu}$. It is conformally related to the general frame metric $g_{\mu\nu}$. The latter is used to raise and lower indices and determines the spacetime geometry in terms of its Christoffel symbols, Riemann tensor and further derived quantities. In general, the scalar field is non-minimally coupled to curvature. This coupling is determined by the function $A(\Phi)$.

There are different common choices of the conformal frame; see [27] for an overview. In the Jordan frame, one has $\alpha = 0$ and the matter fields couple directly to the metric $g_{\mu\nu}$. By a
redefinition of the scalar field one may further set $A \equiv \Phi$. Typically, one considers the coupling function $\omega(\Phi) \equiv B(\Phi)\Phi$. This particular choice of the parametrization is also known as Brans-Dicke-Bergmann-Wagoner parametrization.

Another possible choice for the conformal frame is the Einstein frame, in which the field couples minimally to curvature, $A \equiv 1$. However, in this case the matter fields in general do not couple to the frame metric directly, but through a non-vanishing coupling function $\alpha \neq 0$. In this case one may also choose the canonical parametrization $B \equiv 2$.

We call the scalar field minimally coupled if the Jordan and Einstein frames coincide, i.e., if one can achieve $A \equiv 1$ and $\alpha \equiv 0$ simultaneously through a conformal transformation of the metric.

### B. Field equations

The metric field equations are obtained by varying the action (1) with respect to the metric. Written in the trace-reversed form they are

$$
R_{\mu\nu} - \frac{A'}{A} \left( \nabla_\mu \nabla_\nu \Phi + \frac{1}{2} g_{\mu\nu} \Box \Phi \right) - \left( \frac{A''}{A} + 2F - \frac{3A'^2}{2A^2} \right) \partial_\mu \Phi \partial_\nu \Phi \\
- \frac{1}{2} g_{\mu\nu} \frac{A''}{A} g^{\rho\sigma} \partial_\rho \Phi \partial_\sigma \Phi - \frac{1}{A} g_{\mu\nu} \kappa^2 U = \kappa^2 A \left( T_{\mu\nu} - \frac{1}{2} g_{\mu\nu} T \right),
$$

(2)

where we use the d’Alembertian $\Box X \equiv \nabla^2 X = g^{\mu\nu} \nabla_\mu \nabla_\nu X$ and the notation $X' \equiv \frac{\partial X}{\partial \Phi}$. Taking the variation with respect to the scalar field gives the scalar field equation

$$
\mathcal{F} \Box \Phi + \frac{1}{2} \left( \mathcal{F}' + 2F \frac{A'}{A} \right) g^{\mu\nu} \partial_\mu \Phi \partial_\nu \Phi + \frac{A'}{A^2} \kappa^2 U - \frac{1}{2} \kappa^2 U' = \kappa^2 \frac{A'}{4A^2} - \frac{2A^2}{4A^2} T.
$$

(3)

The function $\mathcal{F}$ introduced on the left hand side is defined by

$$
\mathcal{F} \equiv \frac{2AB + 3A'^2}{4A^2}.
$$

(4)

Note that these equations simplify significantly in the Einstein frame $A \equiv 1$ and $\alpha \equiv 0$. We will make use of this fact in the following, when we express the field equations in terms of invariant quantities.

Further, note that the functions $A$ and $B$ should be chosen such that $\mathcal{F} > 0$. A negative $\mathcal{F}$ would lead to a positive kinetic term in the Einstein frame, causing a ghost scalar field that should be avoided.
C. Invariants

Given a scalar-tensor theory in a particular frame, it can equivalently be expressed in a different frame by applying a Weyl transformation of the metric tensor $g_{\mu\nu} \rightarrow \bar{g}_{\mu\nu}$ and a reparametrization of the scalar field $\Phi \rightarrow \bar{\Phi}$

$$g_{\mu\nu} = e^{2\gamma(\bar{\Phi})} \bar{g}_{\mu\nu}, \quad \Phi = \bar{f}(\bar{\Phi}).$$

We defined $\mathcal{F}$ in (4) since it transforms as a tensor under scalar field redefinition and is invariant under Weyl transformation,

$$\mathcal{F} = \left(\frac{\partial \bar{\Phi}}{\partial \Phi}\right)^2 \bar{\mathcal{F}}.$$  

In order to have a frame independent description, we want to express everything in terms of invariants, i.e., quantities that are invariant under the transformations given above. The matter coupling and the scalar potential can be written in an invariant form by introducing the two invariants [27]

$$I_1(\Phi) = e^{2\alpha(\Phi)} \mathcal{A}(\Phi), \quad I_2(\Phi) = \frac{\mathcal{U}(\Phi)}{\mathcal{A}^2(\Phi)},$$

Given the action in a general frame, we can define the invariant Einstein and Jordan frame metrics by

$$g^{\text{e}}_{\mu\nu} := \mathcal{A}(\Phi) g_{\mu\nu}, \quad g^{3}_{\mu\nu} := e^{2\alpha(\Phi)} g_{\mu\nu},$$

which are related by

$$g^{3}_{\mu\nu} = I_1 g^{\text{e}}_{\mu\nu}. \quad (9)$$

Note that if the action is already given in the Einstein frame, the metric coincides with the Einstein frame metric defined above, $g_{\mu\nu} = g_{\mu\nu}^{\text{e}}$, and the same holds for the Jordan frame. We define the Einstein frame metric (8a) as it significantly simplifies the field equations. The metric field equations reduce to

$$R^{\text{e}}_{\mu\nu} - 2 \mathcal{F} \partial_\mu \bar{\Phi} \partial_\nu \bar{\Phi} - \kappa^2 g^{\text{e}}_{\mu\nu} I_2 = \kappa^2 T^{\text{e}}_{\mu\nu},$$

(10)
where

\begin{align}
\bar{T}^\epsilon_{\mu\nu} &= T^\epsilon_{\mu\nu} - \frac{1}{2}g^\epsilon_{\mu\nu}T^\epsilon, & T^\epsilon = g^\epsilon_{\mu\nu}T^\epsilon_{\mu\nu} = \frac{T}{A^2}, & T^\epsilon_{\mu\nu} &= \frac{T_{\mu\nu}}{A}. \tag{11}
\end{align}

is the trace-reversed energy-momentum tensor in the Einstein frame. It is invariant under conformal transformations and field redefinitions, since also the left hand side of the field equations (10) is invariant. Note that we use the invariant Einstein metric \(g^\epsilon_{\mu\nu}\) for taking the trace and moving indices here, in order to retain the invariance of this tensor. For later use, we also define the invariant Jordan frame energy-momentum tensor

\begin{align}
\bar{T}^3_{\mu\nu} &= T^3_{\mu\nu} - \frac{1}{2}g^3_{\mu\nu}T^3, & T^3 = g^3_{\mu\nu}T^3_{\mu\nu} = \frac{T}{e^{2\alpha(\Phi)}}, & T^3_{\mu\nu} &= \frac{T_{\mu\nu}}{e^{2\alpha(\Phi)}}. \tag{12}
\end{align}

Similarly to the metric field equations, we obtain the scalar field equation (3)

\begin{equation}
\mathcal{F}g^\epsilon_{\mu\nu}\partial_\mu\partial_\nu\Phi - \mathcal{F}g^\epsilon_{\mu\nu}\Gamma^\epsilon_{\rho\mu\nu}\partial_\rho\Phi + \frac{\mathcal{F}'}{2}g^\epsilon_{\mu\nu}\partial_\mu\Phi\partial_\nu\Phi - \frac{\kappa^2}{2}T^\epsilon = \frac{3}{4}\kappa^2(\ln I_1)'T^\epsilon. \tag{13}
\end{equation}

These are the field equations we will be working with. In order to solve them in a post-Newtonian approximation, we will perform a perturbative expansion of the dynamical fields around a flat background solution. This will be done in the following section.

### III. PPN FORMALISM AND EXPANSION OF TERMS

In the preceding section we have expressed the field equations of scalar-tensor gravity completely in terms of invariant quantities. In order to solve these field equations in a post-Newtonian approximation, we make use of the well known PPN formalism. Since we are dealing with different invariant metrics and their corresponding conformal frames, we briefly review the relevant parts of the PPN formalism for this situation. We start by introducing velocity orders in section III A. These are used to define the PPN expansions of the scalar field in section III B, the invariant metrics in section III C, the energy-momentum tensor in section III D and the Ricci tensor in section III E.

#### A. Slow-moving source matter and velocity orders

Starting point of the PPN formalism is the assumption of perfect fluid matter, for which the (Jordan frame) energy-stress tensor is given by

\begin{equation}
T^3_{\mu\nu} = (\rho + \rho\Pi + p)u^\mu u^\nu + pg^3_{\mu\nu}. \tag{14}
\end{equation}
Since test particles fall on geodesics of the Jordan frame metric, we consider this as the ‘physical metric’ and we define mass density $\rho$, pressure $p$ and specific internal energy $\Pi$ in this frame. By $u^\mu$ we denote the four-velocity, normalized such that $u^\mu u_\mu = -1$, where indices are raised and lowered using the Jordan frame metric $g^J_{\mu\nu}$.

We now consider the PPN framework to expand and solve the field equations up to the first post-Newtonian order. For this purpose we assume that the source matter is slow-moving, $v^i = u^i / u^0 \ll 1$. We use this assumption to expand all dynamical quantities in velocity orders $O(n) \sim |\vec{v}|^n$. Note that $\rho$ and $\Pi$ each contribute at order $O(2)$, while $p$ contributes at $O(4)$. The velocity terms $v^i$ are, obviously, of order $O(1)$. We finally assume a quasi-static solution, where any time evolution is caused by the motion of the source matter. Hence, each time derivative $\partial_0 \sim O(1)$ increases the velocity order of a term by one.

### B. PPN expansion of the scalar field

We now expand the scalar field around its cosmological background value $\Phi_0$ in terms of velocity orders,

$$\Phi = \Phi_0 + \phi = \Phi_0 + \phi + \phi + O(6),$$

(15)

where $\phi$ is of order $O(2)$ and $\phi$ is of order $O(4)$. Other velocity orders either vanish due to conservation laws or are not relevant for the PPN calculation. Any function of the scalar field $\mathcal{X}(\Phi)$ can then be expanded in a Taylor series as

$$\mathcal{X}(\Phi) = \mathcal{X}(\Phi_0) + \mathcal{X}'(\Phi_0)\phi + \frac{1}{2} \mathcal{X}''(\Phi_0)\phi^2 + O(6)$$

$$\mathcal{X}(\Phi) = \mathcal{X}(\Phi_0) + \mathcal{X}'(\Phi_0)\phi + \left[ \mathcal{X}'(\Phi_0)\phi + \frac{1}{2} \mathcal{X}''(\Phi_0)\phi^2 \right] + O(6).$$

(16)

For convenience, we denote the Taylor expansion coefficients, which are given by the values of the functions and their derivatives evaluated at the background value, in the form $F \equiv \mathcal{F}(\Phi_0)$, $F' \equiv \mathcal{F}'(\Phi_0)$, $I_1 \equiv I_1(\Phi_0)$, $I'_1 \equiv I'_1(\Phi_0)$, $I''_1 \equiv I''_1(\Phi_0)$, and similarly for all functions of the scalar field.

### C. PPN expansion of the metric tensors

In the next step, we assume that the Jordan frame metric, which governs the geodesic motion of test masses, is asymptotically flat, and can be expanded around a Minkowski vacuum solution...
in suitably chosen Cartesian coordinates. The expansion of the Jordan frame metric components up to the first post-Newtonian order is then given by

\[ g_{00}^J = -1 + (2)h_{00}^J + (4)h_{00}^J + \mathcal{O}(6), \]  
\[ g_{0i}^J = h_{0i}^J + (2)h_{0i}^J + \mathcal{O}(5), \]  
\[ g_{ij}^J = \delta_{ij} + (2)h_{ij}^J + \mathcal{O}(4). \]  

(17a) \hspace{1cm} (17b) \hspace{1cm} (17c)

It can be shown that these are all relevant and non-vanishing components. A similar expansion of the Einstein frame metric \( g_{\mu\nu}^E \) can be defined as

\[ I_1g_{00}^E = -1 + (2)h_{00}^E + (4)h_{00}^E + \mathcal{O}(6), \]  
\[ I_1g_{0i}^E = h_{0i}^E + \mathcal{O}(5), \]  
\[ I_1g_{ij}^E = \delta_{ij} + (2)h_{ij}^E + \mathcal{O}(4). \]  

(18a) \hspace{1cm} (18b) \hspace{1cm} (18c)

The \( I_1 \)'s on the left sides are required in order to satisfy (9). The expansion coefficients in the two frames are then related by

\[ (2)h_{00}^E = (2)h_{00}^J + \frac{I_1'}{I_1} \phi, \]  
\[ (2)h_{ij}^E = (2)h_{ij}^J - \frac{I_1'}{I_1} \phi \delta_{ij}, \]  
\[ (3)h_{0i}^E = (3)h_{0i}^J, \]  
\[ (4)h_{00}^E = (4)h_{00}^J + \frac{I_1''}{I_1} \phi + \frac{I_1 I_1'' - 2I_1' I_1'''}{2I_1^2} \phi \phi - \frac{I_1'''}{I_1} \phi h_{00}^E. \]  

(19a) \hspace{1cm} (19b) \hspace{1cm} (19c) \hspace{1cm} (19d)

as one easily checks. Conversely, one finds the inverse relations

\[ (2)h_{00}^J = (2)h_{00}^E - \frac{I_1'}{I_1} \phi, \]  
\[ (2)h_{ij}^J = (2)h_{ij}^E + \frac{I_1'}{I_1} \phi \delta_{ij}, \]  
\[ (3)h_{0i}^J = (3)h_{0i}^E, \]  
\[ (4)h_{00}^J = (4)h_{00}^E - \frac{I_1'}{I_1} \phi - \frac{I_1''}{I_1} \phi \phi + \frac{I_1'''}{I_1} \phi h_{00}^E. \]  

(20a) \hspace{1cm} (20b) \hspace{1cm} (20c) \hspace{1cm} (20d)

D. PPN expansion of the energy-momentum tensors

We now come to the PPN expansion of the energy-momentum tensors. Here we restrict ourselves to displaying the expansion of the invariant energy-momentum tensor in the Einstein frame, since
this is the frame we will be using for solving the field equations. It is related to the invariant Jordan
frame energy-momentum tensor by $T^e_{\mu\nu} = I_1 T^3_{\mu\nu}$. Its PPN expansion follows from the standard
PPN expansion of the energy-momentum tensor in the Jordan frame [14] and is given by

$$ T^e_{00} = I_1 \rho \left( 1 + \frac{2I_1 A^{(2)}_{\mu\nu}}{I_1} \phi^A - \frac{h^e_{00}}{2} + v^2 + \Pi \right) + \mathcal{O}(6) , \quad (21a) $$

$$ T^e_{0i} = -I_1 \rho v_i + \mathcal{O}(5) , \quad (21b) $$

$$ T^e_{ij} = I_1 (\rho v_i v_j + p \delta_{ij}) + \mathcal{O}(6) . \quad (21c) $$

Its trace, taken using the Einstein frame metric, has the PPN expansion

$$ T^e = I_1^2 \left( -\rho + 3p - \Pi \rho - 2 \frac{I_1 A^{(2)}}{I_1} \phi^A \right) . \quad (22) $$

Consequently, the trace-reversed energy-momentum tensor is given by

$$ \bar{T}^e_{00} = I_1 \rho \left[ \frac{1}{2} + \frac{I_1 A^{(2)}}{I_1} \phi^A - \frac{h^e_{00}}{2} + v^2 + \frac{3p}{2\rho} \right] + \mathcal{O}(6) , \quad (23a) $$

$$ \bar{T}^e_{0i} = -I_1 \rho v_i + \mathcal{O}(5) , \quad (23b) $$

$$ \bar{T}^e_{ij} = I_1 \rho \left[ v_i v_j + \frac{h^e_{ij}}{2} + \left( \frac{1}{2} + \frac{I_1 A^{(2)}}{I_1} \phi^A + \frac{\Pi}{2} - \frac{p}{2\rho} \right) \delta_{ij} \right] + \mathcal{O}(6) . \quad (23c) $$

**E. Invariant Ricci tensor**

Finally, we come to the PPN expansion of the Ricci tensor of the invariant Einstein metric. We
will do this in a particular gauge, which is determined by the gauge conditions

$$ h^e_{ij,j} - h^e_{0i,0} - \frac{1}{2} h^e_{jj,i} + \frac{1}{2} h^e_{00,i} = 0 , \quad (24a) $$

$$ h^e_{ii,0} = 2 h^e_{0i,i} , \quad (24b) $$

which will simplify the calculation. In this gauge, the components of the Ricci tensor to the orders
that will be required are given by

$$ R^e_{00} = -\frac{1}{2} \frac{(2)}{h^e_{00}}, \quad (25a) $$

$$ R^e_{ij} = -\frac{1}{2} \frac{(2)}{\Delta h^e_{ij}}, \quad (25b) $$

$$ R^e_{0i} = -\frac{1}{2} \left( \frac{(3)}{\Delta h^e_{0i}} + \frac{1}{2} \frac{(2)}{h^e_{jj,0i}} - \frac{(2)}{h^e_{ij,0j}} \right), \quad (25c) $$

$$ R^e_{00} = -\frac{1}{2} \frac{(4)}{\Delta h^e_{00}} + h^e_{0i,0i} - \frac{1}{2} \frac{(2)}{h^e_{jj,0i}} + \frac{1}{2} \frac{(2)}{h^e_{00,i}} \left( h^e_{ij,j} - \frac{1}{2} h^e_{jj,i} - \frac{1}{2} h^e_{00,i} \right) + \frac{1}{2} \frac{(2)}{h^e_{ij}} h^e_{00,ij}. \quad (25d) $$
We now have expanded all dynamical quantities which appear in the field equations into velocity orders. By inserting these expansions into the field equations, we can perform a similar expansion of the field equations, and decompose them into different velocity orders. This will be done in the next section.

IV. EXPANDED FIELD EQUATIONS

We will now make use of the PPN expansions displayed in the previous section and insert them into the field equations. This will yield us a system of equations, which are expressed in terms of the metric and scalar field perturbations that we aim to solve for. We start with the zeroth order field equations in section IV A, which are the equations for the Minkowski background, and will give us conditions on the invariant potential $I_2$. We then proceed with the second order metric equation in section IV B, the second order scalar equation in section IV C, the third order metric equation in section IV D, the fourth order metric equation in section IV E and finally the fourth order scalar equation in section IV F.

A. Zeroth order metric and scalar equations

At the zeroth velocity order, the metric equations (10) are given by

$$-\kappa^2 \frac{I_2}{I_1} \eta_{\mu\nu} = 0,$$

which is satisfied only for $I_2 = 0$, and hence restricts the choice of the invariant potential $I_2$. At the same velocity order, the scalar equation reads

$$-\kappa^2 \frac{I_2'}{2} = 0,$$

and is solved only by $I_2' = 0$, so that we obtain another restriction on the allowed potential $I_2$. In the following, we will only consider theories in which these conditions on $I_2$ are satisfied.

B. Second order metric $h_{00}^e$ and $h_{ij}^e$

At the second velocity order we find the 00-metric field equation

$$^{(2)} R_{00}^e - \kappa^2 \frac{I_2^{(2)}}{I_1} h_{00}^e + \kappa^2 \frac{I_2^{(2)}}{I_1} \phi^A = \frac{\kappa^2}{2} I_1 \rho.$$
Inserting the expansion of the Ricci tensor shown in section III E and using $I_2 = 0$ and $I'_2 = 0$ we solve for $h^{(2)}_{00}$ and find the Poisson equation

$$\triangle h^{(2)}_{00} = -\kappa^2 I_1 \rho = -8\pi G \rho,$$

(29)

where we introduced the Newtonian gravitational constant

$$G = \frac{\kappa^2 I_1}{8\pi}.$$

(30)

The $ij$-equations at the same order are given by

$$R^{(2)}_{ij} - \kappa^2 I_2^{(2)} h^{(2)}_{ij} - \kappa^2 I_1^{(2)} \phi A \delta_{ij} = \frac{\kappa^2}{2} I_1 \rho \delta_{ij},$$

(31)

which similarly reduces to

$$\triangle h^{(2)}_{ij} = -\kappa^2 I_1 \rho \delta_{ij} = -8\pi G \rho \delta_{ij}.$$

(32)

Note that the diagonal components $i = j$ satisfy the same equation (29) as $h^{(2)}_{00}$.

C. Second order scalar field $\phi^A$

The second order scalar field equation is given by

$$I_1 F \triangle^{(2)} \phi - \frac{\kappa^2}{2} I_2^{(2)} \phi = \frac{\kappa^2}{4} I_1 I'_1 \rho.$$

(33)

It is convenient to introduce the scalar field mass $m$ by

$$m^2 \equiv \frac{\kappa^2}{2} \frac{1}{I_1 F} I_2''$$

(34)

and

$$k = \frac{\kappa^2}{4} \frac{1}{F} I_1'.$$

(35)

We assume that $m^2 > 0$, since otherwise the scalar field would be a tachyon. Then, the second order scalar field equation takes the form of a screened Poisson equation,

$$\triangle^{(2)} \phi - m^2 \phi = k \rho.$$

(36)

We will see that $m$ can be interpreted as the mass of the scalar field, while $k$ is a measure for the non-minimal coupling of the scalar field at the linear level. We finally remark that $m$ is an invariant, while $k$ transforms as a tangent vector to the real line of scalar field values [27].
D. Third order metric \( h_{0i}^{(3)} \)

The third order metric equation reads
\[
R_{0i}^{(3)} - \kappa^2 \frac{L_{(3)}^E}{I_1} h_{0i}^{(3)} = -\kappa^2 I_1 \rho v_i.
\] (37)

Thus we can solve for the third order metric perturbation and obtain another Poisson equation,
\[
\triangle h_{0i}^{(3)} = h_{ij,0j}^{(2)} - \frac{1}{2} h_{jj,0i}^{(2)} + 2 \kappa^2 I_1 \rho v_i.
\] (38)

Note that the source terms on the right hand side of this equation are given by time derivatives of other metric components and moving source matter, and hence vanish for static solutions and non-moving sources.

E. Fourth order metric \( h_{00}^{(4)} \)

The fourth order metric field equation reads
\[
R_{00}^{(4)} - \kappa^2 \frac{L_{(4)}^E}{I_1} h_{00}^{(4)} + \kappa^2 \frac{I_{(4)}^I}{I_1} \phi h_{00}^{(4)} + \kappa^2 \frac{I_{(2)}^{(2)} I_{(2)}^I}{I_1} \phi h_{00}^{(4)} + \kappa^2 \frac{I_{(2)}^{(2)} I_{(2)}^I}{I_1} \phi h_{00}^{(4)} = \frac{\kappa^2}{2} I_1 \rho \left( 2 \frac{I_{(2)}^I}{I_1} \phi - h_{00}^{(2)} + 2 v^2 + \Pi + \frac{3}{\rho} \Phi \right).
\] (39)

Solving for the fourth order metric perturbation then yields
\[
\triangle h_{00}^{(4)} = 2 h_{00,0i}^{(3)} - h_{ii,00}^{(2)} + h_{00,i}^{(2)} \left( h_{ij,j}^{(2)} - \frac{1}{2} h_{jj,i}^{(2)} - \frac{1}{2} h_{00,i}^{(2)} \right) + h_{ij} h_{00,ij}^{(2)} + \kappa^2 \left( \frac{I_{(2)}^{(2)} I_{(2)}^I}{I_1} \phi - 2 I_{(2)}^I \phi + I_{1} h_{00,0i}^{(2)} - 2 I_{1} v^2 \rho - I_{1} \Pi \rho - 3 I_{1} p \right).
\] (40)

Also this equation has the form of a Poisson equation.

F. Fourth order scalar field \( \phi^A \)

Finally, for the scalar field we have the fourth order equation
\[
I_1 F \triangle \phi - I_1 F \phi_{,00} - \frac{\kappa^2}{2} I_{(4)}^I \phi - I_1 F \phi_{,ij} h_{ij} + I_{1} F' \triangle \phi = \frac{\kappa^2}{4} I_{(2)}^{(2)} \phi
\]
\[
+ \frac{I_{(2)}^{(2)} I_{(2)}^I}{2} \phi_{,i} \phi_{,i} + \frac{I_{(2)}^{(2)} I_{(2)}^I}{2} \phi_{,i} \left( 2 h_{ij,j}^{(2)} - h_{jj,i}^{(2)} + h_{00,i}^{(2)} \right) - \frac{\kappa^2}{4} I_{(2)}^{(2)} \phi = - \frac{\kappa^2}{4} \left[ 3 I_{1} I_{1,AP} - I_{1} I_{1} I_{1,\Pi \rho} - (I_{1} I_{1} + I_{1} I_{1}^{(2)} \phi) \right].
\] (41)
Solving for the fourth order scalar perturbation then yields

\[
\nabla^4 \phi - m^2 \phi = \phi_{,00} + \phi_{,ij} h_{ij}^E - \frac{1}{2} \phi_{,i} - \left( \frac{2}{F} \phi_{,i} \phi_{,i} + \frac{1}{2} \phi_{,i} \phi_{,i} \right) - \frac{F'}{F} \left[ \phi_{,i} \phi_{,i} \right]
\]

This is again a screened Poisson equation, which contains the same mass parameter \( m \) as the second order scalar field equation (36).

These are all necessary equations in order to determine the relevant perturbations of the invariant Einstein frame metric and the scalar field. We will solve them in the next section, under the assumption of a massive scalar field, \( m > 0 \), and a static, homogeneous, spherically symmetric source mass.

V. MASSIVE FIELD AND SPHERICAL SOURCE

In the previous section we derived the gravitational field equations up to the required post-Newtonian order. We will now solve these field equations for the special case of a homogeneous, non-rotating spherical mass distribution. This mass distribution, as well as the corresponding ansatz for the PPN metric perturbation and the PPN parameters, are defined in section V A. We then solve the field equations by increasing order. The second order equations for the invariant Einstein frame metric and the scalar field are solved in sections V B and V C, while the corresponding fourth order equations are solved in sections V D and V E. From these solutions we read off the effective gravitational constant as well as the PPN parameters \( \gamma \) and \( \beta \) in section V F. A few limiting cases of this result are discussed in section V G.

A. Ansatz for homogeneous, spherical mass source

In the following we consider a static sphere of radius \( R \) with homogeneous rest mass density, pressure and specific internal energy, surrounded by vacuum. Its density \( \rho \), pressure \( p \) and specific internal energy \( \Pi \) are then given by

\[
\rho(r) = \begin{cases} 
\rho_0 & \text{if } r \leq R, \\
0 & \text{if } r > R
\end{cases}, \quad p(r) = \begin{cases} 
p_0 & \text{if } r \leq R, \\
0 & \text{if } r > R
\end{cases}, \quad \Pi(r) = \begin{cases} 
\Pi_0 & \text{if } r \leq R, \\
0 & \text{if } r > R
\end{cases},
\]

where \( r \) is the radial coordinate and we use isotropic spherical coordinates. We further assume that the mass source is non-rotating and at rest with respect to our chosen coordinate system, so
that the velocity $v^i$ vanishes.

For the metric perturbation corresponding to this matter distribution, which is likewise spherically symmetric, we now use the ansatz

\begin{align}
    h_{00}^{(2)} &= 2G_{\text{eff}} U, \\
    h_{ij}^{(2)} &= 2\gamma G_{\text{eff}} U \delta_{ij}, \\
    h_{0i}^{(3)} &= 0, \\
    h_{00}^{(4)} &= -2\beta G_{\text{eff}}^2 U^2 + 2G_{\text{eff}}^2 (1 + 3\gamma - 2\beta) \Phi_2 + G_{\text{eff}} (2\Phi_3 + 6\gamma \Phi_4).
\end{align}

Here $U, \Phi_2, \Phi_3, \Phi_4$ denote the standard PPN potentials, which satisfy the Poisson equations [14]

\begin{align}
    \triangle U &= -4\pi \rho, \\
    \triangle \Phi_2 &= -4\pi U \rho, \\
    \triangle \Phi_3 &= -4\pi \rho \Pi, \\
    \triangle \Phi_4 &= -4\pi p.
\end{align}

For the homogeneous, spherically symmetric mass source we consider they are given by

\begin{align}
    U(r) &= \begin{cases} 
        -\frac{M}{2R^3}(r^2 - 3R^2) & \text{if } r \leq R \\
        \frac{M}{r} & \text{if } r > R
    \end{cases}, \\
    \Phi_2 &= \begin{cases} 
        \frac{3M^2}{40\pi R}(r^2 - 5R^2)^2 & \text{if } r \leq R \\
        \frac{6M^2}{5R} & \text{if } r > R
    \end{cases}, \\
    \Phi_3 &= \begin{cases} 
        -\frac{M\Pi_0}{2R^3}(r^2 - 3R^2) & \text{if } r \leq R \\
        \frac{M\Pi_0}{r} & \text{if } r > R
    \end{cases}, \\
    \Phi_4 &= \begin{cases} 
        -\frac{2\pi \rho_0}{3}(r^2 - 3R^2) & \text{if } r \leq R \\
        \frac{4\pi \rho_0 R^3}{3r} & \text{if } r > R
    \end{cases},
\end{align}

where $M = \frac{4\pi}{3} \rho_0 R^3$ is the total mass. The metric ansatz (44) further depends on the effective gravitational constant $G_{\text{eff}}$ and the PPN parameters $\gamma$ and $\beta$. These quantities, which are sufficient to describe the post-Newtonian limit of a fully conservative theory, i.e., a theory without preferred location or preferred frame effects, are determined by the particular theory under consideration. Note that these parameters are, in general, not constant, if one considers a massive scalar field, as we will do in the following.
We finally remark that in the ansatz (44) we have used the perturbations of the invariant Jordan frame metric $g^2_{\mu \nu}$ defined in (8b). This choice is related to the fact that the matter coupling, and hence the geodesic motion of test particles from which the PPN parameters are determined, is given by $g^2_{\mu \nu}$.

**B. Second order metric**

We start by solving the metric field equations at the second velocity order. Its temporal component (29) takes the form

$$\triangle (2) h_{00} = \begin{cases} -\frac{3I_1 \kappa^2 M}{4\pi R^3} & \text{if } r \leq R \\ 0 & \text{if } r > R \end{cases}. \quad (47)$$

The solution is given by

$$\Delta (2) h_{00} = 2GU = \begin{cases} -\frac{I_1 \kappa^2 M}{8\pi R^3} (r^2 - 3R^2) & \text{if } r \leq R \\ \frac{11\kappa^2 M}{4\pi r} & \text{if } r > R \end{cases}. \quad (48)$$

Since the spatial metric equations (32) at the same order are identical to the temporal equation, except for a Kronecker symbol, their solution immediately follows as

$$h_{ij}^{(2)} = h_{00}^{(2)} \delta_{ij}. \quad (49)$$

**C. Second order scalar**

We then continue with the scalar field equation (36) at the second velocity order, which reads

$$\left(\Delta - m^2\right) \phi = \begin{cases} \frac{3I_1 \kappa^2 M}{16\pi FR^3} & \text{if } r \leq R \\ 0 & \text{if } r > R \end{cases}. \quad (50)$$

The solution is then given by

$$\phi^{(2)} = \begin{cases} -\frac{3I_1 \kappa^2 M}{16\pi FR^3} \frac{3e^{-mR}I_1 \kappa^2 M \left(1+mr\right) \sinh(mr)}{16\pi FR^3} & \text{if } r \leq R \\ -\frac{3e^{-mR}I_1 \kappa^2 M \left(1+mr\right) \sinh(mr) - \frac{3e^{-mR}I_1 \kappa^2 M \left(1-mr\right) \sinh(-mr)}{32\pi FR^3} & \text{if } r > R \end{cases}. \quad (51)$$

Note that outside the source, the field is proportional to $\frac{e^{-mr}}{r}$, i.e., it has the form of a Yukawa potential. Therefore, the parameter $m$ can be interpreted as the mass of the scalar field.
D. Fourth order metric

Since the only third order equations are trivially solved by \( h_{0i}^{(3)} = 0 \) in the case of a static, non-moving matter source, we continue directly with the metric field equation at the fourth velocity order. As it is rather lengthy, we give here only its generic form, while all appearing coefficients are stated explicitly in the appendix. This generic form reads

\[
\Delta^{(4)} h_{00} = \begin{cases} 
A^{11}_{h400} r^4 + A^{12}_{h400} e^{-2mr} + A^{13}_{h400} e^{-mr} r^2 + A^{14}_{h400} e^{-2mr} r^2 + A^{15}_{h400} e^{-mr} r^2 + A^{16}_{h400} e^{2mr} r^2 & \text{if } r \leq R \\
A^{E1}_{h400} r^4 + A^{E2}_{h400} e^{-2mr} r^2 & \text{if } r > R
\end{cases}
\]  

(52)

Also its solution is lengthy, and so we proceed in the same fashion to display only its generic form here, which is given by

\[
\begin{align*}
\Delta^{(4)} h_{00} (r \leq R) &= B^{11}_{h400} r^4 + B^{12}_{h400} e^{-2mr} + B^{13}_{h400} e^{-mr} r^2 + B^{14}_{h400} e^{-2mr} r^2 + B^{15}_{h400} e^{-mr} r^2 + B^{16}_{h400} e^{2mr} r^2 \\
&+ B^{E1}_{h400} e^{-2mr} + B^{E2}_{h400} e^{2mr} Ei(-2mr) + B^{E3}_{h400} e^{2mr} Ei(2mr) + B^{E4}_{h400} \ln \left( \frac{r}{R} \right), \\
\Delta^{(4)} h_{00} (r > R) &= B^{E1}_{h400} r^4 + B^{E2}_{h400} e^{-2mr} r^2 + B^{E3}_{h400} e^{-2mr} r^2 + B^{E4}_{h400} e^{2mr} Ei(-2mr),
\end{align*}
\]  

(53a, 53b)

where \( Ei \) is the exponential integral defined as

\[
Ei(x) = - \int_{-x}^{\infty} \frac{e^{-t}}{t} \, dt,
\]

(54)

with \( f \) denoting the Cauchy principal value of the integral. The values of the coefficients can be found in the appendix A.1. Note that \( B^{18}_{h400} = B^{19}_{h400} \) and thus the exponential integral terms can be written more compactly as

\[
B^{18}_{h400} Ei(-2mr) + B^{19}_{h400} Ei(2mr) = 2B^{18}_{h400} \text{Chi}(2mr),
\]

(55)

where we used \( \text{Chi} \) for the hyperbolic cosine integral

\[
\text{Chi}(x) = \frac{Ei(x) + Ei(-x)}{2} = \gamma + \ln x + \int_{0}^{x} \frac{\cosh t - 1}{t} \, dt,
\]

(56)

and \( \gamma \) is Euler’s constant.

E. Fourth order scalar

The final equation we must solve is the scalar field equation at the fourth velocity order, since the fourth order scalar field \( \phi \) enters the Jordan frame metric perturbation \( h_{00}^{(4)} \), from which the

PPN parameter $\beta$ is read off. This equation is similarly lengthy, and so also here we restrict ourselves to displaying only the generic form, which reads

\[
(\Delta - m^2)^{(4)} \phi(r \leq R) = A^{I1}_{\phi4} \frac{r^2}{2} + A^{I2}_{\phi4} \frac{r^4}{r^2} + A^{I3}_{\phi4} \frac{e^{-mr}}{r} + A^{I4}_{\phi4} \frac{e^{-2mr}}{r^2} + A^{I5}_{\phi4} \frac{e^{-3mr}}{r^3} + A^{I6}_{\phi4} \frac{e^{-4mr}}{r^4} \\
+ A^{I7}_{\phi4} \frac{e^{-2mr}}{r^4} + A^{I8}_{\phi4} \frac{e^{mr}}{r^2} + A^{I9}_{\phi4} \frac{e^{2mr}}{r^3} + A^{I10}_{\phi4} \frac{e^{3mr}}{r^4} + A^{I11}_{\phi4} e^{2mr},
\]

(57a)

\[
(\Delta - m^2)^{(4)} \phi(r > R) = A^{E1}_{\phi4} \frac{e^{-mr}}{r^2} + A^{E2}_{\phi4} \frac{e^{-2mr}}{r^2} + A^{E3}_{\phi4} \frac{e^{-3mr}}{r^3} + A^{E4}_{\phi4} \frac{e^{-4mr}}{r^4}.
\]

(57b)

The generic form of the solution then follows as

\[
\phi_4(r \leq R) = B^{I1}_{\phi4} \frac{r^2}{2} + B^{I2}_{\phi4} \frac{r^4}{r^2} + B^{I3}_{\phi4} \frac{e^{-mr}}{r} + B^{I4}_{\phi4} \frac{e^{-2mr}}{r^2} + B^{I5}_{\phi4} \frac{e^{-3mr}}{r^3} + B^{I6}_{\phi4} \frac{e^{-4mr}}{r^4} + B^{I7}_{\phi4} \frac{e^{mr}}{r^2} + B^{I8}_{\phi4} \frac{e^{2mr}}{r^3} + B^{I9}_{\phi4} \frac{e^{3mr}}{r^4} + B^{I10}_{\phi4} \frac{e^{4mr}}{r^5} \\
+ B^{I11}_{\phi4} \frac{e^{mr}}{r} + B^{I12}_{\phi4} \frac{e^{2mr}}{r^2} + B^{I13}_{\phi4} \frac{e^{3mr}}{r^3} + B^{I14}_{\phi4} \frac{e^{4mr}}{r^4} + B^{I15}_{\phi4} \frac{e^{5mr}}{r^5} + B^{I16}_{\phi4} \frac{e^{mr}}{r^2} + B^{I17}_{\phi4} \frac{e^{2mr}}{r^3} + B^{I18}_{\phi4} \frac{e^{3mr}}{r^4} + B^{I19}_{\phi4} \frac{e^{4mr}}{r^5} \\
+ B^{I20}_{\phi4} \frac{e^{5mr}}{r^6},
\]

(58a)

\[
\phi_4(r > R) = B^{E1}_{\phi4} \frac{e^{-mr}}{r} + B^{E2}_{\phi4} \frac{e^{-2mr}}{r^2} + B^{E3}_{\phi4} \frac{e^{-3mr}}{r^3} + B^{E4}_{\phi4} \frac{e^{-4mr}}{r^4} + B^{E5}_{\phi4} \frac{e^{-5mr}}{r^5} \\
+ B^{E6}_{\phi4} \frac{e^{-6mr}}{r^6},
\]

(58b)

The coefficients can be found in the appendix A2.

F. PPN parameters

We now have solved the field equations which determine all terms that enter the Jordan frame metric, and hence contribute to the PPN parameters $\gamma$ and $\beta$. The Jordan frame metric is then obtained by inserting the solutions obtained before into the relation (20) between the different invariant metrics. Using the metric ansatz (44a) we find the effective gravitational ‘constant’

\[
G_{\text{eff}}(r) = \frac{2I_3}{2U} \left\{ \begin{array}{ll} 
G \left[ 1 + 3 \frac{\sinh(m) \phi(1+mR)e^{-mR} - 2mr}{(2m+3)m^r(r-3R)^2} \right] & \text{if } r \leq R \\
G \left[ 1 + 3 \frac{mR \cosh(mR) - \sinh(mR)}{(2m+3)m^rR^2} e^{-mR} \right] & \text{if } r > R 
\end{array} \right.,
\]

(59)

Here we have introduced the abbreviation

\[
\omega = 2F \frac{I^2_2}{I^2_1} - 3/2.
\]

(60)
which is invariant under reparametrizations of the scalar field and chosen such that it agrees with the parameter $\omega$ in case of the Jordan-Brans-Dicke theory \cite{Maluf2015,Mateus2013}. In the next step, the PPN parameter $\gamma$ is obtained from the metric ansatz (44b) giving

$$\gamma(r) = \frac{\beta_{ii}^3}{2G_{\text{eff}}U} = \begin{cases} 1 + \frac{12}{6(-1+e^{2mr})} \left[ (1+mR) \right] & \text{if } r \leq R \\ 1 - \frac{1}{2} + \frac{(2\omega+3)m^3R^2e^{mr}}{6[mR\cosh (mR)-\sinh (mR)]} \right]^{-1} & \text{if } r > R \end{cases} \quad (61)$$

Finally, the PPN parameter $\beta$ is obtained from the ansatz (44d), and hence can be obtained from

$$\beta(r) = -\frac{h_{00}^3 - 2G_{\text{eff}}[(1+3\gamma)G_{\text{eff}}\Phi_2 + \Phi_3 + 3\gamma\Phi_4]}{2G_{\text{eff}}(U^2 + 2\Phi_2)} \quad (62)$$

Due to the even more lengthy, and practically irrelevant solution for $\beta$ inside the source, we omit this part of the solution. The solution outside the source, $r > R$, takes the generic form

$$\beta(r > R) = \left[ \frac{1}{r^2} + \frac{12}{5R} \left( 1 + e^{-mr} \right) \left( 1 + mr \right) \frac{C_E^1}{r} + \frac{C_E^2}{r^2} + \frac{C_E^3}{r} + \frac{C_E^4}{r^2} \right]_{r > R} \quad (63)$$

The values of the coefficients can be found in the appendix A 3, where we further introduce the abbreviations

$$\sigma = \frac{2F(I_1I_1^0 + I_1^1) - F'I_1I_1'}{2F^2I_1^0}, \quad \mu = \kappa^2I_1' \frac{2F'I_1^0 - 3F'I_1'}{4F^2I_1^0}. \quad (64)$$

Both $\gamma$ and $\beta$ depend only on the parameters $m, \omega, \mu, \sigma$ of the theory, which are invariant both under conformal transformations and redefinitions of the scalar field, and on the radius of the sphere $R$. As expected, it is independent of $M, \Pi_0, p_0$, which are absorbed in the metric potentials, and characterize the source only.

**G. Limiting cases**

We finally discuss a number of physically relevant limiting cases. We start this discussion with the massless limit, i.e., the case of a vanishing potential $U \to 0$, corresponding to $\mathcal{I}_2 \to 0$. This limit is achieved by successively applying to our result the limits $\mu \to 0$ and $m \to 0$. For $\gamma$, which does not depend on $\mu$, we obtain the limit

$$\gamma(m \to 0) = \frac{\omega + 1}{\omega + 2} = \frac{4F'I_2^0 - I_2^1}{4F'I_1^2 + I_1^2}. \quad (65)$$
For $\beta$ we find the limit
\[
\beta(\mu \to 0, m \to 0) = \frac{(2\omega + 3)\sigma - 8}{16(\omega + 2)^2}
= 1 - \left(1 + \frac{1}{4F} \frac{I_1^2}{I_1'}\right)^{-2} \left(\frac{F'}{32F^3} \frac{I_1^3}{I_1'} + \frac{1}{16F^2} \frac{I_1^4}{I_1'} - \frac{1}{16F^2} \frac{I_1'^2}{I_1''}\right).
\]
(66)
These limits correspond to the result found in [28], if reduced to the case of a single scalar field.

Another interesting case is given by the large interaction distance limit. In the limit $r \to \infty$ we obtain
\[
\gamma(r \to \infty) = 1,
\]
and
\[
\beta(r \to \infty) = \frac{5C_{E1}^E R}{12I_1^2}
= 1 + 5 \frac{[39 + m^2 R^2(20mR - 33)] - 3(1 + mR)[13 + mR(13 + 2mR)]e^{-2mR}}{16(2\omega + 3)m^5 R^5}.
\]
(68)
Note that it does not take the GR value 1 as one might expect. This is due to the fact that the finite self-energy of the extended mass source influences $\beta$. If in addition we take the limit $R \to \infty$, we find that indeed $\beta$ goes to the GR value 1,
\[
\beta(r \to \infty, R \to \infty) = 1.
\]
(69)
Note that first we have to take the limit $r \to \infty$, since the solution we used here is valid only in the exterior region $r > R$, and the limit $R \to \infty$ would otherwise be invalid. We finally remark that the same limit $\beta \to 1$ is also obtained for $m \to \infty$, which becomes clear from the fact that $m$ always appears multiplied by either $r$ or $R$.

This concludes our section on the static spherically symmetric solution we discussed here. We can now use our results for $\beta$ and $\gamma$ and compare them to Solar System measurements of these PPN parameters. We will do so in the next section.

VI. COMPARISON TO OBSERVATIONS

In the preceding sections we have derived expressions for the PPN parameters $\beta$ and $\gamma$. We have seen that they depend on the radius $R$ of the gravitating source mass, the interaction distance $r$ and constant parameters $m, \omega, \mu, \sigma$, which characterize the particular scalar-tensor theory under
consideration and are invariant under both conformal transformations of the metric and redefinitions of the scalar field. We now compare our results to observations of the PPN parameters in the Solar System, in order to obtain bounds on the theory parameters.

In the following we will not consider the parameters \( \mu \) and \( \sigma \), and set them to 0 in our calculations, as they correspond to higher derivatives of the invariant functions \( I_1 \) and \( I_2 \). Restricting our discussion to the parameters \( m \) and \( \omega \) will further allow us to plot exclusion regions which we can compare to previous results [23, 24]. To be compatible with the plots shown in these articles, we display the rescaled mass \( \tilde{m} = \frac{m}{\sqrt{2\omega + 3}} \) measured in inverse astronomical units \( m_{\text{AU}} = 1\text{AU}^{-1} \) on the horizontal axis. Regions that are excluded at a confidence level of 2\( \sigma \) are shown in gray. In particular, we consider the following experiments:

- The deflection of pulsar signals by the Sun has been measured using very long baseline interferometry (VLBI) [15]. From this \( \gamma \) has been determined to satisfy \( \gamma - 1 = (-2 \pm 3) \cdot 10^{-4} \). The radar signals were passing by the Sun at an elongation angle of 3\( \degree \), and so we will assume a gravitational interaction distance of \( r \approx 5.23 \cdot 10^{-2} \text{AU} \). The region excluded from this measurement is shown in Fig. 1.

- The most precise value for \( \gamma \) has been obtained from the time delay of radar signals sent between Earth and the Cassini spacecraft on its way to Saturn [16]. The experiment yielded the value \( \gamma - 1 = (2.1 \pm 2.3) \cdot 10^{-5} \). The radio signals were passing by the Sun at a distance of 1.6 solar radii or \( r \approx 7.44 \cdot 10^{-3} \text{AU} \). The excluded region, shown in Fig. 2, agrees with our previous findings [23].

- The classical test of the parameter \( \beta \) is the perihelion precession of Mercury [1]. Its precision is limited by other contributions to the perihelion precession, most importantly the solar quadrupole moment \( J_2 \). The current bound is \( \beta - 1 = (-4.1 \pm 7.8) \cdot 10^{-5} \). As the gravitational interaction distance we take the semi-major axis of Mercury, which is \( r \approx 0.387 \text{AU} \). We obtain the excluded region shown in Fig. 3. Note that for small values of \( \omega \) we obtain a tighter bound on the scalar field mass than from the Cassini tracking experiment, despite the larger interaction distance \( r \). This can be explained by the fact that the main contribution to \( \beta \) comes from a modification of the gravitational self-energy of the source mass, which is independent of the interaction distance, and depends only on the radius of the gravitating body.

- A combined bound on \( \beta \) and \( \gamma \) has been obtained from lunar laser ranging experiments
searching for the Nordtvedt effect, which would cause a different acceleration of the Earth and the Moon in the solar gravitational field [17]. In fully conservative theories with no preferred frame effects, such as scalar-tensor gravity, the Nordtvedt effect depends only on the PPN parameters $\beta$ and $\gamma$. The current bound is $4\beta - 3 = (0.6 \pm 5.2) \cdot 10^{-4}$. Since the effect is measured using the solar gravitational field, the interaction distance is $r = 1$AU. The excluded region is shown in Fig. 4.

- A more recent measurement of both $\beta$ and $\gamma$ with higher precision has been obtained using combined ephemeris data and the Mercury flybys of the Messenger spacecraft in the INPOP13a data set [18]. From these observations, combined bounds in the two-dimensional parameter space spanned by $\beta$ and $\gamma$ can be obtained, as well as bounds on the individual parameters by fixing one of them to its GR value. Since we have determined both parameters in our calculation, we do not perform such a fixing here, and use the full parameter space instead. From the 25% residuals one finds a bounding region that can be approximated as

$$\left[ (\beta - 1) - 0.2 \cdot 10^{-5} \right]^2 + \left[ (\gamma - 1) + 0.3 \cdot 10^{-5} \right]^2 \leq (2.5 \cdot 10^{-5})^2 .$$  \hspace{1cm} (70)$$

Note that in this case one cannot easily define an interaction distance $r$, since ephemeris from objects across the Solar System has been used. However, we may use the fact that for $mr \gg 1$ the PPN parameters approach their limiting values $\gamma \to 1$ and (68), so that the dominant effect is determined by the modified gravitational self-energy of the Sun. The excluded region under this assumption is shown in Fig. 5. One can see that for small values of $\omega$ one obtains a bound on the scalar field mass which is approximately twice as large as the bound obtained from Cassini tracking and lunar laser ranging.

Our results must be taken with care, since they are based on a number of assumptions and simplifications. Most importantly, we have calculated the PPN parameters under the assumption of a homogeneous, non-rotating, spherical gravitational source. This is only a very crude approximation for the Sun, whose density decreases with growing distance from its center. A full treatment of the post-Newtonian limit of a non-homogeneous body would be required to improve on this assumption. However, since a larger amount of matter is located closer to the center of the Sun, hence increasing its gravitational self-energy and decreasing the effective radius $R$, one might expect that the effect on $\beta$ will be even larger in such a full treatment.

As another simplification we have assumed that experiments based on electromagnetic waves passing by the Sun can be described by a single effective interaction distance. A rigorous treatment
FIG. 1. Region excluded by VLBI measurements.

FIG. 2. Region excluded by Cassini tracking.
FIG. 3. Region excluded by the perihelion shift of Mercury.

FIG. 4. Region excluded by lunar laser ranging.
would involve an explicit calculation of the wave trajectory [19, 34]. However, this affects only the VLBI and Cassini measurements of $\gamma$, while the measurements of $\beta$, which are less dependent on the interaction distance, are unaffected.

VII. CONCLUSION

We have calculated the PPN parameters $\gamma$ and $\beta$ of scalar-tensor gravity with a general potential for a homogeneous, spherical mass source. For our calculation we have used a formalism which is manifestly invariant under both conformal transformations of the metric and redefinitions of the scalar field. The result we have obtained depends on four constant parameters of the theory under consideration, which are derived from the invariant functions that characterize the theory. Further, the result also depends on the radius $R$ of the gravitating mass source and the interaction distance $r$ at which the PPN parameters are measured. We have finally compared our results to a number of measurements in the Solar System and derived bounds on two of the four constant theory parameters.

Our results improve on previous work in which we assumed a point-like mass source [23, 24].
We have seen that $\gamma$ receives a correction which depends on the source mass radius, but retains the large distance limit $\gamma \to 1$ for $r \to \infty$. In contrast, $\beta$ receives a modification also in the large distance limit. This is explained by a modified gravitational self-energy of the source mass, which influences its gravitational effects also at large distances, and which has been neglected for the point mass. As a result, measurements of $\beta$ at an interaction distance which is large compared to the radius of the source mass, $r \gg R$, are significantly more sensitive to modifications of GR by a massive scalar field than measurements of $\gamma$ at the same interaction distance. We have shown this in particular for measurements of $\beta$ using lunar laser ranging and planetary ephemeris, where the interaction distance is in the order of astronomical units, and which yield bounds on the scalar field mass comparable to or even better that the bound obtained from the Cassini tracking experiment, with an interaction distance in the order of the solar radius. Our work suggests that measurements of $\beta$ in the gravitational field of smaller, more compact objects could yield even stricter bounds.

Of course also our assumption of a spherically symmetric and homogeneous source mass is still only an approximation. Further improvement of our results would require a weakening of this assumption, and considering the density profile of the gravitating source mass. Such a calculation would have to be done numerically. While we have provided all necessary equations in this article, we leave performing such a calculation for future work.

Finally, it is also possible to extend our results to more general or related theories. A straightforward generalization is given by considering multiple scalar fields, for which $\gamma$ has been calculated for a point mass source [35], or by allowing derivative coupling as in Horndeski gravity, where it would lead to a similar improvement on previous calculations of $\gamma$ and $\beta$ [36]. Another possibility is to consider massive bimetric gravity, where GR is augmented by a massive tensor degree of freedom instead of a scalar field, and a similar result on $\gamma$ for a point mass can be improved and extended to $\beta$ [37].
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Appendix A: Coefficients for the field equations

In this appendix we list the constant expansion coefficients which appear in the fourth order PPN equations and their solutions.

1. Fourth order metric

The coefficients for the 00-metric equation (52) are

\[
A_{h400}^{I_1} = \frac{45 I_1^2 \kappa^4 M^2}{128 \pi^2 Fm^2 R^6} - 3I_1 \kappa^2 p_0 - \frac{3I_1 \kappa^2 \Pi_0}{4 \pi R^3} \quad (A1a)
\]

\[
A_{h400}^{I_2} = -\frac{9e^{-2mR} I_1^2 \kappa^4 M^2 (1 + mR)^2}{256 \pi^2 Fm^4 R^6} \quad (A1b)
\]

\[
A_{h400}^{I_3} = -\frac{I_1^2 \kappa^4 M^2}{16 \pi^2 R^6} \quad (A1c)
\]

\[
A_{h400}^{I_4} = -\frac{6e^{mR} m}{1 + mR} A_{h400}^{I_2} \quad (A1d)
\]

\[
A_{h400}^{I_5} = -\frac{1}{2} A_{h400}^{I_2} \quad (A1e)
\]

\[
A_{h400}^{I_6} = -A_{h400}^{I_4} \quad (A1f)
\]

\[
A_{h400}^{I_7} = A_{h400}^{I_5} \quad (A1g)
\]

\[
A_{h400}^{E_1} = R^6 A_{h400}^{I_3} \quad (A1h)
\]

\[
A_{h400}^{E_2} = \frac{9I_1^2 \kappa^4 M^2 (e^{-mR} (1 + mR) + e^{mR} (-1 + mR))^2}{512 \pi^2 Fm^4 R^6} \quad . \quad (A1i)
\]
For the interior part of the solution (53a) they are

\[ B_{h400}^1 = \frac{3\kappa^4 M^2 I_1^2}{64\pi^2 R^2} + \frac{3}{2} I_1 R^2 \kappa^2 p_0 + \frac{3I_1 \kappa^2 M \Pi_0}{8\pi R} \]
\[ + \frac{9\kappa^4 M^2 I_1^2}{256\pi^2 Fm^4 R^6} \left( e^{-2mR} (7 + 8mR + m^2 R^2) + (6 + 6mR - 5m^2 R^2) \right) \]
\[ + \frac{1}{2} (-1 + mR) \left( 2 + 2mR + e^{2mR} (-1 + mR) \right) \text{Ei}(-2mR) \]
\[ - \frac{1}{2} (1 + mR)^2 e^{-2mR} \text{Ei}(2mR) \]

\[ \text{(A2a)} \]

\[ B_{h400}^2 = -\frac{1}{2} I_1 \kappa^2 p_0 + \frac{15I_1^2 \kappa^4 M^2}{256\pi^2 Fm^2 R^6} - \frac{I_1 \kappa^2 M \Pi_0}{8\pi R^3} \]

\[ \text{(A2b)} \]

\[ B_{h400}^3 = -\frac{I_1^2 \kappa^4 M^2}{320\pi^2 R^6} \]

\[ \text{(A2c)} \]

\[ B_{h400}^4 = \frac{27 e^{-mR} I_1^2 \kappa^4 M^2 (1 + mR)}{128\pi^2 Fm^6 R^6} \]

\[ \text{(A2d)} \]

\[ B_{h400}^5 = \frac{9 e^{-2mR} I_1^2 \kappa^4 M^2 (1 + mR)^2}{1024\pi^2 Fm^5 R^6} \]

\[ \text{(A2e)} \]

\[ B_{h400}^6 = -B_{h400}^4 \]

\[ \text{(A2f)} \]

\[ B_{h400}^7 = -B_{h400}^5 \]

\[ \text{(A2g)} \]

\[ B_{h400}^8 = 2m B_{h400}^5 \]

\[ \text{(A2h)} \]

\[ B_{h400}^9 = 2m B_{h400}^5 \]

\[ \text{(A2i)} \]

\[ B_{h400}^{10} = -4m B_{h400}^5 \]

\[ \text{(A2j)} \]

and for the exterior part (53b)

\[ B_{h400}^{E1} = \frac{3I_1^2 \kappa^4 M^2}{40\pi^2 R} + R^2 I_1 \kappa^2 p_0 + \frac{I_1 \kappa^2 M \Pi_0}{4\pi} \]
\[ + \frac{9I_1^2 \kappa^4 M^2}{512\pi^2 Fm^3 R^6} \times \left( e^{-2mR} (13 + 26mR + 15m^2 R^2 + 2m^3 R^3) - \left( 13 - 11m^2 R^2 + \frac{20m^3 R^3}{3} \right) \right) \]

\[ \text{(A3a)} \]

\[ B_{h400}^{E2} = -\frac{I_1^2 \kappa^4 M^2}{32\pi^2} \]

\[ \text{(A3b)} \]

\[ B_{h400}^{E3} = \frac{9I_1^2 \kappa^4 M^2 (e^{-mR} (1 + mR) + e^{mR} (-1 + mR))}{1024\pi^2 Fm^5 R^6} \]

\[ \text{(A3c)} \]

\[ B_{h400}^{E4} = 2m B_{h400}^{E3} \].

\[ \text{(A3d)} \]
2. Fourth order scalar

The coefficients for the fourth order scalar equation are, for the interior part (57a)

\[
A^{I1}_{\phi4} = -\frac{9I'_1\kappa^4 M^2 (4F (I'_1 + I''_1) m^2 - I'_1 I''_1 \kappa^2)}{1024\pi^2 F^3 I_1 m^4 R^6} - \frac{3I'_1\kappa^2 p_0}{4F} + \frac{3I'_1\kappa^2 M\Pi_0}{16\pi F R^3}
\]  
(A4a)

\[
A^{I2}_{\phi4} = \left( m^2 - \kappa^2 I''_1 \right) A^{I3}_{\phi4}
\]  
(A4b)

\[
A^{I3}_{\phi4} = \frac{9F''I'_1\kappa^4 M^2 e^{-2mR(1 + mR)^2}}{1024\pi^2 F^3 m^6 R^6}
\]  
(A4c)

\[
A^{I4}_{\phi4} = -\frac{9I'_1\kappa^4 M^2 e^{-mR(1 + mR)} (2m^2 (F' I'_1 I_1 + F I''_1 + F I'_1 + 2F^2 I''_1 m^2 R^2) - I'_1 I''_1 \kappa^2)}{1024\pi^2 F^3 I_1 m^6 R^6}
\]  
(A4d)

\[
A^{I5}_{\phi4} = \frac{9F''I'_1\kappa^4 M^2 e^{-2mR(1 + mR)^2} (-6F' I_1 m^2 + I''_1 \kappa^2)}{4096\pi^2 F^3 I_1 m^6 R^6}
\]  
(A4e)

\[
A^{I6}_{\phi4} = -mA^{I3}_{\phi4}
\]  
(A4f)

\[
A^{I7}_{\phi4} = -\frac{1}{2} A^{I3}_{\phi4}
\]  
(A4g)

\[
A^{I8}_{\phi4} = -A^{I4}_{\phi4}
\]  
(A4h)

\[
A^{I9}_{\phi4} = A^{I5}_{\phi4}
\]  
(A4i)

\[
A^{I10}_{\phi4} = mA^{I3}_{\phi4}
\]  
(A4j)

\[
A^{I11}_{\phi4} = -\frac{1}{2} A^{I3}_{\phi4}
\]  
(A4k)

\[
A^{I12}_{\phi4} = \frac{3I'_1 I_1 \kappa^4 M^2 e^{-mR(1 + mR)}}{256\pi^2 F m R^6}
\]  
(A4l)

\[
A^{I13}_{\phi4} = -A^{I12}_{\phi4}
\]  
(A4m)

and for the exterior part (57b)

\[
A^{E1}_{\phi4} = \frac{3I'_1 I_1 \kappa^4 M^2 (-mR \cosh(mR) + \sinh(mR))}{64\pi^2 F m R^3}
\]  
(A5a)

\[
A^{E2}_{\phi4} = \frac{9I'_1 I_1 \kappa^4 M^2 (-6F' I_1 m^2 + I''_1 \kappa^2) (-mR \cosh(mR) + \sinh(mR))^2}{1024\pi^2 F^3 I_1 m^6 R^6}
\]  
(A5b)

\[
A^{E3}_{\phi4} = -\frac{16\pi^2 F''}{F I'_1 m^3 \kappa^4 M^2} (A^{E1}_{\phi4})^2
\]  
(A5c)

\[
A^{E4}_{\phi4} = \frac{1}{2m} A^{E3}_{\phi4}
\]  
(A5d)
For the interior solution (58) they are

\[ B_{\phi_4}^{1} = \frac{9I_{1}\kappa^4 M^2 \left( 4F \left( I_{1}^2 + I_{1}' I_{1}\right) m^2 - I_{1}' I_{1}' m'^2 \right)}{1024\pi^2 F^3 I_m R^6} + \frac{3I_{1}' \kappa^2 \pi_0}{4F m^2} - \frac{3I_{1}' \kappa^2 M \Pi_0}{16\pi F m^3 R^3} \]  

\[ B_{\phi_4}^{2} = \frac{9F' I_{1}' \kappa^4 M^2 e^{-2mR} (1 + mR)^2}{2048\pi^2 F^3 m^6 R^6} \]  

\[ B_{\phi_4}^{3} = \frac{9I_{1}' \kappa^4 M^2 e^{-2mR} (1 + mR)^2 \left( 3F' I_1 m^2 - I_{1}' m'^2 \right) \left( 2E \left( -mR \right) - E \left( mR \right) \right)}{8192\pi^2 F^3 I_m^2 R^6} + \frac{3I_{1}' I_{1}' \kappa^4 M^2 \left( e^{-mR} (1 + mR) + e^{mR} (-1 + mR) \right) E \left( -2mR \right)}{256\pi^2 F m^2 R^3} + \frac{9I_{1}'' \kappa^4 M^2 \left( -1 + mR \right) \left( 2 + 2mR + e^{2mR} (-1 + mR) \right) \left( 3F' I_1 m^2 - I_{1}' m'^2 \right) E \left( -3mR \right)}{8192\pi^2 F^3 I_m^2 R^6} + \frac{e^{-3mR} I_{1}' \left( 1 + mR \right) \kappa^2}{8192\pi^2 F^3 I_m^2 R^6} \left\{ 2\kappa^2 M^2 \left[ 18F \left( I_{1}' + I_{1}' I_{1}\right) m^2 \left( 1 + e^{2mR} (5 + 2mR) \right) + 2F' I_1 m^2 \left( -3 + 6mR \left( 1 + 2mR \right) + e^{2mR} \left( -3 + 2mR \right)^2 (9 + 16mR) \right) \right] + 9I_{1}' \left( 2F' I_1 m^2 \left( 1 + e^{2mR} mR \right) - I_{1}' m'^2 \left( 1 + e^{2mR} (3 + 2mR) \right) \kappa^2 \right) \right\} \]  

\[ B_{\phi_4}^{4} = -\frac{1}{2} B_{\phi_4}^{1} \]  

\[ B_{\phi_4}^{5} = -B_{\phi_4}^{3} \]  

\[ B_{\phi_4}^{6} = -\frac{1}{2} B_{\phi_4}^{2} \]  

\[ B_{\phi_4}^{7} = \frac{3I_{1}' \kappa^4 M^2 e^{-mR} (1 + mR)}{2048\pi^2 F^3 m^6 R^6} \left( 2F' m^2 \left( -1 + 6m^2 R^2 \right) I_{1}' + 6F' m^2 I_1 I_{1}' \right) + 6F m^2 I_{1}'^2 \left( I_1' + I_{1}' I_{1}' \right) - 3\kappa^2 I_1' I_{1}' \]  

\[ B_{\phi_4}^{8} = -\frac{3I_{1}' \kappa^4 M^2 e^{-mR} (1 + mR)}{1024\pi^2 F m^3 R^6} \]  

\[ B_{\phi_4}^{9} = \frac{2m}{3} B_{\phi_4}^{8} \]  

\[ B_{\phi_4}^{10} = B_{\phi_4}^{7} \]  

\[ B_{\phi_4}^{11} = -B_{\phi_4}^{8} \]  

\[ B_{\phi_4}^{12} = \frac{2m}{3} B_{\phi_4}^{8} \]  

\[ B_{\phi_4}^{13} = \frac{9I_{1}'' \kappa^4 M^2 e^{-2mR} (1 + mR)^2 \left( 3F' I_1 m^2 - I_{1}' m'^2 \right)}{8192\pi^2 F^3 I_m^2 R^6} \]  

\[ B_{\phi_4}^{14} = 2B_{\phi_4}^{13} \]  

\[ B_{\phi_4}^{15} = -B_{\phi_4}^{13} \]  

\[ B_{\phi_4}^{16} = -B_{\phi_4}^{13} \]  

\[ B_{\phi_4}^{17} = -2B_{\phi_4}^{13} \]  

\[ B_{\phi_4}^{18} = B_{\phi_4}^{13} \]  

(A6a) (A6b) (A6c) (A6d) (A6e) (A6f) (A6g) (A6h) (A6i) (A6j) (A6k) (A6l) (A6m) (A6n) (A6o) (A6p) (A6q) (A6r) (A6s) (A6t)
and for the exterior solution (58b)

\[
B_{\phi_4}^{E1} = -B_{\phi_4}^{E4} \text{Ei}(-2mR)
\]

\[
+ \frac{9 I''_2 \kappa^4 M^2}{8192 \pi^2 F^3 I_1 m^2 R^6} \left( 2 - 2m^2 R^2 - e^{2mR}(-1 + mR)^2 \right) (-\text{Ei}(-3mR) + \text{Ei}(-mR))
\]

\[
+ e^{-2mR}(1 + mR)^2 (2\text{Ei}(-mR) - 3\text{Ei}(mR) + \text{Ei}(3mR))
\]

\[
+ \frac{e^{-3mR} I'_1 \kappa^2}{8192 \pi^2 F^3 I_1 m^2 R^6}
\]

\[
\times \left( 2M^2 \kappa^2 \left[ 18F \left( I''_1 + I'_1 I_1 \right) m^2 (1 + mR + 4e^{2mR}(1 + mR)^2 + e^{4mR}(-5 + 3mR))
\right.
\]

\[
+ 2F^2 I'_1^2 m^2 (1 + mR)(-3 - 6mR + 12m^2 R^2 + 64e^{2mR} m^3 R^3
\]

\[
- 3e^{4mR}(-1 + 2mR + 4m^2 R^2)
\]

\[
+ 9I'_1 \left( 2F I'_1 m^2 \left( 1 - 2e^{4mR} + mR + e^{2mR}(1 + 5mR + 4m^2 R^2) \right)
\right.
\]

\[
- I''_2 (1 + mR + e^{4mR}(-3 + mR) + e^{2mR}(2 + 6mR + 4m^2 R^2)) \kappa^2
\]

\[
+ 768 \pi F^2 I_1 m^4 R^3 e^{2mR}(1 + mR + e^{2mR}(-1 + mR)) (4\pi p_0 R^3 - M \Pi_0)
\]

\[(A7a)\]

\[
B_{\phi_4}^{E2} = -\frac{16 \pi^2 F'}{F I'_1 m^2 \kappa^4 M^2} \left( B_{\phi_4}^{E4} \right)^2
\]

\[(A7b)\]

\[
B_{\phi_4}^{E3} = \left( -\frac{3m}{2} + \frac{I''_2 \kappa^2}{2F I'_1 m} \right) B_{\phi_4}^{E2}
\]

\[(A7c)\]

\[
B_{\phi_4}^{E4} = -\frac{3 I'_1 I_1 \kappa^4 M^2 \left( e^{-mR}(1 + mR) + e^{mR}(-1 + mR) \right)}{256 \pi^2 F m^2 R^3}
\]

\[(A7d)\]

\[
B_{\phi_4}^{E5} = -B_{\phi_4}^{E3}.
\]

\[(A7e)\]

\[
B_{\phi_4}^{E6} = -B_{\phi_4}^{E4}.
\]

\[(A7f)\]
3. PPN Beta

The coefficients in the expression (63) for $\beta$ are given by

$$C_{\beta}^{E1} = \frac{12}{5R} + \frac{3}{4(2\omega + 3)m^2 R^5} \left\{ \left[ 39 + m^2 R^2 (20mR - 33) \right] - 3(1 + mR)[13 + mR(13 + 2mR)] e^{-2mR} \right\}, \quad (A8a)$$

$$C_{\beta}^{E2} = 1, \quad (A8b)$$

$$C_{\beta}^{E3} = \frac{1}{64(2\omega + 3)m^2 R^5} \left\{ 6e^{-3mR}(1 + mR) \left[ 6(m^2 \sigma - \mu) + 2m^2 (-1 - 2mR + 4m^2 R^2) \right] + 8e^{-mR}(1 + mR) \left[ 32m^5 R^3 + 18m^2 \sigma (mR + 1) - 9\mu(2mR + 1) \right] - 12e^{mR} \left[ 3m^2 \sigma (5 - 3mR) + 3\mu(mR - 3) + m^2 (-1 + mR + 6m^2 R^2 + 4m^3 R^3) \right] - 18\mu \left[ 2 - 2m^2 R^2 - e^{2mR}(-1 + mR)^2 \right] \left[ Ei(-mR) - Ei(-3mR) \right] + e^{-2mR}(1 + mR)^2 \left[ 2Ei(-mR) - 3Ei(mR) + Ei(3mR) \right]\right\} + 96e^{-mR} m^5 R^3 \left[ 1 + mR + e^{2mR}(-1 + mR) \right] Ei(-2mR), \quad (A8c)$$

$$+ \frac{6}{5R} C_{\beta}^{E4}, \quad (A8d)$$

$$C_{\beta}^{E4} = \frac{6mR \cosh(mR) - \sinh(mR)}{(2\omega + 3)m^3 R^3}, \quad (A8e)$$

$$C_{\beta}^{E5} = - \left[ \frac{(2\omega + 3)m}{8} + \frac{3}{5R} \right] (C_{\beta}^{E4})^2, \quad (A8f)$$

$$C_{\beta}^{E6} = \frac{(2\omega + 3)\sigma - 4}{16} \left( C_{\beta}^{E4} \right)^2, \quad (A8g)$$

$$C_{\beta}^{E7} = - \frac{\mu(2\omega + 3)}{32m} \left( C_{\beta}^{E4} \right)^2, \quad (A8h)$$

$$C_{\beta}^{E8} = - \frac{m}{2} C_{\beta}^{E4}, \quad (A8i)$$

$$C_{\beta}^{E9} = - C_{\beta}^{E7}, \quad (A8j)$$

$$C_{\beta}^{E10} = - \frac{(2\omega + 3)m^2}{4} \left( C_{\beta}^{E4} \right)^2, \quad (A8k)$$

$$C_{\beta}^{E11} = \frac{m}{2} C_{\beta}^{E4}. \quad (A8l)$$
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