Anomalous Scaling on a Spatiotemporally Chaotic Attractor
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The Nikolaevskiy model for pattern formation with continuous symmetry exhibits spatiotemporal chaos with strong scale separation. Extensive numerical investigations of the chaotic attractor reveal unexpected scaling behavior of the long-wave modes. Surprisingly, the computed amplitude and correlation time scalings are found to differ from the values obtained by asymptotically consistent multiple-scale analysis. However, when higher-order corrections are added to the leading-order theory of Matthews and Cox, the anomalous scaling is recovered.

PACS numbers: 05.45.-a, 47.52.+j, 47.54.-r, 89.75.Da

I. INTRODUCTION

The study of dynamics and pattern formation in nonlinear spatially extended dynamical systems continues to attract considerable attention [1, 3], with potential solution behaviors ranging from attracting steady states to complex spatiotemporal dynamics including spatiotemporal chaos (STC), which is characterized by temporally chaotic dynamics with decaying spatial correlations and a finite density of positive Lyapunov exponents [1, 4].

In the search for general principles, much effort has gone into the derivation and study of simplified model equations to highlight and clarify pattern-forming properties of more complicated “full” systems. Such paradigmatic models, such as the Ginzburg-Landau equation for the slow evolution of modulations of an underlying pattern, have been remarkably fruitful in predicting the leading-order multiple-scale analysis and computations of the full system. Unexpectedly, though, the agreement in scaling is restored by including next-order corrections in the amplitude equations.

We investigate the Nikolaevskiy partial differential equation (PDE), given in canonical (derivative) form as

\[ u_t + uu_x = -\partial_x^2 \left[ r + (1 + \partial_x^2)^2 \right] u \]  \( (1) \)

(where \( u_x \equiv \partial_x u \equiv \partial u/\partial x \)), which was originally proposed as a model for longitudinal seismic waves in viscoelastic media [5, 8], and has more recently been obtained in the context of phase dynamics in reaction-diffusion systems [10, 11] and finite-wavelength transverse instabilities of traveling fronts [12]. In fact, the Nikolaevskiy equation has a continuous symmetry—in the form [1] it is Galilean-invariant, and preserves the spatial mean—and appears to be a paradigmatic model for short-wave pattern formation with such symmetry [2, 12, 13].

Considering individual Fourier modes of the form \( \exp(\sigma t + ikx) \), the linear dispersion relation about the trivial solution \( u \equiv 0 \) is \( \sigma(k) = k^2[r - (1 - k^2)^2] \). Since for \( r \leq 0 \), all initial conditions of [1] decay to a spatially homogeneous solution, in the following we consider only \( r > 0 \) and write \( r = \varepsilon^2 \); as usual the \( O(\varepsilon) \) width of the unstable band and \( O(\varepsilon^2) \) maximum growth rate suggest natural slow length and time scales \( X = \varepsilon x, T = \varepsilon^2 t \). For \( 0 < r = \varepsilon^2 \ll 1 \), the Nikolaevskiy equation [1] has a one-parameter (up to translation) family of stationary periodic solutions, or rolls, \( u_q(x) \) for \( |q| < 1/2 \), which may be found by weakly nonlinear analysis to be [13, 14]

\[ u_q(x) = 6\varepsilon \sqrt{1 - 4q^2} e^{i(q+\sigma)x} + c.c. + O(\varepsilon^3). \]  \( (2) \)

Previous studies of [1] have revealed some surprises. Due to the presence of a symmetry-induced long-wave
(Goldstone) mode $U_0$ interacting with the weakly unstable pattern mode $U_1$, all roll equilibria $u_\ell(x)$ are unstable for all $r > 0$ [12, 13]; instead, there is a direct supercritical transition from spatial uniformity to spatiotemporal chaos [14]. Similar behavior occurs, for instance, in electroconvection in liquid crystals [17, 18], and has been termed “soft-mode turbulence” [7, 15].

By deriving leading-order modulation equations using multiple-scale analysis, Matthews and Cox [13] furthermore termed “soft-mode turbulence” [7, 15].

Troconvection in liquid crystals [17, 18], and has been termed “soft-mode turbulence” [7, 15].

For all $r > 0$ with $N = 2$ unstable modes, respectively), and checked our results $L = 2\pi \cdot 128m/10$ with $m=1$ and 2 (about 12 and 25 unstable modes, respectively), and checked our results with $m=4$. We used a pseudo-spectral method in space with $N = 2^J$ Fourier modes for $J=11$ to 16, chosen so that the maximum wave number retained was well within the strongly decaying regime of $\sigma(k)$: $k_m = N \cdot 2\pi/\ell \geq 6$. Our time integration was performed using a fourth-order Runge-Kutta exponential time differencing (ETDRK4) scheme [19, 20], with a typical time step of $\Delta t = 0.02/\varepsilon^2$, fixed in the slow time variable $T = \varepsilon^2 t$; after a transient, we computed statistics over a time interval of length $t_m = T_m/\varepsilon^2 = 4 \cdot 10^3/\varepsilon^2$.

The (time-averaged) power spectrum $S(k) = \langle |\hat{u}|^2 \rangle$ of Fig. 1 captures the dominant features of the numerically observed chaotic dynamics: As pointed out by Tanaka [21], for “large” $\varepsilon$ the STC appears qualitatively similar to that of the related well-known Kuramoto-Sivashinsky equation [22]: Fourier modes with $0 < k < 1$ are (at most) weakly damped, and the power spectrum reveals no significant scale separation for $\varepsilon^2 \gtrsim 0.1$ (dashed curves).

However, for sufficiently “small” $\varepsilon$, we observe the distinct gap between the $k \approx 0$ and $|k| \approx 1$ energetic modes which characterizes “Nikolaevskiy chaos” [21]. Note that for $\varepsilon \ll 1$, the subdominant peaks at $|k| \approx 2, 3, \ldots$ represent higher harmonics slaved to the Fourier modes $|k| \approx 1$ via the quadratic nonlinearity; we remark that exponential time differencing integration schemes [19] are particularly well-suited to capturing this slaving behavior and improving the accuracy at small scales.

The strong scale separation of the spatiotemporally chaotic dynamics in this small-$\varepsilon$ regime is readily apparent in a representation of a typical numerically computed time series on the multiple-scale chaotic attractor of the Nikolaevskiy PDE [1], as in Fig. 2 or of a snapshot of a typical solution as seen in Fig. 3(a): Solutions

![Figure 1: (Color online) Time-averaged Fourier power spectrum $S(k)/\ell$ for the Nikolaevskiy equation (1) for $L = \varepsilon \ell = 2\pi \cdot 25.6$ and various $\varepsilon^2$ values. From top to bottom, the spectra shown are for $\varepsilon^2 = 1.0, 0.1, 0.04, 0.01, 10^{-3}$, and $10^{-4}$. Note the separation of scales for $\varepsilon^2 \lesssim 0.04$ (blue solid curves).](image)

![Figure 2: Gray-scale visualization of a computed solution of the Nikolaevskiy equation (1) for $r = \varepsilon^2 = 0.04$, with domain size $\ell = 1600$ and over a time interval of length $t = 400$; since the roll wavelength $\lambda \approx 2\pi / \ell$, the small-scale rolls are barely visible in this representation.](image)
of the finite-wavelength spatial pattern mode with the long-wave mode $U_0$ induced by the continuous symmetry \cite{13,23,24}. In this context it is of particular interest to determine the exponents $\alpha$ and $\beta$ describing the scaling of $U_1$ and $U_0$ as $\varepsilon \to 0$. Thus one postulates the Ansatz

$$u(x, t) \sim \varepsilon^\alpha A(X, T)e^{ix} + \text{c.c.} + \varepsilon^\beta f(X, T) + \ldots,$$

where $A$ and $f$ are assumed $O(1)$, and $f$ has mean zero.

The $O(\varepsilon)$ amplitude of the known roll solutions $u_q(x)$ \cite{2} suggests the apparently natural choice $\alpha = 1$ (see for instance \cite{24}), familiar from other pattern-forming systems \cite{1}, which we will denote the Ginzburg-Landau (GL) scaling. It turns out, though, as discussed in \cite{13}, that amplitude equations for \cite{11} derived using $\alpha = 1$ in \cite{11} are asymptotically inconsistent for any choice of $\beta$ if $f \neq 0$.

Instead, as shown by Matthews and Cox \cite{13}, the only asymptotically consistent amplitude equations are obtained by using the Ansatz \cite{11} with $\alpha = 3/2$, $\beta = 2$; we shall call this the MC scaling. Standard multiple-scale techniques then yield the leading-order amplitude equations proposed to describe STC in the Nikolaevskiy equation \cite{11}: the Matthews-Cox (MC) equations \cite{13} are

$$A_T = A + 4A_{XX} - i f A,$$

$$f_T = f_{XX} - |A|^2 X.$$

An immediate prediction of \cite{11} with the MC exponents, that the amplitude of solutions $u(x, t)$ of \cite{11} (computed as the time-averaged root-mean-square (rms) amplitude $\langle (u^2)^{1/2} \rangle$, where $\langle \cdot \rangle$ and $\overline{\cdot}$ denote time and space averages, respectively) should scale as $\langle (u^2)^{1/2} \rangle = O(\varepsilon^{3/2}) = O(\varepsilon^{3/4})$, was verified in \cite{13,21}; see \cite{25} for an analogous result in two space dimensions.

We have performed the multiple-scale analysis of \cite{11} to the next order in $\varepsilon$, using the Ansatz \cite{11} with the MC scaling $\alpha = 3/2$, $\beta = 2$, to obtain the asymptotically consistent $O(\varepsilon)$ amplitude equations

$$A_T = A + 4A_{XX} - i f A - \varepsilon \left[ |A|^2 A_{XX} + (fA)_X \right] - 2i \varepsilon |A_X| + 6A_{XX}X,$$

$$f_T = f_{XX} - |A|^2 X - \varepsilon fX.$$

(8)

The linear $O(\varepsilon)$ terms in (7) correspond to next-order corrections to the exact dispersion relation $\sigma(k)$. Observe that unlike the $O(1)$ equations \cite{5}–\cite{7}, these $O(\varepsilon)$ equations also capture the roll solutions $u_q(x)$ \cite{2} of the GL regime, which have size $|A| = O(\varepsilon^{-1/2})$ in this scaling. One would expect, though, that in the chaotic MC regime (in which $u = O(\varepsilon^{3/2})$, $|A| = O(1)$), the $O(\varepsilon)$ correction terms in (7)–(8) would lead to small $O(\varepsilon)$ perturbations to the solutions and their scaling.

IV. NUMERICAL COMPUTATION OF SCALING EXPONENTS

Following previous studies \cite{13,21}, we set out to verify that $U_1$ and $U_0$ indeed scale for small $\varepsilon$ as predicted
by the MC exponents $\alpha=3/2$, $\beta=2$. With a view to isolating and thereby computing the individual scaling exponents directly, Tanaka [21] numerically integrated the PDE (1) on a domain of length $\ell=512$ for $\varepsilon^2 \in [0.001,0.4]$, and computed the rms scaling of the Fourier coefficients nearest in his system to $k=0$ and $k=1$; these Fourier modes were used as proxies for $U_0$ and $U_1$ to argue that the results were consistent with MC scaling. However, the numerical evidence of [21, Fig. 5] does not appear sufficiently well-established to establish the asserted $O(\varepsilon^2)$ large-scale scaling convincingly.

Our implementation of Fourier filters to extract the full slowly-varying envelopes $U_0$ and $U_1$ from the computed solution $u(x,t)$ of the Nikolaevsky PDE (1) provides a more powerful method to estimate the critical exponents, via the $\varepsilon$-dependence of the time-averaged rms magnitudes of $U_0$, $U_1$. In Fig. 4 we plot $\langle |U_1|^2 \rangle^{1/2}$ and $\langle |U_0|^2 \rangle^{1/2}$ computed as functions of $\varepsilon$ for $\varepsilon^2 \in [10^{-5},0.04]$. As seen in Fig. 4(a), we obtain $\langle |U_1|^2 \rangle^{1/2} = O(\varepsilon^{\alpha'})$ for $\alpha' \approx 1.5$; that is, we find in agreement with [21] that the pattern mode $U_1$ indeed satisfies the MC scaling $\alpha' = \alpha = 3/2$.

The computed scaling of the reconstructed large-scale mode $U_0$ is rather more surprising: as shown in Fig. 4(b) over a wide range $\varepsilon^2 \in [10^{-5},0.04]$ our data is consistent with $\langle |U_0|^2 \rangle^{1/2} = O(\varepsilon^{\beta'})$ with the anomalous exponent $\beta' \approx 1.75$, contrary to the prediction $\beta'=2$ from multiple-scale analysis. In the alternative representation of our data in Fig. 5 the deviation from the MC prediction is more readily apparent: $\varepsilon^{-2} \langle |U_0|^2 \rangle^{1/2}$ is clearly not $\varepsilon$-independent, as confirmed also by some larger-domain computations performed as an additional check.

The leading-order amplitude equations (3)–(6), being $\varepsilon$-independent, are manifestly unable to capture this unexpected scaling behavior. However, for comparison with the full Nikolaevsky PDE, we have integrated the $O(\varepsilon)$ amplitude equations (7)–(8) for $A$ and $f$ as functions of the slow variables $X \in [0,L]$ and $T$, for the same $\varepsilon$- and $T$-values as before. The functions $u(x,t)$ reconstructed from $A$ and $f$ using (3) are qualitatively similar to computed solutions of (1); for $\varepsilon > 0$ trajectories appear chaotic and are not observed to settle down.

We extracted amplitude scaling behavior for (7)–(8) by computing the time-averaged rms amplitudes of $|U_1|^2$ and $\varepsilon^2 f$; as shown in Fig. 4 the results agree remarkably well with those obtained for $|U_1|$ and $U_0$ from the full PDE (1). Equivalently, the statistics of the pattern mode $A$ are, unsurprisingly, asymptotically $\varepsilon$-independent; but for the large-scale mode, we find that approximately $\varepsilon^2 \langle |f|^2 \rangle^{1/2} = O(\varepsilon^{-1/4})$, or, as shown in Fig. 5, $\langle |f|^2 \rangle^{1/2} = O(\varepsilon^{-1/4})$: whereas one might have anticipated a small $O(\varepsilon)$ effect of the added $O(\varepsilon)$ terms in the amplitude equations (7)–(8), in fact they are able to capture the (asymptotically large) corrections to MC scaling.

We observe in Fig. 5 a possible weak dependence of $\langle |f|^2 \rangle^{1/2}$ (and of $\varepsilon^{-2} \langle |U_0|^2 \rangle^{1/2}$) on the system size $L = \varepsilon \ell$, which may merit further study; but that for each $L$ we have the same scaling with $\varepsilon$ (with some possible finite-size effects appearing at the smaller domain size for $\varepsilon^2 < 10^{-4}$). The deviation for $\varepsilon^2 > 0.04$, where...
the separation of scales is weak and the “perturbation” parameter is relatively large, is unsurprising.

The corrections to scaling appear not only in the rms amplitudes: While the multiple-scale Ansatz \( \text{[1]} \) introduces only one slow time scale \( T = \varepsilon^2 t \), a glance at time series of Fourier coefficients \( \hat{u}_k(t) \) computed from \( \text{[1]} \) for \( k \approx 0 \) and \( k \approx 1 \), or at the evolution of \( U_0 \) and \( |U_1| \), suggests that for small \( \varepsilon \), at large scales the dynamics are much slower than for the pattern mode.

To begin to quantify this observation of potentially distinct time scales, for solutions of \( \text{[1]} \) we considered time series \( (U_0(t, T))^{1/2} \) and \( (|U_1(t, T)|)^{1/2} \) of the rms mode amplitudes depending on the slow time variable \( T \), and computed (full-width at half-maximum) autocorrelation times \( \tau_0, \tau_1 \) as functions of \( \varepsilon \). Again for comparison, we similarly computed correlation times \( \tau_f, \tau_A \) from time series of rms values of \( f, |A| \) computed via \( \text{[7]} \,\text{[8]} \). Our results are shown in Fig. 6 again, the \( \mathcal{O}(\varepsilon) \) amplitude equations closely match the behavior of the full PDE.

The asymptotic validity of the leading-order modulation equations \( \text{[5]} \,\text{[6]} \) implies that these correlation times should be (asymptotically) \( \varepsilon \)-independent. Indeed, Fig. 6(a) shows these predictions again satisfied for the pattern mode \( U_1 \): we find \( \tau_1 \approx \tau_A \approx 2.3 \), seemingly independent of \( \varepsilon \) (though with, again, an apparent weak dependence on domain size \( L \)). However, as seen in Fig. 6(b) the long-wave mode \( U_0 \) is substantially slower: while our statistics are not yet well-converged (particularly for small \( \varepsilon \)), our data appear to indicate the presence of another time scale diverging as \( \varepsilon \to 0 \), and scaling possibly as \( \tau_0 \approx \tau_f \approx \varepsilon^{-\delta} \), where our results suggest \( \delta \) may be near 4/3.

V. DISCUSSION

The description that emerges for the Nikolaevskiy PDE \( \text{[1]} \) with sufficiently small \( \varepsilon \) is of spatiotemporally chaotic dynamics with strong scale separation and anomalous long-wave behavior. The solution space features two distinct scaling regimes: The \( \mathcal{O}(\varepsilon) \) GL regime, which contains the roll solutions \( u_g(x) \) together with their stable manifolds, is unstable to spatially varying perturbations, which lead to collapse to a smaller, apparently attracting, set in phase space, the \( \mathcal{O}(\varepsilon^{1/2}) \) MC regime of “Nikolaevskiy chaos”.

Our observed anomalous scaling of the long-wave mode \( U_0 \) implies that the leading-order amplitude equations \( \text{[5]} \,\text{[6]} \) do not fully describe the dynamics on the attractor of Nikolaevskiy STC, at least for the parameter range \( \varepsilon^2 \in [10^{-5}, 0.04] \) we investigated. This conclusion is supported by recent observations of non-extensive behavior in the Matthews-Cox equations \( \text{[20]} \).

The higher-order modulation equations, however, do appear to capture the corrections to amplitude and time scaling: the function \( f(X, T) \), evolving according to the coupled equations \( \text{[7]} \,\text{[8]} \), scales in the same way as \( \varepsilon^{-2} U_0 \), where \( U_0 \) is the large-scale mode extracted from solutions of \( \text{[1]} \) by Fourier filtering. Further investigation of \( \text{[7]} \,\text{[8]} \) is needed to clarify the mechanism by which the addition of \( \mathcal{O}(\varepsilon) \) terms to the MC equations modifies the scaling.
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