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Abstract: The assignment problem (AP) is a discrete and combinatorial problem where agents are assigned to perform tasks for efficiency maximization or cost (time) minimization. AP is a part of human resource project management (HRPM). The AP optimization model, with deterministic parameters describing agent–task performance, can be easily solved, but it is characteristic of standard, well-known projects realized in a quiet environment. When considering new (innovation or innovative) projects or projects performed in very turbulent times, the parameter estimation becomes more complex (in extreme cases, even the use of the probability calculus is not recommended). Therefore, we suggest an algorithm combining binary programming with scenario planning and applying the optimism coefficient, which describes the manager’s nature (attitude towards risk). The procedure is designed for one-shot decisions (i.e., for situations where the selected alternative is performed only once) and pure strategies (the execution of a weighted combination of several decision variants is not possible).
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1. Introduction
1.1. The Assignment Problem as an Element of Human Project Resource Management

The assignment problem (AP) is broadly known as a deterministic and combinatorial problem in operations research, discrete optimization, and project management (Ahuja et al. 1993; Boros and Hammer 2003; Moder and Elmaghraby 1978; Panayiotopoulos 1981; Ravindran et al. 1987; Ravindran 2008). AP constitutes a significant issue in human resource project management (HRPM), which, according to the PMI (Project Management Institute), is one out of ten project management areas. HRPM includes human resource plan development, project team acquirement, project team development, and project team management (control). The goal of AP is to assign agents (usually workers) to perform tasks (usually jobs) and to maximize total efficiency or minimize entire cost/time. In the literature, the assignment problem is also called maximum-weight matching and is treated as a special case of the transportation problem. AP is used, for instance, in education (Faudzi et al. 2018), medicine (Trilling et al. 2007), rail transport (Piu and Speranza 2014), production planning, and telecommunication (Singh et al. 2012).

1.2. From Deterministic AP to AP under Uncertainty—Motivation of the Research

AP requires formulating and solving a binary optimization model, which is not time-consuming in the case of deterministic parameters describing agent–task performance. Nevertheless, decision-making under certainty within HRPM is only characteristic of standard, well-known projects realized in a quiet environment. In practice, such projects do not occur very often, especially nowadays (Barbieri et al. 2020; Samson 2020). That is why we focus, in this paper, on new projects (innovative or innovation projects) and projects performed in very stormy periods (e.g., economic crisis, pandemic,
unstable law). We assume that “innovative projects are projects managed on the basis of new methods, while innovation projects bring new products and new services” (Spalek 2016). In such circumstances, we ought to refer to tools enabling uncertainty modeling (Lin et al. 2019; Midler et al. 2016; Narayanan et al. 2019; Oehmen et al. 2020; Pich et al. 2002; Singh and Rani 2019; Vats et al. 2019). Uncertainty may be defined in many ways (Gaspar-Wieloch 2018); however, in this paper, we assume that it occurs when at least one parameter of the decision problem is not deterministic (Gaspar-Wieloch 2019a, 2019b, 2020b, 2021). Hence, the main motivation of the research is to focus on the assignment problem in the context of totally new projects developed in very dynamic surroundings because such cases are quite frequent nowadays.

1.3. The Gap in the Literature

Researchers have already analyzed the assignment problem with uncertain parameters (Derman et al. 1972; Ding 2020; Dhodiya and Tailor 2016; Ding and Zeng 2018; Krokhmal and Pardalos 2009; Zhang and Peng 2013). Their methods are based on probabilities, randomization, or fuzziness; here, we would like to apply scenario planning (SP), which is very popular among scientists and practitioners (Hoffmann 2017; Mietzner and Reger 2005; Schoemaker 1995). Scenario planning, as well as probabilities, randomization, or fuzziness, can be used to handle and model uncertainty, but SP brings more advantages due to its simplicity (Durbauch 2014). Furthermore, it does not require any information on likelihood, which is desired in the case of projects with a high degree of novelty and a fast-evolving environment. As a matter of fact, SP has already been combined with AP in situations where the decision-maker is a strong pessimist (e.g., Aissi et al. 2005; Deineko and Woeginger 2006; Wu et al. 2018). In this paper, instead of probability calculus, we intend to make use of optimism/pessimism coefficients. These parameters enable us to describe the decision maker’s (project manager’s) nature, i.e., his/her expectations, predictions, attitude towards risk, and his/her state of mind/soul. These parameters have already been applied to other issues in numerous papers (Ciullo et al. 2019; Ellsberg 1961, 2001; Fuchs et al. 2019; Hernández et al. 2018; Hurwicz 1952; Jagodziński 2014; Liu and Ma 2020; Perez et al. 2015). Hence, the gap identified in the literature consists of the lack of methods designed for AP under uncertainty, which

- would be easy to use for managers,
- would not require such data that are too difficult to estimate in the case of projects with a high degree of novelty and a fast-evolving environment (like fuzzy numbers, probabilities),
- would be useful for any kind of decision-maker (pessimists, moderate decision-makers, and optimists)

The goal of this paper is to bridge the gap by formulating a proper model and developing a suitable procedure for the aforementioned problem.

1.4. The Structure of the Paper

The paper contains the following parts. Section 2 briefly presents the essence of the original version of the assignment problem. It also enumerates selected extensions of AP, discusses chosen uncertain factors connected with human resource project management, and describes the features of scenario planning in the context of the uncertain assignment problem and new projects. Section 3 contains the description of a novel algorithm for AP under uncertainty, with some illustrative examples. The procedure presented in the article combines binary programming with scenario planning. It is designed for one-shot decisions (i.e., decisions chosen for only one execution) and pure strategies (i.e., strategies where only one decision variant is chosen, not a combination of them). Section 4 discusses the characteristics of the new procedure. Section 5 contains conclusions.
2. Materials and Methods

2.1. Basic Variants of the Deterministic Assignment Problem

Within the deterministic version of the assignment problem, there are a number of agents \((m)\) and a number of tasks \((n)\). Each agent–task assignment is described by parameter \(e_{ij}\), \(t_{ij}\), or \(c_{ij}\) denoting the performance (efficiency, time, or cost) connected with agent \(A_i\) and task \(T_j\). The agents may be assigned to perform any task. Table 1 presents the assignment problem on the assumption that the efficiency parameters are given.

Table 1. The assignment problem with efficiency parameters.

| Agent | Task          |
|-------|--------------|
|       | \(T_1\)     | \(\ldots\) | \(T_j\)     | \(\ldots\) | \(T_n\)     |
| \(A_1\) | \(e_{1,1}\) | \(\ldots\) | \(e_{1,j}\) | \(\ldots\) | \(e_{1,n}\) |
| \(\vdots\) | \(\vdots\) | \(\ddots\) | \(\vdots\) | \(\ddots\) | \(\vdots\) |
| \(A_i\) | \(e_{i,1}\) | \(\ldots\) | \(e_{i,j}\) | \(\ldots\) | \(e_{i,n}\) |
| \(\vdots\) | \(\vdots\) | \(\ddots\) | \(\vdots\) | \(\ddots\) | \(\vdots\) |
| \(A_m\) | \(e_{m,1}\) | \(\ldots\) | \(e_{m,j}\) | \(\ldots\) | \(e_{m,n}\) |

\(A_i\)—agent \(i\); \(T_j\)—task \(j\); \(m\)—number of agents; \(n\)—number of tasks; \(e_{ij}\)—efficiency connected with agent \(A_i\) and task \(T_j\). Source: Prepared by the author.

There are numerous variants of AP. The first one (AP–1a) maximizes the total efficiency of the assignment. Additionally, to accomplish all the tasks, it is required to assign exactly one agent to each job and exclusively one task to each worker (any agent can be assigned to perform any job, one at a time). The model for AP-1a is presented below:

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} e_{ij} x_{ij} \rightarrow \max \tag{1}
\]

\[
\sum_{i=1}^{m} x_{ij} = 1, \quad j = 1, \ldots, n \tag{2}
\]

\[
\sum_{j=1}^{n} x_{ij} = 1, \quad i = 1, \ldots, m \tag{3}
\]

\[
x_{ij} \in \{0, 1\}, \quad i = 1, \ldots, m; \quad j = 1, \ldots, n \tag{4}
\]

where \(x_{ij}\) is the binary variable. It is equal to 1 if task \(T_j\) is performed by agent \(A_i\).

In the second and third problems (AP-2a, AP-3a), the constraints do not change. The only modification is seen in the objective function, which minimizes the total time (5) for AP-2a or the entire cost (6) for AP-3a. Hence, problem AP-2a includes Equations (2)–(4) and (5), and problem AP-3a consists of Equations (2)–(4) and (6).

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} t_{ij} x_{ij} \rightarrow \min \tag{5}
\]

\[
\sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij} x_{ij} \rightarrow \min \tag{6}
\]

In the models given above, it is assumed that \(n = m\). However, if \(n > m\), Equation (3) must be replaced with Formula (7):

\[
a_i \leq \sum_{j=1}^{n} x_{ij} \leq b_i, \quad i = 1, \ldots, m \tag{7}
\]
where \( a_i \) and \( b_j \) signify the minimal desired and maximal possible number of tasks that can be executed by particular agents.

This observation entails the necessity of distinguishing three other AP models: AP-1b (Equations (1), (2), (4) and (7)), AP-2b (Equations (2), (4), (5) and (7)), and AP-3b (Equations (2), (4), (6) and (7)).

Sometimes, the project managers are interested in objectives other than the goals mentioned above (Ahuja et al. 1993). If they tend to maximize the efficiency of the least efficient worker, the model should include the following objective function (Equation (8)) and an additional constraint (Equation (9)):

\[
e \rightarrow \max
\]

\[
\sum_{j=1}^{n} e_{i,j} x_{i,j} \geq e, \quad i = 1, \ldots, m
\]

Such a problem (i.e., AP-1a(e)) occurs only if \( n = m \), so it must contain Equations (2)–(4), (8) and (9).

On the other hand, if the manager intends to minimize the time (or cost) of the slowest (the most expensive) worker, the model should include the following objective function (Equation (10) or (12)) and an additional constraint (Equation (11) or (13)):

\[
t \rightarrow \min
\]

\[
\sum_{j=1}^{n} t_{i,j} x_{i,j} \leq t, \quad i = 1, \ldots, m
\]

\[
c \rightarrow \min
\]

\[
\sum_{j=1}^{n} c_{i,j} x_{i,j} \leq c, \quad i = 1, \ldots, m
\]

Hence, we can enumerate two other models: AP-2a(t) with Equations (2)–(4), (10) and (11), and AP-3a(c) with Formulas (2)–(4), (12) and (13).

The assignment problem (regardless of the variant of the deterministic optimization model) can be solved thanks to IpSolve, R, TORA (Temporary-Ordered Routing Algorithm), LINDO (Linear, Interactive and Discrete Optimization), AMPL (A Mathematical Programming Language), GAMS (General Algebraic Modeling System), CPLEX (an optimization software package with implements the simplex method and other decision problems in the C programming language), SAS/OR (Analytics Software and Solutions for Operations Research), and other optimization tools. They deliver an optimal or suboptimal solution depending on the size of the problem (number of variables, number of constraints).

Diverse algorithms also exist, such as the Hungarian method (Kuhn 1955, 1956; Martello 2010), which is a combinatorial optimization procedure for AP. Tkatek et al. (2016) referred to the multiple knapsack approach and used the genetic algorithm to solve the assignment problem of human resources.

2.2. Selected Extensions of the Deterministic Assignment Problem

The assignment problem under certainty has been extended by many researchers. For instance, Panayiotopoulos (1981) investigated a personnel assignment with a budget constraint. He emphasized that the essence of AP is not only to hire individuals and match jobs and candidates according to a given function but also to “provide education and development to the employees with regard to the present (short-term) and future (long-term) needs of the firm”. This problem is also described in Panayiotopoulos and Papoulias (1979). Toroslu and Arslanoglu (2007) developed a genetic algorithm for AP with multiple objectives, which means that particular solutions are assessed on the basis of more than one criterion. In Chen and Lu (2007), we find the description of the assignment problem
considering multiple inputs and outputs. The authors employed DEA (data envelopment analysis) and introduced a composite efficiency index. Hachicha et al. (2012) focused on AP under competencies and preferences constraints. They developed a hybridization of the bee algorithm and the immune system. Tkatek et al. (2013) presented a metaheuristical approach to solving spatial AP in a multisite enterprise. Such a problem consists of “moving employees from one site to another based on one or more criteria”. Similar issues were discussed in Tkatek et al. (2015), where the authors combined the flowgraph approach (to model and construct the space solution) and the genetic approach (to investigate the optimal plan in the space solution). Recently, Jain et al. (2020) developed a priority-based unbalanced time minimization assignment problem for projects executed in two stages (some primary jobs are supposed to be completed within the first stage and the remaining jobs may be commenced after primary job completion).

2.3. Uncertainty in HRPM—From Probabilities and Fuzzy Numbers to Scenario Planning

When analyzing the assignment problem within HRPM, it is desirable to take uncertainty factors into consideration since the majority of parameters required to find the optimal solution are difficult to estimate. The data concerning the agent–task performance are usually burdened with errors. The time necessary to accomplish a task by a given worker may vary since his or her experience, abilities, health, physical fitness, mental capabilities, and efficiency can change. Furthermore, agent–task performance also depends on external factors such as weather, customer behavior, supplier delays, quality of raw materials, and machine reliability.

Scientists have already partially explored that area. For example, Krokhmal and Pardalos (2009) “present an overview of results and developments in the field of probabilistic assignment problems”. The paper written by Derman et al. (1972) is concerned with “the optimal assignment of the $n$ men to the $n$ jobs so as to maximize the total expected reward”. Dhodiya and Tailor (2016) presented a genetic algorithm to solve “a fuzzy multiobjective assignment problem by using an exponential membership function in which the coefficient of the objective function is described by a triangular possibility distribution”. Other fuzzy models for AP are described, for instance, in Biswas and Pramanik (2011), Lin and Wen (2004), Li et al. (2012), Kagade and Bajaj (2009, 2010), and Gupta et al. (2013).

Durbach and Stewart (2012) enumerated diverse techniques that enable the handling of uncertainty, such as fuzzy numbers, probabilities, probability-like quantities, and explicit risk measures. Additionally, the papers described in the previous paragraph are only related to probabilities or fuzziness. However, in the opinion of Durbach and Stewart (2012), “uncertainties become increasingly so complex that the elicitation of those measures becomes operationally difficult for decision-makers to comprehend and virtually impossible to validate”. Therefore, they encourage us to set scenarios describing “possible ways in which the future might unfold”, and that is why, in this paper, we focus on the methods that integrate scenario planning (SP) into AP.

Scenario planning is a tool willingly applied to the decision-making process. It is very useful when dealing with issues under uncertainty, i.e., “situations where at least one parameter of the decision problem is not deterministic” (Gaspars-Wieloch 2019a, 2020b, 2021). “The ability to predict future economic events is undoubtedly crucial to the maintenance of successful business activities” (Aras et al. 2017). SP gives the opportunity to identify risks understood as “uncertain and uncontrolled factors influencing the consequences of the chosen options”. It is helpful to companies, futurists, government planners, scientific communities, military analysts, and educational institutions (Gaspars-Wieloch 2019a, 2021; Mietzner and Reger 2005; Ringland 2006). Chermack et al. (2001), Pomerol (2001), and Wright and Goodwin (1999) have provided diverse definitions of the term scenario as well as numerous guidelines concerning proper scenario construction. Project managers really appreciate SP’s benefits since it allows one to “analyze problems in a more deterministic way (Schoemaker 1995) than, for example, continuous probability distributions or fuzzy numbers”.
In this paper, we would like to apply scenario planning to the following HRPM areas. As was already mentioned, the data concerning parameters $c_{i,j}$, $t_{i,j}$, or $e_{i,j}$ are one of those that may be nondeterministic in the assignment problem (other uncertain information can be related, for instance, to the number of available workers or the number of significant tasks, but such aspects are not taken into consideration in our research). Let us recall that these coefficients describe the performance (efficiency, time, or cost) connected with agent $A_i$ and task $T_j$. Usually, they can be treated as deterministic data, but, in the paper, we mainly investigate the case of new projects (innovative or innovation projects) and projects performed in very stormy periods (e.g., economic crisis, pandemic, tense political situation, lack of raw materials, unforeseen fluctuations in demand, unstable law). In such circumstances, the performance of a given task depends not only on the employees’ competence, skills, physical fitness, and mental capabilities but also on numerous additional internal (ability to cope with stressful situations, ability to cope with failure, openness to changes, creativity) and external factors (technology, regulations, demand).

If we assume that

1. the number of agents and tasks is known;
2. the characteristics describing the agent-task performance are uncertain;
3. the experts are able to define possible scenarios concerning performance quality;
4. the number of scenarios for particular cases (agent–task) may be different (the sets of scenarios are independent),

The uncertain efficiency assignment problem can be presented in the form of Table 2. Note that it is possible to include both deterministic and nondeterministic parameters, depending on the experts’ knowledge and the environment’s features.

| Agent | $T_1$ | $T_j$ | ... | $T_n$ |
|-------|-------|-------|-----|-------|
| $A_1$ | $e_{1,1}(a); e_{1,1}(b); e_{1,1}(c); e_{1,1}(d)$ | $e_1$ | ... | $e_{1,n}(a); e_{1,n}(b); e_{1,n}(c)$ |
| $A_i$ | ... | $e_{i,j}(a); e_{i,j}(b); e_{i,j}(c); e_{i,j}(d)$ | ... | ... |
| $A_m$ | $e_{m,1}(a); e_{m,1}(b); e_{m,j}$ | ... | $e_{m,n}(a); e_{m,n}(b); e_{m,n}(c); e_{m,n}(d)$ |

$A_i$—Agent $i$; $T_j$—task $j$; $m$—number of agents; $n$—number of tasks; $e_{i,j}$—efficiency connected with agent $A_i$ and task $T_j$. Source: Prepared by the author.

2.4. Should Scenario Planning be Applied with Probabilities?

It is worth underlining that scientists “evaluate the role of probability distribution in SP depending on different aspects such as the essence of scenario planning, the individual or group decision-making, the facilitation in decision-making, the flexibility in decision-making” (Gaspars-Wieloch 2019a). Some researchers recommend using probabilities in SP (Millett 2009; Ravindran et al. 1987). According to Millett (2009), this application is justified if the following conditions are satisfied:

1. there are enough resources, budget, and time to prepare analytical scenarios with assigned probabilities;
2. “the corporate culture prefers quantitative or quasi-quantitative procedures to purely qualitative reasoning”;
3. “the scenario team is familiar with the concept of Bayesian probabilities”.
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When SP is combined with likelihood, it is required to estimate, after defining possible scenarios, the probability of the occurrence of each of them and calculate the expected values.

Nevertheless, Durbach (2019) stressed that the scenarios should not be regarded as the states of nature because “the set of scenarios does not constitute a complete probability space—the scenario “likelihoods” are not probabilities in a statistical sense” (Stewart et al. 2013). Moreover, “the states of nature are mutually exclusive and exhaustive . . . [and] are constructed from the same underlying dimensions”, which is not the case of scenarios. Furthermore, probability does not have one unanimous and universal definition, which makes probability estimation quite complex and complicated (Gaspars-Wieloch 2018, 2019a, 2021).

Of course, we admit that if there are strong similarities between a given project and some previous projects already accomplished, one can set possible scenarios and even probabilities related to them; however, if there are very few common features, the use of probabilities seems to be unjustified. In the case of innovative and innovation projects, which are so original that historical data can only be used to a limited extent, we do not recommend probability calculus application but suggest an algorithm based on scenario planning and the optimism coefficient, which can constitute a probability-like measure.

The second reason why we do not refer directly to probabilities results from the fact that we focus on one-shot decisions, i.e., decisions chosen for only one execution. When projects characterized with a high degree of novelty and uncertainty are analyzed, multishot decisions (i.e., options executed many times) are not justified since, after the first performance, the decision-maker (manager) may want to update his/her preferences and predictions (Postek et al. 2019).

3. Results

3.1. AP Algorithm under Uncertainty—Applications and Steps

In this section, a new AP algorithm under uncertainty will be presented. The novel approach can be applied under the following circumstances and for the following purposes:

1. The number of tasks and agents is known and deterministic. Depending on the problem, the worker is supposed to execute one task or several tasks, but, in each case, the work is performed by one agent only.
2. The tasks are independent, which means that the performance of a given task does not affect the performance of other tasks.
3. At least one agent–task performance is described by means of nondeterministic parameters.
4. The set of scenarios for each uncertain agent–task performance can be different since it may depend on different factors.
5. The algorithm is designed for one-shot decisions (projects) and pure strategies (i.e., strategies where only one decision variant is chosen, not a combination of them).
6. The decision-maker (manager) can declare his/her state of mind and soul (predictions) on the basis of optimism (β) and pessimism (α) coefficients that reflect the attitude towards risk within a given problem. β is close to one for extreme optimists and close to zero for extreme pessimists. These parameters may be different for each agent–task performance. Note that the sum of the pessimism coefficient and the optimism coefficient is equal to one (α + β = 1), and both parameters belong to the interval [0,1].
7. The aforementioned parameters are used to calculate the so-called H + B index for each nondeterministic agent–task performance (that measure is briefly explained below).
8. The final optimization model is solved after transforming the initial scenario parameters into weighted values.
9. The algorithm allows us to find a solution to all the optimization problems presented in Section 2.1.
10. The method gives the possibility of changing the final solution in the case of too-high standard deviations connected with the chosen assignments. A high standard deviation indicates a significant dispersion of estimated scenario results, which is treated as an unwanted feature.

The H + B index has been proposed and described by Gaspars-Wieloch (2014a, 2015a, 2015b, 2017). It combines some features of two different decision rules: the Hurwicz rule (Hurwicz 1952) and the Bayes (Laplace) rule. The first rule applies the pessimism and optimism coefficients to compute a weighted value; however, it is worth stressing that this measure is only determined by extreme payoffs (the highest one and the lowest one); the Hurwicz rule does not take into account intermediate values and their possible asymmetry. It ignores the frequency of particular payoffs. On the other hand, the Bayes rule considers the values estimated for each scenario, but this time, every outcome obtains the same weight since the Bayes index constitutes an arithmetical average of all the results. Hence, we can observe some limitations in both procedures. The use of the first rule may lead to illogical recommendations, especially in the case of asymmetric payoffs (Gaspars-Wieloch 2014b); the second rule does not give the opportunity to include information on the decision-maker’s (DM’s) nature (Gaspars-Wieloch 2020a). In connection with the conclusions formulated above, the H + B rule (a hybrid of the Hurwicz and Bayes rules) has been worked out so that each scenario value can be taken into consideration; the procedure may be useful to different types of decision-makers.

The H + B index is calculated in the following way:

1. For optimists (\( \beta > 0.5 \)), the optimism coefficient is multiplied by the best value and the pessimism coefficient is multiplied by all the remaining outcomes. All the products are added. Then, the weighted value is divided by the sum of all the applied coefficients.
2. For pessimists (\( \alpha > 0.5 \)), the pessimism coefficient is multiplied by the worst value and the optimism coefficient is multiplied by all the remaining outcomes. All the products are added. Then, the weighted value is divided by the sum of all the applied coefficients.
3. For moderate DMs (\( \alpha = \beta = 0.5 \)), it is possible to use any formula described above since the H + B index is equal to the Bayes index in this case.

Such reasoning enables us to consider each predicted payoff and assign the highest weight to the result that is the one most expected by the decision-maker.

The AP algorithm under uncertainty consists of the steps enumerated below:

1. Define the target, the set of agents, the set of tasks, the constraints, and the possible scenarios for the particular uncertain agent–task performance.
2. Estimate the optimism and pessimism coefficients for each nondeterministic agent–task performance.
3. Apply the H + B rule separately for each uncertain agent–task performance.
4. Formulate the optimization model using H + B indices.
5. Solve the model.
6. If the recommended assignments are connected with too-high standard deviations, correct the solution by eliminating the recommended assignment with the highest standard deviation and solving a new amended optimization model.

3.2. Illustrative Examples

EXAMPLE 1

Let us analyze each step of the algorithm on the basis of the following example. Assume that the project manager (PM) is supposed to start an innovation project (development of a totally new online computer game), but the surrounding and future situations are quite uncertain (e.g., in 2020: epidemic, constant changes in government regulations, increase in unemployment, the bankruptcy of numerous companies, reduction of the mobility of the population).
The development process involves preproduction, production, and postproduction processes, and each of them consists of numerous stages (e.g., high concept, pitch, prototype, design, programming, art production, testing); in this article, we explore only a specific step. We assume that the manager is currently analyzing one stage of the whole aforementioned project—the first testing. He has already planned the human resources needed (what skills are needed for particular tasks, how many workers does he have, what are their competences). He has stated that the number of available agents (8) is sufficient for this stage. Within this phase, the tasks which are supposed to be done are independent—the performance of any particular task does not affect the performance of the remaining ones, but all tasks must be completed before the commencement of the next stage of the project. On the one hand, the project is very promising since, due to many restrictions, people are forced to stay at home, avoid meetings with people, and avoid going to the cinema—this means they may have more time for online computer games. Nevertheless, the success of the project really depends on the workers’ effectiveness. They have very sophisticated skills. If one of them gets sick (e.g., coronavirus) or cannot spend enough time on the project (e.g., in connection with school closures and the necessity to work and look after children simultaneously), the quality of the final product may suffer significantly. Fortunately, if a given agent is not able to continue particular activities, there is an opportunity to partially reorganize the initial assignment since the workers may perform more than one job (but only one at a time).

The project manager receives a table prepared by the experts, representing the efficiency parameters for each agent–task performance (Table 3). They have been estimated on the basis of similar (but not analogical!) tasks executed within previous projects. Therefore, in some cases, single parameters are replaced (unfortunately) by a list of possible efficiencies. We see that each worker is capable of executing particular activities, but their efficiency depends significantly on the nature of the work.

| A/T | T1   | T2   | T3   | T4   | T5   | T6   | T7   | T8   | T9   | T10  |
|-----|------|------|------|------|------|------|------|------|------|------|
| A1  | 10, 11, 15, 18 | 4    | 7    | 1, 6, 9, 12, 17, 24 | 11   | 14   | 8, 9, 25 | 15, 18, 25 | 22   | 5    |
| A2  | 6    | 15   | 8    | 7    | 15, 25, 30, 35 | 2    | 1    | 20   | 13, 14, 15 | 3, 9, 10, 11 |
| A3  | 3, 4, 8, 9, 10 | 2, 5 | 9, 13, 26 | 19   | 16   | 10   | 10   | 8    | 3, 7, 15, 25 | 1, 5, 10, 16 |
| A4  | 6    | 8    | 1    | 10   | 16   | 19   | 25   | 6, 8, 16, 18, 25 | 3, 4, 7, 9, 15 | 14, 15, 17, 19 |
| A5  | 3    | 3, 8, 17, 18, 30 | 1, 4, 7, 10, 18 | 24, 25, 27, 30 | 20   | 18   | 15   | 22, 25, 26 | 20   | 15   |
| A6  | 24   | 15   | 21   | 7    | 15, 25, 30, 40 | 20, 21, 22, 23 | 5    | 25   | 13, 14, 20 | 3, 12, 13, 16 |
| A7  | 15, 25 | 30   | 4    | 5    | 2    | 7    | 12, 15, 18, 20 | 2    | 6    | 2    |
| A8  | 34, 36 | 22, 23, 24, 25 | 40   | 8    | 7    | 2    | 9    | 1, 2, 3, 4, 19, 20, 25 | 23   |

Source: Prepared by the author.

The specificity of particular tasks is different, so the primary units applied to measure efficiency are also different for each job (e.g., number of standard cases tested within 1 h, number of new features tested within 1 h, number of unusual situations tested within 1 h). That is why the initial data were not comparable and had to be normalized in the form of points (from 0 to 40), as gathered in Table 3.
The PM intends to assign the most appropriate people to particular works. He is interested in total efficiency maximization. Each task ought to be completed by one agent. The workers are allowed to perform at least one job, but no more than three (Step 1).

The project manager knows each member of the team. Hence, he is able to define different optimism coefficients for each uncertain agent–task performance, but he decides to declare the level of this value separately for each worker (i.e., for each row in the table). They are equal to 0.3, 0.3, 0.4, 0.4, 0.5, 0.5, 0.9, and 0.9, respectively (Step 2).

Now, each uncertain parameter has to be transformed into the H + B index (Step 3, Table 4).

Table 4. Hurwicz and Bayes (H + B) indices.

| A/T | T1   | T2   | T3   | T4   | T5   | T6   | T7   | T8   | T9   | T10  |
|-----|------|------|------|------|------|------|------|------|------|------|
| A1  | 12.63| 4.00 | 7.00 | 9.59 | 11.00| 14.00| 12.15| 18.00| 22.00| 5.00 |
| A2  | 6.00 | 15.00| 8.00 | 7.00 | 23.44| 2.00 | 1.00 | 20.00| 13.69| 6.94 |
| A3  | 6.45 | 5.14 | 15.00| 19.00| 16.00| 10.00| 10.00| 8.00 | 11.44| 7.22 |
| A4  | 6.00 | 8.00 | 1.00 | 10.00| 16.00| 19.00| 25.00| 13.82| 7.18 | 16.00|
| A5  | 3.00 | 15.20| 8.00 | 26.50| 20.00| 18.00| 15.00| 24.33| 20.00| 15.00|
| A6  | 24.00| 15.00| 21.00| 7.00 | 27.50| 21.50| 5.00 | 25.00| 15.67| 11.00|
| A7  | 24.00| 30.00| 4.00 | 5.00 | 2.00 | 7.00 | 18.75| 2.00 | 6.00 | 2.00 |
| A8  | 35.80| 24.50| 40.00| 8.00 | 7.00 | 2.00 | 9.00 | 3.50 | 24.00| 23.00|

Source: Prepared by the author.

Let us see how the first value (12.63) is calculated:

$$hb_{1,1} = \frac{0.7 \times 10 + 0.3 \times (11 + 15 + 18)}{0.7 + 3 \times 0.3} = 12.63$$

The next step (Step 4) consists of model formulating. We do not present the whole model since it contains 80 decision variables (e.g., \(x_{2,3}\) equals 1 if Agent A2 performs task T3, and 0 otherwise), one objective function (with 80 products), 8 constraints concerning the agents, 10 constraints related to the tasks and 80 variable constraints. We only show a reduced version of the objective function, the first agent condition, and the first task condition (decision variables are binary).

Function : 12.63\(x_{1,1}\) + 4.00\(x_{1,2}\) + \(\cdots\) + 23.00\(x_{8,10}\) \(\rightarrow\) max

Constraint (1) : \(1 \leq x_{1,1} + x_{1,2} + \cdots + x_{1,10} \leq 3\)

Constraint (9) : \(x_{1,1} + x_{2,1} + \cdots + x_{8,1} = 1\)

The solution has been obtained by SAS/OR, which is an optimization software (Step 5). The results are given in Table 5. The maximal total expected efficiency equals 264.07, but let us emphasize that it is only an estimated value (the real one may be different since it depends on the scenarios that will occur for particular agent–work performances). As we see, Agents A1–A7 are supposed to execute one task; Worker A8 has to perform three works.

Within Step 6, it is possible to amend the solution if some selected assignments are characterized by a considerable dispersion of estimated efficiencies and there is another available assignment with a lower dispersion. In our case, the highest dispersion (among the chosen assignments), which could be replaced by a lower one, occurs for A2-T5, but let us assume that the project manager accepts such a standard deviation level (i.e., 8.54). If he wanted to modify the plan, a new optimization model would be solved with an additional constraint: \(x_{2,5} = 0\) (such a constraint should also be added for all the potential agent–job assignments characterized by a standard deviation level equal to at least 8.54). Then again, the PM would have the opportunity to accept the solution or to change it.
Table 5. Optimal assignments (total expected efficiency maximization).

| A/T | T1 | T2 | T3 | T4 | T5 | T6 | T7 | T8 | T9 | T10 |
|-----|----|----|----|----|----|----|----|----|----|-----|
| A1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0   |
| A2  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0   |
| A3  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0   |
| A4  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0   |
| A5  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0   |
| A6  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0   |
| A7  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 0   |
| A8  | 1  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 1   |

Source: Prepared by the author.

EXAMPLE 2

As was already mentioned, the algorithm enables us to find the solution for each optimization model presented in Section 2.1.

If

- the PM is interested in maximizing the efficiency of the least efficient worker,
- the problem involves 8 agents (A1–A8 from Table 3) and 8 jobs (T1–T8 from Table 3),
- it is required that all tasks be accomplished by assigning exactly one agent to each task and exclusively one job to each agent,

the objective function, the first agent condition, the first agent efficiency condition, and the first task constraint (decision variables are binary) would be as follows:

\[
\text{Function: } e \rightarrow \max \\
\text{Constraint (1): } x_{1,1} + x_{1,2} + \cdots + x_{1,8} = 1 \\
\text{Constraint (9): } 12.63x_{1,1} + 4.00x_{1,2} + \cdots + 18.00x_{1,8} \geq e \\
\text{Constraint (17): } x_{1,1} + x_{2,1} + \cdots + x_{8,1} = 1
\]

For the solution presented in Table 6, the individual expected agent efficiencies are equal to 18.00, 23.44, 19.00, 25.00, 18.00, 21.00, 30.00, and 35.8, respectively. Hence, the efficiency of the least efficient worker equals 18. This time again, there is an assignment with high dispersion, A2–T5. If necessary, the plan can be modified by solving the same model with an additional condition \( x_{2,5} = 0 \) and similar conditions for each potential assignment with a dispersion not lower than 8.54. It is up to the project manager to evaluate the first solution and possibly change it.

Table 6. Optimal assignments (expected efficiency maximization of the least efficient worker).

| A/T | T1 | T2 | T3 | T4 | T5 | T6 | T7 | T8 |
|-----|----|----|----|----|----|----|----|----|
| A1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  |
| A2  | 0  | 0  | 0  | 0  | 0  | 1  | 0  | 0  |
| A3  | 0  | 0  | 0  | 1  | 0  | 0  | 0  | 0  |
| A4  | 0  | 0  | 0  | 0  | 0  | 0  | 0  | 1  |
| A5  | 0  | 0  | 0  | 0  | 0  | 0  | 1  | 0  |
| A6  | 0  | 0  | 1  | 0  | 0  | 0  | 0  | 0  |
| A7  | 0  | 1  | 0  | 0  | 0  | 0  | 0  | 0  |
| A8  | 1  | 0  | 0  | 0  | 0  | 0  | 0  | 0  |

Source: Prepared by the author.

4. Discussion

Let us analyze the algorithm in detail.

(1) According to Point 5 presented in Section 3.1, the goal of the new algorithm is to indicate the best pure strategy (not mixed strategy). In the context of the assignment
problem, a pure strategy occurs when particular jobs are entirely assigned to one worker. However, as mentioned in Section 3.2, sometimes a given agent might not finish the task due to numerous possible chance events (e.g., illness). In such circumstances, the initial optimal assignment plan has to be updated by assigning the rest of the job to another agent. Note that the new strategy should still fulfill the constraints of the primary model (i.e., the maximal number of tasks for particular agents must not be exceeded). Imagine that Agent A8 has just accomplished T1 and T10. He has also executed a part of Task T3. Unfortunately, he is not able to continue this activity due to some unexpected events. Hence, the PM may assign the rest of Task T3 to A6 because A6 has executed only one activity and, among the remaining agents, this worker is the best for Task T3. A6-T3 performance is worse than the A8-T3, so total expected efficiency will certainly decrease; however, the dispersion connected with A6-T3 is equal to 0, which means that its efficiency is guaranteed. Note that when the plan has to be modified during project realization at moment $t$, total expected efficiency may be calculated as the sum of the real efficiency observed from the beginning of the project to $t$ and the expected efficiency related to the period starting at moment $t$ and ending with the project completion.

(2) According to Points 1 and 3, the only uncertainty factor considered in the algorithm is related to agent–work performance. This element is very often difficult to predict. Furthermore, depending on the agent–work case, particular performances can be determined by different aspects. That is why the procedure gives the opportunity to diversify the set of possible scenarios (Point 4) and the level of pessimism and optimism coefficients (point 6) for each agent–task performance. The possibility of applying diverse parameters is crucial since, in real problems, the PM may have a different perception of particular human abilities.

(3) In a sense, the AP algorithm under uncertainty is similar, for instance, to PERT (a project evaluation and review technique), which is a tool used in project time management (another area distinguished by PMI). PERT gives the opportunity to estimate three durations (pessimistic, most likely, optimistic) for each activity belonging to the project. The nondeterministic AP procedure also enables us to consider several scenarios, but this time (and this is a significant advantage), the number of possible scenarios for each agent–task performance may vary from 1 to any positive integer value (see Point 4).

(4) Note that the AP algorithm under uncertainty is not the first AP procedure referring to scenarios. Numerous papers have been devoted to the min–max assignment problem and the min–max regret assignment problem (e.g., Aissi et al. 2005; Deineko and Woeginger 2006; Wu et al. 2018), where the scenarios are also applied. However, the assumptions and methodology adopted in those papers differ significantly from the idea presented in this article. In the cited papers, the construction of the problem allows us only to analyze the case of decision-makers being extreme pessimists since the aim of the applied methods is to find “a solution with the best worst-case value across all scenarios” (which is characteristic of the Wald rule) or to find “a feasible solution minimizing, over all possible scenarios, the maximum deviation of the value of the solution from the optimal value of the corresponding scenario” (which is characteristic of the Savage rule). Here, the DM’s attitude towards risk is taken into consideration in a quite simple way, and the use of the optimism coefficient enables us to solve the assignment problem for any decision-maker (pessimist, moderate, optimist). Additionally, the number of scenarios for each agent–task performance may be different, which is not the case for the procedures described in the aforementioned papers.

(5) The novel approach (similarly to the original AP algorithm) still enables the project manager to find the best assignment for various optimization models (see Point 9). He or she can focus on the following objectives: total efficiency maximization, entire cost/time minimization, maximization of the efficiency of the least efficient worker,
minimization of the time of the lowest worker, or minimization of the cost of the most expensive worker. Note that in the case of a cost objective function, there is no need to take into consideration all the cost factors because some of them may be common for each worker. It is better to focus on the elements that differ for particular agents (e.g., remuneration).

(6) It is worth underlining that sometimes the optimization model may contain more than one optimal solution (i.e., solutions that have the best value of the objective function); however, when solving the model, only one optimal strategy is generated by the optimization tool. The remaining optimal plans may be obtained after subsequent use of this tool, but there is no guarantee that the whole set of optimal solutions will be found. Nevertheless, even if the manager does not know the number of optimal strategies and cannot generate all of them, such knowledge is not crucial in the decision-making process since each optimal plan satisfies all the constraints of the model and has the same level of objective function. The significant difference between particular optimal solutions may concern varied maximal dispersions, but Step 6 of the algorithm allows the DM to control this factor. If the dispersion connected with a given optimal solution is too high for the manager, there is an opportunity to generate a new strategy that does not contain the assignment with the unwanted dispersion level. Hence, if the optimization model consists of several optimal plans, and the DM is not willing to perform the first generated solution, Step 6 of the procedure can lead him or her to another optimal solution.

(7) Point 7 of the AP algorithm under uncertainty concerns the use of the H + B index. Note that this measure gives the possibility of assigning the highest weight to the value that is the most expected; however, importantly, the remaining values connected with a given agent–task assignment are also considered because the less-essential weight is assigned to all of them. Such an approach enables the PM to control not only the extreme scenarios but each intermediate scenario as well, which is extremely vital when dealing with uncertainty. Let us add that thanks to the denominator of the H + B index (being the sum of all the applied weights), the final H + B measurement is never lower than the outcome of the worst scenario and never higher than the outcome of the best scenario.

5. Conclusions

When considering new projects (innovative or innovation projects) or projects performed in very turbulent times, human resource project management and optimization need nondeterministic models and algorithms. The method proposed in this contribution is designed for the assignment problem under uncertainty. It is based on binary programming and selected features of the Hurwicz and Bayes decision rules.

On the one hand, the novel approach is more complex than the deterministic procedure, but on the other hand,

- it allows the project managers to apply scenario planning (a relatively simple tool) to parameter estimation,
- it gives the opportunity to include information on the decision-maker’s (manager’s) nature (state of mind/soul) and attitude towards risk within a given problem—this is possible thanks to the pessimism and optimism coefficients, which are also used in other well-known decision rules),
- it does not require the use of objective probabilities (due to a high degree of uncertainty), and
- it enables the project managers to accept or correct the obtained solution (thanks to the standard deviation analysis).

In connection with all these observations, we recognize the numerous advantages of applying the AP algorithm under uncertainty to human resource project management. As a matter of fact, it may support each stage of HRPM, i.e., human resource plan development, project team acquisition, project team development, and project team management
The suggested procedure requires defining the problem assumptions (which is significant in the first stages) and allows undertaking simulations (which can be helpful even in the last stage of HRPM). By changing selected parameters of the AP model (e.g., a given agent–task performance, the optimism coefficient, or the number of tasks that are supposed to be executed by particular workers), the project manager has the opportunity to analyze diverse plans and even modify strategies that have already been implemented.

The AP algorithm under uncertainty cannot be directly compared with existing procedures designed for nondeterministic situations since the majority of them refer to probabilities, fuzziness, and randomization, which are rather applied to problems with a lower degree of uncertainty than the cases investigated in this paper. A direct comparative analysis may be made only between the novel procedure and the methods based on scenario planning. Such approaches have already been developed, but their main limitations result from the fact that they can be used only by extreme pessimists, and they require an identical number of scenarios for each agent–task performance.

Hence, the first novelty of the study is the possibility of finding the optimal solution for any kind of decision-maker (extreme pessimist, moderate pessimist, moderate DM, moderate optimist, and extreme optimist) with a relatively easy tool—i.e., scenario planning. The second, but also very significant, novelty is the hybrid character of the new method, which combines binary programming with scenario planning, the Hurwicz rule, the Bayes rule, and standard deviation analysis. This combination enables the consideration of diverse decision-makers and allows managers without sophisticated mathematical skills to solve problems. The third novelty is related to the opportunity of assigning different sets of scenarios for a particular agent–task performance. The fourth original factor is connected with the applications of the suggested procedure—existing methods may support projects with a medium degree of novelty, while this approach has been developed for projects with a high degree of novelty.

The results of the research described in this paper have vital managerial implications. First, any manager’s attitude towards risk may be taken into account, thanks to the presented procedure. Second, when applying the AP algorithm under uncertainty, the project manager does not need to acquire knowledge in the field of advanced mathematics. Third, the method allows the managers to analyze realistic projects as it is not based on the assumption that each agent–task performance must depend on the same set of scenarios. Fourth, thanks to the use of the H + B rule (which is a combination of the Hurwicz measure and the Bayes measure), all the values connected with a given performance are taken into consideration (not only the extreme ones)—such an approach gives the manager a stronger sense of keeping control of the situation. Fifth, if the manager is not willing to accept the maximal standard deviation related to the optimal solution, he or she may modify the generated plan by including additional constraints and solving for a new model—this is possible thanks to the last step of the algorithm.

The current procedure is designed for independent agent–task performances, which, in the case of some real projects, can be treated as a limitation of the method. That is why a future direction for the conducted research could concern the extension of the algorithm for cases with dependent efficiencies, costs, or times. Other possible future directions are related to the use of an uncertain number of agents and tasks. In future research, it would also be desirable to extend the AP algorithm under uncertainty to applications mentioned in Section 2.2., especially to multicriteria decision-making, since managers often assess particular strategies on the basis of more than one criterion.
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