THE IRREDUCIBILITY AND MONOGENICITY OF POWER COMPOSITIONAL TRINOMIALS
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Abstract. A polynomial $f(x) \in \mathbb{Z}[x]$ of degree $N$ is called monogenic if $f(x)$ is irreducible over $\mathbb{Q}$ and $\{1, \theta, \theta^2, \ldots, \theta^{N-1}\}$ is a basis for the ring of integers of $\mathbb{Q}(\theta)$, where $f(\theta) = 0$. Define $F(x) := x^m + Ax^{m-1} + B$. In this article, we determine sets of conditions on $m$, $A$, and $B$, such that the power compositional trinomial $F(x^p)$ is monogenic for all integers $n \geq 0$ and a given prime $p$. Furthermore, we prove the actual existence of infinite families of such trinomials $F(x)$.

1. Introduction

Unless stated otherwise, when we say that $f(x)$ is “irreducible”, we mean irreducible over $\mathbb{Q}$. We let $\Delta(f(x))$, or simply $\Delta(f)$, and $\Delta(K)$ denote the discriminants over $\mathbb{Q}$, respectively, of $f(x)$ and a number field $K$. If $f(x)$ is irreducible, with $f(\theta) = 0$ and $K = \mathbb{Q}(\theta)$, then

$$\Delta(f) = [\mathbb{Z}_K : \mathbb{Z}[\theta]]^2 \Delta(K),$$

where $\mathbb{Z}_K$ is the ring of integers of $K$. We define $f(x)$ to be monogenic if $f(x)$ is irreducible and $\mathbb{Z}_K = \mathbb{Z}[\theta]$, or equivalently from (1.1), that $\Delta(f) = \Delta(K)$. When $f(x)$ is monogenic, $\{1, \theta, \theta^2, \ldots, \theta^{\deg(f)-1}\}$ is a basis for $\mathbb{Z}_K$, commonly referred to as a power basis. The existence of a power basis facilitates computations in $\mathbb{Z}_K$, as in the case of the cyclotomic polynomials $\Phi_n(x)$ [26]. We see from (1.1) that if $\Delta(f)$ is squarefree, then $f(x)$ is monogenic. However, the converse is false in general, and when $\Delta(f)$ is not squarefree, it can be quite difficult to determine whether $f(x)$ is monogenic.

In this article, our focus is on trinomials of the form

$$F(x) := F_{m,A,B}(x) = x^m + Ax^{m-1} + B \in \mathbb{Z}[x].$$

We determine sets of conditions on $m$, $A$ and $B$ so that the power compositional trinomial $F(x^p)$ is monogenic (and hence irreducible) for all integers $n \geq 0$ and a given prime $p$. We then prove the actual existence of infinite families of such trinomials. Although much research has been conducted concerning the irreducibility and monogenicity of trinomials [2, 4, 7, 11–14, 16, 17, 20, 21, 23, 24], the approaches presented in this article are novel, and they allow us to construct new infinite families of monogenic trinomials in a manner unlike any methods previously used. Our main results are as follows.
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Theorem 1.1. Let $\mathcal{F}(x)$ be as defined in (1.2), and let $p \geq 3$ be a prime. Define
\begin{equation}
\mathcal{D} := m^m B - (-1)^m (m-1)^{m-1} A^m .
\end{equation}

(1) When $m = 2$, let $A = 4pu + p^2 + 2$ and $B = 2pt + 1$, where $u, t \in \mathbb{Z}$ are such that $B$ and $\mathcal{D}$ are squarefree, with $|B| \geq 2$.

(2) When $m \in \{3, 4\}$, let $A = 4p^2u + 1$ and $B = 2pt + p$, where $u, t \in \mathbb{Z}$ are such that $B$ and $\mathcal{D}$ are squarefree, with $|B| \geq 2$.

(3) When $m \geq 5$, let $A = 4p^2u + 1$ and $B = 2pt + p$, where $u, t \in \mathbb{Z}$ are such that $B$ and $\mathcal{D}$ are squarefree, with $|B| \geq 2$, and assume that $\mathcal{F}(x)$ is irreducible. Then, in any case above, $\mathcal{F}(x^p^n)$ is monogenic for all $n \geq 0$.

Corollary 1.2. Let $\mathcal{F}(x)$ be as defined in (1.2), let $p \geq 3$ be a prime, and let $u \in \mathbb{Z}$. Let $\mathcal{D}$ be as defined in (1.3). Then, in any case of Theorem 1.1, there exist infinitely many prime values of $t$ such that $\mathcal{F}(x^p^n)$ is monogenic for all $n \geq 0$.

2. Preliminaries

The formula for the discriminant of an arbitrary monic trinomial, due to Swan [25], is given in the following theorem.

Theorem 2.1. Let $f(x) = x^n + Ax^m + B \in \mathbb{Q}[x]$, where $0 < m < n$, and let $d = \text{gcd}(n, m)$. Then
\begin{equation}
\Delta(f) = (-1)^{(n(n-1))/2} B^{m-1} \left( p^{n/d} B^{(n-m)/d} - (-1)^{n/d} (n-m)^{n-m)/d} m^{m/d} A^{n/d} \right)^d.
\end{equation}

The following immediate corollary of Theorem 2.1 is of pertinence to us here.

Corollary 2.2. Let $\mathcal{F}(x)$ be as defined in (1.2), and let $p$ be a prime. Then, for any integer $n \geq 0$, we have
\begin{equation}
\Delta(\mathcal{F}(x^p^n)) = (-1)^{mp^2(n-1)/2} B^{(m-1)p^n - 1} p^{mp^2n} \mathcal{D}^{p^n},
\end{equation}
where $\mathcal{D}$ is as defined in (1.3).

The next two theorems are due to Capelli [22].

Theorem 2.3. Let $f(x)$ and $h(x)$ be polynomials in $\mathbb{Q}[x]$ with $f(x)$ irreducible. Suppose that $f(\alpha) = 0$. Then $f(h(x))$ is reducible over $\mathbb{Q}$ if and only if $h(x) - \alpha$ is reducible over $\mathbb{Q}(\alpha)$.

Theorem 2.4. Let $c \in \mathbb{Z}$ with $c \geq 2$, and let $\alpha \in \mathbb{C}$ be algebraic. Then $x^c - \alpha$ is reducible over $\mathbb{Q}(\alpha)$ if and only if either there is a prime $p$ dividing $c$ such that $\alpha = \beta^p$ for some $\beta \in \mathbb{Q}(\alpha)$ or $4 \mid c$ and $\alpha = -4\beta^4$ for some $\beta \in \mathbb{Q}(\alpha)$.

The following theorem, known as Dedekind’s Index Criterion, or simply Dedekind’s Criterion if the context is clear, is a standard tool used in determining the monogenicity of a polynomial.

Theorem 2.5 (Dedekind [3]). Let $K = \mathbb{Q}(\theta)$ be a number field, $T(x) \in \mathbb{Z}[x]$ the monic minimal polynomial of $\theta$, and $\mathbb{Z}_K$ the ring of integers of $K$. Let $q$ be a prime number and let $\mathcal{T}$ denote reduction of $\star$ modulo $q$ (in $\mathbb{Z}$, $\mathbb{Z}[x]$ or $\mathbb{Z}[\theta]$). Let
\begin{equation}
\mathcal{T}(x) = \prod_{i=1}^{k} p_i(x)^{r_i}
\end{equation}
be the factorization of $T(x)$ modulo $q$ in $\mathbb{F}_q[x]$, and set

$$g(x) = \prod_{i=1}^{k} \tau_i(x),$$

where the $\tau_i(x) \in \mathbb{Z}[x]$ are arbitrary monic lifts of the $\tau_i(x)$. Let $h(x) \in \mathbb{Z}[x]$ be a monic lift of $T(x)/g(x)$ and set

$$F(x) = \frac{g(x)h(x) - T(x)}{q} \in \mathbb{Z}[x].$$

Then

$$[\mathbb{Z}_K : \mathbb{Z}[\theta]] \not\equiv 0 \pmod{q} \iff \gcd(F, g, \mathcal{F}) = 1 \text{ in } \mathbb{F}_q[x].$$

The next result is essentially a “streamlined” version of Dedekind’s index criterion for trinomials.

**Theorem 2.6.** [10] Let $N \geq 2$ be an integer. Let $K = \mathbb{Q}(\theta)$ be an algebraic number field with $\theta \in \mathbb{Z}_K$, the ring of integers of $K$, having minimal polynomial $f(x) = x^N + Ax^M + B$ over $\mathbb{Q}$, with $\gcd(M, N) = q_0$, $M = M_1q_0$ and $N = N_1q_0$. A prime factor $q$ of $\Delta(f)$ does not divide $[\mathbb{Z}_K : \mathbb{Z}[\theta]]$ if and only if all of the following statements are true:

1. if $q \mid A$ and $q \mid B$, then $q^2 \nmid B$;
2. if $q \mid A$ and $q \nmid B$, then either $q \mid A_2$ and $q \nmid B_1$ or $q \nmid A_2\left((-B)^{M_1}A_2^{N_1} - (-B_1)^{M_1}\right)$,

where $A_2 = \frac{B + (-B)^{q^j}}{q}$ with $q^j \mid N$;
3. if $q \nmid A$ and $q \mid B$, then either $q \mid A_1$ and $q \nmid B_2$ or $q \nmid A_1B_2^{M_1-1}\left((-A)^{M_1}A_1^{N_1} - (-B_2)^{N_1} - M_1\right)$,

where $A_1 = \frac{A + (-A)^{q^j}}{q}$ with $q^j \mid N - M$, and $B_2 = B/q$;
4. if $q \nmid AB$ and $q \mid M$ with $N = s'q^k$, $M = sq^k$, $q \nmid \gcd(s', s)$, then the polynomials

$$x^{s'} + Ax^s + B \quad \text{and} \quad A x^{sq^k} + B + (-Ax^s - B)^{q^k}$$

are coprime modulo $q$;
5. if $q \nmid ABM$, then

$$q^2 \nmid \left(B^{N_1-M_1}N_1^{M_1} - (-1)^{M_1}A^{N_1}M_1^{M_1}(M_1 - N_1)^{N_1-M_1}\right).$$

**Remark 2.7.** We will find both Theorem 2.5 and Theorem 2.6 useful in our investigations.

The next theorem follows from Corollary (2.10) in [13].

**Theorem 2.8.** Let $K$ and $L$ be number fields with $K \subset L$. Then

$$\Delta(K)^{[L:K]} \mid \Delta(L).$$
Theorem 2.9. Let $G(t) \in \mathbb{Z}[t]$, and suppose that $G(t)$ factors into a product of distinct irreducibles, such that the degree of each irreducible is at most 3. Define

$$N_G(X) = |\{p \leq X : p \text{ is prime and } G(p) \text{ is squarefree}\}|.$$ 

Then,

$$N_G(X) \sim C_G \frac{X}{\log(X)},$$

where

$$C_G = \prod_{\ell \text{ prime}} \left(1 - \frac{\rho_G(\ell^2)}{\ell(\ell - 1)}\right)$$

and $\rho_G(\ell^2)$ is the number of $z \in (\mathbb{Z}/\ell^2\mathbb{Z})^*$ such that $G(z) \equiv 0 \pmod{\ell^2}$.

Remark 2.10. Theorem 2.9 follows from work of Helfgott, Hooley and Pasten [8, 9, 19]. For more details, see [14].

Definition 2.11. In the context of Theorem 2.9, for $G(t) \in \mathbb{Z}[t]$ and a prime $\ell$, if $G(z) \equiv 0 \pmod{\ell^2}$ for all $z \in (\mathbb{Z}/\ell^2\mathbb{Z})^*$, we say that $G(t)$ has a local obstruction at $\ell$.

The following immediate corollary of Theorem 2.9 is used to establish Corollary 1.2.

Corollary 2.12. Let $G(t) \in \mathbb{Z}[t]$, and suppose that $G(t)$ factors into a product of distinct irreducibles, such that the degree of each irreducible is at most 3. To avoid the situation when $C_G = 0$, we suppose further that $G(t)$ has no local obstructions. Then there exist infinitely many primes $\rho$ such that $G(\rho)$ is squarefree.

We make the following observation concerning $G(t)$ from Corollary 2.12 in the special case when each of the distinct irreducible factors of $G(t)$ is of the form $a_t t + b_t$ with $\gcd(a_t, b_t) = 1$. In this situation, it follows that the minimum number of distinct factors required in $G(t)$ so that $G(t)$ has a local obstruction at the prime $\ell$ is $2(\ell - 1)$. More precisely, in this minimum scenario, we have

$$G(t) = \prod_{i=1}^{2(\ell - 1)} (a_i t + b_i) \equiv C(t - 1)^2(t - 2)^2 \cdots (t - (\ell - 1))^2 \pmod{\ell},$$

where $C \not\equiv 0 \pmod{\ell}$. Then each zero $r$ of $G(t)$ modulo $\ell$ lifts to the $\ell$ distinct zeros

$$r, \quad r + \ell, \quad r + 2\ell, \quad \ldots, \quad r + (\ell - 1)\ell \in (\mathbb{Z}/\ell^2\mathbb{Z})^*$$

of $G(t)$ modulo $\ell^2$ [3, Theorem 4.11]. That is, $G(t)$ has exactly $\ell(\ell - 1) = \phi(\ell^2)$ distinct zeros $z \in (\mathbb{Z}/\ell^2\mathbb{Z})^*$. Therefore, if the number of factors $k$ of $G(t)$ satisfies $k < 2(\ell - 1)$, then there must exist $z \in (\mathbb{Z}/\ell^2\mathbb{Z})^*$ for which $G(z) \not\equiv 0 \pmod{\ell^2}$, and we do not need to check such primes $\ell$ for a local obstruction. Consequently, only finitely many primes need to be checked for local obstructions. They are precisely the primes $\ell$ such that $\ell \leq (k + 2)/2$. 
3. The Proof of Theorem 1.1

Before we begin the proof of Theorem 1.1, we require the following.

**Lemma 3.1.** Let \( f(x) \in \mathbb{Z}[x] \) be monic and irreducible, and let \( p \) be a prime. If \( |f(0)| \geq 2 \) and \( f(0) \) is squarefree, then \( f(x^p) \) is irreducible for all \( n \geq 0 \).

**Proof.** Suppose that \( f(\alpha) = 0 \). Let \( n \geq 1 \) and assume, by way of contradiction, that \( f(g(x)) \) is reducible, where \( g(x) = x^p \). We deduce from Theorems 2.3 and 2.4 that \( \alpha = \beta^p \) for some \( \beta \in \mathbb{Q}(\alpha) \). Then we conclude, by taking the norm \( N := N_{\mathbb{Q}(\alpha)/\mathbb{Q}} \), that

\[
N(\beta)^p = N(\alpha) = (-1)^{\deg(f)} f(0),
\]

which contradicts the fact that \( f(0) \) is squarefree since \( N(\beta) \in \mathbb{Z} \) and \( |f(0)| \geq 2 \). \( \square \)

Note that the conditions in part (b) of Theorem 1.1 contain the assumption that \( F(x) \) is irreducible. Under this assumption, we obtain the following immediate corollary of Lemma 3.1.

**Corollary 3.2.** Let \( m \in \mathbb{Z} \) with \( m \geq 3 \) and let \( p \) be a prime with \( p \geq 3 \). Let \( F(x) \) be as defined in 1.2, and let \( D \) be as defined in 1.3. Suppose that \( A = 4p^2u + 1 \) and \( B = 2pt + p \), where \( u, t \in \mathbb{Z} \) are such that \( B \) and \( D \) are squarefree, with \( |B| \geq 2 \). If \( F(x) \) is irreducible, then \( F(x^{p^n}) \) is irreducible for all \( n \geq 0 \).

Computer evidence suggests the following, which, if true, implies the conclusion of Corollary 3.2 by Lemma 3.1.

**Conjecture 3.3.** Let \( m \geq 3 \), and let \( F(x) \) be as defined in 1.2. If \( A \equiv 1 \) (mod 4) and \( B \equiv 1 \) (mod 2), with \( B \) squarefree and \( |B| \geq 2 \), then \( F(x) \) is irreducible.

The next lemma is similar in nature to Lemma 3.1 in [15]. We let \( T \) be the set of the 12 possible ordered pairs \((a, b)\), where \( 0 \leq a \leq 3 \) and \( 1 \leq b \leq 3 \), corresponding respectively to the possible congruence classes modulo 4 of \( A \) and \( B \) (excluding \( b = 0 \) since \( B \) is squarefree). For any integer \( z \), we let \( \hat{z} \in \{0, 1, 2, 3\} \) be the reduction of \( z \) modulo 4.

**Lemma 3.4.** Let \( F(x) \) be as defined in 1.2 with \( m \in \{2, 3, 4\} \), and let \( p \) be a prime. Suppose that \( B \) is squarefree with \( |B| \geq 2 \). Then \( F(x^{p^n}) \) is irreducible for all \( n \geq 0 \) if \((\hat{A}, \hat{B}) \in \Gamma_m\), where

\[
\Gamma_m = \begin{cases} 
\{(0, 1), (0, 2), (1, 1), (1, 3), (2, 2), (2, 3), (3, 1), (3, 3)\} & \text{if } m \in \{2, 4\} \\
\{(0, 2), (1, 1), (1, 3), (2, 2), (3, 1), (3, 3)\} & \text{if } m = 3.
\end{cases}
\]

Moreover, for each \( m \in \{2, 3, 4\} \), and each \((a, b) \in T \setminus \Gamma_m\), there exist integers \( A \) and \( B \) with \((\hat{A}, \hat{B}) = (a, b)\) such that \( F(x^{p^n}) \) is reducible for all \( n \geq 0 \).

**Proof.** We begin by showing, for each \( m \in \{2, 3, 4\} \) and each \((\hat{A}, \hat{B}) \in \Gamma_m\), that \( F(x) \) is irreducible. It is easy to check that \( F(x) \) has no zeros modulo 4, which verifies that \( F(x) \) is irreducible when \( m \in \{2, 3\} \). When \( m = 4 \), we also need to show that \( F(x) \) cannot be written as the product of two irreducible quadratics. Suppose then that

\[
F(x) = x^4 + Ax^3 + B = (x^2 + c_1x + c_0)(x^2 + d_1x + d_0),
\]
for some $c_i, d_i \in \mathbb{Z}$. Expanding this factorization and equating coefficients yields the system of equations:

$$
\begin{align*}
\text{constant term : } & \quad c_0d_0 = B \\
\text{x : } & \quad c_0d_1 + c_1d_0 = 0 \\
\text{x}^2 : & \quad c_0 + d_0 + c_1d_1 = 0 \\
\text{x}^3 : & \quad c_1 + d_1 = A.
\end{align*}
$$

(3.1)

It turns out that for each $(\hat{A}, \hat{B}) \in \Gamma_4$, the system (3.1) is impossible modulo 4. For example, if $(\hat{A}, \hat{B}) = (3, 1)$, then

either $c_0 \equiv d_0 \equiv 1 \pmod{4}$ or $c_0 \equiv d_0 \equiv 3 \pmod{4}$.

In either of these cases, we see in (3.1) that the congruence corresponding to the coefficient on $x$ contradicts the congruence corresponding to the coefficient on $x^3$. Similar contradictions are easily seen to occur for each $(\hat{A}, \hat{B}) \in \Gamma_4$, and we omit the details. It follows that $F(x^{p^n})$ is irreducible for all $n \geq 0$ by Lemma 3.1.

To complete the proof, for each $m \in \{2, 3, 4\}$ we give in Tables 1, 2 and 3, respectively, an example of each $(\hat{A}, \hat{B}) \in T \setminus \Gamma_m$ such that $F(x^{p^n})$ is reducible for all $n \geq 0$. We also give the factorization of $F(x^{p^n})$.

Table 1. Examples for $(\hat{A}, \hat{B}) \in T \setminus \Gamma_2$ and their factorizations

| $(\hat{A}, \hat{B}) \in T \setminus \Gamma_2$ | $(A, B)$ | Factorization of $F(x^{p^n})$ |
|-------------------------------------------|----------|-------------------------------|
| (0, 3)                                    | (4, 3)   | $(x^{p^n} + 1)(x^{p^n} + 3)$ |
| (1, 2)                                    | (5, 6)   | $(x^{p^n} + 2)(x^{p^n} + 3)$ |
| (2, 1)                                    | (2, 1)   | $(x^{p^n} + 1)^2$            |
| (3, 2)                                    | (3, 2)   | $(x^{p^n} + 1)(x^{p^n} + 2)$ |

Table 2. Examples for $(\hat{A}, \hat{B}) \in T \setminus \Gamma_3$ and their factorizations

| $(\hat{A}, \hat{B}) \in T \setminus \Gamma_3$ | $(A, B)$ | Factorization of $F(x^{p^n})$ |
|-------------------------------------------|----------|-------------------------------|
| (0, 1)                                    | (−4, 5)  | $(x^{p^n} + 1)(x^{p^n} + 5)$  |
| (0, 3)                                    | (−4, 3)  | $(x^{p^n} + 1)(x^{p^n} + 3)$  |
| (1, 2)                                    | (−3, 2)  | $(x^{p^n} + 1)(x^{p^n} + 2)$  |
| (2, 1)                                    | (−2, 1)  | $(x^{p^n} + 1)(x^{p^n} + 1)$  |
| (2, 3)                                    | (−2, 3)  | $(x^{p^n} + 1)(x^{p^n} + 3)$  |
| (3, 2)                                    | (−1, 2)  | $(x^{p^n} + 1)(x^{p^n} + 2)$  |
Computer evidence suggests the following extension of Lemma 3.4.

**Conjecture 3.5.** Let $\mathcal{F}(x)$ be as defined in (1.2), and let $p$ be a prime. Suppose that $B$ is squarefree with $|B| \geq 2$. Then $\mathcal{F}(x^p)$ is irreducible for all $n \geq 0$ if $(\hat{A}, \hat{B}) \in \Gamma_m$, where

$$
\Gamma_m = \begin{cases} 
\{ (0, 1), (0, 2), (1, 1), (1, 3), (2, 2), (2, 3), (3, 1), (3, 3) \} & \text{if } m \equiv 0 \pmod{2} \\
\{ (0, 2), (1, 1), (1, 3), (2, 2), (3, 1), (3, 3) \} & \text{if } m \equiv 1 \pmod{2}.
\end{cases}
$$

**Remark 3.6.** Note that the truth of Conjecture 3.5 also implies the conclusion of Corollary 3.2.

**Lemma 3.7.** Let $\mathcal{F}(x)$ be as defined in (1.2), and let $p$ be a prime. Suppose that $B$ is squarefree with $|B| \geq 2$, and that $\mathcal{D}$, as defined in (1.3), is squarefree. If $\mathcal{F}(x)$ is irreducible, then $\mathcal{F}(x)$ is monogenic.

**Proof.** We have by Corollary 3.2 that

$$
\Delta(\mathcal{F}(x)) = \left( -1 \right)^{m(m-1)/2}B^{m-2}(m^m B - (-1)^m (m+1)^{m-1}A^m) = (-1)^{m(m-1)/2}B^{m-2}\mathcal{D}.
$$

Let $K = \mathbb{Q}(\theta)$, where $\mathcal{F}(\theta) = \theta^m + A\theta^{m-1} + B = 0$, and let $\mathbb{Z}_K$ denote the ring of integers of $K$. We check that all statements in Theorem 2.6 are true with $N := m$ and $M := m - 1$, and all primes $q$ dividing $\Delta(\mathcal{F}(x))$. Note that statements (1) and (3) are always true for any value of $q$ since, respectively, $B$ and $\mathcal{D}$ are squarefree.

Suppose first that $q \mid B$. We see immediately that statements (2) and (3) are trivially true. For statement (4), we have $\ell = 0$ so that $A_1 = 0$. Hence, $q \mid A_1$, and $q \nmid B_2$ since $B$ is squarefree. Thus, statement (4) is true and $[\mathbb{Z}_K : \mathbb{Z}[\theta]] \neq 0$ (mod $q$).

Suppose now that $q$ is a prime such that $q \nmid B$. Observe that if $q \mid A$ and $q \nmid B$, then $q \mid m$, which contradicts the fact that $\mathcal{D}$ is squarefree. Hence, statement (2) is trivially true. If $q \nmid A$ and $q \mid B$, then $\ell = 0$ so that $A_1 = 0$. Hence, $q \mid A_1$, and $q \nmid B_2$ since $B$ is squarefree. Therefore, statement (3) is true. Suppose next that $q \nmid AB$ and $q \mid (m-1)$. Then $q \mid m$ since $q \mid \mathcal{D}$, which is impossible, and so statement (4) is trivially true. Thus, $[\mathbb{Z}_K : \mathbb{Z}[\theta]] \neq 0$ (mod $q$), and consequently, $\mathcal{F}(x)$ is monogenic, which completes the proof of the lemma.

**Proof of Theorem 3.7.** For part (1), we see that

$$(\hat{A}, \hat{B}) \in \{(3, 1), (3, 3)\} \subset \Gamma_2.$$
Thus, \( \mathcal{F}(x^n) \) is irreducible for all \( n \geq 0 \) by Lemma 3.7 and \( \mathcal{F}(x) \) is monogenic by Lemma 3.7. By Corollary 2.2, we have that
\[
\Delta(\mathcal{F}(x^n)) = (-1)^p n(2p^{n-1})Bp^{n-1}p^{2n}D^n,
\]
where \( D = 4B - A^2 \).

Define
\[
\theta_n := \theta^{1/p^n} \quad \text{and} \quad K_n := \mathbb{Q}(\theta_n) \quad \text{for} \quad n \geq 0,
\]
noting that \( \theta_0 = \theta \) and \( K_0 = K \) from the proof of Lemma 3.7. Furthermore, observe that \( \mathcal{F}((\theta_n)^p) = 0 \) and \( [K_{n+1} : K_n] = p \) for all \( n \geq 0 \). We assume that \( \mathcal{F}(x^n) \) is monogenic and proceed by induction on \( n \). Then \( \Delta(\mathcal{F}(x^n)) = \Delta(K_n) \), and we deduce from Theorem 2.8 that
\[
\Delta(\mathcal{F}(x^n))^p \mid \Delta(K_{n+1}).
\]

By (3.3), we have that
\[
\Delta(\mathcal{F}(x^{n+1}))/\Delta(\mathcal{F}(x^n))^p = Bp + p^p + 1.
\]

Hence, to show that \( \mathcal{F}(x^{n+1}) \) is monogenic, we only have to show that
\[
[\mathbb{Z}_{K_{n+1}} : \mathbb{Z}[\theta_{n+1}]] \neq 0 \quad \text{(mod} \quad q \text{)}
\]
for all primes \( q \) dividing \( Bp \). We check that all statements in Theorem 2.6 are true for such primes, when applied to \( \mathcal{F}(x^{n+1}) = x^{2p^{n+1}} + Ax^{p+1} + B \).

Suppose first that \( q = p \). We use Theorem 2.5 with \( T(x) := \mathcal{F}(x^{p+1}) \). Since \( A \equiv 2 \pmod{p} \) and \( B \equiv 1 \pmod{p} \), we get that \( T(x) = (x + 1)^{2p^{n+1}} \). Thus, we can let \( g(x) = x + 1 \) and \( h(x) = (x + 1)^{2p^{n+1}} - 1 \), so that
\[
F(x) = \frac{g(x)h(x) - T(x)}{p^3}
= \frac{(x + 1)^{2p^{n+1}} - x^{2p^{n+1}} - A x^{p+1} - B}{p^3}
= \sum_{j=1}^{\frac{2p^{n+1}-1}{p}} \frac{\binom{2p^{n+1}}{j}}{p^3} x^j + \frac{(\binom{2p^{n+1}}{p} - A)x^{p+1}}{p^3} + \frac{1 - B}{p^3}.
\]

To show that \( \text{gcd}(T, \mathcal{F}) = 1 \), it is enough to show that \( F(-1) \neq 0 \pmod{p} \). Since
\[
\sum_{j=1}^{\frac{2p^{n+1}-1}{p}} \binom{2p^{n+1}}{j} x^j = (x + 1)^{2p^{n+1}} - x^{2p^{n+1}} - 1 - \binom{2p^{n+1}}{p+1} x^{p+1},
\]
it follows that
\[
\sum_{j=1}^{\frac{2p^{n+1}-1}{p}} \binom{2p^{n+1}}{j} (-1)^j = -2 + \binom{2p^{n+1}}{p+1} \equiv 0 \pmod{p^2} \quad \text{(mod} \quad p^2 \text{)}.
\]

Hence, the sum in \( 3.4 \) is zero modulo \( p \) when \( x = -1 \). Also, since \( A \equiv 2 \pmod{p} \) and \( B - 1 \) is squarefree, we see from \( 3.4 \) that
\[
F(-1) \equiv \frac{1 - B}{p} \neq 0 \pmod{p}.
\]

Thus, we conclude from Theorem 2.5 that \( 3.3 \) is true for \( q = p \).
Suppose next that \( q \mid B \). Note that \( q \neq p \). Here we use Theorem 2.3 and we want to show that all statements are true for \( F(x^{p^{n+1}}) \) with \( N = 2p^{n+1} \) and \( M = p^{n+1} \). Statement (1) is true since \( B \) is squarefree. We see that statements (2), (4) and (5) are trivially true. For statement (3), we have that
\[
\ell - F = p^{n+1} - x^{3p^{n+1} - 1} - 2x^{2p^{n+1}} + B,
\]
where
\[
D = 27B + 4A^3.
\]
Using (3.5) and Theorem 2.8 for
\[
\mathcal{F}(x^{p^{n+1}}) = x^{3p^{n+1} + 1} + Ax^{2p^{n+1}} + B,
\]
and arguing as in part (1) with \( \theta_q \) and \( K_n \) defined accordingly, we deduce that we only have to check primes dividing \( B \), since \( B \equiv 0 \pmod{p} \) in this case.

Suppose first that \( q = p \). We use Theorem 2.5 with \( T(x) := F(x^{p^{n+1}}) \). Since \( A \equiv 1 \pmod{p} \) and \( B \equiv 0 \pmod{p} \), we get that
\[
T(x) = x^{2p^{n+1}} + (x + 1)^{p^{n+1}}.
\]
Thus, we may let \( g(x) = x(x + 1) \) and \( h(x) = x^{2p^{n+1}} - 1(x + 1)^{p^{n+1}} - 1 \), so that
\[
F(x) = \frac{g(x)h(x) - T(x)}{p}
= \frac{x^{2p^{n+1}}(x + 1)^{p^{n+1}} - x^{3p^{n+1} + 1} - A2p^{n+1} - B}{p}
= \sum_{j=1}^{p^{n+1} - 1} \frac{p^{n+1}}{p} - x^{j+2p^{n+1}} + \left(1 - \frac{A}{p}\right)x^{2p^{n+1}} - \frac{B}{p}
\]
(3.6)
To show that \( \gcd(\overline{g,F}) = 1 \), it is enough to show that \( F(c) \equiv 0 \pmod{p} \), where \( c \in \{-1,0\} \). Note first that since \( A \equiv 1 \pmod{p^2} \), the middle term in (3.6) disappears in \( \overline{F} \). Observe next that the sum in (3.6) is zero when \( x = -1 \). Hence,
\[
F(c) \equiv -\frac{B}{p} \equiv 0 \pmod{p},
\]
since \( B \) is squarefree. Thus, we deduce from Theorem 2.6 that (3.6) is true for \( q = p \).

Suppose next that \( q \mid B \) with \( q \neq p \). Here we use Theorem 2.6 and we want to show that all statements are true for \( F(x^{p^{n+1}}) \) with \( N = 3p^{n+1} \) and \( M = 2p^{n+1} \). Statement (1) is true since \( B \) is squarefree. We see that statements (2), (4) and (5) are trivially true. For statement (3), we have that \( \ell = 0 \), since \( q \neq p \) and \( N - M = p^{n+1} \), and hence, \( A_1 = 0 \). Thus, \( q \mid A_1 \) and \( q \mid B_2 \) since \( B \) is squarefree.
Therefore, \(33\) is true. Consequently, \(F(x^n)\) is monogenic for all \(n \geq 0\) by induction. \(\square\)

4. Proof of Corollary \ref{corollary}

\textbf{Proof.} For all cases of \(m\) in Theorem \ref{theorem} we define \(G(t) := BD\). We wish to apply Corollary \ref{corollary} and so we must check for local obstructions. In light of the discussion following Corollary \ref{corollary} since \(B\) and \(D\) are both linear in \(t\), we only have to check for a local obstruction at the prime \(\ell = 2\).

Specifically, for part (1) of Theorem \ref{theorem} (when \(m = 2\)), we get that

\[
G(t) = p(2pt + 1)(8t - 16pu^2 - 8p^2u - 16u - 4p - p^3).
\]

Since \(G(1) \equiv 1 \pmod{4}\), there is no local obstruction at \(\ell = 2\). Thus, by Corollary \ref{corollary} there exist infinitely many primes \(\rho\) such that \(G(\rho)\) is squarefree. Therefore, we see that \(|B| \geq 2\), and both \(B\) and \(D\), individually, are squarefree for such primes \(\rho\). Note also that \(B - 1 = 2pt\) is squarefree when \(t = \rho > p\). Consequently, for each \(t = \rho > p\), \(F(x^n)\) is monogenic for all integers \(n \geq 0\) by Theorem \ref{theorem}.

When \(m \geq 3\), we get generically that

\[
G(t) = p(2t + 1)(m^m(2pt + p) - (-1)^m(m - 1)^{m-1}(4p^2u + 1)^m),
\]

from which it follows easily for \(m \geq 3\) that

\[
G(1) \equiv \begin{cases} 
3p \pmod{4} & \text{if } m \equiv 0 \pmod{4} \\
1 \pmod{4} & \text{if } m \equiv 1 \pmod{4} \\
p \pmod{4} & \text{if } m \equiv 2 \pmod{4} \\
3 \pmod{4} & \text{if } m \equiv 3 \pmod{4}.
\end{cases}
\]

Therefore, in each of these cases, we conclude from Corollary \ref{corollary} that there exist infinitely many primes \(\rho\) such that \(G(\rho)\) is squarefree. Consequently, for each \(t = \rho\), \(F(x^n)\) is monogenic for all integers \(n \geq 0\) by Theorem \ref{theorem}. \(\square\)
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