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Abstract

This paper is focused on the approximation of the Euler equations of compressible fluid dynamics on a staggered mesh. With this aim, the flow parameters are described by the velocity, the density and the internal energy. The thermodynamic quantities are described on the elements of the mesh, and thus the approximation is only $L^2$-accurate, while the kinematic quantities are globally continuous. The method is general in the sense that the thermodynamic and kinetic parameters are described by an arbitrary degree of polynomials. In practice, the difference between the degrees of the kinematic parameters and the thermodynamic ones is equal to 1. The integration in time is done using the forward Euler method but can be extended straightforwardly to higher-order methods. In order to guarantee that the limit solution will be a weak solution of the problem, we introduce a general correction method in the spirit of the Lagrangian staggered method described in [1, 2, 3], and we prove a Lax Wendroff theorem. The proof is valid for multidimensional versions of the scheme, even though most of the numerical illustrations in this work, on classical benchmark problems, are one-dimensional because we have easy access to the exact solution for comparison. We conclude by explaining that the method is general and can be used in different settings, for example, finite volume, or discontinuous Galerkin method, not just the specific one presented in this paper.

1 Introduction

The Euler equations of fluid dynamics are, formulated in their conservative version,

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \text{div}(\rho \mathbf{u}) &= 0, \\
\frac{\partial \rho \mathbf{u}}{\partial t} + \text{div}(\rho \mathbf{u} \otimes \mathbf{u} + p \mathbf{I}) &= 0, \\
\frac{\partial E}{\partial t} + \text{div}((E + p)\mathbf{u}) &= 0.
\end{align*}
\]

(1)

As usual, $\rho \geq 0$ is the density, $\mathbf{u}$ is the velocity vector, $E = e + \frac{1}{2} \rho \mathbf{u}^2$ is the total energy, $e \geq 0$ is the internal energy and $p$ is the pressure. The system is closed by an equation of state for $p = p(\rho, e)$. The simplest one is that of a calorically perfect gas

\[p = \frac{e}{\gamma - 1},\]

where the ratio of specific heats $\gamma$ is constant.
When the solution is smooth, the system (1) can be equivalently written in nonconservative form as

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \text{div}(\rho \mathbf{u}) &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} + \nabla p &= 0, \\
\frac{\partial e}{\partial t} + \mathbf{u} \cdot \nabla e + (e + p)\text{div}\mathbf{u} &= 0.
\end{align*}
\] (2)

When the solution is not smooth, the form (2) is meaningless because the differential operators are no longer defined. This is why the form (1) is preferred, in particular in its weak form, see [4]. This fact has a very strong implication for the design of numerical schemes applied to (1): the Lax-Wendroff theorem implies and guarantees that a suitable numerical approximation should be written in terms of flux.

However, the form (2) is better suited for engineering purposes, since one has direct access to the velocity and the internal energy. Hence a rather natural question is how to discretise the Euler equations directly from (2), and still have convergence to the correct weak solutions, at least formally.

One obvious way to achieve this is to start from a conservative approximation of (1), and by simple algebraic manipulations which amount to multiplying the numerical scheme by approximations of

\[
\begin{pmatrix}
1 & 0 & 0 \\
\mathbf{u} & \rho & 0 \\
\frac{\mathbf{u}^2}{2} & \rho \mathbf{u} & 1
\end{pmatrix}
\] (3)

lead to a scheme directly working on the primitive variables. This “new” scheme is equivalent to the original one.

This is not exactly the question we want to address here. We are interested in designing locally conservative approximations of (2) for which the thermodynamic variables are approximated in $L^2$ while the velocity is globally continuous. This can be seen as an Eulerian version of the Lagrangian schemes designed in [1, 2] or [3] and the related works by these authors. A similar question has been addressed by Herbin and co-authors, see, for example, [5, 6, 7] in the finite volume context. In these references, the authors describe a class of numerical schemes where the thermodynamic variables and the velocity are piecewise constant but logically described on a staggered mesh. They show the convergence towards the weak solution. The scheme can also be partially implicit, so that in the low Mach number limit the scheme “degenerates” to a Mac-type scheme, see [8]. Concerning the accuracy, the schemes are second-order accurate in time and space.

In this paper, we describe a different technique that allows reaching an arbitrary order of accuracy, both in time and space. Before describing this method, we shortly review the class of residual distribution schemes that will be the main tool we use, thanks to some reinterpretation. Then we describe the scheme and explain why it is locally conservative. Last, we show a variant of the Lax-Wendroff theorem that is adapted to our setting.

2 A first-order nonconservative approach

We have in mind a numerical approximations where the variables are piecewise polynomial in simplex. We also assume that the velocity is globally continuous, in contrast to Discontinuous Galerkin (DG)–like approximations. This constraint is motivated by the choice that we want to extend the technique of [1], where a Petrov Galerkin technique, inspired from [9] and the reference therein, is used. If nothing special is done, we need to invert a mass matrix. This can be cumbersome, and even impossible if we want to extend the techniques of [10] because the equivalent of the mass matrix changes at every time step. This is why a particular time stepping should be preferred, for example, the Deferred Correction (DeC) approach, see Appendix A. It relies on series of Euler forward type of discretisation. This is indeed the essential point: if
one prefers to forget the globally continuous methods, rely on a DG–like approach, and use a Strong Stability Preserving (SSP) Runge-Kutta approach, one can extend our correction technique and build schemes that converge to a weak solution of the problem, starting from \([2]\). Since the novelty of the approach lies in the correction technique, we will focus for simplicity on a single Euler forward step in time.

We consider a hyperbolic system in the form

\[
\frac{\partial U}{\partial t} + L(U) = 0 \tag{4}
\]

on a domain \(\Omega \subset \mathbb{R}^d\), \(d = 1, 2, 3\). For solving \([1]\) or \([2]\) we define

\[
L(U) = \begin{pmatrix}
\text{div}(\rho u) \\
\text{div}(\rho u \otimes u + pI) \\
\text{div}((E + p)u)
\end{pmatrix}
\]

for the conservative form and

\[
L(U) = \begin{pmatrix}
\text{div}(\rho u) \\
(u \cdot \nabla)u + \frac{\nabla p}{\rho} \\
\nabla e + (\varepsilon + p) \text{div } u
\end{pmatrix}
\]

for the non–conservative form. In what follows, we will describe the procedure for solving the equations in two steps. First, we consider the case of a scalar problem, and then we look at \([1]\) or \([2]\). The reason is that in \([2]\) not all of the variables play the same role, contrarily to \([1]\), and it is easier to start with a system with one variable. For now, we will proceed by forgetting the question of local conservation.

### 2.1 Scalar case

#### 2.1.1 Trial space

We consider a triangulation of \(\Omega\) made of non-overlapping simplices that are generically denoted by \(K\). We assume that the triangulation is conformal, and define

\[
V^h = \{ v \in L^2(\Omega) \text{ such that for any } K, v|_K \in \mathbb{P}^k(\mathbb{R}^d) \subset L^2(\Omega) \},
\]

where as usual, \(\mathbb{P}^k(\mathbb{R}^d)\) is the set of polynomials in \(\mathbb{R}^d\) of degree less or equal to \(k\). We also define

\[
W^h = V^h \cap C^0(\Omega).
\]

In each element \(K\), a polynomial is defined by a set of degrees of freedom, for example, the Lagrange points. We denote by \(\sigma\) a generic degree of freedom. Here, for reasons that will be more clear later on, we expand the polynomials in terms of Bézier polynomials.

- **One dimensional elements:** In the element \(K = [x_i, x_{i+1}]\), we consider the barycentric coordinates

  \[
  \lambda_1(x) = \frac{x_{i+1} - x}{x_{i+1} - x_i}, \quad \lambda_2(x) = \frac{x - x_i}{x_{i+1} - x_i} = 1 - \lambda_1.
  \]

  If \(\sigma \in K\), the restriction of \(B_\sigma\) is defined in the element as follows: if \(\sigma \notin K\), then the Bézier form vanishes. We describe the two families of Bézier forms we will need:

  - **Linear:** The degrees of freedom are the vertices, so

    \[
    \varphi^{(1)}_1 = \lambda_1, \quad \varphi^{(1)}_{i+1} = \lambda_2 \quad \text{and} \quad \sigma = x_i \text{ or } x_{i+1} \text{ here}.
    \]

  - **Quadratic:** The degrees of freedom \(\sigma\) are identified with the vertices \(i\), and the mid-points \(i + 1/2\)

    \[
    \varphi^{(2)}_\sigma(x) = \begin{cases}
    \lambda_1^2, & \text{if } \sigma = x_i, \\
    2\lambda_1\lambda_2, & \text{if } \sigma = x_{i+1}, \\
    \lambda_2^2, & \text{if } \sigma = x_{i+1/2}.
    \end{cases}
    \]
• Multidimensional elements: We only describe the 2D cases, with triangles, but similar things are obtained for quadrangles, or 3D simplices. A triangle is made of three vertices denoted by 1, 2 and 3. The barycentric coordinates with respect to the vertices 1, 2, 3 are denoted by \( \Lambda_1 \), \( \Lambda_2 \) and \( \Lambda_3 \).

  - Linear: The degrees of freedom are the vertices and \( \varphi_{\sigma_i} = \Lambda_i \) and \( i = 1, 2, 3 \).
  - Quadratic: The degrees of freedom are the three vertices \( \sigma_1 \), \( \sigma_2 \) and \( \sigma_3 \) as well as the midpoints of the edges:
    \[
    \sigma_4 = \frac{\sigma_1 + \sigma_2}{2}, \quad \sigma_5 = \frac{\sigma_2 + \sigma_3}{2}, \quad \sigma_6 = \frac{\sigma_3 + \sigma_1}{2}.
    \]

The Bézier polynomials are:
\[
\varphi_{\sigma_i} = \Lambda_i^2 \quad \text{for} \quad i = 1, 2, 3, \quad \varphi_{\sigma_4} = 2\Lambda_1\Lambda_2, \quad \varphi_{\sigma_5} = 2\Lambda_3\Lambda_2, \quad \varphi_{\sigma_6} = 2\Lambda_1\Lambda_3.
\]

Then, considering \( u \in V_h(\Omega) \) or \( u \in W_h(\Omega) \), for any \( K \), we expand \( u|_K \) as
\[
u|_K = \sum_{\sigma \in K} u_\sigma \varphi^K_{\sigma},
\]
where \( \varphi^K_{\sigma} \) is any of the linear, quadratic (or higher-order) functions defined above. If \( u \in V_h(\Omega) \) then we have the expansion
\[
u = \sum_K \sum_{\sigma \in K} u^K_{\sigma} \varphi^K_{\sigma}
\]
and if \( u \in W_h(\Omega) \), we can expand \( u \) as
\[
u = \sum_{\sigma} u_{\sigma} \varphi_{\sigma}.
\]

With some abuse of notation, we will use the second expansion throughout this paper, depending if we see \( \varphi_{\sigma} \) per element or more globally.

2.1.2 Test space

As we mentioned earlier, we rely on a Petrov-Galerkin approach. This means that the test functions will belong to a finite dimensional subspace \( X_h(\Omega) \) of \( L^2(\Omega) \) that can also be described by the degrees of freedom \( \sigma \): we can identify functions of \( X_h(\Omega) \) that are indexed by the \( \sigma \) and span this space. We denote them by \( \Xi_\sigma \). For example, in the SUPG method, we define \( \Xi_\sigma \) in each \( K \) by: for \( x \in K \),
\[
\Xi_\sigma(x) = \varphi_\sigma(x) + h_K (\nabla_U L(U) \tau_K) \cdot \nabla \varphi_\sigma(x).
\]

Here \( h_K \) is the diameter of \( K \) and \( \tau_K \) is a positive matrix. In [10] [11] [12] [13] [14], examples are given, where \( \Xi_\sigma \) depends on the solution, in order to get \( L^\infty \) stability. In all the examples we are considering, the support of \( \Xi_\sigma \) is that of \( \varphi_\sigma \).

2.1.3 Description of the time discretisation

We start by integrating (4) which gives
\[
\int_{t_n}^{t_{n+1}} \int_{\Omega} \Xi_\sigma \left( \frac{\partial U}{\partial t} + L(U) \right) \, dt \, dx = 0.
\]

By applying the forward Euler method per simplex, we obtain
\[
\int_{t_n}^{t_{n+1}} \int_{\Omega} \Xi_\sigma \left( \frac{\partial U}{\partial t} + L(U) \right) \, dt \, dx = \int_{\Omega} \Xi_\sigma(U^{n+1} - U^n) \, dx + \Delta t \int_{\Omega} \Xi_\sigma L(U^n) \, dx = 0. \tag{5}
\]
The definition of $\int_K \xi(u) \, dx$ is somewhat formal and we replace it by some approximation $\Phi^K_\xi(u)$ which will be defined later. The only constraint is that we have the relation

$$\sum_{\sigma \in K} \Phi^K_\sigma(U) = \int_K \hat{L}(U) \, dx. \quad (6)$$

The precise definition of the term $\hat{L}(U)$ depends on whether $U \in V_h(\Omega)$ or $U \in W_h(\Omega)$.

- If $U \in W_h$, then $\hat{L}(U) = L(U)$ and the integration is done via quadrature formula of order at least equal to the polynomial degree.
- If $U \in V_h(\Omega)$, then $U$ may be discontinuous across the faces of $K$ and we only consider a consistent approximation. If $L$ is in conservation form, then we set

$$\int_K \hat{L}(U) \, dx := \int_{\partial K} \hat{f}_n \, d\gamma,$$

where $\hat{f}$ is a numerical flux. If instead, $L$ is not in conservation form, for example,

$$L(U) = \sum_{j=1}^d a_j(U) \frac{\partial U}{\partial x_j},$$

and one of the $a_j(U)$ is not a jacobian, we simply set

$$\int_K \hat{L}(U) \, dx := \int_K \left( \sum_{j=1}^d a_j(U) \frac{\partial U}{\partial x_j} \right) \, dx,$$

which is evaluated by means of quadrature formula.

We replace the temporal terms by

$$\int_\Omega \phi_\sigma(U^{n+1} - U^n) \, dx$$

and then "lump" the mass matrix, set $\int_K \phi_\sigma \, dx = C_K$ (it does not depend on $\sigma$) and obtain

$$|C_\sigma|(U^{n+1} - U^n) + \Delta t \sum_{K, \sigma \in K} \Phi^K_\sigma(U^n) = 0. \quad (7)$$

We note that this is the reason why we use a Bezier approximation since we are sure that the lumped mass is non zero because it holds

$$C_\sigma = \int_\Omega \phi_\sigma \, dx > 0.$$

### 2.2 Case of system (2).

We describe the residuals and develop the method as before for simplicity for the forward Euler method in time. But as mentioned before, it can be extended to higher orders in a straightforward way.

We assume that the computational domain $\Omega$ is covered by non-overlapping simplices $\{K_j\}_{j \in T}$. The velocity field $u$ belongs to a kinematic space $V$ of finite dimension; it has a basis denoted by $\{\phi_{\sigma_V}\}_{\sigma_V \in D_V}$, where $D_V$ is the set of kinematic degrees of freedom with the total degrees of freedom given by $\#D_V = N_V$. The thermodynamic quantities such as the internal energy, the density and the pressure belong to a thermodynamic space $E$; this space is also finite dimensional and its basis is $\{\phi_{\sigma_E}\}_{\sigma_E \in D_E}$. The set $D_E$ is the set of thermodynamic degrees of freedom with the total degrees of freedom $\#D_E = N_E$. The kinematic space
$V$ is formed by the quadratic Bernstein elements, while the thermodynamic space $E$ has a piecewise-linear basis. The velocity field is approximated by

$$u(x, t) = \sum_{\sigma_V \in D_V} u_{\sigma_V}(t) \varphi_{\sigma_V}(x),$$

where the $\varphi_{\sigma_V}$ are the linear/quadratic Bézier polynomials, and the density, the pressure and the internal energy, are given by

$$\rho(x, t) = \sum_{\sigma_E \in D_E} \rho_{\sigma_E}(t) \varphi_{\sigma_E}(x), \quad p(x, t) = \sum_{\sigma_E \in D_E} p_{\sigma_E}(t) \varphi_{\sigma_E}(x), \quad e(x, t) = \sum_{\sigma_E \in D_E} e_{\sigma_E}(t) \varphi_{\sigma_E}(x),$$

where the $\varphi_{\sigma_E}$ are the per elements piecewise constant/linear functions. Note that the degrees of freedom for the velocity are assumed to be globally continuous, so in $W^d_h$, while the thermodynamic ones are discontinuous across the boundary of the elements, so in $V^2_h$.

We can rewrite the Euler equations (2) in the following way

$$\frac{\partial U}{\partial t} + A \cdot \nabla U = 0.$$

The only thing to do is to describe how the method of the previous section adapts to this case, and this amounts to describing the general structure residuals, that is how (6) is written. Since the velocity is globally continuous, we write

$$\int_K L(U) \, dx = \int_K \left( u \otimes u + \frac{\nabla p}{\rho} \right) \, dx,$$

where $u \in W_h$ and $p, \rho \in V_h$. Since we are on $K$, these are simply polynomials, and the integration is carried out by numerical quadrature.

For the density, $L(U) = \text{div} (\rho u)$ is in conservation form and we use a numerical flux $\hat{f}$:

$$\int_K \hat{L}(U) \, dx = \int_{\partial K} \hat{f}_n \, d\gamma.$$

Last, for the internal energy, we write

$$\int_K \hat{L}(U) \, dx = \int_K (u \cdot \nabla e + (e + p) \text{div} u) \, dx$$

and again we use a quadrature formula.

In the numerical section, we will describe the residuals that we use.

3 A discussion on conservation

3.1 A set of sufficient conditions to achieve convergence to a weak solution

Again, to simplify the notations, we focus on the first-order case, but the extension to the more general case is straightforward. In the appendix we show a Lax Wendroff theorem for this type of discretisation. What we do here is to show how to go from the system in non–conservative form to the one in conservative form.

Nothing has to be done for the density since it is already in conservative form and the standard proof applies. There is no need to repeat it here since the proof we give for the momentum and the total energy, modulo some complications, is essentially the same.

Let us first look at the momentum. Considering a test function $\psi \in C^1_0(\mathbb{R}^d \times \mathbb{R})$, we denote with $\psi^n_K$ the value of $\psi$ at time $t_n$ at the centroid of $K$, and consider the following approximation of $\psi$ that we still denote by $\psi$:

$$\psi(x, t) = \sum_K \psi^n_K 1_K \quad \text{for} \quad t \in [t_n, t_{n+1}].$$
Then we consider
\[ \int_{\mathbb{R}^d} \psi(x,t) \left( \rho^{(n+1)} u^{(n+1)} - \rho^{(n)} u^{(n)} \right) dx = \sum_K \psi^n_K \int_K \left( \rho^{(n+1)} u^{(n+1)} - \rho^{(n)} u^{(n)} \right) dx \]
\[ = \sum_K \psi^n_K \left[ \int_K \rho^{(n+1)} (u^{(n+1)} - u^{(n)}) dx + \int_K u^{(n)} (\rho^{(n+1)} - \rho^{(n)}) dx \right]. \tag{8} \]

Introducing \( \Delta u_{\sigma v} := u_{\sigma v}^{(n+1)} - u_{\sigma v}^{(n)} \) and \( \Delta \rho_{\sigma \epsilon} := \rho_{\sigma \epsilon}^{(n+1)} - \rho_{\sigma \epsilon}^{(n)} \), we can write
\[ \int_K \rho^{(n+1)} (u^{(n+1)} - u^{(n)}) dx = \sum_{\sigma v \in K} \Delta u_{\sigma v} \int_K \rho^{(n+1)} \varphi_{\sigma v} dx \]
and
\[ \int_K u^{(n)} (\rho^{(n+1)} - \rho^{(n)}) dx = \sum_{\sigma \epsilon \in K} \Delta \rho_{\sigma \epsilon} \int_K u^{(n)} \varphi_{\sigma \epsilon} dx. \]

Hence, (8) can be rewritten as:
\[ \int_{\mathbb{R}^d} \psi(x,t) \left( \rho^{(n+1)} u^{(n+1)} - \rho^{(n)} u^{(n)} \right) dx = \sum_K \psi_K^n \left[ \sum_{\sigma v \in K} \Delta u_{\sigma v} \int_K \rho^{(n+1)} \varphi_{\sigma v} dx + \sum_{\sigma \epsilon \in K} \Delta \rho_{\sigma \epsilon} \int_K u^{(n)} \varphi_{\sigma \epsilon} dx \right] \]
\[ = \sum_K \psi_K^n \left[ \sum_{\sigma v \in K} \omega_{\sigma v}^{\rho,n+1,K} |C_{\sigma v}| \Delta u_{\sigma v} + \sum_{\sigma \epsilon \in K} \omega_{\sigma \epsilon}^{u,n,K} |C_{\sigma \epsilon}| \Delta \rho_{\sigma \epsilon} \right], \tag{9} \]

where we have set for simplicity
\[ \omega_{\sigma v}^{\rho,n+1,K} := \frac{\int_K \rho^{(n+1)} \varphi_{\sigma v} dx}{|C_{\sigma v}|} \quad \text{and} \quad \omega_{\sigma \epsilon}^{u,n,K} := \frac{\int_K u^{(n)} \varphi_{\sigma \epsilon} dx}{|C_{\sigma \epsilon}|}. \]

For the velocity, we have:
\[ |C_{\sigma v}| (u_{\sigma v}^{(n+1)} - u_{\sigma v}^{(n)}) + \Delta t_n \sum_{K,\sigma v \in K} \Phi^u_{\sigma v,K} = 0, \]
where, for the forward Euler scheme (5),
\[ \Phi^u_{\sigma v,K} = \Phi^u_{\sigma v,K}(U^{(n)}). \]

For the density, we have
\[ |C_{\sigma \epsilon}| (\rho_{\sigma \epsilon}^{(n+1)} - \rho_{\sigma \epsilon}^{(n)}) + \Delta t_n \sum_{K,\sigma \epsilon \in K} \Phi^\rho_{\sigma \epsilon,K} = 0 \]
and we note that the sum reduces to one term, hence
\[ |C_{\sigma \epsilon}| (\rho_{\sigma \epsilon}^{(n+1)} - \rho_{\sigma \epsilon}^{(n)}) + \Delta t_n \Phi^\rho_{\sigma \epsilon,K} = 0, \]
where again
\[ \Phi^\rho_{\sigma \epsilon,K} = \Phi^\rho_{\sigma \epsilon,K}(U^{(n)}) \]
and \( K \) is the element such that \( \sigma \epsilon \in K \).

Using these relations in (9), we get
\[ \int_{\mathbb{R}^d} \psi(x,t) \left( \rho^{(n+1)} u^{(n+1)} - \rho^{(n)} u^{(n)} \right) dx \]
\[ = -\Delta t_n \sum_K \psi_K^n \left[ \sum_{\sigma v \in K} \omega_{\sigma v}^{\rho,n+1,K} \left( \sum_{K',\sigma v \in K'} \Phi^u_{\sigma v,K'} \right) + \sum_{\sigma \epsilon \in K} \omega_{\sigma \epsilon}^{u,n,K} \Phi^\rho_{\sigma \epsilon,K} \right]. \tag{10} \]
We see that
\[
\sum_{K} \psi_{K}^{n} \left[ \sum_{\sigma_{V} \in K} \omega_{\sigma_{V}}^{\rho,n+1,K} \left\{ \sum_{K', \sigma_{V} \in K'} \Phi_{\sigma_{V},K'}^{u} \right\} + \sum_{\sigma_{E} \in K} \omega_{\sigma_{E}}^{u,n,K} \Phi_{\sigma_{E},K}^{\rho} \right] = \sum_{\sigma_{V} \in K} \left[ \sum_{K', \sigma_{V} \in K'} \sum_{\sigma_{V} \in K \cap K'} \omega_{\sigma_{V}}^{\rho,n+1,K} \psi_{K}^{n} \Phi_{\sigma_{V},K'}^{u} \right] = I + \sum_{K} \sum_{\sigma_{E} \in K} \psi_{K}^{n} \omega_{\sigma_{E}}^{u,n,K} \Phi_{\sigma_{E},K}^{\rho}.
\]

Then, \( I \) can be written as:
\[
I = \psi_{\sigma_{V}}^{n} \sum_{K', \sigma_{V} \in K'} \left\{ \sum_{K, \sigma_{V} \in K \cap K'} \omega_{\sigma_{V}}^{\rho,n+1,K} \Phi_{\sigma_{V},K'}^{u} \right\} + \left[ \sum_{K', \sigma_{V} \in K'} \sum_{\sigma_{V} \in K \cap K'} \omega_{\sigma_{V}}^{\rho,n+1,K} \left( \psi_{K}^{n} - \psi_{\sigma_{V}}^{n} \right) \Phi_{\sigma_{V},K'}^{u} \right] =: D_{\sigma_{V}}.
\]

Setting
\[
\omega_{\sigma_{V}}^{\rho,n+1} := \frac{\sum_{K, \sigma_{V} \in K} \int_{K} \rho_{n+1} \psi_{\sigma_{V}} \, dx}{|C_{\sigma_{V}}|},
\]
the following holds:
\[
\sum_{K} \psi_{K}^{n} \left[ \sum_{\sigma_{V}} \omega_{\sigma_{V}}^{\rho,n+1,K} \left\{ \sum_{K', \sigma_{V} \in K'} \Phi_{\sigma_{V},K'}^{u} \right\} + \sum_{\sigma_{E} \in K} \omega_{\sigma_{E}}^{u,n,K} \Phi_{\sigma_{E},K}^{\rho} \right] = \sum_{K} \sum_{\sigma_{V} \in K} \psi_{\sigma_{V}}^{n} \omega_{\sigma_{V}}^{\rho,n+1,K} \Phi_{\sigma_{V},K}^{u} + \sum_{\sigma_{V}} D_{\sigma_{V}}
\]
\[
+ \sum_{K} \sum_{\sigma_{E} \in K} \omega_{\sigma_{E}}^{u,n,K} \Phi_{\sigma_{E},K}^{\rho}.
\]

Thus, we obtain the master equation:
\[
\int_{\mathbb{R}^{d}} \psi_{t}(\mathbf{x},t) \left( \rho_{n+1}(\mathbf{u}^{n+1}) - \rho_{n}(\mathbf{u}^{n}) \right) \, d\mathbf{x} + \Delta t \sum_{K} \psi_{K}^{n} \left[ \sum_{\sigma_{V} \in K} \omega_{\sigma_{V}}^{\rho,n+1,K} \Phi_{\sigma_{V},K}^{u} + \sum_{\sigma_{E} \in K} \omega_{\sigma_{E}}^{u,n,K} \Phi_{\sigma_{E},K}^{\rho} \right] + \Delta t \sum_{K} \left( F_{K} + \sum_{\sigma_{V} \in K} D_{\sigma_{V}} \right) = 0
\]
(11a)
Let us now consider the total energy. First, we remark that (with similar notations as before) the following holds:

$$\Delta (\rho u^2) = u^{(n+1)} \cdot \Delta (\rho u) + \rho^{(n)} u^{(n)} \cdot \Delta u.$$

Combined with

$$\Delta (\rho u) = \rho^{(n+1)} \Delta u + u^{(n)} \Delta \rho$$

we obtain

$$\Delta (\rho u^2) = (\rho^{(n+1)} u^{(n+1)} + \rho^{(n)} u^{(n)}) \cdot \Delta u + u^{(n+1)} \cdot u^{(n)} \Delta \rho.$$

To simplify, we will set

$$\tilde{m} = \frac{\rho^{(n+1)} u^{(n+1)} + \rho^{(n)} u^{(n)}}{2}, \quad \tilde{q} = u^{(n+1)} \cdot u^{(n)}.$$

Using these relations, we see that

$$\sum_{K} \psi_K \int_K \Delta E \, dx = \sum_{K} \psi_K \left( \int_K \Delta e \, dx + \int_K \tilde{m} \cdot \Delta u \, dx + \frac{1}{2} \int_K \tilde{q}^2 \Delta \rho \, dx \right) = \sum_{K} \psi_K \left( \int_K \Delta e \, dx + \sum_{\sigma \in K} \Delta u_{\sigma \nu} \cdot \int_K \tilde{m} \varphi_{\sigma \nu} \, dx \right) + \frac{1}{2} \sum_{\sigma \in K} \Delta \rho_{\sigma \epsilon} \int_K \tilde{q}^2 \varphi_{\sigma \epsilon} \, dx.$$

First, we notice that

$$\int_K \Delta e \, dx = -\Delta t \sum_{\sigma \in K} \Phi_{\sigma \epsilon, K}^e.$$

Introducing

$$\theta_{m,K}^{\sigma \nu} = \int_K \tilde{m} \varphi_{\sigma \nu} \, dx \quad \text{and} \quad \theta_{q,K}^{\sigma \epsilon} = \int_K \tilde{q}^2 \varphi_{\sigma \epsilon} \, dx,$$

we get

$$\sum_{\sigma \nu \in K} \Delta u_{\sigma \nu} \cdot \int_K \tilde{m} \varphi_{\sigma \nu} \, dx = -\Delta t \sum_{\sigma \nu \in K} \theta_{m,K}^{\sigma \nu} \left( \sum_{K', \sigma \nu \in K'} \Phi_{\sigma \nu, K'}^{u} \right)$$

and because $\sigma \epsilon$ belongs to a single element we have

$$\sum_{\sigma \epsilon \in K} \Delta \rho_{\sigma \epsilon} \int_K \tilde{q}^2 \varphi_{\sigma \epsilon} \, dx = -\Delta t \sum_{\sigma \epsilon \in K} \theta_{q,K}^{\sigma \epsilon} \Phi_{\sigma \epsilon, K}^\rho.$$

Then proceeding as for the velocity, and introducing

$$\theta_{m,K}^{\sigma \nu} = \sum_{K, \sigma \nu \in K} \int_K \tilde{m} \varphi_{\sigma \nu} \, dx \quad \text{and} \quad \theta_{q,K}^{\sigma \epsilon} = \sum_{K, \sigma \epsilon \in K} \theta_{m,K}^{\sigma \epsilon},$$
we get

\[ \sum_K \psi_K \int_K \Delta t \mathbf{E} \, dx + \Delta t \sum_K \psi_K \left( \sum_{\sigma \in K} \Phi_{\sigma, K}^\epsilon + \sum_{\sigma \in K} \theta_{\sigma, K}^m \cdot \Phi_{\sigma, K} + \frac{1}{2} \sum_{\sigma \in K} \theta_{\sigma, K}^\epsilon \mathbf{E} \right) \\
+ \sum_{\sigma \in K} \sum_{\sigma' \in K'} \sum_{\sigma'' \in K \cap K'} (\psi_{\sigma}^n - \psi_{\sigma}^n) \theta_{\sigma, K}^m \cdot \Phi_{\sigma, K} = 0. \]  

(12)

We show the following result in Appendix B.

**Proposition 3.1.** Assume that the mesh \( \mathcal{T}_n \) is shape regular, we denote by \( h \) the maximum diameter of the element of the mesh. For any \( K \), the residuals \( \Phi_{\sigma, K}^\rho, \Phi_{\sigma, K}^u, \Phi_{\sigma, K}^{\epsilon} \) are Lipschitz continuous functions of their arguments, with Lipschitz constant of the form \( K \), where \( C \) only depends on \( \alpha \) and the maximum norm of the solution.

Assume that we have a family of meshes \( \mathcal{F} = \{ \mathcal{T}_n \} \) with \( \lim_{n \to +\infty} h_n = 0 \). We denote by \( (U_{h_n})_{n \geq 0} \) the sequence of functions fulfilling:

if \( t \in [t_n, t_{n+1}] \), \( U(x, t) = (\rho(x, t_n), u(x, t_n), e(x, t_n))^T \)

with, if \( K \) is the element that exists almost everywhere such that \( x \in K \),

\[ \rho(x, t_n) = \sum_{\sigma \in K} \rho_{\sigma, K}^n \varphi_{\sigma, K}(x), \quad e(x, t_n) = \sum_{\sigma \in K} e_{\sigma, K}^n \varphi_{\sigma, K}(x), \]

and

\[ u(x, t_n) = \sum_{\sigma \in K} u_{\sigma, K}^n \varphi_{\sigma, K}(x). \]

Here \( \{\rho_{\sigma, K}^n, (u_{\sigma, K}^n), (e_{\sigma, K}^n)\}_{n \geq 0, \sigma, \sigma'} \) are defined by the introduced scheme.

We assume that the density, velocity and internal energy are uniformly bounded and that a subsequence converges in \( L^2 \) towards \( (\rho, u, e) \), where \( \rho, e \in L^2(\mathbb{R}^d \times [0, T]) \) and \( u \in (L^2(\mathbb{R}^d \times [0, T]))^d \).

We also assume that the residuals satisfy

\[ \sum_{\sigma \in K} \omega_{\sigma, K}^n \mathbf{E} + \sum_{\sigma \in K} \theta_{\sigma, K}^m \frac{\mathbf{E}}{C_{\sigma}} = \int_{\partial K} f_m(U_{h_n}) \cdot \mathbf{n} \, d\gamma \]  

(13)

and

\[ \sum_{\sigma \in K} \Phi_{\sigma, K}^\rho + \sum_{\sigma \in K} \theta_{\sigma, K}^m \cdot \Phi_{\sigma, K} + \frac{1}{2} \sum_{\sigma \in K} \theta_{\sigma, K}^\epsilon \mathbf{E} \]  

\[ = \int_{\partial K} f_E(U_{h_n}) \cdot \mathbf{n} \, d\gamma, \]  

(14)

where we have set

\[ \omega_{\sigma, K}^n = \frac{K}{|C_{\sigma}|} \int_{C_{\sigma}} \rho(n+1) \varphi_{\sigma, K} \, dx, \quad \omega_{\sigma, K} = \frac{K}{|C_{\sigma}|} \int_{C_{\sigma}} \mathbf{E}, \]

\[ m = \frac{\rho(n+1)u(n+1) + \rho(n)u(n)}{2}, \quad \bar{q}^2 = u(n+1) \cdot u(n), \]

with the assumption that there exists \( C \) independent of \( n \), such that \( \Delta t \leq Ch \). Then \( V = (\rho, \rho u + \frac{1}{2} \rho u^2) \) is a weak solution of the problem.\footnote{i.e. the ratio of the inner diameter and the outer diameter of any element of the mesh is larger than a uniform strictly positive constant \( \alpha \)}
3.2 How to achieve discrete conservation.

Since there is no ambiguity, we drop the dependency of the residuals with respect to the element.

Given a set of residuals that satisfy (6) also satisfy (13) and (14). In this section, we will show how to slightly modify the original scheme so that the new one will satisfy (6), (13) and (14), and hence if the scheme converges, we have convergence towards a weak solution. To achieve this, following [1, 15, 16], we introduce the correction terms in the residuals. This needs to be done only for the velocity and the internal energy.

Knowing at time \( t_n \), the solution \( (\rho^n, u^n, e^n) \) we obtain with the forward Euler step \( (\rho^{n+1}, u^{n+1}, e^{n+1}) \). For this, we first compute \( \rho^{(n+1)} \) and then perform the update for the velocity and the energy:

**Momentum.**

We introduce a correction \( r_{\sigma_v}^u \) so that

\[
\Psi_{\sigma_v}^u = \Phi_{\sigma_v}^u(U^{(n)}) + r_{\sigma_v}^u
\]

is such that (13) holds true for the new set of residuals, i.e.

\[
\sum_{\sigma_v \in K} \omega_{\sigma_v}^{\rho,n+1} r_{\sigma_v}^u = \int_{\partial K} f^m(U^{(n)}) \cdot n \, d\gamma - \left\{ \sum_{\sigma_v \in K} \omega_{\sigma_v}^{\rho,n+1} \Phi_{\sigma_v,K}^u + \sum_{\sigma_\xi \in K} \omega_{\sigma_\xi,K} \Phi_{\sigma_\xi,K}^\rho \right\}.
\]

There is no reason to have a different value of \( r_{\sigma_v}^u \) unless for possible special needs, so we set \( r_{\sigma_v}^u = r^u \), and since a priori

\[
\sum_{\sigma_v \in K} \omega_{\sigma_v}^{\rho,n+1} > 0
\]

we get a unique value of \( r^u \) defined by

\[
\left( \sum_{\sigma_v \in K} \omega_{\sigma_v}^{\rho,n+1} \right) r^u = \int_{\partial K} f^m(U^{(n)}) \cdot n \, d\gamma - \left\{ \sum_{\sigma_v \in K} \omega_{\sigma_v}^{\rho,n+1} \Phi_{\sigma_v,K}^u + \sum_{\sigma_\xi \in K} \omega_{\sigma_\xi,K} \Phi_{\sigma_\xi,K}^\rho \right\}.
\]

Once this is known, we can update the velocity and compute \((n+1)\).

**Energy.**

Now we know \( \rho^{(n)}, \rho^{(n+1)}, u^{(n)}, u^{(n+1)} \) and \( e^{(n)} \), and have the updated residuals for the velocity (there is no change for the density). Again we introduce a correction on the energy, \( r_{\sigma_\xi}^e \), and for the residual

\[
\Psi_{\sigma_\xi}^e = \Phi_{\sigma_\xi}^e(U^{(n)}) + r_{\sigma_\xi}^e
\]

to satisfy (14), we simply need:

\[
\sum_{\sigma_\xi \in K} r_{\sigma_\xi}^e = \int_{\partial K} f^E(U^{(n)}) \cdot n \, d\gamma - \left\{ \sum_{\sigma_\xi \in K} \Phi_{\sigma_\xi,K}^e + \sum_{\sigma_v \in K} \Phi_{\sigma_v,K}^m + \frac{1}{2} \sum_{\sigma_\xi} \Phi_{\sigma_\xi,K}^\theta \right\}.
\]

Since there is no reason to favour one degree of freedom with respect to the other ones, we take \( r_{\sigma_\xi}^e = r^e \), and again we can explicitly solve the equation and obtain the energy at the new time instance.

**Remark 3.2.**

1. The calculations made for the first order in time can be immediately extended to the higher accuracy ones in time. One just has to add the respective \( \Phi \) terms in the new residuals. In Appendix 4, we briefly present a straightforward choice to obtain a high order accurate approximation, the Deferred Correction (DeC) approach which was used for the numerical results in Section 4.2.

2. We also see that the exact form of the residuals is never used, so this can also be extended to any type of residuals, including for high order ones as in [17]. We also note that we have never used the global continuity of the velocity: instead of using \( W^2_h \) for the velocity, we could have used \( V^2_h \) in a Discontinuous Galerkin like spirit.

3. The coefficients of [15] must be computed exactly. Since the density and velocity are polynomials, this means we need to use a quadrature formula with enough accuracy.
4 Some numerical results

In this section, we want to illustrate the previous results and show that the method is effective. We are not claiming that these are the optimal ones, they can be seen more as a proof of concept. It is enough to describe what is done on $K = K_{j+1/2}$, for $j \in \mathbb{Z}$.

4.1 Actual schemes

In the following, $\hat{f}_{j+1/2}$ is a numerical flux evaluated between the states

$$U^+_{j+1/2} = \lim_{x \to x_{j+1/2}^+, x > x_{j+1/2}} (\rho, \rho u, e + \frac{1}{2} \rho u^2)(x) \quad \text{and} \quad U^-_{j+1/2} = \lim_{x \to x_{j+1/2}^-, x < x_{j+1/2}} (\rho, \rho u, e + \frac{1}{2} \rho u^2)(x).$$

Here $\rho(x), u(x)$ and $e(x)$ are obtained from the approximation space. The flux $\hat{f}$ has a $\rho$ component, a $m$ component, and a total energy component, they are denoted by $\hat{f}_\rho, \hat{f}_m,$ and $\hat{f}_E$. Note that $u$ is continuous.

In the numerical experiments, we will consider the exact solver, because it appears we need intermediate components, and a total energy component, they are denoted by $\hat{f}_\rho, \hat{f}_m,$ and $\hat{f}_E$. Note that $u$ is continuous.

In the numerical experiments, we will consider the exact solver, because it appears we need intermediate states, see above.

We approximate the thermodynamic variables by polynomials of degree $r$ in each interval $K_{j+1/2}$ and the velocity by a continuous approximation which is a polynomial of degree $r+1$ in each interval $K_{j+1/2}$. We denote the approximation by $\Phi^{\rho}_{\sigma_E}$, $\Phi^{\sigma_v}_{\sigma_E}$, and $\Phi^{u}_{\sigma_v}$.

For simplicity, we reduce the formal time accuracy to second order, and we only need to describe the spatial terms: $\Phi^{\rho}_{\sigma_E}$ for the density, $\Phi^{\sigma_v}_{\sigma_E}$ for the energy and $\Phi^{u}_{\sigma_v}$ for the velocity. The update of the density is done by the DG scheme:

$$\Phi^{\rho}_{\sigma_E} = -\int_{K_{j+1/2}} \nabla \sigma_E \Phi^{\rho}_{\sigma_E} \, dx + \left( \hat{f}^{\rho}_{j+1/2} \sigma_E (x_{j+1/2}) - \hat{f}^{\rho}_{j-1/2} \sigma_E (x_{j-1/2}) \right).$$ (19)

The update of the velocity is done by:

$$\rho_K \Phi^{u}_{\sigma_v} = \int_K \sigma_v \rho u \frac{\partial u}{\partial x} \, dx - \int_K p \frac{\partial \sigma_v}{\partial x} \, dx + \int_{\partial K} p^* \sigma_v \, d\gamma + \alpha_K \rho^*_K (u_{\sigma_v} - \bar{u}),$$ (20)

where $p^*$ is the pressure evaluated at the quadrature points by the Riemann solver (this is why we have chosen HLLC), and $\rho^*_K$ is the average of the density in $K$, $\alpha_K$ is an upper bound of the wave speeds in $K$ and $\bar{u}$ is the arithmetic average of the velocity within $K$.

The update of the internal energy is done (after integration by part of the $u \sigma_v$ term) by

$$\Phi^{\sigma_v}_{\sigma_E} = \int_K \left( \frac{\partial u}{\partial x} \sigma_E - \frac{\partial \sigma_v}{\partial x} \right) \, dx + \int_{\partial K} u \sigma_v^* \sigma_E \, d\gamma,$$ (21)

where again $\sigma^*$ is given by the Riemann solver.

The schemes, even with the Euler forward time stepping, have no chance to be positivity preserving, and we note that the update of the velocity will be at most first order in time. Hence, inspired by the residual distribution schemes, we upgrade formal accuracy in two possible ways:

- Procedure 1: We use the residuals (19) and (21) for the thermodynamic variables, and for the velocity, we replace $\Phi^{u}_{\sigma_v}$ by $(\Phi^{u}_{\sigma_v})^*$ defined by:

1. Compute $\Phi^{u} = \sum_{\sigma_v} \Phi^{u}_{\sigma_v}$.
2. If $\|\Phi^{u}\| > 0$, define

$$x_{\sigma_v} = \max \left( \frac{\Phi^{u}_{\sigma_v}}{\Phi^{u}}, 0 \right)$$
and

\[ (\Phi^u_{\sigma_V})^* = \frac{x_{\sigma_V}}{\sum_{\sigma_V \in K_{j+1/2}} x_{\sigma_V}} \Phi^u. \]

3. Else \((\Phi^u_{\sigma_V})^* = 0.\)

- Procedure 2: We do the same as before for \(\Phi^u_{\sigma_V}, \Phi^\rho_{\sigma_E}\), and \(\Phi^e_{\sigma_E}\), where the thermodynamic residuals are now:

\[ \Phi^\rho_{\sigma_E} + \alpha_K (\rho_{\sigma_E} - \bar{\rho}_K) \text{ and } \Phi^e_{\sigma_E} + \alpha_K (e_{\sigma_E} - \bar{e}_K), \]

where \(\bar{\rho}_K\) (resp. \(\bar{e}_K\)) are the arithmetic average of the density DOFS (resp. internal energy) in \(K\).

We refer the reader to [17] for more details, and in particular why formal accuracy is increased.

4.2 Results

Here we solve a series of shock tube problems to assess the accuracy and robustness of the proposed RD staggered scheme. For the numerical experiments of this section, we will use the ideal EOS for gas, linking the pressure, the internal energy and the density: \(p = (\gamma - 1)\rho e\), where \(\gamma = 1.4\).

4.2.1 The Sod shock tube problem.

The Sod shock tube is a common one-dimensional Riemann problem for the illustration of the interesting behavior of numerical solutions to hyperbolic Euler equations of gas dynamics. The structure of the solution involves three distinct waves: a left rarefaction wave, a contact discontinuity, and a right shock wave. This test case is used to determine if a scheme recovers properly discrete Rankine-Hugoniot relations on the shock. If we put the initial discontinuity at \(x = 0.5\) in the domain \([0, 1]\), the initial data for this problem is given as follows:

\[
(\rho_0, u_0, p_0) = \begin{cases} 
(1.0, 0.0, 1.0), & \text{if } x < 0.5, \\
(0.125, 0.0, 0.1), & \text{if } x > 0.5.
\end{cases}
\] (22)

In Figure 1, profiles of density, velocity and pressure are depicted with a reference solution for a mesh containing 1000 cells. We also have plotted the solution obtained without any correction. Both have been obtained with the T0K1 scheme, and first order in time. We see that the uncorrected solution is completely off, as expected, but also that the correction we have defined provides an accurate approximation of all three distinct waves.

In Figure 2, we show the results obtained by the first order (K1T0) and second order (K2T1) in time and space schemes. One can notice some improvements, but this example mostly shows that the correction is also effective when we use representations with polynomials of higher degree.

4.2.2 Strong shock.

The next test problem contains a left rarefaction wave, a contact discontinuity, and a strong right shock wave. This test case highlights the robustness of the numerical methods for fluid dynamics. The initial data, again in the domain \([0, 1]\), are:

\[
(\rho_0, u_0, p_0) = \begin{cases} 
(1.0, 0.0, 1000.0), & \text{if } x < 0.5, \\
(1.0, 0.0, 0.01), & \text{if } x > 0.5.
\end{cases}
\] (23)

In Figure 3, profiles of density, velocity and pressure are depicted with a reference solution for a mesh containing 1000 cells. It indicates that the first-order scheme can accurately resolve strong shocks. As before, the results of Figure 3 show that the correction is effective by comparing the results of the first order (K1T0) and second order (K2T1) in time and space schemes.
Figure 1: Solution of the Sod shock tube problem for (a) density, (b) velocity and (c) pressure at time $T = 0.16$ with $CFL = 0.4$. In each figure, the exact, numerical as well as the solution without correction are depicted.
Figure 2: Solution of the Sod shock tube problem for (a) density, (b) velocity and (c) pressure at time $T = 0.16$ with $CFL = 0.4$. In each figure, the exact solution and the solutions obtained with K2T1 and K1T0 on a mesh with 1000 points are depicted.

Figure 3: Exact and numerical solutions of the strong shock problem for (a) density, (b) velocity and (c) pressure at time $T = 0.012$ with $CFL = 0.4$. 
Figure 4: Solution of the strong shock problem for (a) density, (b) velocity and (c) pressure at time $T = 0.012$ with $CFL = 0.4$. In each figure, the exact solution and the solutions obtained with K2T1 and K1T0 are depicted.

Figure 5: Exact and numerical solutions of the 123-problem for (a) density, (b) velocity and (c) pressure at time $T = 0.15$ with $CFL = 0.4$.

4.2.3 123-problem.

For the next test, called the 123 problem, the solution consists of a left rarefaction wave, a contact discontinuity and a right rarefaction wave. Two rarefaction waves are traveling in opposite directions. A low-density and low-pressure region is generated in between. The initial data for this problem is given as follows:

$$(\rho_0, u_0, p_0) = \begin{cases} 
(1.0, -2.0, 0.4), & \text{if } 0.0 \leq x < 0.5, \\
(1.0, 2.0, 0.4), & \text{if } 0.5 < x < 1. 
\end{cases} \quad (24)$$

The results for the first-order scheme are depicted in Figure 5 with a reference solution on a mesh containing 1000 cells. In Figure 6 we show again that the correction is effective by comparing the results of the first order (K1T0) and second order (K2T1) in time and space schemes.

4.2.4 Severe test case.

The solution of the next test case consists of three strong discontinuities traveling to the right. The initial data consists of two constant states:

$$(\rho_0, u_0, p_0) = \begin{cases} 
(5.99924, 19.5975, 460.894), & \text{if } 0.0 \leq x < 0.8, \\
(5.992420, -6.19633, 46.0950), & \text{if } 0.8 < x \leq 1.0. 
\end{cases} \quad (25)$$
Figure 6: Solution of the 123-problem for (a) density, (b) velocity and (c) pressure at time $T = 0.15$ with $CFL = 0.4$. In each figure, the exact solution and the solutions obtained with K2T1 and K1T0 are depicted.

Figure 7: Exact and numerical solutions of the Collela and Woodwars test case for (a) density, (b) velocity and (c) pressure at time $T = 0.012$ with $CFL = 0.1$ computed on a mesh with 1000 points.

This is one of the two test cases designed in [18] which correspond to wave interaction in Collela and Woodward basin waves test case. The exact and numerical solutions are found in the spatial domain $0 \leq x \leq 1$. The numerical solution is computed with 1000 cells and the chosen Courant number coefficient is 0.1. Boundary conditions are transmissive. The results for the density, velocity and pressure compared to the exact solution are shown in Figure 7.

4.2.5 2D test case.

In this test case we look at a 2D shock propagation in the domain $[0, 1] \times [0, 1]$. The initial data is given by:

$$
(\rho_0, u_0, v_0, p_0) = \begin{cases} 
(1, 0, 0, 1), & \text{if } ||x|| < 0.25, \\
(0.125, 0, 0, 0.1), & \text{if } ||x|| \geq 0.25.
\end{cases}
$$

The solutions for the density, velocity and pressure computed with the K1T0 first order-scheme as well as the used triangular mesh can be found in Figure 8. It shows that the staggered scheme works in a stable way also in higher dimensions. By comparing the staggered scheme with the solution obtained by a conservative scheme in Figure 9 we demonstrate that the shock front is correctly resolved.
Figure 8: Numerical solutions of the 2D shock test case for (a) density, (b) vertical velocity and (c) pressure at time $T = 0.16$ computed on a mesh consisting of triangles which is depicted for the pressure in (d).

Figure 9: Comparison of the solutions of the 2D shock test case for the pressure obtained by a conservative scheme (red) and the staggered one (black) at time $T = 0.16$. 
5 Conclusions

In this paper, we have proposed a staggered higher-order Residual Distribution (RD) scheme for compressible flow. The design of the scheme via the coupling of the RD formulation with a forward Euler method can be extended, for example, with a Deferred Correction (DeC) type method, to reach an arbitrary order of accuracy both in time and space. One of the contributions of this paper is to show how one can discretise a non-conservative version of the Euler equations of gas dynamics in Eulerian form and guarantee that the correct weak solutions are recovered. A series of shock tube problems considered in this paper show the accuracy and robustness of the proposed numerical scheme. The RD scheme we have developed provides an accurate numerical approximation and the correction we have defined is effective. In addition, the scheme is parameter-free and does not require any artificial viscosity.

Let us write a series of remarks to conclude this paper.

1. Though the numerical examples are mostly one-dimensional (because in this case one can compute the exact solution for comparison), the description of the correction introduced in Section 3.2 as well as the conditions introduced in Proposition 3.1 are formulated for general elements.

2. The Residual distribution formalism introduced here is not restrictive. In [19], it is shown that any classical scheme (finite volume, finite element, discontinuous Galerkin) can be rewritten equivalently in distribution form. If one approximates (for example) the velocity equation with another method, it is certainly possible to write the contribution at element level, as here, and then to rewrite the scheme in the semi-discrete form [7] (if first-order accuracy in time is chosen), or more general for higher in time approximation. Then, the key fact is to write the local conservation property, not at the level of faces between elements, but on the elements themselves: this is what is behind the proof of Proposition 3.1 thus corrections of the form (17) and (18) can be written. What is not guaranteed is that the modified scheme will still be stable. In all our experience, we have not see any degradation of the stability condition. We have used this type of correction in other context, see e.g [16 15 20], and the conclusions are the same. This is however not a proof.

Further investigations of high order residual distribution schemes and applications to different mathematical models will be considered in forthcoming works.
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A Short introduction to the Deferred Correction (DeC) approach

We consider again a hyperbolic system in the form

$$\frac{\partial U}{\partial t} + L(U) = 0 \tag{27}$$

which we want to approximate with a high-order accurate scheme in time. To do so, we will use the Deferred Correction (DeC) approach. The aim of DeC schemes is to avoid implicit methods, without losing the high order of accuracy of a scheme. The high order method that we want to approximate will be denoted by $L^2$. To use the DeC procedure, we also need another method, which is easy and fast to be solved with low order of accuracy which will be denoted by $L^1$. The DeC algorithm is providing an iterative procedure that approximates the solution of the $L^2$ scheme $U^*$ in the following way:

$$L^1 \left(U^{(i)}\right) = 0, \tag{28}$$
\[ \mathcal{L}^1(U^{(k)}) = \mathcal{L}^1(U^{(k-1)}) - \mathcal{L}^2(U^{(k-1)}), \quad \text{with} \quad k = 2, \ldots, K, \]  

where \( K \) is the number of iterations that we compute. We need as many iterations as the order of accuracy that we want to reach. We know from [21]:

**Proposition A.1.** Let \( \mathcal{L}^1 \) and \( \mathcal{L}^2 \) be two operators defined on \( \mathbb{R}^m \), which depend on the discretization scale \( \Delta \sim \Delta x \sim \Delta t \), such that

- \( \mathcal{L}^1 \) is coercive with respect to a norm, i.e., \( \exists \alpha_1 > 0 \) independent of \( \Delta \), such that for any \( U, V \) we have that
  \[ \alpha_1 \| U - V \| \leq \| \mathcal{L}^1(U) - \mathcal{L}^1(V) \|, \]

- \( \mathcal{L}^1 - \mathcal{L}^2 \) is Lipschitz with constant \( \alpha_2 > 0 \) uniformly with respect to \( \Delta \), i.e., for any \( U, V \)
  \[ \| (\mathcal{L}^1(U) - \mathcal{L}^2(U)) - (\mathcal{L}^1(V) - \mathcal{L}^2(V)) \| \leq \alpha_2 \Delta \| U - V \|. \]

We also assume that there exists a unique \( U^*_\Delta \) such that \( \mathcal{L}^2(U^*_\Delta) = 0 \). Then, if \( \eta := \frac{\alpha_2}{\alpha_1} \Delta < 1 \), the DeC is converging to \( U^*_\Delta \) and after \( k \) iterations the error \( \| U^{(k)} - U^*_\Delta \| \) is smaller than \( \eta^k \| U^{(0)} - U^*_\Delta \| \).

Following the proceeding in Section 3, we get for a second-order DeC scheme:

\[
\Phi^{u}_{\sigma, \nu, K} = \frac{1}{2} \Phi^{u}_{\sigma, \nu, K}(U^{(k)}) + \Phi^{u}_{\sigma, \nu, K}(U^{(0)}), \quad \Phi^{\rho}_{\sigma, \nu, K} = \frac{1}{2} \Phi^{\rho}_{\sigma, \nu, K}(U^{(k)}) + \Phi^{\rho}_{\sigma, \nu, K}(U^{(0)}).
\]

The calculations can also be immediately extended to higher accuracy in time by modifying the above half sums.

**B Proof of Proposition 3.1.**

We first show some estimates for scalar functions (the system case is identical), and then we use them to show Proposition 3.1. We start with some notations: \( \mathbb{R}^d \) is subdivided into non-overlapping elements,

\[ \mathbb{R}^d = \bigcup K \]

and the mesh is supposed to be conformal (because of the global continuity of the velocity). The parameter \( h \) will be the maximum of the diameters of the \( K \). We assume that the partition is shape regular, i.e. the ratio between the inner and outer diameter of the elements is bounded from above and below. In \( \mathbb{R}^d \), we have a functional description of the density, the velocity and the energy: we call them \( \rho, \mathbf{u} \) and \( e \).

Let \( T > 0 \) and let \( 0 < t_1 < \ldots < t_n < \ldots < t_N \leq T \) be a time discretisation of \( [0, T] \). We define \( \Delta t_n = t_{n+1} - t_n \) and \( \Delta t = \max \Delta t_n \). We are given the sequences \( \{ u^p_h \}^{p=0 \ldots N} \), where \( u^p_h \) belongs to \( V^h \) or \( W^h \) (see Section 2.1). They are defined from degrees of freedom that are again denoted by \( \sigma \). We can define a function \( u_\Delta \) by:

\[
\text{if } (x, t) \in \Omega \times [t_n, t_{n+1}], \text{ then } u_\Delta(x, t) = u^p_h(x).
\]

The set of these functions is denoted by \( X_\Delta \) and is equipped with the \( L^\infty \) and \( L^2 \) norms.

We then have the following lemma:

**Lemma B.1.** Let \( T > 0 \), \( \{ t_n \}^{n=0 \ldots N} \) an increasing subdivision of \( [0, T] \) and \( Q \) a compact subset of \( \mathbb{R}^d \).

Let furthermore \( (u_\Delta)_h \) denote a sequence of functions of \( X_\Delta \) defined on \( \mathbb{R}^d \times \mathbb{R}^+ \). We assume that there exists \( C \in \mathbb{R} \) independent of \( \Delta \) and \( \Delta t \), and \( u \in L^2_{loc}(\Omega \times [0, T]) \) such that

\[
\sup_{\Delta} \sup_{x, t} |u_\Delta(x, t)| \leq C \quad \text{and} \quad \lim_{\Delta, \Delta t \to 0} |u_\Delta - u|_{L^2(\Omega \times [0, T])} = 0.
\]
Then, if \( (u_h^n)_K \) is the average of \( u_h^n \) in \( K \), we have
\[
\lim_{h \to 0, \Delta t \to 0} \left( \sum_{n=0}^{N} \Delta t_n \sum_{K \subseteq \mathcal{Q}} |K| \sum_{\sigma \in K} \left| (u_h^n)_{\sigma} - (u_h^n)_K \right| \right) = 0. \tag{30}
\]

**Proof.** The proof is inspired from [22] and can be found in [10].

Now we have all the prerequisites for proving Proposition 3.1. We will perform the proof for the momentum since the proof for the energy is similar and can be done in a straightforward manner. We proceed the proof with several lemmas.

**Lemma B.2.** Under the conditions of Proposition 3.1, for any \( \varphi \in C_0^\infty(\mathbb{R}^d \times \mathbb{R}^+) \) we have
\[
\lim_{\Delta t \to 0, \Delta t_n \to 0} \sum_{n=0}^{\infty} \int_{\mathbb{R}^d} \varphi_h(\rho_h^{n+1} u_h^{n+1} - \rho_h^n u_h^n) \, dx = -\int_{\mathbb{R} \times \mathbb{R}^+} \frac{\partial \varphi}{\partial t} u \, dxdt + \int_{\mathbb{R}^d} \varphi(x, 0) u_0 \, dxdt,
\]
where
\[
\varphi_h(x, t_n) = \sum_K \varphi(x_K, t_n) 1_K \quad \text{and} \quad \varphi_h(x, t) = \varphi(x, t) \text{ for } t \in [t_n, t_{n+1}].
\]

**Proof.** This is the classical lemma. \( \square \)

**Proof of Proposition 3.1.** We start from (11a)
\[
\int_{\mathbb{R}^d} \psi(x, t) \left( \rho_h^{n+1} u_h^{n+1} - \rho_h^n u_h^n \right) \, dx + \Delta t_n \sum_K \psi^n_K \left[ \sum_{\sigma \in K} \omega_{\sigma, K}^{n+1, \psi} u_{\sigma, K} + \sum_{\sigma \in K} \omega_{\sigma, K}^{n, \psi} u_{\sigma, K} \right]
\]
\[
+ \Delta t_n \sum_K \left( F_{\sigma, K}(u^n) + D_{\sigma, K}(u^n) \right) = 0,
\]
and by using the assumptions of Proposition 3.1 we obtain
\[
\int_{\mathbb{R}^d} \psi(x, t) \left( \rho_h^{n+1} u_h^{n+1} - \rho_h^n u_h^n \right) \, dx + \sum_K \psi^n_K \left[ \Delta t_n \int_{\partial K} f^m \left( U^n \right) \cdot n \, d\gamma \right]
\]
\[
+ \Delta t_n \sum_K \left( F_K(u^n) + D_{\sigma, K}(u^n) \right) = 0.
\]

From (11b), we see that
\[
F_K(u^n) = \sum_{\sigma \in K} \left( \psi^n_{\sigma, K} - \psi^n_K \right) \omega_{\sigma, K}^{n+1, \psi} u_{\sigma, K},
\]
\[
D_{\sigma, K}(u^n) = \sum_{K', \sigma \in K'} \left[ \sum_{K, \sigma \in K \cap K'} \omega_{\sigma, K}^{n+1, \psi} \left( \psi^n_K - \psi^n_{\sigma, K} \right) \Phi u_{\sigma, K} \right],
\]
so that, since \( \psi^n_K - \psi^n_{\sigma, K} = O(h) \), using the estimates of Lemma B.1 we have
\[
\lim_{\Delta t_n, h \to 0} \Delta t_n \sum_K F_K(u^n) = 0 \quad \text{and} \quad \lim_{\Delta t_n, h \to 0} \Delta t_n \sum_{\sigma \in K} D_{\sigma, K}(u^n) = 0
\]
because the mesh is shape regular and \( \Delta t_n/h \) is bounded. Last, using the same technique as in [10], and due again to the Lemma B.1 we see that
\[
\lim_{\Delta t_n, h \to 0} \sum_K \psi^n_K \Delta t_n \int_{\partial K} f^m(U^n) \cdot n \, d\gamma = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \nabla_x \psi(x, t) f^m(U) \, dx.
\]

The convergence result for the energy is done with exactly the same method which then finishes the proof of Proposition 3.1. \( \square \)
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