DILATED CONVOLUTIONAL NEURAL NETWORK-BASED DEEP REFERENCE PICTURE GENERATION FOR VIDEO COMPRESSION
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ABSTRACT

Motion estimation and motion compensation are indispensable parts of inter prediction in video coding. Since the motion vector of objects is mostly in fractional pixel units, original reference pictures may not accurately provide a suitable reference for motion compensation. In this paper, we propose a deep reference picture generator which can create a picture that is more relevant to the current encoding frame, thereby further reducing temporal redundancy and improving video compression efficiency. Inspired by the recent progress of Convolutional Neural Network (CNN), this paper proposes to use a dilated CNN to build the generator. Moreover, we insert the generated deep picture into Versatile Video Coding (VVC) as a reference picture and perform a comprehensive set of experiments to evaluate the effectiveness of our network on the latest VVC Test Model–VTM. The experimental results demonstrate that our proposed method achieves on average 9.7% bit saving compared with VVC under low-delay P configuration.

Index Terms—motion compensation, dilated convolutional neural network, versatile video coding

1. INTRODUCTION

In classical block-based hybrid video coding framework, inter prediction is the core technology to eliminate temporal redundancy. The basic idea of inter prediction is to use a matching block in the reference picture to predict the current block. During prediction, the motion vector (MV) and residual error between them are encoded. Since the movement of the object has a certain continuity, the motion of the same target between two frames may not be carried out in the unit of integer pixel. That is, the matching block may be located at fractional pixel positions in the reference picture. However, fractional pixels do not exist, which thus need to be interpolated by integer pixels. Usually, it uses row- or column-adjacent integer pixels through the linear calculation to get fractional pixels.

In H.264/AVC [1], the prediction values at half-sample positions are obtained by using a one-dimensional 6-tap filter horizontally and vertically. In High Efficiency Video Coding (HEVC) [2] and Versatile Video Coding (VVC) [3], a symmetric 8 tap filter for half-sample interpolation and an asymmetric 7 tap filter for quarter-sample interpolation are included [4]. However, considering the richness of natural videos, the traditional fixed fractional pixel interpolation filter may not be able to handle different types of contents well enough.

Recently, convolutional neural network and deep learning have achieved great success in image processing tasks. Dong et al. proposed a convolutional neural network, called Super-Resolution Convolutional Neural Network (SRCNN) [5], which directly learned an end-to-end mapping between low- and high-resolution images. Dai et al. proposed the so-called Variable-Filter-Size Residue Learning Convolutional Neural Network (VRCNN) [6] using multiple kernel size filters in one layer, which had the advantage to get more feature information with different receptive field sizes. Dilated Convolution was utilized in Yu et al. [7] for object detection, which demonstrated that dilated convolution can enlarge the receptive field to capture multi-scale information.

The excellent performance of CNN in image processing tasks provides some insights for video compression and coding [8], [9]. Many previous works have showed the possibility of rate-distortion (RD) performance improvement by using deep learning in the sub-process during coding, e.g., block up-sampling [10], in-loop filtering [11], fractional interpolation [12], deep reference interpolation of B frame [13], etc. Liu et al. proposed a deep frame interpolation network [14] to generate additional deep reference pictures for B frames.

Inspired by those works, this paper proposes a dilated convolutional neural network to generate reference pictures for further improvement in inter prediction. We have made the following technical
The rest of this paper is organized as follows: Section II presents our network structure and some training details. Then we discuss how to integrate our reference picture into VVC in Section III. Section IV presents some results and Section V concludes this paper.

2. NETWORK TRAINING

In this section, we will describe the specific structure of our proposed dilated convolutional neural network and the details of the training process of the network.

2.1. Network Structure

We design the network structure according to CNN-based artifact removal [6] and dilated convolution [7]. The overall scheme of the network is shown in Fig. 2. Note that in training, we divide the picture into blocks, and each block can find a matching block in the previous picture. We thus optimize the model to map the matching block in the previous picture to its associated block in the current picture. And in testing, the previous picture is directly taken as input to the network, and the output is the reference picture to be used for predicting the current picture.

Input data goes through two convolution layers at first, and ReLU [15] is added to each convolution layer as an activation function. After that, three dilated-inception blocks are added. Finally, a 3 × 3 convolution layer is used in the last layer of the network to generate the final output. For each block, as shown in Fig. 3, we use the inception module [16] as the basic structure because we expect the block can obtain multi-scale feature map information from the previous layer. Then to acquire much contextual information, we apply dilated convolution. We add it to the block and set its dilation rate to enlarge the size of the dilation, so that the range of the receptive field can be expanded without losing the resolution of the feature map.

For each branch, we add a 1 × 1 convolutional layer at first, the main purpose of which is to reduce the dimension to decrease convolution parameters while keeping spatial resolution unchanged. Then, we add standard convolution and dilated convolution to the first three branches. In this first branch, we use the standard 3 × 3 convolution. For the second branch, we use both standard convolution and a dilated convolution with a rate of 3. In the third branch, we use two standard 3 × 3 convolutions and one dilated convolution with a rate of 5. Note that, two stacked 3 × 3 convolutions are equivalent to a 5 × 5 convolution in terms of capturing receptive field but having fewer parameters. In this design, the receptive field sizes for the outputs in these three branches are 3, 9, and 15, respectively. Then, we concatenate the outputs of the three branches, aiming to combine the information obtained from different receptive fields. On the rightmost branch, we employ only a simple 1 × 1 convolutional layer. Consequently, the output obtained by this branch, to a large extent, still carries the information of the original input feature map.

Finally, we use the weighting operation to combine the feature maps after concatenation on the left and the feature maps on the right:

\[ X_{i+1} = ReLU \left[ k \cdot (F^1 \ast \varphi) + F^2 \ast X_i \right], \]  

(1)
where \( \phi \) is the feature maps after concatenating operation, \( F^1 \ast \phi \) and \( F^0 \ast X_l \) are the outputs of the \( 1 \times 1 \) convolutional operation on concatenated feature maps \( \phi \) and on the feature maps in the previous layer \( X_l \) respectively, shown in Fig. 3, and \( k \) represents the proportionality factor in the range \( [0, 1] \), which determines how much features learned at this layer are preserved.

### 2.2. Training Details

Since VVC is encoded based on block, we also divide the picture into small blocks during network training. Besides, choosing the blocks as the training samples rather than whole images can have the advantage of reducing the training complexity and augmenting training data. First, we select two consecutive reconstructed frames as the reference picture and the current picture, respectively, so the luminance change of the same target in these two frames is very small, and the movement of the same target between two consecutive frames is also small. It is assumed that the pixels of a block have the same motion trace, and hence we decide to use the Lucas-Kanade optical flow method [17] to derive fractional MV.

Next, the training data are obtained through the process shown in Fig. 4. In the current picture, current block is marked as ground truth \( Y \) of the network, then the position of the fractional block in the reference picture, depicted by the red dash line in Fig. 4, is found through the fractional MV. Since the fractional pixel has no actual pixel value, it is necessary to find the corresponding position of the integer block by moving the referenced fractional block towards the top-left direction until the nearest integer pixels \( [18] \), depicted by the blue line in Fig. 4. This integer block is marked as input \( X \), so the pair of \( (X, Y) \) is used as a training sample for the network model.

We consider the entire network as a mapping function \( F \) and learn the network parameters \( \theta \) through minimizing the loss \( L(\theta) \) between the predicted blocks \( F(X; \theta) \) and the corresponding ground truth \( Y \). We use Mean Squared Error (MSE) as the loss function:

\[
L(\theta) = \frac{1}{M} \sum_{i=1}^{M} \left[ \frac{1}{m \times n} \| F(X; \theta) - Y \|_2^2 \right],
\]

where \( M \) is the number of training samples, \( m \) and \( n \) represent the width and height of the block, respectively. We initially set the learning rate to \( 10^{-4} \) and adjust the learning rate at equal intervals. In addition, the optimizer for the network is Adadelta [19] and the mini-batch size is 32. After training for around 80 epochs, the training loss has converged.

### 3. INTEGRATION INTO VVC

During the encoding process of the VTM, mode decision is performed on the current Coding Unit (CU). VTM will check the various modes of intra-prediction and inter-prediction. For the inter-prediction mode under LDP configuration, before encoding a frame, a forward reference picture list is constructed, which stores some reconstructed pictures of previous frames that have been encoded. Encoder iterates the search on these candidate pictures, finally selecting the block in the reference picture with the minimum distortion as the reference block for the coding block in the current frame.

Our approach is to use the previous frame of the current frame as the network input, and the purpose is to output a picture that is more similar to the current frame through the trained network. Then, we replace the picture in the original reference list with the model predicted one. We will discuss the compression results in the Section below.

### 4. EXPERIMENTAL RESULTS

#### 4.1. Experimental settings

In this paper, we use the PyTorch framework to implement our model. For the training data, since we train the network on the basis of block as mentioned above, we use one common video sequence, namely BlowingBubbles, to generate blocks. The strategy of using blocks instead of the whole image for training has been demonstrated very useful in high-resolution image restoration task [18], [20]. Through experiments, it is found that the size of block affects the performance of the network. In order to reasonably select the block size, we train the network with sizes of \( 16 \times 16 \), \( 24 \times 24 \), \( 32 \times 32 \), \( 40 \times 40 \) and \( 48 \times 48 \) respectively, and test the trained network in different classes of HEVC test sequences. Some results are shown in Table 1. We found that the network output obtained by setting the block size to \( 32 \times 32 \) is closer to ground truth than other sizes. Therefore, we choose this size to create our data set, which finally consists of more than 42000 block pairs.

For the encoder of VVC reference software VTM (version 10.0) [21], we have incorporated the proposed algorithms into it and compared our scheme with the unaltered VTM. We follow the VVC common test conditions and use LDP configuration to do compression performance test, under 4 quantization parameters (QPs): 22, 27, 32, and 37 [22]. In addition, since the human visual system is less sensitive to movement of chrominance than to luminance, video compression aims to store more luma details. Therefore, this paper focuses on the luminance component, and experiments on chroma.

### Table 1. PSNR(dB) results of the networks trained with different block sizes under common test sequences.

| Block Size | PartyScene | BQSquare | FourPeople | ChinaSpeed |
|------------|------------|----------|------------|------------|
| 16 × 16    | 31.6294    | 34.5303  | 29.8347    | 22.8142    |
| 24 × 24    | 31.8747    | 34.6106  | 29.8347    | 22.9879    |
| 32 × 32    | 32.3621    | 34.6106  | 30.4023    | 23.5848    |
| 40 × 40    | 32.3621    | 34.6106  | 30.4023    | 23.5848    |
| 48 × 48    | 32.3621    | 34.6106  | 30.4023    | 23.5848    |

### Table 2. PSNR(dB) of deep references generated by various models.

| Model       | VRCNN  | VRF   | Proposed |
|-------------|--------|-------|----------|
| PartyScene  | 24.1487| 25.6505| 26.0894  |
| FourPeople  | 29.8353| 34.5041| 34.673   |
| BQSquare    | 23.1371| 26.922 | 27.6708  |
| BasketballDrillText | 23.5848| 24.8023| 24.9879  |

### Table 3. SSIM of deep references generated by various models.

| Model       | VRCNN | VRF   | Proposed |
|-------------|-------|-------|----------|
| PartyScene  | 0.9449| 0.955 | 0.957    |
| FourPeople  | 0.9922| 0.997 | 0.997    |
| BQSquare    | 0.9757| 0.9891| 0.9909   |
| BasketballDrillText | 0.888 | 0.8962| 0.8973   |
are straightforward. Finally, BD-rate [23] is calculated to quantify the bit saving of different schemes relative to the original VTM.

### 4.2. Validation of the proposed model

According to the previous analysis, the more similar the reference picture generated by the network to the current coding frame, the higher the coding efficiency will be. Therefore, in order to verify the effectiveness of our model, we compared the PSNR and SSIM of the deep reference pictures generated by three models (VRCNN [6], VRF [13] and our model). Note that VRF model is a network that solves the problem of B frame interpolation, that is to say, the purpose of the network is to input two frames to generate an intermediate frame. To be fair, we modified their network structure to adapt it to a P frame generator that uses the previous picture to get the next one.

We selected some sequences from the four classes of test sequences. In a GOP, experiments were performed on all frames except for the I frame. The average PSNR results and the average SSIM results are shown in Table 2 and Table 3, respectively. Furthermore, we extracted some of the feature maps from some hidden layers to visualize how the network works, as shown in Fig. 5. We found that the feature maps after going through the dilated inception block can better show the details of the moving object.

### 4.3. Coding Results and Analysis

We also compared our model with other models when used in video coding. For all network models, we use the same method to get reference pictures. Table 4 summarizes the BD-rate results of our scheme and other methods compared to the original VVC evaluated on the Y component. It can be observed that our proposed method leads to significant bit saving, which is on average 9.7%. According to the results, we believe that the network we trained has a better impact on the reference picture prediction for natural video sequences compared with traditional VVC method and other two state-of-art methods. Note that the BD-rates for ChinaSpeed and SlideEditing sequences are positive, which means that the deep reference frames generated by the models are not as good as the original reference frame. This is probably because, these two sequences are screen content videos, whose characteristics (e.g., the content and motion intensity) are quite different from the natural video sequence used for training, and our trained model exhibits limited transferability.

Fig. 6 shows the visual results of the sixth frame of the BQMall video sequence. We use VVC, VRCNN, VRF, and our proposed method to encode and the QP is 32. For verification purposes, some exemplary rate-distortion curves are shown in Fig. 7. It can be observed that our scheme performs better at lower bit rates (high QP) than at higher bit rates (low QP).

### 5. CONCLUSION

This paper proposes a dilated convolution neural network, which is used to generate a deep reference picture for video coding. We use dilated convolution and inception module to increase the receptive field of the network so that it can obtain multi-scale feature map information, thereby improving the learning ability of the network. We also design a method to improve the coding efficiency of VVC. That is, the deep reference picture output by the network is employed to replace the original reference picture, and all the coding tests are conducted on the latest video coding platform VTM. Experimental results show that our scheme achieves significant bit saving compared to VVC. Future work will consider how to improve the transfer performance of the proposed model.
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