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Abstract. Aiming at the problem of high cost and difficult implementation of high frequency non-intrusive load decomposition method, this paper proposes a new method based on kernel density estimation (KDE) for low frequency NILM (Non-intrusive load monitoring). The method establishes power reference model of electricity load in different working conditions and appliance’s possible combinations first, then probability distribution is calculated as appliances features by kernel density estimation. After that, target power data is divided by step changes, whose distributions will be compared with reference models, and the most similar reference model will be chosen as the decomposed consequence. The proposed approach was tested with data from the GREEND public data set, it showed better performance in terms of energy disaggregation accuracy compared with many traditional NILM approaches. Our results show good performance which can achieve more than 93% accuracy in simulation.

1. Introduction

Various types of appliances are allowed to connected to grids with the development of smart grid, reasonable monitoring of home grid is of great importance to stable operation of power grids and energy saving. Research has shown that the knowledge of the power consumed by the individual appliances in the house can contribute to energy savings [1]. About 9% to 20% energy savings were observed in studies conducted (see e.g. [1][2]).

Recently, there has been growing interest in home energy management by non-intrusive ways. Non-Intrusive Load Monitoring tries to disaggregate power consumption of individual appliances in normal houses from the total power consumption detected by household meter [3]. One simple way to provide energy data would be to equip sensors to appliances one by one and collect using data. This intrusive monitoring method can predict the operating condition precisely with no doubt [4]. However, the high acquisition, installation [5] and communication costs keep it away from implementation. The same goal may be achieved by using of some intelligent algorithms like what NILM does. This is more convenient and becomes one research focus. Algorithm concepts about NILM can also be expanded to similar environments where detections about appliances are not convenient to implement.

1.1. Related work

Non-intrusive load monitoring was first proposed and developed by G. Hart in 1992[6], and many approaches were proposed after this. Normally, NILM needs to get features of appliances before decomposing the consumption data. High frequency approaches like harmonics [5][7], transients features [8][9] need to get appliances’ usage data by high sample frequency (several kHz), and then
can get relatively high decomposing consequences, but using high frequency measurement requires installation of new and costly metering equipment which makes it remain unreasonable [10]. In contrast, low frequency approaches are more practical and meaningful, which just needs a sampling rate of 1Hz or less. Low frequency approaches are also easy to be installed to smart meters with low economic costs.

In recent years, many low frequency decomposing algorithms are proposed with the help of artificial intelligence, like Artificial Neural Networks [11], genetic algorithm [12][13], support vector machine [14][15], Hidden Markov Model(HMM) and its extensions [16][17]. HMM has an inherent benefit to describe NILM problem, the observation sequence in HMMs can represent power consumption, while the hidden states represent the working state of appliances. A new approximate inference method for energy disaggregation based on Factorial Hidden Markov Model (FHMM) was proposed by Kolter and Jaakkola [18]. FHMM combines several HMM chains in net and the observation is a joint function of these chains [19]. FHMM can be solved by Viterbi algorithm with relatively high computation cost. One disadvantage of HMM and its extensions is restrictions of HMM’s basic assumptions, which brings some extra error to decomposing algorithm; HMM can’t deal with multi-state appliances well not only because of increased states but inaccurate extracted features. HMM or its extensions still need to be developed more. There are some other unsupervised algorithms which uses methods like blind source separation [20], Kalman filtering[21]. These algorithms usually don’t need training data and it’s convenient to implement. Most of them are usually achieved based on probabilistic analysis methods [18].

There are also some works based on active power and reactive power [22][23]. They can achieve NILM by extracting unique features like slopes and edges of different appliances. The method will provide feature information of each residence [24]and may then be used to distinct different appliances from total consumption. Furthermore, algorithms that depend on real active power can be more practicable. In many of these works, reactive power changes play an important role and some other disaggregation ways are combined for better performance[25][26].

The main problem of low frequency decomposing approaches is that they cannot achieve very high accuracy. In reality, after so many years’ research and development, although NILM has gotten great progress, it cannot get very high accuracy since more and more complicated home grid environment and limits of presented NILM ways. Now good low frequency approaches can achieve about 90% or a little higher accuracy [16], but it is still not enough to be applied to reality.

1.2. Main Contributions
In this paper, a new low frequency disaggregated approach using kernel density estimation (KDE) is developed. The algorithm can show good performance with multi-state power appliances at low-frequency sampling rates (1Hz). There are three main contributions in this paper:
1) A new way to extract appliance power feature based on KDE is explored. KDE is a useful non-parameter way for probability density estimation, probability density estimation is proved to extract appliances’ power fluctuation feature well.
2) One useful way to model irregular multi-states appliances is shown by division of sub-states. Some appliances like notebook or television shows irregular power consumption, which adds great difficulty for NILM work. We solve this problem by dividing its irregular working state into several regular sub-states. And they can help algorithm achieve higher accuracy.
3) KDE based NILM algorithm shows good data fault tolerance, which means it can be implemented with power data approximately given before implementation and don’t need to collect appliances power data in advance. Furthermore, one appliance dataset which has all the main appliances approximate power data can be established and the algorithm can then be used much more convenient.

Reference models will be established first which provides power information about appliances, and then the algorithm will search all the home working state at each period for main appliances’ working states if appliances’ working data are given or approximately given. Results from simulation tests by
Matlab using the GREEND dataset [27] show that the method is effective for NILM problem with more than high accuracy. Some future work is needed to develop the disaggregating algorithm more.

2. Energy disaggregation algorithm

2.1. Household and appliance models

2.1.1 Home Models. Home working state is defined by one multi-dimension vector, which is the combinations of all appliances’ working states:

\[ X = \{x_1, x_2, ..., x_m\} \]  

where \( x_i \) means the i-th appliances’ working state, \( m \) is the total number of appliances considered in one house. For single-state appliances, \( x_i \) may be 0 when it’s closed and 1 if it’s turning on; For multi-states appliances, \( x_i \) is still 0 when it’s closed, but it can be other numbers to express its different working states.

All the possible home working state set is shown below:

\[ S = \{X_1, X_2, ..., X_n\} \]  

The house’s real state is surely one element of the set above at each time. So the algorithm will search this total home working state set for NILM’s solution if only how similar elements in the set and real power data can be estimated. In this paper, similarity is estimated with probability distribution by KDE.

However, we need to make sure search algorithm is executed with one home working state’s data but not mixed two or more home working state’s data. So target total power consumption data are divided into several groups of data, where only one home working state corresponds to one group of data.

Power fluctuation shows changes of appliances working states in a way. A step change in power or the transition of an appliance's operating state to another state is labelled as an event. Total power consumption can be divided into several working stages by step changes.

In this paper, different home working states are divided roughly according to median changes. A continuous length of points is chosen and their median is seen as the intermediate data’s approximate value.

We found that the median of given data keeps relatively stable although home working state’s power data fluctuates greatly. So we may divide different home working state stages by proper setting of power threshold after median filtering. The choice of threshold should obey the principle that ‘Littler is better than Larger’. If threshold is chosen litter, divided stages may increase but don’t influence algorithm’s implementation only if the number of point in each stage is not very little. However, if the threshold is chosen larger and it may divide different home working state stages into one stage and then its distribution will not be matched for solution precisely.

Pseudocode of median filter and stages division is shown there:

```
Algorithm 1   Events Division

#Step 1: Median Filter
for i from 1 to length(observations)
    med(i)=median(observations(len_samp-1))
End for

#Step2: Events Detection
k=1;
for i from 1 to (length(med)-1)
    delta=|med(m+1)-med(m)|
    if delta>threshold
```
transition_time(k) =I
k=k+1;
End if
End for

2.1.2. Appliances Reference Models. Appliances’ power data in different working states are needed to implement algorithm, so the algorithm establishes appliances reference models first. When one device is working at one state, its active power usually fluctuates near a stable value. So appliances’ working states are divided based on their stable values, which are permitted with some fluctuations. Fluctuations are important because they contain individual information of each appliance.

For single-state appliances with stable consumption, division is easy to implement. For those multi-state appliances with stable consumption in each working state, it’s also easy to divide states just according to stable values. It’s hard to divide those multi-state or single-state appliances with large fluctuating power. So sub-states are generated for these appliances according to stable values.

Sub-state should meet some requirements:
a) Power consumption keeps relatively stable or regularly distributed in each sub-state.
b) Appliance’s irregular working states can be approximately replaced by sub-state or its combinations.
c) Sub-state’s working time should be longer enough to provide appliance’s working information.

The flowchart in figure 1 shows how to generate sub-states that satisfied requirements above. After dealing with target data by median filter, stages with large variance will be removed, and stages with similar mean will be merged, then the rest stages are what was needed.

Figure 1. Flowchart about sub-states’ generation

Figure 2 shows power consumption and division of sub-states. It can be seen that power consumption fluctuates from 8W to 80W when it’s turned on with no obvious regularity. So sub-states are generated for its ‘on’ working state. After median filter, there are several states that keeps very stable and consumption of notebook in each time period can approximately be replaced with six sub-states as the third part of figure 2 shows. Six sub-states are shown with different colours.
Substate division may increase appliances’ working states and computation cost, but it includes more information about devices and then help algorithm perform better. Irregular appliances provide more power features by division of sub-states, but these sub-states will all be shown as the original working state in decomposing consequence since there are not many differences between them. Algorithm will distinct appliance’s different working states but not sub-states.

2.2. Kernel density estimation

2.2.1. Kernel density estimation (KDE). Kernel density estimation (KDE) is usually used to estimate the probability density function (PDF) of a set of random data. When given a set of one unknown variable’s sampling data, we can inference probability distribution with KDE. Assume \( X_1, X_2, ..., X_n \) is a set of observed values when one appliance is working at one state, PDF can be gotten if data size is large enough:

\[
\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} K_h(x - x_i) = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{x - x_i}{h} \right)
\]

where \( K(\cdot) \) is kernel function—a non-negative function that integrates to one and has zero mean. \( h > 0 \) is a smoothing parameter called the bandwidth. \( h \) usually has a non-negligible influence on smoothing and bias for estimated PDF, so that appropriate selection of bandwidth is usually an important problem of KDE. However, in this algorithm, \( h \) does not have an obvious influence on the total accuracy, and a few \( h \) is selected to make estimated distribution non-negative.

KDE deals with a group of data not a single data each time, so it can weaken noise’s influence, and show the distribution characteristic very well. Any kind of appliances including those with non-regularity distribution or fluctuation appliances can be deal with by KDE. This is also advantages of non-parameter estimation.

Apart from the stable value of one working state, the fluctuation data that appears frequently will also be captured by KDE to provide useful information. So distribution feature includes more information to disaggregated load states compared with many other NILM approaches.

After collecting appliances’ individual working state’s data, home working state’s distribution is needed. Convolution transform is commonly used to combining some distributions. However, convolution transform means large computation cost since there are many appliances in home. So we collect data of each appliance’s each working state to simulate a group of data of each needed
combination by addition operation, then KDE can be used to get each combination’s distribution. At the same time, calculation time can be saved greatly by this way apparently.

2.2.2. Search for real state. After detecting events and dividing the target data into different groups of data, the algorithm will search for the most possible home working state in the total set. Since each stage of total consumption’s home working state must be one element in the total set, we just need to estimate similarity of one group of target data and home working state. After calculating distributions of target data and each home working state, we can directly compare similarity by numerical method since distribution has been normalized:

\[
Similarity = \sum_{i=1}^{N} \left( f_{\text{obs}}(p_i) - f_{\text{home-state}}(p_i) \right)^2
\]

where \( p_i \) means power of total consumption, \( N \) is number of total points used to generate discrete distribution, \( f_{\text{home-state}}(p_i) \) and \( f_{\text{obs}}(p_i) \) is values of probability density of home working state and observation data. This kind of comparison can be seen as figure 3 shows. Dotted lines mean discrete points of distribution. When two distributions are different, this comparison way can get the differences between these two distributions. The search algorithm will find the most similar distribution and take its state as observation data’s real state. Generally, \( N \) can be set as one hundred points. Influence of \( N \) is shown in the Results section; it will not make big influence on total accuracy.

![Comparison of two different distributions](image)

**Figure 3.** This figure shows differences between two distributions

2.3. KDE disaggregation algorithm

Our energy disaggregation approach can thus be summarized in the following three steps:

Step1: Collect home’s main appliance’s power data, and divide each appliance’s power data into different working states or sub-states. Then we can generate home working state set for convenience of search algorithm.

Step2: For given total active power data of one day or other length of time, median filter is performed and then divide power data into different home working states by step changes.

Step3: Search for the most similar home working state in HWS set by comparison of probability distribution in each stage.

Figure 4 shows how the algorithm searches the most similar HWS for one specific house stage. After dividing target data into different stages, all the search work can be done in the same way.
3. Evaluation

After introducing main idea and procedures of decomposing algorithm, some supplementary explanations about our algorithm’s implementation and simulation are added in this section.

3.1. Evaluation setting

As the paper shows before, data of appliance’s different working states is needed. Appliance’s working data are deal to extract appliances’ using information. Sub-state is established for those appliances that don’t have stable power consumption on some work states. Although computation cost is larger if sub-states are considered in search algorithm, better composition performance can be achieved.

The algorithm can’t distinct those low consumption appliances or those working time is very short very well. So those working power that is less than 3W are seen as closing work state. On the other hand, those consequences really contribute not much to energy management in one house.

A little prior knowledge is added to algorithm simulation since we usually can get some prior knowledge in one house in real world. Prior knowledge has been introduced before. One appliance or two with sub-states is set to be on all the time in House0 and House 2. This prior setting will also improve algorithm performance.

Algorithm tests were implemented with GREEND dataset. We chose House0 and House2 for out test’s implementation with 1Hz sampling rate. House0 is a detached house owned by a retired couple who spends most of time at home. House2’s residents are a mature couple (1 housewife and 1 employed) and an employed adult son. These two houses is just the representation of two typical kind of residents.

3.2. Evaluation about algorithm accuracy

In this paper, algorithm accuracy is evaluated based on identification between appliances’ real working states and decomposed working states:

$$
error_{app} = \frac{1}{T \cdot M} \sum_{t=1}^{T} \sum_{k=1}^{M} \left( s(t,k) - s(t,k) \right)
$$

(Figure 4. NILM algorithm based KDE)
where $M$ is the number of appliances in house, and $T$ is the length of target power data. Figure 5 shows differences between real working state and decomposed working state. When decomposed working states are different from real working states, it will be added into error statics.

Figure 5. Comparison between the real working state and the decomposed working state of freezer in House0.

4. Results
To test the proposed approach on real data, the GREEND dataset was chosen to be detected, which has many compositions of appliances detected. All the appliances in dataset had joined the test. The used appliances and using time of the former family was less than the latter one, and consequently it showed higher accuracy. Table 1 shows the total accuracy while Table 2 shows different appliances’ individual accuracy.

| House0  | House2  |
|---------|---------|
| 96.95%  | 91.09%  |

Table 1. Total accuracy of House0 and House2 in GREEND dataset

| Appliance      | Accuracy |
|----------------|----------|
| Washing machine| 87.03%   |
| Radio          | 100%     |
| Water kettle   | 100%     |
| Fridge         | 95.02%   |
| Dishwasher     | 100%     |
| Kitchen lamp   | 98.82%   |
| Television     | 95.57%   |
| Vacuum cleaner | 99.79%   |

Table 2. Accuracy in appliance level of House0

| points | Total Accuracy | Time(s) |
|--------|----------------|---------|
| 50     | 93.17%         | 717     |

Table 3. Influence of different number of points in House0
Experiment consequences are tested with data of House0’s 2013-12-07 data and House2’s 2014-02-15 data. It can be seen that the total accuracy decreases as number of appliances in home increases. Although total accuracy did not increase strictly as number of points increases as expecting, differences are not very obvious. Computation cost is usually one of the major concerns when designing algorithms. It can be seen that our algorithm does not cost very much time to deal with thirty-three thousand data (9.5 hours’ sampling data with 1Hz sampling rate) in two minutes.

5. Discussion
In the previous section, experiment of GREEND dataset was presented. Table 1 and Table 2 show that our algorithm can perform with good accuracy with real world data. KDE can extract more appliances’ working information apart from stable value but fluctuation characteristic, so it shows more accuracy in the tests. There are many parameters influencing the performance of the algorithm, like the bandwidth of KDE, the number of points used for regeneration of home working state, the sampling rate and so on. We did not make tests about all of their influence because most of them will not influence algorithm accuracy very much, which convinces the algorithm’s validity. However, if many parameters are not set appropriately, algorithm will not perform very well. Besides, carefully selected appliance’s working data surely performs better than those selected carelessly do, which is not shown in Results section.

Table 3 shows the computation time with different number of points used to regenerate home working states. As the number increases from 50 to 500,(100 points are defaulted), the accuracy didn’t change a lot, but time consumed by algorithm increases about two times. Generally, 100 points are enough to implement in reality.

The algorithm cannot distinguish those two different home working states both have very similar distribution. This is also the main problem of NILM algorithms. In these situations, accurate sampling of appliance’s original working data becomes very important. If working environment has changed and make the distribution similar to another home working state, the algorithm still fails to get the real home working state. Further features such as reactive power measurements or some other variables can be added which may help the algorithm perform better, but more tests and considerations are needed in the future work.

6. Conclusion
In this work, a method based at kernel density estimation was presented. KDE can extract power data’s fluctuation feature and distribution regularity very well. It can also weaken noise’s influence on the data and NILM system, and achieve higher accuracy with complex home grid system. This algorithm does not need training procedure, neither power consumption data of appliances in the house to be very accurate, which means it is possible to evaluate a set of appliance’s different working state data before, and our algorithm can be implemented without testing appliances’ usage data. This makes the algorithm more convenient to implement, and more development will be achieved in the near future.
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