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Abstract—This work explores the biases in learning processes based on deep neural network architectures through a case study in gender detection from face images. We employ two gender detection models based on popular deep neural networks. We present a comprehensive analysis of bias effects when using an unbalanced training dataset on the features learned by the models. We show how ethnic attributes impact in the activations of gender detection models based on face images. We finally propose InsideBias, a novel method to detect biased models. InsideBias is based on how the models represent the information instead of how they perform, which is the normal practice in other existing methods for bias detection. Our strategy with InsideBias allows to detect biased models with very few samples (only 15 images in our case study). Our experiments include 72K face images from 24K identities and 3 ethnic groups.

I. INTRODUCTION

Artificial Intelligence (AI) algorithms have an increasingly growing role in our daily lives. These algorithms influence many decision-making processes affecting peoples lives in many important fields, e.g. social networks, forensics, health, and banking. For example, some companies already use AI to predict credit risk, and some US states run prisoner details through AI systems to predict the likelihood of recidivism when considering parole [1].

Face recognition algorithms are good examples of recent advances in AI. During the last ten years, the accuracy of face recognition systems has increased up to 1000x (it is probably the biometric technology with the greatest investment nowadays). These face recognition algorithms are dominated by Deep Neural Network architectures, which are trained with huge amounts of data with little control over what is happening during training (focused on performance maximization). As a result, we have algorithms with excellent performance but quite opaque.

This trend in AI (excellent performance + low transparency) can be observed not only in face biometrics, but also in many other AI applications as well [2]. At this point, and despite the extraordinary advances in recognition performance, factors such as the lack of transparency, discrimination, and privacy issues are limiting many AI practical applications. As an example of these increasing concerns, in May 2019, the Board of Supervisors of San Francisco banned the use of facial recognition software by the police and other agencies, and many others are considering or already have enacted legislation [3].

Fig. 1. Normalized overall activation observed through layers of a biased ResNet model trained for facial gender recognition. Overall activation for the images of a privileged group (continuous line), an underprivileged group (dotted line) and ImageNet (non-face images). The arrow on the right highlights the difference in activations obtained between privileged and underprivileged groups.

The number of published works pointing out the biases in the results of face recognition algorithms is large [4–7]. Among these works, a vast majority analyzes how biases affect the performances obtained for different demographic groups [3, 4, 6, 8–17]. However, only a limited number of works analyze how biases affect the learning process of these algorithms. In this work we use feature visualization techniques of deep models to generate a better understanding of biased learning. We will analyze two gender recognition models based on face images and how the ethnicity bias affects the learning process.

Given an input, the activations of the different neurons inside a neural network define the output of the network. Fig. 1 shows the difference in the overall activation of a gender recognition network for input face images from two different demographic groups. The figure shows the overall activations at different layers for face images of a privileged demographic group (caucasian female in this example), an underprivileged demographic group (black and asian females in this example), and images from a general purpose image classification database (ImageNet [18]). Privileged group refers to a demographic group prioritized during the training phase of the network with many more samples compared to underprivileged groups. The overall activation is measured for each image in each layer and then averaged across images of the same demographic group. Strong activations are usually
related with highly discriminant features [19]. In the figure, for the privileged group we can observe how the activations of the gender classification network are high for the first layers (focused on characterizing textures and colors) increasing slightly for the last layers (focused on the high level features related to the gender classification task). In comparison, for the underprivileged group the activations decrease significantly towards the final layers. These lower activations may be the cause of biased performances that result in unfair discrimination.

The contributions of this work are twofold:

- Comprehensive analysis of biased learning focused on the effects over the activation level of learned features in a database of 24,000 face images from 3 ethnic groups; demonstrating the latent correlations between bias, activation, and recognition performance.

- We propose InsideBias, a novel bias detection method based on the analysis of the filters activation of deep networks. InsideBias allows to detect biased models with very few samples (only 15 in our experiments), which makes it very useful for algorithm auditing and discrimination-aware machine learning.

The rest of the paper is structured as follows: Section II summarizes related works in this area. Section III introduces the formulation of the problem and the method proposed in this work. Section IV presents the experimental framework including database, models, and experimental protocol. Section V analyzes experimentally how biased different kinds of training affect the models, and presents the results obtained by the proposed bias detection method InsideBias. Finally, Section VI will summarize the main conclusions.

II. RELATED WORK

A. Demographic biases in biometrics and AI at large

The study carried out in [20] examined three commercial face detection algorithms. It revealed the discriminatory potential of these technologies and attracted the interest of the academy and industry, reaching widespread impact even in mass media. This presence in the general press comes with a risk: possible misinterpretation due to excessive generalization from the particular experiments reported in that paper (based on three particular face detection systems) to face biometrics in general, and AI at large.

The existence of undesired demographic bias and algorithmic discrimination in AI depend heavily on many factors such as: learning architecture, training strategy, target problem, and performance criteria [21]. The present work, as others recently [17], generates a better understanding of such factors: 1) as input knowledge for more informed bias analyses, and 2) to generate tools to deal with such undesired biases in practical problems.

As a representative example in this line of work examining demographic biases in AI, Nagpal et al. conducted a series of experiments to verify if deep neural networks in facial recognition systems encode some type of race-specific information [14], and found that in models trained with different races, different discriminative regions contribute to the decision.

Kleinberg et al. rightly point out the difference between the training of the algorithm and the application of the algorithm [22]. This difference is evident in [3] where the same algorithm performed worse for dark-skinned people than for light-skinned people, given images from some cameras, but performed better for images from other cameras.

Turning to the specific case of face recognition, the work [14] proves that bias is not linked exclusively to a demographic factor. Moreover, it discusses how sensational headlines written by non-expert people skew the information around biases in AI.

B. Looking inside Neural Networks

As soon as the rebirth of Neural Networks happened in the past decade, researchers started trying to understand the representations learned by the models.

Erhan et al. proposed an approach to visualize the hidden layers [23]. Zeiler and Fergus applied a deconvolution algorithm to see the activity within the model [19], and Simonyan et al. generated the representative image of a class by maximizing the class scores [24]. Yosinski et al. visualized the activations of each neuron when processing an image [25]. Selvaraju et al. introduced an algorithm that visually highlights a networks decision by computing the gradient of the class score with respect to the input image [26]. In a similar line of work, Nguyen et al. created synthetic images that maximally activated each neuron [27], and Olah et al. explored which neurons are activated in different regions of the image [28, 29].

In addition, there are other variants and improvements of the methods indicated above, like the ones that identify characteristics encoded by the network relevant to the task [30], or other ways to intervene certain neurons in order to see the effect they have [31].

Inspired by the literature, in the present work we look at the raw activations of the neurons in presence of demographic biases in gender classification algorithms.

III. MEASURING BIAS IN DEEP NETWORKS: INSIDEBIAS

A. Formulation of the problem

Let\'s begin with notation and preliminary definitions. Assume I is an input sample (e.g. face image) of an individual. That sample I is assumed to be useful for task T, e.g., face authentication or gender recognition. That sample is part of a given dataset D (collection of multiple samples from multiple subjects) used to train a model defined by its parameters w. We also assume that there is a goodness criterion GT on that task T maximizing some performance function fT in the given dataset D in the form:

\[ G_T(D) = \max_w f_T(D, w) \] (1)

On the other hand, the individuals in D can be classified according to two demographic criteria (without loss of generality, we can have more criteria): \[ d = 1 \equiv Gender \in \]
{Male, Female} and \( d = 2 \equiv \text{Ethnicity} \in \{A, B, C\} \). We assume that all classes are well represented in dataset \( D \), i.e., the number of samples of each class for all criteria in \( D \) is significant. \( D^d \in D \) represents all the samples corresponding to class \( k \) of demographic criterion \( d \).

In our experiments, the goodness criterion \( G_T(D) \) was defined as the performance of a gender recognition algorithm \((T = \text{Gender Recognition})\). During the experiments, we study how the criterion \( d = 1 \equiv \text{Ethnicity} \) affects the internals of an algorithm focused on recognition of a different criterion \( d = 2 \equiv \text{Gender} \).

B. Bias estimation with InsideBias

While most of the literature is focused on estimating bias through performance between different datasets [17], with InsideBias we propose a novel approach based on the activation level within the network for different datasets \( D^d \) from different demographic groups.

Without loss of generality, we present InsideBias for Convolutional Neural Networks (CNNs). Similar ideas are extensible to other neural learning architectures. In a convolutional layer of a CNN, the previous layers feature maps are convolved with the filters (also known as kernels) and put through the activation function to form the output feature map. The output \( A[l] \) of layer \( l \) consists of \( m[l] \) feature maps of size \( n_1[l] \times n_2[l] \), where \( m[l] \) is the number of filters at layer \( l \). The \( i^{th} \) feature map in layer \( l \) denoted as \( A^{[l]}_i \) is computed as:

\[
A^{[l]}_i = g^{[l]} \left( \sum_{j=1}^{m[l-1]} f^{[l]}_{ij} \ast A^{[l-1]}_j + b^{[l]} \right) \tag{2}
\]

where \( g^{[l]} \) denotes the activation function of the \( l^{th} \) layer, * is the convolutional operator, \( b^{[l]} \) is a bias vector at layer \( l \) for the \( i^{th} \) feature map, and \( f^{[l]}_{ij} \) is the filter connecting the \( j^{th} \) feature map in layer \( (l-1) \) with \( i^{th} \) feature map in layer \( l \). The average activation of the \( i^{th} \) feature map at layer \( l \) is calculated as:

\[
\overline{A^{[l]}_i} = \frac{1}{n_1[l] \cdot n_2[l]} \sum_{x=1}^{n_1[l]} \sum_{y=1}^{n_2[l]} A^{[l]}_i(x, y) \tag{3}
\]

The activation, \( \lambda^{[l]} \), is calculated as the maximum of \( \overline{A^{[l]}_i} \) for all feature maps in the layer \( l \):

\[
\lambda^{[l]} = \max_i \left( \overline{A^{[l]}_i} \right) \tag{4}
\]

which can be normalized across layers:

\[
\lambda^{[l]} = \frac{\lambda^{[l]}}{\max_k \lambda^{[l]}} \tag{5}
\]

The Activation Ratio \( \lambda^{[l]} \) for demographic criterion \( d \) (e.g., Ethnicity in our experiments) is then calculated as the ratio between the activation obtained for the group with the lowest \( \lambda^{[l]} \) and the group with the highest \( \lambda^{[l]} \):

\[
\Lambda^d = \frac{\min_k \lambda^{[l]}(D^d_k)}{\max_k \lambda^{[l]}(D^d_k)} \tag{6}
\]

InsideBias uses this Activation Ratio to detect biased models. A model will be considered biased if the Activation Ratio is smaller than a threshold \( \tau \). When analyzing the bias in this way we recommend looking at the final layers, similar to the initial example in Fig. 1.

IV. EXPERIMENTAL FRAMEWORK

We start our bias experiments by studying how ethnic attributes influence the gender learning process. For that we trained two architectures for gender classification with different ethnic groups (biased training data) and with all the groups together (unbiased training data).

A. Database

In our experiments we used the DiveFace dataset [32]. DiveFace contains annotations equally distributed among six classes related to gender and ethnicity. There are 24K identities (4K per class) and 3 images per identity for a total number of images equal to 72K. Users are grouped according to their gender (male or female) and three categories related with ethnic physical characteristics:

- **Group A**: people with ancestral origin in Japan, China, Korea, and other countries in that region.
- **Group B**: people with ancestral origins in Sub-Saharan Africa, India, Bangladesh, Bhutan, among others.
- **Group C**: people with ancestral origins in Europe, North-America, and Latin-America (with European origin).

Fig. 2 shows 15 face images examples from the three ethnic groups of DiveFace. Note that all images show similar pose, illumination, and quality. These images obtain very high confidence values when used in gender recognition algorithms (i.e. confidence scores greater than 99%).

Note that these are heterogeneous groups that include people of different ethnicities. We are aware of the limitations of grouping all human ethnic origins into only three categories.
According to studies, there are more than 5K ethnic groups in the world. We have classified them into only three groups in order to maximize differences between classes. Automatic classification algorithms based on these three categories show performances of up to 98% accuracy [6].

B. Learning architectures

We employed two popular state-of-the-art image recognition architectures based on Convolutional and Residual layers. These architectures have been chosen as examples of standard models employed in face attribute detection algorithms [33, 34].

Network 1 (CNN architecture): The network is composed of eight convolutional layers followed by two fully connected layers with dropout. We use the ReLU (Rectified Linear Unit) activation function in all hidden layers, and a softmax activation function for the output layer (with two output units). After every two convolutions there is a maxpooling layer with a filter size of $2 \times 2$. The three first convolutional layers have 32 filters, the two following convolutional layers have 64 filters, then two of 128 filters and the last convolutional layer has 256 filters. Each convolution is followed by a batch normalization and a ReLU activation function, and its filters are of size $3 \times 3$ and stride 1. This network comprises more than 660K parameters and its input is $120 \times 120$.

Network 2 (ResNet architecture): The network consists of three building blocks and a fully connected layer with softmax activation for the output layer (with two output units). The first building block has a convolutional layer with 32 filters of size $7 \times 7$, and stride 2, followed by a $3 \times 3$ max pool of stride 2. The second and third building blocks are integrated by identity blocks and convolutional blocks. An identity block is a series of three convolutions with a shortcut connection that bypasses the input of the identity block and jumps to the output of the third convolution of the block. A convolutional block is an identity block whose shortcut performs a convolution.

The second building block has a convolutional block (3 consecutive convolution layers with a set of $32, 32, 128$ filters of size $1 \times 1, 3 \times 3, 1 \times 1$, respectively), a convolutional layer shortcut (128 filters of $1 \times 1$), and two identity blocks with the same consecutive convolutional layers as the convolutional block but without the skipped connection.

The third building block has a convolutional block like the previous convolutional block but with $64, 64, 256$ filters per convolutional layer; and three identity blocks with the same series of filters per convolution.

C. Experimental protocol

We have trained five models of each of the two chosen learning architectures, according to three different experimental protocols:

- **Biased Models**: the models in this experiment are trained with 18K images of only one ethnic group (9K each, women and men). This experiment is repeated 3 times for each of the ethnic groups. Therefore, 3 independent models per network architecture are trained.
- **Unbiased Model** (trained with limited data): the models in this experiment are trained with 18K images (same number of images than biased models), 6K from each ethnic group, divided in half between men and women.
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However, this lower activation in the first layers does not necessarily imply a low performance (as seen in Table I). The low activation in the first layers is compensated with high activation in the last layers which are related with high level features close to the task $T$ (i.e. gender recognition in our experiments).

C. InsideBias: Detecting bias with very few samples

The activations presented in Fig. 3 showed the direct relationship between bias and activations over 18K images, 2 learning architectures, and 5 models trained according to different biased and unbiased dataset. Next experiments will investigate how InsideBias performs for bias detection using a small set of test samples.

Table II shows the average classification scores and the Activation Ratio defined in Equation 6 ($l$ = last layer) obtained with the different considered models (Biased and Unbiased) trained for gender classification and tested with the 15 face images shown in Fig. 2. The results show how activations are correlated with biases even if the classification scores show almost no differences between biased and unbiased models.

For Unbiased models an Activation Ratio close to one reveals a similar activation pattern for all demographic groups tested (i.e. $\lambda$[African] ≈ $\lambda$[Underprivileged]). In contrast, the Biased models show lower Activation Ratio, which means higher differences between activation patterns from privileged and underprivileged demographic groups (i.e. $\lambda$[Proileged] > $\lambda$[Underprivileged]).

These results suggest that even if the network was trained only for gender recognition, the activation level of the filters is highly sensitive to the ethnic attributes. The proposed method for bias detection in deep networks, InsideBias, consists of measuring that sensitivity with the Activation Ratio $\Lambda_d$ defined in Equation 6 and comparing it to a threshold $\tau$.

The main advantage of this method for the analysis of bias with respect to a performance-based evaluation is that the differences are examined in terms of model behavior. Images of Fig. 2 obtained good performance (over 99.99% confidence score even in biased models) but showed clearly different activation patterns $\lambda$. Bias analysis based on performance require large datasets, and using the proposed Activation Ratio, few images may be enough to detect biased models.

In this work we do not underestimate the performance as a good instrument for analyzing bias in deep networks. We propose to include activation as an additional evidence [36], which is specially useful when only very few samples are available for bias analysis.

VI. CONCLUSIONS

In this work we presented a preliminary analysis of how biased data affect the learning processes of deep neural network architectures in terms of activation level. We showed how ethnic attributes affect the learning process of gender classifiers. We evaluated these differences in terms of filter activation, besides performance, and the results showed how the biases are encoded heavily in the last layers of the models.

This activation reveals behaviors usually hidden during the learning process. We also evaluated different training strategies that suggest to what extent biases can be reduced if the whole network is trained using a heterogeneous dataset.

We finally propose a novel method, InsideBias, to detect bias through layer activations. InsideBias has two major advantages with respect to detection based on performance differences across demographic groups: 1) it does not require many samples (we showed that biased behaviors can be detected with only 15 images), and 2) InsideBias can give an indication of the bias in the model using only good samples correctly recognized (even with the highest confidence).
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