A deep neural framework for real-time vehicular accident detection based on motion temporal templates
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A B S T R A C T

Vehicular accident prediction and detection has recently garnered curiosity and large amounts of attention in machine learning applications and related areas, due to its peculiar and fascinating application potentials in the development of Intelligent Transportation Systems (ITS) that play a pivotal role in the success of emerging smart cities. In this paper, we present a new vision-based framework for real-time vehicular accident prediction and detection, based on motion temporal templates and fuzzy time-slicing. The presented framework proceeds in a stepwise fashion, starting with automatically detecting moving objects (i.e., on-road vehicles or roadside pedestrians), followed by dynamically keep tracking of the detected moving objects based on temporal templates, clustering and supervised learning. Then, an extensive set of local features is extracted from the temporal templates of moving objects. Finally, an effective deep neural network (DNN) model is trained on the extracted features to detect abnormal vehicle behavioral patterns and thus predict an accident just before it occurs. The experiments on real-world vehicular accident videos demonstrate that the framework can yield mostly promising results by achieving a hit rate of 98.5% with a false alarm rate of 4.2% that compare very favorably to those from existing approaches, while still being able to deliver delay guarantees for realtime traffic monitoring and surveillance applications.

1. Introduction

A recent report by the World Health Organization (WHO) has indicated that annually approximately 1.35 million people die and between 20 and 50 million are injured or disabled by non-fatal injuries worldwide as a result of vehicular accidents [1]. On the other side, road traffic plays a dominant role in our daily lives and a large variety of human activities and services are increasingly dependent, either directly or indirectly, upon indirectly, upon it [2]. Effective smart vehicular-traffic management regarded as a precursor of the development of the so-called intelligent transportation systems (ITS) is pivotal to public safety in high traffic locations especially where there are unfamiliar conditions. This is particularly important for those in charge of traffic control and monitoring. The ability to estimate and forecast fatal vehicular accidents and provide specific key details such as when, where and how the accident occurred is particularly pivotal not only to public-safety stakeholders (e.g., police), but also to road travelers and transportation administrators.

With most existing traffic management systems, traffic monitoring and surveillance are commonly performed by means of fixed surveillance cameras installed by traffic police departments on several junctions and along the roads. However, a common practice of such traffic monitoring is predominantly performed semi manually by traffic police staffs sitting in a control room while monitoring the installed cameras. This not only involves a considerable amount of effort and time supplied by human operator, it also lacks support for desired real-time responsiveness to sudden/unexpected traffic events.

On the other side, advanced traffic surveillance and intelligent transportation systems that heavily rely on computer vision and machine learning algorithms currently constitute a trendy research topic where a diversity of promising approaches and methodologies are being pursued to detect, localize, track, and even recognize moving vehicles in video streams captured by roadside cameras in unconstrained traffic scenes with little or no significant human interventions [3, 4, 5, 6]. Moreover, such smart systems have great potential to monitor and evaluate on-road vehicle driving behaviors and eventually generate a fast and
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precise semantic interpretation based on the results of the vehicle motion characteristics (see Fig. 1). This, in turn, is expected to contribute significantly to vehicular traffic collision and/or vehicular congestion reduction by facilitating daily traffic control and management and allowing for an instant response when sudden vehicle events occur.

The objective of this paper is twofold: firstly, to investigate the problem of prediction and detection of vehicular accidents based on vehicle motion analysis and secondly, to propose a new vision-based framework for predicting and detecting vehicular accidents in real-time, based on motion temporal templates and fuzzy time slicing. Within this framework, moving objects (i.e., on-road vehicles or roadside pedestrians) are first detected and dynamically tracked based on motion temporal templates, clustering and supervising and supervised learning. A cubic-spline neural model is then trained on an optimum set of localized features extracted from predefined motion templates to predict an accident just before it occurs and a forward warning will alert the drivers to provide them the opportunity to take appropriate evasive action in time. Furthermore, non-straight trajectories of individual pre-accident vehicles can be obtained from vehicle tracking. This information recorded and stored automatically by the system can be crucial sources of evidence in the assessment and investigation of the traffic accident, by providing inclusive guidance for investigators in determining accident causes and follow-up action. The rest of this paper is organized as follows. In Section 2 we outline relevant prior work. Temporal motion templates are thoroughly covered in Section 3. In Section 4, the proposed framework is presented in details and its components are discussed. Experimental results are presented and analyzed in Section 5. Finally, in Section 6, we draw some conclusions and include suggestions for further work.

2. Prior work

During the past three decades or so, the research on automated detection of traffic accidents and driving violations has attracted extensive interest of a vast number of researchers in different fields such as neuroscience, computer vision and robotics. As a result, tremendous research efforts have been dedicated to deploying automated accident detection systems onto urban roads [7, 8]. In the literature, there are numerous approaches proposed for automatic traffic accident detection using a variety of approaches such as Kalman filters, decision trees, or time series analysis and forecasting, with differing levels of success rate in their performances [9, 10].

A most recent work that is closely related to ours in this area is perhaps that was presented in [11], where a machine learning framework using multimodal sensors in vehicles is proposed for automated accident detection. In that innovative study, five state-of-the-art feature extraction approaches such as methods relying on feature engineering and learning using deep learning were evaluated on the second strategic highway research program naturalistic driving study (SHRP2 NDS) dataset to detect realistic driving crashes. By the study results, it was observed that CNN features with a support vector machine (SVM) model outperform all other approaches considered. Moreover, unsupervised feature extraction was shown to be remarkably effective in achieving a notable performance score. In a similar study performed by Jahangiri et al. [12], a random forest (RF) model is used for classifying driver behaviors into two main classes: violation and compliance at junctions with signals. In their work, the authors make use of the intersection’s distance, speed, acceleration, time, necessary deceleration parameter, and velocity-based handmade features recorded by radar, video cameras, and signal phase sniffers at intersections. At signalized intersections, SVM and RF architectures could successfully predict driving violations, with accuracies of roughly 0.98 and 0.94, respectively.

In [13], the authors adopt an SVM for classifying driver activities based on hand postures acquired by cameras equipped in the vehicles, while in [14], an automatic system is proposed for recognizing car colors and logos, based on color segmentation and labeling. Moreover, in [15], a long-term prediction approach is introduced based on a combined trajectory classification and particle filter framework, where trajectories are classified using a rotationally invariant version of the longest common subsequence as a similarity metric between trajectories, with an architecture for processing trajectories of arbitrary non-uniform length. In a similar vein, in [16], a framework is proposed for learning multi-lane trajectories based on vehicle mounted vision sensors, where typical trajectories in highway driving are modeled using Kalman filtering and hidden Markov modeling is used for classification. Moreover, Wiest et al. [17] present a similar approach for predicting the long-term trajectories of vehicles, based on variational Gaussian mixture modeling, where the trajectory of vehicle is obtained several seconds in advance.

A variety of methods have also been proposed in the literature for detecting traffic accidents incorporating different type of cues such as matrix approximation [18], Smoothed Particles Hydrodynamics (SPH) [19], Scale Invariant Feature Transform (SIFT) and optical flow [20], or adaptive traffic flow motion modeling [21]. Due to the recent revolution in object detection based on deep learning, a great number of methods have been introduced for automatic traffic accident detection and anticipation, e.g., using Convolutional Neural Networks (CNNs) [22, 23] and Recurrent Neural Networks (RNNs) [7, 24], along with various disparate traffic accident datasets [7, 23, 24, 25, 26] available involving surveillance videos or dashcam videos. For example, in [27], the authors proposed a feature fusion deep learning approach for urban traffic crash detection, aiming at striking some kind of a feasible balance between detection time and accuracy with a minimum of computing resources. Despite their robustness, most of the methods mentioned above suffer from operational inefficiency and a lack of real-time performance in online accident detection without using future frames and they still yield unsatisfactory results. Additionally, there is no specialized dataset for traffic analysis that contains video streams with top-down views similar to drone/unmanned aerial vehicle videos, or omnidirectional camera videos.

3. Temporal templates

Strictly speaking, temporal templates are essentially 2D representations of motion history, created as 2D images from 3D video streams. They are unarguably perceived to be the most effective at reducing a 3D spatiotemporal space to a 2D image representation [28]. Exquisitely conformed with a cumulation of successive image differences, the temporal templates can potentially capture motion information by encoding where and when motion happened in the image sequences. Despite the removal of one dimension, the temporal information is mostly preserved in the associated 2D image. The construction process of temporal templates requires either a stationary camera and a relatively static background, or the segmentation of the motion of target from the background motion.

In their pioneer work, Bobick and Davis [28] have introduced two types of temporal templates, namely Motion-Energy Image (MEI) and Motion-History Image (MHI). The MEI template is created without
keeping the information about the time at which the motion takes place, while in the MHI template, the temporal information is collapsed into a single grayscale image, where the brightness of a particular pixel is directly proportional to the recent pixel motion. In Fig. 2, an example of MHI temporal templates for a traffic video stream is shown. A persistent challenge inherent to the original temporal template approach [28] is motion overwriting due to motion self-occlusion which remains a daunting task to solve for motion recognition. An avenue to best cope with this challenge is to build multilevel MHI (MMHI). It is specifically permitted to record the motion history at multiple time intervals, instead of recording it just once for the full video sequence and building a single MHI.

4. Proposed method

In this section, the proposed framework for real-time near-accident detection in traffic video streams is described. Our primary objective here is to develop a fast and reliable system that can automatically predict traffic accidents in advance. We take into account that the detection process of vehicle motion accommodates a variety of lighting conditions. Moreover, the proposed system is designed to be particularly powerful, quite robust, and gains the best accuracy/speed trade-off. The block diagram representing the general outline of the suggested framework is depicted in Fig. 3. The framework can attain its intended goals by going through four subsequent steps described in the following subsections.

4.1. Temporal template formulation

Assume $I(x, y, t)$ denotes the luminance value which changes over time to produce the video sequence. In addition, suppose that $B(x, y, t)$ denotes the difference image describing the luminance variations and detected by a simple frame-differencing scheme: $B(x, y, t) = |I(x, y, t) - I(x, y, t + \delta)|$, where $x$ and $y$ represent the 2D spatial coordinates in horizontal and vertical directions, respectively, and $\delta$ is the temporal distance. More formally, in an MHI denoted by $H$, where the parameter $r$ determines the temporal duration (in frames), the value of each point’s intensity in this representation can be defined as a function of motion attributes at the corresponding image position in the video sequence. Consequently, $H_r(x, y, t)$ can be recurrently calculated with an update function $\psi(x, y, t)$ by a recurrence formula as follows:

$$H_r(x, y, t) = \begin{cases} \tau, & \text{if } \psi(x, y, t) = 1 \\ \max(0, H_r(x, y, t-1) - \epsilon), & \text{otherwise} \end{cases}$$

(1)

where $\psi(x, y, t)$ and $\epsilon$ denote the moving object in the current image frame and the decay parameter, respectively. The MHI can be then obtained by thresholding $D(x, y, t)$ using Eq. (2) as follows,

$$\psi(x, y, t) = \begin{cases} 1, & \text{if } D(x, y, t) > \xi \\ 0, & \text{otherwise} \end{cases}$$

(2)

where $\xi$ denotes a certain threshold value. It is perhaps noteworthy here to mention that if the information about the beginning and end of the motion of interest is unavailable, it is perhaps desirable or even necessary to alter the period $r$ and then try to categorize the resulting MHIs [28]. Conversely, when the start and end of a motion pattern are determined and correspond to the duration of the recorded video stream, in this situation the parameter $r$ doesn’t need to be varied. It is possible to appropriately normalize the temporal dynamics by the general distribution of the gray values within the MHI throughout the valid range (i.e., [0-255], with 8-bit grayscale levels). Consequently, the display duration of a motion unit can be consistently maintained. This allows identical motion patterns of different periods to be legitimately compared and contrasted with each other. Since the video sequences are composed of different number of frames, the number of history levels in MHIs might still differ from one sequence to another. To appropriately compare the video sequences, it is essential that the multi-level MHI (MMHI) approach allows all MHIs to be constructed with a fixed number $\epsilon$ of history levels. Video streams are then downsampled to $\epsilon + 1$ key image frames. Hence, taking into account the known parameter $\epsilon$, the recursive MHI formula in Eq. (1) is extended to be as follows,

$$H(x, y, t) = \begin{cases} \text{at}, & \text{if } \psi(x, y, t) = 1 \\ H(x, y, t-1), & \text{otherwise} \end{cases}$$

(3)
where $\alpha$ denotes intensity difference between each two historical levels. It is noteworthy that Eq. (3) reveals that $M(x, y, t - 1) = 0$ for $t = 0$. With an MMHI, the ultimate goal is to encode the motion occurrence at different time instants on the same pixel location such that it can later be uniquely decoded. To accomplish this goal, we can use a simple bit-wise coding scheme, where an additional term $(2^{t-1})$ is appended to the previous MMHI values, when motion takes place at an instant $t$ and in a pixel position $(x, y)$:

$$M(x, y, t) = M(x, y, t - 1) + 2^{t-1}\psi(x, y, t)$$

where $M(x, y, t = 0) = 0$. Thus far, the bit-wise coding scheme as in Eq. (5) has the potential to deal effectively with the presence of multiple motions at the same location and temporally cluster them into individual motion patterns.

4.2. Feature extraction

This section comprises of the details of the feature extraction procedure based on temporal motion templates described previously. More specifically, we explain how a set of easily computable features (i.e., statistical and geometrical features) can be extracted from spatio-temporal motion templates of moving-vehicle sequences, and how these discriminative features can be used for traffic accident detection and prediction. The set of simple statistical features used in this work for representing vehicle actions to predict traffic accidents includes:

1. The mean direction of moving regions defined as the angle between the $x$-axis and the motion orientation by the clockwise, which is computed by a weighted-oriented histogram, in which a more recent motion has a greater weight than that assigned to the motion occurred early.
2. The shortest distance from the start-point to the endpoint of the motion trajectory at each time instant.
3. The filling rate of the bounding box surrounding the greatest region of interest (ROI) in MHI, which signifies the portion of the bounding box of motion taking place at a time instant.
4. The ratio of width to height of rect around the moving object, which can well describe the motion characteristics from shape aspects.

Since we are interested, in this work, to represent vehicle actions on a more local level, then we move one step further and propose to extract an additional set of geometrical features that are most relevant for the current detection task.

To achieve this objective, we divide the bounding box for the region of detected motion spatially into equally-sized subregions. Thus, an additional set of affine geometric moment invariants that have good stability and distinguishability can be efficiently extracted from each partitioned motion subregion [30] using Eq. (5), as follows:

$$J_1 = \frac{1}{\mu_{00}^2} [\mu_{20}\mu_{02} - \mu_{11}^2]$$

$$J_2 = \frac{1}{\mu_{00}^2} [\mu_{30}^2 - 6\mu_{30}\mu_{12}\mu_{03} + 4\mu_{30}\mu_{12}^2 + 4\mu_{21}\mu_{12}]$$

$$J_3 = \frac{1}{\mu_{00}^2} [\mu_{20}(\mu_{21}\mu_{03} - \mu_{12}^2) - \mu_{11}(\mu_{30}\mu_{03} - \mu_{21}\mu_{12}) - 3\mu_{21}^2]$$

$$J_4 = \frac{1}{\mu_{00}^2} [\mu_{20}\mu_{03}^2 - 6\mu_{20}\mu_{11}\mu_{12}\mu_{03} - 6\mu_{20}\mu_{02}\mu_{12}\mu_{03}]$$

$$J_5 = \frac{1}{\mu_{00}^2} [\mu_{11}(\mu_{12}\mu_{03} - \mu_{12}^2) - \mu_{12}(\mu_{30}\mu_{03} - \mu_{21}\mu_{12}) - 3\mu_{12}^2]$$

$$J_6 = \frac{1}{\mu_{00}^2} [\mu_{03}(\mu_{03}\mu_{12} - \mu_{12}^2) + 9\mu_{02}\mu_{12}\mu_{21} + 12\mu_{02}\mu_{12}\mu_{21} + 12\mu_{12}^2 - 6\mu_{12}\mu_{02}\mu_{21} + \mu_{02}\mu_{21}]$$

$$J_7 = \frac{1}{\mu_{00}^2} [\mu_{03}(\mu_{03}\mu_{12} - \mu_{12}^2) + 9\mu_{02}\mu_{12}\mu_{21} + 12\mu_{02}\mu_{12}\mu_{21} + 12\mu_{12}^2 - 6\mu_{12}\mu_{02}\mu_{21} + \mu_{02}\mu_{21}]$$

$$J_8 = \frac{1}{\mu_{00}^2} [\mu_{03}(\mu_{03}\mu_{12} - \mu_{12}^2) + 9\mu_{02}\mu_{12}\mu_{21} + 12\mu_{02}\mu_{12}\mu_{21} + 12\mu_{12}^2 - 6\mu_{12}\mu_{02}\mu_{21} + \mu_{02}\mu_{21}]$$

where $\mu_{ij}$ denotes the normalized central moment of order $i + j$. In Fig. 4, sample snapshots from two different vehicular accident scenes along with their associated MHI based features are shown.

4.3. Fuzzy feature selection

This section is dedicated to the scheme utilized for feature selection based on adaptive decomposition an input vehicle sequence into a finite number of time slices in a fuzzy manner. Specifically, this feature selection scheme intends to select a feature subset from the extracted features by the elimination of redundant or irrelevant features. Hence, not only does the reduced set of relevant features yield a considerable speed-up for the prediction process of traffic accidents by pruning out irrelevant features, but it also has the potential to provide better (or at least the same) performance on prediction of traffic accidents as the initially extracted ones can achieve. Eventually, this allows the presented
approach to achieve the goal of feature dimension reduction, without
a significant loss in final prediction accuracy. As described in the pre-
vious section, a feature vector can be simply generated at each time
instance \( r \) by combining extracted features as follows,
\[
f_r = (f_{r1}, f_{r2}, \ldots, f_{rl})^T
\]
(6)
where \( l \) is the number of features obtained at an instant time. As the
extracted features in Eq. (6) are computed from a traffic image sequence
(i.e., vehicle action snippets) at each time instance, each vehicle action
can then be expressed by a time series of the features: \( \{f_r\}_{r=1}^R \) that
give us a rigorous approach for detecting vehicle actions. To calculate the
final feature vector for a vehicle action, the video snippet of each vehicle
action is temporally divided into multiple time-slices defined by lin-
guistic intervals [31]. Each of these intervals is described by a Gaussian
fuzzy membership function that is expressed as follows:
\[
\psi_j(t; \mu, \sigma, \xi) = e^{-\frac{1}{2}(\frac{t-\mu}{\sigma})^2}
\]
(7)
where \( \mu, \sigma \) and \( \xi \) in Eq. (7) are tunable parameters of the Gaussian
function. Hence, we can now generate a distinctive feature vector for each
time-slice, by computing a weighted average of features in all frames of
the time-slice [32, 33]. More formally, we can create a feature vector
for \( i \)-th time-slice as follows:
\[
F_i = \frac{1}{\Delta t} \sum_{j=1}^{m} \psi_j(t) X_{j,i}, t = 1, 2, \ldots, m
\]
(8)
where \( \psi_j(t) \), \( \Delta t \) and \( m \) are the Gaussian function representing the \( j \)-th
time-slice, the duration of the time-slice in frames, and the total number
of time-slices of the vehicle video snippet, respectively. Hence, the
final feature vector for a given vehicle action can be directly created by
concatenating all the feature vectors in Eq. (8) as follows: \( f = \cup_{i=1}^{r} F_i \),
where \( \cup \) represents the concatenation of feature vectors.

4.4. Feature classification

This section gives the details of the feature classification module in
the proposed vehicular-accident detection framework. Broadly speak-
ing, there are numerous machine learning algorithms [34, 35] that
can train a detector of vehicular accidents. Due to its superior instrin-
sic generalization capabilities and reputation as a robust and accurate
paradigm, a adaptive DNN model is employed for the current classifi-
cation task, which consists of several hidden layers of artificial neurons
that are fully connected with neurons of the previous and following lay-
ers. In the digital implementations of neural networks, the activation
function that intuitively simulates the behavior of biological neurons is
basically used as a decision making body at the output of neurons. In
DNN implementations, a wide variety of well-known activation func-
tions including sigmoid, Gaussian, step, linear, piecewise, and tangent
hyperbolic functions are widely used to implement the neuron behavior.
To promote the flexibility and learning ability of the neural classifica-
tion model adopted in this work, an adaptive activation function out
of a pool of well-known functions is employed for the hidden neurons,
namely a cubic-spline function. It should be kept in mind that the proper
choice of activation function should consider some well-known aspects
such as easy implementation, efficient computation, and the utilized
function should be partially refinable that means it can be replaced
with smaller copies of itself at regular intervals. These requirements
lead us to a mathematical field concerned with interpolating polyno-
imals through given data points, a part of numerical analysis. A cubic
spline function is defined as a third degree piecewise polynomial, which
yields a smooth curve that passes through all of the data points (i.e.
knots). More formally, given a data set \( \{(x_j, y_j)\}_{j=1}^{n+1} \) of \( n+1 \) points, a cubic-
spline function can then be expressed as follows,
\[
S(x) = \cup_j s_j(x) = \cup_j \sum_{k=0}^{3} a_{j,k}(x - x_j)^k
\]
(9)
where \( a_{j,k} \) and \( \cup \) are the coefficients of cubic-spline function and con-
catenation operator, respectively. To evaluate the above coefficients, a
coefficient matrix of a linear system of four equations in four unknowns
is constructed using general characteristics of spline functions such as
interpolating property, twice continuous differentiable, etc). Therefore,
by using Eq. (9) and splines’ properties (for additional information, in-
cluding calculation details, refer to [36]), the following matrix system of
equations holds:
\[
\begin{bmatrix}
a_{j,0} \\
a_{j,1} \\
a_{j,2} \\
a_{j,3}
\end{bmatrix}
= \begin{bmatrix}
0 & 1 & 0 & 0 \\
-\alpha & 0 & \alpha & 0 \\
2\alpha & \alpha - 3 & 3 - 2\alpha & -\alpha \\
-\alpha & -2 - \alpha & -\alpha & \alpha \\
\end{bmatrix}
X, \quad j = 1, 2, \ldots, n - 1
\]
where \( \alpha \) represents the tension parameter in the cubic-spline function,
which defines how sharply the spline curves bend at the control points.
This parameter is commonly set to 0.5. Performing the substitution \( a = 0.5 \)
in Eq. (10) ultimately results in the following expression (Eq. (11))
for the cubic-spline function:
\[
x_j(a) = \frac{1}{2} \begin{bmatrix}
1 & u & u^2 & u^3
\end{bmatrix}
A X,
\]
(11)
where \( A = \begin{bmatrix}
0 & 2 & 0 & 0 \\
1 & 0 & 1 & 0 \\
2 & -5 & 4 & -1 \\
-1 & 3 & -3 & 1
\end{bmatrix}, 0 \leq u \leq 1
\]
The averaged learning curves for the cubic-spline DNN model and stan-
dard sigmoidal neural model are shown in Fig. 5. A cursory glance on
this figure clearly shows that the modified cubic-spline neural model
not only has a much faster convergence than the standard sigmoidal
neural model at the early stage of training, but also constantly excels
during the rest of the training process.

5. Experimental results

In this section, the experiments performed to evaluate and validate
the performance of the proposed framework are described and the ob-
tained results that demonstrate the effectiveness and efficiency of the
framework are presented and discussed. Due to the intense difficulty
Fig. 6. ROC curve of the proposed system for vehicular accident prediction and detection.

(and inherent danger) involved in capturing or simulating abnormal traffic events (e.g., traffic accidents and violations) in natural driving scenes, it was only possible to perform a series of experiments with a relatively limited dataset of realistic accident scenarios. We have evaluated the proposed framework on a dataset of 80 video sequences consisting of a total of approximately 450 natural driving scenes of car crashes and abnormal driving events captured by traffic surveillance cameras. The video samples in the created dataset were collected from various publicly accessible websites and downloaded free of charge, which are representative of a wide range of road types including straight ramps, curved ramps, bridges, crossings, etc. They also involved various car events such as turning right, turning left, entering and leaving.

In order to quantitatively and comprehensively benchmark the performance of the proposed framework in predicting driving errors and their expected vehicular accidents, the receiver operating characteristic (ROC) curve is used, as a measure of discrimination ability, to depict the trade-off between hit or true positive (TP) and false positive (FP) rates corresponding to a particular threshold determination and it plots a 2-D graph, with FP on x-axis and TP on y-axis. The values of TP and FP rates are calculated as:

$$\text{TP-r} = \frac{\text{correctly predicted accidents}}{\text{Total accidents}}$$

$$\text{FP-r} = \frac{\text{incorrectly predicted non-accidents}}{\text{Total non-accidents}}$$

The plot of the ROC curve of the presented system for vehicular accident prediction and detection is depicted in Fig. 6. As seen in the figure, the overall performance of the system yields mostly promising results, achieving a detection rate of 98.5% with a false alarm rate of 4.2%. Perhaps most importantly, overall, these results illustrate that the proposed method performs favorably against previous state-of-the-arts [20, 22, 27, 37, 38], in terms of both successful hit rate and low false alarm rate (see Table 1).

Sample snapshots from vehicular accidents correctly detected by the proposed system are shown in Fig. 7, where the system not only could potentially predict in advance the distracted driving behaviors, but also could uniquely identify, record and track the trajectory of each vehicle by which the accident was caused. In addition, the average time in predicting a vehicular accident is about 1.6523 sec.

All computational experiments were performed on a Dell Optiplex 9020 desktop PC with CPU Intel Core i7 4th Gen. i7-4770 3.4 GHz, 8 GB

Table 1. A brief performance comparison between our method and various related state-of-the-art methods.

| Work                        | TP-r (%) | FP-r (%) |
|-----------------------------|----------|----------|
| Proposed method             | 98.5     | 4.20     |
| Chen et al. [20]            | 96.8     | 5.87     |
| Ren et al. [37]             | 94.6     | 4.36     |
| Arceda and Riveros [38]     | 89.0     | 6.2      |
| Lu et al. [27]              | 87.8     | 7.31     |
| Singh and Chalavadi [22]    | 77.5     | 2.25     |
RAM, running Windows 10 Pro (64-bit). All of the algorithms and the various simulated parts of the proposed framework were implemented in C++ using Microsoft Visual Studio 2015 IDE and the open-source OpenCV library for image and video processing. The relatively low computational requirements allow the system to run in real-time (approximately at an average of 28 fps). This improved timing performance enables the proposed method to provide unique latency guarantees for real-time traffic surveillance and monitoring applications.

6. Conclusion

This paper has introduced a fuzzy vision-based framework for real-time vehicular accident prediction and detection, based on motion temporal template analysis and fuzzy time-slicing. Within the framework, an efficient spline neural network model is trained on a small and optimal set of potential local features, including moment invariants for detecting irregular vehicle behavioral patterns and thus predicting vehicular accidents just before they occur. Experimental results on realistic vehicular accident videos have shown the superiority of the proposed framework over recent state-of-the-art methods, in terms of detection rate and false-positive rate, while also still maintaining real-time performance. Future work will be directed toward further improvement of the predictive performance and robustness of the approach through using more video data with varying severity levels of crashes and supplementary methods (e.g., multi-view cameras and few-shot learning), so as ultimately to facilitate the identifying of various severity levels of vehicular accidents.
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