MULTIOBJECTIVE APPROACH IN PLANS FOR TREATMENT OF CANCER BY RADIOTHERAPY
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ABSTRACT. Nowadays the technique of radiotherapy has been one of the main alternatives for the treatment of several types of cancer today. With technological development, especially in the case of 3D conformal radiotherapy, applications involving mathematical techniques and algorithms have been proposed to help the development of a good treatment plan. This paper aims at presenting a model for multiobjective linear programming problem of dose intensity. The focus of the model is to determine the best dose distribution of radiation field, so that the dose delivered to the tumor to be prescribed and that affects the minimum the noble and healthy tissues. A test case of prostate cancer was used as an example of the numerical model and the Pareto-Optimal Frontier was generated using the method of weighted function.
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1 INTRODUCTION

The radiotherapy technique is one of the most important alternatives for the treatment of cancer nowadays. This type of treatment is based on blocking or destructing the cell division in the DNA molecules that make up the tumor and consisting irradiating the tumor to maximize the effect of radiation on the affected tissues, minimizing adverse impacts on other body tissues. To combat this evil, much has been invested in technology and research.

Most radiotherapy treatment centers in Brazil have modern equipments for radiation emission, the linear accelerators. The equipment has computer systems to support the decision that play a central role in allowing the manipulation of images and the simulation of the effects of a treatment regimen.

However, these computer systems can reach quite high costs of implementation and maintenance. Also it do not perform automatic optimization procedures, which is the responsibility of the...
planner’s experience and intuition or by trial and error approach, can generate a solution away from optimal.

The plane of cancer treatment is performed individually but following the same methodology. The treatment plan is carefully developed, based on 3D computed tomography images of the patient, in conjunction with computerized dose calculations to determine the dose intensity pattern that will best conform to the tumor shape. There are three optimization problems relevant to be treated in a treatment plan.

(i) The geometrical problem;

(ii) The problem of dose intensity;

(iii) The problem of the blades opening.

The three problems are the central goal of providing the required dose to eliminate the tumor, with the lowest possible dose to healthy organs (called noble tissues), as well as other body tissues, called healthy tissues.

The first problem is to determine the optimal set of directions for each of the radiation beams (Figure 1).

![Figure 1 – Issuance of a radiation beam. (Source: Goldbarg, 2009).](image)

In recent years, several strategies have been used in the search for solutions to this first problem. Goldbarg et al. (2009) propose that the problem of selecting the directions of the beams is done using a technique called variable isocenters. The multiobjective mathematical programming model is solved by Transgenetic Algorithm and also with a Multiobjective Genetic Algorithm with comparative purpose. Another approach to this problem has been presented by Araújo (2010). He proposes a generic model for the optimization of radiotherapy treatment plan, and he uses three metaheuristics called MOGA, MOSA and MOTS to seek its solutions.
In Potrebko et al. (2007), an algorithm to optimize the angle of the radiation beam is proposed, based on minimizing the intersection the amount of the radiation beam in organs at risk. The algorithm was applied for optimization of coplanar beam arrangements regularly spaced in treatment of prostate cancer. The authors present a strong correlation between the minimization the amount of the intersection of the radiation beam in the organs at risk with high-dose.

The second problem is the dose intensity and aims at determining the best distribution dose for each radiation beam.

In this regard, Barboza et al. (2006) use the interior point method to solve the model introduced by Holder (2003). It incorporates elastic constraints that satisfy all constraints for treatment when the solution exists, or has the best solution out of specification, possible to according a weighting of the objective function. Another approach made to the model proposed in Holder (2003) is given by Viana (2010), taking into account the factors of correction for the heterogeneity in the composition of different types of tissue irradiated, based on proportions between their different linear attenuation coefficient.

Also based on the model presented by Holder (2003), Shao (2008) solves the problem of dose intensity through a variant of the method developed by Benson (1998), applying it to a clinical problem in 3D voxel using 5 mm and 3 mm.

The third problem seeks to establish the best opening of the multileaf collimator (Figure 2) taking the shape of the tumor.

This problem is treated mathematically by Cambazard (2009), and can be formulated as the decomposition of an integer matrix into a weighted sum of 0/1 matrices (Figure 3), in which each row has the “consecutive ones property” and the state-of-the-art approach is based on constraint programming.
MULTIOBJECTIVE APPROACH IN PLANS FOR TREATMENT OF CANCER BY RADIOThERAPY

Developing a treatment planning is non-trivial. For example, a treatment planner might desire the tumor to receive no less than 80 Gy. Similarly, the planner may hope that some other critical structures receive no more than 40 Gy. So considering that the planner has many options, the use of tools that are capable of generating sets of optimal solutions regarding the impact areas affected by the radiation is helpful.

The problems involved in 3D conformal radiotherapy, from the point of mathematical view, are multiobjective large optimization NP-hard problems (Goldbarg, 2009). The three issues are treated independently in referred literature, because of the complexity of each, which does not exclude the possibility of treating them in an integrated way. Holder et al. (2008), discuss the difficulty of integrating the problems.

This paper proposes a methodology for a dose intensity problem in 3D conformal radiotherapy and a case study is presented as an example of application.

2 FORMULATION OF THE PROBLEM OF DOSE INTENSITY

Supposing the existence of a set of $k$ radiation beams previously defined, the problem is modeled considering a region of the human body obtained from a cut of tomographic image, as shown in Figure 4.

This region is represented by a grid of pixels. Each pixel is considered part of the healthy tissue, tumor, or noble.

The intention is to determine the amount of dose to be issued for each radiation beam, considering the dose absorption of different tissue, looking for the best configuration that allows the dose that reaches the tumor is sufficient to destroy it and that meets the dose limits in noble and healthy tissues.

Figure 3 – The problem of the sequencing of the blades. (Source: Cambazard, 2009).
This problem is characterized by more than one objective, namely, the concern is not only radiating the tumor to maximize the effect of radiation on the affected tissues, but also having a concern as to minimize adverse impacts on other body tissues, so the model can be formulated as a multiobjective optimization model.

2.1 Matrix Absorption Dose

The dose that leaves from each radiation beam is not the same that will reach the tumor. There are several factors that reduce the dose, so that in each region of the body, or better in each pixel, there are different absorption dose. So, it is necessary to construct a matrix that will quantify the absorption dose per pixel, to each unit of radiation emitted by the beam.

Let $F_k$ be the matrix of the measure of the factors that influence the energy loss (by radiation beam $k$, in each pixel $(i, j)$).

One of the factors included in $F_k$, for example, is the PDP (Percentage depth dose), which can be measured experimentally. This factor measures the radiation that is received as a function of depth in the dose emitted, whose behavior can be visualized by mean of Figure 5.

Let $C_k$ the matrix that identifies the pixels hit by the beam $k$, so that:

$$c_{ij} = \begin{cases} 
1 & \text{if the pixel } (i, j) \text{ is affected by the radiation emitted by the field } k \\
0 & \text{otherwise} 
\end{cases} \quad (1)$$

To obtain a single matrix $A^k$ which considers all factors that influence the absorption of radiation at each pixel, is also necessary to consider the matrix of the factors of absorption due to the
heterogeneity in the composition of the irradiated tissue. One way to analyze this absorption is through the shades of gray in tomographic imaging, analyzed in the matrix $CT$.

The $ct_{ij}$ are values between zero and one, so that the darker the image, this value approaches zero, and the clearer, the value approaches one. Thus, regions of the body clearer in image, such as bone, for example, absorb more energy than the dark regions.

Thus, the matrix that considers all factors of energy absorption is given by:

$$A^k = CT \odot F^k \odot C^k$$  \hspace{1cm} (2)

The symbol “$\odot$” represents the multiplication point-to-point of the elements of the matrices.

Let $B_n$, $B_s$ and $B_t$ matrices that associate each pixel as noble, healthy or tumor, respectively.
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Let $B_n$, $B_s$ and $B_t$ matrices that associate each pixel as noble, healthy or tumor, respectively.

$$B_n = \begin{cases} 1 & \text{if the pixel (i, j) is noble} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

$$B_s = \begin{cases} 1 & \text{if the pixel (i, j) is healthy} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)

$$B_t = \begin{cases} 1 & \text{if the pixel (i, j) is tumor} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (5)

So:

$$A^k_n = A^k \odot B_n$$  \hspace{1cm} (6)

$$A^k_s = A^k \odot B_s$$  \hspace{1cm} (7)

$$A^k_t = A^k \odot B_t$$  \hspace{1cm} (8)
are the matrices which represent the dose absorption in pixels noble, healthy and tumor, respectively, for each \( k \) beam.

### 2.2 Objective functions and constraints of the problem

The objective is to determine the amount of \( x_k \) dose to be issued for each \( k \) beam of radiation, restricted to the dose limits for each type of tissue and considering the attenuation suffered by the dose emitted due to several factors. The unit of \( x_k \) is the gray (Gy), which is a unit of absorbed dose, defined as the amount you deposit 1 joule (J) of energy per kilogram (kg) from the absorber mean.

The dose determination must be such that the issued dose that reaches to the pixels healthy and noble is the minimum possible and that the tumor dose is the closest to the prescribed by the doctor.

For this, in the model are considered deviations dose per pixels, allowing flexibility in the choice of dose. The matrices \( \theta \), \( \delta \) and \( \epsilon \) represent the deviations of dose and are free variables:

\[
\begin{align*}
\theta &= \theta^+ - \theta^- \\
\delta &= \delta^+ - \delta^- \\
\epsilon &= \epsilon^+ - \epsilon^-
\end{align*}
\]

The matrices \( \theta^+ \), \( \delta^+ \) and \( \epsilon^+ \) are matrices that represent the deviations of dose in excess in the pixels related to the noble, healthy and tumor, respectively. The matrices \( \theta^- \) and \( \delta^- \) represent the dose deviations below the upper limit of the dose of pixels of noble and healthy, respectively, and \( \epsilon^- \) is a matrix of deviations dose of tumor deficient in pixels.

The dose that reaches to the noble and healthy pixels must meet the upper dose \( S_n \) and \( S_s \), respectively. Then:

\[
\begin{align*}
\sum_{k=1}^{m} x_k A_{kn} &\leq S_n B_n \\
\sum_{k=1}^{m} x_k A_{ks} &\leq S_s B_s
\end{align*}
\]  

where \( m \) represents the number of radiation beams to be used.

Considering that for each pixel can be flexibility in the choice of the absorbed dose, the restrictions are thus rewritten:

\[
\begin{align*}
\sum_{k=1}^{m} x_k A_{kn} &= S_n B_n + \theta^+ - \theta^- \\
\sum_{k=1}^{m} x_k A_{ks} &= S_s B_s + \delta^+ - \delta^-
\end{align*}
\]

Moreover, \( D \) is the constant that represents the dose prescribed by the doctor. As the pixels of tumor dose should be given \( D \), another constraint in the model is in Eq. (14):

\[
\sum_{k=1}^{m} x_k A_{kt} = DB_t.
\]
Also for the pixels of the tumor, it is considered an absorbed dose of flexibility, represented by the matrices $\epsilon^+$ and $\epsilon^-$

$$\sum_{k=1}^{m} x_k A_k = DB_t + \epsilon^+ - \epsilon^-.$$  \hspace{1cm} (15)

The model variables $x_k$, $(\theta^+_{ij})$, $(\delta^+_{ij})$, $(\epsilon^+_{ij})$ and $(\epsilon^-_{ij})$ must all be non-negative.

The objective functions are shown in (16). Two objective functions of the model are to minimize the dose deviation over the pixels of noble and healthy, because they want to get the minimum dose in these pixels. The third and fourth objective are to minimize the dose matrices of deviations of excess and lack of tumor dose because the dose that reaches the tumor should be closest to the prescribed by the doctor.

$$\begin{align*}
\text{Min} \quad f(\theta^+) &= \sum_{i=1}^{l} \sum_{j=1}^{c} (\theta^+_{ij}) \\
\text{Min} \quad f(\delta^+) &= \sum_{i=1}^{l} \sum_{j=1}^{c} (\delta^+_{ij}) \\
\text{Min} \quad f(\epsilon^+) &= \sum_{i=1}^{l} \sum_{j=1}^{c} (\epsilon^+_{ij}) \\
\text{Min} \quad f(\epsilon^-) &= \sum_{i=1}^{l} \sum_{j=1}^{c} (\epsilon^-_{ij})
\end{align*}$$  \hspace{1cm} (16)

where $l$ and $c$ represent the number of rows and columns of the matrices $\theta^+$, $\delta^+$, $\epsilon^+$ and $\epsilon^-$. 

### 2.3 Model for implementing the method of weighted function

In the solution of multiobjective problems, two important aspects are considered: the search for solutions and decision making. For the search of solutions, there is not an optimal solution with respect to all objectives, but rather a set of solutions called efficient solutions (or Pareto-optimal) in which no other solution that is best for all objectives. The image of the Pareto-optimal set is called the Pareto Front. As to the decision, the decision maker is responsible for choosing a particular efficient solution to consider the overall objectives of the problem (Goicoechea et al. (1982)).

The method used to obtain the Pareto front in the model presented in section 2.2 is the weighted function method, one of the classical methods of multiobjective optimization. This method consists in converting the original multiobjective problem into a scalar single-objective problem using different weights for each objective. To obtain Pareto-optimal solutions, we solve the problem iteratively considering different weight vectors (Deb (2009), Goicoechea et al. (1982)).

Thus, the objective functions are rewritten as shown below.

$$\text{Min} \left( \alpha \sum_{i=1}^{l} \sum_{j=1}^{c} (\theta^+_{ij}) + \beta \sum_{i=1}^{l} \sum_{j=1}^{c} (\delta^+_{ij}) + \gamma_1 \sum_{i=1}^{l} \sum_{j=1}^{c} (\epsilon^+_{ij}) + \gamma_2 \sum_{i=1}^{l} \sum_{j=1}^{c} (\epsilon^-_{ij}) \right)$$
subject to
\[
\begin{align*}
\sum_{k=1}^{m} x_k A_{kn} &= S_n B_n + \theta^+ - \theta^- \\
\sum_{k=1}^{m} x_k A_{ks} &= S_s B_s + \delta^+ - \delta^- \\
\sum_{k=1}^{m} x_k A_{kt} &= DB_t + \epsilon^+ - \epsilon^- \\
x_k &\geq 0
\end{align*}
\]
(17)

where \(\alpha, \beta, \gamma_1\) and \(\gamma_2\) represent the weights related to the respective dose deviation matrices \(\theta^+, \delta^+, \epsilon^+\) and \(\epsilon^{-}\).

The solution generated by the model (17) is non-dominated if it satisfy the Theorem 1 (Deb (2009)).

**Theorem 1.** The solution to the problem presented in (17) is Pareto-optimal if the weights \(\alpha, \beta, \gamma_1\) and \(\gamma_2\) are positive for all objective functions.

### 3 A CASE STUDY

The test case for numerical example of the model refers to a prostate cancer, whose data were obtained in Erasto Gaertner hospital, Curitiba-PR. This choice is due to being located in a more simplified anatomical region. It was considered a treatment that uses four beams of radiation.

The upper limits for the dose considered noble and healthy tissues, respectively, were \(S_n = 45\text{ Gy}\) and \(S_s = 50\text{ Gy}\), and the dose to the tumor should reach \(D = 60\text{ Gy}\), usual doses in the treatment of prostate cancer.

The reference image, shown in Figure 4, has been manipulated and exploited by the software MATLAB.

The image initially generated a matrix of order \(220 \times 420\), determining 554404 variables in the model. Because of computational limitations, it was not possible to work with matrices generated from the original image. Holder *et al.* (2008) discuss this problem, noting that sometimes it is necessary to reduce the matrices so that problem can be solved. In this study, it was necessary to subject the image to a process of reducing the number of pixels, reducing it to 20% of the previous image.

The grayscale matrix \(CT\), as well as matrices: \(C_k\) regarding the incidence in pixel \(ij\) for \(k\) bundle, \(B_n\) which indexes the pixels of tissue noble; \(B_s\) which indexes the pixels of healthy tissue; \(B_t\) which indexes the pixels of tumor tissue were obtained using the software MATLAB.

Were used tabulated data obtained in dosimetry (Mayle *et al.* (2007)) for matrix absorption dose \(F_k\). In this case study, only the factor due to the type of treatment in relation to the distance factor, PDP, was used. Treatment was considered a constant focus-isocenter, held at 600-C linear accelerator with energy of 10 Mev at a distance of 100 cm of the isocenter of the tumor.

With this information, we obtained the matrices \(A^n_k, A^s_k\) and \(A^t_k\) for \(k = 1, 2, 3, 4\).
4 RESULTS AND DISCUSSION

Using the methodology and model described in section 2.3, the results are presented in Table 1 and were obtained through the toolbox linprog of MATLAB software.

The average objective function presented in Table 1, is equivalent to the average values of $f(\epsilon^-)$, $f(\epsilon^+)$, $f(\theta^+)$ and $f(\delta^+)$ on the number of pixels corresponding tissue affected by radiation. For example:

$$
\overline{f(\epsilon^-)} = \frac{f(\epsilon^-)}{n_t}
$$

where $n_t$ is the number of tumor pixels hit by radiation.

The results presented in Table 1 show that when there is no concern to minimize the deviations of excess dose in healthy and noble pixels, a high dose is applied in some beams and a low-dose in others. This results a greatest dose than the dose limit imposed to the noble and healthy tissues. This solution does not represent a non-dominated solution, because it does not conform to Theorem 1, then is a solution that should be disregarded. The Figures 6 and 7 show the distribution of non-dominated solutions in objective space.

Figure 6 – Pareto front in relation to dose deviations $\epsilon^-$ and $\theta^+$.

Figure 7 – Pareto front in relation to dose deviations $\epsilon^-$ and $\delta^+$.
Table 1 – Model results obtained by linprog.

| Weight vector | Beam of radiation dose (Gy) | Medium Objective Functions |
|---------------|-----------------------------|---------------------------|
| $\gamma$ | $\alpha$ | $\beta$ | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $f(\gamma)$ | $f(\alpha)$ | $f(\beta)$ | $f(x_1)$ |
| $P_1$ | 1 | 0 | 0 | 0 | 109.7039 | 109.6280 | 140.1498 | 100.0694 | 1.2219e-009 | 3.4695e-003 | 50.6763 | 24.1211 |
| $P_2$ | 0 | 1 | 0 | 0 | 1.3161 | 4.8567 | 4.6371 | 6.8896 | 54.6529 | 0 | 0 | 0 |
| $P_3$ | 0 | 0 | 1 | 0 | 10.7926 | 0.0349 | 11.6881 | 12.9247 | 49.6626 | 0 | 0 | 0 |
| $P_4$ | 0 | 0 | 0 | 1 | 0.1603 | 1.7472 | 2.5477 | 4.0828 | 57.6076 | 0 | 0 | 0 |
| $P_{5}$ | 0.5 | 0.5 | 0 | 0 | 54.4269 | 8.96930 | 4.8045e-016 | 9.9455e-017 | 0.5636 | 0.5169 | 14.8319 | 3.5528 |
| $P_{6}$ | 0.4 | 0.4 | 0 | 0 | 13.7744 | 80.4976 | 39.3373 | 28.1150 | 3.9515 | 0.4125 | 0.8512 | 0.2322 |
| $P_{7}$ | 0.4 | 0.4 | 0 | 0.2 | 60.5773 | 50.9907 | 15.7840 | 30.4235 | 2.8514 | 0.3096 | 5.0160 | 2.063 |
| $P_{8}$ | 0.4 | 0.4 | 0.1 | 0.1 | 37.5478 | 60.9437 | 35.9878 | 30.6712 | 3.8999 | 0.3908 | 0.9032 | 0.2606 |
| $P_{9}$ | 0.3 | 0.3 | 0 | 0 | 68.8747 | 22.7708 | 42.1343 | 34.5697 | 3.9339 | 0.3504 | 0.7223 | 0.1914 |
| $P_{10}$ | 0.3 | 0.3 | 0 | 0.4 | 63.9713 | 44.7182 | 18.3010 | 28.9311 | 3.6798 | 0.1470 | 4.3355 | 0.1755 |
| $P_{11}$ | 0.3 | 0.3 | 0 | 0.1 | 67.6033 | 24.2277 | 39.8634 | 35.0979 | 4.1554 | 0.2531 | 0.7056 | 0.1794 |
| $P_{12}$ | 0.3 | 0.3 | 0.1 | 0.3 | 66.6019 | 25.8426 | 42.7652 | 30.5836 | 4.2606 | 0.2097 | 0.7050 | 0.1753 |
| $P_{13}$ | 0.3 | 0.3 | 0.2 | 0.2 | 67.3268 | 24.7733 | 44.1715 | 29.8690 | 4.2851 | 0.2182 | 0.7004 | 0.1758 |
| $P_{14}$ | 0.25 | 0.25 | 0.25 | 0.25 | 68.4144 | 23.3654 | 47.8494 | 22.9922 | 5.0633 | 0.1124 | 0.6437 | 0.1532 |
| $P_{15}$ | 0.2 | 0.2 | 0.6 | 0 | 78.7733 | 9.9827 | 64.3377 | 11.9097 | 5.1078 | 0.1432 | 0.6318 | 0.2008 |
| $P_{16}$ | 0.2 | 0.2 | 0 | 0.6 | 59.9533 | 46.1792 | 22.9572 | 1.0640 | 10.1861 | 0 | 2.8327 | 0.0249 |
| $P_{17}$ | 0.2 | 0.2 | 0.5 | 0.1 | 73.2687 | 17.0942 | 50.1242 | 11.3779 | 7.8233 | 0 | 0.4706 | 0.0835 |
| $P_{18}$ | 0.2 | 0.2 | 0.1 | 0.5 | 70.8926 | 20.5369 | 37.0683 | 11.9095 | 10.8679 | 0 | 0.3295 | 0.0303 |
| $P_{19}$ | 0.2 | 0.2 | 0.4 | 0.2 | 75.9312 | 13.7474 | 51.2077 | 5.2288 | 9.3459 | 0 | 0.3806 | 0.0495 |
| $P_{20}$ | 0.2 | 0.2 | 0.2 | 0.4 | 72.1020 | 18.9686 | 37.6440 | 12.1391 | 10.3598 | 0 | 0.3261 | 0.0306 |
| $P_{21}$ | 0.2 | 0.2 | 0.3 | 0.3 | 78.5208 | 10.4020 | 42.1033 | 12.9357 | 9.9900 | 0 | 0.3421 | 0.0380 |
| $P_{22}$ | 0.1 | 0.1 | 0.8 | 0 | 83.6732 | 1.8472 | 25.6283 | 10.1361 | 16.0629 | 0 | 0.0035 | 0.0025 |
| $P_{23}$ | 0.1 | 0.1 | 0.0 | 0.8 | 53.3256 | 50.2442 | 18.3166 | 5.2461 | 11.3233 | 0 | 1.6471 | 0.0131 |
| $P_{24}$ | 0.1 | 0.1 | 0.7 | 0.1 | 79.2771 | 9.1462 | 18.5660 | 12.2285 | 16.0182 | 0 | 0.0050 | 0.0020 |
| $P_{25}$ | 0.1 | 0.1 | 0.1 | 0.7 | 38.9925 | 51.2696 | 18.1007 | 15.1094 | 12.3598 | 0 | 0.2637 | 0.0101 |
| $P_{26}$ | 0.1 | 0.1 | 0.6 | 0.2 | 79.2771 | 9.1462 | 18.5660 | 12.2285 | 16.0182 | 0 | 0.0050 | 0.0020 |
| $P_{27}$ | 0.1 | 0.1 | 0.2 | 0.6 | 70.5604 | 20.9311 | 22.3041 | 19.7255 | 12.1361 | 0 | 0.2424 | 0.0129 |
| $P_{28}$ | 0.1 | 0.1 | 0.5 | 0.3 | 79.2771 | 9.1462 | 18.5660 | 12.2285 | 16.0182 | 0 | 0.0050 | 0.0020 |
| $P_{29}$ | 0.1 | 0.1 | 0.3 | 0.5 | 70.8703 | 20.1927 | 27.9829 | 3.5040e-011 | 15.5739 | 0 | 0.2929 | 0.0022 |
| $P_{30}$ | 0.1 | 0.1 | 0.4 | 0.4 | 79.2771 | 9.1462 | 31.6278 | 8.9232e-015 | 15.8402 | 0 | 0.0127 | 0.0023 |
| $P_{31}$ | 0 | 0 | 0.5 | 0.5 | 0.2448 | 0.4449 | 1.0110 | 2.0936 | 58.9652 | 0 | 0 | 0 |
As for conflicting objectives, note that the closer the dose to be applied is the prescribed dose, or $f(\epsilon^-)$ near zero, which is desirable for the tumor, greater is the deviation in the tissues noble and healthy, a result which is not desired for such tissue.

Although the methodology presented does not indicate a single optimal solution, but a set of compromise solutions, shown in Pareto frontier (Figures 6 and 7), the decision on which one is chosen as the final solution, it is the specialist decision maker, due to other clinical criteria. To help this choice, this paper suggested following criteria: the solution chosen is the one with the smallest euclidean distance in relation to the ideal point.

The ideal point is that whose coordinates are formed by the best solution for each objective (Deb (2009)). The Figure 8 shows the representation of the ideal point in relation to the solutions of the Pareto frontier, which has coordinates $(f(\epsilon^-), f(\theta^+), f(\delta^+)) = (3.3899; 0.0050; 0.0020)$.

According to the criterion used, the “best solution” was found was $f(\epsilon^-) = 3.3899$, $f(\theta^+) = 0.9032$ and $f(\delta^+) = 0.2060$, with weights for each functions are $\gamma_1 = 0.4$, $\alpha = 0.1$ and $\beta = 0.1$, and the values of doses issued by each beams radiation is $x_1 = 37.54780$, $x_2 = 60.94370$, $x_3 = 35.98780$ and $x_4 = 30.6712$.

5 CONCLUSIONS

The problem of dose intensity was formulated as a multiobjective mathematical programming model, presented as a suitable and simple model. A study case was presented as numerical example and refers to a prostate cancer. The software MATLAB was used in the exploration of images, as well as for obtaining the solution, being efficient and fast in its execution. The weighted function method was used to search solutions, showing different configurations that
allow comparisons between the results generated with different weight vectors. Pareto’s front showed the importance of the decision maker in multiobjective problems. Observing that in conflicting situations it is necessary to penalize some factors to winning in others. It is proposed a criterion for the decision of choice.
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