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Abstract: Because prior knowledge may not generalize to the COVID-19 setting, scholars are racing to test the efficacy of existing theoretical frameworks during COVID-19. Most business studies are conceptual or surveys of damage. The main purpose of the paper is to extend the forthcoming stream that tests firm performance by examining it during COVID-19. We examine the sales growth of 1298 US manufacturers during COVID-19 compared to their pre-COVID-19 baselines. Riskier firms with higher R&D intensities performed better during COVID-19, especially when cash-to-inventory levels were low. This study is among the first to empirically identify actionable predictors of firm performance during COVID-19 via a quantitative analysis of strategies and performance outcomes. Understanding what type of firms perform at higher levels during COVID-19 will help decision makers make more informed decisions moving forward. Employing ordinary least squares (OLS) regression to test our hypotheses, our findings suggest that R&D intensive firms should pivot tactically regarding current asset management, if needed, but not strategically, while prioritizing inventory versus cash retention. The positive effect of inventory versus cash extends theory by suggesting a new boundary condition related to pandemics that reverses the positive link between cash and performance found during crises with more conventional levels of turbulence. Our most important contribution, however, is practical, via the testing of predictors that can help firms during COVID-19. For example, we found that firms with higher levels of operating risk experienced 60 percent more sales growth than risk-averse firms. This knowledge that risk-taking predicted performance during COVID-19 (especially when coupled with a focus on R&D intensity and inventory level) may encourage those that can adopt less risk-averse strategies, while others focus on tactical adjustments or mitigative measures during COVID-19 and future black swan events.
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1. Introduction

On 9 January 2020, the World Health Organization announced the existence of a novel coronavirus. Around the world, governments enacted quarantines and travel restrictions. COVID-19 was formally recognized as a global crisis, and its ultimate toll on the global economy was severe and pervasive. Ozili and Arun (2020) documented its impact from January to April 2020, noting that global stock markets erased USD 6 trillion of wealth during one week in February alone, before describing supply chain shutdowns and recessions projected to be as severe as 2007–2008’s global financial crisis. In line with others (Irdina et al. 2020; Kumar et al. 2021; Kee et al. 2021), they then detailed COVID-19’s damage to the global travel, healthcare, energy, education, and finance industries. Yue and Cowling (2021) document the plight of employees and self-employed workers in the UK. In the USA, most businesses experienced sizable demand drops, 36% experienced supply shortfalls,
11% had trouble moving goods from production to markets, and a majority told employees to stay at home at least once, with roughly half of these employees losing salaries and employer-sponsored health insurance (US Bureau of Labor Statistics 2020).

Former Reuters European Affairs and current Politico editor, Paul Taylor (2021, p. 1) predicted that “Despite the arrival of the first vaccines against the coronavirus and the first disbursements from the EU’s big, fat recovery fund, the Continent is set for another annus horribilis of periodic lockdowns, stop-go restrictions on socializing and travel, mounting business failures, soaring unemployment, loan defaults and lingering economic uncertainty”. Magnus Nicolin, CEO of medical manufacturer Ansell, similarly warns that we must expect a new world characterized by “stop-start” economies, as “we’re going to be talking not just about COVID-19, but COVID-22 and COVID-24” (Evans 2021, p. 1).

Studies are generally conducted during conventional times. They are also conducted under more conventionally abnormal conditions (e.g., economic crises or natural disasters). COVID-19, however, has caused a once-in-a-lifetime global pandemic that leaves us uncertain about how to react in a world of unknown unknowns, where past guidance may or may not generalize to our current setting. It is no surprise, then, that scholars across all areas of science are racing to generate guidance whose efficacy has been validated during COVID-19. Business studies have been conducted, but due to its recency, this literature is dominated by conceptual papers (e.g., analogies from adjacent literatures) and empirical studies that are either qualitative, or quantitative analyses of damage rather than tests of performance during COVID-19. In other words, there is a critical shortage of studies that quantitatively test firm performance predictors during COVID-19, especially with respect to those comparing performance variables during COVID-19 with matched (or even unmatched) pre-COVID-19 baselines. The primary purpose of this study is to be among the first to fill this gap.

The cost of not knowing what predicts performance is substantial. Many businesses around the world are struggling and need assistance. Unfortunately, guidance drawn from pre-COVID-19 studies may or may not generalize to the COVID-19 setting. Another consideration is the possibility of spillover effects, as economic performance is impacted by organizational performance, and when firms suffer, employees and investors suffer, and pressure is added to already stressed government benefit systems. To examine performance drivers during COVID-19, we synthesize several literatures to form premises that suggest empirically testable hypotheses. Our main premise is that the types of strategies that outperform more conservative ones when industry dynamism and turbulence are high may be logical candidates to test during settings characterized by extreme turbulence, when uncertainties are unknown and risks less quantifiable. The broader scientific community displays an urgent and unwavering commitment to test the efficacy of guidance that might help today. It is critical that business researchers conduct similar tests of efficacy.

To test our hypotheses, we conduct various ordinary least squares (OLS) regression analyses, using five years of data from a sample of 1298 US manufacturing firms to compare the effect of risk and R&D intensity on performance during 2020 relative to each firm’s baseline performance level. Consistent with past studies with a direct relationship between risk and reward, we hypothesize that risk-taking and R&D-intensive firms may outperform those who adopt more conservative strategies. We also note the potential for global supply chain disruption during COVID to improve the performance of firms who allocate resources towards the purchasing of inventory versus firms with cash but a shortage of suppliers able to accept it in exchange for the timely delivery of goods. We thus also hypothesize that low cash-to-inventory levels negatively moderate our main effect. In other words, our study aims to provide findings that help managers decide whether they should play it safe, conserve cash, and attempt to weather the storm during COVID-19, or, instead, accept more risk and invest in R&D and inventory. Simply put, strategy formulation is more reliable when the knowledge bases used to generate it are accurate and current. The need for such knowledge today is strong and urgent, yet its availability is in short supply. Our findings suggest that risk-taking, R&D-intensive firms, especially those with low cash-to-inventory
ratios, performed better during COVID-19 than more conservative, less R&D-intensive firms.

Because the U.S. manufacturing industry is a key actor within complex global supply chains, and because COVID-19 is more disruptive than many conventional crises (e.g., regionally confined economic crises or natural disasters), our findings also extend the international business and crisis literatures by testing the efficacy of firm performance predictors during a global pandemic, while examining liquidity-versus-inventory tradeoffs. Manufacturers around the world rely on global supply chains while trying to meet global demand for their offering. Whether and how previously theorized links between various antecedents and performance are affected by sudden disruptions to global supply chains and consumer markets during a pandemic is an open question. We ultimately suggest that certain firm performance predictors are better suited to retain efficacy in settings that are this extraordinarily disruptive and uncertain, while others are likely to become less important by comparison.

Our paper is organized as follows. In the next section, we describe the background literature that we build upon and offer our conceptual model and hypotheses. Then, we describe our sample, methods, and results, which we compare to the results of prior studies. We close by highlighting the theoretical and practical implications of our findings, discussing the limitations of our study and suggesting future research, and offering a high-level summary of our paper.

2. Background, Conceptual Model, and Hypothesis Development

We began by searching for relevant studies by entering the following terms into scholarly search engines (e.g., Web of Science, Google Scholar): crisis + firm performance OR sales growth OR revenue, pandemic + firm performance OR sales growth OR revenue, and disaster + firm performance OR sales growth OR revenue. We then conducted a snowballing search, analyzing citations listed in these papers. As a strategic management study, our focus was linking managerial actions to performance outcomes (e.g., revenue generation). While the crisis literatures in finance and economics are robust, they often study investor reactions or economic tolls instead of managerial strategies used to improve performance. Because the strategy literature is shallow, we hope to contribute to it by adding a new crisis study conducted during a pandemic.

The vast majority of studies focus on economic crises (e.g., Kristjánsdóttir and Öskarsdóttir 2021). We know that firms realign strategies to ensure survival and mitigate performance declines (Doern et al. 2019; Fainshmidt et al. 2019; Vaaler and McNamara 2004). We also know that large firms perform better due to their larger and more efficient resource bases (Aldrich and Auster 1986; Gomes et al. 2001; Hall et al. 1995; Jovanovic 1982; Melitz 2003). Eggers’ (2020) literature review indicates that entrepreneurial mindsets increase risk-taking, R&D intensity, and performance during crises. Additionally, firms with dynamic strategic orientations tend to be more resilient and experience higher levels of customer loyalty and stock performance (Ahn et al. 2018; Alonso-Almeida et al. 2015; Nair et al. 2014). Experience, however, does not predict performance (Cowling et al. 2018).

Another robust stream investigates the effect of disasters (e.g., Lee et al. 2018). Focused more on description than prescription, it suggests that disasters damage production facilities and force retail operations to close, putting them at a disadvantage relative to firms not experiencing disaster; however, this disadvantage dissipates as surviving firms recover (Cainelli et al. 2018; Cole et al. 2019; De Mel et al. 2012; Park et al. 2013; Stromberg 2007). Notably, Bai et al. (2020) lament the lack of studies that test predictors of performance-based outcomes.

Studies also highlight the importance of supply chain disruption (Tang and Aruga 2021). It can be harder to find new suppliers than new customers, and disruptions are magnified by imperfect input substitutability and relying on single versus redundant chains—yet trading partners can also offer support (Atan and Snyder 2012; Carvalho et al.
Lee’s (2021) study of performance after Hurricane Harvey in the USA echoes this point, as social capital increased survival rates.

Mirroring its effect during economic crises, firm size assists during disaster as well. Pre-crisis earnings and planning (e.g., supplier diversification), post-disaster aid (such as government support), and the literal destruction of competitors also improve performance (Bătrâncea and Nichita 2015; Bătrâncea 2021; Cole et al. 2017; Fabling et al. 2019; Hayakawa et al. 2015). Shin and Lee (2019) found that generic resources improve outcomes, with cash the most useful due to its versatility. Whether disruptions are caused by a human (e.g., fires started by accident) or nature also matters, with the former associated with larger stock price declines (Bai et al. 2020).

While the literature related to infectious diseases is sparse, studies do exist. Wogwu and Hamilton (2018) and Tse et al. (2006) suggested reconfiguring assets aided public sector responses to Ebola and guinea worm ailment, and private sector responses to SARS. A COVID-19 literature also is burgeoning (Kantor and Kubiczek 2021; Oravsky et al. 2020; Polukhina et al. 2021; Tang and Aruga 2021; Zimon and Tarighi 2021). Many papers quantify damage done to businesses or employees (e.g., Fairlie 2020), or document government aid (e.g., Robinson and Kengatharan 2020). Conceptual papers also exist, e.g., Cowling et al. (2020) suggesting that small firms may run out of cash.

The primary gap is a lack of quantitative studies of firm performance during COVID-19. We are aware of one such study (Clampit et al. 2021), which notes that the more uncertain nature of pandemics versus other crises may mean that strategies related to dynamism and agility may outperform those related to scale or efficiency. Their test of the effect of dynamic capabilities on the operational and revenue performance of small businesses supported their hypotheses. While they restricted analysis to small businesses, we analyze larger firms with publicly traded stocks, and while their tested endpoint is discrete, ours is compared to a pre-COVID-19 baseline.

To fill this gap, we now synthesize thought from relevant studies to generate premises that collectively suggest risk-takers (especially when R&D or inventory levels are high) perform better during COVID-19. Risk is commonly proxied as the variance of income streams, stock returns, or financial ratios (Chiu and Choi 2016; Gilley et al. 2002). The positive relationship between risk and performance in the finance literature is well established (Fletcher 2000; Modigliani and Pogue 1974). The link between strategic operational risk and firm performance is ambiguous (Nickel and Rodriguez 2002). Here, risk is often captured via measurements of revenue variance, and both positive (Fisher and Hall 1969; Merton 1974; Wang and Yen 2012; Wright et al. 1996) and negative (e.g., Bowman 1980; Miller and Bromiley 1990) associations have been documented.

We suggest that environmental dynamism may play a key role. While Gilley et al. (2002) and Pratono (2018) suggest that firms wait for uncertain periods before assessing environments and adopting riskier approaches, Imhof and Seavey (2014) suggest that strong forecasting ability predicts both less risk-taking and lower performance. The strategic ambidexterity literature examines tradeoffs when choosing strategies to either exploit current or explore newer resources, capabilities, and markets (March 1991). Osiyevskyy et al. (2020) documented this literature’s bundling of risk-taking with experimentation, R&D intensity, and increased performance variance. Importantly, it then suggests the adoption of contingency perspectives during crises. This is consistent with prior research suggesting that exploration-based risk-taking predicts positive performance in dynamic settings (e.g., Jansen et al. 2006) and during economic downturns (e.g., Archibugi et al. 2013; Shirokova et al. 2019). It also suggests that threshold effects may exist. The effects of risk-taking, then, may be different during turbulent crises, and the literature’s mixed findings regarding risk and performance during conventional times may now suggest positive outcomes.

In summary, these referenced literatures suggest that risk-taking, R&D-intensive firms may outperform others when turbulence is high. While these literatures do not explicitly consider pandemics, we suggest their logic will generalize to conditions of
extreme turbulence such as COVID-19. To help disentangle effects attributable to risk-taking, per se, and risk-taking tied to R&D intensity (which we expect to have a stronger effect), we posit two testable hypotheses, which are illustrated in Figure 1.
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**Figure 1.** How sales growth is affected by risk, R&D intensity, and cash-to-inventory ratios.

**Hypothesis 1 (H1).** A positive relationship exists between operating risk and firm performance during COVID-19.

**Hypothesis 2 (H2).** The positive relationship between operating risk and firm performance is stronger for R&D-intensive firms during COVID-19.

Cash can mitigate the impact of foregone revenue or fund tactical adjustments during crises, as well as the propensity for supply chain disruption (Singhal et al. 2011). Because resources are limited, firms must select between retaining cash or bolstering inventory. The literature suggests both matter. We suggest that complexity and supply-side constraints may be critical factors when selecting. Atan and Snyder (2012) suggest that while cash is preferable during crises, key contingencies based on supply chain complexity may reverse this preference (e.g., inventory may be favored by firms with complex multi-tiered versus single-tiered chains or assembly versus serial/distribution archetypes). George (2005), meanwhile, found that “discretionary” slack (e.g., cash that can be deployed however managers desire) predicts lower performance in complex industries. Our contention is that compared to conservative companies, risk-takers are likely to participate in complicated supply chains that help them compete in complex industries.

For example, dynamic firms may rely on more synchronized supply chains (e.g., Just-In-Time production) that are prone to bottlenecks when highly technical and specialized components that may only be available from one vendor are not immediately available (e.g., LG as the sole producer of OLED panels for all high-end TV manufacturers). Unanticipated robust demand surges can leave even the most advanced manufacturing networks (that often incorporate sustainable smart manufacturing techniques, including cyber-physical monitoring, AI-assisted analytics, and Industry 4.0-based manufacturing systems) vulnerable to supply-side constraints (Adams and Krulicki 2021; Cohen and Macek 2021; Gibson and Macek 2021; Kovacova and Lazároiu 2021; Kovacova and Lewis 2021; Wade and Vochozka 2021). The struggle for riskier firms to meet demand, then, may greatly worry its managers, e.g., Elon Musk’s continual claim that Tesla can sell as many units as it can make, with supply-side constraints the primary impediment (e.g., O’Kane 2019). Logically, crises and associated supply chain disruptions may exacerbate these concerns. COVID-related bottlenecks, in fact, regularly prompt Musk to tweet messages...
such as, “Demand is no problem, but near-term cell supply makes it hard to scale” (Musk 2021). Some products may even experience an increase in demand during COVID-19, e.g., webcams or TVs, as more people work from and spend more time at home. Supply chain complexities and the history of supply-side constraints leads us to hypothesize that for riskier companies, inventory will be more important than cash during crises.

**Hypothesis 3 (H3).** The positive relationship between operating risk and firm performance is stronger for firms with lower cash-to-inventory ratios.

### 3. Method and Results

#### 3.1. Research Design

The independent variable is operating risk and the dependent variable is firm performance, while the two moderating variables are R&D intensity and cash-to-inventory ratio. To test our hypotheses, our independent and moderating variables are measured using average data of 2016–2019, and the dependent variable is measured using a percentage of 2020 firm performance relative to average firm performance during the four prior years (i.e., 2016–2019). This research design gives us an ability to examine the influence of our independent and moderating variables on firm performance during COVID-19 crises, which began in 2020. Below, we explain the sample and measures constructed in more depth.

#### 3.2. Sample

We test our hypotheses on a sample of publicly traded U.S. manufacturers that reported earnings through the end of 2020. Data were obtained from Compustat and the Center for Research in Security Prices (CRSP). The Compustat database is the product of Standard & Poor’s Capital IQ division and has provided reliable and validated financial data for U.S. and global companies since 1962. Similarly, CSRP database is affiliated with University of Chicago Booth School of Business and provides reliable and validated historical stock market data for major publicly traded U.S. firms. Both of these datasets are extensively used by scholars who have studied any sort of U.S. based firms’ financial and market indicators. To examine U.S. manufacturing firms, we used all U.S. firms with SIC two-digit industry codes between 20 and 39, as these are the firms that are part of the manufacturing industry. We found 2440 U.S. firms, but 1142 had missing data. Our final sample, therefore, consisted of 1298 U.S. manufacturing firms.

#### 3.3. Measures

We operationalize our dependent variable, firm performance, by measuring sales growth during the crisis event year (Venkatraman and Ramanujam 1986), calculated as the percentage of 2020 sales growth relative to average sales during the four prior years 2016–2019. Higher values indicate higher 2020 sales growth (the event year when the sample firms faced COVID-19 disruptions) versus average growth during the four prior years (the baseline years).

Firm-level operating risk is measured by calculating the coefficient of variation of sales for 2016–2019. Here, we calculate the ratio of the standard deviation of sales to average sales from 2016 to 2019 (Kanini et al. 2020; Wanke and Zinn 2004). Higher values indicate that performance was more volatile during the baseline period, suggesting that such firms engaged in riskier strategies, while lower values indicate less volatility during 2016–2019 (the baseline period), suggesting the adoption of less risky strategies and more stable revenue streams.

Our first moderating variable, R&D intensity, is proxied as the ratio of R&D expenses to total sales (Long and Ravenscraft 1993), with higher values suggesting firms are more R&D intensive. Our second moderating variable, cash-to-inventory ratio, is the ratio of total cash to total inventory, with higher values indicating higher cash versus inventory levels. We also include several control variables that may correlate with firm performance. First,
we control for systematic risk (aka beta), which is a standard measure of non-diversifiable risk that reflects the underlying volatility of a stock relative to general market movements (Miller and Bromiley 1990). Next, consistent with Syukriyah et al. (2020), we control for prior performance using return on assets (ROA). We also control for debt ratios, measured as total debt to total assets. Finally, to account for heterogeneity among firms within the manufacturing industry, we controlled for the level of firm diversification using the entropy measure (Jacquemin and Berry 1979). We measured this construct using

$$ E = \sum_{i=0}^{n} P_i \ln \frac{1}{P_i} $$

formula: where $P_i$ is the ratio of a firm’s business segment $i$ sales to total sales.

3.4. Results

Table 1 reports descriptive statistics and pairwise Pearson correlations. A positive, significant correlation exists between operating risk and 2020 sales growth, suggesting initial support for H1. As our dependent variable is continuous, we then analyzed our hypotheses using ordinary least squares (OLS) multiple regression analysis (see Wooldridge 2003). This research methodology is used for estimating linear relations between a dependent or an outcome variable, on the other hand, of the equation, and a set of explanatory or predictor variables on the other, while testing for multicollinearity by examining variance inflation factors (VIFs) for all models. The average VIF is 3, substantially below the value of 10 that indicates multicollinearity (Neter et al. 1996). Table 2 reports our model results. We include all control variables in Model 1, the independent variable in Model 2, and interaction terms in Models 3 and 4.

### Table 1. Pairwise correlations table.

|          | Mean | S.D. | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|------|------|---|---|---|---|---|---|---|---|---|----|
| 1 Sales growth avg | 0.71 | 12.26 | 1  |   |   |   |   |   |   |   |   |    |
| 2 R&D intensity | 13.00 | 179.28 | 0.18 | 1 |   |   |   |   |   |   |   |    |
| 3 Cash-to-inventory | 0.49 | 1.15 | 0.03 | 0.01 | 1 |   |   |   |   |   |   |    |
| 4 Operating risk | 41.05 | 47.90 | 0.10 | 0.08 | 0.25 | 1 |   |   |   |   |   |    |
| 5 Financial risk | 0.84 | 0.83 | 0.00 | 0.00 | −0.04 | −0.13 | 1 |   |   |   |   |    |
| 6 ROA | −5.78 | 145.07 | 0.00 | 0.00 | 0.02 | −0.13 | 0.04 | 1 |   |   |   |    |
| 7 Long-term debt | 1.43 | 1.50 | −0.01 | −0.02 | −0.18 | −0.37 | 0.36 | 0.04 | 1 |   |   |    |
| 8 Assets | 2.40 | 1.30 | −0.03 | −0.06 | −0.43 | 0.39 | 0.14 | 0.84 | 0.04 | 1 |   |    |
| 9 Capital expenditure | 0.71 | 1.40 | −0.04 | −0.06 | −0.20 | −0.42 | 0.32 | 0.02 | 0.83 | 0.84 | 1 |    |
| 10 Debt ratio | 4.18 | 7.35 | 0.04 | 0.00 | 0.62 | 0.19 | −0.02 | 0.02 | −0.21 | −0.06 | −0.18 | 1 |
| 11 Diversification | 2.89 | 6.56 | −0.03 | −0.03 | −0.11 | −0.26 | 0.13 | 0.02 | 0.42 | 0.43 | 0.44 | −0.12 |

H2 predicts that R&D intensity strengthens the relationship between operating risk and 2020 sales growth. As Model 3’s coefficient parameter estimate for our interaction term between operating risk and R&D intensity is positive and significant ($\beta = 0.00; p < 0.001$), H2 is supported. As shown in Figure 2, the marginal effect for one standard deviation below operating risk and R&D intensity means is 0.928, while the marginal effect for one standard deviation above these means is 8.014, and firms with the highest risk and R&D intensity experienced the highest sales growth in 2020.

\[
\text{Variables} = \text{Sales growth} = \text{Operating risk} \times \text{R&D intensity} + \text{Operating risk} + \text{R&D intensity} + \text{Cash-inventory ratio} + \text{Financial risk} + \text{ROA} + \text{Long term debt} + \text{Assets} + \text{Capital expenditure} + \text{Debt ratio} + \text{Diversification} + \text{error}
\]

H3 predicts that high cash-to-inventory ratios attenuate the relationship between operating risk and 2020 sales growth. As Model 4’s coefficient parameter estimate for the interaction term of operating risk and cash-to-inventory ratio is negative and significant ($\beta = −0.02; p < 0.05$), H3 is supported. The marginal effect for one standard deviation below means for operating risk and cash-to-inventory ratio is −0.827, while the marginal effect for one standard deviation above means for operating risk and cash-to-inventory ratio is 0.431.
As depicted in Figure 3, firms with the most operating risk and lowest cash-to-inventory ratios experienced the most 2020 sales growth.

\[
\text{Sales growth} = \text{Operating risk} \times \text{Cash-inventory ratio} + \text{Operating risk} + \text{R&D intensity} + \text{Operating risk} + \text{Cash-inventory ratio} + \text{Financial risk} + \text{ROA} + \text{Long term debt} + \text{Assets} + \text{Capital expenditure} + \text{Debt ratio} + \text{Diversification} + \text{error}
\] (2)

**Table 2.** OLS regression: Sales growth in 2020.

| Variables          | (1) Sales Growth | (2) Sales Growth | (3) Sales Growth | (4) Sales Growth |
|--------------------|------------------|------------------|------------------|------------------|
| Constant           | −1.84            | −5.46 ***        | −5.05 ***        | −6.09 ***        |
|                    | (0.11)           | (0.00)           | (0.00)           | (0.00)           |
| Financial risk     | −0.01            | 0.04             | 0.18             | 0.05             |
|                    | (0.98)           | (0.94)           | (0.70)           | (0.91)           |
| ROA                | −0.00            | 0.02             | 0.05             | 0.05             |
|                    | (0.65)           | (0.91)           | (0.79)           | (0.78)           |
| Long-term debt     | −0.19            | −0.30            | −0.33            | −0.40            |
|                    | (0.69)           | (0.57)           | (0.52)           | (0.45)           |
| Assets             | 1.37 **          | 2.32 **          | 2.19 **          | 2.43 ***         |
|                    | (0.04)           | (0.01)           | (0.01)           | (0.01)           |
| Capital expenditure| −0.95 *          | −1.27 *          | −1.19 *          | −1.23 *          |
|                    | (0.07)           | (0.05)           | (0.06)           | (0.06)           |
| Debt ratio         | 0.05             | 0.27 **          | 0.28 **          | 0.28 **          |
|                    | (0.38)           | (0.02)           | (0.01)           | (0.01)           |
| Diversification    | −0.04            | −0.02            | −0.03            | −0.02            |
|                    | (0.41)           | (0.68)           | (0.63)           | (0.71)           |
| R&D intensity      | 0.01 ***         | 0.01 ***         | −0.69            | 0.01 ***         |
|                    | (0.00)           | (0.00)           | (0.19)           | (0.00)           |
| Cash-to-inventory  | −0.15            | −0.78            | −0.00            | 0.14             |
|                    | (0.73)           | (0.15)           | (0.14)           | (0.84)           |
| Operating risk     | 0.03 ***         | 0.02 *           | 0.04 ***         | 0.00 ***         |
|                    | (0.00)           | (0.07)           | (0.00)           | (0.00)           |
| Operating risk X R&D intensity | 0.00 *** | (0.00) |
| Operating risk X Cash inventory ratio | −0.02 ** | (0.03) |
| Observations       | 1298             | 1298             | 1298             | 1298             |
| R-squared          | 0.04             | 0.05             | 0.11             | 0.06             |

*p*-value in parentheses, *** *p* < 0.01, ** *p* < 0.05, * *p* < 0.1.

Overall, our results are generally consistent with prior studies that found positive links between operational risk and firm performance (e.g., Fisher and Hall 1969; Merton 1974; Wang and Yen 2012; Wright et al. 1996), and positive R&D intensity moderation (e.g., Kotabe et al. 2002). Some pre-COVID-19 findings, then, do seem to generalize to the COVID-19 setting. Our finding that low cash-to-inventory ratios improved performance, however, is inconsistent with Atan and Snyder's (2012) findings. This suggests that in some ways (perhaps due to extreme turbulence), the COVID-19 setting is unusual.
Figure 2. Interaction effect of operating risk and R&D intensity.

Figure 3. Interaction effect of operating risk and cash inventory ratio.

3.5. Robustness Checks

We conduct several robustness checks to validate our findings. First, while we purposefully chose a single industry to form our sample (i.e., manufacturing industry), to eliminate performance differences across industries, further heterogeneity may exist among firms within this industry. We thus conducted the OLS regression again, including 3-digit level (i.e., finer) SIC industry effects. Second, to assess the sensitivity of the use of OLS regression, we re-constructed our dependent variable from a continuous outcome space to a dichotomous one using a median split. The dependent variable is assigned a value of zero to indicate below-industry median sales growth and a value of one to indicate above-industry median sales growth. We then conducted a probit regression and retested all three research hypotheses. Next, we address the issue related to heteroscedasticity. Like most studies that use financial ratios, our study also faces similar issues related heteroscedasticity, skewness, and kurtosis. To assess if our findings are robust across these issues, we conduct feasible generalized least squares regression. This technique allows estimation in the presence of AR(1) autocorrelation within heteroscedasticity across cross-sectional correlations (Rodrigues et al. 2020; Yousef et al. 2020; Yüzbaşı and Ahmed 2020). The results for these robustness checks are reported in Tables 3–5, which show identical results to those in Table 2. Finally, to assess the endogeneity attributable to omitted variables bias, we first conducted two-stage least squares regression using three statistically and theoretically valid instrumental variables (1: total auditing expenses, 2: board independence ratio, and
3: CEO duality) and then performed the Durbin–Wu–Hausman test for endogeneity. The
Durbin–Wu–Hausman statistic substantially failed to reach a conventional significance
level ($p = 0.87$), suggesting that endogeneity is not biasing our results.

### Table 3. Robustness check #1—Controlling for industry fixed effects using SIC 3-digit code.

| Variables   | (1)       | (2)       | (3)       | (4)       |
|-------------|-----------|-----------|-----------|-----------|
|             | Sales Growth | Sales Growth | Sales Growth | Sales Growth |
| Constant    | $-2.18$   | $-5.71$   | $-4.99$   | $-6.57$   |
|             | $(0.67)$  | $(0.35)$  | $(0.40)$  | $(0.28)$  |
| Financial risk | $0.01$   | $0.08$    | $0.25$    | $0.10$    |
|             | $(0.98)$  | $(0.88)$  | $(0.64)$  | $(0.86)$  |
| ROA         | $-0.00$   | $0.00$    | $0.04$    | $0.03$    |
|             | $(0.69)$  | $(0.98)$  | $(0.85)$  | $(0.86)$  |
| Long-term debt | $-0.20$   | $-0.31$   | $-0.35$   | $-0.42$   |
|             | $(0.69)$  | $(0.59)$  | $(0.53)$  | $(0.47)$  |
| Assets      | $1.46$**  | $2.36$**  | $2.22$**  | $2.48$**  |
|             | $(0.04)$  | $(0.02)$  | $(0.02)$  | $(0.01)$  |
| Capital expenditure | $-0.80$   | $-1.24$*  | $-1.14$   | $-1.21$*  |
|             | $(0.17)$  | $(0.09)$  | $(0.11)$  | $(0.09)$  |
| Debt ratio  | $0.05$    | $0.27$**  | $0.28$**  | $0.28$**  |
|             | $(0.45)$  | $(0.02)$  | $(0.02)$  | $(0.02)$  |
| Diversification | $-0.03$   | $-0.02$   | $-0.02$   | $-0.02$   |
|             | $(0.59)$  | $(0.79)$  | $(0.73)$  | $(0.81)$  |
| R&D intensity | $0.01$*** | $0.01$*** | $-0.00$   | $0.01$*** |
|             | $(0.00)$  | $(0.00)$  | $(0.14)$  | $(0.00)$  |
| Cash-to-inventory | $-0.30$   | $-0.85$   | $-0.76$   | $0.07$    |
|             | $(0.50)$  | $(0.14)$  | $(0.18)$  | $(0.92)$  |
| Operating risk | $0.02$**  | $0.01$    | $0.04$*** | $0.00$    |
|             | $(0.02)$  | $(0.02)$  | $(0.23)$  | $(0.00)$  |
| Operating risk X R&D intensity | $0.00$*** | $0.00$    |
| Operating risk X Cash-to-inventory | $-0.02$** | $0.04$    |
| Observations | 1298      | 1298      | 1298      | 1298      |
| R-squared   | $0.04$    | $0.05$    | $0.11$    | $0.06$    |

*p*-value in parentheses, *** $p < 0.01$, ** $p < 0.05$, * $p < 0.1$, Industry fixed effect included.

### Table 4. Robustness check #2—Probit regression with dependent variable median split.

| Variables   | (1)       | (2)       | (3)       | (4)       |
|-------------|-----------|-----------|-----------|-----------|
|             | Sales Growth | Sales Growth | Sales Growth | Sales Growth |
| Constant    | $0.24$*   | $-0.46$***| $-0.49$***| $-0.58$***|
|             | $(0.09)$  | $(0.01)$  | $(0.01)$  | $(0.00)$  |
| Financial risk | $-0.11$** | $-0.11$** | $-0.12$** | $-0.11$** |
|             | $(0.01)$  | $(0.02)$  | $(0.01)$  | $(0.02)$  |
| ROA         | $-0.03$** | $0.00$    | $0.00$    | $0.01$    |
|             | $(0.05)$  | $(0.84)$  | $(0.84)$  | $(0.69)$  |
| Long-term debt | $-0.01$   | $-0.06$   | $-0.07$   | $-0.06$   |
|             | $(0.84)$  | $(0.25)$  | $(0.23)$  | $(0.24)$  |
| Assets      | $0.02$    | $0.24$*** | $0.25$*** | $0.25$*** |
|             | $(0.84)$  | $(0.01)$  | $(0.01)$  | $(0.01)$  |
| Capital expenditure | $-0.06$   | $-0.07$   | $-0.07$   | $-0.06$   |
|             | $(0.34)$  | $(0.30)$  | $(0.32)$  | $(0.36)$  |
| Debt ratio  | $0.03$*** | $0.01$    | $0.01$    | $0.01$    |
|             | $(0.02)$  | $(0.40)$  | $(0.43)$  | $(0.32)$  |
| Diversification | $-0.01$*** | $-0.01$** | $-0.01$** | $-0.01$** |
|             | $(0.01)$  | $(0.02)$  | $(0.02)$  | $(0.02)$  |
Table 4. Cont.

| Variables                  | (1) Sales Growth | (2) Sales Growth | (3) Sales Growth | (4) Sales Growth |
|---------------------------|------------------|------------------|------------------|------------------|
| R&D intensity             | 0.00             | 0.00             | 0.01             | 0.00             |
|                           | (0.90)           | (0.77)           | (0.13)           | (0.86)           |
| Cash-to-inventory         | 0.20 **          | 0.02             | 0.01             | 0.30 **          |
|                           | (0.01)           | (0.72)           | (0.84)           | (0.02)           |
| Operating risk            | 0.01 ***         | 0.01 ***         | 0.01 ***         | 0.01 ***         |
|                           | (0.00)           | (0.00)           | (0.00)           | (0.00)           |
| Operating risk X          |                  |                  | −0.00 *          |                  |
| R&D intensity             |                  |                  | (0.08)           |                  |
| Operating risk X          |                  |                  | −0.00 ***        |                  |
| Cash-to-inventory         |                  |                  | (0.00)           |                  |
| Observations              | 1298             | 1298             | 1298             | 1298             |
| chi2                      | 84.62            | 104.9            | 97.23            | 96.54            |

*p*-value in parentheses, *** *p* < 0.01, ** *p* < 0.05, * *p* < 0.1.

Table 5. Robustness check #3—Feasible generalized least squares regression.

| Variables                  | (1) Sales Growth | (2) Sales Growth | (3) Sales Growth | (4) Sales Growth |
|---------------------------|------------------|------------------|------------------|------------------|
| Constant                  | 0.16             | 0.01             | 0.04             | −0.04            |
|                           | (0.49)           | (0.97)           | (0.87)           | (0.87)           |
| Financial risk            | −0.08 *          | −0.08 *          | −0.08 *          | −0.08 *          |
|                           | (0.08)           | (0.06)           | (0.07)           | (0.06)           |
| ROA                       | 0.13 *           | 0.16 **          | 0.17 **          | 0.16 **          |
|                           | (0.08)           | (0.02)           | (0.02)           | (0.02)           |
| Long-term debt            | 0.08             | 0.07             | 0.07             | 0.07             |
|                           | (0.27)           | (0.32)           | (0.33)           | (0.30)           |
| Assets                    | −0.08            | −0.05            | −0.04            | −0.05            |
|                           | (0.55)           | (0.70)           | (0.73)           | (0.68)           |
| Capital expenditure       | −0.04            | −0.04            | −0.05            | −0.04            |
|                           | (0.65)           | (0.67)           | (0.60)           | (0.67)           |
| Debt ratio                | 0.04             | 0.04             | 0.03             | 0.04             |
|                           | (0.12)           | (0.17)           | (0.22)           | (0.15)           |
| Diversification           | −0.00            | −0.00            | −0.00            | −0.00            |
|                           | (0.53)           | (0.54)           | (0.53)           | (0.54)           |
| R&D intensity             | 0.01 ***         | 0.01 ***         | 0.03             | 0.01 ***         |
|                           | (0.00)           | (0.00)           | (0.00)           | (0.00)           |
| Cash inventory ratio      | 0.07             | 0.03             | 0.00             | 0.22             |
|                           | (0.52)           | (0.76)           | (0.37)           | (0.17)           |
| Operating risk            | 0.01 ***         | 0.01 **          | 0.01 ***         | 0.01 ***         |
|                           | (0.00)           | (0.00)           | (0.00)           | (0.00)           |
| Operating risk X          |                  |                  | 0.00 ***         |                  |
| R&D intensity             |                  |                  | (0.00)           |                  |
| Operating risk X          |                  |                  | −0.01            |                  |
| Cash inventory ratio      |                  |                  | (0.09)           |                  |
| Observations              | 1298             | 1298             | 1298             | 1298             |
| chi2                      | 84.62            | 104.9            | 97.23            | 96.54            |

*p*-value in parentheses, *** *p* < 0.01, ** *p* < 0.05, * *p* < 0.1.

4. Conclusions

To the best of our knowledge, this is the first quantitative, empirical study to test a predictor of revenue growth for manufacturers during COVID-19, measured against pre-COVID-19 baselines. Moreover, while the crisis literature is clear with respect to the benefits of being large and having broad resource bases, there seems to be tension between safety-oriented and less risk-averse approaches (e.g., the benefits of cash retention versus being more comfortable with risk and prioritizing inventory over liquidity). Additionally, it has very little to say at all with respect to predictors of firm performance during pandemics.
Our finding that operational risk predicts performance, with this link being stronger when R&D intensity is high or inventory is prioritized over the retention of cash, has several implications. Informed by research on risk-taking, we developed a theoretical argument suggesting that strategies involving more risk perform better during crises. While H1 and H2 are consistent with much of the literature, confirming that some theories do generalize to the COVID-19 settings, H3’s findings that prioritizing inventory over cash improved performance during COVID-19 are contrary to prior findings that suggest a positive link between cash and performance during crisis (Atan and Snyder 2012). We thus extend theory by suggesting that a new boundary condition specifically related to pandemics reverses this link. Natural disasters elicit visceral reactions related to physical safety but are finite in duration. Economic crises do not threaten safety but do possess uncertain durations. Pandemics offer the worst of both, and during these conditions of deep uncertainty, inventories should be preferred to cash.

With respect to practice, our primary suggestion for managers is to be comfortable with the idea of accepting greater risk rather than assuming that the proper response to crisis is to play it safe operationally, while stockpiling cash in the hopes of weathering the storm. More R&D-intensive companies, for example, might pivot tactically but not strategically, while continuing to prioritize inventory over cash. Managers of less R&D-intensive companies may attempt to become more intensive if capable (e.g., smaller firms that are agile enough to quickly adapt), but if not, such managers should accept that as risk-taking and R&D intensity have been associated with higher levels of performance during the COVID-19 pandemic, a focus on mitigative measures, including building inventory buffers, would be appropriate. Thus, the term “cash is king” may not be suitable for all firms, especially when world is facing crises and supply chain disruptions. We suggest that firms should develop inventory buffering strategies or mitigation plans before next crises hit. Even if our findings are not actionable by all, information validated during COVID-19 can still be useful, as knowing which strategies performed well will enable managers to make more informed decisions moving forward.

Our study does have limitations that future studies may help remedy. Empirically, for example, we performed a series of statistical analyses and carefully constructed our sample from a single industry and country. This may limit generalizability to other industries (e.g., services) or countries. For instance, while Swedish firms never experienced official shutdowns, firms were still impacted by global supply chain disruptions. Future studies should thus conduct tests in other countries (including developing markets) and using other variables to analyze additional industries.

Another limitation involves our lack of qualitative data. Future qualitative studies may help unpack underlying mechanisms, alternative channels, and threshold effects. Is R&D intensity, for instance, a signal of robust demand? Are causal mechanisms more immediate, e.g., indicative of dynamism that allows rapid pivots mid-crisis? While H3 was supported, its practical significance was relatively modest. Is there a missing moderator that may strengthen or eliminate the efficacy of the cash-to-inventory channel that we examined?

Future studies may also attempt to disentangle transitory attempts to tactically pivot versus benefits stemming from enduring strategic commitments to our focal variables. The idea of temporary tactics versus sustained strategies also has managerial implications. If, for example, aggressive tactical adjustments generate positive results, then managers of more conservative firms that cannot be transformed (quickly or at all) from risk-averse entities to strategic risk-takers may at least be able to adjust their tactics. If positive effects are primarily (or only) realized via more aggressive long-term strategic orientations, however, then tactical adjustments in this direction may be disregarded.

Ultimately, we designed our study around the idea that what helped firms outside of the COVID-19 setting may or may not continue to help during COVID-19. We designed our study around the ideas that what worked outside of the COVID-19 setting may or may not
work during COVID-19. Any theory shown to improve firm performance when firms are operating in settings characterized by turbulence and uncertainty would seem to be a logical candidate to provide guidance during the extreme turbulence and uncertainty attributable to COVID-19. We found that this was, indeed, the case, as risk predicted performance, especially for high R&D-intensive firms. We also considered the literature’s suggestion that riskier, more dynamic firms often have more complicated and intricate supply chains that often work on a just-in-time basis. The interconnected nature of these supply chains, combined with their usage of specialized inputs that lack the simple substitutability of more commoditized inputs, suggests that they may be less robust to crisis induced disruption. We, therefore, suggested, and found, that our positive hypothesized relationship between operating risk and firm performance would be stronger for firms with low cash-to-inventory ratios.

We hope that managers will find our results useful when formulating their own strategies during COVID-19. Work remains to be done, however. Science is a collective tapestry, built one study at a time. Our objective was to be among the first of many that motivate follow-up inquiries. These forthcoming studies will undoubtedly dig deeper with respect to various underlying mechanisms and newly discovered boundary conditions, and this will hopefully provide more accurate guidance to all firms.
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**Notes**

1. Alternatively, we measured the percentage of 2020 sales growth versus 2019 and obtained similar results (untabulated).
2. The highest VIF in our models was for Assets (i.e., 8.27). We re-ran our models without Assets, and results remained
3. An insignificant Durbin–Wu–Hausman statistic indicates that the results from the OLS regression are appropriate in this context (Semadeni et al. 2014).
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