Direct detection of dark photon dark matter using radio telescopes
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Abstract

Dark photons can be the ultralight dark matter candidate, interacting with Standard Model particles via kinetic mixing. We propose to search for ultralight dark photon dark matter (DPDM) through the local absorption at different radio telescopes. The local DPDM can induce harmonic oscillations of electrons inside the antenna of radio telescopes. It leads to a monochromatic radio signal and can be recorded by telescope receivers. Using the observation data from the FAST telescope, the upper limit on the kinetic mixing can already reach $10^{-12}$ for DPDM oscillation frequencies at 1 – 1.5 GHz, which is stronger than the cosmic microwave background constraint by about one order of magnitude. Furthermore, large-scale interferometric arrays like LOFAR and SKA1 telescopes can achieve extraordinary sensitivities for direct DPDM search from 10 MHz to 10 GHz.

Introduction—Ultralight bosons are attractive dark matter (DM) candidates, including QCD axions, axion-like particles, dark photons, etc. [1–3]. Dark photon mixed with photon through a marginal operator at low energy is one of the simplest extensions beyond the Standard Model of particle physics [4–9]. It can be a force mediator in the dark sector [11] or a DM candidate [12,15].

This work focuses on the dark photon dark matter (DPDM) with a mass, $m_A'$, comparable to the energy of radio frequency photons (20 kHz – 300 GHz). Ultralight DPDM can be produced through inflationary fluctuations [15,25], parametric resonances [20,31], cosmic strings [32], and the non-minimal coupling enhanced misalignment [13,14,33] with possible ghost instability [34,35]. Radio-frequency DPDM can be constrained indirectly by Cosmic Microwave Background (CMB) spectrum distortion [14,30,38] and directly by haloscope experiments like TOKYO [39,42], FUNK [43], DM pathfinder and Dark E-field [44,45], SHUKET [46], WIS-PDMX [47], SQuAD [48], and recent experiments [49–52]. Axion haloscope search results can be interpreted to DPDM limits [11,74], but some searches relying on the magnetic veto, e.g. RBF [75] and UF [76], cannot be translated into DPDM limits [11,77]. Proposals and future experiments to search for DPDM include plasma haloscopes [77,78], Dark E-field [45], DM-Radio [79,82], MADMAX [83], and solar radio observations [80,85].

One category of broadband haloscope experiments uses a dish reflector to look for dark photons [80,85]. The original proposal uses a spherical reflector to convert $A' \rightarrow \gamma$, and the monochromatic photons with energy $m_A'c^2$ are emitted perpendicular to the surface, thus focusing on the spherical center. This method has been applied to room-sized experiments [39,43,45,46], with variations using plane/parabolic reflectors or dipole antenna placed in a shielded room.

In this work, we propose to use existing and future radio telescopes to search for DPDM directly. With huge effective areas and great detectors, the sensitivities of large-scale radio telescopes can surpass current astrophysics bounds on radio-frequency DPDM by several orders of magnitude. We perform two types of studies: one exploits a single large dish antenna to convert dark photons into radio signals; the other uses antenna arrays forming interferometer pairs to receive radio signals, taking advantage of the long DPDM coherence.

Fig. 1 summarizes our main results. The FAST data excludes the region surrounded by the solid red curve. The dashed red, blue, and brown curves show the projected sensitivities of FAST, LOFAR, and SKA1 [89] telescopes, assuming one-hour observation. For comparison, CMB and haloscope constraints are shown by the black and gray shaded regions, respectively. The results show that large radio telescopes can play an essential and complementary role in DPDM searches.

Model—We consider the dark photon Lagrangian

$$\mathcal{L} = -\frac{1}{4} F_{\mu\nu}' F'^{\mu\nu} + \frac{1}{2} m_A^2 A_{\mu}' A'^{\mu} - \frac{\epsilon}{2} F_{\mu\nu} F'^{\mu\nu}.$$  \hspace{1cm} (1)

$F'$ and $F$ are dark photons and SM photons field strength; $\epsilon$ is the kinetic mixing. After appropriate rotation and redefinition, one can eliminate the kinetic mix-
radio telescopes will detect a monochromatic radio wave from the zenith direction with frequency
\( f \) or rods. Considering a linear dipole antenna of length \( \ell \) the same-frequency EM wavelength. Next, we analyze DPDM signals for the dipole antenna, dish antenna, and antenna arrays. DPDM electric field, \( E \) is the speed of light, \( c \), electrons in telescope antennas will be accelerated by the free electrons on metal wires. In the present work. Instead, we prove that \( C_{\text{dipole}} \geq 1 \) for the antenna with linear dipole configuration, showing that the DPDM signal gains enhancement over the EM signal in Sec. II of the supplemental material (SUPP) [92]. In this work, we conservatively assume \( C_{\text{dipole}} = 1 \) to estimate the potential sensitivity of LOFAR and SKA1-Low.

**Response of the dish antenna**– Some large radio telescopes are constructed as dish antennas like FAST [93] or dish antenna arrays like MeerKAT [94] and SKA-Mid [95]. A dish antenna usually comprises a parabolic reflector with the feed receiving the reflected EM wave at the focus. Dishes are commonly made of metal plates. According to Eq. (9), DPDM causes free electrons on metal plates to oscillate. Thus, each area unit can be seen as an oscillating dipole emitting EM waves with the same frequency as DPDM. Then, the feed signal is the integration over the dipole units. In Sec. IV of SUPP, we show that the induced dipole with area \( ds \) is

\[
dp = 2eA'_{\parallel} ds.
\]

\( A'_{\parallel} \) is the projection of \( A' \) on \( ds \). Then, the EM field at position \( r \) can be obtained by summing up area units,

\[
B = -\frac{en_0}{2\pi} \int ds A'_{\parallel} \times (r - r_1) e^{imA'_{\parallel} |r - r_1|} \frac{e^{imA'_{\parallel} |r - r_1|}}{|r - r_1|^2}.
\]

The electric field \( E \) can be calculated using \( B \). EM phase at each dipole unit is determined by the DPDM wavelength, \( \lambda' \), different from the phase induced by parallel EM waves from distant stars. Therefore, the EM wave is usually around half of the EM wavelength designed to detect. However, the DPDM wave number \( k' \) is about \( O(10^{-3}) \) times smaller than \( k \) due to the small DM velocity. Therefore, according to Eq. (2), the antenna will register an equivalent electric field,

\[
E_{\text{EM}}^\text{equiv} = eE_0', \cos \psi' \cos (2\pi ft - k' \cdot \mathbf{x}),
\]

\( E_0' \) is the amplitude of the dark electric field. \( \psi' \) is the angle between the dark electric field and the antenna rod. Thus, typical dipole antennas respond to EM and DPDM fields differently, mainly by factors of \( \epsilon \) and the polarization angle. Additionally, for the DPDM case, the antenna can always be seen as a short dipole antenna since \( k'\ell \ll 1 \) for proposed frequencies, modifying the antenna efficiency by an \( O(1) \) number. Therefore, for general dipole antennas, one can define a DPDM-induced equivalent EM flux density

\[
I_{\text{dipole}}^\text{equiv} \equiv C_{\text{dipole}} \epsilon^2(E')^2 = C_{\text{dipole}} \epsilon^2 \rho_{\text{DM}}.
\]

\( \rho_{\text{DM}} = 0.3 \text{ GeV}/\text{cm}^3 \) is the conservative local DM energy density [90, 91]. \( C_{\text{dipole}} \) is an \( O(1) \) numerical factor. For telescopes like LOFAR and SKA1-Low, detailed antenna designs are needed to simulate the exact values of \( C_{\text{dipole}} \), which is beyond the scope of the present work. Instead, we prove that \( C_{\text{dipole}} \geq 1 \) for the antenna with linear dipole configuration, showing that the DPDM signal gains enhancement over the EM signal in Sec. IV of the supplemental material (SUPP) [92]. In this work, we conservatively assume \( C_{\text{dipole}} = 1 \) to estimate the potential sensitivity of LOFAR and SKA1-Low.
generated by DPDM will not focus on the antenna feed. For a single filled-aperture telescope like FAST, its diameter can be comparable to $\lambda$. Thus, numerical simulation is necessary to calculate the induced EM flux into the feed. However, for dish antenna arrays like MeerKAT and SKA1-Mid, each dish’s diameter is much smaller than $\lambda$. Therefore, each dish’s dipole units $dp$ oscillate in phase.

Due to the continuous boundary condition for the electric field parallel to the metal surface, we have $E_\parallel = eE_\parallel'$ right outside the metal surface and the perpendicular component $|E_\perp|/|E_\parallel| \sim (f\Lambda)^{-1} \approx 10^{-3}$. In Sec. IV of SUPP, detailed calculation shows that the reflected EM wave propagates nearly perpendicular to the surface of the metal plate. Right on top of the reflector surface, its energy density can be estimated as $\epsilon^2|E'|^2 \cos^2 \theta$, where $\theta$ is the angle between $E'$ and the reflector plate.

Since the DPDM-induced EM wave is not focusing, its flux into the feed is much smaller than the total reflected flux. The parabolic antenna feed size is usually around the EM wavelength $\lambda$ to optimize the absorption, so the reduction factor is roughly, $\lambda^2/A$, the ratio between feed and reflector areas. Therefore, compared to the EM signal from distant sources, the DPDM-induced equivalent EM flux density can be written as

$$I_{\text{eqv}}^\text{dish} = C_\text{dish} \epsilon^2 (E')^2 \times \lambda^2 \frac{A}{A} = C_\text{dish} \epsilon^2 \rho_{\text{DPDM}} \lambda^2 \frac{A}{A}. \quad (8)$$

$C_\text{dish}$ is an $O(1)$ numerical factor determined by the detailed antenna design. Numerical calculations of $C_\text{dish}$ are performed by averaging all possible $A'$ polarization, denoted as the randomized polarization scheme. Results for FAST and SKA1-Mid are shown in Sec. III of SUPP.

**Sensitivities of antenna arrays**—Radio telescopes using radio interferometry techniques can effectively enlarge the effective area and get better sensitivities on faint signals. The basic observation unit for radio interferometer array is the antenna pair [96]. Let $V_m(t)$ and $V_n(t)$ be the signal measured by the $m$-th and $n$-th antenna, then up to amplification factors, the pair’s output signal is

$$r_{mn} = \langle V_m(t)V_n^*(t) \rangle. \quad (9)$$

$\langle \cdots \rangle$ means the time average. $V_m$ and $V_n$ can be seen as the voltage measured by antennas, proportional to the electric field. Therefore, the correlator $r_{mn}$ is proportional to the EM flux density $|E|^2$. A telescope composed of $N$ antennas has $N(N-1)/2$ independent pairs. The combined signal increases as $N(N-1)/2$, whereas the noise goes like $[N(N-1)/2]^{1/2}$. Thus, the signal-over-noise-ratio increases as $[N(N-1)/2]^{1/2} \approx N/\sqrt{2}$.

For normal EM signals, the minimum detectable spectral flux density of a radio telescope is

$$S_{\text{min}} = \frac{\text{SEFD}}{\eta_s \sqrt{n_{\text{pol}} B t_{\text{obs}}}}. \quad (10)$$

$n_{\text{pol}} = 2$ is the number of polarizations, $\eta_s$ is the system efficiency, $t_{\text{obs}}$ is the observation time, $B$ is the bandwidth, and SEFD is the system equivalent (spectral) flux density,

$$\text{SEFD} = \frac{2kB T_{\text{sys}}}{A_{\text{eff}}}. \quad (11)$$

$T_{\text{sys}}$ is the antenna system temperature. $A_{\text{eff}}$ is the antenna array’s effective area, increasing with the number of antennas, $N$.

For the DPDM-induced signal, the correlation length is determined by its wavelength, $\lambda$, beyond which the DPDM oscillation is out of phase; thus, the correlation is suppressed. For two antennas with distance $d_{mn}$, the correlation signal is suppressed by

$$S_{mn} \approx \exp(-m_\lambda^2 v_0^2 d_{mn}^2/8). \quad (12)$$

$v_0 \approx 235 \text{ km/s}$ is the most probable velocity in the Standard Halo Model [97, 98]. The detailed derivation uses truncated Maxwellian distribution, as shown in Sec. IV of SUPP [99–103], consistent with Ref. [104].

Therefore, for an antenna array composed of $N$ antennas, the DPDM-induced equivalent EM flux density is

$$I_{\text{eqv}}^\text{array} = S_{\text{eff}} I_{\text{eqv}}^\text{single} \cdot \quad (13)$$

where

$$S_{\text{eff}} = \frac{2}{N(N-1)} \sum_{m=2}^{N} \sum_{n=1}^{m} S_{mn}. \quad (14)$$

is the suppression factor. $I_{\text{eqv}}^\text{single}$ is the DPDM-induced EM flux density for an individual antenna, given by $\text{(5)}$ for dipole antenna and $\text{(8)}$ for dish antenna. For dipole array telescopes like LOFAR and SKA1-Low, the antennas first form stations, which are further organized into a large interferometer. Since each station’s size is much smaller than $\lambda$, we neglect the suppression within a station. Therefore, the suppression factor becomes

$$S_{\text{eff}} = \frac{2}{N_{\text{stat}}(N_{\text{stat}}-1)} \sum_{n=2}^{N_{\text{stat}}} \sum_{m=1}^{n} S_{mn}. \quad (15)$$

$N_{\text{stat}}$ is the number of stations. $d_{mn}$ is the distance between the $m$-th and $n$-th stations.

Next, we will use the criterion

$$I_{\text{eqv}}^\text{array}/B > S_{\text{min}} \quad (16)$$

to estimate the projected sensitivities of LOFAR and SKA1 arrays for DPDM.

**Constraints from FAST observation data**—FAST is currently the largest filled-aperture radio telescope. Its designed total bandwidth is from 70 MHz to 3 GHz with the current frequency resolution $B = 7.63$ kHz and
During observation, a 300-meter aperture instantaneous paraboloid is formed to reflect and focus the EM wave into the feed. The DPDM-induced EM wave is not focusing and therefore suffers from the suppression factor, $\lambda^2/4$; see [3]. The simulation of the factor $C$ for FAST at different frequencies is detailed in Sec. IV of SUPP, from which we can calculate the DPDM-induced EM spectral flux density detected by FAST,

$$S_{\text{FAST}}(f) = \frac{I_{\text{FAST}}}{B} \approx 4.6 \times 10^{-2} \frac{C_{\text{FAST}}(f)}{C_{\text{FAST}}(1\text{GHz})} \frac{W}{m^2 \text{ Hz}}. \quad (17)$$

Requiring $S_{\text{FAST}}^{\text{ov}} > S_{\text{min}}$, we can calculate the sensitivity for the FAST telescope.

Apart from the simulation, we use the 19-beam L-band (1–1.5 GHz) observation data from FAST to set upper limits for DPDM. The observation was conducted on December 14, 2020, lasting 110 minutes. A time series of the signal is recorded for each frequency bin. We use the noise diode temperature to calibrate data and convert the signal to the EM spectral flux density by pre-measured antenna gain. DPDM induces a time-independent line spectrum signal, whereas most noise sources have transient features and can be reduced by data filtering processes [106]. Our data filtering process is detailed in Sec. IV of SUPP [107, 108].

After data filtering, for each frequency bin, $i$, we obtain the average measured spectral flux density, $\bar{O}_i$, and the statistic uncertainty, $\sigma_{\bar{O}_i}$. We then use a polynomial function to locally model the background around the selected frequency bin $i_0$ with the help of its neighboring frequency bins. The systematic uncertainty is estimated by the data deviation to the background fit. Next, we assume a dark photon signal with the strength $S$ existing at bin $i_0$, and a likelihood function $L$ can be built between data and background function with $S$ incorporated. Coefficients of the background polynomial function are treated as nuisance parameters. Following the likelihood-based statistical method [109], we compute the ratio $\lambda_S$ between the conditional maximized-likelihood (e.g., only varying the nuisance parameters to maximize $L$ while keeping $S$ fixed) and the unconditional maximized-likelihood (e.g., varying both the nuisance parameters and $S$ to maximize $L$). Then the test statistic, $-2\ln \lambda_S$, follows the half-$\chi^2$ distribution [109]. Thus, we obtain the 95% C.L. upper limit, $S_{\text{lim}}$, for a constant monochromatic signal, shown in Fig. 2.

Upper limits on the mixing parameter $\epsilon$ are obtained via $S_{\text{lim}} = S_{\text{FAST}}^{\text{ov}}$. All 19 beams give similar constraints as expected. We choose the strongest limit among the 19 constraints for each frequency bin as the final result, shown in Fig. 1. The upper limits can reach $\epsilon \sim 10^{-12}$ in 1–1.5 GHz, about one order-of-magnitude better than the existing constraint from CMB measurement [13].

We emphasize that every single frequency between 1–1.5 GHz is constrained by the real data without any extrapolation. We also explore the rare case where the DPDM signal falls into two bins due to its broadening.
cover a frequency down to 10 MHz, complementary to Haloscope searches. SKA1 shows competitive sensitivity for higher frequencies as a broadband search compared to resonant cavity searches.

Summary and Outlook—The radio telescopes’ antennas can convert the DPDM field into an ordinary EM wave. We have analyzed the sensitivities of the commonly used dipole and parabolic dish antennas. We found that the parabolic one has a significant suppression factor for the DPDM-induced equivalent EM flux. For antenna arrays like LOFAR and SKA1, due to the sizeable coherent length of DPDM, the interferometry technique in radio astronomy can enhance the sensitivity.

We have used FAST observational data to set limits for DPDM. The result is encouraging that for 1−1.5 GHz, the limit $\epsilon \sim 10^{-12}$ is one order of magnitude stronger than the CMB constraint. We have projected the sensitivities for FAST, LOFAR, and SKA1 telescopes and found that compared to room-sized haloscope experiments, they are competing and complementary in searching for DPDM directly.

The DPDM can directly interact with electrons through (2), inducing a signal in the feed. As detailed in SUPP, the signal induced from the reflector studied in this work is about four times larger than the direct feed signal, due to geometric reasons. However, the feed shape is complex, making it difficult to calculate the direct contribution accurately. The interference between the reflector and feed, along with the direct signal, may result in an $O(10\%)$ uncertainty for the FAST limits in Fig. [1]. Furthermore, the FAST sensitivity could be significantly improved if one can raise the feed to higher locations as shown in SUPP.

Dark photon mass can be generated through the Higgs mechanism or the Stückelberg mechanism. For the Higgsed case, the sub-keV dark photon is constrained to $\epsilon_D < 10^{-14}$ by the stellar lifetime. $\epsilon_D$ is the dark U(1) gauge coupling. This assumes the dark Higgs has a dark charge of one and a mass below keV [114]. Fig. [1] demonstrates that the proposed radio search complements the stellar constraint for small $\epsilon_D$ cases. For the Stückelberg case, the UV cutoff of dark photon model is constrained by the weak gravity conjecture [115, 116]. Although some production mechanisms for radio DPDM, like inflation-induced DPDM [15], are no longer favored by certain constraints [115], evading these constraints is possible by further developing the models [117]. Therefore, a radio DPDM search could provide insights into DPDM production mechanisms.
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Direct detection of dark photon dark matter using radio telescopes

In the Appendix, we show the detailed calculation for the response of the dish antennas. Additionally, we discuss the response of dipole antennas and provide proof that the response factor is larger than one. Thirdly, we derive the correlation factor of two distant antennas for the sensitivity calculation of dipole antenna array telescopes. Lastly, we provide a detailed analysis of FAST observational data, including data processing, background fit, and likelihood-based statistical tests.

I. RESPONSE CALCULATION FOR THE DISH ANTENNA

The full Lagrangian for the kinetic mixing dark photon is
\[ \mathcal{L} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - \frac{1}{4} F'_{\mu\nu} F'^{\mu\nu} + \frac{1}{2} m_A^2 A'_\mu A^\mu + \frac{1}{2} \epsilon e A'_\mu j_{em}^\mu + e A_\mu j_{em}^\mu. \]  

(S1)

By using variational principal, one obtains the Maxwell equations for the dark photon field,
\[ \nabla \cdot \mathbf{E}' = -\epsilon \rho - m_A^2 A'^0, \]  

(S2)
\[ \nabla \cdot \mathbf{B}' = 0, \]  

(S3)
\[ \nabla \times \mathbf{E}' + \frac{\partial \mathbf{B}'}{\partial t} = 0, \]  

(S4)
\[ \nabla \times \mathbf{B}' - \frac{\partial \mathbf{E}'}{\partial t} = -\mathbf{J} - m_A^2 \mathbf{A}', \]  

(S5)
where \( \rho \) and \( \mathbf{J} \) are the charge density and current density, and the elements of \( F'^{\mu\nu} \) have been defined analogously to the electromagnetic field as
\[ \mathbf{B}' = \nabla \times \mathbf{A}', \]  

(S6)
\[ \mathbf{E}' = -\nabla A'^0 - \frac{\partial \mathbf{A}'}{\partial t}. \]  

(S7)

The Maxwell equation for normal photon can be obtained as usual,
\[ \nabla \cdot \mathbf{E} = \rho, \]  

(S8)
\[ \nabla \cdot \mathbf{B} = 0, \]  

(S9)
\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0, \]  

(S10)
\[ \nabla \times \mathbf{B} - \frac{\partial \mathbf{E}}{\partial t} = \mathbf{J}. \]  

(S11)

In addition, one can determine the current in the conductor as,
\[ \mathbf{J} = \sigma (\mathbf{E} - \epsilon \mathbf{E}'), \]  

(S12)
and the charge conservation is described as,
\[ \nabla \cdot \mathbf{J} + \frac{\partial \rho}{\partial t} = 0. \]  

(S13)

A. Flat metal plate

First, we consider the situation of an infinitely large metal plate with thickness \( h \), which interacts with an incoming dark photon field. From Eqs. (S12), (S13) and Maxwell equations for \( A \) and \( A' \), we have:
\[ \frac{\partial \rho}{\partial t} + \sigma \rho + \sigma m_A^2 A'^0 = 0, \]  

(S14)

ignoring terms of order \( O(\epsilon^2) \). From the Maxwell equations and Eq. (S12) one can derive:
\[ \nabla^2 \mathbf{E} - \frac{\partial^2 \mathbf{E}}{\partial t^2} - \sigma \epsilon \frac{\partial \mathbf{E}}{\partial t} = \nabla \rho - \sigma \epsilon \frac{\partial \mathbf{E}'}{\partial t}. \]  

(S15)

Similar equation holds for \( \mathbf{E}' \),
\[ \nabla^2 \mathbf{E}' - \frac{\partial^2 \mathbf{E}'}{\partial t^2} - \sigma \epsilon^2 \frac{\partial \mathbf{E}'}{\partial t} = -\epsilon \nabla \rho - \sigma \epsilon \frac{\partial \mathbf{E}}{\partial t} - m_A^2 \frac{\partial \mathbf{A}'}{\partial t} - m_A^2 \nabla A'^0. \]  

(S16)

Assume the incoming dark photon takes the form of a plane wave,
\[ A'^\mu(x) = \hat{A}'^\mu e^{i k x}, \]  

(S17)
where the tilde means the field without plane wave factor and with a parameter \( \beta \),
\[ \beta \equiv \frac{\sigma}{\sigma - i \omega}, \]  

(S18)
the solution to Eq. (S14) is:
\[ \rho(x) = -\beta m_A^2 A'^0 e^{i k x}. \]  

(S19)
Therefore, the charge density \( \rho \) and current density \( \mathbf{J} \) are both of order \( O(\epsilon) \), and from Eq. (S15), the electric field \( \mathbf{E} \) is also of order \( O(\epsilon) \). Neglecting terms of order \( O(\epsilon^2) \), Eq. (S16) can be simplified to
\[ \nabla^2 \mathbf{E}' - \frac{\partial^2 \mathbf{E}'}{\partial t^2} = -m_A^2 \frac{\partial \mathbf{A}'}{\partial t} - m_A^2 \nabla A'^0, \]  

(S20)
which is the vacuum equation of \( \mathbf{E}' \). It implies that the dark electric field satisfies the same plane wave function inside the conductor.

Following Eqs. (S7) and (S17), the dark electric field can be written in an explicit form:
\[ \mathbf{E}' = (i \omega \hat{A}' - i k \hat{A}^0) e^{i k x - i \omega t}. \]  

(S21)
Figure S1. The perfect conductor plate and the DPDM field and EM fields plotted at the order of $\epsilon$.

Define another parameter $\alpha$
\[ \alpha \equiv \frac{i\omega\sigma}{m_A^2 + i\omega\sigma}, \]  
the solution to Eq. (S15) is:
\[ E = E_{in}e^{ikr - i\omega t}, \]  
where
\[ E_{in} = i\epsilon\omega\tilde{A}' - i\epsilon(\beta + \alpha - \beta\alpha)k\tilde{A}^{0}. \]  
One can write $E_{in}$ more explicitly
\[ E_{in,x} = i\epsilon\omega\tilde{A}'_x - i\epsilon(\beta + \alpha - \beta\alpha)k\tilde{A}^{0}\sin \theta, \]  
\[ E_{in,y} = i\epsilon\omega\tilde{A}'_y, \]  
\[ E_{in,z} = i\epsilon\omega\tilde{A}'_z + i\epsilon(\beta + \alpha - \beta\alpha)k\tilde{A}^{0}\cos \theta, \]  
using the coordinate system shown in Fig. S1. The three equations above describe the electric field inside the conductor, $-h < z < 0$. For $z > 0$, there is another plane wave going away from the conductor plate,
\[ E = E_{up}e^{i(k_{up}r - \omega_{up}t)}, \]  
where $k_{up}$ and $\omega_{up}$ can be determined by the boundary conditions and the dispersion relation of the photon,
\[ \omega_{up} = \omega, \]  
\[ k_{up,x} = k\sin \theta, \]  
\[ k_{up,z} = \sqrt{\omega^2 - k^2\sin^2 \theta}. \]  
It is worth mentioning that the momentum of dark photons is much smaller than its rest mass, $k \ll m_A$. Therefore, the wave vector $k_{up}$ is almost perpendicular to the conductor plate, with a tiny zenith angle of order $O(k/m_A) \sim 10^{-3}$.

Since the electromagnetic wave in the upper space is an ordinary plane wave solution to the Maxwell equations, the electric field is perpendicular to the wave vector. Together with the boundary conditions, $E_{up}$ can be obtained as
\[ E_{up,x} = E_{in,x}, \]  
\[ E_{up,y} = E_{in,y}, \]  
\[ E_{up,z} = \frac{ie\epsilon\omega k\sin \theta}{\sqrt{\omega^2 - k^2\sin^2 \theta}} \times (\beta + \alpha - \beta\alpha) \tilde{A}^{0}\sin \theta - \alpha \omega \tilde{A}'_x. \]  
If we ignore the velocity of the dark photon by taking $k \rightarrow 0$, then we have:
\[ E_{up,x} = i\epsilon\omega\tilde{A}'_x - \epsilon\alpha\tilde{E}'_x, \]  
\[ E_{up,y} = i\epsilon\omega\tilde{A}'_y - \epsilon\alpha\tilde{E}'_y, \]  
\[ E_{up,z} = 0. \]  
The normal magnetic field inside and outside the conductor can be derived accordingly, following the Maxwell equation (S10),
\[ B_{in,x} = i\epsilon\omega\tilde{A}'_y \cos \theta, \]  
\[ B_{in,y} = -i\epsilon\omega\tilde{A}'_x + \tilde{A}'_y \sin \theta, \]  
\[ B_{in,z} = i\epsilon\omega\tilde{A}'_z - \tilde{A}'_y \sin \theta, \]  
\[ B_{up,x} = -i\epsilon\omega \sqrt{\omega^2 - k^2\sin^2 \theta} \tilde{A}'_y, \]  
\[ B_{up,y} = \frac{i\epsilon\omega}{\sqrt{\omega^2 - k^2\sin^2 \theta}} [\alpha \omega \tilde{A}'_x - (\beta + \alpha - \beta\alpha)k\tilde{A}^{0}\sin \theta], \]  
\[ B_{up,z} = i\epsilon\omega\tilde{A}'_y \sin \theta. \]  
Following the same procedure, one can obtain the field in the $z < -h$ region. The only difference is an overall phase factor and a minus sign of the $z$-component of the wave vector. Defining the phase factor as
\[ \delta \equiv e^{ikh\cos \theta}, \]  
the electromagnetic field below the plate can be expressed in terms of its counterpart in the upper space.
\[ E_{down,x} = \delta \times E_{up,x}, \]  
\[ E_{down,y} = \delta \times E_{up,y}, \]  
\[ E_{down,z} = -\delta \times E_{up,z}, \]  
\[ B_{down,x} = -\delta \times B_{up,x}, \]  
\[ B_{down,y} = -\delta \times B_{up,y}, \]  
\[ B_{down,z} = \delta B_{up,z}. \]  
Lastly, the current related to the plate can be obtained, which consists of three parts, the current density $J$ and the surface current on the upper surface $i_{up}$ and lower surface $i_{down}$, respectively. The current density can be obtained by Eq. (S12),
\[ J = \sigma e^{i\omega(1 - \alpha)\tilde{A}'} + ik(1 - \alpha)(1 - \beta)\tilde{A}^{0}. \]  
Considering a perfect conductor, e.g., aluminum, we can have $m_A/\sigma \sim 10^{-3}$, which implies $\alpha \approx 1$. Therefore,
the current density vanishes inside the conductor. It also implies \( E \) is at the order of \( \mathcal{O}(\epsilon) \) and cancels with the dark electric field as,

\[
E_{\text{in}} - \epsilon E'_{\text{in}} = 0. \tag{S52}
\]

For surface current, one can obtain their value on both sides of the metal plate using the boundary condition of the magnetic field,

\[
i_{\text{up},x} = B_{\text{in},y} - B_{\text{up},y}, \tag{S53}
\]

\[
i_{\text{up},y} = B_{\text{up},x} - B_{\text{in},x}, \tag{S54}
\]

\[
i_{\text{down},x} = -\delta (B_{\text{up},y} + B_{\text{in},y}), \tag{S55}
\]

\[
i_{\text{down},y} = \delta (B_{\text{in},x} + B_{\text{up},x}). \tag{S56}
\]

In summary, under the non-relativistic condition, good conductor, and thin plate assumptions, we arrive at the simplified results for the currents,

\[
i_{\text{tot},x} = i_{\text{up},x} + i_{\text{down},x} \approx -2i\epsilon m A' x \tag{S57}
\]

\[
i_{\text{tot},y} = i_{\text{up},y} + i_{\text{down},y} \approx -2i\epsilon m A' y, \tag{S58}
\]

\[
J = 0. \tag{S59}
\]

Therefore, the flat metal plate behaves like an oscillating electric dipole \( \mathbf{p} \), and its time derivative is

\[
\dot{\mathbf{p}} = -2i\epsilon m A' \mathbf{A}' \Delta S, \tag{S60}
\]

where \( \mathbf{A}' \) represents the projection of \( \mathbf{A}' \) to the metal plane, and \( \Delta S \) is the related surface area unit. We introduce two vectors \( \mathbf{n} \) and \( \mathbf{n}_0 \), representing the normal direction of the metal plate and the direction of \( \mathbf{A}' \) respectively. Then the projection direction \( \tau \) can be defined as,

\[
\tau \equiv \mathbf{n}_0 - (\mathbf{n}_0 \cdot \mathbf{n})\mathbf{n}, \tag{S61}
\]

and \( \mathbf{A}'_\tau = \tau |\mathbf{A}'| \).

**B. DPDM-Induced EM flux**

For the simulation of the response of the dish antenna to DPDM, the dish surface is divided into small pieces. The size of each piece is much smaller than the wavelength of the induced EM signal \( \lambda \), but much larger than the thickness of the metal plate. Exploiting the results of dipole radiation, we obtain the induced EM field at position \( \mathbf{r} \),

\[
E = -\frac{\epsilon m^2 |\mathbf{A}'|}{2\pi} \int \frac{\tau \times (\mathbf{r} - \mathbf{r}') e^{i m A' |\mathbf{r} - \mathbf{r}'| + ik \mathbf{r}'}}{|\mathbf{r} - \mathbf{r}'|^3} dS', \tag{S62}
\]

\[
B = -\frac{\epsilon m^2 |\mathbf{A}'|}{2\pi} \int \frac{\tau \times (\mathbf{r} - \mathbf{r}') e^{i m A' |\mathbf{r} - \mathbf{r}'| + ik \mathbf{r}'}}{|\mathbf{r} - \mathbf{r}'|^2} dS'. \tag{S63}
\]

It should be mentioned that for the FAST telescope, the DM velocity has a non-trivial contribution to the phase factor in the above equations because the telescope size is comparable to the wavelength of DPDM \( \mathbf{A}' \). Therefore, the time-averaged energy flux density of the induced EM wave can be written as

\[
\langle S' \rangle = \frac{1}{2} \text{Re}(E \times B^*). \tag{S64}
\]

The value of \( \mathbf{A}' \) can be calculated from the local DM energy density. From the Lagrangian (S1), we obtain

\[
\rho_{\text{DM}} = \frac{1}{2} m_A^2 |\mathbf{A}'|^2. \tag{S65}
\]

With Eqs. (S62), (S63), (S64), and (S65), the energy flux density can be calculated numerically.

For example, we can calculate the energy flux going into the feed analytically for a spherical metal plate with

| Figure S2. The ray-optics schematic plots show the reflected EM flux induced by normal EM waves (orange) and DPDM waves (blue) in the parabolic mirror (top) and spherical mirror (bottom) setups. In the parabolic mirror setup, parallel EM waves are focused on the focal point, while the DPDM-induced EM waves are spread into a focal volume. In the spherical mirror setup, the opposite occurs, with the DPDM-induced EM waves being focused at the spherical center. |
a radius $R$ where the feed is placed at the center. Assuming the size of the antenna is much smaller than the wavelength of dark photons, the energy flux density at the center is

$$\frac{|S'|}{\rho_{DM}} = \frac{1}{3} \pi^2 e^2 \frac{R^2}{\lambda^2} s_{\gamma} s_{\theta_0} \times \sqrt{(2 - 3c\theta_0 + c_{\phi_0})^2 c_{\gamma}^2 + 4 (1 - c_{\phi_0})^2 s_{\gamma}^2},$$

where $s_{\gamma} = \sin \gamma$, $c_{\theta_0} = \cos \theta_0$. The angle $\theta_0$ describes how large is the spherical surface with $\theta_0 = 0$ for the surface shrinking to a point and $\theta_0 = \pi$ for the surface becoming a full sphere. The $\gamma$ describes the angles between the polarization vector of $A'$, $n_0$, and the z-direction. The large ratio $R^2/\lambda^2$ explicitly shows the enhancement from the ray optics focusing effect because the induced EM wave is perpendicular to the surface and is greatly enhanced for a spherical surface. For $A'$ polarization in the z-direction, $\gamma = 0$ or $\pi$, the energy flux density will go to zero. For other $\gamma$, one can calculate the best $\theta_0$, which has the largest energy flux density. This analytic formula helps people design the spherical mirror, which can also help compromise efficiency and cost.

For the FAST telescope, the part of the dish that faces the feed deforms into a 300-meter diameter parabolic shape with the feed located at the focus. As a result, for the DPDM signal, we no longer have the enhancement factor $R^2/\lambda^2$.

At the end of this subsection, we demonstrate the difference between the parabolic mirror and spherical mirror by Fig. S2 drawing in the ray-optics schematic plots. The induced EM flux from parallel incident EM wave (orange) and DPDM (blue) are shown, where we assume the coming direction of the incident EM wave matches the parabolic mirror. At the same time, we do not need to specify the incoming direction of DPDM, because the induced EM waves are always perpendicular to the mirror’s surface. For the parabolic mirror, the parallel EM waves are focused in the focal point, while the DPDM-induced EM waves are spread into a focal volume. For the spherical mirror, the vice versa happens where DPDM induced EM wave focused in the spherical center. Therefore, there is an enhancement for parallel EM wave incident on the parabolic mirror, while for DPDM incident on the spherical mirror.

**C. Calculation of the $C_{\text{dish}}$ parameter for dish telescopes**

Here we present the detailed calculation of the $C_{\text{dish}}$ parameter, used in estimating the future reaches of the FAST and SKA1-Mid telescopes. The $C_{\text{dish}}$ parameter is defined in Eq. (8) for dish telescopes to calculate the projections of their sensitivities. In Eq. (8), $C_{\text{dish}}^{\text{equiv}}$ is defined as the equivalent flux density of a plane EM wave from infinite faraway that will produce the same signal strength as the DPDM. Therefore, to calculate $C_{\text{dish}}$, we also need to simulate the EM flux density at the position of the feed induced by the plane EM wave from an infinite faraway. The simulation is parallel to the DPDM signal simulation discussed above. The only difference is that the phase of the dipole oscillations in the metal plate of the reflector is now controlled by the plane EM wave, such that the reflected EM wave will focus on the feed position.

The feed size is usually designed to be around the wavelength $\lambda$ to optimize the signal. Therefore, to estimate the sensitivity, we assume the feed of the future detectors to be a round shape with a diameter equal to $\lambda$. And both the DPDM-induced flux and EM plane wave-induced flux received by the feed are calculated as

$$F = \int_{r<\lambda/2} rdrd\theta \langle S_z \rangle,$$

where $S_z$ is the flux along the direction of the receiver of the feed. As an illustration, the distributions of $S_z$ for both the EM and DPDM-induced signals at the feed are shown in Fig. S3 for the FAST telescope. We can see that $S_z$ for the EM-induced signal drops quickly when it is away from the center of the feed. However, $S_z$ for the DPDM-induced signal is almost flat. Then the explicit expression for $C_{\text{dish}}$ can be written as

$$C_{\text{dish}} = \frac{F_{\text{DPDM}}[\rho_0]}{F_{\text{EM}}[\rho_0]} \times \frac{1}{c^2} \times \frac{A}{\lambda^2},$$

where $\lambda$ is the area parameter. For $F_{\text{DPDM}}$, $\rho_0$ is the energy density of the DPDM, and for $F_{\text{EM}}$, $\rho_0$ is the energy density of the parallel EM field. Since both the $F_{\text{DPDM}}$ and $F_{\text{EM}}$ are linear in $\rho_0$, the dependence on $\rho_0$ is canceled, and therefore $C_{\text{dish}}$ is independent of $\rho_0$.

The values of $C_{\text{dish}}$ for calculating the projective sensitivities of the FAST and SKA1-Mid telescopes are shown in Fig. S4. One can see that the values of $C_{\text{dish}}$ are independent of $f$ in the high-frequency region. However, in the low-frequency region, when $\lambda$ becomes larger than...
D. The calculation of $I_{\text{FAST}}^{\text{eqv}}$

The data we acquire from the FAST observation has been interpreted as the plane EM wave from distant stars. Therefore, to calculate the constraint, we first need to calculate $I_{\text{FAST}}^{\text{eqv}}$. The current feed of the FAST telescope is composed of 19 beam receivers. The diameter for each beam receiver is $D_b = 20$ cm. Therefore, when calculating $F$ in Eq. (S67), the upper limit of the radial integral needs to be replaced by $D_b/2$, and the value of $C$, in this case, depends on the frequency. We have simulated the

values of $C$ at different frequencies, averaging over the dark photon velocity distribution and polarizations. The result is shown in Fig. [S5]. Then, the equivalent EM flux density induced by DPDM can be expressed as

$$I_{\text{FAST}}^{\text{eqv}} = \frac{\lambda^2}{A_{\text{FAST}}} \times C_{\text{FAST}}(f) \cdot (S69)$$

For example, using the simulated $C_{\text{FAST}}(f = 1 \text{ GHz}) = 1.91$, we have $I_{\text{FAST}}^{\text{eqv}} \approx 0.035e^2 \text{ W/m}^2$ at 1 GHz with the area parameter $A_{\text{FAST}} = \pi(150 \text{ m})^2$ plugged in. Later, we will compare the simulation result with the observation data of FAST and set limits on the kinetic mixing coupling $\epsilon$.

The detector in the feed can also directly detect a signal generated by DPDM oscillation. However, accurately calculating this signal is difficult due to the complexity of the feed’s structure. To estimate the direct signal, we use the equivalent electric field method developed in this work. The equivalent electric field at the feed’s position can be expressed as:

$$\mathbf{E}^{\text{eqv}}_{\text{direct}} = \epsilon E_0' \cdot (S70)$$

where the spatial phase is omitted since we have only one antenna. Then, we can estimate the equivalent flux detected by the feed as

$$I_{\text{direct}}^{\text{eqv}} = \frac{2}{3} \epsilon^2 E_0'^2 = \frac{2}{3} \epsilon^2 \rho_{\text{DM}} \cdot (S71)$$

where the factor of $2/3$ accounts for the fact that the detector is designed to detect transverse polarized EM waves. By using the ratio $I_{\text{eqv}}/I_{\text{direct}}^{\text{eqv}}$, we can estimate the relative gain provided by the dish to the direct signal. This ratio is shown as a function of frequency in Fig. [S6], where it can be seen that the relative gain is almost frequency-independent in the sensitive region of FAST. The different colors in the figure correspond to different heights of the feed. In the current observation, the feed is located at $1F \approx 150$ meters, and the relative gain is about four. This implies that the reflector-induced signal is about four times larger than the direct signal, which
can be understood from the geometric picture shown in Fig. S2. Since the feed is located at the half-radius position of the focal surface, and the reflector-induced EM wave is perpendicular to the reflector surface, the energy flux of the reflector-induced EM wave at the focal surface is enhanced by roughly a factor of four due to energy conservation. This explains the four-fold relative gain between the dish-induced signal and the direct signal.

Furthermore, the sensitivity of FAST could be significantly improved by raising the feed to higher locations. The calculations indicate that by placing it at a distance of $2F \approx 300$ meters, the relative gain could increase by a factor of 6000, as demonstrated in Fig. S6. Thus, it would be worthwhile to cooperate with the FAST team to determine if raising the feed is feasible within their mechanical system.

One may be concerned about interference between the direct and dish-induced signals. However, the feed is positioned approximately 140 meters above the reflector, resulting in significant suppression of the interference effect. Using Eq. (12), we can estimate the interference suppression factor to be approximately 0.3. Additionally, the size of the reflector will induce cancellations, further reducing the interference contribution. As a result, the interference contribution can be neglected compared to the direct signal. Furthermore, due to the complex nature of the feed structure, accurately simulating the direct and interference contributions is difficult. Therefore, in this study, we only use the reflector-induced signal to calculate the FAST constraint. In addition, the interference between reflector and feed, along with the direct signal may result in an $\mathcal{O}(10\%)$ uncertainty for the FAST limits.

II. RESPONSE CALCULATION OF THE DIPOLE ANTENNA

The LOFAR and SKA1-Low telescopes are composed of dipole antennas. The antennas are composed of metal bars with different lengths to achieve wideband observations. For example, the antennas of LOFAR LBA have two uneven dipole components, whereas SKA1-Low uses log-periodic dual-polarized antennas. Therefore, accurate calculations of the responses require complex antenna configurations, which is hard to get analytic results and physics intuition. One needs to do accurate numerical simulations of the fields and currents inside the antennas for both DPDM-induced and electromagnetic wave-induced signals. We will leave this for future studies when applying to the LOFAR and SKA1-Low observational data.

Instead, we take the commonly used linear dipole antenna as an example and work out the response factor $C_{\text{dipole}}$ for DPDM analytically. In general, the induced electric currents on the wire should be calculated, which has been done for distant parallel EM waves in textbook [92]. We will show that the result for DPDM can be obtained smartly by comparing it to an incoming EM wave with $\theta = \pi/2$. We prove that $C_{\text{dipole}} \geq 1$ is exact for DPDM signals and explain its physics. As a result, we use $C_{\text{dipole}} = 1$ to estimate the projections of the sensitivities for LOFAR and SKA1-Low. These sensitivities should be considered as conservative estimates.

The picture of an equal arm linear dipole antenna is shown in Fig. S7, where the wire is placed along the z-direction. The DPDM and EM waves propagate with an angle $\theta$ to the z-axis. Moreover, their polarizations are assumed to be the same. Since the DPDM wavelength $\lambda' \approx 10^3\lambda$, and given the fact that the length of linear antenna $l \sim \mathcal{O}(1)\lambda$ in the antenna design, the $E'$ field variation is hard to see in the figure. Without loss of generality, the electric fields $E$ and $E'$ are set to be in the y-z plane because the component in the x direction cannot generate an electric current in the linear antenna.

For incoming EM and DPDM waves in Fig. S7, their electric fields on the wire can be described as,

$$E(t, \theta, z) = E_0 e^{i(\omega t + k \cos \theta z + \phi_0)}, \quad (S72)$$

$$E'(t, \theta, z) = E'_0 e^{i(\omega t + k' \cos \theta z + \phi'_0)} \approx E_0 e^{i(\omega t + \phi'_0)}, \quad (S73)$$

where we have taken the wire at $y = y_0 = 0$, while $\phi_0$ and $\phi'_0$ are their associate phases. The oscillation frequency is the same, $\omega = kc$, but the relation $k' \approx 10^{-3}k$ relates the wave number $k$ and $k'$. In the second equality of Eq. S73, we have used $k'z \ll 1$ according to the fact that $l \sim \mathcal{O}(1)\lambda$, with the EM wavelength $\lambda = (2\pi)/k$.

First, we study the special case of the wave that comes from the y-direction, $\theta = \pi/2$, which serves as a benchmark for calculation. In this case, we have $\cos \theta = 0$. Therefore the electric fields for EM and DPDM are the same. Recall their coupling to currents, $e d_{\text{em}} (A_\mu - A'_\mu)$, it is clear that $C_{\text{dipole}} = 1$ in this case.

Next, we consider general $\theta$ incidence, which has an
As a result, the response factor $C_{\text{dipole}}$ for DPDM incident into a linear dipole antenna, as a function of incoming angle $\theta$ and wavelength $\lambda$. The ratio $l/\lambda = 0.5$ and 1 represent the half-wavelength and full-wavelength dipole antennas, respectively. An exact relation $C_{\text{dipole}} \geq 1$ holds.

**important observation** that the $z$-component of $E'$ is

$$E_z'(t, z, \theta) = \sin \theta \frac{|E_0'|}{E_0} \times E(t, z, \pi/2). \quad (S74)$$

It means that the effect of a DPDM wave from incident angle $\theta$ is the same as an EM wave incident from $\theta = \pi/2$, with a suppression factor $\sin \theta$, because only the $E_z'$ component can induce a current in the linear wire.

Therefore, to compare DPDM and EM waves both from $\theta$ angle, we need to compare the effects from EM waves for $\theta \neq \pi/2$ and $\theta = \pi/2$. Fortunately, this is described by the far-field radiation pattern function [92] as

$$f_{\text{EM}}(\theta) = \frac{\cos \left(\frac{k_l}{2} \cos \theta\right) - \cos \left(\frac{k_l}{2} \right)}{\sin \theta}. \quad (S75)$$

As a result, the response factor $C_{\text{dipole}}$ for DPDM incident from any $\theta$ is given by,

$$C_{\text{dipole}}[\theta, l/\lambda] = \left(\sin \theta \times \frac{f_{\text{EM}}(\pi/2)}{f_{\text{EM}}(\theta)}\right)^2. \quad (S76)$$

In Fig. S8 we plot contours for $C_{\text{dipole}}$, for $\theta \in [0, 180^\circ]$ and $l/\lambda \in [0.1, 1]$. The commonly used linear dipole antennas are the half-wavelength dipole antenna with $l/\lambda = 0.5$ and $l/\lambda = 1$ for the full-wavelength dipole antenna. For $l/\lambda > 1$, the currents in the rod start to cancel each other. Thus, we focus on the region $l/\lambda \leq 1$.

In Fig. S8, the results show that $C_{\text{dipole}} \geq 1$ is exact for all directions and wavelengths. For $\theta = \pi/2$, it is precisely equal to 1, as explained. It blows up in the corner of $\theta = 0, \pi$ and $l/\lambda = 1$ because the full-wavelength dipole antenna is usually more directional.

The reason that the DPDM signal has $C_{\text{dipole}} \geq 1$ feature can be understood in the following. For DPDM, since $\lambda' \gg l$, the antenna wire always feels a uniform dark electric field. Therefore, the induced current is only weakened by the polarization projection. For the EM case, however, the antenna wire feels the spatial oscillation of the electric field, such that the electric field cancels with each other when driving the electric current in the wire. As a result, the EM-induced electric current is weaker than the DPDM signal. The cancellation argument can also work for complex experiment setups. Thus we expect that taking $C_{\text{dipole}} = 1$ is conservative.

## III. CORRELATION OF THE ANTENNAS

The electric field induced by DPDM at each location can be expressed as,

$$E(\vec{x}, t) = \int_{<k_{\text{esc}}}(\frac{2\pi}{\rho})^3 b e^{\rho} e^{|\vec{k} - z'\rho|} E_0 e^{i(\vec{k} \cdot \vec{x} - \omega t + \theta(\vec{k}))}, \quad (S77)$$

where $\theta(\vec{k})$ is a random phase associated with the momentum $\vec{k}$ and the energy is $\omega^2 = k^2 + m_A^2$. We average the plane wave function using the truncated Maxwellian distribution (known as the Standard Halo Model), where $b$ is a normalization factor. We have $k_0 = m_A v_0$ and $k_{\text{esc}} = m_A v_{\text{esc}}$, where $v_0 \approx 235$ km/s is most probable velocity and $v_{\text{esc}}$ is the escape velocity [97, 98].

Next, we calculate the correlation of the field at the same location, which should return to its dark photon energy density,

$$\rho_{DM} = \rho_x(\vec{x}, t) \rho_x(\vec{x}, t)$$

$$= \int_{<k_{\text{esc}}}(\frac{2\pi}{\rho})^3 b e^{\rho} e^{|\vec{k} - z'\rho|} E_0^2 e^{-\frac{1}{8} \rho^2} e^{i(\vec{k} - \vec{k}') \cdot \vec{x}} \times e^{-i(\omega - \omega')t} \left\{ e^{i(\theta(\vec{k}) - \theta(\vec{k}'))} \right\}. \quad (S79)$$

Due to the randomness, we assume there is no correlation between different phases, thus

$$\left\{ e^{i(\theta(\vec{k}) - \theta(\vec{k}'))} \right\} = a(2\pi)^3 \delta^3(\vec{k} - \vec{k}')$$

where $a$ is a dimensionful constant. Therefore, we can explicitly work out the energy density of dark photons as

$$\rho_{DM} = \frac{ab^2}{32\pi^2} k_0^3 |E_0|^2 \left( \sqrt{2\pi} \text{erf}(\sqrt{2\pi} z) - 4z e^{-2z^2} \right), \quad (S81)$$

$$\lim_{v_{\text{esc}} \to \infty} \frac{ab^2}{8(\rho)^3/2} k_0^3 |E_0|^2,$$

with $z \equiv k_{\text{esc}}/k_0$ and erf is the error function. In the second line, we take the limit of large $v_{\text{esc}}$. The result shows that the energy density is uniform in time and space.

Similarly, we calculate the correlation of signals at different locations. The full formula using Standard Halo
Model is given below,

\[ S(\Delta \vec{x}) = \frac{\langle E(\vec{x}_1, t) E^*(\vec{x}_2, t) \rangle}{\sqrt{\langle E(\vec{x}_1, t) E^*(\vec{x}_2, t) \rangle \langle E(\vec{x}_2, t) E^*(\vec{x}_2, t) \rangle}} \times e^{-y z} \]

\[ e^{\sqrt{2} y (\sqrt{2 \pi e^{2 z^2}} \text{erf}(\sqrt{2 z}) - 4 z)} \times \left( \frac{\pi y e^{-(y^2 + 4z^2)/8}}{\text{erf} \left( \frac{4z - iy}{2 \sqrt{2}} \right) + \text{erf} \left( \frac{4z + iy}{2 \sqrt{2}} \right)} \right) + 2\sqrt{2} i (-1 + e^{2 i y z}) \],

(S82)

where \( y \equiv \Delta x k_0 = \Delta x m_A v_0 \). The full result can be simplified using Taylor expansion over the large \( v_{\text{esc}} \) or \( z \), which leads to the leading term and the next-to-leading term as

\[ S(\Delta \vec{x}) \approx e^{-\frac{1}{2} y z^2} - \frac{2 \sqrt{2}}{\sqrt{\pi y}} e^{-2 z^2} \sin(y z). \]

(S83)

It is clear that an exponential factor further suppresses the next-to-leading term compared with the leading term. Therefore, the leading term is already a good approximation in the numeric calculation. This result agrees with the equal-time two-point correlation function in Ref. [104]. Our method utilizes the random phase of each \( k \) mode, which is equivalent to the specific Fock state in Ref. [104].

The above results are derived based on the Standard Halo Model. However, there are possibilities for a non-standard halo model and non-trivial substructure like the streams S1/S2, which can significantly impact the signal [99,102]. One aspect of the impact is the modification of the shape of the signal power spectral density, which can be noticed with high-frequency resolution measurements such as the axion resonant cavity searches.

For the dark photon signal with radio telescope searches, the frequency resolutions for existing telescopes are 7.63 kHz for FAST, 700 Hz for LOFAR, while for future telescopes, are 1 kHz for SKA1-Low and 200 Hz for SKA1-Mid. Compared with their operating frequency ranges, only SKA1-Mid can have a chance to resolve the structure of signal power spectral density. Therefore, the current radio telescopes are challenging to discriminate different halo models.

Another aspect of the impact is the change in correlation patterns. Eq. (S77) should be implemented with the new velocity distribution function, thus modifying the form of the correlation \( S(\Delta \vec{x}) \). The network of detectors can reveal the correlation pattern and the directional information of the DM phase space distribution [103]. While constructing additional detectors for axion experiments to form a network can be a challenging, it is comparatively simple for antenna arrays in dark photon detection since each antenna has a straightforward structure that is easy to build. For example, LOFAR, which consists of 40 stations with multiple antennas inside each station, has already been built. Although increasing data storage and modifying data processing for local detection via radio telescopes present additional challenges, today’s technology provides the means to overcome these challenges.

IV. ANALYSIS OF THE FAST DATA

In this part, we present the detailed analysis of the FAST data to calculate the upper limit on the mixing parameter \( \epsilon \) in the DPDM model.

The FAST observation was conducted between 2020-12-14 at 07:00:00 and 2020-12-14 at 08:50:00. The 19-beam receiver equipped on the FAST [107] recorded data of two polarisations through 65536 spectral channels, covering the frequency range of 1 – 1.5 GHz. The SPEC(W+N) backend was employed in the observation, with 1 second sampling time. The “ON/OFF” observation mode of the FAST was used for the original motivation, constraining the WIMP property by searching for synchrotron emission in the dwarf spheroidal galaxy Coma Berenices. In each round of observation, the central beam of the FAST was pointed to the Coma Berenices for 350 seconds, and the central beam of the FAST was moved to the “OFF source” position, which was a half degree away from the “ON source” without known radio sources, for another 350 seconds. There were nine rounds of ON/OFF observation. The low noise injection mode was used for signal calibration, with the characteristic noise temperature of about 1.1 K [108]. In the whole observation, the noise diode was continuously switched on and off for a period of 1 second.

Let \( P_{\text{cal-off}} \) be the original instrument reading without noise injection, \( P_{\text{cal-on}} \) be the reading with noise injected. Then the system temperature \( T_{\text{sys}} \) can be calibrated as [108]

\[ T_{\text{sys}} = \frac{P_{\text{cal-off}}}{P_{\text{cal-off}} - P_{\text{cal-off}} T_{\text{noise}}}, \]  

(S84)

where \( T_{\text{noise}} \) is the pre-determined noise temperature measured with hot loads. \( T \) from both polarizations were checked without large variation, and each pair of polarization temperatures was added to get the average. Then, the polarization-averaged \( T_{\text{sys}} \) was converted to flux density with pre-measured antenna gain, which is beam dependent [108]. With these procedures, the flux density for each beam, each time bin, and each frequency bin could be obtained. Finally, these flux densities in the time domain are checked, and time bins, when the telescope is not stable due to switching between ON and OFF, were masked, leaving 2232 time bins (1116 time bins for the ON observations and 1116 time bins for the OFF observations) for each frequency.

A. Data processing

We are going to utilize the ON data. As mentioned above, each of the 19 beams covers the radio frequency
range 1–1.5 GHz divided evenly into 65536 frequency bins (the bandwidth is $\approx 7.63$ kHz), and each frequency bin has 1116 time bins. The data suffer from large noise fluctuation [e.g., radio frequency interference (RFI)]. To reduce the effect of the noise fluctuation, we adopt the following method to clean the data (see e.g., Ref. [106] for a similar method but more complicated in their case).

The cleaning process is applied to the time series at each frequency bin. For each frequency bin $i$, we divide the 1116 time bins consecutively into 33 groups, and thus each group contains 33 time bins (the last group contains 27 time bins). We identify the group with the smallest variance, $\sigma_{\text{ref}}^2$, as the reference group. The mean value of the reference group is labeled as $\bar{O}_{\text{ref}}$. We then regroup the time series by keeping only the bins with deviation from the reference group smaller than $3\sigma_{\text{ref}}$ (i.e., $|O - \mu_{\text{ref}}| < 3\sigma_{\text{ref}}$).

After the above cleaning process, the number of the remaining time bins in the time series reduces to $N_i$ with the mean $\bar{O}_{i}$,

$$\bar{O}_{i} = \frac{1}{N_i} \sum_{j=1}^{N_i} O_{i,j}, \quad (\text{S85})$$

where $i$ and $j$ label the frequency and time, respectively. The standard deviation of the mean (called the standard error, $\sigma_{\bar{O}_{i}}$) is thus

$$\sigma_{\bar{O}_{i}}^2 = \text{Var}(\bar{O}_{i}) = \frac{1}{N_i(N_i - 1)} \sum_{j=1}^{N_i} (O_{i,j} - \bar{O}_{i})^2, \quad (\text{S86})$$

which can be used as statistical uncertainty. As an example, in Fig. S9, we present the time series before (yellow+blue) and after (yellow) cleaning for the frequency bin $i = 20000$ ($f \approx 1.15258$ GHz) of beam 1. For each beam, we apply the cleaning process and calculate $\bar{O}_{i}$ and $\sigma_{\bar{O}_{i}}$ for all the 65536 frequency bins. The filtered time-average brightness distribution as a function of frequency is shown by the yellow curve in Fig. S10 compared with the time-average brightness without data cleaning (blue curve).

### B. Background fit

We fit the background around the frequency bin $i_0$ with a polynomial function

$$B(a, f) = a_nf^n + a_{n-1}f^{n-1} + \ldots + a_1f + a_0. \quad (\text{S87})$$

It describes the observed data $\bar{O}_{i}$ locally from the frequency bin $i = i_0 - k$ to the bin $i = i_0 + k$. In practice, we choose $k = 5$ and $n = 3$.

The systematic uncertainty due to the background fit can be estimated as follows. We first use the method of weighted least squares to fit the background by minimizing the function

$$\sum_{i=i_0-k}^{i_0+k} \left( \frac{B(a, f_i) - \bar{O}_{i}}{\sigma_{\bar{O}_{i}}} \right)^2, \quad (\text{bin } i_0 \text{ excluded}), \quad (\text{S88})$$

where

$$\delta_i \equiv B(\bar{a}, f_i) - \bar{O}_{i}. \quad (\text{S90})$$

We then add the statistical uncertainty and systematic uncertainty in quadrature form as the total uncertainty of the frequency bin $i_0$,

$$\sigma_{\text{total}}^2 = \sigma_{i_0}^2 + (\sigma_{i_0}^{\text{sys}})^2. \quad (\text{S91})$$

Repeating this process, we can get the total uncertainties for all frequency bins for all beams.
In Fig. S11 we show the statistical and systematic uncertainties for all frequency bins in the range 1–1.5 GHz. This is plotted using the data of beam 1 as an example.

C. Likelihood-based statistical test

In this part, we adopt the likelihood-based statistical method [109] to set upper limits on the mixing parameter $\epsilon$ in the DPDM model. To calculate the likelihood of the DPDM-induced EM equivalent spectral flux density $S$ at the frequency bin $i_0$, we construct the likelihood function using $k$ neighboring bins on both sides of $i_0$,

$$L(S, a) = \prod_{i = i_0 - k}^{i_0 + k} \frac{1}{\sigma_i^{\text{tot}2}} \exp \left[ -\frac{1}{2} \left( \frac{B(a, f_i) + S\delta_{i0} - \hat{O}_i}{\sigma_i^{\text{tot}}} \right)^2 \right].$$

(S92)

Here $\hat{O}_i$ and $\sigma_i^{\text{tot}}$ are calculated from Eqs. (S85) and (S91), respectively. $B(a, f_i)$ is the background function defined in (S87), where the coefficients $a = (a_0, a_{-1}, \ldots, a_0)$ are treated as nuisance parameters.

To set the one-sided upper limit on the dark photon parameter $\epsilon$, we use the following test statistic [109]

$$q_S = \begin{cases} -2\ln \left[ \frac{L(S, \hat{\epsilon})}{L(S, \hat{\epsilon})} \right], & \hat{S} \leq S \\ 0, & \hat{S} > S \end{cases}.$$

(S93)

In the denominator, $\hat{S}$ and $\hat{\epsilon}$ denote the values of the signal and nuisance parameters at which the likelihood gets maximized. In the numerator, $\hat{\epsilon}$ denotes the values of the nuisance parameters at which the likelihood gets maximized for a specified value of $S$. We see that the test statistic $q_S$ is a function of $S$ and $q_S \geq 0$.

Applying the Wald approximation here, we have (see e.g., Ref. [109])

$$-2\ln \left[ \frac{L(S, \hat{\epsilon})}{L(S, \hat{\epsilon})} \right] \approx \frac{(S - \hat{S})^2}{\sigma^2}.$$

(S94)

It can be proved that in our case where the nuisance parameters and signal are defined as in (S87) and (S92), the relation (S94) is exact. Furthermore, $\sigma \sim \sigma_i^{\text{tot}}$ is a constant which does not change with $S$. Here $\hat{S}$ follows the normal distribution with the mean $S'$ (the assumed true signal strength) and the standard derivation $\sigma$ [109]. Thus, (S94) follows the $\chi^2$ distribution for 1 degree of freedom if we choose $S' = S$. Then, it can be demonstrated that our test statistic (S93) follows the distribution:

$$f(q_S | S) = \frac{1}{\sqrt{2\pi}q_S} \frac{1}{\sqrt{q_S}} e^{-q_S/2}.$$

(S95)

which is named as the half-$\chi^2$ distribution in Ref. [109].

In practice, one usually sets $p_S = 0.05$. The corresponding value of $S$ is denoted as $S_{\text{lim}}$. Any $S > S_{\text{lim}}$ is excluded at 95% confidence level (C.L.). $S_{\text{lim}}$ is thus called the one-sided upper limit.

In the previous section, we have numerically simulated the equivalent EM flux density induced by DMDP on FAST at different frequencies, $S_{\text{FAST}}^{\text{eqv}}$; see (S69) and Fig. S5. Divided by the bandwidth of FAST data, we can further get the spectral flux density $S_{\text{FAST}}^{\text{eqv}} = S_{\text{FAST}}^{\text{eqv}} / \delta_f$. Then the upper limit on $\epsilon$ can be obtained using the relation $S_{\text{lim}} = S_{\text{FAST}}^{\text{eqv}}$. Finally, we apply the process of finding $S_{\text{lim}}$ to all frequency bins of one of the total 19 beams. Then we can get the constraints on $\epsilon$ in the frequency range 1–1.5 GHz from that beam.

Due to velocity dispersion, the bandwidth of DPDM is $\sim m_A v_0^2 / 2\pi \sim 0.15$ kHz $\times (m_A / \mu\text{eV})$, which is smaller than the bandwidth (of order $7.63$ kHz) of the FAST data in the range 1–1.5 GHz. For DPDM signal falls into one frequency bin, the limits are the same for all frequencies in this bin. However, there is a special case that the DPDM signal sits right at the edge of bins and contributes to the two adjacent bins due to the broadening. Therefore, one expects the limits to become weaker because the backgrounds from both bins contribute simultaneously. Usually, this special case can be avoided if one can re-bin the data. However, the bins from FAST data are fixed already. Therefore, in this case, we merge the two bins and repeat the above procedure to find $S_{\text{lim}}$. In general, we expect the constraints on $\epsilon$ would be weakened by a factor of about $\sim \sqrt{2}$ but is subject to changes in statistical and systematic uncertainties.
We repeat the above steps for all beams and get 19 sets of constraints, which are similar to each other since the beams recorded similar data. Now for each frequency bin, there are 19 similar limits, and we choose the strongest one as the final limit at that frequency bin. In addition, we show the 19 sets of constraints in Fig. S12 and the red curve is the final result. We emphasize that every single frequency in the $1\sim1.5$ GHz is constrained by the actual FAST data without any extrapolation because the signal can be contained in one bandwidth. In Fig. S12 we have plotted the full 65536 frequency bins, which is already quite busy to show. Therefore, to improve the readability, we took the average of every four bins in the final plot in the main text to better illustrate the envelope of the constraints.

From Fig. S12 we see that for some frequency bins, the constraints can reach $\epsilon \sim 10^{-12}$, while for some other frequencies, the constraints are only $\epsilon \sim 10^{-11}$. The difference between them is due to the quality of observed data. We are going to demonstrate this more clearly in the following text. We choose one frequency bin from Fig. S12 where the constraint is “good” [bin 49781 ($f = 1.379795$ GHz) of beam 14 with $\epsilon \approx 1.4 \times 10^{-12}$] and another frequency bin where the constraint is “bad” [bin 22991 ($f = 1.175404$ GHz) of beam 1 with $\epsilon \approx 3.3 \times 10^{-11}$] as examples to show how the data quality affects the limits. The two examples are denoted as black dots in Fig. S12. In Fig. S13 and Fig. S14 we respectively plot the $O_i$ value of the two examples (denoted as black dots) with the neighboring $2k = 10$ data points. The error bar is the value of statistical uncertainty associated with each data point. The solid curve is the background fit from (S88). Fig. S13 shows a relatively small fluctuation and the example good point has the uncertainties $\sigma_{O_i} \approx 6.7 \times 10^{-30}$ W/m$^2$/Hz, $\sigma_{\text{sys}} \approx 2.9 \times 10^{-30}$ W/m$^2$/Hz and $\sigma_{\text{tot}} \approx 7.3 \times 10^{-30}$ W/m$^2$/Hz.

While Fig. S14 shows a relatively large fluctuation and the example bad point has the uncertainties $\sigma_{O_i} \approx 7.9 \times 10^{-28}$ W/m$^2$/Hz, $\sigma_{\text{sys}} \approx 4.8 \times 10^{-28}$ W/m$^2$/Hz and $\sigma_{\text{tot}} \approx 9.2 \times 10^{-28}$ W/m$^2$/Hz. We see that the former case has a relatively small total uncertainty, which is why it has a better constraint. In addition, maximizing the likelihood (S92) gives a negative best-fit $\tilde{S}$ for the former case, which also contributes to finally obtaining a better constraint.
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