Deconfounded Image Captioning: A Causal Retrospect

Xu Yang, Hanwang Zhang, and Jianfei Cai

Abstract—Dataset bias in vision-language tasks is becoming one of the main problems which hinders the progress of our community. Existing solutions lack a principled analysis about why modern image captioners easily collapse into dataset bias. In this paper, we present a novel perspective: Deconfounded Image Captioning (DIC), to find out the answer of this question, then retrospect modern neural image captioners, and finally propose a DIC framework: DICv1.0 to alleviate the negative effects brought by dataset bias. DIC is based on causal inference, whose two principles: the backdoor and front-door adjustments, help us review previous studies and design new effective models. In particular, we showcase that DICv1.0 can strengthen two prevailing captioning models and can achieve a single-model 131.1 CIDEr-D and 128.4 c40 CIDEr-D on Karpathy split and online split of the challenging MS COCO dataset, respectively. Interestingly, DICv1.0 is a natural derivation from our causal retrospect, which opens promising directions for image captioning.

Index Terms—Image Captioning, Causality, Deconfounding, the Backdoor Adjustment, the Front-Door Adjustment.

1 INTRODUCTION

Recently, our vision-language community has paid more and more attention to dataset bias. On one hand, it shows that we have already achieved impressive or even super-human performances on many benchmark leader-boards. On the other hand, it also shows that we do not actually believe in these “super-human” systems due to the obvious dataset bias, e.g., image captioners are likely to implicate gender discrimination [1] (e.g., generating “a man” instead of “a woman” even through the image actually shows “a woman is snowboarding”) and hallucinate what they do not see [2] (e.g., generating “sitting on the bench” when only seeing people talking on the phone); VQA agents usually answer “Yes” when being asked “Are the apples red?” even without a look at the image [3].

The ideal solution to eliminate dataset bias is to collect a perfect and totally balanced dataset. However, since humans are living in a world filled with various biases, e.g., long-tailed concept distributions [4], [5], reporting bias [6], [7], and language bias [8], [9], we are easily trapped in the loop: “making a dataset”—“it’s biased”—“making a new one” 1. Promisingly, by observing that our biological vision-language system works well even though the around real word is biased, we are prompted to evolve from diagnosis to treatment, by changing from collecting new datasets [3], [10], [11], [12] to designing unbiased models [1], [13] for confronting the bias. However, recent studies still lack a principled analysis about why a vision-language learning system easily collapses into dataset bias. In this paper, we exploit the concepts of confounder to analysis this problem, and propose a principled solution to alleviate the negative effects brought by dataset bias based on the two principles of causal inference: the backdoor and front-door adjustments [14], [15], [16]. In particular, we use Image Captioning (IC) as the case study because it has the longest history 2 and the simplest cross-modal objective among all the vision-language tasks [18], [20], [21], [22], [23].

In the classic causal inference framework [14], [15], [16], if a variable is a common cause of the other two variables, such variable is called the confounder. One toy example about confounder in machine learning is given in Fig. 1, where the training dataset is constructed with a bias, i.e., “0” mostly appears on the left and “1” mostly appears on the right. Such biased dataset entails two causal effects: the position P affects the image features X and the digit label L. For example, the left part of an image is likely to contain pixels configuring “0” and if the left part of an

1. by Alexei Efros@CVPR2019 Computer Vision After 5 Years workshop (https://futurecv.github.io/schedule.html)

2. Image captioning [17] has been proposed in 2010, while the other two important vision language tasks, Visual Question Answering and Visual Grounding, were proposed in 2015 [18] and 2014 [19], respectively.
image contains black pixels, the label is likely to be “0”. In the causal inference, we can draw two causal links to describe these causal effects: \(p(\text{person}|ID_{\text{Remote}})\) means that “person” and “remote” contributes the 54% occurrences of “remote”. Here we use ID to signify the appearing visual concept. The top caption is generated by Up-Down [24] and the bottom one is generated by our UD-DICv1.0. Red and blue denote the wrong and right words, respectively, and green denotes the concept which may cause the wrong word.

Interventional probability as the training target: \(P(L|do(X))\), which is fundamentally different from \(P(L|X)\) due to the \textbf{do-operator} \(do(\cdot)\) [14], [15]. Intuitively, the do-operator cuts off the link \(X \leftarrow D\) and then the backdoor path: \(X \leftarrow D \rightarrow L\) is blocked and the spurious correlation is eliminated. As a result, \(X\) and \(L\) are deconfounded and the classifier can learn the true causal effect \(X \rightarrow L\). In Section 2.1 and 2.2, we will introduce two fundamental techniques to calculate \(P(L|do(X))\), which are the \textbf{backdoor} and \textbf{front-door adjustments} [15], [16], respectively.

In addition to the contribution of introducing causal inference to analyze the dataset bias problem in IC, our technical contribution of this paper is to propose a novel DIC framework called DICv1.0 (see Section 4) based on both the backdoor and front-door adjustments. We apply our DIC in two prevailing models: Up-Down [24] and AoA Net [25], and help both of them boost the CIDER-D scores from 126.4 to 129.5 and from 128.7 to 131.1, respectively, where the latter one is submitted to the MS COCO Caption test server and achieves a 128.4 CIDEr c40.

Furthermore, another contribution is that we retrospect the major captioners in the 6-year-old IC community from the causal view (see Section 3.1). Interestingly, we will show how this causal retrospect enlightens us to develop our DICv1.0 as well as pointing us to a new future.

2 \textbf{Preliminaries: Deconfounding}

We hope to train an image captioner to learn the true causal effect \(X \rightarrow L\): the captioner should reason the caption \(L\) from the image features \(X\) instead of exploiting the spurious correlations induced by the confounder \(D\). In this section, we review two main deconfounding techniques which help us achieve this goal: the backdoor and front-door adjustments [14], [15].

2.1 The Backdoor Adjustment

We first use the direct classifier example to illustrate that the observational probability \(P(L|X)\) often encourages the classifier to learn spurious correlation. By Bayes’ theorem, we have

\[
P(L|X) = \sum_p P(L|x, p)P(p|X),
\]

where \(p\) denotes the position of the black pixels, which is either “left” or “right”. Now assuming that \(X_0\) denotes the feature of an image containing “0” with label \(L_0\) and, by Eq. (1), we obtain:

\[
P(L_0|X_0) = P(L_0|x_0, \text{left})P(\text{left}|X_0) + P(L_0|x_0, \text{right})P(\text{right}|X_0),
\]

3. It is noteworthy that the link direction only indexes the causal direction and the information can also pass from the head to the tail, e.g., recognizing pixels from \(X\) to \(P\).
Due to the position bias in the dataset, we have \( P(\text{left}|X_0) \gg P(\text{right}|X_0) \) and thus
\[
P(L_0|X_0) \approx P(L_0|X_0, \text{left})P(\text{left}|X_0) \approx P(L_0|\text{left})P(\text{left}|X_0).
\] (3)

We have the second approximation in Eq. (3) because \( X_0 \) is learnable and the connection between “left” and \( L_0 \) is strong. Maximizing \( P(L_0|X_0) \) over the training set are likely to encourage \( X_0 \) to converge to the position feature, since recognizing the position is easier than recognizing the digit shape, which is also referred as short-cut learning [26]. In this way, the classifier learns the spurious correlation induced by the backdoor path \( X \leftarrow \mathcal{P} \rightarrow L \).

The backdoor adjustment calculates the interventional distribution \( P(\mathcal{L}|\text{do}(X)) \) by revising the observational distribution in Eq. (1) as:
\[
P(\mathcal{L}|\text{do}(X)) = \sum_p P(\mathcal{L}|X, p)P(p).
\] (4)

By comparing Eq. (1) and Eq. (4), we can find that \( P(p|X) \) becomes \( P(p) \), which means that the position is not affected by \( X \) while being intervened to be “left” or “right” regardless of \( X \). Assuming \( P(p=\text{left}) = P(p=\text{right}) = 0.5 \), for the input \( X_0 \), Eq. (4) becomes
\[
P(L_0|\text{do}(X_0)) = \frac{1}{2} \sum_p P(L_0|X_0, p).
\] (5)

Although the probability of having \( (X_0, p=\text{right}) \) in the training set (say 10% or less) is much smaller than that of \( (X_0, p=\text{left}) \), it will not be ignored in Eq. (5) and maximizing Eq. (5) will encourage \( X_0 \) to learn something that is different from the position feature and can lead to \( L_0 \).

In the IC case, almost all the modern captioners are trained by the observational distribution \( P(\mathcal{L}|X) \), where \( X \) are usually based the features extracted from visual backbones [27]. Various spurious correlations have been observed in the existing captioners as shown in Fig. 2. Treating the frequently appearing concepts as the confounder \( \mathcal{D} \), we can decompose \( P(\mathcal{L}|X) \) as:
\[
P(\mathcal{L}|X) = \sum_d P(\mathcal{L}|X, d)P(d|X),
\] (6)
where \( d \) is a concept ID in \( \mathcal{D} \), e.g., \( ID_{\text{Apple}} \) or \( ID_{\text{Banana}} \). Since a captioning dataset usually contains more samples about certain concepts than the others, e.g., MS COCO contains 80 frequently appearing objects [28], [29] and thus these objects are the more preferred concepts than the others, especially the attribute or relation concepts like \( ID_{\text{Green}}, ID_{\text{Small}}, ID_{\text{Sit}}, \) or \( ID_{\text{Ride}} \).

Then during training, it is much easier for the visual encoders to recognize the objects and neglect the objects’ attributes or relations. After recognizing these objects, the captioner might only learn to predict the attributes or relations by their co-occurrences with those preferred concepts instead of really reasoning from the images. For example, if a dataset contains much more “red apple” than “green apple”, after recognizing \( ID_{\text{Apple}} \), which means that \( P(ID_{\text{Apple}}|X) \approx 1 \), Eq. (6) could degrade to \( P(\mathcal{L}|ID_{\text{Apple}}) \) to make the captioner build strong connection between the colour “red” with the concept \( ID_{\text{Apple}} \) without seeing the real colour.

Fig. 2 shows three examples, where \( X \leftarrow \mathcal{D} \) in the causal graph denotes the recognizing of some preferred concepts and \( \mathcal{D} \rightarrow L \) denotes the learning or exploiting of the co-occurrence.

To deconfound the image captioning, we can also use the backdoor adjustment as Eq. (4) to split \( \mathcal{D} \) into different concepts and calculate the average causal effects at these concepts:
\[
P(\mathcal{L}|\text{do}(X)) = \sum_d P(\mathcal{L}|X, d)P(d).
\] (7)

Next, we compare the conditional and interventional probabilities of these two parts to see whether they are the same or not and why the biases are induced.
Shape Extractor $X \to Z$. As shown in the blue part of Fig. 3(b), for the causal link $X \to Z$, due to the collider at $L$, the backdoor path between $X$ and $Z$: $X \leftarrow P \to L \leftarrow Z$ is already blocked. Thus the interventional probability is equal to the conditional one:

$$P(Z = z|do(X)) = P(Z = z|X).$$  \hspace{1cm} (10)

The details about why the collider at $L$ blocks this backdoor path is given in Section A.2.3 of the supplementary material. For simplicity, we assume this extractor is perfect that it extracts the shape “circle” from digit “0” and “line” from “1”.

Shape Classifier $Z \to L$. As shown in the green part of Fig. 3(b), the backdoor path between $Z$ and $L$: $Z \leftarrow X \leftarrow P \to L$ is not naturally blocked, which means the shape classifier is affected by the confounder $P$. To clearly see how $P$ affects this classifier, we should expand its conditional distribution $P(L|Z)$ as:

$$P(L|Z = z) = \sum_x \sum_p P(L|x, p|z) = \sum_x \sum_p P(L|x, p, z)P(x, p|z) = \sum_x \sum_p P(L|x, p, z)P(p|x, z)P(x|z) = \sum_x \sum_p P(L|x, p, z)P(x|z).$$  \hspace{1cm} (11)

Now assuming the shape is $Z = \text{circle}$ and the corresponding label is $L = L_0$:

$$P(L_0|\text{circle}) = \sum_x \sum_p P(L_0|p, \text{circle})P(p|x)P(x|\text{circle}).$$  \hspace{1cm} (12)

Assuming the perfect situation, $P(X_1|\text{circle}) = 1$ and $P(L_1|\text{circle}) = 0$, with the position bias, $P(\text{left} | X_0) \gg P(\text{right} | X_0)$, we have:

$$P(L_0|Z = \text{circle}) \approx \sum_{x, \text{left} \in X_0} P(L_0|\text{left}, \text{circle})P(\text{left}|x)P(x|\text{circle}) \approx P(L_0|\text{left}, \text{circle}).$$  \hspace{1cm} (13)

For convenience, we use $X_0$ to denote the feature space of images with “0” and $x \in X_0$ to denote the feature $x$ from this space. With this shape extractor, the classifier will predict from both “left” and “circle”, which is more robust than the one without this shape mediator (Eq. (3)). However, we still run into a similar situation as Eq. (3) that if the classifier is trained by maximizing Eq. (13), it does not know whether “circle” or “left” causes the digit “0”. As a result, this classifier may be polluted by the position bias as the backdoor case. Moreover, the shape extractor is also imperfect in practice. If the followed classifier learns the position bias, the ahead extractor could also be polluted. As a result, the whole system following $X \to Z \to L$ might learn the position bias instead of the causal effect.

To address this, we can cut off $Z \leftarrow X$ to block the backdoor path $Z \leftarrow X \leftarrow P \to L$, as shown in the green part of Fig. 3(b). Then, similar to Eq. (7), we have:

$$P(L|do(Z = z)) = \sum_x P(L|z, x)P(x),$$  \hspace{1cm} (14)

where $x$ represents all the possible representations in the feature space. In Eq. (14), since $x$ keeps changing while the shape knowledge does not, the classifier will more easily learn the causal effect, e.g., “circle” causes “0”. Once this classifier knows that “circle” is the true cause, the former extractor is also encouraged to extract “circle” from the images with “0”. As a result, both extractor and classifier will learn the true causal effects.

4. Given the observed $P = p$ and $Z = z$, $L$ and $X$ are conditional independent: $L \perp X|P, Z$, thus we have $P(L|x, p, z) = P(L|p, z)$. Also, since $Z \perp P|X$, we have $P(p|x, z) = P(p|x)$. Both of them establish the forth equation.

To sum up, by applying Eq. (10) and (14) into Eq. (9), we have the front-door adjustment as:

$$P(L|do(X)) = \sum_z P(z|X)\sum_x P(L|z, x)P(x).$$  \hspace{1cm} (15)

In our IC case, as we will see in Section 3.1, researchers have also built some front-door based classifiers with different mediators, e.g., the prevailing visual attention mechanism [30] treats the features extracted from different positions as the mediator.

3 RELATED WORK

3.1 A Causal Retrospect

We follow Fig. 4 to retrospect the milestone image captioners proposed in recent six years from the causal view, which provides a novel perspective of understanding their contributions.

Show & Tell [21] (Fig. 4(a)). Compared with earlier template-based captioners like Baby Talk [31], Show & Tell is where we start to deploy deep neural network based encoder-decoder for captioning. Also, since Show & Tell, almost all the following captioners are built on the pre-trained model to narrow the gap between vision and language, while also intensifying the “preferred concepts” problem and encouraging the model to learn the spurious correlation.

Large-Scale Training (Fig. 4(b)). A straightforward way to deconfound is to turn the confounder $D$ into a non-confounder, i.e., constructing an infinite and balanced dataset. In this way, the captioner can learn every possible visual-semantic pairs from the abundant training samples and as a result, the captioner will no longer collapse into biases. We can approximate this by scaling up the training data. Many studies fall into this large-scale training strategy, e.g., Up-Down [24] explored Visual Genome [32] with a larger label space, HIP [33] used more fine-grained segmentation annotations, and vision-language BERT frameworks [34], [35] trained their network by 3 million image-caption pairs from Conceptual Captions [12]. After training or pre-training with those large-scale datasets, these captioners’ performances are boosted. However, it is still almost impossible to collect an infinite and perfect dataset where no bias exists since even the real world is essentially unbalanced. Thus, large-scale training cannot completely deconfound the IC.

Attention Mechanisms (Fig. 4(c)). SAT [30] was the first work which applied the attention mechanism in IC, and then this mechanism was used in almost every follow-up IC systems [24], [25], [36], [37], [38], [39], [40], [41]. By this mechanism, captioners first scan over all the visual concepts of an image and then select suitable ones conditioned on the language context, e.g., spatial attention [24], [30] and semantic attention [36] selected the most informative visual features and semantic labels, to generate the captions. The attention mechanism is an approximation of both the backdoor and front-door adjustments. Compared with the backdoor adjustment (Eq. (7)), where $P(L|do(X))$ averages over all the visual concepts of $D$, while the attention mechanism only averages over the appearing visual concepts of the given image, which only construct a small subset of $D$. Thus $D$ is not totally deconfounded. From the perspective of the front-door adjustment, the attention mechanism treats the visual feature extracted from a specific position as the mediator $Z$. Then the captioners generate the words by weighted averaging the visual features at the selected positions at different time steps. However, it uses the observational conditional probability $P(L|X)$ (Eq. (8)) instead of $P(L|do(X))$ (Eq. (15)) to compute the word distribution, which does not
deconfound the confounder. Thus these captioners still easily learn the dataset bias [2]. Some researchers [41] use image-text matching as a weakly training supervision for improving attention qualities, while such supervision comes from the confounder $D$, this captioner is still confounded.

**Sentence Patterns** (Fig. 4(d)). Researchers also designed ICs which imitate humans to dynamically structure sentence patterns for captioning. In particular, they used diverse modules for different patterns, e.g., NBT [42] designed two modules respectively for nouns and all the other words, and CNM [43] applied four fine-grained modules for nouns, adjectives, relation related words, and function words. During captioning, sentence patterns are dynamically composed for selecting suitable modules to generate the corresponding words. At first glance, this framework looks like a front-door IC where the mediator $Z$ is sentence pattern. However, if we look closer, it can be discovered that since both the sentence patterns and the captions are learnt from the language resource of the dataset, both $Z$ and $L$ are affected by the concepts $D$ in the language resource, e.g., the more nouns appear, the more OBJECT module is trained. However, due to this causal link $D \rightarrow Z$, the front-door adjustment cannot be used and thus these captioners are still confounded.

**Structured Attention** (Fig. 4(e)). When humans describe an image, they can build a semantic structure (e.g., scene graph) about this image and then turn this structure into the caption. Inspired by this, researchers [44], [45], [46], [47] proposed to learn a scene graph from the image and to apply Graph Neural Network [48], [49], [50] to transform this scene graph into a series of embeddings that each embedding corresponds to a sub-structure, e.g., a triplet structure like “subject-predicate-object”. Then the captioners dynamically attend to these sub-structure embeddings to generate the words. Such a strategy is also widely applied in other vision-language tasks like VQA [51], [52], Grounding [53], [54], and Visual Dialogue [55], e.g., [55] exploits the scene graph containing both visual and semantic knowledge of the image to complete the dialogue. These models also belong to the front-door causal graph where $Z$ is the structure or the graph. However, such structures are usually affected by $D$, e.g., the learning and predicting of the relation is also biased by some preferred concepts [56]. Moreover, the applied scene graph parsers [57] are usually trained by VG [32], while VG is also used to pre-train these captioners. Thus we also have the causal link $D \rightarrow Z$ and the front-door adjustment cannot be used. Consequently, it is hard to deconfound such captioners and they are still encouraged to learn the spurious correlation.

**3.2 Causal Inference in Computer Vision**

Recently, researchers have begun to exploit the techniques from Causality [14], [58] to design novel methods for solving various learning tasks or develop new perspectives for rethinking certain learning problems. For example, disentangled causal mechanisms are exploited to design more robust disentanglement measurements [59], generate counterfactual samples [60], [61], and alleviate negative effects brought by different biases [62], [63], [64], [65], [66], [67]. Specifically, both [64] and [65] assume that the confounder is observable and then they apply the backdoor adjustment to deconfound. In contrast, the confounder is not observable in our case. Thus, our situation is more challenging and we exploit not only the backdoor but also the front-door adjustments for deconfounding. For [63], [66], they apply other causality techniques: Natural Indirect Effect and Total Direct Effect for eliminating the mediator effect instead of deconfounding.

**3.3 Group Caption**

Group-based Image Captioning [68], [69] also exploits the other image-caption samples for helping generate accurate and discriminative captions, while they have three major differences compared with our research. First, their target is different from ours. They focus on group-based captioning, which requires the captioner to exploit the relevance and diversity knowledge from the other images, while our DIC focuses on one-line (single image) captioning. Second, due to the different aims, the problem settings are also different. Specifically, their methods need to divide the whole captioning dataset into different image groups, e.g., images in the same group should have similar scene graphs, while our DIC does not require such explicit image groups, but uses more implicit groups, e.g., the same group should contain similar visual concepts (in the backdoor adjustment) or similar visual features.
4 Deconfounded Image Captioning

In this section, we discuss how to derive our DICv1.0 from the causal retrospection in Section 3.1. In Section 4.1, we first discuss how to choose the mediator $Z$ from three candidates, i.e., spatial position, sentence pattern, and graph structure. Then we derive the interventional probability $P(L|do(X))$ and discuss the two major challenges of calculating this probability in a deep network. Both challenges are respectively addressed in Section 4.2 and 4.3. Lastly, we detail how to implement our DICv1.0 into the prevailing encoder-decoder framework in Section 4.4.

4.1 Choosing $Z$

As discussed in Section 2.2, since $D$ is very complex and almost unavailable, the backdoor adjustment cannot be deployed, we have to deconfound the IC by the front-door adjustment. To achieve this, the first challenge is the selection of the mediator $Z$. Based on the retrospection in Section 3.1, we know there are three candidates of $Z$: spatial position (in attention mechanism), sentence pattern, and some kind of the structure (in structured attention). For spatial position (Fig. 4(c)), it only provides the visual concepts of the given image, which is a small subset of $D$, and thus it is not a good candidate. For sentence pattern (Fig. 4(d)), the calculation of its probability is almost impossible since it is decided by the whole caption, which is not available during the caption generation, so sentence pattern is also not a good candidate. For structured attention (Fig. 4(e)), it is designed to be decided by the image only, while researchers [44], [45] learn the structure generator from the same dataset as the captioning, which adds the link $D \rightarrow Z$ into the causal graph and as the result, this IC is confounded. However, if we only associate the structure with $\mathcal{X}$, we have a causal graph which cuts off the link $D \rightarrow Z$ as Fig. 4(f) and then we can apply the front-door adjustment.

To achieve this, we sample a commonsense structure set from ConceptNet [70] and treat it as the mediator $\mathcal{Z}$, e.g., “car-at location-road” and “apple-is-red”. Given such a commonsense structure “subject-predicate-object”, we transform it into a semantic embedding $z$:

$$z = \text{ReLU}(\text{FC}([e_s, e_p, e_o])),\quad (16)$$

where $e_s, e_p, e_o$ denote the trainable word embeddings of the subject, predicate, and object, respectively, and FC denotes the fully connected layer. Compared with the original visual features, these semantic embeddings will naturally be more informative since they also belong to the semantic domain as the captions, which means that this commonsense structure set is a suitable candidate of the mediator. Intuitively, when a captioner uses this commonsense structure as the mediator, this captioner will first use the visual features to retrieve the related semantic embeddings ($X \rightarrow Z$) and then exploit the retrieved embeddings to generate the caption ($Z \rightarrow L$).

However, when we sample the related commonsense structures $\mathcal{Z}$, we use the words from the caption vocabulary $\mathcal{S}$ as the keys (see Section 5.1), e.g., “person” is used to collect the triplets “person-related-to-human” or “person-capable-of-run”. Therefore, the keywords affect the collections of the triplets and thus we have $S \rightarrow Z$. On the other hand, since the vocabulary $\mathcal{S}$ provides the words to compose the caption $L$, the causal link $S \rightarrow L$ is naturally built. Consequently, $\mathcal{S}$ becomes the common cause of both $\mathcal{Z}$ and $\mathcal{L}$, which means that $\mathcal{S}$ is an additional confounder between them. Then, if a keyword, e.g., “person”, is frequently used to sample the triplets, the words which are closely related to this keyword, e.g., “man”, or “woman”, will also appear more frequently in the captions. Thus, the additional biases are induced.

Now we have the complete causal graph in Fig. 5(a) where two confounders exist: $D$ and $\mathcal{S}$. To calculate the causal effect $P(L|do(X))$, both two confounders should be deconfounded: $D$ can be deconfounded by the front-door adjustment (see Section 2.2) and $\mathcal{S}$ can be deconfounded by the backdoor adjustment (Section 2.1) since $\mathcal{S}$ is an observable vocabulary.

This is our DICv1.0 which deconfounds image captioning. Briefly, we provide the formula of $P(L|do(X))$ here and the detail derivations are given in Section B.1 of the supplementary material:

$$P(L|do(X)) = \sum_{s} P(s) \sum_{x} P(x) \sum_{z} P(z|X)[P(L|s, x, z)] = \mathbb{E}_s \mathbb{E}_x \mathbb{E}_z [P(L|s, x, z)].\quad (17)$$

It can be found that it is the expected value of $P(L|s, x, z)$ according to three variables $s, x, z$, which denote the word embeddings of the keywords, the visual features, and the semantic embeddings, respectively. Notice that $X$ denotes the current image which we want to generate the caption from and $x$ denotes the potential visual feature of the whole representation space.

To implement our DICv1.0 into the encoder-decoder framework, we parameterize $P(L|do(X))$ as a network whose last layer is a Softmax layer that implements

$$P(L|s, x, z) = \text{Softmax}[g(s, x, z)],\quad (18)$$

where $g(\cdot)$ is an embedding layer before the Softmax layer, e.g., it can be an FC layer. However, this brings one challenge that in order to compute $P(L|do(X))$ in Eq. (17), we need a huge number of outputs sampled from this network to get the expectations of $P(L|s, x, z)$. To solve this challenge, we propose a two-step approximation which allows us to forward the network only once to get an estimation of $P(L|do(X))$. The first step is called Normalized Weighted Geometric Mean (NWGM) approximation [30], [71], [72] which absorbs the expectations into the network (see Section 4.2). The second step is to sample finite $s, x,$ and $z$ from the respective representation spaces of $\mathcal{S}, \mathcal{X},$ and $\mathcal{Z}$ for estimating the expectations in Eq. (17) (see Section 4.3).

4.2 Normalized Weighted Geometric Mean

By NWGM approximation [30], the expectation of a Softmax unit is approximated as the Softmax of the expectation:

$$P(L|do(X)) = \mathbb{E}_s \mathbb{E}_x \mathbb{E}_z \{\text{Softmax}[g(s, x, z)]\} \approx \text{Softmax} \{\mathbb{E}_s \mathbb{E}_x \mathbb{E}_z [g(s, x, z)]\}.\quad (19)$$

Furthermore, if $g(\cdot)$ is an FC layer, we have:

$$P(L|do(X)) \approx \text{Softmax} \{g(\mathbb{E}_s[s], \mathbb{E}_x[x], \mathbb{E}_z[z])\}.\quad (20)$$

Here we can put the expectations into the FC layer $g(\cdot)$ because the linear projection of the expectation of one variable equals to the expectation of the linear projection of that variable. More details about the derivations of Eq. (19) and (20) by NWGM...
approximation are given in Section B.2 of the supplementary material.

4.3 EXPT Modules for Expectations

Before this section, we formulate all the probability equations at the sentence level, i.e., $L$ denotes a whole caption. When we compute the probabilities at word level, for convenience, we still use $L$ to denote the word and write the word distribution as $P(L|do(X), h)$, where $h$ is a context vector which accumulates the knowledge of the previously generated words. By modifying Eq. (17) (see Section B.1 and B.2 of the supplementary material), the word distribution becomes:

$$P(L|do(X), h) = \sum_a P(s|h) \sum_x P(x|h) \sum_z P(z|X, h)[P(L|s, x, z, h)].$$

Similar to Eq. (19) and (20), we can put the expectations into the Softmax by NWGM approximation:

$$P(L|do(X), h) \approx \text{Softmax} \left( \sum_a \mathbb{E}_{[s|h]}[s] \mathbb{E}_{[x|h]}[x] \mathbb{E}_{[z|X,h]}[z] \right).$$

We then calculate: $\mathbb{E}_{[s|h]}[s]$, $\mathbb{E}_{[x|h]}[x]$, and $\mathbb{E}_{[z|X,h]}[z]$. Here we use $\mathbb{E}_{[x|h]}[x]$ as the example to show how to design an EXPT module for estimating its value. Mathematically, we have:

$$\mathbb{E}_{[x|h]}[x] = \sum_x P(x|h)x.$$

However, this sum is intractable since both the representation space of image feature $X$ and the conditional distribution $P(x|h)$ are so complex that we can not get a closed form solution. To estimate it, we apply two approximations to design our EXPT module, which are learning the bases of the representation space $X$ and calculating the conditional distribution $P(x|h)$ by the key-query operation. We apply a dictionary learning algorithm [73] to learn a basis dictionary $X = \{x_1, x_2, ..., x_K\}$ from the representations of all the training images, where each element $x_k$ is a basis vector. After learning this basis dictionary, we use it to approximate the whole representation space:

$$E_{[x|h]}[x] = \sum_k P(x_k|h)x_k.$$  

For the conditional distribution $P(x|h)$, we deploy the efficient query-key operation to approximate it, where $h$ acts as the query and the elements in $X$ as the key. This query-key operation is a routine operation used in the attention mechanism [30] and the memory network [74]. To sum up, we have $\text{EXPT}(X, h)$ to estimate $E_{[x|h]}[x]$:

Input: $X = \{x_1, x_2, ..., x_K\}, h$

Probability: $q_k = x_k^T h$,

Output: $p = \{p_1, ..., p_K\} = \text{Softmax}(\{q_1, ..., q_K\})$  \hspace{1cm} (25)

Since all the operations of EXPT module are differentiable, $X$ can also be updated during the end-to-end training. Similarly, as in Fig. 5(c), we use $\text{EXPT}(Z, \text{Cat}(\hat{x}, h))$ to estimate $E_{[z|X,h]}[z]$, where $Z$ is the semantic embedding dictionary that each element $z$ of it is computed by Eq. (16): $\text{Cat}()$ denotes the concatenation operation; and $\hat{x}$ is the attended feature of the image $X$ at the current time step (see Section 4.4). When we collect the commonsense structure set, we use the nouns, verbs, and adjectives of the caption vocabulary as the keywords to search the related structures from ConceptNet. Meanwhile, these keywords’ trainable embeddings construct the dictionary $S$, which is used in $\text{EXPT}(S, h)$ to estimate $E_{[s|h]}[s]$. The numbers of elements of $X$, $Z$, and $S$ are set to 10,000, 9,590, and 1,342.

4.4 Network Architectures

We incorporate our DICv1.0 into two models: Up-Down [24] and AoANet [25] and name them as UD-DICv1.0 and AoA-DICv1.0, respectively. In both models, the visual encoder is a ResNet-101 Faster R-CNN [27] pre-trained on Visual Genome [32] as in Up-Down [24]. The decoders of the two models have similar architecture:

Input: $u^t = \text{Cat}(\hat{x}, e^{t-1}, o^{t-1})$

LSTM: $h^t_s = \text{LSTM}_s(u^t; h^t_{s-1})$,

ATT: $\hat{x}^t = \text{ATT}(X, h^t_s)$,

EXPT: $\hat{s}^t = \text{EXPT}(\hat{x}^t; h^t_3)$,

Output: $P^t = \text{Softmax}(q(\hat{x}^t, \hat{s}^t, \tilde{z}^t, \hat{x}^t, h^t_1))$, \hspace{1cm} (26)

which is sketched in Fig. 5(b). The input $u^t$ of this decoder concatenates three terms: $\hat{x}$ is the mean pooling of the visual features of the image $X$, $e^{t-1}$ is the previous generated word’s embedding, and $o^{t-1}$ is the previous embedding layer’s output. The subsequent four LSTM layers generate four index vectors $h^t_s$, which are used in the following ATT and EXPT modules. ATT($X^t$) represents an attention module which computes the attended vector $\hat{x}$ from the visual feature $X$. This $\hat{x}$ is input into the EXPT module (EXPT($Z^t; [\hat{x}, h^t_2]$) to estimate $E_{[z|x,h]}[z]$ at the $t$-th time step, in the following formulas.
and into the embedding layer \( g(\cdot) \) since it is also a sample of the visual features. \( \tilde{z}, \tilde{s} \), and \( \tilde{x} \) denote the estimated vectors of \( E_{[z,X,h]}[\tilde{z}], E_{[d|h]}[\tilde{s}] \), and \( E_{[x|h]}[\tilde{x}] \) by the corresponding EXPT modules, respectively. All of them with \( h_a \) are input into the embedding layer for computing the word distributions \( P \).

The key differences of UD-DICv1.0 and AoA-DICv1.0 are that they use distinctive attention networks (ATT) and embedding layers \( g(\cdot) \). In UD-DICv1.0, ATT is the Top-Down Attention [24]:

Input: \( \mathcal{X} = \{x_1, x_2, ..., x_N, h_1, \}

Attention Weights: 
\[
a_{n} = \omega^T \tanh(W_x x_n + W_h h_1),
\]

Output: 
\[
\hat{x} = \sum_{n=1}^{N} \alpha_n x_n,
\]

where \( W_x, W_h \) are trainable matrices and \( \omega_n \) is a trainable vector. Here \( g(\cdot) \) is an LSTM layer. In AoA-DICv1.0, ATT is the Attention on Attention [25]:

Input: \( \mathcal{X} = \{x_1, x_2, ..., x_N, h_1, \}

MH-ATT: 
\[
\mathcal{M} = \text{Cat}(h_1, ..., \text{heads}) W_C, \quad \hat{v} = \text{LeakyReLU}(\text{MLP}(\mathcal{M})),
\]

Info-Gate: 
\[
v^i = W^i h_1 + W^g \hat{v} + b^i, \quad v^g = \sigma(W^g h_1 + W^g \hat{v} + b^g),
\]

Output: 
\[
\hat{x} = v^i \cdot v^g,
\]

where \( W^i, W^g, W^c, W^b \) are all trainable parameters and \( \cdot \) in the last row denotes element-wise product. In this case, \( g(\cdot) \) is a GLU [75] layer.

Notice that although the embedding layer is not an FC layer, we still observe less bias and better performances compared with the original models (see Section 5.2.1). More details of the network architectures of UD-DICv1.0 and AoA-DICv1.0, like the size of each layer in these modules, are given in Section C of the supplementary material.

4.5 Training Objectives

When training both models, we minimize the cross-entropy loss by using \( P(\mathcal{L}^*|do(\mathcal{X})) \) as the target in the first 35 epochs:

\[
L_{XE} = - \log P(\mathcal{L}^*|do(\mathcal{X})),
\]

where \( \mathcal{L}^* \) denotes the ground-truth caption. After that, we minimize the RL-based loss [76] to train both models for another 65 epochs:

\[
L_{RL} = - \mathbb{E}_{\mathcal{L}^* \sim P(\mathcal{L}|do(\mathcal{X}))} [\mathcal{L}^*; \mathcal{L}^*],
\]

where \( \mathcal{L}^* \) is a sentence-level metric between the sampled sentence \( \mathcal{L}^* \) and the ground-truth \( \mathcal{L}^* \), e.g., the CIDEr-D metric [77]. We use Adam optimizer [78] to train both models. The learning rate for both models is initialized to \( 5 \times 10^{-4} \) and is decayed by \( 0.8 \) for every 5 epochs. Importantly, the learning rate of all the dictionaries in EXPT modules, e.g., \( X, Z, S \), are set 10 times smaller than the other layers, e.g., \( 5 \times 10^{-5} \). The batch sizes for UD-DICv1.0 and AoA-DICv1.0 are set to 100 and 10, respectively. When inference, we use beam search with a beam size of 5.

5 EXPERIMENTS

5.1 Datasets

MS COCO [29]. We validated our models on MS COCO IC dataset. In particular, our models were tested on two different splits: Karpathy split [79] and the official online test split, which divide the whole dataset into 113,287/5,000/5,000 and 82,783/40,504/40,775 images for training/validation/test, respectively. We followed previous researches to pre-process our captions [24], [45]. At last we trimmed each caption to a maximum of 16 words and had a vocabulary of 10,369 words by removing the words which appear less than 5 times.

ConceptNet [70]. ConceptNet has abundant commonsense structures which have the form of “subject-predicate-object” and each of them is assigned with an importance weight. We used the nouns, verbs, and adjectives which appear more than 20 times in MS COCO captioning dataset as the keywords to collect the related structures and all these 1,342 keywords were used to construct the dictionary \( S \). For each commonsense structure in ConceptNet, if its importance weight is larger than 2.5 and if both the subject and object of this structure are our keywords, we collected it. Finally, we had a semantic structure set with 9,590 structures and they were used to build the dictionary \( Z \).

5.2 Ablation Studies

5.2.1 Deconfounding Techniques

We used Up-Down as the backbone, whose architecture is the same as Fig. 5 (b) but without the bottom three parallel LSTM layers and all the EXPT modules, and gradually incorporated new components into this backbone to design various ablation studies for validating the importance of different deconfounding techniques: the backdoor adjustment (Section 2.1), the front-door adjustment (Section 2.2), and our DICv1.0 (Section 4.4).

Comparing Methods.

UD: We re-implemented Up-Down [24] as our baseline, where only ATT(\mathcal{X}) exists in the decoder.

UD-BD: Compared with UD, we followed the backdoor adjustment (Eq. (7)) and estimated \( \mathbb{E}_{[d|h]}[d] \) by EXPT(\mathcal{D}, h) (Eq. (25)). We grouped the word embeddings of 80 visual concepts in MS COCO as the dictionary \( D \) since they are the most frequently appearing objects in the images and captions, which are likely to induce the spurious correlation. This baseline was designed to confirm the utility of the backdoor adjustment.

UD-BD/S & UD-BD/CC: To test the effects of using more elements to split the confounder \( D \), we deploy UD+EXPT(\mathcal{S}, h) and UD+EXPT(\mathcal{D}_C, h), respectively. \( S \) is the vocabulary with 1,342 keywords and \( D_C \) contains 20,932 triplets sampled from ConceptNet [70], which is equal to the size of dictionaries used in UD-DICv1.0 (10,000/9,590/1,342 elements in \( X/Z/S \)).

UD-FD/Cor: Compared with UD, we added EXPT(\mathcal{Z}, Cat(\hat{x}, h)) into the decoder. We can treat this as training a front-door IC by the observational correlation \( P(\mathcal{L}|X) \) (Eq. (8)) and thus the spurious correlation still exists.

UD-FD: Compared with UD-FD/Cor, we added EXPT(\mathcal{X}, h) into the decoder. This can be treated as training a front-door IC by the NWGM approximation of \( P(\mathcal{L}|do(\mathcal{X})) \) (Eq. (15)) while neglecting the confounder \( S \). This baseline was used to confirm the utility of the front-door adjustment. We also expanded \( Z \) with additional 5,000 commonsense triplets to validate that whether more parameters bring consistent improvements as UD-DICv1.0.

UD-DICv1.0: Compared with UD-FD, we added EXPT(\mathcal{S}, h) into the decoder to get the integral framework of our DICv1.0 as in Fig. 5. This equals to train a front-door IC by using the NWGM approximation of Eq. (17), which deconfounds both two confounders: \( D \) and \( S \).
the following five metrics: CIDEr-D [77], BLEU [80], METEOR [81], ROUGE [82], and SPICE [83] to measure the similarities between the generated captions with the ground-truth captions. The similarity metrics of our UD-DICv1.0 and the baselines are reported in Table 1. Since the ground-truth captions are annotated by us humans and we are usually good at grasping the causal effect, similarity metrics are naturally suitable to evaluate whether a captioner grasps such causal effect.

Compared with the original UD, UD-DICv1.0 improves CIDEr-D from 125.3 to 128.8, indicating that UD-DICv1.0 generates the most similar captions with the ground-truth. By comparing UD-BD with UD, we observe that UD-BD achieves a higher CIDEr-D score, which confirms the utility of the backdoor adjustment even in this baseline we only use 80 visual concepts as the split of \( \mathcal{D} \), which is a simplification of the real situation. By comparing UD-BD, UD-BD/S, and UD-BD/CC, we can find that the model with a larger dictionary has better similarity scores, e.g., UD-BD/CC achieves the highest CIDEr-D, 127.5, among them.

By sequentially comparing UD-FD/Cor, UD-FD, and UD-DICv1.0, we can observe that the performances are also sequentially improved, which confirms the effectiveness of deconfounding \( \mathcal{D} \) (UD-FD vs. UD-FD/Cor) and \( \mathcal{S} \) (UD-DICv1.0 vs. UD-FD). Also, UD-DICv1.0 achieves better performances than UD-FD/EX that has the same dictionary size with UD-DICv1.0, suggesting that deconfounding \( \mathcal{S} \) is more effective than using more parameters in the dictionary. To sum up, it is safe to conclude that incorporating a mediator like the commonsense knowledge and exploiting additional resource like ConceptNet is not enough for generating high-quality captions unless we discover the hidden confounders and use the backdoor and front-door adjustments to deconfound them.

**Analyses of the Biases.** To measure the bias degree of the generated captions, we not only applied CHs&CHi [2] to measure the object bias but also analyzed four more specific biases: gender bias, action bias, attribute bias, and quantifier bias. We evaluated these biases by calculating the accuracy of these words when a specific visual concept appears in the ground-truth captions. Take the gender bias as an example, we calculated whether the gender word (e.g., “she”, “he”, “girl”, or “boy”) is consistent between the ground-truth caption and the generated caption when a visual concept, e.g., skateboard, appears. We averaged the accuracy of the gender word over 80 visual concepts and report the mean accuracy in Table 1. It is noteworthy that we considered the balance of the words that we separately calculated the accuracy of each word and averaged the results to obtain the mean accuracy.

From this table, we can observe that when better deconfounding techniques are used, CHs&CHi decreases and the accuracy of four kinds of words increases, e.g., UD-BD performs better than UD and UD-FD outperforms UD-FD/Cor. Compared with UD, UD-BD is better since it approximates the backdoor adjustment (Eq. (7)) to alleviate the dataset bias. We split the confounder \( \mathcal{D} \) into 80 visual concepts since they are the most frequently appeared objects which are more likely to cause biases. Therefore, UD-BD can reduce the biases induced by these concepts. One interesting observation is that although the similarity performances (e.g., CIDEr-D) of UD-BD/CC is comparable to UD-FD, the bias metrics (e.g., CHs/CHi) of UD-BD/CC are still weaker than UD-FD. Such observation suggests that when the confounder is very complex, the front-door adjustment is still a better deconfounding strategy compared with using more additional knowledge in the backdoor adjustment. We can also find that UD-DICv1.0 achieves the lowest CHs&CHi and the highest accuracy, indicating that UD-DICv1.0 generates the least biased captions.

The radar charts in Fig. 6 show the accuracy when some specific visual concepts appear. In the radar chart of gender words, we can find that the visual concept \( ID_{\text{Bad}} \) induces strong gender biases where the accuracy of UD is smaller than 0.6, while our UD-DICv1.0 can alleviate such bias by improving the accuracy to almost 0.9. Also, we can find that some biases are hardly alleviated, e.g., the action bias induced by \( ID_{\text{Horse}} \) where the accuracies of three models are lower than 0.4. There are at least two reasons for this. The first one is about language bias that many verbs have a similar meaning while we do not consider this situation when counting consistent words for the accuracy, e.g., “horse-pull-carriage” and “horse-draw-carriage”. The second one is about the selection bias that humans may use different action words to describe an image, e.g., when one human is...
Human evaluation. Considering a better way of evaluating biases is human evaluation, we thus asked 20 humans to sort the captions generated by three models UD/UD-BD/UD-DICv1.0 according to the consistencies of these captions with the images. We chose 50 images to generate the captions and we specifically chose the images which are more likely to induce biases, e.g., the images containing the visual concepts like $ID_{Skateboard}$ and $ID_{Horse}$. When these judges considered that two captions are similar, they sorted them with the same rank. After sorting, we pairwise compared the results and show the results in TABLE 2. We can see that the judges consider our UD-DICv1.0’s captions are more consistent than UD (70% vs. 12 %) and UD-BD (61% vs. 14 %), which suggests that it generates less biased captions. Fig. 8 visualizes some qualitative examples used in the human evaluation.

Effects on Attention Mechanism. Another interesting question is that whether the deconfounding technique will benefit the attention mechanism. To answer it, we carried an additional human evaluation where we asked 20 humans to compare the attention qualities of UD and UD-DICv1.0. Specifically, we used the same 50 images in the previous human evaluation. For each image-caption pair, we showed the attention regions of the words which are more easily affected by the dataset bias, e.g., the genders, actions, and nouns. We showed two attended regions with the top-2 attention weights and asked the subjects to judge whether the attended region is aligned with the generated word. We report the results in the bottom part of TABLE 2, where we can find that UD-DICv1.0 achieves better word-region alignments than UD, i.e., 68% vs. 17%, indicating the better attention quality of UD-DICv1.0. Another implicit way to evaluate the attention mechanism is to calculate the accuracy of quantifiers since a system cannot correctly generate the quantifiers without attending to all the queried objects [84]. Thus, higher A@Quan of UD-DICv1.0 than UD (0.57 vs. 0.46) in Table 1 also suggests that our method has a better attention mechanism. Fig. 7 shows one attention comparison between UD-DICv1.0 and UD. We can find that UD-DICv1.0 generates better words by attending to more suitable regions, e.g., UD-DICv1.0 generates the right action “draw” by attending to the carriage and the horse while UD generates an incorrect action “ride” by attending to the people and the horse.

### 5.2.2 Network Size

Compared with the baseline UD, our UD-DICv1.0 has a larger network, which contains three additional parallel LSTM layers and three EXPT modules that introduce some additional dictionaries. To check the effects of these additional LSTM layers and dictionaries, we carried the following ablation studies. We set the number of LSTM layers to different values in UD and UD-DICv1.0 to measure their effects. Also, we changed the sizes of the dictionaries $X$ and $Z$ in UD-DICv1.0. The performances of these baselines are listed in Table 3 where the column “LSTM” means the numbers of LSTM layers before the embedding layer, the columns “$X$” and “$Z$” denote the numbers of the elements in them. For convenience, we report the CIDEr-D, CHs, and CHi scores to measure the similarities and bias degrees.

#### Results and Analysis.

By comparing (1) with (2) in Table 3, we can find that although adding more LSTM layers in UD can improve the CIDEr-D score while the improvement is not as large as our UD-DICv1.0, whose CIDEr-D score is 128.8, and more importantly, simply adding LSTM layers will not alleviate the bias since CHs and CHi are not obviously decreased. Also, as shown in (3) and (4), if we only use one LSTM layer to generate the context vector, the performances will not be degraded significantly. These comparisons suggest that the improvements of our UD-DICv1.0, especially its ability to alleviate the biases, come more from the approximations of the deconfounding techniques than the additional LSTM layers. From (4) to (8) in Table 3, we change the size of $X$ and $Z$. By comparing their performances, we can find that the changes are marginal, suggesting that the size of the dictionaries does not largely affect the performances.

### 5.3 Comparisons with State of the Art

#### Comparing Methods.

We start our comparisons from Up-Down [24], whose visual features are most frequently used by the subsequent captioners and so do we. We follow the causal retrospect in Fig. 4 to group the compared state of the art captioners
into four groups: large-scale pre-training: Up-Down [24], UD-HIP [33], and VLP [35]; attention mechanisms: CAVP [87], RFNet [85], LBPF [86], and AoANet [25]; sentence patterns: CNM [43]; and structured attention: GCN-LSTM [44] and Sgae [45]. Note that two different CIDEr-D were used as the self-critical rewards in the previous captioners. The first one computes Inverse Document Frequency (IDF) from each image’s five ground-truth captions and the second one computes IDF from the captions of the whole training set. For fair comparisons, we also used two different CIDEr-D based self-critical rewards to train our DICs and compare them with the captioners trained by the same reward. The results are reported in Table 4, where the top and bottom parts list the results of the captioners trained by the first and second CIDEr-D based rewards, respectively. For GroupCap [68], it also carried an experiment on the standard MS COCO one-line captioning, and thus we can compare our model with it. For fair comparisons, we follow GroupCap to use ResNet [88] trained by image classification as the visual encoder, LSTM as the language decoder (UD-BD and UD-DICv1.0), and cross-entropy loss (Eq. (29)) as the training target. The results are reported in TABLE 5.

Results and Analysis. From TABLE 4, we can find that our single-model UD-DICv1.0 and AoA-DICv1.0 achieve the best CIDEr-D scores: 128.8 and 131.1 when different training rewards are used. Compared with UD-HIP which pre-trained their captioner by object detection and segmentation, our UD-DICv1.0, which was only pre-trained by object detection, has better performances. Interestingly, compared with VLP which exploited 30 times more samples (3 million) than ours (0.1 million) to pre-train their model, our UD-DICv1.0 and AoA-DICv1.0 still achieve competitive results. Both comparisons suggest that our DIC framework is more cost-effective and efficient than these large-scale pre-training captioners in boosting performances. Our DIC also outperforms the captioners with advanced attention mechanisms, e.g., UD-DICv1.0 is better than RFNet, CAVP, and LBPF; and AoA-DICv1.0 is better than AoANet though we did not use more advanced training strategy as AoANet [25]. Finally, comparing our UD-DICv1.0 with the approximations of the front-
TABLE 4
The performances of the state of the art ICs on Karpathy split. The top and bottom parts report the performances trained by CIDEr-D computed from 5 captions and the whole training set, respectively.

| Models         | Group B@4 | M     | R        | C        | S       |
|---------------|-----------|-------|----------|----------|---------|
| Up-Down [24]  | b         | 36.3  | 27.7     | 56.9     | 120.1   | 21.4    |
| Up-Down† [24] | b         | 37.2  | 27.5     | 57.3     | 125.3   | 21.1    |
| RFNet [85]    | c         | 37.9  | 28.3     | 58.3     | 125.7   | 21.7    |
| CAVP [39]     | c         | 38.6  | 28.3     | 58.5     | 126.3   | 21.6    |
| LBPE [86]     | c         | 38.3  | 28.5     | 58.4     | 127.6   | 22.0    |
| CNM [43]      | d         | 38.7  | 28.4     | 58.7     | 127.4   | 21.8    |
| GCN-LSTM [44] | e         | 38.2  | 28.5     | 58.3     | 127.6   | 22.0    |
| SGEAE [45]    | e         | 38.4  | 28.4     | 58.6     | 127.8   | 22.1    |
| UD-DICv1.0    | f         | 39.0  | 28.8     | 58.8     | 128.8   | 22.0    |
| Up-Down† [24] | b         | 37.7  | 28.2     | 58.1     | 120.4   | 21.3    |
| UD-HIP [33]   | b         | 38.2  | 28.4     | 58.3     | 127.2   | 21.9    |
| VLP [35]      | b         | 39.5  | —       | —        | 129.3   | 23.2    |
| AoANet [25]   | c         | 38.9  | 29.2     | 58.8     | 129.8   | 22.4    |
| AoANet† [25]  | c         | 38.9  | 29.8     | 58.4     | 128.7   | 22.4    |
| UD-DICv1.0    | f         | 38.3  | 28.5     | 58.5     | 129.5   | 22.0    |
| AoaDICv1.0    | f         | 39.5  | 29.6     | 59.0     | 131.1   | 22.2    |

TABLE 5
The comparisons between GroupCap and our models on Karpathy split.

| Models         | B@1 | B@2 | B@3 | B@4 | M     | R-L | C-D |
|---------------|-----|-----|-----|-----|-------|-----|-----|
| GroupCap [68] | 74.4| 58.1| 44.3| 35.8| 26.2  |     |     |
| UD-BD         | 75.3| 59.2| 45.6| 35.1| 27.0  |     |     |
| UD-DICv1.0    | 77.2| 61.5| 47.8| 37.2| 28.1  |     |     |

S can be split into single keywords for deconfounding, while this may also not be the real situation. As the red parts we draw in Fig. 4(g), if we cannot split S, we can re-assign S to D and Z to X, then we jump back into “where we start” and it is possible to recursively deploy all the previous techniques, including this paper, which will be the “previous IC” in the recursive future.

6 CONCLUSIONS
We used the causal perspective to offer an in-depth analysis about why modern captioners easily learn the spurious correlation. We discovered that some frequently appeared concepts act as a typical confounder that if we neglect such confounder and train the captioners by the observational correlation P(\mathcal{L}|X), the learned captioners collapse into the dataset bias. Then we introduced two techniques: the backdoor and front-door adjustments which can alleviate such problem by calculating the interventional probability P(\mathcal{L}|do(X)) as the training target. We also retrospected the major progress in IC and found that many advanced captioners are the approximations of the backdoor and front-door adjustments. After that, we derived an effective method called DICv1.0 based on the causal retrospection and validated its effectiveness by incorporating it into two prevailing models: Up-Down and AoANet.

From the causal retrospect in Fig. 4, we see a promising future: DICv1.0 is just a start! For example, it is derived by assuming that
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Fig. A. Two causal graphs which are (a) a backdoor model and (b) a front-door model.

This supplementary document details the following aspects of the submitted manuscript: A. Causal Preliminaries, B. Formula Derivations, C. Network Architecture D. More Results, E. The Experiments on Video Captioning.

A CAUSAL PRELIMINARIES

A.1 Causal Graph

Before detailing the derivations of the deconfounding techniques, it is beneficial to discuss more details about the causal graph. In the framework of causal inference [1,2], a causal graph is represented by a directed graph where the direction of the arrow means whether this link is causal or anticausal, e.g., \( X \rightarrow L \) is a causal link and \( X \leftarrow \) \( D \) is an anticausal link. Note that the information can be passed in both directions: causal or anticausal. For example, as shown in Fig. A(a), there are two paths between \( X \) and \( L \): a causal path \( X \rightarrow L \) and a backdoor path \( X \leftarrow D \rightarrow L \) which induces the spurious correlation between \( X \) and \( L \) to disturb the learning of the causal effect of \( X \) on \( L \).

For example, a backdoor path between \( X \) and \( L \) is defined as: any path from \( X \) to \( L \) that starts with an arrow pointing into \( X \). Here we show another two examples for helping understand this concept. In Fig. A(b), \( X \rightarrow Z \) is a causal path between \( X \) and \( Z \), while the path \( X \leftarrow D \rightarrow L \leftarrow Z \) is a backdoor path between \( X \) and \( Z \) since \( D \) pointing into \( X \). Another example is the backdoor path \( Z \leftarrow X \leftarrow D \rightarrow L \) between \( Z \) and \( L \) since \( X \) pointing into \( Z \).

In a causal graph, if we want to deconfound two variables \( X \) and \( L \) to calculate the causal effect of \( X \) on \( L \): \( P(L|do(X)) \), what we need to do is to block every backdoor path between \( X \) and \( L \) [3]. For example, if we want to get the causal effect of \( X \) on \( L \) in Fig. A(a), we only need to block the backdoor path \( X \leftarrow D \rightarrow L \).

A.2 Blocking Path

Here we introduce three rules about how to block a path to stop the information flow between two variables. In a causal graph, there are three different elemental “junctions” which construct the whole graph. Correspondingly, there are three rules for blocking information flows in these three junctions. Three junctions are given as follows:

1. \( A \rightarrow B \rightarrow C \). This is called the chain junction, where \( B \) is a mediator transmitting information from \( A \) to \( C \). In this junction, once we know the value of the mediator \( B \), learning about \( A \) will not give us any information to raise or lower our belief about \( C \). Therefore, if we directly control \( B \) to certain values, the information flow from \( A \) to \( C \) is blocked. For example, we know that hard-working causes a high-quality paper and finally affects the acceptance of this paper: Hard-Working \( \rightarrow \) High-Quality \( \rightarrow \) Accept, where High-Quality is a mediator. Once we control High-Quality to be true, we know the paper is likely to be accepted and we do not need to know any information about Hard-Working to lower or raise this belief.

2. \( A \leftarrow B \rightarrow C \). This is called the confounding junction where \( B \) is a confounder of \( A \) and \( C \). In this junction, once we know what the value of confounder \( B \) is, there is no spurious correlation between \( A \) and \( C \). Therefore, in the chain junction, if we directly control \( B \) to certain values, the information flow from \( A \) to \( C \) is blocked. We have already met this junction in Introduction of the submitted manuscript where we use digital classification as the example.

3. \( A \rightarrow B \leftarrow C \). This is called the collider which works in an exactly opposite way from the above chain and confounding junctions. In a collider, if we do not know what the value of \( B \) is, \( A \) and \( C \) are independent. However, once we know the value of \( B \), \( A \) and \( C \) are correlated! We still use paper acceptance as the example, suppose both High-Quality and Luck affect Accept, though High-Quality and Luck are unrelated. Under this situation, we have Luck \( \rightarrow \) Accept \( \leftarrow \) High-Quality. If we do not know whether a paper is accepted, Luck and High-Quality
are independent. Once we know a paper is accepted, there is a negative correlation between Luck and High-Quality: finding out an accepted paper with High-Quality will lower our belief that this paper is accepted due to researchers’ Luck. Therefore, this path is naturally blocked if we do not control \(B\).

To sum up, if we want to block the information flow between \(A\) and \(C\), we can directly control \(B\) to certain values in both the chain and confounding junctions, and we must not control \(B\) in a collider.

## B FORMULA DERIVATIONS

### B.1 Derivations of Eq. (17) and Eq. (21)

The causal graphs of our DICv1.0 model are shown in Fig. B. We will derive Eq. (17) and Eq. (21) of the manuscript based on these two causal graphs. We first show how to calculate the sentence level \(P(\mathcal{L}|\text{do}(\mathcal{X}))\) (Eq. (17)) from the causal graph in Fig. B(a). To achieve this, we follow the procedure used in calculating the front-door adjustment (Section 2.2): we first calculate \(P(Z=\text{do}(\mathcal{X}))\) and \(P(\mathcal{L}|\text{do}(Z))\), then we chain them together to get the final \(P(\mathcal{L}|\text{do}(\mathcal{X}))\). To get \(P(Z=\text{do}(\mathcal{X}))\), we find

\[
P(Z = z|\text{do}(\mathcal{X})) = P(z|\mathcal{X}).
\]

since both two backdoor paths \(\mathcal{X} \leftarrow \mathcal{S} \rightarrow \mathcal{L} \leftarrow \mathcal{Z}\) and \(\mathcal{X} \leftarrow \mathcal{D} \rightarrow \mathcal{L} \leftarrow \mathcal{Z}\) are naturally blocked due to the colliders \(\mathcal{D} \rightarrow \mathcal{L} \leftarrow \mathcal{Z}\) and \(\mathcal{D} \rightarrow \mathcal{L} \leftarrow \mathcal{S}\), respectively.

To get \(P(\mathcal{L}|\text{do}(Z))\), we need to block both two backdoor paths between \(\mathcal{Z}\) and \(\mathcal{S}\), which are \(\mathcal{Z} \leftarrow \mathcal{S} \rightarrow \mathcal{L} \leftarrow \mathcal{Z}\) and \(\mathcal{Z} \leftarrow \mathcal{S} \rightarrow \mathcal{L} \leftarrow \mathcal{S}\), respectively.

To block the former path, we have to control \(\mathcal{S}\), and to block the latter path, we have to control \(\mathcal{X}\) since \(\mathcal{D}\) is not accessible. Therefore, we should control two variables \(\mathcal{S}\) and \(\mathcal{X}\) to block both the two backdoor paths. Therefore, we have

\[
P(\mathcal{L}|\text{do}(Z = z)) = \sum_s P(s) \sum_x P(x)[P(\mathcal{L}|s, x, z)].
\]

To sum up, after chaining two partial effects together, we have the sentence level \(P(\mathcal{L}|\text{do}(\mathcal{X}))\) as:

\[
P(\mathcal{L}|\text{do}(\mathcal{X})) = \sum_s P(s) \sum_x P(x) \sum_z P(z|\mathcal{X})[P(\mathcal{L}|s, x, z)]
\]

which is Eq. (17) in the submitted manuscript.

When we calculate \(P(\mathcal{L}|\text{do}(\mathcal{X}))\) at the word level, as shown in Fig. B(b), it is also conditioned on the variable \(\mathcal{H}\) which is the accumulated context knowledge of the partially generated caption. At each time step, the value of \(\mathcal{H}\) can be pre-computed and we use \(h\) to denote this value, which means \(\mathcal{H}\) is already controlled to be \(h\). Note that \(\mathcal{H}\) only appears in the confounding junctions: \(\mathcal{X} \leftarrow \mathcal{H} \rightarrow \mathcal{Z}\) and \(\mathcal{Z} \leftarrow \mathcal{H} \rightarrow \mathcal{L}\). Therefore, these paths which go through \(\mathcal{H}\) are blocked, e.g., \(\mathcal{X} \leftarrow \mathcal{H} \rightarrow \mathcal{Z}\) and \(\mathcal{X} \leftarrow \mathcal{D} \rightarrow \mathcal{L} \leftarrow \mathcal{H} \rightarrow \mathcal{Z}\) are already blocked. As a result, we can modify Eq. (A) as:

\[
P(Z = z|\text{do}(\mathcal{X}), h) = P(Z = z|\mathcal{X}, h),
\]

Eq. (B) as:

\[
P(\mathcal{L}|\text{do}(Z = z), h) = \sum_s P(s|h) \sum_x P(x|h)[P(\mathcal{L}|s, x, z, h)],
\]

and Eq. (C) as:

\[
P(\mathcal{L}|\text{do}(\mathcal{X}), h) = \sum_s P(s|h) \sum_x P(x|h) \sum_z P(z|\mathcal{X}, h)[P(\mathcal{L}|s, x, z, h)]
\]

\[
= \mathbb{E}_{[s|h]} \mathbb{E}_{[x|h]} \mathbb{E}_{[z|\mathcal{X}, h]}[P(\mathcal{L}|s, x, z, h)],
\]

which is Eq. (21) in the submitted manuscript. Note that \(P(s|h)\) should be \(P(s)\) since there is no direct link from \(\mathcal{H}\) to \(\mathcal{S}\). While in the experiment, we still set \(\mathcal{S}\) to be conditioned on \(h\) to increase the representation power of the whole model. And if not, by normalized weighted geometric mean approximation (see Section B.2), the expectation of \(\mathcal{S}\) will degrade to a fixed vector.

### B.2 Derivations of Eq. (19) and Eq. (20)

Here we show how to use Normalized Weighted Geometric Mean (NWGM) approximation [?]. [?]. [?] to absorb the expectations into the network for deriving Eq. (19) in the submitted manuscript. Before introducing NWGM, we first revisit the calculation of a function \(f(\mathcal{X})\)’s expectation according to the distribution \(P(\mathcal{X})\):

\[
\mathbb{E}_{\mathcal{X}}[f(x)] = \sum_x f(x) P(x),
\]

which is the weighted arithmetic mean of \(f(\mathcal{X})\) with \(P(\mathcal{X})\) as the weights. Correspondingly, the weighted geometric mean (WGM) of \(f(\mathcal{X})\) with \(P(\mathcal{X})\) as the weights is:

\[
\text{WGM}(f(\mathcal{X})) = \prod_x f(x)^{P(x)},
\]

where the weights \(P(\mathcal{X})\) are put into the exponential terms. If \(f(\mathcal{X})\) is an exponential function that \(f(\mathcal{X}) = \exp[g(\mathcal{X})]\), we have:

\[
\text{WGM}(f(\mathcal{X})) = \prod_x f(x)^{P(x)} = \prod_x \exp[g(x)]^{P(x)} = \exp[\sum_x g(x) P(x)]
\]

\[
= \exp[\mathbb{E}_{\mathcal{X}}[g(\mathcal{X})]],
\]

where the expectation \(\mathbb{E}_{\mathcal{X}}\) is absorbed into the exponential term. Based on this observation, researchers approximate the expectation of a function by the WGM of this function in the deep network whose last layer is a Softmax layer [?], [?], [?]:

\[
\mathbb{E}_{\mathcal{X}}[f(x)] \approx \text{WGM}(f(\mathcal{X})) = \exp[\mathbb{E}_{\mathcal{X}}[g(\mathcal{X})]],
\]

where \(f(x) = \exp[g(x)]\).
In our case, we parameterize \( p(\mathcal{L}|s,x,z) \) in Eq. (C) as a network with a Softmax layer as the last layer:

\[
P(\mathcal{L}|s,x,z) = \text{Softmax}[g(s,x,z)] \propto \exp[g(s,x,z)]. \tag{K}
\]

We follow Eq. (C) and (J) to get:

\[
P(\mathcal{L}|do(X)) = E_sE_xE_{|z|x}P(\mathcal{L}|s,x,z) \approx \text{WGM}(P(\mathcal{L}|s,x,z)) \propto \exp[E_sE_xE_{|z|x}g(s,x,z)]. \tag{L}
\]

Note that, as in Eq. (K), \( P(\mathcal{L}|s,x,z) \) is only proportional to \( \exp[g(s,x,z)] \) instead of strictly equalling to, we only have \( \text{WGM}(P(\mathcal{L}|s,x,z)) \approx \exp[E_sE_xE_{|z|x}g(s,x,z)] \) in Eq. (L) instead of equalling to. Furthermore, to guarantee the sum of \( P(\mathcal{L}|do(X)) \) to be 1, we use a Softmax layer to normalize these exponential units:

\[
P(\mathcal{L}|do(X)) \approx \text{Softmax}\{E_sE_xE_{|z|x}g(s,x,z)\}, \tag{M}
\]

which is Eq. (19) in the submitted manuscript. Since the Softmax layer normalizes these exponential terms, this is called the normalized weighted geometric mean (NWGM) approximation. In addition, if \( g(\cdot) \) is a fully connected layer, we have:

\[
P(\mathcal{L}|do(X)) \approx \text{Softmax}\{g(E_s[s],E_x[x],E_{|z|x}|z)\}. \tag{N}
\]

In the same vein, we can use NWGM to approximate the word level distribution Eq. (F) as:

\[
P(\mathcal{L}|do(X),h) \approx \text{Softmax}\{g(E_s[s|h],E_x[x|h],E_{|z|x|h}|z)\}. \tag{O}
\]

Then we can use EXPT modules introduced in Section 4.2 (Eq. (25)) of the submitted manuscript to estimate these expectations. As discussed in the end of Section B.1, we set \( S \) to be conditioned on \( h \) to increase the representation power. If not, we find that \( E_s[s] \) will be the same value all the time during the caption generation.

C NETWORK ARCHITECTURE

In this section, we will detail the network architectures of UD-DICv1.0 and AoA-DICv1.0 proposed in Section 4.4 of the submitted manuscript.

C.1 EXPT Module

In Eq. (25) of the submitted manuscript, we show how EXPT module works. The detail structure of this module is listed in Table A.

C.2 ATT Module

Two ATT modules are respectively deployed in UD-DICv1.0 and AoA-DICv1.0, which are Top-Down Attention and Attention on Attention. The details of two modules are given in Table B and Table C, respectively. Self attention in Table C(c) is computed as follows:

\[
\begin{align*}
\text{Input} & : \chi, h \\
\text{Head} & : \text{head}_k = \text{Softmax}\left(\frac{h_1W_k^1(XW_k^2)^T}{\sqrt{d_k}}\right)XW_k^3, \tag{P} \\
\text{Multithread} & : \mathcal{M} = \text{Cat}(\text{head}_1, \ldots, \text{head}_k)W_C, \\
\text{Output} & : \hat{v} = \text{LeakyReLU}(\text{MLP}(\mathcal{M})), \\
\end{align*}
\]

where \( W_k^1, W_k^2, W_k^3 \in \mathbb{R}^{1,000 \times 125}, W_C \in \mathbb{R}^{1,000 \times 1,000} \) are all trainable matrices and \( d_k = 1000/8 = 125 \).

D MORE RESULTS

D.1 Effects of the Dataset Biases.

As discussed in Introduction and Section 2.2 of the main paper, since the composition of the confounder is often complex, an exhaustively quantitative analysis of the dataset bias is almost impossible. However, we can analyze certain types of dataset biases, as shown in Fig. C.

Fig. C (a) and (b) show the long-tail bias about the words and 80 visual concepts of COCO, where some words or concepts appear much more frequently than the others. For example, in (a), “with” appears more than “full”, or in (b), “person” is more frequently described than “cup”. Fig. C(c) shows the gender bias that we calculate the co-occurrence frequency between 80 visual concepts with two genders. We can clearly see the gender biases, e.g., most “drier” occur with female genders while most “snowboard” occur with male genders. As a result, when a captioner recognizes a “snowboard”, it may directly infer that it is “man-playing-snowboard” due to the high co-occurrence frequency.

Furthermore, biases may appear when certain words co-occur, e.g., when both “person” and “horse” occur, the action “ride” appears more than “stand with”, which can cause a captioner to directly infer “ride” after recognizing “person” and “horse”. Similarly, the combinations of three or more words can also cause biases, while it would be an arduous task to exhaustively enumerate all these cases. As a result, it would be impossible to collect a perfect balanced dataset. However, it is feasible to create a “relatively balanced” dataset to eliminate some specific
TABLE A
The details of EXPT module.

| Index | Input     | Operation                  | Output            | Trainable Parameters |
|-------|-----------|----------------------------|-------------------|---------------------|
| (1)   | context vector | -                         | h (1,000)         | -                   |
| (2)   | Dictionary X  | -                         | X (1,000 x 10,000)| -                   |
| (3)   | (1),(2)    | inner product X' h        | p (10,000)        | X (1,000 x 10,000)  |
| (4)   | (3)        | Softmax                    | p'(10,000)        | -                   |
| (5)   | (4)        | weighted sum X' p          | x(1,000)          | -                   |

TABLE B
The details of Top-Down Attention.

| Index | Input     | Operation                  | Output            | Trainable Parameters |
|-------|-----------|----------------------------|-------------------|---------------------|
| (1)   | -         | feature set                | \( \mathcal{X} (M \times 1,000) \) | -                   |
| (2)   | -         | context vector             | h_1 (1,000)       | -                   |
| (3)   | (1),(2)   | attention weights \( \omega^T \) tanh(\( W_\alpha x_u + W_\beta h_1 \)) | \( \alpha (M) \) | \( \omega_u (512), W_x (512 \times 1,000) \) |
| (4)   | (3)       | Softmax                    | \( \alpha (M) \)  | -                   |
| (5)   | (1),(4)   | weighted sum \( \mathcal{X} \alpha \) | x (1,000)         | -                   |

TABLE C
The details of Attention on Attention.

| Index | Input     | Operation                  | Output            | Trainable Parameters |
|-------|-----------|----------------------------|-------------------|---------------------|
| (1)   | -         | feature set                | \( \mathcal{X} (M \times 1,000) \) | -                   |
| (2)   | -         | context vector             | h_1 (1,000)       | -                   |
| (3)   | (1),(2)   | self attention             | \( v (1,000) \)  | -                   |
| (4)   | (1),(2),(3)| information vector \( W^i_\theta h_1 + W^j_\beta \hat{v} + b^i \) | \( v^i (1,000) \) | \( W^i_\theta (1,000 \times 1,000), b^i (1000) \) |
| (5)   | (1),(2),(3)| attention gate \( \sigma(W^\theta_\phi h_1 + W^\beta_\phi \hat{v} + b^\phi) \) | \( v^\phi (1,000) \) | \( W^\theta_\phi (1,000 \times 1,000), b^\phi (1000) \) |
| (6)   | (4),(5)   | element-wise multiplication \( v^i \hat{v} \cdot v^\phi \) | \( v (1,000) \)  | -                   |

biases like the gender-object bias in Fig. C(c). To achieve this, we re-sample the captions in which we keep the co-occurrence frequency between an object with female or male genders to be the same. We delete the captions if the co-occurrence between one gender with an object is larger than another gender. In this way, a total of 34,576 captions are deleted and the rest are used to train and test UD-DICv1.0 and UD.

The results are reported in Table E, where we have three interesting observations. First, the CIDEr-D loss of UD-DICv1.0* is less than UD* when fewer data are available. One possible reason is that UD-DICv1.0 incorporates abundant additional knowledge from ConceptNet, which is beneficial in this case. Second, the improvements of A@Gen in UD* is larger than UD-DICv1.0*, which suggests that the superiority of our DICv1.0 becomes weaker when a more balanced dataset is used. Third, although two models’ A@Gens improve when we balance the co-occurrence between the genders and the single visual concepts, the accuracies still do not get 100%. One possible reason is that there may still exist other factors which cause gender biases, e.g., the non-visual concepts or the combinations of the concepts. Such biases can hardly be eradicated in a captioning dataset, and thus UD-DICv1.0* still performs much better than UD*.

D.2 More attention comparisons

In Fig. D, we compare the attention qualities of UD-DICv1.0 and UD. From these cases, we can discover that UD-DICv1.0 can improve the attention quality. For example, in Fig. D(a), when generating the gender, the baseline model UD focuses more on the computer instead of the person and then exploits the co-occurrence between “computer” and “male” to generate the incorrect gender. However, our UD-DICv1.0 can attend to the correct “person” region and exploit the visual clues from this region to generate the correct gender “woman”.

E VIDEO CAPTIONING

E.1 Dataset

VALEX [?]. We also implemented our DIC model on the VALEX dataset. Compared with some previous video captioning datasets like MSR-VTT, VALEX has the largest number of video-caption pairs, e.g., containing over 41,250 videos and 825,000 captions, and it is more semantic rich, e.g., covering 600 human activities. It also provides an official 13D visual feature extractor [?], which facilitates us to compare with the other models. More importantly, since this extractor is pre-trained on action classification, it will contain abundant knowledge about human actions and thus may cause the captioner to over-exploit such knowledge to generate biased captions. Therefore, this dataset is a suitable study case for evaluating our DIC in solving the bias problem. We used the official split: 25,991/3000/6000 for training/validation/testing to evaluate our models and compare them with the other models.

E.2 Experiments and Results

For fair comparisons, we compared our UD-DICv1.0 and AoA-DICv1.0 with the models using the same visual features and the LSTM-based decoder, which are UP-Down [?], VALEX [?], AoA [?], HRN [?], and ORG [?]. When implementing the DIC on VALEX, we also searched the commonsense structures from
The details of the common structure of the two decoders.

| Index | Input | Operation | Output | Trainable Parameters |
|-------|-------|-----------|--------|---------------------|
| (1)   | -     | word label | $w^{t-1}$ | (10,369) - |
| (2)   | -     | word generator’s output at $t-1$ | $a^t$ | (1,000) - |
| (3)   | -     | image feature set $X$ | $N (M \times 1,000)$ - |
| (4)   | -     | Dictionary $Z$ | $Z (1,000 \times 3,500)$ - |
| (5)   | -     | Dictionary $S$ | $S (1,000 \times 1,312)$ - |
| (6)   | -     | Dictionary $X$ | $X (1,000 \times 10,000)$ - |
| (7)   | (1)   | word embedding $W_S; w^{t-1}$ | $e^{t-1}$ | (1,000) $W_S (1,000 \times 10,369)$ - |
| (8)   | (3)   | mean pooling | $\bar{x}$ | (1,000) - |
| (9)   | (2), (7), (8) | concatenate | $u^t$ | (3,000) - |
| (10)  | (9)   | LSTM$_1$ ($u^t; h_1^{t-1}$) | $h_1^t$ | (1,000) LSTM$_1$ (3,000 $\rightarrow$ 1,000) |
| (11)  | (9)   | LSTM$_2$ ($u^t; h_2^{t-1}$) | $h_2^t$ | (1,000) LSTM$_2$ (3,000 $\rightarrow$ 1,000) |
| (12)  | (9)   | LSTM$_3$ ($u^t; h_3^{t-1}$) | $h_3^t$ | (1,000) LSTM$_3$ (3,000 $\rightarrow$ 1,000) |
| (13)  | (9)   | LSTM$_4$ ($u^t; h_4^{t-1}$) | $h_4^t$ | (1,000) LSTM$_4$ (3,000 $\rightarrow$ 1,000) |
| (14)  | (3), (10) | ATT $X$ | $\bar{x}$ | (1,000) ATT |
| (15)  | (4), (11), (14) | EXPT $\bar{x}$ | $\bar{x}$ | (1,000) EXPT |
| (16)  | (5), (12) | EXPT $\bar{a}$ | $\bar{a}$ | (1,000) EXPT |
| (17)  | (6), (13) | EXPT $\bar{z}$ | $\bar{z}$ | (1,000) EXPT |
| (18)  | (14), (15), (16), (17) | $g(\bar{x}, \bar{z}, \bar{a}, \bar{e})$ | $\alpha_t$ | (10,369) $g(\cdot)$ |
| (19)  | (18)  | Softmax | $P^t$ | (10,369) - |

TABLE E
UD* and UD-DICv1.0* denote that they are trained by the gender balanced dataset and the red color in the subscript denotes the changes compared with the models trained by the integral dataset. UD and UD-DICv1.0 are trained by the integral dataset.

| Models | UD* | UD-DICv1.0* | UD | UD-DICv1.0 |
|--------|------|-------------|----|------------|
| CIDEr-D | 118.1 | 118.2 | 123.4 | 125.3 |
| A@Gen  | 0.87 | 0.86 | 0.94 | 0.91 |

TABLE F
The performances of the state of the art captioners on VATEX dataset.

| Model               | B@4 | M   | R   | C   |
|---------------------|-----|-----|-----|-----|
| Up-Down [7]         | 28.3 | 20.1 | 45.1 | 47.4 |
| AoAnet [7]          | 29.4 | 22.3 | 47.9 | 48.6 |
| VATEX [7]           | 28.7 | 21.9 | 47.2 | 45.6 |
| HRN [7]             | 32.1 | 21.9 | 48.4 | 48.5 |
| ORG [7]             | 31.5 | 21.9 | 48.7 | 48.8 |
| ORG+TRL [7]         | 32.1 | 22.2 | 48.9 | 49.7 |
| UD-DICv1.0          | 32.3 | 22.3 | 48.7 | 50.6 |
| AoA-DICv1.0         | 33.0 | 22.6 | 49.1 | 51.5 |

Discussion About the Other Tasks Besides captioning, many vision-language models are also damaged from the dataset bias, e.g., VQA or Visual Dialog systems are discovered to reason by over-relying on the spurious question-answer correlations [7], [7] or the history information [7]. Meantime, lots of vision-language systems apply various mediators, e.g., graphs [7], [7] or neural modules [7], [7], to help alleviate the dataset bias problem. However, the used mediators are usually got from the same training set (the confounder) and these systems are usually trained by the cross-entropy loss, which means they are not deconfounded. Therefore, they may still be damaged from the dataset bias. To alleviate the dataset bias, researchers can also follow our method to use the mediators from the third-party dataset, e.g., some knowledge graph datasets, to achieve the front-door adjustment.

ConceptNet. Specifically, we used the nouns, verbs, and adjectives which respectively appear more than 20 times in the training set to search the related commonsense knowledge. We followed the previous models [7], [7], [7] to use the cross-entropy loss Eq.(19) for fair comparisons. For UD-DICv1.0/AoA-DICv1.0, we trained the models 35 epochs and initialized the learning rates to $5e^{-5}/1e^{-4}$ and decayed them 0.8 for every 5 epochs, respectively. The results are reported in TABLE F.

For HRN, it builds hierarchical representation and exploits the syntax pattern as the additional supervision, while such supervision still comes from the training dataset, thus the model is not deconfounded. ORG builds a spatial-temporal graph as the mediator and ORG+TRL further uses the pre-trained BERT word embedding to distill the knowledge for alleviating the long tail biases. However, since the graph is got from the training dataset and the pre-trained model may also form a confounder, the whole system is still confounded. From TABLE F, we can find that our UD-DICv1.0 and AoA-DICv1.0 achieve higher CIDEr-D scores than these models. Such comparisons also confirm the advantage of using deconfounding techniques in video captioning.
Fig. D. The attention comparisons between UD-DICv1.0 and UD. In each case, the top and bottom ones show the attended regions of UD-DICv1.0 and UD.