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Abstract: The accurate positioning of target is an important link in robot technology. Based on machine learning algorithm, this study firstly analyzed the location positioning principle of binocular vision of robot, then extracted features of the target using speeded-up robust features (SURF) method, positioned the location using Back Propagation Neural Networks (BPNN) method, and tested the method through experiments. The experimental results showed that the feature extraction of SURF method was fast, about 0.2 s, and was less affected by noise. It was found from the positioning results that the output position of the BPNN method was basically consistent with the actual position, and errors in X, Y and Z directions were very small, which could meet the positioning needs of the robot. The experimental results verify the effectiveness of machine learning method and provide some theoretical support for its further promotion and application in practice.
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1 Introduction

With the development of technology, intelligent robots have been more and more widely used in people’s work and life, including civil [1], industry [2], agriculture [3], medical [4], military [5], etc., especially in environments such as the universe and ocean that human beings cannot match. Intelligent robots is an important embodiment of national science and technology level and industrial level. In order to achieve more intelligent service of robots, it is necessary to improve the control technology of robots, such as target positioning, path planning, etc. [6]. Taking industrial robot as an example, in the process of completing tasks, the robot needs to locate the target accurately to realize the following work such as recognition, detection, grasping and classification. Robot positioning has become a problem which is widely concerned by researchers [7]. Zhang et al. [8] designed a piecewise fitting monocular vision ranging method for the positioning of humanoid robots and found through experiments that the average error of the method was 1.7 mm, suggesting relatively accurate positioning. Luo et al. [9] studied the positioning of picking points of grape picking robot. Based on the improved clustering image segmentation algorithm, the positioning of picking points was carried out. Experiments were carried out in the environment of OpenCV2.3.1 and Visual C++. They found that the error ratio of the picking points obtained by the proposed method and the manually set picking points reached 88.33%, which could meet the position requirements of robot. Yan et al. [10] designed a positioning method based on passive radio frequency identification (RFID), carried out simulation experiments, and found that the absolute error of the method was smaller than 10.16 cm and the calculation time was short. Wu et al. [11]
preprocessed images with pixel projection, then located and recognized the target through deep convolution neural network (DCNN), and found through experiment that the method was effective and could recognize the type of workpiece quickly. Binocular vision robot has a wide range of applications in the industrial field and has obvious advantages in modern and automatic production. Its position positioning is also an important and difficult problem. Therefore, the research on its positioning has very important practical values. At present, the accuracy of many methods can not meet the requirements of robot work. To realize the target feature extraction and positioning of binocular vision robot better, this study mainly analyzed the machine learning algorithm, designed a method that extracted features using speeded-up robust features (SURF) and positioned target using back propagation neural network (BPNN), carried out simulation experiments. The present study provides some theoretical support for the application of the method in practice and also makes some contributions to the better application of robots.

2 Positioning principle of binocular vision

Vision is a key technology of robots, which can identify and locate the target. According to the number of cameras, one or two, vision can be divided into monocular and binocular. Binocular vision has higher positioning accuracy and can obtain the three-dimensional information of the target, so it has a more extensive application [12]. The principle of binocular vision is similar to that of human eyes. As there is a distance between the left and right eyes of human, when observing an object, the object will project different positions on the left and right retinas. The deviation of the position is parallax. Binocular vision observes the target through two cameras [14]. According to the parallax of the target, the position of the target can be calculated. When two cameras observe target A at the same time, two coordinates,

\[ A_{\text{left}} = (x_{\text{left}}, y_{\text{left}}), \]  
\[ A_{\text{right}} = (x_{\text{right}}, y_{\text{right}}), \]

are obtained.

According to the trigonometric relations, there is:

\[ \begin{cases}  
  x_{\text{left}} = \frac{f y_{\text{left}}}{z_{\text{left}}} \\
  x_{\text{right}} = \frac{f (x_{\text{c}} - B)}{z_{\text{c}}} \\
  y = \frac{f y_{\text{c}}}{z_{\text{c}}} 
\end{cases} \]  
\[ (3) \]

where \( B \) refers to the baseline, the distance between the center points of two cameras. If the binocular vision parallax

\[ D = x_{\text{left}} - x_{\text{right}}, \]

then the camera coordinates of A can be expressed as:

\[ \begin{cases}  
  x_{\text{c}} = \frac{B x_{\text{left}}}{D} \\
  y_{\text{c}} = \frac{B y}{D} \\
  z_{\text{c}} = \frac{B f}{D} 
\end{cases} \]  
\[ (5) \]

If parallax \( D \), baseline \( B \) and focal length \( f \) are determined, the coordinates of the target can be obtained.

3 Target feature extraction

In the two images collected by binocular vision, for location, it is necessary to extract the target area.
The commonly used methods include Scale Invariant Feature Transform (SIFT) algorithm and SURF algorithm. SIFT algorithm has a good accuracy in image feature extraction. SIFT algorithm can extract features well for zoomed and rotated images, but it is difficult to be applied in practice because of its poor real-time performance. SURF algorithm overcomes the above defect and has faster feature extraction speed. Therefore, this study extracted target features using SURF algorithm based on the texture features of the image. SURF is an improvement of Scale Invariant Feature Transform (SIFT) algorithm, which has a high feature extraction speed and can detect stable feature points; therefore it has a good performance in feature extraction [15].

For image $I$, one point is set as

$$X = (x, y)^T,$$

then Hessian matrix $H(X, \sigma)$ of scale $\sigma$ at $X$ can be expressed as:

$$H(X, \sigma) = \begin{pmatrix} L_{xx}(x, \sigma) & L_{xy}(x, \sigma) \\ L_{xy}(x, \sigma) & L_{yy}(x, \sigma) \end{pmatrix},$$

where $L_{xx}(x, \sigma)$ stands for the convolution of Gaussian second-order partial derivative $\frac{\partial^2}{\partial x^2}$ with image $I$ at $X$.

Box filter is used. $L_{xx}, L_{xy}, L_{yy}$ is replaced by $D_{xx}, D_{xy}, D_{yy}$ to obtain the determinant of approximate matrix $H_{\text{approx}}$:

$$\det(H_{\text{approx}}) = D_{xx}D_{yy} - (\overline{\omega}D_{xy})^2,$$

where $\overline{\omega}$ stands for a regulation parameter.

SURF algorithm builds image pyramid using the indirect method, divides the scale space according to groups, calculates the image extreme points in each layer of pyramid, sets the threshold value, and performs non-maximal suppression in $3 \times 3 \times 3$ neighbourhood on the obtained feature point. Only the point which is larger than the point in the neighbourhood is the feature point.

In order to ensure the invariance of the feature vector, a circular region is divided by taking the feature point as the center and 6 $s$ ($s$ is the scale of the feature point) as the radius. Then the Haar wavelet response operation is performed within the region to calculate the direction corresponding to the maximum Harr response accumulation value, i.e., the main direction of the feature point. Then, taking the point as the center, a square area whose side length is 20 $s$ is selected and divided into 16 subregions. Each region is sampled by $5 s \times 5 s$, and the Haar wavelet response is calculated. Then a four-dimensional vector is obtained:

$$v = \left(\sum d_x, \sum |d_x|, \sum d_y, \sum |d_y|\right).$$

Sixty-four descriptors can be obtained by combining the vectors in the 16 subregions.

Finally, the steps of the SURF based feature extraction method are as follows. Firstly, the sets of the feature point pairs of the template and the left and right images, $I_{\text{left}}$ and $I_{\text{right}}$, are obtained through SURF. Then the feature points which are matched with the template are searched and put into set $S_{\text{left}}$ and $S_{\text{right}}$. For the extracted points, the corresponding Euclidean distance is calculated. When the ratio of the two minimum Euclidean distances is smaller than the threshold value, the matching of feature points is successful.

4 Machine learning location algorithm

Machine learning algorithms include decision tree algorithm, Bayesian algorithm, support vector machine (SVM), etc. In this study, the target was positioned using the neural network method from machine learning algorithm. Neural network which is the simulation of human brain has better performance in solving complex nonlinear problems compared to other methods. Moreover, neural network has good adaptivity and fault tolerance. Neural network can be used in positioning. BPNN [16] is the most widely used one, and its structure is shown in Figure 1.

When the target is positioned by BPNN, the image is collected by binocular vision, and the feature points of the target are obtained by feature extraction. The pixel coordinates of the target feature points are taken as
the input of BPNN, and the world coordinates of the feature points are the output. The specific steps are as follows.

(1) The input vector of BPNN is set as:

\[ X = (x_1, x_2, \ldots, x_l), \quad l \]

where \( l \) is the number of nodes. The weight is set as \( w_{ij} \). The input vector of the hidden layer is set as:

\[ S = (s_1, s_2, \ldots, s_m), \quad m \]

where \( m \) stands for the number of neurons, and the output vector was set as:

\[ Y = (y_1, y_2, \ldots, y_n), \quad n \]

Then:

\[ S_j = \sum_{i=0}^{l} w_{ij}x_i, \quad j = 1, 2, \ldots, m. \]  

\[ y_j = f \left( \sum_{i=0}^{l} w_{ij}x_i \right), \quad i = 1, 2, \ldots, l, \quad j = 1, 2, \ldots, m. \]

(2) The input vector of the output layer is set as:

\[ R = (r_1, r_2, \ldots, r_n), \quad n \]

the output vector is set as:

\[ Z = (z_1, z_2, \ldots, z_n), \quad n \]

where \( n \) stands for the number of nodes, and the weight is set as \( v_{jk} \). Then:

\[ r_k = \sum_{j=0}^{m} v_{jk}y_j, \quad k = 1, 2, \ldots, n. \]

\[ z_k = f (r_k) = f \left( \sum_{j=0}^{m} v_{jk}, v_j \right), \quad k = 1, 2, \ldots, n. \]
If the expected output vector of BPNN is:

\[ Q = (q_1, q_2, \ldots, q_i), \]  

then the error between the expected output vector and actual output vector \( Z \) is error signal \( E \):

\[ E = \frac{1}{2} \sum_{k=1}^{n} (q_k - z_k)^2 \]  

After expansion, there is:

\[ E = \frac{1}{2} \sum_{k=1}^{n} \left( q_k - f \left( \sum_{j=0}^{m} \sum_{i=0}^{l} w_{jk} z_j x_l \right) \right)^2 \]  

Corrections \( \Delta w_{ij} \) and \( \Delta v_{jk} \) of the weight are:

\[ \Delta w_{jk} = \eta (q_k - z_k) f \left( \sum_{j=1}^{m} w_{jk} z_j \right), \]  

\[ \Delta w_{ij} = \eta (q_k - z_k) f \left( \sum_{j=1}^{m} w_{jk} z_j \right) w_{jk}, \]  

where \( \eta \) stands for the learning coefficient.

(4) When the error signal meets the requirements, the calculation stops and the result is output, i.e., the world coordinates of the target feature points.

5 Simulation experiment

The target positioning of binocular vision robot was tested using the SURF and BPNN method proposed in this study. The target was photographed by two charge coupled device (CCD) cameras, and then programming was performed using C++ language in the environment of Visual Studio 2008. Firstly, the feature extraction method was analyzed. Taking an image collected by the camera as an example (Figure 4), the time required for feature extraction of the algorithm was simulated under the condition of no noise and noise multiple of 0.01, 0.03, 0.05 and 0.07 respectively. The results are shown in Figure 2.

It was seen from Figure 3 that SURF had the highest feature extraction speed in the case of no noise, taking only 0.245 s; with the increase of noise multiple, the calculation time of the algorithm increased gradually, but
the increase amplitude was very small; when the noise reached 0.07 times, the calculation time was 0.271 s, which was only 0.026 s longer than that in the case of no noise, indicating that the feature extraction algorithm designed in this study could meet the real-time requirement.

Two hundred groups of sample images were collected, and the pixel coordinates of the corresponding feature points were extracted. Then 200 groups of sample data were obtained. One hundred and fifty groups of data were used for BPNN training, and the remaining 50 groups of data were used for positioning test. Pixel coordinates \( p_l, q_l, p_r \) and \( q_r \) of feature points of left and right images obtained by binocular vision were the input of BPNN, and world coordinates \( x_w, y_w \) and \( z_w \) of the feature points were the output of BPNN. The BPNN method used in this study was compared with the SVM method [17]. The testing results are shown in Table 1.

| No. | Expected output | SVM | Actual output | BPNN |
|-----|----------------|-----|---------------|------|
|     | \( x_w \) | \( y_w \) | \( z_w \) | \( x_w \) | \( y_w \) | \( z_w \) | \( x_w \) | \( y_w \) | \( z_w \) |
| 1   | 271 | 110 | 0 | 273.1625 | 110.918 | 0.0435 | 271.3648 | 110.0254 | 0.0000 |
| 2   | 289 | 133 | 0 | 291.1452 | 134.4194 | 0.0514 | 290.3311 | 133.5268 | 0.0001 |
| 3   | 310 | 112 | 0 | 311.9584 | 113.303 | 0.0514 | 310.2587 | 111.5896 | 0.0000 |
| 4   | 456 | 128 | 0 | 457.8526 | 129.5284 | 0.0425 | 455.9658 | 128.6358 | 0.0000 |
| 5   | 359 | 136 | 0 | 361.0215 | 137.6771 | 0.0442 | 358.1258 | 136.7845 | 0.0001 |
| 6   | 224 | 127 | 0 | 225.4962 | 128.7792 | 0.0454 | 225.2615 | 127.8866 | 0.0001 |
| 7   | 268 | 109 | 0 | 270.8219 | 109.9513 | 0.0485 | 268.1258 | 109.0587 | 0.0001 |
| 8   | 316 | 129 | 0 | 318.4733 | 130.4213 | 0.0436 | 316.3258 | 129.5287 | 0.0000 |
| 9   | 478 | 164 | 0 | 481.2193 | 166.578 | 0.0465 | 478.5264 | 165.6854 | 0.0000 |
| 10  | 532 | 151 | 0 | 535.5889 | 152.3678 | 0.0485 | 531.6589 | 150.5248 | 0.0000 |
| 11  | 276 | 154 | 0 | 278.5819 | 155.278 | 0.0484 | 277.3256 | 154.3854 | 0.0001 |
| 12  | 289 | 167 | 0 | 290.8136 | 169.1523 | 0.0436 | 288.1028 | 168.2597 | 0.0000 |
|     | ...... | ...... | ...... | ...... | ...... | ...... | ...... | ...... | ...... |
| 50  | 315 | 156 | 0 | 316.4565 | 157.1201 | 0.0462 | 315.9215 | 155.6914 | 0.0001 |

It was seen from Table 1 that the output result of SVM was slightly different with the expected output, but the actual output of BPNN was very close to the expected output, and the error of the output of \( z_w \) especially was almost 0. The error of every time of positioning of the two methods was counted, and the results are shown in Figures 4 and 5.
After calculation, it was found that the maximum errors of $x_w$, $y_w$, and $z_w$ in SVM were 3.5889, 2.7437, and 0.0546 respectively, and the minimum errors were 0.8732, 0.7694, and 0.411 respectively; in BPNN, the maximum errors of $x_w$, $y_w$, and $z_w$ were 1.9954, 1.9812, and 0.0001 respectively, and the minimum errors were 0.0280, 0.0069 and 0.0000 respectively. The above results showed that the error of SVM was significantly larger than BPNN, indicating that the positioning precision of BPNN was higher. It was found that the error of BPNN in X and Y directions was slightly larger, and the error was almost 0 in the Z direction. The changes of error showed that the error was always smaller than 2, which could meet the positioning requirements of robots.

6 Discussion

Machine learning covers many aspects of knowledge, such as probability theory, statistics, etc., which is a very important research direction in artificial intelligence [18]. It has been widely used in solving complex engineering and scientific problems, such as natural language processing [19], pattern recognition [20], biological information processing [21], machine vision [22], etc. The algorithms of machine learning include decision tree [23], random forest [24], Bayesian [25], etc. In this study, the target positioning method was designed using BPNN method.

Before a robot positions a target, feature extraction of the target is needed. In this study, the feature extraction of the target was achieved by SURF method. Then the pixel coordinates of the extracted feature
points were used as the input of BPNN to locate the target. The experimental results showed that SURF method had a good performance in target feature extraction as it completed feature extraction in a short time and was less affected by noise. It was seen from Figure 3 that the increase amplitude of the calculation time of the algorithm was very small, around 0.2 s, though there was an increase with the increase of noise. The positioning experiment showed that the positioning precision of BPNN was significantly superior to that of SVM, the output position coordinates of BPNN were very close to the actual coordinates, and the errors in three directions were very small, which could meet the needs of robots well in the actual work.

This study found that the SURF method and BPNN model showed good performance and had strong applicability in solving the positioning problem of robots; however, there are some limitations that need to be improved in future works:

1. Comparative study was not carried out on more machine learning methods;
2. The BPNN method was not further optimized to enhance the positioning precision.

7 Conclusion

In order to solve the problem of robot target location, the target features were extracted using the SURF method, and then the location of the target was realized by the BPNN model. It was found from the experiment that:

1. The SURF method was less interfered by noise and had a high extraction speed, showing a good performance in the target feature extraction;
2. The positioning result of the BPNN method was superior to that of SVM and had very small errors, and the error in X and Y directions was slightly large, but not more than 2.

The experimental results verify the effectiveness of the proposed method for target feature extraction and location, which can be promoted and applied in practice.
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