Evolution of C IV Absorbers. I. The Cosmic Incidence
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Abstract

We present a large high-resolution study of the distribution and evolution of C IV absorbers, including the weakest population with equivalent widths \( W_r < 0.3 \) Å. By searching 369 high-resolution, high signal-to-noise ratio spectra of quasars at \( 1.1 \leq z_{\text{em}} \leq 5.3 \) from Keck/HIRES and VLT/UVES, we find 1268 C IV absorbers with \( W_r \geq 0.05 \) Å (our \(~50\%\) completeness limit) at redshifts \( 1.0 \leq z \leq 4.75 \). A Schechter function describes the observed equivalent width distribution with a transition from power-law to exponential decline at \( W_r \geq 0.5 \) Å. The power-law slope \( \alpha \) rises by \(~7\%\), and the transition equivalent width \( W_t \) falls by \(~20\%\) from \((z) = 1.7\) to \(3.6\). We find that the comoving redshift path density, \( dN/dX \), of C IV absorbers rises by \(~1.8\) times from \( z \simeq 4.0\) to 1.3, while the \( W_r \geq 0.6 \) Å \( dN/dX \) rises by a factor of \(~8.5\). We quantify the observed evolution by a model in which \( dN/dX \) decreases linearly with increasing redshift. The model suggests that populations with larger \( W_r \) thresholds evolve faster with redshift and appear later in the universe. The observational TECHNICOLOR DAWN simulations at \( z = 3−5 \) overproduce the observed abundance of absorbers with \( W_r \leq 0.3 \) Å while yielding better agreement at higher \( W_r \). Our empirical linear model successfully describes C IV evolution in the simulations and the observed evolution of \( W_r \geq 0.6 \) Å C IV for the past \(~12 \) Gyr. Combining our measurements with the literature gives us a picture of C IV absorbing structures becoming more numerous and/or larger in physical size over the last \(~13 \) Gyr of cosmic time (\( z \sim 6−0\)).

Unified Astronomy Thesaurus concepts: Quasar absorption line spectroscopy (1317); Circumgalactic medium (1879); Intergalactic medium (813); Galaxy evolution (594); High resolution spectroscopy (2096)

Supporting material: machine-readable tables

1. Introduction

The processing of baryons within and between galaxies is fundamental to how galaxies form and evolve and is an important phenomenon in shaping the universe as we observe it today. Obtaining a detailed census of the cosmic distribution and evolution of metal-enriched gas is a key step in understanding this “baryon cycle.”

According to our current understanding, metals form in stars within galaxies and are expelled out to the circumgalactic and intergalactic medium (CGM and IGM) via a variety of feedback processes (e.g., Lilly et al. 2013; Dekel & Mandelker 2014; Somerville & Davé 2015; Finlator 2017). Over billions of years, some of these metals are recycled back into the galaxies from whence they originated, possibly repeating the cycle several times, whereas others may escape the galaxy and enter the IGM (e.g., Oppenheimer & Davé 2008; Ford et al. 2014; Muratov et al. 2015, 2017). Some fraction of these metals in the IGM may eventually accrete into the CGM or interstellar medium of other galaxies (e.g., Oppenheimer et al. 2010; Brook et al. 2014; Anglés-Alcázar et al. 2017). Metals in the gas phase are therefore an invaluable and crucial tracer of the baryon cycle (e.g., Steidel 1993; Churchill et al. 1999; Kacprzak et al. 2012; Nielsen et al. 2015; Christensen et al. 2016; Tumlinson et al. 2017; Lehner et al. 2019).

Fortunately, CGM and IGM gas-phase metals are directly observable using quasar absorption line spectroscopy, as long as the gas is intervening to the line of sight of a background quasar. The C IV λ1548, 1550 resonant fine-structure doublet is one of the most commonly observed metal absorption features in quasar spectra and has been studied extensively over the redshift range \( 0 \leq z \leq 6.5 \) (e.g., Sargent et al. 1988; Steidel 1990; Petitjean & Bergeron 1994; Rauch et al. 1996; Chen et al. 2001; Schaye et al. 2003; Adelberger et al. 2005; Songaila 2005; Scannapieco et al. 2006; Becker et al. 2009; Cookie et al. 2010, 2013; D’Odorico et al. 2010, 2013; Bordoloi et al. 2014; Shull et al. 2014; Boksenberg & Sargent 2015; Burchett et al. 2015; Codoreanu et al. 2018; Cooper et al. 2019).

The measured global cosmic evolution of C IV absorbers provides insights into the universal carbon content of the universe (e.g., Danforth & Shull 2008; Simcoe et al. 2011; Rafelski et al. 2012) and the ionizing ultraviolet background (UVB; e.g., Faucher-Giguère et al. 2009; Haardt & Madau 2012; Becker & Bolton 2013; Doughty et al. 2018) as traced by moderately low-density warm-temperature gas structures, i.e., \( \log n_H \sim \sim −3 \) (cm\(^{-3}\)) and \( \log T \sim \sim 4.8 \) (K) (e.g., Steidel 1990; Bergeron & Herbst-Fort 2005; Churchill et al. 2015). Two of the most important quantities that quantify the distribution and evolution of C IV absorbing gas are the comoving path number density, \( dN/dX \), which is the number of absorbers per unit “absorption path” (Bahcall & Peebles 1969), and the equivalent width distribution (EWD), which provides the number of absorbers per unit equivalent width per unit absorption path (\( d^2N/dWdX \)).

To date, the largest survey of C IV absorbers was conducted by Cookie et al. (2013, hereafter C13), who located \(~15,000\) absorbers at \( 1.5 \leq z \leq 4.5 \) in \(~26,000\) quasar spectra from the Sloan Digital Sky Survey (SDSS; York et al. 2000) comprising a comoving path length \( \Delta X \simeq 38,600 \). They placed robust constraints on the evolution of strong absorbers, i.e., those with
rest-frame C IV $\lambda 1548$ equivalent widths $W_r(1548) \geq 0.6$ Å (hereafter $W_r$). Their sensitivity to detecting smaller $W_r$ absorbers decreased quickly for $W_r < 0.6$ Å, reaching $\sim 20\%$ completeness at $W_r = 0.3$ Å.

For $W_r \geq 0.6$ Å absorbers, C13 found that $dn/dx$ increased by a factor of $\approx 2.5$ from $z = 4.5$ to 1. Their highly constrained measurement of the increase in $dn/dx$ with cosmic time is consistent with the trends of less constraining findings from smaller surveys (e.g., Sargent et al. 1988; Misawa et al. 2002; Péroux et al. 2004; D’Odorico et al. 2016), some of which probed smaller $W_r$ thresholds. Incorporating absorbers with $W_r \geq 0.3$ Å, C13 found that the EWD is well described by an exponential function, a result consistent with the earliest surveys (Sargent et al. 1988; Steidel 1990).

Unfortunately, the available information characterizing “weak” C IV absorbers with $W_r < 0.3$ Å across various redshift ranges is limited (Schaye et al. 2003, 2007; Scannapieco et al. 2006; Cooksey et al. 2010; D’Odorico et al. 2010; Boksenberg & Sargent 2015; Burchett et al. 2015). As such, the distribution, statistical properties, and evolution of the $W_r < 0.3$ Å regime of C IV are yet to be fully characterized. Charting this regime is important, as it probes moderately low-density warm gas structures optically thin to hydrogen and helium ionizing photons from the ionizing spectrum, which means sensitivity to the evolving shape of the UVB can be directly probed with cosmic time. Furthermore, the $dn/dx$ of weak C IV absorbers can, in a statistical sense, inform us of the distribution of carbon and other metals in optically thin gas structures relative to galaxies as a function of redshift.

Hydrodynamic cosmological simulations have often used C IV as a target metal-line absorber to test theoretical predictions against observations, hence improving our understanding of the baryon cycle in the broader context of galaxy cosmology, with particular emphasis on the distribution of metals and the evolution of the ionizing UVB.

We provide our concluding remarks in Section 5. When necessary, and for consistent comparison with C13, we adopt the WMAP cosmology, with $H_0 = 71.9$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.258$, and $\Omega_{\Lambda} = 0.742$ (Komatsu et al. 2009).

## 2. Data and Analysis

### 2.1. Quasar Spectra

We have analyzed 369 high-resolution, high signal-to-noise ratio (S/N) quasar spectra obtained with the HIRES spectrograph (Vogt et al. 1994) and the UVES spectrograph (Dekker et al. 2000) from the Keck and VLT observatories, respectively. The wavelength coverage of the spectra spans approximately 3000–10000 Å, though there is variable coverage in this range from spectrum to spectrum. Since these spectra were acquired using various decker settings and slit widths, the spectral resolutions ranged between $R = \lambda/\Delta \lambda = 36,000$ and 103,000. Only a minority of the spectra were not obtained using the most commonly adopted resolving power of both HIRES and UVES, which is $R \approx 45,000$, or $\sim 6.6$ km s$^{-1}$, with 3 pixels per FWHM resolution element. The FWHM velocity resolution is approximately constant as a function of observed wavelength. The S/Ns in the regions of C IV search space range between 2 and 150 pixel$^{-1}$, with a mean S/N of $\sim 20$. The 25th and 75th percentile S/Ns are 10 and 25, respectively. We do not include broad absorption line (BAL) quasars in our sample.

Roughly half of the Keck/HIRES spectra were obtained from various observing programs prior to the creation of the Keck Observatory Archive, some having been donated in science-ready form by Charles Steidel, J. Xavier Prochaska, Christopher Churchill, Michael Rauch, and the late Wallace Sargent. The remaining Keck/HIRES spectra were obtained from Data Release 1 of the KODIAQ project (O’Meara et al. 2015). The VLT/UVES spectra were acquired through the efforts of the UVES SQUAD prior to their Data Release 1 (Murphy et al. 2019).

The journal of quasar spectra used in this study is listed in Table 1. For each quasar, the columns list (1) the quasar name, taken from Vérnon-Cetty & Vérnon (2001); (2) the emission redshift; (3) the instrument with which the spectrum was obtained; (4) the minimum wavelength of the C IV search space in the spectrum, set by the Ly$\alpha$ $\lambda 1215$ emission of the quasar (see Section 2.3); and (5) the maximum wavelength of the C IV

---

4 https://www2.keck.hawaii.edu/koa/public/koa.php
Notes.

a Minimum wavelength of C IV search space, defined by Lyα λ1215 emission of the quasar (see Section 2.3).

b Maximum wavelength of C IV search space, 5000 km s⁻¹ blueward of the C IV λ1548 emission of the quasar.

(This table is available in its entirety in machine-readable form.)

search space, set by 5000 km s⁻¹ blueward of the C IV λ1548 emission of the quasar (Section 2.3).

### 2.2. Reduction of Spectra

The KODIAQ spectra were reduced according to the prescriptions of O’Meara et al. (2015). The spectra of Churchill were reduced using the standard Image Reduction and Analysis Facility (IRAF⁵), as outlined in Churchill (1997). Those of Sargent, Rauch, Prochaska, and Steidel were reduced using the Maunakea Echelle Extraction (MAKEE) data reduction package, developed by Tom Barlow (Barlow 2005), which is optimized for the spectral extraction of single, unresolved point sources. All HIRES spectra were wavelength-calibrated using ThAr lamps to the vacuum heliocentric standard at rest and continuum fit by their respective donors.

The UVES spectra were reduced using the UVES pipeline in the MIDAS environment (Dekker et al. 2000), which is provided by the European Southern Observatory (ESO). The wavelength solution is determined using a standard ThAr lamp exposure corrected to vacuum heliocentric velocities. The individual exposures were then combined into one-dimensional spectra using the UVES Post-Pipeline Echelle Reduction (UVES_POPLER) software (Murphy 2016; Murphy et al. 2019).

Using the interactive mode of the POPLER software, we examined and refined the continuum fits for all quasar spectra with particular attention to the spectral regions redward of the quasar Lyα λ1215 emission line following the prescriptions of King et al. (2012) and Murphy et al. (2016). An example UVES spectrum of the $z_{\text{em}} = 3.130$ quasar J103909—231326 is shown in Figure 1. Strong emission lines are labeled, and the spectral region where we searched for C IV λλ1548, 1550 doublet lines is shown (see Section 2.3). The C IV absorbers detected at different redshifts are highlighted.

---

⁵ IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
W = \sqrt{2\pi A_1 \sigma_1}, which we adopted as the minimum detectable observed equivalent width at that redshift. Converting to the rest-frame equivalent width at each redshift yielded the detection threshold spectra. These spectra allow us to accurately characterize the completeness of our sample and are instrumental in quantifying the redshift path covered by the survey.

Once candidate C IV features are flagged, we define an “absorber” to include all absorption in the C IV \lambda\lambda1548, 1550 lines detected within \pm 500 km s\(^{-1}\) of one another. As the rest-frame velocity separation of the C IV doublet is \Delta v = 498 km s\(^{-1}\), a \pm 500 km s\(^{-1}\) window naturally captures all velocity components within the velocity window in which C IV \lambda1548 and \lambda1550 become self-blended. Further, a window of \pm 500 km s\(^{-1}\) captures all velocity components within the observed velocity dispersion of CGM gas in individual halos and/or small bound groups (e.g., Petitjean & Bergeron 1990, 1994; Churchill & Vogt 2001; Tumlinson et al. 2011; Nielsen et al. 2015, 2016, 2017, 2018; Pointon et al. 2017; Kacprzak et al. 2019; Ng et al. 2019; Churchill et al. 2020). Smaller velocity windows (e.g., D’Odorico et al. 2013) will likely arbitrarily break single absorbing structures into multiple absorbers. Our \pm 500 km s\(^{-1}\) window is not considered to be too large because the line-of-sight velocity clustering function of C IV absorbers has a peak within 500 km s\(^{-1}\) and is flat beyond that velocity (Sargent et al. 1988), so there is little chance of arbitrarily grouping multiple C IV systems into a single absorber. We note that there were no systems in our sample for which the 500 km s\(^{-1}\) window resulted in a borderline or ambiguous case of assigning velocity components with a single absorber.

Each candidate absorber was examined visually using our interactive graphical software SYSANAL (see Churchill 1997; Churchill et al. 1999; Churchill & Vogt 2001). In SYSANAL, the absorption profiles of the doublets are aligned in velocity space. Following the methods of Schneider et al. (1993), the software employs the “equivalent width spectrum” to objectively locate the absorption features. We used a 5\(\sigma\) significance level for the \lambda1548 transition and a 3\(\sigma\) significance level for the \lambda1550 transition, where the latter is examined only in the velocity range over which \lambda1548 absorption is detected. Adopting the method described in Churchill et al. (1999) and Churchill & Vogt (2001), the velocity extremes of each absorption feature are determined when the equivalent width spectrum returns to the 1\(\sigma\) level. Following visual inspection and possible editing of the defined absorption regions, the software calculates the optical depth-weighted median absorption redshift, \(z_{\text{abs}}\), setting the final velocity zero-point for the absorption (see Churchill & Vogt 2001). Also computed are the equivalent widths of the doublet members, apparent optical depth (AOD) column density, and doublet ratios. Uncertainties due to the placement of the quasar continuum are propagated into the equivalent width uncertainty measurements in SYSANAL (see Churchill 1997; Churchill et al. 1999; Churchill & Vogt 2001).

With the absorber redshift determined, we examined the full quasar spectrum using our software SEARCH (see Churchill et al. 1999) to examine whether associated absorption accompanied the C IV absorption. This helped us identify
Table 2: C IV Absorbers

| Quasar   | \( z_{\text{em}} \) | \( W_r (\text{Å}) \) | \( \log N \) |
|----------|-------------------|-----------------|------------|
|          | (1)              | (2)             | (3)        | (4)       |
| J000149–015940 | 2.0107 | 0.082 ± 0.002 | 13.44 ± 0.09 |
| J003501–091817 | 2.2211 | 0.261 ± 0.009 | 13.92 ± 0.04 |
| J011150+140141 | 2.1365 | 0.504 ± 0.012 | > 14.37 |
| J074927+415242 | 2.7650 | 0.153 ± 0.009 | 13.68 ± 0.03 |
| J115411+063426 | 2.5634 | 0.058 ± 0.003 | 13.24 ± 0.07 |
| J123055–113909 | 3.2060 | 0.088 ± 0.007 | 13.41 ± 0.06 |
| J164656+551445 | 3.2887 | 0.167 ± 0.007 | 13.68 ± 0.03 |
| J214222–441929 | 2.8526 | 0.498 ± 0.013 | 14.30 ± 0.03 |
| J225719–100104 | 1.6613 | 0.259 ± 0.007 | 14.07 ± 0.04 |
| J235702–004824 | 2.7448 | 0.054 ± 0.006 | 13.16 ± 0.07 |

Notes.

* Equivalent width of the C IV \( \lambda 1548 \) transition.
* \( \log N \) column density. Lower limits are denoted with >.

(This table is available in its entirety in machine-readable form.)

associated transitions such as Lyα 1215, Si IV \( \lambda 1393 \), 1402, Mg II \( \lambda 2796 \), 2803, or other quasar absorption lines commonly found in metal-bearing gas clouds.

For an absorber to be included in our final science sample, we employed a three-person iterative inspection system. Each of the three individuals (F.H., B.S., and C.W.C.) was assigned a subset of candidate absorbers for which they were the primary inspector. The primary inspector would assign a rating of zero to 10 for each of the candidate C IV absorbers, where zero indicated zero confidence and 10 indicated total confidence in the reality of the C IV absorber. In particular, it was checked whether the doublet ratios, \( W_r(1548)/W_r(1551) \), were between 1 and 2 (within the uncertainties), as expected from the oscillator strengths of the doublet members. Alignment of the absorption profile shapes in velocity space was another critical aspect of this check. The primary inspector also provided a second rating of zero to 10 in their confidence in the velocity limits obtained with SYSANAL as described above. These limits are critical in defining which pixels are included in the equivalent width calculations.

A rating of (10, 10) ensured inclusion in the science sample without further inspection, and a rating of (0, 0) ensured exclusion without further inspection. Any other ratings would require an independent assessment from a secondary inspector. The corroboration of associated transitions was taken as a strong indicator of a true C IV absorber. If consensus could not be achieved as to the reality of the absorber, then the third inspector would arbitrate, while all three individuals inspected and discussed the absorber. While conducting a visual inspection of each absorption system, each of the multiple individuals who inspected a system made detailed notes on the possible blends with other lines. Roughly 3% of our sample contained potential blends with other lines. The overwhelming majority of these were minor blends, so the measured equivalent widths would not change to any significant degree. Therefore, the resulting statistics of our sample and the scientific conclusions of this paper would not be affected appreciably by these blends.

Through this process, we located a total of 1565 C IV absorbers. For our final science sample, we use 1268 absorbers with equivalent widths above our 50% completeness level of \( W_r = 0.05 \) Å (see Section 2.6). In Table 2, we list the 1268 absorbers included in our final science sample. The columns are (1) the quasar name; (2) the absorption redshift; (3) the rest-frame equivalent width of the C IV \( \lambda 1548 \) transition, \( W_r \); and (4) the AOD column density, \( \log N \). Saturated lines are measured to have lower limits on column densities. We do not utilize the measured column densities in our analysis.

2.4. Sample Characteristics

In Figure 2(a), we show the distribution of quasar emission redshifts, \( z_{\text{em}} \). In Figure 2(b), we present the distribution of absorber redshifts, \( z_{\text{abs}} \), for our sample of C IV absorbers. As this survey is the first large survey sensitive to “weak” absorbers, i.e., those with \( W_r < 0.3 \) Å, we indicate the distribution of redshifts for those absorbers below and above \( W_r = 0.3 \) Å. The weak absorbers dominate our distribution. In Figure 2(c), we present the distribution of C IV \( \lambda 1548 \) rest-frame equivalent widths, \( W_r \), of the detected absorbers for all redshifts (1.0 \( \leq z \leq 4.75 \)), \( z < 2.5 \), and \( z \geq 2.5 \).

2.5. Redshift and Comoving Path of the Survey

From the equivalent width detection limit mentioned in Section 2.3, we calculate the detection threshold of our survey. Namely, we construct the redshift path sensitivity function, \( g(W_r, z) \) (e.g., Lanzetta et al. 1987), which is the number of quasars in which an absorber with a rest-frame equivalent width of \( W_r \) or greater could be detected at redshift \( z \) in our survey,

\[
g(W_r, z) = \sum_q H(z - z_q^-)H(z_q^+ - z)H(W_r - 3\sigma_q(z)),
\]

where \( H(x) \) is the Heaviside step function; \( z_q^- \) and \( z_q^+ \) are the minimum and maximum redshifts of the \( q \)th quasar spectrum, respectively; and \( \sigma_q(z) \) is the uncertainty in the rest-frame equivalent width at redshift \( z \) in the \( q \)th quasar spectrum. The sum extends over all quasars in the sample. We generate the \( g(W_r, z) \) function for \( W_{r,\text{lim}} \geq 0.005 \) Å over the range \( z = 1–5 \). The “heat map” shown in Figure 3 represents the number of quasar spectra in which a C IV \( \lambda 1548, 1550 \) feature with a given equivalent width or greater could be detected at the \( 3\sigma \) level at redshift \( z \). The dark vertical bands around \( z \sim 3.5 \) and \( 3.9 \) represent excluded telluric bands at 6868–6932 and 7594–7700 Å, respectively. For a fixed \( W_r \), the integral of \( g(W_r, z) \) over a given redshift range,

\[
\Delta Z(W_r) = \int_{z_1}^{z_2} \frac{g(W_r, z) dz}{dz},
\]

yields the redshift path over which absorbers with equivalent width \( W_r \) or greater could be detected in our survey at a \( 3\sigma \) significance level between \( z_1 \) and \( z_2 \). Similarly, the “absorption distance,” which we will call the comoving path, is defined as

\[
\Delta X(W_r) = \int_{z_1}^{z_2} g(W_r, z) dX dz,
\]
accounts for both the radial and transverse components of the Hubble expansion. In the modern era of precision cosmology, the cosmological parameters \( \Omega_M \) and \( \Omega_\Lambda \) are known to a few percent accuracy (e.g., Komatsu et al. 2009), so that the function \( dX/dz \) is tightly constrained. As such, all analysis in this work will be conducted in terms of the comoving path, as this allows any cosmic evolution in the absorber population to be directly measured (see Section 3.2 for details).

2.6. Survey Completeness and Science Sample

The survey detection sensitivity function is defined as the comoving path over which an absorber with equivalent width \( W_r \) or greater could be detected in our survey normalized to the total comoving path of our survey. In a given redshift range \( z_1 \leq z \leq z_2 \), this function is

\[
C(W_r) = \frac{\Delta X(W_r)}{\Delta X_{\text{max}}}.
\]

where \( \Delta X(W_r) \) is computed from Equation (3), and \( \Delta X_{\text{max}} \), the total comoving path of our survey, is computed from Equation (3), with \( g(W_r, z) \) calculated such that the Heaviside function \( H(W_r - 3\sigma(z)) \) in Equation (1) is fixed at unity.

In Figure 4, we show selected survey detection sensitivity functions as a function of \( W_r \). To a high approximation, this function is the 3σ detection completeness fraction for our survey. We divide our sample into the two redshift ranges, \( 1.0 \leq z < 2.5 \) and \( 2.5 \leq z < 4.75 \), because they have equal comoving path coverage. Over our total redshift range, \( 1.0 \leq z \leq 4.75 \), the survey is \( \sim 50\% \) complete to \( W_r = 0.05 \) Å. The \( 1.0 \leq z < 2.5 \) redshift interval reaches \( \sim 50\% \) completeness at \( W_r = 0.04 \) Å, while the \( 2.5 \leq z < 4.75 \) interval is \( \sim 50\% \) complete at \( W_r = 0.06 \) Å. The survey is effectively 100% complete over all redshifts at \( W_r = 0.3 \) Å.

All subsequent analysis is restricted to CIV absorbers with \( W_r \geq 0.05 \) Å, which is the 50% completeness limit of the full redshift range of the survey. Applying this selection criterion, of the total 1565 CIV absorbers we located, we include 1268 CIV absorbers with \( W_r \geq 0.05 \) Å in our final science sample. We compute the EWD and the comoving path density of CIV using this final sample.

3. Results

3.1. EWD

We first characterized \( n(W_r) \), the underlying (or true) EWD of CIV absorbers. This is defined as the number of absorbers per unit equivalent width per unit comoving path,

\[
n(W_r) = \frac{d^2N}{dW_r dX},
\]

such that

\[
\int_{W_{\text{min}}}^{W_{\text{max}}} n(W_r) dW_r = \frac{dN}{dX},
\]

where \( dN/dX \) is the comoving path density of absorbers with \( W_r \geq W_{\text{min}} \) (see Section 3.2). We are especially interested in the distribution when we account for the weak absorbers, i.e., those with \( W_r < 0.3 \) Å, as these have not been studied in previous investigations. We examined the CIV absorbers in equivalent width bins defined such that an equal number of absorbers is contained in each bin. The value of \( n(W_r) \) in a bin centered on \( W_r \) between \( W_r \) and \( W_h \) is

\[
n(W_l \leq W_r < W_h) = \frac{N(W_r)}{\Delta W_r \Delta X(W_r)},
\]

where \( N(W_r) \) is the number of absorbers in the bin, \( \Delta W_r = W_h - W_l \) is the bin width, and the quantity \( \Delta X(W_r) = [\Delta X(W_l) + \Delta X(W_h)]/2 \) is the average total comoving path length available for the bin as computed using Equation (3).

We present the observed EWD for different ranges in Figure 5. The fitted data points are \((W_r, n(W_r))\), where \( W_r \) is the mean equivalent width of absorbers in the bin and \( n(W_r) \) is given by Equation (8). The uncertainties in \( W_r \) are the standard deviations of the equivalent widths of the absorbers in the bin. We adopt the standard deviations as a true reflection of the distribution of values inside the bin, rather than the bin width \( \Delta W_r \), which would overestimate the distribution of points in the bin. The uncertainties in \( n(W_r) \) are obtained assuming Poisson
fluctuations; there are roughly 100 absorbers per binned data point.

To explore any difference in the EWD with redshift, we fit the EWD for \( 1.0 \leq z \leq 4.75 \) (the full survey range; Figure 5(a)) and for \( 1.0 \leq z < 2.5 \) and \( 2.5 \leq z \leq 4.75 \) (Figure 5(c)), which each have equal total comoving path lengths, \( \Delta X \), for \( W_r \geq 0.05 \) Å. We also fit the EWD over \( 1.46 \leq z \leq 4.55 \) in order to directly compare our EWD with that of C13 over their redshift range (Figure 5(b)).

The shape of our observed completeness-corrected EWD indicates a slow power-law decline with \( W_r \) at the weak end and a rapid exponential decline at the strong end of the frequency distribution. This is not unexpected, as sensitive high-resolution surveys that probe down to the linear part of the curve of growth found power-law distributions for the column density (e.g., Songaila 2001, 2005; D’Odorico et al. 2010; Boksenberg & Sargent 2015), whereas larger surveys sensitive to \( W_r \geq 0.3 \) Å reported an exponential distribution for equivalent widths (e.g., Sargent et al. 1988; Cooksey et al. 2010; C13). Thus, following the parameterization of Kacprzak & Churchill (2011) of the distribution of strong and weak MgII absorbers, we fit the observed CIV EWD by a Schechter (1976) function,

\[
n(W_r) \, dW_r = n_* \left( \frac{W_r}{W_*} \right)^{\alpha} \exp \left( -\frac{W_r}{W_*} \right) \, dW_r,
\]

where \( \alpha \) is the weak-end power-law slope, \( W_* \) is the characteristic equivalent width where the function transitions from a power law to an exponential function, and \( n_* \) is the normalization.

We obtained best-fit values for \( n_* \), \( W_* \), and \( \alpha \) using the least-squares orthogonal distance regression (ODR) method in the SCIPY package, which accounts for uncertainties in both the dependent and independent variables. We use the ODR method for all subsequent functional fits in this paper.

Before adopting our final best-fit parameters, we perform a series of experiments to explore sensitivity to the number of bins used in the least-squares fit. We fit the data using 10, 11, and 12 bins.
Table 3. The fitted parameters. These best-fitted Schechter parameters were obtained by computing the 1σ variance-weighted means of the 10-, 11-, 12-, 13-, and 14-bin experiments. In Figure 5(a), we present the best-fitted Schechter function for the full redshift range of our sample, $1.0 \leq z \leq 4.75$. The shaded region represents the ±1σ confidence interval given the uncertainties in the three fitted parameters. These best-fit parameters are listed in Table 3. We obtained Schechter parameters $\alpha \approx -0.9$, $W_\ast \approx 0.5$ Å, and $n_\ast \approx 2.1$. Note that $n_\ast$ is the most uncertain fitted parameter, while $W_\ast$ and $\alpha$ are more highly constrained.

In order to compare our EWD to that of C13 over the redshift range of their sample, $1.46 \leq z \leq 4.55$, we show both distributions in Figure 5(b). The C13 distribution is fit well by an exponential function, but their sample is only ~20% complete at $W_\ast = 0.3$ Å. Our sample is 50% complete at $W_\ast = 0.05$ Å and is well fit to a Schechter function. Note that the power-law portion of the Schechter function is clearly established for $W_\ast \leq 0.3$ Å. For $1.46 \leq z \leq 4.55$, we obtain virtually identical Schechter parameters ($\alpha \approx -0.9$, $W_\ast \approx 0.5$ Å, and $n_\ast \approx 2.1$) as for our full redshift range.

It is important that we establish that our survey results are consistent with those of C13 in the regions of redshift and equivalent width overlap. This provides confidence that our methods reproduce the currently most definitive works on C IV absorber statistics. We performed Kolmogorov–Smirnov (K-S) tests comparing our observed sample limited to $1.46 \leq z \leq 4.55$ and $W_\ast \geq 0.3$ Å to the exponential probability density function fitted to the data of C13. We adopt a Monte Carlo approach in order to account for the two orders of magnitude disparity in the sizes of the two samples. We created 1 million Monte Carlo realizations of the C13 data having the same number of elements as our sample limited to $1.46 \leq z \leq 4.55$ and $W_\ast \geq 0.3$ Å. For each realization, we performed a K-S test between our observed sample and the Monte Carlo sample. Formally, one can think of our sample as a single realization that is compared to 1 million different realizations of the C13 sample. We adopted $P$(K-S) ≤ 0.0027 for rejecting the null hypothesis that our sample was drawn from the same distribution as that of C13. This corresponds to a 3σ confidence level.

In Figure 6, we present the distribution of $P$(K-S) values returned by 1 million Monte Carlo realizations. The dashed blue line represents $P$(K-S) = 0.0027. We find that $P$(K-S) ≤ 0.0027 in 0.05% of the realizations (or 500 out of 1 million times). We interpret this to indicate that our $W_\ast \geq 0.3$ Å sample is not inconsistent with that of C13 at the 99.95% confidence level. Interestingly, when we conduct the Monte Carlo experiment above for absorbers with $W_\ast \geq 0.05$ Å at $1.46 \leq z \leq 4.55$, we find that $P$(K-S) < 0.0027 in 100% of the realizations. Thus, the fitted exponential distribution function describing the C13 data is ruled out to a confidence level greater than six nines for $W_\ast \geq 0.05$ Å.

In Figure 5(c), we present the EWDs for two redshift ranges, $1 \leq z < 2.5$ and $2.5 \leq z \leq 4.75$, chosen such that both redshift ranges have equal survey comoving path lengths. Our data indicate a slightly steeper weak-end power-law slope at higher redshift, $\alpha \approx -0.9$, than at lower redshift, $\alpha \approx -0.85$. At higher redshift, we also find that the characteristic
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**Figure 5.** (a) The C IV $\lambda 1548$ EWD, $n(W_\ast)$, for the full redshift range of our survey, $1.0 \leq z \leq 4.75$. The blue points show our observed $n(W_\ast)$ in $W_\ast$ bins, the dashed blue curve shows the Schechter function fit to these binned data, and the shading represents the ±1σ confidence interval for our fit. (b) Comparison of our $n(W_\ast)$ with that of C13 for C13’s redshift range: $1.46 \leq z \leq 4.55$. Red represents our data and fit; black points and error bars represent C13’s $n(W_\ast)$ and associated errors in each $W_\ast$ bin, while the black curves show C13’s exponential fit to their data. (c) The $n(W_\ast)$ for two different redshift ranges, $1.0 \leq z < 2.5$ (blue) and $2.5 \leq z \leq 4.75$ (red), with the best-fit Schechter functions shown by dashed curves and the ±1σ uncertainties shown by dotted curves. All of our EWD fit parameters are presented in Table 3.
transition from a power law to an exponential distribution, \( W_r \), falls by \( \sim 20\% \). The normalization, \( n_\ast \), is seen to be virtually unchanged from higher to lower redshift, though the uncertainty on this parameter is about 20%. Taken together, these best-fit parameters indicate redshift evolution in the relative frequencies of weaker and stronger absorbers; at higher redshifts, the frequency of weaker absorbers relative to stronger absorbers is higher than at lower redshifts.

### 3.2. Comoving Path Density, \( dN/dX \)

For a given population of absorbers, the observed comoving path density is proportional to the product of the absorber cosmic number density, \( n(z) \), and the absorbing structure physical cross section, \( \sigma(z) \),

\[
\frac{dN(z)}{dX} \equiv N_X(z) = \frac{c}{H_0} n(z) \sigma(z),
\]

(10)

where we hereafter adopt \( N_X(z) \) to designate the measured value of the comoving path density. Examination of \( dN(z)/dX \) provides direct insights into the redshift evolution of the product \( n(z)\sigma(z) \); a nonevolving population of absorbers will have a constant comoving path density as a function of redshift.

Historically, it was the redshift path density, \( dN/dz \), that was employed to measure the cosmic evolution of a population of absorbers, where \( dN/dz \) is defined as the observed number of absorbers with equivalent width \( W_r \) or greater per unit of redshift (e.g., Sargent et al. 1988; Steidel 1990; Misawa et al. 2002; Péroux et al. 2004). The comoving path density is related to \( dN/dz \) through the relation

\[
\frac{dN(z)}{dz} = \frac{dN(z)}{dX} \frac{dX}{dz},
\]

(11)

where the function \( dX/dz \) is defined in Equation (4). Unlike \( dN/dX \), \( dN/dz \) is not a constant for a nonevolving population of absorbers. Thus, we use \( dN/dX \) to characterize the evolution of C IV absorbers rather than \( dN/dz \).

![Figure 6](image_url) Distribution of \( P(K-S) \) values from 1 million realizations of K-S tests comparing C13’s exponential EWD to our observed \( W_r \) values at \( 1.46 \leq z \leq 4.55 \) for \( W_r \geq 0.3 \) Å. The vertical blue dashed line shows \( P(K-S) = 0.0027 \). See text for details.

![Figure 7](image_url) Measured C IV absorber comoving path density \( N_X(z) = dN/dX \) as a function of redshift for the rest-frame equivalent width thresholds of 0.05 (light blue circles), 0.3 (purple squares), and 0.6 (red triangles) Å and associated errors. For comparison, we show \( N_X(z) \) for \( W_r \geq 0.6 \) Å from C13 (black diamonds). Our measured values are presented in Table 4.

We examined the comoving path density as a function of both redshift and equivalent width. In a given redshift range spanning \( z_1 \) to \( z_2 \), the comoving path density and its variance are obtained by summing over all \( N_{abs} \) absorbers in the redshift range whose rest-frame equivalent widths are greater than or equal to \( W_r,lim \). Thus, we measure \( N_X \) as

\[
N_X(W_i) = \sum_{i=1}^{N_{abs}} \frac{1}{\Delta X(W_i)},
\]

\[
\sigma^2_{N_X}(W_i) = \sum_{i=1}^{N_{abs}} \left[ \frac{1}{\Delta X(W_i)} \right]^2,
\]

(12)

where \( \Delta X(W_i) \), as computed using Equation (3), is the total comoving path over which an absorber \( i \) with a rest-frame equivalent width \( W_i \) could be detected at the 3σ significance level accounting for all quasars in the survey.

In applying Equation (12), we resolve the redshift into bins \( (z_1, z_2) \) such that an equal number of absorbers reside in each bin for the minimum equivalent width threshold \( W_r,lim = 0.05 \) Å. We use 10 redshift bins, each of which has \( \sim 130 \) absorbers. These redshift bins are also adopted for the \( W_r,lim = 0.3 \) and 0.6 Å populations. In Figure 7, we present the observed \( N_X(z) \) over the redshift range \( 1.0 \leq z \leq 4.75 \) for three minimum equivalent width thresholds, \( W_r,lim = 0.05, 0.3, \) and 0.6 Å. We list our observed \( N_X(z) \) values in Table 4. For comparison, we also present \( N_X(z) \) values from C13 for \( W_r,lim = 0.6 \) Å for the redshift range \( 1.46 \leq z \leq 4.55 \); our values are consistent with those of C13, which were \( \sim 50\% \) complete at \( W_r \approx 0.6 \) Å.

Examination of Figure 7 clearly shows two types of evolution. First, for all three equivalent width thresholds, the comoving path density decreases with increasing redshift. Second, this evolution is more pronounced as the equivalent
width threshold is increased. The ratio of the \( N_X(z) \) of the \( W_{r,\text{lim}} = 0.05 \, \text{Å} \) sample to that of the \( W_{r,\text{lim}} = 0.6 \, \text{Å} \) sample changes from \( \sim 3.5 \) at \( \langle z \rangle = 1.3 \) to \( \sim 18 \) at \( \langle z \rangle = 4 \).

From Equation (10), we infer that the product of cosmic number density and absorber cross section, \( n(z)\sigma(z) \), increases for all of the populations of absorbers we study at \( 1.0 \leq z \leq 4.75 \), with the increase being more rapid for absorbers with larger \( W_r \). For the absorbers defined by \( W_r \geq 0.05 \, \text{Å} \), a shallow rise in \( N_X(z) \) of a factor of \( \approx 1.8 \) is observed. The comoving path density for \( W_r \geq 0.3 \, \text{Å} \) absorbers rises by a factor of \( \approx 3.3 \) over this period. For absorbers with \( W_r \geq 0.6 \, \text{Å} \), the comoving path density increases by a factor of \( \approx 8.5 \) over this period, which is \( \approx 2.5 \) times the rise for \( W_r \geq 0.3 \, \text{Å} \) absorbers and \( \approx 4.5 \) times the rise for \( W_r \geq 0.05 \, \text{Å} \) absorbers. These results reinforce our finding that the EWD is evolving such that at higher redshifts, there are relatively more weak absorbers to strong absorbers than there are at lower redshifts (see also Figure 5).

To further characterize the incidence of C IV absorbers, we define the measured cosmic mean comoving path density,

\[
\langle N_X \rangle = \frac{c}{H_0} (n\sigma),
\]

as the arithmetic mean of the measured \( N_X(z) \) of an absorber population, weighted by the variance within each redshift bin, in the redshift range \( 1.0 \leq z \leq 4.75 \). In Figure 8, we show \( \langle N_X \rangle \) over the redshift range \( 1.0 \leq z \leq 4.75 \) as a function of \( W_{r,\text{lim}} \). Over this redshift range, we see that the cosmic mean comoving path density decreases as \( W_{r,\text{lim}} \) increases; the mean incidence of the weakest absorbers with \( W_r \geq 0.05 \, \text{Å} \) is almost an order of magnitude higher than the strongest absorbers we studied, with \( W_r \geq 0.7 \, \text{Å} \).

### 3.3. Quantifying Evolution

We aim to further quantify the evolutionary characteristics in \( N_X(z) \), and therefore the product \( n(z)\sigma(z) \), by examining redshift evolution as a function of the minimum equivalent width threshold, \( W_{r,\text{lim}} \). We examine the ratio

\[
\frac{N_X(z)}{\langle N_X \rangle} = \frac{n(z)\sigma(z)}{(n\sigma)} = f(z),
\]

which we can parameterize with an arbitrary function of redshift, \( f(z) \). We considered five equal redshift bins of \( \Delta z = 0.75 \) in the range \( 1.0 \leq z \leq 4.75 \) for absorber populations with \( W_{r,\text{lim}} = 0.05 \) and 0.1–0.7 Å, in steps of 0.1 Å.

Based on the evolution exhibited in Figure 7, we adopted a simple first-order polynomial for \( f(z) \),

\[
f(z) = f_0 - Az,
\]

where \( f_0 = f(z = 0) \) and \( A = -df(z)/dz \) is the slope, which gives the negative of the rate of change.

If we are to equate a physical meaning to the model parameters, we would interpret \( A \) as an “evolution constant” describing the evolution rate of the ratio \( n(z)\sigma(z)/(n\sigma) \) over the redshift range \( 1.0 \leq z \leq 4.75 \). For the zero intercept, \( f_0 = 0 \), we would interpret this as the ratio of the present-epoch \( (z = 0) \) product \( n_0\sigma_0 = n(0)\sigma(0) \) to the measured cosmic mean \( (n\sigma) \). Our model also yields a derived quantity, which is the redshift above which the incidence of absorbers in our survey vanishes, i.e., \( f(z_0) = 0 \), which corresponds to \( z_0 = f_0/A \). We would interpret \( z_0 \) as an “onset redshift,” meaning the redshift at which the absorber population would first appear in the universe. Both \( f_0 \) and \( z_0 \) are based on linear extrapolation of the model, which is fit only in the redshift range \( 1.0 \leq z \leq 4.75 \).

We computed \( f(z) = N_X/\langle N_X \rangle \) in each redshift bin for each \( W_{r,\text{lim}} \) threshold. The results are presented in Figure 9. We performed a least-squares fit using ODR to Equation (15) for each \( W_{r,\text{lim}} \) sample and obtained the best-fit parameters \( f_0 \) and \( A \) and their uncertainties. The fitted functions are superimposed on the data in Figure 9. The fitted parameters and the onset redshift, \( z_0 \), are listed in Table 5. The positive evolution constant indicates that the product \( n(z)\sigma(z) \) is increasing with cosmic time (decreasing with redshift).

Figure 9 shows that the data are well described by a linear evolution with redshift for all populations of absorbers, with the rate of evolution being more rapid for larger \( W_{r,\text{lim}} \). The positive evolution constant for all \( W_{r,\text{lim}} \) indicates that the

---

**Table 4**

| \( \langle z \rangle \) | \( \Delta z \) | \( N_X (z) \) (\( W_r \geq 0.05 \, \text{Å} \)) | \( N_X (z) \) (\( W_r \geq 0.3 \, \text{Å} \)) | \( N_X (z) \) (\( W_r \geq 0.6 \, \text{Å} \)) |
|----------------|-------------|----------------|----------------|----------------|
| 1.338 | 0.594 | 1.97 ± 0.19 | 0.80 ± 0.10 | 0.53 ± 0.08 |
| 1.740 | 0.211 | 2.17 ± 0.21 | 0.76 ± 0.10 | 0.39 ± 0.07 |
| 1.944 | 0.197 | 2.12 ± 0.20 | 0.75 ± 0.10 | 0.36 ± 0.07 |
| 2.131 | 0.177 | 2.11 ± 0.19 | 0.67 ± 0.10 | 0.34 ± 0.07 |
| 2.298 | 0.156 | 2.03 ± 0.18 | 0.61 ± 0.09 | 0.34 ± 0.07 |
| 2.455 | 0.158 | 2.02 ± 0.18 | 0.56 ± 0.09 | 0.19 ± 0.05 |
| 2.636 | 0.204 | 1.77 ± 0.16 | 0.59 ± 0.09 | 0.26 ± 0.06 |
| 2.828 | 0.179 | 2.13 ± 0.19 | 0.55 ± 0.09 | 0.20 ± 0.06 |
| 3.098 | 0.361 | 1.39 ± 0.12 | 0.40 ± 0.06 | 0.11 ± 0.03 |
| 3.995 | 1.432 | 1.23 ± 0.11 | 0.24 ± 0.04 | 0.06 ± 0.02 |

Note:

* The redshift bins, \( \Delta z = z_f - z_i \) with \( \langle z \rangle = (z_f + z_i)/2 \), are defined such that the \( W_{r,\text{lim}} = 0.05 \, \text{Å} \) sample has equal numbers of absorbers in each bin.
product $n(z)\sigma(z)$ is increasing with cosmic time for all populations of CIV absorbers.

In Figure 10(a), we plot the evolution constant as a function of $W_{r,\text{lim}}$. With the progression of cosmic time, the ratio $A = n(z)\sigma(z)/\langle n\sigma \rangle$ increases by a factor of $\sim20\%$ per unit redshift for $W_{r,\text{lim}} = 0.1$ Å, whereas this quantity increases by a factor of $\sim100\%$ per unit redshift for $W_{r,\text{lim}} = 0.7$ Å. Thus, the product $n(z)\sigma(z)$ of the larger $W_r$ absorbers rises much faster than that of the smaller $W_r$ absorbers.

In Figure 10(b), we plot $f_0 = n_0\sigma_0/\langle n\sigma \rangle$ as a function of $W_{r,\text{lim}}$. As the minimum redshift of our survey is $z = 1.0$, the value of $f_0$ has physical meaning only under the assumption that $f(z)$ can be linearly extrapolated to $z = 0$. Assuming linear evolution continues to $z = 0$ (over the last $\approx 7.7$ Gyr of cosmic time), our model would suggest that $n_0\sigma_0/\langle n\sigma \rangle$ is a factor of $\sim 1.6$ for $W_{r,\text{lim}} = 0.05$ Å and increases to $\sim 3.9$ for $W_{r,\text{lim}} = 0.6$ Å. We investigate how well the extrapolations for the $W_{r,\text{lim}} = 0.05$ and 0.6 Å populations hold up against the observed $z < 1$ data from the literature in Section 4.3.

In Figure 10(c), we plot the onset redshift, $z_0 = f_0/A$, as a function of $W_{r,\text{lim}}$. For example, our simple model would suggest that CIV absorbers with $W_{r,\text{lim}} = 0.6$ Å should have a cosmic onset in the approximate redshift range $3.3 \leq z \leq 4.6$. Accounting for uncertainties in the extrapolation to obtain $z_0$, the onset redshifts for $W_{r,\text{lim}} \leq 0.4$ Å populations are above $z = 4.75$, which is greater than the maximum redshift of our survey. Thus, for the $W_{r,\text{lim}} < 0.4$ Å absorber populations, $z_0$ is a valid quantity only under the condition that linear evolution of the absorber populations continues beyond the redshift range of our model fits.

As the $W_{r,\text{lim}}$ of the population is lowered, extrapolation yields onset redshifts that increase such that absorbers with $W_{r,\text{lim}} = 0.3$ Å would not be present above $z \sim 5.4$ and absorbers with $W_{r,\text{lim}} = 0.05$ Å would not be present above $z \sim 8.6$. The uncertainties in these predicted onset redshifts increase with decreasing $W_{r,\text{lim}}$. However, given our simple linear model, allowing for cosmic variance, and considering that we have no a priori expectation for linear evolution to hold for $z > 4.75$, we reserve further judgment as to any predictive features of the linear model. In Section 4.3, we contrast expectations of the model at higher redshifts with the available data in the literature, and in Section 4.6, we compare both the model and the data to cosmological simulations.

As a guide to the behavior of our fitting parameters as a function of $W_{r,\text{lim}}$, we performed least-squares fits to $\langle N_k \rangle$ (see Figure 8), $A$, $f_0$, and $z_0$ (see Figure 10). The convenient functional forms of these parameters are presented in Table 6. Both $\langle N_k \rangle$ and $z_0$ are well fit by a declining power law, whereas $A$ and $f_0$ increase linearly with $W_{r,\text{lim}}$.

### 4. Discussion

This survey has provided a first opportunity to examine the properties of a sizable sample of “weak” ($W_r \lesssim 0.3$ Å) CIV
absorbers over the redshift range $1.0 \leq z \leq 4.75$, which corresponds to a cosmic time from when the universe was $\sim 1.5 \ (z = 4.75)$ to $\sim 6 \ (z = 1.0)$ Gyr old. Thus, we explore the evolutionary behavior of CIV absorption-selected gas structures for an $\sim 4.5$ Gyr period corresponding to $\sim 10\%$ to $\sim 45\%$ of the present age of the universe. With this work, we (1) extend previous measurements of the EWD and $dn/dX$ by an order of magnitude, down to $W_{lim} = 0.05 \, \text{Å}$, and (2) characterize redshift evolution in $dn/dX$ as a function of equivalent width threshold over 3 orders of magnitude in $W_r$.

When analyzing the evolutionary behavior of absorption properties, such as equivalent widths and column densities, it is important to remain mindful that the measured evolution does not necessarily map directly to evolutionary behavior in the physical environments giving rise to the absorption. At different redshifts, absorbers with similar equivalent widths can potentially arise in very different astrophysical environments.

For example, Davé et al. (1999) showed that Ly$\alpha$ absorbers with $W_r \sim 0.2$–0.3 Å arise in gaseous environments at the cosmic mean density at $z \simeq 3$, whereas they arise in environments characterized by an overdensity of $\sim 20$ at $z \simeq 0$. As a result of the redshift evolution of the UVB and corresponding changes in the ionization state of absorbing gas, similar astrophysical environments likely host higher equivalent width CIV absorbers at $z \sim 1$ than at $z \sim 0$ (Narayan et al. 2005).

Given these considerations, the following is an exploration of the global evolution of CIV absorbing properties more than it is of the astrophysical structures hosting absorbers. We will, however, engage in some speculation with regard to astrophysical environments in our discussion. In addition to changing astrophysical environments, absorption strength is also a complex combination of the densities, sizes, kinematics, ionization conditions, and chemical enrichment histories of the gas structures.

### 4.1. C IV Evolution across $1.0 \leq z \leq 4.75$

In a pioneering survey, Sargent et al. (1988) found that the redshift path density, $dn/dz$, of strong ($W_r \geq 0.3 \, \text{Å}$) absorbers increased by a factor of roughly 3 from $z \sim 3.4$ to 1.3. Extending their sample, Steidel (1990) reported this increase to be a factor of roughly 4 at $1.3 \leq z \leq 4$. The trend of increasing redshift path density with cosmic time for strong absorbers was later confirmed by Misawa et al. (2002; 2.3 $\leq z \leq 4.5$) and Péroux et al. (2004; 1.5 $\leq z \leq 4.5$). For $W_r \geq 0.3 \, \text{Å}$, C13 found a factor of $\sim 2.5$ increase in $dn/dX$ from $z = 4.55$ to 2, followed by a plateau at $z = 2$ (they had only $\sim 20\%$ completeness at $W_r = 0.3 \, \text{Å}$). Similar to these previous works, we found that $W_r \geq 0.3 \, \text{Å}$ absorbers increase monotonically by a factor of roughly 3 over this same cosmic period, with no sign of a plateau for $z \lesssim 2$ (we are $\sim 100\%$ complete at $W_r = 0.3 \, \text{Å}$).

As reproduced in Figure 7, C13 found that the $dn/dX$ of $W_r \geq 0.6 \, \text{Å}$ absorbers increases by a factor of roughly 2.5 from $z = 4.55$ to 2 and then is consistent with no evolution or a shallow decline from $z \sim 2$ to 1.5. Our measured $dn/dX$ for $W_{lim} = 0.6 \, \text{Å}$ is consistent with that of C13 in the range $1.6 \leq z \lesssim 3.3$, but it is roughly $\sim 2.5$ times lower for $3.4 \leq z \leq 4.5$. For this population of absorbers, we found that $dn/dX$ increases monotonically and smoothly by a factor of $\sim 8.5$ from $z = 4.75$ to 1.

The new insights into C IV evolution from this work are that CIV absorbers are evolving linearly with redshift over the $\sim 4.5$ Gyr time period from $z = 4.75$ to 1 such that the rate of evolution is dependent on the strength of absorption. The higher the $W_{lim}$ of the absorber population, the steeper the linear increase in $dn/dX$ with decreasing redshift. This quantifiable “differential cosmic evolution” with equivalent width threshold is informing us how the product $n(z)\sigma(z)$ is evolving as a function of the absorbing gas optical depth and velocity profile. We discuss the physical interpretations of the observed evolution in Section 4.5.
4.2. Modeling C IV Evolution

The inverse power-law (asymptotic) decline in \( \langle N_\lambda \rangle \) with increasing \( W_{r,lim} \) suggests that the cosmic mean \( \langle n\sigma \rangle \) across 1.0 \( \leq \) \( z \leq \) 4.75 is smaller for populations of absorbers with progressively higher equivalent widths. In part, this behavior is reflecting the general behavior of the EWD across all redshifts, that smaller \( W_r \) absorbers are more common than larger \( W_r \) absorbers. For a given \( W_{r,lim} \), the linear decline in \( N_X(z)/\langle N_X \rangle \) with redshift is due to evolution in the number density, \( n(z) \); the statistical absorber cross section, \( \sigma(z) \); or some combination of both. The next level of detail in understanding C IV absorber evolution will consist of better understanding the evolution in \( n(z)\sigma(z) \) for each absorber population. The linear model we have formulated can, in principle, be applied to constrain the nature of this evolution.

Consider the evolution of the \( W_{r,lim} = 0.6 \) Å population. From Table 5, which gives \( A \approx 0.9 \), we infer that the dimensionless ratio \( n(z)\sigma(z)/\langle n\sigma \rangle \) decreases by 90% for each unit of redshift. Since \( \langle n\sigma \rangle = (H_0 c) \langle N_X \rangle \), the evolution can be expressed in physical units. For \( W_{r,lim} = 0.6 \) Å, we measured \( \langle N_X \rangle = 0.23 \), which yields \( \langle n\sigma \rangle \approx 0.055 \) kpc\(^{-1}\). Multiplying by the evolution constant, we obtain the physical evolution rate, \( A = \langle n\sigma \rangle A = (0.055) \cdot (0.9) = 0.055 \) kpc\(^{-1}\) per unit redshift.

The physical evolution rate has the potential to provide powerful constraints on the absorber evolution. Adopting the definition \( A = \langle n\sigma \rangle \cdot A = -d[n(z)\sigma(z)]/dz \), we have

\[
A = -n(z) \frac{d\sigma(z)}{dz} - \sigma(z) \frac{dn(z)}{dz}.
\]

Quantifying each term in this equation, \( n(z) \), \( dn(z)/dz \), \( \sigma(z) \), and \( d\sigma(z)/dz \), as a function of \( W_{r,lim} \), would completely specify the statistical evolution of C IV absorbers. This would require extensive modeling, which would draw on a broader set of observational constraints to inform the model. State-of-the-art theoretical simulations hold the key to addressing the physics underlying the evolution in \( n(z) \) and \( \sigma(z) \) and how they manifest the observed evolution of C IV absorbing structures.

4.3. C IV Evolution across \( \sim 12 \) Gyr

In order to construct a broader picture of C IV evolution from the first \( \sim 1 \) Gyr after the big bang (\( z \approx 6 \)) to the present day (\( z = 0 \)) and compare to the simple linear extrapolations of our evolution model, we searched the literature for observations of \( dN/dX \) in the redshifts \( z < 1 \) and \( z > 4.75 \).

There are caveats associated with comparing comoving path densities from the literature. The lower the spectral resolution of a survey, the less sensitivity it has to lower \( W_r \) absorbers and the more rapidly the survey incompleteness grows as \( W_{r,lim} \) is decreased. High-resolution surveys, on the other hand, can be sensitive to much smaller \( W_r \). However, low-resolution surveys often comprise vastly greater numbers of quasar spectra (and therefore total redshift path coverage) than high-resolution surveys. This results in generally smaller uncertainties in the \( dN/dX \) measurements of low-resolution surveys and large enough redshift path length coverage to accurately sample the larger \( W_r \) absorbers, which are rarer due to the exponential drop in the EWD. Because of the typically shorter total redshift path coverage of high-resolution surveys, they can suffer from Poisson noise in the counts of the highest \( W_r \) absorbers.

Furthermore, in higher-resolution spectra, the definition of what constitutes a single C IV absorber can vary from study to study. For instance, D’Odorico et al. (2013) defined absorbers within a \( \Delta v = \pm 50 \) km s\(^{-1}\) velocity window, whereas we used \( \Delta v = \pm 500 \) km s\(^{-1}\). Moreover, some studies use equivalent width as a fundamental measurement to define an absorber population (e.g., Sargent et al. 1988; Steidel 1990), whereas others use column density (e.g., D’Odorico et al. 2013; Burchett et al. 2015; Codoreanu et al. 2018). Finally, how one determines their survey completeness in order to apply redshift path corrections as a function of \( W_{r,lim} \) or column density threshold is central to measuring \( dN/dX \).

From our literature search, we found measurements of \( dN/dX \) that extend to both \( z < 1 \) and \( z > 4.75 \) for only the \( W_r \geq 0.05 \) and 0.6 Å populations. For \( z < 1 \), we found \( W_r \geq 0.05 \) Å measurements from Cooksey et al. (2010) and Burchett et al. (2015) and \( W_r \geq 0.6 \) Å measurements from Cooksey et al. (2010). For \( z > 4.75 \), we obtained \( W_r \geq 0.05 \) Å measurements from Codoreanu et al. (2018)\(^7\) and \( W_r \geq 0.6 \) Å measurements from Simcoe et al. (2011). These data thus provide a comparison over the full redshift range \( z \approx 0-6 \) and enable us to assess the validity of our linear evolution model in the first 0.9-1.5 and last \( \sim 7.7 \) Gyr of cosmic time for these two C IV absorber populations.

For the weak population, the \( W_{r,lim} \) thresholds for the quoted \( dN/dX \) values from Burchett et al. (2015) and Codoreanu et al. (2018) were not precisely equal to 0.05 Å. We first had to convert their column density thresholds to equivalent width thresholds (there is no uncertainty in the conversion due to thermal broadening because the absorption is on the linear part of the curve of growth). We then applied small correction factors to scale their measured \( dN/dX \) to the threshold \( W_{r,lim} = 0.05 \) Å.

For the Burchett et al. (2015) data point at \( z \approx 0 \), the correction factor was taken as the ratio of the areas under their fitted column density distribution (CDD), which was normalized to \( dN/dX \) in the same manner as our EWD (see Equation (7)). The column density corresponding to \( W_{r,lim} = 0.05 \) Å is log \( N = 13.2 \), and the correction factor is 1.21. However, Codoreanu et al. (2018) normalized their CDD to the number of completeness-corrected C IV absorbers instead of \( dN/dX \). Therefore, we used the ratio of the areas under our own measured EWD at 2.5 \( \leq z \leq 4.75 \) (for the best-fit parameters shown in Table 3) for both the Codoreanu et al. (2018) data points at \( z > 4.75 \). The converted \( W_{r,lim} \) from Codoreanu et al. (2018) at \( z \approx 4.8 \) is 0.015 Å, and the correction factor is 0.61; at \( z \approx 5.8 \), the converted \( W_{r,lim} \) is 0.06 Å, and the correction factor is 1.1.

In Figure 11, we present the comoving path density of C IV for \( W_r \geq 0.05 \) Å (\( W_{r,lim} \approx 0.05 \) Å) and \( W_r \geq 0.6 \) Å (\( W_{r,lim} \approx 0.6 \) Å) over the redshift range \( 0 \leq z \leq 6.4 \). Our data (1.0 \( \leq z \leq 4.75 \)) are shown by black points, and our model fits and regions of \( \pm 1 \sigma \) uncertainty are represented by curves and shaded regions, respectively. Absorbers with \( W_{r,lim} \approx 0.05 \) Å are represented by circles, while those with \( W_{r,lim} \approx 0.6 \) Å are squares.

\(^7\) Codoreanu et al. (2018) noted that their own measured values of \( dN/dX \) and \( dN/dv \) roughly agree with the value they estimated from the \( z \geq 5 \) high-resolution sample published by D’Odorico et al. (2013), who did not compute \( dN/dx \) or \( dN/dz \).
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Figure 11. Comparison of our measured $dN/dX$ (black points) over the range $1.0 \leq z \leq 4.75$ with measurements at $z < 1$ (Cooksey et al. 2010; Burchett et al. 2015; C10 and B15, respectively) and $z \geq 5$ (Simcoe et al. 2011; Codoreanu et al. 2018; S11 and C18, respectively). Circles represent $W_r \geq 0.05$ Å and squares represent $W_r \geq 0.6$ Å absorbers. Our linear best-fit models (Equation (15)) are overplotted as a solid blue curve for $W_r \geq 0.05$ Å absorbers and a solid red curve for $W_r \geq 0.6$ Å absorbers. Light shading represents the ±1σ confidence intervals of the fits. Model extrapolations are shown as dashed curves.

4.3.1. The $W_r \geq 0.05$ Å Population

For the absorber population with $W_r \geq 0.05$ Å at $z < 1$, the findings of Cooksey et al. (2010) and Burchett et al. (2015) indicate that $dN/dX$ evolves with redshift such that by $z = 0$, the value of $dN/dX$ increases by a factor of roughly 4.5 over our linear model extrapolation. The quantity $n(z)\sigma(z)$ increases by only $\approx 1.8$ times in 4.5 Gyr (over $1.0 \leq z \leq 4.75$), while in the last $\approx 7.7$ Gyr ($0 \leq z \leq 1$), it increased by about a factor of $\approx 4.5$. Interestingly, this is not a dramatic change in terms of cosmic time, as $n(z)\sigma(z)$ increases at a rate of $\sim 0.4$ kpc$^{-1}$ Gyr$^{-1}$ (from Equation (10)) at $1.0 \leq z \leq 4.75$ and $\sim 0.6$ kpc$^{-1}$ Gyr$^{-1}$ at $z < 1$.

At $z > 4.75$, the $dN/dX$ for $W_r \geq 0.05$ Å measured by Codoreanu et al. (2018) at $5.2 \leq z \leq 6.2$ is consistent within the uncertainties of our model extrapolations. However, there is mild tension between our model and their measured $dN/dX$ for $4.3 \leq z \leq 5.2$. As previously discussed, the correction factor we applied to scale their measured $dN/dX$ was 0.61. If the weak-end slope of the true EWD at $5.2 \leq z \leq 6.2$ is steeper than that at $2.5 \leq z \leq 4.75$ (a trend that would be consistent with the redshift evolution we have inferred for the EWD), then the corrected $dN/dX$ value would be in better agreement with the model extrapolation and consistent with a smooth evolution from $z \sim 3$ to 6. For example, to obtain a corrected $dN/dX \approx 1.0$ to match our model extrapolation, we would require $\alpha$ to evolve from the measured $-0.98$ at $z \sim 3.5$ to $-1.8$ at $z \sim 5$ (yielding a correction factor of 0.29).

Thus, we may infer that linear evolution could remain valid at $z > 4.75$ for $W_{r,lim} \approx 0.05$ Å absorbers if the EWD has a relatively higher frequency of weak absorbers as compared to the average relative frequency over $2.5 \leq z \leq 4.75$ (i.e., with a weak-end slope that is steeper by $\approx 80\%$). Conversely, the data of Codoreanu et al. (2018) may be indicating that CIV absorbing structures are more common than predicted from a linear extrapolation to $z > 4.75$ and that linear evolution of $dN/dX$ with redshift does not continue to higher redshifts. Either way, additional data (or a reanalysis of the current data to ensure a uniform analysis between studies) would be required to resolve the tension between the extrapolated linear evolution and the measurement at $4.3 \leq z \leq 5.2$.

4.3.2. The $W_r \geq 0.6$ Å Population

For the $W_r \geq 0.6$ Å population at $z < 1$, the reported $dN/dX$ of Cooksey et al. (2010) is consistent with our linear evolution model extrapolated to $z = 0$. This indicates that linear evolution with redshift may be sufficient in describing the incidence of strong systems from $z = 4.75$ to zero, a cosmic period covering the last $\approx 12.2$ Gyr of the universe.

For $z > 4.75$, the results are not as clear. The $dN/dX$ values from the survey of Simcoe et al. (2011), as computed and presented by C13, suggest a dramatic rise in strong CIV absorbers in the range $4.3 \leq z \leq 5.3$ (i.e., for a cosmic age of $\sim 1.0$–1.6 Gyr) such that $dN/dX$ is a factor of $\approx 3$ higher at $z \sim 4.3$ than our measured $dN/dX$. The measured value of $dN/dX$ at $5.3 \leq z \leq 6.3$ (i.e., for a cosmic age of $\sim 0.8$–1.0 Gyr) is in complete conflict with the extrapolation of our linear evolution model, as the onset redshift for $W_{r,lim} = 0.6$ Å absorber population is roughly $3 \leq z \leq 5.2$ (pink shaded area in Figure 11), suggesting that we should not observe these higher-redshift absorbers according to our linear model.

4.3.3. Beyond Linear Evolution?

In summary, there are two concrete conclusions that can be drawn from the $z < 1$ data comprising Figure 11. (1) Evolution of the $W_r \geq 0.05$ Å absorber population appears to undergo a transition at $z \approx 1$ such that the quantity $n(z)\sigma(z)$ increases by a factor of 4–5 from $z = 1$ to zero relative to an extrapolation of the linear evolution observed for $1.0 \leq z \leq 4.75$. (2) For $W_r \geq 0.6$ Å, linear evolution appears to hold for $0 \leq z \leq 4.75$, such that the quantity $n(z)\sigma(z)$ increases by a factor of $\approx 10$ over the last 12.2 Gyr.

Interestingly, linear evolution with redshift does not translate to linear evolution with cosmic time. If the evolution in $n(z)\sigma(z)$ is examined per unit time, the rate is actually a fairly constant $\sim 0.4$–0.6 kpc$^{-1}$ Gyr$^{-1}$ for the $W_r \geq 0.05$ Å absorber population over the range $0 \leq z \leq 4.75$. The “turn up” in redshift for $z < 1$ is a consequence of a fairly steady evolution and the compression of the time axis with decreasing redshift (see Figure 11). For the $W_r \geq 0.6$ Å population, the evolution rate is $\sim 1.8$ kpc$^{-1}$ Gyr$^{-1}$ for the 4.5 Gyr spanning 1.0 $\leq z \leq 4.75$ and $\sim 0.14$ kpc$^{-1}$ Gyr$^{-1}$ for the 7.7 Gyr spanning 0 $\leq z \leq 1.0$. Thus, from the standpoint of temporal evolution, the strongest systems evolve most rapidly in the early universe and slower in the recent universe, even though their evolution is linear with redshift.

When comparing our $dN/dX$ values with those at $z > 4.75$ for both weak and strong absorber populations, there is an unexpected upturn in $dN/dX$ at $z \sim 5$, followed by a decline at $z \sim 6$. Our measured $dN/dX$ (and that of C13 from their SDSS survey) shows a smooth and steady decrease with increasing redshift as $z = 5$ is approached, and this trend might be
expected to continue to higher redshifts. Thus, the elevated \(dN/dX\) at \(z \sim 5\) for both weak and strong absorbing structures from the infrared surveys of Simcoe et al. (2011) and Codoreanu et al. (2018) places some tension on our expectations of C IV evolution between the first and second billion years of the universe.

Notably, the Simcoe et al. (2011) measurement at \(4.3 \leq z \leq 5.3\) for \(W_{\text{lim}} = 0.6\) Å is based on only two C IV absorbers, and the \(5.3 \leq z \leq 6.3\) measurement is based on just one absorber. Furthermore, the values reported by Codoreanu et al. (2018) for \(W_{\text{lim}} \approx 0.05\) Å incorporated 30 C IV absorbers for the \(4.3 \leq z \leq 5.2\) measurement and six for the \(5.2 \leq z \leq 6.2\) measurement. However, these 36 absorbers were found in only four quasar spectra. As such, it is not implausible that there may exist some systematic uncertainties, such as cosmic variance, in these high-redshift infrared surveys.

On the other hand, the redshift path coverage of optical surveys declines at \(z > 3\) (see Figure 3), so that in order to reduce the uncertainties in \(dN/dX\), the redshift bin is extended. This has the effect of averaging across a larger redshift range and the loss of “redshift resolution” for \(z \simeq 3–4.75\). This may be blurring our ability to resolve an upward trend in our data in this redshift range.

Alternatively, the infrared data may reflect a true rise in the cosmic incidence of C IV absorbers in a short period of time, only to fall again in a few hundred million years. Though a physical argument for such behavior may be difficult to formulate and may appear to be contrived at face value, it cannot yet be ruled out. For example, such a scenario might require chemical enrichment in both high- and low-overdensity astrophysical environments in such a manner that the different ionization conditions in these different environments constrain both optically thin and optically thick absorbing structures to evolve similarly over the same narrow cosmic time period. Future observational programs to study the high-resolution spectra of a large number of high-redshift quasars would be key for resolving the tension in the measured C IV absorber evolution.

### 4.4. Sizes of C IV Absorbing Structures

To gain further insight into the statistical cross section of C IV absorbers, we estimate the \(\sigma(z)\) of the gas complexes associated with different populations of C IV absorbers from \(N(z) = (c/H_0)n(z)\sigma(z)\) (Equation (10)). For this exercise, we assume that these complexes are the gaseous halos of galaxies, or the CGM. We adopt the standard Holmberg (1975) scaling relation between galaxy luminosity, \(L\), and halo absorbing gas radius, \(R(L) = R_\star(L/L_\star)^{0.3}\), where \(\beta \approx 0.3-0.4\) (e.g., Chen et al. 2001; Kapczynski et al. 2008; Nielsen et al. 2013), and \(R_\star\) is the effective absorbing gas halo radius for an \(L_\star\) galaxy. For a given luminosity, the gaseous halo cross section is \(\sigma(z) = f_\star(z)R^2(L)\), where \(f_\star(z)\) is the covering fraction of the absorbing gas, which may change with redshift (see, e.g., Nielsen et al. 2013).

The cosmic number density of gas structures, \(n(z)\), is given by the observed number density of galaxies, obtained by integrating the galaxy luminosity function. We adopt the fitted Schechter functions of Parsa et al. (2016), who provided the functional parameters \(\alpha(z), L_\star(z),\) and \(\phi(z)\) as fitted functions from observed UV luminosity functions over the redshift range \(0 \leq z \leq 8\). We then integrate the product \(n(z)\sigma(z)\) over luminosity from a minimum luminosity of \(L_{\min}(z) = 0.1L_\star(z)\) to infinity and obtain

\[
R_\star(z) = \left[ \frac{H_0}{\pi c f_\star(z)\phi(z) \Gamma[z(z), I(z)]} \right]^{1/2},
\]

where \(\Gamma(a, b)\) is the upper incomplete gamma function (Abramowitz & Stegun 1972), \(N_\star(z)\) is the measured \(dN/dX\) at redshift \(z\), \(I(z) = L_{\min}(z)/L_\star(z) = 0.1\), and \(x(z) = 2\beta + \alpha(z) + 1\). We assume \(\beta = 0.35\). The choice of \(I(z) = 0.1\) is motivated by the findings of Burchett et al. (2016), who observed that \(z \approx 0\) C IV absorbers with \(W_r \approx 0.05\) Å are found around galaxies with \(M_\star > 10^{9.5} M_\odot\), which corresponds to \(\sim 0.1L_\star\). Though the luminosity corresponding to a given stellar mass is known to evolve with redshift at \(z > 4\) (Behroozi et al. 2019), and also considering that the minimum \(M_\star\), for \(W_r \approx 0.05\) Å C IV absorbers could evolve, at the present time, there are no observational data to further constrain \(I(z)\) in the redshift range of our study.

In Table 7, we present selected rounded values of \(R_\star\) for three redshifts in the range \(1.0 \leq z \leq 4.75\) for three populations, \(W_{\text{lim}} = 0.05, 0.3,\) and \(0.6\) Å. We assume a unity covering fraction, where \(R_\star \propto f_\star(z)^{-1/2}\). For \(W_r \geq 0.05\) Å absorbers, \(R_\star\) ranges from \(\sim 20\) kpc at \(z \approx 4\) to \(\sim 240\) kpc at \(z \approx 2.5\), which holds roughly constant down to \(z \approx 1.3\). For \(W_r \geq 0.3\) Å absorbers, we obtained \(\sim 90\) kpc at \(z \approx 4\) to \(\sim 145\) kpc at \(z \approx 1.3\). And for \(W_r \geq 0.6\) Å absorbers, \(R_\star\) ranges from \(\sim 45\) kpc at \(z \approx 4\) to \(\sim 115\) kpc at \(z \approx 1.3\). The typical uncertainties on \(R_\star\), from propagating errors on \(N_\star(z)\) are on the order of \(\sim 10\% - 20\%\).

Under the assumption that the \(n(z)\) of C IV absorbers is given by the galaxy luminosity function, the exercise indicates that the \(R_\star\) for \(W_r \geq 0.05\) Å absorber structures grows at a rate of \(\sim 35\) kpc in \(\sim 1.5\) Gyr (from \(z = 4\) to \(2.5\)) and then remains constant (within the uncertainties) until \(z \sim 1\). For the \(W_r \geq 0.3\) Å absorbers, \(R_\star\) increases steadily and monotonically by \(\sim 12\) kpc Gyr\(^{-1}\) for the 4.5 Gyr period covered by our survey, while the rate of increase of the \(W_r \geq 0.6\) Å absorbers is \(\sim 16\) kpc Gyr\(^{-1}\). These estimates can be considered lower limits, as \(R_\star\) increases as the inverse square root of the covering fraction.

We did not take into account the possibility of different absorber populations being primarily associated with different types of galaxies; e.g., stronger absorbers associated with brighter galaxies. For example, C13 estimated \(R_\star\) for \(W_r \geq 0.6\) Å absorbers assuming that these absorbers reside only in the halos of galaxies brighter than \(L_{\min} = 0.5L_\star\). They obtained \(R_\star \approx 50\) kpc at \(1.46 \leq z \leq 4.55\) (noting \(\sim 20\% - 60\%\) uncertainties in their calculated galaxy number densities). If we adopt \(L_{\min} = 0.5L_\star\), our estimated \(R_\star\) increases by \(\sim 50\%\) at \(z \approx 1.3\), yielding \(\sim 180\) kpc, and by \(\sim 60\%\) at \(z \approx 4\), yielding \(\sim 80\) kpc. Any differences between our estimate and that of C13 are likely due to the adoption of different luminosity functions and \(L_{\min}\)-
There is a well-established anticorrelation between the strength of C IV absorption and the impact parameter from the host galaxy (Chen et al. 2001; Chen 2012; Bordoloi et al. 2014; Liang & Chen 2014), which is interpreted as the absorption strength decreasing with galactocentric distance. At \( z \approx 2.5 \), Adelberger et al. (2005) and Steidel et al. (2010) found C IV absorption out to \( \sim 100 \) kpc around Lyman break galaxies (LBGs), with the strength of the absorption decreasing with increasing impact parameter. Adelberger et al. (2005) noted that a \( W_r = 0.6 \) Å C IV absorber would have a typical impact parameter of 80–85 kpc. Our estimates of \( R_* \) for the absorber populations defined by \( W_r \gtrsim 0.3 \) and 0.6 Å are in good agreement with these findings. However, the comparison is not direct, as LBGs represent the bright end of the luminosity function and are thus not fully representative of the field galaxy population at the redshifts we study.

The virial radius of a Milky Way–sized galaxy halo is \( \approx 200 \) kpc at \( z = 0 \) (Navarro et al. 2010). Given our estimates for \( R_* \) of 210–240 kpc from \( z \approx 1 \) to 1.3, and since the virial radius of Milky Way–like galaxies is substantially smaller at higher redshift, we may infer that some fraction of the weakest absorbers resides outside the virial radius of galaxies and perhaps even in the IGM. This may also hold true at \( z \approx 0 \), where we estimate \( R_* \approx 450 \) kpc for \( W_r \gtrsim 0.05 \) Å based on the data of Burchett et al. (2015). An understanding of how metals escape hundreds of kiloparsecs from the galaxies wherein they are produced will likely be developed through detailed theoretical modeling with physically accurate feedback prescriptions.

### 4.5. Physical Interpretations

As discussed above, the statistical evolution of C IV absorbers can be understood in terms of the evolution of the product \( n(z)\sigma(z) \). Physically, these quantities evolve due to changes in the column densities of the absorbing clouds and the kinematic and dynamical motions of absorbing gas structures. The monotonic increase in the evolution constant \( A \) with increasing \( W_{\text{lim}} \) suggests that the evolution of absorbing clouds is more rapid for more optically thick and/or kinematically complex absorbers. That is, the rate of increase of the product \( n(z)\sigma(z) \) with time is higher for these absorbers than for optically thin and/or kinematically simple absorbers (which dominate the overall C IV absorber population).

There are two factors that govern the evolution of C IV absorbers. The first is the metal enrichment history of the IGM and CGM, and the second is the nature of the ionization of carbon, which is dependent on both the intensity and spectral energy distribution of the ionizing spectrum local to the absorbing structures and the optical depth of the absorbing structures themselves. We first consider the chemical enrichment history and then the nature of the ionization physics.

Schaye et al. (2003) used pixel statistics obtained from UVES and HIRES data to derive a model of the metallicity distribution ([C/H]) in the IGM and concluded that there was little enrichment across \( 2 \lesssim z \lesssim 4 \), implying that most of the enrichment must have taken place prior to \( z \sim 4 \). Indeed, the C IV mass density, \( \Omega_{\text{CIV}} \), is observed to be effectively unchanging across \( 1.5 \lesssim z \lesssim 4.5 \) (Pettini et al. 2003; Songaila 2005; Scannapieco et al. 2006; Boksenberg & Sargent 2015). Cooksey et al. (2010) combined their \( \Omega_{\text{CIV}} \) measurements at \( z < 1 \) with those at higher redshift and found only a shallow rise in \( \Omega_{\text{CIV}} \) from \( z \sim 5 \) to the present epoch.

Unfortunately, \( \Omega_{\text{CIV}} \) is not an ideal tracer of the total carbon mass density, \( \Omega_{\text{C}} \), because \( \Omega_{\text{CIV}} < \Omega_{\text{C}} \) (Schaye et al. 2003). Furthermore, \( \Omega_{\text{CIV}} \) is dominated by the few highest column density C IV absorbers and is thus sensitive to the range of column densities observed, which can be dependent on the total redshift path covered in a survey. Similarly, \( dN/dX \) is a good statistic for the target ion of a given atomic species, but not for the atomic species itself. In order to obtain a robust count of all of the carbon in the universe, one needs to measure the incidence of neutral carbon, as well as all of its ionized phases (of which C IV is but one). Nonetheless, there is an important difference between \( \Omega_{\text{ion}} \) and \( dN/dX \) for said ion. The \( \Omega_{\text{CIV}} \) is most sensitive to and dominated by the highest column density C IV absorbers, which are the most rare by number. Thus, \( \Omega_{\text{CIV}} \) can be subject to cosmic variance. The \( dN/dX \) is most sensitive to and dominated by the most common or numerous absorbers, which are the weakest ones (as shown by the shape of the EWD). The incidence of these abundant weak absorbers is far less subject to cosmic variance. As such, the two metrics are complementary in the information they provide about absorber populations.

Based on \( \Omega_{\text{CIV}} \) and applying ionization corrections, Simeone (2011) found that \( \Omega_{\text{C}} \) increased by a factor of no more than 2 from \( z \sim 4.3 \) to 2.4, which indicates that there has been a small enrichment of carbon in this time period. This result is consistent with the estimated amount of carbon ejected into the CGM and IGM via supernova feedback.

Given that the cosmic star formation rate density peaked around \( z \sim 2 \) (e.g., Madau & Dickinson 2014), it would seem reasonable that metal enrichment of the IGM and CGM occurred at redshifts much lower than \( z \sim 4 \). Indeed, the period known as “cosmic noon,” defined as the epoch at which galaxies assembled roughly half of their stellar mass, occurred at \( 1.5 \lesssim z \lesssim 3 \) (e.g., Murphy et al. 2011; Behroozi et al. 2013; Feldmann et al. 2016). This epoch also saw the peak in galactic-scale outflows from stellar processes (e.g., Rupke 2018). Large observational programs are currently underway to characterize the CGM, including C IV absorbers, at cosmic noon (e.g., Nielsen et al. 2020). The measured \( dN/dX \) of C IV absorbers exhibits only a slow, steady increase during cosmic noon, which, at face value, does not suggest a substantial rise in the carbon abundance in the CGM and IGM in this period. The slow rise in \( dN/dX \) is, however, consistent with a steady increase in the mean metallicity of the universe from \( z \sim 5 \) to zero (e.g., Rafelski et al. 2012; Lehner et al. 2016; McQuinn 2016; De Cia et al. 2018).

For \( 1.0 \lesssim z \lesssim 4.75 \), it is an open question as to what degree the evolution of the metagalactic ionizing background, both globally and locally to C IV absorbing structures, drives the observed evolution of \( dN/dX \). Of particular interest in this regard is to pose the question of how the UVB may govern the linear evolution of \( n(z)\sigma(z) \) with redshift such that the rate of evolution increases for progressively larger \( W_{\text{lim}} \) populations (recall that we find \( A \propto W_{\text{lim}} \); see Table 6). According to linear evolution, for a given \( W_{\text{lim}} \), the evolution of \( n(z) \) and \( \sigma(z) \) is constrained by Equation (16).

The average global UVB has been known to become harder (increased relative proportion of higher-energy photons) with time (e.g., Faucher-Giguère et al. 2009; Haardt & Madau 2012; Puchwein et al. 2019), allowing the C IV transition to dominate over lower-ionization transitions. Theoretical models have often assumed the UVB is spatially homogeneous and externally imposed (e.g., Oppenheimer et al. 2010; van de Voort et al. 2011; Keating et al. 2016; Rahmati et al. 2016), but
such models have often been unsuccessful in reproducing the observed properties of C IV absorbers at \( z \geq 4 \) (Oppenheimer et al. 2009; Finlator et al. 2016, 2018; Rahmati et al. 2016). High-redshift observational studies have also identified a need for variations in the local ionizing radiation field around absorbers (e.g., D’Odorico et al. 2013; Boksenberg & Sargent 2015; Morrison et al. 2019).

While the reionization of hydrogen produces inhomogeneities in the UVB only at \( z \sim 5 \), helium reionization creates significant spatial variations that persist to \( z \sim 3 \) (e.g., Becker et al. 2011). This is due to the shorter mean free path of He II ionizing photons and the high ionization potential of He II (4 Ryd), which requires highly energetic sources with “hard” spectra, such as quasars (Faucher-Giguère et al. 2008). By the end of He II reionization near \( z \sim 3 \), isolated regions as large as \( \sim 50 \) Mpc, characterized as “He III bubbles,” can have a harder UVB spectral energy distribution relative to the average UVB spectral distribution (Furlanetto 2009; McQuinn et al. 2009).

Since the C \(^{+3} \) and He \(^{+} \) ions have very similar ground-state ionization energies, the fraction of carbon in the C \(^{+3} \) ionization stage will vary in relation to the He II ionization edge opacity, which governs the hardness of the local UVB for energies above 4 Ryd. Worseck et al. (2016) showed that these He III bubbles persist for over \( \sim 600 \) Myr past the end of He II reionization, lasting until at least \( z \sim 2.7 \). These He III bubbles therefore persist into the early period of cosmic noon, when galaxies begin to contribute H I and He II ionizing photons to the UVB (e.g., Haardt & Madau 2012). As cosmic noon is dialing down by \( z = 1.5 \), we see that the behavior of the UVB and its influence on the ionization balance of carbon, and thus the incidence of C IV absorbers, is dramatically evolving in both homogeneity and spectral energy distribution over the redshift range \( 1.0 \leq z \leq 4.75 \).

Given the complexity of the evolution of the UVB, it is remarkable that the \( d\mathcal{N}/dX \) of the C IV absorbers shows a monotonic linear increase with decreasing redshift over the 4.5 Gyr cosmic time covered by our survey. Interestingly, Simcoe (2011) found that C IV and higher-ionization species are more abundant relative to C II and lower-ionization species from \( z = 4.3 \) to 2.4, a result that generally supports a trend in which higher-ionization states are favored at later times (see also Becker et al. 2019). This is consistent with a rise in the incidence of C IV absorbers with cosmic time.

Our results for the onset redshift \( z_{0} \) suggest that the population dominated by weak absorbers, i.e., \( W_{\text{R,lim}} = 0.05 \) Å, would be present as soon as \( z \sim 8 \) (when the universe was \( \sim 600 \) Myr old), whereas absorbers with \( W_{\text{R,lim}} = 0.6 \) Å would appear no earlier than \( z \sim 4 \) (when the universe was about 1.8 Gyr old). This would imply that optically thin C IV clouds came into existence in the midst of the epoch of H I reionization (e.g., Gnedin & Ostriker 1997; Gnedin 2000; Barkana & Loeb 2001), whereas optically thick and/or kinematically complex clouds arose following the completion of this epoch (e.g., Bolton & Haehnelt 2007; Robertson et al. 2013). Establishing the redshifts at which C IV absorbers first arise would provide insights into the origins of cosmic carbon enrichment, the early mechanisms by which metals are distributed into the IGM and CGM, and details of the transmission and spectral shape of the ionizing radiation field during the epoch of H I reionization (e.g., Becker et al. 2015; Finlator et al. 2015).

Whether the origins and physical processes affecting the weakest absorbers are distinct from those of the strongest absorbers is an open question. Though some studies find evidence to relate C IV to galactic winds (e.g., Fox et al. 2007; Steidel et al. 2010), strong Mg II is likely a better tracer of such outflows, as their evolution mimics the star formation and stellar-driven outflow activity of the universe (e.g., Ménard et al. 2011; Matejek & Simcoe 2012; Zha & Ménard 2013; Chen et al. 2015). Songaila (2006) pointed out that very weak C IV absorbers would require unreasonably large outflow velocities if they were associated with galactic outflows. Alternatively, they argue that these weak absorbers could be ionized by active galactic nucleus (AGN) spectra, rather than by local galaxies or the global UVB.

However, if local AGN were indeed the primary culprits behind the incidence of weak C IV absorbers, then we would expect the \( dN/dX \) for weak absorbers does not peak around \( z \sim 2 \), nor does it decline at later times that would mirror the observed AGN luminosity function or cosmic black hole accretion rate (e.g., Shankar et al. 2009; Kulkarni et al. 2019; Shen et al. 2020). On the contrary, the \( dN/dX \) for weak absorbers rises rapidly with decreasing redshift only below \( z = 1 \), well after the epoch of peak AGN activity. This is also further evidence against outflows being the source of weak C IV, since star formation activity peaks around \( z \sim 2 \). At the very least, we would expect a relatively more rapid increase in C IV \( dN/dX \) from higher redshifts to \( z \sim 2 \) if outflows were the source of C IV.

4.6. Theoretical Explorations

To augment our theoretical understanding of the observed characteristics and evolution of C IV at high redshift, we compared our observations to the predictions of the TD cosmological radiation hydrodynamic simulations (Finlator et al. 2018). The TD simulations model galaxy growth and the baryon cycle while self-consistently modeling an evolving multifrequency, spatially inhomogeneous UVB. Though the TD simulations accurately reproduce observations of the galaxy stellar mass function, the comoving path density of C II and Si IV absorbers, and the mean transmission in the Ly \( \alpha \) forest, at \( z \geq 5 \), they underproduce the \( dN/dX \) of strong C IV absorbers (Finlator et al. 2018, 2020; Doughty & Finlator 2019). Similar results have been reported for the EAGLE simulations (Rahmati et al. 2016).

Though Finlator et al. (2020) showed that this under-abundance of C IV absorbers could be evidence for density-bounded ionizing escape, this interpretation is not unique in that it is degenerate with the possibility that the intrinsic stellar emission is too “soft” (deficient in C IV ionizing photons; see Zackrisson et al. 2013). Either way, the cosmic epoch of \( z \geq 5 \) is complicated to simulate, as it covers the immediate aftermath of H I reionization and the earliest stages of He II reionization. Previous comparisons of C IV observations to the TD simulations have been restricted to \( z \geq 5 \) and focused on column densities (Finlator et al. 2018, 2020). Prior to these works, it was shown that predictions from a simulation subtending a much smaller cosmological volume (15.625 \( \times \)) overproduced weak absorbers (log \( N < 14 \)) at \( z = 1.6–3.6 \) (see Figure 7 of Finlator et al. 2015). The significance of this result was limited both by the potentially large cosmic variance uncertainty and by its focus on column densities rather than on equivalent widths because the latter are much easier to measure in a consistent manner. Here, with our improved observational
constraints on the EWD and $dN/dX$ of C IV for $z < 5$, we investigate whether the TD simulations reproduce observed C IV statistics at the slightly lower redshift range $z = 3–5$, under the assumption of ionization-bounded escape.

We generated a sample of C IV absorbers from the TD simulations at $z = 3.0, 3.5, 4.0, 4.5$, and $5.0$. The TD spectra and C IV absorption lines were generated as described in Finlator et al. (2018) using instrumental parameters (resolution, pixel sizes, and pixels per resolution element) consistent with the HIRES and UVES spectrographs. The S/N of the spectra was fixed at 35 pixel$^{-1}$, which ensures that the TD spectra are 100% complete to a 5σ detection threshold of $W_r = 0.05$ Å. To ensure that both the absorber incidence and EWDs are consistent with our survey, we define a single absorber in the TD spectra to include all absorption components within a ±500 km s$^{-1}$ window (see Section 2.3). The TD-simulated C IV absorber catalogs contain a total of ∼10,000 absorbers with $W_r \geq 0.05$ Å.

In Figure 12(a), we compare our observed EWD at $3 \leq z \leq 4$ to the EWDs from TD at $z = 3.0, 3.5$, and $4.0$. We limited the comparison for the EWD to this redshift range because (1) we have robust statistics in this range of our survey, and (2) we aim to examine a regime cleanly segregated from $z \geq 5$. The TD EWD was computed from the simulated C IV absorber catalog using methods identical to those we applied to our observational data (see Section 3.1).

For a statistical comparison between our observed EWD and the simulated EWDs, we perform Monte Carlo realizations similar to those described in Section 3.1. We draw a random sample of $W_r$ values from the simulated TD catalogs at $3 \leq z \leq 4$ with the same number of absorbers as in our observed sample. In this redshift range, we have 193 absorbers with $W_r \geq 0.05$ Å and 56 absorbers with $W_r \geq 0.3$ Å. We then perform a K-S test comparing the randomly drawn sample with our observed Schechter probability distribution function and conduct 1 million realizations of this experiment. These realizations were performed for both $W_r \geq 0.05$ and 0.3 Å absorbers from TD.

Figure 12. (a) Our observed EWD data points, with best-fit Schechter function parameterization represented by a dashed black curve, at $3 \leq z \leq 4$, compared to the TD simulations at $z = 3, 3.5$, and 4 (represented by colored shading). (b) Our observed $dN/dX$ (data points and error bars), compared to the TD simulations at $z \geq 3$ (opaque bands). Our linear best-fit evolution models (Equation (15)) are overplotted with blue, purple, and red dashed lines for $W_r \geq 0.05, 0.3$, and 0.6 Å absorbers, respectively, with light shading depicting the ±1σ confidence intervals for those fits. (c) The $dN/dX$ as a function of redshift for different $W_r$ bins in the TD simulations. The dashed lines show the linear best-fit models for each absorber species in the simulations.

The distributions of $P(K-S)$ values from these realizations presented in Figure 13. We adopt $P(K-S) \leq 0.0027$, or a 99.73% confidence level corresponding to a 3σ significance, as the criterion for ruling out the null hypothesis. For $W_r \geq 0.05$ Å absorbers, we obtained $P(K-S) \leq 0.0027$ for 26% of the realizations; for $W_r \geq 0.3$ Å absorbers, we obtained $P(K-S) \leq 0.0027$ for 32% of the realization. These results imply the null hypothesis that the simulated $W_r$ values are drawn from the Schechter function describing that the observed data cannot be ruled out at the ∼74% confidence level for $W_r \geq 0.05$ Å and the ∼68% confidence level for $W_r \geq 0.3$ Å. Neither of these confidence levels is high enough to reject the null hypothesis.

Our tests show that the majority of the realizations are statistically indistinguishable from the realization of the observed data. The degree of agreement between the TD.

---

8 The reason we compare to the observed probability distribution function and not the observed data is that the raw data are not completeness-corrected, whereas the Schechter function is fit to the completeness-corrected data.

---

Figure 13. Distribution of $P(K-S)$ values from 1 million realizations of K-S tests comparing simulated $W_r$ values from TD to our observed Schechter function at $3 \leq z \leq 4$ for $W_r \geq 0.05$ Å absorbers (blue) and $W_r \geq 0.3$ Å absorbers (red). The vertical black dashed line shows $P(K-S) = 0.0027$. See text for details.

The distributions of $P(K-S)$ values from these realizations are presented in Figure 13. We adopt $P(K-S) \leq 0.0027$, or a 99.73% confidence level corresponding to a 3σ significance, as the criterion for ruling out the null hypothesis. For $W_r \geq 0.05$ Å absorbers, we obtained $P(K-S) \leq 0.0027$ for 26% of the realizations; for $W_r \geq 0.3$ Å absorbers, we obtained $P(K-S) \leq 0.0027$ for 32% of the realization. These results imply the null hypothesis that the simulated $W_r$ values are drawn from the Schechter function describing that the observed data cannot be ruled out at the ∼74% confidence level for $W_r \geq 0.05$ Å and the ∼68% confidence level for $W_r \geq 0.3$ Å. Neither of these confidence levels is high enough to reject the null hypothesis.

Our tests show that the majority of the realizations are statistically indistinguishable from the realization of the observed data. The degree of agreement between the TD.
predictions and the observed C IV absorber statistics at $z = 3-4$ is encouraging with regard to the physical modeling. The equivalent width range of $0.4 \, \text{Å} \lesssim W_r \lesssim 0.8 \, \text{Å}$ is where TD is most successful at reproducing the frequency of C IV absorbers. At the strong end, simulations underproduce absorbers with $W_r \sim 1 \, \text{Å}$ by roughly a factor of 4. Moreover, they entirely fail to produce stronger absorbers with $W_r > 1.1 \, \text{Å}$. Our unprecedented dynamic range in $W_r$ now reveals that the problem is not a simple offset in normalization. In qualitative consistency with Finlator et al. (2015), weak absorbers with $W_r \lesssim 0.4 \, \text{Å}$ are overproduced by TD by a factor that increases from $\sim 2$ for $W_r \lesssim 0.3 \, \text{Å}$ to $\sim 3$ for $W_r \lesssim 0.15 \, \text{Å}$. The higher frequency of $W_r \lesssim 0.3 \, \text{Å}$ absorbers in TD relative to observations suggests that the solution to the C IV mismatch may not be as simple as uniformly boosting the overall carbon yield or hardening the UVB.

In Figure 12(b), we compare the $3 \lesssim z \lesssim 5$ observed comoving path densities, $dn/dX$, with the TD $dn/dX$ predictions. The data points show the observational measurements for $W_r \geq 0.05 \, \text{Å}$, 0.3, and 0.6 Å. The dashed lines and shaded regions show our best-fit linear evolution models and uncertainties (see Section 3.3). The opaque bands show the predicted $dn/dX$ from the TD C IV absorber catalog, where the thickness reflects the Poisson uncertainties. These values and their uncertainties were computed using identical methods to those we applied to the observational data (see Section 3.2). At $3 \lesssim z \lesssim 5$, the behavior of $dn/dX$ as predicted by TD is more or less consistent with the uncertainties in the data for $W_r \geq 0.3$ and 0.6 Å absorbers, though there is an overabundance of $W_r \geq 0.3 \, \text{Å}$ absorbers at $z = 3$. On the other hand, TD overpredicts the $dn/dX$ of $W_r \geq 0.05 \, \text{Å}$ absorbers across the full range of $z = 3-5$, with the discrepancy increasing up to a factor of roughly 3 by $z = 3$. Interestingly, the redshift evolution of the TD C IV absorbers is such that the $dn/dX$ for a given $W_{\text{lim}}$ declines toward higher redshifts in a qualitatively similar manner as the observations. To quantify this behavior, we examined whether a model of linear decrease in $dn/dX$ with increasing redshift describes the evolution in the simulated catalogs, as it did for our observations in Section 3.3.

In Figure 12(c), we show that the $dn/dX$ of different species of absorbers defined by progressively increasing $W_{\text{lim}}$ all decrease linearly with increasing redshift, with the rate of this evolution (represented by the slope of each best-fit line) increasing toward lower $W_{\text{lim}}$. Though the linear fits to the simulated data were performed over a smaller redshift range than the observed data, they agree with the qualitative outcomes that (1) the comoving path density of C IV absorbers increases with cosmic time, and (2) the evolution is progressively more rapid as the optical depth and/or kinematic complexity of the C IV gas clouds increases.

Using the ILLUSTRIS simulations (Bird et al. 2014; Genel et al. 2014; Vogelsberger et al. 2014; Nelson et al. 2015), Bird et al. (2016) conducted similar comparisons between simulated and observed C IV statistics. They examined the observed EWD and $dn/dX$ of $W_r \geq 0.3 \, \text{Å}$ absorbers at $2 \leq z \leq 4$ from C13. While their simulations reproduce the observed abundance of $W_r \geq 0.3 \, \text{Å}$ absorbers from C13 fairly well, they underproduce the abundance for $W_r \geq 0.6 \, \text{Å}$, with up to an order of magnitude mismatch for $W_r \sim 1 \, \text{Å}$. This result is commensurate with the underprediction of strong C IV absorbers at higher redshifts in TD (Finlator et al. 2018, 2020) and other simulations (e.g., Keating et al. 2016; Rahmati et al. 2016).

4.6.1. Discussion of TD Results

Given the results of the TD simulations, we are prompted to ask two generalized questions. (1) Even though the incidence of the strongest C IV absorbers is underpredicted by TD at $z < 5$, why do TD predictions better match the observed incidence of strong absorbers at $z < 5$ than at $z > 5$? (2) Why does TD dramatically overproduce weak absorbers at $z < 5$?

One reason TD may underproduce the strongest absorbers is that rare, massive galaxies and their associated absorbers are missing from the TD simulation volume ($3375 \, h^{-3} \, \text{Mpc}^3$), which may contribute to very few strong C IV absorbers with $W_r > 1 \, \text{Å}$ in the simulations. Additionally, in the real universe, there are hard UVB fluctuations owing to quasars, which have a space density of $\sim 10^{-6} \, \text{Mpc}^{-3}$. The simulations only sublent a fraction of that volume, so TD has neither the quasars nor the hard UVB fluctuations; it is difficult to speculate about the influence of those large-scale UVB fluctuations on the incidence rate of the strongest C IV absorbers. On the other hand, one possibility for why the simulated abundances of stronger systems better match the observations at $z < 5$ is that a reduction in spatial fluctuations in the simulated UVB as the epoch of H I reionization reaches completion and He II reionization advances may result in higher incidences of stronger C IV absorbers in the simulations. Further work would be required to examine this supposition.

It is more difficult to understand the predicted over-abundance of the weaker C IV absorbers. The simulations resolve dark matter halos down to $10^8 \, M_\odot$ with at least 100 particles, which Finlator et al. (2020) showed is enough to be resolution-convergent for column densities of $10^{12} \, \text{cm}^{-2}$, corresponding to $W_r = 0.004 \, \text{Å}$. Thus, TD is resolution-convergent to an order of magnitude lower than the minimum $W_r$ studied in this paper.

With regard to the ionization conditions affecting the weakest absorbers, we note that TD yields a UVB mean intensity at $z < 5$ that is weaker than what is observed (Hassan et al. 2020). Though a higher mean intensity would improve the slight discrepancy of TD with the observed mean transmission in the Lyα forest (Finlator et al. 2018), it would further increase the incidence of weak C IV.

Alternatively, the overprediction of weak C IV by TD may indicate problems with the feedback model, in that the simulated outflows could eject too many metals or expel them too far from galaxies. If outflows eject metals too far from galaxies, then we might expect too little power in the velocity clustering function of weak C IV absorbers in TD (see Finlator et al. 2018, 2020). If outflows remove too much (or not enough) gas from low-mass galaxies, then we would expect the UV luminosity function and/or stellar mass function to depart from observations at the faint end. Again, further work would be required to examine this supposition.

Finally, because the simulations are quite successful at reproducing the observed linear redshift evolution of C IV absorbers from $z = 5$ to 3, the TD predictions place further tension on the apparent observed “bump” in the $dn/dX$ at $z \lesssim 5$ (Simcoe et al. 2011; Codoreanu et al. 2018; see Figure 11). A theoretical physical mechanism for such cosmically brief enhancement is difficult to understand.
5. Conclusion

We conducted a survey of archival high-resolution Keck/HIRES and VLT/UVES spectra (~6.6 km s\(^{-1}\)) of 369 quasars spanning the range of emission redshifts 1.1 \(\leq z_{\text{em}} \leq 5.3\). The high survey sensitivity allowed us to characterize, for the first time, the distribution and evolution of the weakest CIV absorption systems with \(W_r < 0.3\) Å, as well as stronger absorbers with \(W_r \geq 0.3\) Å. Using automated CIV doublet detection combined with visual inspections to verify each candidate CIV absorber, we measured the equivalent widths of the absorbers and quantified the detection thresholds, redshift path lengths, and completeness limits of our survey. We find that we are \(\sim 50\%\) complete at \(W_r = 0.05\) Å and limit our scientific analysis to absorbers with equivalent widths above this threshold; our survey is \(\sim 100\%\) complete to absorbers with \(W_r \geq 0.3\) Å.

Over a total comoving redshift path of \(\Delta z \approx 803\), we detected 1268 CIV absorbers with \(W_r \geq 0.05\) Å, within the redshift range \(1.0 \leq z \leq 4.75\). This corresponds to a cosmic age from \(-1.5\) (\(z = 4.75\)) to \(-6\) (\(z = 1.0\)) Gyr, a roughly \(\sim 4.5\) Gyr period from when the universe was \(\sim 10\%\) to \(\sim 45\%\) of its present age. Using data from the literature, we extended our study to cover the redshift range \(0 \leq z \leq 6.4\). We then compared our observational results to theoretical predictions from hydrodynamic cosmological simulations.

1. The EWD of CIV is well fit by a Schechter function (see Figure 5), with a power-law slope of \(\alpha \approx -0.9\) and a characteristic equivalent width of \(W_\star \approx 0.5\) Å. In the range \(1.0 \leq z \leq 4.75\), the EWD evolves from \(z < 2.5\) to \(z \geq 2.5\) such that \(\alpha\) increases by \(\sim 7\%\) and \(W_\star\) decreases by \(\sim 20\%\). This suggests that the cosmic incidence of weaker CIV absorbers relative to stronger CIV absorbers increases toward higher redshift.

2. The comoving redshift path density, \(dN/dX\), increases with cosmic time (decreases with redshift), with the rate of the increase being larger as the population is limited to progressively higher \(W_r\) absorbers (see Figure 7). From \(z = 4.75\) to 1, \(dN/dX\) rises by a factor of \(\sim 1.8\) for \(W_r \geq 0.05\) Å absorbers, \(\sim 3.3\) for \(W_r \geq 0.3\) Å absorbers, and \(\sim 8.5\) for \(W_r \geq 0.6\) Å absorbers.

3. The evolution of \(dN/dX\) is well described by a linear model. We successfully parameterize the linear evolution as a function of the minimum \(W_r\) of a population, \(W_{r,\text{lim}}\), using three parameters (see Section 3.3): \(<N_{\Lambda}\>\), the cosmic mean of \(dN/dX\); \(A\), the evolution constant; and \(\beta\), the extrapolated value of \(dN/dX\) at \(z = 0\). An additional parameter is \(\chi_0\), the onset redshift. The model fits yield a quantitatively picture of linear CIV absorption in which populations with progressively higher \(W_{r,\text{lim}}\) evolve faster and have smaller cosmic mean incidence. Simple extrapolation of the model yields the expectation that populations with progressively higher \(W_{r,\text{lim}}\) might make their first appearance in the universe at later times than populations defined by lower \(W_{r,\text{lim}}\).

4. For absorbers with \(W_r \geq 0.05\) and \(0.6\) Å, we extended our \(dN/dX\) measurements for \(1.0 \leq z \leq 4.75\) with those from the literature for \(z < 1\) and \(z > 4.75\), thus examining CIV evolution across \(0 \leq z \leq 6.4\) (see Figure 11). For \(z \leq 1\), the evolution remains consistent with our linear model for \(W_r \geq 0.6\) Å absorbers. However, for \(W_r \geq 0.05\) Å absorbers, the evolution rapidly increases relative to the linear extrapolation. For \(z > 4.75\), both populations of absorbers have higher \(dN/dX\) than what would be expected based on extrapolation of linear evolution. It is not clear if this is due to small number statistics in the high-redshift measurements or if there is an increase in CIV absorbing structures over a brief \(\sim 0.5\) Gyr period around \(z \approx 5\). We argue that it is difficult to understand such rapid evolution at that epoch.

5. Assuming the gas structures hosting CIV absorbers are the halos of galaxies, we estimate the CIV absorbing halo radius, \(R_\star\), for an \(L_\star\) galaxy. For \(W_r \geq 0.05\) Å absorbers, \(R_\star\) grows from \(\sim 205\) kpc at \(z \approx 4\) to \(\sim 240\) kpc at \(z \approx 2.5\), becoming relatively constant until \(z \approx 1\). For \(W_r \geq 0.6\) Å absorbers, \(R_\star\) grows from \(\sim 45\) kpc at \(z \approx 4\) to \(\sim 115\) kpc at \(z \approx 1.3\). The large halo sizes for the weakest absorbers would suggest that they could be found in the outer extremes of the CGM and that some fraction may even reside in the IGM.

6. A \(3 \leq z \leq 5\) mock survey of CIV absorbers using the TD simulations of Finlator et al. (2018) indicates that the simulations match the observed EWD and \(dN/dX\) of CIV absorbers more accurately in this redshift range than they do at \(z > 5\) (see Finlator et al. 2020). Furthermore, consistent with our linear evolution model, the simulations yield CIV absorber populations for which \(dN/dX\) decreases linearly with increasing redshift and the rate of evolution increases as \(W_{r,\text{lim}}\) is increased. The major discrepancy between our observations and the simulations at \(z < 5\) is the overabundance of weak absorbers with \(W_r \leq 0.3\) Å, implying the need for modifications to the simulated UVB and/or the feedback model.

We discussed the observed CIV evolution in terms of a changing metal content and metagalactic UVB of the universe. Whatever the details of the physical mechanisms manifesting the observed evolution may be, we can still infer that the rise in cosmic incidence of all populations of CIV absorbers implies that the structures they trace become increasingly more common with cosmic time due to higher cosmic number density and/or larger physical size (physical cross section).

Our estimates of the sizes of the gas structures that comprise CIV absorbers would suggest that, though the very strongest CIV absorbers reside well within the virial radii of galaxies, CIV absorbing gas clouds with \(W_r \leq 0.3\) Å likely persist out to the extreme limits of the CGM and may bridge the interface with the IGM. The weakest absorbing clouds could possibly even reside in the IGM, perhaps in the gaseous filamentary structures that interconnect galaxies. We wish to explore this in future work, as well as the evolution in the kinematics of CIV.
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