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Abstract. The business objectives of recommenders, such as increasing sales, are aligned with the causal effect of recommendations. Previous recommenders targeting for the causal effect employ the inverse propensity scoring (IPS) in causal inference. However, IPS is prone to suffer from high variance. The matching estimator is another representative method in causal inference field. It does not use propensity and hence free from the above variance problem. In this work, we unify traditional neighborhood recommendation methods with the matching estimator, and develop robust ranking methods for the causal effect of recommendations. Our experiments demonstrate that the proposed methods outperform various baselines in ranking metrics for the causal effect. The results suggest that the proposed methods can achieve more sales and user engagement than previous recommenders.
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1 Introduction

Recommender systems have been used in various services to improve sales and user engagement [14]. For these purposes, it is essential to increase users’ positive interactions, such as purchases and views. If recommended items are purchased or viewed, the recommendations are typically considered to be successful. However, the recommended items might have been interacted even without the recommendations. In this case, the user interactions are not caused by the recommendations. For example, if a user is an enthusiastic fan of a movie director,

![Fig. 1. A figure to illustrate the causal effect of recommendations. Recommending Item B results in increase of user interactions, hence it has positive causal effect.](image-url)
the user would watch a new movie of the director whether it is recommended or not. Sharma et al. [42] analyzed the browsing logs of an e-commerce site and revealed that at least 75% of recommended visits would likely occur in the absence of the recommendations. To improve sales and user engagement, it is important to generate recommendations that truly increase user interactions.

Such an increase produced purely by recommendation is called causal effect. Fig. 1 illustrates the causal effect of recommendation. It is the difference of user interactions in two cases: if recommended and if not recommended. The challenge for ranking items by the causal effect is that we cannot directly measure the causal effect since an item is either recommended or not for a specific user. Such unobservable nature is a fundamental problem of causal inference [12] and various methods have been developed to address the problem [13, 11].

Few works targeting recommendation causal effect exist [43, 37, 38, 39], and it is largely an unexplored area of research. Among them, a recent work [39] employed IPS method [26] in causal inference field, and developed unbiased learning-to-rank methods. However, the IPS has been known to suffer from high variance due to small propensities [44, 48, 34]. Although the previous work [39] mitigates the variance by propensity capping, it incurs bias and affects the recommendation performance. The matching estimator [43] is another representative method in causal inference. It does not rely on propensities and enables a stable estimate of causal effect under various conditions of propensities. Despite the potential advantage, there have been no attempts to apply the matching estimator for the causal effect of recommendations.

In this work, we explore the matching estimator approach to rank items by the causal effect of recommendations. Matching estimators estimate causal effect by comparing observed outcomes for treated/untreated persons to those of similar persons in untreated/treated group. Leveraging person similarity is analogous to traditional neighborhood recommendation methods. We unify neighborhood recommendation methods with the matching estimator, and construct estimators of the causal effect for each user-item pair. To obtain item rankings robust to randomness of user behaviors, we further improve the estimators by 1) mixing own and neighbor observations and 2) introducing a shrinkage hyper-parameter to adjust outcome estimates depending on computed neighborhood size. We experimentally compare our methods with various baselines including recent IPS-based methods. The results demonstrate the effectiveness of our methods for ranking items by the causal effect. Such ranking can lead to increase of sales and user engagement, and have a practical benefit for businesses.

2 Related Work

Collaborative filtering forms the basis of recommender systems. It can be grouped into the two general classes: neighborhood and model-based methods [28, 22]. Among model-based methods, matrix factorization models have been most popular [23, 19] and recently neural network models are gaining popularity [50]. Neighborhood methods have been used since the dawn of recommender sys-
tems \[41,36\]. They are still competitive to recent neural model-based methods \[7\], especially in session-based recommendation \[25\]. In this work, we extend neighborhood methods for the causal effect of recommendations.

Early work of recommendation for the causal effect proposed a two-stage purchase prediction model comprising awareness and satisfaction \[4\], similar to recent exposure modeling \[24\]. They assumed that recommendations make users aware of the items. Later work \[37\] incorporated user- and item-dependent responsiveness to recommendations. Both methods predict purchase probabilities with and without recommendations and rank items by the difference of these probabilities. Another strategy is to directly optimize ranking models for the causal effect \[38,39\]. ULRMF and ULBPR \[38\] are heuristic pointwise and pairwise learning methods inspired by the label transformation \[15,21\] in uplift modeling \[31,8\]. Very recent work \[39\] proposed DLCE, an IPS-based unbiased learning-to-rank method for the causal effect.

The IPS has been gaining popularity in counterfactual learning \[16,30\]. It has been applied to address missing not at random recommender feedback \[40,35\], position bias in information retrieval \[49,17,2\], and selection bias in bandit feedback \[6,51\]. Domain adaptation is another counterfactual learning method \[18\] that are applied for recommenders \[5\]. To the best of our knowledge, matching estimator has not been applied for recommenders or information retrieval.

3 Preliminaries

3.1 Matching Estimator for Causal Inference

Let \( Y^T_n \) and \( Y^C_n \) be the potential outcomes \[33\] of subject \( n \) under treatment and control conditions, respectively. In medicine, for example, a subject is a patient, an outcome is recovery from disease, and treatment is to take a specific drug. Let \( Z_n \) be the indicator of treatment (\( Z_n = 1 \) if treated and \( Z_n = 0 \) if not treated). Observed outcome is expressed as: \( Y_n = Z_n Y^T_n + (1 - Z_n) Y^C_n \). Note that \( Y_n = Y^T_n \) if \( Z_n = 1 \) and \( Y_n = Y^C_n \) if \( Z_n = 0 \). The causal effect \( \tau_n \) is defined as the difference between the potential outcomes: \( \tau_n = Y^T_n - Y^C_n \). However, \( \tau_n \) can not be obtained since either \( Y^T_n \) or \( Y^C_n \) is observed for each subject. Matching estimator \[43\] estimates unobserved potential outcomes from the observed outcomes of the closest subjects.

\[
\hat{Y}^T_n = \frac{1}{|M^T(n)|} \sum_{m \in M^T(n)} Z_m Y_m, \quad \hat{Y}^C_n = \frac{1}{|M^C(n)|} \sum_{m \in M^C(n)} (1 - Z_m) Y_m, \quad (1)
\]

where \( M^T(n) \) and \( M^C(n) \) are sets of matched subjects under treatment and control conditions. Matched samples are typically chosen by similarity of subjects’ covariates, e.g., demographics or previous medical histories. The causal effect \( \tau_n \) is estimated as,

\[
\hat{\tau}_n = Z_n \left( Y_n - \hat{Y}^C_n \right) + (1 - Z_n) \left( \hat{Y}^T_n - Y_n \right)
= Z_n \left( Y^T_n - \hat{Y}^C_n \right) + (1 - Z_n) \left( \hat{Y}^T_n - Y^C_n \right). \quad (2)
\]
In the field of causal inference, we are mostly interested in the average treatment effect (ATE) or the average treatment effect on the treated (ATT), hence we take average of the above estimate over the set of subjects $S$ or the set of treated subjects $S_T$,

$$\bar{\tau}_{ATE} = \frac{1}{|S|} \sum_{n \in S} \hat{\tau}_n, \quad \bar{\tau}_{ATT} = \frac{1}{|S_T|} \sum_{n \in S_T} \hat{\tau}_n. \quad (3)$$

The higher the value, the treatment is considered to be more effective.

### 3.2 Neighborhood Method for Recommender System

Neighborhood methods are divided into user-based neighborhood (UBN) and item-based neighborhood (IBN) methods. Let $U$ and $I$ be sets of users and items, respectively, and $u, v \in U$ and $i, j \in I$. The predictions of UBN and IBN are expressed as follows.

$$\hat{Y}_{UBN}^{ui} = \frac{\sum_{v \in N(u)} w_{uv} Y_{vi}}{\sum_{v \in N(u)} w_{uv}}, \quad \hat{Y}_{IBN}^{ui} = \frac{\sum_{j \in N(i)} w_{ij} Y_{uj}}{\sum_{j \in N(i)} w_{ij}}, \quad (4)$$

where $N(u)$ and $N(i)$ are the sets of neighborhood users for $u$ and neighborhood items for $i$, respectively. The weights $w_{uv}$ and $w_{ij}$ depend on the similarity between user pairs $u$ and $v$, and between item pairs $i$ and $j$, respectively.

The similarities are calculated based on previous interactions. In UBN, if user $u$ and user $v$ have positive interactions for same items, they are regarded to be similar. Popular choices for the similarity measure include cosine similarity, Pearson correlation, and Jaccard index among others [28]. The cosine similarity between users is expressed as, $\cos(u, v) = \frac{Y_u \cdot Y_v}{||Y_u|| ||Y_v||}$, where $Y_u \equiv [Y_{u1}, Y_{u2}, ..., Y_{u|I|}]$ and $Y_v \equiv [Y_{v1}, Y_{v2}, ..., Y_{v|I|}]$ are vectors representing previous interactions for $u$ and $v$, respectively. Top $k$ users by the similarity measure are chosen as neighborhood $N(u)$. The weight $w_{uv}$ becomes $w_{uv} = (\cos(u, v))^\alpha$, where $\alpha$ is a scaling factor. $N(i)$ and $wij$ for IBN are derived analogously.

### 4 Causality-Aware Neighborhood Method

Using notations similar to Subsection 3.1, the causal effect of recommending item $i$ to user $u$ is expressed as $\tau_{ui} = Y_{ui} - Y_{ui}^C$. To increase the causal effect of recommendations, we want to estimate $\tau_{ui}$ and rank items by the estimates.

In this section, we unify the matching estimator in causal inference and the neighborhood methods for recommender systems, and propose causality-aware neighborhood methods to rank items for the causal effect of recommendations.

Estimating the unobserved potential outcomes is a key component for estimating the causal effect. We can apply UBN or IBN for the estimates.

$$\hat{Y}_{UBN}^{iT} = \frac{\sum_{v \in N(u)} w_{uv} Z_{vi} Y_{vi}}{\sum_{v \in N(u)} w_{uv} Z_{vi}}, \quad \hat{Y}_{IBN}^{iT} = \frac{\sum_{v \in N(u)} w_{uv} (1 - Z_{vi}) Y_{vi}}{\sum_{v \in N(u)} w_{uv} (1 - Z_{vi})}, \quad (5)$$
Direct application of the matching estimator to our setting yields the formula below,

\[ \hat{r}_{ui} = Z_{ui} \left( Y_{ui} - \hat{Y}_{ui}^C \right) + (1 - Z_{ui}) \left( \hat{Y}_{ui}^T - Y_{ui} \right). \]  

(7)

The observed outcome \( Y_{ui} \) is used either as \( Y_{ui}^T \) or \( Y_{ui}^C \).

However, user behavior is not deterministic and the observed outcome has a random noise. Hence we mix the own interaction \( Y_{ui} \) and the neighbor interactions \( Y_{vi} \) or \( Y_{vj} \) to reduce random noises. More specifically, we include \( u \) and \( i \) in \( \mathcal{N}(u) \) and \( \mathcal{N}(i) \), respectively, and we set \( w_{uu} = 1 \) and \( w_{ii} = 1 \).

To further reduce the variance, we force the estimates to shrink to zero if they rely on a few neighbors with low similarity. We introduce shrinkage parameters \( \beta^T \) and \( \beta^C \) for the estimates of \( \hat{Y}_{ui}^T \) and \( \hat{Y}_{ui}^C \), respectively, and add them in the denominator.

\[
\text{UBN: } \hat{Y}_{ui}^T = \frac{\sum_{v \in \mathcal{N}'(u)} w_{uv} Z_{uv} Y_{vi}}{\beta^T + \sum_{v \in \mathcal{N}'(u)} w_{uv} Z_{vi}}, \quad \hat{Y}_{ui}^C = \frac{\sum_{v \in \mathcal{N}'(u)} w_{uv} (1 - Z_{vi}) Y_{vi}}{\beta^C + \sum_{v \in \mathcal{N}'(u)} w_{uv} (1 - Z_{vi})}, \\
\text{IBN: } \hat{Y}_{ui}^T = \frac{\sum_{j \in \mathcal{N}'(i)} w_{ij} Z_{uj} Y_{uj}}{\beta^T + \sum_{j \in \mathcal{N}'(i)} w_{ij} Z_{vj}}, \quad \hat{Y}_{ui}^C = \frac{\sum_{j \in \mathcal{N}'(i)} w_{ij} (1 - Z_{uj}) Y_{uj}}{\beta^C + \sum_{j \in \mathcal{N}'(i)} w_{ij} (1 - Z_{uj})}.
\]

(8)  

(9)

Here the sets of neighbors \( \mathcal{N}'(u) \) and \( \mathcal{N}'(i) \) include \( u \) and \( i \) themselves. With Eqs. (8) and (9), we estimate the causal effect as,

\[ \hat{r}_{ui} = \hat{Y}_{ui}^T - \hat{Y}_{ui}^C, \]  

(10)

where the own interaction \( Y_{ui} \) is included in either \( \hat{Y}_{ui}^T \) or \( \hat{Y}_{ui}^C \) depending on \( Z_{ui} \).

Finally, to generate recommendation lists, items are ranked by the descending order of \( \hat{r}_{ui} \) for each user.

We call our causality-aware user-based and item-based neighborhood methods as CUBN and CIBN, respectively. To calculate similarity of users or items, we can use previous interactions, similar to original UBN and IBN. We can also use the similarity based on previous treatment assignments \( Z_{us} \equiv [Z_{u1}, Z_{u2}, ..., Z_{u|I|}] \) since we can expect that similar users receive similar recommendations if recommendations are properly personalized. We suffix -O or -T in the names of our methods to clarify whether outcomes or treatment assignments are used. The pseudo code of CUBN-O is shown in Algorithm 1. Here rank\(_u(\hat{r}_{ui})\) is the ranking position of item \( i \) for user \( u \) when items are sorted by \( \hat{r}_{ui} \) in descending order. Cosine similarity is used in this work. To obtain the algorithm for CUBN-T, line 4 is substituted with \( w_{uv} \leftarrow \left( Z_{us} \cdot Z_{vs} / ||Z_{us}|| ||Z_{vs}|| \right)^{\alpha} \).

Standard collaborative filtering methods use only interaction logs \( \{Y_{ui}\} \). Our methods require previous recommendation logs \( \{Z_{ui}\} \) in addition. We assume

\(^1\) If we focus on ATE or ATT, as often the case in causal inference, the random noise is not a severe problem since it disappears by taking average of large samples. It becomes a problem when we want to rank items by the estimates for each item.
Algorithm 1: Causality-aware User-Based Neighborhood method by Outcome similarity (CUBN-O).

**Input:** $k$, $\alpha$, $\beta^T$, $\beta^C$, $\{Y_{ui}\}$, $\{Z_{ui}\}$  
**Output:** $\{L_u|u \in U\}$

// Phase1: neighborhood preparation
1 for $u \in U$ do
2 for $v \in U$ do
3 $w_{uv} \leftarrow \left( \frac{Y_u \cdot Y_v}{||Y_u|| \cdot ||Y_v||} \right)^\alpha$ // cosine similarity with scaling
4 $N'(u) \leftarrow \arg\max_{N'(u) \subseteq U, |N'(u)| = k} \sum_{v \in N'(u)} w_{uv}$ // top-$k$ neighbors

// Phase2: item ranking
5 for $u \in U$ do
6 for $i \in I$ do
7 $\hat{\tau}_{ui} \leftarrow \frac{\sum_{v \in N'(u)} w_{uv} Z_{vi} Y_{vi}}{\beta^T + \sum_{v \in N'(u)} w_{uv} (1-Z_{vi}) Y_{vi}} - \frac{\sum_{v \in N'(u)} w_{uv} (1-Z_{vi}) Y_{vi}}{\beta^C + \sum_{v \in N'(u)} w_{uv} (1-Z_{vi})}$
8 $L_u \leftarrow \{\text{rank}_u(\hat{\tau}_{ui})|i \in I\}$ // ranking list by descending order of $\hat{\tau}_{ui}$
9 return $\{L_u|u \in U\}$

that a certain recommender is already deployed in the service and we have the logs of the recommender. Recommendation logs are commonly needed for previous methods targeting the causal effect [4,37,38,39]. The previous IPS-based method [39] further requires propensity, i.e., the probability of recommendations. Our methods do not use propensity, hence we believe they are easier to deploy.

5 Experiments

5.1 Experimental Settings

Datasets We used the MovieLens (ML)\(^4\) 100K and 1M datasets, and the Dunnhumby (DH)\(^5\) dataset. The ML datasets [10] contains five-star movie ratings. The DH dataset contains purchase and promotion logs from grocery stores. For DH, we followed procedure described in [39] to generate a semi-synthetic dataset in Original (DH-Ori) and Personalized (DH-Per) settings. For ML, we generated semi-synthetic datasets as follows,

1. The ratings of all user-item pairs $\{\hat{R}_{ui}\}$ were predicted using rating matrix factorization [23].
2. The probabilities of observing the ratings $\{\hat{O}_{ui}\}$ were predicted using logistic matrix factorization [19].

\(^2\) Note that the deployed recommender is different from recommenders that we train and evaluate from $\{Y_{ui}\}$ and $\{Z_{ui}\}$, hence we might not have control over previous recommendation logs. In experiment section, we also investigate how different conditions of previous recommendations affect the proposed recommenders.

\(^3\) For the reproducibility, we will share the codes and parameter settings for experiments upon acceptance.

\(^4\) https://grouplens.org/datasets/movielens

\(^5\) https://www.dunnhumby.com/careers/engineering/sourcefiles
3. The probabilities of positive outcomes with and without recommendations were formulated as follows.

\[ \mu_{ui}^T = \sigma(\hat{R}_{ui} - \epsilon), \quad \mu_{ui}^C = \hat{O}_{ui}. \]  \hspace{1cm} (11)

We set \( \epsilon = 5.0 \) the same as \( 35 \).

4. The propensities were determined by users’ preferences to items.

\[ P_{ui} = \min \left( 1, a \left( \frac{1}{\text{rank}_{ui}} \right)^b \right). \]  \hspace{1cm} (12)

Here \( \text{rank}_{ui} \) is item rankings by \( \mu_{ui}^T + \mu_{ui}^C \). The parameters \( a \) and \( b \) control the average and the unevenness of propensities, respectively. We set \( b = 1.0 \) for the default condition. The average number of recommendations for users was set to 100 by adjusting \( a \).

5. The potential outcomes under treatment and control conditions, and recommendation assignments were sampled as follows.

\[ Y_{ui}^T \sim \text{Bernoulli}(\mu_{ui}^T), \quad Y_{ui}^C \sim \text{Bernoulli}(\mu_{ui}^C), \quad Z_{ui} \sim \text{Bernoulli}(P_{ui}). \]  \hspace{1cm} (13)

Then, causal effect \( \tau_{ui} \) and observed outcome \( Y_{ui} \) were obtained as,

\[ \tau_{ui} = Y_{ui}^T - Y_{ui}^C, \quad Y_{ui} = Z_{ui} Y_{ui}^T + (1 - Z_{ui}) Y_{ui}^C. \]  \hspace{1cm} (14)

Note that \( \tau_{ui} \) was provided only for evaluation. This sampling can be repeated \( n \) times for each user-item pair. We independently sampled training, validation, and test data, and used for the purposes.

The steps 1, 2 and 3 are similar to that of \( 35 \). The steps 4 and 5 are similar to steps 3 and 4 of \( 39 \). Unlike \( 39 \), we generated only one observation for each user-item pair for training data (i.e., we set \( n_{train} = 1 \) as opposed to \( n_{train} = 10 \) in \( 39 \)) since this setting more directly reflects the unobservable nature of the causal effect. The reasoning of Eq. (11) in step 3 is as follows. A choice of a movie to watch (\( O_{ui} \)) may be said to depend on expected entertainment from watching it. A rating (\( R_{ui} \)) reflects the experienced entertainment value after watching the movie. If a user knew the entertainment value before consumption, the user would choose movies based on this. Recommendations are often provided with explanations \( 46 \) and the explanations help users predict entertainment values of items \( 3,45 \). Hence we related the watching probability with recommendation \( \mu_{ui}^T \) to experienced entertainment value \( R_{ui} \), and the watching probability without recommendation \( \mu_{ui}^C \) to users' natural watching behavior \( O_{ui} \).

The statistics of generated datasets are summarized in Table 1. ATE over whole user-item pairs are positive, meaning that recommendations generally tend to promote user interactions. We also confirmed that \( \mu_{ui}^T > \mu_{ui}^C \) for about 90% of user-item pairs in the ML datasets and about 80% of user-item pairs in the DH datasets. However, \( \mu_{ui}^T < \mu_{ui}^C \) for the remaining pairs and thus \( \tau_{ui} \) tend to be negative for those pairs. Recommendations can have negative impact when they create bad feelings for users, e.g., creepiness \( 17 \). Note that \( \tau_{ui} \) can become negative by the randomness of user behaviors when \( \mu_{ui}^T \approx \mu_{ui}^C \).
Table 1. Statistics of generated datasets.

| Dataset       | #User | #Item | \{Y_{ui} = 1\} | \{Z_{ui} = 1\} | ATE  |
|---------------|-------|-------|----------------|----------------|------|
| DH-Original   | 2,309 | 1,372 | 35,010         | 483,660        | 0.0044 |
| DH-Personalized| 2,309 | 1,372 | 37,731         | 483,727        | 0.0045 |
| ML-100K       | 943   | 1,682 | 92,523         | 94,054         | 0.0735 |
| ML-1M         | 6,040 | 3,952 | 985,994        | 603,108        | 0.0981 |

Compared Methods The following methods were compared.

- **Random**: Items are ranked randomly.
- **Pop**: Items are ranked by popularity, i.e., number of positive outcomes.
- **UBN/IBN**: Traditional user-based and item-based neighborhood methods.
- **BPR [32]**: A commonly used pairwise learning method.
- **CausE [5]**: A joint training of prediction models for \(Y_{ui}^T\) and \(Y_{ui}^C\).
- **ULRMF/ULBPR [38]**: Pointwise and pairwise learning methods for \(\tau_{ui}\).
- **DLTO/DLCE [39]**: IPS-based unbiased learning methods for \(Y_{ui}^T\) and \(\tau_{ui}\).
- **CUBN/CIBN**: Our causality-aware user-based and item-based neighborhood methods for \(\tau_{ui}\).

By comparing CUBN/CIBN and UBN/IBN, we verify whether our methods successfully extend UBN/IBN for the causal effect. We also compare our neighborhood methods with previous model-based methods targeting the causal effect: ULBPR, ULRMF, and DLCE. Previous research [38,39] shows that CausE and DLTO are also strong baselines, hence we included them. Our methods can use treatment assignments or positive outcomes for calculating user/item similarities. We suffix `-T` or `-O` to clarify which one is used. To investigate the effectiveness of mixing own and neighbor interactions, we also experimented on our methods without the mixture (-woM), i.e., Eqs. (5)-(7) are used instead of Eqs. (8)-(10).

Evaluation Protocols To evaluate the ranking performance in terms of the causal effect, we used the causal effect versions of precision@n (CP@n), discounted cumulative gain (CDCG), and average rank (CAR) [39].

\[
\text{Causal Precision@n (CP@n)}: \quad \frac{1}{n} \sum_i \frac{1}{n} \frac{\text{rank}_u(\hat{s}_{ui}) \leq n}{\tau_{ui}}, \quad (15)
\]

\[
\text{Causal DCG (CDCG)}: \quad \sum_i \frac{\tau_{ui}}{\log_2(1 + \text{rank}_u(\hat{s}_{ui}))}, \quad (16)
\]

\[
\text{Causal Average Rank (CAR)}: \quad \frac{1}{T} \sum_i \text{rank}_u(\hat{s}_{ui}) \tau_{ui}, \quad (17)
\]

where \(\hat{s}_{ui}\) is the predicted score of item \(i\) for user \(u\) and \(\text{rank}_u(\hat{s}_{ui})\) is the ranking position of the item. Items are ranked by the descending order of \(\hat{s}_{ui}\). In our methods, items are ranked by the causal effect estimates \(\hat{\tau}_{ui}\), i.e., \(\hat{s}_{ui} = \hat{\tau}_{ui}\). We
calculated the above metrics for each user and took average over all users. Note that $\tau_{ui}$ is a ternary variable ($\tau_{ui} \in \{1, 0, -1\}$) and the metrics can be negative.

The hyper parameters of each method were tuned with validation data to optimize each metric, i.e., chosen parameters were different for each metric. We used the same shrinkage parameters for treatment and control ($\beta = \beta^T = \beta^T$). The exploration ranges for the proposed methods were as follows: the maximum number of neighbors $\in \{10, 30, 100, 300, 1000, 3000, 10000\}$, the scaling factor $\alpha \in \{0.33, 0.5, 1.0, 2.0, 3.0, 5.0\}$, and the shrinkage parameter $\beta \in \{0, 0.3, 1, 3, 10, 30, 100\}$.

### Results and Discussions

#### Performance Comparison

Tables 2 and 3 show the performance comparison. The best among previous methods differ for datasets. Our CUBNs constantly outperform them in all datasets. CIBNs perform worse but are still competitive to other baselines. CUBN-O and CUBN-T tend to perform similarly, and any differences depend on datasets and metrics. CUBN-O uses previous outcomes for user similarities same as traditional UBN. On the other hand, CUBN-T uses previous treatment assignments for user similarities that is original to our work. The result supports our hypothesis that similarity of previous treatment assignments provides good measure of user similarities. Furthermore, CUBN and CIBN counterparts not using own and neighborhood interaction mixtures (-woM) are often outperformed by methods which do, showing its importance.

#### Dependence on Hyper Parameters

As our methods are neighborhood methods, the dependence on the number of neighbors is important. Fig. 2 shows the results. General trends show that performance improves with increasing numbers of neighbors. In ML-100K and ML-1M datasets, CIBNs reach maximum performance with relatively smaller numbers of neighbors.

Our methods have other two key hyper-parameters: the scaling factor $\alpha$ and the shrinkage parameter $\beta$. We investigated the dependence on these parameters. Fig. 3 shows the dependence of CUBN-O in the ML-1M dataset. The best performances was obtained at $\beta > 0$, showing the effectiveness of introducing the shrinkage. Optimal $\beta$ for CP@10 is larger than that for CP@100. This trend was similarly observed in other datasets.

#### Influence of Difference in Previous Recommendation Logs

IPS are known to suffer from variance by very small propensities. This happens when recommendation assignments shift toward deterministic assignments, i.e., propensities are close to 0.0 or 1.0. In our semi-synthetic data generation, increasing unevenness parameter $b$ in Eq. (12) makes recommendations more deterministic. Hence we investigated how it affects our methods and IPS-based previous

---

6 For the reproducibility, we will share the chosen parameter values together with the source codes.
Table 2. Performance comparison in the Dunnhumby (DH) dataset. The best results are highlighted in bold. Note that the smaller is better in CAR.

|                  | DH-Original |                  |                  |
|------------------|-------------|------------------|------------------|
|                  | CP@10       | CP@100           | CDCG             | CAR             |
| Random           | 0.0046      | 0.0049           | 0.726            | 3.01            |
| Pop              | 0.0293      | 0.0157           | 0.925            | 1.86            |
| BPR              | 0.0331      | 0.0153           | 0.923            | 1.86            |
| UBN              | 0.0294      | 0.0153           | 0.926            | 1.87            |
| IBN              | 0.0301      | 0.0138           | 0.903            | 1.94            |
| CausE            | 0.0337      | 0.0204           | 1.009            | 1.95            |
| ULRMF            | 0.0359      | 0.0168           | 0.937            | 1.78            |
| ULBPR            | 0.0343      | 0.0143           | 0.918            | 1.80            |
| DLTO             | 0.0358      | 0.0151           | 0.955            | 1.82            |
| DLCE             | 0.0354      | 0.0116           | 0.882            | 2.70            |
| CUBN-O           | 0.0424      | 0.0193           | 0.986            | 1.98            |
| CUBN-T           | 0.0513      | 0.0216           | 1.030            | 1.78            |
| CIBN-O           | 0.0328      | 0.0110           | 0.892            | 2.43            |
| CIBN-T           | 0.0301      | 0.0095           | 0.872            | 2.61            |
| CUBN-O-woM       | 0.0437      | 0.0186           | 0.979            | 2.20            |
| CUBN-T-woM       | 0.0436      | 0.0198           | 0.991            | 2.10            |
| CIBN-O-woM       | 0.0382      | 0.0140           | 0.909            | 2.38            |
| CIBN-T-woM       | 0.0333      | 0.0098           | 0.890            | 2.69            |

Table 3. Performance comparison in the MovieLens (ML) 100K and 1M datasets. The best results are highlighted in bold. Note that the smaller is better in CAR.

|                  | ML-100K |                  |                  | ML-1M            |                  |                  |
|------------------|---------|------------------|------------------|------------------|------------------|------------------|
|                  | CP@10   | CP@100           | CDCG             | CAR             | CP@10           | CP@100           | CDCG             | CAR             |
| Random           | 0.076   | 0.075            | 13.9             | 61.8            | 0.097           | 0.098            | 38.0             | 194             |
| Pop              | -0.215  | -0.085           | 11.3             | 73.7            | -0.135          | -0.042           | 35.5             | 196             |
| BPR              | 0.092   | 0.088            | 14.0             | 61.7            | 0.102           | 0.103            | 38.1             | 194             |
| UBN              | -0.217  | -0.102           | 11.1             | 66.6            | -0.175          | -0.058           | 35.2             | 165             |
| IBN              | 0.098   | 0.099            | 14.0             | 63.2            | 0.052           | 0.055            | 36.8             | 177             |
| CausE            | 0.310   | 0.214            | 16.4             | 34.4            | 0.309           | 0.246            | 42.4             | 122             |
| ULRMF            | 0.302   | 0.148            | 15.8             | 39.0            | 0.160           | 0.152            | 39.9             | 152             |
| ULBPR            | 0.333   | 0.163            | 15.6             | 43.9            | 0.245           | 0.187            | 40.4             | 143             |
| DLTO             | 0.330   | 0.155            | 15.3             | 53.2            | 0.289           | 0.202            | 40.5             | 152             |
| DLCE             | 0.330   | 0.215            | 16.6             | 28.8            | 0.319           | 0.258            | 42.4             | 119             |
| CUBN-O           | 0.349   | **0.218**        | **16.9**         | 27.2            | 0.334           | **0.258**        | **42.7**         | 116             |
| CUBN-T           | **0.350**| **0.218**        | **16.8**         | **25.9**        | **0.336**       | **0.256**        | **42.6**         | **127**         |
| CIBN-O           | 0.184   | 0.145            | 15.5             | 30.0            | 0.236           | 0.186            | 41.1             | 120             |
| CIBN-T           | 0.160   | 0.149            | 15.6             | 31.8            | 0.188           | 0.173            | 40.9             | 122             |
| CUBN-O-woM       | 0.310   | 0.194            | 16.6             | 29.0            | 0.291           | 0.233            | 42.4             | 115             |
| CUBN-T-woM       | 0.311   | 0.194            | 16.6             | 29.0            | 0.294           | 0.237            | 42.4             | **114**         |
| CIBN-O-woM       | 0.147   | 0.123            | 15.1             | 34.6            | 0.216           | 0.183            | 40.6             | 117             |
| CIBN-T-woM       | 0.118   | 0.126            | 15.2             | 34.5            | 0.160           | 0.168            | 40.8             | 123             |
method (DLCE). As seen from Fig. 4, DLCE degrades with increasing unevenness. On the other hand, our methods are more robust to this unevenness.

Recommendation methods targeting the causal effect commonly require recommendation logs. Here we investigated how the number of logged recommendations for each user affects the performance. For CP@10 (Fig. 5(a)), the performances of CUBN-O and DLCE are mostly stable, while CUBN-T degrades with less number of logged recommendations. This is reasonable considering that CUBN-T obtains neighbors by the similarity of recommendation assignments. For CP@100 (Fig. 5(b)), all methods are affected by the number of logged recommendations, but CUBN-O is relatively robust.

6 Conclusions

We proposed causality-aware neighborhood methods to generate item ranking by the causal effect of recommendations. We unified traditional neighborhood-based recommendation methods with matching estimator, and further enhanced them by mixing the own and neighbor observations and introducing the shrinkage
for potential outcome estimates. Models proposed in this paper outperformed baselines on causal effect versions of commonly used ranking metrics. This was particularly true for models augmenting user-based neighborhood methods for causal effect. The results suggest that these models can lead to improved sales and user engagement and are thus highly beneficial for businesses employing recommender systems.

In the future work, our methods can be enhanced by applying graph-based neighborhood similarities \[9,27\] or by learning neighborhood similarities \[29,20\]. Another direction of future work is to leverage contextual information \[1\]. Since neighborhood methods are known to be effective in session-based recommendations \[25\], it would be also interesting to extend our methods for session-based recommendations.
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A Appendix

A.1 Additional Experimental Results

Fig. 6. Dependence on the number of neighbors in validation datasets. The first, second, and third rows are results for CP@10, CP@100, and CDCG, respectively. The scaling factor $\alpha$ and the shrinkage parameter $\beta$ are set to the optimal values for each number of neighbors. Note that the possible number of neighbors are restricted by either the number of users or that of items.
Fig. 7. Dependence on the scaling factor $\alpha$ and the shrinkage parameter $\beta$ in ML-1M. The number of neighbors are set to 6,040.

Fig. 8. Dependence on the scaling factor $\alpha$ and the shrinkage parameter $\beta$ in ML-100K. The number of neighbors are set to 943.
Fig. 9. Dependence on the scaling factor $\alpha$ and the shrinkage parameter $\beta$ in DH-Original. The number of neighbors are set to 2,309.

Fig. 10. Dependence on the scaling factor $\alpha$ and the shrinkage parameter $\beta$ in DH-Personalized. The number of neighbors are set to 2,309.