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Abstract: Recently, remarkable progress in recovering the Page curve of an evaporating black hole (BH) in Jackiw-Teitelboim gravity has been achieved through use of Quantum Extremal surfaces (QES). Multi-boundary Wormhole (MbW) models have been crucial in parallel model building in three dimensions. Motivated by this we here use the latter models to compute the subregion complexity of the Hawking quanta of the evaporating BH in AdS\textsubscript{3} and obtain the Page curve associated with this information theoretic measure. We use three- and $n$-boundary wormhole constructions to elucidate our computations of volumes below the Hubeny-Rangamani-Takayanagi (HRT) surfaces at different times. Time is represented by the growing length of the throat horizons corresponding to smaller exits of the multi-boundary wormhole and the evaporating bigger exit shrinks with evolving time. We track the change in choice of HRT surfaces with time and plot the volume with time. The smooth transition of Page curve is realized by a discontinuous jump at Page time in volume subregion complexity plots and the usual Page transition is realized as a phase transition due to the inclusion of the island in this context. We discuss mathematical intricacies and physical insights regarding the inclusion of the extra volume at Page time. The analysis is backed by calculations and lessons from kinematic space and tensor networks.
1 Introduction

In recent times, the AdS/CFT correspondence [1] has been used to decode secrets of a quantum theory of gravity through elegant geometrization of concepts from quantum information theory. This quest started by the Ryu-Takayanagi (RT) conjecture [2, 3] and its covariant generalization [4] for computing entanglement between boundary subsystems through bulk calculations. The conjecture was later derived as an instance of generalized entropy for Euclidean gravity solutions in [5]. In its original incarnation, the RT formula seeks to evaluate the entanglement entropy $S_A$ of any subsystem $A$ in the $d$-dimensional dual QFT by computing the area of a codimension-2 minimal surface $\gamma$ homologous to $A$ in the bulk space-time following

$$S_A = \frac{\text{Area}(\gamma)}{4G_N^{(d+1)}}.$$
which remains true as long as we consider pure classical gravity. Corrections due to quantum effects of bulk fields were first discussed in [6] and later explored in [7, 8] which introduced the idea of a QES.

Of late, the quantum extremal surface programme has been very successfully utilized to reproduce the Page curve for an evaporating black hole [9] from semi-classical constructions [10–14]. The difficulty in this program was that a systematic description of fine grained (entanglement) entropy was missing which can be applied both to the black hole and the radiation. Hence, the understanding of Page curve remained incomplete and kept running into elusive contradictions. Using the QES, the authors of [10–14] were able to show that indeed one can systematically start from a pure state black hole for which, in the process of evaporation, a natural definition for consistent fine grained entropy arises. The curve displayed by this fine grained entropy is the ever-expected Page curve, fully devoid of any contradictions involving fine grained-to-coarse grained shift during the process. In describing such a process successfully, it was found that a bulk region is added to the QES after the Page time and aids in the appearance of the Page curve. These bulk regions are typically known as islands\(^1\).

Since the islands came into the picture, they have been greatly investigated and grasping the origin of islands from a more physical perspective is a subject of current research. In this vein, a few classical models have been introduced [15–17], where the picture is purely classical-gravitational and one gets away by working only with HRT surfaces instead of QES. Ideally, in such a situation, we obtain an analogue of an island and a Page curve is also realized. Strictly speaking however, due to the absence of bulk entanglement entropy, this picture is a purely coarse grained approach. Nevertheless, these models have played an important role in understanding the origin of the islands from various perspectives and also realising the analogues of Page curve for other quantum information theoretic measures e.g; reflected entropy [18], entanglement of purification [19, 20] etc.

These models rely on multi-boundary wormholes in AdS\(_3\), which are very special objects since they can be constructed as quotients of empty AdS\(_3\) by its isometries. Once the fundamental domain is known and one avoids the fixed points to have well defined curvatures at each point of the fundamental domain, the problems become a lot easier to deal with. The radiation quanta themselves are typically modeled as a multipartite (at least bipartite, i.e. three-boundary wormhole ) systems where they are represented by smaller exits of the multi-boundary wormhole. To begin with, the actual black hole is modelled by a bigger exit and if evaporating, it keeps shrinking with time whereas more and more quanta are accumulated in the smaller exits. In these models, the minimal throat horizons at different times play the role of the HRT

\(^1\)It is also noteworthy that the Page curves are different for the evaporating and the eternal black holes and so are the islands.
surface measuring the entanglement between the black hole and the combination of the Hawking quanta. Since the situation is dynamical, at some critical point, the choice of minimal surface changes and an island is included. There have been a few of such models in which the difference is how one stores the emitted quanta in different exits. Different entanglement measures have also been computed within the scope of these models. One among them is the reflected entropy [6, 16]. It measures the entanglement between different parts of a mixed state. For example, one can compute how entangled the different emitted quanta are with each other individually or with the black hole. The Page curve for the reflected entropy differs as well from its entanglement entropy counterpart.

Another interesting question that this line of study hopes to answer in the long run is the computational complexity associated with the decoding of the information stored within the evaporating black hole and radiation state. The complexity is in general different from entanglement and by definition, it captures the practical hardness of generating the quantum state in Hilbert space through some operations known as gates [21–24]. Due to the Harlow-Hayden protocol [25] and later works by Susskind and collaborators [26], there is a general idea in the literature that this kind of state decoding is an exponentially hard task. This is supported by proposals about a state of the art geometric structure known as Python’s lunch [26, 27] that shows some signs why this is supposed to be such a complicated task. Nevertheless, the gravitational proposals of complexity [28–30] have not yet been able to find a situation that agrees with this particular suggestion.

In this paper, motivated by these studies, we study the volumes dual to the throat horizons in the multi-boundary wormhole models sketched above. The volumes below the HRT surfaces are conjectured to represent the so-called subregion complexity. Primarily put forward by Alishahiha [31], subregion complexity is argued to measure the difficulty of the algorithm to construct a mixed density matrix. In AdS$_3$, this has been studied in details and is understood as a compression algorithm constructed using tensors [32]. In the tensor network picture, the number of bonds associated with some cost successfully mimics the behaviour of subregion complexity. Kinematic space provides yet another way of understanding these volumes [33]. Usually kinematic space yields a description in which the bulk curves are understood roughly as the number of boundary anchored bulk geodesics crossing that curve [34] and the volumes as the number of such geodesics along with the chord lengths that each of them contribute to the volume. All of these are mostly understood within AdS$_3$/CFT$_2$. Since, the multi-boundary wormholes are also best understood in three spacetime dimensions, we use the machineries built in [32, 33] to study the Page curve analogue of subregion complexity in these models.

The remainder of the paper is structured as follows. In section 2, we briefly review the subregion volume computations in AdS$_3$ and then discuss the calculation of the relevant volumes in the models that we study. In Section 3, we describe how to
understand the volume plots for Page curve from the point of view of kinematic space and the number of geodesics. In section 4, we discuss the tensor network methods that can reproduce the peculiarities of the volume plot. Finally, we conclude in section 5. In all of the sections, our treatment is usually twofold. Since these multi-boundary wormholes are typically objects vastly studied in mathematics, we regularly support our physical arguments by strong mathematical theorems, lemmas and observations. We hope that this will help both the Physics as well as the Mathematics community to build a better understanding of the studies in this direction.

2 Volumes in AdS$_3$ and multi-boundary models:

In this section, we review the constructions of multi-boundary wormhole geometries in 2.1. In doing so, we begin with the mathematical framework and follow up in 2.2 with the physical motivation for their study in the present paper. The multi-boundary wormholes in AdS$_3$ are geometries with multiple exits connected by a wormhole. All the different exits represent asymptotically AdS$_3$ regions dual to CFT$_2$s from a physics perspective. Nevertheless, the construction of these geometries consistently involves a good amount of mathematical understanding, in fact it is a topic of research in mathematics itself. These are commonly known as the pair of pants in hyperbolic plane. In this paper we employ modern mathematical view points on the construction of wormhole geometries, in the hopes of establishing a common ground for mathematicians and physicists alike. Therefore, we will first discuss the construction of these geometries in the vastly known language of mathematics.

2.1 Mathematical preliminaries on pairs of pants

In this subsection we will briefly review the basic geometries of the hyperbolic plane and constructions of pair of pants and other $n$-hole spheres (commonly known as $n$-boundary wormholes in physics). Let’s begin with the hyperbolic plane,

2.1.1 A Short Review of The Hyperbolic Plane:

In 300 BC, Euclid described the five postulates of geometry which are considered to be the starting assumptions in geometry. The fifth one among these was the most mysterious one. In simple words, the fifth postulate says that ‘given a line on a plane and a point not on that given line, there exist only one line parallel to the given line and the passing through the point’. In ensuing years mathematicians tried to prove the fifth postulate using the other four or to disprove it, which lead to the birth of a new geometry of plane, namely the hyperbolic geometry, which satisfies all the other four postulates except the fifth one. There are several models of hyperbolic plane, some of the most common models are the upper half-space model, the Poincaré disk model, the Klein model, the hyperboloid model and others. here we describe only the upper half-space model. This is a very old and well-developed area in Mathematics
and the literature on it is exhaustive. Here we mention only a few references and point to [35–38] for more detailed descriptions.

\[ \text{\textbf{\textit{The Upper Half-Space Model:}}} \text{ The upper half-space model of hyperbolic plane is described as the set } \mathbb{H}^2 = \{ (x, y) \in \mathbb{R}^2 \mid y > 0 \} = \{ x + iy \in \mathbb{C} \mid y > 0 \} \text{ endowed with the Riemannian metric } ds^2 = \frac{dx^2 + dy^2}{y^2}. \]

Next we describe the geometric nature of isometries and geodesics on \( \mathbb{H}^2 \). Möbius transforms on the complex plane \( \mathbb{C} \) play a key role in this area. A function \( f : \mathbb{C} \rightarrow \mathbb{C} \) is called a Möbius transformation, if it is of the form \( f(z) = \frac{az + b}{cz + d} \) where \( a, b, c, d \in \mathbb{C} \) and \( ad - bc \neq 0 \). In our discussion, we will mainly use Möbius transformations with \( a, b, c, d \in \mathbb{R} \).

**Observation 2.1** Möbius transformations are homeomorphisms on \( \mathbb{C} \). For \( a, b, c, d \in \mathbb{R} \), the Möbius transformation \( f(z) = \frac{az + b}{cz + d} \) fixes the X-axis and upper-half plane as sets, i.e. \( f(\mathbb{R}) = \mathbb{R} \) and \( f(\mathbb{H}^2) = \mathbb{H}^2 \).

**Observation 2.2** Möbius transformations of the from \( f : \mathbb{H}^2 \rightarrow \mathbb{H}^2 \) preserve the hyperbolic Riemannian metric \( ds \) on \( \mathbb{H}^2 \), which means all the Möbius transformations with real coefficients are isometries on \( \mathbb{H}^2 \).

The special linear group \( SL(2, \mathbb{R}) \) acts on the upper-half plane \( \mathbb{H}^2 \) via Möbius transformations. The action is described as below

\[ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{R}) \rightarrow f(z) = \frac{az + b}{cz + d}; z \in \mathbb{H}^2. \]

We note that any matrix \( A \in SL(2, \mathbb{R}) \) and \(-I_2A\) induces the same map on \( \mathbb{H}^2 \) in the above sense. So we can refine the description above as an action of the group \( PSL(2, \mathbb{R}) = SL(2, \mathbb{R})/\{I_2, -I_2\} \) on \( \mathbb{H}^2 \) via Möbius transformations. This action also preserves the Riemannian metric of \( \mathbb{H}^2 \), hence \( PSL(2, \mathbb{R}) \) can be viewed as a subgroup of the group of isometries of \( \mathbb{H}^2 \). The following lemma describes the whole group of isometries, \( Isom(\mathbb{H}^2) \), of the hyperbolic plane.

**Theorem 2.3** The isometry group of \( \mathbb{H}^2 \), \( Isom(\mathbb{H}^2) \), consists of the maps of the form \( z \rightarrow \frac{az + b}{cz + d} \) and \( z \rightarrow -\frac{az + b}{cz + d} \) where \( a, b, c, d \in \mathbb{R} \) and \( ad - cb = 1 \). The maps, \( z \rightarrow \frac{az + b}{cz + d} \), are the orientation preserving isometries and the other type is orientation reversing.

In other words, \( Isom^+(\mathbb{H}^2) \), the group of orientation preserving isometries of \( \mathbb{H}^2 \), is same as the group of Möbius transformations with real coefficients.

Next, we will describe different types of elements of \( Isom(\mathbb{H}^2) \) and their geometric natures. Every Möbius transformation in \( Isom(\mathbb{H}^2) \) fixes the X-axis. Also a Möbius transformation \( f(z) = \frac{az + b}{cz + d} \) sends \( z = -d/c \) to \( \infty \) and \( \infty \) is mapped to \( a/c \). Hence
every Möbius transformation defines a homeomorphism on the topological space \( \mathbb{H}^2 \cup X - \text{axis} \cup \{\infty\} \). Topologically the set \( \mathbb{H}^2 \cup X - \text{axis} \cup \{\infty\} \) is homeomorphic to the closed disk \( \mathbb{D}^2 = \{(x, y) \in \mathbb{R}^2 | x^2 + y^2 \leq 1\} \). Brouwer’s fixed point theorem \([39]\) says that “every continuous map from \( \mathbb{D}^2 \) to itself has a fixed point”. So every Möbius transformation in \( \text{Isom}^+(\mathbb{H}^2) \) has at least one fixed point in \( \mathbb{H}^2 \cup X - \text{axis} \cup \{\infty\} \).

Indeed, consider \( f(z) = \frac{az+b}{cz+d} \in \text{Isom}^+(\mathbb{H}^2) \). To find the fixed points of the map, we solve the equation \( z = \frac{az+b}{cz+d} \), which is quadratic in \( z \) with at most two distinct solutions. A little calculation shows that if \( z_1, z_2 \) are the solutions of the equation then,

\[
z_{1,2} = \frac{(a-d) \pm \sqrt{(a+d)^2 - 4}}{2c}.
\]

We classify the isometries depending on the number and nature of its fixed point(s).

**Definition 1** If we relate \( f(z) = \frac{az+b}{cz+d} \) with the matrix \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), then trace of \( A \), \( \text{tr}(A) = a + d \), determines the nature of the roots of (2.1).

1. if \( |\text{tr}(A)| > 2 \) The isometry has two real fixed points on the boundary of \( \mathbb{H}^2 \) and \( A \) is similar to a matrix of the form \( \begin{pmatrix} \mu & 0 \\ 0 & \frac{1}{\mu} \end{pmatrix} \). Geometrically, this type of isometries are dilatations. Note that, this dilatation \( z \to \mu^2 z \) fixes the \( Y \)-axis. In general, dilatations fix a hyperbolic line connecting the fixed points and this fixed line is called the axis of the dilatation. These isometries are called hyperbolic elements.

2. if \( |\text{tr}(A)| = 2 \), the isometry has only one real fixed point on the boundary of \( \mathbb{H}^2 \) and \( A \) is similar to a matrix of the form \( \begin{pmatrix} 1 & s \\ 0 & 1 \end{pmatrix} \). Geometrically, the isometry is a translation similar to \( z \to z + s \). These isometries are called parabolic elements.

3. if \( |\text{tr}(A)| < 2 \) then there are two complex fixed points and as they are the root of the same quadratic polynomial, the roots are conjugate to each other. So only one of them lives in \( \mathbb{H}^2 \). Hence this type of isometry has only one fixed point in the interior \( \mathbb{H}^2 \). The corresponding matrices are similar to

\[
\begin{pmatrix}
\cos(t) & -\sin(t) \\
\sin(t) & \cos(t)
\end{pmatrix}
\]

In the Poincaré Disk model these type of isometries are rotations of the disk, they are called elliptic elements.

All orientation preserving isometries are finite combinations of these three types. To get an orientation reversing isometry, we need to take an orientation preserving isometry and compose it with reflection w.r.t \( Y \)-axis.
Theorem 2.4 If $\Phi : \mathbb{H}^2 \to \mathbb{H}^2$ is an isometry, then $\phi$ is a finite composition of translation, dilatation, rotation and reflection.

Our next goal is to describe the geodesics in the upper-half plane model. A geodesic between two points $x$ and $y$ in $\mathbb{H}^2$ is defined to be the curve with the smallest length joining the given points. In general, a curve, even if infinitely long in both directions, is called a geodesic if for any two points $x$ and $y$ on the curve, the segment of the curve between $x$ and $y$ is the path with the shortest length joining them.

Suppose $\gamma : t \to (\gamma_1(t), \gamma_2(t)), t \in [a, b]$ is a curve in $\mathbb{H}^2$. Then the hyperbolic length of $\gamma$, denoted as $L_{\text{hyp}}(\gamma)$, is calculated through

$$L_{\text{hyp}}(\gamma) = \int_{a}^{b} \sqrt{\frac{\gamma_1'(t)^2 + \gamma_2'(t)^2}{\gamma_2(t)}} \, dt$$

(2.2)

Lemma 2.5 Suppose $p$ and $q$ are two points on a line in $\mathbb{H}^2$ perpendicular to the $X$-axis. Then the vertical line joining $p$ and $q$ is the hyperbolic geodesic between them.

Proof: If $L$ is a line perpendicular to $X$-axis, then we can map $L$ to the $Y$-axis via a translation and we have already seen that translations on $\mathbb{H}^2$ preserve distance between two points. So it is sufficient to prove the lemma for two points $p$ and $q$ on the $Y$-axis.

Suppose $\alpha : t \to (\alpha_1(t), \alpha_2(t)), t \in [a, b]$ is a curve joining $p = (0, y_1)$ and $q = (0, y_2)$ (assume $y_2 > y_1$). Then

$$L_{\text{hyp}}(\alpha) = \int_{a}^{b} \frac{\sqrt{\alpha_1'(t)^2 + \alpha_2'(t)^2}}{\alpha_2(t)} \, dt \geq \int_{a}^{b} \frac{\sqrt{\alpha_2'(t)^2}}{\alpha_2(t)} \, dt = \ln \left( \frac{y_2}{y_1} \right)$$

So, $ln \left( \frac{y_2}{y_1} \right)$ is the lower bound of the length for any curve joining $(0, y_1)$ and $(0, y_2)$. That means any curve joining $(0, y_1)$ and $(0, y_2)$ with exact length $ln \left( \frac{y_2}{y_1} \right)$ is the geodesic connecting them. We consider the vertical line $\gamma : t \to (0, t), t \in [y_1, y_2]$. The hyperbolic length of that line is $\int_{y_1}^{y_2} \frac{dt}{t} = ln \left( \frac{y_2}{y_1} \right)$. Hence the vertical line segment joining $p$ and $q$ is the geodesic between them.$\square$

Before we describe all other types of geodesics in $\mathbb{H}^2$, we mention a couple of important geometric properties of Möbius transformations. As isometries of $\mathbb{H}^2$ are Möbius transformations, these properties help us to understand their geometries.

Property 2.6 Every Möbius transformation maps line and circles to line and circles. Möbius transformations also preserve angles.

Property 2.7 For any two points $p$ and $q$ in $\mathbb{H}^2$ not on a vertical line, there exists a Möbius transformation $\Phi$ with real coefficients such that $\Phi(p)$ and $\Phi(q)$ lie on a vertical line in $\mathbb{H}^2$. 
The next lemma describes all types of geodesics in \( \mathbb{H}^2 \).

**Lemma 2.8** The collection of geodesics in \( \mathbb{H}^2 \) consists of all vertical lines and the half-circles in \( \mathbb{H}^2 \) with centres on the X-axis. Between any two points \( p \) and \( q \) in \( \mathbb{H}^2 \) there exists a unique geodesic segment either of the previous types connecting them.

For a proof of lemma 2.8 we refer [35]. We note that if we fix two points \( p \) and \( q \) on \( \mathbb{H}^2 \) then we can connect them by either a vertical straight line or a semi-circle perpendicular to \( X-axis \), so we can connect any two points on \( \mathbb{H}^2 \) by a hyperbolic geodesic.

### 2.1.2 Hyperbolic Surfaces and their Construction

A topological surface \( \Sigma \) is called a hyperbolic surface with geodesic boundary if there exists a collection of pairs \( \{(U_\alpha, \Phi_\alpha)\} \) where \( \{U_\alpha\} \) is an open cover on \( \Sigma \) and each \( \Phi_\alpha \) is a homeomorphism from \( U_\alpha \) to an open set in the half plane of \( \mathbb{H}^2 \), \( \{(x,y) | x \geq 0; y > 0\} \). Moreover, the maps \( \Phi_\beta^{-1} \circ \Phi_\alpha \) should be restrictions of isometries on \( \mathbb{H}^2 \).

Here, we will first very precisely discuss how to construct hyperbolic surfaces and then we will focus on constructions of pair of pants and general spheres with \( n \)-holes.

Suppose \( \Gamma \) is a subgroup of \( \text{Isom}(\mathbb{H}^2) \). Then we can define a group action of \( \Gamma \) on \( \mathbb{H}^2 \) as \( (\gamma, x) \rightarrow \gamma(x) \) for all \( \gamma \in \Gamma \) and \( x \in \mathbb{H}^2 \). Before we proceed further, let’s recapitulate a few important definitions related to group actions.

**Definition 2** For the group action of \( \Gamma \) on \( \mathbb{H}^2 \)

- the \( \Gamma \)-orbit of a point \( x \in \mathbb{H}^2 \) is defined as the set \( \{\gamma(x) | \gamma \in \Gamma\} \) and denoted as \( \Gamma(x) \).

- the group action is properly discontinuous if for every compact set \( K \subset \mathbb{H}^2 \), the set \( \{\gamma \in \Gamma | \gamma(K) \cap K \neq \emptyset\} \) is finite.

- the action is free if for all \( \gamma \in \Gamma \) and \( x \in \Gamma \), \( \gamma(x) \neq x \).

We construct the quotient space of the action, denoted by \( \mathbb{H}^2/\Gamma \), as the topological space \( \mathbb{H}^2/\Gamma = \{\mathbb{H}^2/\gamma(x) \} \forall \gamma \in \Gamma \).

**Lemma 2.9** If the action of \( \Gamma \) on \( \mathbb{H}^2 \) via isometries is free and properly discontinuous then the projection map \( \mathbb{H}^2 \rightarrow \mathbb{H}^2/\Gamma \) is a covering space map and \( \mathbb{H}^2/\Gamma \) is a hyperbolic surface.

Hence using the lemma 2.9 we can construct hyperbolic surfaces by choosing appropriate \( \Gamma \) and considering its quotient space \( \mathbb{H}^2/\Gamma \). Our choice of \( \Gamma \) can be more precise and we need to use only discrete subgroups of \( \text{Isom}^+(\mathbb{H}^2) \), called the Fuchsian groups. Before we describe the geometric way to construct any particular hyperbolic surface, we define the fundamental domain of the action of \( \Gamma \) as below:
Figure 1: Pair of Pants and Polygonal Representation. In the figure, concentric geodesic edges are denoted by $C_1$ and $C_2$, whereas $C_a$ and $C_b$ stand for geodesics that are not concentric. $c_1$ and $c_2$ denote the centres of the non-concentric geodesics on the horizontal plane.

**Definition 3** If $\Gamma$ is a group of isometries acting on $\mathbb{H}^2$, then the fundamental domain of the action is a closed subset $D$ of $\mathbb{H}^2$, such that

- the interior of $D$, $\text{int}(D)$, is non-empty,
- for all $\gamma \neq \text{Id}$, $\gamma(\text{int}(D)) \cap \text{int}(D) = \emptyset$,
- the $\Gamma$-translates of $D$ cover the whole $\mathbb{H}^2$, that is $\bigcup_{\gamma \in \Gamma} \gamma(D) = \mathbb{H}^2$. In other words, $D$ has a representative for all $\Gamma$-orbits.

The interesting geometric fact is that if the action of $\Gamma$ is free and properly-discontinuous then the fundamental domain is a hyperbolic convex region whose boundary is a combination of geodesic segments, geodesic rays, full geodesics and segments of the $X$-axis. In fact, all hyperbolic surfaces can be constructed by starting with an appropriate hyperbolic convex domain as described and attaching its edges pairwise via isometries of $\mathbb{H}^2$. In that case, the subgroup $\Gamma$ generating the surface $\Sigma = \mathbb{H}^2/\Gamma$ is the group generated by elements of $\text{Isom}(\mathbb{H}^2)$ attaching the edges.

We are now ready to describe the construction of *pair of pants* and $n$-hole spheres, let denote them as $\Sigma_n$.

- **Pair of pants:** A pair of pants or $\Sigma_3$ is a hyperbolic surface which is homeomorphic to a sphere with three closed disks removed. We construct it from the convex domain on the hyperbolic plane $\mathbb{H}^2$ depicted in figure 1.

First consider the geodesic edges $C_1$ and $C_2$, they lie on two concentric half circles perpendicular to $X$–axis with radii $R_0$ and $\mu^2R_0$ where $\mu > 1$. Suppose the circles are centred at $(0, 0)$ and given by the parametrizations $\{C_1: t \rightarrow R_0e^{\pi t}\}$ and $\{C_2: t \rightarrow \mu^2R_0e^{\pi t}\}$.
\{C_2 : t \to \mu^2 R_0 e^{\pi t}\} with 0 \leq t \leq 1. Then we glue geodesics with the orientation preserving isometry \( z \to \mu^2 z \). The corresponding matrix representation of the Möbius transformation is \( \gamma_1 = \begin{pmatrix} \mu & 0 \\ 0 & 1/\mu \end{pmatrix} \). Next we glue the geodesic edges \( C_a \) and \( C_b \) in a reverse orientation, as shown in figure 1. For simplicity we assume both of the circles has the same radius \( R \). Suppose \( C_a \) is the semi-circle \( \{C_a : t \to -Re^{-\pi t} + \alpha\} \) and \( C_b \) is \( \{C_b : t \to Re^{\pi t} + \beta\} \) where \( 0 < t < 1 \) and \( R_0 < \alpha - R < R + \alpha < \beta - R < R + \beta < \mu^2 R_0 \).

To describe the isometry which identifies \( \{C_b\} \) to \( \{C_a\} \) with a reverse orientation, we start with \( C_b \). First apply the translation \( z \to z - \beta \). This transformation maps \( C_b \) to the unit semi-circle centered at the origin. Next, apply the inversion map \( z \to -\frac{1}{z} \) which fixes the unit circle but reverses its orientation and maps the inside of the circle to its outside. Finally apply the transformation \( z \to z + \alpha \), which maps the unit semi-circle to the circle \( C_a \). The corresponding matrix representation \( \gamma_2 \) of the Möbius transformation which identifies \( C_b \) to \( C_a \) with a reverse orientation is given by

\[
\gamma_2 = \begin{pmatrix} 1 & \alpha \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} 1 & -\beta \\ 0 & 1 \end{pmatrix}
\]

The Fuchsian group \( \Gamma \) is generated by \( \gamma_1 \) and \( \gamma_2 \) and \( \mathbb{H}^2/\Gamma \) in this construction is homeomorphic to a sphere with 3-holes and the convex region in figure 1 is the fundamental domain of that action. The throat horizons of \( \Sigma_3 \) are denoted by \( L_0, L_1 \) and \( L_2 \), where \( L_2 \) is constructed as the union of \( L_0^L \) and \( L_1^L \) on the fundamental domain. On \( \mathbb{H}^2 \) the curves \( L_0, L_1, L_0^L \) and \( L_1^L \) lie on the perpendicular geodesics which represents the shortest distances between respective pair of geodesics they intersect. For example, \( L_0 \) is the shortest geodesic segment connecting \( C_1 \) and \( C_2 \).

If we want to construct a pair of pants with boundaries and with geodesic throat horizons, we can consider the quotient space of \( \Gamma \)-action on \( \mathbb{H}^2 \) for a very small \( \epsilon \), where \( \mathbb{H}^2 \) is the component of \( \mathbb{H}^2 \) bounded below by a simple, not necessarily straight line \( L \) such that \( L \) lies in the \( \epsilon \)-neighborhood of \( X - axis \) representing the same curves in each \( \gamma \)-image of the fundamental domain and if \( x \in L \) then \( \gamma(x) \in L \) for all \( \gamma \in \Gamma \). \( \mathbb{H}^2 \) includes \( L \). The elements of \( \Gamma \) may not be bijective anymore on \( \mathbb{H}^2 \), but the quotient space construction of \( \frac{\mathbb{H}^2}{x \sim \gamma(x)} \) still works and the line \( L \) corresponds to the topological boundary (may not be a geodesic) of the pair of pants.

- **\( n \)-hole Sphere \( \Sigma_n \)**: Now we construct general spheres with \( n \) holes, \( \Sigma_n \), via the procedure described above for a single pair of pants. Before we describe the construction, here is an important result from surface geometry,

**Lemma 2.10 ([40])** For any compact surface \( S \) there exists a collection of pairwise disjoint simple closed curves \( \{c_1, c_2, ..., c_n\} \) such that each component of \( S - \{c_1, c_2, ..., c_n\} \) is a pair of pants with boundaries.

In figure 2 we show the pair of pants decomposition of \( \Sigma_4 \) and \( \Sigma_5 \) with boundaries and the same process works for any higher \( n \). Though the sphere with four holes is
Figure 2: Describing higher number of boundaries.

Figure 3: Four boundary case in upper half space model.

not a compact surface, we can draw an intuition for the choice of the fundamental
domain for $\Sigma_4$ from the pant decomposition of spheres with four boundaries. In
figure 3 we consider the blue curve $\beta$ on $\Sigma_4$ and note $\beta$ cuts $\Sigma_4$ in two copies of $\Sigma_2$.
That information indicates that we can construct the convex fundamental domain
for $\Sigma_4$ on $\mathbb{H}^2$ by taking two copies of fundamental region of $\Sigma_2$ and attaching them
along the curve $\beta$, the resulting domain on $\mathbb{H}^2$ is given in figure 3. To get $\Sigma_4$ we
identify the circles $C_1$ and $C_2$ by preserving their orientations and glue the other pair
of circles $\{C_a, C_b\}$ and $\{C'_a, C'_b\}$ by reversing their orientation as shown in figure 3.

To get any general $\Sigma_n$, we will start with a convex domain for $\Sigma_3$ and iterate
the above described process $(n - 3)$ times, hence we will have a convex domain with
$(4n - 4)$-sides for $\Sigma_n$ and we need to attach $(n - 1)$ pairs of edges, the corresponding
Fuchsian group is generated by $(n - 1)$ elements. In all cases, if we want our surfaces
with boundaries then we can take the quotient space of the respective Fuchsian group actions on $\mathbb{H}^2$ for $\epsilon$ very small and positive.

**Translation to physics**

The procedure described above is well known in physics [41–45], albeit usually pronounced with different words. The standard example is the quotient of the $t = 0$ slice of AdS$_3$, which coincides with $\mathbb{H}^2$, by a discrete dilatation. It identifies two concentric semicircles in $\mathbb{H}^2$ and gives rise to a BTZ black hole [46, 47]. Its topology is that of a cylinder as shown in figure 4.

A three-boundary wormhole is obtained from the two-boundary surface by further identification of a pair of geodesics. They must have opposite orientations and lie on the same side$^2$ of the throat horizon corresponding to the first quotient, which is $L_0$ in figure 1. The algorithm to add more boundaries is straightforward: for each new boundary one identifies an additional pair of geodesics with opposite orientations lying on one side of a throat horizon. This is equivalent to the nesting depicted in 2. An $n$-boundary wormhole thus requires identification of $(2n - 2)$ such semicircles.

In the following we explain how this construction is employed to model black hole evaporation.

### 2.2 Introducing the MbW models of black hole evaporation

Having constructed multi-boundary wormholes in hyperbolic geometry, let us discuss the precise models we are interested in. We concentrate on two models which effectively capture some of the central ideas associated with the island program. In both models, we start from a three-boundary wormhole. One of its exits is much larger than the other two, which have coinciding size. The bigger exit is the analogue of the evaporating black hole whereas the smaller ones model the radiation quanta being

---

$^2$We point out that one can also quotient geodesics lying on distinct sides of the first throat horizon. This quotient gives rise to a geometry with a single boundary only.
Figure 5: Change of preferred HRT in 3 boundary model. Left: Before the Page time the HRT surface separates the $R_i$ from the remainder of the pair of pants. Right: After the Page time $L_0$ has shrunk to $L'_0$ and the HRT surface has jumped to include the island $I$.

emitted from the BH. The two models we consider are distinguished by the way the geometry changes with time as more and more quanta get stored in the radiation geometry whereas the BH keeps getting smaller.

a) Three Boundary Model: In the first model, we evolve the exit sizes of a three-boundary wormhole as the system moves forward in time. Therefore, in this model the size of the bigger exit (BH) decreases with time while the smaller exits increase. We insist that the sizes of the smaller exits remain the same as time evolves. Hence, both the smaller exits increase at the same rate. We track the minimal throat horizon lengths corresponding to the union of smaller exits (Hawking quanta) with time. There is a shift in the choice of minimal geodesic at certain timescale, the Page time, after which the connected minimal throat horizon (corresponding to the bigger exit) is the favored choice as opposed to the disconnected unions (throat horizons of the smaller exits)$^3$. This change of preference gives rise to the Page curve in this model. The situation is shown through the pair of pant geometry in figure 5. After the Page transition the region $I$ is added to the entanglement wedge of the Hawking quanta. This is the representative island in this model. The corresponding Page curve is shown in left hand side of figure 7. Note that the topology of this model never changes; it remains a three-boundary wormhole at all times.

b) $n$-Boundary Model: In the second model, instead of increasing the size of the smaller exits, we increase the number of smaller exits. Hence, in this model, topology changes with each time step and the no. of exits $n$ represents this time.

---

$^3$It is to be noted that both these choices are homologous to the BH as well as union of Hawking quanta for all times. Hence they are the candidate HRT surfaces.
Although it is hard to realize dynamically from Einstein’s equations, it is perfectly reasonable as discrete snapshots at different times during the radiation. All the different topologies are time reflection symmetric. The bigger exit, similar to the three-boundary model, keeps decreasing and again a transition of HRT surface corresponding to the union of the Hawking quanta (union of the \((n-1)\) smaller exits in this case) takes place at certain point of time \(n_{\text{page}}\), this is shown in figure 6. The corresponding Page curve is shown in right hand side of figure 7.

2.3 Volumes in AdS\(_3\)

In this paper we content ourselves with constant time slices of AdS\(_3\) space-time. The HRT formula [2–4] suggests that the entanglement entropy of any region \(A\) on the boundary of AdS\(_3\) is equivalent to the length of the bulk geodesic \(\gamma_{RT}(A)\) anchored at \(\partial A\); one also needs to introduce a cutoff surface \(\gamma_{c}\) near the boundary for regularization. Our primary interest is in the volume of the co-dimension-1 surface \(\Sigma\) with boundary \(\partial \Sigma = \gamma_{RT}(A) \cup A_{c}\), where \(A_{c}\) is the segment of the cutoff surface \(\gamma_{c}\),
which hovers over \( A \). This volume appears in the original definition of holographic complexity in [31]. We use, however, an alternate definition put forward in [32].

**Definition 4** Let \( \Sigma \subset \mathbb{H}^2 \) be a hyperbolic surface with boundary \( \partial \Sigma = \gamma_{RT}(A) \cup A_e \) for boundary interval \( A \). Its topological subregion complexity is defined through

\[
C(A) \equiv -\frac{1}{2} \int_\Sigma R\,d\sigma ,
\]

where \( R \) is the scalar curvature of the bulk space-time.

In the cases of interest in this paper \( R \) is a constant. The advantage of (2.3) lies in the fact that it determines the complexity completely by topological data through use of the Gauss-Bonnet theorem

**Theorem 2.11** Let \( \Sigma \) be an orientable, compact, two-dimensional Riemannian manifold with piecewise smooth boundary \( \partial \Sigma \) and scalar curvature \( R \). Denote by \( k_g \) the geodesic curvature of the curve carved out by \( \partial \Sigma \). Then

\[
-\frac{1}{2} \int_\Sigma R\,d\sigma = \int_{\partial \Sigma} k_g\,ds + \sum_{i=1}^{r} \alpha_i - 2\pi \chi(\Sigma) ,
\]

where \( \chi(\Sigma) \) is the Euler characteristic of \( \Sigma \). \( r \) is the number of corners in \( \partial \Sigma \) and \( \alpha_i \) are the corner angles at which the piecewise smooth segments of \( \partial \Sigma \) intersect.

The geodesic curvature \( k_g \) measures how much \( \partial \Sigma \), or any other curve under scrutiny, deviates from a geodesic. If we anchor \( \Sigma \) at a boundary interval \( A \), then the left hand side is of course the topological complexity \( C(A) \). Moreover, in this case the corner angles \( \alpha_i \) are always \( \pi/2 \) [48], since geodesics \( \gamma_{RT} \) intersect the cutoff surface perpendicularly.

Let us illustrate the formula with standard examples. In the simplest case the subsystem \( A \) is a single connected interval \( A \subset [x_1, x_2] \). The boundary has two corners, those at which \( \gamma_{RT} \) and \( A_e \) intersect, each of which contributes \( \pi/2 \), yielding

\[
\int_{\partial \Sigma} k_g\,ds + \sum_{i=1}^{2} \alpha_i = \frac{x_2 - x_1}{\epsilon} \quad + \quad 2 \times \frac{\pi}{2} .
\]

The Euler characteristic of \( \Sigma \) is 1 as it is topologically equivalent to a disk, thus we obtain

\[
C(A) = \frac{x_2 - x_1}{\epsilon} - \pi .
\]

As another example let us consider two disjoint sub-regions \( A = A_1 \cup A_2 \), where \( A_1 = [x_1, x_2] \) and \( A_2 = [x_3, x_4] \), \( (x_1 < x_2 < x_3 < x_4) \). There are two candidate HRT surfaces for this configuration. In phase I the complexity is simply the sum of that for each subregion, i.e.

\[
C_I = \frac{x_2 - x_1}{\epsilon} + \frac{x_4 - x_3}{\epsilon} - 2\pi
\]

\[ (2.6) \]
In phase II where $\Sigma$ is a connected surface, only $\chi(\Sigma)$ is different and hence
\[
C_{II} = \frac{x_2 - x_1}{\epsilon} + \frac{x_4 - x_3}{\epsilon} + 4 \times \frac{\pi}{2} - 2\pi = \frac{x_2 - x_1}{\epsilon} + \frac{x_4 - x_3}{\epsilon} \quad (2.7)
\]
Thus subregion complexity exhibits a discontinuous jump at the transition. It is easy to generalize this result for arbitrary number of intervals and has been shown in [32], which also considers non-zero temperature.

2.3.1 Volumes in Multiboundary Wormholes:

Let us now consider the multiboundary wormhole model. We are interested in the evolution of subregion complexity associated with the Hawking radiation during the evaporation. In the toy model of [15] the evaporation is described by an initial large black hole regurgitating smaller black holes, which represent the Hawking quanta. For simplicity, all such black holes are considered to be placed in their own separate asymptotically-AdS space-time. As the evaporation proceeds, the asymptotically-AdS regions are connected by a wormhole with an increasing number of exits. The subregion we are concerned with is the union of all the smaller exits at one instant of time.

As described in [15] and 2.2 above, there are two competing HRT surfaces for the sub-region of our choice, viz. $\bigcup_{j=2}^{n} \ell_j$ and $L_0$. The corresponding entanglement wedges have been illustrated in figure 6. At the Page transition, the entanglement wedge changes which results in a constant shift of complexity.

a) Three boundary model: As explained before, we fix the two smaller boundaries by identifying the pair of geodesics that are not concentric. We assume these two semicircles to be of the same radius in our consideration, as shown in 1. In addition, we also assume that the corresponding throat horizons are of the same length. This assumption constrains the choice of parameters in the fundamental domain in a particular way as mentioned in [16, 17]. The relation is between center of the non-concentric semicircles. Among these two, let the center of the semicircle near $x = 0$ be $c_1$ and the other one be $c_2$. Note that these are the semicircles removed to create a three-boundary wormhole from the two-boundary case. Recall that for the
latter, one has to identify two concentric semicircles in the UHP. These two concentric semicircles have their center at \( x = 0 \) and their radii \( R_0 \) and \( \mu^2 R_0 \) respectively, where \( \mu > 1 \). For the three-boundary evaporating model, we have \( \mu \geq 1 \), which saturates at the end of the evaporation process. The relation constrained by the fact that the two throat horizons are of equal length is \( c_2 = \mu c_1 \). Let us label the radii of these two semicircles as \( R_1 \) and \( R_2 \). In this paper, we work with the particular choice \( R_1 = R_2 = R \). \(^4\) We also make the following choice for \( c_1 \), and thus also for \( c_2 \), motivated by [16],

\[
c_1 = \frac{\mu + 1}{2} R_0, \quad c_2 = \mu c_1.
\] (2.8)

Our parameter choices secure positivity of the volumes of the smaller exits for all times, as desired. We should nevertheless keep in mind that among these two equal throat horizons, one is connected whereas the other is disconnected according to the construction, see figure 1. Let us call the connected one \( L_1 \) and the disconnected one \( L_2 = L_2^L + L_2^R = L_1 \), where the superscripts stand for left and right. It is easy to see that once \( R_0 \) is specified and we assume that with time \( L_1 \) and \( L_2 \) increase, while the primarily bigger vertical throat horizon \( L_0 \) keeps decreasing via \( L'_0 = \sqrt{L_0^2 - 2L_1^2} \), the only time dependence left to be solved for a consistent construction is the time dependence of \( R \). In this case, we replace time by the increasing length \( L_1 \) (or equivalently \( L_2 \)) and plot the volumes with increasing \( L_1 \). There are two solutions of \( R = R(L_1) \). Ideally \( R \) should also depend upon \( \mu \). But since \( L'_0 \) can be written either simply in terms of \( L_1 \) or equivalently in terms of \( \mu \), there is a relation between these two, \( \mu = e^{\sqrt{L_0^2 - 2L_1^2}} \), with \( L_0 \) chosen to be a constant (the starting length of the vertical throat horizon).

The expressions for \( L_1 \) and \( L_2 \) are the following once the equality constraint, hyperbolicity condition \(^5\) and the equation (2.8) are used

\[
L_1 = \log \left[ \cot \left( \frac{1}{2} \text{arcsec} \left( \frac{\mu^2 - 1}{\sqrt{(\mu^2 - 1)^2 - 16R^2}} \right) \right) \right]
- \log \left[ \tan \left( \frac{1}{2} \text{arcsec} \left( \frac{\mu^2 - 1}{\sqrt{(\mu^2 - 1)^2 - 16R^2}} \right) \right) \right]
\] (2.9)

\(^4\)In [16], the authors assumed \( R_2 = \mu R_1 \). But in that case, one ends up with negative volumes for the smaller exits, which is unsatisfying physically.

\(^5\)This is mentioned in section 2.1.1.1.
\[ L_2 = \log \left[ \cot \left( \frac{1}{2} \arccsc \left( \frac{\mu (\mu^2 - 1) \sqrt{\mu^2 ((\mu^2 - 1)^2 - 16R^2)}}{\mu^6 - 2\mu^4 + \mu^2 - 8 (\mu^2 + 1) R^2} \right) \right) \right] \]
\[ \quad - \log \left[ \tan \left( \frac{1}{2} \arccos \left( \frac{\mu^5 + \mu - 2\mu^3 (4R^2 + 1) - 8\mu R^2}{(\mu^2 - 1) \sqrt{\mu^2 ((\mu^2 - 1)^2 - 16R^2)}} \right) \right) \right] \quad \text{(2.10)} \]

Given the above expressions of \( L_1 \) and \( L_2 \), we solve for \( R \) asking for a linear growth of \( L_1 \) so that we can use it as an analogue of time.\(^6\) There are two solutions, both of which feature positive volumes for any instance of time, as required by consistency, in particular of the fundamental domain. It is also easy to check that for both of the solutions, \( L_1 \) and \( L_2 \) are indeed equal to each other.

Just to be precise, let us mention the volumes of the smaller exits at any particular instant in terms of the parameters of fundamental domain.

\[ V_1 = \left( c_1 - R - R_0 \right) + \left( \mu^2 R_0 - c_2 - R \right) / \epsilon, \quad \text{(2.11)} \]

and

\[ V_2 = \left( c_2 - c_1 - 2R \right) / \epsilon, \quad \text{(2.12)} \]

where \( \epsilon \) is again a UV cutoff. The total volume is simply \( V = V_1 + V_2 \). At the Page time, when the minimal surface corresponding to the union of the smaller exits changes from \( L_1 + L_2 \) to (the decreased) \( L'_0 \), a volume is added to the previous volume \( V \). We will come back to this point in the next subsection and where we present plots of the volumes corresponding to the two solutions of \( R = R(L_1) \).

b) \( n \)-boundary model: This is a good time to explain how we wish to perceive black hole evaporation à la \[15\] from the quotient perspective with more details about the explicit construction. Recall figure 5. We start with three exits and at each time-step include two more geodesics with opposite orientations, which upon identification provide a new boundary. For simplicity, we consider all semicircles to have the same radius at any moment. The radius is thus a function of the number of exits, which is an analogue of discretized time.

The moduli space of an \( n \)-boundary wormhole contains \( n \) physical parameters that characterize the system. These are the periodic geodesics between two identified semicircles in our quotient picture. Consider the 3-boundary construction in figure 1. The dashed lines denote the geodesics which after performing proper identification become closed and the metric outside the causal development of these closed curves is the BTZ metric \[43\]. Thus the periodic geodesics can be identified as black hole horizons and in fact constitute the candidate HRT surfaces in the evaporation model.

\( \text{\textsuperscript{6}} \)It is important to note that solving this \( R \) for given parameter choices is just for exactness and calculation of volume. In general, for any constant or functional dependence of \( R, L_1 \) and \( L_2 \), although they apparently look different, scale in the exactly similar way with \( \mu \).
In figure 1 we have denoted the identification of each geodesic with the corresponding BH horizon for the 3-boundary wormhole.

The sub-region complexity is essentially determined by the volume under the horizons. Before Page time, it is the volume under $\cup_{j=2}^{n} \ell_j$ while after Page time it is that under $L_0$ as marked in figure 6. The explicit formulae for the volumes are given below. Here we only point out that they depend on the radii of the semicircles and the length of the horizons. The horizon lengths are in general difficult to compute, the authors of [45] provide two of the three lengths for the 3-boundary wormhole

$$L_0 = L \log (\mu^2),$$  \hfill (2.13)

$$L_1 = 2L \arcsinh \left[ \sqrt{\left( \frac{d}{R} \right)^2 - 1} \right],$$  \hfill (2.14)

but an analytic answer for $L_2 = L_2^L \cup L_2^R$ remains elusive. Here $L$ is the AdS radius and $d$ is the distance between the centers of the orientation reversed semicircles, other parameters are explained in figure 1. After identification, $L_0$ becomes the horizon of the parent black hole. Throughout the calculation, we shall follow the footsteps of [15] and assume all smaller horizons have equal length $L_1$.

In our model, we demand that all smaller semicircles have identical radii, $R$, at any moment in time. Since we accommodate an increasing number of semicircles, hence also boundaries, in the same region as time progresses, $R$ cannot remain constant. Also, starting from the three-boundary wormhole, as we increase number of boundaries, the distance (say $d_1$) between the centers of the semicircles are managed in a way to make sure that all the other disconnected throat horizons, except for the one that is attached to the concentric semicircles, have the same length as the connected one between the first set of orientation reversed semicircles. Therefore, in our model, we make sure that out of the $(n - 1)$ smaller exits, $(n - 2)$ have the same horizon length and only the remaining one is assumed to have a constrained equality. There is no way to fix the time dependence of $R$ explicitly. We can however assert that it must satisfy the constraint

$$R(n) < \frac{(\mu^2(n) - 1)}{4(n - 1)} R_0,$$  \hfill (2.15)

where $n$ denotes the number of smaller exits. This constraint makes sure that the adequate number of semicircles are accommodated within the interval $(\mu^2(n) - 1) R_0$.

Choosing a good function, one that satisfies (2.15), we can determine the volume and complexity through the help of (2.13). As we will see, it exhibits a finite discontinuity at the Page transition. The source of this discontinuity is purely topological, which we explain in section 2.3.2. Thereafter we give explicit formulae for the volumes and show complete evolution of complexity during entire evaporation process.
2.3.2 Gauss-Bonnet & hyperbolic polygons

As explained in subsection 2.3, the Gauss-Bonnet theorem plays a central role in the calculations of volumes in AdS$_3$. Here, we discuss another consequence of the Gauss-Bonnet theorem (2.4), which regards the computation of the area of hyperbolic triangles.

Corollary 2.12 Consider a 2d hyperbolic surface. Let it be tessellated by triangles with angles $(\alpha, \beta, \gamma) = \left(\frac{2\pi}{p}, \frac{2\pi}{q}, \frac{2\pi}{r}\right)$. Then the Gauss-Bonnet theorem along with the triangle group imply the following relation

$$\frac{\pi}{p} + \frac{\pi}{q} + \frac{\pi}{r} < \pi.$$  \hspace{1cm} (2.16)

The area of the hyperbolic triangle therefore becomes $|\left(\pi - \alpha - \beta - \gamma\right)|L^2$, where $L$ stands for an intrinsic length scale, which is the AdS radius.

We choose $L = 1$ for the remainder of this section. Next, we aim for the computation of the volumes\footnote{Strictly speaking, our volumes are of course areas, but we stick with conventional terminology of higher dimensional geometries.} of the different kinds of causal shadow regions that crossed our way when contemplating multi-boundary wormholes. As explained previously, these regions correspond to the analogue of islands in our models. In the following, we describe a simple way to compute such volumes in two-dimensional hyperbolic space. In the following, we will only make use of the above-mentioned area of hyperbolic triangle to compute area of any hyperbolic polygon in two dimensional hyperbolic space.

A general look into causal shadows: Let us first point out to the reader that the causal shadow volumes that are added to the entanglement wedge of the radiation subsystem after the Page time, both in case of the three-boundary as well as the $n$-boundary model, are hyperbolic polygons in general.

Observation 2.13 For the three-boundary case, the region is a hyperbolic octagon, whereas for the $n$-boundary scenario, the region is a hyperbolic $4(n_{Page} - 1)$-gon. $n_{Page}$ stands for the $n$-value at which the Page transition, or in case of volume, the wheel-eyeglass phase transition\cite{49}, occurs.

Therefore, the first thing to understand is that in case of $n$-boundary model, the structure of the causal shadow depends upon the Page time. Now, let us understand the volumes of general hyperbolic polygons in terms of hyperbolic triangles. Firstly, we discuss the three-boundary causal shadow and then generalize it to general number of boundaries.

Hyperbolic octagon: First, we discuss the three-boundary case. In this case, as mentioned in 2.3.1, the minimal surface change gives an additional contribution to
the volume of the radiation subsystem. Now, from the Figure 9a, we can see that this is the causal shadow region. For the three-boundary case, as has been marked in the figure, there are eight vertices constructing a hyperbolic polygon. In general it can have any volume depending on the nature of the edges of the polygon. However in our case, we easily see that at each vertex at least one of its edges is always a geodesic (throat horizon) in the fundamental domain of the three-boundary wormhole. Now, any bulk curve or geodesic in the fundamental domain is bound to hit the boundary of the domain with a corner angle $\frac{\pi}{2}$.\footnote{Another way of understanding these bulk geodesics and the corner angles is as entanglement wedge cross sections as pointed out in [50, 51] and as proved in [52] using Klein coordinates.}

Knowing the corner angles, we can use the formula for the area of the hyperbolic triangle in computing the area of the hyperbolic octagon by dividing it into eight triangles as shown in Figure 9b.

**Observation 2.14** The vertices of the octagon are marked by the numbers $i = 1, 2, ..., 8$ and the eight triangles that we divide this octagon into have a common vertex $0$. The sum of all angles joined at the center $0$, we call these $\angle i0j$ with $i, j = 1, 2, ..., 8$, is of course $2\pi$. This allows for a simple derivation of the octagon’s volume,

$$
\text{Area of the octagon}(\Delta V_{(3)}) = \sum_{i,j(i\neq j)} \Delta(i0j) = \sum_{\bar{T}} \Delta(\bar{T}) \quad (\bar{T} = 1, 2, .., 8)
= 8\pi - \sum_{i,j(i\neq j)} \angle i0j - \sum \text{Corner angles} = 8\pi - 2\pi - \left(8 \times \frac{\pi}{2}\right) = 2\pi.
\quad (2.17)
$$

Hence, the area of the hyperbolic octagon is constant in our case and the volume experiences a jump of $2\pi$ at the Page transition (wheel-eyeglass phase transition).
Figure 10: Complexity plots of 3 boundary island model for two choices of $R$
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(a) $R(n) = R_a(n)$
(b) $R(n) = R_b(n)$

Figure 11: Complexity plots of $n$-boundary island model for two choices of $R$

Figure 10, we have shown the volume vs time plots for the two solutions of $R$ (time dependent radius of the non-concentric pair of semicircles) as mentioned in 2.3.1.

**Hyperbolic $m$-gon:** Now we generalize our previous computation for any general $m$-gon of the given kind, i.e; the corner angles being $\frac{\pi}{2}$. In this case as it turns out again, we can divide it into $m$ hyperbolic triangles and the area simply becomes,

$$\text{Area of } m\text{-gon} = m\pi - 2\pi - m\frac{\pi}{2} = \pi\left(\frac{m}{2} - 2\right).$$

(2.18)

Now for a given $n$-boundary wormhole, we find that the value of $m$ becomes $m = 4(n - 1)$. Therefore, for the $n$-boundary wormhole, the volume that is added at the Page transition becomes,

$$\text{Jump in volume: } \Delta V(n) = [2(n_{\text{Page}} - 1) - 2] \pi = (2n_{\text{Page}} - 4) \pi.$$  

(2.19)

Hence, we find that for the $n$-boundary model, the jump in volume depends on the Page time whereas for the three-boundary model, it does not. For the three-
boundary case, there is no topology change in the process of evaporation and therefore, the previous result, \(2\pi\), is recovered by setting \(n_{Page} = 3\).

The full evolution of holographic complexity during the evaporation is illustrated in figure 11 for two different choices of \(R(n)\), both of which obey (2.15). While there exists a large pool of choices for \(R(n)\) producing distinct plots, we emphasize that all of them have similar qualitative features as either of our two choices for \(R(n)\),

\[
R_a(n) = \frac{100 - n}{(2n + 2)^{1.05}} \\
R_b(n) = (100 - n) \times 10^{-3}
\]  

(2.20)

Indeed, our choices seem to have been conjured out of the blue. They are not completely ad-hoc, though. While certainly not unique; these are two of the many choices which ensure that at any moment all circles can be sufficiently accommodated in the fundamental domain as well as generate physically meaningful plots of the volume. In absence of any true analytical time-dependence of \(R\), these are our best guides to fix a meaningful evolution of complexity. Further, we assumed that the disconnected throat horizons were equally divided into two halves with each of them having length \(\frac{L_1}{2}\), where \(L_1\) is the length of the sole connected horizon and we have already assumed all horizons to have the same length. Under these assumptions and with the help of equations (2.13) and (2.14), we can express the volume associated with each smaller horizon as

\[
V_{\text{initial}} = 4(n - 1) \left(\frac{1}{2} \cosh \left(\frac{\epsilon}{4}\right) - 1\right) R(n) + 2 \left(\frac{1}{2} \cosh \left(\frac{\epsilon}{2}\right) - 1\right) R(n)
\]  

(2.21)

This is the volume that goes into the complexity before Page time, after the Page transition there’s a constant addition (2.19) to the volume. The figures clearly display these required features.

3 Islands and Kinematic Space:

In this section we employ kinematic space to obtain an understanding of the quantum information involved in the volume of an island. We explain how island volumes are computed in kinematic space and combine this with our prior results to derive integral identities of trigonometric functions. We begin with an introduction of kinematic space geared towards wormholes in subsection 3.1. In subsection 3.2 we explain how kinematic space captures volumes. In subsection 3.3 we apply these tools to a causal shadow in AdS\(_3\) and derive a first integral identity. Finally, in subsection 3.4 we apply kinematic space islands and derive another integral identity.

3.1 A crash course on kinematic space

Kinematic space is an intermediate geometry between the gravity side and the CFT side of the gauge/gravity correspondence. Its power resides in its aptitude to translate
geometric properties of the bulk theory into information theoretic objects in the boundary theory [34, 53].

We work with static, asymptotically AdS spacetimes \( M \), which satisfy
\[
ds^2 \sim -\frac{r^2}{L^2} dt^2 + \frac{L^2}{r^2} dr^2 + r^2 d\phi^2 \quad \text{as} \quad r \to \infty ,
\]
where \( \phi \sim \phi + 2\pi \) is an angular variable and \( L \) is the AdS radius. Note that in this section we work with global AdS\( ^3 \) rather than the Poincaré patch. This will not pose a problem however, as our intent is to extract statements on the connectivity of wormhole geometries, and these do not depend on which patch we quotient to obtain a wormhole geometry.

For a fixed value of time \( t = \text{const} \), the kinematic space \( K \) associated with (3.1) is the space of all boundary anchored, oriented geodesics. In pure AdS\( ^3 \) any tuple of boundary points \( (u, v) \) is associated uniquely\(^9 \) with one geodesic and hence with a point in \( K \). It is convenient to introduce another set of coordinates on \( K \),
\[
\theta = \frac{1}{2}(v + u) \in [0, 2\pi), \quad \alpha = \frac{1}{2}(v - u) \in [0, \pi]
\]
The intuition for these coordinates is as follows. The tuple \( (u, v) \in K \), with \( v > u \), naturally delimits a boundary interval \([u, v]\), i.e. a CFT subregion. The center of this subregion is given by \( \theta \) and \( \alpha \) is the interval’s opening angle. A point \( (\theta, \alpha) \in K \) and \( (\theta + \pi, \pi - \alpha) \) encode the same geodesic, albeit with reversed orientation.

Entanglement entropy \( S(u, v) \) in a CFT, being dependent on a boundary interval, naturally becomes a function on \( K \). It plays a prominent role, as it induces a metric and a volume form on \( K \) [34]
\[
ds_K^2 = \partial_u \partial_v S \, du \wedge dv = -\frac{1}{2} (\partial^2 S) \left( -d\alpha^2 + d\theta^2 \right) , \quad (3.3a)
\]
\[
\omega = \partial_u \partial_v S \, du \wedge dv = -\frac{1}{2} (\partial^2 S) \, d\theta \wedge d\alpha . \quad (3.3b)
\]
In the second equality on each line we imposed rotational symmetry \( S(\theta, \alpha) = S(\alpha) \).

**Definition 5** The two-form \( \omega \) is called the Crofton form. It is a volume form on \( K \).

**Observation 3.1** The Crofton form (3.3b) is a measure on \( K \) and invariant under the isometries of the hyperbolic plane [34]. The Crofton form is a line density, i.e. it associates a measure to each geodesic, similar to how \( \sqrt{|g|} \, d^4 x \) associates a measure to each point on a manifold.

We stress that even though we started out with a fixed time slice of AdS\( ^3 \), which is a Euclidean manifold, its associated kinematic space is Lorentzian and its light-cone coordinates are given by \( u \) and \( v \). In fact \( K \) is de-Sitter spacetime [53].

\(^9\)In quotient geometries this need not be the case.
Being Lorentzian, $\mathcal{K}$ naturally carries a causal structure. Any interval $[u_1, v_1]$ lies in the past of $[u_2, v_2]$ if $[u_1, v_1] \subset [u_2, v_2]$. This implies that the point $(u_1, v_1) \in \mathcal{K}$ lies in the backward lightcone of $(u_2, v_2) \in \mathcal{K}$. We anticipate that any pair of geodesics which we identify in order to obtain a wormhole, needs to be time-like related [54]. A geodesic $(\theta, \alpha) \in \mathcal{K}$ and its orientation reversal $(\pi + \theta, \pi - \alpha)$ are space-like related. Note that the CFT spacetime is also represented in $\mathcal{K}$, since for any $(\theta, \alpha)$ the limit $\alpha \to 0$ shrinks the geodesic to the point $\theta = u = v$ on the boundary of AdS.

It should be clear that kinematic space $\mathcal{K}$ can be constructed for any CFT as space of subregions $[u, v]$ without invoking holography. In this case we may still think of an auxiliary AdS spacetime in which each $[u, v]$ is associated with a geodesic $(\theta, \alpha)$. If however, the CFT is holographic, then this auxiliary AdS is promoted to the actual geometry of the gravity dual. Of course, for holographic CFTs, $S$ also measures the length $\ell(u, v) = S(u, v)/4G_N$ [2] of a boundary anchored geodesic. Because $S(u, v)$ essentially determines $\mathcal{K}$, cf. (3.3), we establish that $\mathcal{K}$ acts as intermediary geometry between CFT and AdS as claimed at the beginning of this section.

**Lengths in AdS as integrals in $\mathcal{K}$**

As a first application we discuss how to compute lengths of curves in AdS using kinematic space. Just as a (boundary anchored, spacelike) geodesic in AdS corresponds to a single point in $\mathcal{K}$, a point $p \in \text{AdS}$ is associated with a spacelike geodesic in $\mathcal{K}$.

**Definition 6** Let $\alpha_p(\theta)$ be the curve in $\mathcal{K}$ which collects all boundary anchored spacelike geodesics running through $p \in \text{AdS}$. It is called a point curve.

**Observation 3.2** Point curves for pure AdS are spacelike geodesics in $\mathcal{K}$ [55].

**Observation 3.3** In a cylindrical coordinate system the metric of a constant time slice in $\text{AdS}_3$, the Poincaré disk $\mathbb{D}_2$, assumes the form $ds^2 = d\rho^2 + \sinh^2 \rho d\chi^2$ with $\chi \sim \chi + 2\pi$. Then the point curve of a point $p = (\rho_0, \chi_0) \in \mathbb{D}_2$ is parametrized through

$$\alpha_p(\theta) = \arccos (\tanh \rho_0 \cos(\chi_0 - \theta)),$$

(3.4)

An example is given in figure 12. We have picked out two points $p, q \in \text{AdS}$ and their corresponding point curves in $\mathcal{K}$ are the black curves delimiting the blue region. Both points are intersected by the orange geodesic (which for reasons to be discussed momentarily is drawn only partly in orange and has blue tails) and thus both of their point curves run through the orange geodesic’s point in $\mathcal{K}$. On the contrary, each point is intersected just by one of the red geodesics and so each point curve contains only one red dot in $\mathcal{K}$.

Say we want to compute the distance $d(p, q)$ between $p$ and $q$. This distance is given by the orange geodesic. The orange part is indeed only the geodesic distance
Figure 12: Left: A BTZ black hole generated in global AdS$_3$ through identification the two red geodesics. The event horizon is drawn in orange. Right: $\mathcal{K}$ of global AdS$_3$. The thick black graphs are point curves $\alpha_p(\theta)$, $\alpha_q(\theta)$ and they enclose the region $\Delta_{pq}$. It captures all geodesics crossing the event horizon.

between $p$, $q$ and the blue tails complete it to a boundary geodesic, thus naturally associating with it the orange point in $\mathcal{K}$. The distance is then computed by integrating the Crofton form.

Theorem 3.4 Let $\Delta_{pq} \in \mathcal{K}$ be the region enclosed by two point curves $\alpha_p(\theta)$, $\alpha_q(\theta)$, which encode two points $p$, $q \in$ AdS in kinematic space. Then the distance $d(p, q)$ in a constant time slice of AdS is computed as a volume integral over the Crofton form

$$
\frac{d(p, q)}{4G_N} = \frac{1}{4} \int_{\Delta_{pq}} \omega, \quad (3.5)
$$

The region $\Delta_{pq}$ encapsulates all geodesics which intersect the orange line and the integral assigns a weight $\omega$ to them; an example is found in figure 12. This explains why $\omega$ may be thought of as a line density. It was proven in [34] that (3.5) is indeed equivalent to (2.2).

Now we are in a position to give a first statement on black holes in conjunction with kinematic space. In order to produce a BTZ black hole, we need to quotient AdS$_3$ by a hyperbolic element of the Fuchsian group. This translates to the statement that the two geodesics which we identify need to be timelike$^{10}$ related in $\mathcal{K}$ [54].

Observation 3.5 Hyperbolic elements of the Fuchsian group, as in definition 1, induce time-like transformations on $\mathcal{K}$.

$^{10}$In the Poincarè patch this incorporates the orientation flip of the identified geodesics.
In figure 12 we can thus identify the two red geodesics, since one lies in the future of the other. The orange line, being the geodesic distance between the two red geodesics, is identified with the event horizon. Thus for this example, equation (3.5) computes the length of the event horizon since the labels on $\Delta_{pq}$ are taken to be the endpoints of the orange line. For future purposes note that if we shrink the orange line, the region $\Delta_{pq} \in \mathcal{K}$ shaded in blue shrinks accordingly.

### 3.2 Volumes of AdS subspaces as integrals in $\mathcal{K}$

The next natural step is to ask how to compute volumes. An extended discussion can be found in [32, 33]; here we settle for an explanation in terms of examples geared towards wormholes.

**Definition 7** Let $Q$ be a hyperbolic surface on the constant time slice of $\text{AdS}_3$. It is naturally associated with a region $\mathcal{K}_Q \subseteq \mathcal{K}$, which collects all boundary anchored geodesics $\gamma = (\theta, \alpha)$ of $\text{AdS}$ with non-vanishing intersection with $Q$,

$$\mathcal{K}_Q = \{ \gamma \in \mathcal{K} | \gamma \cap Q \neq \emptyset \}.$$  

As an example consider $Q$ to be the hyperbolic surface to the right of the event horizon in figure 13. Observe that the geodesics inside $\Delta_{pq}$ intersect $Q$. However, there are more such candidates. One way to fix the remaining geodesics is as follows.

Because the red geodesics define our BTZ black hole, they obviously also encode the CFT boundary regions to either side of the event horizon. The endpoints of the red geodesics on the right, we call them $b_i \in \partial \text{AdS}$ with $i = 1, 2$, which after identification are the same point, are key to determining the remaining geodesics intersecting $Q$. Finding the point curves for the $b_i$ is simple, because points on $\partial \text{AdS}$ always have lightlike point curves in $\mathcal{K}$. Thus, starting from the red points in $\mathcal{K}$ we follow lightlike paths so that on the lower boundary of $\mathcal{K}$, which we recall is identified with $\partial \text{AdS}$, we hit $b_1$ and $b_2$ as shown in figure 13. We see that the intersection of these lightlike paths hands us the geodesic corresponding to the CFT boundary interval delimited by the $b_i$; in the picture this geodesic is highlighted in sky blue.

We find three types of geodesics, which contribute to the volume of $Q$ but do not intersect the event horizon.

- **Green geodesics** are all those that lie fully contained below the sky blue geodesic. They correspond to all subregions of the CFT.

- **Violet geodesics** are all those that have one end in the CFT spacetime and the other in one of the boundary intervals corresponding to one of the two red geodesics.
Figure 13: Left: $Q$ is the region filled in with wavy lines, i.e. the right side of event horizon. Geodesics are distinguished by the locus of their endpoints on the boundary of AdS$_3$. Color coding is described in the text. Each geodesic contributes only with its chord $\lambda_Q$, i.e. its intersection with $Q$, here the wiggly region. Right: The colored region is $K_Q \subset K$. Its sectors are color-coded according to the harbored type of geodesic.

- **Pink geodesics** are all those geodesics that have one end on the boundary intervals corresponding one red geodesic and the remaining end on the boundary interval of the other red geodesic.

The white regions in $K$ are all those geodesics that do not contribute to the volume of $Q$. In order to answer how each $(\theta, \alpha) = \gamma \in K_Q$ contributes to the volume of $Q$, we need another ingredient.

**Definition 8** Let $\gamma \in K_Q$. We define the chord $\lambda_Q(\gamma)$ to be the length of the intersection of $\gamma$ with $Q$. Given the collection of points $p_{in} \in \partial Q$ where $\gamma$ enters $Q$ and the collection of points $p_{out} \in \partial Q$ where $\gamma$ exits $Q$, the chord $\lambda_Q(\gamma)$ is computed via (3.5).

Every $\gamma \in K_Q$ contributes with its chord $\lambda_Q(\gamma)$ to the volume of $Q$; geodesics $\gamma \notin K_Q$ do not contribute.

**Theorem 3.6** Let $Q$ be a hyperbolic surface on a constant time slice of AdS$_3$. Its volume is computed in kinematic space $K$ through

$$V(Q) = \frac{2G_N}{\pi} \int_{K_Q} \lambda_Q \omega.$$  \hfill (3.7)

This formula simply assigns a weight to each chord of $Q$ and sums them up. It was proven in [33] that the volume of $Q$ is indeed obtained in this manner.
We now sketch how this formula is applied to compute the volume highlighted in figure 13. The integration domain \( \mathcal{K}_Q \) is the combination of the colored regions in the figure,
\[
V(\text{RHS}) = \frac{2G_N}{\pi} \left( \int_{\text{green}} + \int_{\text{violet}} + \int_{\text{blue}} + \int_{\text{pink}} \right) \lambda_Q \omega.
\] (3.8)

We have already seen how the colored regions are determined. Now we check that the integrands, more precisely the chords \( \lambda_Q \), can in principle be computed using CFT data only if we have access to the CFT regions to either side of the event horizon. For this, we investigate the integral (3.5). What we need to check is that the point curves, which provide the integration domain of the chord, are determined through the CFT.

The green geodesics are the simplest as they describe subregions lying contained within the CFT spacetime. Therefore these geodesics are contained fully in the volume of interest. Their point curves are lightlike and emanate from the CFT boundary points which delimit said CFT subregion. If we pick one representative green geodesic, \( \gamma_g = (\theta_g, \alpha_g) \), then its chord length will evaluate to the entanglement entropy, \( \lambda_{\text{green}} = S(\alpha_g) \), of the corresponding CFT subregion.

The other geodesics lie only partially within the volume we wish to compute. Say we pick a geodesic \( \gamma_v = (\theta_v, \alpha_v) \) in the violet region, i.e. \( \gamma_v \) crosses a red geodesic. One of its point curves corresponds to the boundary point contained within the CFT spacetime; therefore it is lightlike and obviously accessible with CFT data. What about the point curve \( \alpha_*(\theta) \) corresponding to the intersection point \( p_* = (\rho_*, \chi_*) \) with the red geodesic? This point lies in the bulk and so we have to reconstruct it. That this is possible is evident once we recall that point curves are geodesics, meaning straight lines, in \( \mathcal{K} \), and given the prescription (3.4), we only need to know two points of \( \alpha_*(\theta) \) to fix the \( (\rho_*, \chi_*) \). We know that the point curve passes through \( \gamma_v \) giving \( \alpha_*(\theta_v) = \alpha_v \); it also passes through the red geodesic \( \gamma_r = (\theta_r, \alpha_r) \) giving \( \alpha_*(\theta_r) = \alpha_r \). Taken together these constraints give rise to
\[
\frac{\cos(\theta_v - \chi_*)}{\cos(\theta_r - \chi_*)} = \frac{\cos(\alpha_v)}{\cos(\alpha_r)},
\] (3.9)

which determines \( \chi_* = \chi_*(\theta_r, \alpha_r, \theta_v, \alpha_v) \) and \( \alpha_*(\theta_r) = \alpha_r \) subsequently fixes \( \rho_* = \rho_*(\theta_r, \alpha_r, \theta_v, \alpha_v) \). In general the functional dependence will be rather involved. Nevertheless, for the computation of the chord length (3.5) this poses no major obstacle with these point curves. However, for the volume we need to integrate this newly found chord against the Crofton form over the violet region in figure 13 which is parametrized by \( (\theta_v, \alpha_v) \). This type of integral that is very hard to control, even for pure AdS\(_3\).

This procedure is repeated in the same fashion for the pink geodesics \( \gamma_p = (\theta_p, \alpha_p) \). The only difference is that non of its point curves are lightlike and have to
be computed through (3.9) (with all instances of subscript \( v \) replaced by subscript \( p \)). Similarly for the blue geodesics, which has one lightlike point curve and its other one is computed through (3.9) with \((\theta_v, \alpha_v) \rightarrow (\theta_b, \alpha_b)\) and \((\theta_r, \alpha_r) \rightarrow (\theta_o, \alpha_o)\), where subscript \( o \) stands for orange and labels the event horizon geodesic, see figure 13.

Momentarily, we will illustrate this procedure exemplarily for the causal shadow appearing for two disconnected CFT boundary regions in pure AdS. Because we have access to the correct answer for the volume of the present example already through the topological means described in previous sections, we will refrain from performing a calculation here and instead settle for description of the quantum information carried by the volume \( Q \).

We begin with what is naively expected and cemented by our analysis, namely that we cannot compute the volume \( Q \) purely from the CFT without knowledge of the entirety of entanglement entropies contained in the CFT subregion connected to \( Q \). That is, we require all \( S(\alpha_g) \), where \((\theta_g, \alpha_g)\) lies in the green regions in figure 13. Contrary to that neither the entanglement entropies corresponding to the regions subtended by the red geodesics contribute nor those entanglement entropies of the CFT subregion behind the event horizon.

Nevertheless, we cannot discard the information contained in these regions fully. We have seen above that these regions contribute, for instance, via violet geodesics, which connect the CFT subregion of interest to the remainder of \( \partial \text{AdS} \). Note however that the second endpoint of violet geodesics is mapped to the CFT subregion when performing the quotient to reach the true wormhole geometry. Violet geodesics therefore represent geodesics which wind around the black hole and provide non-minimal geodesics in the BTZ geometry [54], similar to what is known from entwinement [56, 57]. Pink geodesics appear special at first since in figure 13 neither of their endpoints is on the CFT subregion. However, both of their endpoints are mapped to the CFT subregion upon taking the quotient and thus their nature is similar to that of the violet geodesics.

3.3 Causal Shadow in AdS\(_3\) from Kinematic Space

In this section we illustrate how to compute the volume of the causal shadow for two boundary intervals \( A_1 \cup A_2 = A \) in AdS\(_3\) using kinematic space. As we will see, the emerging integrals are quite involved. We turn this into a virtue however, since by drawing on the gravity techniques discussed in previous section, we establish an integral identity – very much in the spirit of integral geometry. This subsection serves as a stepping stone for the actual case of interest, namely islands in wormhole geometries, which are discussed in the next subsection.

Given that the volume of the causal shadow is determined through topological data, we know that, independently of the boundary interval configuration we choose, we obtain the same result. Therefore, we restrict to the case where the CFT boundary intervals are of equal size, \( A_1 = A_2 \) and placed at opposite sides of global AdS\(_3\).
Figure 14: The region $Q$ is the causal shadow emerging for two boundary intervals (purple) $A_1 \cup A_2$. The region $\mathcal{K}_Q \subset \mathcal{K}$ is the colored region in $\mathcal{K}$ (right panel). There are two inequivalent types of geodesics passing through $Q$, indicated by the green and red squares in $\mathcal{K}$. All squares of one color contribute equally. Hence we restrict our integration domain to one square of each color, labelled $I$ and $II$, respectively.

The causal shadow, we call it $Q$, appears at the phase transition where the boundary intervals each fill in a quarter circle, as shown in figure 14. Observe that the geodesics which have both of their endpoints located at the same boundary interval, do not contribute to the causal shadow. In other words, the entanglement of the subregions of one boundary interval does not play a role in the causal shadow. The only geodesics that contribute to the causal shadow are those that reach across the boundary intervals; these include the complement of the CFT subregions, $\overline{\mathcal{A}} = \overline{A}_1 \cup \overline{A}_2$. From the CFT point of view, this means that we need access to both CFTs if we want to make sense of the causal shadow as a CFT object through kinematic space. This is in line with considerations of quantum error correcting codes [58], where it was noted that a single CFT subregion cannot probe deep into the bulk.

For $Q$ being the causal shadow, $\mathcal{K}_Q$ splits into twelve squares, see right panel of figure 14. The eight squares adjacent to the boundary (green) correspond to geodesics which leave one boundary region in $A$ and enter $\overline{A}$ or vice versa. All eight such squares yield the same contribution, so we restrict to the square labelled $I$. Geodesics in $I$ are oriented so that they start in $A_1$ and end in $\overline{A}_1$. The squares in the center (red) correspond to those geodesics which start in one half of $A$ ($\overline{A}$) and reach out to the other half in $A$ ($\overline{A}$). All four such squares yield the same contribution, so we restrict to the region labelled $II$. Geodesics in $II$ are oriented so that they start in $A_1$ and end in $A_2$. We are thus in a position to write down the
kinematic space integral which computes the volume of the causal shadow $Q$, 

$$V(Q) = \frac{2G_N}{\pi} \left( 8 \int_I \lambda_I \omega + 4 \int_{II} \lambda_{II} \omega \right)$$

$$= \frac{2G_N}{\pi} \left( 8 \int_{\pi/4}^{3\pi/4} du \int_{\pi/4}^{\pi/4} dv \lambda_I(u,v) \omega(u,v) + 4 \int_{-\pi/4}^{\pi/4} du \int_{5\pi/4}^{3\pi/4} dv \lambda_{II}(u,v) \omega(u,v) \right)$$

(3.10)

We choose lightcone coordinates, see eqn. (3.2), since they are adapted to the regions of integration $I, II$. In these coordinates, $\omega(u,v) = 1/(2 \sin^2(\frac{v+u}{2}))$. In order to specify the integrand we compute the chords $\lambda_{I/II}$. This is an illustration of the procedure explained around (3.9).

First we must fix the point curves (3.4) corresponding to the points where a given geodesic $\gamma = (u,v) \in I (II)$ enters $Q$, $p_{in} \in \text{AdS}_3$, and where it exits $Q$, $p_{out} \in \text{AdS}_3$. In order to fix $(\rho_0, \chi_0)$ for each point curve, we use that this point curve runs through two points of $K_Q$. For instance, pick a $\gamma = (u,v) \in I$. The point curve $p_{in}$ runs through $\gamma = (u,v)$ itself and it also runs through the geodesic subtending $A_1$, $\Gamma_1 = (\theta, \alpha) = (0, \pi/4)$. This fixes the point curves $\beta_{in}$ of $p_{in}$ in terms of $u, v$,

$$\beta_{in}(\eta) = \arccos \left( \tanh(\rho_{in}) \cos (\chi_{in} - \eta) \right)$$

(3.11)

$$\tan \chi_{in}(u,v) = \sqrt{2} \cos \left( \frac{v-u}{2} \right) - \cos \left( \frac{v+u}{2} \right)$$

(3.12)

$$\tanh \rho_{in}(u,v) = \frac{1}{\sqrt{2} \cos \chi_{in}}$$

(3.13)

where we have chosen a new coordinate name, $(\theta, \alpha) \rightarrow (\eta, \beta)$ in order to avoid confusion with the parametrization of the integrals over the regions $I/II$ in (3.10) (in conjunction with (3.2)). Note that any $\gamma = (u,v) \in II$ also runs through $\Gamma_1 = (0, \pi/4)$, and thus their point curves are parametrized through $\beta_{in}$ as well.

The exit points however are distinct for geodesics in $I$ and $II$, and so we adjoin an extra label, $p_{out}'$ and $p_{out}''$. The point curve for $p_{out}'$ runs through $\Gamma_2 = (\theta, \alpha) = (\pi/2, \pi/4)$ and the point curve for $p_{out}''$ runs through $\Gamma_3 = (\theta, \alpha) = (\pi, \pi/4)$. This fixes their point curves to be

$$\beta_{out}'(\eta) = \arccos \left( \tanh(\rho_{out}') \cos (\chi_{out}' - \eta) \right)$$

(3.14)

$$\cot \chi_{out}' = \sqrt{2} \cos \left( \frac{v-u}{2} \right) - \sin \left( \frac{v+u}{2} \right)$$

(3.15)

$$\tanh \rho_{out}' = \frac{1}{\sqrt{2} \sin \chi_{out}'}$$

(3.16)
\begin{align}
\beta_{\text{out}}^{II}(\eta) &= \arccos \left( \tanh(\rho_{\text{out}}^{II}) \cos (\chi_{\text{out}}^{II} - \eta) \right) \\
\cot \chi_{\text{out}}^{II} &= -\frac{\sqrt{2} \cos \left( \frac{v-u}{2} \right) + \cos \left( \frac{v+u}{2} \right)}{\sin \left( \frac{v+u}{2} \right)} \\
\tanh \rho_{\text{out}}^{II} &= -\frac{1}{\sqrt{2} \cos \chi_{\text{out}}^{II}}
\end{align}

Note that \( \rho_{\text{out}}^{II} > 0 \) as it should, because \( \chi_{\text{out}}^{II} \in [3\pi/4, 5\pi/4] \). The sought after chords are then found through (3.5),

\begin{align}
\lambda_{I} &= \arctanh \left( \frac{\sin \left( \frac{v+u}{2} - \chi_{\text{in}} \right)}{\sqrt{2 \cos^2 \chi_{\text{in}} - \cos^2 \left( \frac{v+u}{2} - \chi_{\text{in}} \right)}} \right) - \arctanh \left( \frac{\sin \left( \frac{v+u}{2} - \chi_{\text{out}}^{I} \right)}{\sqrt{2 \sin^2 \chi_{\text{out}}^{I} - \cos^2 \left( \frac{v+u}{2} - \chi_{\text{out}}^{I} \right)}} \right) \\
\lambda_{II} &= \arctanh \left( \frac{\sin \left( \frac{v+u}{2} - \chi_{\text{in}} \right)}{\sqrt{2 \cos^2 \chi_{\text{in}} - \cos^2 \left( \frac{v+u}{2} - \chi_{\text{in}} \right)}} \right) - \arctanh \left( \frac{\sin \left( \frac{v+u}{2} - \chi_{\text{out}}^{II} \right)}{\sqrt{2 \sin^2 \chi_{\text{out}}^{II} - \cos^2 \left( \frac{v+u}{2} - \chi_{\text{out}}^{II} \right)}} \right)
\end{align}

While there is little hope to evaluate the integral (3.10), we can turn our logic around and still capitalize on this integral, very much in the spirit of integral geometry. We know from the gravity side that the volume of the causal shadow evaluates to \( V(Q) = 2\pi L^2 \). Therefore, the appropriate way of reading eqn. (3.10) is as an integral identity on integrals of this type. This is the main result of this section.

**Corollary 3.7** The \( \omega \)-weighted integral of the functions (3.20) over regions I and II in \( \mathcal{K} \) is a constant,

\[ 2\pi L^2 = \frac{8G_N}{\pi} \left( \int_{I} \lambda_{I}\omega + \int_{II} \lambda_{II}\omega \right). \tag{3.21} \]

It measures the volume of the causal shadow for two CFT subregions whose combined size exceeds \( \pi \). It is independent of the relative placement of the CFT subregions and depends only on the topology of the causal shadow.

**Observation 3.8** The entanglement entropy of the subregions of \( A_1 \) and \( A_2 \) does not enter in the volume of the causal shadow (3.21). The contributions come exclusively from geodesics reaching to other boundary regions. This cements that, should we compute the volume of the causal shadow from the CFT, we require non-local information between the sectors \( \mathcal{H}_{A_1} \) and \( \mathcal{H}_{A_2} \) of Hilbert space.

The attentive reader might wonder if the chords of green geodesics or the chords of geodesics between \( \overline{A_1} \) and \( \overline{A_2} \) are included in this reasoning. Indeed they are, since
Figure 15: The region $Q$ is the island arising for a three-exit (purple) wormhole. The geodesics which are identified by hyperbolic elements of the Fuchsian group are colored pairwise in light and dark green. Black dots in $\mathcal{K}$ correspond to event horizons. The colored region in $\mathcal{K}$ is $\mathcal{K}_Q$ and its segments are the sectors $s_{ij}$ described in the text, of which we have $s = 56$. We have highlighted sectors $s_{ij}$ for a fixed $i$ and varying $j \neq i$ in red.

we assume that we have access to both $\mathcal{H}_{A_1}$ and $\mathcal{H}_{A_2}$. This means that we know the boundary points of both CFT regions on $\partial \text{AdS}$, which in turn implies we know all geodesics which constitute the boundary of the causal shadow. As we have seen, this information is enough to construct the chords of all geodesics $\gamma \in \mathcal{K}_Q$.

3.4 Kinematic Space and Islands

We are finally in a position to discuss islands using kinematic space. In this subsection we explain which kind of integral arises in the computation of islands for $n_{\text{Page}}$-exit wormholes. We will derive again an integral identity. This time however we omit details on the computation of the chords since they are derived in the same way as before with appropriate choices for the geodesics which are identified in going to the wormhole geometry.

Given an $n_{\text{Page}}$-exit wormhole, the arising island – we call it $Q$ as usual for the region of interest – has $e = 4(n_{\text{Page}} - 1)$ edges, each edge being a geodesic segment. See figure 15 for the case $n_{\text{Page}} = 3$, where the island is an octagon, $e = 8$ (generally an $e$-gon). We count the edges via a label $i = 1, \ldots, e$. The region $\mathcal{K}_Q \subset \mathcal{K}$ splits into $s = e(e - 1)$ sectors, which we call $s_{ij}$, each one corresponding to geodesics entering the island $Q$ through the $i^{\text{th}}$ edge and exiting through the $j^{\text{th}}$ edge; this naturally accounts for the orientation of the geodesics. Obviously $s_{ii} = \emptyset$, because the edges of $Q$ are geodesic segments and can thus only be intersected by $\gamma \in \mathcal{K}_Q$ once, never twice. This secures the number of sectors mentioned above.
We now define

\[ I_{ij} = \frac{2G_{N}}{\pi} \int_{s_{ij}} \lambda_{Q} \omega, \quad i \neq j \]  

(3.22)

which compiles the contribution to the island’s volume \( Q \) stemming from sector \( s_{ij} \subset \mathcal{K}_{Q} \). Note that \( I_{ij} \) is not a subvolume of \( Q \), in fact by itself it is not even a volume, despite the formal resemblance with (3.7). This is due to the fact that \( s_{ij} \) does not capture all geodesics running through a particular subregion of \( \text{AdS}_{3} \). Observe further that \( I_{ij} = I_{ji} \) since orientation reversed geodesics contribute to \( Q \) in the same manner as its mirror. This leaves us with \( e(e - 1)/2 \) integrals of type (3.22) at the price of introducing a factor 2 in the computation of \( Q \). The chord \( \lambda_{Q} \) is determined as in the previous section. One can place all geodesics which give rise to the \( n_{\text{Page}} \)-exit wormhole via quotienting at convenient values to simplify the expressions. This does not influence the result, since we know from previous sections that the volume is topological.

In conjunction with the results (2.19) from above for the island’s volume we thus find here, as the main result of this section, an integral identity.

**Corollary 3.9** Let \( Q \) be a hyperbolic \( e \)-gon on a constant time slice of \( \text{AdS}_{3} \). It is associated with \( \mathcal{K}_{Q} = \bigcup_{i \neq j} s_{ij} \), which splits into sectors \( s_{ij} \). The sum of \( \omega \)-weighted integrals \( I_{ij} \) over all sectors \( s_{ij} \) is a constant,

\[ 2\pi(n_{\text{Page}} - 2)L^{2} = 2 \sum_{i=1}^{e} \sum_{j>i}^{e} I_{ij}, \quad e = 4(n_{\text{Page}} - 1). \]  

(3.23)

It measures the volume of the island arising at the Page transition triggered at page time \( n_{\text{Page}} \). It is independent of the relative placement of the CFT subregions and depends only on the topology of the island.

**Observation 3.10** The entanglement entropy of subregions of the wormhole exits \( A_{k} \) with \( k = 1, \ldots, n_{\text{Page}} \), does not enter in the volume of the island (3.23). The contributions come exclusively from geodesics reaching between sectors. This cements that, should we compute the volume of an island from the CFT, we require non-local information between the sectors \( \mathcal{H}_{A_{k}} \) of Hilbert space.

As with the example of the previous subsection the chords of geodesics between parts of \( \overline{A} = \bigcup_{k} A_{k} \) are included in this reasoning since, given the knowledge of all boundary intervals \( A_{k} \), we can reconstruct the boundary of the island, \( \partial Q \). This then grants access to the chords of all geodesics \( \gamma \in \mathcal{K}_{Q} \). This concludes our exposition of kinematic space.
4 Causal shadow & complexity in tensor networks

Tensor networks have played a major role over the last few years towards understanding the holographic entanglement in parallel in conjunction with gravity. The idea is to prepare a maximally entangled state within a geometry starting from the ground state. It has been able to provide us with explicit realizations of ideas such as sub-region duality, bulk reconstruction and minimal surfaces that match the gravity proposals quite well. The role played by [59–64] have been instrumental in giving shape to this program. Since entanglement is generated eventually by introducing tensors with appropriate properties, this program provides the foundations for the encoding of notions of complexity when particular tensors are thought of as introducing gates in preparing a state. The number of legs in that regards can be therefore thought of as a cost that each of the gates carry.

Our inspiration here derives from [32], where the jump in sub-region complexity was successfully reproduced by introducing tensor networks and counting the number of legs. Hence, in this section, we turn towards understanding our study from the perspective of tensor networks. The notions of tensor networks in the context of the multi-boundary wormholes has been studied previously in [49]. We take it up from there and discuss how it naturally complements the lessons we learn in our work. Of course, there are some limitations to the program concerning the discretization of hyperbolic space through tessellations instead of a continuous treatment that kinematic space provides. Therefore, the aim of this section will be to understand the area, volume and causal shadows qualitatively from the point of view of discretized tensor networks.

Standard protocol for the implementation of tensor networks on AdS$_3$/CFT$_2$ is to tessellate $\mathbb{H}^2$, i.e; the time-slice of AdS$_3$, with discrete polygons. With respect to each of the edges of the polygons, reflection symmetry is preserved and it naturally gives rise to an embedded group structure in the hyperbolic space, known as the Coxeter group. Apart from this particular symmetry that we require, there are several choices one can make while discretizing hyperbolic space through the polygons as discussed in [49]. This picture fits our previous discussion naturally as the hyperbolic polygons also play a crucial role in understanding the area enclosed by the causal shadows which we discussed in detail above. The choice of tensor dictates the tessellation since the tensors are introduced in the center of the polygons of the lattice dual to the tessellation lattice. A crucial point is that all of these choices are not equally good in realizing a given model of multi-boundary wormhole. For example, in [49], the authors have shown that due to error of discretization, there are some choices of tessellations for which even after taking the quotient, one might not obtain a causal shadow. On the other hand, there are also degeneracies in the representations of the minimal bulk geodesics in some of the choices. Having discussed some of the limitations, more of which can be found in [49, 65], we choose the particular set of
tessellations for which the limitations are minimized. By minimizing, we mean that one has to work with tessellations for which the geodesic degeneracies are not present and the causal shadow is indeed present.

Let us now briefly discuss the tiling of hyperbolic plane and Coxeter group and explain how the minimal bulk geodesics are represented in terms of the tensors of the dual lattice in this formalism. First we discuss mathematical nuances of the Coxeter group in 4.1 and then in 4.2, we describe how we can use our previous discussion to understand the causal shadow regions from the tensor network point of view for three-boundary and \( n \)-boundary wormholes respectively.

### 4.1 A primer on Tessellation And Coxeter Groups:

In this subsection we describe the very basics of tessellation of planes and their relation with Coxeter groups. The formal definition of tessellations is as follows.

**Definition 9** A tessellation of the Euclidean or the hyperbolic plane is a subdivision of the plane into polygonal tiles \( P_i \) such that the tiles have the following properties:

1. given any two tiles \( P_i \) and \( P_j \), there exists an isometry \( \gamma \) such that \( \gamma(P_i) = P_j \).

2. If \( P_i \) and \( P_j \) are not the same tile, then only one of the following holds:
   - \( P_i \cap P_j = \emptyset \)
   - \( P_i \cap P_j = p \) where \( p \) is a single point in the plane and \( p \) is a vertex of both \( P_i \) and \( P_j \).
   - \( P_i \cap P_j = e \) where \( e \) is a common edge of both \( P_i \) and \( P_j \).

3. For any point \( p \) on the plane, there exist at least one tile \( P_i \) such that \( p \in P_i \). If there exists exactly one such tile then \( p \) is in the interior of the tile. If \( p \) is in exactly two tiles then it is on the common edge of the two polygons. If \( p \) is in more that two tiles then \( p \) is a common vertex of all tiles containing it.

We are mostly interested in tessellations of the hyperbolic plane \( \mathbb{H}^2 \). If \( P \) is a right angled hyperbolic polygon and \( \Gamma \) is a Fuchsian group generated by isometries which identifies pairs of edges of \( P \) then the collection of images of \( P \), \( \{ \gamma(P) | \gamma \in \Gamma \} \), tessellates the hyperbolic plane. Given a tessellation of \( \mathbb{H}^2 \), we call it \( T \), we can associate a group with \( T \), called the *Characteristic group* of \( T \) and we will denote it by \( \Gamma_T \). It is defined as follows

\[
\{ \gamma \in Isom(\mathbb{H}^2) | \forall P_i \exists P_j s.t. \; \gamma(P_i) = P_j \}. \tag{4.1}
\]

In other words \( \Gamma_T \) contains all the isometries which take all the tiles of \( T \) to distinct tiles. Note that \( P_i \) can be same as \( P_j \), that means if the polygonal tiles themselves have symmetries then those will be included in \( \Gamma_T \).

Next we define the Coxeter groups [67] and describe their relations with hyperbolic tessellations [66].
Definition 10 Suppose $S = \{s_i\}_{i \in I}$ is a finite set and $M = (m_{ij})_{i,j \in I}$ be a matrix such that

- $m_{ii} = 1, \forall i \in I$
- $m_{ij} = m_{ji}, \forall i, j \in I$
- $m_{ij} \in \{1, 2, 3, \ldots\} \cup \{\infty\}, \forall i \neq j$

Then $M$ is called a Coxeter matrix and the associated Coxeter group $G$ is defined by the presentation

$$G = \langle S \mid (s_is_j)^{m_{ij}} = 1, \forall i, j \in I \rangle$$

The pair $(G, S)$ is called the Coxeter system.

A very useful class of examples of Coxeter groups is the reflection groups, which is described in the following theorem:

Theorem 4.1 ([66]) Let $P$ be a simple convex polygon in $\mathbb{H}^2$ with faces $\{e_i\}_{i \in I}$. Suppose $\forall i \neq j$, if $e_i \cap e_j \neq \emptyset$, the angle between $e_i$ and $e_j$ is $\pi/m_{ij}$ for some $m_{ij} = 2, 3, 4, \ldots$. Set $m_{ii} = 1$ and $m_{ij} = \infty$ if $e_i \cap e_j = \emptyset$. Let $s_i$ be the isometric reflection w.r.t. the infinite geodesic supported by $e_i$. Then the group $G = \langle s_i \mid i \in I \rangle$ satisfies the following properties:

- $G = \langle s_i \mid s_i^2 = 1, (s_is_j)^{m_{ij}} = 1 \rangle$
- $G$ is a discrete subgroup of $\text{Isom}(\mathbb{H}^2)$
- $P$ is a fundamental domain of the $G$-action and $P$ tessellate $\mathbb{H}^2$.
The group described in the theorem is an example of a reflection group and clearly it is a Coxeter group. There are infinitely many polygons on $\mathbb{H}^2$ which tessellate the plane via the Coxeter group generated by reflections. If $(p, q, r)$ is a triple satisfying $\frac{1}{p} + \frac{1}{q} + \frac{1}{r} < 1$, then there exist a hyperbolic triangle with interior angles $\pi/p$, $\pi/q$ and $\pi/r$ and the Coxeter group generated by their edge-reflections is called the $(p,q,r)$-Triangular group and the triangle tessellate the hyperbolic plane. Also there exist a right angled regular hyperbolic $n$-gon for all $n \geq 5$ and they also tessellate $\mathbb{H}^2$. If $p$ is a regular $n$–gon with interior angles $2\pi/m$ then $P$ tessellate $\mathbb{H}^2$ and $m$ copies of $P$ meets at each vertex. We show a simple $(2, 3, 5)$ tessellation of $\mathbb{H}^2$ in figure 16.

4.2 Tessellations and multi-boundary wormholes:

In the construction of an $n$-boundary Riemann surface, one usually considers quotients of $\mathbb{H}^2$ by subgroups of its isometry group $SL(2, \mathbb{R})$ which identifies a pair of geodesics. A given regular tiling of the hyperbolic plane is preserved under elements of the associated Coxeter group. By combining different reflections from the Coxeter group it is possible to construct hyperbolic elements which identify pairs of geodesics that form edges of the tiles [49, 65]. Thus such elements are also isometries of the tiling and we can quotient by discrete subgroups $\Gamma$ of the Coxeter group consisting of those elements to obtain a tessellation of the Riemann surface $\mathbb{H}^2/\Gamma$.

The authors of [49] have illustrated multiple possibilities to obtain a tiling of the 3-boundary wormhole in this way. One of them is shown in figure 17, if we let $r_A$, $r_B$ and $r_C$ the reflections about the geodesics coloured blue, purple and green respectively then starting from a $(2, 5, 6)$ tiling of $\mathbb{H}^2$, quotienting by $\Gamma$ generated by $r_A r_B$ and $r_B r_C$ generates the tiling for the 3-boundary wormhole with the unshaded region being the fundamental domain of identification.

Earlier the minimal closed geodesics between a pair of identified semicircles were identified with the horizon associated with each asymptotic boundary. Their analogues in a tessellation are the minimal closed paths along edges of the tiling homologous to each boundary [49] (see figure 17), they may be degenerate depending on the discretization. Once a tiling has been chosen, the associated tensor network could be constructed by considering the tiling as a graph and placing a tensor on each vertex of its dual graph. Tensor networks help realize a discrete version of the Ryu-Takayanagi formula.

Lemma 4.2 If we consider only two boundary regions $A$ and $A^c$ then a minimal path $\gamma_A$ as defined above divides the bulk network into two parts with boundaries $\gamma_A \cup A$ and $\gamma_A \cup A^c$. If we denote by $|\gamma_A|$ the number of tensor legs this minimal path cuts through then according to [63] the tightest bound on the entanglement entropy of $A$.

---

11These tessellated figures have been generated using the free software available online made by Dmitry Brant.
and $A^c$ is provided by

$$S_A \leq |\gamma_A| \ln \chi,$$

where, $\chi$ is called the bond dimension of the tensors. The bound is not violated for degenerate minimal paths as all of them have same length.

With a similar philosophy we can associate the holographic complexity of $A$ with the number of tensor nodes trapped within the region bounded by $\gamma_A \cup A$; in fact this is the definition utilized in [32] to study the holographic complexity from tensor network models of AdS$_3$. To be precise, they embedded the AdS$_3$ metric in a 2D Ising model and computed the number of nodes trapped within the entanglement wedge to represent the volume dual to the minimal surface. The subsequent complexity plots in [32] show reasonable behaviour and adds to our expectation that this counting works.

In our case, we use the tessellations and the elements of the Coxeter group to primarily take the necessary quotients that systematically keep track of the fundamental domain of the multiboundary wormhole. As mentioned before, the tessellations are to be chosen in such a way that the minimal throat horizons corresponding to different exits encode a causal shadow region between them. Once the causal shadow region is understood, as the authors in [49] have mentioned, one can attribute the constant volume of this region to a constant number of tensors (known as central tensors). Since, discretized tessellations are used instead of some continuous network, the number of tensor nodes within a particular region gives us an approximated mea-
sures of volume. Nevertheless, the takeaway message is relatively simpler and can be framed as follows.

Observation 4.3 In case of the three \((n)\) boundary wormhole, the causal shadow region, tessellated by hyperbolic triangles, is a hyperbolic octagon \(4(n_{\text{Page}} - 1)\)-gon. Therefore, we need eight \(4(n_{\text{Page}} - 1)\) hyperbolic triangles to tessellate this region.

Now using this fact, it is straightforward to state that the number of tensor nodes trapped within the \(n\)-boundary causal shadow is \((n_{\text{Page}} - 2)\) times the number of tensor nodes trapped within the causal shadow of three-boundary case, see (2.19). This depends on the respective appropriate tilings and therefore the dual graphs corresponding to the three- and \(n\)-boundary models. It is noteworthy that the results and lessons from tensor network are qualitatively similar to the kinematic space identities, as mentioned in equation (3.23).

5 Discussion and Conclusion:

We have computed the subregion complexity corresponding to the radiation subsystem in the multi-boundary wormhole models in this paper. We have considered two models in which the islands appear, the three-boundary wormhole and the \(n\)-boundary wormhole. Although the two models are qualitatively similar and the island region in both the models correspond to the causal shadows, there are some differences as well. Building on the finding that the causal shadows tend to play the role of islands in these models, we have approached this from various points of view to build a more concrete understanding of the situation. Starting from the volume from the Ricci scalar, we have also studied what the volume and the causal shadows imply when looked at from the kinematic space and tensor network perspectives. In course of our work, we have repeatedly tried to bridge the physical ideas and models to the mathematical notions. For the wormhole construction, identifications of geodesics and tessellations, we have added a few lemmas and theorems along the way that strengthen these ideas mathematically. In the following, we list down the main results of our paper and conclusions that these results tend to imply.

Sub-region volumes: This is the central piece of this paper. We computed the volumes corresponding to a bipartite radiation subsystem for the three-boundary wormhole and \((n - 1)\)-partite one for the \(n\)-boundary wormhole. The remaining exit in both cases represents the evaporating black hole. As we have mentioned already the proposals in the literature [31, 32], the volumes dual to the subregions capture the complexity of the corresponding state. Therefore, the computation of volumes is aimed at enhancing our understanding of the complexity of the radiation state. Recent findings and especially the implications of Python’s lunch [26, 27], suggest that even though quantum extremal surfaces enable us to reproduce the
Page curve, it is still exponentially hard to compute the complexity of the radiation state. Therefore, while Hawking was mistaken about entropy, his statements truly apply to complexity. Now, since in these three- and \( n \)-boundary wormhole models, one can reproduce the Page curve consistently, we performed explicit calculations to investigate if the volumes feature precisely such exponential growth.

What we find is rather surprising. For both models under study, we find two kinds of plots that the volumes dual to the radiation subsystem follow. One is a constantly decaying one whereas the other one is of Gaussian nature. In both the cases, at the Page time, a constant volume is added to the otherwise UV divergent volume due to the change of the minimal surface. In case of the three-boundary model, this volume is simply \( 2\pi \) whereas for the \( n \)-boundary analog, it depends on the Page time, here \( n_{Page} \). It would be interesting to see if this addition of constant volume at Page time is a consequence of three dimensional AdS or not. But since the construction of multi-boundary wormholes is only well known for AdS\(_3\), it is hard to check this for general spacetime dimensions.

Now let us come back to the nature of the two kinds of plots (figures 10 and 11). In both cases, we find that although the minimal lengths increase steadily before the Page time, there is no guarantee that the volumes also increase. For example, for the three-boundary model the HRT length increases until it reaches the Page time, but the Gaussian plot of volume already starts decreasing before the Page time. For the constantly decaying plots, this is even more evident since the volume keeps decreasing irrespective of the nature of the plot that the HRTs follow. Again, the only effect that the Page transition leaves on the volume is a constant jump. This jump is due to the addition of the causal shadow region and the UV divergent part remains unchanged due to a homology constraint of the boundary spatial lengths. There is nevertheless something universal about the nature of these plots since in both models, we end up with very similar graphs with substantially different considerations only distinguished by the quantity of the constant volume that is added at the Page time. Interestingly, none of our plots feature exponential growth. This begs the question whether these volumes represent the complexity of the radiation or not. We do not want to make any strong comment regarding that. But what our results show is how the volumes dual to the radiation subsystems evolve with time within the scope of these models. Now, for coming to a conclusion on how exact these models are, one indeed needs to build a better understanding of the actual evaporating black hole rather than a multi-boundary wormhole model. It would be interesting to check if similar calculations can be done in an actual evaporating black hole situation instead of our simplified models. If the results in those cases also mimic what we find, only then can we say that these multi-boundary wormholes can model the evaporating black holes accurately. Otherwise the conclusion is simply that although within the purview of these models, one can reproduce the Page curves by studying classical HRT surfaces, they are not capable of capturing more complex phenomena like the complexity of
the radiation. It might also be interesting to investigate the nature of these volumes if one works with the eternal BH construction using the multiboundary wormhole geometries. There, we can possibly expect a continuing growth of the volume since the BH exit does not shrink (transparent boundary conditions).

The volume of the causal shadows for the multi-boundary wormholes have been discussed before briefly in [68–70] in the context of purification complexity. The reappearance of these results in our context strengthens the correspondence between the islands and purification. The correspondence between multi-boundary wormholes and entanglement of purification (EoP) was first advocated in [50]. In [51], these similarities were discussed in regards to the multi-boundary wormhole model of islands and multi-partite entanglement of purification. We can therefore argue for a similar but an extended version of this correspondence from the understanding of complexity in this paper. In terms of the results of our paper, the change of complexity ($\Delta C$) due to the island within these models is simply equivalent to tripartite or multipartite complexity of purification (CoP).

**Kinematic Space lessons:** Given the prominent role of bulk regions such as causal shadows and islands in our analysis, we elucidated its properties from a complementary angle. We have shown how to reconstruct volumes of islands in the CFT through use of kinematic space. Our analysis clearly displays which quantum information encodes the volume of islands. For a wormhole geometry with $n_{\text{Page}}$ exits $A_k$, the correlations responsible for the entanglement of each subregion within a single $A_k$ never contribute to the island’s volume. The protagonists are always the correlations arising through the entanglement between the exits $A_k$. Other contributions to the island’s volume arise from geodesics that are not anchored in $A = \bigcup_k A_k$. They contribute through their chords piercing the island and we have described how these terms can be computed from the knowledge of $\partial A$. Moreover, we have combined the expressions for the volume of causal shadows and islands with our general results from pure gravity analyses to derive integral identities for trigonometric integrals, (3.21) and (3.23), in line with the purpose of integral geometry. These identities might be of interest to the mathematical community, and of course any physicist working with trigonometric integrals.

**Tensor Networks and Volumes:** Finally, we have discussed how the tensor network approach in multiboundary wormholes can be used to build a parallel understanding of the throat horizon minimal surfaces and the corresponding volumes. While the number of tensor legs cutting a minimal surface quantifies the length of the throat horizons, the total number of tensor legs within any volume encoded by boundary and bulk surfaces quantify the volumes. This is a rough way of quantifying volumes inspired by the study in [32]. The limitations of this quantification stem from discretizing hyperbolic space through discrete Coxeter group tessellations. Nevertheless, as argued in [49], we also attribute the constant volume of the causal shadow regions in three- and $n$-boundary wormholes to the central tensors of the
network. Hence, these also play the role of the islands in our description.

We have worked with various definitions of area and volumes within the multi-
boundary wormhole models of island and black hole evaporation. The most quanti-
tative results that we obtain are from the exact volume calculations with the given
assumptions of the models in hand. In the other sections, we have partly explained
the qualitative lessons and partly turned the qualitative results into quantitative
ones through integral identities (kinematic space) and properties of central tensors
(tensor network). We have also paid close attention to the mathematical details of
these models through a detailed discussion of the construction in section 2.1. We
have discussed briefly the Coxeter group from a mathematical standpoint in section
4.1 before using them in the understanding of wormhole construction using discrete
tessellations.

The complexity of the radiation state in the evaporating black hole models have
been investigated in detail in this paper. These models apply only within AdS$_3$ and
it would be really interesting to study higher dimensional situations. The similarities
between kinematic space and tensor networks are evident [71] and we presume that
higher dimensional and time dependent [72] understanding of kinematic spaces can
teach us something about tensor networks in higher dimensions as well, which in
general is a hard numerical problem to address. There are a few more interesting
future directions as well. From our results, it is kind of evident that at least within
AdS$_3$, a constant volume is added to the volume of the radiation subsystem at Page
time. It would therefore also be interesting to compute volumes corresponding to
eternal black hole models and check whether the volume comes down to zero or
keeps growing after the jump at the Page(island-inclusion) time. One might also
be interested in computing similar quantities for the doubly holographic braneworld
models introduced in [73, 74]. The jump in volume presents a phase transition at
Page time in the space of states due to the inclusion of islands and our expectation
is that this phase transition is universal. Hence, another direction to explore is to
look for more signatures of this phase transition in the studies of complexity.
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