1. Introduction

This article presents a new compactness argument to describe the asymptotics of bounded solutions of focusing nonlinear dispersive equations. We will mainly consider the energy-critical wave equation in space dimension $N \in \{3, 4, 5\}$, for which our results are more complete:

\begin{equation}
\begin{aligned}
\partial_t^2 u - \Delta u - |u|^{\frac{4}{N-2}} u &= 0, \\
u|_{t=0} = u_0 \in \dot{H}^1, \quad \partial_t u|_{t=0} = u_1 \in L^2,
\end{aligned}
\end{equation}

where $I$ is an interval $(0 \in I)$, $u$ is real-valued, $\dot{H}^1 := \dot{H}^1(\mathbb{R}^N)$, and $L^2 := L^2(\mathbb{R}^N)$.

We will also give a consequence of our method for solutions of the energy-critical nonlinear Schrödinger equation (NLS):

\begin{equation}
\begin{aligned}
i\partial_t u + \Delta u &= -|u|^{\frac{4}{N-2}} u, \\
u|_{t=0} = u_0 \in \dot{H}^1.
\end{aligned}
\end{equation}

The equation (1.1) is locally well-posed in $\dot{H}^1 \times L^2$. If $u$ is a solution, we will denote by $(T_-(u), T_+(u))$ its maximal interval of existence. On $(T_-(u), T_+(u))$, the following two quantities

---
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are conserved:
\[ E(u(t), \partial_t u(t)) = \frac{1}{2} \int |\nabla u|^2 dx + \frac{1}{2} \int (\partial_t u)^2 dx - \frac{N - 2}{2N} \int |u|^{\frac{2N}{N-2}} dx \]
(the energy) and
\[ P(u, \partial_t u(t)) = \int \partial_t u \nabla u \, dx. \]
(the momentum). We will denote this quantities by \( E[u] \) and \( P[u] \) respectively.

In this paper we are interested in solutions of \( (1.1) \) that are bounded in \( \dot{H}^1 \times L^2 \) for positive time. Examples of these are given by stationary solutions of the equation, i.e. \( Q \in \dot{H}^1(\mathbb{R}^N) \) such that
\[ -\Delta Q = |Q|^4 Q. \]
We denote by \( \Sigma \) the set of nonzero, \( \dot{H}^1 \) solutions of \( (1.3) \). \( \Sigma \) contains
\[ W = \frac{1}{\left( 1 + \frac{|x|^2}{N(N-2)} \right)^{\frac{N}{2}-1}} \]
which is the unique (up to scaling and sign-change) radial stationary solution of \( (1.1) \). There also exist elements of \( \Sigma \) without spherical symmetry and with arbitrarily large energy: see the article W. Y. Ding \[11\], for constructions of solutions through variational arguments, and the recent works of M. del Pino, M. Musso, F. Pacard and A. Pistoia \[9,10\] for more explicit constructions.

Other nonradial bounded solutions of \( (1.1) \) are given by travelling waves, which are Lorentz transforms of stationary solution. If \( Q \in \Sigma, \ell \in \mathbb{R}^N \) with \( |\ell| < 1 \) (here and in the sequel \( |\ell| \) denotes the Euclidean norm of \( \ell \)), then
\[ Q_\ell(t,x) = Q \left( -\frac{t}{\sqrt{1-\ell^2}} + \frac{1}{\ell^2} \left( \frac{1}{\sqrt{1-\ell^2}} - 1 \right) \ell \cdot x \right) \ell + x \]
is a bounded solution of \( (1.1) \) such that
\[ Q_\ell(t,x) = Q_\ell(0, x - t\ell). \]
Note that, denoting a vector of \( \mathbb{R}^N \) by \( x = (x_1, x') \) where \( x_1 \in \mathbb{R}, x' \in \mathbb{R}^{N-1} \) and assuming (after a rotation) that \( \ell = \ell(1,0,\ldots,0) \), we can write \( (1.4) \) as
\[ Q_\ell(t,x) = Q \left( \frac{x_1 - t\ell}{\sqrt{1-\ell^2}}, x' \right). \]
In this work, we prove the following result:

**Theorem 1.** Let \( u \) be a solution of \( (1.1) \) and assume that \( u \) does not scatter forward in time and
\[ \sup_{t \in [0,T_+(u))] \| (u(t), \partial_t u(t)) \|_{\dot{H}^1 \times L^2} < \infty. \]
Then there exist sequences \( \{t_n\}_n \in [0,T_+(u)), \{\lambda_n\}_n \in (0, +\infty), \) an integer \( J \geq 1, \) and, for all \( j \in \{1, \ldots, J\}, Q^j \in \Sigma, \ell_j \in \mathbb{R}^N \) with \( |\ell_j| < 1, \) and a sequence \( \{x_{j,n}\}_n \in \mathbb{R}^N, \) such that
\[ \lim_{n \to \infty} t_n = T_+(u), \quad 1 \leq j < k \leq J \implies \lim_{n \to \infty} \frac{x_{j,n} - x_{k,n}}{\lambda_n} = +\infty, \]
and

- for all \( T > 0 \),
  
  \[
  \lambda_n T + t_n < T_+(u) \quad \text{for large } n \text{ and}
  \]
  
  \[
  \lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^N} \left| \lambda_n^{\frac{N}{2}} u (t_n + \lambda_n t, \lambda_n x) - \sum_{j=1}^J Q^j_{\ell_j} \left( t, x - \frac{x_j, n}{\lambda_n} \right) \right|^{\frac{2(N+1)}{N-2}} \, dx \, dt = 0.
  \]

- for all \( R > 0 \), for all \( j \in \{1, \ldots, J\} \),
  
  \[
  \lim_{n \to \infty} \int_{|x| \leq R} \left| \lambda_n^{\frac{N}{2}} \nabla_{t,x} u (t_n, x_j, n + \lambda_n x) - \nabla_{t,x} Q^j_{\ell_j} (0, x) \right|^2 \, dx = 0,
  \]

where \( \nabla_{t,x} u = (\partial_t u, \partial_{x_1} u, \ldots, \partial_{x_N} u) \).

**Remark 1.1.** In the theorem, \( u \) can be global or blow up in finite time (type II blow-up). Examples of such solutions are known in both cases (see e.g. \([33, 13]\)). Note however that in all known examples, there is only one stationary profile and (apart from the trivial cases \( u = Q_\ell \), \( Q \in \Sigma \)) this profile is always equal to the stationary solution \( W \) defined above.

**Remark 1.2.** A large part of the proof of Theorem 1 is not specific to equation (1.1) and works for general nonlinear dispersive equations. See Section 5 for an application to the Schrödinger equation (1.2).

**Remark 1.3.** The conclusion of the theorem implies that for \( j = 1, \ldots, J \),

\[
\left( \lambda_n^{\frac{N}{2}} u (t_n, \lambda_n \cdot + x_j, n) \right) \to (Q^j_{\ell_j} (0), \partial_t Q^j_{\ell_j} (0))
\]

weakly in \( \dot{H}^1 \times L^2 \).

**Remark 1.4.** A result of the type of Theorem 1 was first proved for wave-maps in a radial setting by D. Christodoulou, and A.S. Tahvildar-Zadeh [6], and M. Struwe [10]. The analogous result for more general wave maps was proved by J. Sterbenz and D. Tataru [38, 39]. A crucial ingredient of the proofs of these results is the monotonicity of the wave-maps energy flux, which is not available for focusing wave equations as (1.1).

Note that (1.8) implies by finite speed of propagation:

\[
\forall T > 0, \forall R > 0, \quad \lim_{n \to \infty} \int_0^T \int_{|x| \leq R} \left| \lambda_n^{\frac{N}{2}} \nabla_{t,x} u (t_n + \lambda_n t, x_j, n + \lambda_n x) - \nabla_{t,x} Q^j_{\ell_j} (t, x) \right|^2 \, dx \, dt = 0,
\]

which is the exact analog, for equation (1.1) of the \( \dot{H}^1_{\text{loc}} \) convergence result in [39] Theorem 1.3 (A)].

**Remark 1.5.** The norm \( S(I) = L^{\frac{2(N+1)}{N-2}} (I \times \mathbb{R}^N) \) appearing in (1.7) is a scale-invariant Strichartz norm adapted to equation (1.1). It follows from the local well-posedness theory that for all compact intervals \( I \subset (T_-(u), T_+(u)) \), \( \| u \|_{S(I)} \) is finite. Furthermore if \( \| u \|_{S([0,T_+(u))] < \infty \), then \( T_+(u) = +\infty \) and \( u \) scatters forward in time, in \( \dot{H}^1 \times L^2 \) to a solution of the linear wave equation. We refer to [28] for details.

**Remark 1.6.** We assumed \( N \leq 5 \) to simplify the exposition. The proof can be adapted to the case \( N \geq 6 \) using the results in [4].
Theorem 1 is the first step of the proof of a full decomposition:

\[ u(t_n, x) = \sum_{j=1}^{J} \frac{1}{\lambda_{j,n}^{N/2-1}} Q_{\nu_j}^j \left( 0, \frac{x - x_{j,n}}{\lambda_{j,n}} \right) + v(t_n, x) + o_n(1), \]

where \( v \) is a radiation term (a solution of the linear wave equation), and \( o_n(1) \) goes to 0 in the energy space, for a sequence of times \( t_n \to T_+(u) \). We refer to [16] for the proof of this decomposition in the radial case. See also [8] for wave maps.

Our final goal is to prove that any bounded solution \( u \) of (1.1) can be written, as \( t \to T_+(u) \), as a sum of decoupled solitary waves and a dispersive term (soliton resolution conjecture for equation (1.1)). This conjecture was settled in [19] for radial initial data: in this case, there is no space translation and Lorentz invariance, and the only possible profile is (up to sign change and scaling) the explicit solution \( W \) defined above. In the nonradial case, the conjecture was proved with an additional smallness assumption (and only for finite-time blow-up solutions) in [18].

The proof of Theorem 1 uses the profile decomposition of Bahouri and Gérard [2]. The solutions \( Q_{\nu_j}^j \) with scaling parameters \( \{\lambda_n\}_n \) are, in a certain sense, the most concentrated profiles in a profile decomposition of \( \{ (u(t_n), \partial_t u(t_n)) \}_n \). More precisely, they are the first nonlinear profiles with respect to a total preorder relation on the profiles adapted to equation (1.1) (see Notation 3.5 for the precise definition). If the full decomposition (1.9) also holds along the time sequence \( \{t_n\}_n \), this means exactly that the sequence of scaling parameters \( \{\lambda_n\}_n \) appearing in Theorem 1 is of the same order than the sequence of smallest scaling parameters \( \{\lambda_{j,n}\}_n \) of (1.9), corresponding to the profiles with the fastest rate of concentration. Unfortunately, Theorem 1 does not give any information on profiles with a slower rate of concentration.

The proof of Theorem 1 is based on the notion of solutions with the compactness property, introduced in [23] for nonlinear Schrödinger equations (NLS) and [34] for Korteweg-de Vries equation. See also [27] for energy-critical NLS, [31], [41] and [12] for mass-critical NLS (and [35] for a stronger notion of nondispersive solutions), [28] for the energy critical wave equation (1.1).

**Definition 1.7.** We say that a solution \( u \) of (1.1) has the compactness property when there exists \( \lambda(t) > 0, x(t) \in \mathbb{R}^N \), defined for \( t \in (T_-(u), T_+(u)) \) such that:

\[ K = \left\{ \left( \lambda_{N/2-1}(t) u(t, \lambda(t) \cdot +x(t)) , \lambda_{N/2}(t) \partial_t u(t, \lambda(t) \cdot +x(t)) \right) , t \in (T_-(u), T_+(u)) \right\} \]

has compact closure in \( \dot{H}^1 \times L^2 \).

Note that the stationary solutions and travelling waves defined above are solutions of (1.1) with the compactness property. Theorem 1 uses the following result, that states that any solution with the compactness property converges strongly to one of these solutions along a sequence of times.

**Proposition 1.8.** Let \( u \) be a nonzero solution with the compactness property, with maximal time of existence \((T_-, T_+)\). Then

(a) \( T_- = -\infty \) or \( T_+ = +\infty \).
(b) there exist two sequences \(\{t^±_n\}_n\) in \((T_-, T_+)\), two elements \(Q^±\) of \(\Sigma\) and one vector \(\ell\) in the open unit ball of \(\mathbb{R}^N\) such that \(\lim_{n \to +\infty} t^+_n = T_+\) and

\[
\lim_{n \to \infty} \left\| \lambda^{\frac{N}{2} - 1} \left( t^+_n \right) u \left( t^+_n, \lambda \left( t^+_n \right) \cdot +x \left( t^+_n \right) \right) - Q^+_n \left( 0 \right) \right\|_{H^1} + \left\| \lambda^{\frac{N}{2}} \left( t^+_n \right) \partial_t u \left( t^+_n, \lambda \left( t^+_n \right) \cdot +x \left( t^+_n \right) \right) - \partial_t Q^+_n \left( 0 \right) \right\|_{L^2} = 0.
\]

**Remark 1.9.** The vector \(\ell\) is given in terms of the momentum and energy of \(u\). Indeed, \(E[u] > 0\) and \(\ell = -P[u]/E[u]\) (see Propositions 2.1 and 2.2 below).

In general, solutions of nonlinear dispersive equations with the compactness property are expected to be very special solutions like solitons or self-similar solutions. In the case of equation (1.1), the self-similar behaviour was excluded in [28], and we conjecture in view of Proposition 1.8, that \(Q^±\) and \(Q_\ell\) with \(Q \in \Sigma\) and \(|\ell| < 1\) are the only solutions of (1.1) with the compactness property. This conjecture was settled in [15] in the radial case. We shall prove it in a subsequent paper [21] in the nonradial setting with an additional nondegeneracy assumption on the profile \(Q^+\) given by Proposition 1.8.

Let us say a few words about the proof of our results.

The proof of Proposition 1.8 in Section 2 is based on a monotonicity formula. The use of monotonicity formulas to prove rigidity results on solutions with the compactness property is by now standard, but usually requires, for focusing equations, a size restriction on the solution. The fact that such a formula works without size restriction seems to be specific to the energy-critical wave equation (1.1). It is also possible to prove rigidity theorems by the “channels of energy” method. This strategy was so far mostly implemented in a radial setting (see [17, 36, 26]). Let us also mention that the proof of [21] combines the two techniques, using both Proposition 1.8 and a channel of energy property in a nonradial setting.

Theorem 1 is a consequence of Proposition 1.8 and a very general minimality argument based on profile decomposition (see H. Bahouri and P. Gérard [2] for equation (1.1)). It consists in choosing, among all sequences of times \(\{t_n\}_n\) such that \(t_n \to T_+(u)\), a sequence minimizing some quantities involving the total energy and the number of nonscattering nonlinear profiles in the profile decomposition of \(\{(u(t_n), \partial_t u(t_n))\}_n\). A clever adjustment of the times sequence is then needed in order to get exactly the local strong convergences (1.7) and (1.8).

Theorem 1 is proved in Section 4. Section 3 contains preliminaries on profile decompositions, including the introduction of a convenient order for the profiles, and the study of sequences of profile decompositions (see Lemma 3.16).

Let us emphasize again that the minimality argument mentioned in the previous paragraphs is not specific to equation (1.1), but works for quite general dispersive equations, implying that for any bounded non-scattering solution of the equation, there exists a sequence of times converging to the final time of existence such that the modulated solution converges (in some weak sense)
to solutions with the compactness property. Indeed, ignoring Proposition 1.8, the first part of the proof of Theorem 1 would yield the following weaker result:

**Proposition 1.10.** Let $u$ be a solution of (1.1) and assume that $u$ does not scatter forward in time and

$$
\sup_{t \in [0, T_+(u))] \| (u(t), \partial_t u(t)) \|_{\dot{H}^1 \times L^2} < \infty.
$$

Then there exist sequences \( \{ t_n \} \) in \( [0, T_+(u)) \), \( \{ \lambda_n \} \) in \( (0, +\infty) \), \( \{ x_n \} \) in \( \mathbb{R}^N \) and a solution $U$ of (1.1) with the compactness property such that

$$
\left( \lambda_n^{-1} u \left( t_n, \lambda_n \cdot +x_n \right), \lambda_n^{-1} \partial_t u \left( t_n, \lambda_n \cdot +x_n \right) \right) \xrightarrow{n \to \infty} (U(0), \partial_t U(0)).
$$

Analogs of this weak version of Theorem 1 can be proved by the same method for many critical and subcritical dispersive equations. This shows the crucial role played by solutions with the compactness property in the study of bounded solutions for these equations, even when no restriction on the size of the solution is assumed. We refer to Theorem 2 in Section 5 for a version of Theorem 1 for the Schrödinger equation (1.2). Note that for most focusing equations, including (1.2), partial rigidity results such as Proposition 1.8 above (let alone general classification of solutions with the compactness property) are not known.

**Notations.** If $I$ is an interval, we denote

$$
S(I) = L^{2(N+1)}(I \times \mathbb{R}^N).
$$

If $u$ is a function of $t \in \mathbb{R}$, $x \in \mathbb{R}^N$, we let $\bar{u} = (u, \partial_t u)$ and $\nabla_{t,x} u = (\partial_t u, \partial_x u, \ldots, \partial_{x^N} u)$. If $(v_0, v_1) \in \dot{H}^1 \times L^2$, we write $S_L(t)(v_0, v_1) = v(t)$, $\dot{S}_L(t)(v_0, v_1) = \bar{v}(t)$, where $v(t)$ is the solution of the linear wave equation

$$
\partial_t^2 v - \Delta v = 0, \quad (v, \partial_t v)_{|t=0} = (v_0, v_1).
$$

We denote by $o_n(1)$ any sequence \( \{ t_n \} \) of real numbers such that $\lim_n t_n = 0$.

The open unit ball of \( \mathbb{R}^N \) for the Euclidean norm \( | \cdot | \) is denoted by $B^N$.

**Acknowledgment.** The authors would like to thank the anonymous referees for helpful comments and suggestions.

## 2. Properties of solutions with the compactness properties

If $Q \in \Sigma$, we denote:

$$
Q_\ell(t, x) = Q_{\ell e_\ell}(t, x) = Q \left( \frac{x_1 - t \ell}{\sqrt{1 - \ell^2}}, x' \right).
$$

In this section, we prove:

**Proposition 2.1.** Let $u$ be a nonzero solution of (1.1) with the compactness property. Let $T_\pm = T_\pm(u)$. Then

$$
E[u] > 0
$$

(2.1)

$$
T_+ = +\infty \text{ or } T_- = -\infty.
$$

(2.2)
Proposition 2.2. Let $u$ be as in Proposition 2.1. Assume (to fix ideas) that $P[u]$ is parallel to $e_1 = (1,0,\ldots,0)$. Let $\ell$ be such that

$$
\ell e_1 = -\frac{P[u]}{E[u]}. 
$$

Then $\ell \in (-1,1)$ and there exists $Q \in \Sigma$, a sequence $\{t_n\}_n$ in $(T_-,T_+)$ such that $t_n \to T_+$ and

$$
\lim_{n \to \infty} \left( \lambda_N^{-1}(t_n)u(t_n,\lambda(t_n) \cdot +x(t_n)), \lambda_N(t_n)\partial_t u(t_n,\lambda(t_n) \cdot +x(t_n)) \right) = (Q\ell(0),\partial_t Q\ell(0)).
$$

in $\dot{H}^1 \times L^2$.

Note that Proposition 1.8 follows immediately from Propositions 2.1 and 2.2. We will only sketch most of the proofs, which are very similar to some of the proofs in [18].

2.1. Positive energy and infinite interval of existence. In this subsection we sketch the proof of Proposition 2.2.

Sketch of proof of (2.1). It is exactly [18, Lemma 4.4]. The proof is by contradiction. If $E[u] \leq 0$, then by [28], $u$ blows up in finite time in both time directions. Using that $u$ has the compactness property, one gets (see e.g. Lemma 4.8 of [28]) that there exists a unique negative (respectively positive) time blow-up point $x_-$ (respectively $x_+$) in $\mathbb{R}^N$ such that

$$
\text{supp}(u,\partial_t u) \subset \left\{ (t,x) \in (T_-,T_+) \times \mathbb{R}^N \text{ s.t. } |x-x_+| \leq |T_+-t| \text{ and } |x-x_-| \leq |T_--t| \right\}.
$$

Let

$$
y(t) = \int u^2(t,x) \, dx.
$$

Then by explicit computation, using that the energy is nonpositive, we get that $y$ is convex. Furthermore, by Hardy’s inequality and the property (2.5) of the support of $u$, $y$ satisfies

$$
\lim_{t \to T_+} y(t) = \lim_{t \to T_-} y(t) = 0.
$$

Thus $y$ is equal to 0, a contradiction since by our assumption $u$ is not identically 0.

Sketch of proof of (2.2). We argue by contradiction, assuming that both $T_-$ and $T_+$ are finite. As before, we deduce that there exist two blow-up points, $x_-$ and $x_+$, such that (2.5) holds. By (2.1), the energy of $u$ is positive. Assuming (after a space rotation) that $P[u]$ is parallel to $e_1$, we can define $\ell$ by (2.3).

Let

$$
e(t,x) = \frac{1}{2} |\nabla u(t,x)|^2 + \frac{1}{2} (\partial_t u(t,x))^2 - \frac{N-2}{2N} |u(t,x)|^{2N-2}
$$

be the density of energy, and $\Psi(t) = \int xe(t,x) \, dx$. Then (see [18, Claim 2.12]) $\Psi'(t) = \ell E[u]|e_1$, and thus, integrating between $T_-$ and $T_+$, $(\ell(T_+-T_-)E[u]|e_1 = (x_+-x_-)E[u]$. Since $E[u] \neq 0$, we obtain:

$$
\ell(T_+-T_-) e_1 = x_+-x_-.
$$
Now, let
\begin{equation}
(2.8) \quad \tilde{Z}(t) = (\ell^2 - 1) \int (x - t\ell e_1) \cdot \nabla u \partial_t u \, dx + \frac{N - 2}{2} (\ell^2 - 1) \int u \partial_t u \, dx - \ell^2 \int (x_1 - t\ell) \partial_{x_1} u \partial_t u \, dx.
\end{equation}
By Claim 2.12 in [18] and the definition of \(\ell\),
\begin{equation}
(2.9) \quad \tilde{Z}'(t) = \int (\partial_t u + \ell \partial_{x_1} u)^2 \, dx.
\end{equation}
Furthermore,
\begin{equation}
\lim_{t \to T_{T_\pm}} \tilde{Z}(t) = (\ell^2 - 1) (x_\pm - T_\pm \ell e_1) \cdot P[u] - \ell^2 (x_{1\pm} - T_\pm \ell) P_1[u],
\end{equation}
where \(P_1[u] = \int \partial_{x_1} u_0 u_1\) (respectively \(x_{1\pm}\)) is the first coordinate of the momentum (respectively of \(x_{1\pm}\)) in the canonical basis of \(\mathbb{R}^N\). Combining with (2.7), we get
\begin{equation}
\lim_{t \to T_{T_\pm}} \tilde{Z}(t) = \lim_{t \to T_{T_\pm}} \tilde{Z}(t).
\end{equation}
By (2.9),
\begin{equation}
(2.10) \quad \int_{T_-}^{T_+} \int (\partial_t u + \ell \partial_{x_1} u)^2 \, dx \, dt = 0.
\end{equation}
This implies:
\begin{equation}
(2.11) \quad \partial_t u + \ell \partial_{x_1} u = 0 \text{ in } (T_-, T_+) \times \mathbb{R}^N.
\end{equation}
Differentiating with respect to \(t\), we get, using also (1.1),
\begin{equation}
(2.12) \quad \Delta u + |u|^\frac{4}{N-2} u - \ell^2 \partial_{x_1}^2 u = 0 \text{ in } (T_-, T_+) \times \mathbb{R}^N.
\end{equation}
This shows, using Lemma 2.3 below, that \(\ell \in (-1, +1)\) and \(u(t, x) = Q_\ell(t, x)\) for some stationary solution \(Q\), contradicting the fact that \(u\) is not globally defined. It remains to show:

**Lemma 2.3.** Let \(f \in \dot{H}^1(\mathbb{R}^N) \setminus \{0\}\) and \(\ell \in \mathbb{R}\). Assume
\begin{equation}
(1 - \ell^2) \partial_{x_1}^2 f + \sum_{j=2}^{N} \partial_{x_j}^2 f + |f|^{\frac{4}{N-2}} f = 0
\end{equation}
Then \(\ell^2 < 1\) and there exists a stationary solution \(Q\) of (1.1) such that \(f(x) = Q_\ell(0, x)\).

**Sketch of proof.** Using finite time of propagation (to exclude the case \(\ell^2 > 1\)) or a Pohozaev identity (to exclude the case \(\ell^2 = 1\)), it is shown in Steps 1 and 2 of the proof of [18, Lemma 2.6] that \(\ell^2 < 1\).

Let \(g(x) = f(\sqrt{1 - \ell^2} x_1, x_2, \ldots, x_N)\). Then the assumptions on \(f\) imply
\begin{equation}
\Delta g + |g|^{\frac{4}{N-2}} g = 0, \; g \in \dot{H}^1(\mathbb{R}^N)
\end{equation}
and the result follows. \(\square\)

---

Note that a correction to the part of [18, Lemma 2.6] that is not used here is contained in [21]. See also the corrected version [20] on arXiv.
2.2. Convergence to a solitary wave. In this subsection we give a sketch of the proof of Proposition 2.2. We divide it into three lemmas.

Lemma 2.4. Let \( u \) be as in Proposition 2.1. Assume furthermore \( T_+ < \infty \). Then the conclusion of Proposition 2.2 holds.

Sketch of proof. We will assume without loss of generality that \( x(t) \) and \( \lambda(t) \) are continuous functions of \( t \) (see [27, Remark 5.4]).

**Step 1.** Assume to fix ideas \( T_+ = 1 \). By [28, Lemma 4.8], there exists \( x_+ \in \mathbb{R}^N \) such that
\[
\text{supp } u \subset \{(t, x), \ |x - x_+| \leq |t - 1|\}.
\]
As a consequence, \( \lim_{t \to 1} x(t) = x_+ \). We will assume \( x_+ = 0 \), so that
\[
\lim_{t \to 1} x(t) = 0.
\]
By [28, Lemma 4.7], there exists \( C > 0 \) such that \( \lambda(t) \leq C(1 - t) \) for \( t \) close to 1. By [28, Section 6], self-similar blow-up is excluded: there exists a sequence \( \{t_n\} \in (0, 1) \), with \( t_n \to 1 \) such that
\[
\lim_{n \to \infty} \frac{\lambda(t_n)}{1 - t_n} = 0.
\]

**Step 2: control of space translation.** We prove that for any sequence \( t_n \to 1 \) such that (2.15) holds, we have
\[
\lim_{n \to \infty} \frac{x(t_n)}{1 - t_n} = -\ell e_1.
\]
This is exactly Lemma 4.6 of [18]. Let us give a quick idea of the proof. Let \( \Psi(t) \) be defined by
\[
\Psi(t) = \int x e(t, x) \, dx
\]
Then by explicit computations, equation (1.1), and the definition of \( \ell \),
\[
\Psi'(t) = \ell E[u] e_1.
\]
On the other hand, by (2.15) and the compactness of \( R \),
\[
\lim_{n \to \infty} \frac{1}{1 - t_n} \int (x - x(t_n)) e(t_n, x) \, dx = 0
\]
i.e.
\[
\lim_{n \to \infty} \left| \frac{1}{1 - t_n} (\Psi(t_n) - x(t_n)E[u]) \right| = 0.
\]
By (2.14), \( \lim_{t \to 1} \Psi(t) = 0 \). Integrating (2.18) between \( t_n \) and 1 we get
\[
\Psi(t_n) = -\ell E[u](1 - t_n)e_1
\]
which concludes, in view of (2.20) (and since \( E[u] \neq 0 \)), the proof of (2.16).

**Step 3: virial argument.** We show that for any sequence \( \{t_n\} \in (0, 1) \) with \( t_n \to 1 \) such that (2.15) holds, we have
\[
\lim_{n \to \infty} \frac{1}{1 - t_n} \int_{t_n}^{1} (\partial_t u(t, x) + \ell \partial_{x_1} u(t, x))^2 \, dx \, dt = 0.
\]
This is Lemma 4.7 of [18]. Again, we only give a quick idea of the proof. Let
\begin{equation}
Z(t) = (\ell^2 - 1) \int (x + \ell(1 - t)e_1) \cdot \nabla u \partial_t u + \frac{N - 2}{2}(\ell^2 - 1) \int u \partial_t u - \ell^2 \int (x_1 + \ell(1 - t)) \partial_{x_1} u \partial_t u.
\end{equation}
Then $Z'(t) = \int (\partial_t u + \ell \partial_{x_1} u)^2 \, dx$ and (2.21) will follow from
\begin{equation}
\lim_{n \to \infty} \frac{Z(t_n)}{1 - t_n} = 0.
\end{equation}
The property (2.23) follows from (2.15), (2.16) and the compactness of $K$. To prove it, fix a small $\varepsilon > 0$, and divide the integrals defining $Z(t)$ into the regions $|x - x(t_n)| \geq A_x \lambda(t_n)$ and $|x - x(t_n)| \leq A_x \lambda(t_n)$, where $A_x$ is a large positive parameter, given by the compactness of $K$. We omit the details, and refer to the proof of [18, Lemma 4.7]

**Step 4: end of the proof.** This step is the same as the proof of [18, Lemma 4.9]. By the arguments of [15, Corollary 5.3], we deduce from (2.21) that there exists a sequence $\{t'_n\}$ in $(0, 1)$, with $t'_n \to 1$ and
\begin{equation}
\lim_{n \to \infty} \left( \lambda^\frac{N}{2} - 1(t'_n)u \left(t'_n, \lambda(t'_n) \cdot + x(t'_n)\right), \lambda^\frac{N}{2}(t_n)\partial_t u \left(t'_n, \lambda(t'_n) \cdot + x(t'_n)\right) \right) = (U_0, U_1)
\end{equation}
in $\dot{H}^1 \times L^2$, where the solution $U$ of (1.1) with initial data $(U_0, U_1)$ satisfies, for some $T \in (0, T_+(U))$,
\begin{equation}
\partial_t U + \ell \partial_{x_1} U = 0 \text{ in } (0, T) \times \mathbb{R}^N.
\end{equation}
Using Lemma 2.3 as in the end of the proof of Proposition 2.1 above, we obtain that $\ell^2 < 1$ and $U(t, x) = Q_\ell(t, x)$ for some stationary solution $Q$. The proof is complete.

**Lemma 2.5.** Let $u$ be as in Proposition 2.1. Assume furthermore $T_+ = +\infty$ and
\begin{equation}
\lim_{t \to +\infty} \frac{\lambda(t)}{t} = 0.
\end{equation}
Then the conclusion of Proposition 2.2 holds.

**Proof.** Again, we will assume without loss of generality that $x(t)$ and $\lambda(t)$ are continuous functions of $t$. Lemma 2.5 is exactly Steps 2, 3 and 4 of the proof of [18, Lemma 4.10]. We give a short summary of the arguments.

**Step 1: control of the space translation.** We prove
\begin{equation}
\lim_{t \to +\infty} \frac{|x(t) - t\ell e_1|}{t} = 0.
\end{equation}
Let, for a large parameter $\tau$,
\begin{equation}
\Psi_\tau(t) = \int x \varphi \left( \frac{x}{\tau} \right) e(t, x) \, dx,
\end{equation}
where $\varphi(x) = 1$ if $|x| \leq 3$ and $\varphi(x) = 0$ if $|x| \geq 4$. Then, by explicit computations and the equation (1.1),
\begin{equation}
|\Psi'_\tau(t) - \ell E[u]e_1| \leq C \int_{|x| \geq 3\tau} \left( |\nabla u|^2 + (\partial_t u)^2 + |u|^{\frac{2N}{N-2}} + \frac{1}{|x|^2} u^2 \right) \, dx.
\end{equation}
Note also that
\[
\Psi_{\tau}(\tau) - x(\tau)E[u] = \int \left(x\varphi \left(\frac{x}{\tau}\right) - x(\tau)\right) e(\tau, x) \, dx.
\]

Using the compactness of $K$, the bound $|x(t)| \leq C + |t|$ (which follows easily from finite speed of propagation, see e.g. the proof of (4.9) in [28]), and (2.25), we get
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int_0^\tau \left|\int_{|x| \leq 3\tau} |\nabla u|^2 + (\partial_t u)^2 + |u|^{2N/2} + \frac{1}{|x|^2} u^2 \right| \, dx \, dt = 0
\]
\[
\lim_{\tau \to +\infty} \frac{1}{\tau} \int \left(x\varphi \left(\frac{x}{\tau}\right) - x(\tau)\right) e(\tau, x) \, dx = 0
\]

Integrating (2.27) between 0 and $\tau$ and combining with (2.28) we get (2.26).

**Step 2. Virial argument.** We next prove
\[
\lim_{T \to +\infty} \frac{1}{T} \int_0^T (\partial_t u + \ell \partial_x u)^2 \, dx \, dt = 0.
\]

This is Step 3 of the proof of [18, Lemma 4.10]. Let $R > 0$ be a large parameter. Let
\[
Z_R(t) = (\ell^2 - 1) \int (x - t\ell e_1) \cdot \nabla u \partial_t u \varphi \left(\frac{x - t\ell e_1}{R}\right) + \frac{N - 2}{2} (\ell^2 - 1) \int u \partial_t u \varphi \left(\frac{x - t\ell e_1}{R}\right) - \ell^2 \int (x_1 - t\ell) \partial_x u \partial_t u \varphi \left(\frac{x - t\ell e_1}{R}\right),
\]
where $\varphi$ is as in Step 1. Then
\[
\left|Z_R(t) - \int (\partial_t u + \ell \partial_x u)^2 \right| \leq C \int_{|x - t\ell e_1| \geq R} |\nabla u|^2 + (\partial_t u)^2 + |u|^{2N/2} + \frac{1}{|x|^2} u^2,
\]
and (2.29) follows from estimates using the compactness of $K$, assumption (2.25) and Step 1.

**Step 3: end of the proof.** This is Step 4 in the proof of [18, Lemma 4.10], and is very similar to the steps in the proofs of Proposition 2.1 and Lemma 2.4. We omit the details.

The proof of Proposition 2.2 will be complete once we have proved:

**Lemma 2.6.** Let $u$ be as in Proposition 2.1. Assume furthermore $T_+ = \infty$ and that (2.25) does not hold. Then the conclusion of Proposition 2.2 is valid.

**Proof.** Let
\[
w_n(s, y) = \lambda(t_n)^{N/2 - 1} u \left(t_n + \lambda(t_n)s, \lambda(t_n)y + x(t_n)\right).
\]

Then (extracting subsequences if necessary), there exists $(w_0, w_1) \in \dot{H}^1 \times L^2$ such that
\[
\lim_{n \to \infty} (w_n(0), \partial_t w_n(0)) = (w_0, w_1) \text{ in } \dot{H}^1 \times L^2.
\]

Since $u$ is not identically 0, $(w_0, w_1) \neq (0, 0)$.
Note that by finite speed of propagation, \(\lambda(t)/t\) is bounded as \(t \to +\infty\). Indeed, assume that for a sequence \(t_n \to +\infty\), one has \(\lambda(t_n)/t_n \to +\infty\). If \(R > 0\),

\[
\int_{|x| \geq |t_n| + R} |\nabla u(t_n, x)|^2 + (\partial_t u(t_n, x))^2 \, dx = \int_{|y| \leq \frac{t_n + R}{\lambda(t_n)}} |\nabla w_n(0, y)|^2 + (\partial_t w_n(0, y))^2 \, dy
\]

where we have used that \(\frac{|t_n| + R}{\lambda(t_n)} \to 0\) as \(n \to \infty\). This contradicts finite speed of propagation, proving as announced that \(\lambda(t)/t\) is bounded for large \(t\).

Since (2.25) does not hold, there exists a sequence \(t_n \to +\infty\), and \(\tau_0 \in (0, +\infty)\) such that

\[
\lim_{n \to \infty} \frac{\lambda(t_n)}{t_n} = \frac{1}{\tau_0}.
\]

Let \(w\) be the solution of (1.1) with initial data \((w_0, w_1)\). We distinguish two cases.

**Case 1.** \(T_-(w) < -\tau_0\). Let \(s_n = -\frac{t_n}{\lambda(t_n)}\). Then

\[
(2.34) \quad (w_n(s_n, y), \partial_t w_n(s_n, y)) = \left(\lambda(t_n)^{\frac{N}{2} - 1} u(0, \lambda(t_n)y + x(t_n)), \lambda(t_n)^{\frac{N}{2}} \partial_t u(0, \lambda(t_n)y + x(t_n))\right).
\]

By (2.33), (2.32) and the assumption \(T_-(w) < -\tau_0\), we obtain

\[
\lim_{n \to \infty} (w_n(s_n), \partial_t w_n(s_n)) = (w(-\tau_0), \partial_t w(-\tau_0)) \text{ in } H^1 \times L^2.
\]

This shows by (2.34) that \(\lambda(t_n)\) is bounded, contradicting (2.33).

**Case 2.** \(T_-(w) \geq -\tau_0\). We prove that \(w\) has the compactness property, using a by now standard argument (see e.g. [28] Section 7). Indeed, fix \(s \in (T_-(w), T_+(w))\). For large \(n\), define

\[
\begin{align*}
\text{u}_0(n)(y) &= \lambda(t_n + \lambda(t_n)s)^{\frac{N}{2} - 1} u\left(t_n + \lambda(t_n)s, \lambda(t_n + \lambda(t_n)s)y + x(t_n + \lambda(t_n)s)\right), \\
\text{u}_1(n)(y) &= \lambda(t_n + \lambda(t_n)s)^{\frac{N}{2}} \partial_t u\left(t_n + \lambda(t_n)s, \lambda(t_n + \lambda(t_n)s)y + x(t_n + \lambda(t_n)s)\right).
\end{align*}
\]

(note that \((\text{u}_0(n), \text{u}_1(n))\) depends also on \(s\)). Since \(s > T_-(w) \geq -\tau_0\), we get, in view of (2.33), that \(t_n + \lambda(t_n)s\) is positive for large \(n\), which shows that for large \(n\), \(u_0\) and \(u_1\) are well defined, and \((u_0(n), u_1(n)) \in K\). Next note that

\[
\begin{align*}
\text{u}_0(n)(y) &= \left(\frac{\lambda(t_n + \lambda(t_n)s)}{\lambda(t_n)}\right)^{\frac{N}{2} - 1} w_n\left(s, \lambda(t_n + \lambda(t_n)s)y + x(t_n + \lambda(t_n)s) - x(t_n)\right), \\
\text{u}_1(n)(y) &= \left(\frac{\lambda(t_n + \lambda(t_n)s)}{\lambda(t_n)}\right)^{\frac{N}{2}} \partial_t w_n\left(s, \lambda(t_n + \lambda(t_n)s)y + x(t_n + \lambda(t_n)s) - x(t_n)\right).
\end{align*}
\]

By the continuity of the flow of (1.1)

\[
\lim_{n \to \infty} (w_n(s), \partial_t w_n(s)) = (w(s), \partial_t w(s)) \text{ in } H^1 \times L^2.
\]
Since \((u_{0n}, u_{1n}) \in K\) for all \(n\) and \(0 \notin K\), we deduce that there exists a constant \(C(s) > 0\) such that for all \(n\)
\[
\frac{1}{C(s)} \leq \frac{\lambda(t_n + \lambda(t_n)s)}{\lambda(t_n)} \leq C(s) \quad \text{and} \quad \left| \frac{x(t_n + \lambda(t_n)s) - x(t_n)}{\lambda(t_n)} \right| \leq C(s).
\]
Extracting subsequences, we can assume
\[
\lim_{n \to \infty} \frac{\lambda(t_n + \lambda(t_n)s)}{\lambda(t_n)} = \bar{\lambda}(s) > 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{x(t_n + \lambda(t_n)s) - x(t_n)}{\lambda(t_n)} = \bar{x}(s) \in \mathbb{R}^N.
\]
Using again that \((u_{0n}, u_{1n}) \in K\), we deduce
\[
\left( \tilde{\lambda}^{-1}(s)w(s, \bar{\lambda}(s) \cdot + \bar{x}(s)), \tilde{\lambda}^N(s) \partial_t w(s, \bar{\lambda}(s) \cdot + \bar{x}(s)) \right) \in K.
\]
Since the above construction of \(\bar{\lambda}(s)\) and \(\bar{x}(s)\) works for all \(s \in (T_-(w), T_+(w))\), we get that \(w\) has the compactness property.

We next deduce the desired convergence (2.4). Since \(T_-(w)\) is finite, we deduce from Lemma 2.4 that \(\ell \in (-1, +1)\), and that there exists a stationary solution \(Q\) and a sequence \(\{\tau_n\}\) in \((T_-(w), T_+(w))\), such that \(\tau_n \to T_-(w) \) as \(n \to \infty\) and
\[
\lim_{n \to \infty} \left( \tilde{\lambda}^{-1}(\tau_n) w(\tau_n, \bar{\lambda}(\tau_n) \cdot + \bar{x}(\tau_n)), \tilde{\lambda}^N(\tau_n) \partial_t w(\tau_n, \bar{\lambda}(\tau_n) \cdot + \bar{x}(\tau_n)) \right) = (Q(0), \partial_t Q(0)) \text{ in } H^1 \times L^2.
\]
(we have used that the momentum and energy of \(w\) and of \(u\) are the same to get \(\ell e_1 = - P[w]/E[w] = - P[u]/E[u] \in (-1, +1)\)). Let \(p \geq 1\) be an integer, and choose an index \(n_p\) such that \(T_-(w) < \tau_{n_p} < 0\) and
\[
\left( \tilde{\lambda}^{-1}(\tau_{n_p}) w(\tau_{n_p}, \bar{\lambda}(\tau_{n_p}) \cdot + \bar{x}(\tau_{n_p})), \tilde{\lambda}^N(\tau_{n_p}) \partial_t w(\tau_{n_p}, \bar{\lambda}(\tau_{n_p}) \cdot + \bar{x}(\tau_{n_p})) \right)
- (Q(0), \partial_t Q(0)) \bigg|_{H^1 \times L^2} < \frac{1}{p}.
\]
Since
\[
\lim_{k \to +\infty} \left\| (w_k(\tau_{n_p}) - w(\tau_{n_p}), \partial_t w_k(\tau_{n_p}) - \partial_t w(\tau_{n_p})) \right\|_{H^1 \times L^2} = 0,
\]
we get that for large \(k\) (in view of the definition (2.31) of \(w_k\))
\[
\left( \mu_{k,p}^{-1} u \left( t_k + \lambda(t_k)\tau_{n_p}, \mu_{k,p} \cdot + x_{k,p} \right) \mu_{k,p} \partial_t u \left( t_k + \lambda(t_k)\tau_{n_p}, \mu_{k,p} \cdot + x_{k,p} \right) \right)
- (Q(0), \partial_t Q(0)) \bigg|_{H^1 \times L^2} < \frac{2}{p},
\]
where \(\mu_{k,p} = \lambda(t_k)\bar{\lambda}(\tau_{n_p}), x_{k,p} = \lambda(t_k)\bar{x}(\tau_{n_p}) + x(t_k)\). Since \(\tau_{n_p} > -\tau_0\), we obtain by (2.33)
\[
\lim_{k \to +\infty} t_k + \lambda(t_k)\tau_{n_p} = +\infty.
\]
Choose \(k_p\) such that
\[
t'_p := t_{k_p} + \lambda(t_{k_p})\tau_{n_p} \geq p,
\]
and \((2.37)\) holds for \(k = k_p\). Let \(\mu_p' = \mu_{k_p} p\), \(x_p' = x_{k_p} p\). Then
\[
(3.38) \quad \lim_{p \to +\infty} \left( \mu_p' \mathbb{N}^{-1} u(t_p', \mu_p' x_p' + x_p') \cdot \partial_t u(t_p', \mu_p' x_p' + x_p') \right) = (Q_t(0), \partial_t Q_t(0)) \text{ in } \dot{H}^1 \times L^2.
\]
and \(\lim_{p \to \infty} t_p' = +\infty\). Using the compactness of \(K\), it is easy to deduce that \((2.38)\) still holds when \(\mu_p'\) and \(x_p'\) are replaced with \(\lambda(t_p')\) and \(x(t_p')\) (extracting subsequences, rescaling and space translating \(Q\) if necessary).

\[\square\]

3. Profile decomposition

In this section we recall a few facts about the profile decomposition of H. Bahouri and P. Gérard. We also put the profiles of this decomposition into an order that is convenient when writing the approximation of a solution of \((1.1)\) as a sum of profiles (Subsections 3.2 and 3.3) and prove a new result concerning sequences of profile decompositions (Subsection 3.4).

3.1. Definition. Let \(\{(u_{0,n}, u_{1,n})\}_n\) be a bounded sequence in \(\dot{H}^1 \times L^2\). For \(j \geq 1\), consider a solution \(U^j_L\) of the linear wave equation \((1.11)\), and a sequence \(\{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\) in \((0, +\infty) \times \mathbb{R}^N \times \mathbb{R}\). The sequences of parameters \(\{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n, j \geq 1\) are said to be orthogonal if for all \(j, k \geq 1\)
\[
(3.1) \quad j \neq k \implies \lim_{n \to \infty} \left| \log \frac{\lambda_{j,n}}{\lambda_{k,n}} \right| + \frac{|t_{j,n} - t_{k,n}|}{\lambda_{j,n}} + \frac{|x_{j,n} - x_{k,n}|}{\lambda_{j,n}} = \infty.
\]

We say that \(\left(U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\right)_{j \geq 1}\) is a profile decomposition of the sequence \(\{(u_{0,n}, u_{1,n})\}_n\) if \((3.1)\) is satisfied and, denoting by
\[
(3.2) \quad U_{L,n}^j(t, x) = \frac{1}{\lambda_{j,n}^{N-1}} U_L^j \left( \frac{t - t_{j,n}}{\lambda_{j,n}}, \frac{x - x_{j,n}}{\lambda_{j,n}} \right),
\]
and
\[
(3.3) \quad w_{n}^j(t, x) = S_L(t) (u_{0,n}, u_{1,n}) - \sum_{j=1}^{J} U_{L,n}^j(t, x),
\]
the following property holds:
\[
(3.4) \quad \lim_{J \to \infty} \limsup_{n \to \infty} \|w_{n}^J\|_{S(\mathbb{R})} = 0.
\]

By the paper \([2]\) of Bahouri and Gérard, if \(\{(u_{0,n}, u_{1,n})\}_n\) is a bounded sequence of \(\dot{H}^1 \times L^2\), there exists a subsequence (that we will also denote by \(\{(u_{0,n}, u_{1,n})\}_n\)) that admits a profile decomposition \(\left(U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\right)_{j \geq 1}\). We recall the following Pythagorean expansions, valid

\footnote{This article is written in space dimension 3 but an adaptation of the proof gives the case of general space dimension (see \([3]\)).}
for all $J \geq 1$:

\begin{align}
\lim_{n \to \infty} \|u_{0,n}\|_{H^1}^2 - \left( \sum_{j=1}^J \left( \|U^j_{L,n}(0)\|_{H^1}^2 + \|w^j_n(0)\|_{H^1}^2 \right) \right) &= 0 \\
\lim_{n \to \infty} \|u_{1,n}\|_{L^2}^2 - \left( \sum_{j=1}^J \left( \|\partial_t U^j_{L,n}(0)\|_{L^2}^2 + \|\partial_t w^j_n(0)\|_{L^2}^2 \right) \right) &= 0 \\
\lim_{n \to \infty} \|u_{0,n}\|_{L^{\infty}_{x,y} L^{2N}_{t}} - \left( \sum_{j=1}^J \left( \|U^j_{L,n}(0)\|_{L^{\infty}_{x,y} L^{2N}_{t}}^2 + \|w^j_n(0)\|_{L^{\infty}_{x,y} L^{2N}_{t}}^2 \right) \right) &= 0.
\end{align}

Let us emphasize the fact that (3.4) is essential for these Pythagorean expansions to hold.

Remark 3.1. Profiles can be expressed in terms of weak limits. More precisely, for all $j$,

$$S_L^j \left( \frac{j,n}{\lambda_{j,n}} \right) \left( \lambda_{j,n}^{-1} u_{0,n}(0, \lambda_{j,n} \cdot + x_{j,n}), \lambda_{j,n}^{-1} u_{1,n}(0, \lambda_{j,n} \cdot + x_{j,n}) \right) \xrightarrow{n \to \infty} \tilde{U}^j_L(0) \text{ in } H^1 \times L^2.$$

Indeed this follows from the orthogonality (3.3) of the parameters, and the property:

$$J \geq j \implies \left( \lambda_{j,n}^{-1} w_{n}^j(t_{j,n}, \lambda_{j,n} \cdot + x_{j,n}), \lambda_{j,n}^{-1} \partial_t w_{n}^j(t_{j,n}, \lambda_{j,n} \cdot + x_{j,n}) \right) \xrightarrow{n \to \infty} 0 \in H^1 \times L^2,$$

which is an easy consequence of (3.1) and (3.4).

It is possible to modify the profiles and parameters of a profile decomposition:

Lemma 3.2. Let as before $\left( U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\} \right)_{J \geq 1}$ be a profile decomposition of the sequence $\{(u_{0,n}, u_{1,n})\}_n$. For all $J \geq 1$, consider sequences $\left\{ \lambda_{j,n}, x_{j,n}, t_{j,n} \right\}_n$ in $(0, +\infty) \times \mathbb{R}^N \times \mathbb{R}$ such that for all $J \geq 1$, there exists $(\mu_j, y_j, s_j) \in (0, +\infty) \times \mathbb{R}^N \times \mathbb{R}$ such that

\begin{align}
\lim_{n \to \infty} \tilde{\lambda}_{j,n} &= \mu_j, \\
\lim_{n \to \infty} \frac{x_{j,n} - x_{j,n}}{\lambda_{j,n}} &= y_j, \\
\lim_{n \to \infty} \frac{t_{j,n} - t_{j,n}}{\lambda_{j,n}} &= s_j.
\end{align}

Let

$$\tilde{U}^j_L(t, x) = \mu_j^{-1} U^j_L(s_j + \mu_j t, y_j + \mu_j x).$$

Then $\left( \tilde{U}^j_L, \left\{ \lambda_{j,n}, x_{j,n}, t_{j,n} \right\} \right)_{J \geq 1}$ is also a profile decomposition for the sequence $\{(u_{0,n}, u_{1,n})\}_n$.

Sketch of proof. The fact that the sequences $\left\{ \lambda_{j,n}, x_{j,n}, t_{j,n} \right\}_n$, $J \geq 1$ are orthogonal follows easily from the orthogonality of the sequences $\left\{ \lambda_{j,n}, x_{j,n}, t_{j,n} \right\}_n$, $J \geq 1$ and (3.8).

Recall from (5.2) the definition of $U^j_{L,n}$, and define similarly $\tilde{U}^j_{L,n}$. It is sufficient to show:

\begin{align}
\forall j \geq 1, \quad \lim_{n \to \infty} \left\| U^j_{L,n}(0) - \tilde{U}^j_{L,n}(0) \right\|_{H^1 \times L^2} = 0.
\end{align}

Noting that (by conservation of the linear energy)

$$\left\| U^j_{L,n}(0) - \tilde{U}^j_{L,n}(0) \right\|_{H^1 \times L^2} = \left\| U^j_{L,n}(t_{j,n}) - \tilde{U}^j_{L,n}(t_{j,n}) \right\|_{H^1 \times L^2},$$
follows from and direct computations.

We next state a uniqueness result, proving that the transformations of Lemma 3.2 describe (up to permutations of the indices) all the possible profile decompositions of a given sequence.

**Lemma 3.3.** Let \( U_j^j \) \( \{ \lambda_{j,n}, x_{j,n}, t_{j,n} \} \) \( j \geq 1 \) and \( \tilde{U}_k^j \) \( \{ \tilde{\lambda}_{j,n}, \tilde{x}_{j,n}, \tilde{t}_{j,n} \} \) \( j \geq 1 \) be two profile decompositions of the same sequence \( \{ (u_{0,n}, u_{1,n}) \} \). Assume that each of the sets

\[
\mathcal{J} = \{ j \geq 1, U_j^j \neq 0 \}, \quad \mathcal{K} = \{ k \geq 1, \tilde{U}_k^j \neq 0 \}
\]

is finite or equal to \( \mathbb{N} \setminus \{0\} \). Then, extracting sequences (in \( n \)) if necessary there exists a unique one-to-one map

\[
\varphi : \mathbb{N} \setminus \{0\} \rightarrow \mathbb{N} \setminus \{0\}
\]

with the following property. For all \( j \geq 1 \), letting \( k = \varphi(j) \), then \( U_j^j = 0 \) if and only if \( \tilde{U}_k^j = 0 \). Furthermore, if \( U_j^j \neq 0 \), there exists \( (\mu_j, y_j, s_j) \) \( (0, +\infty) \times \mathbb{R}^N \times \mathbb{R} \) such that

\[
\lim_{n \rightarrow \infty} \tilde{\lambda}_{k,n} = \mu_j, \quad \lim_{n \rightarrow \infty} \tilde{x}_{k,n} = y_j, \quad \lim_{n \rightarrow \infty} \tilde{t}_{k,n} = s_j,
\]

and

\[
\tilde{U}_k^j(t, x) = \mu_j^{\frac{N}{2}} U_j^j(s_j + t y_j + x \mu_j).
\]

**Sketch of proof.** Let \( j \geq 1 \) such that \( U_j^j \neq 0 \). We first prove that there exists \( k \in \mathcal{K} \) such that the sequence

\[
\left\{ \left| \log \frac{\tilde{\lambda}_{k,n}}{\lambda_{j,n}} \right| + \left| \frac{t_{j,n} - \tilde{t}_{k,n}}{\lambda_{j,n}} \right| + \left| \frac{x_{j,n} - \tilde{x}_{k,n}}{\lambda_{j,n}} \right| \right\}
\]

does not tend to \( +\infty \) as \( n \rightarrow \infty \). If not, we have

\[
\forall k \in \mathcal{K}, \quad \lim_{n \rightarrow \infty} \left| \log \frac{\tilde{\lambda}_{k,n}}{\lambda_{j,n}} \right| + \left| \frac{t_{j,n} - \tilde{t}_{k,n}}{\lambda_{j,n}} \right| + \left| \frac{x_{j,n} - \tilde{x}_{k,n}}{\lambda_{j,n}} \right| = +\infty.
\]

Since \( \tilde{U}_k^k \) \( \{ \tilde{\lambda}_{k,n}, \tilde{x}_{k,n}, \tilde{t}_{k,n} \} \) \( k \geq 1 \) is a profile decomposition for the sequence \( \{ (u_{0,n}, u_{1,n}) \} \), we get immediately (changing if necessary one of the sequences of parameters \( (\tilde{\lambda}_{k,n}, \tilde{x}_{k,n}, \tilde{t}_{k,n}) \), where \( k \notin \mathcal{K} \) to preserve the orthogonality of the parameters) that

\[
\left( -U^j, \{ \lambda_{j,n}, x_{j,n}, t_{j,n} \} \right) \cup \left( \tilde{U}_k^k, \{ \tilde{\lambda}_{k,n}, \tilde{x}_{k,n}, \tilde{t}_{k,n} \} \right)_{k \geq 1}
\]

is a profile decomposition for the sequence \( \{ (u_{0,n}, u_{1,n}) - \tilde{U}_k^j(0) \} \). Furthermore,

\[
\left( \tilde{U}_k^j, \{ \lambda_{k,n}, x_{k,n}, t_{k,n} \} \right)_{k \geq 1}
\]

is a profile decomposition for the same sequence \( \{ (u_{0,n}, u_{1,n}) - \tilde{U}_k^j(0) \} \).

Using the Pythagorean expansions (3.5), (3.6) for the above profile decompositions and for the profile decomposition \( \tilde{U}_k^k \) \( \{ \tilde{\lambda}_{k,n}, \tilde{x}_{k,n}, \tilde{t}_{k,n} \} \) \( k \geq 1 \) of \( \{ (u_{0,n}, u_{1,n}) \} \), one can prove that \( U_j^j = 0 \), a contradiction.
Next, we notice that by orthogonality of the parameters \( \{\hat{\lambda}_{l,n}, \hat{x}_{l,n}, \hat{t}_{l,n}\} \), \( \ell \geq 1 \), the index \( k \) such that (3.12) holds is unique. We define \( \varphi(j) = k \). Extracting subsequences in \( n \), we can assume that (3.10) holds. Define \( u_{L,n}(t) = S_{L}(t)(u_{0,n}, u_{1,n}) \) and

\[
U_{L,n}^{j}(t, x) = \lambda_{n}^{j-1} u_{L}(\lambda_{n} t + j, \lambda_{n} x + j), \quad \bar{U}_{L,n}^{j}(t, x) = \lambda_{n}^{j-1} u_{L}(\lambda_{n} t + j, \bar{x}_{n} + \bar{x}_{n}),
\]

Then:

\[
u_{L,n}^{j}(0) \xrightarrow{n \to \infty} \bar{U}_{L}^{j}(0), \quad \bar{U}_{L,n}^{k}(0) \xrightarrow{n \to \infty} \bar{U}_{L}^{k}(0)
\]

weakly in \( \dot{H}^{1} \times L^{2} \). From this and (3.10), we deduce (3.11). We have constructed a map: \( \varphi : J \to K \), such that for all \( j \in J \), if \( k = \varphi(j) \), the limits in (3.10) exist. The same construction gives a map \( \psi \) from \( K \) to \( J \) with an analogous property, and one sees easily that \( \psi \) is the inverse function of \( \varphi \), and thus that \( \varphi \) is a bijection between \( J \) and \( K \). This proves that \( J = K = \mathbb{N} \setminus \{0\} \), or \( J \) and \( K \) are finite, with the same cardinal. In this second case, one extends arbitrarily \( \varphi \) to a bijection from \( \mathbb{N} \setminus \{0\} \) to \( \mathbb{N} \setminus \{0\} \). In both cases, the conclusion of the lemma is satisfied.

### 3.2. Reordering the profiles.

Let \( \{(u_{0,n}, u_{1,n})\}_{n} \) be a bounded sequence in \( \dot{H}^{1} \times L^{2} \) with a profile decomposition \( \left( U_{L}^{j}, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_{n} \right) \). We will see in the next subsection that this profile decomposition gives, for large \( n \), an approximation of the solution \( u_{n} \) of (1.1) with initial data \( (u_{0,n}, u_{1,n}) \) on a time interval \([0, \tau_{n}]\) which depends on the profiles \( U_{L}^{j} \) and the sequences of parameters \( \{\lambda_{j,n}, t_{j,n}\}_{n} \). In this subsection, we reorder the profiles \( U_{L}^{j} \) so that one can choose the length \( \tau_{n} \) of the interval of approximation in term of the first profile \( U_{L}^{1} \) and the associated sequence \( \{\lambda_{1,n}, t_{1,n}\}_{n} \) of parameters.

The approximation of \( u_{n} \) will be given in term of nonlinear profiles that are defined as follows.

**Definition 3.4.** Let \( j \geq 1 \). A nonlinear profile \( U_{n}^{j} \) associated to the linear profile \( U_{L}^{j} \) and the sequence of parameters \( \{\lambda_{j,n}, t_{j,n}\}_{n} \) is a solution \( U_{n}^{j} \) of (1.1) such that for large \( n \), \(-t_{j,n}/\lambda_{j,n} \in I_{\text{max}}(U_{n}^{j})\) and

\[
\lim_{n \to \infty} \left\| U_{L}^{j} \left( -\frac{t_{j,n}}{\lambda_{j,n}} \right) - U_{n}^{j} \left( -\frac{t_{j,n}}{\lambda_{j,n}} \right) \right\|_{\dot{H}^{1} \times L^{2}} = 0.
\]

Extracting subsequences, we can always assume that for all \( j \geq 1 \), the following limit exists:

\[
\lim_{n \to \infty} -\frac{t_{j,n}}{\lambda_{j,n}} = \sigma_{j} \in [-\infty, +\infty].
\]

Using the local Cauchy theory of (1.1) if \( \sigma_{j} \in \mathbb{R} \), and the existence of wave operators for (1.1) if \( \sigma_{j} \in \{-\infty, +\infty\} \), we obtain that for all \( j \), there exists a unique nonlinear profile \( U_{n}^{j} \) associated to \( U_{L}^{j} \) and \( \{\lambda_{j,n}, t_{j,n}\}_{n} \). If \( \sigma_{j} \in \mathbb{R} \), then \( \sigma_{j} \in (T_{-}(U_{L}^{j}), T_{+}(U_{L}^{j})) \). If \( \sigma_{j} = -\infty \), then \( T_{-}(U_{L}^{j}) = -\infty \) and \( U_{L}^{j} \) scatters backward in time. Finally, if \( \sigma_{j} = +\infty \), then \( T_{+}(U_{L}^{j}) = +\infty \) and \( U_{L}^{j} \) scatters forward in time.

Denoting by

\[
U_{n}^{j}(t, x) = \frac{1}{\lambda_{j,n}^{j-1}} U_{L}^{j} \left( -\frac{t_{j,n}}{\lambda_{j,n}}, \frac{x - x_{j,n}}{\lambda_{j,n}} \right),
\]
we see that the maximal positive time of existence of $U^j_n$ is exactly $\lambda_{j,n}T_+(U^j) + t_{j,n}$ (or $+\infty$ if $T_+(U^j) = +\infty$).

**Notation 3.5.** If $j$ and $k$ are indices, we write

$$
(U^j_L, \{t_{j,n}, \lambda_{j,n}\}_n) \preceq (U^k_L, \{t_{k,n}, \lambda_{k,n}\}_n)
$$

if one of the following holds

(a) the nonlinear profile $U^k$ scatters forward in time or

(b) the nonlinear profile $U^j$ does not scatter forward in time and

$$
\forall T \in \mathbb{R}, \quad T < T_+(U^j) \implies \lim_{n \to \infty} \frac{\lambda_{j,n}T + t_{j,n} - t_{k,n}}{\lambda_{k,n}} < T_+(U^k).
$$

If there is no ambiguity in the choice of the profile decomposition, we will simply write

$$(j) \preceq (k).$$

We write $(j) \subset (k)$ if $(j) \preceq (k)$ and $(k) \preceq (j)$, and $(j) \prec (k)$ if $(k) \preceq (j)$ does not hold. As usual, we will extract subsequences so that the limit appearing in (3.16) exists for all $j, k$ and $T < T_+(U^j)$ (see Claim A.1 in the appendix).

Note that if $U^{j_0}$ scatters forward in time, then $(j) \preceq (j_0)$ for all $j \geq 1$. Note also that

$$
(j) \preceq (k) \text{ and } U^j \text{ scatters forward in time} \implies U^k \text{ scatters forward in time.}
$$

If $U^k$ does not scatter forward in time and $U^j$ scatters forward in time, then $(j) \preceq (k)$ does not hold.

The relation $(j) \preceq (k)$ is equivalent to the fact that if for a sequence of positive times $\{\tau_n\}_n$, the sequence $\{\|U^j_n\|_{S(0,\tau_n)}\}_n$ is bounded, then the sequence $\{\|U^k_n\|_{S(0,\tau_n)}\}_n$ is also bounded.

**Claim 3.6.** One can extract subsequences in $n$ so that the binary relation $\preceq$ is a total preorder on the set of indices. In other words

(a) $\forall j \geq 1, (j) \preceq (j)$.

(b) $\forall j, k, \ell \geq 1, \left((j) \preceq (k) \text{ and } (k) \preceq (\ell)\right) \implies (j) \preceq (\ell)$.

(c) $\forall j, k \geq 1, (j) \preceq (k) \text{ or } (k) \preceq (j)$.

(d) $(j) \prec (k)$ is equivalent to $\left((j) \preceq (k) \text{ and not } ((j) \preceq (k))\right)$.

( Claim 3.6 is proved in Appendix A).

**Definition 3.7.** We say that the profile decomposition is well-ordered if

$$
\forall j \geq 1, \quad (j) \preceq (j + 1).
$$

Note as a consequence of the Pythagorean expansions (3.5), (3.6) and the boundedness of the sequence $\{(u_{0,n}, u_{1,n})\}_n$ in $H^1 \times L^2$, $2U^k_L(0)$ is small in $H^1 \times L^2$ for large $k$, and thus, by the small data global well-posedness theory for (1.1), $U^k$ scatters in both time directions. We deduce:

$$
\exists k_0, \forall k \geq k_0, \forall j \geq 1, \quad (j) \preceq (k).
$$

Combining with Claim 3.6, we get:
Claim 3.8. For any sequence \( \{(u_{0,n}, u_{1,n})\}_n \), bounded in \( \dot{H}^1 \times L^2 \), with a profile decomposition \( (U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n) \), there exists a subsequence and a one-to-one map \( \varphi \) of \( \mathbb{N} \setminus \{0\} \) such that
\[
(U^j_L, \{\lambda_{\varphi(j),n}, x_{\varphi(j),n}, t_{\varphi(j),n}\}_n)
\] is a well-ordered profile decomposition of \( \{(u_{0,n}, u_{1,n})\}_n \).

We conclude this section by stating that the preorder relation \( \preceq \) is invariant by the transformations described in Lemma 3.2.

Lemma 3.9. Let \( (U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)_{j \geq 1} \), \( (\tilde{U}^j_L, \{\tilde{\lambda}_{j,n}, \tilde{x}_{j,n}, \tilde{t}_{j,n}\}_n)_{j \geq 1} \) be as in Lemma 3.2.
Then, denoting as usual by \( U^j, \tilde{U}^j \) the corresponding nonlinear profiles, we have
\[
\tilde{U}^j(t, x) = \mu_j^{N-1} U^j(s_j + \mu_j t, y_j + \mu_j x).
\]
Furthermore,
\[
\forall j \geq 1, \quad (U^j_L, \{\lambda_{j,n}, t_{j,n}\}_n) \preceq (\tilde{U}^j_L, \{\tilde{\lambda}_{j,n}, \tilde{t}_{j,n}\}_n).
\]
In particular \( (U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)_{j \geq 1} \) is well-ordered if and only if \( (\tilde{U}^j_L, \{\tilde{\lambda}_{j,n}, \tilde{x}_{j,n}, \tilde{t}_{j,n}\}_n)_{j \geq 1} \) is well-ordered.

Sketch of proof. The equality (3.18) follows easily from
\[
\tilde{U}^j(t, x) = \mu_j^{N-1} U^j(s_j + \mu_j t, y_j + \mu_j x),
\]
and the limits (3.18). By (3.18), \( T_+(\tilde{U}^j) = \frac{1}{\mu_j} (T_+(U^j) - s_j) \), with the convention that \( T_+(\tilde{U}^j) = +\infty \) if \( T_+(U^j) = +\infty \). The conclusion of the lemma is then easy to check, using (3.5) and the definition of \( \preceq \).

3.3. Nonlinear approximation. We next state the announced nonlinear approximation result. As above \( \{(u_{0,n}, u_{1,n})\}_n \) is a bounded sequence of \( \dot{H}^1 \times L^2 \), which admits a profile decomposition \( (U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)_{j \geq 1} \). We denote by \( U^j \) the corresponding nonlinear profiles (see the preceding subsection). We start with the case where all nonlinear profiles scatter forward in time.

Proposition 3.10. Assume that for all \( j \), \( U^j \) scatters forward in time. Then, for large \( n \), \( u_n \) scatters forward in time and, letting
\[
r^j_n(t) = u_n(t) - \sum_{j=1}^J U^j_n(t, x) - w^j_n(t), \quad t \geq 0,
\]
we have
\[
\lim_{J \to \infty} \lim_{n \to \infty} \left( \|r^j_n\|_{S(0, +\infty)} + \sup_{t \geq 0} \|r^j_n(t)\|_{\dot{H}^1 \times L^2} \right) = 0.
\]

Proposition 3.10 is standard: see for example the main result of [2].
In the general case, the approximation of Proposition 3.10 does not hold for all positive times. In this case Proposition 3.11 gives an approximation on a time interval that might depend on \( n \):
Proposition 3.11. Assume that the profiles $U^j$ are reordered as in Claim 3.8. Let $T < T_+(U^1)$. Let

$$\tau_n = \lambda_{1,n}T + t_{1,n},$$

and assume that $\tau_n > 0$ for large $n$. Then for large $n$, $[0, \tau_n] \subset I_{\text{max}}(u_n)$ and, for all $j$ and large $n$, $[0, \tau_n] \subset I_{\text{max}}(U^j_n)$. Furthermore, letting

$$r^j_n(t) = u_n(t) - \sum_{j=1}^J U^j_n(t, x) - w^j_n(t), \quad t \in [0, \tau_n],$$

we have

$$\lim_{J \to \infty} \lim_{n \to \infty} \sup \left( \|r^j_n\|_{S(0, \tau_n)} + \sup_{t \in [0, \tau_n]} \|r^j_n(t)\|_{H^1 \times L^2} \right) = 0.$$

Remark 3.12. The statement of Proposition 3.11 is not empty only when there exists $T < T_+(U^1)$ such that $\lambda_{1,n}T + t_{1,n} > 0$ for large $n$. This always holds if $\sigma_1 \in \mathbb{R} \cup \{-\infty\}$ (where $\sigma_1$ is defined by (3.11)). If $\sigma_1 = +\infty$, the relation $(1) \leq (j)$ for all $j$ implies that all nonlinear profiles $U^j$ scatter forward in time, and we are in the setting of Proposition 3.10.

Remark 3.13. We have stated Propositions 3.10 and 3.11 for positive time. Of course the analogs of these propositions for negative time also hold. However, note that the definition of the order relation on the profile must be adapted.

Sketch of proof of Proposition 3.11. Let $j \geq 2$. By definition of $U^j$, $-t_{j,n}/\lambda_{j,n} \in I_{\text{max}}(U^j)$ for large $n$. Since $(1) \leq (j)$, we know that $U^j$ scatters forward in time, or

$$\lim_{n \to \infty} \frac{\tau_n - t_{j,n}}{\lambda_{j,n}} < T_+(U^j).$$

In both cases, $[0, \tau_n] \subset I_{\text{max}}(U^j_n)$ for large $n$ and

$$\lim_{n \to \infty} \sup \|U^j_n\|_{S(0, \tau_n)} = \lim_{n \to \infty} \|U^j\|_{S\left(\frac{-t_{j,n}}{\lambda_{j,n}}, \frac{\tau_n - t_{j,n}}{\lambda_{j,n}}\right)} < \infty.$$  

Proposition 3.11 then follows by a standard approximation result which is a consequence of the long-time perturbation theory of equation (1.1) (see e.g. [15, Proposition 2.8]). \(\square\)

Remark 3.14. The proof of Proposition 3.11 uses the following Pythagorean expansions of the norms of the profiles in $S$, which follows from the orthogonality (3.1) of the sequences of parameters (see [2]):

$$\forall J \geq 1, \quad \lim_{n \to \infty} \left( \sum_{j=1}^J \|U^j_n\|_{S(0, \tau_n)}^{2(N+1)_{N-2}} - \sum_{j=1}^J \|U^j_n\|_{S(0, \tau_n)}^{2(N+1)_{N-2}} \right) = 0.$$ 

Remark 3.15. In the setting of Proposition 3.11 let $\{\tau'_n\}_n$ be a sequence of times such that

$$\forall n, \quad \tau'_n \in [0, \tau_n].$$

By Proposition 3.11 $\tilde{u}(\tau'_n)$ is well defined for large $n$, and $\{\tilde{u}(\tau'_n)\}_n$ is a bounded sequence of $\dot{H}^1 \times L^2$. Extracting subsequences, we can get from Proposition 3.11 a profile decomposition of this sequence.
Lemma 3.16. Let $p$ and assume that for all $(3.21) \lim sup_{n \to \infty} \|U^j_n(\lambda, x)\|_{L^1 \times L^2} = 0$. Consider a sequence $\{V^j_n\}_{n \geq 1}$ such that $\lim_{n \to \infty} \|V^j_n(\lambda, x, t)\|_{H^1 \times L^2} = 0$. Indeed, if $\theta_j \in \mathbb{R}$, it follows from (3.19) that $\theta_j \in I_{\max}(U^j)$, and $V^j_n$ is the solution of the linear wave equation with initial data $U^j(\theta_j)$ at $t = \theta_j$. On the other hand, if $\theta_j = +\infty$ (respectively $-\infty$), then by (3.19), $U^j$ scatters forward in time (respectively backward in time), and the existence of $V^j_n$ follows.

Letting $t'_{j,n} = -t'_{j,n} + t_{j,n}$, it is easy to check that the sequences of parameters $\{(\lambda_{j,n}, x_{j,n}, t_{j,n})\}_{n \geq 1}$, $j \geq 1$, are orthogonal in the sense that (3.1) holds. In view of Proposition 3.11, we deduce that $\lim_{n \to \infty} \|\tilde{V}^j_n - \tilde{U}^j_n\|_{H^1 \times L^2} = 0$. Note that the nonlinear profiles for this decomposition are by definition exactly the nonlinear profiles $U^j_n$ of the profile decomposition $\{(V^j_n, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\})_{n \geq 1}\}$ of $\{|u_n(0)|\}_{n \geq 1}$.

3.4. Double profile decomposition. We conclude this section by showing the following technical lemma, which will be very useful in the proof of Theorem B.

Lemma 3.16. Let $M > 0$. Let $\{m_p\}_p$ be a sequence of natural numbers. For any $p \in \mathbb{N}$, we consider a sequence $\{(u^p_{0,n}, u^p_{1,n})\}_{n \geq 1}$ in $H^1 \times L^2$ such that

$$\lim_{n \to \infty} \sup_n \|\left(u^p_{0,n}, u^p_{1,n}\right)\|_{H^1 \times L^2} \leq M.$$  

Assume that for all $p$, $\{(u^p_{0,n}, u^p_{1,n})\}_{n \geq 1}$ has a profile decomposition $\left(U^p_{0,n}, \{\lambda_{p,n}, x_{p,n}, t_{p,n}\}\right)_{n \geq 1}$ and that there exists $\eta_j$ such that

$$\sum_{j \geq 1} \eta_j < \infty \quad \text{and} \quad \forall p, j, \quad \|U^p_{0,n}\|_{H^1 \times L^2} \leq \eta_j.$$  

Assume also that for all $j$, the sequence $\left(V^j_{L,j}(0)\right)_{p \geq 1}$ has a profile decomposition

$$\left(V^j_{L,j}, \{\lambda_{j,k,p}, y_{j,k,p}, s_{j,k,p}\}\right)_{k \geq 1}.$$  

Then there exists an increasing sequence of integers $\{n_p\}_p$ satisfying

$$\forall p, \quad n_p \geq m_p \quad \text{and} \quad \lim_{p \to \infty} n_p = +\infty,$$

and such that the sequence $\{(u^p_{0,n_p}, u^p_{1,n_p})\}_p$ has the profile decomposition

$$\left(V^j_{L,j}, \{\lambda_{j,k,p,n_p}, y_{j,k,p,n_p}, s_{j,k,p,n_p}\}\right)_{j,k \geq 1}.$$
with
\[
\nu_{j,k,p,n} = \lambda_{p,j,n} \nu_{j,k,p}, \quad z_{j,k,p,n} = x_{p,j,n} + \lambda_{p,j,n} y_{j,k,p}, \quad \tau_{j,k,p,n} = t_{p,j,n} + \lambda_{p,j,n} s_{j,k,p}.
\]

**Proof.** We will use the following claim, proved in appendix B (recall (3.1) for the definition of orthogonality and (3.2) for the notation \(U_{L,n}^j\)).

**Claim 3.17.** Let \((U_{L,n}^j)_{j \geq 1}\) be a family of solutions of the linear wave equation, and \(\{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\), \(j \geq 1\), a family of orthogonal sequences of parameters. Assume
\[
\sum_{j \geq 1} \left\| u_{L,n}^j \right\|_{L^2(S(\mathbb{R}))} \lt \infty.
\]
Let \(\{(u_{0,n}, u_{1,n})\}_n\) be a bounded sequence in \(H^1 \times L^2\), and \(u_{L,n}(t) = S_L(t)(u_{0,n}, u_{1,n})\). Assume that there exists a sequence \(\{J_k\}_k\) of integers such that \(\lim_{k \to \infty} J_k = +∞\) and
\[
\lim_{k \to \infty} \limsup_{n \to \infty} \left\| u_{L,n} - \sum_{j=1}^{J_k} U_{L,n}^j \right\|_{L^2(S(\mathbb{R}))} = 0.
\]
Then
\[
\lim_{J \to \infty} \limsup_{n \to \infty} \left\| u_{L,n} - \sum_{j=1}^{J} U_{L,n}^j \right\|_{L^2(S(\mathbb{R}))} = 0,
\]
i.e. \((U_{L,n}^j, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)\) \(j\) is a profile decomposition for the sequence \(\{(u_{0,n}, u_{1,n})\}_n\).

Let \(u_{L,n}(t,x) = S_L(t)(u_{0,n}, u_{1,n})(x)\).

**Step 1. Formal expansion of \(u_{L,n}^p\).**
By the definition of a profile decomposition,
\[
u_{L,n}^p(t,x) = \sum_{j=1}^{J} \frac{1}{\lambda_{p,j,n}^{N-1}} U_{L,n}^j \left( \frac{t-t_{p,j,n}}{\lambda_{p,j,n}}, \frac{x-x_{p,j,n}}{\lambda_{p,j,n}} \right) + w_{p,n}^j,
\]
where
\[
\lim_{J \to \infty} \limsup_{n \to \infty} \left\| w_{p,n}^j \right\|_{L^2(S(\mathbb{R}))} = 0.
\]
For \(j \geq 1\), we have
\[
U_{L,n}^j(s,y) = \sum_{k=1}^{K} \frac{1}{\mu_{j,k,n}^{N-1}} V_{L,n}^j \left( \frac{s-s_{j,k,n}}{\mu_{j,k,n}}, \frac{y-y_{j,k,n}}{\mu_{j,k,n}} \right) + W_{j,n}^K,
\]
where
\[
\lim_{K \to \infty} \limsup_{p \to \infty} \left\| W_{j,n}^K \right\|_{L^2(S(\mathbb{R}))} = 0.
\]
Combining (3.27) and (3.29), we obtain

\[(3.31) \quad u_{L,n}^p(t, x) = \sum_{j=1}^J \left( \sum_{k=1}^K \frac{1}{V_{j,k,p,n}^{j,k}} \nu_{j,k,p,n}^j \left( \frac{s - \tau_{j,k,p,n}}{\nu_{j,k,p,n}}, \frac{y - z_{j,k,p,n}}{\nu_{j,k,p,n}} \right) \right) + A_{p,n}^{j,K}(t, x) + w_{p,n}^J(t, x), \]

where \(\nu_{j,k,p,n}, z_{j,k,p,n}\), and \(\tau_{j,k,p,n}\) are defined in (3.24) and

\[(3.32) \quad A_{p,n}^{j,K}(t, x) = \sum_{j=1}^J \frac{1}{\lambda_{p,j,n}^{j-1}} W_{j,p}^K \left( \frac{t - t_{p,j,n}}{\lambda_{p,j,n}}, \frac{x - x_{p,j,n}}{\lambda_{p,j,n}} \right). \]

**Step 2.** We prove

\[(3.33) \quad \forall \varepsilon > 0, \exists J_\varepsilon > 0, \forall J \geq J_\varepsilon, \forall p, \limsup_{n \to \infty} \| w_{p,n}^J \|_{S(\mathbb{R})} \leq \varepsilon. \]

Indeed, let \(\varepsilon > 0\) and \(J_\varepsilon\) such that

\[(3.34) \quad \sum_{j \geq J_\varepsilon} \eta_j \leq \left( \frac{\varepsilon}{2} \right)^{\frac{2(N+1)}{N-2}}. \]

Let \(J \geq J_\varepsilon\) and \(p \geq 1\). By (3.28), there exists \(\widetilde{J} = \widetilde{J}(p) \geq J_\varepsilon\) such that

\[(3.35) \quad \forall J' \geq \widetilde{J}, \limsup_{n \to \infty} \| w_{p,n}^{J'} \|_{S(\mathbb{R})} \leq \frac{\varepsilon}{2}. \]

If \(J \geq \widetilde{J}\), then by (3.35), \(\limsup_{n \to \infty} \| w_{p,n}^J \|_{S(\mathbb{R})} < \varepsilon\).

Assume \(J_\varepsilon \leq J < \widetilde{J}\). Then

\[w_{p,n}^J(t, x) = w_{p,n}^J(t, x) + \sum_{j=J+1}^{\widetilde{J}} \frac{1}{\lambda_{p,j,n}^{j-1}} U_{p,j}^L \left( \frac{t - t_{p,j,n}}{\lambda_{p,j,n}}, \frac{x - x_{p,j,n}}{\lambda_{p,j,n}} \right) \]

Using the orthogonality of the sequences of parameters \(\{\lambda_{p,j,n}, x_{p,j,n}, t_{p,j,n}\}_n\) (at fixed \(p\)) and (3.34), we obtain

\[(3.36) \quad \limsup_{n \to \infty} \| (I)_{p,n} \|_{S(\mathbb{R})} \leq \left( \frac{\varepsilon}{2} \right)^{\frac{2(N+1)}{N-2}}. \]

Combining with (3.35), we deduce \(\limsup_{n \to \infty} \| w_{p,n}^J \|_{S(\mathbb{R})} \leq \varepsilon\).

**Step 3. Choice of \(n_p\).** Let for \(J \geq 1\),

\[(3.37) \quad \varepsilon_J = \max_p \left( \limsup_{n \to \infty} \| w_{p,n}^J \|_{S(\mathbb{R})} \right). \]
By Step 2, $\varepsilon_J < \infty$ for large $J$ and $\lim_J \varepsilon_J = 0$. In this step we prove that there exists an increasing sequence of integer $\{n_p\}_{p\geq1}$ such that (3.23) holds and, for all $p$,

\begin{equation}
\forall J \in \{1, \ldots, p\}, \quad \|w^n_{J,n,p}\|_{S(\mathbb{R})} \leq 2\varepsilon_J
\end{equation}

\begin{equation}
\forall (j, k, j', k'), \quad (1 \leq j, k, j', k' \leq p \text{ and } j \neq j') \implies
\left|\log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right) + \frac{\tau_{j,k,p,n} - \tau_{j',k',p,n}}{\nu_{j,k,p,n}} + \frac{\bar{z}_{j,k,p,n} - \bar{z}_{j',k',p,n}}{\nu_{j,k,p,n}}\right| \geq p.
\end{equation}

For this, it is sufficient to show, fixing $p$,

\begin{equation}
\forall J \in \{1, \ldots, p\}, \quad \limsup_{n \to \infty} \|w^n_{J,n,p}\|_{S(\mathbb{R})} < 2\varepsilon_J,
\end{equation}

and

\begin{equation}
\forall (j, k, j', k'), \quad (1 \leq j, k, j', k' \leq p \text{ and } j \neq j') \implies
\lim_{n \to \infty} \left(\log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right) + \frac{\tau_{j,k,p,n} - \tau_{j',k',p,n}}{\nu_{j,k,p,n}} + \frac{\bar{z}_{j,k,p,n} - \bar{z}_{j',k',p,n}}{\nu_{j,k,p,n}}\right) = +\infty.
\end{equation}

The property (3.40) is given immediately by the definition of $\varepsilon_J$.

We prove (3.41) by contradiction. Assume (3.41) does not hold, i.e. that there exists $(j, j', k, k') \in \{1, \ldots, p\}$ such that $j \neq j'$ and the term in parenthesis in (3.41) is, after extraction of subsequences in $n$, bounded by some constant $C_0$. Then, denoting by $C$ > 0 a large constant that may change from line to line and depends on $j, k, j', k', p$ but not on $n$,

\[ C_0 \geq \log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right) = \log \frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}} + \log \frac{\mu_{j,k,p}}{\mu_{j',k',p}} \geq \log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right) - C,
\]

which proves that the sequence $\left\{\log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right)\right\}_n$ is bounded.

Similarly, using the boundedness of the sequence $\left\{\log \left(\frac{\nu_{j,k,p,n}}{\nu_{j',k',p,n}}\right)\right\}_n$, we obtain

\[ C_0 \geq \frac{\tau_{j,k,p,n} - \tau_{j',k',p,n}}{\nu_{j,k,p,n}} = \frac{t_{p,j,n} + s_{j,k,p} - t_{p,j',n} - s_{j',k',p} \lambda_{p,j',n}}{\lambda_{p,j,n} \mu_{j,k,p}} \geq \frac{1}{C} \left|\frac{t_{p,j,n} - t_{p,j',n}}{\lambda_{p,j,n}}\right| - C.
\]

Thus the sequence $\left\{\frac{t_{p,j,n} - t_{p,j',n}}{\lambda_{p,j,n}}\right\}_n$ is also bounded. Finally,

\[ \frac{\bar{z}_{j,k,p,n} - \bar{z}_{j',k',p,n}}{\nu_{j,k,p,n}} \geq \frac{1}{\mu_{j,k,p}} \frac{|x_{p,j,n} - x_{p,j',n}|}{\lambda_{p,j,n}} = \frac{\lambda_{p,j,n} y_{j,k,p} - \lambda_{p,j',n} y_{j',k',p}}{\lambda_{p,j,n} \mu_{j,k,p}} \geq \frac{1}{C} \frac{|x_{p,j,n} - x_{p,j',n}|}{\lambda_{p,j,n}} - C
\]

which proves that $\left\{\frac{|x_{p,j,n} - x_{p,j',n}|}{\lambda_{p,j,n}}\right\}_n$ is also bounded, contradicting the orthogonality of the sequences of parameters $\left\{\lambda_{p,j,n}, x_{p,j,n}, t_{p,j,n}\right\}_n$, $j \geq 1$ and concluding the proof of (3.41).
Step 4: end of the proof. In this step we check that \( (V_{j,k}^L, \{v_{j,k,p,n_p}, z_{j,k,p,n_p}, \tau_{j,k,p,n_p}\})_{p,j,k} \) satisfies the assumptions of Claim 3.17.

Orthogonality of the sequences of parameters. Let \((j,k), (j',k')\) be two pairs of indices such that \((j,k) \neq (j',k')\). If \(j \neq j'\), then by (3.39),

\[
\lim_{p \to \infty} \left| \log \left( \frac{v_{j,k,p,n_p}}{v_{j',k',p,n_p}} \right) + \frac{\tau_{j,k,p,n_p} - \tau_{j',k',p,n_p}}{v_{j,k,p,n_p}} + \frac{z_{j,k,p,n_p} - z_{j',k',p,n_p}}{v_{j,k,p,n_p}} \right| = +\infty.
\]

Next assume \(j = j'\) (and thus \(k \neq k'\)). Then by the definition (3.24) of \(a_{j,k,p,n}\),

\[
\left| \log \left( \frac{\mu_{j,k,p}}{\mu_{j,k',p}} \right) + \frac{y_{j,k,p} - y_{j,k',p}}{\mu_{j,k,p}} + \frac{s_{j,k,p} - s_{j,k',p}}{\mu_{j,k,p}} \right| \to +\infty,
\]

using the orthogonality of the sequences of parameters \(\{\mu_{j,k,p}, y_{j,k,p}, s_{j,k,p}\}_{p,j,k}^{k \geq 1}\) (when \(j\) is fixed).

Uniform summability of the profiles in \(S(\mathbb{R})\).

Fix \(j \geq 1\). By the orthogonality of the parameters \(\{\mu_{j,k,p}, y_{j,k,p}, s_{j,k,p}\}_{p,j,k}^{k \geq 1}\), one can prove the Pythagorean-like expansion:

\[
\sum_{k=1}^{\infty} \left\| V_{j,k}^L \right\|_{S(\mathbb{R})}^{2(N+1)/N-2} = \left\| U_{p,j}^{p,j} \right\|_{S(\mathbb{R})}^{2(N+1)/N-2} \leq \eta_j.
\]

Since \(\sum_j \eta_j < \infty\) we deduce

\[
\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \left\| V_{j,k}^L \right\|_{S(\mathbb{R})}^{2(N+1)/N-2} < \infty.
\]

Convergence to 0 of the Strichartz norm. Using the formal expansion (3.31), we prove that there exists a sequence \(K_j \to \infty\) such that

\[
(3.42) \quad \lim_{J \to \infty} \limsup_{p \to \infty} \left\| u_{J,k,p}^L - \sum_{j=1}^{J} K_j \sum_{k=1}^{K_j} \frac{1}{v_{j,k,p,n_p}} V_{j,k}^L \left( \frac{\cdot - \tau_{j,k,p,n_p}}{v_{j,k,p,n_p}}, \frac{\cdot - z_{j,k,p,n_p}}{v_{j,k,p,n_p}} \right) \right\|_{S(\mathbb{R})} = 0.
\]

Indeed, recall from (3.32) the definition of \(A_{p,n}^{J,K}\). For all \(J \geq 1\) choose \(K_J\) such that

\[
\limsup_{p \to \infty} \sum_{j=1}^{J} \left\| W_{J,p}^{K_J} \right\|_{S(\mathbb{R})} \leq \frac{1}{J}
\]

Then by the triangle inequality,

\[
\limsup_{p \to \infty} \left\| A_{p,n}^{J,K_J} \right\|_{S(\mathbb{R})} \leq \frac{1}{J}
\]
and combining with (3.31) and (3.38), we get (recalling the definition (3.37) of $\varepsilon_J$):

$$\lim_{p \to \infty} \left\| u_{L,n}^p - \sum_{j=1}^{J} \sum_{k=1}^{K} \frac{1}{\nu_j,k,n,p} V_{j,k}^L \left( \frac{-\tau_j,k,n,p}{\nu_j,k,n,p}, \frac{-z_j,k,n,p}{\nu_j,k,n,p} \right) \right\|_{S(R)} \leq 2\varepsilon_J + \frac{1}{J},$$

hence (3.42). The assumptions of Claim 3.17 are satisfied, which concludes the proof of Lemma 3.16.

\[\square\]

Remark 3.18. In the setting of Lemma 3.16, fix $j \geq 1$. Then, by (3.29),

$$\frac{1}{\lambda_{j,n}^p} U_{j,L}^p \left( \frac{t - t_{j,n}^p}{\lambda_{j,n}^p}, \frac{x - x_{j,n}^p}{\lambda_{j,n}^p} \right) = \sum_{k=1}^{K} \frac{1}{\nu_j,k,n,p} V_{j,k}^L \left( \frac{s - \tau_j,k,n,p}{\nu_j,k,n,p}, \frac{y - z_j,k,n,p}{\nu_j,k,n,p} \right) + \frac{1}{\lambda_{j,n}^p} W_{j,L} \left( \frac{t - t_{j,n}^p}{\lambda_{j,n}^p}, \frac{x - x_{j,n}^p}{\lambda_{j,n}^p} \right),$$

and (3.30) implies that $\left( V_{j,L}^k, \left\{ \mu_j,k,n,p, \tau_j,k,n,p, \nu_j,k,n,p \right\}_p \right)_{k \geq 1}$ is a profile decomposition for the sequence $\left\{ \frac{1}{\lambda_{j,n}^p} U_{j,L}^p \left( \frac{-t_{j,n}^p}{\lambda_{j,n}^p}, \frac{x - x_{j,n}^p}{\lambda_{j,n}^p} \right) \right\}_p$.

4. Weak and strong local convergence to solitary waves

In this section, we prove Theorem 1.

4.1. Preliminaries. Let $u$ be as in Theorem 1. We denote by $S_0$ the set of sequences $\{t_n\}_n$ in the maximal interval of existence of $u$ such that

$$\lim_{n \to \infty} t_n = T_+(u)$$

and $\{\tilde{u}(t_n)\}_n$ admits a well-ordered (see Definition 3.7) profile decomposition

$$\left( U_j, \left\{ \nu_j,n, x_j,n, t_j,n \right\}_n \right)_{j \geq 1}$$

with nonlinear profiles $U_j$. If $\{t_n\}_n \in S_0$, we denote by $J_0 = J_0 (\{t_n\}_n)$ the number of nonlinear profiles $U_j$ that do not scatter forward in time. Note that by Lemma 3.9 and (3.18) in Lemma 3.15 this is independent of the choice of the profile decomposition.

By Proposition 3.10 since $u$ does not scatter forward in time, $J_0 \geq 1$. By the definition of the order relation $\preceq$, $U^1, \ldots, U^{J_0}$ do not scatter forward in time and for all $j \geq J_0 + 1$, $U^j$ scatters forward in time.

According to the small data theory for (1.1), there exists $\delta_0 > 0$ such that

$$\exists n, \left\| U_j \left( \frac{-t_{j,n}^p}{\lambda_{j,n}^p} \right) \right\|_{H^1 \times L^2}^2 \leq \delta_0 \implies U_j \text{ scatters in both time directions}.$$
Using the Pythagorean expansions (3.5) and (3.6), we obtain $\delta_0 J_0 \leq B$, i.e. $J_0(\{t_n\}_n) \leq \delta_0/B$ for any sequence $\{t_n\}_n \in \mathcal{S}_0$. Hence

$$
J_M = \max \left\{ J_0(\{t_n\}_n), \{t_n\}_n \in \mathcal{S}_0 \right\}
$$

is a finite integer, $\geq 1$. We define

$$
\mathcal{S}_1 = \left\{ \{t_n\}_n \in \mathcal{S}_0, \text{ s.t. } J_0(\{t_n\}_n) = J_M \right\}.
$$

If $\{t_n\}_n \in \mathcal{S}_1$, we define:

$$
\mathcal{E}(\{t_n\}_n) = \sum_{j=1}^{J_M} E(U^j).
$$

By Lemma 3.3 and (3.18), $\mathcal{E}(\{t_n\}_n)$ is well defined, i.e. independent of the choice of the profile decomposition of $\{\tilde{u}(t_n)\}_n$. Note that by Sobolev inequality,

$$
\forall n, \quad \mathcal{E}(\{t_k\}_k) \geq - \sum_{j=1}^{J_M} \frac{N-2}{2N} \left\| U^j (-t_{j,n}/\lambda_{j,n}) \right\|_{L^{N-2}}^{2N} \geq - C \sum_{j=1}^{J_M} \left\| U^j (-t_{j,n}/\lambda_{j,n}) \right\|_{H^1}^{2N}.
$$

Thus, using (4.2) and the Pythagorean expansion (3.7),

$$
\forall \{t_n\}_n \in \mathcal{S}_1, \quad \mathcal{E}(\{t_n\}_n) \geq - CJ_M B^{\frac{N}{N-2}}.
$$

We let

$$
\mathcal{E}_m = \inf \left\{ \mathcal{E}(\{t_n\}_n), \{t_n\}_n \in \mathcal{S}_1 \right\} \in \mathbb{R}.
$$

4.2. Minimization of $\mathcal{E}$.

**Lemma 4.1.** For $p \geq 1$, let $\{\tau^p_n\}_n \in \mathcal{S}_1$ such that

$$
\lim_{p \to \infty} \mathcal{E}(\{\tau^p_n\}_n) = \mathcal{E}_m.
$$

Consider, for all $p \geq 1$, a well-ordered profile decomposition $\left( U^p_{\tau^p}, \{\lambda_{p,j,n}, x_{p,j,n}, t_{p,j,n}\}_n \right)_{j \geq 1}$ of $\{u(\tau^p_n)\}_n$, and denote by $U^p_{\tau^j}$, $j \geq 1$, the corresponding nonlinear profiles. Then there exists an increasing sequence $\{n^p\}_p$ of indices such that (after extraction in $p$)

(a) $\left\{ \tau^p_{n^p_p} \right\}_p \in \mathcal{S}_1$ and $\mathcal{E}(\left\{ \tau^p_{n^p_p} \right\}_p) = \mathcal{E}_m$.

(b) $\left\{ \tilde{u}(\tau^p_{n^p_p}) \right\}_p$ admits a profile decomposition $\left( \tilde{V}^j_{\tau^p}, \{\tilde{v}_{j,p}, \tilde{x}_{j,p}, \tilde{t}_{j,p}\}_p \right)_{j \geq 1}$ such that, denoting by $\tilde{V}^j$ the corresponding nonlinear profiles, $\tilde{V}^j$ scatters forward in time if and only if $j \geq 1 + J_M$ and

$$
\forall j \in \{1, \ldots, J_M\},
$$

$$
\lim_{p \to \infty} \left\| \frac{1}{\lambda_{p,j,n^p_p}} \nabla_{t,x} U^p_{\tau^j} \left( -\frac{t_{p,j,n^p_p}}{\lambda_{p,j,n^p_p}} \cdot x_{p,j,n^p_p} \right) - \frac{1}{\nu_{j,p}^p} \nabla_{t,x} \tilde{V}^j \left( -\frac{\tilde{t}_{j,p}}{\nu_{j,p}^p} \cdot \tilde{x}_{j,p} \right) \right\|_{(L^2)^{N+1}} = 0
$$

**Remark 4.2.** In (4.9), by definition of $\tilde{V}^j$, we can of course replace $\tilde{V}^j$ by $\tilde{V}^j_{\tau^j}$. As an immediate corollary of Lemma 4.1, we get:
Corollary 4.3. The set 
\[ S_2 = \left\{ \{t_n\}_n \in S_1, \text{ s.t. } E(\{t_n\}_n) = E_m \right\} \]
is not empty.

Proof. Step 1. Double profile decomposition. In this step we place ourselves in the assumptions of Lemma 3.16. We first reorder the profiles \( U^{p,j}_L \) so that the energy of the nonlinear profiles is a decreasing function of \( j \geq 1 + J_M \) when \( p \) is fixed, i.e.
\[ \forall p, \forall j \geq 1 + J_M, \quad E\left[U^{p,j}\right] \geq E\left[U^{p,j+1}\right]. \] (4.10)
Since all profiles \( U^{p,j} \) scatter forward in time, this does not affect the fact that the profile decompositions \( (U^{p,j}_L, \{x^{p,j,n}, t^{p,j,n}\}_n)_{j \geq 1} \) are well-ordered.

By a standard diagonal extraction argument we can assume (extracting subsequences in \( p \)) that for all \( j \geq 1 \), \( \{\bar{U}^{p,j}(0)\}_p \) admits a profile decomposition \( (V^{j,k}_L, \{\mu^{j,k,p}, y^{j,k,p}\}_k)_{k \geq 1} \).

To check that we are exactly in the setting of Lemma 3.16, we must find a sequence \( (\eta_j)_{j \geq 1} \) of positive numbers such that (3.22) holds.

We first note that by (4.2) and the Pythagorean expansions (3.5), (3.6),
\[ \limsup_{n \to \infty} \left\| U^{p,j}_L \left( -t^{p,j,n}/\lambda^{p,j,n} \right) \right\|_{H^1 \times L^2}^2 \leq B. \] (4.11)

Thus, by Strichartz inequality,
\[ \forall p, j, \quad \left\| U^{p,j}_L \right\|_{S(\mathbb{R})}^{2(N+1)/N-2} \leq CB \frac{N+1}{N-2}. \]

We next find a bound of \( \left\| U^{p,j}_L \right\|_{S(\mathbb{R})} \) for large \( j \). Fix \( j \) and \( p \) and assume \( j \geq 1 + J_M \). Since \( U^{p,j} \) scatters forward in time, the energy \( E\left[U^{p,j}\right] \) is nonnegative. By the Pythagorean expansions (3.5), (3.6), (3.7) for the profile decomposition of the sequence \( \{\bar{u}(\tau_n^j)\}_n \):
\[ \sum_{j=1}^{J_M} E\left[U^{p,j}\right] + \sum_{j \geq 1 + J_M} E\left[U^{p,j}\right] \leq E[u], \]
and thus
\[ \sum_{j \geq 1 + J_M} E\left[U^{p,j}\right] \leq E[u] - E_m. \] (4.12)

Using (4.12) and the monotonicity (4.10) of the energy sequence we obtain:
\[ \forall p, \forall j \geq 1 + J_M, \quad E\left[U^{p,j}\right] \leq \frac{E[u] - E_m}{j - J_M}. \] (4.13)

Let \( \tilde{j} \geq 1 + J_M \) such that \( E\left[U^{p,j}\right] \leq \frac{E[u] - E_m}{j - J_M} \leq \delta_1 \), where \( \delta_1 > 0 \) is a fixed small parameter. If \( j \geq \tilde{j} \), then by (4.13) \( E\left[U^{p,j}\right] \leq \delta_1 \). Since \( U^{p,j} \) scatters forward in time, we deduce
\[ \lim_{t \to \infty} \left\| \bar{U}^{p,j}(t) \right\|_{H^1 \times L^2}^2 = 2E\left[U^{p,j}\right] \leq 2\delta_1. \] (4.14)
By the small data theory, choosing $\delta_1$ small enough, we deduce that for all $j \geq \tilde{J}$, $\hat{U}^{p,j}$ is global and
\[ \forall t \in \mathbb{R}, \quad \left\| \hat{U}^{p,j}(t) \right\|_{H^1 \times L^2}^2 \leq 3E \left[ U^{p,j} \right]. \]
Thus for large $j$, $\left\| \hat{U}^{p,j}_L(0) \right\|_{H^1 \times L^2}^2 \leq 4E \left[ U^{p,j} \right]$, and we deduce by Strichartz inequality
\[ (4.15) \quad \forall j \geq \tilde{J}, \quad \left\| U^{p,j}_L \right\|_{S(\mathbb{R})}^{2(N+1)} \leq CE \left[ U^{p,j} \right]^{N+1} \leq C \left( E[u] - E_m \right)^{\frac{N+1}{j-J_M}}. \]
Letting $\eta_j = CB^\frac{N+1}{j-J}$ if $1 \leq j \leq \tilde{J} - 1$ and $\eta_j = C \left( E[u] - E_m \right)^{\frac{N+1}{j-J_M}}$ if $j \geq \tilde{J}$, we get by (4.11) and (4.15) that (3.22) is satisfied. We are thus exactly in the setting of Lemma 3.16.

**Step 2. Application of Lemma 3.16** For any $p \geq 1$, we choose $m_p \in \mathbb{N}$ such that
\[ (4.16) \quad \forall j \in \{1, \ldots, J_M\}, \forall n \geq m_p, \quad \left\| \hat{U}^{p,j}_L \left(-t, j, n / \lambda_p n \right) - \hat{U}^{p,j}_L \left(-t, j, n / \lambda_j n \right) \right\|_{H^1 \times L^2} \leq \frac{1}{p} \]
and
\[ (4.17) \quad \forall n \geq m_p, \quad \tau_n^p \geq T_+ + \frac{1}{p}. \]
By Lemma 3.16 with $\left( u^p_{0,n}, u^p_{1,n} \right) = \tilde{u}(\tau_n^p)$ there exists an increasing sequence $\{n_p\}_p$ such that
\[ (4.18) \quad \forall p, \quad n_p \geq m_p, \]
and $\left\{ \tilde{u}(\tau_p^p) \right\}_p$ has a profile decomposition
\[ \left\{ V^j, k \left( L, \{ u_j, k, p, n_p, z_j, k, p, n_p, \tau_j, k, p, n_p \} \right) \right\}_{j,k \geq 1} \]
as in the conclusion of Lemma 3.16. We will denote by $V^j, k$ the nonlinear profiles corresponding to this decomposition. By (4.17) and (4.18), $\lim_{p \to \infty} \tau_p^p = T_+$. By Claim 3.8 there exists a subsequence of $\{ \tau_p^p \}_p$, still denoted by $\{ \tau_p^p \}_p$, which is in $S_0$.

**Step 3. Analysis of the profiles.** In this step we prove that for all $j \in \{1, \ldots, J_M\}$, there is exactly one $k$ (say $k = 1$) such that $V^j, k$ does not scatter forward in time, and that for all $j \geq 1 + J_M$, for all $k \geq 1$, the profile $V^j, k$ scatters forward in time. For this we will use in a crucial manner the fact that for all $p$, $J_0(\{ \tau_p^p \}_p) = J_M$.

We first fix $j \in \{1, \ldots, J_M\}$. By Remark 3.18,
\[ (4.19) \quad \left\{ V^j, k \left( L, \{ u_j, k, p, n_p, z_j, k, p, n_p, \tau_j, k, p, n_p \} \right) \right\}_{k \geq 1} \]
is a profile decomposition for the sequence
\[ \left\{ \left( \frac{1}{\lambda^{(k-1)}_{p, n_p}} U^{p,j}_L \left(-t, j, n_p / \lambda_j n_p \right), \frac{1}{\lambda^{(2)}_{p, n_p}} \partial_t U^{p,j}_L \left(-t, j, n_p / \lambda_j n_p \right) \right) \right\}_p \]
By (4.16),
\[ (4.20) \quad \lim_{p \to +\infty} \left\| U^{p,j}_L \left(-t, j, n_p / \lambda_j n_p \right) - \hat{U}^{p,j}_L \left(-t, j, n_p / \lambda_j n_p \right) \right\|_{H^1 \times L^2} = 0, \]
and we deduce that (4.19) is a profile decomposition for the sequence
\[
\left\{ \left( \frac{1}{\lambda_{p,n}^2 - 1} U^{p,j} \left( \frac{-t_{j,n} - x_{j,n}}{\lambda_{j,n}^{p,n}} \right), \frac{1}{\lambda_{p,n}^2 - 1} \partial_t U^{p,j} \left( \frac{-t_{j,n} - x_{j,n}}{\lambda_{j,n}^{p,n}} \right) \right) \right\}_p.
\]

Note that the nonlinear profiles corresponding to this profile decomposition are also by definition the nonlinear profiles \((V^{j,k})_{k \geq 1}\) defined in Step 2.

Since \(1 \leq j \leq J_M\), for all \(p\), \(U^{p,j}\) does not scatter forward in time. As a consequence, at least one of the solutions \(V^{j,k}\), \(k \geq 1\), say \(V^{j,1}\), does not scatter forward in time. We have identified \(J_M\) nonlinear profiles \(V^{1,1}, \ldots, V^{J_M,1}\) that do not scatter forward in time. Since \(\{\tau_{n_p}^p\}_p \subset S_0\), we deduce by the definition of \(J_M\) that all other profiles \(V^{j,k}\) must scatter forward in time, i.e.
\[
V^{j,k} \text{ scatters forward in time } \iff (k \geq 2) \text{ or } (j \geq 1 + J_M).
\]

We deduce in particular \(J_0 \left( \{\tau_{n_p}^p\}_p \right) = J_M\) and \(\{\tau_{n_p}^p\}_p \subset S_1\).

**Step 4.** Denote (as in the proof of Lemma 3.16),
\[
W^{j,K}_p(t,x) = U^{p,j}_L(t,x) - \sum_{k=1}^K \frac{1}{\mu_{j,k,p}} V^{j,k}_L \left( \frac{t - s_{j,k,p}}{\mu_{j,k,p}}, \frac{x - x_{j,k,p}}{\mu_{j,k,p}} \right).
\]

In this step we prove using the assumption (4.8):
\[
E \left( \{\tau_{n_p}^p\}_p \right) = \sum_{j=1}^{J_M} E \left[ V^{j,1} \right] = \mathcal{E}_m
\]
\[
\forall j \in \{1, \ldots, J_M\}, \forall k \geq 2, \quad V^{j,k}_L = 0
\]
\[
\lim_{p \to \infty} \|W^{j,K}_p(0)\|_{H^1 \times L^2} = 0.
\]

Note that by (4.24), \(W^{j,K}_p\) is independent of \(K \geq 2\), so that (4.25) is equivalent to
\[
\forall K \geq 2, \quad \lim_{p \to \infty} \|W^{j,K}_p(0)\|_{H^1 \times L^2} = 0.
\]

Since by Step 3, (4.19) is a profile decomposition for the sequence \(\left\{ \frac{1}{\lambda_{p,n}^2 - 1} U^{p,j} \left( \frac{-t_{j,n} - x_{j,n}}{\lambda_{j,n}^{p,n}} \right) \right\}_p\), with nonlinear profiles \((V^{j,k})_{k \geq 1}\), the Pythagorean expansions (3.5), (3.6) and (3.7) yield
\[
\forall K \geq 2, \forall j = 1, \ldots, J_M, \quad \lim_{p \to \infty} \left( E \left[ U^{p,j} \right] - \sum_{k=1}^K E \left[ V^{j,k} \right] - E \left( W^{j,K}_p(0) \right) \right) = 0.
\]

Hence
\[
\forall K \geq 2, \quad \lim_{p \to \infty} \sum_{j=1}^{J_M} E \left[ U^{p,j} \right] - \sum_{j=1}^{J_M} \left( \sum_{k=1}^K E \left[ V^{j,k} \right] + E \left( W^{j,K}_p(0) \right) \right) = 0.
\]
By Step 3, \( \{\tau^p_{nP}\}_p \in S_1 \) and, by the definition of \( \mathcal{E}_m \), \( \mathcal{E} \left( \{\tau^p_{nP}\}_p \right) = \sum_{j=1}^{J_M} E \left[ V^{j,1} \right] \geq \mathcal{E}_m \). By (4.28), \( \lim_{p} \sum_{j=1}^{J_M} E \left[ U^{p,j} \right] = \mathcal{E}_m \). Combining with (4.27), we obtain

\[
(4.28) \quad \lim_{p \to \infty} \sum_{j=1}^{J_M} \left( \sum_{k=2}^{K} E \left[ V^{j,k} \right] + E \left( \tilde{W}^{j,K}_p(0) \right) \right) \leq 0.
\]

Since \( V^{j,k} \) scatters for \( k \geq 2 \), and the solution with initial data \( \tilde{W}^{j,K}_p(0) \) scatters for large \( K \) and \( p \) we deduce, taking \( K \) large,

\[
(4.29) \quad \forall j = 1, \ldots, J_M, \forall k = 2, \ldots, K, \quad E \left[ V^{j,k} \right] = 0
\]

\[
(4.30) \quad \forall j = 1, \ldots, J_M, \quad \lim_{p \to \infty} E \left( \tilde{W}^{j,K}_p(0) \right) = 0.
\]

By (4.29),

\[
\lim_{t \to +\infty} \left\| V^{j,k}(t) \right\|^2_{H^1 \times L^2} = 2E \left[ V^{j,k} \right] = 0
\]

and thus \( V^{j,k} = 0 \) by the small data theory for (1.1). Similarly, by (4.30), and the small data theory, \( \lim_{p \to \infty} \left\| \tilde{W}^{j,K}_p(0) \right\|_{H^1 \times L^2} = 0 \). Going back to (4.27), we get \( \sum_{j=1}^{J_M} E \left[ V^{j,1} \right] = \mathcal{E}_m \). Step 4 is complete.

**Step 5. End of the proof.** We next check that the conclusion of Lemma 4.1 holds.

Point (ii) follows from Step 3 and (4.28). For \( j = 1, \ldots, J_M \), we define

\[
\tilde{\nu}_{j,p} = \nu_{j,1,p,np}, \quad \tilde{z}_{j,p} = z_{j,1,p,np}, \quad \tilde{\tau}_{j,p} = \tau_{j,1,p,np},
\]

where \( \nu_{j,k,p,n}, z_{j,k,p,n} \) and \( \tau_{j,k,p,n} \) are defined by (4.24), and \( \tilde{V}_L = V^{j,1}_L \).

Choosing an arbitrary order for the profiles \( V^{j,k} \), where \( j \geq 1 + J_M, k \geq 1 \), we get that \( \left\{ \tilde{u}(\tau^p_{nP}) \right\}_p \) as a profile decomposition as in point (i). The property (4.3) is given by (4.24), (4.25) and the definitions of \( \nu_{j,1,p,n}, z_{j,1,p,n} \) and \( \tau_{j,1,p,n} \). The proof is complete. \( \square \)

### 4.3. New minimization procedure and adjustment of the parameters

If \( \{t_n\}_n \in S_2 \) (defined in Corollary 4.3) and \( \left( U_L^j, \lambda_{j,n}, x_{j,n}, t_{j,n} \right)_{j \geq 1} \) is a well-ordered profile decomposition of \( \{\tilde{u}(t_n)\}_n \), we denote by

\[
(4.31) \quad J_1(\{t_n\}_n) = \min \left\{ J \geq 1, (J) < (J + 1) \right\},
\]

where the notation “\(<\)” stands for the *strict* preorder relation defined in Subsection 3.2. Since \( U^J \) does not scatter forward in time and \( U^{J+1} \) scatters forward in time, we have \( (J_M) \prec (1 + J_M) \), and thus \( J_1(\{t_n\}_n) \) is an integer such that \( 1 \leq J_1(\{t_n\}_n) \leq J_M \). Note that by Lemmas 3.3 and 3.9, \( J_1(\{t_n\}_n) \) is independent of the choice of the profile decomposition of \( \{\tilde{u}(t_n)\}_n \). We let

\[
(4.32) \quad J_m = \min \left\{ J_1(\{t_n\}_n), \{t_n\}_n \in S_2 \right\},
\]

and

\[
(4.33) \quad S_3 = \left\{ \{t_n\}_n \in S_2 \text{ s.t. } J_1(\{t_n\}_n) = J_m \right\},
\]

which is nonempty since \( S_2 \) (defined in Corollary 4.3) is nonempty. In this step, we prove
Lemma 4.4. Let \( u \) be as in Theorem 1. There exists \( \{t_n\}_n \in S_3 \), and a well-ordered profile decomposition \( \left( U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n \right) \) of \( \{\tilde{u}(t_n)\}_n \) such that

\[
\forall j = 1, \ldots, J_m \quad T_+(U^j) = T_+(U^1), \quad \text{and} \quad \forall n, \ t_{j,n} = 0, \ \lambda_{j,n} = \lambda_{1,n}.
\]

Proof. We let \( \{t_n\}_n \in S_3 \), and \( \left( U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n \right) \) be a well-ordered profile decomposition of \( \{\tilde{u}(t_n)\}_n \). As usual, we denote by \( U^j \) the associated nonlinear profiles. Since \( J_1(\{t_n\}_n) = J_m \), \( J_0(\{t_n\}_n) = J_M \), we have

\[
(1) \leq \ldots \leq (J_m) \prec (1 + J_m) \leq (2 + J_m) \leq \ldots
\]

Extracting subsequences and time-translating the profiles (see Lemma 3.2), we may assume

\[
\forall j \in \{1, \ldots, J_M\}, \quad \left( \lim_{n \to \infty} -t_{j,n}/\lambda_{j,n} = -\infty \right) \text{ or } \forall n, \ t_{j,n} = 0.
\]

As a consequence of Lemma 3.9, this does not affect the fact that the profile decomposition is well-ordered.

We will use the following claim, proved in Appendix \([A]\).

Claim 4.5. Let \( \left( U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n \right) \) be a profile decomposition, and \( j \neq k \) two indices such that \( (j) \prec (k) \). Then we cannot have

\[
\forall n, \quad t_{j,n} = 0 \quad \text{and} \quad \lim_{n \to \infty} -t_{k,n}/\lambda_{k,n} = -\infty.
\]

Moreover, if for all \( n \), \( t_{j,n} = t_{k,n} = 0 \), then (extracting subsequences if necessary) there exists \( c \in (0, +\infty) \) such that

\[
\lim_{n \to \infty} \lambda_{j,n}/\lambda_{k,n} = c
\]

\[
T_+(U^k) = T_+(U^j) = +\infty \quad \text{or} \quad \left( T_+(U^j) < \infty \quad \text{and} \quad T_+(U^k) = cT_+(U^j) \right).
\]

We distinguish two cases.

Case 1. We assume

\[
\forall n, \quad t_{1,n} = 0.
\]

By Claim 4.5

\[
\forall n, \quad t_{1,n} = t_{2,n} = \ldots = t_{J_m,n} = 0.
\]

For \( j = 1, \ldots, J_m \) we let, after extraction,

\[
c_j = \lim_{n \to \infty} \lambda_{j,n}/\lambda_{1,n},
\]

and note that by the second part of Claim 4.5 \( c_j \in (0, \infty) \), and one of the following holds:

\[
T_+(U^1) = T_+(U^2) = \ldots = T_+(U^{J_m}) = +\infty,
\]

or, for \( j = 1, \ldots, J_m \), \( T_+(U^j) \) is finite and \( T_+(U^j) = \frac{1}{c_j} T_+(U^1) \). Rescaling the profiles \( U^2_L, \ldots, U^{J_m}_L \), we can assume \( c_1 = c_2 = \ldots = c_{J_m} = 1 \), and \( \lambda_{1,n} = \lambda_{2,n} = \ldots = \lambda_{J_m,n} \) for all \( n \), and thus by Claim 4.5 \( T_+(U^1) = T_+(U^2) = \ldots = T_+(U^{J_m}) \). The proof is complete in this case.
Case 2. We assume
\[
\lim_{n \to \infty} -\frac{t_{1,n}}{\lambda_{1,n}} = -\infty.
\]
Assume (time translating \(U^1\) if necessary) that \(T_+(U^1)\) is positive. We apply Proposition 3.11 with \(T = 0\). Thus \(\tau_n = t_{1,n}\). Let \(t'_n = t_n + t_{1,n}\). By Proposition 3.11 and Remark 3.15, \(t'_n \in I_{\text{max}}(u)\) for large \(n\) and \(\{u(t'_n)\}_n\) has a profile decomposition \(\left(V^j_L, \{\lambda_n, x_n, t_{j,n}\}_n\right)_{j \geq 1}\), where \(t_{j,n} = t_j - t_{1,n}\), and the nonlinear profiles associated to this profile decomposition are exactly the nonlinear profiles \(U^j\) associated to the profile decomposition of \(\{u(t_n)\}_n\). Note also that since \(t_{1,n} > 0\) for large \(n\), \(\lim_{n} t'_n = T_+(u)\). Since \(t'_{j,n} - t'_{k,n} = t_{j,n} - t_{k,n}\), it is easy to check that \(\{t'_{n}\}_n \in S_3\). Since \(t'_{1,n} = 0\) for all \(n\), we are reduced to Case 1 above. The proof of Lemma 4.4 is complete.

\[
\Box
\]

4.4. A forward in time compactness property for the first profiles. We next prove:

**Lemma 4.6.** Let \(u\) be as in Theorem 4.1 and \(\{t_n\}_n \in S_3\) the sequence given by Lemma 4.4. Then, for all \(j \in \{1, \ldots, J_m\}\), there exists \(\mu_j(t) > 0\), \(y_j(t) \in \mathbb{R}^N\), defined for \(t \in [0, T_+(U^1)]\) and \(\mu_j(t) \cdot + y_j(t)\), \(t \in [0, T_+(U^j)]\) such that
\[
K^j_1 = \left\{ \left(\mu_j^{\frac{N}{2} - 1}(t)U^j(t, \mu_j(t) \cdot + y_j(t)), \mu_j^{\frac{N}{2}}(t)\partial_t U^j(t, \mu_j(t) \cdot + y_j(t))\right), t \in [0, T_+(U^j)] \right\}
\]
has compact closure in \(H^1 \times L^2\).

**Proof.** Without loss of generality, we check this property for \(j = 1\). By a standard lifting lemma, it is sufficient to prove that for all sequence of times \(\{s_p\}_p\) such that \(0 \leq s_p < T_+(U^1)\) and \(\lim_p s_p = T_+(U^1)\), there exists a subsequence of \(\{s_p\}_p\) and sequences \(\{\nu_p\}_p\) and \(\{z_p\}_p\) such that
\[
\lim_{p \to \infty} \left\| (\nu_p^{\frac{N}{2} - 1}U^1(s_p + z_p), \nu_p^{\frac{N}{2}}\partial_t U^1(s_p + z_p) - (V_0, V_1) \right\|_{H^1 \times L^2} = 0.
\]
Let \(\{s_p\}_p\) be such a sequence, and \(\tau_n^p = t_n + s_p \lambda_{1,n}\). Fixing \(p\), we see by Proposition 3.11 and Remark 3.15 that \(\tau_n^p < T_+(u)\) for large \(n\), and that the sequence \(\{\bar{u}(\tau_n^p)\}_n\) has a profile decomposition \(\left(U^{p_j}_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\right)_j\), where \(t_{p,j,n} = t_{j,n} - s_p \lambda_{1,n}\) and the nonlinear profiles \(U^{p,j}\) for this profile decomposition satisfy
\[
\forall p, j \quad U^{p,j} = U^j,
\]
where the \(U^j\)'s are the nonlinear profiles of the profile decomposition \(\left(U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\right)_{j \geq 1}\) of \(\{\bar{u}(t_n)\}_n\) given by Lemma 4.4.

As a consequence, the profile decomposition \(\left(U^{p,j}_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\right)_j\) satisfies
\[
(1) \leq \ldots \leq (J_m) < (1 + J_m) \leq \ldots
\]
Moreover, \(J_1(\{\tau_n^p\}_n) = J_1(\{t_n\}_n) = J_m\), \(J_0(\{\tau_n^p\}_n) = J_0(\{t_n\}_n) = J_M\), and \(E(\{\tau_n^p\}_n) = E_m\). By Lemma 4.1 there exists an increasing sequence \(n_p\) of indices, a sequence of parameters
\[ \{\bar{v}_p, \bar{z}_p, \bar{\tau}_p\}_p, \] and a solution \( \bar{V}_L \) of the linear wave equation such that (see (4.39))

\[
\begin{align*}
\lim_{p \to \infty} \left\| \frac{1}{\lambda_{1,n_p}} \nabla_{t,x} U^1 \left( \frac{-t_{p,1,n_p} \cdot -x_{1,n_p}}{\lambda_{1,n_p}} \right) - \frac{1}{\nu_p} \nabla_{t,x} \bar{V}_L \left( \frac{-\bar{\tau}_p \cdot \bar{z}_p}{\nu_p} \right) \right\|_{(L^2)^{N+1}} = 0
\end{align*}
\]

Noting that \( \frac{t_{p,1,n_p}}{\lambda_{1,n_p}} = \frac{t_{1,n_p} - s_p \lambda_{1,n_p}}{\lambda_{1,n_p}} = -s_p \), we rewrite (4.47) as:

\[
\begin{align*}
\lim_{p \to \infty} \left\| \frac{1}{\lambda_{1,n_p}} \nabla_{t,x} U^1 \left( s_p \cdot -x_{1,n_p} \right) - \frac{1}{\nu_p} \nabla_{t,x} \bar{V}_L \left( \frac{-\bar{\tau}_p \cdot \bar{z}_p}{\nu_p} \right) \right\|_{(L^2)^{N+1}} = 0.
\end{align*}
\]

To conclude the proof of the lemma, we must show that the sequence \( \{-\bar{\tau}_p/\bar{\nu}_p\}_p \) is bounded. If, after extraction, \( \lim_p -\bar{\tau}_p/\bar{\nu}_p = +\infty \), then \( U^1 \) scatters forward in time, a contradiction. If \( \lim_p -\bar{\tau}_p/\bar{\nu}_p = -\infty \), then \( U^1 \) scatters backward in time and for large \( p \),

\[
\| U^1 \|_{S(-\infty, s_p^*)} \leq 2 \| \bar{V}_L \|_{S(-\infty, -\bar{\tau}_p/\bar{\nu}_p)} \xrightarrow{p \to \infty} 0,
\]

a contradiction. The proof is complete. \( \square \)

4.5. **Adjusting the sequence of times.** The end of the proof of Theorem 1 consists in changing the sequence \( \{t_n\}_n \) given by Lemma 4.6 to improve the properties of the profiles \( U^1, \ldots, U^J_n \) and strengthen the convergence of \( \bar{u}(t_n) \) to these profiles. For this we start by proving a general technical lemma.

4.5.1. **Extraction of profiles along a new sequence of times.**

**Lemma 4.7.** Let \( \{m_p^1\} \) be a sequence of positive numbers. Let \( u \) be as in Theorem 1. Let \( \{t_n\}_n \in \mathcal{S}_3 \) and assume that \( \{\bar{u}(t_n)\}_n \) has a well-ordered profile decomposition \( U^j_n, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n \) \( j \geq 1 \) with nonlinear profiles \( U^j \). Assume

\[
\forall j \geq 1 + J_m, \lim_n t_{j,n}/\lambda_{j,n} = \pm \infty \text{ or } \forall n, t_{j,n} = 0,
\]

and

\[
\forall j = 1, \ldots, J_m, \lambda_{j,n} = \lambda_{1,n}, \text{ } t_{j,n} = 0, \text{ } T_+(U^j) = T_+(U^1).
\]

Let \( \{s_p\}_p \) be an increasing sequence in \([0, T_+(U^1))\) such that

\[
\lim_{p \to \infty} s_p = T_+(U^1)
\]

and for all \( j \in \{1, \ldots, J_m\} \), there exists \( \left(V_0^j, V_1^j\right) \in \dot{H}^1 \times L^2 \), and sequences \( \{y_{j,p}\}_p, \{\mu_{j,p}\}_p \) such that

\[
\begin{align*}
\lim_{p \to \infty} \left\| U^j(s_p) - \left( \frac{1}{\mu_{j,p}} V_0^j, V_1^j \right) \right\|_{\dot{H}^1 \times L^2} = 0.
\end{align*}
\]

Assume that the following limits exist for all \( j \geq 1 \):

\[
\theta_p^j = \lim_{n \to \infty} \frac{-t_{j,n} + s_p \lambda_{j,n}}{\lambda_{j,n}} \in \mathbb{R} \cup \{\pm \infty\}, \quad \theta^j = \lim_{p \to \infty} \theta_p^j \in \mathbb{R} \cup \{\pm \infty\}.
\]

\[
\begin{align*}
\theta_p^j = \lim_{n \to \infty} \frac{-t_{j,n} + s_p \lambda_{j,n}}{\lambda_{j,n}} \in \mathbb{R} \cup \{\pm \infty\}, \quad \theta^j = \lim_{p \to \infty} \theta_p^j \in \mathbb{R} \cup \{\pm \infty\}.
\end{align*}
\]
Then there exists an increasing sequence of indices \( \{n_p\}_p \) such that \( n_p \geq m'_p \) for all \( p \) and

\[
\forall p, \quad t_{n_p} + s_p \lambda_{1,n_p} \in [0, T_+(u))
\]

(4.52)

\[
\forall j, \quad \lim_{p \to \infty} -t_{j,n_p} + s_p \lambda_{1,n_p} = \theta^j,
\]

(4.53)

and \( \{\bar{u}(t_{n_p} + \lambda_{1,n_p}s_p)\}_p \) has a profile decomposition \( \left( \bar{U}^j_L, \left\{ \tilde{\lambda}_{j,p}, \tilde{x}_{j,p}, \tilde{t}_{j,p} \right\}_p \right)_{j \geq 1} \) with nonlinear profiles \( \bar{U}^j \) where:

- if \( 1 \leq j \leq J_m \):
  \[
  \tilde{t}_{j,p} = 0, \quad \tilde{\lambda}_{j,p} = \lambda_{1,n_p} \mu_{j,p}, \quad \tilde{x}_{j,p} = x_{j,n_p} + \lambda_{1,n_p} y_{j,p}, \quad \bar{U}^j_L(0) = \left( V_{0,j}^j, V_1^j \right).
  \]
- if \( j > J_m \):
  \[
  \tilde{t}_{j,p} = t_{j,n_p} - \lambda_{1,n_p} s_p, \quad \tilde{\lambda}_{j,p} = \lambda_{j,n_p}, \quad \tilde{x}_{j,p} = x_{j,n_p}, \quad \bar{U}^j = U^j.
  \]

Furthermore the profile decomposition \( \left( \bar{U}^j_L, \left\{ \tilde{\lambda}_{j,p}, \tilde{x}_{j,p}, \tilde{t}_{j,p} \right\}_p \right)_{j \geq 1} \) is well-ordered. More precisely, it satisfies:

\[
(1) \preceq \ldots \preceq (J_m) \preceq (1 + J_m) \preceq (2 + J_m) \preceq \ldots
\]

(4.54)

Finally \( \{t_{n_p} + \lambda_{1,n_p}s_p\}_p \in S_3 \).

**Remark 4.8.** Lemma [4.7] allows to modify the times \( t_n \), adding times of slightly greater order than \( \lambda_{1,n} \). This time scale is chosen large enough to affect the first profiles \( U^j, j \leq J_m \), but is too small to affect the other profiles \( U^j, j > 1 + J_m \), as can be seen in the definitions of \( \bar{U}^j \).

**Remark 4.9.** By a diagonal extraction argument, we can always assume \( \|\bar{u}\| \leq 1 \).

**Remark 4.10.** The assumption \( J_1(\{t_n\}_n) = J_m \) is crucial to prove the equivalence \( (1) \preceq \ldots \preceq (J_m) \) for the new profile decomposition. Note that this equivalence implies that if \( 1 \leq j, k \leq J_m \), there exists a constant \( C > 0 \) such that \( C^{-1} \leq \mu_{j,p}/\mu_{k,p} \leq C \) for all \( p \).

**Proof.** Step 1. Let \( j \in \{1 + J_m, \ldots, J_M\} \). We prove:

\[
(\forall n, \quad t_{j,n} = 0) \implies \theta^j \in (T_-(U^j), T_+(U^j))
\]

(4.55)

\[
\lim_{n \to \infty} -t_{j,n}/\lambda_{j,n} = -\infty \implies \forall p, \quad \theta^j_p = -\infty \quad \text{and} \quad \theta^j = -\infty.
\]

(4.56)

Note that the case \( \lim_{n} -t_{j,n}/\lambda_{j,n} = +\infty \) is excluded since \( U^j \) does not scatter forward in time.

First assume \( t_{j,n} = 0 \) for all \( n \). Since \( (1) \prec (j) \), it follows easily from the definition of the relation “\( \prec \)” that one of the following holds (after extraction of subsequences in \( n \)):

\[
\lim_{n \to \infty} \frac{\lambda_{1,n}}{\lambda_{j,n}} = 0 \quad \text{or} \quad \left( \lim_{n \to \infty} \frac{\lambda_{1,n}}{\lambda_{j,n}} = c \in (0, +\infty), \quad T_+(U^1) < \infty \quad \text{and} \quad cT_+(U^1) < T_+(U^j) \right).
\]

In the first case, we obtain \( \theta^j_p = 0 \) for all \( p \), and thus \( \theta^j = 0 \in (T_-(U^j), T_+(U^j)) \). In the second case, we have \( \theta^j_p = c\rho_p \), and thus \( \theta^j = cT_+(U^1) \in (0, T_+(U^j)) \). Hence \( (4.55) \).

We next assume \( \lim_n -t_{j,n}/\lambda_{j,n} = -\infty \). Since \( (1) \prec (j) \), there exists \( \theta < T_+(U^j) \) such that

\[
\lim_{n \to \infty} \frac{\lambda_{j,n}}{\lambda_{1,n}} \geq T_+(U^1),
\]
We first assume that this limit must be $+\infty$ if $T_+(U^1) = +\infty$. Since $\lim_n \lambda_j/n/t_j,n = 0$, we deduce
\begin{equation}
\lim_{n \to \infty} \frac{t_{j,n}}{\lambda_{1,n}} \geq T_+(U^1).
\end{equation}
We fix $p$ and let $T$ such that $s_p < T < T_+(U^1)$. Then for large $n$
\[
\frac{s_p \lambda_{1,n} - t_{j,n}}{\lambda_{j,n}} = \frac{s_p \lambda_{1,n}}{\lambda_{j,n}} (T - t_{j,n}/\lambda_{1,n}) + \left(\frac{s_p}{T} - 1\right) \frac{t_{j,n}}{\lambda_{j,n}} \leq \left(\frac{s_p}{T} - 1\right) \frac{t_{j,n}}{\lambda_{j,n}},
\]
where the last inequality follows from (4.57). Using that $\lim_{n \to \infty} \frac{s_p \lambda_{1,n} - t_{j,n}}{\lambda_{j,n}} = -\infty$, we get as announced
\[
\theta_j^p = \lim_{n \to \infty} \frac{s_p \lambda_{1,n} - t_{j,n}}{\lambda_{j,n}} = -\infty,
\]
and thus $\theta_j = -\infty$.

Step 2. By Proposition 3.11 and Remark 3.15 $t_n + \lambda_{1,n}s_p < T_+(U^1)$ and $\frac{\lambda_{1,n}s_p - t_{j,n}}{\lambda_{j,n}} < T_+(U^j)$ for large $n$, and $\{\bar{u}(t_n + \lambda_{1,n}s_p)\}_{n}$ has a profile decomposition $\left(U_{L}^{p,j}, \{\lambda_{j,n}, x_{j,n}, t_{p,j,n}\}_{n}\right)_j$, where $t_{p,j,n} = t_{j,n} - \lambda_{1,n}s_p$, and $U_{L}^{p,j}$ is the only solution of the wave equation such that
\begin{equation}
\lim_{n \to \infty} \left\|U_{L}^{p,j} \left(\frac{\lambda_{1,n}s_p - t_{j,n}}{\lambda_{j,n}}\right) - \bar{U}_j \left(\frac{\lambda_{1,n}s_p - t_{j,n}}{\lambda_{j,n}}\right)\right\|_{H^1 \times L^2} = 0.
\end{equation}
In this step, we prove:

(a) If $1 \leq j \leq J_m$, then
\begin{equation}
\lim_{p \to \infty} \left\|U_{L}^{p,j}(s_p) - \left(\frac{1}{\mu_{j,p}} V_{j}^{1} \left(\frac{\cdot - y_{j,p}}{\mu_{j,p}}\right), \frac{1}{\mu_{j,p}} V_{j}^{0} \left(\frac{\cdot - y_{j,p}}{\mu_{j,p}}\right)\right)\right\|_{H^1 \times L^2} = 0.
\end{equation}
In other words, $\left\{U_{L}^{p,j}(0)\right\}_p$ has a profile decomposition with only one nonzero profile, $S_{L}(t)(V_0, V_1)$ and parameters $\{\mu_{j,p}, y_{j,p}, s_p\}_p$.

(b) If $j \geq 1 + J_m$ and $\theta_j \in \mathbb{R}$, then $U_{L}^{p,j}(0)$ converges, as $p \to \infty$ to $S_{L}(-\theta_j)\bar{U}_j$. We define $U_{L}^{j}(t) = S_{L}(t - \theta_j)\bar{U}_j$.

(c) If $j \geq 1+J_m$ and $\theta_j = +\infty$ (respectively $\theta_j = -\infty$), then $\bar{U}_j$ scatters forward (respectively backward) in time, and $U_{L}^{p,j}(0)$ converges, as $p \to \infty$ to $\bar{U}_j(0)$, where $\bar{U}_j$ is the unique solution of the linear wave equation such that
\[
\lim_{t \to +\infty} \left\|\bar{U}_j(t) - U_j(t)\right\|_{H^1 \times L^2} = 0.
\]
We first assume $1 \leq j \leq J_m$ and prove (a). In this case, (4.58) means $U_{L}^{p,j}(s_p) = \bar{U}_j(s_p)$ and (4.59) follows from (4.58).

We next prove (b). Assume $j \geq 1 + J_m$ and $\theta_j \in \mathbb{R}$. Then $\theta_j \in (T_-(U^j), T_+(U^j))$: it follows from Step 1 if $j \leq J_M$ or from the fact that $U_j$ scatters if $j \geq J_M + 1$. By (4.58), $\bar{U}_j(0) = S_{L}(-\theta_j)\bar{U}_j(\theta_j)$ for all $p$. Passing to the limit, we get (b).
It remains to prove \[ (c) \]. First assume \( j \geq J_m + 1 \) and \( \theta^j = +\infty \). By Step 1, we must have \( j \geq 1 + J_M \). Since by the assumptions of Lemma \[ 4.60 \] \( \{ \theta^j_p \}_p \) is a nondecreasing sequence, one of the following holds:

\begin{align*}
\forall p, \quad &\theta^j_p \in \mathbb{R} \quad \text{and} \quad \lim_{p \to \infty} \theta^j_p = +\infty \\
\exists p_0, \quad &\forall p \geq p_0, \quad \theta^j_p = +\infty.
\end{align*}

First assume \( (4.60) \). By \( (4.58) \), we obtain again \( \vec{U}^{j}(0) = \vec{S}_j(\theta^j_0) \vec{U}^j(\theta^j_p) \) for all \( p \). Letting \( p \to \infty \), we deduce the desired conclusion. Next assume \( (4.61) \). Then by \( (4.58) \), \( U^{j}_p = \vec{U}^{j} \), where \( \lim_{t \to +\infty} \left\| \vec{U}^{j}(t) - \vec{S}_j(\theta^j_{p}) \right\| = 0 \), which implies the announced result.

It remains to prove \( (c) \). First assume \( j \geq 1 + J_m \) and \( \theta^j = -\infty \). In this case \( \theta^j_p = -\infty \) for all \( p \), and the proof is the same as when \( (4.61) \) holds.

**Step 3.** In this step we choose the sequence \( \{ m_p \}_p \) of integers appearing in the assumptions of Lemma \[ 3.16 \]. We distinguish two cases.

**Case 1.** \( T_+(U^1) = +\infty \). In this case, if \( k \in \{ 1 + J_m, \ldots, J_M \} \) (and thus \( (1) \prec (k) \)) there exists \( T_k < T_+(U^k) \) such that \( \lim_n \frac{\lambda_{k,n} T_k + t_k,n}{\lambda_{1,n}} = +\infty \). For all \( p \), we let \( m_p \geq m'_p \) such that

\begin{align*}
\forall n \geq m_p, \quad &\forall j \in \{ 1, \ldots, J_m \}, \quad \forall k \in \{ 1 + J_m, \ldots, J_M \}, \quad \frac{1}{\mu_{j,p}} \left( \frac{\lambda_{k,n} T_k + t_k,n}{\lambda_{1,n}} \right) \geq \frac{s_p}{\mu_{j,p}} \geq p
\end{align*}

and

\begin{align*}
\forall j \in \{ 1, \ldots, p \}, \quad &\forall n \geq m_p, \\
&\begin{cases} 
\frac{|t_{j,n} + s p \lambda_{1,n}}{\lambda_{1,n}} \leq -\theta^j_p & \text{if } \theta^j_p \in \mathbb{R} \\
\frac{|t_{j,n} + s p \lambda_{1,n}}{\lambda_{1,n}} \geq -p & \text{if } \theta^j_p = +\infty \\
\frac{|t_{j,n} + s p \lambda_{1,n}}{\lambda_{1,n}} \leq -p & \text{if } \theta^j_p = -\infty.
\end{cases}
\end{align*}

**Case 2.** \( T_+(U^1) \in \mathbb{R} \). In this case, for all \( k \in \{ 1 + J_m, \ldots, J_M \} \), there exists \( T_k < T_+(U^k) \) such that \( \lim_n \frac{\lambda_{k,n} T_k + t_k,n}{\lambda_{1,n}} \geq T_+(U^1) \). We choose \( m_p \geq m'_p \) such that

\begin{align*}
\forall n \geq m_p, \quad &\forall j \in \{ 1, \ldots, J_m \}, \quad \forall k \in \{ 1 + J_m, \ldots, J_M \}, \quad \frac{1}{\mu_{j,p}} \left( \frac{\lambda_{k,n} T_k + t_k,n}{\lambda_{1,n}} \right) \geq \frac{s_p}{\mu_{j,p}} \geq \frac{T_+(U^1) - s_p}{\mu_{j,p}} - \frac{1}{p}
\end{align*}

and \( (4.63) \) hold.

**Step 4.** We next use Lemma \[ 3.16 \] Note that the profile decomposition of each sequence \( \{ U^{j}_L(0) \}_p \) has only one profile, given by Step 2. Note also that for large \( j \), the small data theory ensures \( \| U^{j}_L \|_{S(\mathbb{R})} \leq 2 \| U^{j} \|_{S(\mathbb{R})} \), and (by the Pythagorean expansion \( (3.20) \)) \( \sum_j \| U^j \|_{S(\mathbb{R})}^{2(N+1)} < \infty \). This proves that the technical assumption \( (5.22) \) of the Lemma is satisfied.
As a consequence of Lemma 3.16, we obtain an increasing sequence of indices \( \{n_p\}_p \), with \( n_p \geq m_p \) and such that \( \{\bar{u}(t_{n_p} + \lambda_{1,n_p} s_p)\}_p \) has a profile decomposition

\[
\left( \bar{U}^j_L, \left\{ \tilde{\lambda}_{j,p}, \tilde{x}_{j,p}, \tilde{t}_{j,p} \right\}_p \right)_{j \geq 1}
\]

with nonlinear profiles \( \bar{U}^j \), where, by Step 2,

- if \( 1 \leq j \leq J_m \), \( \tilde{t}_{j,p} = t_{j,n_p} - s_p \lambda_{1,n_p} + s_p \lambda_{1,n_p} = 0 \), \( \tilde{x}_{j,p} = x_{j,n_p} + \lambda_{j,n_p} y_{j,p} ; \tilde{\lambda}_{j,p} = \lambda_{1,n_p} \mu_{j,p} \),
  \( \bar{U}^j_L(0) = (V_0^j, V_t^j) \).
- if \( j \geq 1 + J_m \), \( \lambda_{j,p} = \lambda_{j,n_p} \), \( \tilde{t}_{j,p} = t_{j,n_p} - \lambda_{1,n_p} s_p \) and \( \tilde{x}_{j,p} = x_{j,n_p} \), and \( \bar{U}^j_L \) is defined in Step 2, (b) and (c). In this case, by (4.63), we see that (4.53) holds and

\[
\lim_{p \to \infty} \frac{-\tilde{t}_{j,p}}{\lambda_{j,p}} = \lim_{p \to \infty} \frac{\theta_j}{\theta_p} = \theta_j.
\]

Combining with the definition of \( \bar{U}^j_L \) and \( \bar{U}^j \), we obtain immediately \( \bar{U}^j = U^j \).

**Step 5.** We prove

(4.65) \( \forall j \in \{1, \ldots, J_m\}, \forall k \in \{1 + J_m, \ldots, J_M\}, \left( \bar{U}^j_L, \left\{ \tilde{\lambda}_{j,p}, \tilde{t}_{j,p} \right\}_p \right) \prec \left( \bar{U}^k_L, \left\{ \tilde{\lambda}_{k,p}, \tilde{t}_{k,p} \right\}_p \right) \).

We let \( j \in \{1, \ldots, J_m\}, k \in \{1 + J_m, \ldots, J_M\}, \) and recall that the nonlinear profile \( \bar{U}^j \) is the solution of (1.1) with data \( (V_0^j, V_t^j) \) at \( t = 0 \). Since \( U^j \) does not scatter forward in time, we deduce by (4.59) that \( \bar{U}^j \) does not scatter forward in time.

We recall from Step 3 the definition of \( T_k, \) and we note that \( T_k < T_+(U^k) = T_+(\bar{U}^k) \) since \( U^k = \bar{U}^k \). Furthermore

(4.66) \( \frac{\tilde{\lambda}_{k,p} T_k + \tilde{t}_{k,p}}{\lambda_{j,p}} = \frac{\lambda_{k,n_p} T_k + t_{k,n_p} - \lambda_{1,n_p} s_p}{\mu_{j,p} \lambda_{1,n_p}} \equiv \frac{1}{\mu_{j,p}} \left( \frac{\lambda_{k,n_p} T_k + t_{k,n_p} - s_p}{\lambda_{1,n_p}} \right) \).

**First case.** \( T_+(U^1) = +\infty \). By (4.62) and (4.66),

\[
\frac{\tilde{\lambda}_{k,p} T_k + \tilde{t}_{k,p}}{\lambda_{j,p}} \geq p \xrightarrow{p \to \infty} +\infty,
\]

which proves (4.65) in this case.

**Second case.** \( T_+(U^1) \in \mathbb{R} \). By (4.61) and (4.66),

\[
\frac{\tilde{\lambda}_{k,p} T_k + \tilde{t}_{k,p}}{\lambda_{j,p}} \geq \frac{T_+(U^1) - s_p}{\mu_{j,p}} - \frac{1}{p}.
\]

We claim

(4.67) \( \liminf_{p \to \infty} \frac{T_+(U^1) - s_p}{\mu_{j,p}} \geq T_+(\bar{U}^j) \),

which will prove (4.65) in this case also. Let \( T < T_+(\bar{U}^j) \). Then by (4.59) and a standard continuity property of the flow of (1.1), \( s_p + \mu_{j,p} T < T_+(U^1) \) for large \( p \), i.e.

\[
\frac{T_+(U^1) - s_p}{\mu_{j,p}} > T
\]

for large \( p \). Hence \( \liminf_{p \to \infty} \frac{T_+(U^1) - s_p}{\mu_{j,p}} \geq T \), which yields (4.67) since \( T < T_+(U^j) \) is arbitrary.
Step 6. End of the proof. To conclude the proof of Lemma 4.11, we must check that the profile decomposition \( \left( \tilde{U}_j^2, \{\tilde{x}_{j,p}, \tilde{t}_{j,p} \} \right)_{j \geq 1} \) satisfies (4.34).

Since \( \tilde{U}_j = U^j \) if \( j \geq 1 + J_m \), we know that \( \tilde{U}_j \) scatters forward in time if and only if \( j \geq 1 + J_m \). Thus if \( k \geq 1 + J_M \), we have \( (j) \leq (k) \). If \( 1 + J_m \leq j \leq k \leq J_M \), then \( \tilde{t}_{j,p} - \tilde{t}_{k,p} = t_{j,n_p} - t_{k,n_p} \), \( \tilde{U}_j = U^j \) and \( \tilde{U}_k = U^k \) by Step 4, and again \( (j) \leq (k) \). By Step 5, if \( j \leq J_m \) and \( k \geq J_m + 1 \), \( (j) < (k) \). We deduce \( \{t_{n_p} + s_p\lambda_1, n_p\}_p \in \mathcal{S}_2 \) and \( J_1 \left( \{t_{n_p} + s_p\lambda_1, n_p\}_p \right) \leq J_m \). By the definition of \( J_m \), we must have \( J_1 \left( \{t_{n_p} + s_p\lambda_1, n_p\}_p \right) = J_m \), which proves
\[
(1) \preceq \ldots \preceq (J_m),
\]
concluding the proof of (4.34). \[ \square \]

4.5.2. Compactness property for the first profiles.

Lemma 4.11. Let \( u \) be as in Theorem 2. There exists \( \{t_n\}_n \in \mathcal{S}_3 \), such that \( \{\tilde{u}(t_n)\}_n \) has a well-ordered profile decomposition \( \left( U_j^2, \{\lambda_{j,n}, x_{j,n}, t_{j,n} \} \right)_{j \geq 1} \), such that (4.34) holds, and, for all \( j \in \{1, \ldots, J_m \} \), \( U^j \) has the compactness property.

Proof. Let \( \{t_n\}_n \in \mathcal{S}_3 \) and the profile decomposition \( \left( U_j^2, \{\lambda_{j,n}, x_{j,n}, t_{j,n} \} \right)_{j \geq 1} \) of \( \{\tilde{u}(t_n)\}_n \) be given by Lemma 4.6. We let \( \{s_p\}_p \) be a sequence converging to \( T_+(U^1) \). Using the compactness of \( K^j_+ \), \( j = 1, \ldots, J_m \), we can extract subsequence a sequence of \( \{s_p\}_p \) (still denoted by \( \{s_p\}_p \)) so that for all \( j \in \{1, \ldots, J_m \} \), there exists \( (V_j^0, V_j^1) \in H^1 \times L^2 \) with
\[
\lim_{p \to \infty} \| \nabla_{t,x} U_j^2(s_p) - \frac{1}{\mu_j^2(s_p)} \left( \nabla V_j^0, V_j^1 \right) \left( \cdot - y_j(s_p), \mu_j(s_p) \right) \|_{(L^2)^{N+1}} = 0.
\]

Let \( V^j \) be the solution of (1.1) with initial data \( (V_j^0, V_j^1) \). By Claim C.4 in Appendix C, \( V^j \) has the compactness property. By Lemma 4.7, extracting subsequences in \( p \), we can find a sequence \( \{n_p\}_p \) of indices such that \( \{t_{n_p} + s_p\lambda_1, n_p\}_p \in \mathcal{S}_3 \), and \( \{\tilde{u}(t_{n_p} + s_p\lambda_1, n_p)\}_p \) has a profile decomposition \( \left( \tilde{U}_j^2, \{\tilde{x}_{j,p}, \tilde{t}_{j,p} \} \right)_{j \geq 1} \) such that
\[
\begin{align*}
\{n_p\}_p \quad &\Rightarrow \tilde{U}_j^2 = V^j, \quad \forall p, \tilde{t}_{j,p} = 0 \\
(1) \preceq \ldots \preceq (J_m) \preceq (1 + J_m) \preceq (2 + J_m) \preceq \ldots.
\end{align*}
\]
As in the proof of Lemma 4.11, we can rescale the profiles \( \tilde{U}_j^2, j = 1, \ldots, J_m \) so that (4.34) holds, which concludes the proof of Lemma 4.11. \[ \square \]

4.5.3. Weak convergence to the stationary solutions.

Lemma 4.12. Let \( u \) be as in Theorem 2. There exists \( \{t_n\}_n \in \mathcal{S}_3 \), such that \( \{\tilde{u}(t_n)\}_n \) has a well-ordered profile decomposition \( \left( U_j^2, \{\lambda_{j,n}, x_{j,n}, t_{j,n} \} \right)_{j \geq 1} \), such that (4.34) holds, and, for all \( j \in \{1, \ldots, J_m \} \), there exists \( \ell_j \in B^N, Q_j^i \in \Sigma \) such that \( \tilde{U}_j^2(0) = Q_j^i \ell_j(0) \). In particular, \( T_+(U^j) = +\infty, j = 1, \ldots, J_m \).
Proof. We start by proving that there exists a sequence \( \{t_n\}_n \in \mathcal{S}_3 \) such that \( \{\bar{u}(t_n)\}_n \) has a profile decomposition \( (U^j_{L}, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)_{j \geq 1} \), such that \( 1.3.11 \) holds, and there exists \( \ell_1 \in B^N, Q^1 \in \Sigma \) such that \( \bar{U}^j_{L}(0) = \bar{Q}^j_{\ell_1}(0) \).

Let \( \{t_n\}_n \in \mathcal{S}_3 \) and the profile decomposition \( (U^j_{L}, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n)_{j \geq 1} \) of \( \{\bar{u}(t_n)\}_n \) be given by Lemma 4.11.

Since \( U^1 \) has the compactness property, there exists, by Proposition 1.3, a sequence \( \{s_p\}_p \) in \([0, T_+(U^1))\), \( Q^1 \in \Sigma \) and \( \ell_1 \in B^N \) such that

\[
\lim_{p \to \infty} s_p = T_+(U^1).
\]

and

\[
\lim_{p \to \infty} \left\| \nabla_{t,x} U^1(s_p) - \frac{1}{\mu_1(s_p)} \nabla_{t,x} Q^1_{\ell_1} \left( 0, \frac{\cdot - y_1(s_p)}{\mu_1(s_p)} \right) \right\|_{(L^2)^{N+1}} = 0,
\]

where \( y_1(t), \mu_1(t) \) are the parameters appearing in the definition of the compactness property. Extracting again subsequences in \( p \), we can assume that for all \( j = 2, \ldots, J_m \), there exists \( (V^j_0, V^j_1) \) such that

\[
\lim_{p \to \infty} \left\| \nabla_{t,x} U^j(s_p) - \frac{1}{\mu_j(s_p)} \left( \nabla V^j_0, V^j_1 \right) \left( \frac{\cdot - y_j(s_p)}{\mu_j(s_p)} \right) \right\|_{(L^2)^{N+1}} = 0.
\]

Using Lemma 4.7 as in the proof of Lemma 4.11, we get exactly the property announced in the beginning of this proof. Iterating this process, we deduce the conclusion of Lemma 4.12. Note that when iterating the process to show the case \( j = 2, \ldots, m \), the property \( \bar{U}^j_{L}(0) = \bar{Q}^j_{\ell_k}(0) \) for \( k \in \{1, \ldots, j-1\} \) is not lost (see 1.5).

\( \square \)

4.5.4. Strong convergence in Strichartz norm.

Lemma 4.13. Let \( u \) be as in Theorem 1. There exists \( \{t_n\}_n \in \mathcal{S}_3 \) satisfying the conclusion of Lemma 4.12 and such that for all \( T > 0, t_n + \lambda_{1,n} T < T_+(u) \) for large \( n \) and

\[
\lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^N} \left| \frac{\lambda_{1,n}^{-1}}{\lambda_1,n} u(t_n + \lambda_{1,n} t, \lambda_1,n x) - \sum_{j=1}^{J_m} Q^j_{\ell_j}(t, x - \frac{x_j,n}{\lambda_1,n}) \right|^{\frac{2(N+1)}{N-2}} \ dx \ dt = 0.
\]

Proof. Step 1. We prove that there exists a sequence \( \{\tilde{t}_n\} \in \mathcal{S}_3 \), such that \( \{\bar{u}(\tilde{t}_n)\}_n \) has a profile decomposition \( (\bar{U}^j_{L}, \{\bar{\lambda}_{j,n}, \bar{x}_{j,n}, \bar{t}_{j,n}\}_n)_{j \geq 1} \) satisfying the conclusion of Lemma 4.12 and
such that for all \( j \geq J_M + 1 \), one of the following holds:

\[
\lim_{n \to \infty} -\tilde{t}_{j,n}^{\lambda_{j,n}} = \lim_{n \to \infty} -\tilde{t}_{j,n}^{\lambda_{1,n}} = -\infty
\]  
(4.69)

\[
\lim_{n \to \infty} -\tilde{t}_{j,n}^{\lambda_{j,n}} \in \mathbb{R} \quad \text{and} \quad \lim_{n \to \infty} \tilde{\lambda}_{j,n}^{\lambda_{1,n}} = 0 \quad \text{or}
\]  
(4.70)

\[
\lim_{n \to \infty} -\tilde{t}_{j,n}^{\lambda_{j,n}} = +\infty.
\]  
(4.71)

For this, we let \( \{t_n\} \in S_3 \) and \( \left( U^j_L, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n \right) \) the well-ordered profile decomposition of \( \{\tilde{u}(t_n)\}_n \) given by Lemma 4.12. We write \( \{j \in \mathbb{N}, j \geq 1 + J_M\} \) as the disjoint union \( G_1 \cup G_2 \cup G_3 \cup B_1 \cup B_2 \), where

\[
j \in G_1 \iff \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{j,n}}}{\lambda_{j,n}} = \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{1,n}}}{\lambda_{1,n}} = -\infty
\]
\[
j \in G_2 \iff \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{j,n}}}{\lambda_{j,n}} \in \mathbb{R} \quad \text{and} \quad \lim_{n \to \infty} \frac{\tilde{\lambda}_{j,n}^{\lambda_{1,n}}}{\lambda_{j,n}} = 0
\]
\[
j \in G_3 \iff \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{j,n}}}{\lambda_{j,n}} = +\infty
\]
\[
j \in B_1 \iff \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{j,n}}}{\lambda_{j,n}} = -\infty \quad \text{and} \quad \lim_{n \to \infty} \frac{t_{j,n}}{\lambda_{1,n}} \in [0, +\infty)
\]
\[
j \in B_2 \iff \lim_{n \to \infty} -\frac{t_{j,n}^{\lambda_{j,n}}}{\lambda_{j,n}} \in \mathbb{R} \quad \text{and} \quad \lim_{n \to \infty} \frac{\tilde{\lambda}_{j,n}^{\lambda_{1,n}}}{\lambda_{j,n}} \in (0, +\infty].
\]

Extracting subsequences, we can always assume that the limits appearing in the preceding definitions exist. If \( \lim_n -t_{j,n}/\lambda_{j,n} = -\infty \), then \( t_{j,n} \) must be positive for large \( n \), which shows that \( \lim_n t_{j,n}/\lambda_{1,n} \in [0, +\infty] \), and thus \( j \in G_1 \cup B_1 \). This proves (after extraction) that the equality

\[
\{j \in \mathbb{N}, j \geq 1 + J_M\} = G_1 \cup G_2 \cup G_3 \cup B_1 \cup B_2
\]

holds.

If \( p \geq 1 \), we let \( m'_p \) be an integer such that

\[
(j \in G_1, j \leq p \text{ and } n \geq m'_p) \implies t_{j,n}^{\lambda_{j,n}} \geq p^2
\]
(4.72)

We will use Lemma 4.7 with \( s_p = p \). In particular,

\[
\theta_p^j = \lim_{n \to \infty} -\frac{t_{j,n} + p\lambda_{1,n}}{\lambda_{j,n}}
\]
(4.73)

Let \( j = 1, \ldots, J_m \) and \( \ell_j = |\ell_j| \). By (1.4),

\[
U^j(t, x) = Q_{\ell_j}^j(t, x) = Q_{\ell_j}^j(0, x - t\ell_j).
\]
Thus (4.50) holds with \( s_p = p, (V_0^j, V_j^i) = \tilde{Q}_i^j(0), \mu_{j,p} = 1, y_{j,p} = p \ell_j \). Furthermore using (4.73), the following facts are easy to check:

\[ j \in G_1 \implies \forall p, \theta_{j,p}^i = \theta^j = -\infty, \quad j \in G_2 \implies \forall p, \theta_{j,p}^i = \theta^j = \lim_{n \to \infty} -\frac{t_{j,n}}{\lambda_{j,n}} \in \mathbb{R} \]

\[ j \in G_3 \implies \forall p, \theta_{j,p}^i = \theta^j = +\infty, \quad j \in B_1 \implies \exists p_j \text{ s.t. } \forall p \geq p_j, \theta_{j,p}^i = \theta^j = +\infty \]

\[ j \in B_2 \implies \theta^j = +\infty. \]

By Lemma 4.7 there exists an increasing sequence \( \{n_p\}_p \) of indices such that \( n_p \geq m_p \) and \( \{\tilde{u}(t_{n_p} + p\lambda_{1,n_p})\}_p \) has a profile decomposition \( \tilde{U}_j^i, \{\tilde{\lambda}_{j,p}, \tilde{x}_{j,p}, \tilde{t}_{j,p}\}_p \), with the property that

\[ \forall j \geq 1 + J_m, \lim_{p \to \infty} \frac{-\tilde{t}_{j,p}}{\lambda_{1,p}} = \theta^j, \quad \tilde{\lambda}_{j,p} = \lambda_{j,n_p}, \quad \tilde{x}_{j,p} = x_{j,n_p}, \quad \tilde{t}_{j,p} = t_{j,n_p} - \lambda_{1,n_p}p. \]

Denote by \( \tilde{G}_1, \tilde{G}_2, \tilde{G}_3, \tilde{B}_1, \tilde{B}_2 \) the analogs of \( G_1, G_2, G_2, B_1, B_2 \) for this profile decomposition. We will prove that \( \tilde{B}_1 \) and \( \tilde{B}_2 \) are empty, i.e. that for all \( j \geq 1 + J_M, (4.69), (4.70) \) or (4.71) holds. We let \( j \geq 1 + J_M \) and distinguish three cases.

If \( j \in G_1 \). Then \( \lim_{p \to \infty} \frac{-\tilde{t}_{j,p}}{\lambda_{1,p}} = \theta^j = -\infty \), and, by (4.72),

\[ \frac{-\tilde{t}_{j,p}}{\lambda_{1,p}} = \frac{-t_{j,n_p} - p\lambda_{1,n_p}}{\lambda_{1,n_p}} = \frac{t_{j,n_p}}{\lambda_{1,n_p}} - p \geq p^2 - p \to +\infty. \]

Thus \( j \in \tilde{G}_1 \).

If \( j \in G_2 \). Then \( \lim_{p \to \infty} \frac{-\tilde{t}_{j,p}}{\lambda_{1,p}} \in \mathbb{R} \) and \( \lim_{p \to \infty} \frac{\tilde{\lambda}_{1,p}}{\lambda_{1,p}} = \lim_{p \to \infty} \frac{\lambda_{1,n_p}}{\lambda_{j,n_p}} = 0 \). Thus \( j \in \tilde{G}_2 \).

If \( j \in G_3 \cup B_1 \cup B_2 \), then \( \lim_{p \to \infty} \frac{-\tilde{t}_{j,p}}{\lambda_{1,p}} = \theta^j = +\infty \) and thus \( j \in \tilde{G}_3 \).

Hence \( \tilde{B}_1 = \tilde{B}_2 = \emptyset \) which proves the announced result.

Step 2. We prove that the sequence \( \{\tilde{t}_n\}_n \) constructed in the preceding step satisfies the conclusion of the lemma. To lighten notations, we will drop the tildas, denoting this sequence \( \{t_n\}_n \) and the profile decomposition \( \left( U_j^i, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_{n=1}^{j} \right) \). We note that by Lemma 4.7

\[ \forall j \in \{1, \ldots, J_{m}\}, \forall n, \quad t_{j,n} = 0 \quad \text{and} \quad (1) \preceq (j). \]

We can thus rescale the profiles \( U_j^i, j = 1, \ldots, J_m \) as in the proof of Lemma 4.4 so that (4.34) holds. We let \( T > 0 \). By Proposition 3.11

\[ \frac{\lambda_j^{N-1}}{\lambda_1^{N-1}} u(t_n + \lambda_1 n t, \lambda_1 n x) = \sum_{j=1}^{J_m} Q_j^{t_n} \left( t, x - \frac{x_{j,n}}{\lambda_{j,n}} \right) + \sum_{j=1+J_m}^{J} \lambda_j^{N-1} U_j^{t_n} \left( \lambda_1 n t, \lambda_1 n x \right) + \tilde{w}_n^j, \]

where

\[ \lim_{J \to \infty} \lim_{n \to \infty} \left\| \tilde{w}_n \right\|_{S(0,T)} = 0. \]

We are thus reduced to prove that for all \( j \geq 1 + J_m \),

\[ (4.74) \quad \lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^N} \left| \frac{\lambda_j^{N-1}}{\lambda_1^{N-1}} U_j^{t_n} \left( \lambda_1 n t, \lambda_1 n x \right) \right|^{\frac{2(N+1)}{N-2}} dx dt = 0. \]
Note that the integral term in (4.74) equals

\[
\int_{-\lambda_{j,n} t_{j,n}}^{\lambda_{j,n} T - t_{j,n}} \int_{\mathbb{R}^N} |U^j(t,x)|^{2(N+1)} N^{-2} \, dx \, dt.
\]

We distinguish two cases.

**Case 1.** \(1 + J_m \leq j \leq J_M\). Since \((1) \prec (j)\) and \(T_+(U^1) = +\infty\), there exists \(\theta < T_+(U^j)\) such that

\[
\lim_{n \to \infty} \frac{\lambda_{j,n} \theta + t_{j,n}}{\lambda_{1,n}} = +\infty.
\]

If \(\lim_n \lambda_{j,n}/\lambda_{1,n} = +\infty\), then the size of the time interval in (4.75) goes to 0 as \(n\) goes to infinity, and we obtain that (4.74) holds. If not, then (extracting in \(n\) if necessary), we get that \(\lambda_{j,n}/\lambda_{1,n}\) is bounded, and (4.76) implies

\[
\forall \theta' \in \mathbb{R}, \quad \lim_{n \to \infty} \frac{\lambda_{j,n} \theta' + t_{j,n}}{\lambda_{1,n}} = +\infty.
\]

Fixing \(\theta' \in (T_-(U^j), T_+(U^j))\), we deduce that for large \(n\)

\[
\frac{\lambda_{1,n} T - t_{j,n}}{\lambda_{j,n}} \leq \frac{\lambda_{1,n} \left( \frac{\lambda_{j,n} \theta' + t_{j,n}}{\lambda_{1,n}} \right) - t_{j,n}}{\lambda_{j,n}} = \theta'.
\]

Thus for large \(n\),

\[
\int_{-\lambda_{j,n} t_{j,n}}^{\lambda_{1,n} T - t_{j,n}} \int_{\mathbb{R}^N} |U^j(t,x)|^{2(N+1)} N^{-2} \, dx \, dt \leq \int_{-\lambda_{j,n} t_{j,n}}^{\theta'} \int_{\mathbb{R}^N} |U^j(t,x)|^{2(N+1)} N^{-2} \, dx \, dt,
\]

which proves, since \(\theta'\) is arbitrary in \((T_-(U^j), T_+(U^j))\), that (4.74) holds.

**Case 2.** \(j \geq 1 + J_M\). Then (with the notations of Step 1), \(j \in G_1 \cup G_2 \cup G_3\). Using:

\[
\begin{align*}
    j \in G_1 &\implies \lim_{n \to \infty} \frac{\lambda_{1,n} T - t_{j,n}}{\lambda_{j,n}} = -\infty \\
    j \in G_2 &\implies \lim_{n \to \infty} \frac{\lambda_{1,n}}{\lambda_{j,n}} = 0 \\
    j \in G_3 &\implies \lim_{n \to \infty} \frac{-t_{j,n}}{\lambda_{j,n}} = +\infty,
\end{align*}
\]

we obtain that the integral (4.75) goes to 0 as \(n\) goes to infinity, i.e. that (4.74) holds. The proof is complete.

**Remark 4.14.** In Step 1 of the proof of Lemma 4.13 we have used in a crucial manner that the profiles \(U^j = Q_{\ell_j}^j, \ j = 1, \ldots, J_m\) are globally defined for positive time.
4.5.5. *Strong local convergence in the energy space.* We conclude the proof of Theorem 4.14 by the following Lemma:

**Lemma 4.15.** Let \( u \) be as in Theorem 4.14. There exists \( \{t_n\}_n \in S_2 \) satisfying the conclusion of Lemma 4.13 and such that furthermore,

\[
\forall j \in \{1, \ldots, J_m\}, \forall n > 0, \lim_{n \to \infty} \int_{|x| \leq R} \left( \frac{N}{\lambda_{1,n}^2} \nabla_{t,x} u(t_n, \lambda_{1,n} x + x_{j,n}) - \nabla_{t,x} Q_{\ell_j}^j(0, x) \right)^2 dx = 0.
\]

**Proof.** Step 1. Let \( \{t_n\}_n \) be given by Lemma 4.13. Let,

\[
v_n(t, x) = \lambda_{1,n}^{N-1} u(t_n + \lambda_{1,n} t, \lambda_{1,n} x) - \sum_{j=1}^{J_m} Q_{\ell_j}^j \left( t, x - \frac{x_{j,n}}{\lambda_{1,n}} \right).
\]

By Proposition 3.11, if \( T \) is fixed, then \( v_n(t, x) \) is fixed, and for all \( n \) such that \( T > T_n \), \( v_n(t_n, x) \rightarrow 0 \) with the Cauchy theory for (1.1), we can assume that there exists \( \varepsilon > 0 \) such that

\[
\forall n, \quad \|v_n(0, x)\|_{H^1 \times L^2} \geq \varepsilon.
\]

By (4.68) in Lemma 4.13 for all \( T > 0 \),

\[
\limsup_{n \to \infty} t_n + \lambda_{1,n} T < T_+(u) \quad \text{and} \quad \lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^N} |v_n(t, x)|^{2(N+1)} \frac{2(N+1)}{N-2} dx dt = 0.
\]

We next notice that for all \( n \geq 1 \), there exists \( T_n > 0 \) such that \( t_n + \lambda_{1,n} T_n < T_+(u) \) and

\[
\int_0^{T_n} \int_{\mathbb{R}^N} |v_n(t, x)|^{2(N+1)} \frac{2(N+1)}{N-2} dx dt = \frac{1}{T_n}.
\]

Indeed \( T \mapsto \int_0^T \int_{\mathbb{R}^N} |v_n(t, x)|^{2(N+1)} \frac{2(N+1)}{N-2} dx dt - \frac{1}{T} \) is continuous on \( (0, (T_+(u) - t_n)/\lambda_{1,n}) \), goes to \(-\infty\) as \( T \to 0 \) and has a limit \( L_n \) in \( (0, +\infty) \) as \( T \to (T_+(u) - t_n)/\lambda_{1,n} \). Note that the case \( L_n = 0 \) is excluded by (4.78). Obviously, by (4.7) and (4.80),

\[
\lim_{n \to \infty} T_n = +\infty, \quad \lim_{n \to \infty} \int_0^{T_n} \int_{\mathbb{R}^N} |v_n(t, x)|^{2(N+1)} \frac{2(N+1)}{N-2} dx dt = 0.
\]

We let \( v_{L,n}(t, x) = S_{L}(t) (\bar{v}_n(0, x)) \). Then of \( (4.71) \), by the Cauchy theory for (1.1),

\[
\sup_{t \in [0, T_n]} \left\| v_n(t, x) - v_{L,n}(t, x) \right\|_{H^1 \times L^2} + \int_0^{T_n} \int_{\mathbb{R}^N} |v_{L,n}(t, x)|^{2(N+1)} \frac{2(N+1)}{N-2} dx dt \to 0.
\]

**Step 2.** We prove (after extraction of subsequences in \( n \)) that there exists a sequence \( \{s_p\}_p \) in \((0, +\infty)\) such that

\[
\forall p \geq 1, \quad \lim_{n \to \infty} \sum_{j=1}^{J_m} \int_{|x| \leq R} \left( \frac{N}{\lambda_{1,n}^2} |\nabla_{t,x} v_n(s_p, x)|^2 \right) dx \leq \frac{1}{p}.
\]

We fix \( p \). In view of (4.82), it is sufficient to prove (4.83) with \( v_n \) replace by \( v_{L,n} \). Recall that for all \( R > 0 \), there exists a constant \( C_R \) such that any finite-energy solution \( w \) of the linear wave equation satisfies (see e.g., [20]),

\[
\int_{-\infty}^{+\infty} \int_{|x| \leq R} |\nabla_{t,x} w(t, x)|^2 dx dt \leq C_R \|w(0)\|_{H^1 \times L^2}^2.
\]
Fixing $\ell \in B^N$, and applying the preceding inequality to the Lorentz tranform of $w$

$$w_{-\ell}(t, x) = w\left(\frac{t + \ell \cdot x}{\sqrt{1 - \ell^2}}, \frac{t}{\sqrt{1 - \ell^2}} + \frac{1}{\ell^2}\left(\frac{1}{\sqrt{1 - \ell^2}} - 1\right) \ell \cdot x\right)$$

we obtain that there exists a constant $C_{R, \ell}$ such that:

$$\int_{-\infty}^{+\infty} \int_{|x - \ell t| \leq R} \|
abla_t x w(t, x)\|^2 \, dx \, dt \leq C_{R, \ell} \|\tilde{w}(0)\|_{H^1 \times L^2}^2.$$  

As a consequence,

$$\int_{0}^{+\infty} \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(t, x)\|^2 \, dx \, dt \leq C \|v_{L,n}(0, x)\|_{H^1 \times L^2}^2,$$

where $C = \sum_{j=1}^{J_m} C_{p, \ell_j}$. By (4.2) and the Pythagorean expansions (3.5), (3.6),

$$\sup_n \|\tilde{v}_{L,n}(0)\|_{H^1 \times L^2}^2 \leq B < \infty.$$  

Coming back to (4.85), we get

$$\int_{0}^{+\infty} \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(t, x)\|^2 \, dx \, dt \leq CB.$$  

By Fatou’s Lemma,

$$\liminf_{n \to \infty} \left( \int_{0}^{+\infty} \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(t, x)\|^2 \, dx \right) dt \leq CB.$$  

As a consequence, there exists $s_p > 0$ such that

$$\liminf_{n \to \infty} \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(s_p, x)\|^2 \, dx \leq \frac{1}{p}.$$  

Extracting a subsequence in $n$, we can assume

$$\lim_{n \to \infty} \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(s_p, x)\|^2 \, dx \leq \frac{1}{p}.$$  

To get that there exist subsequences such that (4.85) for all $p$ (and thus such that (4.83) holds), one needs to use a classical diagonal extraction argument. We omit the details.

*Step 3.* By Lemma 4.13 and Step 2, for all $p$, there exists $m'_p \in \mathbb{N}$ such that

$$\forall n \geq m'_p, \sum_{j=1}^{J_m} \int_{|x - j x/n \cdot \ell_j t| \leq \ell_j t \cdot p} \|\nabla_t x v_{L,n}(s_p, x)\|^2 \, dx \leq \frac{2}{p}$$  

and

$$\forall n \geq m'_p, \int_{0}^{s_p + p} \prod_{j=1}^{J_m} \left| u \left( t_n + \lambda_1, t, \lambda_1, x \right) - \sum_{j=1}^{J_m} Q^j \left( t, x - \frac{x_j}{\lambda_1, n} \right) \right| dx \, dt \leq \frac{1}{p}.$$
We note also that the nonlinear profiles $U^j$ of the profile decomposition $\bigl(U^j_{L^1}, \{\lambda_{j,n}, x_{j,n}, t_{j,n}\}_n\bigr)$ satisfy $U^j = Q^j_{\ell_j}$ for $j = 1, \ldots, J_m$, and thus

$$U^j(s_p, x) = Q^j_{\ell_j}(s_p, x) = Q^j_{\ell_j}(0, x - s_p \ell_j).$$

Thus all the assumptions of Lemma 4.7 are satisfied. There exists an increasing sequence of indices $\{n_p\}_p$ such that $n_p \geq m'_p$ and $\{\bar{u}(t_{n_p} + s_p \lambda_{1,n_p})\}_p$ has a profile decomposition

$$\bigl(\bar{U}^j_{L^1}, \{\bar{\lambda}_{j,p}, \bar{x}_{j,p}, \bar{t}_{j,p}\}_p\bigr)$$

satisfying (4.54), and such that, if $j = 1, \ldots, J_m$,

$$\bar{U}^j = Q^j_{\ell_j} \quad \forall p, \quad x_{j,p} = x_{j,n_p} + \lambda_{1,n_p} s_p \ell_j, \quad \bar{t}_{j,p} = 0, \quad \bar{\lambda}_{j,p} = \lambda_{j,n_p}.$$

Note that $\frac{x_{j,p}}{\lambda_{1,n_p}} = \frac{x_{j,n_p}}{\lambda_{1,n_p}} + s_p \ell_j$, and also that $\bar{\lambda}_{j,p} = \bar{\lambda}_{1,p} = \lambda_{1,n_p}$ for $j = 1, \ldots, J_m$. Finally, by (4.87) and (4.88), the new times sequence $\{t_{n_p} + s_p \lambda_{1,n_p}\}_p$ satisfy all the conclusions of Lemma 4.15 The proof of Theorem 1 is complete. \hfill \Box

5. Nonlinear Schrödinger equations

In this section we give an application of our strategy to nonlinear Schrödinger equations (NLS). For brevity, we will only consider the energy-critical equation. Let us mention however that results analogous to Theorem 1 and Theorem 2 below are also available in subcritical contexts, for example for the focusing mass-supercritical, energy-subcritical NLS in all dimensions, when the initial data is taken in $H^1$. We refer to [25, 14, 22, 23, 1, 4] and references therein for profile decompositions, concentration/compactness arguments and rigidity theorems in this setting. Note that in a subcritical context, this type of arguments are simpler since there is no scaling parameters in the profile decompositions.

Let again $N \in \{3, 4, 5\}$ and recall the critical nonlinear Schrödinger equation on $\mathbb{R}^N$

$$\begin{cases}
  i \partial_t u + \Delta u = -|u|^{\frac{4}{N-2}} u, \\
  u|_{t=0} = u_0 \in \dot{H}^1(\mathbb{R}^N).
\end{cases} \tag{5.1}$$

We recall that this equation is locally well-posed in $\dot{H}^1(\mathbb{R}^N)$. The equation is invariant by scaling:

$$u(t, x) \text{ solution } \implies \lambda^{\frac{N}{2} - 1} u(\lambda^2 t, \lambda x) \text{ solution.} \tag{5.2}$$

Furthermore, denoting by $(T_-(u), T_+(u))$ the maximal interval of existence of $u$, and, if $I$ is an interval, $S(I) = \dot{L}^{\frac{2(N+2)}{N-2}}_t(I \times \mathbb{R}^N)$, we have the following scattering/blend-up criterion: if $|u|_{S([0,T_+(u)])}$ is finite, then $T_+(u) = +\infty$ and $u$ scatters forward in time to a solution of the linear Schrödinger equation. We refer to [5], and to [27] and references therein for details on the well-posedness theory.

We say that a solution $u$ of (5.1) has the compactness property if there exist $\lambda(t) > 0$, $x(t) \in \mathbb{R}^N$, defined for $t \in (T_-(u), T_+(u))$ and such that

$$K = \left\{ \lambda(t)^{\frac{N}{2} - 1} u(t, \lambda(t) \cdot +x(t)), \ t \in (T_-(u), T_+(u)) \right\}$$
has compact closure in $\dot{H}^1 \times L^2$. We note from case 1 of the proof of Proposition 5.3 in [27] that a solution of (5.1) with the compactness property is always global. However, no analog of Proposition 1.8 is known for equation (5.1). We claim:

**Theorem 2.** Let $u$ be a solution of (5.1). Assume that $u$ does not scatter forward in time and

$$\sup_{t \in [0, T_u(u))} \| u(t) \|_{\dot{H}^1} < \infty.$$

Then there exists a sequence of times $\{ t_n \}_n$ in $[0, T_u(u))$, an integer $J \geq 1$, solutions $U^1, \ldots, U^J$ of (5.1) with the compactness property, a sequence $\{ \lambda_n \}_n$ in $(0, +\infty)$, $J$ sequences $\{ x_{j,n} \}_n$, $j = 1, \ldots, J$ in $\mathbb{R}^N$ such that:

$$\lim_{n \to \infty} t_n = T_u(u), \quad 1 \leq j < k \leq J \implies \lim_{n \to \infty} \frac{x_{j,n} - x_{k,n}}{\lambda_n} = +\infty,$$

and

- $\forall j \in \{1, \ldots, J\}$, $\lambda_n^{N-1} u(t_n, \lambda_n \cdot + x_{j,n}) \rightharpoonup U^j(0)$ weakly in $\dot{H}^1$.
- for all $T > 0$, $\lambda_n^2 T + t_n < T_u(u)$ for large $n$ and

$$(5.3) \quad \lim_{n \to \infty} \int_0^T \int_{\mathbb{R}^N} \left| \lambda_n^{N-1} u \left( t_n + \lambda_n^2 t, \lambda_n x \right) - \sum_{j=1}^J U^j \left( t, x - \frac{x_{j,n}}{\lambda_n} \right) \right|^{\frac{2(N+2)}{N}} \ dx \ dt = 0.$$

- Furthermore, if $u$ is radial, then $J = 1$, $U^1$ is radial, $x_{1,n} = 0$ for all $n$, and for all $R > 0$,

$$(5.4) \quad \lim_{n \to \infty} \int_{|x| \leq R} \left| \lambda_n^{N} \nabla u \left( t_n, \lambda_n x \right) - \nabla U^1(0, x) \right|^2 \ dx = 0.$$

We omit the proof, which is very close to the proof of Theorem 1 replacing the profile decomposition of H. Bahouri and P. Gérard by the profile decomposition of S. Keraani [30] adapted to the energy-critical NLS. Note that since no analog of Proposition 1.8 is available for NLS, one must skip Lemma 4.12 in this proof. Note also that in view of the scaling (5.2) of the equation, the condition (5.16) in the definition of the pre-order relation of (3.2) becomes:

$$\forall T \in \mathbb{R}, \quad T < T_u(U^j) \implies \lim_{n \to \infty} \frac{\lambda_n^2 T + t_{j,n} - t_{k,n}}{\lambda_n^2} < T_u(U^k).$$

Let us mention that to prove (5.3), we need, as in the proof of Lemma 4.13, that the solution $U^j$ with the compactness property is global, a fact that is known for (5.1) as mentioned above. To prove (5.4), one must replace the inequality (4.84) used in the proof of Lemma 4.15 by:

$$\int_{-\infty}^{+\infty} \int_{|x| \leq R} \left| \left( \nabla e^{it\Delta} u_0 \right)(x) \right|^2 \ dx \ dt \leq C_R \| u_0 \|_{\dot{H}^1}^2,$$

which follows immediately from the local smoothing effect for the linear Schrödinger equation (see [7, 37, 42]). The analog of (5.4) in the nonradial case would require a control of the space translation parameters of the solutions with the compactness property, which is not known for equation (5.1), except in the case $N \geq 5$ (see [32]).
Appendix A. Total preorder on the profiles’ indices

In this Appendix we prove Claims 3.6 and Claim 4.5. We start by proving that we can extract sequences, so that the limit appearing in (3.16) always exists.

Claim A.1. Let \( \{\lambda_{j,n}, T_{j,n}\} \), \( j \geq 1 \) be sequences in \((0, +\infty) \times \mathbb{R}\). Then we can extract subsequences (in \( n \)) such that for all \( j, k \geq 1 \), for all \( T \in \mathbb{R} \), the limit

\[
\lim_{n \to \infty} \frac{\lambda_{j,n} T + t_{j,n} - t_{k,n}}{\lambda_{k,n}}
\]

exists in \( \mathbb{R} \cup \{\pm\infty\} \).

Proof. By a standard diagonal extraction argument it is sufficient to fix \( j \) and \( k \) and to prove that the limit (A.1) exists for all \( T \). We extract sequences, so that

\[
\ell_1 = \lim_{n \to \infty} \frac{\lambda_{j,n}}{\lambda_{k,n}}, \quad \ell_2 = \lim_{n \to \infty} \frac{t_{j,n} - t_{k,n}}{\lambda_{k,n}} \quad \text{and} \quad \ell_3 = \lim_{n \to \infty} \frac{t_{j,n} - t_{k,n}}{\lambda_{j,n}}
\]

exist in \( \mathbb{R} \cup \{\pm\infty\} \). If \( \ell_1 \) or \( \ell_2 \) is finite, the limit (A.1) exists trivially for all \( T \). Assume that \( \ell_1 = \ell_2 = +\infty \) (the case \( \ell_1 = +\infty, \ell_2 = -\infty \) will follow, replacing \( t_{j,n} \) and \( t_{k,n} \) by \( -t_{j,n} \) and \( -t_{k,n} \)). Then, as \( n \to \infty \),

\[
\frac{\lambda_{j,n} T + t_{j,n} - t_{k,n}}{\lambda_{k,n}} \sim \begin{cases} 
\frac{t_{j,n} - t_{k,n}}{\lambda_{k,n}} & \text{if } T = 0 \text{ or } \ell_3 = \infty \\
\frac{\lambda_{j,n}}{\lambda_{k,n}} (T + \ell_3) & \text{if } \ell_3 \in [0, \infty) \text{ and } T \neq 0.
\end{cases}
\]

and the limit (A.1) always exists in this case also. \( \square \)

Proof of Claim 3.6. Proof of (a). If \( U^j \) scatters, we obtain immediately that \( (j) \preceq (j) \). If \( U^j \) does not scatter, then \( T < T_+ (U^j) \Rightarrow T < T_+ (U^j) \)

which is tautological. Thus again \( (j) \preceq (j) \).

Proof of (b). Assume \( (j) \preceq (k) \) and \( (k) \preceq (\ell) \). Let \( T < T_+ (U^j) \).

First assume that \( U^\ell \) scatters forward in time. Then \( (j) \preceq (\ell) \) follows immediately from the definition.

Next assume that \( U^\ell \) does not scatter forward in time. Then by (3.17) \( U^k \) and \( U^j \) do not scatter forward in time. Since \( (j) \preceq (k) \), there exists \( \tau < T_+ (U^k) \) such that for large \( n \),

\[
\frac{\lambda_{j,n} T + t_{j,n} - t_{k,n}}{\lambda_{k,n}} \leq \tau.
\]

Since \( (k) \preceq (\ell) \) and \( \tau < T_+ (U^k) \), there exists \( \tau' < T_+ (U^\ell) \) such that for large \( n \),

\[
\frac{\lambda_{k,n} \tau + t_{k,n} - t_{\ell,n}}{\lambda_{\ell,n}} \leq \tau'.
\]

Using successively (A.2) and (A.3), we get that for large \( n \)

\[
\frac{\lambda_{j,n} T + t_{j,n} - t_{\ell,n}}{\lambda_{\ell,n}} = \frac{\lambda_{j,n} T + t_{j,n} - t_{k,n}}{\lambda_{k,n}} \frac{\lambda_{k,n} + t_{k,n} - t_{\ell,n}}{\lambda_{\ell,n}} \leq \frac{\tau \lambda_{k,n} + t_{k,n} - t_{\ell,n}}{\lambda_{\ell,n}} \leq \tau'.
\]

This proves \( (j) \preceq (\ell) \).
Proof of (c). We assume that \((j) \preceq (k)\) does not hold, and prove \((k) \preceq (j)\).

The profile \(U^k\) does not scatter for positive time, and there exists \(T < T^+(U^j)\) such that

\[
(A.4) \quad \lim_{n \to \infty} \frac{\lambda_{j,n} T + t_{j,n} - t_{k,n}}{\lambda_{k,n}} \geq T^+(U^k).
\]

Let \(\tau < T^+(U^k)\). By (A.4), for large \(n\),

\[
\frac{\lambda_{k,n} \tau + t_{k,n} - t_{j,n}}{\lambda_{j,n}} \leq T < T^+(U^j)
\]

for large \(n\), which proves \((k) \preceq (j)\), concluding the proof of Claim 3.6.


Proof of (d). It is a general properties of preorder relations, that follows easily from (c). \(\square\)

Proof of Claim 4.5. We first assume (4.38), and get a contradiction. Since \((j) \preceq (k)\), and \(t_{j,n} = 0\), we have \(T^+(U^j) > 0\) and

\[
(A.5) \quad T < T^+(U^j) \implies \lim_{n \to \infty} \frac{\lambda_{k,n} T + t_{k,n}}{\lambda_{j,n}} < T^+(U^j)
\]

\[
(A.6) \quad T < T^+(U^j) \implies \lim_{n \to \infty} \frac{\lambda_{j,n} T - t_{k,n}}{\lambda_{k,n}} < T^+(U^k)
\]

Fix \(T < T^+(U^k)\). By (4.38),

\[
\lim_{k \to \infty} \frac{T + t_{k,n}/\lambda_{k,n}}{t_{k,n}/\lambda_{k,n}} = 1.
\]

Combining with (A.5), we get

\[
\lim_{n \to \infty} \frac{t_{k,n}}{\lambda_{j,n}} = \lim_{n \to \infty} \frac{\lambda_{k,n} T + t_{k,n}}{\lambda_{j,n}} \times \frac{t_{k,n}/\lambda_{k,n}}{T + t_{k,n}/\lambda_{k,n}} < T^+(U^j).
\]

Let \(\theta \in \mathbb{R}\) such that

\[
(A.7) \quad \lim_{n \to \infty} \frac{t_{k,n}}{\lambda_{j,n}} < \theta < T^+(U^j).
\]

We have

\[
(A.8) \quad \lim_{n \to \infty} \frac{\lambda_{k,n}}{\lambda_{j,n}} = \lim_{n \to \infty} \frac{t_{k,n}}{\lambda_{j,n}} \times \frac{t_{k,n}}{\lambda_{k,n}} = 0.
\]

Combining (A.7) and (A.8), we get

\[
\lim_{n \to \infty} \frac{\lambda_{j,n} (\theta - t_{k,n}/\lambda_{j,n})}{\lambda_{k,n}} = +\infty,
\]

which contradicts (A.6), proving as announced that (4.38) cannot hold.

We next assume that \(t_{j,n} = t_{k,n} = 0\) for all \(n\) and prove that there exists \(c \in (0, +\infty)\) such that (A.39) and (A.40) hold. By our assumptions, \(T^+(U^j) > 0\), \(T^+(U^k) > 0\) and

\[
(A.9) \quad T < T^+(U^k) \implies \lim_{n \to \infty} \frac{\lambda_{k,n} T}{\lambda_{j,n}} < T^+(U^j)
\]

\[
(A.10) \quad T < T^+(U^j) \implies \lim_{n \to \infty} \frac{\lambda_{j,n} T}{\lambda_{k,n}} < T^+(U^k).
\]
Letting \( c = \lim_n \frac{\lambda_{j,n}}{\lambda_{k,n}} \in [0, +\infty] \), we see immediately that \( c > 0 \) by (A.9) and \( c < \infty \) by (A.10). Furthermore, if \( T_+(U^j) < \infty \), then (A.9) implies \( c T_+(U^j) \leq T_+(U^k) \) and (A.10) implies \( c T_+(U^j) \leq T_+(U^k) \), which concludes the proof.

\[ \square \]

**Appendix B. A Sufficient Condition for Profile Decomposition**

In this appendix we prove Claim 3.17. Let \( \varepsilon > 0 \). Let \( \bar{J} > 0 \) such that

\[ \lim\sup_{n \to \infty} \left\| u_{L,n} - \sum_{j=1}^{J_n} U^j_{L,n} \right\|_{S(\mathbb{R})} \leq \frac{\varepsilon}{2}. \]

Let \( J \geq J_k \), and \( w_n^J = u_{L,n} - \sum_{j=1}^{J} U^j_{L,n} \). Then

\[ w_n^J = u_{L,n} - \sum_{j=1}^{J} U^j_{L,n} - \sum_{j=J_k+1}^{J} U^j_{L,n} \]

where, using the orthogonality of the sequences,

\[ \limsup_{n \to \infty} \left\| \sum_{j=J_k+1}^{J} U^j_{L,n} \right\|_{S(\mathbb{R})}^{2(N+1) \frac{2}{N-2}} = \sum_{j=J_k+1}^{J} \left\| U^j_{L} \right\|_{S(\mathbb{R})}^{2(N+1) \frac{2}{N-2}} \leq \left( \frac{1}{2} \right)^{2(N+1) \frac{2}{N-2}}. \]

To obtain the last inequality, we have used (B.1) and the fact that \( J_k \) is greater than \( \bar{J} \). Combining with (B.2), we deduce

\[ \forall J \geq J_k, \limsup_{n \to \infty} \left\| w_n^J \right\|_{S(\mathbb{R})} \leq \varepsilon \]

which concludes the proof of the claim.

\[ \square \]

**Appendix C. Preservation of the compactness property**

In this appendix, we prove:

**Claim C.1.** Let \( u \) be a solution of (1.1) such that there exists \( \lambda(t) > 0 \), \( x(t) \in \mathbb{R}^N \), defined for \( t \in [0, T_+(u)) \) such that

\[ K_+ = \left\{ \lambda \frac{x}{N-1}(t)u(t, \lambda(t) \cdot +x(t)), \lambda \frac{x}{N}(t) \partial_t u(t, \lambda(t) \cdot +x(t)) \right\}, t \in [0, T_+(u)) \]

has compact closure in \( \dot{H}^{1} \times L^2 \). Let \( \{t_n\}_n \) be a sequence of times in \([0, T_+(u))\) such that \( \lim_n t_n = T_+(u) \) and assume that there exists \((v_0, v_1) \in \dot{H}^{1} \times L^2 \) such that

\[ \lim_{n \to \infty} \left\| \lambda(t_n) \frac{x}{N} \nabla_t u(t_n, \lambda(t_n) \cdot +x(t_n)) - (v_1, \nabla v_0) \right\|_{(L^2)^{N+1}} = 0. \]

Let \( v \) be the solution of (1.1) with initial data \((v_0, v_1)\) at \( t = 0 \). Then \( v \) has the compactness property.
Proof. This is classical. We give a proof for the sake of completeness.

If \((u_0, u_1) = (0, 0)\), the conclusion is obvious. We assume \((u_0, u_1) \neq (0, 0)\). Let \(s \in (T_-(v), T_+(v))\).

**Step 1.** We prove by contradiction that \(t_n + \lambda(t_n)s \geq 0\) for large \(n\). If not, extracting subsequences, we can assume

\[
\forall n, \quad t_n + \lambda(t_n)s < 0.
\]

Let \(s_n = -t_n/\lambda(t_n)\). Then by (C.2) and since \(t_n\) is positive, \(s \leq s_n \leq 0\). Extracting subsequences again, we can assume

\[
\lim_{n \to \infty} s_n = \theta \in [s, 0] \subset (T_-(v), T_+(v)).
\]

By (C.1) and a standard continuity property of the flow of (1.1),

\[
\left\| \lambda(t_n) \frac{N}{T} \nabla_{t,x} u (0, \lambda(t_n) \cdot +x(t_n)) - \nabla_{t,x} v(\theta) \right\|_{(L^2)^{N+1}} = 0.
\]

Since \((u_0, u_1) \neq 0\), this proves that there exists a constant \(C > 0\) such that \(C^{-1} \leq \lambda(t_n) \leq C\) for all \(n\), contradicting (C.2) if \(T_+(u) = +\infty\), or the fact that \(\lambda(t_n)\) must go to 0 if \(T_+(u)\) is finite.

**Step 2.** We prove that there exists \(\mu(s) > 0\), \(y(s) \in \mathbb{R}^N\) such that

\[
(C.3) \quad \left( \mu^{\frac{N}{T}}(s)v(s, \mu(s) \cdot +y(s)) , \mu^{\frac{N}{T}}(s) \partial_t v(s, \mu(s) \cdot +y(s)) \right) \in K_+.
\]

Indeed, let \(\lambda_n = \lambda(t_n + \lambda(t_n)s), x_n = x(t_n + \lambda(t_n)s)\) and

\[
(u_{0,n}, u_{1,n}) (x) = \left( \frac{\lambda_n^{\frac{N}{T}} - 1}{\lambda_n} u(t_n + \lambda(t_n)s, \lambda_n x + x_n), \frac{\lambda_n^{\frac{N}{T}}}{\lambda_n} \partial_t u(t_n + \lambda(t_n)s, \lambda_n x + x_n) \right).
\]

By the definition of \(K_+\) and Step 1, \((u_{0,n}, u_{1,n}) \in K_+\) for large \(n\). By (C.1) and a standard continuity property of the flow of (1.1),

\[
\lim_{n \to \infty} \left\| \lambda(t_n) \frac{N}{T} \nabla_{t,x} u (t_n + \lambda(t_n)s, \lambda(t_n) \cdot +x(t_n)) - \nabla_{t,x} v(s) \right\|_{(L^2)^{N+1}} = 0.
\]

Combining, we get that there exists \(\mu_n, y_n\) such that

\[
\lim_{n \to \infty} \left\| \left( \frac{1}{\mu_n} u_{0,n} \left( \frac{\cdot - y_n}{\mu_n} \right), \frac{1}{\mu_n^2} u_{1,n} \left( \frac{\cdot - y_n}{\mu_n} \right) \right) - \vec{v}(s) \right\|_{H^1 \times L^2}.
\]

Since \((u_0, u_1) \neq (0, 0),

\[
\inf_{t \in I_{\max}(u)} \| \vec{v}(t) \|_{H^1 \times L^2} > 0
\]

which shows that there exist a constant \(C > 0\) such that

\[
\forall n, \quad C^{-1} \leq \mu_n \leq C, \quad |y_n| \leq C.
\]

Extracting sequences, we obtain that \(\{(\mu_n, y_n)\}_n\) has a limit \((\mu(s), y(s)) \in (0, +\infty) \times \mathbb{R}^N\) such that \((C.3)\) holds. The proof is complete. \(\square\)
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