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**ABSTRACT** In this paper, a graph convolutional network (GCN)-based multi-object tracking (MOT) algorithm, consisting of a module for extracting the initial features and a module for updating the features, that estimates the affinity between nodes is proposed. The feature extraction module utilizes the pose feature of the object such that the tracking is correct even when the object is partially occluded. Unlike previous graph neural network (GNN)-based MOT methods, this study is based on a GCN and includes a new feature update mechanism, which is updated by combining the output of the neural network and the node similarity between the tracker and detection nodes for each layer. The node feature is updated by aggregating the updated edge feature and the connection strength between the tracker and detection. In each GCN layer, the three networks for the node, edge update, and edge classification were designed to minimize the network parameters to enable faster MOT compared to other GCN-based MOTs. The entire GCN network was designed to learn end-to-end through an affinity loss. The experimental results for the MOT16 and 17 challenge datasets show that the proposed method achieves a superior or similar performance in terms of tracking accuracy and speed compared to state-of-the-art methods, including GCN-based MOT.
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**I. INTRODUCTION**

Object tracking can be primarily divided into single-object tracking (SOT) and multi-object tracking (MOT). In terms of practical applications, including video surveillance, autonomous vehicles, and robot navigation, the MOT, which can track multiple objects simultaneously, is receiving more attention than the SOT, which tracks only one object. The tracking-by-detection paradigm, the most common approach in MOT, largely depends on two performances. The first is the object detection performance. The object must be accurately detected in every frame such that the tracking avoids breaking or being incorrectly connected during subsequent tracking operations. Various object detectors [1]–[4] with a high performance based on a CNN have recently been introduced, and the degradation of the tracker from an erroneous object detection has been resolved to a certain extent. However, object detectors can still detect incorrect objects or miss objects owing to object occlusions or camera shaking. The second is the data association performance. To compensate for the inaccuracy of the MOT caused by a false object detection, the data association can link previously obtained trajectories and new detection responses. The importance of real-time data association in online MOT is emphasized more than in offline MOT based on a global association. The key issue in real-time data association is determining the optimal association between detections and trackers. The most representative data association methods are bipartite assignment [5], [6] and Hungarian-based approaches [7]–[10]. These methods model weights as an affinity matrix between graph sets consisting of existing trajectory nodes and new detection nodes [11]. Matching between nodes in the graph set is determined according to the weight of the affinity matrix. Dynamic programming [12]–[14] is used to find and match the shortest path between the detection and tracklet. A min-cost flow [15]–[17] and conditional random field [18]–[20] deal with data association as a graph. This approach expresses the detections or tracklets as nodes of the graph, and a flow model or label predicts the edge strength, and nodes with high strength are linked.
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Deep learning technologies applied in a data association for MOT have recently achieved a state-of-the-art performance. The Siamese network [10], [21], [22] and its modified triplet [23], [24] and quadruplet network [25] applied the same network to the detection and tracker and calculated the similarity based on the difference in the output characteristics. The more complex the structure of the shared network is, the higher the matching performance; however, real-time online tracking becomes more difficult. A Siamese-network-based data association can encode reliable pairwise interactions between objects but is unsuitable when accounting for high-order information in which multiple objects and states exist in a scene [26].

Therefore, graph network (GNN) and graph convolutional network (GCN)-based MOT approaches have recently been attempted to solve the data association of MOT in terms of the appearance of objects and their geometric information [26]–[33]. GNN-based MOT methods commonly generate a graph structure using object nodes and edges based on the geometric relations of the nodes. A CNN is used to extract node features from appearance features, and temporal or geometric information is used to extract the edge features. The information embedded with the GNN is used to calculate the affinities of the detections and tracklets while considering the interactions of the nodes in the network through the GNN. In the next section, we will describe related studies focusing on a GNN or GCN-based MOT, as a recent issue.

A. CONTRIBUTIONS OF THIS STUDY

Several recent studies have proposed GCN-based MOT approaches and have demonstrated outstanding results. However, most GCN-based MOT methods [26], [27], [32] use geometric information considering only limited values, such as the position and scale of the bounding box of an object as edge features for updating the processing of nodes and edges. These methods cannot accurately reflect the local features of objects and make real-time processing difficult owing to the connection of a large number of nodes. Therefore, in this paper, we propose a GCN-based MOT that reflects the local characteristics of objects and enables faster online tracking compared to other GCN-based MOTs.

A summary of the contributions of this paper is as follows.

- The data association time was reduced by minimizing the number of networks for feature aggregation and edge classification.
- The proposed method is lighter and achieves significantly improved tracking results compared with other GCN-based state-of-the-art methods based on experiments conducted using various MOT benchmark datasets.

The remainder of this paper is structured as follows. In Section II, MOT-related studies focusing on GNN-based tracking are reviewed. In Section III and IV, we present the details of our proposed method in terms of feature and node updating in proposed GCN MOT architecture. A comprehensive evaluation of the proposed method is provided in Section V. Finally, conclusion and future works are remarks given in Section VI.

II. RELATED STUDIES

GNN has been consistently applied not only in MOT but also in SOT. As representative methods of SOT, Gao et al. [34] proposed a new graph convolutional tracking for high-performance visual tracking in order to comprehensively utilize the spatial-temporal structure of an object and to take advantage of context information. In addition, Guo et al. [35] proposed a Siamese graph attention network to establish a partial correspondence between an object and a search region as a complete bipartite graph. SOT methods using GNN show superior performance compared to existing SOT approaches. However, because this paper focuses on MOT research, this session will focus on state-of-the-art studies related to MOT.

A. STATE-OF-THE ART MOT APPROACHES

CenterTrack [36] additionally applies the CenterNet model to detection of pairs of images and previous frames. This method coordinates the detector with two successive frames and a heatmap of the previous tracklet represented by points. For object association, object tracking speed is greatly improved through greedy matching based on the distance between the predicted offset and the center point detected in the previous frame.

Kim et al. [37] proposed a multitrack pooling module to solve the problem of considering all tracks simultaneously during tracker memory update with small space overhead. This method also proposed a training strategy suitable for multi-track pooling to generate hard-tracking episodes online.

Yang et al. [38] presented a network structure that aggregates inter-frame object regression and appearance feature extraction into one model to improve the harmony between the various feature modules of MOT. This method also proposed an end-to-end training method that expands the training data by combining the target’s past position and the motion prediction model during training.

Saleh et al. [39] proposed a probabilistic autoregressive motion model to score MOT tracklet proposals. This method
not only assigns new detections to existing tracklets, but also reconnects tracklets by sampling the tracklets even when objects are occluded.

B. GNN-BASED MOT
Li et al. [28] proposed an MOT method consisting of two graph networks, an appearance graph network, and a motion graph network. The two GNNs compute two similarities between objects and trackers with a four-step updating module in order of edge I, node, global, and edge II. The affinity matrix is obtained from the weighted result of combining the two similarity values.

Jiang et al. [32] proposed an end-to-end data association model as output affinity scores using appearance and motion affinity learning modules based on a Siamese network. With this method, the GNN is used as an optimization module to solve the configured maximum weighted binary matching.

Weng et al. [33] proposed a GNN-based 3D MOT with 2D-3D feature learning. This method uses a feature extractor that applies motion and appearance features in a 2D and 3D space and feeds them into a GNN for feature interaction. These node features were iteratively updated using the feature aggregation technique, and the affinity matrix was computed using the edge regression module.

Braso and Leal-Taxie [26] introduced an MOT solver based on a message passing network with a time-aware update step that can handle the temporal structure of MOT graphs. As the main idea of this method, the node and edge updating process considers the interaction between observations in past and future frames. The embeddings in the past and future frames were separately aggregated. Moreover, this method directly learns to apply a data association using an edge classification. However, because this method is an offline MOT approach, it is unsuitable for real-time online MOT.

The use of MOT with GCNs, which is a modified version of a GNN, has also been attempted. A GCN is the application of the convolution concept of a CNN to a graph network. Papakis et al. [27] proposed a graph convolutional neural network (GCNN)-based MOT. The GCNN produces interactive features through a feature aggregation by updating the shared appearance information of the node features with their linking edge. Edge features share geometric information with their incident nodes for pairs of object tracklets. Embedded interaction features are composed of an affinity matrix after calculating the similarity score between pairs.

Dai et al. [40] proposed an iterative GCN clustering method to reduce computational cost and rank according to the estimated quality score while maintaining the quality of the generated proposals. This method adopted a simple de-overlapping strategy to generate the trace output.

He et al. [41] proposed a GCN-based MOT that models the relationship between tracklets and intra-frame detections as a general undirected graph. Similar to CenterTrack [36], this method uses public detection refinement to improve tracking performance and speed. Therefore, direct comparison with MOT methods using only public detection including the proposed method cannot be performed.

III. METHOD OF THE PROPOSED SYSTEM
In this section, we describe the overall MOT procedure based on the proposed GCN. Section 3.1 introduces the overview of the proposed system and Section 3.2 explains the first feature embedding module consists of node feature and edge feature. Section 3.3 explains the second feature updating module and affinity loss is described in Section 3.4.

A. OVERVIEW OF THE PROPOSED SYSTEM
Let us suppose that the tracker set T of the t-1 frame is composed of N trackers $T^{t-1} = \{t_{r_1}^{t-1}, t_{r_2}^{t-1}, \ldots, t_{r_N}^{t-1}\}$ and the detection set D of the t frame composed of M objects $D^t = \{d_1, d_2, \ldots, d_M\}$. Each object is set as $\{x, y, w, h\}$, where $x$ and $y$ are the center positions, and $w$ and $h$ are the width and height, respectively, of an object bounding box. When $t = 0$, the elements of tracker set $T^0$ are initialized to the elements of $D^0$. The process of matching the tracker and detection starts from frame $t > 1$.

Our GCN structure consists of two modules. In the first module, the initial node features for the tracker and detection are extracted using the backbone network ResNet-18 of a mask-RCNN, and the initial edge features are extracted using the keypoint distance between two objects, as described in Section 3.2. In the second module, we update the edge and node features using a GCN consisting of $L$ layers. The updated edge feature is input to the edge classifier network to measure the similarity between the two nodes. The final affinity matrix is formed by the similarities between the node outputs through the edge classifier.

In GCN-based MOT, for data association between nodes (objects) at times $t$ and $t-1$, a node feature representing the characteristics of a node and an edge feature representing the affinity between nodes are generally used. The goal of our GCN is to estimate the N × M affinity matrix $A = \{a_{ij}\}_{|T|×|D|}$ based on the pairwise similarity of the features extracted from N trackers and M detection objects in online MOT. Here, $|T|$ and $|D|$ are the number of trackers and detections, respectively. As an element of $A$, $a_{ij} = 1$ when the detection $d_{j}$ is associated with tracker $t_{r_i}^{t-1}$ and $a_{ij} = 0$ when two objects are not associated. A is generated from the output layer of the GCN, and the Hungarian algorithm is used to link detections and trackers. Figure 1 shows an overview of the proposed MOT system. In the next section, we describe each module in Fig. 1 in detail.

B. FEATURE EMBEDDING
1) NODE FEATURE
To extract the node features, we first normalize the size of the bounding boxes of the detection and tracker and feed them into the CNN structure. As the backbone network, we used the ResNet-18 of the Mask-RCNN structure [2]. In this way, the appearance features of a high dimensionality
are converted into feature vectors of low dimensionality with the abstract information of an object. The converted features of each detection and tracker object are called the initial node features. The dimensions of each node feature vector are 512. For every object, the initial node feature of the tracker is $n^0_i$ and a detection is $n^0_j$.

### 2) EDGE FEATURE

For the initial edge feature, most GNN-based MOT approaches use motion features [28] or a combination of the appearance and geometric features \{x, y, w, h\} [26], [27]. Kim et al. [29] even initialized edge features using edge labels depending on the node connections. Instead of initializing the edge feature by concatenating the node and geometric features, we combine the pose feature of the objects inferred from joint keypoints and the appearance feature inferred from the output of the Mask-RCNN to consider the local pose variation of the node objects and global appearance together. The pose feature supplements object information that is partially occluded by other objects. First, each normalized object bounding box is fed to the same Mask-RCNN, and the positions of 17 key points and score pairs \{x, y, score\} are obtained. The $17 \times 3$ output matrix is flattened into a 51-dimensional pose vector. In contrast to GCNNMatch [27], we compute the element-wise distance vector. The first distance vector is for the pose vector of the i-th tracker at time $t-1$, $p^0_i$, and the j-th detection object at time $t$, $p^0_j$. The second distance vector is for the appearance feature (initial node) vectors $n^0_i$ and $n^0_j$. The output distance vector $e^0_{ij}$ served as the initial edge feature.

\[
e^0_{ij} = \sigma \left( \| p^0_i \circ p^0_j \| \right) \oplus \sigma \left( \| n^0_i \circ n^0_j \| \right), \tag{1}
\]

where $\sigma$ is the sigmoid function used to normalize the value into [0, 1]. The dimensions of the initial edge feature were 563 ($51 + 512$).

For the real-time edge connection (link) between each pair of nodes, we simply obtain a Euclidean distance based on the location information between the $n_i$ and $n_j$ nodes. To make a sparse edge connection, the edges are set at the K-nearest neighbor nodes of $n_i$ based on $n_j$.

The initial node and edge features are updated by reflecting similar node characteristics while passing through the GCN layer in the learning process.

### C. FEATURE UPDATING

#### 1) EDGE UPDATING

Unlike existing methods for updating the output of the MLP with a new node feature [26]–[29], the proposed method applies the similarity between the previous edge feature and the node feature to the edge feature update such that the new edge feature reflects the intra-feature variation. In addition, the edge feature value is prevented from rapidly drifting by considering the initial edge features.

Given $n^{\ell-1}_i$ and $e^{\ell-1}_{ij}$ from layer $\ell-1$, the edge feature $e^\ell_{ij}$ at layer $\ell$ is updated by combining the initial edge feature $e^0_{ij}$, the Euclidean similarity $\sigma$ between a node $n^{\ell-1}_j$ and a connected node $n^{\ell-1}_i$, and the previous edge feature $e^{\ell-1}_{ij}$. The role of $e^0_{ij}$ is to prevent the edge feature from changing in the wrong direction owing to a mismatch during the edge update process. The new edge features are normalized by integrating the transformed edge features using a single-layer network $f^\ell_e$ with the edge features of neighboring nodes.
K-similar nodes. The edge feature is updated using the following proposed formula:

$$
\mathbf{e}_{ij}^\ell = \frac{\mathbf{e}_{ij}^{\ell-1} \cdot s(\mathbf{n}_i^{\ell-1}, \mathbf{n}_j^{\ell-1}) - \mathbf{e}_{ij}^{\ell-1}}{\sum_{k \in K} \mathbf{e}_{ik}^{\ell-1} \cdot \mathbf{f}_j^\ell(\mathbf{e}_{ik}^{\ell-1} \cdot s(\mathbf{n}_i^{\ell-1}, \mathbf{n}_k^{\ell-1}) ; \theta_e) / \sum_{k \in K} \mathbf{e}_{ik}^{\ell-1}}
$$

(2)

where $f_j^\ell$ represents a learnable network consisting of a single-layer network using parameters $\theta_e$ and the ReLU activation function. This process is shared across the entire graph.

2) NODE UPDATING

Unlike a node-feature-based node similarity classification [27], [29], [32], [33], we apply an edge feature-based node similarity classification. After updating the edge feature $\mathbf{e}_{ij}^\ell$, the updated edge feature is reflected in the update of the node feature again. The node feature $\mathbf{n}_j^\ell$ at layer $\ell$ is updated by aggregating the previous node feature and the transformed edge feature using another network, $f_n^\ell$, when considering the node affinity similarity of K neighborhood nodes. The node feature is updated using the following proposed formula:

$$
\mathbf{n}_j^\ell = \mathbf{n}_j^{\ell-1} + \sum_{k \in K} f_n^\ell(\mathbf{e}_{ij}^\ell ; \mathbf{A}_{jk} ; \theta_e),
$$

(3)

where $f_n^\ell$ is a learnable two-layer MLP network using the parameters $\theta_e$ and the ReLU activation function. The updated node feature is used as the new node feature in the next layer.

The detailed structure of the edge and node feature update processes is shown in Fig. 2.

3) EDGE PAIRWISE SIMILARITY

The updated edge features $\mathbf{e}_{ij}^\ell$ output from the $\ell$-layer GCN are fed to the two-layer MLP edge classification network $f_s$ for prediction of edge affinity $a_{ij}$.

$$
a_{ij} = f_s \left( \mathbf{e}_{ij}^\ell ; \theta_s \right) = \text{Sigmoid} \left( \text{ReLU} \left( \mathbf{e}_{ij}^\ell W^0 \right) W^1 \right).
$$

(4)

where $W^0$ and $W^1$ of $\theta_s$ represent two different learnable parameters of the MLP $f_s$.

The output of the edge pairwise similarity $a_{ij} \in [0, 1]$ between the i-th and j-th detection nodes has a scalar value between 0 and 1, and the higher the value, the higher the similarity between node i and node j.

To make the $N \times M$ affinity matrix $\mathbf{A}$, we predict pairwise similarities between $N$ trackers at time $t-1$ and $M$ detections at time $t$. The affinity between nodes is calculated with the updated edge features at each layer. The affinity matrix $\mathbf{A}$ output from the last GCN layer $L$ is used for a data association of the online MOT.

D. AFFINITY LOSS

Among the two modules of the proposed system, the mask-RCNN of the first module uses a pre-trained model, and the remaining two modules need to be newly trained for online MOT. To learn the parameters of the MLPs used in the GCN layer, we used binary cross-entropy in an end-to-end manner. First, we create a ground-truth affinity matrix $\mathbf{A}^{gt}$ that has a value of 0 or 1 according to the connection state of the tracker and detection nodes of the training data. The affinity matrix $\mathbf{A}$ is created by collecting the pairwise edge similarity $a_{ij}$ predicted by feeding the updated edge features to the edge classification network for all edge $(i, j)$ pairs. Therefore, the binary cross-entropy loss for learning two modules calculates the difference between each entry $(a_{ij}^{gt}, a_{ij})$ in the predicted affinity matrix $\mathbf{A}$ and the ground-truth matrix $\mathbf{A}^{gt}$.

$$
L = -\frac{1}{N \times M} \sum_i \sum_j a_{ij}^{gt} \log (a_{ij}) + (1-a_{ij}^{gt}) \log (1-a_{ij}),
$$

(5)

The detailed procedures for training the GCN-based affinity matrix are described in Algorithm 1.
Algorithm 1 Training of GCN for Affinity Matrix

| Input: Tracker set $T^{t-1} = \{t_1, t_{r1}, \ldots, t_N\}$  
| Detection set $D^t = \{d_1, d_{r1}, \ldots, d_M\}$  
| Parameters: $\theta_f$ for $f_a$, $\theta_f$ for $f_b$, and $\theta_c$ for edge classifier $f_c$
| Affinity matrix: $A_{ij}^{\theta_f}, i \leq |T|, j \leq |D|$  
| Initialize: $A_{ij}, e_{ij}^{\theta_f}, n_i^0, f_a(x_i; \theta_f), f_b(x_j; \theta_f), \forall i, j$

**Step 1:**
for $i = 1, \ldots, N$ do  
// Initial node feature
$n_i^0, P_i \leftarrow \text{Mask} - \text{RCNN} (t_i)$
end
for $i = 1, \ldots, M$ do  
$n_j^0, P_j \leftarrow \text{Mask} - \text{RCNN} (d_j)$
end
for $i = 1, \ldots, N, j = 1, \ldots, M$ do  
// Initial edge feature
$e_{ij}^{\theta_f}$ using Eq. (1)
end

**Step 2:**
for $\ell = 1, \ldots, L$ do  
// Layers of GCN
for $i = 1, \ldots, N, j = 1, \ldots, M$ do  
// Edge feature update
$e_{ij}^{\ell} \leftarrow \text{EdgeUpdate}(e_{ij}^{\ell-1}, n_i^{\ell-1}, n_j^{\ell-1}, e_{ij}^{\ell-1}; \theta_c)$
end
for $i = 1, \ldots, M, j = 1, \ldots, N$ do  
// Node feature update
$n_i^\ell \leftarrow \text{NodeUpdate}(e_{ij}^{\ell}, n_i^{\ell-1}, n_j^{\ell-1}; \theta_n)$
end
$A_{ij} \leftarrow \text{EdgeClassification}(e_{ij}^{\ell}; \theta_c)$
end

**Step 3:** // Affinity Loss
$L \leftarrow \text{ComputeLoss}(A_{ij}^{\theta_f}, A_{ij})$
// Repeat steps 2-3 to reach the minimum loss

**Output:** Trained GCN ($\theta_f$; $\theta_c$; $\theta_n$)

### IV. ONLINE MOT MANAGEMENT

For every frame, we detect an object using a mask-RCNN and apply a data association for MOT using the affinity matrix of a GCN. This study applies step-by-step affinity measures for data association. As a first step, we obtain the affinity matrix $A$ output from the last GCN layer between the trackers and detections. Then, only detections within a certain radius of the i-th tracker are defined as valid matching pairs of affinity $A$. In addition, even if the affinity score is the smallest pair, if the i-th tracker are defined as valid matching pairs of affinity $A$. This study applies step-by-step affinity measures for data association.

Algorithm 1: Training of GCN for Affinity Matrix

**Input:** Tracker set $T^{t-1} = \{t_1, t_{r1}, \ldots, t_N\}$  
Detection set $D^t = \{d_1, d_{r1}, \ldots, d_M\}$  
Parameters: $\theta_f$ for $f_a$, $\theta_f$ for $f_b$, and $\theta_c$ for edge classifier $f_c$

**Affinity matrix:** $A_{ij}^{\theta_f}, i \leq |T|, j \leq |D|$

**Initialize:** $A_{ij}, e_{ij}^{\theta_f}, n_i^0, f_a(x_i; \theta_f), f_b(x_j; \theta_f), \forall i, j$

**Step 1:**
for $i = 1, \ldots, N$ do  
// Initial node feature
$n_i^0, P_i \leftarrow \text{Mask} - \text{RCNN} (t_i)$
end
for $i = 1, \ldots, M$ do  
$n_j^0, P_j \leftarrow \text{Mask} - \text{RCNN} (d_j)$
end
for $i = 1, \ldots, N, j = 1, \ldots, M$ do  
// Initial edge feature
$e_{ij}^{\theta_f}$ using Eq. (1)
end

**Step 2:**
for $\ell = 1, \ldots, L$ do  
// Layers of GCN
for $i = 1, \ldots, N, j = 1, \ldots, M$ do  
// Edge feature update
$e_{ij}^{\ell} \leftarrow \text{EdgeUpdate}(e_{ij}^{\ell-1}, n_i^{\ell-1}, n_j^{\ell-1}, e_{ij}^{\ell-1}; \theta_c)$
end
for $i = 1, \ldots, M, j = 1, \ldots, N$ do  
// Node feature update
$n_i^\ell \leftarrow \text{NodeUpdate}(e_{ij}^{\ell}, n_i^{\ell-1}, n_j^{\ell-1}; \theta_n)$
end
$A_{ij} \leftarrow \text{EdgeClassification}(e_{ij}^{\ell}; \theta_c)$
end

**Step 3:** // Affinity Loss
$L \leftarrow \text{ComputeLoss}(A_{ij}^{\theta_f}, A_{ij})$
// Repeat steps 2-3 to reach the minimum loss

**Output:** Trained GCN ($\theta_f$; $\theta_c$; $\theta_n$)

### V. EXPERIMENTS

In this section, the MOT benchmark dataset (MOT-BD) [42] is used to evaluate the tracking performance. To prove the validity of the proposed method, we discuss various experiments conducted, including ablation studies and comparisons with state-of-the-art methods, and elaborate on these results.

#### A. DATASETS AND EVALUATION METRICS

**1) DATASETS**

Most MOT studies use MOT-BD to verify the performance of the proposed method. MOT-BD provides a framework that includes datasets and evaluation tools that ensure a fair evaluation for comparing the MOT performance. We also used the MOT16 and MOT17 datasets provided by MOT-BD for all experiments. The MOT16 data set consists of a set of 14 sequences and contains more complex scenarios, different perspectives, camera movements, and weather conditions. All sequences are annotated to strict standards by experts. The MOT16 annotates not only pedestrians, but also vehicles, sitting persons, occluded objects, etc. MOT17 dataset is an extended version of the MOT16 dataset. This dataset contains 14 testing sequences of an urban environment with different viewpoints, the size and number of pedestrians, camera movements, and frame rates. It also provides three types of detection results: DPM [43], Faster-RCNN [44], and SDP [45]. Most MOT methods using MOT-BD apply these detection results simply to measure the tracking performance regardless of the detection accuracy.

**2) EVALUATION METRICS**

For a quantitative evaluation of the proposed method, we considered CLEAR MOT metrics [46], including the multiple object tracking accuracy (MOTA), identity F1 score (IDF1), number of false positives (FP), number of false negatives (FN), and number of ID switches (IDsw). Detailed quantitative evaluation results were uploaded onto the MOT-BD website, and detailed evaluation results can be obtained.

#### B. IMPLEMENTATION DETAILS

We trained and tested our proposed model on an Intel Core i9-9900k CPU cluster with Nvidia GeForce RTX 2080Ti GPUs. Our model was implemented using Pytorch and Pytorch-Geometric. The network configuration of the proposed method and learning setup are as follows.

- **With our GCN architecture, the dimensionality of the initial appearance feature extracted based on ResNet-18 was 512.**
- **The dimensionality of the initial edge feature combined based on the pose and appearance features is 563.**
- **The edge and node features updated in each GCN layer have dimensions of 64.**
The threshold value τ₁ is set to 0.5 for matching the score in data association checking. The number of potential tracker-matches for the new tracker assignment, τ₂, is set to two in MOT17.

During the training process, the entire network is trained with the Adam optimizer with a learning rate of $1 \times 10^{-4}$ for the proposed GCN. The batch size was set to 16, and the weight decay was $1 \times 10^{-4}$.

C. ABLATION STUDY

In this section, we describe a series of ablation studies conducted on the proposed GCN-based MOT to understand the importance of individual components. Because an evaluation can only be conducted through an online evaluation server, and the performance of the test video is limited to four attempts, we measured the ablation performance using the video sequences of the MOT17 training set instead of the test set as standard practice in the MOT literature [27], [28]. For the ablation studies, we divided the MOT17 training set into training sets (MOT17-02, 05, 10, and 11) and test sets (MOT17-04, 09 and 13). To accurately measure the performance of the GCN components, the test set consists of pedestrian street scenes filmed from a static and moving camera.

1) EFFECTIVENESS OF THE NUMBER OF GCN LAYERS

Feature aggregation is the process of improving the initial features into high-order features by updating the node and edge features while going through one or more layers in a GCN. To determine the optimal number of GCN layers, we evaluated the tracking accuracy according to the number of layers. MOTA and IDF1 were measured when the number of layers was changed from one to four in the proposed GCN. The results are shown in Fig. 3.

![Performance comparison of MOTA and IDF1 according to the change in the number of GCN layers.](image)

As can be seen in Fig. 3, when only two GCN layers were used, the performance was better than the other number of layers in terms of MOTA, and the difference was even more severe in terms of IDF1. From the results, we can confirm that a GCN does not require many layers, unlike a CNN. This is because as the GCN layer increases, many graph nodes are considered, resulting in a decrease in the strength of the aggregated features and some loss of feature information. In addition, too many layers slow down the processing, and thus two layers are a good number for a GCN.

2) EFFECTIVENESS OF USING POSE FEATURES

In this study, to construct the strong edge characteristics of a GCN, the local characteristics of the objects were reflected in the graph by using the pose characteristics instead of the geometric characteristics mainly used in a GNN-based MOT approach [26], [27], [32], [47]. To prove the effectiveness of the pose feature, comparison experiments were conducted on three cases that constitute the edge features: 1) geometric, 2) pose, and 3) appearance + pose features. In this experiment, the pose features use the coordinates and reliability scores of 17 key points extracted from a Mask-RNN, and the geometric feature uses the coordinates, width, and height of the object bounding box, as in other studies [26], [27], [32], [47]. Table 1 lists the MOT evaluation results according to the edge feature configuration.

| Edge feature | MOTA (%) | IDF1 (%) | FP (%) | FN (%) | IDsw |
|--------------|----------|----------|--------|--------|------|
| Geometry     | 61.6%    | 39.3%    | 3,118  | 16,402 | 741  |
| Pose         | 62.9%    | 48.0%    | 2,971  | 16,267 | 330  |
| Appearance+  | 64.4%    | 64.2%    | 2,496  | 16,137 | 171  |

As shown in Table 1, the performance of MOT showed that the use of the pose feature was 1.3% higher for MOTA and 8.7% higher for IDF1 than the use of the geometry feature as an edge feature. Moreover, the IDsw of the pose feature was reduced by 411 compared to the geometry feature because the position of the hidden keypoints can be roughly predicted even if the object is occluded. However, when the appearance feature used for the node feature was combined with the pose feature, the MOTA increased by 1.5% and IDF1 was 16.2% higher than the pose feature alone. In terms of IDsw, the third case was reduced by 159 compared to the case using only the pose feature.

From the results, we found that the pose feature can supplement the object information through an occlusion and that the performance of the edge feature can be further improved by supplementing the appearance feature. Therefore, in the subsequent experiment, the pose and appearance features were combined and used for the edge feature.

3) EFFECTIVENESS OF EDGE CLASSIFICATION

We obtained the affinity matrix between the detection node and the tracker node for a data association using the learned edge classification module. In the third ablation study, we conducted comparative experiments on the construction of an optimal pairwise object affinity matrix using the
The proposed GCN features. We compared and evaluated the MOT performance of the proposed edge classification module with the method using the cosine similarity and L2 distance, which are conventional metrics used in the MOT study. The experimental results are presented in Table 2.

TABLE 2. Comparison of MOT performance according to methods for calculating the affinity matrix.

| Method                | MOTA↑ | IDF1↑ | FP↓  | FN↓  | IDsw↓ |
|-----------------------|-------|-------|------|------|-------|
| L2 distance           | 62.9% | 54.2% | 3,038| 16,234| 307   |
| Cosine similarity     | 62.2% | 43.3% | 3,194| 16,302| 456   |
| Edge classification   | 64.4% | 64.2% | 2,496| 16,137| 171   |

As can be seen from the results, the proposed edge classification has a higher accuracy of 1.5% and 2.2% for MOTA and 10% and 20.9% for IDF1, compared to the conventional methods using the L2 distance and cosine similarity, respectively. In particular, the proposed edge classification is 698 for FP and 285 for IDsw lower than that of the cosine similarity. This means that, although the edge classification module uses a simple network, it maintains the object trajectory by reflecting the edge similarity between objects.

4) EFFECTIVENESS OF COMPONENTS FOR EDGE FEATURE UPDATING

For edge feature updating, the existing GNN-based MOT methods only consider the previous edge and node features, whereas our method uses the initial edge features along with the previously used features to prevent the edge feature values from rapidly drifting. Therefore, for this experiment, we investigated the necessity of the initial edge function to update the edge function in a GCN. The results are listed in Table 3. In Table 3, the first row is the proposed method using a combination of node features (Node f.) and previous edge features (Prev. edge f.) for the edge feature updating. The second row is the proposed approach combining node features, previous edge features, and initial edge features (Initial edge f.). As shown in the five metrics used in the experiment, the proposed GCN was able to improve by 0.8% for MOTA and 4% for IDF1 when combining the initial edge features. These results show that our approach prevents edge features from changing rapidly and eventually maintains affinity between nodes.

D. EVALUATION ON MOT BENCHMARK

To verify the MOT performance of the proposed method, we conducted comparative experiments using existing state-of-the-art MOT methods on the MOT16 and MOT17 dataset. The MOT performance on MOT16 dataset was measured using 12 state-of-the-art approaches as follows. The offline graph-based MOTs are (7) CenterTrack [36], (8) BLSTM_MTP_O [41], (9) MFI_TST [47], and (10) ArTIST-T [48]. The online graph-based MOTs are (1) MPNTrack [26], (2) eHAF [48], (3) NOTA [49], (4) FWT [50], and (5) LPC_MOT [40].

The online graph-based MOTs are (9) GCNNMatch [27], (10) GSM-Tracker [47], (11) GNMOT [28], and (12) our proposed method. In addition, the performance was compared with general CNN-based MOT methods without using graphs. The non-graph-based MOTs are (6) BLSTM_MTP_O [41], (7) MFI_TST [47], and (8) ArTIST-T [48].

As shown in Table 4, the proposed method achieved the highest MT and ML, and FN score in all online methods. In terms of MOTA, the proposed method was slightly inferior to MFI_TST [47], but among the online graph-based methods from (9) to (12), the proposed method showed the best performance with 58.8%. In offline graph-based methods from (1) to (5), LPC_MOT [49] showed the best overall performance including MOTA. However, in terms of MOTA, this score is the same as the proposed method, and it can be seen that although our method is online tracking, the performance does not decrease significantly.

The MOT performance on MOT17 dataset was measured using 15 state-of-the-art approaches as follows. The offline graph-based MOTs are (1) MPNTrack [26], (2) JBNOT [51], (3) eHAF [48], (4) NOTA [49], (5) FWT [50], and (6) LPC_MOT [40]. The online graph-based MOTs are (11) GCNNMatch [27], (12) GSM-Tracker [47], (13) GNMOT [28], (14) EDA-GNN [32] and (15) our proposed method. The non-graph-based MOTs are (7) CenterTrack [36], (8) BLSTM_MTP_O [37], (9) MFI_TST [38], and (10) ArTIST-T [39].

As shown in Figure 5, CenterTrack [36] showed higher performance for MOT17 compared to comparative methods. Because CenterTrack [36] used CenterNet to refine public detections, high object detection performance had a significant impact on tracking. Therefore, as pointed out by [37], CenterTrack [36] using a different method to refine public detections is not directly comparable to other methods using only MOT public detections.

In offline graph-based methods from (1) to (6), LPC_MOT showed the best performance in MOTA, IDF1, MT, and FN metrics. However, in terms of MOTA, it is 0.5% lower than the proposed method. In all online methods from (7) to (15), except for CenterTrack [36], MFI_TST [38] shows even good performance in most evaluation metrics. However, this performance is not significantly different from the proposed method, and rather, the proposed method has a processing speed of 2.7 times faster than that of

1In MOT challenge website, proposed method is labeled as 'GCNoMOT'.

| Components                  | MOTA↑ | IDF1↑ | FP↓  | FN↓  | IDsw↓ |
|-----------------------------|-------|-------|------|------|-------|
| Node f.                     | 64.4% | 64.2% | 2,496| 16,137| 171   |
| + Prev. edge f.             | 63.6% | 60.2% | 2,850| 16,184| 212   |
| Initial edge f. (ours)      | 64.4% | 64.2% | 2,496| 16,137| 171   |
TABLE 4. Comparison of our proposed method with state-of-the-art MOT methods on the MOT16 dataset.

| Mode   | Trackers            | MOTA (%) | IDF1 (%) | MT (%) | ML (%) | FP (%) | FN (%) | IDsw (%) |
|--------|---------------------|----------|----------|--------|--------|--------|--------|----------|
| Online |                     |          |          |        |        |        |        |          |
| 1)     | MPNTrack [26]       | 58.6     | 61.7     | 27.3   | 34.0   | 4,949  | 70,252 | 354      |
| 2)     | eHAF [48]           | 47.2     | 52.4     | 18.6   | 42.8   | 12,586 | 83,107 | 542      |
| 3)     | NOTA [49]           | 49.8     | 55.3     | 17.9   | 37.7   | 7,248  | 83,614 | 614      |
| 4)     | FWT [50]            | 47.8     | 44.3     | 19.1   | 38.2   | 9,253  | 85,431 | 852      |
| 5)     | LPC_MOT [40]        | 58.8     | 67.6     | 27.3   | 27.3   | 6,167  | 68,432 | 435      |
| 6)     | BLSTM_MTP_O[37]†    | 48.3     | 53.5     | 17.0   | 38.7   | 9,792  | 83,707 | 735      |
| 7)     | MFI_TST [38]†       | 59.9     | 58.7     | 24.1   | 30.8   | 3,660  | 68,923 | 616      |
| 8)     | ArTIST-T [39]†      | 56.6     | 57.8     | 22.4   | 37.5   | 3,532  | 75,031 | -        |
| 9)     | GCNMMatch [27]      | 57.2     | 55.0     | 22.9   | 34.0   | 3,905  | 73,493 | 559      |
| 10)    | GSM-Tracker [47]    | 57.0     | 58.2     | 22.0   | 34.5   | 4,332  | 73,573 | 475      |
| 11)    | GNMONOT [28]        | 47.7     | 43.2     | 16.1   | 34.3   | 9,518  | 83,875 | 1,907    |
| 12)    | Proposed Method     | 58.8     | 43.1     | 34.9   | 18.4   | 14,127 | 58,528 | 2,402    |

† Non-graph-based MOT methods

TABLE 5. Comparison of our proposed method with state-of-the-art MOT methods on the MOT17 dataset.

| Mode   | Trackers        | MOTA (%) | IDF1 (%) | MT (%) | ML (%) | FP (%) | FN (%) | IDsw (%) |
|--------|-----------------|----------|----------|--------|--------|--------|--------|----------|
| Online |                 |          |          |        |        |        |        |          |
| 1)     | MPNTrack [26]   | 58.8     | 61.7     | 28.8   | 33.5   | 17,413 | 213,594| 1,185    |
| 2)     | JBNNOT [51]     | 52.6     | 50.8     | 19.7   | 35.8   | 31,576 | 232,659| 3,050    |
| 3)     | eHAF [48]       | 51.8     | 54.7     | 23.4   | 37.9   | 33,212 | 236,772| 1,834    |
| 4)     | NOTA [49]       | 51.3     | 54.5     | 17.1   | 35.4   | 20,148 | 252,531| 2,285    |
| 5)     | FWT [50]        | 51.3     | 47.6     | 21.4   | 35.2   | 24,101 | 247,921| 2,648    |
| 6)     | LPC_MOT [40]    | 59.0     | 66.8     | 29.9   | 33.9   | 23,102 | 206,948| 1,122    |
| 7)     | CenterTrack [36]† | 61.5     | 59.6     | 26.4   | 31.9   | 14,076 | 200,672| 2,583    |
| 8)     | BLSTM_MTP_O[37]† | 51.5     | 54.9     | 20.4   | 35.5   | 29,616 | 241,619| 2,566    |
| 9)     | MFI_TST [38]†   | 60.1     | 58.8     | 26.0   | 29.7   | 13,503 | 209,475| 2,065    |
| 10)    | ArTIST-T [39]†  | 56.7     | 57.5     | 22.7   | 37.2   | 12,353 | 230,437| -        |
| 11)    | GCNMMatch [27]  | 57.0     | 56.1     | 23.3   | 34.6   | 12,283 | 228,242| 1,957    |
| 12)    | GSM-Tracker [47]| 56.4     | 57.8     | 22.2   | 34.5   | 14,379 | 230,174| 1,485    |
| 13)    | GNMONOT [28]    | 50.2     | 47.0     | 19.3   | 32.7   | 29,316 | 246,200| 5,273    |
| 14)    | EDA-GNN [32]    | 45.5     | 40.5     | 15.6   | 40.6   | 25,685 | 277,663| 4,091    |
| 15)    | Proposed Method † | 59.5     | 55.3     | 27.9   | 32.3   | 22,310 | 203,167| 3,304    |

† Non-graph-based MOT methods

MFI_TST [38] in a similar system environment. Among the online graph-based methods from (11) to (15), the proposed method is the highest at 59.5% in MOTA, 27.9% in MT, and lowest at 32.3% in ML, 22,310 in FN for the online methods.

Therefore, we can confirm that the proposed method performs well in state-of-the-art offline and online MOT approaches. Although the proposed tracking method has good MOTA, MT, and ML performance, the ID switch caused by the long-term ghost tracker in a camera with severe motion are problems that need to be solved.

E. EVALUATION ON TRACKING SPEED

Although GCN-based MOT can improve matching performance through feature aggregation, it has a disadvantage that tracking speed can be slowed down when the graph structure becomes complex. To evaluate the online MOT tracking speed, we compared the tracking speed between
three GCN-based MOT methods and three CNN-based MOT methods. For objective comparison, we compared the performance of the algorithms used in Table 4 and Table 5 only for experiments using similar CPU and GPU environments.

As shown in Table 6, among the comparison methods, CenterTrack [36] showed the fastest tracking speed at 17Hz for the MOT17. This speed is 13 times faster than GCN-Match [27] and 2.8 times faster than the proposed method. However, as pointed out by [37], since this method uses different methods to refine public detections to reduce tracking time, a direct comparison cannot be made.

Among GCN-based MOT methods, GCNNMatch was tested in a good system environment, but the tracking speed is very low with an average of 0.8Hz due to the complex graph structure. The proposed method showed the fastest speed for MOT16, but has a slightly slower speed of 1.7Hz compared to GSM-Tracktor [47] for MOT17.

From the results, we can confirm that the proposed method achieves a good performance in terms of tracking and speed among state-of-the-art online and GNN-based MOT approaches. However, the proposed tracking method is still slower than the CenterTrack [36], and especially when the crowd object moves in a camera with high motion, the tracking speed decreases. Therefore, like the recent trend of the MOT methods, the proposed method can also improve the tracking performance and speed by using a CenterTrackor-type redefine detector [41].

Figure 4 shows qualitative examples of how well the proposed method maintains the tracking ID for occlusion. As shown in Fig. 4 (a)~(c), it can be seen that for partially hidden or temporarily hidden pedestrians, the tracker ID remains accurate until the end of occlusion (red arrow).

From the results, we can confirm that the proposed method achieves a good performance in terms of tracking and speed among state-of-the-art online and GNN-based MOT approaches. However, the proposed tracking method is still slower than the CenterTrack [36], and especially when the crowd object moves in a camera with high motion, the tracking speed decreases. Therefore, like the recent trend of the MOT methods, the proposed method can also improve the tracking performance and speed by using a CenterTrackor-type redefine detector [41].

Figure 4 shows qualitative examples of how well the proposed method maintains the tracking ID for occlusion. As shown in Fig. 4 (a)~(c), it can be seen that for partially hidden or temporarily hidden pedestrians, the tracker ID remains accurate until the end of occlusion (red arrow).
Despite the complexity of the graph; therefore, in future studies, we plan to improve the GCN such that it is not significantly affected by the number of nodes.

However, as shown in Figure 4 (d), if the camera movement is large and full occlusion occurs for a long time, the tracker is missing or a new tracker ID is assigned (yellow arrow). Therefore, in the future, we need to study additional methods to solve the problem of tracker ID losing or switching even for long-term occlusion without losing the advantages of real-time online tracking.

VI. CONCLUSION

In this paper, we introduced a new MOT method using a GCN to solve the data association problem, which is one of the biggest obstacles to online MOT. In the previous GNN-based MOT, node and edge updates were used as simple MLPs, whereas in the proposed method, a new formula combining the neural network’s output and node similarity was proposed for edge feature updates, and node feature updates were conducted using MLP output and updated edge features. Through experiments on various data of the MOT challenge, it was confirmed that the proposed method shows a superior or similar performance compared to the latest GNN- and DNN-based MOT methods. In particular, to shorten the slow tracking time, which was a problem of the existing GNN-based MOT, we made a near-online MOT possible by simplifying the GCN structure. However, as the number of detections and trackers increases, the tracking speed may decrease because of the complexity of the graph; therefore, in future studies, we plan to improve the GCN such that it is not significantly affected by the number of nodes.
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