IoT Device for Sitting Posture Classification Using Artificial Neural Networks
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Abstract: Nowadays, the percentage of time that the population spends sitting has increased substantially due to the use of computers as the main tool for work or leisure and the increase in jobs with a high office workload. As a consequence, it is common to suffer musculoskeletal pain, mainly in the back, which can lead to both temporary and chronic damage. This pain is related to holding a posture during a prolonged period of sitting, usually in front of a computer. This work presents a IoT posture monitoring system while sitting. The system consists of a device equipped with Force Sensitive Resistors (FSR) that, placed on a chair seat, detects the points where the user exerts pressure when sitting. The system is complemented with a Machine Learning model based on Artificial Neural Networks, which was trained to recognize the neutral correct posture as well as the six most frequent postures that involve risk of damage to the locomotor system. In this study, data was collected from 12 participants for each of the seven positions considered, using the developed sensing device. Several neural network models were trained and evaluated in order to improve the classification effectiveness. Hold-Out technique was used to guide the training and evaluation process. The results achieved a mean accuracy of 81% by means of a model consisting of two hidden layers of 128 neurons each. These results demonstrate that is feasible to distinguish different sitting postures using few sensors allocated in the surface of a seat, which implies lower costs and less complexity of the system.
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1. Introduction

The social-economic progress experienced globally in developed and developing countries has implied numerous changes in several areas. One of the areas that has undergone a radical change is labor. Advances in automation and the technological revolution that computing has brought about have decreased the number of jobs that involve high or medium physical activity in favor of a greater number of office or monitoring jobs: sedentary occupations that involve the use of a video display terminal (VDT) [1]. In addition, new leisure activities that require the use of electronic devices while sitting are also on the rise, contributing to even more sedentary lifestyles than before. All these behavioral changes have increased the time that the population spends sitting [2].

With the increase in the amount of time spent sitting, the rate of musculoskeletal system injuries is becoming higher and higher [3,4]. Studies report that jobs with seated working periods longer than 7 h daily increase the risk of low-back pain [5,6]. According to the Spanish Society of Rheumatology (SER), 80% of the Spanish population has suffered back pain at least once and the remaining 20% has acquired chronic pain [7]. These kinds
of injuries are directly and indirectly associated with various diseases and they imply the third leading cause of self-perceived disability in the world [8]. In particular, in countries such as Spain and Switzerland, low-back and neck pain have become the leading causes of disability [9,10].

These types of injuries and pathologies, in addition to a clear deterioration in the quality of life of those who suffer them, also have a notorious economic burden to society. As this type of damage and pathology becomes more frequent, the increase in life expectancy and the years of working life implies a greater use of economic funds for the care and subsidy of sick leave. In Switzerland, in 2004, direct costs are estimated at €2.6 billion and indirect costs at €63 billion, around 2% of gross domestic product [10]. A study estimates that in Germany in 2014 the cost for incapacity for work as EUR 100 billion [11]. In Spain, in 2018, almost EUR 8000 million were spent for work disability and in 2019 they increased to 8637 million, 8.2% more than the previous year [12].

There are numerous studies that seek prevention of these pathologies, using different approaches. The methods that have proven more effective are the ones that deal with exercising, in combination or not with postural education [13,14]. However, there is no evidence that they are effective in the long term [15]. The use of ergonomic material has also been highly studied and there are a large number of commercial solutions. The main drawbacks of this type of resource are its high cost and that, without adequate training, users do not use them properly. Other common approaches focus on educating the population about correct postural habits and other health aspects [16,17], through the development of teaching materials, as well as the implementation of campaigns and training sessions. In general, they focus on providing generic training and do not give a personalized solution to the bad postural habits that each person may have. The use of back belts has also been studied, as a corrective and minimal intervention element [18]. However, there is no clear evidence of their effectiveness without complementing them with physical exercise.

Most recent approaches include biofeedback and cognitive behavioral training. This is based on making the users aware of the postures they perform, so that they can correct them according to their needs. These types of perspectives allow continuous monitoring of the users, knowing their behavior and providing feedback autonomously [19,20]. Some studies include the use of cameras [21], but their implementation in workplaces can raise privacy problems. For this reason, the use of instrumented office supplies, mainly chairs with sensors, is more common. The main advantages of these systems is that they allow continuous monitoring to alert the user of a bad postural habit, providing personalized learning, as well as allowing data to be collected so that it can be analyzed more thoroughly by health professionals. These devices can also help to analyze the most decisive factors that cause long-term injuries, establishing which are the most damaging postures or whether, as some studies suggest [22,23], any sustained sitting posture could result in pain if it persists uninterrupted for extended periods.

With the advancement in Machine Learning algorithms, it has been possible to create devices that are often more effective on a larger population group compared to those that integrate threshold-based algorithms [24]. In particular, with the advances achieved over Artificial Neural Networks (ANN) [25,26], it is possible to obtain more effective results while tolerating disturbances that should be solved with signal filtering and correction systems, to the point where it is possible to simplify the complexity of the system. These properties have made them very popular today for studying regression and classification problems of different scope [27,28]. They have proven to be effective in many health and monitoring related applications, and using samples of different types as inputs, such as spatial samples taken in an instant of time [29,30], sample characteristics obtained after a frequency analysis [31–33], or as a result of applying convolutional operations [34,35].

In this work, we aim to detect different sitting postures with a small number of sensors and little data processing prior to the use of the classifier algorithm in order to
analyze whether the creation of a less expensive system is possible, both in economic and computational terms.

The following sections of this paper are organized as follows: first, in the ‘Related Work’ section, the most recent works related to the problem addressed in this study are summarized. After this, in the ‘Materials and Methods’ section, the device design, dataset acquisition and Machine Learning models evaluated are presented. Next, in the ‘Results and Discussion’ section, the dataset obtained from data acquisition process is described, and the models’ classification effectiveness results are presented and analyzed. Finally, conclusions are presented.

2. Related Works

Previous works included the use of force sensors or accelerometers arranged in office chairs to identify the user’s posture, but some others considered the development of image-based classifier algorithms. In this section we considered recent studies that are based on the use of devices to identify different postures while sitting.

In [36] the PoSeat system, a seat cushion consisting of 16 force sensors and an algorithm based on Vector Support Machines as posture classifier, was presented. The authors stated that it was capable of classifying five different positions, but the accuracy of the system was not disclosed.

Another system was presented in [37], consisting of a chair with one accelerometer and 20 Force Sensitive Resistors (FSR) allocated in the seat pan, the backrest, and the armrest, sampling at 100 Hz. The research study was conducted with 41 participants and 6 different sitting postures were considered. Several Machine Learning algorithms was analyzed (Support Vector Machines, Multinomial Regression, Boosting, Neural Networks, and Random Forest), reporting best results using Random Forest. The mean accuracy reached was 90.9% using all the sensors and an accuracy of 81.8% was reached using only the 10 sensors placed on the seat pan.

In [38], the authors classified six different sitting positions using a commercial textile pressure mat named Sensomative Science®. It consisted of a 14 × 14 pressure sensor matrix sampling at 1.5 Hz. The study considered six different positions and used a Random Forest algorithm as classifier. This work was conducted with 62 participants and it achieved a classification accuracy of 90%. The study described in [39] presented a Deep Learning Fully Convolutional Network to classify eight sitting postures using the samples sensed by a medilogic® Seat Pressure Measurement System. This system consisted of 480 piezoresistive sensors, but a subsampling was applied in order to reduce the number of sensing elements to 56. The classifier reached an accuracy of 98.9%. The number of participants in the dataset was not revealed.

In [40], the authors presented a system consisting of 81 and 90 FSR sensors placed in seat pan and backrest respectively. This work analyzed the accuracy of a Spiking Neural Network to identify 15 different sitting postures. The study was conducted with 19 users, achieving 88.5% accuracy.

Finally, in the work presented in [41] the authors implemented a computer vision system with a Deep Learning Convolutional Neural Network classifier, specifically a model based on Mobilenet v2. The study was conducted with 11 participants and the model achieved 68.3% accuracy classifying six sitting postures.

In this work we delved into the creation of a device that classifies different positions while sitting, reducing the number of sensors and the computational complexity of the system. We focused on the use of analog pressure sensors for this purpose, as well as to avoid recording information that may involve inconveniences regarding privacy.

3. Materials and Methods

In this section, the device design and the elements that make up the entire system are detailed. In order to analyze the feasibility to recognize different sitting postures, a dataset composed of correctly labeled records collected by the device is needed. Details about the
data acquisition process carried out are also conveyed in this section. Finally, the Machine Learning-based models, which were trained and evaluated to analyze the effectiveness of Artificial Neural Networks (ANNs) as classifiers in this task, are described.

3.1. Internet of Thing

An Internet of Thing (IoT) device was designed for acquiring the data. This consists of three parts:

- The sensor seat: For measuring changes in force distribution, 6 FSR were used. This kind of force sensor has been widely used in similar studies, alone or in combination with inertial measurement unit (IMU) sensors, for measuring changes in body weight distribution when standing or moving \[42–44\] but also when sitting \[37,40\]. The selected FSRs (FSR01CE, Ohmite®) have a sensing range from circa 20 g to 5 kg and an active area of \(39.70 \times 39.70 \text{ mm}^2\) and were fixed to a hard chair’s seat following the distribution shown in Figure 1. The sensors were set by observation, in a way that they covered most of the low part of the body in contact with the seat for all participants. Since the aim is to develop a simple, versatile, non-intrusive way of detecting posture changes, no other sensors like IMUs were used and no sensor was placed either in the user nor in the backrest or the armrests of the chair, like previous studies did \[37\]. A soft seat pillow was placed over the sensors for a homogeneous distribution of weight and as a protector of the sensors and wiring, which are quite fragile. If the pillow is not used, the measuring was the same but then the wiring was in direct contact with the user, which may cause damage to the device. Five different thickness and density pillows were tested, so the one used was selected in a trial and error procedure: The pillow selected was the one which, being thick enough to prevent the sensors and wiring from being damaged, did not change the measurements. A thicker or harder pillow prevented the sensors from detecting some weight variations, while a softer pillow was not enough to protect the device. The sensors were wired to a custom designed printed circuit board (PCB) input containing a simple voltage divider and a operational amplifier in non amplifying buffer configuration for each sensor, as shown in Figure 2.

![Figure 1. Measuring device installed on a chair. The device has bilateral symmetry. All linear dimensions in mm.](image)

- The microcontroller unit (MCU): The custom PCB output was wired to the Analog-to-Digital Converter (ADC) entry-pins of a NUCLEO-F411RE STM32 Nucleo-64 develop-
ment board, and a proper firmware was developed for gathering, handling and then sending this data via Bluetooth to a PC host. This board contains a STM32F411RE ARM Cortex-M4 core manufactured by ST®, which offers one 12-bit ADC with up to 16 channels. In addition, although this has not been implemented yet, this MCU was chosen because of the easy ANN integration capabilities the manufacturer offers, so in the future the device itself could do the posture classification on board in real time with no need of external computing. This has proven to be better in terms of fast response, enhanced portability, and energy saving by previous studies [43,45]. A Bluetooth Low Energy (BLE) expansion board was also attached to the NUCLEO-F411RE for communication purposes. Using the BLE protocol means less power consumption is needed, so a future revision of the device could run on batteries for a long time.

![Figure 2. FSR connection to the MCU ADC input (the same for each sensor).](image)

- The personal computer (PC) application: A user-friendly interface was designed to show measurements from the sensors and logging the data for further use. The application was developed in javascript and using the node.js and vue.js frameworks, as well as a heat map graphic representation library. The application is run through the browser and it guides the user for obtaining data for each different posture. It also uses promise-based calls both to request MCU pairing and to request sensor values, using the BLE protocol. A heat-map type representation was used to visualize the changes in the sensors in real time, as shown in Figure 3.

![Figure 3. Screenshot of the PC application while a participant was using the seat. Captions in Spanish are displayed to the user for guidance.](image)
3.2. Dataset

As indicated before, a dataset was developed in order to train and evaluate the ANN which classifies the different postures. For this purpose, the considered positions were recorded from different participants using the developed device.

The dataset developed for this work is attached as a Supplementary Material associated with this work in order that it can be used in subsequent research by the scientific community.

In this section, the users who have been involved in the data collection and the postures taken by each of them are detailed, as well as the process carried out to register the different postures.

3.2.1. Considered Postures and Participants

The standard way to sit in a chair with a backrest, widely recognized as the correct posture, is in an upright position with the buttocks occupying the seat from the rear, so that the back is correctly rested on the backrest. By following this practice, the time that can be spent in a sedentary position without injury is longer. Other positions taken while sitting over a long period of time are more inadequate and should be avoided.

In this study, six inadequate usual postures together with the upright one were considered to be classified. These seven positions were also analyzed in related works [38,42], covering the most common habits when sitting. Specifically, the postures considered in this study are based on those carried out in [37], whose supplementary material contains schematized illustration of these postures. Table 1 summarizes the description for each considered posture. It should be noted that during the recording of the activities, the participants were not provided illustrations of the postures to be carried out, but rather the postures were described with the phrases indicated in the table. This was done to avoid a misinterpretation by the participant in key aspects of each posture and not to condition what was observed in the images, and thus it recorded more realistic postures.

Table 1. List of recorded postures.

| # Posture | Description |
|-----------|-------------|
| Posture 1 | In an upright posture, with the back supported by the chair’s backrest and the buttocks placed at the back of the seat. |
| Posture 2 | In a reclined position, with only the upper part of the back resting on the back of the chair and the buttocks resting on the front part of the seat. |
| Posture 3 | With the torso bent forward, elbows resting on the legs, back completely separated from the backrest. |
| Posture 4 | With the torso inclined laterally to the right, armrest supporting part of the weight. |
| Posture 5 | With the torso inclined laterally to the left, armrest supporting part of the weight. |
| Posture 6 | In an upright posture, similar to posture 1, but with the right leg crossed over the left. |
| Posture 7 | In an upright posture, similar to posture 1, but with the left leg crossed over the right. |

The postures were performed by 12 volunteers. The participants were 8 males and 4 females aged between 19 and 50, with heights between 1.58 and 1.92 m and weights between 45 and 117 kg. They were informed about the postures to be carried out, and records were acquired without prior training.
3.2.2. Acquisition Process

For the registration of all the positions considered, a chair with a back and armrests was used. We asked each participant to perform two repetitions for each pose for approximately 15 s, so that when a repetition of each position considered had been recorded, a second iteration was carried out to collect the second repetitions. During the recording of each posture, the system collected the values sensed by the device. Each sample obtained corresponds to the values of the FSRs. Approximately 120 samples were obtained for each repetition, which means a sampling frequency of about 8 Hz. A JavaScript Object Notation (json) file with the data collected was generated for each log.

3.3. ANN-Based Machine Learning Classifier

In this work, an ANN model was used to classify the aforementioned seven postures. Several models were trained and tested with the dataset in order to establish the best neural network configuration based on the number of hidden layers as well as the number of neurons for each of them (see Figure 4).

Six neurons, which receive the output obtained for each of the system’s sensors, were set in the input layer. Different experiments were carried out with models having between one and four hidden layers, each of them with 8, 16, 32, 64, 128, 256, and 512 neurons. Finally, the last layer was connected to a Softmax decision layer of seven neurons which predicts the corresponding class. For designing, training, and validating the model, both TensorFlow (https://www.tensorflow.org (accessed on 28 July 2021)) and Keras (https://keras.io (accessed on 28 July 2021)) were used.

![Diagram of the different ANN architectures analyzed in this study.](image)

Figure 4. Diagram of the different ANN architectures analyzed in this study.
3.4. Evaluation Metrics

The effectiveness of the classification system was measured using different and well-known metrics: accuracy, sensitivity (also known as recall), specificity, precision, and F1-score [46]. Those metrics are presented in the next equations:

\[
\text{accuracy} = \sum_c \frac{TP_c + TN_c}{TP_c + TN_c + FP_c + FN_c}, c \in \text{classes} \tag{1}
\]

\[
\text{sensitivity} = \sum_c \frac{TP_c}{TP_c + FN_c}, c \in \text{classes} \tag{2}
\]

\[
\text{specificity} = \sum_c \frac{TN_c}{TN_c + FP_c}, c \in \text{classes} \tag{3}
\]

\[
\text{precision} = \sum_c \frac{TP_c}{TP_c + FP_c}, c \in \text{classes} \tag{4}
\]

\[
F1\text{score} = 2 \cdot \frac{\text{precision} \cdot \text{sensitivity}}{\text{precision} + \text{sensitivity}} \tag{5}
\]

where \text{classes} set includes the seven sitting postures considered in this study; \text{TP} means True Positive, that is, the number of cases that belong to this class and are correctly classified; \text{FP} refers to False Positive, which means the number of cases that do not correspond to this class but are incorrectly classified as belonging to this class; \text{TN} means True Negative, consisting in the number of cases that do not belong to this class and have not been classified as it; and finally \text{FN} refers to False Negatives, which means the number of cases that belong to this class but are incorrectly classified as belonging to other class. With regards to those metrics:

- Accuracy is the proportion of \text{TP} and \text{TN} in all evaluated cases (see Equation (1)).
- Sensitivity (Recall) refers to the proportion of \text{TP} in all the cases that belong to this class (see Equation (2)).
- Specificity is the proportion of \text{TN} in all cases that do not belong to this class (see Equation (3)).
- Precision refers to the proportion of \text{TP} in all cases that have been classified as it (see Equation (4)).
- F1 score considers both the precision and the sensitivity (recall) of the test to compute the score. It is the harmonic mean of both parameters (see Equation (5)).

The mean Area Under Receiver Operating Characteristic (ROC) Curve (AUC) was also calculated. The ROC curve shows the diagnostic ability of a binary classifier system as its discrimination threshold is varied. The AUC is a commonly used metric that measures the area that is under the ROC curve, where an area of 1 represents a perfect test. As the idea for the ROC curve is to carry out a pairwise comparison between two classes, and, since this study consists of seven different classes, the one-versus-all strategy was applied, where the ROC curve for a specific class was calculated against the rest of the classes.

4. Results and Discussion

4.1. Data Processing

After the data was obtained following the acquisition protocol described in Section 3.2.2, the dataset was created. A preprocessing step was applied to the original data in order to reduce the large samples’ variability and therefore improve the quality of the dataset. As the sampling frequency established in the acquisition process was relatively high (eight samples per second approximately), spikes may appear in the sample collection of some of the sensors’ output, which could add noise to the dataset. For this reason, the moving average filter was used for calculating the averages for each continuous five samples of the full dataset, thus, reducing extreme outliers that may prevent the network from adjusting correctly. After that, the preprocessed data was normalized so that all values
were within the range of 0 and 1. This normalization speeds up the learning phase and leads to a faster convergence.

The network was trained using approximately 85% of the dataset, while the 15% was used to validate the system and measure how good it was when analyzing new unseen samples. The training and validation split was made per user so that each of the participants was involved only in one set. Therefore, ten participants were considered for the training phase while the remaining two were left for the validation step.

Figure 5 shows the data distribution for the seven classes considered. Y axis represents the range of values that the sensors’ output could take (from 0 to 5000), while X axis corresponds to the samples obtained over the recording time. In order to observe the general tendency of the sensor’s output distribution for each class, the average for each posture was calculated over all the participants. As it can be observed, for class 1 (posture 1), the sensors’ output remain in the same range of values, from 4000 to 4500 approximately, which is reasonable as the weight of the user is mostly equally distributed between all the sensors. This fact also occurs in posture 3, where the user sits in a similar way comparing to posture 1, with the main difference being that the torso is bent forward. In class 2 (the user sits in a reclined position), sensors 1 and 2, which are located in the two positions closest to the chair’s backrest (Figure 1), recorded lower values than the rest. The data pattern shown for classes 4 and 5, which both correspond to a posture where the user’s torso is inclined laterally to the right (posture 4) or left (posture 5), is reasonable for class 4 but not expected for class 5. Instead of showing similar but mirrored values of the sensors, whether the torso of the participant is inclined to the left or right side, the weight distribution changes in a notorious way for each side. Classes 6 and 7, in which the user has an upright posture with the right or left leg over the opposite one (postures 6 or 7, respectively), present a sensor whose output is clearly lower than the others: sensor 3 in the case of posture 6 and sensor 4 in the case of posture 7, which are placed under the leg that is raised (Figure 1).

4.2. Classification Results

Table 2 summarizes the results obtained in terms of accuracy for the different experiments that were carried out using the aforementioned dataset with different ANN architectures. In order to provide robust results, the accuracy of a specific model was obtained by calculating the maximum over the resultant accuracies after training and evaluating the model five times. As it can be seen from this table, the model that achieved the best result consists of 2 hidden layers of 128 neurons each. This model obtained 81.00% accuracy in this experiment.

After this experiment, the best model was analyzed in detail in order to provide a deeper evaluation with the metrics presented in Section 3.4. The model achieved 96.40% specificity, 82.14% precision, 80.96% sensitivity, 80.24% F1 score, and 0.9672 AUC. In these results, the high value of specificity stands out, which denotes that the model has an overall high effectiveness at discarding classes to which a certain sample does not belong. The AUC is also high, which denotes a high reliability in the classification of the samples, in terms of probability. Figure 6 shows the confusion matrix for this model, where the whole test set (3369 samples from two users) was used. The X axis corresponds to the actual class (ground truth), and the Y axis represents the predictions performed by the model. In this regard, the last column for a specific ground truth class shows the sensitivity of the model for that class (using a one vs all approach), which is highlighted in green. In the same way, the last row for a specific predicted class presents its precision. The last cell in the major diagonal of the confusion matrix includes the overall accuracy obtained in the experiment.
Figure 5. Data distribution distinguishing between the output of the six sensors for each class calculated on average for all the involved participants. These classes represent the seven postures considered for this work described in Table 1. Y axis represents the range of values that the sensors’ output could take, while X axis corresponds to the samples obtained over the recording time.

Table 2. Accuracy results obtained on the different experiments that were performed. Several ANN models were evaluated, exploring different number of hidden layers (HL) and neurons per layer for each case, in order to search for the optimal configuration. The best result (highlighted in bold) is obtained for 2 HLs with 128 neurons per layer.
When analyzing the confusion matrix, it can be seen that posture 1 is the class with lowest sensitivity among the seven different postures considered in this work. The ANN model predicts almost half of the samples corresponding to posture 1 as posture 3, which dramatically reduces the overall accuracy. This could be caused by the fact that, after analyzing the data distribution for the seven classes considered shown in Figure 5, there is a similar pattern in the signals obtained from the force sensors between these two classes. As it was presented in Table 1, these two postures are very similar from the point of view of the force sensors and the seat (the weight of the user is mostly equally distributed between all the sensors). In the study [38], the authors considered combining these two postures in a single class, justifying this solution on the basis that the participants do not usually take the reclined posture.

Regarding other related works, in [38] the effectiveness reached is higher than our solution in this study. However, the complexity of the device used is remarkable due to the large number of sensors that the device has, increasing the costs of the classifier system. Additionally, as mentioned before, this study began by classifying seven classes of postures but finally combined the two most difficult postures to distinguish into a single class. We observed this same disadvantage in studies performed by Wang et al. [40] and
Licciardo et al. [39], where the number of sensors used were 56 and 181 respectively and large Deep Learning models were used as classifier. The number of sensors is substantially reduced, as can be seen in [37]. This study also revealed that only using the sensor from the seat pan, the accuracy obtained was reduced by 9%. The results presented in our study suggest that a smaller number of sensors located on the seat may be sufficient to classify the postures considered. Another aspect to take into account in [37] is, although the number of users involved in the samples collection process was higher, the time established for each collection was approximately 5 s. The sampling frequency was high, but the posture disturbance times are too slow to consider that changes can be perceived in 5 s. However, the results obtained suggest that the use of a force sensor on the backrest or the integration of an IMU in the device can improve the effectiveness without a high increase in costs.

4.3. Limitations of the Study

The developed ANN-based system is able to classify different sitting postures by means of six force sensors that are equally distributed in the surface of a seat. However, as in any other research study, this work presents some limitations which are discussed below.

The size of the dataset in terms of the number of participants involved in this study (12 users) has demonstrated that promising results for posture classification can be achieved after training and testing the best ANN model (81.00% accuracy for seven classes) presented in the previous section. Nevertheless, the data acquisition process must be continued in order to obtain a larger dataset. In that case, the variability of the samples would be greater, which means that the network would have a wider range of different data to train with. Hence, a more robust and stable system could be developed.

4.4. Future Works

All the detected limitations led us to rethink some aspects of this study that could have been done in a better way and that certainly would have improved the results. We believe that posture classification could be much accurate if one more sensor is introduced at the backrest of the chair, so postures 1 and 3 could be indistinguishably recognized as themselves by doing so. This sensor could be small and could even give binary response, for easier computation and for keeping the simplicity of the design. Weight, height, and even handedness of the user could be used as system inputs for calibrating the device and improving the results. Signal processing could also be improved by using an enhanced electronic input circuit: using a Wheatstone bridge would be more appropriate for measuring changes on a variable resistor than the voltage divider configuration, and it would probably increase the precision and reduce the noise. Exploring the possibility of new sensors with wider range could also be beneficial to the system. Speaking of digital processing, the MCU could also do some on-board filtering before sending the measures so the classification could be easier and faster. Although not implemented yet, if we look at other ANN implementations on MCUs which have been done successfully [43,45], real time classification with no need of an external computer could be done in the device at very low energy consumption.

With all that in mind, the ultimate goal would be to develop a final working device, fully enclosed, wireless, battery operated, and independent that could do all steps in the device itself: data acquiring, data processing, posture classification, and user notification. Further research must be previously done on how and when the user should be notified about his sitting behavior to positively impact his postural health.

5. Conclusions

In this work, a sitting posture detector system is presented. The classifier algorithm consists of a Machine Learning ANN architecture. The obtained results reveal that the most effective model consisted of two hidden layers and 128 neurons per layer. Based on previous studies, we can consider that the complexity of this model is low enough to be integrated into embedded systems and to be executed in real time.
As far as we know, the system developed is the one with the least number of sensors, with an effectiveness of 81% classifying seven different positions. The results reveal that the system has limitations to distinguish between an upright position and one with the back not resting on the backrest. This fact has also been identified in studies when sensors placed on the back were not used. As a consequence, we consider it necessary to incorporate one or more sensors in the backrest to achieve higher levels of effectiveness.

Due to restrictions derived from the global pandemic situation, a small group of participants was recruited to register sitting postures. For future versions this dataset needs to be expanded with a larger number of participants and repetitions.
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The following abbreviations are used in this manuscript:

- ADC Analog-to-Digital Converter
- ANN Artificial Neural Network
- AUC Area Under Curve
- BLE Bluetooth Low Energy
- FN False Negative
- FP False Positive
- FSR Force Sensitive Resistors
- HL Hidden Layers
- IoT Internet of Things
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