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In this paper, we establish existence and uniqueness results for a boundary value problem consisting by a nonlinear fractional $q$-difference equation subject to a new type of boundary condition, combining the fractional Hadamard and quantum integrals. Our analysis is based on Banach’s fixed point theorem, a fixed point theorem for nonlinear contractions, Krasnosel’ski’s fixed point theorem, and Leray-Schauder nonlinear alternative. Examples are given to illustrate our results.

1. Introduction

The aim of this paper is to investigate the existence and uniqueness of solutions for a nonlinear fractional $q$-difference equation subject to fractional Hadamard and quantum integral condition of the form:

$$
\begin{align*}
D^\alpha_q x(t) &= f(t, x(t)), \quad 1 < \alpha \leq 2, \quad t \in (0, T), \\
x(0) &= 0, \quad \sum_{i=1}^{n} \gamma_i \int_{p_i}^{q_i} x(\xi_i) d_{q_i}^\beta_j J^\sigma_j x(\eta_j),
\end{align*}
$$

where $D^\alpha_q$ is the fractional $q$-derivative of order $\alpha$, with a quantum number $q \in (0, 1)$, $f : [0, T] \times \mathbb{R} \to \mathbb{R}$ is a nonlinear continuous function, $I^\mu_{p_i}$ denotes the fractional quantum integral of order $\mu_i > 0$, with quantum number $0 < p_i < 1$, $J^\sigma_j$ is the Hadamard fractional integral of order $\sigma_j > 0$, $\gamma_i$ and $\beta_j$ are given constants, and $\xi_i$, $\eta_j \in (0, T)$ are fixed points, for $i = 1, \ldots, n$ and $j = 1, \ldots, m$.

The subject of fractional differential equations has recently evolved into an interesting subject for many researchers due to its multiple applications in economics, engineering, physics, chemistry, signal analysis, etc. Various types of fractional derivative and integral operator were studied: Riemann-Liouville, conformable fractional integral operators, Caputo, Hadamard, Erdelyi-Kober, Grünwald-Letnikov, Marchaud, and Riesz are just a few to name. The Hadamard-type fractional derivative differs from the preceding ones in the sense that the kernel of the integral and derivative contain logarithmic function of arbitrary exponent. Details and properties of Hadamard fractional derivatives and integrals can be found in Kilbas et al. [1]. Recently, there were some results on Hadamard-type
fractional differential equations, see [2–11] and references cited therein.

Nonlinear fractional $q$-difference equations appear in the mathematical modeling of many phenomena in engineering and science and have attracted much attention by many researchers, see for example [12–21] and references therein.

In the present paper, the novelty lies in the fact that we combine in boundary conditions both Hadamard and quantum integrals. To the best of our knowledge, this type of boundary condition appears for the first time in the literature. It is important to notice that we are combining in our work, fractional calculus, and quantum calculus. The key tool for this combination is the Property 2.25 of [1].

Some special cases of the second condition of (1) can be seen by reducing $m = n = 1$ as

\[
\gamma_1 \int_{(\mu_1, \sigma_1)} (\xi_1 - s)^{\mu_1 - 1} x(s) ds
\]

which is a variety used in physical boundary value problems.

We establish existence and uniqueness results by using standard fixed point theorems. We prove two existence and uniqueness results with the help of the Banach contraction mapping principle and a fixed point theorem on nonlinear contractions due to Boyd and Wong. Moreover, we prove two existence results, one via Leray-Schauder nonlinear alternative and another one via Krasnoselski’s fixed point theorem.

The paper is organized as follows: in Section 2, we recall some preliminary facts that we need in the sequel. In Section 3, we prove our main results. Some examples to illustrate our results are presented in Section 4.

2. Preliminaries

To present the preliminary, we suggest the basic quantum calculus in the book of Kac and Cheung [22], fractional quantum calculus in [23–25], and the Hadamard fractional calculus in [1]. Let a fixed constant $q \in (0, 1)$ be a quantum number. The $q$-number is defined by

\[
[a]_q = \frac{1 - q^a}{1 - q}, \quad a \in \mathbb{R}. \tag{5}
\]

For example, $[3]_q = 1 + q + q^2$. The $q$-power function for any $a, b \in \mathbb{R}, a \neq 0$, is defined as

\[
(a - b)^{(\gamma)}_q = a^\gamma \prod_{n=0}^{\infty} \frac{1 - (b/a)q^n}{1 - (b/a)q^{n+\gamma}}. \tag{6}
\]

If $y = k \in \mathbb{N}_0 = \{0, 1, 2, \cdots\}$, then $(a - b)^{(k)}_q = \prod_{i=0}^{k-1} (a - b \ q^i)$ and $(a - b)^{(0)}_q = 1$. For example, $(a - b)^{(3)}_q = (a - b)(a - q \ b)(a - q^2 \ b)$. The notation of $q$-power function is appeared in kernels of fractional $q$-calculus as Definitions 1 and 2. Now, the $q$-gamma function $\Gamma_q(t)$ is defined by

\[
\Gamma_q(t) = \frac{(1 - q)^{(t-1)}_q}{(1 - q)^{t-1}_q}, \quad \text{for } t \in \mathbb{R} \setminus \{0, -1, -2, \cdots\}. \tag{7}
\]

Now, we observe that $\Gamma_q(t + 1) = [t]_q \Gamma_q(t)$. Next, we discuss about the $q$-derivative of a function $f : [0, \infty) \rightarrow \mathbb{R}$ which is defined by

\[
D_q f(t) = \frac{f(t) - f(q^k t)}{(1 - q)^k t}, \quad t \neq 0, \quad D_q f(0) = \lim_{t \to 0} D_q f(t). \tag{8}
\]

If $f'(t)$ exists, then $\lim_{k \to 1} D_q f(t) = f'(t)$. The $q$-integral formula can be presented as

\[
(I_q f)(t) = \int_0^t f(s) q^s ds = t(1 - q) \sum_{n=0}^{\infty} q^n f(tq^n), \quad t \in [0, \infty). \tag{9}
\]

The higher order of $q$-derivative and $q$-integral operators is

\[
\left(D_q^{k} h\right)(t) = D_q \left(D_q^{k-1} f\right)(t) \quad \text{and} \quad \left(I_q^{k} h\right)(t) = I_q \left(I_q^{k-1} f\right)(t), \quad k \in \mathbb{N}, \tag{10}
\]

with $(D_q f)(t) = f(t)$ and $(I_q^{0} f)(t) = f(t)$. Next, the fundamental theorem of calculus for operators $D_q$ and $I_q$ can be stated as formulas

\[
(D_q I_q f)(t) = f(t), \tag{11}
\]

and if $f$ is continuous at the point $t = 0$, then

\[
(I_q D_q f)(t) = f(t) - f(0). \tag{12}
\]
Let us give the definitions of fractional quantum calculus of the Riemann-Liouville type fractional derivative and also integral operators.

**Definition 1** [24]. Let a constant \( \alpha \geq 0 \) and \( f \) be the function on \([0, \infty)\). The Riemann-Liouville fractional \( q \)-integral of \( f \) order \( \alpha \) is defined by

\[
\left( I^\alpha_q f(t) \right) (t) = \frac{1}{\Gamma_q(\alpha)} \int_0^t (t - qs)_{(\alpha-1)} f(s) \, ds, \quad \alpha > 0, \quad t \in (0, \infty),
\]

and \( (I^\alpha_q f)(t) = f(t) \).

**Definition 2** [24]. The Riemann-Liouville fractional \( q \)-derivative of order \( \alpha \geq 0 \) of a function \( f : [0, \infty) \to \mathbb{R} \) is given by

\[
\left( D^\alpha_q f(t) \right) (t) = \frac{1}{\Gamma_q(n - \alpha)} \frac{d^n}{dt^n} \left( \int_0^t (t - qs)_{(n-\alpha)} f(s) \, ds \right), \quad \alpha > 0,
\]

and \( (D^\alpha_q f)(t) = f(t) \), where \( n \) is the smallest integer greater than or equal to \( \alpha \).

Now, for \( t, s > 0 \), the \( q \)-beta function is presented by

\[
B_q(t, s) = \int_0^1 u^{(r-1)} (1 - qu)^{(r-1)} \, du,
\]

which is related to the \( q \)-gamma function by

\[
B_q(t, s) = \frac{\Gamma_q(t) \Gamma_q(s)}{\Gamma_q(t + s)}.
\]

The fundamental formulas for fractional quantum calculus are in the following lemma.

**Lemma 3** [24, 26]. Let \( \alpha, \beta > 0 \), \( n \) be a positive integer and \( f \) be a function defined in \([0, \infty)\). Then, the following formulas hold

\[
\left( I^\alpha_q I^\beta_q f(t) \right) (t) = \left( I^{\alpha + \beta}_q f(t) \right) (t),
\]

\[
\left( D^\alpha_q D^\beta_q f(t) \right) = f(t),
\]

\[
\left( I^\alpha_q D^\beta_q f(t) \right) = \left( I^{\alpha + \beta}_q f(t) \right) - \sum_{k=0}^{n-1} \frac{t^{\beta - n + k}}{\Gamma_q(\beta + k - n + 1)} \left( D^k_q f \right) (0),
\]

The fractional \( q \)-integration of the two deferent quantum numbers is given by lemma.

**Lemma 4** [27]. Let constants \( \alpha, \beta > 0 \) and \( 0 < p, q < 1 \) be quantum numbers. Then, for \( \eta \in \mathbb{R} \), we have

\[
I^\alpha_{p, q} I^\beta_{p, q} f(t) = \frac{\Gamma_q(\beta + 1)}{\Gamma_q(\alpha + \beta + 1) \Gamma_q(\beta + 1)} \eta^{\alpha + \beta} f(t).
\]

The Hadamard fractional calculus is the subject of fractional derivative and integral which have logarithm kernels inside the singular integral formulas as in the definitions.

**Definition 5** [1]. The Hadamard derivative of fractional order \( \alpha \) for a function \( f : [0, \infty) \to \mathbb{R} \) is defined as

\[
H D^\alpha f(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d^n}{dt^n} \right) \int_0^t \left( \log \frac{t}{s} \right)^{n-\alpha-1} f(s) \, ds, n = \lfloor \alpha \rfloor + 1,
\]

where the notation \( \lfloor \alpha \rfloor \) denotes the integer part of the real number \( \alpha \), \( \log (\cdot) = \log_q (\cdot) \), and \( \Gamma \) is the usual Gamma function.

**Definition 6** [1]. The Hadamard fractional integral of order \( \alpha \) for a function \( f : [0, \infty) \to \mathbb{R} \) is defined by

\[
I^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \left( \log \frac{t}{s} \right)^{\alpha-1} f(s) \, ds, \alpha > 0,
\]

provided the integral in right hand side exists.

The key tool for combining the two type of fractional calculus in our work is the following lemma.

**Lemma 7** ([1], Property 2.25). Let \( \alpha > 0 \) and \( \beta > 0 \). The following formulas hold

\[
I^\alpha f \beta = \beta^{-\alpha} t^\beta \text{ and } H D^\alpha t^\beta = \beta^\alpha t^\beta.
\]

To accomplish our main purpose, we will use the fixed point theory for considering an operator equation \( x = c \cdot x \). For finding the operator \( c \), let us see the following lemma.

**Lemma 8.** Suppose that the points \( \xi_i, \eta_i \in [0, T] \) and the constant

\[
\Omega = \sum_{i=1}^{n} \sum_{j=1}^{m} \frac{\beta_i (\alpha - 1)}{\Gamma_p(\alpha + \mu_i)} - \sum_{j=1}^{m} \beta_j (\alpha - 1) - \gamma_j \eta_j^{\alpha - 1} + 0,
\]

where \( \alpha, \mu_i, p_i, \gamma_i, \sigma_i, \beta_i \) \( i = 1, \ldots, n \), and \( j = 1, \ldots, m \) are defined in problem (1). Then, the linear fractional \( q \)-difference equation

\[
D^\alpha_q x(t) = h(t), 0 < t < T,
\]
where \( h : [0, T] \longrightarrow \mathbb{R} \), and subject to mixed fractional integrals of Hadamard and quantum boundary conditions

\[
x(0) = 0, \sum_{i=1}^{\xi_n} y_i I_{p_i}^{\nu_i} x(\xi_i) = \sum_{i=1}^{\mu_i} \beta_i J_{\sigma_i}^{\nu_i} x(\eta_i)
\]

(24)

is equivalent to the linear integral equation

\[
x(t) = \frac{1}{\Omega} \left[ \sum_{i=1}^{m} t^{\alpha_i - 1} \beta_i J_{\sigma_i}^{\nu_i} \Gamma_{p_i}^{\alpha_i + \mu_i} h(\eta_i) - \sum_{i=1}^{n} t^{\alpha_i - 1} y_i I_{p_i}^{\nu_i} h(\xi_i) \right]
+n I_{q_i}^{\alpha_i} h(t).
\]

(25)

Proof. Since \( \alpha \in (1, 2] \), then (23) can be written as

\[
D_q^{2-\alpha} x(t) = h(t), \quad 0 < t < T.
\]

(26)

Applying the fractional \( q \)-integral of order \( \alpha \) and using Lemma 3, we obtain

\[
I_q^{\alpha} D_q^{2-\alpha} x(t) = D_q^{2-\alpha} I_q^{\alpha} x(t) - k_1 t^{\alpha-1} - k_2 t^{\alpha-2} = x(t) - k_1 t^{\alpha-1} - k_2 t^{\alpha-2} = I_q^{\alpha} h(t),
\]

which yields

\[
x(t) = k_1 t^{\alpha-1} + k_2 t^{\alpha-2} + I_q^{\alpha} h(t),
\]

(28)

where \( k_1, k_2 \in \mathbb{R} \). The first boundary condition of (24) implies that \( k_2 = 0 \). Then, (28) is reduced to

\[
x(t) = k_1 t^{\alpha-1} + I_q^{\alpha} h(t).
\]

(29)

Now, we apply the fractional quantum integral of Riemann-Liouville of order \( \mu_i \) with quantum number \( p_i \) to (29) as

\[
I_{p_i}^{\mu_i} x(t) = k_1 I_{p_i}^{\mu_i} (\alpha - 1)^{-\alpha} t^{\alpha-1} + I_q^{\alpha} I_{p_i}^{\mu_i} h(t).
\]

(30)

Using Lemma 7 for taking the Hadamard fractional integral of order \( \sigma_j \) to (29), we get

\[
J_{\sigma_j}^{\nu_j} x(t) = k_1 (\alpha - 1)^{-\sigma_j} t^{\alpha-1} + J_q^{\alpha} I_{p_i}^{\mu_i} h(t).
\]

(31)

From the second boundary condition of (24) and above two equations, it follows that

\[
k_1 \sum_{j=1}^{n} y_j \frac{I_{p_i}^{\mu_i} (\xi_j)^{\alpha_i + \mu_i}}{I_{p_i}^{\mu_i} (\alpha + \mu_i)} + \sum_{i=1}^{n} \beta_i J_{\sigma_i}^{\nu_i} I_{p_i}^{\mu_i} h(\eta_i)
= k_1 \sum_{j=1}^{n} \beta_j (\alpha - 1)^{-\sigma_j} t^{\alpha-1} + \sum_{j=1}^{n} \beta_j J_{\sigma_j}^{\nu_j} I_{q_i}^{\alpha_i} h(\eta_j),
\]

and consequently

\[
k_1 = \frac{1}{\Omega} \left[ \sum_{j=1}^{m} \beta_j J_{\sigma_j}^{\nu_j} I_{q_i}^{\alpha_i} h(\eta_j) - \sum_{j=1}^{n} \gamma_j I_{p_i}^{\nu_i} h(\xi_j) \right],
\]

(33)

where the nonzero constant \( \Omega \) is defined by (22). Substituting the constant \( k_1 \) in (29), then, we obtain (25), which is the solution of BVP (23) and (24). The converse can be obtained by a direct computation. The proof is completed.

3. Main Results

At first, we denote by \( \mathcal{E} = C([0, T], \mathbb{R}) \) the Banach space of all continuous functions from \([0, T]\) to \( \mathbb{R} \) endowed with the sup norm as \( ||x|| = \sup \{ |x(t)|, t \in [0, T] \} \). In view of Lemma 8 and replacing the function \( h \) by \( f(t, x(t)) \), we define the operator \( \mathcal{Q} : \mathcal{E} \longrightarrow \mathcal{E} \) by

\[
\mathcal{Q} x(t) = \frac{t^{\alpha_i - 1}}{\Omega} \left[ \sum_{i=1}^{m} \beta_i J_{\sigma_i}^{\nu_i} I_{q_i}^{\alpha_i} f(x(\eta_i)) - \sum_{i=1}^{n} \gamma_i I_{p_i}^{\nu_i} I_{q_i}^{\alpha_i} f(x(\xi_i)) \right]
+n I_{q_i}^{\alpha_i} f(x(t)),
\]

(34)

where \( I_{q_i}^{\alpha_i} f(x) \) is denoted by

\[
I_{q_i}^{\alpha_i} f(x) = \frac{1}{T_q(\alpha)} \int_{0}^{\rho} (v - qs)^{\alpha_i - 1} f(s, x(s)) \, ds,
\]

(35)

while \( J_{\sigma_j}^{\nu_j} f(x(\eta_j)) \) and \( I_{p_i}^{\nu_i} I_{q_i}^{\alpha_i} f(x(\xi_i)) \) are the Hadamard and quantum fractional integrals of a function \( g \) as

\[
J_{\sigma_j}^{\nu_j} f(x(\eta_j)) = \frac{1}{T(\sigma_j)} \int_{0}^{\rho} \left( \log \frac{\eta_j}{s} \right)^{\sigma_j - 1} g(s) \, ds,
\]

(36)

\[
I_{p_i}^{\nu_i} I_{q_i}^{\alpha_i} f(x(\xi_i)) = \frac{1}{T(\mu_i)} \int_{0}^{\rho} (\xi_i - p_i s)^{\mu_i - 1} g(s) \, ds,
\]

respectively. Now, we are going to prove the main results which are the existence criteria of solution for nonlocal mixed fractional integrals boundary value problem (1). The first, an existence and uniqueness result for (1), is given by using Banach’s fixed point theorem.

Theorem 9. Let \( f : [0, T] \times \mathbb{R} \longrightarrow \mathbb{R} \) be a nonlinear continuous function satisfying the assumption

\[
(H_i) \quad \text{There exists a positive constant } L \text{ such that } |f(t, x)| \leq L|x - y| \text{, for each } t \in [0, T] \text{ and } x, y \in \mathbb{R}.
\]

If

\[
L\Phi < 1,
\]

(37)
where $\Phi$ is given by

$$
\Phi = \frac{T^n}{\Gamma_q(\alpha + 1)} \left[ \frac{1}{T|\Omega|} \sum_{j=1}^{m} \beta_j |x^{\sigma_j} f_x|_{\eta_j} \right. + \left. \frac{1}{T|\Omega|} \sum_{i=1}^{n} \gamma_i \frac{\Gamma_p(\alpha + 1)}{\Gamma_p(\alpha + \mu_i + 1)} |\xi_i|^{\alpha+i} + 1 \right],
$$

(38)

then the boundary value problem (1) has a unique solution on $[0, T]$.

**Proof.** The result allows for the operator equation $x = Gx$, where the operator $G$ is defined by (34). The Banach fixed point theorem is used to show that $G$ has a fixed point which is the unique solution of problem (1). Since the function $f$ is continuous, then, we can set $\sup_{t\in[0,T]} |f(t)| = M < \infty$. After that, we define the radius $r$ satisfying

$$
r \geq \frac{\Phi M}{1 - \Phi L}
$$

(39)
of a ball $B_r = \{x \in C : \|x\| \leq r\}$. For any $x \in B_r$, we see that

$$
|Gx(t)| \leq \sup_{t\in[0,T]} \frac{T^{n-1}}{|\Omega|} \sum_{j=1}^{m} \beta_j |f^{\sigma_j} f_x|_{\eta_j} (\eta_j)
$$

+ \frac{T^{n-1}}{|\Omega|} \sum_{i=1}^{n} \gamma_i \left| \frac{\Gamma_p(\alpha + 1)}{\Gamma_p(\alpha + \mu_i + 1)} |\xi_i|^{\alpha+i} + 1 \right| (t)
$$

$$
\leq \frac{T^{n-1}}{|\Omega|} \sum_{j=1}^{m} \beta_j |f^{\sigma_j} f_x|_{\eta_j} (\eta_j)
$$

+ \frac{T^{n-1}}{|\Omega|} \sum_{i=1}^{n} \gamma_i \left| \frac{\Gamma_p(\alpha + 1)}{\Gamma_p(\alpha + \mu_i + 1)} |\xi_i|^{\alpha+i} + 1 \right| (t)
$$

(40)

in which we used the following fact:

$$
|f_x - f_0| + |f_0| = |f(v, x(v)) - f(v, 0)| + |f(v, 0)| \leq L|x| + M \leq Lr + M,
$$

(41)

where $v \in \{T, \xi_i, \eta_j\}$. By applying Lemmas 4 and 2.3, we have

$$
\frac{T^{n+1}}{|\Omega|} \sum_{j=1}^{m} \beta_j \frac{\Gamma(p \alpha + 1)}{\Gamma(p \alpha + \mu + 1) \Gamma(p \alpha + \mu_j + 1)} |\xi_j|^{\alpha_\mu_j + 1},
$$

$$
\frac{T^{n+1}}{|\Omega|} \sum_{j=1}^{m} \beta_j \frac{\Gamma(p \alpha + 1)}{\Gamma(p \alpha + \mu + 1) \Gamma(p \alpha + \mu_j + 1)} |\xi_j|^{\alpha_\mu_j + 1} = (Lr + M) \Phi \leq r.
$$

(43)

From this, we conclude that $\|Gx\| \leq r$ which yields $GB_r \subset B_r$.

Next, we will prove that the operator $G$ is a contraction. Let $x, y \in B_r$, and for each $t \in [0, T]$, then, we have

$$
|Gx(t) - G\gamma(t)| \leq \frac{T^{n-1}}{|\Omega|} \sum_{j=1}^{m} \beta_j |f^{\sigma_j} f_x|_{\eta_j} (\eta_j) + \frac{T^{n-1}}{|\Omega|} \sum_{i=1}^{n} \gamma_i \left| \frac{\Gamma_p(\alpha + 1)}{\Gamma_p(\alpha + \mu_i + 1)} |\xi_i|^{\alpha+i} + 1 \right| (t)
$$

$$
\leq \frac{T^{n-1}}{|\Omega|} \sum_{i=1}^{n} \gamma_i \left| \frac{\Gamma_p(\alpha + 1)}{\Gamma_p(\alpha + \mu_i + 1)} |\xi_i|^{\alpha+i} + 1 \right| (t)
$$

$$
\cdot L|x - y| = L\Phi \|x - y\|.
$$

(44)

Hence, we get the result that $\|Gx - G\gamma\| \leq L\Phi \|x - y\|$. As $L\Phi < 1$, from (37), the operator $G$ is a contraction. Applying the well known Banach fixed point theorem, it follows that $G$ has a fixed point which is the unique solution of the boundary value problem (1). This completes the proof.

Next, the nonlinear contraction theorem will be used to prove a second existence and uniqueness result.

**Definition 10.** Let $E$ be a Banach space and let $\mathcal{A}: E \to E$ be a mapping. The operator $\mathcal{A}$ is said to be a nonlinear contraction if there exists a continuous nondecreasing function $\Psi : \mathbb{R}^+ \to \mathbb{R}^+$ such that $\Psi(0) = 0$ and $\Psi(t) < t$ for all $t > 0$ with the property:

$$
\|\mathcal{A}x - \mathcal{A}y\| \leq \Psi(\|x - y\|), \forall x, y \in E.
$$

(45)

**Lemma 11** (see [28]). Let $E$ be a Banach space and let $\mathcal{A}: E \to E$ be a nonlinear contraction. Then, $\mathcal{A}$ has a unique fixed point in $E$.

**Theorem 12.** Suppose that a continuous function $f : [0, T] \times \mathbb{R} \to \mathbb{R}$ satisfies the condition:
\((H_2)|f(t,x)−f(t,y)|≤h(t)(|x−y|/H^* + |x−y|),\ t∈[0,T], x,y∈\mathbb{R},\) where the function \(h: [0,T] \to \mathbb{R}^+\) is continuous, and a positive constant \(H^*\) is defined by

\[
H^* = \frac{T^{n-1}}{\Omega} \sum_{j=1}^{m} \beta_j |\mathcal{P}_q^* \mathcal{I}_q^* h(\eta_j) | + \frac{T^{n-1}}{\Omega} \sum_{i=1}^{n} \gamma_i |\mathcal{P}_q^* \mathcal{I}_q^* h(\xi_i) + \mathcal{I}_q^* h(T) |.
\]  

Then, the mixed fractional Hadamard and quantum integrals nonlocal problem (1) has a unique solution on \([0,T]\).

**Proof.** Let us consider the operator \(\mathcal{Q}: \mathcal{C} \to \mathcal{C}\) defined in (34) and define a continuous nondecreasing function \(\Psi: \mathbb{R}^+ \to \mathbb{R}^+\) by

\[
\Psi(\lambda) = \frac{H^* \lambda}{H^* + \lambda}, \quad \forall \lambda \geq 0.
\]  

Then, we see that the function \(\Psi\) satisfies \(\Psi(0) = 0\) and \(\Psi(\lambda) < \lambda\) for all \(\lambda > 0\).

Next, for any \(x, y \in \mathcal{C}\) and for each \(t \in [0,T]\), we obtain

\[
|Qx(t) − Qy(t)| ≤ \frac{T^{n-1}}{\Omega} \sum_{j=1}^{m} |\beta_j |\mathcal{P}_q^* \mathcal{I}_q^* |f_x(t) − f_y(t) |(\eta_j) + \frac{T^{n-1}}{\Omega} \sum_{i=1}^{n} |\gamma_i |\mathcal{P}_q^* \mathcal{I}_q^* (f_x(t) − f_y(t)) |(\xi_i)
\]

\[
= \frac{T^{n-1}}{\Omega} \sum_{j=1}^{m} |\beta_j |\mathcal{P}_q^* \mathcal{I}_q^* h(\eta_j) | + \frac{T^{n-1}}{\Omega} \sum_{i=1}^{n} |\gamma_i |\mathcal{P}_q^* \mathcal{I}_q^* h(\xi_i)| + \mathcal{I}_q^* h(T)
\]

which implies that \(|Qx − Qy| \leq \Psi(|x−y|)|) and also satisfies Definition 10. Therefore, \(\mathcal{Q}\) is a nonlinear contraction. Thus, by applying Lemma 11, the operator \(\mathcal{Q}\) has a unique fixed point which is the unique solution of the boundary value problem (1). The proof is finished.

Next, the first existence result will be obtained by applying the following theorem.

**Theorem 13** (Nonlinear alternative for single valued maps) [29]. Let \(E\) be a Banach space, \(C\) a closed, convex subset of \(E\), \(U\) be an open subset of \(C\), and \(0 \in U\). Suppose that \(\mathcal{A}: U \to C\) is a continuous, compact (that is, \(\mathcal{A}(\bar{U})\) is a relatively compact subset of \(C\)) map. Then, either

(i) \(\mathcal{A}\) has a fixed point in \(U\), or

(ii) There is a \(x \in \partial U\) (the boundary of \(U\) in \(C\)) and \(\lambda \in (0,1)\) with \(x = \lambda \mathcal{A}(x)\).

**Theorem 14.** Suppose that \(f: [0,T] \times \mathbb{R} \to \mathbb{R}\) is a nonlinear continuous function which satisfies the following conditions:

\((H_3)\) there exists a continuous nondecreasing function \(\psi: [0,\infty) \to (0,\infty)\) and also a function \(p \in C([0,T], \mathbb{R}^+)\) such that

\[
|f(t,x)| ≤ p(t)|\psi(|x|)| for each (t,x) ∈ [0,T] × \mathbb{R}
\]

\((H_4)\) there exists a positive constant \(N\) such that

\[
N \frac{\psi(N)}{||p|||\Phi|} > 1
\]

where \(\Phi\) defined by (38). Then, the problem (1) has at least one solution on \([0,T]\).

**Proof.** For a positive number \(\rho\), we let \(B_\rho = \{x \in \mathcal{C}: |x| ≤ \rho\}\) be a bounded ball in \(\mathcal{C}\). Now, we will prove that the set \(\mathcal{Q}B_\rho\) is uniformly bounded. For \(t \in [0,T]\), we can compute that

\[
|Qx(t)| ≤ \frac{T^{n-1}}{\Omega} \left[ \sum_{i=1}^{m} |\beta_i |\mathcal{P}_q^* \mathcal{I}_q^* |f_x(t)|(\eta_i) \right] + \frac{T^{n-1}}{\Omega} \left[ \sum_{i=1}^{n} |\gamma_i |\mathcal{P}_q^* \mathcal{I}_q^* |f_x(t)|(\xi_i) \right] + \mathcal{I}_q^* |f_x(T)|
\]

which can be deduced that

\[
||\mathcal{Q}x|| ≤ ||p|||\psi(\rho)|\Phi|.
\]

Then, the set \(\mathcal{Q}B_\rho\) is equicontinuous set of \(\mathcal{C}\).
For any two points \( \tau_1, \tau_2 \in [0, T] \) with \( \tau_1 < \tau_2 \) and \( x \in B_p \), we have
\[
|Qx(\tau_2) - Qx(\tau_1)| \leq \frac{|\tau_2 - \tau_1^{t-1}|}{|\Omega|} \left[ \sum_{j=1}^{m} \beta_j \left| \frac{\partial f_j}{\partial q} \right| (\eta_j) \right] \\
+ \sum_{i=1}^{n} |\gamma_i| \left| \frac{\partial f_i}{\partial x} \right| (\xi_i) \right| + \frac{1}{T^q(A)} \int_{\tau_1}^{\tau_2} \left( t_2 - q_s(t) \right)^{(a-1)} \\
\cdot \left. \int_{\tau_1}^{\tau_2} \left( t_2 - q_s(t) \right)^{(a-1)} f(x(s)) ds \right| \\
\leq \frac{|p| \psi(\omega) |\tau_2 - \tau_1^{t-1}|}{|\Omega|} \sum_{j=1}^{m} \beta_j \frac{\alpha^{-\sigma_j} q_s(t_2)}{\Gamma(q)(\alpha + 1)} \\
+ \frac{|p| \psi(\omega) |\tau_2 - \tau_1^{t-1}|}{|\Omega|} \sum_{i=1}^{n} |\gamma_i| \frac{\alpha^{-\mu_i} q_s(t_2)}{\Gamma(q)(\alpha + 1)} \\
\cdot \left. \int_{\tau_1}^{\tau_2} \left( t_2 - q_s(t) \right)^{(a-1)} \right| \\
\cdot \int_{\tau_1}^{\tau_2} \left( t_2 - q_s(t) \right)^{(a-1)} f(x(s)) ds \right| \\
\leq \frac{|p| \psi(\omega) |\tau_2 - \tau_1^{t-1}|}{|\Omega|} \left[ 2(t_2 - \tau_1)^{(a)} + \left| \tau_2^{(a)} - \tau_1^{(a)} \right| \right] .
\] (53)

As \( \tau_2 - \tau_1 \to 0 \), the right hand side of the above inequality converges to zero, independently of \( x \in B_p \). Then, the set \( \mathcal{Q}B_p \) is equicontinuous. Thus, we conclude that the set \( \mathcal{Q}B_p \) is relatively compact. Therefore, by the Arzel’-Ascoli theorem, the operator \( \mathcal{Q} : \mathcal{C} \to \mathcal{C} \) is completely continuous.

Finally, we show that the operator \( \mathcal{Q} \) cannot be fulfilled the condition (ii) in Theorem 13. Then, we have to claim that there exists an open set \( U \subset B_p \) with \( x \neq \lambda Qx \) for \( \lambda \in (0, 1) \) and \( x \in \partial U \). Then, for each \( t \in [0, T] \), we apply the computation in the first step, that is
\[
\|x(t)\| \leq \|p\| \psi(\|x\|) \phi
\] (54)
which yields inequality
\[
\frac{\|x\|}{\|p\| \psi(\|x\|) \phi} \leq 1.
\] (55)

The condition \( (H_q) \) implies that there exists a constant \( N \) such that \( \|x\| \neq N \). Now, we define the set
\[
U = \{ x \in B_p : \|x\| < N \}.
\] (56)

From the previous results, we obtain that the operator \( \mathcal{Q} \sim U \to \mathcal{C} \) is continuous and completely continuous. Then, there is no \( x \in \partial U \) such that \( x = \lambda Qx \) for some \( \lambda \in (0, 1) \). By applying the nonlinear alternative of the Leray-Schauder type, we get that the operator \( \mathcal{Q} \) has a fixed point \( x \in U \) which is a solution of the nonlinear fractional \( q \)-difference equation with fractional Hadamard and quantum integral nonlocal conditions. This finishes the proof.

The next existence result is based on Krasnosel’ski i’s fixed point theorem which can be used to relax the condition in Theorem 9.

**Theorem 15** (Krasnosel’ski i’s fixed point theorem) [30]. Let \( C \) be a closed, bounded, convex, and nonempty subset of a Banach space \( E \). Let \( \mathcal{A}, \mathcal{B} \) be the operators such that (a) \( \mathcal{A}x + \mathcal{B}y \in C \) whenever \( x, y \in C \); (b) \( \mathcal{A} \) is compact and continuous; (c) \( \mathcal{B} \) is a contraction mapping. Then, there exists \( z \in C \) such that \( z = \mathcal{A}z + \mathcal{B}z \).

**Theorem 16.** Assume that a continuous function \( f : [0, T] \times \mathbb{R} \to \mathbb{R} \) is satisfied condition \( (H_q) \) in Theorem 9 and is bounded as the following condition:
\[
(i) \ (H_q) |f(t, x)| \leq \kappa(t), \quad \forall (t, x) \in [0, T] \times \mathbb{R}, \quad \kappa \in C ([0, T], \mathbb{R}^+).
\]

If inequality
\[
\frac{LT^{\alpha}}{T_q(A + 1)} < 1
\] (57)
holds, then the nonlocal problem (1) has at least one solution on \( [0, T] \).

**Proof.** Now, we define \( \sup \{ \|\kappa(t)\| : t \in [0, T] \} = \|\kappa\| \) and choose a positive constant \( \tilde{\tau} \) such that
\[
\tilde{\tau} \geq \|\kappa\| \Phi,
\] (58)
where \( \Phi \) is defined by (38), to be a radius of the ball \( B_{\tilde{\tau}} = \{ x \in \mathcal{C} : \|x\| \leq \tilde{\tau} \} \). Furthermore, we set the operators \( \mathcal{Q}_1 \) and \( \mathcal{Q}_2 \) on \( B_{\tilde{\tau}} \) as \( \mathcal{A} \) and \( \mathcal{B} \) in Theorem 15, respectively, by
\[
\mathcal{Q}_1 x(t) = \frac{T^{a-1}}{\Omega} \left[ \sum_{j=1}^{m} \beta_j \frac{\partial f_j}{\partial q} (\eta_j) \\
- \sum_{i=1}^{n} \gamma_i \frac{\partial f_i}{\partial x} (\xi_i) \right], \quad t \in [0, T],
\] (59)
\[
\mathcal{Q}_2 x(t) = I_q^a f_s(t) t \in [0, T].
\]
The combination of two operators shows \( \varnothing_1 + \varnothing_2 = \varnothing \). We have

\[
\| \varnothing_1 x + \varnothing_2 y \| \leq \| \varnothing \| \left[ \frac{T^{n-1}}{[\Omega]} \sum_{j=1}^{m} | \beta_j | T_{q_j}(\alpha + 1) \right] + \frac{T^{n-1}}{[\Omega]} \sum_{i=1}^{n} | \gamma_i | T_{p_i}(\alpha + \mu_i + 1) T_{q_i}(\alpha + 1) \] 
\[
+ \frac{T^n}{\Gamma_q(\alpha + 1)} = \| \varnothing \| \leq \tilde{r}.
\]

Therefore, we have \( \varnothing_1 x + \varnothing_2 y \in B_c \), and thus condition (a) of Theorem 15 is satisfied. Since the function \( f \) is fulfilled by condition \((H'_1)\) in Theorem 9, then the operator \( \varnothing_2 \) is a contraction mapping with inequality \((57)\). Finally, we will show that the operator \( \varnothing_1 \) should satisfy condition \((b)\) in Theorem 15. Using the continuity of \( f \), we can show that the operator \( \varnothing_1 \) is continuous. The uniformly boundedness of the set \( \varnothing_1 B_c \) can be shown by

\[
\| \varnothing_1 x \| \leq \| \varnothing \| \left[ \frac{T^{n-1}}{[\Omega]} \sum_{j=1}^{m} | \beta_j | T_{q_j}(\alpha + 1) \right] + \frac{T^{n-1}}{[\Omega]} \sum_{i=1}^{n} | \gamma_i | T_{p_i}(\alpha + \mu_i + 1) T_{q_i}(\alpha + 1) \] 
\[
+ \frac{T^n}{\Gamma_q(\alpha + 1)} \leq \| \varnothing \| \tilde{r}.
\]

To prove \( \varnothing_1 B_c \) is equicontinuous set, we let two points \( t_1, t_2 \in [0, T], t_2 < t_1 \). For any \( x \in B_c \), we have

\[
| \varnothing_1 x(t_1) - \varnothing_1 x(t_2) | \leq \| \varnothing \| \left[ \frac{T^{n-1}}{[\Omega]} \sum_{j=1}^{m} | \beta_j | T_{q_j}(\alpha + 1) \right] + \frac{T^{n-1}}{[\Omega]} \sum_{i=1}^{n} | \gamma_i | T_{p_i}(\alpha + \mu_i + 1) T_{q_i}(\alpha + 1) \] 
\[
+ \frac{T^n}{\Gamma_q(\alpha + 1)} = \| \varnothing \| \tilde{r},
\]

which converges to zero independently of \( x \) as \( |t_1 - t_2| \rightarrow 0 \). So, \( \varnothing_1 B_c \) is an equicontinuous set. Therefore, \( \varnothing_1 B_c \) is a relative compact and by the Arzela-Ascoli theorem, \( \varnothing_1 \) is compact on \( B_c \). Thus, the assumptions (a), (b), and (c) of Krasnosel’kii’s fixed point theorem are satisfied. Then, the nonlinear fractional \( q \)-difference equation with fractional Hadamard and quantum integral nonlocal conditions (1) has at least one solution on \( [0, T] \). The proof is completed.

Remark 17. The interchanging of operators \( \varnothing_1 \) and \( \varnothing_2 \) gives another result by replacing inequality \((57)\) by the following condition:

\[
LT^{n-1} \left[ \frac{[\Omega]}{\Gamma_q(\alpha + 1)} \sum_{j=1}^{m} | \beta_j | T_{q_j}(\alpha + 1) \right] + \frac{T^{n-1}}{[\Omega]} \sum_{i=1}^{n} | \gamma_i | T_{p_i}(\alpha + \mu_i + 1) T_{q_i}(\alpha + 1) \] 
\[
+ \frac{T^n}{\Gamma_q(\alpha + 1)} < 1.
\]

4. Examples

Example 18. Consider the nonlinear fractional \( q \)-difference equation with fractional Hadamard and quantum integral nonlocal conditions of the form:

\[
D^{n/2}_q x(t) = f(t, x(t)), t \in (0, 2),
\]

\[
x(0) = 0, \quad \frac{3}{4} T^{1/2} x(\frac{1}{4}) + \frac{3}{4} T^{3/2} x(\frac{3}{2}) + \frac{1}{2} T^{5/2} x(\frac{5}{2}) \geq \frac{1}{3} T^{1/2} x(\frac{1}{5}) + \frac{4}{9} T^{3/2} x(\frac{3}{5}) + \frac{7}{12} T^{4/3} x(\frac{7}{5}) + \frac{8}{15} T^{5/3} x(\frac{9}{5}).
\]

Here, \( \alpha = 3/2, q = 1/2, T = 2, \gamma_1 = 3/8, \gamma_2 = 2/5, \gamma_3 = 1/9, \mu_1 = 1/2, \mu_2 = 3/2, \mu_3 = 5/2, p_1 = 1/6, p_2 = 1/3, p_3 = 1/2, \xi_1 = 1/4, \xi_2 = 1/2, \xi_3 = 3/2, n = 3, \beta_1 = 1/3, \beta_2 = 4/9, \beta_3 = 7/12, \beta_4 = 8/15, \sigma_1 = 1/3, \sigma_2 = 2/3, \sigma_3 = 4/3, \sigma_4 = 5/3, \eta_1 = 1/5, \eta_2 = 3/5, \eta_3 = 7/5, \eta_4 = 9/5, m = 4. \) Then, we can compute constants as \( \Omega = 2.51852 \) and \( \Phi = 3.27524 \).

(i) Let the nonlinear function \( f \) be defined by

\[
f(t, x) = e^{-cos^2(t)} (\frac{x^2 + 2}{1 + |x|}) + \frac{t^2}{4} + 1.
\]

Then, by direct computation, we get \( |f(t, x) - f(t, y)| \leq (1/4)|x - y| \), which satisfies condition \((H'_1)\) in Theorem 9 with \( L = 1/4 \). Therefore, we have

\[
L\Phi = 0.81881 < 1.
\]

By the conclusion of Theorem 9, the boundary value problem \((64)\) with \((65)\) has a unique solution on \([0, 2] \).

(ii) Consider now the function \( f \) by

\[
f(t, x) = \frac{1}{(t + 2)^3} \left( \frac{x^{18}}{16 + 1} + 1 \right).
\]

Then, we can see that

\[
|f(t, x)| = \left| \frac{1}{(t + 2)^3} \left( \frac{x^{18}}{16 + 1} + 1 \right) \right| \leq \frac{1}{(t + 2)^2} (x^2 + 1).
\]

Setting \( p(t) = 1/(t + 2)^3 \) and \( \psi(x) = x^2 + 1 \), we have \( \| p \| = 1/8 \), and there exists a constant \( N \in (0.52019, 1.92238) \) satisfying inequality in \((H'_1)\). Hence, all assumptions in Theorem 14 are completed. Thus, the problem \((64)\) with \((67)\) has at least one solution on \([0, 2] \).

(iii) If the function \( f \) is

\[
f(t, x) = \frac{\sin^2 t}{m} \left( \frac{|x|}{|x| + 1} + \frac{1}{4} \right), \quad m \in \mathbb{R}^+,
\]

then, we have \( |f(t, x) - f(t, y)| \leq (1/m)|x - y| \) with \( L = 1/m \). If \( m \leq \Phi = 3.27524 \), then Theorem 9 cannot be used to apply for the problem \((64)\) with \((69)\). For example, if \( m = 2 \), then
LΦ = 1.63762 > 1. But the inequality in Remark 17 is satisfied as

\[
\frac{1}{2} \sum_{j=1}^{m} \sum_{i=1}^{n} \left| y_j \right|^{\alpha-\gamma} \eta_j^m \sum_{i=1}^{n} \left| \Gamma_{\beta_j}(\alpha+1) \right|^{\frac{\alpha+1}{\alpha+\mu_j+1}} \xi_j^{\alpha+\mu_j} 
\]

= 0.44979 < 1.

(70)

Hence, by applying Theorem 16 and Remark 17, the problem (64) with (69) has at least one solution on [0, 2].

5. Conclusion

We investigated the existence and uniqueness of solutions for a nonlocal boundary value problem involving a q-difference equation, supplemented with a new type of boundary condition, including both Hadamard fractional and quantum integrals. In our first two results, we establish the existence and uniqueness of solutions by using Banach’s fixed point theorem and a fixed point theorem for nonlinear contractions due to Boyd and Wong. Then, we used the Leray-Schauder nonlinear alternative and Krasnoselski’s fixed point theorem to derive two existence results. Examples are also presented to illustrate our results. It is worthwhile to point out that the results presented in this paper are new and significantly contribute to the existing literature on the topic.
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