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ABSTRACT
Multiple-input multiple-output (MIMO) radar is one of the leading depth sensing modalities. However, the usage of multiple receive channels leads to relative high costs and prevent the penetration of MIMOs in many areas such as the automotive industry. Over the last years, few studies concentrated on designing reduced measurement schemes and image reconstruction schemes for MIMO radars, however these problems have been so far addressed separately. On the other hand, recent works in optical computational imaging have demonstrated growing success of simultaneous-learning-based design of the acquisition and reconstruction schemes, manifesting significant improvement in the reconstruction quality. Inspired by these successes, in this work, we propose to learn MIMO acquisition parameters in the form of receive (Rx) antenna elements locations jointly with an image neural-network based reconstruction. To this end, we propose an algorithm for training the combined acquisition-reconstruction pipeline end-to-end in a differentiable way. We demonstrate the significance of using our learned acquisition parameters with and without the neural-network reconstruction.

Index Terms— MIMO radar, computational imaging, deep learning, acquisition, sparse array

1. INTRODUCTION
Imaging technologies play a vital role in the emerging autonomous vehicle ecosystem. There is a wide consensus in this industry that a combination of several long-range (over 100m) depth sensing modalities is imperative for the viability of self-driving cars. RF sensors complement the optical modality in autonomous vehicles. Specifically, millimeter wave multiple-input multiple-output (MIMO) radar [1] is a mature technology providing accurate range, velocity and direction of arrival (DOA) estimation at relatively long distances. MIMO radar can penetrate much denser fog and rain compared to the optical counterparts.

The current weakness of this technology is that to achieve sufficient angular resolution, multiple receive channels are required. This requirement currently dictates the high cost of the device. The ability to maintain high resolution and quality images using a smaller number of receive channels, will significantly reduce these technology costs and increase the commercial viability of automotive digital MIMO radars. Standard radar processing samples and processes the received signal at its Nyquist rate. However, recent research showing that by using compressed sensing (CS) [2] even sub-Nyquist sample rate is sufficient for reconstructing the underlying signal. CS was used in MIMO radars to increase resolution [3,4], reduce processing time [5] and to reduce the number of antennas used [6].

Recently, machine learning (ML) based approaches were proposed to improve radar signal reconstruction: for example, [7] and [8] used convolutional neural networks (CNNs) to generate “visible” images from synthetic-aperture radar (SAR) and MIMO radars respectively. These works collected paired datasets of radar signals and visible images; they train CNNs to “translate” radar images to visible ones. ML techniques were also employed to choose sparse subarray of sensors in the context of cognitive radars [9,10].

CS methods use random strategies to select system design parameters. The question remains, “is it indeed the optimal strategy?”. Recent developments in computational imaging suggest that learned system designs significantly improve the end performance [11,15]. The main purpose of our paper is to exemplify how joint optimization of system design parameters and image reconstruction lead to better performance when compared to random system design strategies. We demonstrate a proof-of-concept of this approach to design optimized location of Rx antennas in MIMO radars.

In our experiments, we compare our learned designs of antenna location design with random designs as used in [6]; we report an improvement of $0.88 - 1.88$dB in PSNR. In addition to learned system design, we propose a CNN-based reconstruction for radar signal reconstruction. Our learned designs, together with CNN-based reconstruction, observe an overall improvement of $4.93 - 5.36$dB. In particular, we introduce and tackle the following two flavors of the Rx antenna location design problem:

1. **Learning discrete locations.** Given an existing MIMO device, the goal is to learn the best subset of Rx antennas for a given environment/end-task. This is equivalent to antenna selection; the problem is therefore discrete in nature.
2. Learning continuous locations. Instead of focusing on selecting optimal locations within a given MIMO device, the goal here is to learn new antennas’ location which can be used to design a new device that is optimized given (i) a budget of Rx antennas, (ii) an environment (e.g., indoor, outdoor), and (iii) an end-task of interest (e.g., detection, reconstruction).

2. METHODS

It is convenient to view our approach as a single neural network combining the forward (acquisition) and the inverse (reconstruction) models (see Fig. 1 for a schematic depiction). During training, the input to the model is a complex baseband signal obtained from the full set of Rx antennas, denoted as \( S \in \mathbb{C}^{N_{\text{range}} \times N_{\text{virt}}} \) where \( N_{\text{range}} \) and \( N_{\text{virt}} \) are the number of range bins and number of virtual elements, respectively. In MIMO radars, \( N_{\text{virt}} = N_{T}N_{R} \), where \( N_{T} \) and \( N_{R} \) are, respectively, the number of transmit and receive antennas in the full set of antennas [1]. The input is faced by a sub-sampling layer modeling the data acquisition at the \( n_{R} < N_{R} \) learned Rx antennas locations, a beamforming layer producing a range-azimuth map, and an end-task model operating in the range-azimuth domain and producing a reconstructed range-azimuth map (i.e., signal reconstruction) or any other downstream task (e.g., detection, localization, segmentation).

In what follows, we detail the three ingredients of our pipeline. It should be mentioned that all components are differentiable with respect to the \( n_{R} \) antennas locations, denoted collectively as \( \psi \), in order to allow training the latter with respect to the performance of the end-task of interest.

2.1. Sub-sampling layer

The goal of the sub-sampling layer, denoted by \( F_{\psi} : \mathbb{C}^{N_{\text{range}} \times N_{T}N_{R}} \rightarrow \mathbb{C}^{N_{\text{range}} \times N_{T}n_{R}} \), is to create the set of measurements to be acquired by each one of the Rx antennas according to their locations \( \psi \). Both in discrete selection and continuous sampling the output \( S_{\text{low}} = F_{\psi}(S) \in \mathbb{C}^{N_{\text{range}} \times N_{T}n_{R}} \) is of the same functionality (i.e., both emulate the sub-sampled signal given a fully-sampled one), but the algorithms to emulate it are different. In the following subsections, we describe the algorithms to emulate \( S_{\text{low}} \) from \( S \) and \( \psi \) in these two scenarios.

2.1.1. Discrete selection

In the discrete selection scenario, \( \psi \) is parametrized as a vector of size \( N_{R} \). Each entry in this vector is the probability to select the corresponding Rx antenna. First, we tried using the Gumbel-softmax reparametrization technique [16] to learn the weights \( \psi \). However, we noticed that using this trick off-the-shelf would mean that all the channels are treated independently, meaning that the selection of an antenna does not affect the probability of selecting nearby antennas. This is unrealistic as the signals received at neighboring antennas are likely to contain similar information.

To overcome this drawback, inspired by [17], we use the multi-variate analogue of the Gumbel-softmax trick that learns also a covariance parameter to represent the correlation between the selection probability of the different antennas. For further details, we refer the reader to Appendix A; note that at inference time, the antennas with the top \( n_{R} \) weights are selected.

2.1.2. Continuous sampling

In the continuous learning scenario \( \psi \) is parametrized as a vector of size \( n_{R} \). Each entry in this vector is the coordinate of an antenna, where the distance between two consecutive antennas is the unit of measure (for e.g. \( \psi_{2} = 3.5 \) means that the location of the 2nd antenna is exactly between the 3rd and 4th antennas of the original device).

Emulating the signal of this new location can be achieved via linearly interpolating the signals received at the two closest antennas. We observed that linear interpolation reduces the noise differently as function of the learned coordinate, leading to false local minima between every two antennas; it causes the optimization to get stuck in these regions. To overcome this issue, we added a second acquisition of the same

---

1 In the interest of maintaining continuity of the manuscript and delivering the message of the paper effectively, the details of how discrete selection and continuous sampling are performed are deferred to Appendix A and B, respectively.
scene and interpolated between the two temporally consecutive acquisitions in such a way that will lead to a constant noise reduction as function of the learned coordinate. For further details, we refer the reader to Appendix B.

2.2. Beamforming layer

For transforming the raw signal $S_{\text{low}}$ to the Range-Azimuth domain, we perform standard delay-and-sum beamforming using a predefined steering matrix $H$, henceforth denoted by $B_H$. The steering matrix represents the set of phase-delays at each virtual antenna element. The beamforming is performed by multiplying $S_{\text{low}}$ and $H$ taking the mean over the virtual elements dimension followed by an inverse FFT along the range dimension and outputs the magnitude of the result. The result is a (distorted) Range-Azimuth map, $Z_{\text{dis}} = B_H(S_{\text{low}})$.

2.3. Task model

The goal of the task model is to extract the representation of the distorted Range-Azimuth map $Z_{\text{dis}}$ that will contribute the most to the performance of the end-task such as reconstruction, localization or segmentation. At training, the task-specific performance is quantified by a loss function, which is described in Section 2.4. The model is henceforth denoted by $\hat{Z} = R_\theta(Z_{\text{dis}})$, with $\theta$ representing its learnable parameters. The input to the network is the distorted Range-Azimuth map, $Z_{\text{dis}}$, while the output varies according to the specific task. For example, in reconstruction, the output is a Range-Azimuth map, while in segmentation it is a mask representing the segments of the observed scene.

In the present work, to implement the task model we used a multi-resolution encoder-decoder network with symmetric skip connections, also known as the U-Net architecture [18]. U-Net has been widely-used in computer vision tasks such as reconstruction [19] and segmentation [18] and also in radar applications [20, 21]. It is important to emphasize that the principal focus of this work is not on the task model in se, since the proposed algorithm can be used with any differentiable model to improve the end task performance.

2.4. Loss function and training

The training of the proposed pipeline is performed by simultaneously learning the antennas locations $\psi$ and the parameters of the task model $\theta$.

The aim of the loss is to measure how well the specific end task is performed. For the reconstruction task we performed in this work, we chose the $L_2$ norm to measure the discrepancy between the model output image $\hat{Z}$ and the ground-truth image $Z = B_H(S)$, derived by beamforming the measurement acquired with the full set of Rx antennas. In this case, the loss is $L = ||Z - \hat{Z}||_2$. Similarly, for any other end-task (e.g., detection, tracking), we can measure the discrepancy between $\hat{Z}$ and the relevant groundtruth.

The training is performed by solving the optimization problem

$$
\min_{\psi, \theta} \sum_{S, Z} \ell(R_\theta(B_H(F_\psi(S))), Z), \quad (1)
$$

where the loss is summed over a training set comprising the pairs of fully sampled data $S$ and the corresponding groundtruth output $Z$.

3. EXPERIMENTS AND DISCUSSION

3.1. Experimental settings

In our experiments, we used a dataset we acquired using IMAGEVK-74 4D millimeter wave imaging kit. The kit includes 20 Tx and 20 Rx on-board antennas that can be configured to transmit and receive signals anywhere within the 62 to 69 GHz range. We used the full set of antennas $N_T = N_R = 20$ and $N_{\text{range}} = 75$ range bins. The dataset comprises metal objects randomly positioned in various DOA angles, received by a uniform linear virtual array of 400 virtual elements. Our training and test sets comprised 2700 and 300 acquisitions, respectively. The reconstructed Range-Azimuth map was compared to the Range-Azimuth map obtained using the full set of channels. For quantitative evaluation, we used the peak signal-to-noise ratio (PSNR) and structural-similarity measure (SSIM). In all our experiments, we compared between learned and random Rx antenna locations over the entire test set.

For the random selections, we evaluated 10 random selections and use the one with the best performance. In all experiments, we used the Adam [22] optimizer with learning rate of 0.001 and 200 epochs.

3.2. Results

Both in the discrete selection and continuous sampling scenarios, we observed superior performance of the learned Rx antenna locations. Table summarizes the quantitative results for different amount of Rx channels for the discrete scenario and Table[2] for the continuous scenario. The final image quality is affected by two factors:

1. **Neural network reconstruction** leads to significant improvement of $2.16 - 5.53$dB in PSNR and $0.177 - 0.435$ SSIM points.

2. **Antenna location learning** leads to an additional improvement of $0.32 - 2.58$dB in PSNR and $0.039 - 0.282$ SSIM points without reconstruction and $0.88 - 1.88$dB in PSNR and $0.061 - 0.128$ SSIM points with reconstruction.

The total improvement is $4.93 - 6.36$dB in PSNR and $0.364 - 0.512$ SSIM points. Although the discrete optimization domain is a subset of the continuous domain, we can see that in some cases the learned discrete locations produces better results than the learned continuous locations. This is however true only before reconstruction. The loss was applied to the post-reconstruction Range-Azimuth maps, with the learned continuous locations leading to better (or comparable) results.

https://www.minicircuits.com/WebStore/vtrig_74.html

To enable fair comparison, both in the discrete selection and continuous sampling cases we used the same noise reduction, see Appendix B.
Table 1. Comparison of random and learned antennas locations in the discrete selection scenario. Presented are the PSNR and SSIM metrics of the random and learned antennas locations for different numbers of Rx antennas ($n_R$) with and without reconstruction.

| $n_R$ | Antennas' locations | Without reconstruction | With reconstruction |
|-------|----------------------|------------------------|---------------------|
|       | PSNR | SSIM | PSNR | SSIM |
| 5     |       |       |       |       |
| Random | 22.68±0.67 | 0.184±0.014 | 27.16±0.50 | 0.450±0.017 |
| Learned | 25.26±0.77 | 0.332±0.017 | 28.39±0.67 | 0.578±0.015 |
| 7     |       |       |       |       |
| Random | 23.77±0.74 | 0.191±0.017 | 28.73±0.58 | 0.579±0.021 |
| Learned | 25.84±0.79 | 0.339±0.023 | 29.63±0.53 | 0.640±0.013 |
| 10    |       |       |       |       |
| Random | 24.87±0.75 | 0.211±0.023 | 29.85±0.60 | 0.619±0.018 |
| Learned | 27.67±0.78 | 0.493±0.023 | 31.23±0.65 | 0.723±0.012 |

Table 2. Comparison of random and learned antennas locations in the continuous sampling scenario. Presented are the PSNR and SSIM metrics of the random, uniform and learned antennas locations for different numbers of Rx antennas ($n_R$) with and without reconstruction.

| $n_R$ | Antennas' locations | Without reconstruction | With reconstruction |
|-------|----------------------|------------------------|---------------------|
|       | PSNR | SSIM | PSNR | SSIM |
| 5     |       |       |       |       |
| Random | 22.57±0.71 | 0.185±0.014 | 27.32±0.61 | 0.507±0.017 |
| Uniform | 22.20±0.63 | 0.161±0.017 | 27.73±0.71 | 0.494±0.021 |
| Learned | 23.25±0.61 | 0.178±0.013 | 28.61±0.80 | 0.584±0.018 |
| 7     |       |       |       |       |
| Random | 23.75±0.66 | 0.179±0.015 | 28.40±0.91 | 0.575±0.022 |
| Uniform | 23.48±0.63 | 0.183±0.013 | 28.14±0.88 | 0.532±0.028 |
| Learned | 24.07±0.62 | 0.212±0.012 | 29.70±0.74 | 0.647±0.019 |
| 10    |       |       |       |       |
| Random | 26.24±0.72 | 0.378±0.018 | 29.29±0.90 | 0.631±0.020 |
| Uniform | 26.83±0.85 | 0.445±0.023 | 28.99±0.71 | 0.622±0.016 |
| Learned | 27.86±0.83 | 0.469±0.023 | 31.17±0.69 | 0.747±0.015 |

**Fig. 2. Visual comparison.** Comparison between the Range-Azimuth maps of the random and learned channel selection in the discrete learning scenario using budget of $n_R = 10$ Rx channels.

Visual results depicted in Figure 2 clearly demonstrate the importance of the learned channel selection. We can clearly locate two strong reflectors and 5 weaker reflectors in this scene. The learned antenna selection contains the most important data for the reconstruction network to be able to reconstruct the best Range-Azimuth map. As we assume, the reconstruction of the learned selection was able to locate more targets than the random selection.

Another important benefit of the learned selection compared to a random selection is its multivariate nature. The learned selection is the best combination of antennas, each antenna is chosen to deliver the best additive performance with respect to all other antenna locations. This is in contrast to random selection in which each antenna is chosen randomly.

**Fig. 3. Antenna locations.** Comparison between random, uniform and learned antenna locations in the discrete selection and continuous sampling scenarios.

Comparison between random, uniform and learned antenna locations is presented in Fig. 3.

### 4. CONCLUSION AND FUTURE DIRECTIONS

We have demonstrated, as a proof-of-concept, that learning the Rx antenna locations simultaneously with a reconstruction neural model improves the end quality of a MIMO radar. The quality improvement in this work arises from two factors which can be used independently or in concert. The first factor is the neural-network reconstruction, and its training scheme, which leads to significant improvement in the image quality. The second factor is the acquisition parameter optimization in the form of Rx antenna locations which lead to additive improvement. In cases where neural network based
reconstruction is not desired, one can still use the learned acquisition parameter without the fear of neural network hallucination or interpolation.

In this work, we showed how to learn Rx antenna locations together with Range-Azimuth map reconstruction. In future work, we plan to explore and optimize additional acquisition parameters such as the transmitted waveform modulation, Doppler shift acquisition, and more. We also plan to explore more downstream tasks such as detection, localization and segmentation.

5. APPENDIX A: THE MULTIVARIATE GUMBEL-SOFTMAX TRICK

The standard Gumbel-softmax reparameterization technique [16] allows to sample from discrete random variables in a differentiable manner. A similar technique allows to sample from a relaxed Bernoulli distribution, $B \sim \text{RelaxedBernoulli}(\alpha, \lambda)$, as follows:

$$U \sim \text{Uniform}(0, 1),$$

$$L = \log(\alpha) + \log(U) - \log(1 - U),$$

$$B = \frac{1}{1 + \exp(-L/\lambda)},$$

where $\alpha$ is the location parameter and $\lambda$ is the temperature parameter that controls the degree of approximation.

We were inspired by [17] who proposed to use the Gaussian copula to characterize the correlation between multiple uniform random variables, so that their dependencies can be transferred to multiple relaxed Bernoulli variables. We added a learned covariance $\Sigma$ to the sampling process. In order to keep $\Sigma$ positive semi-definite, we used its factor $L$ as the learned parameter. In order to sample $\psi$ from this new Top K distribution ($\psi \sim \text{TopK}(\cdot)$), we used the following algorithm:

1. Draw a standard normal sample: $\epsilon \sim N(0, I)$
2. Generate a multivariate Gaussian vector: $g = LE$
3. Apply element-wise Gaussian CDF $\Phi_{\sigma_i}$ with mean zero and variance $\sigma_i^2$, where $\sigma_i = \Sigma_{ii} = (LL^T)_{ii}$:

$$U_i = \Phi_{\sigma_i}(g_i)$$

4. Apply inverse CDF of the logistic distribution:

$$l_i = \log(\alpha_i) + \log(U_i) - \log(1 - U_i),$$

5. Apply relaxed Top K operator [23]:

$$\psi = \text{RelaxedTopK}(l, n, \lambda)$$

In all of our experiments we used $\lambda = 0.001$. Using this reparameterization, we need to replace the optimization variables in (1), obtaining the following problem.

$$\min_{\alpha, L, \theta} \sum_{S, Z} \ell(R_\theta(B_{14}(F_{\psi}(S))), Z)$$

6. APPENDIX B: EMULATING CONTINUOUS ANTENNA LOCATION SAMPLING

We observed that when creating a synthetic signal that would be acquired by an antenna between two actually sampled antennas, linear interpolation with weights set according to the antenna’s relative position affects the SNR in a location-dependent way.

Assume that two antennas located at positions $i$ and $i + 1$ receive the signals $c_i$ and $c_{i+1}$, respectively; the signal received at a new antenna placed at $i + \alpha$ can be emulated as the linear combination $c(\alpha) = (1 - \alpha)c_i + \alpha c_{i+1}$. Assuming both channels contain independent Gaussian noise with variance $\sigma^2$, the noise level of $c(\alpha)$ is $\sigma(\alpha)^2 = (1 - \alpha)^2 \sigma_i^2 + (\alpha^2) \sigma_{i+1}^2 = (1 - \alpha)^2 + \alpha^2 \sigma^2$, as depicted in Fig. 4.

When optimizing a loss that depends on $c(\alpha)$ with respect to $\alpha$, false local minima arise in the optimization landscape that are related only to our emulation and not to the original problem. To overcome this issue, we added a second acquisition of the same scene and interpolated between the two consecutive acquisitions in such a way that will lead to a constant noise reduction as function of the learned coordinate.

Specifically, we assume the previous two channels to be sampled twice – at time $t$ and $t + 1$, yielding four realizations $c_{t,i}, c_{t,i+1}, c_{t+1,i},$ and $c_{t+1,i+1}$. We introduce a new weight $\beta$ for the bilinear interpolation in space and time, $c(\alpha, \beta) = (1 - \beta)((1 - \alpha)c_{t,i} + \alpha c_{t,i+1}) + \beta((1 - \alpha)c_{t+1,i} + \alpha c_{t+1,i+1})$.

The noise of variance of the new synthetic channel now becomes $\sigma(\alpha, \beta)^2 = ((1 - \beta)^2 + \beta^2)((1 - \alpha)^2 + \alpha^2) \sigma^2$ as depicted in Fig. 4. Setting $\beta = \frac{1}{2}(1 + \sqrt{-1 + \frac{1}{2\alpha^2 - 2\alpha + 1}})$ (Fig. 4b) yields a constant SNR function $\sigma(\alpha)^2 = 0.5\sigma^2$, for any choice of $\alpha$ (red line in Fig. 4b).

We believe that this simple technique is useful in other applications where the need to synthetically create a new channel by weighted interpolation of recorded channels arises.

![Fig. 4](image-url) (a) Noise reduction as function of the interpolation weight in 2 data channel interpolation. (b) Noise reduction as function of the interpolation weight in 4 data channel interpolation. Red line represents the noise level when using the function in (c) to determine $\beta$ according to $\alpha$. 
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