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Reconstruction of realistic economic data often causes social economists to analyze the underlying driving factors in time-series data or to study volatility. The intrinsic complexity of time-series data interests and attracts social economists. This paper proposes the bilateral permutation entropy (BPE) index method to solve the problem based on partly ensemble empirical mode decomposition (PEEMD), which was proposed as a novel data analysis method for nonlinear and nonstationary time series compared with the T-test method. First, PEEMD is extended to the case of gold price analysis in this paper for decomposition into several independent intrinsic mode functions (IMFs), from high to low frequency. Second, IMFs comprise three parts, including a high-frequency part, low-frequency part, and the whole trend based on a fine-to-coarse reconstruction by the BPE index method and the T-test method. Then, this paper conducts a correlation analysis on the basis of the reconstructed data and the related affected macroeconomic factors, including global gold production, world crude oil prices, and world inflation. Finally, the BPE index method is evidently a vitally significant technique for time-series data analysis in terms of reconstructed IMFs to obtain realistic data.

1. Introduction

The importance of revealing the underlying characteristics of macroeconomic data has attracted considerable attention from social economists for studying its underlying driving mechanism [1, 2]. Because it is affected by complex factors, especially noise signals, macroeconomic data are too difficult to decompose into some data from the perspective of the more economically meaningful components.

As an empirical, intuitive, direct, and self-adaptive data processing method, the empirical mode decomposition (EMD) is a novel data analysis method, which is utilized to decompose time-series data into a small number of independent intrinsic modes based on a local characteristic scale, and the IMFs have specific economic meanings [3, 4]. Then, the ensemble empirical mode decomposition (EEMD) [5], the complete ensemble empirical mode decomposition (CEEMD) [6], and PEEMD [7], as improvements of the EMD algorithm, are widely applied in the decomposition of time-series data for more accurate IMFs by eliminating the effects of interfering signals [8–11], and hybrid models based on this are exploited to predict the time-series data at the entry point of the IMFs’ numerical distribution characteristics [6, 12, 13].

Furthermore, it is necessary to classify the IMFs according to the potential influencing factors to study the influence of driving factors. There are several methods and concepts for reconstructing the IMF. Zhang et al. [14] proposed the T-test method to synthesize the IMFs into more realistic economic significance, which solves the reconstructed data of high- and low-frequency data based on the frequency characteristics of the IMFs. Yu et al. [15] proposed a decomposition-ensemble methodology with data-characteristic-driven reconstruction based on two promising principles: “divide and conquer” and “data-characteristic-driven modeling.” Aamir et al. [16] proposed a
decomposition-ensemble model with reconstructed IMFs for forecasting crude oil prices based on the well-known autoregressive moving average (ARIMA) model. Gao et al. [17] proposed using average mutual information (AMI) on the Reconstruction of Modes of Decomposition.

This paper proposes an economic meaning reconstruction method based on the BPE index [18] to classify high- and low-frequency data, which compares the chaos degree of the synthetic signal and the adjacent IMFs, based on the frequency relationship between IMFs, ignoring the independent distribution of frequencies in the IMFs compared with the T-test reconstruction method.

This paper selects gold data as the application object, which are not only a crucial foundation of the international monetary system but also play an important role in national economic security, financial stability, and national defense security, especially in the context of the deterioration of the international financial environment and international political turmoil [19, 20]. This paper utilizes the international financial environment and international political turmoil [19, 20].

2. Overviews of PEEMD, T-Test, and BPE

2.1. PEEMD Algorithm. The PEEMD algorithm, as an improvement of the EMD algorithm, is generally nonlinear, nonstationary, and self-adaptive data processing method [7, 12, 21]. Under the assumption that the data may have some different coexisting modes of oscillations and some noise at the same time, PEEMD can extract the intrinsic modes in the original data without noise signals by utilizing permutation entropy (PE) [22, 23] to estimate the effect of noise signals. The PEEMD is described as follows:

(i) \( S(t) \) is a given time-series signal. The pair of white noise series \( \{ n_i(t) \} \) and \( \{-n_i(t)\} \) are added to \( S(t) \):

\[
r^+_{ij}(t) = S(t) + an_i(t),
\]

where \( i \) indicates the number of pairs of the added white noise. \( i = 1, 2, \ldots, Ne \), \( j \) is the number of iterations for decomposing the IMFs that meet the requirements, and \( a \) is the amplitude of the added white noise.

(ii) First, EMD decomposes the two signal series \( \{ r^+_{ij}(t) \} \) and \( \{ r^-_{ij}(t) \} \) to obtain two IMF sets \( \{ I^+_{ij} \} \) and \( \{ I^-_{ij} \} \) as well as two residue sets \( \{ r^+_{ij+1}(t) \} \) and \( \{ r^-_{ij+1}(t) \} \):

\[
r^+_{ij+1}(t) = r^+_{ij}(t) - I^+_{ij}(t).
\]

(iii) By assembling the final IMF in the \( j \)-th rank to eliminate the effectiveness of the added pairs of white noise signals, the following equation can be obtained:

\[
I_j(t) = \frac{1}{2Ne} \sum_{i=1}^{Ne} [I^+_{ij}(t) + I^-_{ij}(t)].
\]

(iv) The PE of \( I_j(t) \) is calculated and compared with the threshold \( \theta_o \), which is set to reject the intermittency or noise signal in the original data. PE is always calculated, and steps 1–3 are repeated until PE \( r \) is smaller than \( \theta_o \).

(v) Then, the first \( j - 1 \) IMFs are considered as intermittency or noise signals, which should be separated from the original signal, and the residue is expressed as

\[
r(t) = S(t) - \sum_{k=1}^{j-1} I_k(t).
\]

(vi) \( r(t) \) denotes some different coexisting modes of oscillations at the same time without some noise signal, and it is decomposed completely by EMD:

\[
r(t) = \sum_{k=1}^{n} c_k(t) + r_n(t).
\]

(vii) \( c_k(t) \) are seen as the IMFs following the first \( j - 1 \) IMFs. The initial signal is described as

\[
S(t) = \sum_{i=1}^{j-1} I_i(t) + \sum_{k=1}^{n} c_k(t) + r_n(t).
\]

In the PEEMD algorithm, the reconstruction error (RE) may be limited to a negligible level by adding the pair of white noises with positive and negative signs, and the PE is utilized to indicate the chaos degree so that the noise signal is eliminated in the algorithm to guarantee that the IMFs are closer to the inner intrinsic modes of the original signals than EMD.

2.2. T-Test Algorithm. The principle of the T-test method for decomposing the IMFs is that the component whose zero mean characteristic has the first significant change is the demarcation as the IMFs are arranged in the descending order [24] based on a fine-to-coarse reconstruction, i.e., high-pass filtering by adding fast oscillations (IMFs with smaller index) up to slow (IMFs with larger index) so that all IMFs before this component (including this IMF) are the
high-frequency parts, and the subsequent components are the low-frequency parts. Additionally, either when the residue \( r(t) \) becomes so small that it is less than the predetermined value of a substantial consequence or when the residue \( r(t) \) becomes a monotonic function from which no more IMFs can be extracted, the PEEMD stops, and the residue is considered the trend. Then, the high-frequency, low-frequency, and trend parts of the original data boundary are obtained. The process of the specific IMF reconstruction is as follows [14]:

1. Compute the mean of the sum of IMF1 to IMF \( j \) for each component (except for the residue)
2. Use the \( T \)-test to identify for which IMF, the mean first significantly departs from zero
3. Once IMF \( j \) is identified as a significant change point, identify the partial reconstruction with other IMFs as the high-frequency process

Zhang et al. [14] considered that the IMFs obey the zero-mean normal distribution and then used the \( T \)-test to test whether the hypothesis is true. The IMF that does not satisfy the hypothesis is the critical point of frequency reconstruction.

### 2.3. BPE Algorithm

To estimate the degree of mode splitting in the adjacent IMFs, the BPE algorithm was proposed by Liu et al. [18] based on PE. The adjacent IMF frequency distribution characteristics are analyzed to determine the critical point between high and low frequencies between IMFs. A method based on BPE is proposed in this paper to evaluate the problem and is utilized to reconstruct IMFs. The BPE is described as follows.

#### 2.3.1. Hypothesis

The targeted time-series signal is composed of low correlative signals. The BPE index is defined as follows:

\[
\text{BPE}_{ij} = \frac{\text{PE}_{ij}}{\text{PE}_i}
\]

where \( \text{PE}_i \) denotes the PE value of the \( i \)th IMF component and \( \text{PE}_{ij} \) indicates the PE value of the signal comprising the \( i \)th and \( j \)th IMF components. There are two domains of BPE \(_{ij} \) values. According to the permutation entropy (PE) proposed by Bandt and Pompe [22], the algorithm is illustrated as follows:

1. Given a time series \( \{x_k\}, k = 1, 2, \ldots, N \),

\[
x_i^m = [x_{i\tau}, x_{i\tau+\tau}, \ldots, x_{i\tau+(m-1)\tau}],
\]

where \( x_i^m \) denotes the \( m \)-dimensional delay embedding vector at time \( i \).
2. Then, \( x_i^m \) has a permutation \( \pi_{r_2 r_1 \ldots r_m} \) if it satisfies

\[
x_{i+r_i \tau} \leq x_{i+\tau \tau} \leq \ldots \leq x_{i+r_m \tau}
\]

where \( 0 \leq r_i \leq m - 1 \) and \( r_i \neq r_j \), \( m \) indicates the embedded dimension, and \( \tau \) is the time delay.

3. There are \( m! \) possible permutations of an \( m \)-tuple vector. For each permutation \( \pi \), the relative frequency is determined by

\[
p(\pi) = \frac{\text{number of } t \leq T - (m - 1)\tau, x_t^\pi \text{ has type } \pi}{N - (m - 1)\tau}
\]

4. The PE of the \( m \)-dimension is then defined as

\[
H_{\text{PE}}(m) = -\sum p(\pi) \ln p(\pi)
\]

5. Therefore, the normalized permutation entropy (NPE) can be expressed as

\[
H_{\text{NPE}}(m) = \frac{H_{\text{PE}}(m)}{\ln(m!)}
\]

Specifically, if BPE\(_{ij} \geq 1 \), it represents that the chaos degree of the synthetic signal is higher than that of the signal IMF because no signal compatibility exists between the \( i \)th and \( j \)th IMF components, so the inner modes are considered to be decomposed independently into a single IMF. By contrast, BPE\(_{ij} \prec 1 \) signifies that the chaos degree of the synthetic signal is lower than that of the signal IMF component, which is largely attributed to the chaos signal being offset against the compatibility between the IMFs because some inner modes are divided into adjacent IMFs.

According to the definition of BPE proposed in the literature, the IMF reconstruction process based on BPE is proposed as follows:

1. Arrange all the IMFs obtained by decomposition from high frequency to low frequency (IMF\(_1\), IMF\(_2\), IMF\(_3\), \ldots)
2. Separately calculate the PE value and the BPE value (BPE\(_{12}\), BPE\(_{23}\), BPE\(_{34}\), \ldots)
3. The number of the maximum points \( n \) in the BPE should be equal to the number of parts with requirement \( N \), which means \( n = N \)
4. Part of the IMF between the BPE maxima constitutes the corresponding frequency.

### 3. Process of Data Analysis

According to the above analysis, first, the time-series data are decomposed by PEEMD to obtain orthogonal IMFs; then, the short-term trend and long-term trends are composed of the BPE index and \( T \)-test for comparison. Finally, the correlation analysis is carried out with the long-term factors and short-term factors to explain the rationality of reconstructing the data. The scheme is shown in Figure 1.
4. Application in Gold Data

4.1. Decomposition. According to the discussion of PEEMD-related parameters in the literature [7], the relevant parameters of PEEMD processing gold price data are shown in Table 1. In particular, the setting of the PE threshold directly affects the accuracy of the decomposition of the IMF results and the subsequent combined models. When the PE threshold is zero, the PEEMD decomposition method is the same as the complete ensemble empirical mode decomposition (CEEMD) method. As demonstrated in the literature, when the threshold is between 0.5 and 0.6, the best decomposition results are obtained. Based on this, the threshold value is chosen as 0.6, and the decomposition result of the gold price data is shown in Figure 2.

As shown in Figure 2, the gold/dollar data are processed as IMF$_1$–IMF$_7$ and the residual trend signal RS$_8$ by PEEMD. The frequency of the IMFs gradually decreases from IMF$_1$ to IMF$_7$, and the high-frequency part and the low-frequency part of the gold price trend are included. Therefore, the paper demonstrates that the high-frequency part indicates...
4.2. Composition

4.2.1. T-Test Reconstruction. The literature proposes that the method is based on the fact that the higher the data frequency is, the more random the data are and the more the mean value approaches zero under the hypothesis of the normal distribution. The \( T \)-test method is utilized based on the numerical distribution characteristics in each single IMF. The \( T \)-test statistic for each of the IMFs is calculated, as shown in Table 2.

It can be seen that the \( P \) value of IMF\(_3\) (0.0001) is less than 0.05 for the first time, with the condition that the confidence is 95%. This indicates that the mean of IMF\(_3\) significantly departs from zero. Therefore, the superimposed IMF\(_1\)-IMF\(_2\) data are the high-frequency parts as a result of independence and orthogonality between each IMF. The superimposed IMF\(_3\)-IMF\(_7\) data are the low-frequency parts, with RS\(_8\) being the trend. Otherwise, it can be seen that IMF\(_5\) is significantly different from the zero mean with a \( P \) value less than 0.05. Then, the results show that IMF\(_1\)-IMF\(_4\) can be reconstructed as high-frequency parts, and IMF\(_5\)-IMF\(_7\) can be reconstructed as low-frequency parts, which may be rational to some degree if judged by only statistical values. Therefore, it is necessary that IMFs are arranged from high frequency to low frequency, and the IMF, which means that the first significant difference of zero value, is treated as the demarcation point. Essentially, the \( T \)-test method divides different parts, ignoring the graduation between the adjacent IMFs according to statistical characteristics in just a single IMF. This paper explores the relationship between the adjacent IMFs to classify high- and low-frequency data by BPE.

4.2.2. BPE Reconstruction. In theory, regardless of how the choice of parameters in the PE value of the IMF is calculated, as long as the consistency is guaranteed, the law of change will always have a relative tendency. To calculate the change in PE value and BPE value under the same conditions, the parameters of PE calculated in this paper are consistent with those of PE in PEEMD decomposition. The distribution takes the delay time, and the PE order is also 6. The calculated mode functions are the PE value and BPE change trend and are shown in Table 3.

IMF\(_1\)-IMF\(_7\) are arranged in the descending order. Moreover, it can be seen from the above table that the calculated PE values are from a maximum of 0.4287 to a minimum of 0.1084, showing a gradually decreasing trend and a decrease in frequency at any time. The degree of disorder of the data structure is gradually reduced, and the later IMF decomposition represents the gold/dollar trend.

| IMFs | Mean  | \( T \)-statistic | \( P \) value |
|------|-------|-------------------|--------------|
| IMF\(_1\) | -0.4534 | 0.8264 | 0.4086 |
| IMF\(_2\) | 97.8525 | -0.8897 | 0.3737 |
| IMF\(_3\) | -13.7812 | -3.9212 | 0.0001 |
| IMF\(_4\) | 42.9096 | -1.3712 | 0.1704 |
| IMF\(_5\) | 91.4621 | 5.0391 | ≤0.001 |
| IMF\(_6\) | -48.8294 | -5.1756 | ≤0.001 |
| IMF\(_7\) | 244.9243 | 8.0994 | ≤0.001 |
information. It represents that the BPE value before IMF 5 is less than 1, indicating that there is a certain degree of mode splitting between IMF 1 and IMF 2, IMF 2 and IMF 3, IMF 3 and IMF 4, and IMF 4 and IMF 5 so that the degree of chaos in the reconstructed signal is lower than that of the single IMF, and the BPE value between IMF 5 and IMF 6 (BPE 65) is more than 1 for the first time at 1.0014, indicating that the degree of chaos in the reconstructed signal between IMF 5 and IMF 6 is higher than that of IMF 5. The degree of chaos increases after the absence of mode splitting between the two signals, which also shows that the frequency of IMF 1–IMF 7 is relatively different from that of the single IMF, and there is a significant difference between IMF 5 and IMF 6 at the same time, the BPE value between IMF 5 and RS 8 (BPE 58) is 1.0198, which is also more than 1, indicating that there is also a significant frequency domain division between IMF 5 and the residual signal. Therefore, the paper concludes that the frequency division of IMF 1–IMF 5 is the high-frequency part, IMF 6–IMF 7 is the low-frequency part, and RS 8 is the trend part based on the calculation of BPE.

4.3. Verification. Different high- and low-frequency data can be used to form different reconstructed data by the T-test and the BPE index in the comparison. This paper analyzes the influencing factors of different reconstructed high- and low-frequency data. Many studies [25–28] show that the long-term trend of gold prices is mainly affected by global gold production, and the short-term fluctuations are mainly affected by world crude oil prices and world inflation.

4.3.1. Long-Term Trend. The low-frequency data reconstructed by the T-test and BPE analysis are shown in Figure 3. It can be intuitively seen that the low-frequency data reconstructed by the BPE index have consistency on the whole, and the low-frequency data formed by the T-test contain more local fluctuations. It can be concluded from Table 4 that the low-frequency data and the original gold data have a higher Pearson coefficient and variance [29], indicating that the low-frequency data can explain the main part of the original gold price fluctuation, so the low-frequency data formed must reflect the impact of long-term trends to some extent. Pearson correlation coefficient and variance in the low-frequency data reconstructed by the T-test and the original gold price data are 0.9314 and 57.14%, respectively, which are higher than the low-frequency data formed by the BPE reconstruction, which shows that, in the formed low-frequency data (long-term trend), more relatively high-frequency data remain in the reconstructed low-frequency data of the T-test.

To further analyze the long-term trend effects of reconstructed low-frequency data, this paper refers to the world gold mine output obtained by the World Gold Council (WGC) from 2010 to 2018, as shown in Figure 4. It can be seen intuitively from Figures 3 and 4 that the long-term trend fluctuations in gold prices are negatively correlated with global gold production, Pearson correlation coefficient between them is calculated as negative, and the absolute value of the correlation coefficient between the long-term trend and global gold production is larger by the

| IMFs | PE     | PE of IMF and IMF_{i+1} | BPE   |
|------|--------|-------------------------|-------|
| IMF1 | 0.4287 | 0.4019                  | 0.9375|
| IMF2 | 0.2845 | 0.2645                  | 0.9299|
| IMF3 | 0.1925 | 0.1902                  | 0.9877|
| IMF4 | 0.1528 | 0.1509                  | 0.9879|
| IMF5 | 0.1250 | 0.1252                  | 1.0014|
| IMF6 | 0.1178 | 0.1169                  | 0.9921|
| IMF7 | 0.1084 | 0.1106                  | 1.0198|

Figure 3: Low-frequency data part formed by gold price data reconstruction.
BPE index, as shown in Table 5. It is demonstrated that the low-frequency data formed by this method have an advantage over the traditional T-test method in reflecting the long-term trend in the gold price.

4.3.2. Short-Term Trend. The high-frequency data reconstructed by the T-test and BPE analysis are shown in Figure 5. The high-frequency data formed by the T-test are relatively higher than the frequency of the high-frequency data formed by the BPE. Table 6 shows that the variance in the high-frequency data and the original gold data is 1.17% and 11.38%, respectively, and the correlation coefficient between the high-frequency data formed by the T-test and the original gold price data is only 0.1376, which is approximately half of the correlation coefficient of the high-frequency data formed by the BPE index, which means that the high-frequency data formed by the T-test are more random and can hardly explain the short-term trend fluctuations of the original gold price data; the high-frequency data formed by BPE can relatively more accurately explain the short-term trend fluctuations of gold price data.

To further explore the rationality of high-frequency data reconstructed by different methods, this paper selects the inflation rate of the United States to replace the world inflation rate [27, 30] from InflationData.com to analyze the correlation. Table 7 shows the monthly inflation rate from 2010 to 2018. Similarly, this paper selects the spot price of crude oil from 2010 to 2018, and the data are downloaded from the spot trading software MT4, as shown in Table 8.

Table 9 shows that the correlation coefficients of high-frequency data and short-term factors are small regardless of the method used, which shows that the calculated correlation coefficient is distorted and even changed from a negative correlation (positive correlation) to a positive correlation (negative correlation) under the trend condition without eliminating the short-term trend influencing factors due to the microeconomic factors containing many high-frequency noise signals. However, in terms of the comparison of the absolute values under the same-directional nature, the correlation between the high-frequency data formed by the BPE division and crude oil price is stronger than by the T-test, which shows that the high-frequency data formed by the BPE are closer to the short-term trend of the original gold price data.

BPE index, as shown in Table 5. It is demonstrated that the low-frequency data formed by this method have an advantage over the traditional T-test method in reflecting the long-term trend in the gold price.

| Variance          | Pearson correlation | Variance as % of observed |
|-------------------|---------------------|---------------------------|
| Low-frequency part reconstructed by T-test | 21878.4709 | 0.9314* | 57.41 |
| Low-frequency part reconstructed by BPE | 18933.8079 | 0.9017* | 49.68 |

*: correlation is significant at the 0.05 level (2-tailed).

Table 5: Correlation between low-frequency data reconstructed by different statistical methods and world gold mine output.

| Low-frequency data | Pearson correlation with mine production |
|--------------------|-----------------------------------------|
| T-test             | −0.4421*                                |
| BPE                | −0.5005*                                |

*: correlation is significant at the 0.05 level (2-tailed).
Table 6: High-frequency data variance formed by reconstruction of different statistical methods and correlation coefficients.

|                         | Variance | Pearson correlation | Variance as % of observed |
|-------------------------|----------|---------------------|---------------------------|
| Low-frequency part      |          |                     |                           |
| reconstructed by        |          |                     |                           |
| $T$-test                | 445.1684 | 0.1376*             | 1.17                      |
| Low-frequency part      |          |                     |                           |
| reconstructed by BPE    | 4337.1867 | 0.2520*             | 11.38                     |

*: correlation is significant at the 0.05 level (2-tailed).

Table 7: Historical inflation rate in the United States.

| Year | 2018 | 2017 | 2016 | 2015 | 2014 | 2013 | 2012 | 2011 | 2010 |
|------|------|------|------|------|------|------|------|------|------|
| Jan. | 2.07%| 2.50%| 1.37%| −0.09%| 1.58%| 1.59%| 2.93%| 1.63%| 2.63%|
| Feb. | 2.21%| 2.74%| 1.02%| −0.03%| 1.13%| 1.98%| 2.87%| 2.11%| 2.14%|
| Mar. | 2.36%| 2.38%| 0.85%| −0.07%| 1.51%| 1.47%| 2.65%| 2.68%| 2.31%|
| Apr. | 2.46%| 2.20%| 1.13%| −0.20%| 1.95%| 1.06%| 2.30%| 3.16%| 2.24%|
| May  | 2.80%| 1.87%| 1.02%| −0.04%| 2.13%| 1.36%| 1.70%| 3.57%| 2.02%|
| Jun. | 2.87%| 1.63%| 1.00%| 0.12% | 2.07%| 1.75%| 1.66%| 3.56%| 1.05%|
| Jul. | 2.95%| 1.73%| 0.83%| 0.17% | 1.99%| 1.96%| 1.41%| 3.63%| 1.24%|
| Aug. | 2.70%| 1.94%| 1.06%| 0.20% | 1.70%| 1.52%| 1.69%| 3.77%| 1.15%|
| Sep. | 2.28%| 2.23%| 1.46%| −0.04%| 1.66%| 1.18%| 1.99%| 3.87%| 1.14%|
| Oct. | 2.52%| 2.04%| 1.64%| 0.17% | 1.66%| 0.96%| 2.16%| 3.53%| 1.17%|
| Nov. | 2.18%| 2.20%| 1.69%| 0.50% | 1.32%| 1.24%| 1.76%| 3.39%| 1.14%|
| Dec. | —    | 2.11%| 2.07%| 0.73% | 0.76%| 1.50%| 1.74%| 2.96%| 1.50%|

Table 8: Crude oil price.

| Year | 2018 | 2017 | 2016 | 2015 | 2014 | 2013 | 2012 | 2011 | 2010 |
|------|------|------|------|------|------|------|------|------|------|
| Jan. | 64.85| 52.78| 33.62| 48.24| 97.49| 97.49| 98.48| 92.19| 72.89|
| Feb. | 61.58| 53.9 | 35.53| 49.76| 102.59| 92.05| 107.07| 96.97| 79.66|
| Mar. | 64.91| 50.66| 38.18| 47.6 | 101.58| 97.23| 103.02| 106.72| 83.76|
| Apr. | 68.5 | 49.24| 45.92| 59.63| 99.74| 93.46| 104.87| 113.93| 86.15|
| May  | 67.04| 48.76| 48.9 | 60.3 | 102.71| 91.97| 86.53| 102.7 | 73.97|
| Jun. | 74.28| 46.18| 48.43| 59.47| 105.37| 96.56| 84.96| 95.42| 75.63|
| Jul. | 68.38| 50.17| 41.32| 47.12| 98.17| 105.03| 88.06| 95.7 | 78.95|
| Aug. | 69.91| 47.01| 44.83| 49.2 | 95.96| 107.65| 96.47| 88.81| 71.92|
| Sep. | 73.46| 51.53| 47.95| 45.09| 91.16| 102.33| 92.19| 79.2 | 79.97|
| Oct. | 65.02| 54.55| 46.89| 46.59| 80.54| 96.38| 86.24| 93.19| 81.43|
| Nov. | 50.71| 57.35| 49.16| 41.65| 66.15| 92.72| 88.91| 100.36| 84.11|
| Dec. | 45.8 | 60.11| 53.75| 37.04| 53.27| 98.42| 91.82| 98.83| 91.38|
5. Conclusion

There are data-driven macrofactors behind any economic data. It is important for social economists to analyze the cause and predict data volatility. This paper selects the world gold price as an example for verifying the reconstruction method based on the BPE index.

Adaptive PEEMD is utilized to decompose the gold price data to obtain the orthogonal mode function while eliminating as much of the effectiveness from the noise signal as possible, and then the IMFs are classified into high- and low-frequency parts to determine long-term and short-term trends by the BPE index method compared with the $T$-test method. The composed results are subjected to correlation analysis with global gold production, world crude oil prices, and world inflation to highlight the rationality of long-term and short-term trends composed of the two methods. According to the study results regarding the trends in gold price data, the main conclusions are as follows:

1. According to the calculated value based on the two methods in comparison, the BPE value in IMFs indicates clearer boundaries than the $T$-test and is more in line with the actual situation. BPE$_{67}$ and BPE$_{65}$ are more than 1, which manifests the obvious boundaries between RS$_8$ and IMF$_7$, while the $P$ value of IMF$_3$ (0.0001) is less than 0.05 for the first time, and IMF$_5$, IMF$_6$, and IMF$_7$ are also less than 0.05 by the $T$-test method.

2. According to the perspective from the composed result, the correlation analysis shows that Pearson correlation coefficient between low-frequency data reconstructed by the BPE index method and mine production is $-0.5005$, greater than $-0.4421$, which is Pearson correlation coefficient between low-frequency data reconstructed by the $T$-test method and mine production. This indicates that the reconstructed long-term trend is more appropriate than the realistic economic meaningful trend by the BPE index method. Therefore, the high-frequency data are correspondingly more effective and are extracted from high-frequency data.

The paper demonstrates that the trend data reconstructed by the BPE index method can better explain the internal drivers of gold price volatility, both in terms of long-term and short-term trends, and it lays the foundation for further study about the trend of gold price volatility. It provides new methods and ideas for studying the driving factors behind macroeconomic fluctuations to better explain the changes in macroeconomic indicators.
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Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was supported by the National Key R&D Program of China (2018YFC0604105) and Applied Basic Research Programs of Sichuan Province (Project no: 2018YJ0112).

References

[1] D. Giannone, L. Reichlin, and D. Small, "Nowcasting: the real-time informational content of macroeconomic data," *Journal of Monetary Economics*, vol. 55, no. 4, pp. 665–676, 2008.

[2] K. Martinsen, F. Ravazzolo, and F. Wulfsberg, "Forecasting macroeconomic variables using disaggregate survey data," *International Journal of Forecasting*, vol. 30, no. 1, pp. 65–77, 2014.

[3] N. E. Huang, Z. Shen, S. R. Long et al., "The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series analysis," *Proceedings of the Royal Society of London. Series A: Mathematical, Physical and Engineering Sciences*, vol. 454, no. 1971, pp. 903–995, 1998.

[4] P. Flandrin, G. Rilling, and P. Goncalves, "Empirical mode decomposition as a filter bank," *IEEE Signal Processing Letters*, vol. 11, no. 2, pp. 112–114, 2004.

[5] Z. Wu and N. E. Huang, "Ensemble empirical mode decomposition: a noise-assisted data analysis method," *Advances in Adaptive Data Analysis*, vol. 1, no. 1, pp. 1–41, 2009.

[6] J.-R. Yeh, J.-S. Shieh, and N. E. Huang, "Complementary ensemble empirical mode decomposition: a novel noise enhanced data analysis method," *Advances in Adaptive Data Analysis*, vol. 2, no. 2, pp. 135–156, 2010.

[7] J. Zheng, J. Cheng, and Y. Yang, "Partly ensemble empirical mode decomposition: an improved noise-assisted method for eliminating mode mixing," *Signal Processing*, vol. 96, pp. 362–374, 2014.

[8] Y. Amirat, M. E. H. Benbouzid, T. Wang, K. Bacha, and G. Feld, "EEMD-based notch filter for induction machine bearing faults detection," *Applied Acoustics*, vol. 133, pp. 202–209, 2018.

[9] E. Jianwei, J. Ye, and H. Jin, "A novel hybrid model on the prediction of time series and its application for the gold price analysis and forecasting," *Physica A: Statistical Mechanics and Its Applications*, vol. 527, Article ID 121454, 2019.

[10] M. D. Koll, J. V. Favale, B. M. Kirchner, G. S. Elliott, and J. C. Dutton, "Flow structure identification in the near wake of an axisymmetric supersonic base flow using MEEMD," in
[11] L. Tang, W. Dai, L. Yu, and S. Wang, “A novel CEEMD-based EELM ensemble learning paradigm for crude oil price forecasting,” *International Journal of Information Technology & Decision Making*, vol. 14, no. 1, pp. 141–169, 2015.

[12] D. Camarena-Martinez, M. Valtierra-Rodriguez, C. A. Perez-Ramirez, J. P. Amezquita-Sanchez, R. de Jesus Romero-Troncoso, and A. Garcia-Perez, “Novel downsampling empirical mode decomposition approach for power quality analysis,” *IEEE Transactions on Industrial Electronics*, vol. 63, no. 4, pp. 2369–2378, 2016.

[13] C. Tian, Y. Hao, and J. Hu, “A novel wind speed forecasting system based on hybrid data preprocessing and multi-objective optimization,” *Applied Energy*, vol. 231, pp. 301–319, 2018.

[14] X. Zhang, K. K. Lai, and S.-Y. Wang, “A new approach for crude oil price analysis based on empirical mode decomposition,” *Energy Economics*, vol. 30, no. 3, pp. 905–918, 2008.

[15] L. Yu, Z. Wang, and L. Tang, “A decomposition-ensemble model with data-characteristic-driven reconstruction for crude oil price forecasting,” *Applied Energy*, vol. 156, pp. 251–267, 2015.

[16] M. Aamir, A. Shabri, and M. Ishaq, “Improving forecasting accuracy of crude oil prices using decomposition ensemble model with reconstruction of IMFs based on ARIMA model,” *Malaysian Journal of Fundamental and Applied Sciences*, vol. 14, no. 4, pp. 471–483, 2018.

[17] W. Gao, M. Aamir, A. B. Shabri, R. Dewan, and A. Aslam, “Forecasting crude oil price using kalman filter based on the reconstruction of modes of decomposition ensemble model,” *IEEE Access*, vol. 7, pp. 149908–149925, 2019.

[18] B. Liu, P. Zheng, Q. Dai, and Z. Zhou, “The measurement and elimination of mode splitting: from the perspective of the partly ensemble empirical mode decomposition,” *Complexity*, vol. 2018, Article ID 4230649, 10 pages, 2018.

[19] L. Tang, W. Dai, L. Yu, and S. Wang, “A novel CEEMD-based EELM ensemble learning paradigm for crude oil price forecasting,” *International Journal of Information Technology & Decision Making*, vol. 14, no. 1, pp. 141–169, 2015.

[20] K.-M. Wang, Y.-M. Lee, and T.-B. N. Thi, “Time and place where gold acts as an inflation hedge: an application of long-run and short-run threshold model,” *Economic Modelling*, vol. 28, no. 3, pp. 806–819, 2011.

[21] A. Humeau-Heurtier, M. A. Colominas, G. Schlotthauer, M. Etienne, L. Martin, and P. Abraham, “Bidimensional unconstrained optimization approach to EMD: an algorithm revealing skin perfusion alterations in pseudoxanthoma elasticum patients,” *Computer Methods and Programs in Biomedicine*, vol. 140, pp. 233–239, 2017.

[22] K. Bandt and B. Pompe, “Permutation entropy: a natural complexity measure for time series,” *Physical Review Letters*, vol. 88, no. 17, Article ID 174102, 2002.

[23] M. Zanin, L. Zunino, O. A. Rosso, and D. Papo, “Permutation entropy and its main biomedical and econophysics applications: a review,” *Entropy*, vol. 14, no. 8, pp. 1553–1577, 2012.

[24] P. Sedgwick, “Independent samples t test,” *BMJ*, vol. 340, no. 2, p. c2673, 2010.

[25] M. Doggett and J. Zhang, “Production trends and economic characteristics of Canadian gold mines,” *Exploration and Mining Geology*, vol. 16, no. 1-2, pp. 1–10, 2007.

[26] S. Selvanathan and E. A. Selvanathan, “The effect of the price of gold on its production: a time-series analysis,” *Resources Policy*, vol. 25, no. 4, pp. 265–275, 1999.