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Abstract Convective clustering, the spatial organization of tropical deep convection, can manifest itself in two ways: through a decrease in the total area covered by convection and/or through a decrease in the number of convective areas. Much of our current understanding of convective clustering comes from simulations in idealized radiative convective equilibrium (RCE) configurations. In these simulations the two forms of convective clustering tend to covary, and their individual effects on the climate are thus hard to disentangle. This study shows that in aquaplanet simulations with more realistic boundary conditions, the number of convective clusters are not equivalent and are associated with different impacts on the large-scale climate. For instance, reducing the convective area in the equatorial region in the aquaplanet simulations results in broader meridional humidity and rain distributions and in lower tropospheric temperatures throughout the tropics. By contrast, the number of convective regions primarily impacts the zonal variance of humidity-related quantities in the aquaplanet simulations, as the distribution of convective regions affects the size of the subsidence regions and thereby the moistening influence of convective regions. The aquaplanet simulations confirm many other qualitative results from RCE simulations, such as a reduction of equatorial tropospheric humidity when the area covered by convection diminishes.

Plain Language Summary Strong precipitation events in Earth’s tropics are associated with regions of strong upward motions that can extend over the entire depth of the troposphere. These regions of strong upward motions are not uniformly distributed throughout the tropics but occur mostly as clusters of various shapes and sizes, typically within a narrow zonal band. We show here with idealized climate simulations that different forms of spatial organization of the regions of upward motions have distinct impacts on the climate, highlighting the need to consider several metrics to characterize the organization. For instance, reducing the area covered by upward motions close to the equator results in broader meridional humidity and rain distributions. By contrast, the number of regions of upward motion primarily impacts the zonal variance of humidity-related quantities.

1. Introduction

A striking feature of Earth’s tropics when observed from space is the various spatial patterns of deep convection that appear as areas of high cloud cover within the tropical rain belt. These patterns consist of deep convective clusters of various sizes and shapes (Mapes & Houze, 1993; Tobin et al., 2012) that are separated by regions of clear sky or low cloud cover associated with subsiding motions. The sizes of the clusters range from a few kilometers (e.g., Houze, 1977; Laing & Fritsch, 1997) to large-scale patterns such as can be seen during the Madden Julian Oscillation (MJO; Arnold & Randall, 2015; Madden & Julian, 1971, 1994). Recent observational results suggest that the form of this convective clustering has a large impact on the tropical climate (Holloway et al., 2017; Popp & Bony, 2019; Semie & Bony, 2020; Tobin et al., 2012).

Most of our current understanding of self-organization of convection comes from idealized climate simulations with horizontally uniform boundary conditions (and without planetary rotation), the so-called radiative convective equilibrium (RCE). If certain conditions are met in this type of experiment, the convection spontaneously self organizes, leading to a decrease in the number of convective regions and in the total area covered by convection (Bretherton et al., 2005; Coppin & Bony, 2017, 2015; Held et al., 1993; C. J. Muller & Held, 2012; C. Muller & Bony, 2015; Tompkins & Craig, 1998; Wing & Emanuel, 2014; Wing et al., 2017).
The conditions and mechanisms of self-organization and of the convective clustering have been extensively studied in RCE configurations, but there are many open questions as to how the results of RCE simulations translate to more realistic configurations and whether the same mechanisms are at work.

To better understand the link between RCE and more realistic configurations with planetary rotation and meridional temperature gradients, we analyze aquaplanet simulations first described in Popp and Bony (2019) (henceforth PB19). In these simulations, different forms of zonal convective clustering were prescribed in an equatorial band, with the aim of understanding the impact of zonal convective clustering on the width of the tropical rain belt. However, the results of these experiments can be used to investigate a number of other important questions, such as the impact of the zonal convective clustering on the mean thermodynamic state of the tropical atmosphere and the separate impacts of the number convective regions and of the total area covered by convective regions. These topics are covered in the present manuscript. We choose to focus on the effects of the convective clustering on the temporal mean climate response, as this aspect of the response is readily comparable to previous RCE domain mean results. This analysis will thus allow us to compare the impacts of the convective clustering on the temporal mean climate in the aquaplanet simulations with those found in RCE simulations. Together, these analyses expand on previous RCE results by providing insights into the links between the two different forms of convective clustering and the large-scale climate of the tropics in a more realistic configuration.

The paper is organized as follows: we summarize the experimental design of the analyzed experiments in the following section and define two metrics for convective clustering, related to the area of convection and to the number of convective regions, respectively, in section 3. In section 4 we use the two metrics to characterize the impacts of convective clustering on the tropical climate and then examine the mechanisms by which clustering influences the climate in section 5. In section 6 we compare the employed metrics for convective clustering to other metrics, compare the aquaplanet simulations with previous RCE results, address limitations of the employed model setup, and discuss potential follow-up analyses. Finally, we summarize our main findings in section 7.

2. Experimental Design

We outline the experimental design below and refer the reader to the methods section of PB19 for more details.

2.1. Climate Model and Boundary Conditions

Simulations were performed with Version 5A of the atmospheric component of the Institute Pierre Simon Laplace (IPSL) coupled model IPSL-CM5A-MR (Dufresne, 2013; Hourdin et al., 2006; Hourdin, 2013). This medium-resolution version of the model (MR, 1.25° × 2.53° horizontal resolution) also took part in the Climate Model Intercomparison Project Phase 5 (CMIP5 Taylor et al., 2012). The model uses hybrid sigma pressure coordinates in the vertical and resolves the atmosphere with 39 levels up to a height of approximately 70 km. Simulations were performed on a rotating aquaplanet, meaning that all continents were removed and replaced by sea surface conditions. Perpetual equinox conditions, which assume a daily cycle but no seasonal cycle, and a top-of-atmosphere insolation that is equivalent to 1,366 W m\(^{-2}\) were imposed. Sea surface temperatures were prescribed to be zonally uniform and to include meridional gradients to mimic Earth’s mean meridional temperature gradients, following the aquaplanet experiment (APE) protocol, except for the use of the “control” sea surface temperature distribution instead of “QOBS” (Neale & Hoskins, 2000; Williamson, 2012).

2.2. Evaporation Patterns

Convection tends to localize over maxima of boundary layer moist static energy (MSE; Emanuel et al., 1994; Lindzen & Hou, 1988; Möbis & Stevens, 2012; Privé & Plumb, 2007; Popp & Silvers 2017), which implies that the spatial organization of convection can be prescribed by imposing evaporation patterns: Regions of enhanced (reduced) evaporation receive an additional (reduced) influx of MSE and hence have maxima (minimum) in the boundary layer MSE. With this methodology we can thus control the size and the number of convective clusters. Using the evaporation to force changes in convective clustering also has the advantage of constraining the global mean precipitation, as the global mean precipitation must be balanced by the global mean evaporation in a steady state.
In the analyzed experiments the evaporation is relaxed toward an imposed pattern using Newtonian relaxation, with the relaxation time scale being instantaneous at the equator and then decreasing with latitude within a band from 10°S to 10°N; at higher latitudes the evaporation evolves freely. The imposed evaporation pattern is zonally periodic and is controlled by two parameters: the amplitude of the periodic variations $\alpha$, and the zonal wavenumber $\nu$. The zonal means of the imposed evaporation fields are kept fixed in all
experiments, so that the zonal mean evaporation in the deep tropics is approximately constant across the experiments, and a lower bound of 0 for the evaporation is also imposed. These two requirements mean that the total convective area must shrink as $\alpha$ is increased: increasing the evaporation at some longitudes means that the total evaporation area along a longitude circle must decrease. Increasing $\nu$ increases the number of convecting regions. Note that the amplitude of the imposed evaporation pattern also decreases with latitude, producing a smooth transition from the regions with forced evaporation to the regions with freely evolving evaporation.

Figure 2. Panel (a) shows the steady-state CF as a function of the amplitude of the imposed forcing. Panel (c) shows the normalized zonal standard deviation of precipitation from 6°S to 6°N ($S_\lambda(P)$) and Panel (e) the interquartile ratio (IQR) of precipitable water as a function of CF in the mean over the steady-state period. Panel (b) shows the steady-state CF, Panel (d) the steady-state normalized zonal standard deviation of precipitation from 6°S to 6°N ($S_\lambda(P)$), and Panel (f) the steady-state IQR of precipitable water all as a function of the zonal wavenumber where the CONTROL and CONSTANT experiments are plotted as Wavenumber 0.
Two examples of the imposed evaporation fields and the precipitation responses are given in Figure 1, and a full mathematical description of the evaporation fields is given in PB19.

2.3. Experiments

Experiments were performed for a range of $\alpha$ and $\nu$, with each experiment lasting for 1,080 ($3 \times 360$) days and the first 360 days discarded. A control experiment (henceforth CONTROL) was run in which the evaporation was unforced; that is, the evaporation is calculated interactively. The state of CONTROL after 360 days was then used as the initial condition for the other experiments. These are composed of one experiment with a zonally uniform forced evaporation field (CONSTANT) and 30 experiments with forced evaporation fields that are periodic in the zonal direction with zonal wavenumbers ($\nu$) from 1 to 10 and amplitudes ($\alpha$) 2, 4, and 8 for each value of $\nu$. The values of $\alpha$ correspond to the maximum of the imposed evaporation pattern along the equator and are expressed as multiples of the equatorial mean evaporation. So $\alpha = 4$ means that the maximum evaporation along the equator is 4 times the equatorial mean evaporation. Two sensitivity experiments with $\nu = 20$ and $\alpha = 2,4$ were also performed for sensitivity purposes, to make 34 experiments in total. Note that an experiment with $\nu = 20$ and $\alpha = 8$ would have confined the individual convective regions to less than a grid point and was thus not performed.

We will henceforth denote the experiments based on their values of $\nu$ and $\alpha$. So experiment $\nu 3-\alpha 4$ refers to the experiment with $\nu = 3$ and $\alpha = 4$. To refer to all experiments with a given amplitude, we will refer to the $\alpha 2$ experiments, the $\alpha 4$ experiments, etc. Likewise we will refer to the $\nu 1, \nu 2, ..., \nu 10$ experiments for all experiments with a given wavenumber.

In this framework, the experiments were designed such that smaller values of the wavenumber $\nu$ and higher values of the amplitude $\alpha$ of the evaporation (and thus of the convective) pattern each correspond to more zonally “clustered” states (we define “clustering” more precisely below).

3. Metrics for Convective Clustering and Other Conventions

Our experimental setup allows us to separately vary the zonal wavenumber and the amplitude of the evaporation forcing, giving us two degrees of freedom by which the zonal distribution of convection can be varied. Our goal is for the zonal wavenumber to control the number of individual convecting regions and for the amplitude to control the total area covered by convection. With this idea in mind, we have defined two principal metrics to quantify the separate influences of the number of convective regions and of the total area covered by convection on the tropical climate.

Since in our experimental setup the convective regions are forced to be evenly distributed along the equator, the spatial distribution of the convective regions can be effectively characterized by the number of convective regions, with a higher number of convective regions implying that the regions are more evenly distributed along the equator. Because of the high spatial correlation between the imposed evaporation and precipitation in the deep tropics of the analyzed simulations (PB19, see also Figure 1), the number of convective regions corresponds to the zonal wavenumber of the forcing. Therefore, we use the zonal wavenumber as the metric to characterize the zonal distribution along the equator. With this metric a “more clustered” state corresponds to a lower wavenumber and hence a state with fewer convective regions. We will henceforth use zonal wavenumber and number of convective regions interchangeably.

To quantify the total area covered by convection—its spatial concentration—we define the convective fraction (CF) as the zonal fraction of negative values of the meridional mean vertical pressure velocity at 500 hPa (i.e., $\omega(p = 500 \text{ hPa}) < 0$) between 6°S and 6°N. The CF is strongly controlled by the amplitude of the imposed forcing (Figure 2a), confirming that changing the amplitude is indeed a powerful way to change the overall CF and thus the spatial concentration of convection. With this metric a “more clustered” state corresponds to a lower CF.

The CF also increases with the zonal wavenumber for $\nu < 4-5$ (Figure 2b) and then appears to saturate at higher wavenumber (the value at which it saturates is dependent on the value of $\alpha$). So the two metrics are not strictly independent in our experimental setup, and we will take this into account in our analysis. We therefore expect that quantities that depend on CF also depend on the zonal wavenumber for $\nu < 4-5$. This dependence is an undesired effect of the experimental setup. In order to obtain the explicit dependence of quantities on the wavenumber, independent of the CF, we have two possibilities. One possibility is to
Table 1

|                          | CF   | ν   | $L_\nu$ |
|--------------------------|------|-----|---------|
| $\overline{S}_1(P)$     | (+) 9% | (+) 8% | (+) 30% |
| IQR                     | (+) 34% | (+) 51% | (+) 76% |
| Zonal wavenumber        | (+) 6% | (+) 100% | (+) 34% |
| Precipitable water      | (+) 92% | (+) 36% | (+) 69% |
| Condensed water path    | (+) 93% | (+) 7%  | (+) 69% |
| Total cloud fraction    | (+) 82% | (+) 41% | (+) 70% |
| High cloud fraction     | (+) 84% | (+) 42% | (+) 64% |
| Atmospheric energy uptake | (+) 73% | (+) 49% | (+) 49% |
| Cloud-radiative effect  | (+) 87% | (+) 49% | (+) 65% |
| Clear-sky atmospheric energy uptake | (+) 85% | (+) 4%  | (+) 65% |
| Albedo                  | (+) 90% | (+) 25% | (+) 63% |
| 500 hPa temperature     | (+) 78% | (+) 8%  | (+) 6%  |
| 200 hPa zonal wind      | (+) 42% | (+) 35% | (+) 99% |

Note. $\overline{S}_1(P)$ denotes the temporal mean of the meridionally averaged zonal standard deviation of precipitation from 6°S to 6°N divided by the average precipitation over the same area and IQR the interquartile ratio of precipitable water. The average zonal subsidence size ($L_\nu$) was estimated by taking $360°(1-CF)/\nu$. Note that for the correlations between the zonal wavenumber ($\nu$) and other quantities as well as for the correlations between the average zonal subsidence size ($L_\nu$) and other quantities, the CONTROL and the CONSTANT experiments were excluded, as it is not clear to what values they correspond.

4. Relationships Between Different Forms of Convective Clustering and the Temporal Mean Tropical Climate

We start our results section by showing the primary impacts of changing zonal convective clustering by changing CF and by changing the number of convective regions individually. We then discuss a more focused analysis of the impacts of convective clustering (defined in either way) on the meridional aspects of the response.

4.1. Increased Convective Clustering Associated With a Reduced Convective Fraction

In this first paragraph we review the results of PB19 on how the convective fraction affects different aspects of the tropical climate, before showing new additional results in the second paragraph of this subsection. PB19 showed most of the results as a function of a precipitation-based metric ($\overline{S}_1(P)$), but this precipitation-based metric is highly correlated with the CF (Table 1), and thus the relations they found with $\overline{S}_1(P)$ carry directly over to CF. Their main result is a widening of the ITCZ with increased convective clustering by decreasing the CF (their Figure 2, and Figure 3b of this manuscript). They also showed that increasing the convective clustering in this manner decreases the precipitation and the cloud fraction in the equatorial region, which leads to a decrease in cloud-radiative heating that contributes to a reduction of the atmospheric energy uptake in the equatorial region (see their Figures 2 and 6, and also Figure 3a and Table 1 of this manuscript). They then suggested that this leads to a reduction of the meridional energy transport, to a weakening of the meridional overturning circulation, and to a widening of the ITCZ. They also showed that stronger convective clustering was associated with weaker meridional but stronger zonal moisture convergence in the equatorial region (their Figure 4).

Additional, new analysis demonstrates here that increasing the convective clustering by reducing the CF also leads to a cooling of the remote troposphere (Figure 3g), to a decrease in precipitable and condensed water paths (Figures 3c and 3e), and to a reduction in albedo in the equatorial region (Table 1). This decrease in precipitable water is not only due to the larger area fraction covered by subsidence with stronger convective clustering, but also to a decrease of precipitable water within the convective (and within the subsidence) regions with stronger convective clustering (not shown). The changes in the tropical mean (defined here as the average from 30°S to 30°N) of the water-related quantities are substantially smaller than the changes in the equatorial mean (compare Figures 3d and 3c as well as Figures 3f and 3e), because the effects on the equatorial region are countered at higher tropical latitudes (mostly between 6° and 20° latitude, Figures 4a–4d). The tropospheric temperature, by contrast, also decreases in the tropical mean with decreasing CF (Figure 3h). This can be expected because gravity waves tend to even out horizontal inhomogeneities where the Coriolis parameter is small (Sobel & Bretherton, 2000), which is the case for most of the tropics (Figure 4e).
Figure 3. Panel (a) shows the steady-state mean atmospheric energy uptake in the zonal band from 6°S to 6°N as a function of the convective fraction CF. Panel (b) shows the ITCZ width, inferred by taking the mean precipitation of the zonal band from 15°S to 15°N and dividing it by the mean precipitation in the zonal band from 6°S to 6°N. Panels (c) and (d) show the vertically integrated steady-state precipitable water, Panels (e) and (f) the vertically integrated steady-state condensed water path, and Panels (g) and (h) the steady-state temperature at the 500 hPa pressure level, all as a function of the convective fraction (CF). The left column (Panels c, e, and g) shows the area mean of the variables on the ordinate in the zonal band from 6°S to 6°N. The right column (Panels d, f, and h) shows the area mean of the variables on the ordinate in the zonal band from 30°S to 30°N.
Although changing convective clustering by changing CF has a substantial effect on the zonal mean meridional variance of water-related quantities (precipitation, water vapor, clouds etc.), it has no clear systematic impact on the zonal variance of these quantities (Figures 5a and 5d).

4.2. Increased Convective Clustering Associated With Fewer Convective Regions

By contrast, increasing convective clustering by decreasing the zonal wavenumber $\nu$ and thus the number of convective regions leads to an increase of the zonal variance of water-related quantities in the equatorial region. This is evidenced by the increase in the difference in humidity and in the condensed water path between the convective regions and the subsidence regions with fewer convective regions (Figures 5b and 5d).

Figure 4. Panel (a) shows the steady-state and zonal means of the precipitation, Panel (b) of the evaporation, Panel (c) of the precipitable water, Panel (d) of the condensed water path, Panel (e) of the temperature at 500 hPa, and Panel (f) of the zonal wind at 200 hPa as a function of latitude. The plotted values were averaged over both hemispheres.
On the other hand, the impact of increasing convective clustering by decreasing the number of convective regions on the equatorial mean of the water-related quantities is generally weaker than it is for decreasing CF at higher wavenumbers ($\nu > 5$; see Figures 6a and 6c and Table 1). Some quantities have a dependence on the number of convective regions at these higher wavenumbers, however, such as the precipitable water or the cloud cover that keeps increasing with the number of convective regions (in particular for the $\alpha_{4}$ and $\alpha_{8}$ experiments). The stronger dependence of the equatorial mean of water-related quantities at smaller wavenumber is consistent with the monotonically increasing relationship between the number of convective regions and the CF for $\nu \leq 5$ (Figure 2b) (since these quantities all strongly depend on the CF) and suggests that a substantial effect of the number of convective regions for these lower wavenumbers occurs through its implicit impact via the CF. By removing the implicit impact on these quantities of the number of convective regions through its impact on the CF, we find indeed that the explicit behavior of these quantities at the lower wavenumbers is similar to that at higher wavenumbers (Figures 6b and 6d; see Appendix A for how this is done).

There is no clear impact of the number of convective regions on the tropical mean of most other quantities, implying a compensation of the effects seen in the equatorial region at higher latitudes (Figures 4a–4d). An exception is the zonal mean zonal wind, for which increased convective clustering leads to a substantial acceleration in the upper troposphere (Figure 4f), such that equatorial superrotation is observed for one to four convective regions, as well as for five to seven convective regions in the experiments with smaller CF (Figure 6e).

In summary, increasing convective clustering by decreasing the number of convective regions leads to an increase in the zonal variance of water-related quantities in the equatorial region. It also leads to a small decrease in equatorial mean precipitable water and cloud fraction and to an acceleration of the equatorial

Figure 5. Panel (a) shows the difference in steady-state precipitable water between the convective ($\omega(p = 500 \text{ hPa}) < 0$) and the subsidence ($\omega(p = 500 \text{ hPa}) > 0$) regions in the zonal band between $6^\circ$S and $6^\circ$N and Panel (d) the difference between these regions in the steady-state condensed water path, both plotted as a function of the convective fraction (CF). Panel (b) shows the same as (a) and Panel (c) as (d) but for the zonal wavenumber instead of the CF, where the CONTROL and CONSTANT experiments are plotted as Wavenumber 0. Panel (c) shows the same as (a), and Panel (f) as (d) but for the average zonal extent of the subsidence region $L_D$ calculated as $360^\circ \cdot (1 - \text{CF})/\nu$ and setting CONTROL and CONSTANT to $L_D = 0$. 

On the other hand, the impact of increasing convective clustering by decreasing the number of convective regions on the equatorial mean of the water-related quantities is generally weaker than it is for decreasing CF at higher wavenumbers ($\nu > 5$; see Figures 6a and 6c and Table 1). Some quantities have a dependence on the number of convective regions at these higher wavenumbers, however, such as the precipitable water or the cloud cover that keeps increasing with the number of convective regions (in particular for the $\alpha_{4}$ and $\alpha_{8}$ experiments). The stronger dependence of the equatorial mean of water-related quantities at smaller wavenumber is consistent with the monotonically increasing relationship between the number of convective regions and the CF for $\nu \leq 5$ (Figure 2b) (since these quantities all strongly depend on the CF) and suggests that a substantial effect of the number of convective regions for these lower wavenumbers occurs through its implicit impact via the CF. By removing the implicit impact on these quantities of the number of convective regions through its impact on the CF, we find indeed that the explicit behavior of these quantities at the lower wavenumbers is similar to that at higher wavenumbers (Figures 6b and 6d; see Appendix A for how this is done).

There is no clear impact of the number of convective regions on the tropical mean of most other quantities, implying a compensation of the effects seen in the equatorial region at higher latitudes (Figures 4a–4d). An exception is the zonal mean zonal wind, for which increased convective clustering leads to a substantial acceleration in the upper troposphere (Figure 4f), such that equatorial superrotation is observed for one to four convective regions, as well as for five to seven convective regions in the experiments with smaller CF (Figure 6e).

In summary, increasing convective clustering by decreasing the number of convective regions leads to an increase in the zonal variance of water-related quantities in the equatorial region. It also leads to a small decrease in equatorial mean precipitable water and cloud fraction and to an acceleration of the equatorial
mean zonal wind. A compensation effect at higher tropical latitudes offsets most of these effects in the tropical mean.

4.3. Decomposition Into Zonal Mean and Zonally Anomalous Climate Impacts of Convective Clustering

Temporal mean changes of climate variables can be decomposed into a contribution from zonal-mean changes and from zonally anomalous changes. We start with the zonal-mean contribution. In contrast to
the equatorial or the tropical mean, the impact of convective clustering on the zonal mean of the water-related variables is far from systematic (Figures 4a–4d). For example, there is a single ITCZ structure in the control simulation, a double ITCZ structure in most other simulations, and even a triple ITCZ structure in a few experiments such as $\nu_{1-\alpha8}$. This highlights how sensitive the meridional structure of zonal mean precipitation is to zonal aspects of the forcing.

Many aspects of the anomalous zonal response to changing the imposed evaporation forcing (and thus convective clustering) can be understood from the large body of work on the tropical atmosphere's response to zonally anomalous heats sources and sinks (e.g., Arnold et al., 2012; Adam, 2018; Adames & Kim, 2016; Gill, 1980; Lutsko, 2018; Matsuno, 1966; Showman & Polvani, 2010; Sobel & Maloney, 2012). This is because changing the evaporation has (through the latent heat flux) also the effect of adding surface heat sources or sinks. The anomalous stationary wave response to the imposed evaporation patterns closely resembles the classic Matsuno-Gill model for the tropical atmosphere's response to imposed heating (Gill, 1980; Matsuno, 1966), with a Kelvin wave to the east of the heating and two Rossby lobes southwest and northwest of the heating, respectively (Figure 7, left and middle columns). The wavenumber $\nu$ affects the horizontal scale of the anomalous response (not shown), as would naturally be expected. The amplitude of the imposed evaporation affects the magnitude of the zonally anomalous wind response but does not substantially change its spatial structure. This is because the local convective heating anomalies are amplified by radiative feedbacks (Figure 7, right column): The increased convection over the regions of increased latent heat flux

![Figure 7. Zonal anomalies of the temporal mean surface pressure and wind vectors in the $\nu_{3-\alpha2}$ (Panel a), $\nu_{3-\alpha4}$ (Panel d), and $\nu_{3-\alpha8}$ (Panel g) experiments. Zonal anomalies in precipitation and wind vectors in the $\nu_{3-\alpha2}$ (Panel b), $\nu_{3-\alpha4}$ (Panel e), and $\nu_{3-\alpha8}$ (Panel h) experiments. The fields in these plots were symmetrized about the equator. Difference in zonal anomalies between the temporal mean atmospheric energy uptake and the imposed latent heat flux in the $\nu_{3-\alpha2}$ (Panel c), $\nu_{3-\alpha4}$ (Panel f), and $\nu_{3-\alpha8}$ (Panel i) experiments. Note that the maxima of evaporation are displaced in longitude in the experiments with different amplitudes, so the regions of strong convection and the subsidence regions are also displaced. The left column only shows longitudes from 0° to 120°, whereas the middle and right column show the entire zonal band.](image-url)
leads to an increase in the atmospheric cloud-radiative effect (defined as the difference between the total net \([\text{LW} + \text{SW}]\) top of the atmosphere minus the total net surface radiative flux and the clear-sky net top of the atmosphere minus the clear-sky net surface radiative flux), whereas the suppressed convection in the regions of reduced latent heat flux leads to a decrease in the atmospheric cloud-radiative effect. This implies that changing the convective clustering (through changing either the CF or the number of convective regions) by itself causes an anomalous response that is similar to the anomalous response analyzed here, regardless of what causes the convective clustering.

5. Mechanisms for the Impacts of Convective Clustering on the Tropical Moisture Distribution

5.1. Mechanisms for the Impact of the Convective Fraction

A mechanism for the impact of the convective fraction on the width of the ITCZ was suggested by PB19. We repeat the argument here then test its validity in sensitivity experiments. PB19 suggest that reducing CF (according to their precipitation-based metric that is equivalent to CF) leads to a decrease in atmospheric cloud-radiative effect in the equatorial region (see their Figure 6, and Figure 8b of this manuscript). This leads to a decrease in the meridional gradient of atmospheric energy uptake, which in turn leads to a weakening of the meridional circulation (see their Figure 6, and Figure 8c of this manuscript) and hence a reduced transport of water toward the equator. Since the zonal mean evaporation is held approximately fixed in the simulations, a reduction in meridional water vapor transport leads to a reduction in near-equatorial precipitation and to an increase in precipitation at poleward tropical latitudes in steady state and thus to a wider ITCZ (see, e.g., Figure 8a). In principle these arguments also explain the wider meridional distribution of other water-related quantities in the analyzed simulations for smaller CF (Figures 4c and 4d).

In order to test how well the mechanism suggested by PB19 explains the impact of the CF on the width of the ITCZ, we perform sensitivity experiments in which we turn off all interactions between clouds and radiation; that is, we make clouds transparent to radiation. We find that the regression coefficient from the width of the ITCZ onto CF is reduced by 37\% when the cloud-radiative interactions are turned off, suggesting a weaker relation between the two variables in this case (Figure 8a). This confirms that the atmospheric cloud-radiative effect explains a substantial part of the impact of CF on the width of the ITCZ.

However, even if the relationship is weaker, a reduction of the convective fraction is still associated with a wider ITCZ in the experiments with no interactions between clouds and radiation (Figure 8a). So where is the remaining effect coming from? To investigate this, we use a gross moist stability (GMS) framework. In a hemispherically symmetric configuration such as the aquaplanet simulations analyzed here, this framework allows us to express the strength of the Hadley circulation \(\Psi_{\text{max}}(\phi)\) as (see PB19 for a derivation)

\[
\Psi_{\text{max}}(\phi) = \frac{A(\phi) \int_{0}^{\phi} T_{n}^{\lambda, t} \, d\phi}{\Delta h(\phi)},
\]

where \(\phi\) denotes the latitude, \(A\) the area between the equator and latitude \(\phi\), \(H_{n}\) the atmospheric energy uptake, \(t\) time, \([0, \phi]\) the zonal band between the equator and latitude \(\phi\), and \(\bar{\cdot}\) the average over the quantities denoted on the top right. \(\Delta h(\phi)\) is the GMS that gives the framework its name and is defined here as

\[
\Delta h(\phi) = \frac{\langle h(\phi) v(\phi) \Delta \lambda, t \rangle_{p}}{\langle v(\phi) \bar{\lambda}, t \rangle_{p_m}}.
\]

where \(v\) denotes the meridional wind, \(\lambda\) the longitude, \(\langle \cdot \rangle_{p}\) denotes the mass weighted vertical integral from the top of the atmosphere to a “midlevel” \(p_{m}\) where the meridional wind changes direction, and \(\langle \cdot \rangle_{p}\) denotes the mass weighted vertical integral over the entire atmosphere. \(h\) denotes the frozen MSE defined as

\[
h = c_{p} T + gz + Lq - L_{q} q_{i},
\]
Figure 8. Panel (a) shows the precipitation-inferred width of the ITCZ ($W_p$), Panel (b) shows the area mean from 6°S to 6°N of the net atmospheric energy uptake, Panel (d) of the gross moist stability, Panel (e) of the sensible heat flux, and Panel (f) of the vertically integrated radiative heating as a function of CF in steady state. The precipitation-inferred width of the ITCZ is calculated by taking the mean precipitation of the zonal band from 15°S to 15°N and dividing it by the mean precipitation of the zonal band from 6°S to 6°N. Panel (c) shows the absolute value of the Eulerian mean mass streamfunction at 500 hPa averaged from 6°S to 6°N as a function of the net atmospheric energy uptake. Black marks correspond to the steady-state value of the experiments with zonal Wavenumbers 5 through 7 and $\alpha = 2, 4, \text{and } 8$ in the experiments with the atmospheric cloud-radiative effects turned off and red marks from the corresponding experiments with the atmospheric cloud-radiative effects turned on. The regression lines were added to Panel (a) for the cases with and without cloud-radiative effects with their respective slopes (m).
where \( c_p \) is the specific heat capacity of air at constant pressure, \( T \) the temperature, \( g \) Earth’s gravity acceleration, \( z \) the height above sea level, \( L \) the latent energy of vaporization, \( L_f \) the latent heat of fusion, \( q \) the specific humidity, and \( q_i \) the specific mass of ice.

Equation 2 indicates that the GMS can be interpreted as the meridional energy advection divided by the mass flux in the upper branch of the Hadley circulation and thus corresponds to the efficiency with which the Hadley circulation transports this energy away meridionally. With this interpretation, Equation 1 states that the strength of the Hadley circulation at a given latitude \( \phi \) corresponds to the integrated energy uptake over the total area at lower latitude than \( \phi \), divided by the efficiency of the Hadley circulation to transport this energy away. Note that if the GMS is small and thus the Hadley circulation inefficient at transporting energy, changes in the atmospheric energy budget will require a large response of the Hadley circulation to restore the energy balance.

This GMS framework helps interpret the clear-sky simulations. In principle there are two ways to weaken the Hadley circulation: either by decreasing the atmospheric energy uptake or by increasing the GMS. We find that the change in equatorial energy uptake with CF is substantially smaller in the clear-sky simulations than in the simulations with the cloud-radiative interactions turned on (Figure 8b). The small decrease in energy uptake with decreasing CF in the clear-sky simulations comes exclusively from the sensible heat flux (Figure 8e). However, since this behavior is not present in the simulations with the atmospheric cloud-radiative effect turned on, it is unlikely that the change in turbulent heat flux is driving the changes in ITCZ properties in the simulations without cloud-radiative effects. Hence, the response of the ITCZ to changes in CF must be driven by changes in the GMS. We find indeed an increase in GMS with decreasing CF (Figure 8d). This is not only the case in the clear-sky simulations but also in the simulations with the cloud-radiative effects turned on, further emphasizing the crucial role of GMS changes.

In order to better understand the origin of the changes in GMS, we decompose the GMS into a temporal mean and a transient component

\[
\Delta h(\phi) = h(\phi)\langle \langle \rangle \rangle_p - \frac{\langle h(\phi)v(\phi) \rangle_p}{\langle \langle \rangle \rangle_p} \quad \text{or} \quad h(\phi)\langle \langle \rangle \rangle_p - \frac{\langle h(\phi)v(\phi) \rangle_p}{\langle \langle \rangle \rangle_p} + \frac{\langle \langle \rangle \rangle_p}{\langle \langle \rangle \rangle_p} \quad \text{transient}
\]

where primes denote departures from temporal means. We find that the increase in GMS with decreasing CF comes from the temporal mean component (compare Figures 9a and 9c). We hence decompose the temporal mean change in GMS further into a component from changes in the frozen MSE \( h \) and into a component from changes in the vertical profiles of the meridional wind \( v \). We find that the main change in mean GMS comes from changes in the vertical profiles of the meridional wind (compare Figures 9c and 9d).

Changes in the vertical profiles of the meridional wind affect the GMS by changing the levels at which mass convergence and divergence occur, thus changing the energy density of the mass that is replaced. Owing to the continuity equation, the zonal mean meridional mass convergence is equal in magnitude but opposite in sign to the zonal mean vertical mass convergence. Therefore, in order to analyze how the levels of mass convergence and divergence affect the GMS, we can also analyze the vertical wind profiles (which has been the more frequently used methodology in the past). The vertical wind profiles become increasingly top-heavy when convective clustering is increased by decreasing CF (by increasing \( \alpha \)), and therefore the vertical distribution of horizontal mass divergence becomes more top-heavy as well (Figures 10a and 10b). As a consequence, air of higher MSE is exported and air of lower MSE is imported (Back & Bretherton, 2006; Inoue & Back, 2015) thus increasing the energy transported poleward per unit of circulated mass and hence increasing the GMS. The vertical wind profiles in the simulations become more top-heavy with convective clustering through decreasing CF, because the contribution of the vertical mass flux from strong...
convective events increases with decreasing CF (the contribution to the vertical mass flux from strong convective events with $\omega<200$ hPa day$^{-1}$ at 400 hPa increases from 0.7% in the $\alpha_2$ experiments to 48.2% in the $\alpha_8$ experiments) and because the wind profiles of strong convective events are more top-heavy (Figures 10c and 10d). Note that a tendency to stronger convective events with decreased CF is consistent with the drier conditions found in the ascent (and subsidence) regions with decreased CF, as more instability needs to build up to trigger deep convection.

In summary, we find an additional mechanism acting in the same direction as the one proposed by PB19: If CF decreases and thus convective clustering increases, the increasing contribution of strong convective events to the upward mass flux increases, resulting in a more top-heavy vertical wind profile that leads to an increase in GMS. This increase in GMS then leads to a weakening of the mean meridional circulation and thus to a widening of the ITCZ.

5.2. Mechanisms for the Impact of the Number of Convective Regions

Varying the zonal wavenumber of the imposed evaporation pattern changes the average zonal extent of the subsidence regions in the deep tropics. The distance between the centers of the dry regions and the convective regions increase with decreasing zonal wavenumber and thus with increasing convective clustering. This distance corresponds (by design) to half the average zonal extent of the subsidence regions, which we
denote by $L_D$. This average zonal extent of the subsidence regions is largely responsible for the influence of the wavenumber on the deep tropical climate as we will show in this section. We diagnose $L_D$ as the subsidence fraction $(1 - CF)$ divided by the zonal wavenumber $\nu$ multiplied by $360^\circ$:

$$L_D = 360^\circ \cdot \frac{1 - CF}{\nu}. \tag{5}$$

We note that the dependence of $L_D$ on CF is a consequence of the zonal shape of evaporation patterns that we chose and is not in this sense of physical origin.

Moisture enters the free troposphere predominantly in regions of deep convection and is then propagated into the subsidence regions by detraining anvil clouds (e.g., Emanuel & Živković-Rothman, 1999;
So the further away a point lies from the closest convective region, the drier it is. This implies that increasing the size of subsidence regions and thus $L_D$ should decrease the atmospheric moisture content and increase the zonal variance thereof (Figures 5c, 11a, and 11b). Since $L_D$ increases when the number of convective regions is decreased, we find similar relationships when decreasing the number of convective regions (Figures 5h, 6a, and 6b). Similarly, one should also expect the high cloud fraction to decrease and its zonal variance to increase with increasing $L_D$ (Figures 5e, 11c, 11d) (and thus decreasing number of convective regions [Figures 5e, 5f, 6c, and 6d]), as a larger $L_D$ means that a smaller fraction of each subsidence region will be covered by high clouds. This argument also explains why the impact of convective clustering, measured by the number of convective regions, on the tropical climate becomes more pronounced when there is a relatively small number of convective regions: As shown in Equation 5, the average size of the subsidence region should be roughly inversely proportional to the imposed number of convective regions, implying that the rate of decrease of the size of the subsidence regions increases with a decreasing number of convective regions. By plotting the aforementioned water-related quantities as a function of $L_D$, we find indeed a more linear behavior (Figures 5c, 5f, and 11a–11d and Table 1).

$L_D$ also has a nearly perfect linear relationship with the zonal mean zonal wind at 200 hPa (Figure 11e). It is, however, not intuitively clear why the zonal mean zonal wind should accelerate as the average size of the subsidence regions is increased. An analysis of the zonal mean zonal momentum budget indicates that the acceleration is driven by the increased stationary eddy momentum fluxes (not shown) as $L_D$ is increased (i.e., as $\nu$ is decreased). This suggests that either the meridional propagation of the waves excited by the evaporation patches depends on $L_D$ and/or that the stationary wave source depends on $L_D$, but investigating this further is beyond the scope of the present study.

In summary, most of the relationships with the number of convective regions can be explained by the average size of subsidence regions ($L_D$): The larger the subsidence areas, the drier the atmosphere. We therefore believe that metrics that characterize the size distribution of the subsidence regions would be particularly well suited for characterizing the effects of altering the spatial distribution of convection.

6. Discussion

6.1. Comparison to Other Metrics of Convective Clustering

A number of different metrics have been used in the past to characterize convective clustering. Some of them require high spatial or temporal resolutions or a large number of grid points, such as index of organization $I_{org}$ (Tompkins & Semie, 2016), the simple convective aggregation index (SCAI) (Tobin et al., 2012), or the convective aggregation index (CAI) (Pendergrass et al., 2016), that are not available for the analyzed GCM results and hence cannot be applied. Other metrics, however, can readily be applied to our results. These are the subsidence fraction (Coppin & Bony, 2015), the interquartile ratio of precipitable water (IQR Bretherton et al., 2005), and the normalized zonal standard deviation of precipitation ($S_{\lambda}(P)$; PB19).

The subsidence fraction SF is the fractional area of mean subsidence (i.e., $\omega(500\,\text{hPa}) > 0$) and is almost equal to $1 - CF$ except for a small detail in the manner we calculate CF: CF is calculated by taking the meridional average from $6^\circ$S to $6^\circ$N first and by then taking CF to be the zonal fraction of values of $\omega(500\,\text{hPa}) < 0$. For SF to be identical to $1 - CF$, we would have to calculate CF as the actual area fraction with $\omega(500\,\text{hPa}) < 0$ in the zonal band from $6^\circ$S to $6^\circ$N (so without taking the meridional average first). However, the two ways of calculating CF are very highly correlated (95% of the variance explained) and thus characterize the same aspect of convective clustering. Thus, relationships with SF are equivalent to relationships with CF (but with opposite sign).

The normalized zonal standard deviation of precipitation is also very closely tied to CF, with higher values of the zonal standard deviation of precipitation corresponding to more clustered states (Figure 2c). The zonal standard deviation of precipitation increases with decreasing wavenumber (Figure 2d), but only at low wavenumbers, and thus shows a similar behavior as CF in this regard.

The IQR has been used as a metric for convective clustering in RCE simulations, where it was found that the horizontal variability in humidity increases as the convective clustering increases (Bretherton et al., 2005).
The IQR increases monotonically with decreasing zonal wavenumber (and hence increasing convective clustering), but there is no clear relationship with the CF (Figures 2e and 2f).

In summary, the subsidence fraction and the normalized zonal standard deviation of precipitation describe the same quality of convective clustering as the CF, and the IQR describes the same quality of convective clustering as the zonal wavenumber or the mean zonal extent of the subsidence zones.
6.2. Comparison Between the Aquaplanet Results and Previous Results Obtained in RCE Simulations

In this section we focus on similarities between the aquaplanet results and RCE simulations, particularly by comparing the aquaplanet results with features that are robustly seen in RCE simulations.

The results of the aquaplanet simulations agree with most robust RCE results, such as stronger convective clustering (either by changing CF or by changing the number of convective regions) being associated with drying, a reduction of cloud cover, a decreased cloud-radiative effect, and an increase in the IQR in the region where the clustering is imposed (Bretherton et al., 2005; C. Muller & Bony, 2015; Wing & Cronin, 2016; Wing et al., 2017). The only major difference is that, in the aquaplanet simulations, stronger convective clustering (through changing CF) is associated with a cooling of the troposphere, whereas it is associated with a warming of the free troposphere in RCE with prescribed sea surface temperatures (Wing et al., 2017). This cooling is caused by changes in cloud-radiative effects, as the cooling is not present in the simulations with cloud-radiative interactions turned off (not shown). In the simulations with clouds interacting with radiation, we find that both the equatorial and the tropical climate in realistic configurations. The aquaplanet simulations also reveal that many effects associated with convective clustering in the equatorial region are countered in adjacent regions such that they are substantially reduced there. As the expanding subsidence regions become drier with decreasing CF, drier air is mixed into the convective regions reducing humidity there as well.

The aquaplanet simulation results suggest furthermore that in RCE the effects of the convective clustering are caused by two different aspects of the convective clustering: the change in area fraction covered by convection, which primarily affects the humidity and cloud-radiative effects, and the size of the subsiding regions, which primarily affects IQR. In RCE simulations the convective fraction tends to decrease simultaneously with increasing size of the subsidence regions, and the individual impacts of the two changes are thus difficult to disentangle. The aquaplanet simulations analyzed here demonstrate that at least two metrics are required for a comprehensive description of the effects of convective clustering on the climate in more realistic configurations. The aquaplanet simulations also reveal that many effects associated with convective clustering in the equatorial region are countered in adjacent regions such that they are substantially reduced in the tropical mean. The impact of convective clustering on the equatorial and tropical climate from changing the convective fraction is generally larger than the one from changing the number of convective regions. This suggests that quantities that characterize convective clustering using the spatial variance of moisture or MSE (that are more closely linked to the size of the subsidence regions) may not be good predictors of the main effects of the clustering (e.g., drying or reduction of cloud-radiative heating).

An additional insight from the aquaplanet simulations comes from breaking the horizontal isotropy of the RCE boundary conditions. The meridional width of the ITCZ can in principle be seen as a metric of meridional convective clustering. According to this metric, a narrower ITCZ corresponds to a more clustered state. This perspective allows us to interpret the result that the ITCZ widens with decreasing CF (which is a metric for zonal clustering) in the following way: Increased zonal convective clustering is associated with reduced meridional convective clustering. This not only suggests that meridional and zonal convective clustering may have distinct impacts on the climate in realistic configurations but also that meridional and zonal convective clustering may act as antagonists.

6.3. Limitations of the Employed Setup and Outlook

A limitation of our setup is that the surface temperatures are fixed and do not respond to imbalances in the surface energy budget. This constrains the responses to the imposed forcing. We find, for example, a difference of up to 0.1 in the equatorial planetary albedo between experiments, with lower values when the CF is smaller. This would severely impact the surface, as the equatorial sea surface would warm when the albedo diminishes. This would in turn lead to an increase in meridional surface temperature gradient, which would
strengthen the mean meridional circulation (Bellon & Sobel, 2010; Gastineau et al., 2011; Oueslati & Bellon, 2013) and thus offset at least part of the weakening of the mean meridional circulation found here. This could in turn be offset somewhat by changes in the longwave surface fluxes that would act to amplify the results found here (Fläschner et al., 2018; Harrop & Hartmann, 2016; Popp & Silvers 2017). RCE simulations with interactive sea surface temperatures suggest furthermore that the deep convective regions would not be stationary but would migrate toward local maxima of sea surface temperature and eventually disappear there, before new convective systems form (Coppin & Bony, 2017), thus changing the convective clustering over time. In summary, performing similar simulations to the ones analyzed here but with interactive sea surface temperature is an important next step for understanding how surface feedbacks affect the results found here.

Similarly, forcing evaporation to prescribed patterns also has a variety of implications that could affect the results. Evaporation feedbacks, such as the wind-induced surface heat exchange (WISHE) feedback (Emanuel, 1987; Neelin et al., 1987) that could affect the net input of energy and moisture into the atmosphere and thus change the circulation response, are strongly suppressed in the equatorial region. Due to the coupling of the evaporation to the surface winds and thus to the large-scale circulation, it is not intuitively clear how fixing the evaporation affects the results, and it is thus certainly worth investigating this in the future.

Observations suggest that convective clustering can occur at scales as small as a few kilometers. The limited resolution of the employed GCM impeded us from analyzing the impact of this small-scale convective clustering on the climate. The main open questions in this regard are whether there are impacts of the convective clustering that are substantially different than at the larger scales analyzed here and whether the effect of the sizes of the subsidence region saturates at sufficiently small length scales. Since resolving the smallest scales of convective clustering globally is beyond the capability of current climate models, a useful next step would be to investigate the impact of small-scale convective clustering on the tropical large-scale circulation and climate with high-resolution observational products.

In the experiments analyzed here, the rain belt is confined to the equatorial region. But on Earth the mean position of the rain belt is north of the equator, and it can migrate substantially away from the equator due to the seasonal cycle (Gruber, 1972; Popp & Lutsko 2017; Schneider et al., 2014; Waliser & Gautier, 1993). Furthermore, recent work suggests that the coupling of deep convection to the large-scale circulation is different off the equator (Adames & Ming, 2018a, 2018b), and therefore convective clustering may have a different impact on convection off the equator than near the equator. Since convective clustering has an impact on the energy budget as evidenced here and in observations (Tobin et al., 2012, 2013), and since the atmospheric energy budget has been shown to have a substantial impact on the position of the rain belt (e.g., Adam et al., 2016; Hwang & Frierson, 2013; Kang et al., 2008; Schneider et al., 2014; Wei & Bordoni, 2018), it also seems likely that the position of the rain belt is affected by convective clustering. Studying the interaction between the convective clustering and the rain belt migrations will thus be an important extension to the present study.

Analyses of transient aspects of the aquaplanet simulation results such as transient waves, possible modes of climate variability, or extreme value statistics are also potentially rewarding topics for future studies (Pendergrass et al., 2016; Pendergrass, 2020; Semie & Bony, 2020).

7. Summary

In this study, we have analyzed a set of idealized aquaplanet simulations, first described in Popp and Bony (2019), in which different forms of zonal convective clustering are imposed in the equatorial region. This setup has two free parameters which control the nature of the convective clustering: the fraction of the area covered by convection and the number of convective regions, allowing us to investigate how different forms of convective aggregation can affect the tropical climate.

As shown by Popp and Bony (2019), a shrinking of the convective fraction is associated with reduced cloud-radiative heating and thus a reduction of total atmospheric energy uptake in the deep tropics. This leads to a reduction of the meridional gradients in the atmospheric energy uptake, which in turn leads to a weakening of the large-scale circulation. As a consequence, meridional gradients of precipitation and
other water-related quantities decrease. The shrinking of convective areas is also associated with a cooling of the entire tropical atmosphere, due to increased longwave emission to space owing to the reduced area fraction that is covered by cloud anvil. New experiments in which clouds are made transparent to radiation suggest that the aforementioned impacts on the climate result partly from reduced cloud-radiative effects. A second, new effect is associated with increased GMS with decreasing convective fraction, which is attributed to a higher contribution to the total vertical mass flux by strong convective events with top-heavy vertical wind profiles.

The number of convective regions affects the climate mostly by changing the size of subsidence regions in between convective areas, with the subsiding regions expanding as the number of convective regions decreases. Regions within the subsidence areas tend to be further away from convective regions (which are the main source of water in the free troposphere of the subsidence regions), and therefore the subsidence regions tend to be drier and the spatial variance of water higher when the subsidence regions are large. A larger distance between the subsidence and the convective regions is also associated with an (eastward) acceleration of the upper tropospheric winds and for sufficiently small wavenumbers, strong equatorial superrotation.

The zonally anomalous wind response to imposed evaporation patterns exhibits a typical Matsuno-Gill-type pattern, with anomalous easterlies (westerlies) to the east (west) of the areas of maximum evaporation (positive heating anomalies) and meridional divergence (convergence) to the east (west). The reason why the anomalous response follows so closely the spatial patterns from linear theory is that the atmospheric response amplifies the imposed heating patterns by increasing the cloud-radiative heating over the regions of increased evaporation (positive heating anomalies) and doing the opposite over the regions of suppressed evaporation (negative heating anomalies), thereby conserving the localization of heating and cooling. This suggests that the heating patterns caused by convective clustering would have the same spatial pattern even if they were forced differently or would develop spontaneously as a result of self-organization.

Overall, the convective clustering in the aquaplanet simulations presents many similarities with clustering in RCE simulations, but there are also several distinct differences. For instance, increasing convective clustering is not necessarily associated with a warming of the troposphere in the simulations analyzed here but is associated with a cooling when the total convective fraction is decreased. Furthermore, there is no systematic change in the spatial variance of water vapor with the convective fraction, as has been found in RCE simulations. The distinct differences in the respective impacts of the size of the individual subsidence regions and of the total convective fraction suggests that the overall impact of convective clustering on the domain climate found in RCE is a combination of both effects and that using at least two metrics to characterize convective clustering in more realistic settings would be insightful.

Appendix A: Removing the Implicit Impact of the Zonal Wavenumber Through Its Effect on the Convective Fraction

We suspect that some of the impacts of the number of convective regions on certain variables, such as the equatorial mean precipitable water or the area cloud fraction, occur through the relation between the number of convective regions and the convective fraction. However, we would like to know what the relation between the number of convective regions and these variables is, if in our setup the number of convective regions and the convective fraction were independent. Mathematically, this problem can be described as follows. Let $\nu$ be the zonal wavenumber of the imposed evaporation forcing and hence the number of convective regions, $c$ the convective fraction, and $f$ a variable that depends on $\nu$ and $c$. The convective fraction furthermore depends on the amplitude of the evaporation forcing $\alpha$. By design of our experiment $\nu$ is independent of $\alpha$. The change of $f$ with $\nu$ in our problem is

$$\frac{df(c(\nu, \alpha), \nu)}{d\nu} = \frac{df(c(\nu, \alpha), \nu)}{dc} \frac{dc(\nu, \alpha)}{d\nu} + \frac{df(c(\nu, \alpha), \nu)}{d\nu}.$$  \hspace{1cm} (A1)

In this equation, the first term on the right-hand side describes how the wavenumber affects $f$ through its effect on the convective fraction, and the second term describes how the wavenumber affects $f$ directly (explicit effect). Note that when we take the partial derivative of $f$ with respect to $\nu$, we assume that $c$ is held constant. We would like to extract the second term, which can be done by rearranging Equation A1:
\[
\frac{\partial f(c(v, \alpha), v)}{\partial v} = \frac{df(c(v, \alpha), v)}{dv} = \frac{\partial f(c(v, \alpha), v)}{\partial c} \cdot \frac{dc(v, \alpha)}{dv}
\] (A2)

We can now estimate all the factors on the right-hand side from the simulation result and reconstruct the explicit dependence of \( f \) on \( v \). Note that it follows immediately from Equation A2 that for quantities \( f \) that do not depend on \( c \) the second term vanishes and that thus the explicit and the total dependence of \( f \) on \( v \) are the same. In order to illustrate the explicit effect of \( v \) on \( f \) in the different figures, we are now going to build a corrected function \( \tilde{f}_a \), where the subscript \( \alpha \) denotes that the function depends on the value of the amplitude of the evaporation forcing as a parameter.

Since the dependence of \( c \) on \( v \) is weak at high wavenumbers, we are going to assume that for \( v = 10 \tilde{f} \) is equal to \( f \), so

\[
f(c(v = 10, \alpha), v = 10) = \tilde{f}_a(v = 10).
\] (A3)

We then calculate recursively the values of \( \tilde{f}_a \) by setting

\[
\tilde{f}_a(v_j) = \tilde{f}_a(v_j + 1) - \int_{v_j}^{v_j+1} \left( \frac{df(c(v, \alpha), v)}{dv} - \frac{\partial f(c(v, \alpha), v)}{\partial c} \cdot \frac{dc(v, \alpha)}{dv} \right)dv.
\] (A4)

Applying Equation A2 to the right-hand side of the equation then yields

\[
\tilde{f}_a(v_j) = \tilde{f}_a(v_j + 1) - \int_{v_j}^{v_j+1} \left( \frac{df(c(v, \alpha), v)}{dv} - \frac{\partial f(c(v, \alpha), v)}{\partial c} \cdot \frac{dc(v, \alpha)}{dv} \right)dv.
\] (A5)

Applying the fundamental theorem of calculus yields

\[
\tilde{f}_a(v_j) = \tilde{f}_a(v_j + 1) - \left( f(c(v_j + 1, \alpha), v_j + 1) - f(c(v_j, \alpha), v_j) \right) + \int_{v_j}^{v_j+1} \frac{\partial f(c(v, \alpha), v)}{\partial c} \cdot \frac{dc(v, \alpha)}{dv} dv.
\] (A6)

We assume now that the principal dependence of \( f \) on \( c \) is explicit, meaning that

\[
\frac{df(c(v, \alpha), v)}{dc} = \frac{\partial f(c(v, \alpha), v)}{\partial c}.
\] (A7)

In cases where \( f \) has a strong dependence on \( c \), the dependence tends to be linear (Figure 3 and Table 1). We therefore assume

\[
\frac{\partial f(c(v, \alpha), v)}{\partial c} = r,
\] (A8)

where \( r \) is the regression coefficient of \( f \) onto \( c \). Applying this to Equation A6 yields

\[
\tilde{f}_a(v_j) = \tilde{f}_a(v_j + 1) - \left( f(c(v_j + 1, \alpha), v_j + 1) - f(c(v_j, \alpha), v_j) \right) + r \int_{v_j}^{v_j+1} \frac{dc(v, \alpha)}{dv} dv.
\] (A9)

We apply again the fundamental theorem of calculus to Equation A9 and obtain

\[
\tilde{f}_a(v_j) = \tilde{f}_a(v_j + 1) - \left( f(c(v_j + 1, \alpha), v_j + 1) - f(c(v_j, \alpha), v_j) \right) + r(c(v_j + 1, \alpha) - c(v_j, \alpha)).
\] (A10)

Equations A10 and A3 allow us thus to calculate the corrected function \( \tilde{f}_a \).
Appendix B: Removing the Implicit Impact of the Average Zonal Size of Subsidence Regions Through Its Effect on the Convective Fraction

In order to remove the impact of the average zonal size of subsidence regions $L_D$ through the convective fraction $c$ on a variable $f$ that depends on $L_D$ and on the convective fraction, we will proceed in a similar manner as we did in Appendix A. We first note that $L_D$ is defined as

$$ L_D = 360 \frac{(1 - c)}{\nu}. $$  \hspace{1cm} (B1)

For the CONTROL and the CONSTANT experiment we assume $L_D = 0$. The change of $f$ with $L_D$ in our problem is

$$ \frac{df(c(L_D), L_D)}{dL_D} = \frac{\partial f(c(L_D), L_D)}{\partial c} \cdot \frac{dc(L_D)}{dL_D} + \frac{\partial f(c(L_D), L_D)}{\partial L_D} \cdot dL_D. $$  \hspace{1cm} (B2)

We note that the problem is similar in structure as in Appendix A, and we can thus use a similar approach to build a corrected function that we denote with $\hat{f}$. We choose $\nu = 10$, $\alpha = 8$ to be the reference experiment:

$$ f(c(L_D(\nu = 10, \alpha = 8)), L_D(\nu = 10, \alpha = 8)) = \hat{f}(L_D(\nu = 10, \alpha = 8)). $$  \hspace{1cm} (B3)

Since $L_D$ is strictly different in every experiment, the function $\hat{f}$ is injective and thus does not depend on any parameter (unlike in the case of $\hat{f}_\alpha$ discussed in Appendix A).

We define now similarly as in Appendix A the values of $\hat{f}$ recursively:

$$ \hat{f}(L_Dj) = \hat{f}(L_Dj + 1) - \int_{L_Dj}^{L_Dj + 1} \frac{\partial f(c(L_D), L_D)}{\partial L_D} \cdot dL_D. $$  \hspace{1cm} (B4)

Performing the same transformations as in Appendix A for $\hat{f}_\alpha$ to Equation B4 for $\hat{f}$, we obtain

$$ \hat{f}(L_Dj + 1) = \hat{f}(L_Dj + 1) - (f(c(L_Dj + 1), L_Dj + 1) - f(c(L_Dj), L_Dj)) + \int_{L_Dj}^{L_Dj + 1} \frac{\partial f(c(L_D), L_D)}{\partial c} \cdot \frac{dc(L_D)}{dL_D} \cdot dL_D. $$  \hspace{1cm} (B5)

We now need to find an expression for the partial derivative of $f$ with respect to $c$. We start from

$$ \frac{df(c(L_D), L_D)}{dc} = \frac{\partial f(c(L_D), L_D)}{\partial c} \cdot \frac{dc(L_D)}{dL_D} \cdot \frac{dL_D}{dc}. $$  \hspace{1cm} (B6)

Unlike in Appendix A we cannot just neglect the second term on the right-hand side of Equation B6, because $L_D$ is proportional to $c$ according to Equation B1. We note that

$$ \frac{dL_D}{dc} \approx - \frac{360}{\nu}, $$  \hspace{1cm} (B7)

and that

$$ \frac{\partial}{\partial L_D} = \frac{\nu}{-360} \frac{\partial}{\partial c}, $$  \hspace{1cm} (B8)

and so

$$ \frac{\partial f(c(L_D), L_D)}{\partial L_D} \cdot \frac{dL_D}{dc} \approx \frac{\partial f(c(L_D), L_D)}{\partial c}. $$  \hspace{1cm} (B9)

We can thus rewrite Equation B6 as
where we assumed again (like in Appendix A) that $f$ is a linear function of $c$ and that $r$ is the regression coefficient of $f$ onto $c$. We can thus rewrite Equation B5 as

$$\frac{df(c(L_D), L_D)}{dc} = 2 \frac{\partial f(c(L_D), L_D)}{\partial c} = r.$$  \hspace{1cm} (B10)

Applying the fundamental theorem of calculus to Equation A9, we finally obtain

$$f(L_D + 1) = f(L_D) - f(c(L_D), L_D) = f(L_D^+ - f(c(L_D), L_D) + \frac{r}{2} \int f(c(L_D), L_D) dL_D.$$  \hspace{1cm} (B11)

Equations B12 and B3 allow us thus to calculate the corrected function $\tilde{f}$.

**Data Availability Statement**

The version of the LMDZ model used for this study including the scripts to create the evaporation patterns and other files necessary to repeat the simulations, scripts used to create figures and other analysis, and essential model output is publicly available on the Zendoo repository: https://zenodo.org/record/3924661 (DOI: 10.5281/zenodo.3924661).
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