Temperature sensitivity of pest reproductive numbers in age-structured PDE models, with a focus on the invasive spotted lanternfly
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Abstract
Invasive pest establishment is a pervasive threat to global ecosystems, agriculture, and public health. The recent establishment of the invasive spotted lanternfly in the northeastern United States has proven devastating to farms and vineyards, necessitating urgent development of population dynamical models and effective control practices. In this paper, we propose a stage-age-structured system of PDEs to model insect pest populations, in which underlying dynamics are dictated by ambient temperature through rates of development, fecundity, and mortality. The model incorporates diapause and non-diapause pathways, and is calibrated to experimental and field data on the spotted lanternfly. We develop a novel moving mesh method for capturing age-advection accurately, even for coarse discretization parameters. We define a one-year reproductive number ($R_0$) from the spectrum of a one-year solution operator, and study its sensitivity to variations in the mean and amplitude of the annual temperature profile. We quantify assumptions sufficient to give rise to the low-rank structure of the solution operator characteristic of part of the parameter domain. We discuss estab-
lishment potential as it results from the pairing of a favorable $R_0$ value and transient population survival, and address implications for pest control strategies.
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1 Introduction

Plant pests regularly impact ecological, human, and economic systems by catalyzing a cascade of structural ecosystem changes that result in biodiversity loss, alterations to nutrient cycles, increased air pollution, and other adverse effects (Lovett et al. 2016; Canelles et al. 2021). Economic globalization and climate change are amplifying these effects—the former through high rates of international trade that enable frequent introductions of species to nonnative regions, the latter through temperature conditions increasingly favorable for diverse species establishment across the globe (Pureswaran et al. 2018).

An emerging invasive insect in the United States is the spotted lanternfly (*Lycorma delicatula*, SLF), a planthopper first detected in Berks County, Pennsylvania in 2014 after introduction via international shipping routes from China (Urban 2019; Barringer et al. 2015). In Pennsylvania, this pest’s simultaneously high capacities for growth, spread, and impact on wild plants and agricultural products underscore the extent of the threat it poses (Lee et al. 2019). Lanternfly presence in Pennsylvania vineyards has led to extensive loss in grape production, vine death, and lower fruit quality and yield, resulting in significant economic losses (Urban 2019). In total, SLF is known to feed on at least 103 plant species worldwide, including 56 in North America, among them apple, walnut, willow, and maple (Urban 2019; Barringer and Ciafré 2020); however, its preferred host—on which it develops quickly—is the invasive tree of heaven (*Ailanthus altissima*) (Dara et al. 2015), a weedy tree species native to China and Taiwan that grows in fragmented habitats worldwide (Sladonja et al. 2015). Adult lanternflies can fly for over a kilometer (Wolfin et al. 2019), but risk of long-distance spread is highest for eggs because gravid females lay eggs on a plethora of both natural and man-made surfaces, including flat metal, like that of cargo containers and train cars, and wood, like that in shipping pallets (Urban 2019). In the last half-decade, the core population has expanded its range from Pennsylvania to New Jersey, New York, Connecticut, Massachusetts, Virginia, Delaware, Maryland, Ohio, and Indiana (Lee et al. 2019; NYS 2021). This current invasion—while particularly dangerous—is merely one in a long-term pattern of nonnative insect plant pest introductions.

In this paper, we model the population dynamics of SLF in fixed locations using parameters obtained from experimental data on SLF development, mortality, and reproduction. However, our modeling approach is general and may be applied to a plethora of pests with dynamics dictated by time-dependent climatic conditions, such as seasonal variation in temperature. The specific question that our model aims to answer is: how suitable is the seasonal temperature environment in a given location
for pest population establishment? To model a local insect population, we consider a stage-age-structured, linear system of PDEs that captures, mechanistically, the effect of seasonal temperature variation on different pest life stages through rates of development, fecundity, and mortality. A linear model is appropriate for this problem due to the following assumptions: (a) abundant host resources are available for the pest in the given location, (b) the population is large enough that positive-density dependent effects, like the Allee effect, are negligible, and (c) the population is small enough that negative-density dependent effects, like overpopulation or other bug–bug interactions, are negligible. Such assumptions are especially valid for the nascent introductions with which we are primarily concerned, in which populations have been observed to grow at rapid rates following establishment.

The sensitivity of population dynamics to temperature patterns has been explored thoroughly in the case of the mosquito (Wang et al. 2016; Lambrechts et al. 2011; Ewing et al. 2016; Jia et al. 2016; Cailly et al. 2012), as well as other pests (Ewing et al. 2021; Liu et al. 2017), often using compartmental stage-structured ODE systems (Liu et al. 2002). The incorporation of continuous age-structures within the stages of a compartmental model allows for a more nuanced description of age-dependent dynamics. Here, this step enables us to model the attenuation of reproductive capacity as individuals age within the egg-laying stage, and, in turn, capture the sensitivity of egg-laying rates to the temporal interactions between temperature patterns and distributions of individuals in the egg-laying stage. Age-structured equations have long been used in biological modeling (Keyfitz and Keyfitz 1997; Sharpe and Lotka 1911; Iannelli and Milner 2017), including numerous recent advances in insect population dynamics. (For a thorough description of the generic single- and multi-stage age-structured system used for insects, see Buffoni and Pasquali (2007).) Model behavior has been studied numerically (Pasquali et al. 2019; Iannelli and Milner 2017; Iannelli et al. 1997; Kakumani and Tumuluri 2018; He et al. 2018) and analytically (Buffoni and Pasquali 2007; Iannelli and Milner 2017; Cushing 1994; Gurtin and MacCamy 1974; He et al. 2018), and models have been calibrated to numerous pests, including the grape berry moth (Gilioli et al. 2015), apple snail (Gilioli et al. 2017), and codling moth (Pasquali et al. 2019). PDE model analysis and calibration has yet to be conducted on the spotted lanternfly, despite significant interest in this pest. To this end, we formulate generic coefficient functions describing rates of development, fecundity, and mortality, and calibrate them based on emerging experimental data and insight.

Whereas earlier insect models were typically designed around a singular pathway through the life cycle (Buffoni and Pasquali 2007), recent expansions of this framework incorporate multiple pathways through early development (Pasquali et al. 2020). We apply this strategy to explicitly model diapause, a period of cessation of development adopted by many insect species to overcome adverse environmental conditions, as a distinct life stage with its own age structure (Koštál 2006; Gill et al. 2017). The timing of diapause, both from a seasonal and a developmental perspective, varies between species: in SLF and many other insects in temperate climates, diapause occurs at the egg stage to overcome harsh winter conditions. In this case, the diapause process tends to synchronize the developmental ages of a population of eggs laid at different times (Keena and Nielsen 2021; Tauber and Tauber 1976; Saunders 1981), and its incorporation into an age-structured PDE model can manifest as solution functions (age
distributions) with support of very small measure. When numerical approximations to such functions are computed with standard finite volume methods, they tend to be deformed significantly by numerical (diffusion/dispersion) effects, resulting in a high degree of sensitivity to numerical parameters. As a remedy, we develop a Lagrangian moving mesh method that avoids these numerical diffusive effects, leading to accurate computations of the solution with relatively coarse discretizations.

Employing this method, we compute the largest-magnitude eigenvalues of a one-year solution operator, regarding the largest-magnitude eigenvalue as a proxy for the one-year reproductive number, $R_0$. To broadly characterize the sensitivity of $R_0$ to different temperature patterns, we model the annual temperature profile with a sinusoidal function and conduct a parameter sweep of the two largest-magnitude eigenvalues with respect to mean and amplitude. Under the diapause model, a low rank structure manifests in the solution operator within the moderate-mean/moderate-amplitude region of the parameter domain. We elucidate a set of temperature conditions and physiological assumptions sufficient to produce this low rank structure. We then analyze the remaining qualitatively distinct regions of the parameter domain under diapause and non-diapause models, and study the transient behavior resulting from initial conditions representing realistic instances of population dispersal to new locations. From the coupling of these predictions of transient and asymptotic solution behavior ($R_0$), we discuss implications for pest establishment in climatically diverse regions. We conclude by plotting the range of the United States in the model’s phase space, which provides clear predictors of SLF establishment potential in the US.

The remainder of the paper is organized as follows: In Sect. 2, we present the mathematical model and its calibration to real-world data. In Sect. 3, we present the moving mesh method for a one-dimensional advection equation and then describe the full numerical method for solving the model equations. In Sect. 4, we define $R_0$, present the results of the parameter sweep, discuss the advantages of our numerical method in computing $R_0$ accurately, and present simulations illustrating transient behavior. Finally, in Sect. 5, we summarize the insight into establishment potential provided by our model.

2 Mathematical model

To model the dynamics of an insect population, we consider a stage-structured system of age-structured PDEs in four density functions corresponding to the quantitatively distinct life stages through which an individual may pass. These four functions arise by subdividing the population into three sessile stages (diapausing eggs, eggs developing post-diapause, and eggs that are developing without having experienced diapause) and one motile stage (juveniles—often referred to as nymphs or instars—and adults). Although individuals may present different physiological characteristics at different points in a given stage, individuals in the same stage are united in their common response to temperature, which drives rates of development and mortality. Diapause is a period of cessation of metabolic activity induced to protect eggs from extreme cold and synchronize a population developmentally (Keena and Nielsen 2021). Eggs are laid by reproductive-age adult females, and are assumed to either be laid in diapause or
2.1 Mathematical structure

To define our PDE system in the framework of the four-stage life cycle described above, we denote by $I$ the index set $I := \{u, d, p, b\}$, where $u$, $d$, and $p$ represent the non-diapause, diapause, and post-diapause sessile egg stages, respectively, and $b$ represents the motile stage. The function $\rho^i(a, t)$ for $i \in I$ denotes the density (with respect to $a$) of female individuals in the stage associated with $i$ having developmental age $a$ at time $t$. Here, $t$ is measured in days, while $a$ is a unitless variable that represents
the fraction of the individual’s current life stage through which it has advanced, so that \( a \in [0, 1] \). As rates of development (resp., diapause advancement) in insects vary with the temperatures to which individuals are exposed (poikilothermy) (Wagner et al. 1984), the variable \( a \) represents a developmental (resp., diapause) age distinct from chronological age.

Denoting by \( \Omega \) the domain \((0, 1) \times (0, \infty)\), the functions \( \rho^i(a, t) \) for \( i \in I \) are given by solutions of the PDEs,

\[
\rho^i + v^i(t) \rho^i_a - \sigma^i v^i(t) \rho^i_{aa} + m^i(t) \rho^i = 0 \quad \text{for} \ (a, t) \in \Omega, \tag{1}
\]

subject to the initial conditions,

\[
\rho^i(a, 0) = \rho^i_0(a) \quad \text{for} \ a \in [0, 1], \tag{2}
\]

and the following flux boundary conditions,

\[
\begin{align*}
    v^d(t) \rho^d(0, t) &= \begin{cases} 
    \alpha v^b(t) \int_{a_r}^1 \rho^b(a, t) k(a) da & \text{if} \ \xi(t) = 1 \\
    0 & \text{if} \ \xi(t) = 0
    \end{cases} \tag{3} \\
    v^u(t) \rho^u(0, t) &= \begin{cases} 
    \alpha v^b(t) \int_{a_r}^1 \rho^b(a, t) k(a) da & \text{if} \ \xi(t) = 1 \\
    0 & \text{if} \ \xi(t) = 0
    \end{cases} \tag{4} \\
    v^p(t) \rho^p(0, t) &= v^d(t) \rho^d(1, t), \tag{5} \\
    v^b(t) \rho^b(0, t) &= v^u(t) \rho^u(1, t) + v^p(t) \rho^p(1, t), \tag{6} \\
    \sigma^i \rho^i_a(0, t) &= \sigma^i \rho^i_a(1, t) = 0 \tag{7}
\end{align*}
\]

for \( t \in (0, \infty), i \in I \). The coefficient functions \( v^i(t), m^i(t) \) in Eqs. (1), (3)–(6) depend on \( t \) through temperature, \( T \) (units: \(^\circ\)C). In this paper, temperature will be modeled as a one-year-periodic sinusoidal function parameterized by its mean and amplitude [see Eq. (35)], with \( T(t) \) representing the mean temperature over a 24-h window centered at \( t \).

The boundary conditions in Eqs. (3)–(6) balance the advective fluxes across appropriate boundaries, while Eq. (7) sets the diffusive fluxes across all boundaries at \( a = 0, 1 \) to zero as a simplifying assumption. We note that if, for some \( i, \sigma^i > 0 \), Eq. (1) is parabolic and both the advective and diffusive flux boundary conditions are required—that is, \( v^i(t) \rho^i(a, t) \) and \( \sigma^i \rho^i_a(a, t) \) must be prescribed for \( a = 0, 1 \) as in Eqs. (3)–(7). If, for some \( i, \sigma^i = 0 \), Eq. (1) is hyperbolic and only the advective flux balances are required. If \( \sigma^i = 0 \) and \( v^i(t) = 0 \), then Eq. (1) is a simple reaction equation and no boundary conditions are required. In each case, the applicable boundary conditions from Eqs. (3)–(7) imply conservation of mass in the system—that is, that \( \sum_{i \in I} \int_{0}^{1} \rho^i(a, t) da \) is only changed in time by egg-laying, mortality, and the departure of post-egg-laying motiles from the system.

In Eq. (1), \( v^i(t) \) (units: \( \text{day}^{-1} \)) denotes the rate of development for \( i \in I/\{d\} \), and that of diapause advection for \( i = d \). As indicated previously, \( v^i(t) = v^i(T(t)) \geq 0 \),
in this case due to insect poikilothermy. Development typically occurs when temperatures exceed some minimal threshold, \( T_{\nu,1} \), with development rates increasing with temperature until a plateau is reached at high temperatures (Smyers et al. 2021). We therefore restrict ourselves to nondecreasing, continuous functions \( \nu^i(T) \) \( (i \in I/\{d\}) \) that satisfy: \( \nu^i(T) = 0 \) for \( T < T_{\nu,1} \), and \( \nu^i(T) \rightarrow \nu^i,\text{max} > 0 \) as \( T \rightarrow \infty \). Diapausing eggs typically advance through diapause fastest within an optimal, cool temperature range, \( (T_{\nu,1}, T_{\nu,2}) \), with slower advancement at more extreme temperatures (Shim and Lee 2015). In the case \( i = d \), then, we consider continuous functions \( \nu^d(T) \) satisfying \( \nu^d(T) = \nu^d,\text{max} \) for \( T \in (T_{\nu,1}, T_{\nu,2}) \), \( \nu^d(T) \rightarrow \nu^d,\text{min} \) as \( T \rightarrow \pm \infty \), where \( \nu^d,\text{max}, \nu^d,\text{min} > 0 \) are the absolute maximum and minimum values of \( \nu^d \). Here, we assume that \( \nu^d,\text{min} > 0 \) to ensure that eggs do not become “trapped” in diapause indefinitely.

The parameters \( \sigma^i \geq 0 \) (units: \( \text{day}^{-1} \)) in Eq. (1) are diffusion constants that account for variability in actual rates of development among individuals in each life stage. For \( i \in I/\{d\} \), \( \sigma^i > 0 \). We take \( \sigma^d = 0 \) for simplicity, due to a lack of knowledge of interindividual variation in the metabolic protein-clearing processes that drive rates of diapause advancement. The functions \( m^i(t) \) (units: \( \text{day}^{-1} \)) are per-capita death rates, which, in general, may account for basal mortality and/or mortality due to extreme temperatures, so that \( m^i(t) = m^i(T(t)) \geq 0 \). The sessile mortality functions \( m^i(T) \) for \( i \in I/\{b\} \) account for temperature-induced mortality alone, and reflect the fact that temperatures below a certain threshold temperature, \( T_{mb,1} \), are more lethal, while those above the threshold do not induce excess death. Thus, we consider continuous, nonincreasing functions \( m^i(T) \) that satisfy \( m^i(T) = 0 \) for \( T > T_{mb,1} \) and \( m^i(T) > 0 \) for \( T < T_{mb,1} \). We account for basal mortality in sessile individuals through the factor \( \alpha \in [0, 1] \) in Eqs. (3) and (4), which represents the fraction of the total egg population that would survive at temperatures known to not induce excess mortality in eggs. In this case, \( \alpha \) acts as a filter at the time of egg-laying, preliminarily culling all eggs destined to perish at any point in the sessile stage for reasons outside of exposure to harsh temperatures. In contrast, the motile mortality function, \( m^b(T) \), is chosen to account for both basal and temperature-induced death; the precise age distribution of late-stage motiles dictates reproduction rates, thus individuals must be accounted for in the system until the actual moment of death. We therefore consider continuous functions \( m^b(T) \) having the properties: \( m^b(T) = m^b,\text{min} \) for \( T \in (T_{mb,1}, T_{mb,2}) \), \( m^b(T) \rightarrow \infty \) as \( T \rightarrow \pm \infty \), where \( m^b,\text{min} \) represents the basal death rate and \( (T_{mb,1}, T_{mb,2}) \) is the ideal temperature range.

In Eqs. (3) and (4), the binary function \( \xi(t) \) acts to direct newly-laid eggs into the diapause or non-diapause egg domains based on the assumption that diapause induction is a matter of seasonality. While \( t \) represents the number of days elapsed since the start of the simulation, each time \( t \) is also associated with a specific date and time, so that diapause induction may depend on calendar date. We take \( \xi(t) = 1 \) if the calendar date \( t \) falls after the summer solstice and before the next winter solstice, and \( \xi(t) = 0 \) otherwise. We note that the assumption that seasonality affects population dynamics through diapause induction relies, in turn, on an assumption that SLF can perceive day-to-day variation in photoperiod and infer coming climatic changes (e.g. temperature increases or decreases). While it is known that SLF are generally capable
of perceiving variations in photoperiod, the magnitude of the day-to-day variation required for them to detect the change is not known. As such, we restrict our modeling efforts to regions in which photoperiods exhibit some annual variance (i.e., regions away from the equator). Also in Eqs. (3) and (4), the egg-laying kernel, \( k(a) \geq 0 \), represents the density of female eggs laid by a female of age \( a \). We require that \( k(a) \) be an integrable function that is non-increasing over its support, as an individual’s capacity for laying eggs should decrease with age due to exhaustion of metabolic resources (Fox 1993). Then \( \int_{0}^{a} k(a) \, da \) represents the total female eggs one female lays over the course of her life.

### 2.2 Calibration of the model parameters and functions

We now describe how the generic model functional forms and parameters described above can be tailored and calibrated to the biology of the spotted lanternfly. The relative developmental age variable, \( a \), is defined for each of the four life stages with respect to the duration of each stage in typical developmental units. For all life stages of the system except diapausing eggs, the developmental unit is the spotted lanternfly degree day—a measure of heat accumulation, which, in turn, tracks development (Smyers et al. 2021). Developing individuals accumulate degree days throughout periods of exposure to sufficiently warm temperatures, and, once certain threshold degree day counts are reached, transition to the next life stage. Based on measurements of the degree day accumulation required for 50% of the egg population to hatch, we regard the duration of the non-diapause and post-diapause egg stages as 240.3 degree days relative to a base development threshold of 10.4°C [D. Calvin, personal correspondence]. (Here, the base development threshold refers to the minimum temperature required for any development to occur at all.) Thus, for these stages (non-diapause and post-diapause eggs), \( a \) may be obtained through the relation \( a = \tilde{a}/240.3 \), where \( \tilde{a} \) represents developmental age in units of degree days. The motile stage then begins at the moment of accumulation of 240.3 degree days, and is truncated (for modeling purposes) at a developmental age at which individuals have essentially ceased to reproduce due to exhaustion of metabolic resources. From field data indicating that an accumulation of 1668.7 degrees days is required for 90% of individuals to reach oviposition [D. Calvin, personal correspondence], as well as the assumption that a female lays on average 3 clutches [T. Leskey, personal correspondence] spaced \( \sim 100 \) degree days apart, we set the duration of the motile stage to 1668.7 \( - 240.3 + 200 = 1628.4 \) degree days. As lanternflies do not develop during diapause, advancement through this stage is not measured in degree days. Instead, progression through diapause is measured in units referred to here as cold credits; based on experimental evidence indicating that an egg kept at 0°C–10°C will complete diapause in approximately 60 days (Shim and Lee 2015), we define one cold credit to be the amount by which an individual advances through diapause in one day if kept in this temperature range. Then, an accumulation of 60 cold credits is required for diapause termination, and the age variable \( a \) may be defined for diapausing eggs through the relation \( a = \bar{a}/60 \), where \( \bar{a} \) is the number of cold credits accumulated.
Development speeds in SLF are quantified by the degree day function, through which each temperature, $T$, is assigned a certain number of degree days by which an individual ages in one day of constant exposure to that temperature. The advection coefficients, $\nu^i(T)$, have the common piecewise-linear form of the degree day function (Smyers et al. 2021) for $i \in I/\{d\}$:

$$
\nu^i(T)L^i = \begin{cases} 
0 & \text{for } T < T_{\nu^i,1}, \\
\frac{\nu^i_{\text{max}}}{T_{\nu^i,2} - T_{\nu^i,1}} (T - T_{\nu^i,2}) + \nu^i_{\text{max}} & \text{for } T_{\nu^i,1} \leq T < T_{\nu^i,2}, \\
\nu^i_{\text{max}} & \text{for } T \geq T_{\nu^i,2}.
\end{cases}
$$

Here, $T_{\nu^i,1} = 10.4^\circ$ C is the base development threshold, and $T_{\nu^i,2} = 30^\circ$ C is the minimum temperature at which the maximum developmental speed ($\nu^i_{\text{max}} = 19.6$ degree days/day) is reached [D. Calvin, personal correspondence]. The factor $L^i$ in Eq. (8) reflects the rescaling to the unitless age variable, with $L^u = L^p = 240.3$ degree days and $L^b = 1628.4$ degree days. For $i = d$, the advection coefficient has the form,

$$
\nu^d(T) = \begin{cases} 
\nu^d_{\text{min}} & \text{for } T < T_{\nu^d,1}, \\
\frac{(\nu^d_{\text{max}} - \nu^d_{\text{min}})}{T_{\nu^d,2} - T_{\nu^d,1}} (T - T_{\nu^d,2}) + \nu^d_{\text{min}} & \text{for } T_{\nu^d,1} \leq T < T_{\nu^d,2}, \\
\nu^d_{\text{max}} & \text{for } T_{\nu^d,2} \leq T < T_{\nu^d,3}, \\
\frac{(\nu^d_{\text{min}} - \nu^d_{\text{max}})}{T_{\nu^d,4} - T_{\nu^d,3}} (T - T_{\nu^d,4}) + \nu^d_{\text{max}} & \text{for } T_{\nu^d,3} \leq T < T_{\nu^d,4}, \\
\nu^d_{\text{min}} & \text{for } T \geq T_{\nu^d,4}.
\end{cases}
$$

In Eq. (9), $(T_{\nu^d,2}, T_{\nu^d,3})$ represents the interval over which advection through diapause is fastest. By construction of the age variable, $a$, in the diapause domain (described above), we take $(T_{\nu^d,2}, T_{\nu^d,3}) = (0^\circ$ C, $10^\circ$ C) and $\nu^d_{\text{max}} = 1/60$ day$^{-1}$. Diapause advection is slowest in the intervals $(-\infty, T_{\nu^d,1}) = (-\infty, -5^\circ$ C), $(T_{\nu^d,4}, \infty) = (15^\circ$ C, $\infty)$, with $\nu^d_{\text{min}} = 1/300$ day$^{-1}$. The functions $m^i(T)$ for $i \in I/\{b\}$ have the form,

$$
m^i(T) = \begin{cases} 
s^{m^i}(T - T_{m^i,1}) & \text{for } T < T_{m^i,1}, \\
0 & \text{for } T \geq T_{m^i,1}.
\end{cases}
$$

where $T_{m^i,1}$ is the threshold temperature below which temperature-induced mortality is induced in eggs. Here, $s^{m^i} < 0$, so that mortality rates increase linearly with decreasing temperature. The calibrated function parameters are based on data from Park (2015) and Keena and Nielsen (2021) and summarized in Table 1. We expect an $\sim 40\%$ basal mortality rate for eggs, and therefore take $\alpha = 0.6$ in Eqs. (3) and (4) (Park 2015; Keena and Nielsen 2021). The mortality function for motiles has the form.
\[ m^b(T) = -\ln(\max\{r(T), \tau\})/17, \]
where,
\[
r(T) = \begin{cases} 
    s^{b,1}(T - T_{mb,1}) + w & \text{for } T < T_{mb,1}, \\
    w & \text{for } T_{mb,1} \leq T < T_{mb,2}, \\
    s^{b,2}(T - T_{mb,2}) + w & \text{for } T \geq T_{mb,2},
\end{cases}
\]  
(11)

with \(-\ln(w)/17\) the basal death rate to which motiles are subjected within the ideal temperature range \((T_{mb,1}, T_{mb,2})\), and \(0 < \tau \ll 1\). We assume that \(s^{b,1} > 0\) and \(s^{b,2} < 0\), so that death rates increase as temperatures depart further from the ideal range. The function \(r(T)\) is a piecewise linear function fit to data from a 17-day survival study, with \(r(T)\) representing the fraction of the starting population that survived a 17-day period kept at constant temperature \(T\) (Kreitman et al. 2021). Assuming that at fixed temperatures death decreases the population exponentially, \(m^b(T) = -\ln(\max\{r(T), \tau\})/17\) represents the exponential decay rate at temperature \(T\).

Finally, the egg-laying kernel, \(k(a)\), in Eqs. (3) and (4) has the form,
\[
k(a) = \begin{cases} 
    0 & \text{for } a < a_r, \\
    \beta \exp\left(-\frac{(a - a_r)}{\gamma}\right) & \text{for } a \geq a_r,
\end{cases}
\]  
(12)
where \(\beta\) is the total number of female eggs laid by a female lanternfly over the course of her life, \(\gamma\) is the average amount by which a female has aged between successive clutches, and \(a_r\) is the average age of a female when she lays her first clutch. (Both \(\gamma\) and \(a_r\) are given in the unitless age variable, \(a\).) We take \(\beta = 50\) based on the idea that a female lays \(\sim 3\) clutches [T. Leskey, personal correspondence] of 30 – 50 eggs each (Shim and Lee 2015), about half of which are female. Assuming a spacing of \(\sim 100\) degree days between clutches, we take \(\gamma = 100/L^b = 100/1628.4 \approx 0.061\). Based on field data that indicates that 50% of females reach egg-laying after 1616.4 degree days, we take \(a_r = (1616.4 - L^u)/L^b = (1616.4 - 240.3)/1628.4 \approx 0.85\) [D. Calvin, personal correspondence].

### 3 Numerical method

To compute the solution of Eqs. (1)–(7) forward in time, we employ a finite volume framework to ensure conservation of mass in the absence of death and birth. We formulate an operator splitting technique, updating the solution at each time step with respect to the advective and diffusive differential operators, and the reaction term, in Eq. (1) separately and sequentially. Below, we devise a novel moving mesh method for the advection operation, with which the computed solution is robust under changes to the numerical parameters, even for solutions that are strongly peaked (that is, resemble a nascent delta function) due to diapause effects. This contrasts classical finite volume methods, in which solutions are afflicted by numerical diffusion or other deformations. We first describe our moving mesh method on a single finite domain, and then describe the full operator splitting technique for solving Eqs. (1)–(7) in detail.
| Eqs. | Parameter | Meaning | Value | Refs. |
|------|-----------|---------|-------|-------|
| 8    | \( L^u, L^p \) | Sessile development duration | 240.3 degree days | D. Calvin |
| 8    | \( L^b \) | Motile development duration | 1628.4 degree days | D. Calvin |
| 8    | \( T_{v, i, 1}, i \neq d \) | Base development threshold | 10.4° C | D. Calvin |
| 8    | \( T_{v, i, 2}, i \neq d \) | Peak development threshold | 30° C | D. Calvin |
| 8    | \( v_{\text{max}}, i \neq d \) | Max. development rate | 19.6 degree days \( \times \text{(day)}^{-1} \) | D. Calvin |
| 9    | \(( T_{v, d, 1}, T_{v, d, 4} )\) | Region of faster diapause advection | \((-5, 15)° \text{C}\) | Shim and Lee (2015) |
| 9    | \(( T_{v, d, 2}, T_{v, d, 3} )\) | Region of max. diapause advection | \((0, 10)° \text{C}\) | Shim and Lee (2015) |
| 9    | \( v_{d, \text{max}} \) | Max. diapause advection rate | 0.017 day\(^{-1}\) | Shim and Lee (2015) |
| 9    | \( v_{d, \text{min}} \) | Min. diapause advection rate | 0.003 day\(^{-1}\) | Shim and Lee (2015) |
| 10   | \( T_{m, i, 1} \) | Cold-induced death threshold, non-diapause eggs | 1.043° C | Park (2015), Keena and Nielsen (2021); Thomas et al. (2012) |
| 10   | \( T_{m, i, 1}, i = d, p \) | Cold-induced death threshold, diapause/post-diapause eggs | -3.957° C | Park (2015), Keena and Nielsen (2021); Thomas et al. (2012) |
| 10   | \( s_{m, i}, i \neq b \) | Cold-induced death rate, all eggs | -0.073 (day \( \times ° \text{C} \))\(^{-1}\) | Park (2015), Keena and Nielsen (2021) |
| 11   | \(( T_{m, b, 1}, T_{m, b, 2} )\) | Ideal temp. range, motiles | \((10, 28.7)° \text{C}\) | Kreitman et al. (2021) |
| 11   | \(-\ln(w)/17\) | Basal death rate, motiles | 0.01 day\(^{-1}\) | Kreitman et al. (2021) |
| 11   | \( s_{b, 1} \) | Cold-induced death rate, motiles | 0.156 (day \( \times ° \text{C} \))\(^{-1}\) | Kreitman et al. (2021) |
| 11   | \( s_{b, 2} \) | Heat-induced death rate, motiles | -0.072 (day \( \times ° \text{C} \))\(^{-1}\) | Kreitman et al. (2021) |
| 1    | \( \sigma_{i, i = u, p} \) | Age diffusion coefficient | 6.4 \( \times 10^{-4}\) | D. Calvin |
| 1    | \( \sigma_{i, i = b} \) | Age diffusion coefficient | 0.005 | D. Calvin |
3.1 A moving mesh method

Here, we develop a moving mesh method to compute the solution, \( \phi(a, t) \), of the one-dimensional advection equation,

\[
\phi_t + \eta(t) \phi_a = 0 \quad \text{for} \quad (a, t) \in (0, 1) \times (0, t^*),
\]

subject to the initial condition \( \phi(a, 0) = \phi_0(a) \) in the case \( \eta(t) \geq 0 \). Equation (13) itself can be solved analytically, but here we aim to develop a non-diffusive numerical method for a time-dependent advective differential operator that fits inside the framework of an operator splitting method for Eqs. (1)–(7). (We illustrate the method using Eq. (13) as it generically represents the type of equation to which the method may be applied.) The method is based on the simple idea that if \( \mu = \int_t^{t + \Delta t} \eta(s) ds \) for some \( \Delta t > 0 \), then \( \int_{a_1}^{a_2} \phi(a, t) da = \int_{a_1 + \mu}^{a_2 + \mu} \phi(a, t + \Delta t) da \). At each time step, \( t^n \), the \( a \)-domain is discretized with respect to a mesh of cells with boundaries defined by a fixed partition \( \{a_j\} \) of \([0, 1]\) and a varying parameter, \( \mu^n \geq 0 \), by which the cells are shifted; \( \mu^n \) represents the cumulative advective shift in the solution modulo the numerical cell width. The numerical solution at \( t^n \) then consists of a state vector, \( \phi^n \), containing the total mass (\( \int \phi da \)) in each numerical cell, coupled with the parameter \( \mu^n \), which tracks the path of the cell masses relative to the unshifted reference mesh.

With this setup, the advancement in time is as follows: In Eq. (13), \( t^* > 0 \) denotes the chosen final time of the simulation; letting \( \Delta t \) denote the time step size, we compute approximations to the solution \( \phi \) at time steps \( t^n = n \Delta t \), with \( t^n = n^* \Delta t \) for some \( n^* \in \mathbb{N} \). To discretize the \( a \)-domain, we first denote by \( a_j \) for \( j = 0, 1, \ldots, N - 1 \) the partition points \( a_j = j \Delta a \), with \( \Delta a \) the chosen cell width, and \( N \Delta a = 1 \). For any \( \mu \geq 0 \), we define a mesh, \( C_\mu \), consisting of numerical cells, \( C_{\mu,j} \) for \( j = 0, 1, \ldots, N \), having the form,

\[
C_{\mu,j} = \begin{cases} 
[a_j, \mu \Delta a] & \text{for } j = 0, \\
[a_{j-1} + \mu \Delta a, a_j + \mu \Delta a] & \text{for } j = 1, \ldots, N - 1, \\
[a_{j-1} + \mu \Delta a, 1] & \text{for } j = N.
\end{cases}
\]

The numerical solution at time step \( t^n \) is defined by a pairing, \((\mu^n, \phi^n)\), of a scalar \( 0 \leq \mu^n < 1 \) and a state vector \( \phi^n = [\phi^n_0, \phi^n_1, \ldots, \phi^n_N] \), in which the cell-integrals

\[
\phi^n_j \approx \int_{C_{\mu^n,j}} \phi(a, t^n) \, da
\]

form the numerical approximation. As with a traditional finite volume method, a given mesh shift and arrangement of cell-integrals can be associated with a reconstructed function \( \tilde{\phi}(a, t^n) \) that is piecewise constant on the cells \( C_{\mu^n,j} \) (Fig. 2) and satisfies

\[
\int_{C_{\mu^n,j}} \tilde{\phi}(a, t^n) \, da = \phi^n_j \quad \text{for } j = 0, 1, \ldots, N.
\]
The scalar $\mu^n$ measures temporally local advective shifts in the solution; setting $\mu^0 = 0$, it is updated iteratively by,

$$
\mu^n = \begin{cases} 
\mu^{n-1} + \bar{\mu}^n & \text{if } \mu^{n-1} + \bar{\mu}^n < 1, \\
\mu^{n-1} + \bar{\mu}^n - 1 & \text{if } \mu^{n-1} + \bar{\mu}^n \geq 1,
\end{cases}
$$

(17)

where $\bar{\mu}^n = \frac{\eta(n-1)\Delta t}{\Delta n}$. Approximating the advective shift that occurs between time $t^{n-1}$ and $t^n$ as $\int_{t^{n-1}}^{t^n} \eta(t) \, dt \approx \eta(n-1)\Delta t$, $\bar{\mu}^n$ is the fraction of one numerical cell’s width by which the solution shifts between $t^{n-1}$ and $t^n$. (Of course, many other approximations to this integral could also be used.) From Eq. (17), $\mu^n$ represents the cumulative advective shift in the solution since time $t^0$, modulo $\Delta a$. At each $t^n$, the scheme used to compute $\phi^n$ depends on the sign of $\mu^{n-1} + \bar{\mu}^n - 1$. If $\mu^{n-1} + \bar{\mu}^n - 1 < 0$, then $\phi_j^n$ is computed as follows:

$$
\phi_j^n = \begin{cases} 
\phi_j^{n-1} + \phi_{\text{in}}^n & \text{for } j = 0, \\
\phi_j^{n-1} & \text{for } j = 1, \ldots, N - 1, \\
\phi_j^{n-1} - \phi_{\text{out}}^n & \text{for } j = N,
\end{cases}
$$

(18)

where $\phi_{\text{out}}^n = \left(\frac{\bar{\mu}^n}{1-\mu^{n-1}}\right) \phi_N^{n-1}$ is the outflux through the boundary at $a = 1$ and $\phi_{\text{in}}^n$ is a prescribed influx through $a = 0$. The piecewise constancy of the numerical solution, $\phi$, is used implicitly in the construction of $\phi_{\text{out}}^n$; the fraction of the mass ($\phi_N^{n-1}$) in the final numerical cell ($C_{\mu^{n-1}, N}$) that exits through the boundary at $a = 1$ simply equals the fraction of that numerical cell’s width by which the solution shifts in that time step. In this case in which $\mu^{n-1} + \bar{\mu}^n < 1$, the advective shift has not again surpassed $\Delta a$; per Eq. (18), the scheme leaves the interior cell-integral values $\phi_j^n$ for $j = 1, \ldots, N - 1$ unchanged, while adding mass to the boundary cell at $a = 0$ and removing mass from the cell at $a = 1$ in relation to the extent of the advective shift at the current time step. Although the shift does not effect any explicit change in $\phi_j^n$ for $j = 1, \ldots, N - 1$, it is accounted for in the underlying shifted mesh, $C_{\mu^n}$ (Fig. 3).

If instead $\mu^{n-1} + \bar{\mu}^n - 1 \geq 0$, then $\phi_j^n$ is computed as follows:

$$
\phi_j^n = \begin{cases} 
\left(\frac{\mu^n}{\mu^{n-1}}\right) \phi_{\text{in}}^n & \text{for } j = 0, \\
\phi_j^{n-1} + \left(1 - \frac{\mu^n}{\mu^{n-1}}\right) \phi_{\text{in}}^n & \text{for } j = 1, \\
\phi_{j-1}^{n-1} & \text{for } j = 2, \ldots, N - 1, \\
(1 - \mu^n)\phi_{j-1}^{n-1} & \text{for } j = N,
\end{cases}
$$

(19)

with outflux $\phi_{\text{out}}^n = \mu^n \phi_{N-1}^{n-1} + \phi_{N}^{n-1}$ through $a = 1$. In this case in which $\mu^{n-1} + \bar{\mu}^n \geq 1$, the advective shift has now exceeded $\Delta a$, and this is accounted for by applying a right-shift to $\phi^n$, as in Eq. (19), and moving the mesh back by a factor of $\Delta a$, as in Eq. (17). The influx $\phi_{\text{in}}^n$ is distributed among the two leftmost cells $C_{\mu^n, 0}, C_{\mu^n, 1}$, while mass is removed from the two rightmost cells $C_{\mu^n, N-1}, C_{\mu^n, N}$ to an extent dictated by $\mu^n$ (Fig. 3).
Fig. 2  Piecewise constant numerical approximation. At any time $t$, the true function, $\phi(a, \cdot)$, is approximated by another function, $\tilde{\phi}(a, \cdot)$, piecewise constant on the cells of the moving mesh. Here, $\mu = 0$ and the piecewise constant approximation is constructed with respect to the reference grid determined by the partition $\{a_j\}_{j=0}^{N-1}$ of the interval $[0, 1]$.

Fig. 3  Update step of the numerical method, example shifts. At time step $t^{n-1}$, the cells of the mesh have been shifted to the right by $\mu^{n-1} \Delta a = 0.4 \Delta a$; each interior cell has width $\Delta a$, while the first and last are truncated (top). Advancing the numerical solution from time step $t^{n-1}$ to $t^n$ is conducted by shifting the mesh to $\mu^n \Delta a$. The relative advective shift from $t^{n-1}$ to $t^n$ is $\bar{\mu}^n$. The state of the leftmost cell(s) is updated based on the given influx through $a = 0$, and the amount of mass leaving via the rightmost cell(s) is assigned as the domain outflux through $a = 1$. If $\mu^n + \bar{\mu}^n < 1$, then $\mu^n = \mu^{n-1} + \bar{\mu}^n$ and the influx is added to the leftmost cell, while the outflux is removed from the rightmost cell (lower left). If $\mu^{n-1} + \bar{\mu}^n \geq 1$, then $\mu^n = \mu^{n-1} + \bar{\mu}^n - 1$, so that the current advective shift is applied ($+\bar{\mu}^n \Delta a$) before the grid is shifted back by $\Delta a$. The influx is added to the two leftmost cells, while the outflux is removed from the two rightmost cells (lower right).
3.2 Full numerical method

We now proceed to describe the full operator splitting method of solving Eqs. (1)–(7). The method used to update the solution according to the advection operator is a direct extension of that detailed in Sect. 3.1 in the case of one domain. (We note that in the case \( v^i(t) \equiv 0, \sigma^i = 0, \) Eq. (1) is a reaction equation and time splitting is not required.) To begin, we denote by \( \Delta t \) our time step size, and by \( t^0 = 0 \) our initial time, and compute the solution at times \( t^n = t^0 + n\Delta t \) for \( n \in \mathbb{N} \), until some prescribed final time, \( t^* \). As we are interested in computing eigenvalues of the one-year numerical solution operator, we typically choose \( \Delta t \) so that \( t^* = 365 = n^*\Delta t \) for some \( n^* \in \mathbb{N} \).

To track advective shifts in the solutions as in Sect. 3.1, we discretize the age axis \( a \in [0, 1] \) in each of the four domains with respect to a moving mesh. To this end, we denote by \( a^j_i \) for \( j = 0, 1, \ldots, N^i - 1 \) and \( i \in I \) the reference grid points \( a^j_i = i\Delta a^i \), where \( \Delta a^i \) is the chosen cell width in the \( \alpha \)-domain corresponding to life stage \( i \), and \( N^i\Delta a^i = 1 \). For any \( \mu^i \geq 0 \), we define a mesh, \( C_{\mu^i} \), consisting of numerical cells \( C_{\mu^i,j} \) for \( j = 0, 1, \ldots, N^i \) having the form,

\[
C_{\mu^i,j} = \begin{cases} [a^j_i, \mu^i\Delta a^i] & \text{for } j = 0, \\ [a^j_{i-1} + \mu^i\Delta a^i, a^j_i + \mu^i\Delta a^i] & \text{for } j = 1, \ldots, N^i - 1, \\ [a^j_{i-1} + \mu^i\Delta a^i, 1] & \text{for } j = N^i, \end{cases}
\]

which partition the age axis. As in Sect. 3.1, the parameter \( \mu^i \) is used to track the amount by which the solution in the domain corresponding to life stage \( i \) has shifted due to advection, modulo \( \Delta a^i \).

The numerical solution at time step \( t^n \) is defined by a pairing, \( (\mu^n, \rho^n) \), of the vectors \( \mu^n = [\mu^{u,n}, \mu^{d,n}, \mu^{p,n}, \mu^{b,n}] \), where \( 0 \leq \mu^{i,n} < 1 \) for all \( i \in I \), and

\[
\rho^n = [\rho_0^{u,n}, \ldots, \rho_{N^u}^{u,n}, \rho_0^{d,n}, \ldots, \rho_{N^d}^{d,n}, \rho_0^{p,n}, \ldots, \rho_{N^p}^{p,n}, \rho_0^{b,n}, \ldots, \rho_{N^b}^{b,n}]^T,
\]

with

\[
\rho_j^{i,n} \approx \int_{C_{\mu^i,j}} \rho^i(a, t^n) \, da,
\]

where \( \rho_j^{i,n} \) is again based on a piecewise constant reconstruction \( \tilde{\rho}^i(a, t^n) \) (Fig. 2). The vector \( \mu^n \) is determined by the temperature profile, \( T(t) \), through the advection coefficients, \( v^i \), in Eq. (1), and is updated per a natural extension of Eq. (17). The numerical solution is represented by total cell masses—as opposed to the cell averages that conventional finite volume methods use—in order to prevent numerical instabilities that occur when the boundary cells become very small, as is the case when \( |v^i| \ll 1 \). To initialize the simulation, we take \( \mu^0 = [0, 0, 0, 0] \) and define \( \rho^0 \) with respect to the mesh \( C_0 \), setting,

\[
\rho_j^{i,0} = \int_{C_{\mu^i,j}} \rho_0^i(a) \, da,
\]
for \( i \in I, j = 0, \ldots, N^i \). The cell averages \( \rho^n \) are updated iteratively through the relation,

\[
\rho^n = \mathcal{R} \circ \mathcal{D} \circ \mathcal{A} \rho^{n-1},
\]

where \( \mathcal{A}, \mathcal{D}, \mathcal{R} : \mathbb{R}^N \to \mathbb{R}^N \), with \( N = 4 + \sum_{i=1}^{4} N^i \), are the numerical advection, diffusion, and mortality operators, respectively. In terms of its action on the components of the solution \( \rho^n \), the mortality operator satisfies,

\[
\mathcal{R} \rho^i_{j,n} = \exp(-m^i(T(t^n)) \Delta t) \rho^i_{j,n},
\]

for \( j = 0, \ldots, N^i \) and all \( i \in I \). (Due to the splitting method, neither \( R \) nor \( D \) affect the shift variables \( \mu^i \).) The diffusion operator implements a backward-time central-space finite difference scheme for the heat equation, with \( \mathcal{D} \rho^i_{j,n} \) defined implicitly by,

\[
-\theta \mathcal{D} \rho^i_{j-1,n} + (1 + 2\theta) \mathcal{D} \rho^i_{j,n} - \theta \mathcal{D} \rho^i_{j+1,n} = \rho^i_{j,n}
\]

for \( j = 1, \ldots, N^i - 1 \), and \( i \in I/d \). In Eq. (26), \( \theta = \frac{\sigma^i \psi(T(t^n)) \Delta t}{(\Delta a^i)^2} \). For simplicity, we assume no-diffusive-flux boundary conditions at \( a \in \{0, 1\} \), taking \( \mathcal{D} \rho^i_{j-1,n} - \mathcal{D} \rho^i_{j,n} = 0 \) in Eq. (26) for \( j = 0, N^i + 1 \) to append the system in Eq. (26) with the equations,

\[
(1 + \theta) \mathcal{D} \rho^i_{j,n} - \theta \mathcal{D} \rho^i_{j+1,n} = \rho^i_{j,n},
\]

for \( j = 0(+) \), \( N^i(-) \) and \( i \in I/d \). The operator \( \mathcal{A} \) is defined in analogue with the construction in Sect. 3.1. Letting \( \mu^{i,n} \geq 0 \) represent the shift for life stage \( i \) at time step \( t^n \), we set \( \mu^{i,0} = 0 \) for all \( i \), and define \( \mu^{i,n} \) iteratively through the relation,

\[
\mu^{i,n} = \begin{cases} 
\mu^{i,n-1} + \tilde{\mu}^{i,n} & \text{if } \mu^{i,n-1} + \tilde{\mu}^{i,n} < 1, \\
\mu^{i,n-1} + \tilde{\mu}^{i,n} - 1 & \text{if } \mu^{i,n-1} + \tilde{\mu}^{i,n} \geq 1,
\end{cases}
\]

where \( \tilde{\mu}^{i,n} = \frac{\psi(T(t^{n-1})) \Delta t}{\Delta a^i} \). The action of the advection operator at time \( t^n \) is again determined by the sign of \( \mu^{i,n-1} + \tilde{\mu}^{i,n} - 1 \). If \( \mu^{i,n-1} + \tilde{\mu}^{i,n} - 1 < 0 \), then \( \mathcal{A} \) is represented in domain \( i \) by the following scheme:

\[
\rho^i_{j,n} = \mathcal{A} \rho^i_{j,n-1} = \begin{cases} 
\rho^i_{j,n-1} + \rho^i_{\text{in}} & \text{for } j = 0, \\
\rho^i_{j,n-1} & \text{for } j = 1, \ldots, N^i - 1, \\
\rho^i_{j,n-1} - \rho^i_{\text{out}} & \text{for } j = N^i,
\end{cases}
\]
where $\rho_{\text{out}}^{i,n} = \left( \frac{\bar{\mu}^{i,n}}{1 - \mu^{i,n-1}} \right) \rho_{N_i}^{i,n-1}$ and $\rho_{\text{in}}^{i,n}$ satisfies,

$$
\rho_{\text{in}}^{i,n} = \begin{cases} 
(1 - \xi(t^n)) \rho_{\text{birth}}^n & \text{for } i = u, \\
\xi(t^n) \rho_{\text{birth}}^n & \text{for } i = d, \\
\rho_{\text{out}}^{i,n} & \text{for } i = p, \\
\rho_{\text{out}}^{i,n} + \rho_{\text{out}}^{p,n} & \text{for } i = b,
\end{cases}
$$

(30)

where $\rho_{\text{birth}}^n$ is the total number of eggs laid between $t_{n-1}^n$ and $t^n$, and $\xi(t^n) = 1$ if $t^n$ falls after the summer solstice and before the winter solstice of the same year, and $\xi(t^n) = 0$ otherwise. We approximate the total eggs laid from $t_{n-1}^n$ to $t^n$ as,

$$
\rho_{\text{birth}}^n = \sum_{j=1}^{N^b} \left[ K \left( a^b_j + \frac{\Delta a^b_j}{2} + \mu^{b,n-1} + \bar{\mu}^{b,n} \right) - K \left( a^b_j + \frac{\Delta a^b_j}{2} + \mu^{b,n-1} \right) \right] \rho_{\text{in}}^{j,n-1}.
$$

(31)

with $K(a)$ defined as,

$$
K(a) = \begin{cases} 
\int_0^a k(x) \, dx & \text{for } a \leq 1, \\
\beta & \text{for } a > 1.
\end{cases}
$$

(32)

Here, $k(a)$ is the birth kernel, per Eqs. (3) and (4), and we exploit the existing advective shift tracker, $\mu^n$, to develop a semi-exact method for the birth term. If, instead, $\mu^{i,n-1} + \bar{\mu}^{i,n} - 1 \geq 0$, $A$ is then represented in domain $i$ with the following scheme,

$$
\rho_{\text{in}}^{i,n} = \mathcal{A} \rho_{\text{in}}^{i,n-1} = \begin{cases} 
\left( \frac{\mu^{i,n}}{\mu^{i,n-1}} \right) \rho_{\text{in}}^{i,n} & \text{for } j = 0, \\
\rho_{\text{j-1}}^{i,n-1} + (1 - \frac{\mu^{i,n}}{\mu^{i,n-1}}) \rho_{\text{in}}^{i,n} & \text{for } j = 1, \\
\rho_{\text{j-1}}^{i,n-1} & \text{for } j = 2, \ldots, N^i - 1, \\
(1 - \mu^{i,n}) \rho_{j-1}^{i,n-1} & \text{for } j = N^i,
\end{cases}
$$

(33)

with $\rho_{\text{in}}^{i,n}$ defined as in Eq. (30). Here, $\rho_{\text{out}}^{i,n} = \mu^{i,n} \rho_{N^i}^{i,n-1} + \rho_{N^i}^{i,n-1}$. This formulation of the advection step yields accurate solutions, as the method is exact in the interiors of the domains and only approximate across the boundaries. Moreover, the method is robust even if the advective speeds become very small or reach zero; if the advective speed in a given domain remains small for a period of time, the true solution will take the shape of a nascent delta function, while the numerical solution will accumulate mass in the leftmost cell of that domain.

Computations of $R_0$ in Sect. 4 below will utilize mappings between numerical solutions at time steps spaced one year apart. To frame this discussion, we first note that the mapping, $\mathcal{S}_{n,i}$, that takes $(\mu^n, \rho^n) \rightarrow (\mu^{\tilde{n}}, \rho^{\tilde{n}})$ is nonlinear due to the inclusion of the mesh shift parameter. If, however, $\mu^n = \mu^{\tilde{n}} = 0$, the mapping $\mathcal{S}_{n,i}$ that satisfies
$S_{n,\tilde{n}}\rho^n = \rho^{\tilde{n}}$ can be formulated with cell-integrals only, and is itself linear. For the remainder of the text, we use the linear mapping $S_{n,\tilde{n}}$ when computing $R_0$. To work with this mapping, we can remap the solutions $\rho^{i,n}$ from ones defined with respect to the meshes $C_{\mu^{i,n}}$ to ones defined with respect to the mesh $C_0$. To do this, we apply the following remapping to $\rho^{i,n}$:

$$
\rho_{\tilde{j}}^{i,n} \rightarrow \begin{cases} 
0 & \text{for } j = 0, \\
\rho_0^{i,n} + (1 - \mu^{i,n})\rho_1^{i,n} & \text{for } j = 1, \\
(1 - \mu^{i,n})\rho_j^{i,n} + \mu^{i,n}\rho_{j-1}^{i,n} & \text{for } j = 2, \ldots, N^i - 1, \\
\mu^{i,n}\rho_{N^i-1}^{i,n} + \rho_{N^i}^{i,n} & \text{for } j = N^i,
\end{cases}
$$

(34)

while setting $\mu^{i,n} = 0$. Note that this remapping is not exact, and thus it is applied to the numerical solution only when strictly required, typically after the final step of the scheme to bring the system back to the starting mesh.

4 Reproductive number, $R_0$

To assess the capacity of the spotted lanternfly to establish in a given location, we begin by defining a notion of reproductive number (similarly, reproductive rate or net reproductive rate), $R_0$, appropriate to this species. Reproductive numbers in viral spread modeling (Nowak and May 2000) and (net) reproductive rates in ecological population dynamics (Steiner et al. 2014) are typically defined with respect to generational changes as the number of individuals who become infected by one infected individual, and the number of offspring produced by one individual in her lifetime, respectively. Although the spotted lanternfly typically has one generation per year (univoltinism) in temperate climates (Lee et al. 2019), multiple generations (multivoltinism) are also possible in warmer regions. Here, we are mostly concerned with annual temporal change independent of individual generations, thus we consider a year-to-year reproductive number associated with time $t$, defined as the number of individuals present at time $t = t_0 + 365$ per individual present at time $t_0$. Throughout this work, we assume that each year has 365 days. Moreover, as we are presently interested in deriving a measure of the general establishment potential intrinsic to a given location, we consider periodic temperature functions $T(t)$ that represent average conditions in that location. For the study below, we consider a simplified temperature profile of the form,

$$
T(t) = g \cos \left( \frac{2\pi}{365} (t - \Phi) \right) + h,
$$

(35)

where $h$, $g$, and $\Phi$ are, respectively, the mean, amplitude, and phase shift of the 365-day periodic temperature function. In the context of this one-year periodic temperature function, our reproductive number may naturally be associated with a day-of-year, as opposed to a particular date in history.
To compute an approximation of this one-year reproductive number, we utilize the eigenvalue spectrum of the corresponding one-year numerical solution operator. Based on the linear operator $S_n$ described in Sect. 3.2, we first denote by $S_n : \mathbb{R}^N \to \mathbb{R}^N$ the operator that satisfies $S_n \rho^n = \rho^\tilde{n}$, where $(\tilde{n} - n) \Delta t = 365$. From the periodicity of the temperature function in Eq. (35), it follows that $S_n = S_{n+365k}$ for $k \in \mathbb{N}$. It therefore suffices to choose a start day of year and time of day, represented by $z$, and consider instead the one-year solution operator $S_z : \mathbb{R}^N \to \mathbb{R}^N$ that satisfies $S_z \rho^0 = \rho^n*$, using the temperature function $T(z + t)$ with $T$ as in Eq. (35). (Here, $n*$ satisfies $n*/\Delta t = 365$.) As with the operator $S_n$, $\rho^0$ and $\rho^n*$ have been remapped to the mesh $C_0$.

We regard as an approximation to the $R_0$ associated with $z$ and $T(t)$ the magnitude, $|\lambda_1|$, of the largest-magnitude eigenvalue, $\lambda_1$, of the solution operator $S_z$, which represents the inherent one-year growth factor asymptotically as $t \to \infty$. (We note that $\lambda_1$ is typically real in our parameter domain, with one anomalous exception to be described in Sect. 4.3. For the sake of precision, however, we formally use $|\lambda_1|$ as our proxy for $R_0$. In the following discussion, we omit the $|$ and simply write $\lambda_1$ when referring to a $\lambda_1$ or set of values of $\lambda_1$ that is real in our computations.) The extent to which $|\lambda_1|$ alone captures transient population dynamical behavior depends on its relationship with subsequent eigenvalues: the smaller subsequent eigenvalues are in magnitude relative to $|\lambda_1|$, the more accurately $|\lambda_1|$ approximates $R_0$ for short times (depending on the initial condition). As we are concerned with both short-term and long-term population establishment trends, we consider the first and second largest-magnitude eigenvalues in assessing $R_0$, as well as the transient behavior observed in simulations.

### 4.1 Remarks on numerical method

The dominant eigenvalues and eigenvectors computed by the novel numerical method described in Sect. 3 are well-resolved for moderate choices of the parameters $\Delta t$, $\Delta a_i$, and are continuous with respect to small changes to those parameters. As the model under consideration tends to develop highly localized age-distributions, this is no longer the case if the advective numerical operator, $\mathcal{A}$ (Eq. (24)), is replaced by a standard Godunov method. In that case, the eigenvalue computations may display a significant sensitivity to the choice of numerical parameters, as illustrated in Fig. 4. In Fig. 4, we compare the largest-magnitude eigenvalue, $\lambda_1$, computed with the moving mesh and Godunov methods as the age cell width, $\Delta a_i$, decreases for two different temperature profiles. In these tests, we take $\Delta a_i = \Delta a_j$ for all $i, j \in I$, for simplicity, and use a sinusoidal temperature profile [Eq. (35)], fixing $\Phi = 203$ (July 22nd, 12 AM) with two mean/amplitude pairings, $h = 16$, $g = 16$ (a) and $h = 16$, $g = 10$ (b), as examples. For testing purposes, we use an alternate parameterization of the model that (a) omits physiological diffusion ($\sigma^i = 0$ in Eq. (1)) to isolate the effects of numerical diffusion, (b) incorporates heat-induced egg death (a feature that will be introduced into our model later, when data becomes available), (c) eliminates basal egg and motile death, and (d) boasts no temperature-induced death in the range $6^\circ$C–$26^\circ$C. The latter two assumptions remove death as a population dynamical process entirely for
temperature profile (b), creating conditions under which each individual reaches full egg-laying capacity as long as development rates are fast enough to move individuals through the egg-laying stage within one year. As the advective shift parameter \( \mu_{i,n} \) [Eqs. (17) and (28)] is only present in the framework of the moving mesh method and not the Godunov method, we also replace the egg-laying term [Eq. (31)] with an egg-laying flux using a semi-exact method for the integral in Eqs. (3) and (4).

In Fig. 4a, eigenvalues computed using both numerical methods approach the value \( \lambda_1 \approx 0.8 \) as \( \Delta a^i \) decreases, however the moving mesh method (blue curve) does so much more rapidly than the Godunov method (red curve). The Godunov method only achieves a result qualitatively consistent with the limiting value of \( \approx 0.8 \)—that is, one for which \( R_0 < 1 \)—for \( \Delta a^i \lesssim (0.1) \times 2^{-8} \). Simulations with such a small \( \Delta a^i \) are inefficient, requiring significant computational time (hours in non-parallel implementations). Moreover, if \( \Delta a^i \) is chosen too large, this temperature profile may be mischaracterized as one for which \( R_0 > 1 \), resulting in a false affirmative assessment of establishment potential. In turn, the eigenvalues computed with the moving mesh method (blue curve) are qualitatively accurate \( (R_0 < 1) \) for discretizations with \( \Delta a^i \lesssim (0.1) \times 2^{-1} \), and within a tolerance of \( 10^{-1} \) of the limiting value for \( \Delta a^i \leq (0.1) \times 2^{-3} \). With these discretizations, simulations require only seconds or minutes of computational time. In Fig. 4b, \( \lambda_1 \approx 50 \) for all \( \Delta a^i \) with both the moving mesh and Godunov methods. Not only are the trajectories of \( \lambda_1 \) with these two methods individually constant with respect to \( \Delta a^i \) and consistent with each other, but we may also intuit, heuristically, that \( \lambda_1 = 50 \) is, in fact, the correct dominant eigenvalue: Under the temperature profile used in (b), no individuals die and all are able to complete the egg-laying stage, thus \( \lambda_1 \) should equal \( \beta \), total per-capita lifetime egg-laying, which is set to 50. Clearly, in this example, both the moving mesh and Godunov methods compute the dominant eigenvalue accurately at even the coarsest discretizations.

The high degree of sensitivity of \( \lambda_1 \) to \( \Delta a^i \) with the Godunov method in Fig. 4a reflects the starkly inconsistent population dynamical outcomes that occur as varying levels of numerical diffusion warp the population’s age-distributions, \( \rho^i(a, \cdot) \), fundamentally changing its experience of important temperature regimes. The effect of this numerical age diffusion on the shape of \( \rho^i(a, \cdot) \) is apparent in Fig. 4c, in which \( \rho^b(a, \cdot) \) is plotted at \( t = 1460 \) (July 21st of year four) from a coarse-mesh Godunov simulation \( (N^b = 40, \Delta a^i = 0.1 \times 2^{-2}) \) and a fine-mesh Godunov simulation \( (N^b = 640, \Delta a^i = 0.1 \times 2^{-6}) \). While both distributions are subject to some amount of numerical diffusion and thus retain a generally Gaussian shape, the severity of the spread decreases with \( \Delta a^i \). As \( \Delta a^i \to 0 \), the variance of \( \rho^b(a, \cdot) \) approaches zero, with \( \rho^b(a, \cdot) \) increasingly resembling a distribution with all its mass at a single point—an unsurprising shape given the loss of numerical diffusion in a simulation using the diapause model with no physiological diffusion, in which age-synchrony should be achieved. Taking the eigenvector of the largest-magnitude eigenvalue as the initial condition, the synchronized mass is seen to pass through the egg-laying stage annually just after summer temperatures reach their peak of 32°C. At these temperatures, most newly laid eggs perish due to heat exposure, yielding the \( R_0 \approx 0.8 \) seen at fine discretizations in Fig. 4a. At coarse discretizations, however, \( R_0 > 1 \) and the population grows. For example, in the case \( N^b = 40 \), the variance of \( \rho^b(a, \cdot) \) is large
and the development of many motiles (those to the left of the median in $\rho^b(a, \cdot)$, see Fig. 4c) is delayed, causing them to lay their eggs later in the summer after egg-death-inducing heat has passed; in this case, many eggs survive and $\lambda_1 = 10.9$ (Fig. 4a). When $N^b = 640$, $\rho^b(a, \cdot)$ has a smaller variance, so that the developmental delays experienced by half the motile population are still present but much less significant than in the $N^b = 40$ case. This leads to an egg-laying rate in the post-extreme-heat period that is higher than in the case of a fully synchronized motile mass ($\lambda_1 = 0.8$) but lower than in the $N^b = 40$ case ($\lambda_1 = 10.9$), leading to $\lambda_1 = 1.6$.

Although $\rho^b(a, \cdot)$ experiences the same numerical diffusivity with the Godunov method in the case $h = 16, g = 10$ of Fig. 4b, $\lambda_1$ is unaffected by the severity of the diffusivity dictated by $\Delta a^i$. This is attributable to the non-intersection of the annual temperature range in this example ($[6{\degree}C, 26{\degree}C]$) and the temperature regimes that induce death in different life stages, as heat death only occurs above 27{\degree}C and cold death below 5{\degree}C. In this case, diffusion delays motile development and entry into the egg-laying stage, as it did in the example of Fig. 4a, but the lack of any source of death (basal or temperature-induced) enables all motiles to achieve full egg-laying capacity and leads to the same overall population-dynamical outcome year-to-year. The contrast between the examples of Fig. 4a, b illustrates that numerical diffusion is necessary—but not sufficient—to destabilize solution behavior and underscores that false distortions of phenology caused by numerical diffusivity alter population-level outcomes by fundamentally changing the population’s experience of seasonal temperature patterns. The novel method described in Sect. 3 avoids these distorting effects of numerical diffusion by directly capturing the correct advection along characteristics, while maintaining the desirable fixed-width grid structure of a finite volume method.

We also note here that the operator splitting (Sect. 3.2) is conducted via a simple first-order Lie-Trotter splitting. While a second-order Strang splitting is also easily implementable, this does not result in a noticeable accuracy gain, largely due to the fact that the diffusion operator is also resolved via a first-order scheme. As described here, the dominating source of error is the treatment of the advection operator when a standard Godunov discretization is used. Hence, the special treatment of the advection term serves to suppress the bulk of the approximation error, and the resulting method turns out suitably accurate, despite being formally only first order.

4.2 Rank 1 structure of $S_2$ in diapause

In addition to its protective effects, a major benefit of diapause is its ability to synchronize the developmental ages of eggs in many distinct egg masses that were laid at different times. This synchrony is advantageous later on, when individuals from different cohorts reach reproductive age roughly in unison, maximizing the potential to find suitable mates. As diapause advection is dictated by ambient temperatures, the annual temperature profile determines how thoroughly diapause is able to synchronize the individuals in a population. The climate most conducive to a high degree of synchrony is one in which the temperature function, $T(t)$, is characterized by a moderate mean and amplitude; this pairing results in a winter with temperatures sufficiently low to arrest development for long enough that all fall eggs may complete diapause before
Fig. 4 Sensitivity of the dominant eigenvalue of the one-year solution operator to numerical parameters and appearance of numerical diffusion. a and b: Computation of dominant eigenvalue, \( \lambda_1 \), as \( \Delta a^t \) decreases. In a, \( h = 16, g = 16 \), while in b, \( h = 16, g = 10 \). In each case, each of the four domains is divided into cells of equal width, \( \Delta a^t \), with \( \Delta t \) chosen to satisfy the CFL condition given \( \Delta a^t \). The calibration described in Sect. 2.2 is modified to eliminate basal egg and motile death, incorporate heat death in eggs, set \( \sigma^i = 0 \), and eliminate temperature mortality for temperatures within the range \( 6^\circ C - 26^\circ C \). In a, the Godunov method performs poorly until \( \Delta a^t \lesssim (0.1) \times 2^{-8} \); in b, the Godunov method produces accurate results at all discretizations. In both a and b, the moving mesh method produces accurate results at coarse discretizations. c: Age-distributions \( \rho^b(a, \cdot) \) at \( t = 1460 \) (July 21st of year four of simulation) using the Godunov method for \( A \) with \( N^b = 40 \) cells (\( \Delta a^t = 0.1 \times 2^{-2} \)) and \( N^b = 640 \) cells (\( \Delta a^t = 0.1 \times 2^{-6} \)). Both solutions show signs of diffusion, with increased severity at lower \( N^b \) (larger \( \Delta a^t \)).

Development resumes. Under this assumption, all eggs laid in the fall complete diapause before any begin to develop, positioning them to begin development in unison once temperatures surpass the development threshold. This action of diapause may be interpreted, mechanistically, as a correction of the population’s seasonal timing (phenology): diapause adjusts the timelines of eggs laid at ecologically suboptimal times, so that they nevertheless rejoin their cohort and begin development at a more phenologically appropriate moment the following year, maximizing temperature-dependent survival and availability of food resources.

Temperature profiles that allow for diapause to exert this corrective influence typically involve cold winters with high rates of freezing-induced mortality in the system’s more vulnerable agents. The effects of phenological adjustment and cold mortality couple to result in the appearance of a low-rank structure of \( S_z \)—that is, one in which \( S_z \approx \ell \cdot r \), for some vectors \( \ell, r \), in which secondary eigenvalues are insignificant relative to the largest-magnitude one. The level of adherence to a low-rank structure is strong when \( T(t) \) and the development and mortality functions satisfy the following criteria:

- (C1) The base development thresholds, \( T_{\nu, i} \), for \( i \in I \setminus \{d\} \), are all equal, with their common value denoted by \( T_{\nu, 1} \).
- (C2) The constants \( g \) and \( h \) in Eq. (35) are chosen so that \( \min_i T(t) < \min_{i \in I \setminus \{d\}} T_m, 1 \).

Criterion (C2) guarantees that all individuals (except possibly diapausing eggs) will be subjected to cold-induced death for some portion of the year. Assume for now that \( \Delta t, \Delta a^t \) are the parameters of some numerical discretization to be chosen later. Consider the operator \( S_z : \mathbb{R}^N \to \mathbb{R}^N \) defined by \( \Delta t, \Delta a^t \), and in which \( z \) satisfies \( T(z) = T_{\nu, 1}, T'(z) < 0 \), so that \( z \) represents the moment at which development ceases.
(typically early winter). Then denote by \( t^m \) the final time step before development resumes, so that \( t^m = \max\{t^n : t^n < \tilde{t}\} \), where \( \tilde{t} \) is the point at which development resumes, satisfying \( T(z + \tilde{t}) = T_{v,1} \), \( T'(z + \tilde{t}) > 0 \). Then write \( S_z \) as \( S^1_z \circ S^0_z \), where \( S^0_z, S^1_z : \mathbb{R}^N \rightarrow \mathbb{R}^N \) are the operators that satisfy, respectively, \( S^0_z \rho^0 = \rho^m \), \( S^1_z \rho^m = \rho^n \). Here, \( S^0_z \) is the operator that maps the solution from the start of the winter non-development period to its end, and \( S^1_z \) is the operator that maps the solution from the end of the winter non-development period to the one-year mark.

**Proposition 1** If Criterion (C1) is satisfied and the diapause advection function, \( \nu^d(T) \), satisfies,

\[
\int_0^{\tilde{t}} \nu^d(T(z + t)) \, dt > 1,
\]  

then there exist numerical parameters, \( \Delta t, \Delta a^d \), and a subspace, \( W \), of \( \mathbb{R}^N \), such that:

1. \( \dim(\text{im}(W)) = 1 \),
2. \( \| S^0_z w^\perp \| \leq \| w^\perp \| \) for any \( w^\perp \in W^\perp \),

where \( \text{im}(W) \) is the image of \( W \) under \( S^0_z \), \( W^\perp \) is the orthogonal complement of \( W \), and \( \| \cdot \| \) is any \( L_p \) norm. Moreover, if Criterion (C2) is satisfied, and the mortality functions, \( m^i(T) \), for \( i \in I/\{d\} \) satisfy,

\[
\max_{i \in I/\{d\}} \left[ \exp \left( - \int_0^{\tilde{t}} m^i(T(z + t)) \, dt \right) \right] < \varepsilon
\]  

it follows that,

\[
\| S^0_z w^\perp \| \leq \varepsilon \| w^\perp \|.
\]  

**Proof** We begin by noting that, since \( T(z + t^n) \leq T_{v,1} \) for all \( t^n \) with \( 0 \leq n \leq m \), \( \nu^d(T(z + t^n)) = 0 \) for all such \( t^n \) and all \( i \in I/\{d\} \). In turn, \( \theta = 0 \), where \( \theta \) is as defined in Eq. (26), implying that the operator \( D \) in Eq. (24) is simply the identity operator while development is arrested, and may be ignored in considering \( S^0_z \).

Now, denote by \( e_k \) the standard basis vector of \( \mathbb{R}^N \) with 1 in the \( k \)-th component and 0 elsewhere. Then consider the subspace, \( W \), defined as:

\[
W := \{ \text{span}\{e_k\} : e_k \cdot \rho^n = \rho^d_j \text{ for some } j = 0, \ldots, N^d \}, \text{ or } e_k \cdot \rho^n = \rho^p_0 \},
\]  

which spans the diapause portion of the numerical solution, as well as the first cell of the post-diapause domain. Denote by \( W^\perp \) the orthogonal complement of \( W \). Then, if Eq. (36) holds, there exist \( \Delta t, \Delta a^d > 0 \) sufficiently small that,

\[
\Delta t \sum_{n=0}^{m} \nu^d(T(z + t^n)) > 1 + \Delta a^d,
\]  

\( \Box \) Springer
with \( \vec{t} - \vec{t}^m = \Delta t \), as the left side of Eq. (40) represents a Riemann sum approximation to the integral in Eq. (36). It follows that,

\[
\Delta t \sum_{n=0}^{m} v^d(T(z + t^n)) > \frac{1}{\Delta a^d} + 1 = N^d + 1. \tag{41}
\]

As the expression on the left represents the total advective shift from \( t^0 \) through \( t^m \) relative to \( \Delta a^d \), Eq. (41) indicates that there have been at least \( N^d + 1 \) right advective shifts in the diapause solution. Moreover, \( v^b(T(z + t^n)) = 0 \) for \( n = 0, \ldots, m \), thus \( \rho^\text{birth} = 0 \) from Eqs. (31) and (28), and therefore \( \rho^d_{0,n} = 0 \) for \( n = 1, \ldots, m \). From this and the fact that at least \( N^d + 1 \) right shifts have occurred in the diapause domain, it follows that \( \rho^d_{j,m} = 0 \) for \( j = 0, \ldots, N^d \). Moreover, \( v^p(T(z + t^n)) = 0 \) for \( n = 0, \ldots, m \), and thus \( \rho^p_{0,m} = \rho^p_{0,0} + \sum_{j=0}^{N^d} \rho^d_{j,0} \). In particular, \( \text{im}(W) \) is spanned by the vector \( e_j \) satisfying \( e_j \cdot \rho^m = \rho^p_{m,0} \), and \( \text{dim}(\text{im}(W)) = 1 \). This establishes 1.

As the operator \( A \) in Eq. (24) acts as the identity operator in all domains except the diapause domain, we have,

\[
\rho^{i,m}_j = \left( \exp \left( -\Delta t \sum_{n=0}^{m} m^i(T(z + t^n)) \right) \right) \rho^{i,0}_j, \tag{42}
\]

for \( i \in I/\{d\} \) and \( j = 0, \ldots, N^i \) (except \( \rho^p_{0,m} \)), from which 2. immediately follows. Eq. (38) follows from Eq. (37) by recognizing that the exponent in the exponential term in Eq. (42) is a Riemann sum approximation to the integral term in Eq. (37) and potentially decreasing \( \Delta t \) further.

In practice, the results of Proposition 1 endow the operator \( S_0^z \) with a low-rank structure that naturally carries over to the full year operator \( S_z \). The extent to which this low-rank structure is apparent depends heavily on the choice of \( T(t) \): the winter non-development period must present temperature conditions that allow all eggs to complete diapause before development resumes in order to achieve synchrony in the diapause domain. The choice of \( m^i(T) \) is also significant, as higher mortality rates that kill off other agents lead to smaller, less influential secondary modes in the eigenvalue spectrum of \( S_z \). Here, the eigenvector associated with the largest-magnitude eigenvalue reflects the phenologically ideal age distribution at day of year/time of day \( z \), while \( |\lambda_1| \) represents the annual growth factor. As the temperature profile departs from these assumptions, the degree of adherence to the low-rank structure also diminishes, and several modes may contribute to the population dynamical behavior.

### 4.3 Numerical results

To explore the dependence of our estimated \( R_0 \) on the temperature profile in a given location, we conduct parameter sweeps in the parameters \( g \) and \( h \), representing amplitude and mean, in Eq. (35). (In all computations presented below, we set the phase shift, \( \Phi \), to \( \Phi = 203 \) (July 22nd, 12 AM), as it varies little from this value in our geographic...
region of interest.) In Fig. 5, the magnitudes of the first and second largest-magnitude eigenvalues, $|\lambda_1|$ and $|\lambda_2|$, of $S_z$ are plotted, under the diapause (a,c) and non-diapause models (b,d), with $z = 203$ (July 22nd, 12 AM). (This choice of $z$ is mostly arbitrary, as there is essentially no change in the spectrum as $z$ varies with a fixed temperature profile; thus, the spectrum is most naturally associated with the pairing $(g, h)$ and not a day of year.) The ratio $|\lambda_2|/|\lambda_1|$ is also plotted (e,f). The functional forms of $\nu_i(T), m_i(T), k(a)$ are as described in Sect. 2.2.

Under the diapause model, the mean-amplitude phase space is partitioned into four qualitatively distinct regions (Fig. 5a, c, e). The darkest areas in Fig. 5a correspond to extreme means and/or amplitudes, representing temperature profiles fundamentally unconducive to population establishment. A low mean results in slow development rates, which may prevent motiles from reaching the egg-laying stage, while high amplitudes suggest periods of extreme heat and cold, leading to high mortality.

The low-mean, low-amplitude area in the lower left corner represents a climate in which annual temperatures stay within the narrow range in which no physiological activity occurs: temperatures are too low for development, but not low enough for cold-induced death. In this region, the initial population neither ages nor dies, and does not lay eggs, thus the largest-magnitude eigenvalue is 1. While this temperature profile is unrealistic in natural settings, it may represent certain laboratory conditions. The unrealistic nature of this experimental stasis would contribute an additional source of mortality, which is, however, currently unstudied and thus beyond the scope of our paper. We also note that the affine boundary between this $\lambda_1 = 1$ level set and the $|\lambda_1| \approx 0$ region within the $3.2215 < h < 10.4$ domain is where complex largest-magnitude eigenvalues are seen. Temperature profiles in this part of the $(h, g)$ parameter domain are quite anomalous, and only cross the development threshold (10.4°C) for one brief moment every year (at the peak of the sinusoidal $T(t)$), but are also too warm to cause death to diapause/post-diapause eggs, which only die at temperatures below $-3.957$°C. Under these circumstances, a mass of diapause or post-diapause eggs simply shifts and diffuses slightly along the $a$-axis once per year, during the brief development period, which reflects the rotational behavior generated by complex eigenvalues.

The purple/deep pink central region in Fig. 5a is identifiable as the region characterised by a low-rank structure, as $\lambda_1$ is as large as 10 in this region, while $|\lambda_2| \approx 0$ in the same region in Fig. 5c. Parameter combinations at the center of this region (deep pink) represent the strongest level of adherence to a low-rank structure. Populations subjected to temperature profiles in the high-mean/low-amplitude region in the lower right corner of Fig. 5a have the strongest establishment potential, and may even experience multivoltinism. In this region, temperatures are warm, leading to fast development rates and little cold-induced death. Although individuals may go through diapause, the population’s time evolution is not predominantly dictated by the diapause process; fast egg development rates compensate for time spent (perhaps unnecessarily) in diapause to yield eventual non-diapause egg-laying that triggers multivoltinism and explosive population growth. The synchronizing effect of diapause observed in cooler temperature regions is absent, and complex second eigenvalues close in magnitude to the first (Fig. 5c, e) may produce temporally oscillatory fluctuations.

Under the non-diapause model, the high-mean/low-amplitude region of the parameter domain again presents high $R_0$ values, while the low-rank area of the diapause
domain mostly disappears (Fig. 5b). In this case, the eigenvalues are significantly larger in the high-mean/low-amplitude region than in the diapause model, indicating higher annual growth rates in non-diapausing populations under reasonably warm temperature conditions (Fig 5b). While this might naturally call the usefulness of diapause into question, one may note that $\lambda_1 \ll 1$ in much of the central region of Fig 5b that belongs to the low-rank area with $\lambda_1 > 1$ in Fig. 5a. In such climates, a population of eggs that passed through diapause would likely thrive, while a non-diapausing population would not. Per Fig. 5f, the gap in the magnitudes of $|\lambda_1|$ and $|\lambda_2|$ is much wider than in diapause (Fig. 5e).

### 4.4 Discussion of establishment potential

In the context of our model, pest establishment potential in a given location is fully understood by considering both $R_0$, the asymptotic growth factor, and the transient behavior of an initial population. For a population to establish, it must be the case that $R_0 > 1$ and that the initial population and some number of subsequent cohorts are able to each lay sufficient eggs while transitioning to the new location’s phenology. To explore transient behavior in locations with asymptotic establishment potential ($R_0 > 1$), we simulated Eqs. (1)–(7) for a selection of temperature profiles from qualitatively distinct regions of the mean-amplitude parameter domain (Fig. 5). For each temperature profile, we computed the solution of the PDE system for a variety of initial conditions over a period of four years. We used initial conditions representing the arrival of a cohort of 100 individuals of the same developmental age, $a_{\text{init}}$, on a certain day/time of year, $z_{\text{init}} (\rho_0^i (a) = 100 \delta (a - a_{\text{init}})$ for some $i \in I$, $\rho_0^i (a) \equiv 0$ otherwise). This initial condition represents such scenarios as a clutch of eggs or a cohort of motiles arriving together in a new location; it has the advantage of simplicity, and allows us to test sensitivity to the developmental age of arriving individuals and seasonal timing. The choice of an initial population size of 100 is, of course, arbitrary, as the PDE is linear.

Much of the sensitivity of the transient behavior can be classified in terms of the dominant eigenvalues, with great sensitivity observed when $|\lambda_1| > 1$ and $|\lambda_2| \ll |\lambda_1|$ and little sensitivity when $|\lambda_1| > 1$ and $|\lambda_2| \sim |\lambda_1|$. Both of these configurations occur under the diapause model: the former results from temperature profiles in the low-rank region of the mean-amplitude domain, while the latter occurs in the high-mean/low-amplitude region (Fig. 5a). Under the non-diapause model, the high-mean/low-amplitude region of the parameter domain presents a median between these extremes: $|\lambda_1|$ and $|\lambda_2|$ are significantly larger than they are in diapause, but $|\lambda_2|$ is less comparable to $|\lambda_1|$. Transient dynamics are potentially still sensitive to age and timing of arriving populations when $|\lambda_2| < 1$, as is the case in the “boundary” area of this high-mean/low-amplitude region (Fig. 5d, f).

This sensitivity of transient behavior in diapause in the low-rank region is illustrated in Fig. 6a–c, which shows plots of total sessile and motile counts over time for three initial conditions using $h = 14.1$, $g = 15.5$ in Eq. (35). In this case, $\lambda_1 \approx 9.1$, $|\lambda_2| \approx 10^{-9}$; in each plot, $z_{\text{init}} = 240$ (August 28th, 12 AM), and we start with motiles of ages $a_{\text{init}} = 0.11$ (a), 0.36 (b), 0.48 (c). Despite all introduced populations
Fig. 5  Eigenvalues of the one-year numerical solution operator. Plots of $|\lambda_1|$, $|\lambda_2|$, and $|\lambda_2|/|\lambda_1|$ under the diapause (a,c,e) and non-diapause (b,d,f) models. (Note that (b,d) are plotted in log scale, the rest in linear scale.) In the dark regions (a-d), climates are inhospitable to establishment. In the high-mean/low-amplitude region (lower right, a-d), climates support population growth. A low-rank region appears in the center of the parameter domain in diapause (a,c,e). Low means and amplitudes (lower left, a-d) represent static laboratory conditions. In the diapause case, $|\lambda_2|/|\lambda_1| \approx 1$ in the high-mean/low-amplitude region (e), while the gap between $|\lambda_1|$ and $|\lambda_2|$ is larger in (f). This figure was created in MATLAB using the inferno colormap ([https://www.mathworks.com/matlabcentral/fileexchange/51986-perceptually-uniform-colormaps](https://www.mathworks.com/matlabcentral/fileexchange/51986-perceptually-uniform-colormaps))
starting in the motile stage, their dynamical trajectories are significantly different: the youngest population at the time of introduction fails to reach egg-laying before being killed off by the cold (a), while the oldest lays a large second cohort of 376 eggs (c). The middle population only manages to lay 10 eggs, so that the second cohort is only 10% of the size of the first (b). It is in this scenario—in which the timing of an arriving population allows for a small but not insignificant amount of egg-laying—that the likelihood of establishment is additionally sensitive to the actual size of the starting population. If 20 motiles arrive but only produce two eggs, establishment is quite unlikely; however, if 200 motiles arrive and produce 20 eggs, that second cohort has a much higher chance of reproducing successfully itself. Although transient behavior is sensitive to initial conditions, simulations tend to indicate that if a population can, in fact, establish long term, it tends to grow by a factor of $R_0$ between the second and third cohorts and thereafter. For example, consider Fig. 6d, which shows the four-year population trajectory of 100 initial individuals of motile age $a_{\text{init}} = 0.59$ that arrived on day $z_{\text{init}} = 240$. The second cohort (children of the initial population) consists of 1,462 eggs during diapause, while the third cohort consists of 13,483 diapause eggs, a growth factor of 9.2, which approximates $\lambda_1$. (The same annual growth factor is repeated thereafter.) Populations adjust to a new phenology almost immediately after the first year/cohorts, in keeping with behavior typically induced by a low-rank operator.

The sensitivity of transient behavior to initial conditions in the high-mean/low-amplitude region under the non-diapause model is shown in Fig. 7. Here, $h = 17.9$, $g = 11.3$, with $\lambda_1 = 5.9$, $\lambda_{2,3} = 0.5 \pm 0.2i$; the four-year sessile and motile counts are plotted for $z_{\text{init}} = 165$ (June 14, 12 AM), with individuals starting in diapause ($a_{\text{init}} = 0.63$ (a), 0.95 (b)), and in post-diapause ($a_{\text{init}} = 0.95$ (c)). The younger diapause egg cohort fails to reach egg-laying before being killed by the cold (a), while the older diapause egg cohort lays a substantial second cohort, with strong growth continuing each year thereafter (b). Due to the timing of the post-diapause cohort’s arrival, it lays a substantial second cohort of non-diapause eggs in the fall, but nearly all are killed off in the winter (c).

Simulations indicate that in the high-mean/low-amplitude region under the diapause model, the presence of several eigenvalues of magnitude larger than 1 generally supports the population through the transient regime, unless $\lambda_1$ is close to 1 itself. In Fig. 8, sessile and motile trajectories are plotted under the diapause model for the temperature profile with $h = 20.9$, $g = 4.8$; in this case, $\lambda_1 = 6.7$, $\lambda_{2,3} = -0.5 \pm 5.4i$, and we consider several initial conditions that roughly correspond to the phenology in the Pennsylvania establishment area. In (a), we take $a_{\text{init}} = 0.5$ (non-diapause eggs) and $z_{\text{init}} = 100$ (April 10th, 12 AM). In (b), we take $a_{\text{init}} = 0.19$ (second instars) and $z_{\text{init}} = 175$ (June 24th, 12 AM). In (c), we take $a_{\text{init}} = 0.49$ (diapause eggs) and $z_{\text{init}} = 300$ (October 27th, 12 AM). Transient behavior consists of strong growth from the very beginning for diverse initial conditions, and population establishment does not appear threatened by the period of adjustment to a new phenology. In each of (a-c), motiles become a constant presence after $\sim 800$ days, the timing of which coincides with the first appearance of a significant population of non-diapause eggs. In the first two years of each of these simulations, nearly all motiles originate from diapause eggs. Once the population’s phenology shifts enough to allow for non-diapause egg-
Fig. 6 Transient behavior in the diapause rank 1 region. $T(t)$ [Eq. (35)] is parameterized by $h = 14.1$, $g = 15.5$, resulting in $\lambda_1 \approx 9.1, |\lambda_2| \approx 10^{-9}$. In each case, the simulation begins on day of year 240 (August 28th, 12 AM). In a, 100 motiles of age $a_{\text{init}} = 0.11$ initialize the population, which quickly dies off. In b, 100 motiles of age $a_{\text{init}} = 0.36$ initialize the population, going on to lay 10 eggs before rebounding. In c, 100 motiles of age $a_{\text{init}} = 0.48$ initialize the population, laying 376 diapause eggs. In d, 100 motiles of age $a_{\text{init}} = 0.59$ initialize the population, laying 1462 diapause eggs. From that second cohort onward, the one-year growth factor is well-approximated by $\lambda_1$

laying, the population experiences multivoltinism through the non-diapause pathway that supports a constant presence of motiles throughout the year and strong population stability.

Although the set of examples provided here is not comprehensive, it serves to illustrate the potential sensitivity of solutions to transient behavior: the assessment of establishment risk requires consideration of arrival conditions (timing, developmental age, and initial population size) in addition to $R_0$. These examples suggest that the presence of multiple eigenvalues larger than 1 in magnitude may provide the growth modes necessary to support transient population survival. This eigenvalue configuration is prevalent for many high-mean/low-amplitude temperature profiles with and without diapause, underscoring the strong establishment threat in these climates that present both high $R_0$ values and transient growth.

5 Discussion and conclusions

In this paper, we developed a framework for assessing pest establishment risk in individual locations as a function of the seasonal temperature profile. To do this, we
used a stage-age-structured PDE system for modeling pest population dynamics that includes a thorough formulation of diapause, a crucial developmental stage for many insects. We developed generic functional forms of coefficient functions representing the temperature-dependent rates of development, reproduction, and mortality that drive population dynamics, and calibrated them to spotted lanternfly data.

When our model equations are solved with finite volume methods, the numerical solution experiences artificial diffusion that creates a strong sensitivity to the parameters of the domain discretization. This is of particular concern with the inclusion of diapause in the model; as diapause acts to synchronize the developmental ages of egg populations laid across a season, age distributions with small support tend to arise with seasonal diapause completion. Numerical diffusion can cause significant spread in such a distribution function, leading to inaccurate egg-laying rates. To combat this, we designed a novel moving mesh method for simple advection equations, which was used within an operator splitting approach to compute the solution of the model equations. This new method resulted in solutions that were stable under changes to the discretization parameters, and converged at even coarse discretizations, allowing for efficient computation of solutions.
To assess long-term establishment risk, we derived an approximation to the one-year reproductive number, $R_0$, from the largest-magnitude eigenvalue of the one-year numerical solution operator. To explore the sensitivity of $R_0$ to a broad range of temperature profiles, we modeled temperature with a sinusoidal function and conducted a parameter sweep with respect to mean and amplitude, fixing the phase shift. Such an analysis provides a complete and concise description of predicted asymptotic establishment patterns, and the $R_0$ value in a real spatial location can be easily assessed by consulting eigenvalue information for the sinusoidal function that best fits average temperature data measured in that place. In Fig. 9, the locations of selected U.S. cities and places of interest in the mean-amplitude parameter domain are superimposed on plots of $R_0 (|\lambda_1|$ from Fig. 5). Of particular note is the concentration of several agriculturally significant regions in the moderate-mean/moderate-amplitude part of the parameter domain (for instance, the farming regions of Wichita, KS, and Nashville, TN, and the wine region of Napa Valley, CA). Diapausing populations have strong potential for establishment in these areas (a), while non-diapause populations have little-to-no chance of survival (b). Several urban areas (New York, NY and Chicago, IL) also
Fig. 9 $R_0$ in select United States locations. (a) and (b) are Fig. 5a, b, respectively, with locations of interest, as well as the approximate region corresponding to US temperatures (interior of dotted white curve). Establishment potential is strong in the Southeast and Southwest through both diapause and non-diapause pathways, while only diapausing populations would survive in the Northeast and parts of the South and Midwest. The Northern Midwest and Pacific Northwest are generally inhospitable to population growth. This figure was created in MATLAB using the inferno colormap (https://www.mathworks.com/matlabcentral/fileexchange/51986-perceptually-uniform-colormaps)
present establishment potential for diapausing populations and none for populations incapable of diapause. The Rocky Mountain areas (e.g. Denver, CO and Jackson Hole, WY) and the northern Midwest (St. Paul, MN and Little Sioux, IA) tend to possess weak or entirely absent establishment potential for both diapause and non-diapause populations, while the Southeast (Tampa and Miami, FL) and Southwest (Los Angeles and Palm Springs, CA and Phoenix, AZ) have strong establishment potential through both developmental pathways. In some locations, non-diapause populations can establish, while diapause populations likely cannot (e.g. Yosemite National Park).

In addition to using $|\lambda_1|$ as a proxy for $R_0$, we consulted the second largest-magnitude eigenvalue, $\lambda_2$, to assess population survival and growth in the transient regime. We found that, under the diapause model, moderate-mean/moderate-amplitude temperature profiles correspond to a low-rank structure in the eigenvalue spectrum, while high-mean/low-amplitude profiles present large $R_0$ values accompanied by several subsequent eigenvalues larger than 1 in magnitude. Under the non-diapause model, the low-rank region disappears, and $\lambda_1, \lambda_2$ are much larger in magnitude in the high-mean/low-amplitude region than they were in the diapause case. When $|\lambda_1| > 1$ and $|\lambda_2| < 1$, simulations suggest that the single growth mode will not always suffice to support the population through the initial transient regime. This is the case in the low-rank region in diapause, and on the interior boundaries of the high-mean/low-amplitude region in non-diapause. When $|\lambda_1|, |\lambda_2| \gg 1$, on the other hand, populations seem to grow robustly in the transient regime. This eigenvalue configuration occurs in the high-mean/low-amplitude region of the diapause model, and the interior of that region in the non-diapause model. Here, the population becomes multivoltine through the non-diapause developmental pathway, with catastrophically high predicted $R_0$ values and strong growth in the transient period.

In addition to informing our understanding of establishment likelihood, these results also offer insight into control strategies. For moderate-mean/moderate-amplitude temperature profiles in which diapause appears to be necessary for establishment, the first several years following arrival provide a period of potential vulnerability that can be exploited with targeted control measures. An arriving population may partially collapse in the early stage, and control measures can be timed and targeted to act on the struggling population before it rebounds. In the high-mean/low-amplitude region, populations grow at an overwhelming rate and control measures are not likely to be effective. Instead, efforts in these regions should be focused on preventing and interrupting transport of individuals that could found a new population.

It is important to reiterate that the model currently focuses on the effects of temperature on population dynamics, omitting other climatic factors such as soil moisture and evapotranspiration that also affect pest establishment. Indeed, certain regions, such as the desert climates of the southwestern United States, are likely too dry to host a population despite warm temperatures that drive fast development. Although the model does incorporate a basal death rate in all four life stages, it does not account for senescence linked to significant developmental delays caused by a mismatch in the phenology of the arriving population and the phenology in its new location. For instance, in our model, diapausing eggs that arrive in a temperate climate in early spring would likely stay in diapause until the following winter, as they arrived right when temperatures increased and diapause advection slowed. In reality, those eggs
would likely die before exiting diapause. Moreover, the temperature profile used here [Eq. (35)] represents daily mean temperature and does not account for the variability that occurs on daily, weekly, or longer time scales. A deeper exploration of the behavior of this model when Eq. (35) is expanded to include diurnal variation and stochastic volatility is forthcoming.

The linear model presented here is also unable to account for the effects of regulation dependent on population size. At high population counts, population size is predominantly constrained by overfeeding and the consequent effects of food scarcity on the population’s general physiological condition, with lower rates of reproduction and survival when condition is poor due to low host plant density. At low population counts, lower frequencies of encounter between male and female individuals may drive down reproduction rates. As further data is collected about the effects of population feedback, senescence, and other climatic factors on population dynamics, the model will be expanded to create an increasingly accurate picture of establishment potential for the spotted lanternfly and other pests of interest.
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