Quality control of image sensors using gaseous tritium light sources
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We propose a practical method for radiometrically calibrating cameras using widely available gaseous tritium light sources (betalights). Along with the gain (conversion factor) and read noise level, the predictable photon flux of the source allows us to gauge the quantum efficiency. The design is easily reproducible with a 3D printer (three-dimensional printer) and three inexpensive parts. Suitable for common image sensors, we believe that the method has the potential to be a useful tool in microscopy facilities and optical laboratories alike.

This article is part of the Theo Murphy meeting issue ‘Super-resolution structured illumination microscopy (part 2)’.

Introduction

Photodetectors and cameras are common instruments used for acquiring scientific data. Scientists are often particularly concerned about the read noise performance and the photon conversion factor, which may vary from device to device. Manufacturers therefore often include such information in quality control reports provided to the customers upon delivery. The detectors may, however, exhibit damage or ageing effects which can affect the quality and reproducibility of data.
Various robust methods for end-user calibration exist [1]. But despite this, many laboratories do not regularly perform quantitative quality control checks on their instruments [2]. It is even less common to measure the radiometric quantum efficiency in a laboratory setting. One explanation could be a relative lack of convenient and low-cost calibration sources.

**Existing methods**

Measuring the gain and noise characteristics of a detector requires a stable light source. In order to measure the quantum efficiency, the light source must furthermore be calibrated to a radiometric standard. This is the main application for calibrated radiometric transfer standards [3]. In the visible spectrum, these are realized using quartz–tungsten–halogen lamps, which have an irradiance uncertainty in the range of 1% [4]. They offer a limited lifetime, require a long start-up period and a regular recalibration is also recommended [5]. These lamps, in turn, require a calibrated power supply, resulting in a combined set-up that is both bulky and expensive, with prices on the order of 1000 to 6000 EUR. For most laboratories, a calibration tool that costs as much as a camera itself is unlikely to be considered a good return on investment.

Alternatively, one could perform a control experiment using a calibrated detector and correct for the different detector geometries, but this adds complexity to the procedure and introduces the potential for human error. This is the method outlined in the industry standard EMVA1288 [6].

X-rays from radioactive sources, such as Fe55, are sometimes used to measure the gain of visible range image sensors [7,8]. The method can be challenging to use in situ, though, as the glass windows of cooled cameras absorb X-rays. It is also not suited to measure the visible range quantum efficiency as this requires visible light.

**Gaseous tritium light sources**

Gaseous tritium light sources (GTLSs or betalights), used in niche products such as high-end watches, gun sights and fishing tackle, are relatively inexpensive (approximate cost: 5–20 EUR) and emit a stable and predictable light over long periods of time, ideally suited as a standard light source. They rely on free electrons from the beta-decay of tritium (hydrogen-3) gas to excite light-emitting phosphors that coat the inside layer of a glass tube (figure 1a).

Compared to thermal lamps, they offer some attractive properties: they can be made very compact, being smaller than the hands on a watch. They are also self-powered, independent of an electrical power supply.

The idea of using radioluminescent light sources as a low-light radiometric standard is not new [9,10]. But while radioluminescence-based sensor quality control has been performed by
astronomical observatories [11], radioluminescence-based calibration methods have not to our knowledge been widely adopted in microscopy facilities.

While the use of radioactive materials initially raises safety concerns, the quantities used in small GTLSs are considered safe and unlikely to result in a significant radiation exposure, even in the worst-case scenario [12,13].

The regulatory situation is an important consideration for any application. But while radionuclides, including tritium, are a controlled substance across the world, many jurisdictions have exemptions for devices up to a certain level of activity that would usually include small GTLSs. For instance, in Germany, this limit is set at 1 gigabecquerel [14].

Stability

To assess the stability, we measured the signal that a green GTLS produced on a calibrated photodiode (Thorlabs S130C sensor head with PM100D power meter) at a fixed position over time. While work by Mikhal’chenko et al. [15] has demonstrated in principle the stability of tritium radioluminescent sources, and others have praised their stable properties [11,16], we found little quantitative data, and it is unclear how these results would apply to generically sourced GTLSs, given their proprietary formulations and manufacturing methods.

We purchased a green-emitting GTLS from a commercial vendor\(^1\) and monitored the optical power over 178 days (see electronic supplementary material, section ‘Optical power measurement’). The device was found to have excellent predictability. The decay is in good agreement with the expected decay of tritium activity (half-life 12.3 years [17]) (figure 2). The output power decreased by 3.9% over the duration of the measurement, whereas the expected decay in tritium activity over this time is 2.7%. This corresponds to a half-life of 8.4 years. We cannot rule out that this discrepancy is caused by a long-term drift in the photodiode or the current meter (cf. electronic supplementary material, section ‘Power meter reliability’).

Barring any nonlinear ageing process in the phosphor coating, these results imply that the source could be used as a standard for low-light optical power over many years.

\(^1\)Mad Nuclear Scientist Ltd., London, United Kingdom.
Figure 3. (a) Cross-section showing the mounted light source attached to a camera. The divergent light beam (NA approx. 0.1) impinges upon the image sensor. Apertures between the GTLS tube and the detector plane restrict the beam size to underfill the detector surface. (b) The beam profile on the image sensor (physical size 16.4 mm × 16.4 mm). Essentially all of the light is confined within the sensor area while covering a good portion of the available space. (Online version is in colour).

It has been noted that the temperature dependence of GTLSs is a drawback [18], but we consider the mentioned 0.3%/°C to be comparatively small for our intended application.

Design

With this knowledge, we conceptualized a radiometric calibration tool for cameras. The goal is that it should be reliable, reproducible and affordable. Using it to calibrate a camera should be a simple plug-and-play procedure.

We designed a 3D (three-dimensional) printable mount (figure 1b) for the aforementioned GTLS. Fused filament fabrication 3D printers were used for development and manufacture (Ultimaker 2/3, Prusa i3).

The design mounts the GTLS in a fixed position, and two circular apertures define a divergent beam which exits from the detector-pointing side (figure 3a). The apertures are dimensioned specifically to shape a beam that under-fills the detector’s active area at a chosen distance (figure 3b). The extended size of the first aperture results in a feathered edge for the beam spot on the image sensor, yielding a continuous range of pixel intensities. This is an ideal image pattern for the camera calibration method discussed in the electronic supplementary material (section ‘Image analysis’).

Underfilling the detector also greatly simplifies the comparison of quantum efficiencies between different detectors, as it is not necessary to correct for different geometries if all of them are underfilled.

There are no optical elements between the source and the camera, eliminating potential sources of misalignment and contamination. To ensure a high-quality light seal and repeatable attachment, we fastened it in a conventional c-mount adapter.

A correctly chosen geometry will also restrict the light’s angle of incidence on the detector, which is useful to ensure that the measurements are representative of typical imaging applications.

For printing, we used both polylactic acid (PLA) and acrylonitrile butadiene styrene (ABS), two common 3D printing materials (brand: BASF Ultrafuse, black colour option). Both materials have a higher transmission in the near-infrared than they do in the visible range (cf. electronic supplementary material, section ‘Light absorption of printed materials’). This could bias measurements, as silicon-based detectors are sensitive up to a wavelength of about 1200 nm. While we observed that the ABS material had an excellent overall optical extinction, the PLA material leaked a small amount of infrared light even through very thick layers. Based on this, we would recommend that ABS be preferred for printed parts. These absorption characteristics may vary from vendor to vendor, however. While PLA can still be used, measurements should be performed away from NIR sources such as daylight and incandescent lamps and with the room
lighting turned off as a precaution. This should be enough to limit light leakage to very low levels. All printed parts should be visually inspected for holes and defects.

The design is freely available at https://github.com/mcfaddendavid/betalight-calibration [19]. Parameters can be tuned, so that the spot best matches various detector geometries. The bill of materials for non-printed parts consists of:

| number | description                                                                 | approximate price |
|--------|------------------------------------------------------------------------------|-------------------|
| 1      | Thorlabs C-mount retaining ring, part number: CMRR                           | 11.52 EUR         |
| 1      | Thorlabs CS- to C-Mount Extension Adapter, part number: CML05                | 16.78 EUR         |
| 1      | Cylindrical GTLS light source 2 mm \(\times\) 12 mm (green colour suggested) | 8.80 EUR          |

**Camera calibration and charge carriers**

First, the mounted source is screwed onto the camera lens mount, and a stack of images at constant exposure is acquired (cf. figure 3b). Afterwards, the source is replaced with a camera body cap, and we acquire a stack of dark exposures with identical camera settings.

The typical approach for calibrating gain is the photon transfer method [1,20,21]. Our implementation is based on a mean–variance curve (figure 4) and is described in the electronic supplementary material. We use it to obtain estimates for the read noise, the offset and the camera gain, which relates the arbitrary analog digital units (ADUs) in the output image to a specific number of charge carriers (photoelectrons) and is expressed in electrons per ADU. Expressing the noise in terms of effective charge carriers is the only meaningful way to compare cameras with different designs.
Figure 5. (a) The source is attached as close as possible to the input of a spectrometer (Qmini, RGB Photonics GmbH). (b) A mount designed to couple light from the GTLS to an optical fibre. This usually improves the signal level for fibre-based spectrometers. (Online version is in colour).

Subtracting the mean projection along the time axis of the dark exposure stack from the mean projection of the bright exposure gives us an unbiased average frame. We sum the signal $S(i)$ of all pixels $i$ and multiply the result with the camera gain. This yields a value for the average number of detected photoelectrons per exposure $N_{e^-}$:

$$\sum_i S(i) \times \text{gain}$$

Dividing this by the exposure time gives us a rate of effective photoelectrons $\Phi(e^-)$:

$$\Phi(e^-) = \frac{N_{e^-}}{\text{exposure time}}.$$ (1)

Source characterization

A radiometrically calibrated spectrometer yields the spectral power distribution of the source. The diffuse emission and low-light level are an additional challenge for some low-sensitivity uncooled spectrometers. Fibre-based spectrometers may benefit from using a fibre-based mount for the GTLS (figure 5b). Using careful background subtraction, we were nevertheless able to obtain a satisfactory spectrum with a compact uncooled spectrometer (figure 5a) using only free-space propagation (figure 6).

A calibrated spectrometer will output a spectral power distribution $\text{SPD}(\lambda)$. In SI units, this will be in $W/\text{nm}$. Using this as a weighting function allows us to characterize the source by a power-weighted mean wavelength $\bar{\lambda}$:

$$\bar{\lambda} = \frac{\int \lambda \text{SPD}(\lambda) \, d\lambda}{\int \text{SPD}(\lambda) \, d\lambda}.$$

The assembled calibration source is then mounted pointing towards a power-calibrated photodiode. The distance to the photodiode surface is exactly the same that the source would otherwise be from the surface of the image sensor of a c-mount camera body (see electronic supplementary material).

We measure the photocurrent that the beam induces on the underfilled detector and by correcting for the spectral responsivity of the photodiode as well as the spectral power distribution of the source $\text{SPD}(\lambda)$ (see electronic supplementary material, section 'Optical power measurement'), we obtain the expected optical power $P$ of the beam.

The power-weighted mean wavelength can be associated with a photon energy:

$$E_{\text{ph}} = \frac{hc}{\lambda}$$
Dividing the power $P$ by this photon energy yields the expected rate of impinging photons $\Phi$(ph):

$$\Phi(\text{ph}) = \frac{P}{E_{\text{ph}}}.$$  \hspace{1cm} (2)

Note that using the photon energy of the power-weighted mean wavelength to calculate the photon rate in this way is valid for any temporally stable spectral shape. If, however, the spectral shape experiences a shift over time, then it will result in a different photon rate. Such a change might occur in GTLSs with multi-coloured or blended phosphors.

We found that our photodiode power meter delivered satisfactory and repeatable results, with a total optical power $E_{\text{ph}}$ of 118 PW. With a $\bar{\lambda}$ of 537 nm, this corresponds to a photon flux $\Phi(\text{ph})$ of $3.20 \times 10^8$ s$^{-1}$.

The quantum efficiency is simply the ratio between the rate of detected photoelectrons $\Phi(e^{-})$ (equation (1)) and the photon flux $\Phi(\text{ph})$ (equation (2)):

$$\text{Quantum efficiency} = \frac{\Phi(e^{-})}{\Phi(\text{ph})}.$$  

**Results**

Testing the procedure on three scientific cameras, we obtain quantum efficiency values that agree very well with the quantum efficiencies quoted by the manufacturers,\(^2\) once the spectral power distribution of the sources is taken into account. Two of these are based on scientific CMOS (sCMOS) sensors. CMOS sensors are active pixel sensors named after the complementary metal-oxide-semiconductor (CMOS) fabrication method, and the ‘scientific’ is commonly used to distinguish high-performance scientific cameras from low-performance sensors common in consumer devices. The third sensor is an electron-multiplying charge coupled device (EMCCD) sensor operated in its non-amplified mode. **Table 1** shows values obtained using both blue- and

\(^2\)The data were read manually from graphs provided by the manufacturers. The manufacturers do not provide error estimates. We assume a 3% relative uncertainty in the calibrations as well as a 2% absolute uncertainty in the rendering of the quantum efficiency graphs. There are more potential unknown errors which we cannot account for (see electronic supplementary material, section 'Manufacturer stated quantum efficiency').
Table 1. Quantum efficiency values obtained from the calibration routine for three cameras along with values quoted by their manufacturers. The central wavelengths of the blue and green sources were at 461 and 537 nm, respectively.

| Colour      | Measured (%) | Quoted (%) | Difference (%) |
|-------------|--------------|------------|----------------|
| EMCCD camera green | 88.6 ± 3.5  | 89.3 ± 4.7 | −0.7           |
| EMCCD camera blue    | 73.8 ± 3.0  | 74.1 ± 4.3 | +1.2           |
| sCMOS camera no. 1 green | 69.0 ± 2.8  | 70.8 ± 4.2 | −1.8           |
| sCMOS camera no. 1 blue    | 53.7 ± 2.1  | 55.5 ± 3.7 | −1.8           |
| sCMOS camera no. 2 green | 70.5 ± 2.8  | 78.5 ± 4.4 | −8.0 (∗)       |
| sCMOS camera no. 2 blue    | 66.8 ± 2.7  | 73.0 ± 4.2 | −6.2           |

∗ Estimated uncertainty intervals do not overlap.

green-coloured GTLSs. We find that all but one of the measurements (denoted with ‘∗’) fall within the estimated uncertainty intervals of the manufacturer-specified values.

For its working range, the manufacturer quotes the uncertainty of the power meter as ±3% above 450 nm, and ±5% below 450 nm [22]. However, it should be noted that we are operating the photodiode below its specified power range. (Our source has an optical power of 118 PW, whereas the specified minimum power of the photodiode is 500 pW, cf. electronic supplementary material, section ‘Power meter reliability’.) The spectral distribution of the source is another crucial input, and measurements on the green source suggest an uncertainty on the order of 1%. We add this to a 3% photodiode uncertainty to obtain a relative error of 4% for our measurements.

Ultimately, the results will also hinge upon the validity of the photon transfer method. It is therefore paramount to scrutinize the results of a photon transfer curve before using them in further processing. Some of our scientific cameras produced repeatable curves across a wide dynamic range, and we would have more confidence in such results. Figure 4 is such a curve. Other cameras produced nonlinear curves in a way that would clearly invalidate gain calibration results (see electronic supplementary material).

Conclusion

We have demonstrated an affordable and suitably accurate tool for calibrating cameras in a plug-and-play fashion in situ. The design requires only minimal parts and a 3D printer, which allows it to be quickly disseminated to laboratories where it might be useful.

Absolute quantum efficiency measurement was also demonstrated, but this requires additional spectral information obtained from a radiometrically calibrated spectrometer. Note that a radiometrically accurate spectrum is generally required for conventional quantum efficiency measurement methods, and the EMVA1288 standard specifically recommends verifying the source spectrum using a (radiometrically calibrated) spectrometer [6]. The standard does, however, allow users to forgo this verification if an accurate spectrum can be provided by the light source manufacturer.

We found no significant difference in the spectrum between two different green GTLSs and were able to reproduce the same spectrum four months later. This suggests that sufficiently accurate prior knowledge of the source spectrum could be provided. But as our GTLSs are unbranded, we cannot know what quality control mechanisms they underwent, and the vendor also supplied very limited documentation. As such, we cannot claim to have confidence that our spectral data will apply to GTLSs purchased by others. We would therefore recommend that anybody wishing to reproduce the method measures the spectrum of the GTLS upon delivery and assembly, and periodically thereafter in order to monitor for changes.

Compared to thermal calibration lamps, the optical power of GTLSs is very weak, which prevents us from measuring across the full dynamic range of most non-amplified detectors.
Nevertheless, it is likely to be the appropriate power range for many life science applications, especially single-molecule localization microscopy.

The relatively broad spectrum (FWHM ~ 100 nm) of the source means that we are averaging over a wider spectral range than the 50 nm permitted by EMVA1288 [6]. Conversely, for some applications, the spectral width might be considered too narrow or not at the correct location. The availability of GTLSs with phosphors in many different colours [23] suggests, however, that the method could be applied to other spectral ranges. These sources would need to be evaluated individually for their stability, and such an approach might not have any inherent advantage over existing tools for relative polychromatic calibration, such as described by Beach [24].

As we do not expose the entire image sensor, local defects at the edges go undetected, though these can also be easily found with conventional light sources or by using a mount without baffles for the GTLS.

It should be noted that our method is especially useful for assessing the long-term stability of detectors. The calibration source should be stored in a dust-free container to ensure that this is not thwarted by dirt or dust blocking the light path.

The current design also requires the camera to be detached from any lens mount, which is a drawback as many microscope users do not wish to remove the cameras from their set-ups once they have been assembled.

We are currently working on a design that could alleviate this by mounting the source in an alternative location in the optical path of an instrument. For microscopes, this could be at the sample plane or the microscope objective mount. This would allow us to assess the long-term stability of the entire optical path of the instrument.

Data accessibility. The data, as well as the analysis script that was used to produce the results of this article, are available on the Dryad data repository with the following DOI: https://doi.org/10.5061/dryad.cvdncjt5f. The code for the image analysis, as described in the methods supplement, is maintained in the freely available ‘NanoImagingPack’ library: https://gitlab.com/bionanoimaging/nanoimagingpack/. 3D files for the printed parts of the calibration source, as well as assembly instructions, are available at: https://github.com/mcfaddendavid/betalight-calibration.
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