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Abstract

We present a Matrix theory action and Matrix configurations for spherical 4-branes. The dimension of the representations is given by $N = 2(2j + 1)$ ($j = 1/2, 1, 3/2, ...$). The algebra which defines these configurations is not invariant under $SO(5)$ rotations but under $SO(3) \otimes SO(2)$. We also construct a non-commutative product $\star$ for field theories on $S^4$ in terms of that on $S^2$. An explicit formula of the non-commutative product which corresponds to the $N = 4$ dim representation of the non-commutative $S^3$ algebra is worked out. Because we use $S^2 \otimes S^2$ parametrization of $S^4$, our $S^4$ is doubled and the non-commutative product and functions on $S^4$ are indeterminate on a great circle ($S^1$) on $S^4$. We will however, show that despite this mild singularity it is possible to write down a finite action integral of the non-commutative field theory on $S^4$. NS-NS $B$ field background on $S^4$ which is associated with our Matrix $S^4$ configurations is also constructed.
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1 Introduction

The fuzzy 4-sphere \( S^4 \) was considered in [1] to describe spherical Longitudinal 5-branes (L5-branes) in the context of the Matrix Theory [2][3] and to construct an example of finite 4d field theory[4][5]. By using the \( n \)-fold symmetric tensor product representation of the 4d gamma matrices, \( N = (n+1)(n+2)(n+3)/6 \) dimensional Matrix L5-brane configuration was constructed. There is, however, a problem in describing the fluctuating L5-branes. Later it was concluded that ‘fuzzy \( S^4 \)’ is 6 dimensional, i.e., a fuzzy \( S^2 \) fibre bundle over a non-associative \( S^4 \).[6][7]

In the above works the assumption of the \( SO(5) \) invariance of the fuzzy \( S^4 \) algebra was crucial. What underlies the non-commutativity is, however, the symplectic form or the NS-NS \( B \) field background and there are no rotationally invariant symplectic forms on \( S^m \) except for \( S^2 \). Actually, to construct \( SO(5) \) invariant \( B \) field background it is necessary to introduce an extra internal space and \( SU(2) \) gauge symmetry.[8][9]

In this paper we will propose a new non-commutative \( S^4 \) algebra. We do not assume \( SO(5) \) invariance of the algebra and do not introduce an extra internal space. Our \( S^4 \) algebra has \( SO(3) \otimes SO(2) \) symmetry, the subgroup of \( SO(5) \). It is not a Lie algebra. This algebra has \( N = 2(2j+1) \) dimensional irreducible representations \( (j = 1/2, 1, 3/2, ...) \) and can be derived from a Matrix theory action as equations of motion. These representations are given in the form of a tensor product of two representations of \( SO(3) \). Because \( SO(3) \) is the defining algebra of the non-commutative \( S^2 \)[10] and the matrix ↔ function correspondence for \( S^2 \) is well known[11][12], the non-commutative geometry of \( S^4 \) can be realized in terms of the non-commutative structures on two \( S^2 \)'s. We can define the functions and the non-commutative product \( \star \) on \( S^4 \) in terms of those on \( S^2 \). The formula for the special case of \( N = 4 \) dim representation will be worked out explicitly. Actually, the topologies of \( S^4 \) and \( S^2 \otimes S^2 \) are different and there appears mild singularity (indeterminateness) on a circle on \( S^4 \). We will, however, show that this singularity is mild enough such that a finite action integral can be written down. This situation is reasonable from the matrix ↔ function correspondence: in the Matrix theory there is no singularity in a finite-size matrix. We will also show that \( S^4 \) constructed in the \( S^2 \otimes S^2 \) parametrization has a twofold structure.

The structure of this paper is as follows. In sec.2 we will define a Matrix theory action for spherical 4-brane and derive the non-commutative \( S^4 \) alge-
bra. We will show that the $SO(5)$ symmetry of $S^4$ cannot be kept intact in the algebra. We find Matrix configurations with dimension $N = 2(2j + 1)$ $(j = 1/2, 1, 3/2, ...)$. The corresponding non-commutative $S^4$ will be called $(S^4)_j$. In sec.3 a non-commutative product $\ast$ for non-commutative field theories on $(S^4)_j$ will be constructed in terms of the non-commutative product $\ast$ on $S^2$. We point out that our $S^4$ has a twofold structure. Functions on $(S^4)_j$ will be also identified. In sec.4 the non-commutative product for $(S^4)_{1/2}$ will be presented explicitly and in sec.5 we present the NS-NS $B$ field background corresponding to the Matrix configurations obtained in sec.2. In sec.6 discussions are presented. In appendix A we give the multiplication rule of the functions on $(S^4)_{1/2}$. In appendix B the coefficient functions $L^{(n)}$ which appear in the expression of the non-commutative product $\ast$ on $(S^4)_{1/2}$ are presented.

Throughout this paper we will let the initial lowercase romans $a, b, c, ...$ to take values 1, 2, 3 and the middle romans $i, j, .. = 4, 5$, while the capitals $A, B, ..$ will run from 1 to 5.

2 The Algebra for Non-commutative $S^4$

In this section we will propose the algebra of the coordinates of the non-commutative $S^4$. At the beginning we will assume $SO(5)$ invariance of the algebra. We will, however, shortly find this is not the case. Because the invariant tensors are $\delta_{AB}$ and $\epsilon_{ABCDE}$, the algebra of the coordinates will be given, up to a multiplicative constant, by

$$[\hat{X}^A, \hat{X}^B] = \epsilon_{ABCDE} \hat{X}^C \hat{X}^D \hat{X}^E. \quad (A, B, .. = 1, 2, .., 5)$$ (1)

Here $\hat{X}^A$'s are finite-dimensional hermitian matrices and $\epsilon_{ABCDE}$ is the Levi-Civita symbol. One can show that the condition

$$(\hat{X}^A)^2 - C^2 \mathbf{1} = 0$$ (2)

commutes with $\hat{X}^A$'s, where $C$ is a scalar and $\mathbf{1}$ an identity matrix.

The algebra (1) can be derived as equations of motion from the following action.

$$\int dt \ Tr \left\{ \frac{1}{2R_M} \ (D_0 \hat{X}^A)^2 + \frac{1}{4} \left( [\hat{X}^A, \hat{X}^B] - \epsilon_{ABCDE} \hat{X}^C \hat{X}^D \hat{X}^E \right)^2 \right\}$$ (3)

Here $D_0$ is the covariant derivative $\partial_t + i [\hat{A}_0, ..]$ and $R_M$ the radius of the M circle. This may be regarded as the bosonic part of the M-atrix theory in some
background.\(^1\) Here we omit other bosonic coordinates, \(\hat{X}^6, \ldots, \hat{X}^9\). The potential is positive semi-definite and takes the minimal value when \(\hat{X}^A\) satisfies the algebra (1). The time-independent solution to (1) solves the equation of motion for the action (3).

A representation of (1) in terms of \(4 \times 4\) matrices is given by tensor products of Pauli matrices.\(^2\)

\[
\hat{X}^1_0 = \frac{1}{3} \sigma_3 \otimes \sigma_1, \quad \hat{X}^2_0 = \frac{1}{3} \sigma_3 \otimes \sigma_2, \\
\hat{X}^3_0 = \frac{1}{3} \sigma_3 \otimes \sigma_3, \quad \hat{X}^4_0 = \frac{1}{3} \sigma_1 \otimes 1_2, \\
\hat{X}^5_0 = \frac{1}{3} \sigma_2 \otimes 1_2
\]  

\(1_2\) stands for \(2 \times 2\) identity matrix. These are four dimensional gamma matrices. It is then natural to try \(N = 2(2j + 1)\) dimensional representation by replacing one of the two Pauli matrices by a spin-\(j\) representation of \(SO(3)\), \(T^a_{\langle j \rangle}: \left( [T^a_{\langle j \rangle}, T^b_{\langle j \rangle}] = i \epsilon_{abc} T^c_{\langle j \rangle} \right)\).

\[
\hat{X}^1_0 = \frac{2}{3} \sigma_3 \otimes T^1_{\langle j \rangle}, \quad \hat{X}^2_0 = \frac{2}{3} \sigma_3 \otimes T^2_{\langle j \rangle}, \\
\hat{X}^3_0 = \frac{2}{3} \sigma_3 \otimes T^3_{\langle j \rangle}, \quad \hat{X}^4_0 = \frac{1}{3} \sigma_1 \otimes 1_{2j+1}, \\
\hat{X}^5_0 = \frac{1}{3} \sigma_2 \otimes 1_{2j+1}
\]  

Indeed, these \(\hat{X}^A_0\)'s satisfy (1) except for the following commutator.

\[
[\hat{X}^4, \hat{X}^5] = \frac{3}{4j(j + 1)} \epsilon_{45CDE} \hat{X}^C \hat{X}^D \hat{X}^E
\]  

Although this equation breaks the symmetry \(SO(5)\) down to \(SO(3) \otimes SO(2)\), this algebra is a natural modification of (1). To recover the \(SO(5)\) symmetry we may try rescaling \(\hat{X}_0^a\) \((a = 1, 2, 3)\) by a constant \(\alpha\) and \(\hat{X}_0^i\) \((i = 4, 5)\) by \(\beta\), respectively:

\[
\hat{X}^1_0 = \frac{2}{3} \alpha \sigma_3 \otimes T^1_{\langle j \rangle}, \quad \hat{X}^2_0 = \frac{2}{3} \alpha \sigma_3 \otimes T^2_{\langle j \rangle}, \\
\hat{X}^3_0 = \frac{2}{3} \alpha \sigma_3 \otimes T^3_{\langle j \rangle}, \quad \hat{X}^4_0 = \frac{1}{3} \beta \sigma_1 \otimes 1_{2j+1}, \\
\hat{X}^5_0 = \frac{1}{3} \beta \sigma_2 \otimes 1_{2j+1}
\]  

\(^1\)The bosonic part of the action for Matrix theory in the pp-wave background has this form.\(^3\)

\(^2\)We attached a subscript 0 to \(\hat{X}^A\)'s to show that these are particular matrices that satisfy algebra (1).
We then obtain the algebra

\[ [\hat{X}^a, \hat{X}^b] = \frac{\alpha}{\beta^2} \epsilon_{abcij} (\hat{X}^c \hat{X}^i \hat{X}^j - \hat{X}^i \hat{X}^c \hat{X}^j + \hat{X}^i \hat{X}^j \hat{X}^c), \]

\[ [\hat{X}^a, \hat{X}^i] = \frac{1}{\alpha} \epsilon_{abcij} (\hat{X}^b \hat{X}^c \hat{X}^j - \hat{X}^b \hat{X}^j \hat{X}^c + \hat{X}^j \hat{X}^b \hat{X}^c), \]

\[ [\hat{X}^4, \hat{X}^5] = \frac{3\beta^2}{4j(j+1)\alpha^3} \epsilon_{45}^{abc} \hat{X}^a \hat{X}^b \hat{X}^c. \]

(8)

(Throughout this paper \(a, b, \ldots = 1, 2, 3\) and \(i, j, \ldots = 4, 5\), while \(A, B, \ldots = 1, 2, \ldots, 5\).) When we try to equate the prefactors on the RHS, we find that the equations \(\alpha/\beta^2 = 1/\alpha = 3\beta^2/(4j(j+1)\alpha^3)\) for \(\alpha, \beta\) do not have a solution except for the case \(j = 1/2\). Hence rescaling of \(\hat{X}_0^A\)'s does not save the symmetry; we conclude that we must abandon \(SO(5)\) symmetry.

Although \(\alpha^{-2} (\hat{X}^a)^2 + \beta^{-2} (\hat{X}^i)^2\) does not commute with \(\hat{X}^A\) in the algebra \(\mathbb{S}\), the configuration (7) does satisfy the following equation.

\[ \alpha^{-2} (\hat{X}_0^a)^2 + \beta^{-2} (\hat{X}_0^i)^2 = \frac{2}{9} (2j+1)^2 \]

(9)

Since \(\mathbb{S}\) is not a Lie algebra, this is possible. These matrices do not commute with each other and are not decoupled; the matrices (7) may be called a Matrix \(S^4\) configuration.\(^3\) We will denote this configuration as \((S^4)_j\). Its dimension \(N = 2(2j+1)\) is extending to infinity. The structures of \(\hat{X}_0^{4,5}\) in (7) are quite simple compared to those of \(\hat{X}_0^{1,2,3}\). Especially, the eigenvalues of \(\hat{X}_0^{4,5}\) are \(\pm\beta\), while those of \(\hat{X}_0^{1,2,3}\) are randomly distributed over the range between \(-(2j/3)\alpha\) and \((2j/3)\alpha\). In sec.6 we will consider more general matrices. For these the eigenvalues of \(\hat{X}_0^{1,2,3,4,5}\) are all randomly distributed.

We expect that when the size of the matrices becomes large, the matrices \(\hat{X}_0^A\) will commute and the classical geometry of \(S^4\) will be recovered as in the case of fuzzy \(S^2\). To show that this is really the case we must replace the Pauli matrices in the tensor products in (7) to matrices of an arbitrary representation (spin \(j'\)). In sec.6 we will discuss the commutative limit.

Finally, the Matrix theory action for spherical 4-branes is given by

\[ S = \int dt \operatorname{Tr} \left\{ \frac{1}{2R_M} (D_0 \hat{X}^A)^2 \right. \]

\[ + \frac{1}{4} \left[ [\hat{X}^a, \hat{X}^b] - \frac{\alpha}{\beta^2} \epsilon_{abcDE} \hat{X}^C \hat{X}^D \hat{X}^E \right]^2 \]

\[ + \frac{1}{2} \left[ [\hat{X}^a, \hat{X}^i] - \frac{1}{\alpha} \epsilon_{aiCDE} \hat{X}^C \hat{X}^D \hat{X}^E \right]^2 \]

\(^3\)For \(\alpha \neq \beta\) it may be more pertinent to call this an ellipsoid. See footnote 4.
\[
\frac{1}{2} \left\{ [\hat{X}^4, \hat{X}^5] - \frac{3\beta^2}{4j(j+1)\alpha^3} \epsilon_{45CDE} \hat{X}^C \hat{X}^D \hat{X}^E \right\}^2. \tag{10}
\]

By shifting \( \hat{X}^A \to \hat{X}_0^A + \hat{A}^A \) in this action, where \( \hat{X}_0^A \) is the Matrix \( S^4 \) configuration \( \square \), we obtain a matrix form of the action of the non-commutative gauge theory on \( S^4 \).

### 3 Non-commutative Product on \((S^4)_j\)

In this section we will construct a non-commutative product on \( S^4 \) corresponding to the Matrix configuration \( \square \) in terms of the product on \( S^2 \).

#### 3.1 Non-commutative \( S^2 \)

Two dimensional fuzzy sphere is defined by the \( SO(3) \) algebra\[10\]

\[
[\hat{X}^a, \hat{X}^b] = i\epsilon_{abc} \hat{X}^c \quad (a, b, .. = 1, 2, 3). \tag{11}
\]

This algebra can be realized in the space of functions on the sphere, where \( \hat{X}^a \) is represented by a variable \( x^a \) and the multiplication rule for the functions on the sphere is defined by a noncommutative product \( \ast \). \(^4\)

\[
f(x) \ast g(x) = f(x) g(x) + \sum_{m=1}^\infty \lambda^m C_m(\lambda) J_{a_1b_1}(x) \cdots J_{a_mb_m}(x)
\]
\[
\times \partial_{a_1} \cdots \partial_{a_m} f(x) \partial_{b_1} \cdots \partial_{b_m} g(x) \tag{12}
\]

Here \( f(x) \) and \( g(x) \) are functions of \( x^a/r \). \( r = \sqrt{(x^a)^2} \) \( C_m(\lambda) \) and \( J_{ab}(x) \) are defined by

\[
C_m(\lambda) = \frac{\lambda^m}{m!(1 - \lambda)(1 - 2\lambda) \cdots (1 - (m - 1)\lambda)}, \tag{13}
\]
\[
J_{ab}(x) = r^2\delta_{ab} - x^a x^b + i r\epsilon_{abc} x^c. \tag{14}
\]

By using this product we obtain the star-commutator.

\[
[x^a, x^b]_\ast \equiv x^a \ast x^b - x^b \ast x^a = 2i \lambda r \epsilon_{abc} x^c \tag{15}
\]

By comparing \(\square\) and \(\square\) we find the correspondence \( \hat{X}^a \leftrightarrow \frac{2x^a}{2\lambda} \). For spin-\( j \) representation of \( SO(3) \) the quadratic Casimir operator takes a value \( j(j + 1) \) \( (j = 1/2, 1, 3/2, ...) \). By using

\[
x^a \ast x^a = (1 + 2\lambda)r^2 \tag{16}
\]

\(^4\)We will use a symbol \( \ast \) for the non-commutative product on \( S^2 \) and \( \ast \) for that on \( S^4 \).
we obtain two values $\lambda = 1/(2j)$ and $\lambda = -1/(2j + 2)$.

The first value $\lambda = 1/(2j)$ corresponds to a finite set of functions on the sphere. The set of the polynomials of $x^a/r$, spherical harmonics, up to order $2j$ are closed under the multiplication defined by (12) and the number of spherical harmonics is given by $\sum_{\ell=0}^{2j} (2\ell + 1) = (2j + 1)^2$. This is equal to the number of independent components of $(2j + 1) \times (2j + 1)$ hermitian matrix. In this case the summation over $m$ in (12) must be terminated at $m = 2j$.

For the second value $\lambda = -1/(2j + 2)$ the spherical harmonics to arbitrary orders are produced under multiplication of $x^a/r$’s and the number of independent functions is infinite.

In this paper we will restrict our attention to a finite set of functions on the non-commutative $S^4$ and henceforth concentrate on the first value $\lambda = 1/(2j)$. In this case we find the matrix ↔ function correspondence, the correspondence between the generator in the spin $j$ representation, $\hat{X}^a = T^a_{(j)}$, and $x^a$.

$$T^a_{(j)} \leftrightarrow j \frac{x^a}{r}$$

Both sides satisfy the same $SO(3)$ algebra.

### 3.2 $S^2 \otimes S^2$ parametrization of $S^4$

We will now apply the correspondence (17) to the $S^4$ configuration (7). These matrices are written as tensor products of two matrices, whose dimensions are 2 and $2j + 1$, respectively. 2 × 2 matrices are spanned by $1$ and $\sigma_a$, while $(2j + 1) \times (2j + 1)$ matrices are spanned by $1$ and the products of $T^a_{(j)}$’s. By matrix ↔ function correspondence these matrices are realized by polynomials on $S^2$. Then we have to introduce two $S^2$’s. The coordinates of each $S^2$ are denoted by $(x^1, x^2, x^3)$ and $(y^1, y^2, y^3)$, respectively. The radii of the two $S^2$’s are $r = \sqrt{(x^a)^2}$ and $\rho = \sqrt{(y^a)^2}$. Then in (17) we replace $\frac{1}{2}\sigma_a$ by $x^a/2r$ and $T^a_{(j)}$ by $j y^a/\rho$.

$$\hat{X}^1_0 \leftrightarrow X^1 = R \frac{x^1 y^1}{r \rho}, \quad \hat{X}^2_0 \leftrightarrow X^2 = R \frac{x^3 y^2}{r \rho},$$

$$\hat{X}^3_0 \leftrightarrow X^3 = R \frac{x^3 y^3}{r \rho}, \quad \hat{X}^4_0 \leftrightarrow X^4 = R \frac{x^1}{r},$$

$$\hat{X}^5_0 \leftrightarrow X^5 = R \frac{x^2}{r}.$$
Here we set $\alpha = 3R/2j$ and $\beta = 3R$. These relations give a transformation from $\left(\frac{x^a}{r}, \frac{y^5}{\rho}\right)$ to $\left(\frac{X^A}{R}\right)$. Because we can check that\footnote{In this case \( (20) \) will represent an ellipsoid for \( j \neq 1/2 \). If we made a different choice for \( \alpha \) and \( \beta \), the manifold described by the coordinate \( X^A \) would in turn be deformed into an ellipsoid. For the discussion of this paper this choice of \( \alpha \) and \( \beta \) is just for convenience.} $\sum_{A=1}^{5} (X^A)^2 = R^2$, (ordinary product) \hspace{1cm} (19)

yields a map from $S^2 \otimes S^2$ to $S^4$. In fact this map gives a double cover of $S^4$. Actually, two points on $S^2 \otimes S^2$, $P = ((x^1, x^2, x^3)/r, (y^1, y^2, y^3)/\rho)$ and $P' = ((x^1, x^2, -x^3)/r, (-y^1, -y^2, -y^3)/\rho)$ map onto a same point on $S^4$. Therefore we can divide the first $S^2$ into the upper and lower hemispheres, $S^2_+ (x^3 \geq 0)$ and $S^2_-(x^3 \leq 0)$, each corresponding to a single $S^4$. The boundary points $(x^3 = 0)$, which constitute $S^1 \otimes S^2$, will be mapped onto a great circle ($S^1$), $C = \{(X^1, X^2, X^3, X^4, X^5)| X^1 = X^2 = X^3 = 0, (X^4)^2 + (X^5)^2 = R^2\}$. \hspace{1cm} (20)

Consequently, the inverse map $S^4 \rightarrow S^2_+ \otimes S^2$,

\begin{align*}
x^1(X) &= r \frac{X^4}{R}, \quad x^2(X) = r \frac{X^5}{R}, \quad x^3(X) = r D(X)/R, \\
y^a(X) &= \rho \frac{X^a}{D(X)},
\end{align*}

\hspace{1cm} (21)

is multi-valued (indeterminate) on the circle. The image of each point on $C$ is $S^2$. Here $D(X)$ is defined by

$$D(X) \equiv \sqrt{(X^1)^2 + (X^2)^2 + (X^3)^2}.$$ \hspace{1cm} (22)

The other inverse map $S^4 \rightarrow S^2_- \otimes S^2$, which is obtained from (21) by the replacement $D(X) \rightarrow -D(X)$, is also indeterminate on $C$.

The above analysis shows that in the $S^2 \otimes S^2$ parametrization the manifold $S^4$ which corresponds to the Matrix configuration (7) is doubled. The two $S^4$’s are attached on $C$. The non-commutative structures on each $S^4$ are related by $D(X) \leftrightarrow -D(X)$. This fact suggests us to assign distinct signs to $D(X)$ on each sheet of the doubled $S^4$:

$$D(X) \equiv \begin{cases} +\sqrt{(X^a)^2} & \text{on the first } S^4 \\ -\sqrt{(X^a)^2} & \text{on the second } S^4 \end{cases}$$ \hspace{1cm} (23)
3.3 Non-commutative Product

Let us now construct the noncommutative product on \((S^4)_j\). Because a function on \(S^2 \otimes S^2\) does not depend on \(r\) and \(\rho\), this function does not depend on \(R\), either, and this can also be regarded as that on \(S^4\). To write down the non-commutative product on \(S^4\) we must regard \(R\) as a function of \(x^a\) and \(y^a\).

To keep \(SO(3)\) symmetry of \(S^2\)'s intact we will take \(R = R(r, \rho)\). Then (21) can also be regarded as a transformation of six variables \((x^a, y^b) \rightarrow (X^A, R)\). By combining the non-commutative products (12) for the two \(S^2\)'s we define the noncommutative product of functions, \(F(X)\) and \(G(X)\), on \((S^4)_j\).

\[
F(X) \star G(X) = F(X)G(X) + (r^2 \delta_{ab} - x^a x^b + i r \epsilon_{abc} x^c) \frac{\partial F(X)}{\partial x^a} \frac{\partial G(X)}{\partial x^b} \\
+ \lambda (\rho^2 \delta_{ab} - y^a y^b + i \rho \epsilon_{abc} y^c) \frac{\partial F(X)}{\partial y^a} \frac{\partial G(X)}{\partial y^b} \\
+ \lambda (r^2 \delta_{ab} - x^a x^b + i r \epsilon_{abc} x^c)(\rho^2 \delta_{de} - y^d y^e + i \rho \epsilon_{def} y^f) \frac{\partial^2 F(X)}{\partial x^a \partial y^d} \frac{\partial^2 G(X)}{\partial x^b \partial y^e} + \cdots
\]

(24)

Here \(\lambda = 1/2j\) and terms with higher orders of \(\lambda\) are not written explicitly. This is still expressed in terms of \(x^a, y^a\), not by \(X^A\), and implicit. Later we will write down the product for the \(j = 1/2\) case more explicitly.

3.4 Functions on Non-commutative \((S^4)_j\)

The functions on \((S^4)_j\) are given by the products of the functions on the two \(S^2\)'s. Functions on the first \(S^2\) are spanned by 1 and \(\{x^a/r, (a = 1, 2, 3)\}\). Those on the second \(S^2\) are spanned by 1 and \(\{y^{a_1} \cdots y^{a_n}/\rho^n, (1 \leq n \leq 2j, a_1,..,a_n = 1, 2, 3)\}\). Then those on \((S^4)_j\) are given by linear combinations of

\[
1, \quad x^a/r, \quad y^{a_1} \cdots y^{a_n}/\rho^n, \quad x^a y^{a_1} \cdots y^{a_n}/r \rho^n.
\]

(25)

These functions can be expressed in terms of \(X^A\)'s by the transformation (21).

\[
1, \quad X^i/R, \quad D(X)/R, \quad X^{a_1} \cdots X^{a_n}/D(X)^n, \\
X^i X^{a_1} \cdots X^{a_n}/RD(X)^n, \quad X^i X^{a_1} \cdots X^{a_n}/RD(X)^n, \\
X^{a_1} \cdots X^{a_n}/RD(X)^{n-1}
\]

(26)

The number of independent functions is \(4 \cdot (2j + 1)^2 = \{2(2j + 1)\}^2\), which is a square of an integer. This is the reason why the functions on \((S^4)_j\) correspond
to $2(2j + 1) \times 2(2j + 1)$ hermitian matrices. All the functions are, however, not polynomials.

The spherical harmonics $Y_{\ell_1 \ell_2 \ell_3 m}$ on $S^4$ are labeled by integers $\ell_1 (= 0, 1, ..)$, $\ell_2 (= 0, 1, .., \ell_1)$, $\ell_3 (= 0, 1, .., \ell_2)$, $m(= 0, \pm 1, .., \pm \ell_3)$. These are $\ell_1$-th order polynomials and the total number of polynomials up to order $\ell$ is given by

$$\sum_{\ell_1=0}^{\ell} \sum_{\ell_2=0}^{\ell_1} \sum_{\ell_3=0}^{\ell_2} (2\ell_3 + 1) = \frac{1}{12} (\ell + 1) (\ell + 2)^2 (\ell + 3).$$

This is not a square of an integer. With any choice of $\ell$ (27) cannot be made equal to $\{2(2j + 1)\}^2$, the number of independent functions on $S^4$. Indeed this fact makes it difficult to establish an isomorphism between matrices and polynomials on $S^4$ equipped with an associative multiplication rule. [6] [7]

Our construction avoids this problem by introducing non-polynomial functions in (26). These functions are, however, not well-defined at all points on $S^4$. The map $S^4 \rightarrow S^2_+ \otimes S^2$ (21) is multi-valued on the circle (20) and the functions (26) are also indeterminate. Actually these functions are defined on $S^2 \otimes S^2$ and such a singularity is anticipated. In ordinary commutative field theory such a singularity of the fields is not allowed. Derivatives of the fields will become more singular. On the other hand in non-commutative field theory this singularity is, however, not serious. First of all this discontinuity is finite and the functions (26) are integrable on $S^4$. In addition, in non-commutative field theories the derivative of a function $F(X)$ is given by the commutator $\nabla_A F(X) = \frac{i}{R}[X^A, F(X)]_s = \frac{i}{R} (X^A \star F(X) - F(X) \star X^A)$, which can be expressed as a linear combination of the functions (26). Because the non-commutative product contains the derivatives of functions, each term in the product may be singular on the circle. Let us, however, define the non-commutative product of the functions on the circle by a limit from outside the circle. In this case, when the product $\star$ is properly constructed, it is arranged such that those singularities cancel out completely to leave only the indeterminateness on $\mathcal{C}$. Therefore in spite of the indeterminateness of the functions on the circle (20) the product and derivatives of functions are ‘well-defined’ and we can write down a finite action integral. This is sufficient for our purpose.

This point is also evident from the matrix $\leftrightarrow$ function correspondence: the Matrix configuration (7) does not have any singularity. The trace of a finite-size matrix is finite.

We conclude that we can construct non-commutative field theories on $S^4$ at the expense of the indeterminateness of functions on the circle (20). It still,
however, remains a possibility that a different method other than our $S^2 \otimes S^2$ parametrization might lead to non-singular, non-commutative product and functions.

To complete the matrix-function correspondence we need to define the integration measure over $S^4$. This is again induced by the integration measures over the two $S^2$’s, which are given by $\int dx^1 dx^2/r^3$ and $\int dy^1 dy^2/\rho^3$, respectively. By using (21) we define the integration measure over $S^4$ by

$$\int_{S^4} d^4X \equiv \int \frac{dx^1 dx^2}{r^3} \frac{dy^1 dy^2}{\rho^3} = \int \frac{dX^1 dX^2 dX^4 dX^5}{R X^3 D(X)^2}.$$ (28)

This does not coincide with the ordinary $SO(5)$ invariant measure.

4 Non-Commutative Product On $(S^4)_{j=1/2}$

We will work out the explicit form of the non-commutative product for the $j = 1/2$ case. Although it is in principle possible to change variables from $(x^a, y^a)$ to $X^A$ in (24), we found it easier to construct the product which reproduces the multiplication rule of the functions (26). In the $j = 1/2$ case we have the following functions.

$$1, \quad X^i/R = x^{i-3}/r, \quad D(X)/R = x^3/r, \quad X^a/D(X) = y^a/\rho,$$
$$X^a/R = x^3 y^a/r \rho, \quad X^i X^a/\rho D(X) = x^{i-3} y^a/r \rho$$

By using the multiplication rule of functions on $S^2$,

$$1 \ast 1 = 1, \quad 1 \ast \frac{x^a}{r} = \frac{x^a}{r} \ast 1 = \frac{x^a}{r},$$
$$\frac{x^a}{r} \ast \frac{x^b}{r} = \delta_{ab} + i \epsilon_{abc} \frac{x^c}{r}$$ (30)

and the similar equations for $y^a/\rho$, we obtain the multiplication rule of the functions (29). This is presented in Appendix A.

Because the non-commutative product for $S^2$ in the $j = 1/2$ representation contains at most first order derivatives of functions, we find that the product for $(S^4)_j$ contains at most second order derivatives of functions. So we can assume the following form for the product.

$$F(X) \ast G(X) = FG$$
$$+ L^{(1)}_{a,b} \frac{\partial F}{\partial X^a} \frac{\partial G}{\partial X^b} + L^{(2)}_{i,j} \frac{\partial F}{\partial X^i} \frac{\partial G}{\partial X^j}$$
terms of the star commutator with $X^s$ solutions is presented in Appendix B. In addition we must also require that $R$ is a constant.

Here $F(X)$ and $G(X)$ are arbitrary linear combinations of (29). $L^{(n)}$ are suitable functions of $X^A$. These functions $L^{(n)}$ must be determined in such a way that (51) is reproduced. In addition we must also require that $\sqrt{(X^A)^2} = R$ is a constant.

$$f \left( \sqrt{(X^A)^2} \right) \star G(X) = G(X) \star f \left( \sqrt{(X^A)^2} \right) = f \left( \sqrt{(X^A)^2} \right) G(X), \quad (32)$$

where $f(R)$ is an arbitrary function of $R$, and $G(X)$ a linear combination of (29). Because the non-commutative product of functions contains up to second order derivatives, it is sufficient to take $f(R) = R$, $R^2$.

There is ambiguity in the structure of $L^{(n)}$. The origin of this ambiguity lies in the arbitrariness of the $r$, $\rho$ dependence of $R(r, \rho)$. One of the simplest solutions is presented in Appendix B.

In the non-commutative space the derivatives of the fields are defined in terms of the star commutator with $X^A$.

$$\nabla_A G(X) \equiv \frac{i}{R} [X^A, G(X)], \quad (33)$$
Explicitly for \((S^4)_{1/2}\), by using (31), (52) we obtain
\[
\nabla_a G(X) \equiv -2 \frac{R}{D(X)} \epsilon_{abc} X^c \frac{\partial G}{\partial X^b} - 2 \frac{1}{D(X)} \epsilon_{i j} X^i X^a \frac{\partial G}{\partial X^a} \frac{\partial^2 G}{\partial X^b \partial X^c} - \frac{R^2 - D(X)^2}{RD(X)} (\epsilon_{a d c} X^b + \epsilon_{b d c} X^a) X^d \frac{\partial^2 G}{\partial X^b \partial X^c} + 2 \frac{D(X)}{R} \epsilon_{abc} X^c \frac{\partial^2 G}{\partial X^b \partial X^i} - 2 \frac{1}{D(X)} \epsilon_{i j} \epsilon_{abc} X^j X^c \frac{\partial^2 G}{\partial X^a \partial X^b} - \frac{2}{R} \epsilon_{ijkl} \epsilon_{i j} \epsilon_{k l} \frac{\partial^2 G}{\partial X^i \partial X^j},
\]
(34)

\[
\nabla_i G(X) \equiv - 2 D(X) \epsilon_{i j} \frac{\partial G}{\partial X^j} - 2 \frac{1}{D(X)} \epsilon_{i j} X^i X^a \frac{\partial G}{\partial X^a} \frac{\partial^2 G}{\partial X^a \partial X^b} - 2 D(X) X^a \epsilon_{i j} \frac{\partial^2 G}{\partial X^a \partial X^b} - \frac{D(X)^2}{2 R} (\epsilon_{i j} \epsilon_{k l} + \epsilon_{i k} \epsilon_{j l}) X^l \frac{\partial^2 G}{\partial X^i \partial X^k},
\]
(35)

The field strength \(F_{AB}(X)\) of the non-commutative gauge field \(A_A(X)\) is defined by replacing the matrix \(\hat{X}^A\) in
\[
\frac{i}{R^2} \left( [\hat{X}^A, \hat{X}^B] - \frac{1}{3R} \epsilon_{ABCDE} \hat{X}^C \hat{X}^D \hat{X}^E \right),
\]
(36)

which appears in the action (10), by \(X^A + R A_A\), and the matrix multiplication by \(\star\). Here we write down only the expression for the \(j = 1/2\) case. We obtain, by setting \(\alpha = \beta = 3R\),
\[
F_{AB}(X) = \nabla_A A_B - \nabla_B A_A + i [A_A, A_B]_\star - \frac{i}{3} \epsilon_{ABCDE} A_B \star A_C \star A_D \star A_E - \frac{i}{3R^2} \epsilon_{ABCDE} (X^C \star X^D \star A_E + X^C \star A_D \star X^E + A_C \star X^D \star X^E) - \frac{i}{3R} \epsilon_{ABCDE} (X^C \star A^D \star A_E + A^C \star X_D \star A^E + A_C \star A^D \star X^E).
\]
(37)

The action integral is given by the usual form.
\[
S_{\text{gauge theory}} = \int dt \int_{S^4} d^4X \left( \frac{R^2}{2 R M} D_0 A_A \star D_0 A_A - \frac{R^4}{4} F_{AB} \star F_{AB} \right)
\]
(38)
5 \( B \) Field Background

Although non-commutative geometry is not always related to the NS-NS \( B \) field background\[14\], the relation between the \( B \) field and the non-commutativity is well established.\[15\] When the \( B \) field two-form is closed, \( dB = 0 \), then the inverse matrix \( \alpha^{AB} \) \( (B_{AB} \alpha^{BC} = \delta_A^C) \) defines a Poisson bracket, \( \{F, G\}_B = \frac{1}{2} \alpha^{AB} \partial_A F \partial_B G \), and one can construct an associative, non-commutative product \( F \ast G \) by means of perturbation in \( \alpha \) and its derivatives.\[16\] In what follows we will construct a \( B \) field background (or symplectic form) on \( S^4 \).

Let us introduce an \( S^2 \otimes S^2 \) parametrization \[18\] of \( S^4 \).

\[
\begin{align*}
X^1 &= R \cos \theta_1 \sin \varphi_2, \quad X^2 = R \cos \theta_1 \sin \varphi_2, \\
X^3 &= R \cos \theta_1 \cos \varphi_2, \quad X^4 = R \sin \theta_1 \cos \varphi_1, \\
X^5 &= R \sin \theta_1 \sin \varphi_1 
\end{align*}
\]  

(39)

Here \( (\theta_1, \varphi_1) \) and \( (\theta_2, \varphi_2) \) are polar coordinates of two unit spheres \( (0 \leq \theta_i \leq \pi, \ 0 \leq \varphi_i \leq 2\pi) \) corresponding to \( x^a \) and \( y^a \), respectively. We can check that \( X^A \)'s satisfy \( (X^A)^2 = R^2 \).

This parametrization gives a double cover of \( S^4 \). The points \( P = (\theta_1, \varphi_1, \theta_2, \varphi_2) \) and \( P' = (\pi - \theta_1, \varphi_1, \pi - \theta_2, \varphi_2 + \pi) \) are mapped onto a same point on \( S^4 \). Hence we must divide the first \( S^2 \) into an upper hemisphere, \( S^2_+ \ (0 \leq \theta_1 \leq \pi/2) \) and a lower one, \( S^2_- \ (\pi/2 \leq \theta_1 \leq \pi) \). We must also be careful with the boundary of the hemispheres \( (\theta_1 = \pi/2, \ 0 \leq \varphi_1 \leq 2\pi) \). For any values of \( \theta_2, \varphi_2 \) this is mapped onto a circle \( [20] \).

The \( B \) field background which has the maximal symmetry of the two spheres is given by

\[
B \equiv \frac{n_1}{2} \sin \theta_1 \, d\theta_1 \wedge d\varphi_1 + \frac{n_2}{2} \sin \theta_2 \, d\theta_2 \wedge d\varphi_2. \tag{40}
\]

Here the fluxes are quantized as usual and \( n_1, n_2 \) are integers. This two-form is closed. Now let us remember that for \( \theta_1 = \pi/2 \) the coordinates \( \theta_2 \) and \( \varphi_2 \) become redundant in \( [39] \). Therefore actually, the \( B \) field \( [10] \) is not defined at all points on \( S^4 \). In terms of \( X^A \) we obtain

\[
B = \frac{n_2}{4D(X)^3} \epsilon_{abc} X^a \, dX^b \wedge dX^c + \frac{n_1}{4R \, D(X)} \epsilon_{ij} \, dX^i \wedge dX^j
\]

\[
\equiv \frac{1}{2} B_{AB} \, dX^A \wedge dX^B. \tag{41}
\]
This has $SO(3) \otimes SO(2)$ symmetry. The components subject to the condition of tangential projection $B_{AB} X^A = 0$ are

$$B_{ab} = \frac{n_2}{2D(X)^3} \epsilon_{abc} X^c, \quad B_{ij} = \frac{n_1}{2RD(X)} \epsilon_{ij},$$

$$B_{ai} = -B_{ia} = \frac{n_1}{2RD(X)^3} \epsilon_{ij} X^j X^a. \quad (42)$$

These components are singular on $C$.

The inverse matrix $\alpha^{AB}$ which satisfies $\alpha^{AB} B_{BC} = \delta_{AC} - X^A X^C / R^2$ is then given by

$$\alpha^{ab} = -\frac{2D(X)}{n_2} \epsilon_{abc} X^c, \quad \alpha^{ij} = -\frac{2D(X)^3}{n_1 R} \epsilon_{ij},$$

$$\alpha^{ai} = -\alpha^{ia} = -\frac{2D(X)}{n_1 R} \epsilon_{ij} X^j X^a. \quad (43)$$

Now $\alpha^{AB}$ defines the Poisson bracket.

$$\{F(X), G(X)\}_{PB} \equiv \frac{1}{2} \alpha^{AB} \partial_A F(X) \partial_B G(X) \quad (44)$$

We can easily show that $\alpha^{AB}$ satisfies the condition of associativity.

$$\alpha^{AB} \partial_B \left( \alpha^{CD} / R^2 \right) + (\text{cyclic permutations in } A, C, D) = 0 \quad (45)$$

This is also valid on the circle (20), because $\alpha^{AB} = \partial_A \alpha^{BC} = 0$ on $C$. In terms of $\alpha^{AB}$ we can define the non-commutative product. [16]

$$F(X) \star G(X) = F(X)G(X) + i \alpha^{AB} \partial_A F(X) \partial_B G(X)$$

$$-\frac{1}{2} \alpha^{AB} \alpha^{CD} \partial_A \partial_C F(X) \partial_B \partial_D G(X)$$

$$-\frac{1}{3} \alpha^{AB} \left( \partial_B \alpha^{CD} \right) \{ \partial_A \partial_C F(X) \partial_D G(X) - \partial_C F(X) \partial_A \partial_D G(X) \}$$

$$+ \cdots \quad (46)$$

The drawback of this approach is that it is difficult to obtain an explicit expression of the non-commutative product in a closed form. From higher order terms symmetric terms like $S^{AB} \partial_A F \partial_B G$ ($S^{BA} = S^{AB}$) will appear and even the coefficient function of the anti-symmetric term, $\alpha^{AB}(X) \partial_A F(X) \partial_B G(X)$, will be modified. In view of the symmetry of $B$ we, however, expect this product to be related to the Matrix configuration (7) and the product (12) obtained in sec.3. To establish this connection more investigation will be necessary. Because there are two integers, $n_1, n_2$, in (11), we suspect there will be more representations other than (7). Matrix configuration (7) will correspond to $n_1 = 1$ and $n_2 = 2j$. 15
6 Discussions

In this paper we have explicitly constructed Matrix 4-brane configurations \(7\) and then defined the non-commutative \(S^4\) algebra \(8\) and Matrix theory action \(10\). It turned out that the algebra is not invariant under \(SO(5)\) but only under \(SO(3) \otimes SO(2)\) and that the algebra is not even a Lie algebra. These Matrix configurations take the forms of tensor products of \(2 \times 2\) matrix and \((2j + 1) \times (2j + 1)\) one. \((j = 1/2, 1, 3/2, \ldots)\) Then it is natural to expect more representations which depend on a parameter other than \(j\). Actually, by simply replacing the Pauli matrices \(\sigma_a\) in \(7\) by \(2T_a(j')\) we obtain

\[
\hat{\mathcal{X}}^a_0 = \frac{\alpha}{j'(j' + 1)} T^3_{(j')} \otimes T^a_{(j)}, \quad \hat{\mathcal{X}}^i_0 = \frac{\beta}{2j'(j' + 1)} T^{i-3}_{(j')} \otimes 1_{2j+1},
\]

\((a = 1, 2, 3, \quad i = 4, 5)\).

While we still have \(SO(3) \otimes SO(2)\) symmetry, it turns out that the algebra must be modified and the RHS of the algebra is not polynomials.

\[
[\hat{\mathcal{X}}^a, \hat{\mathcal{X}}^b] = \frac{2\alpha}{\beta^2} j'(j' + 1) \epsilon_{abc} \left( \hat{\mathcal{X}}^c [\hat{\mathcal{X}}^4, \hat{\mathcal{X}}^5] + [\hat{\mathcal{X}}^4, \hat{\mathcal{X}}^5] \hat{\mathcal{X}}^c \right),
\]

\[
[\hat{\mathcal{X}}^a, \hat{\mathcal{X}}^i] = \frac{j'(j' + 1)}{\alpha} \epsilon_{abc} \epsilon_{ij} \left( \hat{\mathcal{X}}^b [\hat{\mathcal{X}}^c, \hat{\mathcal{X}}^j] - [\hat{\mathcal{X}}^b, \hat{\mathcal{X}}^j] \hat{\mathcal{X}}^c \right),
\]

\[
[\hat{\mathcal{X}}^4, \hat{\mathcal{X}}^5] = \frac{i\beta^2}{4\alpha j'(j' + 1)} \left( \frac{-i}{j(j + 1)} \epsilon_{abc} \hat{\mathcal{X}}^a \hat{\mathcal{X}}^b \hat{\mathcal{X}}^c \right)^{1/3}
\]

\((48)\)

Here the cubic root of a hermitian matrix is defined such that the resultant matrix is also hermitian. Although apparently there is no problem in the existence of the cubic root itself, more elaborate extension of \(7\) may be needed. Nonetheless, the construction of the non-commutative product \(\star\) in sec.3 can also be carried out for the configurations \(47\) straightforwardly. Moreover we expect that the corresponding values of integers in the \(B\) field \(41\) are given by \(n_1 = 2j'\) and \(n_2 = 2j\).

We also constructed a non-commutative product on \(S^4\) which corresponds to the Matrix configuration \(17\). Because this configuration has the form of the tensor product of two matrices, we made these matrices to correspond to two \(S^2\)'s, and then directly constructed the non-commutative product \(\star\) on \(S^4\) in terms of that on \(S^2\). We found that the manifold corresponding to the configuration \(17\) is a twofold \(S^4\).

Here we should stress that to obtain a non-commutative product on \(S^4\) we can neglect this doubling structure. The product \(24\) restricted to one of the
doubled $S^4$ provides a full-fledged non-commutative product on $S^4$. In this case, however, the connection to the Matrix theory may be lost.

We also noticed that the product and the functions on $S^4$ have singularity (indeterminateness) on the circle (20). The image of a point on this circle is $S^2$. In spite of this singularity we can construct a non-commutative product and a finite action integral. We then worked out an explicit expression for the non-commutative product for the representation $j = 1/2$.

Let us now consider the commutative limit of the algebra of (47). We expect that in the suitable large $j, j'$ limit the commutative geometry of $S^4$ is recovered. We will show this. When the constants $\alpha, \beta$ are related by $\beta = 2\alpha\sqrt{j(j+1)}$, the matrices $\hat{X}_a^0$ satisfy the constraint.

$$(\hat{X}_0^A)^2 = \hat{R}^2, \quad \hat{R} = \alpha \sqrt{\frac{j(j+1)}{j'(j'+1)}} \tag{49}$$

To make the radius $\hat{R}$ finite we will keep $\alpha$ and the ratio $j/j'$ fixed. The commutators of $\hat{X}_0^A$ are given by

$$[\hat{X}_0^a, \hat{X}_0^b] = i \frac{\alpha^2}{j^2(j'+1)^2} \epsilon_{abc} (T^3_{(j')})^2 \otimes T^c_{(j)},$$

$$[\hat{X}_0^a, \hat{X}_0^i] = i \frac{\alpha\beta}{2j^2(j'+1)^2} \epsilon_{ij} T_{(j')}^{j-3} \otimes T^a_{(j)},$$

$$[\hat{X}_0^4, \hat{X}_0^5] = i \frac{\beta^2}{4j^2(j'+1)^2} T^3_{(j')} \otimes 1_{2j+1} \tag{50}$$

$(a, b, c = 1, 2, 3, \ i, j = 4, 5)$ Since the matrix elements of $T^a_{(j)}$ and $T^a_{(j')}$ are at most order $O(j)$ and $O(j')$, respectively, all the commutators vanish like $1/j$ in the above mentioned $j, j' \to \infty$ limit. Therefore this limit yields a commutative $S^4$ with a finite radius $\hat{R}$.

As for the next investigation we are planning to study the following subjects. Our Matrix configuration (7) turned out to correspond to a twofold $S^4$. We will study this structure in more details and seek for the possibility to construct new Matrix configurations which do not lead to a doubling structure. We are also planning to extend our construction of Matrix theory configuration to higher dimensional even sphere $S^{2m}$. Finally, we have not discussed a supersymmetric extension of our Matrix theory action (10). For this purpose we will need to introduce extra coordinates $X^6, \ldots, X^9$ in addition to fermions.
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Appendix A: Multiplication Rule of functions on $(S^4)_{1/2}$

\[
\begin{align*}
\frac{X^a}{R} * \frac{X^b}{R} &= \delta_{ab} + i\epsilon_{abc} \frac{X^c}{D(X)}, \\
\frac{X^a}{R} * \frac{X^i}{R} &= i\epsilon_{ij} \frac{X^j X^a}{R D(X)}, \\
\frac{X^a}{D(X)} * \frac{D(X)}{R} &= \frac{X^a}{R}, \\
\frac{X^i}{R} * \frac{X^a}{R} &= -i\epsilon_{ij} \frac{X^j X^a}{R}, \\
\frac{X^i}{R} * \frac{X^j}{R} &= \delta_{ij} \frac{X^a}{D(X)} + i\epsilon_{ijk} \frac{X^k}{R}, \\
\frac{X^a}{D(X)} * \frac{X^b}{D(X)} &= \delta_{ab} + i\epsilon_{abc} \frac{X^c}{D(X)}, \\
\frac{X^i}{RD(X)} * \frac{X^j}{R} &= \delta_{ij} \frac{X^a}{D(X)} + i\epsilon_{ijk} \frac{X^k}{R}, \\
\frac{X^a}{D(X)} * \frac{X^i}{RD(X)} &= \delta_{ab} + i\epsilon_{abc} \frac{X^c}{D(X)}, \\
\frac{X^i}{D(X)} * \frac{X^j}{RD(X)} &= \delta_{ij} \frac{X^a}{D(X)} + i\epsilon_{ijk} \frac{X^k}{R}, \\
\frac{X^a}{D(X)} * \frac{X^i}{R} &= \delta_{ab} \frac{X^j X^a}{R D(X)}, \\
\frac{X^j}{R} * \frac{X^i}{R} &= \delta_{ij} \frac{X^a}{R}, \\
\frac{X^i}{RD(X)} * \frac{D(X)}{R} &= -i\epsilon_{ij} \frac{X^j X^a}{RD(X)}, \\
\frac{D(X)}{R} * \frac{X^i}{RD(X)} &= i\epsilon_{ij} \frac{X^j X^a}{RD(X)}, \\
\frac{X^a}{R} * \frac{D(X)}{R} &= \frac{X^a}{D(X)}, \\
\frac{D(X)}{R} * \frac{X^a}{R} &= \frac{X^a}{D(X)}.
\end{align*}
\]
\[
\begin{align*}
\frac{X^a}{R} \cdot \frac{X^i X^b}{RD(X)} &= i\epsilon_{ij} \delta_{ab} \frac{X^j}{R} - \epsilon_{ij} \epsilon_{abc} \frac{X^a X^c}{RD(X)}, \\
\frac{X^i X^a}{RD(X)} \cdot \frac{X^b}{R} &= -i\epsilon_{ij} \delta_{ab} \frac{X^j}{R} + \epsilon_{ij} \epsilon_{abc} \frac{X^j X^c}{RD(X)}, \\
\frac{X^i X^a}{RD(X)} \cdot \frac{X^j X^b}{RD(X)} &= \delta_{ij} \delta_{ab} + i\delta_{ij} \epsilon_{abc} \frac{X^c}{D(X)} \\
&+ i\epsilon_{ij} \delta_{ab} \frac{D(X)}{R} - \epsilon_{ij} \epsilon_{abc} \frac{X^c}{R}, \\
\frac{D(X)}{R} \cdot \frac{D(X)}{R} &= 1
\end{align*}
\]

Here \(\epsilon_{abc}\) and \(\epsilon_{ij}\) are Levi-Civita symbols with \(\epsilon_{123} = \epsilon_{45} = +1\).

**Appendix B: Coefficient Functions \(L^{(n)}\)**

\[
\begin{align*}
L^{(1)}_{a,b} &= R^2 \delta_{ab} - X^a X^b + iR^2 \epsilon_{abc} \frac{X^c}{D(X)}, \\
L^{(2)}_{i,j} &= R^2 \delta_{ij} - X^i X^j + iR^2 \epsilon_{ij} \frac{D(X)}{R}, \\
L^{(3)}_{a,i} &= -X^a X^i + iR^2 \epsilon_{ij} \frac{X^j X^a}{RD(X)}, \\
L^{(4)}_{i,a} &= -X^a X^i - iR^2 \epsilon_{ij} \frac{X^j X^a}{RD(X)}, \\
L^{(5)}_{ab,c} &= \frac{R^2 - D(X)^2}{2}(X^a \delta_{bc} + X^b \delta_{ac}) - \frac{R^2 - D(X)^2}{D(X)^2} X^a X^b X^c \\
&+ i\frac{R^2 - D(X)^2}{2}(X^b \epsilon_{acd} + X^a \epsilon_{bcd}) \frac{X^d}{D(X)}, \\
L^{(6)}_{a,bc} &= \frac{R^2 - D(X)^2}{2}(X^c \delta_{ab} + X^b \delta_{ac}) - \frac{R^2 - D(X)^2}{D(X)^2} X^a X^b X^c \\
&+ i\frac{R^2 - D(X)^2}{2}(X^c \epsilon_{abd} + X^b \epsilon_{acd}) \frac{X^d}{D(X)}, \\
L^{(7)}_{ab,i} &= -\frac{1}{2} X^a X^b X^i + iR \frac{D(X)}{\epsilon_{ij} X^j X^a X^b}, \\
L^{(8)}_{a,bi} &= -D(X)^2 X^i \delta_{ab} + X^a X^b X^i - iD(X) \epsilon_{abc} X^c X^i + iRD(X) \delta_{ab} \epsilon_{ij} X^j \\
&- iR \frac{D(X)}{\epsilon_{ij} X^j X^a X^b - \epsilon_{ij} \epsilon_{abc} X^j X^c}, \\
L^{(9)}_{ai,b} &= -D(X)^2 X^i \delta_{ab} + X^a X^b X^i - iD(X) \epsilon_{abc} X^c X^i - iRD(X) \delta_{ab} \epsilon_{ij} X^j \\
&+ iR \frac{D(X)}{\epsilon_{ij} X^j X^a X^b + \epsilon_{ij} \epsilon_{abc} X^j X^c}, \\
L^{(10)}_{i,ab} &= -\frac{1}{2} X^a X^b X^i - iR \frac{D(X)}{\epsilon_{ij} X^j X^a X^b},
\end{align*}
\]
\begin{align*}
L_{ai,j}^{(11)} &= \frac{D(X)^2}{2} X^a \delta_{ij} + i R^2 X^a \epsilon_{ij} \frac{D(X)}{R}, \\
L_{a,ij}^{(12)} &= -i \frac{R}{2} X^a (\epsilon_{ik} X^j + \epsilon_{jk} X^i) \frac{X^k}{D(X)}, \\
L_{i,aj}^{(13)} &= \frac{D(X)^2}{2} X^a \delta_{ij} + i R^2 X^a \epsilon_{ij} \frac{D(X)}{R}, \\
L_{ij,a}^{(14)} &= i \frac{R}{2} X^a (\epsilon_{ik} X^j + \epsilon_{jk} X^i) \frac{X^k}{D(X)}, \\
L_{ij,k}^{(15)} &= -i \frac{RD(X)}{2} (\delta_{ik} \epsilon_{jl} + \delta_{jk} \epsilon_{il}) X^l + \frac{D(X)^2}{4} (\epsilon_{ik} \epsilon_{jl} + \epsilon_{il} \epsilon_{jk}) X^l, \\
L_{i,jk}^{(16)} &= i \frac{RD(X)}{2} (\delta_{ik} \epsilon_{jl} + \delta_{jk} \epsilon_{il}) X^l - \frac{D(X)^2}{4} (\epsilon_{ij} \epsilon_{kl} + \epsilon_{ik} \epsilon_{jl}) X^l, \\
L_{ab,cd}^{(17)} &= \frac{D(X)^2}{4} (R^2 - D(X)^2) (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bc}) + \frac{R^2 - D(X)^2}{2D(X)^2} X^a X^b X^c X^d \\
&\quad + i \frac{R^2 - D(X)^2}{4} (X^a X^c \epsilon_{bde} + X^a X^d \epsilon_{bec} + X^b X^d \epsilon_{ace} + X^b X^c \epsilon_{ade}) \frac{X^e}{D(X)} \\
&\quad - \frac{R^2 - D(X)^2}{4} (\epsilon_{ace} \epsilon_{bdf} + \epsilon_{ade} \epsilon_{bcf}) X^e X^f, \\
L_{ij,kl}^{(18)} &= -\frac{D(X)^4}{4} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) + \frac{D(X)^4}{4} (\epsilon_{ik} \epsilon_{jl} + \epsilon_{il} \epsilon_{jk}), \\
L_{ab,ci}^{(19)} &= -\frac{D(X)^2}{2} X^i (X^b \delta_{ac} + X^a \delta_{bc}) - i \frac{D(X)}{2} X^i (X^b \epsilon_{acd} + X^a \epsilon_{bcd}) X^d \\
&\quad + i \frac{RD(X)}{2} (X^b \delta_{ac} + X^a \delta_{bc}) \epsilon_{ij} X^j - \frac{R}{2} (X^b \delta_{acd} + X^a \delta_{bcd}) \epsilon_{ij} X^j X^d, \\
L_{ai,bc}^{(20)} &= -\frac{D(X)^2}{2} X^i (X^c \delta_{ab} + X^b \delta_{ac}) - i \frac{D(X)}{2} X^i (X^c \epsilon_{abd} + X^b \epsilon_{acd}) X^d \\
&\quad - i \frac{RD(X)}{2} (X^c \delta_{ab} + X^b \delta_{ac}) \epsilon_{ij} X^j + \frac{R}{2} (X^c \delta_{abd} + X^b \delta_{acd}) \epsilon_{ij} X^j X^d, \\
L_{ab,ij}^{(21)} &= -\frac{1}{2} \epsilon_{ik} \epsilon_{jl} X^k X^l X^a X^b, \\
L_{ij,ab}^{(22)} &= -\frac{1}{2} \epsilon_{ik} \epsilon_{jl} X^k X^l X^a X^b, \\
L_{ai,bj}^{(23)} &= R^2 D(X)^2 \delta_{ij} \delta_{ab} - D(X)^2 X^i X^j \delta_{ab} - \frac{R^2 - D(X)^2}{2} X^a X^b \delta_{ij} \\
&\quad + i R^2 D(X) \delta_{ij} \epsilon_{abc} X^c - i D(X) X^i X^j \epsilon_{abc} X^c \\
&\quad + i R^2 D(X)^2 \delta_{ab} \epsilon_{ij} \frac{D(X)}{R} - R D(X)^2 \delta_{ij} \epsilon_{abc} X^c, \\
L_{ai,ik}^{(24)} &= \frac{D(X)^2}{4} X^a (X^b \delta_{ij} + X^j \delta_{ik}), \\
L_{ij,ak}^{(25)} &= \frac{D(X)^2}{4} X^a (X^j \delta_{ik} + X^i \delta_{jk})
\end{align*}
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