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The spatial impulse response (SIR) method is a well-known approach to calculate transient acoustic fields of arbitrary-shape transducers. It involves the evaluation of a time-dependent surface integral. Although analytic expressions of the SIR exist for some geometries, numerical methods based on the discretization of transducer surfaces have become the standard. The proposed method consists of representing the transducer as a non-uniform rational B-spline (NURBS) surface, and decomposing it into smooth Bézier patches onto which quadrature rules can be deployed. The evaluation of the SIR can then be expressed in B-spline bases, resulting in a sum of shifted-and-weighted basis functions. Field signals are eventually obtained by a convolution of the basis coefficients, derived from the excitation waveform, and the basis SIR. The use of NURBS enables exact representations of common transducer elements. High-order Gaussian quadrature rules enable high accuracy with few quadrature points. High-order B-spline bases are ideally suited to exploit efficiently the bandlimited property of excitation waveforms. Numerical experiments demonstrate that the proposed approach enables sampling the SIR at low sampling rates, as required by the excitation waveform, without introducing additional errors on simulated field signals.
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I. INTRODUCTION

The need for fast and accurate ultrasound (US) simulation tools is as great as ever. Such tools have been and continue to be extensively used for the design and characterization of US transducers (Hunt et al., 1983; Kino, 1987). The use of end-to-end US scanner simulators is also increasing for the training and evaluation of physicians and sonographers (Lewiss et al., 2014; Ziv et al., 2006), as they eliminate the need for volunteers or patients and can provide on-demand exposure to specific care and diagnosis scenarios. Simulation tools are also crucial for the development, assessment, and validation of image analysis and image reconstruction methods. This includes, for example, the analysis and characterization of speckle patterns (Foster et al., 1983; Wagner et al., 1983), the optimization of application-specific acquisition sequences (Jensen et al., 2016), the fine-tuning and benchmarking of image reconstruction parameters and methods (Rindal et al., 2019), or the development of image quality metrics (Rodriguez-Molares et al., 2020).

With the myriad of US applications in which simulations can be leveraged, it is no wonder that many US simulators are available. Among them, and in the context of linear acoustics, Field II (Jensen, 1996a; Jensen and Svendsen, 1992) is considered a reference, thanks to its ability to calculate acoustic fields of arbitrarily shaped, excited, and apodized transducers, as well as simulating the acquisition of ultrasound pulse-echo signals in the presence of (weak) tissue inhomogeneities (Jensen, 1991). It is based on the spatial impulse response (SIR) method developed by Tufolome (1969) and Stepanishen (1971a,b), which is an analytic (mesh-free) method dedicated to the evaluation of transient acoustic fields that are of particular interest for pulse-echo US imaging.

The SIR approach amounts to evaluating a time-dependent surface integral derived from the Rayleigh-Sommerfeld equations. A detailed review of the method can be found in (Harris, 1981a). Once the SIR is known, the resulting velocity potential can be computed by the time convolution of the surface excitation and the SIR. Physical quantities such as pressure or particle velocity can eventually be obtained from the velocity potential. Much attention and efforts were devoted to the derivation of analytic SIR expressions for uniformly excited radiators of specific shapes and boundary (baffle) conditions, resulting in complete expressions for the circular
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piston (Harris, 1981a), the slit (Lasota et al., 1984), the spherically focused radiator (Arditi, 1981), the triangular piston (Jensen, 1996b), and the rectangular piston (San Emeterio and Ullate, 1992). Semi-analytic expressions were also derived for more complex geometries such as the cylindrical shell (Theumann et al., 1990) and the toroidal shell (Bæk et al., 2012). Non-uniform excitations were also investigated in (Harris, 1981b; Stepanishen, 1981; Tjotta and Tjotta, 1982; Verhoef et al., 1984), but analytic expressions were restricted to specific transducer shapes with specific excitation amplitude distributions.

Analytic expressions only exist for a restricted set of transducer shapes, excitation distributions, and baffle conditions. To cope with this limitation, numerical methods were proposed. The main principle consists of representing the transducer surface as a set of characteristic sub-elements for which (simple) analytic expressions of the SIR exist. The SIR of the transducer is obtained by summing all the sub-element SIRs (superposition principle). Such a discretization also enables approximating surface apodization and delay by appropriately weighting and delaying the SIR of each sub-element before summation. A popular characteristic sub-element type is the rectangle, as it enables reasonably good approximations of arbitrary surfaces, and more importantly because there exist computationally efficient far-field approximations for both rigid and soft baffle conditions (Jensen, 2001). Another relevant approach (Piwakowski and Delannoy, 1989) consists of evaluating the surface integral numerically by discretizing the surface into ideal points. The SIR of the transducer can then be computed by a simple weighted sum of Dirac delta functions. This strategy has the advantage of enabling exact representation of surfaces, at the cost of requiring a much larger number of sub-elements than the strategy deployed in Field II (Piwakowski and Sbai, 1999).

A major numerical difficulty of the SIR method comes from the signal properties of such responses. They are typically of very short duration and are characterized by abrupt slope changes induced by the edges and vertices of the transducer aperture, resulting in very high frequencies (Arditi, 1981; Lockwood and Willette, 1973). Yet, because the electromechanical impulse responses of conventional transducer elements are bandlimited, the excitation waveform, and most importantly the field signal of interest (e.g., pressure field), are also bandlimited. Ideally, one would want to sample the SIR at the same rate as the excitation waveform before time convolution of the two signals. This is obviously not possible in most cases and sampling at the rate of the SIR (i.e., several additional orders of magnitude) is computationally prohibitive. Different strategies based on the time integration of the SIR were proposed to tackle this computational difficulty, either numerically using an adaptive sampling of the SIR (Arditi, 1981) or from analytic expressions (D’hooge et al., 1997; Jensen, 2001). Such strategies enabled for more efficient sampling rates, but still require oversampling ratios of several factors to prevent from detrimental aliasing.

In summary, the most important needs for a computational method relying on the SIR are: an accurate representation of arbitrary transducer shapes; an efficient way of evaluating the surface integral at each time instant; and an efficient sampling strategy such that the SIR can be sampled at rates similar to those required for the excitation waveform. To address these needs, we propose to represent the shape of transducers as non-uniform rational B-spline (NURBS) surfaces, to evaluate the surface integral numerically using high-order Gaussian quadrature rules, and to express the SIR in B-spline bases for efficient sampling of the time axis. The use of NURBS enables accurate representation of complex surfaces and exact representations of common transducer elements. High-order Gaussian quadrature rules (e.g., Gauss-Legendre), require much fewer quadrature points to achieve a desired accuracy (Abramowitz and Stegun, 1964, Sec. 25.4). Finally, relying on numerical integration allowed us to express the calculation of the SIR in high-order B-spline bases (Thevenaz et al., 2000; Unser, 1999; Unser et al., 1993a). This enabled sampling the SIR at low sampling rates, as required by the excitation waveform, without introducing additional errors on simulated field signals.

II. PROPOSED APPROACH

Let us recall (Delannoy et al., 1979; Stepanishen, 1971b) that the SIR of a radiating surface $S \subset \mathbb{R}^3$ (assumed to be embedded in an infinite planar baffle) can be expressed at a field point $r \in V \subset \mathbb{R}^3$ and at a time instant $t \geq 0$ as

$$h_S(r, t) = \int_S \frac{\xi(r') \delta \left(t - \frac{\|r - r'\|_2}{c}\right)}{2\pi \|r - r'\|_2} \beta(n', r - r') \, d\sigma(r'),$$

where $c$ is the mean sound speed in the medium (assumed homogeneous), $n'$ is the (inward) surface normal, $\xi$ represents the spatial distribution of surface velocity or pressure over the radiating surface, and $\beta$ is a term depending on the boundary conditions, expressed as

$$\beta(n', r - r') = \begin{cases} 1, & \text{rigid baffle,} \\ \cos(n', r - r'), & \text{soft baffle.} \end{cases}$$

Let us consider a generic excitation waveform $v_S$ imposed as boundary condition on the surface $S$ (e.g., normal velocity). The velocity potential can then be expressed as $\psi(r, t) = v_S(t) \ast h_S(r, t)$, from which physical quantities can be obtained. For instance, the pressure can be evaluated as $p(r, t) = \rho(\partial / \partial t)\psi(r, t)$. Thus, the acoustic propagation from a radiating surface can be interpreted as the convolution of the excitation waveform derivative and the SIR. Note that $v_S$ is bandlimited as it includes the electromechanical impulse response of the radiator.
A. Numerical quadrature of the spatial impulse response

At each time instant \( t \geq 0 \) and field impulse point \( r \in V \), the integrand of Eq. (1) is a real-valued function that can define as \( g: S \subset \mathbb{R}^3 \to \mathbb{R} \) for the purpose of derivation. Let us assume that the radiating surface \( S \) is a smooth surface parametrized by a mapping \( s: S \subset \mathbb{R}^2 \to \mathbb{R}^3 \) whose Jacobian determinant \( \det J_s(u) \neq 0 \), \( \forall u \in S \), where the Jacobian matrix is defined as \( J_s = (\partial / \partial u) s \). Thus, the surface integral of \( g \) onto \( S \) can be rewritten as

\[
\int_S g(r') \, d\sigma(r') = \int_S g(s(u)) |\det J_s(u)| \, d\sigma(u). \tag{3}
\]

Assuming that \( g \) is a well-behaved function, one can approximate Eq. (3) by means of Gaussian quadrature as the finite sum

\[
\int_S g(r') \, d\sigma(r') \approx \sum_{q=1}^{n_q} g(s(u_q)) |\det J_s(u_q)| w_q, \tag{4}
\]

where \( \{u_q\} \) are the quadrature coordinates (parametric space), for which \( \{w_q\} \), \( \{j_q\} \), and \( \{r_q\} \), are the corresponding quadrature weights, Jacobian determinants, and quadrature points (physical space), respectively.

Using Eq. (4), we can rewrite Eq. (1) as

\[
h_S(r, t) \approx \sum_{q=1}^{n_q} \frac{\xi_q \delta(t - \tau(r, r_q))}{2\pi ||r - r_q||^2} \beta(n_q, r - r_q) j_q w_q, \tag{5}
\]

where \( \tau(r, r_q) = (1/c)||r - r_q||_2 \) and \( \xi_q = \xi(r_q) \). The normal vector \( n \) at some surface point \( r = s(u) \) can be computed from the surface parametrization (mapping) as

\[
n = \frac{\partial s(u)}{\partial u} \times \frac{\partial s(u)}{\partial v}, \tag{6}
\]

where \( (u, v) \) are the coordinates defining the parametric space of the surface mapping. The Jacobian determinants, represented as \( \{j_q\} \) in Eq. (5), can then be computed from the normal vectors directly as

\[
|\det J_s(u)| = \left| \frac{\partial s(u)}{\partial u} \times \frac{\partial s(u)}{\partial v} \right|_2. \tag{7}
\]

Finally, by grouping all spatially dependent weighting terms in Eq. (5) under a global weighting term \( \alpha \), we can obtain a compact expression for the evaluation of the SIR by means of Gaussian quadrature as

\[
h_S(r, t) \approx \sum_{q=1}^{n_q} \alpha(r, r_q) \delta(t - \tau(r, r_q)). \tag{8}
\]

Thus, provided that such a surface mapping exists and that a suitable Gaussian quadrature rule is deployed with a sufficient amount of quadrature points to achieve a desired accuracy, the calculation of the SIR can be well approximated by a sum of shifted-and-weighted Dirac delta functions.

B. Non-uniform rational B-spline surface representations

We first review some basic principles of NURBS (surface) representations. For a detailed reference, the reader is referred to the book by Piegl and Tiller (1997). Let \( U \) be a nondecreasing sequence of real numbers representing a nonperiodic, clamped, or open knot vector, with \( r + 1 \) knots, defined as

\[
U = (0, \ldots, 0, u_{p+1}, \ldots, u_{r-p-1}, 1, \ldots, 1), \tag{9}
\]

\( r = n + p + 1 \). The corresponding (nonnegative) B-spline basis functions \( \{b_i^p\}_{i=0}^m \) of degree \( p \geq 1 \) are defined recursively as (Cox, 1972; de Boor, 1972, 1987)

\[
b_i^0(u) = \begin{cases} 
1, & \text{if } u_i \leq u < u_{i+1}, \\
0, & \text{otherwise},
\end{cases} \tag{10}
\]

\[
b_i^p(u) = \frac{u - u_i}{u_{i+p+1} - u_{i+p+1}} b_i^{p-1}(u) + \frac{u_{i+p+1} - u}{u_{i+p+1} - u_{i+1}} b_{i+1}^{p-1}(u). \tag{11}
\]

Note that we restrict ourselves to nonperiodic knot vectors onto which B-spline basis functions are interpolating at the endpoints of such knot vectors but are (in general) non-interpolating at interior knots. Also, definitions are not strictly limited to the \([0,1]\) interval. Yet, it is so common to the NURBS community that it is also adopted in the present work. Typical examples of B-spline basis functions on knot vectors of the form \( U = (0, \ldots, 0, 1, \ldots, 1) \) are shown in Fig. 1 for different degrees. This type of knot vectors results in B-spline basis functions that are Bernstein polynomials, because B-spline representations are a generalization of Bézier representations (Piegl and Tiller, 1997, Sec. 2.2).

A NURBS surface \( S \) of degree \((p, q)\) in directions \((u, v)\) can be represented by a bivariate vector-valued piecewise rational function (mapping) \( s: [0,1]^2 \to S \subset \mathbb{R}^3 \) defined as (Piegl and Tiller, 1997, Sec. 4.4)

\[
s(u, v) = \sum_{i=0}^n \sum_{j=0}^m b_i^p(u) b_j^q(v) w_{i,j} p_{i,j}, \tag{12}
\]

where \( \{p_{i,j}\} \) are the control points (forming a bidirectional net), \( \{w_{i,j}\} \) are the corresponding weights, \( \{b_i^p\} \) and \( \{b_j^q\} \) are the (nonrational) B-spline basis functions of degrees \( p \) and \( q \) that are defined on the nondecreasing and nonperiodic (i.e., clamped) knot vectors

\[
U = (0, \ldots, 0, u_{p+1}, \ldots, u_{r-p-1}, 1, \ldots, 1), \tag{13}
\]

\[
V = (0, \ldots, 0, v_{q+1}, \ldots, v_{s-q-1}, 1, \ldots, 1), \tag{14}
\]

respectively, where \( r = n + p + 1 \) and \( s = m + q + 1 \). Expressions for the derivatives of NURBS surfaces also exist and can be found in (Piegl and Tiller, 1997, Sec. 4.5).
They are essential tools for the calculations of the surface normal vectors and the Jacobian determinants defined in Eq. (6) and Eq. (7), respectively. Note that if both normal vectors and the Jacobian determinants defined in Eq. (8) we obtain the corresponding approximation of such a signal as

$$y(r, t) \approx v(t) \ast \sum_{q=1}^{n_y} \alpha(r, r_q) \delta(t - \tau(r, r_q)).$$  \hspace{1cm} (16)$$

Equation (16) tells us that the signal $y$ is composed of shifted-and-weighted replicas of the excitation waveform $v$. The excitation waveform $v$ is typically measured in physical conditions or approximated using a model pulse. Thus, it can be expressed as a sampled signal of uniformly spaced samples \{v(kT)\}, $k \in [0, \ldots, K - 1]$, with a sampling interval $T$. Equation (16) can then be rewritten as the discrete convolution

$$y(r, t) \approx \sum_{k \in \mathbb{Z}} v(kT) \sum_{q=1}^{n_y} \alpha(r, r_q) \frac{1}{T} \varphi_{\text{int}} \left( \frac{t - \tau(r, r_q)}{T} - k \right).$$ \hspace{1cm} (17)$$

where $\varphi_{\text{int}}$ is some (interpolating) basis function (sometimes referred to as sampling kernel), and where it is assumed that boundary conditions are handled properly (via signal extension of $v$). Since $v$ is a bandpass signal, a natural and error-free choice for $\varphi_{\text{int}}$ would be the (normalized) sinc function, $\text{sinc}(x) := \sin(\pi x) / (\pi x)$. But because the sinc function is of infinite support, it needs to be truncated by multiplying it by some finite-support window. Generally, truncated sinc functions require rather large supports to achieve high accuracy (Thevenaz et al., 2000). Other options are standard (finite-support) interpolating basis functions such as those deployed for nearest-neighbor and linear interpolation, which are computationally efficient but of low accuracy.

Instead, as the discrete convolution of Eq. (17) consists of shifting and interpolating $v$, we propose to rely on the concept of generalized interpolation (Thevenaz et al., 2000). By doing so, we can rewrite Eq. (17) as

$$y(r, t) \approx \sum_{k \in \mathbb{Z}} c(kT) \sum_{q=1}^{n_y} \alpha(r, r_q) \phi \left( \frac{t - \tau(r, r_q)}{T} - k \right).$$ \hspace{1cm} (18)$$

where $\phi$ is some (interpolating) basis function. Thanks to the NURBS representation of the radiating surface, we can evaluate the global weighting term $\alpha$ from the sum of (shifted-and-weighted) Dirac delta functions to approximate the SIR [Eq. (8)]. Before diving into the well-known difficulty of sampling Dirac delta functions, it is important to keep in mind that the SIR is mainly a physical concept as such a quantity cannot be measured in physical conditions due to the electromechanical impulse response of transducer elements that are bandlimited. Thus, signals of interest that will be eventually measured are also bandlimited. Such a signal can be expressed generically as

$$y(r, t) = v(t) \ast h_S(r, t),$$ \hspace{1cm} (15)$$

where $v$ represents some bandpass excitation waveform. Using Eq. (8) we obtain the corresponding approximation

FIG. 1. (Color online) Typical examples of B-spline basis functions of different degrees defined on uniform knot vectors with no interior knots: (a) linear basis functions defined on the knot vector $(0, 0, 1, 1)$; (b) quadratic basis functions defined on the knot vector $(0, 0, 0, 1, 1, 1)$; (c) cubic basis functions defined on the knot vector $(0, 0, 0, 1, 1, 1, 1)$.
where \( \varphi \) is some basis function and \( \{ c(kT) \} \) are the corresponding basis coefficients defined such that

\[
v[k_0] = \sum_{k \in \mathbb{Z}} c[k] \varphi(k_0 - k).
\]

(19)

As a result, one can rely on potentially non-interpolating basis functions, possessing better properties than interpolating ones, with an additional operation that consists of finding the basis coefficients. A particularly elegant and efficient way of finding these coefficients is yet another (pre-filtering) convolution operation with the convolution-inverse \( \varphi^{-1} \) as

\[
c[k_0] = \sum_{k \in \mathbb{Z}} \varphi^{-1}(k_0) v[k_0 - k],
\]

(20)

provided that \( \varphi^{-1} \) exists. In the case of interpolating basis functions, the sequence of coefficients \( \{ c(kT) \} \) is equal to the sequence of samples \( \{ v(kT) \} \).

We will restrict ourselves to the family of B-spline basis functions as they benefit from maximal approximation orders for given supports (Thevenaz et al., 2000; Unser, 1999; Unser et al., 1999a). For the purpose of interpolation, we can express a B-spline basis function of degree \( n \) as (Schoenberg, 1946a,b)

\[
\beta^n(x) = \sum_{k=0}^{n+1} \frac{(-1)^k(n+1)}{(n+1-k)!k!} \left( \frac{n+1}{2} + x - k \right)^n
\]

(21)

\[\forall x \in \mathbb{R}, \forall n \in \mathbb{R}, \text{where the one-sided power function} \ (x)^n_+ \text{ is defined as} \ (\text{Thevenaz et al., 2000})\]

\[
(x)^n_+ = \begin{cases} 
0 & n = 0 \text{ and } x < 0, \\
1/2 & n = 0 \text{ and } x = 0, \\
1 & n = 0 \text{ and } x > 0, \\
(x)^0_+ x^n & n > 0.
\end{cases}
\]

(22)

We are typically interested in B-spline basis functions \( \beta^n \) of degree greater than one, since \( \beta^0 \) is almost identical to the nearest-neighbor basis function and \( \beta^1 \) corresponds to the basis function of linear interpolation. Also, B-spline basis functions of even degrees are usually not computationally interesting because they have the same support as B-spline basis functions of the following (odd) degrees. Since B-spline basis functions are symmetric, the pre-filtering operation defined in Eq. (20) can be efficiently performed by a series of \( m = \lceil n/2 \rceil \) consecutive causal and anti-causal infinite impulse response (IIR) filters with poles \( \{ z_k \} \) and \( \{ z_k^{-1} \} \), respectively (Unser et al., 1991, 1993a,b). The \( m \) pairs of poles can be derived from the Z-transform of the convolution-inverse \( (\beta^n)^{-1} \), many of which are tabulated in (Unser et al., 1991, 1993a,b).

So far we have assumed that the samples \( \{ v(kT) \} \) and corresponding coefficients \( \{ c(kT) \} \) were extended properly \( \forall k \in \mathbb{Z} \setminus \{ 0, \ldots, K - 1 \} \) for the purpose of convolution operations. Because the corresponding excitation waveform is bandlimited and can be modeled as a windowed sinusoidal radio frequency (RF) signal of finite support,\(^5\) we consider zero boundary conditions. Also, since we want to work with finite support sequences to perform the discrete convolution in Eq. (18), we impose zero boundary conditions to the coefficients directly, namely \( c(kT) = 0, \forall k \in \mathbb{Z} \setminus \{ 0, \ldots, K - 1 \} \).

Once these coefficients are computed, they can be used readily for all quadrature points to evaluate the signal of interest \( y \) at any field point \( r \) using Eq. (18), namely as a discrete (full) convolution of the (pre-filtered) coefficients and the summation of \( n_q \) shifted-and-weighted basis functions with respect to the propagation times \( \{ \tau(r,r_q) \} \) and weights \( \{ \alpha(r,r_q) \} \), respectively. An illustration of the convolution involved in the evaluation of Eq. (18) is described in supplementary material (Sec. S-II B). For the purpose of interpretation (and compactness), let us define the basis SIR as

\[
\hat{h}_S(r,t) = \sum_{q=1}^{n_q} \frac{\alpha(r,r_q)}{T} \varphi \left( \frac{t - \tau(r,r_q)}{T} - k \right),
\]

(23)

such that Eq. (18) can be interpreted as the convolution of the (pre-filtered) coefficients and the basis SIR, namely

\[
\hat{h}_S(r,t) \approx \sum_{k \in \mathbb{Z}} c(kT) \hat{\varphi}(r,t-kT).
\]

(24)

Even if \( \hat{h}_S \) is not a quantity that can be measured, and as such is less important to approximate accurately than \( y \), it remains interesting to be able to evaluate it.\(^6\) Since \( \hat{h}_S \) is a linear combination of \( n_q \) basis functions [Eq. (23)], it is possible to obtain an approximation of \( h_S \) from \( \hat{h}_S \) with the convolution-inverse \( \varphi^{-1} \) as

\[
h_S(r,t) \approx \sum_{k \in \mathbb{Z}} \varphi^{-1}(k) \hat{h}_S(r,t-kT).
\]

(25)

This is similar to expressing a cardinal spline basis function from its corresponding (non-interpolating) B-spline basis function. Thus, the approximation of the SIR obtained from Eq. (25) when considering non-interpolating basis functions will be of infinite support with rapidly decaying oscillations (Thevenaz et al., 2000).

**D. Complete process and implementation details**

Figure 2 summarizes the complete process of the proposed approach developed in Secs. II A to II C for the approximation of (bandpass) field signals using the SIR of radiating surfaces. The cylindrical shape of the transducer element [Fig. 2(a)] is represented (exactly) as a NURBS surface using Eq. (12). As this NURBS surface is also a smooth Bézier surface, a \( (2 \times 4) \) Gauss-Legendre quadrature rule can be defined in the parametric space directly [Fig. 2(b)]. The corresponding eight quadrature points can be mapped into the physical space using the NURBS representation. The normal vectors and Jacobian determinants can be computed using Eq. (6) and Eq. (7), respectively. From the distances between the quadrature points and the field point, some basis func-
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tion (e.g., cubic B-spline) can be evaluated at the corresponding time instants on a sampled time axis of minimum support [Fig. 2(c)], and weighted accordingly. Their summation [Eq. (23)] results in the basis SIR [Fig. 2(d)]. The (pre-filtered) coefficients [Fig. 2(f)] are obtained by a series of causal and anti-causal IIR filters applied to the excitation waveform. Finally, the field signal [Fig. 2(g)] is obtained by the convolution of the (pre-filtered) coefficients [Fig. 2(f)] and the basis SIR [Fig. 2(d)]. This process must be repeated for all field points of interest, except for the coefficients that only need to be computed once.

The extension of the proposed approach to transducer arrays and pulse-echo acquisitions is straightforward and can be efficiently implemented (suppl. mat., Sec. S-II C).

III. EXPERIMENTS AND RESULTS

To validate the proposed approach, we performed two numerical experiments (Secs. III A and III B). The goal of the first one is to validate the core of the proposed approach, as described in Eq. (24), namely a convolution of (pre-filtered) coefficients and a signal (representing the basis SIR) composed of shifted-and-weighted basis functions. The second experiment consists of evaluating the accuracy of the complete proposed approach on field signals radiated by transducer elements with specific shapes allowing analytic expressions for the SIR.

For the two experiments, the pulse model considered was an analytic expression of the time derivative of a log-normal-modulated sinusoidal RF pulse (suppl. mat., Sec. S-III). For the log-normal distribution Lognormal($\mu$, $\sigma$), we used the parameters $\mu \approx -14.80$ and $\sigma \approx 0.26$. The frequency of the sinusoidal was set to 4.75 MHz, resulting in a waveform centered at $\sim 5.3$ MHz with a bandwidth of $\sim 71\%$ at $-6$ dB [Fig. S5(b)]. The waveform was truncated at a trailing pulse envelope level of $-320$ dB (double-precision floating-point format), resulting in a duration of $\sim 3.15\, \mu$s. The full width at half maximum (FWHM) of the resulting waveform corresponds to $\sim 0.23\, \mu$s.

In addition to the B-spline basis functions, we also considered optimal-maximal-order-minimal-support (O-MOMS) functions (Blu et al., 2001), that are derived from B-spline basis functions. In general, we compared the classical interpolating basis functions for nearest-neighbor, linear, and quadratic Keys (Keys, 1981), as well as B-spline and O-MOMS basis functions of different degrees. For the purpose of quantifying the accuracy in the following experiments, we relied on the relative two-norm error defined between an estimated (RF signal) vector and its true counterpart $\hat{y}$, $y \in \mathbb{R}^n$ as

$$\varepsilon = \| y - \hat{y} \|_2 / \| y \|_2.$$  

A. Convergence order of various basis functions

We considered a reference signal consisting of the time convolution between the analytic waveform $v$ considered [Fig. S5(a)] and a stream of $n$ Dirac delta functions at random-uniform times $\{\tau_i\}$ and of random-normal amplitudes $\{a_i\}$. The corresponding reference signal can be expressed as

$$y(t) = v(t) \ast \sum_{i=1}^{n} a_i \delta(t - \tau_i),$$  

which can be seen as a generic expression for Eq. (16), namely signals we want to approximate using the proposed approach Eq. (24). Note that Eq. (27) can be evaluated exactly using the analytic expression for the excitation waveform.
We considered a signal duration corresponding to 500 times the time resolution cell of the waveform considered and populated it with an average of 100 random Diracs per time resolution cell. We compared three interpolating basis functions, namely nearest-neighbor (degree zero), linear (degree one), and quadratic Keys (degree two), four (non-interpolating) B-spline basis functions of degrees 2, 3, 4, and 5, and the (non-interpolating) O-MOMS basis function of degree three. To validate that the theoretical approximation order of these basis functions (i.e., degree plus one) is achieved by the proposed method, we compared each approximated signal with the analytic one using Eq. (26) at 15 log-linearly spaced sampling rates ranging from 20 MHz to 1 GHz.

The resulting convergence curves are depicted in Fig. 3. One can see that the theoretical approximation orders are accurately validated for all basis functions and that the use of high-order non-interpolating B-spline basis functions provides a major advantage. It can also be mentioned that the O-MOMS of degree three seems to be “over-performing” at low frequencies, namely from 20 MHz to 50 MHz. This low-frequency range represents a “rough” Nyquist-rate range for the excitation waveform considered [Fig. S5(b)], especially below 30 MHz.

We considered two transducer-element shapes and corresponding baffle conditions for which analytic expressions are available for evaluating the SIR at any field point: the spherically focused element (i.e., spherical cap) with a rigid baffle boundary (Arditi, 1981) and the rectangular plane with a soft baffle condition (San Emeterio and Ullate, 1992). In all cases, we considered the same excitation waveform [in Fig. S5], characterized by a (center) wavelength \( \lambda \approx 291 \) pm for \( c = 1540 \) m/s. We evaluated the field signal radiated by the transducer element at three characteristic field points (A, B, and C) positioned relatively to the transducer element center. The three field points were positioned such that their projections onto the surface lie on an axis of symmetry, an edge, and outside the surface projection.

We restricted the comparison to the following basis functions: nearest-neighbor, linear, quadratic Keys, B-spline of degrees three and five, and O-MOMS of degree three. Two sampling rates of 30 MHz and 80 MHz were considered, namely a rather low sampling rate for the excitation waveform considered, and a rather high one [Fig. S5(b)]. Both shapes considered were represented exactly by NURBS surfaces. For the Gaussian quadrature rule, we relied on the well-known Gauss-Legendre one. As the regularity of the integrand involved in the evaluation of the SIR [Eq. (1)] has not been studied in depth, we relied on a heuristic strategy consisting of selecting the number of quadrature points in each \((u, v)\) direction of the NURBS surface to obtain a spatial sampling rate equivalent to the sampling rate considered for the time dimension. By doing so, it was observed that the resulting accuracy was not bound by the quadrature rule in the cases studied.

Because no analytic expressions could be derived for the field signals, we relied on a very high sampling rate to evaluate the analytic SIR, the excitation waveform, and their discrete convolution. We used a reference sampling rate of 20.01 THz for the 30-MHz case and of 20 THz for the 80-MHz case to guarantee integer downsampling factors. We also compared the SIRs obtained using Eq. (25).

1. Spherically focused element with a rigid baffle condition

The geometry of the spherically focused transducer element considered is defined by an active diameter \( D = 20 \lambda \) and a spherical radius \( R \) defined such that \( 2R/D = 4.8 \), namely a similar ratio to the one studied in (Arditi, 1981, Fig. 4). The NURBS representation and corresponding four smooth Bézier patches is identical to the one described in Fig. S2. Our heuristic strategy to define the number of quadrature points led to \((59 \times 91)\) Gauss-Legendre quadrature points per Bézier patch for the sampling rate of 30 MHz, and \((155 \times 243)\) for the sampling rate of 80 MHz. The three field points (A, B, and C) at which field signals were evaluated all lie in the same plane of revolution at a depth of \( D/2 = 10 \lambda \). The lateral coordinate of the first one (A) is \( x_A = 0 \). For the second one (B), the lateral coordinate was computed such that its projection onto the surface lies on an edge, resulting in \( x_B \approx 8.1 \lambda \). The lateral coordinate of the last one (C) was simply set to \( x_C = 2x_B \) such that its projection onto the surface lies outside.
The relative two-norm errors of the field signals at each field point for both sampling rates and all basis functions considered are reported in Table I. These results indicate that the basis function of the highest order performs best (i.e., B-spline5), with a relative error of approximately $10^{-4}$ and $10^{-7}$ at a sampling rate of 30 MHz and 80 MHz, respectively. The field signals and SIRs for the B-spline basis function of degree five is depicted in Fig. 4. Despite the very different SIR at the three field points considered, the relative errors are similar at a given sampling rate. One can note that the approximated SIR typically contains ripple artifacts because the very high frequencies cannot be accounted for at such low sampling rates. This is especially visible for the field point A at a sampling rate of 30 MHz. Yet, the field signals do not suffer from such artifacts. We can also observe that the approach would tend to an accurate approximation of the SIR at much higher rates, should such a quantity be of interest. Field signals obtained with the other basis functions considered can be found in Fig. S7 to S11.

2. Rectangular element with a soft baffle condition

The geometry of the rectangular transducer element considered is defined by a width of $\lambda$ and a height of 10$\lambda$, chosen to reflect typical width-to-height ratios of transducer elements composing linear arrays. The NURBS representation is simply a bilinear surface, resulting in a single smooth Bézier patch onto which the Gaussian-Legendre quadrature rule was deployed. Our heuristic strategy to define the number of quadrature points led to (7 × 59) Gauss-Legendre quadrature points for the sampling rate of 30 MHz, and (17 × 155) for the sampling rate of 80 MHz. The three field points (A, B, and C) at which field signals were evaluated all lie in a plane parallel to the element. They were positioned at a depth of $\lambda/2$ and an elevation of $\lambda/2$, with lateral coordinates of 0, $\lambda/2$, and $\lambda$, respectively. Note that this is quite an extreme case that was selected on purpose as this results in SIRs with very high frequencies.

The relative two-norm errors of the field signals at each field point for both sampling rates and all basis functions considered are reported in Table II. As for the spherically focused case, the higher-order basis function performs best. In general, the order of relative errors are also comparable between the two element shapes. The field signals and SIRs for the B-spline basis function of degree five are depicted in Fig. 5. Similarly to the spherically focused case, ripples due to the high-frequency components of the SIR can be observed in the approximations. Field signals obtained with the other basis functions considered can be found in Fig. S12 to S16.

The same experiment was also carried out for a rigid baffle condition. All results are consistent for the two different baffle conditions. The detailed results are reported in supplementary material (Sec. S-III A 1).

IV. DISCUSSION

The results obtained from the two experiments carried out demonstrate that the proposed approach can attain a high accuracy with respect to analytic reference signals. The comparison of the relative errors obtained in all cases of the second experiment on realistic transducer element shapes (Tables I to II) with those of the convergence-order study on a random stream of Dirac delta functions (Fig. 3) shows that the latter provides an upper bound on the relative error. As such, the first experiment provides a robust way for selecting appropriate basis functions to guarantee a desired accuracy, assuming that suitable numerical quadrature is deployed.

A. Benefit of high-order B-spline basis functions

In pulse-echo US imaging, it is typically acceptable to consider a sampling rate that enable preserving frequencies with a relative spectrum magnitude of approximately $-60$ dB. In the experiments carried out, this corresponds to a sampling rate of $\sim 35$ MHz [Fig. S5(b)]. One can note (Fig. 3) that using a B-spline basis function of degree five results in a relative error of approximately $-60$ dB, and should therefore not induce additional errors in the simulated signals at that sampling rate. On the other hand, using a nearest-neighbor basis function would require a sampling rate of $\sim 10$ GHz to achieve the same relative error. This is an important observation and a major advantage of the proposed method as large-scale simulations highly benefit from low sampling rates (because of the many discrete convolutions). Thus, the use of high-order basis functions is of primary interest, even if it requires basis functions of slightly greater supports.

B. Non-uniform rational B-spline representation of surfaces

Our choice of representing radiating surfaces as NURBS surfaces was primarily motivated by the fact that they enable representing quadric surfaces exactly, and that most US transducer elements are at most quadric surfaces. Other representations could be used in the proposed approach (e.g., analytic ones), provided that the parametrization is smooth such that Gaussian quadrature can be deployed. The fact that any NURBS surface can be decomposed into smooth Bézier patches guarantees that this requirement is always met.

Also, NURBS representations are heavily used in computer-aided design (CAD) software. Hence, the design of new transducer element shapes could be evaluated directly from these NURBS definitions without additional processing (such as meshing), similarly to the concept of isogeometric analysis (IGA). The optimization of transducer element shapes could also be performed directly from their NURBS definitions with direct evaluation of the field quantities of interest.
C. Gaussian quadrature rules

We only considered the well-known Gauss-Legendre quadrature rule in the present study. Since there is no realistic scenario in which field signals would need to be computed onto the radiating surface (i.e., non-singular integrand), the Gauss-Legendre quadrature rule guarantees high-order accuracies. Even though not reported here, we also evaluated the performance of typical (low-order) quadrature rules such as the midpoint, trapezoidal, and Simpson ones. As expected, they all performed much less efficiently than the Gauss-Legendre one. We also conducted some preliminary evaluations using the Gauss-Legendre-Lobatto rule. This quadrature rule may be promising in the context of radiating surfaces as it includes the endpoints of the integration interval (i.e., the surface edges), at the cost of a slightly reduced accuracy than the Gauss-Legendre rule. However, we could not yet conclude on which one performs generally best. An in-depth study on the regularity of the integrand should be performed to obtain an optimal selection of the quadrature point number.

D. Comparison with other strategies

It is interesting to note that the proposed approach can be used to interpret previously proposed discretized approaches, as different surface representations, quadra-
Thus, these approaches could also benefit from the formulation in basis functions proposed here, in particular to benefit from higher-order basis functions.

From a pure computational perspective, simulation methods based on the SIR are particularly suited for parallel implementations such as graphics processing unit (GPU)-based ones. A critical point when it comes to GPU-based implementations is the complexity of arithmetic operations. Analytic expressions for the SIR of specific radiating surfaces involve complex operations such as hyperbolic and inverse hyperbolic operations, with many cases depending on the relative positioning of field points with respect to radiating surfaces. Such operations would typically not be ideally suited for GPU-based implementations. The proposed formulation relies

| Freq. | Point | Nearest Linear | Keys | O-MOMS3  | B-spline3 | B-spline5 |
|-------|-------|----------------|------|----------|-----------|-----------|
| 30 MHz| A     | 1.13 × 10⁻¹   | 1.10 × 10⁻¹ | 3.05 × 10⁻² | 6.18 × 10⁻³ | 2.16 × 10⁻³ | 1.20 × 10⁻³ |
|       | B     | 2.66 × 10⁻¹   | 1.05 × 10⁻¹ | 2.89 × 10⁻² | 5.80 × 10⁻³ | 2.04 × 10⁻³ | 1.09 × 10⁻³ |
|       | C     | 2.44 × 10⁻¹   | 1.08 × 10⁻¹ | 1.90 × 10⁻² | 5.01 × 10⁻³ | 1.48 × 10⁻³ | 7.12 × 10⁻⁴ |
| 80 MHz| A     | 1.37 × 10⁻²   | 1.42 × 10⁻² | 4.13 × 10⁻⁴ | 6.15 × 10⁻⁵ | 2.99 × 10⁻⁵ | 8.93 × 10⁻⁷ |
|       | B     | 1.06 × 10⁻²   | 1.08 × 10⁻² | 3.16 × 10⁻⁴ | 4.31 × 10⁻⁵ | 2.12 × 10⁻⁵ | 9.00 × 10⁻⁷ |
|       | C     | 5.02 × 10⁻²   | 1.15 × 10⁻² | 4.58 × 10⁻⁴ | 3.95 × 10⁻⁵ | 2.07 × 10⁻⁵ | 3.95 × 10⁻⁷ |
on many more operations of much lower arithmetic complexity,\(^1\) and is as such better suited for GPU-based implementations. So far, we did not perform an exhaustive benchmark of our current implementation against well-known software such as Field II. Our initial experiments in the context of pulse-echo synthetic aperture (SA) imaging indicated that we could reduce the computing time by approximately two orders magnitude, considering consumer-level central processing units (CPUs) (for Field II) and GPUs (for the proposed approach). Note that the initial goal of developing this approach was to enable us generating a sufficient amount of data for the purpose of training convolutional neural network (CNN)-based image reconstruction methods in the context of US imaging (Perdios et al., 2020, 2021).

V. CONCLUSION

We proposed a spline-based SIR approach for the simulation of field signals radiated by arbitrary shapes embedded in both rigid and soft baffles and excited by bandpass waveforms. This approach consists of representing a transducer surface as a NURBS surface and decomposing it into smooth Bézier patches onto which high-order Gaussian quadrature rules can be deployed to approximate the surface integral involved in the computation of the SIR. Using high-order B-spline bases to express the SIR, the basis SIR amounts to a sum of shifted- and-weighted basis functions that depend on the positions and weights of the quadrature points. The resulting field signal is then obtained by the convolution of the basis coefficients, derived from the excitation waveform, and the basis SIR. The use of NURBS enables accurate representations of complex surfaces, and common transducer shapes can be represented exactly. High-order Gaussian quadrature rules enable using fewer quadrature points to attain a desired accuracy than low-order ones commonly used (e.g., midpoint or trapezoidal). High-order B-spline basis functions enable using a simulation sampling rate identical to the one required to represent the excitation waveform accurately. The numerical experiments demonstrated that the proposed approach can attain errors as low as the sampling errors of the excitation waveform. The extension to transducer arrays and pulse-echo settings is straightforward. This approach is also well-suited to parallel implementations. An initial GPU implementation enabled us to reduce the computing time by up to two orders of magnitude compared with the well-known Field II simulator.
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\(^1\)A fairly exhaustive list of available software can be found on the k-Wave website: [http://www.k-wave.org/acousticsoftware.php](http://www.k-wave.org/acousticsoftware.php).

\(^2\)A typical example of a SIR and corresponding frequency spectrum is shown in supplementary material (Fig. S1).

\(^3\)This is generally true as there is no realistic interest for the evaluation of the SIR on the radiating surface, where the integrand of Eq. (1) is obviously singular.

\(^4\)Not to be confused with the inverse function of \(\varphi\).

\(^5\)Acoustic pulses are theoretically infinite responses with (rapidly) decaying trailing oscillations. Thus, they may be truncated when their trailing pulse envelope falls below some level to achieve a desired accuracy.

\(^6\)Note that it is also possible to obtain the field response to a continuous-wave excitation directly from the SIR by evaluating its Fourier transform.

\(^7\)By quadratic, it is implied that the optimal \(a = -1/2\) parameter was used for the Keys basis function, resulting in a quadratic interpolation method of order three.

\(^8\)The most complicated arithmetic operations are the square root and the cosine in the case of soft baffle conditions.
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A spline-based spatial impulse response simulator: Supplementary material

S-I. INTRODUCTION

A typical example of a SIR and corresponding frequency spectrum is shown in Fig. S1 for a rectangular element designed to work at a driving frequency of \( \sim 5 \text{ MHz} \), from which it is clear that a sampling rate of a few GHz is required.

![Graphs](image)

FIG. S1. (Color online) Example of (a) a spatial impulse response (SIR) and (b) corresponding frequency spectrum for a rectangular transducer aperture. The rectangle has a width of \( \lambda \) at 5 MHz and a height-to-width ratio of 1.6. The field point at which the SIR was evaluated is positioned relatively to the element center at \( \left( \frac{\lambda}{5}, \frac{\lambda}{5}, \frac{2}{5}\lambda \right) \) in the width, height, and depth directions. Characteristic abrupt slope changes are circled in (a). The first one represents the first time of arrival of a spherical shell centered at the position of the evaluation field point. The eight following ones represent time instants at which the spherical shell intersects the edges and vertices of the rectangular surface.
S-II. PROPOSED APPROACH

A. Non-uniform rational B-spline surface representations

As most transducer elements composing conventional US transducers are (at most) quadric surfaces, the assumption that the radiating surface can be represented exactly by a NURBS surface is generally valid in US imaging since NURBS surfaces can represent quadric surfaces exactly (Piegl and Tiller, 1997, Chap. 8). For instance, transducer elements composing linear and phased arrays are cylindrical shells (i.e., elliptic cylinders), those composing convex arrays are toroidal shells (i.e., hyperbolic paraboloids), and those composing 2-D matrix arrays are simple rectangular planes. Spherically focused transducer elements are spherical caps. An example of the latter is shown in Fig. S2, for which the NURBS surface definition can be obtained by revolving a circular arc (i.e., represented by NURBS curve). The NURBS surface can then be decomposed into four rational biquadratic Bézier smooth patches. Each of these smooth patches is defined by Eq. (12) onto the characteristic unit square space \([0, 1]^2\). As they are smooth surfaces, Gaussian quadrature rules can be deployed onto the 2-D parametric space (also referred to as parent element) by means of the tensor product. Resulting quadrature coordinates can then be mapped onto the radiating surface exactly using Eq. (12). This process is also illustrated in Fig. S2, in which the Gauss-Legendre quadrature rule was considered to obtain the quadrature coordinates of a \((5 \times 3)\) grid. Note that Gaussian quadrature rules are typically defined on a characteristic \([-1, 1]\) interval (Abramowitz and Stegun, 1964, Sec. 25.4), but can be mapped to arbitrary intervals.

FIG. S2. (Color online) Example of a non-uniform rational B-spline (NURBS) surface representing a spherical cap, decomposed into four smooth rational biquadratic Bézier patches. The NURBS mapping from the parametric space to the physical space is illustrated with a parent element comprising \((5 \times 3)\) Gauss-Legendre quadrature points. The two (unit) tangent vectors and the (unit) normal vector at each quadrature point in the physical space are depicted by green, orange and red arrows, respectively.

Thanks to their small (or nonexistent) curvatures, all other aforementioned transducer element shapes can be represented by NURBS surfaces that are themselves single rational Bézier patches already, and thus do not require any further decomposition. An example of such as case for the cylindrical shell is shown in Fig. S3.

B. Complete process and implementation details

An illustration of the convolution involved in the evaluation of Eq. (18) for each quadrature point is depicted in Fig. S4 for four different basis functions, namely nearest-neighbor, linear, quadratic Keys, and cubic B-spline. As the first three basis functions are interpolating, their corresponding (pre-filtered) coefficients are equal to the excitation waveform samples. The coefficients of the cubic B-spline have larger amplitudes than the excitation waveform to compensate for its non-interpolating property. One can already note the major issue associated with near-neighbor and linear interpolation, namely a shift error and an underestimated response, respectively. The advantage of using a cubic B-spline over a quadratic Keys, both having a support of four samples, can already be noticed. This will be confirmed by the numerical validation of the expected convergence orders (Sec. III A).
FIG. S3. (Color online) Example of a non-uniform rational B-spline (NURBS) surface representing a cylindrical shell that is also a smooth rational Bézier of degree (1, 2), that is, linear in $u$ and quadratic in $v$ directions. The NURBS mapping from the parametric space to the physical space is illustrated with a parent element comprising $(3 \times 5)$ Gauss-Legendre quadrature points. The two (unit) tangent vectors and the (unit) normal vector at each quadrature point in the physical space are depicted by green, orange and red arrows, respectively.

FIG. S4. (Color online) Illustration of the generalized interpolation strategy deployed for approximating the signal radiated by a transducer element. This strategy involves the convolution of coefficients, evaluated from the excitation waveform, with shifted basis functions. Three interpolating basis functions are depicted, namely nearest-neighbor, linear, and (quadratic) Keys. One non-interpolating basis function is also shown, namely cubic B-spline (B-spline3).
C. Extension to arrays

The extension to US transducers composed of multiple transducer elements, typically arranged as arrays, is straightforward. Let us consider a generic definition of a transducer array composed of a set of \( n_e \) transducer elements. Each element can be represented by a NURBS surface and decomposed into a set of smooth Bézier patches onto which a Gaussian quadrature rule can be defined. These elements are generally of the same shape, which would result in similar NURBS representations, although this is not required. Each \( i \)-th element can be driven by a different excitation waveform \( \{ v_i(kT) \} \), from which the corresponding basis coefficients \( \{ c_i(kT) \} \) needs only to be evaluated once [Eq. (20)]. Using the principle of superposition (linear acoustics) and Eq. (24), the field signal at any field point \( r \) radiated by such an array can be expressed as

\[
y(r, t) \approx \sum_{i=1}^{n_e} \sum_{k \in \mathbb{Z}} c_i(kT) \hat{h}_i(r, t - kT),
\]

(S1)

where each element basis SIR \( \hat{h}_i \) can be computed using Eq. (23). It is common to define explicitly the delays \( \{ \tau_i \} \) and apodization weights \( \{ a_i \} \) applied across the array elements, rather than implicitly including them in the different excitation waveforms. Such delays and apodization weights are typically used to shape the transmit beam (beamforming), for instance to focus at a desired position or to steer an unfocused wavefront. Thus, and without loss of generality, Eq. (S1) can be rewritten as

\[
y(r, t) \approx \sum_{i=1}^{n_e} a_i \sum_{k \in \mathbb{Z}} c_i(kT) \hat{h}_i(r, t - \tau_i - kT).
\]

(S2)

In pulse-echo imaging, it is conventionally assumed that all (identical) transducer elements composing the array have the same electromechanical impulse response. An identical electric excitation is also typically used, such that the characteristic excitation waveform is identical. Only the delays and apodization weights applied to the elements may therefore differ such that Eq. (S2) can be simplified as

\[
y(r, t) \approx \sum_{k \in \mathbb{Z}} c(kT) \sum_{i=1}^{n_e} a_i \hat{h}_i(r, t - \tau_i - kT).
\]

(S3)

Finally, the echo signal scattered by an ideal reflector at \( r \) can be easily obtained by the convolution of the field signal of the array [Eq. (S3)] with the field signal of the receive element [Eq. (24)], multiplied by the scattering amplitude (Jensen, 1991). Note that the excitation waveform on transmit is generally different from the one on receive, because the first contains both the electric excitation and the electromechanical impulse response, whereas the second contains the electromechanical impulse response only.
S-III. EXPERIMENTS AND RESULTS

The analytic expression of the time derivative of a log-normal-modulated sinusoidal RF pulse considered for the experiments (Sects. III A and III B) is shown in Fig. S5. It is a fairly good model for the electromechanical impulse response of transducer elements. Note that the time derivative guarantees a zero direct current (DC) component [Fig. S5(b)], a physical property of such electromechanical impulse response.

![Fig. S5](image-url)

FIG. S5. (Color online) Normalized amplitude of (a) the excitation waveform and (b) corresponding frequency spectrum of the pulse model considered for the numerical experiments.

A. Validation against analytic solutions

1. Rectangular element with a rigid baffle condition

The same experiment as described in Sec. III B 2 was carried out for the rectangular transducer element with a rigid baffle condition. The relative two-norm errors of the field signals at each field point for both sampling rates and all basis functions considered are reported in Table S-I. All results are consistent for the two different baffle conditions, even at field point C where the SIRs of the rigid and soft baffle conditions differ greatly. The field signals and SIRs for the B-spline basis function of degree five are depicted in Fig. S6. By comparing Fig. 5 and Fig. S6, one can see that the effect of the soft baffle condition is visible for all field points, and in particular at field point C. Field signals obtained with the other basis functions considered can be found in Fig. S17 to S21.

| Freq. Point | Nearest | Linear | Keys B-spline3 | O-MOMS3 | B-spline5 |
|-------------|---------|--------|----------------|---------|----------|
| 30 MHz      |         |        |                |         |          |
| A           | 2.14 x 10^{-1} | 1.23 x 10^{-1} | 4.34 x 10^{-2} | 7.83 x 10^{-3} | 3.55 x 10^{-3} | 1.31 x 10^{-3} |
| B           | 3.65 x 10^{-1} | 1.03 x 10^{-1} | 3.82 x 10^{-2} | 6.58 x 10^{-3} | 3.29 x 10^{-3} | 1.14 x 10^{-3} |
| C           | 3.59 x 10^{-1} | 9.45 x 10^{-2} | 2.37 x 10^{-2} | 4.68 x 10^{-3} | 2.24 x 10^{-3} | 6.55 x 10^{-4} |
| 80 MHz      |         |        |                |         |          |
| A           | 2.09 x 10^{-2} | 1.39 x 10^{-2} | 4.20 x 10^{-4} | 5.94 x 10^{-5} | 2.90 x 10^{-5} | 8.28 x 10^{-7} |
| B           | 2.19 x 10^{-2} | 9.50 x 10^{-3} | 3.19 x 10^{-4} | 3.39 x 10^{-5} | 1.70 x 10^{-5} | 7.74 x 10^{-7} |
| C           | 6.06 x 10^{-2} | 1.08 x 10^{-2} | 4.79 x 10^{-4} | 3.58 x 10^{-5} | 1.76 x 10^{-5} | 3.44 x 10^{-7} |
FIG. S6. (Color online) Comparison of the spatial impulse responses (SIRs) and field signals radiated at different field points by a rectangular transducer element with a rigid baffle condition, excited by a windowed-sinusoidal waveform. The excitation waveform is a differentiated log-normal-windowed sine wave, with a characteristic (center) wavelength $\lambda$. The geometry of the rectangular element is defined by a width of $\lambda$ and a height of $10\lambda$. The three field points (A, B, C) lie in a plane parallel to the element. They were positioned at a depth of $\lambda/2$ and an elevation of $\lambda/2$, with lateral coordinates of 0, $\lambda/2$, and $\lambda$, respectively. The proposed approach was implemented with a B-spline basis function of degree five, and was evaluated at two sampling rates of (first row) 30 MHz and (second row) 80 MHz. The reference SIRs and field signals were evaluated at a sampling rate of 20 THz. They are depicted with the same colors as the approximated counterparts, with a lower opacity.
FIG. S7. (Color online) Comparison of the spatial impulse responses (SIRs) and field signals radiated at different field points by a spherically focused transducer element with a rigid baffle condition, excited by a windowed-sinusoidal waveform. The excitation waveform is a differentiated log-normal-windowed sine wave, with a characteristic (center) wavelength $\lambda$. The geometry of the spherical cap is defined by an active diameter of $20\lambda$ and a spherical radius of $240\lambda$. The three field points (A, B, C) lie in the same revolution plane at a depth of $10\lambda$ and a lateral coordinate of 0, 8.1$\lambda$ (i.e., projection on the edge of the surface), and 16.2$\lambda$, respectively. The proposed approach was implemented with a nearest-neighbor basis function (degree zero), and was evaluated at two sampling rates of (first row) 30 MHz and (second row) 80 MHz. The reference SIRs and field signals were evaluated at a sampling rate of 20 THz. They are depicted with the same colors as the approximated counterparts, with a lower opacity.
FIG. S8. (Color online) *Ibid.* for a linear basis function (degree one).

FIG. S9. (Color online) *Ibid.* for a quadratic Keys basis function.
FIG. S10. (Color online) *Ibid.* for a cubic B-spline basis function.

FIG. S11. (Color online) *Ibid.* for a cubic O-MOMS basis function.
3. Rectangular element with a soft baffle condition: Additional results

FIG. S12. (Color online) Comparison of the spatial impulse responses (SIRs) and field signals radiated at different field points by a rectangular transducer element with a soft baffle condition, excited by a windowed-sinusoidal waveform. The excitation waveform is a differentiated log-normal-windowed sine wave, with a characteristic (center) wavelength \( \lambda \). The geometry of the rectangular element is defined by a width of \( \lambda \) and a height of 10\( \lambda \). The three field points (A, B, C) lie in a plane parallel to the element. They were positioned at a depth of \( \lambda/2 \) and an elevation of \( \lambda/2 \), with lateral coordinates of 0, \( \lambda/2 \), and \( \lambda \), respectively. The proposed approach was implemented with a nearest-neighbor basis function (degree zero), and was evaluated at two sampling rates of (first row) 30 MHz and (second row) 80 MHz. The reference SIRs and field signals were evaluated at a sampling rate of 20 THz. They are depicted with the same colors as the approximated counterparts, with a lower opacity.
FIG. S13. (Color online) *Ibid.* for a linear basis function (degree one).

FIG. S14. (Color online) *Ibid.* for a quadratic Keys basis function.
FIG. S15. (Color online) *Ibid.* for a cubic B-spline basis function.

FIG. S16. (Color online) *Ibid.* for a cubic O-MOMS basis function.
4. Rectangular element with a rigid baffle condition: Additional results

FIG. S17. (Color online) Comparison of the spatial impulse responses (SIRs) and field signals radiated at different field points by a rectangular transducer element with a rigid baffle condition, excited by a windowed-sinusoidal waveform. The excitation waveform is a differentiated log-normal-windowed sine wave, with a characteristic (center) wavelength $\lambda$. The geometry of the rectangular element is defined by a width of $\lambda$ and a height of $10\lambda$. The three field points (A, B, C) lie in a plane parallel to the element. They were positioned at a depth of $\lambda/2$ and an elevation of $\lambda/2$, with lateral coordinates of 0, $\lambda/2$, and $\lambda$, respectively. The proposed approach was implemented with a nearest-neighbor basis function (degree zero), and was evaluated at two sampling rates of (first row) 30 MHz and (second row) 80 MHz. The reference SIRs and field signals were evaluated at a sampling rate of 20 THz. They are depicted with the same colors as the approximated counterparts, with a lower opacity.
FIG. S18. (Color online) Ibid. for a linear basis function (degree one).

FIG. S19. (Color online) Ibid. for a quadratic Keys basis function.
FIG. S20. (Color online) *Ibid.* for a cubic B-spline basis function.

FIG. S21. (Color online) *Ibid.* for a cubic O-MOMS basis function.