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In this paper, a novel OFDM-based waveform with low peak-to-average power ratio (PAPR) and high robustness against phase noise (PN) is presented. It follows the discrete Fourier transform spread orthogonal frequency division multiplexing (DFT-s-OFDM) signal model. This scheme, called 3MSK, is inspired by continuous-phase frequency shift keying (FSK), but it uses three frequencies in the baseband model – specifically, 0 and $\pm \frac{f_{\text{symbol}}}{4}$, where $f_{\text{symbol}}$ is the symbol rate – which effectively constrains the phase transitions between consecutive symbols to 0 and $\pm \pi/2$ rad. Motivated by the phase controlled model of modulation, different degrees of phase continuity can be achieved, allowing to reduce the out-of-band (OOB) emissions of the transmitted signal, while supporting receiver processing with low complexity. Furthermore, the signal characteristics are improved by generating an initial time-domain nearly constant envelope signal at higher than the symbol rate. This helps to reach smooth phase transitions between 3MSK symbols, while the information is encoded in the phase transitions. Also the possibility of using excess bandwidth is investigated by transmitting additional non-zero subcarriers outside active subcarriers of the basic DFT-s-OFDM model, which provides the capability to greatly reduce the PAPR. Due to the fact that the information is encoded in the phase transitions, a receiver model that tracks the phase variations without needing reference signals is developed. To this end, it is shown that this new modulation is well-suited for non-coherent receivers, even under strong phase noise (PN) conditions, thus allowing to reduce the overhead of reference signals. Evaluations of this physical-layer modulation and waveform scheme are performed in terms of transmitter metrics such as PAPR, OOB emissions and achievable output power after the power amplifier (PA). Finally, coded radio link evaluations are also shown and provided, demonstrating that 3MSK has a similar BER performance as that of traditional QPSK, but with significantly lower PAPR, higher achievable output power, and possibility of using non-coherent receivers.
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I. INTRODUCTION

Low-power wide-area networks (LPWANs) are expected to be one of the fundamental pillars of the upcoming radio technologies [1–3], where a high diversity of applications exists, such as smart healthcare, factory automation, smart agriculture, wearable devices or vehicle to vehicle (VTB) communications, to name a few, each with different requirements in terms of latency, reliability and throughput. These discrepancies in requirements call for different types of solutions tailored for each necessity [4]. However, one common requirement from all the types of applications is the need of having low power consumption in the physical (PHY) layer [5], since extended battery lifetime and very wide network coverage are some of the most important parameters for this type of communication.

A. State-of-the-Art

The main goals of LPWAN are to offer long range connections with the lowest possible power consumption and cost. To achieve these goals, different approaches can be taken [4] including:

- Low peak-to-average power ratio (PAPR) modulation: LPWAN need to offer communication distances ranging from few to tens of kilometres. Low PAPR modulations can result in a very efficient use of the power amplifier (PA), increasing the transmitted power, and consequently the coverage [6].
- Narrow-band modulation techniques: The signal is transmitted in small bandwidth, which results in low noise power in the receiver, thus leading to a large coverage. An example of a standard that follows this approach is NB-IoT [7]. Furthermore, using a narrow transmission bandwidth also allows for increased number of supported devices per unit bandwidth [4].
- Spread spectrum techniques: Narrow-band signals are spread over a larger bandwidth, resulting in a noise-like signal. To detect the signal, the receiver processing gain needs to be larger than without spread spectrum. LoRa [8] utilizes direct sequence spread spectrum (DSSS) technique.
- Duty cycling: By having the device radio frequency (RF) chain functioning less amount of time, the power consumption can be reduced. However, this comes with a reduced throughput and increased latency [9].
- Reduction in control signaling overhead: Similarly to duty cycling, reduction of control signaling overhead results in lower power consumption at the expenses of increased latency.
- Reduction in hardware complexity: Since the devices need to be low cost, they need to be able to process less complex waveforms.

From the previous listed approaches, in this work, a low PAPR modulation is proposed in order to use the PA efficiently and increase the coverage of the network, while not compromising the spectral efficiency.
The presented 3MSK modulation is inspired by the minimum shift keying (MSK) idea, which was developed in [10]. MSK is a special form of binary continuous phase frequency shift keying (CPFSK) and continuous phase modulation (CPM), with a modulation index \( h = 1/2 \), and a pulse shape of half of a sinusoid \([11]\). The term “minimum” in MSK comes from the fact that the two frequencies encoding the data have minimum possible frequency deviation necessary to ensure orthogonality between both binary symbols. The resultant waveform presents a constant envelope. In [12], connections of MSK waveform with QPSK, offset QPSK (OQPSK) and frequency shift keying (FSK) are explained, including the constant envelope properties as well as the error rate performance in relation to binary PSK (BPSK). However, MSK still presents high out-of-band (OOB) emissions, which led to the idea of Gaussian MSK (GMSK) \([13]\) in order to reduce the side-lobes by using a Gaussian low-pass filter prior to the modulation.

Furthermore, the need of having robustness against phase noise (PN) in LPWAN is demonstrated in [14], where a PN compensation method for IoT devices is proposed for the standard for low-rate wireless networks IEEE 802.15.4 [15], where also non-coherent detection to MSK signal is discussed as a way to reduce the power consumption of the receiver.

The most widely studied approach for low-PAPR waveforms is based on \( \pi/2 \) phase-rotated BPSK modulation [16], which has well-controlled phase behaviour where the phase rotation between consecutive BPSK symbols is \( \pm \pi/2 \). Due to the benefits of OFDM-based multiple access, \( \pi/2 \)-BPSK is usually considered in DFT-s-OFDM [17] context, also known as single-carrier frequency-division multiple access (SC-FDMA), which is applied in 4G long-term evolution (LTE), NB-IoT, as well as in 5G New Radio in coverage-limited uplink scenarios.

In basic form, DFT-s-OFDM signal is transmitted in minimum number of subcarriers, which is equal to the number of BPSK (or generally QAM) symbols allocated to an OFDM symbol. This corresponds to zero roll-off in traditional single-carrier transmission schemes. However, both in traditional and DFT-s-OFDM cases, the signal characteristics, primarily PAPR and OOB emissions, can be greatly improved by using excess band. Then the number of active subcarriers is higher in the DFT-s-OFDM model. In this context, frequency-domain spectrum shaping (FDSS) [6] is commonly applied, corresponding to Nyquist pulse shaping. This means that the subcarrier samples generated by DFT are copied symmetrically over the excess bands on both sides (corresponding to up-sampling in time-domain multirate signal processing), and then the used DFT bins are weighted, e.g., by a raised cosine (RC) type function. Various schemes for optimizing the FDSS weights have been presented in the literature, see [18] and references therein. There are clear indications that the RC-type filters are not optimal for FDSS-based low-PAPR schemes.

The block structure of OFDM based waveforms introduces abrupt transitions between OFDM symbols and also between main OFDM symbol and its cyclic prefix (CP). This is particularly an issue in DFT-s-OFDM signals with well-controlled amplitude and phase behavior, such as \( \pi/2 \)-BPSK, CPSK [19], and 3MSK, which can be considered as nearly constant-envelope (CE) waveforms. Therefore, methods to guarantee smooth/continuous phase behavior between (i) CP-OFDM symbols and (ii) between main OFDM symbol and its CP have been considered in the literature for CPM-based DFT-s-OFDM and \( \pi/2 \)-BPSK in particular, see [20] and references therein.

The idea of constraining the phase transitions between consecutive PSK symbols with the goal of reduced PAPR was studied in [19], where a constrained PSK (CPSK) modulation was presented for DFT-s-OFDM. For CPSK, an underlying PSK constellation is defined, and for every transmitted symbol, only a smaller set of the constellation symbols are available for transmission. 3MSK can also be seen as a special case of CPSK with an underlying constellation of QPSK and three possible symbols available for each transmitted symbol. However, in this paper we present various additional features, including oversampled signal generation, excess band utilization, as well as application and analysis of different signal phase continuity aspects.

### B. Contributions and Organization

DFT-s-OFDM based low-PAPR schemes have focused on binary modulation because it is difficult/impossible to reach the targeted PAPR and OOB characteristics with low/modest complexity with four or more modulation levels. Using 3-level modulation is unconventional, but it can offer good tradeoffs for the signal characteristics while supporting 50% higher spectrum efficiency than binary schemes. Maximizing the bitrate with 3-level modulation becomes complicated in terms of bit-to-symbol mapping, but transmitting 3 bits in 2 symbols is straightforward and fairly close to the maximum rate, so it is followed also in this paper. It brings some redundancy in bit mapping which can be used to enhance link performance, basically through high-rate trellis coding and relatively simple sequence detection on the receiver side.

In this paper, we propose a novel modulation scheme for OFDM-based single carrier transmission, named as 3MSK, which allows to control the PAPR and OOB emissions by means of different parameterization alternatives concerning oversampled signal generation, imposed phase continuity, as well as the possibility of transmissions using excess bandwidth (EBW). Furthermore, thanks to the phase transition model of 3MSK, we present a receiver model capable of tracking and compensating PN effects without the need of extra reference signals, thus reducing the reference signal overhead. Finally, we also demonstrate that the proposed modulation can be detected with a non-coherent receiver.

The novel contributions of this paper include:

- 3-level based continuous phase modulation scheme with nearly constant envelope is proposed.
- Analysis of trellis-based bit-to-symbol mapping alternatives.
- Schemes for phase continuity (i) between main OFDM symbol and its CP and (ii) between CP-OFDM symbols. For (i) we adapt the model used earlier for \( \pi/2 \)-BPSK to 3MSK. For (ii) a novel scheme based on multiples of \( \pi/2 \) phase rotations of CP-OFDM symbols is proposed,
considering also the required receiver processing. The benefits of both elements are evaluated, leading to clear recommendations of their use.

- Oversampled signal generation is proposed and its capability of significant PAPR reduction is demonstrated, considering also its effects on OOB emissions and link performance.
- The use of excess band together with the oversampled model is proposed and demonstrated to provide significant further reduction of PAPR. In this paper, excess band is applied only on the transmitter side and the receiver does not make use of it. This makes it possible for adjacent users/allocations to have overlapping excess bands, which reduces the related overhead up to 50%.
- Tracking of the phase error due to large PN effects without explicitly using reference signals, thus reducing the signaling overhead, and obtaining good PN compensation.

The rest of the paper is organized as follows: In Section II, the 3MSK signal model and transmitter architecture are introduced, including the trellis-based bit-to-symbol mapping, phase continuity model, oversampled signal generation, and use of excess bands. Section III explains the receiver signal processing architecture, with focus on 3MSK signal detection. Section IV introduces the performance metrics used for evaluation, and the numerical results and comparisons are included in Section V. Finally, the concluding remarks can be found in Section VI.

II. TRANSMITTER PROCESSING

3MSK is a modulation tailored for OFDM-based single carrier waveform that allows for lower PAPR, low OOB emissions, robustness against the effects of PN and can be utilized with non-coherent detection.

The main idea behind 3MSK relies on a continuous-phase FSK signal with three frequencies in baseband model (i.e., $0, +f_{symbol}/4$ and $-f_{symbol}/4$, where $f_{symbol}$ is the symbol rate). The three frequencies allowed to be transmitted per symbol time effectively constrain the phase transitions between consecutive symbols to $0, +\pi/2$ and $-\pi/2$ rad. Fig. 1 shows the block diagram of the transmitter, highlighting in blue the main processing blocks for 3MSK, and Fig. 2 shows the in-phase/quadrature (IQ) scatterplots of the 3MSK signal compared to QPSK. It can be seen that by restraining the phase transitions between consecutive symbols to $\pm\pi/2$ or 0 rad in the 3MSK modulation, the zero-crossings in the scatter-plot can be avoided, and therefore the signal does not present samples with very low power, in contrast to QPSK, where samples with low power appear in the zero-crossings, and samples with larger power than in the 3MSK are also present, increasing the PAPR of the signal.

A. System Model

Let us first define the basic quantities for presentation clarity. The mapping of bit to 3MSK symbols can be done by means of the so-called 3MSK block. A 3MSK block is a block of 3MSK symbols that follow the constraint of phase difference between consecutive symbols and encode the information in their phase transitions. $B$ bits are mapped to $K_b$ 3MSK symbols to form a 3MSK block. In the context of DFT-s-OFDM, it is natural to assign the 3MSK block size to the number of sub-symbols carried by a DFT-s-OFDM symbol ($K$), so that $K_b = K$. In traditional DFT-s-OFDM processing, the number of sub-symbols carried by a DFT-s-OFDM symbol is the same as the DFT size in the modulator, and therefore corresponds to the size of the in-band, or active subcarriers. The number of bits $B$ of a 3MSK block can be up to $3K_b/2$ if no other constraints than the phase difference between symbols are applied. However, as will be seen in the following sub-sections, if phase continuity between cyclic prefix (CP) and main symbol should be achieved, 2 bits less are mapped. After obtaining the $K$ 3MSK symbols, interpolation (sampling rate increase) by the factor of $L \geq 1$ (typically $L = 2$) is performed, giving $K' = L \cdot K \geq K$ samples to be used as input to the DFT of size $K'$. Finally, $K''$ DFT bins are mapped to the IFFT input. An excess band of $E \in [0, N-K']$ subcarriers may be included in the mapping, such that

$$K'' = K + E.$$  \hspace{1cm} (1)

The excess bandwidth (EBW) can also be denoted as $EBW = 100 \cdot E/K \%$.

These processing steps can be interpreted as FDSS with excess band using rectangular window for weights. While this

Fig. 1. Block diagram of the generic 3MSK transmitter for DFT-s-OFDM.

Fig. 2. IQ scatterplot of (a) the 3MSK signal without oversampling and phase continuity options, and (b) QPSK signal for DFT-s-OFDM.
is straightforward from the implementation point of view, we have not been able to obtain significant improvement in signal characteristics or link performance using other window shapes.

In the bit mapping, 3 bits are mapped into 2 consecutive transitions. This means that each 3MSK symbol carries 1.5 bits. Since 2 consecutive transition carry the 3 information bits, and the transitions can be either 0, +π/2, −π/2, there would be 9 different transition combinations. Because 3 bits encode 8 different values, one transition combination needs to be avoided, which is illustrated in Fig. 3, showing possible transition pairs, avoiding the two consecutive 0 rad transition.

Within this paper, this type of mapping is referred to as symmetric mapping (SM). It has to be noted that any of the possible transitions in the second rotation can be discarded, possibly generating a non-symmetric mapping (NSM). We have observed that non-symmetric mappings may provide slightly lower PAPR and OOB emissions than the symmetric mapping. However, in the continuation, we mainly consider symmetric mapping due to its simplicity.

Table I shows an example of a bit-to-transition mapping table that was found after an exhaustive search over all valid symbol sequences of 4 symbols (6 bits), based on Hamming distance and Euclidean metric for symmetric mapping. It needs to be noted that there are multiple optimum mappings that provide the same metric as the mapping of the example. Furthermore, it is clear from the nature of the mapping (bit-to-transition) that it is in fact a differential mapping, where the information is carried in the phase transition, hence allowing for non-coherent detection.

After summarizing the basic characteristics of the 3MSK, let us further explain the additional properties that this modulation can support in order to reduce PAPR and OOB emissions. This additional properties are: (i) phase continuity, either between CP and main symbol, or between consecutive DFT-s-OFDM symbols, denoted as full phase continuity when both types are included, and (ii) the oversampled transmission, with the possibility of employing excess bandwidth.

### B. Phase continuity

The controlled phase transition model of the 3MSK allows us to have phase continuity between the CP and main symbol (i.e., within a DFT-s-OFDM symbol) as well as between consecutive CP-OFDM symbols. It is possible to use either of the two elements of phase continuity, but combining the two gives the maximum reduction of the OOB emissions, as will be seen in Section V.

#### 1) Phase continuity between CP and main symbol

The phase continuity between CP and main symbol can be reached by forcing the phase of the first and last 3MSK symbol of the DFT-s-OFDM symbol to have a phase difference of less than, or equal to π/2 rad. Due to the cyclic nature of DFT processing, this is obtained for example by generating \( K_b + 1 \) 3MSK symbols, forcing the first and last symbols of the block to be the same, and just transmitting \( K_b \) symbols (i.e., either the first or the last 3MSK symbol of the block is discarded). Fig. 4a shows the scatterplot of the signal when phase continuity between CP and main symbol is used, compared to the case without forcing phase continuity and the full phase continuity case, that will be explained in the following section. It can be seen that when CP phase continuity is added, the number of zero crossings caused by phase variations of π/2 rad is reduced. However, there are still some phase transitions larger than π/2 rad that are caused by the phase discontinuity between CP-OFDM symbols.

Assuming that the 3MSK block size is the same as the number of sub-symbols in a DFT-s-OFDM symbol, 2 bits of data per 3MSK block are lost. This is because to start and end in the same phase, only 1 bit, instead of 3, can be mapped to the last 2 transitions. The bit-to-transition mapping of the last bit of a 3MSK block depends on the phase state before the last pair of transitions, and there are 4 possible phases that could have been transmitted in the symbol before the last 2 transitions. These phases are 0, π/2, π and −π/2 rad. The last bit can be either 0 or 1. This leaves us with 8 possible

---

**Fig. 3. Example of a symmetric structure of bit-to-transition mapping.**

**Table I**

| b2 b1 b0 | First transition [rad] | Second transition [rad] |
|----------|------------------------|-------------------------|
| 0 0 0    | −π/2                  | +π/2                    |
| 0 0 1    | +π/2                  | −π/2                    |
| 0 1 0    | −π/2                  | 0                       |
| 0 1 1    | 0                     | +π/2                    |
| 1 0 0    | 0                     | +π/2                    |
| 1 0 1    | +π/2                  | 0                       |
| 1 1 0    | −π/2                  | +π/2                    |
| 1 1 1    | +π/2                  | +π/2                    |
transitions to which the last bit can be mapped, which allows us to use a similar bit-to-transition mapping table as Table II. This is a useful property of using the symmetric bit-to-transition mapping, because if a non-symmetric mapping were to be used, it would not be possible to use the same table to obtain CP and main symbol continuity.

By including the phase continuity constraint between CP and main symbol, the 3MSK block maps $3K_b/2 - 2$ bits to $K_b$ 3MSK symbols. Assuming that the first and end phase state is the zero phase (0 rad), the bit-to-transition mapping table of the last bit to provide phase continuity between CP and main symbol is shown in Table II.

This type of phase continuity helps in the receiver processing, since it can be assumed that the first and last state of the receiver trellis are the same, thus the selection of the maximum likelihood (ML) or maximum a posteriori (MAP) sequence by the detector is determined by the path that has the lowest metric with the same initial and end state.

2) Phase continuity between consecutive DFT-s-OFDM symbols

Fig. 4a shows the IQ scatterplot of the signal also when both phase continuity between consecutive DFT-s-OFDM symbols and between the CP and the main symbols are used (denoted as full phase continuity). It can be seen that in this case there are no abrupt phase transitions, while in the other two cases, phase transitions larger than $\pi/2$ between consecutive samples exist.

Phase continuity between consecutive DFT-s-OFDM symbols is achievable in two different ways. One alternative is to force the state sequence of the first sample of the CP to reach the same initial state from the beginning of the symbol. This approach is equivalent to the one used to generate phase continuity between CP and main symbol, and has the drawback that another 2 bits per DFT-s-OFDM symbol are lost. \[1\]

Alternatively, it is also possible to compensate the phase rotations during each underlaying CP-OFDM symbol in such a way that the phase continuity is achieved between the first sample of the CP and the end of the previous DFT-s-OFDM symbol, as illustrated in Fig. 5. In this approach, the loss of two additional bits is avoided. Given that $\phi_{last}^t$ is the phase of the last sample of the previous $(t-1)$ symbol, and the phase of the first sample of the CP of the current $(t)$ symbol is $\phi_{first}^t$, the phase difference between these two consecutive samples is

$$\phi_{diff}^t = \phi_{last}^t - \phi_{first}^t. \quad (2)$$

Then the symbol $t$ is rotated by $u \frac{\pi}{2}$ rad, where $u$ is the integer that satisfies

$$\min_u |u \frac{\pi}{2} - \phi_{diff}^t|. \quad (3)$$

It has to be noted that depending on the numerology used, when the CP-length is formed by an integer number of 3MSK symbols, the phase difference $\phi_{diff}^t$ will already be an integer product of $\pi/2$ rad. In the other cases when the CP-length is not formed by an integer number of 3MSK symbols, the phase continuity between DFT-s-OFDM symbols is not exact. It can be noted that the same constraints on numerology for exact phase continuity apply also for the controlled state sequence based method mentioned above.

The phase continuity between DFT-s-OFDM symbols allows to reduce the OOB emissions, and the combination with

---

1 Similar approach has been used earlier with $\pi/2$ BPSK for both types of phase continuity.\[20\]

---

**Table II**

| Phase transmitted before last bit [rad] | First transition [rad] | Second transition [rad] |
|----------------------------------------|------------------------|-------------------------|
| 0                                      | $-\frac{\pi}{2}$       | $\frac{\pi}{2}$        |
| $\frac{\pi}{2}$                       | $0$                    | $-\frac{\pi}{2}$       |
| $-\frac{\pi}{2}$                      | $0$                    | $\frac{\pi}{2}$        |
| $\pi$                                  | $\frac{\pi}{2}$       | $0$                     |
| $-\frac{\pi}{2}$                      | $-\frac{\pi}{2}$      | $\frac{\pi}{2}$        |

---

**Fig. 4.** Effects of oversampling factor ($L$), excess band, and phase continuity options on the scatter plot of 3MSK. (a) $L = 1$ and different phase continuities, (b) $L = 1$ and $L = 2$ comparison without phase continuity, (c) $L = 2$ with $a = 0$ and $a = 0.05$ comparison with full phase continuity, and (c) $L = 2$ with 37.5% EBW.
CP-main symbol phase continuity brings the largest OOB emission reduction.

C. Oversampled 3MSK Signal Generation

The 3MSK signal can be generated at a higher than symbol rate, which allows for reduction of the PAPR. In this paper, we focus on the oversampling factor of $L = 2$. The effects of the oversampling can be seen in Fig. 4, where Fig. 4a shows the non oversampled version and Fig. 4b, 4c and 4d show the scatterplots of oversampled signals. It can be seen that in the oversampled cases, the signal stays closer to the unit circle, meaning that the power variations are smaller in comparison to the non oversampled case.

Oversampling the signal by $L = 2$ is easily achievable by zero-padding between consecutive 3MSK symbols obtained after phase-to-transition mapping and applying an interpolation filter to the zero-padded sequence. Since the initial 3MSK signal (before DFT-s-OFDM processing) has perfectly constant envelope, a linear interpolation filter is applied to the phase of the initial 3MSK signal. This phase interpolation can be performed with any interpolation filter, but simple filters with very low complexity are found to be sufficient. One such interpolation filter can be expressed as

$$h = [-a, 0, 0.5 + a, 1, 0.5 + a, 0, -a].$$  \hspace{1cm} (4)

Here $a$ is an adjustable parameter which affects the smoothness of the interpolated phase function, while the initial 3MSK phase values are not affected. With $a = 0$, it corresponds to linear interpolation of phase between two consecutive 3MSK symbols. Values of $a > 0$ provide some benefits in terms of BER performance, while not significantly affecting the PAPR or OOB emissions, as will be seen in Section V. Fig. 4d shows the difference in the scatterplot for the signal without oversampling and the oversampled signal with different values of the parameter $a$ without imposing any phase continuity, and Fig. 4e shows the scatterplots of oversampled signal with different values of $a$ and full phase continuity. It can be seen that the effects of different $a$ values is not significant in the scatterplot, and therefore we could also expect small variations in the PAPR distribution for different $a$ values.

To perform the interpolation, given that $x_k$, for $k \in 0, 1, ..., K_b - 1$ are the phases of a block 3MSK symbols of size $K_b$, the zero-padding between consecutive symbol phases is performed as

$$\tilde{x}_{k'} = \begin{cases} x_k \mod(k', 2) = 0 \\ 0 \mod(k', 2) = 1 \end{cases}$$  \hspace{1cm} (5)

After the zero-padding, convolution between $h$ and $\tilde{x}_{k'}$ gives the 2-times oversampled and interpolated phases of the symbols of the 3MSK block. It has to be noted that interpolation could also be done in the frequency domain by replicating the spectrum of the 3MSK symbols and applying the frequency-domain shape of the response of the interpolation filter $h$.

As will be seen in Section V generating the 3MSK symbols at a higher rate helps decreasing the PAPR of the signal and affects the OOB emissions. After the oversampling and interpolation, the length of the 3MSK block is now $L \cdot K$ and a $L \cdot K$-size DFT is then performed before the subcarrier mapping.

Fig. 6 shows the impulse response of DFT-s-OFDM (from the DFT input to IDFT output) when 2-times oversampling is used with EBW=0 %. It can be seen that at the original symbol-time instants (red samples), the transmission is inter-symbol interference (ISI) free since none of the symbols except the current one have impact, while the inclusion of the interpolated samples (blue samples) generate ISI, with the value of their impact decreasing at both sides of the current symbol. The inclusion of these blue samples helps to lower the PAPR, but deteriorates the receiver performance due to the added ISI.

1) Usage of excess band

Due to the fact that a larger DFT size is performed, more than $K$ frequency bins (also referred as subcarriers) can be used for the transmission. This allows us to use excess band, where at least a portion of the frequency bins apart from the in-band $K$ frequency bins can be allocated in the transmission, while the rest of the frequency bins remain empty. Fig. 7 shows an example of how the frequency bins are obtained and allocated after the oversampling and interpolation are performed for different excess band configurations. Fig. 4d shows the effects of using 37.5 % of excess bandwidth (EBW) in the IQ scatterplot of the signal (the percentage of EBW is computed as the number of extra active subcarriers with respect to the in-band subcarriers, as in (1)). It can be seen that by using EBW, the signal envelope is even more confined compared to the case where no EBW is used, lowering the PAPR.

The usage of excess band for transmissions helps to further decrease the PAPR of the signal. Excess band can potentially be used also in the receiver to improve the link performance, however this remains as a topic for further studies. In this case the spectral efficiency reduces further, because the excess bands of adjacent users/allocations can be partly overlapping, if the receivers do not utilize the excess band. However, if the excess band does not include all the $L \cdot K$ bins (i.e., the case when $EBW = 100\%$), both in transmitter and receiver, inter-sub-symbol interference is observed in the receiver.
Actually, a modified Viterbi algorithm is used for the uncoded link performance results in Section VII. In the BCJR algorithm used here, states are represented by the 3MSK symbol phases, for instance, 0, ±π/2 and π rad. One additional functionality that can be added to the detection procedure is a phase error tracking estimate that updates the phase error recursively for each surviving path during the trellis search. This is very useful for mmWave and sub-THz communications, where the PN is very strong and can deteriorate the signal reception quality, especially with low-cost devices [24]. The important characteristic of this receiver processing is that it tracks the phase error by only using data symbols, i.e., no extra reference signals are needed. The addition of the recursive phase error tracking exploits the correlation between consecutive PN samples [25].

For each surviving path, the recursive phase error estimate is updated as

$\Delta_k^n = (1 - \lambda) \cdot \Delta_{k-1}^n + \lambda \cdot (\phi_{k, \text{observed}} - \phi_{3\text{MSK}}^n)$, \hspace{1cm} (6)

for $m, n \in \{0, 2, \ldots, N_{\text{states}} - 1\}$, where $N_{\text{states}}$ is the number of states in the trellis, $m$ is the previous state (symbol $k - 1$) in the surviving path to state $n$ on the $k$th symbol (i.e., the path with the lowest metric of all the paths arriving to the state $n$ at instant $k$), $\phi_{k, \text{observed}}$ is the phase of the $k$th received symbol and $\phi_{3\text{MSK}}^n$ is the phase of the reference 3MSK symbol for state $n$. The constant $\lambda \in [0, 1]$ is the estimation step that controls the recursive update of the phase error, giving more or less weight to the new observation. This phase error estimation can be used to compensate the received samples and improve the detection performance under severe PN degradation.

A simple trellis diagram of the receiver with $N_{\text{states}} = 4$ is shown in Fig. 9. For simplicity, only the forward probabilities ($\alpha$) are shown, but the backward probabilities ($\beta$) can be computed equivalently from the opposite direction. Each state represents a complex-valued 3MSK symbol. Since it is assumed that in the transmitter the bit-to-transition mapping starts in state 0 ($s_0$, which equals symbol value of 1+0j), the only possible states for the first received symbol are $s_0$, $s_1$ and $s_2$. After receiving the first symbol, there are 3 transitions from each state (which are 0 or ±π/2). The trellis diagram continues until the end of the 3MSK block. The $\alpha_k(n)$ values represent the probability of being in state $n$ at time instant $k$. The updated state values follow the expression

$\alpha_k(n) = \min\{\alpha_{k-1}(m) \cdot \gamma_k(m, n)\}$,

where $\gamma_k(m, n)$ is the transition metric between state $m$ and $n$ at time instant $k$. It can be based for example on Euclidean metric between the received symbol corrected by the conjugate of the phase error estimate, and the 3MSK symbol for state $m$ as

$\gamma_k(m, n) = \text{dist}\{r_k \cdot \exp(-j\Delta_{k-1}^m), \exp(j\phi_n^{3\text{MSK}})\}$, \hspace{1cm} (8)

where dist{} represents a given distance (it can be for instance Euclidean distance or angular distance). $\exp(-j\Delta_{k-1}^m)$ is the phase correction factor from state $m$ in the instant $k - 1$. 
i.e., the last update of phase error estimate, \( r_k \) is the received symbol at instant \( k \), and \( \phi_{3MSK} \) is the phase of the reference 3MSK symbol for state \( n \).

Assuming that the 3MSK symbol block is of length \( K \) and equal to the DFT length, the phase transition model includes \( K + 1 \) states, but only \( K \) of them are available from the receiver’s FFT-IDFT process. Then the idea of equal initial and end states (needed for CP phase continuity) is useful also for the 3MSK signal detection because the selected trellis path would be the one with the lowest metric with the same initial and final state.

**IV. Evaluation Methods and Performance Metrics**

The performance of this modulation is evaluated from the transmitter and radio link level perspectives. In the transmitter side, the reduced PAPR of the signal with its different variants is evaluated, as well as the spectrum localization, measured in terms of OOB emissions and occupied bandwidth. The maximum transmit power is obtained by taking into account the RF requirements from 5G NR standard with a Rel-16 compliant emission evaluation tool.

More specifically, the RF emission requirements, defined in [26], are: (i) adjacent channel leakage ratio (ACLR) with a limit set to 31 dB, (ii) error vector magnitude (EVM), with a limit of 17.5%, (iii) in-band emission (IBE), following the IBE mask defined in [26], and (iv) occupied bandwidth (OBW), provided that 99% of the power lies within the allocated bandwidth.

In order to assess the maximum achievable power, the input power of the PA is increased, measuring the PA output power and all the RF emission requirements until one requirement is not met.

The results are shown as a function of the output back-off (OBO), which corresponds to the difference in output power with respect to the saturation power of the PA, thus, 0 dB OBO corresponds to a transmission with a fully saturated PA.

**C. Link Level Evaluations**

A final metric to measure the performance of the studied modulation is by means of link level evaluations. For that purpose, the different variations of the 3MSK are transmitted through realistic channel models, and with the presence of PN. Uncoded bit error rate (BER) and coded block error rate (BLER) performance are obtained varying the signal to noise ratio (SNR). The coded performance is obtained by utilizing LDPC codes as defined in [28].

1) **Channel models**

The channel model used for evaluations is the TDL-E channel model with a delay spread of 50 ns defined in [29].

2) **Phase noise models**

The PN models used for evaluations are defined in [30], where the UE channel model is used in the transmitter side, and the base station (BS) channel model is used in the receiver side. For the evaluations where PN is included, a carrier

\[ PAPR(n) = \frac{|x(n)|^2}{\frac{1}{N_{tot}} \sum_{l=-N_{tot}+1}^{N_{tot}-1} |x(l)|^2}, \]
TABLE III

| Parameter               | Value                                                                 |
|-------------------------|-----------------------------------------------------------------------|
| 3MSK block size \(K_b\) | In-band subcarriers \(K\)                                            |
| Phase continuity        | No phase continuity, CP-main symbol, between DFT-s-OFDM symbols, and full phase continuity |
| Subcarrier spacing      | 120 kHz                                                               |
| Channel model           | TDL-E [29]                                                            |
| Phase noise model       | PN models from [30]                                                  |

frequency of 90 GHz is used, together with a subcarrier spacing (SCS) of 120 kHz.

V. NUMERICAL RESULTS

In the results shown in this paper, the size of a 3MSK block is the same as the DFT size, this means that each DFT-s-OFDM symbol with \(K\) in-band subcarriers, carries one 3MSK block with \(K_b = K\) 3MSK symbols. Table [III] shows the main simulation parameters used.

A. Transmitter Performance

To evaluate the transmitter performance, let us first illustrate the effects of the different parameterization (namely phase continuity, oversampled 3MSK signal generation, EBW utilization, and symmetric/non-symmetric mapping) in the power spectral density (PSD) of the signal. Fig. [10] shows the PSD of the signal with different types of phase continuity (phase continuity between CP and main symbol, phase continuity between consecutive DFT-s-OFDM symbols, and full phase continuity), as well as oversampling factors of 1 and 2, with different usage of the excess band. It is important to note that Fig. [10] illustrate the effects when exact phase continuity is used between DFT-s-OFDM symbols (i.e., \(\phi_{i,\text{diff}}\) is a multiple of \(\pi/2\) in [2]). It is observed that 2 groups can be differentiated, based on the types of phase continuity.

1) No phase continuity and CP phase continuity

On one side, the group with higher OOB emissions is formed with the cases when no phase continuity is used, or when only CP phase continuity is used, irrespective of what is the oversampling factor or the usage of EBW. It can be seen that in this group, the combination providing the lowest OOB emissions corresponds to the case when oversampling is used without EBW utilization. An important observation is that when only CP to main symbol phase continuity is employed, the OOB emissions are higher than the case without phase continuity. This is due to the periodicity of the DFT/IFFT processing of DFT-s-OFDM. In the CP to main symbol phase continuity model, \(K_b + 1\) 3MSK symbols are generated, being the first (reference) and last symbols the same, but only \(K_b\) symbols are used for transmission. This means that the phase difference between the last symbol of the block, and the first transmitted symbol of the block is always lower than \(\pi/2\) rad. Due to the periodicity of DFT and IFFT, the high-rate DFT-s-OFDM signal approaches the first sample value at the last sample of the symbol even when this phase continuity is imposed, i.e., some degree of phase continuity is achieved automatically. In the non-oversampled cases and oversampled cases where symbol phase continuity is not imposed, controlling the phase transition between CP and main symbol does not seem to provide benefits in terms of OOB emissions.

2) Symbol phase continuity and full phase continuity

The group with the lowest OOB emissions is formed with the cases when the phase continuity between DFT-s-OFDM symbols is used, and the cases when full phase continuity is used. As expected, with full phase continuity, the OOB emissions for both oversampling factors are the lowest of all the tested cases. However, in the 2 times oversampled case, we have more control over the phase behavior and visible effects can be seen when full phase continuity is utilized, compared to the case of just symbol phase continuity. An important observation is that with \(L = 2\), the PSD decays faster when going away from the in-band subcarriers, but further from the in-band \(L = 1\) presents lower OOB emissions.

Additionally, we study the effects of exact vs. approximate phase continuity between DFT-s-OFDM symbols. Recall that the condition for exact symbol phase continuity is that, \(\phi_{i,\text{diff}}\) is a multiple of \(\pi/2\), which is achieved when the CP-length is formed by an integer number of 3MSK symbols. The comparison of exact and non-exact phase continuity between DFT-s-OFDM symbols is illustrated in Fig. [11] It can be seen that when the phase continuity is exact, the OOB emissions can be reduced between 5 and 10 dB, compared to the case of approximate symbol phase continuity. It has to be noted that although approximated phase continuity between DFT-s-OFDM symbols is not as effective as exact phase continuity, it still reduces the OOB emissions by up to 10 dB with respect to the case where no phase continuity is forced (see Fig. [10]).

Finally, Fig. [12] compares non-symmetric bit-to-transition mapping with symmetric mapping (SM). It can be seen that the NSM presents lower OOB emissions that the SM due to the smoother phase variations.

To better characterize the effects of the different options, Fig. [13] illustrates the comparisons of the PAPR distributions of the 3MSK signal applied on DFT-s-OFDM, compared to QPSK. It can be seen that the basic 3MSK transmission without oversampling or EBW already presents lower PAPR than QPSK (1 dB lower at 10^-2 CCDF probability point). It has to be noted that if NSM is used, the PAPR can be reduced further 0.3 dB with respect to the symmetric mapping with full phase continuity. This is because NSM favors smoother phase variations when transition pair \(+\pi/2, -\pi/2\) (or \(-\pi/2, +\pi/2\)) is discarded, instead of the transition pair 0, 0 in the symmetric mapping.

The PAPR can be further reduced with the aid of oversampling, where up to 1.5 dB lower PAPR at 10^-2 CCDF probability point can be achieved if \(L = 2\) and no EBW is used. Furthermore, increasing the EBW from 0% to 60% further reduces the PAPR down to 0.7 dB, at the expense of spectrum efficiency loss.

Next we compare the PAPR and OOB emission performance of 3MSK against the \(\pi/2\) BPSK based schemes included in the comparison of [13]. Here the PAPR comparison is based on OFDM symbol based PAPR metric, instead of the sample based one used elsewhere in this paper. The PAPR values...
Fig. 10. PSD examples of 3MSK with and without oversampling, for different combinations of phase continuity and excess bandwidth. Active subcarriers $K = 128$, IFFT size $N = 1024$. CP length of 128 is used to reach exact symbol phase continuity.

Fig. 11. PSD examples of 3MSK for exact phase continuity between DFT-s-OFDM symbols and non-exact phase continuity between DFT-s-OFDM symbols. Active subcarriers $K = 120$, IFFT size $N = 1024$. For exact phase continuity between CP-OFDM symbols, the CP length is 128 samples, and for approximated phase continuity between CP-OFDM symbols, the CP length is 72 samples.

Fig. 12. PSD examples of 3MSK for $L = 1$ comparing non-symmetric mapping with symmetric mapping with approximate full phase continuity.

are shown in Table IV at 1% probability level. The main parameters are $N=1024$, $K=24$ (2 physical resource blocks (PRB)), and the excess bandwidth is 50% when applied. The proposed 3MSK achieves clearly better PAPR performance with larger spectral efficiency when compared to the basic $\pi/2$ BPSK based schemes without excess band and FDSS with root raised cosine (RRC) weights with excess band, while advanced
binary schemes presented in [18] reach somewhat lower PAPR.

Regarding OOB emissions, Table V shows the occupied bandwidths for -20 dB and -30 OOB power ratios for the same modulation schemes while assuming ideal (linear) power amplifier. We can observe that the occupied bandwidth of 3MSK is rather similar to the best π/2 BPSK based schemes at 1% OOB emission level, but much better at lower OOB emission levels. The -20 dB OOB power ratio is reached outside the band of K=24 subcarriers (normalized bandwidth of 1) both in non-oversampled and oversampled cases of 3MSK without excess band, and outside K=6-30 subcarriers (i.e., normalized bandwidth of 1.25) when 50% excess band is applied. These values are similar to best schemes included in the comparisons of [18] in terms of OOB emissions. Furthermore, -30 dB OOB power ratio is reached with normalized bandwidth of 1.42 in non-oversampled case, 1.34 in oversampled case without excess band, 1.5 with 50% excess band, while the corresponding normalized bandwidth is beyond 2.5 in all cases included in [18].

Table VI shows the occupied bandwidth in terms of normalized bandwidth for different phase continuity (PC) and EBW configurations.

Table VII shows the occupied bandwidth in terms of normalized bandwidth for different phase continuity and EBW configurations, with different values of the parameter α. A linear (ideal) PA is used to obtain the reference values, and a modified Rapp model from [33] with an input backoff (IBO) of 0.5 dB is used to evaluate the signal with nonlinear PA. It can be seen that modifying the parameter α of the interpolation filter does not have any effect on spectrum localization. An important result, shown in Fig. 10 as well, is that full phase continuity has a significant effect in terms of occupied bandwidth.

Finally, a way to evaluate the effects of the PAPR reduction on the signal is to use a realistic PA model and consider the different RF requirements that the signal needs to comply with (namely ACLR, EVM, IBE, OBE, and OBW) in order to obtain what is the maximum output power after the amplification stage. Fig. 14 shows the simulated OBO with respect to the PA saturation point, for an FR2 PA [33] for 3MSK with and without oversampling and QPSK, with respect to the number of allocated PRBs. One PRB corresponds to 12 subcarriers, in 3GPP nomenclature. It is shown that the basic 3MSK without oversampling can already output up to 3 dB higher power than QPSK when the channel is fully allocated, and 1 dB more for small allocations. Furthermore, with L = 2 and full phase continuity the PA can be driven to full saturation for small and medium size allocations, and with full allocation, extra 0.4 dB output power compared to non-oversampled case can be obtained, while fulfilling all the RF emission requirements.

### Table IV

| Scheme | PAPR @1% Probability |
|--------|-----------------------|
|        | Basic scheme | 0 EBW | 50% EBW |
| 3MSK L = 1 | 4.9 dB | N/A | N/A |
| π/2BPSK | 5.2 dB | N/A | N/A |
| 3MSK L = 2 | N/A | 2.9 dB | 1.3 dB |
| Schemes of [31] and [32] | N/A | 1.5 - 2.1 dB | N/A |
| FDSS with RRC weights | N/A | 2.2 dB | |
| Schemes of [13] and [16] | N/A | N/A | 0.6-0.9 dB |

### Table V

| Scheme | Normalized bandwidth |
|--------|----------------------|
|        | -20 dB OOB | -30 dB OOB |
| 3MSK L = 1 | 1 | 1.42 |
| π/2BPSK | 1.18 | >2.5 |
| 3MSK L = 2, 0% EBW | 1 | 1.34 |
| Schemes of [31] and [32] | 0.95-1 | >2.5 |
| 3MSK L = 2, 50% EBW | 1.25 | 1.5 |
| FDSS with RRC | 1.38 | >2.5 |
| Schemes of [16] | 1.20-1.26 | >2.5 |

### Table VI

| Scheme Configuration | @-20 dB | @-30 dB |
|---------------------|---------|---------|
| Linear PA IBO=0.5 dB | 1.17 | 1.92 | >7 | >7 |
| Linear PA IBO=0.5 dB | 1 | 1.42 | 1.42 | 2.67 | 2.67 |
| Linear PA IBO=0.5 dB | 1.08 | 1.42 | >7 | >7 |
| Linear PA IBO=0.5 dB | 1 | 1.42 | 1.33 | 2.08 |
| Linear PA IBO=0.5 dB | 1.42 | 1.5 | >7 | >7 |
| Linear PA IBO=0.5 dB | 1.25 | 1.25 | 1.5 | 2.17 |
| Linear PA IBO=0.5 dB | 1.42 | 1.5 | >7 | >7 |
| Linear PA IBO=0.5 dB | 1.25 | 1.25 | 1.5 | 2.08 |

- **TABLE IV**: PAPR comparison of the proposed 3MSK modulation and the schemes of [16], [31], [32].
- **TABLE V**: OOB bandwidth comparison of the proposed 3MSK modulation and the schemes of [16], [31], [32] with linear PA.
- **TABLE VI**: Occupied bandwidth in terms of normalized bandwidth for different phase continuity (PC) and EBW configurations.

---

**B. Radio Link Level Evaluations**

In order to assess the performance of the 3MSK, several radio link level simulations have been evaluated under different conditions to compare the performance of the different variants of 3MSK in terms of uncoded bit-error-rate (BER) for a coherent receiver. These conditions include additive white Gaussian noise (AWGN) channel and TDL-E channel model defined in [29] with delay spread of 50 ns. Additionally, PN degradation is included in the simulations to show the robustness of the receiver processing against the effect of PN by using the models defined in [30], where the phase tracking step of the 3MSK receiver is set to λ = 0.05. Finally, a comparison of block error rate (BLER) is evaluated for 3MSK...
transmissions have the same spectral efficiency. This means reception is assumed and PN is included. The coding rates with oversampling factor obtained from the transmitter. which is lower than the extra output power gain that could be achieved for 3MSK with oversampling factor L = 1, no PN for different EBW usage with full phase continuity for the narrow-band case of K = 12. Generally, it was observed that phase continuity has minor effect on link performance and all BER results here are with full phase continuity. The receiver for the L = 2 case when EBW is larger than 0% directly discards the excess band, and only utilizes the in-band subcarriers for detection. It has to be noted that the extra gain in output power of the 3MSK compared to QPSK is not included in the illustration. It can be observed that the uncoded BER of 3MSK with L = 1 is similar to that of QPSK, and that when oversampled transmission is included, there is a degradation of around 1 dB at the 10^-1 BER point, and of around 2 dB at the 10^-2 BER point. It could be expected that the degradation in required SNR for a given uncoded BER value can be compensated by the ability of generating more power out of the PAPR of the signal. It is also worth to note that with a = 0.05, the BER is lower than with a = 0.

Fig. 15 shows the uncoded BER for 3MSK with L = 1 is similar to that of QPSK, and that when oversampled transmission is included, there is a degradation of around 1 dB at the 10^-1 BER point, and of around 2 dB at the 10^-2 BER point. It could be expected that the degradation in required SNR for a given uncoded BER value can be compensated by the ability of generating more power out of the PA due to the lower PAPR of the signal. It is also worth to note that with a = 0.05, the BER is lower than with a = 0.

Fig. 16 shows the uncoded bit-error-rate (BER) for TDL-E channel for 3MSK with L = 1 and L = 2, and QPSK. For the 3MSK, the degradation when PN is included with L = 1 is 0.5 dB at the 10^-2 BER point, for both AWGN channel and TDL-E channel. The degradation for QPSK when PN is included is 1.3 dB, and 3MSK with L = 1 performs 1 dB better than QPSK. Additionally, when L = 2, 3MSK needs 1.2 dB higher SNR than QPSK to reach the 10^-2 BER point, which is lower than the extra output power gain that could be obtained from the transmitter.

Finally, Fig. 17 shows the coded link level results for 3MSK with oversampling factor L = 1 and QPSK when non-coherent reception is assumed and PN is included. The coding rates of 3MSK and QPSK are paired in such a way that both transmissions have the same spectral efficiency. This means that the equivalent coding rate of 3MSK is increased by the factor of 2/1.5 = 1.33 to ensure same spectral efficiency. For 3MSK, the phase error tracking step in the receiver, λ is set to 0.05. It can be seen how for the 3MSK transmissions even with non-coherent receiver and severe PN degradation, 3MSK is able to reach the 10^-1 BLER point, while QPSK presents an error floor when the coding rate is higher, proving the resilience of 3MSK to PN impairments.

VI. Conclusions

In this article, a novel DFT-s-OFDM based waveform with 3-level CPM based modulation schemes, referred to as 3MSK, was proposed, shown to provide well-localized spectrum, low PAPR, and robustness against phase noise, while also facilitating non-coherent receiver processing and low processing complexity. It was observed that phase continuity between underlying CP-OFDM symbols helps to reduce the out-of-band emissions greatly. In terms of occupied bandwidth metric, 3MSK was found to exceed the performance of best π/2 BPSK DFT-s-OFDM reference schemes, also when a practical
nonlinear power amplifier model is included. On the other hand, phase continuity between CP and main symbol, having clear effect on OOB emissions only in oversampled cases, has minor importance from the spectrum localization point of view. However, it helps to reduce PAPR in some scenarios, and most importantly, it helps to deal with phase uncertainty in the phase rotation based symbol phase continuity scheme, leading to improved link performance. Therefore, schemes with full phase continuity appear as the most interesting choice.

Oversampled signal generation and utilization of excess band was found to greatly improve the PAPR characteristics, reaching the PAPR of common $\pi/2$ BPSK schemes, at the cost of some loss in the link performance. One important advantage of the PAPR reduction can be seen in the results of maximum output power achievable from a realistic PA, where non-oversampled 3MSK can outperform QPSK by 3 dB, and with $L = 2$, fully saturated PA can be used. The use of smoother 7-tap phase interpolation filter instead of linear interpolation provides worthwhile improvement both in PAPR and link performance. Finally, coded link level performance results were presented, showing that 3MSK without oversampling has similar performance to that of QPSK, and that in strong PN scenarios, 3MSK can be detected without the need of extra reference signals.

Overall, 3MSK was found to provide new and interesting tradeoffs between data rate and achievable transmission power with effective and low-cost power amplifiers, as an alternative to binary and 4-level transmission schemes. The views of future research include possibilities to reduce the gap in the link performance between basic and oversampled models through improved detection methods both for cases with and without excess band in the transmitter. In this paper, we considered only receivers which do not utilize the excess band, a scenario which has a benefit in terms of spectrum efficiency since the excess bands of different users/allocations may be overlapping. Also the utilization of the excess band on the receiver side is an interesting alternative to be considered in the future work.
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