Normalized solutions for nonlinear Schrödinger systems with special mass-mixed terms: The linear couple case
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Abstract

In this paper, we prove the existence of positive solutions \((\lambda_1, \lambda_2, u, v) \in \mathbb{R}^2 \times H^1(\mathbb{R}^N, \mathbb{R}^2)\) to the following coupled Schrödinger system

\[
\begin{aligned}
-\Delta u + \lambda_1 u &= \mu_1 |u|^{p-2} u + \beta v \quad \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v &= \mu_2 |v|^{q-2} v + \beta u \quad \text{in } \mathbb{R}^N,
\end{aligned}
\]

satisfying the normalization constraints \(\int_{\mathbb{R}^N} u^2 = a, \int_{\mathbb{R}^N} v^2 = b\). The parameters \(\mu_1, \mu_2, \beta > 0\) are prescribed and the masses \(a, b > 0\). Here \(2 + \frac{4}{N} < p, q \leq 2^*\), where \(2^* = \frac{2N}{N-2}\) if \(N \geq 3\) and \(2^* = +\infty\) if \(N = 2\). So that the terms \(\mu_1 |u|^{p-2} u, \mu_2 |v|^{q-2} v\) are of the so-called mass supercritical, while the linear couple terms \(\beta v, \beta u\) are of mass subcritical. An essential novelty is that this is the first try to deal with the linear couples in the normalized solution frame with mass mixed terms, which are big nuisances due to the lack of compactness of the embedding \(H^1(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)\), even working in the radial subspace. For the Sobolev subcritical case, we can obtain the existence of positive ground state solution for any given \(a, b > 0\) and \(\beta > 0\), provided \(2 \leq N \leq 4\). For the Sobolev critical case with \(N = 3, 4\), it can be viewed as a counterpart of the Brezis-Nirenberg critical semilinear elliptic problem for the system case in the context of normalized solutions. Under some suitable assumptions, we obtain the existence or non-existence of positive normalized ground state solution.
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1 Introduction

This paper concerns the existence of solutions \((\lambda_1, \lambda_2, u, v) \in \mathbb{R}^2 \times H^1(\mathbb{R}^N, \mathbb{R})\) to the following system of elliptic equations

\[
\begin{cases}
-\Delta u + \lambda_1 u = \mu_1 |u|^{p-2} u + \beta v & \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v = \mu_2 |v|^{q-2} v + \beta u & \text{in } \mathbb{R}^N,
\end{cases}
\tag{1.1}
\]

satisfying the normalization constraints:

\[
\int_{\mathbb{R}^N} u^2 = a, \quad \int_{\mathbb{R}^N} v^2 = b.
\tag{1.2}
\]

The parameters \(\mu_1, \mu_2, \beta > 0\) are prescribed and the masses \(a, b > 0\). Here \(2 + \frac{4}{N} < p, q \leq 2^*\), where \(2^* = \frac{2N}{N-2}\) if \(N \geq 3\) and \(2^* = +\infty\) if \(N = 2\).

The problem under consideration is associated with the research of standing waves for the system of coupled Nonlinear Schrödinger Equations (NLS):

\[
\begin{cases}
-i \partial_t \Psi_1 = \Delta \Psi_1 + \mu_1 |\Psi_1|^{p-2} \Psi_1 + \beta \Psi_2 & \text{in } \mathbb{R} \times \mathbb{R}^N, \\
-i \partial_t \Psi_2 = \Delta \Psi_2 + \mu_2 |\Psi_2|^{q-2} \Psi_2 + \beta \Psi_1 & \text{in } \mathbb{R} \times \mathbb{R}^N.
\end{cases}
\tag{1.3}
\]

Systems of this type arise in nonlinear optics, for example, the propagation of optical pulses in nonlinear dual-core fiber can be described by two linearly coupled NLS equations like

\[
\begin{cases}
i \phi_t + \phi_{xx} + |\phi|^2 \phi + \kappa \psi = 0, \\
i \psi_t + \psi_{xx} + |\psi|^2 \psi + \kappa \phi = 0,
\end{cases}
\tag{1.4}
\]

where \(\phi(z, x)\) and \(\psi(z, x)\) are the complex valued envelope functions, and \(\kappa\) is the (normalized) coupling coefficient between the two cores, see \([3]\). Here we recall some results on the linearly coupled system \((1.1)\) with fixed frequency \(\lambda_i\) in the past several years. In the case of \(N \leq 3\), \(\lambda_1 = \lambda_2 = \mu_1 = \mu_2 = 1\), \(p = q = 4\) and \(\beta > 0\) small enough, Ambrosetti, Colorado and Ruiz \([3]\) proved that \((1.1)\) has multi-bump solutions. When \(\mu_1 |u|^{p-2} u\) and \(\mu_2 |v|^{q-2} v\) are replaced by \(f(x, u) = (1 + c(x)) |u|^{p-2} u\) and \(g(x, u) = (1 + d(x)) |v|^{q-2} v\), respectively, system \((1.1)\) has been studied by Ambrosetti \([1]\) with dimension \(N = 1\) and Ambrosetti, Colorado and Ruiz \([2]\) with dimension \(N \geq 2\). Brezis and Lieb \([12]\) considered the more general case:

\[- \Delta u_i(x) = g_i(u(x)), \; i = 1, \ldots, n, \tag{1.5}\]

where the \(n\) functions \(g_i : \mathbb{R}^N \to \mathbb{R}\) are the gradients of some function \(G \in C^1(\mathbb{R}^N)\), namely \(g_i(u) = \partial G(u)/\partial u_i\). Under some conditions on \(g_i\) (see \(2.2), (2.3), (2.4)\) and \(2.8\) in \([12]\)), they proved that \((1.5)\) has a ground state solution which belongs to \(H^1(\mathbb{R}^N) \cap W^{2,q}_{loc}(\mathbb{R}^N)\) for any \(q < +\infty\) (see Theorem 2.2 and Theorem 2.3 in \([12]\)). Later, Chen and Zou studied this system with one critical exponent, see \([14]\). In these works mentioned above, \(\lambda_i\) are fixed in advance and there is no constraint condition \((1.2)\) imposed.

When dealing with the Schrödinger equation with normalization condition in \(\mathbb{R}^N\), a new critical exponent appears, the mass-critical exponent: \(\tilde{p} = 2 + \frac{4}{N}\). Here we are going to introduce some related works. Shibata \([28]\) studied the mass-subcritical case having more general nonlinearities. More precisely, he studied the corresponding minimizing problem with \(L^2\)-constraint

\[e_a := \inf_{u \in S_a} J(u), \tag{1.6}\]
where
\[ J(u) = \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx - \int_{\mathbb{R}^N} F(|u|) dx, \]
\[ S_a := \{ u \in H^1(\mathbb{R}^N) : \int_{\mathbb{R}^N} u^2 = a \} \]
and \( F(s) = \int_0^s f(t) dt \) is a rather general nonlinearity. Shibata shows that there exists an \( a_0 > 0 \) such that 
\( e_a \) is attained for \( a > a_0 \) and \( e_a \) is not attained for \( 0 < a < a_0 \). For mass-supercritical case, the functional is unbounded from below (and above) on \( S_a \). Jeanjean \([22]\) considered the problem
\[
\begin{cases}
-\Delta u + \lambda u = f(u), \\
\int_{\mathbb{R}^N} u^2 dx = a,
\end{cases}
\]
with \( f \) being mass supercritical and Sobolev subcritical. Under some conditions of \( f \), the author obtained a radial solution at a mountain pass value. Afterward, a multiplicity result was established by Bartsch and Jeanjean \([6,8]\). As for the problem with the combination of mass-subcritical and mass-supercritical terms, unlike the purely super-critical case we refer to Bartsch et al. \([7]\). However, they only consider the case of \( f(u) = |u|^{p-2}u \).

For the system case, Bartsch, Jeanjean, Soave \([6]\) and Bartsch, Soave \([8]\) considered
\[
\begin{cases}
-\Delta u + \lambda_1 u = \mu_1 u^3 + \beta uv^2 & \text{in } \mathbb{R}^3, \\
-\Delta v + \lambda_2 v = \mu_2 v^3 + \beta u^2 v & \text{in } \mathbb{R}^3, \\
\int_{\mathbb{R}^N} u^2 = a, \int_{\mathbb{R}^N} v^2 = b
\end{cases}
\]
with \( \beta > 0 \) and \( \beta < 0 \) respectively, they found solutions to \((1.8)\) for specific range of \( \beta \) depending on \( a, b \). Recently, Bartsch, Zhong and Zou \([10]\) studied \((1.8)\) for \( \beta > 0 \) belongs to much better ranges independent of the masses \( a \) and \( b \), they adopted a new approach based on the fixed point index in cones and the bifurcation theory. For more results about \((1.8)\), see also \([9]\) and the references therein. When considering \((1.8)\) with more general exponents of the following type:
\[
\begin{cases}
-\Delta u + \lambda_1 u = \mu_1 |u|^{p-2}u + \beta |u|^{r_1-2} |v|^{r_2} u & \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v = \mu_2 |v|^{q-2}v + \beta |u|^{r_1} |v|^{r_2-2} v & \text{in } \mathbb{R}^N, \\
\int_{\mathbb{R}^N} u^2 = a, \int_{\mathbb{R}^N} v^2 = b,
\end{cases}
\]
Gou and Jeanjean \([16]\) proved the pre-compactness of the minimizing sequences up to translation for mass-subcritical problems. Ikoma \([20]\) also considered this system with potentials. As for the mass-supercritical case, we refer to \([5,25,17]\).
Remark 1.1. We emphasize that an essential novelty of this paper is that, this is the first try to dealing with the linear coupled terms in the mass-mixed situation. Compared with the case of a single equation, there is a very complex situation in the system: when linear coupling is involved. As far as we know, there is only one work (by Chen and Zou\cite{13}) concerning the linear couples in the normalized solution frame. Due to lack of compactness of the embedding $H^1(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)$, even working in the radial subspace. However, they are only focused on the mass sub-critical case, and thus the geometric structure of the functional is simple. Compared with the case of a single equation, there is a very complex situation in the system: when linear coupling is involved. As far as we know, there is only one compactness of the embedding $H^1(\mathbb{R}^N) \hookrightarrow L^2(\mathbb{R}^N)$, even working in the radial subspace. However, they are only focused on the mass sub-critical case, and thus the geometric structure of the functional is simple. In the presence paper, we concern about $1.1 \sim 1.2$ with $2 + \frac{4}{N} < p, q \leq 2^*$, which means that $\mu_1 |u|^{p-2}u$ and $\mu_2 |v|^{q-2}v$ are of mass-supercritical terms. On the other hand, linear couple terms are of mass-subcritical. So that we are dealing with a special mass-mixed case, and the geometric structure of the functional will be very complicated.

Our result is also obtained by looking for a critical point of $J$ constrained on $S(a, b)$. However, the procedure is now more complex. Passing from mass-subcritical case to supercritical case implies a striking modification in the geometry of the variational problem. Indeed, we now have

$$\inf_{(u, v) \in S(a, b)} J(u, v) = -\infty,$$

(1.10)

thus, it is not expected to search for a minimum of $J$ on $S(a, b)$. We need to seek for a critical point having a mini-max characterization. We introduce a Pohozaev-type constraint as follows

$$\mathcal{P} := \{(u, v) \in H^1(\mathbb{R}^N) \times H^1(\mathbb{R}^N) \setminus \{0\}, P(u, v) = 0\},$$

(1.11)

where

$$P(u, v) = \int_{\mathbb{R}^N} (|\nabla u|^2 + |\nabla v|^2)dx - \mu_1 \gamma_p \int_{\mathbb{R}^N} |u|^p dx - \mu_2 \gamma_0 \int_{\mathbb{R}^N} |v|^q dx.$$

(1.12)

We shall see that $\mathcal{P} \cap S(a, b)$ contains all solutions of $1.1 \sim 1.2$. Hence we could define

$$m(a, b) := \inf_{(u, v) \in \mathcal{P} \cap S(a, b)} J(u, v) > -\infty.$$

(1.13)

We note that $m(a, b)$ is actually a mini-max value of $J(u, v)$ on $S(a, b)$. However, it is very difficult to check the complete mini-max structure for arbitrary $\beta > 0$, since the presence of the linear couple terms (It seems that one can check the mountain pass geometry structure provided $\beta > 0$ small enough).

On the other hand, as mentioned above, it is difficult to verify the compactness of $\{(u_n, v_n)\}$. We need to do much more complex compactness analysis and energy estimation, due to the linear coupled terms. However, if we define

$$m_r(a, b) := \inf_{(u, v) \in \mathcal{P} \cap S_r(a, b)} J(u, v),$$

(1.14)

we can prove that $m_r(a, b) = m(a, b)$ (see Lemma\cite{23} below). In the presence paper, we aim to prove the achievement of $m(a, b)$. So we can work in the framework of radial subspace.

In order to gain a P-S sequence of $J$ at the level $m(a, b)$, we apply the well known Caristi fixed point theorem to construct one. Precisely, by the fiber map $u \rightarrow t \ast u = t^2 u(t x)$ for $(t, u) \in \mathbb{R}^+ \times H^1(\mathbb{R}^N)$, we could construct a $C^1$ map from $S_r(a, b)$ to $\mathcal{P} \cap S_r(a, b)$:

$$(u, v) \rightarrow t_{(u, v)} \ast (u, v).$$

(1.15)
Define \( \varphi(u, v) := J(t_{(u,v)}(u, v)) \), by Caristi fixed point theorem and Ekland variational principle, we could find a P-S sequence \((u_n, v_n)\) of \(J(u, v)\) at the level \(m(a, b)\), with the additional conditions \((u_n, v_n) \in P\), see Lemmas 3.1 and Corollary 3.1 in Section 3.

Here comes our first main theorem, focused on the case \(2 + \frac{4}{N} < p, q < 2^*\) and \(2 \leq N \leq 4\).

**Theorem 1.1.** Suppose \(2 \leq N \leq 4, \mu_1, \mu_2 > 0 \) and \(2 + \frac{4}{N} < p, q < 2^*\). Then for any \(a > 0, b > 0, \beta > 0\), problem (1.1) has a ground state solution \((\lambda_1, \lambda_2, \bar{u}, \bar{v})\) with \(\lambda_1, \lambda_2 > 0\) and \(\bar{u}, \bar{v}\) are both positive and radial, satisfying the constraint (1.2). That is,

\[
J(\bar{u}, \bar{v}) = \inf \{(u, v) : (u, v) \in P \cap S(a, b)\} = \inf \{(u, v) : (u, v) \text{ is a solution of (1.1)-(1.2) for some } \lambda_1, \lambda_2\}
\]

holds.

**Remark 1.2.** If \(\beta < 0\), then (1.1)-(1.2) doesn’t have positive ground state solutions. Indeed, if \(\bar{u}, \bar{v} > 0\) solves (1.1)-(1.2) with \(J(\bar{u}, \bar{v}) = m(a, b)\), then \(J(-\bar{u}, -\bar{v}) = J(\bar{u}, \bar{v}) < J(\bar{u}, \bar{v}) = m(a, b)\), which is a contradiction with \(m(a, b) \leq J(-\bar{u}, -\bar{v}) = J(\bar{u}, \bar{v})\), due to the observation \(P(-\bar{u}, -\bar{v}) = P(\bar{u}, \bar{v}) = 0\).

If one of the exponent \(p, q\) is Sobolev critical, things become tougher. Let \(\gamma_p = \frac{N(p-2)}{2p}\) and denote \(C_{N,p}, S\) be the best constants in Gagliardo-Nirenberg inequality and Sobolev inequality respectively, we have the following results.

**Theorem 1.2.** Suppose \(N = 3, 4\) and assume \(2 + \frac{4}{N} < p < 2^*, q = 2^*\). Let \(\beta, \mu_1, \mu_2 > 0\) be fixed. If \(a > 0, b > 0\) satisfies

\[
m(a, b) + \beta \sqrt{ab} < \frac{1}{N} S_{\frac{p}{2}-1},
\]

where \(m(a, b)\) is defined by (1.13), then problem (1.1) has a ground state solution \((\lambda_1, \lambda_2, \bar{u}, \bar{v})\) with \(\lambda_1, \lambda_2 > 0\) and \(\bar{u}, \bar{v}\) are both positive and radial, satisfying the constraint (1.2). That is,

\[
J(\bar{u}, \bar{v}) = \inf \{(u, v) : (u, v) \in P \cap S(a, b)\} = \inf \{(u, v) : (u, v) \text{ is a solution of (1.1)-(1.2) for some } \lambda_1, \lambda_2\}
\]

holds. Moreover, \(\lambda_1, \lambda_2 > 0\), and \(\bar{u}, \bar{v}\) are both positive and radial.

The condition (1.17) looks not so natural, however we can prove the monotonicity of \(m(a, b)\) with respect to \(b\), consequently, we have the following result.

**Corollary 1.1.** Suppose \(N = 3, 4\) and assume \(2 + \frac{4}{N} < p < 2^*, q = 2^*\). Let \(\beta, \mu_1, \mu_2\) be fixed. If \(a > 0, b > 0\) satisfies

\[
\left(\frac{1}{2} - \frac{1}{p^*p}\right) \left(\gamma_p C_{N,p} \mu_1 a^{-\frac{2}{p-1}}\right)^{\frac{p-2}{p-1}} + \beta \sqrt{ab} < \frac{1}{N} S_{\frac{p}{2}-1},
\]

then the results of Theorem 1.2 hold.

**Remark 1.3.** Corollary 1.1 means that the results of Theorem 1.2 hold when \(a\) is large and \(b\) is small enough.
Finally, for the case of \( p = q = 2^* \), we have the following nonexistence result.

**Theorem 1.3.** (Non-existence) Suppose \( N = 3, 4 \) and assume \( \beta > 0, p = q = 2^* \). Let \( a, b, \mu_1, \mu_2 \) be fixed, then (1.1), (1.2) has no nontrivial nonnegative solutions.

The rest of this paper is organized as follows. In Section 2, we display some preliminary results. In Section 3 and Section 4, we construct a bounded nonnegative radial P-S sequence \( \{ (u_n, v_n) \} \) for \( J \) at the level \( m(a, b) \). In Section 5, we study the compactness of the P-S sequence \( \{ (u_n, v_n) \} \) given by Section 3. In Section 6, we complete the proofs of our main theorems.

**Remark 1.4.** Indeed, the results established in Sections 2-4 are valid for general dimension \( N \geq 1 \). However, we require \( 2 \leq N \leq 4 \) in Section 5 to do the compactness analysis, since the compact embedding for the radial space is not valid for \( N = 1 \). On the other hand, for the technique reason, we need a Liouville type result due to Ikoma (see [18, Lemma A.2]):

\[ -\Delta u \geq 0 \text{ in } \mathbb{R}^N, u \in L^s(\mathbb{R}^N) \text{ with } s \begin{cases} \leq \left( \frac{N}{N-2} \right) & N \geq 3 \\ \in (0, \infty) & N = 1, 2 \end{cases} \Rightarrow u \equiv 0. \]

By \( 2 \leq \frac{N}{N-2} \), we require that \( N \leq 4 \).

Throughout the paper we use the notation \( | \cdot |_p \) to denote the \( L^p(\mathbb{R}^N) \) norm, and we simply write \( H^1 = H^1(\mathbb{R}^N), H = H^1(\mathbb{R}^N) \times H^1(\mathbb{R}^N) \). Similarly, \( H^1_r \) denotes the radial subspace, and \( H_r = H^1_r \times H^1_r \), \( S_r(a, b) = S(a, b) \cap H_r \). The symbol \( \| \cdot \| \) denotes the norm in \( H^1 \) or \( H \). Let \( u^* \) be the symmetric decreasing rearrangement of \( u \in H^1 \), we recall that (see [28]) for \( 1 \leq p < \infty \),

\[ |\nabla u^*|_2 \leq |\nabla u|_2, |u^*|_p = |u|_p, \text{ and } \int_{\mathbb{R}^N} uv dx \leq \int_{\mathbb{R}^N} u^* v^* dx. \tag{1.20} \]

The notation \( \rightharpoonup \) denotes weak convergence in \( H^1 \) or \( H \). Capital latter \( C \) stands for positive constant which may depend on \( N, p, q, \ldots \), whose precise value can change from line to line.

## 2 Preliminaries

In this section, we summarize several results that will be used in the rest discussion.

Let \( p \in \left[ 1, \frac{2N}{N-2} \right) \) if \( N \geq 3 \) and \( p \geq 2 \) if \( N = 1, 2 \), let us recall the well known Gagliardo-Nirenberg inequality

\[ |u|_p \leq C_{N, p} |\nabla u|_2^{\gamma_p} |u|_2^{1-\gamma_p}, \forall u \in H^1, \tag{2.1} \]

where \( \gamma_p = \frac{N(p-2)}{2p} \).

For every \( N \geq 3 \), there exists an optimal constant \( S > 0 \) depending only on \( N \) such that

\[ S |u|_2^{\frac{2}{N}} \leq |\nabla u|_2^2, \forall u \in \mathcal{D}^{1,2}(\mathbb{R}^N), \tag{2.2} \]

where \( \mathcal{D}^{1,2}(\mathbb{R}^N) \) denotes the completion of \( C_0^\infty(\mathbb{R}^N) \) to the norm \( ||u||_{\mathcal{D}^{1,2}} := ||\nabla u||_2 \). (2.2) is also named Sobolev inequality.
Let $a > 0$, $\mu > 0$, $2 + \frac{4}{N} < p < 2^*$ be fixed, $(\lambda, u) \in \mathbb{R} \times H^1$ solves the following equation.

\[
\begin{cases}
-\Delta u + \lambda u = \mu |u|^{p-2}u & \text{in } \mathbb{R}^N, \\
\int_{\mathbb{R}^N} u^2 = a.
\end{cases} \tag{2.3}
\]

Solutions of (2.3) can be found as critical points of $J_{\mu, p} : H^1 \to \mathbb{R}$

\[
J_{\mu, p}(u) := \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u|^2 dx - \frac{\mu}{p} \int_{\mathbb{R}^N} |u|^p dx \tag{2.4}
\]

constrained on $S_a$, and the parameter $\lambda$ appears as Lagrange multiplier. Using scaling, (2.3) is equivalent to

\[
- \Delta w + w = |w|^{p-2}w \quad \text{in } \mathbb{R}^N, \quad w \in H^1, \tag{2.5}
\]

whose positive solutions had been studied clearly. So the existence of normalized solutions of (2.3) can be obtained easily, but there are special properties of these solutions as a normalized solution. To be precise, we introduce the Pohozaev-type constraint for single equations

\[
P_{\mu, p} := \{ u \in H^1 \setminus \{0\} : P_{\mu, p}(u) = 0 \}, \tag{2.6}
\]

where

\[
P_{\mu, p}(u) := \int_{\mathbb{R}^N} |\nabla u|^2 dx - \mu \gamma_p \int_{\mathbb{R}^N} |u|^p dx. \tag{2.7}
\]

We consider the following constraint minimization problem

\[
m_{\mu}^p(a) = \inf_{u \in S_a \cap P_{\mu, p}} J_{\mu, p}(u). \tag{2.8}
\]

Then we have the following lemma.

**Lemma 2.1.** Suppose $N \geq 1$, $\mu > 0$, $a > 0$, and $2 + \frac{4}{N} < p < 2^*$, then up to a translation, (2.3) has an unique positive solution $u_{\mu, p, a}$ with $\lambda > 0$. Moreover,

\[
m_{\mu}^p(a) = J_{\mu, p}(u_{\mu, p, a}) > 0,
\]

and $m_{\mu}^p(a)$ is strictly decreasing with respect to $a$.

**Proof.** By [15, 24], up to a translation, $w$ is the unique positive solution of (2.7), which is radially symmetric and decreasing with respect to 0. Since $2 + \frac{4}{N} < p < 2^*$, by scaling, we obtain the unique solution of (2.3)

\[
u_{\mu, p, a} = \left( \frac{\lambda}{\mu} \right)^{\frac{2}{2-p}} w(\lambda^{\frac{2}{2}}x) \quad \text{with } \lambda = \left( \frac{a}{|w|^{2(p-2)}} \right)^{\frac{p-2}{2-p}}.
\]

Then

\[
m_{\mu}^p(a) = J_{\mu, p}(u_{\mu, p, a})
\]

\[
= \left( \frac{1}{2} - \frac{1}{p \gamma_p} \right) \int_{\mathbb{R}^N} |\nabla u_{\mu, p, a}|^2 dx
\]

\[
= \left( \frac{1}{2} - \frac{1}{p \gamma_p} \right) \left( \gamma_p C_{N, p} \mu a \frac{\gamma_p}{2-p} \right)^{\frac{2}{2-p \gamma_p}}
\]

\[
> 0,
\]

and $m_{\mu}^p(a)$ is strictly decreasing about $a$ since $2 + \frac{4}{N} < p < 2^*$.
Here we recall the following lemmas without proof, due to Brezis and Lieb [11].

**Lemma 2.2.** Suppose \((u_n, v_n) \subset H\) is a bounded sequence, \((u_n, v_n) \rightharpoonup (u, v)\) in \(H\), then for \(0 < p < \infty\), we have

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla u_n|^2 - |\nabla u|^2 - |\nabla(u_n - u)|^2 dx = 0,
\]

(2.10)

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |\nabla v_n|^2 - |\nabla v|^2 - |\nabla(v_n - v)|^2 dx = 0,
\]

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |u_n|^p - |u|^p - |u_n - u|^p dx = 0,
\]

(2.11)

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} |v_n|^p - |v|^p - |v_n - v|^p dx = 0,
\]

and

\[
\lim_{n \to \infty} \int_{\mathbb{R}^N} u_n v_n - u v - (u_n - u)(v_n - v) dx = 0.
\]

(2.12)

**Lemma 2.3.** \(m_r(a, b) = m(a, b)\), where \(m_r(a, b)\) is given by (1.14).

**Proof.** It is trivial that \(m_r(a, b) \geq m(a, b)\). For any \((u, v) \in \mathcal{P} \cap S(a, b)\), we also have \((u^*, v^*) \in S_r(a, b)\). Furthermore, \(|\nabla u^*|^2 \leq |\nabla u|^2\), \(|\nabla v^*|^2 \leq |\nabla v|^2\) by the Pólya-Szego inequality, and \(\int_{\mathbb{R}^N} u^* v^* dx \geq \int_{\mathbb{R}^N} uv dx\) due to the Hardy-Littlewood inequality. So we have

\[
J(t \ast (u, v)) = \frac{t^2}{2} (|\nabla u|^2 + |\nabla v|^2) - \frac{\mu_1}{p} t^{p \gamma_r} |u|^p - \frac{\mu_2}{q} t^{q \gamma_r} |v|^q - \int_{\mathbb{R}^N} uv dx
\]

\[
\geq \frac{t^2}{2} (|\nabla u^*|^2 + |\nabla v^*|^2) - \frac{\mu_1}{p} t^{p \gamma_r} |u^*|^p - \frac{\mu_2}{q} t^{q \gamma_r} |v^*|^q - \int_{\mathbb{R}^N} u^* v^* dx
\]

\[
= J(t \ast (u^*, v^*)), \forall t > 0
\]

and thus,

\[
J(u, v) = \sup_{t > 0} J(t \ast (u, v)) \geq \sup_{t > 0} J(t \ast (u^*, v^*)) \geq m_r(a, b).
\]

By the arbitrary of \((u, v) \in \mathcal{P} \cap S(a, b)\), we deduce that \(m(a, b) \geq m_r(a, b)\). Hence, \(m(a, b) = m_r(a, b)\). \(\square\)

**Lemma 2.4.** Suppose \(2 + \frac{4}{N} < p, q \leq 2^*\). \((a, b) \cap \mathcal{P}\) is bounded away from \((0, 0)\) in \(D^{1,2}_0(\mathbb{R}^N) \times D^{1,2}_0(\mathbb{R}^N)\). In another word, there exists some \(C > 0\) such that

\[
|\nabla u|_2^2 + |\nabla v|_2^2 \geq C, \forall (u, v) \in S(a, b) \cap \mathcal{P}.
\]

**Proof.** By the G-N inequality, for \((u, v) \in \mathcal{P} \cap S(a, b)\), we have

\[
|\nabla u|^2 + |\nabla v|^2 = \mu_1 \gamma_p |u|^p + \mu_2 \gamma_q |v|^q \leq C(p, q, a, b) (|\nabla u|^{p \gamma_p} + |\nabla v|^{q \gamma_q}).
\]

(2.13)

Observing that \(p \gamma_p, q \gamma_q > 2\), we see that

\[
|\nabla u|_2^2 + |\nabla v|_2^2 \geq C > 0,
\]

(2.14)
We define, for \( t \in \mathbb{R}^+ \) and \( u \in H^1 \), the radial dilation
\[
(t \ast u)(x) := t^{\frac{N}{N-2}} u(tx).
\]
(2.15)

It is straightforward to check that if \( u \in S(a) \), then \((t \ast u)(x) \in S(a)\) for every \( t \in \mathbb{R}^+ \). Furthermore, the map \((t, u) \in \mathbb{R} \times H^1 \rightarrow t \ast u \in H^1\) is continuous.

For \((u, v) \in S(a, b)\), consider the \( C^1 \) functional
\[
\bar{J}(t, u, v) = J(t \ast (u, v))
\]
(2.16)

\[
= \frac{t^2}{2} \int_{\mathbb{R}^N} |\nabla u|^2 + |\nabla v|^2 \, dx - \frac{\mu_1 t^p}{p} \int_{\mathbb{R}^N} |u|^p \, dx - \frac{\mu_2 t^{p_q}}{p_q} \int_{\mathbb{R}^N} |v|^{p_q} \, dx - \beta \int_{\mathbb{R}^N} uv \, dx,
\]

where \( t \ast (u, v) := (t \ast u, t \ast v) \) for short. A direct computation shows that,
\[
\frac{d}{dt} J(t \ast (u, v)) = \frac{1}{t} P(t \ast (u, v)).
\]
(2.17)

Hence, for any \((u, v) \in S(a, b)\), there exists an unique \( t_{(u,v)} > 0 \), such that \( P(t_{(u,v)} \ast (u, v)) = 0 \) and \( P(t \ast (u, v)) > 0 \) for \( t < t_{(u,v)} \), \( P(t \ast (u, v)) < 0 \) for \( t > t_{(u,v)} \). On the other hand, applying a similar argument as \( 29 \), it is not difficult to check that the set
\[
\mathcal{P}_0 := \{(u, v) \in \mathcal{P} : \int_{\mathbb{R}^N} (|\nabla u|^2 + |\nabla v|^2) \, dx = \mu_1 p \gamma_1 \int_{\mathbb{R}^N} |u|^p \, dx + q \mu_2 \gamma_2 \int_{\mathbb{R}^N} |v|^{p_q} \, dx \}
\]
(2.18)

\[
= \{(u, v) \in \mathcal{P} : \frac{d^2}{dt^2} J(t \ast (u, v)) |_{t=1} = 0 \}
\]
is empty, then by the implicit function theorem, the map \((u, v) \rightarrow t_{(u,v)}\) is of class \( C^1 \).

3 Existence of radial Palais-Smale sequence

Define a functional \( \varphi : S_r(a, b) \rightarrow \mathbb{R} \cup \{+\infty\} \),
\[
\varphi(u, v) = \max_{t > 0} J(t \ast (u, v)) = \max_{t > 0} \bar{J}(t, u, v),
\]
(3.1)

one can see that \( \varphi \) is continuous and bounded below. By the Ekeland’s variational principle, we have the following statement.

Lemma 3.1. For \( \forall \varepsilon > 0 \), and \((u_0, v_0) \in S_r(a, b)\) satisfies \( \varphi(u_0, v_0) \leq \inf_{(f, g) \in S_r(a, b)} \varphi(f, g) + \varepsilon \), then for any \( \delta > 0 \), there exists some \((u_\delta, v_\delta) \in S_r(a, b)\), \( u_\delta \geq 0 \), \( v_\delta \geq 0 \), which satisfies
\[
\varphi(u_\delta, v_\delta) \leq \varphi(u_0, v_0),
\]
(3.2)

\[
\| (u_\delta, v_\delta) - (u_0, v_0) \|_H \leq \delta,
\]
(3.3)

\[
\varphi(u, v) > \varphi(u_\delta, v_\delta) - \frac{\varepsilon}{\delta} \| (u_\delta, v_\delta) - (u, v) \|_H, \quad \forall (u, v) \in S_r(a, b) \backslash (u_\delta, v_\delta).
\]
(3.4)
**Proof.** Firstly, define

\[ X_1 = \left\{ (f, g) \in S_r(a, b) : f \geq 0, g \geq 0, \varphi(f, g) + \frac{\varepsilon}{\delta} \|(u_0, v_0) - (f, g)\|_H \leq \varphi(u_0, v_0) \right\}, \]  

(3.5) then \( X_1 \) is closed with the relative topology of \( H_r \). Particularly, \((u_0, v_0) \in X_1\), thus \( X_1 \) is non-empty and completed.

Next we claim that for \( \forall \delta > 0 \), there exists some \((f_\delta, g_\delta) \in X_1\), such that

\[ \varphi(f, g) > \varphi(f_\delta, g_\delta) - \frac{\varepsilon}{\delta} \|(f, g) - (f_\delta, g_\delta)\|_H, \quad \forall (f, g) \in X_1 \backslash (f_\delta, g_\delta). \]  

(3.6)

If not, then there exists \( \delta_0 > 0 \), such that for any \((f_\delta, g_\delta) \in X_1\), we could find some \((f, g) \in X_1 \backslash (f_\delta, g_\delta)\), such that

\[ \varphi(f, g) \leq \varphi(f_\delta, g_\delta) - \frac{\varepsilon}{\delta} \|(f, g) - (f_\delta, g_\delta)\|_H. \]  

(3.7)

This enables us to define a map \( h : X_1 \to X_1 \)

\[ h(f_\delta, g_\delta) = (f, g) \neq (f_\delta, g_\delta), \]  

(3.8)

satisfying

\[ \frac{\varepsilon}{\delta_0} \|h(f_\delta, g_\delta) - (f_\delta, g_\delta)\|_H \leq \varphi(f_\delta, g_\delta) - \varphi(h(f_\delta, g_\delta)), \quad \forall (f_\delta, g_\delta) \in X_1. \]  

(3.9)

However, by the well known Caristi fixed point theorem, \( h \) should have a fixed point, a contradiction.

In the following, for \( \forall \delta > 0 \), let \((f_\delta, g_\delta)\) be the one given by (3.6). Since \((f_\delta, g_\delta) \in X_1\), we have that

\[ \varphi(f_\delta, g_\delta) + \frac{\varepsilon}{\delta} \|(u_0, v_0) - (f_\delta, g_\delta)\|_H \leq \varphi(u_0, v_0). \]  

(3.10)

Moreover,

\[ \varphi(f_\delta, g_\delta) \leq \varphi(u_0, v_0). \]  

(3.11)

We claim that

\[ \|(u_0, v_0) - (f_\delta, g_\delta)\|_H \leq \delta. \]  

(3.12)

If not, we have

\[ \varphi(u_0, v_0) \geq \varphi(f_\delta, g_\delta) + \frac{\varepsilon}{\delta} \|(u_0, v_0) - (f_\delta, g_\delta)\|_H \]

\[ > \varphi(f_\delta, g_\delta) + \varepsilon \]

\[ \geq \inf_{(f, g) \in S_r(a, b)} \varphi(f, g) + \varepsilon, \]  

(3.13)

a contradiction to the choice of \((u_0, v_0)\). Next, we shall prove that

\[ \varphi(f, g) > \varphi(f_\delta, g_\delta) - \frac{\varepsilon}{\delta} \|(f, g) - (f_\delta, g_\delta)\|_H, \quad \forall (f, g) \in S_r(a, b) \backslash (f_\delta, g_\delta). \]  

(3.14)

By the definition of \((f_\delta, g_\delta)\), see (3.6), we only need to discuss the cases of \((f, g) \in S_r(a, b) \backslash X_1\). Firstly, if \((f, g) \in S_r(a, b) \backslash X_1\) with \(f, g \geq 0\), then

\[ \varphi(f, g) + \frac{\varepsilon}{\delta} \|(u_0, v_0) - (f, g)\|_H > \varphi(u_0, v_0), \]  

(3.15)
and thus we have that
\[
\varphi(f, g) > \varphi(u_0, v_0) - \frac{\varepsilon}{\delta} \| (u_0, v_0) - (f, g) \|_H
\]
(since \((f_\delta, g_\delta) \in X_1\) \(\geq \varphi(f_\delta, g_\delta) + \frac{\varepsilon}{\delta} \| (u_0, v_0) - (f_\delta, g_\delta) \|_H - \frac{\varepsilon}{\delta} \| (u_0, v_0) - (f, g) \|_H \))
\[
\geq \varphi(f_\delta, g_\delta) - \frac{\varepsilon}{\delta} \| (f, g) - (f_\delta, g_\delta) \|_H.
\]
(3.16)

(3.14) still holds. On the other hand, if the non-negativity of \(f, g\) is not satisfied, we note that
\[
\varphi(f, g) \geq \varphi(|f|, |g|)
\]
(3.17)

and
\[
\| (f, g) - (f_\delta, g_\delta) \|_H \geq \| (f|, |g|) - (f_\delta, g_\delta) \|_H
\]
(3.18)
since \(f_\delta, g_\delta \geq 0\). Hence we have that
\[
\varphi(f, g) + \frac{\varepsilon}{\delta} \| (f, g) - (f_\delta, g_\delta) \|_H \geq \varphi(f|, |g|) + \frac{\varepsilon}{\delta} \| (f|, |g|) - (f_\delta, g_\delta) \|_H
\]
(3.19)

Thus (3.14) holds and we finish the proof of Lemma 3.1 by taking \((u_\delta, v_\delta) = (f_\delta, g_\delta)\).

We note that \(\inf_{(f,g) \in S_r(a,b)} \varphi(f,g) = m_r(a,b) = m(a,b) = \inf_{(u,v) \in P \cap S_r(a,b)} J(u,v)\), hence we could find a positive radial P-S sequence for \(J(u,v)\) as following.

**Corollary 3.1.** There exists a radial P-S sequence \(\{(u_n, v_n)\} \subset S_r(a,b), u_n \geq 0, v_n \geq 0\), such that
\[
J(u_n, v_n) \to m(a,b)
\]
(3.20)

and
\[
J'|_{S_r(a,b)}(u_n, v_n) \to 0
\]
(3.21)
as \(n \to \infty\). In particular, we can require that
\[
(u_n, v_n) \in P.
\]
(3.22)

**Proof.** Let \(\varepsilon_n \to 0\) and put \(\delta_n = \sqrt{\varepsilon_n}\). By Lemma 3.1, there exists a sequence \(\{(\tilde{u}_n, \tilde{v}_n)\} \subset S_r(a,b), \tilde{u}_n \geq 0, \tilde{v}_n \geq 0\), which satisfies \(\varphi(\tilde{u}_n, \tilde{v}_n) \to m(a,b)\) and \(\varphi'(\tilde{u}_n, \tilde{v}_n) \to 0\) as \(n \to \infty\). By the definition of \(\varphi(u,v)\), for any \((u,v) \in S_r(a,b)\), there exists a unique \(t(u,v) > 0\) such that
\[
\varphi(u,v) = \max_{t>0} J(t, u,v) = J(t(u,v), u,v).
\]
(3.23)

Hence we could choose \(t_n := t(\tilde{u}_n, \tilde{v}_n)\) satisfies
\[
J(t_n \ast (\tilde{u}_n, \tilde{v}_n)) = \max_{t>0} J(t \ast (\tilde{u}_n, \tilde{v}_n)) = \varphi(\tilde{u}_n, \tilde{v}_n).
\]
(3.24)

In particular, \(P(t_n \ast (\tilde{u}_n, \tilde{v}_n)) = 0\) and \(\partial_{(u,v)} t(u,v)\big|_{(u,v)=(\tilde{u}_n, \tilde{v}_n)}\) exists by the implicit function theorem.
Set \( (u_n, v_n) = (t_n * (\tilde{u}_n, \tilde{v}_n)) \), then \((u_n, v_n) \in S_r(a, b) \) and we have that \( J(u_n, v_n) = \varphi(\tilde{u}_n, \tilde{v}_n) \to m(a, b) \). Since

\[
\frac{\partial}{\partial t} J(t, \tilde{u}_n, \tilde{v}_n) \big|_{t=t_n} = \frac{1}{t} P(t * (\tilde{u}_n, \tilde{v}_n)) \big|_{t=t_n} = \frac{1}{t_n} P(t_n * (\tilde{u}_n, \tilde{v}_n)) = 0,
\]

there holds

\[
\varphi'(\tilde{u}_n, \tilde{v}_n) = \partial_t J(t, \tilde{u}_n, \tilde{v}_n) \big|_{t=t_n} = \partial_{(u,v)} t(u,v) \big|_{(u,v)=(\tilde{u}_n, \tilde{v}_n)} + \partial_{(u,v)} J(t, u, v) \big|_{(u,v)=(\tilde{u}_n, \tilde{v}_n)}
\]

\[
= 0 + \partial_{(u,v)} J(t_n * (u, v)) \big|_{(u,v)=(\tilde{u}_n, \tilde{v}_n)} = J'|_{S_r(a,b)}(t_n * (u, v)) \big|_{(u,v)=(\tilde{u}_n, \tilde{v}_n)} = J'|_{S_r(a,b)}(u_n, v_n).
\]

Thus \( J'|_{S_r(a,b)}(u_n, v_n) \to 0 \).

\[\square\]

4 Boundedness of the Palais-Smale sequence and Lagrange multipliers

By Corollary 4.1, we could find a radial nonnegative P-S sequence \( \{(u_n, v_n)\} \) of \( J(u, v) \) on the level \( m(a, b) \). The conclusion 3.21 implies that there exists two sequences of real numbers \( (\lambda_{1,n}) \) and \( (\lambda_{2,n}) \) such that

\[
o(1) ||(\varphi, \psi)||_H = \int_{\mathbb{R}^N} \nabla u_n \cdot \nabla \varphi + \nabla v_n \cdot \nabla \psi dx - \mu_1 \int_{\mathbb{R}^N} |u_n|^{p-2} u_n \varphi dx - \mu_2 \int_{\mathbb{R}^N} |v_n|^{q-2} v_n \psi dx - \beta \int_{\mathbb{R}^N} (u_n \varphi + v_n \psi) dx + \lambda_{1,n} \int_{\mathbb{R}^N} u_n \varphi dx + \lambda_{2,n} \int_{\mathbb{R}^N} v_n \psi dx
\]

for every \((\varphi, \psi) \in H\), with \( o(1) \to 0 \) as \( n \to \infty \). Here we show that the P-S sequence and Lagrange multipliers are bounded.

**Lemma 4.1.** Let \( \{(u_n, v_n)\} \) be a radial nonnegative P-S sequence given by Corollary 3.1, then we have that \( \{(u_n, v_n)\} \) is bounded in \( H \). Moreover, the Lagrange multipliers \( (\lambda_{1,n}) \) and \( (\lambda_{2,n}) \) in (4.1) are also bounded.

**Proof.** By Corollary 4.1 for the P-S sequence \( \{(u_n, v_n)\} \subset S_r(a, b) \), there holds

\[
m(a, b) = J(u_n, v_n) + o(1)
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 dx - \frac{\mu_1}{p} \int_{\mathbb{R}^N} |u_n|^p dx - \frac{\mu_2}{q} \int_{\mathbb{R}^N} |v_n|^q dx - \beta \int_{\mathbb{R}^N} u_n v_n dx + o(1)
\]

and

\[
P(u_n, v_n) = \int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 dx - \mu_1 \gamma_p \int_{\mathbb{R}^N} |u_n|^p dx - \mu_2 \gamma_q \int_{\mathbb{R}^N} |v_n|^q dx = 0.
\]
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By (4.3) it implies that
\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 \, dx = \mu_1 \gamma_p \int_{\mathbb{R}^N} |u_n|^p \, dx + \mu_2 \gamma_q \int_{\mathbb{R}^N} |v_n|^q \, dx \geq \frac{N}{2} \left( \min\{p, q\} - 2 \right) \left( \frac{\mu_1}{p} \int_{\mathbb{R}^N} |u_n|^p \, dx + \frac{\mu_2}{q} \int_{\mathbb{R}^N} |v_n|^q \, dx \right). \tag{4.4}
\]
Combing with (4.2), we have that
\[
-C \leq -m(a, b) - \beta \int_{\mathbb{R}^N} u_n v_n \, dx + o(1) = \frac{\mu_1}{p} \int_{\mathbb{R}^N} |u_n|^p \, dx + \frac{\mu_2}{q} \int_{\mathbb{R}^N} |v_n|^q \, dx - \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 \, dx \leq \left( \frac{2}{N(\min\{p, q\} - 2)} - \frac{1}{2} \right) \int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 \, dx,
\]
thus $|\nabla u_n|^2 + |\nabla v_n|^2 \leq C$ due to the fact of $p, q > 2 + \frac{4}{N}$. Hence, $\{(u_n, v_n)\}$ is bounded in $H$.

Next, we estimate the Lagrange multipliers. By taking $(u_n, 0)$ as test function for (4.1), we obtain that
\[
o(1) \|u_n\|_H^1 = \int_{\mathbb{R}^N} |\nabla u_n|^2 \, dx - \mu_1 \int_{\mathbb{R}^N} |u_n|^p \, dx - \beta \int_{\mathbb{R}^N} u_n v_n + \lambda_{1,n} a. \tag{4.6}
\]

So
\[
|\lambda_{1,n}| = \frac{1}{a} \left| o(1) \|u_n\|_H^1 - \int_{\mathbb{R}^N} |\nabla u_n|^2 \, dx + \mu_1 \int_{\mathbb{R}^N} |u_n|^p \, dx + \beta \int_{\mathbb{R}^N} u_n v_n \right| < +\infty. \tag{4.7}
\]
Similarly, we can prove that $\lambda_{2,n}$ is bounded. Thus the Lagrange multipliers $(\lambda_{1,n})$ and $(\lambda_{2,n})$ are also bounded.

\section{Compactness of the Palais-Smale sequence}

In this section, we study the compactness of the Palais-Smale sequence given by Corollary 3.1.

\subsection{The case for $2 + \frac{4}{N} < p, q < 2^*$}

\begin{lemma}
Assume $2 \leq N \leq 4$ and $2 + \frac{4}{N} < p, q < 2^*$. Let $\{(u_n, v_n)\}$ be a minimizing P-S sequence given by Corollary 3.1, then up to a subsequence, $(u_n, v_n) \to (\bar{u}, \bar{v}) \in S_r(a, b)$ strongly in $H$.
\end{lemma}

\begin{proof}
Note that $(u_n, v_n) \in S_r(a, b)$ is bounded, up to a subsequence, we assume that $(u_n, v_n) \to (\bar{u}, \bar{v}) \in H_r$. For $2 \leq N \leq 4$, we have that
\[
(u_n, v_n) \to (\bar{u}, \bar{v}) \text{ in } L^p(\mathbb{R}^N) \times L^q(\mathbb{R}^N) \tag{5.1}
\]
via the compact embedding of the radial space.
Firstly we show that \((\bar{u}, \bar{v}) \neq (0, 0)\). If not, by \((u_n, v_n) \in \mathcal{P}\), we have that
\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 dx = \mu_1 \gamma_p \int_{\mathbb{R}^N} |u_n|^p dx + \mu_2 \gamma_q \int_{\mathbb{R}^N} |v_n|^q dx \rightarrow 0, \tag{5.2}
\]
a contradiction to Lemma 2.4.

Up to a subsequence, we assume that \(\lambda_{i,n} \to \lambda_i\), \(i = 1, 2\). Then \(H_L \ni (\bar{u}, \bar{v})\) is a nonnegative solution to
\[
\begin{cases}
-\Delta u + \lambda_1 u = \mu_1 |u|^{p-2} u + \beta u, & \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v = \mu_2 |v|^{q-2} v + \beta u, & \text{in } \mathbb{R}^N.
\end{cases} \tag{5.3}
\]
So if \(\bar{u} = 0\), we also have that \(\bar{v} = 0\) due to the fact \(\beta > 0\), a contradiction to \((\bar{u}, \bar{v}) \neq (0, 0)\). Hence by the strong maximum principle we have that \(\bar{u} > 0, \bar{v} > 0\).

Furthermore, we have \(\lambda_i > 0\) for \(i = 1, 2\). Indeed, if \(\lambda_1 \leq 0\), then (5.3) implies that
\[
-\Delta u \geq 0 \text{ in } \mathbb{R}^N, u \in L^2(\mathbb{R}^N), \tag{5.4}
\]
a contradiction to [18 Lemma A.2]. Hence, \(\lambda_1 > 0\). Similarly, we have \(\lambda_2 > 0\).

Now we prove the compactness of \(\{(u_n, v_n)\}\). Combine \((u_n, v_n) \in \mathcal{P}\) with (5.1), we have that
\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 dx = \mu_1 \gamma_p \int_{\mathbb{R}^N} |u_n|^p dx + \mu_2 \gamma_q \int_{\mathbb{R}^N} |v_n|^q dx
\]
\[
= \mu_1 \gamma_p \int_{\mathbb{R}^N} |\bar{u}|^p dx + \mu_2 \gamma_q \int_{\mathbb{R}^N} |\bar{v}|^q dx + o(1) \tag{5.5}
\]
Observe that \((\bar{u}, \bar{v})\) is a solution to (5.3), we also have \((\bar{u}, \bar{v}) \in \mathcal{P}\) and then
\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 dx \to \int_{\mathbb{R}^N} |\nabla \bar{u}|^2 + |\nabla \bar{v}|^2 dx \text{ as } n \to \infty. \tag{5.6}
\]
Hence,
\[
(u_n, v_n) \to (\bar{u}, \bar{v}) \text{ in } D_0^{1,2}(\mathbb{R}^N) \times D_0^{1,2}(\mathbb{R}^N).
\]
Set \(|\bar{u}|_2^2 = \bar{a} \in (0, a], |\bar{v}|_2^2 = \bar{b} \in (0, b]\). By
\[
\begin{cases}
|\nabla u_n|_2^2 + \lambda_{1,n} |u_n|_p^2 = \mu_1 |u_n|^p + \beta (u_n, v_n), \\
|\nabla v_n|_2^2 + \lambda_{2,n} |v_n|_q^2 = \mu_2 |v_n|^q + \beta (u_n, v_n), \\
|\nabla \bar{u}|_2^2 + \lambda_1 |\bar{u}|_p^2 = \mu_1 |\bar{u}|^p + \beta (\bar{u}, \bar{v}), \\
|\nabla \bar{v}|_2^2 + \lambda_2 |\bar{v}|_q^2 = \mu_2 |\bar{v}|^q + \beta (\bar{u}, \bar{v}), \\
|\nabla u_n|_2^2 \to |\nabla \bar{u}|_2^2, |\nabla v_n|_2^2 \to |\nabla \bar{v}|_2^2, \\
|u_n|_p^p \to |\bar{u}|_p^p, |v_n|_q^q \to |\bar{v}|_q^q, \lambda_{i,n} \to \lambda_i > 0, i = 1, 2,
\end{cases} \tag{5.7}
\]
we have that
\[
\lambda_1 (a - \bar{a}) = \beta \lim_{n \to \infty} \langle u_n - u, v_n - v \rangle = \lambda_2 (b - \bar{b}) =: \kappa. \tag{5.8}
\]
By Fatou’s lemma, we have that \(\kappa \geq 0\).

**We claim** that \(\kappa = 0\). If not, \(\kappa > 0\) and thus
\[
a < \bar{a}, \bar{b} < b, \lambda_1 > 0, \lambda_2 > 0. \tag{5.9}
\]
And then by Schwartz inequality,
\[
2\sqrt{\lambda_1 \lambda_2} \sqrt{(a - \bar{a})(b - \bar{b})} \leq \lambda_1 (a - \bar{a}) + \lambda_2 (b - \bar{b}) \\
= 2\beta \lim_{n \to \infty} \langle u_n - \bar{u}, v_n - \bar{v} \rangle \\
\leq 2\beta \sqrt{(a - \bar{a})(b - \bar{b})},
\]
which implies that
\[
\beta \geq \sqrt{\lambda_1 \lambda_2}.
\]  
Recalling (5.3), we see that \((\tilde{u}, \tilde{v}) := (\sqrt{\lambda_2} \bar{u}, \sqrt{\lambda_1} \bar{v})\) are positive radial functions of \(H_r\) satisfying
\[
\begin{align*}
-\Delta \tilde{u} + \lambda_1 \tilde{u} &\geq \lambda_2 \tilde{v}, \\
-\Delta \tilde{v} + \lambda_2 \tilde{v} &\geq \lambda_1 \tilde{u},
\end{align*}
\]
and thus
\[
-\Delta (\bar{u} + \bar{v}) \geq 0, (\bar{u} + \bar{v}) \in L^2(\mathbb{R}^N),
\]
a contradiction to [18, Lemma A.2] again. Hence, the claim about \(\kappa = 0\) is proved.
Recalling that \(\lambda_1 > 0\) and
\[
0 = \kappa = \lambda_1 (a - \bar{a}),
\]
we obtain that \(\bar{a} = a\). Similarly, we have that \(\bar{b} = b\). That is \((u_n, v_n) \to (\bar{u}, \bar{v})\) in \(H\).

5.2 The case for \(2 + \frac{4}{N} < p < 2^*, q = 2^*\)

In this subsection, we consider the case of \(2 + \frac{4}{N} < p < 2^*, q = 2^*\) for \(N = 3, 4\). By Corollary 5.1 and Lemma 4.1, we could also find a bounded nonnegative radial P-S sequence with the Lagrange multipliers are bounded. Since \((u_n, v_n) \in S_r(a, b)\) is bounded, up to a subsequence, we assume that \((u_n, v_n) \to (\bar{u}, \bar{v})\) in \(H_r\). Moreover, we have that \(u_n \to \bar{u}\) in \(L^p(\mathbb{R}^N)\) by the compact embedding for the radial space. In addition, up to a subsequence, we may assume that \(\lambda_{i,n} \to \lambda_i, i = 1, 2\). Then \(H_r \ni (\bar{u}, \bar{v})\) is a solution to
\[
\begin{align*}
-\Delta u + \lambda_1 u &= \mu_1 |u|^{p-2} u + \beta v, \quad \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v &= \mu_2 |v|^{q-2} v + \beta u, \quad \text{in } \mathbb{R}^N.
\end{align*}
\]
Since \(\beta > 0\), applying a similar argument as the proof of Lemma 5.1, we have that one of the following holds:
(i) \((\bar{u}, \bar{v}) = (0, 0)\);
(ii) \(\bar{u} > 0, \bar{v} > 0\).

**Lemma 5.2.** Assume that \(a > 0, b > 0\) satisfies
\[
m(a, b) < \frac{1}{N} \frac{S^*_N}{\mu_2^{N-1}} - \beta \sqrt{ab},
\]
then \(\bar{u} > 0, \bar{v} > 0\).
Lemma 5.3. Let \( \lambda \) with arguments as the proof of Lemma 5.1, one can prove that \( (\bar{S}_{(5.17)} \text{ and Sobolev inequality}, \text{there holds} \sup_{\Omega} u \leq \mu_2 \ell^2 \), hence we deduce that

\[
\text{either } \ell = 0, \text{ or } \ell \geq \left( \frac{\lambda}{\mu_2} \right)^{\frac{N-2}{2}}. 
\]

Let us suppose firstly that \( \ell = 0 \). By \( (u_n, v_n) \in \mathcal{P} \), we have that

\[
\int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 \, dx - \mu_2 \int_{\mathbb{R}^N} |v_n|^{2^*} \, dx = o(1). \tag{5.17}
\]

Notice that \( \{v_n\} \) is bounded in \( H^1(\mathbb{R}^N) \), up to a subsequence, we could assume that \( |v_n|_{2^*} \to \ell \in \mathbb{R} \). By \( (5.17) \) and Sobolev inequality, there holds \( \mathcal{S} \ell^2 \leq \mu_2 \ell^{2^*} \), hence we deduce that

\[
\text{either } \ell = 0, \text{ or } \ell \geq \left( \frac{\lambda}{\mu_2} \right)^{\frac{N-2}{2}}. 
\]

Secondly, if \( \ell \geq \left( \frac{\lambda}{\mu_2} \right)^{\frac{N-2}{2}} \), by \( (5.17) \), the following holds

\[
m(a, b) = J(u_n, v_n) + o(1)
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^N} |\nabla u_n|^2 + |\nabla v_n|^2 \, dx - \mu_2 \int_{\mathbb{R}^N} |v_n|^{2^*} \, dx - \beta \int_{\mathbb{R}^N} u_n v_n \, dx + o(1)
\]

\[
= \frac{\mu_2}{N} \int_{\mathbb{R}^N} |v_n|^{2^*} \, dx - \beta \int_{\mathbb{R}^N} u_n v_n \, dx + o(1)
\]

\[
\geq \frac{1}{N} \frac{\mathcal{S}^{\frac{N}{2}}}{\mu_2^{\frac{N}{2}} - 1} - \beta \sqrt{ab}, \tag{5.19}
\]

also a contradiction. 

Now we have that \( \bar{u}, \bar{v} > 0 \) and we could prove the convergence of \( \{(u_n, v_n)\} \).

Lemma 5.3. Let \( \{(u_n, v_n)\} \) be a minimizing P-S sequence given by Corollary 3.1 with

\[
m(a, b) = J(u_n, v_n) + o(1)
\]

then up to a subsequence, \( (u_n, v_n) \) converges to some \( (\bar{u}, \bar{v}) \in S(a, b) \) strongly in \( H \).

Proof. By Lemma 5.2 \( (\bar{u}, \bar{v}) \neq (0, 0) \). Set \( |\bar{u}|^2 = \bar{a} \in (0, a], |\bar{v}|^2 = \bar{b} \in (0, b] \). Applying a similar arguments as the proof of Lemma 5.1 one can prove that \( (\bar{u}, \bar{v}) \) is a positive solution to

\[
\begin{aligned}
-\Delta u + \lambda_1 u &= \mu_1 |u|^{p-2} u + \beta v, \quad \text{in } \mathbb{R}^N, \\
-\Delta v + \lambda_2 v &= \mu_2 |v|^{2^*-2} v + \beta u, \quad \text{in } \mathbb{R}^N
\end{aligned} \tag{5.20}
\]

with \( \lambda_i > 0, i = 1, 2 \). Put \( (\tilde{u}_n, \tilde{v}_n) = (u_n - \bar{u}, v_n - \bar{v}) \), by \( P(u_n, v_n) = P(\bar{u}, \bar{v}) = 0 \), we have

\[
\int_{\mathbb{R}^N} |\nabla \tilde{u}_n|^2 + |\nabla \tilde{v}_n|^2 \, dx - \mu_2 \int_{\mathbb{R}^N} |\tilde{v}_n|^{2^*} \, dx = o(1). \tag{5.21}
\]
Furthermore,
\[
\int_{\mathbb{R}^N} |\nabla \tilde{u}_n|^2 dx + \lambda_1 (a - \bar{a}) = \beta \int_{\mathbb{R}^N} \tilde{u}_n \tilde{v}_n dx + o(1), \tag{5.22}
\]
\[
\int_{\mathbb{R}^N} |\nabla \tilde{v}_n|^2 dx + \lambda_2 (b - \bar{b}) = \mu_2 \int_{\mathbb{R}^N} |\tilde{v}_n|^2 dx + \beta \int_{\mathbb{R}^N} \tilde{u}_n \tilde{v}_n dx + o(1). \tag{5.23}
\]

Notice that \(\{\tilde{v}_n\}\) is bounded in \(H^1(\mathbb{R}^N)\), up to a subsequence, we can assume that \(|\tilde{v}_n|_{2^*} \rightarrow \ell \in \mathbb{R}\). By (5.21) and Sobolev inequality, there holds \(S\ell^2 \leq \mu_2 \ell^{2^*}\), hence we deduce that

\[\text{either } \ell = 0, \text{ or } \ell \geq \left(\frac{S}{\mu_2}\right)^{\frac{N-2}{2}}. \tag{5.24}\]

Let us suppose firstly that \(\ell \geq \left(\frac{S}{\mu_2}\right)^{\frac{N-2}{2}}\), then

\[
m(a, b) = J(u_n, v_n) + o(1) \\
= \frac{1}{2} \int_{\mathbb{R}^N} |\nabla \bar{u}|^2 + |\nabla \bar{v}|^2 dx - \frac{\mu_1}{p} \int_{\mathbb{R}^N} |\bar{u}|^p dx - \frac{\mu_2}{2^{*}} \int_{\mathbb{R}^N} |\bar{v}|^{2^*} dx \\
+ \frac{1}{2} \int_{\mathbb{R}^N} |\nabla \bar{u}|^2 + |\nabla \bar{v}|^2 dx - \frac{\mu_2}{2^{*}} \int_{\mathbb{R}^N} |\bar{v}|^{2^*} dx - \beta \int_{\mathbb{R}^N} u_n v_n dx + o(1) \\
\geq \frac{\mu_1}{2} (\gamma_p - \frac{2}{p}) \int_{\mathbb{R}^N} |\bar{u}|^p dx + \frac{\mu_2}{N} \int_{\mathbb{R}^N} |\bar{v}|^{2^*} dx + \frac{1}{N} \frac{S^{\frac{N}{2}}}{\mu_2^{\frac{N}{2} - 1}} - \beta \sqrt{ab} \\
> \frac{1}{N} \frac{S^{\frac{N}{2}}}{\mu_2^{\frac{N}{2} - 1}} - \beta \sqrt{ab},
\]
a contradiction. Hence, \(\ell = 0\), and thus by (5.21), we have

\[
\int_{\mathbb{R}^N} |\nabla \tilde{u}_n|^2 + |\nabla \tilde{v}_n|^2 dx \rightarrow 0 \text{ as } n \rightarrow \infty,
\]
which implies that

\[u_n \rightarrow \bar{u}, \tilde{v}_n \rightarrow \tilde{v} \text{ strongly in } D_0^{1,2}(\mathbb{R}^N).
\]

Going to a subsequence, we let \(\kappa := \lim_{n \rightarrow \infty} \beta \int_{\mathbb{R}^N} \tilde{u}_n \tilde{v}_n dx \geq 0\). By (5.22) and (5.23), we have that

\[
\lambda_1 (a - \bar{a}) = \lambda_2 (b - \bar{b}) = \kappa. \tag{5.25}
\]

So we can apply a similar argument as the proof of Lemma 5.1 and obtain that

\[
\kappa = 0 \text{ and } (\bar{a}, \bar{b}) = (a, b). \tag{5.26}
\]

Consequently, we have that \((u_n, v_n) \rightarrow (\bar{u}, \bar{v})\) strongly in \(H\). \(\Box\)
6 Proof of Theorems

Proof of Theorem 6.1 By Corollary 5.1 there exists a nonnegative radial minimizing P-S sequence \( \{(u_n, v_n)\} \subset S_r(a, b) \cap \mathcal{P} \), such that
\[
J(u_n, v_n) \to m(a, b) \quad \text{and} \quad J'|_{S_r(a, b)}(u_n, v_n) \to 0.
\]
By Lemma 5.1, \( (u_n, v_n) \to (\bar{u}, \bar{v}) \) strongly in \( H \), which is a solution to \( (1.1) \) with \( |\bar{u}|^2_2 = a, |\bar{v}|^2_2 = b, \lambda_1, \lambda_2 > 0 \). In particular, \( J(\bar{u}, \bar{v}) = m(a, b) \), hence \((\bar{u}, \bar{v})\) is a ground state solution in the sense that
\[
J(\bar{u}, \bar{v}) = \inf\{(u, v) : (u, v) \in \mathcal{P} \cap S(a, b)\}
= \inf\{(u, v) : (u, v) \text{ is a solution of (1.1)-(1.2) for some } \lambda_1, \lambda_2\}
\]
holds. \( \square \)

Proof of Theorem 6.2 By Corollary 5.1 there exists a nonnegative radial minimizing P-S sequence \( \{(u_n, v_n)\} \subset S_r(a, b) \cap \mathcal{P} \), such that
\[
J(u_n, v_n) \to m(a, b) \quad \text{and} \quad J'|_{S_r(a, b)}(u_n, v_n) \to 0.
\]
If
\[
m(a, b) < \frac{1}{N} \frac{S^N}{\mu_2} - \beta \sqrt{ab},
\]
then by Lemma 5.2 and 5.3, \( (u_n, v_n) \to (\bar{u}, \bar{v}) \) strongly in \( H \), which is a solution to \( (1.1) \) with \( |\bar{u}|^2_2 = a, |\bar{v}|^2_2 = b, \lambda_1, \lambda_2 > 0 \). In particular, \( J(\bar{u}, \bar{v}) = m(a, b) \), hence \((\bar{u}, \bar{v})\) is a ground state solution in the sense that
\[
J(\bar{u}, \bar{v}) = \inf\{(u, v) : (u, v) \in \mathcal{P} \cap S(a, b)\}
= \inf\{(u, v) : (u, v) \text{ is a solution of (1.1)-(1.2) for some } \lambda_1, \lambda_2\}
\]
holds. \( \square \)

Proof of Corollary 6.1 We claim that
\[
m(a, b) \leq m(a, 0) = \left( \frac{1}{2} - \frac{1}{p^*_p} \right) \left( \gamma_p C_{N, p} \mu_1 a^{\frac{p - p^*_p}{p}} \right)^{\frac{1}{p^*_p}}.
\]
Indeed, let \( u = u_{\mu_1, p, a} \) be the unique positive solution to \( (6.3) \) with \( v \in S(b) \). Then \( (u, s \ast v) \in S(a, b) \) for any \( s \in \mathbb{R} \). Let \( t_s := t_s(u, s \ast v) \) be the unique positive number such that \( P(t_s(u, s \ast v) \ast (u, s \ast v)) \equiv 0 \). Then we have that
\[
0 = P(t_s \ast (u, s \ast v))
= t_s^2 \int_{\mathbb{R}^N} |\nabla u|^2 dx + t_s^2 \cdot s^2 \int_{\mathbb{R}^N} |\nabla v|^2 dx - \mu_1 \gamma_p \| t_s^p v^p \| \int_{\mathbb{R}^N} |u|^p dx - \mu_2 t_s^{2^* \cdot s^2} \int_{\mathbb{R}^N} |\nabla v|^2 dx,
\]
which means that
\[
\int_{\mathbb{R}^N} |\nabla u|^2 dx + s^2 \int_{\mathbb{R}^N} |\nabla v|^2 dx \geq \mu_1 \gamma_p \| t_s^p v^p \| - 2 \int_{\mathbb{R}^N} |u|^p dx.
\]
Hence as \( s \to 0^+ \), \( t_s \) is bounded due to the fact \( pr_p > 2 \). Observing that
\[
m(a, b) \leq J(t_s \ast (u, s \ast v))
\leq J_{\mu_1, p}(t_s \ast u) + \frac{(t_s \cdot s)^2}{2} \int_{\mathbb{R}^N} |\nabla v|^2 \, dx - \frac{\mu_2}{2r}(t_s \cdot s)^2 \int_{\mathbb{R}^N} |v|^2 \, dx,
\]
by letting \( s \to 0^+ \), we obtain that
\[
m(a, b) \leq \lim_{s \to 0^+} J_{\mu_1, p}(t_s \ast u) \leq J_{\mu_1, p}(u) = m(a, 0).
\]
Hence the claim is proved. Combining with (1.19), we obtain that
\[
m(a, b) \leq m(a, 0) = \left( \frac{1}{2} - \frac{1}{p^\gamma_p} \right) \left( \gamma_p C_{N, p} \frac{\mu_1 a^{p-\gamma_p}}{a} \right)^{\frac{2}{p-\gamma_p}} \leq \frac{1}{N} \frac{S^\frac{2}{p}}{\mu_2^{\frac{2}{p}}} - \beta \sqrt{ab},
\]
so the conclusions of Theorem 1.2 hold.

This critical case is much easier than in the previous two cases. Here we prove a stronger conclusion without the mass constraint. And Theorem 1.3 follows directly by the following lemma.

**Lemma 6.1.** Assume that \( N = 3, 4 \) and \( \mu_1, \mu_2, \beta > 0 \), then
\[
\begin{align*}
-\Delta u + \lambda_1 u &= \mu_1 |u|^{2^*-2}u + \beta v \quad \text{in} \ \mathbb{R}^N, \\
-\Delta v + \lambda_2 v &= \mu_2 |v|^{2^*-2}v + \beta u \quad \text{in} \ \mathbb{R}^N, \\
\end{align*}
\]
has no nontrivial positive solutions.

**Proof.** If not, suppose that \((\bar{u}, \bar{v})\) solves (6.7) with \( \int_{\mathbb{R}^N} \bar{u}^2 \, dx = a > 0, \int_{\mathbb{R}^N} \bar{v}^2 \, dx = b > 0 \). Firstly, we show that \( \lambda_i > 0 \) for \( i = 1, 2 \). Suppose \( \lambda_1 \leq 0 \), then \( -\Delta u \geq 0, u \in L^2(\mathbb{R}^N) \) and by [18] Lemma A.2], there holds \( u = 0 \), which is a contradiction. Next, by the Pohozaev identity and Nehari identity, there holds that
\[
\lambda_1 a + \lambda_2 b = \lambda_1 \int_{\mathbb{R}^N} \bar{u}^2 \, dx + \lambda_2 \int_{\mathbb{R}^N} \bar{v}^2 \, dx = 2\beta \int_{\mathbb{R}^N} \bar{u} \bar{v} \, dx \leq 2\beta \sqrt{ab},
\]

hence \( \beta \geq \frac{1}{2} \left( \lambda_1 \sqrt{\frac{a}{b}} + \lambda_2 \lambda_2 \frac{2}{b} \right) \geq \sqrt{\lambda_1 \lambda_2} \). However, by setting \((U, V) = (\sqrt{\lambda_2} \bar{u}, \sqrt{\lambda_1} \bar{v})\), then \((U, V)\) satisfies that
\[
\begin{align*}
-\Delta U + \lambda_1 U &= \mu_1 \lambda_2^2 \frac{U}{\lambda_1 \lambda_2} |U|^{2^*-2}U + \frac{\lambda_2}{\lambda_1 \lambda_2} \sqrt{\frac{a}{b}} V \quad \text{in} \ \mathbb{R}^N, \\
-\Delta V + \lambda_2 V &= \mu_2 \lambda_1^2 \frac{V}{\lambda_1 \lambda_2} |V|^{2^*-2}V + \frac{\lambda_1}{\lambda_1 \lambda_2} \frac{a}{b} U \quad \text{in} \ \mathbb{R}^N, \\
\end{align*}
\]
and \( U > 0, V > 0 \). It follows that
\[
-\Delta (U + V) \geq 0, U + V \in L^2(\mathbb{R}^N).
\]

A contradiction to [18] Lemma A.2] again.

**Remark 6.1.** We remark that in [14] Remark 1.4], when assuming that \( \lambda_1 > 0, \lambda_2 > 0, \mu_1 = \mu_2 = 1 \) and \( 0 < \beta < \sqrt{\lambda_1 \lambda_2} \), Chen and Zou proved that (6.7) has no nontrivial solution via the Pohozaev identity.
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