A Precision Measurement of the Neutron Scattering Length of $^4$He Using Neutron Interferometry
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We report a 0.08 % measurement of the bound neutron scattering length of $^4$He using neutron interferometry. The result is $b = (3.0982 \pm 0.0021 \text{ [stat]} \pm 0.0014 \text{ [sys]}) \text{ fm}$. The corresponding free atomic scattering length is $a = (2.4746 \pm 0.0017 \text{ [stat]} \pm 0.0011 \text{ [sys]}) \text{ fm}$. With this result the world average becomes $b = (3.0993 \pm 0.0025) \text{ fm}$, a 2 % downward shift and a reduction in uncertainty by more than a factor of six. Our result is in disagreement with a previous neutron interferometric measurement but is in good agreement with earlier measurements using neutron transmission.

In the zero-energy limit the neutron-nucleus interaction potential can be treated as a delta function multiplied by a constant with dimension length, the neutron free scattering length $a$, which is in general spin-dependent and complex. In the case of a solid target the atom is constrained from recoiling so the bound scattering length $b = a(A + 1)/A$, where $A$ is the atom/neutron mass ratio, is used. The neutron scattering length of an isotope determines its low energy neutron scattering and absorption cross sections. Neutron scattering lengths are fundamental in neutron scattering applications and are widely used in neutron science and nuclear engineering. They provide a benchmark for few-body nucleon potential models and chiral effective field theories. Precise neutron scattering lengths of noble gases are needed for short-range interaction searches using cold and ultracold neutrons.

Realistic nucleon-nucleon (NN) potentials such as the Nijmegan, CD Bonn, and AV18, when used in conjunction with exact few-body computational methods, successfully predict few-nucleon scattering amplitudes in many channels but fail to reproduce three and four body binding energies. These models do not accurately predict the vector analyzing power $A_y$ in a number of few-nucleon systems, including $n + d$, $p + d$, $n + ^4$He, and $p + ^3$He. It has long been clear that a correct description of few-nucleon systems would require not only an NN but also a 3N force. A number of 3N potential models have been created including the Tucson-Melbourne, Brazilian, and Urbana-Illinois. These can be adjusted to match the triton and $^3$He binding energies, but they do not resolve the discrepancies between theory and experiment in the scattering data and have trouble reproducing the binding energy of $^4$He. It is tempting to think that this could be resolved by adding a 4N potential, but this would require the introduction of ad hoc repulsive terms into the potential model.

More recently, we have seen the maturation of perturbative chiral effective field theories ($\chi$EFT), which use the symmetries of QCD in a perturbative expansion of particle momenta divided by the chiral symmetry breaking scale, $\frac{Q}{\Lambda_{\chi}}$, where $\Lambda_{\chi}$ is a mass scale appropriate to the system. To implement $\chi$EFT to solve for nuclear forces, the long and intermediate range interactions are calculated explicitly. The short range behavior is accounted for through use of low energy constants (LEC) that are adjusted to match experimental data. With this prescription one can construct an NN potential that contains all terms consistent with the symmetries of the strong interaction. The power counting scheme (power $\nu$ of $\frac{Q}{\Lambda_{\chi}}$ terms included) determines which exchange diagrams to include at any particular order of the calculation so the
precision of the expansion is controllable. Leading order \((\text{LO}, \nu = 0)\) and “next to leading order” \((\text{NLO}, \nu = 1)\) diagrams produce two nucleon forces. Three nucleon force diagrams first appear at NNLO \((\nu = 2)\), and four nucleon diagrams at \(\text{N}^3\text{LO} (\nu = 3)\). These arise naturally in EFT. Nucleon potentials have now been constructed to \(\text{N}^3\text{LO} \) \([12]\). Calculations at this order are as yet unable to resolve the outstanding discrepancies between theory and experiment in few nucleon systems. It is believed that EFT potentials must be constructed at higher orders to bring them into alignment.

A significant motivation for more precise measurements of neutron scattering lengths of light nuclei, and in particular this measurement, is to provide high-quality “set-point” data for effective range expansions of \(n+d\) systems. These expansions can be used to assist construction of improved realistic 3N and 4N potential models, and help constrain low energy constants used in building models at higher orders in chiral effective field theory. It is hoped that such new models will bring few nucleon theory and experiment into better agreement. We note that a high precision neutron interferometry measurement of the \(n-d\) scattering length \([13]\) has already been used to help fix the LEC’s for the \(\text{N}^3\text{LO} 3\text{N}\) force interaction \([3]\).

A neutron interferometer \([14, 15]\) splits the matter wave of a neutron into two coherent paths using Bragg diffraction in single crystal silicon and then reflects and recombines them, producing interference that is observable by neutron counters located behind the crystal. A target placed in one beam path of the neutron interferometer produces a relative phase shift \(\phi = -N \lambda \bar{b}\) where \(N\) is the atomic number density, \(l\) is the target path length, \(\lambda\) is the neutron wavelength, and \(\bar{b}\) is the real part of the average bound neutron scattering length in the target. In a neutron interferometer the observed phase shift is due to coherent forward scattering with zero momentum transfer, so the bound scattering length is used regardless of the state of the target. This work followed a method similar to that used in previous \(b\) measurements for light gases \((\text{H}_2, \text{D}_2, \text{and } ^4\text{He})\) at the NIST Neutron Interferometry and Optics Facility (NIOF) \([15, 17, 18]\). The experimental set up is depicted in figure \([1]\). A focused monochromatic neutron beam was incident on the first blade of the three blade single crystal silicon interferometer. A 1.5 mm thick fused silica phase flag mounted to a precision rotation stage intercepted both beam paths prior to the second blade. The two neutron paths then passed through the target and converged on the third blade where they interfered. Neutrons were detected and counted by two \(^3\text{He}\) proportional counters with a relative probability that depended on the difference in neutron phase shifts of the two paths.

The target was a double cell constructed of 6061 alloy aluminum. When in place for a gas phase shift measurement, one neutron beam path passed through the gas-filled cell and the other through the evacuated cell. The target gas was supplied by Matheson TriGas \([19, 20]\) and had a certified atomic purity of 99.9999 \% natural helium. In addition to \(^4\text{He}\), the main components were \(^3\text{He} (2 \times 10^{-4} \% \text{ natural abundance}) and ^{14}\text{N} (about 1 \times 10^{-4} \%)\). A stainless steel gas handling system, with VCR \([21]\) valves and fittings and a turbomolecular vacuum pump, was used to evacuate and fill the target. Gas pressure in the cell was measured by a Paroscientific Digiquartz 745 precision sensor \([22]\), calibrated at NIST to an uncertainty of \(\pm 22 \text{ Pa (} \pm 0.022 \text{ mbar)} \) \([23]\). Vacuum was measured using an ionization gauge. Prior to the experiment, the gas handling system and both target cells were evacuated to a pressure of \(1.1 \times 10^{-3} \text{ Pa (} 8 \times 10^{-6} \text{ torr)}\), flushed with pure nitrogen and helium several times.
The measurement procedure was as follows. The gas cell was filled to the desired pressure and the target was inserted into the interferometer. The phase flag was rotated in 20 steps over a range of ±2.5 degrees. This produced an interferogram, a cosine interference function of the neutron count rate in the O-beam neutron counter caused by the difference in relative neutron path length through the phase flag as it rotated. Each interferogram required 21 minutes to complete. The target was then translated out of the interferometer and another interferogram was taken to measure the intrinsic phase of the interferometer. As a result the actual Φ_D was Φ_D = Φ cell − Φ_0. Subtracting Φ_cell from Φ_D gives the phase shift Φ_gas due to the gas only. Vertical lines delineate the runs used to compute Φ_gas for each pressure data set. The discontinuous jumps in Φ_0 and Φ_empty between 10.6 bar and 13.0 bar were due to a gap in time of about one month and an improvement in the facility’s environmental controls. All phase shifts are shown modulo 2π.

helium was then Φ_gas = Φ_D − Φ_cell. A systematic problem can arise from the fact that the target’s temperature may differ from the interferometer crystal temperature, and it tends to rise slowly over the course of a data set as it is translated in and out by the motor-driven stage. The interferometer is very sensitive to thermal gradients so this changes the intrinsic phase of the interferometer. As a result the actual Φ_cell may drift in time and differ significantly between the gas-filled and empty-cell phase measurements. This problem confounded an earlier attempt at this experiment. Our solution was to attach a glycol-cooled copper block to the target’s translation motor. By varying the glycol temperature we found an operating value that reduced the time-variation in Φ_cell to a negligible level. This was verified using a “dummy” target; an aluminum target of similar construction with through holes for the neutron beam paths to remove the neutron phase shift in the target and isolate the temperature gradient effect. Figure 3 shows the fitted phase of all 1456 interferograms taken during the experiment, separating target-in, target-out, and empty target-in measurements. For each gas pressure, an equal number of interferograms was collected with the target full (Φ_full) and the target empty (Φ_empty), with the latter divided equally between before and after, to cancel any small linear drift in Φ_cell.

The 4He bound scattering length b was then calculated.

FIG. 2. Typical interferograms from the 12.9 bar data set, i.e. counts in the O-detector vs. phase flag angle, for target out and in. Error bars are statistical.

FIG. 3. The total data set, neutron phase from 1456 interferograms for target-in with gas (Φ_full, green), target-in empty (Φ_empty, gold) and target-out (Φ_0, black). The blue points are Φ_D = Φ_full − Φ_0. The red points are Φ_cell = Φ_empty − Φ_0. Subtracting Φ_cell from Φ_D gives the phase shift Φ_gas due to the gas only. Vertical lines delineate the runs used to compute Φ_gas for each pressure data set. The discontinuous jumps in Φ_0 and Φ_empty between 10.6 bar and 13.0 bar were due to a gap in time of about one month and an improvement in the facility’s environmental controls. All phase shifts are shown modulo 2π.
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Our final result for the bound corrections applied, are shown in figure 4, along with the \( \Phi \) applied to \( \Phi \) gas 13 bar. The corresponding proportional correction was summarized cell vs.

We found that the change in relative path length (preservation gas and aluminum due to target deformation when pressurized was calculated using finite element analysis in Autodesk Inventor [27]. The dominant systematic effect is the difference in relative path lengths in aluminum. The neutron path length \( D \) through the gas target was measured at the NIST Precision Engineering Division Coordinate Measuring Machine [26] to be \( D = (1.0016 \pm 0.0001) \) cm, unpressurized at 20 °C. The entrance and exit windows were nominally 0.6 cm thick and measured to 180 nm precision. The change in thickness of gas and aluminum due to target deformation when pressurized was calculated using finite element analysis in Autodesk Inventor [27]. The dominant systematic effect is the difference in relative path lengths in aluminum. We found that the change in relative path length (pressurized cell vs. evacuated cell) was 190 nm (0.003 %) at 13 bar. The corresponding proportional correction was applied to \( \Phi \) gas for each pressure.

The values of \( b \) found by applying equation (1) to each \( \Phi \) gas measurement for the six data sets, with all corrections applied, are shown in figure 4 along with the weighted average. Our final result for the bound \( n-^4 \) He scattering length is

\[
 b = (3.0982 \pm 0.0021 \pm 0.0002 \text{ [stat]} \pm 0.0014 \text{ [sys]} \) fm
\]

using

\[
b = \frac{\Phi_{\text{gas}}}{N\lambda D}.
\]

The \( ^4 \)He density \( N \) was calculated from the measured pressure \( (P) \) and temperature \( (T) \) using the virial equation

\[
N(T, P) = \frac{P}{k_B T (1 + B_P + C_P P^2)}
\]

where \( k_B \) is the Boltzmann constant and \( B_P, C_P \) are the tabulated virial coefficients for helium [24]. The neutron wavelength \( \lambda = (2.70913 \pm 0.00016 \text{ [stat]} \pm 0.000023 \text{ [sys]} \) was measured in the O-beam at the exit of the neutron interferometer using a standard Bragg diffraction rocking curve method (see for example [25]) with a pressed silicon crystal. The neutron path length \( D \) through the gas target was measured at the NIST Precision Engineering Division Coordinate Measuring Machine [26] to be \( D = (1.0016 \pm 0.0001) \) cm, unpressurized at 20 °C. The entrance and exit windows were nominally 0.6 cm thick and measured to 180 nm precision. The change in thickness of gas and aluminum due to target deformation when pressurized was calculated using finite element analysis in Autodesk Inventor [27]. The dominant systematic effect is the difference in relative path lengths in aluminum. We found that the change in relative path length (pressurized cell vs. evacuated cell) was 190 nm (0.003 %) at 13 bar. The corresponding proportional correction was applied to \( \Phi \) gas for each pressure.

The values of \( b \) found by applying equation (1) to each \( \Phi \) gas measurement for the six data sets, with all corrections applied, are shown in figure 4 along with the weighted average. Our final result for the bound \( n-^4 \)He scattering length is

\[
 b = (3.0982 \pm 0.0021 \pm 0.0002 \text{ [stat]} \pm 0.0014 \text{ [sys]} \) fm
\]

or expressed as the free scattering length

\[
a = (2.4746 \pm 0.0017 \text{ [stat]} \pm 0.0011 \text{ [sys]} \) fm.
\]

The error budget is shown in table I. The largest systematic correction and uncertainty was due to the target cell deformation calculation. The total statistical uncertainty includes contributions from the gas-filled phase shifts (see figure 4) and the empty cell measurements.

\[
\text{target cell deformation 0.01249 0.00129}
\]
\[
\text{target cell metrology 0.00031 0.00001}
\]
\[
\text{neutron wavelength 0.00032 0.00001}
\]
\[
\text{gas pressure cal. 0.00032 0.00001}
\]
\[
\text{gas temperature cal. 0.00001 0.00001}
\]
\[
\text{virial coefficients 0.00021 0.00021}
\]
\[
\text{gas purity -0.00002 0.00002}
\]
\[
\text{total systematic 0.01247 0.00142}
\]
\[
\text{statistical 0.00214 0.00214}
\]

The error budget is shown in table I. The largest systematic correction and uncertainty was due to the target cell deformation calculation. The total statistical uncertainty includes contributions from the gas-filled phase shifts (see figure 4) and the empty cell measurements. Our result is in disagreement with the previous neutron interferometric measurement of Kaiser et al. [28], but in good agreement with earlier measurements that used the transmission method [29–31] (see figure 5). Including this measurement, the world average becomes

\[
b = (3.0993 \pm 0.0025) \) fm, a 2 % downward shift and a reduction in the net uncertainty by a factor of more than six.
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![FIG. 4. Bound neutron scattering length for the six data sets after all corrections, fit to a constant. Error bars are due to Poisson counting statistics from the \( \Phi_D \) data only.](image-url)

![FIG. 5. A summary showing this result in comparison to previous transmission measurements by McReynolds [29], Genin et al. [30], Rorer et al. [31], and neutron interferometry by Kaiser et al. [28].](image-url)

TABLE I. A summary of systematic corrections and uncertainties. The statistical uncertainty is the combined Poisson counting statistics from \( \Phi_D \) (see figure 4) and \( \Phi_{\text{cell}} \) data.

| correction (fm) | 1 \( \sigma \) uncertainty (fm) |
|-----------------|-------------------------------|
| target cell deformation | 0.01249 0.00129 |
| target cell metrology | 0.00031 0.00001 |
| neutron wavelength | 0.00032 0.00001 |
| gas pressure cal. | 0.00032 0.00001 |
| gas temperature cal. | 0.00001 0.00001 |
| virial coefficients | 0.00021 0.00021 |
| gas purity | -0.00002 0.00002 |
| total systematic | 0.01247 0.00142 |
| statistical | 0.00214 0.00214 |
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