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Abstract. We consider a pressureless hydrodynamic model of collective behaviour, which is concerned with a density function $\rho$ and a velocity field $v$ on the torus, and is described by the continuity equation for $\rho$, $\partial_t \rho + \text{div}(\rho v) = 0$, and a compressible hydrodynamic equation for $v$, $\rho v_t + \rho v \cdot \nabla v - \Delta v = -\rho \nabla K \rho$ with a forcing modelling collective behaviour related to the density $\rho$, where $K$ stands for the interaction potential, defined as the solution to the Poisson equation on $T^d$. We show global-in-time stability of the ground state $(\rho, v) = (1, 0)$ if the perturbation $(\rho_0 - 1, v_0)$ satisfies $\|v_0\|_{B^{d/p}_{p,1}(T^d)} + \|\rho_0 - 1\|_{B^{d/p}_{p,1}(T^d)} \leq \epsilon$ for sufficiently small $\epsilon > 0$.

1. Introduction

The subject of this note is a model of motion of a pressureless gas driven by the following set of laws:

$$
\begin{align*}
\partial_t \rho + \text{div}(\rho v) &= 0, \\
\rho v_t + \rho v \cdot \nabla v - \Delta v &= -\rho \nabla K \rho
\end{align*}
$$

considered, for simplicity, on the $d$-dimensional torus $T^d = \mathbb{R}^d/(2\pi \mathbb{Z})^d$. The first equation is the mass conservation, prescribing the dynamics of the density $\rho$ under the flow $v$, and the second one is the momentum equation. Here $K = (-\Delta)^{-1}$ is the operator such that $\Psi := K \rho$ satisfies

$$
-\Delta \Psi = \rho - \{\rho\}, \quad \text{where } \{\rho\} := \int \rho \, dx
$$

and $\int \Psi = 0$. Here and below we use the short-hand notation $\int \equiv \int_{T^d}$, and we will often omit “$dx$”, for brevity. We note that, since the average $\{\rho\}$ is preserved by the flow, we assume, without loss of generality, that $\{\rho\} = 1$ for all times.

Model (1) arises as a nonlinear repulsion model of collective behaviour [4, 5, 19]. An exclusive feature of this type of systems is the lack of the internal force, represented in the classical mechanics by the pressure. Instead of it we consider an external force given by a repulsion of electromagnetic type of the form of the Poisson potential $K = (-\Delta)^{-1}$. If we assumed the presence of the pressure function (of type $\nabla p(\rho)$ for instance), then we would have obtained a variant of the compressible Navier-Stokes system.

In fact, there are a number of results for models with the pressure [4, 5] of type $p \sim \rho^m$. The case $m = 0$ is not well-understood yet, which is partially our motivation to study system (1). Moreover, (1) is also related to the models of self-gravitational gases [1, 14, 23]. However, the closest, in the authors’ opinion, is a result regarding the pressureless Euler-Poisson system [20], see also [6]. The latter result is merely mono-dimensional and, instead of dissipation, a friction term is taken into account. What is interesting from the mathematical
viewpoint is that the friction somehow gives better stability properties that dissipation, even in the case of a bounded domain. In contrast, for system (1) we do obtain global-in-time existence of unique solutions for small data, but any exponential decay as $t \to \infty$ can not be expected. This is a consequence of the fact that the spectrum of an operator coming from the linearization of (1) is not cut from zero, see (34) below for details. Another related result is concerned with a detailed analysis of the mono-dimensional Euler-Poisson system [16], where many cases have been discussed. More dimensional cases require some modifications, see [22]. In the case $K \equiv 0$ we refer the reader to [13], where the system is analyzed in a nonstandard framework of the Lorentz spaces and time-weighted norms.

From the mathematical viewpoint, the key difficulty of (1) is the lack of the effective viscous flux which relates the divergence of the velocity $v$ with the pressure $p(\rho)$ in the form

$$\text{div } v - p(\rho).$$

This quantity is often used in the theory of compressible Navier-Stokes system to smooth out the density, by proving its decay or integrability in time, which in turns gives enough compactness to yield existence of weak solutions [17, 21]. In the case of (1), there is no such simple quantity with fine properties. This is one of the reasons why the general analysis of systems of type (1) is at the borderline of the modern PDE techniques.

In order to analyze (1) one could consider the quasi-stationary approximation of (1), which leads to the following aggregation type equation

$$\partial_t \rho - (-\Delta)^{-1} \text{div}(\rho \nabla K \rho) = 0. \quad (3)$$

An analysis of the above system could deliver possible static solutions to (1) and is related to the issue of stability.

On the other hand, considering (1) from the viewpoint of the energy, in analogy to the compressible Navier-Stokes equation, we can test the momentum equation with $v$ to get

$$\frac{1}{2} \frac{d}{dt} \int (\rho |v|^2 + \rho K \rho) dx + \mu \int |\nabla v|^2 dx = 0. \quad (4)$$

In order to understand the meaning of the term involving $K$ we note that $\Psi := K \rho = K(\rho - 1)$ has zero average, which implies that

$$\int \rho K \rho dx = \int (\rho - 1)K(\rho - 1) dx = \int (-\Delta \Psi) \Psi dx = \int |\nabla \Psi|^2 dx = \|\rho - 1\|_{H^{-1}}^2. $$

This shows that the energy $\int \rho |v|^2 dx + \|\rho - 1\|_{H^{-1}}^2$ decreases in time, which suggests that system (1) is stable, at least around static solutions. It can be interpreted as the structure of the force $-\rho \nabla K \rho$, which says that particles repel each other. This is related to the phenomenon of the electron gas [18]. In order to retain positivity of the density $\rho$ for all times, we consider the case of a bounded domain.

The purpose of this note is to establish the first stability result of the ground states of (1). To this end, we focus on the case of the torus $\mathbb{T}^d$, for the sake of simplicity. In such case the ground state of (1) is $(\rho, v) = (1, 0)$, and we prove global-in-time stability of this state.

In order to obtain such stability result we will make use of some tools from the theory of regular solutions for the compressible Navier-Stokes system. The first approach to such system is based on the $L^2$ setting [25]. However we will extend the techniques from [26, 27].
developed for the $L^p$ spaces, as well as from [9], which focuses on the Besov space setting on the whole space $\mathbb{R}^3$. These methods can be further developed to yield the following.

**Theorem 1 (Main result).** Given $d \geq 3$, $p \in (\min(d/2, 2), d)$ there exists $\epsilon > 0$ with the following property. For every $\rho_0 - 1 \in B^{d/p}_{p,1}(\mathbb{T}^d)$ and $v_0 \in B^{d/p-1}_{p,1}(\mathbb{T}^d)$ such that $\int \rho_0 v_0 = 0$ and

$$\|v_0\|_{B^{d/p-1}_{p,1}(\mathbb{T}^d)} + \|\rho_0 - 1\|_{B^{d/p}_{p,1}(\mathbb{T}^d)} \leq \epsilon$$

there exists a unique global in time solution $(\rho, v)$ of $(1)$, such that

$$\rho - 1 \in C_b([0, \infty); B^{d/p}_{p,1}(\mathbb{T}^d)), \quad v_t, \nabla^2 v \in L^1(0, \infty; B^{d/p-1}_{p,1}(\mathbb{T}^d)),$$

with

$$\|\rho - 1\|_{L^\infty((0, \infty); B^{d/p}_{p,1}(\mathbb{T}^d))} + \|v_t\|_{L^1((0, \infty); B^{d/p-1}_{p,1}(\mathbb{T}^d))} + \|v\|_{L^1((0, \infty); B^{d/p+1}_{p,1}(\mathbb{T}^d))} \leq C\epsilon,$$

where $C = C(d, p) > 1$ is a constant.

Here $C_b(I; X)$ denotes the space of continuous and bounded functions from interval $I$ to a Banach space $X$. Here $B^s_{p,1}(\mathbb{T}^d)$ stand for the Besov space on the torus (see Section 2 for details). In order to motivate this functional framework we first observe that the transport equation for $\rho$ gives the a priori bound

$$\|\rho(t)\|_{L^\infty} \leq \|\rho_0\|_{L^\infty} \exp \left( \int_0^t \|\nabla v(s)\|_{L^\infty} \, ds \right). \quad (5)$$

This suggests that the condition

$$\operatorname{div} v \in L^1((0, \infty); L^\infty) \quad (6)$$

is necessary for any global well-posedness result. On the other hand, in order to construct the solution claimed by the above theorem, one would consider a linearization of $(1)$ around the ground state. In order to effectively analyze such linearization one would need to use maximal regularity of the heat equation $\partial_t u - \Delta u = f$ in a space of the form $L^1((0, \infty); X)$ where $X$ is some Banach space. However, it is well-known that if $X$ is reflexive (more precisely $UMD$, see [13]) then such maximal regularity holds in $L^q(0, T; X)$ only for $1 < q < \infty$. Thus, in order to reach the borderline case $q = 1$, we need to find a non-reflexive Banach space $X$. This suggests that we should leave the classical $L^p$ framework and enter the universe of the Besov spaces. It naturally leads us to consider the spaces of the form $L^1((0, \infty); B^s_{p,1})$, considered by [10] [11]. In fact, maximal regularity of the heat equation holds in $L^1((0, \infty); B^s_{p,1})$ (see (17) below), which is one of the most significant property of Besov spaces with the last index one. Moreover, $B^s_{p,1} \subset L^\infty$ for $s \geq d/p$, which, in light of (6), suggests that we should consider

$$\nabla v \in L^1((0, \infty); B^{d/p}_{p,1}),$$

which naturally leads us to the functional setting considered in Theorem 1.

Thanks to this choice of functional setting, the hyperbolic character of the continuity equation for $\rho$ can be removed. Moreover, due to the smallness assumption of Theorem 1, we expect that

$$\left\| \int_0^t |\nabla v(s, x)| \, ds \right\|_{L^\infty} < \frac{1}{2},$$

and

$$\|v\|_{L^\infty} \leq \|v_0\|_{L^\infty} \exp \left( \int_0^t \|\nabla v(s)\|_{L^\infty} \, ds \right). \quad (5)$$
which suggests that the Lagrangian coordinates should be well defined. In fact, the problem (1) becomes simpler in such coordinates. In order to describe the main difficulties, we first introduce the Lagrangian setting.

Let \( X(t, y) \) be the solution of the system
\[
\frac{dX(t, y)}{dt} = v(t, X(t, y)), \quad X|_{t=0} = y.
\]
The Lagrangian coordinates \( y \) are given by the relation
\[
X(t, y) := y + \int_0^t v(\tau, X(\tau, y)) d\tau.
\]
We set
\[
\eta(t, y) := \rho(t, X(t, y)), \quad u(t, y) := v(t, X(t, y)).
\]
The transformation matrix reads
\[
A := \left( \frac{dX}{dy} \right)^{-1} = \left( I + \int_0^t \nabla u \right)^{-1}.
\]
Since we assumed the average of the density is one, and we aim at analysis of the flow around this state, we introduce \( a \) as follows
\[
\eta = 1 + a.
\]
The equations (1) in Lagrangian coordinates become
\[
\eta_t + \eta \text{div}_u u = 0,
\]
\[
\eta u_t - \Delta_u u = -\eta \nabla_u (-\Delta_u)^{-1} a \quad \text{in} \quad [0, \infty) \times \mathbb{T}^d,
\]
with initial conditions \( \eta|_{t=0} = \rho_0, u|_{t=0} = v_0 \), where we have denoted by \( \nabla_u, \text{div}_u \) and \( \Delta_u \) the gradient and the Laplace operator, respectively, with respect to the \( x \) variable, that is in the Eulerian setting. For example
\[
\text{div}_u u(t, y) = [\text{div} v(t, x)]_{x=X(t,y)}, \quad \text{and} \quad \Delta_u u(t, y) = [\Delta v(t, x)]_{x=X(t,y)}.
\]
We will use the notation \( \text{div}, \nabla \) and \( \Delta \) to denote the respective differential operators of \( u, a \) or \( \eta \) with respect to their spatial variable, namely \( y \). Similarly, we denote by \( (-\Delta)^{-1} \) the solution operator of (2) in variable \( y \), and we have also denoted by \( (-\Delta_u)^{-1} g(y) \) the solution operator in the Eulerian variables. Namely, since \( a(t, y) = [\rho(t, x) - 1]_{x=X(t,y)} \), we have
\[
\nabla_u (-\Delta_u)^{-1} a = \nabla_u \left[ (-\Delta)^{-1} (\rho - 1) \right]_{x=X(t,y)}.
\]
We will show (in Section 4 below) that Theorem 1 is equivalent to the following restatement in the Lagrangian coordinates.

**Proposition 2** (Main result in the Lagrangian coordinates). Given \( d \geq 3 \), \( p \in (\min(d/2, 2), d) \) there exists \( \epsilon > 0 \) with the following property. For every \( a_0 \in B^{d/p}_{p,1}(\mathbb{T}^d) \) and \( u_0 \in B^{d/p-1}_{p,1}(\mathbb{T}^d) \) with
\[
\|a_0\|_{B^{d/p}_{p,1}(\mathbb{T}^d)} + \|u_0\|_{B^{d/p-1}_{p,1}(\mathbb{T}^d)} \leq \epsilon,
\]
there exists a unique Lagrangian map $X$ and a pair $(a, u)$ such that $X(t) - \text{id} = \int_0^t u(\tau) d\tau$ holds for $t > 0$, the equations (11) hold on $(0, \infty) \times \mathbb{T}^d$ with initial conditions $(a_0, u_0)$, and
\[
\|a\|_{L^\infty(0, \infty); B^{d/p}_p(\mathbb{T}^d)} + \|a_t\|_{L^1((0, \infty); B^{d/p}_p(\mathbb{T}^d))} + \|a - \{a\}\|_{L^1((0, \infty); B^{d/p-2}_p(\mathbb{T}^d))} \\
+ \|u\|_{L^\infty(0, \infty); B^{d/p-1}_p(\mathbb{T}^d)} + \|u_t\|_{L^1((0, \infty); B^{d/p-1}_p(\mathbb{T}^d))} + \|u - \{u\}\|_{L^1((0, \infty); B^{d/p+1}_p(\mathbb{T}^d))} \\
+ \|\nabla X - I\|_{L^\infty((0, \infty); B^{d/p}_p(\mathbb{T}^d))} \leq C\epsilon,
\]
where $C = C(d, p) > 1$ is a constant.

We note that in Proposition 2 we only obtain the smallness the averages $\{a\}, \{u\}$ of $a, u$ that is uniform in time, while in the Eulerian coordinates (i.e. in Theorem 1) we obtain $L^1$ control, which is a consequence of the conservation of mass $\int \rho$ and the conservation of momentum $\int \rho v$, see (32) for details.

We note that the claim of Proposition 2 implies in particular that
\[
\nabla u \in L^1(\mathbb{R}_+; L^\infty) \quad \text{and} \quad a \in L^\infty(\mathbb{T}^d \times \mathbb{R}_+).
\]

In order to prove Proposition 2 we consider the linearization of (11) the system around the ground state $(a, u) = (0, 0)$, see (25) below. We establish well-posedness of the linearization in Lemma 3. To this end, we apply the explicit formula for the linear system, and we use a multiplier theorem, which is a version of the 1939 Marcinkiewicz theorem [24]. We find the maximal regularity estimate, which then determines the regularity framework used in Proposition 2.

In order to consider the nonlinear problem (11), we note that the main difficulty of Proposition 2 is the appearance of the inverse Laplacian $(-\Delta u)^{-1}$ in the Eulerian coordinates in (11). This term, i.e. $\nabla u (-\Delta u)^{-1} a$ needs to be estimated in Besov spaces in Lagrangian coordinates, and this can be achieved by showing that elliptic estimates are stable with respect to the Lagrangian mapping $y \mapsto X(t, y)$, given smallness of the initial data, see (55) and (59) for example. Using this trick we prove Proposition 2 by linearizing (11) and then applying Banach Contraction Theorem to obtain a unique global-in-time solution for small data.

We emphasize that the use of the Besov spaces seems irreplaceable, since, although we are working in a bounded domain, we are not able to obtain any exponential time decay. In fact, as mentioned above, the real spectrum of the linearized system (25) is not separated from zero, see (34).

Finally we discuss possible directions coming from our result. Firstly, it seems possible to extend this analysis to other operators $K$. Here we consider a very particular one, but there is a zoo of other interesting and physically relevant examples, see [7, 2, 3, 8] for example. The next problem is to consider the case of the whole space $\mathbb{R}^d$, which seems to be more natural for problems arising from collective behaviors. Such setting requires a more subtle functional setting crossing the standard definition of Besov spaces, which is related to a number of mathematical challenges which remain to be addressed. One of them is a natural assumption of finite mass $\int_{\mathbb{R}^d} \rho < \infty$, which implies decay of $\rho$ at spatial infinity. It is not clear what decay of $\rho$ should be assumed, but assuming compact support of $\rho$, the system suffers an elliptic degeneration, namely the term $\rho v_t$ just disappears.

We also note that even the change of the sign of $K$ in (11) results in an unstable system (recall (11), see also (32) below). In that case it seems natural to expect the density to converge to a single point, namely to a Dirac delta.
The structure of the note is as follows. In the next section we introduce the notion of Besov spaces on the torus, $B^s_{p,q}(\mathbb{T}^d)$. We discuss some basic properties of such spaces, including the Nikol’skij inequality (14), embeddings (15), as well as maximal regularity of the heat equation (17), multiplier properties (22), product laws (23) and diffeomorphism invariance (24). Some of the results we could not find in the literature, and so we provide proofs for the sake of completeness. In Section 3 we first discuss a well-posedness result (Lemma 3) of the linearization of the equations in the Lagrangian form (11) and then prove Proposition 2. Section 4 is devoted to the proof of the claimed equivalence of the Eulerian (Lemma 3) of the linearization of the equations in the Lagrangian form (11) and then prove Proposition 2. Section 3 is devoted to the proof of the claimed equivalence of the Eulerian setting (Theorem 1) and the Lagrangian setting (Proposition 2).

2. Preliminaries

We denote by $A \lesssim B$ the inequality $A \lesssim CB$, where $C > 0$ is a universal constant. If $C$ depends of some parameters, we denote those using subscripts. By “$\sim$” we mean “$\lesssim$ and $\gtrsim$”. We will use the standard notation of the Sobolev space by $H^s := H^s(\mathbb{R}^d) \equiv W^{s,2}(\mathbb{R}^d)$. We will also write $L^p \equiv L^p(\mathbb{T}^d)$, and $\| \cdot \|_p \equiv \| \cdot \|_{L^p}$.

Given $u: \mathbb{T}^d \to \mathbb{R}$ and $k \in \mathbb{Z}^d$ we denote its $k$-th Fourier mode by $u_k := \int_{\mathbb{T}^d} u(x)e^{ik \cdot x} dx$.

Let $M := \mathbb{R}^d \to \mathbb{R}$ be such that $M \in H^\beta$ for some $\beta > d/2$. Letting $\Lambda \subset \mathbb{Z}^d$ be a finite set, and letting $d_\Lambda := \max_{k,l \in \Lambda} \|k - l\|$, we recall a Fourier multiplier inequality

$$\left\| \sum_{k \in \Lambda} M(k)u_k e^{ik \cdot x} \right\|_p \leq C \|M_{d_\Lambda}\|_{L^\beta} \|u\|_p, \quad p \in [1, \infty], \beta > d/2,$$

where $C = C(d,p,\beta)$, and $M_{d_\Lambda} := M(\lambda \cdot)$ denotes the $\lambda$-dilation of $M$. We refer the reader to Section 3.3.4 in [30] for a proof of (12). We recall the Nikol’skij inequality,

$$\|f\|_q \lesssim_{p,q} d_\Lambda^{\frac{d}{q} - \frac{d}{p}} \|f\|_p$$

for $p, q \in [1, \infty]$ such that $q \geq p$ and for $f \in L^p$ such that $f_k = 0$ for $k \not\in \Lambda$, see Section 3.3.2 in [30] for a proof.

In order to define Besov spaces $B^s_{p,q}(\mathbb{T}^d)$ we first let $h \in C^\infty(R; [0, 1])$ be such that $\chi(z) = 1$ for $z \leq 1$ and $\chi(z) = 0$ for $z \geq 2$, and we set

$$\phi_1(x) := \chi(|x|/2) - \chi(|x|), \quad \phi_j := \phi(2^{-j} \cdot) \quad \text{for } j \geq 2, \quad \phi_0(x) := \chi(|x|)$$

for $x \in \mathbb{R}^d$. We also set

$$\psi_j := \phi(2^{-j} \cdot) \quad \text{and} \quad \psi_{j+k} := \sum_{l=j-k}^{j+k} \psi_l \quad \text{for } j \in \mathbb{Z}, k \geq 0$$

For $m \geq 0$ let

$$P_m u := \sum_{k \in \mathbb{Z}^d} \phi_m(k)u_k e^{ik \cdot x}.$$ 

Note that

$$\|P_m u\|_q \lesssim_{p,q} 2^{md - \frac{md}{q}} \|P_m u\|_p,$$

by the Nikol’skij inequality (13). Given $p, q \in [1, \infty], s \in \mathbb{R}$ we let $B^s_{p,q}$ denote the ...

$$\|u\|_{B^s_{p,q}} := \sum_{m \geq 0} 2^{smq} \|P_m u\|_p^q$$
recall [30] Definition 3.5.1(i)]. In this work we will be only concerned with functions with vanishing mean, i.e. \( \int_{\mathbb{T}^d} f = 0 \), for which the above sum can be taken over \( m \geq 1 \).

Note that \( B^s_{p,q} \) is a Banach space by Theorem 1 in Section 3.5.1 in [30]. We recall the embedding

\[
B^{d/p+\delta}_{p,1} \subset B^{d/p}_{p,1} \subset C^0(\mathbb{T}^d)
\]

for every \( \delta > 0, p \in [1, \infty] \), see [30] p. 170.

Suppose that \( f, g \in L^1_{loc}((0, \infty); L^1) \) are such that \( \int_{\mathbb{T}^d} f(t) = \int_{\mathbb{T}^d} g(t) = 0 \) for each \( t > 0 \) and that

\[
\partial_t f - \Delta f = g
\]

hold in the sense of distributions in \( \mathbb{T}^d \times \mathbb{R}_+ \). Then

\[
\|f(t)\|_{L^1 B^{s}_{p,1}} + \|f\|_{L^1 B^{s+2}_{p,1}} \lesssim \|g\|_{L^1 B^{s}_{p,1}}
\]

for every \( p \in [1, \infty], s \in \mathbb{R} \). In order to verify (17) we first note that the solution \( f \) of (16) can be characterized in terms of its Fourier coefficients,

\[
f_k(t) = \int_0^t e^{-k^2(t-s)} g_k(s) \, ds
\]

for every \( k \in \mathbb{Z}^d \setminus \{0\} \). Secondly, for every \( \alpha > 0 \)

\[
\left\| P_m \left( \sum_{k \in \mathbb{Z}^d} e^{-\alpha k^2} g_k e^{ik \cdot x} \right) \right\| \lesssim_p e^{-\alpha 2^m} \| P_m g \|_p,
\]

where \( c > 0 \) is a constant.

Let \( m \geq 1 \). We take \( u := P_m g, M(\xi) := e^{-\alpha|\xi|^2} \phi_{m+1}(\xi) \). We take \( N := [d/2] + 1 \), \( \Lambda := \{ k \in \mathbb{Z}^d : 2^{m-1} \leq |k| \leq 2^{m+1} \} \). We have \( dA \sim 2^m \), which gives that

\[
\left\| M_{dA} \right\|^2_{H^N} = \sum_{|\gamma| \leq N} d_{A}^{|\gamma|} \left| D^\gamma M(\hat{dA}) \right|^2 \lesssim \sum_{|\gamma| \leq N} 2^{2|\gamma|-d} \int \left| D^\gamma M \right|^2
\]

\[
\lesssim \sum_{|\gamma| \leq N} 2^{2|\gamma|-d} \int_{2^{m-2} \leq |\xi| \leq 2^{m+2}} \left( 2^{-m} + |\alpha \xi| + \ldots + |\alpha \xi|^{2^m} \right)^2 \, d\xi
\]

\[
\lesssim e^{-\alpha 2^{m-4}} \int \left( Q_N(\alpha|\xi|^2)e^{-\alpha|\xi|^2} \right)^2 \, d\xi \lesssim e^{-\alpha 2^{m-4}},
\]

where \( Q_N \) denotes a polynomial of order \( N \) and, in the second inequality, we obtained the term \( "2^{-m}" \) in the case when all derivatives fall onto \( \hat{\phi}_{m+1} \). If \( k \) derivatives fall on \( "e^{-\alpha|\xi|^2}" \) we obtain \( "|\alpha \xi|^{k\gamma}" \), and then each of the other \( |\gamma| - k \) derivatives give factors of \( 2^{-m} \), as \( |\xi| \sim 2^m \) and \( m \geq 1 \). In the third inequality above we also used our choice of \( N \), which implies that \( 2|\gamma| - d \leq 2 \). Applying the multiplier inequality (12) gives (19), as required.

Multiplying (18) by \( \phi_m e^{ik \cdot x} \), summing in \( k \in \mathbb{Z}^d \) and taking the \( L^p \) norm we obtain

\[
\left\| P_m f(t) \right\|_p \lesssim \int_0^t \left\| P_m \left( \sum_{k \in \mathbb{Z}^d} e^{-(t-s)k^2} g_k(s) e^{ik \cdot x} \right) \right\|_p \, ds \lesssim \int_0^t e^{-c(t-s)2^m} \| P_m g(s) \|_p \, ds
\]
where we used (19) with $\alpha := t - s$ in the last step. Integration over $t \in (0, \infty)$ and using Young’s inequality $\|f \ast g\|_1 \leq \|f\|_1 \|g\|_1$ gives

$$
\int_0^\infty \|P_m f(t)\|_p dt \lesssim 2^{-2m} \int_0^\infty \|P_m g(t)\|_p dt
$$

for every $m$. Multiplying both sides by $2^{2m}$, summing in $m$ and applying the Tonneli theorem gives that $\|f\|_{L^{1, p}^2} \lesssim \|g\|_{L^{1, p}^4}$. This and the equation (16) prove (17), as required.

As a simple corollary we note that an argument analogous to (20) shows that

$$
\|P_m f\|_p \lesssim_p \|f\|_p, \quad \|P_m D\gamma f\|_p \lesssim_p 2^{m}\|P_m f\|_p, \quad \|P_m \Delta f\|_p \sim_p 2^{2m}\|P_m f\|_p
$$

(21)

for every $m \geq 1$, $p \in [1, \infty)$ (by taking taking, respectively, $M(\xi) = \phi_m(\xi)$, $M(\xi) = \xi^\gamma \phi_m(\xi)$, $M(\xi) = |\xi|^2 \phi_m(\xi)$ and $M(\xi) = |\xi|^{-2} \phi_m(\xi)$). In particular

$$
\|D\gamma f\|_{B^s_{p,q}} \lesssim \|f\|_{B^s_{p,q}^{\gamma}}, \quad \|\Delta f\|_{B^s_{p,q}} \sim \|f\|_{B^s_{p,q}^{\gamma}},
$$

(22)

for every $p, q \in [1, \infty]$, $s \in \mathbb{R}$, given $\int f = 0$.

We note that

$$
\|fg\|_{B^s_{p,1}} \lesssim |s| \|f\|_{B^{|s|}_{d,p}} \|g\|_{B^s_{p,1}}
$$

(23)

for $\epsilon > 0, p \in [2, d), s \in (d/p, d/p)$, which can be proved in the same as the analogous claim for nonhomogeneous Besov spaces on $\mathbb{R}^3$, see Theorem 2(i) in Section 4.6.1 in [29].

Finally we note that the $B^s_{p,1}$, for $s \in (0, 1)$, norm is equivalent to the Lipschitz norm,

$$
\|f\|_{B^s_{p,1}} \sim_{d, p, s} \int \left( \int \frac{|f(y) - f(x)|^p}{|y - x|^{d + sp}} \right)^{\frac{1}{p}} dx
$$

for $s \in (0, 1), p \in [1, \infty)$, see (18) on p. 169 in [30]. See also (4) on p. 110 in [31].

we can deduce from it that $B^s_{p,1}$ is invariant under diffeomorphisms for $s \in (0, 1)$. Namely, given a diffeomorphism $Z : \mathbb{T}^d \to \mathbb{T}^d$ we have

$$
\|f \circ Z\|_{B^s_{p,1}} \sim_{s, d, p} C(\|\nabla Z\|_{L^\infty}, \|\nabla Z^{-1}\|_{L^\infty}) \|f\|_{B^s_{p,1}},
$$

(24)

for $s \in (0, 1), p \in [1, \infty]$, by applying the change of variable $y \mapsto Z(y)$, using the Mean Value Theorem and estimating the Jacobian by the $L^\infty$ norms of $\nabla Z$ and $(\nabla Z)^{-1}$, see Lemma 2.1.1 in [12] for details. In what follows we will apply (24) for $s := d/p - 1$, which belongs to $(0, 1)$, due to our restriction on $p$, namely $p \in (\min(d/2, 2), d)$.

In what follows we will use a shorthand notation

$$
L^p B^s \equiv L^p((0, \infty); B^s_{p,1}(\mathbb{T}^d))
$$

3. PROOF OF THEOREM 1

In this section we prove Proposition 2 which is equivalent to Theorem 1 (see Section 4 below). We first consider the following compressible Stokes system,

$$
a_t + \text{div} u = h \quad \text{in} \quad \mathbb{T}^d \times \mathbb{R}_+,
$$

$$
u \Delta u + \nabla (Ka) = g \quad \text{in} \quad \mathbb{T}^d \times \mathbb{R}_+,
$$

$$
a|_{t=0} = a_0, \quad u|_{t=0} = u_0 \quad \text{at} \quad \mathbb{T}^d,
$$

(25)

where $g, h$ are given. This system is a linearization of (11), and the following lemma determines the types of spaces which we will use to estimate $u$ and $a$.

\[ \text{Theorem:} \]

\[ \text{Young's inequality:} \]

\[ \|fg\|_1 \leq \|f\|_1 \|g\|_1 \quad \text{for} \quad f, g \in L^1. \]

1. \[ \|f\|_{L^{1, p}^2} \lesssim \|g\|_{L^{1, p}^4}. \]

2. \[ \|D\gamma f\|_{B^s_{p,q}} \lesssim \|f\|_{B^s_{p,q}^{\gamma}}. \]

3. \[ \|\Delta f\|_{B^s_{p,q}} \sim \|f\|_{B^s_{p,q}^{\gamma}}. \]

4. \[ \|f \circ Z\|_{B^s_{p,q}} \sim \|f\|_{B^s_{p,q}} \quad \text{for} \quad Z : \mathbb{T}^d \to \mathbb{T}^d \quad \text{a diffeomorphism}. \]

5. \[ L^p B^s \equiv L^p((0, \infty); B^s_{p,1}(\mathbb{T}^d)). \]
Lemma 3 (Solution of the linear system). Given \( s \in \mathbb{R} \), \( p \in [1, \infty) \), \( a_0 \in B_{p,1}^{s+1} \), \( u_0 \in B_{p,1}^s \), \( g \in L^1 B_{p,1}^{s+1} \), \( h \in L^1 B_{p,1}^{s+1} \) the system \( (25) \) admits a unique solution \((a, u)\) such that

\[
\|a\|_{L^\infty B_{p,1}^{s+1}} + \|a_t\|_{L^1 B_{p,1}^{s+1}} + \|a - \{a\}\|_{L^1 B_{p,1}^{s+1}} + \|u\|_{L^\infty B_{p,1}^s} + \|u_t\|_{L^1 B_{p,1}^s} + \|u - \{u\}\|_{L^1 B_{p,1}^{s+1}} \\
\lesssim \nu \|a_0\|_{B_{p,1}^s} + \|u_0\|_{B_{p,1}^s} + \|h\|_{L^1 B_{p,1}^s} + \|g\|_{L^1 B_{p,1}^s}.
\]  

(26)

The lemma can be proved by first taking \( \text{div} \) of the second equation to obtain an evolution equation for \( d := \text{div} \ u \). Taking \( \partial_t \) of the resulting PDE and substituting \( a_t \) from the first equation we obtain an autonomous PDE on \( d \), which we can solve by translating it into a family of second order ODEs for the Fourier coefficients of \( d \). This allows us to find \( a \) from the first equation. We can then use it to find \( u \) from the second equation.

Proof. We first note that we can assume that \( g = 0 \) and \( u_0 = 0 \). Indeed, otherwise, we denote by \( \tilde{u} \) the solution of the heat equation with initial data \( u_0 \) and forcing \( g \), i.e. we set

\[
\tilde{u}_k(t) := \int_0^t g_k e^{-\nu k^2 (t-s)} ds + e^{-\nu k^2 t} u_{0k}.
\]  

(27)

Maximal regularity \((17)\) gives that

\[
\|\tilde{u}_t\|_{L^1 B_{p,1}^s} + \|\Delta \tilde{u}\|_{L^1 B_{p,1}^s} \lesssim \|g\|_{L^1 B_{p,1}^s} + \|u_0\|_{B_{p,1}^s}.
\]  

(28)

Then \((a, u - \tilde{u})\) satisfies \((25)\) with \( g = 0 \), \((u - \tilde{u})_{t=0} = 0 \) and the right-hand side of the equation for \( a \) equal

\[
\tilde{h} := h - \text{div} \ \tilde{u}.
\]  

(29)

Note that

\[
\|\tilde{h}\|_{L^1 B_{p,1}^s} \lesssim \|h\|_{L^1 B_{p,1}^s} + \|\Delta \tilde{u}\|_{L^1 B_{p,1}^s} \lesssim \|h\|_{L^1 B_{p,1}^s} + \|g\|_{L^1 B_{p,1}^s} + \|u_0\|_{B_{p,1}^s}
\]  

for all \( s \). Thus, if the lemma is valid in the homogeneous case \( g = 0 \), \( u_0 = 0 \), then it is also valid in the inhomogeneous case. We can thus assume that \( g = 0 \) and \( u_0 = 0 \).

Taking div of the second equation of \((25)\) and setting \( d := \text{div} \ u \) we obtain

\[
d_t - \nu \Delta d - (a - \{a\}) = 0,
\]  

(30)

where we also used the fact that \( \Delta (Ka) = -(a - \{a\}) \). Taking \( \partial_t \) and recalling that \( a_t = h - d \) we obtain

\[
d_{tt} - \nu \Delta d_t + d = -(h - \{h\})
\]

with initial data \( d\big|_{t=0} = 0 \) and from \((30)\) \( d_t\big|_{t=0} = a_0 \).

In terms of Fourier coefficients we obtain a 2nd order ODE

\[
\partial_t d_k + \nu k^2 \partial_t d_k + d_k = -\tilde{h}_k
\]  

(31)

for \( k \neq 0 \). (Note that \( d_0 = \int \text{div} \ u = 0 \).) The roots of the characteristic polynomial \( \lambda^2 + \nu k^2 \lambda + 1 \) are

\[
\lambda_k^\pm = (-\nu k^2 \pm \sqrt{\nu^2 k^4 - 4})/2,
\]  

(32)

where \( k^2 := k_1^2 + k_2^2 + \ldots + k_d^2 \). Let us first assume that \( \nu^2 k^4 \neq 4 \) for all \( k \in \mathbb{Z}^d \setminus \{0\} \). Then there exists \( C_\nu > 0 \) such that

\[
|\lambda_k^+ - \lambda_k^-| \geq C_\nu k^2 \quad \text{for } k \in \mathbb{Z}^d \setminus \{0\}.
\]  

(33)
Note also that $\text{Re} \lambda_k^+, \text{Re} \lambda_k^- < 0$ with
\[
|\lambda_k^+| \sim |\text{Re} \lambda_k^+| \sim C_\nu k^{-2}, \quad |\lambda_k^-| \sim |\text{Re} \lambda_k^-| \sim C_\nu k^2
\] (34)
for $k \neq 0$. We note that the above behavior of the roots $\lambda_k^+, \lambda_k^-$ determines the properties of the spectrum of the operator coming from the linear system (25). In particular, as mentioned in the introduction, we emphasize that although the $d$-dimensional torus $T^d$ is bounded, the spectrum is not separated from zero, which exclude possibility of the exponential decay of solutions.

We can now write the explicit form of the solution,
\[
d_k(t) = A_ke^{\lambda_k^+ t} + B_ke^{\lambda_k^- t} + \frac{1}{\lambda_k^+ - \lambda_k^-} \int_0^t h_k(s) \left(e^{\lambda_k^+(t-s)} - e^{\lambda_k^-(t-s)}\right) ds,
\] (35)
where $A_k, B_k \in \mathbb{R}$ are such that
\[
\left(\begin{array}{c}
1 \\
\lambda_k^+
\end{array}\right)
\left(\begin{array}{c}
A_k \\
B_k
\end{array}\right) = \left(\begin{array}{c}
0 \\
a_{0k}
\end{array}\right)
\]
In particular, (33) gives that
\[
|A_k|, |B_k| \leq C_\nu k^{-2}|a_{0k}|
\] (36)
If $\nu k^2 = 2$ for some $k \in \mathbb{Z}^d \setminus \{0\}$ then
\[
d_k(t) = A_ke^{-t} + Bkte^{-t} + \int_0^t \int_0^s h_k(\tau)e^{-(t-\tau)} d\tau ds
\]
for such $k$, where $A_k := 0, B_k := a_{0k}$. In particular (36) follows in this case as well.

Thus considering the modes $k \sim 2^m$ we can use (19) to obtain
\[
\int_0^\infty \|P_md(t)\|_p dt \lesssim_\nu 2^{-2m} \|P ma_0\|_p \int_0^\infty \left(|e^{-c2^{-2m}t} + e^{-c'2^{2m}t}| dt
\]
\[
+ 2^{-2m} \left\|P mh_1 \ast e^{-c2^{-2m}t} + \|Pmh_1 \ast e^{-c'2^{2m}t}\|_{L^1}\right\|
\]
\[
\lesssim \|P ma_0\|_p + \int_0^\infty \|Pmh(t)\|_p dt
\]
for $m \geq 1$, which $\|P_0d(t)\|_p \sim d_0(t) = 0$ for all $t > 0$.

Similarly,
\[
d'_k(t) = A_k \lambda_k^+ e^{\lambda_k^+ t} + B_k \lambda_k^- e^{\lambda_k^- t} + \frac{1}{\lambda_k^+ - \lambda_k^-} \int_0^t h(s) \left(\lambda_k^+ e^{\lambda_k^+(t-s)} - \lambda_k^- e^{\lambda_k^-(t-s)}\right) ds
\]
for every $k \in \mathbb{Z}^d \setminus \{0\}$, and, analogously to (37), (19) gives that ($k \sim 2^m$)
\[
\int_0^\infty \|P_md(t)\|_p dt \lesssim 2^{-2m} \|P ma_0\|_p + 2^{-2m} \int_0^\infty \|Pmh(t)\|_p dt
\]
for $m \geq 1$. This and (37) implies that
\[
\|d\|_{L^1B_{p,1}^s} \lesssim_\nu \|d_0\|_{B_{p,1}^s} + \|h\|_{L^1B_{p,1}^{s+2}}
\]
\[
\|d\|_{L^\infty B_{p,1}^s} + \|d_t\|_{L^1B_{p,1}^s} \lesssim_\nu \|d_0\|_{B_{p,1}^{s+2}} + \|h\|_{L^1B_{p,1}^{s+2}}
\] (38)
Moreover, using (30) we see that $a - \{a\} = d_t - \Delta d$, which implies that
\[
\|a - \{a\}\|_{L^1B_{p,1}^s} \lesssim_\nu \|d_t\|_{L^1B_{p,1}^s} + \|d\|_{L^1B_{p,1}^{s+2}} \lesssim_\nu \|a_0\|_{B_{p,1}^{s+2}} + \|h\|_{L^1B_{p,1}^{s+2}},
\] (39)
where we applied (15) to write \( \|d_t\|_{L^1B^{p}_{\rho,1}} \lesssim \|d_t\|_{L^1B^{p+4}_{\rho,1}} \), and used (38). On the other hand, \( a_t = -d + h \), which gives that

\[
\|a\|_{L^\infty B^0_{\rho,1}} + \|a_t\|_{L^1B^1_{\rho,1}} \lesssim \|a_0\|_{B^0_{\rho,1}} + \|d\|_{L^1B^0_{\rho,1}} + \|h\|_{L^1B^0_{\rho,1}} \lesssim \|a_0\|_{B^0_{\rho,1}} + \|h\|_{L^1B^0_{\rho,1}}.
\]  

(40)

Moreover, recalling that \( f \mapsto \nabla K f \) is an operator of order \(-1\), we can use maximal regularity (17) of the second equation of (25),

\[
u_t - \Delta u = -\nabla K a
\]

(41)
to obtain

\[
\nu_t + \|\nu_t\|_{L^1B^0_{\rho,1}} + \|\nu\|_{L^1B^1_{\rho,1}} \lesssim \nu \|a\|_{L^1B^0_{\rho,1}} \lesssim \nu \|a_0\|_{B^0_{\rho,1}} + \|h\|_{L^1B^0_{\rho,1}},
\]

where we used (39) in the last inequality. This, (39) and (40) give (26), as required.

The estimates (26) prove uniqueness of solutions. As for existence, we first define

\[
u := \{a_0\} + \int_0^t \{h(s)\} ds + \nu_t - \Delta \nu.
\]

We can now prove Proposition 2.

**Proof of Proposition 2.** We rewrite (11) in the form

\[
u_t + \nabla (-\Delta)^{-1} a = a \nabla (-\Delta)^{-1} a - a \nu_t + (\Delta u - \Delta \nu) u
\]

(42)

\[
\nu_t + (1 + a) \left( \nabla (-\Delta)^{-1} - \nabla u (-\Delta u)^{-1} \right) a
\]

and note that Lemma 3 gives that

\[
\|a\|_{L^\infty B^d/p} + \|a_t\|_{L^1B^d/p} + \|a - \{a\}\|_{L^1B^d/p-1} + \|u\|_{L^1B^d/p-1} + \|u_t\|_{L^1B^d/p} + \|u - \{u\}\|_{L^1B^d/p-1}
\]

\[
\lesssim \|a_0\|_{B^d/p} + \|u_0\|_{B^d/p-1} + \|h\|_{L^1B^d/p} + \|g\|_{L^1B^d/p-1}.
\]

(43)

Assuming that

\[
\|u - \{u\}\|_{L^1B^d/p+1} \leq \gamma,
\]

(44)

where \( \gamma \in (0, 1) \) is a sufficiently small constant, we show in Step 1 below that

\[
\|h\|_{L^1B^d/p} \lesssim \|a\|_{L^\infty B^d/p} \|u - \{u\}\|_{L^1B^d/p} + (1 + \|a\|_{L^\infty B^d/p}) \|u - \{u\}\|_{L^1B^d/p}^2
\]

(45)

and in Step 2 that

\[
\|g\|_{L^1B^d/p-1} \lesssim \|a\|_{L^\infty B^d/p} \left( \|a - \{a\}\|_{L^1B^d/p-2} + \|u_t\|_{L^1B^d/p-1} \right) + \|u - \{u\}\|_{L^1B^d/p}^2 + \|u - \{u\}\|_{L^1B^d/p+1}
\]

(46)

Thanks to these estimates we can use (13) to obtain the a priori bound

\[
\|a\|_{L^\infty B^d/p} + \|a_t\|_{L^1B^d/p} + \|a - \{a\}\|_{L^1B^d/p-2} + \|u\|_{L^\infty B^d/p} \|u_t\|_{L^1B^d/p-1} + \|u - \{u\}\|_{L^1B^d/p+1}
\]

\[
\lesssim \|a_0\|_{B^d/p} + \|u_0\|_{B^d/p-1} + \|h\|_{L^1B^d/p} + \|g\|_{L^1B^d/p-1}
\]

\[
\lesssim \|a_0\|_{B^d/p} + \|u_0\|_{B^d/p-1}
\]

(47)
Note that the right-hand sides of (45), (46) are at least quadratic in \((a, u)\). This allows us to use the a priori bound to prove claim using Banach Contraction Theorem, which we discuss in Step 3 for the sake of completeness.

**Step 1.** We prove (45).

We note that
\[
\|a \text{ div } u\|_{L^1B^d/p} \lesssim \|a\|_{L^\infty B^d/p} \|u - \{u\}\|_{L^1B^{d+1}}.
\]
(48)
as for the other ingredient of \(h\), we first use (9) to expand \(A\) as the Neumann series
\[
A - I = \sum_{k\geq 1} \left(- \int_0^t \nabla u\right)^k,
\]
(49)
where \(I\) denotes the \(d \times d\) identity matrix. Taking the \(L^\infty B^d/p\) norm we see that
\[
\|A - I\|_{L^\infty B^d/p} \leq \sum_{k\geq 1} \left\|\int_0^t \nabla u\right\|^k_{L^\infty B^d/p} \leq \sum_{k\geq 1} \|u - \{u\}\|_{L^1B^{d+1}} \leq 2\|u - \{u\}\|_{L^1B^{d+1}} \leq 2\gamma,
\]
(50)
provided \(\gamma < 1/2\), where we used (44). We note that, since \(\nabla = (\frac{\partial}{\partial y})^T \nabla u\) we have \(\nabla u = A^T \nabla u\). Thus
\[
(\text{div - div}_u)u = (\delta_{ij} - A_{ji})\partial_j u_i,
\]
(51)
and consequently
\[
\|(1 + a)(\text{div - div}_u)u\|_{L^1B^d/p} \lesssim (1 + \|a\|_{L^\infty B^d/p}) \|\delta_{ij} - A_{ji}\|_{L^1B^d/p} \|\nabla u\|_{L^\infty B^d/p} \lesssim (1 + \|a\|_{L^\infty B^d/p}) \|I - A\|_{L^\infty B^d/p} \|u - \{u\}\|_{L^1B^{d+1}} \leq (1 + \|a\|_{L^\infty B^d/p}) \|u - \{u\}\|^2_{L^1B^{d+1}},
\]
(52)
as required, where we used (50) in the last step.

**Step 2.** We prove (46).

As for the first two ingredients of \(g\) we obtain
\[
\|a \nabla (-\Delta)^{-1} a - au_t\|_{L^1B^d/p-1} \lesssim \|a\|_{L^\infty B^d/p} \|a - \{a\}\|_{L^1B^{d+2}} + \|u_t\|_{L^1B^{d+1}},
\]
(53)
as required.

As for the remaining two ingredients we first note that
\[
\Delta u - \Delta = \text{div}_u \nabla u - \text{div} \nabla = \text{div} (\nabla u - \nabla) + (\text{div}_u - \text{div}) \nabla u
\]
\[= \partial_j ((A_{ij} - \delta_{ij})\partial_i) + (A_{ji} - \delta_{ij})\partial_j (\partial_i + (\delta_{ik} - A_{ki})\partial_k)
\]
(54)
which gives that
\[
\|(\Delta u - \Delta)u\|_{B^s} \leq \|(A^T - I)\nabla u\|_{B^{s+1}} + \|A - I\|_{B^d/p} \|\nabla u\|_{B^s} + \|(I - A^T)\nabla u\|_{B^{s+1}}
\]
\[\lesssim \|A - I\|_{B^d/p} (1 + \|A - I\|_{B^d/p}) \|u - \{u\}\|_{B^{s+2}}
\]
(55)
for each time and \(s = d/p - 2, d/p - 1\), where we used (23) in the first line. We note in passing that (55) is the main reason for our restriction on the range of \(p\), due to the order
restriction in the product law \((23)\). Taking \(s = d/p - 1\) we can estimate the third ingredient of \(g\)
\[
\| (\Delta u - \Delta) u \|_{L^1 B^{d/p - 1}} \leq \| A - I \|_{L^\infty B^d/p} (1 + \| A - I \|_{L^\infty B^d/p}) \| u - \{u\} \|_{L^1 B^{d/p + 1}}
\]
\[
\lesssim \| u - \{u\} \|_{L^1 B^{d/p + 1}}^2,
\]
where we used \((50)\) and \((44)\).

On the other hand, taking \(s = d/p - 2\) in \((55)\) gives an elliptic estimate
\[
\| (-\Delta u)^{-1} w \|_{B^d/p} \lesssim \| w \|_{B^d/p - 2}
\]
for \(w \in B^d/p - 2\) with \(\int w = 0\). Indeed letting \(f := (-\Delta u)^{-1} w\) we see that \(f\) satisfies the
Poisson equation
\[
-\Delta f = -\Delta u f + (\Delta u - \Delta) f = w + (\Delta u - \Delta) f
\]
on the torus, which, after noting that \(w = (-\Delta)(-\Delta)^{-1} w\), gives
\[
-\Delta((-\Delta u)^{-1} - (-\Delta)^{-1}) w = (\Delta u - \Delta) f.
\]
Taking the \(B^d/p - 2\) norm gives
\[
\| (-\Delta u)^{-1} - (-\Delta)^{-1} \|_{B^d/p} \lesssim \| (\Delta u - \Delta) f \|_{B^d/p - 2} \lesssim \| A - I \|_{B^d/p} (1 + \| A - I \|_{B^d/p}) \| f \|_{B^d/p},
\]
where we used \((55)\) with \(s = d/p - 2\) in the second inequality. In particular
\[
\| f \|_{B^d/p} \lesssim \| w \|_{B^d/p - 2} + \| (-\Delta u)^{-1} w - (-\Delta)^{-1} w \|_{B^d/p} \lesssim \| w \|_{B^d/p - 2} + \gamma \| f \|_{B^d/p}
\]
where we used \((50)\) in the last inequality. The elliptic estimate \((57)\) follows if \(\gamma\) is chosen
sufficiently large so that the last term can be absorbed by the left-hand side.

The last ingredient of \(g\) can now be estimated by noting the identity
\[
\nabla(-\Delta)^{-1} - \nabla u (-\Delta u)^{-1} = \nabla((\Delta)^{-1} - (\Delta u)^{-1}) - (\nabla u - \nabla) (-\Delta u)^{-1},
\]
which gives that
\[
\| (1 + a) (\nabla(-\Delta)^{-1} - \nabla u (-\Delta u)^{-1}) a \|_{L^1 B^{d/p - 1}}
\]
\[
\lesssim (1 + \| a \|_{L^\infty B^d/p}) \| (\nabla(-\Delta)^{-1} - (\Delta u)^{-1}) (a - \{a\}) \|_{L^1 B^d/p}
\]
\[
+ \| (\nabla u - \nabla)(-\Delta u)^{-1} (a - \{a\}) \|_{L^1 B^{d/p - 1}}
\]
\[
\lesssim (1 + \| a \|_{L^\infty B^d/p}) \| I - A \|_{L^\infty B^d/p} (1 + \| A - I \|_{L^\infty B^d/p}) \| (-\Delta u)^{-1} (a - \{a\}) \|_{L^1 B^d/p}
\]
\[
\lesssim (1 + \| a \|_{L^\infty B^d/p}) \| u - \{u\} \|_{L^1 B^{d/p + 1}} \| a - \{a\} \|_{L^1 B^{d/p - 2}},
\]
as required, where we used \((58)\), the product rule \((23)\) and the fact that \(\nabla u - \nabla = (A^T - I) \nabla\)
in the second inequality, as well as \((50)\) in the last line.

**Step 3.** We prove the claim.

We set
\[
\|(u, a)\| := \|a\|_{L^\infty B^d/p} + \|a_t\|_{L^1 B^d/p} + \|a - \{a\}\|_{L^1 B^{d/p - 2}}
\]
\[
+ \|u\|_{L^\infty B^{d/p - 1}} + \|u_t\|_{L^1 B^{d/p - 1}} + \|u - \{u\}\|_{L^1 B^{d/p + 1}}
\]
and
\[
V := \{(u, a) : \|(u, a)\| < \infty\}.
\]
Then $V$ equipped with the norm $\| \cdot \|$ is a Banach space. Given $(v, \alpha) \in V$, we let $S(v, \alpha)$ denote the solution of the linear system (25) with
\[
h := -\alpha \text{div} v + (1 + \alpha) (\text{div} - \text{div}_v) v \quad \text{and} \quad g := \alpha \nabla (-\Delta)^{-1} \alpha - \alpha v_t + (\Delta_v - \Delta) v + (1 + \alpha) \left( \nabla (-\Delta)^{-1} - \nabla_v (-\Delta_v)^{-1} \right) \alpha
\]
By (47) we see that $S: V \rightarrow V$. By Lemma 3 there exists $C > 0$ such that $\| S(0, 0) \| \leq C(\| u_0 \|_{B^{4/p}} + \| u_0 \|_{B^{4/p-1}}) / 2 \leq C \epsilon / 2$. By the a priori estimate (47) we obtain that $\| S(v, \alpha) - S(0, 0) \| \leq \| (v, \alpha) \|^2 \leq C \epsilon^2$ for every $(v, \alpha) \in B := B(0, C \epsilon)$. Thus $S$ maps $B$ into itself for sufficiently small $\epsilon > 0$, as $\| S(v, \alpha) \| \leq \frac{C \epsilon}{2} + \| S(v, \alpha) - S(0, 0) \| \leq C \epsilon$ for $(v, \alpha) \in B$. We show below that $S$ is a contraction on $B$, namely that
\[
\| S(v, \alpha) - S(w, \beta) \| \leq \frac{1}{2} \| (v - w, \alpha - \beta) \| =: \frac{1}{2} d
\]
for all $(v, \alpha), (w, \beta) \in B$, given $\epsilon > 0$ is chosen sufficiently small. Banach Contraction Theorem then gives the claimed existence and uniqueness result.

Letting $(u, a) := S(v, \alpha) - S(w, \beta)$ we see that $(u, a)$ is a solution to the problem
\[
a_t + \text{div} u = \delta h \quad \text{in} \quad \mathbb{T}^3 \times \mathbb{R}_+, \\
u_t - \nu \Delta u + \nabla (Ka) = \delta g \quad \text{in} \quad \mathbb{T}^3 \times \mathbb{R}_+
\]
with homogeneous initial conditions $a(0) = 0$, $u(0) = 0$, where
\[
\begin{align*}
\delta h &:= -\alpha \text{div} v + (1 + \alpha) (\text{div} - \text{div}_v) v - \beta \text{div} w + (1 + \beta) (\text{div} - \text{div}_w) w \\
&= -(\alpha - \beta) \text{div} v - w \text{div}(v - w) + (\alpha) (\text{div} - \text{div}_v) v \\
&\quad + (1 + \beta) ((\text{div} - \text{div}_v) v - (\text{div} - \text{div}_w) w) \\
&= -(\alpha - \beta) \text{div} v - \beta \text{div}(v - w) + (\alpha) (\text{div} - \text{div}_v) v \\
&\quad + (1 + \beta) ((\text{div} - \text{div}_w) (v - w)) + (1 + \beta) ((\text{div} - \text{div}_w) v)
\end{align*}
\]
and
\[
\begin{align*}
\delta g &:= \alpha \nabla (-\Delta)^{-1} \alpha - \alpha v_t + (\Delta_v - \Delta) v + (1 + \alpha) \left( \nabla (-\Delta)^{-1} - \nabla_v (-\Delta_v)^{-1} \right) \alpha \\
&\quad - (\beta \nabla (-\Delta)^{-1} \beta - \beta w_t + (\Delta_w - \Delta) w + (1 + \beta) \left( \nabla (-\Delta)^{-1} - \nabla_w (-\Delta_w)^{-1} \right) \beta \\
&= (\alpha - \beta) \nabla (-\Delta)^{-1} \alpha + (1 + \beta) \left( \nabla (-\Delta)^{-1} - \nabla_v (-\Delta_v)^{-1} \right) (\alpha - \beta) v_t \\
&\quad + (\Delta_v - \Delta) (v - w) + (\Delta_v - \Delta_w) w \\
&\quad + (1 + \beta) \left( \nabla v (-\Delta_v)^{-1} - \nabla_v (-\Delta_v)^{-1} \right) \alpha + (1 + \beta) \left( \nabla (-\Delta)^{-1} - \nabla_w (-\Delta_w)^{-1} \right) (\alpha - \beta) \\
&\quad + (\alpha - \beta) \nabla (-\Delta)^{-1} \alpha - (\alpha - \beta) v_t + (\Delta_v - \Delta) v \\
&\quad + (\alpha - \beta) \nabla (-\Delta)^{-1} \alpha - (\alpha - \beta) v_t + (\Delta_v - \Delta) v \\
&\quad + (\alpha - \beta) \nabla (-\Delta)^{-1} \alpha - (\alpha - \beta) v_t + (\Delta_v - \Delta) v.
\end{align*}
\]
In the remainder of the proof we verify that
\[
\| \delta h \|_{L^1 B^{4/p}} + \| \delta g \|_{L^1 B^{4/p-1}} \lesssim \epsilon d
\]
whenever \((v, \alpha), (w, \beta) \in B\). This and Lemma 3 proves the required contraction property (60) if \(\epsilon > 0\) is chosen sufficiently small.

Looking at the structure of \(\delta h\) we see that the first four terms can be bounded in \(\| \cdot \|_{L^1 B^{d/p}}\) in the same way as in Step 1 above (recall (48) and (52)), to give the upper bound
\[
\| \alpha - \beta \|_{L^\infty B^{d/p}} \| v - \{ v \} \|_{L^1 B^{d/p+1}} + \| \beta \|_{L^\infty B^{d/p}} \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \\
+ \| \alpha - \beta \|_{L^\infty B^{d/p}} \| I - \overline{A} \|_{L^\infty B^{d/p}} \| v - \{ v \} \|_{L^1 B^{d/p+1}} \\
+ (1 + \| \beta \|_{L^\infty B^{d/p}}) \| I - \overline{A} \|_{L^\infty B^{d/p}} \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \\
\lesssim \epsilon \left( \| \alpha - \beta \|_{L^\infty B^{d/p}} + \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \right) \lesssim \epsilon d,
\]
where
\[
\overline{A} := I + \sum_{k \geq 1} \left( - \int_0^t \nabla v \right)^k \quad \text{and} \quad \overline{A} := I + \sum_{k \geq 1} \left( - \int_0^t \nabla w \right)^k,
\]
recall the Neumann expansion (49).

As for the last ingredient of \(\delta h\) we recall the Neumann series (49) and the algebraic identity \(a^k - b^k = (a - b) \sum_{m=0}^{k-1} a^{k-m} b^m\) to write
\[
\overline{A} - \overline{A} = \sum_{k \geq 1} \left( \left( - \int_0^t \nabla w \right)^k - \left( - \int_0^t \nabla v \right)^k \right) \\
= \left( - \int_0^t \nabla (w - v) \right) \sum_{k \geq 1} \sum_{m=0}^{k-1} \left( - \int_0^t \nabla w \right)^{k-m} \left( - \int_0^t \nabla v \right)^m,
\]
Thus, taking the \(L^\infty B^{d/p}\) norm gives
\[
\| \overline{A} - \overline{A} \|_{L^\infty B^{d/p}} \leq \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \sum_{k \geq 1} \sum_{m=0}^{k-1} \| w - \{ w \} \|_{L^1 B^{d/p+1}} \| v - \{ v \} \|_{L^1 B^{d/p+1}} \\
\lesssim \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \sum_{k \geq 1} \sum_{m=0}^{k-1} \epsilon^{k-1-m} \epsilon^m \\
\lesssim \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \sum_{k \geq 1} k \epsilon^{k-1} \lesssim \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}}.
\]
Hence, recalling (51), we obtain
\[
\| (1 + \beta) \left( \text{div}_w - \text{div}_v \right) v \|_{L^1 B^{d/p}} \leq (1 + \| \beta \|_{L^\infty B^{d/p}}) \| A_w - A_v \|_{L^\infty B^{d/p}} \| v - \{ v \} \|_{L^1 B^{d/p+1}} \\
\lesssim \| v - w - \{ v - w \} \|_{L^1 B^{d/p+1}} \| v - \{ v \} \|_{L^1 B^{d/p+1}} \lesssim \epsilon d, \tag{63}
\]
as required.
As for $\delta g$ we have
\[
\|\delta g_1 + \delta g_2\|_{L^1 B^d/p-1} \lesssim \|\alpha - \beta\|_{L^1 B^d/p} + \|\beta \|_{L^1 B^d/p} + \|\alpha - \beta\|_{L^1 B^d/p-1} + \|\beta \|_{L^1 B^d/p-2} + \|\alpha - \beta\|_{L^1 B^d/p-1} + \|\beta \|_{L^1 B^d/p-2} + \|\alpha - \beta\|_{L^1 B^d/p-1} + \|\beta \|_{L^1 B^d/p-2} + \|\alpha - \beta\|_{L^1 B^d/p-1}.
\]

As in (53). On the other hand, the first inequality in (56) gives
\[
\|\delta g_3\|_{L^1 B^d/p-1} \lesssim \|\lambda - I\|_{L^\infty B^d/p} (1 + \|\lambda - I\|_{L^\infty B^d/p}) \|v - w - \{v - w\}\|_{L^1 B^d/p+1}.
\]
As for $\delta g_4$, we have, as in (54)
\[
\Delta_v - \Delta_w = \text{div} \,(\nabla_v - \nabla_w) + (\text{div} \,(\nabla_v - \nabla_w)) \nabla w
\]
which implies (as in (55)) that
\[
\|(\Delta_v - \Delta_w)w\|_{B^s} \lesssim \|\lambda - I\|_{B^d/p} \|\lambda - I\|_{B^d/p+1} \|w - \{w\}\|_{B^s} \lesssim (1 + \|\lambda - I\|_{B^d/p}) \|\lambda - I\|_{B^d/p} \|w - \{w\}\|_{B^s+2}
\]
for $s = d/p - 2, d/p - 1$ and each fixed time, which in turn (similarly to (56)) gives that
\[
\|\delta g_4\|_{L^1 B^d/p-1} = \|\Delta_v - \Delta_w\|_{L^1 B^d/p-1} \lesssim \|\lambda - I\|_{L^\infty B^d/p} \|w - \{w\}\|_{L^1 B^d/p+1} \lesssim \|\lambda - I\|_{L^\infty B^d/p} \|w - \{w\}\|_{L^1 B^d/p+1},
\]
where we used (62) in the last inequality.

As for $\delta g_5$ and $\delta g_6$ (59) gives that
\[
\|\delta g_5 + \delta g_6\|_{L^1 B^d/p-1} \lesssim \|\alpha - \beta\|_{L^1 B^d/p} \|v - \{v\}\|_{L^1 B^d/p+1} \|\alpha - \{\alpha\}\|_{L^1 B^d/p-2} + (1 + \|\beta\|_{L^\infty B^d/p}) \|v - \{v\}\|_{L^1 B^d/p+1} \|\alpha - \beta - \{\alpha - \beta\}\|_{L^1 B^d/p-2} \lesssim \|v - \{v\}\|_{L^1 B^d/p+1} \|\alpha - \beta\|_{L^1 B^d/p} \|\alpha - \beta - \{\alpha - \beta\}\|_{L^1 B^d/p-2}.
\]

Finally, $\delta g_7 = (1 + \beta) \big(\nabla_w(\Delta_v)^{-1} - \nabla_v(\Delta_v)^{-1}\big)$ is the most challenging term, where, as in (63) above, we need to extract $v - w$ from the difference of differential operators $\nabla_w(\Delta_v)^{-1} - \nabla_v(\Delta_v)^{-1}$. To this end we need to explore the steps leading to (59) a bit further. Namely, setting
\[
f := (\Delta_w)^{-1}(\beta - \{\beta\}), \quad g := (\Delta_v)^{-1}(\beta - \{\beta\}),
\]
we see that
\[
\delta g_7 = (1 + \beta) \big(\nabla_w(f - g) + (\nabla_w - \nabla_v)g\big),
\]
recalling (39) that $\nabla w = \overline{A}^T \nabla$ we obtain
\[
\|\delta g_T\|_{B^{d/p-1}} \lesssim \left(1 + \|\beta\|_{B^{d/p}}\right) \|\nabla w (f - g) + (\nabla w - \nabla v) g\|_{B^{d/p-1}} \lesssim \|\overline{A}\|_{B^{d/p}} \|f - g\|_{B^{d/p}} + \|\overline{A} - \overline{A}\|_{B^{d/p}} \|g\|_{B^{d/p}}.
\]  

(66)

In order to estimate the first term on the right-hand side we note that
\[
-\Delta (f - g) = (\Delta w - \Delta) f - (\Delta v - \Delta) g = (\Delta w - \Delta v) f + (\Delta v - \Delta)(f - g).
\]
This lets us use (64) with $s = -1$ (and $(\Delta u - \Delta) w$ replaced by $(\Delta w - \Delta v) f$) and (55) with $s = -1$ (and $(\Delta w - \Delta) u$ replaced by $(\Delta v - \Delta)(f - g)$) to obtain
\[
\|f - g\|_{B^{d/p}} \lesssim \|\Delta (w - \Delta) f\|_{B^{d/p-2}} + \|(\Delta v - \Delta)(f - g)\|_{B^{d/p-2}} \lesssim \left(1 + \|\overline{A} - I\|_{B^{d/p}}\right) \|\overline{A} - \overline{A}\|_{B^{d/p}} \|f - g\|_{B^{d/p}}.
\]

Thus, for sufficiently small $\epsilon > 0$ we can absorb the last term on the left-hand side to obtain that
\[
\|f - g\|_{B^{d/p}} \lesssim \|\overline{A} - \overline{A}\|_{B^{d/p}} \|f\|_{B^{d/p}}
\]
at each time. Applying this in (66) and integrating in time we obtain
\[
\|\delta g_T\|_{L^1 B^{d/p-1}} \lesssim \|\overline{A} - \overline{A}\|_{L^\infty B^{d/p}} (\|f\|_{L^1 B^{d/p}} + \|g\|_{L^1 B^{d/p}}) \lesssim \|v - w - \{v - w\}\|_{L^1 B^{d/p+1}} \|\beta - \{\beta\}\|_{L^1 B^{d/p-2}} \lesssim \epsilon \|v - w - \{v - w\}\|_{L^1 B^{d/p+1}},
\]
as required, where we used (62) and (57) in the second inequality.

4. Equivalence of the Eulerian and Lagrangian formulations

In this section we show the equivalence of Theorem 1 and Proposition 2.

We first show that Theorem 1 $\implies$ Proposition 2.

To this end, given a solution $(\rho, v)$ in the Eulerian coordinates, we need to construct a Lagrangian map $X = X(t, y)$, so that $u(t, y) := \rho(t, X(t, y)) - 1$, $u(t, y) := v(t, X(t, y))$ is a solution in the Lagrangian coordinates (that is a solution of (11)).

In order to construct the Lagrangian map, we first prove the following a priori estimate: given $X(t)$ exists for all $t \geq 0$, and $\|\nabla X - I\|_{L^\infty B^{d/p}}$ is sufficiently small (see (71) below) then
\[
\|\nabla X - I\|_{L^\infty B^{d/p+1}} \leq C(\|X\|_{L^\infty B^{d/p+1}}) \|v\|_{L^1 B^{d/p+1}} \lesssim \epsilon.
\]

(67)

Given (67), one can use a Picard iteration to construct $X$. In particular an appropriate choice of small $\epsilon > 0$ guarantees the assumed smallness of $\|\nabla X - I\|_{L^\infty B^{d/p}}$.

In order to prove (67), we first note that, since $X(t): \mathbb{T}^d \to \mathbb{T}^d$ is a diffeomorphism, we have
\[
\int (\nabla X(t) - I) \, dy = 0
\]
Thus the last term in (70), in order to show (67) it suffices to verify that
\[
\Delta X(t, y) = \int_0^t \Delta_y v(s, X(s, y))ds
\] (68)
remains small in \(B^{d/p-1}\) for all times, where \(\Delta_y = \nabla_y \cdot \nabla_y\) and we denoted by \(\nabla_y\) the derivative with respect to the \(y\) variable. Since
\[
\Delta_y v(t, X(t, y)) = \partial_y(\partial_j v \circ X \partial_i X_j) = \partial_k \partial_j v \circ X \partial_i X_k \partial_i X_j + \partial_j v \circ X \Delta X_j
\]
we have
\[
\|\Delta_y(v \circ X)\|_{B^{d/p-1}} \leq \|D^2 v \circ X\|_{B^{d/p-1}}\|\nabla X\|^2_{B^{d/p}} + \|\partial_j v \circ X\|_{B^{d/p}}\|\Delta X_j\|_{B^{d/p-1}}
\] (69)
At this point we would like to estimate \(\|\partial_j v \circ X\|_{B^{d/p}}\) by \(\|\nabla_y(\partial_j v \circ X)\|_{B^{d/p-1}}\), so that we could estimate it by \(\|D^2 v \circ X\|_{B^{d/p-1}}\|\nabla X\|_{B^{d/p}}\), that is the same as the first term on the right-hand side above.

However, this is not immediate as the average of \(\partial_j v \circ X\) does not necessarily vanish (recall (22)). Instead by adding and subtracting the average we obtain
\[
\|\partial_j v \circ X\|_{B^{d/p}} \leq \|D^2 v \circ X\|_{B^{d/p-1}}\|\nabla X\|_{B^{d/p}} + \{\partial_j v \circ X\},
\]
and by recalling the fact that \(\nabla = A^T \nabla_y\) (see (51), for example) we can estimate the average,
\[
\int \partial_j v(t, X(t, y))dy = \int A_{kj} \partial_y v(t, X(t, y))dy
= \int (A_{kj} - \delta_{kj}) \partial_y v(t, X(t, y))dy
\leq \|A - I\|\|\nabla_y(v \circ X)\|_{\infty},
\]
where \(A := (\nabla X)^{-1}\). This gives
\[
\|\nabla v \circ X\|_{B^{d/p}} \leq \|D^2 v \circ X\|_{B^{d/p-1}}\|\nabla X\|_{B^{d/p}} + \|A - I\|_{B^{d/p}}\|\nabla v \circ X\|_{B^{d/p}}\|\nabla X\|_{B^{d/p}}.
\] (70)
Thus if we suppose that
\[
\|\nabla X - I\|_{B^{d/p}} \leq 1/8C\|I\|_{B^{d/p}},
\] (71)
where \(C > 1\) is the implicit constant in (70) then \(\|\nabla X\|_{B^{d/p}} \leq 2\|I\|_{B^{d/p}}\) and the Neumann expansion gives (as in (49))
\[
\|A - I\|_{B^{d/p}} \leq \sum_{k \geq 1} \|\nabla X - I\|_{B^{d/p}}^k \leq \frac{1}{\|I\|_{B^{d/p}}C} \sum_{k \geq 1} 8^{-k} \leq \frac{1}{4\|I\|_{B^{d/p}}C}.
\] (72)
Thus the last term in (70) could be absorbed by the left-hand side to give
\[
\|\nabla v \circ X\|_{B^{d/p}} \leq \|D^2 v \circ X\|_{B^{d/p-1}}\|\nabla X\|_{B^{d/p}}.
\]
Applying this in (69) and taking the \(\|\cdot\|_{L^\infty((0,\infty);B^{d/p-1})}\) norm of (68) gives
\[
\|\Delta X\|_{L^\infty((0,\infty);B^{d/p-1})} \leq \|\Delta_y(v \circ X)\|_{L^1 B^{d/p-1}}
\leq C\|X\|_{L^\infty B^{d/p+1}} \int_0^\infty \|D^2 v \circ X\|_{B^{d/p-1}}
\leq C\|X\|_{L^\infty B^{d/p+1}} \int_0^\infty \|D^2 v\|_{B^{d/p-1}},
\] (73)
proving the a priori estimate (67).

We note that, given $X$, we also obtain (as in (72)) that
\[ \|A - I\|_{L^\infty B^{d/p}} \lesssim \epsilon. \]
Setting $u(t, y) := v(t, X(t, y))$, $a := \rho(t, X(t, y)) - 1$ we can use (24) to obtain that
\[ \|u\|_{L^1 B^{d/p+1}} \lesssim \|v\|_{L^1 B^{d/p+1}} \lesssim \epsilon, \]
by the last two lines of (73), as well as
\[ \|\nabla a\|_{L^\infty B^{d/p-1}} = \|\nabla(\rho \circ X)\|_{L^\infty B^{d/p-1}} \lesssim \|\nabla \rho \circ X\|_{L^\infty B^{d/p-1}} \|\nabla X\|_{L^\infty B^{d/p}} \lesssim \epsilon \]
by (67) and the assumption $\|\rho - 1\|_{L^\infty B^{d/p}} \lesssim \epsilon$. (Recall that the diffeomorphism property (24) is only valid for $s \in (0, 1)$.) This and the fact that $\|\{a\}\|_{L^\infty(0, \infty)} \lesssim \|\rho - 1\|_{L^\infty L^\infty} \lesssim \epsilon$ imply that
\[ \|a\|_{L^\infty B^{d/p}} \lesssim \epsilon. \]
Another application of (24) and the chain rule gives that
\[ \|u_t\|_{L^1 B^{d/p-1}} \leq \|u_t\|_{L^1 B^{d/p-1}} + \|\nabla v\|_{L^1 B^{d/p}} \|\nabla X\|_{L^\infty B^{d/p}} \lesssim \epsilon. \]
As for $a_t$ we use the apriori estimates (43), (45), (46) to obtain that
\[ \|a_t\|_{L^1 B^{d/p}} \lesssim \epsilon, \]
as required. This completes the proof of Proposition 2.

We now prove that Proposition 2 $\Rightarrow$ Theorem 1.

To this end, one defines $v(t, x) := u(t, X^{-1}(x))$, $\rho(t, x) := 1 + a(t, X^{-1}(t, x))$, and notes that the Lagrangian trajectory $X$ satisfying $\|\nabla X - I\|_{L^\infty B^{d/p}} \lesssim \epsilon$ is already given by Proposition 2. Moreover, in the Eulerian coordinates the structure of the equations (11) allows us to control the $L^1$ norm in time of $\{v\}$.

To be more precise we first note that $\|A - I\|_{L^\infty B^{d/p}} \lesssim \epsilon$, by (50), and so in particular $\|\nabla X^{-1} - I\|_{L^\infty L^\infty} \lesssim \epsilon$. Thus (24) implies that
\[ \|\rho - 1\|_{L^\infty B^{d/p-1}} = \|a \circ X^{-1}\|_{L^\infty B^{d/p-1}} \lesssim \|a\|_{L^\infty B^{d/p-1}} \lesssim \epsilon, \]
while continuity of $\rho - 1$ in time with values in $B^{d/p-1}$ follows from the continuity of $a$, a consequence of $\|a_t\|_{L^1 B^{d/p-1}} \lesssim \epsilon$.

Similarly (24) implies that
\[ \|\Delta v\|_{L^1 B^{d/p-1}} = \|((\Delta u) \circ X^{-1})\|_{L^1 B^{d/p-1}} \lesssim \|\Delta u\|_{L^1 B^{d/p-1}} + \|A - I\|_{B^{d/p}} (1 + \|A - I\|_{B^{d/p}}) \|\Delta u\|_{B^{d/p-1}} \lesssim \epsilon, \]
where we also used (55) in the second inequality.

We now note that
\[ \{v\} = \int \{v\} \rho = \int (\{v\} - v) \rho, \]
where we used the mass conservation $\int \rho = \int \rho_0 = 1$ in the first equality and, in the second equality, we used the assumption $\int \rho_0 v_0 = 0$ and the momentum conservation,
\[ \frac{d}{dt} \int \rho v = - \int \rho \nabla \Psi = - \frac{1}{2} \int \nabla|\nabla \Psi|^2 = 0, \]
which follows from (1), where Ψ := Kρ. Thus
\[ |\{v\}| \lesssim \|\rho\|_{L^\infty} \|v - \{v\}\|_{L^p} \lesssim \|\rho\|_{L^\infty} \|\Delta v\|_{L^d/p-1}, \]
(75)
due to (22). This and (74) implies that \(\|v\|_{L^1 B^d/p-1} \lesssim \epsilon\), as required.

It remains to show the estimate for \(v_t\) in \(L^1 B^d/p-1\). To this end we note that
\[ v_t = u_t \circ X + (v \circ X) \cdot (\nabla v \circ X), \]
which implies that
\[ v_t = u_t \circ X^{-1} - (u \cdot \nabla u) \circ X^{-1}. \]
Thus (24) gives
\[ \|v_t\|_{L^1 B^d/p-1} \lesssim \|u_t \circ X^{-1}\|_{L^1 B^d/p-1} + \|(u \cdot \nabla u) \circ X^{-1}\|_{L^1 B^d/p-1} \]
\[ \lesssim \|u_t\|_{L^1 B^d/p-1} + \|u \cdot \nabla u\|_{L^1 B^d/p-1} \]
\[ \lesssim \epsilon + \|u\|_{L^\infty B^d/p-1} \|\nabla u\|_{L^1 B^d/p} \lesssim \epsilon (1 + \|A - I\|_{L^\infty B^d/p} \|\Delta u\|_{L^1 B^d/p-1}) \lesssim \epsilon, \]
where we used (23) twice in the third line.
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