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ABSTRACT

While it is known that one can consider the Cauchy problem for evolution equations with Caputo derivatives, the situation for the initial value problems for the Riemann–Liouville derivatives is less understood. In this paper, we propose new type initial, inner, and inner-boundary value problems for fractional differential equations with the Riemann–Liouville derivatives. The results on the existence and uniqueness are proved, and conditions on the solvability are found. The well-posedness of the new type of initial, inner, and inner-boundary conditions is also discussed. Moreover, we give explicit formulas for the solutions. As an application, fractional partial differential equations for general positive operators are studied.

1. Introduction

It is well-known that initial-value problems (Cauchy problem) for differential equations (DEs) play crucial role in studying different kinds of problems for differential equations and their applications. Therefore, fractional generalizations of integer order differential equations started with the consideration of modified Cauchy problems.

While it is known that one can consider the usual Cauchy initial conditions for evolution equations with Caputo derivatives, the situation for the initial value problems for the Riemann–Liouville derivatives is less understood. The first aim of this paper is to discuss possible types of initial conditions for the basic equation

\[(D_0^\alpha u)(t) - mu(t) = f(t), \quad 0 < t < T,\]  

for \(1 < \alpha \leq 2\), where \(f(t)\) is a given function, \(m, T\) are given real numbers, and

\[D_0^\alpha u(t) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_0^t \frac{u(s) \, ds}{(t-s)^{\alpha-n+1}} \]

is the Riemann–Liouville fractional derivative of order \(\alpha\) of the function \(u(t)\). Once this is understood, we apply the results for the corresponding partial differential (or more general operator) equations of the same type.
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The idea of reducing the Cauchy problem for fractional differential equations to the Volterra integral equation was carried out by Pitcher and Sewel [1]. They considered the following Cauchy problem

\[
\begin{aligned}
(D_\alpha^\alpha) y(x) &= f[x, y(x)], \quad 0 < \alpha < 1, \\
y(a) &= 0,
\end{aligned}
\]

and proved the existence of the continuous solution \( y(x) \) for the corresponding nonlinear integral equation

\[
y(x) = \frac{1}{\Gamma(\alpha)} \int_a^x \frac{f[t, y(t)]}{(x - t)^{1-\alpha}} \, dt,
\]

under some conditions on \( f \).

Here \((D_\alpha^\alpha) y(x)\) is the Riemann–Liouville fractional derivative of order \( \alpha \) (see (2.2)). One can find more detailed references in this regard in the survey paper by Kilbas and Trujillo [2].

Here we would like to note only some works, where the Cauchy problems for differential equations with different kinds of fractional derivative were studied. In some cases, initial conditions have to be modified according to the used fractional derivatives. For instance, in [3] Tomovski investigated the following Cauchy problem:

\[
\begin{aligned}
(D_\mu^{\mu, \nu}) y(x) &= f[x, y(x)], \quad n - 1 < \mu \leq n, \ n \in \mathbb{N}, \ 0 \leq \nu \leq 1, \\
\lim_{x \to a+} \frac{d^k}{dx^k} I_\alpha^{(n-\mu)(1-\nu)} y(x) &= c_k, \quad c_k \in \mathbb{R}, \ k = 0, 1, \ldots, n-1,
\end{aligned}
\]

where

\[
(D_\mu^{\mu, \nu}) y(x) = I_\alpha^{(1-\mu)(1-\nu)(n-\mu)} \frac{d^n}{dx^n} f_\alpha^{(1-\nu)(n-\mu)} y(x)
\]

is the right-hand side composite fractional derivative (Hilfer) of order \( 0 < \mu < 1 \) and type \( 0 \leq \nu \leq 1 \) [4], \( I_\mu^{\mu} y(x) \) is the Riemann–Liouville fractional integral of order \( \alpha \) (see (2.3)).

In the works of the first author with his co-authors, due to consideration of the Caputo type fractional derivatives, they have used usual initial conditions, for instance, see [5] in the case of Hyper–Bessel fractional derivative.

Changes in initial conditions might be motivated to avoid certain conditions on the orders of considered fractional differential equations. As Pskhu mentioned in his work [6], the Cauchy problem

\[
\begin{aligned}
(D_\alpha^{\alpha}) y(x) - \lambda (D_\beta^{\beta}) y(x) &= 0, \quad 1 < \alpha < 2, \ \beta < \alpha, \\
\lim_{x \to 0+} (D_\alpha^{\alpha-1}) y(x) &= A, \quad \lim_{x \to 0+} (D_\alpha^{\alpha-2}) y(x) = B,
\end{aligned}
\]

is ill-posed without the additional condition \( \beta > \alpha - 1 \).
In general, the Cauchy problem for a multi-term fractional differential equation

\[
\begin{cases}
(D_0^\alpha y)(x) - \sum_{i=1}^{m} \lambda_i (D_0^{\alpha_i} y)(x) = f(x), \\
\lim_{x \to 0^+} (D_0^{\alpha-k} y)(x) = A_k, \quad 1 \leq k \leq n,
\end{cases}
\]

where \(\alpha > 0\), \(\alpha \in (n-1, n]\), \(n \in \mathbb{N}\), \(\alpha > \alpha_i\), \(\lambda_i \in \mathbb{R}\), \(i = 1, \ldots, n\), \(x \in (0, l)\), would be well-posed if one imposes the condition \(\alpha - n + 1 > \max_{1 \leq i \leq n} (\alpha_i)\).

In order to avoid this restriction, Pskhu suggested to use the following initial conditions

\[
\lim_{x \to 0^+} I^k y(x) = a_k, \quad 1 \leq k \leq n,
\]

where

\[
I^k y(x) = (D_0^{\alpha-k} y)(x) - \sum_{i=0}^{M(k)} \lambda_i (D_0^{\alpha_i-k} y)(x),
\]

\[
M(k) = \begin{cases} 
0, & \text{if } \alpha_i < \alpha - n + k, \text{ for all } i \\
\max \{\alpha_i - k \geq \alpha - n\}, & \text{otherwise.}
\end{cases}
\]

We can also note some papers related with investigations of boundary value problems for ordinary differential equations with different fractional derivatives. In particular, in [7] Sturm–Liouville problem for the second order differential equations with fractional derivatives in lower terms has been studied. Generalized Dirichlet and Neumann problems for multi-term fractional derivatives were subject of investigation in [8,9]. In [10], the author considered the following equation

\[
\partial_0^\alpha u(t) - \lambda u(t) - \mu H(t - \tau)u(t - \tau) = f(t), \quad 0 < t < 1,
\]

where \(\partial_0^\alpha u(t) = (D_0^{\alpha-n} u(n))(t)\), \(H(t)\) is the Heaviside function, \(n - 1 < \alpha \leq n\), \(\lambda, \mu\) are any constants, \(\tau\) is a fixed positive number.

A unique solvability of the Cauchy problem was proved. Moreover, in the case of \(1 < \alpha \leq 2\), a boundary value problem with the following conditions

\[
a u(0) + b u'(0) = 0, \quad c u(1) + d u'(1) = 0,
\]

where \(a, b, c, d\) are given constants such that \(a^2 + b^2 \neq 0\), \(c^2 + d^2 \neq 0\), was investigated for the subject of the unique solvability under some conditions on parameters. A similar problem for a multi-term fractional differential equation with the Caputo derivative was studied in [11]. For more works related to this topic, we refer to the authors’ papers [12–14].
2. Cauchy type problems

In this paper our main target is the following integro-differential equation

$$ (D_0^\alpha u(t) - mu(t) = f(t), \quad 0 < t < T, \quad (2.1) $$

for $1 < \alpha \leq 2$, where $f(t)$ is a given function and $m, T$ are given real numbers. For $n := [\alpha] + 1$,

$$ (D_0^\alpha u(t)) = \left( \frac{d}{dt} \right)^n \left( I_0^{n-\alpha} u(t) \right) = \frac{1}{\Gamma(n - \alpha)} \left( \frac{d}{dt} \right)^n \int_0^t \frac{u(s) \, ds}{(t - s)^{\alpha-n+1}} \quad (2.2) $$

is the Riemann–Liouville fractional derivative of order $\alpha$ of the function $u(t)$. Here

$$ (I_0^{\alpha} u(t)) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{u(s) \, ds}{(t - s)^{1-\alpha}} \quad (2.3) $$

is the Riemann–Liouville fractional integral of order $0 < \alpha < 1$ of the function $u(t)$.

The general solution of Equation (2.1) is given by [15] in the form

$$ u(t) = C_1 t^{\alpha-1} E_{\alpha,\alpha} (mt^\alpha) + C_2 t^{\alpha-2} E_{\alpha,\alpha-1} (mt^\alpha) $$

$$ + \int_0^t (t-s)^{\alpha-1} E_{\alpha,\alpha} (m(t-s)^\alpha) f(s) \, ds. \quad (2.4) $$

Here $C_1$ and $C_2$ are unknown constants and

$$ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + \beta)} \quad (2.5) $$

is the two-parameter Mittag-Leffler function.

The most interesting properties of the two-parameter Mittag–Leffler function are associated with its asymptotic expansions as $z \to \infty$, as shown in [15, p.43]:

**Lemma 2.1** ([15, p.43]): Let $0 < \alpha < 2$ and $\pi \alpha/2 < \mu < \min\{\pi, \pi \alpha\}$. Then for $\mu \leq \arg(z) \leq \pi$, we have the following estimates

$$ |E_{\alpha,\beta}(z)| \leq \frac{C}{1 + |z|}, \quad (2.6) $$

where $C$ is a constant not depending on $z$.

**Definition 2.2** ([16,17]): Let us consider the set of complex-valued functions $f$ defined on $[a, b]$. Fix $\gamma \geq -1$.

- We say that $f \in C^\alpha_{\gamma} [a, b] := C_{\gamma} \gamma [a, b]$, if there is a real number $p > \gamma$, such that

$$ f(x) = (x - a)^p f_1(x) $$

with $f_1 \in C[a, b]$.
We say that \( f \in C^m_{\gamma}[a, b] \), \( m \in \mathbb{N}_0 \), if and only if
\[
f^{(m)} \in C_{\gamma}[a, b].
\]

From [17] it follows that \( C_{\gamma}[a, b] \) is a vector space and the set of spaces \( C_{\gamma}[a, b] \) is ordered by inclusion according to
\[
C_{\gamma}[a, b] \subset C_{\beta}[a, b] \iff \gamma \geq \beta \geq -1.
\]
For further properties of \( C_{\gamma}[a, b] \) we refer to [17].

### 2.1. Generalized Initial (Cauchy) Problem

Our main aim is to find unknown constants of (2.4) by using initial, inner and inner boundary conditions. First we start from the initial conditions.

Here, we are interested in finding solutions of the integro-differential equation (2.1) satisfying the following initial conditions
\[
\left. \frac{t^{2-\alpha-\beta}}{\Gamma(\alpha + \beta - 1)} (I_{0+}^\beta u)(t) \right|_{t=0} = \hat{c}_1, \quad (D_{0+}^\gamma u)(t)|_{t=0} = \hat{c}_2,
\]
where \( \hat{c}_1, \hat{c}_2, \beta, \gamma \) are given real numbers such that \( 0 \leq \beta < 1, \ 0 < \gamma \leq 1 \).

A motivation to consider generalized initial conditions of the type (2.7) comes from the physical/technical point. Measuring data of the processes at the very short time is somehow impossible, and usually it takes a while. So, the models averaging this data and proposing its limit (trace-like) cases are crucial to better understand the whole process.

Using the integral operator (2.3), from the general form (2.4) of the solution of Equation (2.1) we obtain
\[
(I_{0+}^\beta u)(t) = \frac{C_1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1}s^{\alpha-1}E_{\alpha,\alpha}(ms^\alpha) \, ds
\]
\[
+ \frac{C_2}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1}s^{\alpha-2}E_{\alpha,\alpha-1}(ms^\alpha) \, ds
\]
\[
+ \frac{1}{\Gamma(\beta)} \int_0^t (t-s)^{\beta-1} \left( \int_s^z (s-z)^{\alpha-1}E_{\alpha,\alpha}(m(s-z)^\alpha)f(z) \, dz \right) \, ds.
\]

Using [18, p.25], for \( \nu > 0 \) and \( \beta > 0 \) we have
\[
\frac{1}{\Gamma(\nu)} \int_0^z (z-s)^{\nu-1}s^{\beta-1}E_{\alpha,\beta}(\lambda s^\alpha) \, ds = z^{\beta+\nu-1}E_{\alpha,\beta+\nu}(\lambda z^\alpha),
\]
and also changing the order of integration in the latter integral, we find
\[
(I_{0+}^\beta u)(t) = C_1 t^{\alpha+\beta-1}E_{\alpha,\alpha+\beta}(mt^\alpha) + C_2 t^{\alpha+\beta-2}E_{\alpha,\alpha+\beta-1}(mt^\alpha)
\]
\[
+ \frac{1}{\Gamma(\beta)} \int_0^t f(z) \, dz \int_z^t (t-s)^{\beta-1}(s-z)^{\alpha-1}E_{\alpha,\alpha}(m(s-z)^\alpha) \, ds.
\]
Since
\[
\frac{1}{\Gamma(\beta)} \int_z^t (t-s)^{\beta-1}(s-z)^{\alpha-1}E_{\alpha,\alpha}(m(s-z)^{\alpha}) \, ds = (t-z)^{\alpha+\beta-1}E_{\alpha,\alpha+\beta}(m(t-z)^{\alpha}),
\]
we get
\[
(I^\beta_{0+}) (t) = C_1 t^{\alpha+\beta-1}E_{\alpha,\alpha+\beta}(m^\alpha) + C_2 t^{\alpha+\beta-2}E_{\alpha,\alpha+\beta-1}(m^\alpha)
\]
\[
+ \int_0^t f(t-s)s^{\alpha+\beta-1}E_{\alpha,\alpha+\beta}(ms^\alpha) \, ds.
\]  
(2.9)

By letting the integro-differential operator (2.2) act on the general solution (2.4) of Equation (2.1), we get
\[
(D^\gamma_{0+} u)(t)_{t=0} = C_1 D^\gamma_{0+} [t^{\alpha-1}E_{\alpha,\alpha}(mt^\alpha)] + C_2 D^\gamma_{0+} [t^{\alpha-2}E_{\alpha,\alpha-1}(mt^\alpha)]
\]
\[
+ D^\gamma_{0+} \left[ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(m(t-s)^{\alpha})f(s) \, ds \right].
\]

Using [18, p.21],
\[
D^\gamma_{0+} [s^{\beta-1}E_{\alpha,\beta}(\lambda s^\alpha)] = s^{\beta-\gamma-1}E_{\alpha,\beta-\gamma}(\lambda s^\alpha), \quad \text{for } \alpha > 0, \beta > \gamma,
\]  
(2.10)

we obtain
\[
D^\gamma_{0+} [t^{\alpha-1}E_{\alpha,\alpha}(mt^\alpha)] = t^{\alpha-\gamma-1}E_{\alpha,\alpha-\gamma}(mt^\alpha),
\]
\[
D^\gamma_{0+} [t^{\alpha-2}E_{\alpha,\alpha-1}(mt^\alpha)] = t^{\alpha-\gamma-2}E_{\alpha,\alpha-1-\gamma}(mt^\alpha),
\]  
(2.11)

and
\[
D^\gamma_{0+} \left[ \int_0^t (t-s)^{\alpha-1}E_{\alpha,\alpha}(ms^\alpha)f(s) \, ds \right]
\]
\[
= \frac{1}{\Gamma(1-\gamma)} \frac{d}{dt} \int_0^t (t-s)^{-\gamma} \left( \int_0^s (s-z)^{\alpha-1}E_{\alpha,\alpha}(m(s-z)^{\alpha})f(z) \, dz \right) \, ds
\]
\[
= \frac{1}{\Gamma(1-\gamma)} \frac{d}{dt} \int_0^t (t-s)^{-\gamma} \int_z^t (s-z)^{\alpha-1}E_{\alpha,\alpha}(m(s-z)^{\alpha}) \, ds \, dz
\]
\[
= \frac{1}{\Gamma(1-\gamma)} \frac{d}{dt} \int_0^t (t-s)^{-\gamma} \int_0^{t-z} (t-z-\xi)^{1-\gamma-1}E_{\alpha,\alpha}(m\xi^\alpha) \, d\xi
\]
\[
= \frac{d}{dt} \int_0^t f(z)(t-z)^{\alpha-\gamma}E_{\alpha,\alpha-\gamma+1}(m(t-z)^{\alpha}) \, dz
\]
\[
= f(t)(t-t)^{\alpha-\gamma}E_{\alpha,\alpha-\gamma+1}(m(t-t)^{\alpha})
\]
\[
+ \int_0^t f(z) \frac{d}{dt} [(t-z)^{\alpha-\gamma}E_{\alpha,\alpha-\gamma+1}(m(t-z)^{\alpha})] \, dz
\]
\[
= \int_0^t f(t-z)z^{\alpha-\gamma-1}E_{\alpha,\alpha-\gamma}(mz^\alpha) \, dz.
\]
In what follows, we will need a special critical case of (2.11), namely, when \( \gamma = \alpha - 1 \). For this, we calculate

\[
D_{0+}^{\alpha-1} [t^{\alpha-2} E_{\alpha, \alpha-1}(mt^\alpha)] = \frac{1}{\Gamma(2-\alpha)} \int_0^t (t-s)^{1-\alpha} s^{\alpha-2} E_{\alpha, \alpha-1}(ms^\alpha) \, ds
\]

by using (2.8) when \( \nu = 2 - \alpha, \beta = \alpha - 1, \lambda = m \). Thus, we get

\[
D_{0+}^{\alpha-1} [t^{\alpha-2} E_{\alpha, \alpha-1}(mt^\alpha)] = \frac{d}{dt} [E_{\alpha, 1}(mt^\alpha)] = \frac{d}{dt} \left[ \sum_{k=0}^{\infty} \frac{(mt^\alpha)^k}{\Gamma(\alpha k + 1)} \right] = mt^{\alpha-1} E_{\alpha, \alpha}(mt^\alpha).
\] (2.12)

Now, for formality, by using the formula \( E_{\alpha, \beta}(z) - z E_{\alpha, \beta}(z) = \frac{1}{\Gamma(\beta)} \) when \( \beta = 0 \) and \( z = mt^\alpha \), we obtain

\[
D_{0+}^{\alpha-1} [t^{\alpha-2} E_{\alpha, \alpha-1}(mt^\alpha)] = \frac{1}{t} E_{\alpha, 0}(mt^\alpha).
\] (2.13)

Here we take into account that \( \frac{1}{\Gamma(\beta)} \to 0 \) as \( \beta \to 0 \). Note that the two-parameter Mittag–Leffler functions \( E_{\alpha, \beta}(z) \) for complex-valued \( \beta \) are well-defined and studied, for example, in the book [19].

Hence

\[
(D_0^\gamma u)(t) = C_1 t^{\alpha-\gamma-1} E_{\alpha, \alpha-\gamma}(mt^\alpha) + C_2 t^{\alpha-\gamma-2} E_{\alpha, \alpha-1-\gamma}(mt^\alpha)
\]

\[
+ \int_0^t f(t-s)s^{\alpha-\gamma-1} E_{\alpha, \alpha-\gamma}(ms^\alpha) \, ds,
\] (2.14)

for all \( \gamma \leq \alpha - 1 \). Considering (2.9) and the first condition of (2.7), if \( 2 - \alpha - \beta \geq 0 \) we get

\[
\lim_{t \to 0} \frac{1}{\Gamma(\alpha + \beta - 1)} t^{2-\alpha-\beta} (I_{0+}^\beta u)(t) = \left[ C_1 t E_{\alpha, \alpha+\beta}(mt^\alpha) + C_2 E_{\alpha, \alpha+\beta-1}(mt^\alpha)
\right.
\]

\[
+ t^{2-\alpha-\beta} \int_0^t f(t-s)s^{\alpha+\beta-1} E_{\alpha, \alpha+\beta}(ms^\alpha) \, ds \right]_{t=0}
\]

\[= \hat{c}_1,
\]

which yields \( C_2 = \hat{c}_1 \).

Now we substitute (2.14) into the second condition of (2.7), that is, one obtains

\[
(D_0^\gamma u)(t)|_{t=0} = \left[ C_1 t^{\alpha-\gamma-1} E_{\alpha, \alpha-\gamma}(mt^\alpha) + C_2 t^{\alpha-\gamma-2} E_{\alpha, \alpha-1-\gamma}(mt^\alpha)
\right.
\]

\[
+ \int_0^t f(t-s)s^{\alpha-\gamma-1} E_{\alpha, \alpha-\gamma}(ms^\alpha) \, ds \right]_{t=0}
\]

\[= \hat{c}_2.
\] (2.15)
In order to find $C_1$ we have to suppose that $\gamma = \alpha - 1$, otherwise we would not be able to find $C_1$. Indeed, the first term in the right-hand side of (2.15) becomes zero due to $\alpha - 1 - \gamma > 0$ as $t = 0$, and $\frac{t^{\alpha - \gamma - 2}}{\Gamma(\alpha - 1 - \gamma)}$ has a singularity at point $t = 0$. Hence, if $\gamma = \alpha - 1$ from (2.15) it follows that $C_1 = \hat{c}_2$.

Finally, the solution of (2.1) satisfying the initial conditions (2.7) when $\gamma = \alpha - 1$ has the form

$$u(t) = \hat{c}_2 t^{\alpha - 1} E_{\alpha, \alpha} (mt^\alpha) + \hat{c}_1 t^{\alpha - 2} E_{\alpha, \alpha - 1} (mt^\alpha) + \int_0^t f(t-s)s^{\alpha - 1} E_{\alpha, \alpha} (ms^\alpha) \, ds. \quad (2.16)$$

The following theorem holds true.

**Theorem 2.3:** Assume that $1 < \alpha \leq 2$ and $0 \leq \beta \leq 2 - \alpha$.

(A) Let $0 < \gamma \leq \alpha - 1$. Suppose $f \in C^1_{-1}[0, T]$ if $1 < \alpha < 2$ and $f \in C_{-1}[0, T]$ if $\alpha = 2$. Then the fractional order differential equation (2.1) satisfying the homogeneous initial conditions (2.7) with $\hat{c}_1 = \hat{c}_2 = 0$ has a unique solution $u_f \in C^2_{-1}[0, T]$ of the form (2.16), namely, in our case we have

$$u_f(t) = \int_0^t f(t-s)s^{\alpha - 1} E_{\alpha, \alpha} (ms^\alpha) \, ds. \quad (2.17)$$

(B) Let $\gamma = \alpha - 1$ and $f \equiv 0$. Then the solution of Equation (2.1) satisfying the non-homogeneous initial conditions (2.7) has a unique solution $u_0$ of the following form

$$u_0(t) = \hat{c}_2 t^{\alpha - 1} E_{\alpha, \alpha} (mt^\alpha) + \hat{c}_1 t^{\alpha - 2} E_{\alpha, \alpha - 1} (mt^\alpha). \quad (2.18)$$

Moreover, we have

$$\left. \left( \frac{t^{2-\alpha-\beta}}{\Gamma(\alpha + \beta - 1)} I_{0+}^\beta [t^{\alpha - 1} E_{\alpha, \alpha} (mt^\alpha)] \right) \right|_{t=0} = 0, \quad (2.19)$$

and

$$\left. \left( \frac{t^{2-\alpha-\beta}}{\Gamma(\alpha + \beta - 1)} I_{0+}^\beta [t^{\alpha - 2} E_{\alpha, \alpha - 1} (mt^\alpha)] \right) \right|_{t=0} = 1, \quad (2.20)$$

**Proof:** (A) Here, we briefly give some ideas of the proof. First of all, we note that the uniqueness of the solution to the equation (2.1) with the initial conditions (2.7) follows from the linearity of the equation in combination with the general arguments. The representation (2.17) of the formal solution $u$ yields the existence. From the paper of Luchko and Gorenflo [17, Theorem 4.1] it follows that the formal solution (2.17) $u$ is from $C^2_{-1}[0, T]$. The last but not less important thing is that the functionals generating the initial conditions (2.7) are well-defined due to [17, Theorem 2.2].
(B) The existence and uniqueness results are clear. The properties (2.19) and (2.20) follow from the previous calculations.

Remark 2.4: Let $0 \leq \gamma < \alpha - 1$. Then for

$$f(t) = t^{\alpha-2} E_{\alpha, \alpha-1}(mt^\alpha),$$

we have

$$(D_{0+}^\gamma f(t))|_{t=0} = \infty.$$

Remark 2.5: If $\beta = 2 - \alpha$, $\gamma = \alpha - 1$, then (2.7) yields the classical initial conditions for Equation (2.1).

2.2. Partial differential equations with the Cauchy type data

Here we consider the Cauchy type problem for the time-fractional wave equation

$$(D_{0+}^\alpha u)(t) + A u(t) = f(t), \quad 0 < t < T,$$

(2.21)

with initial type conditions

$$\left( \frac{t^{2-\alpha-\beta}}{\Gamma(\alpha + \beta - 1)} \int_0^t s^\beta (t-s)^{\alpha-1} \right) u(t)|_{t=0} = u_1, \quad (D_{0+}^\gamma u)(t)|_{t=0} = u_2,$$

(2.22)

where $1 < \alpha \leq 2$, $A$ is a self–adjoint operator on the separable Hilbert space $\mathbb{H}$, $u_1$ and $u_2$ are the initial functions.

Assumption 2.6: We assume that the operator $A$ has a positive discrete spectrum $\{m_\xi\}_{\xi \in \mathbb{N}}$ such that

$$\inf_{\xi \in \mathbb{N}} m_\xi > 0$$

with the corresponding system of eigenfunctions $\{e_\xi\}_{\xi \in \mathbb{N}}$ forming an orthonormal basis in $\mathbb{H}$. We denote by $(\cdot, \cdot)_\mathbb{H}$ inner product of the Hilbert space $\mathbb{H}$.

Let us introduce $\chi(t) = t^{2(2-\alpha)}$ for $t \in [0, 1)$ and $\chi(t) = 1$ for $t \in [1, T]$. Then, we define

$$\|u\|_{L^2_\chi(0, T; \mathbb{H})} := \left( \int_0^T \|u(s)\|_{\mathbb{H}}^2 \chi(s) \, ds \right)^{1/2},$$

where $\| \cdot \|_{\mathbb{H}}$ is the norm of the Hilbert space $\mathbb{H}$. In addition, we define the space $L^2_\chi(0, T; \mathbb{H}_{1/2}^l)$ as the set of functions $g \in L^2_\chi(0, T; \mathbb{H})$ such that $A^l g \in L^2_\chi(0, T; \mathbb{H})$ for $l = 1/2$ and $l = 1$. Here, we understand $A^{1/2}$ in the sense of the spectral theorem.

Theorem 2.7: Let $1 < \alpha \leq 2$. Let $\gamma = \alpha - 1$ and $0 \leq \beta \leq 2 - \alpha$.

(A) Assume that $f \in L^2(0, T; \mathbb{H})$ and $u_1, u_2 \in \mathbb{H}$ in the case $1 < \alpha < 2$. Suppose that $f \in L^2(0, T; H_{1/2}^1 A)$ and $u_1 \in \mathbb{H}^1_{1/2} A$, $u_2 \in \mathbb{H}^{1/2}_{1/2} A$ in the case $\alpha = 2$. Then the Cauchy type
problem for the time-fractional wave equation (2.21)–(2.22) has a unique solution 
\( u \in L^2_{\chi}(0, T; \mathbb{H}) \) such that \( Au, D_{0+}^\alpha u \in L^2_{\chi}(0, T; \mathbb{H}) \) in the form

\[
\begin{align*}
  u(t) &= t^{\alpha-2} \sum_{\xi \in \mathbb{N}} u_{1\xi} E_{\alpha, \alpha-1}(-m_\xi t^\alpha) e_\xi + t^{\alpha-1} \sum_{\xi \in \mathbb{N}} u_{2\xi} E_{\alpha, \alpha}(-m_\xi t^\alpha) e_\xi \\
  &\quad + \sum_{\xi \in \mathbb{N}} \left[ \int_{0}^{t} s^{\alpha-1} f_\xi(t-s) E_{\alpha, \alpha}(-m_\xi s^\alpha) \, ds \right] e_\xi,
\end{align*}
\]

where

\[
  f_\xi = (f, e_\xi)_{\mathbb{H}}, \quad u_{k\xi} = (u_k, e_\xi)_{\mathbb{H}}
\]

for \( k = 1, 2 \), for all \( \xi \in \mathbb{N} \).

(B) Assume that \( f \in C_{-1}([0, T]; \mathbb{H}) \) if \( \alpha = 2 \), and \( f \in C_{1-1}([0, T]; \mathbb{H}) \) if \( 1 < \alpha < 2 \). Suppose that \( u_1 \equiv 0 \) and \( u_2 \equiv 0 \). Then the Cauchy type problem for the time-fractional wave equation (2.21)–(2.22) has a unique solution \( u_f \in C^2_{-1}([0, T]; \mathbb{H}) \) such that \( Au_f \in C^{-1}_{-1}([0, T]; \mathbb{H}) \).

**Proof:** (A) Let us seek a solution of the problem (2.21)–(2.22) in the following form

\[
  u(t) = \sum_{\xi \in \mathbb{N}} u_\xi(t) e_\xi,
\]

with the source term and initial data

\[
  f(t) = \sum_{\xi \in \mathbb{N}} f_\xi(t) e_\xi, \quad u_1 = \sum_{\xi \in \mathbb{N}} u_{1\xi} e_\xi, \quad u_2 = \sum_{\xi \in \mathbb{N}} u_{2\xi} e_\xi,
\]

respectively.

By putting them into Equation (2.21), we obtain a set of the Cauchy type problems for each \( \xi \in \mathbb{N} \):

\[
(D_{0+}^\alpha u_\xi)(t) + m_\xi u_\xi(t) = f_\xi(t), \quad t > 0, \quad (2.23)
\]

with initial type conditions

\[
\left. \left( \frac{t^{2-\alpha-\beta}}{\Gamma(\alpha + \beta - 1)} \int_{0}^{t} \frac{s^{\beta}}{0+} u_\xi(s) \right) \right|_{t=0} = u_{1\xi}, \quad (D_{0+}^\gamma u_\xi)(t) \big|_{t=0} = u_{2\xi}, \quad (2.24)
\]

where \( 1 < \alpha \leq 2, m_\xi \) is an eigenvalue of the self-adjoint operator \( A \) corresponding to the eigenfunction \( e_\xi \) for all \( \xi \in \mathbb{N} \), and \( \beta, \gamma \) are given real numbers such that \( 0 \leq \beta < 1, 0 < \gamma \leq 1 \).

A general solution of Equation (2.23) satisfying the initial type conditions (2.24) at \( \gamma = \alpha - 1 \) has the form

\[
  u_\xi(t) = u_{2\xi} t^{\alpha-1} E_{\alpha, \alpha}(-m_\xi t^\alpha) + u_{1\xi} t^{\alpha-2} E_{\alpha, \alpha-1}(-m_\xi t^\alpha) \\
  + \int_{0}^{t} f_\xi(t-s) s^{\alpha-1} E_{\alpha, \alpha}(-m_\xi s^\alpha) \, ds.
\]

(2.25)
Thus, we have

\[
    u(t) = t^{\alpha-2} \sum_{\xi \in \mathbb{N}} u_{1\xi} E_{\alpha,\alpha-1}(-m_{\xi} t^\alpha) e_\xi \\
    + t^{\alpha-1} \sum_{\xi \in \mathbb{N}} u_{2\xi} E_{\alpha,\alpha}(-m_{\xi} t^\alpha) e_\xi \\
    + \int_0^t s^{\alpha-1} \left[ \sum_{\xi \in \mathbb{N}} f_\xi (t-s) E_{\alpha,\alpha}(-m_{\xi} s^\alpha) e_\xi \right] \, ds. \tag{2.26}
\]

Now, by taking $\mathbb{H}$-norm, for all $t \in [0, T]$ we obtain

\[
    \|u(t)\|^2_{\mathbb{H}} \leq C \sum_{\xi \in \mathbb{N}} |t^{\alpha-2} E_{\alpha,\alpha-1}(-m_{\xi} t^\alpha)|^2 \|u_{1\xi}\|^2 \\
    + \sum_{\xi \in \mathbb{N}} |t^{\alpha-1} E_{\alpha,\alpha}(-m_{\xi} t^\alpha)|^2 \|u_{2\xi}\|^2 \\
    + \sum_{\xi \in \mathbb{N}} \left| \int_0^t s^{\alpha-1} E_{\alpha,\alpha}(-m_{\xi} s^\alpha) |f_\xi (t-s)| \, ds \right|^2 \\
    \leq C \sum_{\xi \in \mathbb{N}} \left( \frac{t^{\alpha-2}}{1 + m_{\xi} t^\alpha} \right)^2 \|u_{1\xi}\|^2 + C \sum_{\xi \in \mathbb{N}} \left( \frac{t^{\alpha-1}}{1 + m_{\xi} t^\alpha} \right)^2 \|u_{2\xi}\|^2 \\
    + C \sum_{\xi \in \mathbb{N}} \int_0^t \left( \frac{s^{\alpha-1}}{1 + m_{\xi} s^\alpha} \right)^2 ds \int_0^t |f_\xi (t-s)|^2 \, ds. \tag{2.27}
\]

Recall that $\chi(t) = t^{2(2-\alpha)}$ for $t \in [0, 1)$ and $\chi(t) = 1$ for $t \in [1, T]$. Then, by using

\[
    \frac{t^{\alpha-k}}{1 + m_{\xi} t^\alpha} = \frac{1}{i^{k-\alpha} + m_{\xi} t^k} \leq \frac{C}{1 + t^k},
\]

for $t \geq 1$, for $k = 1, 2$, for some constant $C > 0$, we get

\[
    \chi(t) \|u(t)\|^2_{\mathbb{H}} \leq C \chi(t) \left( \sum_{\xi \in \mathbb{N}} \left( \frac{t^{\alpha-2}}{1 + m_{\xi} t^\alpha} \right)^2 \|u_{1\xi}\|^2 + \sum_{\xi \in \mathbb{N}} \left( \frac{t^{\alpha-1}}{1 + m_{\xi} t^\alpha} \right)^2 \|u_{2\xi}\|^2 \right) \\
    + C \chi(t) \sum_{\xi \in \mathbb{N}} \int_0^t \left( \frac{s^{\alpha-1}}{1 + m_{\xi} s^\alpha} \right)^2 ds \int_0^t |f_\xi (t-s)|^2 \, ds
\]
\[
\leq C \left( \sum_{\xi \in \mathbb{N}} |u_{1\xi}|^2 + \sum_{\xi \in \mathbb{N}} |u_{2\xi}|^2 + \int_0^t \sum_{\xi \in \mathbb{N}} |f_{\xi}(s)|^2 \, ds \right),
\]
(2.28)

for all \( t \in [0, T] \). Thus, we have
\[
\|u\|_{L^2_x(0,T;\mathbb{H})}^2 := \int_0^T \|u(s)\|_{\mathbb{H}}^2 \chi(s) \, ds \leq C(\|u_1\|_{\mathbb{H}}^2 + \|u_2\|_{\mathbb{H}}^2 + \|f\|^2_{L^2_x(0,T;\mathbb{H})}).
\]
(2.29)

Now, for the second term of Equation (2.21) we have
\[
Au(t) = t^{\alpha-2} \sum_{\xi \in \mathbb{N}} u_{1\xi} E_{\alpha,\alpha-1}(-m_\xi t^\alpha) m_\xi e_\xi
+ t^{\alpha-1} \sum_{\xi \in \mathbb{N}} u_{2\xi} E_{\alpha,\alpha}(-m_\xi t^\alpha) m_\xi e_\xi
+ \int_0^t s^{\alpha-1} \left[ \sum_{\xi \in \mathbb{N}} f_{\xi}(t-s) E_{\alpha,\alpha}(-m_\xi s^\alpha) m_\xi e_\xi \right] \, ds.
\]
(2.30)

By taking \( \mathbb{H} \)-norm, we get
\[
\|Au(t)\|_{\mathbb{H}}^2 \leq C \sum_{\xi \in \mathbb{N}} |t^{\alpha-2} m_\xi E_{\alpha,\alpha-1}(-m_\xi t^\alpha)|^2 |u_{1\xi}|^2
+ \sum_{\xi \in \mathbb{N}} |t^{\alpha-1} m_\xi E_{\alpha,\alpha}(-m_\xi t^\alpha)|^2 |u_{2\xi}|^2
+ \sum_{\xi \in \mathbb{N}} \left| \int_0^t |s^{\alpha-1} m_\xi E_{\alpha,\alpha}(-m_\xi s^\alpha)||f_{\xi}(t-s)|| \, ds \right|^2
\leq C \sum_{\xi \in \mathbb{N}} \left( \frac{m_\xi t^{\alpha-2}}{1+m_\xi t^\alpha} \right)^2 |u_{1\xi}|^2 + C \sum_{\xi \in \mathbb{N}} \left( \frac{m_\xi t^{\alpha-1}}{1+m_\xi t^\alpha} \right)^2 |u_{2\xi}|^2
+ C \sum_{\xi \in \mathbb{N}} \int_0^t \left( \frac{m_\xi s^{\alpha-1}}{1+m_\xi s^\alpha} \right)^2 \left| \int_0^t |f_{\xi}(t-s)|^2 \, ds \right|^2,
\]
(2.31)

for \( 1 < \alpha < 2 \).

Then, we obtain
\[
\|Au\|_{L^2_x(0,T;\mathbb{H})}^2 \leq C(\|u_1\|_{\mathbb{H}}^2 + \|u_2\|_{\mathbb{H}}^2 + \|f\|^2_{L^2_x(0,T;\mathbb{H})}),
\]
(2.32)

for \( 1 < \alpha < 2 \).

Finally, in a similar way, one can show that
\[
\|D_{0+}^\alpha u\|_{L^2_x(0,T;\mathbb{H})}^2 \leq C(\|u_1\|_{\mathbb{H}}^2 + \|u_2\|_{\mathbb{H}}^2 + \|f\|^2_{L^2_x(0,T;\mathbb{H})}),
\]
(2.33)

for \( 1 < \alpha < 2 \).
In the classical case \( \alpha = 2 \), in the spirit of the above arguments, we arrive at

\[
\| Au \|_{L^2(0,T;H)}^2 \leq C \left( \| u_1 \|_{H^1_0}^2 + \| u_2 \|_{H^1_0}^2 + \| f \|_{L^2(0,T;H^1_0)}^2 \right)
\]

and

\[
\| Du^\gamma \|_{L^2(0,T;H)}^2 \leq C \left( \| u_1 \|_{H^1_0}^2 + \| u_2 \|_{H^1_0}^2 + \| f \|_{L^2(0,T;H^1_0)}^2 \right).
\]

(B) The proof of this part comes from combination of Theorem 2.3 and from the arguments of Part (A).

3. Inner value problem

In this Section we study a non-local type Cauchy problem. We consider Equation (2.1) with the following non-local conditions

\[
(I_{0+}^\beta u)(t)|_{t=a} = \hat{d}_1, \quad 0 \leq \beta \leq 2 - \alpha,
\]

\[
(D_{0+}^\gamma u)(t)|_{t=a} = \hat{d}_2, \quad 0 < \gamma \leq \alpha - 1,
\]

instead of the Cauchy type initial data (2.7). Here \( 0 < a < T \), \( \hat{d}_1 \) and \( \hat{d}_2 \) are given real numbers.

Now we are in a position to construct a solution of the time-fractional equation (2.1) satisfying the non-local conditions (3.1). Using (2.9) and (2.14), we find

\[
(I_{0+}^\beta u)(t)|_{t=a} = C_1 a^{\alpha+\beta-1} E_{\alpha,\alpha+\beta} (ma^\alpha) + C_2 a^{\alpha+\beta-2} E_{\alpha,\alpha+\beta-1} (ma^\alpha)
\]

\[
+ \int_0^a f(a-s)s^{\alpha+\beta-1} E_{\alpha,\alpha+\beta} (ms^\alpha) \, ds = \hat{d}_1,
\]

\[
(D_{0+}^\gamma u)(t)|_{t=a} = C_1 a^{\alpha-\gamma-1} E_{\alpha,\alpha-\gamma} (ma^\alpha) + C_2 a^{\alpha-\gamma-2} E_{\alpha,\alpha-1-\gamma} (ma^\alpha)
\]

\[
+ \int_0^a f(a-s)s^{\alpha-\gamma-1} E_{\alpha,\alpha-\gamma} (ms^\alpha) \, ds = \hat{d}_2.
\]

The equalities (3.2) – (3.3) form a system of algebraic equations with respect to unknown constants \( C_1 \) and \( C_2 \). This system will have a solution if

\[
E_{\alpha,\alpha+\beta} (ma^\alpha) E_{\alpha,\alpha-1-\gamma} (ma^\alpha) \neq E_{\alpha,\alpha+\beta-1} (ma^\alpha) E_{\alpha,\alpha-\gamma} (ma^\alpha).
\]

If this holds, a solution of the problem (2.1), (3.1) can be written as

\[
u(t) = \hat{d}_1 \hat{E}_1(t) + \hat{d}_2 \hat{E}_2(t)
\]

\[
+ \int_0^a f(a-s)s^{\alpha-1} [s^\beta E_{\alpha,\alpha+\beta} (ms^\alpha) \hat{E}_1(mt) - s^{-\gamma} E_{\alpha,\alpha-\gamma} (ms^\alpha) \hat{E}_2(mt)] \, ds
\]

\[
+ \int_0^t f(t-s)s^{\alpha-1} E_{\alpha,\alpha} (ms^\alpha) \, ds,
\]

\[
(3.5)
\]
where
\[
\begin{align*}
\hat{E}_1(mt) &= \frac{t^{\alpha-2}[tE_{\alpha,\alpha-1-\gamma}(ma^\alpha)E_{\alpha,\alpha}(mt^\alpha) - aE_{\alpha,\alpha-\gamma}(ma^\alpha)E_{\alpha,\alpha-1}(mt^\alpha)]}{a^\alpha+\beta-1[E_{\alpha,\alpha+\beta}(ma^\alpha)E_{\alpha,\alpha-1-\gamma}(ma^\alpha) - E_{\alpha,\alpha+\gamma-1}(ma^\alpha)E_{\alpha,\alpha-\gamma}(ma^\alpha)]}, \\
\hat{E}_2(mt) &= \frac{t^{\alpha-2}[t\alpha\alpha+\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\beta\bet
Theorem 3.2: Let $1 < \alpha \leq 2$, $0 < \gamma \leq \alpha - 1$ and $0 \leq \beta \leq 2 - \alpha$. Also, we assume that the condition (3.4) holds for $m = -m_\xi$ for all $\xi \in \mathbb{N}$. Assume that $f \in L^2(0, T; \mathbb{H})$ and $u_1, u_2 \in \mathbb{H}$ in the case $1 < \alpha < 2$. Suppose that $f \in L^2(0, T; H^{1/2}_A)$ and $u_1 \in H^1_A$, $u_2 \in H^{1/2}_A$ in the case $\alpha = 2$. Then the non-local Cauchy type problem for the time-fractional wave equation (3.11)–(3.12) has a unique solution $u \in L^2(0, T; H)$ such that $Au, D^\alpha_0 u \in L^2(0, T; \mathbb{H})$ in the form

$$u(t) = \sum_{\xi \in \mathbb{N}} u_{1\xi} \hat{E}_1(-m_\xi t)e_\xi + \sum_{\xi \in \mathbb{N}} u_{2\xi} \hat{E}_2(-m_\xi t)e_\xi$$

$$+ \sum_{\xi \in \mathbb{N}} \left[ \int_0^t s^\alpha - 1 f_\xi(t - s)E_\alpha,\alpha(-m_\xi s^\alpha) \, ds \right] e_\xi,$$

where

$$f_\xi = (f, e_\xi)_\mathbb{H}, \quad u_{k\xi} = (u_k, e_\xi)_\mathbb{H}$$

for $k = 1, 2$, for all $\xi \in \mathbb{N}$.

Proof: The proof follows by repeating step by step the proof of Part (A) of Theorem 2.7.

4. Inner-boundary value problem

In this Section we find a solution of (2.1) satisfying the following conditions

$$\left( I_0^\beta u \right)(t)|_{t=a} = \hat{e}_1, \quad 0 \leq a \leq T, \quad 0 \leq \beta \leq 2 - \alpha,$$

$$\left( D_0^\gamma u \right)(t)|_{t=b} = \hat{e}_2, \quad 0 \leq b \leq T, \quad 0 < \gamma \leq \alpha - 1.$$  \hspace{1cm} (4.1)

Here $\hat{e}_1, \hat{e}_2$ are given real numbers.

Depending on the relation between $a$ and $b$, we have three different inner-boundary value problems. Namely, we have cases $a = b$, $a > b$ and $a < b$. We treat all these problems in a similar way.

Using (2.9) and (2.14), we find

$$\left( I_0^\beta u \right)(t)|_{t=a} = C_1 a^{\alpha + \beta - 1} E_{\alpha,\alpha + \beta}(ma^\alpha) + C_2 a^{\alpha + \beta - 2} E_{\alpha,\alpha + \beta - 1}(ma^\alpha)$$

$$+ \int_0^a f(a - s)s^{\alpha + \beta - 1} E_{\alpha,\alpha + \beta}(ms^\alpha) \, ds = \hat{e}_1,$$  \hspace{1cm} (4.2)

$$\left( D_0^\gamma u \right)(t)|_{t=b} = C_1 b^{\alpha - \gamma - 1} E_{\alpha,\alpha - \gamma}(mb^\alpha) + C_2 b^{\alpha - \gamma - 2} E_{\alpha,\alpha - 1 - \gamma}(mb^\alpha)$$

$$+ \int_0^b f(b - s)s^{\alpha - \gamma - 1} E_{\alpha,\alpha - \gamma}(ms^\alpha) \, dt = \hat{e}_2.$$  \hspace{1cm} (4.3)
Equalities (4.2)–(4.3) form a system of algebraic equations with respect to unknown constants $C_1$ and $C_2$. This system has a solution if

$$E_{\alpha, \alpha + \beta} (ma^\alpha) E_{\alpha, \alpha - 1 - \gamma} (mb^\alpha) \neq E_{\alpha, \alpha + \beta - 1} (ma^\alpha) E_{\alpha, \alpha - \gamma} (mb^\alpha). \quad (4.4)$$

In this case, a solution of the problem (2.1), (4.1) can be written as

$$u(t) = \hat{e}_1 \hat{F}_1 (mt) + \hat{e}_2 \hat{F}_2 (mt) - \int_0^a f(a - s) s^{\alpha + \beta - 1} E_{\alpha, \alpha + \beta} (ms^\alpha) \hat{F}_1 (mt) \, ds$$

$$- \int_0^b f(b - s) s^{\alpha - 1 - \gamma} E_{\alpha, \alpha - \gamma} (ms^\alpha) \hat{F}_2 (mt) \, ds$$

$$+ \int_0^t f(t - s) s^{\alpha - 1} E_{\alpha, \alpha} (ms^\alpha) \, ds, \quad (4.5)$$

where

$$\hat{F}_1 (mt) = \frac{t^{\alpha - 2} \{ t E_{\alpha, \alpha - 1 - \gamma} (mb^\alpha) E_{\alpha, \alpha} (mt^\alpha) - b E_{\alpha, \alpha - \gamma} (mb^\alpha) E_{\alpha, \alpha - 1} (mt^\alpha) \}}{a^{\alpha + \beta - 2} \{ E_{\alpha, \alpha + \beta} (ma^\alpha) E_{\alpha, \alpha - 1 - \gamma} (mb^\alpha) - E_{\alpha, \alpha + \beta - 1} (ma^\alpha) E_{\alpha, \alpha - \gamma} (mb^\alpha) \}}$$

$$\hat{F}_2 (mt) = \frac{t^{\alpha - 2} \{ - t E_{\alpha, \alpha - 1 + 1} (ma^\alpha) E_{\alpha, \alpha} (mt^\alpha) + a E_{\alpha, \alpha + \beta} (ma^\alpha) E_{\alpha, \alpha - 1} (mt^\alpha) \}}{b^{\alpha - \gamma - 2} \{ E_{\alpha, \alpha + \beta} (ma^\alpha) E_{\alpha, \alpha - 1 - \gamma} (mb^\alpha) - E_{\alpha, \alpha + \beta - 1} (ma^\alpha) E_{\alpha, \alpha - \gamma} (mb^\alpha) \}}. \quad (4.6)$$

These observations in combination with Theorem 2.3 give the following result:

**Theorem 4.1:** Assume that $1 < \alpha \leq 2$ and $0 \leq \beta \leq 2 - \alpha$. Let $0 < \gamma \leq \alpha - 1$. Also, assume that the condition (4.4) holds.

(A) Suppose $f \in C^1_{-1}[0, T]$ if $1 < \alpha < 2$ and $f \in C_{-1}[0, T]$ if $\alpha = 2$. Then the fractional order differential equation (2.1) satisfying the homogeneous non-local initial conditions (4.1) with $\hat{e}_1 = \hat{e}_2 = 0$ has a unique solution $u_f \in C^2_{-1}[0, T]$ of the form (4.5), namely, we have

$$u_f (t) = - \int_0^a f(a - s) s^{\alpha + \beta - 1} E_{\alpha, \alpha + \beta} (ms^\alpha) \hat{F}_1 (mt) \, ds$$

$$- \int_0^b f(b - s) s^{\alpha - 1 - \gamma} E_{\alpha, \alpha - \gamma} (ms^\alpha) \hat{F}_2 (mt) \, ds$$

$$+ \int_0^t f(t - s) s^{\alpha - 1} E_{\alpha, \alpha} (ms^\alpha) \, ds. \quad (4.7)$$

(B) Let $f \equiv 0$. Then the solution of the homogeneous equation (2.1) satisfying the non-homogeneous non-local initial conditions (4.4) has a unique solution $u_0$ of the following form

$$u_0 (t) = \hat{e}_1 \hat{F}_1 (mt) + \hat{e}_2 \hat{F}_2 (mt). \quad (4.8)$$

Moreover, we have

$$(I^\beta_{0+} [\hat{F}_1 (mt)])|_{t=a} = 1, \quad (D^\gamma_{0+} [\hat{F}_1 (mt)])|_{t=b} = 0, \quad (4.9)$$

and

$$(I^\beta_{0+} [\hat{F}_2 (mt)])|_{t=a} = 0, \quad (D^\gamma_{0+} [\hat{F}_2 (mt)])|_{t=b} = 1. \quad (4.10)$$
4.1. Inner-boundary value problem for time-fractional partial differential equations

Let us consider the time-fractional wave equation

\[(D_0^\alpha u)(t) + Au(t) = f(t), \quad 0 < t < T,\]

(4.11)

with non-local conditions

\[(I_0^\beta u)(t)|_{t=a} = u_1, \quad (D_0^\gamma u)(t)|_{t=b} = u_2,\]

(4.12)

where \(1 < \alpha \leq 2\), \(A\) is a self-adjoint operator on the separable Hilbert space \(H\) satisfying Assumption 2.6, \(u_1\) and \(u_2\) are non-local boundary functions.

**Theorem 4.2:** Let \(1 < \alpha \leq 2\), \(0 < \gamma \leq \alpha - 1\) and \(0 \leq \beta \leq 2 - \alpha\). Also, we assume that the condition (3.4) holds for \(m = -m_\xi\) for all \(\xi \in \mathbb{N}\). Assume that \(f \in L^2(0, T; H^{1/2})\) and \(u_1, u_2 \in H\) in the case \(1 < \alpha < 2\). Suppose that \(f \in L^2(0, T; H^1_A)\) and \(u_1 \in H^{1/2}_A\), \(u_2 \in H^{1/2}_A\) in the case \(\alpha = 2\). Then the non-local Cauchy type problem for the time-fractional wave equation (4.11)–(4.12) has a unique solution \(u \in L^2(0, T; H)\) such that \(Au, D_0^\alpha u \in L^2(0, T; H)\) in the form

\[u(t) = \sum_{\xi \in \mathbb{N}} u_{1\xi} \hat{F}_1(-m_\xi t)e_\xi + \sum_{\xi \in \mathbb{N}} u_{2\xi} \hat{F}_2(-m_\xi t)e_\xi + \sum_{\xi \in \mathbb{N}} \left[ \int_0^t s^{\alpha-1}f_\xi(t-s)E_{\alpha,\alpha}(-m_\xi s^\alpha) \, ds \right] e_\xi,\]

where

\[f_\xi = (f, e_\xi)_H, \quad u_{k\xi} = (u_k, e_\xi)_H\]

for \(k = 1, 2\), for all \(\xi \in \mathbb{N}\).

**Proof:** The proof follows by repeating step by step the proof of Part (A) of Theorem 2.7.
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