Light–Matter interactions on the nanoscale
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At the beginning of the 20th century, researchers began harnessing the capabilities of electricity and magnetism. Today we are standing in a similar position as we contemplate the emergence of light–matter interactions at the nanoscale and how it will continue its exponential growth over the coming years. This research field, also called nanophotonics or nano-optics, is a subject of rapidly increasing scientific importance: controlling light–matter interactions beyond the diffraction limit. In contrast to optics, which is the concept of light rays, including absorption, transmission and reflection, photonics is the concept of light science, including emission, detection, amplification and control of light. Photonics offers a wide range of applications in different areas ranging from sensing and imaging, to solar cells and optical communication [1]. It is no surprise that many consider photonics to be the technology revolution of the 21st century.

Laser processing of thin-film multilayer structures has been one of the initial research directions in photonics [2]. This technique has been employed for many applications, including but not limited to the fabrication of polycrystalline silicon (poly-Si) thin-film transistors or MEMS/NEMS devices, as well as biomedical engineering [3,4]. Subsequently, with advances in photolithography, the microscale structure of materials began to attract much research interest due to their unique capability to interact with an applied electromagnetic wave in the radio frequency and terahertz regions [5]. This part of the spectrum has unique properties, such as being non-ionizing and subject to considerably less Rayleigh scattering [6]. In the last decade, by exploiting the rapid progress in computational and characterisation techniques, together with advances in techniques for the fabrication nanostructures, researchers performed detailed studies on the light–matter interaction in the visible and near-infrared region for nanostructures with dimensions on the order of (or even smaller than) the wavelength [7].

Metallic nanoparticles have been most heavily studied particles to bridge the gap between conventional optics and highly integrated nanophotonic components via stimulating the oscillation of free electrons on the surface, so-called surface plasmons [8]. Stimulated by the flourishing field of plasmonics, many novel effects have been suggested and even demonstrated, including super-scattering, clocking, control of the scattering direction, artificial antiferromagnetism, etc. [9]. Meanwhile, inverse plasmonics, that is, apertures in metallic films, has also been the subject of ongoing research [10]. Although many plasmonic ap-
Applications have faced fundamental limitations (due to the ohmic losses in metals), the knowledge is still valuable for developing new strategies for light–matter interactions on the nanoscale.

High refractive index dielectric [11] and semiconductor [12] nanostructures have been recently exploited as an alternative to plasmonics [13]. Dielectrics and semiconductors benefit from negligible resistive losses. This advantage allows excitation at large light intensities for significant concentration of light at the nanoscale, which is not limited to interfaces. Such nanostructures have multipolar characteristics of both electric and magnetic resonant modes that could aid in the engineering of light behaviour at the nanoscale. Among various applications of dielectric nanostructures, metasurfaces, composed of a single or a few stacked layers of subwavelength nanostructures/particles, are growing in popularity [14]. This is because metasurfaces can offer a diverse range of applications, including sensing and optical tuning, dispersion engineering and polarization manipulation [14].

Recently, it has been demonstrated that light–matter interactions at the nanoscale can even be induced via sub-nanometer materials [15,16], for example, graphene [17]. The interaction of graphene with electromagnetic radiation is fascinating due to the two-dimensional confinement of electrons and the exceptional band structure of graphene. Graphene has a simple band structure with zero band gap, but its optical response is nontrivial. Subsequently, other two-dimensional (2D) materials, such as transition-metal dichalcogenides (TMDCs) or hexagonal boron nitride (hBN) [10] have also emerged as interesting platforms for nanophotonics. TMDCs, with their intrinsically broken inversion symmetry in crystal structure, have shown many advanced optical properties with potential applications such as in valleytronics. On the other hand, hBN has promising hyperbolic properties as well as the ability to host a range of single photon emitters (SPEs) for quantum photonic applications.

In summary, the field of photonics is ever growing and the life of people will be greatly influenced by the developments in this area. This Thematic Series can guide readers in understanding the physics of light–matter–interaction with various kinds of nanostructures, including metallic (plasmonic), dielectric and semiconductor, 2D, as well as hybrid nanostructures [18]. Meanwhile, readers can become more familiar with the cutting edge advances in this respect.
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Laser processing of thin-film multilayer structures: comparison between a 3D thermal model and experimental results

Babak B. Naghshine\textsuperscript{1} and Amirkianoosh Kiani\textsuperscript{*1,2}

Abstract
In this research, a numerical model is introduced for simulation of laser processing of thin film multilayer structures, to predict the temperature and ablated area for a set of laser parameters including average power and repetition rate. Different thin-films on Si substrate were processed by nanosecond Nd:YAG laser pulses and the experimental and numerical results were compared to each other. The results show that applying a thin film on the surface can completely change the temperature field and vary the shape of the heat affected zone. The findings of this paper can have many potential applications including patterning the cell growth for bio-medical applications and controlling the grain size in fabrication of polycrystalline silicon (poly-Si) thin-film transistors (TFTs).

Introduction
Laser processing of thin-film multilayer structures has been studied since the early 1990s [1]. However, the field has been largely neglected by researchers and there have been very few studies in this area [2-4]. On the other hand, it has many interesting applications that can introduce new possibilities to the art of laser processing. One of the most interesting applications is the fabrication of polycrystalline silicon (poly-Si) thin-film transistors (TFTs). In this method, a thin film of amorphous silicon (a-Si) is deposited on a glass substrate, where it is processed by a UV laser beam. Since a-Si has a very high absorption at UV spectrum, it can be recrystallized into poly-Si by the laser beam without causing any considerable temperature change in the substrate [5-7]. There are also various laser doping techniques such as spin coating the Si layer with a phosphorus- or boron-containing liquid before laser processing the surface for n- and p-type TFTs respectively [8]. Another important application is mask repairing for MEMS/NEMS device fabrication [4]. There are also many potential applications in biomedical engineering. It’s been proven that laser processing a metallic surface can significantly improve the biocompatibility...
in the ablated area and living cells can adhere better to the surface [9-13] whereas, the heat affected zone becomes less biocompatible and cells will avoid that area [14]. Therefore, the growing pattern of the cells can be controlled by laser processing of the surface which has many potential applications in biomedical engineering. As will be shown in this paper, the shape and size of these zones can be controlled by applying a thin-film layer on the surface. Altering the electrical properties of the surface for biosensor fabrication is one of the applications that has not been fully explored yet.

Modelling this process can be helpful in many ways. For instance, controlling the grain size of the resulting poly-Si layer is vital in the process of fabricating poly-Si TFTs [6,7]. This can be only obtained by controlling the temperature and cooling rate of the thin film during laser processing. As the process occurs over a very short time it’s difficult to measure the temperature, and a proper thermal model can be the most useful tool for controlling the temperature. Another possible application is finding the best laser parameters and layer thickness for controlling the size of heat affected zone and ablated zone for patterning the cell, as mentioned in the previous paragraph.

Despite the necessity for thermal modelling of this process, there have been very few efforts in this area so far. In previous works, only simple one-dimensional models were used to calculate the temperature of different thin-film structures without considering the phase change [4,15].

There are many models for laser processing of bulk materials [16-21]. There are some analytical solutions to the one- or two-dimensional heat conduction equation to predict the temperature. An example can be found in the work of Hendow and Shakir, who solved the 2D equation to calculate the temperature field after irradiating the surface with two consecutive pulses [16]. Another example is the work of Chen et al. who solved the same equation for repetitive laser pulses [17]. There are also many numerical models that provide us with much more information about the process. Weidmann et al. carried out a numerical analysis by solving the 2D equation. They used the Arhenius equation for estimation of the speed of ablation to predict the ablated area [18]. Sinha numerically solved the 2D heat equation assuming phase changes by changing the size of computational cells during ablation [19]. In some models plasma shielding was taken into account as an effective factor. An example can be seen in the work of Marla et al. who solved the 1D equation for temperature-dependent properties [20].

In this paper, a transient 3D model, which has been previously proven capable of precisely predicting the temperature and ablation zone for a bulk material [21], has been modified and used for a thin-film multilayer structure. In this model, the physical and thermal properties are assumed to be a function of temperature and space; plasma shielding and phase change are taken into account. The temperature field and ablated area will be for Si substrates that are coated with different thin-film layers at various laser parameters. Finally, a comparison will be made between the numerical and experimental results.

**Results and Discussion**

The samples were processed with different laser parameters (power and frequency) and the hole profiles were captured using the 3D optical profiler from at least ten different points for each sample.

**Laser processing of Si substrate (bulk material)**

The melting and boiling points of silicon are 1414 °C and 3538 °C respectively and the heats of fusion and vaporization are 1788 and 13637 kJ/kg [22]. After introducing all the physical properties and the plasma absorption of the silicon, the numerical analysis was carried out and calculated and measured profiles were compared to each other.

As can be seen in Table 1, the numerical and experimental results are in good agreement. The results for varying frequencies at 5 W are presented in Figure 1. The holes on the surface of the specimen that was processed at 75 kHz and 5 W were very shallow and it was difficult to capture a precise profile using the 3D optical profiler. This was mainly due to the noise captured by the equipment (there were some fluctuations around 0.2–0.3 μm on their surfaces). However, the 2D images of the sample’s surface verify the formation of these shallow holes on the surface. This is in agreement with the calculated depth (0.4 μm).

| Power (W) | Frequency (kHz) | Averaged measured depth (μm) | Calculated depth (μm) | Accuracy (%) |
|----------|----------------|-----------------------------|-----------------------|--------------|
| 5        | 25             | 1.6                         | 1.8                   | 87.5         |
| 5        | 50             | 1.4                         | 1.5                   | 92.9         |
| 5        | 75             | -                           | 0.4                   | –            |
| 10       | 50             | 2.2                         | 2.1                   | 95.6         |
| 15       | 50             | 1.9                         | 1.9                   | 100          |

Figure 2 shows the profiles for varying laser power at the repetition rate of 50 kHz. The hole profiles were successfully calculated and are in accordance with experimental results.
Figure 1: 2D profiles of uncoated Si samples processed at 5 W. Results obtained from measurements when using (a) 25 kHz and (b) 50 kHz are compared to the ones calculated through the numerical model at (c) 25 kHz, (d) 50 kHz and (e) 75 kHz.

Figure 2: 2D profiles of uncoated Si samples processed at 50 kHz. Results obtained from measurements when using (a) 5 W, (b) 10 W and (c) 15 W are compared to the ones calculated through the numerical model at (d) 5 W, (e) 10 W and (f) 15 W.

The diameters of the holes at low frequencies and high powers are slightly larger in the experimental results. The laser-driven shock wave and the flow of the molten silicon, which were not considered in the model, can explain the smaller calculated hole diameter.

Figure 3 shows the temperature contour at the end of the pulse on the surface and cross-section of the silicon sheet for a repetition rate of 50 kHz and a power of 5 W. The melting point is highlighted and shows a molten zone formed around the ablated area. The pressure difference caused by the shock wave can
push away the molten material and make both molten and ablated zones slightly larger. At low frequencies and high powers, the peak power of the laser pulses would be larger, which results in a stronger shock wave. The fluid dynamics of the molten material is not in the scope of this paper and was not considered in the model.

### Laser processing of Al-Si thin-film substrate

The melting and boiling points of aluminum are 660 °C and 2470 °C respectively and aluminum has a latent heat of fusion of 397 kJ/kg and a latent heat of vaporization of 10,800 kJ/kg [22]. The measured and calculated ablation depths are presented in Table 2. The surface profiles at different frequencies and 5 W are shown in Figure 4. By applying a thin aluminum film to the surface, the ablation depth was significantly increased at 75 kHz compared to bare silicon samples. This can be explained by the smaller latent heat of vaporization and lower boiling temperature of aluminum, which means more material can be ablated using the same amount of energy. This can be further verified by the deeper holes at 25 and 50 kHz. The other reason is the lower plasma absorption of aluminum compared to silicon based on the calculated plasma absorption functions. Since the
Figure 4: 2D profiles of Al coated Si samples processed at 5 W. Results obtained from measurements when using (a) 25 kHz, (b) 50 kHz and (c) 75 kHz are compared to the ones calculated through the numerical model at (d) 25 kHz, (e) 50 kHz and (f) 75 kHz.

Table 2: Measured and calculated data for the ablation cross-section for Al coated Si.

| Power (W) | Frequency (kHz) | Averaged measured depth (μm) | Calculated depth (μm) | Accuracy (%) |
|-----------|-----------------|------------------------------|-----------------------|--------------|
| 5         | 25              | 2.1                          | 2                     | 95.2         |
| 5         | 50              | 2                            | 2                     | 100          |
| 5         | 75              | 1.5                          | 1.6                   | 93.3         |
| 10        | 50              | 2.4                          | 2.5                   | 95.8         |
| 15        | 50              | 3.7                          | 4.1                   | 89.2         |

At the interface of the two layers (1 μm away from the surface), the diameter of the hole can be seen suddenly decreasing in the silicon layer. This diameter change was apparent in the numerical results; however, it is not as obvious as in the experimental data. This can be explained by the results shown in Figure 3, which shows the maximum temperature at the end of the pulse on the surface and at the cross-section of the sample at 50 kHz and 5 W. In these contours, the melting points of aluminum and silicon are highlighted (660 and 1414 °C). It can be clearly seen that the molten zone in aluminum is slightly larger than silicon. Consequently, the molten aluminum is pushed away to the edges by the laser-driven shock wave. As mentioned in the previous section, the shock wave and fluid dynamics of the molten material are neglected in this model, which makes the predicted diameter reduction smaller compared to the actual profile at high pulse energies.

Laser processing of Au-Si thin-film structure

The variations of specific heat of gold with temperature are unknown. Consequently, $c_p$ was kept constant at 129 J/kgK in the model. The melting point, boiling point, latent heat of fusion, and latent heat of vaporization are 1064 °C, 2970 °C, 64 kJ/kg and 1,736 kJ/kg respectively [22]. The calculated and measured hole profiles are shown in Figure 6 and Figure 7 and measured and calculated depths are shown in Table 3. It is evident that the holes became slightly deeper at high powers compared to bare silicon samples. This can be explained by the reasons stated in the previous section. Based on the calculated plasma absorption functions, the absorption is lower for gold-coated samples, and again, the shock wave pushed away the molten material (Figure 3), resulting in deeper and wider holes. However, the molten zone is very small for gold coated samples, which means the deeper holes created on the gold coated surface are mainly caused by the lower plasma absorption.
The results presented in this paper can be manipulated for cell patterning applications. Figure 3 depicts that, the size and shape of the heat affected zone and ablated area can be significantly altered by applying a thin film on the surface. As mentioned earlier these are the areas that become less and more biocompatible respectively. As a result, controlling the size of these areas makes the concept of patterning the cell growth by laser processing even more attractive.
Conclusion

The model introduced in this paper is able to precisely predict the ablation depth and temperature field of the thin-film coated samples processed by a single nanosecond pulse. Silicon substrates coated with gold and aluminium thin films and pure silicon sheets were treated by single nanosecond laser pulses and experimental and numerical results were compared. This model can be extremely helpful in the fabrication of poly-Si TFTs by predicting the temperature and cooling rate during the laser processing step for controlling the grain size. Moreover, it was proved that, by applying a thin film of different materials with different thicknesses on the surface the shape and size of the heat affected zone can be controlled. The model can be further modified in future studies for laser processing of thin film coated materials along a linear pattern by introducing the scanning speed and movement of the laser beam.

Experimental Setup

Materials

In this paper, three different samples (wafer by University Wafer, Inc.) were processed by the laser beam at different powers and repetition rates:

1. Single crystalline silicon wafer <100>
2. c-silicon wafer <100> coated by an aluminum layer with the thickness of 1 μm.
3. c-silicon wafer <100> coated by a very thin gold layer with a thickness around 100 nm.

The thin films were deposited on the surface of the samples using physical vapor deposition technique and the samples were purchased with thin-film coating and were directly used for laser processing.

Laser processing of thin-film structures

All the specimens were processed by an neodymium-doped yttrium aluminum garnet (Nd:YAG) nanosecond laser system (Bright Solutions SOL-20). Frequency and power can be directly controlled by changing the level of emission, whereas the pattern, line distance, and scanning speed are controlled using the EZCAD® software. The wavelength of the laser beam was 1064 nm and the pulse duration was extracted from performance curves provided by the manufacturer. An iris diaphragm reduced the diameter of the output beam from 9 mm to 8 mm. The beam then went to the galvo scanner (JD2204 by Sino-
Galvo), which has an input aperture of 10 mm and beam displacement of 13.4 mm. The scan lens of the galvo scanner focused the beam on the surface of the samples. The theoretical focused beam spot diameter was calculated to be around 20 µm and a Gaussian profile was assumed for the laser beam.

All the numerical analysis and experiments in this paper were carried out on single pulses. The laser pulses cannot be easily isolated due to limitations of the equipment. To isolate the single pulses, the scanning speed was set at its maximum value (around 1000 mm/s) and if the repetition rate was relatively low, the distance between the locations of two neighboring pulses on the surface would be long enough to remove the effect of the neighboring pulses. Therefore, a dotted pattern appears on the surface and each dot corresponds to a single pulse on the surface (Figure 8).

Three-dimensional (3D) optical profiler
A Zeta-20 Optical Profiler (Zeta Instruments) was used to obtain surface profiles of the samples for quantitative topography measurements. This optical profiler can capture 2D and 3D images of a surface, which allows us to see the profile of the holes generated by the laser beam on the surface of the samples.

Numerical model
Heat transfer model
Since nanosecond pulses (where the pulse duration is in the nanosecond range) are studied in this paper, the whole process is in the hot-ablation domain. Therefore, the process can be modelled using regular laws of heat transfer and thermodynamics. A 3D transient model that was previously proven to be accurate for laser processing of the bulk materials [21] was customized for a multilayer structure and used in this paper.

In this model, the 3D heat conduction equation (Equation 1) is solved for a cubic domain considering varying thermal properties that are a function of temperature. This domain is discretized into interactive cubic cells, which can become smaller or be taken out of the system during the ablation process.

\[ \rho c_p \frac{\partial T}{\partial t} = k \left( \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} + \frac{\partial^2 T}{\partial z^2} \right) \]

This equation was discretized and solved using the Douglas–Gunn method [23], where each time step is broken into three sub-steps, and at each sub-step, tridiagonal systems are solved implicitly in one of the spatial directions. By introducing \( \delta^x \) and \( \delta^y \) for each spatial direction (Equation 5 and Equation 6), the difference equations for each sub-step can be written as follows (Equation 2 to Equation 4):

\[
T_{ijk}^{n+1} - T_{ijk}^n = \frac{\delta^x}{2} \left( \frac{T_{i+1,j,k}^n + T_{i-1,j,k}^n}{2} - \frac{T_{i,j,k}^{n+1} + T_{i,j,k}^n}{2} \right) + \frac{\delta^y}{2} \left( \frac{T_{i,j+1,k}^n - T_{i,j-1,k}^n}{8} - \frac{T_{i,j,k}^{n+1} - T_{i,j,k}^n}{8} \right)
\]

\[
+ \frac{\delta^z}{2} \left( T_{i,j,k}^{n+1} - T_{i,j,k}^n \right) + \frac{\delta^x}{4} \left( T_{i+1,j,k}^n - T_{i,j,k}^n \right) + \frac{\delta^y}{4} \left( T_{i,j+1,k}^n - T_{i,j,k}^n \right) + \frac{\delta^z}{4} \left( T_{i,j,k+1}^n - T_{i,j,k}^n \right) \]

\[
T_{ijk}^{n+1} - T_{ijk}^n = \frac{\delta^x}{2} \left( \frac{T_{i+1,j,k}^n + T_{i-1,j,k}^n}{2} - \frac{T_{i,j,k}^{n+1} + T_{i,j,k}^n}{2} \right) + \frac{\delta^y}{2} \left( \frac{T_{i,j+1,k}^n - T_{i,j-1,k}^n}{8} - \frac{T_{i,j,k}^{n+1} - T_{i,j,k}^n}{8} \right)
\]

\[
+ \frac{\delta^z}{2} \left( T_{i,j,k}^{n+1} - T_{i,j,k}^n \right) + \frac{\delta^x}{4} \left( T_{i+1,j,k}^n - T_{i,j,k}^n \right) + \frac{\delta^y}{4} \left( T_{i,j+1,k}^n - T_{i,j,k}^n \right) + \frac{\delta^z}{4} \left( T_{i,j,k+1}^n - T_{i,j,k}^n \right) \]

\[
T_{ijk}^{n+1} - T_{ijk}^n = \frac{\delta^x}{2} \left( \frac{T_{i+1,j,k}^n + T_{i-1,j,k}^n}{2} - \frac{T_{i,j,k}^{n+1} + T_{i,j,k}^n}{2} \right) + \frac{\delta^y}{2} \left( \frac{T_{i,j+1,k}^n - T_{i,j-1,k}^n}{8} - \frac{T_{i,j,k}^{n+1} - T_{i,j,k}^n}{8} \right)
\]

\[
+ \frac{\delta^z}{2} \left( T_{i,j,k}^{n+1} - T_{i,j,k}^n \right) + \frac{\delta^x}{4} \left( T_{i+1,j,k}^n - T_{i,j,k}^n \right) + \frac{\delta^y}{4} \left( T_{i,j+1,k}^n - T_{i,j,k}^n \right) + \frac{\delta^z}{4} \left( T_{i,j,k+1}^n - T_{i,j,k}^n \right) \]
Convection, radiation and laser irradiation are the boundary conditions at the surface. The laser beam has a Gaussian profile. On the back side, insulation boundary conditions are assumed. Convection and radiation are the boundary conditions of the other sides.

The flowchart of the computational code is shown in Figure 9. As can be seen, after calculating the temperature at the first two sub-steps, the temperature is calculated at the last sub-step. Whenever the calculated temperature passes the melting point or boiling point, the phase change algorithms are called and the last sub-step is repeated until convergence.

**Phase change and ablation algorithms**

Phase change and ablation algorithms were only applied in the last sub-step and at all the points where \( T^{n+1/3} \) or \( T^{n+2/3} \) were higher than the boiling point, they were reduced to the boiling temperature.

In the evaporation algorithm, the ablative energy (Equation 7) was calculated whenever the temperature of one or more cells was higher than the boiling temperature. In this equation, \( N \) is the number of cells with a temperature higher than boiling point.

\[
\text{Ablative energy} = \sum_{k=1}^{N} \rho \Delta x \Delta y \Delta c_p \left( T_{ijk}^{n+1} - T_{boiling} \right) / \left( \Delta \alpha \Delta y \Delta z \right)
\]

\[
= \sum_{k=1}^{N} \rho c_p \Delta \left( T_{ijk}^{n+1} - T_{boiling} \right) / \Delta T
\]

If the ablative energy was enough to evaporate the top cell on the surface, then the cell was removed and its boundary conditions were transferred to the new top cell. Boundary conditions were updated for all the neighbouring cells and the laser energy was reduced by \( p \Delta z L_f / \Delta t \). Otherwise, if the energy was not enough, the cell became smaller (\( \Delta z \) was reduced by \( \text{Ablative energy} \times \Delta t / (pL_f) \)) and the laser energy was decreased by the ablative energy. The last sub-step was repeated until convergence (Ablative energy = 0). Figure 10 shows the phase change flowchart for evaporation. Similar algorithms are considered for melting and solidification. As depicted in Figure 10, if the calculated temperature is above the boiling point, it will be determined if the whole cell should be removed or only its size must be reduced based on the described method. Then, the temperature is recalculated and this process is repeated until all the temperatures are below the boiling point.

**Plasma shielding and power loss**

A plasma absorption coefficient was introduced for the plasma shielding effect (Equation 8) [21].
\[ \alpha_{\text{max}} = \alpha_{\text{max}} \left( 1 - \exp(-c \psi) \right) \] (8)

\( \alpha_{\text{max}} \) is the maximum absorption that corresponds to the highest possible pulse power. \( \psi \) is non-dimensionalized pulse power, which is defined as the ratio of the pulse peak power to the highest possible peak power that can be generated by the laser beam. \( \alpha_{\text{max}} \) and \( c \) are calculated from the experimental results.

**Nomenclature**

**Table 4:** Mathematical nomenclature.

| Symbol | Quantity |
|--------|----------|
| \( \rho \) | density (kg/m\(^3\)) |
| \( c_p \) | specific heat (J/kgK) |
| \( T \) | temperature (K) |
| \( t \) | time (s) |
| \( k \) | thermal conductivity (W/mK) |
| \( h \) | convective heat transfer coefficient (W/m\(^2\)K) |
| \( \sigma \) | Stefan–Boltzmann constant (W/m\(^2\)K\(^4\)) |
| \( \varepsilon \) | emissivity |
| \( \alpha \) | absorption |
| \( \Delta t \) | time step (s) |
| \( L_f \) | latent heat of fusion (J/kg) |
| \( L_v \) | latent heat of vaporization (J/kg) |
| \( \Lambda \) | optical thickness |
| \( \alpha_{\text{plasma}} \) | plasma absorption |
| \( h_{\text{ablation}} \) | ablation depth (m) |
| \( E_{\text{a}} \) | energy absorbed by plasma (J) |
| \( \alpha_{\text{max}} \) | maximum plasma absorption |
| \( \psi \) | non-dimensionalized pulse power |
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Design of photonic microcavities in hexagonal boron nitride

Sejeong Kim*, Milos Toth and Igor Aharonovich

Abstract

We propose and design photonic crystal cavities (PCCs) in hexagonal boron nitride (hBN) for diverse photonic and quantum applications. Two dimensional (2D) hBN flakes contain quantum emitters which are ultra-bright and photostable at room temperature. To achieve optimal coupling of these emitters to optical resonators, fabrication of cavities from hBN is therefore required to maximize the overlap between cavity optical modes and the emitters. Here, we design 2D and 1D PCCs using anisotropic indices of hBN. The influence of underlying substrates and material absorption are investigated, and spontaneous emission rate enhancements are calculated. Our results are promising for future quantum photonic experiments with hBN.

Introduction

Hexagonal boron nitride (hBN) has recently emerged as an interesting platform for nanophotonics. This is mainly due to its promising hyperbolic properties [1,2] as well as the ability to host a range of single photon emitters (SPEs) that are of great interest for a myriad of nanophotonics and quantum photonic applications [3-10]. However, to further study light matter interactions based on the hBN SPEs, and to realize integrated nanophotonics systems, coupling of the emitters to optical cavities is essential [11-15].

Typically, SPEs can be coupled to optical cavities using two general approaches. The cavity is either made from the material that hosts the emitter (monolithic approach), or the emitter is coupled to a cavity made from a foreign material – also known as a hybrid approach [16]. The former process is preferred when attempting to maximize the field overlap between the emitters and the cavity modes, and is often employed when using materials that are amenable to scalable nanofabrication protocols, such as gallium arsenide or silicon [17,18], and more recently diamond and silicon carbide [19,20]. The hybrid approach is easier from the fabrication point of view but is inherently limited by the fact that the electric field maxima of optical modes are situated within the cavities, and optimal coupling therefore remains a challenge.
The optical properties of hBN make it an attractive candidate for a monolithic cavity system. In particular, hBN has a wide bandgap of ≈6 eV which makes it transparent in the visible spectral range that contains the zero phonon lines (ZPLs) of a range of ultra-bright emitters [21]. Furthermore, hBN has properties which are desirable for micro-resonators such as a high chemical stability and an excellent thermal conductivity [22,23].

In this work, we propose to use hBN for the fabrication of photonic crystal cavities (PCCs). We design two dimensional (2D) PCCs and show that they have high quality-factor (Q-factor) resonances in the visible spectral range, which overlap with the ZPLs of SPEs in hBN [24]. We further optimize the structures and model 1D nanobeam photonic crystals that exhibit a Q-factor in excess of ≈20,000. In the light of recent progress in direct-write etching of hBN [25], our results are promising for realization of high Q cavities and monolithic coupled systems made from this material.

Results and Discussion

We begin with a 2D photonic crystal that contains a line defect cavity. The L3 cavity has been widely investigated because it was the first to exceed an experimental Q-factor of 10,000 [26,27]. In this study, we used a commercial finite-difference time-domain (FDTD) software package (Lumerical Inc.). The 3D FDTD simulation domain for 2D (1D) photonic crystal was discretised using uniform spatial and temporal grids of 15 nm and 0.03 fs. Birefringence of hBN is accounted for in our study by including both ordinary (n_x = n_y = 1.72) and extraordinary (n = 1.84) indices in the 3D FDTD method models. Figure 1a shows the shape and the size of typical hBN flakes prepared by scotch-tape exfoliation [9]. The lateral flake size varies from a few micrometers to few tens of micrometers while thickness varies from few tens of nanometers to a few micrometers, which is sufficient for the fabrication of practical photonic crystal cavities. The parameters used to define an L3 cavity are shown in Figure 1b. The cavity consists of a free-standing slab with a triangular photonic lattice with periodicity ‘a’. The air hole radius in the mirror region and the radius of two side air holes are fixed at 0.33a and 0.22a, respectively. By tuning the periodicity ‘a’, one can tune the resonant wavelength whilst preserving the Q-factor. In this study, we used a = 270 nm and t = 280 nm to place the fundamental mode within the typical emission range of SPEs in hBN (550–700 nm). Two air holes at

![Figure 1: (a) Optical image of exfoliated hBN flakes. (b) Schematic of a 2D photonic crystal with an L3 cavity. The geometric parameters are the following: the period ‘a’, the radius of air holes ‘r’, the radius of two side air holes ‘r_in’, the shift distance of the side air holes ‘d’, the thickness of the hBN slab ‘t’ and the number of photonic crystal layers ‘H’. (c) Three-dimensional FDTD simulation of the electric field intensity profile of the fundamental mode of the L3 cavity. Q-factor and the resonant wavelength calculated as a function of (d) the number of photonic crystal layers ‘H’, and (e) the shift distance of the two side air holes ‘d’.
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Radiation losses can be reduced by optimizing the side air hole positions, as is shown in Figure 1c, which reveals that the cavity $Q$-factor is greatest at a shift distance of 60 nm. Note that the mode resonance red shifts with increasing side hole separation due to an effective increase in cavity length.

Photonic crystal cavities with line defects can be described as Fabry–Pérot resonators [29]. Hence, the $Q$-factor can be enhanced by increasing the cavity length as for a Fabry–Pérot resonator [30], which can be tuned by varying number of missing air holes. Figure 2a shows the $Q$-factors of L3, L7, and L11 cavities with a slab thickness of 280 nm. The electric field intensity profiles of L7 and L11 are also shown in the figure (and that of the L3 cavity is shown in Figure 1c). The $Q$-factor of the fundamental mode increases with effective cavity length. For the L11 cavity, we additionally calculated the effect of the thickness of the 2D photonic crystal slab as is shown in Figure 2b. The simulated slab thickness is varied up to 300 nm since that is a realistic thickness of typical hBN flakes prepared
by the scotch tape exfoliation method. Thicker slabs exhibit stronger light confinement, which results in higher $Q$-factors.

We also modelled the effect of the refractive index of an underlying substrate, as is shown in Figure 2c. Because the refractive index of hBN is relatively low compared to that of typical semiconductors, the increase in substrate index greatly degrades the $Q$-factor of the L11 cavity (and a similar effect is expected for the other cavities as well). This is, however, not a significant problem as the transfer of hBN flakes onto holey substrates is a straightforward process. Furthermore, use of aerogel material that is currently commercially available is another option to achieve low index substrates. We note that the overall $Q$-factor is lower than in typical semiconductor 2D photonic crystals due to the relatively low refractive index of hBN.

Next we investigate one dimensional nanobeam photonic crystal structures. 1D PCCs are advantageous in that they can easily have full photonic bandgap between the first and the second lowest photonic energy bands even when the effective index contrast is low [31]. The combination of a high $Q$-factor and a low refractive index enables a broad range of applications such as flexible photonic crystal devices and high figure of merit sensors [32]. Figure 3a shows the electric field intensity profile of the fundamental mode. The cavity is designed by modulating the periodicity whilst fixing the air hole radius [33]. The structure consists of a total of 31 air holes, 15 of which are modulated to create a cavity in the center, and the remaining 8 on each end act as photonic mirrors. In Figure 3b, we set the periodicity in the mirror region to 260 nm while the air hole radius and the nanobeam width are fixed at 70 nm and 300 nm, respectively. By increasing the thickness of the slab from 200 nm to 300 nm, the $Q$-factor increases, as is seen in Figure 3b, and $Q$-factors in excess of 20,000 can be realized. These values are achieved even without optimization of the remaining structural parameters, and are over an order of magnitude greater than the maximum $Q$-factor of a low-index 2D cavity. Next, we fix the thickness at 280 nm and tune the structural parameters to further increase the $Q$-factor of the mode. Figure 3c shows the $Q$-factor plotted as a function of the nanobeam width $w$, showing that the $Q$-factor has a maximum at a width of 320 nm [34]. Introducing a substrate to the

![Figure 3: (a) Calculated electric field intensity distribution for a 1D photonic crystal cavity. 3D FDTD simulation of $Q$-factor versus (b) slab thickness, (c) nanobeam width 'w', and (d) refractive index of the substrate, respectively.](image)
nanobeam degrades the $Q$-factor as is shown in Figure 3d. A free-standing structure is preferred, as in the case of the 2D photonic crystals presented earlier.

We also consider the absorption losses in the cavity. Figure 4a shows the effect of the absorption by the cavity material. Many FDTD modelling studies of semiconductor photonic crystals include only the real part of the complex refractive index as a structural input which assumes that the material is transparent in the simulated wavelength regime. However, in the case of practical situations in which the cavity material exhibits finite absorption, the imaginary part should also be accounted for. The $Q$-factor of the fundamental mode in a free-standing nanobeam with a beam-width ($w$) of 320 nm and a slab thickness ($t$) of 280 nm is calculated as a function of the imaginary refractive index. An increase in imaginary refractive index (i.e., an increase in material absorption) causes the $Q$-factor to decrease significantly. Note that realistic $Q$-factor is determined by $1/Q = 1/Q_{\text{ideal}} + 1/Q_{\text{abs}}$ ($Q_{\text{ideal}}$: $Q$-factor with lossless material, $Q_{\text{abs}}$: $Q$-factor with absorption losses) [35], which indicates the material loss restricts the maximum $Q$-factor that can be obtained through experiment. Therefore, including imaginary refractive index for $Q$-factor calculation provides practical $Q$-factors.

Finally, we discuss the expected Purcell enhancement due to coupling of emitters to cavity modes. Figure 4b shows the spontaneous emission rate ($\gamma_{\text{sp}}$) of a quantum emitter in the nanobeam cavity relative to an emitter in free space ($\gamma_{0\text{sp}}$). The Purcell enhancement ($\gamma_{\text{sp}}/\gamma_{0\text{sp}}$) was found at any given spatial position by calculating the radiated power enhancement of the quantum emitter relative to that in free space. Because the fundamental mode of the nanobeam has a maximum in the high index region, the $Q$-factor is calculated across the dashed line ($y$-axis) shown in the inset (i.e., along the width of the 1D PCC). The dipole emitter in the simulation is $y$-polarized to match the polarization of the optical mode. The Purcell enhancement has a maximum in the center of the nanobeam where the electric field intensity is the greatest. The expected Purcell enhancement is greater than 100 over a range of more than 200 nm along the $y$-axis, as is seen in Figure 4b, which relaxes the experimental conditions to precisely position the SPE in the cavity. For a realistic case, with a SPE that exhibits a ZPL at 670 nm that is on resonance with the cavity mode, even moderate $Q$ values of 20,000 (~20 GHz linewidth), will yield a Purcell enhancement of ~530. To realize the high Purcell enhancement experimentally, techniques for precise positioning of SPEs to the maximum intensity of the cavity mode are required. Two different approaches can suggest solutions to this problem. The first is to find pre-existing single emitters and post-fabricate optical cavities around them. The other approach is to deterministically create emitters in desired locations. Recent studies of hBN single emitters show promising results for both approaches [36,37].

**Conclusion**

In summary, we described and optimized a number of 2D and 1D PCC designs in free-standing and supported hBN layers. Linear defect cavities were studied as representatives of 2D photonic crystals. Period modulation of a 1D nanobeam was used to achieve a theoretical $Q$-factor in excess of 20,000 simply by modulating the beam width of the structure. The effect of the imaginary refractive index on the $Q$-factor of a nanobeam was simulated, as was the Purcell factor, showing a strong interaction between a dipole emitter and the optical mode. The designs and analyses of the hBN photonic cavities presented in this work will pave a way to a broad range of ap-
lications enabled by integrated photonic circuits based on 2D materials.
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Abstract

Novel types of optical hybrid metasurfaces consist of metallic and dielectric elements are designed and proposed for controlling the interference between magnetic and electric modes of the system, in a reversible manner. By employing the thermo-optical effect of silicon and gold nanoantennas we demonstrate an active control on the excitation and interference between electric and magnetic modes, and subsequently, the Kerker condition, as a directive radiation pattern with zero backscattering, via temperature control as a versatile tool. This control allows precise tuning optical properties of the system and stimulating switchable sharp spectral Fano-like resonance. Furthermore, it is shown that by adjusting the intermediate distance between metallic and dielectric elements, opposite scattering directionalities are achievable in an arbitrary wavelength. Interestingly, this effect is shown to have a direct influence on nonlinear properties, too, where 10-fold enhancement in the intensity of third harmonic light can be obtained for this system, via heating. This hybrid metasurface can find a wide range of applications in slow light, nonlinear optics and bio-chemical sensing.

Introduction

Metasurfaces are thin and flat surfaces that are created using subwavelength optical antennas with various optical properties patterned at interfaces [1,2], enabling control over the polarization, phase, amplitude, and dispersion of light. Metasurfaces are growing in popularity as their optical properties can be adapted to a diverse set of applications along the electromagnetic spectrum [3] including dispersion engineering [4], polarization manipulation [5,6], pulse shaping [7], sensing [8,9] and tuning
The first generation of metasurfaces mostly consisted of plasmonic nanostructures [11-13], which utilize the interaction between light and metallic nanoparticles to generate surface plasmon resonances, inducing a strong electromagnetic field on the metallic surface. They benefit from a large tunability and capability to significantly enhance the near-field intensity, and have remarkable advantages in controlling optical responses [14-18].

All-dielectric, high refractive index metasurfaces are the second generation of metasurfaces [19]. Besides their CMOS compatibility and low optical losses compared with plasmonic metasurfaces, all-dielectric metasurfaces offer ability to efficiently manipulate light at the nanoscale based on the simultaneous control of electric and magnetic Mie resonances [19]. Subsequently, the capability to control electric and magnetic resonances, offers a unique platform to engineer and tune the directionality of light emission [20,21]. Kerker et al. demonstrated that light scattering can be completely suppressed in certain directions from a subwavelength scatterer when the electric and magnetic responses are of the same order ($\varepsilon = \mu$) [22]. This causes destructive interference in the backward propagation direction and is known as the first Kerker condition. Within dielectric metasurfaces, it has been shown that an overlap of the electric and magnetic dipole resonances can generate a relatively broad spectral band Kerker condition [20,23,24].

In order to achieve high-performance compact optical devices with novel functionalities for applications in modern nanophotonics, tunability of metasurfaces is required, which has become a rapidly growing area of research. These tuning capabilities have been introduced via various techniques, such as phase-change media based antennas [25-27], the use of liquid crystals [28-30], doping [31,32], stretchable substrates [33,34], and electromechanical tuning of the resonator dimension [35], etc. Many of these techniques introduce permanent alterations to the system or the environment, which makes them irreversible, an undesirable characteristic. This allows for an active metasurface tuning mechanism that is reversible and reconfigurable.

Recently, a new technique for reversible tuning of metasurfaces has been proposed, which is based on the thermo-optical coefficient of materials [36,37]. This technique seems quite promising as it varies the temperature of the structure in an easy and reversible way. The large thermo-optical coefficient of dielectrics allows for active control of the devices optical properties by heating. This tunability can be done in a reversible and dynamic way using a parameter that is controlled externally. This tunable device then allows for flat optical components that are adjustable, like beam shapers and lenses [29]. Importantly, thermal tuning is only applicable to dielectric metasurfaces, as the low thermo-optical coefficient of most of noble metals, such as gold [38], makes plasmonic metasurfaces insensitive to variation in temperature.

Hybrid metal–dielectric nanostructures allow for combining the thermo-optical properties of both plasmonic and all-dielectric nanoantennas, simultaneously. Here, by taking advantage of different thermo-optical properties of metallic and dielectric metasurfaces, we propose a novel hybrid metasurface that provides a unique platform to tune the excitation of electric and magnetic modes and their interference in parallel. This leads to a unique capability to tune the Kerker condition in the near-IR, i.e., Kerker interference can be turned on and off in a completely reversible way. It is worth noting that this capability is not achievable with either dielectric or metallic metasurfaces alone, because electric resonance of metallic metasurfaces are essentially insensitive to heating, and magnetic and electric resonances of dielectric metasurface shift together during heating, with negligible change in the interference regime.

Results and Discussion

Our proposed technique to dynamically control the interference of the magnetic and electric resonances provides higher flexibility in tailoring the scattering of light in nanostructures. By employing an additional degree of freedom; coupling between plasmonic and dielectric resonances, we are able to engineer the excitation of the resonant responses over the whole system. Our well-designed hybrid metasurface (see Figure 1) can stimulate or avoid the Kerker condition, on demand. This unique capability can help to realize directional emission from metallic and dielectric nanoantennas. Our design consists of a periodic lattice of silicon cylinders with rectangular gold bars stacked above them, separated by a thin film of SiO₂. This metasurface is designed to stimulate a sharp interference between silicon and...
gold lattice resonance around a wavelength of 1235 nm (see Figure 2a). It is an arbitrary wavelength, which can be chosen by a proper design. The reasoning for the NIR range is to avoid absorption in the silicon. The reason behind choosing gold nanobars, rather than simple gold discs, is the following: the system relies on the lattice separation of silicon discs, using gold discs provides limited options for designs as the only degrees of freedom are the diameter and height of the discs. However, employing bars can address this issue by providing one more degree of freedom using the height, width and length of the bars.

The thermal dependence of the energy gap with temperature for silicon can be described by the following relation [39]:

\[ E_g(T) = E_g(0) \frac{\alpha T^2}{T + \beta}, \]

where \( E_g(0) = 1.1557 \text{ eV} \) is the energy gap at zero temperature, and \( \alpha = 7.021 \times 10^{-4} \text{ eV/K} \) and \( \beta = 1108 \text{ K} \) are parameters fitted from experimental data in [39]. The relation between the variation of refractive index change and the temperature for silicon is given by Tripathy as [40]

\[ n = n_0 \left(1 + \alpha e^{-\beta_2 E_g}\right), \]

where \( n_0 = 1.73, \alpha = 1.9017, \) and \( \beta = 0.539 \text{ (eV)}^{-1} \). Figure 2a shows the corresponding thermal dependence of variation of the energy gap and refractive index with temperature in silicon, respectively, [37]. Subsequently, we employ the thermal dependence of silicon to further explore the thermal tunability of the designed hybrid metal–dielectric nanostructures.

Figure 2b demonstrates the transmission characteristics of each element in the hybrid metasurface, including silicon disk lattice,
one-gold-bar lattice, and two-gold-bar lattice, respectively. The polarization of the incident beam is along $y$ direction (along the gold bar lengths). A grating resonance in the spectrum occurs around 1235 nm at the grating diffraction edge ($\lambda_0 = n \times D = 1.45 \times 850 \text{ nm} = 1232.5 \text{ nm}$) due to the constructive diffractive feedback among neighbouring antennas. Therefore, as can be seen, all these components, separately, exhibit a sharp resonance at the target wavelength.

Figure 2c and 2d show the transmission spectra of the hybrid metasurfaces with one gold bar and two gold bars, respectively. As it has been recently demonstrated, heating the system causes a variation in the refractive index of silicon nanostructures which further leads to a systematic shift in the resonances of the system [37]. However, in our design, due to the employment of the thermo-optical properties of both silicon and gold simultaneously, the hybrid metasurface shows a remarkable variation in optical scattering properties. Figure 2c shows a small Fano-like resonance which can be switched on and off near the wavelength 1235 nm, via heating. Interestingly, such effect can be enhanced significantly when adding a second gold bar on the top of each silicon element (see Figure 2d). As a result, around 70% tunability of transmission can be achieved in this wavelength via heating process.

In order to get a physical insight in this phenomenon, we have studied the mode decomposition of the hybrid system consisting of a pair of Au bars [41-43]. As can be seen in Figure 3a, before heating, in the wavelength range between 1150 and 1350 nm, the total scattering ($Q$) is determined mainly by the resonant excitations from magnetic dipole (MD) and magnetic quadrupole (MQ), and a small portion of excitation from electric quadrupole (EQ) and electric dipole (ED). These optically induced responses in the metasurface can be reflected from the transmission spectra shown in Figure 2c, where the transmission is suppressed in this range (black curve).

After heating, the scattering properties can be tuned drastically and a significant Fano-like resonance appears. The corresponding multipoles excitation after heating (at 300 °C) is shown in Figure 3b. As can be seen, rather than shifting the resonances in silicon metasurfaces as demonstrated recently [37], our hybrid design allows significant changes in the resonant excitation magnitude due to the variation of the magnetic–electric coupling during heating. All modes experience a drastic change around 1235 nm, where a clear interference between electric and magnetic modes (EQ, MQ, and ED, MD) takes place. Interestingly, after heating, around 1235 nm, EQ and MQ experience a comparable magnitude that enables Kerker scattering condition and suppress the backward scattering of light. This produces the Fano-like shape in the transmission spectrum (see Figure 2c,d).

By considering the response of a single unit cell, based on the excitation of the electric and magnetic multipole moments inside it, we further visualize the associated far field pattern
from such a single element. Taking the working wavelength being 1235 nm, as an example, Figure 3c and Figure 3d show the results before and after heating, respectively. Before heating, the forward and backward scattering are almost the same, which corresponds to a low transmission from the metasurface based on the scattering properties of resonant nanoparticles and metasurfaces [44,45]. However, after heating the sample to 300 °C, most of the scattered field is in the forward direction, and the backward scattering is suppressed. High scattering directionality is achieved based on the Kerker scattering condition. Similar to Huygens’ metasurfaces [23], a high transmission can be observed in the spectra of the hybrid metasurface (see Figure 2c).

Interestingly, heating not only provides a reversible change in the optical properties, but also a dynamical one. Figure 4 shows the transmission spectrum during the heating process. As can be seen, there is a further redshift with increasing temperature, providing unique control on the light scattering from such hybrid metasurface. Take $\lambda = 1235$ nm as an example, Figure 4b shows the related transmission with increasing temperature during the heating process. In this case, the system exhibits zero transmission at room temperature, and after heating the sample to 300 °C, high transmission from the metasurface can be achieved. However, with further heating the sample to 600 °C, the transmission at such wavelength can be suppressed again through the same system.

Both plasmonic and dielectric modes exhibit intense near-field distributions [8,9,46]. It is well-known that the near-field associated with plasmonic and dielectric resonances of the individual particles extends some distance away from it [47,48]. These characteristics make the modes very sensitive to the environment [8,9,46]. Therefore, the interference between adjacent resonators within our hybrid system strongly depends on the environment near the nanostructures, such as the volume and refractive index. By employing this sensitivity, we further control the optical response of the metasurface by engineering the interactions between plasmonic and dielectric resonances through tuning the geometry of the intermediate SiO$_2$ layer. By altering the design slightly, one can make the metasurface behave differently in response to heat. Figure 5 shows the effect of the intermediate SiO$_2$ layer between silicon and gold structures. It demonstrates the importance of this layer in obtaining different and even reversible behaviour using the exact same silicon and gold nanostructures. Figure 5a demonstrate the case with $t = 150$ nm, where the heating from 20 °C to 600 °C causes only an enhanced transmission with a slight shift. However for the case of $t = 250$ nm (Figure 5b), such a heating gradient, can cause a clear fluctuation, where the system experiences an increase (solid red) and then a significant decrease (dashed red) at 1235 nm. Figure 5c illustrates an even larger disparity between the two elements where the minimum no longer exist and the resonance only grows when heated.

By utilizing such well-designed Fano-like resonance, further study was done on its effects on the nonlinear process, focusing on the third harmonic generation. Figure 6 shows the third harmonic conversion efficiency and the related electric near-field distributions in the silicon disk for a plane wave with

![Figure 4](image_url): (a) The transmission spectrum during the heating process. (b) The transmission at 1235 nm during the heating process.
Figure 5: The transmission spectrum for three different SiO$_2$ thicknesses (a) $t = 150$ nm, (b) $t = 250$ nm and (c) $t = 300$ nm.

$\lambda_{FW} = 1235$ nm at $I_0 = 1$ GW/cm$^2$. As can be seen from Figure 6a, the efficiency of third harmonic generation can be enhanced by one order of magnitude due to the emergence of the Fano-like resonance during the heating process, from $\approx 10^{-6}$ to more than $4 \times 10^{-5}$. The calculated electric near-field distributions at the fundamental and harmonic wavelengths are depicted in Figure 6b and 6c for the sample at room temperature and Figure 6d and 6e after heating the sample to about 275 °C, respectively. With the emergence of the Fano-like resonance during the heating process, strong field localization and enhancement inside the silicon disk occurs as a result of the excitation and interferences between optically-induced electric and magnetic multipoles (see Figure 3a and 3b). The enhancement of the electric field further stimulates the nonlinear response, as can be clearly seen from the comparison between the electric near-field distributions at the harmonic wavelengths before and after heating the sample (Figure 6c and 6e). It is worth noting that while gold bars show a significant effect on the linear properties of the system after heating, the THG from gold bar is negligibly small compared to THG from silicon disk. It is because the light of the hybrid resonance is generally confined inside the silicon disk rather than the gold bars.

**Conclusion**

We have designed a hybrid metal–dielectric metasurface, composed of silicon disk and gold bar lattices, with a reversible switching capability of the Kerker scattering condition. The tunability is achieved by the active control on the excitation and interference between the electric and magnetic resonances through heating the metasurface. It is shown that the Kerker condition, based on high order multipoles (EQ and MQ), can be easily switched on and off by simply heating the system. Furthermore, through adjustment to the distance between the metallic and dielectric elements, scattering directionality can be switched at arbitrary wavelengths. We further investigated the THG process in such hybrid meta-dielectric metasurface, and have achieved multi-fold enhancement of THG based on the well-designed hybrid resonance during the heating process. Our hybrid metasurface provides much more flexibility for the control of light scattering, which serves as an important step towards tunable flat optics.

**Methods**

Here, we study the transmission properties of the nanostructures using rigorous coupled-wave analysis (RCWA) method [49,50] which has been widely used for modelling periodic optical structures due to its fast converging and accurate far-field calculations. We characterize the optical properties of the sample during the heating process based on the refractive index variations of the material at different temperatures, which has been measured experimentally [37].

The nonlinear process of our sample is emulated using the finite element method solver in COMSOL Multiphysics in the frequency domain. We assume an undepleted pump approximation and simulate the linear process firstly, and then obtain the nonlinear polarization inside the sample and employ it as a source for the electromagnetic simulation at the harmonic wavelength [43].
Figure 6: (a) Third harmonic generation efficiency (normalized by the incident pump for each unit cell) during the heating process pumped at the wavelength of 1235 nm. (b) and (c) show the electric near-field distributions at fundamental (left) and harmonic (right) wavelengths in the silicon disk at room temperature, respectively. (d) and (e) show the related calculations after heating the sample at 275 °C.
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Abstract

Background: Two-dimensional (2D) transition-metal dichalcogenides (TMDCs) with intrinsically crystal inversion-symmetry breaking have shown many advanced optical properties. In particular, the valley polarization in 2D TMDCs that can be addressed optically has inspired new physical phenomena and great potential applications in valleytronics.

Results: Here, we propose a TMDC–nanoantenna system that could effectively enhance and direct emission from the two valleys in TMDCs into diametrically opposite directions. By mimicking the emission from each valley of the monolayer of WSe₂ as a chiral point-dipole emitter, we demonstrate numerically that the emission from different valleys is directed into opposite directions when coupling to a double-bar plasmonic nanoantenna. The directionality derives from the interference between the dipole and quadrupole modes excited in the two bars, respectively. Thus, we could tune the emission direction from the proposed TMDC–nanoantenna system by tuning the pumping without changing the antenna structure. Furthermore, we discuss the general principles and the opportunities to improve the average performance of the nanoantenna structure.

Conclusion: The scheme we propose here can potentially serve as an important component for valley-based applications, such as non-volatile information storage and processing.

Introduction

The inversion-symmetry breaking and quantum confinement in monolayer TMDCs offer unprecedented opportunities to explore valley-based physics and applications [1-3]. The valley pseudospin is associated with the degenerate energy extrema in momentum space [3]. In monolayer TMDCs that have a hexagonal lattice structure valleys of degenerate energy locate at the
corners of the hexagonal Brillouin zone: the K and K’ points 
[4,5]. In analogy to spintronics, the valley pseudospin could 
also be used as non-volatile information storage and processing, 
which is known as valleytronics [6-10]. In particular, mono-
layer TMDCs with direct bandgap at the K and K’ points [11] 
made it possible to control the valley degree freedom entirely 
optically. Optical pumping of excitons of a specific valley pol-
larization has been demonstrated by polarization-resolved 
photoluminescence (PL) measurements [12-14], where the 
chirality of the PL emission is the same as the pumping light, 
since different valleys are addressed by the angular momentum 
of the excitation. Hence, one can switch the chirality of the PL 
emission from left to the right (and the other way around) by 
changing the polarization states of the pump beam. It can be 
everisoned that the dynamic excitation and control of carriers in 
different valleys is crucial for future valley-based information 
technologies and applications.

Inspired by such opportunities, a valley-based light emitting 
diode with controllable emission polarization [15], valley Hall 
effect [16], and valley-dependent photogalvanic effect have 
been explored. Excitonic valley coherence [17], valley- and 
spin-polarized Landau levels [18] and valley Zeeman effect [19-
22] have also been studied in monolayer TMDCs. Different 
schemes to control the valley pseudospin in 2D TMDCs have 
been developed, including optical [23,24], magnetic [25,26] and 
electrical [17,27] control.

On the other hand, to facilitate device integration, it is prefer-
able that light emission from 2D TMDCs can be controlled at 
the nanoscale. Recent advances in resonant metallic nanostruc-
tures, referred to as plasmonic nanoantenna, have shown great 
flexibility and capability for manipulation of the radiation of 
closely placed emitters [1,3,28]. Plasmonic nanoantenna could 
significantly modify the emission rate, the radiation pattern and 
the polarization of emission when their plasmonic modes are 
excited [29-31]. In particular, localized emitters could effec-
tively excite the higher-order modes of the nanoantenna, which 
are usually only weakly coupled to free-space plane waves 
[32,33] but can dramatically modify the radiation of the differ-
et emitters. Importantly, the near-field and far-field interfer-
cence of the multiple plasmonic modes present in the nanoantenna offer 
an unprecedented capability to control all aspects of the emission 
of localized emitters [33-35]. While the radiation enhancement 
of emitters by multipolar antennas has been widely studied 
[33,36,37], the control of the directionality of emission is less 
explored. Although previous studies [38-42] have shown 
several designs for spin-dependent directional emission, these 
schemes are extremely sensitive to the position of the emitter to 
the nanoantenna, e.g., the directionality of emission would be 
reversed if the emitter is placed on the opposite side of the 
antenna. As such, the currently proposed schemes can not be 
employed to control the emission of delocalized chiral emitters, 
such as emission from exciton from the two valleys of a 2D 
TMDC material.

Here, we propose a plasmonic TMDC–nanoantenna system that 
can effectively route light emission from different valleys of 
TMDCs into opposite directions. Our nanoantenna can support 
electric dipole and electric quadrupole resonances, which can be 
excited, with engineered phases and amplitudes, by the chiral 
point-dipole emitters corresponding to each valley. Based on 
the phase-locked excitation and interferences of these reso-
nances, we have shown that the scattering direction of the 
TMDC–nanoantenna system is valley-locked. Since the differ-
et valleys in TMDC can be addressed optically by circularly 
polarized optical pumping, we then can tune the emission dire-
tion of this coupled system by simply changing the circular po-
larization states of the pumping light. We believe that our 
scheme could provide useful insight for design of novel compo-
nent such as couplers and routers in future valley-based infor-
mation processing devices.

Results and Discussion

Concept

At resonances, the far-field radiation of the nanoantenna could 
be expanded into multipolar series. Equation 1 shows the first 
three terms, including the contribution of the electric dipole \( \mathbf{p} \), 
the electric quadrupole \( \hat{Q} \) and the magnetic dipole \( \mathbf{m} \) [43]:

\[
\mathbf{E}(\mathbf{r}) = \frac{k_0^2 e^{ik_0 r}}{4\pi \varepsilon_0 r} \left\{ n \times (p \times n) \right\} + \frac{ik_0}{6} \left\{ n \times \left( n \times \hat{Q} n \right) \right\} 
+ \frac{1}{\nu_d} (m \times n) \ldots\right\},
\]

where \( k_0 \) is the vacuum wavenumber and \( k_d \) is the wavenumber 
in the surrounding medium. \( \nu_d \) is the speed of light in the 
medium, \( \mathbf{n} \) is the unit vector in the direction of emission, \( \mathbf{r} \) is the co-
ordinate vector, \( r = |\mathbf{r}| \).

From Equation 1, we can see that the far-field radiation is 
in-phase with the electric dipole moment, while there is a \( \pi/2 \) 
phase difference for the electric quadrupole. Thus, there is natu-
ally a \( \pi/2 \) relative phase difference between the electric dipole 
and quadrupole contribution to the far-field emission, when 
their corresponding charges oscillate in phase. In this case, the 
parallel electric field components of electric dipole and electric 
quadrapole emission will interfere with each other depending 
on their relative phase and amplitude. When the amplitudes of 
the far-field components are comparable, the interference will 
be constructive in one direction and destructive in the other, for
π/2 or 3π/2 phase difference between the electric dipole and quadrupole. On the other hand, the far-field interference is prevented if the phase difference is 0 or π. Our design is based on this interference property, to tailor the emission directions from different valleys.

The basic idea of our concept for splitting the emission from the two valleys of the TMDCs via near-field coupling to a plasmonic nanoantenna is schematically shown in Figure 1a. When the coupled TMDC–nanoantenna system is excited by light of different circular polarizations, the emission from the two valleys (K and K') will be emitted into opposite directions, as depicted by the two red arrows. The general concept of such valley splitting relies on the interference of multipolar modes excited in the nanoantenna, namely an electric dipole and an electric quadrupole, as shown in Figure 1b. When the parallel electric dipole and quadrupole are excited simultaneously with comparable amplitudes, the radiation direction will depend on the phase difference between the dipole and quadrupole, as discussed above. Thus, by changing the relative phase between the dipole and quadrupole from +π/2 to −π/2, we could effectively tune the radiation direction from one (solid arrow) to the other (dashed arrow).

**Design and implementation**

Since the emission from the TMDC monolayer solely comes from the in-plane exciton or trion charge carriers [44], the TMDC emitters could be practically modeled as chiral point-dipole emitters placed in the vicinity of the photonic structure [45]. To emulate such chiral emitters, corresponding to the two valleys in the TMDC monolayer, in our simulations we use two in-plane but orthogonal point dipoles that oscillate with π/2 phase difference (to emulate the rotation of the dipole). When a +π/2 or −π/2 phase difference is applied between these two emitters, we can emulate left or right chiral emitters [46] from carriers in the K and K' valleys [47].

To achieve such a functionality, we need to construct an antenna that supports both an electric dipole and an electric quadrupole of the same strength and at the same operation wavelength. We hence start with a simple plasmonic nanoantenna consisting of two gold bars of different length. Different plasmonic modes could be excited in such a double-bar antenna when a localized emitter is placed in its proximity. The excitation of plasmonic modes depends on a couple of factors, including the antenna size, as well as the emitter position and orientation. By choosing proper size parameters, either the electric dipole mode or the “dark” quadrupole mode of the antenna can be excited predominantly by the point-dipole source. We choose a short bar with length $L_p = 104$ nm and width $W_p = 25$ nm, and a long bar with length $L_q = 310$ nm and width $W_q = 70$ nm. The height of the two bars is the same, 40 nm. A view of each bar of the antenna is shown in Figure 2a and Figure 2b, respectively. Two electric dipoles oriented along $X$ ($D_h$) and $Y$ ($D_v$) are placed 5 nm above the antenna in $Z$ direction. The point-dipole emitters are 25 nm away from the bar antenna in $Y$ direction. To mimic a practical experimental arrangement, the antenna is placed on top of a glass substrate. Electrical probes are located at the end of each gold bars to detect the electric phase and amplitude.

We start by studying the individual responses of each antenna bar, when excited by a local dipole emitter, orientated parallel or perpendicular to the bar. We perform numerical calculations using finite-integral frequency-domain simulations (CST Microwave Studio) with open boundary conditions. To avoid unphysical sharp edges, we model the gold bars having rounded corners with a radius of curvature of 5 nm. The permittivity of the gold in the visible and near-infrared spectral region is modeled based on experimental data from [48].

The intensity of the electric field along $X$ direction ($I_x$) and phase information ($\phi$) at the probe position when the structure is...
Figure 2: Characteristics of the bar antenna excited by an electric dipole emitter. (a, b) Schematic of the simulation setup for the short bar (a) and the long bar (b) antenna, respectively. The red arrows represent point-dipole emitters with X or Y orientations. The red spots represent electric probes. (c, d) The electric field intensity ($I$) and phase ($\phi$) at the position of the probe when point-dipole emitters oriented along $X$ and $Y$ are used as an excitation source for the short and long bar, respectively. The subscript $h$ and $v$ represents the field induced by the point-dipole emitter along $X$ and $Y$ directions, respectively. We only show phase information for the short bar excited by a $X$-oriented emitter ($\phi_h$) and the long bar excited by a $Y$-oriented emitter ($\phi_v$). The field intensity is normalized to the larger one for emitters with different orientations. (e, f) Polar plot of the total ($P_0$) and azimuthal components ($P_\theta$) of the far-field power distribution when the short bar is excited by a $X$-oriented dipole (e) and the long bar is excited by a $Y$-oriented dipole (f), respectively. The direction of $\theta$ is illustrated by arrows.

excited by local point-dipole emitters of different orientations, for short bar and long bar, are shown in Figure 2c and Figure 2d, respectively. For better comparison, we normalize the field intensity to the stronger one. As seen, for the short bar (Figure 2c), the field induced by the $X$-oriented point-dipole ($I_h$) dominates in the wavelength range of 700–750 nm. In contrast, the excited field from the $Y$-oriented point-dipole ($I_v$) dominates for the long bar in the same wavelength range (Figure 2d). Importantly, both of the electric field intensities show a resonant peak at the same wavelength of 715 nm.

The phase information detected by the probes corresponds to the phases of the oscillating charges, which defines the phases of the dipole and quadrupole moments. The phase information under the dominant excitation, labeled as $\phi_h$ and $\phi_v$ are shown in Figure 2c,d with dashed lines. We could observe that the two resonant modes are in phase. To further investigate the nature of the excited modes in each gold bar, we monitor the far-field radiation pattern of the $X$-oriented emitter coupled to the short bar and the $Y$-oriented emitter coupled to the long bar. The radiation patterns at the resonant wavelength are shown in Figure 2e and Figure 2f, respectively. Due to the existence of the high-index substrate, most of the emitted power goes into the lower half space. In the case of a $X$-oriented emitter and a short-bar antenna (Figure 2e), the radiation pattern shows a typical dipole-emission profile. In the case of a $Y$-oriented emitter and a long-bar antenna, the emission shows a typical quadrupole profile (Figure 2f). In the same polar plots, we show both the total radiated power ($P_0$ – blue circles) and the azimuthal power component (power contributed from azimuthal electric field, $P_\theta$ – red circles). As seen from Figure 2e and Figure 2f, in both cases the azimuthal component ($P_\theta$) is the dominant polarization component, which is expected for both dipole and quadrupole radiation from bar antennas along the $X$ direction. By examining the vectorial near-field profiles (shown in Figure S1, Supporting Information File 1), we further confirm that the electric dipole mode is excited dominantly by the $X$-oriented point-dipole, while the electric quadrupole mode in the long bar is excited by the $Y$-oriented point dipole. Thus, the far-field radiation of these dipole and quadrupole will have a phase difference of $\pi/2$. Note that we have fine-tuned the geometry of the antennas in order to have them resonate around 715 nm, which
matches the experimentally measured emission wavelength of monolayer WSe$_2$. The parameters of the two bars are also optimized such that the radiated electric far-fields have comparable intensities.

After investigating the response of the individual gold bars, we perform simulation for the combined antenna consisting of two closely spaced gold bars coupled to a chiral point-dipole emitter. A schematic of the antenna–emitter system is shown in Figure 3a. The gap between the two bars is set to 50 nm and the chiral emitter is located in the center of the gap. The chiral emitter is again modeled as two orthogonal electric dipoles with a relative phase of $\Delta \phi$, where $\Delta \phi = \pm 90^\circ$, corresponding to right or left circularly polarized emission, respectively. The calculated radiation patterns of the total emission (side view) are shown in Figure 3b, for both $\Delta \phi = 90^\circ$ and $-90^\circ$. Due to the interference of the fields emitted from the electric dipole of the antenna and electric quadrupole contributions, the radiation from the chiral point-dipole is directed either to the left or to the right, depending on its chirality. In contrast, for the case without the nanoantenna, the radiation does not show preferred directionality (shown in Figure S2, Supporting Information File 1). Importantly, the directionality could be effectively switched by changing the sign of the phase difference (circular polarization state of the point dipole).

Figure 3c,d compares the polar plots of the total ($P_0$) and azimuthal power component ($P_\theta$) distributions. It is clear that the azimuthal power component is the dominant contribution to the radiation. This confirms that the directional emission is indeed a result of the interference between the electric dipole mode from the short gold bar and the electric quadrupole mode from the long gold bar. To quantify the observed directionality, we define the front-to-back ratio (F/B) as ratio between the total power emitted in the forward half-space to the power emitted in the backward half-space. The F/B value is 4.7 dB for the total power, and 6.0 dB for the azimuthal power component, which could be distinguished by adding a polarizer in the detection arm of a possible experiment. The directionality for the total radiation is slightly weaker than for the azimuthal component because of contributions from higher order modes excited in the long bar. Since the valley polarization of the monolayer TMDCs (corresponding to the chirality of the point-dipole emitters) depends on the polarization states of the pumping laser, we could easily tune the emission directionality from our proposed TMDC nanoantenna system just by changing the pumping polarization from left to right circular states.

As an important step of our study, we evaluate the emission enhancements brought by the plasmonic nanoantenna. The radiation enhancement is defined as the total power radiated by the
two orthogonal dipole emitters (defining the chiral point dipole) coupled to the antenna, normalized to the case with no antenna. We find that the radiation is dramatically enhanced, up to 15 times at the resonant wavelength, when the chiral emitter is positioned in the center, between the two bars. In addition, we test the robustness of our design with respect to the emission wavelength. We find that the directionality is preserved in the spectral range from 680 nm to 750 nm. This broadband response makes our design suitable to control the emission from monolayer TMDCs, such as WSe$_2$ in its entire emission range. Thus, the simple nanoantenna we propose here could effectively enhance the emission intensity and simultaneously tune the valley-based emission directionality from the TMDCs.

As discussed, the modes excited in the plasmonic nanoantenna depend on the position of the emitter. In a monolayer TMDC, however, the emitters (e.g., excitons) can be distributed randomly and homogeneously over the entire monolayer. Hence, to evaluate the directionality of emission from the average distribution of emitters on top of the double-bar antenna, we perform calculations for different positions of the point-dipole emitters and average the radiation patterns taking into account the contribution from the multiple emitters. Two cases have been considered. Firstly, we investigate the average directionality when the emitters are positioned inside the gap between the two gold bars. We calculate the emission for three different positions inside the gap, as shown in Figure 4a and then add up the radiated powers. The polar plot of the total power and the azimuthal power components are shown in Figure 4b and Figure 4c, respectively. The plots show radiation patterns, which are similar to the radiation from the central dipole position (Figure 3c,d). However, the front-to-back ratio decreases a bit after the averaging. This is due to the fact that for the locations away from the center, the directionality is reduced as compared to the central position. Nevertheless, the average directionality still remain relatively high, namely F/B = 3.4 dB for the total power and 4.2 dB for the azimuthal power component.

After averaging over more positions outside the gaps (we take nine typical positions, as shown in Figure 4d), the directionality is reduced a little further. However, as shown in Figure 4e and Figure 4f, we still observe reasonably good directionality. Thus, we can conclude, that despite the different positions of the emitters (being on both sides of the antenna) the directionality of emission is generally preserved and it can be tuned by changing the chirality of the emitters (the relative phase shift between the $X$-oriented and $Y$-oriented point-dipole emitters). Therefore, the scheme we proposed here can be used effectively to direct emission.
sion from different valleys in monolayer TMDCs (corresponding to different chiral emitters) into different directions.

We believe that with the development of material fabrication techniques, nanostructures of TMDCs [49-51] could also be readily fabricated, so one can control the position and size of the TMDCs nanosheets with respect to the antenna. Thus, a system consisting of a double-bar antenna and a TMDC nanosheet only inside the gap between the bars could in principle serve as efficient light source with tunable emission directions.

To further understand our system and seek for possible ways to improve the average directionality, we compare the total radiation power for the emitters at different positions, shown in Figure 4d. The chiral emitter placed at the central position, results in best directionality and emits two to five times stronger than the dipoles at other positions. The average directionality could be better if the central position had a much stronger emission power. Indeed, directional emission from local emitters enabled by plasmonic nanoantenna is highly sensitive to the position of the emitters [33,37]. The hotspots of the nanoantenna presented here might affect the observed directionality too, while the accurate effects rely on experimental studies. To improve the directionality, we do require antenna structures with very strong hot spots, such that the emission shows good directionality when the emitters are located at these spots. This might direct us to further improve our structures by introducing antenna shapes like bow-ties [52] or split-ring-resonators [37]. However, such structures have more geometric parameters and more higher-order modes when excited by point-dipole emitters, hence the process to optimize the geometry is difficult and time-consuming. Moreover, any complex plasmonic structures requires more demanding fabrication efforts in practice. In contrast, the proposed double-bar nanoantenna has simple mode profiles, it is easy to optimize in size and the fabrication process is relatively straightforward.

Conclusion

In conclusion, we propose and numerically demonstrate a novel concept to control the emission intensity and direction from different valleys in monolayer TMDCs using multi-mode plasmonic nanoantennas. We design a nanoantenna based on two gold bars, of which the dipole and quadrupole modes can be excited dominantly at the same frequency. The interference between the dipole and quadrupole modes results in directional emission, where the directionality of emission depends on the phase difference between these two modes. By emulating emission from different valleys in TMDCs with chiral point-dipole emitters of opposite chirality, we have shown that a simple two-bar plasmonic nanoantenna represents a feasible platform to direct the emission (left circular or right circular) from distinct valleys into different directions. This is due to the coupling of the chiral emitters to the two dominant plasmonic modes in the double-bar nanoantenna. Directionality of up to 6 dB and a radiation power enhancement of up to 15 times could be achieved in this coupled system. Since the valleys in TMDCs can be addressed optically, we can change the emission direction of this TMDC–nanoantenna system by simply changing the circular polarization states of the pumping light. In addition, we discuss the reasons for the reduced directionality when averaging over different positions of the emitter and propose the possible ways to address this issue, either by structuring the TMDC materials or by designing new plasmonic nanoantennas. The scheme we propose here could be potentially useful in future valley-based devices, and could in general, be applicable for circular dichroism measurements of chiral molecules.

Supporting Information

Supporting Information File 1
Additional experimental data.
Supporting Information features vectorial near-field profiles for the dipole-nanoantenna system, and the radiation pattern of chiral emitters without nanoantenna. [https://www.beilstein-journals.org/bjnano/content/supplementary/2190-4286-9-71-S1.pdf]
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Theoretical study of strain-dependent optical absorption in a doped self-assembled InAs/InGaAs/GaAs/AlGaAs quantum dot
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Abstract
A detailed theoretical study of the optical absorption in doped self-assembled quantum dots is presented. A rigorous atomistic strain model as well as a sophisticated 20-band tight-binding model are used to ensure accurate prediction of the single particle states in these devices. We also show that for doped quantum dots, many-particle configuration interaction is also critical to accurately capture the optical transitions of the system. The sophisticated models presented in this study reproduce the experimental results for both undoped and doped quantum dot systems. The effects of alloy mole fraction of the strain controlling layer and quantum dot dimensions are discussed. Increasing the mole fraction of the strain controlling layer leads to a lower energy gap and a larger absorption wavelength. Surprisingly, the absorption wavelength is highly sensitive to the changes in the diameter, but almost insensitive to the changes in dot height. This behavior is explained by a detailed sensitivity analysis of different factors affecting the optical transition energy.
Introduction

Self-assembled quantum dots are employed as light absorbers in many optoelectronic devices, such as quantum-dot infrared photodetectors (QDIPs) [1,2], and intermediate-band solar cells (IBSCs) [3,4]. The optical properties of quantum dots (QDs) can be tuned through shape, dimensions and composition of the dots making them attractive for optoelectronic applications. Moreover, their sensitivity to normally incident light make them advantageous over other nanostructures, such as quantum wells, that are insensitive to normally incident light [2].

The absorption coefficient $\alpha(\lambda)$ of quantum dots is an important parameter that needs to be precisely designed for the proper operation of these devices. An accurate model for the absorption coefficient $\alpha(\lambda)$ is therefore crucial in the design and prediction of the device behavior. Therefore, this study aims to fill the gaps in current absorption models, namely the atomistic strain and band structure calculations that are needed for accurate description of the bound states. Moreover, doped devices require evaluation of many-particle configuration interaction (CI) calculations for a proper treatment of the optical transitions. The effects of alloy mole fraction of the strain controlling layer and quantum dot dimensions are also discussed.

Self-assembled quantum dots have around 10% lattice strain [5]. Atomistic strain models like that of Keating [6], or anharmonic models [7] are typically used to determine the relaxed atom positions. The anharmonic strain model has additional strain parameters with anharmonic corrections added to the harmonic model, which improves its accuracy. Without anharmonic corrections, the harmonic potential underestimates the repulsion at smaller bond lengths and also fails to capture the weakening of atomic forces at large atomic separation [8].

The anharmonic strain parameters were originally optimized to obtain correct Grüneisen parameters for accurate phonon dispersion calculations [7]. However, we show that the original parameter set cannot reproduce the experimental optical absorption peaks in quantum dots [9]. Using these parameters to determine strain in quantum wells does not agree with the well-known analytical solution of strain in quantum wells. Optimizing the parameters to obtain correct biaxial strain ratios in quantum wells is shown here to improve the accuracy of quantum dot simulations as compared with experimental measurements. The Hamiltonian is constructed with semi-empirical tight-binding with 20-orbital sp3d5s* basis per atom, including spin–orbit interaction (sp3d5s* SO) [10]. The absorption coefficient is calculated by employing Fermi’s golden rule.

In the following sections the simulated system and the numerical tools employed in simulations are described, then the theoretical aspects of the problem and optimization of the strain model are discussed. Lastly, the results of the simulation are presented including a sensitivity analysis of the absorption to various quantum dot parameters.

Multi-Million-Atom Simulation

As shown in the Figure 1, the investigated QD system [11] has a dome-shaped InAs quantum dot with a base diameter of 20 nm and a height of 5 nm. The wetting layer is two monolayers. The measured system has been doped with sheet doping of two electrons per dot. The strain controlling layer is made of $\text{In}_{0.15}\text{Ga}_{0.85}\text{As}$ and is sandwiched between two layers of GaAs each with a thickness of 1 nm. Next, there are two layers of $\text{Al}_{0.22}\text{Ga}_{0.78}\text{As}$, each with a thickness of 2 nm. The rest of the structure is made of $\text{Al}_{0.07}\text{Ga}_{0.93}\text{As}$. The dimensions of the simulated QD systems are 60 nm × 60 nm × 60 nm. The strain simulation contains around ten million atoms and the atomistic grid is as shown in Figure 2.

The band structure calculations do not need all of atoms to be included in the simulation, since bound states decay exponentially outside the quantum dot. The band structure calculations are performed using a 40 nm × 40 nm × 20 nm box surrounding the quantum dot. This box contains only 1.5 million atoms. Well-defined and well-calibrated tight-binding models are
needed to enable such large-scale device simulations. Early works on tight-binding models started from analytical effective mass extractions from the usually only numerically defined model [12]. Later semi-automatic mapping methods using genetic algorithms were introduced [13] followed by DFT-based projection methods [14,15]. Each atom has 20 orbitals in the sp3d6s* SO tight-binding basis. Strain and electronic structure simulations of such large systems are computationally demanding and require highly scalable computational codes. The code used for our simulations is the Nano Electronic MOdeling tool in version 5 (“NEMO5”) [16-22].

Theoretical Model

Atomistic strain model

The Harmonic Keating strain model, introduced in [6], has the elastic energy given by

\[ E = \frac{3}{8} \sum_{m,n} \left[ \alpha_{mn} \left( \frac{r_{mn}^2 - d_{mn}^2}{d_{mn}} \right) \right]^2 + \sum_{k>n} \frac{B_{mnk}}{d_{mn}d_{mk}} \left( r_{mn} \cdot r_{mk} - d_{mn} \cdot d_{mk} \right), \]

where \( r_{mn} \) is the displacement vector from atom \( m \) to atom \( n \) for the strained crystal as shown in Figure 3, while \( d_{mn} \) is the same vector for the unstrained crystal. The coefficient \( \alpha \) corresponds to the force constant of the bond length distortion, the bond-stretching coefficient. While \( \beta \) is the bond-bending coefficient that corresponds to the force constant of the bond angle (\( \theta \)) distortion. The difference between the dot products reduces to the difference in \( \cos(\theta) \).

The summation includes nearest neighbors only and the total energy is minimized with respect to the individual atomic positions, thus relaxing the structure. The problem with the harmonic Keating potential given by Equation 1 is that it produces a symmetric energy profile around the equilibrium interatomic distance and angle. Thus, the Keating model fails to reproduce the weakening of the strain energy with increasing bond length and underestimates the repulsive forces at close atomic separations [7,8]. The anharmonic correction of the Keating model proposed by Lazarenkova et al. [7,8] solves this problem by modifying the two parameters \( \alpha \) and \( \beta \) of the Keating model and making them functions of bond length \( r \) and bond angle \( \theta \) as given by

\[ \alpha_{mn} = \alpha_{mn}^0 \left( 1 - A_{mn} \frac{r_{mn}^2 - d_{mn}^2}{d_{mn}^2} \right), \]

\[ \beta_{mnk} = \beta_{mnk}^0 \left( 1 - B_{mnk} \left( \cos(\theta_{mnk}) - \cos(\theta_{mnk}^0) \right) \right) \]

\[ \times \left( 1 - C_{mnk} \frac{r_{mn} \cdot r_{mk} - d_{mn} \cdot d_{mk}}{d_{mn} \cdot d_{mk}} \right). \]

\( A, B \) and \( C \) are anharmonic correction coefficients. \( A \) and \( C \) describe the dependence of bond-stretching coefficient \( \alpha \) and bond-bending coefficient \( \beta \) on the bond length strain, while \( B \) describes the dependence of bond-bending coefficient \( \beta \) on angle deformation. The anharmonic model was developed to simulate phonon dispersion and transport and the anharmonic strain parameters were optimized to reproduce the Grüneisen parameters \( \gamma_i = -(V/\omega_i)(\delta\omega_i/\delta V) \), which are a measure of the dependence of the phonon mode frequencies on strain. Simulating the strain in quantum dots with the original anharmonic strain parameters produces inaccurate results.

In addition, simulating strain in quantum wells with these parameters gives strain tensor components that do not match the
analytical solution of the strain in quantum wells as shown in Table 1. The parameters of the model have been tuned to reproduce the biaxial strain ratio $\sigma$ of InAs in order to capture the strain distribution in quantum wells and quantum dots made from InAs. The biaxial strain ratio $\sigma$ of InAs is 1.053 [23]. Only the parameter $\alpha_0^b$ has been tuned to 19.35 Nm$^{-1}$ while keeping the rest of the strain parameters as reported in [7]. Table 1 shows the atomistic strain calculated for InAs/GaAs quantum well, as shown in Figure 4, before and after tuning. The analytical expressions for the strain components in quantum wells are $\epsilon_l = (a_{GaAs} - a_{InAs})/a_{InAs}$ and $\epsilon_\perp = -\sigma a$ [24], where $a$ is the lattice constant.

Table 1: Strain calculated for the InAs/GaAs quantum well. Tuning has improved the anharmonic strain results in the quantum well.

| method                      | $\epsilon_l$ | $\epsilon_\perp$ |
|-----------------------------|--------------|-------------------|
| analytical                  | $-6.68\%$    | $7.04\%$          |
| anharmonic before tuning    | $-6.68\%$    | $8.9\%$           |
| anharmonic after tuning     | $-6.68\%$    | $7.04\%$          |

For transitions between bound states in valence and conduction bands, $F_1 = 1$, while $F_f$ depends on the energy level and doping. Normally, quantum dots are occupied by a number of electrons equal to the average number of dopants per dot [34]. This approach is reasonable for quantum dots that are far from heavily doped regions. However, it is not appropriate for quantum dots adjacent to heavily doped regions, such as contacts. In addition, to calculate optical transitions of doped quantum dots, the many-particle states of the quantum dot are evaluated using atomistic configuration interaction [35]. The method accurately captures the electron–electron interactions in electrons bound to dopant atoms in silicon. The single-particle states of the quantum dot are obtained from atomistic tight-binding calculations in NEMO5. These single-electron and hole states are used to construct many-particle Slater determinants, of all possible configurations. Using a full configuration interaction method [36], a many-particle Hamiltonian is constructed and diagonalized in the basis of Slater determinants to obtain the many-particle energies and wavefunctions.

Results and Discussion
Simulation versus experimental results
The model is validated with the measured absorption spectrum [11] of the QD system. Figure 5 shows the calculated and measured absorption spectrum of the device. The simulation result matches very well with the measured absorption and the error in estimating the energy of the absorption peak is less than 3%. This small error can be attributed to idealizing the quantum dot shape, ignoring the slight uncertainty in the material compositions and the variations in the quantum dot dimensions. The doping is 1.5 electrons per dot. The inclusion of many-particle configuration interaction (CI) in calculating the energy transitions significantly improves the agreement between simulations and experiment for the doped quantum dot system. The larger peak in the simulated absorption both with and without CI corresponds to quantum dots occupying one electron (1e) transitioning to an excited state of two electrons and one hole (2e1h), while the lower peak corresponds to the portion of quantum dots occupying two electrons (2e) transitioning to an excited state of three electrons and one hole (3e1h). Including the CI in the simulation results in a reduction in the absorption wavelength due to the repulsive nature of the interaction that in-
The simulated and the measured absorption spectrum of the QD system. The quantum dot is sample D from [11], which is a dome-shaped QD with a base diameter of 20 nm and height of 5 nm. The doping is 1–2 electrons per dot, which is assumed to be 1.5 here. The inclusion of many-particle configuration interaction (CI) to calculate the energy transitions significantly improves the agreement of the simulation and the experimental measurements. The higher peak corresponds to quantum dots occupying one electron (1e) transitioning to an excited state of two electrons and one hole (2e1h), while the lower peak corresponds to quantum dots occupying two electrons (2e) transitioning to an excited state of three electrons and one hole (3e1h). The error is less than 3% in calculating the absorption peak photon energy.

Band structure and states

Figure 6 shows the wavefunction probability density of the first eight non-degenerate states of both electrons and holes. It is worth noting that the hole ground state has an s-orbital-like shape.

QDs have a complicated band profile since multiple effects such as geometric confinement, strain and alloy disorder, can cause major changes in the band edges of the bulk material. It is important to know where the wavefunctions of the electrons and holes are localized due to these disordered band edges, as the spatial overlap between the states determines the optical absorption spectrum. Hence, one can look at the conduction and valence band edges along arbitrary lines passing through the quantum dot. This can be done using deformation potential theory, which gives the shift of band edges due to small lattice deformations. The shift in the band edges due to lattice strain for zincblende materials is given by [37]:

\[
\begin{align*}
\Delta E_c &= a_c \varepsilon_B \\
\Delta E_{vHH} &= a_v \varepsilon_H + \frac{b}{2} \varepsilon_B, \\
\Delta E_{vLH} &= a_v \varepsilon_H - \frac{b}{2} \varepsilon_B,
\end{align*}
\]  

where $\Delta E_c$ is the shift in the conduction band edge, $\Delta E_{vHH}$ and $\Delta E_{vLH}$ are the shifts in the heavy and light hole band edges, respectively. $a_c$, $a_v$, and $b$ are the deformation potential coeffi-

Figure 6: The magnitude square of the wave functions of the electron and hole states. Only the first eight electron and hole states are plotted.
ciences of the material. In these simulations, the parameters recommended for III–V materials by [38] are used. $\varepsilon_H$ and $\varepsilon_B$ are the hydrostatic and biaxial strain components, which are linear combinations of the atomistic strain components: $\varepsilon_H = \varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz}$ and $\varepsilon_B = \varepsilon_{xx} + \varepsilon_{yy} - 2\varepsilon_{zz}$ [37], where $z$ is the growth direction. Figure 7 shows the band edges along two lines through the middle of the quantum dot along the [001] and [110] directions. The unstrained band edges show a significant effect of strain on the band edges.

**Figure 7:** The conduction and valence band edges (solid lines) along a line through the middle of the quantum dot in the (A) [001] and (B) [110] directions. The dashed lines are the band edges of the unstrained bulk materials, drawn to show the significant effect of strain on deforming the band structure. The solid horizontal lines in the quantum dots are plotted at the energies corresponding to electron and hole confined states. The noisy red lines in (B) indicate the local band edges in the explicitly represented atomistic alloy. In an atomistic representation of an alloy one obtains an explicitly fluctuating band edge [26].

**Effect of quantum dot dimensions**

Figure 8 shows the effect of variations in quantum dot diameter and height on the in-plane polarized absorption spectrum. An increasing dot diameter results in a red-shift of the absorption peaks, while increasing the dot height does not have a significant effect on the absorption wavelength. In contrast to the simple particle-in-a-box problem, which predicts a stronger sensitivity to the smaller dimension (the height), our simulations show that absorption wavelength is much more sensitive to changing the dot diameter than to changing the height.

**Figure 8:** The in-plane polarized absorption spectrum calculated for (A) different diameters and (B) different heights of the quantum dot. Increasing the dot diameter results in a shift of the peaks towards longer wavelengths, while increasing the dot height does not have a significant effect on the wavelength.

The effects of changing dimensions on the energy transition $\Delta E$ between the hole and electron ground states can be understood with a simple analytical model. This transition has two contributions: strain and confinement. The strain shifts the band edges and affects the energy gap $E_g$, while the confinement increases the minimum allowed energy of electron $E_{elec}$ and hole $E_{hole}$ with respect to the band edges. Let $E_{box} = E_{elec} + E_{hole}$, then the transition energy $E$ is

$$\Delta E = E_g + E_{box}.$$  

Due to the sign of the deformation potential and strain, the valence band edge inside the quantum dot is of a heavy hole, from Equation 4.
\[ E_g = E_{g,\text{bulk}} + \left( a_c - a_v \right) \varepsilon_H - \frac{b}{2} \varepsilon_B. \]  

(6)

Figure 9 shows the effect of changing diameter and height on the hydrostatic and biaxial strain. The magnitude of the biaxial strain increases with increasing diameter and decreases with increasing height, while the magnitude of the hydrostatic strain changes slightly in the direction opposite to the biaxial strain. Increasing the height is equivalent to the decreasing diameter in terms of changing the strain in the quantum dot since it depends almost entirely on the aspect ratio not on the individual dimensions [39]. Increasing the diameter reduces the energy gap, which further reduces the optical transition energy, while increasing the height increases the energy gap, which works against the reduction in confinement energy. In the case of varying height, this compensation results in almost the same optical transition energy. Although the variations in the hydrostatic strain are smaller than variations in the biaxial strain, as shown in Figure 9, the hydrostatic strain variations cannot be neglected. This is due to the stronger weight of deformation potential for hydrostatic strain. For example, \( a_c - a_v = -6 \text{ eV} \) is six times higher than \( b/2 = -1 \text{ eV} \) for InAs. Also, changing one of the dimensions either increases or decreases the hydrostatic strain, and it has the opposite effect on biaxial strain (decreases or increases), but the hydrostatic and biaxial strain work together in the same direction on the energy gap since they have opposite signs in Equation 6.

To get an expression for \( E_{\text{box}} \), the dome-shaped quantum dot is approximated to be a disc of cylinder radius \( R \) and height \( H \). One can easily obtain \( E_{\text{box}} \) by solving an effective-mass Hamiltonian in the cylindrical coordinates,

\[ E_{\text{box}} = \frac{\hbar^2}{2} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) \left( \frac{\pi^2}{H^2} + \frac{X_{01}^2}{m_h} \right). \]  

(7)

where \( m_e, m_h \) are the effective masses of electron and the heavy hole, and \( X_{01} = 2.405 \) is the Bessel function of the first kind with order zero. Note that effective masses for the electron and heavy hole under strain are different from that in the bulk, and the effective masses of InAs are \( m_e = 0.1 m_0 \) and \( m_h = 0.48 m_0 \) [26].

Figure 9: Hydrostatic \( \varepsilon_H \) and biaxial \( \varepsilon_B \) strain with different dimensions along a line through the middle of the quantum dot in the [001] direction. (A) \( \varepsilon_H \) as a function of different dot diameters; (B) \( \varepsilon_H \) as a function of different dot heights; (C) \( \varepsilon_B \) as a function of different dot diameters; (D) \( \varepsilon_B \) as a function of different dot heights. The magnitude of the biaxial strain increases with increasing diameter and decreases with increasing height, while the hydrostatic strain evolves in the opposite direction.
For a quantum dot of $D = 20 \text{ nm}$ and $H = 5 \text{ nm}$, the sensitivity of the confinement energy to the dot radius is
\[
\frac{\delta E_{\text{conf}}}{\delta R} = -\hbar^2 \epsilon_{01} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) \frac{1}{R^3} \approx -5 \text{ meV/nm},
\]
and the sensitivity of the energy gap to the dot radius is
\[
\frac{\delta E_g}{\delta R} = (a_c - a_v) \frac{\delta E_{\text{conf}}}{\delta R} + \frac{b}{2} \frac{\delta E_B}{\delta R} \approx -17 \text{ meV/nm},
\]
which give a total sensitivity of the optical transition $(\delta \Delta E)/\delta R \approx -22 \text{ meV/nm}$.

Similarly for variations in height,
\[
\frac{\delta E_{\text{conf}}}{\delta H} = -\hbar^2 \epsilon_{01} \left( \frac{1}{m_e} + \frac{1}{m_h} \right) \frac{1}{H^3} \approx -68 \text{ meV/nm},
\]
and
\[
\frac{\delta E_g}{\delta H} = (a_c - a_v) \frac{\delta E_{\text{conf}}}{\delta H} + \frac{b}{2} \frac{\delta E_B}{\delta H} \approx 65 \text{ meV/nm},
\]
which give $(\delta \Delta E)/\delta H \approx -3 \text{ meV/nm}$. Increasing the dot radius causes both contributions to reduce the transition energy. Increasing the dot height causes both contributions to work against each other, which reduces the sensitivity of the transition energy to dot height.

**Strain controlling layer**
Changing the mole fraction of In in the InGaAs strain controlling layer (capping layer) is a convenient way to tune the absorption peak. The effect of mole fraction has been studied on a slightly different system, reported in [9], which helps us further validate the results of the simulations. The system reported in [9] is almost the same as in [11] except for two differences: (i) it is not doped and, (ii) it uses GaAs instead of AlGaAs. Figure 10 shows the experimental and simulation results of the optical transitions of the QD systems reported in [9]. Unlike the earlier discussed experiments, quantum dots in [9] are undoped and have been measured at various strain controlling layer compositions. The optimization of the anharmonic strain model greatly improves the simulation results. Increasing the mole fraction of In increases the transition wavelength. This is further explained by examining the effect of changing the mole fraction on hydrostatic and biaxial strain and the band edges. Figure 11 shows the hydrostatic and biaxial strain along a lines passing through the middle of the quantum dot in the [001] direction for different mole fractions of In. As shown in these figures, the hydrostatic and biaxial strain change with the In mole fraction in the same way they change with diameter. That is, increasing the In mole fraction results in an increase in the magnitude of the biaxial strain and a decrease in the magnitude of the hydrostatic strain. This leads to a lower energy gap and larger absorption wavelength, as shown in Figure 10.

![Figure 10](image1082a.png)

**Figure 10**: Experimental and simulation results of the optical transition of the QD system reported in [9]. Increasing the In mole fraction increases the transition wavelength. The optimization of the anharmonic strain model has greatly improved the simulation results.

![Figure 11](image1082b.png)

**Figure 11**: Hydrostatic and biaxial strain with different mole fractions of In along a line passing through the middle of the quantum dot in the [001] direction.
Conclusion

In this paper, a detailed theoretical study of the optical absorption and strain behavior in self-assembled quantum dots has been presented. Self-assembled quantum dots are highly strained heterostructures and a rigorous atomistic strain model is needed to accurately calculate the electronic states in the system. In addition, many-particle configuration interaction has been accounted for, to properly simulate doped quantum dots. The models accurately describe the complex underlying physics. This improvement is shown by the closer agreement with experimental data. The simulations reproduce the experimental results with an error below 3%. The model was implemented in NEMO5 and used to simulate characteristics of an InAs/GaAs/AlAs quantum dot systems. Increasing the dot diameter results in a shift of the absorption peaks towards longer wavelengths, while increasing the dot height does not have a significant effect on wavelength. When the diameter is changed, the band gap and confinement energies work with each other, whereas when the height is changed, the band gap and confinement energies work against each other. Increasing the mole fraction if In in the strain controlling layer works in the same way as increasing the dot diameter and changes the strain leading to longer absorption wavelengths.

In conclusion, the method presented here provides a way to incorporate the inhomogeneous environment of QDs in simulations by taking into account device geometry and quantum confinement, alloy disorder, electrostatics, many-particle interactions, and spatially varying strain distribution. Such details are needed to interpret and guide experimental measurements and device design with quantitative accuracy.
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Abstract

We present a new universal method to accelerate calculations of transmission function and electrical conductance of 2D materials, the supercell of which may contain hundreds or thousands of atoms. The verification of the proposed method is carried out by exemplarily calculating the electrical characteristics of graphene and graphane films. For the first time, we calculated the transmission function and electrical conductance of pillared graphene, composite film of carbon nanotubes (CNTs)/graphene. The electrical conductance of different models of this material was calculated in two mutually perpendicular directions. Regularities in resistance values were found.

Introduction

The development of technologies for the synthesis of graphene nanomaterials has led to an expansion of the scope of their application. One of the graphene composites that have been actively studied in the last few years is pillared graphene [1]. It is a graphene layer, connected seamlessly by single-walled carbon nanotubes (SWCNTs). One of the advantages of this material is its high strength and resistance to mechanical stress [2-4]. In combination with high electrical capacity and efficient electronic transfer between graphene sheets, this nanomaterial has already been recognized as promising as an electrode for storage batteries and supercapacitors [5-7]. There remain many questions about the conductive properties of pillared graphene and their dependence on the length and diameter of the nanotubes. At the moment, there is no experimental data on the conductivity of pillared graphene, so the theoretical prediction of the transmission regularities in this material is relevant. However, the calculation of the electrical conductance of pillared graphene by quantum mechanical methods is difficult due to its
large supercell. These calculations require too much time, even when using modern computing tools.

The non-equilibrium Green function (NEGF) method with density functional tight-binding (DFTB) scheme or density functional theory (DFT) scheme is used to calculate the electrical conductance of molecular structures consisting of atoms of various elements with high accuracy [8]. Within the NEGF formalism, each system represents left and right electrodes and the molecules between them. The probability that an electron will transmit from the left to the right electrode is described by the transmission function $T(E)$. The dependence of the transmission function on the energy of the electron in the system is characteristic for each point of the reciprocal lattice. The final form of $T(E)$ depends on the number of $k$-points in the reciprocal lattice, because $T(E)$ average over these lattice points. Using the convergent transmission function it is possible to find the electrical conductance of the nanostructure. However, in order to obtain a converged form of the averaged transmission function, it may be necessary to calculate it in a set of points in the reciprocal lattice, which is unattainable for a large number of atoms in the considered system. In this connection, the development of methods for accelerating the calculation of the transmission function without a significant loss in the accuracy of calculations has particular relevance and significance for research of the electrical conductive properties of new composite materials. At present, such accelerating techniques are practically absent. We found only one work [9] in which the authors attempted to propose an algorithm that accelerates the calculations of the transmission function of large systems. However, the solution proposed in above mentioned paper did not significantly increase the computational speed, which is especially critical at considering new carbon composite materials such as pillared graphene and other varieties of graphene–nanotube structures.

The purpose of this work is to propose an alternative approach to the calculation of transmission function and electrical conductance of composite nanomaterials, which allows us to investigate the electrophysical properties of atomic structures with hundreds and thousands of atoms in the supercell. The verification of the proposed approach is carried out by the example of calculations of the transmission function and electrical conductance of perspective 2D carbon materials, namely graphene, graphane and a graphene–carbon nanotube hybrid composite.

## Computational Details

In order to calculate the electrical conductance we use the Green–Keldysh functions and the Landauer–Büttiker formalism [8]. The calculation of energy and band structure is carried out by the DFT method in the tight-binding approximation [10-12] within the Kqazar software package [13]; the parametrization pbc-0-3 was used [14-16]. The electrical conductance is described by the expression:

$$G = \frac{I}{V} = \frac{e^2}{h} \int_{-\infty}^{\infty} T(E) F_T(E - \mu) dE,$$

where $T(E)$ is the transmission function characterizing the quantum mechanical transparency of the conducting channel as a function of the energy of the electron moving along it, $\mu$ is the Fermi energy of the electrode, $e$ is the charge of the electron, and $h$ is the Planck constant. The thermal broadening function $F_T(E)$ is calculated by the formula:

$$F_T(E) = \frac{1}{4k_BT} \text{sech}^2 \frac{E}{2k_BT},$$

where $k_B$ is the Boltzmann constant, and $T$ is the temperature. The transmission function is given by:

$$T(E) = \frac{1}{N} \sum_{k=1}^{N} \text{Tr} \left[ \Gamma_S(E) G^A_C(E) \Gamma_D(E) G^R_C(E) \right],$$

where $G^A_C(E)$ and $G^R_C(E)$ are, respectively, the advanced and retarded Green matrices (describing the contact with the electrodes), $\Gamma_S(E)$ and $\Gamma_D(E)$ are, respectively, the level broadening matrices for source and drain. The function $T(E)$ is found by summation over the entire Brillouin zone (BZ) and $N$ is the number of points in the reciprocal space. The accuracy of calculating $T(E)$ is determined by the segmentation of the reciprocal space and the considered number of energies values. The calculation will be reliable when the function $T(E)$ does not change with decreasing pitch of the change in the wave number $k$. For example, for finitely segmented BZ with limits $a$ and $b$, the function $T(E)$ converges to its true form for $N \geq 10^3$. For materials in which the cell contains of the order of several hundreds or thousands of atoms, the calculation of $T(E)$ at a single point (for a fixed $k$) takes a rather long time, thus making 10^3 calculations impossible. For example, for a 2D crystal cell with 472 atoms, the calculation of the transmission function averaged over 288 points of the reciprocal space takes almost four days for the parallel calculation in 24 processes (Intel® Xeon® CPU E5-2660 v2 with a frequency of 2.2 GHz). If the BZ is not a segment, but a 2D or 3D figure, the number $N$ increases by orders of magnitude. In the next section, a method will be described to reduce the number of reciprocal space points and energy values for which a transmission function calculation is required, without substantially losing accuracy of the shape of $T(E)$.
Results and Discussion

Description and verification of the method for accelerating transmission-function calculations

Let us demonstrate the proposed method for calculating $T(E)$ for two different $N$ by using the example of a graphene monolayer. Figure 1a shows the considered system, that is, the unit cell connected to the electrodes. Since we calculated the conductance of this material (graphene), the same cells act as electrodes. Electrodes are translated to infinity along the $Y$-direction, and they are semi-infinite along $X$. The central cell is also translated to infinity over $Y$. Thus, the wave number $k_y$ varies within $(-\pi/a_y; \pi/a_y)$, where $a_y$ is the unit cell size along the $Y$-direction (as shown in Figure 1a, the software VMD [17] was used for visualization). The calculated functions $T(E)$ from Equations 1–3 with different values of $N$ are shown in Figure 1b. For a small step of the decomposition $dk = 0.1 \, \text{1/A}$ ($N = 15$), the function has a step-like form. When the step of the decomposition is reduced to $dk = 0.0015 \, \text{1/A}$ ($N = 984$), the curve takes the correct well-known form for a graphene monolayer. The transmission function is represented in conductance quanta $e^2/h$.

For each point of the reciprocal lattice, the calculated $T(E)$ function is additionally processed. The values of $T(E)$ near the transition area between the steps are refined to make them more abrupt. In many cases, this procedure allows us to eliminate the need for a more detailed decomposition of the energy interval.

To eliminate the step-like form of the averaged transmission function, we interpolate the function $T(E)$ between two neighbouring points of the reciprocal lattice. Figure 2a shows step plots of $T(E)$ for three different numbers $k_y$. In general, independently of $k_y$, interpolation for each point of the polygonal chain determines the nearest points with energy having the same value of the function $T(E)$ and belonging to the neighbouring polyline. The picture of the distribution of points in this case...
has the form shown in Figure 2b, when one value of $T(E) = 2$ is fixed. Thus, all the points of neighbouring polygonal lines having the same value of $T(E)$ are first found, and then the nearest ones are selected from the energy difference. If a polyline has two adjacent lines, then each point of this polyline can have no more than one near point on each of them. Similarly, in the case of a single neighbouring polyline, there will not be more than one near point for each point on the polygonal chain. If the difference in the values of the transmission function exceeds one, additional points are added. For example, if for some value of $k_y$ the transmission function undergoes a jump on passing from a point with energy $E_i$ to a point with energy $E_{i+1}$, with $T_{i+1} - T_i = 2$, then an additional point will be added to this polygonal chain. This point is characterized by an energy value of $0.5 (E_{i+1} + E_i)$ and the transmission function at this point is equal to $T_i + 1$. This is necessary in order to find the nearest point with the value of the transmission function $T_i + 1$.

Next, the nearest points found are used to add additional points between them, lying on the segment connecting these points. All additional points have the same value of $T(E)$ as the nearest points. The number of points added depends on the length of the segment connecting the nearest points on different polygonal chains. The longer the lengths of the segment, the more additional points are added. If an additional point has not been used to form the connecting segment, it is not used to construct an interpolating function. The starting points and the remaining added points are used to construct the interpolating function.

The interpolating two-dimensional function $T_i(E, k_y)$ makes it possible to realize a detailed decomposition over $k_y$ values, ensuring smoothing of the initial roughness. Figure 3a shows maps of the transmission function $T(E)$: Figure 3a, top – before the interpolation procedure (there are additional points obtained by interval-halving technique); Figure 3a, bottom – after applying the constructed interpolating function $T_1(E, k_y)$. The step-like behaviour of the function $T(E)$ has disappeared everywhere, except for the region near the Fermi level (0.0 eV here). Indeed, there may exist “special regions” for which the original partitioning by $k_y$ was too coarse. Special regions are determined by the researcher in the gradient of the image. Areas of smooth colour change indicate the lack of partitioning for this

![Graphene transmission function: a) a map of $T(E)$ for the initial partitioning over $k_y$ (from above) and after applying the interpolating function $T_1(E, k_y)$; b) a map of $T(E)$ after applying the interpolating function $T_2(E, k_y)$; c) averaged $T(E)$ over all $k_y$ (green: interpolated, red: converged).](image-url)
The next step is the construction of a new interpolating function \( T_2(E, k_y) \). Figure 3b shows the map of the transmission function after applying \( T_2(E, k_y) \), Figure 3c show the function \( T(E) \) averaged over all \( k_y \). The solid curve shows the calculation with the distance between two neighbouring points in reciprocal lattice of 0.0015 Å, the dotted line shows the result of applying the developed method. The norm of the difference between the interpolated and the converged values is 0.68%. Time taken to obtain the average transmission function (with parallel calculation using eight processes on the Intel Xeon CPU E5-2690 v4 CPU with a frequency of 2.6 GHz) varies: 34 minutes, 2 seconds per accurate calculation and 2 minutes, 22 seconds to obtain the final values of the interpolated graph. Note that, in general, the time taken to add points depends on the amount of input data, and not on the number of atoms in the considered structure.

The proposed method for calculating the transmission function was also tested with the example of graphane. Figure 4 presents the results of the study of a graphane fragment using the proposed method. The number of points for accurate calculation is 720, for the rough approximation it is 24. The calculation times for the transmission function (for parallel calculation using eight processes on the Intel Xeon E5-2690 v4 CPU with a frequency of 2.6 GHz) for accurate calculation and interpolation are 146 minutes, 29 seconds and 7 minutes, 21 seconds, respectively. The norm of the difference between the interpolated values and the ones obtained from the direct calculation is 1.79%.

The results of solving the test problems show that the transmission function calculations were accelerated by factor of 14.38 for graphene and of 19.92 for graphane by using the method developed here. Nevertheless, the speed of calculations is limited by the complexity of the dependence of the transmission function on energy and the considered point of the reciprocal lattice. The higher the rate of change in the transmission function, the more detailed calculations are needed.

The accuracy of the results of the transmission function calculations obtained using the proposed method depends on the size of the unit cell and the chosen reciprocal lattice vector \( k \). The test problems solved for graphene and graphane show that the

Figure 4: Graphane transmission function: a) a map of \( T(E) \) for the initial partitioning over \( k_y \) (top) and (bottom) after applying the interpolating function \( T(E, k_y) \); b) averaged \( T(E) \) over all \( k_y \) (blue: interpolated, red: converged).
discrepancy between the values of the transmission function calculated without the developed method and with its application was about 1–2%.

Transmission function and conductance of 2D graphene/CNT composites
Using the developed method for calculating the transmission function we investigated the transmission functions and electrical conductance of 2D graphene/CNT composites. The investigated film was modelled by two layers of graphene connected by single-layer armchair tubes (9,9) with a diameter of 1.23 nm (tubes of diameter 1–1.5 nm are typical for such composite materials). The distance between the tubes was equal to 2.1 nm, the length of the tubes (i.e., the distance between the layers of graphene) ranged from 1.1 to 2.4 nm. The graphene sheet had a length of 2.45 nm along the X-axis and 2.13 nm along the Y-axis for each unit cell. Figure 5a shows the atomic structure of a pillared graphene film with an inter-tube distance of 2.1 nm.

The tubes are connected seamlessly with graphene, i.e., the CNT smoothly passes into the graphene sheet, and the junction contains not only hexagons, but also defects in the form of pentagons, heptagons and octagons. In order to calculate the electrical conductance in the X- and Y-directions, as in the case of the graphene monolayer, a central supercell and supercell electrodes are separated (see Figure 5b). The conductance calculation scheme corresponds to the electronic transport along X (along the zigzag edge) in the left figure, and along Y (along the armchair edge) in the right figure. In this case the supercell consists of 580 atoms with a distance between the graphene layers of 2.4 nm. The conductance was calculated using the developed method because of the large number of atoms. The plots of the function $T(E)$ averaged over all $k$ in the case of electron transport in the X- and Y-directions are shown in Figure 5c.

Similarly, the transmission functions $T(E)$ were calculated for all models of supercells of a composite on the basis of CNT

---

**Figure 5**: 2D composite of pillared graphene based on CNT (9,9) with a length of 2.4 nm: a) atomic structure; b) schematic representation of the cell of the composite and electrodes in the case of electron transport along X (left) and Y (right); c) transmission functions along the X- (left) and Y- (right) directions.
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Table 1: Data of investigated single-layer composite films and the results of modelling.

| length of the tube, nm | number of atoms in the supercell of the composite | direction of translation | Fermi energy, eV | conductivity, µS | resistance, kΩ |
|-----------------------|-----------------------------------------------|-------------------------|----------------|-----------------|----------------|
| 0.60                  | 400                                           | X                       | −4.74          | 135.93          | 7.35           |
|                       |                                               | Y                       |                | 11.03           | 90.65          |
| 0.85                  | 436                                           | X                       | −4.88          | 32.48           | 30.79          |
|                       |                                               | Y                       |                | 8.32            | 120.12         |
| 1.10                  | 472                                           | X                       | −4.85          | 92.21           | 10.85          |
|                       |                                               | Y                       |                | 24.89           | 40.18          |
| 1.34                  | 508                                           | X                       | −4.73          | 142.96          | 6.99           |
|                       |                                               | Y                       |                | 10.41           | 96.05          |
| 1.59                  | 544                                           | X                       | −4.85          | 72.26           | 13.65          |
|                       |                                               | Y                       |                | 13.19           | 75.78          |
| 1.84                  | 580                                           | X                       | −4.81          | 122.08          | 8.19           |
|                       |                                               | Y                       |                | 19.8            | 50.5           |

(9,9) at the same distance between tubes of 2.1 nm. The conductance and resistance of the pillared graphene film were calculated based on the calculated $T(E)$. Table 1 shows the corresponding data: tube length, number of atoms in the transmitted cell, calculated Fermi level, conductance and resistance. The Fermi level is in the interval (−4.88 eV; −4.73 eV), that is, it is shifted downward compared to ideal CNTs of the same diameter (−4.66 eV). Conductance and resistance behave non-monotonically. It can be said that the resistance oscillates around a value of 12 kΩ in the Y-direction for single-layer composites, and around a value of 90 kΩ in the X-direction only with larger amplitude.

Similar investigations were carried out for two-layer pillared graphene (Figure 6). The graphene sheet length was 4.8 nm along the X-axis and 4.12 nm along the Y-axis for each unit cell.

The resistance for two-layer composites averages 10.2 kΩ in the Y-direction and 29.32 kΩ in the X-direction. The difference between the resistance in the X- and Y-directions is significantly lower for two-layer composite in comparison with single-layer composite. The conductivity in the Y-direction has increased for all the considered situations (see Table 2), while the conductance value decreased in the X-direction for a composite with nanotube lengths of 1.1 and 1.84 nm.

A comparison of the plots of the transmission functions for single-layer and two-layer composite is shown in Figure 7.

Based on obtained results, we can conclude that for the single-layer pillared graphene film, the resistance in the direction of the Y-axis (zigzag edge of the graphene sheet) varies insignificantly and does not depend on the distance between the graphene layers. For a two-layer composite, the average resistance depends on the axis direction. This can be explained by the high electrical conductance of graphene nanostructures with a zigzag edge. The conductance of these ribbons does not depend on the width of the ribbon and weakly depends on its topology. In the direction of the X-axis (armchair edge of graphene sheet), the electrical conductance of single- and two-layer composites depends significantly on the topology of the film. The resistance changes drastically with the increase in the CNT length.

**Conclusion**

We created a new universal method for calculating the electron-transmission function and electrical conductance at quantum transport in composite nanomaterials. This method allows us to investigate the electrophysical properties of atomic structures, which contain hundreds and thousands of atoms in the transmitted supercell. By the example of monolayer graphene and graphane it was shown that the developed method significantly reduces the calculation time of the transmission function. The error of the calculation was equal to 0.68% and 1.79% for graphene and graphane, respectively. A number of competitive advantages of the proposed approach compared to other methods in the literature are: Our approach does not use the Dijkstra method used in [9]. There is no need to construct a distance matrix and to find the shortest path in the plot. Also, the program implementation of our approach is simpler. Besides, our approach ensures a higher acceleration rate in calculations of the transmission functions of polyatomic structures. In particular, by the example of the graphene fragment, it was shown that the calculation speed of transmission function using our approach is three times higher than the calculation speed in the method proposed in [9]. Also, we introduce an additional part in the runtime of calculations, not only at the post-processing stage. The limitations of our method are that a too coarse
Figure 6: Two-layer 2D composite of pillared graphene based on CNT (9,9) with a length of 2.4 nm: a) atomic structure; b) schematic representation of the cell of the composite and electrodes in electronic transport along X (left) and along Y (right); c) transmission functions along the X-(left) and Y-(right) directions.

Table 2: Data of investigated two-layer composite films and the results of modeling.

| length of the tube, nm | number of atoms in the supercell of the composite | direction of translation | Fermi energy, eV | conductance, μS | resistance, kΩ |
|-----------------------|---------------------------------------------------|-------------------------|----------------|----------------|---------------|
| 0.60                  | 2400                                              | X                       | -4.712         | 141.26         | 7.08          |
|                       |                                                   | Y                       | 41.66          | 2400           |               |
| 1.10                  | 2544                                              | X                       | -4.798         | 84.82          | 11.79         |
|                       |                                                   | Y                       | 30.30          |                | 33.00         |
| 1.84                  | 2760                                              | X                       | -4.781         | 86.06          | 11.62         |
|                       |                                                   | Y                       | 32.31          |                | 30.95         |

Using developed method we obtained new knowledge about the electrical conductive properties of a new composite material, namely pillared graphene. The calculated electrical conductance and resistance of the pillared graphene film showed that the current flow is more preferable along the zigzag edge of the graphene sheet both for single-layer and two-layer composites. The average resistance value in this direction was 12 kΩ for the single-layer composite. This value is close to the resistance value of an ideal nanotube. For the two-layer composite, the average resistance was 10.2–29.3 kΩ depending on the direction. This can be explained by the high electrical conductance of graphene nanostructures with a zigzag edge. The conductance of these ribbons does not depend on the width of the ribbon and k-point sampling or a too coarse energy sampling will lead unrealistic results, in spite of any post-processing scheme.
weakly depends on its topology. In the direction of the armchair edge of the graphene sheet, the electrical conductance depends significantly on the topology of the film. The resistance changes drastically with the increase in CNT length. Using the analogy with graphene nanoribbons, it can be seen that the regularities in the electronic transport along the armchair edge are determined by the width of the ribbon and its morphology. In summary, we can conclude that the pillared graphene films with nanotubes having a diameter of 1.23 nm are characterized by a relatively high electrical conductivity. Due to high strength and conductivity, these films, provided a developed surface and pores for filling with the necessary connections, could be successfully applied in electronic devices and as electrodes of storage batteries.
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New 2D graphene hybrid composites
as an effective base element of optical nanodevices

Olga E. Glukhova*1, Igor S. Nefedov2,3, Alexander S. Shalin2 and Michael M. Slepchenkov1

Abstract
For the first time, we estimated perspectives for using a new 2D carbon nanotube (CNT)–graphene hybrid nanocomposite as a base element of a new generation of optical nanodevices. The 2D CNT–graphene hybrid nanocomposite was modelled by two graphene monolayers between which single-walled CNTs with different diameters were regularly arranged at different distances from each other. Spectra of the real and imaginary parts of the diagonal elements of the surface conductivity tensor for four topological models of the hybrid nanocomposite have been obtained. The absorption coefficient for p-polarized and s-polarized radiation was calculated for different topological models of the hybrid nanocomposite. It was found that the characteristic peaks with high intensity appear in the UV region at wavelengths from 150 to 350 nm (related to graphene) and in the optical range from 380 to 740 nm irrespective of the diameter of the tubes and the distance between them. For waves corresponding to the most intense peaks, the absorption coefficient as a function of the angle of incidence was calculated. It was shown that the optical properties of the hybrid nanocomposite were approximately equal for both metallic and semiconductor nanotubes.

Findings
The applicability of graphene hybrid nanocomposites in the field of optical communications has been hinted to by the active research for the last six years, in which the unique properties of these hybrid nanocomposites as electro-optic materials for optical modulators of different types has been demonstrated [1-4]. One of the newest and hitherto only little investigated
The modifications of graphene is a 2D-hybrid composite composed of graphene monolayers and CNTs covalently bonded to them [5-8]. The hybrid 2D film exhibits high performance as photosensitive element of photodetectors in the range of 100–700 nm. It was found that a single photon absorbed by the film induces electron transport of $10^5$ electrons, and the response time amounts to ca. 100 microseconds [9]. It should be noted that modern synthesis technologies for such composites have allowed us to provide “cross-linking” between CNTs and graphene during synthesis without further scattering of charge carriers by defects [10,11].

The purpose of this work is the evaluation of perspectives for using the new 2D CNT–graphene hybrid nanocomposite as a base element of new optical nanodevices. Predictive in silico investigations were carried out using the popular and reliable quantum-mechanical SCC DFTB method [12,13].

The 2D CNT–graphene hybrid film was modelled by two graphene monolayers between which single-walled CNTs with different diameters were regularly arranged at different distances from each other. As was shown earlier [14], the composites with zigzag tubes ($n_0$) ($n_0 = 10, 12, 14, 16, 18, 20$) at a distance of 9–15 hexagons (with the step equal to unity) between them are thermodynamically stable. In this work, two composite models for the tubes (12,0) and (18,0) with metallic conductivity, and two models of semiconducting tubes (14,0) and (16,0) have been considered. These topological forms were previously discovered by experimental investigations [11]. The atomistic model of the composite unit cell was obtained by means of the original "method of magnifying glass" described in detail in [14] using the SCC DFTB method. Figure 1 shows a general view of the composite fragment with its unit cell. Blue balls mark atoms of CNT, black balls mark atoms of graphene.

Investigation of the interaction with the incident electromagnetic waves (EMW) in the optical, UV, and IR ranges was performed based on Maxwell's equations. Figure 2 shows one of the configurations for the wave vector of the incident wave with respect to the atomic cell of the hybrid nanocomposite. In this case a plane electromagnetic wave with the wave vector $\mathbf{k}$ falls on the composite, which lies in the $xz$-plane. The angle $\theta$ is the angle of incidence, the vectors $\mathbf{E}$ and $\mathbf{H}$ correspond to the electric field strength and magnetic field strength, respectively. The host medium is vacuum. In this configuration the wave is p-polarized (or E-wave).

To determine the coefficient of reflection, transmission and absorption, Maxwell's equations for the electric and magnetic fields in a vacuum with the 2D CNT–graphene composite as an interface have been considered. Assuming a plane-wave solution, Maxwell's equations can be written in the form

$$
\mathbf{k} \times \mathbf{E} = \omega \mathbf{H},
\mathbf{k} \times \mathbf{H} = -\omega \mathbf{E},
$$

where $\mathbf{E}$ and $\mathbf{H}$ are the electric and the magnetic field strength, respectively, $\mathbf{k}$ is the wave vector and $\omega$ is the frequency of the electromagnetic wave.

Figure 1: Topological model of 2D CNT-graphene hybrid nanocomposite.

Figure 2: A fragment of the 2D CNT–graphene hybrid nanocomposite and configuration of an incident electromagnetic wave.
incident electromagnetic radiation. The following boundary conditions were specified at the interface:

\[ \mathbf{n} \times (\mathbf{E}_1 - \mathbf{E}_2) = 0, \]
\[ \mathbf{n} \times (\mathbf{H}_1 - \mathbf{H}_2) = \mathbf{j}, \]

(2)

where \( \mathbf{j} = \sigma_{xx} \mathbf{E}_x + \sigma_{yy} \mathbf{E}_y \) is the surface current density in the hybrid nanocomposite, induced by the incident radiation, \( \sigma_{xx} \) and \( \sigma_{yy} \) are the components of the 2D surface conductivity tensor. The indices 1 and 2 refer to the fields in the half-spaces \( z > 0 \) and \( z < 0 \), respectively, \( \mathbf{n} \) is a normal vector to the surface.

In future, we intend to solve the boundary-value problem for the two separate cases of the polarization of the incident radiation, either parallel to the plane of the incident radiation (p-polarization) or normal (s-polarization). A well-known scheme for obtaining the relations between the amplitudes of the incident, refracted and reflected s- and p-polarized waves when passing through the interface based on Maxwell’s equations was used [15]. Assuming a value of the amplitude of the electric field equal to 1, one can write for the case of a p-polarized wave:

\[ E_1^x = 1 + R, \]
\[ E_2^x = T, \]

(3)

where \( R \) and \( T \) are the reflection and the transmission coefficient, respectively. Due to continuity of the tangent components of the electric field at the composite surface one can write:

\[ 1 + R = T. \]

(4)

For the tangent components of the magnetic field at the composite surface one can write:

\[ \frac{1 - R - T}{Z_0} = J_x = \sigma_{xx} (1 + R), \]

(5)

where \( Z_0 \) is the characteristic impedance of free space and \( J_x \) is the x-component of the surface current density vector. The final expression obtained for the reflection and transmission coefficients, \( R \) and \( T \), in the case of a p-polarized incident wave takes the following form:

\[ R = \frac{-\sigma_{xx} Z_0}{2 + \sigma_{xx} Z_0}, \]
\[ T = \frac{2}{2 + \sigma_{xx} Z_0}. \]

(6)

and in the case of s-polarization

\[ R = \frac{-\sigma_{yy} Z_0}{2 + \sigma_{yy} Z_0}, \]
\[ T = \frac{2}{2 + \sigma_{yy} Z_0}. \]

(7)

where \( Z_0 \) is defined for the p-polarized wave as \( Z_0 = E_x/H_y = \eta \cos \theta \), and for the s-polarized wave as \( Z_0 = -E_y/H_x = \eta \cos \theta \), where \( \theta \) is the angle of incidence \( \eta = 120 \pi \Omega \) is the input impedance of vacuum. Taking into account expressions for the reflection and transmission coefficients, is it possible to find the absorption coefficient by the following formula

\[ A = 1 - |R|^2 - T^2. \]

(8)

To calculate the elements of the complex optical conductivity tensor, the Kubo–Greenwood formula [16] that determines the conductivity as a function of photon energy \( \Omega \) was used. It can be written as [17]:

\[
\sigma_{\alpha \beta} (\Omega) = \frac{2 e^2 h}{i m^2 S_{\text{cell}}} \sum_{k \in BZ} \sum_{m,n} \frac{\hat{p}_m^{\alpha \beta} (k) \cdot \hat{p}_n^{\alpha \beta} (k)}{E_n (k) - E_m (k) + \Omega + i\eta}
\]

\[ \times \left[ f_\beta [E_n (k) - \mu] - f_\beta [E_m (k) - \mu] \right], \]

(9)

where \( f_\beta (x) = 1/(1 + \exp[\beta(x - \mu)]) \) is the Fermi–Dirac function of the chemical potential \( \mu \) with the inverse of the thermal energy \( \beta = 1/k_B T \); \( S_{\text{cell}} \) is the area of the supercell; \( N_k \) is the number of \( k \)-points needed to sample the Brillouin zone (BZ); \( \hat{p}_m^{\alpha \beta} \) and \( \hat{p}_n^{\alpha \beta} \) are the matrix elements corresponding to the \( \alpha \) and \( \beta \)-components of the momentum operator vector; \( m_e \) and \( e \) are the free-electron mass and electron charge; \( E_n (k) \) and \( E_m (k) \) are the sub-band energies of, respectively, valence band and conductivity band. The spin degeneracy is already taken into account in the above equations by the factor 2, \( \eta \) is a phenomenological parameter characterizing electron scattering processes.

To calculate the elements of the impulse matrix \( \hat{p}_m^{\alpha \beta} (k) \), the known substitution \( P(k) \rightarrow m_e / h^2 V_b \hat{H}(k) \) was used, where \( \hat{H}(k) \) is the Hamiltonian. The detailed description for the calculation of the matrix elements of the momentum operator is given in [18]. The Hamiltonian was constructed within the SCC DFTB2 method. Figure 3 and Figure 4 show the spectra of the real and imaginary parts of the diagonal elements of the surface conductivity tensor for four topological models of 2D
CNT–graphene hybrid nanocomposites with an intertube distance of 13 hexagons and four types of CNTs. An analysis of the spectrum profile for both tensor elements indicates the presence of prominent peaks in the wavelength range from 190 to 260 nm. The appearance of these peaks is due to the manifestation of pure graphene in the 2D CNT–graphene hybrid nanocomposite, so these peaks have a greater intensity for all the considered topological models hybrid nanocomposites. At the same time the spectrum profile of $\sigma_{xx}$ is similar to the spectrum of graphene, while the spectrum of $\sigma_{yy}$ has complex and multiple peaks. As previously shown [14], a complex profile of the conductivity spectrum along the nanotube axis is due to the influence of nanotubes. The appeared multiple peaks are characteristic for the conductivity spectrum of isolated individual
CNTs. It should also be noted that the intensity of the maximum peak, observed at a frequency of 6 eV (206.6 nm) for pure free graphene, is reduced with the appearance of graphene ripple during the formation of the hybrid nanocomposite. As a result, the intensity of the peaks of the CNT–graphene film is higher than that of pure graphene and individual nanotubes (for details see Figure 6 in [14]).

Special attention should be paid to the peak of great intensity observed in the wavelength range of 800–830 nm for models with tube (16,0) (Figure 4). One can expect unusual properties of the hybrid nanocomposite when interacting with an incident electromagnetic wave in this range, in particular for reflected and absorbed waves. For other intertube distances the spectra are similar with only minor changes.

The calculation results of the absorption of electromagnetic waves of the CNT–graphene hybrid nanocomposite are presented in Figure 5 and Figure 6. These figures show two cases of the polarization for different topological models of the hybrid nanocomposite. Figure 5 shows the profile of the absorption coefficient (A) for four types of the tubes with an intertube distance of 13 hexagons, and Figure 6 presents the models of CNT–graphene hybrid nanocomposites with tube (18,0) at four intertube distances: 9, 11, 13 and 15 hexagons.

The analysis of the diagrams in Figure 5 and Figure 6, and also analysis of the calculated data for other models of the composite indicate characteristic peaks with high intensity for all topological models of CNT–graphene hybrid nanocomposites in the UV region at wavelengths from 150 to 350 nm (due to the graphene) and in the optical range from 380 to 740 nm. Intense peaks are absent in the IR region. The presence of the peaks with high intensity is typical for graphene at wavelengths from 150 to 250 nm, so the presence of peaks in the UV region is inevitable in this range. However, the maximum absorption of graphene is less than that of the CNT–graphene hybrid nanocomposite by almost 100%, i.e., the composite is more promising for the use in optical nanodevices than pure graphene.

For wavelengths corresponding to the most intense peaks, a diagram of the dependence of absorption coefficient (Equation 8) on the angle of incidence was calculated for two cases: 1) the wave vector lies in the XZ-plane; 2) the wave vector lies in the YZ-plane. Figure 7 shows the change in the absorption coefficient for two types of polarized waves incident at different angles on the film of tubes (18,0) between the graphene sheets at a distance of 13 hexagons from each other. Diagrams for wavelengths of 250, 388, 454, 524 and 637 nm were calculated. These values were chosen in accordance with the calculated graphs, similar to Figure 5 and Figure 6. This choice was due to perspectives for using the investigated CNT–graphene hybrid nanocomposite film as a working part of optical antennas or polarizers. According to Figure 7 for all wavelengths the maximum absorption is observed for a p-wave at incidence angles of 85–87° for the irradiation in the YZ-plane, and at angles of 85–90° for the irradiation in the XZ-plane. The absorption reaches values of 45–50% at these angles of incidence. Thus, one can say that the optical properties of the composite do not explicitly depend on the type of the tubes.

![Figure 5: The absorption coefficient of 2D CNT–graphene hybrid nanocomposites with an intertube distance of 13 hexagons. The insets on the right side show the absorption coefficient for the wavelength range of 190–260 nm.](image)
In summary, it can be concluded that the new 2D CNT–graphene hybrid nanocomposite is very promising for optoelectronic devices. In particular, the established regularities of change in absorbance as a function of the angle of incidence of the electromagnetic wave allows us to suggest the possibility of using the CNT–graphene film as a polarizer for electro-optical and magneto-optical thin film modulators. The advantages of such polarizers are a wide spectral range and low loss.
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Tailoring polarization and magnetization of absorbing terahertz metamaterials using a cut-wire sandwich structure

Hadi Teguh Yudistira\textsuperscript{1,2}, Shuo Liu\textsuperscript{3}, Tie Jun Cui\textsuperscript{3} and Han Zhang\textsuperscript{*1}

Abstract

The permittivity and permeability of a cut-wire sandwich structure can be controlled by laterally shifting the upper and lower layers. The use of this process for designing specific application-oriented devices may lack clear-cut guidelines because the lateral misalignment will significantly change the permittivity and permeability simultaneously. Therefore, in this work, we designed, fabricated and characterized a cut-wire sandwich device capable of tailoring the polarization and magnetization separately, thereby providing a promising recipe for achieving specific application objectives, such as a high-performance absorber. Accumulated charges effectively provided the polarization at the edge of cut-wires, and the surface current density on the cut-wires at top and bottom layers effectively generated the magnetization. By controlling and optimizing the geometrical configurations of the entire sandwich device (without lateral misalignment), the impedance could be matched to that of free space while generating a large imaginary part in the refractive index. This work characterizes the absorption performance of such sandwich structures in the terahertz regime. This mechanism could be further extended to other metamaterial devices in the terahertz and other frequency ranges because polarization and magnetization can now be selectively controlled in a straightforward manner.

Introduction

The terahertz spectrum is located between the infrared and microwave spectrum. This part of the spectrum has unique properties, such as being non-ionizing and subject to considerably less Rayleigh scattering than the visible or infrared spectrum [1]. The terahertz spectrum has been widely used in research fields such as medical imaging [1-3] and security applications [4]. Optical [5-7] and microwave metamaterials [8-10] have been intensively investigated in the past decades. Although detecting
the terahertz wavelengths is somewhat difficult, through the development of terahertz detection technology, the study of terahertz metamaterials has been reported as early as 2004 [11], which is earlier than the study of optical metamaterials.

The materials consist of multiple tiny metallic structures fabricated on dielectric substrates for metamaterial applications. The length of the tiny metallic structures of terahertz metamaterials is usually approximately hundreds of micrometers [12-14], which is much smaller than the wavelength of the terahertz electromagnetic (EM) wave. Thus, such structures can be considered a homogeneous medium from the perspective of the EM wave. The existence of multiple metallic structures in a device may affect the EM properties, such as permittivity and permeability.

Several works on metamaterial absorbers have been presented such as split-ring resonators [15], electric-field-coupled (ELC) resonators [16], lossy cut-wire bars [17], and donut-type resonators [18]. Most previous works on the perfect absorber have been explained by interference theory [19-23], for example that presented by Chen [19] who described a perfect metamaterial absorber based on the interference theory. He demonstrated numerical simulations and analytical calculations of the metamaterial absorber. The design of the metamaterial absorber comprised two parts: a metallic plane, which serves as the background, and the metamaterial structure. The two parts are separated by a dielectric spacer. Another necessary condition found was that absorbers can be achieved by increasing the imaginary part of the refractive index and matching the impedance of the metamaterial with air impedance [24,25].

Cut-wire and split-ring structures are often used as electric resonators that can control the permittivity of a metamaterial [26-28]. By using a cut-wire sandwich structure, the permeability can be controlled due to the existence of a looping surface current between the cut-wire structures. The cut-wire structure is sensitive to polarization. Symmetric geometries are required to produce a metamaterial with arbitrary polarization. The cross-shaped structure is one example of a symmetric geometry that is based on the cut-wire structure and has been used to design terahertz absorbers [29]. The star-shaped structure is another structure with a symmetric geometry that is based on the cut-wire structure. One of the unique features of the star-shaped structure is its capability to exhibit more than one resonance peak [30].

Presently, the permittivity and permeability of the cut-wire sandwich structure can be adjusted by laterally shifting the upper and lower layers of the cut-wire structure [27,31,32]. The symmetric breaking in cut-wire sandwich structures can simultaneously generate negative values for permittivity and permeability [27,32], thereby making a perfect lens [33]. The cut-wire sandwich structure can be organized to achieve another specific application objective, that is, a high-performance absorber. By controlling and optimizing the geometrical configurations of the entire sandwich device without lateral misalignment, the impedance can be matched to that of free space while generating a large imaginary part in the refractive index.

In this work, we theoretically and experimentally studied the absorbance of a thin terahertz metamaterial that was based on the cut-wire sandwich structure, which was demonstrated to generate polarization and magnetization simultaneously. By using cut-wire sandwich structures, we could control the permittivity and permeability of the metamaterial to match its impedance to that of free space and realize a high imaginary refractive index value. Simple cut-wire, cross-shaped and star-shaped sandwich structures, composed of one, two, and four metallic cut-wire bars, respectively, are presented in this paper. By arranging the cut-wire structure on a unit cell, we could obtain a metamaterial absorber with a specific polarization response (arbitrary response or sensitive response) and a specific resonance feature.

**Experimental**

Figure 1a illustrates the geometry of the cut-wire sandwich structure. The width of the gold metallic bar (W), the length of gold metallic bar (L), the gap size between two unit cells (g), the thickness of the gold metallic bar (Zg), the thickness of the dielectric (polyimide (PI)) (Zd), and the lattice constant (D = L + g) are 20 μm, 100 μm, 5 μm, 100 nm, 5 μm and 105 μm, respectively. Gold was selected for the metallic bars to ensure good conductivity and avoid oxidation in air. We fabricated three samples: cut-wire (Figure 1b), cross-shaped (Figure 1c) and star-shaped sandwich structures (Figure 1d). ϕ is the angle that described the EM polarization direction. The cross-shaped sandwich structure was composed of two cut-wires that were arranged perpendicular to each other. The star-shaped sandwich structure was composed of four cut-wires that were arranged every 45° of ϕ.

The impedance (z) and refractive index (n) are the two main parameters that describe the EM properties of a material and can be defined as 

\[ \frac{\mu_r}{\mu_m} = \frac{n}{\sqrt{\mu_r}} \]

where \( \varepsilon \) and \( \mu \) are the relative permittivity and relative permeability, respectively. The relative permittivity of the material can be defined as

\[ \varepsilon_r = 1 + \frac{P}{\varepsilon_r E} \]

and the relative permeability can be defined as

\[ \mu_r = 1 + \frac{M}{H} \]

where \( E \), \( H \), \( P \), and \( M \) are the electromagnetic field, magnetic field, polarization, and magnetization [12], respectively. Magnetization and polarization are two factors that can be used to tailor the relative permeability and relative
permittivity, respectively. The important parameters of a cut-wire sandwich structure are the gap size between two unit cells and the thickness of the dielectric spacer. Accumulation charge is located at the edge of the arm and generates a very large electric dipole moment, which then leads to a large effective permittivity. The effective permittivity increases with a decrease in gap width \[12\]. The anti-parallel surface current density on the gold electrode line at layer 1 and 2 effectively generate magnetization, which results in a large effective permeability. Both cut-wire structures were separated by a thin polyimide (PI) layer. To match the impedance of the metamaterial to that of free space, the effective permittivity should be equal to the effective permeability at the desired frequencies.

Samples with area of \(10 \times 10 \text{ mm}\) were fabricated. First, a PI layer (Yi Dun New Materials, Suzhou Co., Ltd.) was spin-coated on a silicon wafer and then baked on a hot plate at 80 °C, 120 °C, 180 °C and 250 °C for 5, 5, 5 and 20 min, respectively. Then, standard photolithography was performed \[34,35\], and another Ti/Au layer (30/100 nm) was deposited onto the PI substrate by electron beam evaporation. A standard lift-off process was employed to enable the formation of the final metallic pattern. The second layer was fabricated by repeating the above processes. The final process involved peeling off the cured PI layer from the silicon wafer. Figure 2 exhibits microscopy images of the fabricated samples.

Results and Discussion

The absorbance \((A(\omega))\) of the material was calculated from the reflectance \((R(\omega))\) and transmittance \((T(\omega))\) by using the following equation: \(A(\omega) = 1 - R(\omega) - T(\omega)\). Smith et al. \[36\] defined transmittance and reflectance as

\[
T(\omega) = |t(\omega)|^2 = \left| \frac{1}{\cos(nk_0d) - \frac{i}{2}(1 + \frac{1}{z})\sin(nk_0d)} \right|^2 \tag{1}
\]

and

\[
R(\omega) = |r(\omega)|^2 = \left| \frac{1}{2}(1 - \frac{1}{z})\sin(nk_0d) \right|^2, \tag{2}
\]

Where \(t(\omega)\), \(r(\omega)\), \(n\), \(k_0\), \(d\) and \(z\) are the transmissivity, reflectivity, refractive index, wave number in free space, substrate thickness and impedance, respectively. In the matching air impedance condition (i.e., \(z = 1 + i0\)), the reflectance would be zero and Equation 1 is expressed as

\[
T(\omega) = \left| \frac{1}{\cos(nk_0d) - i\sin(nk_0d)} \right|^2 = \left| \frac{1}{\exp(-i(n_\tau + in_\eta)k_0d)} \right|^2 \tag{3}
\]
Figure 2: Microscopy images of the fabrication samples: a) Cut-wire sandwich structure, b) cross-shaped sandwich structure, and c) star-shaped sandwich structure.

where \( n_r \) and \( n_i \) are the real and imaginary parts of the refractive index, respectively. Equation 3 can be simplified as

\[
T(\omega) = \left| \frac{1}{\exp(n_i k_0 d) \exp(-in_r k_0 d)} \right|^2 = \frac{1}{\exp(2n_i k_0 d)}.
\]  

(4)

Equation 4 shows that a high imaginary refractive index is required to achieve zero transmittance. To achieve high absorbance, the impedance of the metamaterial should match the air impedance and the imaginary part of the refractive index value should be high.

The electrical properties of the thin metallic bar deposited on the substrate strongly deviated from that of the bulk metallic [37]. The Drude model [38] was used for calculating the permittivity of thin gold metallic bars in the software CST microwave studio [39], where

\[
e_{\text{Au}}(\omega) = 1 - \frac{\omega_{p,\text{Au}}}{\omega^2 + i\omega \Gamma_{\text{Au}}},
\]

with \( \omega_{p,\text{Au}} = 1.38 \times 10^{16} \) rad/s and \( \Gamma_{\text{Au}} = 0.11 \times 10^{15} \) s\(^{-1}\). \( \omega \), \( \omega_{p,\text{Au}} \) and \( \Gamma_{\text{Au}} \) are the angular frequency, angular plasma frequency of gold, and damping constant of gold, respectively.

Figure 3 presents the reflectance–transmittance–absorbance (RTA) simulation result of cut-wire (Figure 3a), cross-shaped (Figure 3b) and star-shaped sandwich structures (Figure 3c). The simulation results of the cut-wire sandwich structure exhibited a narrow absorbance of 63% at 0.78 THz. The absorbance of the cross-shaped sandwich structure reached 78% at 0.82 THz. The full width at half maximum absorbance of the cut-wire sandwich structure and that of the cross-shaped sandwich structure are 0.05 and 0.06 THz, respectively. The narrow absorbance of these structures may due to the conductivity of the thin metallic bar. The frequency peak of the absorbance of the cut-wire sandwich structure differed from that of the cross-shaped sandwich structure, and this discrepancy could be explained as follows. The existence of the cut-wire width of the cross-shaped sandwich structure at \( \phi = 90^\circ \) reduced the metallic bar length parallel to the external electric field by a few micrometers, thereby, increasing the resonance frequency. Figure 4 shows the simulation result of the absorbance difference as the cut-wire width (\( w_1 \)) of the cross-shaped sandwich structure at \( \phi = 90^\circ \) was varied from 5 µm to 20 µm. The frequency peak of the absorbance of the cross-shaped sandwich structure decreased to near that of the cut-wire sandwich structure when the cut-wire width of the cross-shaped sandwich structure at \( \phi = 90^\circ \) was decreased. This change in cut-wire width of the cross-shaped sandwich structure at \( \phi = 90^\circ \) resulted in an alteration of the polarization and magnetization on the unit cell and thus altered the absorbance magnitude and location of the frequency peak. The surface current flowed only on the cut wire that was parallel to the external electric field. Meanwhile, no surface current flowed along on the cut wire at \( \phi = 90^\circ \) on the cross-shaped sandwich structure. Consequently, polarization and magnetization were generated only on the cut wire that was parallel to the external electric field. The star-shaped sandwich structure had three absorbance peaks: 78% at 0.81 THz, 43% at 1.31 THz and 45% at 1.5 THz. The full width at half maximum absorbance of the star-shaped sandwich structure at 0.81 THz was 0.06 THz, which is close to that of the cut-wire sandwich structure. The direction of the surface current flow was parallel to the external electric field at 0.81 THz on the star-shaped sandwich structure, and this pattern was similar to that of the cross-shaped structure. At 1.31 THz, the surface current flow was along the cut wire not only at \( \phi = 0^\circ \), but also at \( \phi = 45^\circ \). Magnetization was generated on the cut wire at \( \phi = 45^\circ \) at 1.33 THz because an anti-parallel surface current existed on both cut-wires at \( \phi = 45^\circ \). The surface current flow direction at 1.5 THz was opposite to that at 1.31 THz.

Figure 4: Absorbance difference as the cut-wire width (\( w_1 \)) of the cross-shaped sandwich structure at \( \phi = 90^\circ \) was varied from 5 µm to 20 µm.
The scattering parameters (S-parameters) were used to extract the EM properties of the proposed absorber [36,40]. The refractive index and impedance were obtained using Equation 5 and Equation 6 [40] as

\[ z = \pm \sqrt{\frac{(1 + S_{11})^2 - S_{21}^2}{(1 - S_{11})^2 - S_{21}^2}} \]  

(5)

\[ \exp(i k_0 d) = X \pm i \sqrt{1 - X^2} \]  

(6)

where \( X = \frac{1}{2S_{21}^2}(1 - S_{11}^2 + S_{21}^2) \). The metamaterial was considered a passive medium; hence, the sign in Equation 5 and Equation 6 was determined according to \( z_r \geq 0 \) and \( n_i \geq 0 \), where \( z_r \) is the real part of the impedance. The refractive index and impedance are related to permittivity and permeability by the relations \( \varepsilon = n / z \) and \( \mu = nz \) [36,40]. Figure 5a–c presents the EM properties of the cut-wire, cross-shaped and star-shaped sandwich structures, respectively. The narrow band absorbance was obtained by matching the impedance of the absorber with the impedance of air, thus realizing a high imaginary part of the refractive index at absorption frequencies. To achieve an impedance that was close to that of air, the permeability (\( \mu \)) value should approach the permittivity (\( \varepsilon \)) value. The black and red curves in Figure 5 represent the real and imaginary values, respectively. Figure 5a shows that the \( \mu \) (real), \( \varepsilon \) (real), \( \mu \) (imaginary) and \( \varepsilon \) (imaginary) parts of the cut-wire sandwich structure at 0.78 THz were −38.62, 12.4, 33.13 and 6.88, respectively. The Z value of the cut-wire sandwich structure at 0.78 THz was 1.08 + i1.55, which was close to the impedance of air, i.e., 1 + i0. The refractive index (\( n \)) of the cut-wire sandwich structure at 0.78 THz was 2.71 + i26.72. The imaginary part of the refractive index of the cut-wire sandwich structure was high and could thus yield low transmittance. The Z-value of cross-shaped structure at 0.82 THz and the star-shaped sandwich structure at 0.81 THz were 1.48 + i1.15 and 1.18 + i0.75, respectively,
Figure 5: Permeability ($\mu$), permittivity ($\varepsilon$), refractive index ($n$), and impedance ($Z$) properties of: a) Cut-wire sandwich structure, b) cross-shaped sandwich structure, and c) star-shaped sandwich structure. The black and red curves represent the real and imaginary part of each value, respectively.
which were also near the air impedance value and thus could yield a low reflectance. The absolute \( Z \)-values of the cut-wire sandwich structure at 0.78 THz, the cross-shaped sandwich structure at 0.82 THz and the star-shaped sandwich structure at 0.81 THz were 1.89, 1.87 and 1.4, respectively. The absolute \( Z \)-values of the star-shaped sandwich structure were the closest to the absolute air impedance value of 1, and thus yielded the lowest reflectance of all samples. The reflectance of the cut-wire sandwich structure at 0.78 THz was slightly higher than that of the cross-shaped sandwich structure at 0.82 THz because the absolute \( Z \)-value of the cross-shaped structure was closer to the absolute air impedance value as compared to that of the cut-wire sandwich structure. The \( n \)-values of the cross-shaped structure at 0.82 THz and the star-shaped sandwich structures at 0.81 THz were 8.94 + i24.79 and 19.59 + i14.96, respectively. The imaginary part of the refractive index of the star-shaped sandwich structure at 0.81 THz is lower than that of the cut-wire sandwich structure at 0.78 THz and the cross-shaped sandwich structure at 0.82 THz. The transmittance of the star-shaped sandwich structure at 0.81 THz could not reach zero due to the small value of the imaginary part of the refractive index. The \( Z \)-values of the star-shaped sandwich structure at 1.31 THz and 1.5 THz were 1.01 − i1.51 and 0.87 − i0.98, respectively. These values were close to the impedance of air, and therefore, were able to achieve a low reflectance. The imaginary parts of the refractive index of the star-shaped sandwich structure at 1.31 THz and 1.5 THz are 7.99 and 5.64, respectively. These figures were much lower than the imaginary part of refractive index of the star-shaped sandwich structure at 0.82 THz. Therefore, the transmittance of the star-shaped sandwich structure at 1.31 THz and 1.5 THz was higher than that of the star-shaped sandwich structure at 0.82 THz.

Figure 6a–c presents the peak magnitude of the electric and magnetic fields of the cut-wire, cross-shaped and star-shaped sandwich structures, respectively. The frequencies of the peak values of the electric and magnetic fields were similar to those of the absorbance peaks. This condition indicated the existence of a high absorption when the high electric field and magnetic field are stored on the metamaterial structure. The electric and magnetic field distributions are presented in the inset of Figure 6. The electric field distribution showed that the maximum value of the electric field was at the gap between two unit cells. The magnetic field distribution showed that the maximum value of the magnetic field was between layers 1 and 2. The anti-parallel surface in the gold metallic bars on layers 1 and 2 generated magnetization. The maximum value of the electric and magnetic fields was found here, while the \( Z \)-values of the samples were close to the impedance of air and the imaginary value of the refractive index was high at a similar frequency (Figure 5). Figure 7a–c presents the simulation results of absorbance with different polarization directions for the cut-wire, cross-shaped and star-shaped sandwich structures, respectively. The cut-wire sandwich structure was demonstrated to be a metamaterial with sensitive polarization. Figure 7a shows that
Figure 7: The simulation result of the absorbance difference for polarization angles from 0° to 90° of: a) Cut-wire sandwich structure, b) cross-shaped sandwich structure, and c) star-shaped sandwich structure.

Figure 8: The measured results of reflectance, transmittance and absorbance under normal incidence: a) Cut-wire sandwich structure, b) cross-shaped sandwich structure, and c) star-shaped sandwich structure.
the absorbance of the cut-wire sandwich structure was zero when the external electric field was rotated by $\phi = 90^\circ$. The EM wave was fully transmitted through the cut-wire sandwich structure when the external electric field is rotated by $\phi = 90^\circ$ because polarization and magnetization were not generated. Meanwhile, the cross-shaped and star-shaped sandwich structures presented metamaterials with arbitrary polarization. The absorbance of these structures presented an identical performance when the external electric field was arbitrarily polarized.

A commercial terahertz time domain spectrometer (Zomega-Z3), whose available spectrum range was from 0.3 THz to 3.0 THz, was applied to characterize the transmission and reflection of the designed absorber. All measurements were conducted in a nitrogen environment (humidity less than 1%) at 25 °C. We first recorded the waveform reflected from an opaque gold film as reference for the reflection. For the transmission reference, we recorded the waveform transmitted without any sample. Figure 8a–c presents the measured RTA results of the cut-wire, cross-shaped and star-shaped sandwich structures, respectively. The measured absorbance reached the peak value of 55% at 0.85 THz for the cut-wire sandwich structure, 68% at 0.89 THz for the cross-shaped sandwich structure, and 75% at 0.89 THz for the star-shaped sandwich structure. The reduction of the measured resonance frequencies and the slightly reduced absorbance measurement results in all of the samples were due to fabrication inaccuracies. The corner of the metallic bar structure was slightly rounded (Figure 2) and the PI thickness were slightly different than anticipated. The EM properties of the samples were also altered due to inaccuracies in the fabrication process. Landy et al. reported similar phenomena [25]. The authors fabricated an absorber composed of a two-layer metamaterial. A cross-shaped structure and an electrically coupled ring resonator (ERR) were separated by a layer of benzocyclobutane (BCB) as a dielectric substrate. The sample was fabricated on a high-resistivity thick silicon substrate with
Conclusion

We theoretically and experimentally presented a thin terahertz metamaterial absorber that is based on the cut-wire sandwich structure. The gap between two unit cells and the anti-parallel magnetization, respectively. The cut-wire sandwich structure was shown to be a metamaterial with sensitive polarization, whereas the cross-shaped and star-shaped sandwich structures were found to be metamaterials with arbitrary polarization. The star-shaped sandwich structure generated triple-peak absorbance in the simulation. However, the measured results showed a dual-peak absorbance spectrum. A high absorbance performance was obtained in the simulation. The slightly reduced measurement results were mainly due to inaccuracies in the fabrication process. Overall, the trend of the measured absorbance agreed well with the trend of the simulated absorbance.
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Excitation of nonradiating magnetic anapole states with azimuthally polarized vector beams

Aristeidis G. Lamprianidis*1,2 and Andrey E. Miroshnichenko3

Abstract
Nonradiating current configurations have been drawing the attention of the physics community for many years. It has been demonstrated recently that dielectric nanoparticles provide a unique platform to host such nonradiating modes, called “anapoles”. Here we study theoretically the excitation of such exotic anapole modes in silicon nanoparticles using structured light. Alternative illumination configurations, properly designed, are able to unlock hidden behavior of scatterers. Particularly, azimuthally polarized focused beams enable us to excite ideal anapole modes of magnetic type in dielectric nanoparticles. Firstly, we perform the decomposition of this type of excitation into its multipolar content and then we employ the T-matrix method to calculate the far-field scattering properties of nanoparticles illuminated by such beams. We propose several configuration schemes where magnetic anapole modes of simple or hybrid nature can be detected in silicon nanospheres, nanodisks and nanopillars.

Introduction
The triumph of Maxwell’s equations is associated with the unification of electric and magnetic phenomena on the same footing, which has led to the prediction of existence of an electromagnetic radiation, which can carry energy and momentum. As it is explained in all classical textbooks [1], any accelerated motion of a charged particle should result in the excitation of electromagnetic waves propagating away from the source, leading to radiative decay. Despite the success at the macroscopic scale, it fails when one tries to apply it at the microscopic level and attempts to explain the stability of an atom, where the electrons are confined and in constant motion, so they are inevitably accelerated. In quantum mechanics it was postulated that electrons live at certain orbits, which do not radiate. And this postulate was taken for granted, since it does not contradict any experimental observation at the microscale. But still, there were numerous attempts to find confined classical trajectories of charged particles that do not produce far-field radiation, and many interesting examples are known by now.
Despite the purely fundamental aspect of them, nonradiating sources have attracted a great deal of attention in various nanoscale structures. Recently, it was suggested that silicon nanodisks can support a nonradiating excitation known as anapole [7], literary meaning “without poles”, in which the electric dipole radiation vanishes completely. It was demonstrated that such states can be explained by the co-existence of electric and toroidal dipole moments, simultaneously excited inside dielectric nanoparticles. Despite their different near-field configurations both dipole moments emit with the same radiation pattern allowing for the complete destructive interference in the far-field. Toroidal dipole moments became extremely popular in the metamaterial community [8,9], which focused on designing optimal structures for their strong excitation. It turns out that the superposition of comparable toroidal and electric dipoles might result in nonradiating anapole excitation [10-14]. It has a number of interesting features and can be used to design near-field laser [15], to obtain high-efficiency harmonic generation [16], to achieve pure magnetic dipole scattering without admixture of other components under plane-wave illumination [17] as well as for a variety of other promising applications [18,19].

One may wonder now: Can nanostructures be a platform of hosting such nonradiating current configurations? The answer is yes. Actually, particular designs have been proposed and fabricated that experimentally verified the excitation of anapole states either in microwaves [20,21] or at optical frequencies [7,22]. One convenient way of approach is to analyze the scattered field into a superposition of vector spherical harmonics (VSHs). Due to their completeness and orthogonality any radiation profile can be uniquely decomposed in a series of such partial waves. It turns out, that high-index dielectric particles can exhibit infinite number of conditions where the scattering contribution of any such partial wave vanishes. As was mentioned above, the first zero of the electric dipole scattering, for example, can be explained in terms of destructive interference of Cartesian electric and toroidal dipoles. But for higher-order zeros additional terms are required and currently there is an effort to identify them all [23]. As highlighted in [24], according to the reciprocity theorem, a nonradiating anapole current configuration implies a poloidal current distribution that is orthogonal, in an integral manner, to the incident E-field distribution inside the volume of the particle. Moreover, it has also been proved that a nonradiating current configuration will bear no spatial frequencies that are able to be coupled with free space radiation [25]. In that sense, a multipolar anapole condition corresponds to a current configuration that has a spatial frequency spectrum on the spherical cell of radius $k_0$, that is orthogonal to the far field radiation of that particular multipolar partial wave. Recently, the excitation of anapole states in pure dielectric nanoparticles was studied under the prism of a Weierstrass-type product expansion in terms of the resonant-state frequencies that correspond to zeros of the elements of the S-matrix of the particle in the complex frequency plane [26]. Moreover, excitation of anapole states has also been examined under a projection scheme on Fano–Feshbach resonances [27]. For our purposes, we associate any zeros of the partial scattered power of spherical harmonics with the potential of nonradiating anapole excitation.

Importantly, high-index dielectric nanoparticles, in addition to multipolar modes of electric type, also support magnetic ones. In analogy with anapole excitations of electric type, one might also expect the existence of magnetic anapoles, associated with the vanishing scattering contribution of the magnetic dipole term. It now raises the question of how such conditions can be experimentally observed. The problem is that under plane-wave illumination such vanishing partial wave scattering will usually be overshadowed by stronger contributions of other modes. The answer to this question was recently suggested by a number of groups and incorporates the use of so-called structured-light excitations. Lately, vector beams generally attracted lots of scientific attention since they can have various interesting applications [28-31]. With such illumination schemes we are able to shape the multipolar content of the incident field. For example, by using a radially polarized focused beam, only spherical harmonics of electric type will be present at the focal point of the beam, without any magnetic. It was suggested that such a type of illumination offers an ideal condition for the electric anapole excitation, which can be tested experimentally [24,32]. It turns out, that if we change the polarization from radial to azimuthal, then, only magnetic harmonics will be present. Thus, using such an illumination scheme will be ideal to test the possibility of the magnetic anapole excitation. An excited magnetic anapole is expected to have useful applications in biosensing, i.e., in the detection of molecules that interact strongly once exposed to magnetic field hotspots, which nanoparticles in a magnetic anapole state can offer in their near field. Moreover, the signal-to-noise ratio of an MRI machine, that is defined as the ratio of the local magnetic to electric field intensity, could be significantly improved by employing these nano-optical properties that a magnetic anapole can offer.

In this paper we discuss in detail the possibility of magnetic anapole excitation under various configurations and suggest how they can be tested experimentally. We begin with a general multipolar analysis in vector spherical harmonics of arbitrary focused beams. We generalize the results of [33,34] for arbi-
trary focused beams under 2\pi- or 4\pi-illumination schemes and for arbitrarily translated frames of reference compared to the coordinate system of the beam. Next, we describe the T-matrix method that we use to treat the scattering process of nanoparticles under arbitrary illumination schemes and we highlight important properties of the T-matrix under several symmetry conditions. We also discuss the implications that an anapole excitation condition would have on the coupling of the external field with the natural modes of the nanoparticle under the prism of the singular value decomposition of its T-matrix. Last, we present our results on the excitation of magnetic anapole states under various illumination schemes and various geometries of hosting nanoparticles.

Multipolar Decomposition of Focused Beams

Physicists have been lately concerned with the multipolar decomposition of various types of structured light, in order to study its interaction with particles \([33-37]\). Here, we consider a focused beam propagating along \(xOy\), with \(xOy\) being its focal plane. An arbitrary paraxial beam, with sufficiently large waist in order to neglect its longitudinal \(z\)-component, can be considered as a superposition of one radially \((\hat{\rho})\) and one azimuthally \((\hat{\phi})\) polarized beam with different complex transverse profiles for each one of these parts. According to \([38]\), such a beam, after being focused by a lens, has an electric field intensity that is given near its focal point, with respect to the \(O(r)\) coordinate system, by the following formula:

\[
\mathbf{E}_{\text{inc}}(r) = A_0 \sum_{p=(\hat{\rho}, \hat{\phi})} \int_{\delta_0}^{2\pi} \int_{0}^{\delta_0} \sqrt{\cos \delta} l_p(\gamma, \delta) \hat{e}_p(\gamma, \delta) e^{i2\pi \delta_0 \cos \gamma} \sin \delta \, d\delta \, d_\gamma, \tag{1}
\]

where \(A_0 = -i F / \lambda_0\) is a constant, with \(F\) being the focal length of the objective and \(\lambda_0\) the free-space wavelength. \(k_0\) is the correspondent wavevector. \(\delta_0\) is the angle of the marginal ray that passes through the entrance pupil of the objective, which has a numerical aperture of NA. So, \(\delta_0 = \sin^{-1}(\text{NA})\). The term \(\sqrt{\cos \delta}\) derives from the conservation of the energy flux of each ray that is refracted through the Gaussian reference sphere of the objective. The indicator \(p\) stands either for the radial \((\hat{\rho})\) or the azimuthal \((\hat{\phi})\) part of the input beam. The field at the focal plane of the objective is a kind of 2D inverse Fourier transform of the input to the lens field. So, in that sense, it is expressed as a superposition of plane waves propagating in angles \(\gamma, \delta\), with \(\gamma\) being the azimuthal and \(\delta\) the polar angle of the direction of the propagation vector of each plane wave. Each pixel of the input to the objective field with cylindrical coordinates \((\rho_0, \phi_0, -F)\) gives birth to a plane wave that propagates along the direction

\[
\hat{r}(\gamma, \delta) = i(\pi + \phi_0, \tan^{-1}(\rho_0 / F)) = \hat{x} \sin \delta \cos \gamma + \hat{y} \sin \delta \sin \gamma + \hat{z} \cos \delta.
\]

The radial part of the E-field of such a pixel gives birth to a plane wave in the image space that is polarized along

\[
\hat{e}_p(\gamma, \delta) = \hat{\rho}(\gamma, \delta) = (\hat{x} \cos \gamma + \hat{y} \sin \gamma) \cos \delta - \hat{z} \sin \delta,
\]

whereas the azimuthal part of the E-field of such a pixel gives birth to a plane wave polarized along

\[
\hat{e}_\phi(\gamma, \delta) = \hat{\phi}(\gamma, \delta) = -\hat{x} \sin \gamma + \hat{y} \cos \gamma.
\]

\(I_\rho, I_\phi\) are the correspondent complex transverse profiles of the input beam that impinges on the objective.

Next, we decompose the E-field of such a focused beam into an expansion of vector spherical harmonics with respect to a coordinate system \(O_1(r_1)\), the natural frame of the scatterer, that is translated and parallel to the coordinate system \(O(r)\) of the focused beam. The position vector of its center \(O_1\), in spherical coordinates, with respect to the coordinate system of the focused beam, is given by the vector \(\mathbf{d}(R, \Theta, \Phi) = r - r_1\).

\[
\mathbf{E}_{\text{inc}}(\mathbf{r}) = \sum_{\nu_\mu} \mathcal{A}_{\alpha,\mu\nu}(\mathbf{d}) \mathbf{F}^{(\nu)}_{\alpha,\mu\nu}(k_0\mathbf{r}), \tag{2}
\]

where \(\mathbf{F}^{(\nu)}_{\alpha,\mu\nu}\) are the VSHs. The indicator \(\alpha\) acquires the names \(M, N\) for the TE (magnetic) and TM (electric) VSHs respectively, the index \(\nu\) stands for the angular momentum quantum number, which takes the values \(1, 2, \ldots\) and corresponds to dipoles, quadrupoles, etc. The index \(\mu\) stands for the azimuthal quantum number, which takes the values \(\nu, \nu - 1, \ldots, -2, 0, 1, 2, \ldots, -\nu\). The exponent \(\iota\) refers to the correspondent Bessel \((\iota = 1, 2)\) and Hankel \((\iota = 3, 4)\) functions of first and second kind, respectively. For the incident field, being a standing wave, we make use of the Bessel functions. The VSHs are given by the formulas below \([39]\):

\[
\mathbf{F}^{(\nu)}_{M,\mu\nu}(k_0\mathbf{r}) = j^{(\nu)}_{M,\mu}(k_0\mathbf{r}) f_M^{(\mu)}(\hat{r}), \tag{3}
\]

\[\mathbf{F}^{(\nu)}_{N,\mu\nu}(k_0\mathbf{r}) = \hat{r}^{\nu(\nu+1)} k_0^{-\nu} z^{(\nu)}_{N,\mu}(k_0\mathbf{r}) g^{(\mu)}_{\nu}(\cos \Theta) e^{i\nu \phi}
\]

\[+ z^{(\nu)}_{N,\mu}(k_0\mathbf{r}) f_{N,\mu\nu}(\hat{r}), \tag{4}
\]
where
\[ f_{\mu,\nu} (r) = \frac{\pi^{1/2}}{\nu + \frac{1}{2}} \left[ j_{\nu}^{(2)} (\rho \cdot r) + j_{\nu}^{(1)} (\rho \cdot r) \right] e^{i \nu \phi}, \]
and \( j_{\nu} \) is a spherical Bessel function of the first kind and \( j_{\nu}^{(1)} \) or Hankel function of the \( \nu \)th kind.

\[ \gamma_{\mu,\nu} = \frac{(2 \nu + 1)(\nu - \mu)!}{4 \pi \nu (\nu + \mu)!}, \]

is a normalization factor for the Legendre functions and plays an important role for the numerical calculation of the elements of the \( T \)-matrix that will follow later.

\( \mathbf{A}_{\alpha,\mu,\nu} \) are the correspondet spherical amplitudes of the multipolar expansion of the incident field with respect to the coordinate system \( O_{1} (r_{1}) \). In order to calculate them we make use of the above wave spectrum representation of such an excitation field. In our case they are straightforwardly given by the formula:

\[ A_{\alpha,\mu,\nu} (\mathbf{r}) = A_{0} \sum_{p = 0}^{2 \pi} \int \frac{\cos \delta I_{p} (\gamma, \delta)}{\sin \delta} r_{0} e^{i k_{0} (\gamma, \delta) d} \frac{d P_{\mu}^{(1)} (\cos \theta)}{d \theta} \sin \delta \, d \delta \, d \gamma, \]

where \( A_{0} \) is a normalization factor and plays an important role for the numerical calculation of the elements of the \( T \)-matrix that will follow later.

\[ \mathbf{A}_{\alpha,\mu,\nu} (\mathbf{r}) = A_{0} \sum_{p = 0}^{2 \pi} \int \frac{\cos \delta I_{p} (\gamma, \delta)}{\sin \delta} r_{0} e^{i k_{0} (\gamma, \delta) d} \frac{d P_{\mu}^{(1)} (\cos \theta)}{d \theta} \sin \delta \, d \delta \, d \gamma, \]

where \( A_{0} \) is a normalization factor for the Legendre functions and plays an important role for the numerical calculation of the elements of the \( T \)-matrix that will follow later.

\[ P_{\text{inc}} = \frac{1}{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathbf{E}_{\text{inc}} \cdot \mathbf{H}_{\text{inc}}^{*} \, dz \, dy \]

where \( \delta_{\alpha,\beta} \) is the Kronecker delta, which yields 1 for \( \alpha = \beta \), or 0 for \( \alpha \neq \beta \).
where

\[
\mathcal{A}_{\text{s}}^{(s)} \left( \hat{\mathbf{r}}, \hat{\mathbf{r}} \right) = 4\pi e^{-\Delta \mu \gamma_{\text{s}} \delta_{\text{s}}} e^{-\left(2\Delta \right) \left( \pi - \delta \right)} \chi e^{i\mu \gamma_{\text{s}} \left( -1 \right)^{\gamma_{\text{s}}} \left( 1 + \mu + \Delta \right) \delta_{\text{s}} -}.
\]

The indicator \( s \) stands for the propagating direction of the two beams and takes the values + and − for the beam that propagates along the \( +\hat{z} \) and \(-\hat{z}\) direction, respectively. The complex transverse profile of the first beam with respect to the O(\( r \)) coordinate system is denoted as

\[
I_{p}^{(+)} (\gamma, \delta) = I_{p}^{(+)} \left( \pi + \phi_{0}, \tan^{-1} \left[ \rho_{0} / \mathcal{F} \right] \right)
\]

and the complex transverse profile of the second beam with respect to the O'(\( r' \)) coordinate system is denoted as

\[
I_{p}^{(-)} (\gamma, \delta) = I_{p}^{(-)} \left( \pi + \phi_{0}, \tan^{-1} \left[ \rho_{0} / \mathcal{F} \right] \right).
\]

Moreover, the spherical coordinates of the position vector with respect to the O(\( r \)) coordinate system for the two cases are \( d^{(\pi)} = (R, \Theta, \Phi) \) and \( d^{(-)} = (R, \pi - \Theta, -\Phi) \), respectively.

To access some of the properties of the above multipole expansion of the excitation field, we further simplify the formula by expanding the complex transverse profiles of the beams into Fourier series with respect to the azimuthal angle \( \gamma \). So, due to its \( 2\pi \)-periodicity, we have: \( I_{p}^{(\pm)} (\delta) = \sum_{m} I_{p, m}^{(s)} (\delta) e^{im\gamma} \), which is an expansion into modes with different orbital angular momentum \( m \). Then, we can also perform the integration over the azimuthal angle analytically. This yields the simplified formula of Equation 13 where \( J_{\nu}^{(s)} \) is the cylindrical Bessel function of first kind.

We can observe that in the case of \( \sin\Theta = 0 \), which means that the natural frame of the scatterer is located along the optical axis of the two beams, the argument of the Bessel function becomes zero, and therefore we end up with the condition \( \mu = m(-1)^{\nu \gamma} \). This implies that the orbital angular momentum \( m \) of the input beams before their focusing is bequeathed to the azimuthal quantum number of the multipolar expansion of the focused beams with respect to such a reference frame. This would mean, for example, that a focused beam with \( m = 3 \) would bear only multipoles of orders higher than \( \nu = 2 \). It would lack a dipolar and quadrupolar content.

We conclude this section by considering the particular case of rotationally symmetric (\( m = 0 \) for \( m \neq 0 \)) focused beams with the natural frame of the scatterer being along the optical axis (\( \sin\Theta = 0 \)). The spherical amplitudes of the field that corresponds to such a case are given by Equation 14.

In Equation 14 we want to place emphasis on the following observations:

1. The radial part of the beams bears a multipolar content of purely electric type, whereas the azimuthal part bears a multipolar content of purely magnetic type.

2. Due to the mirror symmetry with respect to the focal plane, if the two counterpropagating beams have the same complex transverse profile, \( I_{p}^{(+)} (\delta) = I_{p}^{(-)} (\delta) \), then, for a natural frame of the scatterer placed at their common focal point (\( R = 0 \)), the excitation field has a multipolar content of purely even order \( \nu \). In contrast, if the two counterpropagating beams are out of phase, \( I_{p}^{(+)} (\delta) = -I_{p}^{(-)} (\delta) \), then the excitation field has a multipolar content of purely odd order \( \nu \), for a natural frame of the scatterer placed at the focal point (\( R = 0 \)).
To sum up, in this section we began with the plane-wave representation of a focused beam, which is the decomposition of its field into the Cartesian eigenfunctions of the Helmholtz equation of free space. Based on this, we derived formulas for its multipolar decomposition in VSHs, which is the decomposition of its field into the spherical eigenfunctions of the Helmholtz equation of free space. This second expansion, as we will see in the next section, is of crucial importance in studying the far-field scattering properties of particles illuminated by such an excitation field.

**T-Matrix Method for Far-Field Scattering Calculations**

The T-matrix formulation is a general method of dealing with far-field scattering phenomena. It is based on decomposing both the incident and the scattered field into the basis of the eigenfunctions of the Helmholtz equation of free space. So, both fields can be represented by vectors containing their correspondent expansion amplitudes. Thinking in terms of a multichannel system where the input is the incident field and the output is the scattered field, the scattering process is a linear process that can be described by a square matrix, called the T-matrix, which takes as an input the amplitudes of the incident field and gives as an output the amplitudes of the scattered field. The decomposition of the fields could be performed either on a Cartesian eigenfunction basis, that is in plane waves, or in a spherical eigenfunction basis, that is in VSHs. The plane-wave spectrum is a continuous spectrum that needs to be discretized, whereas the VSHs spectrum is a discrete but infinite spectrum. The great advantage of using VSHs as the basis of those decompositions is that the rows and columns with significant elements of the T-matrix are boiled down to the first fundamental multipolar terms. This means that the infinite T-matrix can be truncated early without loss of accuracy. We end up fully describing the phenomenon of the EM-scattering just by a $N \times N$ matrix, where $N = 2v_{\text{max}}(2v_{\text{max}} + 2)$, with $v_{\text{max}}$ being the maximum order of the multipolar decomposition of the fields that we will take under consideration. For subwavelength particles, $v_{\text{max}}$ can take values, for example, from 2 or 3 up to 15 or 20. This depends on (1) the size of the particle: small particles can be sufficiently described by just using the very first orders; (2) the geometrical complexity of the particle, that is, to which extent the particle is aspherical; and also (3) the degree of accuracy that we want to achieve. The absolute values of the elements of the T-matrix range from 0 to 1 and usually they decrease while the order of the multipoles they refer to increases. So, practically, the particle can only interact with incoming multipoles of the order of up to $v_{\text{max}}$. For higher-order multipoles it behaves as if it was transparent and this fact enables us to truncate the matrix.

One other significant feature of the T-matrix is that it is characteristic of the particle in the particular wavelength and it is irrelevant to the incident field. Once computed it can be straightforwardly used for scattering calculations from arbitrary excitation. Hence, one can understand that the T-matrix method plays a key role in capitalizing on the results of the previous section. The spherical amplitudes $A_{\alpha,\mu}(d)$ of the multipolar decomposition of the excitation field will compose the input vector of the multichannel system with a transfer function given by the T-matrix and the output being the vector of the spherical amplitudes of the multipolar decomposition of the scattered field, which will be denoted as $B_{\alpha,\mu}(d)$. Shaping the light that is incident to the particle, that is, acting on the input vector of the system, instead of acting upon the inner dynamics of the system, i.e., its transfer function, the geometry of the particle, is an alternative way of designing the output of the system, i.e., the scattering response of the particle. The T-matrix method reveals the inner dynamics of the scattering system. By determining the multipolar content of the field scattered by the particle one has immediate knowledge of its far-field radiation pattern as well. This means that one readily knows its behavior as a nanoantenna. Hence, apart from being useful for analytical purposes, it is also a powerful synthesis tool when it comes to designing the scattering response of a particle. And this is a very special and valuable feature, that other methods of approaching scattering problems rarely offer.

The multipolar expansion of the scattered field with respect to the natural frame of the scatterer is given by:

$$E_{\text{scattered}}(r) = \sum_{\nu l, \alpha} B_{\alpha,\mu}(d) F^{(3)}_{\alpha,\lambda}(k_0 r),$$

where we make use of the Hankel instead of the Bessel functions for the VSHs since the scattered field is a radiating field. The series of this formula is considered to converge only outside of the circumscription of the particle sphere, and this is known as the Rayleigh hypothesis [40,41]. The spherical amplitudes of the scattered field will be given in the T-matrix formulation by the following expression:

$$B_{\alpha,\mu} = \sum_{\nu l, \alpha'} T^{\alpha,\mu}_{\alpha',\lambda}(d) A_{\alpha',\mu}(d),$$

or in matrix formulation: $B = T \cdot A$.

Not only the spherical amplitudes of the input vector, but also the elements of the T-matrix, as well as the values of the output vector of the scattered spherical amplitudes, do depend on the choice of the reference frame of the scatterer, i.e., the coordinate system that we will employ for the multipolar decomposi-
tion of the fields. There are analytical formulas to obtain a new version of the T-matrix of a particle that corresponds to a rotated or translated system of coordinates [39,42].

The total power that is scattered by the particle is given by integrating the flux of the Poynting vector of the scattered field over a spherical surface of infinite radius and is given by the formula:

\[ P_{\text{sca}} = \frac{1}{2} \int_{S^\infty} \left[ \mathbf{E}_{\text{sca}} \times \mathbf{H}_{\text{sca}}^* \right] \cdot \mathbf{r} \, d\mathbf{r} \]

\[ = \frac{1}{2Z_0k_0^2} \sum_{\nu,\mu} |E_{\alpha,\mu\nu}|^2. \quad (17) \]

There are several methods in order to calculate the elements \( T_{\alpha,\mu\nu} \) of the T-matrix [43-45]. We are going to employ the semi-analytical extended boundary condition method (EBCM) [39,46], also known as null-field method [42], which was originally introduced by Waterman in 1965 [47]. This method best applies for cases of homogeneous, isotropic, star-shaped particles. The elements of the matrix end up being given by Stratton–Chu type integrals, with the Dyadic Green functions being expanded in dyadic products of VSHs, over the surface of the particle that match the boundary conditions of the multipolar field representations inside and outside of the particle. This method is highly efficient for the cases of rotationally symmetric particles, such as cylinders, since the integration over the azimuthal angle can be performed analytically leading to simplified expressions of single integrals over the polar angle (see Supporting Information File 1). One needs to pay special attention on the fact that the EBCM method becomes numerically unstable for particles with extreme aspect ratios, due to numerical calculations with limited digits of precision [48,49]. This is mainly a problem because in these integrals Hankel functions with small arguments are involved, which give outputs that go to infinity and spoil the integration. Limited precision accuracy plagues also the inversion process of a matrix (see Supporting Information File 1) that is usually close to being singular and is needed for the calculation of the T-matrix.

The T-matrix has some important symmetry properties that need to be taken under consideration [39,42]:

(1) A particle that is rotationally symmetric with respect to the \( z_1 \)-axis of its natural frame has a T-matrix that is diagonal over the index \( \mu \), which means that the azimuthal quantum number of the scattered field is inherited by that of the incident field:

\[ \left[ T_{\alpha,\mu\nu}^{\alpha',\mu'\nu'} \right]^{rs} = \delta_{\mu\mu'} T_{\alpha,\mu\nu}^{\alpha',\mu\nu}. \]

(2) A particle with \( N \)-fold symmetry with respect to the \( z \)-axis of the natural frame of the scatterer has the following property:

\[ \left[ T_{\alpha,\mu\nu}^{\alpha',\mu'\nu'} \right]^{Nrs} = 0, \]

for \( |\mu - \mu'| \neq \kappa N \), with \( \kappa = 0, 1, \ldots \). This means that a particle of small size can practically exhibit diagonality over the azimuthal index, which means behave like a rotationally symmetric particle, if it has a \( N \)-fold symmetry with \( N \) being greater than twice the maximum index \( \nu_{\text{max}} \) where we truncate the T-matrix. For example, for a particle small enough, so that it practically interacts only with dipole fields (dipole approximation, \( \nu_{\text{max}} = 1 \)), a three-fold symmetry is enough for it to behave as a rotationally symmetric particle in terms of its far-field scattering [50].

(3) A particle that is rotationally symmetric with respect to the \( z_1 \)-axis of its natural frame has a T-matrix with also the following property:

\[ \left[ T_{\alpha,\mu\nu}^{\alpha,-\mu\nu'} \right]^{rs} = (-1)^{\alpha + \alpha'} \left[ T_{\alpha,\mu\nu}^{\alpha,\mu\nu'} \right]^{rs}, \]

which gives

\[ \left[ T_{\alpha,\delta\nu}^{\alpha',\delta'\nu'} \right]^{rs} = 0, \]

for \( \alpha \neq \alpha' \). This means that for a rotationally symmetric excitation, with \( \mu' = 0 \), the electric multipoles of the incident field give birth only to scattered multipoles of electric type, and the magnetic multipoles give birth only to magnetic multipoles.

(4) A particle with mirror symmetry with respect to the \( z_1 = 0 \) plane of its natural frame has a T-matrix with the following property:

\[ \left[ T_{\alpha,\mu\nu}^{\alpha',\mu'\nu'} \right]^{\text{ms}} = \left[ 1 + (-1)^{\alpha + \alpha' + \mu + \mu' + \nu + \nu'} \right]^{\text{ms}} \left[ T_{\alpha,\mu\nu}^{\alpha',\mu'\nu'} \right]^{\gamma_{1>0}^{rs}}, \]

where with the last notation, integration over only half of the surface of the particle with \( z_1 > 0 \) is implied. If the particle is rotationally symmetric as well, we have that

\[ \left[ T_{\alpha,\mu\nu}^{\alpha',\mu'\nu'} \right]^{\text{ms},rs} = 0, \]
when $\alpha = \alpha'$ and $\nu + \nu'$ is an odd number, or when $\alpha \neq \alpha'$ and $\nu + \nu'$ is an even number. This means that for a rotationally symmetric excitation ($\mu = 0$), the incident multipoles of even order give birth only to scattered multipoles of even order, and, similarly, the incident ones of odd order, only to scattered ones of odd order.

$$\left( T^{u,\mu \nu}_{\alpha',\mu' \nu'} \right)^{ss} = \delta_{\alpha \alpha'} \delta_{\mu \mu'} \delta_{\nu \nu'} b_{\alpha,\nu},$$

where $b_{\alpha,\nu}$ are the well-known Mie scattering coefficients, which in the case of homogeneous spheres are given by the formula:

$$b_{\alpha,\nu} = \frac{1}{Z_j} z^{(1)}_{\alpha,\nu}(x_0) z^{(1)}_{\mu,\nu}(x_1) - \frac{1}{Z_0} z^{(1)}_{\mu,\nu}(x_0) z^{(1)}_{\alpha,\nu}(x_1)$$

$$(18)$$

$$b_{\alpha,\nu} = \frac{1}{Z_j} z^{(3)}_{\alpha,\nu}(x_0) z^{(1)}_{\mu,\nu}(x_1) - \frac{1}{Z_0} z^{(1)}_{\mu,\nu}(x_0) z^{(3)}_{\alpha,\nu}(x_1).$$

The indices $\alpha$, $\beta$ acquire the names M and N with $\alpha \neq \beta$. The abbreviations $x_0 = k_0 \alpha_0$ and $x_1 = n_1 k_0 \alpha_0$ are used, with $\alpha_0$ being the sphere radius and $n_1$ its refractive index. $Z_1$ is the wave impedance inside the particle and $x_0$ is called the size parameter of the sphere.

We will close this section by unveiling the property that the T-matrix of one particle should have in order to be able to host a nonradiating anapole state. For this, we need to perform a singular value decomposition (SVD) of the T-matrix [51]:

$$T = U \Sigma V^T,$$

where $\Sigma$ is a diagonal matrix with real, positive elements $\sigma_i$ sorted in descending order, $U$ and $V$ are unitary matrices with columns of the vectors $u_i$ and $v_i$, respectively, and both form a different orthonormal basis in N-space. Those vectors are called the left- and right-singular vectors of the T-matrix and form pairs of vectors that correspond to the singular values $\sigma_i$ of the matrix. They have the property $T \cdot v_i = \sigma_i u_i$.

An ideal anapole state, corresponding to zero scattered power, can only be hosted by a particle whose T-matrix has at least one singular value equal to zero. If this condition is satisfied, then the ideal anapole can be excited by illuminating it by a field that has a spherical wave amplitude vector $A_0$ that can be written as a linear combination of the null-space vectors of the T-matrix, that is as a linear combination of the right-singular vectors that correspond to singular values equal to zero: $A_0 = \sum_i [\sigma_i = 0] a_i v_i$. Then we would have $B = T \cdot A_0 = \sum_i [\sigma_i = 0] a_i u_i = 0$. So, this is the ideal condition of the T-matrix that would indicate the ability of the particle to host an ideal non-radiating anapole state. In order to have access to such kind of excitation we need to shape the multipolar content of the illumination field. The result is that the particle is critically coupled with the excitation field inside of which electromagnetic energy is stored without a scattered field needed to fulfill the boundary conditions on its surface. Furthermore, we should also denote that those right-singular vectors of the null-field space should describe nontrivial excitations, that is excitations with significant multipolar content for multipoles of the first order, since, for higher-order multipoles, a nanoparticle is actually behaving as if it was transparent. The incident field in the vicinity of the center of the coordinate system attached to the particle is mainly described by the first few multipolar terms.

However, in practice, when exciting an anapole state, we just aim to minimize, not to eliminate, the norm of the vector $B$. If we define the quality factor of the anapole excitation as $Q = (4P_{inc}/P_{scat}) - 1$, then, by expanding the output vector again on the basis of the left-singular vectors, finally we have:

$$\sum_i [\sigma_i] = \frac{4 Z_0 \alpha_0^2 P_{inc}}{Q + 1}.$$  \hspace{1cm} (20)

It becomes obvious now that the ability of a particle to host a nonradiating anapole state with high $Q$, in terms of its T-matrix, means the correspondence of sufficiently small coupling coefficients $a_i$ to the first singular values $\sigma_i$ which take the largest values, since they are sorted in descending order. So, in order to achieve a nonradiating state, the key lies in illuminating the particle with a field, the multipolar decomposition of which, will be well described by a linear combination of those right-singular vectors that correspond to small enough singular values. We need to avoid using, for our input, the right-singular basis vectors that are not enough scaled down in magnitude by the T-matrix transformation.

Results and Discussion

We can use the results and conclusions of the previous sections in order to design the scattering response of a nanoparticle at will. We want to achieve a purely magnetic response by the particle, the scattered power of which, will be suppressed for some particular frequency. We will properly design its geometry and, also, its excitation field, in order to achieve the desired scattering response.
In the former sections, we proved that an azimuthally polarized focused beam that is rotationally symmetric, i.e., that has a zero orbital angular momentum: $m = 0$, bears only multipoles of magnetic type for particles that are located over the optical axis. Moreover, it was also proven that if this particle has a rotational symmetry as well, it will only scatter multipoles of magnetic type. So, it will have a purely magnetic response. More specifically, the scattered field would be a superposition of VSHs of type $F_{M,0v}^{(j)}$, with the magnetic dipole, $F_{M,01}^{(1)}$, corresponding to a dipole moment along the z-axis, $m_z$, and the magnetic quadrupole, $F_{M,02}^{(2)}$, corresponding to a Cartesian quadrupole moment $Q_{xz}^m = -Q_{xy}^m$, and so on. So, for demonstration purposes, we are going to use an azimuthally polarized, rotationally symmetric, focused vector beam with a Bessel–Gauss transverse profile given by

$$f_{p,m}^{BG} = \delta m \delta \beta_0^2 \frac{\sin \delta}{\delta \beta_0^2} \frac{\sin \delta}{\pi \beta_0^2} J_1 \left[ 2\beta_0 \frac{\sin \delta}{\beta_0} \right],$$

with a ratio of pupil radius to beam waist $\beta_0 = 1.5$ and a numerical aperture of $NA = 0.85$. The multipolar decomposition of such an excitation in VSHs is given by Equation 14.

In Figure 1a we plot the normalized total scattered power, ($P_{\text{sca}}/P_{\text{inc}}$), at a wavelength of $\lambda_0 = 500$ nm, for golden spheres of various sizes, placed at the focal point of a vector beam like the one described above. As shown there, in such a way, we can even achieve a purely magnetic response by a plasmonic nanoparticle at optical frequencies. Of course, gold has a poor performance in optical frequencies, since it suffers from severe thermal losses, and as a result, the resonances of the particle correspond to Mie scattering coefficients, the amplitudes of which, are usually significantly less than one, and the quality factor of the supported anti-resonances is quite low as well. A plasmonic nanoparticle can only provide us with a very poor (anti-)resonant spectrum to work with.

So, we resort to high-index silicon nanoparticles as a platform to excite a nonradiating anapole state of magnetic type. Silicon nanoparticles suffer negligible losses at infrared light. Due to their high refractive index, they constitute also a good platform to host Mie resonances of magnetic type, since they can confine light and support circulating current loops inside. Now, we replace the golden sphere with a one of silicon and in Figure 1b, we plot the normalized total scattered power ($P_{\text{sca}}/P_{\text{inc}}$) at a wavelength of $\lambda_0 = 1550$ nm, for spheres of various sizes. As we can see, its resonant multipolar content is much richer than the previous case of the plasmonic nanoparticle. We can observe a steep dip of the scattered power for a sphere of size $x_0 = 1.62$, which belongs to a sphere of a radius of $a_0 = 400$ nm. We have already avoided any interference by the electric modes and this sphere could be a promising candidate to host a magnetic anapole state, if it were not, as we can see, for the overlapping magnetic quadrupole and octupole that interfere and spoil the anapole condition of the magnetic dipole.

To overcome this, we take the following two actions: First, we employ a second, similar, counterpropagating beam and illuminate the silicon particle under a standing-wave configuration. As proven in the previous section, if the second counterpropagating beam has the same transverse profile and is out of phase...
with the first beam, there would be no excitation of multipoles of even order for a scatterer located at their common focal point. And, since the T-matrix of a spherical particle is diagonal over $\nu$, the scattered multipoles of even order are canceled out. Therefore, there will be no spurious interference by the magnetic quadrupole any more. But we still need to get rid of the octupolar interference. For this, we apply a phase mask to the two beams before their focusing by the objective. The simplest phase mask that we can come up with is introducing a $\pi$ phase difference inside a circular disk with a radius that corresponds to the angle $\delta$ where the cumulative value of the integral of Equation 14 corresponding to the magnetic octupole term takes half of its final value. In our case, this happens for $\delta = 29.225^\circ$. In this way, the octupolar content of the beam is eliminated, finally leading to the excitation of a nearly ideal magnetic anapole state that has a dynamic range of more than three orders of magnitude (Figure 1c). Only spherical particles with perfect dielectric behavior or of perfect conductivity can exhibit truly ideal multipolar dips to zero. We should also note the fact that any silicon nanosphere placed at the focal point of such illumination scheme will exhibit purely magnetic dipole response. However, as one can observe, there is also a price to pay for the phase mask that we introduced: the field intensity at the vicinity of the focal spot drops to less than a third. Nonetheless, one could potentially come up with more efficient ways of shaping the multipolar content of the excitation, i.e., more complex illumination schemes that can also include amplitude modulation or multiple-beam configurations. Alternatively, avoiding the use of such a phase mask, we can observe that one can obtain another anapole corresponding to the magnetic quadrupole of a sphere of size $x_0 = 1.96$. Under illumination of two in phase beams the interfering magnetic dipole and octupole will be diminished, leading to a scattering dip of less than $-30$ dB between two, hexadecapolar and quadrupolar, resonances. In Supporting Information File 1, one can find a plot with the proposed phase-modulation mask, together with some electric and magnetic field plots that correspond to the illumination of a silicon sphere, with the size of this anapole case, under illumination of both one single and two out of phase beams, with and without the phase mask applied.

Next, we will shift our attention to silicon disks since they represent, in terms of fabrication, experimental verification and applications, more realistic cases. We use the T-matrix theory
described before in order to study numerically the interaction of an azimuthally polarized cylindrical vector beam with the cylinders. As one can see in Figure 2a, we scan the aspect ratio, $A_r = d/h$, and the volume $V_{ol} = (\pi/4)A_r^2h^3$ of various cases disks, with diameter $d$ and height $h$, located in free space illuminated by a single azimuthally polarized, cylindrically symmetric, focused vector beam at fixed wavelength $\lambda_0 = 1550$ nm, plotting the normalized total scattered power ($P_{sca}/P_{inc}$) on a logarithmic scale in search of dips that would indicate the presence of some anapole states. The disks are aligned along the optical axis.

The particular design of the excitation is essential in obtaining nonradiating behavior of the cylinders. Again, we want to emphasize that the symmetries of the cylinder are of crucial importance. Such a particle is rotationally symmetric, which means that it will provide the diagonality identity over the index $\mu$, which is zero due to the cylindrical symmetry of the excitation. This will result in the scattered field being of purely magnetic type. In addition, a cylinder exhibits a mirror symmetry with respect to the $z = 0$ plane. This property, as we have shown earlier, will cancel out all scattered multipoles of even order when using the same standing-wave configuration that was employed before for the silicon sphere. This is the case even if the $T$-matrix of a cylinder disk does not have this diagonality over the index $\nu$ that spherical particles have. However, as we can see in Figure 2a, there are several anapole instances already accessible by the single beam illumination scheme. In Figure 2b–d, we focus our attention on three of these cases. The first anapole case is hosted in an oblate disk of small volume, $V_{ol,A}^{(1/3)} = 526$ nm, but with high aspect ratio, $A_r,A = 4.98$. It is a magnetic anapole that exhibits a single dip of the magnetic dipole. The two other cases, that appear in larger disks of bigger volumes, $V_{ol,B}^{(1/3)} = 718$ nm and $V_{ol,C}^{(1/3)} = 904$ nm, but with smaller aspect ratios, $A_r,B = 0.905$ and $A_r,C = 0.45$, respectively, exhibit magnetic anapole states of higher order. There is a hybrid condition where, simultaneously with the magnetic dipole dip, we also have dips of the magnetic quadrupole and of the magnetic octupole. In Supporting Information File 1, there are 2D maps of the multipolar decomposition that corresponds to Figure 2a.

Last, we compare the properties of the $T$-matrix of the cylinder for which the second anapole case was highlighted previously, with the properties of the $T$-matrix of a cylinder that has the same aspect ratio, $A_r,B = A_r,B = 0.905$, but a larger volume, $V_{ol,B}^{(1/3)} = 759$ nm, and yields resonant scattering. We perform a singular value decomposition of the $\mu = 0$ $T$-submatrices for each of those two cylinders and calculate their singular values $\sigma_i$. We also expand the input vector $A$, with the spherical amplitudes of the excitation field, over the basis of the right-singular vectors of each matrix, calculating the coupling coefficients $a_i$ for both of the two cases. We show the corresponding results for multipoles up to the fifth order.

In Figure 3a,b we plot the quantities $\sigma_i^2$ and $|a_i|^2 / \sum |a_i|^2$, as well as their product $|a_i\sigma_i|^2 / \sum |a_i|^2$, for the two cylinders. As we mentioned above, the sum of the last quantity over the index $i$ is proportional to the total scattered power. Therefore its minimization would lead to an anapole state. We can observe that for the cylinder that hosts an anapole state, there is weak coupling of the excitation field with the right-singular vectors that correspond to the first, largest, singular values of the matrix. The result is suppressed scattering leading to an anapole state. This does not happen in the case of the resonant cylinder. For the anapole case, the strongest part of the scattered power derives from the part of the incident field that corresponds to the sixth right singular vector, and is more than three orders of magnitude weaker than the prevailing scattered power that belongs to the first right singular vector of the $T$-submatrix of the disk in the resonant case.
Figure 3c,d depicts the multipolar content of the right singular vectors of the T-submatrices that belong to each of those two cylinders. As one can see, there is absolutely no coupling at all with the right singular vectors that have a multipolar content of even order because of symmetry properties. In both cases there are no right singular vectors of mixed type multipolar content since for \( \mu = 0 \) the T-submatrix of a rotationally symmetric particle is diagonal over the indicator \( \alpha \), which represents the type of the multipoles. Furthermore, due to the mirror symmetry of the particles, we can also observe that the right singular vectors are separated into vectors with either purely even or purely odd multipolar content.

Hence, we can claim that the key for the excitation of this particular nonradiating anapole state is connected to the suppression of the coupling of the external field that we apply, with the first, third and fourth right singular vectors of the T-submatrix of the particle, which have electric multipolar content that is not supported by an azimuthally polarized focused beam. In addition, it is connected with the coincidence of the weak coupling of the excitation with the second right singular vector, which has a multipolar content of magnetic type and corresponds to a significantly large singular value that could potentially spoil the excitation of the anapole state.

**Conclusion**

In this paper we describe the so-called magnetic anapole modes and discuss various experimental setups of how they can be obtained. Such modes are associated with the complete suppression of magnetic dipole scattering. In order to be able to obtain anapole states experimentally, we employed structured-light excitation of a particular configuration. Usually we use illumination with a plane wave at normal incidence. Such an excitation carries a multipolar content of \( \mu = \pm 1 \) angular momentum and acts on the correspondent T-submatrices when it comes to scattering by rotationally symmetric particles. By using a rotationally symmetric excitation, instead, we have access to the \( \mu = 0 \) T-submatrix of these particles, which constitutes a whole new scattering system, a whole new field to work with where new interesting phenomena may wait to be unveiled. It turns out that azimuthally polarized beams contain only spherical harmonics of magnetic type in the focal region. Depending on the size of the particle compared to the incident wavelength it can couple to dipole and/or higher-order harmonics. By using two counter-propagating out of phase beams it is possible to cancel out all harmonics of even order because of symmetry properties. Together with a phase mask applied to the beams, designated to suppress the interfering octupolar content, this provides an ideal condition for the excitation of a magnetic anapole state in a silicon nanosphere. We also discussed realistic setups, based on silicon nanodisks and nanopillars, which can be used for the experimental detection of magnetic anapole states. We also explained, under the T-matrix formalism, the physical mechanism of their excitation in the hosting nanoparticles, by means of a singular value decomposition of their T-matrices.
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Cathodoluminescence as a probe of the optical properties of resonant apertures in a metallic film
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Abstract

Here we present the results of an investigation of resonances of azimuthal trimer arrangements of rectangular slots in a gold film on a glass substrate using cathodoluminescence (CL) as a probe. The variation in the CL signal collected from specific locations on the sample as a function of wavelength and the spatial dependence of emission into different wavelength bands provides considerable insight into the resonant modes, particularly sub-radiant modes, of these apertures. By comparing our experimental results with electromagnetic simulations we are able to identify a Fabry–Pérot mode of these cavities as well as resonances associated with the excitation of surface plasmon polaritons on the air–gold boundary. We obtain evidence for the excitation of dark (also known as sub-radiant) modes of apertures and aperture ensembles.

Introduction

The study of the interaction of electromagnetic waves with apertures in metallic films has been the subject of ongoing research following early investigations motivated by advances in radar and microwave technologies. In 1944 Bethe studied diffraction by small circular apertures in an infinitesimally thin, perfectly conducting film [1]. According to this theory, the transmission through an aperture in the limit where the wavelength \( \lambda \) is much smaller than the radius \( b \) \((b \ll \lambda)\) varies as \((\lambda/b)^4\). Subsequently, Bouwkamp extended Bethe’s result adding further terms in a series expansion [2] and Roberts [3] developed a modal method to accommodate apertures in finite thickness films. A broad range of other apertures have been in-
vestigated including rectangular slots [4,5] and circular apertures [3,6] as well as more complex shapes such as cross-shaped [7-9], and coaxial apertures [10,11]. Interest in sub-wavelength metallic apertures increased significantly after Ebbesen et al. reported optical transmission, enhanced relative to an equivalent hole–area fraction of randomly arranged apertures, through periodic arrangements of holes in a silver film [12]. This enhancement is strongly associated with the ordered arrangement of the apertures. Theoretical and experimental research into isolated rectangular slots [4,5] and coaxial apertures [10,11], however, has shown that these cavities exhibit distinct localized resonances that have a strong dependence on the geometry of the holes including the thickness of the metal film [13]. Other than the excitations discussed above, sharp Fano resonances arising from the interference of two modes [14] have promising applications in sensing, switching and lasing. These resonances have been investigated in various structures such as thin film nanogratings [15], plasmonic oligomers [16], dolmen arrangements of nanorods [17] and ring–disk dimers [18]. Fano resonances have also been observed in nanoholes such as coaxial apertures [19] and dolmen nanocavities [18]. The performance of an array of double split-ring cavities [20] as biosensors using Fano resonances in the terahertz regime has been demonstrated.

As is the case with nanoparticles, nanoholes play an important role as basic building blocks in a range of nanophotonic devices, including colour filters [21-24] and compact polarizers [25], exploiting resonant properties of the subwavelength apertures. The high sensitivity of the resonant modes of the apertures to the refractive index of the surrounding media underpins significant potential in realizing highly efficient ultra-compact biological and chemical sensors [26-31], plasmonic electrochemical sensors [32] and as SERS sensors [33]. Furthermore, by varying the geometry of the apertures across a surface, it is possible to introduce specific amplitude and phase profiles to the transmitted optical field [27]. This underpins the development of ultra-compact, planar, alternatives to conventional lenses [34]. Far-field optical investigations of isolated holes are, however, challenging since through the throughput and reflectance are low despite the enhanced localized fields. Furthermore, plasmonic cavities exhibit a wide range of modes, many of which are “dark” to normally incident plane waves and challenging to excite using other optical methods. These modes are of intrinsic interest, however, and have also attracted attention due to their relatively high quality factor and long lifetimes that may underpin new optical sensors with a higher sensitivity and figure-of-merit than devices utilising “bright” dipole modes [35] and enhanced coupling to plasmonic cavities by emitters such as quantum dots [36]. One way to enhance the signal-to-noise ratio of transmission measurements is to study the collective optical properties of an array of apertures, choosing the periodicity to minimize both the effects of diffraction and coupling between unit cells [7]. Near field optical microscopy is another method that has been used to probe optical resonances of various nanostructures. Although the technique provides better-than-diffraction-limited resolution, image interpretation is complex due to the interaction between the tip and the sample. Nevertheless, progress has been made into the use of scanning probe methods for analysing modes of optical antennas [37].

Electron microscopy systems can also be used to probe various modes of optical nanostructures. Electrons in motion are accompanied by an electric field that varies in space and time [38], and hence, an electron beam can induce a time-varying polarization in an adjacent material leading to optical excitation.

Optical resonances can be probed by studying either the loss in the energy of the electrons (through electron energy loss spectroscopy, EELS) [38,39] or the radiation emitted in the visible part of the electromagnetic spectrum through cathodoluminescence (CL) [38]. The relationship between the information obtained using EELS and CL has been studied theoretically [40]. CL is an established technique which is widely used in various fields to characterize a range of inorganic compounds such as ceramics, minerals and semiconductors [41-43]. CL has also been shown to be an invaluable tool in the investigation of optical modes of nanostructures [44]. These include characterizing the plasmonic modes of silver nanoparticles [45] and resonant modes of single GaAs nanowires [46], modes of single and pairs of AlGaAs disks [47], the optical properties of quantum discs of GaN/AlN in GaN nanowires [48] and various modes of gold nanodecahedra [49]. The potential of CL used in transmission to observe various colour centres in nanodiamonds has also been demonstrated [50]. The spectral properties of core–shell CdSe/CdS quantum dots have also been studied using CL in a transmission electron microscope [51]. The same technique has been used to generate single photons and to characterize quantum states and the nature of the emitted beam with subwavelength resolution [52]. Dichroic-sensitive cathodoluminescence imaging has also been used to study the chiral nature of the gold split-ring resonators on a TiO2 substrate [53]. Most studies have focused on nanoparticles on silicon substrates that can have a significant impact on the optical resonances of plasmonic and other nanophotonic systems. Despite the significant body of work looking at the use of CL in characterising nanoparticles, there has been less attention directed at complementary nanoholes in metallic films. Coenen and Polman [54] investigated the properties of simple circular apertures in a 80 nm thick gold film on a silicon substrate. They showed that there was excitation of a magnetic mode of the aperture when excited near the edge of the aperture. Van de Haar et al. [55] also investigated a metamaterial consisting of a periodic array of metal–insulator–metal coaxial waveguides filled with Si and the
subradiant, whispering gallery modes of circular grooves of various depths milled into a gold film have also been previously studied [56,57]. Symmetric and anti-symmetric modes of nanopore pairs in thin AlN/Au/AlN films [58] have been investigated using CL. Through the use of colloidal lithography, the authors [58] were able to efficiently investigate a range of hole separations, but were restricted to weakly resonant circular apertures and pairs of holes.

Here we investigate the resonances of small groups of apertures in gold films on a glass substrate. Specifically, we study ensembles of three slot apertures using CL. It is well-known that simple slots in a metal film exhibit resonances, but there is a growing interest in the excitation of apertures complementary to resonant particles. Here we investigate ensembles of three simple slots arranged in the form of a triangle. This structure is complementary to a trimer consisting of three rods with the lowest energy magnetic dipole mode being dark and the next highest energy modes being degenerate orthogonal dipole modes (see Supporting Information File 1). The dominant modes of this structure are a dark mode with radial symmetry where the electric field in each aperture is radially directed from the centroid of the configuration and another, almost degenerate, radiant mode with a net dipole moment (see Supporting Information File 1). In both cases the electric fields in each aperture are similar to the dipole mode of a single slot, but the relative phase between the modes differs between the excitations in each aperture. Insight into our results is obtained through modelling the radiation emitted by a point dipole in close proximity to the air–gold surface using the finite element method.

**Experimental**

A gold film of nominally 100 nm thickness is deposited using electron beam evaporation (Intvac Nanochrome I) onto a high quality borosilicate glass slide with 5 nm of chromium as an adhesive layer. The rate of deposition of the gold was set to 0.3 Å/s. High quality azimuthal arrangements of three slot apertures with different transverse parameters were milled using a helium ion microscope (Nanofab Orion, Zeiss) operating at an accelerating voltage of 30 kV and a beam current of 0.1 to 100 pA. A Fibics NPVE pattern generator was used to control the milling parameters such as dose, beam step size and dwell time. Test writing was performed on a 100 nm thick Au film on a borosilicate glass substrate. Initial exposures indicated a dose of 15 nC/cm$^2$ as the optimal initial setting for the ion beam with a 1 µs dwell time and 50% beam overlap. The optimised ion beam current selected for milling was 1.5–2.4 pA, producing the highest quality apertures which typically required approximately 15 minutes of mill time. Slot trimers composed of slots of length $L$ and width $W$ arranged azimuthally in a triangle with a distance from the centre of each slot to the centroid of the configuration of $S$ were fabricated. Scanning electron micrographs of the apertures investigated here are shown in Figure 1 along with a schematic illustrating the relevant parameters.

CL results were obtained using a scanning electron microscope (FEI NOVA Nano SEM 450) fitted with a Delmic SPARC CL system comprising an aluminium parabolic mirror with a moving stage to position the sample at the focus of the mirror [59]. A hole of 600 µm diameter is located in the mirror just above the focal point through which the electron beam passes and is then incident on the sample. A CL signal is emitted as the electron beam of 30 keV interacts with the specimen located at the focal point of the parabolic mirror. The optical CL signal reflected from the parabolic mirror is coupled into a 600 µm core diameter multimode optical fibre via an achromatic mirror. The fibre is connected to a spectrometer (PI Acton SP2300i) for CL spectral analysis. The schematic and details of the experimental CL set up can be found in various papers [60,61]. The background spectrum obtained from an adjacent, unpatterned region of the gold film is subtracted from all data and the result

![Figure 1: Scanning electron micrographs aperture structures with dimensions defined in (a). Fabricated slot trimer structures with (b) $L = 95$ nm, $W = 34$ nm and $S = 60$ nm, and (c) $L = 150$ nm, $W = 40$ and $S = 100$ nm.](image-url)
Results

Two different trimeric ensembles of slot apertures shown in Figure 1b and Figure 1c were investigated. In addition to cavity resonances associated with the aperture, this structure may also possess plasmonic resonances in the approximately triangular region between the apertures. We first consider a trimer consisting of slots with nominal length 100 nm, width 40 nm and with a separation of 60 nm as shown in Figure 1b. In the CL spectra shown in Figure 2a, two maxima are apparent when the electron beam is incident inside the region defined by the slots, but only a single, broad peak can be seen when the electron beam is incident just outside one of the slots.

If we examine the spatial maps of the CL emission in the wavelength ranges (Figure 2b) 550–560 nm and (Figure 2c) 595–605 nm, we see that the strongest signal occurs when the beam is incident just outside the edges of the slots, in contrast to the map centred on 615 nm (Figure 2d) where the strongest emission arises when the beam is centrally incident. Asymmetries apparent in Figure 2 arise from defects introduced during the fabrication process and there is discontinuity in the data resulting from a glitch in the electron beam scan that can be discerned in the concurrent SEM image.

The results from another structure with a length of 150 nm, width 65 nm and separation 100 nm with SEM shown in Figure 1c is shown in Figure 3 with spectra shown in Figure 3a along with spatial maps of emission in bands from 550–560 nm (Figure 3b), 575–585 nm (Figure 3c) and 665–675 nm (Figure 3d). Again, it is apparent that the CL spectrum obtained...
depends on the excitation point and that the emission into different wavelength bands depends on the spatial location. At shorter wavelengths, we see that excitation just outside the slots produces the strongest CL emission, but when electrons are incident in the central region, the peak in emission is red-shifted.

There are clear similarities between the CL responses from the two structures. Both appear to have two peaks in the CL spectrum when the electrons are incident on the centre of the ensemble. In both cases, the shorter wavelength resonance is located around 550 nm and appears to dominate when electrons are incident on position (1), that is, on the outer edge of one of the slots. The longer wavelength peak, however, is more strongly dependent on the geometry and is red-shifted for the larger structure.

Simulations

The finite element method implemented in COMSOL Multiphysics (v 5.3) was used to gain insight into the experimentally obtained CL results shown in Figure 2 and Figure 3. In the model, a vertically oriented electric dipole placed at a height of 30 nm above the surface of the film [62] excites different resonances of the structure, leading to spectral variations in the back-emitted radiation and transmission through the apertures that depend on the transverse location of the dipole. A second order scattering boundary condition is used and no backscattering from the boundary into the modelled region was apparent. The far-field spectrum (which excludes evanescent contributions) radiated into a range of angles corresponding to a numerical aperture of 0.95 above the surface of the film is calculated by integrating $|E|^2$ over the surface of the sphere subtended by this range of angles. Similarly, the far-field transmission through the apertures into a NA 0.95 cone is also calculated.

Results for trimers with slots of length 100 nm and width 40 nm arranged with a separation of 60 nm are shown in Figure 4 corresponding approximately to the structure of Figure 1b with CL results shown in Figure 2. We plot both the back-emitted radiation toward the side of the gold film on which the dipole is located as well as the power transmitted through the aperture. Two distinct peaks in the back-emission spectra can be discerned as is the case with Figure 2a. For a centrally located dipole, the transmission through the aperture has a distinct maximum centred on 690 nm. As the dipole is moved to the outer edge of the ensemble, the transmission through the structure decreases and a broad peak, possibly associated with two resonances, located near 580 nm can be seen. This is consistent with the shorter wavelength maximum seen in the experimentally obtained CL spectrum of Figure 2a. This suggests that the longer wavelength feature in the back-emission is associated with strong coupling to the aperture. Looking at the spatial dependence of the backward emission at wavelengths of 580 nm (Figure 4b), 690 nm (Figure 4c) and 710 nm (Figure 4d), we can see that at the shorter wavelength, the backward emission at 580 nm is strongest when the dipole is centrally located, whereas at 690 nm (corresponding to the peak in the transmission spectrum of Figure 4a), we see strongest backward emission when the dipole is located over the outside edges of the slots. At slightly longer wavelengths (Figure 4d), however, we see a decrease in transmission and the sensitivity of the upward radiated power to position confined to the central region defined by the slots.

![Figure 4: Simulated power radiated by a vertically oriented point dipole located 30 nm above a 100 nm thick gold film with three slots arranged in a triangular arrangement with length 100 nm and width 40 nm and separation of 60 nm. The spectra reflected from (solid curves) and transmitted through (dashed curves) the surface for dipoles located above the centre of the configuration and 5 nm outside the outer edge of one of the slots. The reflected power as a function of transverse dipole position is shown at wavelengths of (b) 580 nm, (c) 690 nm and (d) 710 nm. Scale bar is 100 nm.](image-url)
We can gain further insight by examining the electric field produced inside the cavities on resonance when excited by a centred dipole and the accompanying surface charge on the dielectric–metal or air–dielectric boundary (Figure 5). The white regions observable in the surface charge distributions correspond to the air-filled holes. Figure 5a shows the magnitude of the electric field with the arrows showing the direction of the electric field at a wavelength of 690 nm in a plane just above the lower surface of the gold film.

The dominant lowest order modes of this cavity ensemble consist of nearly degenerate “radial” and “dipole” modes. The dark radial mode has the electric field in each cavity directed radially from the centroid of the ensemble and has zero net dipole moment. The degenerate dipole modes, on the other hand, have orthogonally directed net dipole moments, but, as is the case with the radial mode, the electric field in each slot is directed normal to the long axis of slots, but each slot is not equally excited. An examination of the dispersion relations of a waveguide consisting of these three slots (see Supporting Information File 1) indicates that these radial and dipole modes have an effective “cut-off” at around 600 nm and a zeroth order Fabry–Pérot would be expected at a slightly longer wavelength in an aperture in a metal film with the same geometry. It is apparent from Figure 5a that the mode excited with a centred dipole has radial symmetry. Figure 5b shows that at 690 nm, where there is a maximum in transmission, the electric field penetrates the cavity. This is accompanied by a substantial induced surface charge on the interior walls of the cavity (Figure 5d) and the relative uniformity of the field and surface charge within the cavity as a function of depth (Figure 5b) suggests that this is a zeroth order Fabry–Pérot resonance of a cavity mode. The electric field (not shown) and induced surface charge at a wavelength of 580 nm (Figure 5c) corresponding to the shorter wavelength maximum in the back-emission spectrum are consistent with only weak penetration into the cavity and the resonance being associated with a resonance of surface plasmon polaritons (SPPs) of the approximately triangular region on the surface of the film defined by the apertures. Although a mode with radially symmetry is apparent, it was difficult to identify the dipole mode, even with off centre excitation.

Comparing the results of these simulations with the CL measurements of Figure 2 suggests that the longer wavelength resonance is associated with coupling into the cavity, which is consistent with the observation that the spectral location is dependent on geometry. The shorter wavelength resonance, on the other hand, is only weakly dependent on the aperture geometry and is likely to be more strongly related to the surface geometry defined by the inner edges of the apertures.

The results of simulations of the structure with larger slots (length 150 nm, width 65 nm and separation 100 nm) corresponding approximately to the structure discussed in Figure 1c and the data of Figure 3 are shown in Figure 6. If we look at the emission spectrum (Figure 6a) obtained when the dipole is centrally located above the centre of the ensemble, we again see two distinct peaks in the back-radiated spectrum. Furthermore, two distinct, but close, resonances appear in the transmission spectrum. Moving the dipole to a location sitting above a point close to the inner edge of one of the slots produces both stronger back-radiation and transmission through the apertures. Comparing the spectra to those of the ensemble investigated in Figure 4, we see that the shorter wavelength resonance remains at approximately 600 nm, but the longer wavelength back-emission maximum has red-shifted to around 860 nm. Furthermore, the increased separation of the slots is accompanied by clear evidence for the excitation of a higher order SPP resonance on the gold–air boundary in the region between the slots (Figure 6b) at 600 m with a characteristic modal sensitivity to dipole position. At 790 nm (Figure 6c), corresponding to the longer wavelength maximum in the transmission spectra, we see a spatial dependence of emission with strong enhancement near the edges of the apertures consistent with the excitation of cavity modes. At a wavelength of 860 nm (Figure 6d) we see strong emission.
over the central region suggesting that the excitation of SPPs dominates the emission process.

Examples of the electric field in the vicinity of the trimer when excited with an electric dipole sitting close to the inner edge of one of the slots are shown in Figure 7. The choice of dipole location was informed by the strong transmission through the structure for a dipole at this location as shown in Figure 6a and the fields are plotted at wavelengths of 680 nm and 800 nm, corresponding to peaks in the transmission (rather than the back-emission) spectrum. If we look at the electric field in a plane 5 nm above the bottom surface of the gold film at 680 nm (Figure 7a) and the surface charge (Figure 7c), we see that there is a net electric dipole moment associated with this mode. On the other hand, the electric field in the same plane at 800 nm (Figure 7b) has a radial symmetry indicating that this is the dark radial mode. This suggests that the degeneracy of the dipole and radial modes of the slot structure have been broken due to coupling between the apertures. This is consistent with the dispersion relation for the corresponding waveguide modes (see Supporting Information File 1) indicating a zeroth order Fabry–Pérot resonance for the radial mode at a longer wavelength than for the dipole mode. This effect is, however, too subtle to be seen in the CL measurements.

Discussion

It is apparent that irradiation with an electron beam excites several resonances of these slot aperture structures. Although quantitative agreement between the CL results and simulations looking at radiation by a point electric dipole is weak, it appears that there are two distinct, but potentially coupled, processes occurring. Firstly, the electrons can excite SPPs on the gold–air interface and the regions defined by the boundaries of the apertures will support various resonances that depend on the geometry of that region. Secondly, modes of the cavities can be excited that transport energy through the aperture. The latter depend strongly on the geometry of the aperture configuration. The FEM simulations suggest that both these types of reso-

---

**Figure 6**: Simulated power radiated by a vertically oriented point dipole located 30 nm above a 100 nm thick gold film with three slots arranged in a triangular arrangement with length 150 nm and width 65 nm and separation of 100 nm. The spectra reflected from (solid curves) and transmitted through (dashed curves) the surface for dipoles located above the centre of the configuration and 5 nm outside the inner edge of one of the slots. The reflected power as a function of transverse dipole position is shown at wavelengths of (b) 600 nm, (c) 790 nm and (d) 860 nm. Scale bar is 100 nm.

**Figure 7**: Electric field inside a trimer of rectangular slots of length 150 nm and width 65 nm separated by a distance of 100 nm in a gold film of thickness 100 nm excited by an electric dipole located 30 nm above a point on the film 5 nm inside the inner edge of the lower slot. The magnitude of the electric field (direction shown with arrows) in a plane a distance of 5 nm above the lower surface of the gold film at wavelengths of (a) 680 nm and (b) 800 nm. The (instantaneous) surface charge densities on the metal–dielectric boundary at wavelengths of (c) 600 nm and (d) 800 nm are also shown.
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