CALABI-YAU STRUCTURES ON TOPOLOGICAL FUKAYA CATEGORIES

VIVEK SHENDE AND ALEX TAKEDA

ABSTRACT. We develop a local-to-global formalism for constructing Calabi-Yau structures for
global sections of constructible sheaves or cosheaves of dg categories. The required data — a mor-
phism between the sheafified Hochschild homology with the topological dualizing sheaf, satisfying
a nondegeneracy condition — specializes to the classical notion of orientation when applied to the
category of local systems on a manifold. We apply this construction to the cosheaves on arboreal
skeleta arising in the microlocal approach to the A-model.
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A compact complex manifold with trivial canonical bundle is said to be Calabi-Yau. On such a manifold, Serre duality takes the simple form $\text{Hom}(E, F) \cong \text{Hom}(F, E)^\vee$. This is a categorical analogue of a nondegenerate trace on an algebra, and there is an associated notion of Calabi-Yau category, generalizing the notion of Frobenius algebra.

Such categories are precisely the categories of boundary conditions in two dimensional topological field theories, from which these theories may be reconstructed [19, 66]. In particular, much of the relationship between the topological A-model and B-model is captured by an equivalence between the Fukaya category of Lagrangians on a symplectic manifold, and the derived category of coherent sheaves on the mirror algebraic variety, these being the categories of boundary conditions of open strings in the respective theories [57]. Moreover, other invariants associated to these theories should in principle be computable from the Calabi-Yau categories, in particular the partition function, i.e. Gromov-Witten type invariants [18], and also BPS counts, i.e. Donaldson-Thomas type invariants [60, 58]. Related considerations show that moduli of objects in CY categories carry shifted symplectic structures and admit quantizations [81, 14, 11].

Our purpose here is to establish a local-to-global formalism for constructing certain Calabi-Yau categories which arise in the topological A-model. That such a local-to-global procedure should exist is strongly suggested by the fact that, on the one hand, certain Fukaya categories should carry Calabi-Yau structures, and on the other, they are known to be equivalent to categories of microlocal sheaves in certain exact situations [77, 72, 35, 37, 87, 76, 36]. This equivalence underlies one approach to homological mirror symmetry [29, 75, 73, 61, 33]. If one wants to e.g. use the ideas of [18] to extract enumerative mirror symmetry from this microlocal sheaf description, it will be necessary to construct Calabi-Yau structures in the microlocal sheaf setting, prove a comparison with [34], and and show that the aforementioned mirror symmetry results respect Calabi-Yau structures. Here we take the first step.

A second motivation is that moduli of microlocal sheaves naturally describe many spaces of interest, for instance: moduli spaces of (possibly irregular) local systems, positroid varieties, multiplicative Nakajima varieties, the A-polynomial of a knot, etc. Many of these spaces are known...
or expected to carry symplectic structures and quantizations; in light of [81, 14, 11], our work provides a uniform construction of these structures.

The setting for our local-to-global formalism is:

**Definition 1.1.** A *constructibly cosheaved in categories (ccc) space* is a pair \((X, \mathcal{F})\) where \(X\) is a topological space and \(\mathcal{F}\) is a cosheaf on \(X\) valued in the \(\infty\)-category of small dg categories, constructible with respect to some finite stratification of \(X\). We define analogously the notion of *constructibly sheaved in categories (csc) space* \((X, \mathcal{F})\).

Given a ccc or csc space as above, we say that a map \(X \to Y\) or \(Y \to X\) is *constructible* if it is stratifiable by a locally finite stratification with respect to which the (co)sheaf is constructible. In particular we say \(U \subset X\) is *constructible* if it is a union of strata for some finite stratification of \(X\) with respect to which \(\mathcal{F}\) is constructible.

**Example.** Let \(M\) be a manifold and \(k\) a field. Let \(\text{Loc}(M)\) be the category of (unbounded, possibly infinite rank) local systems of complexes of \(k\)-vector spaces on \(M\). Then \(U \mapsto \text{Loc}(U)\), together with the evident restriction maps, determines a sheaf \(\mathcal{L}\text{oc}\) on \(M\) valued in the category of presentable dg categories with limit-preserving morphisms. To get a csc space, let \(\text{Loc}^b(U) \subset \text{Loc}(U)\) be the full subcategory of local systems of perfect \(k\)-modules, and \(\mathcal{L}\text{oc}^b \subset \mathcal{L}\text{oc}\) the corresponding full subsheaf. Then \((M, \mathcal{L}\text{oc}^b)\) is a csc space.

Taking adjoints gives a cosheaf, also denoted \(\mathcal{L}\text{oc}\), on \(M\), valued in the category of presentable dg categories with colimit-preserving morphisms. Let \(\mathcal{L}\text{oc}^c(U) \subset \mathcal{L}\text{oc}(U)\) be the full subcategory of compact objects, and \(\mathcal{L}\text{oc}^c \subset \mathcal{L}\text{oc}\) the corresponding full subsheaf. Then \((M, \mathcal{L}\text{oc}^c)\) is a ccc space. The cospecialization maps of the cosheaf \(\mathcal{L}\text{oc}^c\) are nontrivial to describe, being the analogue in sheaf theory of wrapping in the Fukaya category [75, 36].

**Example.** Let us consider the example above with \(M = S^1\), which is Example 3.19 in [75]. Taking global sections, we get \(\text{Loc}(S^1) = \text{Mod}(k[t, t^{-1}])\), that is, the (large) category of unbounded complexes of modules over the associative algebra \(k[t, t^{-1}]\), and its subcategory of compact objects is \(\text{Loc}^c(S^1) = \text{Perf}(k[t, t^{-1}])\), that is, complexes that are *perfect as \(k[t, t^{-1}]\)-modules*. On the other hand, the objects of \(\text{Loc}^b(S^1)\) are the complexes of \(k[t, t^{-1}]\)-modules that have finite global rank, that is, are perfect as \(k\)-modules.

We can describe these categories in another way, “on the other side of mirror symmetry”. There are canonical equivalences \(\text{Loc}^c(S^1) = \text{Coh}(\mathbb{G}_m)\), (a dg enhancement of) the derived category of \(\text{Spec} k[\mathbb{Z}]\), and \(\text{Loc}^b(S^1) = \text{Coh}_{\text{prop}}(\mathbb{G}_m)\), which can be identified with its subcategory of objects that have proper support; these objects are all direct sums of skyscraper sheaves, whose supports correspond to the eigenvalues of the monodromy around \(S^1\).

Note that, though the co/sheaf of large categories \(\mathcal{L}\text{oc}\) has the same information when seen either as a cosheaf or as a sheaf (by taking right adjoints), the global sections of the sheaf \(\mathcal{L}\text{oc}^b\) of small categories has strictly less information; in this example, it sees only finite collections of points of the space \(\mathbb{G}_m\).

Microlocal sheaf theory provides the structure of a csc [52] and ccc [75] space to any (singular) subanalytic Legendrian in a cosphere bundle, \(X \subset S^*M\). More generally, one can do with only the germ of an embedding into some contact manifold, plus some topological ‘Maslov’ data [87, 76]. We briefly recall this in Section 7.

For Legendrians \(X\) with a certain prescribed set of ‘arboreal’ singularities, Nadler showed in [71] that the local categories can be described combinatorially; in Section 5 we turn this into a
definition to give a construction of some CSC and CCC spaces which should be intelligible to a reader innocent of microlocal sheaf theory and symplectic geometry.

1.1. Orientations on CSC spaces. Let \((X, \mathcal{F})\) be a CSC space. Hochschild homology is functorial, so \(U \mapsto \text{HH}(\mathcal{F}(U))\) determines a presheaf. We understand this presheaf as taking values in the dg category of chain complexes localized along quasi-isomorphisms.\(^1\) The presheaf \(U \mapsto \text{HH}(\mathcal{F}(U))\) is not generally a sheaf.\(^2\) We form the sheafification \(\mathcal{H}\mathcal{H}(\mathcal{F})\) of this presheaf; the resulting sheaf carries a \(S^1\) action inherited from the local \(S^1\) actions.

Example. \(\text{HH}(\mathcal{L}oc^b(U))\) can be identified with \(k\)-valued cochains on the free loop space of \(U\). Meanwhile, \(\mathcal{H}\mathcal{H}(\mathcal{L}oc^b)\) is the constant sheaf with stalk \(k\), and the \(S^1\) action is trivial.

Hochschild homology gives an universal pairing on Hom spaces: given any dg category \(\mathcal{C}\) and objects \(x, y\), there is a map

\[
\mathcal{C}(y, x) \otimes \mathcal{C}(x, y) \rightarrow \text{HH}(\mathcal{C}).
\]

It will be convenient for us to have an explicit description for this map. For that, we pick an appropriate representative for \(\text{HH}(\mathcal{C}) = \mathcal{C}_\Delta \otimes_{\mathcal{C}_e} \mathcal{C}_\Delta\), by using ‘bar complexes’. We choose a set of objects \(S\) of \(\mathcal{C}\) meeting every isomorphism class, and define the following object of \(\text{Vect}\) for every \(m, n\).

\[
\text{HH}(\mathcal{C})_{(m, n)} = \bigoplus_{x, y \in S} \mathcal{C}(y_n, x_0) \otimes \mathcal{C}(x_0, x_1)[1] \otimes \cdots \otimes \mathcal{C}(x_m, y_0) \otimes \cdots \otimes \mathcal{C}(y_n, x_0)[1]
\]

We can then put the usual differential on \(\text{HH}(\mathcal{C}, M) = \bigoplus_{m,n} \text{HH}(\mathcal{C}, M)_{m,n}\), combining the internal differential of the Hom spaces and the composition maps of \(\mathcal{C}\); this complex then computes the Hochschild homology of \(\mathcal{C}\). For any pair of objects \(x, y\) in \(S\), the pairing map is given by mapping into the \((m, n) = (0, 0)\) summand with \(y_0 = y, x_0 = x\).

By definition, a proper Calabi-Yau structure is a map \(\text{HH}(\mathcal{C})_{S^1} \rightarrow k[-d]\) such that the composition

\[
\mathcal{C}(x, y) \otimes \mathcal{C}(y, x) \rightarrow \text{HH}(\mathcal{C}) \rightarrow \text{HH}(\mathcal{C})_{S^1} \rightarrow k[-d]
\]

is a perfect pairing for every \(x, y\). Note the existence of such a structure implies that \(\mathcal{C}(x, y)\) is perfect, i.e. \(\mathcal{C}\) is proper.

Now consider a CSC space \((X, \mathcal{F})\). We recall that Hom in a sheaf of categories is itself computed by a sheaf. That is, for any open \(U \subset X\) and any \(x, y \in \mathcal{F}(U)\), the functor

\[
V \mapsto \text{Hom}_{\mathcal{F}(V)}(x|_V, y|_V)
\]

defines a sheaf on \(U\), which we denote by \(\mathcal{F}|^x_y\). We define an analog of the expression for \(\text{HH}(\mathcal{C})\) by picking spanning object sets for each open and using the Hom sheaves instead of the Hom spaces (Definition 3.1). This gives an explicit representative for the Hochschild homology presheaf \(\text{HH}(\mathcal{F})\), and for any \(U\) and objects \(x, y\) in the chosen object set of \(\mathcal{F}(U)\), we have a pairing map

\[
\mathcal{F}|^y_x \otimes \mathcal{F}|^x_y \rightarrow \text{HH}(\mathcal{F}).
\]

\(^1\)For consistency with using [64, 63] as our foundations, we officially view ‘dg’ as meaning ‘\(k\)-linear stable \(\infty\)’.
\(^2\)Such a presheaf should be a sheaf if it “carries covers to limits”, which in the homological sense at hand means that the natural map from a Čech complex valued in the presheaf to its global sections should be an isomorphism. For instance the constant sheaf with stalk \(k\) on the topological space \(X\) must have as its global sections a complex computing \(H^*(X, k)\).
\(^3\)Another way of phrasing this definition is as the realization of a simplicial object in \(\text{Vect}\), as in [49, Sec.4.5]
We introduce the following local notion of proper Calabi-Yau structure:

**Definition 1.2.** Let \((X, \mathcal{F})\) be a CSC space. An orientation of dimension \(d\) on \((X, \mathcal{F})\) is a map of sheaves of complexes \(\Omega : \mathcal{H}H(\mathcal{F})_{S^1} \to \mathcal{O}_X[-d]\) such that for any pair \(x, y \in \mathcal{F}(X)\), the morphism

\[
\mathcal{F}|_x^y \to \mathcal{H}om(\mathcal{F}|_x^y, \mathcal{O}_X)[-d],
\]

adjoint to the trace pairing induced by \(\Omega : \mathcal{H}H(\mathcal{F}) \to \mathcal{H}H(\mathcal{F})_{S^1} \to \mathcal{O}_X[-d]\), is a quasi-isomorphism of sheaves.

If such an \(\Omega\) exists we will say that it orients \((X, \mathcal{F})\), and that this CSC space is orientable. One important feature of this definition is that, since it amounts to checking a quasi-isomorphism of sheaves, it satisfies a locality property (Proposition 3.6). In other words, it is enough to check that the restrictions define an orientation on each open in a cover of \(X\).

**Example.** We have \(\mathcal{H}H(\mathcal{L}oc^b) = k_M\), with trivial \(S^1\)-action. If \(M\) is a manifold, an orientation of dimension \(\dim(M)\) of \((M, \mathcal{L}oc^b)\) is thus a choice of isomorphism \(k_M \simeq \omega_M[-\dim M]\), i.e., an orientation of \(M\) in the sense of classical topology.

**Example.** (Prop 3.7) A CSC space \((\text{point}, \mathcal{F})\) over the point amounts to just a single dg category \(\mathcal{F}(\text{point})\). An orientation of \((\text{point}, \mathcal{F})\) in the sense of Definition 1.2 is just a proper (aka right) Calabi-Yau structure on \(\mathcal{F}(\text{point})\).

**Example.** (Prop 3.8) Consider a CSC space \(((0, 1), \mathcal{F})\), where \(\mathcal{F}\) is constructible with respect to the stratification of the half-open interval \([0, 1) = \{0\} \cup (0, 1)\). Then an orientation on \(((0, 1), \mathcal{F})\) is equivalent to a proper (aka right) relative Calabi-Yau structure on the morphism \(\mathcal{F}((0, 1)) \to \mathcal{F}((0, 1))\) in the sense of Definition 1.2.

Given a continuous map \(f : X \to Y\) we may pushforward sheaves of dg categories by the usual formula \(f_* \mathcal{F}(U) = \mathcal{F}(f^{-1}(U))\). There are natural morphisms of sheaves \(\mathcal{H}H(f_* \mathcal{F}) \to f_* \mathcal{H}H(\mathcal{F})\) and \(\mathcal{H}H(f_* \mathcal{F})_{S^1} \to f_* \mathcal{H}H(\mathcal{F})_{S^1}\). Note that by the definition of Verdier dualizing complex, there is a map \(f_!* \omega_X = f_! f^* \omega_Y \to \omega_Y\). Thus if \(f\) is proper (so \(f_* = f_!\)), an orientation \(\Omega\) on \(X\) determines the composition

\[
\mathcal{H}H(f_* \mathcal{F})_{S^1} \to f_* \mathcal{H}H(\mathcal{F})_{S^1} \xrightarrow{\Omega} f_* \omega_X \to \omega_Y,
\]

which we denote as \(f_* \Omega\).

**Theorem 1.3.** (Theorem 3.9) Let \((X, \mathcal{F})\) be a CSC space, and \(f : X \to Y\) be proper and constructible. If \(\Omega\) orients \((X, \mathcal{F})\), then \(f_* \Omega\) orients \((Y, f_* \mathcal{F})\).

**Corollary 1.4.** If \((X, \mathcal{F})\) is a CSC space and \(X\) is compact, then an orientation of \((X, \mathcal{F})\) induces a proper Calabi-Yau structure on \(\mathcal{F}(X)\).

**Corollary 1.5.** Suppose \(X = X_0 \cup_{\partial X_0} (\partial X_0 \times [0, 1))\) where \(X_0\) is compact. Suppose \((X, \mathcal{F})\) is a CSC space and \(\mathcal{F}\) is stratifiable with respect to some stratification which, on \(\partial X_0 \times [0, 1)\), is the product of a stratification on \(\partial X_0\) and the stratification \([0, 1) = \{0\} \cup (0, 1)\). Then an orientation of \((X, \mathcal{F})\) induces a proper (aka right) Calabi-Yau structure on the map \(\mathcal{F}(X) \to \mathcal{F}(\partial X_0 \times (0, 1))\).

**Proof.** Push forward along the map \(X \to [0, 1)\) carrying \(X_0 \to 0\) and \(\partial X_0 \times [0, 1) \to [0, 1)\).  □
1.2. Orientations on CCC spaces. Let \((X, \mathcal{F})\) be a CCC space. Dually to the notion of orientation on CSC space, the data of an orientation will be a map of cosheaves \(\Omega : \omega_X^\vee \to \mathcal{HH}(\mathcal{F})^{S^1}[-d]\) from the linear dual of the dualizing sheaf to the cosheafification of the negative cyclic homology precosheaf. However, it will be more difficult to phrase the nondegeneracy condition, because we do not know a useful local analogue of the evaluated-at-objects Hom sheaf from the linear dual of the dualizing sheaf to the cosheafification of the negative cyclic homology.

Our formulation will use Lurie’s covariant Verdier duality, which makes sense for (co)sheaves valued in any stable \(\infty\)-category \(\mathcal{A}\). Given a locally compact Hausdorff space \(X\), the covariant Verdier duality functor is a certain map \(\mathbb{D}_X : \text{PreCosh}(X, \mathcal{A}) \to \text{PreSh}(X, \mathcal{A})\), which restricts to an equivalence \(\text{Cosh}(X, \mathcal{A}) \xrightarrow{\sim} \text{Sh}(X, \mathcal{A})\). When \(\mathcal{A} = \text{Perf}^{op}\), the classical (contravariant) Verdier duality functor is equivalent to \((\mathbb{D}_X)^{op}\) followed by linear duality \((-)^\vee\) over \(k\). Therefore we can use the covariant Verdier duality functor to give a different definition of (the dual of) the strictly homotopy invariant cyclic homology. Defining \(\varpi_X = \mathbb{D}_X(k_X)\), for \(X\) locally finitely-stratifiable we have \(\varpi_X = (\omega_X^\vee)\).

The covariant Verdier duality functor \(\mathbb{D}_X\) is defined as the composition of two equivalences
\[
\text{Cosh}(X, \mathcal{A}) \xrightarrow{\sim}_{\text{D}_X} \text{Sh}(X, \mathcal{A}) \xrightarrow{\supset} \text{Sh}(X, \mathcal{A})
\]
where the intermediate term is the category of \(\mathcal{K}\)-sheaves; these are presheaves on the poset \(\mathcal{K}(X)\) of compact subsets of \(X\) satisfying certain conditions, which we recall in Definition 4.1.

We will construct, explicitly via bar complexes, two \(\mathcal{K}\)-sheaves of \(\mathcal{F}(X)\)-bimodules; we have the bimodule dual diagonal \(\mathcal{K}\)-sheaf \(\varphi \Delta^1_X \mathcal{F}\) (Definition 4.18) and the Verdier dual diagonal \(\mathcal{K}\)-sheaf \(D\Delta^1_X \mathcal{F}\) (Definition 4.15). These organize dualized diagonal bimodules in the following way. For any \(K \in \mathcal{K}(X)\), we have quasi-isomorphisms of bimodules
\[
\varphi \Delta^1_X \mathcal{F}(K) \simeq \text{colim}(I; \mathcal{F}(U))_\Delta^\triangledown, \quad \varphi D\Delta^1_X \mathcal{F}(K) \simeq \text{cofib}(I; \mathcal{F}(X \setminus K)_\Delta \to \mathcal{F}(X)_\Delta)
\]
where \(I; \mathcal{F}(U)_\Delta\) is the diagonal bimodule of \(\mathcal{F}(U)\) pushed along the corestriction map, and \((-)^\triangledown\) is bimodule duality.

We show that a map \(\Theta : \varpi_X \to \mathcal{HH}(\mathcal{F})^{S^1}\) determines a morphism of \(\mathcal{K}\)-sheaves of bimodules \(\varphi \Delta^1_X \mathcal{F} \to \varphi D\Delta^1_X \mathcal{F}\), by using the map from Definition 4.22.

Definition 1.6. Let \((X, \mathcal{F})\) be a CCC space. An orientation of dimension \(d\) on \((X, \mathcal{F})\) is a map of cosheaves of complexes \(\Theta : \varpi_X \to \mathcal{HH}(\mathcal{F})^{S^1}[-d]\) if the induced map \(\varphi \Delta^1_X \mathcal{F} \to \varphi D\Delta^1_X \mathcal{F}[-d]\) is a quasi-isomorphism of sheaves of \(\mathcal{F}(X)\)-bimodules.

In fact, it is enough to check the nondegeneracy condition on restrictions \(\Theta|_U\) for any collection of \(U\) which cover \(X\), e.g. the stars of all strata (Proposition 4.25).

Example. We have \(\mathcal{HH}(\text{Loc}^c) = k_M\), the constant cosheaf with the trivial \(S^1\)-action. By contrast \(\text{HH}(\text{Loc}^c(U))\) is chains on the free loop space of \(U\). If \(M\) is a manifold, an orientation of \((M, \text{Loc}^c)\) is an orientation of \(M\). This is nontrivial to check directly, but we will shortly give an argument reducing it to the case of \((M, \text{Loc}^b)\).

Example. (Prop. 4.26) A CCC space \((\text{point}, \mathcal{F})\) amounts to just a single category \(\mathcal{F}(\text{point})\). An orientation on \((\text{point}, \mathcal{F})\) is just a smooth (aka left) Calabi-Yau structure on \(\mathcal{F}(\text{point})\) in the usual sense.

Example. (Prop. 4.27) Consider a CCC space \(((0,1), \mathcal{F})\), where \(\mathcal{F}\) is constructible for \([0,1] = \{0\} \cup (0,1)\). Then an orientation of \(((0,1), \mathcal{F})\) is equivalent to a smooth (aka left) Calabi-Yau structure on the morphism \(\mathcal{F}((0,1)) \to \mathcal{F}((0,1))\) in the sense of [11].
Given a continuous map \( f : X \to Y \) we may pushforward cosheaves of dg categories by the usual formula \( f_* \mathcal{F}(U) = \mathcal{F}(f^{-1}(U)) \). There are natural morphisms of precosheaves \( f_* \mathcal{H}(\mathcal{F}) \to \mathcal{H}(f_* \mathcal{F}) \) and \( f_* \mathcal{H}(\mathcal{F})^{S1} \to \mathcal{H}(f_* \mathcal{F})^{S1} \). Thus if \( f \) is proper (so \( f_* = f_! \)), an orientation of \((X, \mathcal{F})\) determines the composition
\[
\varpi_Y \to f_* \varpi_X \xrightarrow{\Theta} f_* \mathcal{H}(\mathcal{F})^{S1} \to \mathcal{H}(f_* \mathcal{F})^{S1},
\]
which we denote as \( f_* \Theta \).

**Theorem 1.7.** (Theorem 4.28) Let \((X, \mathcal{F})\) be a ccc space, and \( f : X \to Y \) be proper and constructible. If \( \Theta \) orients \((X, \mathcal{F})\), then \( f_* \Theta \) orients \((Y, f_* \mathcal{F})\).

**Corollary 1.8.** If \((X, \mathcal{F})\) is a ccc space and \( X \) is compact, then an orientation of \((X, \mathcal{F})\) induces a smooth Calabi-Yau structure on the dg category \( \mathcal{F}(X) \).

**Corollary 1.9.** Suppose \( X = X_0 \cup_{\partial X_0} (\partial X_0 \times [0, 1]) \) where \( X_0 \) is compact. Suppose \((X, \mathcal{F})\) is a ccc space and \( \mathcal{F} \) is stratifiable with respect to some stratification which, on \( \partial X_0 \times [0, 1] \), is the product of a stratification on \( \partial X_0 \) and the stratification \( [0, 1) = \{0\} \cup (0, 1) \).

Then an orientation of \((X, \mathcal{F})\) gives a smooth (aka left) Calabi-Yau structure on the map \( \mathcal{F}(X) \to \mathcal{F}(\partial X_0 \times (0, 1)) \).

**Example.** Suppose \([0, 1], \mathcal{F}\) is a ccc space and \( \mathcal{F} \) is constructible for \([0, 1] = \{0\} \cup (0, 1) \cup \{1\} \). This is equivalent to the data of smooth Calabi-Yau structures on the morphisms \( \mathcal{F}([0, 1]) \leftarrow \mathcal{F}((0, 1)) \to \mathcal{F}((0, 1)) \) in the sense of [11]. Applying Corollary 1.8, we find a smooth Calabi-Yau structure on the pushout, recovering one main result of [11].

1.3. **Duality of orientations.** For csc spaces, the nondegeneracy property of a putative orientation was formulated locally in terms of Hom sheaves, and in practice is relatively easy to check (we will do so in examples). However, it is not so easy to verify, directly from the definition, the non-degeneracy property of a putative orientation on a ccc space, because of the appearance of duals of diagonal bimodules, etc. Here we give a method to bypass this issue in favorable situations.

For a given dg category \( \mathcal{C} \), we write \( \mathcal{C}^{pp} = \text{Hom}(\mathcal{C}, \text{Perf}(k)) \) for its pseudoperfect modules. If \( \mathcal{C} \) is smooth, then \( \mathcal{C}^{pp} \) is proper, and it follows from Theorem 3.1 of [11] that a smooth Calabi-Yau structure on \( \mathcal{C} \) determines a proper Calabi-Yau structure on \( \mathcal{C}^{pp} \).

If \((X, \mathcal{F})\) is a ccc space, then \((X, \mathcal{F}^{pp})\) is a csc space. We have the following analogue of that result of [11]:

**Proposition 1.10.** (Prop. 4.34) An orientation on a ccc space \((X, \mathcal{F})\) induces an orientation on the csc space \((X, \mathcal{F}^{pp})\).

In general, one cannot recover smooth Calabi-Yau structures on \( \mathcal{C} \) from proper Calabi-Yau structures on \( \mathcal{C}^{pp} \). However, it is possible to do so if \( \mathcal{C} \) is saturated, that is, smooth and proper; then, these two sets of structures are in bijection.

Similarly, one can not generally recover \( \mathcal{F}(X) \) from \( \mathcal{F}(X)^{pp} \). However, if \( \mathcal{F} \) is locally saturated, i.e. has smooth and proper stalks, then one can recover \( \mathcal{F} \) from \( \mathcal{F}^{pp} \), and we will show the following result. Let us pick a finite cover \( X = \bigcup_i U_i \) such that \( \mathcal{F}(U_i) \) is saturated, in other words, by small enough \( U_i \) (for example, the cover by stars of strata).

**Theorem 1.11.** (Theorem 4.36) If \((X, \mathcal{F})\) is a locally saturated ccc space, then a morphism \( \Theta : \varpi_X \to \mathcal{H}(\mathcal{F})^{S1}[-d] \) orients each \( (U_i, \mathcal{F}|_{U_i}) \) if and only if the dual morphism \( \mathcal{H}(\mathcal{F}^{pp})^{S1} \to \omega_X[-d] \) orients \((X, \mathcal{F}^{pp}|_{U_i})\). If that is the case, then \( \Theta \) is an orientation on \((X, \mathcal{F})\).
Example. The stalk of $\text{Loc}^c$ at any point is $\text{Perf}(k)$, so in particular it is smooth and proper. If the base space $M$ is a manifold, then a choice of orientation gives an orientation of the sheaf $\text{Loc}^b$, and by the result above, an orientation of the cosheaf $\text{Loc}^c$. Applying Theorem 1.7 gives a smooth Calabi-Yau structure on $\text{Loc}^c(M)$, recovering another main result of [11].

Note however that one cannot obtain this result by instead applying the easier Theorem 1.3 to $(M, \text{Loc}^b)$ and then attempting to dualize, in particular because one cannot recover $\text{Loc}^c(M)$ from $\text{Loc}^b(M)$, already for $M = S^1$.

1.4. Applications. We turn to constructions of CCC spaces and orientations. In Section 5, we elaborate a construction, originally due to David Nadler [71], which takes as input a rooted tree $\bar{T}$ with some marked leaves, and outputs a CCC space $(\mathbb{T}, \mathcal{A})$. The stalks of $\mathcal{A}$ are themselves representation categories of quivers which are ‘subquotients’ of $T$; in particular, the stalks are smooth and proper. We show:

Theorem 1.12. (Theorem 6.7) Let $\bar{T}$ be a rooted tree with marked leaves. The canonical $S^1$-action on $\mathcal{H}(\mathcal{A})$ is trivial, and there is an isomorphism, unique up to homotopy and multiplication by a scalar, $\mathcal{H}(\mathcal{A}^{pp}) \cong \omega_T[−\dim \mathbb{T}]$, giving an orientation on the CCC space $(\mathbb{T}, \mathcal{A})$.

We define an arboreal space to be a CCC space locally modeled on $(\mathbb{T}, \mathcal{A})$ for varying $T$. For such a space $(X, \mathcal{F})$, the obstruction to its global orientability is the nontriviality of the rank one local system $\mathcal{H}(\mathcal{F}^{pp}), \omega_X[−\dim X]$; this is classified by the corresponding element of $H^1(X, k^1)$. We will show that this is in fact an element of $H^1(X, \pm 1)$, which we term the first Stiefel-Whitney class of the locally arboreal space $(X, \mathcal{F})$. When $X$ is smooth, it is the usual first Stiefel-Whitney class.

More generally, microlocal sheaf theory provides a general construction of CSC and CCC spaces from subanalytic Legendrian varieties (carrying certain topological ‘Maslov data’) [52, 75, 87, 76]. We recall the setup in Section 7, and remind the reader that microsheaves can be used to compute Fukaya categories of Weinstein manifolds [36]. The arboreal spaces were originally introduced to give ‘resolutions’ of these more general singular Legendrians compatible with the CCC structure [74]. Using this technology and our Theorems 1.7 and 1.12, we deduce:

Theorem 1.13. (Theorem 7.5) If $M$ is orientable, then for any subanalytic Legendrian $\Lambda \subset S^*M$ (or conic Lagrangian $\Lambda \subset T^*M$), the CCC space $(\Lambda, \mu \text{Sh}^c_\tau)$ is orientable.

More generally, for any germ of Legendrian $\Lambda$ and any Maslov datum $\tau$, if $w_1(\Lambda, \tau)$ vanishes, then $(\Lambda, \mu \text{Sh}^c_{\Lambda, \tau})$ is orientable.

We also give a more hands-on construction of orientations in the case when $M$ is orientable, and $\Lambda \subset T^*M$ is the union of the zero section and the cone over a Legendrian with immersed front projection. Already this simple case is enough to give rise to many moduli spaces of interest in geometry, e.g. spaces appearing in group-valued Hamiltonian reduction, tame and wild character varieties and the augmentation variety of knot contact homology; we survey these in Section 8. Our results, together with the general work on Calabi-Yau categories and shifted symplectic structures [81, 14, 12], give uniform constructions of the symplectic structures and quantizations of these spaces.
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2. Review

This section is a review of definitions and previously known results.

2.1. Categorical setting. We are primarily interested in \( \mathbb{Z} \)-graded dg (differential graded) categories over some fixed field \( k \). One can find foundational accounts specific to dg categories in e.g. [55, 56, 23, 101, 102, 6]. That being said, the starting point for our formalism are (co)sheaves of such dg categories, understood in an \( \infty \)-categorical sense. In order to organize all the coherence information, we need to work in an appropriate \( \infty \)-categorical setting; we chose to work in the \( \infty \)-category of \( k \)-linear stable \( \infty \)-categories. In fact, the formalism we develop applies more generally to stable \( \infty \)-categories tensored over \( E \), where \( E \) is a rigid stable small symmetric monoidal \( \infty \)-category [49]. We have the following \( \infty \)-categories.

- \( \text{Cat}_{\text{perf}}(E) = \text{Mod}_E(\text{Cat}_{\text{perf}}) \), an \( \infty \)-category whose objects are small stable idempotent-complete \( \infty \)-categories that are tensored over \( E \), with \( E \)-linear exact functors as morphisms,
- \( \text{Pr}^L(E) = \text{Mod}_E(\text{Pr}^L_{\text{St}}) \), an \( \infty \)-category whose objects are stable presentable \( \infty \)-categories that are tensored over \( E \), with \( E \)-linear exact functors as morphisms,
- \( \text{Cat}^\text{Mor}(E) \), a full subcategory of \( \text{Pr}^L(E) \) on the essential image of the embedding \( \text{Ind} : \text{Cat}_{\text{perf}}(E) \to \text{Pr}^L(E) \). This is an \( \infty \)-category whose objects can be identified with the objects as \( \text{Cat}_{\text{perf}}(E) \), but whose morphisms from \( A \to B \) are given by bimodules, that is, \( E \)-bilinear functors \( A^{\text{op}} \times B \to \text{Ind}(E) \).

Our formalism applies to any choice of \( E \) but, since our main interest is in cases where \( E = \text{Perf}_k \), we will state the results for that choice. We will use the following shorthand notation:

- \( \text{dgcat} \) for the \( \infty \)-category \( \text{Cat}_{\text{perf}}(\text{Perf}_k) \),
- \( \text{DGCat} \) for the \( \infty \)-category \( \text{Cat}^\text{Mor}(\text{Perf}_k) \).

These two categories have the same objects; we will refer to an object of either as a “dg category”.

For the places where we need to construct explicit objects of these categories, namely, the construction of the arboreal spaces in Section 5 and the examples in Section 8, we are implicitly using the ‘Morita model structure’ to present the \( \infty \)-category \( \text{dgcat} \). This is a model structure where one localizes with respect to Morita equivalences; see [16] for more details. Also, since all our functors are derived by default, from now on we will simply write ‘isomorphism’ for what usually is elsewhere called ‘quasi-isomorphism’.

2.1.1. Dualizability of dg categories. Recall that an object \( X \in \mathcal{C} \) is dualizable in a symmetric monoidal category \( \mathcal{C} \) if there is another object \( X^\vee \) and evaluation/coevaluation maps \( \text{ev}_X : X^\vee \otimes X \to 1_\mathcal{C} \) and \( \text{coev}_X : 1_\mathcal{C} \to X \otimes X^\vee \), where \( 1_\mathcal{C} \) denotes the monoidal unit, such that the compositions

\[
X \xrightarrow{\text{coev}_X \otimes \text{id}_X} X \otimes X^\vee \otimes X \xrightarrow{\text{id}_X \otimes \text{ev}_X} X
\]

\[
X^\vee \xrightarrow{\text{id}_{X^\vee} \otimes \text{coev}_X} X^\vee \otimes X \otimes X^\vee \xrightarrow{\text{ev}_X \otimes \text{id}_{X^\vee}} X
\]

are equivalent to the identity functors on \( X \) and \( X^\vee \). We now recall the classification of dualizable objects and morphisms in categories of dg categories, see e.g. [49, Prop. 4.23].
Proposition 2.1. Every object of \( A \in \text{DGCat} \) is dualizable, with the dual \( A^\vee = \text{Ind}((A^c)^{op}) \). The morphisms of \( \text{DGCat} \) that are left adjoints are exactly the morphisms in the image of ind-completion \( \text{Ind} : \text{dgcat} \to \text{DGCat} \).

The statement regarding morphisms is equivalent to the statement that admitting a continuous right adjoint is equivalent to preserving compact objects.

Dualizability is more complicated in the category \( \text{dgcat} \) of small dg categories. A small dg category \( A \) is said to be smooth if it is perfect as an \( A \)-bimodule. More precisely, the Yoneda embedding \( A \hookrightarrow \text{Ind}(A) \) corresponds to a bimodule \( A_\Delta \in \text{Ind}(A^{op} \otimes_k A) \), and \( A \) is smooth if \( A_\Delta \) is compact. The category \( A \) is said to be proper if for any two objects \( a, a' \) the mapping object \( \text{Hom}_A(a, a') \in \text{Vect} \) is compact, i.e., is in \( \text{Perf} \). We will also call the category saturated if it is both smooth and proper.

Let us rephrase these definitions of smooth and proper. Consider the category \( \text{Ind}(A) \) as an object of \( \text{DGCat} \). There are co/evaluation morphisms

\[
\text{ev}_{\text{Ind}(A)} : \text{Ind}(A^{op}) \otimes \text{Ind}(A) \to \text{Vect}
\]

\[
\text{coev}_{\text{Ind}(A)} : \text{Vect} \to \text{Ind}(A) \otimes \text{Ind}(A^{op}),
\]

satisfying the usual relations. Then \( A \) is smooth if and only \( \text{coev}_{\text{Ind}(A)} \) preserves compact objects, and proper if and only if \( \text{ev}_{\text{Ind}(A)} \) preserves compact objects. From this, one concludes:

Proposition 2.2 ([49, Lemma 4.14]). A category \( A \in \text{dgcat} \) is dualizable if and only if it is saturated, in which case its dual is given by the opposite category \( A^{op} \).

2.1.2. Pseudo-perfect modules. It will important for us to relate smooth and proper dg categories using the following construction. Let \( A \) be any dg category.

Definition 2.3. The category of pseudo-perfect modules over \( A \) is the object of \( \text{dgcat} \) given by

\[
A^{pp} := \text{Fun}_{\text{ex}}(A^{op}, \text{Perf}),
\]

i.e., it is the dg category whose objects are \( k \)-linear exact functors \( A \to \text{Perf} \).

We have a natural embedding \( A^{pp} \hookrightarrow \text{Ind}(A) \). The category \( A \) itself also embeds into \( \text{Ind}(A) \) by the \( k \)-linear Yoneda embedding; this allows one to compare these two categories as subcategories of \( \text{Ind}(A) \). The following result just follows directly from the definitions of smooth and proper.

Lemma 2.4. [102, Lemma 2.8] If \( A \) is smooth, then \( A^{pp} \subset A \); if \( A \) is proper, then \( A \subset A^{pp} \). Therefore if \( A \) is saturated, there is an equivalence \( A \simeq A^{pp} \).

We have then the following easy corollary for smooth dg categories, which follows from restricting the canonical map \( A^{op} \otimes A^{pp} \to \text{Perf} \) along the inclusion \( A^{pp} \subset A \).

Corollary 2.5. If \( A \) is smooth, then \( A^{pp} \) is proper.

2.2. Dualizability of bimodules, Hochschild homology, and Calabi-Yau structures. In this section we largely follow the exposition in Section 2 of [11]. We will study the properties of bimodules over dg categories; to recall, an \((A, B)\)-bimodule is a dg functor \( A \otimes B^{op} \to \text{Vect} \).

2.2.1. Dualizability of bimodules. Consider the ‘linear dual’ functor \( \text{Hom}_k(-, k) \) on the dg category \( \text{Vect} \). Note that this is an anti-automorphism when restricted to the subcategory \( \text{Perf} \). For any \( M \) in \( A\text{-Mod}-B \), we define its linear dual

\[
M^\vee = \text{Hom}_k(M, k).
\]
which is an object of $\mathcal{B}\text{-Mod-}\mathcal{A}$. Explicitly, as a functor $\mathcal{M}^\vee : \mathcal{B} \otimes \mathcal{A}^{\text{op}} \to \text{Vect}$, it is given by

$$(b, a) \mapsto \text{Hom}_k(\mathcal{M}(a, b), k).$$

For any bimodule $\mathcal{M}$ there is an adjunction

$$\mathcal{M} \otimes_{\mathcal{A} \otimes \mathcal{B}} \mathcal{M} : \mathcal{B}\text{-Mod-}\mathcal{A} \rightleftarrows \text{Vect} : \text{Hom}_k(\mathcal{M}, -).$$

$\mathcal{M}$ is called linear-dualizable (or right-dualizable) if the natural transformation $- \otimes_k \mathcal{M}^\vee \to \text{Hom}_k(\mathcal{M}, -)$ is an equivalence of functors. Equivalently, $\mathcal{M}$ is linear-dualizable if it always evaluates to a perfect $k$-complex, i.e. $\mathcal{M}(a, b) \in \text{Perf}$ for every $(a, b) \in \mathcal{A} \otimes \mathcal{B}^{\text{op}}$. In that case, there is an isomorphism of bimodules $\mathcal{M} \xrightarrow{\sim} (\mathcal{M}^\vee)^\vee$, so we also get another adjunction

$$\mathcal{M}^\vee \otimes_{\mathcal{A} \otimes \mathcal{B}} \mathcal{M} = : \mathcal{A}\text{-Mod-}\mathcal{B} \rightleftarrows \text{Vect} : \text{Hom}_k(\mathcal{M}, -).$$

There is also the bimodule dual of $\mathcal{M}$ defined using the internal Hom of bimodules

$$\mathcal{M}' = \text{Hom}_{\mathcal{A} \otimes \mathcal{B}^{\text{op}}}(\mathcal{M}, \mathcal{A} \otimes_k \mathcal{B}^{\text{op}}),$$

where we regard $\mathcal{A} \otimes_k \mathcal{B}^{\text{op}}$ as a $\mathcal{A}^{\text{pr}} \otimes \mathcal{B}^{\text{pr}}$-module (i.e., with two actions of $\mathcal{A}$ and two of $\mathcal{B}$). This gives an object of $\mathcal{B}\text{-Mod-}\mathcal{A}$, which maps a pair of objects $(b, a) \in \mathcal{B} \times \mathcal{A}^{\text{op}}$ to

$$\mathcal{M}'(b, a) = \text{Hom}_{\mathcal{A}\text{-Mod-}\mathcal{B}}(\mathcal{M}(-, -'), \mathcal{A}(a, -) \otimes_k \mathcal{B}(-', b)).$$

For any bimodule $\mathcal{M}$ there is an adjunction

$$\mathcal{M} \otimes_k - : \text{Vect} \rightleftarrows \mathcal{A}\text{-Mod-}\mathcal{B} : \text{Hom}_{\mathcal{A}\text{-Mod-}\mathcal{B}}(\mathcal{M}, -).$$

$\mathcal{M}$ is called bimodule-dualizable (or left-dualizable) if the natural transformation $\mathcal{M}' \otimes_{\mathcal{A} \otimes \mathcal{B}} \mathcal{M} = : \text{Vect} \rightleftarrows \mathcal{A}\text{-Mod-}\mathcal{B} : \text{Hom}_{\mathcal{A}\text{-Mod-}\mathcal{B}}(\mathcal{M}, -)$ is an equivalence. Equivalently $\mathcal{M}$ is bimodule-dualizable if it is perfect as a bimodule (i.e., is a compact object in the category of bimodules). In that case we get an isomorphism of bimodules $\mathcal{M} \xrightarrow{\sim} (\mathcal{M}')^\vee$, and we also have another adjunction

$$- \otimes_k \mathcal{M}' : \text{Vect} \rightleftarrows \mathcal{A}\text{-Mod-}\mathcal{B} : - \otimes_{\mathcal{A} \otimes \mathcal{B}} \mathcal{M}.$$

Remark. These duals are also called in the literature respectively right dual and left dual, or respectively proper dual and smooth dual; the ‘handedness’ comes from the asymmetrical choice of looking at $\mathcal{M}$ as an object of $\mathcal{A} \otimes \mathcal{B}^{\text{op}}\text{-Mod-}\mathcal{A}^{\text{op}}$.

2.2.2. Hochschild homology. Given a pair $(\mathcal{A}, \mathcal{M})$ of a dg category $\mathcal{A}$ and an $\mathcal{A}$-bimodule $\mathcal{M}$, the Hochschild complex $HH(\mathcal{A}, \mathcal{M})$ of $\mathcal{A}$ with coefficients in $\mathcal{M}$ is defined as a (derived) tensor product

$$HH(\mathcal{A}, \mathcal{M}) = \mathcal{A}_\Delta \otimes_{\mathcal{A}^{\text{pr}}} \mathcal{M}$$

of right and left modules over $\mathcal{A}^{\text{pr}} = \mathcal{A}^{\text{op}} \otimes \mathcal{A}$. When $\mathcal{M} = \mathcal{A}_\Delta$ is the identity (or diagonal) bimodule itself, we will denote

$$HH(\mathcal{A}) := HH(\mathcal{A}, \mathcal{A}_\Delta) = \mathcal{A}_\Delta \otimes_{\mathcal{A}^{\text{pr}}} \mathcal{A}_\Delta.$$

We will also use the notation $HH_n(\mathcal{A}) = H^n(HH(\mathcal{A}))$ to denote the Hochschild homology groups.

The tensor product above can be computed by taking any appropriate resolution; in particular one can take the bar resolution [62]. Tensoring over $\mathcal{A}^{\text{pr}}$ with the diagonal bimodule gives then the reduced bar complex $\overline{C}^{\text{bar}}(\mathcal{A})$ [62, 108] representing $HH(\mathcal{A})$. This complex carries a canonical homotopy $S^1$ action, whose homotopy orbits $HH(\mathcal{A})_{S^1}$ and fixed points $HH(\mathcal{A})^{S^1}$ were classically termed the cyclic and negative cyclic complexes, [48, 53] with homology groups denoted by

$$HC_n(\mathcal{A}) = H^*(HH(\mathcal{A})_{S^1}), \quad HC_n^-(\mathcal{A}) = H^*(HH(\mathcal{A})^{S^1}).$$
Explicit representatives for these complexes can be given by using the formalism of mixed complexes [62]; we refer the reader to [108, Sec. 2.4] for an explicit application of this formalism to the context of dg categories.

This construction is functorial in \( \mathcal{A} \): using the formalism of trace functors [12, Sec. 4], one sees that taking Hochschild complexes gives a functor \( \text{HH}(\cdot) : \text{dgcat} \to \text{Vect} \). Moreover, the \( S^1 \)-actions are also compatible, so we also have functors \( \text{HH}(-)^{S^1} \) and \( \text{HH}(-)_{S^1} \) computing the negative cyclic and cyclic complexes.

2.2.3. Calabi-Yau structures. [59, 42] Recall that a category \( \mathcal{A} \) is said to be proper if all the Hom spaces are perfect as \( k \)-complexes, which is equivalent to the identity bimodule \( \mathcal{A}_\Delta \) being linear-dualizable. In this case the dual of Hochschild homology can be computed in terms of the linear dual \( \mathcal{A}^\vee \) (by adjunction):

\[
\text{Hom}_k(\text{HH}(\mathcal{A}), k) = \text{Hom}_k(\mathcal{A}_\Delta \otimes_{\mathcal{A}^e} \mathcal{A}_\Delta, k) \cong \text{Hom}_{\mathcal{A}^e}(\mathcal{A}_\Delta, \mathcal{A}^\vee).
\]

Recall also that a category \( \mathcal{A} \) is said to be smooth if the diagonal bimodule is compact as a module over \( \mathcal{A}^e \), or equivalently bimodule-dualizable. In this case the Hochschild homology of \( \mathcal{A} \) can be calculated in terms of \( \mathcal{A}! \):

\[
\text{HH}(\mathcal{A}) = \text{Hom}_k(k, \mathcal{A}_\Delta \otimes L_{\mathcal{A}^e} \mathcal{A}_\Delta) \cong \text{Hom}_{\mathcal{A}^e}(\mathcal{A}!, \mathcal{A}_\Delta).
\]

In the case where \( \mathcal{A} \) is both smooth and proper (i.e., dualizable as an object of \( \text{dgcat} \)), tensoring over \( \mathcal{A} \) with the bimodules \( \mathcal{A}^\vee \) and \( \mathcal{A}! \) give inverse autoequivalences of the category \( \text{Perf} - \mathcal{A} = (\text{Mod} - \mathcal{A})^e \) of compact \( \mathcal{A} \)-modules; these are respectively a Serre functor and its inverse for this category [11].

More generally, fix an arbitrary \( \mathcal{A} \)-bimodule \( M \). If \( \mathcal{A} \) is proper there is an isomorphism

\[
\text{Hom}_k(\text{HH}(\mathcal{A}, M), k) \cong \text{Hom}_{\mathcal{A}^e}(M, \mathcal{A}^\vee),
\]

and if \( \mathcal{A} \) is smooth there is an isomorphism

\[
\text{HH}(\mathcal{A}, M) \cong \text{Hom}_{\mathcal{A}^e}(\mathcal{A}!, M),
\]

allowing one to describe Hochschild homology with coefficients in an arbitrary bimodule.

**Definition 2.6.** A \( d \)-dimensional proper (or right) Calabi-Yau structure on a proper dg category \( \mathcal{A} \) is a morphism in \( \text{Vect} \)

\[
\text{HH}(\mathcal{A})_{S^1} \to k[-d]
\]

so that the induced map \( \mathcal{A}_\Delta \to \mathcal{A}^\vee[-d] \) is an isomorphism of \( \mathcal{A} \)-bimodules.

A \( d \)-dimensional smooth (or left) Calabi-Yau structure on a smooth dg category \( \mathcal{A} \) is a morphism in \( \text{Vect} \)

\[
k[d] \to \text{HH}(\mathcal{A})^{S^1}
\]

so that the induced map \( \mathcal{A}^! [d] \to \mathcal{A}_\Delta \) is an isomorphism of \( \mathcal{A} \)-bimodules.

**Remark.** We can rephrase the definitions above by saying that a right/left Calabi-Yau structure is a map out of/into Hochschild homology that is compatible with the \( S^1 \) action; the data of a proper CY structure is a dual cyclic homology class \( [\omega] \in \text{Hom}_k(\text{HC}_d(\mathcal{A}), k) \), and the data of a smooth CY structure is a negative cyclic homology class \( [\lambda] \in \text{HC}_d^-(\mathcal{A}) \).

There are also relative versions of the definitions above [99, 11]. A functor \( f : \mathcal{A} \to \mathcal{B} \) induces a map of Hochschild complexes \( \text{HH}(f) : \text{HH}(\mathcal{A}) \to \text{HH}(\mathcal{B}) \), compatible with the \( S^1 \) action. We define the relative Hochschild complex

\[
\text{HH}(\mathcal{B}|\mathcal{A}) := \text{Cone}(\text{HH}(\mathcal{A}) \to \text{HH}(\mathcal{B}))
\]
and denote similarly by $\text{HH}(\mathcal{B}|\mathcal{A})_{S^1}$ and $\text{HH}(\mathcal{B}|\mathcal{A})_{S^1}$ the relative negative cyclic and cyclic complexes.

**Definition 2.7.** [11] A $d$-dimensional proper (or right) relative Calabi-Yau structure on a functor $f : \mathcal{A} \rightarrow \mathcal{B}$ between proper dg categories is a dual class in cyclic homology 

$$\phi \in \text{Hom}_k(\text{HH}(\mathcal{B}|\mathcal{A})_{S^1}, k[-d+1])$$

satisfying a nondegeneracy condition.

A $d$-dimensional proper (or right) relative Calabi-Yau structure on a functor $f : \mathcal{A} \rightarrow \mathcal{B}$ between smooth dg categories is a negative cyclic class 

$$\theta \in \text{Hom}_k(k[d], \text{HH}(\mathcal{B}|\mathcal{A})_{S^1})$$

satisfying a nondegeneracy condition.

We refer to [11, Sec.4] for the more detailed description of these definitions.

2.3. **Constructible sheaves and cosheaves of $\infty$-categories.** Let us denote by $X$ a topological space, and by $\mathcal{U}(X)$ the category of open sets of $X$; from this one can produce the nerve of this category [64, Ch.1]; this is an $\infty$-category which we will equally denote by $\mathcal{U}(X)$. Given some $\infty$-category $\mathcal{C}$, a $\mathcal{C}$-valued presheaf is an $\infty$-functor $\mathcal{F} : \mathcal{U}(X)^{\text{op}} \rightarrow \mathcal{C}$. A presheaf is a sheaf if it carries covers to limits. A precise definition in rather greater generality than we need here is given in [64, Def. 6.2.2.6].

Now let us consider a finite partially ordered set $A$, regarded as a topological space where a subset is open if it is closed upwards. Following [63, Def.A.5.1], we define an $A$-stratification of $X$ to be a continuous map $X \rightarrow A$; we will moreover assume that this stratification satisfies the three conditions of [63, Prop.A.5.9] (note that condition (iii) is automatically satisfied since we assumed $A$ is finite). We follow [63, Def.A.5.2] and define a full subcategory $\text{Sh}^A(X, \mathcal{C})$ of $A$-constructible sheaves, spanned by sheaves that are locally constant when restricted to the stratum $X_a$ for all $a \in A$.

Cosheaves are the opposite category of sheaves valued in the opposite category: 

$$\text{PreCosh}(X, \mathcal{C}) := \text{PreSh}(X, \mathcal{C}^{\text{op}})^{\text{op}}, \quad \text{Cosh}(X, \mathcal{C}) := \text{Sh}(X, \mathcal{C}^{\text{op}})^{\text{op}}$$

Unraveling this definition, a precosheaf is a functor $\mathcal{F} : \mathcal{U}(X) \rightarrow \mathcal{C}$. This is a cosheaf if it carries covers to colimits. We will likewise denote the $\infty$-categories of $A$-constructible cosheaves and precosheaves by $\text{Cosh}^A(X, \mathcal{C})$ and $\text{PreCosh}^A(X, \mathcal{C})$, respectively.

We now restrict our attention to sheaves and cosheaves valued in the $\infty$-category $\text{dgcat}$. Recall Definition 1.1 from the introduction: a $\text{ccc}$ space is $(X, \mathcal{F})$ where $X$ is an $A$-stratified space and $\mathcal{F} \in \text{PreCosh}^A(X, \text{dgcat})$, and similarly a $\text{csc}$ space is $(X, \mathcal{F})$ where now $\mathcal{F} \in \text{Sh}^A(X, \text{dgcat})$.

2.3.1. **The sheaf of morphisms.** We will use the following well-known fact about sheaves of categories: given a sheaf of categories $\mathcal{F}$ on some space $X$ and two objects $x, y \in \mathcal{F}(X)$, the morphism spaces between the images of $x$ and $y$ form a sheaf of morphisms, which associates $U \mapsto \mathcal{F}(U)(\rho x, \rho y)$, where $\rho : \mathcal{F}(X) \rightarrow \mathcal{F}(U)$ is the restriction map of $\mathcal{F}$.

In the main text of this article, we will assume that this fact holds equally for sheaves $\mathcal{F}$ valued in the $\infty$-category $\text{dgcat}$, giving sheaves of morphisms valued in $\text{Vect}$, and that compositions in $\text{Vect}$ between the morphism spaces give compositions maps at the level of sheaves of morphisms. More precisely, we assume:
**Proposition 2.8.** Let $\mathcal{F} : I^a \to \text{dgcat}$ be a diagram, and $x, y$ two objects in $\mathcal{F}(\ast)$. Then there is a diagram $\mathcal{F}^{x,y} : I \to \text{Vect}$, such that for every $i$ there is an equivalence $\mathcal{F}^{x,y}(i) \simeq \mathcal{F}(i)(px, py)$; if $\mathcal{F}$ is a limit diagram then so is $\mathcal{F}^{x,y}$. Moreover, for any triple of objects $x, y, z$ of $\mathcal{F}(\ast)$, there is a canonical map $\mathcal{F}^{x,y} \otimes \mathcal{F}^{y,z} \to \mathcal{F}^{x,z}$ in $\text{Fun}(I^a, \text{Vect})$.

We could not find in the literature precise statements of the proposition above for the specific setting that we are working in, namely, for diagrams valued in the $\infty$-category of small stable $\infty$-categories tensored over some rigid symmetric monoidal $\mathcal{E}$ (in our case, $\mathcal{E} = \text{Perf}_k$). For completeness, we include in Appendix A a proof of this fact using a different, albeit equivalent, model for these categories.

**Definition 2.9.** For $U \in \mathcal{U}(X)$ and $x, y \in \mathcal{F}(U)$, the sheaf of morphisms $\mathcal{F}^{x,y}_U$ is the $\text{Vect}$-valued sheaf on $X$ given by applying Proposition 2.8 to $J = \mathcal{U}(X)_{\subset U}^\text{op}$, with left cone point $U$; and extending the resulting sheaf to all of $\mathcal{U}(X)$ by zero. For any triple $x, y, z \in \mathcal{F}(U)$, we will denote by $\mathcal{F}^{x,y,z}_U$ the corresponding morphism $\mathcal{F}^{x,y}_U \otimes \mathcal{F}^{y,z}_U \to \mathcal{F}^{x,z}_U$ in $\text{Sh}(X, \text{Vect})$.

We extend the notation $\mathcal{F}^{x,y}_U$ to allow for objects of sections on other opens. Given $x \in \mathcal{F}(U')$, $y \in \mathcal{F}(U'')$, we write:

$$\mathcal{F}^{x,y}_U = \begin{cases} \mathcal{F}^{x,y}_U & \text{if } U \subset U' \cap U'' \\ 0 & \text{otherwise} \end{cases}$$

### 3. Orientations on CSC spaces

In this section we will study a version of orientation that applies to spaces endowed with sheaves of dg categories, generalizing the notion of a proper (relative) Calabi-Yau structure.

#### 3.1. Sheafified Hochschild homology

Let $(X, \mathcal{F})$ be a CSC space. We would like to apply the construction that produces the Hochschild complex of each dg category $\mathcal{F}(U)$, in order to obtain a presheaf calculating $\text{HH}((\mathcal{F}(U))$. We could pick any model for the functor $\text{HH}$ and apply this to $\mathcal{F}$, but it will be convenient to work with a more explicit construction, which gives an complex calculating $\text{HH}((\mathcal{F}(U))$ for every $U \in \mathcal{U}(X)$.

We pick, for each $U \in \mathcal{U}(X)$, a spanning set of objects $S = \{S_U\} \subseteq \text{Ob}(\mathcal{F}(U))$, that is, a set of objects meeting all equivalence classes, such that for any $V \subset U$, $S_V$ contains the image of $S_U$ under the restriction map $\rho$ of $\mathcal{F}$. This can always be obtained; first we pick any collection of spanning sets of objects and then adjoin all the restrictions from bigger open sets.

For each pair of nonnegative integers $(m, n)$, we define the following object of the category $\text{Sh}(X, \text{Vect})$

$$\text{HH}(\mathcal{F})_{(m,n)} = \bigoplus \mathcal{F}^{y_n,x_0}_V \otimes \mathcal{F}^{x_0,x_1}_{U_0} \otimes \cdots \otimes \mathcal{F}^{x_{m-\nu_0},y_0}_{U_m} \otimes \mathcal{F}^{y_0,y_1}_{V_0} \otimes \cdots \otimes \mathcal{F}^{y_0-1,y_0}_{V_{n-1}} [1],$$

where the sum is taken over all multisets of elements $U_i$ and $V_i$ in $\mathcal{U}(X)$ and sequences of objects in the appropriate open sets $S_U$.

**Definition 3.1.** The Hochschild homology presheaf $\text{HH}(\mathcal{F})$ associated to $\mathcal{F}$ and $S = \{S_U\}$ is the object of $\text{PreSh}(X, \text{Vect})$ given by $\text{HH}(\mathcal{F}) = \bigoplus_{m,n} \text{HH}(\mathcal{F})_{(m,n)}$ endowed with the usual Hochschild chain differential using the composition maps $\mathcal{F}^{x,y,z}_{U,V}$.

Note that $\text{HH}(\mathcal{F})$ is generally not a sheaf, though each individual morphism sheaf $\mathcal{F}^{x,y}_U$. This is expected, since Hochschild homology does not preserve arbitrary limits.
Proposition 3.2. For any $U \in \mathcal{U}(X)$, the value of $\text{HH}(\mathcal{F})$ on $U$ is equivalent to the Hochschild homology of $\mathcal{F}(U)$, and for any pair $U \subseteq V$, the restriction map of $\text{HH}(\mathcal{F})$ is equivalent to the map induced on Hochschild homologies by the restriction map $\rho : \mathcal{F}(V) \to \mathcal{F}(U)$.

Proof. By definition, the value of $\text{HH}(\mathcal{F})$ on $U$ is given by the two-pointed Hochschild chain complex $\mathcal{F}(U) \otimes_{\mathcal{F}(U)^e} \mathcal{F}(U)$ computed using the set of objects given by the union of all the images of all the $S_V$ for all $U \subseteq V$, including $U$. By assumption, this meets every isomorphism class of objects in $\mathcal{F}(U)$, so this complex does compute Hochschild homology.

The statement about the morphisms follows from the fact that the map on Hochschild homology can be described on the two-pointed complex by applying $\rho$ to each factor, together with the fact that the restriction maps of each $\mathcal{F}(U)$ are given by the maps induced on hom spaces by $\rho$ (Proposition 2.8). $\square$

We can perform the exact same construction as above, but with the negative cyclic or cyclic complexes instead of Hochschild complexes, and obtain presheaves $\text{HH}(\mathcal{F})^{\mathbb{S}^1}$, $\text{HH}(\mathcal{F})_{\mathbb{S}^1}$, respectively the negative cyclic presheaf, with its canonical map $\text{HH}(\mathcal{F})^{\mathbb{S}^1} \to \text{HH}(\mathcal{F})$ and the cyclic sheaf, with its canonical map $\text{HH}(\mathcal{F}) \to \text{HH}(\mathcal{F})_{\mathbb{S}^1}$.

Definition 3.3. If $(X, \mathcal{F})$ is a CSC space, we denote by $\mathcal{HH}(\mathcal{F})$, $\mathcal{HH}(\mathcal{F})^{\mathbb{S}^1}$ and $\mathcal{HH}(\mathcal{F})_{\mathbb{S}^1}$ the objects of $\text{Sh}(X, \text{Vect})$ given respectively by the sheafifications of the presheaves $\text{HH}(\mathcal{F})$, $\text{HH}(\mathcal{F})^{\mathbb{S}^1}$ and $\text{HH}(\mathcal{F})_{\mathbb{S}^1}$.

There are canonical morphisms $\mathcal{HH}(\mathcal{F})^{\mathbb{S}^1} \to \mathcal{HH}(\mathcal{F}) \to \mathcal{HH}(\mathcal{F})_{\mathbb{S}^1}$ and

$$\text{HH}(\mathcal{F}) \to \mathcal{HH}(\mathcal{F}), \quad \text{HH}(\mathcal{F})^{\mathbb{S}^1} \to \mathcal{HH}(\mathcal{F})^{\mathbb{S}^1}, \quad \text{HH}(\mathcal{F})_{\mathbb{S}^1} \to \mathcal{HH}(\mathcal{F})_{\mathbb{S}^1}$$

in $\text{PreSh}(X, \text{Vect})$. We note also that, for any $U \in \mathcal{U}(X)$, there is a canonical equivalence of presheaves $\text{HH}(\mathcal{F}|_U) \cong \text{HH}(\mathcal{F})|_U$.

Let us recall the example given in the introduction. If $M$ is a stratifiable topological space (for example, a manifold), there is a cosheaf $\mathcal{L}oc^c$ (‘compact local systems’) and a sheaf $\mathcal{L}oc^b$ (‘bounded local systems’), giving both a CCC space and a CSC space with underlying topological space $M$. This sheaf and this cosheaf both have the category $\text{Perf}_k$ as stalks everywhere; the difference is that over larger open sets, the sections of $\mathcal{L}oc^b$ are still perfect as $k$-modules, whereas the cosections of $\mathcal{L}oc^c$ may not be. The Hochschild complex presheaf is then isomorphic to an $C^*\text{cocahins on the free loop space}$; this is obtained by dualizing the statement of [62, Thm 7.3.14]. That is, this presheaf assigns, for every $U \in \mathcal{U}(M)$,

$$\text{HH}(\mathcal{L}oc^b(U)) \cong C^*(\mathcal{L}U; k),$$

where $\mathcal{L}U$ denotes the free loop space of $U$, i.e., the space of continuous maps $S^1 \to U$, with the $S^1$-action given by loop rotation. Note that the presheaf is locally constant, since around any point, one can find a contractible neighborhood $U \in \mathcal{U}(X)$, for which we will have $C^*(\mathcal{L}U; k) \cong k$. Therefore, its sheafification $\mathcal{HH}(\mathcal{L}oc^b)$ is a rank one local system on $X$, and the local identification above gives a local trivialization of the $S^1$-action.

Proposition 3.4. The sheaf $\mathcal{HH}(\mathcal{L}oc^b) \in \text{Sh}(X, \text{Vect})$ is constant and the $S^1$-action on it is trivial.

Proof. It is enough to give a nonzero morphism of presheaves $\text{HH}(\mathcal{L}oc^b) \to k_X$. For any open set $U$, consider the inclusion $U \hookrightarrow \mathcal{L}U$ as the constant maps from the circle, which gives a map of $\infty$-nerves $\mathcal{U}(X) \to \mathcal{U}(\mathcal{L}X)$. Pullback along this map induces the desired morphism of presheaves. The second part of the claim follows from the fact that the $S^1$-action is locally trivial. $\square$
Note from the example above that the presheaf $\text{HH}(\mathcal{O}c^h)$ and the sheaf $\mathcal{H}(\mathcal{O}c^h)$ are generally quite different; for instance, $\mathcal{H}(\mathcal{O}c^h)$ forgets all the information about the large loops in $\mathcal{L}X$ and the $S^1$-action on them.

3.1.1. Sheafified trace map. Hochschild homology gives a sort of universal trace on morphism spaces of a category, and the same is true for the sheafified version we defined above. For any $U \in \mathcal{U}(X)$ and $x, y$ in the object set $S_U$, by including into the $(m, n) = (0, 0)$ summand of $\text{HH}(\mathcal{F})_{(m,n)}$, we have a morphism of $\text{Vect}$-valued presheaves $\mathcal{F}_{U}^{x,y} \otimes \mathcal{F}_{U}^{y,x} \to \text{HH}(\mathcal{F})$.

**Definition 3.5.** The sheafified trace map $\mathcal{T}_{U}^{x,y} : \mathcal{F}_{U}^{x,y} \otimes \mathcal{F}_{U}^{y,x} \to \mathcal{H}(\mathcal{F})$ is the morphism of sheaves given by the lift of the map above.

3.2. Orientations. Here we recall the definitions and statements presented in the introduction. If $X$ is a stratifiable space, we write $\omega_X$ for the Verdier dualizing sheaf; this is a $\text{Perf}$-valued sheaf given by $\omega_X = pt^! k$, where $pt$ is the canonical map from $X$ to the point and $pt^!$ is the right adjoint to the pushforward with compact supports. For any point $x \in X$ with open neighborhood $U$, an explicit representative of the object $\omega_X$ can be described on sufficiently small open sets $U$ by the relative chains $\omega_X(U) = C_d(X, X \setminus U; k)$, as explained in [43, p.91]. Let us denote $\mathbb{D}' : 	ext{Sh}(X, \text{Vect}) \to 	ext{Sh}(X, \text{Vect})^{\text{op}}$ the classical Verdier duality functor $\mathbb{D}' = \text{Hom}(\cdot, \omega_X)$.

Let $(X, \mathcal{F})$ be a csc space. Recall that the data of an orientation of dimension $d$ (for some integer $d$) is given by a morphism of sheaves

$$\Omega : \mathcal{H}(\mathcal{F})_{S^1} \to \omega_X[-d],$$

or equivalently a global section of $\mathbb{D}'(\mathcal{H}(\mathcal{F})_{S^1})$. For any $U \in \mathcal{U}(X)$ and objects $x, y \in S_U$, we compose the restricted map $\Omega|_U : \mathcal{H}(\mathcal{F}|_U)_{S^1} \to \omega_X[-d]|_U$ this with the sheafified trace of Definition 3.5 and the canonical map $\mathcal{H}(\mathcal{F}|_U) \to \mathcal{H}(\mathcal{F}|_U)_{S^1}$ to get a morphism of sheaves $\mathcal{F}_{U}^{x,y} \otimes \mathcal{F}_{U}^{y,x} \to \omega_X[-d]$ which by adjunction gives a morphism

$$\mathcal{F}_{U}^{x,y} \to \text{Hom}(\mathcal{F}_{U}^{y,x}, \omega_X[-d]).$$

Recalling Definition 1.2, we say that $\Omega$ is an orientation on $(U, \mathcal{F}|_U)$ if for any $(U, x, y)$, this latter is an isomorphism in $\text{Sh}(U, \text{Vect})$. Very importantly, this condition requires checking isomorphisms of sheaves, which can be done locally. In other words, we have:

**Proposition 3.6.** If $X = \bigcup_i U_i$ is a cover and a map $\Omega : \mathcal{H}(\mathcal{F})_{S^1} \to \omega_X[-d]$ is such that, for any $U_i$, $\Omega|_{U_i}$ is an orientation on $(U_i, \mathcal{F}|_{U_i})$, then $\Omega$ is an orientation on $(X, \mathcal{F})$.

3.2.1. Relation to proper CY structures. We now discuss the relation between our definition of orientations and previously existing notions of Calabi-Yau structures on proper dg categories.

**Proposition 3.7.** If $X$ is a point, then an orientation on the csc space $(X, \mathcal{F})$ is a proper Calabi-Yau structure on the category $\mathcal{F}$, in the sense of Definition 2.6.

**Proof.** Follows from the fact that for any $x, y \in \mathcal{F}$, the induced morphism of hom spaces $\mathcal{F}(x, y) \to \text{Hom}(\mathcal{F}(y, x), k)[-d]$ is naturally equivalent to the morphism obtained from the induced map of bimodules in $\mathcal{F} \to \mathcal{F}^\vee$ at the pair $(x, y)$. \qed

**Proposition 3.8.** If $X = [0, 1]$ with stratification $\{0\} \cup (0, 1)$, then an orientation on $(X, \mathcal{F})$ is a relative proper Calabi-Yau structure on the restriction functor $f : \mathcal{F}([0, 1]) \to \mathcal{F}((0, 1))$, in the sense of Definition 2.7.
Proof. The data of \( \mathcal{F} \) is given just by the morphism \( f \) between two proper dg categories \( \mathcal{F}([0, 1]) \) and \( \mathcal{F}((0, 1)) \). Note that in this case, exactly as it happened for the point, there is no difference between \( \text{HH}(\mathcal{F}) \) and \( \mathcal{H}\mathcal{H}(\mathcal{F}) \), since \( \text{HH}(\mathcal{F}) \) is already a sheaf. We now calculate the sections of Verdier dualizing sheaf \( \omega_X \) to be

\[
\omega_X([0, 1]) = 0, \quad \omega_X((0, 1)) = k[1]
\]

Therefore, the data of a morphism \( \text{HH}(\mathcal{F})_{S_1} \rightarrow \omega_X[-d] \) is equivalent to the data of a map \( \text{HH}((\text{fib})) \rightarrow k[-d] \), where \( \text{HH}((\text{fib})) \) denotes the fiber of the induced morphism \( \text{HH}(\mathcal{F}([0, 1])) \rightarrow \text{HH}(\mathcal{F}((0, 1))) \). It remains to check that the nondegeneracy condition coincides with the one given in [11, Def.4.7]; this is the condition that a certain map of distinguished triangles of \( \mathcal{F}(X) \)-bimodules be an isomorphism. But isomorphisms of bimodules can be checked by evaluation at each pair \((x, y)\) of representatives for isomorphism classes of objects of \( \mathcal{F}(X) \); we can pick these objects to be in our chosen object set \( S_U \). The restriction maps from \( X = [0, 1] \) to \((0, 1)\) combined with the isomorphism of sheaves \( \mathcal{F}|^x_y_X \rightarrow \text{Hom}(\mathcal{F}|^y_x_X, \omega_X[-d]) \) gives the desired isomorphism of distinguished triangles. \( \square \)

3.2.2. Pushforward. We now recall and prove the pushforward result stated in Theorem 1.3. Consider \( f : X \rightarrow Y \) a proper and constructible map from a CSC space \((X, \mathcal{F})\). There is a sheaf of proper dg categories \( f_* \mathcal{F} \) making \( Y \) a CSC space. Choosing as object sets for the sheaf \( f_* \mathcal{F} \) spanning sets containing the images of the spanning sets \( S_{\mathcal{F}^{-1}(U)} \), we get a map of presheaves \( \text{HH}(f_* \mathcal{F}) \rightarrow f_* \text{HH}(\mathcal{F}) \), and by the universal property of sheafification there is a canonical morphism of sheaves \( \mathcal{H}\mathcal{H}(f_* \mathcal{F}) \rightarrow f_* \mathcal{H}\mathcal{H}(\mathcal{F}) \) lifting it, and similarly for the corresponding cyclic homology sheaves. Since \( f \) is proper (so \( f_* = f_{\lambda} \)), we consider the composition

\[
\mathcal{H}\mathcal{H}(f_* \mathcal{F})_{S_1} \rightarrow f_* \mathcal{H}\mathcal{H}(\mathcal{F})_{S_1} \xrightarrow{\Omega} f_* \omega_X \rightarrow \omega_Y,
\]

which we denote as \( f_* \Omega \).

**Proposition 3.9.** If \( \Omega \) is an orientation on \((X, \mathcal{F})\) then \( f_* \Omega \) is an orientation on \((Y, f_* \mathcal{F})\).

**Proof.** For any open \( U \in \mathcal{U}(Y) \) and objects \( x, y \in S_U \), consider the morphism

\[
\mathcal{F}|^y_x\mathcal{F}_{\mathcal{F}^{-1}(U)} \rightarrow \mathbb{D}'(\mathcal{F}|^y_x\mathcal{F}_{\mathcal{F}^{-1}(U)})[-d]
\]

determined by the orientation \( \Omega \); this is an isomorphism by assumption. We apply the pushforward \( f_* \) to obtain a morphism

\[
\mathcal{F}|^y_x\mathcal{F}_{\mathcal{F}^{-1}(U)} \rightarrow f_* \mathbb{D}'(\mathcal{F}|^y_x\mathcal{F}_{\mathcal{F}^{-1}(U)})[-d] \simeq \mathbb{D}'(f_* \mathcal{F}|^y_x\mathcal{F}_{\mathcal{F}^{-1}(U)})[-d],
\]

where we used the fact that there is a canonical equivalence \( f_{\lambda} \simeq f_* \) since \( f \) was proper. By construction, this is equivalent to the morphism determined by the pushforward orientation \( f_* \Omega \). \( \square \)

As stated in the introduction, we can combine Propositions 3.8 and 3.9 in the case where the space is of the form \( X = X_0 \cup_{\partial X_0} (\partial X_0 \times [0, 1]) \), with \( X_0 \) compact, with \( \mathcal{F} \) stratified with respect to some stratification restricting to a product of a stratification on \( \partial X_0 \) and the stratification we considered above on \([0, 1]\). Then an orientation on \((X, \mathcal{F})\) gives a relative CY structure on the restriction map \( \mathcal{F}(X) \rightarrow \mathcal{F}(\partial X_0 \times (0, 1)) \), as stated in Corollary 1.5 in the introduction.

We can refine that result and rephrase the nondegeneracy condition entirely in terms of relative CY structures on a cover. Consider the cover \( X = \bigcup_{\sigma} U_\sigma \), indexed over the strata of \( X \), with \( U_\sigma = \text{Star}(\sigma) \). For each \( \sigma \), we then choose a small compact retract \( K_\sigma \) of \( U_\sigma \), that is, a compact subset \( K \) of \( U \) to which \( U \) has a stratification-respecting retraction.
Proposition 3.10. A map \( \Omega : \mathcal{H}(f)_{\leq 1} \to \omega_X [-d] \) is an orientation on \((X, \mathcal{F})\) if for each \( \sigma \), \( \Omega|_{U_\sigma} \) induces a relative proper Calabi-Yau structure on the restriction \( \mathcal{F}(U_\sigma) \to \mathcal{F}(U_\sigma \setminus K_\sigma) \).

Proof. By Proposition 3.6, it is sufficient to check the nondegeneracy condition on sections over each \( U_\sigma \). For each such \( U_\sigma \), we refine the stratification such that there is a stratified map \( U_\sigma \to [0,1) \) sending \( K_\sigma \to \{0\} \). By the proof of 3.9, the nondegeneracy condition on \( U_\sigma \) is equivalent to the condition that the restriction \( \Omega|_{U_\sigma} \) give a relative Calabi-Yau structure on the restriction map \( \mathcal{F}(U_\sigma) \to \mathcal{F}(U_\sigma \setminus K_\sigma) \). \( \square \)

In other words, combining the two propositions above gives a way to globalize relative Calabi-Yau structure, as we explained in the introduction.

4. Orientations on CCC spaces

Let \((X, \mathcal{F})\) be a CCC space. In this section we will describe a dual version of the definition of orientation given in the previous section. This definition will be a generalization of the notion of a smooth (relative) Calabi-Yau structure.

4.1. Covariant Verdier duality. We will need Lurie’s covariant Verdier duality ([64, Sec.7.3.4] and [63, Sec.5.5.5]) in order to phrase our definition of orientation on a CCC space. Here we recall the relevant assertions, mostly following the notation from the exposition in [105].

4.1.1. \( K \)-sheaves. Let \( X \) be a locally compact Hausdorff space. We write \( \mathcal{K}(X) \) for the set of all compact subsets of \( X \); we view it as a partially ordered set, with respect to inclusion. Let \( \mathcal{A} \) be a stable \( \infty \)-category which admits small limits and colimits.

Definition 4.1. [64, Def.7.3.4.1] An \( \mathcal{A} \)-valued presheaf \( \mathcal{G} \) on \( \mathcal{K}(X) \) is a \( \mathcal{K} \)-sheaf if

1. \( \mathcal{G}(\emptyset) \) is final.
2. For any \( K, K' \in \mathcal{K}(X) \),

\[
\begin{array}{ccc}
\mathcal{G}(K \cup K') & \rightarrow & \mathcal{G}(K) \\
\downarrow & & \downarrow \\
\mathcal{G}(K') & \rightarrow & \mathcal{G}(K \cap K')
\end{array}
\]

is a pullback square in \( \mathcal{A} \).
3. The canonical map \( \mathcal{G}(K) \to \text{colim}_{K \subseteq K'} \mathcal{G}(K') \) is an isomorphism in \( \mathcal{A} \), where the notation \( K \subseteq K' \) means that \( K \subseteq U \subseteq K' \) for some open \( U \).

We denote by \( \text{Sh}_\mathcal{K}(X, \mathcal{A}) \) the full subcategory of \( \text{Fun}(\mathcal{K}(X)^{\text{op}}, \mathcal{A}) \) spanned by the \( \mathcal{K} \)-sheaves.

Analogously to usual sheaves, we write \( \text{Cosh}_\mathcal{K}(X, \mathcal{A}) = \text{Sh}_\mathcal{K}(X, \mathcal{A}^{\text{op}})^{\text{op}} \). One can go back and forth between ordinary (co)sheaves and \( \mathcal{K} \)-(co)sheaves:

Proposition 4.2. [63, Lem.5.5.5.3] There are \( \infty \)-functors \( \theta : \text{Fun}(\mathcal{U}(X)^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{K}(X)^{\text{op}}, \mathcal{A}) \) and \( \psi : \text{Fun}(\mathcal{K}(X)^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{U}(X)^{\text{op}}, \mathcal{A}) \) which restrict to equivalences between \( \text{Sh}(X, \mathcal{A}) \) and \( \text{Sh}_\mathcal{K}(X, \mathcal{A}) \).

The functor \( \theta \) is defined so that for any compact set \( K \), we have \( \theta(\mathcal{G})(K) \cong \text{colim}_{K \subseteq U} \mathcal{G}(U) \). The functor \( \psi \) is defined so that for any open \( U \), we have \( \psi(\mathcal{G})(U) \cong \text{lim}_{K \subseteq U} \mathcal{G}(K) \).

Following [105], we will also make use of an intermediate category between the \( \mathcal{K} \)-sheaves and \( \mathcal{K} \)-presheaves. We denote by \( \text{Sh}(\mathcal{K}(X), \mathcal{A}) \) the full subcategory of \( \text{Fun}(\mathcal{K}(X)^{\text{op}}, \mathcal{A}) \) spanned by the objects satisfying conditions (1) and (2) of Definition 4.1.
Proposition 4.3. [105, Lem.5.13] The inclusion \( \Sh_{\mathcal{K}}(X, \mathcal{A}) \hookrightarrow \Sh(\mathcal{K}(X), \mathcal{A}) \) has a right-inverse \( \varphi : \Sh(\mathcal{K}(X), \mathcal{A}) \to \Sh_{\mathcal{K}}(X, \mathcal{A}) \), which preserves filtered colimits and gives an equivalence \( \varphi \mathcal{F}(K) \simeq \colim_{K \in \mathcal{K}} \mathcal{F}(K') \) for every \( \mathcal{F} \in \Sh(\mathcal{K}(X), \mathcal{A}) \) and \( K \in \mathcal{K}(X) \).

4.1.2. Verdier duality functor. Let us now describe the construction of the Verdier duality functor for cosheaves valued in \( \mathcal{A} \). Let \( \mathcal{G} \) be an \( \mathcal{A} \)-valued presheaf on \( X \), that is, an object \( \mathcal{G} \in \Fun(\mathcal{U}(X)^{op}, \mathcal{A}) \). Given a closed subset \( K \subset X \), the cosections cosupported in \( K \) are by definition \( \mathcal{G}_K(X) := \cofib(\mathcal{G}(X \setminus K) \to \mathcal{G}(X)) \). Taking \( \mathcal{G}_K \) is functorial in \( K \) and \( \mathcal{G} \), as it is obtained from the following construction. Consider the map \( \mathcal{K}(X)^{op} \to \Fun(\Delta^1, \mathcal{U}(X)) \) given by \( K \mapsto (X \setminus K \to X) \), and take the composition

\[
\mathcal{K}(X)^{op} \times \Fun(\mathcal{U}(X), \mathcal{A}) \to \Fun(\Delta^1, \mathcal{U}(X)) \times \Fun(\mathcal{U}(X), \mathcal{A}) \to \Fun(\Delta^1, \mathcal{A}) \overset{\text{fib}}{\to} \mathcal{A}
\]

We will denote by \( D_{X, \mathcal{A}} : \Fun(\mathcal{U}(X), \mathcal{A}) \to \Fun(\mathcal{K}(X)^{op}, \mathcal{A}) \) the adjoint \( \infty \)-functor; by construction we have an equivalence \( D_{X, \mathcal{A}}(\mathcal{G})(K) \simeq \mathcal{G}_K(X) \) for each \( K \).

Theorem 4.4. [63, Thm.5.5.1 and Prop.5.5.10] The functor \( D_{X, \mathcal{A}} \) restricts to an equivalence \( \Cosh(X, \mathcal{A}) \overset{\sim}{\to} \Sh_{\mathcal{K}}(X, \mathcal{A}) \).

The composition \( D_{X, \mathcal{A}} = \psi \circ D_{X, \mathcal{A}} \) is called the covariant Verdier duality functor; it gives an equivalence of \( \infty \)-categories \( \Cosh(X, \mathcal{A}) \simeq \Sh(X, \mathcal{A}) \). It can be proven that its inverse is given, under the identification \( \Cosh(X, \mathcal{A}) \simeq \Sh(X, \mathcal{A}^{op})^{op} \), by the same procedure with \( \mathcal{A}^{op} \) substituted for \( \mathcal{A} \), that is, by the functor \( (D_{X, \mathcal{A}^{op}})^{op} \). When \( X \) or \( \mathcal{A} \) are clear from context, we omit them from the notation.

4.1.3. Relation to classical Verdier duality. We cannot simply take \( \mathcal{A} \) to be \( \Perf \) in the description above, since this category is not closed under all small limits or colimits. However, upon restricting to sheaves that are constructible with respect to a finite stratification \( A \), every (co)limit we take when defining the Verdier dual is equivalent to a finite (co)limit, so the equivalence \( D_{X, \mathcal{A}} \) restricts to an analogous equivalence\(^4\)

\[
D_{X, \Perf} : \Sh^A(X, \Perf) \overset{\sim}{\to} \Cosh^A(X, \Perf).
\]

One can further compose this functor with the linear duality functor \( \Hom_k(-, k) \); since linear duality exchanges limits and colimits in \( \Perf \) there is an equivalence

\[
D'_X : \Sh^A(X, \Perf) \to \Sh^A(X, \Perf)^{op}
\]

corresponding to the classical contravariant notion of Verdier duality for sheaves of (complexes) of vector spaces. Namely, there is an object \( \omega_X \in \Sh(X, \Perf) \), called the dualizing complex of the space \( X \), and a canonical equivalence of functors \( D'_X(-) \simeq \Hom_X(-, \omega_X) \).

Definition 4.5. Let us denote \( \omega^c_X = D_X(k_X) \in \Cosh(X, \Perf) \) the covariant Verdier dual of the constant sheaf \( k_X \).

Since \( D'_X \) is an equivalence, we have an equivalence \( \omega^c_X \simeq \omega^c_X' \), that is, identifying the object defined above with the \( k \)-linear dual of the dualizing complex.

Classical Verdier duality does not extend all the way to \( \text{Vect} \)-coefficients, but it does extend beyond \( \Perf \) enough for our purposes. Namely, we consider constructible sheaves valued in the following categories.

\(^4\)See [106] for a more detailed proof of this fact, using Lurie’s \( \infty \)-categories of exit paths
Definition 4.6. The subcategories $\text{Vect}^b_-$ (resp. $\text{Vect}^b_+$) is the full subcategory of $\text{Vect}$ spanned by the objects that are isomorphic to bounded above (resp. below) complexes whose cohomologies are finite-dimensional $k$-vector spaces.

Note that the $\pm$ subscript refers to which direction the complexes are allowed to be supported in infinitely many degrees. From the fact that the compact objects in $\text{Vect}$ are exactly the ones that are isomorphic to complexes of finite-dimensional vector spaces bounded in both directions, it follows that the intersection of $\text{Vect}^b_-$ and $\text{Vect}^b_+$ is identified with $\text{Perf} \subseteq \text{Vect}$. Each of these three subcategories is closed under finite (but not arbitrary) limits and colimits, so $\mathbb{D}$ restricts to equivalences $\text{Sh}^1(\mathcal{X}, \mathcal{E}) \xrightarrow{\sim} \text{Cosh}^1(\mathcal{X}, \mathcal{A})$ for $\mathcal{A} = \text{Vect}^b_-, \text{Vect}^b_+$ or $\text{Perf}$. In terms of classical Verdier duality, we recover the usual description:

Corollary 4.7. Contravariant Verdier duality gives an equivalence

$$\mathbb{D}^\prime : \text{Sh}^1(\mathcal{X}, \text{Vect}^b_+) \xrightarrow{\sim} (\text{Sh}^1(\mathcal{X}, \text{Vect}^b_+))^\text{op}.$$  

4.1.4. The bivariant Verdier dual. We now describe a variant of the construction above which we will later need to define the notion of an orientation on a cosheaf of categories. Recall that the Verdier dual $\mathcal{K}$-presheaf of some $\mathcal{A}$-valued presheaf on $\mathcal{X}$ is given by applying the composition

$$\text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A}) \to \text{Fun}(\mathcal{K}(\mathcal{X})^\text{op}, \text{Fun}(\Delta^1, \mathcal{A})) \to \text{Fun}(\mathcal{K}(\mathcal{X})^\text{op}, \mathcal{A})$$

where the first functor is pullback under $K \mapsto (X \setminus K \to X)$ and the last functor is induced by the functor $\text{Fun}(\Delta^1, \mathcal{A}) \to \mathcal{A}$ taking the cofiber. Let us now make a variant of this definition by considering instead the functor

$$\mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op} \to \text{Fun}(\Delta^1, \mathcal{U}(\mathcal{X}))$$

given by $(U, K) \mapsto (U \setminus K \to U)$. We then get a composition

$$(\mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op}) \times \text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A}) \to \text{Fun}(\Delta^1, \mathcal{U}(\mathcal{X})) \times \text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A}) \to \text{Fun}(\Delta^1, \mathcal{A})$$

We compose the adjoint to the map above with the three maps $\text{Fun}(\Delta^1, \mathcal{A}) \to \mathcal{A}$ given by the source, target and cofiber, to get three maps $\text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A}) \to \text{Fun}(\mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op}, \mathcal{A})$, which we call $(-)_{\mathcal{U} \setminus \mathcal{K}}, (-)_{\mathcal{U}}$ and $D_{\mathcal{U} \setminus \mathcal{K}}(-)$.

Definition 4.8. For any $\mathcal{S} \in \text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A})$, the bivariant Verdier dual of $\mathcal{S}$ is the object of $\text{Fun}(\mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op}, \mathcal{A})$ given by $D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})$.

We have canonical natural transformations among the three functors out of $\mathcal{A}$, inducing, for any $\mathcal{S} \in \text{Fun}(\mathcal{U}(\mathcal{X}), \mathcal{A})$, an equivalence

$$\text{cofib}(D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S}) \to \mathcal{S})_{\mathcal{U}} \xrightarrow{\sim} D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})$$

Let us describe these objects: for any $(U, K) \in \mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op}$, we have equivalences

$$(\mathcal{S})_{\mathcal{U} \setminus \mathcal{K}}(U, K) \simeq \mathcal{S}(U \setminus K), \quad (\mathcal{S})_{\mathcal{U}}(U, K) \simeq \mathcal{S}(U), \quad D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})(U, K) \simeq \text{cofib}(\mathcal{S}(U \setminus K) \to \mathcal{S}(U)).$$

We think of the object $D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})$ as a more local variant of the Verdier dual $\mathcal{K}$-presheaf to the presheaf $\mathcal{S}$; the restriction of $D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})$ to $\{X\} \times \mathcal{K}(\mathcal{X})$ is equivalent to $D(\mathcal{S}) = D_{\mathcal{X} \setminus \mathcal{A}}(\mathcal{S})$.

We are interested in the values of $D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})$ on pairs where $K \subseteq U$; therefore, let us denote by $L$ the sub-poset of $\mathcal{U}(\mathcal{X}) \times \mathcal{K}(\mathcal{X})^\text{op}$ where that holds.

Remark. For a cosheaf $\mathcal{S}$, the object $D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S}) |_L \in \text{Fun}(L, \mathcal{A})$ contains just as much information as the usual Verdier duality $\mathcal{K}$-sheaf $D(\mathcal{S})$; for any $(U, K) \in L$, the map

$$D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})(U, K) \to D_{\mathcal{U} \setminus \mathcal{K}}(\mathcal{S})(X, K) = D(\mathcal{S})(K)$$

is an equivalence since the square obtained by applying $\mathcal{G}(-)$ to the cover of $X$ given by \{U, X \setminus K\} is a pushout square, by the cosheaf property. On the other hand, for an arbitrary precosheaf $\mathcal{G}$, the object $D_{\mathcal{U} \to \mathcal{G}}(\mathcal{G})|_L$ cannot be recovered from $D(\mathcal{G})$, since its ‘local Verdier duals’ may have more information.

4.2. Cosheafified Hochschild homology. We have an analogue of the Hom sheaves used throughout the previous section. Let $\mathcal{F} \in \text{Cosh}(X, \text{dgcat}).$

**Definition 4.9.** For any $U \in \mathcal{U}(X)$ and $x, y \in \mathcal{F}(U)$, the **precosheaf** of morphisms $\mathcal{F}|_{U}'[x, y]$ is the object of $\text{Fun}(\mathcal{U}(X), \text{Vect})$ obtained by applying Proposition 2.8 to $I = \mathcal{U}(X)_{U \subseteq}$, with left cone point $U$, and extending by zero to all of $\mathcal{U}(X)$. For any triple $x, y, z \in \mathcal{F}(U)$, we denote by $c^x_{U, V, W}$ the corresponding composition morphism of precosheaves.

In other words, for any opens $U, V \subseteq X$ and objects $x, y \in \mathcal{F}(U)$, we have equivalences

$$\mathcal{F}|_{U}'[x, y](V) \simeq \begin{cases} \mathcal{F}|_{U}'[x, y](V) \simeq \mathcal{F}(V)((x, y), y) & \text{if } U \subseteq V \\ 0 & \text{otherwise} \end{cases}$$

where we generically use $\iota$ to denote the appropriate corestriction map of $\mathcal{F}$. This is a $\text{Vect}$-valued precosheaf on $X$. In the same fashion as before, we extend the notation to allow for $x, y \in U'$ when $U' \subseteq U$. As we did in the sheaf case, we generalize the notation to define composition maps

$$c^x_{U, V, W} : \mathcal{F}|_{U}'[x, y] \otimes \mathcal{F}|_{V}'[y, z] \to \mathcal{F}|_{U \cup V}'[x, z]$$

of precosheaves.

4.2.1. $\mathcal{K}$-presheaf version. We give a $\mathcal{K}$-presheaf version of these homs. Consider the inclusion of posets $\mathcal{K}(X)^{op} \to \mathcal{U}(X)$ given by $K \mapsto X \setminus K$; considering compacts contained in a fixed $K$ this restricts to an inclusion of posets

$$\mathcal{K}(X)^{op}_{X \setminus K} \to \mathcal{U}(X)_{X \setminus K \subseteq}$$

into the poset of opens containing $X \setminus K$.

**Definition 4.10.** For a compact $K \subseteq X$ and $x, y \in \mathcal{F}(X \setminus K)$, we write $\mathcal{F}|_{K}'[x, y]$ for the $\mathcal{K}$-precosheaf obtained by pulling back $\mathcal{F}|_{X \setminus K}'$ along the inclusion of posets. That is, for any $K' \subseteq K$, we take $\mathcal{F}|_{K}'[x, y](K') = \mathcal{F}|_{X \setminus K}'[x, y](X \setminus K')$.

Just as we did for the hom sheaves in Section 3.1, we extend this notation. Given any $x \in \mathcal{F}(X \setminus K')$ and $y \in \mathcal{F}(X \setminus K'')$, we define

$$\mathcal{F}|_{K}'[x, y] = \begin{cases} \mathcal{F}|_{K}^x[y, y] & \text{if } K \subseteq K', K \subseteq K'' \\ 0 & \text{otherwise.} \end{cases}$$

4.2.2. Hochschild homology of a cosheaf. Let us pick spanning sets of objects $S_U \subseteq \text{Ob}(\mathcal{F}(U))$ for every $U \in \mathcal{U}(X)$, such that for any $U \subseteq V$, $S_U$ contains the image of $S_U$ under the corestriction map of $\mathcal{F}$. This is always possible; one can start by independently picking spanning sets of objects independently for every open, and then adjoining all the images of spanning sets of smaller opens.

We define an object $\text{HH}(\mathcal{F})_{(m, n)}$ for each $(m, n)$ by the same formula we used for the sheaf case, namely:

$$\text{HH}(\mathcal{F})_{(m, n)} = \bigoplus \mathcal{F}|_{V_0}^{y_{0}, y_{0}} \otimes \mathcal{F}|_{U_0}^{y_{0}, x_{1}}[1] \otimes \cdots \otimes \mathcal{F}|_{U_{m}}^{y_{m}, y_{0}} \otimes \mathcal{F}|_{V_{m}}^{y_{0}, y_{m}}[1] \otimes \cdots \otimes \mathcal{F}|_{V_{n-1}}^{y_{n-1}, y_{n}}[1]$$

where the sum is taken over all collections of elements of $\mathcal{U}(X)$ and all objects in $S$. 
Definition 4.11. The Hochschild homology precosheaf associated to $F$ and $S = \{S_U\}$ is the object of PreCosh$(X, \text{Vect})$ given by $\text{HH}(F) = \bigoplus_{m,n} \text{HH}(F)_{(m,n)}$, endowed with the usual two-pointed Hochschild chain differential using the composition maps $\mu^{x,y,z}_{U,V}$.

By the assumption on the object sets $S_U$, we have the exact analogue of Proposition 3.2:

Proposition 4.12. For any $U \in \mathcal{U}(X)$, the value of $\text{HH}(F)$ on $U$ is equivalent to the Hochschild homology of $F(U)$, and for any pair $U \subseteq V$ in $\mathcal{U}(X)$, the corresponding corestriction map is equivalent to the map induced on Hochschild homologies by $\rho : F(U) \to F(V)$.

$\text{HH}(F)$ is generally not a cosheaf, and we denote by $\mathcal{H}\mathcal{H}(F)$ its cosheafification. Analogously to the sheaf case, we denote by $\mathcal{H}\mathcal{H}(F)^{s1}, \mathcal{H}\mathcal{H}(F)_{s1}$ the negative cyclic and cyclic homology cosheaves, given by cosheafifying the analogous respective precosheaves.

4.3. Orientations.

4.3.1. The Verdier dual diagonal $\mathcal{K}$-sheaf. In order to state the definition of nondegeneracy condition on $\Omega$, we will need to check a certain map of sheaves of bimodules; to construct that, we use a similar method to the one we used in Section 4.2.2, but using sheaves and $\mathcal{K}$-sheaves valued in bimodules instead. We define the following $\mathcal{F}(X)^e$-Mod-valued $\mathcal{K}$-presheaves on $X$:

$$D\Delta_X(F)_{m,n} = \bigoplus \text{cofib}(\mathcal{F}(X)(-,\iota x_0) \otimes \cdots \otimes \mathcal{F}^{x,y,z}_{K_m} \otimes \cdots \otimes \mathcal{F}(X)(\iota y_n, -))$$

where the sum is over all compacts and objects in $S$, and the terms $\mathcal{F}(X)(\ldots)$ denote constant presheaves on $X$, whose sections over any open are given by the denoted object of $\text{Vect}$.

Defining $D\Delta_X(F) = \bigoplus_{m,n}(D\Delta_X(F)_{m,n})$, together with the differential given by the composition maps, we get a $\mathcal{F}(X)^e$-Mod-valued $\mathcal{K}$-presheaf on $X$ whose value on $K$ is equivalent to $\text{Cone}(I_i\mathcal{F}(X \setminus K) \to \mathcal{F}(X)_\Delta)$, that is, the cofiber of the map of bimodules from the pushforward of the diagonal bimodule of $\mathcal{F}(X \setminus K)$ to the diagonal bimodule of the global sections category.

Proposition 4.13. If $\mathcal{F}$ is a cosheaf, the $\mathcal{K}$-presheaf $D\Delta_X(F)$ is an object of the subcategory $\text{Sh}(\mathcal{K}(X), \mathcal{F}(X)^e$-Mod).

Proof. We need to verify that this object satisfies conditions (1) and (2) of Definition 4.1; condition (1) holds trivially since the sections over $K = \emptyset$ are given by the cofiber of an isomorphism. Using the description of sections of $D\Delta_X(F)$ as pushforwards of diagonal bimodules, condition (2) says that for every pair $(K, K')$ of compacts

$$I_i(\mathcal{F}(X \setminus (K \cup K'))_\Delta) \to I_i(\mathcal{F}(X \setminus K)_\Delta)$$

is a pullback square, or equivalently a pushout square, since the category of $\mathcal{F}(X)$-bimodules is stable. But since $\mathcal{F}$ is a cosheaf, this is exactly the statement of Theorem 6.1 in [11].

A similar argument also proves the following result, concerning functoriality with respect to $X$.

Proposition 4.14. If $\mathcal{F}$ is a cosheaf, there is a canonical isomorphism $I_iD\Delta_U(F|_U) \to D\Delta_X(F)|_U$. 
Definition 4.15. The $K \in I$ can be expressed tensoring on both sides over $\mathcal{F}_I$ with $\mathcal{F}(X)_\Delta$. It remains to check that for any $K \in \mathcal{K}(U)$ this map induces an isomorphism, which follows from the fact that the square

$$
\begin{array}{ccc}
I_I(\mathcal{F}(U \setminus K)_\Delta) & \longrightarrow & I_I(\mathcal{F}(U)_\Delta) \\
\downarrow & & \downarrow \\
I_I(\mathcal{F}(X \setminus K)_\Delta) & \longrightarrow & I_I(\mathcal{F}(X)_\Delta)
\end{array}
$$

is a pushout square because $\mathcal{F}$ is a cosheaf.

We can apply the functor $\varphi$ of Proposition 4.3 to get a $\mathcal{K}$-sheaf of bimodules.

**Definition 4.15.** The Verdier dual diagonal $\mathcal{K}$-sheaf is the object of $\text{Sh}_\mathcal{K}(X, \mathcal{F}(X)^e\text{-Mod})$ given by $\varphi D\Delta_X(\mathcal{F})$.

The same functoriality property of Proposition 4.14 holds for this $\mathcal{K}$-sheaf:

**Proposition 4.16.** If $\mathcal{F}$ is a cosheaf, there is a canonical isomorphism $I_I \varphi D\Delta_U(\mathcal{F}|_U) \to \varphi D\Delta_X(\mathcal{F})|_U$.

**Proof.** Follows from applying $\varphi$ and using the fact that the functor $\varphi$ is calculated on each $K$ by a colimit, and the functor $I_I : \mathcal{F}(U)^e\text{-Mod} \to \mathcal{F}(X)^e\text{-Mod}$ is a left adjoint thus commutes with colimits.

4.3.2. The bimodule dual diagonal $\mathcal{K}$-sheaf. We now define another $\mathcal{K}$-sheaf, which will be our representative for the ‘bimodule dual’ of the diagonal cosheaf. Recall that the bimodule dual of a perfect $\mathcal{A}$-bimodule $M$ is given by $M^d = \text{Hom}_{\mathcal{A}^e}(M, \mathcal{A}^e)$; to calculate this derived hom one can take e.g. the bar complex resolution. We now use this strategy, but with sheaves of morphisms instead.

Let us define the following object of $\text{Fun}(\mathcal{U}(X), \mathcal{F}(X)^e\text{-Mod})$

$$
\Delta'_X(\mathcal{F})_{p,q} := \bigoplus \mathcal{F}(X)(-, \iota x_0) \otimes \cdots \otimes \mathcal{F}|_{U_p}^{\oplus y_0} \otimes \cdots \otimes \mathcal{F}(X)(\iota y_q, -)
$$

and its left dual as a $\mathcal{F}(X)$-bimodule, that is, the object of $\text{Fun}(\mathcal{U}(X)^{op}, \mathcal{F}(X)^e\text{-Mod})$ given by

$$
\Delta'_X(\mathcal{F})_{p,q} := \prod \text{Hom}_{\mathcal{F}(X)^e} \left( \mathcal{F}(X)(-, \iota x_0) \otimes \cdots \otimes \mathcal{F}|_{U_p}^{\oplus y_0} \otimes \cdots \otimes \mathcal{F}(X)(\iota y_q, -), \mathcal{F}(X)^e \right)
$$

We denote by $\Delta_X(\mathcal{F})$ and $\Delta'_X(\mathcal{F})$ the objects given by the direct sum/product over all $p, q$ and endowed with the differential coming from the composition maps. We can apply the functor $\theta$ mentioned in the statement of Proposition 4.2 to pass to a $\mathcal{K}$-presheaf; for any $K$ there is an equivalence $\theta(\Delta'_X(\mathcal{F}))(K) \cong \lim_{K \subseteq U} \Delta'_X(\mathcal{F})(U)$.

**Proposition 4.17.** The object $\theta(\Delta'_X(\mathcal{F}))$ belongs to the category $\text{Sh}(\mathcal{K}(X), \mathcal{F}(X)^e\text{-Mod})$.

**Proof.** We must verify that this object satisfies conditions (1) and (2) of Definition 4.1. Condition (1) is automatically satisfied, and to prove condition (2), we choose small enough open neighborhoods $U, U'$ of $K, K'$; it is then sufficient to prove that the square

$$
\begin{array}{ccc}
I_I(\mathcal{F}(U \cup U')) & \longrightarrow & I_I(\mathcal{F}(U)) \\
\downarrow & & \downarrow \\
I_I(\mathcal{F}(U')) & \longrightarrow & I_I(\mathcal{F}(U \cap U'))
\end{array}
$$
is a pullback square for all small enough open neighborhoods \( U, U' \) of \( K, K' \). This holds since the square above is obtained from a pushout square of compact bimodules by applying the functor \((-)^!\), and this latter is an anti-equivalence when restricted to compact bimodules. □

We can apply the functor of Proposition 4.3 to get a \( \mathcal{K} \)-sheaf.

**Definition 4.18.** The bimodule dual diagonal \( \mathcal{K} \)-sheaf is the \( \mathcal{F}(X)^e \)-Mod-valued \( \mathcal{K} \)-sheaf on \( X \) given by \( \varphi \theta (\Delta^1_X(\mathcal{F})) \).

We have functoriality of \( \theta (\Delta^1_X(\mathcal{F})) \) and \( \varphi \theta (\Delta^1_X(\mathcal{F})) \) with respect to \( X \):

**Proposition 4.19.** If \( \mathcal{F} \) is a cosheaf, there are canonical isomorphisms \( I_! \theta \Delta^1_U(\mathcal{F}|_U) \simeq \theta \Delta^1_X(\mathcal{F})|_U \) and \( I_! \varphi \theta \Delta^1_U(\mathcal{F}|_U) \simeq \varphi \theta \Delta^1_X(\mathcal{F})|_U \)

**Proof.** Follows from similar arguments used to prove Propositions 4.14 and 4.16. We can construct the map \( I_! \Delta^1_U(\mathcal{F}|_U) \rightarrow \Delta^1_X(\mathcal{F})|_U \) using the explicit representatives and the corestriction map \( \mathcal{F}(U) \rightarrow \mathcal{F}(X) \), and then check that it gives an isomorphism on every \( V \subseteq U \) as a consequence of the fact that all of its sections are perfect bimodules so by Lemma 4.2 of [11], pushforwards commute with taking bimodule dual. The statement about the \( \mathcal{K} \)-sheaves (that is, after applying \( \varphi \)) follows since \( \varphi \) commutes with \( I_! \). □

4.3.3. **Nondegeneracy condition.** Let us recall the definition from the introduction: the data of an orientation of dimension \( n \) on the CCC space \((X, \mathcal{F})\) is a morphism of cosheaves

\[
\Omega: \varpi_X[d] \rightarrow \mathcal{KH}(\mathcal{F})^\mathbb{Z}
\]

where \( \varpi_X \) is the covariant Verdier dual of the constant sheaf \( k \) on \( X \), and \( \mathcal{KH}(\mathcal{F})^\mathbb{Z} \) is the cosheafification of the negative cyclic homotopy cosheaf. In order to give an orientation, the corresponding morphism of cosheaves \( \Omega: \varpi_X[d] \rightarrow \mathcal{KH}(\mathcal{F}) \) must satisfy a certain nondegeneracy condition, namely, we require that under a certain universal map

\[
\eta_X: \text{Hom}_{\text{Cosh}(X,\text{Vect})}(\varpi_X, \mathcal{KH}(\mathcal{F})) \rightarrow \text{Hom}_{\text{Sh}_X(X, \mathcal{F}(X)^e \text{-Mod})}(\varphi \theta \Delta^1_X(\mathcal{F}), \varphi \mathbb{D} \Delta_X(\mathcal{F}))
\]

the morphism of cosheaves \( \Omega \) maps to an isomorphism of \( \mathcal{K} \)-sheaves \( \varphi \theta \Delta^1_X(\mathcal{F})[d] \simeq \varphi \mathbb{D} \Delta_X(\mathcal{F}) \).

The remainder of this subsection is devoted to the construction of the map \( \eta_X \).

We can apply the ‘bivariant Verdier dual’ functor of Definition 4.8 to the Hochschild homology precosheaf to get an object \( D_{U-X}(\mathcal{KH}(\mathcal{F})) \) of the category \( \text{Fun}(\mathcal{K}(X)^{op}, \text{Vect}) \). By definition, for any \((U, K) \in \mathcal{U}(X) \times \mathcal{K}(X)^{op}, \text{Vect})\), there is an isomorphism

\[
D_{U-X}(\mathcal{KH}(\mathcal{F}))(U, K) \simeq \text{cofib}(\mathcal{KH}(\mathcal{F}(U \setminus K)) \rightarrow \mathcal{KH}(\mathcal{F}(U))).
\]

We note that, using bar complexes, one can construct maps

\[
\mathcal{KH}(\mathcal{F}(U \setminus K)) \simeq \mathcal{KH}(U \setminus K)_\Delta \otimes_{\mathcal{KH}(U \setminus K)} \mathcal{F}(U \setminus K)_\Delta \rightarrow I_!\mathcal{F}(U)_\Delta \otimes_{\mathcal{F}(X)^e} I_!\mathcal{F}(U \setminus K)_\Delta
\]

giving a map \( D_{U-X}(\mathcal{KH}(\mathcal{F}))(U, K) \rightarrow I_!\mathcal{F}(U)_\Delta \otimes_{\mathcal{F}(X)^e} \text{cofib}(I_!\mathcal{F}(X \setminus K)_\Delta \rightarrow \mathcal{F}(X)_\Delta) \). Since \( \mathcal{F} \) is a cosheaf of smooth dg categories by assumption, we have an isomorphism between this latter complex and the bimodule hom \( \text{Hom}_{\mathcal{F}(X)^e}(I_!\mathcal{F}(U)_\Delta)^1, \text{cofib}(I_!\mathcal{F}(X \setminus K)_\Delta \rightarrow \mathcal{F}(X)_\Delta)) \).

We now consider the objects

\[
\Delta^1_X(\mathcal{F}) \in \text{Fun}(\mathcal{U}(X)^{op}, \mathcal{F}(X)^e \text{-Mod}) \simeq \text{Fun}(\mathcal{U}(X), (\mathcal{F}(X)^e \text{-Mod})^{op})
\]
\[
\mathbb{D} \Delta_X(\mathcal{F}) \in \text{Fun}(\mathcal{K}(X)^{op}, \mathcal{F}(X)^e \text{-Mod})
\]
constructed in the preceding subsections. We denote by

\[
\text{Hom}_{\mathcal{F}(X)^e \text{-Mod}}(\Delta^1_X(\mathcal{F}), \mathbb{D} \Delta_X(\mathcal{F})) \in \text{Fun}(\mathcal{U}(X) \times \mathcal{K}(X)^{op}, \text{Vect})
\]
the object obtained by combining these two objects with the Vect-enriched internal hom
\[ \Hom_{\mathcal{F}(X)^e-\text{Mod}} : (\mathcal{F}(X)^e-\text{Mod})^{\op} \times \mathcal{F}(X)^e-\text{Mod} \to \text{Vect}. \]
Explicitly, the object \( \Hom(\Delta_X^1(\mathcal{F}), D\Delta_X(\mathcal{F})) \) associates to a pair \((U, K)\) the object of Vect given by
\[ \Hom_{\mathcal{F}(X)^e-\text{Mod}}(\Delta_X^1(\mathcal{F})(U), D\Delta_X(\mathcal{F})(K)) \simeq \Hom_{\mathcal{F}(X)^e}(I_!(\mathcal{F}(U)_\Delta^1), \text{cofib}(I_!(\mathcal{F}(X \setminus K)_\Delta) \to \mathcal{F}(X)_\Delta)). \]
Therefore, for each fixed \((U, K)\), combining the identifications above, we have a map of complexes
\[ \xi_{X,(U,K)} : D_{\mathcal{U}-\mathcal{K}}(\text{HH}(\mathcal{F}))(U, K) \to \Hom(\Delta_X^1(\mathcal{F}), D\Delta_X(\mathcal{F}))(U, K). \]

The following Lemma shows that these maps can be all assembled coherently over \( \mathcal{U}(X) \times \mathcal{K}(X)^{\op} \).

**Lemma 4.20.** There is a natural morphism in the category \( \text{Fun}(\mathcal{U}(X) \times \mathcal{K}(X)^{\op}, \text{Vect}) \)
\[ \xi_X : D_{\mathcal{U}-\mathcal{K}}(\text{HH}(\mathcal{F})) \to \Hom_{\mathcal{F}(X)^e-\text{Mod}}(\Delta_X^1(\mathcal{F}), D\Delta_X(\mathcal{F})), \]
whose induced map on any \((U, K)\) is equivalent to the map \( \xi_{X,(U,K)} \).

**Proof.** By definition, the bivariant Verdier dual \( D_{\mathcal{U}-\mathcal{K}}(\text{HH}(\mathcal{F})) \) is equivalent to a cofiber \( (\text{HH}(\mathcal{F}))_{\mathcal{U}-\mathcal{K}} \to (\text{HH}(\mathcal{F}))_{\mathcal{U}}, \text{op} \)
so we have an equivalence
\[ D_{\mathcal{U}-\mathcal{K}}(\text{HH}(\mathcal{F})) \simeq \bigoplus \text{cofib} \left( \mathcal{F}|_{U|\mathcal{K}} \right)_{U, K} \otimes \cdots \otimes \mathcal{F}|_{U|\mathcal{K}} \otimes \cdots \otimes \mathcal{F}|_{U|\mathcal{K}} \otimes \cdots \]
\[ \to \mathcal{F}(X)(w_0, x_0) \otimes \cdots \otimes \mathcal{F}(X)(y_n, z_0) \otimes \cdots \otimes \mathcal{F}(X)(z_p, w_0) \otimes \cdots \]
where again the sum is taken over all \((m, n, p, q), (U, K)\) and objects in our chosen object sets, and the tensor factors are the appropriate functors out of \( \mathcal{U}(X) \times \mathcal{K}(X)^{\op}, \) and the whole complex is endowed with the differential coming from composition maps.

We map the object above to
\[ \bigoplus \text{cofib} \left( \mathcal{F}(X)(w, x_0) \otimes \cdots \otimes \mathcal{F}(X)(y_n, z_0) \otimes \cdots \otimes \mathcal{F}(X)(z_p, w_0) \otimes \cdots \right) \]
where the factors in the dots are of the forms \( \mathcal{F}|_{U^{-1}} [1], \mathcal{F}|_{X \setminus K}^{-1} \) or \( \mathcal{F}(X)(-,-) \). Since tensor commutes with cofiber, the object above is isomorphic to
\[ \bigoplus (\mathcal{F}(X)(-, x_0) \otimes \cdots \otimes \mathcal{F}(X)(y_n, -) \otimes \cdots) \otimes \mathcal{F}(X)^e \]
\[ \text{cofib} \left( \mathcal{F}(X)(-, z_0) \otimes \cdots \otimes \mathcal{F}(X)(w_q, -) \right) \to \mathcal{F}(X)(-, z_0) \otimes \cdots \otimes \mathcal{F}(X)(z_p, w_0) \otimes \cdots \mathcal{F}(X)(w_q, -) \]
that is, the two-sided tensor \( \Delta_X \mathcal{F} \otimes \mathcal{F}(X)^e \) \( \text{D} \Delta_X(\mathcal{F}) \). Evaluating the image of this map against \( \Delta_X^1 \mathcal{F} \) gives the desired map. \( \square \)

Recall that if \( C \) is an ordinary category, morphisms in presheaf categories can be described by the formalism of ‘ends’: the morphism space between two \( C \)-valued sheaves on \( X \) is given by
\[ \Hom_{\text{Sh}(X,C)}(\mathcal{S}_1, \mathcal{S}_2) = \int_{\mathcal{U}(X)^{\op}} \Hom_C \circ (\mathcal{S}_1 \times \mathcal{S}_2) \]
the end of the bifunctor given by composing with \( \mathcal{S}_1 \times \mathcal{S}_2 \) with

\[
\text{Hom}_C : C^{\text{op}} \times C \to \text{Set}.
\]

In the setting of \( \infty \)-categories, the appropriate notion of end can be given as the limit over a certain category of ‘twisted arrows’ \([45]\). For any \( \infty \)-category \( I \), there is an \( \infty \)-category \( \text{Tw}^I(I) \) with a canonical morphism

\[
p : \text{Tw}^I(I) \to I^{\text{op}} \times I
\]

such that the end of an \( \infty \)-category \( \mathcal{H} : I^{\text{op}} \times I \to \mathcal{A} \) is given by \( \int_I \mathcal{H} = \text{lim}(F \circ p) \). If we have a \( \text{Vect} \)-enriched \( \infty \)-category \( \mathcal{E} \), and \( \mathcal{S}_1, \mathcal{S}_2 \in \text{Sh}(X, \mathcal{E}) \), we can then express their hom space as an object of \( \text{Vect} \) as \( \text{lim}(p \circ (\mathcal{S}_1 \otimes \mathcal{S}_2)) \), a limit over \( \text{Tw}^I(\mathcal{U}(X)^{\text{op}}) \).

In order to construct the desired morphism \( \eta_X \), we must relate these ends to our previous constructions. Recall the following two functors: Lurie’s covariant Verdier functor

\[
\mathbb{D} : \text{Fun}(\mathcal{U}(X)^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{U}(X), \mathcal{A})
\]

and bivariant Verdier duality

\[
D_{\mathbb{U} - \mathcal{K}} : \text{Fun}(\mathcal{U}(X), \mathcal{A}) \to \text{Fun}(\mathcal{U}(X) \times \mathcal{K}(X)^{\text{op}}, \mathcal{A})
\]

Recall that the functor \( \mathbb{D} \), when restricted to sheaves, gives an equivalence of categories, with inverse given again by the functor \( \mathbb{D} \) on cosheaves. We will now prove a generalization of this statement involving the functor \( D_{\mathbb{U} - \mathcal{K}} \).

Note that if \( \mathcal{G} \in \text{Sh}(X, \mathcal{A}) \), upon fixing \( U \), \( D_{\mathbb{U} - \mathcal{K}} \circ \mathbb{D}_X(\mathcal{G}) \) restricted to \( U \times \mathcal{K}(U) \) is isomorphic to \( D_U \circ \mathbb{D}_U(\mathcal{G}) \simeq \theta \mathcal{G} \). The following proposition is just about making this statement coherent over all opens. Consider the projection map

\[
p : \mathcal{U}(X) \times \mathcal{K}(X)^{\text{op}} \to \mathcal{K}(X)^{\text{op}}
\]

Composing the corresponding pullback with the functor \( \theta \) gives a functor

\[
p^* \circ \theta : \text{Fun}(\mathcal{U}(X)^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{U}(X) \times \mathcal{K}(X)^{\text{op}}, \mathcal{A})
\]

We now have two functors with the same source and target, \( D_{\mathbb{U} - \mathcal{K}} \circ \mathbb{D} \) and \( p^* \circ \theta \). We can further restrict the source to sheaves and compose the target with restriction to the locus \( L \subset \mathcal{U}(X) \times \mathcal{K}(X)^{\text{op}} \) where \( K \subseteq U \).

**Proposition 4.21.** There is a natural equivalence

\[
(-)|_L \circ D_{\mathbb{U} - \mathcal{K}} \circ \mathbb{D} \simeq (-)|_L \circ p^* \circ \theta
\]

of functors \( \text{Sh}(X, \mathcal{A}) \to \text{Fun}(L, \mathcal{A}) \).

**Proof.** We already know that, for any \( \mathcal{G} \in \text{Sh}(X, \mathcal{A}) \), the sections of \( D_{\mathbb{U} - \mathcal{K}} \circ \mathbb{D}(\mathcal{G}) \) and \( p^* \circ \theta(\mathcal{G}) \) on \((U, K)\) with \( K \subseteq U \) are abstractly isomorphic, so it just remains to construct the correct natural transformation of functors. For conciseness let us write \( \mathcal{U} = \mathcal{U}(X) \) and \( \mathcal{K} = \mathcal{K}(X) \). We define the following maps of simplicial sets

\[
a : \Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K}^{\text{op}} \to \Delta^1 \times \mathcal{U}, \quad b : \Delta^1 \times \mathcal{K} \to \mathcal{K}^{\text{op}}
\]

given by

\[
a(r, s, U, K) = \begin{cases} (r, U \setminus K), & s = 0 \\ (r, U), & s = 1 \end{cases} \quad b(r, K') = \begin{cases} X, & r = 0 \\ X \setminus K', & r = 1 \end{cases}
\]
Denoting $\mathcal{M} = \mathcal{U} \cup \mathcal{K}$ as a subset of the poset of subsets of $X$, we consider the diagram

$$\Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K} \xrightarrow{a} \Delta^1 \times \mathcal{U} \xleftarrow{i} \Delta^1 \times \mathcal{M} \xrightarrow{j} \Delta^1 \times \mathcal{K} \xrightarrow{b} \mathcal{U}^{\text{op}}$$

We then have a functor $a^*i^*j^!b^*$ : $\text{Fun}(\mathcal{U}^{\text{op}}, \mathcal{A}) \to \text{Fun}(\Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K}^{\text{op}}, \mathcal{A})$, which gives an adjoint

$$(a^*i^*j^!b^*)^! : \text{Fun}(\mathcal{U}^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{U} \times \mathcal{K}^{\text{op}}, \text{Fun}(\Delta^1 \times \Delta^1, \mathcal{A}))$$

It follows from the definitions of the functors $D_{\mathcal{U} \times \mathcal{K}}$ and $\mathbb{D}$ that the functor above, composed with the functor induced by $\text{fib}^2 : \text{Fun}(\Delta^1 \times \Delta^1, \mathcal{A})) \to \mathcal{A}$, gives $D_{\mathcal{U} \times \mathcal{K}} \circ \mathbb{D}$.

Let us define a simplicial set $Z \subset \Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K}^{\text{op}} \times \mathcal{K}$ given by

$$Z = \{(r, s, u, K, K') \mid K' \subseteq U \setminus K, \quad s = 0 \quad \text{or} \quad K' \subseteq U, \quad s = 1\}$$

We form the square

$$\begin{array}{ccc}
Z & \xrightarrow{\pi_2} & \Delta^1 \times \mathcal{K} \\
\downarrow{\pi_1} & & \downarrow{j} \\
\Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K} & \xrightarrow{i \circ \theta} & \Delta^1 \times \mathcal{M}
\end{array}$$

where $\pi_1(r, s, U, K, K') = (r, s, U, K)$ and $\pi_2(r, s, U, K, K') = (r, K')$. By the definition of $Z$, the image of $\pi_2$ on some fixed input is always contained in the image of $a \circ \pi_1$ on the same input, so we have a natural transformation of functors $j \circ \pi_2 \Rightarrow \lambda_1 \circ \pi_1$; using (co)unit maps of the relevant adjunction gives then a natural transformation $\pi_1 \pi_2^* a^* \Rightarrow a^* i^* j^! b^*$.

We then form another square

$$\begin{array}{ccc}
Z & \xrightarrow{b \circ \pi_2} & \mathcal{U}^{\text{op}} \\
\downarrow{\pi_1} & & \downarrow{\lambda_2} \\
\Delta^1 \times \Delta^1 \times \mathcal{U} \times \mathcal{K}^{\text{op}} & \xrightarrow{\lambda_1} & \Delta^1 \times \mathcal{M}^{\text{op}}
\end{array}$$

where $\lambda_1(r, s, U, K) = (r, s, K)$ and $\lambda_2(V) = (0, 0, V)$. We now have a natural transformation $\lambda_2 \circ b \circ \pi_2 \Rightarrow \lambda_1 \circ \pi_1$; using adjunctions we get a natural transformation $\pi_1 \pi_2^* a^* \Rightarrow a^* i^* j^! b^*$. This latter functor, upon taking adjoints and composing with $\text{fib}^2$, gives the functor $p^* \circ \theta$ of the statement we are trying to prove.

In summary, we get natural transformations

$$D_{\mathcal{U} \times \mathcal{K}} \circ \mathbb{D} \Leftarrow \text{fib}^2 \circ (\pi_1 \circ \pi_2^*)^! \Rightarrow p^* \circ \theta$$

of functors $\text{Fun}(\mathcal{U}^{\text{op}}, \mathcal{A}) \to \text{Fun}(\mathcal{U} \times \mathcal{K}^{\text{op}}, \mathcal{A})$, so to prove the statement we want it is enough to show that these induce equivalences when applied to a sheaf $\mathcal{G}$ and then restricting the result to the locus $L$. We can see this by calculating these maps explicitly; for example, picking some pair $K \subseteq U$, we have that $(\text{fib}^2 \circ (\pi_1 \circ \pi_2^*)^! \mathcal{G})(U, K)$ is given by taking the double fiber of the square

$$\begin{array}{ccc}
\mathcal{F}(X) & \longrightarrow & \text{colim}_{K' \subseteq U \setminus K} \mathcal{F}(X \setminus K') \\
\downarrow & & \downarrow \\
\mathcal{F}(X) & \longrightarrow & \text{colim}_{K' \subseteq U} \mathcal{F}(X \setminus K')
\end{array}$$

which, when $\mathcal{F}$ is a sheaf, is equivalent to $\text{colim}_{K \subseteq V} \mathcal{F}(V)$. Similar calculations of the other two functors show that on each $(U, K)$ the maps are isomorphisms.

$\square$
We now use the maps we described to produce our desired map. We have a composition

\[ \text{Hom}_{\text{Cosh}(X, \text{Vect})}(\varpi_X, \mathcal{H}(\mathcal{F})) \to \text{Hom}_{\text{Cosh}(X, \text{Vect})}(\varpi_X, \text{HH}(\mathcal{F})) \]

\[ \frac{D_{UL} - X}{\xi} \to \text{Hom}_{\text{Fun}(\text{U}(X) \times \mathcal{X}(X)^{\text{op}}, \text{Vect})}(D_{UL} - X \mathcal{D} k_X, D_{UL} - X(\text{HH}(\mathcal{F}))) \]

\[ \frac{\xi}{\xi} \to \text{Hom}_{\text{Fun}(\text{U}(X) \times \mathcal{X}(X)^{\text{op}}, \text{Vect})}(D_{UL} - X \mathcal{D} k_X, \text{Hom}_{\mathcal{F}(X)}(\Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F})) \]

\[ \frac{(-) \mid_L}{(-) \mid_L} \to \text{Hom}_{\text{Fun}(\text{L}, \text{Vect})}(D_{UL} - X \mathcal{D} k_X) \mid_L, \text{Hom}_{\mathcal{F}(X)}(\Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \mid_L \]

\[ \to \text{Hom}_{\text{Fun}(\text{L}, \text{Vect})}(D_{UL} - X \mathcal{D} k_X) \mid_L, \text{Hom}_{\mathcal{F}(X)}(\Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \mid_L \]

where \( k \) denotes the constant functor with value \( k \) and the last map is induced by the canonical map from the constant presheaf to the constant sheaf. By Proposition 4.21, we have that \( (D_{UL} - X \mathcal{D} k_X) \mid_L \) is the constant functor on \( L \) with value \( k \). Applying \( \theta \) along the first coordinate, to get functors out of \( L_X = \{(J, K) | K \subseteq J \} \subseteq \mathcal{X} \times \mathcal{X}^{\text{op}} \), we get a further map from the last complex above:

\[ \to \text{Hom}_{\text{Fun}(L_X, \text{Vect})}(k, \text{Hom}_{\mathcal{F}(X)}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \mid_L) \]

That is, the complex above is the data of a coherent choice of map \( k \to \text{Hom}_{\mathcal{F}(X)}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \) for any pair of compacts with \( K \subseteq J \). We now take ends, noting that, by definition, the image of the canonical map from the category of twisted arrows \( \text{Tw}^4(\mathcal{X}(X)^{\text{op}}) \to \mathcal{X}(X) \times \mathcal{X}(X)^{\text{op}} \) lands inside of the locus \( L_X \). Therefore we can pullback along this map and take limits, giving a map of complexes

\[ \text{Hom}_{\text{Fun}(L_X, \text{Vect})}(k, \text{Hom}_{\mathcal{F}(X)}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \mid_L) \to \int^{\mathcal{X}(X)^{\text{op}}} \text{Hom}_{\mathcal{F}(X)}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \]

\[ = \text{Hom}_{\text{Sh}(X, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \]

**Definition 4.22.** The map \( \eta_X \) is given by composing the map

\[ \text{Hom}_{\text{Cosh}(X, \text{Vect})}(\varpi_X, \mathcal{H}(\mathcal{F})) \to \text{Hom}_{\text{Fun}(\mathcal{X}(X)^{\text{op}}, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \]

constructed above with the map

\[ \text{Hom}_{\text{Fun}(\mathcal{X}(X)^{\text{op}}, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\theta \Delta^1_X, \mathcal{F}, D\Delta_X \mathcal{F}) \to \text{Hom}_{\text{Sh}(X, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\varphi \theta \Delta^1_X, \mathcal{F}, \varphi D\Delta_X \mathcal{F}) \]

induced by the functor \( \varphi \) of Proposition 4.3.

This map is universal in \( X \), in the following sense. Recall that for any sheaf \( \mathcal{F} \) and \( U \in \text{U}(X) \), we have a natural isomorphism \( (D_X \mathcal{F})_U \simeq D_U(\mathcal{F}_U) \), so we have a natural isomorphism \( \varpi_U \simeq \varpi_X \mid_U \). Therefore, restricting on both sides of the map \( \eta_X \), we get a square of complexes

\[ \text{Hom}_{\text{Cosh}(X, \text{Vect})}(\varpi_X, \mathcal{H}(\mathcal{F})) \to \text{Hom}_{\text{Sh}(X, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\varphi \theta \Delta^1_X, \mathcal{F}, \varphi D\Delta_X \mathcal{F}) \]

\[ \text{Hom}_{\text{Cosh}(U, \text{Vect})}(\varpi_U, \mathcal{H}(\mathcal{F}) \mid_U) \to \text{Hom}_{\text{Sh}(X, \mathcal{F}(X)^{\text{op}}, \text{Mod})}(\varphi \theta \Delta^1_U, \mathcal{F} \mid_U, I \varphi D\Delta_U(\mathcal{F} \mid_U)) \]

**Proposition 4.23.** The square above commutes up to homotopy.

**Proof.** This follows from the functoriality results we gave in Propositions 4.16 and 4.19, together with the fact that the map \( \xi_X \) is also functorial in \( X \), in the sense that \( \xi_X \) and \( \xi_U \) intertwine the identifications given by the two Propositions cited above; this can be seen by a calculation using the explicit description we gave for these \( \xi \) maps. \( \square \)
Example. The half-open interval Let $X = [0, 1)$ with stratification $\{0\} \cup (0, 1)$. Let us denote $U = (0, 1)$; the data of a constructible cosheaf $\mathcal{F}$ on $X$ is then given by a corestriction functor $\iota : \mathcal{F}(U) \to \mathcal{F}(X)$. To describe the relevant $\mathcal{K}$-sheaves, we note that there are only two types of connected compact subsets; let us pick one representative for each type, for example, compact subsets $K_1 = [0, 3/4]$ and $K_2 = [1/4, 1/2]$. Denoting $\sim$ for the equivalence relation generated by stratified retracts of open subsets, we have

$$X \setminus K_1 \sim U, \quad X \setminus K_2 \sim X \sqcup U$$

with the inclusion $X \setminus K_1 \hookrightarrow X \setminus K_2$ equivalent to the inclusion $U \hookrightarrow X \sqcup U$.

Let us describe the Verdier dual Hochschild $\mathcal{K}$-presheaf. We have equivalences

$$DHH_X(\mathcal{F})(K_1) \cong \text{cofib} \left( HH(\mathcal{F}(U)) \xrightarrow{\sim} HH(\mathcal{F}(X)) \right)$$

$$DHH_X(\mathcal{F})(K_2) \cong \text{cofib} \left( HH(\mathcal{F}(U)) \oplus HH(\mathcal{F}(X)) \xrightarrow{(\iota, \text{id})} HH(\mathcal{F}(X)) \right) \cong HH(\mathcal{F}(U))[1]$$

with restriction map given by the connecting map. We can also describe the version over $\mathcal{U}(X) \times \mathcal{K}(X)^{\text{op}}$. By definition we have $DHH(\mathcal{F})(X, K_i) = DHH_X(\mathcal{F})(K_i)$, and that the map $DHH(\mathcal{F})(U, K) \to DHH(\mathcal{F})(X, K)$ is the equivalence

$$\text{cofib} \left( HH(\mathcal{F}(U)) \oplus HH(\mathcal{F}(U)) \to HH(\mathcal{F}(U)) \right) \xrightarrow{\sim}$$

$$\text{cofib} \left( HH(\mathcal{F}(X)) \oplus HH(\mathcal{F}(U)) \to HH(\mathcal{F}(X)) \right) \cong HH(\mathcal{F}(U))[1]$$

As for the $\mathcal{K}$-sheaves of bimodules, we note that every sufficiently small open set containing $K_1$ or $K_2$, is equivalent, by retracts respecting the stratification, to $X$ or $U$, respectively. Therefore, we have equivalences

$$\varphi \Delta^1_X(\mathcal{F})(K_1) \cong \mathcal{F}(X)^{\text{!}}, \quad \varphi \Delta^1_X(\mathcal{F})(K_2) \cong I_! \mathcal{F}(U)^{\text{!}}.$$ Calculating the Verdier dual diagonal bimodule $\mathcal{K}$-sheaf gives

$$\varphi D\Delta_X(\mathcal{F})(K_1) \cong \text{cofib} \left( I_! \mathcal{F}(U)_\Delta \to \mathcal{F}(X)_\Delta \right)$$

$$\varphi D\Delta_X(\mathcal{F})(K_2) \cong \text{cofib} \left( \mathcal{F}(X)_\Delta \oplus I_! \mathcal{F}(U)_\Delta \to \mathcal{F}(X)_\Delta \right) \cong I_! \mathcal{F}(U)_\Delta[1]$$

Suppose now that we are given a section $s : k_L \to DHH(\mathcal{F})|_L$. This is just given by an element $s_{(X, K_1)} \in \text{cofib} \left( HH(\mathcal{F}(U)) \xrightarrow{\sim} HH(\mathcal{F}(X)) \right)$. We can describe explicitly the map of bi-simplicial objects. For each compact $K$, we choose small enough open $V$ such that $K \subseteq V$. We then have a map

$$\phi : DHH(\mathcal{F})(V, K)_{m,n,p,q} = \bigvee \text{cofib} \left( \mathcal{F}(V \setminus K)(w_q, x_0) \otimes \cdots \otimes \mathcal{F}(V \setminus K)(x_m, y_0) \otimes \cdots \otimes \mathcal{F}(V \setminus K)(y_n, z_0) \otimes \cdots \otimes \mathcal{F}(V \setminus K)(z_p, w) \otimes \cdots \right)$$

$$\to \mathcal{F}(V)(w_q, x_0) \otimes \cdots \otimes \mathcal{F}(V)(x_m, y_0) \otimes \cdots \otimes \mathcal{F}(V)(y_n, z_0) \otimes \cdots \otimes \mathcal{F}(V)(z_p, w_0) \otimes \cdots$$

$$\to \mathcal{F}(X)(w_q, x_0) \otimes \cdots \otimes \mathcal{F}(X)(x_m, y_0) \otimes \cdots \otimes \mathcal{F}(X)(y_n, z_0) \otimes \cdots \otimes \mathcal{F}(V)(z_p, w_0) \otimes \cdots$$

We can evaluate the image $\phi(s_{(V,K)})$ against any

$$\xi \in \Delta^1_X(\mathcal{F})(V)^{p,q} = \bigvee \text{Hom}_{\mathcal{F}(X)^x}(\mathcal{F}(X)(-, z_0) \otimes \cdots \otimes \mathcal{F}(V)(z_p, w_0) \otimes \cdots \otimes \mathcal{F}(X)(w_q, -), \mathcal{F}(X)^e)$$
to get an element in
\[
\bigvee \text{cofib} \left( \mathcal{F}(X)(- , x_0) \otimes \cdots \otimes \mathcal{F}(X \setminus K)(x_m, y_0) \otimes \cdots \mathcal{F}(X)(y_n, -) \right) \\
\rightarrow \mathcal{F}(X)(- , x_0) \otimes \cdots \otimes \mathcal{F}(X)(x_m, y_0) \otimes \cdots \mathcal{F}(X)(y_n, -)) \cong D\Delta_X(F)_{m,n}
\]
giving the desired map of bar complexes.

We can take \( V = X \) for \( K_1 \) and \( V = U \) for \( K_2 \); given an section \( s_{(X,K_1)} \) as above, the map induced on sections by the corresponding map of \( \mathcal{K} \)-sheaves \( \theta_{\Delta_X} : \mathcal{F} \rightarrow D\Delta_X(\mathcal{F}) \) on the pair \( (K_1, K_2) \) is the data of a homotopy-commuting square

\[
\begin{array}{ccc}
\mathcal{F}(X)^I & \rightarrow & I;\mathcal{F}(U)^I \\
\downarrow & & \downarrow \\
\text{cofib} (I;\mathcal{F}(U) \Delta) & \rightarrow & \mathcal{F}(X) \Delta \\
& & \rightarrow I;\mathcal{F}(U) \Delta[1]
\end{array}
\]

We can use the maps described above to define the nondegeneracy condition on orientations on CCC spaces that we mentioned in the Introduction.

**Definition 4.24.** A map \( \Theta : \omega_X[d] \rightarrow \mathcal{H}(\mathcal{F})^{S^1} \) is an orientation on \( (X, \mathcal{F}) \) if its image \( \eta_X(\Theta) \in \text{Hom}_{\text{Sh}_{\mathcal{K}}(X,\mathcal{F}(X)^e-\text{Mod})}(\varphi\theta\Delta_X(\mathcal{F}), \varphi D\Delta_X(\mathcal{F})[-d]) \) is an isomorphism of \( \mathcal{F}(X) \)-bimodules valued \( \mathcal{K} \)-sheaves.

Analogously to the sheaf case, a morphism of cosheaves can be checked to be an isomorphism locally, so we have:

**Proposition 4.25.** If \( X = \bigcup_i U_i \) and \( \Theta : \omega_X[d] \rightarrow \mathcal{H}(\mathcal{F})^{S^1} \) is such that \( \Theta|_{U_i} \) is an orientation on \( (U_i, \mathcal{F}|_{U_i}) \), then \( \Theta \) is an orientation on \( (X, \mathcal{F}) \).

**Proof.** Follows from the fact that a morphism of \( \mathcal{K} \)-sheaves can be checked to be an isomorphism locally, together with the functoriality of the map \( \eta_X \) taking the data of \( \Omega : \omega_X[d] \rightarrow \mathcal{H}(\mathcal{F}) \) to a morphism of \( \mathcal{K} \)-sheaves (Proposition 4.23). \( \square \)

**4.3.4. Relation to smooth CY structures.** In a dual manner to the case of sheaves of proper dg categories, an orientation on a cosheaf of smooth dg categories induces smooth Calabi-Yau structures. The following proposition follows directly from the definition.

**Proposition 4.26.** If \( X \) is a point, then an orientation on the CCC space \( (X, \mathcal{F}) \) is a smooth Calabi-Yau structure on the category \( \mathcal{F} \), in the sense of Definition 2.6.

**Proposition 4.27.** If \( X = [0, 1] \) with stratification \( \{0\} \cup (0, 1) \), then an orientation on \( (X, \mathcal{F}) \) is a relative smooth Calabi-Yau structure on the corestriction functor \( \iota : \mathcal{F}((0, 1)) \rightarrow \mathcal{F}([0, 1]) \), in the sense of Definition 2.7.

**Proof.** Follows from comparing the description in Example 4.3.3, of the induced map of distinguished triangles in the category of \( \mathcal{F}(X) \)-valued \( \mathcal{K} \)-sheaves, to the definition of relative CY structure. \( \square \)
4.3.5. **Pushforward.** We now prove the pushforward result stated in Theorem 1.7. Consider \( f : X \to Y \) a proper and constructible map from a CCC space \((X, \mathcal{F})\). We have a cosheaf \( f_* \mathcal{F} \) giving \( Y \) the structure of a CCC space; moreover, by the universal property of cosheafification, there is a canonical map \( f_* \mathcal{K} \mathcal{H}(\mathcal{F}) \to \mathcal{K} \mathcal{H}(f_* \mathcal{F}) \). We consider then the composition

\[
\varpi_Y \to f_* \varpi_X \cong f_* \mathcal{K} \mathcal{H}(\mathcal{F})^{S^1} \to \mathcal{K} \mathcal{H}(f_* \mathcal{F})^{S^1},
\]

which we call \( f_* \Omega \).

**Proposition 4.28.** If \( \Theta \) is an orientation on \((X, \mathcal{F})\) then \( f_* \Theta \) is an orientation on \((Y, f_* \mathcal{F})\).

**Proof.** We note that since \( f \) is proper, the Verdier duality functors we use intertwine the pushforwards \( f_* \) (on usual and \( \mathcal{K} \)-sheaves). The result then follows from the locality statement Proposition 4.25; we can check nondegeneracy on each open of a cover \( \bigcup \sigma f^{-1}(U_\sigma) \) of \( Y \), which follows from nondegeneracy on the open cover \( \bigcup \alpha f^{-1}(U_\alpha) \) of \( X \).

Finally, analogously to Proposition 3.10 for CSC spaces, we can combine the two previous results to give a way to check nondegeneracy in terms of relative CY structures. Given a CCC space \((X, \mathcal{F})\), we take again the cover indexed over all strata \( X = \bigcup_\sigma U_\sigma, U_\sigma = \text{Star}(\sigma) \), and a small retract \( K_\sigma \) of \( U_\sigma \).

**Proposition 4.29.** A map \( \Theta : \varpi_X[A] \to \mathcal{K} \mathcal{H}(\mathcal{F})^{S^1} \) is an orientation on \((X, \mathcal{F})\) if, for each \( \sigma \), \( \Theta|_{U_\sigma} \) induces a relative smooth Calabi-Yau structure on the corestriction \( \mathcal{F}(U_\sigma \setminus K_\sigma) \to \mathcal{F}(U_\sigma) \).

**Proof.** Entirely analogous to the proof of 3.10, using a stratified map to \([0, 1]\) and applying Propositions 4.27 and 4.28. \( \square \)

4.4. **Duality.** We now address the relation between orientations on a CCC space \((X, \mathcal{F})\), as defined above in this Section, and orientations on some associated CSC space \((X, \mathcal{P})\), as defined in Section 3.2. This relation will be a sheafified version of the description in Section 3.2 of [11], which we paraphrase now.

Let \( \mathcal{A} \) be a smooth dg category, and let \( \mathcal{P} \subseteq \mathcal{A} \) be any full dg subcategory spanned by locally perfect objects; this is a proper dg category. One can obtain such a category by taking any subcategory of \( \mathcal{A}^{pp} \), identified with a full subcategory of \( \mathcal{A} \). Then, \( \mathcal{A}_\Delta \) is a proper \((\mathcal{P}, \mathcal{A})\)-bimodule, and induces a pairing

\[
\langle -, - \rangle_{\mathcal{P}, \mathcal{A}} : \text{HH}(\mathcal{P}) \otimes \text{HH}(\mathcal{A}) \to k
\]

as described in [92, Sec.5.1], following [93]. This is described by a composition

\[
\text{HH}(\mathcal{P}) \otimes \text{HH}(\mathcal{A}) \xrightarrow{\sim} \text{HH}(\mathcal{P} \otimes \mathcal{A}^{op}) \xrightarrow{\sim} \text{HH}(\text{Perf}) \xrightarrow{f} k
\]

The map \( \wedge \) can be explicitly given on bar complexes by a shuffle product. The third is a trace map, providing an inverse to the isomorphism \( k \overset{\sim}{\to} \text{HH}(k) \).

It is known that the pairing \( \langle -, - \rangle_{\mathcal{P}, \mathcal{A}} \) can be lifted to a pairing \( \langle -\hat{\otimes}, -\rangle_{\mathcal{P}, \mathcal{A}} \) on the negative cyclic chain complex [93], referred to by the name of ‘higher residue pairing’, which by adjunction gives a map

\[
\langle -\hat{\otimes}, - \rangle_{\mathcal{P}, \mathcal{A}} : \text{HH}(\mathcal{A})^{S^1} \to \text{Hom}_{k[[u]]}(\text{HH}(\mathcal{P})^{S^1}, k[[u]]) \cong \text{Hom}(\text{HH}(\mathcal{P})^{S^1}, k),
\]

On the other hand, the inclusion \( \mathcal{P} \subseteq \mathcal{A} \) also gives a \( k \)-linear functor

\[
\text{LD}_{\mathcal{A}} : \mathcal{A} \text{-Mod} \to (\mathcal{P} \text{-Mod})^{op},
\]

such that, for any \( \mathcal{A} \)-bimodule \( \mathcal{M} \), there is an equivalence in \( \text{Vect} \)

\[
\text{LD}_{\mathcal{A}}(\mathcal{M})(p, p') \cong \text{Hom}_{\mathcal{A}}(\mathcal{M}( -, p), \mathcal{A}_\Delta(-, p'))
\]
Again, resolving \( M \) as a left \( \mathcal{A} \)-module using bar complexes, one can prove that up to equivalence this functor preserves diagonal bimodules and sends bimodule duals to linear duals. That is, there are equivalences of \( \mathcal{P} \)-bimodules
\[
LD_{\mathcal{A}}(A_\Delta) \simeq \mathcal{P}_\Delta, \quad LD(A^1) \simeq \mathcal{P}^\vee.
\]
Therefore, LD gives a morphism in \( \text{Vect} \)
\[
LD_{\mathcal{A}}(A^1, A_\Delta) : HH(\mathcal{A}) \simeq \text{Hom}_{A^1}(A^1, A_\Delta) \to \text{Hom}_{\mathcal{P}}(\mathcal{P}_\Delta, \mathcal{P}^\vee) \simeq \text{Hom}_k(HH(\mathcal{P}), k).
\]
Since \( LD_{\mathcal{A}}(A^1, A_\Delta) \) is the map on morphism spaces of bimodules induced by a functor, it preserves isomorphisms.

**Theorem 4.30.** [11, Thm.3.1] The adjoint map to the pairing \( \langle -, - \rangle_{\mathcal{P}, \mathcal{A}} \) is equivalent to \( LD_{\mathcal{A}}(A^1, A_\Delta) \), and therefore
\[
\langle \overset{\sim}{-}, \overset{\sim}{-} \rangle_{\mathcal{P}, \mathcal{A}} : HH(\mathcal{A})^{S^1} \to \text{Hom}(HH(\mathcal{P})^{S^1}, k)
\]
maps smooth CY structures on \( \mathcal{A} \) to proper CY structures on \( \mathcal{P} \).

When \( \mathcal{A} \) is saturated, we can take \( \mathcal{P} = \mathcal{A}^{pp} \simeq \mathcal{A} \), and then LD is an anti-autoequivalence of \( \mathcal{A} \)-Mod-\( \mathcal{A} \), reducing to the result in [38, Prop.6.10].

**Corollary 4.31.** If \( \mathcal{A} \) is saturated, the map \( \langle \overset{\sim}{-}, \overset{\sim}{-} \rangle_{\mathcal{A}, \mathcal{A}} \) gives an bijection between (equivalence classes of) smooth and proper CY structures on \( \mathcal{A} \).

**Remark.** On the other hand, when \( \mathcal{A} \) is not saturated, in general there is no way of producing a smooth CY structure on it from a proper CY structure on its category of pseudo-perfect modules. We will see later in Theorem 4.36 that there is a way around this problem in the case where \( \mathcal{A} \) is the global sections of a locally saturated sheaf.

4.4.1. **Duality for relative CY structures.** We will need a relative version of the duality statement above, which appears as a claim in [11, Sec.4.2]. Let \( f : \mathcal{A} \to \mathcal{B} \) be a functor between smooth dg categories, with pullback map \( f^{pp} : \mathcal{B}^{pp} \to \mathcal{A}^{pp} \) on the corresponding categories of pseudo-perfect modules. We pick spanning sets of objects for all these categories in order to write bar complexes; the pair \( f, f^* \) then induces a morphism of distinguished triangles of complexes
\[
\begin{align*}
\text{HH}(\mathcal{A}) \xrightarrow{\text{HH}(f)} & \text{HH}(\mathcal{B}) \xrightarrow{} \text{HH}(\mathcal{B}|\mathcal{A}) \\
\downarrow & \downarrow \\
\text{Hom}(\text{HH}(\mathcal{A}^{pp}), k) \xrightarrow{(f^{pp})^\vee} & \text{Hom}(\text{HH}(\mathcal{B}^{pp}), k) \xrightarrow{} \text{Hom}(\text{HH}(\mathcal{B}^{pp}|\mathcal{A}^{pp}), k)[1]
\end{align*}
\]
Analogously to the absolute case, one can lift these maps to maps between the negative cyclic and the dual cyclic complexes. The same argument works in the relative case, by applying the functor \( LD_{\mathcal{B}} \); using the same bar complexes one can give isomorphisms of bimodules
\[
LD_{\mathcal{B}}(F, A_\Delta) \simeq (F^{pp})^*(A^{pp})_\Delta, \quad LD_{\mathcal{B}}(F, A^1) \simeq (F^{pp})^*(A^{pp})^\vee.
\]
and then compare the map induced by \( LD_{\mathcal{B}} \) on morphism spaces with the map induced on Hochschild homologies, which gives

**Proposition 4.32.** The map \( \text{HH}(\mathcal{B}|\mathcal{A})^{S^1}[-d] \to \text{Hom}(\text{HH}(\mathcal{A}^{pp}|\mathcal{B}^{pp})_{S^1}, k)[-d+1] \) maps \( d \)-dimensional relative smooth Calabi-Yau structures on \( f \) to \( d \)-dimensional relative proper Calabi-Yau structures on \( f^{pp} \).
We note now that $LD_B$ is an anti-autoequivalence of $B^c\text{-Mod}$ when $B$ is saturated. Therefore, regardless if $\mathcal{A}$ is proper or not, we have

**Corollary 4.33.** If $f : \mathcal{A} \to \mathcal{B}$ with $\mathcal{A}$ smooth and $\mathcal{B}$ saturated, if the image of $\Omega$ under the map $\text{HH}(\mathcal{B}|\mathcal{A})_{S^1}[-d] \to \text{Hom}(\text{HH}(\mathcal{A}^{pp}|\mathcal{B}^{pp})_{S^1}, k)[-d + 1]$ is a $d$-dimensional relative proper CY structure on $f^{pp}$, then $\Omega$ is a $d$-dimensional relative smooth CY structure on $f$.

**Remark.** Note that nothing forces the map above to give a bijection between classes of relative smooth CY structures on $f$ and all classes of relative proper CY structures on $f^{pp}$, only to the ones in the image of the map.

### 4.4.2. Orientations on sheaves of pseudo-perfect modules.

Now, let us take a ccc space $(X, \mathcal{F})$, such that $\mathcal{F}$ is a cosheaf of smooth dg categories. Taking pseudo-perfect modules gives a sheaf $\mathcal{F}^{pp}$ of proper dg categories. Recall that the data of an orientation on $\mathcal{F}$ is a map of cosheaves $\varpi_X : \mathcal{H}\mathcal{C}(\mathcal{F})_{S^1} \to \mathcal{H}\mathcal{C}(\mathcal{P})_{S^1}$, and the data of an orientation on $\mathcal{P}$ is a map of sheaves $\mathcal{H}\mathcal{C}(\mathcal{P})_{S^1} \to \omega_X$. Recall also that since the classical Verdier duality functor $D_X = (-)^{\mathbb{V}} \circ D_X$ is an anti-autoequivalence of sheaves, $\varpi_X$ and $\omega_X$ are linear duals of each other.

We will now repeat the exact same strategy used in the duality between smooth and proper CY structures, but with orientations on (co)sheaves instead. Let us pick spanning sets of objects for pre(co)sheafification functors we get a morphism $\mathcal{D}L : \text{HH}(\mathcal{P})_{S^1} \to \text{Hom}(\text{HH}(\mathcal{A})_{S^1}, k)$

Note that this is the adjoint map in the opposite direction from a sheafy version of the LD map we wrote before. Since linear dual sends colimits in $\text{Vect}$ to limits, by universal property of the co/sheafification functors we get a morphism

$$\mathcal{D}L : \mathcal{H}\mathcal{C}(\mathcal{P})_{S^1} \to \text{Hom}(\mathcal{H}\mathcal{C}(\mathcal{A})_{S^1}, k)$$

in $\text{Sh}(X, \text{Vect})$. Thus, given a map of cosheaves $\Theta : \varpi_X[d] \to \mathcal{H}\mathcal{C}(\mathcal{A})_{S^1}$, we can take its $k[[u]]$-linear dual to get a map of sheaves $\Omega = \Theta^\mathbb{V} : \text{Hom}(\mathcal{H}\mathcal{C}(\mathcal{A})_{S^1}, k) \to \omega_X[-d]$.

We again take the cover $X = \bigcup_{\sigma} U_\sigma$, $U_\sigma = \text{Star}(\sigma)$ indexed by the set of strata.

**Proposition 4.34.** If $\Theta|_{U_\sigma}$ is an orientation on each ccc space $(U_\sigma, \mathcal{F}|_{U_\sigma})$, then $\mathcal{D}L \circ \Theta^\mathbb{V}$ is an orientation on the CSC space $(X, \mathcal{P})$.

**Proof.** By the locality result (Proposition 3.6) it is enough to check on any open cover. By Proposition 4.29, on each $U_\sigma$, $\Omega$ gives a relative CY structure on the corestriction $f : \mathcal{F}(U_\sigma \setminus K_\sigma) \to \mathcal{F}(U_\sigma)$ where $K_\sigma$ is a small compact retract of the star $U_\sigma$. The desired result then follows from applying Propositions 4.32 and 3.10. \hfill $\square$

**Remark.** The proof above shows that the data of an orientation on a smooth cosheaf always gives rise to an orientation on its sheaf of pseudo-perfect modules. However, this is of limited utility in practice. Despite their apparent symmetry, the nondegeneracy condition for orientations on smooth cosheaves is hard to check.
4.4.3. *The case of locally saturated cosheaves.* Let us now add the assumption that the cosheaf $\mathcal{F}$ is locally saturated. With this extra assumption, we will prove a converse statement to Proposition 4.34. For this we will need some facts about the Hochschild/cyclic homology (co)sheaves associated to $\mathcal{F}$. Consider the Hochschild homology cosheaf $\mathcal{H}H(\mathcal{F})$, the negative cyclic homology cosheaf $\mathcal{H}H(\mathcal{F})^{-1}$ and the cyclic homology cosheaf $\mathcal{H}H(\mathcal{F})_{\text{cycl}}$. A priori these are all cosheaves valued in $\text{Vect}$. Recall now the subcategories $\text{Vect}^b_+$, $\text{Vect}^b_-$ of $\text{Vect}$, to which classical Verdier duality extends.

**Lemma 4.35.** If the cosheaf $\mathcal{F}$ is locally saturated, then the cosheaf $\mathcal{H}H(\mathcal{F})$ (resp. $\mathcal{H}H(\mathcal{F})^{-1}$, $\mathcal{H}H(\mathcal{F})_{\text{cycl}}$) is valued in $\text{Perf}$ (resp. $\text{Vect}^b_+$, $\text{Vect}^b_-$). Moreover, the map $\mathcal{D}\mathcal{L}$ is an equivalence, exhibiting the sheaf $\mathcal{H}H(\mathcal{F}^{pp})$ (resp. $\mathcal{H}H(\mathcal{F}^{pp})_{\text{cycl}}$) as the linear dual of the cosheaf $\mathcal{H}H(\mathcal{F})$ (resp. $\mathcal{H}H(\mathcal{F})^{-1}$).

**Proof.** Let $\mathcal{A}$ be a saturated dg category. Then we have $\mathcal{H}H(\mathcal{A}) \in \text{Perf}$, and $\mathcal{H}H(\mathcal{A})^{-1} \in \text{Vect}^b_+$ and $\mathcal{H}H(\mathcal{A})_{\text{cycl}} \in \text{Vect}^b_-$; this follows from the fact that they can be computed respectively by the negative cyclic and cyclic bicomplexes (for an exposition in the context of $\infty$-categories see [48]). Note that the directions are opposite from the usual complexes in the literature since we use cohomological grading. The desired statements then follow from finiteness of the stratification and from the closedness of the relevant subcategories of $\text{Vect}$ under finite colimits. □

We now pick an inverse $\mathcal{D}\mathcal{L}^{-1} : \text{Hom}(\mathcal{H}H(\mathcal{F})^{-1}, k) \to \mathcal{H}H(\mathcal{F}^{pp})$. The same argument of the proof of Proposition 4.34, together with Corollary 4.33, give the following theorem.

**Theorem 4.36.** If $\Omega : \mathcal{H}H(\mathcal{F})^{-1} \to \omega_X[-d]$ is an orientation on each CSC space $(U_i, \mathcal{F}^{pp}|_{U_i})$, then

$$(\Omega \circ \mathcal{D}\mathcal{L}^{-1})^\vee : \omega _X \to \mathcal{H}H(\mathcal{F})^{-1}[-d]$$

is an orientation on the CCC space $(X, \mathcal{F})$.

**Remark.** The global sections $\mathcal{F}(X)$ will in general be a smooth but not proper dg category, and the proposition above gives a way of checking the condition of being smooth CY structures purely in terms of usual Verdier duality, and on the sheaf of proper dg categories $\mathcal{F}^{pp}$.

4.5. **Quotients of cosheaves.** In this section we describe a construction whose purpose is to construct Calabi-Yau structures on the sort of quotients which arise from the sheaf theoretic version of “stop removal” [37, 36].

Let $(X, \mathcal{F})$ be a CCC space and let $Y \subseteq X$ be an open subset given by a union of strata. Let us denote by $j : Y \hookrightarrow X$ the inclusion map. Using the equivalence $\text{Cosh}(X, \text{dgcat}) \cong \text{Sh}(X, \text{dgcat}^{op})$, we regard $\mathcal{F}$ as a $\text{dgcat}^{op}$-valued sheaf on $X$. There are pullback and pushforward functors $j^* \dashv j_*$ for sheaves valued in any $\infty$-category [64, Sec.7.3], in particular for the $\infty$-category $\text{dgcat}^{op}$.

Now let $\mathcal{G} \to \mathcal{F} \to j_*j^*\mathcal{F}$ be a fiber sequence in $\text{Sh}(X, \text{dgcat}^{op})$, where $\mathcal{F} \to j_*j^*\mathcal{F}$ is the unit map of the adjunction. Using the anti-equivalence above this is equivalent to a cofiber sequence $j_*j^*\mathcal{F} \to \mathcal{F} \to \mathcal{G}$ in $\text{Cosh}(X, \text{dgcat})$. Let us denote $\mathcal{F}_{X/Y} = \mathcal{G}$ to be the cofiber object; this is a $\text{dgcat}^{op}$-valued constructible sheaf, that is, a constructible cosheaf of dg categories.

**Remark.** This construction is best explained as an example of recollement of $\infty$-categories of constructible sheaves, as described in [63, Sec.A.8 and Sec.A.9]. If we set $Z = X \setminus Y$ to be the complement with a closed inclusion $i : Z \hookrightarrow X$, then the situation above describes a recollement of $\text{Sh}(X, \mathcal{C})$ from the pair $\text{Sh}(Z, \mathcal{C}), \text{Sh}(Y, \mathcal{C})$. Assuming that the pushforward $i_*$ has a further right
adjoint $i^!$, then from the recollement we get a fiber sequence

$$i_* i^! F \to F \to j_* j^* F$$

and therefore can construct the fiber $F_{X/Y}$ as $i_* i^! F$. This is the case when, for instance, the coefficient category $\mathcal{E}$ is a stable $\infty$-category [63, Rem.A.8.19]. However, note that in our case $\mathcal{E} = \text{dgcat}^{op}$ is not a stable category. We do not know if the adjoint $i^!$ exists in this context; if it does then we can use it to set $G = i_* i^! F$. But the existence of this adjoint does not ultimately matter for us; we just set $G$ to be the fiber of the unit map, and will not need anything more from the general theory of recollements.

Let us now discuss the cofiber of a fully faithful functor between saturated categories.

**Lemma 4.37.** Let $A \xrightarrow{j} B \xrightarrow{g} C$ be a cofiber sequence in $\text{dgcat}$, where $A$ and $B$ are saturated and $f$ is fully faithful. Then $C$ is also saturated.

**Proof.** This seems to be well-known, but let us include the proof for completeness. The conditions of this lemma mean that we have an exact sequence as defined in [49, Def.5.1], following [6]. By [6, Prop.5.15], this implies that, at the level of homotopy categories, the cofiber $C$ is (the idempotent completion of) the Verdier quotient $B/A$. As smoothness is inherited by quotients [24], we know that $C$ is automatically smooth. Consider now the ind-completion of this sequence

$$\text{Ind}(A) \xrightarrow{F} \text{Ind}(B) \xrightarrow{G} \text{Ind}(C),$$

which is an exact sequence in $\text{DGCat}$. Since $F$ and $G$ preserve compact objects, they have continuous right-adjoints $F^r, G^r$. By the argument in the proof of [49, Prop.5.4], we know that $G^r$ is fully faithful and the null sequence

$$FF^r \to \text{id} \to G^r G$$

is a cofiber sequence. Now, since $A$ and $B$ are saturated, $F^r$ restricted to $B \cong B^{pp}$ lands in $A \cong A^{pp}$ and therefore preserves compact objects. Since compact objects are preserved by colimits, the have that $G^r G$ preserves compact objects as well, and since $G$ is essentially surjective the same goes for $G^r$. Therefore $g$ has a fully faithful right adjoint $g^r$ exhibiting $C$ as a full subcategory of the proper dg category $B$, proving properness. \hfill \Box

Now as above take the cofiber sequence $j_* j^* F \to F \to F_{X/Y}$ in $\text{Cosh}(X, \text{dgcat})$.

**Lemma 4.38.** Suppose that $\mathcal{F}$ is locally saturated, and that for any small enough open $U$ such that $\mathcal{F}(U)$ is saturated, $\mathcal{F}(U \cap Y)$ is also locally saturated, and the corestriction map

$$\mathcal{F}(U \cap Y) \to \mathcal{F}(U)$$

is fully faithful. Then $\mathcal{F}_{X/Y}$ is locally saturated.

**Proof.** Follows from the lemma above, together with the observation that there is an equivalence $j_* j^* \mathcal{F}(U) \cong \mathcal{F}(U \cap Y)$. \hfill \Box

Let us now pass to the CSC spaces obtained by taking pseudo-perfect modules. By the lemma above we know that $(X, \mathcal{F}^{pp}_{X/Y})$ is also a CSC space. Moreover, we have a morphism of sheaves

$$\mathcal{H}(\mathcal{F}^{pp}_{X/Y})_{S^1} \to \mathcal{H}(\mathcal{F}^{pp})_{S^1}. $$

Given a map $\Omega : \mathcal{H}(\mathcal{F}^{pp}_{X/Y})_{S^1} \to \omega_X[-d]$ we can pull it back along the morphism above to a map $\Omega'$ from $\mathcal{H}(\mathcal{F}^{pp}_{X/Y})_{S^1}$. 


Lemma 4.39. If $\Omega$ is an orientation on the csc space $(X, \mathcal{F}^{pp})$, then $\Omega'$ is an orientation on the csc space $(X, \mathcal{F}^{pp}_{X/Y})$.

Proof. Let $U \subset X$ be any open, and $a, b$ a pair of objects in $\mathcal{F}^{pp}_{X/Y}(U)$. Consider the maps of sheaves

\[
(\mathcal{F}^{pp})^a_{|U} \rightarrow \mathcal{H}om((\mathcal{F}^{pp})^b_{|U}, \omega_X[-d])
\]

\[
(\mathcal{F}^{pp}_{X/Y})^a_{|U} \rightarrow \mathcal{H}om((\mathcal{F}^{pp}_{X/Y})^b_{|U}, \omega_X[-d])
\]

induced by $\Omega$ and $\Omega'$, respectively. The fully faithful morphism $f : \mathcal{F}^{pp}_{X/Y} \rightarrow \mathcal{F}^{pp}$ in $\text{Sh}(X, \text{dgcat})$ induces isomorphisms $(\mathcal{F}^{pp}_{X/Y})^a_{|U} \cong (\mathcal{F}^{pp})^a_{|U}$ in $\text{Sh}(X, \text{Perf})$, intertwining the maps above, so nondegeneracy of $\Omega$ implies nondegeneracy of $\Omega'$.

\[\square\]

5. Arboreal spaces

In [71, 74], Nadler introduced a class of Legendrian singularities, termed ‘arboreal’ because they were indexed by trees. Microlocal sheaf theory equips these with the structure of CCC spaces, and Nadler showed that (1) the cosheaf of dg categories is explicitly computable [71] and (2) every Legendrian singularity admits a deformation to a space with only arboreal singularities, ‘noncharacteristic’ in the sense of preserving global sections of the Kashiwara-Schapira sheaf.

In this section we recall Nadler’s ‘combinatorial’ construction of these spaces (we rewrite [71, Sec. 2.2] with more pictures), and give a corresponding combinatorial / representation-theoretic construction of their (co)sheaves of categories (roughly speaking, turning the right hand side of [71, Prop. 4.6] into a definition).

The main purpose is to fix notation and formulate the Definitions 6.1 and 6.2: an arboreal space is a pair $(X, W)$ of a space $X$ and a cosheaf of dg categories $W$, locally modeled on Nadler’s arboreal singularities.

5.1. Trees and arboreal singularities.

5.1.1. Trees and correspondences. A tree is a connected acyclic graph. A correspondence of trees $p$ is a diagram

\[
R \quad \xleftarrow{q} \quad S \quad \xrightarrow{i} \quad T
\]

where $R, P, T$ are trees, and the maps $q, i$ are respectively surjective and injective maps of graphs.

For us, an injective map of graphs is given by an injection between the sets of vertices and an injection between sets of edges, respecting incidence; note this is more restrictive than an injective map of topological spaces. A surjective map of graphs is defined by the contraction of some subset of edges. An isomorphism of correspondences $R \xleftarrow{q} S \xrightarrow{i} T$ and $R' \xleftarrow{q'} S' \xrightarrow{i'} T'$ is the data of isomorphisms $R \cong R', S \cong S', T \cong T'$ which intertwine the maps.

Given trees and maps $Q \leftrightarrow R \leftrightarrow S$, the fiber product graph $Q \times_R S$ is the subtre of $S$ whose vertices map to the image of $Q$. Thus correspondences can be composed:

\[
(P \leftrightarrow Q \leftrightarrow R) \circ (R \leftrightarrow S \leftrightarrow T) = (P \leftrightarrow Q \times_R S \leftrightarrow T).
\]

Definition 5.1. The category $\text{Arb}$ has objects given by trees, and morphisms given by correspondences of trees:

\[
\text{Hom}_{\text{Arb}}(T, R) := \{p \mid p = (R \xleftarrow{q} S \xrightarrow{i} T)\}
\]

with composition of morphisms given by composition of correspondences.
Definition 5.2. Let $T$ be a tree. We write $\text{Arb}_T$ for the category whose objects are given by correspondences $p = (R \leftarrow P \rightarrow T)$ (where the rightmost tree is fixed to be $T$) and whose morphisms are given by

$$\text{Hom}_{\text{Arb}_T}(p, p') = \{q \mid q \circ p = q' \circ p\},$$

with composition induced by composition in $\text{Arb}$.

Note that the category $\text{Arb}_T$ is equivalent to the undercategory of $\text{Arb}$ on the object $T$.

Lemma 5.3. For any tree $T$, $\text{Arb}_T$ is a poset.

Proof. The reflexivity axiom is satisfied by the trivial correspondence; we also have transitivity by composition of correspondences. As for the anti-symmetry axiom, suppose that we have $p' = q \circ p$ and $p'' = q' \circ p$. Then $q \circ p$ is a correspondence of the form $(T \leftarrow \leftarrow T)$ which is necessarily the trivial correspondence, implying that $q$ and $q'$ are also trivial. It remains to check that for any $p, p'$, there is at most one element in $\text{Hom}(p, p')$. Suppose $(P \leftarrow Q \rightarrow R) \circ (R \leftarrow S \rightarrow T) = (P \leftarrow N \rightarrow T)$. We want to reconstruct $(P \leftarrow Q \rightarrow R)$ from just $(R \leftarrow S \rightarrow T)$ and $(P \leftarrow N \rightarrow T)$.

The map $N = Q \times_R S \rightarrow S$ determined by taking the (necessarily unique) factorization of $N \leftarrow T$ as $N \leftarrow S \leftarrow T$. From this we can characterize $Q$ as the image of $N$ under the map $S \rightarrow R$. The map $Q \rightarrow P$ is determined by the (necessarily unique) factorization of $N \rightarrow P$ into $N \rightarrow Q \rightarrow P$. □

We will also be interested in rooted trees, i.e. trees with a distinguished vertex. We regard a rooted tree as a directed graph by directing all edges towards the root, and denote it by $\overrightarrow{T}$. A correspondence $\overrightarrow{R} \leftarrow \overrightarrow{S} \leftarrow \overrightarrow{T}$ of rooted trees is a correspondence of the underlying trees such that the image of the root of $S$ is the root of $R$, and the image of the root of $S$ is the closest vertex in (the image of) $S$ to the root of $T$. We write $\text{Arb}$ for the category of rooted trees with morphisms given by correspondences of rooted trees, and $\text{Arb}_T$ for the undercategory of $\overrightarrow{T}$.

The following lemma follows from an elementary consideration of compatible rootings.

Lemma 5.4. The forgetful map $\text{Arb}_T \rightarrow \text{Arb}_T$ is an isomorphism.

Proof. Given a correspondence $R \leftarrow S \leftarrow T$ and a rooting $\overrightarrow{T}$ of $T$, there is a unique choice of rootings $\overrightarrow{R}, \overrightarrow{S}$ so that the same maps define a rooted correspondence $\overrightarrow{R} \leftarrow \overrightarrow{S} \leftarrow \overrightarrow{T}$. □

5.1.2. Arboreal singularities. Recall that the nerve $\mathcal{N}(\mathcal{C})$ of a category $\mathcal{C}$ is the simplicial complex whose vertices are the objects of $\mathcal{C}$, morphisms are the edges, triangles are commuting triangles giving compositions, etc. We will denote $|\mathcal{N}(\mathcal{C})|$ for its geometric realization. When $\mathcal{C}$ is a poset, this is also called the order complex; if moreover $\mathcal{C}$ is finite this is a complex with cells of bounded dimension.

Definition 5.5. Let $T$ be a tree. We write $\overrightarrow{T} = |\mathcal{N}(\text{Arb}_T)|$ for the order complex of the arboreal category. We write $\mathbb{T}$ for the union of simplices containing the initial correspondence $p_T = (T \leftarrow T \leftarrow T)$, and $\mathbb{T}^{\text{link}} = \overrightarrow{T} \setminus \mathbb{T}$ for the complement of this union.

The space $\mathbb{T}$ is conical; the initial object $p_T \in \text{Arb}_T$ gives the cone point and $\mathbb{T}^{\text{link}}$ gives the link.

Example. We write $A_2$ for the tree $\bullet \rightarrow \bullet$. We label the vertices $\alpha$ and $\beta$. There are four correspondences: the trivial correspondence $p_\emptyset = (\alpha - \beta) \leftarrow (\alpha - \beta) \leftarrow (\alpha - \beta)$, the correspondence $\bullet \leftarrow (\alpha - \beta) \rightarrow (\alpha - \beta)$, and two correspondences $\bullet \leftarrow \bullet \rightarrow (\alpha - \beta)$ for inclusions of $\alpha$ or $\beta$. 

We abbreviate these by enclosing in parenthesis those vertices of \( A_2 \) which get identified in the quotient \( R \leftarrow S \). So, for example, we will denote the three nontrivial correspondences by \( \alpha, \beta, (\alpha\beta) \) and the trivial correspondence simply by \( \alpha\beta \).

In the poset structure, the three nontrivial correspondences are incomparable, and the correspondence \( p_0 \) is smaller than all of them. Thus there are 7 strata in the order complex \( \mathcal{A}_2 \): the four 0-simplices \([\alpha\beta], [\alpha], [\beta], [(\alpha\beta)]\), and three 1-simplices \([\alpha\beta \rightarrow \alpha], [\alpha\beta \rightarrow \beta], [\alpha\beta \rightarrow (\alpha\beta)]\). This can be realized as the following stratified space of dimension one (Figure 1). Note that \( \mathcal{A}_2 \) link is the disjoint union of 3 points, each labeled by a 0-simplex \([q] \neq [p_0]\).

\[ \begin{array}{c}
\text{[} \alpha \text{]} \\
[\alpha\beta \rightarrow \alpha] \\
[\beta] \\
[\alpha\beta] \\
[\alpha\beta \rightarrow (\alpha\beta)] \\
[(\alpha\beta)]
\end{array} \]

**Figure 1.** Arboreal singularity \( \overline{A}_2 \). For simplicity we use the notation described above for each correspondence.

**Example.** We write \( A_3 \) for the tree \( \bullet \rightarrow \bullet \rightarrow \bullet \), whose vertices we label \( \alpha \rightarrow \beta \rightarrow \gamma \). There are eleven correspondences: the trivial one, four correspondences of the form \([\bullet \rightarrow \bullet] \leftarrow \ldots \) and six of the form \([\bullet] \leftarrow \ldots \). There are 45 strata in the order complex \( \mathcal{A}_3 \): 11 zero-dimensional, 22 one-dimensional and 12 two-dimensional strata, assembled as in Figure 2. The link \( \mathcal{A}_3 \) link can be glued out of copies of \( \mathcal{A}_2 \).

5.1.3. *Tree quiver representations.* We recall some standard facts about representations of tree quivers. These facts can be found in many sources, e.g. [44, 82]. Let \( \overrightarrow{T} \) be a finite quiver, i.e., a finite directed graph. We write \( k[\overrightarrow{T}] \) for the path algebra of the quiver, whose generators are the vertices and arrows, subject to the relations that the vertex generators are idempotent, and \( fg = 0 \) unless the head of \( f \) is the tail of \( g \) (and the head and tail of a vertex are itself). That is, we read paths from left to right.

Quiver representations correspond to right modules over this algebra; we write \( \text{mod}(\overrightarrow{T}) \) for the (underived!) abelian category of such modules, \( \text{Mod}(\overrightarrow{T}) \) for the derived dg category of dg modules, and \( \text{Perf}(\overrightarrow{T}) \) for category of perfect dg modules, that is, the subcategory of perfect objects in \( \text{Mod}(\overrightarrow{T}) \). These are dg enhancements of the usual derived categories of algebra representations, and we can identify them as objects \( \text{Mod}(\overrightarrow{T}) \in \text{DGCat} \), \( \text{Perf}(\overrightarrow{T}) \in \text{dgcat} \), and indeed \( \text{Mod}(\overrightarrow{T}) = \text{Ind Perf}(\overrightarrow{T}) \). Henceforth we restrict attention to the case when the underlying graph of \( \overrightarrow{T} \) is a tree. In this case the path algebra \( k[\overrightarrow{T}] \) is smooth and proper, so the perfect and pseudoperfect modules coincide.

For vertices \( \alpha, \beta \in \overrightarrow{T} \), we write \( \alpha \geq \beta \) when there is a path from \( \alpha \) to \( \beta \), and we denote this unique path by \( |\alpha\rangle\langle\beta| \). These compose in the usual way, \( |\alpha\rangle\langle\beta||\beta\rangle\langle\gamma| = |\alpha\rangle\langle\gamma| \), and all other compositions vanish. We are particularly interested in the case when the edge directions arise from the choice of a fixed root vertex of \( T \), by directing all the edges toward the root. We pronounce \( \alpha \geq \beta \) as “alpha is above beta” or “beta is below alpha”, so that everything is above the root. For
any vertex $\alpha$, we denote $\hat{\alpha}$ to be the unique vertex such that there is an arrow of length one from $\alpha \to \hat{\alpha}$, i.e., the unique vertex directly below $\alpha$.

We write $P_\alpha := \langle \alpha \rangle k[\hat{T}]$ for the right module of “paths from $\alpha$”. All paths must have a beginning, and so:

**Lemma 5.6.** There is an isomorphism of right $k[\hat{T}]$ modules $k[\hat{T}] = \bigoplus_\alpha P_\alpha$, and $\text{Hom}_{\text{mod}(\hat{T})}(P_\alpha, P_\beta)$ vanishes unless $\alpha \leq \beta$, in which case it is one dimensional, generated by composition on the left with the unique path $|\beta\rangle \langle \alpha|$.

In particular, the $P_\alpha$ are the indecomposable projectives of $\text{mod}(\hat{T})$, and in particular their Homs are calculated by the same formula in $\text{Mod}(\hat{T})$.

**Example.** For the quiver $1 \to 2 \to 3 \to \cdots \to n$, the path algebra can be identified with an algebra of triangular $n \times n$ matrices. The matrix $|i\rangle \langle j|$ corresponds to the unique path from the $i$th vertex to the $j$th vertex. The composition $|i\rangle \langle j| |j\rangle \langle k| = |i\rangle \langle k|$ corresponds to the left-to-right composition rule $(i \to j)(j \to k) = (i \to k)$.

We recall that quivers corresponding to the same underlying tree but with different arrow orientations have representation categories related by reflection functors, defined in [4]. A source (sink) is a vertex that only has outgoing (incoming) arrows. Given a source $\alpha$, let $s_\alpha \hat{T}$ be the quiver obtained by reversing all the arrows at $\alpha$. There is a reflection functor $R^+_{\alpha} : \text{mod}(\hat{T}) \to \text{mod}(s_\alpha \hat{T})$, which in fact preserves compact objects and so induces a dg derived equivalence $\text{Perf}(\hat{T}) \to \text{Perf}(s_\alpha \hat{T})$. Likewise, at sinks there are similar reflection functors $R^-_{\alpha}$. The quiver structure for a rooted tree has all arrows pointing to the root. Because the underlying graph is acyclic, two such structures corresponding to different roots $\rho_1, \rho_2$ can be related by a sequence of moves $s_\alpha$. Thus the derived categories $\text{Mod}(\hat{T})$ and $\text{Perf}(\hat{T})$ depends only on the underlying tree (up to non-canonical
5.1.4. A representation of Arb in categories of quiver representations. We now construct functors from our arboreal categories into the category of dg categories, which map each rooted tree $\overline{T}$ to the representation category of its path algebra. Functors between such representation categories are defined by (derived) tensor product with bimodules; in order to explicitly define those we use a model structure induced from the model structure on chain complexes.

Let us denote by $\text{Ch}$ the category of (unbounded) chain complexes of $k$-vector spaces. This category has a combinatorial monoidal model structure (see e.g. [63, Sec.1.3.5]) for which every object is cofibrant; the $\infty$-category $\text{Vect}$ is a localization. Let $A, B$ be two dg algebras; and let us denote by $A\text{-mod}-B(\text{Ch})$ the (ordinary) category of $(A, B)$-bimodule objects of $\text{Ch}$. We now paraphrase [63, Prop.4.3.3.15 and Thm.4.3.3.17] in our context:

**Proposition 5.7.** The category $A\text{-mod}-B(\text{Ch})$ inherits a natural combinatorial model structure from $\text{Ch}$, for which there is a natural equivalence of $\infty$-categories

$$N(A\text{-mod}-B(\text{Ch}))[W^{-1}] \simeq A\text{-Mod}-B$$

Therefore, we can describe objects of $A\text{-Mod}-B$ and equivalences between them by dg bimodules and bimodule maps which are weak equivalences of chain complexes.

Let $p = (\overline{R} \xrightarrow{q} \overline{S} \xleftarrow{i} \overline{T})$ be a correspondence of rooted trees. We now associate some bimodules to the maps in this correspondence; as vector spaces, each of them will be identified with a subspace of the path algebra $k[\overline{T}]$ (seen simply as a vector space). We will denote them by $k[\ldots]$ for some collection of paths in $\overline{T}$. For ease of notation we also identify $\overline{S}$ with its image in $\overline{T}$.

**Definition 5.8.** To the inclusion $i : \overline{S} \hookrightarrow \overline{T}$ we associate $(k[\overline{T}], k[\overline{S}])$-bimodules $M_i^0, M_i^{-1}$ given by

$$M_i^{-1} = k\left[ |\alpha\rangle\langle\beta| \mid \alpha > \overline{S}, \beta \in \overline{S} \right],$$

$$M_i^0 = k\left[ |\alpha\rangle\langle\beta| \mid \beta \in \overline{S} \right],$$

where the left $k[\overline{T}]$ and right $k[\overline{S}]$-actions are given by composition of paths. The natural inclusion $M_i^{-1} \subset M_i^0$ commutes with these actions and defines a dg bimodule $M_i = [M_i^{-1} \to M_i^0]$.

To the quotient $q : \overline{S} \to \overline{R}$ let us denote by $\overline{Q} \subset \overline{S}$ the (possibly not connected) subquiver that gets contracted by $q$, and by $\overline{Q}$ the subset of its vertices that are not roots of connected components of $\overline{Q}$. That is, $\overline{Q}$ contains exactly the vertices $\beta \in \overline{Q}$ such that $\beta \in \overline{Q}$. We then associate the space

$$M_q = k\left[ |\alpha\rangle\langle\beta| \mid \beta \notin \overline{Q} \right]$$

and define a $(k[\overline{S}], k[\overline{R}])$-bimodule structure on it, where $k[\overline{S}]$ acts by composition on the left, and a path in $k[\overline{R}]$ acts by composing with its unique lift to $k[\overline{S}]$ that has the lowest starting point (this canonical lift always exists).

Recall that we are working in the categories of algebras and bi(modules) over the category $\text{Ch}$ of chain complexes with its model structure. We have the following statement (about ordinary categories).
Lemma 5.9. The bimodules $M^i_{q-1}$ are projective over $k[\overrightarrow{T}]$ and the bimodule $M_q$ is projective over $k[\overrightarrow{S}]$. Moreover, the functors
\[- \otimes_{k[\overrightarrow{T}]} M_i : \mathrm{mod}-k[\overrightarrow{T}](\mathrm{Ch}) \to \mathrm{mod}-k[\overrightarrow{S}](\mathrm{Ch})\]
\[- \otimes_{k[\overrightarrow{S}]} M_q : \mathrm{mod}-k[\overrightarrow{S}](\mathrm{Ch}) \to \mathrm{mod}-k[\overrightarrow{R}](\mathrm{Ch})\]
have left adjoints.

Proof. The first statement follows from the fact that each of the bimodules above can be identified with a direct sum whose components are projective (left) modules $P_\alpha^\mathrm{left}$ for some $\alpha$ (the left module of all paths ending at $\alpha$). For the second statement, we now define the left adjoint by giving explicit complexes of bimodules, together with unit and counit maps.

Let us first deal with the inclusion map $i$. We define a dg $(k[\overrightarrow{S}], k[\overrightarrow{T}])$-bimodule $L_i = [L^0_i \to L^1_i]$, whose degree zero term is simply
\[L^0_i = k\left[|\alpha\rangle\langle\beta| \mid \alpha \in \overrightarrow{S}\right],\]
with left and right actions given by composition.

The degree 1 term is more complicated; it is a vector space spanned by pairs
\[(|\hat{\gamma}\rangle\langle\alpha|, |\gamma\rangle\langle\beta|)\]
of paths in (the image of) $\overrightarrow{S}$ and $\overrightarrow{T}$, respectively, where $\alpha \in \overrightarrow{S}, \gamma \in \overrightarrow{T} \setminus \overrightarrow{S}$ but its successor $\hat{\gamma} \in \overrightarrow{S}$ (that is, $\gamma$ is one vertex above $\overrightarrow{S}$). The right $k[\overrightarrow{T}]$ action is just given by composition in the second factor (appending on $\beta$) but the left $k[\overrightarrow{S}]$-action is given by the formula
\[|\alpha'\rangle\langle\alpha| \cdot (|\hat{\gamma}\rangle\langle\alpha|, |\gamma\rangle\langle\beta|) = \begin{cases} (|\hat{\gamma}\rangle\langle\alpha'|, |\gamma\rangle\langle\beta|), & \text{if } \alpha' < \gamma \\ 0, & \text{otherwise.} \end{cases}\]
We define the map $L^0_i \to L^1_i$ by sending
\[|\alpha\rangle\langle\beta| \mapsto \sum_{\gamma \in \overrightarrow{T} \setminus \overrightarrow{S} \text{ such that } \alpha \leq \hat{\gamma} \in \overrightarrow{S}} (|\hat{\gamma}\rangle\langle\alpha|, |\gamma\rangle\langle\beta|)\]
and checking that this intertwines the left and right actions.

We now establish that $- \otimes_{k[\overrightarrow{S}]} L_i$ is left-adjoint to $- \otimes_{k[\overrightarrow{T}]} M_i$, by exhibiting the unit and counit maps, given by morphisms of bimodules $\eta : k[\overrightarrow{S}] \to L_i \otimes_{k[\overrightarrow{T}]} M_i$ and $\epsilon : M_i \otimes_{k[\overrightarrow{S}]} L_i \to k[\overrightarrow{T}]$.

From the description above we see that $L^0_i \otimes_{k[\overrightarrow{T}]} M^0_i$ can be naturally identified with $k[\overrightarrow{S}]$, and that $L^1_i \otimes_{k[\overrightarrow{T}]} M_i^{-1}$ can be identified with the space spanned by pairs of paths
\[(|\hat{\gamma}\rangle\langle\alpha|, |\gamma\rangle\langle\beta|)\]
as in $L^1_i$, but with both $\alpha, \beta \in \overrightarrow{S}$. With these identifications, we define the unit map
\[\eta : k[\overrightarrow{S}] \to \left( L^0_i \otimes_{k[\overrightarrow{T}]} M^0_i \right) \oplus \left( L^1_i \otimes_{k[\overrightarrow{T}]} M_i^{-1} \right)\]
by sending
\[|\alpha\rangle\langle\beta| \mapsto |\alpha\rangle\langle\beta| + \sum_{\gamma \in \overrightarrow{T} \setminus \overrightarrow{S} \text{ such that } \alpha \leq \hat{\gamma} \in \overrightarrow{S}} (|\hat{\gamma}\rangle\langle\alpha|, |\gamma\rangle\langle\beta|).\]
As for the counit map, we identify \( M^0_i \otimes_{k[S]} L^0_i \) with the space

\[
k \left[ |\alpha\rangle\langle\beta| \; | \alpha > S \text{ or } \alpha \in S, \beta \in \overrightarrow{T} \right]
\]

and the space \( M^{-1}_i \otimes_{k[S]} L^1_i \) with the subspace of \( k[\overrightarrow{T}] \) of paths with nontrivial intersection with \( S \); both of these spaces have natural maps to \( k[\overrightarrow{T}] \) which moreover give maps of \( k[\overrightarrow{T}] \)-bimodules. It is then a straightforward computation to check that \( \eta, \epsilon \) satisfy the triangle relations.

We now do the same for the quotient map \( q \). We define a \((k[\overrightarrow{R}], k[S])\)-bimodule \( L_q \) by

\[
L_q = k \left[ |\alpha\rangle\langle\beta| \; \alpha \notin \overrightarrow{Q} \right],
\]

with actions defined in a similar way to the actions on \( M_q \). We then have identifications

\[
L_q \otimes_{k[\overrightarrow{T}]} M_q \simeq k \left[ |\alpha\rangle\langle\beta| \; \alpha, \beta \notin \overrightarrow{Q} \right],
\]

that is, paths that can cross \( \overrightarrow{Q} \) but cannot end or start there, and

\[
M_q \otimes_{k[\overrightarrow{T}]} L_q \simeq k \left[ |\alpha\rangle\langle\beta| \; |\alpha\rangle\langle\beta| \notin \text{Image}(\overrightarrow{Q}) \right],
\]

that is, paths that may start or end in \( \overrightarrow{Q} \), but cannot be contained in a single connected component of the subforest on the \( \overrightarrow{Q} \) vertices. The unit map is given by lifting a path in \( k[\overrightarrow{R}] \) to its preimage with minimal start (which by construction cannot be in \( \overrightarrow{Q} \)) and the counit map is inclusion into \( k[\overrightarrow{T}] \). Again we can directly check the triangle relations. \( \square \)

We now put these functors together; for a correspondence \( p = (R \xleftarrow{q} S \xrightarrow{i} T) \) we define the \((k[\overrightarrow{T}], k[\overrightarrow{R}])\)-bimodule \( M_p = M_i \otimes_{k[S]} M_q \). By definition, it is a two-term complex of bimodules, where each term can be identified with a subspace of \( k[\overrightarrow{T}] \). These identifications provides enough functoriality at the level of 2-morphisms, in the following sense.

**Lemma 5.10.** Given correspondences \( q = p' \circ p \), there is an isomorphism of bimodules

\[
\phi_{p,p'} : M_{p' \circ p} \rightarrow M_p \otimes_{k[\overrightarrow{R}]} M_{p'}.
\]

These maps satisfy a natural compatibility relation for compositions of three correspondences.

**Proof.** Let \( p = (R \xleftarrow{q} S \xrightarrow{i} T) \) and \( p' = (R' \xleftarrow{q'} S' \xrightarrow{i'} R) \) be the two compositions, with subforests \( Q \) and \( Q' \) corresponding to the quotient maps \( q, q' \), respectively. The composition \( p'' = p' \circ p \) is then given by \((R' \xleftarrow{q''} S' \times_R S \xrightarrow{i''} R)\). We can identify \( S' \times_R S \) with a rooted subtree of \( T \) on the vertices of \( S \) which map to the image of \( i \); one can also see that the rooted subforest corresponding to \( q'' \) is given by

\[
\overrightarrow{Q}'' = \left( \overrightarrow{Q} \cap (\overrightarrow{S'} \times_R \overrightarrow{S}) \right) \cup \overrightarrow{Q'},
\]

where we identify everything with sub-trees or forests inside \( T \).

Now for some path \(|\alpha\rangle\langle\beta| \) in \( \overrightarrow{T} \) we define conditions \( C_1, C_2, C_3 \) as follows: \(|\alpha\rangle\langle\beta| \) satisfies \( C_1 \) if \( \alpha > S \) in \( T \), \( C_2 \) if there is \( \gamma \in S \setminus (q')^{-1}(i'(S')) \) such that \( \alpha > \gamma > \beta \) and \( C_3 \) if \( \beta \notin \overrightarrow{Q}'' \) (as before, \( \overrightarrow{Q}'' \) is the non-root vertices of \( \overrightarrow{Q}'' \)). We can then calculate each term in

\[
M_p \otimes_{k[\overrightarrow{R}]} M_{p'} = \left[ M^{-1}_p \otimes_{k[\overrightarrow{R}]} M^{-1}_p \rightarrow M^0_p \otimes_{k[\overrightarrow{R}]} M^0_{p'} \oplus M^{-1}_p \otimes_{k[\overrightarrow{R}]} M^0_p \rightarrow M^0_p \otimes_{k[\overrightarrow{R}]} M^0_{p'} \right]
\]
as vector spaces spanned by paths in $\vec{T}$ following some subset of these conditions.

\[
M^{-1}_p \otimes_{k[\vec{R}]} M^{-1}_{p'} \simeq k \langle \alpha \rangle \langle \beta \rangle \| C_1, C_2, \text{and } C_3 \rangle \\
M^{-1}_p \otimes_{k[\vec{R}]} M^0_{p'} \simeq k \langle \alpha \rangle \langle \beta \rangle \| C_1, \text{and } C_3 \rangle \\
M^0_{p} \otimes_{k[\vec{R}]} M^{-1}_{p'} \simeq k \langle \alpha \rangle \langle \beta \rangle \| C_2, \text{and } C_3 \rangle \\
M^0_{p} \otimes_{k[\vec{R}]} M^0_{p'} \simeq k \langle \alpha \rangle \langle \beta \rangle \| C_3 \rangle ,
\]

with maps given by the inclusions, with a minus sign on the map $M^{-1}_p \otimes_{k[\vec{R}]} M^{-1}_{p'} \rightarrow M^{-1}_p \otimes_{k[\vec{R}]} M^0_{p'}$, due to the $-1$ shift.

Comparing the conditions above with the rooted subtree $S' \times_{\vec{R}} S$ we see that there are identifications

\[
M^{-1}_{p,op} \simeq k \langle \alpha \rangle \langle \beta \rangle \| \text{not } C_1, \text{ not } C_2, \text{ and } C_3 \rangle \\
M^0_{p,op} \simeq k \langle \alpha \rangle \langle \beta \rangle \| C_3 \rangle .
\]

Using these identifications we define a map $M_{p',op} \rightarrow M_{p} \otimes_{k[\vec{R}]} M_{p'}$ as identity in degree zero and diagonal embedding into $M^0_{p} \otimes_{k[\vec{R}]} M^{-1}_{p'} \oplus M^{-1}_{p} \otimes_{k[\vec{R}]} M^0_{p'}$ in degree -1. We check this gives an isomorphism of bimodules, and functoriality for three-term compositions follows from an explicit calculation, which basically holds due to the fact that we can identify all the corresponding vector spaces as subsets of the same path algebra $k[\vec{T}]$.

We now put together Lemmas 5.9 and 5.10 in the formalism of $\infty$-categories.

**Proposition 5.11.** There is an $\infty$-functor

\[ \mathcal{A} : N(\text{Arb}) \rightarrow \text{dgcat} \]

that on objects and morphisms satisfies $\mathcal{A}(\vec{T}) \simeq \text{Perf}(\vec{T})$ and $\mathcal{A}(p) \simeq - \otimes_{k[\vec{T}]} M_{p}$. Moreover, it lands in the subcategory of $\text{dgcat}$ where all morphisms are left-dualizable, that is, dg functors with (derived) left adjoints. Taking left adjoints gives another $\infty$-functor

\[ \mathcal{A}^\ell : N(\text{Arb}) \rightarrow \text{dgcat}^{op} \]

We will call these functors $\mathcal{A}$ and $\mathcal{A}^\ell$ arboreal functors.

**Proof.** We will begin by constructing the desired map at the level of strict categories: by Lemma 5.10, the bimodules we associated to correspondences give a pseudofunctor from the 1-category $\text{Arb}$ to the strict 2-category $\text{Alg}^2(\text{Ch})$ whose objects are dg algebras, 1-morphisms are dg bimodules and 2-morphisms are morphisms of dg bimodules. Using the results from [63, Sec.4.3.3] and [32, Ch.11.B], by localization along the morphisms of bimodules which are weak equivalences, we get a functor into an ($\infty$, 2)-category $\text{Alg}^2(\text{Vect})$ whose objects are algebra objects in $\text{Vect}$, and 1-morphisms are bimodules; this category appears in [46] and its maximal ($\infty$, 1)-subcategory is $\text{Morita}(\text{Vect})$ in the notation of [63, Sec.4.8].

From the fact that the morphisms of bimodules $\phi_{p,p'}$ of Lemma 5.10 is a weak equivalence we get that our map restricts to an $\infty$-functor $N(\text{Arb}) \rightarrow \text{Morita}(\text{Vect})$. The latter can be identified with the full subcategory of $\text{DGCat}$ on the objects of the form $\text{Mod-}A$ for some $A \in \text{Alg}(\text{Vect})$. Recall that every bimodule in the complex $M_{p}$ is projective as a $k[\vec{T}]$ module; the corresponding dg functor preserves perfectness, so our arboreal functor $\mathcal{A}$ factors through $\mathcal{A} : N(\text{Arb}) \rightarrow \text{dgcat}$;
moreover by Lemma 5.9 it furthermore factors through the subcategory on the left-dualizable morphisms.

Let us characterize the image of morphisms under the functor \( A \), by looking at its action on the generating projectives.

**Lemma 5.12.** Consider a correspondence \( p : \rightarrow R \leftarrow S \rightarrow T \), and any vertex \( \alpha \in T \). Then there is an equivalence

\[
A(p)(P_\alpha) \cong \begin{cases} 
P_q(i^{-1}(\alpha)) & \alpha \in i(S) \\
0 & \text{otherwise.} \end{cases}
\]

The morphism \( \text{Hom}_T(P_\alpha, P_\beta) \to \text{Hom}_P(A(p)(P_\alpha), A(p)(P_\beta)) \) sends \( |\beta\rangle |\alpha\rangle \to |q(i^{-1}(\beta))\rangle |q(i^{-1}(\alpha))\rangle \) (and hence is an isomorphism) when these are defined; otherwise it is zero.

**Proof.** By definition, the dg functor \( A(p) \) is calculated by \(- \otimes_{k[\mathcal{T}]} M_p\), that is, tensoring with a two-term complex of bimodules that are projective as left \( k[\mathcal{T}] \)-modules; the statement above then follows from an explicit computation.

**Remark.** Comparing the functor in Lemma 5.12 to the description in [71, Sec.4.2] shows that the (co)sheaf we have constructed here agrees with the Nadler’s calculation of the microlocal sheaf categories.

### 5.2. Sheaves and cosheaves on an arboreal singularity.

#### 5.2.1. Constructible sheaves on simplicial complexes.

We briefly recall how to describe constructible sheaves on a simplicial complex. For a simplex \( \sigma \) in a simplicial complex \( X \), we write \( \text{Star}(\sigma) \) for the union of open simplices whose closure contains \( \sigma \). To give a sheaf \( \mathcal{F} \) on \( X \), constructible with respect to the stratification by simplices, it suffices to give the values of \( \mathcal{F} \) on the open sets \( \text{Star}(\sigma) \), and the corresponding restriction maps \( \mathcal{F}(\text{Star}(\sigma)) \to \mathcal{F}(\text{Star}(\tau)) \) when \( \text{Star}(\tau) \subset \text{Star}(\sigma) \), i.e., when \( \sigma \) lies in the closure of \( \tau \). The appropriate diagrams should commute. Our definition of simplicial complex demands that the closure of an open simplex is a closed simplex, so there are no non-trivial overlaps, hence no descent conditions.

The restriction \( \mathcal{F}(\text{Star}(\tau)) \to \mathcal{F}_\sigma \) is then necessarily an isomorphism, so one can instead discuss ‘generalization maps’ \( \mathcal{F}_\sigma \to \mathcal{F}_\tau \) when \( \sigma \) lies in the closure of \( \tau \); this is the so-called ‘exit path’ description of a constructible sheaf. A similar description works for any sufficiently fine stratification satisfying appropriate local contractibility conditions.

From a functor \( F : X \to Y \) we may extract the generalization maps for a \( Y \)-valued constructible sheaf \( N(F) \) on the geometric realization of the nerve \( |N(X)| \), as follows. On objects, we set

\[
N(F)([x_1 \to x_2 \to \cdots \to x_n]) = F(x_n)
\]

and the generalization maps are given by

\[
N(F)([x_m \to \cdots \to x_m']) \to [x_1 \to x_2 \to \cdots \to x_n]) = F(x'_m \to x_n),
\]

where the map \( x'_m \to x_n \) comes from the fact that \( x_m \to \cdots \to x_m' \) was a subsequence of \( x_1 \to x_1 \to \cdots \to x_n \). The fact that \( F \) was a functor translates to the compatibility of the generalization maps.

Note however that in order for this data to define a sheaf valued in \( Y \), we must be able to say what values it takes on unions of strata. These will be given by a limit. In the setting at hand, we will work with finite stratifications, so insist that \( Y \) be closed under finite limits.
Remark. Though it is not necessary, one can rephrase the above in the language of exit-path categories, as developed in [63, Sec.A.6]. For any $A$-stratified space $X$, one can associate an $\infty$-category $\sing^A(X)$, its exit-path category, such that there is an equivalence

$$\fun(\sing^A(X), \mathcal{C}) \simeq \sh^A(X, \mathcal{C})$$

for any $\infty$-category $\mathcal{C}$ with small limits. In the case where $X = |N(\mathcal{X})|$ for some category $\mathcal{X}$, with its natural stratification $A$, there is an equivalence $\sing^A(|N(\mathcal{X})|) \simeq N(\mathcal{X})$ so any functor out of $\mathcal{X}$ determines a constructible sheaf on the geometric realization of the nerve. If the nerve is finite, then we do not need to require $\mathcal{C}$ to have all small limits; it is enough to require existence of finite limits.

5.2.2. The arboreal sheaf and cosheaf. Let $T$ be a tree. Recall that we have a category $\arb_T$ and a space $\overline{T} := N(\arb_T)$. Choosing a root determines a quiver $\overline{T}$, giving a category $\overline{\arb}_T$ which is equivalent to $\arb_T$. Composing the functors of proposition 5.11 with the forgetful functor $\overline{\arb}_T \rightarrow \arb$, we have functors $\mathcal{A} : \arb_T \rightarrow \dgcat$ and $\mathcal{A}^\ell : \arb_T \rightarrow \dgcat$.

**Definition 5.13.** The arboreal sheaf $A_T^\mathcal{A} \in \sh(\overline{T}, \dgcat)$ is the sheaf associated to the functor $\mathcal{A}$, and the arboreal cosheaf $A_T^{\mathcal{A}^\ell} \in \cosh(\overline{T}, \dgcat)$ is the cosheaf associated to the functor $\mathcal{A}^\ell$.

Note that by definition of the functors $\mathcal{A}$ and $\mathcal{A}^\ell$, the arboreal cosheaf and sheaf are both locally saturated; we then have a ccc space $(\overline{T}, A_T^{\mathcal{A}^\ell})$ and a CSC space $(\overline{T}, A_T^\mathcal{A})$, with the arboreal singularity as underlying topological space; also we have $A_T = (A_T^{pp})$.

Remark. Here we understand the topology on $\overline{T}$ as being the stratification topology: stars of strata are the basis of opens. The relevance of this is that $\dgcat$ has (only) homotopy finite limits and colimits.

Writing this topological space as $\overline{T}^{str}$ and the usual topology as $\overline{T}^{as}$, there is a continuous map $t : \overline{T}^{as} \rightarrow \overline{T}^{str}$. To pull back the sheaf or cosheaf, we would however have to change the target category from $\dgcat$ to DGCat so as to have all limits and colimits. Having done so we may consider the sheaf or cosheaf $t^* \ind A_T$ in the usual topology.

For brevity we will usually drop the subscript $\overline{T}$ when it is unambiguous. Let us describe the arboreal sheaf explicitly. Let $p$ be a correspondence $R \leftarrow S \rightarrow T$. We write $T(p)$ for the union of all simplices $[p_1 \rightarrow p_2 \cdots \rightarrow p]$. Then $\overline{T} = \coprod T(p)$, and, by definition, any sheaf associated to a functor from $\arb_T$ is constant on the $T(p)$. In fact, each $T(p)$ with $p \neq p_T$ is topologically an open cell of dimension $|T| - |R|$ [71, Prop. 2.14].\(^5\) The cone point $T(p_T)$ is the unique zero dimensional cell. Moreover, $\overline{T}(p) = \coprod_{p' \leq p} T(p')$ [71, Prop. 2.18].

Fix $\overline{T}$ and denote $\mathcal{A} = A_T$. Because $\mathcal{A}$ is constructible with respect to a stratification by a union of cells which all adjoin $p_T$, the restriction map $\Gamma(\overline{T}, \mathcal{A}) \rightarrow A_T$ is an isomorphism. In particular, $\Gamma(\overline{T}, \mathcal{A}) \simeq \perf(\overline{T})$. Given an object $X \in \Gamma(\overline{T}, \mathcal{A}) = \perf(\overline{T})$, the germ at a point in $T(R \leftarrow S \rightarrow T)$ is an element of the category $\perf(R)$. The desired object is produced by applying the correspondence functor $c_p$ obtained from $(R \leftarrow S \rightarrow T)$ to $X$.

\(^5\)Nadler writes $L_T$ for our $\overline{T}$ and $L_T(p)$ for our $T(p)$ in [71]. Our notation is chosen to emphasize that no symplectic geometry or microlocal sheaf theory is directly needed to understand the essentially combinatorial definitions and proofs.
5.2.3. **Hom sheaves.** Recall that given a sheaf of dg categories $\mathcal{F}$ and objects $x, y \in \mathcal{F}(X)$, there is a sheaf $\mathcal{F}|^{x,y}_X \in \text{Sh}(X, \text{Vect})$ which on $U$ evaluates to $\text{Hom}_{\mathcal{F}(U)}(\rho x, \rho y)$. For ease of notation, we will denote

$$\mathcal{A}_{\alpha, \beta} := \mathcal{A}|_{\mathbb{T}}^{P_{\alpha}, P_{\beta}}$$

for the Hom sheaf between the generating projectives.

We will need explicit descriptions of the Hom sheaves between the generating projectives $P_{\alpha}$. Since we know what the functors $c_p$ do to the projective objects from Lemma 5.12, it is just a matter of assembling the sheaf of the morphisms between Hom spaces.

**Definition 5.14.** For $\alpha$ a vertex of $T$, we write

$$\mathbb{T}(\alpha) := \prod_{\alpha \in S} \mathbb{T}(R \leftarrow S \hookrightarrow T).$$

**Remark.** In [71], Nadler gives an explicit construction of the arboreal singularities: for each vertex $\alpha$ of $T$, take a copy of $\mathbb{R}^{|T|-1}$ with coordinates $x^\gamma(\alpha), \gamma \neq \alpha$. The topological space $\mathbb{T}$ is recovered by gluing these spaces: for each edge $\{\alpha, \beta\} \in E(T)$, identify points with coordinates $x_\gamma(\alpha)$ and $x_\gamma(\beta)$ whenever $x_\beta(\alpha) = x_\alpha(\beta) \geq 0$ and $x_\gamma(\alpha) = x_\gamma(\beta)$ for $\gamma \neq \alpha, \beta$. Comparing this construction with the combinatorial definition [71, Sec. 2] it is proven that the strata $\mathbb{T}(R \leftarrow S \hookrightarrow T)$ sit in the closure of the Euclidean space corresponding to $\alpha$ exactly when $\alpha \in S$. Thus $\mathbb{T}(\alpha)$ is homeomorphic to a closed ball of dimension $|T| - 1$.

**Proposition 5.15.** The sheaf $\mathcal{A}_{\alpha, \alpha} \in \text{Sh}(\mathbb{T}, \text{Vect})$ is the constant rank one (in degree zero) sheaf on $\mathbb{T}(\alpha)$.
Proof. Let us describe the functor on \( \text{Arb}_T \) whose nerve is the sheaf \( A_{\alpha,\alpha} \). By Lemma 5.12, on objects this functor is:

\[
(R \hookrightarrow S \twoheadrightarrow T) \mapsto \text{Hom}_R(P_{q(i^{-1}(\alpha))}, P_{q(i^{-1}(\alpha))}) = \begin{cases} 
k, & \alpha \in i(S) \\
0, & \text{otherwise} \end{cases}
\]

These Hom spaces have the identity as a basis element, which must be preserved by the functorial structure, hence gives a global section trivializing the sheaf hom. □

To describe other Hom sheaves we have to worry about the orientation of the arrows in the quiver. For any pair of vertices \( \alpha, \beta \), consider the following subset of \( T \):

\[
T(\alpha, \beta) := \bigcap_{\alpha, \beta \in S, q(i^{-1}(\alpha)) \leq q(i^{-1}(\beta))} T(R \hookrightarrow S \twoheadrightarrow T).
\]
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Figure 5. The subsets \( A_3(\bullet, \bullet) \) where \( A_3 \) has the quiver structure \( \alpha \to \beta \leftarrow \gamma \). The subsets \( A_3(\alpha), A_3(\beta), A_3(\gamma) \) are homeomorphic to closed discs, and the arboreal singularity is obtained by gluing them appropriately; on the left \( A_3(\alpha), A_3(\gamma) \) are shown with folded flaps up and down, and are glued along the horizontal parts to \( A_3(\beta) \). Note that the subsets \( T(\lambda_1, \lambda_2) \) depend on the directions of the arrows in \( T \), and moreover as in the proof above for any vertices \( \lambda_1, \lambda_2 \), the difference between \( T(\lambda_1, \lambda_2) \) and \( T(\lambda_1) \cap T(\lambda_2) \) is at most deletion of some boundary strata.

**Proposition 5.16.** The sheaf \( A_{\alpha,\beta} \) is the constant rank one sheaf on \( T(\alpha, \beta) \).

Proof. Again, let us write the functor on \( \text{Arb} \) giving rise to this sheaf. By Lemma 5.12, on objects it is

\[
(R \hookrightarrow S \twoheadrightarrow T) \mapsto \text{Hom}_R(P_{q(i^{-1}(\alpha))}, P_{q(i^{-1}(\beta))}) = \begin{cases} 
k, & \alpha, \beta \in S \& q(\alpha) \leq q(\beta) \\
0, & \text{otherwise} \end{cases}
\]

Here, when \( \alpha \notin S \), we interpret \( P_{q(i^{-1}(\alpha))} \) as 0; and similarly for \( \beta \). This shows that the sheaf has the correct stalks. Lemma 5.12 also described how the functor acts on the natural basis for these spaces, showing that the sheaf is locally constant and in fact giving a global section, showing it is constant.

Another way to see that the sheaf is constant is to explicitly describe the locus \( T(\alpha, \beta) \) and show it is contractible. First, note that \( T(\alpha, \beta) \subseteq T(\alpha) \cap T(\beta) \), with equality if \( \alpha \leq \beta \). Since \( T(\alpha) \) and \( T(\beta) \) are both homeomorphic to \( \mathbb{R}^{[\beta]-1} \) and are glued together along a half-space, their intersection
is homeomorphic to a closed ball. For the case where $\alpha \not\leq \beta$, the inclusion is strict, so suppose that we have a simplex
\[ [p_1 \to \cdots \to p_m] \subset (\mathbb{T}(\alpha) \cap \mathbb{T}(\beta)) - \mathbb{T}(\alpha, \beta). \]
If we denote $p_m = (R_m \leftarrow S_m \leftarrow T)$, this is the same as having $\alpha, \beta \in S_m$ but $q(\alpha) \neq q(\alpha \lor \beta)$. Consider now the correspondence $q = (R \leftarrow Q \rightarrow R_m)$, where $Q$ is some subtree of $R_m$ containing $q(\alpha)$ but not containing $q(\beta)$. Then $\beta \notin Q \times R_m S_m$, which means the simplex $[p_1 \to \cdots p_m \to p_m \to q \circ p_m]$ is in $\mathbb{T}(\alpha)$ but not in $\mathbb{T}(\beta)$, so this simplex is contained in the boundary of $\mathbb{T}(\alpha) \cap \mathbb{T}(\beta)$. Thus $\Lambda(\alpha, \beta)$ is obtained by deleting parts of the boundary of the closed ball $\mathbb{T}(\alpha) \cap \mathbb{T}(\beta)$, so it is contractible. □

5.2.4. **Generalized arboreal singularities.** In the expansion of Legendrian singularities, certain additional ‘generalized arboreal singularities’ appear [74]. Such a space is obtained from an ordinary arboreal singularity by deleting some of the strata; its data is encoded by a rooted tree $\hat{T}$ together with a subset of marked leaves $\ell \subseteq V(T)$, such that every element of $\ell$ is maximal for the partial order induced by the rooting. Let us define $\hat{T}^+$ to be the rooted tree obtained from $\hat{T}$ by adjoining a new vertex $\alpha^+$ for each $\alpha \in \ell$, with a new edge $\alpha^+ \to \alpha$.

**Definition 5.17.** (following Prop. 4.29 in [74]) The generalized arboreal singularity $\mathbb{T}^*$ corresponding to $(\hat{T}, \ell)$ is the stratified space obtained from the arboreal singularity $\hat{T}^+$ by deleting the union $Y$ of subsets $\mathbb{T}^+(p_{\alpha}) \cup \mathbb{T}^+(p_{\alpha^+})$ for every $\alpha \in \ell$. We denote $\mathbb{T}^* = \mathbb{T}^+ \cap \hat{T}^*$.

From the construction of Section 4.5, there is a locally saturated cosheaf on $\mathbb{T}^*$ given by
\[ A^*_{\mathbb{T}, \ell} := (A^*_{\hat{T}^+})_{\mathbb{T}^+ / Y}|_{\mathbb{T}^*} \]
giving $\mathbb{T}^*$ the structure of a CCC space; and also of a CSC space with the sheaf $A_{\hat{T}, \ell}$ of pseudo-perfect modules.

**Figure 6.** The generalized arboreal singularity corresponding to the singleton quiver $\hat{T} = \alpha$ with the vertex also a marked leaf $\ell = \{\alpha\}$. We delete two open subsets to get $\mathbb{T}^*$; also shown is $\mathbb{T}^* = \mathbb{T}^+ \cap \mathbb{T}^*$. 
The generalized arboreal singularity corresponding to the $A_2$ quiver $\overrightarrow{T} = \alpha \to \beta$ with marked leaf $\ell = \{\alpha\}$. Here we obtain $\overrightarrow{T}^*$ from deleting some of the strata in the arboreal singularity $\overrightarrow{T}^+$ corresponding to the augmented quiver $\alpha^+ \to \alpha \to \beta$. Bottom right corner shows $\overrightarrow{T}^*$; note that it contains part of its boundary.

6. ORIENTATIONS ON ARBOREAL SPACES

6.1. Arboreal spaces.

Definition 6.1. A CCC space $(X, W)$ is special arboreal if it is locally modeled on $(\overrightarrow{T}, A_{\overrightarrow{T}}^{\ell})$ for varying $\overrightarrow{T}$.

More precisely, for every $x \in X$, there is some $\overrightarrow{T} = \overrightarrow{T}(x)$, some refinements of stratifications on $X$ and $T$, after which there is some stratified neighborhood $U \ni x$ and a stratified embedding $m : U \hookrightarrow T$ and an isomorphism $W|_{U} \cong m^* A_{\overrightarrow{T}}^{\ell}|_{U}$.

Note that we ask $X$ is locally modeled on the interiors $T$ of the arboreal singularities $\overrightarrow{T}$.

Remark. Because the spaces $(\overrightarrow{T}, A_{\overrightarrow{T}}^{\ell})$ are themselves, away from the central point, locally modeled on other such spaces for smaller trees, in the above definition we could equivalently ask that $x$ maps to the central point of $\overrightarrow{T}$ if we allow $m$ to be a stratified submersion. This would have the virtue of making $T(x)$ a well defined function of $x$.

More generally,

Definition 6.2. A CCC space $(X, W)$ is arboreal if it is locally modeled on the $(\overrightarrow{T}^*, A_{\overrightarrow{T}^*}^{\ell})$ of Def. 5.17, for varying choices of $(\overrightarrow{T}, \ell)$.

Note that a special arboreal space is an arboreal space in which we choose the set of marked leaves to be empty.

Lemma 6.3. An arboreal space $(X, W)$ is smooth (i.e. $W(U)$ is smooth for all $U$) and stalkwise proper. The dual CSC space $(X, W^{mp})$ is proper and stalkwise smooth.

Proof. Follows from the fact that the cosheaves $A_{\overrightarrow{T}^*, \ell}^{\alpha}$ are locally saturated, together with the fact that finite colimits of smooth dg categories are smooth. \qed
6.2. An orientation on an arboreal space. Consider an arboreal space \((\mathbb{X}, W)\) as above. By Theorem 1.11, which will be proved later in Section 4.4.3, orientations on the CCC space \((\mathbb{X}, W)\) are equivalent to orientations on the CSC space \((\mathbb{X}, W^{pp})\). Moreover, by Lemma 4.39, we only have to consider orientations on special arboreal spaces.

We will first show the local models \((\mathbb{T}, A)\) admit orientations. More precisely, we will show that a rooting of \(T\) induces a canonical isomorphism \(\mathcal{KH}(A) \simeq \omega_{\mathbb{T}}[1 - |T|]\), which moreover gives an orientation on the CSC space \((\mathbb{T}, A)\).

6.2.1. The dualizing complex of an arboreal singularity. Recall that an explicit representative for the Verdier dualizing sheaf \(\omega_{\mathbb{X}}\) is given by the “sheaf of local singular chains” [43, p.91]. That is, let \(C^{-d}\) be the sheaf which on sufficiently small open sets is given by \(C^{-d}(U) = C_d(X, X \setminus U; k)\), where \(C_d\) is the singular \(d\)-chains, and the sheaf structure is defined by the evident restriction maps; the singular chain differential collects these into a complex of sheaves.

Proposition 6.4. With notation as above, the stalk of \(\omega_{\mathbb{T}}\) at a stratum labeled by a correspondence \(p = (R \leftrightarrow S \rightarrow T)\) is concentrated in degree \(-(n - 1)\), where it is given by a direct sum decomposition

\[
\omega_{\mathbb{T}}^{-(n-1)}(\mathbb{T}(p)) \simeq \bigoplus_{\alpha \in R} k_\alpha \simeq k^{|R|},
\]

where each \(k_\alpha \simeq k\). Now suppose we have correspondences \(p' = q \circ p\), where \(p = (R' \leftrightarrow S' \rightarrow T)\) and \(q = (R' \leftarrow Q \rightarrow R').\) Then the simplex \([p]\) is in the closure of \([p \rightarrow p']\) and the generization map \(\omega_{\mathbb{T}}(\mathbb{T}(p)) \rightarrow \omega_{\mathbb{T}}(\mathbb{T}(p'))\) is given, in the decomposition above, by

\[
\bigoplus_{\alpha \in R} k_\alpha \rightarrow \bigoplus_{\beta \in R'} k_\beta,
\]

where \(1 \in k_\alpha\) gets sent to \(1 \in k_{q(\alpha)}\) if \(\alpha \in S\) and 0 otherwise. In other words, the map adds all the factors corresponding to vertices that get identified by the quotient \(q\). Moreover, if one picks an orientation of a top stratum of \(\mathbb{T}\), there is a canonical choice of isomorphisms above.

Proof. As mentioned above, on any space \(X\), for sufficiently small \(U\), there is a natural isomorphism \(\omega_{\mathbb{X}}(U) = C_*(X, X \setminus U)\), with the chain complex \(C_*\) interpreted as a cochain complex just by negating all the degrees.

Let us first calculate the stalk at the center of \(\mathbb{T}\), that is at the simplex \([p_0]\) given by the trivial correspondence. Consider the decomposition of \(\mathbb{T}\) into the discs \(\mathbb{T}(\alpha)\), and for each vertex \(\alpha\) let \(U_\alpha = U \cap \mathbb{T}(\alpha)\) and \(Z_\alpha = \mathbb{T}(\alpha) \setminus U_\alpha\) where \(U\) is a small neighborhood of \([p_0]\). Each \(U_\alpha\) is an open disc inside of the disc \(\mathbb{T}(\alpha)\), so the relative homology \(H_*(\mathbb{T}(\alpha), Z_\alpha)\) is \(k\) in degree \(n - 1\) and zero in other degrees.

For an edge \(\alpha - \beta\), the Mayer-Vietoris sequence for relative homology gives a distinguished triangle

\[
C_*(\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Z_\alpha \cap Z_\beta) \rightarrow C_*(\mathbb{T}(\alpha), Z_\alpha) \oplus C_*(\mathbb{T}(\beta), Z_\beta) \rightarrow C_*(\mathbb{T}(\alpha) \cup \mathbb{T}(\beta), Z_\alpha \cup Z_\beta)
\]

Note that since the discs \(\mathbb{T}(\alpha), \mathbb{T}(\beta)\) are glued by their halves, the pair \((\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Z_\alpha \cap Z_\beta)\) has zero relative homology

\[
C_*(\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Z_\alpha \cap Z_\beta) \simeq C_*(\text{half-ball, half-sphere}) \simeq 0
\]

so we can identify

\[
C_*(\mathbb{T}(\alpha) \cup \mathbb{T}(\beta), Z_\alpha \cup Z_\beta) \simeq C_*(\mathbb{T}(\alpha), Z_\alpha) \oplus C_*(\mathbb{T}(\beta), Z_\beta) \simeq k^2[n - 1].
\]
We can iterate and glue the pairs $\mathbb{T}(\alpha), \mathbb{T}(\beta)$ according to the tree $T$. More specifically, take connected subtrees $Q \subset Q' \subset T$ such that $|Q'| = |Q| + 1$, that is the subtree $Q'$ is obtained from $Q$ by adding a new vertex $\gamma$ of $T$ with an edge $\beta - \gamma$ for some $\beta \in Q$. Now suppose by induction that we know a direct sum decomposition of the relative cohomology of the pair obtained by taking all $\mathbb{T}(\alpha)$ and $Z_\alpha$ with $\alpha \in Q$:

$$C_*( \bigcup_{\alpha \in Q} \mathbb{T}(\alpha), \bigcup_{\alpha \in Q} Z_\alpha ) \simeq \bigoplus_{\alpha \in Q} C_*(\mathbb{T}(\alpha), Z_\alpha) \simeq k^{|Q|}[n - 1].$$

Note that since we glued $\gamma$ only to one vertex $\beta$ in $Q$, the intersection $(\bigcup_{\alpha \in Q} \mathbb{T}(\alpha)) \cap \mathbb{T}(\gamma)$ coincides with $\mathbb{T}(\beta) \cap \mathbb{T}(\gamma)$, and also $(\bigcup_{\alpha \in Q} Z_\alpha) \cap Z_\gamma = Z_\beta \cap Z_\gamma$. So as noted above this pair has vanishing cohomology, and the Mayer Vietoris distinguished triangle

$$C_*( ( \bigcup_{\alpha \in Q} \mathbb{T}(\alpha)) \cap \mathbb{T}(\gamma), (\bigcup_{\alpha \in Q} Z_\alpha) \cap Z_\gamma ) \rightarrow C_*(\bigcup_{\alpha \in Q} \mathbb{T}(\alpha) \cup C_*(\mathbb{T}(\gamma), Z_\gamma) \rightarrow C_*(\bigcup_{\alpha \in Q'} \mathbb{T}(\alpha), \bigcup_{\alpha \in Q'} Z_\alpha)$$

gives us a direct sum decomposition $C_*(\bigcup_{\alpha \in Q'} \mathbb{T}(\alpha), \bigcup_{\alpha \in Q'} Z_\alpha) \simeq k^{|Q'|}[n - 1]$ Iterating this until we reach all of $T$ gives the desired result.

![Figure 8. The pairs $(\mathbb{T}(\alpha), Z_\alpha)$ appearing in the Mayer-Vietoris decomposition. The complements $Z_\alpha = \mathbb{T}(\alpha) \setminus U_\alpha$ are in dark gray. The intersection pairs $(\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Z_\alpha \cap Z_\beta)$ have vanishing relative homology.](image)

To describe all the other stalks and generization maps, let’s first describe the map

$$(\omega_T)_{[p_0]} \rightarrow (\omega_T)_{[p_0 \rightarrow p]}$$

from the central stalk calculated above to the stalk over a neighboring 1-simplex $[p_0 \rightarrow p]$ where

$$p = (R \overset{q}{\leftarrow} S \hookrightarrow T),$$

with $q$ the contraction of a single edge $\mu - \lambda$. As above, let $U$ be a neighborhood of the origin, and take a point in the simplex $[p_0 \rightarrow p]$ inside of $U_0$. Taking a neighborhood $V \subset U_0$ of this point, we see that the map between the two stalks of $\omega_T$ is given by restriction of relative chains.

We use the same decomposition of $\mathbb{T}$ into discs that we have above. Let $V_\alpha = V \cap \mathbb{T}(\alpha)$ and $Y_\alpha = \mathbb{T}(\alpha) \setminus V_\alpha$. We see that $V_\alpha = \emptyset$ if $\alpha \not\in S$, and if $\alpha \in S$ then the pair $(\mathbb{T}(\alpha), V_\alpha)$ can be homotoped to $(\mathbb{T}(\alpha), U_\alpha)$. Moreover, if we consider an edge that’s not being contracted, say $\alpha - \beta \not= \mu - \lambda$, $V_\alpha$ and $V_\beta$ intersect in an open half-ball inside the closed half-ball $\mathbb{T}(\alpha) \cap \mathbb{T}(\beta)$, so the pair $(\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Y_\alpha \cap Y_\beta)$ is homotopic to $(\mathbb{T}(\alpha) \cap \mathbb{T}(\beta), Z_\alpha \cap Z_\beta)$ and has vanishing relative homology.

A new feature only occurs for the edge $\mu - \lambda$ being contracted: every stratum adjoining the 1-simplex $[p \rightarrow p_0]$ must be labeled by correspondences where this edge is also contracted. So the neighborhood $V$ is entirely contained in the intersection $\mathbb{T}(\mu) \cap \mathbb{T}(\lambda)$, and so the pair $(\mathbb{T}(\mu) \cap \mathbb{T}(\lambda), Y_\mu \cap Y_\lambda)$ is homotopic to $(\mathbb{T}(\mu), Y_\mu)$ and has relative homology $H_*(\mathbb{T}(\mu) \cap \mathbb{T}(\lambda), Y_\mu \cap Y_\lambda) \simeq k[n - 1]$. 


Now we can apply the same process as above and iterate over all edges of the original tree $T$. Suppose we start with a subtree $Q$ of $T$ such that $Q \subset R, Q \subset S$, meaning no edge of $Q$ gets contracted by $q$, and suppose by induction that we already know a direct sum decomposition

$$C_*(\bigcup_{Q} \mathbb{T}(\alpha), \bigcup_{Q} Y_{\alpha}) \simeq \bigoplus_{Q} C_*(\mathbb{T}(\alpha), Y_{\alpha}) \simeq k^{|Q|}[n - 1].$$

Consider the Mayer-Vietoris triangle for adjoining an extra vertex $\gamma$ via an edge $\beta - \gamma$ as above. The relative chain restriction maps give a map between the distinguished triangles $\mathbb{T}(\beta) \cap \mathbb{T}(\gamma), Z_{\beta} \cap Z_{\gamma} \longrightarrow \bigoplus_{Q} C_*(\mathbb{T}(\alpha), Z_{\alpha})$ and $\mathbb{C}_{\ast}(\mathbb{T}(\gamma), \gamma)$. Then for each vertex $\lambda$, we have a direct sum decomposition $k$ in degree $n - 1$. The calculation in the theorem. Note that in order to describe the maps as addition, we implicitly correspond of trees can be decomposed into successive contraction of a single edge; this gives a better way of phrasing this is that we have a decomposition

$$C_*(\bigcup_{Q} \mathbb{T}(\alpha), \bigcup_{Q} Y_{\alpha}) \simeq \bigoplus_{Q'} k_{\alpha},$$

with one factor $k_{\alpha} \simeq k$ for each vertex $\alpha$ in the image $q(Q') \subset R$, since $\mu$ and $\lambda$ contribute only one factor $k_{(\mu, \lambda)}$ of $k$. Using this decomposition, we can write down the vertical restriction map on the right as:

$$\bigoplus_{\alpha \in Q'} k_{\alpha} \rightarrow \bigoplus_{\alpha \in q(Q')} k_{\alpha},$$

which is an isomorphism on all factors except for $k_{\mu} \oplus k_{\lambda} \rightarrow k_{\mu, \lambda}$ where it is addition of cochains.

We can calculate all the other stalks and maps by iterating this procedure, since every correspondence of trees can be decomposed into successive contraction of a single edge; this gives the calculation in the theorem. Note that in order to describe the maps as addition, we implicitly used the fact that we have a distinguished basis element $1 \in H_{n-1}(\mathbb{T}(\alpha), Z_{\alpha})$. Picking this element uniquely requires picking a orientation of each disc $\mathbb{T}(\alpha)$; in fact since all discs are glued it is only necessary to pick an orientation of one of the discs, or equivalently an orientation of a top-dimensional stratum of $\mathbb{T}$. \[\square\]
6.2.2. **The Hochschild homology and the cyclic homology sheaf.** Recall that the Hochschild homology of an algebra \( A \) is calculated by the Hochschild chain complex

\[
\text{HH}(A) : \cdots \to A \otimes A \otimes A \to A \otimes A \to A,
\]

where \( A^{\otimes n} \) is placed in degree \(-n\), and the differential \( d_{-n} : C_{-n}(A) \to C_{-n+1}(A) \) given by

\[
d(x_n \otimes \cdots \otimes x_0) = x_{n-1} \otimes \cdots \otimes x_0 x_n + \sum_{i=0}^{n-1} (-1)^i x_n \otimes \cdots \otimes x_{i+1} x_i \otimes \cdots \otimes x_0.
\]

We are interested in the stalks of the Hochschild homology sheaf \( \mathcal{H}(A) \) and of the cyclic homology sheaf \( \mathcal{CH}(A)_{st} \), which are the Hochschild/cyclic homology of the stalks of \( A \), i.e., of the categories \( \text{Perf}(T) \). To calculate these, recall that Hochschild/cyclic homology is invariant under dg Morita equivalences, and for any dg-algebra \( A \), there is an isomorphism of Hochschild complexes \( \text{HH}(A) \simeq \text{HH}(\text{Perf} \cdot A) \) with the Hochschild homology of the category of perfect \( A \)-modules [55], with compatible \( S^1 \)-actions. We recall:

**Proposition 6.5.** [15] Let \( \vec{Q} \) be an acyclic quiver. Then \( \text{HH}_0(k[\vec{Q}]) = k^{\lvert \vec{Q} \rvert} \) and all higher Hochschild homologies vanish. Moreover the \( S^1 \)-action on the Hochschild complex is trivial, i.e. the cyclic complex is given by

\[
\text{HH}(k[\vec{Q}])_{st} = H^*(BS^1) \otimes \text{HH}(k[\vec{Q}]) = k[u] \otimes \text{HH}(k[\vec{Q}]),
\]

with \( u \) denoting canonical generator of \( H^*(BS^1) \) in degree 2, such that the natural map \( \text{HH}(k[\vec{Q}]) \to \text{HH}(k[\vec{Q}])_{st} \) sends \( x \mapsto 1 \otimes x \).

**Proof.** This follows from the fact that additive invariants map semi-orthogonal decompositions of categories to direct sums, so for our tree quivers we reduce to the calculation of Hochschild/cyclic homology for the ground field \( k \). For an explicit proof using the path algebra structure one can consult [15].

Since all the \( S^1 \) actions we consider will be trivial, we will ignore it from now on; every map out of \( \text{HH}(k[\vec{T}]) \) can be factored through the map \( \text{HH}(k[\vec{T}]) \to \text{HH}(k[\vec{T}])_{st} \) by sending \( u \mapsto 0 \), so for all our applications we can just construct maps out of the Hochschild homology HH itself.

There is a natural basis on \( \text{HH}_0(\text{Perf}(\vec{Q})) = \text{HH}_0(k[\vec{Q}]) \simeq k^{\lvert \vec{Q} \rvert} \), given by the images of the idempotents \( |\alpha \rangle \langle \alpha | \in k[\vec{Q}] \), or equivalently, of the modules \( P_\alpha \in \text{Perf}(\vec{Q}) \). Note that this basis depends on \( \vec{Q} \) and not just the underlying graph. In terms of these bases, Lemma 5.12 gives the generalization functors of the Hochschild homology sheaf.

**Proposition 6.6.** Let \( p = (R \leftarrow S \rightarrow T) \) be a correspondence inducing a functor \( \text{Perf}(\vec{T}) \to \text{Perf}(\vec{R}) \). The induced map between Hochschild homologies is given by

\[
|\alpha \rangle \langle \alpha | \mapsto \begin{cases} |q(i^{-1}(\alpha)) \rangle \langle q(i^{-1}(\alpha)) | & \text{if } \alpha \in i(S) \\ 0 & \text{otherwise.} \end{cases}
\]

6.2.3. **Comparison.** Comparing Proposition 6.4 with Propositions 6.5 and 6.6 gives an abstract isomorphism \( \mathcal{H}(A) \simeq \omega_T^{-1} [1 - n] \).

The choice of this isomorphism is not unique, but as we saw above, upon fixing the decomposition of \( T \) as the union of discs \( T(\alpha) \) and an orientation of one of these discs, we get distinguished bases for the stalks of \( \omega_T^{-1} [1 - n] \). In addition if we pick a root in \( T \) this induces choices of roots in all \( R \), and we get sets of distinguished elements \( |\alpha \rangle \langle \alpha | \) in all the stalks of \( \mathcal{H}(A) \). We can then
make a canonical choice of isomorphism \( \mathcal{HH}(A) \xrightarrow{\sim} \omega_T[1-n] \), which on a stalk over the stratum \( T(R \leftarrow S \leftarrow T) \) gives the isomorphism

\[
\text{HH}_0(k[\mathcal{R}]) \xrightarrow{\sim} \bigoplus_{\alpha \in V(R)} k_{\alpha},
\]

sending \(|\alpha\rangle\langle\alpha|\) to \(1 \in k_{\alpha} \cong k\) in the direct sum decomposition of proposition 6.4.

Recall we have constructed an isomorphism \( \mathcal{HH}(A) \xrightarrow{\sim} \omega_T[-d] \), with \( d = |T| - 1 \); moreover since the \( S^1 \) action on \( \mathcal{HH}(A) \) is trivial, this naturally descends to an isomorphism \( \mathcal{HH}(A)_{S^1} \xrightarrow{\sim} \omega_T[-d] \).

**Theorem 6.7.** The map \( \mathcal{HH}(A)_{S^1} \xrightarrow{\sim} \omega_T[-d] \) constructed above is an orientation on the CSC space \( (T, A) \).

**Proof.** We are trying to show that, for any objects \( x, y \) of \( A(T) \), the map

\[
A^x_y \rightarrow \text{Hom}_T(A^y_x, \omega_T)[-d]
\]

induced by the orientation is an isomorphism. It is enough to check the assertion on generators of the category, so we use the projective objects \( P_\alpha \).

As calculated in Proposition 5.16, the sheaf \( A_{\alpha, \beta} \) is the constant sheaf on \( T(\alpha, \beta) \). Let us check that the sheaves \( A_{\alpha, \beta} \) and \( \text{Hom}_T(A_{\beta, \alpha}, \omega_T)[-d] \) are isomorphic by analyzing the topology of \( T(\alpha, \beta) \) and \( T(\beta, \alpha) \).

Let \( \gamma = \alpha \lor \beta \) be the minimum point in the geodesic between \( \alpha \) and \( \beta \), so \( T(\beta, \alpha) = T(\beta, \gamma) \cap T(\alpha) \). We will describe the topology of the subset \( T(\beta, \gamma) \) for \( \gamma \leq \beta \). The space \( T(\beta, \gamma) \) is a subset of the closed discs \( T(\beta) \) and \( T(\gamma) \), and only differs from the intersection on its boundary. In fact we have

\[
(T(\beta) \cap T(\gamma)) \setminus T(\beta, \gamma) = \bigsqcup_{\beta, \gamma \in S, q(\beta) \neq q(\gamma)} T(p)
\]

If \( q(\beta) \neq q(\gamma) \) then there is a correspondence \( q \) that deletes \( q(\beta) \) and keeps \( q(\gamma) \), i.e. there’s a map of the form \([p_1 \rightarrow \cdots \rightarrow p] \rightarrow [p_1 \rightarrow \cdots \rightarrow p \rightarrow q \circ p] \). This last simplex is not in \( T(\beta) \), so \([p_1 \rightarrow \cdots \rightarrow p] \) must be on the boundary of \( T(\beta) \cap T(\gamma) \). Conversely, this map only can exist if \( q(\beta) \neq q(\gamma) \) in the correspondence \( p \), so \((T(\beta) \cap T(\gamma)) \setminus T(\beta, \gamma) \) is exactly the boundary of \( T(\beta) \cap T(\gamma) \) inside of \( T(\beta) \cup T(\gamma) \). Thus

\[
T(\beta, \gamma) \hookrightarrow T(\beta) \cup T(\gamma)
\]

is an open inclusion, with closure \( T(\gamma, \beta) = T(\beta) \cap T(\gamma) \). Obviously when \( \beta = \gamma \) all these are the same.

For any vertices \( \mu, \lambda \), let’s denote the open inclusion

\[
i_{\mu \lambda} : T(\mu, \lambda) \hookrightarrow T(\mu) \cup T(\lambda)
\]

and the closed inclusions

\[
j_{\mu \lambda} : T(\mu) \cup T(\lambda) \hookrightarrow T,
\]

\[
j_\mu : T(\mu) \hookrightarrow T
\]

The sheaf \( A_{\alpha, \beta} \) is supported on the subset \( T(\alpha, \gamma) \cap T(\beta) \), so it can be expressed in terms of the constant sheaf on \( T(\alpha, \gamma) \) by

\[
A_{\alpha, \beta} = j_{\beta, \gamma}^{-1} A_{\alpha, \gamma} \circ i_{\alpha, \gamma} \circ k_{\gamma}(\alpha, \gamma).
\]

Similarly we have \( A_{\beta, \alpha} = j_{\alpha, \gamma}^{-1} A_{\beta, \gamma} \circ i_{\beta, \gamma} \circ k_{\gamma}(\beta, \gamma) \).
Let us denote by \( D' : \mathcal{F} \mapsto \mathcal{H}om_X(\mathcal{F}, \omega_X) \) the contravariant Verdier duality operation. As preparation for the proof of nondegeneracy, let’s first check if there is at least an isomorphism between

\[ \mathcal{A}_{\alpha,\beta} \quad \text{and} \quad \mathcal{H}om_T(\mathcal{A}_{\beta,\alpha}, \omega_T)[-d] = D'(\mathcal{A}_{\beta,\alpha})[-d]. \]

Verdier duality intertwines the pairs of functors \( f_*, f_! \) and \( f_*, f'! \), so there are equivalences

\[ D'(\mathcal{A}_{\beta,\alpha})[-d] \simeq D'f_* i_{\alpha,\beta}^! i_{\beta,\gamma}! k_{T(\beta,\gamma)}[-d] \simeq j_{\alpha,\beta}! j_{\beta,\gamma}^! k_{T(\beta,\gamma)}[-d]. \]

Since \( T(\beta,\gamma) \) is homeomorphic to an open ball (it is the intersection of two discs with the boundary removed), \( D_T(\beta,\gamma) k_{T(\beta,\gamma)} \simeq k_{T(\beta,\gamma)}[d] \).

Also, by proper base change, \( j_{\alpha,\beta}^! j_{\beta,\gamma}^* \simeq j_{\beta,\gamma}^* j_{\alpha,\beta}^! \), where \( j_1, j_2 \) are the closed inclusions

\[ j_1 : T(\alpha) \cap T(\beta) \cap T(\gamma) \hookrightarrow T(\alpha), \quad j_2 : T(\alpha) \cap T(\beta) \cap T(\gamma) \hookrightarrow T(\beta) \cap T(\gamma) \]

Since \( i_{\beta,\gamma} \) is the inclusion of \( T(\beta,\gamma) \) into its closure \( T(\beta) \cap T(\gamma) \), the sheaf \( j_{\beta,\gamma}^* i_{\beta,\gamma}! k_{T(\beta,\gamma)} \) is isomorphic to \( j_{\beta,\gamma}^* i_{\beta,\gamma}! k_{T(\alpha,\gamma)} \), for \( j_3 : T(\alpha) \cap T(\beta) \cap T(\gamma) \hookrightarrow T(\alpha) \cap T(\gamma) \). So we have

\[ D'(\mathcal{A}_{\beta,\alpha})[-d] \simeq j_{\alpha,\beta}! j_{\beta,\gamma}^! i_{\alpha,\gamma}! k_{T(\alpha,\gamma)}. \]

But denoting \( j_4 : T(\alpha) \cap T(\beta) \cap T(\gamma) \hookrightarrow T(\beta) \) we have \( j_{\alpha,\beta}! j_1^* \simeq j_4^* j_1^! \) and then performing another base change we get

\[ D'(\mathcal{A}_{\beta,\alpha})[-d] \simeq j_{\beta,\gamma}^* j_4^! j_{\alpha,\gamma}! k_{T(\alpha,\gamma)}[-d] = \mathcal{A}_{\alpha,\beta}. \]

Verdier duality thus induces an isomorphism between these sheaves. It still remains to check that the orientation we defined indeed induces this isomorphism.

Since we have an isomorphism \( \mathcal{H}om_T(\mathcal{A}) \simeq \omega_T[-d] \), this gives an identification

\[ \mathcal{H}om_T(\mathcal{A}_{\beta,\alpha}, \omega_T)[-d] \simeq \mathcal{H}om_T(\mathcal{A}_{\beta,\alpha}, \mathcal{H}(\mathcal{A})). \]

We have to prove that the sheaf morphism given by the trace

\[ \mathcal{A}_{\alpha,\beta} \to \mathcal{H}om_T(\mathcal{A}_{\beta,\alpha}, \mathcal{H}(\mathcal{A})) \]

is an isomorphism, which can be checked on stalks. We will perform the calculation at the origin, so we will need a description of the sections of the sheaf Hom on a neighborhood around the origin:

\[ \mathcal{H}om_T(\mathcal{A}_{\beta,\alpha}, \mathcal{H}(\mathcal{A}))(U) = \text{Hom}(((\mathcal{A}_{\beta,\alpha})|_U), (\mathcal{H}(\mathcal{A})|_U)), \]

consisting of compatible collections of morphisms between \( \mathcal{A}_{\beta,\alpha} \) and \( \mathcal{H}(\mathcal{A}) \) on all the strata. For every stratum \( T(p) \), we have a map

\[ \text{Hom}((\mathcal{A}_{\beta,\alpha})|_U, (\mathcal{H}(\mathcal{A})|_U) \to \text{Hom}((\mathcal{A}_{\beta,\alpha})|_{T(p)}, (\mathcal{H}(\mathcal{A})(T(p)))) \]

and a collection of such morphisms is a morphism of sheaves if and only if the diagram

\[ \begin{array}{ccc}
(A_{\beta,\alpha})_{T(p)} & \longrightarrow & \mathcal{H}(\mathcal{A})(T(p)) \\
\downarrow & & \downarrow \\
(A_{\beta,\alpha})_{T(p')} & \longrightarrow & \mathcal{H}(\mathcal{A})(T(p'))
\end{array} \]

commutes whenever \( T(p) \) is in the closure of \( T(p') \), i.e. whenever there’s a map of correspondences \( p \to p' \).
Let $\mathfrak{p}_{\text{max}} = (R_{\text{max}} \xrightarrow{\sim} T \xrightarrow{\sim} T)$ be the “maximal” correspondence defined by contracting the geodesic from $\beta$ to $\gamma = \alpha \lor \beta$. Then consider the composition of the trace morphism at the origin with taking sections on the stratum $\mathbb{T}(\mathfrak{p}_{\text{max}})$:

$$
\begin{array}{c}
\text{Hom}_{A(U)}(P_\alpha, P_\beta) \\
\downarrow \text{Tr} \\
\text{Hom}(A_{\beta, \alpha}|_U, \mathcal{H}(A)|_U) \\
\downarrow f \\
\text{Hom}(\text{Hom}_{R_{\text{max}}}(P_{q(\beta)}, P_{q(\alpha)}), \text{HH}(\text{Perf}(R_{\text{max}}))).
\end{array}
$$

We know from the Verdier duality argument above that the top two are abstractly isomorphic and are either both zero or $k$. The only nontrivial case to check is when $\alpha \leq \beta$, where they are both isomorphic to $k$. So in that case it is enough to check the injectivity of

$$f : \text{Hom}(P_\alpha, P_\beta) \to \text{Hom}(\text{Hom}(P_{q(\alpha)}, P_{q(\beta)}), \text{HH}(\text{Perf}(R_{\text{max}}))).$$

But by definition this map factors through the isomorphism $\text{Hom}_{\mathbb{T}}(P_\alpha, P_\beta) \to \text{Hom}_{R_{\text{max}}}(P_{q(\alpha)}, P_{q(\beta)})$. Moreover, the map

$$\text{Hom}_{R_{\text{max}}}(P_{q(\alpha)}, P_{q(\beta)}) \to \text{Hom}(\text{Hom}_{R_{\text{max}}}(P_{q(\alpha)}, P_{q(\beta)}), \text{HH}(\text{Perf}(R_{\text{max}})))$$

is the adjoint map to the trace pairing, so the morphisms of sheaves induces an isomorphism at the origin. The calculation of the other stalks are analogous and can be obtained by a substitution of $R$ for $\mathbb{T}$ and $\omega_{\mathbb{X}}[-d]$ for $\omega_{\mathbb{T}}[-d]$.

**Example.** Consider the arboreal space $\mathbb{T}$ for the quiver $T = \alpha \to \beta \leftarrow \gamma$. Here $\beta = \alpha \lor \gamma$, and the sheaves $A_{\alpha, \gamma}$ and $A_{\gamma, \alpha}$ are the constant sheaves respectively supported on the subsets $\mathbb{T}(\alpha, \gamma)$ and $\mathbb{T}(\gamma, \alpha)$ of Figure 5, which are switched by Verdier duality (up to a shift).

### 6.3. Global orientations

Consider an arboreal space $(\mathbb{X}, \mathcal{W})$; by definition, around each point in $\mathbb{X}$ there is some local model for its neighborhood given by a generalized arboreal singularity.

**Proposition 6.8.** There is a class $w_1(\mathbb{X}, \mathcal{W}) \in H^1(\mathbb{X}, \pm 1)$, which we will call the (first) Stiefel-Whitney class of the arboreal space $(\mathbb{X}, \mathcal{W})$. If the image of $w_1$ in $H^1(\mathbb{X}, k^\times)$ vanishes, then $(\mathbb{X}, \mathcal{W})$ is orientable.

**Proof.** First, let us argue that it is sufficient to prove this result in the case where $(\mathbb{X}, \mathcal{W})$ is special arboreal, i.e., when every local model is a (non-generalized) arboreal singularity. By definition, every generalized arboreal singularity $\mathbb{T}^*$ comes with a given embedding into some arboreal singularity $\mathbb{T}^+$, which can be seen from its explicit description to be a homotopy equivalence. Moreover, by Lemma 4.39, orientations on $\mathbb{T}^*$ are induced from orientations on $\mathbb{T}^+$.

Let us now assume that all our local models are special arboreal. From our calculation for the local models, we have learned that for any arboreal space $(\mathbb{X}, \mathcal{W})$, the Hochschild homology sheaf $\mathcal{H}(\mathcal{W}^{pp})$ is locally isomorphic to the (shifted) dualizing complex, and has trivial $S^1$-action.

Note that the space of isomorphisms to the dualizing sheaf is a torsor for automorphisms of the dualizing sheaf; by Verdier duality $\text{Hom}(\omega_{\mathbb{X}}, \omega_{\mathbb{X}}) = k = H^0(\mathbb{X}, k)$; so the only automorphism is scalar multiplication. It follows that any local isomorphism $\mathcal{H}(\mathcal{W}^{pp}) \cong \omega_{\mathbb{X}}[-d]$ is a locally a scalar multiple of the isomorphism we have already constructed. Nondegeneracy can be checked locally, so any such map is nondegenerate and gives an orientation.

Thus the question of global orientability is the question of constructing a global isomorphism $\mathcal{H}(\mathcal{W}^{pp}) \sim \omega_{\mathbb{X}}[-d]$. It follows from the existence of local (degree zero) isomorphisms that for
some locally constant rank one sheaf $\mathcal{L}$, there is an isomorphism $\mathcal{H}H(\mathcal{W}^0) \simeq \omega_X[-d] \otimes \mathcal{L}$. In particular, sheaves locally isomorphic to $\omega_X[-d]$ are classified by $H^1(\mathcal{X}, k^\times)$.

It remains to explain why the obstruction is the image of a class in $H^1(\mathcal{X}, \pm 1)$. It will suffice to show that $\text{HH}(\text{Perf}(\tilde{T}))$ is in fact the image of a sheaf with $\mathbb{Z}$ coefficients.

We write $K_0$ for the Grothendieck group of a category; given a sheaf of dg categories we may form the sheafified Grothendieck group similarly as we formed the sheafified Hochschild homology; we will be interested in $K_0(\mathcal{W}^0)$. Recall that there is a natural transformation of functors $K_0 \to \text{HH}$ given by the Dennis trace map from $K$-theory to Hochschild homology. By naturality this induces a morphism $K_0(\mathcal{W}^0) \to \mathcal{H}H(\mathcal{W}^0)$.

Consider now this map on a local model given by an arboreal singularity. We have $K_0(\text{Perf}(\tilde{T})) = \mathbb{Z}[T]$, and one can check that the induced map

$$K_0(\text{Perf}(\tilde{T})) \otimes \mathbb{Z} k \to \text{HH}(\text{Perf}(\tilde{T}))$$

is an isomorphism. \hfill $\square$

Given the underlying topological space $\mathcal{X}$, let us consider the space of possible choices of different cosheaves $\mathcal{W}$ on $\mathcal{X}$ that endow it with the structure of a locally arboreal space. The space of such choices is a torsor over

$$H^1(\mathcal{X}, \text{Aut}(\mathcal{W})) \times H^2(\mathcal{X}, \text{Aut}(1_\mathcal{W})) = H^1(\mathcal{X}, \mathbb{Z}) \times H^2(\mathcal{X}, k^\times).$$

There are no other terms because there is no higher local automorphisms of the cosheaf $\mathcal{W}$, since Hochschild cohomology of the tree quivers is just $k$ in degree zero and nothing else [101]. Here, the fact that the connected components of the local automorphisms of $\mathcal{W}$ are just the shift functor can be seen by observing that, for an arboreal singularity $\mathcal{T}$, the restriction from $\mathcal{T}$ to the smooth locus of $\mathcal{T}$ remembers the subcategories generated by every indecomposable.

Our $w_1(\mathcal{X}, \mathcal{W})$ is the reduction mod 2 of the above $H^1$ information; which takes values in a vector space rather than a torsor because we have now the basepoint given by comparison with the dualizing sheaf.

**Remark.** In the discussion above, we just abstractly described the space of choices for a global cosheaf given a fixed local structure. It turns out that these possibilities are realized in the context of Fukaya categories of Weinstein manifolds. For a choice of Lagrangian skeleton $L$, there is a certain space of data on which the Fukaya category depends, obtained by descent from classes in the Lagrangian Grassmannian; roughly, the first term $H^1(L, \mathbb{Z})$ comes from the choice of grading, and the second term $H^2(L, k^\times)$ (or $\mathbb{Z}/2$ for integer coefficients) comes from the choice of orientation. A careful discussion of these facts is carried out in [36, Sec.5.3] and [76, Sec.10].

**Example.** Let us return to the example given in the introduction, for local systems on a manifold $M$ of dimension $d$. The space $(M, \text{Loc}^c)$ is an arboreal space, whose dual CSC space is $(M, \text{Loc}^b)$. The sheaf $\mathcal{H}H(\text{Loc}^b)$ is evidently a locally constant rank one sheaf; one may see it is constant e.g. because the constant local system gives a distinguished object on each open, the endomorphisms of which give a section of $\mathcal{H}H(\text{Loc}^b)$.

Thus an orientation in the categorical sense coincides with a nonzero section $k_M \to \omega_M[-d]$, i.e., an orientation in the classical sense. One can see similarly that the class $w_1(M, \text{Loc}^c)$ coincides with the usual Stiefel-Whitney class $w_1(M) \in H^1(M, \mathbb{Z}/2\mathbb{Z})$. 

7. ARBOREAL SPACES AND MICROLOCAL SHEAF THEORY

While we have given an entirely combinatorial study of arboreal spaces, their origins and applications lie in microlocal sheaf theory [71, 74]. Here we recall how microlocal sheaf theory gives rise to CCC spaces, and the role of arboreal singularities in the subject. We sketch a general theorem regarding the local existence of orientations, and give a detailed ad hoc construction in a special case sufficient to treat the explicit examples of the following section.

7.1. Microlocalization of sheaves. Let \( M \) be a manifold and \( T^*M \) its cotangent bundle. We write \( \mathcal{S}(M, k) \) for the dg category of sheaves on \( M \) valued in dg \( k \)-modules. To any \( \mathcal{F} \in \mathcal{S}(M, k) \) can be associated its microsupport \( s\text{s}(\mathcal{F}) \subset T^*M \), a conic coisotropic subset [52]. Roughly speaking, \( s\text{s}(\mathcal{F}) \) measures the directions along which \( \mathcal{F} \) fails to be locally constant. In particular, local constancy of \( \mathcal{F} \) is equivalent to the condition that \( s\text{s}(\mathcal{F}) \) is contained in the zero section. More generally, the condition that \( \mathcal{F} \) is constructible with respect to a subanalytic stratification is equivalent to the condition that \( s\text{s}(\mathcal{F}) \) is a subanalytic (singular) Lagrangian.

Given conical \( \Lambda \subset T^*M \), it is natural to study the category \( \mathcal{S}_\Lambda(M, k) \) of sheaves microsupported in \( \Lambda \). Here we will be exclusively interested in \( \Lambda \) subanalytic Lagrangian, hence in certain full subcategories of the category of constructible sheaves.

A fundamental result is that \( \mathcal{S}_\Lambda(M, k) \) localizes, not only over \( M \), but in fact over \( \Lambda \). One constructs a sheaf of dg categories \( \mu \mathcal{S}_\Lambda \) over \( T^*M \) as follows: sheafify\(^6\) the presheaf
\[
\mu \mathcal{S}_\Lambda^{pre}(U) = \mathcal{S}_{\Lambda \cap (T^*M \setminus U)}(M, k) / \mathcal{S}_{T^*M \setminus U}(M, k).
\]

In [52], the authors study only \( \mu \mathcal{S}_\Lambda^{pre} \), and especially its stalks. As stalks largely determine the behavior of the sheafification, the results there control \( \mu \mathcal{S}_\Lambda \). In particular, the stalk of \( \mu \mathcal{S}_\Lambda \) at a smooth Legendrian point of \( \Lambda \) is noncanonically isomorphic to \( \text{Vect} \); a choice of isomorphism is termed a microstalk functor. For \( \Lambda \) subanalytic Lagrangian, it follows from the involutivity theorem [52, Thm. 6.5.4] that \( \mu \mathcal{S}_\Lambda(U) \) is in fact compactly generated by the microstalks at smooth Lagrangian points of \( \Lambda \cap U \). That is, the sheaf \( \mu \mathcal{S}_\Lambda \) is in fact valued in \( \text{DGCat} \). A key observation of [75] is that, because the restriction maps of \( \mu \mathcal{S}_\Lambda \) are continuous and cocontinuous, upon passing to left adjoints we obtain a cosheaf \( \mu \mathcal{S}_\Lambda \) valued not just in \( \text{DGCat} \) but in fact in the image of \( \text{Ind} : \text{dgcat} \to \text{DGCat} \). Thus we may pass to the sub-cosheaf of compact objects, \( \mu \mathcal{S}_\Lambda \).

In short, we have explained that microlocal sheaf theory associates a CCC space \((\Lambda, \mu \mathcal{S}_\Lambda)\) to a conical Lagrangian \( \Lambda \subset T^*M \). Restricting to the cosphere bundle, we see similarly that Legendrians in \( S^*M \) acquire naturally the structure of CCC space; henceforth we work with Legendrians. (Any exact Lagrangian \( \Lambda \subset T^*M \), in particular conical Lagrangians, are naturally identified with Legendrians in \( S^*(M \times \mathbb{R}) \), compatibly with \( \mu \mathcal{S}_\Lambda \), so this is no loss.)

The theory of contact transformations from [52, Sec. 7] implies that \( \mu \mathcal{S}_\Lambda \) is locally independent of the embedding \( \Lambda \subset S^*M \). More is true [87], [76, Sec. 10]: in fact a subanalytic space \( \Lambda \) with the germ of a Legendrian embedding carries a stable symplectic normal bundle, giving rise to a ‘Maslov obstruction’ in \( \text{Hom}(\Lambda, B^2\text{Pic}(\mathbb{Z})) \) is \( H^2(\Lambda, \mathbb{Z}) \times H^3(\Lambda, \mathbb{Z}/2\mathbb{Z}) \). Trivializations are a torsor for \( H^1(\Lambda, \mathbb{Z}) \times H^2(\Lambda, \mathbb{Z}/2\mathbb{Z}) \), and a choice of trivialization \( \tau \) determines a CCC space \((\Lambda, \mu \mathcal{S}_\Lambda, \tau)\).

Such a trivialization \( \tau \), though an element of a torsor, has however a well defined image \( w_1(\Lambda, \tau) \in H^1(\Lambda, \mathbb{Z}/2\mathbb{Z}) \) having to do with whether the structure in question, a priori a trivialization of an

---

\(^6\)The \( \mu \mathcal{S}_\Lambda^{pre}(U) \) are presentable and the restriction maps presheaf are continuous and cocontinuous, hence the presheaf can be viewed as valued in \( \text{Pres}^k, \text{Pres}^R \), or \( \text{Cat} \). In general one must discuss where to sheafify it, but for \( \Lambda \) subanalytic Lagrangian (the only case of relevance to us) this question evaporates because the directed system whose colimit computes the stalks of \( \mu \mathcal{S}_\Lambda^{pre} \) has a cofinal and constant subsequence.
obstruction factoring through the Lagrangian Grassmannian, in fact trivializes a more refined obstruction which factors through the oriented Lagrangian Grassmannian.

In case of a Legendrian embedding $\Lambda \subset S^* M$, there is a canonical trivialization $\tau_0$ coming from the cosphere foliation. For this trivialization $\tau_0$ the $(\Lambda, \mu \text{Sh}_{\Lambda; \tau_0})$ agrees (essentially by definition) with the original $(\Lambda, \mu \text{Sh}_{\Lambda})$. If $M$ is oriented, then the cospheres give an oriented Lagrangian foliation, so $w_1(\Lambda, \tau_0) = 0$.

7.2. Arboreal singularities, resolution, and the existence of orientations. While our previous discussion of arboreal spaces was purely topological, there is also a geometric notion [71] of a Legendrian arboreal singularity. An elegant formulation from [95] is that special arboreal singularities (corresponding to trees with no marked leaves) are the smallest class of Legendrian singularities containing smooth spaces, and such that if $\Lambda \subset S^* M$ is arboreal and transverse to the cosphere foliation, then $M \cup \text{Cone}(\Lambda^e)$ is arboreal where $\Lambda^e$ is a generic contact perturbation of $\Lambda$.

The main results of [71, 74] are:

**Theorem 7.1.** [71] Let $\hat{T}$ be a rooted tree. Then there is a map $\iota_{\hat{T}} : \mathbb{T} \hookrightarrow T^\infty \mathbb{R}^T$ with subanalytic legendrian image and an isomorphism of CCC spaces $(\iota_{\hat{T}}(\mathbb{T}), \mu \text{Sh}_c^c(\iota_{\hat{T}}(\mathbb{T}))) \cong (\mathbb{T}, \mathcal{A})$. The same holds in the setting of rooted trees with marked leaves [74].

Conversely, if $\Lambda \subset S^* M$ is geometrically arboreal, then $(\Lambda, \mu \text{Sh}_{\Lambda})$ is an arboreal space.

**Theorem 7.2.** [74] For any $\Lambda \subset S^* M$, there is an arboreal space $(\mathbb{X}, \mathcal{W})$, a proper stratified map $\pi : \mathbb{X} \to \Lambda$, which is moreover a homotopy equivalence, and an isomorphism $\mu \text{Sh}_{\Lambda}^c \cong \pi_* \mathcal{W}$.

**Remark.** In [74], the theorem is stated locally at one point in $\Lambda$, but the construction (iteratively replacing strata of the front projection of $\Lambda$ by the boundaries of their tubular neighborhoods) is easily seen to make sense for any Legendrian which is finite over its (assumed Whitney stratifiable) front projection. It is standard that subanalyticity of $\Lambda$ implies Whitney stratifiability both of the Legendrian and the front projection, which therefore becomes finite after a generic perturbation. Then the considerations of [74] serve to construct the morphism of sheaves noted above (alternatively the general microlocal nearby cycle construction of [76] could be used) and the result stated in [74] checks that this morphism is an isomorphism at stalks, hence is an isomorphism.

We use these results to deduce the existence of orientations on general microlocal sheaf categories. Because Nadler’s construction of arborealization takes place in the cotangent bundle (where there is a canonical trivialization of the Maslov obstruction), it follows that the twisting of the arboreal space $(\mathbb{X}, \mathcal{W})$ is classified (in the sense described in the discussion after Proposition 6.8) by the pullback to $\mathbb{X}$ of the element $\tau$ in the torsor of Maslov data $H^1(\Lambda, \mathbb{Z}) \times H^2(\Lambda, \mathbb{Z}/2\mathbb{Z})$; similarly $w_1(\mathbb{X}, \mathcal{W})$ and $w_1(\Lambda, \tau)$ are identified under $H^1(\mathbb{X}, \mathbb{Z}/2\mathbb{Z}) \cong H^1(\Lambda, \mathbb{Z}/2\mathbb{Z})$.

**Theorem 7.3.** If $M$ is orientable, then for any subanalytic Legendrian $\Lambda \subset S^* M$ (or conic Lagrangian $\Lambda \subset T^* M$), the CCC space $(\Lambda, \mu \text{Sh}_{\Lambda}^c)$ is orientable.

More generally, for any germ of Legendrian $\Lambda$ and any Maslov datum $\tau$, If $w_1(\Lambda, \tau)$ vanishes, then $(\Lambda, \mu \text{Sh}_{\Lambda; \tau}^c)$ is orientable.

**Proof.** Take an arboreal resolution; some arboreal space $(\mathbb{X}, \mathcal{W})$ and $\pi : \mathbb{X} \to \Lambda$ with $\pi_* \mathcal{W} \cong \mu \text{Sh}_{\Lambda; \tau}^c$. As noted above, $w_1(\Lambda, \tau) = w_1(\mathbb{X}, \mathcal{W})$. If this vanishes (which it always does if $\tau = \tau_0$ is induced from the cosphere polarization of an orientable manifold) then $(\mathbb{X}, \mathcal{W})$ has some orientation, $\Omega$. By Theorem 1.7, we have that $\pi_* \Omega$ orients $(\Lambda, \mu \text{Sh}_{\Lambda; \tau}^c)$. \qed

**Remark.** It is presumably possible to give a proof of Theorem 7.3 without appeal to arborealization. A hint in this direction is the result [52, Prop. 8.4.14] that $\mathbb{D}_{T^* M} \mu \text{hom}(F, G) \cong \mu \text{hom}(G, F) \otimes$
\(\pi^*_M \omega_M\): if \(M\) is orientable, this looks like a verification that some candidate orientation on a CSC space is nondegenerate. Likely the orientation in question can be extracted from [68]: one would have to understand how the notion of microlocal Hochschild homology introduced there is related to the sheafified Hochschild homology of \(\mu \text{ Sh}^\text{pp}_\Lambda\) (and how the cyclic structures behave).

Possibly similar ideas could also be used to construct the corresponding orientation on the CCC space, though note \(\mu \text{ Sh}^c_\Lambda\) is not generally locally saturated, so one would have directly check the conditions of Definition 1.6; the approach via arborealization avoids this (ultimately by appeal to Theorem 1.11).

7.3. Immersed front projections. Here we give a more hands-on construction of orientations in a very special case, which nevertheless suffices to treat the examples we present in the following section. We say that a Legendrian \(\Lambda \subset T^\infty M\) has an immersed front projection when the projection \(\Lambda \to M\) is an immersion. In this case, there is a natural identification of the Kashiwara-Schapira sheaf with the category of local systems on \(\Lambda\), i.e., \(\mu \text{ Sh}_\Lambda = \mathcal{L}_{\text{Loc}}\). For this result in the embedded case, see [52, Chap. 4]; the immersed case is no different, an explicit discussion can be found in [89].

We say that the front projection has normal crossings when it is locally diffeomorphic to a union of coordinate hyperplanes.

Lemma 7.4. Let \(M\) be a manifold, \(\Lambda \subset T^\infty M\) a smooth Legendrian with normal crossings projection. Let \(m \in M\) be a point where the front projection of \(\Lambda\) is immersed with normal crossings image. Let \(U\) be a conical neighborhood of \(m\) in \(X = M \cup \mathbb{R}_+\Lambda\). Then there is a canonical isomorphism of \((U, \mu \text{ Sh}^c)\) with (a trivial factor times) an arboreal singularity corresponding to a star quiver, given by a single root vertex with as many leaves as there are points of \(\Lambda\) over \(m\).

\[\text{Proof.}\] Let \(\pi : T^\infty M \to M\), and \(d = \dim M\). Around a smooth point of \(\pi(\Lambda)\) on the base \(M\), \(U\) is homeomorphic to \(\mathbb{R}^d\) with a \(d\)-dimensional half-space glued to a coordinate hyperplane, which is homeomorphic to the local model \(A_2 \times \mathbb{R}^{d-1}\).

\[\text{Figure 9.}\] The case \(d = 2\). The neighborhood of a point in the front projection of the Legendrian \(\Lambda\) is homeomorphic to either \(A_2 \times \mathbb{R} = \text{Star}_1 \times \mathbb{R}\) or \(A_3 = \text{Star}_2\).

Note that in general it is the star quivers \(\text{Star}_k\) that appear, and not the \(A_k\) series.

Similarly, around a singular point of \(\pi(\Lambda)\) by the normal crossings condition, \(U\) is homeomorphic to \(\mathbb{R}^d\) with \(k\) half-spaces glued along \(k\) coordinate hyperplanes. Consider now the arboreal singularity \(\text{Star}_k\) corresponding to the star quiver with \(k\) leaves; this is homeomorphic to \(\mathbb{R}^k\) with \(k\) half-spaces glued along coordinate hyperplanes. By comparison we have a homeomorphism \(U \simeq \text{Star}_k \times \mathbb{R}^{d-k}\). \(\square\)
Thus \((X, \mu \text{Sh}^c_X)\) is a locally arboreal space. We check that a sufficient criterion for its orientability is the orientability of the base manifold \(M\).

**Theorem 7.5.** The arboreal space \((X, \mu \text{Sh}^c_X)\) admits an orientation if and only if \(M\) is orientable; in that case it extends the orientation on \(M\), i.e. which agrees with the given orientation on \(M\) when restricted to the smooth locus of \(X\).

**Proof.** Theorem 1.11 reduces us to consider \(\mu \text{Sh} = (\mu \text{Sh})^{pp}\). There is an embedding \(\text{Loc}^b_M \hookrightarrow \mu \text{Sh}\); in terms of the local models \(U\), this identifies the locus \(U \cap M\) with the disc corresponding to the root vertex \(\rho\) of the quiver, and the embedding functor is the embedding of \(\text{Perf}\) as the subcategory spanned by the corresponding projective (and simple) object \(P_\rho\).

This embedding is an isomorphism of sheaves of dg categories on the top-dimensional locus (away from the projection of \(\Lambda\)), and moreover the embedding of \(M\) is a homotopy equivalence. Under the isomorphism induced in homology we have \(w_1(X, \mu \text{Sh}^c_X) = w_1(M, \text{Loc}^c)\), which vanishes if \(M\) is orientable. \(\square\)

**Figure 10.** The coorientation of the front projection \(\pi(\Lambda)\) defines a decomposition of \(U \simeq \mathbb{A}_3\) into discs \(\mathbb{A}_3(\alpha)\) labeled by each vertex of \(A_3\). The choice of rooting is given by picking the center vertex of the quiver (which labels the disc along \(M\)) to be the root.

### 8. Examples

In this section we recall various categories which arise as the global sections of a sheaf or cosheaf of dg categories on an oriented locally arboreal space. As a consequence of our results, we conclude the existence of certain absolute and relative Calabi-Yau structures.

To relate this discussion to the subject of shifted symplectic geometry, we recall the following theorem.

**Theorem 8.1.** \([12, \text{Thm}.5.5]\) Let \(C\) be a smooth dg category with a \(d\)-dimensional smooth Calabi-Yau structure. Then there is an induced \((2 - d)\)-shifted symplectic structure on its moduli space of objects \(M_C\). Moreover, if \(f : C \rightrightarrows D : f^*\) is a continuous adjunction of smooth dg categories with a relative smooth Calabi-Yau structure on \(f\) which is compatible with the (absolute) structure on \(C\), the induced map \(M_D \rightarrow M_C\) has a Lagrangian structure.

In the theorem above, \(M_C\) denotes the ‘moduli space of objects’ of \(C\) as described in \([102]\).
Remark. There were similar results previously proven in the literature; in particular we have [100, Theorem 1.7] which proves the existence of the derived Lagrangian structure in the case that \( A \) and \( B \) are smooth and proper, which is not directly applicable to this paper since the categories of interest are smooth but not proper in general. Another result of relevance is [108, Theorem 1.19] which applies to dg categories “concentrated in non-negative degrees” and constructs shifted symplectic structures on their derived moduli of representations, which is the substack of the moduli \( \mathcal{M}_A \) representing objects of zero Tor amplitude.

Using the theorem above together with our result about orientations gives the following corollary.

Corollary 8.2. Let \( X \) be a stratified space with compact boundary \( \partial X \), equipped with a locally saturated cosheaf \( \mathcal{W} \). Then an orientation of dimension \( d \) on \( \mathcal{W}^{pp} \) determines a \((3-d)\)-shifted symplectic structure on \( \mathcal{M}_{\mathcal{W}(\partial X)} \) and a Lagrangian structure on the morphism \( \mathcal{M}_{\mathcal{W}(X)} \to \mathcal{M}_{\mathcal{W}(\partial X)} \).

Therefore constructing orientations will then give rise to shifted symplectic structures, Poisson structures, quantizations, etc. in the appropriate circumstances [81, 14]. Direct application of our methods yield constructions in the “type A” cases; e.g. the moduli space for a point is \( \mathcal{M}_{\text{Perf}} \) inside which one can find the various \( BGL_n \). We expect that the desired symplectic structures for the analogous moduli spaces for other groups can be constructed via Tannakian considerations as in [94, Sec. 6], but do not develop this in detail here.

Remark. In this section to ease notation we will denote the moduli stack of objects using a blackboard bold capital to distinguish it from the category, e.g. the category of perfect complexes is \( \text{Perf} \) and the moduli stack of perfect complexes is \( \mathcal{P} = \mathcal{M}_{\text{Perf}} \), same for local systems \( \text{Loc} \) and \( \mathcal{L} \).

8.1. The associated graded of a filtration. Let \( X \) be a comb: a one-dimensional space formed as the union of \( \mathbb{R} \) and the positive cone on some \( n \) points \( \{ p_i \} \) at positive contact infinity. The category \( \text{Sh}_{(p_i)}(\mathbb{R}) \) is equivalent to the category \( \text{Filt}_n \) of \( n \)-step filtered perfect complexes, which just means sequences of perfect complexes

\[
F_0 \to F_1 \to \ldots \to F_n.
\]

Corollary 8.3. The functor

\[
\text{Filt}_n \to \text{Perf}^{\otimes(n+1)} \times \text{Perf}
\]

\[
F_0 \to \ldots \to F_n \mapsto (F_0, \text{Cone}(F_0 \to F_1), \text{Cone}(F_1 \to F_2), \ldots, \text{Cone}(F_{n-1} \to F_n)), F_n
\]

has a relative proper Calabi-Yau structure, coming from an orientation of dimension 1, so the corresponding map of moduli spaces of objects

\[
\mathbb{F}\text{ilt} \to \mathbb{P}\text{erf}^{\times(n+1)} \times \mathbb{P}\text{erf}
\]

is a Lagrangian mapping to a 2-shifted symplectic space.

Proof. This follows immediately from Theorem 7.5. Alternatively, the fact that the comb is orientable follows from its being contractible.

Remark. Note that following the description in 7.5, the decomposition into “discs” (here intervals) is such that the boundary of the \( i \)th interval is given by the endpoints \((+\infty) - (p_i)\), if we pick the positive orientation on the base manifold \( \mathbb{R} \). So in the Lagrangian map of moduli stacks the first factor \( \mathbb{P}\text{erf}^{\times(n+1)} \) is endowed with the opposite 2-shifted symplectic structure, where the last factor \( \mathbb{P}\text{erf} \) has the usual 2-shifted symplectic structure.
Restricting to the open substack $\text{Filt}^\circ_n$ where all $F_i$ and all $\text{Cone}(F_i \to F_{i+1})$ can be represented by vector spaces in degree zero, we see that the image of the morphism above in each factor $\text{Perf}$ lands in some substack $BGL_i \subset \text{Perf}$, and moreover that each map $F_i \to F_{i+1}$ is injective. Denoting $m_0 = \dim F_0$, $m_i = \dim \text{Cone}(F_i \to F_{i+1})$, and $m = \dim F_n$, this implies that $m_0 + \cdots + m_n = m$. So $\text{Filt}^\circ_n$ splits into components labeled by collections of integers $m, \{m_i\}$, and each component has a 2-shifted Lagrangian morphism \[
abla^\circ_n(m, \{m_i\}) \to (BGL_{m_0} \times \cdots \times BGL_{m_n}) \times BGL_m,
\] which can be interpreted as a 2-shifted Lagrangian correspondence between $BGL_m$ and $BL$ for the Levi subgroup corresponding to the partition $\{m_i\}$. This was originally shown in [86], where a Lagrangian correspondence $B\mathcal{P}\mid B\mathcal{G}\mid B\mathcal{L}$ is used to define the “partial group-valued symplectic implosion”. Note that once we fix the decomposition $m = m_0 + \cdots + m_n$, we can identify the substack $\text{Filt}^\circ_n(m, \{m_i\})$ as the classifying space $B\mathcal{P}$ for the parabolic $P$ corresponding to $L$: a map from some other space $X \to \text{Filt}^\circ_n(m, \{m_i\})$ determines an invariant filtration of the vector space $k^m$, therefore up to equivalence it is the data of a $P$-bundle over $X$.

8.2. Invariant filtrations near punctures on surfaces. Let $\Sigma$ be an oriented surface with boundary consisting of $n$ circles; draw a collection of $m_i$ concentric circles at each boundary component, and choose co-orientations and therefore Legendrian lifts. Let $\Lambda$ denote the union of these lifts. Just as in the previous subsection, the corresponding category $\text{Sh}(\Lambda)$ amounts to the category of sheaves on $\Sigma$ with invariant filtrations at the punctures. Note that $\Lambda \cup \partial \Sigma$ is just a union of $m = \sum m_i$ circles.

**Corollary 8.4.** The morphism $\text{Sh}(\Lambda) \to \text{Loc}(\Lambda \cup \partial \Sigma) = \text{Loc}(S^1)^\times m$ is 1-shifted Lagrangian.

**Proof.** This follows immediately from Theorem 7.5. \[\square\]

Again, we can take the substack $\text{Sh}(\Lambda)^\circ$ on which the restriction of the sheaf to $\Sigma$ has cohomology concentrated in degree zero; the resulting space is an Artin stack is the classical sense, and as in the comb example above, it has components labeled by the microlocal ranks along the boundary components; the morphism splits into components \[
\text{Sh}(\Lambda)^\circ(\{m_i\}) \to \left[\frac{GL(m_1)}{GL(m_1)}\right] \times \cdots \times \left[\frac{GL(m_n)}{GL(m_n)}\right],
\] where the stacky quotient is taken with respect to the adjoint action.
To get a space with a symplectic structure, one can choose another 1-shifted Lagrangian morphism to the moduli space of local systems around the boundary. Performing Lagrangian intersection between the two 1-shifted Lagrangians gives a 0-shifted symplectic space. As observed in [13], this intersection of shifted Lagrangians inside of $[\mathcal{G}/\mathcal{G}]$ recovers the construction of symplectic spaces by quasi-Hamiltonian reduction of $[1]$; see also [85].

**Corollary 8.5.** The moduli space of local systems on a surface equipped with invariant filtrations at the punctures, of which the conjugacy classes $C_i$ of the associated graded holonomies are pre-specified, carries a 0-shifted symplectic structure.

**Proof.** This can be deduced from Corollary 8.4 by observing that fixing a conjugacy class $C$ in a reductive group $G$ determines a Lagrangian morphism $[C/G] \to [G/G]$. Performing Lagrangian intersection between $\text{Sh}_\Lambda(\Sigma)^0(\{m_i\})$ and $[C_{GL(m_1)}/GL(m_1)] \times \cdots \times [C_{GL(m_n)}/GL(m_n)]$ gives the symplectic structure on the moduli space with prescribed holonomies. □
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**Figure 12.** On the surface $\Sigma$ with two punctures, and with fixed microlocal rank along the concentric circles of $\Lambda$. If we look at the substack of $\text{Sh}_\Lambda(\Sigma)$ of objects with rank 0 at the punctures, the microlocal rank conditions mean we have rank 3 local systems equipped with invariant filtrations near each puncture; in this particular case we have two filtrations respectively of the form $0 \subset k \subset k^2 \subset k^3$ and $0 \subset k \subset k^3$.

**Example.** Consider $\Sigma$ an oriented surface with boundary $\partial \Sigma = \text{union of } n$ circles, without any Legendrians. The Artin stack $\text{Sh}(\Sigma)^0$ has disjoint components $\text{Loc}_{GL(m)}(\Sigma)$ labeled by the rank $m$ of the local system, and so we have 1-shifted Lagrangian morphisms

$$\text{Loc}_{GL(m)}(\Sigma) \to (\text{Loc}_{GL(m)}(S^1))^n = \left[GL(m) / GL(m)\right]^\times \times^n$$

and picking $n$ conjugacy classes $C_i$ in $G$, we can perform the intersection and get the so-called “tame” character variety of $\Sigma$.

**Example.** Take $\Sigma$ to be the open cylinder with $n$ concentric circles around one of the boundary components, and no circles around the other. Fixing the ranks $m = m_1 + \cdots + m_n$ at each boundary, we get a 1-shifted Lagrangian morphism

$$\text{Sh}_\Lambda(\Sigma)^0 \to \text{Loc}_{GL_m}(S^1) \times \text{Loc}_{GL_{m_1}}(S^1) \times \cdots \times \text{Loc}_{GL_{m_n}}(S^1) = \left[G/G\right] \times \left[L/L\right],$$
where \( L \) is the Levi subgroup corresponding to the partition \( \{ m_i \} \). This example also appears in [86], as a 1-shifted Lagrangian correspondence

\[
\begin{array}{ccc}
[\frac{P}{P}] & \xrightarrow{\text{}} & [\frac{G}{G}] \\
\downarrow & & \downarrow \\
[\frac{L}{L}] & & \\
\end{array}
\]

where the identification of our space with \([\frac{P}{P}]\) comes from the observation that an invariant filtration on \( \Sigma \) is the same data as a \( P \)-local system on \( S^1 \).

Another way of deducing this particular case is by writing \( \Sigma \) as the product of a circle and a comb (as in 8.1). Therefore we have an equivalence of derived stacks

\[
\mathcal{S}h_{A}(\Sigma) = \mathbb{R}Map(S^1, \mathbb{Filt}_{n})
\]

and the Lagrangian correspondence is obtained from the correspondence in section 8.1 by applying the mapping stack functor \( \mathbb{R}Map(S^1, -) \), which shifts the degree down to the 1-shifted Lagrangian correspondence above.

**Remark.** In the rank one case, when \( k_i = 1 \), the correspondence \([\frac{B}{B}] \to [\frac{G}{G}] \times [\frac{T}{T}]\) is a group version of the Grothendieck-Springer correspondence, and we have \([\frac{B}{B}] \simeq [\frac{G}{G}]\) where \( G \) acts on the Springer resolution \( \tilde{G} \) by conjugation.

### 8.3. Stokes filtrations near punctures on surfaces.

Rather than take an invariant filtration around a puncture, one can allow the filtration itself to undergo monodromy. The resulting notion generalizes the notion of Stokes structure; we will call it a Stokes filtration. In most works, this was presented as suggested above: in terms of a sheaf on the boundary circle equipped with a filtration that itself varies. This notion can be found e.g. in [67]. Defining what precisely it means for a filtration to vary along a circle is nontrivial and somewhat mysterious at the points where the steps in the filtration cross.

We prefer to turn this notion sideways: rather than a filtered sheaf on \( S^1 \) with varying filtration, we take a sheaf on \( S^1 \times \mathbb{R} \) with microsupport in a prescribed Legendrian braid closure. This determines a filtration in the \( \mathbb{R} \) direction, just as in the previous examples; as it happens, the above notion exactly captures at the crossings the notion in [67] of Stokes filtration. This idea seems
to have been known to the experts, but we have not found any systematic exposition of it in the classical literature.\footnote{More precisely, we only know the following other occurrences of this picture. In [22], there is a letter from Deligne in which the Stokes sheaf is viewed as a sheaf on an annulus rather than a filtered sheaf on a line. In [54], the idea that a Legendrian knot can be associated to a Stokes filtration appears as a remark. Finally, the drawing of at least the projection of a knot already appears in the original work of Stokes [96].}

An attempt at this exposition appears in [90, Sec. 3.3]. Here we simply recall that the Deligne-Malgrange account of the irregular Riemann-Hilbert correspondence on Riemann surfaces can be formulated as follows. Suppose we are given a Riemann surface $\Sigma$ with marked points $p_i$, and a specification of a (possibly ramified) irregular type $\tau_i$, i.e., formal equivalence class of irregular singularity, at each. Then there is an associated Legendrian link $\Lambda = \bigsqcup \Lambda(\tau_i)$, a union of links localized near the $p_i$, and an equivalence of categories between the irregular connections with these singularities, and the full subcategory of $\text{Sh}_\Lambda(\Sigma)$ on objects which have cohomology concentrated in degree zero, and appropriate rank stalks and microstalks. The corresponding component of the moduli space is the moduli space of Stokes data. Finally, the microlocal restriction morphism $\text{Sh}_\Lambda(\Sigma) \to \text{Loc}(\Lambda)$ is what would have classically been called “taking the formal monodromies”.

**Corollary 8.6.** The morphism from a moduli space of Stokes data to the moduli space of formal monodromies is 1-shifted-Lagrangian.

**Corollary 8.7.** A moduli space of Stokes data with formal monodromies taking values in prescribed conjugacy classes is 0-shifted-symplectic. In particular, any open substack which happens to be a scheme is symplectic in the usual sense.

This recovers and generalizes all constructions of symplectic structures in e.g. [9, 7, 10, 70] for $GL_n$ connections.

**Example.** (Wild character variety) Consider a disc $\Sigma$ punctured at the origin and a trivial rank $n$ vector bundle $E \to \Sigma$, where the origin is marked with the irregular type

$$Q(z) = \frac{A}{z^r}, \quad r \in \mathbb{Z}_+, A \in \mathfrak{t}^{\text{reg}} \subset \mathfrak{gl}_n$$

i.e., $A$ has all distinct eigenvalues. A meromorphic connection $\nabla$ on $E$ has this irregular type if it can be brought by a local analytic gauge transformation to the connection defined by the connection one-form $dQ$.

By the irregular Riemann-Hilbert correspondence, the category of meromorphic connections on the trivial vector bundle with this irregular type is equivalent to the category of Stokes data. From the Stokes data, one can recover the monodromy of $\nabla$ and the formal monodromy; this latter is an element of the centralizer $Z_G(A)$ (in this case, the maximal torus $T$) up to conjugation.

The moduli of Stokes data with fixed monodromies and formal monodromies is commonly known as the wild character variety. Upon fixing conjugacy classes $C_G, C_T$ in $G$ and $T$, the wild character variety can be described as a quasi-Hamiltonian quotient $[7, 8]$

$$(G \times T \times (U_+ \times U_-)^r) \sslash_{C_G, C_T} (G \times T)$$

where $U_\pm$ are the unipotent subgroups corresponding to the maximal torus $T$. The moment map to $G$ is taking the monodromy around the singularity, and the map to $T$ is taking the formal monodromy.

In our description, this category of Stokes data becomes a full subcategory of the category $\text{Sh}_\Lambda(\Sigma)$ of microlocal sheaves, for a corresponding Legendrian link $\Lambda \subset T^{\infty}$ around the singularity. The monodromy and formal monodromy then become literal monodromies of the local
systems one gets by restriction to the boundary. To explicitly construct $\Lambda$, one can follow the prescriptions in [90, Sec. 3.3]. This can be heuristically stated in terms of the asymptotics of flat sections, i.e. the growth behavior of the solutions to

$$\frac{df}{dz} = \frac{dQ}{dz} f(z).$$

In this case, the solutions are spanned by $n$ different solutions $f_i \sim \exp(\lambda_i z^{-r})$, where $\lambda_i$ are the eigenvalues of $A$, and we only keep the exponential part of the asymptotics. The Stokes phenomenon refers to the fact that these correspond to asymptotics of solutions in different sectors; as we go from one sector to the other, the growth of these solutions changes. On each sector, we draw concentric strands for the $f_i$, ordering them by growth: the faster-growing ones further from the origin. Whenever we cross a Stokes ray, where the solutions $f_i, f_j$ switch growth asymptotics, we introduce a crossing between the $i$ and $j$ strands.

**Figure 14.** The Legendrian link for the irregular type $(\frac{1}{0} \frac{0}{1}) \frac{1}{z^r}$. The Legendrian link $\Lambda \subset T^\infty \Sigma$ is obtained by lifting the projection using the outward coorientation. The dashed lines are the Stokes rays, where the asymptotics of formal solution changes. Note that each component of the link is unknotted with itself: this is true of all the examples of this form.

In the case we described above ($A \in t^\text{reg}$), the corresponding Legendrian link $\Lambda$ is the closure of a $(n, 2r)$ braid, cooriented outward, where we enforce the condition that the rank of the stalk inside $\Lambda$ is zero, and the microlocal ranks on each component of $\Lambda$ is one. What we call the moduli of Stokes data $M_\Lambda$ is the moduli of objects in the full subcategory of $Sh_\Lambda(\Sigma)^0$ with those rank conditions. The maps given by restriction to the boundary components can be assembled into a 1-shifted Lagrangian map

$$M_\Lambda \to \left[ \frac{G}{G} \right] \times \left[ \frac{T}{T} \right]$$

where $[\frac{G}{G}]$ is $G$-local systems on the boundary of the disc, and $[\frac{T}{T}]$ is rank one local systems on $\Lambda$. In this description, taking quasi-Hamiltonian quotient corresponds to taking intersection with another Lagrangian $[\frac{G}{G}] \times [\frac{T}{T}]$. The explicit description of the moduli space $M_\Lambda$ can be obtained by following the prescriptions in [91]; one can check that this stack can in fact be expressed as the quotient $[(G \times T \times (U_+ \times U_-)^r)/(G \times T)]$, agreeing with the previously existing description.

**Example.** With the same notation of the previous example, consider the irregular type

$$Q = \frac{A}{z^{r/2}}, \quad A \in t^\text{reg} \subset \mathfrak{gl}_n.$$
where \( r \) is some odd number. Following the discussion in the last example, we get \( n \) solutions \( f_i \sim \exp(\lambda_i z^{-r}) \). The strands \( i \) and \( j \) will cross whenever \( f_i \) and \( f_j \) “switch” growth asymptotics. Suppose for instance that \( \lambda_i, \lambda_j \in \mathbb{R} \). Writing \( z = Re^{i\theta} \) the asymptotics will switch whenever \( Re(z^{-r/2}) = 0 \), i.e. on the rays

\[
\theta = \frac{\pi}{r} + \frac{2n\pi}{r}.
\]

There are \( r \) such rays between any pair \( i, j \) even if \( \lambda_i, \lambda_j \not\in \mathbb{R} \): the expression for the rays is more complicated by the number of rays doesn’t change. Therefore \( \Lambda \) is the closure of a \((n, r)\) braid.

![Figure 15](image)

**Figure 15.** The Legendrian link for the irregular type \((\begin{smallmatrix} 1 & 0 \\ 0 & 1 \end{smallmatrix}) \frac{1}{z^{3/2}}\). The microlocal rank on the link \( \Lambda \) is 1.

The case where \( n = 2, r = 3 \) gets us a trefoil and appears in Stokes’ discussion of the Airy equation [96]. Note that the trefoil has only one component, so the formal monodromy map lands in \( \text{Loc}_{k^\times}(S^1) \simeq [\mathbb{A}^1_{k^\times}] \) which doesn’t stand for \( T_T \) for any maximal torus \( T \subset GL_2 \). This explains why this more general case cannot be described just in terms of moment maps into subgroups of \( G \).

**Remark.** One can play many variations on the theme of Stokes filtrations and irregular singularities. Considering connections with matrices \( A \) that are not in the regular locus of \( \mathfrak{g} \), it becomes necessary to look at further less singular terms in the expression for \( dQ \). To find the corresponding Legendrians one can still follow the prescriptions in [90]. One obtains cablings of torus knots by other torus knots and cablings of torus knots by such cablings and so on.

But there are many other knots that one can consider: pick any positive braid and close it around the origin into a Legendrian \( \Lambda \). Picking rank conditions and monodromies around the components of \( \Lambda \), this gives a symplectic space \( M_\Lambda \) that doesn’t necessarily come from an irregular meromorphic singularity. We can expect these spaces to carry some of the same structures as the tame and wild character varieties; whether this is true remains a topic of future research.

**Remark.** For moduli of Stokes data for connections on higher dimensional complex varieties, the corresponding Riemann-Hilbert theorem recently been proven [21]. We expect that it can be reformulated into an analogous “microsupport in certain smooth Legendrians” version, from which we would be able to immediately deduce the existence of the shifted symplectic structure.

In terms of the corresponding symplectic/Poisson geometry, the moduli spaces of flat connections/local systems on higher-dimensional algebraic varieties has been recently studied in [79, 80]. We think it would be interesting to investigate the precise relation between our formalism and those results.
8.4. **Positroid varieties, multiplicative Nakajima varieties, and other cluster structures.** The combinatorics of cluster algebras arising from surfaces was originally organized around data given variously as a graph on a surface, a triangulation on a surface, etc [83, 30, 39, 40, 31]. One presentation of this data is in terms of the so-called “alternating strand diagram”, the manipulation of which by combinatorial topology [98] underlies various theorems of the cluster algebra.

In [90], we took the perspective that the alternating strand diagram should be viewed as a Legendrian knot, that triangulations of the surface give rise to Lagrangian fillings of it, and that all the corresponding cluster algebraic formulas are computing the Floer homology between such fillings. In particular, the corresponding cluster $X$-variety was identified as a moduli space of “rank one” objects in $Sh_{\Lambda}(\Sigma)$, where $\Lambda$ is the Legendrian lift of the alternating strand diagram, and $\Sigma$ is the base curve.

In [89], there is a slightly different perspective: rather than working from $\Sigma$, $\Lambda$, the authors start with a Legendrian $L$ — one could view it as one of the above-mentioned fillings of $\Lambda$ — and attach Weinstein handles to its cotangent bundle along Legendrians which project to simple closed curves. This perspective is yet more general than the previous.

It includes as a special case the multiplicative Nakajima quiver varieties of [20, 107, 5]; this being the case where the attaching circles are contractible. Indeed, this case is very close to the presentation in [5]. In that reference, rather than locally arboreal singularities, they consider the spaces which are locally either a smooth surface or modeled on the Lagrangian singularity given by the union of the zero section and the conormal to point. However, this local model admits a noncharacteristic deformation to the union of the zero section and the positive conormal to a circle. The deformation is just given by the contact isotopy induced by the Reeb flow. Thus, the present work recovers all constructions of symplectic and Poisson structures on such spaces. For some further discussion of multiplicative quiver varieties, and their relation to quasi-Hamiltonian reduction, see [104].

8.5. **The augmentation variety of knot contact homology.** Consider a knot or link $K \subset S^3$. Naturally associated to this is the category of sheaves constructible with respect to the stratification $S^3 = K \cup S^3 \setminus K$. This study of this category e.g. allows one to prove that the Legendrian isotopy type of the conormal torus to a knot determines the knot [88, 27]. In an appropriate sense, it is equivalent to the a category of augmentations of knot contact homology.

The union of the conormal to the knot with the zero section is not arboreal, but as the above discussion of [5], this can be remedied by perturbing the conormal torus by the Reeb flow, resulting in a skeleton given by the union of the zero section and the positive conormal to the inward (or outward) co-oriented boundary of a tubular neighborhood of the knot.

In any case, we can study the space of objects in this category. It has a map to the category of local systems on $T^2$, which by the results here, becomes a 0-shifted Lagrangian morphism on moduli spaces. We note that the study of this moduli space was also suggested in [5].

To select a connected component (indeed, the connected component corresponding to what is usually called the augmentation variety), we can pick those sheaves whose microsupport on the conormal torus is rank one in degree zero, i.e., what are called simple sheaves in [52]. We restrict further to the open locus on which objects which have no global sections, the main point of which is to eliminate constant summands. Let us write $A_1(K)$ for this component.

Restriction to the microlocal boundary gives a map $A_1(K) \to \text{Log}_k(T^2) = (k^\times)^2$. There is an analogous map in knot contact homology, described in [78, 25, 103]. Note that objects in $A_1(K)$ are easy to understand: they are a local system in the complement of $K$, which is extended by a
codimension one subspace of meridian invariants along \( K \); or possibly a nontrivial rank one local system supported on \( K \).

From this point of view it is clear both why \( A_1(K) \) contains the classical \( A \)-polynomial curve, and also what are the other components: the \( A \) polynomial curve has to do with \( SL_2 \) representations of the fundamental group; any such becomes, after rescaling by an eigenvalue of the meridian, a \( GL_2 \) representation with a meridian invariant subspace. Similarly it is clear what the other components of \( A_1(K) \) are. (Compare [17] for direct proofs of the analogous statements about the augmentation variety, from which it can be deduced that \( A_1(K) \) as described here is the augmentation variety of knot contact homology.)

Thus we have shown that the morphism \( A_1(K) \to \mathbb{C}^\times \times \mathbb{C}^\times \) is (0-shifted) Lagrangian. This morphism can be quantized using higher genus holomorphic curves as described in [103, 26, 28]; it should be interesting to understand that quantization in our formalism of orientations.

**APPENDIX A. THE SHEAF OF MORPHISMS**

In this Appendix we provide a construction of the (co)sheaves of Homs used in this article, that we mentioned from Section 2.3.1. As explained in the Introduction, we could not find in the literature a clear reference for their construction in the specific setting that we need, namely, for (co)sheaves valued in the \( \infty \)-category of \( k \)-linear stable \( \infty \)-categories.

It turns out that it is more natural to explain this construction using a different model for the same \( \infty \)-category, namely using the definition of ‘categorical algebras’ from [41]. Given a monoidal \( \infty \)-category \( \mathcal{V} \), there is an \( \infty \)-category \( \text{Alg}_{\text{cat}}(\mathcal{V}) \) of categorical algebras in \( \mathcal{V} \); informally speaking, an object \( \mathcal{C} \) of this category is a double \( \infty \)-category, the data of which includes a space of objects \( S \), objects of \( \mathcal{V} \) for any set of points in \( S \), with composition/higher coherence maps parametrized by simplices in \( S \). The \( \infty \)-category of ‘small (complete) \( \mathcal{V} \)-\( \infty \)-categories’ \( \text{Cat}_{\infty}^\mathcal{V} \) is a certain reflective subcategory of \( \text{Alg}_{\text{cat}}(\mathcal{V}) \), spanned by objects satisfying a Segal completeness property.

Though a priori it may seem like that an object of \( \text{Cat}_{\infty}^\mathcal{V} \) contains more information an \( \infty \)-category which is tensored over \( \mathcal{V} \), in fact these approaches are equivalent. For \( \mathcal{V} = \mathcal{S} \) it is proven in [41] that \( \text{Cat}_{\infty}^\mathcal{S} \) is equivalent to the \( \infty \)-category of complete Segal spaces (known to present \( \infty \)-categories), and for other choices of \( \mathcal{V} \), the recent work [47] established several variants of equivalence between \( \mathcal{V} \)-tensored categories and categorical algebras. We paraphrase the results in [47]:

**Theorem A.1.** There is an equivalence of \( \infty \)-categories between \( \text{Cat}_{\text{perf}}^\mathcal{E} \) and a subcategory of \( \text{Cat}_{\infty}^{\text{Ind}(\mathcal{E})} \), spanned by the objects whose underlying \( \infty \)-category are stable.

Using the equivalences above, we will sometimes regard diagrams in \( \text{Cat}_{\text{perf}}^\mathcal{E} \), that is, of small stable \( \infty \)-categories tensored over \( \mathcal{E} \), as valued instead in categorical algebras in \( \mathcal{E} \).

**Lemma A.2.** Let \( \mathcal{V} \) be a monoidal \( \infty \)-category and \( \mathcal{F} \colon I^\circ \to \text{Alg}_{\text{cat}}(\mathcal{V}) \) be a limit diagram in categorical algebras in \( \mathcal{V} \). Then, for any two objects \( x, y \in \mathcal{F}(\ast) \), there is a limit diagram \( \mathcal{F}[x,y] \colon I^\circ \to \mathcal{V} \), such that for any \( i \in I \) there is an equivalence \( \mathcal{F}[x,y](i) \simeq \mathcal{F}(i)(\rho x, \rho y) \), where \( \rho : S_{\mathcal{F}(\ast)} \to S_{\mathcal{F}(i)} \) is the image of the morphism \( \mathcal{F}(\ast) \to \mathcal{F}(i) \) in \( \mathcal{S} \).

**Proof.** We will first pull back out diagram of categorical algebras to the space of two points \( \{0, 1\} \) in the following way. For any fixed space \( S \in \mathcal{S} \), we can define the \( \infty \)-category \( \text{Alg}_{\text{cat}}(\mathcal{V}) \times_S \mathcal{S}_S/ \) whose objects are a categorical algebra \( \mathcal{C} \), with space of objects \( S_{\mathcal{C}} \), together with a map \( S \to S_{\mathcal{C}} \). There is a canonical functor
\[
\text{Alg}_{\Delta_S^\circ}(\mathcal{V}) \to \text{Alg}_{\text{cat}}(\mathcal{V}) \times_S \mathcal{S}_S/
\]
induced by inclusion into the fiber of \( \text{Alg}_{\text{cat}}(\mathcal{V}) \to S \) over \( S \); this functor has a right adjoint \( R \) which sends \((\mathcal{E}, f : S \to S_0)\) to the pullback of \( \mathcal{E} \) along \( f \).

We now take \( S = \{0, 1\} \) mapping to \( S_{\mathcal{F}(\ast)} \) at \((x, y)\); this gives a limit diagram valued in \( \text{Alg}_{\text{cat}}(\mathcal{V}) \times_S S_{\{0, 1\}} \) to which we can apply \( R \) to get a diagram valued in \( \text{Alg}_{\Delta_{\{0, 1\}}}^{\text{op}}(\mathcal{V}) \). The functor from this category to \( \mathcal{V} \) sending \( \mathcal{E} \to \mathcal{E}(0, 1) \) preserves limits; one can construct explicitly its left adjoint \( \Sigma : \mathcal{V} \to \text{Alg}_{\Delta_{\{0, 1\}}}^{\text{op}}(\mathcal{V}) \), sending an object \( V \in \mathcal{V} \) to the free categorical algebra which has \( \Sigma V(0, 1) = V \). Composing \( R \) with this evaluation at \( \{0, 1\} \) gives the desired limit diagram \( \mathcal{F}|^{x,y}_* : I^a \to \mathcal{V} \).

The setting of categorical algebras also allows us promptly to define composition maps from the tensor product of \( \mathcal{V} \)-valued sheaves:

**Lemma A.3.** For any three objects \( x, y, z \) of \( \mathcal{F}(\ast) \), there is a canonical composition map \( \mathcal{F}|^{x,y} \otimes \mathcal{F}|^{y,z} \to \mathcal{F}|^{x,z} \) in \( \text{Fun}(I^a, \mathcal{V}) \).

**Proof.** In the proof of the previous proposition, we can take \( S = \{0, 1, 2\} \) mapping to \( S_{\mathcal{F}(\ast)} \) at \((x, y, z)\) to get a diagram \( \text{Alg}_{\Delta_{\{0,1,2\}}}^{\text{op}}(\mathcal{V}) \); this is the category of \( \mathcal{O}_{\{0,1,2\}} \)-algebras in \( \mathcal{V} \). The desired composition map then comes from the natural transformation between the functors to \( \mathcal{V} \), given the image of the morphism \(((0, 1), (1, 2)) \to (0, 2) \) in \( \mathcal{O}_{\{0,1,2\}} \).

We combine the propositions above with the equivalence between stable \( \infty \)-categories tensored over \( \mathcal{E} \) and \( \text{Ind}(\mathcal{E}) \)-\( \infty \)-categories for our construction of the hom sheaves.

**Proof.** (of Proposition 2.8) There is an equivalence between \( \text{Cat}_{\text{perf}}(\mathcal{E}) \) and a subcategory of \( \text{Alg}_{\text{cat}}(\text{Ind}(\mathcal{E})) \), whose objects are \( \text{Ind}(\mathcal{E}) \)-\( \infty \)-categories which are complete, stable and \( \mathcal{E} \)-tensored. Recall that limits of stable \( \infty \)-categories are preserved by the inclusion into \( \infty \)-categories; together with the correspondence with categorical algebras this implies that \( \mathcal{F} \) can be seen as a limit diagram in \( \text{Alg}_{\text{cat}}(\text{Ind}(\mathcal{E})) \). The results then follow from Lemmas A.2 and A.3.

If \( \mathcal{F} \) be a sheaf of dg categories on \( X \), applying the result above with \( \mathcal{E} = \text{Perf} \) gives a way to define the sheaf of Homs from Definition 2.9.

### APPENDIX B. THE DIAGONAL BIMODULE COSHEAF

In this Appendix we give a different description of the cosheaves of diagonal bimodules. To recall, in Section 4, starting from a \( \text{dgcat} \)-valued cosheaf \( \mathcal{F} \), for any \( U \in \mathcal{U}(X) \) using bar complexes we produced a certain \( \mathcal{F}(U) \)-bimodule valued \( \mathcal{K} \)-sheaf, which we denoted \( \phi_D \Delta_U : \mathcal{F} \) and called the ‘Verdier dual diagonal \( \mathcal{K} \)-sheaf’. As its name suggests, this is a representative for the \( \mathcal{K} \)-sheaf Verdier dual of some cosheaf of diagonal bimodules.

We will now explain how to understand these objects more conceptually; for that, it will be necessary to work with cosheaves valued in some \( \infty \)-category whose objects include the data of dg categories and also bimodules over them; the right setting turns out to be the notion of endomorphism categories of\([49]\).

**B.1. Endomorphisms in \((\infty, 2)\)-categories.** In this subsection we review ideas of\([49, 50]\) regarding the construction of endomorphism categories and traces. Using similar ideas we construct certain variants we require in the sequel.
B.1.1. **Modeling** $(\infty, n)$-categories. Recall that an $(\infty, n)$ category is a higher category where all morphisms of dimension above $n$ are invertible; the usual ‘$\infty$-categories’ being the $(\infty, 1)$-categories. In the literature there are many approaches to describe such structures; as we will use constructions from [49, 50], we follow them in modeling $(\infty, n)$-categories. In the literature there are many approaches to describe such structures; as we will use constructions from [49, 50], we follow them in modeling $(\infty, n)$-categories.

Writing $\Delta$ for the simplicial indexing category, a complete $n$-fold Segal space $\mathcal{C}$ can be described by a collection of spaces $\mathcal{C}_{\vec{k}}$ indexed by vectors $\vec{k} \in \Delta^n$, with appropriate morphisms and coherence data between them; for any $0 \leq p \leq n$, one should regard the space $\mathcal{C}_{(p)}$, where $(p)$ is the vector $(1, 1, \ldots, 1, 0, 0, \ldots)$ with $p$ entries ‘1’ followed by $(n - p)$ entries ‘0’, as the space of $p$-morphisms of the $(\infty, n)$-category $\mathcal{C}$. For $\vec{k} \in \Delta^p$ we can define a complete $p$-fold Segal space $\iota_p \mathcal{C}$ given by

$$(\iota_p \mathcal{C})_{\vec{k}} := \mathcal{C}_{\vec{k}, 0, \ldots, 0}$$

modeling the maximal $(\infty, p)$-subcategory of $\mathcal{C}$.

Barwick constructs the category of complete $n$-fold Segal spaces as a certain localization of the category of presheaves of spaces over $\Delta^n$; we denote this category as CSS($\Delta^n$). This category gives a model for the homotopy theory of $(\infty, n)$-categories [2, Corollary 14.3 and Theorem 14.6], carrying both projective and injective model structures [50, App.A]. We denote by maps$^h$ the corresponding notion of derived mapping space, which we will choose to compute in the projective model structure.

In particular, strict $n$-categories give objects of CSS($\Delta^n$). To encode the data of such an object, we will use the notion of computad, which appears in [50, Def.3.1] following [97]. An $n$-computad is a particular type presentation of a strict $n$-category; given by explicit sets of $k$-morphisms for $0 \leq k \leq n$.

Such an $n$-computad $\Theta$ generates a strict $n$-category, of which one can take the nerve, giving a complete $n$-fold Segal space, that is, an object of CSS($\Delta^n$) [50, Rem.3.2]; all these objects carry the same data and as in op.cit we will denote them equally by $\Theta$.

Let us recall some computads that will play an important role later.

**Definition B.1.** The walking $i$-morphism, or $i$-globe, $\Theta^{(i)}$ [3, 50]. Inductively define $\Theta^{(i)}$ as an $i$-computad, by setting $\Theta^{(0)}$ to be the singleton set, and $\Theta^{(i)}$ to be the category with two objects $\{0, 1\}$ and with morphisms given by

$$\text{Hom}_{\Theta^{(i)}}(x, y) = \begin{cases} \Theta^{(0)}, & \text{if } x = y \\ \Theta^{(i-1)}, & \text{if } x = 0, y = 1 \\ \emptyset, & \text{if } x = 1, y = 0, \end{cases}$$

This computad has the property that for any $(\infty, n)$-category $\mathcal{C}$ there is a canonical homotopy equivalence

$$\mathcal{C}_{\Theta^{(i)}} \simeq \text{maps}^h(\Theta^{(i)}, \mathcal{C})$$

expressing the fact that $\Theta^{(i)}$ represents $i$-morphisms. For small values of $i$ we draw these categories as

$$\Theta^{(0)} = \bullet, \quad \Theta^{(1)} = \bullet \rightarrow \bullet, \quad \Theta^{(2)} = \bullet \bigcirc \rightarrow \bullet$$

where we denote a 2-morphism by a double arrow and so on.

We note that a 1-computad is simply given by the data of a quiver, and every $k$-computad is automatically a $n$-computad for every $n \geq k$, by adding empty sets of higher morphisms.
Remark. As a warning, the computads $\Theta^i$ for $i \geq 2$, as well as the most of the other ones we will use here, are not projective cofibrant; therefore one must find a cofibrant replacement when computing the derived space functor $\text{maps}^h$. Nevertheless, when taking a target that is ‘essentially constant’ ([50, Def.2.7]) up to equivalence one can often use a naive mapping space instead, this is the case for $\Theta^{(i)}$; see the discussion in Remarks 3.2 and 3.4 of op.cit.

We will also need the walking $i$-by-$j$ morphisms of [50, Section 3]. These $\Theta^{(i);(j)}$ are defined inductively and are used by the authors of that paper to define the notion of (op)lax natural transformations. When $i$ or $j$ is zero we obtain the globe objects above: $\Theta^{(0);(i)} = \Theta^{(i);(0)} = \Theta^{(i)}$. The only space $\Theta^{(i);(j)}$ that we will need to use explicitly are drawn below.

**Definition B.2.**

$$
\begin{array}{c}
\Theta^{(1);(1)} = \\
\begin{tikzpicture}
\draw (0,0) -- (1,1) -- (1,-1) -- (0,0);
\end{tikzpicture}
\end{array}
$$

**Definition B.3.** The 1-computad $\mathbb{S}$ is given by directed circle

$$
\mathbb{S} = \begin{tikzpicture}
\node (a) at (0,0) {$\bullet$};
\end{tikzpicture}
$$

which generates the strict 1-category $B\mathbb{N}$, that is, the category with one object and morphism set given by the monoid of natural numbers.

For any $n \geq 1$ we will equally denote by $\mathbb{S}$ the corresponding strict $n$-category or complete $n$-fold Segal space.

B.1.2. Oplax natural transformations. We will follow the exposition in [49, Section 2.2], mostly borrowing notation from it. Given a complete $n$-fold Segal space $\mathcal{C}$ and a tuple $\vec{k} \in \Delta^n$ of natural numbers, there is a complete $n$-fold Segal space $\text{Lax}_\vec{k}(\mathcal{C})$, defined using the walking morphisms [50, Definition 5.14]:

$$(\text{Lax}_{\vec{k}}(\mathcal{C}))_{\vec{t}} := \text{maps}^h(\Theta^{\vec{k};\vec{t}}, \mathcal{C}).$$

For a fixed $\vec{k}$, these spaces for all $\vec{t} \in \Delta^n$ assemble into the complete $n$-fold Segal space $\text{Lax}_{\vec{k}}(\mathcal{C})$ [50, Theorem 5.11]. In particular, for $\vec{k} = (p), \vec{t} = (0)$, we have an isomorphism

$$(\text{Lax}_{(p)}(\mathcal{C}))_{(0)} \simeq \text{maps}^h(\Theta^{(p)}, \mathcal{C}) = \mathcal{C}_{(p)},$$

exhibiting the space of objects of $\text{Lax}_{(p)}(\mathcal{C})$ as the space of $p$-morphisms of $\mathcal{C}$. The corresponding morphisms can be understood as (higher) oplax natural transformations in $\mathcal{C}$.

Given two complete $n$-fold Segal spaces $\mathcal{B}, \mathcal{C}$, [50, Corollary 5.19] defines another complete $n$-fold Segal space $\text{Fun}_{\text{oplax}}(\mathcal{B}, \mathcal{C})$ (of ‘oplax transfors’) whose $\vec{k}$ space is given by

$$
\text{Fun}_{\text{oplax}}(\mathcal{B}, \mathcal{C})_{\vec{k}} = \text{maps}^h(\mathcal{B}, \text{Lax}_\vec{k}(\mathcal{C})),
$$

where $\text{maps}^h$ denotes a strictly functorial model for the derived mapping space between presheaves of spaces. This complete $n$-fold Segal space $\text{Fun}_{\text{oplax}}(\mathcal{B}, \mathcal{C})$ is functorial on the choice of $\mathcal{B}, \mathcal{C}$. 
These constructions can also be extended to incorporate symmetric monoidal structures.\(^8\) If \(\mathcal{C}\) is a symmetric monoidal complete \(n\)-fold Segal space then \(\text{Lax}_\infty(\mathcal{C})\) also carries a natural symmetric monoidal structure. If \(\mathcal{B}, \mathcal{C}\) are symmetric monoidal complete \(n\)-fold Segal spaces, then there is also a complete \(n\)-fold Segal space \(\text{Fun}^{\oplus \text{plax}}(\mathcal{B}, \mathcal{C})\) satisfying
\[
\text{Fun}^{\oplus \text{plax}}(\mathcal{B}, \mathcal{C})_\infty = \text{maps}_h(\mathcal{B}, \text{Lax}_\infty(\mathcal{C})),
\]
where the subscript \(\otimes\) means to consider symmetric monoidal maps \([50, \text{Corollary 6.9}]\). Again, this construction is functorial on the choice of \(\mathcal{B}, \mathcal{C}\).

B.1.3. \textbf{Endomorphism categories.} Let \(\mathcal{C}\) be a symmetric monoidal complete \(n\)-fold Segal space, for some \(n \geq 2\). We will denote by \(\mathcal{C}^\text{rig}\) the underlying \((\infty, n)\)-category spanned by the dualizable objects in \(\mathcal{C}\). The functor \((-)^\text{rig}\) preserves limits \([63, \text{Remark 4.6.1.11}]\) and admits a left adjoint \([49, \text{Sec.2.2}]\)
\[
\text{Fr}^\text{rig}: \text{Cat}_{(\infty, n)} \leftrightarrow \text{Cat}^\otimes_{(\infty, n)} : (-)^\text{rig},
\]
which from any \((\infty, n)\)-category \(\mathcal{C}\) gives a ‘free rigid symmetric monoidal \((\infty, n)\)-category’ \(\text{Fr}^\text{rig}(\mathcal{C})\).

\textbf{Definition B.4.} Consider the following \((\infty, n-1)\)-categories: \(^9\)
\[
\mathcal{C}^\text{RR} = \iota_{n-1} \text{Fun}_{\oplus \text{plax}}(\text{Fr}^\text{rig}(\text{pt}), \mathcal{C}) \quad \text{“right-rigid subcategory”}
\]
\[
\text{End}(\mathcal{C}) = \iota_{n-1} \text{Fun}_{\oplus \text{plax}}(\text{Fr}^\text{rig}(\mathbb{S}), \mathcal{C}) \quad \text{“endomorphisms”}
\]

\textbf{Remark.} The definition above of the category \(\text{End}(\mathcal{C})\) is from \([49]\), where \(\mathbb{S}\) is denoted \(\text{BN}\) because the category generated by \(\mathbb{S}\) models the classifying category of the monoid of natural numbers. Further properties of \(\text{End}(\mathcal{C})\) can be found in \([49]\).

Let us now describe these categories more explicitly.

\textbf{Proposition B.5.} When \(\mathcal{C}\) is a symmetric monoidal \((\infty, 2)\)-category, we can describe its spaces of objects and morphisms, up to equivalence:

- \textbf{The category} \(\mathcal{C}^\text{RR}\) \textbf{has as objects the dualizable objects} \(A\) \textbf{of} \(\mathcal{C}\), \textbf{and as morphisms between} \(A\) \textbf{and} \(B\) \textbf{the right-dualizable morphisms between} \(A\) \textbf{and} \(B\) \textbf{in} \(\mathcal{C}\).
- \([49]\) \textbf{The category} \(\text{End}(\mathcal{C})\) \textbf{has as objects pairs} \((A, f)\), \textbf{where} \(A\) \textbf{is a dualizable object} \(\mathcal{C}\) \textbf{and} \(f\) \textbf{is an endomorphism of} \(A\). \textbf{The morphisms between} \((A, f)\) \textbf{and} \((B, g)\) \textbf{are pairs} \((\phi, \alpha)\), \textbf{such that} \(\phi\) \textbf{is a right-dualizable morphism} \(A \to B\) \textbf{and} \(\alpha : \phi \circ f \Rightarrow g \circ \phi\) \textbf{is a} \(2\)-\textbf{morphism in} \(\mathcal{C}\).

\textbf{Proof.} We will start by describing the category \(\mathcal{C}^\text{RR}\). The space of objects is given by
\[
(\mathcal{C}^\text{RR})_0 = \text{Fun}_{\oplus \text{plax}}(\text{Fr}^\text{rig}(\text{pt}), \mathcal{C})_0 = \text{maps}_h(\text{Fr}^\text{rig}(\text{pt}), \text{Lax}(\text{pt}, \mathcal{C})) \simeq \text{maps}_h(\text{Fr}^\text{rig}(\text{pt}), \mathcal{C}),
\]

\(^{8}\)In \([50]\) the symmetric monoidal structure is captured by strict functors from the category of pointed finite sets to \(\text{CSS}(\Delta^n)\), satisfying the Segal condition. For simplicity we will denote a symmetric monoidal category merely by the underlying complete \(n\)-fold Segal space given by the value of the corresponding functor on the finite pointed set \(\{*, 1\}\).

\(^{9}\)Recall \(\iota_{n-1}\) means to discard all non-invertible morphisms above \(n-1\), and it is written because a priori if \(\mathcal{A}, \mathcal{B}\) are symmetric monoidal \((\infty, n)\)-categories, the object defined by \(\text{Fun}^{\oplus \text{plax}}(\mathcal{A}, \mathcal{B})\) will also be an \((\infty, n)\)-category. However, as argued in \([49, \text{Remark 2.3}]\), the categories defined by \(\text{Fun}^{\oplus \text{plax}}(\text{Fr}^\text{rig}(\mathcal{A}), \mathcal{B})\) are in fact equivalent to \((\infty, n-1)\)-categories, since the rigidity of the images of \(\text{Fr}^\text{rig}\) forces the \(n\)-morphisms to be invertible. Thus the \(\iota_{n-1}\) serves only as a reminder that we have \((\infty, n-1)\)-categories, and we henceforth omit it.
using the canonical equivalence $\text{Lax}(0)(\mathcal{C}) \simeq \mathcal{C}$. By the adjunction between $(-)^{\text{rig}}$ and $\text{Fr}^{\text{rig}}$, this is canonically equivalent to maps$^h(\text{pt}, \mathcal{C}^{\text{rig}})$, i.e., objects of $\mathcal{C}^{\text{RR}}$ are given by the dualizable objects in $\mathcal{C}$. The space of 1-morphisms is given by a similar calculation:

$$\left(\mathcal{C}^{\text{RR}}\right)_{(1)} = \text{Fun}^{\text{oplax}}_{\otimes} (\text{Fr}^{\text{rig}}(\text{pt}), \mathcal{C})_{(1)} = \text{maps}^h_{\otimes}(\text{Fr}^{\text{rig}}(\text{pt}), \text{Lax}(1)(\mathcal{C})) \simeq \text{maps}^h(\text{pt}, \text{Lax}(1)(\mathcal{C})^{\text{rig}}).$$

By [49, Lemma 2.4], the dualizable objects of $\text{Lax}(1)(\mathcal{C})$ are given by right-dualizable morphisms $\phi : A \to B$ between dualizable objects in $\mathcal{C}$. Therefore, the category $\mathcal{C}^{\text{RR}}$ can be identified with the $(\infty, 1)$-subcategory of $\mathcal{C}$ containing all dualizable objects and right-dualizable 1-morphisms.

The description of $\text{End}(\mathcal{C})$ appears in [49], where one calculates:

$$\text{End}(\mathcal{C})_{(0)} = \text{Fun}^{\otimes}_{\text{op}}(\text{Fr}^{\text{rig}}(\mathcal{S}), \mathcal{C})_{(0)} \simeq \text{maps}^h(\mathcal{S}, (\text{Lax}(0)(\mathcal{C}))^{\text{rig}}) = \text{maps}^h(\mathcal{S}, \mathcal{C}^{\text{rig}}).$$

A point in this space is an endomorphism of a dualizable object in $\mathcal{C}^{\text{rig}}$, that is, a pair $(A, f)$ where $A$ is a dualizable object of $\mathcal{C}$ and $f$ is an endomorphism of $A$. A similar calculation shows that a morphism $(A, f) \to (B, g)$ is the data of a pair $(\phi, \alpha)$, such that $\phi$ is a right-dualizable morphism $A \to B$ and $\alpha : \phi \circ f = g \circ \phi$ is a 2-morphism. \hfill \Box

**Example.** If $\mathcal{C}$ is the symmetric monoidal $(\infty, 2)$-category $\text{DGCat}_{2}$, then we can identify $\mathcal{C}^{\text{RR}}$ with the wide $(\infty, 1)$-subcategory of $\text{DGCat}$ containing all objects, but only the right-dualizable morphisms. In other words, $(\text{DGCat}_{2})^{\text{RR}}$ is equivalent to the essential image of $\text{Ind} : \text{dgcat} \to \text{DGCat}$.

**B.1.4. The trace of an endomorphism.** Let $\mathcal{C}$ be an $(\infty, n)$-category. For any two objects $X, Y$ of $\mathcal{C}$, there is an $(\infty, n-1)$-category of morphisms $\mathcal{C}(X, Y)$ from $X$ to $Y$.

When $\mathcal{C}$ is a symmetric monoidal $(\infty, n)$-category with monoidal unit $1_{\mathcal{C}}$, we write

$$\Omega \mathcal{C} := \mathcal{C}(1_{\mathcal{C}}, 1_{\mathcal{C}})$$

This can be shown to carry a natural symmetric monoidal structure.

There is [49, Definition 2.9] a trace functor $\text{Tr} : \text{End}(\mathcal{C}) \to \Omega \mathcal{C}$. That is, this functor carries an endomorphism of an object of $\mathcal{C}$ to an endomorphism of the monoidal unit. In the case where $\mathcal{C}$ is an $(\infty, 2)$-category, the category $\Omega \mathcal{C}$ has as objects endomorphisms of the unit object $1_{\mathcal{C}}$, with morphisms given by 2-morphisms between them in $\mathcal{C}$. The functor $\text{Tr}$ sends an object $(A, f)$ to the endomorphism of $1_{\mathcal{C}}$ given by

$$1_{\mathcal{C}} \xrightarrow{\text{coev}_{A}} A \otimes A^\vee \xrightarrow{f \otimes \text{id}_A} A \otimes A^\vee \xrightarrow{\tau} A^\vee \otimes A \xrightarrow{\text{ev}_A} 1_{\mathcal{C}},$$

where $\text{ev}_A, \text{coev}_A$ are the canonical evaluation and coevaluation maps of the dualizable object $A$ and $\tau$ is the involution switching the factors. The trace map on morphisms can also be described explicitly as in [12, Sec.4.1].

**B.2. The diagonal map.** We will use the category of endomorphisms to define an $(\infty, n)$-functor that picks the identity endomorphisms in a coherent way. As above, let $\mathcal{C}$ be a complete $n$-fold Segal space, with $n \geq 2$.

**Definition B.6.** The diagonal map to endomorphisms is the $(\infty, n-1)$-functor $\Delta : \mathcal{C}^{\text{RR}} \to \text{End}(\mathcal{C})$ induced by the terminal map $p_{\mathcal{S}} : \mathcal{S} \to \text{pt}$.

This map has a very simple description at level of objects and 1-morphisms: $\Delta$ sends a dualizable object $X$ to the object $(X, \text{Id}_X)$ of $\text{End}(\mathcal{C})$, and a right-dualizable morphism $\phi : X \to Y$ to the morphism in $\text{End}(\mathcal{C})$ given by $(\phi, \text{id}_\phi)$.
Remark. For clarity we will denote $\text{Id}_X$ (capitalized) when we refer to the identity 1-morphism of an object $X$ (which will later be given by a diagonal bimodule), as opposed to $\text{id}_f$ (lowercase) when referring to the identity 2-morphism on a 1-morphism $f$ (later, a map of bimodules).

From now on, we specialize to the case where $n = 2$, i.e. where $\mathcal{C}$ is a symmetric monoidal $(\infty, 2)$-category. In this case, $\mathcal{C}^{\text{RR}}$ and $\text{End}(\mathcal{C})$ will be $(\infty, 1)$-categories. The remainder of this subsection is devoted to proving that under appropriate conditions on $\mathcal{C}$, the diagonal map preserves colimits. This will prove to be quite subtle, depending on the internal structure of $\mathcal{C}$ as a $(\infty, 2)$-category. To illustrate the issue at hand, let us make a digression to discuss the problem in ordinary categories.

B.2.1. **Digression: the diagonal map in strict 2-categories.** Let $\mathcal{C}$ be a strict 2-category, i.e., a category enriched over the category $\text{Cat}$ of small categories. Analogously to the endomorphism categories defined above, we can define its endomorphism category $\text{End}(\mathcal{C})$ as the category whose objects are pairs $(A, f)$ of an object $A$ of $\mathcal{C}$ and an endomorphism $f$ of $A$, and whose 1-morphisms $(A, f) \to (B, g)$ are pairs $(\phi, \alpha)$ forming a square

\[
\begin{array}{ccc}
A & \xrightarrow{\phi} & B \\
\downarrow{f} & & \downarrow{g} \\
A & \xrightarrow{\phi} & B
\end{array}
\]

Let us write $\iota_1 \mathcal{C}$ to denote the underlying category of $\mathcal{C}$, i.e. whose morphisms are the object sets of the categories $\text{Hom}_{\mathcal{C}}(X, Y)$. We then have a diagonal map $\Delta : \iota_1 \mathcal{C} \to \text{End}(\mathcal{C})$ given on objects by $A \mapsto (A, \text{id}_A)$ and on morphisms by $\phi \mapsto (\phi, \text{id}_\phi)$.

We now describe a condition for the existence of a right adjoint to $\Delta$. Consider a fixed endomorphism $A \xrightarrow{f} A$, and let us define a functor

\[
\text{tri}_f : (\iota_1 \mathcal{C})^{\text{op}} \to \text{Sets},
\]

which maps an object $X$ to the set of diagrams of the form

\[
\begin{array}{ccc}
X & \xrightarrow{\psi} & A \\
\downarrow{\mu} & & \downarrow{f} \\
& \xrightarrow{\psi} & A
\end{array}
\]

in the 2-category $\mathcal{C}$, and which maps a morphism $g : X \to X'$ to the map of sets of triangles given by composing on the left with $g$.

**Definition B.7.** We will say that the 2-category $\mathcal{C}$ has **right-sided inserters** if for any endomorphism $A \xrightarrow{f} A$, the functor $\text{tri}_f$ is representable by an object in $\iota_1 \mathcal{C}$. In that case we denote the representing object by the notation $\text{Ins}(\text{Id}_A, f)$. 
Unpacking this definition, that is to say that the inserter object $\text{Ins}(A, f)$ comes with a canonical triangle

\[
\begin{array}{ccc}
\text{Ins}(\text{Id}_A, f) & \xrightarrow{\psi_f} & A \\
\downarrow & & \downarrow f \\
\text{Ins}(\text{Id}_A, f) & \xrightarrow{\mu_f} & A
\end{array}
\]

such that any other triangle in the image $\text{tri}_f(X)$ is obtained from the one above by composing with a unique map $X \to \text{Ins}(\text{Id}_A, f)$.

**Remark.** The terminology and notation come from the notion of inserters in a 2-category: the inserter of a pair $g, f : A \Rightarrow B$ is an object with a universal 1-morphism $h : \text{Ins}(g, f) \to A$ and a universal 2-morphism $g \circ h \Rightarrow f \circ h$. This is a type of weighted 2-limit; the right-sided inserter is the particular case where $A = B$ and $g = \text{Id}_A$.

**Example.** The strict 2-category $\text{Cat}^2$ has right-sided inserters (also all inserters): the object $\text{Ins}(\text{Id}_A, f)$ is given by the category whose objects are pairs $(a \in A, m : a \to f(a))$, and whose morphisms $(a, m) \to (a', m')$ are given by morphisms $n : a \to a'$ in $A$ such that $m' \circ n = f(n) \circ m$.

Let us now use inserters to produce an adjoint to the diagonal functor. Consider two objects $(A, f)$ and $(B, g)$ of $\text{End}(\mathcal{C})$ and a morphism $(\phi, \alpha) : (A, f) \to (B, g)$. We can compose the canonical triangle corresponding to $\text{Ins}(\text{Id}_A, f)$ with the square corresponding to $(\phi, \alpha)$:

\[
\begin{array}{ccc}
\text{Ins}(\text{Id}_A, f) & \xrightarrow{\psi_f} & A \\
\downarrow & & \downarrow f \\
\text{Ins}(\text{Id}_A, f) & \xrightarrow{\mu_f} & A
\end{array}
\]

which by the universal property of the inserter gives a map $G_{(\phi, \alpha)} : \text{Ins}(\text{Id}_A, f) \to \text{Ins}(\text{Id}_B, g)$.

One can check that this defines a functor, which we call ‘right-sided insertion’

\[\text{RIns} : \text{End}(\mathcal{C}) \to \iota_1 \mathcal{C},\]

which on objects maps $(A, f) \mapsto \text{Ins}(\text{Id}_A, f)$, and on morphisms maps $(\phi, \alpha) \mapsto g(\phi, \alpha)$. We can rephrase the universal property of inserters as the following proposition:

**Proposition B.8.** $\text{RIns}$ is the right adjoint to the diagonal map $\Delta$, therefore $\Delta$ preserves all colimits existing in $\iota_1 \mathcal{C}$.

B.2.2. **Upgrading to symmetric monoidal $(\infty, 2)$-categories.** Now we will replicate the constructions in the digression above to our setting, where $\mathcal{C}$ is a symmetric monoidal $(\infty, 2)$-category. The main new difficulty is that we cannot define the constructions ‘by hand’, as we have done in the strict 2-category case. Moreover, in order to state the needed condition on $\mathcal{C}$, namely the existence of inserters, we will need to use a notion of representability appropriate to the setting of $\infty$-categories.

We will overcome both of these difficulties by using Lurie’s theory of universal fibrations, explained in [64, Sec.3.3.2 and 4.4.4]. Given the right conditions, this framework allows one to go back and forth between functors from an $\infty$-category valued in spaces, and fibrations of simplicial
sets over it. This will allow us to define the functors we need by specifying the corresponding fibrations, and the representability condition can be then checked at the level of these fibrations.

The relation between fibrations and functors valued in spaces is given by the following proposition. Here \( S \) denotes the \( \infty \)-category of spaces, and by \( \mathcal{H} = hS \) the homotopy category of spaces [64, Def.1.1.5.14]. For any \( \infty \)-category \( \mathcal{D} \), its homotopy category \( h\mathcal{D} \) is naturally an \( \mathcal{H} \)-enriched category.

**Proposition B.9.** [64, Prop.3.3.2.5] Let \( p : X \to Y \) be a Cartesian fibration of simplicial sets. Then \( p \) is a right fibration if and only if \( p \) is classified by a map \( F : Y^{op} \to S \).

The notions of Cartesian and right fibrations are explained in [64, Ch.2], and the notion of a map classifying a fibration is defined in [64, Def.3.3.2.2]; in particular it implies that for any vertex \( y \in Y \) there is an equivalence

\[
X \times_Y \{ y \} \simeq F(y)
\]

in the homotopy category \( \mathcal{H} \).

One can translate the condition of representability into the language of fibrations. The appropriate notion of representability is given at the level of the homotopy category:

**Definition B.10.** [64, Def.4.4.4.1] A functor \( F : \mathcal{D}^{op} \to S \) from an \( \infty \)-category \( \mathcal{D} \) is represented by an object \( D \in \mathcal{D} \) if the corresponding functor

\[
hF : h\mathcal{D} \to \mathcal{H}
\]

is represented by \( D \) as an \( \mathcal{H} \)-enriched functor, in the sense that there is a map of simplicial sets \( * \to F(D) \) such that for any object \( X \in \mathcal{D} \) the induced map

\[
\text{Map}_c(X, D) \to \text{Map}_c(X, D) \times F(D) \to F(X)
\]

is an isomorphism in \( \mathcal{H} \). When such an object exists we will say that the functor \( F \) is representable.

Recall the diagonal map \( \Delta : \mathcal{C}^{RR} \to \text{End}(\mathcal{C}) \) which we constructed as a morphisms of complete (1-fold) Segal spaces. In order to regard them in a setting where we can use the formalism of [64], we switch to modeling \((\infty, 1)\)-categories as weak Kan complexes instead. For that, we can use an explicit map [51]: to each complete (1-fold) Segal space \( \mathcal{D} \), we can assign the simplicial set \( \mathcal{D}_d \), that is, the set of vertices of the space \( \mathcal{D}_d \), which will be a Kan complex. Equally, for any explicit morphism of complete (1-fold) Segal spaces, such as \( \Delta \), we get an explicit map of simplicial sets.

From now on let us regard \( \mathcal{C}^{RR} \), \( \text{End}(\mathcal{C}) \) as simplicial sets. For a fixed object \( (A, f) \in \text{End}(\mathcal{C}) \) we consider the overcategory \( \text{End}(\mathcal{C})/(A, f) \) with its canonical map to \( \text{End}(\mathcal{C}) \) and take the pullback of simplicial sets

\[
\begin{array}{ccc}
\text{End}(\mathcal{C})/(A, f) \times_{\text{End}(\mathcal{C})} \mathcal{C}^{RR} & \longrightarrow & \text{End}(\mathcal{C})/(A, f) \\
p_{(A, f)} \downarrow & & \downarrow \\
\mathcal{C}^{RR} & \Delta & \longrightarrow & \text{End}(\mathcal{C})
\end{array}
\]

\[10\] Here the notation may be confusing, so let us reiterate: to whatever complete \( n \)-fold Segal space \( \mathcal{D} \), \( \mathcal{D}_d \) is the space associated to the vector \( (d, 0, 0, \ldots) \), and represents the space of a sequence of \( d \) composable 1-morphisms, together with their compositions. Meanwhile, the notation \( \mathcal{D}_{(p)} \) with parenthesis, that appeared before, denotes the space associated to the vector \( (1, 1, \ldots, 1, 0, 0, \ldots) \) with \( p \) entries equal to one; this makes sense only for \( p \leq n \) and represents the space of \( p \)-morphisms.
The fiber of $p_{(A,f)}$ over an object $Y$ of $\mathcal{C}^{RR}$ is equivalent to the space of morphisms $(Y, \text{Id}_Y) \to (A, f)$ in $\text{End}(\mathcal{C})$.

**Lemma B.11.** The map $p_{(A,f)}$ is a right fibration of simplicial sets.

**Proof.** Follows from the fact that the canonical map from the overcategory is a right fibration [64, Cor.2.1.2.2] and from the fact that the collection of right fibrations is stable under pullbacks [65, Tag 014P] \[\square\]

Now we are ready to state the desired condition on $\mathcal{C}$.

**Definition B.12.** We will say that the symmetric monoidal $(\infty, 2)$-category $\mathcal{C}$ has right-sided inserters if, for any $(A, f) \in \text{End}(\mathcal{C})$, the functor $F_{(A,f)} : \mathcal{C}^{RR} \to \mathcal{S}$ classifying $p_{(A,f)}$ is representable.

Unraveling this definition, $\mathcal{C}$ has right-sided inserters when for any object $(A, f)$ of $\text{End}(\mathcal{C})$, there is an object $\text{Ins}(\text{Id}_A, f)$ of $\mathcal{C}^{RR}$ (i.e., a dualizable object of $\mathcal{C}$), such that there is a homotopy equivalence $\text{Map}_{\mathcal{C}^{RR}}((X, \text{Id}_X), (A, f)) \simeq \text{Map}_{\text{End}(\mathcal{C})}((X, \text{Id}_X), (A, f))$.

**Theorem B.13.** If $\mathcal{C}$ has right-sided inserters, then the diagonal map $\Delta : \mathcal{C}^{RR} \to \text{End}(\mathcal{C})$ has a right adjoint and therefore preserves all colimits existing in $\mathcal{C}^{RR}$.

**Proof.** This follows from the fact that the existence of adjoints can be checked ‘pointwise’, as explained in [69, A.2.25] following the results in [64, Sec.5.2.2]. More specifically, any functor between $\infty$-categories $f : \mathcal{A} \to \mathcal{B}$ defines a functor $\tilde{F} = \mathcal{B} \to \mathcal{P}(\mathcal{A})$ to the category of presheaves on $\mathcal{A}$, which sends $b \mapsto \text{Hom}_{\mathcal{B}}(f(-), b)$. If it exists, the right adjoint to $f$ is a lift of $\tilde{F}$ along the Yoneda embedding $\mathcal{A} \hookrightarrow \mathcal{P}(\mathcal{A})$. Since this is a fully faithful embedding, the existence of this lift can be checked pointwise, i.e. by the existence of a representing object for each fixed object $b$ of $\mathcal{B}$. For the case of the diagonal map $\Delta : \mathcal{C}^{RR} \to \text{End}(\mathcal{C})$, this is exactly the assumption of having right-sided inserters. \[\square\]

**B.2.3. Inserters in dg categories.** This condition is satisfied for dg categories, so the diagonal map will preserve colimits in that setting. More precisely:

**Lemma B.14.** The $(\infty, 2)$-category $\text{DGCat}^2$ has right-sided inserters.

**Proof.** This follows from the discussion of comma object in the homotopy 2-category of $\infty$-categories in [84], together with some facts about dg categories. Consider an object $(\mathcal{A}, f)$ of $\text{End}(\text{DGCat}^2)$, that is, a small dg category $\mathcal{A}$ and an endomorphism $f \in \text{End}(\mathcal{A})$, i.e. an $\text{Ind}(\mathcal{A})$-bimodule. We define $\mathcal{A}^{\Delta^1}$ to be the functor $\infty$-category $\text{Fun}(\Delta^1, \mathcal{A})$; this is by construction small and by [63, Prop.1.1.3.1] this is stable so with the $k$-linear structure inherited from $\mathcal{A}$ we consider $\mathcal{A}^{\Delta^1}$ as an object of $\text{dgcat}$. Let us now define the object $\text{Ins}(\text{Id}_A, f)$ to be the pullback

$$
\begin{array}{ccc}
\text{Ins}(\text{Id}_A, f) & \longrightarrow & \mathcal{A}^{\Delta^1} \\
\downarrow & & \downarrow \\
\mathcal{A} & \underset{\text{Id}_A \times f}{\longrightarrow} & \mathcal{A} \times \mathcal{A}
\end{array}
$$

in $\text{dgcat}$, where the right vertical arrow is given by restriction along the boundary inclusion. The underlying stable $\infty$-category then coincides with the pullback taken as $\infty$-categories.
In [84, Def.3.3.15], the comma object of a cospan \( \mathcal{B} \xrightarrow{f} \mathcal{A} \xleftarrow{g} \mathcal{C} \) of \( \infty \)-categories is defined as the pullback

\[
\begin{array}{ccc}
\mathcal{B} \times \mathcal{C} & \xrightarrow{f \times g} & \mathcal{A} \\
\downarrow & & \downarrow \\
\mathcal{B} \times \mathcal{C} & \xrightarrow{f \times g} & \mathcal{A} \times \mathcal{A}
\end{array}
\]

and by [84, Prop.3.3.18], \( f \downarrow g \) is a weak comma object in the 2-category of \( \infty \)-categories, i.e. for any \( \infty \)-category \( \mathcal{X} \) there is a homotopy equivalence between \( \text{Map}(\mathcal{X}, f \downarrow g) \) and the space of squares of the form

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{f} & \mathcal{C} \\
\downarrow & \nearrow \alpha & \downarrow \\
\mathcal{B} & \xrightarrow{g} & \mathcal{A}
\end{array}
\]

We see then that our object \( \text{Ins}(\text{Id}_\mathcal{A}, f) \) then is also the pullback of \( \text{Id}_\mathcal{A} \downarrow f \) along the diagonal inclusion

\[
\begin{array}{ccc}
\text{Ins}(\text{Id}_\mathcal{A}, f) & \xrightarrow{\Delta} & \mathcal{A} \\
\downarrow & & \downarrow \\
\mathcal{A} & \xrightarrow{\Delta} & \mathcal{A} \times \mathcal{A}
\end{array}
\]

so the equivalence above restricts to an equivalence between \( \text{Map}(\mathcal{X}, \text{Ins}(\mathcal{A}, f)) \) and the space of squares as above where \( \mathcal{C} = \mathcal{A} \) and \( g = \text{Id}_\mathcal{A} \), which by definition is the universal property required from a right-sided inserter. □

B.3. Colimits in the endomorphism category. In this section we will discuss a feature of colimits in \( \text{End}(\mathcal{C}) \), which is the fact that a colimit in this category gives colimits in the categories of endomorphisms of single objects in \( \mathcal{C}_{\text{RR}} \). Though this statement will be phrased in purely \((\infty, 1)\)-categorical terms, for its proof we will need one last thing about the \((\infty, 2)\)-categorical structure of \( \mathcal{C} \).

**Proposition B.15.** The \( \infty \)-functor \( p : \text{End}(\mathcal{C}) \to \mathcal{C}_{\text{RR}} \), given by pullback under the inclusion \( p : S \to \mathbb{S} \), is a cocartesian fibration of simplicial sets up to equivalence [64, Def.2.4.2.1].

**Proof.** We must prove that the map \( p \), which is the map forgetting the endomorphism, possibly composed with equivalences of the source and target simplicial sets, is an inner fibration of simplicial sets and that it satisfies the correct lifting property. The former follows trivially from the fact that every functor is an inner fibration up to equivalence; for the latter, it suffices to produce □

B.3.1. The push functor. Let \((\mathcal{B}, g)\) be an object of \( \text{End}(\mathcal{C}) \), and as usual let us write \( \text{End}(\mathcal{C})/(\mathcal{B}, g) \) for its overcategory. We denote

\[
\text{end}(B) = \text{End}(\mathcal{C}) \times_{\mathcal{C}_{\text{RR}}} \text{pt}, \quad \text{end}(B)/(g) = \text{End}(\mathcal{C})/(\mathcal{B}, g) \times_{\mathcal{C}_{\text{RR}}} \text{pt}
\]

where the point maps to the object \( \mathcal{B} \) of \( \mathcal{C}_{\text{RR}} \) in the first expression, and to the final object \((B, \text{id}_B)\) in the second. We can identify the objects of \( \text{end}(B) \) with the 1-endomorphisms of the object \( \mathcal{B} \) in \( \mathcal{C} \), and then, as the notation suggests, \( \text{end}(B)/(g) \) is naturally identified with the overcategory of \( g \).
Lemma B.16. The inclusion $\text{end}(B)_{/g} \subseteq \text{End}(\mathcal{C})_{/(B,g)}$ has a left adjoint, which we denote

$$\text{Push}_{(B,g)} : \text{End}(\mathcal{C})_{/(B,g)} \to \text{end}(B)_{/g}$$

such that the image of an object $\left((A, f) \xrightarrow{(\phi, \alpha)} (B, g)\right)$ under $\text{Push}_{(B,g)}$ is isomorphic to

$$\left(\phi \circ f \circ \phi^* \xrightarrow{\alpha \circ ((\phi \circ f)^*)} g\right)$$

in the homotopy category $h\text{end}(B)_{/g}$, where $\phi^*$ is the right dual of $\phi$ and $\epsilon$ is the counit of that adjunction between $\phi$ and $\phi^*$.

Proof. The first claim, existence of the left adjoint, follows from Proposition B.15 together with [64, Ex.5.2.7.10 and Cor.5.2.7.11], which imply that $\text{end}(B)$ is a reflexive subcategory of $\text{End}(\mathcal{C})_{/(B,g)}$.

As for the second claim, it suffices to produce, for each object $\left((A, f) \xrightarrow{(\phi, \alpha)} (B, g)\right)$, a morphism

$$f : \left((A, f) \xrightarrow{(\phi, \alpha)} (B, g)\right) \to \left((B, \phi \circ f \circ \phi^*) \xrightarrow{(\text{id}_B, \alpha \circ ((\phi \circ f)^*)}) (B, g)\right)$$

which exhibits its target as the localization of its source relative to $\text{end}(B)_{/g}$. But since $(B, \text{id}_B)$ is a final object of $\mathcal{C}^{\mathbb{RR}}_{/B}$, for any object $(A, \phi)$, its localization relative to $\text{pt}$ is given exactly by the canonical morphism $\overline{f} : (A, \phi) \to (B, \text{id}_B)$. Therefore, by the proof of above-mentioned corollary, it is enough to pick an $f$ which is a $p$-coCartesian lift of $\overline{f}$, which is exactly what we did in the proof of Proposition B.15. □

Definition B.17. Let $I$ be a small category with a terminal object $\ast \in I$. Consider a diagram $F : I \to \text{End}(\mathcal{C})$, with $F(\ast) = (B, g)$. We define

$$\Pi F : I \to \text{End}(\mathcal{C})$$

by composing $\text{Push}_{(B,g)} \circ F_{/(B,g)} : I \to \text{End}(\mathcal{C})_{/(B,g)}$ with the forgetful map $\text{End}(B)_{/g} \to \text{End}(B)$.

Lemma B.18. If $\text{colim}_{I \setminus \ast} F = (B, g)$ then $\text{colim}_{I \setminus \ast} \Pi F = g$.

Proof. The forgetful map preserves colimits [64, Prop.1.2.13.8], and the Push preserves colimits by Lemma B.16. □

More explicitly, Lemma B.18 asserts that if we have a diagram $K \xrightarrow{(A, f)} \text{End}(\mathcal{C})$, with a colimit $(B, g) = \text{colim}_{i \in K} (A_i, f_i)$, then in $\text{End}(\mathcal{C})$ we have $\text{colim}_{i \in K} (\phi_i \circ f_i \circ \phi_i^*) \simeq g$, where $\phi_i : A_i \to B$ is the the map in $\mathcal{C}^{\mathbb{RR}}$ coming from the maps to the colimit in $\text{End}(\mathcal{C})$.

B.4. The diagonal cosheaf.

Definition B.19. Let $X$ be a topological space, let $\mathcal{C}$ be an $(\infty, 2)$-category, and $\mathcal{F}$ a $\mathcal{C}^{\mathbb{RR}}$-valued precosheaf on $X$. The composition $\Delta \mathcal{F}$ is an $\text{End}(\mathcal{C})$ valued presheaf on $X$, which we term the diagonal prescosheaf. If $\mathcal{F}$ is a cosheaf and $\mathcal{C}$ has right-sided inserters, satisfying the conditions of Theorem B.13, then by that theorem $\Delta \mathcal{F}$ is a cosheaf and we term it the diagonal cosheaf.

To an open set $U \subset X$ the diagonal (pre)cosheaf assigns the pair $\left(\Delta \mathcal{F}(U) = (\mathcal{F}(U), \text{Id}_{\mathcal{F}(U)})\right)$, and to an open inclusion $U \subset V$, the map $(\mathcal{F}(U), \text{Id}_{\mathcal{F}(U)}) \to (\mathcal{F}(V), \text{Id}_{\mathcal{F}(V)})$ given by $(\phi, \text{id}_\phi)$ where $\phi : \mathcal{F}(U) \to \mathcal{F}(V)$ is the corestriction.

Definition B.20. In the situation of Definition B.19 we abbreviate $\Delta_X \mathcal{F} := \Pi \Delta \mathcal{F}$. It is a prescosheaf valued in the $\infty$-category $\text{End}(\mathcal{F}(X))$. If $\Delta \mathcal{F}$ is a cosheaf, so is $\Delta_X \mathcal{F}$, by the proof of Lemma B.18.
Let us discuss the diagonal map for the case where $\mathcal{C}$ is the symmetric monoidal $(\infty, 2)$-category $\text{DGCat}^2$, as in Section 2.1. Recall that ind-completion gives an embedding $\text{dgcat} \hookrightarrow \text{DGCat}$ of small dg categories as a wide subcategory of $\text{DGCat}$, on all isomorphism classes of objects and all right-dualizable morphisms. Therefore for $\mathcal{C} = \text{DGCat}^2$ we will identify the $(\infty, 1)$-category $\text{C}^{\text{RR}}$ with $\text{dgcat}$. For any object $A$, the endomorphism $(\infty, 1)$-category $\text{End}(A)$ is identified with the category of $A$-bimodules. Moreover, given a morphism $\phi : A \to B$ in $\text{dgcat}$ and $M \in \text{End}(A)$, under the identification with bimodules, the endomorphism $\phi \circ M \circ \phi^r$ of $A$ can be identified with the ‘pushforward bimodule’ $\Phi^! M$ in the notation of [11], where $\Phi = \phi^\text{op} \otimes \phi$. Since $\text{DGCat}^2$ has right-sided inserters (Lemma B.14), in this context, Lemma B.18 means that if we have a diagram $K \xrightarrow{(A, M)} \text{End}(\mathcal{C})$ with colimit $(B, N)$, we have an isomorphism $N \cong \text{colim}_{i \in K} ((\Phi_i)^! M)$.

The following statement is well-known; we give a proof using the diagonal cosheaf of bimodules.

Lemma B.21. A finite colimit of smooth dg categories is smooth.

Proof. Let $\mathcal{B}$ be the colimit of a finite diagram $\mathcal{B} : I \to \text{dgcat}$, where $B : i \mapsto \mathcal{B}_i$ with $\mathcal{B}_i$ smooth. By Lemma B.18, there is an isomorphism $\text{colim}_{i}((\Phi_i)_! \text{Id}_{\mathcal{B}_i}) \cong \text{Id}_\mathcal{B}$, and since the pushforward functors $(\Phi_i)_!$ preserves compact objects, as a consequence of Lemma 4.2 of [11], $\text{Id}_\mathcal{B}$ is a finite colimit of compact objects, and therefore compact in the category of bimodules. □

Summarizing, a $\text{dgcat}$-valued cosheaf $\mathcal{F}$ on $X$ gives an $\text{End}(\text{DGCat})$-valued cosheaf $\Delta \mathcal{F}$ on $X$. Applying the push construction, we get an $\text{End}(\mathcal{F}(X))$-valued cosheaf $\Delta \mathcal{F}$, which assigns $U \mapsto (\Phi)_! \text{Id}_{\mathcal{F}(U)}$, where $\Phi = \phi^\text{op} \otimes \phi$, with $\phi : \mathcal{F}(U) \to \mathcal{F}(X)$ the corestriction map. We believe that the object constructed explicitly in Definition 4.15 is related to this object by the $X$-sheaf version of covariant Verdier duality, in other words:

Conjecture B.22. For any $(X, \mathcal{F})$ as above, there is an equivalence in $\text{Sh}_X(\mathcal{F}(X)^e \text{-Mod})$ between $D_X(\Delta \mathcal{F}) \cong \varphi D \Delta_X \mathcal{F}$.
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