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Abstract

We consider the interpolation problem with the inverse multiquadric radial basis function. The problem usually produces a large dense linear system that has to be solved by iterative methods. The efficiency of such methods is strictly related to the computational cost of the multiplication between the coefficient matrix and the vectors computed by the solver at each iteration. We propose an efficient technique for the calculation of the product of the coefficient matrix and a generic vector. This computation is mainly based on the well-known spectral decomposition in spherical coordinates of the Green’s function of the Laplacian operator. We also show the efficiency of the proposed method through numerical simulations.

1 Introduction

Radial basis functions (RBFs) are efficient tools in approximation of functions and data, in the solution of many engineering problems [16], including applications in image processing [11, 7]. They are a suitable tool for scattered data interpolation problems [17], solution of differential equations [12], machine learning techniques [21] and other applications [16]. In particular, the solution of scattered data interpolation problems leads to a linear system that has a dense matrix of coefficients. We can identify three main difficulties in solving the corresponding linear system: (i) high computational cost when a large number of interpolation points is considered, (ii) numerical instability and (iii) a clever choice of the shape parameter.

In the present paper, we deal with the computational cost of the solution of the linear systems in the case of large interpolation problems. For these linear systems, iterative methods are the standard solvers and the efficiency of these methods can be improved in several ways, for instance, by improving the efficiency of the iterate and/or by providing an effective preconditioner [1] or decreasing the computational cost of each iteration.

The fast multipole method [14] has been proposed to reduce the computational cost in the solution algorithms for integral equations arising in classical scattering theory. This gave rise to a set of effective techniques centred around the principle of divide et impera. Among the many existing variants of this idea, several schemes have been developed to provide efficient solution strategies for structured linear systems [24, 25], eigenvalue problems [5, 23], interpolation problems by RBFs [9, 2, 3, 4], integral equations [10, 19, 13], and partial differential equations [18]. A review of similar techniques can be found in [6].

In this work, we propose a method aimed to decrease the computational cost of the product of the coefficient matrix and a generic vector. The method is based on a local low-rank representation of the interpolation matrix $A$. This representation resembles ones used in the fast multipole method and is conceptually based on a simple remark: the computational cost of the product of a matrix $A$ of order $N$ and a generic vector is proportional to $N^2$, but if a matrix $A$ admits a decomposition of the form $A = UV$, where $U$ and $V$ are rectangular matrices $N \times p$ and $p \times N$, respectively, the action of $A$ has a computational cost proportional to $2Np$, so, this decomposition can be profitably used when $p \ll N$. The efficiency of the proposed technique is also shown through numerical experiments.

The paper is organised as follows. In Section 2, we describe the proposed method, in particular, we define the interpolation matrix decomposition, which is based on the spectral expansion of the fundamental solution of the Laplacian operator, and we introduce the translation strategy for the efficient computation of the matrix action. In Section 3, we show the results of some numerical experiments. Finally, we give some conclusions and future developments in Section 4.

2 The interpolation problem with inverse multiquadric RBFs

We consider the interpolation problem where the interpolation function is expressed in terms of inverse multiquadric RBFs. In the following, we focus on interpolation problem on $\mathbb{R}^2$ but the results can be easily generalized in $\mathbb{R}^s$, for different $s$. Initially, we summarise some preliminary concepts and fix notations. Let $\Omega$ be a subset of $\mathbb{R}^2$, $X = \{x_1, x_2, \ldots, x_N\} \subset \Omega$ be the set of $N$ distinct points, usually called data sites, and $f_i \in \mathbb{R}$ be the data values. Moreover, data values are supposed to be obtained from some unknown function $f : \Omega \to \mathbb{R}$ evaluated at the data sites, i.e.

\begin{equation}
    f(x_i) = f_i, \quad i = 1, 2, \ldots, N.
\end{equation}
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Given a RBF defined through \( \phi : [0, \infty) \rightarrow \mathbb{R} \), \( \phi(r_j) = \phi(\|x - y_j\|) \) for \( r_j = \|x - y_j\| \), the interpolation problem consists in finding the approximation function \( P_j(x) \) as follows

\[
P_j(x) = \sum_{j=1}^{N} c_j \phi(\|x - y_j\|), \quad x \in \Omega,
\]

where \( \| \cdot \| \) is the Euclidean norm, \( y_j, j = 1, \ldots, N \), are the centres of the RBFs and coincide with the data sites \( y_j = x_j \), and \( c_j \), \( j = 1, \ldots, N \), are unknown coefficients. We want to determine these unknowns in such a way that:

\[
P_j(x_i) = f_i, \quad i = 1, 2, \ldots, N.
\]

In order to compute \( P_j \) in (2), we have to solve the system of linear equations (3) which has the form:

\[
A c = f,
\]

where the interpolation matrix \( A \) has entries \( a_{ij} = \phi(\|x_i - y_j\|) \), \( i, j = 1, \ldots, N \), \( c = (c_1, \ldots, c_N)^T \) is the unknown coefficient vector, and \( f = (f_1, \ldots, f_N)^T \) is the known term given by the interpolation condition (3).

The linear system (4) has a dense coefficients matrix, moreover, for large values of \( N \) direct methods usually cannot be used to calculate its numerical solution due to the memory and CPU-time resources required. Thus, iterative methods remain the unique numerical alternative for dealing with such kind of linear systems. In general, the efficiency of such methods depends on the spectral and sparsity properties of the coefficient matrix. The former usually influence the number of iterations required to achieve a given accuracy in the numerical solution, while the latter influence the computational cost of each iteration, which is strictly dependent on the iterative method considered but, for large dense linear systems, most of this cost is due to the computation of the product of the corresponding coefficient matrix and the generic tentative solution. We point out that, from standard arguments on numerical linear algebra, the computational cost of this matrix-vector product is proportional to \( N^3 \), when \( N \) is the order of the matrix, so we need to supply a more efficient technique for this computation.

For the description of the proposed method, we consider the interpolation problem in \( \mathbb{R}^2 \) with inverse multiquadric (IMQ-) RBFs, even if, this study can be extended to other families of RBFs and in other dimensions. More precisely, let \( y \in \mathbb{R}^2 \) be the center of the IMQ-RBFs, \( x \in \mathbb{R}^2 \), and let \( t \in \mathbb{R} \) be the shape parameter, we consider:

\[
\phi(\|x - y\|) = \frac{1}{\sqrt{t^2 + \|x - y\|^2}}.
\]

In the following sections, we introduce the proposed technique. In particular, in Section 2.1, we present the spectral expansion in spherical coordinates of the Green’s function of the Laplacian operator and its use in the local decomposition of the matrix \( A \). In Section 2.2, we discuss the translation strategy for the efficient computation of the product of the matrix \( A \) and a generic vector. Then, in Section 2.3, we analyse the computational cost of the proposed technique.

### 2.1 The Green’s function of the Laplacian operator

The Green’s function, \( G(x; y) \), of a linear differential operator \( L \) is a solution of the equation \( LG(x; y) = \delta(x - y) \), where \( \delta \) is the Dirac delta. From standard arguments, we have that

\[
G(X; Y) = \frac{1}{\|X - Y\|}, \quad X, Y \in \mathbb{R}^3, X \neq Y,
\]

is the Green’s function of the Laplacian operator \( L = \Delta \) [8], moreover, \( G(X; Y) \) has a well-known spectral decomposition in spherical coordinates. In particular if \( (\rho_x, \theta_x, \omega_x), (\rho_y, \theta_y, \omega_y) \) denote the spherical coordinates of \( X \) and \( Y \), respectively, where \( \rho_x, \rho_y \in [0, +\infty), \theta_x, \theta_y \in [0, \pi], \omega_x, \omega_y \in [0, 2\pi] \), we have the following spectral expansion of \( G(X; Y) \) when \( \rho_x \neq \rho_y \):

\[
G(X; Y) \approx \sum_{m=0}^{\infty} \sum_{n=0}^{\infty} \varepsilon_n \frac{(n-m)!}{(n+m)!} P^m_n(\cos \theta_x) P^m_n(\cos \theta_y) \cdot \cos(m(\omega_x - \omega_y)) \begin{cases} 
\rho_x^m/\rho_y^{m+1}, & \text{if } \rho_x > \rho_y, \\
\rho_x^m/\rho_y^{m+1}, & \text{if } \rho_x < \rho_y,
\end{cases}
\]

where \( \varepsilon_n \) is the Neumann factor, that is \( \varepsilon_0 = 1, \varepsilon_m = 2, m > 0 \), and \( P^m_n \) is the associated Legendre function of order \( m \) and degree \( n \), see [20] for more details. Furthermore, in a practical application of (7), we have to consider the truncated series, that is

\[
G(X; Y) \approx \sum_{m=0}^{M} \sum_{n=0}^{\infty} \varepsilon_n \frac{(n-m)!}{(n+m)!} P^m_n(\cos \theta_x) P^m_n(\cos \theta_y) \cdot \cos(m(\omega_x - \omega_y)) \begin{cases} 
\rho_x^m/\rho_y^{m+1}, & \text{if } \rho_x > \rho_y, \\
\rho_x^m/\rho_y^{m+1}, & \text{if } \rho_x < \rho_y,
\end{cases}
\]

where \( M \in \mathbb{N} \) is the truncation parameter for the index \( n \) in (7). The accuracy of approximation (8) strongly depends on the particular choice of \( X, Y \in \mathbb{R}^3 \). In particular, it depends on the ratio between \( \rho_x \) and \( \rho_y \), as stated in the following theorem.
Theorem 2.1. Let $X, Y \in \mathbb{R}^3$ be such that $\rho_s < \rho_y$ and let $r = \frac{\rho_y}{\rho_s}$. For the absolute error $E$ in the truncated series (8), that is

$$E(X, Y) = \left| G(X; Y) - \sum_{n=0}^{\infty} \sum_{n=0}^{m} \frac{e^{-m}!(n-m)!}{(n+m)!} P_n^m(\cos \theta_2) P_n^m(\cos \theta_y) \cos \left(m(\omega_y - \omega_x)\right) \frac{1}{\rho_s} r^n \right|,$$

we have the following bound

$$E(X, Y) \leq \frac{1}{\rho_s} r^{M+1}. \quad (9)$$

Proof. Let $\alpha$ be the angle between $X$ and $Y$, we have:

$$E(X, Y) = \left| \sum_{n=0}^{\infty} \sum_{n=0}^{M+1} \frac{e^{-m}!(n-m)!}{(n+m)!} P_n^m(\cos \theta_2) P_n^m(\cos \theta_y) \cos \left(m(\omega_y - \omega_x)\right) \frac{1}{\rho_s} r^n \right|$$

$$= \frac{1}{\rho_s} \sum_{n=0}^{\infty} \sum_{n=0}^{M+1} P_n(\cos \alpha) r^n \leq \frac{1}{\rho_s} \sum_{n=0}^{\infty} P_n(\cos \alpha) r^n \leq \frac{1}{\rho_s} \sum_{n=0}^{\infty} r^n = \frac{1}{\rho_s} \frac{1-1}{1-r} = \frac{1}{\rho_s} \frac{r^{M+1} - 1}{1-1} = \frac{1}{\rho_s} r^{M+1}$$

where $P_n$ is the Legendre polynomial of degree $n$ and the second equality holds because

$$P_n(\cos \alpha) = \sum_{m=0}^{n} \frac{e^{-m}!(n-m)!}{(n+m)!} P_n^m(\cos \theta_2) P_n^m(\cos \theta_y) \cos \left(m(\omega_y - \omega_x)\right),$$

see [20, Formula (10.3.38)] for more details, and the last inequality holds because $|P_n(x)| \leq 1$ for all $|x| \leq 1$ [22, Formula (28.35)].

We note that a similar theorem holds in the case $\rho_s < \rho_y$ and $r = \frac{\rho_s}{\rho_y}$. As a consequence of Theorem 2.1, we have that the series in (7) converges uniformly on every compact set of the domain $||X|| > ||Y||$ or on the domain $||X|| < ||Y||$. In Figure 1, we report the result of a numerical experiment showing that, when $X$ is sufficiently far from $Y$, formula (8) is accurate even with moderate values of $M$, while it produces large errors when $||X|| \approx ||Y||$, even if a large truncation index $M$ is used. More precisely, in Figure 1, $\rho_s \in \left[\frac{11}{10}, 2\right]$ and $\rho_y = 1$; in addition, $\theta_s = \theta_y = \omega_x = \omega_y = \frac{\pi}{3}$ for the black curves in Figure 1, whereas $\theta_s = \pi$, $\theta_y = \frac{\pi}{4}$, $\omega_x = \frac{\pi}{3}$ and $\omega_y = \frac{\pi}{2}$ for blue curves, in Figure 1.
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**Figure 1:** The error $E(X, Y)$ in the representation formula (8) with truncation index $M = 5$, $M = 10$, $M = 20$, and $\rho_y = 1$, when $\theta_s = \theta_y = \omega_x = \omega_y = \frac{\pi}{3}$ in black, and $\theta_s = \pi$, $\theta_y = \frac{\pi}{4}$, $\omega_x = \frac{\pi}{3}$, $\omega_y = \frac{\pi}{2}$ in blue. We note that the logarithmic scale is used for the $y$-axis.

### 2.2 The translation technique

If we consider $X = (x_1, x_2, t/2)$, $Y = (y_1, y_2, -t/2)$, where $t$ is the shape parameter in (5), $x = (x_1, x_2) \in \mathbb{R}^2$, and $y = (y_1, y_2) \in \mathbb{R}^2$, we have that

$$G(X; Y) = \frac{1}{||X - Y||} = \frac{1}{\sqrt{||x - y||^2 + t^2}} = \phi(||x - y||) \quad (11)$$
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and Formula (7) gives the spectral decomposition for the IMQ-RBFs with shape parameter $t$. We note that Formula (7) resembles the usual representation of degenerate kernels, in fact, it expresses $\phi(||x - y||)$ as a series, where each term is a product of two functions of only one variable, i.e., a function of $x$ and the other of $y$. In addition, it identifies two regions where we have two different representations. In fact, the structure of (7) requires us to divide the elements of $A$ into three sets: the elements where $||x|| < ||y||$, those where $||x|| > ||y||$, and those where $||x|| = ||y||$ for which (7) cannot be used. This is an interesting formula resembling a low-rank decomposition of matrix $A$, but unfortunately it does not provide a low-rank representation of the matrix $A$ due to the aforementioned partition of $A$. However, formula (7) provides a local decomposition for $\phi(||x - y||)$ that can be profitably used in the solution of (4).

When the ratio $\rho_x / \rho_y \approx 1$ (but $X$ is substantially different from $Y$), a simple translation operation can be used in formula (8). Let $z = (z_1, z_2) \in \Omega \subset \mathbb{R}^2$ be such that $||y - z|| < ||x - z||$, and let $Z = (z_1, z_2, -t/2)$, then from (8) we have:

$$\phi(||x - y||) = \phi(||x - z|| - ||y - z||)) = G(x - Z; Y - Z) \approx$$

$$\approx \sum_{n=0}^{\infty} \sum_{m=0}^{n} \frac{P_n^{m}(\cos(\theta_{y-z})) P_n^{m}(\cos(\theta_{x-z})) \cos(m(\omega_{x-z} - \omega_{y-z}))}{\rho_x^{n+m}} \frac{\rho_y^{n+m}}{n+m}$$

(12)

where $(\rho_{y-z}, \theta_{y-z}, \omega_{y-z}), (\rho_{x-z}, \theta_{x-z}, \omega_{x-z})$ are the spherical coordinates of vectors $X - Z, Y - Z \in \mathbb{R}^3$, respectively. The translation technique for the computation of $A\varepsilon$ consists in a convenient use of (12). For simplicity of notation, let us define the following quantities: $d_{n,m} = \frac{P_n^{m}(\cos(\theta_{y-z}))}{\rho_x^{n+m}}, j_{n,m}(Y - Z) = \frac{P_n^{m}(\cos(\theta_{y-z})) \rho_y^{n+m}}{n+m}$. Thus, when $||y - z|| < ||x - z||$, we can separate the contribution of $x$ and $y$ in the following way:

$$\phi(||x - y||) \approx \sum_{n=0}^{\infty} \sum_{m=0}^{n} d_{n,m} h_{n,m}(X - Z) \cos(m \omega_{x-z})j_{n,m}(Y - Z) \cos(m \omega_{y-z}) +$$

$$+ \sum_{n=0}^{\infty} \sum_{m=0}^{n} j_{n,m} h_{n,m}(X - Z) \sin(m \omega_{x-z})j_{n,m}(Y - Z) \sin(m \omega_{y-z}).$$

(13)

We can suppose, without losing generality, that the domain $\Omega$ is contained in a square $D \subset \mathbb{R}^2$. In fact, all the approximation formulas in $D$ are formally valid also in $\Omega \subset D$, however, the analysis of this method (like the computational cost) can depend on the particular shape of the domain $\Omega$. The proposed strategy considers a set of partitions of $D$: the first partition is obtained by dividing $D$ into $4 \times 4$ equivalent blocks, the successive are obtained by bisecting the edges of the previous blocks. More precisely, the partition considered in $D$ depends on a recursive index $l$, with $l = 1, 2, \ldots, L$. For each level $l$, the square $D$ is partitioned in $2^{l+1} \times 2^{l+1}$ blocks like in Figure 2, where the first two levels of these partitions are considered. The idea of the proposed strategy is the following: when $y \in X'$ is in a set $S$ (the dark gray squares in Figure 2) of the considered partition, we associate to $y$ the center $z$ of $S$ and we use formula (12) only for $x \in X$ belonging to well-separated squares of the considered partition (the light gray squares in Figure 2). In this way, we obtain a high accuracy of formula (12), even for small values of the truncation index $M$.

Figure 2: Example of the translation technique at levels $l = 1$ (a) and $l = 2$ (b).

In more detail, for each point $y$ in a block at level 1, we choose $z$ as the center of this block as shown in the dark gray block in Figure 2(a). Then, we define the well-separated blocks, with respect to the previously selected block that contains $y$, as those
blocks of points \( x \) such that \( \frac{\rho_{y=x}}{\rho_{x=x}} < \frac{1}{2} \). In Figure 2(a), the well-separated blocks are the light gray ones. So, for each \( y \), in a given block of the partition we apply formula (12) for points \( x \) in the corresponding well-separated blocks of the same partition. In this way, if \( t = 1 \) and \( D \) has unitary edge, we have an error \( E < 2.86 \times 10^{-7} \) when \( M = 10 \), and an error \( E < 4.41 \times 10^{-17} \) when \( M = 20 \). In fact, it is easy to verify that \( \rho_{y=x} \leq \frac{\sqrt{2}}{8} \) and \( \rho_{x=x} \geq \frac{\sqrt{73}}{8} \), so that \( \frac{\rho_{y=x}}{\rho_{x=x}} \leq 0.1655 \). At the second level, i.e. \( l = 2 \), each block of level 1 is partitioned in \( 2 \times 2 \) equivalent squares, thus obtaining 64 blocks, as in Figure 2(b). At level 2, the same procedure is applied to the part of the domain \( D \) that has not already been considered at level 1. So, for each point \( y \) in a smaller block, as the dark gray block in Figure 2(b), we choose \( z \) as the center of the block, and we apply formula (12) for each point \( x \) in the new well-separated blocks, i.e., the light gray blocks in Figure 2(b). Also at this level we have the same accuracy of previous level. The dotted region in Figure 2(b) highlights the region where formula (12) has been already applied and so it does not need to be treated at this level. We repeat this procedure for all the blocks until the finest level \( L \) is reached, where the contributions of the remaining white regions are directly computed by using formula (5) in the matrix action.

In Algorithm 1, we report the translation technique for computing the matrix-vector product \( b = Au \), when \( u \in \mathbb{R}^N \) is a generic vector. In this algorithm, we use the following notation: \( P_l \) is the set of all blocks at level \( l \), \( p \) is one of these blocks, \( S_p \) is the set of the blocks well-separated from the block \( p \), and \( NS_p \) is the set of the blocks which are not well-separated from the block \( p \).

---

**Algorithm 1:** Given \( u \in \mathbb{R}^N \), computes \( b = Au \in \mathbb{R}^N \) as follows.

```
1 b = (0, ..., 0)^T;
2 for l = 1, ..., L do
  3 for p ∈ \( P_l \) do
    4 if \( p \in S_p \) then
      5 Compute the contribution of \( p \) from formula (13)
    6 for \( p \in S_p \) do
      7 Compute the contribution of \( x \) from formula (13)
    8 end
  9 end
10 end
11 for \( x \in S_p \) do
  12 Compute the contribution of \( x \) from formula (13)
13 end
14 for \( x \in NS_p \) do
  15 for \( y \in NS_p \) do
    16 Compute the contribution of \( x \) and \( y \) from formula (4)
17 end
18 end
19 end
20 end
21 for \( x \in \mathbb{R}^N \) do
  22 Compute the contribution of \( x \) from formula (4)
23 end
24 end
```

2.3 The computational cost

The recursive procedure described in the previous section gives an efficient method for computing \( Au \), where \( u \in \mathbb{R}^N \) is a generic vector and the data sites in \( \lambda \) are generic points of the domain \( \Omega \). However, for the sake of simplicity, we suppose a uniform
distribution of points, so at the generic level \( l \), each block \( p \) contains \( N_{4^{l+1}} \) data sites. As illustrated in Algorithm 1, we have that

\[
\sum_{j=1}^{N}\sum_{i \in P_{j}} \left( \sum_{n=0}^{M} \sum_{m=0}^{n} \left( d_{n,m}h_{n,m}(X_{i} - Z)\cos(m\omega_{x_{i}}) \right) \left( \sum_{v \in \mathcal{P}} h_{v,m}(Y_{j} - Z)\cos(m\omega_{y_{j}})u_{j} \right) + \right.
\]

\[
+ \sum_{n=0}^{M} \sum_{m=0}^{n} \left( d_{n,m}h_{n,m}(X_{i} - Z)\sin(m\omega_{x_{i}}) \right) \left( \sum_{v \in \mathcal{P}} h_{v,m}(Y_{j} - Z)\sin(m\omega_{y_{j}})u_{j} \right) \right) + \sum_{j \in \mathcal{P}} \sum_{i \in \mathcal{P}_{j}} A_{i,j} u_{j},
\]

for all \( i \). Let \( c_{1} \) be the cost of lines 5–16 in Algorithm 1, so \( c_{1} \) is equal to the cost of

\[
v_{n,m}(Z) = \sum_{j \in \mathcal{P}} h_{v,m}(Y_{j} - Z)\sin(m\omega_{y_{j}})u_{j} \quad \text{and} \quad w_{n,m}(Z) = \sum_{j \in \mathcal{P}} h_{v,m}(Y_{j} - Z)\cos(m\omega_{y_{j}})u_{j},
\]

for all \( n = 0,1,\ldots,M \), \( m = 0,1,\ldots,n \), that is \( 4KN_{2} \), where \( N_{2} \) are the number of points of \( \mathcal{X} \) contained in \( p \) and \( K = (M + 1)(M + 2)/2 \). Thus, considering a block \( p \) at a generic level \( l \), we have

\[
c_{1} \leq 4N_{\frac{4^{l+1}}{1}},
\]

Let \( c_{2} \) be the cost of lines 2–27 in Algorithm 1, that is the cost of

\[
\sum_{n=0}^{M} \sum_{m=0}^{n} d_{n,m}h_{n,m}(X_{i} - Z)\sin(m\omega_{x_{i}})v_{n,m}(Z) \quad \text{and} \quad \sum_{n=0}^{M} \sum_{m=0}^{n} d_{n,m}h_{n,m}(X_{i} - Z)\cos(m\omega_{x_{i}})w_{n,m}(Z),
\]

where \( K \) is defined above and gives the number of addenda in each sum appearing in (16). At level \( l \geq 2 \), each block of the level \( l - 1 \) is divided into 4 blocks, so fixing the block \( p \) of the first level, \( p \) is divided into \( 4^{l+1} \) blocks at level \( l \). For each small block there are at most 27 well-separated blocks. Thus, the cost \( c_{2}^{(l)} \) at level \( l \) is

\[
c_{2}^{(l)} \leq 4K12N_{\frac{4^{l+1}}{16}} = 3KN,
\]

where \( K \) is defined above and gives the number of addenda in each sum appearing in (16). At level \( l \geq 2 \), each block of the level \( l - 1 \) is divided into 4 blocks, so fixing the block \( p \) of the first level, \( p \) is divided into \( 4^{l+1} \) blocks at level \( l \). For each small block there are at most 27 well-separated blocks. Thus, the cost \( c_{2} \) at level \( l \) is

\[
c_{2} \leq 4K12N_{\frac{4^{l+1}}{16}} = 27KN.
\]

Since in the costs \( c_{2}^{(l)} \), \( l = 1,2,\ldots,L \), we fixed a block of the first level and we referred to it during the calculations, by considering also that there are 16 different blocks at the first level, we have

\[
c_{2} \leq 16 \sum_{l=1}^{L} c_{2}^{(l)} \leq 108KNL.
\]

Let \( c_{3} \) be the cost of lines 28–35 in Algorithm 1, that is the cost of

\[
\sum_{j \in \mathcal{P}} A_{i,j} u_{j},
\]

for all \( i \in NS_{2} \) and \( p \in P_{1} \). With analogous arguments to the ones used above, i.e., the number of blocks in the first level, the number of blocks obtained at level \( L \) from the subdivision of a first-level block into smaller blocks and the number of points into a block, considering also that the maximum number of non well-separated blocks is at most 9, we obtain

\[
c_{3} \leq 164^{l-1}N_{\frac{4^{l+1}}{1}}, \quad g_{2} = 9N_{\frac{4^{l+1}}{4^{l+1}}} = 9N_{\frac{2^{l+1}}{2^{l+1}}},
\]
So, the total cost of the procedure is
\[ c = c_1 + c_2 + c_3 \leq N \left( \frac{4K}{4^{1/2}} + 108K + \frac{9N}{4^{1/2}} \right) \leq N \left( 109K + \frac{9N}{4^{1/2}} \right). \]  

In formula (17), the parameters \( K \) and \( N \) are fixed before the procedure, whereas the number of levels \( L \) should be chosen in order to obtain the minimum \( c \). Now, if we consider the upper bound for \( c \), we should search for the minimum of this upper bound. In more detail, let \( \alpha = 109K, \beta = 9N/4, g(\lambda) = \alpha \lambda + \frac{\beta}{4^\lambda} \), where \( \lambda \) is the real extension of the integer variable \( L \). Then, it can be shown that \( g \) has a minimum in \( \lambda_{\text{min}} = \log_4 \left( \frac{\beta \log_4(4)}{\alpha} \right) \), where \( g(\lambda_{\text{min}}) = \frac{\alpha}{\log_4(4)} \log_4 \left( \frac{\beta \log_4(4)}{\alpha} \right) + 1 \). A similar result can be obtained without the extension of the integer variable \( L \), because of the convexity of the function \( g \). In conclusion, the upper bound of \( c \) is proportional to \( N \log_4(N) \).

### 3 Numerical simulations

We present a numerical experiment performed with the technique described in the previous section, in order to show the accuracy and the efficiency of the proposed method. The experiment consists in computing the product of the matrix \( A \) and a random vector whose components range is \([-1, 1]\), by using two different techniques: the standard matrix-vector multiplication, and the translation technique described in Section 2.

We fix the shape parameter \( t = 1 \). We note that the value of the shape parameter does not affect the theoretical basis of the method as described in section 2. However, it can slightly influence the convergence of the method and in turn the computational cost analysed in the previous section. In particular, the parameter \( t \) appears only in the quantities \( h_{x,m} \) and \( h_{x,n} \), which can be calculated outside the procedure and stored in appropriate matrices. From standard arguments in RBF literature, the shape parameter can significantly affect the conditioning of the linear system. From preliminary numerical experiments, not reported in this paper, the proposed method only slightly affects the system conditioning. A deeper analysis is required to precisely state this result.

We consider the set of quasi-random \( N \) Halton points [15] in \( \Omega = [0, 1]^2 \), with \( N = 2(4), 4(4), 6(4), 8(4), 1(5) \), where \( x(y) \) denotes the real number \( x \cdot 10^y \). Furthermore, in the translation technique, the truncation index in (12) is fixed to \( M = 10 \) and the maximum number of levels is \( L = 1, 2, 3 \). The results are reported in Table 1 and Figure 3. Table 1 shows the elapsed time \( T \) in the computation of the product of \( A \) and a random vector by using a standard row-column product, the elapsed time in the same computation by using the translation technique, the absolute error \( E \) in infinity-norm between the result computed by the translation technique and the one obtained by the standard row-column product, and the number of levels \( L \) that gives the best efficiency result among \( L = 1, 2, 3 \). In addition, Figure 3 reports a comparison of the execution times of the different methods. In the \( x \)–axis the number of interpolation points is reported, while the vertical axis gives the normalised execution time, that is the execution time divided by the number of interpolation points, i.e., \( \frac{T}{N} \). The line with circular markers represents the usual matrix-vector multiplication, while the line with squared markers represents the proposed technique. In Figure 3, the substantial reduction of the execution time can be easily appreciated, as well as the logarithmic trend of the proposed strategy.

The results in Table 1 and Figure 3 have been obtained on a Workstation equipped with an Intel(R) Xeon(R) CPU E5-2620 v3 @2.40GHz, operative system Red Hat Enterprise Linux, release 7.5. All computations have been made in double precision and the FORTRAN codes have been compiled by the NAGWare f95 Compiler.

| \( N \) | Standard | Translation |
|---|---|---|
| 2(4) | 1.62(0) | 1.58(0) | 2.67(−9) | 1 |
| 4(4) | 1.79(1) | 5.23(0) | 4.61(−9) | 2 |
| 6(4) | 3.21(1) | 9.78(0) | 6.62(−9) | 2 |
| 8(4) | 8.38(1) | 1.58(1) | 8.72(−9) | 2 |
| 1(5) | 1.28(2) | 2.33(1) | 1.06(−8) | 2 |

**Table 1:** Execution times \( T \) (in seconds), relative error \( E \) and number of levels \( L \) by varying the number of points \( N \), for the truncation index \( M = 10 \), where \( x(y) \) denotes the real number \( x \cdot 10^y \).

From these results, we can observe a substantially reduced computational time \( T \) of the translation technique with respect to the standard computation, especially for large value of \( N \). Moreover, the error \( E \) shows the high accuracy provided by the proposed method despite the small value of the truncation index \( M \).
4 Conclusions

We considered a scattered interpolation problem with the IMQ-RBFs and we proposed an efficient strategy for computing the product between the coefficient matrix and a generic vector. This method is based on the well-known decomposition formula in spherical coordinates for the Laplacian operator and a simple translation technique. The presented numerical experiments show strongly promising results, both for the efficiency and the accuracy of the proposed technique. In fact, such computational strategy has a smaller computational cost than the standard matrix-vector multiplication, and the computed numerical solutions are almost the same. These results encourage further investigations about this method. In particular, such strategy should be implemented into an iterative method for the solution of the interpolation problem. An interesting future development of this work is also the generalisation of this technique to other choices of RBFs as well as to the collocation problem for the solution of differential equations. Finally, the decomposition of $A$ could be profitably exploited for the construction of ad-hoc preconditioner for the interpolation problem.
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