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ABSTRACT

Although a variety of techniques to detect malicious websites have been proposed, it becomes more and more difficult for those methods to provide a satisfying result nowadays. Many malicious websites can still escape detection with various Web spam techniques. In this paper, we first summarize three types of Web spam techniques used by malicious websites, such as redirection spam, hidden IFrame spam, and content hiding spam. We then present a new detection method that adopts the perspective of users and takes screenshots of malicious webpages to invalidate Web spams. The proposed detection method uses a Convolutional Neural Network, which is a class of deep neural networks, as a classification algorithm. In order to verify the effectiveness of the method, two different experiments have been conducted. First, the proposed method was tested based on a constructed complex dataset. We present comparison results between the proposed method and representative machine learning-based detection algorithms. Second, the proposed method was tested to detect malicious websites in a real-world Web environment for three months. These experimental results illustrate that the proposed method has a better performance and is applicable to a practical Web environment.
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I. INTRODUCTION

The Internet has become an indispensable part of people’s life. However, while the Internet brings prosperity, it is also causing problems like illegal websites, fake medical websites, pornographic, gambling, etc. Despite the fact that various detection techniques were applied, the number of malicious websites continues to grow. The large amount of malicious information on the Internet is harmful to the health of Internet users, especially kids and teens [1], [2].

To detect malicious websites, researchers have come up with a lot of methods, including heuristic methods, machine learning based methods, and so on. Nowadays people usually use machine learning methods to analyze text and image information from websites but due to the huge temptation of profits, the malicious websites use a variety of Internet spam techniques to evade regulation. Therefore, to solve the problem, it is necessary to first summarize the commonly used spam techniques for preventing malicious website detection methods. For instance, the redirection spam and hidden IFrame spam provide false content to crawler, which leads to severe false negatives. The content hiding spam usually presents legitimate content but contains invisible malicious information, which cannot be seen by browsers and users so that it leads to a high false-positive rate to the detection methods.

A redirection spam gives the crawler a Web page containing the wrong content, but automatically displays an unrelated page to users. JavaScript redirection is the best Web spam redirection technique, which renders spam content to a script-independent crawler but automatically redirects a browser that can parse the script to a different URL when the page is loaded [3]. For example, http://www.bowas.cn/ is a typical malicious site using the redirection spam technique. From the script-agnostic perspective, it provides entertainment and gossip information; but for a scripted
browser, the content presented on the Web page is not the case. For instance, as soon as the source code is loaded, the browser will execute a JavaScript file with the path http://www.tuniubb.com/js1/tz.js, which contains a redirection operation to the URL: http://www.tuniubb.com/js1/11.php. Then the browser will load this PHP page, but 11.php is not the end. It further goes through 302 redirects to http://www.wuxin4.com/. In other words, what users eventually see in the browser is http://www.wuxin4.com/, which is a porn page. It is seen that the loading of http://www.bowas.cn/ experiences two different redirections. The first is executing the content of the JavaScript file, and the second is executing a 302 redirection. The redirection process is transparent to the users, who finally access a pornographic website, and thus the purpose of criminals is achieved.

An IFrame is a `<iframe>` tag used to nest other pages in a page. The IFrame is often used to nest slow-loading third-party content such as ICONS and advertisements. It is a convenient function as people only need to modify `<iframe>` content, and then the nested web content are modified consistently. However, this advantage is also put to bad use by malicious websites to avoid regulation. For example, the malicious website http://www.qpbuh.cn/ adopts the hidden IFrame spam technique. For a script-agnostic parser, the page is a legal news website. But for users, it is a gambling website, which is presented by https://www.66youyi.com/. Fig. 1 shows a source code fragment of this website. Line 27 shows the website embeds an IFrame with JavaScript. The embedded uniform resource locator (URL) is presented by string concatenation instead of a single string to confuse the parser.

Unlike the redirection spam and hidden IFrame spam, the content hiding spam (including text and hyperlink hiding spam) provides a same page to the crawler and browser, but the browser only shows part of the content. In other words, some text (including the anchor text) is invisible to users. Geng, et al. give a detailed taxonomy of hyperlink hiding spam, which is one typical form of content hiding spam [4]. The statistics show that many legitimate websites contain hidden anchors and hyperlinks. But unfortunately, most of the hidden anchors also consist of malicious terms. As a result, a legitimate website with hidden links and texts is easily misjudged as a malicious website because it contains a large amount of malicious vocabulary, although the vocabulary is invisible to users.

The wide use of website design techniques, especially JavaScript, makes malicious redirection, IFrame and, content hiding much easier to use. At the same time it makes malicious website detection more difficult. One biggest challenge malicious website detection now faces is that it is hard to determine whether the parsed web content is correct for analysis or not. It leads to a low performance of the malicious website detection methods.

However, although the difficulty seems hard to overcome, there is still one way to avoid all the confusions caused by the spam techniques and keep away from the complex resolving process. The way is to judge a website by what the website finally presents to users. In other words, if the users finally see fake medicine advertisements, pornography, or other illegal contents, it is a malicious website.

Therefore, according to the analysis above, we adopt the end-users’ view and propose a malicious website detection method using a Convolutional Neural Network (CNN) to learn and recognize screenshot images of webpages. In order to eliminate the influence of chaotic and complex information, our method realizes the independence of the used-to-be necessary information provided by source code of parsed webpages. What is more, it makes use of the good performance of CNNs in image learning and classification. The proposed method can reduce the false positive rate and increase the coverage rate so that it can effectively prevent the above mentioned three spam techniques.

The rest of this paper, which is an extension of the paper presented in [5], is organized as follows: Section II provides some related work. Section III presents our proposed malicious website detection method. Section IV presents the conducted experimental results. Section V provides some discussions. Section VI concludes this paper.

II. RELATED WORK
With the accelerating development of Internet technology, malicious websites are widely spread and related techniques keep innovating as well. Accordingly, malicious websites detection methods are also updating and improving. Early
Internet filtering software rely more on non-machine learning based methods, such as blacklisting and sandbox [6]–[8]. As machine learning techniques are advanced [9]–[11], most detection methods start using machine learning based techniques, such as AdaBoost, Naive Bayes, Random Forest, Support Vector Machines (SVM), and so on [12]–[18]. At present, deep learning methods like a CNN and a Recurrent Neural Network (RNN) are becoming more popular and have shown good performance in malicious websites detection [19]–[25].

A. NON-MACHINE LEARNING TECHNIQUES
Early detection methods are not based on machine learning techniques. Fukushima et al. analyzed the domain information of malicious websites and evaluated their reputations of Internet Protocol (IP) address blocks and registrars, and based on these they proposed a blacklisting method that combines IP address blocks and registrars with low reputation [6]. Dewald et al. proposed ADSandbox on the users’ side to detect JavaScript based attacks and they achieved a false positive rate of zero [7]. Zhang et al. introduced a blacklisting system based on a ranking scheme, which uses the attacker’s history and the attacker’s most recent log generation pattern to measure the close relationship between the source of the attack and the contributor. The blacklist system also integrates a number of log prefilter and severity measures to capture how well an attacker’s alert pattern matches the spread of common malware [8].

These old fashioned methods usually cannot achieve an overall satisfying accuracy but they can efficiently select a suspicious URL set. This feature makes the old methods useful as a preprocessing step for methods of higher accuracy.

B. CLASSICAL MACHINE LEARNING TECHNIQUES
Researchers extract various types of information and adopt different classical machine learning algorithms for classification. Some researches mainly use text features for classification. Ankit and Gupta extracted features from URLs and source code from users’ side and adopted Random Forest as the classifier [18]. Desai et al. selected 22 features such as URL length and Google Index and adopted SVM, K Nearest Neighbor (KNN) and Random Forest as the classifier [16]. Gupta and Sachdeva used SVM to detect malicious URLs in Facebook [17]. Altay et al. extracted keywords from the requested HTML contents of the webpages and used SVM, maximum entropy, and extreme learning machines for the classification of websites [12]. In addition to text information, image information are also used for detection. Geng et al. analyzed visual brand entities like favicon, logo, and copyright notice in phishing Web sites, extracted brand features and brand authorization features and used C4.5 as the classification algorithm [13]. Marchal et al. captured the images of webpages and used them as the phishing detection data [14], but they only extracted information on terms from the images through optical character recognition [15], and left over other potentially useful information.

These researches extracted various information for classification, such as URL related information, text, and image information from html content but none of them have considered multiple Web spam techniques widely used in malicious websites, which will cause inefficient detection. As discussed before, the redirection spam and hidden IFrame spam provide false content to a crawler, which leads to severe false negatives and the content hiding spam contains legitimate content but with invisible sensitive words, which cannot be seen by browsers and users, but not to detection model, which leads to high false-positive rate. In other words, different types of spam techniques make parsed html contents much less meaningful, and thus yield lower detection accuracy.

C. DEEP LEARNING TECHNIQUES
Nowadays more researchers start to adopt deep learning methods to detect malicious websites. Some research compares classical machine learning methods with deep learning techniques. Sirageldin et al. selected URL lexical features and page-contents features and used SVM, Decision Tree, Naive Bayes, KNN and Artificial Neural Network (ANN) as the classification algorithms and ANN performs best [21]. Harikrishnan et al. used random split and time split to split the data for training, and adopts both classical machine learning techniques (e.g., SVM, Logistic regression, Naive Bayes, KNN, Decision Tree, Random Forest, AdaBoost) and deep learning techniques (e.g., CNN, Long Short-Term Memory models (LSTM), and CNN-LSTM) [23]. Brasoveanu and Andonie also adopted both classical and deep learning techniques such as Logistic Regression, Decision Tree, SVM, CNN, and Bidirectional LSTM (BiLSTM) [19]. Generally deep learning methods perform better than traditional ones. However, in their data sets, the numbers of malicious and legitimate URLs are balanced, which is not what happens in a real Internet world. In the real Internet world, unbalanced positive and negative data actually cause the detection difficulty high and affect the detection accuracy. Besides, the spam techniques which will weaken detection performance are not taken into consideration in their work.

Some recent works focus on deep learning methods. For example, Peng et al. proposed a joint CNN and LSTM based attention mechanism [25]; Mahudeswaran and Liu combined RNN and LSTM [20] and Wang et al. put forward a bidirectional LSTM algorithm based on CNN and independent RNN [22]. These research proved their method best in their data sets. However, the number of legitimate and malicious data in their experiments are still similar and they don’t take spam techniques into account either. Smadi et al. combined neural network with reinforcement learning to detect phishing in the online mode [24], which adapts to the real Internet much better but still without spam techniques considered.

Therefore, due to the limited, not-supposed-to-be balanced data which are mainly gained from the source code and URL, and most important, spam techniques like redirection spam, hidden IFrame spam, and content (text/hyperlink) hidden spam, a severe detection evasion still remains unsolved.
Zhou et al. took a cloaking spam into consideration and extracted the text and structure features of HTML code, which was then parsed through simulating the progress how browsers work [26]. This method reduces the false negative rate but some legitimate websites can be sometimes misjudged due to the legitimate websites can also contain hidden text or hyperlinks. Besides, this method only analyzes text information and excludes image information, which may also miss some malicious websites using pictures to avoid detection. At last, a JavaScript parser is not capable enough to handle the large amount of websites.

On this basis, we adopt the perspective of users and takes screenshots of malicious webpages to invalidate Web spams and uses a CNN as our classification algorithm. Experiments have been conducted in both constructed complex unbalanced dataset and in the real-world Internet environment. All the results show that our proposed method can avoid problems caused by the spam techniques and is efficient enough to detect large amount of malicious websites, even in the real Internet environment.

III. PROPOSED METHOD

As mentioned earlier, we select end users’ perspective to obtain the needed information and use a CNN to analyze captured webpage images for malicious websites detection. The proposed method is further introduced below.

A. WEBPAGE SCREENSHOT

Nowadays, a construction of web pages becomes more and more intricate and the content becomes more and more abundant as well, which contains a large amount of information to identify. Beyond that, as has been mentioned, criminals design websites with various spam techniques such as redirection, embedding, and hiding in order to escape detection. However, in spite of the advanced spam techniques, what does matter to judge a malicious website lies in the webpage finally presented to end users by browsers. It means if the webpage shows malicious content, it is a malicious website. Thus, all the complexities caused by diverse website content and construction techniques can be simplified and the way to detect malicious websites is pointed out that the webpage eventually rendered by the browser is what is really needed by a detection model.

When crawling a webpage, we can only obtain the website’s source code. In other words, we cannot get dynamically loaded information generated by JavaScript just from the source code. Luckily, there is an interface called WebDriver which enables developers to create automated tests imitating real user interactions [27]. It offers a language independent protocol that provides remotely controlling the conduction of web browsers [28]. WebDriver offers navigations to web pages, user input, JavaScript execution, and other support. Servers often used to implement WebDriver’s wire protocol such as ChromeDriver, FireFoxDriver, and PhantomJS. For the purpose of a fast screenshot speed, we select a headless Web driver scriptable with JavaScript to realize multi-threaded concurrency. Fig. 2 presents an example of a screenshot of a phishing website about a giving away of Bitcoins.

B. DETECTION MODEL

A CNN, just as its name has implied, means that it is a network that uses convolution; to be more specific, it uses convolution instead of matrix multiplication in at least one layer [29]. LeCun et al. in 1998 first proved high performance of a CNN model for handwriting recognition [30]. Since then, CNNs have been becoming more and more popular in more different fields, such as natural language processing [31], disaster climate discovery [32], and clinical medicine [33], which all proved the great performance of the CNNs. What is more, to be noted, a CNN is used to analyze visual images at the very beginning and it can reduce the complexity of the model by sharing convolution weight and in a way help solving an overfitting problem.

There are two main reasons why we adopt a CNN to analyze and classify the captured images of malicious website:

1) Manual feature extraction models are often used for image category. However, nowadays the CNN proves its outstanding performance in such tasks, especially when compared with the traditional models in categorizing large numbers of samples.

2) Despite a long time of the CNN training process, it has a fast detection speed, which can solve the detection problem caused by the rapid change of numerous malicious websites.

In order to make the detection more efficient on the constructed unbalanced and complex dataset and in the real Internet environment, after studying on the structures of the classical deep learning models such as AlexNet, VGGNet, GoogLeNet, and Deep residual learning [34]–[37], we adopted the following CNN model structure shown in Fig. 3.

The model structure is as follows:

- The input layer is a screenshot of the page with the size adjusted. The size is $W \times L \times 3$, where 3 represents the three channels.
- The first convolution layer contains $M_1$ convolution kernels, whose size is $K_1$, and it is activated by a Rectified Linear Unit (ReLU) and maximally pooled. The pooling window is $(P_1, P_1)$.
- The second convolution layer contains $M_2$ convolution kernels, whose size is $K_2$, and it is activated by a
ReLU and maximally pooled. The pooling window is $(P_2, P_2)$.

- The third convolution layer contains $M_3$ convolution kernels, whose size is $K_3 \times K_3$, and it is activated by a ReLU and maximally pooled. The pooling window is $(P_3, P_3)$.

- The full connection layer has $N$ neurons, and is activated by ReLU. It prevents overfitting through dropout and further output labels through a sigmoid function.

This model is composed of three spatial convolution layers and one fully connected layer. It creates batches of augmented data so that training data can be enriched and overfitting can be prevented. In addition, we use the random rotation, flip, shift, shear and so on as data augmentation approaches. The size of input images is adjusted to $W \times L = 256$.

Each of the first two convolutions has 32 output filters (i.e., $M_1 = M_2 = 32$), and the third one has 64 output filters (i.e., $M_3 = 64$). The size of the convolution kernel is $3 \times 3$, where $K_1 = K_2 = K_3 = 3$. The output of the convolution layer is then mapped nonlinearly. We choose a ReLU shown in Eq. (1) as an activation function for the CNN as it provides fast convergence speed and can easily find the gradient.

\[
ReLU(x) = \begin{cases} 
0 & x \leq 0 \\
\text{x} & x > 0.
\end{cases}
\] (1)

We set the max pooling layers of the model as 3 and the pool size as $(2, 2)$, where $P_1 = P_2 = P_3 = 2$, which makes the input in half on both spatial dimensions.

In addition, a full connection layer with 64 neurons (i.e., $N = 64$) and is connected after several convolution and pooling layers. The convolutional layer and pooling layer are regarded as the process of an automatic image feature extraction. After the image features are extracted, the fully connected layer is used to realize a classification task. Then, at the fully connected layer, the neural network randomly discards half units during the training phase.

The prediction output layer accounts for image prediction and determines the corresponding website category. Considering that it is a binary classification problem, we adopt the sigmoid function shown in Eq. (2).

\[
sigmoid(x) = \frac{1}{1 + e^x}.
\] (2)

If the sigmoid value is bigger than 0.5, the corresponding site is classified as a phishing website; otherwise, it is recognized as a legitimate website.

In order to match the sigmoid activation function, the following loss function is used in our CNN model.

\[
loss(x, z) = - \sum_i (x[i] \cdot \log(z[i]) + (1 - x[i]) \cdot \log(1 - z[i])),
\] (3)

where $x$ is the output and $z$ is the target. The advantage of binary cross-entropy as a loss function is that the sigmoid function can avoid the problem of a reduced learning rate of the mean square error loss function when the gradient descends, because the learning rate can be controlled by the error of the output.

The optimizer used in the CNN model is an Adam optimization algorithm, which is an extension to stochastic gradient descent that has recently seen broader adoption for deep learning applications in computer vision and natural language processing.

### IV. EVALUATION

In order to verify the effectiveness of the method, we conducted two kinds of experiments: one is conducted on a constructed complex dataset and the other is conducted in the real-world Web environment.

#### A. EXPERIMENT 1: EVALUATION BASED ON THE CONSTRUCTED DATASET

To evaluate the validity of the proposed method, we first constructed a complex dataset and evaluated the proposed method on it. We then compared the experiment result of our method with other detection methods on the same dataset.

1) **CONSTRUCTED COMPLEX DATASET**

To test whether the proposed method is effective and practical, a complex data set is constructed in this paper, and its complexity is demonstrated as follows:

- Malicious website data covers socially reported data, data provided by search engines, randomly and manually selected data by the host and so on, which, to be more specific, includes gambling, pornographic, fishing samples, and the like. What is more, about 36% of the collected malicious websites use the three types of spam techniques discussed in the first section, which for most classical machine learning methods, it is very difficult to detect, for as mentioned before, the parsed web content is fine for parser but not the case at all for end users.

- Legitimate website data consists of DMOZ data [38], search engine data and data manually labeled through access to random hosts. The complexity lies in the fact that many positive samples also use text/hyperlink hiding techniques and they sometimes contain sensitive words as well, so this usually misleads detection and leads to a high false positive rate.
In addition to the multiple spam techniques mentioned above, there are still some positive websites that are difficult for even manual auditors to identify. To collect our data, we invited three volunteers to label each website, and whether it is a malicious website follows the rule that the minority is subordinate to the majority. It is not surprising to find that the decisions made by three volunteers are sometimes inconsistent, for some websites are collected by search engines because of sensitive words they contain. Besides, even after training, the volunteers’ perceptions of malicious sites still vary from one to another.

On one hand, these kinds of data greatly increased the difficulty of detection; however, on the other hand, because they are very confusing for most current detection models and even human beings, it helps make the data more like those in the real Internet world nowadays.

The constructed dataset includes 6,104 samples in total, with 2,375 samples of malicious websites and 3,729 samples of legitimate websites. This complex and imbalanced dataset makes sure the evaluation of the proposed method and the further comparative experiment between this method and traditional machine learning methods valid and reliable. In addition, it makes the proposed method suitable for the detection in the real Internet environment as well.

2) DETECTION METRICS

The detection metrics used in this paper include the accuracy, precision, True Positive Rate (TPR), False Positive Rate (FPR), F1-Measure ($F_1$), loss, and Area Under Curve (AUC). Before discussing these detection metrics, we first clarify the concept of the basic terms as: 1) true positive refers to correctly predicted event values; 2) false positive refers to incorrectly predicted event values; 3) true negative refers to correctly predicted no-event values; and 4) false negative refers to incorrectly predicted no-event values. Then, a confusion matrix is made for summary in Table 1.

| Predicted Label | Reality (Truth) |
|-----------------|-----------------|
| event           | True Positive ($TP$) | False Positive ($FP$) |
| no-event        | False Negative ($FN$) | True Negative ($TN$) |

With the clear definitions of these terms, we can further make clear of the detection metrics:

- **Accuracy** calculated as \(\frac{TP+TN}{TP+TN+FP+FN}\) is the most intuitive measure of performance, which is simply the ratio of correctly predicted items to total items.
- **Precision** calculated as \(\frac{TP}{TP+FP}\) is the ratio of correctly predicted positive items to the total predicted positive items.
- **TPR** (also known as recall) calculated as \(\frac{TP}{TP+FN}\) is the ratio of correctly predicted positive items to all the positive items that should be predicted.
- **FPR** calculated as \(\frac{FP}{FP+TN}\) is the ratio of falsely predicted positive items to all the negative items that should be predicted.
- **$F_1$** calculated as \(\frac{2\times(\text{Recall} \times \text{Precision})}{\text{Recall} + \text{Precision}}\) is the weighted average of the precision and the recall. Therefore, this metric takes both false positive and false negative into account.

Although it is not as easy to understand as accuracy, the F1-measure is usually more useful than the accuracy, especially when you have an uneven class distribution.

- **Loss** is calculated on training and validation when training a CNN model. The loss value indicates how well or poorly a certain model behaves after each iteration of optimization. The lower the loss, the better a model is, under the condition that the model has not over-fitted to the training data. Ideally, one would expect the reduction of loss after several iterations. Unlike the accuracy, the loss is not a percentage. It is a summation of the errors made for each example in training or validation sets.
- **AUC** provides an aggregate measure of performance across all possible classification thresholds. One way of interpreting AUC is as the probability that the model ranks a random positive example more highly than a random negative example.

3) EVALUATION OF THE PROPOSED METHOD BASED ON THE DATASET

Keras is used to setup the experiments [39]. Keras is an advanced neural network API written in Python which runs on TensorFlow [40]. The CNN structure used in the experiments are shown in Fig. 3 in Section III and of course all the parameters, such as the convolution kernel size, pool size and so on are also set the same as the values discussed in the section. In addition, batch_size is set as 32, and epochs are set as 61 in our experiment. The parameters for image data augmentation are also set: rescale = 1/255, shear_range = 0.2, zoom_range = 0.2, horizontal_flip = True.

We randomly select 60% of the samples as training set, 20% of the samples as validation set, and 20% of the samples as test set. Then the training set has 3,662 samples, the validation set has 1,221 samples, and the test set has 1,221 samples. The above random sampling process was carried out three times, and three groups of training, verification and test data were obtained. In order to reflect the performance of the algorithm in a more objective way, the data shown in this section are the average values of the experimental results obtained on three sets of data. Fig. 4 shows the loss and accuracy rate of the proposed method based on the training set and validation sets.

The horizontal axis in Fig. 4 represents the number of times epoch. One epoch is one forward pass and one backward pass of all the examples. Fig. 4 shows the change of loss, accuracy, $F_1$ and AUC as the number of epochs increases. On the training set, with the number of iterations increasing, the loss value decreases and the accuracy increases continuously. When the number of iterations is less than 11, the loss value on the validation set is similar to that on the training set and so
are the accuracy, $F_1$ and AUC values; but when the number of iterations is more than 11 times, the loss value begins to oscillate slightly on the validation set, and accuracy, $F_1$ and AUC values shows a slow growth trend on the validation set until the iterations reaches 51 times. With more iterations, accuracy, $F_1$ and AUC on the validation set begin to decline. That is to say, the model is over fitting after 51 iterations. Therefore, in the following comparative experiments on the testing set, the iteration is set as 51 times.

4) COMPARISON OF THE PROPOSED METHOD WITH OTHERS

Comparisons between our method and other methods on the testing set were made to further test the effectiveness and practicability of the proposed method. Other methods refer to the classical feature-based machine learning methods, that is, using traditional machine learning methods to analyze website information obtained through page crawling, similar to the way that commercial search engines collect data. In this experiment, we chose some commonly used traditional machine learning methods, including Naive Bayes, Random Forest, Logistic Regression, SVM, and Scale-Invariant Feature Transform (SIFT)+SVM. Table 2 presents the comparative result of different malicious website detection methods. The models are all trained on the training set, and the experiment results shown in the following table are the results on the testing set.

As shown in Table 2, among the traditional methods, SVM shows good performances with “0.8214” in precision and “0.7792” in $F_1$, but still much lower than CNN that provides “0.9184” for precision and “0.9271” for $F_1$. Naive Bayes has the high recall rate of “0.7502”, but still much lower than CNN. Random Forest performs good in FPR with “0.0801”, but still higher than CNN, which provides “0.0531” for FPR. The result that traditional methods using text classification by page crawling is not satisfying on testing set is mainly caused by the popularity of spam techniques. However, the script-enable text recognition method works much better. It is because, through JavaScript parsing, the first two types of spams above can be effectively solved, but it is still ineffective for content and hyperlink hiding techniques.

Compared with the above methods, the detection method based on visual screen images can effectively solve various types of cloaking and hidden spams. Particularly, due to the good performance of the CNN, the proposed screenshot image recognition method surpasses the classical feature-based machine learning methods and has shown the best performance. All the experiment results prove that the proposed method can work effectively in malicious website detection.

B. EXPERIMENT 2: EVALUATION OF THE PROPOSED METHOD IN THE REAL WEB ENVIRONMENT

In order to verify the malicious website discovery ability of the proposed algorithm in the complex real-world Web environment, a system based on the proposed method was developed, and the system was put into practice for three months.

Although the proposed method shows good performance on the collected dataset, it will take a very long time for large-scale webpage screenshots in the real-world Web environment. Because although headless Chromedriver can be used in multi-threaded situations, the screenshot ability of standalone server is still limited. Consequently, if having a cluster of dozens of servers, the method proposed in this paper can be directly used as an independent and complete detection
solution. However, if the number of servers is limited and the amount of data to be detected is particularly large (e.g., greater than 10 million websites), it is better to use some other filtering methods first, and use the proposed method at later stage. Therefore, we used the domain name registrant and domain name resolution server etc. to lock the suspected malicious website targets in the previous stage. In other words, simple content independent analysis methods were used to quickly filter out the suspected malicious websites, and the detection was then conducted using the proposed method.

We put the proposed method into practice and the result was encouraging. A malicious website discovery system was developed based on the proposed method and was deployed on five machines. The detection data source contained nearly 20 million websites. From March 1st, 2018 to May 31th, 2018, the system discovered 96,236 malicious websites. Then the discovered websites were reported to National Domain Name Complaint Processing Center (NDNCPC). According to NDNCPC’s feedback, 91,357 reports were confirmed as malicious websites. During this period, a total of 97,635 reports were identified as malicious websites by NDNCPC. In other words, 93.55% of malicious websites reports were from our system, which means it has become the main discovery channel of malicious websites of NDNCPC. It should be noted that usually the service of malicious websites is not stable, so for example, those websites that were not identified as malicious are mostly because they were not accessible when they were manually identified.

V. DISCUSSION

The experiments in Section IV show that the proposed method can effectively combat malicious websites using Web spam techniques. The reason is that the proposed method selects end users’ perspective, which invalidates Web spam behaviors at all hidden middle layers. But it is worth mentioning that, the proposed approach does not distinguish which of the identified malicious websites employ spam techniques. Then, one question arises: Can we first determine which sites use spam techniques, and then design corresponding algorithms to detect whether it is a malicious website? This is a seemingly reasonable logic, but it is quite difficult to really make it happen. On the one hand, all kinds of spams, especially the spams using JavaScript techniques, are extremely fraudulent. At present, there is no effective detection algorithm for all kinds of spams. On the other hand, even if a website is clearly confirmed using spam techniques, it is still difficult to further determine whether it is a malicious application or not.

What is more, since the proposed method uses the CNN and aims at large scale data, the speed or the cost is worthy of discussion. The running time of a CNN includes two parts, training and testing. The training time is relatively long but is acceptable especially with the use of powerful graphics processing units. Once the training is done, the testing is efficient so generally the time cost is not a problem for this method.

In addition, another issue is also worth discussing. Since the proposed approach can invalidate various spam techniques in detecting malicious sites such as pornography, gambling and phishing, can it be extended to other types of website recognition, such as website classification? In fact, the answer to this question is an obvious yes. As long as the website detection or classification problem has visual similarity on the user-side presentation, the proposed method can be used for reference.

At last, besides the application in the second experiment, is there any applicable scenario for the proposed method? The answer is yes. Because thanks to the launch of the Google TensorFlow.js project in 2018, which is a JavaScript library for training and deploying machine learning models in the browser, browser plug-ins will become a more reasonable application mode. When users access web pages through browsers, all needed page resources are loaded. Besides webpage screenshots, the proposed method does not consume extra resources. Therefore, as a browser extension, it will filter the phishing websites conveniently.

VI. CONCLUSION AND FUTURE WORK

In this paper, we discussed several typical Web spam techniques that often confuse malicious website detection and lead to inefficiency. Then to solve the problems caused by spam techniques and also to make the detection more efficient, we adopted the end-user’s perspective and use the CNN to learn and recognize screenshot images of the websites. This novel method proved to be very efficient by both a comparative experiment on the constructed complex dataset and the experiment set in the real Internet environment.

Our future research may include: (1) The screenshot ability can be further enhanced so that the method can be even faster and more adaptable to large-scale detection, especially to the real Web environment; (2) This research only focuses on the image feature and future research may merge both image and text features to build a more robust detection model; (3) Although this research uses the proposed method to detect malicious website, this method is in fact a classification technique, so future research may apply this method to other different types of website classification tasks; and (4) At last, to make the method more practical and user-friendly, the algorithm of the proposed method may be further developed as a browser plug-in and carry out real tests as a browser extension.
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