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Abstract

Optimizing chemical molecules for desired properties lies at the core of drug development. Despite initial successes made by deep generative models and reinforcement learning methods, these methods were mostly limited by the requirement of predefined attribute functions or parallel data with manually pre-compiled pairs of original and optimized molecules. In this paper, for the first time, we formulate molecular optimization as a style transfer problem and present a novel generative model that could automatically learn internal differences between two groups of non-parallel data through adversarial training strategies. Our model further enables both preservation of molecular contents and optimization of molecular properties through combining auxiliary guided-variational autoencoders and generative flow techniques. Experiments on two molecular optimization tasks, toxicity modification and synthesizability improvement, demonstrate that our model significantly outperforms several state-of-the-art methods.

1 Introduction

Optimizing chemical molecules for desired properties lies at the core of drug development. During the optimization process, the key objective is to maintain favorable attributes (e.g., physicochemical properties, potency) in reference compounds while improving on deficiencies (e.g., toxicity, synthetic accessibility) within the reference structure[1]. It is challenging to meet these criteria simultaneously, partly due to the immense size of the chemical space. The range of synthesizable small molecules has been estimated to be between $10^{23}$ and $10^{60}$ [2], making exhaustive search hopeless. On the other hand, the lack of paired molecules that conform to all the constraints hinders the development of reliable supervised learning models.

Over the past few years, there have been significant advances in applying deep learning models to molecule optimization (MO). Existing solutions can be divided into two main categories, either utilizing an unbiased generative model to generate abundant candidates and then performing post hoc filtering or learning a continuous vector representation of the discrete molecular structures and optimizing with a reward function composed of desired molecular property objectives [3][4]. While these methods have made initial successes, they either are computationally expensive or perform conditional generation obliquely. In addition, most of the works only optimize a single objective
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while ignoring the preservation of the original input characteristics, limiting their usage in real-world molecular optimization paradigm where certain physio-chemical properties need to be reserved in order to develop viable drug candidates [5]. Though multi-objective molecule optimization was investigated in a few attempts of using reinforcement learning or genetic algorithm [6][7][8], these works do not input any specific input molecule as the anchor, leading to the generation of randomized or uncontrollable molecules.

Recently, MO was re-formulated as a supervised graph-to-graph transformation task [9] with artificial molecular pairs in supervised settings. It takes the characteristics of the input molecule into consideration and provides good attribute transfer results. Unfortunately, this strategy is unable to apply to most of the molecular optimization scenarios where the molecular pairs do not exist. Instead, only non-parallel data is available with collections of molecules from each domain (e.g., toxic, non-toxic) without explicit correspondence. Therefore, it is necessary to formulate new ways to transfer molecular attributes using the non-parallel data of not predefined molecule pairs.

In this paper, we tackle the problem of molecular attributes transfer, aka molecular style transfer, which aims to endow a source molecule with different attributes (e.g. transform the toxicity from toxic to non-toxic), while maintaining the attribute-independent content as the source molecule (e.g. molecule weight, the number of ring) based on two groups of non-parallel data. To enable the manipulation of generated molecules, a few challenges need to be addressed.

The first challenge comes from the discrete nature of molecular samples [4]. The resulting non-differentiable issue hinders the use of global discriminators that evaluate generated molecules and gradient propagation that guides the optimization of generators in a holistic manner.

Another challenge for molecular attributes transfer relates to learning disentangled latent representations. Similar to text, the attribute of molecule is a broad concept and refers to any characteristic or property of molecule, which can be related to content or style. Moreover, a small modification of molecular structure may result in a series of changes in chemical properties [10]. As a result, the natural entanglement of content and style will cause a contradiction when learning disentangled latent representations.

In this paper, we develop a novel molecular SMILES [11] string-based unsupervised attribute transfer algorithm that approximate the ultimate goal of molecule optimization. Different from previous work that relied on heuristic score or parallel data with manually precompiled paired molecules, we focus on generating expected compounds whose target attributes can be controlled by editing the latent representation of input molecule in continuous space with non-parallel corpora. In particular, we first pretrain an auxiliary guided-VAE to encourage the latent representation to be chemically interpretable, ensuring that produced molecules adhere to the original content they are conditioned on. Then, to achieve a better style transfer accuracy, our model incorporates a set of molecular instances sharing the same style, and learns to extract underlying stylistic properties by forming a more discriminative style latent space with the generative flow technique. Finally, we design a novel adversarial discriminator and a systematic set of auxiliary losses to enforce the separation and fusion of the style and content in continuous latent space.

2 Related work

Generative model for molecular optimization. Over the past few years, there has been a surge of interest in using the generative model to discover novel functional molecules with certain properties [12][13][14][15][4]. They represented molecules as either SMILES strings or molecular graphs, and used Reinforcement Learning and Bayesian optimization to optimize the properties of the generated molecules. While most of the researches only pose a single property constraint, multiple properties need to be considered in order to develop viable drug candidates. The more recent works
our approach is the first to perform unsupervised molecule attributes transfer on non-parallel datasets. Several variants [17] [18] [19] have been proposed to modify the unstable training process but still remain imperfect due to the unpractical supervision settings. Compared to previous works, our approach is the first to perform unsupervised molecule attributes transfer on non-parallel datasets.

**Text style transfer.** The text style transfer task aims to change the stylistic properties (e.g., sentiment) of the text while retaining the style-independent content within the context. In particular, our work is closely related to the non-parallel text attribute transfer task [20] [21]. The mainstream strategy is to formulate the style transfer problem into the “encoder-decoder” framework by explicitly disentangling the content and style in the latent space and then combining the content with a target style to achieve a transfer [20] [22] [23]. Most solutions adopt an adversarial paradigm to learn latent embeddings agnostic to the original style of input sentences. However, the adversarial strategies on sentence generation usually require reinforcement learning [24] or an approximation of the output softmax weights with adjustable temperatures [21] to handle the discrete issues, which tend to be slow, erratic, and difficult to control. This could be particularly serious in molecular generation [25], since the grammar of molecular SMILES string is more delicate and the slightest perturbation can bring about syntax issues [26]. Different from previous methods, we perform a novel adversarial regularization over continuous latent space. This allows our model to focus on sampling desired latent variables and not worry about syntax issues.

### 3 Methods

#### 3.1 Problem formulation

In this work, we represent a molecule structure by its SMILES string [27], which is a sequence of special tokens representing atoms, branches as well as opening and closure of rings. We define two specific attributes, synthesizability and toxicity, respectively as the style of molecules, and eight basic physical attributes (as presented in Figure 1) as the content of molecules. The generated candidates should meet the following requirements: (i) conforming to the target style, (ii) preserving the content attributes in the original input molecule, and (iii) ensuring the validity of generated molecules.

Formally, suppose there are two datasets \(D^i\) and \(\bar{D}^i\), and molecules in \(D^i\) (\(\bar{D}^i\)) share the same style \(s^i\) (\(\bar{s}^i\)). Given an arbitrary molecule \(m^i\) from \(D^i\) with style \(s^i\), our goal is to learn a transformation \(G: m^i \rightarrow \hat{m}^i\), where \(\hat{m}^i\) has a target style \(\bar{s}^i\) while preserving the content in original molecule \(m^i\) as much as possible.

#### 3.2 Overview

Our novel framework is trained on a non-parallel but style-labeled corpus. We accomplish the attribute transfer with a disentanglement process. In particular, we first pre-train an auxiliary guided autoencoder as our base model (section 3.3), containing an encoder \(Enc(x; \phi)\) and a decoder \(Dec(z; \theta)\). Based on this pre-trained module, we use \(Enc(x; \phi)\) to encode the reference compound \(x\) with desired content into \(z_o\) and the molecule \(m^j\) with desired style into \(z_s\). A generative flow technique \(GF\) is introduced to extract a comprehensive stylistic feature \(h_s\) from a batch of molecular style instances \(\Phi^j_k \subset \bar{D}^i\) with the same style (section 3.4). We then force the latent representation \(z_o\) to contain all information except the unfavorable attribute via adversarial learning (section 3.5). The transferred output \(z_g\) is computed based on the combination of \(z_o\) and the stylistic attribute code \(h_s\). Finally, We use \(Dec(z_g; \theta)\) to reverse the latent variable to novel molecules.

![Figure 2: An example of molecular attribute transfer. The goal is to convert some attributes of a molecule (e.g., toxic) to other attributes (e.g., non-toxic) while preserving attribute-independent content.](image-url)
3.3 Learning Content Latent Space

Variational Autoencoder. Let $x = (o_1, ..., o_n)$ be an input molecular SMILES string with $n$ tokens. A variational Autoencoder (VAE) encodes a molecule $x$ to a latent vector space, from which the input is reconstructed. Following the standard paradigm in VAE [28], the latent variables are denoted by vector $z$. The encoder $Enc(x; \phi)$ includes network and variational parameters $\phi$ that constructs variational probability model $q_\phi(z|x)$. The decoder network $Dec(z; \theta)$ is parameterized by $\theta$ to reconstruct samples $\tilde{x} = \{o(z)\}$. Both the encoder and decoder employ three layers of RNNs with Gated Recurrent Unit (GRU) [29]. The estimation of log likelihood $\log p(x)$ is achieved by maximizing the evidence lower bound (ELBO) [28]:

$$
\mathcal{L}_{KL} = -\lambda_{kl} D_{KL}(q_\phi(z|x)||p(z)) + \mathbb{E}_{q_\phi(z|x)}[\log p_\theta(x|z)],
$$

where $\lambda_{kl}$ is the hyperparameter balancing the reconstruction loss, $p(z)$ is the prior and $q_\phi(z|x)$ is the posterior.

Auxiliary Supervised Guided-VAE. The basic VAE described above maps a set of molecules $X$ into latent space and enables the sampling of valid molecules. However, such a model is not enforced to explicitly capture content attributes. To enable effective optimization, the molecules encoded in the continuous representations of the VAE need to be correlated with the properties that we are seeking to retain. Inspired by [30], we introduced an auxiliary guided-VAE to learn a transparent representation by introducing guidance to the latent variables as shown in Figure 2.

Formally, for training data $X = (x_1, ..., x_m)$, suppose there exists a total of $T$ attributes with ground-truth labels. Let $z = (z_i, z_{rst}^t)$ where $z_i$ defines a scalar variable deciding the t-th attribute and $z_{rst}^t$ represents the rest latent variables. For each attribute, we use an adversarial excitation and inhibition mechanism with term:

$$
&\mathcal{L}_{Excitation}(\phi, t) &= \max_{\nu_t} \sum_{i=1}^m \mathbb{E}_{q_\phi(z_i|x_i)}[\log p_{\nu_t}(y = y_t(x_i)|z_i)]
$$

where $\nu_t$ denotes the parameters for an attribute predictor making a prediction for the $t$-th attribute through the latent variable $z_i$, and $y_t(x_i)$ is the ground-truth label for the $t$-th attribute of sample $x_i$. Specifically, the attribute predictor can be a binary classifier for existing of aromatic ring prediction or a regression model for molecular weight. This is an excitation process since we want latent variable $z_i$ to directly correspond to the attributes. Next is an inhibition term:

$$
&\mathcal{L}_{Inhibition}(\phi, t) &= \sum_{i=1}^m \mathbb{E}_{q_\phi(z_{rst}^t|x_i)}[\log p_{\tau_t}(y = y_t(x_i)|z_{rst}^t)]
$$

where $\tau_t$ denotes the parameters for an inhibition predictor giving a prediction for the $t$-th attribute through the rest latent variables $z_{rst}^t$. This is an inhibition term since the remaining variables $z_{rst}^t$ is set independent from the attribute label $z_i$ in Eq. (4). The network is optimized by:

$$
&\max_{\theta,\phi} \sum_{i=1}^m \mathcal{L}_{KL}(\theta, \phi, x_i) + \sum_{t=1}^T [\mathcal{L}_{Excitation}(\theta, \phi) - \mathcal{L}_{Inhibition}(\theta, \phi)]
$$

Both the $\nu_t$ and $\tau_t$ are formed by two feed-forward layers and trained at the same time as the minimization of the VAE loss. Thus, this could be viewed as multi-task learning, incentivizing the model to not only decode the molecule but also predict its content from the latent vector. Similar idea has also been used in previous work for image [30] or sentence representation learning [23].

3.4 Learning Style Latent Space

Previous style transfer works usually adopt VAE and single sample in style datasets to build style latent space. However, this approach is not expressive enough to express the stylistic feature as demonstrated in recent work [31, 32]. Moreover, VAE assumes the independence of molecules and endows each molecule with a corresponding isotropic Gaussian latent space, ignoring the inner connection of molecules with the same style. Taking inspiration from [32], we provide a set of molecules $\Phi = \{m_k\}_{k=1}^K \subset D^i$, referred to molecular style instances, to form the style latent space and further strengthen it with generative flow techniques [33].
Formally, let $z_0 \sim p(z_0 | \Phi_K^j)$ be an initial style latent variable, we attempt to map $z_0$ to a more complicated one $z_T$ by applying a sequence of $T$ transformation functions $f_t$:

$$z_T = f_T(f_{T-1}(...f_1(z_0,c)))$$  \hspace{1cm} (5)

where $T$ is the length of the sequence and $c$ is a conditional prior. According to [33], each $f_t$ should be invertible and its corresponding Jacobian determinant be easy to compute. To improve sampling efficiency, we adopt a simple but robust invertible function, Inverse Autoregressive Flow [34] to accomplish this process:

$$[\varepsilon_t, \varphi_t] \leftarrow g_t(z_{t-1}, c), \sigma_t = \delta(\varphi_t),$$  \hspace{1cm} (6)

$$z_t = \sigma_t \odot z_{t-1} + (1 - \sigma_t) \odot \varepsilon_t,$$  \hspace{1cm} (7)

where $\delta$ is a sigmoid activation function, $g_t$ is a masked autoregressive network proposed by [35], $\varepsilon_t$ and $\varphi_t$ are two output real-value vectors computed by $g_t$. Under the invertibility assumption for $f_t$, the final complicated probability density distribution $\pi(z_T|c)$ can be obtained by:

$$\pi(z_T|c) = p(z_0|c) \prod_{t=1}^{T} \left| \text{det} \left( \frac{z_t}{z_{t-1}} \right) \right|$$  \hspace{1cm} (8)

Note that $c$ is a conditional prior derived from $\Phi_K^j$. To calculate $c$, we first assume the initial variable $z_0$ in Eq. (5) follows the isotropic Gaussian distribution:

$$z_0 \sim p(z_0 | \Phi_K^j) = N(\mu_0, \sigma_0^2 I),$$  \hspace{1cm} (9)

$$\mu_0 \approx \frac{1}{K} \sum_{k=1}^{K} z_s, \sigma_0^2 \approx \frac{1}{K-1} \sum_{k=1}^{K} (z_s - \mu_0^2)^2$$  \hspace{1cm} (10)

where the mean of $z_0$ is approximated by an unbiased estimator with the mean $\mu_0$ and error $\sigma_0^2$, $z_s$ is computed by $\text{Enc}(m^j; \phi)$, where $m^j \in \Phi_K^i$. $c$ is further computed by $\text{MLP}$ with two fully connected layers as $c = \text{MLP}(\mu_0)$. As such, we can obtain an expressive hidden style feature $h_s (h_s = z_T)$ by sampling $z_0$ with Eq. (9) and mapping it with Eq. (5). Then the sampled $h_s$ is fed to the Generator $G$ with reference molecular latent representation $z_c$ to get the transferred latent representation $z_g$.

### 3.5 Adversarial Training and Auxiliary Losses

Given a reference molecule $m^i$, two sets of molecular style instances, $\Phi_K^j (m^i \notin \Phi_K^j)$ and $\Phi_K^j$, with the source style $i$ and the target style $j$, we adopt the latent adversarial training with two auxiliary loss functions to create circuitous supervision from non-parallel corpora.

**Adversarial Style Loss.** Without any parallel corpus, adversarial training [36] is utilized to control the attribute of the generated molecules. Different from the previous adversarial learning methods, we do not directly use SMILES strings as input, but instead latent vectors derived from the VAE encoder ($\text{Enc}(x; \phi)$) and Generator $G$. This allows the model to focus on optimizing the model in continuous latent space and not worry about the discrete issues. Similar to the idea of [37], we adopt...
a classifier with $S+1$ (here $S$ denotes style $i$ and $j$, $S+1$-th class indicates a fake sample) classes as the discriminator $D$ to differentiate the style of an input molecule. Both the discriminator and generator in our model are formed by three feed-forward layers and trained following Wasserstein GAN [38] with gradient penalty.

The generator $G$ is expected to confuse the discriminator by minimizing negative log-likelihood:

$$L_{style} = -\log p_D(j | z_g),$$  \hspace{1cm} (11)

The discriminator is optimized alternately by minimizing negative log-likelihood of the corresponding class of style:

$$L_{adv}^S = -[\log p_D(S | z_c) + \log p_D(S | \hat{z}_c)],$$ \hspace{1cm} (12)
$$L_{adv}^{S+1} = -\log p_D(S+1 | z_g),$$ \hspace{1cm} (13)

where $\hat{z}_c \leftarrow G(z_c, GF(Enc(\Phi_K^S), \phi)), S$ could be $i$ or $j$. And the total adversarial loss is defined as:

$$L_{adv} = L_{adv}^i + L_{adv}^j + L_{adv}^{S+1},$$ \hspace{1cm} (14)

Furthermore, we introduce two auxiliary training losses to enhance the supervision of our model. 

**Self Reconstruction Loss.** The first loss function is used to reconstruct the latent vector $z_c$ of input molecules by minimizing negative log-likelihood:

$$L_{recon} = -\log p_G(z_c | z_c, \Phi_K^i)$$ \hspace{1cm} (15)

**Cycle Consistency Loss.** To encourage generated molecule preserving the content of the input molecule, we feed the generated molecule latent representation $z_g$ back to our model with the $\Phi_K^i$ and train our model to reconstruct the original latent vector $z_c$ by minimizing negative log-likelihood:

$$L_{cycle} = -\log p_G(z_c | z_g, \Phi_K^i)$$ \hspace{1cm} (16)

Overall, $L_{adv}$ is designed for differentiating the style of the latent vector $z_c$ of input molecules; $L_{recon}$ is utilized for reconstructing the latent vector $z_c$ given its source style signals, enabling the disentanglement of style and content. $L_{cycle}$ is used to strengthen content preservation. All of these regularizers are performed over continuous latent space. The whole training process has been shown in Algorithm 1.

---

**Algorithm 1 Training Process**

**Input:** Content dataset $D^i$ with source style $i$ and style dataset $D^j$ with target style $j$; ratio of discriminator to generator training frequency $N$;

**Initialization:** Pretrain Auxiliary Guided-VAE

1: for $k$ in number of iterations do
2: \hspace{1cm} Sample instances $\Phi_K^j$ from $D^j$ and $\Phi_K^i$ from $D^i$
3: \hspace{1cm} Sample content $m^i$ from $D^i$
4: \hspace{1cm} Accumulate $L_{adv}$
5: \hspace{1cm} if $k \% N == 0$ then
6: \hspace{1cm} \hspace{1cm} Accumulate $L_{style}, L_{recon}, L_{cycle}$
7: \hspace{1cm} \hspace{1cm} Update the parameters of $G, GF, D$
8: \hspace{1cm} \hspace{1cm} else
9: \hspace{1cm} \hspace{1cm} Update the parameters of $D$
10: \hspace{1cm} end if
11: end for

---

4 Experiments

4.1 Datasets

We conducted experiments on two molecular attributes transfer tasks. 

**Toxicity modification.** Our first experiment focuses on molecular optimization with the goal of changing the underlying mutagenic toxicity, which can be regarded as style transfer from toxic to non-toxic molecules. The toxicity prediction model was trained on the dataset collected from
with 3503 toxic compounds and 3009 non-toxic ones using graph neural networks [40], which achieves an AUROC score of 89%. We set the probability threshold of $p > 0.9$ as toxic molecule and $p < 0.03$ as non-toxic ones. Accordingly, the toxic compounds represent only 1.3% of the ZINC lead-like dataset. We derived a set of 400K non-toxic molecule and 400K toxic ones from ZINC lead-like dataset, and respectively split into 85%/5%/10% for train/dev/test.

**Synthesizability modification.** Our second set of experiments involves decreasing the molecular synthetic complexity, which has been a popular topic in organic chemistry. In particular, the model needs to decrease molecules with synthetic accessibility (SA) score [41] within the range [5,8] (hard to synthesize) into the lower range [0,2.5] (trivial to synthesize). This task is challenging as the SA may entangle with more basic physical properties. We also derived a set of 400K for trivial and hard molecules from ZINC lead-like dataset, respectively, and use an 85%/5%/10% split for train/dev/test.

### 4.2 Metrics

An expected transferred molecule should be chemically valid, content-complete with the target style. To evaluate the performance of the different models, we compared generated molecules from four different dimensions: 1) Style control, 2) Content preservation, 3) Validity, 4) Success rate.

- **Style control.** We first predict the target property of generated molecules with the corresponding scoring functions. On the toxicity task, we use the learned toxicity predictor to measure mutagenic toxicity. On the SA task, we use the SA score to calculate the synthesizability of the molecules. We report the average Property Improvement (Imp.) of generated molecules in toxicity and synthesizability. It is defined as the difference of the property value (or probability) between generated molecules $Y$ and input molecule $X$, i.e., $\text{property}(Y) - \text{property}(X)$.

- **Content preservation.** To estimate the content similarity between each reference compound and each generated sample from the initial pool in terms of MW, logP, number of HBA, number of HBD, and number of Rotate Bond, the number of ring, net charge and TPSA is calculated and summarized in a Physicochemical Similarity Score (PSS) [42]. This score consists of the arithmetic mean of the normalized similarity scores for each property. The PSS score is a real number in the range of (0,1], and the higher the value, the more similar the generated molecule is to the original input. The details of PSS are shown in appendix. Note that we did not use structural similarity as a metric, as all the chemical properties are determined by the molecular structure.

- **Validity** is the percentage of inferred SMILESs that are chemically valid according to RDKit [43];

- **Success Rate (SR)** To evaluate the overall transfer quality, we calculate success rate based on property improvement and content preservation (PSS) between input molecule $X$ and generated molecule $Y$. In particular, we define a translation as successful if the translated compound simultaneously satisfies (a) predicted toxicity $<0.1$ or SA $<2.5$, and (b) the PSS $>0.7$.

Following the strategy in [32], we also report the geometric mean (GM) of Property Improvement, PSS and SR as an indication of the overall performance.

### 4.3 Baselines

We compare our approach (MolStyle) with the following baselines: 1. **Post-hoc** filtering method. We performed post-hoc filtering with pre-defined screening constraints. For each reference molecule, we randomly matched 4K times in the ZINC lead-like library (equal to our test set size). The top molecule with the highest PSS is selected as the final candidate. This is a strong baseline allowing us to find content similar molecules. 2. **REINVENT** [13] is a SMILES-based RL model for single-objective molecule generation. To generate realistic molecules, we used the original pre-trained model and then fine-tuned under target style rewards. 3. **GCPN** [4] is a graph-based RL model that modifies a molecule by iteratively adding or deleting atoms and bonds. They also adopt adversarial training to enforce validity of the generated molecules. we re-trained the model under target style rewards. 4. **RationaleRL** [8] learns a graph completion model, but relies on a fixed set of multi-property rationales composed by single-property rationales extracted by MCTS. We set the thresholds of 0.5 for toxicity and 2.5 for synthesizability to extract the rationales and then complete the graph with the target style scoring function. 5. **StyIns** [32] is a state-of-the-art text style transfer method that adopts the attention mechanism to preserve source information and learns to extract stylistic properties from multiple instances. We followed the settings in the original paper but changed the inputs from sentences to SMILESs. More implementation details have been shown in the Appendix.
Table 1: Comparison of the effectiveness of attributes transfer tasks. The best performance is highlighted. Both StyIns and MolStyle are unsupervised methods.

| Methods          | Toxicity | Synthesizability |
|------------------|----------|------------------|
|                  | Imp.↑    | PSS ↑ | Val.↑ | SR ↑ | GM ↑ | Imp.↑ | PSS ↑ | Val.↑ | SR ↑ | GM ↑ |
| ZINC (Random)    | 0.723    | 0.727 | –     | 0.150 | 0.429 | 2.366 | 0.698 | –     | 0.162 | 0.644 |
| ZINC (Post-hoc)  | 0.711    | 0.859 | –     | 0.216 | 0.509 | 2.036 | 0.836 | –     | 0.161 | 0.653 |
| REINVENT         | 0.857    | 0.607 | 93.2  | 0.196 | 0.467 | 3.197 | 0.609 | 91.6  | 0.264 | 0.809 |
| GCPN             | 0.666    | 0.655 | 100   | 0.085 | 0.334 | 0.243 | 0.653 | 100   | 0.007 | 0.181 |
| RationaleRL      | 0.843    | 0.657 | 100   | 0.181 | 0.464 | 2.962 | 0.692 | 100   | 0.216 | 0.762 |
| StyIns           | 0.332    | 0.895 | 35.8  | 0.073 | 0.279 | 3.418 | 0.708 | 34.4  | 0.340 | 0.937 |
| MolStyle         | 0.871    | 0.789 | 98.8  | 0.589 | 0.739 | 3.068 | 0.741 | 98.2  | 0.472 | 1.024 |

4.4 Implementation details.

All molecules are represented in canonical SMILES, which are tokenized with the regular expression in [13]. We use Pytorch [44] to implement our models. We train the auxiliary guided-VAE on ZINC lead-like database for 80 epochs, optimizing with Adam [45] with default settings. All the content attribute predictor is formed by two fully feed-forward layers. It takes about 30 hours on two GTX 2080 Ti GPUs. Finally, it is able to generate 98.6% valid molecules. We do not fine-tune the VAE after pre-training. We set token embedding size, VAE hidden state size, the number of molecular style instances $K$, and the length of generative flow chain $T$ to 512, 512, 10, and 6, respectively. During inference, we follow the similar evaluation protocol as [9]. For each source molecule, we decode $k$ times with different latent variables $z_g \sim N(0, I)$, and report the molecule having the highest property improvement under the PSS constraint. We also applied the same sampling strategy for the other baseline models and set $k=10$.

4.5 Experiments results.

Table 1 summarizes the attribute transfer performance of each model, and random compounds matched in ZINC lead-like dataset are also shown for comparison (ZINC random). Post-hoc filtering method achieves higher content preservation but lower style transfer accuracy and success rate compared to deep learning based-generation methods, demonstrating the limitation of the similarity-based searching model. Among RL-based generative models, single-objective models (e.g., REINVENT and GCPN) get satisfactory improvements of target property on both the Toxicity and Synthesizability datasets, but perform worse in PSS for content preservation. This is because these methods are lacking anchor molecules as constraints, and generate biased molecules with desired property but irrelevant content. Though RationaleRL is better at content preservation because of its powerful rationale extraction module, it doesn’t achieve high attribute transfer accuracy. This is mainly because a simple modification on original molecular structure may cause huge perturbations in molecular properties, which is also known as activity cliff. StyIns performs pretty well in synthesizability but the worst in toxicity. This suggests that StyIns can capture simple molecular attributes but have difficulties in complex chemical properties. The lowest valid rate is also in line with our expectation that discrete adversarial regularization will cause SMILES syntax issues. Generally, our MolStyle model, even without the help of scoring functions, achieves the best overall performance consistently (SR and GM).

In Figure 4, we vectorized generated molecules with their eight content properties and projected them into chemical space by t-SNE with default hyper-parameters. We also visualized the corresponding style properties distribution. We can observe that RationaleRL achieves a high style transfer accuracy but low degree of content overlap with reference molecules while post-hoc is almost the opposite. By contrast, our model achieve both high style transfer accuracy and high content preservation, indicating the good disentanglement capability of our model. We note that the relatively worse content overlap...
Figure 5: Examples of Toxicity (Upper) and Synthesizability (Lower) optimization. We report the target attribute value (Style) and the physicochemical similarity score (PSS) between generated molecules and input ones.

Table 2: Ablation results on Toxicity datasets. The removal of the basic modules decreased the overall performance of MolStyle.

Table 3: Structural alert-based evaluation on the toxicity dataset. Our model is capable of removing the unfavorable substructures while retaining the key content embedded in the input molecules.

4.6 Further analysis

Ablation study We conducted ablation studies on the Toxicity dataset to investigate factors that influence the performance of the proposed MolStyle framework. As shown in Table 2, MolStyle with all the essential modules delivers the best performance among all architectures. The exclusion of all the key modules performed the worst. The exclusions of the generative flow and cycle consistency loss both caused decreases in performances. The use of Auxiliary Guidance is beneficial by increasing the GM from 0.593 to 0.739, indicating the importance of constructing a discriminative VAE model.

Toxicity analysis study As the reported performance is mostly based on learned property predictors, it is possible for the model to exploits the loopholes of the predictors. As a result, the predicted properties may be unreliable when the distribution of generated compounds is very different from the distribution of molecules used to train the property predictors. To enable a trustworthy evaluation, we further adopt the structural alert-based metric to measure the effectiveness of our model. In particular, we collected 46 toxicophores that have been proved to be the key components of mutagenicity [46]. Each molecule is labeled as toxic if it contains at least one toxicophores (i.e., substructures) in the database. Then we counted how many of the generated molecules containing these alerts. We compare our model with RationaleRL and REINVENT models. As shown in Table 3, our method outperforms the baselines in terms of the structural alert mapping, with only 18.8% molecules match on average, improving the RationaleRL and Reinvent by 2.9% and 11.8%. This is expected as the rationale-based methods try to modify the molecular structures based on the substructure of reference molecules, which probably maintain some toxic alerts. In contrast, our model is capable of removing the unfavorable substructures while retaining the key content embedded in the input molecules.

5 Conclusions

In this paper, for the first time, we formulate molecular optimization as a style transfer problem and present a novel training algorithm that could automatically learn internal differences between two groups of non-parallel data through adversarial training strategies. Experiments on two new...
molecular optimization tasks demonstrate that our model significantly outperforms several state-of-the-art methods.
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