We delve into the \textit{in-in} formalism and derive general expressions for the computation of $n$-point functions for a self-interacting scalar field by means of a probability density functional (PDF). Even though in typical situations these formulae are not simpler than the standard approaches to Quantum Field Theory (QFT), we find that in specific situations, such as a first-order computation with a non-trivial potential, they can significantly reduce the effort needed to evaluate quantities of interest. The presented formulae may be readily generalized to other types of fields (e.g., fermionic Dirac fields), and to interacting theories that contain various types of fields. An analogous result for the \textit{in-out} formalism is presented using the previously employed strategies. Finally, we apply the obtained results to first-order computations and work out specific examples where we explore their limitations and possible prospects for future computations.

I. INTRODUCTION

Ostensibly, the hallmark computations of Quantum Field Theory (QFT) have been carried out using the \textit{in-out} formalism, that is, relying on the study of the $S$-matrix and its observable consequences. To wit, practically all physical predictions tested in particle accelerators, such as the Large Hadron Collider (LHC), are developed in this framework. However, this type of results assumes a certain degree of control over the experiment at hand, and to test them we typically have to repeat scattering processes a significant number of times. This is not feasible, for instance, when testing predictions for cosmological perturbations: we only have one universe to observe. Consequently, the computational tool that has proved most suitable in this type of context is the \textit{in-in} formalism \cite{18}, where only the initial condition of the system is specified, therefore making predictions without ever referring to the final state. The computable quantities within this formalism are correlations in a given time slice, evolving the system from the initial time up to the moment of interest.

On the other hand, computing observable quantities using the \textit{in-in} formalism has turned out to be lengthier than one might have hoped for. The existence of simple diagrammatic rules for \textit{in-out} computations, which dramatically reduce the time needed to carry out a computation, does not have an equally simple counterpart in this formalism. Of course, it must be noted that analog rules do exist (see for instance \cite{7}), but are somewhat non-trivial in comparison to those that describe scattering processes in a time-independent and homogeneous background. Having this in mind, we shall not focus much of our attention on diagrammatic rules, nor on how to derive them. Instead, we will explore how to deal with computations that require to consider a non-trivial structure in the interaction terms, beyond the usually studied cubic and quartic terms. This need arises, for example, in situations wherein there is a highly oscillatory potential in field space, which would be completely missed by neglecting higher-order terms, any features in the potential are effectively washed out, which actually may be of consequence to the probability distribution.

At this point, we must note that when considering this kind of interactions, it could be argued that one would first need to establish the theory’s renormalizability properties before proceeding to make sensible predictions by the means of perturbation theory. While this may be the usual, cautious way to go, most of the results we will find do not require to specify a renormalization scheme beforehand; thus, we do not explicitly address their implementation. On the same grounds, we neither attempt to solve this issue for arbitrary interactions. Instead, we expect that the apparent generality of our results lets us know whether, and how, renormalization becomes necessary. Similarly, should infinities emerge, the corresponding regularization procedure should also be guided by it. In any case, as it should become clear later on this paper, the usual approach using counterterms order by order in the perturbative parameters can be readily implemented.

In this work, we mainly concern ourselves with the derivation of probability density functionals (PDFs) in the presence of nontrivial self-interactions, which we treat perturbatively to all orders. PDFs are objects of interest within a vast range of areas within physics, going all the way from anharmonic crystals \cite{9,11} through Wave Turbulence \cite{12} and other topics in condensed matter physics to Cosmology, where, for instance, they can describe the matter density contrast in Large Scale Structure \cite{13,14}, or the primordial distribution of curvature perturbations generated during Inflation \cite{17,20}. Thus, the existence of general formulas for their derivation within a QFT framework can prove useful for present and future computations. Additionally, they may be useful outside the quantum arena, since the perturbative techniques commonly applied within QFT are also appropriate in weakly nonlinear classical field theories.

The present paper has been organized as follows: we begin in section \cite{1} describing the \textit{in-in} formalism and
introduce the main object of interest for the subsequent computations. In section [11] we discuss the structure of the distribution function that allows to compute $n$-point functions at every order in perturbation theory, constituting the main result of this paper. We also briefly discuss the analogous result for the case of anti-commuting fields, written in terms of Grassmann variables. Section [12] presents a brief discussion about the standard approach to scattering experiments, the in-out formalism, where we give the analogous expressions to what would be an $n$-point function and the distribution that generates them. In section [13] we delve into the specific case of first-order computations, writing down the explicit formulae for two PDFs that may be of interest. Finally, in section [14] we present a concrete example that illustrates how a nontrivial interaction expresses itself through a 1-point PDF to all orders, and also we discuss a field potential that seems to show promise of tractability with these tools. From there, we proceed to provide our concluding remarks in section [15]. We let the reader be aware that throughout this article we have chosen units such that $\hbar = 1$.

II. SET UP

In what follows we will study the dynamics of a self-interacting real scalar field $\varphi$, which for concreteness we take to live inside a 4-dimensional spacetime (although this is not essential). The theory is described by a Lagrangian density

$$\mathcal{L} = \mathcal{L}_{\text{free}} - V(\varphi, x).$$

(1)

Here $x$ is the spacetime coordinate, and $\mathcal{L}_{\text{free}}$ defines a free theory, of which we assume its solutions to be known in terms of mode functions $\varphi_k(t)$:

$$\varphi(x, t) = \int_k \hat{\varphi}(k, t) e^{-ik \cdot x}$$

(2)

$$\hat{\varphi}(k, t) = \varphi_k(t)a(k) + \varphi_k^*(t)a^\dagger(-k)$$

(3)

where we have introduced $\int_k \equiv (2\pi)^{-3} \int d^3 k$ as shorthand notation. The operators $a(k)$ and $a^\dagger(k)$ are creation and annihilation operators that satisfy the following commutation relations:

$$[a(k), a^\dagger(k')] = (2\pi)^3 \delta^{(3)}(k - k').$$

(4)

Equivalently, we may describe the complete theory through a hamiltonian density $\mathcal{H} = \mathcal{H}_{\text{free}} + V(\varphi, x)$. Either using this starting point or the lagrangian density [11], this setup is capable of describing a vast number of theories, including non-autonomous systems where there are explicit time dependences in the parameters of the theory. Having established the foundations, our attention will now be focused on describing the machinery we will use to solve the theory perturbatively.

We now proceed to quantize the system adopting the interaction picture framework. That is, the quantum field $\varphi$ is written as $\varphi(x, t) = U^\dagger(t) \varphi_I(x, t) U(t)$, where $\varphi_I(x, t)$ is the interaction picture field and evolves as a field of the free theory. Explicitly, it is given by

$$\varphi_I(x, t) = \int_k \hat{\varphi}_I(k, t) e^{-ik \cdot x}$$

(5)

$$\hat{\varphi}_I(k, t) = \varphi_k(t)a(k) + \varphi_k^*(t)a^\dagger(-k).$$

(6)

On the other hand, $U(t)$ is the time evolution operator in the interaction picture (sometimes dubbed as propagator), which is given by

$$U(t) = T \exp\left\{-i \int_{t_0}^t dt' H_I(t')\right\}$$

(7)

where $T$ is the time ordering symbol, instructing to place operators evaluated at later times at the left of the expression, and operators evaluated at earlier times at the right. Here we have incorporated a prescription to evaluate the integral, in the form of a positive infinitesimal quantity $\epsilon$, which takes care of selecting the proper in state when $t_0 \to -\infty$ [21]. This could also be implemented by adding an imaginary part to the argument of the interaction Hamiltonian $H_I$ [8].

Clearly, the object that determines how temporal evolution takes place is $H_I$, which is given by the potential evaluated at the interaction picture fields,

$$H_I(\tau) = \int_x \bar{V}(\varphi_I(x, t), x, t),$$

(8)

where $\int_x \equiv \int d^3x$. In order to deal with $H_I$, one of the methods we will consider is to make a Fourier expansion of the potential over field space and expand the exponential through its power series

$$V(\varphi, x, t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\gamma \bar{V}(\gamma, x, t)e^{-i\gamma \varphi}$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} d\gamma \bar{V}(\gamma, x, t) \sum_{m=0}^{\infty} \frac{(-i\gamma \varphi)^m}{m!},$$

(9)

which is formally possible since $\varphi$ is a hermitian field with real eigenvalues. This representation of the potential has also been utilized in other recent QFT results [22, 23] (referred therein as part of the construction of the $S$-matrix in the Efimov representation, introduced earlier on in [24] and other previous works of the same author). In principle, either starting from here or from a Taylor expansion we will have to deal with an infinite number of vertices, with an arbitrary number of external legs. Although this expansion in Fourier modes is not essential to the final result, it turns out to be helpful in some derivations, being particularly convenient within a diagrammatic approach.

Our first matter of interest will be to compute $n$-point functions for the $\varphi$ field

$$\langle \varphi(x_1, t) \ldots \varphi(x_n, t) \rangle = (U^\dagger(t) \varphi_I(x_1, t) \ldots \varphi_I(x_n, t) U(t)).$$

(10)
Expanding the interaction picture propagator using the Dyson series one can readily write down

\[
\langle \varphi(x_1, t) \ldots \varphi(x_n, t) \rangle = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^{N} (-1)^l \int_{t_0 - i\epsilon|t_0|}^{t} dt_1 \ldots \int_{t_0 - i\epsilon|t_0|}^{t_2} dt_1 H_I(t_1) \ldots H_I(t_l) \times \varphi_I(x_1, t) \ldots \varphi_I(x_n, t) \int_{t_0 + i\epsilon|t_0|}^{t} dt_{l+1} \ldots \int_{t_0 + i\epsilon|t_0|}^{t_{N-1}} dt_N H_I(t_{l+1}) \ldots H_I(t_N)),
\]

and thus we only need to evaluate expectation values of the form

\[
\langle H_I(t_1) \ldots H_I(t_l) \varphi_I(x_1, t) \ldots \varphi_I(x_n, t) H_I(t_{l+1}) \ldots H_I(t_N) \rangle
\]

where we have yet to specify the in state.

We construct these states using the creation and annihilation operators of the free theory, which we can write in terms of the interaction picture field operator and its conjugate canonical momentum field operator. This may be accomplished by inverting the relations that define the field observables in momentum space

\[
\hat{\varphi}_I(k, t) = \varphi(k) a(k) + \varphi^*_k(t) a^\dagger(-k)
\]

\[
\Pi_I^2(k, t) = \hat{\varphi}_I(k)(t) a(k) + \varphi^*_k(t) a^\dagger(-k),
\]

and then write down the operator of interest that specifies the in state. For instance, one could write a superposition of one-particle states as

\[
|\Phi\rangle = \int_x W(x) \hat{\varphi}_I(x)|0\rangle,
\]

while keeping track of which field is to be differentiated with respect to time at \(t_0\), and finally summing the necessary terms to reconstruct the desired in state, which will lie within the Fock space of the free theory vacuum. In this process, it is neater to let the positions \(y_i\) be different at each side of the inner product; thus we will first compute the correlation with no repeated positions in the fields, and take the corresponding limits at the end of the computation. Note that we may reconstruct the expectation value of other operators of interest by taking derivatives and linear combinations of the \(n\)-point correlation functions \[17\] at time \(t\).

In the following subsections we proceed to outline the steps leading to the main result, while leaving most of the details to Appendices A and B. With the benefit of hindsight, we will appreciate that the results we will obtain are a direct consequence of Wick’s theorem \[25\], and thus they do not rely on the particular representation of the expansion chosen to compute perturbations with the potential (Taylor series, Fourier series, etc.).

### III. THE PROBABILITY DENSITY FUNCTIONAL

Since usually all of the relevant information to describe the theory can be stored within the path integral, it is natural to expect that we may write down an explicit functional that generates the \(n\)-point functions at any order in perturbation theory.

In this section we derive such a functional, which allows us to compute \(n\)-point functions at a given time slice \(t\). We refer the interested reader to Appendix A for some of the technical details.
It will prove useful to write down the propagator of the free theory as a fundamental object, both in momentum and position space

\[
\Delta(t, t', p) \equiv \varphi_p(t)\varphi_p^*(t') \quad (18)
\]

\[
\sigma^2(t, t', r) \equiv \frac{1}{(2\pi)^3} \int d^3p \Delta(t, t', p)e^{ip\cdot r} = \langle 0|\varphi(t, x)\varphi(t', y)|0 \rangle, \quad (19)
\]

where \( r = |x - y| \).

A. The loop contributions

Ultimately, it is the interacting term \( V(\varphi, r, t) \) that which will lead to non-trivial signatures, if any, in the spectrum of the field \( \varphi \). Given that we are taking a perturbative approach, these signatures must be reflected solely through correlations, such as equation \( (17) \). If we expand the potential \( V \) inside \( H_I(\tau) = \int x V(\varphi(x, t), x, t) \) as a power series on \( \varphi_I \), each term in the expansion will “interact” with up to as many other spacetime positions as the power of the particular term. These interactions are usually represented with diagrams, joining “outer legs”, which represent the fields that are used to construct the observed states (in or out states), and “internal legs” that arise from the interaction terms. Each of these connections gives a contribution of \( \sigma^2(t, t', r) \) to the process under consideration, which we will call propagators or covariances depending on the context. Within all of these connections one can find contractions between two vertices (in this context, vertex is short for a spacetime position where an interaction potential is evaluated and the number of fields associated to it). As a result, it is possible to encounter “closed circuits”, such as \( \sigma^2(t_1, t_2, r_{12})\sigma^2(t_2, t_3, r_{23})\sigma^2(t_3, t_1, r_{31}) \). Diagrammatically, each propagator is represented with a line; hence these kinds of contributions are represented by a line segment that closes in itself. Therefore one calls them “loops”.

To evaluate the correlation in equation \( (11) \), we will first address the fully interacting contribution to equation \( (17) \), i.e. that which connects all coordinates of the fields that define the in state with interaction vertices. Put simply, for the moment we will not be interested in the contributions that arise directly from the free theory and can be factored out. Note that this is not equivalent to a fully connected contribution because this would require all external legs to interact with each other through the vertices, which would be reflected through an overall Dirac delta in momentum space (provided that the system is translationally invariant).

As is shown in Appendix A the fully interacting \( n \)-point correlator contains the following loop structure as a factor:

\[
\langle 0|\varphi(z_1, t_0)\ldots\varphi(z_J, t_0)H_I(t_1)\ldots H_I(t_l)\varphi(x_1, t)\ldots\varphi(x_n, t)H_I(t_{l+1})\ldots H_I(t_N)\varphi(y_1, t_0)\ldots\varphi(y_J, t_0)|0 \rangle_{FI} = \int \int \ldots \int \int \frac{\partial^{n_1}V}{\partial \varphi_{\varphi 1}^{n_1}} \ldots \frac{\partial^{n_N}V}{\partial \varphi_{\varphi N}^{n_N}} \frac{\exp \left( -\frac{1}{2} \varphi_I (\Sigma_I^{-1})_{ij} \varphi_J \right)}{\sqrt{(2\pi)^N |\det \Sigma_I|}}, \quad (20)
\]

where we have omitted the propagators that connect the vertices with the outer legs. Here \( n_I \) is defined as the number of “legs” at vertex \( l \) of the perturbative expansion that are connected to the fields defining the in state, and \( \Sigma_I \) is a (complex) symmetric matrix that has the position space propagators connecting the vertices \( r_l \) as entries.

This matrix plays the role of a covariance matrix, and so we will treat as such.

Let us appreciate an important aspect of this last result: it is an expectation value over a (multivariate) gaussian probability density function. With this in mind (and Wick’s theorem), we claim that

\[
\langle 0|\varphi(z_1, t_0)\ldots\varphi(z_J, t_0)H_I(t_1)\ldots H_I(t_l)\varphi(x_1, t)\ldots\varphi(x_n, t)H_I(t_{l+1})\ldots H_I(t_N)\varphi(y_1, t_0)\ldots\varphi(y_J, t_0)|0 \rangle = \int \ldots \int \int \ldots \int \int \frac{V(\varphi_1, r_1, t_1)\ldots V(\varphi_N, r_N, t_N) \exp \left( -\frac{1}{2} \varphi^T (\Sigma^{-1}) \varphi \right)}{\sqrt{(2\pi)^{N+n+2J} |\det \Sigma|}} \varphi_{x_1} \ldots \varphi_{x_n} \varphi_{y_1} \ldots \varphi_{y_J}, \quad (21)
\]

where \( \varphi^T = (\varphi_{x_1} \ldots \varphi_{x_n} \varphi_{y_1} \ldots \varphi_{y_J}) \), and \( \Sigma \) is the corresponding \((N+n+2J) \times (N+n+2J)\) covariance matrix.
The covariances in this matrix are the propagators between the fields’ corresponding spacetime positions, and they have their respective temporal arguments ordered within the propagators’ arguments as the fields are in the definition of $\phi^T$. For example, the covariance relating $\varphi_{x_0}$ and $\varphi_{b}$ is $\sigma^2(t_0, t_b, |x_0 - r_b|)$, and the one relating $\varphi_{x_0}$ with $\varphi_{b}$ would be $\sigma^2(t, t_b, |x_t - r_b|)$ if $b \geq t + 1$, while it would be $\sigma^2(t_b, t, |x_t - r_b|)$ if $b \leq t$. We omit the dependence of $\Sigma$ on $(N, t)$ to ease the notation. Also, the integrals $\int d\varphi$ are shorthand for $\int_{-\infty}^{\infty} d\varphi$.

Equation (21) describes the full $n$-point function, including both the free theory contributions and the interacting ones. Note that the free theory pairings are given precisely by a Gaussian distribution as in (21), only without the $\varphi_i$ terms. Instances of these would be $\sigma^2(t_0, t_0, |x_0 - y_0|)$ or $\sigma^2(t, t_0, |x_t - y_0|)$. Since it is fairly easy to check that these contractions also arise from this expression, we have obtained an indication that we are on the right track.

**B. A corollary of Wick’s theorem**

We now proceed to prove the claim introduced in the previous section: let the potential $V$ be given by its Taylor expansion about $\varphi = 0$, with spacetime-dependent coefficients $c_m(r, t)$

$$V(\varphi, r, t) = \sum_{m=0}^{\infty} \frac{c_m(r, t)}{m!} \varphi^m,$$

and let us use this in (21). The right-hand side of the equation now reads

$$\int_{r_1} \ldots \int_{r_N} \sum_{m_1=0}^{\infty} \ldots \sum_{m_N=0}^{\infty} \frac{c_{m_1}(r_1, t_1) \ldots c_{m_N}(r_N, t_N)}{m_1! \ldots m_N!} \exp \left(-\frac{1}{2} \phi^T \cdot \left(\Sigma^{-1}\right) \cdot \phi\right) \sqrt{\left(2\pi\right)^{N+n+2j} \det \Sigma} \varphi_{z_1} \ldots \varphi_{z_1} \varphi_{x_1} \varphi_{y_1} \ldots \varphi_{y_1} \varphi_{r_1}^{m_1} \ldots \varphi_{r_1}^{m_N}.$$

The second line in this last expression is nothing more than a moment of a multivariate Gaussian distribution. Therefore, the result is the sum over all pairings of fields of the product of the corresponding covariances. On the other hand, if we go back to the starting point (17), we have

$$\int_{r_1} \ldots \int_{r_N} \sum_{m_1=0}^{\infty} \ldots \sum_{m_N=0}^{\infty} \frac{c_{m_1}(r_1, t_1) \ldots c_{m_N}(r_N, t_N)}{m_1! \ldots m_N!} \langle 0 | \varphi_I(z_1, t_0) \ldots \varphi_I(z_j, t_0) \varphi_I(r_1, t_1)^{m_1} \ldots \varphi_I(r_1, t_1)^{m_1} \varphi_I(x_1, t) \varphi_I(x_1, t) \varphi_I(x_1, t) \varphi_I(x_1, t) \varphi_I(1, t_1+1)^{m_{l+1}} \varphi_I(1, t_1+1)^{m_{l+1}} \varphi_I(y_1, t_0) \varphi_I(y_1, t_0) \varphi_I(y_1, t_0) | 0 \rangle,$$

where the vacuum expectation value, per Wick’s theorem, is exactly the sum, over all the possible pairings of fields, of the product of the free-theory two-point functions associated to the pairings, which in turn are exactly the covariances we have defined earlier. Hence the last two expressions are equal and therefore (21) holds as written.

In order to connect this with the usual diagrammatic approach, note that in this last step the sum over all possible pairings is exactly what gives rise to propagators connecting vertices, and as may be seen from Appendix A the flow of momenta through the diagrams appears by taking the Fourier transform to momentum space of each propagator. In this sense, we have only rewritten a known statement in an apparently more complicated manner. However, in this way it is possible to appreciate some aspects of perturbation theory that usually remain obscure in a diagrammatic approach.

**C. An explicit result for the PDF of a self-interacting scalar field at every order**

Now we return to equation (11), which is the object we want to characterize through a probability distribution. This PDF must be able to generate $n$-point functions to any order in perturbation theory, and should deliver a path integral in the formal limit $N \to \infty$. Furthermore, it should always be positive when reduced to a finite number of points at which to evaluate the field. The
breakdown of this property would be a clear indicator that higher-order terms are required to give a meaningful result.

In what follows, we will write down explicit results taking the free theory vacuum $|0\rangle$ as the in state (thus omitting $\varphi_x$ and $\varphi_y$ in $\varphi$), but it is straightforward to get a more general result, which we list in Appendix \[13\]. The reason for doing this is that the structure of the computation we wish to emphasize, namely the interacting terms, is already contained within the correlations that come out of this choice.

Using equation \(21\), the $n$-point function for the $\varphi$ field is given by

\[
\langle \varphi(x_1, t) \ldots \varphi(x_n, t) \rangle = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^{N} (-1)^l \int_{t_0-\text{i}c|t_0|}^{t_1} dt_l \ldots \int_{t_0-\text{i}c|t_0|}^{t_2} dt_1 \int_{t_0+\text{i}c|t_0|}^{t_1} dt_{l+1} \ldots \int_{t_0+\text{i}c|t_0|}^{t} dt_N \int_{r_1} r_2 \ldots \int_{r_N} \varphi_{x_1} \varphi_{x_N},
\]

(25)

This correlation is a moment of the distribution

\[
\rho_{\varphi} = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^{N} (-1)^l \int_{t_0-\text{i}c|t_0|}^{t_1} dt_l \ldots \int_{t_0-\text{i}c|t_0|}^{t_2} dt_1 \int_{t_0+\text{i}c|t_0|}^{t_1} dt_{l+1} \ldots \int_{t_0+\text{i}c|t_0|}^{t} dt_N \int_{r_1} r_2 \ldots \int_{r_N} V(\varphi_1, r_1, t_1) \ldots V(\varphi_N, r_N, t_N) \exp \left( -\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi \right) \frac{1}{(2\pi)^{N+n}|\text{det}\Sigma|},
\]

(26)

which is, in its own right, a probability density function for the field $\varphi$. It is important to keep in mind that, even though it is not explicitly stated, the covariance matrix $\Sigma$ is different for each pair $(N, l)$, in the manner discussed between \(21\) and \(22\). We can summarize this by stating that the times that are integrated over a contour shifted by $-\text{i}\epsilon|t_0|$ always go to the left in the covariances, and that those with $+\text{i}\epsilon|t_0|$ always go to the right. When two times have the same imaginary component, the covariance has its arguments time-ordered if the integration is with $+\text{i}\epsilon|t_0|$, and anti-time-ordered if the integration goes with $-\text{i}\epsilon|t_0|$. Keeping this in mind, we may formally factor the distribution defined by the exponential out of the spacetime integrations, write it as a functional integral, and then further rearrange \(26\) to get

\[
\rho_{\varphi} = \int \text{D}\varphi \frac{\exp \left( -\frac{1}{2} \varphi \cdot (\Sigma^{-1}) \cdot \varphi \right)}{\sqrt{|\text{det}(2\pi\Sigma)|}} \sum_{l=0}^{\infty} (-1)^l \int_{t_0-\text{i}c|t_0|}^{t_1} dt_l \ldots \int_{t_0-\text{i}c|t_0|}^{t_2} dt_1 \int_{t_0+\text{i}c|t_0|}^{t_1} dt_{l+1} \ldots \int_{t_0+\text{i}c|t_0|}^{t} dt_N \int_{r_1} r_2 \ldots \int_{r_N} V(\varphi(r_1, t_1), \varphi_1, t_1) \ldots V(\varphi(r_N, t_N), \varphi_N, t_N),
\]

(27)

where we have to stress that the arguments of the fields inside the potential are there merely as a label for the functional integral to read; they are not to be integrated over by the spacetime integrals right away.

In this last expression, $\varphi$ contains both “internal” (those in the arguments of the interaction $V$) and “external” fields (those that appear in the observable, characterized by the positions $x_i$). One additional formal step gives the resummation of the Dyson series

\[
\rho_{\varphi} = \int \text{D}\varphi_+ \text{D}\varphi_- \exp \left\{ +\int_{t_0-\text{i}c|t_0|}^{t} dt' V(\varphi_-(r, t'), r, t') \right\} \frac{\exp \left( -\frac{1}{2} \varphi \cdot (\Sigma^{-1}) \cdot \varphi \right)}{\sqrt{|\text{det}(2\pi\Sigma)|}} 
\]

(28)
Here we have made a distinction between the fields \( \varphi_+ \) and \( \varphi_- \) (as is usually done in the Schwinger-Keldysh formalism) in order to be unambiguous regarding the order in which the covariances have their temporal arguments arranged: the \( \varphi_+ \) field always has its corresponding times to the right and time-ordered among themselves, while those of \( \varphi_- \) always go to the left and anti-time-ordered among themselves. It is no longer necessary to write down the time ordering symbols, because the ordering prescription is already implemented through the definition of \( \Sigma \). From this point one can derive an expression with more resemblance to the usual path integral formulation \([7]\). It is also relevant to keep in mind that the matrix \( \Sigma \) also has entries for external fields, which are neither \( \varphi_+ \) nor \( \varphi_- \): the Schwinger-Keldysh fields only account for the inner structure of the theory. To emphasize this, note that an expectation value for an observable quantity is computed by integrating over the corresponding external field variables

\[
(f)(r_1, ..., r_n; t) = \int D\varphi \rho_{\varphi} f(\varphi(r_1, t), ..., \varphi(r_n, t); t),
\]

as one would expect. A remark is in order here. Throughout this paper, when we write \( \int D\varphi \) we mean to integrate over the range of eigenvalues of the field operator (heretofore the real line) for each spacetime position relevant in the integration, and reduce the corresponding (usually Gaussian) distribution to the relevant coordinates. For instance, in this last equation \( \int D\varphi = \int_{\varphi(r_1, t)} \cdots \int_{\varphi(r_n, t)} \): the RHS is composed of a product of \( n \) real integrals from \(-\infty\) to \( \infty \) for each field, thus sweeping over all of their possible eigenvalues.

The distribution \( \rho_{\varphi} \) is normalized, in the sense that \( \int D\varphi \rho_{\varphi} = 1 \), as can be readily seen order by order from the perturbative expansion \([26]\): if we disregard the \( \epsilon \) prescription, then only \( N = 0 \) gives a nonzero contribution, since by having integrated out the external fields, the argument of the time integrations is the same for every \( l \), and what remains is a sum (with signs) over integration domains, which cancel out identically. Hence, for finite \( t_0 \) we have \( \int D\varphi \rho_{\varphi} = 1 \), and then \( \lim_{t_0 \to -\infty} \int D\varphi \rho_{\varphi} = 1 \), which is what is usually meant by \( t_0 = -\infty \). Diagrammatically, this implies the cancellation of loop diagrams in the interacting theory that are disconnected from the external legs.

Me must note, though, that for computational purposes, equation \([28]\) may be as useful as the starting point \([7]\) because ultimately both are formal expressions. However, it makes manifest one of the fundamental aspects of perturbation theory: the result is expressed only in terms of the quantities of the free theory, modulated by the perturbation \( V \); no new propagators are introduced at a basic level.

As this section’s final comment, we note that including self-interactions involving derivatives of the field is also feasible. However, in order to represent all the contractions through a Gaussian distribution in an unambiguous manner, it is desirable that the field and its conjugate momenta be ordered in a definite and uniform way within the Hamiltonian. If this is not the case, then one would probably be forced to add extra labels to the integrations so as to implement the different ordering prescriptions.

D. The case of Dirac fields

Analogously to what we have been doing so far, we may reconstruct a probability distribution functional for an interacting theory of anti-commuting fields. We consider a theory given by \( \mathcal{H} = \mathcal{H}_{\text{free}} + V(\psi^\alpha, \bar{\psi}^\beta, x) \), where \( \psi(x) \) is a Dirac spinor field. The relevant result for Gaussian expectation values when dealing with Grassmann variables is

\[
\langle A(\theta^\alpha_a, \bar{\theta}^\beta_b) \rangle = \int \left( \prod_{i,a} d\bar{\theta}_i^\alpha d\theta_i^\beta \right) A(\theta^\alpha_a, \bar{\theta}^\beta_b) \frac{\exp \left( \bar{\theta}_i S^{-1}_i \theta_j \right)}{\det S^{-1}}.
\]

(30)

Thus, it is possible to repeat the reasoning that led us to Eq. \([26]\) by expanding the “potential” \( V \) as a polynomial of Grassmann variables (which actually is the very definition of \( V \) in this context). In the last expression we introduced \( S_{ij} \) as a matrix of complex-valued propagators between the corresponding Grassmann variables (we have omitted the spinor index in the sum \( \bar{\theta}_i S^{-1}_i \theta_j \)). We use greek letters to denote spinor components and Latin indices to number the interaction vertices.

The only difference with our previous computations is that we are now faced with some numbers that do not commute. However, taking both the free and complete Hamiltonian (and therefore the interaction) to be commuting numbers, there is no problem in rearranging the positions of the potential \( V \). Consequently, in an analogous manner we obtain

\[
\rho_{\psi} = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^N (-1)^l \int_{t_0 - i\epsilon}^{t_1} dt_1 \cdots \int_{t_0 - i\epsilon}^{t_2} dt_1 \cdots \int_{t_0 + i\epsilon}^{t_{N-1}} dt_N \cdots \int_{t_0 + i\epsilon}^{t_N} \prod_{i,a} d\bar{\theta}_i^\alpha d\theta_i^\beta \frac{\exp \left( \bar{\theta}_i S^{-1}_i \theta_j \right)}{\det S^{-1}} V(\theta^\alpha_a, \bar{\theta}^\beta_b; r_1, t_1) \cdots V(\theta^\alpha_n, \bar{\theta}^\beta_n, r_N, t_N).
\]

(31)
Naturally, the integrals $\int d\theta$, $\int d\phi$ are no longer over the real line, but over complex Grassmann numbers. The spacetime-dependent covariance matrix $S$ follows the same conditions that $\Sigma$ does in the previous sections regarding the ordering of time coordinates within propagators, and is equally dependent on $(N,l)$. In very much the same way we did in the previous section, it proves possible to sum this back into a functional integral.

Generalizing these results to theories with both types of fields (bosonic and fermionic) is straightforward: write the (gaussian) free theory distribution as a product of those corresponding to each individual theory, and let the interaction terms $V(\varphi,\psi)$ connect them to form more complex processes.

**IV. AN ANALOGOUS DERIVATION FOR THE IN-OUT FORMALISM**

We can also use the tools developed so far to write down expressions for the $S$ matrix. From [21], we have $S_{\beta\alpha} = \bra{\beta}|S|{\Phi}_{\alpha} \rangle$, where $S = U(+\infty,-\infty), U(t,t_0) \equiv \exp[-iH_0(t-t_0)+iH_0t_0] = \exp[-i \int_{t_0}^t dt' H_1(t')]$, and $|{\Phi}_{\alpha} \rangle$ refer to the states of the free theory that are asymptotically equal to the relevant in and out states. In this context, we may write

$$|{\Phi}_{\alpha} \rangle = a^\dagger(k_{\alpha_1})...a^\dagger(k_{\alpha_n})|0\rangle,$$

and therefore the object of interest is

$$\bra{0}a(k_{\beta_1})...a(k_{\beta_m})T \exp\left(-i \int_{-\infty}^{\infty} dt H_1(t)\right) \times a^\dagger(k_{\alpha_1})...a^\dagger(k_{\alpha_n})|0\rangle.$$

We omit the $\epsilon$ terms during this section, as they can be easily tracked and reinstated if necessary. In order to use our previous strategies, we may start by expressing the $a,a^\dagger$ operators in terms of the interaction picture fields at $t = 0$. This choice is inconsequential to the construction of in/out states, as the evolution of the free theory will only modify the phases by which the $a,a^\dagger$ operators need to be multiplied in order to recover an amplitude of the form of \(33\). Thus, the object that we can readily compute and use to probe different in/out states is

$$\langle f|i \rangle = \langle 0|\varphi_f(x_{\beta_1},0)...\varphi_f(x_{\beta_m},0) \times \exp\left(-i \int_{-\infty}^{\infty} dt H_1(t)\right) \times \varphi_i(x_{\alpha_1},0)...\varphi_i(x_{\alpha_n},0)|0\rangle.$$

However, in contrast with the in-in formalism, there is an issue regarding the loop diagrams that are disconnected from the external legs: in this situation there is no cancellation coming from other terms. Since these contributions typically give rise to infinities, the standard approach is to remove them by hand, because they appear as a normalization factor in the partition function. Equivalently, we can formally divide the amplitude $\langle f|i \rangle$ by $\langle 0|S|0\rangle$, since this is term that appears as an overall factor in the exact result for every computation, and accounts for all of the disconnected pieces that appear in a diagrammatic expansion.

If we now perform a perturbative expansion on $V$ (i.e. on its typical amplitude) in analogy with our previous computations, we obtain

$$\langle f|i \rangle = \sum_{N=0}^{\infty} (-i)^N \int_{r_1}^{r_N} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \varphi(x_{\alpha_1},...x_{\alpha_n}) \varphi(x_{\beta_1},...x_{\beta_m}) \times \exp\left(-\frac{1}{2} \varphi^T \left(\Sigma_{\alpha}^{-1}\right) \varphi\right) \times \exp\left(-\frac{1}{2} \varphi_{\alpha}^T \left(\Sigma_{\beta}^{-1}\right) \varphi\right) V(\varphi_1,r_1,t_1)...V(\varphi_N,r_N,t_N),$$

$$\langle 0|S|0\rangle = \sum_{N=0}^{\infty} (-i)^N \int_{r_1}^{r_N} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \int_{\varphi_{\alpha_1}}^{\varphi_{\alpha_n}} \int_{\varphi_{\beta_1}}^{\varphi_{\beta_m}} \varphi(x_{\alpha_1},...x_{\alpha_n}) \varphi(x_{\beta_1},...x_{\beta_m}) \times \exp\left(-\frac{1}{2} \varphi^T \left(\Sigma_{\alpha}^{-1}\right) \varphi\right) \times \exp\left(-\frac{1}{2} \varphi_{\alpha}^T \left(\Sigma_{\beta}^{-1}\right) \varphi\right) V(\varphi_1,r_1,t_1)...V(\varphi_N,r_N,t_N).$$

In these expressions the covariance matrix $\Sigma_N$ is a square matrix with side $N + n + m$, in which the field entries with a $\beta$ index always have their corresponding time coordinates in the first argument of $\sigma^2(t,t',r)$. Similarly, the field entries with an $\alpha$ index always have their respective time coordinates in the second argument. The field entries associated to the perturbative expansion have their corresponding time coordinates time-ordered with respect to each other, so that later times occupy the first entry of $\sigma^2(t,t',r)$. Analogously, $\Sigma_{l,N}$ is an $N \times N$ square matrix, but only containing the covariance block associated to the $N$ vertices and no correlation to the initial or
final state. Finally, $\Phi_N$ represents the field vector $\Phi$ with only the $\phi_i$ entries, with $i = 1, ..., N$.

The previous expressions can be used at any order, expanding $\langle 0|S|0 \rangle^{-1}$ in a power series and keeping the terms of interest up to the desired order. As before, we may formally re-sum and write this result using functional integrals

$$
\langle f|i \rangle = \int D\Phi \exp \left( -\frac{i}{2} \Phi \cdot \left( \Sigma^{-1} \right) \cdot \Phi \right) \phi_{x_1} \cdots \phi_{x_n} \exp \left\{ -i \int_{-\infty}^{\infty} dt \int_{r} V(\phi(r,t), r, t) \right\} \phi_{x_{\beta_1}} \cdots \phi_{x_{\beta_m}} 
\times \left[ \int D\phi \exp \left( -\frac{i}{2} \phi \cdot \left( \Sigma^{-1} \right) \cdot \phi \right) \exp \left\{ -i \int_{-\infty}^{\infty} dt \int_{r} V(\phi(r,t), r, t) \right\} \right]^{-1},
$$

or equivalently, one can also write equation (37) as

$$
\langle f|i \rangle = \int D\Phi_{\text{external}} \phi_{x_1} \cdots \phi_{x_n} \theta_f \phi_{x_{\beta_1}} \cdots \phi_{x_{\beta_m}},
$$

where the distribution that generates the scattering amplitudes is

$$
\theta_f = \int D\Phi_{\text{internal}} \exp \left( -\frac{i}{2} \phi \cdot \left( \Sigma^{-1} \right) \cdot \phi \right) \exp \left\{ -i \int_{-\infty}^{\infty} dt \int_{r} V(\phi(r,t), r, t) \right\} 
\times \left[ \int D\phi \exp \left( -\frac{i}{2} \phi \cdot \left( \Sigma^{-1} \right) \cdot \phi \right) \exp \left\{ -i \int_{-\infty}^{\infty} dt \int_{r} V(\phi(r,t), r, t) \right\} \right]^{-1}.
$$

When reading this, one has to keep in mind that $\Sigma$ stores all correlations, including those between external and internal fields, which are here defined, respectively, as those used to construct the in and out states and those that arise from the interactions, while $\Sigma_I$ only contains the covariances of the internal fields. Additionally, $\Phi$ contains both $\Phi_{\text{external}}$ and $\Phi_{\text{internal}}$. This latter contribution can be thought as normalization to the scattering amplitude that removes the interactions that do not take part in the physical process (i.e. the disconnected loop contributions).

Let us stress that $\theta_f$ is not a probability distribution: it is merely a distribution which upon integration along a function of field variables yields scattering amplitudes. The normalization is conventional to set the corresponding partition function (the functional Fourier transform) to unity when the source currents are turned off.

Finally, let us note that the time ordering symbols have been removed from the expression, as $\Sigma$ is defined so that it contains time-ordered (Feynman) propagators between the vertices, thus implementing the standard diagrammatic rules of QFT. As before, let us remark yet again that $\Sigma$ also contains propagators that connect the external fields with the interaction vertices, with their corresponding temporal orderings. Although we could have simplified the notation further, we keep $\sigma^2(t, t', r)$ as the fundamental object in order to facilitate comparison with the in-in formalism. The familiar path integral approach to QFT can be readily compared with this result.

V. APPLICATIONS TO FIRST-ORDER COMPUTATIONS

In this section we list two generic quantities that can be derived from our previous results and may find a number of applications. The first considers the computation of a probability distribution function for a scalar field $\phi$, starting from the free theory vacuum $|0\rangle$ as the in state. The second provides a probability density for the mode amplitudes in momentum space, with the same initial conditions. They are complementary, as they quantify different aspects of the system’s observable quantities, but ultimately encode the same information: the structure of the self-interaction.

Both results can be regarded as Born approximations, in the sense that they are valid provided the potential is of small amplitude and that their results are linear on the self-interaction. This fact may prove useful for future studies of systems that have statistics that are very close to a Gaussian distribution and probe small departures from Gaussianity, simply because linear operations are easier to handle and, potentially, to be inverted. This opens the door to obtaining information on the underlying potential directly, thus shedding light on the fundamental structure of the theory that describes the phenomenon at hand.
A 1-point PDF

A problem of interest is to describe the probability of a quantum field having a certain amplitude at a given spacetime position. Let us here take a situation in which the system is originally in the vacuum state of the free theory, and an interacting term is turned on from \( t = t_0 \) onwards. This allows us to omit the \( \epsilon \) prescription used to select states in the asymptotic past.

If we take the term \( N = 1 \) in equation \([26]\) and consider it as a deviation \( \Delta \rho \) from a Gaussian distribution, we find

\[
\Delta \rho(\varphi_1, \ldots, \varphi_n; z) = \int_\mathbb{R} \int_{t_0}^t dt' 2\text{Im} \left\{ \int d\varphi \frac{\exp \left( -\frac{1}{2} \varphi^T \Sigma^{-1} \varphi \right)}{\sqrt{(2\pi)^{n+1}|\det \Sigma|}} V(\varphi, r, t') \right\},
\]

where \( \varphi_i \) represents the amplitude of the field at \((r_i, t), \)

which we do not write as \( \varphi(\mathbf{r}, t) \) in order to emphasize their being real variables. Furthermore, we have denoted \( \varphi' = (\varphi_1 \ldots \varphi_n) \), and \( \Sigma \) is the corresponding covariance matrix

\[
\Sigma = \begin{bmatrix}
\sigma^2(t, t', 0) & \sigma^2(t, t', r_{01}) & \cdots & \sigma^2(t, t', r_{0n}) \\
\sigma^2(t, t', r_{10}) & \sigma^2(t, t, 0) & \cdots & \sigma^2(t, t, r_{1n}) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma^2(t, t', r_{n0}) & \sigma^2(t, t, r_{10}) & \cdots & \sigma^2(t, t, 0)
\end{bmatrix},
\]

with \( r_{ij} = |\mathbf{r}_i - \mathbf{r}_j| \) and \( \mathbf{r} = \mathbf{x} \). Furthermore, if we take \( r_1 = \ldots = r_n \equiv \mathbf{x} \), then the Gaussian measure effectively reduces itself to two field coordinates, one internal and another external. Consequently, the covariance matrix becomes a \( 2 \times 2 \) matrix.

If we further let \( r = |\mathbf{r}| \), we arrive at

\[
\rho(\varphi, \mathbf{x}, t) = \frac{e^{-\frac{1}{2}\sigma^2(t, t, 0)}}{\sqrt{2\pi\sigma^2(t, t, 0)}} \left[ 1 + \int_\mathbb{R} \int_{t_0}^t dt' \int_{-\infty}^{\infty} d\varphi \ 2\text{Im} \left\{ \frac{e^{-\frac{1}{2}\sigma^2(t, t', r)}}{\sqrt{2\pi\sigma^2(t, t', r)}} V(\varphi, \mathbf{r} + \mathbf{x}, t') \right\} \right].
\]

where we have defined

\[
\begin{align*}
\sigma^2(t, t', r) & \equiv \frac{\sigma^2(t, t, 0)\sigma^2(t', t', 0) - \sigma^4(t, t', r)}{\sigma^2(t, t', 0)} \\
R(t, t', r) & \equiv \frac{\sigma^2(t, t', r)}{\sigma^2(t, t, 0)}.
\end{align*}
\]

Equation \([42]\) is the promised result: a 1-point PDF for the scalar field at \((\mathbf{x}, t)\). In general, this can be evaluated numerically in a straightforward manner, typically once the (co)variances have been already regularized. However, if we had access to solving the integral over \( t' \) at the \( n \)-point function level, the reconstruction of the PDF should even be more revealing of the underlying physics (see \([18, 19]\) for a realization of this type of analysis).

In fact, if both the potential and the single-point variance of the field \( \sigma^2(t, t, 0) \) are independent of the space-time coordinates, it is possible to retrieve information of the self-interaction directly from the connected \( n \)-point functions in terms of a Hermite polynomial expansion, and ultimately, to reconstruct the potential. This is a consequence of equation \([46]\) in the following section.

B. A \( k \)-space PDF for the amplitude of the fluctuations

In order to get a PDF in momentum space, we first need to determine the structure of the \( n \)-point functions in this representation. To that end, we first write down the fully connected \( n \)-point function explicitly at first order in \( V \) and time \( t \), which, to this order in the perturbation, is equal to the fully interacting contribution:

\[
\langle \varphi^n \rangle_c = \int_{t_0}^t dt' \int_{-\infty}^{\infty} d\varphi \frac{e^{-\frac{1}{2}\sigma^2(t, t', 0)}}{\sqrt{2\pi\sigma^2(t', 0)}} \frac{\partial^n V}{\partial\varphi^n} (\varphi, r, t') \int_\mathbb{R} 2\text{Im} \left\{ \sigma^2(t, t', |\mathbf{r} - \mathbf{r}_1|) \ldots \sigma^2(t, t', |\mathbf{r} - \mathbf{r}_n|) \right\}.
\]

Integrating by parts over \( \varphi \) and taking a Fourier transform to momentum space, we get

\[
\langle \varphi^n \rangle_c = \int_{t_0}^t dt' \int_{-\infty}^{\infty} d\varphi \frac{e^{-\frac{1}{2}\sigma^2(t', t, 0)}}{\sqrt{2\pi\sigma^2(t', 0)}} \text{H}_n \left( \frac{\psi}{\sigma(t', t', 0)} \right) V(\varphi, r, t') \int_\mathbb{R} 2\text{Im} \left\{ \frac{\Delta(t, t', k_1)e^{ik_1 \cdot \mathbf{r}}}{\sigma(t', t, 0)} \ldots \frac{\Delta(t, t', k_n)e^{ik_n \cdot \mathbf{r}}}{\sigma(t', t, 0)} \right\}.
\]

(46)
On the other hand, when one thinks about measuring different modes of a given field, one has to take into account the experimental limitations. To that end, we define

$$\tilde{\varphi}_k = \frac{3}{4\pi^3 k_{IR}} \int d^3 q \varphi_q$$

(47)

where $k_{IR}$ is an infrared cutoff, or a coarse-graining, that accounts for our not being able to measure arbitrarily large length scales (note that there is no $(2\pi)^{-3}$ factor beside the integral).

In the case of a quadratic theory, all of the relevant information is contained within the two-point function, which is also called the Power Spectrum. Presently, it is given by

$$\langle \tilde{\varphi}_k \tilde{\varphi}_{-k} \rangle_{\text{free}} = \frac{(2\pi)^3}{(4\pi^3 k_{IR})^2} \int d^3 q \Delta(t, t, q).$$

(48)

which, depending on the background metric, may be

time-dependent. However, in the presence of an interaction term, the theory no longer has Gaussian statistics, and consequently the amplitude of the modes is no longer determined only through the two-point function.

For our present purposes, since the amplitude of a mode can be characterized by $|\varphi_k|^2 = \varphi_k \tilde{\varphi}_k = \varphi_k \varphi_{-k}$, the natural quantity to try and compute is

$$\langle (\varphi_k \varphi_{-k})^n \rangle = \sum_{m=0}^n \frac{n! (\varphi_k \varphi_{-k})_{\text{free}}^{n-m} (\langle \varphi_k \varphi_{-k} \rangle_{\text{free}})^m}{m! (n-m)!},$$

(49)

where the combinatorial factor arises from the counting of all possible contractions to form diagrams with $n$ external momenta evaluated at $k$ and an additional set of $n$ momenta evaluated at $-k$. Notice that (49) requires $|k| > k_{IR}/2$ for consistency, so that the free theory contractions can only join $k$ with $-k$.

If we define

$$F_n[V, r, t] = \int_{-\infty}^{\infty} d\varphi \frac{e^{-\frac{1}{2\pi^2 \sigma^2}(t, t, 0)}}{\sqrt{2\pi \sigma^2(t, t, 0)}} \text{He}_n \left( \frac{\varphi}{\sigma(t, t, 0)} \right) V(\varphi, r, t),$$

(50)

we can readily write down the fully connected contributions

$$\langle (\varphi_k \varphi_{-k})^n \rangle_c = \int_{t_0}^{t} dt' \int_r F_{2n}[V, r, t'] 2\text{Im} \left\{ \left( \frac{1}{(4\pi^3 k_{IR})^2} \int_{q, q' < k_{IR}} \frac{\Delta(t, t', |k - q|) \Delta(t, t', |k - q'|)}{\sigma^2(t', t, 0)} e^{i(q - q') \cdot r} \right)^n \right\},$$

(51)

and thus what remains is a problem of finding the PDF that generates (49). In essence, we want a distribution $\mathcal{K}$ such that $\int d(t^* \varphi_k^2) \mathcal{K}(t^* \varphi_k^2) (\langle \varphi_k \varphi_{-k} \rangle^2)^n = \langle (\varphi_k \varphi_{-k})^n \rangle_c$.

In the interests of notational simplicity, let us define

$$y = y(t, t', r, k) = \frac{1}{(4\pi^3 k_{IR})^2 (\varphi_k \varphi_{-k})_{\text{free}}} \int_{q, q' < k_{IR}} \frac{\Delta(t, t', |k - q|) \Delta(t, t', |k - q'|)}{\sigma^2(t', t', 0)} e^{i(q - q') \cdot r}, \quad x = \frac{|\tilde{\varphi}_k|^2}{(\varphi_k \varphi_{-k})_{\text{free}}}$$

(52)

where $\langle \varphi_k \varphi_{-k} \rangle_{\text{free}}$ is the two-point function of the free theory. Furthermore, we define a functional $T[V, r, t](x)$ by

$$\int_0^{\infty} dx e^{-x} L_n(x) T[V, r, t](x) = \frac{(-1)^n}{n!} F_{2n}[V, r, t],$$

(53)

where $L_n$ is the $n$-th Laguerre polynomial. This definition is always possible provided that $V(\varphi, \cdot, \cdot)$ be square integrable with respect to the Gaussian measure with variance $\sigma^2(t, t, 0)$ because both sides of the expansion define the coefficients of square integrable functions in their respective Hilbert spaces: $\{\text{He}_n(x)\}_{n}, \varepsilon^{-x/2\pi}$ and $(\{L_n(x)\}_{n}, e^{-x})$.

Then, it follows from the preceding definitions and some functional-algebraic manipulations that

$$K_k(x) = e^{-x} \left[ 1 + \int_{t_0}^{t} dt' \int_0^{\infty} dz e^{-\frac{r_m}{r^n}} I_0 \left( \frac{2\sqrt{y z}}{1 - y} \right) T[V, r, t'](z) \right]$$

(54)

where $I_0$ is a modified Bessel function of the first kind, and

$$T[V, r, t](z) = \int_{-\infty}^{\infty} d\varphi \frac{e^{-\frac{1}{2\pi^2 \sigma^2}(t, t, 0)}}{\sqrt{2\pi \sigma^2(t, t, 0)}} V(\varphi, r, t) \frac{1}{2\pi i} \int_C \frac{dv}{v} \exp \left( \frac{v \varphi}{\sigma(t, t, 0)} - \frac{v^2}{2} + \frac{z}{v^2 + 1} \right),$$

(55)
with $C$ a counterclockwise integration contour encircling the three singularities of the integrand: $0, +i, -i$. Finally, we may write the PDF in terms of $|\bar{\varphi}_k|
abla^2
abla^2 |\bar{\varphi}_k|^{2+}\partial_k|\bar{\varphi}_k\bar{\varphi}_k\bar{k}|_{\text{free}}$ 

$$K_k(|\bar{\varphi}_k|) = \frac{2|\bar{\varphi}_k|e^{-|\bar{\varphi}_k|^2}}{(\bar{\varphi}_k\bar{\varphi}_k\bar{k})_{\text{free}}} \left[ 1 + \int_0^t dt' \int_0^\infty dz \frac{e^{-y|\bar{\varphi}_k|^2}}{1-y}I_0 \left( \frac{2|\bar{\varphi}_k|}{1-y} \sqrt{\frac{yz}{|\bar{\varphi}_k\bar{\varphi}_k\bar{k}|_{\text{free}}}} \right) T[V; r, t'](z) \right]$$

as a distribution over $|\bar{\varphi}_k| \in (0, \infty)$.

This result may find applications, for instance, when generating initial conditions for the evolution of the universe after inflation, or even probing the landscape potential that generated those initial conditions through CMB or LSS statistics, in an analogous manner to what was done in [15, 19] for the CMB. This result has both advantages and disadvantages over the approach implemented in those works. On the one hand, because all the modes in $k$-space are statistically independent, the result will be subject to far less intrinsic noise. But on the other hand, its analytical expression is more cumbersome and it will presumably require more data from smaller scales on the sky, as it only would be able to reconstruct a PDF (assuming isotropy) by counting occurrences of the fluctuations’ amplitude over a sphere at fixed $|k|$.

As the final note of this section, it is worth mentioning that given a reconstruction of the $k$-space PDF $K(x)$ from actual data, one can recover information about the even Hermite moments of the self-interaction $\mathcal{F}_{2n}$ through

$$\int_0^\infty dx L_n(x)K_k(x) = \int_0^t dt \int \mathcal{F}_{2n}[V; r, t'] 2\text{Im} \{ y^n(t, t'; r; k) \},$$

which, in the same spirit of last section’s conclusions, is readily useful if $\mathcal{F}_{2n}[V; r, t']$ does not depend on $r$ nor $t'$. It must be noted that the PDF (56) only contains information on the even part of the potential $V$, and therefore another complementary observable should be used to obtain information on the odd part of the potential.

This concludes our discussion on first-order results.

### VI. EXPLORING COMPUTATIONAL PROSPECTS

In this section we study two examples where it is possible to make some analytical progress starting from the general expressions (26) and (55). The first consists of a localized self-interaction in spacetime, where we proceed to examine the limitations of the perturbative approach by comparing the first-order result with a numerical computation following the exact result. The second considers a specific type of self-interaction present at all points in spacetime, where we are able to solve the field integrals exactly, as a means of showing where the typical “perturbative” parameter will appear and what structure emerges at each order in perturbation theory.

#### A. A concrete example

To substantiate the formulae pushed forward earlier, let us examine a specific example in which we are able to obtain (numerically) an exact probability density function for a quantum field in presence of a nontrivial interaction, while taking the initial state to be the free theory vacuum $|0\rangle$.

To keep matters as simple as possible, we will choose a potential that is easy enough to handle upon insertion in equation (26), but still nontrivial in structure regarding its field coordinate. Our choice for a self-interaction will be

$$V(\varphi, r, t) = \delta(t)\delta^{(3)}(r)V(\varphi),$$

leaving $V(\varphi)$ to be chosen later on. It is worth mentioning that $V$ is a dimensionless function, as the Dirac deltas account for the action integral’s dimensionality.

We can think of this potential $V$ as a localized event in spacetime, or a bounded region of spacetime whose characteristic size is much smaller than the typical scale of variation of the propagator $\sigma^2$, where the scalar field of interest was subject to nontrivial interactions, encoded in the function $V$. The advantage of having made this choice is that the subsequent results can be obtained independently of the background metric, whose information will be encoded within the propagator/covariance of the free field. Replacing this self-interaction into (26) and performing the spacetime integrals gives

$$\rho_\varphi = \sum_{N=0}^\infty (-i)^N \sum_{l=0}^N \frac{(-1)^l}{l!(N-l)!} \int_{\varphi_-}^{\varphi_+} \int \mathcal{V}(\varphi_-)^l \mathcal{V}(\varphi_+)^{N-l} \exp \left( -\frac{i}{2} \mathcal{V}^T \left( \Sigma^{-1} \right) \cdot \varphi \right) \sqrt{(2\pi)^3|\text{det} \Sigma|}$$

where the integrals over the field variables have been reduced to two as the position of the interaction vertices collapsed into a unique location $(r, t) = 0$. This series
may be summed back into
\[
\rho_x(\varphi) = \int_{-\infty}^{\infty} d\varphi_+ \int_{-\infty}^{\infty} d\varphi_- e^{i(V(\varphi_-)-V(\varphi_+))} \frac{e^{\left(-\frac{i}{2} \varphi_+^T \Sigma^{-1} \varphi_+ + \frac{i}{2} \varphi_-^T \Sigma^{-1} \varphi_- \right)}}{(2\pi)^3 |\det \Sigma|}
\]
(60)
where \(\varphi^T = (\varphi, \varphi_+, \varphi_-)\) is the field vector (with real entries) analogous to the previous instances of \(\varphi^T\) in this work, and \(\Sigma\) is the corresponding covariance matrix:
\[
\Sigma = \begin{bmatrix} \sigma^2(x, x) & \sigma^2(x, 0) & \sigma^2(0, x) \\ \sigma^2(x, 0) & \sigma^2(0, 0) & \sigma^2(0, 0) \\ \sigma^2(0, x) & \sigma^2(0, 0) & \sigma^2(0, 0) \end{bmatrix}
\]
(61)
where we have written \(\sigma^2(0, 0)\) and \(\sigma^2(x, x)\) as the variances of the field \(\varphi\) at the coordinate origin (the point where the potential is active) and at the point where the field PDF is evaluated \(x = (r, t)\), respectively. Similarly, \(\sigma^2(x, 0)\) and \(\sigma^2(0, x)\) are the covariances relating the coordinates \(x\) and \(0\), with their temporal arguments ordered so as to account for the time ordering in the formalism.

Note that the covariance matrix is nonsingular only because \(\sigma^2(x, 0) \neq \sigma^2(0, x)\), and consequently it distinguishes the fields \(\varphi_\pm\). If those covariances were equal, the Gaussian measure would reduce to a Dirac delta between \(\varphi_+\) and \(\varphi_-\) (thus cancelling the effects of the interaction \(V\)) times a 2-D Gaussian in field space between \(\varphi\) and \(\varphi_\pm\). Then the integral over the auxiliary field variables \(\varphi_\pm\) could be carried out explicitly yielding a pure Gaussian PDF for \(\rho_\varphi(x)\). Therefore, this tells us that \(\rho_\varphi(x)\) is nontrivial only if \(\sigma^2(x, 0) = \sigma^2(0, x)\) has a nonzero imaginary part. As we will remark later in section [VII] this is the manner in which causality arises within the \(in-in\) formalism: the boundary of the spacetime region where the imaginary part of \(\sigma^2(0, 0)\) is nonzero draws the light cone of the particles associated to the field. The influence of different backgrounds is thus taken into account through the construction of the propagator.

Now the result is non-perturbative, and we need not concern ourselves with the convergence of sums/integrals. Thus, in principle, we may make a choice on the function \(V(\varphi)\) as we see fit. To illustrate our point in choosing a nontrivial structure, let
\[
V(\varphi) = A \min\{5, \varphi^6 - 4\varphi^4 + 4\varphi^2\}
\]
in units where the free theory variance of the field satisfies \(\sigma^2(0, 0) = 1\), and \(A\) is a dimensionless real parameter. This is nothing but a local potential well in field space with features inside it. Furthermore, we take the theory to be such that \(\sigma^2(0, 0) = \sigma^2(x, x)\) for all spacetime positions \(x\).

Having made these choices, we may now carry out the integrations in (60) numerically for a fixed value of \(\sigma^2(x, 0)\) and see how the effects of such a potential propagate in spacetime. The result of this procedure is shown in Figures 1 and 2 for two different values of the parameter \(A\): 0.1 (presumably perturbative) and 1 (non-perturbative), so as to compare with our previous result (42) and assess its validity. Since the real part of the covariance \(\sigma^2(x, 0)\) is smaller than the typical field range \(\sigma^2(0, 0)\), we have to rescale the argument of the potential when presenting the plots in order to make meaningful comparisons involving the transfer of statistics from the singular event in spacetime to the field. This is because the external field variable \(\varphi\) will appear in (60) in specific combinations, such as \((\varphi_+ - \varphi \sigma^2(x, 0)/\sigma^2(0, 0))\).

Figure 1 shows the results of taking the proposed potential with \(A = 0.1\). Although the PDF to 1st order is distinguishable from the exact result, they qualitatively agree in the central region \(|\varphi/\sigma(0, 0)| \leq 3\): both have an increase in probability around \(\varphi \sim 0\) and a slight

![Figure 1: The figure illustrates a typical PDF (solid blue) that may be obtained exactly using the in-in formalism and the tools developed herein, in the presumably perturbative regime \(A = 0.1\) of (62). A Gaussian PDF (solid black) and the first order result in perturbation theory (dashed blue) are shown for comparison. The PDF was generated with \(\sigma^2(x, 0) = (1/5 - 4i/5)\sigma^2(0, 0)\). The potential that gives rise to the non-Gaussian deformations is also displayed for comparison (dashed red). Its amplitude is not to scale, but the field range has been rescaled by Re\{\sigma^2(x, 0)/\sigma^2(0, 0)\} in order to properly account for the transfer. (a) Shows the central region of the distribution \(\varphi \in (-5\sigma(0, 0), 5\sigma(0, 0))\), and (b) displays the tail \(\varphi \in (2\sigma(0, 0), 10\sigma(0, 0))\).](image-url)
where \( \int_x = \int_{-\infty}^{\infty} dt \int_{\mathbb{R}} \) is an integral over all of spacetime, \( \int_{\varphi^{\text{ext}}} \) and \( \int_{\varphi^{\text{int}}} \) denote integrals over the value of the field at given spacetime positions, which are set by the integration region of interest. Indeed, if one manages to incorporate homogeneity and isotropy into these results, they may serve as a toy model in the search of primordial non-Gaussianity in our universe.

As a final comment on this section, let us note that equation (60) could have been derived directly from a path integral approach. However, we found it to be more transparent regarding the structure of the theory to perform the resummation explicitly, as this is what one would have to do in a general setting, after (hopefully) having solved some of the spatial or temporal integrations.

Now we turn to an example where the field integrals may be solved at once, but the spacetime integrals will still remain in the result.

**B. A reducible example with the in-out formalism**

Consider a real scalar field \( \varphi \), with a free theory given by a known quadratic Lagrangian \( \mathcal{L}_{\text{free}} \), in the presence of a self-interaction \( V(\varphi) = \Lambda^4 e^{\varphi^2/4f} \). In order to simplify the discussion involving the diagrammatical “external legs”, we will take the in and out states to be excitations around the free theory vacuum, instead of the true vacuum of the theory (where \( V(\varphi) \) plays a role). This could be implemented through a spacetime dependence of the parameter \( f \), or by simply setting \( \Lambda = 0 \) towards the infinities of spacetime, so to justify the absence of the potential’s effects in this regard. However, to alleviate the notation we shall omit these dependences and regard them as constants. Starting from (35) and taking time-ordered propagators \( \sigma^2(x_1 - x_2) \), the amplitude \( \langle f|i \rangle \) (without removing disconnected diagrams) reads

\[
\langle f|i \rangle = \sum_{N=0}^{\infty} \frac{(-i\Lambda^4)^N}{N!} \int_{x_1} \cdots \int_{x_N} \int_{\varphi^{\text{ext}}} \int_{\varphi^{\text{int}}} f(\varphi^{\text{ext}}) \rho_G(\varphi^{\text{ext}}, \varphi^{\text{int}}; \Sigma_T) e^{(\varphi_1 + \cdots + \varphi_N)/f},
\]

where \( \int_{x} = \int_{-\infty}^{\infty} dt \int_{\mathbb{R}} \) is an integral over all of spacetime, \( \int_{\varphi^{\text{ext}}} \) and \( \int_{\varphi^{\text{int}}} \) denote integrals over the value of retaining its central maximum at \( \varphi \approx 0 \). Moreover, there seem to be small oscillatory features that go beyond the range of the potential, which probably a perturbative expansion would have a hard time describing at any finite order.

Let us emphasize that, although simplistic, this type of self-interactions \( V(\varphi, r, t) = \delta(t)\delta^{(3)}(r)\mathcal{V}(\varphi) \) may serve to describe any non-trivial feature in field space, provided it is localized in spacetime and the observer is sufficiently far away from the source of these signals, so that the covariance \( \sigma^2(x, 0) \) does not vary significantly when scanning the region of interest. Indeed, if one manages to incorporate homogeneity and isotropy into these results, they may serve as a toy model in the search of primordial non-Gaussianity in our universe.

Figure 2: The figure illustrates a typical PDF (solid blue) that may be obtained exactly using the in-in formalism and the tools developed herein, in the non-perturbative regime \( A = 1 \) of (62). A Gaussian PDF (solid black) and the first order result in perturbation theory (dashed blue) are shown for comparison. The PDF was generated with \( \sigma^2(x, 0) = (1/5 - 4i/5)\sigma^2(0, 0) \). The potential that gives rise to the non-Gaussian deformations is also displayed for comparison (dashed red). Its amplitude is not to scale, but the field range has been rescaled by \( \text{Re}\{\sigma^2(x, 0)\}/\sigma^2(0, 0) \) in order to properly account for the transfer.
coordinates \((x_1, \ldots, x_N)\) for \(\varphi_{\text{int}} = (\varphi_1, \ldots, \varphi_N)\). \(f(\varphi_{\text{ext}})\) is a function of the “external” fields only, and represents the observable transition amplitude of interest. Finally, \(\rho_G\) represents a multivariate Gaussian probability density involving both \(\varphi_{\text{ext}}\) and \(\varphi_{\text{int}}\) characterized by a covariance matrix \(\Sigma_T\) composed by time-ordered propagators \(\sigma_T(x_1, x_2)\) relating the fields’ corresponding space-time positions. The fields that define the \textit{in} state have their coordinates evaluated as if they were at \(t = -\infty\), and correspondingly at \(t = +\infty\) for the fields that define the \textit{out} state.

In the case of this specific potential, it is possible to carry out the “internal” field integrations (i.e. those that account for quantum corrections) to obtain

\[
(f|\psi) = \sum_{N=0}^{\infty} \frac{(-iA^4)^N}{N!} \int_{x_1} \ldots \int_{x_N} \rho_G(\varphi_{\text{ext}}) f\left(\varphi_{\text{ext}} + \frac{1}{f} \sum_{i=1}^{N} \sigma^2_{T}(x_i - x_{\text{ext}})\right) \exp\left(\frac{1}{2f^2} \sum_{i,j=1}^{N} \sigma^2_{T}(x_i - x_j)\right) \tag{64}
\]

and

\[
\langle 0|S|0 \rangle = \sum_{N=0}^{\infty} \frac{(-iA^4)^N}{N!} \int_{x_1} \ldots \int_{x_N} \exp\left(\frac{1}{2f^2} \sum_{i,j=1}^{N} \sigma^2_{T}(x_i - x_j)\right). \tag{65}
\]

Now one may ask about the expectation value for a given function \(f(\varphi_{\text{ext}})\). The first object that comes to mind is a propagator (which is not exactly the case, since the vacuum \(|0\rangle\) precludes the effects of the potential). Let us take \(f(\varphi_{\text{ext}}) = \varphi(r_1)|_{t=-\infty}\varphi(r_2)|_{t=+\infty}\), where the subscripts \(\pm\infty\) inform us on how the time-ordering must be taken within the covariances. After a few manipulations, one can show the result to be

\[
\frac{\langle f|\psi \rangle}{\langle 0|S|0 \rangle} = \sigma^2(r_1 - r_2) + \frac{1}{f^2} \sum_{N=0}^{\infty} \frac{(-iA^4)^N}{N!} \int_{x_1} \ldots \int_{x_N} (N\sigma^2_{T}(r_1 - x_1)\sigma^2_{T}(x_2 - r_2)
\]

\[
+ N(N-1)\sigma^2_{T}(r_1 - x_1)\sigma^2_{T}(x_2 - r_2) \exp\left(\frac{1}{2f^2} \sum_{i,j=1}^{N} \sigma^2_{T}(x_i - x_j)\right). \tag{66}
\]

This equation has a clean interpretation in terms of the usual diagrammatic expansions: the first term inside the parenthesis that is being integrated represents the two external states connected to a single vertex, thus leaving no external momenta to flow through the rest of the diagram, while the second term connects each state \textit{in} and \textit{out} to a different vertex, signalling a different type of diagram where external momentum will flow through it and yield nontrivial “loops”. However, they have all been re-summed into a single exponential, which plays the role of an interaction kernel.

This structure may be of use to deal with other interactions involving an exponential of the fields. For instance, in a model with two scalar fields, a coupling alike

\[
V(\varphi, \phi) = \sum_{n=0}^{\infty} \frac{\varphi^n (\vec{\nabla} \cdot \nabla)^n \phi}{f^n n!} = e^{\vec{\nabla} \cdot \nabla / f} \phi. \tag{67}
\]

A final note can be made in that \(\psi_{\varphi}^{(1)}\) can be regarded as non-perturbative in terms of \(1/f\) at each order in \(\Lambda^4\), because no series expansion was ever performed in terms of this parameter to obtain the result. This occurs in the same way as the structure of the potential is preserved in the first-order results \(42\) and \(56\), where whatever “intrinsic” parameter that plays no (or little) role in determining the amplitude of the interaction is, in principle, kept to all orders.
VII. DISCUSSION & CONCLUSIONS

We have studied how probability distribution functionals arise perturbatively within a large class of quantum field theories, and derived general formulae that allow one to compute these distributions at every order in perturbation theory starting from a Hamiltonian approach. If done carefully, the full result may be summed back into a functional integral that can be readily connected to the path integral formulation of quantum mechanics; specifically to that of the in-in formalism [7].

In what follows, we proceed to discuss some aspects of our results that may have been underemphasized earlier on.

A. A note on causality

As was pointed out in section VIA, the PDF resulting from considering a real covariance $\sigma^2$ is trivial (Gaussian). This is actually a general feature of the formalism: consider equation (26), take all the covariances to be real, and set a finite $t_0$ for definiteness, so that the $\epsilon$ prescription plays no role in selecting the $in$ state. Thus, as in this case it is possible to make permutations in the temporal arguments of $\sigma^2(t, t', r)$ without consequence in the result, what remains is, to every order in perturbation theory, a sum over the possible time-ordered volumes of integration with alternating signs. This sum vanishes identically.

Consequently, if we fix the $r_i$ coordinates and integrate over time first, the result can only be non-vanishing if at least one covariance $\sigma^2(t, t', r)$ has a complex component. Thus, in practice the integrations in (26) could be taken over a restricted region of spacetime. This region of spacetime depends on the number of vertices $V(\varphi)$ and the positions of the external fields $x_i, y_i$ in the amplitude.

The preceding statement is closely related to the notion of causality. For instance, a massless scalar field can be shown to have a complex covariance matrix only if the arguments lie precisely on the light cone. Similarly, a massive scalar field has a complex covariance within the causal interior of the light cone. This should be true in general, with its exact behavior depending on the background metric of the problem at hand.

B. On the nature of the possible infinities

Typically, a perturbative expansion of a nonlinear theory will give rise to an asymptotic series with null convergence radius. However, as it should become obvious from Figure 1, this does not mean that the theory itself is divergent. Moreover, the equations that led to that result suggest that the proper way to compute observables is by leaving the field integrals (i.e. the path integral) outside the sum of the perturbative expansion. In a sense, it is reminiscent of the original formulation of the problem: at the beginning of the computation, we had to deal with objects of the form $\langle \Psi \mid O \mid \Psi \rangle$, where the inner product (“braket”) implies effecting the contractions between the various field operators that appear. This is exactly the role played by the field integrals with respect to a Gaussian measure, thus suggesting that the precise expressions for the PDF are with these integrals left outside the perturbative expansion, where ostensibly no perturbative divergence should be encountered.

Thus, the infinities that may still roam within the theory are those induced from the linear theory: namely, the exact expression for the propagator $\sigma^2(x_1, x_2)$ usually implies divergences in the correlation functions when computing loop diagrams. These are the ones usually tackled by regularization schemes. As they may be traced back to the free theory, they have no consequence in the results presented herein and may be addressed through the procedure most akin to the computation that is being undertaken.

C. Concluding remarks

Perhaps the most appealing feature of the results contained herein is that they circumvent the need to compute diagrams individually by considering the complete interaction $V(\varphi)$ instead of expanding it in a Taylor series and treating each term separately. This can prove crucial to the tractability of theories with a rich structure in the self-interactions, as is the case in [18, 19]. In this type of situations, the formulae presented herein may be particularly useful because it is usually possible to solve at least one of the integrals analytically and then sum back the result into a more compact object.

Derivative couplings can also be treated in this manner, although in this case additional propagators need to be defined, and additional Gaussian integrals are required to implement them. In this scheme, the field $\varphi$ and its derivatives $\partial_{\mu} \varphi$ within an interacting term $V$ would be treated as independent variables, as each of them would be running over all their possible values when computing the relevant amplitudes. The pith of the matter is that because we only require to know the free theory propagators to describe the interacting theory perturbatively, in this regime it should always be possible to describe the full probability distributions in terms of conditional expectation values deriving from a Gaussian PDF.

On a different note, throughout this article we assumed mode functions $\varphi_k(t)$ dependent only on the absolute value of the momentum, thus giving a position-space two-point correlation that, disregarding the temporal arguments, is only a function of the distance between the two points. However, this is not a necessary condition: provided a solution for the free theory defined through a two-point function $\sigma^2(x_1, x_2)$ and Wick’s theorem, most of the results presented herein hold true. Theories with a naturally arising inhomogeneous background, violating momentum conservation, or those with an anisotropic...
medium, having different signal propagation speeds in each direction, also have probability densities of the same form as those presented in this work.

All in all, we expect these results to find applications in a vast variety of settings, including (but not exclusive to) condensed matter and cosmology, where the use of quantum field theory is an ubiquitous necessity for the computation of observable quantities.
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Appendix A: The loop structure within the \( n \)-point functions

For the sake of familiarity with traditional approaches to QFT, we will proceed with the computation mostly in momentum space, even though the final result will reveal this step as unnecessary.

Let \( \int_{\gamma} = (2\pi)^{-1} \int_{-\infty}^{\infty} d\gamma \) and \( \int_{\phi} = \int_{-\infty}^{\infty} d\phi \). Then replacing equations (8) and (9) into (17), we get

\[
\int_{r_1} \phi_1 \int_{r_N} \phi_N \int_{\gamma_N} V(\phi_1, r_1, t_1) e^{i\gamma_1} \cdots V(\phi_N, r_N, t_N) e^{i\gamma_N} \sum_{m_1=0}^{\infty} \cdots \sum_{m_N=0}^{\infty} (-i\gamma_1)^{m_1} \cdots (-i\gamma_N)^{m_N} \int_{k_{11}} \cdots \int_{k_{1m_1}} \int_{k_{N1}} \cdots \int_{k_{Nm_N}} (0|\hat{\phi}_I(q_1, t_0) \cdots \hat{\phi}_I(q_j, t_0) \hat{\phi}_I(k_{11}, t_1) \cdots \hat{\phi}_I(k_{m_1}, t_1) \cdots \hat{\phi}_I(k_{1j}, t_j) \cdots \hat{\phi}_I(k_{m_j}, t_j) \hat{\phi}_I(k, t)) \hat{\phi}_I(p_1, t_0) \cdots \hat{\phi}_I(p_j, t_0)|0) \prod_{j=1}^{N} e^{-\int_{t_0}^{t} \sum_{k_{j=1}}^{m_j} k_{j} \cdot r_{j}}.
\]

(A1)

is the number of possible ways of assigning the fields of vertex \( i \) to the different roles they can undertake, with

\[
m_i = n_i + 2n_{ii} + \sum_{j \neq i} n_{ij} \tag{A3}
\]

referring to the indices in the power series of (A1) that represents \( e^{-\int_{\gamma} \hat{\phi}} \). Once these roles have been assigned, we may count the number of equivalent ways to achieve a certain configuration of contractions: given \( n_{ij} \), if \( i \neq j \), there are \( n_{ij}! \) ways of forming contractions between vertices \( i \) and \( j \), and similarly there are

\[
\frac{(2n_{ii})!}{2^{n_{ii}}n_{ii}!} \tag{A4}
\]

ways of arranging the contractions of vertex \( i \) with itself. Since the “outer legs” of (A1) (the fields with momenta \( p_i \) or \( k_i \)) are distinguishable, the only remaining combinatorial factor to account for is \( n_i! \), which is the number of possible ways of assigning the \( n_i \) “outer legs” to the \( n_i \) fields of the vertex available for these contractions.

With all the previous statements considered, (A1) is equal to
\[ \int_{\gamma_1} \cdots \int_{\gamma_N} V(\varphi_1, r_1, t_1) e^{i \gamma_1 \varphi_1} \cdots V(\varphi_N, r_N, t_N) e^{i \gamma_N \varphi_N} \nabla_{\gamma_1}^{n+1} \cdots \nabla_{\gamma_N}^{n+1} \sum_{n_1=0}^{n+1} \sum_{n_2=0}^{n+1} \cdots \sum_{n_N=0}^{n+1} \frac{(-i \gamma_1)^{n_1} \cdots (-i \gamma_N)^{n_N}}{(2\pi)^N n_1! n_2! \cdots n_N!} \sum_{\{i_0, \ldots, i_n\}} \exp \left( -i \sum_{b=1}^{n+2J} q_b \cdot r_{i_b} \right) \sum_{\{i_0, \ldots, i_n\}} \exp \left( -i \sum_{b=1}^{n+2J} q_b \cdot r_{i_b} \right) \Delta(t_0, t_1, q_1) \Delta(t_0, t_1, j, q_j) \Delta(t_{i_2, j+1}, t, k_1) \Delta(t, t_{i_2, j+n}, k_n) \Delta(t_{i_3, j+n+1}, t_0, p_1) \Delta(t_{i_3, j+n+1}, t_0, p_j) \]

where we have written \( q_b = k_{b-J} \) for \( b = J+1, \ldots, n+j \) and \( q_b = p_{b-(J+n)} \) for \( b = j+n+1, \ldots, 2J+N \) in the exponential of the last line. This last sum (over \( \{i_0, \ldots, i_n\} \)) accounts for all possible ways of connecting the outer legs to the vertices, with the restriction that \( i_b \) must take the value \( a \) for \( n_a \) values of \( b \). On the other hand, a myriad of cancellations occur inside the square bracket. After carrying them out, we obtain:

\[ \sum_{\{i_0, \ldots, i_n\}} \exp \left( -i \sum_{b=1}^{n+2J} q_b \cdot r_{i_b} \right) \sum_{\{i_0, \ldots, i_n\}} \exp \left( -i \sum_{b=1}^{n+2J} q_b \cdot r_{i_b} \right) \Delta(t_0, t_1, q_1) \Delta(t_0, t_1, j, q_j) \Delta(t_{i_2, j+1}, t, k_1) \Delta(t, t_{i_2, j+n}, k_n) \Delta(t_{i_3, j+n+1}, t_0, p_1) \Delta(t_{i_3, j+n+1}, t_0, p_j) \]

which can be recast as

\[ \sum_{n_1=0}^{n+2J} \sum_{n_2=0}^{n+2J} \int_{\gamma_1} \cdots \int_{\gamma_N} \Delta(t_0, t_1, q_1) \Delta(t_0, t_1, j, q_j) \Delta(t_{i_2, j+1}, t, k_1) \Delta(t, t_{i_2, j+n}, k_n) \Delta(t_{i_3, j+n+1}, t_0, p_1) \Delta(t_{i_3, j+n+1}, t_0, p_j) \]

where we have omitted the arguments of the potential \( V(\varphi, r, t) \). Now performing the integrations over the \( \gamma \) variables, we end up with

\[ \sum_{n_1=0}^{n+2J} \sum_{n_2=0}^{n+2J} \int_{\gamma_1} \cdots \int_{\gamma_N} \Delta(t_0, t_1, q_1) \Delta(t_0, t_1, j, q_j) \Delta(t_{i_2, j+1}, t, k_1) \Delta(t, t_{i_2, j+n}, k_n) \Delta(t_{i_3, j+n+1}, t_0, p_1) \Delta(t_{i_3, j+n+1}, t_0, p_j) \]
where the matrix elements of \( \Sigma \) are given by \((\Sigma_I)_{ij} = \sigma^2(t_{\min(i,j)}, t_{\max(i,j)}, |r_i - r_j|)\), and we sum over repeated indices at this instance. Taking Fourier transform to position space over \( q_i \) (with conjugate variables \( z_i \)), \( k_i \) (with conjugate variables \( x_i \)) and \( p_i \) (with conjugate variables \( y_i \)), we arrive at

\[
\langle 0| \varphi_1(z_1,t_0) \ldots \varphi_1(z_J,t_0) H_I(t_1) \ldots H_I(t_l) \varphi_1(x_1,t) \ldots \varphi_1(x_N,t) H_I(t_{l+1}) \ldots H_I(t_{N-1}) \varphi_1(y_1,t_0) \ldots \varphi_1(y_J,t_0)|0 \rangle_{P_I} = \sum_{n=0}^{n_{\text{max}}} \sum_{n=0}^{n_{\text{max}}} \int_{\varphi_1} \ldots \int_{\varphi_N} V(\varphi_1, r_1, t_1) \ldots V(\varphi_N, r_N, t_N) \exp\left(-\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi\right) \sqrt{(2\pi)^{N+n_{\text{max}}}} \det\Sigma}
\]

(A9)

So far, we have only dealt with the fully interacting contributions to the correlation. But from this end of the computation, we can appreciate some structure emerging in the result: it is an expectation value over a gaussian probability density function. With this in mind, we claim that we can write down

\[
\langle 0| \varphi_1(z_1,t_0) \ldots \varphi_1(z_J,t_0) H_I(t_1) \ldots H_I(t_l) \varphi_1(x_1,t) \ldots \varphi_1(x_N,t) H_I(t_{l+1}) \ldots H_I(t_{N-1}) \varphi_1(y_1,t_0) \ldots \varphi_1(y_J,t_0)|0 \rangle = \int_{\varphi_1} \ldots \int_{\varphi_J}
\]

\[
\ldots \int_{\varphi_1} \ldots \int_{\varphi_J} \ldots \int_{\varphi_1} \ldots \int_{\varphi_N} V(\varphi_1, r_1, t_1) \ldots V(\varphi_N, r_N, t_N) \exp\left(-\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi\right) \sqrt{(2\pi)^{N+n_{\text{max}}}} \det\Sigma}
\]

(A10)

with \( \varphi^T \equiv (\varphi_{z_1} \ldots \varphi_{z_J} \varphi_1 \ldots \varphi_t \varphi_{x_1} \ldots \varphi_{x_N} \varphi_{t+1} \ldots \varphi_N \varphi_{y_1} \ldots \varphi_{y_J}) \), and \( \Sigma \) as the corresponding covariance matrix.

The covariances in the last expression are the propagators between the fields’ corresponding spacetime positions, with their respective temporal arguments ordered as the fields are in the definition of \( \varphi^T \). For example, the covariance relating \( \varphi_{z_a} \) and \( \varphi_b \) is \( \sigma^2(t_0, t_b, |z_a - r_b|) \), and the one relating \( \varphi_{x_i} \) with \( \varphi_b \) would be \( \sigma^2(t, t_b, |x_i - r_b|) \) if \( b \geq l + 1 \), while it would be \( \sigma^2(t_b, t, |x_i - r_b|) \) if \( b \leq l \).

Note that the part of the correlations which we haven’t computed explicitly in this appendix is given by terms that are products of free theory pairings between the external legs and a fully interacting contribution involving the remaining fields (it is not essential that the number of fields at \( t_0 \) is equal at both sides of the interaction), and it is fairly easy to check that the correlators of the free theory are given by a gaussian distribution as in \( \text{(A10)} \) without the \( \varphi_i \) terms. So, a posteriori, the claim doesn’t seem unreasonable. The proof is given in the main text.

Appendix B: The PDF for an arbitrary initial state

Had we kept the fields that define the in state within section III C, we would have arrived to

\[
\langle \varphi(x_1,t) \ldots \varphi(x_N,t) \rangle = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^{N} \int_{t_0}^{t_1} dt_0 \int_{t_0}^{t_2} dt_1 \ldots \int_{t_0}^{t_{l+1}} dt_{l+1} \ldots \int_{t_0}^{t_N} dt_N \int_{\varphi_1} \ldots \int_{\varphi_N} \int_{\varphi_1} \ldots \int_{\varphi_N} V(\varphi_1, r_1, t_1) \ldots V(\varphi_N, r_N, t_N) \exp\left(-\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi\right) \sqrt{(2\pi)^{N+n_{\text{max}}}} \det\Sigma}
\]

(B1)
where we haven’t set $z_i = y_i$ yet in order to avoid equivocal statements, since the covariance associated to a contraction of $\varphi_x$ with a vertex is not equal to that of $\varphi_y$ (in fact they are complex conjugates).

The subsequent steps follow in the same way as in the main text, yielding

$$
\rho_\varphi = \sum_{N=0}^{\infty} (-i)^N \sum_{l=0}^{N} \int_{t_0-i\epsilon}^{t} dt_1 \cdots \int_{t_0-i\epsilon}^{t} dt_{l} \int_{t_0+i\epsilon}^{t} dt_{l+1} \cdots \int_{t_0+i\epsilon}^{t} dt_{N} \int_{r_1} \cdots \int_{r_N} \int_{\varphi_1} \cdots \int_{\varphi_N} \exp \left(-\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi\right) \frac{1}{\sqrt{(2\pi)^{N+n}|\det\Sigma|}} \varphi_{z_1} \cdots \varphi_{z_l} V(\varphi_1, r_1, t_1) \cdots V(\varphi_N, r_N, t_N) \varphi_{y_1} \cdots \varphi_{y_j} \big| y_i = z_i, \big| \tag{B2}
$$

where we have to stress that when performing the field integrals in this last expression the arguments of the covariances must be taken in the same order as the fields are written, and after doing that, set $y_i = z_i$ so that the in states match.

We can also write this as a functional integral

$$
\rho_\varphi = \int D\varphi_- D\varphi_+ \left( \varphi_-(y_1, t_0) \cdots \varphi_-(y_j, t_0) \exp \left\{ +i \int_{t_0-i\epsilon}^{t} dt' \int_{r} V(\varphi_-(r, t'), r, t') \right\} \right) \times \frac{\exp \left(-\frac{1}{2} \varphi^T \cdot (\Sigma^{-1}) \cdot \varphi\right)}{\sqrt{|\det(2\pi\Sigma)|}} \left( \exp \left\{ -i \int_{t_0+i\epsilon}^{t} dt' \int_{r} V(\varphi_+(r, t'), r, t') \right\} \varphi_+(y_1, t_0) \cdots \varphi_+(y_j, t_0) \right), \tag{B3}
$$

in which the distinction between $\varphi_+$ and $\varphi_-$ fields, with their respective time orderings, makes the result easier to write down. As in the main text, the resulting propagators/covariances involving a $\varphi_+$ field and another type of field ($\varphi_+$ or $\varphi$) always have the corresponding time in the second temporal argument, and are time-ordered if it is a $\varphi_+\varphi_+$ contraction. Conversely, the entries of the propagators corresponding to $\varphi_-$ always go to the left when contracted with another type of field and are anti-time-ordered when considering a $\varphi_+\varphi_-$ contraction.
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