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Abstract—In this letter, we propose a symbol-level precoding (SLP) design that aims to minimize the weighted mean square error between the received signal and the constellation point located in the constructive interference region (CIR). Unlike most existing SLP schemes that rely on channel state information (CSI) only, the proposed scheme exploits both CSI and the distribution information of the noise to achieve improved performance. We firstly propose a simple generic description of CIR that facilitates the subsequent SLP design. Such an objective can further be formulated as a nonnegative least squares (NNLS) problem, which can be solved efficiently by the active-set algorithm. Furthermore, the weighted minimum mean square error (WMMSE) precoding and the existing SLP can be easily verified as special cases of the proposed scheme. Finally, simulation results show that the proposed precoding outperforms the state-of-the-art SLP schemes in full signal-to-noise ratio ranges in both uncoded and coded systems without additional complexity over conventional SLP.

Index Terms—WMMSE, symbol-level precoding, constructive interference region, low complexity.

I. INTRODUCTION

In MULTIUSER multi-input multi-output (MU-MIMO) downlink transmission, precoding is employed to suppress user interference and to obtain spatial multiplexing and array gain. Linear precoding, e.g., zero-force (ZF) and weighted minimum mean square error (WMMSE) [1], [2], constructs the precoding matrix based on channel state information. Although linear precoding is widely adopted due to its low complexity, it cannot approach theoretical system capacity. In contrast, nonlinear precoding further improves the performance by designing the precoding scheme with input data, e.g., dirty paper coding (DPC) [3], vector perturbation (VP) precoding [4], and symbol-level-precoding (SLP) [5], [6], [7], [8], [9], [10], [11], [12].

Among wireless nonlinear precoding, SLP exploits interference with the transmitted data symbols and their corresponding constellations to design precoding schemes symbol-by-symbol [5], [6], [7], [8], [9], [10], [11], [12]. The concept of constructive interference (CI) and destructive (DI) was proposed in [13], based on which the CI region (CIR) was defined, and precoding was therefore specifically optimized for phase-shift keying (PSK) in [7], [14]. The definition of CIR in PSK was further extended to quadrature amplitude modulation (QAM) [9], [11], [12], where the inner constellations were fixed, and outer constellations could be expanded. Furthermore, SLP is proved to be the generalization of ZF precoding in [10] and [6], and it is also represented by the form of symbol-perturbed ZF precoding in [15] and [16].

Although the existing SLP solutions achieve significant performance gains over ZF precoding in the high SNR regime by exploiting CI, they are inferior to WMMSE precoding in the low signal-to-noise ratio (SNR) regime as they only control interference but ignore the impact of the noise, while WMMSE utilizes distribution information of the noise [8], [17], [18]. This raises a key question: How to exploit both CI and the distribution information of the noise to optimize precoding design in full SNR ranges? In this letter, we try to provide an answer. Firstly, we propose a simple generic description of CIR, which can facilitate the related SLP designs. Then, we develop CI-WMMSE precoding for the first time, which minimizes the weighted mean square error between the received signal and the target signal in CIR. CI-WMMSE is expected to perform better since it synthetically utilizes the noise distribution and CIR. There is a remarkable conclusion that the WMMSE and the existing SLP can be verified as special cases of CI-WMMSE. Based on our CIR description, CI-WMMSE is formulated as a nonnegative least squares (NNLS) problem, which can be efficiently solved [19]. Finally, simulation results show the superiority of CI-WMMSE in full SNR ranges in both coded and uncoded systems.

II. SYSTEM MODEL

Consider a downlink system where a N-antenna base station (BS) transmits information to K single-antenna user equipments (UE). The channel between the BS and the k-th UE is denoted as \( \mathbf{h}_k \in \mathbb{C}^{N \times 1} \). The channel matrix \( \mathbf{H} = [\mathbf{h}_1, \mathbf{h}_2, \ldots, \mathbf{h}_K]^T \) is assumed to be available at the BS. At a symbol duration, K independent QAM or PSK symbols are intended to be transmitted to K UEs, and the symbols are
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denoted as \( s = [s_1, s_2, \ldots, s_K]^T \in \mathbb{C}^{K \times 1} \), where \( s_k \) is the symbol to be transmitted to the \( k \)-th UE. The symbol vector \( s \) is mapped to the transmit vector \( u \in \mathbb{C}^{N \times 1} \) by applying the symbol-level precoder represented by \( \text{SLP}(\cdot) \), which can be expressed as

\[
u = \text{SLP}(s, H, \sigma^2),
\]

where \( \sigma^2 \) denotes the variance of the additive noise \( n_k \) following zero-mean complex Gaussian distribution at the \( k \)-th UE. The received signal at the \( k \)-th UE is given by

\[
y_k = h_k^T u + n_k, \quad \forall k \in \mathcal{K},
\]

where \( \mathcal{K} = \{1, 2, \ldots, K\} \). When multi-level modulations (e.g., 16QAM and 64QAM) are employed, the received signals require to be scaled for correct demodulation, i.e.,

\[
\hat{y}_k = \frac{a_k}{\gamma} (h_k^T u + n_k),
\]

where \( a_k \in \mathbb{C} \) is a nonzero complex that denotes the pre-determined processing coefficient at \( k \)-th UE, and \( \gamma \in \mathbb{R} \) is a gain factor in the precoding scheme which scales the signal to satisfy the symbol-level transmit power constraint \( \|u\|_2^2 \leq P_T \), where \( P_T \) is the transmit power budget. By omitting the noise component of \( \hat{y}_k \), \( (a_k/\gamma)h_k^T u \) is termed as the noise-free received signal.

### III. WMMSE Criterion for Constructive Interference Region

In conventional SLP transmission, CI is defined as the interference that pushes the noise-free received signal further away from the decision boundaries. CI region (CIR) is the modulation-specific region where the interference component of the received signal is CI [5], [6], [11]. In this section, we firstly propose a simple parameterized description of CIR, which can facilitate subsequent SLP design.

#### A. A Simple Generic Description of CIR

The CIR for PSK and QAM constellations, whose geometric definitions have been well investigated [6], are shown in the green areas of Fig. 1, where the dotted lines represent the decision boundaries based on the maximum likelihood (ML) decision rule [11]. The CIRs, composed of two or fewer boundaries (including those of PSK and QAM), can be described by the transmitted symbol and its CIR boundary

\[
\begin{align*}
\text{CIR for PSK and QAM constellations, whose geometrical definitions have been well investigated [6].}
\end{align*}
\]
relaxes the constraints on interference. Similar to ZF, CI-ZF also ignores the impact of the noise and thus can only achieve performance gain in high SNR regimes. One potential way to improve precoding performance is to exploit both the benefit of CIR and the noise distribution. To this end, we investigate the CI-WMMS precoding, aiming to minimize the weighted MMSE between \( y_k \) and the expected received signal \( \tilde{s}_k \) located in CIR \( D_k \). Define \( \omega = \gamma x \), where \( \gamma = \sqrt{\frac{P_T}{\|x\|_2^2}} \) is the symbol-level power scaling factor, and \( x \) is the transmit signal without power constraint. Then (3) can be rewritten as
\[
\tilde{y}_k = a_k h_k x + \frac{a_n n_k}{\gamma}. \tag{9}
\]
Thus, the problem of CI-WMMS can be expressed as
\[
\min_{x, \tilde{s}} \mathcal{E}_n \left\{ \left\| \Omega^2 \left( A \left( H x + \frac{n}{\gamma} \right) - \tilde{s} \right) \right\|_2^2 \right\} \\
\text{s.t. } \tilde{s}_k \in D_k, \quad \forall k \in K, \tag{10}
\]
where \( A = \text{diag}\{a_1, a_2, \ldots, a_K\}, \quad \Omega = \text{diag}\{\omega_1, \omega_2, \ldots, \omega_K\}, \) \( \tilde{s} \) denotes the vector of signals located in CIR defined in (7) and (8), \( \omega_k \) represents the weight belonging to the MSE of \( k \)-th UE, and \( \mathbb{E}_n \{\cdot\} \) denotes taking an expectation over \( n \). As Fig. 2(b) shows, CI-WMMS relaxes the constraint in WMMS that the expected received signal should be around the transmit symbol. By taking expectation over \( n \), (10) becomes
\[
\min_{x, \tilde{s}} \left\| \Omega^2 \left( A \left( H x + \frac{n}{\gamma} \right) - \tilde{s} \right) \right\|_2^2 \\
\text{s.t. } \tilde{s}_k \in D_k, \quad \forall k \in K. \tag{11}
\]
Remark 1: The problems of WMMS, MMSE, CI-ZF, and ZF precoding can be viewed as special cases of CI-WMMS precoding.

1) WMMS & MMSE: If we constrain \( \tilde{s} = s \) and the precoding scheme as the linear precoding, i.e., \( x = W s \), the problem (10) degenerates into
\[
\min_{W} \mathbb{E}_n \left\{ \left\| \Omega^2 \left( A \left( H W s + \frac{n}{\gamma} \right) \right) - s \right\|_2^2 \right\}. \tag{12}
\]
The above problem is equivalent to the conventional WMMS except for the definition of \( \gamma \). Unlike power scaling factor \( \gamma = \sqrt{\frac{P_T}{\|W S\|_2^2}} \) defined in (12), conventional WMMS defines it as \( \gamma = \sqrt{\frac{P_T}{\|W S\|_2^2}} \) [17], which means the former is constrained by symbol-level power and the latter by average power. Consequently, as a special case of CI-WMMS, problem (12) can be seen as symbol-level power constrained WMMS.\(^1\) When the power allocation scheme in [8] is employed and the number of symbol groups involving in the scheme approaches infinity, problem (12) with symbol-level power constraint can be easily verified to be equivalent to that with average power constraint, since the average power constraint can be regarded as a power allocation scheme between symbols. When \( \Omega = I_K \), problem (12) will further degenerate into MMSE [21].

2) CI-ZF & ZF: When \( \Omega = I_K \) and \( \sigma \to 0 \), the left part of the cost function in (11) can be seen as a constraint \( \|A H x - \tilde{s}\|^2 = 0 \), and the right part \( \|x\|^2_2 \) becomes the primary cost function, based on which CI-WMMS (11) is transformed into
\[
\min_{x} \|x\|^2_2 \\
\text{s.t. } h_k^T x = a_k^{-1} D_k, \quad \forall k \in K, \tag{13}
\]
which can be easily verified to be equivalent to the problem of CI-ZF in [12]. Furthermore, if we set \( A = I_K \) and \( \tilde{s} = s \), \( x \) is only subjected to the constraint \( \|H x - s\|^2_2 = 0 \) which is the problem of ZF.

Considering the equivalent expression of \( \tilde{s} \) in (8), the representation of (11) in the real numbers’ domain can be written as
\[
\min_{x, a_{\Delta}, a_{\Omega}} \left\| \Omega^2 \left( A H x - (s + \Delta \delta) \right) \right\|^2_2 + \frac{\sigma^2 \text{Tr}(\Omega \Lambda A^H)}{P_T} \|x\|^2_2, \tag{14}
\]
where
\[
\tilde{s} = \begin{bmatrix} \Re(s) \\ \Im(s) \end{bmatrix}, \quad \Omega = \begin{bmatrix} \Re(\Lambda) & -\Im(\Lambda) \\ \Im(\Lambda) & \Re(\Lambda) \end{bmatrix}, \quad \bar{H} = \begin{bmatrix} \Re(H) \\ \Im(H) \end{bmatrix}. \tag{15}
\]
Define \( \rho = \text{Tr}(\Omega \Lambda A^H) \) and //\( \Lambda \hat{A} = \Lambda H \), the gradient of \( x \) is given by
\[
\frac{\partial f}{\partial x} = 2 \bar{H}^T \Omega H x - 2 \bar{H}^T \Omega (s + \Delta \delta) + \frac{2 \sigma^2 \rho}{P_T} x, \tag{16}
\]
for which \( f \) denotes cost function in (14). Since \( f \) is a convex function over the open set of variables \( \bar{x} \), the optimal \( \bar{x}^* \) can be found by setting the gradient in (16) to zero and can be written as
\[
\bar{x}^* = \bar{H}^T \Omega \left( \bar{H}^T \Omega + \frac{\sigma^2 \rho}{P_T} I_{2K} \right)^{-1} (s + \Delta \delta). \tag{17}
\]
By replacing \( \bar{x} \) in (14) with the formulation of \( \bar{x}^* \), (14) can be rewritten as (18).
\[
\min_{a_{\Delta}, a_{\Omega}} (s + \Delta \delta)^T \left( \bar{H} \bar{H}^T + \frac{\sigma^2 \rho}{P_T} \Omega \right)^{-1} (s + \Delta \delta). \tag{18}
\]
As a quadratic programming problem with nonnegative constraints, the above formulation is further reformulated as a much simpler NNLS problem in the next section.

Remark 2: The optimal solutions of WMMS, MMSE, CI-ZF, and ZF precoding can be viewed as special cases of CI-WMMS precoding.

1) WMMS & MMSE: When \( \delta = 0 \), the optimal solution (17) degenerates into real representations of WMMS [17], which further degenerates into MMSE when \( \Omega = I_{2K} \).

2) CI-ZF & ZF: When \( \Omega = I_K \) and \( \sigma \to 0 \), the optimal solution (17) degenerates into
\[
\bar{x}_{CIZF}^* = \bar{H}^T \left( \bar{H} \bar{H}^T \right)^{-1} \left( \bar{A}^{-1} s + \bar{A}^{-1} \Delta \delta \right), \tag{19}
\]
which can be easily verified as equivalent to CI-ZF in [20]. Eq. (19) will further degenerate into ZF when \( \Lambda = I_{2K} \) and \( \delta = 0 \).
C. Low-Complexity Algorithmic Solution

By obtaining the upper triangular matrix $B$ from the Cholesky decomposition $B^T B = \begin{pmatrix} \bar{H} H^T + \frac{\lambda}{\rho} \Omega^{-1} \end{pmatrix}^{-1}$ and $d = -B s$, problem (18) can be written as

$$\min_{\delta \geq 0} \| B A \delta - d \|_2^2. \tag{20}$$

It can be observed that $A$ is a diagonal matrix with some zero diagonal elements when $s$ includes QAM symbols. The zeros in the diagonal elements force the corresponding columns in $BA$ and elements in $\delta$ to be zero during optimization. We denote $\mathcal{T}$ and $K_\mathcal{T}$ as the index set of the non-zero diagonal elements of $A$ and its cardinality, respectively. For different modulations, we have

$$E_s \{ K_\mathcal{T} \} = \begin{cases} K & \text{if } s \text{ is modulated by } 16\text{QAM} \\ \frac{K}{2} & \text{if } s \text{ is modulated by } 64\text{QAM} \\ 2K & \text{if } s \text{ is modulated by } \text{PSK} \end{cases} \tag{21}$$

We further define $B_{\mathcal{T}, j, j} A_{\mathcal{T}, j, j} \delta_{j} \mathcal{T}$ as the matrix/diagonal matrix/vector composed of the columns/diagonal elements/elements of $B/A/\delta$ whose indices belong to set $\mathcal{T}$. Then, problem (20) is equivalent to

$$\min_{\delta \geq 0} \left\| B_{\mathcal{T}, j, j} A_{\mathcal{T}, j, j} \delta_{j} \mathcal{T} - d \right\|_2^2. \tag{22}$$

Compared with (20), the dimension of $\delta$ is reduced from $2K$ to $K_\mathcal{T}$. Our low-complexity optimization (22) is also suitable for CI-ZF with NNLS-based solution since they have the similar matrix structure [16], [20], and these NNLS problems can be solved by the well-known active set based algorithm [19].

Table I compares the complexity (including computing the closed forms (17) and (19)) between CI-WMMSE and the optimal NNLS-based solution of CI-ZF in [20], which requires minimum complexity among several optimal solution forms of CI-ZF [6], [7], [20]. We omit the derivation of complexity because it only involves simple calculations. 'LC' indicates that the NNLS problem is simplified by our low-complexity algorithmic solution. $N_{1i}/N_{12}/N_{13}$ denote the numbers of main loops in active set based algorithm. $\mathbb{E} \{ M \}$ denotes the average $M$ with Rayleigh channel in SNR range from 0 to 40dB. $N_M$ is the number of multiplications that should be performed when a matrix with dimension $2M \times 2K$ multiplies a matrix with dimension $2K \times 2K$. As Table I shows, our design in this section reduces part of the complexity, and CI-WMMSE has a similar low complexity to CI-ZF.

### IV. Numerical Results

In this section, we use the Monte Carlo method to evaluate the performance in the scenario of the Rayleigh fading channel. Since the designs of $A$ and $\Omega$ are beyond the scope of this letter, we consider the special case of $A = I$ and $\Omega = I$ during the simulation to highlight our contribution, based on which CI-WMMSE degenerates into CI-MMSE. It is assumed that a transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

Fig. 3 shows the comparison of SER performance for $N = K = 12$, in which the performance comparison in the low SNR ranges is magnified and displayed in the lower left. In order to be consistent with the most conventional SLP studies [6], [10], [14], we consider $L = 1$ in Fig. 3. It can be observed that CI-MMSE achieves a significant gain than MMSE, and it also provides better performance than CI-ZF in full SNR ranges. The SER comparison with $L = 1000$ is shown in Fig. 4. CI-MMSE provides SNR gains of about 2.3dB and 7.4dB than CI-ZF and MMSE when the SER is $10^{-2}$ with 16QAM, and a similar trend can also be observed in 64QAM transmission. There exist some performance differences between Fig. 3 and Fig. 4 since small $L$ has an impact on the SLP performance with power allocation [8].

Fig. 5 compares the spectrum efficiency of the different techniques with the low-density parity check (LDPC) coding scheme [22]. Since the received signals of the external constellation are extended and do not follow Gaussian distribution, the variance provided for the Gaussian soft demodulator is the variance computed from the received signals of the inner constellation. Each transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

Table II compares the spectrum efficiency of the different techniques with the low-density parity check (LDPC) coding scheme [22]. Since the received signals of the external constellation are extended and do not follow Gaussian distribution, the variance provided for the Gaussian soft demodulator is the variance computed from the received signals of the inner constellation. Each transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

Table III compares the spectrum efficiency of the different techniques with the low-density parity check (LDPC) coding scheme [22]. Since the received signals of the external constellation are extended and do not follow Gaussian distribution, the variance provided for the Gaussian soft demodulator is the variance computed from the received signals of the inner constellation. Each transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

### III. Numerical Results

In this section, we use the Monte Carlo method to evaluate the performance in the scenario of the Rayleigh fading channel. Since the designs of $A$ and $\Omega$ are beyond the scope of this letter, we consider the special case of $A = I$ and $\Omega = I$ during the simulation to highlight our contribution, based on which CI-WMMSE degenerates into CI-MMSE. It is assumed that a transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

Table I compares the complexity (including computing the closed forms (17) and (19)) between CI-WMMSE and the optimal NNLS-based solution of CI-ZF in [20], which requires minimum complexity among several optimal solution forms of CI-ZF [6], [7], [20]. We omit the derivation of complexity because it only involves simple calculations. 'LC' indicates that the NNLS problem is simplified by our low-complexity algorithmic solution. $N_{1i}/N_{12}/N_{13}$ denote the numbers of main loops in active set based algorithm. $\mathbb{E} \{ M \}$ denotes the average $M$ with Rayleigh channel in SNR range from 0 to 40dB. $N_M$ is the number of multiplications that should be performed when a matrix with dimension $2M \times 2K$ multiplies a matrix with dimension $2K \times 2K$. As Table I shows, our design in this section reduces part of the complexity, and CI-WMMSE has a similar low complexity to CI-ZF.

### IV. Numerical Results

In this section, we use the Monte Carlo method to evaluate the performance in the scenario of the Rayleigh fading channel. Since the designs of $A$ and $\Omega$ are beyond the scope of this letter, we consider the special case of $A = I$ and $\Omega = I$ during the simulation to highlight our contribution, based on which CI-WMMSE degenerates into CI-MMSE. It is assumed that a transmission block consists of $L$ groups of symbols, within whose time-frequency resource the wireless channel stays fixed. To facilitate the practical demodulation for the SLP schemes involved in the simulation, we unify the $\gamma$ in each transmission block by employing the power allocation scheme in [8].

Table I compares the complexity (including computing the closed forms (17) and (19)) between CI-WMMSE and the optimal NNLS-based solution of CI-ZF in [20], which requires minimum complexity among several optimal solution forms of CI-ZF [6], [7], [20]. We omit the derivation of complexity because it only involves simple calculations. 'LC' indicates that the NNLS problem is simplified by our low-complexity algorithmic solution. $N_{1i}/N_{12}/N_{13}$ denote the numbers of main loops in active set based algorithm. $\mathbb{E} \{ M \}$ denotes the average $M$ with Rayleigh channel in SNR range from 0 to 40dB. $N_M$ is the number of multiplications that should be performed when a matrix with dimension $2M \times 2K$ multiplies a matrix with dimension $2K \times 2K$. As Table I shows, our design in this section reduces part of the complexity, and CI-WMMSE has a similar low complexity to CI-ZF.
is 20dB with 64QAM. It is worth noting that CI-MMSE provides better performance in full SNR ranges in both coded and uncoded systems.

V. CONCLUSION

In this letter, we propose the CI-WMMSE symbol-level precoding, which minimizes the weighted mean square error between the received signal and the constellation point in CIR. In addition, we first put forward a simple generic description of CIR that facilitates subsequent SLP design. Based on the latter, the CI-WMMSE is further formulated as an NNLS problem that can be solved efficiently by the active-set algorithm. Besides, the WMMSE precoding and the existing SLP solutions can be easily verified as special cases of the proposed scheme. The simulation results show that CI-WMMSE outperforms the state-of-the-art SLP schemes in full SNR ranges in both coded and uncoded systems without additional complexity over conventional SLP.
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