Abstract

This paper describes the systems submitted by the University of San Francisco (USF) to Semeval-2014 Task 4, Aspect Based Sentiment Analysis (ABSA), which provides labeled data in two domains, laptops and restaurants. For the constrained condition of both the aspect term extraction and aspect term polarity tasks, we take a supervised machine learning approach using a combination of lexical, syntactic, and baseline sentiment features. Our extraction approach is inspired by a chunking approach, based on its strong past results on related tasks. Our system performed slightly below average compared to other submissions, possibly because we use a simpler classification model than prior work. Our polarity labeling approach uses two baseline hand-built sentiment classifiers as features in addition to lexical and syntactic features, and performed in the top ten of other constrained systems on both domains.

1 Introduction

As stated in the call for participation for this Semeval task, sentiment analysis focusing on overall polarity of a document, sentence, or similar context has been well studied in recent years (Liu, 2010; Pang and Lee, 2008; Tsytserau and Palpanas, 2012). However, there is less prior work examining finer levels of granularity associated with individual entities and their characteristics or attributes, which the organizers for this task call aspects. The aspect based sentiment analysis task (ABSA) has the goal of identifying aspects of stated or implied target entities and the sentiment expressed towards each aspect. This problem has not been deeply studied in prior literature due to the lack, until now, of a large gold standard dataset. This Semeval task has provided two such datasets, in the domains of laptops and restaurants. A full description of the task and data is presented with this volume (Pontiki et al., 2014).

In this paper, we discuss our approach to the first two subtasks of the Semeval ABSA Task, those of aspect term extraction and aspect term polarity. In aspect term extraction the domain (restaurants or laptops) is known and the goal is to identify terms in a sentence that are features commonly associated with that domain, such as service and staff in the case of restaurants or size and speed in the case of laptops. In the polarity subtask, the aspect terms for a given sentence are already identified and the sentiment polarity (positive, negative, conflict, or neutral) must be assigned.

We approach both subtasks using supervised machine learning with background knowledge of sentiment lexicons and syntax included in our feature set. Our goal was to investigate whether techniques that have been successful in similar tasks would perform well on this newly created data set. We did not use additional corpus-based resources, so qualified for the constrained (versus unconstrained) version of the task. The remainder of the paper details related work, our approach, and experiments and the results we obtained.

2 Related Work

We divide related work into two areas: research related to aspect and aspect term identification, and research related to sentiment classification for aspect terms. We note that aspects have also been called topics and features in prior work. Until more recently, the community lacked a corpus
of gold-standard labeled data that focuses on aspect terms, rather than more general expressions of subjectivity or other private states. Thus, early work focused on learning or identifying aspects in an unsupervised (Hu and Liu, 2004) or semi-supervised setting (Moghaddam and Ester, 2010; Zhai et al., 2011). The earliest work on aspect detection focused on identifying frequently occurring noun phrases using information extraction (IE) techniques (Hu and Liu, 2004). Unsupervised techniques include clustering (Fahrni and Klenner, 2008; Popescu and Etzioni, 2005) and topic models (Titov and McDonald, 2008).

The benchmark corpus for sentiment analysis from Wiebe et al. (2005) inspired much work on learning subjective phrases in a supervised setting. The nature of the data and annotation differ from the data for this Semeval task, as it focuses on news articles and identifying an entire opinion phrase, including the source of the opinion, and only recently added aspect annotations. However, the techniques used by others to learn to extract this data and the associated polarity inspired our own approach. These include extraction-like approaches, usually using sequence modeling (Breck et al., 2007; Jin et al., 2009; Johansson and Moschitti, 2013; Li et al., 2010; Mitchell et al., 2013; Yang and Cardie, 2013) and semantic dependency or semantic parsing approaches (Kim and Hovy, 2006; Kobayashi et al., 2007; Wu et al., 2009) sometimes using background knowledge from sentiment lexicons (Zhang et al., 2009).

The main differences between our approach and that of Breck et al. (2007) and Mitchell et al. (2013) are the classifier used and some of the features; they both use CRFs versus our Maximum entropy classifier, and they used a wider range of syntactic and dictionary-based features.

A second related corpus which includes more aspect information is that developed by Kim and Hovy (2006). This corpus also focuses on news articles rather than reviews, but does expand the types of aspects identified. The main focus of that work is on the identification, using FrameNet role labels, of the holder and target of an opinion, while the opinion itself is provided to the system.

The restaurant reviews used in this Semeval task are a 3000-plus sentence subset of those harvested by Ganu et al. (2009), plus newly annotated sentences used for test data. The original corpus contains over 50,000 structured restaurant reviews including restaurant information and a star rating. The original star rating was not made available for the Semeval tasks, and the aspect term annotations and their associated sentiment were added for this task; the original sentence-level sentiment annotations were not provided. Most of the work exploring this corpus to date uses unsupervised (Brody and Elhadad, 2010) or semi-supervised (Mukherjee and Liu, 2012) approaches.

As there has been an explosion of research in sentiment classification, it is impossible to review all of the related work. See Tsytaras and Palpanas (2012) for a recent survey. We will note that our approach follows a somewhat standard machine learning approach inspired by that of Wilson et al. (2005), but with a different feature set. We did not thoroughly explore as many classifiers as this work and others have done. Finally, we note that some work has investigated the joint task of identifying opinion phrases or targets simultaneously with polarity (Choi and Cardie, 2009; Johansson and Moschitti, 2013; Mitchell et al., 2013).

3 Approach

For both subtasks, we take a supervised machine learning approach, examining several classifiers and their variants, and converging on feature sets which performed best in small-scale cross-validation experiments. After the official competition ended, we continued to examine different variants and discuss alternative approaches and their accuracy in the experimental results section. For all tasks we use the Maximum Entropy classifier, “iib” variant from the Natural Language Toolkit (NLTK) in Python (Bird et al., 2009). We experimented with several other classifiers from NLTK and found that Maximum Entropy performed best on a hold out set of data. We had originally planned to use a Conditional Random Field (CRF) model (Lafferty et al., 2001) because of its strong performance on similar tasks, but met with time limitations when converting the data to the appropriate format (there is no CRF provided with NLTK at this time). We had also planned to try classifiers from the scikit-learn toolkit (Pedregosa et al., 2011), but again met with time constraints due to the necessity to manually convert the features to a binary representation.

We first preprocess the data using NLTK’s tokenization and part-of-speech tagging modules and align the results with the aspect terms in the data,
3.1 Aspect Term Extraction

While it is difficult to give a precise definition of aspect, it can be roughly thought of as a characteristic of a target concept such as a restaurant or laptop. Examples include the italicized terms in the following:

- I liked the service and the staff, but not the food.
- The hard disk is very noisy.

We use a sequence labeling approach, which can also be thought of as a tagging or chunking approach, to identify the aspect terms in each sentence. Specifically, and similar to Breck et al. (2007) and Mitchell et al. (2013), as the target class for each token, we use the IOB2 sequence labeling scheme (Tjong et al., 2000), where the aspect terms are considered as the chunks to be labeled. Using this approach, each token is tagged as either Beginning an aspect term, being In an aspect term, or being Outside an aspect term. We also experimented with an IO labeling scheme as discussed in the experimental results section, in which each token is tagged as being either In or Outside an aspect term. Here is an example of a sentence with its IOB tags:

- The-O pizza-B is-O the-O best-O if-O you-O like-O thin-B crusted-I pizza-I .-O

Of course, unlike an HMM or CRF, a standard classifier such as Maximum entropy does not label entire sequences. Therefore, each example presented to our classifier represents a single token from the sentence being labeled, and the target label is the IOB tag of that token. Further, we present the tokens of a given sentence in order from the first word in the sentence to the last. The features used for each token are derived from the token, the prior token, and the next token in the sentence (thus using a three-token window). In addition, we include the IOB tag of the prior token, using the gold standard at training time and the classifier’s output at testing time, even if it is incorrect. For each token we extract the word, its stem, its part-of-speech (POS) tag, its polarity from the sentiment dictionary, and whether the word is objective or subjective, from the same sentiment dictionary. We use dummy values for the prior and next words of the first and last token in a sentence, respectively. All feature-value pairs are converted to binary features automatically by NLTK.

Because we believed that the data would prove to be sparse and that new words would appear in the testing data, we also include an unknown word feature, replacing the 50% least frequent words in the training data with the “UNK” token, and doing the same for both these words and unseen words in the test set. However, we later found that we should have used cross-validation to support our hypothesis, and that using the full vocabulary would have improved our results, as shown in the experimental results section.

3.2 Polarity

In the polarity subtask, the aspect terms are provided, and the goal is to classify them as positive, negative, conflict, or neutral. In this case, we use a simple classification approach that includes features of the aspect term and surrounding tokens (again in a three-token window), and also some simple baseline sentiment classification features. First, we use similar features as for the aspect term extraction task, with changes to incorporate the fact that aspect terms are occasionally phrases, not single words. In fact, we hypothesize that features of the words before and after an aspect phrase could be more useful than the words prior to and after a particular word in the phrase.

Thus, instead of using features from the three-token window including the current token, we use features from the words on each side of the aspect phrase, and use the head of the aspect phrase and its features as the middle of the window. This approach is similar to that of Johansson and Moschitti (2013), who use features from the words before and after opinion expressions. In our case, these features are again the word, its POS tag, its sentiment polarity and objectivity, and its IOB tag. Note that in this case we use the IOB tag from all terms in the window, since the aspect term extraction task is treated as a prerequisite to the polarity classification task.

In addition to these word-based features, we add four higher-level features, the first is an indicator of the number of aspect terms in the entire sentence, since this might indicate a more de-
tailed sentence, and we believe that more specific sentences might correlate with positive sentiment. The other three features are baselines connected to the estimated sentiment of the sentence or phrase. First, we apply a hand-built sentence level sentiment classifier that follows a now standard baseline approach (Zhu et al., 2009): using a sentiment lexicon (Liu’s), it counts the number of positive and negative sentiment words in the sentence, flipping polarity when negation words are encountered, and discontinuing the polarity flip when punctuation is encountered. This results in a “high level sentiment” feature consisting of the number of positive sentiment words minus the number of negative sentiment words.

Our other two sentiment features provide finer granularity information, based on the sentiment of the “chunks” in which an aspect term appears. First, we use the punctuation within the sentence to divide it into punctuation-separated chunks. Then, we calculate the number of positive and negative sentiment words within each chunk, again flipping polarity after the presence of a negation word. The positive and negative counts associated with the chunk within which an aspect phrase appears are then used as features when classifying the phrase. We also experimented with using conjunctions (and, or, but, etc.) as chunk boundaries, but preliminary results indicated that this resulted in reduced accuracy.

4 Experimental Results & Analysis

In this section we report our results and some additional analysis for the ABSA subtasks 1 and 2. Please refer to Pontiki et al. (2014) for details on the tasks, corpora, and evaluation criteria. We chose the constrained condition, which allows the use of sentiment lexicons in addition to the training data provided, but no additional data such as other reviews.

Aspect term extraction is evaluated using Precision, Recall, and F-measure on an unseen set of sentences. Table 1 shows our results on both domains, the top results, and the mean score of all constrained submissions (21 entries). Note that for Restaurants, COMMIT-P1WP3 had the best Precision, at 0.909, but XRCE had the best F-measure, so we show their three scores. Our results were close to the mean for both corpora and quite a bit above the lowest scoring submissions and the baseline provided by the organizers; the latter is also shown in the Table.

After the submission deadline, we continued to experiment with alternative approaches using 5-fold cross validation on the training set, shown in Table 2. We found that using the full vocabulary was better than our original approach of only using the top 50% occurring words, even with 28% unseen words in the restaurant test set and 21% in laptops. We also found that leaving out the polarity feature while using all vocabulary words (FV-No-Snt) improved our F-measure score to 0.669 for laptops but reduced it slightly to 0.745 for restaurants. Finally, using IO versus IOB tagging did not influence the F-measure significantly.

About 25% of the aspect terms in the restaurant training set have length greater than one, and 37% of the laptop terms.

Aspect term polarity is evaluated on accuracy over all labels: positive, negative, neutral, or conflict. Table 3 shows our results on both domains, the top results, the mean score of all constrained submissions (24 entries for laptops, 28 for restaurants), and the baseline accuracy. In this case our scores are above average in all cases.

| System | P     | R     | F1    | Rank |
|--------|-------|-------|-------|------|
| Belarus | 0.848 | 0.665 | 0.746 | 1    |
| mean   | 0.760 | 0.503 | 0.562 | 11   |
| USF    | 0.754 | 0.404 | 0.526 | 14.7 |
| baseline | 0.443 | 0.298 | 0.356 |      |

| Approach | P     | R     | F1    | Rank |
|----------|-------|-------|-------|------|
| FV-No-Snt | 0.724 | 0.696 | 0.669 |      |
| Full Voc. | 0.733 | 0.715 | 0.746 | 1    |
| Original | 0.696 | 0.696 | 0.746 | 14.3 |
| IO       | 0.715 | 0.501 | 0.583 | 583  |

| Approach | P     | R     | F1    | Rank |
|----------|-------|-------|-------|------|
| FV-No-Snt | 0.784 | 0.777 | 0.745 | 14.3 |
| Full Voc. | 0.784 | 0.777 | 0.745 | 14.3 |
| Original | 0.769 | 0.660 | 0.711 | 583  |
| IO       | 0.769 | 0.660 | 0.711 | 583  |

1Rank averaged over P, R, and F for USF
2We abbreviate IHS_RD_Belarus as Belarus.
| Lap         | System    | Acc  | Rank |
|------------|-----------|------|------|
|            | NRC-Canada| 0.705| 1    |
|            | USF       | 0.645| 6    |
|            | mean      | 0.604| 12.5 |
|            | baseline  | 0.514|      |

Table 3: Aspect Term Polarity Results, Constrained.

5 Conclusions

In conclusion, we show that a chunking approach to supervised learning works fairly well in the aspect term extraction task, and that local sentence features and a baseline sentiment classifier work well for aspect term polarity classification. Our systems for both tasks performed reasonably well considering the relatively simple classification techniques and features incorporated. In future work, we plan to apply more sophisticated classifiers which have shown to be accurate on related tasks, including CRFs and Support Vector Machines. We also would like to experiment with variants of the features used here, such as the exploration of smaller or larger context windows, or the usefulness of stemming compared to the original tokens. We also believe that more sophisticated syntactic or semantic features, or topic models, could improve results on one or both tasks.

We thank the organizers for the provision of this interesting dataset.
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