Higher Order, Polar and Sz.-Nagy’s Generalized Derivatives of Random Polynomials with Independent and Identically Distributed Zeros on the Unit Circle
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Abstract. For random polynomials with i.i.d. (independent and identically distributed) zeros following any common probability distribution $\mu$ with support contained in the unit circle, the empirical measures of the zeros of their first and higher order derivatives will be proved to converge weakly to $\mu$ a.s. (almost surely). This, in particular, completes a recent work of Subramanian on the first order derivative case where $\mu$ was assumed to be non-uniform. The same a.s. weak convergence will also be shown for polar and Sz.-Nagy’s generalized derivatives, on some mild conditions.

1 Introduction

The study of zero distribution of random polynomials (and random power series) has a long history and is currently a very active research area (see the references in
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Traditionally, the randomness in these polynomials comes from the probability distribution followed by their coefficients, i.e. 

\[ A_0 + A_1 z + \cdots + A_n z^n, \]

where \( A_0, A_1, \ldots, A_n \) are complex-valued random variables (for instance, i.i.d. Gaussian).

Instead of the polynomials’ coefficients, one may opt to introduce randomness in their zeros, and then investigate the locations of their critical points (relative to these zeros). Such a study was initiated by Rivin and the late Schramm in 2001, but only until 2011, Pemantle and Rivin [17] proposed a precise probabilistic framework (see Table 1).

| Random polynomials | Traditional | Pemantle–Rivin |
|--------------------|-------------|----------------|
| Prescribe randomness to | Coefficients | Zeros |
| To study | Zeros | Critical points |

Table 1: Summary of the traditional and the Pemantle–Rivin frameworks of random polynomials

Their framework is a case of the following setting:

Let \( \mu_S \) be a probability measure on \( \mathbb{C} \) (with the Borel \( \sigma \)-algebra \( \mathcal{B} \)) supported in a closed set \( S \subset \mathbb{C} \) (meaning that \( \text{supp} \mu_S \subset S \) or, equivalently, \( \mu_S(S) = 1 \)) and

\[ Z = Z_1, Z_2, \ldots \sim \mu_S \tag{1} \]

be i.i.d. complex-valued random variables on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \). Fix any \( k \in \mathbb{N} \). For each \( \omega \in \Omega \) and \( n \geq k + 1 \), construct the polynomial

\[ P_n(\omega)(z) := (z - Z_1(\omega)) \cdots (z - Z_n(\omega)). \tag{2} \]

By regarding

\[ P_n(z) = (z - Z_1) \cdots (z - Z_n) \]

as a random variable on \( \Omega \) into the space of polynomials, and taking (1) into account so that all \( Z_j \in S \) a.s., we call \( P_n \) a random polynomial with i.i.d. zeros \( Z_1, \ldots, Z_n \) on \( S \).

Associate \( n - k \) points

\[ W_{n,1}(\omega), W_{n,2}(\omega), \ldots, W_{n,n-k}(\omega) \in \mathbb{C}, \tag{3} \]

to the polynomial \( P_n(\omega) \) in (2). In the original Pemantle–Rivin framework, (3) are taken as the critical points

\[ W_{n,1}^{(1)}(\omega), W_{n,2}^{(1)}(\omega), \ldots, W_{n,n-1}^{(1)}(\omega) \]

of \( P_n(\omega) \) (\( k = 1 \)). Later in this chapter, (3) will also be taken as the zeros

\[ W_{n,1}^{(k)}(\omega), W_{n,2}^{(k)}(\omega), \ldots, W_{n,n-k}^{(k)}(\omega) \]
of higher order derivatives \((k \geq 2)\), those of polar derivatives \((k = 1)\) and Sz.-Nagy’s
generalized derivatives \((k = 1)\) of \(P_n(\omega)\) (to be made precise in the paragraph
following Corollary 5). Define the empirical measure of these \(n - k\) points in (3) by
\[
\mu_{S,n}(\omega) := \frac{1}{n - k} \sum_{j=1}^{n-k} \delta_{W_{n,j}(\omega)},
\]
where \(\delta_x\) is the Dirac measure with support at \(\{x\}\). Note that \(\mu_{S,n}(\omega)\) is also a
probability measure on \((\mathbb{C}, \mathcal{B})\), so we may discuss the weak convergence
\[
\mu_{S,n}(\omega) \rightharpoonup \mu_S \text{ as } n \to \infty
\]
of probability measures. Moreover, endow the space \(\mathcal{M}\) of all probability measures
on \((\mathbb{C}, \mathcal{B})\) with the metric topology of weak convergence. Then, regarding
\[
\mu_{S,n} := \frac{1}{n - k} \sum_{j=1}^{n-k} \delta_{W_{n,j}} : (\Omega, \mathbb{P}) \to \mathcal{M}
\]
and \(\mu_S\) as random variables (the latter being a constant function) on \(\Omega\) into \(\mathcal{M}\), we
may discuss various modes (e.g. almost sure, in probability, etc.) of the (weak)
convergence of random (empirical) measures
\[
\mu_{S,n} \rightharpoonup \mu_S \text{ as } n \to \infty
\]
Two of these modes will concern us:

**Definition 1.** By that the weak convergence \((6)\) holds almost surely, we mean, as
usual, that
\[
\mathbb{P} \{ \omega \in \Omega : \mu_{S,n}(\omega) \rightharpoonup \mu_S \text{ as } n \to \infty \} = 1
\]
or, equivalently,
\[
\mathbb{P} \{ \omega \in \Omega : \pi(\mu_{S,n}(\omega), \mu_S) \to 0 \text{ as } n \to \infty \} = 1.
\]
And by that the weak convergence \((6)\) holds in probability, we mean that: For any
\(\varepsilon > 0\),
\[
\mathbb{P} \{ \omega \in \Omega : \pi(\mu_{S,n}(\omega), \mu_S) < \varepsilon \} \to 1 \text{ as } n \to \infty.
\]
In \((8)\) and \((9)\), \(\pi\) denotes the Prohorov metric
\[
\pi(m', m'') := \inf \{ \varepsilon > 0 : m'(A) \leq m''(A^\varepsilon) + \varepsilon \text{ and } m''(A) \leq m'(A^\varepsilon) + \varepsilon \text{ for all } A \in \mathcal{B} \}
\]
for \(m', m'' \in \mathcal{M}\),
where \(A^\varepsilon := \bigcup_{a \in A} \mathbb{D}_\varepsilon(a)\), which gives the metric topology on \(\mathcal{M}\) ([2, Theorem 6.8,
p.73]) just mentioned.

**Remark.** Note that \((8)\) implies \((9)\). And, convergence in probability only guaran-
tees almost sure convergence for some subsequence.
Throughout this article, all ‘a.s.’ and ‘in probability’ statements and arguments are said with respect to \((\Omega, \mathbb{P})\), and the zeros of any holomorphic function (thus any polynomial) are counted with multiplicities.

When \(W_{n,1}(\omega), \ldots, W_{n,n-1}(\omega)\) in (3) (with \(k = 1\)) are the critical points \(W^{(1)}_{n,1}(\omega), \ldots, W^{(1)}_{n,n-1}(\omega)\) of \(P_n(\omega)\) in (2), we rewrite (4) as

\[
\mu_{S,n}^{(1)}(\omega) = \frac{1}{n-1} \sum_{j=1}^{n-1} \delta_{W^{(1)}_{n,j}}(\omega).
\]

In such case, the scenario as set in Section 1 reduces to Pemantle and Rivin’s study in [17]. They conjectured, in view of a couple of supportive examples, that:

**Conjecture A. (Pemantle–Rivin conjecture) ([17 Conjecture 1.1])** The weak convergence (6) with \(\mu_{S,n} = \mu_{S,n}^{(1)}\) holds in probability.

In fact, they proved their conjecture when \(\mu_S\) has finite 1-energy and if

\[
\mu_S \left\{ z \in \mathbb{C} : \int_{\zeta \in \mathbb{C}} \frac{d\mu_S(\zeta)}{z - \zeta} = 0 \right\} = 0,
\]

and also pointed out that their method of proof does not apply to the case when \(S = \partial \mathbb{D}\) with uniform \(\mu_{\partial \mathbb{D}}\), which has infinite 1-energy. Yet, in such case, they deduced that \(\mu_{\partial \mathbb{D},n}^{(1)}\) converges to \(\partial \mathbb{D}\) (which intuitively means that ‘\(\mu_{\partial \mathbb{D},n}^{(1)}\) tends to be supported in \(\partial \mathbb{D}\) when \(n\) gets large’, and the precise definition will be stated in Section 2) in probability (necessary for the conjecture to be true; see Proposition 3 below) from a result of Peres and Virág [18] on determinantal point process. Soon later, Subramanian [25] followed up on [17] and showed that Conjecture A is true when \(S = \partial \mathbb{D}\). In the same period, Kabluchko [14] actually confirmed the conjecture in full generality, i.e. for \(S = \mathbb{C}\), using a natural connection with logarithmic potential theory.

A harder question is the almost sureness (instead of ‘in probability’) of (6):

**Conjecture B. (Strong Pemantle–Rivin conjecture)** The weak convergence (6) with \(\mu_{S,n} = \mu_{S,n}^{(1)}\) holds almost surely.

Subramanian [25] proved it for the case that \(S = \partial \mathbb{D}\) with non-uniform \(\mu_{\partial \mathbb{D}}\) (implicit in [25, Theorem 2.3]). The methods in its proof and the remaining case of uniform \(\mu_{\partial \mathbb{D}}\) have motivated the present work. Besides, rather than only considering the critical points in Conjecture B, we extend the problem to the zeros of higher order, polar and Sz.-Nagy’s generalized derivatives of \(P_n(\omega)\) in (2). Precisely, we will prove that

\[
\mu_{\partial \mathbb{D},n} \rightarrow \mu_{\partial \mathbb{D}} \text{ as } n \rightarrow \infty \text{ a.s.}
\]

(i.e. the almost sureness of the weak convergence (6) with \(S = \partial \mathbb{D}\)) for the case when \(W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega)\) in (3) are the zeros of
(i) the $k$-th order derivative of $P_n(\omega)$ with non-uniform $\mu_{\partial D}$ and $k > 1$ (Corollary 5).

(ii) the polar derivative of $P_n(\omega)$ with respect to any $\xi \in \mathbb{C}$ with $|\xi| \gg 1$ (more precisely, $|\xi| > 1$ if $\mu_{\partial D}$ is uniform and $|\xi| > \max\{1, 1/|E[Z]|\}$ if $\mu_{\partial D}$ is non-uniform) (Corollary 6).

(iii) any Sz.-Nagy’s generalized derivative of $P_n(\omega)$ given by degenerate (i.e. a.s. constant) random coefficients which are uniformly bounded a.s. and with non-uniform $\mu_{\partial D}$ (Corollary 6).

(iv) the $k$-th order derivative of $P_n(\omega)$ with uniform $\mu_{\partial D}$ and $k \geq 1$ (Corollary 7).

We shall rewrite (6) as

$$\mu_{\partial D,n}^{(k)} \Rightarrow \mu_{\partial D} \text{ as } n \to \infty$$

for cases (i) and (iv), and as

$$\mu_{\partial D,n}^{\xi} \Rightarrow \mu_{\partial D} \text{ as } n \to \infty$$

for case (ii). In particular, (i) and (iv) combine with the aforesaid result implicit in [25, Theorem 2.3] to form the collective result:

**Theorem 2.** Fix any $k \in \mathbb{N}$. Let $W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega)$ in (3) be the zeros of the $k$-th order derivative of $P_n(\omega)$ in (2). Then, $\mu_{\partial D,n}^{(k)} \Rightarrow \mu_{\partial D} \text{ as } n \to \infty$ a.s..

which completes the discussion on Conjecture B when $S = \partial \mathbb{D}$ in [25], and generalizes it to higher order derivatives (summarized in Table 2 below). Note that this result is non-trivial — it cannot be obtained, for instance, by repeated applications of the results in [25] because the critical points of $P_1, P_2, \ldots$ in (2) derived from $Z_1, Z_2, \ldots$ in (1) may not be i.i.d..

| $k$ | $\mu_{\partial D}$ | $\mu_{\partial D,n}^{(k)}$ | $\mu_{\partial D,n}^{\xi}$ |
|-----|-----------------|----------------|-----------------|
| 1   | uniform         | [25, Theorem 2.3] | Corollary 5     |
| > 1 | non-uniform     |                 |                 |

Table 2: Conjecture B when $S = \partial \mathbb{D}$ and generalization to higher order derivatives

All the results (i)-(iv) will be consequences of Proposition 4, which, under the assumption that in (3) all $W_{n,j} \in \overline{D}_M$ a.s. for some constant $M > 0$, captures the essentials of the a.s. weak convergence (6) for the natural case when $S = \partial \mathbb{D}$. This proposition can be regarded as originating from [25, Theorem 2.3]. Despite this connection, the present result differs from the earlier by, on one hand, its higher applicability (for instances, to the zeros of higher order and other types of derivatives) and by, on the other hand, featuring Lévy’s continuity theorem (as far as weak convergence of probability measures is concerned). Via this remarkable theorem of Lévy, Section 3.1 will set up a straightforward formulation of our problem
in the general setting, so that the weak convergence (5) can then be discussed by
examining characteristic functions expressed explicitly in terms of \( W_{n,j} \) in (3).

In Corollaries 5 and 6, we will verify that when \( W_{n,j} \) in (3) are respectively
the zeros of (i), (ii) and (iii) above, the assumption and sufficient condition in
Proposition 4 are satisfied. These verifications will be done by elaborating the
following two main ideas in [25]:

- Construct a non-identically zero holomorphic function on \( D \) whose number of
  zeros lying in any compact subset of \( D \) can be related to that of the derivative
  in (i), (ii) and (iii) respectively by Hurwitz’s theorem;

- The asymptotic relationship between the means of the powers of the zeros and
  the critical points of a polynomial when its degree tends to infinity (implied by
  Lemma 8 below).

However, the same construction of holomorphic function in (iv) (now \( \mu_{\partial D} \) is uniform
instead of being non-uniform in (i)) would result in the identically zero function, to
which Hurwitz’s theorem is not applicable. In this exceptional case, we discovered
(from the proof of (ii)) a uniquely nice behaviour of the zeros of polar derivative.
This property can be passed to those of the \( k \)-th order derivative via approximating
ordinary derivatives by polar derivatives, thus proving Corollary 7:

\[
\mu_{\partial D, n} \overset{n \to \infty}{\to} \mu_{\partial D}, \quad k > 1 \quad \mu_{\partial D, n, |\xi| \gg 1} \quad \mu_{\partial D, k} \\
\text{non-uniform} \quad \text{Corollary 5} \quad \text{Corollary 6} \quad \text{Corollary 7}
\]

Table 3: Towards \( \mu_{\partial D, n} \to \mu_{\partial D} \) with uniform \( \mu_{\partial D} \)

After presenting the above main contents by the end of Section 3, we remark on
a rather rudimentary connection between the weak convergence (6) and a classical
question of the locations of critical points relative to zeros of polynomials (Corollary 9,
and a similar remark has also been mentioned in [14]) in Section 4.

2 Main result and corollaries

First of all, we mention a mode of convergence closely related to the weak conver-
gence of probability measures. We explicitly define this notion which has already
appeared in [17] and [25] for readers’ easy reference. Let \( S \subset \mathbb{C} \) be a closed set.
Then, a sequence \( m_1, m_2, \ldots \) of probability measures on \((\mathbb{C}, \mathcal{B})\) is said to converge
to \( S \) (denoted as \( m_n \to S \)) as \( n \to \infty \) if

\[
m_n(S^c) \to 0 \quad \text{as} \quad n \to \infty.
\]  

It is immediate from definition and the portmanteau theorem ([2, Theorem 2.1],
[10, Theorem 11.1.1], [11, Theorem 3.2.5]) to have:
Proposition 3. Let \( m, m_1, m_2, \ldots \) be probability measures on \((\mathbb{C}, \mathcal{B})\). If \( m \) is supported in a closed set \( S \subset \mathbb{C} \), then

\[
m_n \rightharpoonup m \quad \text{as} \quad n \to \infty \quad \implies \quad m_n \rightharpoonup S \quad \text{as} \quad n \to \infty.
\]

Proof. Since \( m_n \rightharpoonup m \) as \( n \to \infty \), it follows from the portmanteau theorem that

\[
\limsup_{n \to \infty} m_n(B) \leq m(B) \quad \text{for any closed subset} \quad B \subset \mathbb{C}.
\]

Exhaust the open set \( S^c \) by (an increasing sequence of) compact subsets \( B_k \) (i.e. \( B_1 \Subset B_2 \Subset \cdots \subset S^c = \bigcup_{k=1}^{\infty} B_k \)), then we actually have

\[
\limsup_{n \to \infty} m_n(B_k) \leq m(B_k) = 0 \quad \text{for all} \quad k
\]

because \( \text{supp} \ m \subset S \). Let \( \limsup_{n \to \infty} m_n(S^c) \) be realized by subsequence \( \{m_{n_i}(S^c)\}_{i=1}^{\infty} \). Then, we have

\[
\limsup_{n \to \infty} m_n(S^c) = \lim_{i \to \infty} m_{n_i}(S^c) = \lim_{i \to \infty} \lim_{k \to \infty} m_{n_i}(B_k) = \lim_{k \to \infty} \lim_{i \to \infty} m_{n_i}(B_k) \leq 0. \tag{**}
\]

Remark. Note that \((11)\) is equivalent to ‘\( m_n(B) \to 0 \) as \( n \to \infty \) for any closed subset \( B \subset S^c \)’ via a compact exhaustion of the open set \( S^c \) as in the above proof: \( \limsup_{n \to \infty} m_n(S^c) = \lim_{i \to \infty} m_{n_i}(S^c) = \lim_{i \to \infty} \lim_{k \to \infty} m_{n_i}(B_k) = \lim_{k \to \infty} \lim_{i \to \infty} m_{n_i}(B_k) = 0. \)

From now on (except in Section 3.1), \( \mu_S \) is assumed to be supported in \( \partial \mathbb{D} \), i.e. \( S = \partial \mathbb{D} \) and all \( |Z_j| = 1 \) a.s.. For brevity, we suppress all subscripts ‘\( \partial \mathbb{D} \)’ by writing

\[
\mu = \mu_{\partial \mathbb{D}}, \quad \mu_n = \mu_{\partial \mathbb{D}, n}, \quad \mu_n^{(k)} = \mu_{\partial \mathbb{D}, n}^{(k)} \quad \text{and} \quad \mu_n^{\xi} = \mu_{\partial \mathbb{D}, n}^{\xi}
\]

in what follows. Also, we use the usual notation \( \mathbb{E}_m \) for the expectation with respect to a probability measure \( m \), with \( \mathbb{E}_\mathbb{P} \) abbreviated as \( \mathbb{E} \). According to Proposition 3, \( \mu_n(\omega) \rightharpoonup \partial \mathbb{D} \) is necessary for \( \mu_n(\omega) \to \mu \) in \((5)\) when \( n \to \infty \). Indeed, we also have

Proposition 4. Let \( \mu \) be supported in \( \partial \mathbb{D} \). Assume that there is a constant \( M > 0 \) such that in \((3)\)

\[
|W_{n,j}| \leq M \quad \forall \quad n, j \quad \text{a.s.} \tag{12}
\]

Then, \( \mu_n \to \mu \) as \( n \to \infty \) a.s. in \((5)\) if and only if the following two conditions hold:

\[
(i) \quad \mu_n \rightharpoonup \partial \mathbb{D} \quad \text{as} \quad n \to \infty \quad \text{a.s.}
\]

\[
(ii) \quad \frac{1}{n-k} \sum_{j=1}^{n-k} W_{n,j}^p \to \mathbb{E}[Z^p] \quad \text{as} \quad n \to \infty \quad \forall \quad p \in \mathbb{N} \quad \text{a.s.}
\]
Making use of a key lemma, namely Lemma 8 (see [25, Proposition 3.2]) which is to be proved in Section 3.3, Proposition 4 leads to the following three corollaries:

**Corollary 5.** Let $\mu$ be supported in $\partial \mathbb{D}$ and $W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega)$ in (3) (with $k > 1$) be the zeros of the $k$-th order derivative of $P_n(\omega)$ in (2). Then, $\mu_n^{(k)} \to \mu$ as $n \to \infty$ a.s. if $\mu$ is non-uniform.

Before stating the next corollary, we need to define the following two types of derivatives for a polynomial $P(z) := (z - z_1) \cdots (z - z_n)$.

Let $Q$ be a polynomial given by

$$Q(z) := P(z) \sum_{j=1}^{n} \frac{\lambda_j}{z - z_j} = \left( \sum_{j=1}^{n} \lambda_j \right) z^{n-1} + \cdots,$$

where $\lambda_1, \ldots, \lambda_n \in \mathbb{C}$. Assume $\deg Q = n - 1$ so that $\sum_{j=1}^{n} \lambda_j \neq 0$, then $Q$ is called

- the polar derivative $D_\xi P$ of $P$ with respect to $\xi \in \mathbb{C}$ if $\lambda_j = \xi - z_j$

  ([5, [16, p.184], [20, p.97], [22, p.185]). In such case,

$$Q(z) = D_\xi P(z) = nP(z) - (z - \xi)P'(z) = \left( n\xi - \sum_{j=1}^{n} z_j \right) z^{n-1} + \cdots.$$

- a Sz.-Nagy’s generalized derivative of $P$ if

$$\sum_{j=1}^{n} \lambda_j = n \quad \text{and} \quad \lambda_j > 0$$

([5, [20, p.115], Sz.-Nagy’s original paper [27]). In particular, when $\lambda_j = 1$, we have $Q = P'$.

**Corollary 6.** Let $\mu$ be supported in $\partial \mathbb{D}$ and $W_{n,1}(\omega), \ldots, W_{n,n-1}(\omega)$ in (3) (with $k = 1$) be the zeros of the polynomial

$$Q_n(\omega)(z) := P_n(\omega)(z) \sum_{j=1}^{n} \frac{\lambda_{n,j}(\omega)}{z - Z_j(\omega)},$$

where $P_n(\omega)$ is as in (2) and $\lambda_{n,j} : \Omega \to \mathbb{C}$ ($n = 2, 3, \ldots, j = 1, \ldots, n$) are such that

$$\sum_{j=1}^{n} \lambda_{n,j} \neq 0 \quad \forall \ n \quad \text{a.s.}$$

so that $\deg Q_n = n - 1$ a.s.. Assume that $W_{n,j}$ satisfy (12). Then, $\mu_n \to \mu$ as $n \to \infty$ a.s. if the following three conditions hold:
where $K, \delta > 0$ and $b_0, b_1, \ldots \in \mathbb{C}$ are constants, and at least one of which is non-zero. This result is applicable when $Q_n$ is

- the polar derivative of $P_n$ with respect to any $\xi \in \mathbb{C}$ with $|\xi| \gg 1$ (more precisely, $|\xi| > 1$ if $\mu_{\partial D}$ is uniform and $|\xi| > \max\{1, 1/|E[Z]|\}$ if $\mu_{\partial D}$ is non-uniform).

- any Sz.-Nagy’s generalized derivative of $P_n$ such that each $\lambda_{n,j}$ is degenerate (i.e. a.s. constant; but the $\lambda_{n,j}$’s need not take the same constant value a.s. for different $n$ or $j$) and there is a constant $M > 0$ such that all $\lambda_{n,j} \leq M$ a.s. and if $\mu$ is non-uniform.

**Corollary 7.** Let $\mu$ be supported in $\partial D$ and $W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega)$ in (3) be the zeros of the $k$-th order derivative of $P_n(\omega)$ in (2). Then, $\mu_n^{(k)} \rightarrow \mu$ as $n \rightarrow \infty$ a.s. if $\mu$ is uniform.

### 3 Proofs

#### 3.1 Formulation using Lévy’s continuity theorem

In this subsection, we establish a natural connection between the question of the weak convergence

$$
\mu_{S,n}(\omega) \rightarrow \mu_S \text{ as } n \rightarrow \infty
$$

in (5) and Lévy’s continuity theorem ([10, Theorem 9.8.2], [11, Theorem 3.9.4]), which states that:

Let $X, X_1, X_2, \ldots$ be $\mathbb{R}^d$-valued random variables. Then, $\mathcal{L}_{X_n} \rightarrow \mathcal{L}_X$ as $n \rightarrow \infty$ if and only if

$$
\varphi_{X_n}(t) \rightarrow \varphi_X(t) \text{ as } n \rightarrow \infty \text{ } \forall \ t \in \mathbb{R}^d,
$$

where $\mathcal{L}_X, \mathcal{L}_{X_1}, \mathcal{L}_{X_2}, \ldots$ and $\varphi_X, \varphi_{X_1}, \varphi_{X_2}, \ldots$ are the laws and the characteristic functions of $X, X_1, X_2, \ldots$ respectively.
Proof of ‘if’ part of Proposition 4. Note that the following
proof when taking $k = 1$ plus [25, Lemma 2.2] and [25, Proposition 3.2] (or Lemma
[8] below) form an alternative proof of [25, Theorem 2.3].
Write
\[ W_{n,j}(\omega) := R_{n,j}(\omega) e^{i\Phi_{n,j}(\omega)}, \quad R_{n,j}(\omega) \in [0, \infty), \quad \Phi_{n,j}(\omega) \in [0, 2\pi). \]

By assumption \([12]\), \(|S_{n,m,r}| \leq M^m\) a.s.. This enables us to see that \((20)\) is uniformly absolutely convergent a.s. by checking
\[
\sum_{m=0}^{\infty} \left| \frac{t^m}{2^m m!} \sum_{r=0}^{m} C^m_r t^{m-r} \mathbb{T} S_{n,m,r} \right| \leq \sum_{m=0}^{\infty} \frac{M^m |t|^m}{2^m m!} \sum_{r=0}^{m} C^m_r = \sum_{m=0}^{\infty} \frac{M^m |t|^m}{m!} = e^{M|t|} < \infty.
\]

As a result, if
\[
\lim_{n \to \infty} S_{n,m,r} \quad (21)
\]
exists a.s., then we can conclude from \((20)\) that
\[
\varphi W_n(t) \to \sum_{m=0}^{\infty} \frac{t^m}{2^m m!} \sum_{r=0}^{m} C^m_r t^{m-r} \mathbb{T} \lim_{n \to \infty} S_{n,m,r} \quad \text{as} \quad n \to \infty \quad \text{a.s..} \quad (22)
\]

Now, we find \((21)\). For \(m - r \geq r\), by assumption \([12]\),
\[
S_{n,m,r}(\omega) = \frac{1}{n-k} \sum_{j=1}^{n-k} R_{n,j}(\omega)^2 W_{n,j}(\omega)^{m-2r}
\]
\[
= \frac{1}{n-k} \sum_{j=1}^{n-k} W_{n,j}(\omega)^{m-2r} - \frac{1}{n-k} \sum_{j=1}^{n-k} (R_{n,j}(\omega)^{m-2r} - R_{n,j}(\omega)^m) e^{-i(m-2r)\Phi_{n,j}(\omega)}.
\]

For any arbitrary \(0 < \rho < 1 < \rho'\), by assumption \([12]\),
\[
|T_{n,m,r}| \leq \frac{1}{n-k} \sum_{j=1}^{n-k} |R_{n,j}^m - R_{n,j}^{m-2r}|
\]
\[
= \frac{1}{n-k} \sum_{j=1}^{n-k} |R_{n,j}^m - R_{n,j}^{m-2r}| \cdot 1_{\left\{ R_{n,j} \leq \rho \right\}} \cup 1_{\left\{ R_{n,j} \geq \rho' \right\}}(W_{n,j})
\]
\[
+ \frac{1}{n-k} \sum_{j=1}^{n-k} (R_{n,j}^m - R_{n,j}^{m-2r}) \cdot 1_{\left\{ \rho < R_{n,j} \leq 1 \right\}}(W_{n,j})
\]
\[
+ \frac{1}{n-k} \sum_{j=1}^{n-k} (R_{n,j}^m - R_{n,j}^{m-2r}) \cdot 1_{\left\{ 1 < R_{n,j} < \rho' \right\}}(W_{n,j})
\]
\[
\leq (M^m + M^{m-2r}) \cdot \mu_n(\mathbb{D}_\rho \cup (\mathbb{D}_{\rho'}^c))
\]
\[
+ (1 - \rho^m) \cdot \mu_n(\mathbb{D} \setminus \mathbb{D}_\rho) + (\rho^m - 1) \cdot \mu_n(\mathbb{D}_\rho \setminus \mathbb{D}) \quad \text{a.s..}
\]

By condition (i), \(\mu_n(\mathbb{D}_\rho \cup (\mathbb{D}_{\rho'}^c)) \leq \mu_n((\partial \mathbb{D})^c) \to 0 \quad \text{as} \quad n \to \infty \quad \text{a.s., so that}
\[
\limsup_{n \to \infty} |T_{n,m,r}| \leq \rho^m - \rho^m \quad \text{a.s..}
\]
Since both $\rho$ and $\rho'$ can be arbitrarily close to 1, we indeed have

$$T_{n,m,r} \to 0 \text{ as } n \to \infty \text{ a.s.}$$

Together with condition (ii), we get

$$S_{n,m,r} \to \mathbb{E}\left[Z^{m-2r}\right] \text{ as } n \to \infty \text{ a.s.}$$

And for $m-r < r$, a similar argument would give

$$S_{n,m,r} \to \mathbb{E}\left[Z^{2r-m}\right] = \mathbb{E}\left[Z^{m-2r}\right] \text{ as } n \to \infty \text{ a.s..}$$

Consequently, (22) proceeds as

$$\varphi_W(t) \to \sum_{m=0}^{\infty} \frac{i^m}{2^m m!} \sum_{r=0}^{m} C_r^m t^{m-r} r^r \mathbb{E}\left[Z^{m-2r}\right] \text{ as } n \to \infty \text{ a.s..}$$

$$= \sum_{m=0}^{\infty} \mathbb{E}\left[\frac{i^m}{2^m m!} \sum_{r=0}^{m} C_r^m t^{m-r} r^r Z^{m-r}\right]$$

$$= \sum_{m=0}^{\infty} \mathbb{E}\left[\frac{i^m}{m!} \langle t, Z \rangle^m\right] = \mathbb{E}\left[\sum_{m=0}^{\infty} \frac{i^m}{m!} \langle t, Z \rangle^m\right] = \mathbb{E}\left[e^{i \langle t, Z \rangle}\right] = \varphi_Z(t) \quad (23)$$

as desired. (The interchange of infinite summation and expectation in (23) is validated by checking, with the Cauchy–Schwarz inequality, that

$$\sum_{m=0}^{\infty} \mathbb{E}\left[\left|\frac{i^m}{m!} \langle t, Z \rangle^m\right|\right] \leq \sum_{m=0}^{\infty} \mathbb{E}\left[\frac{|t|^m}{m!} |Z|^m\right] = \sum_{m=0}^{\infty} \frac{|t|^m}{m!} = e^{|t|} < \infty,$$

so that a corollary of Lebesgue’s dominated convergence theorem ([21, Theorem 1.38]) applies.)

The above ‘if’ part is sufficient for the rest of this article. We prove the ‘only if’ part for completeness:

**Proof of ‘only if’ part of Proposition 4.** As remarked before, condition (i) simply follows from Proposition 3, thus it only remains to show condition (ii).

Let $M' := \max\{M, 1\} + \delta$, where $\delta > 0$. For each $p \in \mathbb{N}$, consider the bounded continuous real-valued function

$$f(\zeta) := \begin{cases} \Re \zeta^p & \text{for } |\zeta| \leq M' \\ \Re \zeta^p/|\zeta|^p & \text{for } |\zeta| > M' \end{cases} \text{ for } \zeta \in \mathbb{C}.$$ 

Then, as by assumption (12) and that $M' > M$ so that $\mu_n(\overline{D_{M'}}) \leq \mu_n(\overline{D_M}) = 0$ a.s., using [4] we have

$$\Re \left(\frac{1}{n-k} \sum_{j=1}^{n-k} W_{n,j}^p\right) = \Re \left(\frac{1}{n-k} \sum_{j=1}^{n-k} \int_{\zeta \in \mathbb{C}} \zeta^p d\delta_{W_{n,j}}(\zeta)\right) = \int_{\zeta \in \mathbb{C}} \Re \zeta^p d\mu_n(\zeta)$$

$$= \int_{\zeta \in \overline{D_{M'}}} \Re \zeta^p d\mu_n(\zeta) + \int_{\zeta \in \overline{D_M}} \frac{\Re \zeta^p}{|\zeta|^p} d\mu_n(\zeta) = \int_{\zeta \in \mathbb{C}} f(\zeta) d\mu_n(\zeta) \text{ a.s..} \quad (24)$$
On the other hand, as \( \mu \) is supported in \( \partial \mathbb{D} \) and that \( M' > 1 \) so that \( \mu((\partial \mathbb{D})^c) = 0 \), using (1) we have

\[
\text{Re} \mathbb{E}[Z^p] = \mathbb{E}[\text{Re} Z^p] = \int_{\zeta \in \mathbb{C}} \text{Re} \zeta^p d\mu(\zeta) = \int_{\zeta \in \partial \mathbb{D}} \frac{\text{Re} \zeta^p d\mu(\zeta)}{|\zeta|^p} = \int_{\zeta \in \mathbb{C}} f(\zeta) d\mu(\zeta). \tag{25}
\]

Therefore, by (24) and (25), \( \mu_n \rightharpoonup \mu \) as \( n \to \infty \) a.s. implies that

\[
\text{Re} \left( \frac{1}{n-k} \sum_{j=1}^{n-k} W_{n,j} \right)^p \to \int_{\zeta \in \mathbb{C}} f(\zeta) d\mu_n(\zeta) \to \int_{\zeta \in \mathbb{C}} f(\zeta) d\mu(\zeta) = \text{Re} \mathbb{E}[Z^p] \quad \text{as} \quad n \to \infty \quad \text{a.s.}
\]

A similar argument with ‘Re’ in the construction of \( f \) replaced by ‘Im’ would give us

\[
\text{Im} \left( \frac{1}{n-k} \sum_{j=1}^{n-k} W_{n,j} \right)^p \to \text{Im} \mathbb{E}[Z^p] \quad \text{as} \quad n \to \infty \quad \text{a.s.} \quad \square
\]

### 3.3 A Key Lemma

The lemma central to the rest of this article is contained in [25, Proposition 3.2], in which the proof uses a result for polynomials in [4] and [15] obtained by a companion matrix approach. We present essentially the same proof, but somewhat more straightforward:

**Lemma 8.** Let \( p \in \mathbb{N} \). Then, the mean

\[
\frac{w_1^p + \cdots + w_{n-1}^p}{n-1}
\]

of the \( p \)-th powers of the zeros \( w_1, \ldots, w_{n-1} \) of \( Q \) in (14) can be expressed (in terms of those zeros \( z_j \) of \( P \) in (13) and the constants \( \lambda_j \)) as

\[
\frac{n}{n-1} z_1^p + \cdots + z_n^p - \frac{p}{n-1} \sum_{j=1}^{n} \alpha_j z_j^p
\]

\[
+ \frac{1}{n-1} \sum' (-1)^s \prod_{t=1}^{s-1} \left( \sum_{j=1}^{n} \alpha_j z_j^{h_t} \right) \sum_{j=1}^{n} \alpha_j z_j^{q+r}, \tag{26}
\]

where

\[
\alpha_j := \frac{\lambda_j}{n} \quad \text{and} \quad \sum := \sum_{q=1}^{p-1} \sum_{r=0}^{p-q-1} \sum_{s=2}^{p-q-r+1} \sum_{h_1, \ldots, h_{s-1} \in \mathbb{N}}^{h_1+\cdots+h_{s-1}=p-q-r}. \tag{27}
\]
Proof. We shall use [5, Theorem 1.2] (instead of the less general results in [4] and [15]), which asserts that:

If $D$ is an $n \times n$ matrix with characteristic polynomial $\tilde{P}(z) := (z - z_1) \cdots (z - z_n)$ and $\tilde{Q}(z)$ is a monic polynomial of degree $n - 1$ given by

$$\frac{\tilde{Q}(z)}{\tilde{P}(z)} := \sum_{j=1}^{n} \frac{\alpha_j}{z - z_j} \quad (as \ in \ (14)), $$

then there exists a rank one matrix $H$ such that $H^2 = H$ and $z\tilde{Q}(z)$ is the characteristic polynomial of $D - DH$. In particular, if $D = \text{diag}(z_1, \ldots, z_n)$, then we can take $H = LJ$, where $L = \text{diag}(\alpha_1, \ldots, \alpha_n)$ and $J$ is the $n \times n$ matrix all of whose entries are one.

Taking the two monic polynomials in this cited theorem as $\tilde{P} = P$ and $\tilde{Q} = Q(z)$ as in (14), and $\alpha_j$ is as in (27), we know that 0, $w_1, \ldots, w_{n-1}$ are the eigenvalues of $D - DLJ$.

where $D$, $L$ and $J$ are as just mentioned. Since

$$0^p + w_1^p + \cdots + w_{n-1}^p = \text{tr}((D - DLJ)^p),$$

we expand the matrix power $(D - DLJ)^p$ and obtain

$$D^p + \sum_{q=1}^{p} D^q(-LJ)D^{p-q} + \sum' D^q(-LJ) \underbrace{D^{h_1}(-LJ) \cdots D^{h_{s-1}}(-LJ)}_{s-1 \text{ factors of the form } D^h(-LJ)} D^r,$$

where $\sum'$ is as in (27). This expansion can be verified by induction on $p$. Then, using the special property

$$JD^hLJ = \text{tr}(D^hL)J \quad \forall h \in \mathbb{N}$$

(as is easy to check) repeatedly, the expansion becomes

$$D^p - \sum_{q=1}^{p} D^qLJD^{p-q} + \sum' (-1)^s D^qL(JD^{h_1}LJ) \underbrace{D^{h_2}(LJ) \cdots D^{h_{s-1}}(LJ)}_{s-2 \text{ factors remain}} D^r$$

$$= D^p - \sum_{q=1}^{p} D^qLJD^{p-q}$$

$$+ \sum' (-1)^{s-2} \text{tr}(D^{h_1}L)D^qL(JD^{h_2}LJ) \underbrace{D^{h_3}(LJ) \cdots D^{h_{s-1}}(LJ)}_{s-3 \text{ factors remain}} D^r$$

$$= \cdots = D^p - \sum_{q=1}^{p} D^qLJD^{p-q} + \sum' (-1)^{s-3} \text{tr}(D^{h_1}L) \cdots \text{tr}(D^{h_{s-1}}L)D^qLD^r.$$  \quad (28)
Finally, the facts

\[ \text{tr}(D^h L) = \sum_{j=1}^{n} \alpha_j z_j^h \quad \text{and} \quad \text{tr}(D^h L J D^{h'}) = \sum_{j=1}^{n} \alpha_j z_j^{h+h'} \quad \forall h, h' \in \mathbb{N} \cup \{0\} \]

(as are also easy to check) show that the trace of (28) actually equals

\[ z_1^p + \cdots + z_n^p - \sum_{q=1}^{p} \sum_{j=1}^{n} \alpha_j z_j^p + \sum' (-1)^s \sum_{j=1}^{n} \alpha_j z_j^{h_1} \cdots \sum_{j=1}^{n} \alpha_j z_j^{h_{s-1}} \sum_{j=1}^{n} \alpha_j z_j^{q+r}. \]

### 3.4 Corollary 5

Now, \( W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega) \) in (3) are the zeros of the \( k \)-th order derivative of \( P_n(\omega) \) in (2), thus condition (12) directly follows from a repeated use of the Gauss–Lucas theorem, and it only remains to verify conditions (i) and (ii) in Proposition 4 so that \( \mu^{(k)}_n \rightarrow \mu \) as \( n \rightarrow \infty \) a.s.

**Verification of condition (i) in Proposition 4.** Since all \( |W^{(k)}_{n,j}| \leq 1 \) a.s. so that \( \mu^{(k)}_n \) is supported in \( \mathbb{D} \) a.s., it suffices to show that for any \( 0 < r < 1 \),

\[ \mu^{(k)}_n(\mathbb{D}_r) \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty \quad \text{a.s.,} \]

where \( \mathbb{D}_r := \{ z \in \mathbb{C} : |z| < r \} \) denotes the disc of radius \( r \).

Let \( 0 < r < 1 \). Since all \( |Z_j| = 1 \) a.s. and \( \mu \) is non-uniform, let as in the proof of (25) Lemma 2.2

\[ U_{n,1}(z) := \frac{1}{n} \frac{P_n'(z)}{P_n(z)} = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{z - Z_j} = \sum_{m=0}^{\infty} \frac{1}{n} \sum_{j=1}^{n} -Z_j^{m+1} z^m \rightarrow F(z) := \sum_{m=0}^{\infty} -\alpha_m z^m \neq 0 \quad \text{as} \quad n \rightarrow \infty \]

uniformly on compact subsets of \( \mathbb{D} \) a.s., where

\[ a_m := \mathbb{E} \left[ Z^{m+1} \right] \quad \text{for} \quad m = 0, 1, \ldots \]

To deal with higher order derivatives of \( P_n \), we employ the trick

\[ \frac{1}{n^l} \frac{P^{(l)}(z)}{P(z)} = \frac{1}{n} \left( \frac{1}{n^{l-1}} \frac{P^{(l-1)}(z)}{P(z)} \right)' + \frac{1}{n} \frac{P'(z)}{P(z)} \cdot \frac{1}{n^{l-1}} \frac{P^{(l-1)}(z)}{P(z)} \quad \forall \ l \in \mathbb{N}. \]

Indeed, with the facts about \( U_{n,1} \) and \( F \) above, we have

\[ U_{n,2}(z) := \frac{1}{n^2} \frac{P_n''(z)}{P_n(z)} = \frac{1}{n} U_{n,1}'(z) + U_{n,1}(z) \cdot U_{n,1}(z) \rightarrow 0 + F(z)^2, \]

\[ U_{n,3}(z) := \frac{1}{n^3} \frac{P_n^{(3)}(z)}{P_n(z)} = \frac{1}{n} U_{n,2}'(z) + U_{n,1}(z) \cdot U_{n,2}(z) \rightarrow 0 + F(z)^3, \]

\[ \vdots \]

\[ U_{n,k}(z) := \frac{1}{n^k} \frac{P_n^{(k)}(z)}{P_n(z)} = \frac{1}{n} U_{n,k-1}'(z) + U_{n,1}(z) \cdot U_{n,k-1}(z) \rightarrow 0 + F(z)^k \]

as \( n \rightarrow \infty \)
uniformly on compact subsets of $\mathbb{D}$ a.s.. Now, $U_{n,k}$ is also a holomorphic function on $\mathbb{D}$ whose zeros are exactly those of $P_n^{(k)}$ a.s.. Pick any $r < r' < 1$ such that $F$ has no zero on $\partial \mathbb{D}_{r'}$. Since $F^k \not\equiv 0$ is also holomorphic on $\mathbb{D}$, it has only finitely many, say $M$, zeros in $\mathbb{D}_{r'}$. And as $F^k$ has no zero on $\partial \mathbb{D}_{r'}$, it then follows from Hurwitz’s theorem ([8, Theorem 2.5]) that $U_{n,k}$, as well as $P_n^{(k)}$, also has exactly $M$ zeros in $\mathbb{D}_{r'}$ for sufficiently large $n$ a.s.. As a result,

$$\mu_n^{(k)}(\mathbb{D}_r) = \frac{1}{n-k} \sum_{j=1}^{n-k} 1_{\partial \mathbb{D}_r}(W_{n,j}) \leq \frac{M}{n-k} \to 0 \text{ as } n \to \infty \text{ a.s..} \qed$$

Verification of condition (ii) in Proposition 4. Recall that when $\lambda_j = 1$ in (14), we would have $Q = P'$ and $\alpha_j = \frac{1}{n}$ in Lemma 8. Also, if $|z_j| = 1$, we have

$$\left| \sum_{j=1}^{n} \alpha_j z_j^h \right| \leq \sum_{j=1}^{n} |\alpha_j| = 1 \text{ } \forall \text{ } h \in \mathbb{N}.$$

As a result, the second term and thereafter in (26) is merely $O\left(\frac{1}{n}\right)$ (which may depend on $p$), and then we can write the result of Lemma 8 as

$$\frac{w_1^p + \cdots + w_{n-1}^p}{n-1} = \frac{z_1^p + \cdots + z_n^p}{n} + O\left(\frac{1}{n}\right).$$

Applying Lemma 8 in this form $k$ times respectively with $P = P_n, P'_n, \ldots, P_n^{(k-1)}$ and $Q = P'_n, P'_n, \ldots, P_n^{(k)}$,

we have

$$\frac{W_{n,1}^{(k)} + \cdots + W_{n,n-k}^{(k)}}{n-k} = \frac{W_{n,1}^{(k-1)} + \cdots + W_{n,n-k+1}^{(k-1)}}{n-k+1} + O\left(\frac{1}{n}\right)$$

$$\vdots$$

$$= \frac{W_{n,1}^{(1)} + \cdots + W_{n,n-1}^{(1)}}{n-1} + O\left(\frac{1}{n}\right)$$

$$= \frac{Z_1^p + \cdots + Z_n^p}{n} + O\left(\frac{1}{n}\right) \to \mathbb{E}[Z^p] \text{ as } n \to \infty \text{ a.s.}$$

by Kolmogorov’s strong law of large numbers, where $W_{n,1}^{(l)}, \ldots, W_{n,n-l}^{(l)}$ denote the zeros of the $l$-th order derivative of $P_n$.

3.5 Corollary 6

Under the assumptions in Corollary 6 we verify conditions (i) and (ii) in Proposition 4 so that $\mu_n \to \mu$ as $n \to \infty$ a.s.:
Verification of condition (i) in Proposition 4. Since, by assumption, all \(|W_{n,j}| \leq 1\) a.s. so that \(\mu_n\) is supported in \(\overline{D}\), it suffices to show that for any \(0 < r < 1\),

\[
\mu_n(\overline{D}_r) \to 0 \quad \text{as} \quad n \to \infty \quad \text{a.s.}
\]

Let \(0 < r < 1\). Since all \(|Z_j| = 1\) a.s., for \(z \in D\),

\[
V_n(z) := \frac{1}{n} Q_n(z) = \frac{1}{n} \sum_{j=1}^{n} \frac{\lambda_{n,j}}{z - Z_j} = \frac{1}{n} \sum_{j=1}^{n} \frac{-\lambda_{n,j} Z_j}{1 - Z_j z}
\]

\[
= \frac{1}{n} \sum_{j=1}^{n} -\lambda_{n,j} Z_j \sum_{m=0}^{\infty} \left( \frac{Z_j^m z^m}{n} \right) = \frac{1}{n} \sum_{m=0}^{\infty} \sum_{j=1}^{n} -\lambda_{n,j} Z_j^{m+1} z^m
\]

is a holomorphic function on \(D\) a.s. whose zeros are exactly those of \(Q_n(z)\). By conditions (i) and (ii), we note that \(|b_m| \leq K + 1\) for sufficiently large \(m\), so for \(z \in D\),

\[
G(z) := \sum_{m=0}^{\infty} -b_m z^m \neq 0
\]

is also a holomorphic function on \(D\) \((G \neq 0\) comes from the assumption that at least one \(b_m \neq 0\)). Pick any \(r < r' < 1\) such that \(G\) has no zero on \(\partial D_{r'}\). It is clear from conditions (i) and (ii) that

\[
V_n(z) = \sum_{m=0}^{\infty} B_{n,m} z^m
\]

is uniformly absolutely convergent on \(D_{r'}\) a.s., so

\[
V_n(z) \to \sum_{m=0}^{\infty} \lim_{n \to \infty} B_{n,m} z^m = \sum_{m=0}^{\infty} -b_m z^m = G(z) \quad \text{as} \quad n \to \infty
\]

uniformly on \(D_{r'}\) a.s. And as \(G\) has no zero on \(\partial D_{r'}\), it then follows from Hurwitz’s theorem that \(V_n\), as well as \(Q_n\), also has exactly the same finite number, say \(M\), of zeros in \(D_{r'}\) for sufficiently large \(n\) a.s. As a result,

\[
\mu_n(\overline{D}_{r'}) = \frac{1}{n - k} \sum_{j=1}^{n-k} \mathbb{1}_{\overline{D}_r}(W_{n,j}) \leq \frac{M}{n - k} \to 0 \quad \text{as} \quad n \to \infty \quad \text{a.s.}
\]

\begin{align*}
\text{Verification of condition (ii) in Proposition 4.} & \\
\text{For each} \ p \in \mathbb{N}, & \\
\text{applying Lemma} & \\
\text{we have} & \\
\frac{W_{n,1}^p + \cdots + W_{n,n-1}^p}{n-1} & = \frac{n}{n-1} \left( Z_1^p + \cdots + Z_n^p \right) - \frac{p}{n-1} \sum_{j=1}^{n} \alpha_{n,j} Z_j^p \\
& + \frac{1}{n-1} \sum' (-1)^{s-1} \prod_{t=1}^{s} \left( \sum_{j=1}^{n} \alpha_{n,j} Z_j^{h_t} \right) \sum_{j=1}^{n} \alpha_{n,j} Z_j^{q+r},
\end{align*}

(31)
a.s., where $\sum'$ is as in (27) and
\[
\alpha_{n,j} := \frac{\lambda_{n,j}}{\sum_{j=1}^{n} \lambda_{n,j}}.
\]

For each $h \in \mathbb{N}$, by conditions (ii) and (iii) we have
\[
\left| \sum_{j=1}^{n} \alpha_{n,j} Z_j^h \right| \leq \frac{1}{n} \sum_{j=1}^{n} |\lambda_{n,j}| < \frac{K}{\delta} \quad \forall \ n \text{ a.s..}
\]

As a result, the second term and thereafter in (31) is merely $O\left(\frac{1}{n}\right)$ (which may depend on $p$) a.s., and then
\[
\frac{W_{n,1}^p + \cdots + W_{n,n-1}^p}{n - 1} = \frac{Z_1^p + \cdots + Z_n^p}{n} + O\left(\frac{1}{n}\right) \to \mathbb{E}[Z^p] \text{ as } n \to \infty \text{ a.s.}
\]
by Kolmogorov’s strong law of large numbers.

\[\square\]

**Polar derivative.** In the case that $Q_n$ is the polar derivative of $P_n$ with respect to any $\xi \in \mathbb{C}$ with $|\xi| > 1$, conditions (ii) and (iii)
\[
\frac{1}{n} \sum_{j=1}^{n} |\lambda_{n,j}| \leq |\xi| + 1 \quad \text{and} \quad \frac{1}{n} \sum_{j=1}^{n} \lambda_{n,j} \geq |\xi| - 1 > 0
\]
hold because all $|Z_j| = 1$ a.s.. Moreover, since $|\xi| > 1$, condition (12) then follows from Laguerre’s theorem ([1, Theorem A], [13, Lemma 1.1.11], [20, Theorem 3.2.1(i), Theorem 3.2.1a], which can be regarded as the Gauss–Lucas theorem for polar derivative). For condition (i), we actually have
\[
b_m = \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} \lambda_{n,j} Z_j^{m+1} = \bar{\xi} \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} Z_j^{m+1} - \lim_{n \to \infty} \frac{1}{n} \sum_{j=1}^{n} Z_j^{m} \text{ a.s.}
\]
by Kolmogorov’s strong law of large numbers. In particular,
\[
b_0 = \bar{\xi} \mathbb{E}[Z] - 1 \left\{ \begin{array}{ll} = -1 & \text{if } \mu_{\partial D} \text{ is uniform}, \\ \neq 0 & \text{for } |\xi| > \frac{1}{|\mathbb{E}[Z]|} & \text{if } \mu_{\partial D} \text{ is non-uniform.} \end{array} \right.
\]
Here, we have used [25, Lemma 3.1] that ‘$\mu_{\partial D}$ is uniform’ if and only if $\mathbb{E}[Z^p] = 0$ for all $p \in \mathbb{N}$. \[\square\]
Remark. This result for polar derivative is independent of whether \( \mu \) is uniform or not as long as \( |\xi| \gg 1 \). Such flexibility and (29) are the key of the proof of Corollary 7.

Sz.-Nagy’s generalized derivative. In the case that \( Q_n \) is a Sz.-Nagy’s generalized derivative of \( P_n \), we have

\[
\frac{1}{n} \sum_{j=1}^{n} |\lambda_{n,j}| = \frac{1}{n} \sum_{j=1}^{n} \lambda_{n,j} = 1,
\]

so conditions (ii) and (iii) hold. Furthermore, by the Gauss–Lucas theorem for Sz.-Nagy’s generalized derivative ([3, Corollary 4.1] (proved by matrix methods); also mentioned in [20, p.115]), we obtain condition (12). Finally, for condition (i), since \( Z = Z_1, Z_2, \ldots \) are i.i.d. and all the degenerate random variables \( \lambda_{n,j} \leq M \) a.s., we apply [6, Theorem 5] with

\[
X_j = Z_j^{m+1} - \mathbb{E}[Z^{m+1}] \quad \text{and} \quad a_{n,j} = \frac{\lambda_{n,j}}{n}
\]

to get

\[
\frac{1}{n} \sum_{j=1}^{n} \lambda_{n,j} Z_j^{m+1} - \mathbb{E}[Z^{m+1}] = \sum_{j=1}^{n} a_{n,j} X_j \to 0 \quad \text{as} \quad n \to \infty \quad \text{a.s.};
\]

but \( \mu \) is non-uniform, so at least one of \( b_m := \mathbb{E}[Z^{m+1}] \neq 0 \).

Remark. For the case of Sz.-Nagy’s generalized derivative, besides the degeneracy and a.s. uniform boundedness of \( \lambda_{n,j} \), there are plenty of sufficient conditions for condition (i) to hold. See, for instance, [3], [7], [9] and [26].

3.6 Corollary 7

For each \( l \in \mathbb{N} \), let

\[
W_{n,1}^{(l)}(\omega), \ldots, W_{n,n-1}^{(l)}(\omega)
\]

(as in (3)) be the zeros of the \( l \)-th order derivative of \( P_n(\omega) \) in (2). By the fact that \( \mu \) is supported in \( \partial \mathbb{D} \) and the Gauss–Lucas theorem, \( |W_{n,j}^{(l)}| \leq 1 \) for all \( n \) and \( j \) a.s.. From the second part of the proof of Corollary 5 we see that condition (ii) in Proposition 4 holds automatically for (33). Thus in this case, Proposition 4 reduces to simply

\[
\mu_n^{(l)} \to \mu \quad \text{as} \quad n \to \infty \quad \text{a.s.} \quad \iff \quad \mu_n^{(l)} \to \partial \mathbb{D} \quad \text{as} \quad n \to \infty \quad \text{a.s.},
\]

where \( \mu_n^{(l)} \) denotes the empirical measure of (33). We shall prove Corollary 7 by establishing:

For each \( 0 < r < 1 \), \( \mu_n^{(l)}(\mathbb{D}_r) = 0 \) for sufficiently large \( n \) a.s..
inductively on $l$. Now, since $\mu$ is supported in $\partial \mathbb{D}$ and uniform, by [25, Lemma 3.1] (as in the first part of the proof of Corollary 5),

$$E[Z^p] = 0 \ \forall \ p \in \mathbb{N}. \quad (35)$$

First order derivative. Let $0 < r < 1$. Taking (32) and (35) into account, (29) and (30) with $\lambda_{n,j} = \xi - Z_j$ now say that

$$\frac{1}{n} D_\xi P_n(z) \rightarrow 1 \ \text{as} \ n \rightarrow \infty$$

uniformly on $\overline{D}_r$ for any $\xi \in \mathbb{C}$ a.s.. Then by Hurwitz’s theorem, $D_\xi P_n$ has no zero in $\overline{D}_r$, i.e.

$$\mu_\xi^n(\overline{D}_r) = 0,$$

for sufficiently large $n$ a.s., where $\mu_\xi^n$ denotes the empirical measure of the zeros of $D_\xi P_n$. For these $n$, since

$$\frac{D_\xi P_n}{\xi} \rightarrow P_n' \ \text{as} \ \xi \rightarrow \infty$$

uniformly on $\overline{D}_r$ ([22, p.185]) a.s., we further deduce by a corollary of Hurwitz’s theorem ([8, Corollary 2.6]) that $P_n'$ also has no zero in $\overline{D}_r$, i.e.

$$\mu_\xi^{(1)}(\overline{D}_r) = 0 \ \text{a.s..} \quad \Box$$

Induction. Let $l \geq 2$. Assume that for each $0 < r < 1$,

$$\mu_\xi^{(l-1)}(\overline{D}_r) = 0 \ \text{for sufficiently large} \ n \ \text{a.s.,} \quad (36)$$

so that ($\mu_\xi^{(l-1)}(\overline{D}_r) \rightarrow 0$ as $n \rightarrow \infty$ a.s., and then)

$$\mu_\xi^{(l-1)} \rightarrow \mu \ \text{as} \ n \rightarrow \infty \ \text{a.s..} \quad (37)$$

Let $r_0 < r' < 1$. By induction hypothesis (36), for sufficiently large $n$,

$$|W_{n,j}^{(l-1)}| > r' \ \forall \ j \ \text{a.s.,} \quad (38)$$

so that for $z \in \overline{D}_{r_0}$,

$$H_n^{(l-1)}(z) := \frac{1}{n-l+1} D_\xi P_n^{(l-1)}(z) = \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{\xi - W_{n,j}^{(l-1)}}{z - W_{n,j}^{(l-1)}}$$

$$= \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{1 - \frac{W_{n,j}^{(l-1)}}{z}}{1 - \frac{W_{n,j}^{(l-1)}}{z}} = \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \left( 1 - \frac{\xi}{W_{n,j}^{(l-1)}} \right) \sum_{m=0}^{\infty} \frac{z^m}{W_{n,j}^{(l-1)m}}$$

$$= \sum_{m=0}^{\infty} \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \left( \frac{1}{W_{n,j}^{(l-1)m}} - \frac{\xi}{W_{n,j}^{(l-1)m+1}} \right) z^m \quad (39)$$
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is a holomorphic function on $\overline{D_{r_0}}$ a.s. for any $\xi \in \mathbb{C}$. We shall find

$$\lim_{n \to \infty} C_{n,m}^{(l-1)\xi}.$$  

For each $p \in \mathbb{N}$, consider the bounded continuous real-valued function

$$g(\zeta) := \begin{cases} 
0 & \text{for } \zeta = 0 \\
\frac{|\zeta|^{p+1}}{r_0^{p+1}} \Re \frac{1}{\zeta^p} & \text{for } 0 < |\zeta| \leq r'_0 \text{ for } \zeta \in \mathbb{C}.
\end{cases}$$

By (38) so that $\mu_n^{(l-1)}$ is supported in $\{z \in \mathbb{C} : r'_0 < |z| \leq 1\}$ a.s., we have

$$\Re \left( \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{1}{W_{n,j}^{(l-1)p}} \right) = \Re \left( \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \int_{\zeta \in \mathbb{C}} \frac{1}{\zeta^p} d\delta_{W_{n,j}^{(l-1)}}(\zeta) \right) = \int_{\zeta \in \mathbb{C}} \Re \frac{1}{\zeta^p} d\mu_n^{(l-1)}(\zeta)$$

$$= \int_{\zeta \in \mathbb{D} \setminus \{0\}} \frac{|\zeta|^{p+1}}{r_0^{p+1}} \Re \frac{1}{\zeta^p} d\mu_n^{(l-1)}(\zeta) + \int_{\zeta \in \mathbb{D} \setminus \partial D_{r_0}} \Re \frac{1}{\zeta^p} d\mu_n^{(l-1)}(\zeta)$$

$$+ \int_{\zeta \in \partial D_{r_0}} \Re \frac{1}{\zeta^p} d\mu_n^{(l-1)}(\zeta) = \int_{\zeta \in \mathbb{C}} g(\zeta) d\mu_n^{(l-1)}(\zeta) \text{ a.s..} \quad (40)$$

On the other hand, as $\mu$ is supported in $\partial \mathbb{D}$ so that $\mu((\partial \mathbb{D})^c) = 0$, using (1) we have

$$\Re \mathbb{E} \left[ \frac{1}{Z^p} \right] = \mathbb{E} \left[ \Re \frac{1}{Z^p} \right] = \int_{\zeta \in \mathbb{C}} \Re \frac{1}{\zeta^p} d\mu(\zeta)$$

$$= \int_{\zeta \in \mathbb{D} \setminus \{0\}} \frac{|\zeta|^{p+1}}{r_0^{p+1}} \Re \frac{1}{\zeta^p} d\mu(\zeta) + \int_{\zeta \in \mathbb{D} \setminus \partial D_{r_0}} \Re \frac{1}{\zeta^p} d\mu(\zeta)$$

$$+ \int_{\zeta \in \partial D_{r_0}} \Re \frac{1}{\zeta^p} d\mu(\zeta) + \int_{\zeta \in \partial \mathbb{D}} \Re \frac{1}{\zeta^p} d\mu(\zeta) = \int_{\zeta \in \mathbb{C}} g(\zeta) d\mu(\zeta). \quad (41)$$

Therefore, by (40) and (41), (37) implies that

$$\Re \left( \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{1}{W_{n,j}^{(l-1)p}} \right) = \int_{\zeta \in \mathbb{C}} g(\zeta) d\mu_n^{(l-1)}(\zeta)$$

$$\to \int_{\zeta \in \mathbb{C}} g(\zeta) d\mu(\zeta) = \Re \mathbb{E} \left[ \frac{1}{Z^p} \right] \text{ as } n \to \infty \text{ a.s..}$$

A similar argument with ‘Re’ in the construction of $g$ replaced by ‘Im’ would give us

$$\Im \left( \frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{1}{W_{n,j}^{(l-1)p}} \right) \to \Im \mathbb{E} \left[ \frac{1}{Z^p} \right] \text{ as } n \to \infty \text{ a.s..}$$

The overall result is, by (35),

$$\frac{1}{n-l+1} \sum_{j=1}^{n-l+1} \frac{1}{W_{n,j}^{(l-1)p}} \to \mathbb{E} \left[ \frac{1}{Z^p} \right] = \mathbb{E} \left[ \frac{1}{Z^p} \right] = 0 \text{ as } n \to \infty \text{ a.s..}$$
thus in \((39)\)

\[
C_{n,m}^{(l-1),\xi} \rightarrow \begin{cases} 
1 & \text{as } n \to \infty \text{ for } m = 0 \\
0 & \text{as } n \to \infty \text{ for } m \geq 1
\end{cases} \quad \text{a.s.,}
\]

so that by the obvious uniform absolute convergence of \((39)\), we have

\[
H_n^{(l-1),\xi}(z) \to \lim_{n \to \infty} \sum_{m=0}^{\infty} C_{n,m}^{(l-1),\xi} z^m = 1 \quad \text{as } n \to \infty
\]

uniformly on \(D_{r_0}\) for any \(\xi \in \mathbb{C}\) a.s.. Then by Hurwitz’s theorem, \(D_\xi P_n^{(l-1)}\) has no zero in \(D_{r_0}\), i.e.

\[
\mu_n^{(l-1),\xi}(D_{r_0}) = 0,
\]

for sufficiently large \(n\) a.s., where \(\mu_n^{(l-1),\xi}\) denotes the empirical measure of the zeros of \(D_\xi P_n^{(l-1)}\). For these \(n\), since

\[
\frac{D_\xi P_n^{(l-1)}}{\xi} \to (P_n^{(l-1)})' = P_n^{(l)} \quad \text{as } \xi \to \infty
\]

uniformly on \(D_{r_0}\), we further deduce, by the corollary of Hurwitz’s theorem just mentioned, that \(P_n^{(l)}\) also has no zero in \(D_{r_0}\), i.e.

\[
\mu_n^{(l)}(D_{r_0}) = 0 \quad \text{a.s.}
\]

Hence, by \((34)\) and induction, \(\mu_n^{(k)} \to \mu\) as \(n \to \infty\) a.s.

\[
\square
\]

4 Closing remark

Recall that the metric topology of weak convergence on the space \(\mathcal{M}\) of probability measures on \((\mathbb{C}, \mathcal{B})\) (mentioned in Section 1) is given by the Prohorov metric \(\pi\) (\(\mathbb{R}\) Theorem 6.8): For \(m', m'' \in \mathcal{M}\),

\[
\pi(m', m'') := \inf\{\varepsilon > 0 : m'(A) \leq m''(A^\varepsilon) + \varepsilon \quad \text{and} \quad m''(A) \leq m'(A^\varepsilon) + \varepsilon \quad \text{for all } A \in \mathcal{B}\}, \tag{42}
\]

where

\[
A^\varepsilon := \bigcup_{a \in A} \mathbb{D}_\varepsilon(a) \quad \text{and} \quad \mathbb{D}_\varepsilon(a) := \{z \in \mathbb{C} : |z - a| < \varepsilon\}.
\]

Consider the case of empirical measures:

\[
m' = \frac{1}{n'} \sum_{i=1}^{n'} \delta_{a'_i} \quad \text{and} \quad m'' = \frac{1}{n''} \sum_{j=1}^{n''} \delta_{a''_j}. \tag{43}
\]

Let \(0 < q < 1\) be fixed. Assume that \(m'\) and \(m''\) are close with respect to the Prohorov metric \(\pi\), say,

\[
\pi(m', m'') < \varepsilon_0 \quad \text{for some } 0 < \varepsilon_0 \leq 1 - q. \tag{44}
\]
Observe that by (42) and assumption (44), we would have, in particular,
\[ m'(A) \leq m''(A^o) + \varepsilon_0, \tag{45} \]
which becomes simply
\[ 1 = \text{no. of } a_i' \text{ in } \{a_1', \ldots, a_{n'}'\} \leq \frac{\text{no. of } a_j'' \text{ in } \bigcup_{i=1}^{n''} \mathcal{D}_{\varepsilon_0}(a_i')}{n''} + \varepsilon_0 \tag{46} \]
when taking \( A = \{a_1', \ldots, a_{n'}'\} \) so that \( A^o = \bigcup_{i=1}^{n''} \mathcal{D}_{\varepsilon_0}(a_i') \). Now, if we suppose that less than \( \lfloor qn'' \rfloor \) of \( a_1'', a_2'', \ldots, a_{n''}' \) satisfy
\[ \min_{1 \leq i \leq n'} |a_i' - a_j''| < \varepsilon_0, \text{ or, equivalently, } |a_i' - a_j''| < \varepsilon_0 \text{ for some } i, \tag{47} \]
then (46) would proceed as
\[ 1 = \cdots \leq \frac{[qn'']}{n''} + \varepsilon_0 < q + \varepsilon_0, \]
which contradicts (44). Hence, we conclude that at least \( [qn''] \) of \( a_1'', a_2'', \ldots, a_{n''}' \) satisfy (47) under assumption (44), and then consequently:

**Corollary 9.** Let \( 0 < q < 1 \) and \( 0 < \varepsilon_0 < 1 - q \) be fixed. Let \( Z_1, \ldots, Z_n \) and \( W_{n,1}, \ldots, W_{n,n-k} \) be as in (1) and (3) respectively. Consider the event \( E_n \) consisting of all the samples \( \omega \in \Omega \) that satisfies:

At least \( \lfloor qn \rfloor \) of \( Z_1(\omega), \ldots, Z_n(\omega) \) satisfy
\[ \min_{1 \leq i \leq n-k} |W_{n,i}(\omega) - Z_j(\omega)| < \varepsilon_0; \]
and at least \( \lfloor q(n-k) \rfloor \) of \( W_{n,1}(\omega), \ldots, W_{n,n-k}(\omega) \) satisfy
\[ \min_{1 \leq j \leq n} |Z_j(\omega) - W_{n,i}(\omega)| < \varepsilon_0. \]

If the weak convergence (6) holds almost surely, then \( \mathbb{P}(E_n, \text{ ev.}) = 1 \). In particular, Theorem 2 (which is the sum of Corollaries 5 and 7) and Corollary 6 are such cases.

**Proof.** Consider the empirical measure
\[ \mu_{S,n}^{(0)}(\omega) := \frac{1}{n} \sum_{j=1}^{n} \delta_{Z_j(\omega)} \]
of \( Z_1(\omega), \ldots, Z_n(\omega) \). For any bounded continuous function \( f : \mathbb{C} \to \mathbb{R} \), since \( \mu_S \sim Z = Z_1, Z_2, \ldots \) are i.i.d., their post-compositions with \( f \),
\[ f \circ Z = f \circ Z_1, f \circ Z_2, \ldots : (\Omega, \mathbb{P}) \to \mathbb{R}, \]
are also i.i.d., so by Kolmogorov’s strong law of large numbers,
\[
\int_{\zeta \in \mathbb{C}} f(\zeta) \, d\mu_{S,n}^{(0)}(\zeta) = \frac{1}{n} \sum_{j=1}^{n} \int_{\zeta \in \mathbb{C}} f(\zeta) \, d\delta_{Z_j}(\zeta) = \frac{1}{n} \sum_{j=1}^{n} f \circ Z_j \rightarrow \mathbb{E}[f \circ Z] = \int_{\zeta \in \mathbb{C}} f(\zeta) \, d\mu_S(\zeta) \quad \text{as} \quad n \to \infty \quad \text{a.s.}
\]
Therefore,
\[
\mu_{S,n}^{(0)} \rightarrow \mu_S \quad \text{as} \quad n \to \infty \quad \text{a.s.} \quad (48)
\]
By that (6) holds almost surely, we have
\[
\pi(\mu_{S,n}, \mu_S) < \frac{\varepsilon_0}{2} \quad \text{for sufficiently large} \quad n \quad \text{a.s.} \quad (49)
\]
Combining (48) and (49), we would have
\[
\pi(\mu_{S,n}, \mu_S^{(0)}) < \varepsilon_0 \quad \text{for sufficiently large} \quad n \quad \text{a.s.}
\]
The required result then simply follows from using the preceding discussion with
\[
m' = \mu_{S,n} \quad \text{and} \quad m'' = \mu_{S,n}^{(0)} \quad \text{and} \quad m' = \mu_{S,n}^{(0)} \quad \text{and} \quad m'' = \mu_{S,n}
\]
in (44) respectively.

Figure 1: The zeros \(Z_1, \ldots, Z_n \in S = \overline{\mathbb{D}} \) (circle) of \(P_n\) and its critical points \(W_{n,1}^{(1)}, \ldots, W_{n,n-1}^{(1)}\) (cross) \((n = 20, 50 \text{ resp.)})

Remark. (i) A remark similar to Corollary 9 but regarding that the weak convergence (6) holds in probability has appeared in [14] without proof.
(ii) Figure illustrates an instance that when more and more zeros are added to a polynomial (i.e. as \( n \to \infty \)), a majority of the critical points tend to get closer and closer to the zeros. Corollary assures high chances of similar phenomena for the zeros of higher order, polar and Sz.-Nagy’s generalized derivatives, instead of the critical points. These somehow respond probabilistically to high degree situation of the old open problem Sendov’s conjecture in geometry of polynomials, and suggest extensions to other types of derivatives.
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