Few-body analogue quantum simulation with Rydberg-dressed atoms in optical lattices
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Most experiments with ultracold atoms in optical lattices have contact interactions, and therefore operate at high densities of around one atom per site to observe the effect of strong interactions. Strong ranged interactions can be generated via Rydberg dressing, which opens the path to explore the physics of few interacting particles. Rather than the unit cells of a crystal, the sites of the optical lattice can now be interpreted as discretized space. This allows studying completely new types of problems in a familiar architecture. We investigate the possibility of realizing problems akin to those found in quantum chemistry, although with a different scaling law in the interactions. Through numerical simulation, we show that simple pseudo-atoms and -molecules could be prepared with high fidelity in state-of-the-art experiments.

I. INTRODUCTION

Analogue quantum simulation with ultracold atoms trapped in optical lattices has proven to be a highly successful tool to realize and study interacting many-body systems in the laboratory [1]. In a typical setup, neutral atoms are loaded with an average density of one per lattice site, and interact via contact interactions (Hubbard-\(U\)), realizing a Fermi- or Bose-Hubbard model [2]. Site-resolved detection in a quantum gas microscope [3, 4] and the ability to apply a site-resolved potential [5] add to a rich toolbox to study many-body systems [6]. The focus on densities of around 1 has two primary reasons. First, because this is the regime corresponding to strongly correlated electrons in condensed matter. Second, relatedly, because the existing experiments are usually limited to contact interactions, which means that high densities are required to obtain strong interaction effects.

Here, we would like to explore quantum simulation of few-particle systems, i.e., the regime of low densities, which in turn requires ranged interactions. This is motivated by the ubiquity of long-range forces at the nanoscale [7], which makes it important for fields such as quantum chemistry [8]. Rydberg states are a powerful way to obtain strong ranged interactions between neutral atoms [9, 10], which can also be used for quantum simulation [11, 12]. These interactions decay as \(r^{-6}\) or \(r^{-7}\) [13]. Since the Rydberg interaction is much stronger than hopping, we require Rydberg dressing [14–16] to make the interaction tunable and comparable to hopping rates. This setting, of atoms hopping in a two-dimensional lattice and repelling each other via ranged Rydberg interactions, is reminiscent of electrons in two-dimensional discretized space, albeit with the repulsive force following a different power law than typical Coulomb interactions. We note that there exist experiments that have successfully explored few-particle physics but with a different focus and context, notably experiments with weakly interacting fermions in the continuum [17–19], or low densities of Rydberg excitations [16, 20, 21].

Analogue quantum chemistry with ultracold atoms has been considered before. The possibility of simulating molecular orbitals was raised in Ref. [22]. Full analogue simulation of quantum chemistry with cold atoms was proposed in Refs [23, 24]. Although this shows that such an approach is feasible in principle, it is difficult to make it practical with existing technology. Apart from creating three-dimensional potentials and three-dimensional site-resolved detection, another key difficulty in that proposal is the repulsive Coulomb interaction that decay as \(1/r\), which require a cavity and another atomic array to implement. This motivates the search for other platforms (see also Ref. [25]). In the setup proposed here, with Rydberg dressing and in two dimensions, one clearly cannot achieve quantitative agreement with quantum chemistry, but as we show, it is nevertheless possible to simulate what we call “pseudo quantum chemistry,” which is conceptually and qualitatively much like real quantum chemistry. More generally, long-range interactions pose considerable challenges to existing numerical methods, which makes quantum simulation of them a particularly worthwhile target.

As we demonstrate with numerics below, in the proposed setup one can reproduce central phenomena of quantum
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chemistry qualitatively, and thus study the physical effects that arise in such systems experimentally. Moreover, the setup is simple, and the relevant tools have already been showcased experimentally [26]. Similar to the dense regime (e.g. Ref. [27]), this analogue quantum simulator can also be used to benchmark classical methods and push the state of the art in classical numerical techniques for interacting few-body problems. Our proposal not only enables pseudo quantum chemistry simulations, but it also opens new possibilities in ultracold atom experiments.

II. SETUP

Our proposal requires fermionic atoms hopping in an optical lattice, with two long-time coherent hyperfine levels that can be dressed to the same Rydberg state (see illustration in Fig. 1). We furthermore require a potential with ideally close single-site resolution, which can be engineered using AC Stark shifts. Shaping of the laser to achieve a tunable potential can be done for example using a digital mirror device and spatial light modulators [28, 29]. For preparation and readout, a quantum gas microscope is essential, because we consider the initial state of the experiments to be atoms localized at known lattice sites.

The Hamiltonian of the system is given through

\[
H = H_{\text{kin}} + H_{\text{pot}} + H_{\text{int}},
\]

(1)

The noninteracting Hamiltonian, \(H_0 = H_{\text{kin}} + H_{\text{pot}}\), comprises the hopping in the lattice and a background potential

\[
H_0 = -J \sum_{\langle \mathbf{i}, \mathbf{j} \rangle, \sigma} c_{\mathbf{i}\sigma}^{\dagger} c_{\mathbf{j}\sigma} - \sum_{\mathbf{i}, \sigma} V_{\text{pot},\sigma}(\mathbf{i}) c_{\mathbf{i}\sigma}^{\dagger} c_{\mathbf{i}\sigma},
\]

(2)

with hopping rate \(J\), and where \(c_{\mathbf{i}\sigma}^{\dagger}\) creates a fermion with spin \(\sigma \in \{\uparrow, \downarrow\}\), encoded by two hyperfine states of the fermion, on the lattice site \(\mathbf{i}\). Note that we allow the potential to be spin-dependent in general.

We propose to use Rydberg dressing [14] to engineer repulsive interactions. Using a laser of Rabi frequency \(\Omega\) and detuning \(\Delta\) from the transition to a Rydberg state \(|\rho\rangle\), the ground state of the atom is dressed to \(|g\rangle_{\text{dr}} \approx |g\rangle + \beta |\rho\rangle\), with \(\beta = \Omega / 2\Delta\), where \(\Omega \ll \Delta\) (see Fig. 1). At large interatomic distances, this yields a repulsive interaction \(V(\mathbf{r}) \approx \beta^2 V_{\text{ryd}}(\mathbf{r})\), where \(\mathbf{r}\) is the distance between two dressed atoms and \(V_{\text{ryd}}\) is the interaction potential for two Rydberg atoms. At small interatomic distances (of the order of a lattice distance), the potential saturates to \(\Omega^2 / (2\Delta)^2\) [16]. The presence of this soft-core potential does not qualitatively change the physics that we explore here, but will lead to quantitative differences. For simplicity, in the following we consider an interatomic interaction of the form

\[
H_{\text{int}} = V_{\text{int}} \sum_{\mathbf{i} \neq \mathbf{j}, \sigma, \rho} \frac{1}{|\mathbf{i} - \mathbf{j}|^\alpha} n_{\mathbf{i}\sigma} n_{\mathbf{j}\rho} + 2V_{\text{int}} \sum_{\mathbf{i}} n_{\mathbf{i}\uparrow} n_{\mathbf{i}\downarrow},
\]

(3)

where \(n_{\mathbf{i}\sigma} = c_{\mathbf{i}\sigma}^{\dagger} c_{\mathbf{i}\sigma}\) is the number operator, and \(\alpha\) controls the decay of the interaction. We will consider two different mechanisms to achieve isotropic repulsive interactions: first, we consider standard Rydberg dressing, which results in interactions that decay with \(\alpha = 6\), and second, we consider Rydberg dressing in the presence of a strong electric field, which yields interactions that decay as \(\alpha = 3\) [9, 13].

A. Motivation: pseudo quantum chemistry

One major motivation to study problems of the type Eq. (1) with low particle density is its similarity to quantum chemistry. One of the most important problems in quantum chemistry is to find the ground state of \(N_e\) electrons in an attractive potential provided by \(N_{\text{nuc}}\) nuclei, where according to the Born-Oppenheimer approximation, the nuclei are considered immobile [30]. The quantum chemistry Hamiltonian is then composed of the kinetic energy term, the nuclear potential, and the repulsive particle–particle interactions. With this perspective, \(H_{\text{kin}}\) can be interpreted as the motion of electrons in two-dimensional discretized space, \(H_{\text{int}}\) as the Coulomb repulsion (albeit with a different power law decay), and the background potential can be chosen as

\[
H_{\text{pot}} = H_{\text{nuc}} = -\sum_{\mathbf{i}} \sum_{\alpha} V_{\text{nuc}}^{(\alpha)}(\mathbf{i}) c_{\mathbf{i}\alpha}^{\dagger} c_{\mathbf{i}\alpha},
\]

(4)

where \(V_{\text{nuc}}^{(\alpha)}(\mathbf{r}) = JZ_{\alpha}/(\alpha_0|\mathbf{r}_n - \mathbf{r}_i|)\) is the attractive potential produced by the \(n\)th nucleus. We have assumed that there are \(N_{\text{nuc}}\) nuclei, placed at positions \(\mathbf{r}_n\) and with charge \(Z_{\alpha}\). The strength of the nuclear potential relative to the hopping is controlled by \(\alpha_0\), which sets the Bohr radius in units of the lattice constant, and thus the Rydberg constant \(Ry = J / \alpha_0^2\). We note that a \(r^{-1}\) nuclear potential is not strictly required to see phenomena akin to quantum chemistry and qualitatively similar physics can be observed in a variety of nuclear potential shapes [31]. In the present choice, the nuclear potential can be interpreted as being generated by a Coulomb force in three dimensions, but with the electron confined to move in a plane. In this scenario we can identify \(V_0 = e^2 / (4\pi\varepsilon_0)\), and one can find the atomic orbitals analytically in the continuum [32], with principal energies \(E_n = -Ry / (n - 1/2)^2\). A more experimentally friendly choice could be a Gaussian potential produced by a tightly focused laser beam.

We note that the Hamiltonian \(H = H_0 + H_{\text{int}}\) does not include spin-orbit coupling; it does not couple spin-up to spin-down particles. Nevertheless, spin is explicitly included and has important consequences, as we explore below. Furthermore, \(H_{\text{pot}}\) could include a linear gradient, which would model an electric field (a potential gradient coupling independent of spin) or a gradient with opposite signs for spin-up and spin-down particles, which corresponds to an applied magnetic field.

In the following, we focus on the pseudo quantum chemistry regime for concreteness, and so we take the background potential to be the nuclear potential produced by some distribution of nuclei. In our simulations below we make the choice
\[ V_{\text{int}} = J a_0^{-2} / \alpha, \] which is chosen such that the nuclear attraction is equal to the electronic repulsion at \( r = a_0 \), and we take \( \alpha = 6 \).

### B. Preparation and measurement

To find the ground state energy requires preparing the ground state with high fidelity, and subsequently measuring its energy. We propose to prepare the ground state adiabatically. There is substantial freedom in designing adiabatic paths. Here we propose to take the simplest choice: first prepare the non-interacting electronic state, and then adiabatically turn on interactions. This has the advantage that during the majority of the time, the interaction (and thus Rydberg decay) is turned off. Starting with exactly \( N_e \) atoms, localized at known sites in the optical lattice, and no hopping, first prepare the desired spin state, which can be done using the single-site access afforded by a quantum-gas microscope [33]. Second, tune the noninteracting Hamiltonian \( H_0 \) adiabatically to its final form. This requires a Hamiltonian path that takes the \( N_e \) electrons on their initial sites (which are eigenstates when hopping is turned off) to the desired molecular orbitals. In a final step, turn on interactions adiabatically to reach the interacting ground state.

To understand how the adiabatic preparation time generally depends on the Bohr radius \( a_0 \), note that the gaps between the atomic orbitals are proportional to the Rydberg constant \( R_y = J / a_0^2 \), which intuitively corresponds to the rate at which an atom can explore an area equal to an orbital of radius \( a_0 \). Since adiabatic preparation generally scales with the inverse of the gap squared [34], we expect that the adiabatic preparation time scales as \( R_y^{-1} \propto a_0^4 \).

To measure the preparation fidelity, perhaps the simplest approach is to reverse the adiabatic preparation and then to measure the particle distribution. To a good approximation, the probability for the atoms to return to their initial positions is the square of the fidelity of the ground state preparation.

Rather than measuring the occupancy of the ground state, it is also possible to measure the energy of the system directly. This requires measuring the kinetic and potential energy of the atoms. The potential energy can be computed straightforwardly from the atomic configuration in real space, and thus measuring it requires taking a snapshot of the system with a quantum gas microscope. The kinetic energy requires determining the momentum of each particle, which may be done using the time-of-flight detection, provided all atoms can be caught. Such single-atom momentum measurements have already been realized [18, 35, 36].

Finally, below we also discuss the potential to do spectroscopy directly on the system.

### C. Experimental imperfections

Rydberg dressing leads to the main source of decoherence for this protocol, because the admixed Rydberg state may decay [15]. Given a dressing \( |g\rangle \rightarrow |g\rangle + \beta |r\rangle \), the interaction at large distances scales with \( \beta^4 \), whereas the probability for a Rydberg decay scales as \( \beta^2 \). Since we require \( \beta \ll 1 \) to make the hopping and Rydberg interaction rates comparable, the ratio of interaction strength to decay rate is multiplied by a small factor \( \beta^2 \) relative to equivalent ratio of the Rydberg state. If an atom is excited to the Rydberg state it is typically lost rapidly, as is observed in experiment [16, 26], which is why in the experiments one can postselect onto runs in which the atom number remains unchanged to remove this effect. However, this still leads to a limitation, as the success probability of the experiment decays exponentially with time, which means that Rydberg decay effectively limits the accessible time scales. Thus, the main focus of our numerical simulations is to assess whether the adiabatic preparation can succeed within the time available.

In Ref. [26], Rydberg dressing resulted in a lifetime of about \( \tau_{\text{eff}} = 1 \text{ ms} \) at an interaction strength comparable to the hopping of \( J = 2 \pi \times 1.7 \text{ kHz} \), leading to a figure of merit of about \( J \tau_{\text{eff}} \approx 10 \). We note that in the same experiment, the widely observed avalanche loss [15, 16, 37, 38] was found to be almost negligible at small densities, so we will neglect this effect in the following. Below we show that even in a time of about \( 10 J^{-1} \), the interacting ground state of simple systems can be prepared with fairly high fidelity (cf. Fig. 2), placing the experiments proposed here into experimental reach.

Other experimental imperfections include disorder in the nuclear potential, which arises because the optical lattice spacing is comparable to or below the diffraction limit, which makes it difficult to accurately implement the potential, as well as measurement and preparation errors. Errors in the initial state preparation will directly translate to errors in the measured quantities here, but in principle this can be controlled by imaging the atoms before the start of the experiment. Finally, like in all ultracold atom experiments, collisions with background gas and heating through laser fluctuations must be controlled sufficiently as to not influence the experiment during the preparation and simulation time.

### III. RESULTS

In this section, we numerically simulate a few potential near-term experiments using exact diagonalization. Exact classical simulation of the system is expensive, and so we are limited to small system sizes and few atoms.

#### A. Adiabatic preparation of pseudo atoms and molecules

We explore adiabatic preparation through the examples of two fermions in one or two potential sites, analogous to helium and molecular hydrogen. Since the most stringent limitation on current experiments is likely the Rydberg decay, which limits the total interaction time, we focus on assessing how well preparation works for realistic interaction times. We study both the case in which the two particles are in a spin singlet (corresponding to the actual ground state), in which case they behave like bosons, and the case in which they are
in a spin triplet (e.g., both in the same hyperfine ground state), where they behave like fermions.

The simplest case is bosonic helium (Fig. 2a), because both particles occupy the same orbital. In our simulations, we assume that there is a single nucleus with $Z = 2$ in the middle of a $(2p+1) \times (2p+1)$ lattice and place both particles on the same site. In all simulations here, the padding $p = 10$. With the nuclear potential fixed, we take $J(t) = J \sin^4(\pi t/(2T))$ with $T = 200 J^{-1}$, which prepares both particles in the 1s orbital. Afterwards, we turn on interactions in the same way, $V_{\text{int}}(t) = V_{\text{int}} \sin^4(\pi t/(2T_{\text{int}}))$, with $T_{\text{int}} = 10$, while keeping $H_0$ fixed.

Fermionic helium (Fig. 2b) is somewhat more complicated as the noninteracting part requires to simultaneously prepare one particle in the 1s orbitals and one in one of the first excited orbitals. Since the system is finite, the 2s orbital is slightly higher in energy than the 2p orbitals. We numerically break the degeneracy between the two 2p orbitals by adding a very weak attractive potential $V_{2p}(x) \propto |\psi_{2p}(x)|$, about a hundred times weaker than the nuclear potential. We place one particle on the nucleus site, and a second particle three sites away.

We then add another auxiliary nuclear potential at that site, at 90% strength of the original one, such that this site has the second lowest potential. In a two-step process, we first turn on hopping while keeping this potential configuration fixed (same $J(t)$ as above, but with $T = 140 J^{-1}$), and then adiabatically turn off the auxiliary nuclear potential, keeping still the weak potential $V_{2p}$. In the last step, we turn on interactions adiabatically while turning off $V_{2p}$.

The preparation of molecular hydrogen (Fig. 2c and d) is conceptually more straightforward. We always start with one particle on each of the two nuclei sites, turn on hopping adiabatically, and then interactions.

Already at this stage, particle statistics play a very important role. If we initialize the system in a spin singlet, the spatial wavefunction is symmetric (bosonic) and both particles occupy the same orbital. Turning on repulsive interactions thus has a large effect. If we instead initialize the system in a symmetric spin triplet state, the particles behave like fermions and are already well separated on average, and thus additional repulsive interactions hardly change the state. Most importantly, the wavefunctions can be prepared fairly accurately in most cases even with short interaction times, and the resulting energies have small error.

**B. Example two-dimensional chemistry experiment: molecular hydrogen**

With the ability to prepare the ground state of molecular hydrogen, we now explore how well bond length and ground state energy can be found with limited interaction time. To this end, we simulate the adiabatic preparation for a range of nucleus separations and interaction times $T_{\text{int}}$. The results are shown in Fig. 3.

Our results indicate that even in a modest interaction time such as $T_{\text{int}} = 10 J^{-1}$, one can already clearly see the molecular bound state and obtain an accurate result for the bond length. Again, we also observe a clearly observable difference between fermionic and bosonic particles. The bosonic case is much qualitatively much like one would expect, with a clearly defined molecular potential, even for short interaction times. A short to intermediate distances, quantitative agreement with the true value is reached at still modest times between $20 J^{-1}$ to $40 J^{-1}$. Interestingly, there evidently also is a limitation of our chosen adiabatic path, in that it fails to give the right ground state at large separations. The reason is that in the initial noninteracting ground state, both particles occupy a symmetric orbital across both nuclei, which yields a 50% chance of finding both particles on the same nucleus. Clearly, the true ground state at large separations should be two isolated hydrogen atoms, with zero probability of finding both particles at the same nucleus. However, at large distances there is a potential barrier for particles to move between the nuclei, leading to exponentially small matrix elements between the states, which makes the adiabatic preparation fail.

In contrast, the molecular potential for fermionic particles hardly exists, to the extent that it is not properly visible on the plot. In this case, there is no issue with obtaining the ground
FIG. 3. Simulated experimental determination of binding energy and bond length of pseudo-$H_2$. We simulate the adiabatic preparation of the ground states of pseudo-$H_2$ for a range of nucleus separations, and for either bosonic (blue) or fermionic particles (red). We plot the predicted ground state energy minus twice the energy of $H$ (corresponding to free hydrogen atoms). We assume that the non-interacting wavefunction has been prepared error-free, and just study the error introduced due to adiabatically turning on interactions. In a symmetric spin triplet state (red), the atoms have an antisymmetric spatial wavefunction, such that they occupy different orbitals, and thus the interaction hardly has any effect (the curves all lie on top of each other). The molecule is very weakly bound in this case (hardly visible). In the actual ground state of $H_2$, the electrons are in a spin singlet, and the optimal bond length is clearly visible, even at very short preparation times. At large separations, the adiabatic preparation increasingly fails to produce the correct energy, as overlap of the single-particle wavefunctions decays exponentially with distance. Parameters: $a_0 = 2$, padding $p = 10$, $V_{\text{int}} = a_0^2\alpha^{-2}/\alpha$.

state adiabatically also at large separations, because the non-interacting ground state is already correct in that case.

C. Spectroscopy

In real atoms, coupling to the electromagnetic field allows excited electrons to relax to the ground state and coherent driving yields Rabi oscillations. In the dipole approximation, the atom is taken to be small as compared to wavelength of the emitted light. In the present context, we can model coherent driving by applying a oscillating linear background potential, which allows us to observe dipole transitions. In this section we focus on the noninteracting problem for simplicity. Experimentally, the interacting case works just as well as the non-interacting case, but the times required to perform spectroscopy demand about one order of magnitude improvements on the previously reported figure of merit of Rydberg dressing time over Rydberg decay time. Spectroscopy through modulation of the optical lattice has been employed several times in the many-body regime, where instead of Rabi oscillations, one can measure frequency-dependent heating rates [39, 40].

Specifically, we simulate the Hamiltonian $H = H_0 + g \sin(\omega t)H_{\text{lin}}(t)$ with

$$H_{\text{lin}}(t) = \frac{1}{a_0^2} \sum_i (i_x - N/2) c_{\sigma}^\dagger c_{\sigma}.$$  

(5)

In order to see clean Rabi oscillations, we should set $\omega$ close to the frequency of a dipole-allowed transition, say $\omega_{21} = \omega_{2p} - \omega_{1s}$ and drive weakly enough that transitions to other states are suppressed by the detuning to them. To understand these conditions, note that the principal energy levels approximately have the energy [32]

$$E_n = \frac{-\text{Ry}}{(2n-1)^2} = -\frac{J}{a_0^2(2n-1)^2},$$  

(6)

where Ry = $V_0^2/J = J/a_0^2$ is the Rydberg constant, $a_0$ is the Bohr radius in units of the lattice constant, and $J$ is the hopping strength. These energies are exact in the continuum $a_0 \to \infty$, but the quality of approximation in finite systems and with finite $a_0$ depend on the chosen orbital. Nevertheless, they provide a good guide. To get clean Rabi oscillations, the coupling must be weak. For example, if we drive the transition from 1s to 2p, the detuning to the 1s–3p transition is $J(1/9 - 1/25)/a_0^2 \approx 0.07J/a_0^2$. The matrix elements $\langle 2p | H_{\text{lin}} | 1s \rangle$ and $\langle 3p | H_{\text{lin}} | 1s \rangle$ depend somewhat on $a_0$ but are roughly of order 1. Thus, we need $g \ll 0.1J/a_0^2$ to see Rabi oscillations. Higher transitions are increasingly difficult to observe, because they require weaker coupling. For this reason we choose $a_0 = 1$ (small electron orbits), as this leads to shorter experiments.

We model spectroscopy numerically in the following way. We initialize the system in the ground state of hydrogen (one electron in the 1s orbital) and apply the oscillating Hamiltonian $H_0 + g \sin(\omega t)H_{\text{lin}}(t)$ (see Eq. (5)) for a time $t$. We then detect the probability of the system to remain in the electronic ground state by first applying the inverse of the adiabatic preparation and then checking whether the atom returns to the initial lattice site. This reduces the problem of detecting the ground state probability to measuring the probability of the atom to be localized on a specific site. We repeat this process for different times from 0 to a total time $T$. Given sufficiently weak driving, the system will undergo oscillations if the drive frequency is tuned to an electronic transition, and otherwise remain mostly in the ground state. We then sweep the drive frequency and record the amplitudes of the observed Rabi amplitudes to detect the resonances of the system. The result is shown in Fig. 4.

IV. EXPERIMENTAL IMPLEMENTATION

Our proposal requires fermionic atoms that can be trapped in an optical lattice, imaged with single-site resolution, Rydberg dressed, and that have at least two long-time coherent hyperfine levels (see illustration in Fig. 1). These are all state-of-the-art capabilities, and several atomic species could serve this purpose. Standard choices are the alkali atoms $^{40}\text{K}$ or $^{6}\text{Li}$. Alkaline-earth(like) atoms a number of favourable optical properties, such as ultra-narrow linewidth transitions that
have enabled their use as clocks [41], for quantum simulation [42], and make them promising candidates for quantum computing [43]. Among the most common fermionic species are $^{87}$Sr, $^{171}$Yb, and $^{173}$Yb. Recently, coherent gates for individual (pairs of) $^{171}$Yb atoms have been achieved with high fidelity, exploiting the high coherence time of the nuclear spin [44]. Other common species such as $^{87}$Sr [43, 45] may be equally suitable. Proof-of-principle experiments of up to two electrons could also be done with bosons such as $^{87}$Rb.

The key figure of merit for experiments is the ratio of hopping rate divided by effective Rydberg decay rate, $M = J/\Gamma$. It can be interpreted as the number of sites an atom can explore before decaying. Preparing the ground states of larger molecules requires longer times or approaching the continuum limit by increasing $\alpha_0$ requires longer simulation times. To maximize $M$, it is favourable to use a light atomic species, such as $^6$Li, as done in Ref. [26].

Rydberg decay can be suppressed by dressing with Rydberg states of higher principal quantum number $n$. The lifetime of low-angular momentum Rydberg states including black-body radiation scales as $n^3$. In contrast, the strength of the interactions scales as $n^4$. Thus, since we use Rydberg dressing to obtain an interaction strength comparable to hopping, we scale $\beta \propto n^{-1}$, such that $V_{\text{int}} \propto n^4 \beta^{-4} = \text{const}$. As a result, the Rydberg decay rate relative to the hopping strength scales as $\Gamma \propto n^{-3} \beta^2 \propto n^{-5}$. Using this scaling, we obtain that dressing to $n = 70$ instead of $n = 28$ as in Ref. [26] would lead to a 100-fold improvement in $M$.

Another potential approach is stroboscopic dressing [46]. If the dressing is turned on and off at a rate much larger than other relevant time scales, it is well approximated by continuous dressing, but with the values for $\beta^2$ and $\beta^4$ replaced by their time averaged values. If we assume for simplicity that dressing is on for a fraction $\eta$ of the time and otherwise off, we find that to keep the same effective interaction strength, we need to increase $\beta \to \beta_\eta = \beta \eta^{-1/4}$. However, the induced Rydberg decay will then be reduced $\Gamma \to \Gamma_\eta = \Gamma \eta^{1/2}$, such that $M \propto \eta^{1/2}$.

Finally, it would be worth exploring how weak the optical lattice can be before problematic effects appear. For example,
the standard condition is that next-to-nearest neighbour hopping must be negligible, but this is perhaps not strictly necessary here, especially since in real atoms and molecules there is a relativistic correction to the kinetic energy $\sim p^4$, which would be generated through next-to-nearest interactions. In principle, the scheme presented here could in principle even work in the continuum, although it is not clear how exactly one would control the kinetic energy term and implement the nuclear potential.

V. CONCLUSION

We have shown that Rydberg dressing in standard ultracold lattice atom experiments allows for the simulation of pseudo-quantum chemistry, which differs from real quantum chemistry by being two-dimensional and having a different scaling law for the Coulomb interaction. Nevertheless, pseudo-quantum chemistry inherits key phenomenology from quantum chemistry, including (anti-)bonding orbitals and the potential for spectroscopy. The key experimental figure of merit that determines how well such simulations can be done is the ratio of Rydberg decay rate to hopping strength. We show using parameters from existing experiments that already current experiments could prepare the ground state of small molecules. Since it is realistic for the figure of merit to increase substantially in the future, this motivates using this platform to explore quantum chemistry physics experimentally, to gain insights into complex electronic processes, and to benchmark classical codes.

Future work should explore how spin-orbit interactions, or other important corrections (e.g., relativistic corrections) could be added to the simulator. Moreover, the adiabatic paths used in our numerical simulation can likely be improved, especially when tailored to given specific experimental capabilities. We have also hardly explored $\alpha = 3$, which may feasibly be obtained through Rydberg dressing, and could be advantageous as the resulting interactions is stronger, which could result in a larger ratio of hopping to decay rate. It would also be interesting to go more into detail about the physics that differs from normal quantum chemistry. An obvious example is that neither the nuclear potential nor the electronic repulsion obey Gauss’ law, which means that in principle arbitrarily many electrons could fit around a nucleus.

Going beyond the analogy with quantum chemistry, it would be interesting to understand how the physics of this platform is modified in the presence of additional interactions, disorder, or unavoidable dissipation. Finally, the few-body, low-density regime of ultracold atom experiments may yield other fruitful research directions. For example, when the repulsive interaction dominates the kinetic energy term and the atoms are sufficiently dense, the ground-state configuration ought to be related to packing of circles in two dimensions. These configurations can also be obtained adiabatically.
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