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Abstract

We present an analysis of multilevel Monte Carlo techniques for the forward problem of uncertainty quantification for the radiative transport equation, when the coefficients (cross-sections) are heterogeneous random fields. To do this, we first give a new error analysis for the combined spatial and angular discretisation in the deterministic case, with error estimates which are explicit in the coefficients (and allow for very low regularity and jumps). This detailed error analysis is done for the 1D space - 1D angle slab geometry case with classical diamond differencing. Under reasonable assumptions on the statistics of the coefficients, we then prove an error estimate for the random problem in a suitable Bochner space. Because the problem is not self-adjoint, stability can only be proved under a path-dependent mesh resolution condition. This means that, while the Bochner space error estimate is of order $O(h^\eta)$ for some $\eta$, where $h$ is a (deterministically chosen) mesh diameter, smaller mesh sizes might be needed for some realisations. We also show that the expected cost for computing a typical quantity of interest remains of the same order as for a single sample. This leads to rigorous complexity estimates for Monte Carlo and multilevel Monte Carlo: For particular linear solvers, the multilevel version gives up to two orders of magnitude improvement over Monte Carlo. We provide numerical results supporting the theory.
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1 Introduction

The Radiative Transport Equation (RTE) is a physically derived balance equation which models the angular flux $\psi$ of rarefied particles (such as photons or neutrons) in a domain. Generally $\psi$ is a function of position, direction of travel, energy and time (see e.g. [2, 9, 33]). It is assumed that the particles cannot interact with each other and that they travel along straight line paths with some energy until they interact with larger nuclei via absorption, scattering or fission. The rates $\sigma_A$, $\sigma_S$ and $\sigma_F$ at which these collision events occur are called the absorption, scattering and fission cross-sections. The RTE has many applications, for example in radiation shielding, nuclear reactor design [9, 33], astrophysics and optical tomography [17, 38].

In the context of neutron transport, the two main scenarios of interest are the so-called fixed source problem and the criticality problem. We focus on the former, which concerns the transport and scattering of particles emanating from some fixed source $f$. In steady state, with constant energy, assuming isotropic scattering and neglecting fission, the problem can be
written as the integro-differential equation:

\[ \vec{\Theta} \cdot \nabla + \sigma(\vec{r}) \psi(\vec{r}, \vec{\Theta}) = \sigma_S(\vec{r})\phi(\vec{r}) + f(\vec{r}, \vec{\Theta}) \]  

(1.1)

with independent variables being angle \( \vec{\Theta} \in S^2 \) (the unit sphere in 3D), and position \( \vec{r} \in V \) (the physical domain occupied by the reactor), where \( \psi(\vec{r}, \vec{\Theta}) \) is the angular flux, and

\[ \phi(\vec{r}) := \frac{1}{4\pi} \int_{S^2} \psi(\vec{r}, \vec{\Theta}) \, d\vec{\Theta} \]

(1.2)

is the scalar flux. Equation (1.1) requires boundary conditions and here we will restrict to the zero incoming flux condition

\[ \psi(\vec{r}, \vec{\Theta}) = 0, \quad \text{when} \quad \vec{r} \in \partial V \quad \text{and} \quad \vec{n}(\vec{r}) \cdot \vec{\Theta} < 0, \]

(1.3)

with \( \vec{n}(\vec{r}) \) denoting the outward normal from \( V \) at a point \( \vec{r} \in \partial V \). The gradient \( \nabla \) is with respect to \( \vec{r} \) and the coefficient function \( \sigma(\vec{r}) \) is the total cross-section defined by

\[ \sigma(\vec{r}) = \sigma_A(\vec{r}) + \sigma_S(\vec{r}) \]

(1.4)

where \( \sigma_S \) and \( \sigma_A \) are, respectively, the scattering and absorption cross-sections, both assumed to be non-negative.

In this paper we propose and analyse efficient multilevel Monte Carlo methods for quantifying the effect of uncertainty in the input data \( \sigma_A, \sigma_S \), and \( f \), on the output variable \( \phi \). There is a growing recent interest in this question in the more general context of kinetic equations. In the particular case of nuclear applications, our work is relevant to the assessment of how material fluctuations can affect the uncertainty of flux computations.

**Novel results in this paper.** Since their introduction in the context of high-dimensional quadrature and SDEs in mathematical finance [27, 22], multilevel Monte Carlo methods have generated a lot of interest. While uncertainty quantification recently has become a topic of great general interest for the transport equation in both theory and practice e.g. [29, 44], to our knowledge the present work provides the first rigorous analysis of multilevel Monte Carlo methods for this problem. To allow the first results to be established, we make the simplifying assumption of one spatial and one angular dimension, the so-called “slab-geometry” case in reactor theory. We discretise with the classical discrete ordinates method, using a certain Gauss rule with \( 2^N \) quadrature points in angle and classical diamond differencing (or Crank-Nicolson) on a mesh with step-size \( h \) in the spatial variable. The resulting approximation of the scalar flux \( \phi \) is denoted \( \phi^{h,N} \).

Our first set of results describes how heterogeneity in the material coefficients manifests itself in the operators underlying the RTE, and consequently in the error estimate for the numerical method. We assume that the spatial domain can be partitioned into subintervals, on each of which the input data \( \sigma_S, \sigma_A \) and \( f \) belongs to the Hölder space \( C^0 \), for some \( \eta \in (0, 1) \). This allows for data with low smoothness and permits jumps in material properties across interfaces. We denote this space by \( C^0_{\eta,pw} \) and equip it with the norm \( \| \cdot \|_{\eta,pw} \) defined below. Our first error estimate is Theorem 4.12, which shows that there are constants \( R, R' \), both dependent on \( \sigma, \sigma_S \) such that, when

\[ N^{-1} + h \log N + h^n \leq R(\sigma, \sigma_S)^{-1}, \]

(1.5)

we have the error estimate for the scalar flux:

\[ \| \phi - \phi^{h,N} \|_{\infty} \leq R'(\sigma, \sigma_S) \left( N^{-1} + h \log N + h^n \right) \| f \|_{\eta,pw}. \]

(1.6)

Both \( R, R' \) are independent of \( f \) and their dependence on \( \sigma, \sigma_S \) is known explicitly, but they blow up, e.g., if \( \sigma/\sigma_S \) is close to 1 anywhere in the domain or if \( \| \sigma \|_{\infty} \| \sigma^{-1} \|_{\infty} \rightarrow \infty \). The proof
of (1.5), (1.6) is obtained by generalising the theory of the integral equation reformulation of (1.1) to the heterogeneous case; the homogeneous case having been studied in detail in [36]. An overview of the present work was given in [26].

The appearance of the $h \log N$ term in (1.6) reflects the fact that the transport equation in slab geometry has a singularity in its angular dependence (explained in §2). This imposes a compatibility constraint, which implies that the angular discretisation cannot be indefinitely refined if the spatial discretisation is kept fixed. The appearance of this term in the error estimate means that the accuracy of the method measured in $\| \cdot \|_\infty$ can be no better than $O(h)$, even if the cross-sections are very smooth. A faster rate is possible if one uses a higher order method or measures the error in $L_p$ norms, the latter proved for constant cross-sections in [36]. However, we will not pursue this further and thus limit our analysis to piecewise Hölder continuous data ($\eta < 1$). To ensure that the spatial and angular errors are equal order, we set $N = N(h) = \lceil h^{-\eta} \rceil$.

Our second set of results then concerns the probabilistic counterpart of (1.6). Here we have to deal with the fact that the deterministic estimate (1.6) is subject to the “mesh resolution condition” (1.5), which in turn arises from the non-self-adjointness of (1.1). In the case of coercive self-adjoint PDEs with random data and Galerkin discretisation (e.g. [13, 41]) one obtains a probabilistic error estimate by interpreting the deterministic error estimate pathwise and then taking expectation. This does not work here because of the pathwise stability estimate (1.5). To get around this problem, given a path independent mesh width $h < 1$, for each realisation $\sigma = \sigma(\cdot, \omega), \sigma_S = \sigma_S(\cdot, \omega)$, we let $h^\text{max}_\omega$ denote (the largest) mesh diameter which satisfies the path-dependent criterion (1.5) and then set $h_\omega = \min\{h, h^\text{max}_\omega\}$. Then the approximation to $\phi = \phi(\cdot, \omega)$ is taken to be $\Phi^h = \phi_{h_\omega,N(h_\omega)}$. We prove in Theorem 5.6 that

$$\| \phi - \Phi^h \|_{L_p(\Omega; L_\infty)} \leq C_{p,r} h^\eta \| f \|_{L_r(\Omega; C^p(w))},$$  \hspace{1cm} (1.7)

for any $1 \leq p \leq r$, provided the norm on the right-hand side is finite and the cross sections $\sigma, \sigma_S$ have bounded moments of any finite order. Here, $C_{p,r}$ denotes an absolute constant depending only on $p,r$ and the norms are the usual Bochner norms with respect to the probability space $\Omega$ (defined in Section 5). This result shows that the error in the Bochner norm on the left-hand side decreases with deterministic rate $h^\eta$, provided we are willing to use a finer mesh for any particular sample where the stability criterion (1.5) demands it. If we assume furthermore that the cost $C(\cdot)$ to compute a single sample of $\Phi^h = \phi_{h_\omega,N(h_\omega)}$ (e.g. measured in floating point operations) satisfies

$$C(\phi_{h_\omega,N(h_\omega)}) \leq C'(h_\omega) h_\omega^{-\gamma},$$

for some $\gamma > 0$, and that the sample-dependent constant $C'$ in that estimate is in $L_p(\Omega)$, for some $p > 1$, then the third main result of this paper in Lemma 5.8 is that

$$E[C(\Phi^h)] = O(h^{-\gamma}),$$  \hspace{1cm} (1.8)

where the hidden constant is independent of $h$. The important observation is that on average the cost to compute a sample from $\Phi^h$ has the same cost growth rate (w.r.t. $h$) as the samplewise cost (w.r.t. $h_\omega$), despite some samples $\Phi^h(\omega, x)$ being computed on a mesh with $h_\omega \ll h$ in order to satisfy the stability criterion.

Estimates, such as (1.7) and (1.8), play a crucial role in the complexity analysis of (multi-level) Monte Carlo methods for computing the expectation of (functionals of) the solution $\phi$ of (1.1). Suppose $Q(\phi)$ is such a functional (often called a quantity of interest) and to simplify notation we write this as $Q$ (a random variable). We approximate $Q$ by $Q_h := Q(\Phi^h)$ with $\Phi^h$ described above and then approximate $E[Q]$, by applying a sampling method of choice to $E[Q_h]$ – we denote the result as $Q_h$. Finding an accurate and efficient estimator $Q_h$ of $E[Q]$ is at the heart of the forward problem of Uncertainty Quantification (UQ).

To compare methods in UQ, the computational $\epsilon$-cost $C_\epsilon(Q_h)$ of an estimator $Q_h$ is often considered. If $\epsilon$ denotes a desired accuracy (in the sense of root mean-squared error), then
$C_\epsilon(\hat{Q}_h)$ is defined to be the total cost for $\hat{Q}_h$ to achieve an accuracy of $\epsilon$. By a general theory in [13], the $\epsilon$-cost of standard and multilevel Monte Carlo methods can be computed in terms of the parameter $\eta$ in (1.7) (related to the regularity of the data), the parameter $\gamma$ in (1.8) (related to the cost per sample), as well as another parameter $\beta$ that quantifies the speed of variance reduction between levels of the multilevel scheme and can also be derived from (1.7). In the fourth main result of this paper in Theorem 5.14, we prove rigorously that

$$\beta \geq 2\eta.$$ (1.9)

To provide a bound on $\gamma$ that only depends on the regularity of the data it is necessary to fix the solution method. Two particular examples that were used in our numerical results in [26] are given in Example 5.10. In particular, for the asymptotically cheaper one of the two methods, which is an iterative procedure called source iteration, we have $\gamma \leq 1 + \eta$. The general theory in [13] then leads to the following respective upper bounds on the $\epsilon$-costs of the standard and the multilevel Monte Carlo estimators $\hat{Q}_h^{MC}$ and $\hat{Q}_h^{MLMC}$:

$$E \left[ C_\epsilon(\hat{Q}_h^{MC}) \right] = O(\epsilon^{-\left(4+\frac{1-\eta}{\eta}\right)}) \quad \text{and} \quad E \left[ C_\epsilon(\hat{Q}_h^{MLMC}) \right] = O(\epsilon^{-\left(2+\frac{1+\eta}{\eta}\right)}),$$

i.e., a theoretical gain of up to two orders of magnitude in $\epsilon^{-1}$. However, we will see in the numerical section that this estimate of improvement is overly optimistic, since the bound on the $\epsilon$-cost of the standard Monte Carlo estimator is not sharp. Nevertheless, we do observe gains of (at least) one order of magnitude in practice.

**Related literature.** The numerical analysis of the RTE (and related integro-differential equation problems) dates back at least as far as the work of H.B. Keller [31]. After a huge growth in the mathematics literature in the 1970’s and 1980’s, progress has been slower since. This is perhaps surprising, since discontinuous Galerkin (DG) methods have enjoyed a massive recent renaissance and the neutron transport problem was one of the motivations behind the original introduction of DG [37].

The fundamental paper on the analysis of the discrete ordinates method for the transport equation is [26], where a full analysis of the combined effect of angular and spatial discretisation is given under the assumption that the cross-sections are constant. The delicate relation between spatial and angular discretisation parameters required to achieve stability and convergence is described there, and is also seen again in the present work (see the $h \log N$ term in (1.6)). Later research e.g. [4], [5], [6] produced analogous results for models of increasing complexity and in higher dimensions, but the proofs were mostly confined to the case of cross-sections that are constant in space. A separate and related sequence of papers (e.g. [32], [42], and [3]) allow for variation in cross-sections, but error estimates explicit in this data are not available there. A method for tackling directly the integral equation reformulation of the RTE is given in [21]. Again the analysis is not explicit in the heterogeneity.

While the coefficient-explicit analysis given here can in principle be extended to higher spatial and angular dimensions (a start is contained in [11]), it is clear that the details will be quite formidable, so we restrict here to the 1D case. However we note that there is substantial contemporary interest in practical 3D modelling in the heterogeneous case (generally without rigorous analysis). For example, the recent thesis [24] solves the multigroup energy approximation of the $P_N$ angular approximation of the transport equation using a non-conforming spatial discretization for a highly heterogeneous reactor, using a domain decomposition approach.

The field of UQ has grown very quickly in recent years and its application to radiative transport theory is currently of considerable interest. There are a number of groups that already work on UQ in radiative and neutron transport, e.g. [4], [20], [23] and references therein. The most recent research has focussed on using the polynomial chaos expansion (PCE), combined with a collocation method to estimate the coefficients in the expansion. The main disadvantage
of standard PCE is that the number of terms grow exponentially in the number of stochastic dimensions and in the order of the PCE, the so-called curse of dimensionality. A variety of techniques have been used to remedy this, including (adaptive) sparse grids [23], hybrid mixtures of polynomials [8] and expanding the quantity of interest in terms of low-dimensional subspaces of the stochastic variable [7]. We note however that none of these papers provide any rigorous error or cost analysis.

We also note that there is a growing literature in the numerical analysis of kinetic equations, of which the RTE is a particular example, with an emphasis on asymptotic preserving schemes which retain accuracy as the scattering ratio $\sigma_S/\sigma$ approaches unity. Interest in this question in the deterministic case goes back a long way, e.g. [28], which has led to recent work on UQ in this context (e.g. [43]). Recently modern operator compression and adaptive techniques have been applied to efficiently attack the high-dimensional aspects of the transport problem [14]. For further general discussion on the transport equation, see [15, 33].

By contrast our work focusses on multilevel Monte Carlo and sampling methods [26]. Monte Carlo is inherently dimension independent and Quasi-Monte Carlo can be proved to be so under certain conditions, e.g. [25]. As far as we know, these methods have not been applied to radiative transport until now. Our previous paper [26] gave an overview of this topic and also investigated the multilevel quasi-Monte Carlo method for the RTE. Further details, are in [35].

Structure of paper and notation. In Section 2, we introduce the model problem; the Radiative Transport equation in slab geometry with spatially heterogeneous cross-sections and its discretisation. To set up the error analysis, Section 3 describes the classical integral equation reformulation of the RTE under very weak smoothness assumptions on the cross-sections. From here we can prove results relating to the underlying operators and their regularity - that are explicit in the cross-sections. In Section 4, the elements are brought together to prove (1.6). We introduce uncertainty into the input data in Section 5, and we extend the error estimate of Section 4 to the probabilistic error estimate (1.7) and subsequently prove (1.8). Numerical results are given, with the cross-sections assumed to be log-normal random fields equipped with the Matérn class of covariances, and represented by a Karhunen-Loève expansion. An overview of the results of this paper, without detailed analysis was previously presented in [26].

2 The Model Problem

We study the mono-energetic 1D slab geometry problem, for the angular flux $\psi(x, \mu)$:

$$\mu \frac{\partial \psi}{\partial x}(x, \mu) + \sigma(x)\psi(x, \mu) = \sigma_S(x)\phi(x) + f(x), \quad x \in (0, 1), \quad \mu \in [-1, 1], \quad \text{ (2.1)}$$

where

$$\phi(x) = \frac{1}{2} \int_{-1}^{1} \psi(x, \mu') \, d\mu' \quad \text{ (2.2)}$$

denotes the scalar flux, subject to zero incoming flux:

$$\psi(0, \mu) = 0, \quad \text{for} \quad \mu > 0 \quad \text{and} \quad \psi(1, \mu) = 0, \quad \text{for} \quad \mu < 0. \quad \text{ (2.3)}$$

The total cross-section $\sigma(x)$ is given by $\sigma = \sigma_S + \sigma_A$. The problem (2.1) – (2.3) is obtained from (1.1) – (1.3) when the input data is constant in two of the spatial dimensions (here assumed to be $y$ and $z$). Note that (2.1) degenerates at $\mu = 0$, which corresponds to particles moving perpendicular to the $x$-direction.

Notation 2.1. When working on the spatial domain $(0, 1)$, for $1 \leq p \leq \infty$, we will denote the standard Lebesgue spaces as $L_p$ with norm $\| \cdot \|_p$. For any interval $I \subset [0, 1]$, we denote by $C(I)$ the space of uniformly continuous functions on $I$, equipped with norm $\| \cdot \|_\infty$. Any function
$g \in C(I)$ has a unique continuous extension to $\tilde{T}$. For $0 < \xi \leq 1$, we let $C^\xi(I)$ denote the space of Hölder continuous functions on $I$ with Hölder exponent $\xi \in (0, 1]$ and with norm

$$\|g\|_{C^\xi(I)} := \|g\|_\infty + \sup_{x,y \in I} \frac{|g(x) - g(y)|}{|x - y|^\xi}.$$ 

When $I = [0, 1]$, we write for short $C = C(I)$, $C^\xi = C^\xi(I)$ and $\|f\|_\xi = \|f\|_{C^\xi(I)}$. Finally, for any normed spaces $X$ and $Y$, we write $\|\cdot\|_{X \rightarrow Y}$ to denote the operator norm of an operator mapping $X \rightarrow Y$.

In what follows, we will allow data which is piecewise continuous with respect to an a priori defined partition

$$0 = c_1 < \ldots < c_J = 1,$$

with $J \geq 2$. We denote the corresponding space of piecewise continuous functions by

$$C^\text{pw} := \{ g \in L_\infty[0, 1] : g|_{(c_j, c_{j+1})} \in C(c_j, c_{j+1}), \text{ for each } j = 1, \ldots, J - 1 \}.$$ 

For definiteness we will assume that the value of $g(c_j)$ is taken to be the limit from the right for $j = 1, \ldots, J - 1$ and the limit from the left for $j = J$. The space $C^\text{pw}$ is equipped with the usual uniform norm $\| \cdot \|_\infty$. Similarly, for any $\xi \in (0, 1]$, let

$$C^\xi_{\text{pw}} := \{ g \in C^\text{pw} : g|_{(c_j, c_{j+1})} \in C^\xi(c_j, c_{j+1}), \text{ for each } j = 1, \ldots, J - 1 \}$$

with norm $\|g\|_{C^\xi_{\text{pw}}} := \max_{j=1}^J \|g\|_{C^\xi(c_j, c_{j+1})}$.

We now make the following physically motivated assumptions on the data.

**Assumption 2.2.** (Input Data)

1. The cross-sections $\sigma_S$ and $\sigma_A$ are strictly positive and bounded above. We write

$$\sigma_{\min} = \min_{x \in [0, 1]} \sigma(x), \quad \sigma_{\max} = \max_{x \in [0, 1]} \sigma(x), \quad (\sigma_S)_{\min} = \min_{x \in [0, 1]} \sigma_S(x) \text{ and } (\sigma_S)_{\max} = \max_{x \in [0, 1]} \sigma_S(x).$$

2. There exists a partition \([2.4]\) and $\eta \in (0, 1]$, such that $\sigma, \sigma_S, f \in C^\eta_{\text{pw}}$.

### 2.1 Discretisation

To discretise \([2.1] - [2.3]\) in angle, we use a $2N$-point quadrature rule

$$\int_{-1}^1 g(\mu) d\mu \approx \sum_{|k|=1}^N w_k g(\mu_k),$$

with nodes $\mu_k \in [-1, 1]\{0\}$ and positive weights $w_k \in \mathbb{R}$. We assume the (anti-) symmetry properties $\mu_{-k} = -\mu_k$ and $w_{-k} = w_k$. To discretise in space, we introduce a mesh

$$0 = x_0 < x_1 < \ldots < x_M = 1,$$

which is assumed to resolve the break points \([2.4]\) introduced in \([2.4]\). We set $h_j = x_j - x_{j-1}$. Further assumptions on the quadrature rule and mesh will be added in Section 4.

Our discrete scheme for \([2.1] - [2.3]\) is then

$$\mu_k \left( \psi_{k,j}^{h,N} - \psi_{k,j-1}^{h,N} \right) + \sigma_{j-1/2} \frac{\psi_{k,j}^{h,N} + \psi_{k,j-1}^{h,N}}{2} = \sigma_S \phi_{j-1/2}^{h,N} + f_{j-1/2}.$$
for \(j = 1, \ldots, M\), \(|k| = 1, \ldots, N\), where
\[
\phi_{j-1/2}^{h,N} = \frac{1}{2} \sum_{|k|=1}^{N} w_k \psi_{k,j}^{h,N} + \psi_{k,j-1}^{h,N}, \quad j = 1, \ldots, M,
\]
(2.8)
and with
\[
\psi_{k,0}^{h,N} = 0, \quad \text{for} \quad k > 0 \quad \text{and} \quad \psi_{k,M}^{h,N} = 0, \quad \text{for} \quad k < 0.
\]
(2.9)
Here \(\sigma_{j-1/2}\) denotes the value of \(\sigma\) at the mid-point of the interval \(I_j = (x_{j-1}, x_j)\), with the analogous meaning for \(\sigma_{S,j-1/2}\) and \(f_{j-1/2}\).

### 2.2 Abstract form of the method

As preparation for analysing (2.1) – (2.3) and its discretisation, (2.7) – (2.9), consider first the pure transport problem: For fixed \(\mu \in [-1, 1]\), find \(u = u(x)\), \(x \in (0, 1)\), such that
\[
\mu \frac{du}{dx} + \sigma u = g, \quad \text{with} \quad u(0) = 0, \quad \text{when} \quad \mu > 0 \quad \text{and} \quad u(1) = 0 \quad \text{when} \quad \mu < 0,
\]
(2.10)
with \(g \in L_\infty\) a generic right-hand side. (Note that \(u\) depends on \(\mu\), but we suppress this in the notation. When \(\mu = 0\) no boundary condition is needed.) It is easy to show that the unique solution of this problem is
\[
u := S_{\mu} g, \quad \text{where}
\]
\[
S_{\mu} g(x) = \left\{ \begin{array}{ll}
\mu^{-1} \int_0^x \exp \left( \mu^{-1} \tau(x, y) \right) g(y) \, dy, & \mu > 0 \\
\sigma^{-1}(x) g(x), & \mu = 0 \\
-\mu^{-1} \int_x^1 \exp \left( \mu^{-1} \tau(x, y) \right) g(y) \, dy, & \mu < 0
\end{array} \right.
\]
(2.11)
and
\[
\tau(x, y) := \int_x^y \sigma(s) \, ds.
\]
(2.12)
The quantity \(|\tau(x, y)|\) is often called the ‘optical length’ or ‘optical path’ [9]. To mimic the averaging process in (2.2) it is natural to also consider the integral operator:
\[
K g(x) := \frac{1}{2} \int_{-1}^{1} S_{\mu} g(x) \, d\mu = \frac{1}{2} \int_0^1 E_1(|\tau(x, y)|) g(y) \, dy,
\]
(2.13)
where for \(z > 0\), \(E_1(z)\) is the exponential integral
\[
E_1(z) := \int_1^\infty \exp(-tz) \frac{dt}{t} = \int_0^1 \exp(-z/s) \frac{ds}{s}.
\]
(2.14)
The operators \(S_{\mu}\) and \(K\) relate to (2.1) – (2.3) by the following proposition.

**Proposition 2.3.** Let \(\psi\) be a solution to (2.1) – (2.3). Then,
\[
\psi(x, \mu) = S_{\mu} (\sigma S \phi + f)(x)
\]
(2.15)
and hence, \(\phi\) solves the integral equation
\[
\phi = K (\sigma S \phi + f).
\]
(2.16)
We shall see later that (2.16) has a unique solution and this ensures that (2.1) – (2.3) has a unique solution. Analogously we can consider the discrete system (2.7) – (2.9). Let \(V_h\) denote the space of continuous piecewise-linear functions with respect to the mesh \(\{x_j\}_{j=0}^M\), and for any
v \in C$, let $P^h v$ denote the piecewise constant function which interpolates $v$ at the mid-points of subintervals. Then consider the discretisation of (2.10) defined by seeking $u^h \in V^h$ to satisfy

$$\int_{I_j} \left( \mu \frac{du^h}{dx} + P^h \sigma u^h \right) = \int_{I_j} g , \quad \text{with} \quad I_j = (x_{j-1}, x_j) , \quad j = 1, \ldots, M ,$$

with $u^h(0) = 0$ when $\mu > 0$ and $u^h(1) = 0$ when $\mu < 0$. This has a unique solution, which we write as $u^h = S^h_\mu g$. Analogously to (2.13) we also define

$$K^{h,N} g = \frac{1}{2} \sum_{|k| = 1}^N w_k S^h_{\mu k} g .$$

(2.18)

Identifying any fully discrete solution $\psi^{h,N}$ of (2.7) – (2.9) with the function $\psi^{h,N} \in V^h$ by interpolation at the nodes $\{x_j\}$, we can see that (2.7) – (2.9) is equivalent to seeking $\psi^{h,N} \in V^h$, $|k| = 1, \ldots, N$, that satisfy

$$\int_{I_j} \left( \mu_k \frac{d\psi^{h,N}_k}{dx} + P^h \sigma \psi^{h,N}_k \right) = \int_{I_j} P^h (\sigma S \phi^{h,N} + f) , \quad j = 1, \ldots, M ,$$

where

$$\phi^{h,N} = \frac{1}{2} \sum_{|k| = 1}^N w_k \psi^{h,N}_k .$$

(2.20)

and

$$\psi^{h,N}_k(0) = 0 \quad \text{when} \quad k > 0 \quad \text{and} \quad \psi^{h,N}_k(1) = 0 \quad \text{when} \quad k < 0 .$$

(2.21)

We then have the discrete analogue of Proposition 2.3.

**Proposition 2.4.** The system (2.19) – (2.21) is equivalent to (2.7) – (2.9), and its solution can be written:

$$\psi^{h,N}_k = S^h_{\mu k} P^h (\sigma S \phi^{h,N} + f) , \quad |k| = 1, \ldots, N .$$

(2.22)

Moreover,

$$\phi^{h,N} = K^{h,N} P^h (\sigma S \phi^{h,N} + f) .$$

(2.23)

Now, to estimate the error in our approximation to $\phi$, we use (2.16) and (2.23) to obtain

$$\phi - \phi^{h,N} = (I - K^{h,N} P^h \sigma S)^{-1} (K - K^{h,N} P^h) (\sigma S \phi + f) .$$

(2.24)

We prove later in (4.26) that $(I - K^{h,N} P^h \sigma S)^{-1}$ is bounded on C. Hence,

$$\|\phi - \phi^{h,N}\|_\infty \leq \|(I - K^{h,N} P^h \sigma S)^{-1}\|_{C \rightarrow C} \|K - K^{h,N} P^h\|_{C \rightarrow C} (\|\sigma S \phi + f\|_\infty .$$

(2.25)

In §4 we use (2.25) to obtain a data-explicit error estimate for $\phi - \phi^{h,N}$. First, we prove a number of data-explicit properties of the operator $K$ which will be needed later.

## 3 Properties of the Operators

**Notation 3.1.** To simplify presentation, for any $a \in \mathbb{R}$, we will use the notation $\bar{a} := \max\{1, a\}$ and $\underline{a} := \min\{a, 1\}$. Also, from now on, we will use $c$ to denote a constant that is positive, finite and independent of the cross-sections, mesh parameters and other relevant variables.
We will make use of the following bounds, a consequence of Assumptions 2.2 and 2.12,
\[
\sigma_{\min}|y - x| \leq \text{sgn}(y - x)\tau(x, y) = |\tau(x, y)| \leq \sigma_{\max}|y - x|, \tag{3.1}
\]
where \(\text{sgn}(\cdot) = 1\), when its argument is positive, and \((-1)\) when negative.

**Lemma 3.2.** For \(\mu \in [-1, 1]\), then \(\|S_\mu\|_{L_\infty \to L_\infty} \leq \sigma_{\min}^{-1}\).

**Proof.** Consider \(\mu > 0\) and a function \(g \in L_\infty\). By definition,
\[
|S_\mu g(x)| = \left| \mu^{-1} \int_0^x \exp(\mu^{-1}\tau(x, y))g(y)\,dy \right| \leq \|g\|_{\infty} \mu^{-1} \int_0^x \exp(\mu^{-1}\tau(x, y))\,dy \\
\leq \|g\|_{\infty} \mu^{-1} \int_0^x \exp(\mu^{-1}\sigma_{\min}(y - x))\,dy \\
\leq \|g\|_{\infty} \sigma_{\min}^{-1} \exp(\mu^{-1}\sigma_{\min}(y - x))\bigg|_{y=0}^x \leq \|g\|_{\infty} \sigma_{\min}^{-1},
\]
where we have used (3.1). The proof for \(\mu < 0\) is similar. \(\square\)

In the following two Lemmas we study the differentiability of \(S_\mu\) with respect to \(x\) and \(\mu\).
Through (2.15), this relates directly to the differentiability of the angular flux \(\psi\) and hence will be fundamental to the convergence rate of the deterministic error estimates in Section 4.

**Lemma 3.3.**
\[
\left\| \frac{\partial}{\partial x} S_\mu \right\|_{L_\infty \to L_\infty} \leq 2 \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) |\mu|^{-1}, \quad \text{for all } \mu \in [-1, 1] \setminus \{0\}. \tag{3.2}
\]
Moreover, \(S_\mu : L_\infty \to C\) with \(\|S_\mu\|_{L_\infty \to C} \leq \sigma_{\min}^{-1}\), for \(\mu \in [-1, 1] \setminus \{0\}\).

**Proof.** Consider \(\mu > 0\) and some \(g \in L_\infty\). Applying the Leibniz integral rule to (2.11),
\[
(S_\mu g)'(x) = \mu^{-1} \left( g(x) - \mu^{-1}\sigma(x) \int_0^x \exp(\mu^{-1}\tau(x, y))g(y)\,dy \right)
\]
and thus
\[
|(S_\mu g)'(x)| \leq \mu^{-1} \left( |g(x)| + \mu^{-1}\sigma_{\max} \int_0^x \exp(\mu^{-1}\tau(x, y))|g(y)|\,dy \right) \\
\leq \mu^{-1} \|g\|_{\infty} \left( 1 + \mu^{-1}\sigma_{\max} \int_0^x \exp(\mu^{-1}\tau(x, y))\,dy \right) \\
\leq \mu^{-1} \|g\|_{\infty} \left( 1 + \sigma_{\max}^{-1}\sigma_{\min}^{-1} \right),
\]
where the integral is bounded as in the proof of Lemma 3.2. The proof for \(\mu < 0\) is similar. The proof that \(S_\mu : L_\infty \to C\), with the given bound, is a consequence of the fact that, given any \(g \in L_\infty\), the derivative of \(S_\mu g\) is bounded (except when \(\mu = 0\)), and then using Lemma 3.2. \(\square\)

**Lemma 3.4.** For \(g \in L_\infty\) and any \(\beta > 0\), we have
\[
\sup_{x \in [0,1]} \int_{-1}^1 |\mu|^\beta \left| \frac{\partial}{\partial \mu} (S_\mu g)(x) \right| \, d\mu \leq 2 \beta^{-1} \sigma_{\min}^{-1} \|g\|_{\infty}. \tag{3.3}
\]

**Proof.** Consider \(\mu > 0\). By the product rule
\[
\frac{\partial}{\partial \mu} \left( \mu^{-1} \exp(\mu^{-1}\tau(x, y)) \right) = -\mu^{-2} \left( 1 + \mu^{-1}\tau(x, y) \right) \exp(\mu^{-1}\tau(x, y)) \tag{3.3},
\]
Using the definition of $S_{\mu}g$, \([5,2]\) and the substitution $x \mapsto t$ given by $t = \mu^{-1} \tau(x, y)$ for each $y$, we have

$$
- \frac{\partial}{\partial \mu} (S_{\mu}g)(x) = \mu^{-2} \int_{0}^{x} [1 + \mu^{-1} \tau(x, y)] \exp[\mu^{-1} \tau(x, y)] g(y) \, dy
= \mu^{-1} \int_{0}^{0} (1 + t) \exp(t) \sigma^{-1}(\tau_{x}^{-1}(\mu t)) \, g(\tau_{x}^{-1}(\mu t)) \, dt,
$$

where $\tau_{x}$ denotes the function $\tau_{x}(y) = \tau(x, y)$, with derivative $\tau'_{x}(y) = \sigma(y)$. Thus,

$$
\left| \frac{\partial}{\partial \mu} (S_{\mu}g)(x) \right| \leq \mu^{-1} \|g\|_{\infty} \int_{0}^{0} (1 + |t|) \exp(t) \sigma^{-1}(\tau_{x}^{-1}(\mu t)) \, dt,
$$

which is an integral with a positive integrand. Hence,

$$
\left| \frac{\partial}{\partial \mu} (S_{\mu}g)(x) \right| \leq \mu^{-1} \sigma_{\min}^{-1} \|g\|_{\infty} \int_{-\infty}^{0} (1 + |t|) \exp(t) \, dt = 2\mu^{-1} \sigma_{\min}^{-1} \|g\|_{\infty}.
$$

This implies that, for any $\beta > 0$ and any $x \in [0, 1]$,

$$
\int_{0}^{1} |\mu|^{\beta} \left| \frac{\partial}{\partial \mu} (S_{\mu}g)(x) \right| \, d\mu \leq 2 \int_{0}^{1} \mu^{-1+\beta} \sigma_{\min}^{-1} \|g\|_{\infty} \, d\mu = 2^{\beta} \mu^{-1} \sigma_{\min}^{-1} \|g\|_{\infty}.
$$

The estimate for the integral over $\mu \in [-1, 0)$ is analogous. \hfill \Box

The next few results will allow us to prove that

$$
\sigma_{S}, \sigma, f \in C^\eta_{pw}, \text{ for any } \eta \in (0, 1] \Rightarrow \phi \in C^\xi, \text{ for all } \xi \in (0, 1).
$$

This result uses the smoothing property of the operator $K$ obtained in Theorem \([3.7]\) below.

**Lemma 3.5.** On $L_{2}$, the operator $K\sigma_{S}$ is bounded and $(I - K\sigma_{S})$ is invertible with the bound

$$
\| (I - K\sigma_{S})^{-1} \|_{L_{2} \to L_{2}} \leq (\sigma_{\max}/\sigma_{\min})^{1/2} (1 - \|\sigma_{S}/\sigma\|_{\infty})^{-1}.
$$

Moreover, the scalar flux $\phi \in L_{2}$ and

$$
\| \phi \|_{2} \leq (\sigma_{\max}/\sigma_{\min})^{1/2} (\sigma_{S})_{\min}^{-1} (1 - \|\sigma_{S}/\sigma\|_{\infty})^{-1} \|f\|_{2}.
$$

**Proof.** These results follow from \([11]\). In particular \([3.3]\) follows from \([11]\) Theorem 1, while \([3.3]\) is \([11]\) Corollary 3. The results are given there for the transport equation in 3D space and 2D in angle, but as explained in \([11]\) Remark 2, the same results hold in the 1D space-angle problem considered here. \hfill \Box

Before we continue with our results on the operator $K$, we must prove the following preliminary results relating to its integrand $E_{1}$.

**Lemma 3.6.** For any $x \in (0, 1)$ let $\delta > 0$ be such that $x + \delta \in (0, 1]$. For $y \in [0, 1] \setminus [x, x + \delta]$,

$$
\left| E_{1}(|\tau(x + \delta, y)|) - E_{1}(|\tau(x, y)|) \right| \leq \delta \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) \min \left\{ \frac{1}{|y - (x + \delta)|}, 1 \right\}.
$$

**Proof.** Recall that $-E_{1}'(z) = \exp(-z)/z$ for $z \in \mathbb{R}^{+}$ \([1]\) eq.(5.1.26)]. Then, for $x \neq y$,

$$
\frac{d}{dx} E_{1}(|\tau(x, y)|) = -\frac{\exp(-|\tau(x, y)|)}{|\tau(x, y)|} \frac{d}{dx} |\tau(x, y)| = \sigma(x) \text{sgn}(y - x) \frac{\exp(-|\tau(x, y)|)}{|\tau(x, y)|}.
$$
Thus, there exists \( z \in (x, x + \delta) \) (which may depend on \( y \)) such that
\[
E_1(\|\tau(x + \delta, y)\|) - E_1(\|\tau(x, y)\|) = \delta \sigma(z) \text{sgn}(y - z) \frac{\exp(-|\tau(z, y)|)}{|\tau(z, y)|}.
\]
Now, if \( y > x + \delta \), we have \( |\tau(c, y)| = \int_{c}^{y} \sigma(z) \, dz \geq \sigma_{\text{min}}(y - x - \delta) > 0 \), and hence,
\[
\left| E_1(\|\tau(x + \delta, y)\|) - E_1(\|\tau(x, y)\|) \right| \leq \delta \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \frac{1}{y - x - \delta}.
\]
The result for \( y > x + \delta \) follows, and the result for \( y < x \) holds similarly.

In the next proof, we shall use the expansion \([1, \text{Eq. (5.1.11)}]\):
\[
E_1(z) = \log(z) - \text{Ein}(z) - \gamma,
\]
where
\[
\text{Ein}(z) := \int_{0}^{z} \frac{1}{t} (1 - \exp(-t)) \, dt,
\]
and \( \gamma \) is Euler’s constant. Elementary calculus shows that \( \text{Ein}(z) \leq z \), for all \( z > 0 \).

**Theorem 3.7.** The operator \( \mathcal{K} \) maps \( L_2 \) to \( L_{\infty} \) and \( L_{\infty} \) to \( C^\xi \), for all \( 0 < \xi < 1 \). Moreover, the following bounds hold:

(i) \( \|\mathcal{K}\|_{L_2 \to L_{\infty}} \leq \sqrt{\log(2)} \sigma_{\text{min}}^{-1/2} \);

(ii) \( \|\mathcal{K}\|_{L_{\infty} \to C^\xi} \leq c_\xi \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \),

where \( c_\xi \) may depend on \( \xi \) and where \( \overline{\sigma} \) and \( a \) are defined in Notation \([7.4]\).

**Proof.** Throughout the proof, \( c \) denotes a generic constant which may depend on \( \xi \). (i) Let \( g \in L_2 \) and \( x \in [0, 1] \). Using \([2.13]\) and the Cauchy-Schwarz inequality, we have
\[
2|\mathcal{K}g(x)| = \left| \int_{0}^{1} E_1(|\tau(x, y)|) g(y) \, dy \right| \leq \|g\|_2 \left( \int_{0}^{1} E_1^2(|\tau(x, y)|) \, dy \right)^{1/2}.
\]
Since \( E_1^2 \) is strictly positive and monotonically decreasing on \( \mathbb{R}^+ \), we have (recalling \([3.1]\))
\[
\int_{0}^{1} E_1^2(|\tau(x, y)|) \, dy \leq \int_{0}^{1} E_1^2(\sigma_{\text{min}} |x - y|) \, dy \leq 2 \int_{0}^{\max\{x, 1-x\}} E_1^2(\sigma_{\text{min}} r) \, dr \leq 2 \left( \int_{0}^{\infty} E_1^2(r) \, dr \right) \sigma_{\text{min}}^{-1} = 4 \log(2) \sigma_{\text{min}}^{-1},
\]
where we used \([1\, (5.1.33)]\). Combining this with \([3.7]\) gives estimate (i).

(ii) Similarly to part (i), for any \( g \in L_{\infty} \) and \( x \in [0, 1] \), we have
\[
2|\mathcal{K}g(x)| \leq \int_{0}^{1} E_1(|\tau(x, y)|) \, dy \|g\|_{\infty} \leq \left( \int_{0}^{1} E_1^2(|\tau(x, y)|) \, dy \right)^{1/2} \|g\|_{\infty},
\]
where we used the Cauchy-Schwarz inequality. Then, using the calculation in part (i),
\[
\|\mathcal{K}g\|_{\infty} \leq \sqrt{\log(2)} \sigma_{\text{min}}^{-1/2} \|g\|_{\infty}.
\]
To bound the Hölder-seminorm of $Kg$, let $\xi \in (0, 1)$ and, for any $0 \leq x < z \leq 1$, set $\delta = z - x$. Then, for any $\epsilon > 0$, we can write

$$
\sup_{0 \leq x < z \leq 1} \left| \frac{Kg(z) - Kg(x)}{|z - x|^\xi} \right| = \left\{ \begin{array}{ll}
\sup_{0 < \delta < 1 - x, x \in [0, 1]} \frac{|Kg(x + \delta) - Kg(x)|}{\delta^\xi} & \text{if } \epsilon > 0
\end{array} \right.
$$

\hspace{5cm}

(\text{The second term may be void.}) In what follows we set $\epsilon = (2\sigma_{\max})^{-1}$.

Consider the second term on the right hand side of (3.10). By the triangle inequality and (3.9) we obtain, uniformly in $x$,

$$
\frac{|Kg(x + \delta) - Kg(x)|}{\delta^\xi} \leq 2e^{-\xi\|Kg\|_\infty} \leq c\sigma_{\max}^{-1/2}\sigma_{\min} \|g\|_\infty \leq c\frac{\sigma_{\max}}{\sigma_{\min}^{1/2}} \|g\|_\infty.
$$

To estimate the first term on the right hand side of (3.10), let $\sigma_{\max} = (x - \delta, x + \delta)$. Define $I_\delta(x) := [0, 1]\setminus B_\delta(x)$ and $J_\delta(x) := B_\delta(x) \cap [0, 1]$. Then,

$$
2|Kg(x + \delta) - Kg(x)| = \left| \int_0^1 F(x, y, \delta)g(y) \ dy \right| \\
\leq \|g\|_\infty \left( \int_{I_\delta(x)} + \int_{J_\delta(x)} \right) |F(x, y, \delta)| \ dy,
$$

(3.12)

where $F(x, y, \delta) := E_1(|\tau(x + \delta, y)|) - E_1(|\tau(x, y)|)$. We write the integral over $I_\delta(x)$ in (3.12) as

$$
\int_{I_\delta(x)} |F(x, y, \delta)| \ dy = \left( \int_0^{x-\delta} + \int_{x+\delta}^1 \right) |F(x, y, \delta)| \ dy.
$$

(3.13)

Again, one of these integrals could be void. When $x \geq \delta$, we use Lemma 3.6 to bound, for all $\xi \in (0, 1)$, the first integral on the right of (3.13) by

$$
\int_0^{x-\delta} |F(x, y, \delta)| \ dy \leq \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) \delta \int_0^{x-\delta} (x - y)^{-1} \ dy \\
= (\sigma_{\max}/\sigma_{\min}) \delta (\log (1/\delta) + \log x) \\
\leq \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) \delta \log \left( \frac{1}{\delta} \right) \leq c\frac{\sigma_{\max}}{\sigma_{\min}} \delta^\xi.
$$

The second integral on the right of (3.13) has the same estimate. Hence,

$$
\int_{I_\delta(x)} |F(x, y, \delta)| \ dy \leq c\frac{\sigma_{\max}}{\sigma_{\min}} \delta^\xi.
$$

(3.14)

For the integral over $J_\delta(x)$ in (3.12), we use the triangle inequality to write

$$
\int_{J_\delta(x)} |F(x, y, \delta)| \ dy \leq \int_{J_\delta(x)} |E_1(|\tau(x + \delta, y)|)| \ dy + \int_{J_\delta(x)} |E_1(|\tau(x, y)|)| \ dy.
$$

(3.15)

Using the expansion (3.5) for $E_1(z)$, the second integral on the right hand side of (3.15) can be estimated by

$$
\int_{B_\delta(x)} |E_1(|\tau(x, y)|)| \ dy \leq \int_{B_\delta(x)} |\log(|\tau(x, y)|)| \ dy + \int_{B_\delta(x)} |Ein(|\tau(x, y)|)| \ dy + 2\gamma \delta.
$$

(3.16)
Thus, the first integral on the right of (3.16) can be bounded by integrating the right hand side of (3.15):

$$\int_{B_\delta(x)} |\log(|\tau(x,y)|)| \, dy \leq 2\sigma_{\max}^\delta \leq \delta,$$

where in the last step we used $\delta < \epsilon = (2\sigma_{\max})^{-1}$. For the first integral on the right hand side of (3.16), we use again (3.1) and the fact that $|\tau(x,y)| \leq \sigma_{\max} |x-y| < \epsilon \sigma_{\max} \leq 1/2$ to bound

$$|\log(\tau(x,y))| = -|\log(\tau(x,y))| \leq -\log (\sigma_{\min} |y-x|).$$

Thus, the first integral on the right of (3.16) can be bounded analogously. Thus, combining (3.17) over $B_\delta(x)$, which gives

$$\int_{B_\delta(x)} |\log(\tau(x,y))| \, dy \leq -2\delta \int_0^\delta \log (\sigma_{\min} r) \, dr \leq 2\delta (1 - \log (\sigma_{\min} \delta)) = 2\sigma_{\min}^\delta \delta \xi - (\sigma_{\min} \delta)^{1-\xi} \log(\sigma_{\min} \delta) \leq c \sigma_{\min}^{\xi-1} \delta \xi.$$

The last inequality follows since $\sigma_{\min} \delta \leq \sigma_{\max} \delta \leq 1/2$ and since $r^{1-\xi}(1 - \log(r))$ is bounded on $[0,1/2]$. Substituting (3.17) and (3.19) into (3.16), we finally obtain an estimate for the second integral on the right-hand side of (3.15):

$$\int_{B_\delta(x)} |E_1(|\tau(x,y)|)| \, dy \leq c \delta \xi \left( \sigma_{\min}^{\xi-1} + 1 \right).$$

The first integral on the right hand side of (3.15) can be bounded analogously. Thus, combining this with (3.12), (3.14) and (3.15), we have shown that, for $\delta \leq \epsilon$,

$$\frac{|Kg(x + \delta) - Kg(x)|}{\delta \xi} \leq c \sigma_{\max} \sigma_{\min} \|g\|_\infty,$$

uniformly in $x \in [0,1]$. Note that (3.21) also implies that $Kg \in C$ and (3.9) can also be interpreted as a bound on the uniform norm of $Kg$. Hence, combining (3.9), (3.11) and (3.21), we have

$$\|Kg\|_\xi = \|Kg\|_\infty + \sup_{x,z \in [0,1]} \frac{|Kg(z) - Kg(x)|}{|z-x|^\xi} \leq c \frac{\sigma_{\max}}{\sigma_{\min}} \|g\|_\infty.$$

\[\square\]

**Lemma 3.8.** The operator $(I - K\sigma_S)$ is invertible on $C$ with the bound

$$\| (I - K\sigma_S)^{-1} \|_{C \rightarrow C} \leq 2\sigma_{\max}^{1/2} \frac{\sigma_{\max}}{\sigma_{\min}} \left( 1 - \left\| \frac{\sigma_S}{\sigma} \right\|_\infty \right)^{-1} =: R_1(\sigma, \sigma_S).$$

Moreover, $(I - K\sigma_S)$ is also invertible on $C_{pw}$, with the same bound as above.

**Proof.** Let $g \in C$ and suppose that

$$(I - K\sigma_S) v = g,$$

or equivalently that

$$v = Kg + g.$$

This allows us to apply a bootstrapping argument. By Lemma 3.5 (i), we have $v \in L_2$ and

$$\|v\|_2 \leq \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right)^{1/2} \left( 1 - \left\| \frac{\sigma_S}{\sigma} \right\|_\infty \right)^{-1} \|g\|_2 \leq \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right)^{1/2} \left( 1 - \left\| \frac{\sigma_S}{\sigma} \right\|_\infty \right)^{-1} \|g\|_\infty.$$
Using \( (3.23) \) again, this time together with Theorem \( 3.7(i) \) we get \( v \in L_\infty \). Finally, using \( (3.23) \) with Theorem \( 3.7(ii) \) we conclude that \( v \in C \), and that (using \( (3.9) \)),
\[
\|v\|_\infty \leq \|K\sigma Sv\|_\infty + \|g\|_\infty \leq \sigma_{\min}^{-1/2}(\sigma_S)\max\|v\|_2 + \|g\|_\infty \leq \sigma_{\max}^{1/2}(\sigma_S)\min\|v\|_2 + \|g\|_\infty .
\] (3.25)
The bound in \( (3.22) \) follows on combining \( (3.24) \) and \( (3.25) \).

Now suppose \( g \in C_{pw} \). Then \( g \in L_2 \) and the argument above holds verbatim to show that 
then \( v \in C_{pw} \) and that the bounds in \( (3.24) \) and \( (3.25) \) hold again. \( \square \)

The final result of this section follows from Theorem \( 3.7 \) and Lemma \( 3.8 \).

**Corollary 3.9.** Let \( f \in C_{pw} \), and let \( \phi \) be the solution to \( (2.16) \). Then \( \phi \in C^1 \), for any \( \xi \in (0,1) \), and the following two bounds hold:
\[
\|\phi\|_\infty \leq c\sigma_{\min}^{-1/2}R_1(\sigma,\sigma_S)\|f\|_\infty \quad \text{and} \quad \|\phi\|_{\xi} \leq c_\xi R_2(\sigma,\sigma_S)\|f\|_\infty ,
\] (3.26)
where \( c_\xi \) may depend on \( \xi \), \( R_1(\sigma,\sigma_S) \) is defined in \( (3.22) \) and
\[
R_2(\sigma,\sigma_S) := \sigma_{\max}^{1/2}(\sigma_{\min}/\sigma_{\max})^{3/2}R_1(\sigma,\sigma_S) .
\] (3.27)
**Proof.** Recall \( (2.16) \), so we have \( (I - K\sigma S)\phi = Kf \). From the proof of Theorem \( 3.7(ii) \), \( Kf \in C^1 \) for any \( \xi \in (0,1) \) and \( \|Kf\|_\infty \leq \sigma_{\min}^{-1/2}\|f\|_\infty \). Then Lemma \( 3.8 \) implies that
\[
\|\phi\|_\infty \leq c\sigma_{\min}^{-1/2}R_1(\sigma,\sigma_S)\|f\|_\infty .
\]
To obtain the second bound, we use Theorem \( 3.7(ii) \) again to obtain
\[
\|\phi\|_{\xi} \leq \|K(\sigma_S\phi + f)\|_{\xi} \leq c(\sigma_{\max}/\sigma_{\min})((\sigma_S)\max\|\phi\|_\infty + \|f\|_\infty)
\]
and then combine this with the first bound in \( (3.26) \). (Again \( c \) may depend on \( \xi \).) \( \square \)

### 4 Deterministic Error Estimate

We now return to estimating the error \( \phi - \phi^{h,N} \) using \( (2.24) \). Introducing the operator
\[
K^Ng(x) := \frac{1}{2} \sum_{|k|=1}^{N} w_k(S_{\mu_k}g)(x) = \frac{1}{2} \int_{0}^{1} E_1^N(|\tau(x,y)|)g(y) \, dy ,
\] (4.1)
with \( E_1^N(z) := \sum_{k=1}^{N} w_k\mu_k^{-1}\exp(-\mu_k^{-1}z) \) denoting the \( N \)-point quadrature approximation of the exponential integral \( (2.14) \), we can write \( (2.24) \) as
\[
\phi - \phi^{h,N} = \left( I - K^{h,N}P^h\sigma_S \right)^{-1} \left( e^N + e^{h,N} \right) ,
\] (4.2)
where
\[
e^N := (K - K^N)(\sigma_S\phi + f) \quad \text{and} \quad e^{h,N} := \left[ \left( K^N - K^{h,N} \right) + K^{h,N} \left( I - \mathcal{P}^h \right) \right] (\sigma_S\phi + f) .
\] (4.3)
Finally, to obtain an error estimate we apply the supremum norm to \( (4.2) \), and by trivial manipulation write
\[
\|\phi - \phi^{h,N}\|_\infty \leq \left\| \left( I - K^{h,N}P^h\sigma_S \right)^{-1} \right\|_{C \rightarrow C} \left( \|e^N\|_\infty + \|e^{h,N}\|_\infty \right) .
\] (4.4)
The error analysis proceeds by showing that \( \|e^N\|_\infty \) and \( \|e^{h,N}\|_\infty \) both approach zero as \( h \rightarrow 0 \), \( N \rightarrow \infty \) in an appropriate way and by finding a bound on \( \left\| \left( I - K^{h,N}P^h\sigma_S \right)^{-1} \right\|_{C \rightarrow C} \). The first is done in Sections \( 4.1 \) and \( 4.2 \) while the second is done in Section \( 4.3 \).
4.1 Consistency under Angular Discretisation

Here we estimate \( e^N \) using the angular regularity (Lemma 3.4) and the following result from De Vore and Scott \([16]\) (see also \([36, \text{Prop. 3.2}]\)):

**Proposition 4.1.** Consider the \( N \)-point Gauss-Legendre rule on \([0, 1]\) and let \( m \) be a positive integer with \( m \leq 2N - 1 \). Then we have

\[
\left| \int_0^1 g(\mu) \, d\mu - \sum_{k=1}^N w_k g(\mu_k) \right| \leq cN^{-m} \int_0^1 |\mu(1-\mu)|^{m/2} |g^{(m)}(\mu)| \, d\mu ,
\]

whenever the integral on the right hand side exists.

**Notation 4.2.** In this paper the particular case of (2.5) where the \( N \)-point Gauss-Legendre rule is used on both \([-1, 0]\) and on \([0, 1]\), is called the double Gauss rule.

**Theorem 4.3.** Let \( \mathcal{K}^N \) be defined by (4.1) using the double Gauss rule. Then,

\[
\| \mathcal{K} - \mathcal{K}^N \|_{L_\infty \to C} \leq c\sigma_{\min}^{-1}N^{-1} .
\]  \hspace{1cm} (4.5)

**Proof.** Using (2.13), (4.1), the (anti-)symmetry properties of the double Gauss rule, then Proposition 4.1 (with \( m = 1 \)) and finally Lemma 3.4 (with \( \beta = 1/2 \)), we obtain for any \( g \in L_\infty ,
\]

\[
| (\mathcal{K} - \mathcal{K}^N) g(x) | = \frac{1}{2} \int_0^1 (S_\mu + S_{-\mu}) g(x) \, d\mu - \sum_{k=1}^N (w_k S_{\mu_k} + w_{-k} S_{-\mu_k}) g(x) \leq \frac{1}{2} \int_0^1 S_\mu g(x) \, d\mu - \sum_{k=1}^N w_k S_{\mu_k} g(x) + \frac{1}{2} \int_0^1 S_{-\mu} g(x) \, d\mu - \sum_{k=1}^N w_{-k} S_{-\mu_k} g(x) \leq cN^{-1} \int_{-1}^1 |\mu|^{1/2} \frac{\partial}{\partial \mu} (S_\mu g(x)) \, d\mu + \int_{-1}^1 (-\mu)^{1/2} \frac{\partial}{\partial \mu} (S_{-\mu} g(x)) \, d\mu \leq cN^{-1} \| g \|_{C}.
\]

Hence, \( (\mathcal{K} - \mathcal{K}^N) : L_\infty \to L_\infty \) satisfies the bound in (4.5). The extension to \( C \) holds because, by Lemma 3.3, \( S_\mu \) maps from \( L_\infty \) to \( C \).

**Corollary 4.4.** Under the conditions of Theorem 4.3, \( e^N \in C \), with the bound

\[
\| e^N \|_{C} \leq c\sigma_{\max}^{-1/2} \sigma_{\min}^{-1} R_1(\sigma, \sigma_S) N^{-1} \| f \|_{C} .
\]

**Proof.** By (4.3), Theorem 4.3 and Corollary 3.9, we obtain

\[
\| e^N \|_{C} \leq cN^{-1} \sigma_{\min}^{-1} (\sigma_{\max} \| \phi \|_{C} + \| f \|_{C}) \leq cN^{-1} \sigma_{\min}^{-1} (\sigma_{\max} \sigma_{\min}^{-1/2} R_1(\sigma, \sigma_S) + 1) \| f \|_{C} ,
\]

from which the estimate follows.

4.2 Consistency under Spatial Discretisation

From now on, for convenience we make the following quasi-uniformity assumption on the spatial mesh:

**Assumption 4.5.** For some constant \( \rho \geq 1 \), the local mesh diameters \( h_j := x_j - x_{j-1} \) satisfy

\[
\max_{j=1,...,M} h_j =: h \leq \rho \min_{j=1,...,M} h_j .
\]  \hspace{1cm} (4.6)
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We recall that when \( g \in C_{pw} \), we have \( \mathcal{P}^h g \in C_{pw} \) and the following elementary bounds:
\[
\| \mathcal{P}^h g \|_\infty \leq \| g \|_\infty \quad \text{and} \quad \| (I - \mathcal{P}^h) g \|_\infty \leq h \| g \|_{\xi, pw}, \quad \text{when} \ g \in C_{pw}^\xi, \ \text{with} \ \xi \in (0,1]. \quad (4.7)
\]

**Lemma 4.6.** Let \( \mu \in [-1,1]\setminus\{0\} \). For \( S^h_\mu \) defined by \( (2.17) \), \( S^h_\mu : L_\infty \rightarrow V^h \subset C \) and
\[
\| S^h_\mu \|_\infty \rightarrow V^h \leq 2 \rho \sigma_{\min}^{-1} \left( 1 + \sigma_{\max} \frac{h}{|\mu|} \right). \quad (4.8)
\]

**Proof.** Without loss of generality, assume \( \mu > 0 \), let \( g \in L_\infty \) and let \( u^h = S^h_\mu g \). Using the notation \( \alpha_j = h_j \sigma_{j-1/2}/(2\mu) \), by \( (2.17) \) the nodal values of \( u^h \) satisfy
\[
\mu (1 + \alpha_j) U_j = \mu (1 - \alpha_j) U_{j-1} + \int_{I_j} g, \quad j = 1, \ldots, M. \quad (4.9)
\]
Then, using the notation \( p_j = 1 - \alpha_j, \ q_j = 1 + \alpha_j \) and \( r_j = p_j/q_j, \ (4.9) \) becomes
\[
U_j = r_j U_{j-1} + \frac{1}{\mu q_j} \int_{I_j} g. \quad (4.10)
\]
To obtain a bound on \( |U_j| \) for all \( j \), suppose for the moment that there exist \( r, q \geq 0 \) such that
\[
(i) \ |r_j| \leq r < 1, \quad \text{and} \quad (ii) \ q_j \geq q \geq 1, \quad \text{for all} \ 1 \leq j \leq M. \quad (4.11)
\]
Then a simple inductive argument on \( (4.10) \) and using \( U_0 = 0 \), yields the estimates
\[
|U_j| \leq \left( \sum_{i=1}^{j} r^{j-i} \right) \frac{h}{\mu q} \| g \|_\infty, \quad \text{for each} \ j, \ \text{and} \ \| S^h_\mu \|_\infty \leq \frac{h}{\mu q(1-r)} \| g \|_\infty. \quad (4.12)
\]

Finding \( q \) in \( (4.11) \) is trivial, since \( q_j \geq q := \max \{ 1, \ \sigma_{\min} \frac{h}{2\mu} \} \geq 1 \). Some elementary but technical manipulations (details are in [35, §3.3.2]) show that \( (4.11) \) (i) is satisfied, with
\[
r = \begin{cases} 
1 + \frac{\sigma_{\min} h}{2\mu} & \text{if} \ h \leq 2\mu/\sigma_{\max}, \\
1 + \frac{2\mu}{\sigma_{\max} h}^{-1} & \text{if} \ h \geq 2\rho\mu/\sigma_{\min}, \\
1 - \frac{\sigma_{\min}}{\sigma_{\max}} / \left( 1 + \frac{\sigma_{\min}}{\sigma_{\max}} \right) & \text{otherwise}.
\end{cases} \quad (4.13)
\]
To finish the proof, we have to estimate \( h/(\mu q(1-r)) \) by the right-hand side of \( (4.8) \). To illustrate this, consider, for example, the case \( 2\mu/\sigma_{\max} \leq h \leq 2\rho\mu/\sigma_{\min} \). Then \( r \) is given by the third equation in \( (4.13) \) and
\[
\frac{1}{q(1-r)} \leq \frac{1}{2} \left( 1 + \rho \frac{\sigma_{\max}}{\sigma_{\min}} \right) = \frac{\rho}{\sigma_{\min}} \left( \sigma_{\min} \frac{h}{2\rho} + \frac{\sigma_{\max}}{2} \right) < \frac{\rho}{\sigma_{\min}} \left( \frac{\mu}{h} + \frac{\sigma_{\max}}{2} \right).
\]
Multiplying each side by \( h/\mu \) leads to the required estimate. The proof of \( (4.8) \) for the other values of \( r \) is similar. \qed

**Lemma 4.7.** For \( g \in L_\infty \), let \( u = S_g u, \ u^h = S^h_\mu g, \) and let \( \hat{u} \) denote the piecewise linear interpolant of \( u \) on the mesh \( (2.6) \). Then
\[
\| u^h - \hat{u} \|_\infty \leq \| S^h_\mu \|_\infty \rightarrow V^h \left( \sigma_{\max} \| u - \hat{u} \|_\infty + h^q \| \sigma \|_{\eta, pw} \| u \|_\infty \right). \]
Proof. Recall that by (Assumption 2.2), \( \sigma \in C_{pw}^0 \), with \( \eta \in (0, 1] \). Using (2.17) and (2.10),
\[
\int_{I_j} \frac{d}{dx} u^h + p^h \sigma \ u^h = \int_{I_j} g = \int_{I_j} \frac{d}{dx} u + \sigma u
\]
and so
\[
\int_{I_j} \frac{d}{dx} (u^h - \hat{u}) + p^h \sigma (u^h - \hat{u}) = \int_{I_j} \frac{d}{dx} (u - \hat{u}) + \sigma u - p^h \sigma \ u^h - \hat{u}
\]
(4.14)
\[
= \int_{I_j} (p^h \sigma (u - \hat{u}) + (\sigma - p^h \sigma) u)
\]
(4.15)
where the derivative term in (4.15) vanishes because \( u - \hat{u} \) vanishes at the mesh nodes. Hence,
\[
\|u^h - \hat{u}\|_\infty \leq \|S^h_\mu\|_{L_\infty \to V_h} [\|p^h \sigma\|_\infty \|u - \hat{u}\|_\infty + \|\sigma - p^h \sigma\|_\infty \|u\|_\infty]
\]
since by the definition of \( S^h_\mu \) in (2.17) we have \( u^h - \hat{u} = S^h_\mu [p^h \sigma (u - \hat{u}) + (\sigma - p^h \sigma) u] \). The result follows upon using (4.7).

Our main deterministic error estimate (Theorem 4.12) will contain an \( h \log N \) term. The next result is the first indication of this: the estimate in (4.16) blows up as \( |\mu| \to 0 \) for fixed \( h \).

**Lemma 4.8.** There is a constant \( c > 0 \), independent of all parameters, such that
\[
\|S_\mu - S^h_\mu\|_{L_\infty \to C} \leq c \rho \sigma_{\min}^{-2} \left( \sigma_{\max}^2 \frac{h}{|\mu|} + \|\sigma\|_{\eta,pw} h^\eta \right)
\]
(4.16)

Proof. For any \( g \in L_\infty \), let \( u = S_\mu g \), \( u^h = S^h_\mu g \), and define \( \hat{u} \) as in Lemma 4.7
\[
\|S_\mu - S^h_\mu g\|_\infty = \|u - \hat{u}\|_\infty \leq \|u - \hat{u}\|_\infty + \|u^h - \hat{u}\|_\infty
\]
\[
\leq (1 + \sigma_{\max} \|S^h_\mu\|_{L_\infty \to V_h}) \|u - \hat{u}\|_\infty + h^\eta \|S^h_\mu\|_{L_\infty \to V_h} \|\sigma\|_{\eta,pw} \|u\|_\infty
\]
(4.17)
where we used Lemma 4.7. Now, from Lemmas 3.2 and 3.3 we have
\[
\|u - \hat{u}\|_\infty \leq h \|u\|_\infty \leq 2 \frac{h}{|\mu|} \sigma_{\max} \|g\|_\infty \quad \text{and} \quad \|u\|_\infty \leq \sigma_{\min}^{-1} \|g\|_\infty
\]
(4.18)

First, consider the case \( \sigma_{\max} h / |\mu| \leq 1 \). Then Lemma 4.6 gives \( \|S^h_\mu\|_{L_\infty \to V_h} \leq 4 \rho \sigma_{\min}^{-1} \).

Combining this and (4.18) with (4.17) and applying some elementary manipulation yields (4.16).

If, on the other hand, \( \sigma_{\max} h / |\mu| > 1 \), then by the triangle inequality and Lemmas 3.2 and 4.6 we have
\[
\|S_\mu - S^h_\mu g\|_\infty \leq \|S_\mu g\|_\infty + \|S^h_\mu g\|_\infty \leq \sigma_{\min}^{-1} \|g\|_\infty + 2 \rho \sigma_{\min}^{-1} \left( 1 + \sigma_{\max} h / |\mu| \right) \|g\|_\infty
\]
(4.19)
which can also be bounded in the form (4.16) by using \( \rho \geq 1 \), \( \sigma_{\max} / |\mu| \geq 1 \) and \( \sigma_{\max} h / |\mu| > 1 \). \( \square \)

The next lemma obtains some estimates needed to bound \( e^{h_2 N} \).

**Lemma 4.9.** Let \( K^N \) and \( K^N \) be defined by (4.11) and (2.18) respectively, with \( \mu_k \) and \( w_k \) given by the double Gauss rule (Notation 4.2). Under Assumption 4.5, if \( N \geq 2 \), then
\[
\text{(i)} \quad \|K^N - K^N\|_{L_\infty \to C} \leq c \rho \sigma_{\min}^{-2} \left( \sigma_{\max}^2 h \log N + \|\sigma\|_{\eta,pw} h^\eta \right),
\]
\[
\text{(ii)} \quad \|K^N\|_{L_\infty \to C} \leq c \rho \sigma_{\min}^{-1} (1 + \sigma_{\max} h \log N).
\]
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The result is obtained by combining (4.22) and (4.23) and simplification.

where the last inequality follows because Lemma 3.1 gives the estimate from which the result follows analogously to (i).

these estimates into (4.20) yields the result (i). To obtain (ii), we proceed similarly:

So far we have shown that \( \| e - \mathcal{K} \| \) and \( \| e^{h,N} \| \) approach zero as \( h \log N \to 0 \) and \( N \to \infty \). See Corollary 4.4 and Theorem 4.10, respectively. To prove a final bound on (4.24) we need to show “stability”, i.e. that \( (I - \mathcal{K}^{h,N}p^h\sigma_S)^{-1} \) exists and is bounded in the \( \| \cdot \|_{C \to C} \) norm, independently of \( h \) and \( N \). To do this, a useful trick is to write

\[
(I - \mathcal{K}^{h,N}p^h\sigma_S)^{-1} = I + \mathcal{K}^{h,N}(I - p^h\sigma_S\mathcal{K}^{h,N})^{-1}p^h\sigma_S ,
\]

which holds when the inverses on each side exist. We obtain stability by proving that the inverse exists on the right-hand side and then estimating all the terms on the right-hand side.
Theorem 4.11. Under the assumptions of Lemma 4.9, there is a constant $K > 0$ such that, if $h$ and $N^{-1}$ are sufficiently small so that $h \log N \leq 1$ and 

$$(h^n + h \log N + N^{-1})^{-1} \geq K \left( \frac{\sigma_S}{\sigma_S} \right) \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right)^3 \| \sigma \|_2 \mathcal{R}_1(\sigma, \sigma_S) =: \mathcal{R}_3(\sigma, \sigma_S), \quad (4.25)$$

then $(I - K h^{-N} P h^{-S})^{-1}$ is bounded on $C$, with the bound

$$\| (I - K h^{-N} P h^{-S})^{-1} \|_{C \to C} \leq c \rho \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) \left( \frac{\sigma_S}{\sigma_S} \right) \mathcal{R}_1(\sigma, \sigma_S) =: \mathcal{R}_4(\sigma, \sigma_S), \quad (4.26)$$

where $\mathcal{R}_1(\sigma, \sigma_S)$ is defined in Lemma 3.8.

Proof. Introduce the family of operators $A^{h,N} := I - (I - \sigma_S K)^{-1} (I - P h^{-S} K h^{-N})$. Suppose that for some $h$ and $N$, we can ensure

$$\| A^{h,N} \|_{C_{\rho w} \to C_{\rho w}} \leq 1/2. \quad (4.27)$$

Then it follows from the Banach Lemma that

$$\| (I - P h^{-S} K h^{-N})^{-1} (I - \sigma_S K) \|_{C_{\rho w} \to C_{\rho w}} = \| (I - A^{h,N})^{-1} \|_{C_{\rho w} \to C_{\rho w}} \leq 2. \quad (4.28)$$

Therefore,

$$\| (I - P h^{-S} K h^{-N})^{-1} \|_{C_{\rho w} \to C_{\rho w}} = \| (I - P h^{-S} K h^{-N})^{-1} (I - \sigma_S K) (I - \sigma_S K)^{-1} \|_{C_{\rho w} \to C_{\rho w}} \leq 2 \| (I - \sigma_S K)^{-1} \|_{C_{\rho w} \to C_{\rho w}} \leq 2 \frac{\| \sigma_S \|_{\max}}{\| \sigma_S \|_{\min}} \mathcal{R}_1(\sigma, \sigma_S), \quad (4.29)$$

where we used the identity $(I - \sigma_S K)^{-1} = \sigma_S (I - K \sigma_S)^{-1} \sigma_S^{-1}$ and Lemma 3.8. Thus, on the assumption that (4.27) holds, we have (on combining (4.24) with Lemma 4.9 (ii), and (4.29), and recalling $h \log N \leq 1$),

$$\| (I - K h^{-N} P h^{-S})^{-1} \|_{C \to C} \leq 1 + \left[ c \rho \sigma^{-1} (1 + \sigma_{\max}) \left( \frac{\sigma_S}{\sigma_S} \right) \left( \frac{\sigma_{\max}}{\sigma_{\min}} \right) \mathcal{R}_1(\sigma, \sigma_S) \right] [(\sigma_S)_{\max}], \quad (4.30)$$

which yields (4.26).

It remains to find conditions which ensure (4.27). To do this, we write

$$\| A^{h,N} \|_{C_{\rho w} \to C_{\rho w}} = \| (I - \sigma_S K)^{-1} \left( (I - \sigma_S K) - (I - P h^{-S} K h^{-N}) \right) \|_{C_{\rho w} \to C_{\rho w}} \leq \| (I - \sigma_S K)^{-1} \|_{C_{\rho w} \to C_{\rho w}} \| P h^{-S} K h^{-N} - \sigma_S K \|_{C_{\rho w} \to C_{\rho w}} \leq \left( \frac{\sigma_S}{\sigma_S} \right) \| (I - K \sigma_S)^{-1} \|_{C_{\rho w} \to C_{\rho w}} \| \sigma_S K - P h^{-S} K h^{-N} \|_{C_{\rho w} \to C_{\rho w}} \leq \left( \frac{\sigma_S}{\sigma_S} \right) \mathcal{R}_1(\sigma, \sigma_S) \| \sigma_S K - P h^{-S} K h^{-N} \|_{C_{\rho w} \to C_{\rho w}},$$

where we again used Lemma 3.8. To estimate the right hand side of (4.31) we write

$$\| \sigma_S K - P h^{-S} K h^{-N} \|_{C_{\rho w} \to C_{\rho w}} \leq \| (I - P h^{-S}) \sigma_S K \|_{C_{\rho w} \to C_{\rho w}} + \| P h^{-S} \sigma_S \|_{C \to C_{\rho w}} \| K^{-N} - K h^{-N} \|_{C_{\rho w} \to C} =: T_1 + T_2.$$
We can bound $T_2$ using Theorem 4.3 and Lemma 4.9 to obtain
\[
T_2 \leq c \rho \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^3 \| \sigma \|_{\eta,\text{pw}} (h^0 + h \log N + N^{-1}).
\]
(The last inequality is an over-estimate, but we do this to reduce technicalities.) On the other hand, using (4.7) and Theorem 3.7, we have
\[
T_1 \leq c h^0 \| \sigma \|_{\eta,\text{pw}} \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}}.
\]
Combining the estimates for $T_1$ and $T_2$ we obtain
\[
\| A_{h,N} \|_{C_{\text{pw}} \rightarrow C_{\text{pw}}} \leq c \rho \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^3 \| \sigma \|_{\eta,\text{pw}} \mathcal{R}_1(\sigma, \sigma_S)(h^0 + h \log N + N^{-1})
\]
and the result follows on recalling (4.27).

We now have all the ingredients to prove the main result of this section.

**Theorem 4.12.** Let $\phi^{h,N}$ be as defined in §2.1. Under the assumptions of Lemma 4.9, provided that $h \log N \leq 1$ and that (4.25) holds, we have
\[
\| \phi - \phi^{h,N} \|_{\infty} \leq c \mathcal{R}(\sigma, \sigma_S) \left( N^{-1} + h \log N + h^0 \right) \| f \|_{\eta,\text{pw}},
\]
where
\[
\mathcal{R}(\sigma, \sigma_S) = \rho \mathcal{R}_4(\sigma, \sigma_S) \mathcal{R}_2(\sigma, \sigma_S) \left( \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right)^2 \| \sigma \|_{\eta,\text{pw}} \| \sigma_S \|_{\eta,\text{pw}}.
\]

**Proof.** We employ (4.4), combined with Theorem 4.11, Corollary 4.4 and Theorem 4.10 to obtain:
\[
\| \phi - \phi^{h,N} \|_{\infty} \leq c \rho \mathcal{R}_4(\sigma, \sigma_S) \left[ \frac{\sigma_{\text{max}}}{\sigma_{\text{min}}} \right]^{1/2} \mathcal{R}_1(\sigma, \sigma_S) N^{-1}
\]
\[
+ \frac{\| \sigma \|_{\eta,\text{pw}} \mathcal{R}_2(\sigma, \sigma_S)}{\sigma_{\text{min}}} \left( \sigma_{\text{max}}^2 h \log N + \| \sigma \|_{\eta,\text{pw}} h^0 \right) \| f \|_{\eta,\text{pw}}
\]
and the result follows after some algebra and recalling \mathcal{R}_1(\sigma, \sigma_S) \leq \mathcal{R}_2(\sigma, \sigma_S).

**Remark 4.13.** In [35] a numerical example is given, providing evidence that the estimate in Theorem 4.12 is sharp in terms of its dependence on the spatial smoothness parameter $\eta$.

## 5 Application in Uncertainty Quantification

In this section we allow the cross-sections to be random fields. Our main result is Theorem 5.6, which is a probabilistic counterpart of Theorem 4.12. The chief technical difficulty in obtaining this is the coefficient-dependent stability condition (4.25), which in the random case becomes a path-dependent condition, and so simply integrating (4.32) in probability space is not possible. Instead we prove Theorem 5.6 for an *a priori* chosen deterministic stepsize $h$. This means that for some realisations the mesh might need to be further refined in order to obtain stability. However in our cost estimate (Lemma 5.8) we show that the expected value of the cost is unaffected by these (relatively rare) events.
5.1 Random Input Data and Probabilistic Error Estimates

To describe the random case, we let \( \omega \in \Omega \) denote a random event from a sample space \( \Omega \), and let \( \mathbb{P} : \Omega \mapsto [0, 1] \) denote the associated probability measure. For any normed space \( (X, \| \cdot \|_X) \), we define the Bochner space \( L^p_{\mathbb{P}}(\Omega; X) := \{g : \Omega \mapsto X : \|g\|_{L^p_{\mathbb{P}}(\Omega; X)} := \int_\Omega \|g\|_X^p \, d\mathbb{P}(\omega) < \infty\} \).

**Assumption 5.1.** (Random Input Data) We assume \( \sigma_S = \sigma_S(\omega, \cdot) \), \( \sigma = \sigma(\omega, \cdot) \) and \( f = f(\omega, \cdot) \) are now random fields. We set \( \sigma_A(\omega, \cdot) = \sigma(\omega, \cdot) - \sigma_S(\omega, \cdot) \) and assume that \( \sigma_S, \sigma_A \) and hence \( \sigma \) are all positive-valued. Also, for an \textit{a priori} specified partition \([2, 4]\), and for some \( \eta \in (0, 1) \) we assume:

(a) \( \sigma, \sigma_S \in L^p_{\mathbb{P}}(\Omega; C_{pw}^\eta) \), for all \( p \in [1, \infty) \);
(b) \( (\sigma_S)_{\min}^{-1}, (\sigma_A)_{\min}^{-1} \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [1, \infty) \);
(c) \( f \in L^p_{\mathbb{P}}(\Omega; C_{pw}^\eta) \), for some \( p_\ast \in (1, \infty] \).

We note that (a) (b), combined with the positivitiy of the cross-sections imply that, for all \( p \in [1, \infty) \),

\[
(\sigma_S)_{\max}(\omega) \leq \sigma_{\max}(\omega) = \|\sigma(\omega, \cdot)\|_{\infty} \leq \|\sigma(\omega, \cdot)\|_{\eta,pw} \in L^p_{\mathbb{P}}(\Omega), \tag{5.1}
\]

and

\[
\sigma_{\min}^{-1} \leq (\sigma_S)_{\min}^{-1} \in L^p_{\mathbb{P}}(\Omega). \tag{5.2}
\]

**Example 5.2.** A class of suitable random fields that can be shown to satisfy Assumption 5.1(a), (b) is got by choosing \( \sigma_S(\omega, \cdot) = \exp(Z(\omega, \cdot)) \) where \( Z \) is a centered Gaussian random field with Matérn covariance function, and choosing \( \sigma_A(\omega, \cdot) = \sigma_A(\cdot) \) (a deterministic spatial function). Then, Assumption 5.1(a), (b) hold true with \( \eta < \nu \) and \( \nu \) is the Matérn smoothness parameter \([12]\). This example will be used in the numerical experiments in Section 5.3.

Note that with these assumptions, the quantity \( \mathcal{R}(\sigma, \sigma_S) \) appearing on the right-hand side of Theorem 4.12 is now a scalar-valued random variable. Our next result, Lemma 5.3 estimates the norm of this quantity in probability space.

**Lemma 5.3.** \( \mathcal{R}(\sigma, \sigma_S) \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [1, \infty) \).

**Proof.** Using equations (4.32), (4.26) and (3.27), we see that there exists an integer \( r > 0 \) such that the random variable \( \mathcal{R}(\sigma, \sigma_S) \) has a pathwise bound of the form

\[
\mathcal{R}(\sigma, \sigma_S) \leq c \left[ \mathcal{R}'(\sigma, \sigma_S) \right]^r \left[ 1 - \frac{\|\sigma_S\|_{\infty}}{\sigma} \right]^{-1} \quad \text{with} \quad \mathcal{R}'(\sigma, \sigma_S) := \frac{\sigma_{\max}}{\sigma_{\min}} \|\sigma\|_{\eta,pw} \|\sigma_S\|_{\eta,pw}. \tag{5.3}
\]

Each of the terms in \( \mathcal{R}'(\sigma, \sigma_S) \) can be shown to be in \( L^p_{\mathbb{P}}(\Omega) \) for all \( p \in [1, \infty) \). We justify this only for \( \sigma_{\max}/\sigma_{\min} \). The other terms are similar. Recall from Notation 3.1 if \( a \in L^p_{\mathbb{P}}(\Omega) \) is any scalar random variable, then \( a \in L^p_{\mathbb{P}}(\Omega) \). Also if \( a^{-1} \in L^p_{\mathbb{P}}(\Omega) \), then also \( (a^{-1})^{-1} = (a^{-1})^{-1} \in L^p_{\mathbb{P}}(\Omega) \).

Assumption 5.1 ensures that \( \sigma_{\max} \leq \|\sigma\|_{\eta,pw} \in L^p_{\mathbb{P}}(\Omega) \), and thus \( \sigma_{\max}^{-1} \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [1, \infty) \). Similarly, Assumption 5.1(b) ensures \( \sigma_{\min}^{-1} \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [1, \infty) \). Using the generalised Hölder inequality, it follows that \( \sigma_{\max}/\sigma_{\min} \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [1, \infty) \). Proceeding similarly for the other terms, it follows that \( \mathcal{R}'(\sigma, \sigma_S) \in L^p_{\mathbb{P}}(\Omega) \) for all \( p \in [1, \infty) \).

To finish the proof we show that \( (1 - \|\sigma_S/\sigma\|_{\infty})^{-1} \in L^p_{\mathbb{P}}(\Omega) \), for all \( p \in [0, \infty) \), from which the result follows. First note that

\[
0 < \frac{\sigma_S}{\sigma} = \frac{\sigma_S}{\sigma_S + \sigma_A} = 1 - \frac{\sigma_A}{\sigma_S + \sigma_A} \leq 1 - \frac{(\sigma_A)_{\min}}{(\sigma_S)_{\max} + (\sigma_A)_{\max}} < 1.
\]

Then it follows that

\[
(1 - \frac{\sigma_S}{\sigma})^{-1} \leq \left( 1 - \left( 1 - \frac{(\sigma_A)_{\min}}{(\sigma_S)_{\max} + (\sigma_A)_{\max}} \right) \right)^{-1} = \frac{(\sigma_S)_{\max} + (\sigma_A)_{\max}}{(\sigma_A)_{\min}}. \tag{5.4}
\]
Now, by the Assumption 5.1, \( \sigma_A = \sigma - \sigma_S \in L_p(\Omega, C_{p,pw}) \) and so \((\sigma_A)_{\max} \in L_p(\Omega)\), and so the numerator in (5.4) is \( L_p(\Omega) \) for all \( p \in [1, \infty) \). Assumption 5.1(b) allows us to estimate the denominator, and it follows that the second term in (5.3) is also in \( L_p(\Omega) \) for all \( p \in [1, \infty) \). The result follows again via the generalised Hölder inequality.

We now establish a probabilistic counterpart of Theorem 4.12. To simplify the presentation, we assume the following relationship of the angular and spatial discretization parameters.

**Assumption 5.4.** For each mesh diameter \( h \), we assume the number of angular quadrature points is \( 2N \), with

\[
N = N(h) = \lceil c_0 h^{-\eta} \rceil, \tag{5.5}
\]

for some constant \( c_0 > 0 \) independent of \( h \) and \( \omega \), where \( \eta \in (0, 1) \) is given in Assumption 5.1.

We assume also that \( c_0 \) is chosen large enough so that \( \log N(h) \geq 1 \).

As a result of this assumption it is easily seen that \( h \log N(h) \leq c h \log h^{-1} \), and hence

\[
h \leq N(h)^{-1} + h \log N(h) + h^{q} \leq c' h^{\eta}, \tag{5.6}
\]

for some (different) constant \( c' > 1 \) independent of \( h \) and \( \omega \).

Now recall the mesh-dependent stability condition (4.25) and note that Assumption 5.1 does not ensure that \( R_3(\sigma, \sigma_S) \in L_{\infty}(\Omega) \). Hence, for any fixed mesh size \( h > 0 \), it is impossible to guarantee that (4.25) is satisfied uniformly for all samples \( \omega \in \Omega \). To deal with this problem we have to consider sample-dependent mesh sizes.

**Definition 5.5.** Let \( h > 0 \) be a deterministically chosen mesh diameter. For each \( \omega \in \Omega \), let \( h_{\omega}^{\max} \) be the largest possible value of \( h \) such that the stability condition (4.25) is satisfied with \( \sigma_S = \sigma_S(\omega, x), \sigma = \sigma(\omega, x) \) and \( N = N(h_{\omega}^{\max}) \) and let

\[
h_{\omega} := \min\{h, h_{\omega}^{\max}\}. \tag{5.7}
\]

Solving the problem with mesh diameter \( h_{\omega} \) is guaranteed to be stable and to have an accuracy determined by \( h \). The resulting numerical solution (defined as in (2.1)) is denoted:

\[
\Phi^h(\omega, x) := \phi^{h_{\omega}, N(h_{\omega})}(\omega, x). \tag{5.8}
\]

In Theorem 5.6, we quantify the accuracy of \( \Phi^h \) as an approximation to \( \phi \) in terms of the deterministic mesh diameter \( h \). The question then arises: how significant is the set “\( \Omega_{\text{bad}} \)”, containing the samples \( \omega \) which have to be computed using a finer mesh (i.e. where \( h_{\omega}^{\max} < h \)). We shall see in Lemma 5.8 that this set is small and decreases as \( h \to 0 \) in such a way as to ensure that the expected cost is not affected by the path-dependent stability criterion.

**Theorem 5.6.** Under Assumptions 5.1 and 5.4, \( \Phi^h(\omega, \cdot) \) exists for all \( \omega \in \Omega \) and for any \( 1 \leq p < r < p_s \), there exists a positive constant \( C_{p,r} > 0 \) such that

\[
\| \phi - \Phi^h \|_{L_p(\Omega; L_{\infty})} \leq C_{p,r} \| f \|_{L_r(\Omega; C_{p,pw}^\eta)} h^{\eta}. \tag{5.9}
\]

**Proof.** Existence of \( \Phi^h \) follows from the definition of \( h_{\omega} \). Then, using Theorem 4.12 together with (5.6) and Hölder’s inequality, we obtain

\[
\| \phi - \Phi^h \|_{L_p(\Omega; L_{\infty})}^p = \mathbb{E} \left[ \| \phi - \phi^{h_{\omega}, N(h_{\omega})} \|_{L_{\infty}}^p \right] \leq c^p \mathbb{E} \left[ \| R(\sigma, \sigma_S)(\omega) \|_{p}^p \| f(\omega, \cdot) \|_{q,pw}^p \right]^p \leq c^p \left( \mathbb{E} \left[ \| R(\sigma, \sigma_S)(\omega) \|_q^q \right] \right)^{p/r} h_{\omega}^{p} q^{-r},
\]

where \( q^{-1} + r^{-1} = p^{-1} \), i.e., \( q = pr/(r-p) \). The result follows with \( C_{p,r} = c \| R(\sigma, \sigma_S) \|_{L_q(\Omega)} \).
Remark 5.7 (Uniform Random Input Data). If we strengthen Assumption 5.1 by requiring parts (a), (b) to hold for \( p = \infty \) (i.e. uniformly bounded random fields), then \( \mathcal{R}_3(\sigma, \sigma_S) \in L_\infty(\Omega) \). In this case there exists a deterministic \( h_{\text{max}} \) so that, when \( h \leq h_{\text{max}} \), stability condition (4.25) holds uniformly over all samples, and we can choose \( p = r = p_* \) in (5.9). If, in addition, \( p_* = \infty \) in Assumption 5.7(c), then \( \| \Phi^h \|_{L_\infty(\Omega; L_\infty)} = \mathcal{O}(h^{\gamma}) \). However, such a strengthening would rule out important cases: Assumption 5.1(a), (b) does not hold with \( p = \infty \) for the lognormal fields considered in 5.3.

For the general case of sample-dependent discretisations it is important to discuss the expected computational cost per sample. The following lemma shows that if the cost for computing each sample is of order \( h_{\omega}^{-\gamma} \) with a sample dependent constant of proportionality which is sufficiently well-behaved and \( h_{\omega} \) is given in (5.7) then the expected cost per sample is \( \mathcal{O}(h^{-\gamma}) \).

Essentially this shows that the samples which need over-refinement to achieve stability (i.e. \( h_{\omega}^{\text{max}} \ll h \) in (5.7)) are small in measure. In Example 5.10 below, we give examples of solvers for (2.7)-(2.8) to which the lemma can be applied.

Lemma 5.8. Let Assumptions 5.1 and 5.4 hold and let \( \Phi^h(\omega, \cdot) \) be defined in (5.8). Assume also that the cost \( \mathcal{C}(\Phi^h) \) to compute one sample of \( \Phi^h \) is bounded by

\[
\mathcal{C}(\Phi^h) \leq C'(\omega) h_{\omega}^{-\gamma},
\]

with \( C' \in L_p(\Omega) \), for some \( p > 1 \). Then \( \mathbb{E}[\mathcal{C}(\Phi^h)] \leq ch^{-\gamma} \). If \( C' \in L_p(\Omega) \), for some \( p > 2 \), then we also have \( \mathbb{V}[\mathcal{C}(\Phi^h)] \leq ch^{-2\gamma} \).

Proof. For any sample \( \omega, h_{\omega}^{\text{max}} \) is defined as the largest stepsize which satisfies (4.25). Hence inequality (4.25) must fail if we replace \( h_{\omega}^{\text{max}} \) by \( 2h_{\omega}^{\text{max}} \), i.e.

\[
\left((2h_{\omega}^{\text{max}})^\gamma + 2h_{\omega}^{\text{max}} \log N(2h_{\omega}^{\text{max}}) + N(2h_{\omega}^{\text{max}})^{-1}\right)^{-1} < \mathcal{R}_3(\sigma, \sigma_S)(\omega).
\]

Using (5.6), this ensures that \( (h_{\omega}^{\text{max}})^{-\eta} < 2^\eta c' \mathcal{R}_3(\sigma, \sigma_S) \). Then, using (5.10) and (5.7), we get

\[
\mathcal{C}(\Phi^h) \leq C'(\omega) h_{\omega}^{-\gamma} = \mathcal{C}'(\omega) \max\{h^{-\gamma}, (h_{\omega}^{\text{max}})^{-\gamma}\} \\
\leq C'(\omega) \left(h^{-\gamma} + 2^\gamma (c' \mathcal{R}_3(\sigma(\omega, \cdot), \sigma_S(\omega, \cdot)))^{\gamma/\eta}\right).
\]

Now, taking the expectation of (5.11) and applying Hölder’s inequality

\[
\mathbb{E}[\mathcal{C}(\Phi^h)] \leq \mathbb{E}[C'(\omega) h^{-\gamma} + c \mathbb{E}[C'(\omega) \mathcal{R}_3(\sigma(\omega, \cdot), \sigma_S(\omega, \cdot))^{\gamma/\eta}]] \\
\leq \mathbb{E}[C'(\omega) h^{-\gamma} + c \left(\mathbb{E}[C'(\omega)]^{1/p} + \mathbb{E}[\mathcal{R}_3(\sigma(\omega, \cdot), \sigma_S(\omega, \cdot))^{\gamma/\eta}]\right)^{1/q}],
\]

where \( 1 \leq q < \infty \) is such that \( p^{-1} + q^{-1} = 1 \) and \( c = 2^\gamma (c')^{\gamma/\eta} \). By a similar argument to that in Lemma 5.3 \( \mathcal{R}_3(\sigma, \sigma_S)^{\gamma/\eta} \in L_q(\Omega) \) and so the result follows, since \( h \leq 1 \).

The variance result follows in the same way upon noting that \( \mathbb{V}[\mathcal{C}(\Phi^h)] \leq \mathbb{E}[\mathcal{C}(\Phi^h)^2] \).

Remark 5.9. The second term on the right-hand side of (5.11) is the contribution to the expected cost from samples for which the deterministically chosen mesh size \( h \) is not stable, and for which further mesh refinement is necessary (at least in theory). Since \( h_{\omega}^{\text{max}} \) is chosen to be the largest allowable mesh diameter which is stable, we can bound it both above and below in terms of the \( L_p \) integrable function \( \mathcal{R}_3(\sigma, \sigma_S) \). Hence this second term remains bounded as \( h \to 0 \), giving the favourable complexity estimate proved in the lemma.

Example 5.10. In [26], two methods for computing the solution to (2.7)-(2.8) are presented. The corresponding system matrix is of dimension \( \mathcal{O}(N(h_{\omega})h_{\omega}^{-1}) = \mathcal{O}(h_{\omega}^{-\gamma}) \).
The first method is a direct solver where first \( \psi \) is eliminated from the coupled system \((2.7) - (2.8)\) and then LU factorisation is applied to the resulting Schur complement system. The cost for this method is of order \( h_{\omega}^{-2} (N(h_{\omega}) + h_{\omega}^{-1}) \) with a constant independent of \( \omega \) \[\text{[20]}\]. Using \((5.5)\) this implies that \((5.10)\) holds with \( C' \) independent of \( \omega \) and \( \gamma = 3 \).

The second method is a type of Richardson iteration known as source iteration. In that case, the cost is of order \( h_{\omega}^{-1} N(h_{\omega}) \) with a constant proportional to \(-\sqrt{\log(\frac{\|\sigma_S(\omega, \cdot)/\sigma(\omega, \cdot)\|_{\infty}}{\sigma(\omega, \cdot)})}\) \[\text{[10, 11, 26]}\]. Using again \((5.5)\), this implies that \((5.10)\) holds with \( C' \) independent of \( \omega \) and \( \gamma = 3 + \eta \).

\[\text{Proof.} \quad \text{For the direct solver, } C' \text{ is independent of } \omega, \text{ and hence trivially } C' \in L_{\infty}(\Omega). \]

In the case of the iterative solver, \( \|\sigma_S(\omega, \cdot)/\sigma(\omega, \cdot)\|_{\infty} \in (0, 1) \), for almost all \( \omega \in \Omega \), and since \(-\log(y) > 1 - y \) for all \( y \in (0, 1) \), we have

\[ C'(\omega) \leq -c \left[ \log \left( \frac{\|\sigma_S(\omega, \cdot)/\sigma(\omega, \cdot)\|_{\infty}}{\sigma(\omega, \cdot)} \right) \right]^{-1} < c \left( 1 - \frac{\|\sigma_S(\omega, \cdot)/\sigma(\omega, \cdot)\|_{\infty}}{\sigma(\omega, \cdot)} \right)^{-1}. \]

As we have seen in \((5.4)\), this implies that \( C' \in L_p(\Omega) \), for all \( p \in (0, \infty) \). The bounds on the expected values and on the variances follow from Lemma \(5.8\). \(\square\)

For solving the linear systems arising from the transport equation in this paper we use standard source iteration, and this corollary indicates the efficiency of this method for the problems considered here. More efficient and flexible solvers such as those in \[30\] could be used in more general situations.

### 5.2 Multilevel Monte Carlo Methods

In this subsection we will consider the application of MLMC techniques to compute functionals of the scalar flux \( \phi \). First we recall some general results on MLMC. Suppose \( Q = Q(\omega) \) is a random variable, whose expected value we wish to compute, and suppose \( Q_h(\omega) \) is an approximation of \( Q(\omega) \) which becomes more accurate as the spatial mesh size \( h \to 0 \). With \( \hat{Q}_h \) denoting an unbiased estimator for \( E[Q_h] \) (i.e. \( E[\hat{Q}_h] = E[Q_h] \)), the mean square error \( e(\hat{Q}_h) \) in approximating \( E[Q] \) with \( \hat{Q}_h \) is given by

\[ e(\hat{Q}_h)^2 := E \left[ (\hat{Q}_h - E[Q])^2 \right] = E[Q - Q_h]^2 + \text{Var}[\hat{Q}_h], \tag{5.12} \]

the first term being the square of the bias due to discretization, and the second being the sampling error \( \text{Var}[\hat{Q}_h] = E[(\hat{Q}_h - E[\hat{Q}_h])^2] \).

In order to compare various estimators \( \hat{Q}_h \), we define, for any \( \epsilon \in (0, 1) \), the \( \epsilon \)-cost \( C_\epsilon \) to be the number of (floating point) operations to achieve \( e(\hat{Q}_h)^2 \leq \epsilon^2 \), a sufficient condition for this being that each of the terms on the right-hand side of \((5.12)\) should be bounded by \( \epsilon^2/2 \).

The standard Monte Carlo (MC) estimator for \( E[Q] \) with \( N_{MC} \) samples is

\[ \hat{Q}_h^{MC} := \frac{1}{N_{MC}} \sum_{n=1}^{N_{MC}} Q_h(\omega(n)) \tag{5.13} \]
The sampling error is $\mathbb{V}[\hat{Q}_h^{MC}] = \mathbb{V}[Q_h]/N_{MC}$ and since $\mathbb{V}[Q_h]$ is bounded as $h \to 0$, bounding this by $\epsilon^2/2$ requires $N_{MC} \sim \epsilon^{-2}$.

To go further with the analysis one must make assumptions about the accuracy of the approximation $Q_h \approx Q$ and the cost $C(Q_h(\omega))$ of computing a single sample of $Q_h$. Following Ref. [3], we assume that there exist two constants $\alpha, \gamma > 0$ such that

\begin{align}
|\mathbb{E}[Q - Q_h]| &= O(h^\alpha), \\
|\mathbb{E}[C(Q_h)]| &= O(h^{-\gamma}).
\end{align}

(5.14) (5.15)

Then, to achieve an error of order $\epsilon$ in the “bias” (5.14), we need to take $h \sim \epsilon^{1/\alpha}$, leading, via (5.15), to a mean cost per sample of order $\epsilon^{-\gamma/\alpha}$. It follows immediately that there exists a constant $c_\mu > 0$ independent of $\epsilon$ such that the mean $\epsilon$-cost of the standard Monte Carlo estimator satisfies

$$\mathbb{E}[C(\hat{Q}_h^{MC})] = \mathbb{E} \left[ \sum_{n=1}^{N_{MC}} C(Q_h(\omega^{(n)})) \right] = N_{MC} \mathbb{E}[C(Q_h)] \leq c_\mu \epsilon^{-2-\frac{2}{\alpha}}.$$  

(5.16)

In fact, this result can be strengthened, as we now show.

**Theorem 5.12.** Let $\delta \in (0, 1)$. In addition to (5.14) and (5.15), we assume that

$$\mathbb{V}[C(Q_h)] = O(h^{-2\gamma}).$$

(5.17)

Then there exist constants $c_\mu$ and $c_\sigma$ such that, for any $\epsilon \leq \epsilon_{\text{max}} \leq 1$,

$$\mathbb{P} \left[ \mathbb{C}_\epsilon(\hat{Q}_h^{MC}) < (c_\mu + c_\sigma \epsilon_{\text{max}} \delta^{-1}) \epsilon^{-2-\frac{2}{\alpha}} \right] > 1 - \delta^2.$$

Proof. Let $X \in \mathbb{R}^+$ be any positive random variable with $\mathbb{E}[X] = \mu$ and $\mathbb{V}[X] = \sigma^2$. For any $\delta \in (0, 1)$, the Chebyshev Inequality implies that

$$1 - \delta^2 < \mathbb{P} \left[ |X - \mu| < \frac{\sigma}{\delta} \right] \leq \mathbb{P} \left[ X < \mu + \frac{\sigma}{\delta} \right].$$

(5.18)

Now, choosing $X = \mathbb{C}_\epsilon(\hat{Q}_h^{MC})$ and using the choices $N_{MC} \sim \epsilon^{-2}, h \sim \epsilon^{1/\alpha}$, an estimate for $\mu = \mathbb{E}[X]$ is given in (5.16). Moreover, using in addition, (5.17), we have

$$\sigma^2 = \mathbb{V}[X] = \mathbb{V} \left[ \mathbb{C}_\epsilon(\hat{Q}_h^{MC}) \right] = \mathbb{V} \left[ \sum_{n=1}^{N_{MC}} C(Q_h(\omega^{(n)})) \right] = N_{MC} \mathbb{V}[C(Q_h)] \leq \left( c_\sigma \epsilon^{-1-\frac{2}{\alpha}} \right)^2.$$

The result then follows by inserting these estimates in (5.18). □

Thus, the $\epsilon$-cost of a particular realisation of the standard Monte Carlo estimator $\hat{Q}_h^{MC}$ is $O(\epsilon^{-2-\frac{2}{\alpha}})$ with probability $1 - \delta^2$, for any $\delta \in (0, 1)$, i.e., arbitrarily close to 1 and not just in mean. In general, the asymptotic constant $c_\delta := c_\mu + c_\sigma \epsilon_{\text{max}} \delta^{-1}$ blows up, as $\delta \to 0$, but for $\epsilon_{\text{max}} = O(\delta)$, $c_\delta$ can be bounded independently of $\delta$.

To reduce the high cost of the MC method, the multilevel Monte Carlo (MLMC) method uses a hierarchy of discrete models of increasing cost and accuracy, corresponding to a sequence of decreasing discretisation parameters $h_0 > h_1 > ... > h_L$. By choosing $h_L = h \sim \epsilon^{1/\alpha}$ as above, the most accurate model on level $L$ is designed to provide full bias accuracy of $O(\epsilon)$. However, the samples on the coarser grids can be used as control variates. Writing

$$\mathbb{E}[Q_h] = \sum_{\ell=0}^{L} \mathbb{E}[Y_\ell], \quad \text{where} \quad Y_\ell := Q_{h_\ell} - Q_{h_{\ell-1}} \quad \text{and} \quad Q_{h_{-1}} := 0,$$

25
each of the expected values on the right hand side is then estimated separately. In particular, using a standard MC estimator with \( N_\ell \) samples for the \( \ell \)th term, we obtain the MLMC estimator

\[
\hat{Q}_h^{MLMC} := \sum_{\ell=0}^L \hat{Y}_\ell^{MC} = \sum_{\ell=0}^L \frac{1}{N_\ell} \sum_{n=1}^{N_\ell} Y_\ell(\omega(\ell,n)).
\]  

(5.19)

Here, the notation \( \{\omega(\ell,n)\}_{n=1}^{N_\ell} \) means that \( N_\ell \) i.i.d. samples are chosen on level \( \ell \), independently from the samples on the other levels.

Since \( Q_{h_\ell} \) and \( Q_{h_{\ell-1}} \) were both assumed to converge in mean to \( Q \) as \( h_{\ell-1} \to 0 \), it follows that \( E[Y_\ell] \to 0 \). To achieve a reduced cost for the MLMC estimator we need the additional assumption that there exists a \( \beta > 0 \) such that

\[
V[Y_\ell] = \mathcal{O}(h_\ell^\beta).
\]

(5.20)

For this reason, MLMC is often referred to as a variance reduction method. In Theorem 5.14 below, we shall give a simple sufficient condition for (5.20) to hold in our context.

The following theorem is a simple extension of [13, Thm. 1] to the random cost case (see also [19]). As in [13], we assume for simplicity that there exists a \( q \in (0, 1) \) such that

\[
h_\ell = q h_{\ell-1}, \quad \text{for all } \ell = 1, \ldots, L.
\]

**Theorem 5.13.** Assume that (5.14), (5.15), (5.20) hold with \( \alpha, \beta, \gamma > 0 \) and \( \alpha \geq \frac{1}{2} \min\{\beta, \gamma\} \). Then, for any \( \epsilon < \epsilon^{-1} \), there exist choices \( L \sim \log(\gamma^{-1}) \) and \( \{N_\ell\}_{\ell=0}^L \) such that \( \epsilon \hat{Q}_h^{MLMC} \leq \epsilon \)

\[
E[C(\hat{Q}_h^{MLMC})] \leq c_\mu \epsilon^{-2 - \max\{0, (\gamma - \beta)/\alpha\}}, \quad \text{for } \beta \neq \gamma,
\]

(5.21)

with \( c_\mu > 0 \) independent of \( \epsilon \). For \( \beta = \gamma \), we can achieve \( E[C(\hat{Q}_h^{MLMC})] \leq c_\mu \epsilon^{-2} (\log \epsilon)^2 \).

Let \( \delta \in (0, 1) \) and let us assume in addition that (5.17) holds. Then there exists a constant \( c_\sigma > 0 \) independent of \( \epsilon \) and \( \delta \) such that

\[
P(C(\hat{Q}_h^{MLMC}) \leq (c_\mu + c_\sigma \delta^{-1}) \epsilon^{-2 - \max\{0, (\gamma - \beta)/\alpha\}}] > 1 - \delta^2, \quad \text{for } \beta \neq \gamma,
\]

(5.22)

with \( c_\mu > 0 \) as above. For \( \beta = \gamma \), we have \( P(C(\hat{Q}_h^{MLMC}) \leq (c_\mu + c_\sigma \delta^{-1}) \epsilon^{-2} (\log \epsilon)^2) > 1 - \delta^2 \).

**Proof.** As in [19], the proof of (5.21) follows easily from [13, Appendix A]. Due to the independence of the samples \( \omega(\ell,n) \), there exists \( c_\mu' > 0 \) independent of \( \epsilon \) such that

\[
E[C(\hat{Q}_h^{MLMC})] = E \left[ \sum_{\ell=0}^L \sum_{n=1}^{N_\ell} C \left( Q_{h_\ell}(\omega(\ell,n)) \right) + C \left( Q_{h_{\ell-1}}(\omega(\ell,n)) \right) \right] \leq c_\mu' \sum_{\ell=0}^L N_\ell h_\ell^{-\gamma}, \quad (5.23)
\]

i.e., the same asymptotic bound as in the deterministic case, and the result follows as in [13] with identical choices for \( L \) and \( \{N_\ell\}_{\ell=0}^L \).

To prove (5.22), we exploit again the independence of the samples and show as in (5.23), with the same values for \( L \) and \( \{N_\ell\}_{\ell=0}^L \), that there exist \( c_\alpha, c_\gamma > 0 \) independent of \( \epsilon \) such that

\[
V[C(\hat{Q}_h^{MLMC})] \leq (c_\sigma)^2 \sum_{\ell=0}^L N_\ell h_\ell^{-2\gamma} \leq (c_\sigma)^2 \left\{ \begin{array}{ll}
\epsilon^{-2 - \max\{0, (2\gamma - \beta)/\alpha\}} & \text{for } \beta \neq 2\gamma, \\
\epsilon^{-2} (\log \epsilon)^2 & \text{for } \beta = 2\gamma.
\end{array} \right.
\]

(5.24)

The second estimate in (5.24) follows as in [13, Theorem 1] after replacing \( \gamma \) with \( 2\gamma \).
The result \((5.22)\) then follows as in the proof of Theorem \(5.12\) via Chebyshev’s Inequality. To see this, consider \((5.18)\) with \(X = C(\tilde{Q}_h^{\text{MLMC}})\) and assume first that \(\beta < \gamma\). Using the bounds on the expected value and variance of \(X\) in \((5.21)\) and \((5.24)\) we get

\[
\Pr \left[ C(\tilde{Q}_h^{\text{MLMC}}) \leq c_\delta \epsilon^{-2 - (\gamma - \beta)/\alpha} \right] > 1 - \delta^2
\]

with

\[
c_\delta := c_\mu + c_\sigma \epsilon^{1 - \frac{\beta}{2 \alpha}} \delta^{-1} \leq c_\mu + c_\sigma \delta^{-1},
\]

since \(\epsilon < e^{-1}\) and \(\alpha \geq \frac{1}{2}\beta\).

The cases \(\beta = \gamma\), \(\beta \in (\gamma, 2\gamma)\), and \(\beta > 2\gamma\) can all be shown similarly.

**Proof.**

Theorem \(5.13\) states that provided \((5.20)\) holds for some \(\beta > 0\), the MLMC always achieves a gain of \(O\left(e^{-\min(\beta, \gamma)/\alpha}\right)\) in the asymptotic cost over standard Monte Carlo, even in the case when the cost per sample is random and with probability arbitrarily close to 1. For sufficiently large \(\beta\), the cost of the MLMC method is \(O\left(e^{-2}\right)\), independent of \(\alpha\). This fact can be exploited to design unbiased multilevel estimators of \(\mathbb{E}[Q]\) with cost \(O\left(e^{-2}\right)\) \([39]\). On the other hand, if \(\gamma > \beta = 2\alpha\), the cost of the MLMC method is \(O\left(e^{-\gamma/\alpha}\right)\) which is optimal, in the sense that it is equivalent (up to a constant) to the cost of computing a single (standard) Monte Carlo sample to accuracy \(O(\epsilon)\).

**Application to Neutron Transport.** Suppose now that \(Q : C \to \mathbb{R}\) is a (linear or nonlinear) functional (operating with respect to the spatial variable \(x\)), and we are interested in computing the expected value of \(Q(\omega) := Q(\Phi(\omega, \cdot))\) where \(\Phi\) is the scalar flux satisfying \((2.1)\) and \((2.3)\). This will be approximated by \(Q_h(\omega) := Q(\Phi_h(\omega, \cdot))\), with \(\Phi_h\) as defined in Theorem \(5.6\).

Given the clear importance of the parameters \(\alpha, \beta, \gamma\), we would now like to estimate them theoretically. We have already estimated the parameter \(\gamma\) for two different solvers in Corollary \(5.11\) taking into account the sample-dependent mesh size. The following result gives estimates for \(\alpha\) and \(\beta\) under a quite general assumption on \(Q\).

**Theorem 5.14.** Make the same assumptions as in Theorem \(5.6\) but assume \(p_* > 2\) in Assumption \(5.7\). Let \(2 < p < p_*\) and let \(q = 2p/(p - 2)\). Suppose, in addition, \(Q\) satisfies the Lipschitz condition:

\[
|Q(\phi(\omega, \cdot)) - Q(\tilde{\phi}(\omega, \cdot))| \leq C'(\omega)\|\phi(\omega, \cdot) - \tilde{\phi}(\omega, \cdot)\|_{\infty}, \text{ for all } \phi, \tilde{\phi} \in L^p(\Omega, L^\infty),
\]

where \(C' \in L^q(\Omega)\). Then, \((5.14)\) and \((5.20)\) hold with

\[
\alpha = \eta, \text{ and } \beta = 2\eta.
\]

**Proof.** From the given hypothesis and Hölder’s inequality

\[
\mathbb{E}[|Q(\omega) - Q_h(\omega)|] = \mathbb{E}[|Q(\phi(\omega, \cdot)) - Q(\Phi_h(\omega, \cdot))|] \leq \|C'\|_{L^q(\Omega)} \|\phi - \Phi_h\|_{L^p(\Omega, L^\infty)},
\]

where \(q' = p/(p - 1) < q\) and \((5.14)\) with \(\alpha = \eta\) follows from Theorem \(5.6\).

Also, with \(Y_t = Q_{h_t} - Q_{h_{t-1}}\), we have

\[
\forall [Y_t] \leq \mathbb{E}[Y_t^2] \leq 2 \left( \mathbb{E}\left[|Q - Q_{h_t}|^2\right] + \mathbb{E}\left[|Q - Q_{h_{t-1}}|^2\right] \right).
\]

Arguing as before,

\[
\mathbb{E}\left[|Q(\omega) - Q_{h_t}(\omega)|^2\right] = \mathbb{E}\left[|Q(\phi(\omega, \cdot)) - Q(\Phi_{h_t}(\omega, \cdot))|^2\right] \leq \|C'\|^2_{L^q(\Omega)} \|\phi - \Phi_{h_t}\|^2_{L^p(\Omega, L^\infty)},
\]

where we used Hölder’s inequality with conjugate indices \(p/2\) and \(q/2\). Then \((5.20)\) follows with \(\beta = 2\eta\). \(\square\)
Example 5.15. Consider the $q$th moment of the spatial average of $\phi$ (over $[0, 1]$):

$$Q(\omega) = \|\phi\|_q^q := \left( \int_0^1 |\phi(\omega, x)| \, dx \right)^q,$$

for some integer $q \geq 1$. 

This satisfies the assumptions of Theorem 5.14. The details are given in [35].

Corollary 5.16. Suppose the assumptions of Theorem 5.14 hold and system (2.7)-(2.8) is solved with Method 2 in Example 5.10. Then, the $\epsilon$-costs of the Monte Carlo method and of the multilevel Monte Carlo method satisfy, respectively,

$$E[C(\hat{Q}_h^{\text{MC}})] = \mathcal{O}(\epsilon^{-4-\chi}) \quad \text{and} \quad E[C(\hat{Q}_h^{\text{MLMC}})] = \mathcal{O}(\epsilon^{-2-\chi}),$$

where $\chi := \frac{1 - \eta}{\eta} > 0$.

This corollary shows that indeed in theory, for the neutron transport problem, a theoretical gain in the asymptotic computational cost of up to two orders of magnitude in $\epsilon^{-1}$ is possible on average. In fact, since we have also established a bound on the variance of the cost of Methods 1 and 2 in Corollary 5.11, we could even deduce such a result with probability arbitrarily close to 1 from Theorems 5.12 and 5.13. However, in the numerical section we will see that this theoretical result is overly optimistic, since in particular the bound on $\alpha$ in Theorem 5.14 is not sharp. Nevertheless, we do observe gains of (at least) one order of magnitude.

Similar results can also be shown for other functionals of $\phi$ that are bounded in $L^p(\Omega, L_\infty)$.

5.3 Numerical Results

In this section, we give some numerical experiments for the case when $f(x) = e$, for all $x \in (0, 1)$, and when $\sigma = \sigma_S + \sigma_A$ with fixed absorption cross-section $\sigma_A = \exp(0.5)$ and scattering cross-section $\sigma_S$ chosen to be a lognormal random field with Matérn covariance, i.e., $\log \sigma_S$ is a centred Gaussian random field, with covariance function:

$$C_\nu(x, y) = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( 2\nu \sqrt{|x - y|} / \lambda_C \right) ^\nu K_\nu \left( 2\nu \sqrt{|x - y|} / \lambda_C \right).$$

Here, $\Gamma$ is the gamma function, $K_\nu$ is the modified Bessel function of the second kind, $\lambda_C$ is the correlation length and $\sigma^2$ is the variance. By increasing the positive parameter $\nu$ we can increase the smoothness of realizations (see, e.g., [25]).

To sample from $\sigma_S$ we use the Karhunen-Loève (KL) expansion of $\log \sigma_S$, i.e.,

$$\log \sigma_S(x, \omega) = \sum_{i=1}^\infty \sqrt{\xi_i} \eta_i(x) Z_i(\omega),$$

where $Z_i \sim \mathcal{N}(0, 1)$ i.i.d., and $\xi_i$ and $\eta_i$ are the eigenvalues and the $L_2(0, 1)$-orthogonal eigenfunctions of the integral operator induced by the kernel (5.26). In practice, the KL expansion needs to be truncated after a finite number of terms, and the accuracy of the truncated expansion depends on the rate of decay of the eigenvalues – this rate gets faster as $\nu$ increases – see, e.g., [34, 24].

We will give experiments for the cases $\nu = 0.5$ (when the $\xi_i$ and $\eta_i$ are known analytically [34]), and $\nu = 1.5$ (where $\xi_i$ and $\eta_i$ are computed using the Nyström method - see, for example, [18]). When $\nu = 0.5$, it is known that Assumption 5.1 holds with $\eta < 0.5$. When $\nu = 1.5$ then realizations of $\sigma_S$ have Hölder continuous first derivative, and hence Assumption 5.1 holds for all $\eta < 1$ – see, e.g., [12, 25]. In our experiments we set $\lambda_C = 1$ and $\sigma^2 = 1$.

We discretise using the method described in [21, 34, 18]. Following (5.5), we set the angular discretisation level at $N = 2\lfloor 2h^{-1/2} \rfloor$ when $\nu = 0.5$ and $N = (2h)^{-1}$ when $\nu = 1.5$. We truncate
the KL expansion after $225[h^{-1/2}]$ terms when $\nu = 0.5$ and after $8[h^{-1}]$ terms when $\nu = 1.5$, which ensures in both cases that the truncation error is negligible compared to the discretisation error.

We compute two measurements of error in the mean,

\[ E[\|\phi - \phi^{h,N(h)}\|_\infty] \quad \text{and} \quad E[|Q - Q_h|] \]  \hspace{1cm} (5.28)

(where $Q$ is defined in (5.25) and we take $q = 1$). To compute these, we estimate $\phi$ by a reference solution with $h^{-1} = 512$, $N = 256$, and we choose $3600/2048$ KL modes for the cases $\nu = 0.5$ and $\nu = 1.5$, respectively. The expectations in (5.28) are estimated using a standard Monte Carlo estimator (cf. (5.13)) with $32768$ samples. Note that when computing $\phi^{h,N(h)}(\omega, \cdot)$ we ignore the theoretical path dependent stability criterion (4.25), which led to the construction (5.7), and simply compute solutions with mesh parameters $h$ and $N(h)$ for each sample.

Numerical computations of (5.28) are presented in Figure 1. For $E[\|\phi - \phi^{h,N(h)}\|_\infty]$ we observe $O(h)$ convergence, for both $\nu = 0.5, 1.5$, even though when $\nu = 0.5$ we are only able to prove convergence of order $O(h^\eta)$ with $\eta < 0.5$. We also observe smaller errors and a faster convergence rate (close to $O(h^2)$) for the error in the functional $E[|Q - Q_h|]$. Our final set of results concern the $\epsilon$-cost of the standard (MC) and multilevel (MLMC) Monte Carlo methods for computing $E[Q]$ where $Q(\omega) = Q(\phi(\omega, \cdot))$ and $Q$ is given by (5.25) with $q = 1$. We use Method 2 of Example 5.10 as the linear system solver for each realisation. Then Corollary 5.16 gives theoretical projections for the $\epsilon$-costs for each of these methods in terms of $\eta$. The relevant values of $\eta$ are $\eta < 0.5$ when $\nu = 0.5$ and $\eta < 1$ when $\nu = 1.5$, in which case $\chi > 1$ (for $\nu = 0.5$) and $\chi > 0$ (for $\nu = 1.5$). Hence the theoretical $\epsilon$-costs given by Corollary 5.11 are

\[ O(\epsilon^{-s}) \]  \hspace{1cm} (5.29)

with $s$ as given in the column “s, theory” in Table 1. To compare these to the observed $\epsilon$-costs, we give in the column “s, observed” the corresponding observed rates of growth of $\epsilon$-cost when estimating $E[Q]$, using the data which went into the construction of Figure 2.

The graphs in Figure 2 depict the growth in $\epsilon$-cost for each of the methods and each $\nu$ in the case when $h = 1/512$ and $N = N(h)$ and show the superiority of the multilevel method. We observe from Table 1 and Figure 2 that for both values of $\nu$, the MLMC method gives us excellent gains over the MC method in practice, of at least one order of magnitude. The discrepancy between the theory and numerics here arises because, for the two specific cases considered, the observed value of $\alpha$ in (5.14) is somewhat higher than the theoretically predicted value of $\alpha = \eta$ (with $\eta < 0.5$ when $\nu = 0.5$ and $\eta < 1$ when $\nu = 1.5$).
Figure 2: Cost (in seconds) plotted against $\epsilon$ for the error (computed with respect to a reference solution) for standard and multilevel Monte Carlo. (Left) $\nu = 1.5$ and (Right) $\nu = 0.5$.

| $\nu$ | Method | $s$, theory | $s$, observed |
|-------|--------|-------------|---------------|
| 0.5   | MC     | $> 5$       | 3.4           |
| 0.5   | MLMC   | $> 3$       | 2.4           |
| 1.5   | MC     | $> 4$       | 3.3           |
| 1.5   | MLMC   | $> 2$       | 2.1           |

Table 1: Summary of computational $\epsilon$-cost rates with $s$ as in (5.29).

6 Conclusion

We have given a novel error analysis for the discretised heterogeneous transport equation, demonstrating how the error depends on the heterogeneity. Although this is done for the 1d space and 1d angle case (slab geometry) and a classical discrete ordinates discretisation, the analysis could be extended to higher dimensional cases, although with considerably more technicalities. This analysis is based on a careful analytical treatment of a certain underlying integral equation. We then applied this analysis to the case when the cross-sections are given by a random fields and presented error estimates in suitable Bochner norms for both the scalar flux and for functionals of it. We assumed the input data could be piecewise continuous Hölder fields with low regularity. We outlined the Monte Carlo and multilevel Monte Carlo methods for quantifying the propagation of uncertainty in this model problem. Using our probabilistic error estimates we then rigorously proved estimates for the cost of these methods. These predict the superiority of the multilevel methods, even in the case of very rough input data. Finally we presented numerical results to support the theory. Further numerical investigation of uncertainty quantification for the transport equation, including some 2d in space and 1d in angle model problems is given in the PhD thesis [35].
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