Correlations between Optical Properties and Voronoi-Cell Area of Quantum Dots
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A semiconductor quantum dot (QD) can generate highly indistinguishable single-photons at a high rate. For application in quantum communication and integration in hybrid systems, control of the QD optical properties is essential. Understanding the connection between the optical properties of a QD and the growth process is therefore important. Here, we show for GaAs QDs, grown by infilling droplet-etched nano-holes, that the emission wavelength, the neutral-to-charged exciton splitting, and the diamagnetic shift are strongly correlated with the capture zone-area, an important concept from nucleation theory. We show that the capture-zone model applies to the growth of this system even in the limit of a low QD-density in which atoms diffuse over µm-distances. The strong correlations between the various QD parameters facilitate preselection of QDs for applications with specific requirements on the QD properties; they also suggest that a spectrally narrowed QD distribution will result if QD growth on a regular lattice can be achieved.

Semiconductor quantum dots (QDs) are excellent as a bright source of highly indistinguishable single photons1,13 and entangled photon pair14,15. A QD can host a single spin17,20 which, however, has a too short coherence time for applications in quantum communication21,23. A hybrid-system of a QD and an atomic quantum memory is more promising in that respect25,26. To connect a QD to an atomic memory based on rubidium, the QD should emit photons matched both in emission energy and bandwidth to the memory27. The emission energy can be matched by using GaAs QDs embedded in AlGaAs28,29; bandwidth matching can be achieved by using a Raman-scheme30,31,32.

The growth of QDs has been intensively studied employing scanning probe microscopy33,34. Aiming at entangled photon-pair generation, a connection between such an analysis and the optical properties35,36 has focused mostly on the fine-structure splitting of the QD-emission19,20. To tailor all the optical QD-properties, it is important to understand how they are connected to the QD-growth16.

In this Letter, we establish a strong correlation between the optical properties of GaAs QDs, such as emission energy and diamagnetic shift, and a basic concept from nucleation theory, the capture-zone31,34,35. This correlation is not obvious since the applicability of the capture zone model depends on conditions such as sudden nucleation30 and spatially uniform diffusion37. Both are not necessarily fulfilled. The correlations that we find here are absent for InGaAs QDs38 and locally very weak for SiGe QDs39,40. The system we investigate consists of GaAs QDs grown by infilling of Al-droplet-etched nano-holes in an AlGaAs surface41,42.

We apply the capture-zone model to the first phase of this process, the formation and growth of Al-droplets. The capture-zone model implies a correlation between Al-droplet volume (island size41,42) and capture-zone area. We show experimentally that this results in a strong correlation between the capture zone area and the optical QD-properties.

We use spatially-resolved photoluminescence imaging to determine simultaneously the position and the optical properties of individual QDs. We investigate samples of low QD-density where a QD is small relative to the distances between QDs (point-island model35). The capture zone of each QD is determined as its Voronoi-cell (VC)31,34,35. From the distribution of the VC-areas, we estimate a critical nucleus size of the Al-droplets (supplemental material). We find a strong negative correlation between the VC-area, $A_{VC}$, of a QD and its emission energy, in turn, a strong positive correlation between $A_{VC}$ and the diamagnetic shift of the emission. These results can be well explained with the capture-zone model describing the aggregation dynamics of the Al-droplets. Correlations are measured for QDs of particularly low density, $n_{QD} < 1 \mu m^{-2}$, implying a diffusion length on the $\mu m$-scale during the growth phase of Al-droplets46. This is a striking result: The optical properties of a QD, which are directly related to its structure on an nm-scale, are strongly correlated with its surroundings on a $\mu m$-scale.

Sample growth – The samples are grown by molecular-beam epitaxy (MBE) on a (001)-substrate. We investigate two different samples (denoted here as A and B) that are grown in two different MBE-chambers. QDs are grown by GaAs-infilling of Al-droplet-etched nano-holes. A schematic depiction of the growth is shown in Fig. 1. First, aluminum is deposited on an AlGaAs-surface in the...
absence of an As-flux. The growth parameters are: 0.5 ML on Al_{0.4}Ga_{0.6}As, T = 600°C, flux F = 0.5 ML/s for sample A; and 0.16 ML on Al_{0.33}Ga_{0.67}As, T = 630°C, flux F = 0.18 ML/s for sample B. For both samples, the layer thicknesses correspond to an equivalent amount of AlAs. The Al-atoms nucleate (Volmer-Weber model) in the form of liquid nano-droplets on the sample surface (see Fig. 1(a)).

Underneath an Al-droplet the substrate material is unstable leading to a nano-etching process (Fig. 1(b)). Under a low As-flux, the etching proceeds until the whole Al-droplet is consumed and the material is recrystallized in the surrounding region. Another 2 nm of GaAs are grown on top, filling up the nano-holes via diffusion during a 2-minute annealing step (Fig. 1(c)). Overgrown with AlGaAs, the filled nano-holes become optically active QDs (Fig. 1(d)).

**Experiment** – Optical measurements are performed in a helium bath-cryostat. Photoluminescence (PL) is measured under above-band excitation (λ = 633 nm). An aspheric objective lens (NA = 0.68) collects the PL. The PL of the QD-ensemble is centered at wavelength 787.4 nm for sample A, 798.0 nm for sample B (values referring to the neutral exciton, X^0), with ensemble standard-deviations 3.4 nm and 1.4 nm, respectively. A typical spectrum of a single QD is shown in Fig. 2(a). The neutral exciton has the highest emission energy (28) the positively charged exciton is redshifted by an average 2 meV (sample B: 2.1 meV). Additional exciton complexes appear at even lower energy but are not the focus of our analysis.

Spatially resolved micro-PL is performed by scanning the sample with a low-temperature piezoelectric xy-scanner (attocube ANSxy100/hr). A spatially resolved PL-measurement is shown in Fig. 1(e). QDs can be identified as bright regions on this PL-map. The lateral positions of the QDs are obtained by fitting two-dimensional Gaussians. A slight non-linearity of the piezo-scanner is corrected by using the widths of the fitted Gaussians as a reference (supplemental material). We determine the capture zone around a QD by its Voronoi-cell (VC) – the area that is closer to this particular QD than to any other one. A Voronoi-diagram together with the corresponding QD-positions is shown in Fig. 1(e). We find an average VC-area of (A_{VC}) = 3.04 ± 0.08 µm^2 (sample A) and (A_{VC}) = 0.87 ± 0.44 µm^2 (sample B), corresponding to a quantum dot density of n_{QD} = 0.329 ± 0.009 µm^{-2} and n_{QD} = 0.146 ± 0.009 µm^{-2}, respectively.

Shown in Fig. 1(f) is the emission energy of the neutral exciton, E_{X^0}, for many QDs as a function of the WC-area, A_{VC}. The plot is obtained by combining three independent PL-maps from sample A. We find a strong negative (Pearson) correlation coefficient of ρ = −0.812 (sample B: ρ = −0.809) between emission energy and A_{VC} (ρ = ±1 maximum correlation; ρ = 0 no correlation).

We explain this correlation by applying the capture-zone model to the growth phase of the Al-droplets (Fig. 1(a)). An Al-atom, impinging at a random position on the sample, moves on the surface via diffusion and is most likely to attach to the closest Al-droplet. In the capture-zone model, the growth rate of an Al-droplet is thus assumed to be proportional to the VC-area. If all Al-droplets form at about the same time (sudden nucleation), it leads to a correlation between Al-droplet volume and VC-area. For an Al-droplet with a small VC-area, much material nucleates at its nearest neighbors reducing its own accumulation rate. In turn, an Al-droplet with a larger VC-area accumulates more atoms and the droplet-volume V_d becomes larger. For a larger Al-droplet, the nano-hole etched underneath it becomes deeper. The QD subsequently formed from this nano-hole has a weaker confinement in the growth direction lowering its emission energy.

We obtain a quantitative relation between A_{VC} and the emission energy by the following considerations. In the capture-zone model, the volume of each Al-droplet is proportional to A_{VC}. We assume that all Al-droplets have a similar aspect ratio. Then the droplet-height H_d is connected to the droplet-volume V_d and to the VC-area by H_d ∝ V_{d}^{1/3} ∝ A_{VC}^{1/3}. For the relation between QD-height H (nano-hole depth, respectively) and the droplet-height H_d we assume a phenomenological relation H ∝ H_d^β. Since H is much smaller than the lateral extent of a QD, it is this parameter which mainly determines the emission energy of the QD. In the case of a hard-wall confinement and without considering Coulomb interaction terms, the emission energy of a QD is given by the bandgap plus electron and hole confinement energy: E = E_0 + \hbar^2 \alpha / 8 \mu H^2, where E_0 = 1.519 eV is the bandgap of the QD-material (GaAs) and μ = \left(1 / m_{c}^* + 1 / m_{v}^*\right)^{-1} the reduced electron-hole effective mass (m_{c}^* = 0.067m_e, m_{v}^* = 0.51m_e). Including the d = 2 nm thick quantum well above the QDs leads to E = E_0 + \hbar^2 / 8 \mu (H + d)^2. Using the above relations one obtains an equation connecting A_{VC} and the emission energy E of the QD:

\[ E = E_0 + \frac{\hbar^2}{8 \mu} \cdot \left(\alpha \cdot A_{VC}^{\beta/3} + d\right)^{-2} \]  

A fit of Eq. 1 to the data is shown in Fig. 1(f). With the fit parameters \alpha = 1.268 \cdot 10^{-32} m^3/\hbar^2 and \beta = 0.556, we find a very good agreement with the data. The average height of a QD resulting from this fit is \bar{H} = 8.7 nm which agrees well with AFM-measurements (supplemental material). A direct correlation between the measured emission energy E_{X^0} and the term on the right-hand side of Eq. 1 shows an even higher correlation of ρ = 0.879 (supplemental material) than that between emission energy and A_{VC}. This strong correlation supports our model for the connection between QC-properties and capture zone.

We consider further QC-properties and their connection to the VC-area, A_{VC}: the diamagnetic shift of the QC-emission; and the splitting between neutral and positively-charged exciton, E_{X^0} − E_{X^+}. Both of these
FIG. 1. (a) Schematic of the growth process of the quantum dots (QDs). In a first step, aluminum is deposited on an epitaxially grown AlGaAs surface. The aluminum atoms nucleate in the form of liquid nano-droplets. An atom is most likely to attach to the closest Al-droplet. This is the Al-droplet into whose capture zone (red area) the atom falls. (b) Underneath the Al-droplet, the substrate material is unstable and nano-hole etching takes place upon exposure to an arsenic flux. (c) After formation of nano-holes, GaAs is deposited. Diffusion leads to an infilling of the droplet-etched nano-holes with GaAs. (d) Finally, the sample is capped with AlGaAs. The GaAs within the nano-hole is now embedded in higher bandgap AlGaAs and forms a QD. (e) Spatially resolved photoluminescence (PL) on a $24 \times 24 \, \mu m^2$-large region of sample A. Positions of individual QDs are obtained by Gaussian fitting (black dots). The red lines are the Voronoi-cells (VCs) corresponding to the QD-positions. (f) Relation between the VC-area ($A_{VC}$) and the emission energy of the neutral exciton, $X^0$. The light-blue ellipse is a guide to the eye indicating the correlation in a linear approximation (correlation coefficient $\rho = -0.812$). The red line is a fit of Eq. 1.

QD-properties are connected mainly to the lateral rather than the vertical confinement of the QD.

We measure the energy of the PL-emission ($X^0$) as a function of a magnetic field applied in the growth direction (inset to Fig. 2(a)). The magnetic field splits the emission lines by the Zeeman energy and leads to a diamagnetic shift. For every QD we fit the relation

$$E(B) = E(B = 0) + \gamma B^2 \pm \frac{1}{2} g \mu_B B,$$

where $g$ is the exciton $g$-factor and $\mu_B$ the Bohr magneton. We approximate the diamagnetic shift with a parabola with prefactor $\gamma$. The fine structure splitting of the studied QDs is negligibly small in this con-
FIG. 2. (a) An exemplary PL-spectrum of a QD. The emission line at the highest energy is the neutral exciton ($X^0$). At lower energy, emission of a singly-charged exciton ($X^+$) and a broad emission from further excitons appear. The inset shows the $X^0$ emission energy as a function of the magnetic field. A diamagnetic shift and a Zeeman splitting are observed. The following sub-figures refer to emission from $X^0$ on sample A. (b) Diamagnetic shift as a function of $A_{VC} (\rho = 0.805)$. The light blue ellipse has the same slope as a linear fit to the data points; its widths indicate a 1.5$\sigma$-interval parallel and perpendicular to the slope. (c) Diamagnetic shift as a function of the emission energy of the neutral exciton. These parameters are negatively correlated (correlation coefficient $\rho = -0.922$). (d) A weak correlation between the exciton $g$-factor and the Voronoi-cell area, $A_{VC}$. (e) Splitting between neutral and positively-charged excitons ($E_{X^0} - E_{X^+}$) as a function of $A_{VC} (\rho = -0.819)$. (f) $E_{X^0} - E_{X^+}$ as a function of $X^0$ emission energy ($\rho = 0.942$).

For the diamagnetic shift, a probe of the lateral area of the exciton, we find values in the range $\gamma = 15-20 \text{ } \mu\text{eV}/T^2$, in good agreement with Ref. 66. The dependence of $\gamma$ on the VC-area ($A_{VC}$) is shown in Fig. 2(b). We find a correlation of $\rho = 0.805$ between $A_{VC}$ and $\gamma$ which reveals a connection between the capture-zone area and the lateral size of a QD. An Al-droplet with a larger VC-area has a larger lateral extent leading to a QD with a weaker lateral confinement potential. This finding is also fully compatible with the capture-zone model. For the direct dependence between the emission energy, $E_{X^0}$, and the diamagnetic shift, $\gamma$, we find an approximately linear relation (Fig. 2(c)) associated with a correlation of $\rho = -0.922$. This connection between vertical and lateral confinement is consistent with a reported correlation between emission energy and $s$-to-$p$-shell–splitting.\textsuperscript{62}

A plot of the exciton $g$-factor versus $A_{VC}$ is shown in Fig. 2(d). The $g$-factor shows a slight dependence on $A_{VC}$ with $\rho = -0.562$. For these QDs, the electron $g$-factor is very small such that the exciton $g$-factor is determined largely by the hole $g$-factor. The hole states are predominantly heavy hole in character. However, even a small admixture of light-hole states reduces the $g$-factor from the heavy hole limit by a large amount.\textsuperscript{67,68} This light-hole admixture is size-dependent which can explain the dependence of the $g$-factor on $A_{VC}$. However, the $g$-factor is more weakly correlated with $A_{VC}$ than the emission energy. We speculate that the hole $g$-factor is sensitive to the shape and not just the volume of the QD leading to a weaker correlation with $A_{VC}$.

Shown in Fig. 2(e) is the splitting between neutral and positively-charged exciton ($E_{X^0} - E_{X^+}$) as a function of $A_{VC}$. Using single-particle wavefunctions, $E_{X^0} - E_{X^+}$ can be associated with the term $E_{eh} - E_{hh}$, where $E_{eh}$, $E_{hh}$ are the direct Coulomb integrals between two holes, and an electron and a hole, respectively.\textsuperscript{69,70} Both terms decrease with increasing lateral size of the QD and hence with increasing size of the VC-area, $A_{VC}$. Experimentally, we observe a monotonic relation between $A_{VC}$ and $E_{X^0} - E_{X^+}$ with a negative correlation ($\rho = -0.819$).
the direct relation between $E_{X^0} - E_{X^+}$ and the emission energy $E_{X^0}$, we find a linear dependence corresponding to a pronounced correlation of $\rho = 0.94^{21}$ (see Fig. 2(f)). This dependence also indicates a connection between the lateral and vertical confinements.

**Conclusions** – We show how the optical properties of QDs grown by GaAs-infilling of Al-droplet-etched nano-holes are connected to the capture-zone model, a concept from nucleation theory. The QD-positions and the optical QD-properties are obtained simultaneously by spatially resolved photoluminescence. The capture zone of QDs is determined by the Voronoi-diagram of the QD-positions. We find a strong negative correlation between the VC-area and the emission energy of QDs. This result can be explained with the capture-zone model applied to the growth-phase of the Al-droplets. A relation between VC-area and further optical properties (diamagnetic shift and neutral-to-charged exciton splitting) shows that not only the vertical but also the lateral QD-size is correlated with the area of the capture zone. We measure these correlations on samples with low QD-densities ($n_{QD} < 1 \, \text{µm}^{-2}$). Properties of a QD on a µm-scale, which determine its optical emission, are therefore connected to its surroundings on a µm-scale. This result might be transferable to other nanostructures when strong material diffusion is present during the growth. The correlations between different QD-parameters facilitate preselection of QDs for applications which place stringent requirements on the QD-properties. The correlation between emission energy and capture-zone area has a powerful implication: If all capture-zone areas are identical – e.g. by forcing the nucleation of the Al-droplets on a lattice – then a spectrally narrow wavelength distribution of the QD-ensemble can potentially be engineered. This idea has been successfully applied to stacked QD-layers and QDs in pyramidal nanostructures. For the system investigated here, Fig. 1(d) indicates that the QD-ensemble would narrow by a factor of two if all Voronoi-cell areas were in a range of $3 - 4 \, \text{µm}^2$.
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II. SUPPLEMENTAL MATERIAL

A. Frequency Distribution of the Voronoi Cell Areas

![Graph showing frequency distribution](image)

FIG. S1. Frequency distribution, $f_{VC}$, of the normalized Voronoi-cell area, $A_{VC}/\langle A_{VC} \rangle \equiv x$. For better visibility, the normalized Voronoi-cell areas are divided in finite intervals. The red line is a fit of Eq. S1 obtained by likelihood optimization.

The frequency distribution of the VC-areas gives further information about the Al-droplet formation. The probability density distribution, $f_{VC}$, of the normalized Voronoi cell areas, $A_{VC}/\langle A_{VC} \rangle \equiv x$, is often modeled by a generalized Wigner distribution:

$$f_{VC}(x | \eta) = a_\eta \cdot x^3 \cdot \exp \left( -b_\eta x^2 \right). \quad (S1)$$

In our notation, $f(x | \eta)$ corresponds to a probability density distribution for $x$ under the condition $\eta$. The parameters $b_\eta$ and $a_\eta$ are defined by the constraint that $f_{VC}$ is a normalized probability density distribution with a mean of 1. Explicit expressions for $b_\eta$, $a_\eta$ are given in Refs. S1 and S2. The parameter $\eta$ can be connected to the critical nucleus size, $i$, via $\eta \approx 3 + 2i$.\cite{S2, S3, S4}

We fit Eq. S1 to the distribution of normalized VC-areas via likelihood optimization, without making approximations such as Poissonian or Gaussian error estimation.\cite{S5} Let $\{A_{VC}^{(i)}\}_{i \in \{1..N\}}$ be the set of the areas corresponding to the $N$ different Voronoi cells. We define $\{x^{(i)}\}_{i \in \{1..N\}}$ as the set of all normalized Voronoi cell areas, $x^{(i)} = A_{VC}^{(i)}/\langle A_{VC} \rangle$. Eq. S1 assigns a probability density to each value $x^{(i)}$. We assume that every value $x^{(i)}$ corresponds to an independent random variable, $X^{(i)}$. Then, under the condition of a fixed value for $\eta$, the probability density of measuring a set of normalized Voronoi cells, $\{x^{(i)}\}_{i \in \{1..N\}}$, is given by:

$$P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right) = \prod_{i=1}^{N} f_{VC}(x^{(i)} | \eta). \quad (S2)$$

This likelihood distribution, $P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right)$, is maximum for $\eta = \eta_{opt} = 3.66$. The mean of the likelihood distribution is $\mu_m = 3.68$. The difference between mean and maximum of the likelihood distribution is small because the distribution is close-to symmetric and only slightly biased. The found value of the parameter $\eta$ corresponds to a critical nucleus size of $i \approx 2$.

The likelihood distribution, $P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right)$, has a standard deviation of $\sigma_\eta = 0.33$ when varying $\eta$ for a fixed measurement, $\{x^{(i)}\}_{i \in \{1..N\}}$. Bayes’ theorem connects the probability density for measuring $\{x^{(i)}\}_{i \in \{1..N\}}$ under the condition of a fixed parameter $\eta$ to the probability density for $\eta$ under the condition of a measurement, $\{x^{(i)}\}_{i \in \{1..N\}}$:

$$P\left(\eta | \{x^{(i)}\}_{i \in \{1..N\}}\right) = \frac{P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right) \cdot P\left(\eta\right)}{P\left(\{x^{(i)}\}_{i \in \{1..N\}}\right)}. \quad (S3)$$

The distribution $P\left(\{x^{(i)}\}_{i \in \{1..N\}}\right)$ does not depend on $\eta$. Furthermore, we assume a uniform prior distribution, $P\left(\eta\right)$. In this case, both probability density distributions $P\left(\eta | \{x^{(i)}\}_{i \in \{1..N\}}\right)$ and $P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right)$ are equal up to a prefactor which does not depend on $\eta$. Therefore, the width of both distributions is identical. The error on the parameter $\eta$ is given by $\sigma_\eta = 0.33$, the standard deviation calculated for the likelihood distribution, $P\left(\{x^{(i)}\}_{i \in \{1..N\}} | \eta\right)$.

Shown in Fig. S1 is the distribution of the relative frequency, $f_{VC}$, of the normalized VC-area, $A_{VC}/\langle A_{VC} \rangle \equiv x$. In this figure, the normalized Voronoi cell areas, $\{x^{(i)}\}_{i \in \{1..N\}}$, are divided in finite intervals. The solid red line is the fit ($\eta = \eta_{opt} = 3.66$) of Eq. S1 to the data, $\{x^{(i)}\}_{i \in \{1..N\}}$.
B. Correction of the Non-Linearity of the Piezo-Scanners

The determination of Voronoi-cell sizes is based on measuring the PL as a function of the position. Such a PL-map is carried out by scanning the sample position with piezoelectric xy-scanners. The scanners have a hysteresis which, however, does not affect our measurements as we perform all measurements while scanning in the forward direction. Besides, the piezo-scanner position depends non-linearly on the applied voltage. This non-linearity could potentially be corrected by calibrating the piezo-scanners with a well-defined reference-structure. Here, we use a different approach: The emission spot of a QD appears differently in size depending on the absolute position of the scanner. The QD spot size is a direct measure of the non-linear dependence between the applied piezo-voltage and the position. The lateral size of a QD itself (< 40 nm) is negligible in comparison to the spot size. We can, therefore, use the widths of the QD spots as a reference to compensate for the distortion of the PL-map. The corresponding procedure is explained in the caption of Fig. S2. The distortion correction works well due to the large number of QDs on each PL-map. A comparison of a PL-map with and without distortion correction is shown in Fig. S2 (c, d).

FIG. S2. Correction of the distortion due to the non-linearity of the piezo-scanners. The QD-position is set by the voltages $V_x/y$ applied to the piezo-scanners. The distortion correction is carried out independently for the (a) x- and (b) y-directions (x-direction in the following explanation). Initially, the spot size $\sigma_x$ is measured for every QD in units of the voltage applied to the piezo-scanner. It is obtained by fitting a 2D Gaussian to the PL-intensity which is spectrally filtered to select individual QDs. For a larger derivative $\frac{d \sigma_x}{d V_x}$, the spot size appears smaller than for a smaller value of $\frac{d \sigma_x}{d V_x}$. The spot size $\sigma_x$ is therefore inversely proportional to the derivative $\frac{d \sigma_x}{d V_x}$. The red curves in (a), (b) are fits to a phenomenological parabolic dependence between applied piezo-voltage $V_x$ and $1/\sigma_x$: $\frac{d \sigma_x}{d V_x} = \tilde{c}/\sigma_x = \tilde{c}(a_0 + a_1 V_x + a_2 V_x^2)$. We use the fit results to map $V_x$ to the position $x(V_x) = \tilde{c} \int_0^{V_x} (a_0 + a_1 V_x + a_2 V_x^2) dV$. The prefactor $\tilde{c}$ is obtained by the constraint that the highest voltage corresponds to the full scan range. (c) PL-intensity as a function of the xy-position. The PL is integrated over the full QD-ensemble. The PL-map is shown without the distortion correction assuming that position and applied piezo-voltage are related linearly. Due to the described non-linearity of the piezo-scanners, the QD-spots at low voltages appear slightly larger in comparison to the QD-spots at high voltages – the PL-map is distorted. (d) The same PL-map with a distortion correction using the above method. The QD-spot sizes are homogeneous indicating a successful correction of the distortion.
C. AFM-Measurement

We perform an AFM-measurement on a reference sample for which the growth is stopped after etching of the nano-holes. An AFM-image of a $5 \times 5 \mu m^2$ large region is shown in Fig. S3. The measurement suggests that nano-holes with other nano-holes in their proximity are shallower in comparison to more separated ones. This finding is consistent with the capture zone model and the results obtained by spatially resolved photoluminescence. The size of the AFM-image does not allow for a quantitative analysis comparable to which is done based on the spatially resolved PL-measurements.

![AFM Image](image_url)

**FIG. S3.** (a) An atomic force microscopy (AFM) image on a sample similar to sample A. The growth is stopped after etching the nano-holes. The size of the AFM-scan is $5 \times 5 \mu m^2$ with 512 x 512 pixels. The AFM-image indicates that the more separated nano-holes (with a larger VC-area) are deeper than those with a close-by neighbor. This finding is in good agreement with the results shown in the main text. A zoom-in of two nano-holes is shown in (b, c) to illustrate this observation. The first nano-hole has several close-by neighbors and is shallow. In contrast, the second nano-hole is more isolated and is particularly deep. The image size and resolution are too low to allow for a quantitative statistical analysis comparable to the main text. Note that an AFM-image comparable in size to the presented PL-measurements, simultaneously imaging individual nano-holes with $\sim 2$ nm resolution, would have to be $\sim 10^4 \times 10^4$ pixels large – a very time-consuming measurement.
D. Emission Energy vs. Voronoi Cell Area

FIG. S4. Emission energy ($X^0$) as a function of Voronoi-cell area ($A_{VC}$). The red line is a fit to Eq. 1 of the main text for QDs on sample A (blue points). Inset: emission energy of QDs on sample A as a function of the expression on the right-hand side of Eq. 1 of the main text. The relation between both quantities is more linear (correlation coefficient $|\rho| = 0.879$) than the direct relation of emission energy and $A_{VC}$ ($|\rho| = 0.812$) which supports Eq. 1 of the main text. QDs on sample B (black data points) are red-shifted compared to QDs on sample A.

Shown in Fig. S4 is the dependence between the emission energy and the Voronoi cell (VC) area, $A_{VC}$, for the two different samples (A, B). For both samples, we observe that the emission energy decreases with increasing Voronoi-cell area, $A_{VC}$.

Eq. 1 of the main text suggests that the relation between $A_{VC}$ and emission energy is non-linear. In Fig. S4, we plot the emission energy as a function of the expression on the right-hand side of Eq. 1. The correlation of this dependence is higher ($|\rho| = 0.879$) than the correlation between emission energy and $A_{VC}$ ($|\rho| = 0.812$). This result suggests that Eq. 1 of the main text is a better description of the data than a linear approximation.