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Fractional calculus is widely used in biology, control systems, and engineering, so it has been highly valued by scientists. Fractional differential equations are considered an important mathematical model that is widely used in science and technology to describe physical phenomena more accurately in terms of time memory and spatial interactions. The study of exact solutions of fractional differential equations helps to understand these complex physical phenomena and dynamic processes. The results show that the method is simple and clear. In addition, with the help of MAPL, we provide some 3D maps with accurate solutions.

1. Introduction

The mathematical models of many problems in life can eventually be transformed into solving integer differential equations. The development of integer integral is relatively complete from both theoretical analysis and numerical solution [1]. Fractional calculus is widely used in biology, control system, and engineering, so it has been highly valued by scientists [2]. Fractional derivatives, mainly including Caputo derivative, Riemann–Liouville derivative, and Hadamard derivative, are determined by singular integral and calculated by more complex methods [3]. The properties of conformal fractional derivative are studied. It is found that it has many properties of classical integral. Some of them were selected using MAPL and their 3D images are shown. Furthermore, we observe that this simple and easy method is an effective method for solving the fractional co-movable differential equation.

Through extensive literature search, we found that fractional-order differential equations in Banach space have received a lot of attention from many scholars, especially the review of finite dimensional fractional-order differential equations and their contained edge value problems by famous foreign scholars [6], which has guided the direction for the in-depth study. Liu et al. [7] discussed the following conformable fractional-order differential equation side value problems:

\[
\begin{aligned}
T_\alpha y(t) + f(t, y(t)) &= 0, \\
y(0) = 0, y(1) = \int_0^1 y(t) dt.
\end{aligned}
\]

(1)
$T_a$ is a continuous function of “conformable fractional-order derivatives”, $1 < a < 2 < f: \mathbb{R}^n \to \mathbb{R}^n$.

\[
\begin{align*}
T_a u(t) &= f(t, u(t)), \\
u(0) &= \int_0^T g(s, u(s))ds, u(T) = \int_0^T h(s, u(s))ds.
\end{align*}
\]

The existence of the solution is unique. $T_a$ is the “conformable fractional-order derivative,” a continuous function of $1 < a < 2 < f, g, h: \mathbb{R}^n \to \mathbb{R}^n$.[4, 5].

**2. Related Work**

Nonlinear differential equations are widely used in the modeling of complex nonlinear physical phenomena in many fields, such as electronic networks, meteorology, signal processing, and engineering science [8]. Due to the complexity of practical physical problems, when the order of derivatives in nonlinear partial differential equations is extended from integers to fractions [9], the nonlinear fractional-order partial differential equations are derived, which can more accurately characterize materials and nonlinear physical processes with time-memory properties and genetic properties [10].

To address these issues, the paper presents in detail the definition of the conformable fractional-order calculus, the integral, and the linearity properties under this definition, Rolle’s theorem, and the mean value theorem [11]. A series of computational properties on the conformable fractional-order calculus are given in [12], which include superposition of differential integrals, chain gauge, Gronwall’s inequality, Taylor expansion, Laplace transform, and so on. The Taylor expansion of the conformable fractional-order calculus and its fractional-order Hayashi–Steffensen inequality, Hermite–Hadamard inequality, Chebyshev inequality, Ostrowski inequality, Jensen inequality, and 11 inequalities were proved in [13]. In addition, there are many studies on the properties of fractional-order calculus, which fully illustrate that the conformable fractional-order calculus has very good properties [14, 15].

The method of partial integration is an important and fundamental class of methods for calculating integrals in calculus. It is derived from the multiplication rule of differentiation and the fundamental theorem of calculus. The common divisional integrals are organized in the order of divisional integrals according to the types of basic functions that make up the product function as a mnemonic: “against the power refers to three.” They refer to five types of basic functions: inverse trigonometric functions, logarithmic functions, power functions, exponential functions, and integrals of trigonometric functions, respectively.

In the last six years, research on conformable fractional-order calculus has made great progress: Shrauner in [16] explored two classes of conformable linear differential equations:

\[
\begin{align*}
T_a^a y(t) + \frac{1}{a^2} y(t) &= g(t), & t \in [a, b], a > 0, \\
y(a) &= y_0,
\end{align*}
\]

\[
\begin{align*}
T_a^a y(t) + p(t) y(t) &= g(t), & t \in [a, b], a > 0, \\
y(a) &= y_0.
\end{align*}
\]

Choi et al. [17] proved the sequential linear conformable fractional-order differential equation:

\[
\begin{align*}
T_{n\alpha} y + p_{n-1}(t)T_{(n-1)\alpha} y + \cdots + p_2(t)T_2 y + p_1(t)T_1 y + p_0 y &= 0, \\
T_{n\alpha} y + p_{n-1}(t)T_{(n-1)\alpha} y + \cdots + p_2(t)T_2 y + p_1(t)T_1 y + p_0 y &= q(t).
\end{align*}
\]

Akinyemi et al. [18] extended the above conclusions and studied the existence of positive solutions to the following conformable fractional-order edge value problem:

\[
\begin{align*}
T_a y(t) + f(t, y(t)) &= 0, & t \in [0, 1], \\
y(0) &= 0, \\
y(1) &= \lambda \int_0^\eta y(t)dt.
\end{align*}
\]
where $\alpha \in (1, 2], \eta \in (0, 1], f : [0, 1] \times (0, \infty) \rightarrow (0, \infty)$, and $\lambda$ is the normal number.

### 3. Preliminary

The basic concepts and lemmas used in the article are as follows.

#### 3.1. Conformable Fractional-Order Calculus

**Definition 1.** Let $\alpha \in (n, n + 1]$, such that $\beta = \alpha - n$; for a given function $f, g : \alpha, +\infty \rightarrow \mathbb{R}$, if $f(n)$ exists, then the conformable left derivative of $f$ is defined as

$$T^a_\alpha f(t) = T^\beta_\alpha f^{(n)}(t). \quad (7)$$

Similarly, the conformable fractional-order right derivative of $f$ is defined as

$$T^b_\alpha f(t) = (-1)^{n+1}(T^\beta_\alpha f^{(n)})(t). \quad (8)$$

**Definition 2.** Let $\alpha \in (0, 1]$; then, the conformable fractional-order left integral of $f$ is defined as

$$I^a_\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t f(x)dx + c, \quad (9)$$

Similarly, the conformable fractional-order right integral of $f$ is defined as

$$I^b_\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_a^t f(x)dx, \quad (10)$$

where $da(b, x) = (b - x)^{\alpha - 1}dx$.

#### 3.2. Properties of the Conformable Fractional-Order Calculus

**Property 1.** If $f(a) = f(b) : [a, b] \rightarrow \mathbb{R}, c \in (a, b)$ is differentiable at point $t_0 > 0$ of order $a$, then $f$ is continuous at point $t_0$.

**Theorem 1** (conformable fractional-order differential mean theorem). Let $\alpha > 0$, and $f : [a, b] \rightarrow \mathbb{R}, \forall t > a$ be satisfied:

1. $f$ is continuous on $[a, b]$.
2. $f$ is $a$-order differentiable, where $\alpha \in (0, 1)$.

Then, there exists $c \in (a, b)$ such that $T^a_\alpha f(c) = (f(b) - f(a))/(1/\alpha)ba^\alpha - (1/\alpha)a^\alpha$.

**Theorem 2.** Let $f : [a, +\infty) \rightarrow \mathbb{R}, \alpha \in (n, n + 1]$ be continuous and $0 < \alpha < 1$; then, $\forall t > a$, $T^a_\alpha T^b_\alpha f(t) = f(t)$.

**Definition 3.** Let $E_1$ and $E_2$ be two Banach spaces, $\|m\|_{L^2(J, R)} = <\infty = \sup ||u|| : t \in J/\mathcal{L}, R$. Let the operator $A : D \rightarrow E_2$; if $A$ maps any bounded set $S$ in $D$ to a column-tight set $A(S)$ in $E_2$, then $A$ is said to be a tight operator that maps $D$ into $E_2$.

**Definition 4.** Let $E_1$ and $E_2$ be two Banach spaces, $D \subseteq E_1$. Let the operator $A : D \rightarrow E_2$. If the operator $A$ is continuous and tight, then $A$ is a fully continuous operator that maps $D$ into $E_2$.

### 4. Solution Method

#### 4.1. Invariant Subspace Method

Consider the subspace $W_3 = L[1, x^2]$, whereupon an exact solution of the following form is obtained:

$$u(x, t) = C_1(t) + C_2(t)x + C_3(t)x^2, \quad (11)$$

where $C_1(t), C_2(t), C_3(t)$ are the functions to be determined. Substituting (11), let all coefficients of the same power of $x$ be equal to zero:

$$\frac{d^2C_1(t)}{dt^2} = C_2(t) + 2C_1(t)C_3(t), \quad (12)$$

$$\frac{d^2C_2(t)}{dt^2} = 6C_2(t)C_3(t), \quad (13)$$

$$\frac{d^2C_3(t)}{dt^2} = 6C_3^2(t), \quad (14)$$

Solving the system of equation (13) yields

$$C_1(t) = \frac{3a^2}{2} \frac{\Gamma(1 - 2a)}{\Gamma(1 - a)} t^{-a}, \quad (15)$$

$$C_2(t) = a^2 t^{-a}, \quad (15)$$

$$C_3(t) = \frac{1}{6} \frac{\Gamma(1 - a)}{\Gamma(1 - 2a)} t^{-a}. \quad (15)$$

An exact solution of (11) can be obtained as

$$u(x, t) = \frac{3a^2}{2} \frac{\Gamma(1 - a)}{\Gamma(1 - a)} t^{-a} + axt^{-a} + \frac{1}{6} \frac{\Gamma(1 - a)}{\Gamma(1 - a)} x^2 t^{-a}, \quad (16)$$

where $a$ is an arbitrary constant and $\alpha \in (0, (1/2)) \cup (1/2, 1)$.

#### 4.2. Combination of Variable Separation and Chi-Square Method

Suppose that (11) has a solution of the following form:

$$u(x, t) = \sum_{k=0}^{m} a_k x^k t^k. \quad (17)$$
By substituting (16) into the time fractional-order differential (11), it is easy to know that the highest number of $x$ in $\partial^\alpha u/\partial x^\alpha$ is $m$, and the highest number of $x$ in the nonlinear terms $(\partial u/\partial x)^\gamma, u(\partial^2 u/\partial x^2)$ is $2m−2$. Using the principle of chi-squared equilibrium, let $m = 2m−2$, and we can get $m = 2$, so the exact solution of (11) has the following form:

\[
\begin{align*}
\frac{\Gamma(y_0 + 1)}{\Gamma(y_0 + 1 - \alpha)} a_0^{\gamma_{\alpha-\alpha}} + a_1 \frac{\Gamma(y_1 + 1)}{\Gamma(y_1 + 1 - \alpha)} a_1^{\gamma_{\alpha-\alpha}} + a_2 \frac{\Gamma(y_2 + 1)}{\Gamma(y_2 + 1 - \alpha)} a_2^{\gamma_{\alpha-\alpha}} = (a_0^{\gamma_{\alpha-\alpha}} + 2a_0a_1 + a_1^{\gamma_{\alpha}}) t^{\gamma_{\alpha-\alpha}} + (a_0^{\gamma_{\alpha-\alpha}} + 2a_0a_1 + a_1^{\gamma_{\alpha}}) t^{\gamma_{\alpha-\alpha}} + a_2^{\gamma_{\alpha}} t^{\gamma_{\alpha-\alpha}} + (a_0^{\gamma_{\alpha-\alpha}} + 2a_0a_1 + a_1^{\gamma_{\alpha}}) t^{\gamma_{\alpha-\alpha}} + a_2^{\gamma_{\alpha}} t^{\gamma_{\alpha-\alpha}}.
\end{align*}
\]

In (18), let all powers of $t$ be equal:

\[
y_0 - \alpha = y_1 - \alpha = y_2 - \alpha = 2y_1 = y_0 + y_2 = y_1 + y_2 = 2y_2.
\]

Solving (19) yields

\[
y_0 = y_1 = y_2 = -\alpha.
\]

In (17), using the principle of chi-squared equilibrium, let

\[
\begin{align*}
\frac{\Gamma(y_0 + 1)}{\Gamma(y_0 + 1 - \alpha)} a_0^{\gamma_{\alpha-\alpha}} &+ a_1 \frac{\Gamma(y_1 + 1)}{\Gamma(y_1 + 1 - \alpha)} a_1^{\gamma_{\alpha-\alpha}} = a_0^{\gamma_{\alpha-\alpha}} + 2a_0a_1 + a_1^{\gamma_{\alpha}} \\
&= 6a_0a_2, a_2 = \frac{\Gamma(1 - \alpha)}{6\Gamma(1 - 2\alpha)}
\end{align*}
\]

Solving (22) yields

\[
a_0 = \frac{3\Gamma(1 - 2\alpha)}{2\Gamma(1 - \alpha)} a_1, a_1 = a_1, a_2 = \frac{\Gamma(1 - \alpha)}{6\Gamma(1 - 2\alpha)}
\]

Substituting (21) and (23) into (17), an exact solution of (11) can be obtained as

\[
\begin{align*}
\frac{\Gamma(1 + \gamma)}{\Gamma(1 + \gamma - \alpha)} (a_0 + a_1) t^{\gamma_{\alpha-\alpha}} = a_1^2 \left( \frac{dv}{dx} \right)^2 + (a_0a_1 + a_1^2) \frac{d^2v}{dx^2} t^{\gamma_{\alpha-\alpha}} + \frac{\Gamma(1 - \alpha)}{6\Gamma(1 - 2\alpha)} t^{\gamma_{\alpha-\alpha}}.
\end{align*}
\]

where $\gamma = -\alpha$, which can be obtained by substituting (26) and eliminating $t^{\gamma_{\alpha-\alpha}}$.

\[
\begin{align*}
(a_0a_1 + a_1^2) \frac{d^2v}{dx^2} + a_1^2 \left( \frac{dv}{dx} \right)^2 - a_1 \Omega_0^2 - a_0 \Omega_0 = 0,
\end{align*}
\]

where $\Omega_0 = (\Gamma(1 - \alpha)/\Gamma(1 - 2\alpha))$, such that $dv/dx = y$. (34) can be reduced to the following singular planar dynamical system:

\[
\begin{align*}
\frac{dv}{dx} &= y, \\
\frac{dy}{dx} &= \left( a_0a_1 + \Omega_0^2 \right) a_0 + a_1 v.
\end{align*}
\]

It is easy to find that when $v = -(a_0/a_1)$, $dy/dx$ is meaningless and systems (28) and (29) are not equivalent. System (29) is not equivalent to (28), and $v = -(a_0/a_1)$ is a
nontrivial solution of (28). In order to obtain a system that is completely equivalent to (28) no matter how the function \( v \) varies, the following transformation is required:

\[
dx = (a_0 + a_1 v)\,dr,
\]

where \( r \) is a parameter, so that system (29) can be reduced to a regular planar system:

\[
\begin{align*}
\frac{dv}{dr} &= (a_0 + a_1 v)\,y, \\
\frac{dy}{dr} &= a_0\Omega_0 + \Omega_0 v - a_1 y^2 .
\end{align*}
\]

(31)

Obviously, systems (29) and (31) have the same first integral:

\[
y^2 = \frac{2\Omega_0/3a_1^2}{(a_0 + a_1 v)^3} + h, \quad h \text{ is a constant of integration.}
\]

(32)

where \( h \) is a constant of integration. (32) can be rewritten as

\[
H(v, y) \equiv (a_0 + a_1 v)^2 y^2 - \frac{2\Omega_0}{3a_1^2} (a_0 + a_1 v)^3 = h.
\]

(33)

Obviously, system (32) has only one equilibrium point \( P(−(a_0/a_1), 0) \) on the \( v \)-axis and \( H(−(a_0/a_1), 0) \) = 0. In fact, when \( h = H(−(a_0/a_1), 0) \) = 0, it is easy to obtain the solution \( v(x) \) of (31).

4.4. The Separation of Function Variable Method and the Separation of Generalized Variables by the Airy Equation Method

Case 1. Application of the method of separation of functional variables [23, 24].

Suppose the solution of (34) has the following form:

\[
u = F(z), z = mx + \psi(t),
\]

(34)

where \( F(z), \psi(t) \) are the unknown functions to be determined. Plugging (35) into (34) yields the following generalized differential equation:

\[
t^4 - aF'\psi' + m^3F'' = 0.
\]

(35)

For some constants \( \mu \), we have

\[
F' = m^3\mu F'',
\]

(36)

and

\[
-\mu t^{-a}\psi' = 1.
\]

(37)

Solving (36) and (37), we have the following.

1) Type 1: when \( \mu > 0 \), then

\[
F(z) = C_1 + C_2e^{(1/\sqrt{m}\mu)z} + C_3e^{-(1/\sqrt{m}\mu)z}.
\]

(38)

2) Type 2: when \( \mu < 0 \), then

\[
F(z) = C_1 + C_2 \cos \frac{1}{\sqrt{-m^3\mu}} z + C_3 \sin \frac{1}{\sqrt{-m^3\mu}} z,
\]

(39)

and

\[
\psi(t) = \frac{t^\mu}{\mu\alpha} + C_4,
\]

(40)

where \( C_i (i = 1, \ldots, 4) \) is an arbitrary constant and is a nonzero constant. Combining equations (38), (39), and (40), the following two traveling wave solutions are obtained:

\[
u_1(x, t) = C_1 + C_2 \exp \left\{ \frac{1}{\sqrt{m^3\mu}} \left( mx - \frac{t^\mu}{\mu\alpha} + C_1 \right) \right\} + C_3 \exp \left\{ -\frac{1}{\sqrt{m^3\mu}} \left( mx - \frac{t^\mu}{\mu\alpha} + C_4 \right) \right\},
\]

(41)

and

\[
u_2(x, t) = C_1 + C_2 \cos \frac{1}{\sqrt{-m^3\mu}} \left( mx - \frac{t^\mu}{\mu\alpha} + C_4 \right) + C_3 \sin \frac{1}{\sqrt{-m^3\mu}} \left( mx - \frac{t^\mu}{\mu\alpha} + C_4 \right).
\]

(42)

With the help of Maple software, if we take \( C_1 = C_4 = 1, C_2 = 2, C_3 = 3, \mu = -1, \alpha = 0.7 \) in (42), we can derive the 3D figure of \( u_2(x, t) \), as shown in Figure 1. (2 and 3).

Case 2. Application of the generalized variable separation method.

\[
\begin{cases}
\varphi(x) = \frac{\mu}{6}x^3 + C_1x^2 + C_2x + C_3, \\
\psi(t) = \frac{\mu t^\mu}{\alpha} + C_4.
\end{cases}
\]

(43)
Figure 1: 3D diagram of $u_2(x, t)$.

Figure 2: 3D diagram of $u_3(x, t)$ and $u_4(x, t)$.

Figure 3: 3D diagram of $u_5(x, t)$. 
(2) Substituting (43) into (34), we get
\[ \varphi(x) t^{1-a} \psi'(t) + \varphi''(x) \psi(t) = 0. \] (44)

(3) For some constants \( \mu \), we have
\[ u_3(x, t) = \frac{\mu}{6} x^3 + C_1 x^2 + C_2 x + \frac{\mu^3}{\alpha} + C_3 + C_4, \] (45)

(4) Solving (45) and (46), we have the following.

(1) Type 1: when \( \mu > 0 \), then
\[ \varphi(x) = C_1 e^{\sqrt{\mu}x} + \frac{e^{\sqrt{\mu}x}}{2} \left( C_2 \cos \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) + C_3 \sin \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) \right). \] (47)

(2) Type 2: when \( \mu < 0 \), then
\[ \varphi(x) = C_4 e^{\alpha x} + \frac{e^{\sqrt{\mu}x}}{2} \left( C_2 \sin \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) + C_3 \cos \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) \right). \] (48)

\[ \psi(t) = C_4 e^{\alpha t}, \] (49)

where \( C_i (i = 1, \ldots, 4) \) is an arbitrary constant and \( C_4 \) is a nonzero constant. In conclusion, combining equations (47)–(49) and (45), the exact solution is obtained. (34) has the following form:

\[ u_3(x, t) = C_4 e^{\sqrt{\mu}x} \left( C_1 e^{\sqrt{\mu}x} + \frac{e^{\sqrt{\mu}x}}{2} \left( C_2 \cos \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) + C_3 \sin \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) \right) \right), \] (50)

and

\[ u_4(x, t) = C_4 e^{\sqrt{\mu}x} \left( C_1 e^{\sqrt{\mu}x} + \frac{e^{\sqrt{\mu}x}}{2} \left( C_2 \sin \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) + C_3 \cos \left( \frac{\sqrt{3} \sqrt{\mu}x}{2} \right) \right) \right), \] (51)

(5) With the help of Maple software, if we take \( C_1 = 1, C_2 = 2, C_3 = 3, C_4 = 0, \mu = 5, \alpha = 0.9 \) in (50), we can derive the 3D figure of \( u_3(x, t) \). If we take \( C_1 = C_4 = 1, C_2 = 2, C_3 = 3, \mu = -1, \alpha = 0.7 \), we can obtain the 3D figure of \( u_4(x, t) \), as shown in Figure 2.

(6) Assumptions:
\[ u(x, t) = \varphi(x) + \psi(t), (\varphi(x) \neq 0, \psi(t) \neq 0). \] (52)

(7) Substituting (52) into (34), we get
\[ t^{1-a} - \mu \psi'(t) + \varphi''(x) = 0. \] (53)

(8) For some constants \( \mu \), we have
\[ t^{1-a} - \mu \psi'(t) + \varphi''(x) = 0. \] (54)

and
\[ \varphi''(x) + \mu \varphi(x) = 0. \] (55)

(9) Solving equations (54) and (55), we obtain
\[ \begin{cases} \varphi(x) = \frac{\mu}{6} x^3 + C_1 x^2 + C_2 x + C_3, \\ \psi(t) = \frac{\mu^3}{\alpha} + C_4, \end{cases} \] (56)

where \( C_i (i = 1, \ldots, 4) \) are arbitrary constants. With the help of (56) and (53), we obtain the exact solution of (34) in the following form:
\[ u_5(x, t) = \frac{\mu}{6} x^3 + C_1 x^2 + C_2 x + \frac{\mu t^\alpha}{\alpha} + C_3 + C_4. \] (57)

(10) With the help of Maple software, if we take \( C_1 = 1, C_2 = 2, C_3 = C_4 = 0, \mu = 5, \alpha = 0.9 \) in (57), we can derive the 3D figure of \( u_5(x, t) \) as shown in Figure 3.

5. Conclusion

The significant advantage of fractional-order mathematical models over integer-order integral is that they can better simulate various physical phenomena in science and technology and have a deep physical background. In addition, we also obtained a series of physical breakwaters, selected some of them using MAPL, and displayed their 3D images. In addition, we observe that such a simple and easy method is an effective method, which can be used to solve fractional compatible differential equations.

Data Availability

The experimental data used to support the findings of this study are available from the corresponding author upon request.

Conflicts of Interest

The author declares that there are no conflicts of interest.

References

[1] F. Meng and Q. Feng, "Exact solutions with variable coefficient function forms for conformable fractional partial differential equations by an auxiliary equation method," Advances in Mathematical Physics, vol. 2018, pp. 1–8, Article ID 4596506, 2018.

[2] H. Tajadodi, Z. A. Khan, A. R. Irshad, J. F. G. Aguilar, A. Khan, and H. Khan, "Exact solutions of conformable fractional differential equations," Results in Physics, vol. 22, no. 1, Article ID 103916, 2021.

[3] B. Mohamed, H. Khalid, and H. Mohamed, "Integral solutions of nondense impulsive conformable-fractional differential equations with nonlocal condition," Journal of Applied Analysis, vol. 27, no. 2, pp. 187–197, 2021.

[4] M. M. A. Khater and D. Kumar, "Implementation of three reliable methods for finding the exact solutions of (2 + 1) dimensional generalized fractional evolution equations," Optical and Quantum Electronics, vol. 50, no. 11, pp. 427–431, 2018.

[5] J. G. Escudero, "Threefolds from solutions of a partial differential equation," Experimental Mathematics, vol. 26, no. 2, pp. 189–196, 2016.

[6] Y. Wu, H. YanMei, and L. HuaDong, "Existence of solutions for fractional differential equations with conformable fractional differential derivatives," Communications in Mathematical Research, vol. 35, no. 02, pp. 35–44, 2019.

[7] Q. Liu, C. Liu, and Y. Wang, "Integrating external dictionary knowledge in conference scenarios the field of personalized machine translation method," Journal of Chinese Informatics, vol. 33, no. 10, pp. 31–37, 2019.

[8] P. An, Z. Wang, and C. Zhang, "Ensemble unsupervised autoencoders and Gaussian mixture model for cyberattack detection," Information Processing & Management, vol. 59, no. 2, Article ID 102844, 2022.

[9] M. S. Hashemi, "Invariant subspaces admitted by fractional differential equations with conformable derivatives," Chaos, Solitons & Fractals, vol. 107, pp. 161–169, 2018.

[10] F. Usta, "Computational solution of katugampola conformable fractional differential equations via rbf collocation," in Proceedings of the AIP Conference Proceedings, vol. 1833, no. 1, pp. 1–4, College Park, MD, U.S.A, April 2017.

[11] S. Injrou, "Exact solutions for the conformable space-time fractional zeldovich equation with time-dependent coefficients," International Journal of Differential Equations, vol. 2020, pp. 1–6, Article ID 9312830, 2020.

[12] R. Ali, M. H. Siddiqi, and S. Lee, "Rough set-based approaches for discretization: a compact review," Artificial Intelligence Review, vol. 44, no. 2, pp. 235–263, 2015.

[13] Y. Frascolla, J. Wen, S. Mumtaz, Y. Fang, G. Cai, and V. Frascolla, "Multi-carrier $M$-ary DCSK system with code index modulation: an efficient solution for chaotic communications," IEEE Journal of Selected Topics in Signal Processing, vol. 13, no. 6, pp. 1375–1386, 2019.

[14] M. A. Shallal, K. K. Ali, K. R. Raslan, H. Rezazadeh, and A. Bekir, "Exact solutions of the conformable fractional EW and MEW equations by a new generalized expansion method," Journal of Ocean Engineering and Science, vol. 5, no. 3, pp. 223–229, 2020.

[15] K. Chandra, A. S. Marcano, S. Mumtaz, R. V. Christiansen, and H. L. Christiansen, "Unveiling capacity gains in ultra-dense networks: using mm-wave NOMA," IEEE Vehicular Technology Magazine, vol. 13, no. 2, pp. 75–83, June 2018.

[16] B. A. Shrauner, "Exact solutions of nonlinear partial differential equations," Discrete and Continuous Dynamical Systems - Series S, vol. 11, no. 4, pp. 577–582, 2017.

[17] J. H. Choi, H. Kim, and R. Sakhivel, "On certain exact solutions of diffusive predator-prey system of fractional order," Chinese Journal of Physics, vol. 54, no. 1, pp. 135–146, 2016.

[18] L. Akinbemi, M. Senol, and O. S. Iyiola, "Exact solutions of the generalized multidimensional mathematical physics models via sub-equation method - sciedirect," Mathematics and Computers in Simulation, vol. 182, pp. 211–233, 2020.

[19] H. Khan, U. Farooq, R. Shah, D. Baleanu, P. Kumam, and M. Arif, "Analytical solutions of (2+1Time fractional order) dimensional physical models, using modified decomposition method," Applied Sciences, vol. 10, no. 1, p. 122, 2019.

[20] R. Shah, H. Khan, D. Baleanu, P. Kumam, and M. Arif, "The analytical investigation of time-fractional multi-dimensional Navier-Stokes equations," Alexandria Engineering Journal, vol. 59, no. 5, pp. 2941–2956, 2020.

[21] B. Wang, L. Li, and Y. Wang, "An efficient nonstandard finite difference scheme for chaotic fractional-order Chen system," IEEE Access, vol. 8, pp. 98410–98421, 2020.

[22] I. Ali, H. Khan, U. Farooq, D. Baleanu, P. Kumam, and M. Arif, "An approximate-analytical solution to analyze fractional view of telegraph equations," IEEE Access, vol. 8, pp. 25638–25649, 2020.

[23] H. Jafari, M. Nazari, D. Baleanu, and C. M. Khalique, "A new approach for solving a system of fractional partial differential equations," Computers & Mathematics with Applications, vol. 66, no. 5, pp. 8383–843, 2013.

[24] H. Jafari, S. Seifi, and X. Liu, "Solving a system of nonlinear fractional partial differential equations using homotopy analysis method," Communications in Nonlinear Science and Numerical Simulation, vol. 14, no. 5, pp. 1962–1969, Article ID 7232907, 2009.