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**Abstract**

We assume that the state of a number of nodes in a network could be investigated if necessary, and study what configuration of those nodes could facilitate a better solution for the diffusion-source-localization (DSL) problem. In particular, we formulate a candidate set which contains the diffusion source for sure, and propose the method, **Percolation-based Evolutionary Framework (PrEF)**, to minimize such set. Hence one could further conduct more intensive investigation on only a few nodes to target the source. To achieve that, we first demonstrate that there are some similarities between the DSL problem and the network immunization problem. We find that the minimization of the candidate set is equivalent to the minimization of the order parameter if we view the observer set as the removal node set. Hence, PrEF is developed based on the network percolation and evolutionary algorithm. The effectiveness of the proposed method is validated on both model and empirical networks in regard to varied circumstances. Our results show that the developed approach could achieve a much smaller candidate set compared to the state of the art in almost all cases. Meanwhile, our approach is also more stable, i.e., it has similar performance irrespective of varied infection probabilities, diffusion models, and outbreak ranges. More importantly, our approach might provide a new framework to tackle the DSL problem in extreme large networks.

1 **Introduction**

There has recently been an enormous amount of interest focusing on the diffusion-source-localization (DSL) problem on networks, which aims to find out the real source of an undergoing or finished diffusion [1]–[3]. Two specific scenarios are epidemics and misinformation and both of which can be well modeled by the networks. Being one of the biggest enemies to global health, infectious diseases could cause rapid population declines or species extinction [4], from the Black Death (probably bubonic plague), which is estimated to have caused the death of as much as one third of the population of Europe between 1346 and 1350 [5], to nowadays COVID-19 pandemic, which might result in the largest global recession in history, in particular, climate change keeping exacerbating the spread of diseases and increasing the probability of global epidemics [6]–[7]. In this case, the study of the DSL problem can potentially help administrations to make policies to prevent future outbreaks and hence save a lot of lives and resources. Further regarding misinformation, as one of the biggest threats to our societies, it could cause great impact on global health and economy and further weaken the public trust in governments [8], such as the ongoing COVID-19 where fake news circulates on online social networks (OSNs) and has made people believe that the virus could be killed by drinking slaty water and bleach [9], and the ‘Barack Obama was injured’ which wiped out $130 billion in stock value [10]. In this circumstance, the localization of the real source would play important role for containing the misinformation fundamentally.
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The main task of the DSL problem is to find an estimator that could give us an inferred source based on the known partial information, and the most ideal estimator is the one that gives us the real source. However, due to the complexity of contact patterns and the uncertainty of diffusion models, the real source is generally almost impossible to be inferred exactly, even the underlying network is a tree \[11\]. Hence, as an alternative, the error distance is used, and an estimator is said to be better than another one if the corresponding inferred source is closer to the real source in hop-distance \[2, 3, 11, 12, 13, 14\]. And therefore, varied methods have been developed to minimize such error distance based on different-known-information assumptions, such as observers having knowledge of time stamps and infection directions \[2\], the diffusion information \[15\], and the states of all nodes \[3\], etc. \[11, 14\]. But here we argue that: what should we do next once we acquire the estimator having small error distance? Indeed, one can carry out intensive detection on the neighbor region of the inferred source to search for the real source. In this case, for regular networks, a small error distance is usually associated with a small number of nodes to be checked. However, most real-world networks are heterogeneous, which indicates that even a short error distance might correspond to a great number of nodes, especially those social networks.

Hence, in this paper, we present a method, Percolation-based Evolutionary Framework (PrEF), to tackle the DSL problem by suppressing a candidate set that the real source belongs to for sure. In particular, we assume that there are a group of nodes in the networks, whose states can be investigated if necessary. Meanwhile, those nodes are also assumed to have information of both time stamps and infection directions. Then, our goal is to use as fewer observers (nodes) as possible to achieve the containment of the candidate set. We find that such goal can be reached by the solution of the network immunization problem. Hence, we have our method based on the network percolation and evolutionary computation. Results on both model and empirical networks show that the proposed method is much better compared to the state-of-the-art approaches.

Key contributions of this paper are summarized as follows:

- **DSL vs. network immunization.** We concretely study and derive the connection of the DSL problem and the network immunization problem, and find that the solution of the network immunization problem can be used to and could effectively cope with the DSL problem.

- **Percolation-based evolutionary framework.** We propose a percolation-based evolutionary framework to solve the DSL problem, which takes a network percolation process and potentially works for a range of scenarios.

- **Extensive evaluation on synthetic and empirical networks.** We evaluate the proposed method on two synthetic networks and four empirical networks drawn from different real-world scenarios, whose sizes are up to over 800,000 nodes. Results show that our method is more effective, efficient, and stable than the state-of-the-art approaches, and is also capable of handling large networks.

## 2 Related Work

**DSL approaches.** Shah and Zaman first studied the DSL problem of single diffusion source and introduced the rumor centrality method by counting the distinct diffusion configurations of each node \[11, 16\]. They considered the Susceptible-Infected (SI) model and concluded that a node is said to be the source with higher probability if it has a larger rumor centrality. Following that, Dong et al. also investigated the SI model and proposed a better approach based on the local rumor center generalized from the rumor centrality, given that a priori distribution is known for each node being the rumor source \[17\]. Similarly, Zhu and Ying investigated the problem under the Susceptible-Infected-Recovered (SIR) model and found that the Jordan center could be used to characterize such probability \[12\]. Wang et al. showed that the detection probability could be boosted if multiple diffusion snapshots were observed \[13\], which can be viewed as the case that the information of the diffusion time was integrated to some extent. Indeed, if the time-stamp or other additional information is known, the corresponding method would usually work better \[2, 3, 18\]. In short, almost all those exiting methods study the DSL problem on either simple networks (such as a tree-type networks or model networks) or small empirical networks. Hence, their performance might be questioned in real and complex scenarios, such as networks having a lot of cycles \[19, 20\].
**Network immunization.** The network immunization problem aims to find a key group of nodes whose removal could fragment a given network to the greatest extent, which has been proved to be a NP-hard problem [21]. In general, approaches for coping with this problem can be summarized into four categories. The first one is to obtain the key group by strategies such as randomly selecting nodes from the network, which is usually called local-information-based methods [22,23]. In this scope, since the network topology information does not have to be precisely known, these methods would be quite useful in some scenarios. Rather than that, when the network topology is known, the second category is usually much more effective. Methods of the second category draw the key group by directly classifying nodes based on measurements like degree centrality, eigenvector centrality, pagerank, and betweenness centrality [20]. More concretely, they firstly calculate the importance of each node using their centralities and choose those ranking on the top as the key group. The third category takes the same strategy but will heuristically update the importance of nodes in the remaining network after the most important node is removed, and the key group eventually consists of all removed nodes [21]. The last category obtains the key group in indirect ways [24,25]. For instance, refs. [26,27] achieve the goal by tackling the feedback vertex set problem.

### 3 Model

We assume that a diffusion $\zeta$ occurs on a network $G(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ and $\mathcal{E}$ are the corresponding node set and edge set, respectively. Letting $e_{uv} \in \mathcal{E}$ be the edge between nodes $u$ and $v$, we define the nearest neighbor set regarding $u$ as $\Gamma(u) = \{v, \forall e_{uv} \in \mathcal{E}\}$. A connected component $c_i$ of $G$ is a subnetwork $G'(\mathcal{V}', \mathcal{E}')$ satisfying $\mathcal{V}' \subset \mathcal{V}, \mathcal{E}' = \mathcal{E} \cap ((\mathcal{V} \times \mathcal{V}'))$, and $\mathcal{E} \cap ((\mathcal{V} \setminus \mathcal{V}') \times \mathcal{V}') \equiv \emptyset$. In particular, denoting $|c_i|$ the size of $c_i$ (i.e., the number of nodes in $c_i$), the largest connected component (LCC), $c_{\text{max}}$, is then defined as the component that consists of the majority of nodes, that is, $c_{\text{max}} = \arg \max_{c_i} |c_i|$. Now assuming that $G''$ is the remaining network of $G$ after the removal of $q$ fraction nodes and the incident edges, the corresponding size of the LCC, $|c''_{\text{max}}|$, will hence be a monotonically decreasing function of $q$. Such function is also known as the order parameter $G(q) = |c''_{\text{max}}| / n$, where $n = |\mathcal{V}|$ is the number of nodes in $G$. According to the percolation theory [28], when $q$ is large enough, say larger than the critical threshold $q_c$, the probability that a randomly selected node belongs to the LCC would approach zero. In other words, if $q > q_c$, then there would be no any giant connected component in $G''$.

The diffusion $\zeta$ is generally associated with four factors: the network structure $G$, the diffusion source $v_s$, the dynamic model $M$, and the corresponding time $t$, say $\zeta(G, v_s, M, t)$. Regarding $G$, here we particularly consider the Susceptible-Infected-Recovered (SIR) model [29] as an example to explain the proposed method. More models will further be discussed in the result section. For nodes of $G$ governed by the SIR model, their states are either susceptible, infected or recovered. As $t \rightarrow t+1$, an infected node $u$ has an infection probability $\beta_{uv}$ (or a time interval $\tau_{uv} = 1/\beta_{uv}$) to transmit the information or virus, say $\zeta$, to its susceptible neighbor $v \in \Gamma(u)$. Meanwhile, it recovers with a recovery probability $\gamma_u$ (or duration of $\tau_u = 1/\gamma_u$). Those recovered nodes stay in the recovered state and $\zeta$ cannot pass through a recovered node.

Now supposing that a group of nodes $O \in \mathcal{V}$ are particularly chosen as observers and hence their states could be investigated if necessary, we study what and how the configuration of $O$ could facilitate better solutions for the diffusion-source-localization (DSL) problem [1,2,3]. In particular, we assume that a node $u \in O$ would record the relative infection time stamp $t_u$ once it gets infected. Besides, we also consider that part of $O$, say $O_d$, have the ability to record the infection direction, that is, a node $u \in O_d$ can also show us the node $v$ if $v$ transmits $\zeta$ to $u$. Based on these assumptions, for a diffusion $\zeta$ triggered by an unknown diffusion source $v_s$ at time $t_0$, the DSL problem aims to design an estimator $\sigma(G, O)$ that gives us the inferred source $\hat{u}_s = \sigma(G, O)$ satisfying $\hat{u}_s = \arg\max_{u \in G} \mathcal{P}(O|v)$, where $\mathcal{P}(O|v)$ is the probability that we observe $O$ given $\zeta(G, v, M, t)$. Obviously, the state of a node $i \in O$ is governed by all parameters of $\zeta$ but with unknown $M$ and $t$. Hence, with high probability $\tilde{v}_s$ differs from the real source $v_s$ in most scenarios [2,3,12]. And therefore, the error distance $\epsilon = h(\tilde{v}_s, v_s)$ is conducted to verify the performance of an estimator, where $h(\tilde{v}_s, v_s)$ represents the hop-distance between $\tilde{v}_s$ and $v_s$. Usually, an estimator is said to be better than another one if it has smaller $\epsilon$.

But here we argue that: what should we do next after we obtain the estimator having a small $\epsilon$? Or in other
words, can the estimator help us find the diffusion source more easily? Indeed, after acquiring \( \hat{v}_s \), one can further conduct more intensive search on the neighbor region of \( \hat{v}_s \) to detect \( v_s \). In this case, a small \( \epsilon \) generally corresponds to a small search region. However, due to the heterogeneity of contact patterns in most real-world networks [30], even a small region (i.e., a small \( \epsilon \)) might be associated with a lot of nodes. Therefore, it would be more practical in real scenarios if such estimator gives us a candidate set \( V_c \) satisfying \( v_s \in V_c \) for sure. And hence, we formulate the goal function that this paper aims to achieve as

\[
\hat{O} = \arg \min_O |V_c|, \forall v_s \in V_c \text{ for sure,}
\]  

(1)

where \( |V_c| \) is the size of \( V_c \). Intuitively, Eq. (1) is developed based on the assumption that: the smaller the candidate set, the lower the cost of the intensive search. And in general, \( V_c \) should be finite guaranteed by finite \( O \) for an infinite \( G \), otherwise, the cost would be infinite since the intensive search has to be carried out on an infinite population.

4 Method

Let \( V_r \) be the removal node set and \( V_o \) the rest, i.e., \( V_r \cup V_o = V \) and \( V_r \cap V_o = \emptyset \). For the subnetwork \( G' \) regarding \( V_o \), the boundary of a connected component \( c_i \), say \( \hat{c}_i \), is defined as

\[
\hat{c}_i = \{ u | e_{uv} \in E, \forall v \in c_i, \forall u \in V_r \}.
\]  

(2)

Likewise, we write the component cover \( \alpha(u) \) that a specific node \( u \in V_r \) corresponds to as

\[
\alpha(u) = \bigcup_{v \in \Gamma(u)} c_i(v),
\]  

(3)

where \( c_i(v) \) represents the component that node \( v \) belongs to. Denoting \( t_v \) the time stamp that node \( v \) gets infected and \( O' = \{ u | u = \arg \min_{v \in O} t_v \} \), where \( t_v \) is assumed to be infinite if \( v \) is still susceptible, the proposed approach is developed based on the following observation (Observation 1).

**Observation 1.** Letting

\[
V'_c = \bigcap_{u \in O'} \alpha(u) \cup \{ u \},
\]  

(4)

we then have \( v_s \in V'_c \) for sure.
Example 2. Regarding Fig. 1b, (31) consists of all nodes covered by those shadows.

Example 3. With respect to Fig. 1c, V^c consists of node 1, node 2, the diffusion source, and the node adjacent to the source.

We now consider the generation of the observer set O (or equivalently V_r). For a given network G(V, E) constructed by the configuration model [31], let (k^2) and ⟨k⟩ accordingly be the first and second moments of the corresponding degree sequence, we then have Lemma 1.

Lemma 1. (Molloy-Reed criterion [31]) A network G constructed based on the configuration model with high probability has a giant connected component (GCC) if

\[
\frac{\langle k^2 \rangle}{\langle k \rangle} > 2, \tag{5}
\]

where GCC represents a connected component whose size is proportional to the network size n.

Now suppose that V_r consists of nodes randomly chosen from G and let q = |V_r| represent the fraction of removed nodes. Apparently, such removal would change the degree sequence of the remaining network (i.e., subnetwork G', also see Fig. 1b as an example). Assuming that there is a node v shared by both G and G', the probability that its degree k (in G) decreases to a specific degree k' (in G') should be

\[
\binom{k}{k'} (1 - q)^{k'} q^{k - k'},
\]

where \(\binom{k}{k'}\) is the combinational factor (note that each node has q probability of being removed). Letting \(p_k\) denote the degree distribution of G, we then have the new degree distribution \(p_{k'}\) of G' as

\[
p_{k'} = \sum_{k = k'}^\infty p_k \binom{k}{k'} (1 - q)^{k'} q^{k - k'}, \tag{6}
\]

and hence the corresponding first and second moments can be further obtained as

\[
\langle k' \rangle = \sum_{k' = 0}^\infty k' p_{k'} = \sum_{k' = 0}^\infty k' \sum_{k = k'}^\infty p_k \binom{k}{k'} (1 - q)^{k'} q^{k - k'} = (1 - q) \langle k \rangle \tag{7}
\]

and

\[
\langle k'^2 \rangle = (1 - q)^2 \langle k^2 \rangle + q(1 - q) \langle k \rangle, \tag{8}
\]

respectively. Since G is constructed using the configuration model, its edges are independent of each other. That is, each edge of G shares the same probability of connecting to \(v \in V_r\). In other words, the removal of \(v\) would remove each edge with the same probability and hence G' can be viewed as a special network that is also constructed by the configuration model. Thus, Lemma 1 can be used to determine whether a GCC exists in G' and we reach

\[
q_c = 1 - \frac{1}{\langle k^2 \rangle/\langle k \rangle - 1}, \tag{9}
\]

where \(q_c\) is the critical threshold of \(q\), that is: i) if \(q < q_c\), with high probability there is a GCC in G'; ii) if \(q > q_c\), with high probability there is no GCC in G' [32, 33].

For random networks (such as Erdős-Rényi (ER) networks [34]), \(\langle k^2 \rangle = \langle k \rangle (\langle k \rangle + 1)\) gives us \(q_c = 1 - 1/\langle k \rangle\), which indicates that \(q_c\) is usually less than 1 and it increases as G becomes denser. But for heterogeneous networks, say \(p_k \sim k^{-\ell}\), \(\langle k^2 \rangle = \sum_{k}^\infty k^2 p_k \sim \sum_{k} k^{2-\ell}\) diverges if \(\ell < 3\) (most empirical networks have \(2 < \ell < 3\) [20]), which means \(q_c\) approaches 1.

Remark 1. From the above analysis, we have the following conclusions regarding the case that the observer set O is randomly chosen. For random networks, \(q_c < 1\) indicates that one can always have a proper O to achieve finite V^c. And usually the denser the network, the larger the observer set O. But for heterogeneous networks, \(q_c \to 1\) means that such goal could only be achieved by putting almost all nodes into the observer set O.
We further consider the case that $O$ consists of hubs [35], where hubs represent those nodes that have more connections in a particular network. Specifically, for a network $G(\mathcal{V}, \mathcal{E})$, we first define a sequence $S$ regarding $\mathcal{V}$ and assume that each element of $S$ is uniquely associated with a node in $G$. Then, letting $S(i) = u$ and $S(j) = v$ if $k_u \geq k_v$, satisfying $i < j$, where $k_u$ represents the degree of node $u$, we have $O = \{S(i), i \in [1, [nq + 0.5]]\}$. For heterogeneous networks under such removals on hubs, threshold $q_c < 1$ can be achieved and obtained by numerically solving [36]

$$q_c^{(2-\ell)/(1-\ell)} - 2 = \frac{2 - \ell}{3 - \ell} k_{\min}(q_c^{(3-\ell)/(1-\ell)} - 1),$$

(10)

where $k_{\min}$ is the minimum degree.

For $V_c^q$, however, we could not obtain an explicit equation to indicate whether it is finite. But we can roughly show that there should be $q_c < 1$ that gives us a finite $V_c^q$ for networks generated by the configuration model with degree distribution $p_k \sim k^{-\ell}$. Supposing that the size of the LCC of $G'$ is proportional to $n^b$ with $b < 1$, then

$$k_{\max} n^b / n$$

(11)

gives us the possibly largest size of $V_c^q$, where $k_{\max}$ is the maximum degree of $G$ and here we assume that such degree is unique. In the mentioned case, $k_{\max} = k_{\min} n^{1/(\ell - 1)}$ holds and hence it approaches 0 as $n \to \infty$ if $2 < \ell < 3$ (again, this is the case that we are particularly interested in), which indicates that one can always find some proper value of $b > 0$ satisfying $b < (\ell - 2)/(\ell - 1)$ for a given $\ell$. Note that, same as the random removal, each edge of $G$ also shares the same probability of being removed. Hence, both the size of the LCC and the number of connections that node $v_{\max}$ has with $V_o$ decrease as $q$ increases, where $v_{\max}$ represents the node whose degree is $k_{\max}$.

But for networks having $k_{\max} \sim n$ such as star-shape networks, $V_c^q$ is still infinite when $q$ is finite. In this case, the information of only infection time stamps of nodes in $O$ is apparently not enough. However, if the infection direction is also recorded, then the central node as the unique observer is fairly enough for the DSL problem in those star-shape networks. Note that most existing DSL methods would also fail in star-shape networks. Hence, we further assume that part of $O$, say $O_d$, can also show the infection direction. Obviously, $|V_c^q|$ is a monotonically decreasing function of $|O_d|$ for a specific $q$. In particular, if $O_d = O$, then the size of $V_c^q$ would be bounded by the size of the LCC.

Remark 2. In general, finite $V_c^q$ of heterogeneous networks can be achieved by carefully choosing $O$. Or in other words, the configuration of $O$ plays fundamental role for the suppression of $V_c^q$. Associating $O$ with the sequence $S$, such as random removal can be viewed as a removal over a random sequence $S$, our goal is now to acquire a better $S$ that could give us a smaller $V_c^q$ in regard to a specific $q$. Besides, since the number of components that $v_{\max}$ connects to is usually difficult to measure especially for real-world networks, here we choose to achieve the containment of $V_c^q$ by curbing the LCC of $G'$ (see also Eq. (11)), which coincides with the suppression of the order parameter $G(q)$.

Therefore, we reach

$$\hat{S} = \begin{cases} \arg \min_S q_c(S), & \text{if } \delta \text{ is given}, \\ \arg \min_S F(S), & \text{otherwise}, \end{cases}$$

(12)

where $q_c(S) = \arg \min_q G(q) \leq \delta$, $F(S) = \sum_q G(q)$, and $\delta$ is a given parameter (such as $\delta = 0.01$). Eq. (12) is also known as the network immunization problem which aims to contain epidemics by the isolation of as fewer nodes as possible [33]. And a lot of methods have been proposed to cope with such problem [21, 24, 25, 27, 37, 38, 39, 40]. Here we particularly choose and consider the approach based on the evolutionary framework (AEF) to construct $\hat{S}$ since it can achieve the state of the art in most networks.

We first introduce several auxiliary variables to the ease of description of AEF. Consider a given network $G(\mathcal{V}, \mathcal{E})$ and the corresponding sequence $S$. Let $S_i^+ = (S_i, S_{i+1}, ..., S_h)$, where $S_i$ is a subsequence of $S$. Likewise, denote $G'(S_i^+)$ a subnetwork $G'(\mathcal{V}', \mathcal{E}')$, in which $\mathcal{V}' = \{S_i^+(j), \forall j\}$ and $\mathcal{E}' = \mathcal{E} \cap (\mathcal{V}' \times \mathcal{V}')$. Based on that, $F'$ of $G'(S_i^+)$ regarding $S_i^+$ is written as $F'(S_i^+)$. Further, letting $p_{\max}' = |\text{LCC}| / n$ of $G'$, we define the critical
subsequence $S_c$ as the subsequence satisfying that $p'_\text{max} \leq \delta$ of $G'(S^\perp_i)$ and $p'_\text{max} > \delta$ of $G'(S_c, S^\perp_i)$. Note that all $F'$ is scaled by $n$, namely, the size of the studied network $G$.

The core of AEF is the relationship-related (RR) strategy that works by repeatedly pruning the whole sequence $S$. Specifically, per iteration $T$, RR keeps a new sequence $S'$ (i.e., $S \leftarrow S'$) if $F(S') < F(S)$ (or $q_c(S') < q_c(S)$), which is obtained through the following steps. 1) Let $j = n$, $S' \leftarrow S$, and $G'(V', E')$ be a subnetwork of $G$, which consists of all nodes in $V' = \{S'(z), z \in [j, n]\}$ and the associated edges in $E' = \{e_{uv}, \forall u, v \in V'\}$. 2) Construct the candidate set $\bar{s}_j$ by randomly choosing $\Delta$ times from $\{S'(i), i \in \max(j - r \times n, 1), j\}$, where $\Delta \in [1, \hat{\Delta}]$ and $r \in (0, \hat{r})$ are randomly generated per iteration, and $\hat{\Delta}$ and $\hat{r}$ are given parameters. 3) Choose the node $u$, 

$$u = \arg \min_v \xi(v), \forall v \in \bar{s}_i,$$

where $\xi(v) = \sum_{c_i \in c(v)} |c_i|$ or $\xi(v) = \prod_{c_i \in c(v)} |c_i|$, in which $c(v)$ is the component set that node $v$ would connect. 4) Update $G'$ and $S'$, namely, $V' \leftarrow V' \cup \{u\}$, $E' \leftarrow E' \cup \{e_{uv}, \forall v \in V', v \neq u\}$, and swap $S'(j)$ and $S'(z)$ satisfying $S'(z) = u$. 5) $j \leftarrow j - 1$. 6) Repeat steps 2) - 5) until $j = 1$, which accounts for one round (see also Algorithm 1). And RR acquires the solution by repeating steps 1) - 6) $\hat{T}$ times.

**Algorithm 1: One round of RR [38]**

```
Input: $G(V, E), S, \Delta, \hat{r}$
Output: $S$   
1 Initialization: $V \leftarrow \{\}, E \leftarrow \{\}$, $j \leftarrow n$, $S' \leftarrow S$, $\Delta$, and $r$
2 while $j \geq 1$ do  
3 \hspace{1em} $j \leftarrow j - 1$
4 \hspace{1em} Get the candidate set $\bar{s}_i$ based on $\Delta$ and $r$
5 \hspace{1em} Choose node $u \in \bar{s}_i$ based on Eq. (13)
6 \hspace{1em} Update $G'(V', E')$ and $S'$
7 if $F(S') < F(S)$ then  
8 \hspace{1em} $S \leftarrow S'$
```

**Observation 2.** Supposing that

$$F'_i = F'(S^\perp_i \leftarrow S^\perp_{i+1}) = F'(S^\perp_i) - F'(S^\perp_{i+1})$$

holds, then for a specific sequence $S$ regarding a given network $G$, $F'_i$ would be independent of $F'_j$ if either $i > j$ or $j > i$ satisfies. That is, for such a case, the order of nodes in $S_i$ has no effect on $F'_j$.

AEF is developed based on RR and Observation 2. Specifically, at $T_p$, a random integer $j(T_p) \in [\pi_1, \pi_2]$ is generated, where $\pi_1$ and $\pi_2$ are two given boundaries. Let $S_i = (S(z)), \forall z \in [j(T_p) \times (i-1) + 1, \min(j(T_p) \times i)]$. Then, for all subsequences $S_i, \forall i \in [1, h]$, RR with the optimization of $F$ is conducted if $\delta$ is unknown, otherwise, $S_c$ is optimized by RR with $q_c$ minimum.

Hence, the containment of $V'$ has been achieved (see also Eq. (4)), based on which existing DSL approaches can be used to further acquire the candidate set $V_c \subset V'$ (see also Eq. (1)). Here, our goal is to have a framework that can effectively cope with the DSL problem in large-scale networks, we choose to propose the following approach. Let $O''$ be the effective periphery node set of $V''_c$ defined as

$$O'' = \{u, \forall u \in O, \exists \Gamma(u) \cap V''_c \neq \emptyset, t_u \neq \infty\},$$

where

$$V''_c = \bigcap_{u \in O'} \alpha(u).$$
Letting $t_{\min} = \arg \min_{t_u} u, u \in \mathcal{O}''$, we first refine the time stamp by $t'_u = t_u - t_{\min}$. Then, a Reverse-Influence-Sampling (RIS) [41] like strategy is conducted to infer the source $\widehat{\nu}_c$, which works in the following processes.

1) Let $\Lambda = \{ \}$ and $G''(\mathcal{V}'', \mathcal{E}'')$ be the reverse network of $G'(\mathcal{V}', \mathcal{E}')$ satisfying that $|\mathcal{E}'| \equiv |\mathcal{E}'|$ and $e_{uv} \in \mathcal{E}'$ if $e_{vu} \in \mathcal{E}'$. 2) Randomly choose a node $u \in \mathcal{O}''$ and let $t''_u = t'_u + t'_u$, where $t'_0$ is randomly generated from $[0, \bar{t}_0]$ and $\bar{t}_0$ is a given parameter. 3) View $u$ as the source and transmits $\varsigma$ to one of its randomly chosen neighbors, and then it recovers. 4) Such transmission repeats $t''_u$ steps and denote the latest infected node by $v$. 5) Let $\Lambda = \Lambda \cup \{v\}$. 6) Repeat 2)-5) $T_{\Lambda}$ times. Using $\theta(v)$ to represent the frequency that a node $v \in \Lambda$ has regarding $\Lambda$, then we estimate the source $\widehat{\nu}_c$ by

$$\widehat{\nu}_c = \arg \max_v \theta(v).$$  \hspace{1cm} (17)

The candidate set $\mathcal{V}_c$ (see also Eq. (11)) is finally acquired by simply considering a few layers of neighbors of $\widehat{\nu}_c$.

**Remark 3.** Relying on AEF a finite $\mathcal{V}'_c$ can be achieved by a small $\mathcal{O}$, especially when $\mathcal{O}_d$ is large, i.e., the larger the $R_d$, the better the corresponding result, where $R_d = |\mathcal{O}_d|/|\mathcal{O}|$ characterizes the rate of $\mathcal{O}_d$ regarding $\mathcal{O}$. In particular, in tandem with the approach that we present to draw $\mathcal{V}_c$ from $\mathcal{V}'_c$, we name such framework as the **Percolation-based Evolutionary Framework (PrEF)** for the diffusion-source-localization problem. Note that other strategies can also be further developed or integrated into PrEF to acquire $\mathcal{V}'_c$ based on $\mathcal{V}_c$, such as those existing DSL methods.

![Diagram](image.png)

Figure 2: The fraction of the candidate set $\phi$ as a function of the infection probability $\beta_1$ regarding SIR$_1$ with $\gamma_1 = 0.1$. (a) The ER network with $\langle k \rangle = 3.50$ and $q_c = 0.2100$. (b) The SF network with $\langle k \rangle = 4.00$, $\ell = 3.0$, and $q_c = 0.1150$. (c) The PG network with $q_c = 0.0810$. (d) The SCM network with $q_c = 0.0664$. Samples are generated at $\varepsilon = 0.10$.

## 5 Results

**Competitors.** We mainly compare the proposed approach with the Jordan-Center (JC) method [12] that generally achieves comparable results in most cases [11] [15] [18]. For JC, the corresponding candidate set $\mathcal{V}_c$ is constructed based on the associated node rank since neighbor-based strategy usually results in much larger $\mathcal{V}_c$. Meanwhile, $\mathcal{O}$ consists of hubs is also considered as a baseline, say Hubs.$s$. Besides, since most current DSL approaches do not work for large networks, we also verify the performance of the proposed method by comparing it with approaches from the network immunization field, including the collective influence (CI) [21], the min-sum and reverse-greedy (MSRG) strategy [27], and the FINDER (FInding key players in Networks through DEep Reinforcement learning) method [25].

**Settings.** JC considers all infected and recovered nodes to achieve the source localization. PrEF is conducted with $\hat{\Delta} = 50$, $\hat{\tau} = 1$, $\hat{T} = 20$, $\pi_1 = 1$, $\pi_2 = [0.1 \times n]$, $T_p = 5,000$ for networks of $n \leq 10^5$, $T_p = 2,500$ for $10^5 < n \leq 10^6$, $T_p = 500$ for $n > 10^6$ (AEF), and $T_{\Lambda} = 10^6$ (RIS). Besides, we use PrEF($R_d$) to represent PrEF regarding a specific $R_d$. In addition, for each network, $q_c$ is obtained at $G(q_c) \approx 0.005$ of AEF.

**Diffusion models.** SIR$_1$: $\beta_{uv} = \beta_1$ and $\gamma_u = \gamma_1, \forall u, v \in \mathcal{V}$. SIR$_2$: $\beta_{uv} \in [\beta_0, \beta_1]$ and $\gamma_u = 0, \forall u, v \in \mathcal{V}$, i.e., the Susceptible-Infected (SI) model [29]. SIR$_3$: $\beta_{uv} \in [\beta_0, \beta_1]$ and $\gamma_u = 1, \forall u, v \in \mathcal{V}$, i.e., the Independent Cascade (IC) model [32] [43].
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Letting \( n(t, I) \) and \( n(t, R) \) accordingly be the number of nodes in infection and recovery states at \( t \) of a particular diffusion \( \zeta(G, v_s, M, t) \), we generate a DSL sample by the following processes. 1) A node \( v_s \in V \) is randomly chosen as the diffusion source to trigger \( \zeta \). 2) \( \zeta \) is terminated at the moment when \( (n(t, I) + n(t, R))/n \geq \varepsilon \), where \( \varepsilon \) is the outbreak range rate. Note that \( (n(t, I) + n(t, R))/n \) might be much larger than \( \varepsilon \) if the infection probability is large.

**Evaluation metric.** We mainly consider the fraction of the candidate set (see also Eq. (1)), \( \phi \), to evaluate the performance of the proposed method, which is defined as

\[
\phi = \frac{|V_c|}{n}.
\]

In what follows, \( \phi \) is the mean drawn from over 1,000 independent realizations if there is no special explanation. Besides, we also use \( \phi(\cdot) \) to denote \( \phi \) of a specific approach, such as \( \phi(\text{PrEF}) \) represents \( \phi \) of PrEF.

### Table 1: Experimental networks.

| Networks | \( n \)  | \( m \)  |
|----------|---------|---------|
| ER       | 10,000  | 35,000  |
| SF       | 10,000  | 40,000  |
| PG       | 4,941   | 6,594   |
| SCM      | 7,228   | 24,784  |
| LOCG     | 196,591 | 950,327 |
| WG       | 875,713 | 4,322,051 |

**Networks.** We consider both model networks (including the ER network [44] and scale-free (SF) network [50]) and empirical networks (including the Power Grid (PG) network [19], the Scottish-cattle-movement (SCM) network [37], the loc-Gowalla (LOCG) network [44], and the web-Google (WG) network [45]). We choose the PG network since it is widely used to evaluate the performance of DSL approaches. Rather than that, the rest are all highly associated with the DSL problem. In particular, the SCM network is a network of Scottish cattle movements, on which the study of the DSL problem plays important role for food security [46]. Besides, the LOCG is a location-based online social network and the WG network is a network of Google web whose nodes represent web pages and edges are hyperlinks among them. The study of them can potentially contribute to the containment of misinformation. The basic information regarding those networks can be found in Table 1.

![Figure 3: \( \phi \) as a function of the outbreak range rate \( \varepsilon \), where SIR\(_1\) with \( \beta_1 = 0.5 \) and \( \gamma_1 = 0.1 \) is considered. (a) The ER network. (b) The SF network. (c) The PG network. (d) The SCM network.](image-url)

**Results.** We first fix \( q \) to verify the performance of PrEF over varied infection probability \( \beta_1 \). Indeed, if the diffusion is symmetrical, JC would be an effective estimator (see Figs. 2a and 2b when \( \beta_1 \) is large). But such effectiveness sharply decreases as \( \beta_1 \) decreases. By contrast, PrEF has steady performance for the whole range of
\( \beta_1 \) and is much better than JC when \( \beta_1 \) is small, such as \( \phi(\text{PrEF}(1)) = 0.0004 \) versus \( \phi(\text{JC}) = 0.0721 \) at \( \beta_1 = 0.1 \) in the SF network. Besides, PrEF(0) apparently works better in the ER network compared to the SF network, which indicates that \( k_{\text{max}} \) might have impact on the effectiveness of PrEF(0) since the SF network has a much larger \( k_{\text{max}} \). To further demonstrate that, we also consider two empirical networks: the Power Grid network (with \( k_{\text{max}} = 19 \) and the Scottish network (with \( k_{\text{max}} = 3667 \)). As shown in Figs. 3c and 3d, even Hubs, is more effective than JC in the Power Grid network but, JC, Hubs, and PrEF(0) all fail in the Scottish network. Rather than that, PrEF(1) works extremely well in both cases. Further considering the fraction of the candidate set \( \phi \) as a function of the outbreak range rate \( \varepsilon \) (Fig. 5), PrEF(0) and PrEF(1) still have stable performance while \( \phi(\text{JC}) \) rapidly increases as \( \phi \).

We further evaluate the performance of PrEF under different \( q \) by comparing it with CI, MSRG, and FINDER on the two large networks. From those results shown in Fig. 4 we have the following conclusions: i) \( \phi \to 1 \) when
$q \to 0$, which is in accordance with our previous discussion, i.e., $G(q) \to 1$ when $q \to 0$; ii) A specific method $S$ that has better performance regarding $R_d = 0$ usually also works better with respect to $R_d = 1$; iii) For a specific $q$, PrEF always has much smaller $\phi$ compared to CI, MSRG, and FINDER, especially for the WG network. Indeed, the size of the observer set $O$, the value of $R_d$ (see also Fig. 5), the strategy generating $O$ all play fundamental roles for minimizing $\phi$. In particular, PrEF has the best performance for almost all range of $q$. Besides, results in Fig. 6 further demonstrate that the proposed method is also stable against varied diffusion models.

6 Conclusion

Aiming at the development of the state-of-the-art approach to cope with the DSL problem for large networks, the PrEF method has been developed based on the network percolation and evolutionary computation, which can effectively narrow our search region of the diffusion source. Specifically, We have found that the DSL problem is in a degree equivalent to the network immunization problem if viewing immune nodes as observers, and hence it can be tackled in a similar scheme. In particular, we have demonstrated that the search region would be bounded by the LCC if the direction information of the diffusion is known, regardless of the network structure. But for the case that only the time stamp is recorded, both LCC and the largest degree have impact on the search region. We have also conducted extensive experiments to evaluate the performance of the proposed method. Results show that our method is much more effective, efficient, and stable compared to existing approaches.
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