Abstract. When a stable ordered phase and a metastable disordered phase are separated by a flat interface, the metastable state changes to the stable state through the propagation of the interface. For cases in which latent heat is generated, the interface displacement during some time interval is proportional to the square root of the time interval when the extent of supercooling is less than a certain value. We demonstrate this behavior by deriving a perturbative solution for a propagating interface in the phase field model. We calculate the leading-order contribution explicitly, and find that the interface temperature deviates from the equilibrium transition temperature in proportion to the interface velocity.
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1. Introduction

Systems in which different phases coexist, such as growing crystal, exhibit a rich variety of dynamical behaviors [1, 2]. The simplest situation is that a flat interface connects a stable ordered phase and a metastable disordered phase. In this case, the metastable state becomes stable through the propagation of the interface. The phenomenon can be described by the time evolution of an order-parameter field that represents the extent of the order.

When the order parameter is the only relevant dynamical variable of the system, the solution of the propagating interface is easily determined [3]. However, as typically observed in crystallization, energy flow becomes a significant physical quantity, because latent heat is generated in the ordering process. In this case, a temperature field also evolves under the influence of the generated latent heat, and this temperature field influences the time evolution of the order parameter. The set of coupled equations is called the phase field model [4–7]. Deriving a solution for the propagating interface in the phase field model is not a simple task.

Explicitly, let $T_s$ and $T_m$ be the temperatures of the heat baths attached to the stable ordered phase in the left region and to the metastable phase in the right region, respectively. Note that $T_s$ and $T_m$ are less than the equilibrium transition temperature $T_c$. The latent heat per unit volume is denoted by $L$ and the specific heat at constant pressure per unit volume is denoted by $c_p$. An important dimensionless quantity is

$$\Delta \equiv \frac{c_p(T_c - T_m)}{L},$$

which represents the extent of the supercooling. The interface position $R(t)$ at time $t$ depends on $\Delta$. Specifically, numerical simulations of the phase field model show that $R(t) \simeq t^{1/2}$ for the case $\Delta < 1$, while $R(t) \simeq t$ for the case $\Delta > 1$ [8].
A theoretical problem is to derive this numerical observation by analyzing the phase field model. Only for the case $\Delta > 1$, there is a solution describing $R(t) \simeq t^1$ [9]. We note that $R(t) \simeq t^{1/2}$ was derived for the case $\Delta < 1$ in the Stefan model, which formulates a dynamic boundary value problem [10]. However, to the best of our knowledge, there have been no theoretical studies of the case $\Delta < 1$ in the phase field model.

In this paper, we derive a perturbative solution of the propagating interface for the case $\Delta < 1$ in the phase field model, where the particular solution possesses the scaling form expressed as (19) and (20) with two scaled coordinates and one dimensionless time-dependent small parameter. Expanding the solution in the small parameter, we determine the leading-order and next-order contributions to the solution. In particular, we obtain

$$R(t) = \sqrt{2DCt}$$

for

$$2Dt \gg C\xi^2,$$

where $R(0) = 0$, $D$ is a thermal diffusion constant, $\xi$ is an interface width and $C$ is a constant determined by the boundary conditions of the temperature field. As a remarkable property, $C$ exhibits divergent behavior as $\Delta \to 1$ from below. The solution also shows that the interface temperature deviates from the equilibrium transition temperature in proportion to the interface velocity.

We conclude the introduction with two remarks. First, the stability of the particular solution is not discussed in this paper, while we numerically confirmed that initial configurations representing phase coexistence with a localized interface approach the particular solution. Second, we do not consider a sharp interface limit; rather, the interface is maintained at a finite width.

2. Phase field model

Since we are focusing on the motion of a flat interface in a three-dimensional space, we study a one-dimensional system. Let $\phi(x,t)$ be an order-parameter field that represents the ordered (e.g. solid) phase by $\phi(x,t) = 1$ and the disordered (e.g. liquid) phase by $\phi = 0$. The phase field model is a set of coupled equations for the order-parameter field $\phi(x,t)$ and the temperature field $T(x,t)$. We first assume a free energy density $f(\phi, T)$ for a given material, where $f(\phi, T)$ takes a double-well form that possesses local minima at $\phi = 0$ and $\phi = 1$ for each $T$. The transition temperature $T_c$ is determined such that $f(\phi, T)$ is minimized at $\phi = 1$ when $T < T_c$, while $f(\phi, T)$ is minimized at $\phi = 0$ when $T > T_c$. We then define the free energy functional $F[\phi, T]$ as

$$F[\phi, T] = \int dx \left( f(\phi, T) + \frac{\xi^2}{2}(\partial_x \phi)^2 \right),$$

where the interface width $\xi$ is a parameter of the length dimension. The gradient term becomes relevant in the interface region, corresponding to the surface free energy.
assume that $\phi$ evolves so that the free energy decreases. That is, the equation of $\phi$ is given as

$$\tau \partial_t \phi = -\frac{\delta F[\phi, T]}{\delta \phi(x)}, \quad (5)$$

where $\tau$ characterizes the time scale of $\phi$.

From the law of enthalpy conservation at constant pressure, the equation for $T$ is determined as

$$\partial_t T = D \partial_x^2 T + \frac{L}{c_p} \partial_t \phi, \quad (6)$$

where the thermal diffusion constant $D$ is assumed to be independent of $(T, \phi)$. The first term on the right-hand side of (6) represents heat diffusion and the second term represents the effect of the latent heat generated by the time evolution of $\phi$. To simplify the notation, we introduce a dimensionless temperature

$$\theta(x, t) \equiv \frac{c_p (T(x, t) - T_c)}{L}, \quad (7)$$

and define

$$\tilde{f}(\phi, \theta) \equiv f \left( \phi, T_c + \frac{L}{c_p} \theta \right). \quad (8)$$

Using these quantities, we can rewrite (5) and (6) as

$$\tau \partial_t \phi = \xi^2 \partial_x^2 \phi - \frac{\partial \tilde{f}}{\partial \phi}, \quad (9)$$

$$\partial_t \theta = D \partial_x^2 \theta + \partial_t \phi. \quad (10)$$

We study cases in which a stable ordered phase (e.g. crystal) in the left-region grows in a metastable disordered phase (e.g. supercooled liquid) in the right region. Thus, we impose the following boundary conditions on $\phi$ and $\theta$:

$$\lim_{x \to -\infty} \phi(x, t) = 1, \quad (11)$$

$$\lim_{x \to +\infty} \phi(x, t) = 0, \quad (12)$$

and

$$\lim_{x \to -\infty} \theta(x, t) = -\Pi, \quad (13)$$

$$\lim_{x \to +\infty} \theta(x, t) = -\Delta, \quad (14)$$

where $\Delta$ is defined as (1) and $\Pi$ is

$$\Pi \equiv -\frac{c_p (T_s - T_c)}{L}. \quad (15)$$

Note that $\Pi \geq 0$. More precisely, we assume that $\phi(x, t)$ and $\theta(x, t)$ converge faster than an exponential form as a function of $x$ in the limit $|x| \to \infty$. 
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3. Results

We construct a particular solution of (9) and (10) with the boundary conditions (11)–(14). Let $R(t)$ be the interface position at time $t$, which satisfies $\phi(R(t), t) = 0.5$. First, we note that $\xi$ and $D/\dot{R}$ provide length scales of the solution $\phi(x, t)$ and $\theta(x, t)$, respectively, where $\dot{R}(t) = dR(t)/dt$. Based on this observation, we define the scaled coordinates

$$w \equiv \frac{x - R(t)}{\xi},$$
$$z \equiv \frac{\dot{R}(x - R(t))}{D}.$$  

We also introduce a small dimensionless time-dependent quantity

$$\eta \equiv \frac{\xi \dot{R}}{D}.$$  

Using $w$, $z$, and $\eta$, we assume that the solution takes the scaling form

$$\phi(x, t) = \Phi(w ; \eta),$$
$$\theta(x, t) = \Theta(z ; \eta).$$

Focusing on cases where $\eta(t) \ll 1$, we expand the solution in $\eta$ as

$$\Phi(w ; \eta) = \Phi_0(w) + \eta \Phi_1(w) + O(\eta^2),$$
$$\Theta(z ; \eta) = \Theta_0(z) + \eta \Theta_1(z) + O(\eta^2).$$

Note that the perturbation theory is formal, and higher-order terms are assumed to be bounded without a proof.

Substituting (21) and (22) into (9) and extracting terms that are independent of $\eta$, we have

$$\partial_w^2 \Phi_0 - \frac{\partial \bar{f}}{\partial \phi} (\Phi_0, \Theta_0(0)) = 0,$$

where we have used $z = \eta w$. Multiplying both sides of (23) by $\partial_w \Phi_0$ and integrating the result in the variable $w$ from $-\infty$ to $+\infty$, we obtain

$$\bar{f}(1, \Theta_0(0)) = \bar{f}(0, \Theta_0(0)),$$

which leads to

$$\Theta_0(0) = 0.$$  

By solving (23) with the boundary conditions (11) and (12), we can determine the unique solution $\Phi_0(z)$.
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Next, substituting (21) and (22) into (10) and extracting the leading-order terms in $\eta$, we obtain

$$\left( \frac{\dot{R}}{R} z - \frac{\dot{R}^2}{D} \right) \partial_z \Theta_0 = \frac{\dot{R}^2}{D} \partial_z^2 \Theta_0 + \frac{\dot{R}^2}{D} \delta(z),$$

(26)

where $\dot{R} = d^2R(t)/dt^2$; here, we have used

$$\lim_{\eta \to 0} \frac{1}{\eta} \partial_w \Phi_0(w)|_{w=\dot{z}} = -\delta(z).$$

(27)

The function $\delta(z)$ on the right-hand side is the Dirac delta function which is formally given as, for example, $\delta(z) = d\theta(z)/dz$ with $\theta(z) = 1$ for $z > 0$ and $\theta(z) = 0$ for $z < 0$.

By the method of separation of variables, we find

$$D \dddot{R} = -\frac{1}{C}$$

(28)

with a constant $C$. From this relation, we obtain (2), where the condition $\eta(t) \ll 1$ leads to (3). This is the first result in this paper. Then, (26) becomes

$$\partial_z^2 \Theta_0 + \frac{1}{C} (z + C) \partial_z \Theta_0 = -\delta(z).$$

(29)

We now analyze (29). First, set $\Theta^+(z) = \Theta(z)$ for $z > 0$ and $\Theta^-(z) = \Theta(z)$ for $z < 0$. Solving (29), we obtain

$$\Theta^+_0(z) = \partial_z \Theta_0|_{z=\pm 0} e^{\int_0^z e^{-\left(C + C^2 z^2\right)/2} dz'}$$

$$= \partial_z \Theta_0|_{z=\pm 0} \sqrt{\frac{\pi C}{2}} e^{\frac{C}{\sqrt{2C}}} \left( \text{erf} \left( \frac{z}{\sqrt{2C}} \right) + \sqrt{\frac{C}{2}} \right)$$

(30)

(31)

with the connection condition

$$\partial_z \Theta_0^+|_{z=+0} - \partial_z \Theta_0^-|_{z=-0} = -1.$$  

(32)

For later convenience, we set

$$A \equiv \partial_z \Theta^-|_{z=-0}.$$  

(33)

Using the boundary conditions (13) and (14), we derive

$$\Delta = (1 - A) \sqrt{\frac{\pi C}{2}} e^{\frac{C}{2}} \left( 1 - \text{erf} \left( \sqrt{\frac{C}{2}} \right) \right),$$

(34)

$$\Pi = A \sqrt{\frac{\pi C}{2}} e^{\frac{C}{2}} \left( 1 + \text{erf} \left( \sqrt{\frac{C}{2}} \right) \right).$$

(35)

Therefore, for a given value of $(\Delta, \Pi)$ satisfying $\Delta < 1$, we can determine $A$ and $C$. As one example, we consider the case $\Pi = 0$. In this case, we have $A = 0$ from (35), and we
obtain $C$ as a function of $\Delta$. The result is displayed in figure 1. Note that $C \to \infty$ as $\Delta \to 1$. This is the second result in this paper.

Furthermore, we substitute (21) and (22) into (9) and (10) and collect terms proportional to $\eta$, where we also assume the expansion

$$\frac{D\dot{R}}{R^3} = -\frac{1}{C} - C_1 \eta + O(\eta^2).$$

(36)

We then obtain equations for $\Phi_1(w)$ and $\Theta_1(z)$. By solving these equations with the boundary conditions that $\Phi_1(w)$ and $\Theta_1(z)$ converge to zero faster than an exponential form in the limit $|w| \to \infty$ and $|z| \to \infty$, we can determine $\Phi_1(w)$, $\Theta_1(z)$, and $C_1$. (See appendix A.) For example, the interface temperature $T(R(t), t)$ is determined as

$$T(R(t), t) = T_c + \frac{L\xi \dot{R}(t)}{c_p D} \Theta_1(0)$$

(37)

with the formula for $\Theta_1(0)$ given in (A.4). This means that the interface temperature deviates from the equilibrium transition temperature and the deviation is proportional to the interface velocity $\dot{R}$. This is the third result in this paper. Note that the velocity correction term is consistent with previous researches [11].

4. Concluding remarks

We have studied the deterministic equation describing phase coexistence. We emphasize that all the results obtained by our perturbation theory are consistent with numerical simulations of the phase field model. However, because the interface length $\xi$ is less than a micrometer, stochastic processes may become relevant in the interface region. To consider such effects, we will examine an energy-conserving Potts model with kinetic energy as a natural extension of energy-conserving kinetic Ising models [12–15]. We will report the behavior on a separate paper.

In this paper, we focused on the propagation of a flat interface as the simplest case. In some experiments, flat interfaces have exhibited the Mullins–Sekerka instability [16].
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which leads to a rich variety of patterns [1]. The instability of propagating interfaces was studied in the phase field model [17, 18], including the instability of solutions with \( R(t) \approx t^{1/2} \) [19]. With regard to the propagation velocity of a destabilized interface, it was reported that \( R(t) \approx t \) when \( \Delta > 1 \) in the one-sided model [20], while a theoretical analysis of the Stefan-type model shows \( R(t) \approx t^{1/2} \) even when \( \Delta > 1 \) [21]. A systematic understanding of these phenomena will be studied in the future.
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Appendix A. Next-order contribution

In this appendix, we calculate the next-order contribution to the solution. To simplify the notation, we introduce a dimensionless parameter

\[
\alpha \equiv \frac{D\tau}{\xi^2}, \quad (A.1)
\]

which represents the ratio of the thermal diffusion constant to the order-parameter diffusion constant.

First, we substitute (21) and (22) into (9). Since we have

\[
\tau \dot{\eta} = \tau \xi \dot{R} = -\tau\frac{D}{C\xi^2} \dot{\eta}^3 \quad (A.2)
\]

from the formula (28), terms including \( \dot{\eta} \) are not relevant in the next-order calculation. Keeping this in mind, we collect terms proportional to \( \eta \). We then obtain

\[
-\alpha \partial_w \Phi_0(w) = \partial_w^2 \Phi_1 - \Phi_1 \frac{\partial^2 \tilde{f}}{\partial \phi^2}(\Phi_0, 0) - \Phi_1 \frac{\partial^2 \tilde{f}}{\partial \phi \partial \theta}(\Phi_0, 0) (w\Theta_0'(\pm 0) + \Theta_1(0)), \quad (A.3)
\]

where either \( +0 \) or \( -0 \) is selected in the second line depending on whether \( w > 0 \) or \( w < 0 \). Multiplying both sides of (A.3) by \( \partial_w \Phi_0 \) and integrating the result from \( -\infty \) to \( \infty \), we obtain

\[
-\alpha I = -\Theta_1(0)J + (1 - A)K_+ - AK_-. \quad (A.4)
\]

with

\[
I \equiv \int_{-\infty}^{\infty} dw (\partial_w \Phi(w))^2, \quad (A.5)
\]

\[
J \equiv \int_{-\infty}^{\infty} dw \frac{\partial^2 \tilde{f}}{\partial \phi \partial \theta}(\Phi_0, 0) \partial_w \Phi, \quad (A.6)
\]

\[
K_\pm \equiv \pm \int_{0}^{\pm \infty} dw w \frac{\partial^2 \tilde{f}}{\partial \phi \partial \theta}(\Phi_0, 0) \partial_w \Phi. \quad (A.7)
\]
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Here, we have also used (33). Equation (A.4) determines the value of $\Theta_1(0)$, and corresponds to the solvability condition for the equation of $\Phi_1(w)$. Then, $\Phi_1(w)$ can be obtained as the solution of the linear equation (A.3).

Next, we substitute (21) and (22) into (10). Collecting terms proportional to $\eta$, we obtain

$$\partial_z^2 \Theta_1 + \partial_z \Theta_1 + \frac{1}{C} \partial_z (z \Theta_1) = C_1 z \partial_z \Theta_0.$$  \hfill (A.8)

By integrating (A.8) from $-\infty$ to $+\infty$, we have

$$C_1 = 0,$$  \hfill (A.9)

which corresponds to the solvability condition for the equation of $\Theta_1(z)$. Then, (A.8) becomes

$$\partial_z \Theta_1 + \frac{1}{C} (z + C) \Theta_1 = B,$$  \hfill (A.10)

where $B$ is a constant. Because $\Theta_1(z)$ converges to zero faster than an exponential form as a function of $|z|$ in the limit $|z| \to \infty$, we find that

$$B = 0.$$  \hfill (A.11)

We then solve (A.10) as

$$\Theta_1(z) = \Theta_1(0) e^{\frac{z}{C}} e^{-\frac{(z+C)^2}{2C}},$$  \hfill (A.12)

where $\Theta_1(0)$ is given by (A.4).
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