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Abstract—This article presents a novel method for the forward modeling and inverse design of a class of Schiffman phase shifters using deep neural networks (DNNs). Since DNNs are capable of mapping the highly nonlinear correlations between inputs and outputs, we constructed a fully connected DNN to predict the electromagnetic (EM) responses of Schiffman phase shifters given their physical dimensions. Based on this fast and accurate modeling tool, a cascaded inverse design DNN was then built and trained to achieve instant on-demand phase shifter designs. This approach is versatile and can be easily modified to accomplish different design goals. To demonstrate its efficacy, we trained two DNNs to realize Schiffman phase shifter designs with different bandwidths (40% and 60%) and arbitrary phase shift targets (0°–180°). Simulation results and experimental verifications substantiate that their performances are comparable with the state-of-the-art designs. Moreover, we discussed the proposed methods’ potential in dealing with design tasks that are nonintuitive and beyond the scope of the existing approaches. We envision that this DNN approach can be extended to the design of various EM components including but not limited to antennas, filters, power dividers, and frequency selective surfaces (FSS).
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I. INTRODUCTION

PHASE shifters play an important role in beam scanning phased arrays, modulators, and wireless communication systems. Ideal phase shifters should provide flat phase shift over wide operating frequency band with low loss. Among various types of differential phase shifters, those realized in planar technology, either stripline [1], microstrip line [2], or substrate integrated waveguide (SIW) [3] are widely adopted due to their low cost, small amplitude imbalance, and wide-bandwidth characteristics. In general, wideband planar phase shifters can be characterized into several categories: Schiffman phase shifters [1], [2], [4]–[12], loaded-line phase shifters [13]–[18], broadside coupling phase shifters [19]–[21], and others [22]–[24]. Compared with their counterparts, the Schiffman phase shifters are compact in size and easy to fabricate using print circuit board (PCB) technology, while still provide accurate phase shift in relatively wide bandwidth (usually >50%), making them stand out from various wide-band phase shifter designs.

The original Schiffman phase shifters are based on stripline structures [1]. When applying the design approach to the microstrip circuits, the uneven phase velocity of odd and even modes of the coupling region led to impedance mismatch and hence large insertion loss. Different approaches were discussed to solve this problem, including introducing the multisection coupled lines [4], adopting advanced analysis method which calculates the actual phase velocities [6], and removing part of the ground to reduce the even mode phase velocity [7]. Analytical equations for approximate calculations were presented in these works, which can be used to guide the design. However, due to the approximations being used and the unquantifiable influence of different structures (e.g., chamfered entries, fringing effects, and parasitic inductances of the narrow links between coupled lines), it is hard to analytically calculate the electromagnetic (EM) response of a Schiffman phase shifter given its dimensions. As a result, time-consuming fine-tuning is always required in the design process.

Machine learning (ML) techniques, especially the artificial neural networks (ANNs) have been recognized as a powerful tool to address this issue, and were widely adopted for the modeling, optimization, and/or inverse design of microwave components and circuits such as transitions [25], ground via [26], amplifiers [27], transmission line [28], and filters [29]–[35]. Among these works, Watson et al. presented a knowledge-based ANN approach for the modeling of microstrip grounding via coplanar waveguide (CPW) structures and stripline-to-stripline transitions [25], [26]. Zhang et al. proposed an ANN-based CAD (computer-aided design) approach for the modeling and optimizations of FET, CPW filters, and patch antennas [27], [30], [31]. Delgado et al. presented a SYNTHESIS-ANN for the modeling of structures including microstrip line and printed antennas with balun [28]. In [29], Zhang et al. proposed an ANN approach for the optimization of a bandstop microstrip filter. Na et al. introduced ANNs for the parameter extraction and modeling of various types of filters [32]–[35]. With the ANNs adopted in these works, conventional time-consuming full-wave simulation and
parametric modeling process can be substituted (and carried out) with a fully trained network on a one-time calculation basis, and thus greatly reducing the overall modeling and design time.

In recent years, deep neural networks (DNNs) have been widely adopted in various fields such as computer vision (CV), natural language processing (NLP), and computational learning. They have surpassed human performance in terms of both accuracy and efficiency in different tasks, including self-driving systems, efficient web search, and optical character recognition. Moreover, the DNNs are usually composed of more hidden layers compared with the ANNs, which makes them well suited to solve the EM forward modeling and inverse design problems, due to their ability to map the highly nonlinear relationships between the inputs (physical quantities) and outputs (EM fields or responses). The existing works have successfully demonstrated the feasibility to employing different DNNs to address the forward characterization and inverse design of metamaterials [36], [37], metasurfaces [38]–[40], microwave antennas [41], [42], and filters [43], [44]. The DNNs constructed in these works successfully unveiled the hidden relationship between inputs and outputs, meanwhile addressed the high-dimensional inputs challenge that cannot be easily tackled with a shallow ANN [43], [44].

In this article, we show how a DNN based on concise fully connected architecture can be utilized for the fast forward modeling and inverse design of microwave components. Due to the capability of mapping the highly nonlinear relationships between inputs and outputs, the DNNs are capable of predicting accurate phase and amplitude responses of an EM component given its design parameters. Once fully trained, the DNNs can generate the prediction results in milliseconds, and thus enabling fast on-demand designs. Without loss of generality, a class of microstrip Schiffman phase shifters are explored for the purpose of demonstration. For the first time, a predicting neural network that is capable of simultaneously modeling the phase shift, insertion loss, and return loss of Schiffman phase shifters over a relatively wide spectrum (133%) has been demonstrated. Based on the highly accurate forward predicting network, a tandem inverse design network was constructed for the fast on-demand designs of Schiffman phase shifter with arbitrary phase shift and bandwidth targets. To verify the efficacy of the proposed approach, two groups of phase shifter designs, with 60% and 40% bandwidth, respectively, were designed, fabricated, and measured. The good agreement between design targets and measurement results substantiate that the proposed approach accomplished two important goals in the field of EM component design: 1) building a fast and accurate simulation tool to validate the performance of EM components and 2) generating the layout of on-demand designs instantly, with no further optimization and fine-tuning needed. It is expected that the proposed approach can be easily generalized to other EM problems, including but not limited to antenna design, microwave circuit design, and EM compatibility problems.

II. NETWORK STRUCTURE

The proposed wideband phase shifter design network is illustrated in Fig. 1. The design goal is to generate differential
phase shifters with user-defined phase profile while maintaining low return loss and insertion loss. Since it is possible to have multiple different devices with similar EM responses, constructing a simple inverse design network with target responses assigned as input and design parameters as output will cause the network unable to converge [33], [38], due to the conflicting input–output data pairs in the design pool. To address this problem, a “tandem” network architecture [37], [38] is adopted, which consists of an inverse design model generator (hereinafter called the “generator”) and a predicting neural network (hereinafter called the “PNN”) to form a cascaded architecture. The input and output for a “tandem” network are both EM responses, which eliminates the possibilities of nonunique solutions and thus stabilizes the training process. As shown in Fig. 1(a), the ideal spectral phase response is discretized into a 1-D vector, with all data points evenly distributed in the spectrum of interest. The generator in Fig. 1(b) consists of four consecutive fully connected hidden layers each containing 100, 200, 200, and 50 hidden neurons, respectively. The generator takes the ideal phase shift as input and generates the design parameters of two phase shifters [see Fig. 1(c)], which produce the on-demand differential phase shift. The design parameters are then designated as input for a fully trained PNN [see Fig. 1(d)], where the two phase shifters’ transmission and reflection coefficients are evaluated when passed through four full-connected hidden layers consisting of 50, 500, 500, and 200 hidden neurons, respectively. Finally, the network calculates a combined loss function [see Fig. 1(e)], which is a weighted sum of the phase error and the return loss. During the training, the weights and biases in the hidden layers of the generator are optimized to minimize this loss, while the parameters in the previously trained PNN (including weight and bias) remain unchanged. As a result, the generator becomes “smarter” as training proceeds, eventually able to generate on-demand Schiffman phase shifter designs on a one-time calculation basis.

A. Forward Prediction

In order to enable the inverse design, a PNN [as shown in Fig. 1(d)] is trained first to realize the fast and accurate evaluation of Schiffman phase shifters. The PNN functions as a powerful alternative to the full-wave simulation tool. It is considered as the key building block in the tandem network structure for two reasons.

1) The generator relies on the PNN to distinguish the bad designs from the good ones and thus help the generator choose the right gradient descend direction and become “smarter” in design during the training. An inaccurate PNN will eventually lead to a defective generator even after fully trained.

2) During the training of the generator, each generated phase shifter design needs to be quickly evaluated to derive the training loss. Thousands of designs are generated and evaluated during one training iteration, which is normally done in seconds. This time efficiency is only possible with a fully trained PNN.

As shown in Fig. 2(a), four design parameters including the length and width of the coupled microstrip lines and the connection section were used to parameterize the Schiffman phase shifter structures. Without loss of generality, we chose Rogers R4003C ($\varepsilon_r = 3.55$, $\tan\delta = 0.0027$) with the thickness of 1.524 mm as the substrate. The spectra of interest are set to be from 1 to 5 GHz with center frequency at 3 GHz. To train the PNN, a dataset containing over 53 000 random Schiffman phase shifters, along with their transmission and reflection coefficients, was created using commercial software package...
Fig. 3. Phase-shifter examples designed by the fully trained generators. (a) 90°, 40% bandwidth. (b) 180°, 40% bandwidth. (c) 90°, 60% bandwidth. (d) 180°, 60% bandwidth. Dotted lines are the PNN-predicted responses based on the designs given by the generator, and solid lines are the numerically simulated responses.

CST Microwave Studio. Among them, 70% were assigned to be the training set, while the remaining 30% were used as the test set. The whole spectrum is down-sampled into 41 frequency points (between 1 and 5 GHz) with a frequency step of 0.1 GHz, corresponding to 41 coefficients which are specified as the network output. To reduce the training complexity, the transmission and reflection coefficients are combined into the output of the PNN, which were predicted at the same time. Two independent neural networks were constructed to predict the real and imaginary parts of the coefficients, respectively. The loss functions we used for PNNs are

\[ L_{PNN} = \frac{1}{N} \sum_{i=1,2,...,N} (S_{PNN} - S_{truth})^2 \] (1)

where \( S \) is the spectral responses. After fully trained, the test set error of the real and imaginary PNNs is \( 1.6 \times 10^{-5} \) and \( 1.3 \times 10^{-5} \), equivalent to a phase error of 0.1° and amplitude error of 0.005 at a single frequency point. Several prediction samples were randomly selected from the test dataset and showcased in Fig. 2, while more prediction samples are presented in Appendix Fig. 9. These examples show excellent consistency between numerical simulations and PNN predicted results across the full spectrum. Due to its one-time calculation nature, the fully trained PNNs are capable of modeling the performances of different Schiffman phase shifters with almost no time cost (e.g., in milliseconds), which enables the fast inverse design when cascaded with optimization algorithms or DNNs (as will be discussed in the next section).

B. Inverse Design

To demonstrate the versatility of the proposed approach, two generators that are capable of designing Schiffman phase shifters with two different preassigned fractional bandwidths (40% and 60%) were trained. The same dataset was used during these two training processes, which contains randomly generated ideal flat phase shift targets ranging from 0° to 180°. Since the inputs are not labeled with corresponding design parameters, the training was executed in an unsupervised way. The output layer contains nine values, including the design parameters of two differential phase shifters (\( W_1, W_2, L_1, \) and \( L_2 \) for each phase shifter) and the length of an extra 50-Ω transmission line cascaded to the first phase shifter which is used to adjust the phase shift value. With the help of the fully trained PNN, the insertion loss, phase, and return loss of both phase shifters, along with the differential phase shift between them can be instantly calculated. The loss functions of the cascaded network can be expressed as the weighted sum of three least square errors, including a phase error term, a constraint factor term, and a return loss term

\[ L_{Generator} = \sum A \cdot (S_{PNN} - S_{target})^2 + B \cdot (P - P_{clipped}(\text{max, min}))^2 + C \cdot (\text{ReLU}(S_{11} - \text{threshold}))^2 \] (2)

where \( A, B, \) and \( C \) are the weight coefficients; \( S_{PNN} \) and \( S_{target} \) are the actual phase shift of current design and the target phase shift, respectively. \( P \) is the output vector [see Fig. 1(c)] containing design parameters and \( P_{clipped} \) is a
vector with all values in $P$ clipped to a preset maximum and minimum value [see Fig. 2(a)]. Since the accuracy of the PNNs is only guaranteed within the preset data range, a constraint factor [second term in (2)] was added to the loss function, which measures the distance from output to the desired parameter value range. When the vector $P$ falls out of the preset value range, the increasing loss function value will force the optimizer to regress to generate a $P$ value within the desired range (max, min). When the return loss of the generated design is higher than the preset threshold (set to be $-14$ dB during training), the third term in (2) will generate an error larger than zero and force the optimizer to generate a different design with lower return loss. Since the second and third terms in (2) should be equal to zero with an ideal phase shifter design, their corresponding weight coefficient is set to be a much larger value ($A = 1$, $B = C = 500$). After $20000$ iterations of training for each group of data, the combined error eventually stabilized at $0.84$ and $7.85$ for $40\%$ bandwidth targets and $60\%$ bandwidth targets, respectively (details can be found in the Appendix Fig. 8 and Table I). The larger error for $60\%$ bandwidth targets manifests the increasingly design difficulty of Schiffman phase shifters with a larger bandwidth. Fig. 3 shows four representative design examples, including two $90^\circ$ and two $180^\circ$ phase shifters designed by both generators. The relatively low phase error ($90^\circ \pm 1.6^\circ$, $180^\circ \pm 2^\circ$ designed by the $40\%$ bandwidth generator; $90^\circ \pm 3^\circ$, $180^\circ \pm 12^\circ$ designed by the $60\%$ bandwidth generator) indicates the good efficacy of the proposed deep learning approach.

As mentioned earlier, the highly efficient nature of this DNN approach allows us to generate high-performance phase-shifter designs with almost no time cost. To demonstrate this unique feature, as showcased in Fig. 4, $36$ phase-shifter designs with phase shift targets ranging from $5^\circ$ to $180^\circ$ (with $5^\circ$ interval) were designed using the $40\%$ bandwidth and $60\%$ bandwidth generators, respectively. The corresponding differential phase shifts were evaluated with the PNNs. It is worth to mention that all designs in Fig. 4(a) and 4(b) were generated and characterized within milliseconds.

III. EXPERIMENTAL VERIFICATION

In order to verify the proposed method, two $90^\circ$ differential phase shifters presented in Fig. 3(a) and 3(c) were fabricated and measured. Detailed parameters of these two designs are given in Appendix Table II. The substrate for the microstrip line is Rogers RO4003C with the dielectric constant of $3.55$, to keep consistency with the setups used during the data collection process. The measured return loss, insertion loss, and
differential phase shift of the two phase shifters are presented in the subplots of Figs. 5 and 6. The recorded minimum return loss, maximum insertion loss, and maximum phase error are 19.64 dB, 0.71 dB, and ±1.86° for the 40% bandwidth (2.4–3.6 GHz) phase shifter and 20.68 dB, 0.73 dB, and ±4.1° for the 60% bandwidth (2.1–3.9 GHz) phase shifter. As shown in Figs. 5 and 6, the full-wave simulation results are also included as reference. The measured results are in reasonably good agreement with the simulation results, which validates both the accuracy of the pretrained PNN and the efficacy of this inverse design approach.

IV. FURTHER DISCUSSION

This deep learning approach shows its unique advantages over conventional methods when dealing with designs with more degrees of freedom. As discussed in the literature, the phase errors in microstrip Schiffman phase shifters caused by the uneven phase velocity of odd and even modes can be moderated by applying measures such as introducing multisection coupled lines [4], adopting advanced analysis method [6], and modifying the ground plane [7], which all resulted in complex architectures that are extremely hard (if not impossible) to model with traditional field and circuit analytical solutions. Therefore, these improved designs are derived with either particular solution based on presumptions that limited the design degrees of freedom [4], or trial-and-error method which requires time-consuming fine-tuning process [7]. In contrast, the proposed prediction and inverse design process with DNNs are data-driven. With hidden layers that provide sufficient hidden units, the presented DNNs are able to uncover the highly nonlinear hidden relations between inputs and outputs, even the complicated ones that are unable to be modeled with analytical equations, according to the universal approximation
Fig. 8. Learning curves of the PNNs and model generators. Shown in the figures are the learning curves of (a) real-part PNN, (b) imaginary part PNN, (c) phase shifter generator with 50% fractional bandwidth, and (d) phase shifter generator with 60% fractional bandwidth. Loss 1, 2, and 3 correspond to the first, second, and third terms in (2), respectively.

As a result, given sufficient amount of training data, PNNs with similar network structures can be used to model different types of structures, regardless of their complexities. To explore the proposed approach’s potential in dealing with more complicated geometries, we trained another PNN and generator for the forward modeling and inverse design of a dual-section Schiffman phase shifter. As shown in Fig. 7(a), the phase shifter with dual-section coupled line structure can be parameterized into seven parameters, including the length, width of the coupled lines, and the gap between them. The network architecture in Fig. 1 was slightly modified for the training of the PNN and the model generator for dual-section Schiffman phase shifters. Specifically, we change the output size of the generator to 15 by 1 and the input size of the PNNs to 7 by 1. Over 60 000 groups of training data were then collected with the parameters randomly generated within the preset value range in Fig. 7(a). After fully trained, the combined error finally stabilized at the value of 1.98 with the same loss function in (2). Compared with the single-section generator with the final error of 7.85, this significantly lower error value clearly indicates that Schiffman phase shifters with better performance can be achieved with this dual-section structure. We then used the fully trained dual-section generator to design a 180° phase shifter with 60% fractional bandwidth (design details are included in Appendix Table III). The design diagram, phase, return loss, and insertion loss of the proposed design are shown in Fig. 7(b)–(d), respectively. Compared with the 180° phase-shifter design in Fig. 3(d), this dual-section design was able to reduce the phase error by 60% while maintaining similar level of return loss and insertion loss, which clearly indicates the advantage of introducing more design degrees of freedom.

A major concern for this data-driven design approach is the time-consuming data collection process. We want to point out that the capability of the inverse design network actually depends on the forward prediction network (PNN). As for the design examples included in this article, since operation frequency of the PNN is from 1 to 5 GHz, the generator can be trained to generate inverse designs with different center frequencies, as long as the operating frequency band falls within the 1–5 GHz range. For example, we have also trained a generator for the design of phase shifters with center frequency equals to 4 GHz (supporting information Section I). To deal with designs that work at different frequency bands, new datasets need to be collected to train the PNNs. Fortunately, unlike other regression or classification problems in the deep learning field, the data in EM design problems are cheap and easily accessible, with the majority of the cost coming from the electricity consumption and the time cost while conducting numerical simulations. It is also worth noting that the data collections in this article are done in an unsupervised way, and this process can be easily accelerated by running the simulations in parallel. For example, it took 3 and 4 days to collect enough amount of training data for the PNNs in Figs. 2 and 7 with an 8-node cluster, respectively.

V. CONCLUSION

To conclude, we have proposed a novel DNN-based approach for the inverse design of high-performance Schiffman phase shifters. Based on the tandem architecture, we have
demonstrated the fast and accurate forward characterization and inverse design of a class of Schiffman phase shifters. Several design examples, including two 90° phase shifters and two 180° phase shifter with 40% and 60% fractional bandwidth, were designed and numerically verified. Performances of the DNN-generated designs are comparable with the state-of-the-art [7], [15], [47], [48]. A detailed performance comparison with several reported wideband phase shifters is included in supporting information Section III.

This deep learning approach not only quickly explores the locally optimal designs for given structures but also eliminates the fine-tuning process that was increasingly time-consuming in structures with complicated shapes. Different from traditional design approaches or local optimization algorithms, the presented DNNs process the input data in parallel, thus the training and design time of the PNNs and generators are not affected by the number of parameters, making them suitable for the inverse design of multiparameter problems. We believe that the proposed method is unique and stands out from the previous DNN approaches because 1) the formulation of DNN-based phase-shifter forward modeling is capable of predicting not only the spectral transmittance and reflectance but also the accurate phase responses, which enables the inverse design of devices with phase profile-related targets including microwave circuits, phase shifters, and feeding networks; and 2) we have carefully engineered the loss function of the inverse design network and proposed a novel way to apply multiple restrictions simultaneously: within the target frequency band, the phase error is minimized; the reflection is controlled below a certain threshold (~14 dB in the examples), and all dimensions are generated within the preset ranges (to ensure the prediction accuracy). Considering that the design targets of modern EM devices are usually complicated and combinations of multiple requirements, the ability to reconcile multiple design targets helps to pave the way for extending this approach to the design of other EM devices.

Although this article mainly discusses the forward modeling and inverse design of Schiffman phase shifters, the deep learning approach for objective-driven design developed herein is not limited to specific phase shifter or device categories. With customized loss functions and training datasets, the proposed framework can be adapted to the design of various EM components that can be defined with several design parameters, including but not limited to antennas, filters, power dividers, and frequency selective surfaces (FSS). As a quick demonstration, an inverse design DNN example that is able to generate designs based on target reflectance is included in the Supporting Information Section II. Moreover, by adopting the convolutional neural network (CNN) layers, the PNN can deal with image input [39], which further increases its adaptability.

**APPENDIX**

In the Appendix, we provide further details on network modeling, network training, and additional examples showcasing the performances of different networks. This Appendix comprises the following sections.

**A. Hyperparameters Used During DNN Training Process**

Hyperparameters used in the training for both PNNs and all three generators are shown in Table I. The hardware consists of a quad-core CPU with 3.5-GHz clock speed, 64 GB of RAM, and two NVidia 1080Ti GPUs. As shown in the table, after 20,000 iterations, the average test set error for single section PNNs stabilized at 0.000016 and 0.000013 for the real and imaginary parts, respectively. The final test error for dual-section PNNs is 0.000098 for the real parts and 0.00012 for the imaginary parts, respectively. With the current hardware setup, the training takes 4 h for all four PNNs before their error rates stabilize (Fig. 8). The model generator networks, on the other hand, takes less training...
TABLE II
DETAILED DIMENSIONS OF THE PHASE-SHIFTER DESIGNS IN FIG. 3

| Unit: mm | Phase shifter #1 | Phase shifter #2 | Additional 50Ω line |
|----------|------------------|-----------------|---------------------|
|          | W1   | W2   | L1   | L2   | W1   | W2   | L1   | L2   |                  |
| 90° (40% BW) | 3.03 | 0.38 | 16.78 | 0.56 | 2.91 | 0.45 | 23.51 | 0.34 | 2.12            |
| 180° (40% BW) | 3.07 | 0.2  | 14.24 | 0.7  | 2.5  | 0.2  | 27.59 | 0.2  | 4.6             |
| 90° (60% BW) | 2.87 | 0.23 | 16.2  | 0.73 | 2.94 | 0.78 | 23.68 | 0.21 | -0.37          |
| 180° (60% BW) | 2.5  | 0.2  | 13.26 | 0.55 | 2.51 | 0.2  | 28.45 | 0.21 | -0.43          |

Fig. 9. Additional prediction examples generated with the single-section PNNs. (a) Real part prediction examples. (b) Imaginary part prediction examples.

Fig. 10. Additional prediction examples generated with the dual-section PNNs. (a) Real part prediction examples. (b) Imaginary part prediction examples.

time due to the smaller network dimensions and less non-intuitive inverse design rules. All three generators are fully trained after less than 3000 iterations, each requiring less than 20 min.

B. Additional Samples of the PNN for Single-Section Schiffman Phase Shifters

In As shown in Fig. 9, in each panel, the red curve represents the PNN predicted values. The blue curves depict numerically simulated values obtained with the commercial frequency domain solver (CST Microwave Studio). Reflection coefficients are highlighted in orange and transmission coefficients are highlighted in cyan. Randomly generated design parameters, including \( W_1, W_2, L_1, \) and \( L_2 \) (in mm), are shown at the top of each panel (in the above order). Please note that the predicted values are barely seen in the plots since they are mostly overlapped with the ground truth due to the high accuracy.

C. Additional Samples of the PNN for Dual-Section Schiffman Phase Shifters

In each panel of Fig. 10, the red curve represents the PNN predicted values. The blue curves depict numerically simulated values obtained with the commercial frequency domain solver.
TABLE III
DETAILED DIMENSIONS OF THE PHASE-SHIFTER DESIGNS IN FIG. 7

| Unit: mm | Phase shifter #1 | Phase shifter #2 | Additional 50Ω line |
|----------|------------------|------------------|---------------------|
|          | W1   | W2   | L1   | L2   | L3   | D1   | D2   |                   |
| 180° (60% BW) | 3.21 | 2.8  | 16.91| 4.35 | 0.68 | 0.78 | 0.2  | 9.08              |
|          | W1   | W2   | L1   | L2   | L3   | D1   | D2   |                   |
|          | 2.74 | 3.29 | 24.82| 17.25| 0.22 | 0.2  | 0.8  |                   |

Fig. 11. User interface for the Schiffman phase shifter inverse design network. Target phase (0°–180°) and fractional bandwidth (40% or 60%) are needed to generate the inverse phase shifter design. The design parameters and layout of the generated designs, along with the predicted performances, are calculated simultaneously. A 180° phase shifter with 40% fractional bandwidth was designed using this system as an example.

D. Network Deployment

To better showcase the time efficiency and accuracy of the proposed method, we have developed the fully trained DNN model and built a Schiffman phase-shifter inverse design system (see Fig. 11) using MATLAB built-in app designer. This inverse design system takes the target phase and fractional bandwidth as input, and generates the design schematic, design parameters, as well as the predicted performances of generated designs as output. The workflow of this design system is as follows: 1) the target phase and fractional bandwidth input by the user is fed to the inverse design network, which generates the design parameters of two differential phase-shifter structures (shown in the center box of Fig. 11); and 2) performance of these two structures including the S11, S21 and differential phase are calculated using the pretrained PNNs and shown in the performance box on the bottom. The overall design time is displayed in the message box, which is normally milliseconds.
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