GRAND for Fading Channels using Pseudo-soft Information
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Abstract—Guessing random additive noise decoding (GRAND) is a universal maximum-likelihood decoder that recovers code-words by guessing rank-ordered putative noise sequences and inverting their effect until one or more valid code-words are obtained. This work explores how GRAND can leverage additive-noise statistics and channel-state information in fading channels. Instead of computing per-bit reliability information in detectors and passing this information to the decoder, we propose leveraging the colored noise statistics following channel equalization as pseudo-soft information for sorting noise sequences. We investigate the efficacy of pseudo-soft information extracted from linear zero-forcing and minimum mean square error equalization when fed to a hardware-friendly soft-GRAND (ORBGRAND). We demonstrate that the proposed pseudo-soft GRAND schemes approximate the performance of state-of-the-art decoders of CA-Polar and BCH codes that avail of complete soft information. Compared to hard-GRAND, pseudo-soft ORBGRAND introduces up to 10 dB SNR gains for a target $10^{-3}$ block-error rate.

Index Terms—GRAND, Rayleigh fading, soft-decoding

I. INTRODUCTION

Guessing random additive noise decoding (GRAND) [1], [2] has recently been proposed as a capacity-achieving universal maximum-likelihood (ML) channel-code decoder. Instead of identifying the transmitted code-word, GRAND identifies the most likely noise sequence that corrupts the code-word. In particular, GRAND rank-orders putative noise sequences and successively reverses the received signal’s noise effects from most likely to least likely to recover candidate transmitted words. As the noise sequences are ordered in decreasing likelihood, leveraging information on noise and channel models, it provably follows that the first code-word to be recovered is the ML decoded solution, even for channels with memory and with the absence of interleaving. Furthermore, the guesswork [3], [4] in GRAND is computationally feasible for all moderate redundancy codes because, in most cases, the Shannon entropy rate of noise is less than that of information symbols [2].

The NP-completeness of ML decoding [5] has traditionally compelled practical code-specific decoding paradigms. For example, soft-detection cyclic redundancy check (CRC)-assisted successive cancellation list (CA-SCL) decoding exploits the structure of CRC-assisted polar (CA-Polar) codes for computational efficiency [6]. However, supporting the requirements of diverse emerging wireless communications applications [7], such as Internet of things (IoT) and virtual reality, requires a plethora of enablers that range from ultra-reliable low-latency communication (URLLC) [8] to high-frequency ultra-broadband connectivity [9]. A paradigm shift to practical universal decoders that are efficient for different code lengths and rates is thus desirable in efforts to realize these technologies. Early universal soft-detection near-ML decoders for linear codes adopted a list-decoding principle [10], [11], in which the conditional likelihood of the received signal is computed to only a restricted list of code-words. GRAND is a novel practical universal decoder suitable for block-code constructions of moderate redundancy—even unstructured code-books. GRAND’s modularity and computational efficiency translate into significant hardware footprint reduction [12], [13].

Leveraging soft symbol reliability information enhances decoding accuracy [14], [15]. Soft information for GRAND can be a one-bit mask that designates whether a channel is reliable [16]. Fully utilizing real-valued channel outputs as soft information is also possible in soft-GRAND (SGRAND) [17], where noise-sequence likelihoods are inferred from the reliability of demodulated symbols. Ordered reliability bits GRAND (ORBGRAND) [18] achieves the decoding accuracy of SGRAND in a parallelizable and hardware-friendly algorithm, using code-book-independent quantization of soft information. However, generating soft information in detectors incurs a computational overhead, and passing such information with high resolution to a decoder on every channel use can be a bandwidth processing bottleneck. A recent proposal to incorporate information from channel state information (CSI) into GRAND constructs a mask that designates bits as reliable or not depending on whether a fading coefficient exceeds a threshold to be optimized [19] (an extension to [16]). Fully integrating fading information into GRAND is not yet studied.

This work proposes pseudo-soft GRAND schemes that do not avail of soft-detection bit-reliability information, leveraging CSI and colored additive noise (CAN) statistics alongside hard demapped symbols instead. In particular, noise coloring after equalization is dictated by channel fading coefficients that can be retained over many frames in wideband systems with
low computational overhead. We consider the zero-forcing (ZF) and minimum mean square error (MMSE) channel equalizers and study the suitability of their resulting pseudo-soft information for GRAND. By integrating knowledge of CAN, the proposed GRAND schemes favor keeping noise bursts and foregoing interleaves [2], [20] or whitening filters.

The paper is organized as follows. The problem formulation is first presented in Sec. II. Then, the proposed pseudo-soft GRAND for fading channels is detailed and analyzed in Sec. III. Performance evaluation is reported in Sec. IV. Regarding notation, bold upper case, bold lower case, and lower case letters correspond to matrices, vectors, and scalars, respectively. Scalar and vector L2 norms are denoted by \(|\cdot|\) and \(|\cdot|\). \(\mathbf{E}[-], \, (\cdot)^T\), and \((\cdot)^*\) stand for the expected value, transpose, and conjugate transpose, \(\mathbf{1}_M\) is a unit identity matrix of size \(M\), \(\mathbb{P}_u\) denotes a Galois field with \(u\) elements, \(\text{Pr}(\cdot)\) is the probability function, and \(\odot\) is the Hadamard product.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a communication system of equivalent baseband input-output relation, \(y = h \odot x + n\), where \(y = [y_1 \ldots y_M]^T \in \mathbb{C}^{M \times 1}\) is the received symbol vector, \(h = [h_1 \ldots h_M]^T \in \mathbb{C}^{M \times 1}\) is the vector of channel coefficients, \(x = [x_1 \ldots x_M]^T \in \mathbb{C}^{M \times 1}\) is a frame of transmitted symbols, and \(n = [n_1 \ldots n_M]^T \in \mathbb{C}^{M \times 1}\) is the additive complex-Gaussian noise vector of zero mean and per-symbol variances \((\mathbb{E}[n_i n_i^*]) = \sigma_n^2\). Furthermore, each information symbol, \(x_i\), belongs to a normalized complex constellation, \(X_i\) \(\mathbb{E}[x_i^* x_i] = 1\). We shall consider quadrature amplitude modulation (QAM) of different orders in this paper. For a single-input single-output (point-to-point) communication link, \(y_i = h_i x_i + n_i, \, i \in \{1, \ldots, M\}\), is an independent channel use, where \(h_i\) can represent Rayleigh (when the \(h_i\)s are complex Gaussian with zero mean) or Rician (when the \(h_i\)s are complex Gaussian with possibly non-zero mean) fading, for example.

The bit-representation of \(x_i\) is \(c_i = [c_{i1} \ldots c_{iM}]^T \in \mathbb{F}_2^M\), where \(q_i = \log_2(1 + h_i^2 N_i)\). Therefore, each bit-representation of \(x\) is thus \(c = [c_1 \ldots c_M]^T \in \mathbb{F}_2^N\), where \(N = \sum_{i=1}^{M} q_i = M q\). We assume \(c\) to be a code-word encoded with an error correcting code \(\alpha : \mathbb{F}_2^M \rightarrow \mathbb{F}_2^N\), of code-rate \(R = K/N\). A code-book \(C \triangleq \{c : c = \alpha(b), \, b \in \mathbb{F}_2^K\}\) includes all possible code-words, where \(b\) is the string of bits corresponding to the information payload we seek to transmit. We denote by \(v = [\sigma_{i1}^2 \cdots \sigma_{iM}^2 \cdots \sigma_{M,q}^2]^T \in \mathbb{R}^{N}\) a vector of second-order noise statistics per bit. Assuming perfect knowledge of the \(h_i\)s at the receiver, a hard detector, \(\hat{\alpha} : \mathbb{C}^M \rightarrow \hat{X}\), equalizes the channel and recovers a symbol vector, \(\hat{x}\), from \(y\), where \(\hat{X} = \mathbb{F}_2^M\) is the finite \(M\)-dimensional lattice of all possible modulated symbols. A demapper recovers a word, \(\hat{c}\), from \(\hat{x}\).

B. Problem Formulation

In the traditional view, an ML decoder computes the conditional probability of the demapped word, \(\hat{c}\), for each of the \(2^K\) code-words, \(c\), in \(C\). The \(c\) with the highest conditional likelihood of transmission given what was received is the ML solution, \(c_{\text{ML}} = \arg\max\{\Pr (\hat{c} | c) : c \in C\}\). Instead of searching through \(C\) for code-words, GRAND searches putative, not necessarily memoryless, noise effect sequences that corrupt \(c, w = [w_1 \ldots w_{i,j} \ldots w_{M,q}]^T \in \mathbb{R}^N\), with non-increasing probability. We express the interaction between a bit and the channel’s noise effect on that bit through the function \(\odot\); \(\hat{c} = c \odot w\). We can write \(\Pr (\hat{c} | c) = \Pr (\hat{c} = c \odot w)\). Therefore, \(c^{\text{GRAND}} = \arg\max\{\Pr (w = \hat{c} \odot c) : c \in C\}\), where \(\odot\) is the inversion of the noise effect. The receiver creates, usually in an online and highly parallelizable fashion, a list of noise sequences sorted in decreasing order of likelihood, and queries until the first code-word hit (block-code word computations), \(w = \hat{c} \odot c\). GRAND is thus a ML decoder that returns \(\hat{c}^{\text{GRAND}}\); information bits are retrieved as \(\hat{b}^{\text{GRAND}} = a^{-1}(c^{\text{GRAND}})\). Since the entropy of noise is typically much smaller than that of information bits, GRAND is of low complexity. GRAND efficiency is further guaranteed by abandoning guesswork after a fixed computational cut-off [2], a simplification that can maintain optimal error exponents.

Soft-GRAND algorithms accept, in addition to the \(\hat{c}\), a vector of bit-reliability information, \(\Lambda = [\lambda_1 \ldots \lambda_M, q, M, q] \in \mathbb{R}^N\). We can generate a weight metric by multiplying \(w\) by \(|\Lambda|\); noise sequences with smaller weights are more likely to occur. Hence, in soft-GRAND (Algorithm 1), \(\Lambda\) ranks-orders candidate noise sequences. Let \(W \in \mathbb{F}_2^{N \times N}\) be a noise matrix containing in its rows all possible noise sequences, and let \(\Pi : \mathbb{Z}^N \rightarrow \mathbb{F}_2^N\) be a noise-retrieving function over \(W\). Then, \(t = \text{sort}(W \times |\Lambda|) \in \mathbb{Z}^{2N}\) is a vector of sorted (increasing order) noise-sequence indices, and \(w = \Pi(t(k))\) retrieves the \(k\)th likely noise sequence. However, populating noise sequences in a single matrix is not hardware-friendly nor computationally efficient. Alternatively, SGRAND [17] achieves the benchmark optimal decoding performance via a dynamic algorithm that recursively constructs a max-heap for each combination of reliabilities in \(\Lambda\) to generate \(w\) vectors with increasing likelihoods. In a highly computationally lightweight alternative, ORBGRAND [18] builds a bit permutation map based on the decreasing rank order of bit reliability to generate

| Algorithm 1 Soft GRAND |
|-------------------------|
| **Input:** Soft-inf. \(\Lambda\); demapped bits \(\hat{c}\); noise matrix \(W\); ordered noise-generating function \(\Pi\); abandonment threshold \(B\) |
| **Output:** Decoded \(\hat{c}^{\text{GRAND}}\) |
| 1: \(t \leftarrow \text{sort}(W \times |\Lambda|)\) \quad \triangleright sort in increasing order |
| 2: \(k \leftarrow 0;\) |
| 3: while \(k < 2^N\) do |
| 4: \(k \leftarrow k + 1;\) \(w \leftarrow \Pi(t(k))\) \quad \triangleright kth likely noise sequence |
| 5: if \(\hat{c} \odot w \in C\) or \(k = B\) then |
| 6: \(\hat{c}^{\text{GRAND}} \leftarrow \hat{c} \odot w;\) |
| 7: return \(\hat{c}^{\text{GRAND}}\) |
| 8: end if |
| 9: end while |
a pre-determined series of putative noise queries. However, $\Lambda$ is not always available, as soft-output detectors are computationally demanding. Communicating $\Lambda$ between the detector and decoder also consumes considerable bandwidth. We aim at generating pseudo-soft reliability information using only CSI and arbitrary CAN statistics.

III. PROPOSED SOFT GRAND FOR FADING CHANNELS

A. Soft-detection information in fading channels

We first detail the derivation of soft information under different data detectors. Reexpressing the system model as

$$\mathbf{y} = \mathbf{Hx} + \mathbf{n},$$

(1)

$\mathbf{H} = \text{diag}(\mathbf{h}) \in \mathbb{C}^{M \times M}$ has diagonal elements, $\mathbf{H}(i, i) = h_i$, and zero off-diagonal elements. Following ML detection, soft information in the form of log-likelihood ratios (LLRs) is accumulated in a vector

$$\Lambda^\text{ML} = [\Lambda^\text{ML}_{1,1}, \ldots, \Lambda^\text{ML}_{i,j}, \ldots, \Lambda^\text{ML}_{M,q}] \in \mathbb{R}^{N \times 1}.$$

The ML detector [21] aims at maximizing the probability of correctly estimating $\mathbf{x}$ by a candidate $\hat{\mathbf{x}}$.

$$\Pr(\mathbf{x} = \hat{\mathbf{x}} | \mathbf{y}, \mathbf{H}) = \frac{f_{\hat{\mathbf{x}}|\mathbf{y}, \mathbf{H}}(\mathbf{y}|\mathbf{x} = \hat{\mathbf{x}})}{f_{\mathbf{y}|\mathbf{H}}(\mathbf{y}|\mathbf{H})},$$

which is maximized by the $\hat{\mathbf{x}}$ that maximizes $f_{\hat{\mathbf{x}}|\mathbf{y}, \mathbf{H}}(\mathbf{y}|\mathbf{x} = \hat{\mathbf{x}})$, where $f_{\hat{\mathbf{x}}|\mathbf{y}, \mathbf{H}}(\mathbf{y}|\mathbf{x} = \hat{\mathbf{x}})$ and $f_{\mathbf{y}|\mathbf{H}}(\mathbf{y}|\mathbf{H})$ are probability density functions of $\mathbf{y}$ given $(\mathbf{x}, \mathbf{H})$ and $\mathbf{H}$, respectively. From (1),

$$f_{\hat{\mathbf{x}}|\mathbf{y}, \mathbf{H}}(\mathbf{y}|\mathbf{x} = \hat{\mathbf{x}}) = f_n(\mathbf{y} - \mathbf{H}\hat{\mathbf{x}}).$$

Furthermore, for Gaussian noise,

$$f_n(\mathbf{n}) = \frac{1}{\pi \sigma^2} e^{-\frac{1}{\sigma^2} ||\mathbf{n}||^2},$$

where $\Gamma = \text{diag}(\mathbf{v})$. In the particular case of $\sigma_i = \sigma, \forall i, j$,$$

f_n(\mathbf{n}) = \frac{1}{(\pi \sigma^2)^N} e^{-\frac{1}{2 \sigma^2} ||\mathbf{n}||^2}.$$

Therefore, a ML detector exhaustively searches the lattice $\hat{\mathcal{X}}$, computing $|\mathcal{X}| \times |\mathcal{X}| \times \cdots \times |\mathcal{X}|$ Euclidean distance metrics, to solve for $\Lambda^\text{ML} = \arg \min_{\mathbf{X}} ||\mathbf{y} - \mathbf{Hx}||^2$. Furthermore, the ML LLL of the $j$th bit of the $i$th symbol is computed as

$$\Lambda^\text{ML}_{i,j} = \log \left\{ \frac{\Pr(c_{i,j} = 1, \mathbf{y}, \mathbf{H})}{\Pr(c_{i,j} = 0, \mathbf{y}, \mathbf{H})} \right\} = \log \left( \sum_{\mathbf{x} \in \hat{\mathcal{X}}^i} e^{-\frac{1}{2 \sigma^2} ||\mathbf{y} - \mathbf{Hx}||^2} / \sum_{\mathbf{x} \in \hat{\mathcal{X}}^i} e^{-\frac{1}{2 \sigma^2} ||\mathbf{y} - \mathbf{Hx}||^2} \right),$$

assuming uniform priors, where $\hat{\mathcal{X}}^i = \{ \mathbf{X} : c_{i,j} = 1 \}$ and $\hat{\mathcal{X}}^i = \{ \mathbf{X} : c_{i,j} = 0 \}$ are subsets of symbol vectors in $\hat{\mathcal{X}}$, having in the corresponding $j$th bit of the $i$th symbol a value of 1 and 0, respectively. Using the Jacobian-logarithm approximation, $\log \sum \exp(a_i) \approx \max_x \{ a_i \}$, optimal LLRs in the log-max sense [22] are expressed as [23]

$$\Lambda^\text{ML}_{i,j} \approx \frac{1}{2} \log \left( \min_{\mathbf{x} \in \hat{\mathcal{X}}^i} ||\mathbf{y} - \mathbf{Hx}||^2 / \min_{\mathbf{x} \in \hat{\mathcal{X}}^i} ||\mathbf{y} - \mathbf{Hx}||^2 \right).$$

(3)

Furthermore, in point-to-point links, 3 can be executed at a much-reduced complexity over decoupled $x_i$ symbols,

$$\Lambda^\text{ML}_{i,j} = \frac{1}{\sigma_i^2} \left( \min_{x_i \in \mathcal{X}_i} |y_i - h_i x_i|^2 - \min_{x_i \in \mathcal{X}_i} |y_i - h_i x_i|^2 \right),$$

(4)

where $\mathcal{X}_i = \{ x_i \in \mathcal{X} : c_{i,j} = 1 \}$ and $\mathcal{X}_i = \{ x_i \in \mathcal{X} : c_{i,j} = 0 \}$ are subsets of symbols in the one-dimensional constellation, $\mathcal{X}_i$, having a $j$th bit of 1 and 0, respectively.

Soft information can also be extracted from linear detectors [24], which are near-optimal in point-to-point systems. In particular, a ZF detector equalizes the channel by multiplying by its pseudo-inverse, resulting in $\mathbf{y}^{\text{ZF}} = (\mathbf{H}^H \mathbf{H})^{-1} \mathbf{H}^H \mathbf{y}$, which reduces to $\mathbf{y}^{\text{ZF}}_i = h_i^{-1} y_i + h_i^{-1} n_i$ for a diagonal $\mathbf{H}$. Alternatively, a linear MMSE detector accounts for the signal-to-noise ratio (SNR), $\text{SNR} = 1/\sigma^2$ for a uniform $\sigma$, and computes an equalized output, $\mathbf{y}^{\text{MMSE}} = (\mathbf{H}^H + (1/\text{SNR}) \mathbf{I})^{-1} \mathbf{H}^H \mathbf{y}$, which reduces to $\mathbf{y}^{\text{MMSE}}_i = (h_i + \sigma_i^2)^{-1} h_i^{-1} y_i$ at the symbol-level of a point-to-point system. Therefore, the ZF and MMSE LLRs in $\Lambda_{\text{ZF}}$ and $\Lambda_{\text{MMSE}}$ are calculated per symbol as

$$\Lambda_{i,j}^{\text{ZF}} = \frac{1}{\sigma_i^2} \left( \min_{x_i \in \mathcal{X}_i} |y_i^{\text{ZF}} - x_i|^2 - \min_{x_i \in \mathcal{X}_i} |y_i^{\text{ZF}} - x_i|^2 \right),$$

(5)

$$\Lambda_{i,j}^{\text{MMSE}} = \frac{1}{\sigma_i^2 \text{SNR}^2} \left( \min_{x_i \in \mathcal{X}_i} |y_i^{\text{MMSE}} - x_i|^2 - \min_{x_i \in \mathcal{X}_i} |y_i^{\text{MMSE}} - x_i|^2 \right),$$

(6)

where $\sigma_i^{\text{ZF}} = \sigma_i^2 (h_i^{-1} + \sigma_i^2)^{-1}$ and $\sigma_i^{\text{MMSE}} = \sigma_i^2 (h_i^{-1} + \sigma_i^2)^{-1} h_i^{-1} n_i$. The scaled variances, $\sigma_i^{\text{ZF}}$ and $\sigma_i^{\text{MMSE}}$ thus hold both channel and noise information that can approximate soft information. Therefore,

$$\Lambda_{i,j}^{\text{ZF/MMSE}} = \begin{bmatrix} \frac{1}{\sigma_{i,j}^{\text{ZF/MMSE}}} \\ \frac{1}{\sigma_{i,j}^{\text{ZF/MMSE}}} \\ \vdots \\ \frac{1}{\sigma_{i,j}^{\text{ZF/MMSE}}} \end{bmatrix}.$$
where $\tilde{x}_{i,j}^{ZF/MMSE} = \sigma_i^{ZF/MMSE}$, $\forall j \in \{1, \ldots, q_i\}$.

C. Feeding soft or pseudo-soft information to GRAND

Towards understanding the use of soft or pseudo-soft information in GRAND, we express the a posteriori probability that the detected bit $\hat{c}_{i,j}$ is erroneous as

$$
\Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i) = \frac{\Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i)}{\Pr(y_i, h_i)} = \frac{\Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i)}{1 + \Pr(\hat{c}_{i,j} = c_{i,j}|y_i, h_i) / \Pr(\hat{c}_{i,j} = c_{i,j}|y_i, h_i)}.
$$

Noting that $\lambda_{i,j} \approx \log(\Pr(c_{i,j}=1,y_i, h_i) / \Pr(c_{i,j}=0,y_i, h_i))$, the probability of bit error can be expressed as

$$
\Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i) = e^{-|\lambda_{i,j}|} \left(1 + e^{-|\lambda_{i,j}|}\right) \in [0, 1/2],
$$

where larger LLR values result in lower bit-flip probabilities. Hence, the a posteriori probability of a noise sequence is approximately [18]

$$
\Pr(\mathbf{w} = \tilde{\mathbf{w}}) \approx \prod_{i,j:|\lambda_{i,j}|=1} (1 - \Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i)) \times \prod_{i,j:|\lambda_{i,j}| \neq 1} \Pr(\hat{c}_{i,j} \neq c_{i,j}|y_i, h_i) \propto e^{-\sum_{i,j} |\lambda_{i,j}| |\tilde{\mathbf{w}}_{i,j}|},
$$

with equality when bits are independent (in the case of interleaving). The likelihood of a putative noise sequence, $\tilde{\mathbf{w}}$, is thus dictated by the sum of reliabilities of flipped bits, $\eta(\tilde{\mathbf{w}}) \approx \sum_{i,j} |\lambda_{i,j}| |\tilde{\mathbf{w}}_{i,j}|$, where less-likely noise sequences have a higher $\eta$. Note that this metric is effectively expressed in Algorithm 1 using the function sort ($\mathbf{W} \times |\Lambda|$).

With knowledge of soft or pseudo-soft information, SGRAND generates $\mathbf{w}$ vectors with increasing reliability sums, $\eta(\mathbf{w})$. The approximation in ORBGRAND, however, depends on the structure of information in $\Lambda$ or $\tilde{\Lambda}$. The quality of information depends on various parameters, such as the noise and channel distributions and the SNR. We investigate the effect of fading on soft information in Fig. 1. We consider the Rayleigh channel coefficient, $h_i^{Ra}$, to be a complex-Gaussian random variable of unit variance ($\mathbb{E}[h_i^{Ra}h_i^{Ra}] = 1$), and we define a generalized normalized Rician channel coefficient,

$$
h_i^{Ri} = \sqrt{\frac{k}{1+k}} + \sqrt{\frac{1}{1+k}} h_i^{Ra}.
$$

On the one hand, a larger $k$ indicates a more deterministic channel component, typically caused by line-of-sight dominance; the channel reduces to AWGN ($h_i = 1, \forall i$) for a very large $k$. On the other hand, a smaller $k$ indicates rich small-scale fading, typically caused by rich scattering environment; the channel reduces to a Rayleigh fading scenario for $k=0$.

The soft information of ZF, MMSE, and ML detectors are illustrated in Fig. 1a, for an SNR of 10 dB. For clarity of presentation, we sort the bit positions, via a reversible permutation, in increasing order of ML reliabilities, where $|\lambda_{i,j}|$ follows a folded normal distribution. Regardless of the fading type, ML, MMSE, and ZF equalizers generate equally reliable soft-information in point-to-point links. For a large $k = 50$, an LLR curvature is observed, especially over the least reliable bits, which happen to be the most critical for generating accurate query orders. Such curvature is also noted in [18] for real-valued AWGN channels, where LLRs can be approximated as $\lambda_{i,j} = y_i$, and $|\lambda_{i,j}|$ follows a folded normal distribution. The higher the SNR, the more noticeable the curvature is, and the higher the soft and pseudo-soft information dynamic range. For our system model, we note from (4) that $|\lambda_{i,j}|$ is a scaled difference of two chi-squared-distributed random variables, a variance-gamma distribution of slightly slower decreasing tails than the normal distribution. Nevertheless, with rich fading (especially at a low SNR), the reliability curves are almost linear with a zero intercept.

The corresponding pseudo-soft information is plotted in Fig. 1b. Contrary to soft information, which is richer with deterministic AWGN channels, pseudo-soft information, dictated by...
The corresponding noise-sequence likelihood is computed as a linear approximation to especially over the range of lower-reliability bits. In particular, soft and pseudo-soft information with fading are fairly linear, providing different decoding complexity and performance tradeoffs. In this work, we adopt the simplest linear approximation because most of the observed tradeoffs. In this work, we adopt the simplest linear approximation in basic ORBGRAND because most of the observed soft and pseudo-soft information with fading are fairly linear, especially over the range of lower-reliability bits. In particular, a linear approximation to \( \lambda_{i,j} \) and \( \hat{\lambda}_{i,j} \) is

\[
\hat{\lambda}_{i,j} \approx \beta (i \hat{q} + j).
\]

The corresponding noise-sequence likelihood is computed as

\[
\eta(w) \approx \sum_{i,j : \hat{w}_{i,j}=1} \hat{\lambda}_{i,j} = \beta \sum_{i,j} (i \hat{q} + j) w_{i,j},
\]

which is proportional to the logistic weight of \( w \).

**IV. PERFORMANCE EVALUATION**

For simulations, we follow the system model of Sec. II, considering \( n \) to originally be an AWGN \( \mathbb{E}[nn^*] = \sigma^2 I_M \). Noise coloring is solely introduced by equalization filters at the baseband. Although GRAND works with any block-code construction, we benchmark the achievable gains to state-of-the-art soft CA-SCL decoding of CA-Polar codes and ORB-GRAND decoding of Bose–Chaudhuri–Hocquenghem (BCH) codes. We study the block-error rate (BLER) performance over Rayleigh and Rician point-to-point channels.

We first compare the performance of MMSE-based soft and pseudo-soft (psoft) ORBGRAND schemes to reference CA-SCL soft decoders of CA-Polar \( [128,105] \) codes, alongside basic GRAND and uncoded BLER in Fig. 2a. The proposed pseudo-soft ORBGRAND significantly outperforms hard GRAND (multiple-dB gains) and matches the performance of CA-SCL, list size \( L = 16 \), with soft information (up to 0.2 dB); it outperforms soft CA-SCL of list size \( L = 8 \). Considering the significant reduction in complexity both in ORBGRAND compared to CA-SCL \([18]\) and in processing pseudo-soft compared to soft information, the performance gains are significant. The observed gains are even more significant when considering that foregoing bit interleaving or decreasing the list size further degrades CA-SCL decoding. In contrast, the performance of GRAND-based decoders can be enhanced by leveraging noise coloring in the absence of interleavers and whitening filters. Similar gains are demonstrated in Fig. 2b for BCH \([113,127]\) codes, where ORBGRAND with ZF-induced pseudo-soft information outperforms hard GRAND by around 7 dB at a BLER of \( 10^{-3} \), while only lagging by 2 dB behind soft ORBGRAND, which is a benchmark soft decoder of BCH codes. Therefore, fading-induced statistical noise information is beneficial for efficient GRAND realizations.

The performance under Rician fading \( (k = 4) \) is also illustrated in Fig. 2b. As argued in Sec.III-C (Fig.1), with larger \( k \) values, the point-to-point channel is better-conditioned and soft information improves; even pseudo-soft ORBGRAND improves because the hard demapped symbol vector would have fewer errors. However, compared to soft information under same fading conditions, the gap in pseudo-soft information increases with \( k \); a 3 dB gap at \( k = 4 \) compared to a 2 dB gap.
at \( k = 0 \) (Rayleigh fading). Therefore, as expected, diminishing gains of pseudo-soft information are noted with Rician fading.

By increasing the modulation order to quadrature phase-shift keying (QPSK), 16-QAM, and 64-QAM, Fig. 3 illustrates that the gain in pseudo-soft information compared to hard decoding increases (more than 10 dB at a BLER of \( 10^{-3} \)). However, compared to the ORBGRAND that avails of full soft information, the gap also increases (up to 4 dB). The latter is caused by the increased correlation in pseudo-soft information (the stepped pattern in Fig. 1b). The coarse quantization of pseudo-soft information with higher-order modulations is particularly harmful to basic ORBGRAND with linear approximation. To remedy this effect, instead of arbitrary breaking ties over the \( \lambda_{i,j} \) values for a specific \( i \), we can consider the absence of soft information at the symbol-bit level and adopt an increasing Hamming weight metric (combination of logistic and Hamming weight metrics). In general, for a probability of bit flip less than 1/2, in the absence of soft information or further channel knowledge, noise query follows increasing Hamming weights, as in the case of hard-detection GRAND. Adopting the quantized GRAND algorithm that avails of any level of quantized soft information [25] is also promising with coarse pseudo-soft information.

V. CONCLUSIONS

We proposed a framework for soft GRAND decoding under fading channel conditions. By leveraging low-cost channel state information and statistical noise information in pseudo-soft bit reliability metrics, pseudo-soft GRAND schemes are shown to contend with benchmark state-of-the-art decoding schemes that avail of higher-cost complete soft information, introducing up to 10 dB SNR gains at a \( 10^{-3} \) BLER over hard-GRAND. This work can extend into a generic joint detection and decoding framework in which equalization filters are designed to intelligently avail of the structure of noise in order to optimize data detection and GRAND guesswork jointly.
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