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Abstract—This paper proposes a fully distributed control protocol that achieves time-varying group formation tracking for linear multiagent systems connected via a directed graph. The group formation tracking often leads to sub-formations especially when the leaders are placed far apart or they have separate control inputs. In the proposed approach, the followers are distributed into several subgroups and each subgroup attains the predefined subformation along with encompassing the leaders. Each subgroup can be assigned multiple leaders, contrary to the single-leader case considered in most existing literature, which makes the current problem nontrivial. When multiple leaders exist in a subgroup, the subformation attained by that subgroup keeps tracking a convex combination of the states of the leaders. A distributed adaptive control protocol has been introduced in this paper which uses only relative state information and, thus, avoids direct computation of the graph Laplacian matrix. Due to the virtue of this, the proposed scheme remains effective even when some of the agents get disconnected from the network due to sudden communication failure. An algorithm is provided to outline the steps to design the control law to attain time-varying group formation tracking with multiple leaders. Toward the end, a case study on multitarget surveillance operation is taken up to show an important application of the proposed adaptive control technique.

Index Terms—Adaptive consensus, cooperative control, group formation, multiagent systems (MAS), swarm robotics.

I. INTRODUCTION

OVER THE past two decades, cooperative as well as distributed control of multiagent systems (MAS) have drawn significant attention of researchers from multiple disciplines of engineering and mathematics because of its wide applications in multirobot cooperation [1]–[3]; distributed sensor networks [4], [5]; renewable energy storage systems [6]; etc. This research domain primarily includes three topics: 1) consensus control [7]–[9]; 2) containment control [10]; and 3) formation control [11]. Among them, formation control of MAS is a potential field of research that has witnessed an immense growth in the last 15 years [12]. Time-invariant formation control of a swarm of quad-rotors has been reported in [13], while formation control of MAS on a time-varying trajectory is still an important issue which requires further attention.

Time-varying formation control of MAS involves a rate of change of the formation states, which causes major challenges to design distributed control schemes. A “bearing-based formation control” of a swarm of single integrator agents was introduced in [14] using the leader-first follower structure. Fixed-time formation control of an assembly of moving robots considering the time-delay constraint was analyzed in [15]. Dynamic formation control for second-order MAS using the graph Laplacian approach was studied in [16]. In [17], an affine formation maneuver control technique was proposed to configure a particular geometric pattern by the agents while achieving the desired maneuvers. Subsequently, time-varying formation control with an application to unmanned aerial vehicles is investigated in [18]–[20]. However, in [18]–[20], the proposed control protocols utilize the smallest nonzero eigenvalue of the graph Laplacian matrix which indicates that the control schemes are not fully distributed [21]. To circumvent direct computation of the eigenvalues of the graph Laplacian matrix, distributed control protocols are now being widely used which depend only on the local information, that is, information from the neighbors. In this context, the work of [22] should be highlighted which proposes a fully distributed control protocol for MAS with an undirected graph. However, it has been found that MAS on undirected graphs suffer from a lack of robustness and reliability especially when communication failure occurs and some of the agents get disconnected, resulting in a change in the graph topology [21]. On the contrary, MAS connected via directed graphs are more reliable and offer some robustness to topology changes. In [23], a fully distributed control scheme was introduced to solve the output regulation problem for linear and heterogeneous MAS on a directed communication graph.

Formation control of MAS with a single leader has been studied extensively in [14]–[20], while a formation tracking problem with multiple leaders is a relatively unexplored area which needs
more effort. Formation and tracking control of MAS having multiple targets (considered as leaders) are nontrivial and relatively more complex than single-leader operations [21]. Very often, in order to accomplish distributed tasks, a MAS may need to be decomposed into several subgroups, where each subgroup may contain multiple leaders. In the literature, the topic “group formation tracking” deals with formation tracking of MAS containing multiple subgroups. In contrast to “complete formation” which deals with only a single group, “group formation” is more complicated and challenging since the latter involves interactions within each subgroup as well as among the subgroups and multiple “subformations”. However, in many recent papers, for instance in [14]–[20], only formation tracking control problems are considered which urges more attention toward solving the group formation tracking problems. Applications like search-and-rescue operations, multitarget surveillances, etc., extensively rely on group formation tracking concepts involving multiple leaders where the leaders may also have some exogenous inputs. In [24]–[27], group consensus control problems specialized to first-order and second-order MAS have been addressed, but the techniques in general cannot be applied directly to solve time-varying group formation tracking (TGFT) problems for higher-order MAS. Thus, the problem of distributed TGFT, where each subgroup may have multiple leaders (or targets), deserves further research.

The aforementioned issues motivate us to investigate the TGFT problems for linear MAS on a directed graph containing multiple leaders. The primary objective is to spread the agents into several subgroups and to achieve subformation for each individual subgroup along with reference tracking. It is shown that consensus control, formation control, and cluster control can all be viewed as particular scenarios of the TGFT problem addressed in this paper. The contributions of this paper can be summarized as follows:

1) The TGFT problem for MAS with a directed communication graph is explored, where each subgroup is able to reach a desired subformation surrounding the respective leaders. In contrast with the existing literature, in this paper, each subgroup can be assigned multiple leaders and the leaders may be subjected to bounded exogenous (either reference or disturbance) inputs independent of the other agents and their interactions.

2) The TGFT control protocol proposed in this paper does not require the information about the entire graph, unlike most of the existing formation control strategies. The proposed control law uses only the relative state information and thereby avoids explicit computation of the eigenvalues of the graph Laplacian matrix. As a result, the control architecture becomes fully distributed, reconfigurable, and scalable for large-scale networked systems.

The rest of the paper proceeds as follows. Section II covers the preliminaries and background and discusses the problem statement. In Section III, the TGFT problem is solved via a Lyapunov approach using a nonlinear, adaptive, and distributed control law. A case study on a multitarget surveillance problem is given in Section IV to highlight a potential application of the proposed scheme. Section V concludes this paper, mentioning several future research directions.

The notations and acronyms are standard throughout. \( \mathbb{R} \) denotes the set of all real numbers, \( \mathbb{R}_{>0} \) and \( \mathbb{R}_{\geq 0} \) denote, respectively, the sets of all positive and all non-negative real numbers. Let \( I_{n \times n} \) denote the identity matrix and \( 1_{n \times 1} \) be a shorthand for \([1, \ldots , 1]_{1 \times n} \

\[ \text{det}\{L\} \neq 0. \] Then, there exists a positive-definite matrix \( G = \text{diag}\{g_1, \ldots , g_N\} \) such that \( G + L^TG > 0 \).

**Lemma 2:** [29] Suppose \( a \in \mathbb{R}_{\geq 0}, b \in \mathbb{R}_{\geq 0}, p \in \mathbb{R}_{\geq 0} \) and \( q \in \mathbb{R}_{>0} \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), then \( ab \leq \frac{a^p}{p} + \frac{b^q}{q} \). Moreover, \( ab = \frac{a^p}{p} + \frac{b^q}{q} \) if and only if \( a^p = b^q \).

**B. Problem Formulation**

The homogeneous leader and follower agents are described by the state-space equations

\[ \dot{x}_i(t) = Ax_i(t) + Bu_i(t) \quad \forall i \in \{1, 2, \ldots , N\} \]
where \( x_i(t) \in \mathbb{R}^n \) and \( u_i(t) \in \mathbb{R}^m \) are, respectively, the state and control input vectors of the \( i \)th agent \( \forall i \geq 0 \). \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) are constant matrices where \( \text{rank}(B) = m, m \leq n \) and \((A, B)\) are stabilizable.

**Assumption 1:** Let \( u_k(t) \forall k \in E \) represent the exogenous input for the \( k \)th leader which is independent of all other agents and the network topology. We assume \( \|u_k(t)\| \leq \sigma \) for all \( t \geq 0 \) for a given \( \sigma \in \mathbb{R}_{\geq 0} \).

Then, the Laplacian matrix \( L \) corresponding to the graph \( G \) can be partitioned as \( [L = [L_1 \ L_2] \begin{bmatrix} 0_{(N-M) \times M} & 0_{(N-M) \times (N-M)} \end{bmatrix}] \), where \( L_1 \in \mathbb{R}^{M \times M} \) and \( L_2 \in \mathbb{R}^{M \times (N-M)} \).

Let \( h_F(t) = [h_1^T(t), h_2^T(t), \ldots, h_M^T(t)]^T \) generate the desired formation where \( h_i(t) \in \mathbb{R}^n \) for all \( t \geq 0 \) and all \( i \in \{1, \ldots, M\} \) is a preset vector known to the \( i \)th follower.

The problem statement considered here is to develop a fully distributed control technique for an MAS (2) to achieve subgroups when the followers are divided into several subgroups and each subgroup is assigned one or multiple leaders to track. Motivated by [30], a TGFT control protocol is constructed below

\[
\begin{align*}
\dot{u}_i &= (c_i + \rho_i)K\xi_i + \gamma_i - \mu f(\xi) \\
\dot{\xi}_i &= \xi_i^T \Gamma_i \xi_i 
\end{align*}
\]  

where \( \xi_i = \sum_{j=1}^{M} w_{ij}((x_i - h_i) - (x_j - h_j)) + \sum_{k=M+1}^{N} w_{ik}(x_i - x_k) \) denotes the group formation tracking error; \( c_i(t) \) with \( c_i(0) \geq 0 \) represents the coupling weight assigned to the \( i \)th agent; \( \mu > 0, K \in \mathbb{R}^{m \times n} \) and \( \Gamma \in \mathbb{R}^{n \times n} \) are all constant controller parameters to be selected appropriately; \( \rho_i \) and \( \gamma_i \) are continuously differentiable functions of \( \xi_i \) and \( h_i \) respectively; and \( f(\cdot) \) is a nonlinear function to be determined later.

Let \( x_F = [x_1^T, \ldots, x_M^T]^T, x_E = [x_{M+1}^T, \ldots, x_N^T]^T, u_E = [u_{M+1}^T, \ldots, u_N^T]^T, \gamma = [\gamma_1^T, \ldots, \gamma_M^T]^T \) and \( F(\xi) = [f^T(\xi_1), f^T(\xi_2), \ldots, f^T(\xi_M)]^T \) denote a few shorthand. The closed-loop system dynamics of the MAS (2) embedded with the TGFT control protocol (3) can be expressed in a structured form as

\[
\begin{align*}
\dot{x}_F &= [I_M \otimes A + (C + \rho)L_1 \otimes BK]x_F \\
&+ [(C + \rho)L_2 \otimes BK]x_E + (I_M \otimes B)\gamma \\
&- [(C + \rho)L_2 \otimes BK]h_F - \mu(I_M \otimes B)F(\xi), \\
\dot{x}_E &= (I_{N-M} \otimes A)x_E + (I_{N-M} \otimes B)u_E 
\end{align*}
\]  

where \( C = \text{diag}\{c_1, \ldots, c_M\} \) and \( \rho = \text{diag}\{\rho_1, \ldots, \rho_M\} \).

**III. MAIN RESULTS**

Suppose the MAS (2) is decomposed into \( p \) subgroups \( \{1, \ldots, p\} \) and accordingly, the node set \( \mathcal{V} \) consists of \( \mathcal{V}_1, \ldots, \mathcal{V}_p \) satisfying \( \mathcal{V}_k \neq \emptyset, \mathcal{V} = \bigcup_{k=1}^{p} \mathcal{V}_k \) and \( \mathcal{V}_k \cap \mathcal{V}_l = \emptyset \) for any \( k, l \in \{1, \ldots, p\} \) and \( k \neq l \). Let \( i \in \{1, 2, \ldots, p\} \) denote the subscript of a subgroup and \( \mathcal{G}_i \) represents the part of the entire graph \( G \) which corresponds to the subgroup \( \mathcal{V}_i \), \( n_i \) and \( \hat{n}_i \) denote, respectively, the numbers of followers and leaders in the subgroup \( \mathcal{V}_i \). Note, in an MAS, a leader agent must not have any neighbor, while a follower agent should have at least one neighbor. A follower is said to be “well-informed” if it is connected to all leaders and “uninformed” if it is not connected to any of the leaders.

**Assumption 2:** For each subgroup, at least one leader should exist which provides a reference trajectory to the followers. Any follower in a given subgroup is assumed to be either well-informed or uninformed. If a follower belongs to the uninformed category, then it is connected to at least one well-informed follower via a directed path to it.

**Assumption 3:** The subsets \( \mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_p \) of the node set \( \mathcal{V} \) do not form any cycle among them.

Based on Assumption 3, \( L_1 \) has a particular structure as shown below [26]

\[
L_1 = \begin{bmatrix}
L_{11} & 0 & \cdots & 0 \\
L_{21} & L_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
L_{p1} & L_{p2} & \cdots & L_{pp}
\end{bmatrix}
\]  

where \( L_{ij} \) is the Laplacian matrix corresponding to \( \mathcal{G}_i \), and \( L_{ij} \) and \( L_{ij} \) together express the mutual interaction between the \( i \)th and \( j \)th subgroups, where \( i, j \in \{1, \ldots, p\} \), and \( i \neq j \).

**Assumption 4:** Every row-sum of \( L_{ij} \) is zero when \( j = \hat{i} \) for \( i, \hat{i} \in \{1, \ldots, p\} \).

**Remark 1:** If two subgroups are connected via positive edges (i.e., edges having positive weights), then the subgroups interact in a “cooperative” relation. On the contrary, if they are connected via negative edges, then the subgroups respond to each other in a “competitive” relation. Both of these modes exist together in an MAS and ensure that all subgroups work in unison to achieve individual subformations along with tracking the respective leaders.

For any subgroup \( \tilde{i} \in \{1, 2, \ldots, p\} \), the desired time-varying subformation is characterized by the vector \( h_{\tilde{i}}(t) = [h_{\tilde{i}}^T + 1(t), h_{\tilde{i}}^T + 2(t), \ldots, h_{\tilde{i}}^T + n_{\tilde{i}}(t)]^T \), where \( n_{\tilde{i}} = \sum_{k=1}^{\tilde{i}} n_k \) with \( n_0 = 0 \) and each element in \( h_{\tilde{i}}(t) \) is piece-wise continuously differentiable. It can be readily verified that \( h_F(t) = [\tilde{h}_1^T(t), \tilde{h}_2^T(t), \ldots, \tilde{h}_p^T(t)]^T \) reflects the formation vector for the entire MAS (2), \( \tilde{x}_i = [x_{\tilde{i}}^T + 1(t), x_{\tilde{i}}^T + 2(t), \ldots, x_{\tilde{i}}^T + n_{\tilde{i}}(t)]^T \) and \( \hat{x}_i = [\hat{x}_i^T + 1(t), x_{\tilde{i}}^T + 2(t), \ldots, x_{\tilde{i}}^T + n_{\tilde{i}}(t)]^T \) represent the state vector of the followers and the leaders, respectively, of the \( i \)th subgroup, where \( \hat{\xi}_i = M + \sum_{k=0}^{\hat{i}-1} \hat{n}_k \) with \( \hat{n}_0 = 0 \).

**Lemma 3:** If Assumptions 2-4 are satisfied, then \( -L_{i1}^{-1}L_2 \) has the following form:

\[
-L_{i1}^{-1}L_2 = \begin{bmatrix}
e_i & 0 & \cdots & 0 \\
0 & e_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & e_p
\end{bmatrix}
\]  

where \( e_i = 1_{n_{\hat{i}}} + [b_{\hat{i}+1}, b_{\hat{i}+2}, \ldots, b_{\hat{i}+n_{\hat{i}}}] / \sum_{k=\hat{i}+1}^{\hat{i}+n_{\hat{i}}} b_k \).
Proof: We start with only one leader associated with each subgroup. For the $i$th subgroup, let the vector $\hat{e}_i \in \mathbb{R}^{n_i}$ have $w_i(t) + (M + 1)$, as its $i$th element if the $i$th agent of this subgroup observes the leader, and all other entries are 0. If Assumptions 2–4 hold, then $L_{ii}$ is nonsingular $\forall i \in \{1, \ldots, p\}$ and we can express $\hat{e}_i = L_{ii}^{-1} \hat{e}_i$, which readily implies

$$L_{ii}^{-1} \hat{e}_i = 1_{n_i}. \quad (7)$$

Postmultiplying both sides of (7) by $b_j / \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k$, we get

$$L_{ii}^{-1} \hat{e}_i \left( b_j / \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k \right) = 1_{n_i} \left( b_j \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k \right). \quad (8)$$

It can be found that

$$\sum_{j=\zeta_i+1}^{\zeta_{i+1}} \left( 1_{n_i} \left( b_j / \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k \right) \right) = \left( 1 / \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k \right) \left( 1_{n_i} \otimes [b_{\zeta_i+1}, b_{\zeta_i+2}, \ldots, b_{\zeta_i+1}] \right) = e_i.$$ (9)

From (8) and (9), we have

$$L_{ii} e_i = \sum_{j=\zeta_i+1}^{\zeta_{i+1}} \hat{e}_i \left( b_j / \sum_{k=\zeta_i+1}^{\zeta_{i+1}} b_k \right). \quad (10)$$

Then we have

$$L_1 = \begin{bmatrix} e_1 & 0 & \cdots & 0 \\ 0 & e_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e_p \end{bmatrix} \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 0 & L_{22} e_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & L_{pp} e_p \end{bmatrix}$$

$$= -L_2.$$ (11)

Since $L_1$ is nonsingular, the conclusion is straightforward from (11).

An MAS is said to achieve TGFT with multiple leaders if for any given bounded initial states

$$\lim_{t \to \infty} \left( \hat{x}_i(t) - \bar{h}_i(t) - 1_{n_i} \sum_{k=\zeta_i+1}^{\zeta_{i+1}} \alpha_k x_k(t) \right) = 0 \quad (12)$$

for all $i \in \{1, 2, \ldots, p\}$, where $\alpha_k$ is a positive constant that satisfies $\sum_{k=\zeta_i+1}^{\zeta_{i+1}} \alpha_k = 1$.

Since $B$ is assumed to have full rank $m$, there exists the pseudo-inverse $\bar{B} \in \mathbb{R}^{m \times n}$ such that $\bar{B} B = I_m$. We can also choose another matrix $B_0 \in \mathbb{R}^{(n-m) \times n}$, depending on the left null space of $B$ such that $\bar{B} B_0 = 0$ and $[\bar{B}^T, B_0^T]^T$ is nonsingular.

Theorem 1 is the main contribution of this paper which establishes the conditions to be satisfied by the MAS (2) to achieve TGFT by applying the fully distributed and nonlinear control protocol proposed in (3), provided the agents and the network hold certain properties. Moreover, the leaders are subjected to exogenous (either reference or disturbance) inputs independent of the dynamics of the agents and the network topology.

Theorem 1: Suppose Assumptions 1–4 hold and for a given $\sigma \geq 0$, the positive constant $\mu$ satisfies

$$\mu > \sigma. \quad (13)$$

If the following formation feasibility condition:

$$B A h_i - \bar{B} h_i = 0 \quad (14)$$

is satisfied for a given set of $h_i(t) \in \mathbb{R}^n$ for all $t \geq 0$ and for all $i \in F$, then TGFT is achieved by the MAS (2) on applying the fully distributed and nonlinear control protocol given in (3) with $K = -R^{-1} B^T P$, $\Gamma = P B R^{-1} B^T P$, $\gamma_i = \bar{B} h_i - B A h_i$ and $\rho_i = \xi_i^T P \xi_i$, where $P > 0$ is the solution of the algebraic Riccati (ARE) equation

$$A^T P + PA - Q - P B R^{-1} B^T P = 0 \quad (15)$$

for given $Q > 0$ and $R > 0$. The nonlinear function $f(\cdot)$ used in (3) is specified as

$$f(\xi_i(t)) = \begin{cases} \frac{B_i^T \rho_i(t)}{\|B_i^T P \xi_i(t)\|} & \text{when } \|B_i^T P \xi_i(t)\| \neq 0; \\ 0 & \text{when } \|B_i^T P \xi_i(t)\| = 0; \end{cases} \quad (16)$$

for all $i \in F$.

Proof: Since via Assumption 2, each subgroup contains a directed spanning tree, it can be proved that all eigenvalues of $L_{ii}$ have a positive real part for all $i \in \{1, \ldots, p\}$ [21]. By applying Lemma 1, there exists a real diagonal matrix $\Xi > 0$ such that

$$\Xi_i L_{ii} + L_{ii}^T \Xi_i > 0 \forall i \in \{1, 2, \ldots, p\}. \quad (17)$$

Define block diagonal matrices $\Xi = \text{diag}(\Xi_1, \ldots, \Xi_p)$ and $\Delta = \text{diag}(\delta_1 L_{i_1}, \ldots, \delta_p L_{i_p})$, where $\delta_i > 0$ are required to be chosen such that $\Delta \Xi L_{i_1} + L_{i_1}^T \Delta \Xi > 0$ holds. Now, we will show that there always exists a set of $\delta = \{\delta_1, \ldots, \delta_p\}$ such that the relation $\Delta \Xi L_{i_1} + L_{i_1}^T \Delta \Xi > 0$ holds.

Let $\Theta_i = \Xi_i L_{ii} + L_{ii}^T \Xi_i$ and

$$\Phi_i = \begin{bmatrix} \delta_1 \Theta_1 & \delta_2 L_{21}^T \Xi_2 & \cdots & \delta_p L_{p1}^T \Xi_1 \\ \delta_2 \Xi_2 L_{21} & \delta_2 \Theta_2 & \cdots & \delta_p \Xi_1 L_{p1} \\ \vdots & \vdots & \ddots & \vdots \\ \delta_p \Xi_1 L_{p1} & \delta_p \Xi_1 L_{p1} & \cdots & \delta_p \Theta_p \end{bmatrix} \forall i \in \{1, \ldots, p\}. $$
For $i = 2$, by applying the Schur Complement Lemma [31], we obtain $\Phi_\gamma > 0$ if and only if there exist $\delta_1 > 0$ and $\delta_2 > 0$ such that $\delta_1 \Theta_1 > 0$ and

$$
\delta_1 \Theta_1 - \delta_2 L_2 \Xi_2 \Theta_2^{-1} \Xi_2 L_2 > 0.
$$ (18)

Since $\Theta_1 > 0$ and $\Theta_2 > 0$ via (17), we can always find a $\delta_2$ sufficiently smaller than $\delta_1$ such that (18) holds. The same arguments can be pursued to prove [26] that there always exist $\delta_1 > \delta_2 > \cdots > \delta_p$ such that $\Phi_p = \Delta \Xi L_1 + L_1^T \Delta \Xi > 0$, invoking (17).

Let the global formation tracking error be $\xi_F = [\xi_1^T, \ldots, \xi_M^T]^T$. Define $z_i = x_i - h_i$, $\forall i \in F$ and $z_F = [z_1^T, \ldots, z_M^T]^T$. Now $\xi_F$ can be written in a compact form as

$$
\xi_F = (L_1 \otimes I_n)z_F + (L_2 \otimes I_n)x_F.
$$ (19)

Substituting (4) into the derivative of (19), the expressions for $\dot{c}_i$ and $\dot{\xi}_F$ are obtained as

$$
\begin{aligned}
\dot{\xi}_F &= \left[ I_M \otimes A + L_1(C + \rho) \otimes BK \right] \xi_F + (L_1 \otimes A)h_F \\
&- (L_1 \otimes I_n)\dot{h}_F + (L_1 \otimes B)\gamma + (L_2 \otimes B)u_E \\
&- \mu(L_1 \otimes B)F(\xi),
\end{aligned}
$$

$$
\dot{c}_i = \xi_i^T \Gamma \dot{\xi}_i.
$$ (20)

Consider the following Lyapunov function candidate:

$$
V_1 = \sum_{i=1}^{M} \frac{1}{2} \varphi_i(2c_i + \rho_i)\rho_i + \frac{1}{2} \sum_{i=1}^{M} \varphi_i(c_i - \beta)^2
$$ (21)

where $\Delta \Xi = \text{diag}\{\varphi_1, \ldots, \varphi_M\}$ is a positive-definite matrix with $\varphi_i \in \mathbb{R}_{>0}$, $\forall i \in F$ such that $\Delta \Xi L_1 + L_1^T \Delta \Xi > 0$, and $\beta$ is a positive constant to be determined later. As $c_i(0) > 0$ for all $i \in F$, it follows from $\dot{c}_i(t) \geq 0$ that $c_i(t) > 0$ for all $t > 0$. Therefore, $V_1$ is positive definite and $V_1 = 0$ when $\xi_i = 0$, $\forall i \in F$.

Now, the time derivative of $V_1$ along any trajectory of (20) is given by

$$
\begin{aligned}
\dot{V}_1 &= \sum_{i=1}^{M} \left[ \varphi_i(c_i + \rho_i)\rho_i + \varphi_i \rho_i \dot{c}_i \right] + \sum_{i=1}^{M} \varphi_i(c_i - \beta)\dot{c}_i \\
&= \sum_{i=1}^{M} 2 \varphi_i(c_i + \rho_i)\dot{\xi}_i^T P\dot{\xi}_i + \sum_{i=1}^{M} \varphi_i(\rho_i + c_i - \beta)\dot{c}_i.
\end{aligned}
$$ (22)

Note that

$$
\sum_{i=1}^{M} \varphi_i(\rho_i + c_i - \beta)\dot{c}_i = \xi_F^T [(C + \rho - \beta I) \Delta \Xi \otimes \Gamma] \xi_F
$$ (23)

and

$$
\begin{aligned}
&\sum_{i=1}^{M} 2 \varphi_i(\rho_i + c_i)\dot{\xi}_i^T P\dot{\xi}_i \\
&= \xi_F^T [(C + \rho) \Delta \Xi \otimes (PA + A^T P)] \xi_F \\
&- (C + \rho)(\Delta \Xi L_1 + L_1^T \Delta \Xi)(C + \rho) \otimes \Gamma] \xi_F \\
&+ 2 \xi_F^T [(C + \rho) \Delta \Xi L_1 \otimes PA] h_F \\
&- 2 \xi_F^T [(C + \rho) \Delta \Xi L_1 \otimes P] \dot{h}_F \\
&+ 2 \xi_F^T [(C + \rho) \Delta \Xi L_1 \otimes PB] \gamma \\
&+ 2 \xi_F^T [(C + \rho) \Delta \Xi L_2 \otimes PB] u_E \\
&- 2 \mu \xi_F^T [(C + \rho) \Delta \Xi L_1 \otimes PB] F(\xi)
\end{aligned}
$$ (24)

where $\lambda^\text{min}_{\text{min}}(C + \rho)^2 \otimes \Gamma$ represents the smallest positive eigenvalue of $\Delta \Xi L_1 + L_1^T \Delta \Xi$.

If condition $(14)$ holds, then we have

$$
\tilde{B}Ah_i - \tilde{B}\dot{h}_i + \tilde{B}B\gamma_i = 0
$$ (25)

since $\tilde{B}B = 0$. On letting $\gamma_i = \tilde{B}h_i - \tilde{B}Ah_i$, $\forall i \in F$, it follows that:

$$
\tilde{B}Ah_i - \tilde{B}\dot{h}_i + \tilde{B}B\gamma_i = 0.
$$ (26)

From (25) and (26) and using the fact that $[\tilde{B}^T, \tilde{B}^T]^T$ is nonsingular, it implies

$$
Ah_i - \dot{h}_i + B\gamma_i = 0, \forall i \in F
$$ (27)

which can be rewritten in a compact form

$$
[I_M \otimes A] \dot{h}_F - (I_M \otimes I_n)\dot{h}_F + (I_M \otimes B)\gamma = 0.
$$ (28)

Premultiplying both sides of (28) by $(C + \rho) \Delta \Xi L_1 \otimes P$, we obtain

$$
[(C + \rho) \Delta \Xi L_1 \otimes PA] \dot{h}_F - [(C + \rho) \Delta \Xi L_1 \otimes P] \dot{h}_F + [(C + \rho) \Delta \Xi L_1 \otimes PB] \gamma = 0.
$$ (29)
Substituting (23) and (24) into (22), we get
\[
\dot{V}_1 \leq \xi_F^T[(C + \rho)\Delta \Xi \otimes [PA + A^TP + \Gamma] - (\ell_1^{\text{min}}(C + \rho)^2 + \beta \Delta \Xi \otimes \Gamma]\xi_F + 2\xi_F^T[(C + \rho)\Delta \Xi L_2 \otimes PB]u_E - 2\mu \xi_F^T[(C + \rho)\Delta \Xi L_1 \otimes PB]F(\xi).
\]

From (16), it is straightforward to show that
\[
\xi_i^T PB f(\xi_i) = \|B^TP\xi_i\| \forall i \in F
\]
and
\[
\xi_i^T PB f(\xi_i) \leq \|B^TP\xi_i\| \|f(\xi_i)\| \forall i \neq j \leq \|B^TP\xi_i\|
\]
by applying the Cauchy-Schwarz inequality [32]. Subsequently, we have the following relation:
\[
-2\mu \xi_F^T[(C + \rho)\Delta \Xi L_1 \otimes PB]F(\xi)
= -2\mu \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \xi_i^T PB \sum_{j=1}^{M} w_{i,j} [f(\xi_i) - f(\xi_j)]
- 2\mu \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \sum_{k=M+1}^{N} w_{i,k} \xi_i^T PB f(\xi_i)
\leq -2\mu \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \sum_{k=M+1}^{N} w_{i,k} \|B^TP\xi_i\|.
\]
Since Assumption 1 holds, it follows that:
\[
2\xi_F^T [(C + \rho)\Delta \Xi L_2 \otimes PB]u_E
= 2 \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \sum_{k=M+1}^{N} w_{i,k} \xi_i^T PB u_k
\leq 2 \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \sum_{k=M+1}^{N} w_{i,k} \|B^TP\xi_i\| \|u_k\|
\leq 2\sigma \sum_{i=1}^{M}(c_i + \rho_i)\varphi_i \sum_{k=M+1}^{N} w_{i,k} \|B^TP\xi_i\|.
\]
From Lemma 2, we have
\[
-\xi_F^T [\rho_{\text{min}}^{\text{max}}(C + \rho)^2 + \beta \Delta \Xi \otimes \Gamma]\xi_F
\leq -2\xi_F^T [(C + \rho)^2 + \beta \Delta \Xi \otimes \Gamma]\xi_F.
\]
Selecting \(\beta = \frac{\max_{i,j} \varphi_i \varphi_j}{\sigma^2}\) and \(\mu > \sigma\), the inequality given in (30) implies
\[
\dot{V}_1 \leq \xi_F^T [(C + \rho)\Delta \Xi \otimes [PA + A^TP - \Gamma] \xi_F
\]
invoking (33)–(35). Now, (36) can be simplified to
\[
\dot{V}_1 \leq \xi_F^T [I_M \otimes (PA + A^TP - PBR^{-1}B^TP)]\xi_F
\]
Algorithm 1: Procedure to Design the Control Law for TGFt Problem Involving Multiple Leaders.

1: for each agent $i \in \{1, \ldots, M\}$ do
2:   suppose the MAS (2) satisfies Assumptions 1-4;
3:   select the desired formation reference $h_i(t) \in \mathbb{R}^n \ \forall t \geq 0$;
4:   if formation feasibility condition (14) is satisfied then
5:     choose a positive constant $\mu > \sigma$ for a given $\sigma \geq 0$;
6:     find $P > 0$ by solving the ARE (15) for given $Q > 0$ and $R > 0$;
7:     compute the controller gain matrices $K$ and $\Gamma$,
   and the smooth function $p_i$ using $P > 0$;
8:     choose the matrices $\bar{B}$ and $\bar{B}$ such that $\bar{B}B = I_m$ and $\bar{B}B = 0$. Then find $\gamma_i$ using $h_i$, $h$, and the matrices $B$ and $\bar{B}$;
9:     design the nonlinear function $f(\cdot)$ based on (16);
10: construct the adaptive and nonlinear control protocol $u_i$ given in (3);
11: else
12:     go to Step 3;
13: end if
14: end for

Remark 4: When $\tilde{h}_i = 1 \ \forall i \in \{1, 2, \ldots, p\}$, Theorem 1 specializes in cluster control problems as discussed in [24]–[26]. If $p = 1$, it is straightforward to assert that the TGFt problem reduces to the formation tracking problem with multiple leaders as done in [33]. In the case where $p = 1$ and $M = N - 1$, Theorem 1 can be applied to deal with the standard formation tracking problem [20]. It can further be noted that the TGFt problem solved in this paper reduces to the consensus problem, as discussed in [23] and [30], when $h_i = 0 \ \forall i \in \{1, \ldots, M\}$, $p = 1$, and $M = N - 1$. Therefore, the consensus problem, formation problem, and cluster problem can all be viewed as special cases of the TGFt problem addressed in this paper.

Remark 5: In [23], a fully distributed observer–based control law is proposed to solve the cooperative output regulation problem for a class of linear MAS with heterogeneous subsystems. In contrast to [23], this paper deals with TGFt problems which lead to “sub-formation” and “tracking”. Moreover, in this paper, a distributed, adaptive, and nonlinear state feedback control protocol has been designed to handle the situations where each subgroup can be assigned multiple leaders, and the leaders may be influenced by unknown exogenous inputs.

Following Theorem 1, a systematic procedure to construct the control law $u_i$ is given in Algorithm 1.

IV. Application: Multitarget Surveillance of Nonholonomic Mobile Robots

In this section, the proposed TGFt control protocol has been utilized to solve a multitarget surveillance problem for a group of nonholonomic mobile robots.

A. Robot Dynamics

Let us consider a scenario where 12 nonholonomic mobile robots are engaged in a multitarget surveillance operation in a 2-D plane. Each robot is assumed to possess the same dynamics and structure, and they are described by the following first-order differential equations in terms of the global coordinates as:

\[
\begin{align*}
\dot{x}_{xi} &= v_i \cos \theta_i \\
\dot{y}_{yi} &= v_i \sin \theta_i \\
\dot{\theta}_i &= \omega_i \ \forall i \in \{1, \ldots, 12\}
\end{align*}
\]

where $x_{xi}$ and $y_{yi}$ represent the position of the $i$th robot in the $X - Y$ plane (i.e., in Cartesian coordinates); $v_i$ and $\omega_i$ denote, respectively, the linear and angular velocities; and $\theta_i$ represents the heading angle measured in an anticlockwise sense from the positive $X$ axis.

To avoid saturation of the electric motors, the linear velocity of each mobile robot is constrained to

\[
v_i \leq v_{\text{max}}
\]

where $v_{\text{max}} = 10 \text{ m/s}$ is the velocity limit.

For each mobile robot, we introduce a new control input $q_i$ such that

\[
\dot{v}_i = q_i.
\]

Define $v_{xi} = v_i \cos \theta_i$ and $y_{yi} = v_i \sin \theta_i$ as the components of the linear velocity along the $X$ and $Y$ directions, respectively. Then, we have $\dot{x}_{xi} = v_{xi}$ and $\dot{y}_{yi} = v_{yi}$. The dynamics can be expressed in terms of $q_i$ and $\omega_i$ as

\[
\begin{bmatrix}
\dot{v}_{xi} \\
\dot{y}_{yi}
\end{bmatrix} =
\begin{bmatrix}
\cos \theta_i & -v_i \sin \theta_i \\
\sin \theta_i & v_i \cos \theta_i
\end{bmatrix}
\begin{bmatrix}
q_i \\
\omega_i
\end{bmatrix}.
\]

Assuming $v_i \neq 0$, the control input is designed as

\[
\begin{bmatrix}
q_i \\
\omega_i
\end{bmatrix} =
\begin{bmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & -\cos \theta_i
\end{bmatrix}
\begin{bmatrix}
0 \\
v_{yi}
\end{bmatrix}.
\]

Now, applying feedback linearization, we obtain the linearized state-space model for each mobile robot (including the followers and leaders) which conforms to (2) with $x_i = [x_{xi}^T, y_{yi}^T, v_{xi}^T, v_{yi}^T]^T$ and $u_i = [u_{xi}^T, u_{yi}^T]^T$ and the matrices $A$ and $B$ are given by

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

B. Group Formation and Tracking

In this case study, it is assumed that there are four targets (labelled as 13, 14, 15, 16) moving in the same direction during the first 60 s. After that, due to bounded external disturbances, the targets start moving away from each other. In the first stage (0-60 s), the follower robots are expected to build a circular formation surrounding all four targets (considered as leaders). After 60 s, the followers are divided into three subgroups to form...
individual sub-formations around each target for better monitoring as the targets start moving away in arbitrary directions due to the effect of external disturbance.

**Case I (Complete formation, 0–60 s):** The graph shown in Fig. 1(a) illustrates the interconnection of the robots engaged in the surveillance operation. The time-varying circular formation for the follower robots is specified by

\[
h_i(t) = \begin{bmatrix}
    r \sin (wt + \frac{2(i-1)\pi}{12}) \\
    wr \cos (wt + \frac{2(i-1)\pi}{12}) \\
    r \cos (wt + \frac{2(i-1)\pi}{12}) \\
    -wr \sin (wt + \frac{2(i-1)\pi}{12})
\end{bmatrix}, \quad \forall i \in \{1, 2, \ldots, 12\},
\]

where \(r = 20\) m and \(w = 0.1\) rad/s.

Let us choose

\[
\bar{B} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]

and

\[
\bar{B} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix},
\]

such that \(\bar{B}B = I_2\) and \(\bar{B} \bar{B} = 0\). Note that this choice of \(\bar{B}\) and \(h_i(t)\) satisfies the formation feasibility condition (14) given in Theorem 1.

We choose

\[
Q = \begin{bmatrix} 0.05 & 0 & 0 & 0 \\ 0 & 0.01 & 0 & 0 \\ 0 & 0 & 0.2 & 0 \\ 0 & 0 & 0 & 0.01 \end{bmatrix}
\]

and \(R = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\), and on solving the ARE (15), we get

\[
P = \begin{bmatrix}
    0.1512 & 0.2236 & 0 & 0 \\
    0.2236 & 0.6762 & 0 & 0 \\
    0 & 0 & 0.4253 & 0.4472 \\
    0 & 0 & 0.4472 & 0.9510
\end{bmatrix} > 0.
\]

The controller gain matrices are then calculated as

\[
K = \begin{bmatrix}
    -0.2236 & -0.6762 & 0 & 0 \\
    0 & 0 & -0.4472 & -0.9510
\end{bmatrix}
\]

and

\[
\mu = \begin{bmatrix} 0.0500 & 0.1512 & 0 & 0 \\ 0.1512 & 0.4572 & 0 & 0 \\ 0 & 0 & 0.2000 & 0.4253 \\ 0 & 0 & 0.4253 & 0.9044 \end{bmatrix},
\]

\(\gamma_i\) is obtained as

\[
\gamma_i = \begin{bmatrix}
    -0.2 \sin (0.1t + \frac{2(i-1)\pi}{12}) \\
    -0.2 \cos (0.1t + \frac{2(i-1)\pi}{12})
\end{bmatrix} \forall i \in \{1, 2, \ldots, 12\}.
\]

Fig. 2 shows that the follower robots \(\forall i \in \{1, 2, \ldots, 12\}\) gradually attain the circular formation specified by \(h_i(t)\), starting from arbitrary initial positions. Moreover, the formation continues to revolve around the targets.

**Case II (Subformations, 60–100s):** These 12 mobile robots are divided into three subgroups, namely, \(\mathcal{V}_1 = \{1, 2, 3, 4\}\), \(\mathcal{V}_2 = \{5, 6, 7, 8\}\), and \(\mathcal{V}_3 = \{9, 10, 11, 12\}\)-depending on the relative positions of the targets. \(\mathcal{V}_1\) has been assigned two targets (13 and 14), while \(\mathcal{V}_2\) and \(\mathcal{V}_3\) each have one target. Fig. 1(b) shows the modified interaction topology corresponding to Case II. The desired time-varying subformations for all three subgroups are specified by

\[
\begin{array}{l}
    h_i(t) = \begin{bmatrix}
        20 \sin (0.1t + 2(i-1)\pi/4) \\
        2 \cos (0.1t + 2(i-1)\pi/4) \\
        20 \cos (0.1t + 2(i-1)\pi/4) \\
        -2 \sin (0.1t + 2(i-1)\pi/4)
    \end{bmatrix} \quad i \in \mathcal{V}_1 \\
    h_i(t) = \begin{bmatrix}
        15 \sin (0.2t + 2(i-1)\pi/4) \\
        3 \cos (0.2t + 2(i-1)\pi/4) \\
        15 \cos (0.2t + 2(i-1)\pi/4) \\
        -3 \sin (0.2t + 2(i-1)\pi/4)
    \end{bmatrix} \quad i \in \mathcal{V}_2 \\
    h_i(t) = \begin{bmatrix}
        10 \sin (0.3t + 2(i-1)\pi/4) \\
        3 \cos (0.3t + 2(i-1)\pi/4) \\
        10 \cos (0.3t + 2(i-1)\pi/4) \\
        -3 \sin (0.3t + 2(i-1)\pi/4)
    \end{bmatrix} \quad i \in \mathcal{V}_3.
\end{array}
\]

For the same \(\bar{B}\), \(\bar{B}\) and other controller parameters as taken in Case I, it can be readily verified that the subformations specified by \(h_i(t)\) above, for all \(i \in \mathcal{V}_1, \mathcal{V}_2,\) and \(\mathcal{V}_3\), satisfy the
The functions $\gamma_i$ for all $i \in \{1, \ldots, 12\}$ are mentioned below as

$$
\gamma_i = \begin{cases}
-0.2 \sin (0.1t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_1 \\
-0.2 \cos (0.1t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_1 \\
-0.6 \sin (0.2t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_2 \\
-0.6 \cos (0.2t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_2 \\
-0.9 \sin (0.3t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_3 \\
-0.9 \cos (0.3t + \frac{2(i-1)\pi}{4}) & i \in \mathcal{V}_3.
\end{cases}
$$

The time evolution of the spatial positions of the robots (both the followers and the targets) are plotted in Fig. 2 which reveals that for $t \leq 60$ s, the follower robots (1, 2, \ldots, 12) together give rise to a dodecagon-shaped formation and keep rotating around the four targets. Fig. 4 depicts the time variations of the coupling weights $c_i(t)$ for each follower decays sharply to zero within finite time which
confirms that the followers are able to track a convex combination of the positions of the targets. After $t > 60$ s, we observe that three subgroups are formed and they eventually attain the predefined time-varying circular subformations surrounding the respective targets. Fig 4 shows that for $t > 60$ s, the coupling weights adapt to a new set of finite values to counteract the changeover from complete formation to subformation. Thus, TGFT involving multiple targets is achieved by the TGFT control protocol introduced in this paper. Henceforth, it can be concluded that the multitarget surveillance operation is accomplished by the designed control law.

V. Conclusion

A distributed, adaptive, and nonlinear control protocol has been introduced in this paper to achieve TGFT for linear MAS having a directed communication topology. The control objectives also include subformation and tracking, that is, the followers are divided into several subgroups depending on the positions of the leaders and each subgroup reaches individual subformations while tracking the positions of the respective leaders attached to that subgroup. In contrast to existing literature, this paper addresses the group formation tracking problem where each subgroup can have multiple leaders and the leaders may have separate control inputs. The proposed scheme finds a lot of applications in swarm robotics especially in multitarget surveillance operations where the targets (considered as leaders) may be placed far apart and sometimes the targets may keep on changing their positions due to an external disturbance. In order to tackle such constraints, in this paper, each target considers a bounded exogenous input (reference or disturbance) in its dynamic model instead of being characterized as an autonomous system. The proposed control technique is fully distributed since it requires only the relative state information and does not need to calculate the eigenvalues of the graph Laplacian. The advantage of using an appropriate blending of adaptive and nonlinear control techniques is to render the proposed control scheme robust to network topology changes because in the future, this work may be extended to deal with parameter variations and model uncertainties of the agents. Moreover, the TGFT problem should also be extended for heterogeneous MAS.
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