Integrating experimental data with molecular simulations to investigate RNA structural dynamics
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Abstract

Conformational dynamics is crucial for ribonucleic acid (RNA) function. Techniques such as nuclear magnetic resonance, cryo-electron microscopy, small- and wide-angle X-ray scattering, chemical probing, single-molecule Förster resonance energy transfer or even thermal or mechanical denaturation experiments probe RNA dynamics at different time and space resolutions. Their combination with accurate atomistic molecular dynamics (MD) simulations paves the way for quantitative and detailed studies of RNA dynamics. First, experiments provide a quantitative validation tool for MD simulations. Second, available data can be used to refine simulated structural ensembles to match experiments. Finally, comparison with experiments allows for improving MD force fields that are transferable to new systems for which data is not available. Here we review the recent literature and provide our perspective on this field.

Keywords: RNA, Molecular dynamics simulations, Solution experiments

Introduction

Ribonucleic acid (RNA) structure is often necessary for function \cite{1}. However, RNA structures must not be considered as static pictures. RNA dynamics, i.e., the capability to explore multiple conformations, is indeed crucial as it is required for (and modulated by) binding with small molecules, either metabolites \cite{2} or drug-like molecules \cite{3}, or macromolecules \cite{4} (see Figure 1a–b). Many experimental techniques have been developed to probe RNA structure. X-ray crystallography \cite{6} provides very detailed pictures but restricts dynamics through crystal packing effects, thus with limited applicability when dealing with flexible RNAs. Conversely, solution methods such as nuclear magnetic resonance (NMR) \cite{7} and cryo-electron microscopy \cite{8} allow for probing RNA dynamics, at the price of a lower atomic resolution. Additionally, coarser-grained experimental techniques, such as small- (or wide-) angle X-ray scattering (SAXS/WAXS) \cite{9}, chemical probing \cite{10}, single-molecule Förster resonance energy transfer \cite{11} or, to some extent, thermal \cite{12} or mechanical \cite{13} denaturation experiments are also capable to access RNA dynamics. A common trait of these techniques is that they report possibly noisy ensemble averages over the set of accessible structures (see Figure 1c–e). The dynamical information is thus present but must be deconvolved. Molecular dynamics (MD) simulations \cite{14} enable RNA dynamics to be predicted and characterized at the atomistic scale. Limitations on the accessible timescales can be alleviated by taking advantage of enhanced sampling methods \cite{15}. However, despite recent improvements, the accuracy of the models used to describe interactions (force fields) for RNA is still limited, in particular for some structural motifs \cite{16}. Nevertheless, MD simulations can be fruitfully applied also when current force fields are not predictive, by suitable integration of experimental data (see Figure 1f).

In this review, we discuss how MD simulations and experimental data can be combined to investigate the conformational dynamics of RNA molecules, covering
Figure 1: RNA dynamics. RNA molecules in solution sample multiple conformations (a). Upon binding with a small ligand or another macromolecule (in red), a subset of these conformations is selected (conformational selection) or a few additional ones are induced (induced fit) (b). Being able to characterize the unbound and bound structural ensembles is central in studying interactions. Solution experiments usually report information that is averaged over the conformational ensemble (c) and only contains a lower resolution description (d), usually affected by noise (e). Accurate modeling tools are required to deconvolve dynamics and reconstruct the original ensembles (f). Representative RNA structures were adapted from those generated in Ref. [5].

Combining molecular simulations and solution experiments

Integration strategies

Multiple strategies can be used to integrate MD and experimental information (see [17] for a recent review and Figure 2 for a schematic).

First, experiments can be used to quantitatively validate MD-generated ensembles (Figure 2c). For instance, testing multiple force fields, it is possible to determine which is the most trustable one, thus generating information transferable to other systems.

Second, experiments can be used to improve generated ensembles using either:

- Qualitative methods, where data are used to generate initial structural models or to restrain the simulations without explicitly modeling the experimental dynamics (Figure 2d).

- Quantitative methods, ranging from maximum parsimony, such as sample-and-select (Figure 2e), to maximum entropy (Figure 2f); see Ref. [18] for an overview. Results are not transferable to other systems but can be used to (a) translate the experiment to detailed structural information and (b) predict new experiments on the same system. Methods can be used both for reweighting/analyzing existing trajectories or to restrain them on-the-fly, the latter approach being more efficient when the original simulated ensembles are farther from the experiment.

Finally, experiments can be used to improve force fields [19] (Figure 2g). Force-field parameters can be first trained using reweighting techniques that enable predicting the impact of parameter modifications, and then validated with new simulations. Results are expected to be transferable to other systems for which the experiments are not available yet. To enhance transferability, one should train the force field on a large and heterogeneous set of systems.

Critical issues

Several critical issues should be taken into account when comparing simulations and experiments. First,
Figure 2: Integrating simulations and experiments. We consider a molecule with three available conformations (a): extended (E, large gyration radius, $R_{gyr}$, and no native contacts formed), compact (C, small $R_{gyr}$ and no native contacts formed), and native (N, small $R_{gyr}$ and many native contacts formed, highlighted by the green shade and box contour). Native contacts are assumed to be those present in a reference structure. An MD simulation results in populations of the three states as reported in the yellow square, proportional to the number of dots, and the experiment suggests that the population of the native state is $2/3$ (b). The comparison of the MD simulation with the experiment indicates that the MD ensemble is incorrect (c). One could qualitatively restrain the simulation to native (d). More quantitatively, one can choose a minimal number of conformations that agree with the experiment (maximum parsimony, MaxPars, e), or minimally modify the MD ensemble (maximum entropy, MaxEnt, f). Both these approaches are not transferable in that they only allow extracting information about the system for which experiments were performed. Finally, a force-field (FF) fitting strategy could be used to obtain transferable corrections (g). In this example, we assumed that the water model or the torsional parameters are modified, impacting the relative population of the extended state. Green and red shades indicate which states are favored and disfavored by the experimental data, respectively. Kullback-Leibler divergences ($D_{KL}$) from the original MD ensemble, computed using the populations of the three states, are reported for the four generated ensembles. Representative RNA structures were adapted from those generated in Ref. [5].
the magnitude of the experimental error should be considered. An agreement between simulation and experiment that is better than the uncertainty of the experiment itself should be seen as an indication of overfitting. Second, the forward models, i.e. the equations to back-calculate the experiment from the MD-simulated structures, are often empirically parametrized and thus subject to systematic errors. Then, back-calculated experiments are affected by statistical errors due to the finite length of the simulations. Comparing experiments with non-converged simulations might lead to incorrect assessments. When multiple structures are required to explain experimental results, visiting them in an accessible simulation time almost invariably requires enhanced sampling techniques. Finally, no experimental or computational technique is fool-proof, and experience is required to properly assess the relative merit of different approaches.

Recent applications to RNA dynamics

Here we review recent applications where MD and experiments were combined to study RNA dynamics. All the discussed applications are summarized in Table 1.

Using experimental data for validation or force-field selection

In several papers, quantitative comparisons with reference experimental data have been used to assess different force fields. Analyses were based on NMR data for dinucleoside monophosphates [20], tetrancleotides [21], or hexanucleotides [21, 22] and involved a couple of force fields, typically a widely adopted one, used as a reference, and a newer variant tested. NMR data on tetrarners were used in Ref. [23] to scan a wide range of parameters for hydrogen-bond fixes. Two-way junctions, as well as single-stranded RNAs, were used to test corrections to non-bonded terms where RNA-RNA and RNA-solvent interactions were tuned separately [24]. Here, specific sets of parameters were compared to find those better reproducing SAXS data and then validated against NMR data. The tests reported in Refs. [23, 24] were done in a spirit that, although based on enumeration rather than on optimization, resembles that of methods discussed in Section Integrating experimental data and simulations to improve force fields. In other papers, alchemical calculations have been validated with binding affinities [25] or denaturation free energies [26], testing a single set of force-field parameters against experiments.

Integrating experimental data and simulations to improve ensembles

Two recent works used restraints based on the secondary structure obtained from either NMR [27] or chemical probing [2] data, employing a two-dimensional replica-exchange method. Here, replicas in which the experimental information is used to enforce known base pairings are coupled with unbiased replicas. In this manner, the correct base pairing is encouraged but not enforced, and dynamics is preserved. Base pairing information obtained from chemical probing and NMR data was also used to construct initial structures in Ref. [28]. Enhanced sampling simulations were then conducted without restraints, but the experimental base pairing was preserved by choosing a suitable replica-exchange approach. Contacts predicted by nuclear Overhauser effect (NOE) data have been qualitatively used as instantaneous restraints when equilibrating protein-RNA complexes [29, 30], followed by unrestrained MD simulations with the exception of a few simulations employing soft NOE constraints with a limited impact on the dynamics. In Ref. [29] the authors validated quantitatively the results against experimental RNA-protein affinities and effects of chemical modifications. In all these works, for an infinitely long simulation, one should expect the result to be unaffected by the presence of the experimental information. Hence, these methods should be better seen as sampling or modeling tools rather than integrative methods. Experimentally derived secondary structures were used also in Ref. [31]. Here, structures obtained from co-transcriptional chemical-probing experiments were enforced during the simulation, using an ad hoc procedure to avoid the system being stuck in non-productive pathways. In this case, the experimentally-derived secondary structure was enforced in the MD-generated structures. However, dynamics was not quantitatively controlled.

Cryo-electron-microscopy experiments have been used in so-called flexible-fitting MD simulations to refine structures [32, 33]. In this setting, MD simulations are used as a modeling tool to generate structures compatible with experiments, but the quantitative degree of dynamics compatible with the experimental density maps is not explicitly controlled.

Several works used the maximum entropy principle to enforce ensemble averages quantitatively. The simulated ensemble of a UUCG tetraloop was reweighted to match a set of NMR data, including NOEs, exact NOEs, 3 J scalar couplings, and solvent paramagnetic relaxation enhancement [34]. The MD simulation suggested an alternative structure for the loop. Including available
data suggested a lower but not negligible population of this alternative structure. Interestingly, different data sets led to different results. A similar approach was used in Ref. [35], where reweighting was conducted using either NMR or SAXS data on ensembles generated for an RNA hexamer. Agreement with NMR did not necessarily result in agreement with SAXS, and vice versa, suggesting that multiple, independent experimental observables are important to assess the accuracy of heterogeneous structural ensembles. Multiple force-field parameters for atomistic MD were compared. NOE data were also used in Ref. [36] to construct heterogeneous ensembles for an RNA hairpin found in a non-coding RNA. In this case, reweighting was not sufficient and experimental data were thus enforced during the simulation. A maximum parsimony approach was then employed to generate ensembles compatible with the experiment but composed of structures belonging to a limited number of structural clusters. This approach has the advantage that it can be used to obtain ensembles that are simpler to describe, at the price of decreasing dynamics and modifying more the ensemble relative to the one simulated with MD. SAXS data were used in Ref. [5] to quantify the population of compact and extended conformations in a larger structured RNA. Here, different forward models for SAXS were tested, showing that both solvent and dynamical effects are crucial to match experimental data. In this case, enhanced sampling allowed to have both compact and extended structures in the pool of conformations used for reweighting.

Other available methods for ensemble refinement are based on the maximum parsimony principle, and include for instance the popular sample-and-select and ensemble optimization approaches. In Ref. [37], WAXS data were used to select conformations from MD simulations of RNA and DNA duplexes. Simulations performed at a higher temperature were used to enhance sampling in cases where conventional MD at room temperature was not providing conformations capable of rationalizing the experimental spectrum. A similar approach was used in Ref. [38] to analyze RNA triplexes. Here, WAXS-driven MD was used to tackle cases where high-temperature sampling was not sufficient. WAXS data were thus used both on-the-fly and a posteriori. The sample-and-select method was also used to analyze MD simulations of TAR RNA to match measured residual dipolar couplings [39]. Interestingly, in this case, the authors reported that an ensemble generated with a fragment assembly method (FARFAR) was matching experiments better than atomistic MD. It is unclear if this is due to the higher accuracy of FARFAR or to better sampling. Furthermore, these results might be contrasted with the opposite finding in two papers discussed above [28, 35].

Integrating experimental data and simulations to improve force fields

The quantitative mismatch between simulation and experiment has been also used to refine force-field parameters. In Ref. [40], simulations of a tetramer were compared with NMR experimental data. A minimization strategy was then used to optimize hydrogen-bond corrections, additionally including in the cost function the comparison between tetraloop simulations and static information from X-ray crystallography. The resulting force field was capable to stabilize the difficult UUCG tetraloop and reproduce solution data for additional tetramers that were not used during training.

A torsional potential and, more notably, partial charges were fine-tuned in Ref. [41] for a modified nucleobase. Parameters were tuned with an optimization procedure to match ΔAGs measured in thermal denaturation experiments. Whereas modifying charges leads to long-range effects that might make the reweighting procedure not efficient, tiny modifications were sufficient to significantly improve the agreement with the experiments. This work shows that it is possible to significantly improve agreement with experiment by tuning partial charges without leaving the fixed-charge approximation. However, the explicit modeling of polarization effects might be necessary to enable a further step forward in the accuracy and transferability of RNA force fields [42].

Reference [43] used a two-dimensional correction on the α and ζ backbone torsional angles to decrease the population of intercalated structures for RNA tetramers. The procedure was carried out with reweighting, to virtually test a large number of parameter sets, but without explicitly computing derivatives of the cost function with respect to the parameters. It is worth noting that a similar effect can be partly obtained using a completely different approach, namely switching to a different water model. Indeed, force-field refinement strategies do not lead to unique results and require manual intervention to decide which parameters should be optimized.

Discussion and perspective

The integration of experimental data and atomistic MD simulations is a growing field of research. Herein, we gave an overview of the recent works done on this subject in the context of RNA molecules, summarized in Table 1. A significant fraction of the papers discussed
Table 1: Recent applications where MD and experiments were combined to study RNA dynamics. For each of the discussed articles, the table reports which method was used to integrate MD simulations and experiments, which type of experiment was performed, which is the corresponding structural information, and the references to the simulation work discussed here and to the primary source for experimental data. Abbreviations: maximum entropy (MaxEnt), maximum parsimony (MaxPars), nuclear magnetic resonance (NMR), nuclear Overhauser effect (NOE), exact nuclear Overhauser effect (eNOE), residual dipolar coupling (RDC), solvent paramagnetic relaxation enhancement (sPRE), small-angle X-ray scattering (SAXS), wide-angle X-ray scattering (WAXS), cryo-electron microscopy (cryo-EM).

| Integration method | Data | Information provided | Simulation | Experiment |
|--------------------|------|----------------------|------------|------------|
| Validation         | $^3J$ couplings | Sugar conformation | [20] | [44] |
| Validation         | $^3J$ couplings and NOEs | Sugar and backbone conformation, contacts | [21] | [21,45] |
| Validation         | $^3J$ couplings and NOEs | Sugar and backbone conformation, contacts | [22] | [22] |
| Validation         | $^3J$ couplings and NOEs | Sugar and backbone conformation, contacts | [23] | [45,47] |
| Validation         | $^3J$ couplings and SAXS | Sugar and backbone conformation, inter-helical orientation | [24] | [45,48] |
| Validation         | Equilibrium filtration | Binding affinities | [25] | [49] |
| Validation         | Thermal denaturation | Mutational free energies | [26] | [50] |

Qualitative integration of experimental dynamics

| Secondary structure 2D replica exchange | NMR | Secondary structure | [27] | [27] |
| Secondary structure 2D replica exchange | Chemical probing | Secondary structure | [2] | [2] |
| Restraints during equilibration | NMR and chemical probing | Secondary structure | [28] | [51] |
| Restraints during equilibration | NOEs | Contacts | [29] | [29] |
| Restraints during equilibration | NOEs | Contacts | [30] | [30] |
| Restraints | Chemical probing | Secondary structure | [31] | [31] |
| Flexible fitting | Cryo-EM | Density map | [32] | [32] |
| Flexible fitting | Cryo-EM | Density map | [33] | [33] |

Quantitative integration of experimental dynamics (non-transferable ensemble refinement)

| MaxEnt reweighting | $^3J$ coupling, NOEs, eNOEs, RDCs, sPRE | Sugar and backbone conformation, contacts, dipole orientations, solvent exposure | [44–45,54] |
| MaxEnt reweighting | Chemical shifts, $^3J$ coupling, NOEs, SAXS | Sugar and backbone conformation, contacts, structure compactness | [35] | [21,35] |
| MaxEnt and MaxPars on-the-fly + reweighting | NOEs | Contacts | [36] | [50] |
| MaxEnt reweighting | SAXS | Structure compactness | [5] | [5] |
| Sample-and-select + WAXS driven | WAXS | Pairwise distance correlations | [38] | [38] |
| Sample-and-select | RDCs | Dipole orientations | [39] | [58,59] |

Quantitative integration of experimental dynamics (transferable force-field refinement)

| Force-field refinement (hydrogen bonds) | $^3J$ coupling, NOEs | Sugar and backbone conformation, contacts | [40] | [45,46] |
| Force-field refinement (charges and torsion) | Thermal denaturation | Mutational free energies | [41] | [50,60] |
| Force-field refinement (torsions) | NMR | Population of intercalated structures | [43] | [43] |
here were based on experimental data previously made available by other authors, also listed in Table 1. In this respect, the effort to measure and publish data for systems that sometimes are not even biologically relevant is of great value for groups developing and applying integrative methods. Moreover, we stress that the interpretation of computational and experimental work is not easy, and that collaboration between computational and experimental groups is often required. In the following, we outline our perspective for this field, summarized in Box 1.

An important limitation of the current approaches based on explicit solvent MD simulations is their significant computational cost. Enhanced sampling methods are thus increasingly adopted in the community. However, current applications are either addressing unstructured oligomers or larger but relatively structured RNAs. The simulation of highly flexible long non-coding RNAs might result in further challenges and require new methodological improvements. The limited accuracy of existing force fields makes it necessary to include many data points to construct realistic ensembles. Experimental groups have been traditionally employing implicit-solvent modeling for structure determination and optionally short explicit-solvent refinements which can only account for minor conformational dynamics (see, e.g., Refs. [50] [52] [54] [56], for NMR, and Refs. [32] [33], for cryo-electron microscopy). Atomistic force fields are likely more accurate, and a transition to using extensive explicit-solvent MD to interpret their data is already undergoing in several experimental laboratories.

Whereas most of the applications to date are related to non-transferable methods, where MD is used to deconvolve available experimental data, a few groups are trying to use experimental data to systematically improve force fields in a transferable manner. In this sense, force fields can be seen as energy-based machine-learning models [61]. Training should be done with examples that are representative of what one wants to reproduce. If the aim is to reproduce and predict experimental observables, experimental data should be used during training. The physics-based architecture of the force-field model, though limited by the lack of important aspects such as multi-body and polarization effects, can improve model transferability. However, to ensure the correctness of the microscopic models and to obtain force fields that properly describe conformations not yet seen in an experiment, a suitable combination of solution data, crystallographic information, and bottom-up data from quantum chemistry is required. Differences in experimental settings, such as ionic strength, temperature, and crystal packing, should be properly taken into account by performing reference simulations in appropriate conditions or even in crystalline environments [62]. The ambitious Open Force Field initiative is trying to use these ideas on large databases of heterogeneous systems, but to date this strategy has only been used to parametrize small molecules [63]. Experimental data on macromolecules will be required to push this approach forward to protein and RNA systems. Importantly, more commonly used non-transferable approaches such as maximum entropy or maximum parsimony integration methods will benefit from improved force fields used to generate prior ensembles. Kinetic data might also provide an extremely valuable source of information as they can probe transition states [64]. In theory, they would give access to free-energy barriers that are not seen in equilibrium experiments. However, integrating them in an ensemble or force-field refinement is non-trivial and is an active field of research (see, e.g., [65]).

Another critical issue is the parametrization of forward models used to connect ensembles and experiments. For example, several sets of Karplus equations have been proposed to back-calculate $^3$J scalar couplings (see, e.g., the supporting information of Ref. [45]), which would lead to different results. Some of these models were developed considering reference static structures and might benefit from a revisiting with

---

**Box 1: Our wish list for the next few years.**

- More systematic use of explicit solvent and enhanced sampling simulations in combination with solution experiments.
- Further improvements in RNA force fields trained to reproduce solution experiments.
- Integration of kinetic data in ensemble or force-field refinement.
- Systematic optimization of forward models to back-calculate experimental observables.
- Development of new forward models to link chemical-probing experiments and three-dimensional dynamics.
- Explicit reconstruction of RNA dynamics from cryo-electron microscopy data.
- Simultaneous integration of experiments that probe RNA dynamics at different levels.
- Combination of experiments and deep-learning structure-prediction methods.
dynamics in mind [66]. Current Karplus equations, with their uncertainty, can thus be used to validate structures but might not be accurate enough for extracting quantitative populations. For SAXS experiments, different models include solvent effects to a different degree [67]. Chemical probing experiments are extremely cheap and scalable. Although several attempts to rationalize their signal in terms of atomistic structure and dynamics have been done in the past years [68–72], quantitative forward models are not available yet so their inclusion in MD simulations is usually done in terms of secondary-structure constraints [2, 28, 31]. Ther- modynamic experiments are also cheap and scalable, and can provide quantitative reference populations. Single-molecule Förster resonance energy transfer (smFRET) experiments provide access to dynamics. Notably, there has been some recent improvement in the back-calculation of smFRET from RNA ensembles [11], with an application reported for an RNA tetraloop receptor [73]. Cryo-electron-microscopy data have been mostly used for RNA structure determination so far. Methods explicitly modeling conformational dynamics in the back-calculation of density maps have been used in protein systems [74] and could enable a more accurate description of RNA dynamics.

Some of the mentioned experimental techniques can probe dynamics exclusively at a local or at a global scale, e.g., chemical probing and 3J scalar couplings vs residual-dipolar-couplings, smFRET and SAXS. Given the ubiquitous risk of overfitting, we suggest that, whenever possible, complementary information should be combined so as to enhance the dynamical description at multiple scales, as it has been done for instance in Refs. [24, 34, 35].

Importantly, there are connections between the fields of RNA dynamics and RNA structure prediction. Protein structure prediction has been recently revolution- ized by the advent of AlphaFold [75], which has also been suggested to be useful in dissecting protein dy- namics [76]. The use of deep-learning methods in RNA structure prediction has been limited to date [77]. All the techniques developed for integrating MD simulations and solution experiments might be transferred to such tools when/if they will be widely available and tested.

In conclusion, the combination of MD simulations and experimental data can be seen from a dual perspective. From the computational side, experiments increase the quality of the generated dynamical ensembles. From the experimental side, simulations are a tool for interpreting the averaged signals obtained from solution measurements. Overall, MD simulations and exper-imental information can be synergistically combined filling their respective gaps, giving access to detailed and accurate descriptions of RNA dynamics that are in- stead unreachable using a single approach.
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