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Abstract
Even though observational data contain an enormous number of covariates, the existence of unobserved confounders still cannot be excluded and remains a major barrier to drawing causal inference from observational data. A large-scale propensity score (LSPS) approach may adjust for unobserved confounders by including tens of thousands of available covariates that may be correlated with them. In this paper, we present conditions under which LSPS can remove bias due to unobserved confounders. In addition, we show that LSPS may avoid bias that can be induced when adjusting for various unwanted variables (e.g., M-structure colliders). We demonstrate the performance of LSPS on bias reduction using both simulations and real medical data.
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Introduction
Causal inference in the setting of unmeasured confounding remains one of the major challenges in observational research. In medicine, electronic health records (EHRs) have become a popular data source for causal inference, where the goal is to estimate the causal effect of a treatment on a health outcome (e.g., the effect of blood-pressure medicine on the probability of a heart attack). EHRs contain information about treatments, outcomes, and many other variables, such as patient demographics, medications, diseases, and measurements. Modern EHR datasets typically contain tens of thousands of variables.

Causal inference on these data is often carried out using propensity score adjustment¹. Researchers first select confounders among the many observed variables, either manually (based on medical knowledge) or empirically. Then they estimate a propensity model using those selected variables and employ the model in a standard causal inference method that adjusts for the propensity score (the conditional probability of treatment). While this strategy is theoretically sound, in practice researchers may miss important confounders in the selection process, which leads to confounding bias, or may include variables that induce other types of bias (e.g., a “collider” or a variable that induces "M-bias").

In this paper, we study a closely related, but different, technique, known as large-scale propensity score (LSPS) adjustment². LSPS fits an L1-regularized logistic regression with all pre-treatment covariates to estimate the propensity model. LSPS then uses standard causal inference methods, with the corresponding propensity scores, to estimate the causal effect. For example, LSPS might be used with matching³–⁵ or stratification⁶.

In contrast to the traditional approach of explicitly selecting confounders, LSPS is a "kitchen-sink" approach that includes all of the covariates. While the L1-regularization might lead to a sparse propensity model, it is not designed to select the confounders in particular. Instead, it attempts to create the most accurate propensity model based on the available data, and LSPS diagnostics (described below) use covariate balance between treatment cohorts (i.e., that covariates are distributed similarly in the two cohorts) to assess whether all covariates are in fact adjusted-for in the analysis regardless of their L1-regularization coefficient.

The discussion over how many covariates to include in a propensity model is an old one⁷–¹³ and considers—in the setting of imperfect information about variables—the tradeoff between including all measured confounders versus including variables that may increase bias and variance¹⁴,¹⁵. To address this issue, LSPS uses only pre-treatment covariates to avoid bias from mediators and simple colliders, and it uses diagnostics and domain knowledge to avoid variables highly correlated with the treatment but uncorrelated with outcomes (known as “instruments”). Including such variables can increase the variance of the estimate¹⁴–¹⁷ and can amplify bias¹⁸–²³.
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In medicine, empirical studies of the performance of LSPS have shown it to be superior to selecting confounders\textsuperscript{2,24–26}. Consequently, LSPS has been used in a number of studies, both clinical\textsuperscript{27–37} and methodological\textsuperscript{38–43}.

Further, researchers have studied whether LSPS may also address unmeasured confounders\textsuperscript{34,40,44}. The hope behind these studies is that when we adjust for many covariates, we are likely to be implicitly adjusting for the unobserved confounders that are correlated with them. Hripcsak et al.\textsuperscript{34} and Schuemie et al.\textsuperscript{40} used LSPS to estimate the causal effect of anti-hypertension drugs, adjusting for about 60,000 covariates. An important confounder, baseline blood pressure, was not contained in most of the data sources. In the one source that did contain blood pressure, adjusting for all the other covariates but no blood pressure resulted in (nearly) balancing blood pressure between propensity-score-stratified cohorts; the resulting causal inference was identical to the one obtained when including blood pressure in the propensity model.

Based on this observation, Chen et al.\textsuperscript{44} studied the effect of dropping large classes of variables from the LSPS analysis, using balance of the covariates between the treatment and control groups as a metric for successful adjustment (i.e., is every covariate in the propensity model balanced between the cohorts). If all the variables of one type were eliminated from the propensity model (e.g., medical diagnoses), then the inclusion of a large number of other variables (e.g., medications, procedures) resulted in the complete balancing of the missing variables. Even more striking, if all variables related to one medical area like cardiology were dropped from the model (e.g., all cardiology-related diagnoses, procedures, medications, etc.), then the rest of the covariates still balanced the dropped cardiology covariates. Yet if too few covariates were included, such as just demographics, then balance was not achieved on the other covariates. Based on these studies, LSPS appears to be adjusting for some unobserved variables, including some that are confounders.

In this paper, we explore conditions under which LSPS can adjust for unobserved confounding. In particular, we provide some theoretical assumptions under which LSPS is robust to some unobserved confounders. They are based on the “pinpointability” assumption used in Wang and Blei\textsuperscript{35,46}. A variable is pinpointed by others if it can be expressed as a deterministic function of them, though the function does not need to be known. In the context of causal inference from EHR data, we show that if unobserved confounders can be pinpointed by the observed confounders then LSPS implicitly adjusts for them. In a sense, the confounders are not “unobserved” because we do observe variables that could determine them. For example, if high blood pressure could be conceivably derived from the many other covariates (e.g., diagnoses, medicines, other measurements) then LSPS implicitly adjusts for high blood pressure even though it is not explicitly observed.

Of course, pinpointability is an idealized assumption and it will not hold precisely in practice. That said, there might be hope that some of the unobserved confounding is capturable by the covariates. We do not assert LSPS as a magical solution to unobserved confounding—the assumption is strong—but as an attempt to better understand the empirical observation that important unobserved or unused covariates often appear to undergo adjustment when LSPS is used. To explore this phenomenon, we use synthetic data to empirically study the sensitivity of LSPS to the degree to which pinpointability is violated. We find that under perfect pinpointability, adjusting for observed covariates removes the bias due to unobserved confounding. As the data deviates from pinpointability, adjusting for the observed covariates becomes less adequate.

Finally, we study real-world medical data to compare LSPS to other approaches to adjusting for medical confounding. We find that the unobserved confounder has a bigger impact on a traditional propensity score method than on LSPS. This finding suggests that including large-scale covariates with LSPS provides a better chance of correcting for confounders that are not observed.

The paper is organized as follows. Section 2 describes the LSPS algorithm, the pinpointability assumption, and the effect of pinpointability on M-structure colliders, instruments, and near-instruments. Section 3 compares LSPS to other unobserved confounder adjustment approaches and makes connection to other related work. Section 4 studies the impact of violations of pinpointability on the fidelity of the estimated causal effects. Section 5 presents empirical studies comparing LSPS to classical propensity-score adjustment (with manually selected covariates), and methods that do not adjust. Section 6 concludes the paper with a discussion.

The Large Scale Propensity Score Algorithm

In this section, we summarize the LSPS algorithm, describe an assumption under which LSPS will adjust for unmeasured confounding and potentially mitigate the effect of adjusting for unwanted variables, and make some remarks on the assumption.

The LSPS algorithm

We summarize the LSPS algorithm\textsuperscript{2}, including the heuristics and diagnostics that normally surround it (e.g., Weinstein\textsuperscript{25}). Consider a study where a very large number of covariates are available (e.g., over 10,000) and the problem of estimating the causal effect of a treatment. Rather than selecting confounding covariates and adjusting for them, LSPS adjusts for all of the available covariates. It uses only pre-treatment covariates to avoid adjusting for mediators and simple colliders (which induce bias), and it uses diagnostics and domain knowledge to avoid “instruments,” variables that are correlated with the treatment but do not affect the outcome. (Such variables increase the variance of the causal estimate.)

By design, LSPS includes all measured confounders. The hope is that in real-world data, such as in medicine, adjusting for all the other non-confounder variables would not impart bias, and empirical comparisons to traditional propensity approaches seem to bear that out\textsuperscript{2,24–26}. The further hope is that by balancing on a large number of covariates, other unmeasured factors would also become balanced, and this is what we address in Section .

The inputs to LSPS are observed pre-treatment covariates $X$ and binary treatment $T$. The output is the estimated causal effect $\hat{\tau}$. LSPS works in the following steps.
1. **Remove "instruments."** Remove covariates that are highly correlated with the treatment and are unlikely to be causally related to the outcome. Correlation to treatment is checked numerically, and domain expertise is used to determine if the highly correlated variables are not causally related to the outcome; if the relationship is unclear, then the variable is not removed. Note these covariates are commonly called "instruments," and used in instrumental variable analysis. LSPS, however, does not do instrumental variable analysis, and removes these variables to reduce downstream variance.

2. **Fit the propensity model and calculate propensity scores.** Given the remaining covariates, fit an L1-regularized logistic regression\(^{48}\) to estimate propensity scores \(p(t \mid x)\). The regression is

\[
p(t \mid x) = \frac{1}{1 + e^{-\theta \cdot x}},
\]

where \(\theta\) is the vector of the regression parameters.

Denote the propensity score of the \(i\)th individual as \(h_\theta(x_i) := p(t_i \mid x_i)\). L1-regularized logistic regression minimizes

\[
\mathcal{L}(\theta) = \sum_{i=1}^{N} -t_i \log(h_\theta(x_i)) - (1 - t_i) \log(1 - h_\theta(x_i)) + \lambda \sum_{j=1}^{M} |\theta_j|,
\]

where \(\lambda\) is the tuning parameter that controls the strength of the L1 penalty.

LSPS uses cross-validation to select the best regularization parameter \(\lambda\). It then refits the regression model on the entire dataset with the selected regularization parameter. Finally, it uses the resulting model to extract the propensity scores for each datapoint.

3. **Check the equipoise of the propensity model.** In this step, LSPS assesses whether the conditional distribution of assignment given by the propensity model is too certain, i.e., whether the treatment and control groups are too easily distinguishable. The reason is that a propensity model that gives assignments probabilities close to zero or one leads to high-variance estimates\(^{15}\), e.g., because it is difficult to match datapoints or create good strata.

To assess this property of the propensity model, LSPS performs the diagnostic test of Walker et al.\(^{49}\). This diagnostic assesses the overlapping support of the distribution of the preference score, which a transformation of the propensity score\(^{\ast}\), on the treatment and control groups. If there is overlapping support then the study is said to be in equipoise. If a study fails the diagnostic, then the analyst considers if an instrument has been missed and removes it, or interprets the results with caution.

4. **Stratify the dataset and check that the stratification achieves covariate balance.** Use the propensity model to stratify the dataset\(^{3}\). First, determine the number of strata \(K\) and the boundaries of the strata such that each stratum contains an equal number of treated datapoints. Each datapoint is then assigned to a stratum based on its propensity score.

Once the strata are defined, LSPS checks that the stratification achieves covariate balance. Balance is achieved if when we reweight the data according to the strata, each covariate in the treatment and control group follows the same distribution.

To check covariate balance, we first compute the weight for each datapoint \(w_i\) to be equal to the reciprocal of the number of datapoints from its treatment group within its stratum. Mathematically, that is,

\[
w_i = 1/n_s^t \quad \text{for } s = s_i \text{ and } t = t_i,
\]

where \(n_s^t\) is the number of datapoints that received treatment \(t\) in stratum \(s\). Then, the weighted mean of the covariate for treatment group \(t\) is

\[
\bar{x}_t = \frac{\sum_{i:t_i=t} w_i x_i}{\sum_{i:t_i=t} w_i}, \quad t \in \{0, 1\}.
\]

The weighted covariate variance is defined as

\[
\sigma^2_t = \frac{\sum_{i:t_i=t} w_i^2}{(\sum_{i:t_i=t} w_i)^2} \sum_{i:t_i=t} w_i (x_i - \bar{x}_t)^2.
\]

Lastly, the standardized mean difference (SMD) between the treated and the control groups is calculated as

\[
\text{SMD} = \frac{\bar{x}_{t=1} - \bar{x}_{t=0}}{\sqrt{(\sigma^2_{t=1} + \sigma^2_{t=0})/2}}.
\]

Following Austin\(^{50}\), if any covariate has a SMD over 0.1\(^{50}\), then the comparison is said to be out of balance, and the study needs to be discarded (or interpreted with caution).

Alternatively, matching on propensity scores\(^{3-5}\) can also be used to create balanced groups.

5. **Estimate the causal effect.** The last step is to use the stratified data to estimate the causal effect. In the simulations Section, the causal effect of interest is the average treatment effect

\[
\text{ATE} = E[Y^1(1) - Y^0(0)],
\]

where \(Y^t(1)\) and \(Y^t(0)\) are the potential outcomes for a subject under treatment and under control.

To estimate the ATE, we first fit a linear regression within each stratum,

\[
E[Y^t | s] = \alpha_s + \nu_s T_t,
\]

where \(\nu_s\) and \(\alpha_s\) are the stratum-specific treatment effect and intercept. Then pool the stratum-specific treatment effects to obtain the average treatment effect,

\[
E[Y^t(1) - Y^t(0)] = E[E[Y^t(1) - Y^t(0) \mid s]] = \sum_s \nu_s \omega_s,
\]

where \(\omega_s\) is the weight for stratum \(s\) and proportional to the size of stratum.

In the empirical studies of Section, we will use a Cox proportional hazards model\(^{51}\) to estimate a (causal) hazard

\[
\ln[f(x)/(1 - f(x))] = \ln[p(t \mid x)]/(1 - p(t \mid x)) - \ln[p(t = 1)/(1 - p(t = 1))].
\]

\(^{\ast}\) Define the preference score \(f(x)\) as a transformation of the propensity score \(p(t \mid x)\) that adjusts for the probability of treatment \(p(t = 1)\),
ratio (the outcome \( Y \) is time to event). The Cox model is expressed by the hazard function denoted by \( h(t) \). Within a stratum \( s \), the stratum-specific hazard function \( h^s(t) \) is estimated as,

\[
h^s(t) = h_0^s(t) \exp(\zeta^s t),
\]

where \( \tau \) is the survival time, \( h_0^s(\tau) \) is the baseline hazard at time \( \tau \), \( t \) is the treatment, and \( \exp(\zeta^s) \) is the stratum-specific hazard ratio of the treatment. This expression gives the hazard function at time \( \tau \) for subjects with treatment \( t \) in stratum \( s \).

The parameters in the Cox model are estimated by optimizing the likelihood

\[
L(\zeta^s) = \prod_{i:C_i=1 \cap s_i=s} \frac{\exp(\zeta^s t_i)}{\sum_j Y_i \geq y_i \exp(\zeta^s t_j)},
\]

where \( C_i = 1 \) indicates the occurrence of the outcome.

The hazard ratio can be obtained by reweighting \( \exp(\zeta^s) \) by the size of the stratum. However, in practice, due to within-strata zero counts and finite machine precision, the hazard ratio is estimated by optimizing the Cox partial conditional across strata as in the Cyclops R package.

**Adjusting for unobserved confounders**

As noted in the introduction, LSPS has been found to adjust for known but unmeasured confounders\(^{34,40} \) and a large number of unused covariates\(^{41} \). We describe here an assumption under which LSPS will adjust for unmeasured confounding.

Consider the causal graph in Fig.1 for an individual \( i \) (the subscript is omitted in the graph), where \( T_i \in \{0, 1\} \) is a binary treatment, \( Y_i \) is the outcome (either binary or continuous), \( X_i \in \{0, 1\}^M \) is a high-dimensional vector of observed pre-treatment covariates with length \( M \) (which includes observed confounders and other variables), and \( U \in \mathbb{R} \) is the unobserved confounder. The goal is to estimate the causal effect of treatment \( T \) on the outcome \( Y \). To do so, we need to adjust for both pre-treatment covariates \( X \) (observed) and \( U \) (unobserved), because the treated subjects often differ systematically from untreated subjects in observational studies. In studies where unobserved confounders are assumed not to be present, under the ignorability assumption, propensity score adjustment\(^{1} \) can be applied directly to obtain unbiased causal effects. But, what if there are unobserved confounders? We found that empirically, LSPS can adjust for unobserved confounders by adjusting for large-scale observed covariates.

In the following sections, we will demonstrate that LSPS can still produce unbiased causal estimates even in the presence of unobserved confounders. We first introduce Assumption 1, which indicates the relationship between observed covariates and unobserved confounders.

**ASSUMPTION 1 (Pinpointability of unobserved confounder) Unobserved confounders \( U \) are said to be pinpointable by observed covariates if**

\[
p(u \mid x) = \delta(f(x)) \tag{1}
\]

where \( \delta(\cdot) \) denotes a point mass at \( f(\cdot) \).

In other words, the unobserved confounder \( U \) can be represented by a deterministic function \( f \) of the observed covariates \( X \). Theorem 1, building upon Assumption 1, formally states the conditions that LSPS needs in order to obtain unbiased causal estimates by only conditioning on observed covariates. We use the potential outcome framework by Rubin\(^{53} \). Let \( Y_i(1) \) and \( Y_i(0) \) denote the potential outcome under treatment and under control respectively for an individual \( i \).

**THEOREM 1** The treatment and the potential outcomes are independent conditioning on all confounders, both the observed \((X)\) and unobserved \((U)\),

\[
T_i \perp Y_i(1), Y_i(0) \mid X, U. \tag{2}
\]

Under the pinpointability assumption, the above conditional independence can be reduced to only conditioning on the observed covariates,

\[
T_i \perp Y_i(1), Y_i(0) \mid X. \tag{3}
\]

In other words, the causal effect of the treatment on the outcome is identifiable by only adjusting for the observed covariates \( X \). We do not need to know the unobserved confounders \( U \) or their functional form \( f(\cdot) \).

**PROOF.** Theorem 1 relies on the marginalization over \( U \) in computing the propensity score using high-dimensional observed covariates,

\[
p(t \mid x) = \int p(t \mid u, x)p(u \mid x)du \tag{4}
\]

\[
= p(t \mid u^*, x), \tag{5}
\]

where \( u^* = f(x) \).

**Effect of pinpointing on instruments and M-bias**

Because LSPS uses a large number of covariates, there is a concern that adjusting for these covariates will induce bias due to M-structure colliders, instrumental variables (IVs), and near instrumental variables (near-IVs). As noted above, our goal is not to do instrumental variable analysis but rather to remove their potential effect of increasing variance and amplifying bias. IVs are addressed in part by domain knowledge and diagnostics, but some IVs may remain. In this section, we discuss how LSPS in the setting of pinpointing may address them.
Effect on IV and near-IV Instrumental variables may persist despite LSPS’s procedures. In the setting of unmeasured confounding, IV can cause bias amplification as shown numerically and proved theoretically in various scenarios. Insofar as pinpointing adjusts for unobserved confounding (Fig. 2a), even if there are IVs in the propensity score model, they will not produce bias amplification.

Near-instrumental variables (near-IVs) are weakly related to the outcome and strongly related to the treatment, may also lead to bias amplification, and the bias amplification or the confounding may dominate. Just as for IVs, pinpointing (Fig. 2b) may reduce bias amplification by reducing unmeasured confounding, while the confounding is eliminated by adjusting for the near-IV.

Addressing M-bias Despite the use of pre-treatment variables, bias through colliders is still possible due to causal structures like the one in Fig. 2c, known as an M-structure, causing M-bias. In this case, two unobserved underlying causes create a path from T to Y via a collider that can precede T in time. If the collider is included in the many covariates, then this can induce bias. LSPS may be able to address M-bias in the following way. If the common cause between the treatment and the collider (Z₁) can be pinpointed by the observed confounders, then this will block the back-door path from T to Y. Similarly, the common cause between the outcome and the collider (Z₂) could be pinpointed, also blocking the path. The assertion that one or both of these common causes is pinpointed is similar to the assertion that U is pinpointed.

Some remarks on pinpointing

We clarify here what needs to be pinpointed. U refers to the true confounder that underlies potentially measured (but currently missing) covariates. In the example from the Introduction, baseline measured blood pressure is referred to as a “confounder,” but in fact it is a proxy to some true confounder. There is some physiological state, perhaps mean blood pressure or perhaps severity of illness that underlies blood pressure, that serves as the true confounder. Baseline measured blood pressure is a measured variable that depends on the true confounder. It does not generally affect outcomes like stroke directly, although it is on the causal pathway from the true confounder to the doctor’s decision of which medication to use. LSPS need not pinpoint measured blood pressure accurately, but instead must pinpoint the latent underlying true confounder. Assuming that medicine is relatively low rank, the prospect of pinpointing a smaller number of such states appears more feasible than hoping to pinpoint a vast array of potentially measured variables.

Pinpointing is a strong assumption. In practice, we are likely to capture varying degrees of the confounding information in the observed confounders. Therefore in the simulations of Section , we assess sensitivity to the strength of the pinpointing.

Related methods

We describe here the methods that are related to LSPS. These methods are related to LSPS in different ways. Section compares and contrasts LSPS to other methods that also address unmeasured confounding in causal effect estimation. Section compares LSPS to another propensity score-based method that also uses large-scale covariates. Section draws similarity between LSPS and another method for causal effect estimation in the presence of unobserved confounding where pinpointability is a required assumption.

Relation to proxy variable, multiple imputation and residual bias detection

Studies such as those by Kuroki and Pearl, Miao et al., and Tchetgen Tchetgen et al. have shown that causal effects can be identified by observing proxy variables of unmeasured confounders. In this case, the confounder is known but not measured, there is sufficient knowledge of the
structural causal model such that proxies can be selected, and there is the knowledge that there are no other unmeasured confounders.

Another approach is to use measured covariates to explicitly model unmeasured confounders using multiple imputation. While it differs from our approach, it exploits the same phenomenon, that some covariates contain information about unmeasured confounders. This is in contrast to LSPS, where there is no explicit model of unmeasured confounders; adjusting for measured covariates is should be effective for causal inference as long as the observed covariates pinpoint the unobserved confounders.

Given the need to assume no additional unmeasured confounding—additional in the sense of not being pinpointed or not having proxies—a complementary approach is to estimate the degree of residual bias, potentially including additional unmeasured confounding. Large-scale use of negative and synthetic positive controls can additionally be used to calibrate estimates to assure appropriate coverage of confidence intervals. LSPS is usually coupled with such empirical calibration.

Relation to high-dimensional propensity score adjustment

LSPS adjusts for all available pre-treatment covariates. In practice, because the sample size is limited, regularized regression selects a subset of variables to represent the information contained in the whole set of covariates, but the goal is to represent all the information nonetheless. Therefore, LSPS diagnostics test balance not just on the variables that regularized regression included in the model, but on all the covariates. All covariates are retained because even those that are not direct confounders may still contribute to the pinpointing of the unobserved confounders. Therefore, LSPS is not a variable selection technique.

LSPS is distinct from techniques that attempt to select confounders empirically. Some of these techniques also start with large numbers of covariates, but they attempt to find the subset that are confounders using information about the treatment and outcome. They then adjust for the selected covariates. As long as all confounders are observed and then selected, adjusting for them should eliminate confounding. It may not, however, benefit from the pinpointing that we identify in this paper. Empirical studies show that adjusting for a small number of confounders does not successfully adjust for unobserved confounders, and an empirical comparison of the methods favored LSPS.

Relation to the deconfounder

LSPS and the deconfounder are distinct but share several features. The deconfounder is a causal inference algorithm that estimates unbiased effects of multiple causes in the presence of unobserved confounding. Under the pinpointability assumption (unobserved confounders are pinpointable by multiple causes), the deconfounder can infer unobserved confounders by fitting a probabilistic low-rank model to capture the dependencies among multiple causes. Both methods thus rely on pinpointing to address unobserved confounders.

Simulations

We conduct two simulations to show that, under the assumption of pinpointability, LSPS can adjust for some of the unobserved confounding. In both simulations, we assume that the large number of covariates is derived from a smaller number of underlying latent variables. This low-rank structure induces dependencies among the observed covariates, mimicking the dependencies observed in EHR, in which the observed covariates are driven by a smaller number of physiological and procedural processes.

The two simulations differ in the creation of the unmeasured confounder. The first simulation illustrates direct pinpointability, where the unobserved confounder is pinpointed by observed covariates because it is simulated as a function of the latent variable and unobserved covariates. This low-rank structure induces dependencies among the observed covariates, mimicking the dependencies observed in EHR, in which the observed covariates are driven by a smaller number of physiological and procedural processes.

Simulation 1: direct pinpointability

Each simulated data set contains $N = 5,000$ patients, $M = 10,000$ observed covariates, 1 unobserved confounder, $K = 10$ latent variables, a treatment and an outcome. The data set is $D = \{v_i, x_i, u_i, t_i, y_i\}_{i=1}^N$, where $v_i$ is a vector of latent variables, $v_i = (v_{i1}, \ldots, v_{iK})$; $x_i$ is a vector of observed covariates, $x_i = (x_{i1}, \ldots, x_{iM})$; $u_i$, $t_i$ and $y_i$ are all scalar, representing the unobserved confounder, treatment and outcome respectively.

Below are the steps to simulate data for patient $i$.

1. Simulate the latent variable $v_i$ as $v_i \sim \text{Bernoulli}(p_i)$.
where \( p_i \sim \text{Beta}(2, 5)^K \).

2. Simulate observed covariates \( x_i \) as

\[
x_i \sim \text{Bernoulli}(\text{sigmoid}(\mathbf{v}_i^T \mathbf{\beta}_x)),
\]

where \( \mathbf{\beta}_x \sim \mathcal{N}(0, 10)^K \times M \).

3. Simulate the unobserved confounder \( u_i \) as

\[
u_i = x_i^T \mathbf{\beta}_u,
\]

where \( \mathbf{\beta}_u \sim \mathcal{N}(0, 1)^M \). Notice that \( u \) is a deterministic function of \( x \). To allow only a small subset of the covariates pinpoint, we randomly select 99% of the \( \mathbf{\beta}_u \) and set their value to 0.

4. Simulate the treatment \( t_i \) as

\[
t_i \sim \text{Bernoulli}(\text{sigmoid}(x_i^T \gamma_x + u_i \gamma_u)),
\]

where the effect of the unobserved confounder on the treatment \( \gamma_u = 1 \) and \( \gamma_x \sim \mathcal{N}(0, 1) \). To allow a small subset of the covariates serve as observed confounders, we randomly select 99% of the \( \gamma_x \) and set their value to 0.

5. Simulate the outcome \( y_i \) as

\[
y_i \sim \mathcal{N}(x_i^T \eta_x + u_i \eta_u + t_i \nu, 0.1),
\]

where the true causal effect \( \nu = 2 \), the effect of the unobserved confounder on the outcome \( \eta_u = 1 \), \( \eta_x \sim \mathcal{N}(0, 1) \) for the covariates serve as observed confounders and 0 otherwise.

The above steps illustrate the simulation under pinpointability. To increase the degree of violation of pinpointability, we add an increasing amount of random noise to the unobserved confounder. To do so, we modify the simulation of \( u_i \) in Step 3 to be

\[
u_i = u_i^\det + u_i^\dim
\]

\[
u_i^\det = x_i^T \mathbf{\beta}_u
\]

\[
u_i^\dim \sim \mathcal{N}(0, \sigma^2)
\]

where \( u_i^\det \) is the deterministic component of \( u_i \), and \( u_i^\dim \) is the random component of \( u_i \). To increase the degree of violation of pinpointability, we increase \( \sigma^2 \), the variance of \( U^\dim \). Specifically, we set the variance of the random component to be proportional to the variance of the deterministic component, that is, \( \sigma^2 = c \text{Var}[U^\det] \), where \( \text{Var}[U^\det] = \frac{\sum_i (u_i^\det - \bar{u}^\det)^2}{N-1} \), \( \bar{u}^\det \) is the sample mean, and \( c \) is the sensitivity parameter. When \( c = 0 \), the pinpointability assumption is satisfied (\( U \) is pinpointed by \( X \)). When \( c > 0 \), the larger the value of \( c \), the more variance in \( U \) is attributable to the random component. The degree of pinpointability can be expressed as below:

\[
\text{degree of pinpointability (\%)} = 1/(c + 1) \times 100\
\]

The range of degree of pinpointability we test is

\[
\text{degree of pinpointability (\%)} \in \{0, 20, 40, 60, 80, 99\}
\]

by setting \( c \) to its corresponding value.

---

### Simulation 2: pinpointability through a factor model

Each simulated data set contains \( N \) patients, \( M \) observed covariates, \( K \) latent variables, a treatment and an outcome. The data set is \( D = \{ \mathbf{v}_i, x_i, u_i, t_i, y_i \}_{i=1}^N \), where \( \mathbf{v}_i \) is a vector of latent variables, \( \mathbf{v}_i = (v_{i1}, \ldots, v_{iK}) \); \( x_i \) is a vector of observed covariates, \( x_i = (x_{i1}, \ldots, x_{iM}) \); \( u_i, t_i \) and \( y_i \) are all scalar, representing the unobserved confounder, treatment and outcome respectively.

Below are the steps to simulate data for patient \( i \).

1. Simulate the latent variable \( \mathbf{v}_i \) as

\[
\mathbf{v}_i \sim \text{Bernoulli}(0.5)^K.
\]

2. Simulate the unobserved confounder \( u_i \) as

\[
u_i = \mathbf{v}_i^T \mathbf{\beta}_u,
\]

where \( \mathbf{\beta}_u \sim \mathcal{N}(0, 1)^K \). Notice that \( u \) is a deterministic function of \( \mathbf{v} \).

3. Simulate observed covariates \( x_i \) as

\[
x_i \sim \text{Bernoulli}(\mathbf{v}_i^T \mathbf{\beta}_x),
\]

where \( \mathbf{\beta}_x \sim \mathcal{N}(0, 1)^K \times M \).

4. Simulate the treatment \( t_i \) as

\[
t_i \sim \text{Bernoulli}(\text{sigmoid}(x_i^T \gamma_x + u_i \gamma_u)),
\]

where \( \gamma_u = 1 \) and \( \gamma_x \sim \mathcal{N}(0, 1) \) for the covariates serve as observed confounders and 0 otherwise.

5. Simulate the outcome \( y_i \) as

\[
y_i = x_i^T \eta_x + u_i \eta_u + t_i \nu,
\]

where the true causal effect \( \nu = 2 \), \( \eta_u = 1 \) and \( \eta_x \sim \mathcal{N}(0, 1) \) for the covariates serve as observed confounders and 0 otherwise. That is, only the first 10 covariates in \( x_i \) have non-zero coefficients, meaning that only the first 10 covariates in \( x_i \) are causally associated with the treatment assignment.

In contrast to Simulation 1 where the unobserved confounder is generated as a function of the observed covariates, here the unobserved confounder and the observed covariates are both generated from the same latent variables. The function generating \( U \) from \( \mathbf{V} \) is deterministic (step 2), but the function generating \( X \) from \( \mathbf{V} \) is not (step 3). So we need a measure to quantify how pinpointable \( U \) is (see Sec.).

The pinpointability of \( U \) could potentially depend on the number of patients \( N \), the number of observed covariates \( M \), and the number of latent variables \( K \). We simulated data with \( N \in \{1000, 10000\} \), \( M \in \{10, 100, 10, 1000, 1000, 10, 100, 1000, 10, 100\} \), and \( K \in \{1, 10, 10, 100\} \). Notice that even though the number of observed covariates increases, the number of observed confounders is always 10. This allows the confounding due to observed versus unobserved to stay the same. This allows us to rule out the possibility of any changes in effect estimation due to the diminishing of unobserved confounding.
Evaluation metrics

In both simulations, we compared the root-mean-squared error (RMSE) of causal effect estimated by LSPS to that estimated by the oracle (LSPS with access to the unobserved confounder). RMSE is defined as follows.

$$\text{Bias}(\hat{\nu}) = E[\hat{\nu} - \nu]$$
$$\text{Var}[\hat{\nu}] = E[(\hat{\nu} - \nu)^2]$$
$$\text{RMSE}(\hat{\nu}) = \sqrt{\text{Var}[\hat{\nu}] + \text{Bias}(\hat{\nu})^2}$$

To quantify the degree of pinpointability in Simulation 2, we fit a Ridge regression with $U$ as the dependent variable and $X$ as independent variables, $U = f(X)$. We use the R-squared ($R^2$) to determine the pinpointability of $U$.

$$R^2 = 1 - \frac{\text{residual sum of squares}}{\text{total sum of squares}} = 1 - \sum_{i=1}^{N}(u_i - f(x_i))^2 \sum_{i=1}^{N}(u_i - \bar{u})^2$$

where $\bar{u} = \frac{1}{N} \sum_{i=1}^{N} u_i$. R-squared is a statistical measure that represents the proportion of the variance for a dependent variable that is explained by independent variables in a regression model. Because $R^2$ is bounded between 0 and 1, it can be interpreted as a percentage. An R-squared of 100% means that all of the variance of the dependent variable is completely explained by the independent variables in the regression model. Given the dependent variable $U$ and independent variables $X$ in our case, $R^2$ represents the variance of the unobserved confounder $U$ that is explained by the observed covariates $X$. When $R^2 = 1$, the unobserved confounder can be predicted without uncertainty by the observed covariates, which coincide with our definition of pinpointability. As $R^2$ decreases, the degree of pinpointability decreases.

Results

Fig. 4 shows the results of Simulation 1. Under perfect pinpointability (% of unexplainable variation in $U = 0$), the causal effect estimated by LSPS had nearly identical RMSE compared to that of the oracle, suggesting that under perfect pinpointability, LSPS can correct for the unobserved confounders by only including observed covariates. As the unobserved confounders become less pinpointable (% of unexplainable variation increases), the bias and RMSE of the estimated causal effect increase, suggesting that adjusting for observed covariates alone becomes less adequate for adjusting for the bias due to the unobserved confounder.

Fig. 5 shows the results of Simulation 2. The goal of Simulation 2 is to explore the performance of LSPS under different degrees of pinpointability. In contrast to Simulation 1 where the degree of pinpointability is varied by changing the variance of random noise in $U$, the degree of pinpointability in this simulation is varied by changing the number of observed covariates in the data set. First, pinpointability ($R^2$) strengthens as the number of observed covariates increases. Second, stronger pinpointability in general leads to better estimates. For example, at $N = 10,000$, both the RMSE of propensity scores ($\text{RMSE}(\hat{p})$) and the RMSE of causal effects ($\text{RMSE}(\hat{\nu})$) decrease as pinpointability strengthens. However, when the sample size is not large enough, for example, when the sample size $N = 1,000$, pinpointability improves the estimates up until when the number of covariates and sample size is approximately equal. Including much more covariates than the sample size does not further reduce the RMSE of estimates, which could be even higher than when $N$ and $M$ are approximately equal.
Empirical studies

We now use real data to compare LSPS to other approaches to adjusting for confounding. With an EHR database, we compared the effect of two anti-hypertension drugs, hydrochlorothiazide and lisinopril, on two clinical outcomes, acute myocardial infarction (AMI) and chronic kidney disease (CKD). A detailed cohort definition is provided in Supplement S1.

For both outcomes, type 2 diabetes mellitus (T2DM) is a known confounder. Thus, by including or excluding T2DM in an adjustment model while keeping other covariates the same, we can assess a method’s capacity in adjusting for unobserved confounding.

We compared LSPS to propensity score adjustment that included confounding variables that were previously selected by experts for inclusion in related hypertension drug studies. The list of manually selected confounders is provided in Supplement S2.

We studied the following five methods:

- unadjusted: no covariate was adjusted for.
- manual: adjust for a list of manually selected confounders.
- manual without T2DM: adjust for a list of manually selected confounders without T2DM-related confounders.
- LSPS: adjust for all pre-treatment covariates in the database.
- LSPS without T2DM: adjust for all pre-treatment covariates in the database except covariates related to T2DM.

For the four methods that adjust for confounders, we estimated propensity scores with Lasso logistic regression (and selected the regularization with cross-validation). To estimate the treatment effect, we fit a Cox proportional-hazards model to estimate the (causal) hazard ratio (HR). We then calculated the mean and 95% confidence interval of the HR.

Results

Fig. 6 shows the results of empirical studies. These results show that the unobserved (or unused) confounder had a bigger impact on the manual methods than on the LSPS methods. The impact was determined by comparing the absolute difference in effect estimates between the two manual models versus the two LSPS-based models. In the CKD study, the absolute difference between the two manual methods was 0.09 (Manual without T2DM: HR 0.77 [95% CI, 0.71-0.83]; Manual: HR 0.86 [95% CI, 0.79-0.93]), higher than the absolute difference between the two LSPS-based methods, which was 0.05 (LSPS without T2DM: HR 0.84 [95% CI, 0.77-0.92]; LSPS: HR 0.89 [95% CI, 0.82-0.97]). In fact, the estimates for manual with T2DM, LSPS with T2DM, and LSPS without T2DM were all closer to each other than to manual without T2DM. Therefore, whether manual with T2DM or LSPS with T2DM is actually closer to ground truth, LSPS without T2DM is closer to either one than is manual without T2DM.

This finding suggests that by including large-scale covariates, one has a better chance of correcting for confounders that are not explicitly observed. The pinpointability assumption is more likely to hold when there are many observed covariates.

Discussion

We have illustrated conditions under which LSPS adjusts for unobserved confounding and the impact of violations of such conditions on effect estimation. We have found in previous practice, in our current simulations, and in our current real-world study that unmeasured (or unused) confounding can be adjusted for in LSPS, apparently working better than smaller, manually engineered sets of covariates that are also missing the confounder.

The success of LSPS in adjusting for unobserved confounders relies on the unobserved confounder being pinpointable, so one may ask the question: can we assess the soundness of the pinpointability assumption for a given dataset through modeling? If a domain area of interest can be expressed as a low-rank model, and observed covariates and unobserved confounders depend on that model, then the assertion that the observed covariates pinpoint the unobserved confounders becomes more credible because it is then known that there is a function (through the low-rank model) linking them.

In medicine, it is possible that the physiology and the environment relevant to some hypothesis of interest has some finite number of degrees of freedom, say perhaps hundreds. If many more covariates are observed, it may be possible to pinpoint the model and the unobserved confounders associated with it, just as shown in the simulation. Therefore,
confirming that a dataset is in fact representable as a low-rank model adds credibility to the pinpointing assumption.

In summary, LSPS is a confounding adjustment approach that includes large-scale pre-treatment covariates in estimating propensity scores. It has previously been demonstrated that LSPS balances unused covariates and can adjust for an unobserved confounder. This paper contributes to understanding conditions under which LSPS adjusts for unobserved confounders, and how causal effect estimation by LSPS is impacted when such conditions are violated. We demonstrated the performance of LSPS on both simulated and real medical data.
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