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Abstract. In this note our aim is to present some monotonicity properties of the product of modified Bessel functions of first and second kind. Certain bounds for the product of modified Bessel functions of first and second kind are also obtained. These bounds improve and extend known bounds for the product of modified Bessel functions of first and second kind of order zero. A new Turán type inequality is also given for the product of modified Bessel functions, and some open problems are stated, which may be of interest for further research.

1. Properties of the product of modified Bessel functions

The product of modified Bessel functions of the first and second kind, denoted by $I_\nu$ and $K_\nu$, has found many applications in mathematical physics and engineering sciences. For more details and for a large list of references the interested reader is referred to [1, 3, 4] and to the references therein. Recently, the product $I_0K_0$ appears in [5] to estimate the number of eigenvalues of a Schrödinger operator, see also [13] for more details. Motivated by the fact that the product $I_\nu K_\nu$ appears in different problems of mathematical physics, in this paper starting from the papers [5, 6, 13] our aim is to present some monotonicity properties for the product of modified Bessel functions of first and second kind. Some bounds for the product of modified Bessel functions of first and second kind are also obtained. These bounds improve and extend the known bounds for the product of modified Bessel functions of first and second kind of order zero. It is important to mention here that our approach is completely different than in the papers [5, 6, 13] and some of our main results are proved by using some Turán type inequalities for modified Bessel functions of the first and second kind, obtained in [1, 3, 4]. Finally, we note that a new Turán type inequality for the product of modified Bessel functions and some open problems are stated at the end of this section, which may be of interest for further research.

1.1. Bounds for the product of modified Bessel functions. In this subsection we find upper bounds for the product of modified Bessel functions of first and second kind. The key tool in our proof utilizes some known bounds for Bessel function of the first kind by Landau [11] and the integral representation for product of modified Bessel functions of first and second kind [12, p. 253]. In the sequel, we will use the so-called Landau constants

$$b_L = \sqrt{2} \sup_{t \in \mathbb{R}_+} \text{Ai}(t) \quad \text{and} \quad c_L = \sup_{t \in \mathbb{R}_+} \sqrt{t} J_0(t),$$

where $\text{Ai}$ stands for the Airy function, while $J_0$ stands for the Bessel function of the first kind of zero order. The next results was motivated by the Parl’s upper bound

$$I_{n+1}(x)K_n(x) < x^{n-m-1} ((n+x)(m+1+x))^{-\frac{1}{2}},$$

$n, m \in \mathbb{N}, m+1 \leq n, x > 0$, which was used by Cantrell to obtain suitable truncation and transient errors in the computation of the generalized Marcum $Q$-function, frequently used in radar signal processing.

Theorem 1. Let $\mu, \nu \in \mathbb{R}$ and $x > 0$. Then the following inequalities hold true:

a. For $\mu > \nu > 0$,

$$K_\nu(x)I_\mu(x) < \frac{b_L}{(\mu - \nu)\sqrt{\mu + \nu}},$$

(1.1)
b. For $\mu \geq \nu > 0$,

\begin{equation}
K_\nu(x)I_\mu(x) \leq \frac{2\pi^2 e_{\nu L}}{\sqrt{3\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{1}{2}\right)}} \sqrt{2x}
\end{equation}

\[ \text{c. For } \mu - \nu > -\frac{1}{2}, \mu + \nu > -1, \]

\begin{equation}
K_\nu(x)I_\mu(x) \leq \frac{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{1+3(\mu-\nu)}{6}\right) e_{\nu L}}{2^{\frac{5}{2}} \Gamma\left(\frac{5+3(\mu-\nu)}{6}\right) \sqrt{2x}}.
\end{equation}

It is important to mention here that the above bounds are not sharp for small values of $x$, however, by using the limiting forms $I_\mu(x) \sim \frac{e^{x}}{\sqrt{2\pi x}}$ and $K_\nu(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x}$ for large values of $x$ and $\nu$, $\mu$ fixed, it follows that $K_\nu(x)I_\mu(x) \sim \frac{1}{\sqrt{x}}$ as $x \to \infty$, and this means that the inequalities (1.2) and (1.3) are sharp for large values of $x$.

The next theorem gives lower bounds for the product of modified Bessel functions of first and second kind. Again, the proof uses the existing bounds for modified Bessel functions of second kind \[7\] and the integral representation of product of modified Bessel function of first and second kind \[8, p. 680\]. In the next theorem $L_\nu$ stands for the modified Struve function of the first kind.

**Theorem 2.** If $x > 0$ and $\nu > 0$, then the following inequalities hold true:

\begin{equation}
I_\nu(x)K_\nu(x) > \frac{\Gamma(\nu)}{2x^\nu} [I_\nu(2x) - L_\nu(2x)],
\end{equation}

\begin{equation}
I_\nu(x)K_\nu(x) > \frac{1}{2\nu} - \frac{2x\Gamma(\nu)}{\sqrt{\pi(1+2\nu)\Gamma(\nu+\frac{1}{2})}},
\end{equation}

\begin{equation}
I_\nu(x)K_\nu(x) \geq \frac{1}{2\nu} - \frac{x^2}{4\nu(\nu^2-1)},
\end{equation}

provided that in the last inequality $\nu > 1$.

We mention that by using the limiting forms $K_\nu(x) \sim \frac{1}{\Gamma(\nu)} \left(\frac{x}{2}\right)^{-\nu}$ and $I_\nu(x) \sim \frac{1}{\Gamma(\nu+1)} \left(\frac{x}{2}\right)^\nu$, where $\nu > 0$ is fixed and $x \to 0$, then we clearly get that $I_\nu(x)K_\nu(x) \sim \frac{1}{2\nu}$ as $x \to 0$, which shows that the bounds in (1.4), (1.5) and (1.6) are all sharp as $x \to 0$. However, it can be shown that they are not sharp for large values of $x$.

### 1.2. Bounds used in the estimation of the eigenvalues of a Schrödinger operator.

Our second set of results are some monotonicity properties of the product of modified Bessel functions of the first kind and second kind. The following result is motivated by the inequality

\[ I_0(x)K_0(x) + \ln x < 1, \]

where $x \in (0, 1]$, which was used recently by F. Truc to bound the number of eigenvalues of a certain Schrödinger operator. The above inequality was recently improved by Bordellés and J.P. Truc \[5\] by changing the number 1 to 0.55. Our next result improves this bound and also extends for the general case. Here $\gamma$ stands for the Euler-Mascheroni constant.

**Theorem 3.** If $\nu > 0$, then the function $x \mapsto I_\nu(x)K_\nu(x) + \ln x$ is increasing on $(0, \infty)$. Consequently, if $\nu \geq 0$ and $x \in (0, 1]$, then the next inequality is valid

\begin{equation}
I_\nu(x)K_\nu(x) + \ln x \leq I_\nu(1)K_\nu(1).
\end{equation}

Moreover, in particular, for $x \in (0, 1]$, we have

\begin{equation}
\ln 2 - \gamma < I_0(x)K_0(x) + \ln x \leq I_0(1)K_0(1),
\end{equation}

where the constants $\ln 2 - \gamma$ and $I_0(1)K_0(1) \approx 0.533045\ldots$ are the best possible.

In the case of $\nu = 0$, the next inequality \[19\] was proved recently in \[5\].

**Theorem 4.** If $x > 0$ and $\nu \geq \frac{1}{2}$, then

\begin{equation}
I_\nu(x)K_\nu(x) - \frac{1}{2x} < \frac{1}{16x^2}.
\end{equation}
Now, for \( \nu > -1 \), let us consider the function \( q_\nu : (0, \infty) \to (0, \infty) \), defined by

\[
q_\nu(x) = \frac{I_\nu(x)K_\nu(x)}{1 + |\ln x|}.
\]

Recently, F. Truc \[13\] proved that

\[
\max_{x \in (0,1]} q_0(x) = \lim_{x \searrow 0} q_0(x) = 1.
\]

This result was essential in bounding the Green function of a Sturm-Liouville operator, and motivated by the result of F. Truc our aim is to show that the maximum of \( q_\nu(x) \) for \( \nu > 0 \) becomes actually \( I_\nu(1)K_\nu(1) \) starting from a certain value of \( \nu \).

**Theorem 5.** The function \( q_\nu \) is increasing on \( (0,1] \) for \( \nu \geq \frac{1}{2} \), and is decreasing on \( [1, \infty) \) for \( \nu > -1 \). Consequently, if \( x \in (0,1] \) and \( \nu \geq \frac{1}{2} \), then the next inequality is valid

\[
q_\nu(x) \leq q_\nu(1) = I_\nu(1)K_\nu(1)
\]

Moreover, for \( x \geq 1 \) the inequality \( (1.10) \) is valid for all \( \nu > -1 \).

It is important to mention here that the constant \( \frac{1}{2} \) is not the best possible. The next figure shows that actually there exists an \( \nu^* \in (0.15,0.25) \) such that \( q_\nu(x) \leq q_\nu(1) \) if and only if \( \nu \geq \nu^* \). To find this value \( \nu^* \) is an open problem, which may be of interest for further research. We would like to mention that to prove the above claim a possible way it would be to study the monotonicity of \( q_\nu \) on \( (0,1] \). Figure \[1\] suggest that starting from some \( \nu^0 \in (0.15,0.25) \) the function \( q_\nu \) is increasing on \( (0,1] \). Another open problem is to find the value of \( \nu^0 \). Furthermore, we can ask whether \( \nu^* \) and \( \nu^0 \) coincide or not.

**Figure 1.** The graph of the function \( q_\nu \) for \( \nu \in \{0,0.15,0.2,0.25,0.33,0.5,1,2\} \) on \([0,2.5]\).
1.3. Turán type inequalities for the product of modified Bessel functions. Our last main result complements [3, Corollary 2] and it is related to the open problem posed in [4].

Theorem 6. The function \( \nu \mapsto \mathcal{P}_\nu(x) = \sqrt{\pi}^\nu (\nu + \frac{1}{2}) \mathcal{P}_\nu(x) \), where \( \mathcal{P}_\nu(x) = I_\nu(x)K_\nu(x) \), is strictly log-convex on \((-\frac{1}{2}, \infty)\) for each fixed \( x > 0 \).

As a consequence of Theorem 5 the following Turán type inequality is valid for \( \nu > \frac{1}{2} \) and \( x > 0 \)

\[
P_\nu^2(x) - P_{\nu-1}(x)P_{\nu+1}(x) < \frac{1}{\nu + \frac{1}{2}} P_\nu^2(x).
\]

We mention that since \( \frac{1 - P_{\nu-1}(x)P_{\nu+1}(x)}{P_\nu^2(x)} \) tends to zero as \( x \to \infty \), the Turán type inequality (1.11) is not sharp for large values of \( x \). However, for small values of \( x \) such that \( x^4 + (\nu^2 - \frac{1}{4})x^2 - (\nu + \frac{1}{2})^2 < 0 \), where \( \nu > \frac{1}{2} \), the inequality (1.11) improves the existing Turán type inequality [3, Corollary 2]

\[
P_\nu^2(x) - P_{\nu-1}(x)P_{\nu+1}(x) < \frac{1}{x\sqrt{x^2 + \nu^2 - \frac{1}{4}}} P_\nu^2(x),
\]

which holds for \( \nu \geq \frac{1}{2} \) and \( x > 0 \).

Now, let us recall the following Turán type inequalities (for more details see [3])

\[
0 < I_\nu^2(x) - I_{\nu-1}(x)I_{\nu+1}(x) < \frac{1}{\nu + 1} I_\nu^2(x), \quad \nu > -1, \ x > 0
\]

and

\[
\frac{1}{1 - |\nu|} K_\nu^2(x) < K_{\nu-1}(x)K_{\nu+1}(x) < 0, \quad x > 0,
\]

where the left-hand side inequality is valid for all \( |\nu| > 1 \) whereas the right-hand side inequality holds true for all \( \nu \in \mathbb{R} \). By using the above inequalities (1.12) and (1.13) one can prove that

\[
\frac{1}{1 - \nu} P_\nu^2(x) < P_\nu^2(x) - P_{\nu-1}(x)P_{\nu+1}(x) < \frac{1}{\nu + 1} P_\nu^2(x), \quad x > 0
\]

where the left-hand side inequality is valid for all \( \nu > 1 \) while the right-hand side inequality is true for all \( \nu > 0 \). Observe that the right-hand side inequality in the above inequalities is stronger than the Turán type inequality (1.11).

2. Proofs of the main results

Proof of Theorem 1. Let us consider the integral representation of the product of modified Bessel function [1, p. 253]

\[
K_\nu(x)I_\mu(x) = \int_0^\infty J_{\mu + \nu}(2x \sinh t)e^{(-\mu + \nu)t} dt, \quad \mu - \nu > -1, \ x > 0.
\]

In view of the following bound for Bessel function of first kind given by Landau [11]

\[
|J_\nu(x)| < b_L \nu^{-\frac{1}{4}}, \quad \nu > 0, \ x \in \mathbb{R}, \ b_L = 0.674885, \ldots,
\]

it follows from (2.1) that

\[
K_\nu(x)I_\mu(x) < \int_0^\infty b_L(\mu + \nu)^{-1/3} e^{(-\mu + \nu)t} dt = \frac{b_L}{(\mu - \nu)^{1/4}}
\]

where \( \mu > \nu \) and \( x > 0 \). This proves the inequality (1.3).

Now, using another bound of Landau [11], namely,

\[
|J_\nu(x)| \leq c_L |x|^{-\frac{1}{4}} \text{ for } \nu > 0, \ x \in \mathbb{R}, \ c_L = 0.7857468704, \ldots
\]

we obtain from (2.1) that

\[
K_\nu(x)I_\mu(x) \leq \int_0^\infty c_L(2x)^{-\frac{1}{4}} (\sinh t)^{-\frac{1}{4}} e^{(-\mu + \nu)t} dt = \frac{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{5+3(\mu-\nu)}{6}\right) c_L}{2^{\frac{1}{2}} \Gamma\left(\frac{5+3(\mu-\nu)}{6}\right)\sqrt{2x}},
\]

where \( \mu - \nu > -\frac{1}{3}, \mu + \nu > -1 \) and \( x > 0 \). This proves the inequality (1.3).
If in the inequality (2.2) we assume that \( \mu \geq \nu > 0 \), then we get \( e^{-(\mu+\nu)t} \leq 1 \) for all \( t > 0 \) and consequently (2.2) gives

\[
K_{\nu}(x)I_{\nu}(x) \leq \int_0^{\infty} c_L(x)^{-\frac{1}{2}}(\sinh t)^{-\frac{1}{2}} dt = \frac{2\pi^2 e_L}{\sqrt{3} \Gamma \left( \frac{1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \sqrt{2x}},
\]

where \( \mu \geq \nu > 0 \) and \( x > 0 \). This proves the inequality (1.2).

\[ \Box \]

**Proof of Theorem 2** To prove the inequality (1.4), consider the integral representation [8, p. 680]

\[
I_{\nu}(x)K_{\nu}(x) = \frac{2x^\nu}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \int_0^1 t^\nu (1 - t^2)^{\nu - \frac{1}{2}} K_{\nu}(2xt) dt, \quad \nu > -\frac{1}{2}, \ x > 0.
\]

Using the lower bound for the modified Bessel function of second kind [7, p. 383]

\[
K_{\nu}(x) > \frac{2^{\nu-1} \Gamma(\nu)e^{-x}}{x^\nu}, \quad \nu > 0, \ x > 0,
\]

the integral in (2.3) gives

\[
I_{\nu}(x)K_{\nu}(x) > \frac{\Gamma(\nu)}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \int_0^1 (1 - t^2)^{\nu - \frac{1}{2}} e^{-2xt} dt = \frac{\Gamma(\nu)}{2x^\nu} \left( I_{\nu}(2x) - L_{\nu}(2x) \right),
\]

where \( \nu > 0 \) and \( x > 0 \). This proves the inequality (1.4).

From the inequality (2.4), we obtain

\[
I_{\nu}(x)K_{\nu}(x) > \frac{\Gamma(\nu)}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \int_0^1 (1 - t^2)^{\nu - \frac{1}{2}} (1 - 2xt) dt = \frac{\Gamma(\nu)}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \left( \frac{\Gamma(\nu)}{2(\nu+1)} - \frac{2x}{1 + 2\nu} \right),
\]

which is equivalent to (1.5).

Now, to prove the inequality (1.6), consider the inequality [7, p. 381]

\[
\frac{1}{x^2} - \frac{x^{\nu-2} K_{\nu}(x)}{2^{\nu-1} \Gamma(\nu)} \leq \frac{1}{4(\nu - 1)}, \quad x > 0, \ \nu > 1,
\]

or equivalently,

\[
K_{\nu}(x) \geq 2^{\nu-1} \Gamma(\nu) x^{-\nu} \left[ 1 - \frac{x^2}{4(\nu - 1)} \right], \quad x > 0, \ \nu > 1.
\]

It follows from the last inequality and (2.3) that

\[
I_{\nu}(x)K_{\nu}(x) \geq \frac{2x^\nu}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \int_0^1 t^\nu (1 - t^2)^{\nu - \frac{1}{2}} \Gamma(\nu)(2xt)^{-\nu} \left[ 1 - \frac{(2xt)^2}{4(\nu - 1)} \right] dt
\]

\[
= \frac{\Gamma(\nu)}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \int_0^1 (1 - t^2)^{\nu - \frac{1}{2}} \left[ 1 - \frac{x^2 t^2}{(\nu - 1)} \right] dt
\]

\[
= \frac{\Gamma(\nu)}{\sqrt{\pi} \Gamma \left( \nu + \frac{1}{2} \right)} \cdot \left( \frac{\Gamma(\nu + 1/2)(2\nu^2 - 2 - x^2)}{4(\nu - 1)\Gamma(\nu + 2)} \right)
\]

\[
= \frac{1}{2\nu} - \frac{x^2}{4\nu(\nu^2 - 1)},
\]

where \( \nu > 1 \) and \( x > 0 \). This proves the inequality (1.6).

\[ \Box \]

**Proof of Theorem 3** Let us consider the function \( f_{\nu} : (0, \infty) \rightarrow \mathbb{R} \), defined by

\[
f_{\nu}(x) = I_{\nu}(x)K_{\nu}(x) + \ln x.
\]

Since

\[
\frac{xf_{\nu}'(x)}{I_{\nu}(x)K_{\nu}(x)} = \frac{x I_{\nu}'(x)}{I_{\nu}(x)} + \frac{x K_{\nu}'(x)}{K_{\nu}(x)} + \frac{1}{I_{\nu}(x)K_{\nu}(x)},
\]

in view of the Wronskian relation [12, p. 251]

\[
K_{\nu}(x)I_{\nu}'(x) - K_{\nu}'(x)I_{\nu}(x) = \frac{1}{x},
\]

we get that

\[
\frac{xf_{\nu}'(x)}{I_{\nu}(x)K_{\nu}(x)} = 2\frac{x I_{\nu}'(x)}{I_{\nu}(x)}.
\]
Now, since the function \( x \mapsto \frac{xI'_\nu(x)}{I_\nu(x)} \) is increasing on \((0, \infty)\) for all \( \nu > -1 \) (see for example [3]) and 
\[
\lim_{x \to 0} \frac{xI'_\nu(x)}{I_\nu(x)} = \nu,
\]
we obtain for \( \nu \geq 0 \)
\[
\frac{xI'_\nu(x)}{I_\nu(x)K_\nu(x)} - 2 \frac{xI'_\nu(x)}{I_\nu(x)} \geq 2\nu \geq 0.
\]
It follows that the function \( f_\nu \) is increasing on \((0, \infty)\) for all \( \nu \geq 0 \). In particular, the function \( f_0 \) is increasing on \((0,1)\) and consequently on using the limits
\[
\lim_{x \to 0^+} f_0(x) = \ln 2 - \gamma \quad \text{and} \quad \lim_{x \to 1^-} f_0(x) = I_0(1)K_0(1) \approx 0.533045. \ldots
\]
the inequality (1.3) follows. \( \square \)

**Proof of Theorem 4.** Let us consider the function \( g_\nu : (0, \infty) \to \mathbb{R} \), defined by
\[
g_\nu(x) = 2xI_\nu(x)K_\nu(x) - 1 - \frac{1}{8x}.
\]
Since for \( \nu \geq \frac{1}{2} \), the function \( x \mapsto 2xI_\nu(x)K_\nu(x) \) is a cumulative distribution function [9, p. 606], we get that \( g_\nu \) is increasing on \((0, \infty)\) for all \( \nu \geq \frac{1}{2} \). Consequently we have that
\[
g_\nu(x) < \lim_{x \to \infty} g_\nu(x) = 0.
\]
Thus the inequality (1.9) is indeed true for all \( \nu \geq \frac{1}{2} \) and \( x > 0 \). \( \square \)

**Proof of Theorem 5.** First we prove that the function \( q_\nu \) is increasing on \((0,1)\). Note that \( q_\nu(x) > 0 \) is equivalent to
\[
\left( \frac{xI'_\nu(x)}{I_\nu(x)} + \frac{xK'_\nu(x)}{K_\nu(x)} \right) (1 - \ln x) + 1 > 0.
\]
In order to prove the last inequality recall that
\[
\frac{xI'_\nu(x)}{I_\nu(x)} > \nu, \quad \nu > -1, \quad x > 0
\]
and take into account the next inequality (see [10, p. 265])
\[
\frac{xK'_\nu(x)}{K_\nu(x)} > -\nu - x, \quad \nu > \frac{1}{2}, \quad x > 0,
\]
together with the fact that
\[
\frac{xK'_\nu(x)}{K_\nu(x)} = -\frac{1}{x} - x.
\]
It follows that
\[
\left( \frac{xI'_\nu(x)}{I_\nu(x)} + \frac{xK'_\nu(x)}{K_\nu(x)} \right) (1 - \ln x) + 1 > (\nu + \nu - x)(1 - \ln x) + 1 = -x(1 - \ln x) + 1 > 0,
\]
for all \( x \in (0,1) \) and \( \nu \geq \frac{1}{2} \), where we used the elementary inequality for the logarithm
\[
\ln x > \frac{x - 1}{x}, \quad x > 0, \quad x \neq 1
\]
which is equivalent to
\[
-x(1 - \ln x) > -1, \quad x > 0, \quad x \neq 1.
\]
Now, we are going to prove that \( q_\nu \) is decreasing on \([1, \infty)\) for all \( \nu > -1 \). To prove this it is enough to show that
\[
\left( \frac{xI'_\nu(x)}{I_\nu(x)} + \frac{xK'_\nu(x)}{K_\nu(x)} \right) (1 + \ln x) - 1 < 0,
\]
where \( x \geq 1 \) and \( \nu > -1 \). By using the Turán type inequalities [3, p. 524]
\[
\frac{xI'_\nu(x)}{I_\nu(x)} < \sqrt{x^2 + \nu^2}, \quad \nu > -1, \quad x > 0,
\]
\[
\frac{xK'_\nu(x)}{K_\nu(x)} < -\sqrt{x^2 + \nu^2}, \quad \nu \in \mathbb{R}, \quad x > 0,
\]
the above inequality is certainly true and consequently the inequality (1.10) is indeed true for \( x \geq 1 \) and \( \nu > -1 \).

\[ \square \]

**Proof of Theorem 6.** In view of the integral representation (2.3) and the fact that \( \nu \mapsto K_\nu(x) \) is strictly log-convex on \( \mathbb{R} \) for each fixed \( x > 0 \) (see [2]), we obtain that

\[
P_{\alpha \nu_1 + (1-\alpha)\nu_2}(x) = \int_0^1 t^{\alpha \nu_1 + (1-\alpha)\nu_2} (1 - t^2)^{\alpha \nu_1 + (1-\alpha)\nu_2} - \frac{1}{2} K_{\alpha \nu_1 + (1-\alpha)\nu_2}(2xt) \, dt
\]

\[
< \int_0^1 t^{\nu_1 + (1-\alpha)\nu_2} (1 - t^2)^{\nu_1 + (1-\alpha)\nu_2} - \frac{1}{2} [K_{\nu_1}(2xt)]^\alpha [K_{\nu_2}(2xt)]^{1-\alpha} \, dt
\]

\[
= \int_0^1 \left[ t^{\nu_1} (1 - t^2)^{\nu_1} - \frac{1}{2} K_{\nu_1}(2xt) \right]^{\alpha} \left[ t^{\nu_2} (1 - t^2)^{\nu_2} - \frac{1}{2} K_{\nu_2}(2xt) \right]^{1-\alpha} \, dt,
\]

which on using the Hölder-Rogers inequality

\[
\int_a^b |f(t)g(t)| \, dt \leq \left( \int_a^b |f(t)|^p \, dt \right)^{\frac{1}{p}} \left( \int_a^b |g(t)|^q \, dt \right)^{\frac{1}{q}},
\]

where \( p > 1, 1/p + 1/q = 1, f \) and \( g \) are real functions defined on \([a, b]\) and \(|f|^p, |g|^q\) are integrable functions on \([a, b]\), gives

\[
P_{\alpha \nu_1 + (1-\alpha)\nu_2}(x) < \left[ \int_0^1 t^{\nu_1} (1 - t^2)^{\nu_1} - \frac{1}{2} K_{\nu_1}(2xt) \, dt \right]^{\alpha} \left[ \int_0^1 t^{\nu_2} (1 - t^2)^{\nu_2} - \frac{1}{2} K_{\nu_2}(2xt) \, dt \right]^{1-\alpha}
\]

\[
= |P_{\nu_1}(x)|^\alpha [P_{\nu_2}(x)]^{1-\alpha},
\]

where \( \alpha \in (0, 1), \nu_1, \nu_2 \in (-\frac{1}{2}, \infty) \) and \( x > 0 \). Hence \( \nu \mapsto P_\nu(x) \) is strictly log-convex on \((-\frac{1}{2}, \infty)\) for each fixed \( x > 0 \). Now, choosing \( \nu_1 = \nu - 1, \nu_2 = \nu + 1 \) and \( \alpha = \frac{1}{2} \), the above inequality gives the Turán type inequality

\[
P_\nu^2(x) - P_{\nu-1}(x)P_{\nu+1}(x) < 0,
\]

which is equivalent to the inequality (1.11).

\[ \square \]
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