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Abstract
This article advocates for a hermeneutic model for children-AI (age group 7–11 years) interactions in which the desirable purpose of children’s interaction with artificial intelligence (AI) systems is children’s growth. The article perceives AI systems with machine-learning components as having a recursive element when interacting with children. They can learn from an encounter with children and incorporate data from interaction, not only from prior programming. Given the purpose of growth and this recursive element of AI, the article argues for distinguishing the interpretation of bias within the artificial intelligence (AI) ethics and responsible AI discourse. Interpreting bias as a preference and distinguishing between positive (pro-diversity) and negative (discriminative) bias is needed as this would serve children’s healthy psychological and moral development. The human-centric AI discourse advocates for an alignment of capacities of humans and capabilities of machines by a focus both on the purpose of humans and on the purpose of machines for humans. The emphasis on mitigating negative biases through data protection, AI law, and certain value-sensitive design frameworks demonstrates that the purpose of the machine for humans is prioritized over the purpose of humans. These top–down frameworks often narrow down the purpose of machines to do-no-harm and they miss accounting for the bottom-up views and developmental needs of children. Therefore, applying a growth model for children-AI interactions that incorporates learning from negative AI-mediated biases and amplifying positive ones would positively benefit children’s development and children-centric AI innovation. Consequently, the article explores: What challenges arise from mitigating negative biases and amplifying positive biases in children-AI interactions and how can a growth model address these? To answer this, the article recommends applying a growth model in open AI co-creational spaces with and for children. In such spaces human–machine and human–human value alignment methods can be collectively applied in such a manner that children can (1) become sensitized toward the effects of AI-mediated negative biases on themselves and others; (2) enable children to appropriate and imbue top-down values of diversity, and non-discrimination with their meanings; (3) enforce children’s right to identity and non-discrimination; (4) guide children in developing an inclusive mindset; (5) inform top-down normative AI frameworks by children’s bottom-up views; (6) contribute to design criteria for children-centric AI. Applying such methods under a growth model in AI co-creational spaces with children could yield an inclusive co-evolution between responsible young humans in the loop and children-centric AI systems.
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1 Introduction
One day on our way home my son of 8 years pointed out an—in my view—unfair bias which he wanted to solve with an artificial intelligence (AI) invention. He proposed to design an AI device that could capture and translate the conversations trees have amongst themselves into human language. In his reasoning, it was unfair that we did not know their opinions and ideas, yet we made decisions about them. At that moment I learnt a previously unconsidered
bias from him and he taught me a novel perspective which I interpreted as his positive bias and ethics on how an AI system could amplify a conception of diversity that broadens inclusion towards not-yet or not-quite-included groups. The ingenuity of children to imbue such ethical values as diversity with moral meanings inspired this article.

The article advocates for a hermeneutic model for children-AI (age group 7–11 years) interactions (Kudina, 2021) in which the desired purpose of AI systems shall be children’s growth. Under such a model children can cope with the effects of discrimination and can co-create and amplify inclusivity in their interactions with AI. The article acknowledges that discriminatory biases can stem from society and also from AI-mediated interactions and can both impact children. The main focus of this article is, however, on the impacts of AI-mediated biases on children. Based on the severe impacts of AI-mediated discriminatory biases (Dignum et al. 2020), AI systems with machine-learning components have a recursive element when interacting with children. This element is needed for children’s growth. The human in the loop of AI, such as the designer, user, and others including parents and guardians of children should be as responsible as the AI is supposed to be (Dignum 2019) to facilitate children’s growth when they interact with AI.

Broadening how bias is interpreted (Mitchell, 1997, Eubanks 2018) within the artificial intelligence (AI) ethics (Coeckelbergh 2020; Mittelstadt et al. 2016) and responsible AI (Dignum 2019) debates, specifically regarding the interactions between AI systems and children1 is critical for children’s growth. AI ethics and responsible AI discourse trying to facilitate children’s growth when they interact with AI.

1 By children this article refers to the age group of 7–11 years in the Dutch context. This is supported by three reasons: first, according to developmental psychologists age 7 is “the age of reason” (Piaget, 1972). Children until 7 are said to understand the reasoning of others as such only limedly. Above 7 years children are capable of formulating their own reasoning. This is important in their interactions with AI, because AI systems are perceived by children as morally reasoning agents. Moreover between 7 and 11 years is when children transition from behaving in an ethically desirable manner out of obedience to outside moral authority. They grow into more autonomous, young ethical agents. This is because they begin to internalize ethical values in interaction with others. Second, this paper focuses on the Dutch context because children are absent from the Dutch national AI strategy and according to Dutch national law children of this age cannot execute their fundamental children’s rights without the collaboration of their parents or guardians. Consequently, children of this age group inhabit a more dependent position in society with little scope to shape ethical, children’s rights frameworks and AI designs. Third, studies on inclusive early childhood education demonstrate the long-term benefits of inclusion in interactive education of this age group (Henningsen and Gupta, 2014). Allowing children to experience inclusion through positive bias in their interactions with AI and shape frameworks and designs by their views would have profoundly positive implications for these children’s inclusiveness towards others also for their adult lives.

Discriminatory exclusion mediated (Verbeek, 2011a, b) by AI systems has profound effects on children (Huyn and Fuligni 2010) and can impede them from cultivating fruitful societal relations. Mitigation mechanisms for children, however, lag behind (Dignum et al. 2020). AI research could benefit from a growth model that incorporates why and how to sensitize children against negative biases and amplify positive ones as core ethical values within children-AI interactions. From the perspective of children, this is crucial because although AI systems cannot be designed as artificial moral agents (Dignum 2019), children often unconsciously perceive them as moral authorities, next to humans.

The definition of artificial intelligence in this article follows Russel’s and Norvig’s conception which views AI systems as “agents that have communication abilities with some capacity for decision making”. When these systems interact with humans’ different meanings can emerge (2020). Such AI-mediated meanings can be particularly character-shaping for children aged between 7 and 11. They cognitively start to understand reasoning and are becoming reasoners themselves when interacting with others including AI. The

2 Positive bias is defined, here, as a flexibility for a dynamic inclusion of others. Positive bias is different from positive discrimination in three ways: (1) positive discrimination remains unfair against certain groups, while favouring others; (2) positive bias is about cultivating a benefit-of-the-doubt attitude toward others; (3) rendering such attitude to be learnt by AI machines based on input data, by prior programming and also by learning from the interactions with children that are capable of amplifying positive bias through children-AI interactions. If AI-mediated decision can yield toward a discriminatory or negative bias, AI systems could also machine-learn from and amplify the positive biases of children and others through interacting with them. For deciding what a positive and negative bias is from children-AI interactions (Kudina, 2021) in which the desired purpose of AI systems shall be children’s growth. AI ethics and responsible AI discourse currently equate bias with discrimination and frame it solely as something to eliminate. The article proposes diverting from this mainstream interpretation and conceptualizing bias as a preference or prioritization in line with Gadamer’s positive conception of prejudice (1989) and distinguishes between positive (pro-diversity, pro-inclusion) biases2 and negative (discriminatory) biases.3 This distinction does not suggest a cause-and-effect relationship—avoiding bias is minimally good and introducing positive bias in the form of privileging inclusion and diversity is better but this distinction aligns with John Dewey’s experience-based educational theory in which children’s interactive (both negative and positive) experiences, if guided responsibly, are there to grow from.
rationing of AI systems cannot be completely bias-free (De Rijke and Graus 2016), because that would undermine their purpose.

Karamjit Gill argues, however, that for approaching AI as a human–machine symbiosis (Gill 1996) human–machine and human–human interactions need to be collectively understood. This includes understanding and aligning the purpose of the machine and the purpose of humans. When I argue for a growth model that accommodates coping with a negative and amplifying positive bias, I argue for more emphasis on the purpose of humans. Currently, there is a larger focus on the machine’s purpose for humans and I show that the cultivation of coping with negative and learning, co-creating or amplifying positive biases in children-AI interactions would foster children’s growth.

The article explores what challenges arise from mitigating negative biases and what recommendations are conceivable for amplifying positive biases for children-AI interactions and how can a growth model be applied to facilitate children’s growth and children-centric AI innovations. To answer this, a systematic literature review had been conducted from (a) developmental psychology; (b) AI-relevant regulations: data protection and AI law; (c) children’s rights; (d) value-sensitive design; (e) AI ethics; (f) responsible AI; (g) human-centric design; (h) educational and (i) co-creational theories and methods. The article innovates by bringing these disciplinary pieces of literature together that have previously not been put into conversation with each other around this topic.

The article is divided into five sections. Section 2 discusses the relevance of distinguishing between positive and negative biases in children-AI interactions based on findings in developmental psychology. The section outlines arguments for how insights into developmental psychology could nurture AI ethics, and responsible AI debates concerning children. Section 3 starts by reinterpreting the human–machine symbiosis thesis for children and argues that currently, a proportionally larger focus is on prevention and mitigation mechanisms of negative biases for adults. Section 4 offers recommendations for applying a growth model for children-AI interactions within which methods for mitigating negative biases and for amplifying positive biases are presented toward children-centric AI systems and more AI-centric guidance of children. It starts by defining children’s purpose as growth. It discusses that, next to human–machine value alignment methods, more attention needs to be devoted to such human–human value alignment methods that are meaningful for preparing children to cope with negative biases and for cultivating children’s inclusive mindset in their interactions with AI systems. Applying these methods, especially in meaningful co-creation with children for research and testing AI in children-AI interactions could yield AI design features that are more children-centric and AI-centric guidance of children. Section 5 offers conclusions.

2 Relevance of distinguishing between negative and positive biases for children-centric AI

Developmental psychology offers insights into why and how it is relevant to distinguish between negative and positive biases in children-AI interactions. Next to arguments about the negative effects of discrimination (negative bias) on children’s development, this section lists mechanisms that can cultivate positive biases and also counter negative ones. Incorporating insights of developmental psychologists into AI ethics (Algorithm Watch 2021) and responsible AI research would extend the remit of this work in beneficial ways.

2.1 Developmental psychology

Research in developmental psychology shows that children as early as 7 years of age—can already experience discrimination (Warren 2018). They can also internalize discrimination as not being worthy as human beings and deteriorate their mental well-being for their whole lives. Children’s feeling of being unaccepted in a community can undermine children’s best defense to mitigate the impact of discrimination (negative bias) (Anderson 2013; Sirin et al. 2015; Huynh and Fuligni 2010). Discriminatory experiences can even evoke “stress responses similar to post-traumatic stress disorder” (Spears 2015). The influence of educators (Keys Adair 2011) and parents as influential role models and moral authorities have been underlined as instrumental in shaping how children develop. If these role models discriminate against children based on their personal or cultural identities that can impact them with detrimental consequences (Mentally Healthy Schools 2021). As the effects of the historic re-education policy for native Canadian children demonstrate, detrimental implications can be fatal (Khawaja 2021). Given the amplifier effects of human prejudice through AI (O’Neil 2017), discrimination in children-AI interactions would also entail more pronounced mental-health impacts (Tynes et al. 2014).

Developmental psychologists stress, however, that children’s best defense to mitigate the impact of discrimination is to develop by cultivating a strong sense of ethnic-racial or cultural self-identity (Marcelo and Yates 2018). Cultural

4 Online resource, retrieved on 03/07/21 from <https://www.mentallyhealthyschools.org.uk/risks-and-protective-factors/vulnerable-children/discrimination/>.
studies with children of native Americans, for instance, show that routing children’s identity with the identity of their ancestors directly assists children to become healthy adults (Day 2014). A closely related field, social identity theory concludes that cooperation between children with a strong individual self-identity effectively diminishes tendencies for their discriminatory attitudes (Leaper 2011). This also includes gender. From the perspective of gender-related non-discrimination: teaching the value of care for all children of all genders was proven fruitful so that not only females, but children of all sexes could develop (respect for) a caring moral agency toward others (Noddings 1984).

Allowing children to discover and respect their cultural roots, and explore their individual and collective identities including their genders assists them to develop an inclusive attitude toward others. Given the recursive element of AI systems, AI systems can also amplify biases learnt or co-created from children’s choices (Zaga, 2021). Capturing children’s meaning of pro-diversity as positive biases and amplifying such characteristics by AI can also mitigate negative biases. The next section details how AI ethics and responsible AI debates could benefit from such insights from developmental psychologists.

2.2 AI ethics and responsible AI

Within AI ethics, designing for the value of non-discrimination regularly means anticipating and mitigating (discriminatory) negative biases by AI design (Cocekelbergh 2020). Currently, AI ethics and responsible AI research are scarce which would engage in defining how to orchestrate mechanisms that would not only do no harm; but would meaningfully stimulate children’s growth, their sense of individual and collective identity development, and their appreciation of diversity also in their interactions with AI systems.

Valuable practice-based research is available on AI design for good (Tomasev et al. 2020). But this is not yet developed for and through involving children. Despite the potentially profound effects of AI on children, AI ethics is currently not child-specific enough. It currently omits to focus on the potentially character-damaging effects of discrimination and how to engineer AI-child interaction design for more inclusivity.

AI technologies cannot and should not be designed as fully autonomous moral agents (AMA) (Van Wynsbergh and Robbins 2019), because in contrast to humans they do not have human intentions and agency (Van de Poel 2020). Children, however, can perceive AI systems to have the same moral authority (Turiel 2018) as parents and educators (Manzi et al. 2020). Issues for the character-shaping of children can emerge when children perceive and interpret AI systems as moral agents that decide about and for them. Designing AI systems that have ethically acceptable behaviour (Anderson et al. 2007) towards children by not discriminating against them on any ground that is damaging to their identity and self-worth would serve children’s wellbeing. This is in line with that the human in the loop of AI, such as the designer, user, and subject should be as responsible as the AI is supposed to be (Dignum 2019). Developing AI with children’s healthy development in mind would assist to prevent AI systems from producing discriminatory implications.

Drawing from the insights of developmental psychology, AI ethics, and responsible AI the following two observations can be made. First, current AI ethics and responsible AI debates would benefit from an extensive and conjunctional study of the subject (AI, algorithms/applications), subject contexts (domains), and objects (children) for an empirical understanding of how children experience discrimination, inclusion, and respect for their identity in their interactions with AI systems. Second, for gaining such insights effective research methods and research spaces would be necessary to allow children to express their understanding and imbue the values of non-discrimination, identity, and diversity with their meanings. By engaging in research and AI development, children could improve the enforceability of their fundamental right to non-discrimination (Art. 2) and their right to identity (Art. 8) and could improve AI design criteria and co-shape their individual and collective development.

3 Challenges to children-centric AI:
emphasis on mitigating negative biases for adults and their insufficiency for children

For such groundwork, reinterpreting Karamjit Gill’s concepts of human–machine symbiosis and human-centredness for children-AI interactions offers a useful lens. This is useful to evaluate how negative bias mitigation mechanisms for adults shift a larger focus on the purpose of machines than on the purpose of humans (Gill, 1996). Given the recursive element in children-AI interactions, co-developing mechanisms with and for children to cope with negative and amplify positive biases would serve the purpose of humans by taking AI as an ally in achieving more inclusiveness and diversity in children-AI interactions. As I illustrate in this section, currently an overwhelming focus rests on mitigation mechanisms of negative biases in the interactions of adults with AI. The perspective of adults serves as a starting point. Children’s rights-centred design principles offer opportunities to explore, yet are currently underexplored. Although all of these are beneficial, currently remain insufficient to achieve children-centric AI.

The section outlines a set of challenges to children-centric AI. First, it shows how the prevention and mitigation of
negative biases by data protection law are framed around the purpose of the machine. Second, although children’s rights law is the most pivotal placeholder for children’s interests, no court cases, so far, refer to digitally-mediated discrimination of children. A third challenge is that (a) value-sensitive AI design remains too focused on eliminating and mitigating negative biases and (b) those value-sensitive design theories (Friedman et al. 2013) that aim for upholding values, currently lack bottom-up perspectives on what is needed for children’s development. Children are rarely meaningful participants in AI innovation processes that are aimed at facilitating the development of their sense of identity and respect for diversity. It closes concerning promising developments in value-sensitive design, such as the children’s rights-based design principles in the Netherlands and the United Kingdom, while highlighting their shortcomings from the perspective of biases.

3.1 Reasons for human–machine symbiosis

Taking inspiration from Gill's human–machine symbiosis from the perspective of children-AI interactions is crucial. Gill stresses that in the human–machine symbiosis tradition the “culture-based knowledge and actions of the human should be reflected dynamically in systems instead of subsumed by them” (Gill 1996, 5). The development of human–machine symbiosis needs to account for the interdependencies between human capacities and machine capabilities, which should offer building grounds for human-centered design. This is also applicable to AI design. To reach meaningfully human-centered design, Gill advocates for the collective consideration and understanding of human–human and human–machine value alignment methods.

The large emphasis on mitigation mechanisms of negative biases in certain human–machine value alignment methods, I argue, underlines not only that more emphasis is on the purpose of the machine for humans but how that purpose becomes narrowly framed as ‘not to harm humans’. I consider here the General Data Protection Regulation (GDPR—EC 2016/679), the European Data Governance Act (EDGA—EC 2020/767) the proposed European Artificial Intelligence Act (EAIA—EC 2021/206), and a set of value-sensitive AI design methodologies as human–machine value aligning methods. I assess some of their principles and framings to illustrate my point. Within these the prevention and mitigation of negative biases as assurances that the purpose of the digital system is harmlessness is prominent. However, it remains worth asking why ensuring the harmlessness of an AI system should or should not be interpreted as acceptable proof of its usefulness, especially from the perspective of children. The already ratified and proposed EU regulations, for instance, currently do not reach beyond such interpretability. Ensuring AI’s harmlessness is highly important, yet as developmental psychologists demonstrated, from children’s perspectives it remains insufficient as a single goal to optimize for. While considering AI systems as value-mediating and value-shaping (Verbeek, 2011a, b) agents in interaction with humans, Gill’s conception of the human-centred tradition encompasses the “interplay between the notions of ‘purpose’, symbiosis, cohesion, diversity, coherence, and valorisation, which are seen as foundational determinants for shaping the ethical dimension of the development trajectory” (Gill, 2004, 1). In this regard, mitigating negative biases for adults does not meet all the above parameters of the human-centred tradition to which humans’ needs are central. From the perspective of children’s non-discrimination, one of those needs is positive reinforcement.

While bearing children’s healthy growing up in mind shifting more focus on human–human value alignment methods and aligning AI with purposes that benefit children’s healthy development would be particularly urgent in a society where AI systems increasingly proliferate and implicate all contexts of children’s lives. Creating processes that would foster going beyond AI systems doing no harm but insisting that they have to do good would be essential and lead to meaningfully children-centric AI.

3.2 Emphasis on mitigating negative biases of AI (for adults) in data protection and AI law

Valuable legal research (Borgesius 2019) and court cases, such as Mart and Others v. Turkey mainly focus on what (un) intended negative biases AI can generate concerning adults. References to non-transparent analytics or AI’s black box effects (Wachter et al. 2018; Rudin and Radin 2019) and how interacting with AI can jeopardize fundamental values (Citron and Pasquale 2014) and rights of non-discrimination (Ferguson, 2017) of different groups demonstrate this. In this section, I illustrate first how the emphasis on negative biases in human-AI interactions is dominant through the examples of GDPR; EDGA, and EAIA.

Different legal sub-disciplines, such as non-discrimination law, define grounds for what can count as discrimination. In non-discrimination law, prominent reference points to decide about whether discrimination towards an individual or societal group occurred are based on the so-called protected characteristics (including categories such as race; gender, religious or political orientation, or ethnicity). Scholars have already argued that these characteristics provide insufficient protection from AI-mediated unjustifiable inferences on adults and called even for a ‘right to reasonable inferences’ (Watcher and Mittelstadt 2019). Others also underlined the weaknesses of non-discrimination laws and data protection laws in preventing and remediying AI-mediated discrimination (Borgesius 2020). These scholarships remain
centered on preventing, eliminating, and mitigating negative biases related to adults because they aim for minimizing violations through discriminative data and use. Whereas prevention and mitigation remain crucial also for children, they do not explore positive reinforcement processes from other disciplines that have already achieved results in fostering children’s inclusive and diversity-minded development. Data protection law appears, however, even less efficient in addressing negative biases.

Art. 5(1) of GDPR exemplifies a framing of the purpose of the machine. This purpose is about data processing (including through AI systems) which shall be lawful, fair, and transparent. GDPR includes child-specific rules (Art. 8 and recital 38 GDPR). Recital 2 stresses that processing shall uphold the well-being of data subjects, including children. The GDPR embraces the principles of non-discrimination and fairness and it facilitates them through principles such as data minimization, storage limitation, and rights such as the right not to be subject to profiling (Art. 22) or the right to rectification (Art. 16). Whereas translating non-discrimination into such techno-legal codes can offer benefits, this remains ineffective to counter the occurrences and implications of negative biases on children’s lives when interacting with AI. Beyond that, GDPR’s enforcement is not optimal. The Dutch Data Protection Authority’s (DPA) self-assessment (Autoriteitpersoonsgegevens 2021) and the report of the Dutch Consumers Association (Veale and Borgesius 2021) testify this. The DPA remains understaffed and under-budgeted to match the needs required for the processing of all GDPR violation claims (Autoriteitpersoonsgegevens 2021). Therefore, more diverse methods would be needed to enforce GDPR rights and go beyond them in children’s best interests.

The EDGA and the EAIA are part of a broader ‘tranche of proposed EU regulations’ (Veale and Borgesius 2021). EDGA’s purpose is to govern an interoperable European data space by allowing European citizens and small and medium enterprises more control in trying to curb the monopolistic position of big technology companies from the US and China. This is aimed at establishing mechanisms that increase trust in data intermediaries and more effective data-sharing mechanisms. Although it introduces concepts, such as “data altruism” the purpose of this regulation is economically motivated and due to EU and GDPR-compliance requirements are also aimed at non-discriminative data sharing.

The EAIA is the very first comprehensive regulation on AI systems. It frames AI systems through the extent to which they can harm by optimizing for their doing no harm, by prescribing to assess AI systems against ‘reasonably foreseeable misuse’. It classifies AI systems by their harmful implications into four categories: (a) unacceptable risks; (b) high risks; (c) limited risks and (d) minimal risks. Out of these categories, only AI systems that fall under high-risk are regulated.\(^6\) Two ambitions of the act illustrate further how the purpose of the AI system instead of the purpose of humans remains central in its focus. First, EAIA will establish a European database for high-risk AI systems that is publicly accessible (Art. 60). Second, EAIA (Veale and Borgesius 2021) will catalyze the formulation of standards for conformity by 2024 so that companies could prove the harmlessness of AI systems. These objectives show how the societal usefulness and purpose of AI become narrowly framed around eliminating negative biases and other harms.

All these EU legal instruments are valuable and necessary to protect children. However, none of them define mechanisms for fostering persons’ diversity-minded and inclusive interactions with AI systems. Such objectives remain beyond the scope of these regulations. Their focus on eliminating, and mitigating negative biases and other harms, can be regarded as (legally) coding a form of negative ethics. Although too little, too much, or too late regulation of technology can hamper responsible innovation (Van den Hoven 2017), it would be essential to recalibrate what responsible AI innovation consists of with children in mind. Bearing in mind their dependent position in society and on AI systems (La Fors 2020) comprehensive AI guidance would be needed that capitalizes upon children’s views. Integrating these views into regulations so that these regulations complement those that only aim for AI systems not to do harm would benefit (1) children’s participation and inclusive upbringing and (2) AI system designs capable of facilitating the former.

### 3.3 Lack of emphasis on mitigating negative biases of AI in children’s rights law

Thu UNCRC (UNCRC 1989) can be viewed as the most pivotal testimony to why and how outcomes of different human–human value aligning disciplines, such as psychology, pedagogy, philosophy, or ethics have been translated into interculturally acceptable principles and rights in service of all children’s best interests irrespective of their biological, cultural traits or economic backgrounds. Yet, as any other non-binding top-down code requires practical interpretation and pathways for optimal enforceability.

The General Comment 25 of the United Nations Committee on the Rights of the Child made it only more explicit

---

\(^5\) Consumentenbond wil betere bescherming privacy kinderen (2021) Retrieved on 11/09/21 from—https://www.consumentenbond.nl/nieuws/2021/consumentenbond-wil-betere-bescherming-privacy-kinderen.

\(^6\) The assessment of high-risk systems includes “third-party conformity assessment”, a form of independent oversight (Art. 43).
that children’s rights, including their right to identity (Art. 8) and non-discrimination (Art. 2), are equally applicable online and called upon national governments “to take proactive measures to prevent discrimination” (United Nations Committee on the Rights of the Child 2021) against children. Article 21 of the Charter of Fundamental Rights of the European Union (2007) or Article 7 of the Universal Declaration of Human Rights (1948) all support their right to non-discrimination. Despite these obligations, enforcing the right to non-discrimination within children-AI interactions remains unsatisfactory.

No ECtHR court case affects the violation of children’s right to non-discrimination online so far (UNICEF 2020). Cases mainly concern the violations of children’s privacy rights, as S. and Marper v. the UK (ECtHR 2009) or X. and Y. v. the Netherlands (ECtHR 1985) show this. Whereas protecting children’s fundamental right to privacy online remains essential (van der Hof and Lievens 2018), UNICEF’s international assessment on national AI strategies calls upon nation-states to address children’s right to non-discrimination. Children remain largely absent from national AI strategies, including the Dutch (UNICEF 2020). Their absence also entails governments’ inattention to the discriminatory effects of AI systems on their development.

ECtHR court cases condemning a state for discriminating against children are from the offline environment. The judgments in D.H. and Others v. the Czech Republic (ECtHR 2007); Oršuš and Others v. Croatia (ECtHR 2010) exemplify how nation-state activities were ruled to be discriminatory by unjustifiably depriving children of minority groups of the opportunity to collectively participate in education with children from majority groups. The Belgian linguistic case v. Belgium (ECtHR 1968) condemned a nation-state for discriminating against children by forbidding them to speak their native language for education.

With children in mind, the enforcement of children’s right to identity and non-discrimination as a top priority remains essential for all humans-in-the-loop in an AI setting.

3.4 Emphasis on mitigating negative biases of AI in value-sensitive design approaches

Within the field of value-sensitive design (VSD) (Friedman et al. 2017), a significant emphasis remains on the role of mitigating and minimizing negative bias against adults. A broad variety of distinctions on discriminatory biases show this (Mann and Matzner 2019). Barocas, Crawford, Shapiro, and Wallace, for instance, highlight two biases: (1) allocative biases which mean the unjust distribution of goods; and (2) representational biases which mean the unfair affronting of someone’s self-worth or dignity (Barocas et al. 2017).

Others critique scholars in value-sensitive design when discussing biases by devoting strong attention to (de)biasing data sets and propose the distinction of perpetual bias (Offert and Bell 2020). This they argue shifts the equally important focus onto what “lies in the set of inductive biases in machine vision systems that determine its capability to represent the visual world” (Offert and Bell 2020, pp. 1). The latter presuppuses a system view of AI, which this article also follows (Van de Poel 2020). Some scholars also argue that “moral values that are fundamental to design-for-values (DFV) are subject to cognitive biases” (Umbrello 2018, pp. 186), which require debiasing.

Whereas VSD has high potentialities for orienting AI design choices towards socially good principles, to achieve these principles bias remains to be considered as something negative to eliminate in adult-AI interactions. Suggestions for “de-biasing” to achieve fairness (Umbrello 2018) demonstrate this. Although debiasing has benefits, the limitations of only a techno-centric view on bias can also hamper the efficiency of laws (Balayn and Gürses 2021), and as this article argues such a narrow focus can potentially hamper the healthy development of children when interacting with AI.

3.5 Underexplored human–machine value alignment methods in children-AI interactions

Human–machine value alignment methods that could be applied to mitigate negative and amplify positive biases in children-AI relations are currently limited. Those that exist are (a) relatively new and therefore underexplored, (b) focus mainly on designers; (3) resulted from the implementation of top–down definitions of ethical values for adults or top-down implementation of children’s rights; (4) have not resulted from broad public debate on AI involving children. Consequently, I argue, that these methods could benefit from their combined application with human–human value alignment methods. Below, I list two instruments aimed at fostering diversity and non-discrimination and two at fostering children’s rights to identity and non-discrimination.

The EU High-Level Expert Group’s Assessment List (ALTAI) (EC, 2020) contains a checklist following the seven principles of the EU High-Level Expert Group’s Guidelines for Trustworthy AI (EC, 2019). This also contains children’s rights impact assessments. Assessments shall also be conducted against such principles as ‘diversity, non-discrimination, and fairness. UNICEF’s policy
guidance on AI and children (Dignum et al. 2020) defines co-design with children—when appropriate—as useful interventions to support children's participation in AI design. This in principle includes that children can participate in shaping the outcomes by shaping the role of AI in decision-making processes through co-creating AI’s design features. However, neither the ALTAI nor UNICEF’s guidance offers methods on how and when to involve children effectively in co-design.

Regarding children’s rights-based design, since March 2021, the Dutch Code for Children’s Rights (Code voor Kinderrechten, 2021) offers ten guiding principles on what to focus on when developing children’s rights-aligned digital devices for designers. These are highly important and rare principles to consider. Only the UK has set similar standards through age-appropriate design which is based on considerations of data protection and children’s privacy rights. The UK code remains to reflect a risk-based approach (ICO 2021). Companies adhering to either of these two codes can demonstrate their bona fide and children's rights-minded AI design.

Whereas the implications of these codes are essential for children, (1) these codes refrain to consider children-AI interactions from a hermeneutic perspective; (2) they only focus on designers, (3) they embrace top-down enforcement of values and children’s rights (4) the effectiveness of the practical implementation is so far under-researched and (5) they do not lay out which methods would be effective to meaningfully cultivate coping mechanisms with discrimination and a diversity- and inclusivity-oriented mindset together with and for children.

4 Recommendations for children-centric AI: applying a growth model in AI co-creational spaces with and for children

To effectively optimize for children-centric AI, where children’s perspectives, dependencies, needs, and rights are taken at face value from the bottom-up also for design, more emphasis is needed on identifying, applying, and learning from human–human value alignment methods. These can inform human–machine value alignment methods on how to guide children to cope with negative biases and how to amplify positive ones. For this, this article recommends applying a growth model.

The American educational philosopher, John Dewey, conceptualized experience-based education and developed a theory of “growth as an end” for children (and humans) (Dewey 1997). I explain how this framing is relevant for children-AI interactions. His growth theory should be set as a model under which all value alignment methods that are relevant to guide children in coping with negative biases and in cultivating positive ones in their interactions with AI should be assembled for transdisciplinary research. While bearing in mind a hermeneutic approach to AI systems (Gadamer, 1989), where systems are as situated and partial as children in their interactions with them, applying the growth model of Dewey would serve children's purpose of growth when interacting with AI. Such a model could facilitate co-creative research with and learning from children how to cope with negative and amplify positive biases in children-AI interactions. In the second part, I recommend options on how to optimize for this purpose. I recommend designing co-creational spaces which allow for the application of human–human and human–machine value alignment methods by gaining empirical insights from children about their interactions with AI. The main recommendation illustrates how a non-exclusive set of human–human and human–machine value alignment methods can facilitate fruitful exchanges to develop a pro-diversity and pro-inclusive mindset for and with children when interacting with AI. These allow for the individual and collective formulation and appropriation of values, expectations, and skills with children by bringing them in transdisciplinary dialogue with a broad set of stakeholders that are relevant for responsible children-AI interaction design.

4.1 A growth model for children-AI interactions

Dewey formulates why and how the purpose of children’s education shall be reconsidered for growth. In his expose, he critiques traditional considerations regarding the purpose of education and childhood. The single objective of overcoming immaturity of childhood by dissolving into the static state of maturity in adulthood is problematic for him when defined and set as children’s main purpose in life. In his definition, immaturity should be embraced as a positive characteristic. It should rather be perceived as something to cherish and cultivate than something worth shredding in one’s life. He outlines two crucial components of immaturity for this: dependence and plasticity. Embracing a healthy dependence on others, according to Dewey, is both individually and socially beneficial. Plasticity is the capacity to learn from experiences that complement dependence and allow for one’s growth. For Dewey dependence and plasticity are both conditions for growth. Based on this reasoning he advocates for articulating the purpose of children’s (and human’s) education as experienced-based growth and setting this as

---

10 The 10 principles of Code voor Kinderrechten include: involving children’s perspectives in the design. This aims for data protection compliance and remains scarce on how to achieve meaningful co-design.

11 It reaches beyond online privacy considerations of children, but offers limited methods for co-design.
an end to aspire for. Growth is what one should not only pursue in childhood but throughout one’s life. Because of its relational character, growth is something that one cultivates individually but only in collaboration with others. Therefore, growth will bring individual and societal benefits.

I make three arguments in favor of applying his theory to children-AI interactions. One, applying it would offer room for simultaneously accommodating and implementing human–human and human–machine value alignment methods for children that aim to amplify positive biases as forms of responsible shaping of children’s interactions and experiences with AI. Two, children’s growth as an end can be defined as a for all children beneficial purpose irrespective of their biological, cultural traits, or backgrounds and this should also apply in their interactions with AI. Three, methods to mitigate and cope with negative biases and amplify positive ones in children-AI interactions for children’s growth would need to be assessed not only within the contexts of the institution of the school where children’s education traditionally takes place but in all of their life contexts, including homes and public spaces. Gaining empirical insights concerning the AI-related experiences of children in such co-creational spaces can offer productive grounds for guiding the responsible co-evolution of children and AI. Interactions with AI in such spaces could facilitate children in co-shaping their way of “lived ethics” (Zawieska 2020) through their engagement with AI systems. Enacting such positive ethics, for instance, by enacting a pro-diversity attitude is in servitude of humanizing AI (Zawieska 2020) and the sustainable co-evolution of humans and AI.

4.2 Al co-creational spaces with children

Designing AI co-creational spaces for and with children offers multiple benefits. First, these could offer children experiences of being included and incentivized for expressing themselves regarding their identity and diversity as partners in broader societal debates on AI. Second, such methods could be applied to guide and learn from children. Such methods could facilitate children in developing into inclusive, pro-diversity-minded ethical reasoners and deliberators when interacting with AI. Third, such methods could assist in informing AI-relevant laws and value-sensitive design methods to co-create AI systems with children. Fourth, the urgency for designing legal mitigation mechanisms specific to the AI-mediated discriminatory effects on children could be lessened. Fifth, children’s inclusion could offer them direct performative experiences of what inclusion in democratic processes involving AI can mean. Given children’s early experiences have character-shaping effects, offering them such experiences of inclusion and embracing their expressions regarding their identity and diversity when interacting with AI could render them becoming more inclusive and respectful toward others’ identity and diversity.

Effective human–human value alignment methods which can cultivate children’s positive biases toward others are many. Anti-bias education (Gienapp 2021); arts education (Lum and Wagner 2019), music education (Campbell 2018), and methods for safeguarding cultural heritage (UNESCO 2021) are described as fruitful to facilitate children’s understanding and development of self-identity and appreciation for the diversity of others. UNICEF’s empirical studies report positive results when children’s rights education—including their right to non-discrimination and identity—becomes integrated into pupils’ curricula. Such children become more inclusive (non-discriminatory) and respectful of the diverse values and rights of others. By rendering children’s rights education, a talking point in class children develop a “shared language for understanding rights concerning their everyday interactions” (Jerome et al. 2021, pp. 22).

Effective human–machine value alignment methods for including children in co-design (Zaga 2021) are also available. These could be applied to meet and potentially go beyond the ‘diversity, non-discrimination and fairness’ principle of the EU HI-LEG Guidelines for Trustworthy AI. By recalibrating and applying them to mitigate negative biases and amplify positive ones, they can benefit children’s growth. Cultural probes and peer play exemplify such methods. Cultural probes encompass perspective-taking with children about their present situations and interactions with AI. This could include their experiences of identity, diversity, and experiences of discrimination. Peer play (Zaga et al. 2017) aims to ideate and co-create future scenarios for and by children about their interactions with AI. Ideations could encompass how values and children’s right to identity, diversity, and discrimination become at stake and how to preserve them better when interacting with AI. To appropriately guide children in such perspective-taking and ideation, children would not only need to become AI literate but would need to co-shape and appropriate an understanding of such values as identity, diversity, and non-discrimination.

12 Zoltán Kodály, a Hungarian ethnomusicologist and champion of music education for children also inspired this article. In an interview he shared what his main motivation was for devoting his life to better the music education. He explained that when starting his project, the debate on music was too limited to exchanges within a small group of expert musicians of his generation. His ambition was to broaden this debate by making it integral part of the daily interactions of the broadest possible public and from its earliest age onwards. In my view, a similar reasoning seems applicable for the current AI ethics and responsible AI debates. Online resource, accessed on 21/06/2021 from https://www.youtube.com/watch?v=NhDvjqzb924.
and how AI systems mediate and shape such values through their interactions with them (Verbeek, 2011a, b).

Children’s co-shaping and appropriation of such understanding could further develop the “moral collingridge dilemma” (Kudina and Verbeek 2018). Regarding children of 7–11 years, the development of a pro-diversity attitude as positive bias would require that children’s meaning of diversity becomes imbued into AI systems. Such imbuing is possible through the hermeneutic approach to AI-child interactions. Imbuing values with meaning would simultaneously emerge with and necessitate that a child becomes a moral, in this case, a pro-diversity, reasoning human being. For becoming such a pro-diversity reasoner through interactions with AI, children have to appropriate some sense of the top-down value and rights frameworks that are relevant to identity and diversity and in which AI systems are also thought of and aimed for embedding, but there should be space left for ideating with them about their meaning of inclusion. So that, for instance, even the thoughts of trees could become a subject through which children could become partners to discuss what inclusive AI can mean. When AI systems are co-created with children, children can experience how to actively shape AI frameworks by imbuing them with their meanings. When elicited in co-creational spaces these meanings could also form input for children-informed and therefore, more children-centric design.

Collectively applying human–human and human–machine value alignment methods in AI co-creational spaces (Goldman 2012) to elicit and interact with children about values can generate new forms of hybrid ethical reasoning regarding AI. This can assist in informing legal and normative frameworks, such as the Massive Open Online Deliberation (MOOD) to meet children’s needs and development stages (Dignum 2019). Whereas MOOD offers highly effective opportunities “for people to develop and draft collective [ethical] judgments on complex issues and crises in real-time” it does not account for the diverse age group of children who depend on their age and biological, cognitive, psychological, and moral capabilities require different skills and approaches for joining such deliberation modes. Within AI co-creational spaces children can acquire such skills for deliberation that would favour their healthy, diversity-minded, and inclusive moral development and growth.

If responsible AI is a question of governance (Dignum 2019), then children need to become effective ethical reasoners and deliberators who possess AI skills to effectively articulate their perceptions of identity and diversity when interacting with AI systems. The likelihood that children’s engagement can establish a routine for their pro-diversity-minded decision-making involving AI systems is larger, when co-shaped and performed early, and so is the likelihood that they become responsible governors of AI and humans in its loop.

5 Conclusions

This article advocated for a hermeneutic approach to children-AI (age group 7–11 years) interactions in which the desired purpose of AI systems shall be children's growth. Applying a growth model to children-AI interactions assists with the effects of discrimination and can co-create and amplify inclusivity in their interactions with AI.

The article proposed to do this by acknowledging a recursive element in interactions and by broadening interpretations of bias within the artificial intelligence (AI) ethics and responsible AI discourse. It argued for a distinction between negative (discriminative) and positive (pro-diversity) biases. Introducing mitigation and coping mechanisms and methods against negative biases and methods to amplify positive biases in children-AI interactions would benefit both children’s healthy development and children-centric AI design. Inspired by the human–machine symbiosis (Gill, 1996), the article argued that the negative framing of all biases and the broad variety of goals to eliminate them, illustrate a stronger focus on the purpose of the machine for humans than on the purpose of humans. The article highlighted as an additional shortcoming of the negative framing of biases that by aiming for their prevention and mitigation they enact a narrow conceptualization of the machine’s purpose for humans, which is doing no harm. Such framing and focus challenge the broader developmental needs of children and developing children-centric AI systems. Developing mechanisms under a growth model for children-AI interactions that accommodate human–human and human–machine value alignment methods so that children can cope with negative biases and amplify positive ones would be necessary to serve their growth in their interactions with AI. Therefore, the article offered recommendations for identifying and collectively applying human–human and human–machine value alignment methods which could nurture children’s self-expression, sense of identity, diversity, and inclusiveness, and can be applied in children's broader living environments, where they interact with AI systems. Offering them in such spaces guidance to learn from negative and cultivate positive experiences with AI could help them to become positive ethical reasoners and deliberators. This would be essential for all children irrespective of their biological capabilities and differences in backgrounds. Inspired by Dewey’s experience-based educational philosophy and co-design literature, the recommendations describe how investing in the development of the values of identity, diversity shall not only mean introducing top-down predefined concepts on these values for children but involving children from the bottom-up and co-creatively.

I argued for creating open educational and co-creational spaces where children can imbue and co-create these values.
with their meanings through experimenting with AI systems. These spaces would include but reach beyond the school environment and encompass diverse contexts of children’s lives where they can interact with AI. By applying human–machine and human–human value alignment methods these spaces would facilitate amplifying positive biases to foster children’s growth. Methods would be applied to generate collective experiences in diverse contexts where AI systems are embedded and to stimulate exchanges on conceptions of values of and rights to identity, diversity, and non-discrimination among children, parents, pedagogues, industrial stakeholders, and academics, governmental authorities, NGOs. Aggregating and applying these methods would offer productive pathways to amplify positive biases within children-AI interactions. Ultimately, applying such methods in these spaces could yield experiences for children about how their interactions with AI can reinforce their feelings of being unconditionally lovable and worthy.
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