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Abstract

We study the ionic distribution near a charged surface. A new method for performing Monte Carlo simulations in this geometry is discussed. A theory is then presented that allows us to accurately reproduce the density profiles obtained in the simulations. In the weak-coupling regime, a theory accounts for the ion-image interactions, leading to a modified Poisson-Boltzmann equation. When the correlations between the ions are significant, a strong-coupling theory is used to calculate the density profiles near the surface and a Poisson-Boltzmann equation with a renormalized boundary condition to account for the counterion distribution in the far-field.
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I. INTRODUCTION

Study of charged surfaces in electrolyte solutions is of fundamental importance, since these can model lamellar liquid crystals, clays, biological membranes, electrodes, etc. Interesting phenomena such as like-charge attraction between similarly charged surfaces has been observed in the presence of multivalent counterions \[1–3\]. There has been a great theoretical \[4–15\], simulational \[1, 2, 16, 17\], and experimental \[18\] effort to clarifying the behavior of double layers near charged surfaces. In many approaches the theories assume that the entire system is composed of the same dielectric material. This, however, is not very realistic since clays, colloidal particles, and hydrocarbon membranes, have dielectric constant significantly smaller than that of the surrounding aqueous medium. The dielectric discontinuity across the interface results in polarization effects \[9, 11–13, 17, 19–21\] which can significantly affect the ionic distribution near the surface. In the present chapter, we present a simple theoretical approach which allows us to accurately predict the counterion distribution near a charged wall which separates two environments with different dielectric constants. We consider separately the weak and the strong coupling regimes. Monte Carlo simulations are also performed in order to test our theoretical predictions.

II. MONTE CARLO SIMULATIONS

The simulations of long-range interacting systems are much more difficult than of systems with short-range forces. The difficulty is that one can not arbitrarily cut off the long-range Coulomb potential by using periodic boundary conditions, as is the case of the usual Lennard-Jones fluids. Instead one needs to consider an infinite number of periodic images of the system and then sum over these using Ewald summation methods \[22\]. For systems with a planar geometry, such as an infinite charged wall in contact with an electrolyte, there is an additional complication which comes from the broken translational symmetry. In this section, we describe an approach that allows us to simulate such systems taking into account the dielectric discontinuity at the interface. The Monte Carlo (MC) simulations are performed in the NVT ensemble. The system is located in the right-hand half of a rectangular simulation box of dimensions \(L_x \times L_y \times L_z\), centered at the origin of coordinate system. A charged wall of surface charge density \(-\sigma\) is located at \(z = 0\). \(N_c = \text{int} \left[\frac{\sigma L_{xy}^2}{q\alpha}\right]\)
neutralizing counterions of charge $\alpha q$ and effective radius $r_c$, are confined to the region $0 < z < L_z/2$, where $q$ is the proton charge and $\alpha$ is the ionic valence. The dielectric constants on the two sides of the wall are different, given by $\epsilon_c$ and $\epsilon_w$, for $z < 0$ and $z > 0$, respectively. Note that the dielectric discontinuity results in the appearance of the image charges in the region $-L_z/2 < z < 0$, which will be discussed later. The Ewald summation \cite{22} is used in order to calculate the electrostatic potentials between the ions in the periodic replicas of the simulation box. To account for the slab geometry we use the correction proposed by Yeh and Berkowitz \cite{23}. The complete derivation of the electrostatic energy is presented in the appendix.

### III. THEORY: WEAK REGIME

We first present a theory that accounts for the results of the MC simulations in the weak coupling limit, when the characteristic Coulomb interaction between the counterions is smaller than the thermal energy, $\Gamma \equiv \alpha^2 q^2 / \epsilon_w k_B T \ll 1$, where $d$ is the characteristic distance between the condensed counterions. Using $\alpha q / \pi d^2 = \sigma$, the plasma parameter becomes $\Gamma = \sqrt{\alpha^3 q^3 \pi \sigma / \epsilon_w k_B T}$. The Bjerrum length is defined as $\lambda_B = \beta q^2 / \epsilon_w$ and is 7.2 Å, for water at room temperature.

Before studying the ionic distribution near a charged wall, we first need to understand the role of electrostatic correlations and the induced charges when $\sigma = 0$. To this end we consider a symmetric $\alpha:\alpha$ electrolyte at concentration $c_s$ confined to infinite half-space, Fig. 1. The work necessary to bring an ion from the bulk to a distance $z_q$ from the (uncharged) surface which separates the two regions with the different dielectric constants, $\epsilon_w$ and $\epsilon_c$, can be calculated in terms of the electrostatic Green’s function \cite{24}.

To account for the interionic correlations and induced surface charge, we use the linearized Poisson-Boltzmann (Debye-Hückel) equation. For symmetry reasons it is convenient to work in cylindrical coordinate system. Suppose that an ion of charge $q$ is located at $z_q$, see Fig. 1. The electrostatic potential inside the regions 1 and 2 satisfies

$$\nabla^2 \phi(s, z) - \kappa^2 \phi(s, z) = - \frac{4\pi \alpha q}{\epsilon_w} \delta(s) \delta(z - z_q),$$

while in the regions 3 and 4 it satisfies the Laplace equation,

$$\nabla^2 \phi(s, z) = 0,$$
FIG. 1: Representation of an electrolyte in the region $z > r_c$.

where $\kappa = \sqrt{8\pi \alpha^2 \lambda_B c_s}$ is the inverse Debye length.

Writing the potential as a Fourier transform, $\phi(s, z) = (1/4\pi^2) \int_{-\infty}^{+\infty} dk \ e^{ik\cdot s} \hat{\phi}(k, z)$, we obtain the following equation for the regions 1 and 2,

$$\frac{\partial^2 \hat{\phi}(k, z)}{\partial z^2} - (k^2 + \kappa^2) \hat{\phi}(k, z) = -\frac{4\pi \alpha q}{\epsilon_w} \delta(z - z_q),$$

and for the regions 3 and 4,

$$\frac{\partial^2 \hat{\phi}(k, z)}{\partial z^2} = k^2 \hat{\phi}(k, z),$$

where we have used a Fourier representation of the delta function

$$\delta(s) = \frac{1}{(2\pi)^2} \int_{-\infty}^{+\infty} dk \ e^{ik\cdot s}. \quad (5)$$

Since the electrostatic potential must remain finite in the limits $z \to \infty$ and $z \to -\infty$, we obtain the following solutions for each region:

$$\hat{\phi}_1(k, z) = B_1 e^{-pz},$$
$$\hat{\phi}_2(k, z) = A_2 e^{pz} + B_2 e^{-pz},$$
$$\hat{\phi}_3(k, z) = A_3 e^{kz} + B_3 e^{-kz},$$
$$\hat{\phi}_4(k, z) = A_4 e^{kz},$$

where $p = \sqrt{k^2 + \kappa^2}$.

To calculate the integration constants, we use the conditions of continuity of the electrostatic potential, $\hat{\phi}_3(k, z) = \hat{\phi}_4(k, z)$ at $z = 0$, $\hat{\phi}_2(k, z) = \hat{\phi}_3(k, z)$ at $z = r_c$ and
\( \hat{\phi}_2(k, z) = \hat{\phi}_1(k, z) \) at \( z = z_q \), and of the normal components of the displacement field,

\[
\begin{align*}
\epsilon_e \frac{\partial \hat{\phi}_1(k, z)}{\partial z} - \epsilon_w \frac{\partial \hat{\phi}_3(k, z)}{\partial z} &= 0, \text{ at } z = 0, \\
\epsilon_w \frac{\partial \hat{\phi}_3(k, z)}{\partial z} - \epsilon_w \frac{\partial \hat{\phi}_2(k, z)}{\partial z} &= 0, \text{ at } z = r_c, \\
\epsilon_w \frac{\partial \hat{\phi}_2(k, z)}{\partial z} - \epsilon_w \frac{\partial \hat{\phi}_1(k, z)}{\partial z} &= 4\pi \alpha q, \text{ at } z = z_q.
\end{align*}
\] (7)

The last equation has been obtained by integrating Eq. 3 across the singularity at \( z_q \).

The Fourier transform of the electrostatic potential in the region 2 is found to be

\[
\hat{\phi}_2(k, z) = \frac{2\pi \alpha q}{\epsilon_w p} \left[ e^{-p(z_q - z)} + e^{-p(z + z_q - 2r_c)} \frac{f_1(k)}{f_2(k)} \right],
\] (8)

where

\[
\begin{align*}
f_1(k) &= p \cosh (kr_c) - k \sinh (kr_c) + \frac{\epsilon_e}{\epsilon_w} p \sinh (kr_c) - \\
&\quad \frac{\epsilon_e}{\epsilon_w} k \cosh (kr_c),
\end{align*}
\] (9)

\[
\begin{align*}
f_2(k) &= p \cosh (kr_c) + k \sinh (kr_c) + \frac{\epsilon_e}{\epsilon_w} p \sinh (kr_c) + \\
&\quad \frac{\epsilon_e}{\epsilon_w} k \cosh (kr_c)
\end{align*}
\] (10)

and the inverse Fourier transform is

\[
\phi_2(s, z) = \frac{1}{2\pi} \int_0^\infty dk \, k J_0(k s) \hat{\phi}_2(k, z),
\] (11)

where \( J_0(k s) \) is the Bessel function of order 0.

We are interested in calculating the potential felt by an ion, located at distance \( z_q \) from the interface. Subtracting the self-potential \( q/\epsilon_w(z_q - z) \), after performing the explicit integration of the first term in Eq. 8 we find

\[
\phi_{pol}(z_q) = -\alpha q \kappa - \frac{\alpha q}{\epsilon_w} \int_0^\infty dk \, e^{-2p(z_q - r_c)} k f_1(k) f_2(k). \] (12)

Performing the Güntelberg charging process [25], we obtain the work necessary to bring an ion from the bulk to a distance \( z_q \) from the interface [24],

\[
W_i(z_q) = \frac{\alpha^2 q^2}{2\epsilon_w} \int_0^\infty dk \, e^{-2p(z_q - r_c)} k f_1(k) f_2(k). \] (13)

A very accurate approximation to the above expression is

\[
W_{ap}(z_q) = \frac{W_i(r_c) r_c}{z_q} e^{-2\kappa(z_q - r_c)}. \] (14)
This approximate form is much more convenient for numerical implementation [26, 27], since it requires calculating only one integral to determine $W_i(r_c)$ at the beginning of the calculation.

We now return to the problem of interest. The system now is an infinite dielectric wall of charge density $-\sigma$, located at $z = 0$, and the neutralizing counterions of charge $\alpha q$ and radius $r_c$, confined to $0 < z < Lz/2$. The dielectric constants are $\epsilon_c$ and $\epsilon_w$, for $z < 0$ and $z > 0$, respectively. For $\Gamma < 1$ (weak coupling limit) the electrostatic potential and the ionic density profile can be determined from the solutions of the modified PB equation

$$\nabla^2 \phi(z) = -\frac{4\pi}{\epsilon_w} \left[ -\sigma \delta(z) + \alpha q \rho(z) \right],$$

where the counterion density is given by

$$\rho(z) = \frac{\sigma e^{-\alpha q \beta \phi(z) - \beta W_{ap}(z)}}{\alpha q \int_{-r_c}^{Lz/2} dz e^{-\alpha q \beta \phi(z) - \beta W_{ap}(z)}}.$$

The ionic correlations and the surface polarization are taken into account through the potential $W_{ap}(z)$, with $\kappa = \sqrt{8\pi \lambda_B \alpha \sigma / qL_z}$. In Fig. 2, we compare our results with the MC simulations, for various dielectric constants. As can be seen, the agreement between the theory and the simulations is excellent.
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**FIG. 2:** The symbols are the simulation data, while the lines represent the solutions of the modified PB equation (Eq. 15). The surface charge density is $\sigma = 6.25 \times 10^{-4} \, q/\text{Å}^2$ and the monovalent counterion radius is $r_c = 2 \, \text{Å}$.

6
IV. STRONG COUPLING REGIME

When $\Gamma > 1$, the mean field theory — such as the PB equation — is not able to accurately predict the ionic density distribution, because of the strong correlations between the counterions. In the limit $\Gamma \gg 1$, the counterions form a quasi-two dimensional strongly correlated liquid near the wall [3, 28], with an approximately hexagonal geometry [20]. Consider one counterion. The electric fields produced by the others counterions of the double layer approximately cancel each other. The counterion then interacts predominantly with the wall and with the ionic image charges, see Fig. 3. The potential produced by the charged plate which separates the two environments with different dielectric constants is given by

$$\phi_p(z) = -\frac{4\pi \sigma}{(\epsilon_w + \epsilon_c)} z .$$

(17)

As an approximation, we consider that the ion interacts only with the self-image and with the image charges of the 6 first neighbors in the hexagonal lattice, see Fig. 3.

$$\gamma = \frac{(\epsilon_w - \epsilon_c)}{(\epsilon_w + \epsilon_c)}$$

and $h$ is the distance between the ions of the hexagonal lattice. $h$ can be calculated by considering that $N_c = \sigma A/\alpha q$ ions are distributed on the surface of

FIG. 3: Hexagon of images at the surface. In (A) the side view. In (B) the self image and the nearest neighbors. In order to illustrate we consider $\epsilon_c = 0$. This approximation was used previously in the study of colloidal double layers [30]. The electrostatic energy of a counterion at distance $z$ from the plate is then

$$U(z) = \alpha q \phi_p(z) + \frac{\gamma \alpha^2 q^2}{\epsilon_w 4z} + \frac{6\gamma \alpha^2 q^2}{\epsilon_w \sqrt{4z^2 + h^2}} ,$$

(18)
area $A$. The unitary cell of a hexagonal lattice is a parallelogram of area $h^2\sqrt{3}/2$, which gives the result

$$h = \sqrt{\frac{2\alpha q}{\sigma \sqrt{3}}}.$$  \hspace{1cm} (19)

The ionic density profile near the surface is obtained from

$$\rho(z) = Ce^{-\beta U(z)}$$ \hspace{1cm} (20)

where $C = \sigma/\alpha q \int_0^L dz \ e^{-\beta U(z)}$ is the normalization constant. In Fig. 4 we compare our theoretical results with the MC simulations. The agreement is very good in the region where the strong coupling approximation applies.
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FIG. 4: The symbols are simulation data, while the lines represent the theory. The surface charge density is $\sigma = 3.74 \times 10^{-3} \ q/\AA^2$ and the pentavalent counterions radius is $r_c = 2 \ \AA$. The solid line in the inset shows the solution of the regular PB equation with the boundary condition given by Eq. 21.

In the far field, we expect that the counterions will be very dilute so that the electrostatic potential will, once again, satisfy the PB equation. The boundary condition at the colloidal surface, however, must be modified to account for the strong counterion condensation induced by the electrostatic correlations. The new boundary condition can be derived by equating the electrochemical potential of the condensed counterions and of the counterions which remain in the bulk \[28, 31, 32\]. This results in a new boundary condition for the standard PB equation which requires that the concentration of the counterions near the
surface be
\[
\rho_{PB}(0) = \rho_{sc} e^{\beta \mu_c},
\]  
(21)
where \(\beta \mu_c = -1.65 \Gamma + 2.61 \Gamma^{1/4} - 0.26 \ln \Gamma - 1.95\) is the chemical potential of the strongly correlated counterions [29]. The density \(\rho_{sc}\) is obtained using the coarse-graining of the near-field density profile, Eq. 20, in the region near the surface [31],
\[
\rho_{sc} = \frac{\int_{r_c + 3.6 \lambda_{GC}}^{r_c} dz \rho(z)}{3.6 \lambda_{GC}},
\]  
(22)
where \(\lambda_{GC} = 1/2\pi \alpha_B \lambda \sigma\) is the Gouy-Chapman length. In the inset of the Fig. 4 we present the solution of the usual PB equations with the renormalized boundary condition given by Eq. 21. Only the case with \(\epsilon_c = 0\) is shown, since in the far field the ionic density distribution is highly insensitive to the value of \(\epsilon_c\).

V. CONCLUSIONS

We have presented a method for performing MC simulations in a cell geometry that includes a dielectric discontinuity at one of the boundaries. The results of the simulation have been used to study the counterion density profiles and to develop the weak and the strong coupling theories which account very accurately for the simulation data. In the weak coupling regime, the image charges repel the counterions from the wall. The contact density predicted by the present theory is substantially smaller than is found using the usual PB equation, and is in excellent agreement with the MC simulations. In the strong coupling limit, the contact density is found to be even lower, since in this case the counterions are repelled both by the self-image and by the images of the others counterions. Finally, we show how for \(\Gamma \gg 1\) the counterion density distribution can be calculated in the far field using a renormalized boundary condition for the standard PB equation.

In presenting the theory we have restricted ourselves to the systems containing only counterions and no coions. In the weak coupling limit, the approach developed here can be easily extended to systems which also contain 1:1 electrolyte. The situation, however, is much more difficult for multivalent electrolytes. For such systems, strong electrostatic interactions between the counterions and coions lead to formation of Bjerrum clusters. Thus, to be able to account for the distribution of multivalent ions near a charged surface one must first have an accurate description of the bulk of solution. This, already presents a formidable
challenge, see Ref. [3]. Nevertheless, one can make some progress by considering a chemical picture of electrolyte in which there is an equilibrium between the free ions and the clusters, such calculations, however, very rapidly become quite involved [32].
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Appendix A: Energy Calculation for Monte Carlo Simulations

We consider a charge neutral system of $N$ ions of charges $q_i$. The electrostatic potential at the position $\mathbf{r}$, created by all ions (excluding ion $i$), their image charges (including the image of ion $i$), and the periodic replicas is

$$
\phi_i(\mathbf{r}) = \sum_\mathbf{n} \sum_{j=1}^N \int \frac{\rho_j(\mathbf{s})}{\epsilon_w |\mathbf{r} - \mathbf{s} + \mathbf{r}_{ep}|} d^3 \mathbf{s} + \sum_\mathbf{n} \sum_{j=1}^N \int \frac{\rho'_j(\mathbf{s})}{\epsilon_w |\mathbf{r} - \mathbf{s} + \mathbf{r}_{ep}|} d^3 \mathbf{s},
$$

(A1)

where $\rho_j(\mathbf{s}) = q_j \delta(\mathbf{s} - \mathbf{r}_j - \mathbf{r}_{ep})$ and $\rho'_j(\mathbf{s}) = \gamma q_j \delta(\mathbf{s} - \mathbf{r}'_j - \mathbf{r}_{ep})$ are the charge densities of ions and their replicas; and of dielectric images and their replicas. The replication vector is defined as $\mathbf{r}_{ep} = L_{xy} n_x \hat{x} + L_{xy} n_y \hat{y} + L_{z} n_z \hat{z}$ and $\mathbf{r}'_j = \mathbf{r}_j - 2z_j \hat{z}$. The vectors $\mathbf{n} = (n_x, n_y, n_z)$, where $n_x$, $n_y$ and $n_z$ are integers, represent the infinite replicas of the main cell. The constant $\gamma$ is defined as $\gamma = (\epsilon_w - \epsilon_c)/(\epsilon_w + \epsilon_c)$ and the prime on the summation means that $j \neq i$, when $\mathbf{n} = (0,0,0)$. The total electrostatic energy of the system is given by

$$
U = \frac{1}{2} \sum_{i=1}^N q_i \phi_i(\mathbf{r}_i).
$$

(A2)

The energy above is very difficult to calculate because of the slow convergence of the series in Eq. A1. To speed up the convergence, we use the Ewald method in which the ionic charge is partially screened by placing a Gaussian-distributed charge of opposite sign on top of each ion [22]. We then add and subtract opposite Gaussian charge at the position of each ion and its image, $\rho_j(\mathbf{s})$ and $\rho'_j(\mathbf{s})$, respectively. The potential, Eq. A1 then becomes

$$
\phi_i(\mathbf{r}) = \phi^S_i(\mathbf{r}) + \phi^L_i(\mathbf{r}) - \phi^self_i(\mathbf{r}),
$$

(A3)
where

\[
\phi^S_i(r) = \sum_{n} \sum_{j=1}^{N} \int \frac{\rho_j(s) - \rho^G_j(s)}{\epsilon_w |r - s + r_{ep}|} d^3s + \\
\sum_{n} \sum_{j=1}^{N} \int \frac{\rho'_j(s) - \rho'^G_j(s)}{\epsilon_w |r - s + r_{ep}|} d^3s ,
\]

(A4)

\[
\phi^L_i(r) = \sum_{n} \sum_{j=1}^{N} \int \frac{\rho^G_j(s)}{\epsilon_w |r - s + r_{ep}|} d^3s + \\
\sum_{n} \sum_{j=1}^{N} \int \frac{\rho'^G_j(s)}{\epsilon_w |r - s + r_{ep}|} d^3s ,
\]

(A5)

and

\[
\phi^{self}_i(r) = \int \frac{\rho^G_i(s)}{\epsilon_w |r - s|} d^3s ,
\]

(A6)

where \( \rho^G_j(s) = q_j(\kappa^3_e/\sqrt{\pi^3}) \exp (-\kappa^2_e |s - r_j - r_{ep}|^2) \) and \( \rho'^G_j(s) = \gamma q_j(\kappa^3_e/\sqrt{\pi^3}) \exp (-\kappa^2_e |s - r'_j - r_{ep}|^2) \) and \( \kappa_e \) is a dumping parameter. We subtracted the self potential, Eq. A6, from the Eq. A3, in order to remove the prime over the summation in the long-range (L) part of the potential, Eq. A5. The electrostatic potential produced by the Gaussian charges can be easily calculated using the Poisson equation, yielding

\[
\phi^L_i(r) = \sum_{n} \sum_{j=1}^{N} q_j \frac{\text{erf}(\kappa_e |r - r_j + r_{ep}|)}{\epsilon_w |r - r_j + r_{ep}|} + \\
\sum_{n} \sum_{j=1}^{N} \gamma q_j \frac{\text{erf}(\kappa_e |r - r'_j + r_{ep}|)}{\epsilon_w |r - r'_j + r_{ep}|} ,
\]

(A7)

where \( \text{erf}(x) \) is the error function. The short-range part of the potential (S), Eq. A4, can then be obtained in terms of the complementary error function, \( \text{erfc}(x) = 1 - \text{erf}(x) \),

\[
\phi^S_i(r) = \sum_{n} \sum_{j=1}^{N} q'_j \frac{\text{erfc}(\kappa_e |r - r'_j + r_{ep}|)}{\epsilon_w |r - r'_j + r_{ep}|} + \\
\sum_{n} \sum_{j=1}^{N} \gamma q_j \frac{\text{erfc}(\kappa_e |r - r'_j + r_{ep}|)}{\epsilon_w |r - r'_j + r_{ep}|} .
\]

(A8)

This potential decays very rapidly and can be truncated by setting the dumping parameter to \( \kappa_e = 5/V^{1/3} \), where \( V = L_{xy}^2 L_z \), corresponding to the minimum image convention. It is
then sufficient to consider in the sum only the term $n = (0, 0, 0)$, with the usual periodic boundary condition,

$$
\phi^S_i (r) = \sum_{j=1}^{N} q_j \frac{\text{erfc}(\kappa_c |r - r_j|)}{c_w |r - r_j|} + \sum_{j=1}^{N} \gamma q_j \frac{\text{erfc}(\kappa_c |r - r_j'|)}{c_w |r - r_j'|} . \quad (A9)
$$

The self-potential, Eq. A6, reduces to

$$
\phi^\text{self}_i (r) = q_i \frac{\text{erf}(\kappa_c |r - r_i|)}{c_w |r - r_i|} . \quad (A10)
$$

We next calculate the long-range part of the potential, Eq. A7. This is most easily obtained using the Fourier representation, $\hat{\phi}^L (k) = (1/V) \int_V d^3 r \, \exp (-ik \cdot r) \phi^L (r)$, since in the reciprocal space all the sums, once again, converge very rapidly. The Fourier transform

$$
\hat{\rho}^T (k) = (1/V) \int_V d^3 r \, \exp (-i k \cdot r) \rho^T (r) ,
$$

of the Gaussian charge density,

$$
\rho^T (r) = \sum_{n} \sum_{j=1}^{N} q_j \frac{\kappa_c^3}{\sqrt{\pi}^3} \exp (-\kappa_c^2 |r - r_j - r_{e \gamma}|^2) + \sum_{n} \sum_{j=1}^{N} \gamma q_j \frac{\kappa_c^3}{\sqrt{\pi}^3} \exp (-\kappa_c^2 |r - r_j' - r_{e \gamma}|^2) , \quad (A11)
$$

is

$$
\hat{\rho}^T (k) = \frac{1}{V} \exp \left( -\frac{|k|^2}{4\kappa_c^2} \right) \left[ \sum_{j=1}^{N} q_j \exp (-ik \cdot r_j) + \sum_{j=1}^{N} \gamma q_j \exp (-ik \cdot r_j') \right] , \quad (A12)
$$

where $k = (2\pi n_x/L_{xy}, 2\pi n_y/L_{xy}, 2\pi n_z/L_z)$. Using the Poisson equation, $|k|^2 \hat{\phi}^L (k) = (4\pi/c_w) \hat{\rho}^T (k)$, we can evaluate the Fourier transform of the potential,

$$
\hat{\phi}^L (k) = \frac{4\pi}{\epsilon_w V |k|^2} \exp \left( -\frac{|k|^2}{4\kappa_c^2} \right) \left[ \sum_{j=1}^{N} q_j \exp (-ik \cdot r_j) + \sum_{j=1}^{N} \gamma q_j \exp (-ik \cdot r_j') \right] . \quad (A13)
$$

The corresponding real-space electrostatic potential is calculated using the inverse Fourier transform, $\phi^L (r) = \sum_k \hat{\phi}^L (k) \exp (ik \cdot r)$,

$$
\phi^L (r) = \sum_k \frac{4\pi}{\epsilon_w V |k|^2} \exp \left( -\frac{|k|^2}{4\kappa_c^2} \right) \exp (ik \cdot r) \times \left[ \sum_{j=1}^{N} q_j \exp (-ik \cdot r_j) + \sum_{j=1}^{N} \gamma q_j \exp (-ik \cdot r_j') \right] . \quad (A14)
$$
The long-range contribution to the total electrostatic energy is given by $U_L = (1/2) \sum_{i=1}^{N} q_i \phi^L(r_i)$, where $\phi^L(r)$ is obtained from Eq. A14. It is convenient to rewrite this in terms of functions: $A(k) = \sum_{i=1}^{N} q_i \cos (k \cdot r_i)$, $B(k) = -\sum_{i=1}^{N} q_i \sin (k \cdot r_i)$, $C(k) = \sum_{i=1}^{N} \gamma q_i \cos (k \cdot r'_i)$ and $D(k) = -\sum_{i=1}^{N} \gamma q_i \sin (k \cdot r'_i)$. The electrostatic energy then becomes,

$$U_L = \sum_k \frac{2\pi}{\epsilon_w V |k|^2} \exp\left(-\frac{|k|^2}{4\kappa_e^2}\right) \times \left[ A(k)^2 + B(k)^2 + A(k)C(k) + B(k)D(k) \right]. \quad (A15)$$

These functions are easily updated for each new configuration in a Monte Carlo simulation. The electrostatic energy coming from the short-range part of the potential is $U_S = (1/2) \sum_{i=1}^{N} q_i \phi^S(r_i)$, where $\phi^S(r)$ is given by the Eq. A9, and the self-energy contribution is $U_{self} = (1/2) \sum_{i=1}^{N} q_i \phi^f_{self}(r_i)$. In the limit $x \to 0$, the erf($x$) function vanishes as $(2/\sqrt{\pi})x$ and the self-energy contribution reduces to, $U_{self} = (\kappa_e/\epsilon_w \pi) \sum_{i=1}^{N} q_i^2$. The total electrostatic interaction energy of the ions is given by the above expressions plus the correction for the slab geometry. Yeh and Berkowitz [23] found that the regular 3D Ewald summation method with an energy correction, can reproduce the same results as the 2D Ewald method, with a significant gain in performance. Taking into account the dielectric discontinuity and the induced image charges, we find the correction for the slab geometry to be

$$U_{cor} = -\frac{\pi}{\epsilon_w V} \sum_{i=1}^{N} q_i \left[ \sum_{j=1}^{N} q_j (z_i - z_j)^2 + \sum_{j=1}^{N} \gamma q_j (z_i - z'_j)^2 \right], \quad (A16)$$

where $z'_j = -z_j$. Using the electroneutrality, this expression can be written as

$$U_{cor} = \frac{2\pi}{\epsilon_w V} M_z^2 (1 - \gamma), \quad (A17)$$

where $M_z = \sum_{i=1}^{N} q_i z_i$ is the magnetization in the $\hat{z}$ direction.

Now suppose that the system consists of $N_c$ counterions of charge $\alpha e$ and a wall of uniform surface charge density $-\sigma$, located at $z = 0$. We first derive the functions $A, B, C$ and $D$. 
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appearing in the long-range part of the potential, Eq. A15. For the surface charge we find

\[ A_p(k) = - \int_{-L_{xy}/2}^{L_{xy}/2} \int_{-L_{xy}/2}^{L_{xy}/2} \sigma \ dx \ dy \cos(k_x x + k_y y) = - \frac{4 \sigma}{k_x k_y} \sin(k_x L_{xy}/2) \sin(k_y L_{xy}/2), \]

\[ B_p(k) = \int_{-L_{xy}/2}^{L_{xy}/2} \int_{-L_{xy}/2}^{L_{xy}/2} \sigma \ dx \ dy \sin(k_x x + k_y y) = 0, \]

\[ C_p(k) = - \int_{-L_{xy}/2}^{L_{xy}/2} \int_{-L_{xy}/2}^{L_{xy}/2} \gamma \sigma \ dx \ dy \cos(k_x x + k_y y) = - \frac{4 \gamma \sigma}{k_x k_y} \sin(k_x L_{xy}/2) \sin(k_y L_{xy}/2), \]

and

\[ D_p(k) = \int_{-L_{xy}/2}^{L_{xy}/2} \int_{-L_{xy}/2}^{L_{xy}/2} \gamma \sigma \ dx \ dy \sin(k_x x + k_y y) = 0. \]

The corresponding functions for \( N_c \) counterions and the charged wall are then: \( A(k) = \alpha q \sum_{i=1}^{N_c} \cos(k \cdot r_i) + A_p(k), \) \( B(k) = -\alpha q \sum_{i=1}^{N_c} \sin(k \cdot r_i), \) \( C(k) = \gamma \alpha q \sum_{i=1}^{N_c} \cos(k \cdot r_i') + C_p(k) \) and \( D(k) = -\gamma \alpha q \sum_{i=1}^{N_c} \sin(k \cdot r_i'), \) and the total long-range part of the energy, \( U_L, \) is given by the Eq. A15.

The short-range contribution to the electrostatic potential created by the charged surface at distance \( z_i \) is

\[ \phi_p(z_i) = - \frac{2 \sigma}{\epsilon_c + \epsilon_w} \times \int_{-L_{xy}/2}^{L_{xy}/2} dx \int_{-L_{xy}/2}^{L_{xy}/2} dy \frac{\text{erfc}(\kappa_e \sqrt{x^2 + y^2 + z_i^2})}{\sqrt{x^2 + y^2 + z_i^2}}. \]

The limits of integration are defined in order to keep the minimum image convention. We calculate the potential on a grid in the \( \hat{z} \) direction with spacing between the points 0.01 Å. The calculation is performed once at the beginning of the simulation, and the potential is tabulated. The total short range electrostatic interaction energy is then given by \( U_S = (\alpha q/2) \sum_{i=1}^{N_c} \phi_i^S(r_i) + \alpha q \sum_{i=1}^{N_c} \phi_p(z_i), \) where \( \phi_i^S(r) \) is

\[ \phi_i^S(r) = \alpha q \sum_{j=1}^{N_c} \frac{\text{erfc}(\kappa_e |r - r_j|)}{\epsilon_w |r - r_j|} + \gamma \alpha q \sum_{j=1}^{N_c} \frac{\text{erfc}(\kappa_e |r - r_j'|)}{\epsilon_w |r - r_j'|}. \]

The self energy can be written as \( U_{self} = (\kappa_e/\epsilon_w \sqrt{\pi})(N_c \alpha^2 q^2 + 2^2 L_{xy}^2). \) Since the charged surface is located at \( z = 0, \) it does not contribute to the correction potential, Eq. A17, so
that the magnetization remains \(M_z = \alpha q \sum_{i=1}^{N_c} z_i\). The total energy used in the simulations is

\[ U = U_S + U_L - U_{\text{self}} + U_{\text{cor}}. \tag{A20} \]

We use \(1 \times 10^6\) MC steps to equilibrate the system. The configurations are saved each 100 MC steps. The counterionic density profiles are obtained with \(80 \times 10^3\) saved uncorrelated states.
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