Abstract—Recently, ultra-widefield (UWF) 200° fundus imaging by Optos cameras has gradually been introduced because of its broader insights for detecting more information on the fundus than regular 30°-60° fundus cameras. Compared with UWF fundus images, regular fundus images contain a large amount of high-quality and well-annotated data. Due to the domain gap, models trained by regular fundus images to recognize UWF fundus images perform poorly. Hence, given that annotating medical data is labor intensive and time consuming, in this paper, we explore how to leverage regular fundus images to improve the limited UWF fundus data and annotations for more efficient training. We propose the use of a modified cycle generative adversarial network (CycleGAN) model to bridge the gap between regular and UWF fundus and generate additional UWF fundus images for training. A consistency regularization term is proposed in the loss of the GAN to improve and regulate the quality of the generated data. Our method does not require that images from the two domains be paired or even that the semantic labels be the same, which provides great convenience for data collection. Furthermore, we show that our method is robust to noises and errors introduced by the generated unlabeled data with the pseudo-labeling technique. We evaluated the effectiveness of our methods on several common fundus diseases and tasks, such as diabetic retinopathy (DR) classification, lesion detection and tessellated fundus segmentation. The experimental results demonstrate that our proposed method simultaneously achieves superior generalizability of the learned representations and performance improvements in multiple tasks.
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I. INTRODUCTION

Retinal diseases are the main causes of blindness, with cataracts and glaucoma ranking first and second [1], [2]. Other diseases, such as diabetic retinopathy (DR) and age-related macular degeneration (AMD), also increase the risk of blindness in elderly individuals [3]–[5]. Furthermore, high myopia was reported to be the second most frequent cause of blindness in China [6]. Many people suffering from early-stage fundus diseases do not have vision loss, but once vision problems begin to occur, it is too late to intervene; this phenomenon demonstrates the deterioration related to the disease [7]–[9]. Worst of all, vision loss from these diseases is always irreversible, so early screening and detection methods with specific equipment are vital and essential to preserve vision and quality of life.

Over the last 50 years, regular fundus camera for screening has been commonly used to detect abnormal retinal diseases. It can provide a relatively good prognosis of visual acuity in the early stage. However, although regular fundus screening can detect most retinal diseases, it still has its own limitations. For example, cataracts, vitreous opacity and other diseases characterized by weak refractive stroma are often difficult to image via traditional examinations because of obstruction on the optical path. Optos ultra-widefield (UWF) fundus imaging first became commercially available in the 2000s, and the image-capturing range can cover 80% of the area/200° of the retina, compared to only 30°-60° achieved with regular retinal cameras. UWF imaging is particularly well-suited to use in teleophthalmology, as it has a rapid acquisition time for the area of retina imaged, and allows better detection of peripheral retinal pathology. As Fig. 1 shows, UWF imaging covers a greater retinal area than regular imaging, providing more clinically relevant information about the pathology, which usually changes from the peripheral retina to be detected, such as retinal degeneration, detachment, hemorrhages, and exudations. The clinical deployment of UWF imaging in the field of DR screening has demonstrated lower rates of ungradable images, reduced image evaluation time, and higher rates of pathology detection [10], [11], [12] show that UWF fundus imaging provides new insights into a variety of disorders, even those that primarily involve the posterior pole. Also, UWF imaging offers additional diagnostic information for vessel detection. [13] study how to leverage extra UWF fluorescein angiography (FA) images for training. And [14] also show that DL-based analysis of UWF images has the potential to play an important role in the future delivery of teleophthalmology screening platforms.

For years, deep learning has been widely used on regular fundus images and has achieved good performance in the diagnosis of various retinal diseases. [1], [15] proposed seg-
menting the optic disc and cup to help diagnose glaucoma based on the polar transformation and disc-aware ensemble network. [16] used a deformable network named deformable U-Net (DUNet) for retinal vessel segmentation. [17] proposed a two-stream convolutional neural network (CNN) specifically designed for multimodal AMD categorization. [18] designed a multitask deep learning framework for identifying 36 retinal diseases. For UWF fundus image recognition, [19], [20] recently used deep learning and support vector machine (SVM) algorithms to detect central retinal vein occlusion (CRVO) and rhegmatogenous retinal detachment (RRD). [21] used hand-made features and SVM to detect DR features in the peripheral retina. [22] investigated using UWF fundus images with a deep convolutional neural network (DCNN) to detect proliferative DR (PDR). [23] developed a cascaded deep learning system for automated retinal detachment detection and macula-on/off retinal detachment discerning. [20] evaluated the performance of DCNN and SVM in the detection of RRD. However, we find that there are still limitations of recent research studies about retinal disease diagnosis with UWF fundus images. First, most literature studies focus on only one specific disease and do not show the advantages of UWF fundus imaging compared with regular fundus imaging. For example, [20] resized the image into $96 \times 96$ pixels as the input size. However, for most retinal detection tasks, the image with such small size will lose its important pathology and semantic information and the advantage of the high resolution of UWF fundus imaging is not fully utilized. Second, the dataset being trained and tested only contains clean and ideal samples collected from a controlled environment. In real scenarios, UWF fundus images are often obstructed by the eyelids and eyelashes. These artifacts may affect the screening performance of the model trained on clean images. Third, although the UWF screening equipment has been put into use gradually in recent years, the high-quality annotated data that can be used for deep learning training are still very scarce, most of which focus on one specific task, and the universality of the algorithm that can be applied to various complex retinal diseases and screening tasks is still missing.

Using a generative adversarial network (GAN)-based network for image-to-image translation has been considered an effective approach to bridge the domain gap between the source domain and target domain in some other medical imaging studies [24], [25]. To the best of our knowledge, there is no previous work that leverages regular fundus images to help train UWF diagnosis models. GAN-based network such as CycleGAN [26] does not require the images from source and target domain to be paired. However, considering some complex multiclassification tasks, it is assumed that the diagnosis task needs to grade the disease severity. If all the severities of the samples are mixed together for transfer training, the generated image will have difficulty defining its "Ground Truth". [24] used pseudo-labeling [27] to annotate generated target samples, but it did not consider the wrong predictions (noise) in the pseudo-labels. The shortage of samples makes it impossible to train a GAN for each severity separately. Furthermore, in practical scenarios, we sometimes collect data from the open class, and utilizing these data is also challenging for GANs. We provide a detailed illustration and explanations of this challenge in Fig. 2 and Sec. IV-C.1.

Therefore, we aim to develop a domain adaptation framework that can leverage a large number of regular fundus images and transfer their rich feature information to the UWF fundus images with only a small amount of data to help in UWF fundus diagnosis model training. This framework does not require the two-domain images to be paired and can be generalized to multiple tasks for the computer-aided diagnosis with UWF fundus images. In this paper, our contribution can be summarized as follows:

1) For the first time, we study how to leverage regular fundus images to assist a model with learning to diagnose fundus diseases from only limited UWF imaging annotations. We transfer the regular fundus images to UWF fundus images by using a GAN-based model to introduce additional data for existing limited UWF fundus imaging samples.

2) We propose to use the preprocessing for artifact removal in UWF fundus images from the perspective of interpretability. We maximize the use of these low-quality samples under the condition of limited training samples.

3) We have fully studied the limitations of the GAN-based network for unpaired image transference and design a classification-based consistency regularization term
for the GAN to regulate the generated image whose corresponding source image comes from a different class or even the open class distribution that does not exist in the training set.

4) Given that the original labels for generated samples are unavailable, we apply the pseudo-labeling technique and design a new loss function to more effectively extract key information from the unlabeled data. We have studied the effect of incorrect predictions in pseudo-labels on the performance of the model. Our method is proven to be significantly robust to the incorrect predictions of the pseudo-labels.

5) We evaluated our methods on the automatic diagnostic tasks of common retinal diseases, including DR grading, lesion detection and tessellated fundus segmentation. Our experimental results demonstrate that our methods can be well generalized to multiple fundus screening tasks.

II. RELATED WORK

A. Domain Adaptation

In computer vision, due to the different image characteristics of two domains (such as day and night), the performance of the classification model trained for one specific domain cannot always be guaranteed while directly being applied to other domains (domain gap [28]). To address this challenge, one approach is trying to find a common-feature space, which promises the similar features of two domains to be shared and represented, to enable co-training for cross-domain recognition problem [29]–[31]. The generative adversarial network (GAN) [32] is considered as another efficient approach to bridge this gap. Recent works achieve image-to-image translation on natural images [26], [33]–[36], [37] introduced an unconditional generative model that can be learned from a single image and complete multiple image processing tasks. The translated images can further be used for target domain training.

In the field of medical image analysis, domain adaptation is also an active topic for training with cross-domain datasets acquired from different types of imaging equipment. [38] investigated the fine-tuning technique on the brain lesion segmentation application. [39] studied the probability of generating high-resolution and multimodal images from low-resolution single-modality imagery using sparse coding method. With the huge domain gap still existing in some complex tasks, GANs have attracted wide interests and obvious improvements have been achieved. Mainstream works focus on the translation between CT and MRI images [25], [40]–[42], [43] presented an approach for integrating PET and CT information. In the field of fundus image, [44] proposed to generate synthetic retinal images from vessels annotation. Our previous work [45] studied applying CycleGAN [26] with consistency regularization [46] for translating the traditional fundus image to unpaired UWF domain for the first time. The experimental results demonstrate that the proposed method can well adapt and transfer the knowledge from traditional fundus images to UWF fundus images and improve the performance of retinal disease recognition. Besides, there is no other work that considers to achieve the domain adaptation between regular fundus images and UWF fundus images for UWF diagnosis. We still find that there is room for further improvement in both image translating and training methods, which is expected to be generalized to more tasks of UWF fundus disease recognition.

B. Semi-supervised Learning

Pseudo-labeling [27] provides a simple and effective labeling strategy for unlabeled data and is considered to be an important technique of semi-supervised learning, but it does not consider how to deal with the noise from the wrong predictions. Inspired by unsupervised learning and representation learning, [47] proposed a ladder network-based semi-supervised learning framework to achieve information fusion from the supervised part and unsupervised part. [48] simplified the ladder network and kept the main idea of applying consistency regularization for extracting information from unlabelled data, which is regarded as a golden standard in the later semi-supervised learning works. [49] proved that the consistency regularization and entropy minimization regularization has a significant effect on mining information from unlabeled data to improve the generalization ability of the model. [50] integrates the consistency regularization, pseudo-labeling technique etc., and achieves significantly better results than the previous semi-supervised learning technology. And in the case of a small amount of labelled data, it can also be effective. [51] proposed UDA framework with some state-of-the-art techniques such as RandAugment [52], and uses Training Signal Annealing (TSA) to balance the supervised signal and unsupervised signal. UDA achieves excellent performance both on text and image classification tasks. Besides, SSL is also considered to be effective on more tasks, such as objects detection and semantic segmentation with a combination of domain adaptation [24], [53].

III. DATASETS AND PROBLEM OVERVIEW

Our two dataset domains (the regular fundus images as the source domain and the UWF fundus images as the target domain) were acquired from private hospitals, and each image was labeled by three ophthalmologists. An image is retained only if at least two ophthalmologists are in agreement with the disease label. To further test the universality and the generalizability of our proposed methods, we compile a database that consists of different annotations for multiple tasks, i.e., classification, detection and segmentation. From the perspective of clinical application, UWF fundus shows a greater ability to cover the retina. Hence, we select several common fundus diseases diagnosis task to address the challenge as the Fig. 3 shows. The statistics of the datasets are shown in Table I. We divide each database into training (60%), validation (15%) and testing(25%) sets with the same data distribution.

A. Classification

The grading of DR, which is the most common challenge for fundus images, is chosen to be the classification task.
Although the DR grading dataset and this dataset have many with different semantic labels but possessing similar features. For the detection task, we are also concerned about DR grading including hemorrhages, hard exudates and soft exudates. For this task, UWF fundus imaging with a wider field has a greater advantage because the severity level grading of DR are given according to the number of corresponding lesions in the four quadrants centered by the disc [8]. Two datasets have been built to verify our domain adaptation method, namely regular fundus dataset and UWF fundus dataset. Images from the two datasets are collected from private hospitals as well as two public datasets [54], [55] (regular and UWF fundus images, respectively) for more balanced data distribution. Then all of these fundus images are graded into five classes (0-4) according to the density. For example, if the tessellated density of an image exceeds that of 80% of the samples, we judge it as the T-4 level. So we have the grade \( G \) for each sample:

\[
G = k \mid c_k < \frac{AoT}{AoF} < c_{k+1}, k \in [0, 4] 
\]

where \( AoT \) and \( AoF \) denote the areas of tessellated fundus and the whole fundus respectively, and \( c_k \) denotes the density of grading \( k_{th} \) we set.

### TABLE I

**DATA STATISTICS.**

| Classification | No. | NPDRI | NPDRII | NPDRIII | PDR  |
|----------------|-----|-------|--------|---------|------|
| Regular        | 500 | 500   | 500    | 500     | 500  |
| UWF            | 164 | 116   | 107    | 103     | 62   |

| Detection      | No.   | Hemo. | HE     | SE     |
|----------------|-------|-------|--------|--------|
| Regular        | 500   | 489   | 111 (1787) | 69 (275) |
| UWF            | 64    | 87 (712) | 83 (793) | 8 (33) |

| Segmentation   | T-0  | T-1   | T-2    | T-3    | T-4  |
|----------------|------|-------|--------|--------|------|
| Regular        | 200  | 200   | 200    | 200    | 200  |
| UWF            | 37   | 31    | 28     | 37     | 42   |

For this task, UWF fundus imaging with a wider field has a greater advantage because the severity level grading of DR are given according to the number of corresponding lesions in the four quadrants centered by the disc [8]. Two datasets have been built to verify our domain adaptation method, namely regular fundus dataset and UWF fundus dataset. Images from the two datasets are collected from private hospitals as well as two public datasets [54], [55] (regular and UWF fundus images, respectively) for more balanced data distribution. Then all of these fundus images are graded into five classes (0-4) by experienced ophthalmologists based on the severity. These classe labels include no DR, mild, moderate, severe nonproliferative DR (NPDR) and proliferative DR (PDR).

#### B. Detection

Different from the classification task which aims to obtain the semantic label of the whole fundus image, our detection task is set to locate all lesions in a fundus image related with DR grading including hemorrhages, hard exudates and soft exudates. For the detection task, we are also concerned about the probability of domain adaptation in two-domain datasets with different semantic labels but possessing similar features. Although the DR grading dataset and this dataset have many pathology features in common, they are still defined as open sets (out of distribution) to each other. It should be emphasized that there is no overlapping between the data of different tasks; that is, each image receives only one label. Eventually, we obtained 669 and 178 images with 6012 and 1538 expert-label lesions for the source and target domains, respectively. The image-level and lesion-level statistic of the two domain datasets are shown in the second part of Table I.

### C. Segmentation

The object for this task is to segment the tessellation region from the whole fundus imaging and then calculate its density which is useful to grade the severity of retinochoroidal changes [56] (shown in Fig. 2). The level of disease severity corresponds to the number of specific lesions. However, tessellated fundus is distributed across the whole fundus image and difficult to label it precisely by simply counting the number of lesions. Therefore, segmentation of tessellation is required to make an accurate diagnostic decision. Besides, we also expect to grade the level of tessellated fundus for many other tasks. In this work, we divide the tessellated fundus images into 5 different grades (0-4) according to the density. For example, if the tessellated density of an image exceeds that of 80% of the samples, we judge it as the T-4 level. So we have the grade \( G \) for each sample:

\[
G = k \mid c_k < \frac{AoT}{AoF} < c_{k+1}, k \in [0, 4] 
\]

where \( AoT \) and \( AoF \) denote the areas of tessellated fundus and the whole fundus respectively, and \( c_k \) denotes the density of grading \( k_{th} \) we set.

### IV. METHODS

In this section, we introduce our proposed adversarial domain adaptation framework for transferring the information from regular fundus images to UWF fundus images with annotation-efficient learning. Our proposed framework can perform domain adaptation between two-domain images with different semantic labels by using a consistency regularization term for Cycle-GAN. This framework is significantly robust to the wrong predictions in pseudo-labels and can be well generalized to multiple tasks such as disease grading, lesion detection and tessellated segmentation. The overview of the proposed framework is shown in Fig. 4 and we divided it into four stages. At Stage I, we use the existing target images to train a target-task model, which is used to help regulate the quality of generated target samples at the Stage II and then generate pseudo-labels for generated target samples at the Stage III. At Stage IV, we use the existing samples and additional generated samples to train the target-task model together.

In Sec. IV-B, we describe the necessity of preprocessing for artifact removal. In Sec. IV-C, we propose using consistency regularization to regulate the quality of generated samples and achieve adversarial data augmentation. In Sec. IV-D, we apply pseudo-labeling to the generated samples and design a semi-supervised loss function that learns from labeled and unlabeled data.
A. Problem Definition

Let $X^S = \{x_1^S, x_2^S, \ldots, x_N^S\}$ and $X^T = \{x_1^T, x_2^T, \ldots, x_N^T\}$ denote the source domain (regular fundus) and target domain (UWF fundus) images, respectively. The labels are defined as $Y^S = \{y_1^S, y_2^S, \ldots, y_N^S\}$ and $Y^T = \{y_1^T, y_2^T, \ldots, y_N^T\}$, respectively. The goal is to map the regular fundus images $X^S$ into target domain UWF images. The generated UWF images are called pseudo-target samples $\hat{X}^T$, which are used to assist in training for UWF fundus diagnosis.

B. Artifact Removal for Low-Quality Image Recycling

The presence of artifacts such as eyelids and eyelashes has become a significant hurdle for making reliable retinal disease diagnoses [12]. For low-quality images, artifacts may cover more than half of the area. Even though most of the fundus is visible and does not affect artificial screening, too much irrelevant information will result in a low-accuracy model. In the case of sparse data, discharging those poor-quality images is visible and does not affect artificial screening, too much irrelevant information will result in a low-accuracy model. In this work, to further preserve pathological features and regulate the quality of the generated target images during the domain-mapping stage, we aim to train a series of consistency-regulated generators. Additional generators means that we can maximize the diversity of the generated target images, which is considered a holistic augmentation technique. Data augmentation with consistency regularization is essential in most SSL methods because it is believed that it helps extract information from unlabeled data and has been proven to have a great impact on the model performance [50]. We define our consistency regularization term as follows:

$$ r = \text{Randint}(\{1, k\}) \ k \in [2, K],$$

$$ L_{cr} = \|h_T(G_{S \rightarrow T}(x^S, \theta_t), \theta_t) - h_T(G_{S \rightarrow T}(\text{Aug}(x^S), \theta_t), \theta_t))\|_2^2, \quad (2)$$

$$ L_{total} = L_{S \rightarrow T} + \lambda_{cr} L_{cr},$$

where $\text{Aug}(x)$ denotes a stochastic data augmentation function. $K$ is a hyperparameter of the number of generators being trained. $G_{S \rightarrow T}^r(x^S)$ is the base source-to-target generator.
randomly picked from the trained generator pool. $G^6_{S \rightarrow T}(x^S)$ is the new training generator. $\lambda_{cr}$ is a hyperparameter to control the weight between the CycleGAN loss $L_{S \rightarrow T}$ and consistency regularization term $L_{cr}$. To better leverage the consistency regularization item, for each sample, we input $x^S$ and $\hat{x}^S$ generated by $G^6_{S \rightarrow T}(x^S, \theta_T)$ and $G^6_{S \rightarrow T}(\hat{x}^S, \theta_k)$ into the classification network $h_T(x, \theta_T)$, which is trained by existing target samples $X^T$ from Stage I. Since the $h_T$ is trained from labeled existing target samples, we can leverage the model as inference and to provide additional annotation-related knowledge for the GANs training.

For lesion detection task, we train a multi-label classification network to optimize the generators, which is the same as the network for tessellated fundus segmentation.

2) Towards Cross-class/task Sample Synthesis: In the real world, because unlabeled data have not been filtered manually, the data will inevitably be mixed with the data from outside the category or even the data from outside the domain, which is also called an open class/set. [50], [51], [58] discussed the effect of out-of-category unlabeled data on the model performance, but they came to different conclusions. In our scenario, CycleGAN is an unsupervised technique that does not require the input images from the source and target domains to be paired, and thus, it is very convenient to train. In [26], images from the two domains are usually limited to one category. In this way, CycleGAN needs to pay attention to only the specific features of images from a certain category, which makes the image-to-image translation task much easier. However, when the task becomes complex or the information from the source domain has high diversity, the CycleGAN results will be uncontrollable, which is a shortcoming.

Some visual examples of uncontrollable CycleGANs are shown in Fig. 2. The left half of the figure shows an example of the translation between an apple and an orange. Assuming that the apple is the source domain and orange is the target domain, the generated image already contains most of the characteristics of the orange. However, given that this image is the input of a network to classify apples vs oranges, categorizing this image becomes an issue. Does it belong to the category of apple or the category of orange, or should soft encoding be used, such as [0.7,0.3] to provide a fuzzy boundary between the two categories? When training with cross-task samples (as shown in the right half of the figure), which features are kept in the generated target images also remain to be discussed.

Our proposed consistency regularization term for GANs is potentially able to address this problem. Regardless of which class the source domain data come from in CycleGAN training, we always expect that the generated data can be clustered to the characteristics of the target domain, and the prediction results (pseudo-labels) of the target task are the constraints with which to induce this information.

D. Learning from Generated Samples

To address the problem mentioned above of a lack of labels for uncontrolled generated samples, we apply pseudo-labeling. pseudo-labeling originally retains only the $\text{argmax}$ of the model output, which means that guessing labels for unlabeled data is hard, and it is expected to encourage the model to have low-entropy (high-confidence) predictions. One assumption is that, in a traditional classification task, there is a difference in features between classes. However, in our scenario (DR grading), there is a strong relationship between classes/levels. We believe that the distribution of pseudo-labels implies more potentially useful information, so we keep the original output of the pseudo-labels, but we will still remove some samples with low confidence by setting a threshold.

For the classification task, inspired by MixMatch [50], we optimize the following standard cross-entropy and L2 loss functions for labeled data and unlabeled data, respectively:

$$L = L_s + \lambda_u L_u$$

$$= \frac{1}{B} \sum_{b=1}^{B} H(p_b, h_T(x_b, \theta_l))$$

$$+ \frac{\lambda_u}{U} \sum_{u=1}^{U} (\text{max}(q_u) \geq \tau) || q_u - h_T(x_u, \theta_l) ||^2_2,$$

where $\tau$ is a scalar hyperparameter denoting the threshold above which we retain the generated samples and $\lambda_u$ is a fixed scalar hyperparameter denoting the relative weight of the unlabeled loss. $p_b$ is the GT for existing target samples. $q_u$ is the pseudo-labels from inference model for generated target samples and we aim to optimize the target model $h_T$ with parameters $\theta_l$. For the segmentation task, we use the pretrained model for inference and generate the pseudo-labels and set a threshold to filtering out those pixels with low confidence [53], [59]. For the detection task, we set a threshold to filtering those bounding boxes with low confidence in the classification of category [60]. Please refer to our Experiments section and Appendix for more details.

V. EXPERIMENTS

We first perform a qualitative analysis on the GAN-generated images and then extensively evaluate our proposed approach on three different tasks: 1) image classification (DR grading); 2) image detection (hemorrhages, hard exudate and soft exudate detection); and 3) image segmentation (tessellated fundus segmentation). We define all the datasets described in Sec. V as follows: (1) the DR datasets for the classification task (DR); (2) the 3-lesion datasets for the detection task (3-L); and (3) the tessellated datasets for the segmentation task (T). The experiment is performed using 4 NVIDIA P100 graphic cards.

A. Preprocessing and Implementation

Since recognizing which parts are true fundus and which parts are artifacts does not require much medical background knowledge, thus, we believe that a simple deep learning-based segmentation network using only a few annotations for artifacts can be trained easily to help achieve more accurate segmentation results in the end.

In this work, all images are resized into 1024 $\times$ 1024 pixels. We use Adadelta optimizer [61] to update the parameters
for the U-net. All the hyper-parameters are set as default: lr=1.0, rho=0.95, epsilon=None and decay=0. For comparison, in addition to 200 images for training, we also labelled 50 images for validation and testing. We train 50 epochs for each experiments setting. For detected artifact pixels, we replaced it by dark pixels with value (RGB: 0,0,0).

Fig. 5 shows that the true fundus part can be segmented well with only a few annotations for training. See Sec. 1 of the appendix for a detailed analysis. We prove that it is a crucial and indispensable step for both generative adversarial network and UWF diagnosis model training.

B. CycleGAN Training

1) Implementation Settings: We resize all the images from these datasets into either 512×512 or 850×850 pixel images. The different sizes are chosen to test the effectiveness on the style transfer between the two domains. For the consistency regularization term, we use $\lambda_{cr} = 7$ and $K = 3$ by default. We apply Adam [62] to optimize the generators and discriminators, where the initial learning rate is set to 0.0002 and the betas = (0.5, 0.999). We maintain a constant learning rate for the first 100 epochs and then linearly decay the learning rate to zero over the remaining epochs. We train with 150 and 300 epochs for the 512×512 and 850×850 pixel images, respectively. We only apply simple flip and rotation for data augmentation while introducing consistency regularization, because we found that a too complex augmentation operation would harm to the quality of the generated target samples. There is no more improvement being observed from the performance of the diagnosis model at Stage IV either.

2) Qualitative Generated Results Analysis: Our main target is to introduce additional transferred UWF fundus images to the existing UWF training images, so the most important issue is whether the lesions and their pathology features can be fully retained. Fig. 6 - (a) shows the original image (with the 512 × 512 pixel input size) and its transferred UWF fundus images generated during various training epochs. As seen from the second column of the figure, the global styling feature and components, including the relative position of the optic disc, macula, and blood vessels, are fully transferable at only the 10th training epoch. However, small lesions, such as hemorrhages and exudates, only start to appear at the 70th training epoch. However, after 100 epochs, the model tends to overfit the global features, and the fine-grained lesion features from the source domain images disappear, which means that the majority of the generated images are negative (normal) samples. Based on overall observations, we find that early-stopping GAN training is necessary to preserve the key lesion features from the source domain image.

Fig. 7 shows the generated cases when the input size is 850 × 850 pixels. The generated images from the 850 × 850 pixel input images retained more details of the key lesion features than those from the 512 × 512 pixel input images. However, we observed a distorted optic disc shape, duplicated optic discs and interrupted blood vessels. The reason behind all these artifacts may be because the lesion features exceed the range of the perception field of the network.

To conclude, small input images tend to maintain the global features from the source images but lose fine-grained details. Large input images are able to keep key lesion features but unavoidably generate additional noise. In the following sections, we will conduct an analysis of how the quality of the generated results can affect the performance of the recognition models [63] in the classification, detection and segmentation tasks.
C. Classification Task

1) Experimental Settings: We use a 50-layer residual neural network (ResNet-50) [64] as our classification network backbone with pretrained weights from ImageNet. We apply Adam to optimize the model. Before feeding the images to our backbone with pretrained weights from ImageNet, we perform extensive data augmentation. We apply the 50-layer residual network (ResNet-50) [64] as our classification network.

When combining the transferred source domain data with pseudo-labels, the average accuracy dropped dramatically from 68.28% to 58.59%. It is noted that a high accuracy is achieved for the normal category due to many negative samples being generated because lesion features are lost from the source images. Although the quality of the generated samples is still not plausible from the real UWF images, using the generated samples with pseudo-labels can improve the performance of the classification model beyond both the fine-tuning and mixed-training techniques.

The third part of Table II shows the CycleGAN results with the 850 × 850 pixel input images. We can observe that with a similar setting, the model trained with large images achieves an accuracy improvement from 68.28% to 70.57%. In the second row (PL*), we extend our setting by using an average accuracy of only 34.65% although DR-r has more samples for training, which indicates that there is a huge domain gap between two domains. It is noted that the models perform best on the NPDRIII images, which indicates that the regular and UWF fundus images have greater similarity in terms of NPDRIII.

However, the overall huge gap between two domains still exists. We then fine-tune the pretrained regular fundus model on the UWF fundus images, but the results are still unsatisfactory, with an average accuracy of 40.09%. The last row demonstrates that the performance improvements of directly mixing two domains are marginal on NPDRII and NPDRIII. The above results demonstrate that representation being learned from the regular fundus images cannot be easily generalized to the DR clarification task for UWF images even with similar pathology categories.

The second part of Table II presents the evaluation results of the classification model after training using generated samples. When combining the transferred source domain data with pseudo-labels, the model can achieve an average accuracy of 68.28%. However, when applying the ground-truth (GT) labels for the generated samples instead of the pseudo-labels, the average accuracy dropped dramatically from 68.28% to 58.59%. It is noted that a high accuracy is achieved for the normal category due to many negative samples being generated because lesion features are lost from the source images. Although the quality of the generated samples is still not plausible from the real UWF images, using the generated samples with pseudo-labels can improve the performance of the classification model beyond both the fine-tuning and mixed-training techniques.

The second part of Table II presents the evaluation results of the classification model after training using generated samples. When combining the transferred source domain data with pseudo-labels, the model can achieve an average accuracy of 68.28%. However, when applying the ground-truth (GT) labels for the generated samples instead of the pseudo-labels,
model is the baseline without adding any generated samples. This trend can be regarded as the distribution of the number of generated samples in different categories under different epochs. For example, in the first dozen epochs, CycleGAN only learns the general fundus style but not the lesion features. Therefore, a majority of samples are normal and NPDRI, so the classification accuracy for these two levels is high. As CycleGAN training progresses, the generated samples become diversified, and the performance for each category has been improved.

### Table III

| Source Data | Acc. |
|-------------|------|
| -           | 58.59 |
| DR          | 71.90 |
| 3-L         | 67.67 |
| Tess.       | 62.43 |
| Random Mix  | 64.77 |

| Table IV | Tolerance to Incorrect Labels |
|----------|-------------------------------|
| Model Name (Acc.) | Acc. |
| UWF (58.59%) | 58.59 |
| Fixed Tuning (40.49%) | 66.96 |
| Regular* (34.65%) | 64.01 |
| Random Label | 65.89 |

### Table V

| Comparative Study Results, Input size: 512 x 512. |
|-----------------------------------------------|
| **One-stage Adversarial Domain Adaptation** |
| Methods | backbone | source size | mAcc. |
|----------|----------|-------------|-------|
| Baseline | ResNet-50 | - | 512 | 58.59 (± 2.11) |
| IDDA [65] | ResNet-50 | ✓ | 512 | 50.65 (± 6.73) |
| DADA [66] | ResNet-152 | ✓ | 512 | 46.22 (± 7.47) |
| DM-ADA [67] | ResNet-101 | ✓ | 512 | 38.55 (± 5.34) |

| **Two-stage Adversarial Domain Adaptation** |
| Methods | backbone | source size | mAcc. |
|----------|----------|-------------|-------|
| Baseline | ResNet-50 | - | 512 | 58.59 (± 2.11) |
| DCGAN [68] | - | × | 512 | 39.28 (± 7.13) |
| SinGAN [37] | - | × | 512 | 59.16 (± 1.98) |
| CycleGAN [26] | - | ✓ | 512 | 60.23 (± 6.32) |
| Ours | - | ✓ | 512 | 68.28 (± 4.69) |

3) **Extra Categories from the Source Data:** We further extend our experiment to a real scene where the fundus images in the source domain dataset contain different diseases from the UWF fundus images in the target domain dataset. Therefore, we set two more datasets as our source training data for domain adaptation and tests on the DR classification task: 3 Lesions and Tessellated. The results are shown in Table III.

The first row shows the baseline. The second row illustrates the best results achieved with the DR dataset as the source domain dataset. Random Mix denotes that we randomly select 50% of the images from the 3 Lesions and Tessellated datasets and mix them. The results indicate that additional categories from the source image after transferring can also improve the baseline model. The 3 Lesions dataset has a large overlap with the DR dataset in terms of lesions such as hemorrhages and exudates, where Tessellated is less relevant than the 3 Lesions dataset.

4) **Tolerance to Incorrect Labels:** Furthermore, we study the ability of the proposed method to tolerate incorrect labels on the generated samples. We refer to the baseline model used to generate the pseudo-labels as the **inference model**. Because the inference model trained with limited existing UWF samples has poor performance, the majority of pseudo-label predictions are incorrect. Although we apply some common techniques used in SSL [48]–[51] such as threshold setting, consistency regularization and unlabeled loss modules to help extract information from unlabeled data, the poor performance of the inference model in generating pseudo-labels is still a concern. To evaluate the ability our approach to tolerate incorrect labels, we use the Regular* and Fixed Tuning models from Table II as the inference models to generate error-prone pseudo-labels for the generated target samples. The overall results are shown in Table IV and Fig. 9, where the first column of the table denotes the accuracy of the inference model, which reflects the pseudo-label quality. We also apply randomly generated labels as another baseline. The results indicate that even though there are many incorrect predictions using the pseudo-label-based model, the performance can still be improved. Without any specific hyperparameter adjustment, we find that all the models outperform the baseline model. We believe that there are two reasons that can explain these results. The first reason concerns the characteristics of the task itself. Unlike other natural image classification tasks, the disease-grading tasks show a clear correlation and progressive relationship between each category; that is, the severity is often determined by the number of lesions. Therefore, disease-grading tasks are more tolerant to incorrectly predicted labels than traditional classification tasks. Furthermore, a properly designed unsupervised regulation term can help the model slowly adapt the signal of unlabeled data rather than quickly converge to a local optimal point directed by the label. Further analysis of the consistency regularization term for its considerable resistance to incorrect labels is found in [48].

5) **Comparative Study:** For the first time, we propose to leverage the regular fundus images for training UWF fundus diagnosis model. There is no domain adaptation study and benchmark for regular fundus and UWF fundus before. Hence, we evaluate the effectiveness of some state-of-the-art adversarial domain adaptation methods on our target task. We define two kinds of adversarial domain adaptation methods as follows:

1) **One-stage adversarial domain adaptation** is the end-to-end domain adaptation. This kind of method does not care about whether the output (mapped to the target domain) of the encoder network is close to the real target domain. That is to say, the intermediate information of adversarial domain adaptation may be difficult to understand by humans. The quality of the mapping between the two domains is completely judged by the evaluation results on target task.

2) **Two-stage adversarial domain adaptation** focuses on image-to-image translation between the source domain and target domain, which aims to **generate more target**
domain samples to help training. The advantage of this approach is that the process of domain adaptation and synthesized results are easy to understand. Obviously, our proposed framework is a two-stage domain adaptation approach.

We followed the official experimental settings and evaluated those methods on our datasets. All results are reported in Table V.

For one-stage adversarial domain adaptation methods, we pre-train the classification model on existing labeled target samples. Source denotes that whether the method requires source domain images. The results of one-stage indicate that some state-of-the-art methods are difficult to be adapted to fundus images, which only obtains 50.65% mean accuracy. This may be due to the limited fitting ability of encoder for a larger input size or more complex spatial information. In some studies, one-stage methods can be well adapted to more complex scenarios in segmentation task [69], which is benefited from its richer information from pixel-wise annotation.

For two-stage adversarial domain adaptation methods, we only change the adversarial backbone in the domain adaptation stage and keep other experimental settings unchanged. We generate the same amount of target samples for the joint training in the Stage IV. The quality of the generated target images from DCGAN [68] is poor and only obtains 39.28% mean accuracy. SinGAN [37] uses only one target domain image for training and the training speed is slow, and the diversity of the generated samples is also very restricted. CycleGAN [26] without consistency regularization term performs better than baseline but the improvements are still limited.

In general, we further evaluate the performance of some adversarial domain adaptation approaches on DR classification problem and prove that the existing methods are difficult to be adapted to bridging the domain gap between the regular fundus and UWF fundus, and our proposed method can well address this challenge.

6) Ablation Study: We carry out an extensive ablation study in Table VI to shows the effect of removing or adding components for the classification task. Specially, we measure the effect of:

- Only adding the source images without domain adaptation. There is a marginal improvement from 58.99% to 59.47%.
- Leveraging non-modified CycleGAN ($K = 1$) for domain adaptation. The performance of the model increases from 59.47% to 62.23%.
- Training several CycleGAN generators ($K = 3$) w/o or w/ CR term for more target images generation.
- Using a threshold for samples selection. The global denotes using an uniform threshold value and individual denotes different threshold values for each sub-class.
- Using a newly designed loss for extracting information from labeled and unlabeled samples respectively.
- Using the cross-task dataset (e.g., 3-L) as source domain dataset for domain adaptation. For out-of-category source data, the model can still benefit from our proposed methods (60.02% to 67.67%).

The ablation study results provide more and direct insights into what makes our proposed method performant.

D. Detection & Segmentation Tasks

Using regular fundus models to directly detect lesions and segment tessellations on UWF fundus images can achieve better results than in the classification tasks, but there will be some false positive cases. For example, in the detection task, the macula will be wrongly detected as hemorrhages; fluorescent spots near the edge of the UWF fundus can also be mistakenly detected as exudates. In the segmentation task, as Fig. 10 (a) shows, some normal samples will be detected as slightly tessellated fundus, where Fig. 10 (b) shows that the intersection of eyelashes and fundus will also be wrongly segmented as a tessellated area; however, eyelashes cannot be removed in our preprocessing work. Hence, our main goal is to reduce the number of false positives without losing the ability to detect lesions with high recall.

1) Detection Task: In this work, we use YOLOv3 [70] as our detection network. All the images are resized to 850 × 850 pixels. We set the nonmaximum suppression (NMS) and

| No. | Source | CR | $K$ | threshold | Separation | Accuracy |
|-----|--------|----|-----|-----------|------------|----------|
| 1   | -      | -  | -   | -         | 58.59 (± 2.11) |
| 2   | DR     | ×  | -   | -         | 59.47 (± 1.01) |
| 3   | DR     | ×  | 1   | ×         | 62.23 (± 3.34) |
| 4   | DR     | ×  | 3   | ×         | 60.73 (± 4.21) |
| 5   | DR     | √  | 3   | ×         | 64.27 (± 5.87) |
| 6   | DR     | √  | 3   | (uniform) | 66.69 (± 3.21) |
| 7   | DR     | √  | 3   |           | 67.01 (± 5.22) |
| 8   | DR     | √  | 3   | (uniform) | 70.57 (± 1.99) |
| 9   | DR     | √  | 3   | (individual) | 71.90 (± 0.90) |
| 10  | 3-L    | ×  | 1   | (uniform) | 60.02 (± 2.06) |
| 11  | 3-L    | √  | 3   | (individual) | 67.67 (± 1.99) |

Table VI: Ablation study results. Input size: 850 × 850.
An extra number of positive training samples can significantly improve the performance of the model, especially when we set a relatively high threshold for the pseudo-labels. However, the results show that the problem of a large number of false positives is not solved since the precision is still low. When applying the same method when adding the generated image (confidence threshold of 0.32), the precision was significantly improved from 32.02% to 52.11% in terms of the number of images. We find that as a nongeneral feature, artifacts hardly exist in the first 90% of the epochs. In addition, the majority of generated images are used as normal samples after the threshold is set, which will reduce the recall. Although in the detection of the lesions, we usually expect the recall to be as high as possible since we do not want to misreport any potential risk to patients, we also do not want the model to always incorrectly assume a normal sample as a disease or even a serious disease. Our methods achieved 21.63 and 20.13 percentage point improvements on the average precision and F1 score, respectively, and the high generalization ability of our method in the detection task is proven.

Fig. 11 shows the visualization of detection task results. The original column indicates that a lot of false-positive objects are detected on the artifacts and macular is detected as haemorrhage. In some easy cases (the first row), the false detection on these non-fundus parts can be removed after preprocessing. However, there are still some hard cases of artifacts that cannot be removed by preprocessing (the second row). Our method reduces most false-positive results by adding generated samples and improves the detection performance of the model. Although some lesions are distributed around the edge of the fundus, which is out of the imaging range by regular fundus imaging, our proposed method can still detect these lesions with generated target images.

2) Segmentation Task: For the segmentation network architectures, we use U-Net [57] with a ResNet50 [64] backbone. All the images are resized to 512 × 512 pixels. We use the Adadelta optimizer [61] to update the parameters of U-Net. The hyperparameters are set as follows: lr=1.0, rho=0.95, epsilon=None, and decay=0.

Different from traditional segmentation tasks, which aim to achieve excellent pixel-level image classification, our target is to correctly grade the level of tessellated fundus according to the density of the tessellated area predicted by the segmentator. Therefore, we use the tessellation-level-grading accuracy as our evaluation metric instead of some traditional segmentation metrics, such as the Dice score.

Similar to the classification and detection tasks, we apply pseudo-labeling to the generated UWF samples. Apart from the baseline model for tessellated fundus segmentation, we train an auxiliary classification model\(^2\) to weakly predict the level of the tessellated area to filter out false-positive samples. By increasing the proportion of normal samples (both generated and real) in the training samples and by fine-tuning the pretrained regular fundus model, we can greatly reduce the false-positive rate without sacrificing the recognition accuracy of other subcategories of the tessellated fundus, e.g., a normal

---

\(^2\)See our appendix for more details.
Fig. 11. The results of the detection task. (red box: haemorrhage; green box: hard exudates; yellow box: soft exudates.) The first column - Original denotes that some artifacts can be easily detected as lesions without preprocessing. After preprocessed, there are still some false-positive cases. The third column shows that our proposed method can well reduce the false-positive cases without losing too much precision.

Fundus segmented as Level-1. For the existing real normal target samples, we build a corresponding annotation map with all “0” to help adding them to the training set. As for generated samples, when the tessellated areas are under 5% of the whole fundus, we replaced the annotation map by all “0” to help reduce the false-positive.

We evaluate the performance of the segmentation model according to whether the predictions of the density of the tessellated areas match the level. We show the confusion matrix results in Fig. 12. The left subfigure shows the segmented results using the regular fundus model, and the right part shows the results calibrated by our proposed method. We can observe that our proposed method has increased the average accuracy from 52.27% to 68.18%, and fewer normal samples are mistakenly segmented as Level-1.

In general, we find that for both the detection and segmentation tasks, the performance gap between the source and target domains is not as large as in the classification task. This finding may be due to the stronger and richer semantic information that can be learned by detailed annotations from the detection and segmentation tasks. Therefore, the gap between the two domains can be minimized by adding a small number of generated images to calibrate the model and adapt it to the target domain.

E. Discussion on Consistency Regularization for GANs

[46] proposed to add consistency regularization for GANs, which aims to enforce the discriminator to be unchanged by arbitrary semantic-preserving perturbations and to focus more on semantic and structural changes between real and fake data, and the discriminator is optimized in this work. In our proposed methods, we first use the classification model as the discriminator to build a constraint for CycleGAN training and help optimize the generator. The benefits from consistency regularization of our training are mainly summarized as the following:

1) MixMatch [50] uses consistency regularization for data augmentation on unlabelled data. This step is considered to help extract the information from unlabelled samples. In our work, the unlabelled data is generated by CycleGAN instead of real UWF fundus images. Hence, we propose to train more generators with consistency regularization term to achieve the same efficacy as these performing data augmentation.

2) Rethinking towards cross-class/task samples training: Assuming that the source domain images are from...
out-of-distribution classes (open-class), it is unknown and uncontrollable what the generated results are. We propose to use the additional classification model with adding consistency regularization item as inference, so more additional knowledge is introduced to help train the generators in the form of knowledge distillation [71].

In Fig. 13, we give the visualization results of generated samples from the 300th epoch with cross-task datasets. The source domain is the Dataset-DR. Green box and red box denote hard exudates and hemorrhages, respectively. The first row shows results trained without consistency regularization term while the second row has it. It shows that with consistency regularization term, the generated results of the newly trained generator are closer to the target domain in the semantic feature space, although the source dataset does not contain related semantic annotation. Consistency regularization is believed to enforce the CycleGAN model to focus on important features and further regulate the quality and diversity of generated images.

VI. CONCLUSION

In this paper, for the first time, we propose leveraging regular fundus images to help in training UWF fundus diagnosis models with limited UWF datasets on different tasks. We use a CycleGAN model with a consistency regularization term to transform regular fundus images to UWF fundus images. The pseudo-labeling technique is applied to introduce additional UWF images to the original training dataset. Our approach has been proven robust in multiple tasks, such as classification, detection and segmentation of UWF fundus images for diagnosis. Our work not only brings new ideas to the computer-aided diagnosis of UWF fundus but also presents an innovative methodology that enables annotation-efficient deep learning for cross-domain medical images.
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