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Abstract
Theoretical/computational description of excited state molecular dynamics is nowadays a crucial tool for understanding light-matter interactions in many materials. Here we present an open-source Python-based nonadiabatic molecular dynamics program package, namely PyUNIxMD, to deal with mixed quantum-classical dynamics for correlated electron-nuclear propagation. The PyUNIxMD provides many interfaces for quantum chemical calculation methods with commercial and noncommercial ab initio and semiempirical quantum chemistry programs. In addition, the PyUNIxMD offers many nonadiabatic molecular dynamics algorithms such as fewest-switch surface hopping and its derivatives as well as decoherence-induced surface hopping based on the exact factorization (DISH-XF) and coupled-trajectory mixed quantum-classical dynamics (CTMQC) for general purposes. Detailed structures and flows of PyUNIxMD are explained for the further implementations by developers. We perform a nonadiabatic molecular dynamics simulation for a molecular motor system as a simple demonstration.
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1 | INTRODUCTION

Nonadiabatic molecular dynamics (NAMD) is a theoretical/computational tool to describe excited state phenomena such as a photosynthesis,1–4 photovoltaics,5–8 vision process,9–14 and photochemical reactions.15–19 Especially, understanding molecular mechanisms in photosynthesis and photovoltaics is crucial for the development of future technology toward sustainable energy. One of the most popular concepts for NAMD simulation is the mixed quantum-classical (MQC) approach which treats electronic degrees of freedom quantum mechanically while nuclear degrees of freedom are governed by the classical Newtonian equation of motion.20 The most standard nonadiabatic MQC methods are ab initio multiple spawning (AIMS),21,22 Ehrenfest dynamics,23 and Tully’s fewest switches surface hopping (FSSH).24 In particular, FSSH and Ehrenfest dynamics are by far the most popular algorithms due to their efficiency and simplicity. Moreover, these methods can be implemented readily into modern quantum chemistry and physics program packages.

Due to the importance of NAMD simulations, lots of program packages for NAMD have been developed.25–31 Furthermore, there are many quantum mechanical (QM) programs that provide NAMD functionalities.32–37 Among them, SHARC25 and Newton-X26 are the...
most dominant programs based on the FSSH algorithm and its derivatives. They provide multiple interfaces to QM programs and NAMD capabilities such as spin-orbit/laser couplings, absorption/emission spectra, and QM/MM simulations. Most of the NAMD programs are written in legacy programming languages such as C/C++ and Fortran due to the efficiency and the richness of scientific libraries. Nowadays, Python becomes the most popular language due to its simplicity, and lots of scientific libraries and environments are optimized for Python. Furthermore, since Python is suitable for object-oriented programming, modularization can be done directly.

From the perspective of chemical theory, FSSH and Ehrenfest dynamics have an important limitation, the so-called overcoherence problem, which is an intrinsic problem due to the independent trajectory approximation. Ehrenfest dynamics propagates a classical nuclear trajectory on an averaged potential energy surface while the electronic state is evolved by electronic time-dependent Schrödinger equation (TDSE) along the classical nuclear trajectory. The incorrect account for the electron-nuclear correlation results in the overestimation of electronic coherence along the classical trajectory, that is, finite off-diagonal elements in electronic density matrix, and independent nuclear trajectories do not bifurcate in phase space. On the other hand, FSSH uses a single Born-Oppenheimer (BO) potential energy surface in a stochastic way to reproduce the nuclear wave packet splitting properly. However, off-diagonal elements in electronic density matrix are finite since FSSH exploits the Ehrenfest electronic equation of motion. Thus, the separated nuclear wave packets are still in coherent, that is, the electronic density matrix as a function of nuclear degrees of freedom is not captured correctly, resulting in an overestimation of nuclear coherence. Thus, many derivatives of FSSH have been developed so far to account for the correct electron-nuclear correlation for quantum (de)coherence.

Recently, based on the exact factorization framework, the coupled-trajectory MQC (CTMQC) algorithm has been developed to account for quantum (de)coherence. Subsequently, decoherence-induced surface hopping based on the exact factorization (DISH-XP) has been developed for efficiency. Compared to Ehrenfest dynamics and FSSH, the methods for quantum (de)coherence attempt to describe the nuclear nonadiabatic couplings, that is, derivative coupling among nuclear wave functions, effectively in addition to electronic nonadiabatic couplings, that is, derivative couplings among electronic states. So far NAMD programs with DISH-XP and ChtmQC for the general purpose have not been published yet.

In this article, we introduce a new open-source program package for NAMD simulations, namely PyUNlxMD, a Python-based universal excited state molecular dynamics which is aiming for easy-to-use, versatile MQC dynamics simulations including ChtmQC and DISH-XP algorithms with interfaces for multiple QM programs. PyUNlxMD is mainly written in Python, with minimal interfaces to C codes via Cython for a time-consuming electronic propagation part. Since the codes are well-modularized as classes, it is straightforward to add other MQC algorithms or QM interfaces.

This article is organized as follows: First, we provide brief introductions for MQC methods implemented in PyUNlxMD. Next, we introduce the structure of PyUNlxMD package, a role of each class, and a workflow of an MQC simulation with PyUNlxMD. Finally, we show an actual NAMD simulation result with a molecular motor system as an example, and we summarize our work.

## 2 | METHODOLOGY

### 2.1 | Available mixed quantum-classical methods

The PyUNlxMD package employs multiple MQC approaches for correlated electron-nuclear dynamics simulation. In addition to Born-Oppenheimer molecular dynamics (BOMD), Ehrenfest dynamics, and FSSH with the decoherence corrections such as the instantaneous decoherence correction (IDC) and the energy-based decoherence correction (EDC) are implemented in the current version of PyUNlxMD. Especially, ChtmQC and DISH-XP algorithms are included. In this section, we briefly review MQC methods implemented in PyUNlxMD.

#### 2.1.1 | Ehrenfest dynamics

In the Ehrenfest dynamics, nuclei move according to the gradient of the mean potential while electrons propagate using the TDSE along the classical nuclear trajectory, \[ \mathbf{R}(t) = \{ \mathbf{R}_\nu(t) \} \] where \( \nu \) represents a nuclear index. The equations of motions are further simplified by expanding the electronic wave function \( \Phi(t) \) with Born-Oppenheimer (BO) basis functions, \( \Phi_\nu \left( r, \mathbf{R}(t) \right) \), that is, \( \Phi(t) = \sum_\nu \phi_\nu(t) \Phi_\nu \left( r, \mathbf{R}(t) \right) \) where \( \phi_\nu \) is the \( \nu \) th eigenfunction of the BO Hamiltonian with the corresponding eigenvalue \( E_\nu \) and \( r \) is the electronic degrees of freedom. As a result, the coupled motion of nuclei and electrons in the Ehrenfest dynamics is described by the following equations:

\[
M_\nu \dot{\mathbf{R}}_\nu(t) = - \sum_k \partial^2_{\mathbf{R}_\nu} \Phi_\nu \left( r, \mathbf{R}(t) \right) \left( \mathbf{E}_\nu - E_\nu \right) \mathbf{d}_{\nu,k} \tag{1}
\]

\[
\dot{\phi}_\nu(t) = \frac{i}{\hbar} \left[ E_\nu \phi_\nu(t) - \sum_j \mathbf{d}_{\nu,j} \cdot \dot{\mathbf{R}}_\nu(t) \phi_\nu(t) \right] \tag{2}
\]

where \( M_\nu \) is the mass of \( \nu \) th nucleus, \( \mathbf{d}_{\nu,k} \) is the nonadiabatic coupling vectors (NACVs) as \( \mathbf{d}_{\nu,k} = \int \partial^2_{\mathbf{R}_\nu} \Phi_\nu \left( r, \mathbf{R}(t) \right) \mathbf{R}_\nu(t) \) and \( \mathbf{R}_\nu(t) \) are the nuclear velocity and acceleration for the \( \nu \) th nucleus, respectively. According to Equation (1), Ehrenfest dynamics requires NACVs intrinsically. Thus, Ehrenfest dynamics is only available with QM methods which can provide NACVs in PyUNlxMD. Equation (2) produces a coherent electronic state in presence of nonzero NACVs. Thus, an independent classical trajectory follows the mean-field potential according to Equation (1) preserving the coherent state even after the coupling region, which results in the overestimation of electronic coherence.
2.1.2 Fewest switches surface hopping dynamics and decoherence corrections

While nuclei follow the averaged potential in Ehrenfest dynamics, nuclei in FSSH algorithm follow a single potential energy surface stochastically to describe nuclear branching phenomena after a nonadiabatic coupling region. While the electronic equation of motion is same as in the Ehrenfest dynamics (Equation (2)), nuclei propagate on a single potential energy surface of a given BO state \( |E_i\rangle \), that is,

\[ M_i \dot{R}_i(t) = -\nabla_i E_i(t) \]  \hspace{1cm} (3)

where \( l \) is a “running” state for the given trajectory. The nuclear trajectory can choose the running state at any time depending on hopping probabilities where the hopping probability from \( l \) to another state \( k \) at time \( t \) with a time interval \( \Delta t \) is given as:

\[ P_{l \rightarrow k}(t) = \max \left\{ \frac{2 \text{Re} \left[ \rho_k(t) \sum_{\nu} \sigma_{\nu} \cdot \dot{R}_\nu(t) \right] \Delta t}{\rho_k(t)}, 0 \right\}, \]  \hspace{1cm} (4)

with an electron density matrix element \( \rho_k(t) = c_k^* c_l(t) \). At every step time, a uniform random number \( \xi \) ranging from 0 to 1 is generated. Only if \( \xi \) satisfies the condition, \( \sum_{\nu \neq \xi} P_{l \rightarrow k} \) the hop from \( l \) to \( k \) can occur. When a hop \((l \rightarrow k) \) occurs during FSSH simulation, we rescale the momentum or velocity of the nuclear trajectory to compensate a sudden change of potential energy for energy conservation, that is, \( \sum_{\nu = 1}^{\nu - 1} \frac{1}{2} M_l |\dot{R}_l(t)\rangle^2 = E_l(t) = \sum_{\nu = 1}^{\nu - 1} \frac{1}{2} M_l |\dot{R}_l(t)\rangle^2 + E_l(t) \). Various rescaling methods have been proposed to achieve the energy conservation.56 In PyUNIxMD, three rescaling methods are implemented: (a) momentum rescaling along the NACV as \( M_i \dot{R}_i(t) = M_i \dot{R}_i(t) + a \sigma_{l\nu} \), where \( a \) is the solution with a smaller absolute value of the equation \( \alpha^2 \sum_{\nu} \frac{\sigma_{\nu}^2}{M_L} + a \sigma_{l\nu} 2R \cdot \sigma_{l\nu} + \frac{1}{2} (E_k(t) - E_l(t)) = 0 \). (b) an isotropic rescaling of all atomic velocities as \( \dot{R}_i(t) = \alpha \dot{R}_i(t) \) with \( \alpha = \sqrt{1 - \frac{\hbar^2}{4mE_l}} \). (c) the combination of (a) and (b) where (a) has priority over (b). If we cannot determine a suitable \( \alpha \), the hop is rejected. In this case, the momentum can be either unchanged or reversed to the direction specified for the rescaling option above. Although the Equations (2) and (4) require NACVs, the calculation of the NACVs, which is computationally expensive, can be avoided by direct numerical evaluation of nonadiabatic coupling matrix elements (NACMels), \( \sigma_{l\nu} = \sum_{\nu} \sigma_{l\nu} \cdot \dot{R}_\nu \). Therefore, in contrast to the Ehrenfest dynamics, it is possible for FSSH to run NAMD simulations without NACVs. However, in this case, only the option (b) is available for the rescaling since \( \sigma_{l\nu} \)'s are not calculated. In addition, due to the stochastic nature of FSSH, multiple NAMD simulations should be performed with a suitable initial distribution of nuclear trajectories from Boltzmann sampling and Wigner sampling to obtain statistically meaningful results.

As mentioned earlier, FSSH suffers from the well-known over-coherence problem.38 Many decoherence correction methods have been developed to solve the overcoherence problem. PyUNIxMD provides IDC, EDC, and DISH-XF. Here we preserve DISH-XF for the latter section, and we discuss IDC and EDC approaches first. The IDC approach is the simplest decoherence correction scheme which resets the BO coefficient to 1 for the running state and 0 for the other states whenever the running state is changed or a hop is rejected. In the EDC method, instead of instantaneous collapse of the electronic wavefunction to the running state, exponential decay of the coherence is introduced via a decay-of-mixing lifetime based on BO energies, \( E_i \), and a pre-determined parameter, \( C \). The BO coefficients, \( c_t \), are scaled as \( c_j(t) \) by:

\[ c_j(t) \begin{cases} c_k(t) e^{-\Delta t/\tau_j} & \text{if } k \neq l \\ c_k(t) \frac{1 - \sum_{\nu} |c_\nu(t)|^2 \Delta t}{|c_j(t)|^2} & \text{if } k = l \end{cases} \]  \hspace{1cm} (5)

with the running state \( l \) and the decoherence time, \( \tau_j \), is given by,

\[ \tau_j(t) = \frac{\hbar}{|E_l(t) - E_j(t)|} \left( 1 + \frac{C}{E_{kin}(t)} \right). \]  \hspace{1cm} (6)

Here, \( E_{kin} \) is the nuclear kinetic energy and \( C \) is a constant parameter. In PyUNIxMD, we choose \( C \) as 0.1 Hartree by default.42 Thus, IDC and EDC are rather an artificial correction for decoherence.

2.1.3 Coupled-trajectory mixed quantum-classical dynamics

Based on the exact factorization, one can derive the coupled equations of motion for correlated electron-nuclear dynamics where the coupling is mediated by the so-called electron-nuclear correlation term.49,50 Systematic approximations provide a MQC approach with coupled nuclear trajectories, namely the CTMQC method.51–55 Here we provide working equations for CTMQC approach simply while the detailed derivations and theoretical explanations can be found in the original references.51–53

The coupled nuclear and electronic equations of motion are given as

\[ M_i \ddot{R}_i(t) = -\sum_{k} \rho_k(t) \nabla_k E_k - \sum_{k,l} \rho_k(t) (E_k - E_l) \sigma_{l\nu} \]  \hspace{1cm} (7)

and

\[ \dot{c}_l(t) = -\frac{i}{\hbar} [E_l c_l(t) - \sum_{\nu} \sigma_{l\nu} c_l(t)] + \sum_{\nu} \frac{P_{\nu}(t)}{\hbar M_{\nu}} \left[ \sum_{k} \rho_k(t) f_{\nu\nu}(t) - f_{l\nu}(t) \right] c_l(t), \]  \hspace{1cm} (8)

respectively, where \( P_{\nu}(t) = \frac{\langle \nu \mid \hat{R}_\nu(t) \mid \nu \rangle}{\langle \nu \mid \hat{R}_\nu(t) \rangle} \) is the so-called nuclear quantum momentum with a nuclear wave function \( \nu(t) \) and \( f_{\nu\nu}(t) \)
is a phase term from the BO coefficient. Compared to Ehrenfest dynamics (Equations (1) and (2)), Equations (7) and (8) have additional terms with the quantum momentum \( P_n \). In the extreme case where the nuclear wave function is localized in a space as a delta function, the nuclear quantum momentum becomes zero, thus CTMQC equations collapse to the Ehrenfest dynamics. In CTMQC algorithm, we approximate \( P_n \) from multiple trajectories by putting a multi-dimensional Gaussian on each trajectory where the variance of each Gaussian is determined from the variance of the atomic positions of the overall trajectories. Thus, all nuclear trajectories are coupled to each other to determine the quantum momentum. In addition, the phase term \( f_{\nu}(t) \) is approximated as the time integration of BO forces as \( f_{\nu}(t) = \int_0^t \nabla_i E_i(t')dt' \). As a result of the additional terms, electronic populations can change in the absence of nonadiabatic couplings which can describe decoherence of the electronic state. Since CTMQC method requires multiple trajectories running at the same time and the evaluation of BO force for all BO states, CTMQC usually needs a larger computational cost compared to independent trajectory approaches as FSSH and Ehrenfest. Moreover, the stability of QM calculations is of paramount importance. Therefore, CTMQC can be more useful when QM calculations are coupled to machine learning approaches.\(^{46}\) The CTMQC method has successfully described the decoherence effects on excited state molecular dynamics simulations on various model systems and real molecules.\(^{51–55,61}\)

### 2.1.4 Decoherence-induced surface hopping based on exact factorization

The DISH-XF method complements the weakness of CTMQC method while maintaining its strength. The equations of motion for DISH-XF method consist of electronic part of CTMQC (Equation 8) and nuclear part of FSSH (Equation 3), thus DISH-XF is another derivative of FSSH with the decoherence correction. The quantum momentum \( P_n \) in Equation (8) is evaluated from the auxiliary trajectories. There are several algorithms which exploit auxiliary trajectories such as augmented FSSH (A-FSSH)\(^ {46} \) and overlap-based decoherence correction (ODC)\(^ {43} \). The ODC method estimates the decoherence by calculating nuclear wavefunction overlaps from auxiliary trajectories and renormalizes BO coefficients whenever the overlap becomes zero. The A-FSSH stochastically collapses the electronic state to the running state using decoherence rate calculated from auxiliary trajectories. In contrast to the above methods, DISH-XF does not require discontinuous renormalization of BO coefficients and the decoherence effect is included directly in the electronic equation of motion derived from the exact factorization formalism.

We generate auxiliary trajectories on BO states with nonzero population except the running state. The momenta of the auxiliary trajectories are calculated with uniform scaling of the real trajectory based on the energy conservation law. Similar to CTMQC, a multi-dimensional frozen Gaussian wave function centered at each auxiliary trajectory is used to calculate the quantum momentum term. However, in DISH-XF, the variances of the Gaussian are fixed as an initial parameter. A reasonable choice would be the variance of the initial distribution. The phase term \( f_{\nu} \) is approximated as a time integration of the momenta change of auxiliary trajectories on the BO state. The detailed equations and explanations can be found in the literature.\(^ {48} \) Therefore, DISH-XF is an independent trajectory approach, and we can preserve the efficiency of FSSH algorithm. Compared to the conventional FSSH, DISH-XF requires a few additional memories for decoherence quantities which can be calculated from the information for FSSH simulations straightforwardly. Thus, the electrons and nuclei can be propagated using DISH-XF method with almost same cost as the FSSH method.

In contrast to the fact that the previous ad-hoc corrections rather artificially force the wave-function to collapse into a running state, CTMQC and DISH-XF naturally introduce the decoherence and provide the norm conservation of the electronic wave function as a result of the electron-nuclear correlation. The DISH-XF method has been successfully applied to the excited state molecular dynamics simulations on various models and molecular systems.\(^ {18,48,62–65} \)

### 2.2 PyUNixMD package

In this section, we introduce the code structure and flow of the PyUNixMD package. Then, we explain main components of PyUNixMD package for MQC dynamics simulation. Finally, we explain post-processing scripts for analysis of MQC simulations included in the PyUNixMD package. The names used in PyUNixMD for classes, objects, methods, files, and variables are represented in italic font. In addition, we use the name of an object related to a class as same as the name of the class. PyUNixMD is distributed via GitHub repository (https://github.com/skmin-lab/unixmd) under the MIT license.

#### 2.2.1 Structure and flow

The PyUNixMD package consists of three main classes: Molecule, QM_calculator and MQC classes. Molecule defines a target system. QM_calculator interfaces several QM programs and methodologies to calculate the electronic structures. MQC has information about molecular dynamics. Detailed contents about each class will be discussed in the following sections. In addition, MM_calculator handles QM/MM calculation and Thermostat controls temperature of a target system.

Figure 1 shows the flow of the dynamics to execute PyUNixMD and the corresponding running script. The flow is summarized as follows: (a) Define information for a target system in the Molecule object. (b) Define a QM_calculator object which has the level of computations to calculate the target system. One can also define optional condition such as thermostat. (c) Create a MQC object which includes the dynamics information as well as the previously defined Molecule object. (d) Execute the run method of the MQC object with the defined QM_calculator object. As a result, the information about the target system such as atomic positions, energies and BO populations is updated and written in several output files during time propagation.
Molecule class

The Molecule class contains basic information about the system such as geometries, velocities, charge, and the number of states. Since the Molecule object is used for creating MQC and QM_calculator objects, the Molecule object must be defined prior to other objects. Molecule employs an extended XYZ format to set a geometry and a velocity. Especially, PyUNIxMD handles state-specific information such as energy and force with the State class for each BO state, and Molecule.states objects are declared as the State class. Hence, one can easily access the state-specific information with Molecule.states objects for specific purposes.

MQC class

The MQC class is the central class of PyUNIxMD which defines and runs NAMD simulation. Subclasses of the MQC class determine a MQC dynamics method as BOMD for BOMD, Eh for Ehrenfest dynamics, SH for FSSH and its derivatives, SHXF for DISH-XF and CT for CTCQC. As common variables, the subclasses requires a geometry object (molecule), the number of nuclear time steps (ntsteps), a time step size (dt), and the initial electronic state (istate). Of course, each subclass has its own input parameters. For example, one can choose the rescaling method by defining hop_rescale variable for SH and SHXF. For IDC and EDC decoherence corrections, one can define dec_correction as “idc” and “edc”, respectively, in SH.

- run method

After the MQC object is created, the dynamics simulation is executed by calling run method of the MQC object. In order to integrate the equation of motions for the dynamics, the run method requires electronic structure calculation of the molecule at every time step.
Therefore, the run method takes a QM_calculator object that interfaces with the external QM program. If one wants to conduct the dynamics with a thermostat, a Thermostat object must be additionally provided. Detailed description about QM_calculator and Thermostat classes will be given in the following sections.

In the MQC.run method, the following process is repeated until the dynamics reaches the maximum time step (nesteps): (a) The molecular geometry is transferred to the QM_calculator object. (b) QM calculation is executed, and the calculated properties are stored to the Molecule object. (c) Using the properties, the run method updates the atomic positions and the electronic properties according to the selected MQC algorithm. (d) If Thermostat object exists, the velocities are adjusted according to the thermostat. (e) Finally, the run method writes the information about the trajectory. PyUNIxMD writes the following output files during a simulation depending on the type of MQC algorithm: RESTART.bin, MDENERGY, BOPOP, BOCOH, NACME, MOVIE.xyz, SHPROB, and SHSTATE contain dynamics information at the last successful step, energies, BO populations, BO coherence, NACMEs, the nuclear trajectory, hopping probabilities, and the running state, respectively (Figure 2).

Since QM calculations at different time steps are independent, the phases of the wavefunctions and the NACVs are arbitrary. PyUNIxMD aligns the phases of NACVs at every nuclear time step after QM calculations using the dot products of normalized NACVs at $t$ and $t - dt$, that is, $d_{\nu k}(t) \rightarrow d_{\nu k}(t)$ if $\frac{\sum d_{\nu k}(t) d_{\nu k}(t - dt)}{|d_{\nu k}(t)| |d_{nu}(t - dt)|} < 0$.

PyUNIxMD package employs velocity-Verlet algorithm for the nuclear propagation and the 4th order Runge-Kutta scheme (RK4) for the electronic propagation (Equations 2 and 8). Electronic state is more sensitive to the time interval than nuclear motion, therefore, a smaller electronic time step is usually used and propagated with linear interpolation of properties between adjacent nuclear time steps. PyUNIxMD uses the nuclear time step size ($dt$) as 0.5 fs and the number of electronic time steps for each nuclear step (nesteps) as 20 by default, which is obtained from convergence tests with several models and realistic molecular systems. However, simulation results may be different from the choice of nesteps depending on the system. Therefore, the convergence test is required for more rigorous simulations. Especially, a system with extremely localized nonadiabatic coupling regions requires a completely different electronic propagation scheme such as local diabatization with exponential time propagator (E8) which is under development in PyUNIxMD. Since the electronic propagation is computationally expensive, the corresponding codes are written in C and interfaced to the MQC class via Cython.

### QM_calculator class

QM_calculator class provides interfaces to various external (or internal, for simple model calculations) QM programs. PyUNIxMD supports complete active space self-consistent field (CASSCF) in Columbus, multireference configuration interaction (MRCI) in Columbus, time-dependent density-functional theory (TDDFT) in Gaussian, and Q-Chem, state-interaction state-averaged spin-restricted ensemble Kohn-Sham (SSR) in TeraChem, time-dependent density-functional tight-binding (TDDFTB) and density-functional tight-binding based on SSR (DFTB/SSR) in DFTB++. PyUNIxMD has two level subclasses related to QM_calculator: A higher subclass which inherits the QM_calculator class to determine a QM program, and a lower subclass to further choose a specific QM method in the corresponding QM program. For example, an interfacing class for CASSCF calculation using Molpro is CASSCF subclass of Molpro subclass that inherits the QM_calculator class.

Depending on the availability of NACVs calculations, PyUNIxMD supports Ehrenfest and CTMQC dynamics. For example, NACVs can be calculated with CASSCF or SSR method. Thus, all MQC dynamics are possible with these methods. In contrast, the NACVs cannot be provided from TDDFT method except Q-Chem. Instead, the numerical evaluation of NACMEs is supported in PyUNIxMD so that surface hopping based dynamics can be exploited with TDDFT of Gaussian 09 or TDDFTB of DFTB++. The compatibility between MQC dynamics and QM methods in the current version of PyUNIxMD is given in Table 1.

- **get_data method**

In the MQC.run method, the get_data method of the QM_calculator class carries out the QM calculation by executing the QM program with an input based on the information of the Molecule object. After QM calculation, the get_data reads the resulting output data, and assigns the energies, forces and NACVs to Molecule object for the nuclear and electronic propagations. One can easily add new QM interfaces to PyUNIxMD by making subclasses of QM_calculator class with proper get_data method. In addition, get_data provides NACMEs calculations from CIS coefficients ($\phi_i^C$) and Kohn-Sham molecular orbitals ($\phi_i$) for TDDFTB in DFTB+ and TDDFT in Gaussian 09 as$^{59}$.

---

**FIGURE 2** A file tree generated by PyUNIxMD. PyUNIxMD generates directories for MD outputs, logs from QM and MM calculations. The MD outputs vary according to the MQC method. The blue and light green boxes represent directories and files, respectively. The purple boxes distinguish output files that vary according to the MQC method.
where \((i,j), (a,b)\) and \((K,J)\) are indices for occupied orbitals, virtual orbitals, and total electronic states, respectively, and \(P_{ij}\) is a phase factor \((1 \text{ or } -1)^{j-i}\) depending on the orbital ordering convention for slater determinants. The phase freedom of the NACMEs are adjusted during the calculation of wavefunction overlaps between \(t\) and \(t-dt\). Similar to the electronic propagation, Equation (9) is written in C interfaced via Cython due to the scaling with the orbital size (\(\sim N^3\)).

**MM_calculator class**

*MM_calculator* is an optional class of PyUNIxMD that interfaces to the MM programs for QM/MM calculations. Currently only Tinker\(^{73}\) is interfaced with PyUNIxMD. As in the *QM_calculator* object, the *get_data* method runs the external MM calculation by generating an input file based on Molecule object. After the MM calculation, *get_data* assigns the resulting energies and forces to Molecule object. As a summary, one can perform QM/MM-based NAMD simulations by putting the *MM_calculator* object in the MQC.run method after defining the *MM_calculator* object. Other MM programs or detailed QM/MM schemes will be implemented in the future.

**Thermostat class**

A temperature of the system can be controlled by a thermostat during the dynamics. PyUNIxMD provides three types of thermostat classes; velocity-rescaling, Berendsen,\(^{74}\) and Nose-Hoover chain.\(^{75}\) Two types of velocity-rescaling thermostat are implemented in PyUNIxMD: A simple rescaling at every \(n\) step to a target temperature, and a rescaling only if a current temperature deviates from the target temperature by a certain amount. Berendsen and Nose-Hoover chain thermostats are implemented as demonstrated in the references.\(^{74,75}\) Since the MQC object uses Thermostat object, one must define the Thermostat prior to the MQC object.

**Auxiliary scripts**

PyUNIxMD provides several scripts for analysis with the multiple output files in Figure 2. One can calculate an averaged value of any observable \(\langle O(t) \rangle\) over multiple trajectories as:

\[
\langle O(t) \rangle = \frac{\sum_{i}^{N_{\text{traj}}} O^{(i)}(t) / N_{\text{traj}}}{N_{\text{traj}}},
\]

where \(O^{(i)}(t)\) is an observable of the \(i\)th trajectory at time \(t\). The script *statistical_analysis.py* calculates averaged values of BO populations \(\langle |\rho_{ij}(t)|^2 \rangle\), coherence indicators \(\langle \langle |\rho_{ij}(t)|^2 \rangle \rangle\), and NACMEs \(\langle \langle |\rho_{ij}(t)|^2 \rangle \rangle = \langle \langle \sum_{t} d_{ij}(t) \cdot R_{ij}(t) \rangle \rangle\). For FSSH simulations, the script calculates another average BO populations based on running states of the trajectories given by:

\[
p_{i}(t) = \frac{N_{i}(t)}{N_{\text{traj}}},
\]

where \(N_{i}(t)\) is the number of trajectories with the running state \(i\). While a molecule undergoes a nonadiabatic process, the nuclear wave packet may branch into different reaction pathways. The script *motion_analysis.py* extracts bond lengths, bond angles, or dihedral angles between selected atoms from the MOVIE.xyz file and store values in separate files. The script also provides mean values of bond lengths, bond angles, or dihedral angles over an ensemble of trajectories. One can analyze the reaction pathways by monitoring these fundamental geometric parameters. The example results generated by these scripts are illustrated in the following section.

### 3 | EXAMPLES

As a demonstration of the NAMD simulation with the PyUNIxMD package, we study photoisomerization dynamics of a molecular motor in the gas phase.\(^{76}\) The chemical structure and numbering of the molecular motor used in this article are given in Figure 3. The initial conditions for photoisomerization dynamics can be obtained from Boltzmann or Wigner sampling. Here we prepare the initial conditions based on Boltzmann sampling by performing BOMD on the ground state for 20 ps with a time step of 0.5 fs using randomly distorted structures from the optimized structure. We employ the velocity rescaling thermostat after every 10 fs at 300 K. After the thermal equilibrium, 100 trajectories from 10 ps to 20 ps are extracted for the initial conditions of excited state molecular dynamics simulations. Using the 100 initial conditions, we perform FSSH, FSSH with EDC (SHEDC), and DISH-XF dynamics with a time step of 0.5 fs without
FIGURE 3 Chemical structure of the molecular motor used in the molecular dynamics. The motor shows photoisomerization dynamics around center C7 = C18 double bond after a light absorption. All carbon atoms are labeled. The dihedral angle (\(\theta\)) around the central C7 = C18 is defined as the angle between a plane with C7, C4, and C8 and a plane with C18, C17, and C14.

FIGURE 4 Averaged electronic populations, \(\rho\), and coherences, \(\langle |\rho|^2 \rangle\), from FSSH, SHEDC, and DISH-XF simulations for the molecular motor system. Red, green, and blue solid lines represent the results calculated from DISH-XF, SHEDC, and FSSH, respectively. The bold and dotted lines for electronic populations represent the population of \(S_1\) and \(S_0\) states, respectively.

The role of decoherence is more clear when we analyze individual trajectories. Figure 5 shows BO energies, BO populations, and a thermostat for 5 ps on the \(S_1\) state initially. In addition, we use the momentum rescaling along NACVs after a hop occurs and preserve the momentum for a rejected hop. For SHEDC, we use a default value for a pre-determined parameter, \(C\) as 0.1 Hartree. For DISH-XF, we use width of 0.1 a.u. initially. We choose long-range corrected and onsite corrected DFTB/SSR (LC-OC-DFTB/SSR) method with ob2 parameters\(^7\) for QM calculation where the LC-OC-DFTB/SSR method is a modification of LC-DFTB/SSR method\(^7\) by implementing onsite correction scheme.\(^7\)

Figure 4 shows average populations and coherences with the FSSH, SHEDC, and DISH-XF methods. We can calculate the average populations from BO populations (\(\langle \rho_{ij} \rangle\)) or running states (\(\rho\)) using Equations (10) and (11). While \(\rho\) and \(\langle \rho_{ii} \rangle\) show completely different behaviors for FSSH, the average populations are almost on top of each other for DISH-XF and SHEDC indicating decoherence correction recovers internal consistency (\(\rho \approx \langle \rho_{ii} \rangle\)). We notice that three methods show similar behavior up to earlier 500 fs and yield different propagation for \(\rho\), \(\langle \rho_{ii} \rangle\), and \(\langle |\rho|^2 \rangle\) afterwards. The lifetimes on the \(S_1\) state can be calculated from the monoeponential fitting process for \(S_1\) population. The lifetime of the \(S_1\) state calculated from the FSSH method is 600 fs similar to 710 fs from FSSH with OM2/MRCI.\(^2\) While the DISH-XF and SHEDC method shows the lifetime as 1.97 and 2.15 ps, respectively. In FSSH, the lifetime becomes small because of the overestimation of the hopping probabilities. The lack of decoherence induces the accumulation of the off-diagonal elements in the electronic density matrix which results in the increase of hopping probabilities. In addition, once the system goes to the ground state, the opposite hopping is mostly forbidden due to the energy conservation in this particular example. For DISH-XF and SHEDC, they show similar averaged electronic populations although the equations of motion are different. For SHEDC, the decoherence depends on a damping parameter determined from the kinetic energy and the difference between potential energies, see Equations (5) and (6). Thus, the electronic populations exponentially decay to the running state at every step. In DISH-XF, the decoherence term becomes nonzero which induces further population transfer from one state to the other state after nonadiabatic coupling region. Depending on auxiliary trajectories and phase factors, the direction of population transfer is determined (Equation 8).\(^4\) Due to the decoherence, the trajectory with DISH-XF and SHEDC tends to stay longer on the initial \(S_1\) state showing the slower decay of \(S_1\) population. In lower panel of Figure 5, average coherences for DISH-XF and SHEDC show several peaks with the period of \(\sim 800\) fs, while the FSSH shows an accumulation of coherence. SHEDC shows several sharp peaks caused from the fast exponential decay, while DISH-XF shows broad peaks due to the relatively slow decoherence. Thus, in this example, the decoherence of SHEDC is stronger than DISH-XF. Overall, the results of DISH-XF and SHEDC indicate that the \(S_1\) population decays discretely with a certain period.

The role of decoherence is more clear when we analyze individual trajectories. Figure 5 shows BO energies, BO populations, and a...
coherence indicator of a selected trajectory for FSSH, SHEDC, and DISH-XF. The initial conditions are all identical in this case. BO populations of FSSH shows gradual increase (or decrease) and the hop from $S_1$ to $S_0$ occurs directly in the earlier time. However, the additional decoherence effect makes the BO population recover the pure electronic state ($\rho_{11} = 1$) for DISH-XF and SHEDC. Thus, the overall BO population exchanges are slower in DISH-XF and SHEDC. We can also notice that $\rho_{11}$ becomes 1 or 0 eventually when the running state is $S_1$ or $S_0$, respectively. As a result, $|\rho_{12}(t)|^2$ shows a trivial difference between FSSH and the other two methods. In FSSH, the $|\rho_{12}(t)|^2$ remains finite after a hop without any decay. However, the $|\rho_{12}(t)|^2$ from DISH-XF and SHEDC increases as the trajectory passes the nonadiabatic coupling region, and decreases as the trajectory leaves the region.

The structure analysis with motion_analysis.py provides the time evolution of the dihedral angle around C7–C18 double bond (see Figure 3) from the selected trajectory for the DISH-XF, SHEDC, and FSSH. FSSH shows a fast isomerization via a conical intersection while DISH-XF and SHEDC preserve the running state for a while showing an oscillation of the dihedral angle. Based on time-dependent energy profiles and dihedral angles in Figure 5, the molecular motor reaches a coupling region with a small energy gap as the dihedral angle becomes $\sim 90^\circ$. In this case, the DISH-XF and SHEDC trajectories cross the coupling region five and three times, respectively, while the FSSH trajectory crosses the coupling region one time, which indicates the DISH-XF and SHEDC trajectories stay on the upper state longer than the FSSH trajectory. Overall, these trajectories eventually show successful isomerization with the dihedral angle of $\sim 210^\circ$. Finally, we calculate the quantum yield of photoisomerization based on the number of trajectories showing the isomerization over the total number of trajectories. The quantum yield for the isomerization from the FSSH is 0.68 while the yield from the DISH-XF and SHEDC becomes 0.59 and 0.46, respectively. The quantum yield in the reference is 0.6 based on semiempirical methods. We notice that the calculated quantum yields are considerably larger than the experimental result showing 0.14 in presence of toluene solvents. Thus, the correct consideration of thermal effects due to environments is crucial to describe molecular rotors in a solution.

4 | CONCLUSIONS

In this article, we presented an open-source Python-based NAMD program, PyUNixMD package. PyUNixMD provides wide choices of MQC methods and QM interfaces. Especially, CTMQC and DISH-XF are implemented for general purposes for the first time. PyUNixMD also offers several auxiliary scripts for preparation of NAMD simulations and analysis. We performed FSSH and DISH-XF simulations for
photosomerization dynamics of a molecular motor system as a demonstration of the PyUNIxMD package. Compared to FSSH, DISH-XF exhibits distinct decoherence effect with better internal consistency, and a longer lifetime. Since the overall code structure of the PyUNIxMD is straightforward and well-organized, it is easy to perform NAMD simulations and add new interfaces and features for QM and MQC methods. We expect that PyUNIxMD provides an efficient form NAMD simulations and add new interfaces and features for QM/M/MM environments, other QM methods such as CASPT2, various electronic propagators, and additional scripts for Wigner sampling and result analysis.
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