Interpolating between multi-center microstate geometries
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ABSTRACT: We study interpolation between two multi-center microstate geometries in 4d/5d that represent Lunin-Mathur geometries with circular profiles. The interpolating solution is a Lunin-Mathur geometry with a helical profile, and is represented by a 2-center solution with a codimension-2 source. The interpolating 2-center solution exhibits interesting features such as some of the charges being delocalized, and some of the charges getting transferred from the codimension-2 center to the other, codimension-3 center as the interpolation proceeds. We also discuss the spectral flow of this entire process and speculate on the relevance of such solutions to understanding general microstates of 3-charge black holes.
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1 Introduction and summary

String theory contains various extended objects — branes — and allows configurations with multiple such branes bound together by their gravitational and gauge interactions. In supergravity, such configurations are realized by solutions with multiple centers representing branes. Among such multi-center solutions in supergravity, an important class
of solutions is the one in four and five dimensional supergravity that is supersymmetric and characterized by harmonic functions in $\mathbb{R}^3$ [1–7]. They have various applications such as the attractor mechanism [8–14], split attractor flows and wall crossing [3, 15–18], and microstate geometries [6, 19, 20].

In this note we will call these solutions “harmonic solutions”, because their construction heavily relies on harmonic functions. In most literature those harmonic solutions are assumed to have sources of codimension three, but they can also have codimension-2 sources.\(^1\) Codimension-2 sources can be produced by the supertube transition [21] and harmonic functions will have non-trivial monodromies around a curve in $\mathbb{R}^3$. Some examples of codimension-2 harmonic solutions were studied in [22, 23].

In this note, we extend the examples of codimension-2 harmonic solutions by studying the Lunin-Mathur geometries [24, 25] in the framework. The Lunin-Mathur geometries are smooth, horizonless solutions of type IIB supergravity in $\mathbb{R}^4 \times \mathbb{R}^4 \times S^1_y \times T^4$ and represent microstates of the D1-D5 2-charge system. Ignoring $T^4$ directions they can be regarded as solutions of 6d supergravity. The geometries are parametrized by profile functions which describe the shape in $\mathbb{R}^4$ of the worldvolume of a Kaluza-Klein monopole (KKM) produced by the supertube transition of D1- and D5-branes. For some special choices of the profile functions, via duality transformations, the Lunin-Mathur geometries can be described by harmonic solutions with codimension-3 sources. Here we consider more general profile functions, for which the harmonic functions have codimension-2 sources as well.\(^2\)

Our purpose here is to develop techniques to construct harmonic solutions with codimension-2 sources. The harmonic solution involves harmonic functions commonly denoted by $(V,K^I,L_I,M) =: \mathcal{H}$ where $I = 1, 2, 3$. The construction proceeds in layers, in that one constructs the harmonic functions in the order of $V, K^I, L_I, M$. In the previous work [22, 23], solutions with trivial $V$ (i.e. $V = 1$) were studied. In the current note, we will extend this to solutions with non-trivial $V$. This is a step forward for constructing the most general codimension-2 harmonic solutions.

In the remainder of this section, we introduce the setup and summarize our main findings.

The Lunin-Mathur geometry is parametrized by profile functions $g_m(\lambda), m = 1, 2, 3, 4$ in $\mathbb{R}^4$, where $g_m(\lambda + L) = g_m(\lambda)$ with $L$ a constant. One of the simplest Lunin-Mathur geometry is given by the following profile:

$$g_1(\lambda) + ig_2(\lambda) = ae^{ik\Omega \lambda}, \quad g_3(\lambda) + ig_4(\lambda) = 0, \quad (1.1)$$

where $a > 0$, $k \in \mathbb{Z}_{>0}$ and $\Omega = 2\pi/L$. This is a circle in the $x_1$-$x_2$ plane (and a point at the origin in the $x^3$-$x^4$ plane). Using the Hopf fibration, we can project this $\mathbb{R}^4$ profile onto $\mathbb{R}^3$ in which the harmonic functions $(V,K^I,L_I,M)$ of the harmonic solution live. If we take the Hopf fiber direction $\psi$ to be the same as the circle direction of the profile (1.1), the

---

\(^1\) Codimension-1 singularities are also possible, although we do not consider them in this note.

\(^2\) The duality transformations at the supergravity level involve smearing, and therefore the profile function in $\mathbb{R}^4$ gets smeared along a direction $\psi$ along which T-duality is taken. This is unlike the formulation of [26] which generalizes the harmonic function to depend on $\psi$.  

---

---
harmonic functions are given by

\begin{align}
V &= \frac{1}{r}, \quad K^1 = K^2 = 0, \quad K^3 = \frac{Q_5 \Omega k}{2} \left( \frac{1}{\Sigma - \frac{1}{r}} \right), \\
L_1 &= \frac{Q_1}{4\Sigma}, \quad L_2 = \frac{Q_5}{4\Sigma}, \quad L_3 = 1, \quad M = \frac{Q_5 \Omega k \tilde{a}}{4\Sigma}.
\end{align}

Here the coordinates of \( \mathbb{R}^3 \) are \( \mathbf{y} = (y_i), \ i = 1, 2, 3, \) and we defined \( r \equiv |\mathbf{y}|, \ \Sigma \equiv |\mathbf{y} - \mathbf{\tilde{a}}|, \ \mathbf{\tilde{a}} \equiv (0, 0, -\mathbf{\tilde{a}}), \ \mathbf{\tilde{a}} = a^2/4. \) These harmonic functions (1.2) have codimension-3 singularities at the origin \( \mathbf{y} = 0 \ (r = 0) \) and at a point on the negative \( y_3 \) axis, \( \mathbf{y} = \mathbf{\tilde{a}} \ (\Sigma = 0). \) The singularities in \( L_1, L_2 \) at \( \Sigma = 0 \) correspond to the D1 and D5-brane charges that we start with, while the singularity in \( K^3 \) at \( \Sigma = 0 \) corresponds to the KKM charge of the D1-D5 supertube along the Hopf fiber direction \( \psi. \) To avoid possible confusion, in the following, we refer to this charge appearing as a codimension-3 source in \( K^3 \) as the D4 charge, borrowing its dual type IIA interpretation. This solution has a U(1) rotational symmetry about the \( y_3 \) axis.

The need for the \( 1/r \) term in \( K^3 \) is not so obvious from the viewpoint of the harmonic function, but this is what one gets from reducing the Lunin-Mathur solution. As we will see in the main text, this is necessary for the gauge field in the Lunin-Mathur solution, which involves \( V^{-1} K^3, \) to vanish at infinity. Alternatively, we can regard this \( 1/r \) term as coming from the “gauge transformation” [27] of harmonic solutions, under which physical fields are invariant:

\[ V \rightarrow V, \quad K^I \rightarrow K^I + c^I V, \]

with \( c^I \) arbitrary constants (here we are only showing the \( V, K^I \) part; for the full expression including \( L_I \) and \( M, \) see (2.6)). It is clear that by choosing \( c^3 \) appropriately we can change the coefficient of the \( 1/r \) term in \( K^3 \) as we want.

A more general profile — the object of main interest in the current note — is

\begin{align}
g_1(\lambda) + ig_2(\lambda) &= a e^{ik\Omega \lambda}, \quad g_3(\lambda) + ig_4(\lambda) = b e^{-ik'\Omega \lambda},
\end{align}

where \( a, b \geq 0 \) and \( k, k' \in \mathbb{Z}_{>0}. \) This is like a helix, going in circles in both \( x_1-x_2 \) and \( x_3-x_4 \) directions, with pitches \( k, k'. \) When \( b = 0, \) this reduces to (1.1). For \( b > 0, \) the \( \psi \) direction is not an isometry of the Lunin-Mathur solution, but we can still reduce it to \( \mathbb{R}^3 \) after smearing it along the \( \psi \) direction. The projected profile in \( \mathbb{R}^3 \) is like a latitude line on the globe. The explicit harmonic functions can be found in section 3. As we will see in the main text, the parameters \( a, b \) are not arbitrary but constrained to satisfy

\[ a^2 k^2 + b^2 k'^2 = \text{const} = \frac{Q_1}{Q_5 \Omega^2}. \]

Let’s say we start with \( a > 0, b = 0, \) which corresponds to (1.1), and increase \( b \) satisfying (1.5), finally ending with \( a = 0, b > 0. \) The projected profile in the \( y \) space starts as a point at the “south pole” of a spheroid (at \( a > 0, b = 0 \)) and, as we increase \( a, \) becomes a latitude line. As we go up the spheroid from the south toward the north, the latitude line gets larger and then smaller, finally collapsing to a point at the “north pole”
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Figure 1. The \( \mathbb{R}^3 \) profile and D4 charges of the “helical” solution, as we change the parameters \( a, b \). (a): the south pole limit \((a > 0, b = 0)\). The profile is a point at the south pole of a spheroid (dashed ellipse). The purple dot represents the D4 charge at \( \Sigma = 0 \), while the green dot the \( r = 0 \) center. The D4 charge is shown next to each center in units of \( Q \Omega / 2 \). (b) as we make \( b \) nonzero, the profile goes off the south pole and becomes a curve \( C \) along a latitude line of the spheroid. The blue dots represent the location of \( C \). The magenta zigzag line between them represents the branch cut coming from the multi-valuedness of \( K_3 \). Delocalized D4 charges are distributed on it. (c) As we increase \( b \) and the profile \( C \) goes up, the branch cut crosses the \( r = 0 \) center. Some of the delocalized D4 charge has been transferred to the \( r = 0 \) center. (d) In the north pole limit \((a = 0)\), the profile collapses to a point at the north pole. See the main text for more detail.

Even for \( a, b > 0 \) we have the D4 charge (KKM charge along \( \psi \)), appearing as codimension-3 sources in \( K_3 \). It is interesting to see what happens to the D4 charge as we go from the south pole to the north pole. Being a dipole charge, the D4 charge is not conserved from the 5d viewpoint, because the Hopf fiber that it is wrapping is contractible in \( \mathbb{R}^4 \). However, from the 4d viewpoint, the D4 charge is an ordinary (monopole) charge as any other charges and is conserved. This is possible because the origin of \( \mathbb{R}^4 \), which is a D6-brane at \( r = 0 \) in the IIA interpretation, can also carry D4 charges; as the profile moves on the spheroid, some of the D4 charge can be transferred to the D6 center at \( r = 0 \), so that the total D4 charge is conserved. This is the same mechanism as in [28], where they studied how the charge of a fundamental string wrapping the special circle of a KKM background can be conserved, even though the circle is contractible.

Here we stop to note that there are multiple notions of charges [29] and the one we are talking about is the Page charge, which is conserved, localized, and quantized, but
changes under large gauge transformations. For harmonic solutions, the D4 Page charge is measured by \[22\]
\[-\frac{1}{4\pi} \int_M *_3 dK^3,\]  
(1.6)
where \(*_3\) is the Hodge star for flat \(\mathbb{R}^3\) and \(M\) is a Gaussian surface. If \(K^3\) is single-valued, this simply picks up the coefficients of poles in \(K^3\).

In the present setting, charge conservation works as follows. Because of the non-single-valuedness of \(K^3\), in addition to the charge source appearing as a pole in the harmonic function, there also are “delocalized” charges that can be measured by the Gaussian surface surrounding the disk whose boundary is \(C\). This disk is the branch cut across which \(K^3\) is discontinuous. As \(C\) moves up on the spheroid, when the center at \(r = 0\) crosses the branch cut, the delocalized charge gets transferred to the \(r = 0\) center. This process is described in figure 1. For \(a > 0, b = 0\) (south pole), there is a non-vanishing D4 charge but no NS5 charge (figure 1(a)). As we move off the south pole, we start to have a non-vanishing NS5 charge along a now finite ring \(C\). The D4 charge is divided into a localized part on curve \(C\) and a delocalized part distributed over the branch cut (figure 1(b)). After the branch cut has passed the \(r = 0\) center, the delocalized charge has changed by the amount transferred to the \(r = 0\) center (figure 1(c)). Finally, when we reach the north pole, curve \(C\) shrinks to a point and we are left with a different amount of D4 charge (figure 1(d)).

So, the trivial-looking process of continuously changing the Lunin-Mathur profile in 6d leads to a non-trivial process in the 4d harmonic solution, in which the D4 charge gets transferred to the D6 center by way of the dimension-2 NS5-brane. The significance of this is further discussed in section 5 in relation to spectral flow in the dual CFT. Generalizations of such processes of charge transfer are expected to realize more general topology-changing processes that presumably play an important role in understanding the microscopic physics of black holes, as will be discussed in section 6.

No solutions or geometries presented in this note are essentially new; the purpose here is to look at them from a new viewpoint and re-interpret them, potentially as a basis on which to construct new solutions.

In the rest of the note, we will give more details of the picture explained above, and also discuss related matters. First, in section 2, we explain harmonic solutions, the Lunin-Mathur geometries, and the relation between them. Then, in section 3, we derive the harmonic functions that corresponds to the Lunin-Mathur geometry for the “helical” profile (1.4), and examine in detail the process of D4-charges getting transferred to the D6 center. We will also discuss various other matters such as how the constraint (1.5) is derived from a no-CTC (closed timelike curve) condition. In section 4, we confirm the harmonic functions derived in section 3 from the 6d Lunin-Mathur geometry side. In section 5, we discuss the dual CFT perspective of the whole process. We will also consider the spectral

---

\(^3\)This delocalized charge is an example of “Cheshire charges” that can appear in the presence of monodromies [30].

\(^4\)The delocalized charge here corresponds to the fundamental string charge carried by the KKM background in the context of [28].
flow and fractional spectral flow of our solution, in both CFT and gravity. Finally, in section 6, we discuss the implication of the result obtained in this note. Some details of the computation in the main text can be found in the appendix.

2 Setup

2.1 Harmonic solutions

Here we give a brief review of the harmonic solution, which represents multi-center black-hole/ring solutions in 4d/5d. Our purpose here is to introduce notation; for further detail, see [1–7] (for solutions with codimension-2 sources see also [22, 23]).

The most general supersymmetric solutions of ungauged 5d $N = 1$ supergravity with vector multiplets have been classified in [31] (see also [2, 4, 32]). When one applies this result to M-theory compactified on $T^6 = T^2_{45} \times T^2_{67} \times T^2_{89}$ (the so-called STU model) and further assumes a tri-holomorphic $U(1)$ symmetry [5], the general supersymmetric solution corresponds to the following 11d fields:

$$ ds^{11}_2 = -Z^{-2/3}(dt+k)^2 + Z^{1/3}ds^2_{\text{GH}} + Z^{1/3} \left( Z_1^{-1}dx_{45}^2 + Z_2^{-1}dx_{67}^2 + Z_3^{-1}dx_{89}^2 \right), $$

\[ A_3 = \left( B^I - Z^{-1}I(dt+k) \right) \wedge J_I, \quad J_1 = dx^4 \wedge dx^5, \quad J_2 = dx^6 \wedge dx^7, \quad J_3 = dx^8 \wedge dx^9, \]

where $I = 1, 2, 3$; $Z \equiv Z_1Z_2Z_3$; and $dx_{45}^2 \equiv (dx^4)^2 + (dx^5)^2$ etc. Supersymmetry implies that all fields in (2.1) are written in terms of 3D harmonic functions

$$ \mathcal{H} \equiv (V, K^I, L_I, M) $$

as follows. First, $ds^2_{\text{GH}}$ is a 4-dimensional metric of a Gibbons-Hawking space given by

$$ ds^2_{\text{GH}} = V^{-1}(d\psi + A)^2 + Vd\mathbf{y}^2, \quad \psi \equiv \psi + 4\pi, \quad \mathbf{y} = (y_1, y_2, y_3). $$

The 1-form $A$ and the scalar $V$ depend on the coordinates $\mathbf{y}$ of the $\mathbb{R}^3$ base and satisfy

$$ dA = *_3 dV, $$

where $*_3$ is the Hodge dual in flat $\mathbb{R}^3$. We generally denote 3d vectors by boldface letters, such as $\mathbf{y} = (y_i), i = 1, 2, 3$. The rest of the fields are:

$$ B^I = V^{-1}K^I(d\psi + A) + \xi^I, \quad d\xi^I = -*_3 dK^I, $$

$$ Z_i = L_i + \frac{1}{2}C_{1JK}V^{-1}K^JK^K, $$

$$ k = \mu(d\psi + A) + \omega, $$

$$ \mu = M + \frac{1}{2}V^{-1}K^IL_i + \frac{1}{6}C_{1JK}V^{-2}K^IK^JK^K, $$

where $C_{1JK} = |\epsilon_{1JK}|$. All fields are assumed to depend only on $\mathbf{y}$ and not $\psi$ or $T^6$ coordinates. The physical fields in the solution, such as $Z_i, \mu$, are invariant under the
“gauge transformation” [27]

\[ \begin{align*}
V & \rightarrow V, \quad K^I \rightarrow K^I + c^I V, \\
L_I & \rightarrow L_I - C_{IJK} c^J K^K - \frac{1}{2} C_{IJK} c^K V; \\
M & \rightarrow M - \frac{1}{2} c^I L_I + \frac{1}{12} C_{IJK} (c^J c^K V + 3 c^J c^K K^K)
\end{align*} \]

(2.6)

where \( c^I \) are arbitrary constants. In the 5d setup that includes \( \psi \) as a coordinate, this is a gauge transformation for which the gauge transformation parameter depends on \( \psi \) (it shifts the coefficient of \( d\psi \) in \( B^I \)). However, in the 4d context, such \( \psi \) dependence is not allowed and the transformation (2.6) does change the charge [33].

As already stated, supersymmetry requires that \( \mathcal{H} = (V, K^I, L_I, M) \) be harmonic functions in \( \mathbb{R}^3 \):

\[ \nabla V = \nabla K^I = \nabla L_I = \nabla M = 0, \quad \triangle \equiv \partial_i \partial_i. \]

(2.7)

The 1-form \( \omega \) satisfies

\[ \star_3 d\omega = V dM - M dV + \frac{1}{2} (K^I dL_I - L_I dK^I). \]

(2.8)

Applying \( d \star_3 \) on this equation we obtain the “integrability condition” [34] or the “bubble equation” [6]

\[ 0 = V \nabla M - M \nabla V + \frac{1}{2} (K^I \nabla L_I - L_I \nabla K^I). \]

(2.9)

Although the functions \( V, K^I, L_I, M \) are harmonic, they have sources and the right-hand side of (2.9) has delta-function singularities. The integrability condition requires all such singularities cancel [6].

Reducing the 11D solution (2.1) on the \( \psi \) circle \( S^1_\psi \), we obtain the following supersymmetric solution of type IIA supergravity:

\[ ds_{10, \text{str}}^2 = -\frac{1}{\sqrt{Q}} (dt + \omega)^2 + \sqrt{Q} d\mathbf{x}^2 + \frac{\sqrt{Q}}{V} \left( Z_4^{-1} dx_{45}^2 + Z_2^{-1} dx_{67}^2 + Z_3^{-1} dx_{89}^2 \right), \]

\[ e^{2\Phi} = \frac{Q^{3/2}}{V^3 Z}, \quad B_2 = \left( \frac{K^I}{V} - \frac{\mu}{Z_I} \right) J_I, \]

(2.10)

where \( ds_{10, \text{str}}^2 \) is the string-frame metric and \( Q \equiv V (Z - \mu^2 V) \). There are also RR potentials whose explicit form can be found e.g. in [22, appendix E] and [35]. The complexified Kähler modulus associated with \( T^2_{89} \) is defined by

\[ \tau^3 = \frac{R_8 R_9}{\alpha'} \left( B_{89} + i \sqrt{\det G_{ab}} \right) = \frac{R_8 R_9}{\alpha'} \left[ \left( \frac{K^3}{V} - \frac{\mu}{Z_3} \right) + i \frac{\sqrt{Q}}{Z_1 V} \right], \]

(2.11)

\[ \tau^3 = \frac{R_8 R_9}{\alpha'} \left( B_{89} + i \sqrt{\det G_{ab}} \right) \]

For a discussion on the physical meaning of this condition for codimension-2 sources see [23].
where \(a, b = 8, 9\) and \(R_i\) are the radii of the \(x^i\) directions, \(i = 4, \ldots, 9\). Under the gauge transformation (2.6), this transforms as

\[
\tau^3 \rightarrow \tau^3 + \frac{R_8 R_9}{\alpha'} \epsilon^3.
\] (2.12)

The moduli \(\tau^1\) and \(\tau^2\) for \(T^2_{45}\) and \(T^2_{67}\) are defined similarly, and the transformation under the gauge transformation (2.6) is similar.

**Codimension-3 sources.** The harmonic functions \(\mathcal{H} = (V, K^I, L_I, M)\) can have sources that represent branes, which are D-branes in the IIA setup. If one assumes that all sources are of codimension 3, the harmonic functions can be written as

\[
\mathcal{H} = h + \sum_{p=1}^{N} \frac{\Gamma_p}{|y - a_p|},
\] (2.13)

where \(a_p \in \mathbb{R}^3\) \((p = 1, \ldots, N)\) specify the location of the codimension-3 sources where the harmonic functions become singular, and \(h, \Gamma_p\) are constants.

The codimension-3 sources in the harmonic functions (2.13) represent branes in string/M-theory. For example, in the type IIA picture (2.10), the dictionary between the singularities in the harmonic functions and the D-brane sources is [3]

\[
\begin{align*}
K^1 & \leftrightarrow D4(6789) & L_1 & \leftrightarrow D2(45) \\
V & \leftrightarrow D6(456789) & K^2 & \leftrightarrow D4(4589) & L_2 & \leftrightarrow D2(67) & M & \leftrightarrow D0. \\
K^3 & \leftrightarrow D4(4567) & L_3 & \leftrightarrow D2(89)
\end{align*}
\] (2.14)

The D-branes are partially wrapped on \(T^6\) as indicated here and appear in 4D as pointlike (codimension-3) objects sourcing the harmonic functions. When lifted to M-theory, \(D4\) becomes \(M5\) wrapping \(S^1_{\psi}\) and \(D2\) becomes \(M2\). \(D0\) becomes momentum (P) along \(S^1_{\psi}\) while \(D6\) becomes Kaluza-Klein monopole (KKM) with \(S^1_{\psi}\) being its special circle.

Depending on how to choose the base space (2.3), the harmonic solution can describe 4d solutions or 5d solutions. For example, take

\[
\begin{align*}
V &= \frac{1}{r}, & K^I &= 0, & L_I &= 1 + \frac{Q_I}{4r}, & M &= 0, & r &= |y|.
\end{align*}
\] (2.15)

In type IIA, this describes a 4d black hole made of three stacks of \(D2\)-branes and a \(D6\)-brane. Meanwhile, we can interpret this also as a 5d black hole because, for this \(V\), the base space (2.3) describes flat \(\mathbb{R}^4\) via a Hopf fibration. Namely, the metric for flat \(\mathbb{R}^4\) with coordinates \(x_m, m = 1, 2, 3, 4\) can be written as

\[
\begin{align*}
\left. ds_{\mathbb{R}^4}^2 = dx_m dx_m = V^{-1} (d\psi + A)^2 + V (dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2)), \right.
\end{align*}
\] (2.16)

where

\[
\begin{align*}
x_1 + i x_2 &= 2 \sqrt{r} \sin \frac{\theta}{2} e^{i \frac{\psi}{2}}, & x_3 + i x_4 &= 2 \sqrt{r} \cos \frac{\theta}{2} e^{i (\frac{\psi}{2} + \phi)},
\end{align*}
\] (2.17)
with $\psi \equiv \psi + 4\pi$, $\phi \equiv \phi + 2\pi$. The Cartesian coordinate $y$ in the 3d base is
\[ y_1 + iy_2 = r \sin \theta e^{i\phi}, \quad y_3 = r \cos \theta. \quad (2.18) \]

Lifted to M-theory along the $\psi$ direction, this harmonic solution becomes a 5d black hole made of three stacks of M2-branes, the D6-brane becoming the origin of the $\mathbb{R}^4$. This 5d black hole can be dualized (using the duality of appendix A) into the original Strominger-Vafa black hole [36] in a type IIB frame, where the M2/D2 charges are mapped into D1, D5, and P charges.

**Codimension-2 sources.** Harmonic functions can have other kinds of source. They can have a singularity along a curve in $\mathbb{R}^3$ and have non-trivial monodromy around it. We refer to such singularities as codimension-2 sources. Note that this is genuinely different from the codimension-3 source discussed above; we can have a continuous distribution of codimension-3 sources along a curve, but we will still refer to them as codimension-3 sources.

One situation for codimension-2 sources to appear is when branes undergo a supertube transition [21], gaining dimension (or losing codimension). For example, the following supertube transition is possible:
\[ D2(45) + D2(67) \xrightarrow{\text{puff out}} NS5(4567\lambda) + P(\lambda), \quad (2.19) \]
where in the final configuration there is an NS5-brane along internal (4567) directions and a closed curve $C$ in $\mathbb{R}^3$ parametrized by $\lambda$, and momentum along $\lambda$. By looking at the expression for $B_2$ in (2.10), we see that, if $V^{-1}K^3$ has a monodromy around $C$, there will be an NS5-brane along $C$ (and 4567). (More precisely it is $V^{-1}K^3 - Z_3^{-1}\mu$ that must be monodromic, but in the current note we assume that $Z_I, \mu$ appearing in the metric are single-valued and therefore it is the monodromy of $V^{-1}K^3$ that is relevant.) As it turns out, in this case $M$ also becomes monodromic. In general, given codimension-2 brane sources, which harmonic functions to become monodromic is a non-trivial matter that depends on the physical situation in question.

### 2.2 Lunin-Mathur geometries

The Lunin-Mathur geometry [24, 25] is a solution of type IIB supergravity in $\mathbb{R}_{t} \times \mathbb{R}_{1234}^{4} \times S_{y}^{4} \times T_{6789}^{4}$ and represents microstates [37, 38] of the D1-D5 2-charge system. The solution is parametrized by profile functions $g_m(\lambda)$, $m = 1, 2, 3, 4$ satisfying $g_m(\lambda + L) = g_m(\lambda)$, which describe the shape inside $\mathbb{R}^4$ of the KKM dipole produced by the supertube transition of D1($y$) and D5($y6789$) branes.\(^{6}\) Just as (2.19), we can describe this by the following diagram:
\[ D1(y) + D5(y6789) \xrightarrow{\text{puff out}} \text{KKM}(6789\lambda, y) + P(\lambda), \quad (2.20) \]

where $\text{KKM}(6789\lambda, y)$ denotes the KKM dipole with $y$ being the special circle.

\(^{6}\)We do not consider $g_A$ with $A \geq 5$ [39], which describe other possible dipole charges produced by the supertube transition.

---

**JHEP09(2021)010**
The explicit form of the 10d string-frame metric of the Lunin-Mathur geometry is
\[ ds^2_{10} = -\frac{2}{\sqrt{Z_1 Z_2}} (dv + \beta) \left( du + \omega + \frac{\mathcal{F}}{2} (dv + \beta) \right) + \sqrt{Z_1 Z_2} ds^2_{\mathbb{R}^4} + \sqrt{Z_1 Z_2} ds^2_{T^4}, \]  
where
\[ Z_1 = \frac{Q_5}{L} \int_0^L d\lambda \frac{|\partial_\lambda \bar{g}(\lambda)|^2}{|\vec{x} - \bar{g}(\lambda)|^2}, \quad Z_2 = \frac{Q_5}{L} \int_0^L d\lambda \frac{1}{|\vec{x} - \bar{g}(\lambda)|^2}, \]  
\[ A = -\frac{Q_5}{L} dx^i \int_0^L d\lambda \frac{\partial_\lambda g_i(\lambda)}{|\vec{x} - \bar{g}(\lambda)|^2}, \quad d\mathcal{B} = -*_4 dA, \]  
\[ Q_1 = \frac{Q_5}{L} \int_0^L d\lambda |\partial_\lambda \bar{g}(\lambda)|^2, \]  
\[ \beta = -\frac{A + \mathcal{B}}{\sqrt{2}}, \quad \omega = -\frac{A - \mathcal{B}}{\sqrt{2}}, \]  
and \( ds^2_{\mathbb{R}^4} = dx_m dx_m, \ m = 1, 2, 3, 4 \) is the flat \( \mathbb{R}^4 \) metric with coordinates \( \vec{x} = (x_m) \).

For later convenience, we have written the metric (2.21a) in the general form given in \([40, \text{appendix E}]\) which represents the 3-charge solution. In the 2-charge case we are considering, we must set \( \mathcal{F} = 0 \). Also, we have taken the decoupling limit and dropped “1” from \( Z_1, Z_2 \).

The coordinates \( u, v \) are related to time \( t \) and the coordinate \( y \) of the compact circle \( S^1 \) of radius \( R_y \) as
\[ u = \frac{1}{\sqrt{2}}(t - y), \quad v = \frac{1}{\sqrt{2}}(t + y). \]  

The periodicity \( L \) is related to \( R_y \) as \( L = 2\pi Q_5 / R_y \). The quantities \( Q_1, Q_5 \) are related to the quantized D1 and D5 numbers \( N_1, N_5 \) by
\[ Q_1 = \frac{N_1 g_s \alpha'^3}{v_4}, \quad Q_5 = N_5 g_s \alpha', \]  
where \((2\pi)^4 v_4 \) is the coordinate volume of \( T^4 \). Finally, \(*_4 \) is the Hodge dual in flat \( \mathbb{R}^4 \) with coordinates \( x_m \).

The simplest example of the profile, which has already been introduced in the introduction, is a circle in the \( x_1-x_2 \) plane:
\[ g_1 + ig_2 = a e^{i k \Omega \lambda}, \quad g_3 + ig_4 = 0, \]  
where \( a > 0, \ k \in \mathbb{Z}_{>0} \) and
\[ \Omega \equiv \frac{2\pi}{L} = \frac{R_y}{Q_5} \]  
Substituting this into (2.22), we find
\[ Z_1 = \frac{Q_1}{4\Sigma}, \quad Z_2 = \frac{Q_5}{4\Sigma}, \]  
\[ Q_1 = Q_5 a^2 k^2 \Omega^2, \]  
\[ A = -\frac{1}{2} Q_5 k \Omega \left( \frac{s^2 + a^2 + w^2 - 1}{4\Sigma} \right) d\tilde{\phi}, \]  
\[ B = +\frac{1}{2} Q_5 k \Omega \left( \frac{s^2 - a^2 + w^2 - 1}{4\Sigma} \right) d\tilde{\psi}, \]  
\[ -10- \]
where

$$\Sigma \equiv \frac{1}{4} \sqrt{[(s + a)^2 + w^2][(s - a)^2 + w^2]} \quad (2.28)$$

and we defined the polar coordinates \((s, \tilde{\phi}), (w, \tilde{\psi})\) via

$$x_1 + ix_2 = se^{i\tilde{\phi}}, \quad x_3 + ix_4 = we^{i\tilde{\psi}}, \quad (2.29)$$

with \(s, w \geq 0\) and \(\tilde{\phi} \sim \tilde{\phi} + 2\pi, \tilde{\psi} \sim \tilde{\psi} + 2\pi\).

### 2.3 Relation to harmonic solutions

By appropriate duality transformations (see appendix A), we can map the harmonic solutions in the M/type-IIA frame in section 2.1 into the type IIB D1-D5 frame in section 2.2. Here let us study the relation between the fields in the Lunin-Mathur geometries and the harmonic functions in the harmonic solutions.

As discussed in [41], the harmonic solutions in the D1-D5 frame is

$$ds_{10}^2 = -\frac{1}{Z_3 \sqrt{Z_1 Z_2}} (dt + \kappa)^2 + \frac{Z_3}{\sqrt{Z_1 Z_2}} (dz + A^3)^2 + \sqrt{Z_1 Z_2} ds_{GH}^2 + \sqrt{Z_1/Z_2} ds_{T^4}^2, \quad (2.30)$$

$$\kappa = \mu (d\psi + A) + \omega, \quad A^3 = B^3 - \frac{1}{Z_3} (dt + \kappa), \quad (2.31)$$

where \(B^3\) is the one given in (2.5a). On the other hand, the first part (the first term) of the Lunin-Mathur solution (2.21a) can be rewritten as

$$ds_{10}^2 = -\frac{(dt - A)^2}{Z_3 \sqrt{Z_1 Z_2}} + \frac{Z_3}{\sqrt{Z_1 Z_2}} \left(dy + dt + B - A - \frac{dt - A}{Z_3}\right)^2 + \cdots \quad (2.32)$$

where \(Z_3 \equiv 1 - F/2\) (actually \(Z_3 = 1\) in the D1-D5 case). By comparing (2.30) and (2.32), we read off the relation between the 1-forms \(A, B\) of the Lunin-Mathur geometry and the harmonic functions:

$$-A \leftrightarrow \kappa = \mu (d\psi + A) + \omega, \quad (2.33a)$$

$$-A + B \leftrightarrow B^3 = V^{-1} K^3 (d\psi + A) + \xi^3 \quad (2.33b)$$

and \(y + t \leftrightarrow z\). With this dictionary, we can read off harmonic functions that correspond to a Lunin-Mathur solution, and vice versa.

Comparison of (2.21a) and (2.30) also means that the flat \(\mathbb{R}^4\) in which the D1-D5 profile \(g_m(\lambda)\) lives should be written as the Hopf fibration (2.16).\footnote{Another possibility is to compactify \(\mathbb{R}^4\) trivially to \(\mathbb{R}^3 \times S^1_{\psi}\) by taking \(V = 1, A = 0\). Codimension-2 harmonic solutions obtained this way was discussed in [22].} Generically, the profile in \(\mathbb{R}^4\) is going along some curve \(C\) in the \(\mathbb{R}^3\) base, at the same time moving in the \(\psi\) fiber. Because the harmonic solutions are independent of the \(\psi\) fiber, we must smear the profile along \(\psi\). The exception is when the profile is purely in the \(\psi\) direction and \(C\) is a point in the base. One such exceptional example is the circular profile (2.25), for which \(C\) corresponds to the point on the \(y_3\) axis, \(r = a^2/4, \theta = \pi\) (\(y_3 = -a^2/4\).}
We can see which harmonic functions get sources as follows. The \( \lambda \) direction of the profile in (2.20) can now be along \( \psi \) or \( C \subset \mathbb{R}^3 \), so we have two kinds of dipole charge that can be produced by the supertube transition:

\[
\begin{align*}
\text{D1}(y) + \text{D5}(y6789) & \xrightarrow{\text{puff out}} \begin{cases} 
\text{KKM}(6789\psi, y) + P(\psi) \\
\text{KKM}(6789C, y) + P(C)
\end{cases} \\
\end{align*}
\]

After the duality transformation of appendix A, this is mapped into the following process in IIA:

\[
\begin{align*}
\text{D2}(45) + \text{D2}(67) & \xrightarrow{\text{puff out}} \begin{cases} 
\text{D4}(4567) + \text{D0} \\
\text{NS5}(4567C) + P(C)
\end{cases}
\end{align*}
\]

The first line means that \( K^3 \) will have codimension-3 sources for \( \text{D4}(4567) \). The codimension-3 charge is continuously distributed along \( C \), and its local density is proportional to the “speed” of the profile going along \( \psi \). In addition, \( K^3 \) will have codimension-2 sources for \( \text{NS5}(4567C) \); namely, \( V^{-1}K^3 \) will have a constant additive monodromy as we move around \( C \) and the constant is proportional to the NS5-brane charge. Also, \( M \) will have codimension-3 sources for \( \text{D0} \), while momentum \( P(C) \) will be encoded in the 1-form \( \omega \).

We can confirm that the non-trivial data of the Lunin-Mathur geometry are encoded in \( K^3 \) and \( M \) from the relation (2.33). The duality equation between \( A \) and \( B \) (the second equation in (2.22b)) means that \( d(-A + B) = dB^3 \) is the self-dual part of \( d(-A) = dk \), namely \((1 + *_4)dk = dB^3\). From this, we can derive

\[
\begin{align*}
\mu *_3 dA + d\omega - V *_3 d\mu &= V^{-1}K^3 dA + d\xi^3, \\
-d\mu + \mu V^{-1} dV + V^{-1} *_3 d\omega &= -d(V^{-1}K^3).
\end{align*}
\]

Here we used the relations between \( *_4 \) and \( *_3 \) on the Gibbons-Hawking space (2.3),

\[
\begin{align*}
*_4 \lambda(2) &= V^{-1}(d\psi + A) \wedge *_3 \lambda(2), &*_4((d\psi + A) \wedge \theta(1)) &= V *_3 \theta(1), \\
*_4 \theta(1) &= (d\psi + A) \wedge *_3 \theta(1), &*_4(d\psi + A) &= V^2 d^3 y,
\end{align*}
\]

where \( \lambda(2) \) is a 2-form and \( \theta(1) \) is a 1-form in \( \mathbb{R}^3 \). The two equations in (2.36) are \( *_3 \) of each other. By acting with \( d \) on (2.36a) we can derive

\[
d *_3 dM = 0, \quad \mu = M + \frac{1}{2} V^{-1}K^3.
\]

Plugging (2.38) into (2.36b), we find

\[
*_3 d\omega = VdM - MdV - \frac{1}{2} dK^3.
\]

Equations (2.38) and (2.39) are consistent with the relations (2.5d) and (2.8) under the identification

\[
V = \frac{1}{r}, \quad L_1 = Z_1, \quad L_2 = Z_2, \quad L_3 = 1, \quad K^1 = K^2 = 0.
\]

So, the non-trivial data of the solution will be in \( K^3 \) and \( M \).

Using the above dictionary (2.33), we can readily check that the Lunin-Mathur solution based on the circular profile (2.25) corresponds to a harmonic solution with the harmonic functions given in (1.2) in the introduction.
3 Codimension-2 Lunin-Mathur solution

Here we explicitly construct harmonic functions that describe a Lunin-Mathur geometry with both dipole charges in (2.34) (or equivalently (2.35)). Specifically, we consider the following profile:

\[ g_1 + ig_2 = ae^{ik\Omega\lambda}, \quad g_3 + ig_4 = be^{-ik'\Omega\lambda} \tag{3.1} \]

with \( a, b \geq 0 \) and \( k, k' \in \mathbb{Z}_{>0} \). We have already discussed this profile in (1.4) in the introduction. When smeared along and reduced on \( \psi \), this gives a circular ring in the base \( \mathbb{R}^3 \):

\[ \rho \equiv \sqrt{y_1^2 + y_2^2} = R, \quad y_3 = c, \tag{3.2} \]

where

\[ R = \frac{ab}{2}, \quad c = \frac{-a^2 + b^2}{4}. \tag{3.3} \]

This is the codimension-2 solution that we would like to construct and study.

Of course, we can derive the harmonic functions “top-down” by starting with the Lunin-Mathur geometry in 6d with the profile (3.1), smearing and reducing it to 4d/5d, and then reading off the harmonic function. However, here we go “bottom-up” by directly constructing the harmonic functions based on the expected charges that they must represent. In the next section, we will confirm the result from the top-down viewpoint starting from the Lunin-Mathur geometry.

The profile (3.1) is going in the angular directions \( \phi, \psi \) as

\[ \phi = -(k + k')\Omega\lambda, \quad \psi = 2k\Omega\lambda. \tag{3.4} \]

Therefore, by the argument below (2.34) we will have \(-(k + k')\) units of NS5 charges and \(k\) units of D4(4567) charges, encoded in harmonic functions.

As mentioned in the introduction, \( a \) and \( b \) are constrained to satisfy (1.5) (this will be shown in (3.47)). If we fix the charges of the system, \( Q_1 \) and \( Q_5 \), and also the parameters \( k \) and \( k' \), then the ring will be on a spheroid in \( \mathbb{R}^3 \) for any values of \( a \) and \( b \). More precisely, the position of the ring \( \rho = R = \frac{ab}{2}, y_3 = c = \frac{-a^2 + b^2}{4} \) can be shown to satisfy

\[ \left( \frac{y_3 - y_3^{(0)}}{A} \right)^2 + \left( \frac{\rho}{B} \right)^2 = 1, \tag{3.5} \]

where

\[ A \equiv \frac{\mathcal{N}}{8} \left( \frac{1}{k^2} + \frac{1}{k'^2} \right), \quad B \equiv \frac{\mathcal{N}}{4kk'}, \quad y_3^{(0)} \equiv \frac{\mathcal{N}}{8} \left( \frac{1}{k'^2} - \frac{1}{k^2} \right), \quad \mathcal{N} \equiv \frac{Q_1 Q_5}{Q_3 \Omega^2} = \frac{Q_1 Q_5}{R_y}. \tag{3.6} \]

---

8 We could make \( a, b \) complex but that does not make a difference after smearing.
9 The negative sign in front of \( k' \) in \( g_3 + ig_4 \) is because of the holographic dictionary [42]; see section 5.
The surface (3.5) is a spheroid, whose symmetry axis is the $y_3$ axis. The origin $y = 0$ is a focal point of the ellipse on the cross section that contains the $y_3$ axis. Because $A \geq B$, the spheroid is prolate.

We will be interested in the process of starting with $a > 0, b = 0$ and then increasing $b$, finally ending with $a = 0, b > 0$. When $a > b$, the $y_3$ coordinate of the ring is $c < 0$. We call this the “southern” case, because the ring is like a latitude line on the southern hemisphere of the spheroid. When $a < b$, the $y_3$ coordinate of the ring is $c > 0$. We call this the “northern” case. However, the word “southern”/“northern” should not be taken literally, because the center of the spheroid is not at $y_3 = 0$. See figure 1.

As the extreme cases, if $a > 0, b = 0$ (the “south pole” limit), the 4d profile is a circle of radius $a$ on the $x_1$-$x_2$ plane discussed in (2.25), which projects in $\mathbb{R}^3$ onto a point on the negative $y_3$ axis ($y_3 = -a^2/4$). In this case, the $\phi$ circle shrinks and there is no NS5 charge. So, this limit gives a codimension-3 solution. If $a = 0, b > 0$ (the “north pole” limit), on the other hand, the profile is a circle of radius $b$ on the $x_3$-$x_4$ plane, which projects onto a point on the positive $y_3$ axis ($y_3 = b^2/4$). So, this limit also gives a codimension-3 solution. In this case, the shrinking cycle is not $\phi$ or $\psi$ but their linear combination because of the nontrivial Hopf fibration.

3.1 Building blocks

To find the harmonic solution that corresponds to the profile (3.1), we start by constructing appropriately normalized harmonic functions that have codimension-2 and codimension-3 sources along the ring (3.2), as building blocks.

It is useful to introduce toroidal coordinates $(u, \sigma, \phi)$, adapted for a ring sitting at

$$
y_1 = \frac{\sqrt{u^2 - 1}}{u - \cos \sigma} R \cos \phi, \quad y_2 = \frac{\sqrt{u^2 - 1}}{u - \cos \sigma} R \sin \phi, \quad y_3' \equiv y_3 - c = \frac{\sin \sigma}{u - \cos \sigma} R, \quad (3.7)
$$

where $1 \leq u < \infty$, $\phi \equiv \phi + 2\pi$, $\sigma \equiv \sigma + 2\pi$. The ring sits at $u = \infty$, while $u = 1, \sigma = 0$ corresponds to $r = |y| \to \infty$. $\phi$ is the angle along the ring while $\sigma$ is the angle going around the ring. See figure 2 for a graphical description. The flat 3d metric can be written as

$$
dy^2 = dy_1^2 + dy_2^2 + dy_3'^2 = \frac{R^2}{(u - \cos \sigma)^2} \left[ \frac{du^2}{u^2 - 1} + d\sigma^2 + (u^2 - 1)d\phi^2 \right]. \quad (3.8)
$$

The inverse relations are

$$
\cos \sigma = \frac{y'^2 - R^2}{\Lambda}, \quad u = \frac{y'^2 + R^2}{\Lambda}, \quad \Lambda^2 = (y'^2 - R^2)^2 + 4R^2 y_3'^2, \quad (3.9)
$$

where $y'^2 = y_1'^2 + y_2'^2 + y_3'^2$.

Near the ring, $u \to \infty$,

$$
\sqrt{y_1'^2 + y_2'^2} \approx R + \varrho \cos \sigma, \quad y_3' = y_3 - c \approx \varrho \sin \sigma, \quad \varrho \equiv \frac{R}{u}. \quad (3.10)
$$

Namely, $(\varrho, \sigma)$ are plane polar coordinates near the position of the ring.
Let us first introduce $H$, which is a single-valued harmonic function with codimension-3 sources uniformly distributed along the ring. Explicitly, it is given by

$$H = \frac{1}{R} \sqrt{\frac{u - \cos \sigma}{2}} P_{-1/2}(u) = \frac{4 I_{00}(P,Q)}{s^2 + a^2 + w^2 + b^2}$$  \hspace{1cm} (3.11)$$

where $P_n(u)$ is the Legendre function and we defined the following quantities:

$$P \equiv \frac{2sa}{s^2 + a^2 + w^2 + b^2}, \quad Q \equiv \frac{2wb}{s^2 + a^2 + w^2 + b^2},$$  \hspace{1cm} (3.12a)$$

$$I_{mn}(P,Q) \equiv \int_0^{2\pi} d\mu \int_0^{2\pi} d\nu \frac{(P \cos \mu)^m(Q \cos \nu)^n}{2\pi (1 - P \cos \mu - Q \cos \nu)}.$$  \hspace{1cm} (3.12b)$$

For other expressions of $H$, see appendix C. The behavior of $H$ near the ring and near infinity is

$$H = \begin{cases} 
\frac{\log(8u)}{\pi R} + O\left(\frac{1}{u}\right) & \text{(near the ring, } u \to \infty) , \\
\frac{1}{r} + O\left(\frac{1}{r^2}\right) & \text{(near infinity, } r \to \infty) .
\end{cases}$$  \hspace{1cm} (3.13)$$

Because $H$ is harmonic, $\Delta H$ vanishes except on the ring. The first line of (3.13) implies that $\Delta H$ has delta-function singularities uniformly smeared along the ring, and the total charge, as measured by the coefficient of $1/r$ for large $r$, is unity.

Next, we want a harmonic function — call it $\gamma$ — which has the following monodromy around the ring:

$$\gamma(u, \sigma + 2\pi) \to \gamma(u, \sigma) + 1.$$  \hspace{1cm} (3.14)$$

Figure 2. Toroidal coordinates (on the $y_2 = 0$ plane).
Actually, let us be more general for a bit and consider a harmonic function $\gamma$ with the monodromy $\gamma \to \gamma + 1$ around a general closed curve $C$ in $\mathbb{R}^3$. For that, it is convenient to introduce a 1-form
\begin{equation}
\alpha = dy_i \int_0^{2\pi} \frac{d\mu}{4\pi} \frac{\partial_{\mu} f_i(\mu)}{|y - f(\mu)|},
\end{equation}
where $f_i(\mu)$, $0 \leq \mu \leq 2\pi$, is a 3d profile function that parametrize the curve $C$ (this $\alpha$ is a 3d version of $A$ defined in (2.22b)). The 1-form $\alpha$ is independent of how we parametrize $f(\mu)$. It is not difficult to show that, if we define $\gamma$ by the condition
\begin{equation}
d\gamma = * \alpha,
\end{equation}
then $\gamma$ is harmonic and has the desired monodromy $\gamma \to \gamma + 1$ as we go around $C$. One can also show [22] that $\triangle \gamma$, which could have delta-function singularities on $C$, is identically zero:
\begin{equation}
\triangle \gamma = 0 \quad \text{(no delta function)}.
\end{equation}
This will be important when we impose the integrability condition.

In the present case, curve $C$ is the circular ring (3.2). Being careful to the orientation of the angle variable $\sigma$ relative to the ring (see figure 2), we take the 3d profile function to be
\begin{equation}
f_1 + if_2 = Re^{-i\mu}, \quad f_3 = c.
\end{equation}
The 1-form $\alpha$ for this profile is found to be [43]
\begin{equation}
\alpha(u, \sigma) = \frac{a(u)}{\sqrt{u - \cos \sigma}} d\phi, \quad a(u) = -\frac{R}{8\sqrt{2}} \frac{u^2 - 1}{u^{3/2}} \gamma \frac{\Gamma\left(\frac{3}{4}, \frac{5}{4}, 1 - u^{-2}\right)}{\gamma}
\end{equation}
The function $\gamma$ that satisfies (3.16) is
\begin{equation}
\gamma(u, \sigma) = \frac{1}{R} \left[ \frac{a(u)}{\sqrt{u - 1}} F\left(\frac{\sigma}{2}, 1 - \frac{2}{u - 1}\right) - 2\sqrt{u - 1} \gamma a'(u) E\left(\frac{\sigma}{2}, 1 - \frac{2}{u - 1}\right)\right].
\end{equation}
where $F(\phi|m)$ and $E(\phi|m)$ are the elliptic integrals of the first and second kinds, respectively.\footnote{We follow the Mathematica convention for the arguments of elliptic integrals.} One can check the monodromy (3.14) from the periodicity of the elliptic integrals. This $\gamma$ vanishes at infinity $r = |y| \to \infty$, which corresponds to $\sigma = 0, u \to 1$ (and if we go to other branches $\sigma = 2\pi n, u \to 1$ with $n \in \mathbb{Z}$ then $\gamma \to n$; a related formula is (C.21)). The near-ring behavior of $\gamma$ is found to be
\begin{equation}
\gamma(u, \sigma) = \frac{\sigma}{2\pi} + O\left(\frac{1}{u}\right).
\end{equation}
3.2 Codimension-2 source

Using $H, \gamma$ defined above, let us find harmonic functions that represent the Lunin-Mathur geometry with the profile (3.1). First, we have

$$ V = \frac{1}{r}, \quad Z_1 = L_1 = \frac{Q_1}{4} H, \quad Z_2 = L_2 = \frac{Q_3}{4} H, \quad L_3 = 1, \quad K^1 = K^2 = 0. \quad (3.22) $$

$V$ is always the same for the Hopf fibration, while $Z_{1,2}$ are determined so that the total charge is the same as in the south pole limit (1.2) (or (2.27a)) but now the charges must distributed uniformly along the ring. The other harmonic functions are fixed by (2.40).

Before studying what singularities $K^3$ must have, let us discuss its normalization. When there are $n$ units of KKM(6789$\psi, y$) charge at $r = 0$, $K^3$ has the following codimension-3 center:

$$ K^3 \supset \frac{R_y n}{2r} = \frac{Q_5 \Omega n}{2r}, \quad (3.23) $$

where we used (2.26). On the other hand, when there are $n'$ units of KKM(6789$C, y$) charge lying along curve $C$, then $V^{-1}K^3$ has the following monodromy as we go around $C$:

$$ \Delta(V^{-1}K^3) \equiv V^{-1}K^3|_{\sigma + 2\pi} - V^{-1}K^3|_{\sigma} = \frac{R_y n'}{R_\phi} = \frac{Q_5 \Omega n'}{2} \quad (3.24) $$

where $R_\phi = 2$. These normalizations can be derived by standard arguments (see e.g. [44]).

From (3.4), we know that we have $-(k + k')$ units of KKM(6789$C, y$) lying along $\phi$. So, $K^3$ must have the monodromy (3.24) with $n' = -(k + k')$. Clearly, this requirement is satisfied if we take $K^3$ to be:

$$ K^3 = -\frac{Q_5 \Omega (k + k')}{2} (\gamma V + \bar{K}^3), \quad (3.25) $$

where $\bar{K}^3$ is a single-valued function. For $K^3$ to be harmonic, $\bar{K}^3$ must satisfy

$$ \Delta \bar{K}^3 = -\Delta (\gamma V) = -\partial_\gamma \partial_\gamma V = -\epsilon_{ijk} \partial_j \alpha_k \partial_i V, \quad (3.26) $$

where in the second equality we used that $\gamma, V$ are harmonic and in the last equality we used (3.16). A special solution of this Poisson equation is

$$ \bar{K}^3 = -\int_0^{2\pi} \frac{d\mu}{4\pi r \rho |\rho - \rho| (|\rho - \rho| + |\rho - \rho| + r)} \epsilon_{ijk} y_i f_j \partial_k f_k, \quad (3.27) $$

where $\alpha$ and $f$ are given in (3.15) and (3.18). In the present case where $f_i$ is given by (3.18), this can be evaluated as

$$ \bar{K}^3 = -\frac{R_y}{r |\rho|} \int_0^{2\pi} \frac{d\mu}{4\pi \rho |\rho - \rho| (|\rho - \rho| + |\rho - \rho| + r)} \frac{4ab V}{(a^2 + b^2)(s^2 + w^2 + a^2 + b^2)^2} \int_0^{2\pi} \frac{d\mu'}{(b^2 - a^2) s w \cos \mu' + ab (s^2 - w^2)} \sqrt{X (1 + \sqrt{X})}, \quad (3.28) $$

where $\mu' = \mu + \phi$, $X \equiv 1 - (P^2 + Q^2) - 2PQ \cos \mu'$ ($P, Q$ were defined in (3.12a)). In the first equality we went to cylindrical coordinates $(\rho, \phi, y_3)$ in $\mathbb{R}^3$ and in the second equality
we used relations such as (B.8e), (B.9), and (B.10a). One can show (see appendix C.4) that this can be written in terms of $I_{mn}(P,Q)$ as

$$\tilde{K}^3 = -\frac{b^2 I_{10}(P,Q) - a^2 I_{01}(P,Q)}{a^2 + b^2} V$$

$$= -\frac{1}{a^2 + b^2} V \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\nu}{2\pi} b^2 P \cos \mu - a^2 Q \cos \nu.$$

(3.29)

So, we have fixed the form of $K^3$ with the desired codimension-2 source to be

$$K^3 = -\frac{Q_5 \Omega}{2} (k + k') \left( \gamma - \frac{b^2 I_{10} - a^2 I_{01}}{a^2 + b^2} \right) V + K^3_{(3)}$$

(3.30)

where $K^3_{(3)}$ is a single-valued harmonic function containing only codimension-3 sources, which we turn to next. $I_{10}, I_{01}$ can be expressed in terms of elliptic integrals; see appendix C.

3.3 Codimension-3 sources

We want $K^3$ to also have $k$ units of codimension-3 D4-brane charge along the ring, as discussed in (3.4). We cannot simply set $K^3_{(3)}$ to $k H$, because the first term of (3.30) also already contains some codimension-3 charge, which we must take into account.

Codimension-3 sources in a harmonic function will appear as $\delta$-function singularities when we act with $\triangle$ on it. So, let us examine the expression

$$\triangle \left[ \left( \gamma - \frac{b^2 I_{10} - a^2 I_{01}}{a^2 + b^2} \right) V \right].$$

(3.31)

From the first term, we have $\triangle (\gamma V) = (\triangle \gamma) V + 2 \partial_\gamma \gamma \partial_i V + \gamma (\triangle V)$ but $(\triangle \gamma) V = 0$ from (3.17) while the cross term $\partial_\gamma \gamma \partial_i V$ contains no $\delta$ function. So, only $\gamma (\triangle V)$ remains. For the second term, $[\triangle (b^2 I_{10} - a^2 I_{01})] V$ has no $\delta$ function from (C.31), while $(b^2 I_{10} - a^2 I_{01}) \triangle V$ vanishes by (C.30). There is no $\delta$ function from the cross term. So, after all, the only $\delta$-function singularities representing localized codimension-3 charges are

$$\triangle K^3 = -\frac{Q_5 \Omega}{2} (k + k') \gamma (r = 0) \Delta V + \Delta K^3_{(3)}$$

$$= \begin{cases} 
-\frac{Q_5 \Omega}{2} (k + k') \frac{b^2}{a^2 + b^2} \Delta V + \Delta K^3_{(3)} & (a > b, \text{ “southern”}), \\
+\frac{Q_5 \Omega}{2} (k + k') \frac{a^2}{a^2 + b^2} \Delta V + \Delta K^3_{(3)} & (b > a, \text{ “northern”}),
\end{cases}$$

(3.32)

where in the second equality we used (C.24) for the value of $\gamma (r = 0)$. So, we have $-(k + k') \frac{b^2}{a^2 + b^2}$ units of D4 charge sitting at $r = 0$ in the “southern” case, and $(k + k') \frac{a^2}{a^2 + b^2}$ units for the “northern” case. The discontinuity as we go from the south to the north will be discussed in section 3.5.
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Figure 3. The Gaussian surfaces. The large gray circle represents $S^2$ at infinity, which can be deformed into two disconnected surfaces: $S^2_0$, enclosing the origin, and $S^2_1$, surrounding the disk $D_2$ (red zigzag line) whose boundary is the ring (blue dots). The difference of a quantity $X$ across $D_2$ is defined to be $[X] = X_{out} - X_{in}$, where “out” and “in” are defined as shown here, for the southern case.

**Delocalized charge.** Actually, this is not the end of the story. In the current situation where we have a branch cut of the multi-valued function $\gamma$, we can also have delocalized charges.

Recall that the D4 charge is measured by the Gaussian integral inside $\mathbb{R}^3$ as

$$q_{D4} = -\frac{1}{4\pi} \int_{S^2_\infty} *_3 dK^3,$$

(3.33)

where $S^2_\infty$ is the sphere at infinity, with its normal pointing outward. We can continuously deform $S^2_\infty$ into two disconnected pieces one of which encloses $r = 0$ and the other of which surrounds the disk $D_2$ whose boundary is the ring (see figure 3). Because $K^3$ is discontinuous across the disk, there will be non-trivial contribution to the integral there. The only discontinuous part in $dK^3$ is

$$dK^3|_{\text{discont}} = -\frac{Q_5\Omega}{2} (k + k') d(\gamma V)|_{\text{discont}} = -\frac{Q_5\Omega}{2} (k + k') \gamma dV$$

(3.34)

where we used the fact that $d\gamma = *_3 d\alpha$ is continuous. Let us denote the discontinuity of $X$ by $[X] = X_{out} - X_{in}$, where “out” and “in” mean outside and inside of $D_2$, with the orientation derived from that of $S^2_\infty$, as shown in figure 3, in the “southern” case ($a > b$). In the “southern” case, we have $[\gamma] = -1$ and the contribution to (3.33) from the delocalized charge is

$$q_{\text{deloc}} = -\frac{1}{4\pi} \int_{D_2} [*_3 dK^3] = \frac{1}{4\pi} \frac{Q_5\Omega}{2} (k + k') \int_{D_2} [\gamma] *_3 dV$$

$$= -\frac{1}{4\pi} \frac{Q_5\Omega}{2} (k + k') \int_{D_2} *_3 dV = -\frac{1}{4\pi} \frac{Q_5\Omega}{2} (k + k') \int_{D_2} \sin \theta d\theta \wedge d\phi.$$  

(3.35)

In the “southern” case ($a > b$), the $\theta$ integral is from $\theta$ such that $\cos \theta = \frac{c}{\sqrt{c^2 + R^2}} = \frac{b^2 - a^2}{a^2 + b^2}$ to $\theta = \pi$. So, evaluating the integral, we find

$$q_{\text{deloc}} = \begin{cases} 
\frac{Q_5\Omega}{2} (k + k') \frac{b^2}{a^2 + b^2} & (a > b, \ "southern") \\
-\frac{Q_5\Omega}{2} (k + k') \frac{a^2}{a^2 + b^2} & (b > a, \ "northern") 
\end{cases}$$

(3.36)
We also included the expression for the “northern” case (in which $[\gamma] = +1$). The discontinuity as we go from the south to the north will be discussed in section 3.5. The sum of this delocalized charge and the charge localized at $r = 0$ in (3.32) is zero.

**The expression for $K^3$.** The codimension-3 part $K^3$ is chosen so that the ring carries $k$ units of D4 charge (including the localized and delocalized charges) in the southern case:

$$K^3 = \frac{Q_5 \Omega}{2} \frac{a^2 k - b^2 k'}{a^2 + b^2} (H - V).$$

(3.37)

Actually, here we added a term proportional to $V$, which can be thought of as the “gauge transformation” (2.6). We will see that this choice agrees with the 6d result in the next section. For continuity, we must take the same $K^3$ also for the northern case.

So, the final expression for $K^3$ is

$$K^3 = \frac{Q_5 \Omega}{2} \left[ -(k + k') \left( \gamma - \frac{b^2 I_{10} - a^2 I_{01}}{a^2 + b^2} \right) V + \frac{a^2 k - b^2 k'}{a^2 + b^2} (H - V) \right].$$

(3.38)

### 3.4 Integrability and no-CTC conditions

Having determined $K^3$, we can find the remaining harmonic function $M$. First, it must contain $\gamma$ so that $\mu$ (2.38) is single-valued. Furthermore, it must satisfy the integrability condition derived from (2.39),

$$0 = V \Delta M - M \Delta V - \frac{1}{2} \Delta K^3 \quad \text{(no } \delta \text{ function).}$$

(3.39)

Imposing these conditions, it is straightforward to show that $M$ is given by:

$$M = \frac{Q_5 \Omega}{4} \left[ (k + k')\gamma + \frac{1}{4}(ka^2 - k'b^2)H \right].$$

(3.40)

The 1-form $\omega$ that satisfies the equation (2.39) is

$$\omega = -\frac{Q_5 \Omega}{2} \left( kI_{10} \cos^2 \frac{\theta}{2} + k'I_{01} \sin^2 \frac{\theta}{2} \right) d\phi.$$

(3.41)

The modulus $\tau^3$ (see (2.11)) is found to be

$$\tau^3 = -(k + k')\gamma + \text{(single-valued)},$$

(3.42)

which has the monodromy $\tau^3 \rightarrow \tau^3 - (k + k')$ due to the $-(k + k')$ NS5(4567\lambda) branes. This monodromy can be represented by an SL(2, $\mathbb{Z}$) transformation

$$\mathcal{M} = \begin{pmatrix} 1 & -(k + k') \\ 0 & 1 \end{pmatrix}.$$  

(3.43)

At this point, the solution contains $Q_1, Q_5, a, b, k, k'$ as independent parameters. In the Lunin-Mathur geometry, they are going to be related by the relation (2.22c); for example, in the south-pole limit it is given by (2.27b). In the current framework of harmonic solutions in 4d/5d, such a relation can be derived by studying the no-CTC condition.
Let us focus on the 5d part of the 11d metric (2.1). If we focus on the \( \phi, \psi \) part, we have

\[
Z^{2/3} ds_5^2 \supset -[\mu(d\psi + A_\phi d\phi) + \omega_\phi d\phi]^2 + Z[V^{-1}(d\psi + A_\phi d\phi)^2 + Vr^2 \sin^2 \theta \, d\phi^2] \tag{3.44}
\]

where we used (2.5c). Near the ring, \( u \sim \infty \), the quantities appearing here behave as (see (C.29), (C.30))

\[
\begin{align*}
\omega_\phi & \sim Q_5 \Omega^2 \left[ \frac{ab}{a^2 + b^2} (k + k') \log \frac{u}{\pi} \right], \\
\mu & \sim Q_5 \Omega^2 \left( \frac{k - k'}{a} \right) \log \frac{u}{\pi}, \\
A_\phi & \sim \frac{2b^2}{a^2 + b^2}, \\
V & \sim \frac{4}{a^2 + b^2}, \\
Z & \sim \frac{Q_1 Q_5}{4\pi^2 a^2 b^2} \log^2 u, \\
g_{\phi\phi} & = r^2 \sin^2 \theta \sim \frac{a^2 b^2}{4}.
\end{align*} \tag{3.45}
\]

By diagonalizing the metric (3.44) and requiring that there is no CTC, namely the eigenvalues are non-negative, we find the condition

\[
Q_1 \geq \Omega^2 (a^2 k^2 + b^2 k'^2) Q_5. \tag{3.46}
\]

In supertube configurations, genuine microstates saturate such non-CTC inequalities \cite{45}. Because Lunin-Mathur geometries are genuine microstates, we must require

\[
Q_1 = \Omega^2 (a^2 k^2 + b^2 k'^2) Q_5. \tag{3.47}
\]

This is what we used in (1.5).

3.5 Comments

Thus far, in this section, we have demonstrated the phenomenon of charge transfer, which is summarized in figure 1. The D4 charge has two parts, the one localized at the location of the ring, and the other distributed over the branch cut inside the ring. As we move from the south pole to the north pole, the cut crosses the D6 center at \( r = 0 \) and, at that point, some of the D4 charge gets transferred to the D6 center. As the result, the ring has different D4 charges in the initial and final states.

This can be understood in terms of a “gauge transformation”. Let us note that, if we apply the gauge transformation (2.6) with \( c_1 = c^2 = 0, c^3 = -nQ_5(k' + k)\Omega/2 \) to the harmonic functions (3.38), (3.40), we obtain

\[
\begin{align*}
K^3 &= \frac{Q_5 \Omega}{2} \left[ -(k + k') \left( \gamma + n + \frac{b^2 I_{10} - a^2 I_{01}}{a^2 + b^2} \right) V + \frac{a^2 k - b^2 k'}{a^2 + b^2} (H - V) \right], \\
M &= \frac{Q_5 \Omega}{4} \left[ (k + k')(\gamma + n) + \frac{1}{4} (ka^2 - k'b^2) H \right].
\end{align*} \tag{3.48}
\]

Let us consider the process of starting from the south pole limit with \( n = 0 \) and moving over to the north pole. In the “southern” case \( a > b \), the branch cut is at \( y_3 = (b^2 - a^2)/4 < 0 \) and at the position of the \( r = 0 \) center, we have \( 0 < \gamma < 1/2 \). From (3.32), we see that the D4 charge of the \( r = 0 \) center is \(-\frac{Q_5 \Omega}{2} (k + k') \frac{b^2}{a^2 + b^2} \). If we increase \( b \) and go over the to the “northern” case \( a < b \), the \( r = 0 \) pole has gone through the ring and now \( \gamma > 1/2 \) there. If we want to bring it back to the \(-1/2 < \gamma < 1/2 \) branch which can be connected
to infinity (note that $\gamma \to 0$ at infinity), we must do a gauge transformation with $n = -1$ so that $-1/2 < \gamma < 1/2$ there. This is how we get \( \frac{Q_5 \Omega}{2} (k + k') \frac{d^2}{dx^2} \) in (3.32) as the D4 charge of the $r = 0$ center. Namely, the “jump” in the D4 charge happens because of the gauge transformation needed to bring the $r = 0$ pole, which has gone to a different gauge by going through the ring, back into the original gauge.

In the current note, we only discussed the “helical” profile (3.1), but we could consider any 4d profile and its reduction to $\mathbb{R}^3$. In $\mathbb{R}^3$, it will give an NS5-brane along some arbitrary curve $C$, with D4 charge density which can vary along $C$. If we define a 1-form $\alpha$ as in (3.15) (now by an integration along $C$) and the dual scalar $\gamma$ by $d\gamma = *3d\alpha$, the construction of $K^3$ goes just as in (3.25)–(3.27), although explicit expressions will be harder to obtain.

4 Deriving harmonic functions from 6d

In the previous section, we derived the harmonic functions with codimension-2 sources that represent a Lunin-Mathur geometry in 6d, based on the information about what charges must be present (bottom-up). Here, we confirm that these harmonic functions are correct, starting from 6d (top-down).

The various functions of the Lunin-Mathur geometry (2.22) computed for the profile (3.1) are given by

\[
Z_1 = \frac{Q_1}{4} H, \quad Z_2 = \frac{Q_2}{4} H, \quad Q_1 = \Omega^2 (k^2 a^2 + k'^2 b^2) Q_5, \\
A_\phi^- = -\frac{Q_5 \Omega k}{2} I_{10}, \quad A_\phi^+ = +\frac{Q_5 \Omega k'}{2} I_{01}, \\
B_\phi^- = \frac{Q_5 \Omega k'}{2} \left( I_{01} + \frac{1}{2} b^2 H - 2\gamma \right), \quad B_\psi^- = \frac{Q_5 \Omega k}{2} \left( I_{10} - \frac{1}{2} a^2 H - 2\gamma \right),
\]

where $\tilde{\phi}, \tilde{\psi}$ were defined in (2.29), and other components of $A, B$ vanish. The computation is straightforward, if complicated. The only thing is that we must smear over the $\psi$ direction. For some detail see (C.4). The functions $Z_1, Z_2$ are the same as the one found from the 4d viewpoint in (3.22). Also, in 6d, the relation (3.47) is automatic. If we set $b \to 0$, (4.1) reduces to (2.27).

We can find what harmonic functions these reduce to, using the results in section 2.3. We can decompose the 1-forms $A, B$ as

\[
A = \frac{A_\phi^- + A_\phi^+}{2} (d\psi + A) + \left( -A_\phi^- \cos^2 \frac{\theta}{2} + A_\phi^+ \sin^2 \frac{\theta}{2} \right) d\phi, \\
B = \frac{B_\phi^- + B_\psi^-}{2} (d\psi + A) + \left( -B_\phi^- \cos^2 \frac{\theta}{2} + B_\psi^- \sin^2 \frac{\theta}{2} \right) d\phi.
\]

Using the identification (2.33), we find

\[
M = -\frac{1}{4} (A_\phi^- + A_\phi^+ + B_\phi^- + B_\psi^-), \quad K^3 = \frac{V}{2} (-A_\phi^- - A_\phi^+ + B_\phi^- + B_\psi^-), \\
\mu = -\frac{1}{2} (A_\phi^- + A_\phi^-), \quad \omega = \left( A_\phi^- \cos^2 \frac{\theta}{2} - A_\phi^+ \sin^2 \frac{\theta}{2} \right) d\phi, \\
\xi^3 = \left[ (A_\phi^- - B_\phi^-) \cos^2 \frac{\theta}{2} + (-A_\phi^- + B_\psi^-) \sin^2 \frac{\theta}{2} \right] d\phi.
\]
It is not difficult to show that these reproduce the harmonic functions (3.38), (3.40) in the previous section, using the formula (C.25).

The reader may think that, to find harmonic functions, it is much easier to start with the Lunin-Mathur geometry in 6d and go down to 4d/5d as above (“top-down”), rather than going from 4d/5d to 6d as we did in section 3 (“bottom-up”). However, a technical point is that, even if we know $A$, the relation (2.33a) only gives us the combination $\mu = M + K^3/(2V)$, and not $M$ and $V$ separately. One could use the harmonicity of $K^3, M$ to disentangle them from each other, but that is far from simple. If we also know $B$, it is easy to find $K^3, M$ from the two relations (2.33), but finding $B$ from the duality relation (2.22b) is not simple either. We found the expression for $B$ in (4.1) by first finding $K^3, M$ and then going back up to 6d via (2.33b) and (4.2b).

5 Dual CFT perspective and spectral flow

5.1 Dual CFT states

The CFT dual of general Lunin-Mathur geometries are known [39, 42, 46, 47]. Here we discuss the dual for the special case of the helical profile, focusing on its symmetry.

The holographic dual of the D1-D5 system is a 2d SCFT called the D1-D5 CFT, which is an orbifold CFT with target space $\text{Sym}^N(T^4)$, $N = \tilde{N}_1\tilde{N}_5$.

The CFT has $\text{SU}(2)_L \times \text{SU}(2)_R$ R-symmetry with generators $J^\alpha_L, J^\alpha_R$ and the states in the CFT have R-charges $(j_L^\alpha, j_R^\alpha) = (j_L, j_R)$. For more detail of the D1-D5 CFT, see [48, 49]. Our notation here follows [50].

The states of the orbifold CFT can be constructed multiplying “strands” of various length together so that the total length is $N$. The CFT state that is dual to the circular profile (1.1) is

$$|++\rangle_k^{N/k}, \quad N = \prod_{i=1}^{N_5} N_i^N.$$

Here $|++\rangle_k$ is a strand of length $k$, with a Ramond-Ramond ground state with R-charge $(j_L, j_R) = (1/2, 1/2)$ on it, denoted by “++”. This state is an eigenstate of $J^3_L, J^3_R$. The dual bulk statement is that the supergravity solution preserves the corresponding $U(1)_L \times U(1)_R$ symmetry. More precisely, $J^\phi = J^\phi_0 + J^\phi_1$ and $J^\psi = J^\psi_0 - J^\psi_1$ generate rotations in the 1-2 and 3-4 planes under which the circular profile (2.25) is invariant.

On the other hand, the state dual to the helical profile (1.4) is a coherent sum of RR ground states [39, 42, 46, 47],

$$\sum_{N_{++}, N_{--}} \left[A_{++} |++\rangle_k^{N_{++}} A_{--} |--\rangle_k^{N_{--}} \right]$$

which is restricted to $(N_{++}, N_{--})$ with $kN_{++} + k'N_{--} = N$, and the parameters $A_{++}, A_{--}$ are related to the bulk quantities $a, b$ via

$$|A_{++}|^2 = \frac{R^2_0 N}{Q_1 Q_5} k^2 a^2, \quad |A_{--}|^2 = \frac{R^2_0 N}{Q_1 Q_5} k'^2 b^2.$$
The sum (5.2) is dominated by the following term:

\[ k\mathcal{N}_{++} = |A_{++}|^2, \quad k\mathcal{N}_{--} = |A_{--}|^2. \tag{5.4} \]

The state (5.2) is not an eigenstate of \( J^3_L \) and \( J^3_R \) separately, but it is an eigenstate of the combination \((k - k')J^3_L + (k + k')J^3_R = kJ^3_{\phi} - k'J^3_{\psi}\). In the bulk, this is nothing but the linear combination of \( \phi \) and \( \psi \) directions under which the helical profile is invariant. Once we project the profile to \( R^3 \), this structure becomes invisible because of smearing; namely, the 4d/5d configuration is symmetric under both \( \phi \) and \( \psi \) translations, although this is an artifact of smearing.

As we keep increasing \( b \), we end up with the state \(|-+\rangle_k\)

\[ k\mathcal{N}/k' \]

which corresponds to the "north pole" limit. This is again symmetric under \( U(1)_L \times U(1)_R \).

### 5.2 Spectral flow

Being an \( \mathcal{N} = (4,4) \) SCFT, the D1-D5 CFT has spectral flow symmetry [51] which maps a state with \( L_0 = h, J^3_L = j \) (we take \( L_0 = 0 \) for Ramond ground states) on a strand of length \( k \) to a state with \( L_0 = h', J^3_L = j' \) as

\[ h' = h + 2nj_L + kn^2, \quad j'_L = j_L + kn. \tag{5.6} \]

For \( n \in \mathbb{Z} \), this maps states in the Ramond sector into states in the Ramond sector.

Let us denote the Ramond state obtained by spectral flowing \(|\pm+\rangle_k\) by \( n \) by

\[ |\pm+\rangle_{k,n}. \tag{5.7} \]

By spectral flowing the state (5.1), we obtain

\[ |\pm+\rangle_{k,n} \]

which has charges

\[ h = (n + kn^2)\mathcal{N}_{++} + (-n + k'n^2)\mathcal{N}_{--}, \quad h' = h + 2nj_L + kn^2, \quad j'_L = j_L + kn. \tag{5.10} \]

One exceptional case is \( k = k' \). In this case, making \( a \) non-vanishing can be thought of merely as an \( SU(2)_L \) rotation of the original state (5.1). Indeed, one can show that (5.1) is an eigenstate of \( J^3_R \) and a certain linear combination of \( J^i_L \), \( i = 1, 2, 3 \).
In the bulk, the spectral flow transformation is realized by the following transformation of the harmonic functions [52]

\[
\begin{align*}
\tilde{V} &= V + \gamma^3 K^3, \\
\tilde{K}^1 &= K^1 - \gamma^3 L_2, \\
\tilde{K}^2 &= K^2 - \gamma^3 L_1, \\
\tilde{K}^3 &= K^3,
\end{align*}
\]

\[
\begin{align*}
\tilde{L}_3 &= L_3 - 2\gamma^3 M, \\
\tilde{L}_2 &= L_2, \\
\tilde{L}_1 &= L_1, \\
\tilde{M} &= M,
\end{align*}
\]

under which the moduli \(\tau^I\) defined in \((2.11)\) transform as

\[
\tau^1 \rightarrow \tau^1, \quad \tau^2 \rightarrow \tau^2, \quad \tau^3 \rightarrow \frac{\tau^3}{\frac{Q_0 \Omega}{2} \gamma^3 \tau^3 + 1}.
\]

Namely, it is an \(\text{SL}(2,\mathbb{Z})\) duality transformation of the modulus of \(T_{39}^2\).

Let us study the bulk dual of the spectral flowed states above. First, applying \((5.11)\) with \(\gamma^3 = -\frac{2n}{Q_0 \Omega}\) to the codimension-3 harmonic functions \((1.2)\) and doing gauge transformation \((2.6)\) with \(c_1 = -\frac{n}{2\Omega}, c_2 = -\frac{nQ_1}{2Q_0 \Omega}, c_3 = 0\) so that \(K^I\) are \(\mathcal{O}(1/r^2)\) at infinity, we find the dual of \((5.8)\):

\[
\begin{align*}
\tilde{V} &= \frac{1 + kn}{r} - \frac{kn}{\Sigma}, \\
\tilde{K}^1 &= \frac{n(kn + 1)}{2\Omega} \left( \frac{1}{\Sigma} - \frac{1}{r} \right), \\
\tilde{L}_1 &= \frac{Q_1}{4} \left( \frac{kn + 1}{\Sigma} - \frac{kn}{r} \right), \\
\tilde{L}_2 &= \frac{Q_5}{4} \left( \frac{kn + 1}{\Sigma} - \frac{kn}{r} \right), \\
\tilde{L}_3 &= 1 + \frac{Q_1 n(kn + 1)}{4Q_5 \Omega^2 k} \left( \frac{kn + 1}{\Sigma} - \frac{kn}{r} \right), \\
\tilde{M} &= \frac{Q_1}{16\Omega k} \left( \frac{(kn + 1)^2}{\Sigma} - \frac{(kn)^2}{r} \right).
\end{align*}
\]

Next, if we apply the same bulk spectral flow and gauge transformations to the codimension-2 harmonic functions given by \((3.22), (3.38)\) and \((3.40)\), we obtain

\[
\begin{align*}
\tilde{V} &= \frac{1}{r} - \frac{2n}{Q_5 \Omega} K^3, \\
\tilde{K}^1 &= -\frac{n}{2\Omega r} + \frac{n}{2\Omega} H + \frac{n^2}{Q_5 \Omega^2} K^3, \\
\tilde{K}^2 &= \frac{Q_1}{Q_5} \tilde{K}^1, \\
\tilde{K}^3 &= K^3, \\
\tilde{L}_1 &= \frac{Q_1}{4} H + \frac{nQ_1}{2Q_5 \Omega} K^3, \\
\tilde{L}_2 &= \frac{Q_5}{4} H + \frac{n}{2\Omega} K^3, \\
\tilde{L}_3 &= 1 - \frac{n^2 Q_1}{4Q_5 \Omega^2} + \frac{n^2 Q_1}{2Q_5 \Omega^2 H} + \frac{n^3 Q_1}{2Q_5 \Omega^3} K^3 + \frac{4n}{Q_5 \Omega} M, \\
\tilde{M} &= M + \frac{nQ_1}{8\Omega} H + \frac{n^2 Q_1}{8Q_5 \Omega^2} K^3
\end{align*}
\]

where \(K^3, M\) are the ones given in \((3.38), (3.40)\). This must be the bulk dual of the CFT state \((5.9)\). From the \(1/r\) fall-off of \(\tilde{L}_3\) and \(\tilde{M}\), we can confirm the charges \((5.10)\). For

\[\text{Generalization of this to a three-parameter family of transformations with parameters} \ \gamma^I, I = 1, 2, 3 \ \text{gives an} \ \text{SL}(2,\mathbb{Z}) \ \text{duality transformation for} \ \gamma^I [52].\]
example, the large $r$ expansion of $\hat L_3$ is

$$\hat L_3 \sim \left[ -\frac{n^2 Q_1}{4 Q_3 \Omega^2} + \frac{n^2 Q_4}{2 Q_5 \Omega^2} + \frac{4n}{Q_5 \Omega} \frac{1}{4} \left( k a^2 - k' b^2 \right) \right] \frac{1}{r}$$

$$= \frac{1}{4r} \left[ (n + kn^2) ka^2 + (-n + k'n^2) k'b^2 \right] = \frac{Q_p}{4r},$$

(5.15)

where we used (3.47). Using (5.3) and (5.4), and using the relation between $Q_p$ and the quantized momentum $N_p$,

$$Q_p = \frac{q^2 \alpha'^4}{R_y^2 v_4} N_p = \frac{Q_1 Q_5}{R_y^2 N} N_p,$$

(5.16)

it is easy to show that this reproduces the CFT result (5.10a).

So, the harmonic solution (5.14) provides the supergravity description of the CFT state (5.9). What is interesting is that, because $\hat V$ contains the monodromic $K^3$ that can transfer charge, the solution interpolates between Gibbons-Hawking spaces with different Taub-NUT charges.

$$\hat V = \frac{1 + kn}{r} - \frac{kn}{\Sigma} \quad \rightarrow \quad \hat V = \frac{1 - k'n}{r} + \frac{k'n}{\Sigma'},$$

(5.17)

where $\Sigma' = |y - \tilde b|$, $\tilde b = (0,0,\tilde b)$, $\tilde b = b'^2/4$. In particular, if $k = k' = 1$, $n = -m$, this connects the two configurations:

$$\hat V = \frac{1 - m}{r} + \frac{m}{\Sigma} \quad \rightarrow \quad \hat V = \frac{1 + m}{r} - \frac{m}{\Sigma'} = \frac{1 - (m + 1)}{\Sigma'} + \frac{m + 1}{r}. $$

(5.18)

On the right hand side, by reinterpreting $\Sigma' \rightarrow r, r \rightarrow \Sigma$, we can repeat the same process now with $m \rightarrow m + 1$. Doing this over again, we can reach any $m$. See figure 4 for a graphical explanation of this process. In CFT, the process (5.18) corresponds to the interpolation

$$[|+\rangle_{1,-m}]^N \rightarrow [|+\rangle_{1,-(m+1)}]^N = [|+\rangle_{1,-(m+1)}]^N,$$

(5.19)

where in the last expression we used the fact that $|+\rangle_{1,-m} = [|+\rangle_{1,-(m+1)}]$. So, by starting from $[|+\rangle_{1,0}]^N = [|+\rangle_{1,0}]^N$ and repeatedly doing this interpolation, we can get to $[|+\rangle_{1,-m}]^N$ with any $m$; see figure 5 for a description of this spectral flow on the $J_{L_0}^3$ plane.

From (3.43) and (5.12), we see that the modulus $\tau^3$ now has the SL(2, $\mathbb{Z}$) monodromy

$$\hat M = \begin{pmatrix} 1 & - (k + k') \\ - n & 1 + n(k + k') \end{pmatrix}.$$

(5.20)

This is no longer the monodromy of NS5(4567C)-branes but the “exotic brane” $5_2^2(4567C, 89)$ [43] has mixed in. By following the duality transformation to the D1-D5 frame, we see that this is mapped as

$$5_2^2(4567C, 89) \overset{\text{dualize}}{\rightarrow} \text{KKM}(6789C, \psi).$$

(5.21)

So, in addition to the KKM in (2.34), we have new a kind of KKM dipole, but the solution is purely geometric. This is as it should be, because the spectral flow transformation in the D1-D5 frame is nothing but mixing the coordinates $y$ and $\psi$; part of the KKM in the second line of (2.34) got transformed into KKM(6789C, $\psi$) above.
5.3 Fractional spectral flow

For general CFT states, the spectral flow is defined only for $n \in \mathbb{Z}$. However, for the state $|\pm\rangle_k$, the fractional spectral flow by $n = \frac{s}{k}$, $s \in \mathbb{Z}$,

$$|\pm\rangle_{k,\frac{s}{k}} : \quad h = \frac{s(s \pm 1)}{k}, \quad j_L = \pm \frac{1}{2} + s \quad (5.22)$$

is also a valid state [53] if

$$h = \frac{s(s \pm 1)}{k} \in \mathbb{Z}, \quad \text{or} \quad n(nk \pm 1) \in \mathbb{Z}. \quad (5.23)$$

Indeed, the dual bulk solution (5.13) is known to make sense [53] if this condition (5.23) is met, and represents the most general 2-center codimension-3 harmonic solution.

The interpolating CFT state (5.9) must also be a valid state if both the states $|++\rangle_{k,n}$ and $|+-\rangle_{k',n}$ satisfy the quantization condition, namely,

$$n(nk + 1) \in \mathbb{Z} \quad \text{and} \quad n(nk' - 1) \in \mathbb{Z}. \quad (5.24)$$

For example, for $m, m' \in \mathbb{Z}_{>0}$, the following states with $n = 1/2$:

$$|++\rangle_{4m+2,\frac{1}{2}}, \quad h = m + 1 \in \mathbb{Z}, \quad j_L = 2m + \frac{3}{2}, \quad (5.25)$$

$$|+-\rangle_{4m'-2,\frac{1}{2}}, \quad h = m' - 1 \in \mathbb{Z}, \quad j_L = 2m' - \frac{3}{2} \quad (5.26)$$

satisfy the quantization condition and the interpolation will be an allowed state. The dual geometry is still given by (5.14).
6 Discussions

In this note, we studied the Lunin-Mathur geometry interpolating the states

$$[|++\rangle_k]^{N/k} \quad \text{and} \quad [|--\rangle_{k'}]^{N/k'}$$

(6.1)

in the framework of harmonic solutions in 4d/5d. Although the geometries dual to (6.1) are codimension-3 solutions, the interpolating solution is of codimension two, because of the puffed-out NS5-branes lying along a curve $C$. We discussed how to construct the associated harmonic functions with a monodromy around $C$, based on the data about the charges and the puffed-out dipole charge. The interpolating solution exhibits some interesting features, such as some of the D4-charge being delocalized, and some of the D4-charge getting transferred from the supertube center to the Taub-NUT center as the interpolation proceeds. We also discussed the spectral flow of this entire process, which interpolates between the states

$$[|++\rangle_k]^{N/k} \quad \text{and} \quad [|--\rangle_{k',n}]^{N/k'}.$$  

(6.2)

This solution is valid even if $n$ is not an integer, as long as certain quantization conditions are met; in that case, the interpolating solution connects the 2-center solutions found in [53].

A natural question [54] is how to interpolate between the states

$$[|++\rangle_{k,n}]^{N/k} \quad \text{and} \quad [|--\rangle_{k',n'}]^{N/k'}$$

(6.3)

where $n \neq n'$. For definiteness, let us set $k = k' = 1, n = 0$, and $n' \to n + 1$. Then the interpolation in question is between

$$[|++\rangle_1]^{N} \quad \text{and} \quad [|--\rangle_{1,n+1}]^{N} = [|++\rangle_{1,n}]^{N}.$$  

(6.4)

See figure 6 for an example. In CFT, it is easy to write down the interpolating state, as in (5.9):

$$\sum_{N_{++},N_{++}}' \left[ A_1 |++\rangle_1 \right]^{N_{++}} \left[ A_n |++\rangle_{1,n} \right]^{N_{++}}.$$  

(6.5)
Just as (5.9), this is an eigenstate of $J_R$ and a certain linear combination of $J_L$ and $J_R$. This suggests that the bulk dual has a helical structure similar to the helical Lunin-Mathur profile that we studied. When reduced to $\mathbb{R}^3$, it is likely to be described by a solution involving codimension-2 sources similar to the one studied in this note. Constructing such solutions would be very interesting for understanding black hole microstates, because the state $|++\rangle_{k,n}$ in the background of $|++\rangle_1$ is a stringy state in $\text{AdS}_3 \times S^3$ [55–57], which is a key for understanding the fractional and higher modes responsible for the entropy. The technique developed in this note should be useful for such construction. Note, however, that the interpolating states in CFT such as (6.5) are non-BPS when perturbed away from the orbifold point [54, 57]. Our harmonic function techniques will be directly useful only if such states are actually BPS in supergravity. Such a possibility is not outrageous, because of the observed correspondence between BPS states in the CFT at the orbifold point and multi-center solutions in supergravity [58].

Relatedly, in [20], the moduli space of the multi-center codimension-3 solutions for small numbers of D6- and D2-branes was investigated. They found that, for one D6- and three D2-branes, the number of solutions agrees with the prediction from quiver quantum mechanics, although for more D6-branes the number of multi-center solutions is less than the prediction. It would be interesting to explore the moduli space of multi-center solutions including codimension-2 sources. The results in this note should be useful for such exploration.
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A Duality transformation

Here we discuss how to map the IIB configuration in (2.34) in the D1-D5 frame into the IIA configuration (2.35).

We start with (2.34):

\[
\text{D1}(y) + \text{D5}(y6789) \xrightarrow{\text{puff out}} \begin{cases} 
\text{KKM}(6789\psi, y) + P(\psi) \\
\text{KKM}(6789\mathcal{C}, y) + P(\mathcal{C}) 
\end{cases}
\]  (A.1)

After T-duality along $y67$, this is mapped into

\[
\text{D2}(67) + \text{D2}(89) \xrightarrow{\text{puff out}} \begin{cases} 
\text{NS5}(6789\psi) + P(\psi) \\
\text{NS5}(6789\mathcal{C}) + P(\mathcal{C}) 
\end{cases}
\]  (A.2)

Lifting this to M-theory along $x^{10}$, this becomes

\[
\text{M2}(67) + \text{M2}(89) \xrightarrow{\text{puff out}} \begin{cases} 
\text{M5}(6789\psi) + P(\psi) \\
\text{M5}(6789\mathcal{C}) + P(\mathcal{C}) 
\end{cases}
\]  (A.3)
Renaming coordinates as \((6, 7, 8, 9, y, 10) \rightarrow (4, 5, 6, 7, 8, 9)\), we have

\[
\text{M2(45) + M2(67) puff out} \begin{cases} 
\text{M5(4567}\psi) + P(\psi) \\
\text{M5(4567C) + P(C)} 
\end{cases} 
\] (A.4)

This is a supertube transition in the M-theory frame of (2.1). Compactifying M-theory to IIA on \(\psi\), this reduces to

\[
\text{D2(45) + D2(67) puff out} \begin{cases} 
\text{D4(4567) + D0} \\
\text{NS5(4567C) + P(C)} 
\end{cases} 
\] (A.5)

This is the process (2.35) in the IIA frame of (2.10).

B Coordinate systems

Here we summarize relations between the coordinate systems that we use in the main text.

The flat \(R^4\) coordinates \(x_m, m = 1, 2, 3, 4\), are variously written as

\[
\begin{align*}
x_1 + ix_2 &= se^\tilde{\phi} = 2\sqrt{r}\sin\frac{\theta}{2} e^{i\frac{\psi}{2}}, \\
x_3 + ix_4 &= we^\tilde{\psi} = 2\sqrt{r}\cos\frac{\theta}{2} e^{i(\frac{\psi}{2} + \phi)}.
\end{align*}
\] (B.1)

The flat \(R^4\) metric can be written as

\[
ds_4^2 = dx_m dx_m \\
= ds^2 + s^2 d\tilde{\phi}^2 + dw^2 + w^2 d\tilde{\psi}^2 \\
= \frac{1}{r} dr^2 + r \left( d\theta^2 + 2(1 - \cos \theta) d\tilde{\phi}^2 + 2(1 + \cos \theta) d\tilde{\psi}^2 \right) \\
= V^{-1} (d\psi + A)^2 + V d\tilde{\psi}^2, \\
A = (1 + \cos \theta) d\phi, \quad V = \frac{1}{r}, \quad *_3 dA = dV,
\] (B.2)

where

\[
d\tilde{\psi}^2 = dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\phi^2), \\
y_1 + iy_2 = r \sin \theta e^{i\phi}, \quad y_3 = r \cos \theta.
\] (B.3)

In the toroidal coordinates

\[
y_1 + iy_2 = \sqrt{u^2 - 1} Re^{i\phi}, \quad y_3' \equiv y_3 - c = \frac{\sin \sigma}{u - \cos \sigma} R,
\] (B.5)

the flat \(R^3\) metric can be written as

\[
d\tilde{\psi}^2 = d\tilde{\psi}^2 = dy_1^2 + dy_2^2 + dy_3'^2 = \frac{R^2}{(u - \cos \sigma)^2} \left[ \frac{du^2}{u^2 - 1} + d\sigma^2 + (u^2 - 1) d\phi^2 \right]
\] (B.6)
where \( y' = (y_1, y_2, y_3) \). The inverse relations are
\[
\begin{align*}
\cos \sigma &= \frac{y'^2 - R^2}{\Lambda}, \quad u = \frac{y'^2 + R^2}{\Lambda}, \quad \Lambda^2 = (y'^2 - R^2)^2 + 4R^2 y_3^2. \tag{B.7}
\end{align*}
\]

Some relations between different coordinates:
\[
\begin{align*}
\rho &= \sqrt{y_1^2 + y_2^2} = r \sin \theta = \frac{sw}{2}, \quad y_3 = r \cos \theta = \frac{-s^2 + w^2}{4}. \tag{B.8e}
\end{align*}
\]

The relation between the position of the ring in \( \mathbb{R}^4 \) (specified by \( a, b \)) and in \( \mathbb{R}^3 \) (specified by \( R, c \)):
\[
R = \frac{ab}{2}, \quad c = \frac{-a^2 + b^2}{4}, \quad \sqrt{R^2 + c^2} = \frac{a^2 + b^2}{4}. \tag{B.9}
\]

Some more relations:
\[
\begin{align*}
V &= \frac{1}{r} = \frac{4}{s^2 + w^2} = \frac{4}{|x|^2} \tag{B.10a}
\end{align*}
\]

\[
\begin{align*}
\Lambda^2 &= \frac{1}{256} [(s+a)^2 + (w+b)^2][(s+a)^2 + (w-b)^2] \times [(s-a)^2 + (w+b)^2][(s-a)^2 + (w-b)^2] \tag{B.10b}
\end{align*}
\]

\[
\begin{align*}
u &= \frac{(s^2 + w^2)^2 + (a^2 + b^2)^2 - 2(a^2 - b^2)(s^2 - w^2)}{\sqrt{[(s+a)^2 + (w+b)^2][(s-a)^2 + (w-b)^2][[(s-a)^2 + (w+b)^2][(s-a)^2 + (w-b)^2]}] \tag{B.10c}
\end{align*}
\]

\[
\begin{align*}
\zeta &= \sqrt{1 - u^{-2}} = \frac{8absw}{(s^2 + w^2)^2 + (a^2 + b^2)^2 - 2(a^2 - b^2)(s^2 - w^2)}, \tag{B.10d}
\end{align*}
\]

\[
\begin{align*}
\Sigma &= \frac{1}{4} \sqrt{[(s+a)^2 + w^2][(s-a)^2 + w^2]} = |y - \tilde{a}|, \tag{B.10e}
\end{align*}
\]

\[
\begin{align*}
\tilde{a} &= (0, 0, -\tilde{a}), \quad \tilde{a} = \frac{a^2}{4}, \quad \tilde{b} = \frac{b^2}{4} \tag{B.10f}
\end{align*}
\]

\section{Functions \( H, \mathcal{I}_{mn}, \gamma \)}

Here we summarize the functions introduced in the main text and discuss their properties.

\subsection{The harmonic function \( H \)}

The harmonic function \( H \) can be written in various ways as
\[
\begin{align*}
H &= \frac{1}{R} \sqrt{\frac{u - \cos \sigma}{2u}} \, _2F_1 \left( \frac{1}{4}, \frac{3}{4}; 1; \zeta^2 \right) = \frac{2}{\pi R} \sqrt{\frac{u - \cos \sigma}{2u}} \frac{K(\frac{2\gamma}{\zeta})}{\sqrt{1 - \zeta}} \tag{C.1}
\end{align*}
\]

\[= \frac{1}{R} \sqrt{\frac{u - \cos \sigma}{2}} \, P_{-1/2}(u) = \frac{4 I_{00}(P, Q)}{s^2 + a^2 + w^2 + b^2}. \]
where $\zeta = \sqrt{1 - u^2}$ and $K(m)$ is the complete elliptic integral of the first kind. The value of $H$ at $r = 0$ is easy to see from the last expression, because $r = 0$ means $P = Q = 0$:

$$H(r = 0) = \frac{4}{a^2 + b^2} \quad (C.2)$$

The behavior of $H$ near the ring and near infinity is given in (3.13).

$H$ appears in the functions $Z_{1,2}$ of the Lunin-Mathur geometry for the helical profile (3.1) after smearing. For example, $Z_2$ is

$$Z_2 = \frac{Q_5}{L} \int_0^L \frac{d\lambda}{|\vec{x} - \vec{g}|^2} = \frac{Q_5}{L} \int_0^{2\pi} \frac{d\lambda}{s^2 + a^2 + w^2 + b^2 - 2sa \cos(\phi - k\Omega) - 2wb \cos(\psi + k'\Omega)} \quad (C.3)$$

After smearing along $\psi$, this becomes

$$Z_2 = \frac{Q_5}{L} \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\mu}{2\pi} \frac{1}{s^2 + a^2 + w^2 + b^2 - 2sa \cos \mu - 2wb \cos \nu}$$

$$= \frac{Q_5}{s^2 + a^2 + w^2 + b^2} \int_0^{2\pi} d\mu \int_0^{2\pi} d\nu \frac{1}{2\pi} \frac{1}{2\pi}$$

$$= \frac{Q_5}{s^2 + a^2 + w^2 + b^2} T_{00}(P,Q) = \frac{Q_5}{4} H. \quad (C.4)$$

We can relate this to an integral over a 3d profile. Let us set $\nu \rightarrow \nu + \mu$ in the second expression of (C.4) so that

$$P \cos \mu + Q \cos \nu \rightarrow P \cos \mu + Q \cos(\nu + \mu) = S \cos(\mu + \mu_0),$$

$$S^2 = P^2 + Q^2 + 2PQ \cos \nu, \quad \cos \mu_0 = \frac{P + Q \cos \nu}{S}, \quad \sin \mu_0 = \frac{Q \sin \nu}{S}. \quad (C.5)$$

If we use this and carry out the $\mu$ integral, we find

$$Z_2 = \frac{Q_5}{s^2 + a^2 + w^2 + b^2} \int_0^{2\pi} d\nu \frac{1}{2\pi} \frac{1}{\sqrt{1 - S^2}}$$

$$= \frac{Q_5}{s^2 + a^2 + w^2 + b^2} \int_0^{2\pi} d\nu \frac{1}{2\pi} \frac{1}{\sqrt{1 - (P^2 + Q^2) - 2PQ \cos \nu}}. \quad (C.6)$$

We can show that this is equal to the integral over the 3d profile:

$$Q_5 \int_0^{2\pi} \frac{d\nu}{2\pi} \frac{1}{|y - f|} = \frac{Q_5}{4} \int \frac{d\nu}{2\pi} \frac{1}{\sqrt{\rho^2 + R^2 - 2\rho R \cos \nu + (y_3 - c)^2}} \quad (C.7)$$

where $f$ is given by (3.18), because, from (B.8e) and (B.9), it follows that

$$\rho^2 + R^2 - 2\rho R \cos \nu + (y_3 - c)^2 = \frac{(s^2 + w^2 + a^2 + b^2)^2}{16} \left[1 - (P^2 + Q^2) - 2PQ \cos \nu \right]. \quad (C.8)$$

This means that $H$ can be written as an integral over a 4d or 3d profile as

$$H = \frac{4}{L} \int_0^L \frac{d\lambda}{|\vec{x} - \vec{g}|^2} \bigg|_{\text{smear}} = \frac{2\pi}{\nu} \int_0^{2\pi} \frac{d\nu}{2\pi} \frac{1}{|y - f|}. \quad (C.9)$$
C.2 The integrals $I_{mn}$

$I_{mn}$ is defined as

$$I_{mn}(P, Q) \equiv \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\nu}{2\pi} \frac{(P \cos \mu)^m (Q \cos \nu)^n}{1 - P \cos \mu - Q \cos \nu}. \quad (C.10a)$$

$$P \equiv \frac{2sa}{s^2 + a^2 + w^2 + b^2}, \quad Q \equiv \frac{2wb}{s^2 + a^2 + w^2 + b^2}. \quad (C.10b)$$

The value at $r = 0$ is easy to find because $r = 0$ means $P = Q = 0$. Namely,

$$I_{mn}(r = 0) = \begin{cases} 1 & (m = n = 0), \\ 0 & \text{(otherwise)}. \end{cases} \quad (C.11)$$

One can evaluate $I_{00}$ as follows. First,

$$I_{00} = \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\nu}{2\pi} \frac{1}{1 - P \cos \mu - Q \cos \nu} = \int_0^{2\pi} \frac{d\nu}{2\pi} \frac{1}{\sqrt{(1 - Q \cos \nu)^2 - P^2}}, \quad x = e^{i\nu}, \quad (C.12)$$

where the contour for the $x$ integral is the unit circle on the complex $x$ plane. The roots of the quartic polynomial inside the square root are $x = x_a, x_b, x_c, x_d$ with

$$x_d = \frac{1 + P - \sqrt{(1 + P)^2 - Q^2}}{4Q}, \quad x_c = \frac{1 - P - \sqrt{(1 - P)^2 - Q^2}}{4Q}, \quad (C.13)$$

$$x_b = \frac{1 - P + \sqrt{(1 - P)^2 - Q^2}}{4Q}, \quad x_a = \frac{1 + P + \sqrt{(1 + P)^2 - Q^2}}{4Q}, \quad (C.14)$$

where $0 < x_d < x_c < 1 < x_b < x_a$ for $P, Q, P + Q \in (0, 1)$. From this it immediately follows that [59, 3.147.2]

$$I_{00} = \frac{4}{\pi Q \sqrt{(x_a - x_c)(x_b - x_d)}} \quad (C.15)$$

where

$$m = \frac{(x_a - x_b)(x_c - x_d)}{(x_a - x_c)(x_b - x_d)} = \left( \frac{\sqrt{1 - (P - Q)^2} - \sqrt{1 - (P + Q)^2}}{\sqrt{1 - (P - Q)^2} + \sqrt{1 - (P + Q)^2}} \right)^2, \quad (C.16)$$

$$\frac{1}{Q \sqrt{(x_a - x_c)(x_b - x_d)}} = \frac{1}{\sqrt{1 - (P + Q)^2} + \sqrt{1 - (P - Q)^2}}. \quad (C.17)$$

By using the identity [60]

$$K(z) = \frac{2}{1 + \sqrt{1 - z}} K \left( \left( \frac{1 - \sqrt{1 - z}}{1 + \sqrt{1 - z}} \right)^2 \right) \quad (C.18)$$

one can obtain the second expression in (C.1).
Likewise, we can write $\mathcal{I}_{01}, \mathcal{I}_{10}$ using elliptic integrals. For example,

$$\mathcal{I}_{01} = \frac{1}{\pi} \int_{x_d}^{x_c} dx \frac{x}{\sqrt{(x_a - x)(x_b - x)(x_c - x)(x - x_d)}}$$

$$= \frac{4}{\pi} \frac{1}{\sqrt{(x_a - x_c)(x_b - x_d)}} \left[ (x_d - x_a) \Pi\left(\frac{x_c - x}{x_a - x_c} | m\right) + x_a K(m) \right]$$

(C.19)

where $\Pi(n|m)$ is the complete elliptic integral of the third kind.

The 1-form $A$ in the Lunin-Mathur geometry can be written in the $(s, \tilde{\phi}, w, \tilde{\psi})$ coordinates in terms of $\mathcal{I}_{10}, \mathcal{I}_{01}$ as

$$A_{\tilde{\phi}} = \text{Im}[(A_1 + iA_2)e^{-i\tilde{\phi}}]s = -\frac{Q_5 \Omega k}{2} \mathcal{I}_{10},$$

$$A_{\tilde{\psi}} = \text{Im}[(A_3 + iA_4)e^{-i\tilde{\psi}}]w = +\frac{Q_5 \Omega k'}{2} \mathcal{I}_{01}.$$  

(C.20)

C.3 The monodromic harmonic function $\gamma$

The explicit expression for $\gamma$ was given in (3.20).

The value of $\gamma$ on the $y_3$ axis, namely $u = 1$, can be found by using the explicit expression (3.20) as

$$\gamma(u = 1, \sigma) = \sin^2\left(\frac{\pi}{2} \left\{ \frac{\sigma}{2\pi} \right\} \right) + \left\{ \frac{\sigma}{2\pi} \right\}$$

(C.21)

where $[x]$ is the floor function and $\{x\} \equiv x - [x]$ is the fractional part of $x$.

Let us find the value of $\gamma$ at $r = 0$. On the $y_3$ axis, the relation between $\sigma$ and $y'_3 = y - c$ is $y'_3 = R \cot(\sigma/2)$, as can be derived from (3.7). Using this, we can show that the value of $\gamma$ at $r = 0$ ($y'_3 = -c = (a^2 - b^2)/4$) is

$$\gamma(r = 0) \equiv b^2 \frac{a^2 + b^2}{a^2 - b^2} + n,$$

(C.22)

where $n \in \mathbb{Z}$ must be taken appropriately for the branch in consideration. Let us consider the branch

$$-\pi < \sigma < \pi, \quad \text{therefore} \quad -\frac{1}{2} < \gamma(u = 1, \sigma) < \frac{1}{2}.$$  

(C.23)

With this choice, $\gamma$ vanishes at infinity (which corresponds to $u = 1, \sigma = 0$). In this branch, $\gamma(r = 0)$ is

$$\gamma(r = 0) = \begin{cases} 
\frac{b^2}{a^2 + b^2} & (a > b), \\
-\frac{a^2}{a^2 + b^2} & (b > a).
\end{cases}$$

(C.24)
C.4 Various relations

We can always write $I_{10}$ and $I_{01}$ as follows:

$$x I_{10} + y I_{01} = \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\nu}{2\pi} x P \cos \mu + y Q \cos \nu,$$

$$= \int_0^{2\pi} \frac{d\mu}{2\pi} \int_0^{2\pi} \frac{d\nu}{2\pi} \left[ \frac{x - y}{a^2 + b^2} \frac{b^2 P \cos \mu - a^2 Q \cos \nu}{1 - P \cos \mu - Q \cos \nu} + \frac{a^2 x + b^2 y}{a^2 + b^2} \frac{1 - (1 - P \cos \mu - Q \cos \nu)}{1 - P \cos \mu - Q \cos \nu} \right].$$

$$= \frac{x - y}{a^2 + b^2} (b^2 I_{10} - a^2 I_{01}) + \frac{a^2 x + b^2 y}{a^2 + b^2} \left( \frac{H}{V} + \frac{a^2 + b^2}{4 - H} \right).$$

(C.25)

Let us derive the near-ring behavior of $I_{00}$. Near the ring, where $s \to a$, $w \to b$, we have

$$P \approx \frac{a^2}{a^2 + b^2}, \quad Q \approx \frac{b^2}{a^2 + b^2}, \quad P + Q \approx 1.$$

(C.26)

So, in the integral

$$I_{00} = \int \frac{d\mu}{2\pi} \frac{1}{\sqrt{(1 - P \cos \mu)^2 - Q^2}},$$

(C.27)

the dominant contribution comes from $\mu \approx 0$, which corresponds to the contribution from the part of the ring near the point where we are sitting. In this limit, $(1 - P \cos \mu)^2 - Q^2 \approx (1 - P + Q)(D^2 + x^2)$, where $D \equiv \sqrt{1 - P - Q}$ is the distance from us to the ring which is now approximated to be straight, and $x = \sqrt{P/2} \mu$ is the distance along the straight ring. So,

$$I_{00} \approx \frac{1}{2\pi} \sqrt{\frac{2}{(1 - P + Q)P}} \int_{-\Lambda}^{\Lambda} \frac{dx}{\sqrt{D^2 + x^2}},$$

$$\approx \frac{1}{\pi} \sqrt{\frac{2}{(1 - P + Q)P}} \log \frac{\Delta}{D} = \frac{1}{\pi} \frac{a^2 + b^2}{ab} \log \frac{\Lambda}{D},$$

(C.28)

where $\Lambda$ is a cutoff which depends on global data and cannot be determined by a local analysis here. The relation between $D$ and $u$ works out to be $D \approx \frac{ab}{\sqrt{4(a^2 + b^2)u}}$. So, in the end

$$I_{00} \sim \frac{1}{\pi} \frac{a^2 + b^2}{ab} \log u.$$

(C.29)

Evaluation of $I_{10}$ is mostly identical, because $\cos \mu \approx 1$ in the $\mu \approx 0$ region. The result is

$$I_{10} \sim \frac{a^2}{a^2 + b^2} \frac{1}{\pi} \frac{a^2 + b^2}{ab} \log u = \frac{a}{\pi b} \log u, \quad I_{01} \sim \frac{b}{\pi a} \log u.$$

(C.30)

This in particular means that

$$\triangle (b^2 I_{10} - a^2 I_{01}) = \text{regular} \quad (\text{no } \delta \text{ function}).$$

(C.31)
Let us briefly discuss how to show that (3.28) is equal to (3.29), namely
\[ b^2 I_{10} - a^2 I_{01} = \frac{4ab}{(s^2 + w^2 + a^2 + b^2)^2} \int_0^{2\pi} \frac{d\mu}{4\pi} \frac{(b^2 - a^2)sw \cos \mu + ab(s^2 - w^2)}{\sqrt{X(1 + \sqrt{X})}}, \]  
(C.32)
where \( X \equiv 1 - (P^2 + Q^2) - 2PQ \cos \mu \). Just as we did around (C.4), by setting \( \nu \to \nu + \mu \) and carrying out the \( \nu \) integral first, we find
\[ I_{10} = \int_0^{2\pi} \frac{d\mu}{2\pi} \frac{P(P + Q \cos \mu)}{\sqrt{1 - S^2} (1 + \sqrt{1 - S^2})}, \]  
(C.33)
\( I_{01} \) is obtained by \( P \leftrightarrow Q \). Using the relations (B.8e), (B.9), it is straightforward to prove (C.32).

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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