1. Introduction

Multiple Input Multiple Output (MIMO) technology has found practical application in many modern telecommunication systems. It is used in wireless local networks (IEEE 802.11n Standard), WIMAX and LTE wireless mobile networks, etc. [1–5]. The essence of MIMO technology is similar to the method of diversity reception when several
uncorrelated copies of the signal are created at the receiving side by means of diversity of antennas in space and polarization, diversity of signals in frequency or time.

Spatial multiplexing is realized in MIMO radio communication systems: the transmitted data stream is split into two or more sub-streams each of which is transmitted and received using diverse antennas [1–10].

Anti-interference ability of multiantenna radio communication systems is influenced by jamming or signal fading during multipath propagation of radio waves. To provide stable radio communication under conditions of active radio-electronic jamming and selective fading, radio communication system should have information about signal and interference conditions in the channel.

Development of radioelectronic warfare means, imperfection of known methods (procedures) for estimation of channel state in MIMO systems necessitates search for new scientific approaches to improvement of anti-interference ability of MIMO systems to a proper level.

In order to reduce time of adaptation of radio communication facilities in conditions of influence of radioelectronic warfare means, it is necessary to reduce time of channel state estimation while maintaining due reliability. To this end, it is necessary to develop new methods for channel state estimation.

All this confirms relevance of the chosen study direction.

### 2. Literature review and problem statement

When designing adaptive radio communication systems, the task of optimizing one of performance indicators at remaining restrictions to others must be solved depending on system destination. To this end, two basic methods of monitoring the radio channel state [5, 6] are used.

The first of them involves estimation of the channel state on the basis of monitoring primary signal and interference parameters: amplitude, smoothed amplitude value (level), duration, signal/interference amplitude or level ratios, etc. The second method is based on estimation by analyzing secondary parameters: frequency of errors occurring in receiving of message symbols, number of requests in systems with critical feedback, various code signs, etc.

The first way to monitor the state of radio channels is definitely more effective for modern radio communication systems [5, 6]. This is due to the fact that this estimation method is most informative and allows one to determine type of interference and its parameters, the law of setting and the frequency ranges free from interferences.

The multipath channel features its non-stationary nature caused by presence of constant variation of signal propagation conditions in the channel which results in distortion of the transmitted signal. Besides the distortions caused by the special nature of radio wave propagation, jamming and accidental interferences may influence the transmitted signal.

A method for estimation of the MIMO system channel state was developed in [3]. It is based on obtaining of a pilot signal at the start of communication session and conducting further estimation based on correlation between the message blocks. Disadvantage of the proposed method is estimation of state of the MIMO system channel just for one indicator, namely, the bit error probability by means of blind estimation. The method is not intended for estimation as regards several indicators of the channel state simultaneously.

A method for estimation of state of the MIMO system channel was developed in [4]. It is based on estimation of a single channel frequency band based on a discrete Fourier transform. The obtained estimate is subsequently extrapolated to another channel part. The proposed method cannot be used in conditions of active radioelectronic jamming because it does not take into account frequency response in the frequency domain to which the obtained estimation is extrapolated and is not able to assess other interference parameters obtainable due to the pulse response and the bit error probability.

A procedure for estimation of the MIMO system state is proposed in [5] with taking into account configuration of the MIMO system and speed of the subscriber’s terminal movement, however, this method does not take into account the effect of interferences generated by radioelectronic warfare means.

A method for estimation of the MIMO system channel is proposed in [6]. It is based on the use of training signals with code division distributed over the packet length. This method assesses the channel state only on the basis of the bit error probability which does not allow one to obtain information about the cause of appearance of these errors.

Study [7] is devoted to development of a blind algorithm for estimation of state of the multiantenna system channel. The algorithm is based on properties of the mutual signal information for estimation of the channel matrix but this method also leads to a gradual accumulation of estimation errors and can be used only in non-critical systems.

A method for estimation of the MIMO system channel based on Kalman filtering in a frequency domain was developed in [8] but it does not ensure obtaining of information about signal and interference levels in the MIMO system channel.

The effect of interferences on performance of MIMO systems was considered in [10] with estimation on the basis of just the bit error probability which does not make it possible to work out effective measures of adaptation to the situation in the channel.

Therefore, the main drawbacks of these methods include low rate of estimation of the channel state, impossibility of adaptation to the signal situation in the channel and obtaining of a generalized (integrated) estimate of the channel state.

These drawbacks can be eliminated by estimation of state of the MIMO system channel through the use of neural networks. Analysis of the use of neural networks to assess state of the MIMO system channel will be made.

A method for increasing capacity and estimation of state of MIMO system channels using neural networks was developed in [11]. However, the channel state was assessed by the method of brute force (a complete overview of possible options is considered in [11]) which results in a large calculational burden. Complexity of obtaining results by the method of exhaustive search depends on the number of all possible solutions to the problem. If the solution space is very large, then the complete overview of all possible values may last for years.

Estimation of the MIMO system channel using a neural network was made in [12]. The results obtained have shown a significant advantage over the stochastic estimation. However, this approach ensures the channel state estimation only for one indicator.

A method of MIMO-OFDM system channel state estimation with the use of a neural network was developed in [13]. The results obtained have shown a significant advantage of neural networks in comparison with known...
approaches. The authors assessed the channel for probability of a bit error, square root error and by the least square method. In the proposed method, the channel state is assessed for a single indicator.

A method for estimation of the MIMO system channel state and the method of equalizing its parameters using the neural network were developed in [14]. The channel was assessed by the proposed method for the probability of a bit error.

A method for estimation of state of the MIMO system channel was developed in [15]. The essence of the proposed method is to assess state for the probability of a bit error and the signal/interference ratio. These indicators do not give a complete description of the communication channel state.

A method for estimation of the channel matrix of the MIMO system based on the criterion of minimal root mean square error was developed in [16]. The essence of the proposed method is to assess the channel state by minimizing the root mean square error by using the neural network. However, the proposed method does not make it possible to assess other indicators or several indicators simultaneously.

A method for estimation of the MIMO system channel has been developed in [17] by the criterion of minimum root mean square error. The idea of this method is to assess the channel state for the minimum root mean square error and predict the channel state using a neural network. The method is based on a combination of iterative recovery of signal parameters and the technology of deep training of neural networks. However, estimation for only one individual indicator limits its application.

A method for estimation of the MIMO system channel with the help of a neural network was developed in [18]. This method is intended only for estimation of the bit error probability and is unadaptable to multi-parameter estimation of the channel state.

A procedure for controlling the MIMO system parameters and a method for estimation of the MIMO system channels through the use of neural networks were developed in [19]. The procedure is intended for estimation and correction of the MIMO system parameters based on estimation of the bit error probability. Other system parameters are not assessed in this case.

A method for estimation of state of the MIMO system channels using various types of neural networks was developed in [20]. Frequency response of the channel is assessed by this method.

A method for compensating phase noise using neural networks and its application for MIMO systems were developed in [21]. Phase noise of the channel and the bit error probability are assessed by this method.

A method of hierarchical estimation of state of a MIMO system channels using neural networks was developed in [22]. Sequential estimation of the channel state is performed in this method by means of complete enumeration of the channel state values by the criterion of minimizing the root mean square error. Further, the neural network is trained and a partial enumeration is made until the channel state is completely assessed. However, several indicators are not assessed there.

A method for predicting characteristics of the MIMO system channel state using neural networks was developed in [23]. In order to train the neural network, 11 characteristics of the channel are assessed, such as average delay of the signal passage time, characteristic of the propagation medium, azimuth of the signal output angle, azimuth of the signal arrival angle, characteristic of the signal propagation medium in the angle of propagation, mean angle of signal propagation, the angle of further propagation of the signal, average angle of signal arrival, signal characteristic in the angle of further propagation, etc. Sequential rather than parallel estimation of above characteristics is done by this method which increases time of the channel state estimation. All these characteristics describe energy of signal losses during propagation but do not permit estimation of frequency response and the bit error probability in the channel.

A method of adaptive estimation of the channel state for Massive MIMO systems is proposed in [24]. Its essence consists in a joint adaptive estimation of the channel state by means of estimation of the bit error probability and the minimum root mean square error in the pilot carrier OFDM. This method does not make it possible to assess state of the channel for its pulse and frequency response.

A method for estimation of state of the communication system channel using the OFDM technology was developed in [25]. Its essence is to assess pulse response of the channel during transmission of an information symbol based on the Wavelet transform. Pulse response is not assessed for the remainder of time. Disadvantages of this method: it neither provides estimation of the channel pulse response in real time nor permits estimation of frequency response and the bit error probability.

A method for estimation of state of communication channels in systems using the MIMO-OFDM technology is proposed in [26]. In this study, estimation of a bit error probability in the channel state of the MIMO-OFDM systems is done using a compression algorithm, the ascending and descending line in the pilot carrier OFDM. Again, this method is not intended for estimation of several indicators of the channel state.

Analysis of known approaches to estimation of channel state in the communication systems using MIMO-OFDM technology is presented in [27]. Methods for estimation of the communication channel state based on estimation of the bit error probability are considered in this study. The estimation methods presented in this study are not capable to work with several indicators simultaneously.

Consequently, the analysis of use of neural networks in estimation of state of the MIMO system channels has shown that the above papers do not contain the following:

– parallel channel state estimation for several indicators;
– obtaining of a generalized estimate of the channel state;
– continuous estimation of several characteristics in real time;
– simultaneous estimation of both ascending and descending lines;
– combined pulse and frequency response of the channel state and the bit error probability are not used in estimation [11–27].

To this purpose, it is considered appropriate to assess state of channels of multiantenna radio communication systems for several indicators using apparatus of fuzzy logic and neural networks which will make it possible to establish a compromise between accuracy and simplicity of estimation.

### 3. The aim and objectives of the study

The study objective is to develop a method for integrated estimation of state of channels of multiantenna radio communication systems which will improve estimation accuracy at a moderate computational complexity.
To realize this objective, it is necessary to solve a number of interrelated tasks:

– to formalize the MIMO system operation;
– to analyze existing scientific and methodical apparatus for estimation state of communication channels;
– to identify shortcomings inherent in the process of estimation of state of communication channels and suggest ways to elimination of the identified shortcomings;
– to develop a method for integrated estimation of state of multiantenna radio communication system channels;
– to assess effectiveness of the proposed method;
– to develop practical recommendations for implementation of the proposed method in the radio communication facilities based on MIMO technology.

4. Formalization of the system operation 
and substantiation of choice of the study methods

Estimation of efficiency and modeling functioning of the proposed method for estimation of state of the MIMO system channel was conducted in MathCad 14 environment.

Adequacy and reliability of the developed method for estimation of state of the MIMO system channel were verified by means of comparison with the results presented by the Iterative Solutions group [38]. The designs presented on this e-resource make it possible to simulate characteristics of anti-interference ability of almost all known mobile data transmission systems.

4. 1. Formalization of the MIMO system operation

In the general case, structure of the MIMO system includes $M_t$ transmitters (transmitting antennas) and $M_r$ receivers (receiving antennas), Fig. 1. The transmitted signals enter $M_r$ receiving paths [1–10].

Let us consider the MIMO $M_t \times M_r$ system shown in Fig. 1. High-speed data stream is divided into $M_t$ independent sequences with speed $1/M_r$, which are then transmitted simultaneously from several antennas, respectively, using only $1/M_r$ of the primary frequency band.

The data stream converter at the transmitter end of the communication line converts sequential stream into parallel streams. Inverse conversion takes place at the receiving end.

4. 2. Analysis of the existing scientific and methodological apparatus for estimation of state of communication channels

Classical works [1–10] are devoted to development of methods for estimation of the communication channel state. In most of the above studies, it is assumed that any communication channel can be formally described as a rather simple mathematical model. In the general case, such models use various differential equations.

A model can be described by a system of integral-differential equations or mixed systems. Mixed systems include differential, algebraic or transcendental equations that interlink individual parameters describing state of the communication channel.

Methods of parametric identification are most widely used in practical tasks of channel estimation. For their application, it is necessary to have a priori information in a form of a channel model equation in which only some parameters may be unknown.

Depending on the estimation criterion or the algorithm used to compute unknown parameters, these methods are called differently [28–31]:

– maximum likelihood method;
– method of Bayesian estimates;
– Kalman filter method;
– least squares method;
– method of averaged discrepancy;
– method of stochastic approximation.

4. 3. Defining shortcomings inherent in the process of estimation state of communication channels and proposals for their elimination

The main shortcomings of above methods [28–31] are as follows:

– high computational complexity;
– as a rule, the «input-output» object model has no explicit interpretation (or has a cumbersome record form);
– there is no direct possibility of working with the variable «input-outputs» having a qualitative nature;
– there is no direct possibility of using information about the channel structure in a form of verbal statements of IF-THEN type obtained based on decision maker’s experience.

Taking into account the aforementioned, authors propose to use fuzzy logic of communication channel description in conjunction with an apparatus of neural networks for adaptive estimation of the channel state.

5. Development of the method for integrated estimation of channel state in multiantenna radio communication systems

Under the integrated (generalized) estimation, we mean obtaining (by a separate layer of the neural network) of the channel state estimation for frequency response, pulse response and the bit error probability. After processing in the layers of the neural network, a generalized estimate of the channel state is formed at the network output.

The generalized estimate allows one to determine mechanisms of correction of channel characteristics in terms of power level and frequency range and quantitatively assess influence of interferences with the help of knowledge on the bit error probability.

The method of integrated estimation of channel state in the multiantenna radio communication systems (its algorithm is shown in Fig. 3) includes the following stages.

1. Entering initial data (action 1 in Fig. 3).

Parameters of the transmitting facility and the communication channel are entered: $Y = \{y_i\}, \; i = 1, m$, where...
In this method, each layer of the neural network performs estimation of a separately taken characteristic of state of the MIMO system channel with further formation of a generalized estimation of state of the MIMO system channel at the output of the neural network.

3. Estimation of frequency response of the channel (action 3 in Fig. 3).

Let the signal received at the analyzed frequency, \( A_c(t) \), and its additive concentrated interference, \( B_c(t) \), be narrowband quasi-stationary normal random processes with a symmetric spectrum. Under the assumptions made, these processes can be represented through quadrature components [28]:

\[
A_c(t) = Y_c(t)\cos\omega_c t + Y_c(t)\sin\omega_c t
\]

and

\[
B_c(t) = X_c(t)\cos\omega_c t + X_c(t)\sin\omega_c t,
\]

where \( Y_c(t), X_c(t) \) and \( Y_c(t), X_c(t) \) are in-phase and orthogonal quadrature components of the signal and interference, respectively; \( \omega_c \) and \( \omega_c \) are medium frequencies of signal and interference spectra, respectively.

Further, it will be assumed that \( \omega_c = \omega_a = \omega_b \) and that \( \omega_0 \) is specified.

In the case of Relay fading which are characteristic for channels with multipath propagation of radio waves, quadrature components of the signal, \( Y(t), Y(t), \) and interference, \( X(t), X(t) \), are pairwise independent normal Markovian random processes with zero mean and dispersions \( \sigma^2_{Y} = \sigma^2_{X} = \sigma^2_{\omega} \), \( \sigma^2_{Y} = \sigma^2_{X} = \sigma^2_{\omega} \) [28].

Correlation functions of quadrature can be presented in this case as:

\[
R_\Phi(\tau) = R_\Gamma(\tau) = R_{\omega}(\tau) = \sigma^2_{\omega} e^{-\alpha_0 \tau}
\]

and

\[
R_X(\tau) = R_Y(\tau) = \sigma^2_{\omega} e^{-\alpha_0 \tau},
\]

where \( \alpha_0 = 1/\tau_0, \alpha_1 = 1/\tau_1 \) are the parameters of correlation functions characterizing the speed of variation of signal and interference in quadrature reception channels, respectively.

To obtain estimates of signal and interference voltages \( \hat{y}(t) = 20\log \hat{A}(t) \) and \( \hat{x}(t) = 20\log \hat{B}(t) \) smoothed during the estimation interval, the dependences can be used through corresponding estimates of the quadrature components smoothed during the same time interval:

\[
\hat{y}(t) = 20\log \sqrt{\hat{X}^2(t) + \hat{Y}^2(t)}.
\]

\[
\hat{x}(t) = 20\log \sqrt{\hat{X}^2(t) + \hat{Y}^2(t)}.
\]

Estimate of the ratio of smoothed voltages (levels) of the signal and the interference is determined from the expression:

\[
s(t) = y(t) - x(t).
\]

The model determining variation of the smoothed components of signal, \( \hat{Y}_{\text{quad}}(t) \) and interference, \( \hat{X}_{\text{quad}}(t) \) in each quadrature measurement channel is set in a discrete time in a two-dimensional space of states by a vector difference stochastic equation of the form:

\[
\hat{X}(k+1) = \Phi(k+1)\hat{X}(k) + \Gamma(k+1)\hat{U}(k),
\]

where

\[
\hat{X}(k+1) = \begin{bmatrix} \hat{X}_{\text{quad}}(k+1) \end{bmatrix}, \hat{X}_{\text{quad}}(k+1)
\]

and

\[
\hat{U}(k) = \begin{bmatrix} \hat{Y}_{\text{quad}}(k) \end{bmatrix}, \hat{Y}_{\text{quad}}(k)
\]
is the vector of state of signal and jamming components:

\[ \Phi(k+1) = \text{diag}\left[ e^{-\alpha_{1,\omega} \Delta t}, e^{-\alpha_{2,\omega} \Delta t} \right], \]
\[ \Gamma(k+1) = \text{diag}\left[ \frac{2}{\alpha_{\sigma}} (1 - e^{-\alpha_{1,\omega} \Delta t}); (1 - e^{-\alpha_{2,\omega} \Delta t}) \right]. \]

\( \bar{U}(k) = \begin{bmatrix} \bar{U}_1(k) \\ \bar{U}_2(k) \end{bmatrix} \) is the vector of white Gaussian noise with a zero mathematical expectation and a covariance matrix:

\[ Q(k) = \text{diag}\left[ \frac{\alpha_{\sigma}^2 (1 + e^{-\alpha_{1,\omega} \Delta t})}{2(1 - e^{-\alpha_{2,\omega} \Delta t})}, \frac{\alpha_{\sigma}^2 (1 + e^{-\alpha_{2,\omega} \Delta t})}{2(1 - e^{-\alpha_{1,\omega} \Delta t})} \right]. \]

\( \sigma_{\omega}^2 \) and \( \alpha_{\sigma}^2 \) are dispersions; \( \alpha_{\omega} \) and \( \alpha_{\sigma} \) are parameters of correlation functions of smoothed quadrature components of signal and interference, respectively.

\[ x_{k+1} = \Phi x_k + \Gamma \bar{U}(k), \]
\[ y_k = X(k) + B \xi(k), \]
\[ \bar{X}(k) = A \bar{X}(k-1) + \bar{W}(k), \]
\[ \bar{Y}_1 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1), \]
\[ \bar{Y}_2 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_3 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_4 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_5 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_6 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_7 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_8 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_9 = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{10} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{11} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{12} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{13} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{14} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]
\[ \bar{Y}_{15} = A_{[\omega]} (k+1) \bar{X}(k+1) + \bar{N}_{quad} (k+1) \]

Fig. 3. Algorithm of implementation of the method of integrated estimation of state of multiantenna radio communication facilities (RCF)

Signal and interference in each quadrature measurement channel are observed in an additive mixture with the measurement noise:

\[ \bar{Z}_{quad}(k+1) = A(k+1) \bar{X}(k+1) + \bar{N}_{quad}(k+1), \]

where \( A(k+1) = \begin{bmatrix} 1 & \delta_k \\ 1 & 1 \end{bmatrix} \) and \( \bar{N}_{quad}(k+1) \) is the Gaussian white sequence with a zero mathematical expectation and a covariance function:

\[ R_{\omega} (k, l) = \sigma_{\omega}^2 \delta_{k-l}. \]

Solution of the problem of optimal filtering for the model of state and observation described by equations (8) and (9) leads to the following recurrent computational algorithm [29]:

\[ \bar{X}(k+1) = e^{-\alpha_{1,\omega} \Delta t} \bar{Y}_{quad}(k) + \bar{X}(k+1) \times \left[ e^{-\alpha_{2,\omega} \Delta t} \bar{Y}(k+1) + e^{-\alpha_{2,\omega} \Delta t} \bar{X}(k+1) \right]. \]

The matrix weight factor in expression (10) is determined as:

\[ \bar{K}(k+1) = \frac{\rho_{12}(\Delta t) + \rho_{13}(\Delta t) + \sigma_{\omega}^2}{\rho_{11}(\Delta t) + 2 \rho_{12}(\Delta t) + \rho_{13}(\Delta t) + \sigma_{\omega}^2}. \]

where

\[ \rho_{11}(\Delta t) = P_{11}(k)e^{-2\alpha_{1,\omega} \Delta t} + \sigma_{\omega}^2 (1 - e^{-2\alpha_{1,\omega} \Delta t}), \]
\[ \rho_{13}(\Delta t) = P_{13}(k)e^{-\alpha_{1,\omega} \Delta t - \alpha_{2,\omega} \Delta t}, \]
\[ \rho_{12}(\Delta t) = P_{12}(k)e^{-\alpha_{1,\omega} \Delta t + \alpha_{2,\omega} \Delta t} + \sigma_{\omega}^2 (1 - e^{-2\alpha_{1,\omega} \Delta t}). \]

In expressions (12), \( P_{11}(k), P_{12}(k), P_{13}(k) \) are the elements of the matrix of the mean-square errors of estimation after \( k \) steps of measurements.

The considered computational algorithm (10)–(12) can be used to analyze quality of radio channels with the help of special test signals.

When monitoring quality of radio channels directly in the process of data transmission, uncertainty about presence or absence of signals in the reception channels can be encountered. One of the most constructive approaches to solving this problem in such situation is synthesis of computational control algorithms based on a joint application of procedures of signal detection and estimation of parameters of both signals and concentrated interferences.

Let binary signals \( A_{[\omega]}(t)(l = 1, 2) \) have the same energy and, like the additive interference, \( B(t) \), are narrow-band quasi-stationary Markovian random processes with a symmetric spectrum. In particular, frequency-manipulated signals \( A_{[\omega]}^{(i)}(t)(i = 1, 2) \) can be represented through quadrature components.

\[ A_{[\omega]}^{(i)}(t) = Y_i(t) \cos \omega_0 t + Y_i(t) \sin \omega_0 t. \]

With no risk of reducing generality, consider the case of symmetric influence of a concentrated interference on the signals:

\[ B(t) = X(t) \cos \omega_0 t + X(t) \sin \omega_0 t. \]
For the Rician and Rayleigh radio communication channels, dynamics of change of the quadrature components of signal and interference in discrete moments of time \( t_k (k = 0, 1, 2, \ldots) \) can be represented (by analogy with the expression (8)), by systems of stochastic vector difference equations:

\[
\mathbf{X}_{\omega} (k+1) = \Phi (k+1) \mathbf{X}_{\omega} (k) + \Gamma (k+1) \mathbf{U}(k),
\]

where

\[
\mathbf{X}_{\omega} (k+1) = \begin{bmatrix} \mathbf{X}_1 (k+1) \\ \mathbf{X}_2 (k+1) \end{bmatrix}^T;
\]

\[
\mathbf{U}(k) = \begin{bmatrix} \mathbf{U}_1 (k) \\ \mathbf{U}_2 (k) \end{bmatrix}^T
\]

are matrices \( \Phi (k+1), \Gamma (k+1) \) i \( \mathbf{Q}(k) \), however, parameters \( \alpha_1, \alpha_2, \sigma_1^2, \sigma_2^2 \) are used in them instead of parameters \( \alpha_1, \alpha_2, \sigma_1^2, \sigma_2^2 \) and \( \alpha_1, \alpha_2, \sigma_1^2, \sigma_2^2 \).

Note that the time sampling interval:

\[
\Delta t = t_{k+1} - t_k (k = 0, 1, 2, \ldots)
\]

is chosen in this case proceeding from the condition that \( \Delta t \ll \min (\tau_1, \tau_2) \). According to statistical data, values of intervals of correlation of amplitudes of the fading signals (interferences) in radio communication channels measure tenths of second to one second [31].

Write the scalar equations of observation of signals and interferences on the noise background as follows:

\[
\begin{align*}
\mathbf{z}_k &= \mathbf{X}_{\omega} (k) \mathbf{A} + \mathbf{N}(k), \\
\mathbf{N}(k) &= \begin{bmatrix} \mathbf{N}_1 (k) \\ \mathbf{N}_2 (k) \end{bmatrix}^T.
\end{align*}
\]

Under conditions of action of interferences with structures similar to that of the signal, it is necessary to carry out a separate successive estimation of signal and interference amplitudes without preliminary making decisions on reception of information symbols. To do this, one need to have information about functions of time auto-correlation of the manipulated signal and interference at the output of the radio communication channel.

The optimal decision rule by the criterion of an ideal observer for a priori equally probable transmitted signals in the time moment \( t_0 = \Delta t \) is determined by inequality:

\[
\Lambda_{\mathbf{X}_1} (\mathbf{X}_1 (t)) > 0,
\]

where logarithm of the likelihood ratio is in a successive form:

\[
\Lambda [\mathbf{X}_1 (k+1)] = \ln \left[ \frac{w [\mathbf{X}_1 (k+1) / \mathbf{X}_1 (k)]}{w [\mathbf{X}_1 (k+1) / \mathbf{X}_2 (k)]} \right] = \\
\Lambda [\mathbf{X}_1 (k)] + \ln \left[ \frac{w [\mathbf{X}_1 (k+1) / \mathbf{X}_1 (k)]}{w [\mathbf{X}_2 (k+1) / \mathbf{X}_2 (k)]} \right].
\]

while \( \Lambda [\mathbf{X}_1 (0)] = 0 \).

A posteriori density of probabilities \( w [\mathbf{X}_1 (k+1) / \mathbf{X}_1 (k)] \) in expression (18) is Gaussian and, in this case, they take the form:

\[
\begin{align*}
&\frac{1}{2\pi \sqrt{\operatorname{det}(\mathbf{A} \Phi (k) + \sigma_1^2 \mathbf{I})}} \times \\
&\exp \left[ -\frac{1}{2\pi \sqrt{\operatorname{det}(\mathbf{A} \Phi (k) + \sigma_1^2 \mathbf{I})}} \left( \mathbf{X}_1 (k+1) - \mathbf{X}_1 (k) \times \frac{\mathbf{A} \mathbf{X}_1 (k) \mathbf{A}^T}{2\pi \operatorname{det}(\mathbf{A} \Phi (k) + \sigma_1^2 \mathbf{I})} \right) \right].
\end{align*}
\]

where

\[
\mathbf{X}_1 (k) = \begin{bmatrix} \mathbf{X}_1 (k) \\ \mathbf{X}_2 (k) \end{bmatrix}^T,
\]

are the vectors of estimates of quadrature components of signal and concentrated interference, the procedure of their calculation is similar to the algorithm (15); \( \mathbf{P} (k + 1) / \mathbf{k} \) is the transition matrix of estimation errors.

On the basis of expressions (17)–(19), we arrive at the following recurrent computing algorithm of joint detection and estimation:

\[
\begin{align*}
&\sum_{k=1}^{N} \left[ \mathbf{z}_k - \mathbf{X}_1 (k) \times \mathbf{X}_1 (k) \mathbf{A}^T \right] > 0, \\
&\sum_{k=1}^{N} \left[ \mathbf{z}_k - \mathbf{X}_1 (k) \times \mathbf{X}_1 (k) \mathbf{A}^T \right] < 0.
\end{align*}
\]

4. Estimation of pulse response of the channel (action 4 in Fig. 3).

Estimation of pulse response at the \( k \)-th step for the MIMO radio channel will be represented by a matrix of reference weights of the focused neural network filter (FNNF) in the form:

\[
\mathbf{H}_{\text{MIMO}} (k) = \begin{bmatrix} W_{11} (k) & W_{12} (k) & \cdots & W_{1N} (k) \\
W_{21} (k) & W_{22} (k) & \cdots & W_{2N} (k) \\
\vdots & \vdots & \ddots & \vdots \\
W_{N1} (k) & W_{N2} (k) & \cdots & W_{NN} (k) \end{bmatrix},
\]

where \( W_{ij} = [w_{ij}^N, w_{ij}^{NN}, \ldots, w_{ij}^{NL}]^T \) is the column vector of the reference pulse responses in the direction from the \( M_i \)-th transmitter to the \( M_j \)-th receiver.
5. Estimation of the bit error probability in the communication channel (action 5 in Fig. 3).

The results of measuring the bit error probability for a particular signal type are obtained in accordance with the mathematical relations obtained in [45].

6. Generalized estimate of the channel state (action 6 in Fig. 3).

When estimating the channel state (actions 3–5 in Fig. 3), a need arises to formulate a generalized estimate of state of the MIMO system channel.

Membership function [39–44] is the main instrument of fuzzy logic allowing one to convert expert’s knowledge IF-THEN into mathematical models.

For this task, it characterizes the degree of the expert’s confidence in the fact that some value belongs to the fuzzy concept (term). Methods of fuzzy logical inference make it possible to relate membership functions of indicators and the signal-interference situation in presence of the channel model in the form of IF-THEN rules.

\[
a^*_i = \frac{1}{2} \int_2 \mu^R(x_i)/dx_i,
\]

\[
d_j = \frac{1}{2} \mu^C(d_j)/dd_j.
\]

Thus, the result of estimation of the communication channel state can be represented [39–44, 46] in the form:

\[
y = f(x_1, x_2, ..., x_n),
\]

where \(x_1, x_2, ..., x_n\) is a set of values of input indicators of the channel state; \(y\) is the result of the channel state estimation.

The region of variation of input indicators of the communication channel state, \(x_i \in [x_i, \bar{x}_i], i = \bar{n}, \) and the output value of the result of estimation of the communication channel, \(y \in [y, \bar{y}],\) are presumed to be known. Here, \(x_i (\bar{x}_i)\) is the lower (upper) value of the result of estimation of the communication channel, \(y \in [y, \bar{y}],\) is the lower (upper) value of the result of identification, \(y\).

Let \(X = [x_1, x_2, ..., x_n]\) be the vector of fixed values of input indicators of the communication channel state where \(x_i \in [x_i, \bar{x}_i], i = \bar{n}\). The decision making problem consists in determining the result of the channel state estimation, \(y \in \bar{Y}\), based on information about the vector of input indicators, \(X\). The necessary condition for formal solution of this problem is presence of dependence (24). To establish such dependence, it is necessary to represent the signal-interference environment and the initial decision on the generalized estimation of the channel state as linguistic variables specified in universal sets [29, 39–44, 46]:

\[
X = [x_1, \bar{x}_1],
\]

\[
Y = [y, \bar{y}].
\]

To assess such linguistic variables, it is proposed to use qualitative terms that form a term-set [29, 39–44, 46]:

\[A = \{a_1, a_2, ..., a_n\}\]

\[D = \{d_1, d_2, ..., d_m\}\]

\[N = \{n_1, n_2, ..., n_r\}\]

Linguistic terms \(a_1^*, a_2^*, ..., a_n^*\) should be considered as fuzzy sets specified in universal sets \(X, Y\) (25), (26).

Fuzzy sets \(a_i^*\) and \(d_j^*\) are determined by relations [29, 39–44, 46]:

\[
a_i^* = \frac{1}{2} \int_2 \mu^R(x_i)/dx_i,
\]

\[
d_j^* = \frac{1}{2} \mu^C(d_j)/dd_j.
\]

where \(\mu^R(x_i)\) is the membership function of the variable \(x_i \in X, i = \bar{n}\) of the term \(a_i \in A, p = \bar{K}, \mu^C\) is the membership function of the variable \(y \in [y, \bar{y}]\) of the term-decision \(d_j \in D, j = \bar{m}\). The integral symbols in relations (27) and (28) denote the union of \(\mu(u)/u\) pairs.

Let \(N\) be the number of expert survey data relating the input indicators and the initial estimation of state of the communication channel. Distribute them as follows:

\[N = g_1 + g_2 + ... + g_n.\]

where \(g_i\) is the number of expert data corresponding to the initial solution \(d_j \in D, j = \bar{m}\). The number of initial decisions when \(g_i \neq g_2 \neq ... \neq g_n.\)

The number of selected expert data is less than the complete enumeration of various combinations of levels of change of the input indicators of state of the MIMO system channel.

After enumeration, known expert data on the channel state can be represented as a matrix of knowledge [29, 39–44, 46] (Table 1).

| Table 1 Fuzzy knowledge matrix |
|-----------------------------|
| Number of the input combination of values |
| \(x_1\) | \(x_2\) | \(x_3\) | \(x_4\) | \(Y\) |
| --- | --- | --- | --- | --- |
| 11 | \(a_{11}^*\) | \(a_{12}^*\) | \(a_{13}^*\) | \(a_{14}^*\) | \(d_1\) |
| 12 | \(a_{21}^*\) | \(a_{22}^*\) | \(a_{23}^*\) | \(a_{24}^*\) | \(d_2\) |
| ... | ... | ... | ... | ... | ... |
| \(g_1\) | \(a_{g_1}^*\) | \(a_{g_1}^*\) | \(a_{g_1}^*\) | \(a_{g_1}^*\) | \(d_1\) |
| \(g_2\) | \(a_{g_2}^*\) | \(a_{g_2}^*\) | \(a_{g_2}^*\) | \(a_{g_2}^*\) | \(d_2\) |
| ... | ... | ... | ... | ... | ... |
| \(m_1\) | \(a_{m_1}^*\) | \(a_{m_1}^*\) | \(a_{m_1}^*\) | \(a_{m_1}^*\) | \(d_1\) |
| \(m_2\) | \(a_{m_2}^*\) | \(a_{m_2}^*\) | \(a_{m_2}^*\) | \(a_{m_2}^*\) | \(d_2\) |
| ... | ... | ... | ... | ... | ... |
| \(m_\bar{m}\) | \(a_{m_\bar{m}}^*\) | \(a_{m_\bar{m}}^*\) | \(a_{m_\bar{m}}^*\) | \(a_{m_\bar{m}}^*\) | \(d_{\bar{m}}\) |

The matrix of knowledge is formed according to the following rules:

- dimensionality of such a matrix is equal to \((n + 1) \times N\), where \((n + 1)\) is the number of columns, \(N = g_1 + g_2 + ... + g_n\) is the number of rows;

- first \(n\) columns correspond to the input indicators of state of the MIMO system channel \(x_i, i = \bar{n}\) and the \((n + 1)\)-th column corresponds to the values \(d_j\) of the initial solution, \(y, j = \bar{m}\).
– each row of the matrix represents a certain combination of input values of state of the MIMO system channel assigned by the expert to one of possible values of states $d_j$, with first $g_1$ rows corresponding to the value $d_1$, and the rest $g_i$ of rows to the value $d_i$;

– the item $a_{i,j}^{n_0}$ standing at intersection of the $i$-th column and the $j$-th row corresponds to the linguistic estimate of the indicator $x_i$ in the row of the fuzzy knowledge base with the number $j$ and the linguistic estimate $a_{i,j}^{n_0}$ is chosen from the term-set of the corresponding indicator $x_i$, i.e.

$$a_{i,j}^{n_0} \in A_i, i = 1, n, j = 1, m, p = 1, l.$$ 

Thus, expression (24) establishing connection between the input indicators, $x_i$, and the output estimate, $y$, was formalized into a system of logical expressions (30) based on a fuzzy knowledge base of the knowledge matrix (Table 1).

The process of generalized estimation of the communication channel can be graphically represented as in Fig. 4.
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**Fig. 4.** Formation of a generalized estimate of the channel state

Proceeding from analysis of operation of the radio communication channel in different conditions of the signaled state, determine lines of the communication channel quality estimation.

These include similarity of indicators characterizing quality of the communication channel and changes during radio communication session up to the moment of making decision on quality of the communication channel.

Formation of a generalized estimate of state of a communication channel can be written as an equation:

$$D(k) = \left\{ Y_i(k-1), ..., Y_i(k-n), Z_i(k-1), ..., Z_i(k-1) \right\}$$

where $Y_i(k-1)$ is the vector characterizing the first indicator of quality of the communication channel at the $k-1$-th step of estimation; $Z_i(k-1)$ is the vector characterizing the $n$-th indicator of quality of the communication channel at the $k-1$-th step of simulation; $Z_i(k-1), ..., Z_i(k-1)$ are the vectors characterizing the generalized estimate of the channel for each indicator of quality estimation of the communication channel.

In turn, vectors of quality estimation of the communication channel are characterized by the following indicators:

$$Y_1, ..., Y_n, Z_1, ..., Z_n = \left\{ k_1(x), ..., k_n(x) \right\}.$$ 

Possible states of the signaled situation in the channel are specified by the set $d \in \{d_1, d_2, ..., d_n\}$, where $d_1$ means that the channel corresponds to the norm (to the maximum frequency efficiency); $d_i$ means that the individual channel quality indicators are beyond the norm and require correction; $d_1$ means that the channel is unsuitable for operation.

The estimation objective is to bring each of the combination of indicators of the signaling situation in line with one of solutions, $d_i, i = 1, n$. Indicators $g_1, ..., g_m, g_{14}, ..., g_{15}$ will be considered as linguistic variables [29].

Formation of generalized estimation of quality of the communication channel can be represented as a multilevel logarithmic tree of logical inference which corresponds to the following states:

$$d = f_1(Z_1, ..., Z_n),$$

$$Z = f_2(Y_1, ..., Y_n),$$

$$Y_\beta = f_\beta(g_{11}(x), g_{12}(x), g_{15}(x), g_{21}(x), g_{25}(x)).$$

For indicators with quantitative representation, the range of variation is divided into four quanta. This will enable transformation of a continuous universal set $U = [\alpha, \beta]$ into a discrete five-element set [29]:

$$U = \{ u_1, u_2; ..., u_5 \},$$

where

$$u_1 = u_2 = u + \Delta_1; \quad u_3 = u + 2\Delta_1; \quad u_4 = u + \Delta_5; \quad u_5 = u + \Delta_5.$$ 

and $\Delta_1 + \Delta_3 + \Delta_5 = \beta - \alpha$. $\alpha, \beta$ is the upper (lower) limit of the range of the indicator variation. Then all matrices of paired comparisons will have format $5 \times 5$. The choice of four quanta is determined by the possibility of approximation of nonlinear curves by five points [29].

To assess values of linguistic variables, $g_{11}, ..., g_{15}; g_{21}, ..., g_{25}$, a scale of qualitative terms will be used. To assess linguistic variables $D_i Z_i Y_\beta$, the following term-sets will be used: $D_i Z_i Y_\beta = \{ \text{the channel parameters are normal, some parameters of the channel go beyond the norm and require correction, the channel is unusable} \}$.

Each of the introduced terms is a fuzzy set specified by a corresponding membership function. In a general case, input variables $x_i, x_{ij}, ..., x_{ik}$ can be specified by a number, a linguistic term or by the principle of thermometer [29].

The communication channel is assessed using fuzzy logic equations [29] representing a matrix of knowledge and a system of logical propositions. These equations make it possible to calculate values of the membership functions of various estimation results at fixed values of input indicators. As a result of the estimation process, it is proposed to make a decision that has the greatest value of the membership function [29].

Linguistic estimates of $\alpha_i^{n_0}$ variables $x_i, x_{ij}, ..., x_{ik}$ contained in logical propositions relative to solutions $d, j = 1, m$ (27), (28) will be considered as the fuzzy sets defined on universal sets:

$$X_i = \left\{ x_i, \bar{x}_i \right\}, \quad i = 1, n.$$ 

Let $\mu_i^{n_0}(x)$ be the function of belonging of the indicator $x_i \in [\underline{x}, \overline{x}]$ to fuzzy term $\alpha_i^{n_0}, i = 1, n, j = 1, m, p = 1, l$;
where \( r_j(u_i) \) is the rank of the element \( u_i \in U \), characterizing significance of this element in formation of properties which is described by some fuzzy term \( S \).

The matrix (35) has the following properties:
- the elements of the main diagonal are equal to 1 (\( t_{ij} = 1 \), \( i = \frac{1}{n} \));
- relative to the main diagonal, the elements relate to expression \( t_{ij} = \frac{1}{t_{ij}} \);
- condition of transitivity is fulfilled: \( t_{ij} t_{ig} = t_{ij} \), since \( \frac{r_i}{r_j} = \frac{r_j}{r_i} \).

Due to the above properties, it is easy to find elements of other matrix rows by the known elements of one row \( T \). If elements \( t_{ij} \), \( j = \frac{1}{n} \) are known, then any element \( t_{ij} \) is found as:

\[
t_{ij} = \frac{t_{ij}}{t_{ij}}, \quad i, j = \frac{1}{n}.
\]

Since the matrix (35) can be interpreted as a matrix of paired comparison of ranks, it is possible to use the 12-point Saati scale for the expert estimation of these matrix elements [46]. For the case:

\[
\begin{array}{|c|c|c|c|}
\hline
& 1 & 2 & 3 \\
\hline
1 & - & small advantage of \( r_i \) over \( r_j \) & \\
2 & - & large advantage of \( r_i \) over \( r_j \) & \\
3 & - & substantial advantage of \( r_i \) over \( r_j \) & \\
4 & - & clear cut advantage of \( r_i \) over \( r_j \) & \\
5 & - & absolute advantage of \( r_i \) over \( r_j \) & \\
6 & - & advantage of \( r_i \) over \( r_j \) & \\
7 & - & no advantage of \( r_i \) over \( r_j \) & \\
8 & - & no advantage of \( r_i \) over \( r_j \) & \\
9 & - & clear cut advantage of \( r_i \) over \( r_j \) & \\
10 & - & advantage of \( r_i \) over \( r_j \) & \\
11 & - & advantage of \( r_i \) over \( r_j \) & \\
12 & - & advantage of \( r_i \) over \( r_j \) & \\
\hline
\end{array}
\]

4. Membership functions are determined:
- 1) according to absolute estimates of ranks \( r_1, r_2, \ldots, r_n \) that can be determined by a nine-point scale (1 is the lowest rank, 9 is the highest rank);
- 2) according to relative estimates of the ranks \( r_{ij} = t_{ij}, \quad i, j = \frac{1}{n} \) determined by the matrix of paired comparisons (35), the membership function for each term is calculated.

In this case, valuation of the obtained membership functions takes place by division into the highest degrees of membership.

The obtained ratios make it possible to calculate the membership function by means of rank ratings which is quite easy to obtain when using neuro-fuzzy networks.

When using a matrix of knowledge, known expert information about state of the MIMO system channel can be set in a form of a system of fuzzy logical propositions (35) relating the values of input indicators \( x_i \) with one of the possible solutions \( d_j, \quad j = \frac{1}{m} \).

\[
\begin{align*}
&\text{IF } (x_i = \alpha_i^{u_1}) \text{ AND } (x_2 = \alpha_2^{u_1}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_1}) \text{ THEN } y = d_{u_1}; \\
&\text{IF } (x_i = \alpha_i^{u_2}) \text{ AND } (x_2 = \alpha_2^{u_2}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_2}) \text{ THEN } y = d_{u_2}; \\
&\text{IF } (x_i = \alpha_i^{u_3}) \text{ AND } (x_2 = \alpha_2^{u_3}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_3}) \text{ THEN } y = d_{u_3}; \\
&\text{IF } (x_i = \alpha_i^{u_4}) \text{ AND } (x_2 = \alpha_2^{u_4}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_4}) \text{ THEN } y = d_{u_4}; \\
&\text{IF } (x_i = \alpha_i^{u_5}) \text{ AND } (x_2 = \alpha_2^{u_5}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_5}) \text{ THEN } y = d_{u_5}; \\
&\text{IF } (x_i = \alpha_i^{u_6}) \text{ AND } (x_2 = \alpha_2^{u_6}) \text{ AND } \ldots \text{ AND } (x_n = \alpha_n^{u_6}) \text{ THEN } y = d_{u_6}.
\end{align*}
\]
where \( d_j \) \( (j = 1, m) \) is the linguistic estimate of the output variable \( y \) determined from the term-set \( D \); \( a_p^\circ \) is the linguistic estimate of the input indicator \( x_i \) in the \( p \)-th row of the \( j \)-th disjunction chosen from the term-set \( A_p \), \( i = 1, n; j = 1, m \); \( p \) = \( \frac{IK}{k} \); \( g_k \) is the number of rules determining value of the output variable, \( y = d_j \).

Call the system (36) the fuzzy knowledge base used to form a set of estimates for each of indicators of the channel state estimation \([46, 47]\).

The fuzzy logical relations (36) together with the membership function of fuzzy terms allow one to assess state of the communication channel according to predefined criteria \( X_x \) (filter discrepancy). To correct the estimation values of the vector of weight factors \((taps \ of \ the \ FNNF \ delay \ line)\), the following recursion algorithm has the following sequence of actions:

1. Fix values of quality indicators of the communication channel according to predefined criteria \( X_x \).
2. Use the algorithm of calculation of the membership function to determine the membership function \( \mu (x_i) \) at fixed values of indicators \( x_i, i = 1, m \).
3. Use logical equations (36) to calculate the membership function \( \mu (x_i) \) at all states \( j = 1, m \). Replace logical operations \( AND \) (\( \land \)) and \( OR \) (\( \lor \)) over the membership functions with the min and max operations \([29, 39–44, 46]\).
4. Determine solution \( d_j \), for which:

\[
d_j = \arg \max \sum_{i=1}^{m} (\mu d_j (x_i)).
\]

These matrices form a fuzzy knowledge base for estimation quality of the communication channel \([44]\).

Using tables and operations \( AND \) and \( OR \), write the system of logical equations relating the membership functions of estimates of quality of the communication channel with the membership functions of destabilizing factors. Thus, if the values of the function of belonging to fuzzy terms are known, quality of the communication channel can be assessed by solving the logical equations described above. Application of the proposed hierarchical system of fuzzy logic equations results in the degree of membership of the communication channel state.

The output result of estimation and indicators of the communication channel quality represented as the linguistic variables assessed using fuzzy terms are specified in corresponding sets.

7. Calculation of estimation error and training of the neural network (action 7 in Fig. 3).

The principle of adaptive estimation of the communication channel parameters with the use of ANN is shown in Fig. 3. It implies the following. A known training discrete sequence \( p(k) \) that comes to the ANN input is processed in ANN (neural network filter) which results in signal \( y(k) \) at the output. This output signal is compared to the signal (reference) \( d(k) \) that comes to the receiving side of the MIMO system and the difference between them forms an error signal \( e(k) \) (filter discrepancy).

To correct the estimation values of the vector of weight factors (taps of the FNNF delay line), the following recursion is used:

\[
W(k+1) = W(k) - \mu VJ(W(k)) = W(k) + 2\mu P^T(k)e(k), \tag{37}
\]

where \( \mu \) is the parameter of the FNNF training speed.

\[
VJ(W(k)) = \frac{\partial e(k)}{\partial W(k)} = \frac{\partial e(k)}{\partial d(k)} \frac{\partial d(k)}{\partial W(k)} = \frac{\partial e(k)}{\partial d(k)} + 2P^T(k)e(k) + 2P^T(k)g(k) = -2P^T(k)(d(k) - y(k)) = -2P^T(k)e(k). \tag{38}
\]

In the theory of ANN, there are various ways of selecting the value of the training speed parameter, \( \mu \). Its value can remain constant or be adapted in the training process. Fixing of the value of the training speed parameter is considered to be the simplest form of determination. It has many drawbacks and is currently used relatively rarely. At the same time, this method remains the most effective in the process of FNNF training. A constant value of the training speed parameter is set in the range \((0 < \mu < 1)\).

The task of the adaptive neural network filter is to minimize the error signal \( e(k) \). To this end, a mechanism of adaptation (adjustment) of the weight factors of the neural network filter based on the analyzed error signal \( e(k) \) is used.

The procedure for adaptation (adjustment) consists in finding unknown parameters that ensure adequacy of the neural network. To train the neural network, a reverse propagation method was used \([39, 44]\). An iteration of the training procedure consists of two stages: direct and reverse.

The first stage of the training procedure (the forward trace algorithm) has the following sequence of actions:

1. Calculate the total weighted input signal \( p_j(k) \) of each neuron of the current neuron layer, \( v \):

\[
p_j(k) = \sum_{i=1}^{N} v_i w_{ji}. \tag{39}
\]

2. Calculate the output signal \( y_j(k) \) of each neuron of the current layer:

\[
y_j(k) = \frac{1}{1 + e^{-y_j(k)}}. \tag{40}
\]

3. If the current layer is not output layer, then go to the next layer and repeat the procedure from step 1.

4. Calculate the error \( e(k) \) of the neural network.

\[
e(k) = \frac{1}{2} \sum_{j=1}^{N} (y_j(k) - \bar{d}_j(k))^2. \tag{41}
\]

where \( \bar{d}_j(k) \) is the reference value of the output of the \( j \)-th neuron of the output layer, \( N_k \) is the number of neurons in the output layer.

The second stage of the training procedure (reverse trace algorithm) has the following sequence of actions:

1. Determine rate of error variation when changing the output signal for each neuron of the output layer (\( EA \)):

\[
EA_j = \frac{\partial e(k)}{\partial y_j(k)} = (\bar{d}_j(k) - y_j(k)). \tag{42}
\]

2. Determine rate of error variation when changing the total input signal of each neuron of the current layer (\( E1 \)):

\[
E1_j = \frac{\partial e(k)}{\partial p_j(k)} = EA_j y_j(k)(1 - y_j(k)). \tag{43}
\]

3. Determine rate of error variation when changing weight at the input connection of each neuron of the current layer (\( EW \)):

\[
EW_j = E1_j y_j(k). \tag{44}
\]

4. Determine rate of error variation when changing activity of the previous layer neuron (\( EA \)):
\[ EA_{k+1} = \frac{\partial e(k)}{\partial g_j(k)} = \sum_{j=1}^{N_k} \frac{\partial e(j)}{\partial g_j(k)} w_{ij}, \]  

(45)

where \( w_{ij} \) is the weight of the connection between the \( j \)-th neuron of the output layer and the \( i \)-th neuron of the input layer.

5. Modify connections between neurons according to the gradient rule:

\[ w_{ij}[k+1] = w_{ij}[k] + \gamma \Delta w_{ij}, \]  

(46)

where \( \gamma \) is the training speed (iteration step); \( k \) is the training step number.

Go to the next layer.

6. If the specified layer is not the input layer, repeat all procedures from step 2.

Continue training until the acceptable error is reached.

Linear function was chosen as the function of activation in FNNF. By analogy with the digital filters, it enables calculation of the FNNF output in response to the input signal \( p(k) \) and its previous values \( p(k-1), \ldots, p(k-(L-1)) \) by formula:

\[ y(k) = \sum_{l=0}^{L-1} p(k-l) \tilde{w}_i(k) = P^T(k)\tilde{W}(k), \]  

(47)

where

\[ \tilde{W}(k) = [\tilde{w}_1(k), \tilde{w}_2(k), \ldots, \tilde{w}_{L_1}(k)]^T \]

is the column vector of estimates of the weight factors of the generalized characteristic of the radio channel at the \( k \)-th step;

\[ P(k) = [p(k), p(k-1), \ldots, p(k-(L-1))]^T \]

is the column vector of capacity of the FNNF delay line at the \( k \)-th step; \( L \) is the radio channel memory and the number of taps in the delay line at the FNNF input.

The process of obtaining estimates of state of the MIMO system channel is directly related to the FNNF training.

The vector of the training sequence \( P(k) \) to which a countless number of implementations of the random scalar \( d(k) \) correspond, collectively constitute training sample for the FNNF:

\[ T = \{P(k), d(k)\}_{k=1}^N, \]  

(49)

where \( \Theta \) is the training sequence length.

Error of estimation of the realized signal \( d(k) \) is:

\[ e(k) = d(k) - y(k) = d(k) - P^T(k)\tilde{W}(k). \]

(50)

Use the training criterion based on minimizing of the root mean square errors and take the following as an option of the estimation cost:

\[ J(\tilde{W}(k)) = E_T\left\{ e^2(k) \right\}_{k=1}^N, \]  

(51)

where \( E_T \) is the operator of averaging throughout the training sample, \( T \).

In order to obtain optimal estimates of the FNNF weight factors, use the well-known method of the fastest descent. To this end, it is necessary to calculate the instant gradient of the estimation error [39, 47].

Let us consider an example of generalized estimate of the communication channel state. Determination of the function of belonging to fuzzy terms according to the specified indicators is given in Table 2 and an example of formation of a generalized (integrated) estimate of the channel state is given in Table 3.

### Table 2

| Values of indicators of channel state estimation | Universal set | Estimation terms | Value of the membership function |
|-----------------------------------------------|----------------|------------------|----------------------------------|
| Pulse response 1–10                           | Normal state   | 0.91–1           |                                  |
| Frequency response 1–10                       | Normal state   | 0.91–1           |                                  |
| Probability of bit error 1–10                 | Normal state   | 0.91–1           |                                  |

### Table 3

| Values of indicators of channel state estimation | Calculated membership functions | Decision of the channel state |
|-----------------------------------------------|---------------------------------|------------------------------|
| Pulse response                                | 0.080474451                     | Unusable channel             |
| Frequency response                            | 0.080474451                     | Unusable channel             |
| Probability of bit error                      | 0.05053799                      | Unusable channel             |

5.5. Estimation of efficiency of the proposed method

Four types of signals were used in modeling: with phase manipulation (PM-4 and PM-8), quadrature manipulation (QAM-16) and signal-code structures (SCS) with 8 states and 64 points in a constellation.

When modeling the method functioning, it was assumed that the method is concurrent when error \( e(k) \) remained below \(-36 \) dB at 15 iterations of the generalized Viterbi algorithm [41].

The results of modeling the effect of the number of paths in each state \( M \) on the maximum permissible value of the inter-symbol interference are shown in Fig. 5 and Fig. 6 for the linear pulse response of the channel and the equally probable pulse response of the channel, respectively. It can be seen from the graphs that for all types of modeled signals, there is a certain limit value of the number of solutions for each state of the generalized Viterbi algorithm, \( \Xi \), at which an increase in the number of its paths does not result in an increase in the maximum permissible value of the inter-symbol interference \( \Sigma \).
Fig. 5. Results of modeling the influence of the number of paths on the maximum permissible inter-symbol interference value for linear pulse response of the channel

Fig. 6. Results of modeling the influence of the number of paths on the maximum permissible inter-symbol interference value for the equally probable pulse response of the channel

The following is brief description of the graphs shown in Fig. 7. The graphs for comparison of estimation of the values of state of the MIMO system channel obtained in the fuzzy model with reference values are shown in Fig. 7.

Adequacy of the obtained fuzzy models to the reference models of estimation of the MIMO system gives the ground to state that the degree of divergence of the reference models of indicators of state of the communication channel of the MIMO system is 5–7 %.

Let us consider training of the neural network to be adaptable to the situation in the channel. Fig. 8 shows that the increase in the number of repetitions in training of the neural network decreases accuracy and final adaptation is reached after 10–11 repetitions.

The following is the path of comparison of application of the proposed method and the known ones. The following initial data were used in modeling: MIMO system scheme: 8×8; modulation type: phase modulation; dimensionality of the signal ensemble $M=256$; type of the correcting codes: convolutional codes with rate $R=0.9$.

Zero Forcing (ZF) method, algorithm: optimal by the criterion of minimum mean square error (MMSE) and the method of maximum likelihood (ML) were taken for comparison.

Comparison of the developed method with known methods is shown in Fig. 9.

Comparison of the developed method with the known methods (Fig. 9) allows us to assert that the proposed method makes it possible to increase speed of estimation of state of the MIMO system channel by an average of 30 %, thereby increasing the interference immunity of multiantenna radio communication systems.
Let us compare the developed method of integrated estimation of state of the MIMO system channel with known methods of estimation that use neural networks.

Fig. 10 shows dependences of the bit error on the signal/interference ratio for the developed integrated estimation method and the methods considered in studies [11, 12, 14, 15]. Systems were modeled in the signal/interference ratio range from –10 to +10 dB.

As can be seen from Fig. 10, the proposed integrated estimation method has somewhat less accuracy in estimation of the bit error probability in the channel compared to the methods specially developed for this estimation.

6. Discussion of the results obtained in development of the method of integrated estimation of state of channels of multiantenna radio communication systems

In the framework of this paper, authors proposed a method for integrated estimation of state of channels of multiantenna radio communication systems. The proposed method was modeled in MathCad 14 software environment. The results of estimation of this method work are shown in Fig. 9 where it is evident that the proposed method, starting with the first iteration of its work, begins to demonstrate its advantage concerning the number of computational operations and reaches its maximum capacity after 10–11 iterations. While the proposed method is less complicated, it has lower accuracy of estimation because of use of the apparatus of fuzzy sets.

However, it is evident from analysis of Fig. 7 that the results of estimation of the channel state indicators obtained using the
membership function show a 6–8% loss of informativity. This discrepancy is not critical, at the level of measurement error.

The main advantages of the proposed method of integrated estimation are:

- use of a complex indicator of estimation of the channel state taking into account majority of known estimation parameters;
- unambiguity of obtained estimation of the channel state;
- wide scope of use (radio communication and radar systems);
- simplicity of mathematical calculations;
- possibility of adaptation to the signaling situation in the channel;
- possibility of synthesizing the optimal structure of the radio communication facility.

Disadvantages of the proposed method of integrated estimation include:

- loss of informativity in estimation of the channel state because of membership function construction. This loss of informativity can be reduced by a choice of type of membership function in a practical implementation of the proposed method in radio communication facilities. The choice of the membership function type depends on the computation resources of a particular radio facility;
- lower accuracy of estimation for the separately taken parameter of estimation of the channel state;
- smaller precision of estimation at the initial stage because of untrained neural network and absence of a signaling base;
- it is not advisable to use this method in radio communication systems if it is necessary to obtain an accurate estimation of the channel state for an individual indicator.

It is appropriate to use this method in radio stations with programmable architecture operating in conditions of active radio-electronic jamming. This method will ensure:

- identification of interference structure, type and the law of setting;
- estimation of the channel state;
- use of efficient signal-code designs to ensure the channel interference immunity;
- efficient use of the radio frequency resource of programmable radio communication facilities;
- increase speed of estimation of communication channels;
- reduce consumption of computation resources of the radio communication facilities with a programmable architecture;
- develop measures aimed at improvement of the interference immunity.

It is advisable to apply the proposed method in developing software in the modules (blocks) of estimation of promising radio communication facilities based on the open interface architectures of SCA 2.2 version.

A block diagram of the radio communication facility was developed with the use of the FNMF channel for state estimation and the method for estimation of the signaling situation which are protected by the patents of Ukraine on utility models [49, 50].

This study is further development of the authors’ study aimed at development of methodological principles of operational management of radio resources of radio communication systems.

7. Conclusions

1. The method of integrated estimation of the state of multiantenna systems based on the use of the apparatus of fuzzy sets and artificial neural networks was proposed which enables obtaining of precise solutions with sufficient simplicity.

The distinguishing features of the proposed method are as follows:

- state of the communication channel is estimated in parallel for several indicators (pulse response, frequency response and the bit error probability);
- estimation of several characteristics of the channel state constantly in real time;
- estimation of several characteristics of the channel state in the channel down and channel upward;
- the channel state is assessed for each indicator in a separate layer of the neural network with the help of construction of a membership function;
- after estimation of a separate channel characteristic in a separate layer of the neural network, a generalized estimation of the channel state is formed at its output.

The estimates obtained with application of the proposed method of integrated estimation coincide with the results obtained with the use of an algorithm optimal by the criterion of minimal root mean square error. At the same time, these results are calculated up to 30% faster which reduces adaptation time of the radio communication facility. The factor determining the effectiveness of the proposed integrated method is the degree of training of the neural network to the signaling environment.

2. In order to reduce time of training of the neural network and improve efficiency of the proposed method, it is expedient to download the knowledge base of the signal situation in advance. This will minimize the time for network training and simplify the process of adaptation of the radio communication facilities by an average of 15%.

3. The proposed method of integrated estimation of channel state in multiantenna radio communication systems can be implemented in radio communication facilities with a programmable architecture. To do this, it is necessary to adapt the signal processor by means of additional software for a specific radio communication facility. It is expedient to develop the above-mentioned software on the SCA 2.2 platform.
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