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ABSTRACT. In the paper we study applications of integral transforms composition method (ITCM) for obtaining transmutations via integral transforms. It is possible to derive wide range of transmutation operators by this method. Classical integral transforms are involved in the integral transforms composition method (ITCM) as basic blocks, among them are Fourier, sine and cosine–Fourier, Hankel, Mellin, Laplace and some generalized transforms. The ITCM and transmutations obtaining by it are applied to deriving connection formulas for solutions of singular differential equations and more simple non–singular ones. We consider well–known classes of singular differential equations with Bessel operators, such as classical and generalized Euler–Poisson–Darboux equation and the generalized radiation problem of A.Weinstein. Methods of this paper are applied to more general linear partial differential equations with Bessel operators, such as multivariate Bessel–type equations, GASPT (Generalized Axially Symmetric Potential Theory) equations of A.Weinstein, Bessel–type generalized wave equations with variable coefficients, ultra B–hyperbolic equations and others. So with many results and examples the main conclusion of this paper is illustrated: the integral transforms composition method (ITCM) of constructing transmutations is very important and effective tool also for obtaining connection formulas and explicit representations of solutions to a wide class of singular differential equations, including ones with Bessel operators.

1. Introduction

An important field of applications of differential equations is the study of linear wave processes. The classical wave equation on the plane

\[
\frac{\partial^2 u}{\partial t^2} = a^2 \frac{\partial^2 u}{\partial x^2}, \quad u = u(x, t), \quad t > 0, \quad a = \text{const}
\]

is generalized in different directions. Such generalizations include the telegraph equation and the Helmholtz equation

\[
\frac{\partial^2 u}{\partial t^2} = a^2 \frac{\partial^2 u}{\partial x^2} \pm \lambda^2 u, \quad a = \text{const}, \quad \lambda = \text{const},
\]

as well as wave equation with one or two potential functions \(p(t), q(x)\)

\[
\frac{\partial^2 u}{\partial t^2} + p(t)u = a^2 \frac{\partial^2 u}{\partial x^2} + q(x)u.
\]

Methods of solution to equations (1.1)-(1.2) are set out in a large number of classical textbooks and monographs (see, for example, [12, 18]). For study of equations of the type (1.3) the results, techniques and ideas of the methods of transmutation operators were mostly used directly or implicitly (see [9, 51, 38, 41, 28]).

The next step for generalization of wave–type equations (1.1)-(1.3) is replacing one or two second derivatives by the Bessel operator (see [31])

\[
B_\nu = \frac{\partial^2}{\partial y^2} + \frac{\nu}{y} \frac{\partial}{\partial y}, \quad y > 0, \quad \nu = \text{const}.
\]

In this way we obtain singular PDEs since one of the operator coefficients \(\frac{\nu}{y}\) tends to infinity in some sense as \(x \to 0\) (see [6]).
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When Bessel operator acts by space variable \( x \) we obtain a generalisation of wave equation with axial or central symmetry

\[
\frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2} + \nu \frac{\partial u}{\partial x}, \quad u = u(x, t), \quad x > 0, \quad t \in \mathbb{R}, \quad \nu = \text{const}.
\]  

Representations of the solution of (1.5) were derived by Poisson in [48]. The initial conditions for (1.5) have the form

\[
u(0, 0) = f(x), \quad u_t(0, 0) = g(t).
\]

When Bessel operator acts by time variable \( t \) we get Euler–Poisson–Darboux (EPD) equation

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = a^2 \frac{\partial^2 u}{\partial x^2}, \quad u = u(x, t), \quad t > 0, \quad x \in \mathbb{R}, \quad a, \nu = \text{const}.
\]

EPD equation first appeared in Euler’s work (see [17], p. 227) and further was studied by Poisson in [47], Riemann in [52] and Darboux in [19]. Initial conditions for (1.6) have the form

\[
u(x, 0) = f(x), \quad t u_t(x, 0)_{|t=0} = g(x).
\]

In the case of many space variables and for \( \nu > n - 1 \) Diaz and Weinberger [13] obtained solutions of the Cauchy problem

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \sum_{i=1}^{n} \frac{\partial^2 u}{\partial x_i^2}, \quad u = u(x, t), \quad t > 0, \quad x \in \mathbb{R}^n, \quad \nu = \text{const},
\]

\[
u(x, 0) = f(x), \quad u_t(x, 0) = 0.
\]

For any real \( \nu \) problem (1.7, 1.8) was solved by Weinstein (cf. [75] [76] [77]).

Generalised Euler–Poisson–Darboux (GEPD) equation

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \sum_{i=1}^{n} \frac{\partial^2 u}{\partial x_i^2} + k_i \frac{\partial u}{\partial x_i}, \quad u = u(x, t), \quad t > 0, \quad x > 0, \quad \nu, k = \text{const}
\]

and its multidimensional generalization

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \sum_{i=1}^{n} \left( \frac{\partial^2 u}{\partial x_i^2} + k_i \frac{\partial u}{\partial x_i} \right), \quad u = u(x_1, \ldots, x_n, t), \quad t > 0, \quad x_i > 0, \quad \nu, k_i = \text{const}, \quad i = 1, \ldots, n
\]

were considered in [10] [65] [59] [68] [69] [72].

EPD equations with spectral parameters

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} \pm \lambda^2 u, \quad \lambda \in \mathbb{R}
\]

were studied in [5] [68] and GEPD equation with spectral parameter

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \sum_{i=1}^{n} \left( \frac{\partial^2 u}{\partial x_i^2} + k_i \frac{\partial u}{\partial x_i} \right) - \lambda^2 u, \quad \lambda \in \mathbb{R}
\]

was solved in [68]. GEPD equation with potential \( q(x) \)

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + k \frac{\partial u}{\partial x} + q(x) u
\]

was studied in [71] [73].

For the case of (1.13), with one variable potential function the effective spectral parameter power series (SPPS) method was developed by V.V.Kravchenko and his coauthors in [10] [34] [35]. But earlier similar series for deriving transmutations for perturbed Bessel operators were considered in [11] [19].

Results and problems for abstract EPD equation

\[
\frac{\partial^2 u}{\partial t^2} + \nu \frac{\partial u}{\partial t} = Au, \quad u = u(x, t), \quad t > 0, \quad x \in \mathbb{R}^n, \quad \nu = \text{const},
\]

where \( A \) is a closed densely defined operator in Hilbert, Banach or Fréchet spaces were summed up and mainly initiated in [3] [7]. Problems in Banach or Hilbert spaces with abstract Bessel operators were studied after that in many papers, e.g. [22] [23] [24] [25] [26]. But it seems that studies of abstract differential equations in Fréchet spaces somehow ceased after initial impulse from [3] [7], but such problems are very important as for example differential equations on half–spaces or other unbounded spaces need Fréchet spaces, and not Hilbert or Banach ones. The EPD/GEPD–type singular differential equations...
appear in different applied problems as well as mathematical problems in partial differential equations, harmonic analysis, generalised translation theory, transmutation theory, numerical analysis and so on, cf. [6, 7, 9, 69, 72, 73, 21, 63, 10, 11, 58, 59].

Different equations with Bessel operators (1.5–1.12) are special cases of perturbed general linear differential equation with nonconstant coefficients

$$\sum_{k=1}^{n} A_k \left( \frac{\partial^2 u}{\partial x_k^2} + \nu_k \frac{\partial u}{x_k \partial x_k} \right) \pm \lambda^2 u = 0,$$

$$x_k > 0, \quad A_k = \text{const}, \quad \nu_k = \text{const}, \quad \lambda = \text{const},$$

corresponding to non–perturbed linear differential equation with constant coefficients

$$\sum_{k=1}^{n} A_k \frac{\partial^2 v}{\partial x_k^2} \pm \lambda^2 v = 0.$$

The main topic of this paper is to study a general method based on transmutations — we call it integral transforms composition method (ITCM) — to derive connection formulas representing solutions of equation (1.15) $u(x)$ via solutions of the same equation but with different parameters $\nu_k$. And as special case it reduces to connection formulas among solutions of perturbed equation (1.15) $u(x)$ and solutions of non–perturbed equations $v(x)$ from (1.16) and v.v. Such relations are called parameter shift formulas. Aforesaid formulas arise when classical wave equation is solved by mean values method. The descent parameter in this case is the space dimension. Essentially, such parameter shift formulas define transmutation operators which are responsible for connection formulas among solutions of perturbed and non–perturbed equations. To construct the necessary transmutation operator we use the integral transforms composition method (ITCM) introduced and thoroughly developed in [29, 30, 62, 63, 64, 65].

The essence of this method is to construct the necessary transmutation operator and corresponding connection formulas among solutions of perturbed and non–perturbed equations as a composition of classical integral transforms with properly chosen weighted functions.

We note that other possible generalizations of considered equations are equations with fractional powers of the Bessel operator considered in [42, 70, 15, 33, 66, 67, 60, 61]. In fractional differential equations theory the so called “principle of subordination” was proposed (cf. [51, 16, 1, 2]). In the cited literature principle of subordination is reduced to formulas relating the solutions to equations of various fractional orders. A special case of subordination principle is formulas connected solutions of fractional differential equations to solutions of integer order equations. Such formulas are also in fact parameter shift formulas, in which the parameter is the order of fractional DE. So a popular “principle of subordination” may be considered as an example of parameter shift formulas, and consequently is in close connection with transmutation theory and ITCM developed in this paper.

Note that we specially restrict ourself to linear problems, but of course nonlinear problems are also very important, cf. [33, 44] for further references.

We also introduce and use convenient hybrid terminology of I.A.Kipriyanov (B–elliptic, B–parabolic, B–hyperbolic differential equations) for differential equations with Bessel operators and of R.Carroll (elliptic, parabolic, hyperbolic transmutations). As a result we use terms B–elliptic, B–parabolic and B–hyperbolic transmutations for those ones which intertwine Bessel operators to first (B–parabolic) and $\pm$ second derivatives (B–elliptic and B–hyperbolic).

2. Basic definitions

Here we provide definitions and brief information on the special functions, classes of functions and integral transforms.

The hypergeometric function is defined for $|x| < 1$ by the power series

$$2F_1(a, b; c; x) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{x^n}{n!}.$$

The Bessel function of the first kind of order $\gamma$ is defined by its series expansion around $x = 0$:

$$J_\gamma(x) = \sum_{m=0}^{\infty} \frac{(-1)^m}{m! \Gamma(m + \gamma + 1)} \left( \frac{x}{2} \right)^{2m+\gamma},$$

is (see [74]).
Let $S$ be the space of rapidly decreasing functions on $(0, \infty)$

$$S = \left\{ f \in C^\infty(0, \infty) : \sup_{x \in (0, \infty)} |x^\alpha D^\beta f(x)| < \infty \quad \forall \alpha, \beta \in \mathbb{Z}_+ \right\}.$$ 

The Hankel transform of order $\nu$ of a function $f \in S$ is given by:

$$H_\nu[f](x) = \hat{f}(x) = \int_0^\infty j_{\nu-1}(xt)f(t)t^{\nu-1}dt, \quad \nu \neq -1, -3, -5, ...$$

where

$$j_\gamma(t) = 2^\gamma \Gamma(\gamma + 1) \frac{J_\gamma(t)}{\Gamma}. \quad (2.3)$$

The Hankel transform defined in this way is also its own inverse up to a constant:

$$H_\nu^{-1}[\hat{f}](x) = f(x) = \frac{2^{1-\nu}}{\Gamma^2 (\nu+1)} \int_0^\infty j_{\nu-1}(x\xi) \hat{f}(\xi)\xi^{\nu}d\xi. \quad (3.3)$$

The Hankel transform and its inverse work for all functions in $L^2(0, \infty)$.

3. What is ITCM and how to use it?

In transmutation theory explicit operators were derived based on different ideas and methods, often not connecting altogether. So there is an urgent need in transmutation theory to develop a general method for obtaining known and new classes of transmutations.

In this section we give such general method for constructing transmutation operators. We call this method integral transform composition method or shortly ITCM. The method is based on the representation of transmutation operators as compositions of basic integral transforms. The integral transform composition method (ITCM) gives the algorithm not only for constructing new transmutation operators, but also for all now explicitly known classes of transmutations, including Poisson, Sonine, Vekua–Erdelyi–Lowndes, Buschman-Erdelyi, Sonin–Katkhov and Poisson–Katkhov ones, cf. [6, 7, 8, 9, 29, 30, 62, 63, 64, 65] as well as the classes of elliptic, hyperbolic and parabolic transmutation operators introduced by R. Carroll [7, 8, 9].

The formal algorithm of ITCM is the next. Let us take as input a pair of arbitrary operators $A$, $B$, and also connecting with them generalized Fourier transforms $F_A$, $F_B$, which are invertible and act by the formulas

$$F_A A = g(t)F_A, \quad F_B B = g(t)F_B,$$

$t$ is a dual variable, $g$ is an arbitrary function with suitable properties. It is often convenient to choose $g(t) = -t^2$ or $g(t) = -t^\alpha, \alpha \in \mathbb{R}$.

Then the essence of ITCM is to obtain formally a pair of transmutation operators $P$ and $S$ as the method output by the next formulas:

$$S = F_B^{-1} \frac{1}{w(t)}F_A, \quad P = F_A^{-1}w(t)F_B \quad (3.2)$$

with arbitrary function $w(t)$. When $P$ and $S$ are transmutation operators intertwining $A$ and $B$:

$$SA = BS, \quad PB = AP. \quad (3.3)$$

A formal checking of (3.3) can be obtained by direct substitution. The main difficulty is the calculation of compositions (3.2) in an explicit integral form, as well as the choice of domains of operators $P$ and $S$.

Let us list main advantages of Integral Transform Composition Method (ITCM).

- Simplicity — many classes of transmutations are obtained by explicit formulas from elementary basic blocks, which are classical integral transforms.
- ITCM gives by a unified approach all previously explicitly known classes of transmutations.
- ITCM gives by a unified approach many new classes of transmutations for different operators.
- ITCM gives a unified approach to obtain both direct and inverse transmutations in the same composition form.
- ITCM directly leads to estimates of norms of direct and inverse transmutations using known norm estimates for classical integral transforms on different functional spaces.
• ITCM directly leads to connection formulas for solutions to perturbed and unperturbed differential equations.

Some obstacle to apply ITCM is the next one: we know acting of classical integral transforms usually on standard spaces like $L_2$, $L_p, C^k$, variable exponent Lebesgue spaces $L^{p(x)}$ and so on. But for application of transmutations to differential equations we usually need some more conditions hold, say at zero or at infinity. For these problems we may first construct a transmutation by ITCM and then expand it to the needed functional classes.

Let us stress that formulas of the type (3.2) of course are not new for integral transforms and its applications to differential equations. But ITCM is new when applied to transmutation theory! In other fields of integral transforms and connected differential equations theory compositions (3.2) for the choice of classical Fourier transform leads to famous pseudo-differential operators with symbol function $w(t)$. For the choice of the classical Fourier transform and the function $w(t) = (\pm i t)^{-s}$ we get fractional integrals on the whole real axis, for $w(t) = |x|^{-s}$ we get M.Riesz potential, for $w(t) = (1 + t^2)^{-s}$ in formulas (3.2) we get Bessel potential and for $w(t) = (1 \pm i t)^{-s}$ — modified Bessel potentials.

The next choice for ITCM algorithm:

\begin{equation}
A = B = B_\nu, F_A = F_B = H_\nu, g(t) = -t^2, w(t) = j_\nu(st)
\end{equation}

leads to generalized translation operators of Delsart [35, 37, 38], for this case we have to choose in ITCM algorithm defined by (3.1)–(3.2) the above values (5.4) in which $B_\nu$ is the Bessel operator (1.3), $H_\nu$ is the Hankel transform (2.2), $j_\nu$ is the normalized (or "small") Bessel function (2.3). In the same manner other families of operators commuting with a given one may be obtained by ITCM for the choice $A = B, F_A = F_B$ with arbitrary functions $g(t), w(t)$ (generalized translation commutes with the Bessel operator). In case of the choice of differential operator $A$ as quantum oscillator and connected integral transform $F_A$ as fractional or quadratic Fourier transform [63] we may obtain by ITCM transmutations also for this case [66]. It is possible to apply ITCM instead of classical approaches for obtaining fractional powers of Bessel operators [66, 67, 68, 69, 73].

Direct applications of ITCM to multidimensional differential operators are obvious, in this case $t$ is a vector and $g(t), w(t)$ are vector functions in (3.1)–(3.2). Unfortunately for this case we know and may derive some new explicit transmutations just for simple special cases. But among them are well-known and interesting classes of potentials. In case of using ITCM by (3.1)–(3.2) with Fourier transform and $w(t)$ — positive definite quadratic form we come to elliptic M.Riesz potentials [51, 55]; with $w(t)$ — indefinite quadratic form we come to hyperbolic M.Riesz potentials [51, 55, 55]; with $w(x, t) = (|x|^2 - it)^{-\alpha/2}$ we come to parabolic potentials [53]. In case of using ITCM by (3.1)–(3.2) with Hankel transform and $w(t)$ — quadratic form we come to elliptic M.Riesz B–potentials [36, 27] or hyperbolic M.Riesz B–potentials [57]. For all above mentioned potentials we need to use distribution theory and consider for ITCM convolutions, for inversion of such potentials we need some cutting and approximation procedures, cf. [46, 57]. For this class of problems it is appropriate to use Schwartz or/and Lizorkin spaces for probe functions and dual spaces for distributions.

So we may conclude that the method we consider in the paper for obtaining transmutations — ITCM is effective, it is connected to many known methods and problems, it gives all known classes of explicit transmutations and works as a tool to construct new classes of transmutations. Application of ITCM needs the next three steps:

• Step 1. For a given pair of operators $A, B$ and connected generalized Fourier transforms $F_A, F_B$ define and calculate a pair of transmutations $P, S$ by basic formulas (3.1)–(3.2).

• Step 2. Derive exact conditions and find classes of functions for which transmutations obtained by step 1 satisfy proper intertwining properties.

• Step 3. Apply now correctly defined transmutations by steps 1 and 2 on proper classes of functions to deriving connection formulas for solutions of differential equations.

Due to this plan the next part of the paper is organized as follows. First we illustrate step 1 of the above plan and apply ITCM for obtaining some new and known transmutations. For step 2 we prove a general theorem for the case of Bessel operators, it is enough to solve problems to complete strict definition of transmutations. And after that we give an example to illustrate step 3 of applying obtained by ITCM transmutations to derive formulas for solutions of a model differential equation.
4. Application of ITCM to Index Shift $B$–Hyperbolic Transmutations

In this section we apply ITCM to obtain integral representations for index shift $B$–hyperbolic transmutations. It corresponds to step 1 of the above plan for ITCM algorithm.

Let us look for the operator $T$ transmuting the operator $B$, defined by (1.3) into the same operator but with another parameter $B$. To find such a transmutation we use ITCM with Hankel transform. Applying ITCM we obtain an interesting and important family of transmutations, including index shift $B$–hyperbolic transmutations, “descent” operators, classical Sonine and Poisson–type transmutations, explicit integral representations for fractional powers of the Bessel operator, generalized translations of Delsart and others.

So we are looking for an operator $T_{v,\mu}^{(\phi)}$ such that

$$T_{v,\mu}^{(\phi)}(B) = B_{\mu} T_{v,\mu}^{(\phi)}$$

in the factorised due to ITCM form

$$T_{v,\mu}^{(\phi)} = H_{\mu}^{-1}(\phi(t)H_{\nu})$$

where $H_{\nu}$ is a Hankel transform. Assuming $\phi(t) = C t^{\alpha}$, $C \in \mathbb{R}$ does not depend on $t$ and $T_{v,\mu}^{(\phi)} = T_{v,\mu}^{(\alpha)}$ we can derive the following theorem.

**Theorem 4.1.** Let $f \in L^2(0, \infty)$,

$$\Re(\alpha + \mu + 1) > 0; \quad \Re\left(\frac{\mu - \nu}{2}\right) < 0.$$ 

Then for transmutation operator $T_{v,\mu}^{(\alpha)}$ obtained by ITCM and such that

$$T_{v,\mu}^{(\alpha)}(B) = B_{\mu} T_{v,\mu}^{(\alpha)}$$

the next integral representation is true

$$\left(T_{v,\mu}^{(\alpha)} f\right)(x) = C \cdot \frac{2^{\alpha+1} \Gamma\left(\frac{\alpha+\nu+1}{2}\right)}{\Gamma\left(\frac{\mu+1}{2}\right)} \times$$

$$\times \left[\frac{x^{-\mu-\alpha}}{\Gamma\left(-\frac{\mu}{2}\right)} \int_0^x f(y) F_2 \left(\frac{\alpha+\mu+1}{2}; \frac{\alpha+\nu}{2}+1, \frac{\nu+1}{2} \frac{y^2}{x^2} \right) y^{\nu} dy + \int_0^\infty f(y) \times$$

$$\times F_2 \left(\frac{\alpha+\mu+1}{2}, \frac{\alpha+\mu+\nu}{2}+1, \frac{\nu+1}{2} \frac{x^2}{y^2} \right) y^{\nu-\mu-\alpha-1} dy\right] .$$

where $F_2$ is the Gauss hypergeometric function.

**Proof.** We have

$$\left(T_{v,\mu}^{(\alpha)} f\right)(x) = C \cdot H_{\mu}^{-1}[t^{\alpha} H_{\nu}[f](t)](x) =$$

$$= C \cdot \frac{2^{1-\mu}}{\Gamma\left(\frac{\mu+1}{2}\right)} \int_0^\infty j_{\mu}^{(1/2)}(tx) t^{\mu+\alpha} dt \int_0^\infty j_{\nu}^{(1/2)}(ty) f(y) y^{\nu} dy =$$

$$= C \cdot \frac{2^{\frac{\nu+1}{2}+\mu} \Gamma\left(\frac{\nu+1}{2}\right)}{\Gamma\left(\frac{\mu+1}{2}\right)} x^{1/2} \int_0^\infty \psi(y) f(y) dy \times$$

$$\times \int_0^\infty t^{\alpha+1+\frac{\nu+1}{2}} J_{\nu-1}^{(1/2)}(tx) J_{\mu+1/2}^{(1/2)}(ty) dt =$$

$$= C \cdot \frac{2^{\frac{\nu+1}{2}+\mu} \Gamma\left(\frac{\nu+1}{2}\right)}{\Gamma\left(\frac{\mu+1}{2}\right)} x^{1/2} \int_0^x \psi(y) f(y) dy \times$$

$$\times \int_0^\infty t^{\alpha+1+\frac{\nu+1}{2}} J_{\nu-1}^{(1/2)}(tx) J_{\mu+1/2}^{(1/2)}(ty) dt +$$
Corollary 4.1. Let $f \in L^2(0, \infty)$, $\alpha = -\mu$; $\nu = 0$. In this case for $\mu > 0$ we obtain the operator

$$
\left(T_{0, \mu}^{(-\mu)} f \right) (x) = \frac{\Gamma \left( \frac{\mu+1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\mu}{2} \right)} x^{-1-\mu} \int_0^x f(y) y^{\frac{\mu-1}{2}} \left( x^2 - y^2 \right)^{\frac{\mu}{2} - 1} dy,
$$

such that

$$
T_{0, \mu}^{(-\mu)} D^2 = B_{\mu} T_{0, \mu}^{(-\mu)}
$$

and $T_{0, \mu}^{(-\mu)} 1 = 1$.

Using formula 2.12.31.1 from [50] p. 209 of the form

$$
\int_0^x t^{\beta - 1} J_\mu(xt) J_\nu(yt) dt = \frac{\Gamma (\alpha + \beta + 1)}{\Gamma (\alpha + 1) \Gamma (\beta + 1)} 2F_1 \left( \frac{\alpha + \beta + 1}{2}, \frac{\beta + \alpha + 2}{2}; \frac{3}{2}; \frac{x^2}{y^2} \right),
$$

and putting $\beta = \alpha + \frac{\mu - \nu}{2} + 2$, $\rho = \frac{\mu - \nu}{2}$, $\gamma = \frac{\nu - 1}{2}$ we obtain (4.3).

$$
\int_0^x \int_0^\infty t^{\alpha + \frac{\mu - \nu}{2}} J_{\mu-1}(xt) J_{\nu-1}(yt) dt dt = \frac{\Gamma (\alpha + \beta + 1)}{\Gamma (\alpha + 1) \Gamma (\beta + 1)} 2F_1 \left( \frac{\alpha + \beta + 1}{2}, \frac{\beta + \alpha + 2}{2}; \frac{3}{2}; \frac{x^2}{y^2} \right),
$$

where $x, y, \text{Re}(\beta + \rho + \gamma) > 0$; $\text{Re} \beta < 2$.

Using formula 2.12.31.1 from [50] p. 209 of the form

$$
\int_0^x t^{\beta - 1} J_\mu(xt) J_\nu(yt) dt = \frac{\Gamma (\alpha + \beta + 1)}{\Gamma (\alpha + 1) \Gamma (\beta + 1)} 2F_1 \left( \frac{\alpha + \beta + 1}{2}, \frac{\beta + \alpha + 2}{2}; \frac{3}{2}; \frac{x^2}{y^2} \right),
$$

and putting $\beta = \alpha + \frac{\mu - \nu}{2} + 2$, $\rho = \frac{\mu - \nu}{2}$, $\gamma = \frac{\nu - 1}{2}$ we obtain (4.3).

$$
\int_0^x \int_0^\infty t^{\alpha + \frac{\mu - \nu}{2}} J_{\mu-1}(xt) J_{\nu-1}(yt) dt dt = \frac{\Gamma (\alpha + \beta + 1)}{\Gamma (\alpha + 1) \Gamma (\beta + 1)} 2F_1 \left( \frac{\alpha + \beta + 1}{2}, \frac{\beta + \alpha + 2}{2}; \frac{3}{2}; \frac{x^2}{y^2} \right),
$$

where $x, y, \text{Re}(\beta + \rho + \gamma) > 0$; $\text{Re} \beta < 2$.

This completes the proof. \( \square \)

Constant $C$ in (4.3) should be chosen based on convenience. Very often it is reasonable to choose this constant so that $T_{\nu, \mu}^{(\alpha)} 1 = 1$.

Using formula

$$
2F_1(a, b; c; z) = (1 - z)^{-a}
$$

we give several useful transmutation operators that are special cases of operator (4.3). In section 6 we will use these operators to find the solutions to the perturbed wave equations.

Corollary 4.1. Let $f \in L^2(0, \infty)$, $\alpha = -\mu$; $\nu = 0$. In this case for $\mu > 0$ we obtain the operator

$$
\left(T_{0, \mu}^{(-\mu)} f \right) (x) = \frac{\Gamma \left( \frac{\mu+1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\mu}{2} \right)} x^{-1-\mu} \int_0^x f(y) y^{\frac{\mu-1}{2}} \left( x^2 - y^2 \right)^{\frac{\mu}{2} - 1} dy,
$$

such that

$$
T_{0, \mu}^{(-\mu)} D^2 = B_{\mu} T_{0, \mu}^{(-\mu)}
$$

and $T_{0, \mu}^{(-\mu)} 1 = 1$. 

\( \square \)
Proof. We have
\[
\left(T_{0,\mu}^{-\nu}\right)(x) = C \cdot \frac{2^{\alpha-\sqrt{\pi}}}{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{\mu+1}{2}\right)} \int_0^x f(y)_{2F1} \left(\frac{1}{2}, 1 - \frac{\mu}{2}; 1; \frac{y^2}{x^2}\right) dy.
\]
Using formula (4.3) we get
\[
_{2F1} \left(\frac{1}{2}, 1 - \frac{\mu}{2}; 1; \frac{y^2}{x^2}\right) = \left(1 - \frac{y^2}{x^2}\right)^{\frac{\mu}{2} - 1} = x^{2-\mu}(x^2 - y^2)^{\frac{\mu}{2} - 1}
\]
and
\[
\left(T_{0,\mu}^{-\nu}\right)(x) = C \cdot \frac{x^{1-\mu} 2^{\frac{3-\mu}{2}} \sqrt{\pi}}{\Gamma\left(\frac{3}{2}\right) \Gamma\left(\frac{\mu+1}{2}\right)} \int_0^x f(y)(x^2 - y^2)^{\frac{\mu}{2} - 1} dy.
\]
It is easy to see that
\[
x^{1-\mu} \int_0^x (x^2 - y^2)^{\frac{\mu}{2} - 1} dy = \{y = xz\} = \int_0^1 (1 - z^2)^{\frac{\mu}{2} - 1} dz =
\]
\[
= \{z^2 = t\} = \frac{1}{2} \left(1 - t\right)^{\frac{\mu}{2} - 1} t^{-\frac{\mu}{2}} dt = \frac{\sqrt{\pi} \Gamma\left(\frac{\mu+1}{2}\right)}{2 \Gamma\left(\frac{\mu+1}{2}\right)}
\]
and taking \(C = \frac{\Gamma^2\left(\frac{\mu+1}{2}\right)}{2^{\mu-\sqrt{\pi}}\pi}\) we get \(T_{0,\mu}^{-\nu} 1 = 1\). And this completes the proof. \(\square\)

The operator (4.3) is the well–known Poisson operator (see [36]). We will use conventional symbol \(\mathcal{P}_x^\mu\) for it:
\[
(4.7) \quad \mathcal{P}_x^\mu f(x) = C(\mu)x^{1-\mu} \int_0^x f(y)(x^2 - y^2)^{\frac{\mu}{2} - 1} dy,
\]
\[
\mathcal{P}_x^\mu 1 = 1, \quad C(\mu) = \frac{2 \Gamma\left(\frac{\mu+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\mu}{2}\right)}.
\]

Remark. It is easy to see that if \(u = u(x,t), x, t \in \mathbb{R}\) and
\[
u 0 = f(x), \quad u_t(x, 0) = 0
\]
then
\[
(4.8) \quad \mathcal{P}_t^\mu u(x,t)|_{t=0} = f(x), \quad \left. \frac{\partial}{\partial t} \mathcal{P}_t^\mu u(x,t) \right|_{t=0} = 0.
\]
Indeed, we have
\[
\mathcal{P}_t^\mu u(x,t)|_{t=0} = C(\mu)t^{1-\mu} \int_0^1 u(x,y)(t^2 - y^2)^{\frac{\mu}{2} - 1} dy|_{t=0} =
\]
\[
= C(\mu) \int_0^1 u(x,ty)|_{t=0}(1 - y^2)^{\frac{\mu}{2} - 1} dy = f(x)
\]
and
\[
\left. \frac{\partial}{\partial t} \mathcal{P}_t^\mu u(x,t) \right|_{t=0} = C(\mu) \int_0^1 u_t(x,ty)|_{t=0}(1 - y^2)^{\frac{\mu}{2} - 1} dy = 0.
\]

Corollary 4.2. For \(f \in L^2(0, \infty), \alpha = \nu - \mu, -1 < \Re \nu < \Re \mu\) we obtain the first "descent" operator
\[
(4.9) \quad \left(T_{\nu,\mu}^{(-\nu)}\right)(x) = \frac{2 \Gamma\left(\frac{\mu+1}{2}\right)}{\Gamma\left(\frac{\mu-\nu}{2}\right) \Gamma\left(\frac{\mu+1}{2}\right)} x^{1-\mu} \int_0^x f(y)(x^2 - y^2)^{\frac{\mu-\nu}{2} - 1} y^{\nu-1} dy.
\]
such that
\[
\left(T_{\nu,\mu}^{(-\nu)}\right) B_\mu = B_\mu \left(T_{\nu,\mu}^{(-\nu)}\right)
\]
and

\[ T_{\nu, \mu}(\nu - \mu) = 1. \]

**Proof.** Substituting the value \( \alpha = \nu - \mu \) into (4.3) we can write

\[
\left( T_{\nu, \mu}(\nu - \mu) f \right)(x) = C \cdot \frac{2^{\nu - \mu + 3} \Gamma\left( \frac{\nu - \mu + 1}{2} \right)}{\Gamma\left( \frac{\mu - \nu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)} x^{\nu - 1} \int_0^x f(y) y^{\nu - 1} dy.
\]

Taking into account the identity (4.4) for a hypergeometric function the last equality reduces to \( x^{\nu - \mu + 2} (x^2 - y^2) \frac{\alpha}{\alpha - 1} - 1 \) and the operator \( T_{\nu, \mu}(\nu - \mu) \) is written in the form

\[
\left( T_{\nu, \mu}(\nu - \mu) f \right)(x) = C \cdot \frac{2^{\nu - \mu + 3} \Gamma\left( \frac{\nu - \mu + 1}{2} \right)}{\Gamma\left( \frac{\mu - \nu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)} x^{1 - \mu} \int_0^x f(y)(x^2 - y^2) \frac{\alpha}{\alpha - 1} - 1 y^{\nu - 1} dy.
\]

Clearly that

\[
x^{1 - \mu} \int_0^x (x^2 - y^2) \frac{\alpha}{\alpha - 1} - 1 y^{\nu - 1} dy = \{ y = xz \} = \int_0^1 (1 - z^2) \frac{\alpha}{\alpha - 1} - 1 z^{\nu - 1} dz =
\]

\[
\{ z^2 = t \} = \frac{1}{2} \int_0^1 (1 - t)^{\frac{\nu - \mu}{2} - 1} t^{\frac{\nu - 1}{2}} dt = \frac{\Gamma\left( \frac{\nu - \mu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)}{2 \Gamma\left( \frac{\nu}{2} \right)}
\]

and taking \( C = \frac{2^{\nu - \mu + 2} \Gamma\left( \frac{\nu - \mu}{2} \right)}{\Gamma\left( \frac{\mu - \nu}{2} \right)} \) we get \( T_{\nu, \mu}(\nu - \mu) = 1 \). It completes the proof.

□

**Corollary 4.3.** Let \( f \in L^2(0, \infty), \alpha = 0; -1 < \text{Re} \mu < \text{Re} \nu \). In this case we obtain the second "descent" operator:

\[
(4.10) \quad \left( T_{\nu, \mu}(\nu - \mu) f \right)(x) = \frac{2^\nu \Gamma(\nu - \mu)}{\Gamma\left( \frac{\mu - \nu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)} \int_0^\infty f(y)(y^2 - x^2) \frac{\alpha}{\alpha - 1} - 1 dy.
\]

**Proof.** We have

\[
\left( T_{\nu, \mu}(\nu - \mu) f \right)(x) =
\]

\[
= C \cdot \frac{2^\nu \Gamma\left( \frac{\mu + 1}{2} \right)}{\Gamma\left( \frac{\mu - \nu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)} \int_0^\infty f(y) y^{\nu - 1} y^{\nu - \mu} dy.
\]

Using formula (4.4) we get

\[
2F1\left( \frac{\mu + 1}{2}, \frac{\mu - \nu}{2} + 1; \frac{\mu + 1}{2}; \frac{x^2}{y^2} \right) = \left( 1 - \frac{x^2}{y^2} \right)^{\frac{\nu - \mu}{2} - 1} = y^{2 + \mu - \nu}(y^2 - x^2)^{\frac{\nu - \mu}{2} - 1}
\]

and

\[
\left( T_{\nu, \mu}(\nu - \mu) f \right)(x) = C \cdot \frac{2^\nu \Gamma\left( \frac{\mu + 1}{2} \right)}{\Gamma\left( \frac{\mu - \nu}{2} \right) \Gamma\left( \frac{\nu + 1}{2} \right)} \int_0^\infty f(y)(y^2 - x^2) \frac{\alpha}{\alpha - 1} - 1 dy.
\]

It is obvious that

\[
\int_0^\infty (y^2 - x^2) \frac{\alpha}{\alpha - 1} - 1 dy = \{ y = \frac{x}{z} \} =
\]

\[
x^{\nu - \mu} \int_0^1 (1 - z^2) \frac{\alpha}{\alpha - 1} - 1 z^{\nu - 1} dz = \{ z^2 = t \} =
\]

\[
x^{\nu - \mu} \int_0^1 (1 - t)^{\frac{\nu - \mu}{2} - 1} t^{\frac{\nu - 1}{2} - 1} dt = \frac{x^{\nu - \mu} \Gamma^2 \left( \frac{\nu - \mu}{2} \right)}{2 \Gamma(\nu - \mu)}.
\]
Therefore, for \( C = \frac{\Gamma\left(\frac{\nu+1}{2}\right)\Gamma\left(\frac{\nu-\mu}{2}\right)}{\Gamma\left(\frac{\nu-\mu+1}{2}\right)\Gamma\left(\frac{\nu+1}{2}\right)} \) we get \( T^{(\nu-\mu)}_{\nu, \mu}1 = x^{\nu-\mu} \). It completes the proof. \( \square \)

In [24] the formula (4.10) was obtained as a particular case of Buschman–Erdelyi operator of the third kind but with different constant:

\[
\left( T^{(0)}_{\nu, \mu}f \right) (x) = \frac{2^{1-\nu}\Gamma\left(\frac{\nu}{2}\right)}{\Gamma\left(\frac{\nu+1}{2}\right)} \int_{x}^{\infty} f(y) \left( y^2 - x^2 \right)^{\nu-1} dy.
\]

As might be seen in the form (4.10) as well as (4.11) the operator \( T^{(0)}_{\nu, \mu} \) does not depend on the values \( \nu \) and \( \mu \) but on the only difference between \( \nu \) and \( \mu \).

**Corollary 4.4.** Let \( f \in L^2(0, \infty) \), \( \text{Re} (\alpha + \nu + 1) > 0; \text{Re} \alpha < 0. \) If we take \( \mu = \nu \) in (4.3) we obtain the operator

\[
\left( T^{(\nu)}_{\nu, \nu}f \right) (x) = \frac{2^\nu \Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\pi} (4xz)^{\nu-1} \Gamma\left(\frac{\nu}{2}\right)} \int_{|x-z|}^{x+z} f(y) g(z^2 - (x - y)^2) \left( (x+y)^2 - z^2 \right)^{\frac{\nu}{2}-1} dy
\]

which is an explicit integral representation of the negative fractional power \( \alpha \) of the Bessel operator: \( B^\alpha_x \).

So it is possible and easy to obtain fractional powers of the Bessel operator by ITCM. For different approaches to fractional powers of the Bessel operator and its explicit integral representations cf. [22] [23] [33] [34] [37] [39] [60] [61].

**Theorem 4.2.** If apply ITCM with \( \varphi(t) = j_{\nu-\frac{1}{2}}(zt) \) in (4.2) and with \( \mu = \nu \) then the operator

\[
\left( T^{(\nu)}_{\nu, \nu}f \right) (x) = \nu^\nu T^\nu_x f(x) = H^{-1}_\nu \left[ j_{\nu-\frac{1}{2}}(zt) H_\nu[f](t) \right](x) = \nu^\nu T^\nu_x f(x)
\]

(4.13)

coincides with the generalized translation operator (see [36] [37] [39]), for which the next properties are valid

\[
\nu^\nu T^\nu_x (B^\nu_x)_{z} = (B^\nu_x)_{z} \nu^\nu T^\nu_x,
\]

(4.14)

\[
\nu^\nu T^\nu_x f(x)|_{z=0} = f(x), \quad \frac{\partial}{\partial z} \nu^\nu T^\nu_x f(x) \bigg|_{z=0} = 0.
\]

**Proof.** We have

\[
\left( T^{(\nu)}_{\nu, \nu}f \right) (x) = \nu^\nu \left[ j_{\nu-\frac{1}{2}}(zt) H_\nu[f](t) \right](x) = \nu^\nu \int_{0}^{\infty} \frac{j_{\nu-\frac{1}{2}}(xt) j_{\nu-\frac{1}{2}}(zt) t^{\nu} dt}{\sqrt{\pi} (4xz)^{\nu-1} \Gamma\left(\frac{\nu}{2}\right)} \int_{0}^{\infty} j_{\nu-\frac{1}{2}}(ty) g(y) y^{\nu} dy = \nu^\nu \int_{0}^{\infty} f(y) \int_{0}^{\infty} \frac{j_{\nu-\frac{1}{2}}(ty) j_{\nu-\frac{1}{2}}(zt) t^{\nu} dt}{\sqrt{\pi} (4xz)^{\nu-1} \Gamma\left(\frac{\nu}{2}\right)} dy.
\]

The formula

\[
\int_{0}^{\infty} j_{\nu-\frac{1}{2}}(tx) j_{\nu-\frac{1}{2}}(ty) t^{\nu} dt = \left\{ \begin{array}{ll}
0, & 0 < y < |x-z| \text{ or } y > x + z;
2^{\nu} \frac{\Gamma\left(\frac{\nu+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{\nu}{2}\right)} \left[ (z^2 - (x-y)^2)((x+y)^2 - z^2) \right]^{\frac{\nu}{2}-1}, & |x-z| < y < x + z,
\end{array} \right.
\]

\[
\frac{(x^2 - y^2)^{\frac{\nu}{2}-1}}{(x+y)^{\nu+1}}, \quad |x-z| < y < x + z,
\]

\[
\frac{(z^2 - (x-y)^2)^{\frac{\nu}{2}-1}}{(x+y)^{\nu+1}}, \quad 0 < y < |x-z| \text{ or } y > x + z.
\]
is true (see formula 2.12.42.14 in [50], p. 204) for \( \nu > 0 \). Therefore we obtain

\[
T^{(2)}_{\nu\nu}(f)(x) = \frac{2^{1-\nu} - 2\Gamma\left(\frac{\nu+1}{2}\right)}{\Gamma^2 \left(\frac{\nu+1}{2}\right) \sqrt{\pi} (xz)^{\nu-1} \Gamma \left(\frac{\nu}{2}\right)} \int_{|x|=z} f(y)g\left((z^2 - (x-y)^2)((x+y)^2 - z^2)\right)^{\frac{\nu}{2}-1} dy =
\]

\[
 = \frac{2\Gamma \left(\nu+1\right)}{\sqrt{\pi} (4xz)^{\nu-1} \Gamma \left(\frac{\nu}{2}\right)} \int_{|x|=z} f(y)g\left((z^2 - (x-y)^2)((x+y)^2 - z^2)\right)^{\frac{\nu}{2}-1} dy = \nu T_z^\nu f(x).
\]

From the derived representation it is clear that \( \nu T_z^\nu f(x) = \nu T_z^\nu f(z) \) and from (11.1) it follows that \( \nu T_z^\nu (B_{\nu})_x = (B_{\nu})_x \nu T_z^\nu \), consequently \( \nu T_z^\nu (B_{\nu})_x = (B_{\nu})_x \nu T_z^\nu \).

Properties (11.15) follow easily from the representation (11.16). It completes the proof. \( \square \)

More frequently used representation of generalized translation operator \( \nu T_z^\nu \) is (see [36, 37, 38])

\[
(4.16)
\nu T_z^\nu f(x) = C(\nu) \int_0^\pi f(\sqrt{x^2 + z^2 - 2xz \cos \varphi}) \sin^{\nu-1} \varphi d\varphi,
\]

\[
C(\nu) = \left( \int_0^\pi \sin^{\nu-1} \varphi d\varphi \right)^{-1} = \frac{\Gamma \left(\frac{\nu+1}{2}\right)}{\sqrt{\pi} \Gamma \left(\frac{\nu}{2}\right)}
\]

It is easy to see that it is the same as ours.

So it is possible and easy to obtain generalized translation operators by ITCM, and its basic properties follows immediately from ITCM integral representation.

5. INTEGRAL REPRESENTATIONS OF TRANSMUATIONS FOR PERTURBED DIFFERENTIAL BESSEL OPERATORS

Now let us prove a general result on transmutations for perturbed Bessel operator with potentials. These results are of technical form, they were proved many times for some special cases, it is convenient to prove the general result accurately here. It is the necessary step 2 from ITCM algorithm, it turns operators obtained by ITCM with formal transmutation property into transmutations with exact conditions on input parameters and classes of functions.

Further we will construct a transmutation operator \( S_{\nu,\mu} \) intertwining Bessel operators \( B_{\nu} \) and \( B_{\mu} \). In this case it is reasonable to use the Hankel transforms of orders \( \nu \) and \( \mu \) respectively. So for a pair of perturbed Bessel differential operators

\[
A = B_{\nu} + q(x), \quad B = B_{\mu} + r(x)
\]

we seek for a transmutation operator \( S_{\nu,\mu} \) such that

\[
(5.1)
S_{\nu,\mu}(B_{\nu} + q(x))u = (B_{\mu} + r(x))S_{\nu,\mu}u.
\]

Let apply ITCM and obtain it in the form

\[
S_{\nu,\mu} = H_{\mu} - \frac{1}{w(t)} H_{\nu}
\]

with arbitrary \( w(t) \), \( w(t) \neq 0 \). So we have formally

\[
S_{\nu,\mu}f(x) = \frac{2^{1-\mu}}{\Gamma^2 \left(\frac{\mu+1}{2}\right)} \int_0^\infty \frac{t^{\mu}}{w(t)} \int_0^\infty \frac{t^{\mu}}{w(t)} f(y)g' dy\]

\[
= \frac{2^{1-\mu}}{\Gamma^2 \left(\frac{\mu+1}{2}\right)} \int_0^\infty f(y)g' dy\int_0^\infty \frac{t^{\mu}}{w(t)} f(y)g' dy.
\]

For all known cases we may represent transmutations \( S_{\nu,\mu} \) in the next general form (see [71, 73])

\[
S_{\nu,\mu}f(x) = a(x)f(x) + \int_0^x K(x,y)f(y)g' dy + \int_x^\infty L(x,y)f(y)g' dy.
\]
Necessary conditions on kernels \( K \) and \( L \) as well as on functions \( a(x), f(x) \) to satisfy (5.1) are given in the following theorem.

**Theorem 5.1.** Let \( u \in L^2(0, \infty) \) be twice continuously differentiable on \([0, \infty)\) such that \( u'(0) = 0, \) \( q \) and \( r \) be such functions that

\[
\int_0^\infty t^\delta |q(t)| dt < \infty, \quad \int_0^\infty t^\varepsilon |r(t)| dt < \infty
\]

for some \( \delta < \frac{1}{2} \) and \( \varepsilon < \frac{1}{2} \). When there exists a transmutation operator of the form

\[
S_{\nu, \mu} u(x) = a(x) u(x) + \int_0^x K(x, t) u(t) t^\nu dt + \int_x^\infty L(x, t) u(t) t^\nu dt,
\]

such that

\[
S_{\nu, \mu} \left[ B_{\nu} + q(x) \right] u(x) = \left[ B_{\mu} + r(x) \right] S_{\nu, \mu} u(x)
\]

with twice continuously differentiable kernels \( K(x, t) \) and \( L(x, t) \) on \([0, \infty)\) such that

\[
\lim_{t \to 0} t^\nu K(x, t) u'(t) = 0, \quad \lim_{t \to 0} t^\nu K_\varepsilon(x, t) u(t) = 0
\]

and

\[
\lim_{t \to \infty} t^\nu L(x, t) u'(t) = 0, \quad \lim_{t \to \infty} t^\nu L_\varepsilon(x, t) u(t) = 0
\]

satisfying the next relations

\[
(B_{\nu})_t + q(t) K(x, t) = (B_{\mu})_x + r(x) K(x, t),
\]

\[
(B_{\nu})_t + q(t) L(x, t) = (B_{\mu})_x + r(x) L(x, t),
\]

and

\[
a(x) \left[ B_{\nu} + q(x) \right] u(x) - \left[ B_{\mu} + r(x) \right] a(x) u(x) = (\mu + \nu) x^{\nu-1} u(x) \left[ K(x, x) - L(x, x) \right] + 2 x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right].
\]

**Proof.** First we have

\[
S_{\nu, \mu} (B_{\nu} u(x) + q(x) u(x)) = a(x) [B_{\nu} u(x) + q(x) u(x)] + \int_0^x K(x, t) (B_{\nu} u(t) + q(t) u(t)) t^\nu dt + \int_x^\infty L(x, t) (B_{\nu} u(t) + q(t) u(t)) t^\nu dt.
\]

Substituting Bessel operator in the form \( B_{\nu} = \frac{1}{t^\nu} \frac{d}{dt} t^\nu \frac{d}{dt} \) and integrating by parts we obtain

\[
\int_0^x K(x, t) (B_{\nu} u(t)) t^\nu dt = \int_0^x K(x, t) \frac{d}{dt} t^\nu \frac{d}{dt} u(t) dt = K(x, t) t^\nu u'(t) \bigg|_0^x - t^\nu K_\varepsilon(x, t) \frac{d}{dt} u(t) dt =
\]

\[
= K(x, t) t^\nu u'(t) \bigg|_{t=0}^x - t^\nu K_\varepsilon(x, t) u(t) \bigg|_{t=0}^x + \int_0^x \left( (B_{\nu})_t K_\varepsilon(x, t) \right) u(t) t^\nu dt.
\]

Since

\[
\lim_{t \to 0} t^\nu K(x, t) u'(t) = 0, \quad \lim_{t \to 0} t^\nu K_\varepsilon(x, t) u(t) = 0
\]

we obtain

\[
\int_0^x K(x, t) (B_{\nu} u(t)) t^\nu dt =
\]
Using formula of differentiation of integrals depending on the parameter we get

\[
= K(x, x)x^\nu u'(x) - x^\nu u(x)K_t(x, t) + \int_0^x ((B_\nu)_t K(x, t)) u(t)t^\nu dt.
\]

Similarly

\[
\int_x^\infty L(x, t)(B_\nu u(t)) t^\nu dt = \int_x^\infty L(x, t)\frac{d}{dt}t^\nu u(t) dt =
\]

\[
= L(x, t)t^\nu u'(t) \bigg|_{t=x}^\infty - \int_x^\infty t^\nu L_t(x, t)\frac{d}{dt}u(t) dt =
\]

\[
= L(x, t)t^\nu u'(t) \bigg|_{t=x}^\infty - t^\nu L_t(x, t)u(t) \bigg|_{t=x}^\infty + \int_x^\infty ((B_\nu)_t L(x, t)) u(t)t^\nu dt.
\]

Therefore

\[
S_{\nu, \mu}(B_\nu u(x) + q(x)u(x)) = a(x)\left[ B_\nu + q(x) \right] u(x) +
\]

\[
+ x^\nu K(x, x)u'(x) - x^\nu u(x)K_t(x, t) \bigg|_{t=x}^\infty - x^\nu L(x, x)u'(x) + x^\nu u(x)L_t(x, t) \bigg|_{t=x}^\infty +
\]

\[
+ \int_0^x ((B_\nu)_t K(x, t) + q(t)K_t(x, t)) u(t)t^\nu dt + \int_x^\infty ((B_\nu)_t L(x, t) + q(t)L(x, t)) u(t)t^\nu dt.
\]

Further we have

\[
(B_\mu + r(x))S_{\nu, \mu}u(x) =
\]

\[
= (B_\mu + r(x)) \left( a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt \right) =
\]

\[
= B_\mu [a(x)u(x)] + a(x)r(x)u(x) + B_\mu \int_0^x K(x, t)u(t)t^\nu dt + B_\mu \int_x^\infty L(x, t)u(t)t^\nu dt +
\]

\[
+ r(x) \int_0^x K(x, t)u(t)t^\nu dt + r(x) \int_x^\infty L(x, t)u(t)t^\nu dt.
\]

Using formula of differentiation of integrals depending on the parameter we get

\[
(B_\mu)_x \int_0^x K(x, t)u(t)t^\nu dt = \frac{1}{x^\mu} \frac{d}{dx} x^\mu \int_0^x K(x, t)u(t)t^\nu dt =
\]

\[
= \frac{1}{x^\mu} \frac{d}{dx} \left( x^{\mu + \nu}K(x, x)u(x) + x^\mu \int_0^x K_x(x, t)u(t)t^\nu dt \right) =
\]

\[
= \frac{1}{x^\mu} \left( (\mu + \nu)x^{\mu + \nu - 1}K(x, x)u(x) + x^{\mu + \nu}K'(x, x)u(x) + x^{\mu + \nu}K(x, x)u'(x) +
\]

\[
+ \mu x^{\mu - 1} \int_0^x K_x(x, t)u(t)t^\nu dt + x^\mu \frac{d}{dx} \int_0^x K_x(x, t)u(t)t^\nu dt \right) =
\]
\[
\frac{1}{x^\mu} \left( (\mu + \nu)x^{\mu + \nu - 1}K(x, x)u(x) + x^{\mu + \nu}K'(x, x)u(x) + x^{\mu + \nu}K(x, x)u'(x) + \\
+ x^{\mu + \nu}u(x)K_x(x, t) \bigg|_{t=x} + \mu x^{\mu - 1} \int_0^x K_x(x, t)u(t)t'\, dt + x^{\mu} \int_0^x K_{xx}(x, t)u(t)t'\, dt \right) = \\
= (\mu + \nu)x^{\mu - 1}K(x, x)u(x) + x^{\nu}K'(x, x)u(x) + x^{\nu}K(x, x)u'(x) + \\
+ x^{\nu}u(x)K_x(x, t) \bigg|_{t=x} + \int_0^x (B_\mu)_x K(x, t)u(t)t'\, dt
\]

and also
\[
(B_\mu)_x \int_x^\infty L(x, t)u(t)t'\, dt = \frac{1}{x^\mu} \frac{d}{dx} \frac{d}{dx} \int_x^\infty L(x, t)u(t)t'\, dt = \\
= \frac{1}{x^\mu} \left( -x^{\mu + \nu}L(x, x)u(x) + x^{\mu} \int_x^\infty L_x(x, t)u(t)t'\, dt \right) = \\
= \frac{1}{x^\mu} \left( -(\mu + \nu)x^{\mu + \nu - 1}L(x, x)u(x) - x^{\nu}L'(x, x)u(x) - x^{\nu}L(x, x)u'(x) + \\
+ \mu x^{\mu - 1} \int_x^\infty L_x(x, t)u(t)t'\, dt + x^{\mu} \int_0^x L_{xx}(x, t)u(t)t'\, dt \right) = \\
= -(\mu + \nu)x^{\nu - 1}L(x, x)u(x) - x^{\nu}L'(x, x)u(x) - x^{\nu}L(x, x)u'(x) - \\
x^{\nu}u(x)L_x(x, t) \bigg|_{t=x} + \int_x^\infty (B_\mu)_x L(x, t)u(t)t'\, dt.
\]

So
\[
(B_\mu + r(x))S_{\nu, \mu} u(x) = \\
= \left[ (B_\mu + r(x))a(x)u(x) + (\mu + \nu)x^{\nu - 1}K(x, x)u(x) + x^{\nu}K'(x, x)u(x) + \\
+ x^{\nu}K(x, x)u'(x) + x^{\nu}u(x)K_x(x, t) \bigg|_{t=x} - \\
-(\mu + \nu)x^{\nu - 1}L(x, x)u(x) - x^{\nu}L'(x, x)u(x) - x^{\nu}L(x, x)u'(x) - x^{\nu}u(x)L_x(x, t) \bigg|_{t=x} + \\
+ \int_0^x (B_\mu)_x K(x, t) + r(x)K(x, t) \right]u(t)t'\, dt + \int_x^\infty \left[ (B_\mu)_x L(x, t) + r(x)L(x, t) \right]u(t)t'\, dt.
\]

Since we should have an equality
\[
S_{\nu, \mu}(B_\nu + q(x)) = (B_\mu + r(x))S_{\nu, \mu},
\]
then equating the corresponding terms in both parts we obtain
\[
\int_0^x \left[ (B_\mu)_x K(x, t) + q(t)K(x, t) \right]u(t)t'\, dt = \int_0^x \left[ (B_\mu)_x K(x, t) + r(x)K(x, t) \right]u(t)t'\, dt
\]
and
\[
\int_x^\infty \left[ (B_\mu)_x L(x, t) + q(t)L(x, t) \right]u(t)t'\, dt = \int_x^\infty \left[ (B_\mu)_x L(x, t) + r(x)L(x, t) \right]u(t)t'\, dt.
\]
From that we derive two equations

\[
(B_{\nu}t + q(t)) K(x, t) = (B_{\mu}x + r(x)) K(x, t)
\]

and

\[
(B_{\nu}t + q(t)) L(x, t) = (B_{\mu}x + r(x)) L(x, t).
\]

Because of

\[
K'(x, x) = K_x(x, t) + K_x(x, t)_{t = x}
\]

and

\[
L'(x, x) = L_x(x, t) + L_x(x, t)_{t = x}
\]

we get that

\[
a(x)[B_{\nu} + q(x)]u(x) + x^\nu K(x, x)u'(x) - x^\nu u(x)K_t(x, t) - x^\nu L(x, x)u'(x) + x^\nu u(x)L_t(x, t)_{t = x} = 0,
\]

which is equivalent to

\[
a(x)[B_{\nu} + q(x)]u(x) - [B_{\mu} + r(x)]a(x)u(x) =
\]

\[
(\mu + \nu)x^{\nu - 1}u(x)[K(x, x) - L(x, x)] + 2x^\nu u(x)[K'(x, x) - L'(x, x)].
\]

It completes the proof of the theorem. \(\square\)

Now consider some special cases.

We consider here some special cases of a transmutation operator \(S_{\nu, \mu}\) for functions \(q\) and \(r\) from the theorem 5.1. Let functions \(u, q, r\) satisfy the condition of the theorem 5.1.

1. For the transmutation in \((\nu, 2)\) of the next form

\[
S_{\nu, \mu}u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^{\nu - 1}dt,
\]

with intertwining property

\[
S_{\nu, \mu}B_{\nu} + q(x)u(x) = B_{\mu} + r(x)S_{\nu, \mu}u(x)
\]

a kernel \(K(x, t)\) and function \(a(x)\) should satisfy relations

\[
(B_{\nu}t + q(t)) K(x, t) = (B_{\mu}x + r(x)) K(x, t),
\]

and

\[
a(x)[B_{\nu} + q(x)]u(x) - [B_{\mu} + r(x)]a(x)u(x) =
\]

\[
(\mu + \nu)x^{\nu - 1}u(x)[K(x, x) - L(x, x)] + 2x^\nu u(x)[K'(x, x) - L'(x, x)].
\]

In the particular case when \(\nu = \mu, r(x) = 0, a(x) = 1\) transmutations with such representations were obtained in \([71, 73]\).

2. For the transmutation in \((\nu, 2)\) of the next form

\[
S_{\nu, \mu}u(x) = a(x)u(x) + \int_x^\infty L(x, t)u(t)t^{\nu - 1}dt,
\]
such that
\[ S_{\nu,\mu}(B_{\nu} + q(x))u = (B_{\mu} + r(x))S_{\nu,\mu}u \]
a kernel \( L(x, t) \) and function \( a(x) \) should satisfy to relations
\[ \left( B_{\nu} \right)_t + q(t) \right) L(x, t) = \left( B_{\mu} \right)_x + r(x) \right) L(x, t) \]
and
\[ a(x) \left[ B_{\nu} + q(x) \right] u(x) - \left[ B_{\mu} + r(x) \right] a(x)u(x) = \]
\[ = - (\mu + \nu)x^{\nu-1}u(x) L(x, x) - 2x^\nu u(x) L'(x, x). \]

3. When one potential in \((5.3)\) is equal to zero we get for a transmutation operator
\[ S_{\nu,\mu}u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt, \]
such that
\[ S_{\nu,\mu} \left[ B_{\nu} + q(x) \right] u(x) = B_{\mu}S_{\nu,\mu}u(x) \]
the next conditions on kernels \( K(x, t), L(x, t) \) and function \( a(x) \)
\[ \left( B_{\nu} \right)_t + q(t) \right) K(x, t) = \left( B_{\mu} \right)_x K(x, t), \]
\[ \left( B_{\nu} \right)_t + q(t) \right) L(x, t) = \left( B_{\mu} \right)_x L(x, t), \]
and
\[ a(x) \left[ B_{\nu} + q(x) \right] u(x) - B_{\mu}[a(x)u(x)] = \]
\[ = (\mu + \nu)x^{\nu-1}u(x) \left[ K(x, x) - L(x, x) \right] + 2x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right]. \]

4. When \( \mu = 0 \) and \( r(x) \equiv 0 \) in \((5.3)\) for a transmutation operator
\[ S_{\nu}u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt, \]
such that
\[ S_{\nu}(B_{\nu} + q(x))u = D^2S_{\nu}u \]
kernels \( K(x, t), L(x, t) \) and function \( a(x) \) should satisfy to relations
\[ \left( B_{\nu} \right)_t + q(t) \right) K(x, t) = D_x^2K(x, t), \]
\[ \left( B_{\nu} \right)_t + q(t) \right) L(x, t) = D_x^2L(x, t), \]
and
\[ a(x) \left[ B_{\nu} + q(x) \right] u(x) - D_x^2a(x)u(x) = \]
\[ = \nu x^{\nu-1}u(x) \left[ K(x, x) - L(x, x) \right] + 2x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right]. \]

5. When both potentials in \((5.3)\) are equal to zero for a transmutation operator
\[ S_{\nu,\mu}u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt, \]
such that
\[ S_{\nu,\mu}B_{\nu}u = B_{\mu}S_{\nu,\mu}u \]
kernels \( K(x, t), L(x, t) \) and function \( a(x) \) should satisfy to relations
\[ (B_{\nu})_t K(x, t) = (B_{\mu})_x K(x, t), \]
and simplified approach to hyperbolic equations with Bessel operators of EPD/GEPD types. Complex problems need more detailed and spacious calculations. But even for these model problems we consider model equations, for them integral representations of solutions are mostly known. More integral representations of solutions to hyperbolic equations with Bessel operators (step 3). For simplification and proper function classes for it (step 2). Now consider applications of these transmutations to such that

\[ (B_\nu)_1 L(x, t) = (B_\mu)_x L(x, t), \]

and

\[ a(x)B_\nu u(x) - B_\nu [a(x)u(x)] = (\mu + \nu)x^{\nu-1}u(x) \left[ K(x, x) - L(x, x) \right] + 2x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right]. \]

6. When both potentials in (5.3) are equal to zero and \( \mu = \nu \) for a transmutation operator

\[ S_{\nu,\nu} u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt, \]

such that

\[ S_{\nu,\nu} B_\nu u = B_\nu S_{\nu,\nu} u \]

kernels \( K(x, t), L(x, t) \) and function \( a(x) \) should satisfy to relations

\[ (B_\nu)_1 K(x, t) = (B_\nu)_2 K(x, t), \]

\[ (B_\nu)_1 L(x, t) = (B_\nu)_2 L(x, t), \]

and

\[ a(x)B_\nu u(x) - B_\nu [a(x)u(x)] = 2\nu x^{\nu-1}u(x) \left[ K(x, x) - L(x, x) \right] + 2x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right]. \]

7. When both potentials in (5.3) are equal to zero and \( \mu = 0 \) for a transmutation operator

\[ S_{\nu,0} u(x) = a(x)u(x) + \int_0^x K(x, t)u(t)t^\nu dt + \int_x^\infty L(x, t)u(t)t^\nu dt, \]

such that

\[ S_{\nu,0} B_\nu u = D^2 S_{\nu,0} u \]

kernels \( K(x, t), L(x, t) \) and function \( a(x) \) should satisfy to relations

\[ (B_\nu)_1 K(x, t) = D^2_x K(x, t), \]

\[ (B_\nu)_1 L(x, t) = D^2_x L(x, t) \]

and

\[ a(x)B_\nu u(x) - D^2_x [a(x)u(x)] = \nu x^{\nu-1}u(x) \left[ K(x, x) - L(x, x) \right] + 2x^\nu u(x) \left[ K'(x, x) - L'(x, x) \right]. \]

6. Application of transmutations obtained by ITCM to integral representations of solutions to hyperbolic equations with Bessel operators

Let us solve the problem of obtaining transmutations by ITCM (step 1) and justify integral representation and proper function classes for it (step 2). Now consider applications of these transmutations to integral representations of solutions to hyperbolic equations with Bessel operators (step 3). For simplicity we consider model equations, for them integral representations of solutions are mostly known. More complex problems need more detailed and spacious calculations. But even for these model problems considered below application of the transmutation method based on ITCM is new, it allows more unified and simplified approach to hyperbolic equations with Bessel operators of EPD/GEPD types.
6.1. Application of transmutations for finding general solution to EPD type equation. Standard approach to solving differential equations is to find its general solution first, and then substitute given functions to find particular solutions. Here we will show how to obtain general solution of EPD type equation using transmutation operators.

**Proposition 1.** General solution of the equation

\[
\frac{\partial^2 u}{\partial x^2} = (B_\mu)u, \quad u = u(x, t; \mu)
\]

for \(0 < \mu < 1\) is represented in the form

\[
u = \int_0^1 \Phi(x + t(2p - 1)) \left( \frac{1}{(p(1-p))^{1-\frac{\mu}{2}}} \right) d\mu + t^{1-\mu} \int_0^1 \Psi(x + t(2p - 1)) \left( \frac{1}{(p(1-p))^{1-\frac{\mu}{2}}} \right) d\mu,
\]

with a pair of arbitrary functions \(\Phi, \Psi\).

**Proof.** First, we consider wave equation (1.1) when \(a = 1\)

\[
\frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2}.
\]

General solution to this equation has the form

\[
u = F(x + t) + G(x - t),
\]

where \(F\) and \(G\) are arbitrary functions. Applying operator \(4.7\) (obtained by ITCM in section 4!) by variable \(t\) we obtain that one solution to the equation (6.1) is

\[
u_1 = 2C(\mu) \frac{1}{t^{\mu-1}} \int_0^t [F(x + z) + G(x - z)](t^2 - z^2)^{\frac{\mu}{2}-1} dz.
\]

Let transform the resulting general solution as follows

\[
u_1 = C(\mu) \frac{1}{t^{\mu-1}} \int_{-t}^t \frac{F(x + z) + F(x - z) + G(x + z) + G(x - z)}{(t^2 - z^2)^{1-\frac{\mu}{2}}} dz.
\]

Introducing a new variable \(p\) by formula \(z = t(2p - 1)\) we get

\[
u_1 = \int_0^1 \Phi(x + t(2p - 1)) \left( \frac{1}{(p(1-p))^{1-\frac{\mu}{2}}} \right) dp,
\]

where

\[
\Phi(x + z) = [F(x + z) + F(x - z) + G(x + z) + G(x - z)]
\]

is an arbitrary function.

It is easy to see that if \(u(x, t; \mu)\) is a solution of (6.1) \(\mu\) a function \(t^{1-\mu} u(x, t; 2-\mu)\) is also a solution of (6.1). Therefore the second solution to (6.1) is

\[
u_2 = t^{1-\mu} \int_0^1 \Psi(x + t(2p - 1)) \left( \frac{1}{(p(1-p))^{1-\frac{\mu}{2}}} \right) dp,
\]

where \(\Psi\) is an arbitrary function, not coinciding with \(\Phi\). Summing \(\nu_1\) and \(\nu_2\) we obtain general solution to (6.1) of the form (6.2). From the (6.2) we can see that for summable functions \(\Phi\) and \(\Psi\) such a solution exists for \(0 < \mu < 1\).
6.2. Application of transmutations for finding general solution to GEPD type equation. Now we derive a general solution to GEPD type equation by transmutation method.

**Proposition 2.** General solution to the equation

\begin{equation}
(B_\nu)_x u = (B_\mu)_t u, \quad u = u(x, t; \nu, \mu)
\end{equation}

for \(0 < \mu < 1, 0 < \nu < 1\) is

\[
u = \frac{2\Gamma \left( \frac{\nu+1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\nu}{2} \right)} \left( x^{1-\nu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Phi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + t^{1-\mu} x^{1-\nu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Psi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + \right).}
\]

\begin{equation}
(6.6)
\end{equation}

**Proof.** Applying Poisson operator \(\Phi\) (again obtained by ITCM in section 4!) with index \(\nu\) by variable \(x\) to the \(6.2\) we derive general solution \(6.4\) to the equation \(6.5\).

6.3. Application of transmutations for finding general solution to GEPD type equation with spectral parameter. Now let apply transmutations for finding general solution to GEPD type equation with spectral parameter.

**Proposition 3.** General solution to the equation

\begin{equation}
(B_\nu)_x u = (B_\mu)_t u + b^2 u, \quad u = u(x, t; \nu, \mu)
\end{equation}

for \(0 < \mu < 1, 0 < \nu < 1\) is

\[
u = \frac{2\Gamma \left( \frac{\nu+1}{2} \right)}{\sqrt{\pi} \Gamma \left( \frac{\nu}{2} \right)} \left( x^{1-\nu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Phi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + t^{1-\mu} x^{1-\nu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Psi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + \right).}
\]

\begin{equation}
(6.8)
\end{equation}

**Proof.** General solution to the equation

\[
\frac{\partial^2 u}{\partial x^2} = (B_\mu)_t u + b^2 u, \quad u = u(x, t; \mu), \quad 0 < \mu < 1
\]

is (see \cite{40}, p. 328)

\[
u = \frac{1}{\int_0^t \Phi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + t^{1-\mu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Psi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + \right).}
\]

Applying Poisson operator \(\Phi\) (again obtained by ITCM in section 4!) with index \(\nu\) by variable \(x\) to the \(6.4\) we derive general solution \(6.5\) to the equation \(6.6\).

6.4. Application of transmutations for finding general solutions to singular Cauchy problems. Using \(6.2\) for \(0 < \mu < 1\) we find the solution of the Cauchy problem

\begin{equation}
\frac{\partial^2 u}{\partial x^2} = (B_\mu)_t u, \quad u = u(x, t; \mu), \quad 0 < \mu < 1,
\end{equation}

\begin{equation}
u = \frac{1}{\int_0^t \Phi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + t^{1-\mu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Psi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + \right).}
\end{equation}

\begin{equation}
(6.10)
\end{equation}

and this solution is

\[
u = \frac{\Gamma(\mu)}{\Gamma^2 \left( \frac{\nu}{2} \right)} \int_0^t \frac{f(x + t(2p-1))}{(p(1-p))^{1-\frac{\nu}{2}}} dp + t^{1-\mu} \int_0^x \left( x^2 - y^2 \right)^{\frac{\nu-1}{2}} dy \right) \frac{1}{\int_0^t \Psi(y + t(2p-1)) \left( (p(1-p))^{1-\frac{\nu}{2}} dp + \right).}
\]

\begin{equation}
(6.11)
\end{equation}
The solution of the Cauchy problem

\begin{equation}
\frac{\partial^2 u}{\partial x^2} = (B_{\mu})u, \quad u = u(x, t; \mu),
\end{equation}

\begin{equation}
u(x, 0; \mu) = f(x), \quad \left. \left( \frac{\partial u}{\partial t} \right) \right|_{t=0} = 0
\end{equation}
exists for any \( \mu > 0 \) and has the form

\begin{equation}
u(x, t; \mu) = \Gamma(\mu) \frac{\Gamma(\mu + 2)}{\Gamma^2 \left( \frac{\mu}{2} + 1 \right)} \frac{1}{\Gamma(\mu + 2 - \mu)} \int_0^t \frac{f(x + t(2p - 1))}{(p(1 - p))^\frac{\mu}{2}} dp.
\end{equation}

Taking into account \( (1.3) \) we can see that it is possible to obtain solution of \( (6.12, 6.14) \) applying Poisson operator to the solution of the Cauchy problem \( (6.3, 6.14) \) directly.

The solution of the Cauchy problem

\begin{equation}
\frac{\partial^2 u}{\partial x^2} = (B_{\mu})u, \quad u = u(x, t; \mu),
\end{equation}

\begin{equation}
u(x, 0; \mu) = 0, \quad \left. \left( \mu \frac{\partial u}{\partial t} \right) \right|_{t=0} = g(x).
\end{equation}
exists for any \( \mu < 1 \) and has the form

\begin{equation}
u(x, t; \mu) = t^{1-\mu} \frac{\Gamma(\mu + 2)}{(1 - \mu) \Gamma^2 \left( \frac{\mu}{2} + 1 \right)} \frac{1}{\Gamma(\mu + 2 - \mu)} \int_0^t \frac{g(x + t(2p - 1))}{(p(1 - p))^\frac{\mu}{2}} dp.
\end{equation}

The Cauchy problem \( (6.9, 6.10) \) can be considered for \( \mu \notin (0, 1) \). In this case, to obtain the solution the transmutation operator \( (1.3) \) (obtained in section 4 by ITCM !) should be used. The case \( \mu = -1, -3, -5, ... \) is exceptional and has to be studied separately.

It is easy to see that if we know that generalised translation (obtained in section 4 by ITCM !) has properties \( (4.14, 4.15) \) we can in a straightforward obtain that the solution to the equation

\begin{equation}
(B_{\mu})x u = (B_{\mu})t u, \quad u = u(x, t; \mu)
\end{equation}
with initial conditions

\begin{equation}
u(x, 0) = f(x), \quad u_t(x, 0) = 0
\end{equation}
is \( u = \mu T_x f(x) \). Now the first and the second descent operators \( (1.9) \) and \( (1.10) \) (obtained in section 4 by ITCM !) allow to represent the solution to the Cauchy problem

\begin{equation}
(B_{\mu})x u = (B_{\nu})u, \quad u = u(x, t; \mu, \nu),
\end{equation}

\begin{equation}
u(x, 0; \mu, \nu) = f(x), \quad \left. \left( \frac{\partial u}{\partial t} \right) \right|_{t=0} = 0.
\end{equation}
For \( 0 < \mu < \nu \) a solution of \( (6.17, 6.18) \) is derived by using \( (1.9) \) and has the form

\begin{equation}
u(x, t; \mu, \nu) = \frac{2\Gamma \left( \frac{\nu - 1}{2} \right)}{\Gamma \left( \frac{\mu + 1}{2} \right) \Gamma \left( \frac{\nu + 1}{2} \right)} \left( t^{1-\nu} \right) \int_0^t \left( t^2 - y^2 \right)^{\frac{\mu - 1}{2}} \mu T_x y f(x) y^\mu dy.
\end{equation}
In the case \( 0 < \nu < \mu \) we get a solution to \( (6.17, 6.18) \) in the form

\begin{equation}
u(x, t; \mu, \nu) = \frac{2\Gamma(\mu - \nu)}{\Gamma \left( \frac{\mu + \nu}{2} \right)} \int_0^\infty \left( y^2 - t^2 \right)^{\frac{\mu - \nu}{2}} \mu T_x y f(x) y^\mu dy.
\end{equation}
Let consider a Cauchy problem for the equation

\begin{equation}
(B_{\mu})x u = (B_{\nu})t u + b^2 u, \quad u = u(x, t; \nu, \mu)
\end{equation}
\begin{equation}
u(x, 0; \nu, \mu) = f(x), \quad u_t(x, 0; \nu, \mu) = 0.
\end{equation}
for $0 < \mu < 1$, $0 < \nu < 1$. Applying (6.13), descent operators (4.9) and (4.10) we obtain that solution of (6.21) in the case $0 < \mu < \nu$ is

$$u(x, t; \mu, \nu) = \frac{2\Gamma\left(\frac{\mu+1}{2}\right)}{\Gamma\left(\frac{\nu-\mu}{2}\right) \Gamma\left(\frac{\nu+1}{2}\right)} \times t^{1-\nu} \int_0^t \left(t^2 - y^2\right)^{\frac{\nu-\mu}{2}-1} j_{\frac{\nu}{2}-1} \left(b\sqrt{t^2 - y^2}\right) \mu^T_y f(x) g^\mu dy.$$

and in the case $0 < \nu < \mu$ is

$$u(x, t; \mu, \nu) = \frac{2\Gamma\left(\mu-\nu\right)}{\Gamma^2\left(\frac{\mu-\nu}{2}\right)} \int_0^\infty \left(y^2 - t^2\right)^{\frac{\mu-\nu}{2}-1} j_{\frac{\mu}{2}-1} \left(b\sqrt{t^2 - y^2}\right) \mu^T_y f(x) g^\nu dy.$$
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