On Model Order Reduction of Interconnect Circuit Network: A Fast and Accurate Method
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Abstract: The time cost in integrated circuit simulation is an important consideration in the design. This paper investigates the model order reduction of interconnect circuit networks to facilitate numerical analysis. A novel fast and accurate time reduced order model is proposed to simplify the interconnection network structure analysis and perform a fast simulation. The novelty of this study is the use of the power function sum to extend the approximate function to replace the original system’s state function. We give several simulations to verify the effectiveness of the algorithm. The innovation of this model is due to its use of the approximate function of power series expansion to replace the state function of the original system.
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1. Introduction

IC (integrated circuit) industry is a crucial link in the development of the information industry, and the development of IC is inseparable from electronic design automation. As the integrated circuit industry evolves, the circuit scale is increasing exponentially [1]. Therefore, in the simulation of the circuit, the modeling of the extraction will be very complex. At the same time, with the continuous reduction of the characteristics of integrated circuit devices, the interconnection delay exceeds the device delay to become the dominant factor in chip performance, and the analysis of interconnection plays an important role in the timing analysis. The question of how to accurately and effectively analyze circuit networks while reducing the simulation time must be urgently addressed [2–4]. If a low-order model meeting the error requirements can be derived to replace the original complex model for simulation analysis, then the complexity and simulation time of the simulation will be greatly reduced. This method of deducing the lower-order model to replace the higher-order model is called model reduction. In recent decades, the model order reduction of large circuits and complex systems has been a topic of major interest. For the above-mentioned unavoidable problems in IC progress, it is difficult for traditional simulation tools to effectively analyze VLSI (very large-scale integration) networks. In this context, with the allowable error range, it is expected that the complete interconnect equivalent circuits can be replaced with simpler and more flexible models. In this paper, we use a low-order model to replace the primary large-scale system in practical application, which can dramatically reduce the complexity in analyzing the circuit network structure and maintain the physical characteristic of the primary system [5–8]. This idea has already received significant attention due to its effective application. Investigations in this area are timely and critical applications to reduce the complexity of systems that, for real application, require suitable reduced-order models, such as systems with distributed models including that used in microfluidics applications [9,10].
The model reduction should satisfy the requirements of accuracy, stability, and low complexity. In fact, nowadays, there are many kinds of methods that can be used to implement model reduction [11–13]. Traditional methods to reduce order can be divided into two types: time-domain model reduction [14] and frequency-domain model reduction. Among these, the research on the frequency-domain model reduction method [15,16] is more mature. The most important and fundamental method in frequency-domain model reduction is the Krylov subspace method [8,16–20], and this type of method usually utilizes the orthonormal basis [21] to implement the model reduction. The Krylov subspace method is a type of arithmetic technique, originally developed in the 1950s, which is distinguished by its capacity for solving large-scale linear systems and deriving the eigenvalue of the large-scale matrix [7]. However, for circuit network systems, their time-domain characteristics are becoming increasingly important. The approximate error of the frequency domain with reduced order will be enlarged when it is transformed into the time domain, so it is highly necessary to focus on the time-domain model reduction method and error evaluation method in time-domain model order reduction.

Regarding time-domain model reduction, we propose a new type of order reduction model by using Taylor series approximation theory [22]. With this method, we transform the solution of complex ordinary differential equations of a large interconnection network into the solution of linear equations. Compared with the current time-domain model order reduction methods, the proposed method can reduce the order of the original model and greatly reduce the simulation time while ensuring sufficient accuracy. We make the following contributions in this paper:

1. We extract the interconnected parts of the circuit into a network system composed of some different linear elements such as resistors and capacitors.
2. We establish the first-order ordinary differential equations of the network system by using state variable analysis.
3. By using Taylor series theory, we expand the state variables in the system of differential equations as the sum of the low-order power functions of time \( t \) and make the error between the original state variables and the approximately expanded state variables converge.
4. We use the norm theory to square the error of each state variable and then integrate it. By limiting the error convergence to the integral interval, the model has a certain error margin. Finally, we take the partial derivative of each of the coefficients and let each of the partial derivatives be equal to zero to minimize the squared error. Both theoretical derivation and simulation results prove that the reduced order model proposed in this paper converges to a certain error limit and can transform the process of solving large ordinary differential equations into the process of solving linear equations. In the time-domain model order reduction, the proposed method is fairly effective in establishing a balance between time-saving and reduced order accuracy.

2. Interconnect Circuit Model

Interconnect networks can be modeled using RL circuit models. To illustrate our method more clearly, we adopt the example of a standard 8-bit adder clock network system (Figure 1). We use Star-RC (which belongs to Synopsys) [23] to extract the resistance and capacitance parameters of the clock network system (we assume that all resistance and capacitance parameters are equal in unit length).
Then, through Kirchhoff’s law, we describe the behavior of a circuit in terms of a set of ordinary differential equations or circuit Equations (1):

\[
\dot{u}_1 = \frac{(u - u_1)}{R \cdot C} + \frac{(u_2 - u_1)}{R \cdot C} + \frac{(u_3 - u_1)}{R \cdot C} + \frac{(u_4 - u_1)}{R \cdot C}
\]

\[
\dot{u}_2 = \frac{(u_1 - u_2)}{R \cdot C}
\]

\[
\dot{u}_3 = \frac{(u_1 - u_3)}{R \cdot C} + \frac{(u_5 - u_3)}{R \cdot C} + \frac{(u_6 - u_3)}{R \cdot C}
\]

\[
\dot{u}_4 = \frac{(u_1 - u_4)}{R \cdot C}
\]

\[
\dot{u}_5 = \frac{(u_3 - u_5)}{R \cdot C}
\]

\[
\dot{u}_6 = \frac{(u_3 - u_6)}{R \cdot C} + \frac{(u_7 - u_6)}{R \cdot C} + \frac{(u_8 - u_6)}{R \cdot C}
\]

\[
\dot{u}_7 = \frac{(u_6 - u_7)}{R \cdot C}
\]

\[
\dot{u}_8 = \frac{(u_6 - u_8)}{R \cdot C}
\]

The model can be approximated into Equation (2):

\[
\dot{X}(t) = AX(t) + B
\]

where \(X(t) \in \mathbb{R}^{N \times 1}\) denotes the state variable of the node voltage, and \(N\) is the number of unknowns in Equation (2). \(A \in \mathbb{R}^{N \times N}\) denotes the coefficient of the differential equation set determined by the resistance and capacitance parameters. \(B \in \mathbb{R}^{N \times 1}\) is the matrix containing the initial value of the node voltage.

3. Order Reduction Method of Approximation Model

3.1. One-Dimensional Convergence Derivation

When the coefficients of the differential equation determined by Equation (2) are one-dimensional (i.e., both matrices \(A\) and \(B\) are one-dimensional), the matrix \(A\) can be simplified to scalar \(a\) and the matrix \(B\) can be simplified to scalar \(b\). Then, the interconnect model can be simplified to the form \(\dot{X}(t) = aX(t) + b\). The process of proving the convergence of Equation (2) in the one-dimensional case is as follows:

Expanding \(\dot{X}(t)\) based on Taylor series yields its \(r\) order form:

\[
X(t) = a_0 + a_1 t + a_2 t^2 + \ldots + a_r t^r + \ldots
\]

\[
\dot{X}(t) = a_0 t + \frac{1}{2} a_1 t^2 + \frac{1}{3} a_2 t^3 + \ldots + \frac{1}{r+1} a_r t^{r+1} + \ldots
\]
The approximate error is $R$, which can be expressed by Equation (4):

$$R = \dot{X}(t) - aX(t) - b.$$  \hfill (4)

Firstly, let $r = 2$ and obtain 2-norm of the error $R$ in the (5):

$$Y = \int_0^T \left( a_0 + a_1 t - a \left( a_0 t + \frac{1}{2} a_1 t^2 \right) - b \right)^2 dt. \hfill (5)$$

From Equation (5), we can see that $Y$ is a multivariate function composed of the expansion coefficient of $a_0$, $a_1$ and the simulation time (i.e., integration interval) $T$. If the first-order model wishes to converge, the partial derivatives of each parameter must be 0. Since the parameter is independent of the interval, taking the partial derivative of each part of the function $Y$ is equivalent to taking the partial derivative of the part of the integral that has parameters. The expression for the partial derivative of $a_0$ and $a_1$ is shown as:

$$\frac{\partial Y}{\partial a_0} = 2a_0 \left( T - aT^2 + \frac{1}{3} a^2 T^3 \right)$$

$$+ 2a_1 \left( \frac{1}{2} T^2 - \frac{1}{2} aT^3 + \frac{1}{8} a^2 T^4 \right)$$

$$- 2b \left( T - \frac{1}{2} aT^2 \right) = 0, \hfill (6)$$

and

$$\frac{\partial Y}{\partial a_1} = 2a_0 \left( \frac{1}{2} T^2 - \frac{1}{2} aT^3 + \frac{1}{8} a^2 T^4 \right)$$

$$+ 2a_1 \left( \frac{1}{3} T^3 - \frac{1}{4} aT^4 + \frac{1}{20} a^2 T^5 \right)$$

$$- 2b \left( \frac{1}{2} T^2 - \frac{1}{6} aT^3 \right) = 0. \hfill (7)$$

Combining (6) and (7), as $T \to \infty$, we can obtain (8):

$$a_0 \approx \frac{1}{T + o(T)}, \quad a_1 \approx \frac{1}{T^2 + o(T^2)}, \hfill (8)$$

when $r = n - 1$ and $T \to \infty$, we use Gaussian elimination [24] to obtain the results (9),

$$a_0 \approx \frac{1}{T + o(T)}, a_1 \approx \frac{1}{T^2 + o(T^2)}$$

$$\ldots \quad a_{n-1} \approx \frac{1}{T^n + o(T^n)}. \hfill (9)$$

Under the condition of $r = n$, using (4) yields the error expression; then, we take its 2-norms and obtain the expression of $Y$ defined in (5). Taking a partial derivative of parameters $a_0, a_1, \ldots, a_{n-1}, a_n$ in $Y$, we thus obtain $n + 1$ linear algebraic equations. Using the aforementioned method, e.g., if $r = 2$, we can solve the same $n + 1$ equations. When we solve these equations, firstly, we consider $a_n$ a constant and then obtain the parameter $a_0, a_1, \ldots, a_{n-1}$. The result is given as:

$$a_0 \approx \left[ T^n + o(T^n) \right] a_n, \quad a_1 \approx \left[ T^{n-1} + o(T^{n-1}) \right] a_n$$

$$\ldots \quad a_{n-1} \approx \left[ T^1 + o(T^1) \right] a_n. \hfill (10)$$
Thus, we can draw the conclusion that, under one-dimensional circumstances, the approximation model order reduction of (2) is convergent.

3.2. Two-Dimensional Convergence Derivation

\[ X(t) = AX(t) + B \]

under the two-dimensional condition:

\[ A = \begin{pmatrix} m_{11} & m_{12} \\ m_{21} & m_{22} \end{pmatrix}, \quad B = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}. \tag{11} \]

This condition is on behalf of the universality of the derivation in multidimensional cases. \( \dot{X}(t) = \begin{pmatrix} f_1(t) \\ f_2(t) \end{pmatrix}, \ X(t) = \begin{pmatrix} F_1(t) \\ F_2(t) \end{pmatrix} \) is given in (12), respectively.

\[
\begin{align*}
f_1(t) &= a_{10} + a_{11}t + a_{12}t^2 + \ldots + a_{1r}t^r \\
f_2(t) &= a_{20} + a_{21}t + a_{22}t^2 + \ldots + a_{2r}t^r \\
F_1(t) &= a_{10}t + \frac{1}{2}a_{11}t^2 + \frac{1}{3}a_{12}t^3 + \ldots + \frac{1}{r+1}a_{1r}t^{r+1} \\
F_2(t) &= a_{20}t + \frac{1}{2}a_{21}t^2 + \frac{1}{3}a_{22}t^3 + \ldots + \frac{1}{r+1}a_{2r}t^{r+1}
\end{align*}
\]

where the constant part of \( F_1(t), F_2(t) \) is absorbed by matrix \( B \) in (2). Similar to the one-dimensional circumstance, we obtain errors \( \Delta f_1, \Delta f_2 \), respectively, and then take the 2-norms, which yields the expression in (13):

\[ Y = \int_0^T \left[ (\Delta f_1)^2 + (\Delta f_2)^2 \right] dt. \tag{13} \]

Take the partial derivative of each coefficient in \( Y \), respectively, and make all partial derivatives equal to 0; then, one obtains \( 2(r+1) \) equations. Under the precondition that \( T \to \infty \), the equation can be simplified, and we obtain \( \Delta f_1 = f_1(t) - m_{11}F_1(t) - m_{12}F_2(t) - b_1 \). Substituting (11) into \( \Delta f_1 \), we obtain (14):

\[
\begin{align*}
\Delta f_1 &= a_{10} + a_{11}t + a_{12}t^2 + \ldots + a_{1r}t^r \\
- m_{11} \left( a_{10}t + \frac{1}{2}a_{11}t^2 + \frac{1}{3}a_{12}t^3 + \ldots + \frac{1}{r+1}a_{1r}t^{r+1} \right) \\
- m_{12} \left( a_{20}t + \frac{1}{2}a_{21}t^2 + \frac{1}{3}a_{22}t^3 + \ldots + \frac{1}{r+1}a_{2r}t^{r+1} \right) \\
- b_1 Y &= \int_0^T \left[ (\Delta f_1)^2 + (\Delta f_2)^2 \right] dt. \tag{14}
\end{align*}
\]

Similar to the simplification above, because \( f_1(t) \) has a lower order in \( t \) than \( F_1(t) \), the \( f_1(t) \) can be ignored. We thus obtain the simplified formula (15):

\[
\begin{align*}
\Delta f_1 &\approx -m_{11}F_1(t) - m_{12}F_2(t) - b_1 \\
\Delta f_2 &\approx -m_{21}F_1(t) - m_{22}F_2(t) - b_2 \\
\frac{\partial \Delta f_1}{\partial a_{10}} &= 1 - m_{11}t \approx -m_{11}t \\
\frac{\partial \Delta f_2}{\partial a_{10}} &= -m_{21}t. \tag{15}
\end{align*}
\]
Combining (11) to (15) and taking the outcome above into the integration Equation (13), we obtain the general term \( \frac{\partial Y}{2a_{1k}} \) and \( \frac{\partial Y}{2a_{2k}} \) in (16) and (17).

\[
\frac{\partial Y}{2a_{1k}} = \Delta f_1 \frac{\partial \Delta f_1}{\partial a_{1k}} + \Delta f_2 \frac{\partial \Delta f_2}{\partial a_{1k}} \\
= (m_{11}^2 + m_{21}^2) \left( \frac{1}{k+3} a_{10} T + \frac{1}{k+4} \frac{1}{2} a_{11} T^2 + \ldots \right) \\
+ (m_{11}^2 + m_{21}^2) \left( \frac{1}{k+r+3} \frac{1}{r+1} a_{1r} T^{r+1} \right) \\
+ m_{11} m_{12} m_{21} m_{22} \left( \frac{1}{k+3} a_{20} T + \frac{1}{k+4} \frac{1}{2} a_{21} T^2 + \ldots \right) \\
+m_{11} m_{12} m_{21} m_{22} \left( \frac{1}{k+r+3} \frac{1}{r+1} a_{2r} T^{r+1} \right) \\
+ \frac{1}{k+2} (b_1 m_{11} + b_2 m_{21}) = 0,
\]

and

\[
\frac{\partial Y}{2a_{2k}} = \Delta f_1 \frac{\partial \Delta f_1}{\partial a_{2k}} + \Delta f_2 \frac{\partial \Delta f_2}{\partial a_{2k}} \\
= (m_{11} m_{12} + m_{21} m_{22}) \left( \frac{1}{k+3} a_{10} T + \ldots \right) \\
+ (m_{11} m_{12} + m_{21} m_{22}) \left( \frac{1}{k+r+3} \frac{1}{r+1} a_{1r} T^{r+1} \right) \\
+ (m_{11} + m_{21}) \left( \frac{1}{k+3} a_{20} T + \frac{1}{k+4} \frac{1}{2} a_{21} T^2 + \ldots \right) \\
+ (m_{11} + m_{21}) \left( \frac{1}{k+r+3} \frac{1}{r+1} a_{2r} T^{r+1} \right) \\
+ \frac{1}{k+2} (b_1 m_{11} + b_2 m_{22}) = 0
\]

where \((k = 0, 1, 2, \ldots, r)\). By the fundamental theorem of algebra, we know that this equation has \(2(r + 1)\) solutions. The universal Formula (16) shows that \(a_{2r} T^{r+1}\) should be equivalent to a constant if this model is convergent when \(T \to \infty\). Therefore, if the order of \(a_{2r}\) in the denominator is greater than \(T^{r+1}\), the product term tends towards zero. At the same time, because the number of equations is greater than the number of variables, the equation has no solution.

Furthermore, if the order of \(a_{2r}\) is less than \(T^{r+1}\), the product goes to infinity. Correspondingly, the order of \(a_{2r}\) must be equal to \(T^{r+1}\). The expression of each coefficient is given by (18):

\[
a_{10} \approx \frac{1}{T + o(T)} a_{11} \approx \frac{1}{T^2 + o(T^2)} \\
\ldots a_{1r} \approx \frac{1}{T^{r+1} + o(T^{r+1})}
\]

\[
a_{20} \approx \frac{1}{T + o(T)} a_{21} \approx \frac{1}{T^2 + o(T^2)} \\
\ldots a_{2r} \approx \frac{1}{T^{r+1} + o(T^{r+1})}.
\]
3.3. N-Dimensional Convergent Derivation

In order to prove the generality of the model—that is, that formula (2) converges—we need to extend the model to the N dimensions. Firstly, the N-dimensional expansion of Equation (2) is carried out, as shown in Equation (19):

\[
\begin{pmatrix}
    f_1(t) \\
    f_2(t) \\
    \vdots \\
    f_n(t)
\end{pmatrix} = \begin{pmatrix}
    m_{11} & m_{12} & \cdots & m_{1n} \\
    m_{21} & m_{22} & \cdots & m_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    m_{n1} & m_{n2} & \cdots & m_{nn}
\end{pmatrix} \begin{pmatrix}
    b_1 \\
    b_2 \\
    \vdots \\
    b_n
\end{pmatrix} + \begin{pmatrix}
    F_1(t) \\
    F_2(t) \\
    \vdots \\
    F_n(t)
\end{pmatrix}
\]  

(19)

Then, as before, we take the 2-norm of the error vector, and we obtain the squared error:

\[
Y = \int_0^T \left[ (\Delta f_1)^2 + (\Delta f_2)^2 + \ldots + (\Delta f_n)^2 \right] dt.
\]  

(20)

Then, analogous to the case in two dimensions, we use Equation (21) to calculate the general term of \( \frac{\partial Y}{\partial a_{ij}} \). Finally, \( n(r + 1) \) equations are obtained from Equation (21), which contains \( n(r + 1) \) unknown variables. According to the two-dimensional derivation of r order of \( a_{ij}T^{j+1} \), \( a_{ij} \) has the form \( T^{j+1} + o(T^j) \) in the denominator, where the order of \( o(T^j) \) is less than the highest order of \( a_{ij} \) using \( j + 1 \),

\[
\frac{\partial Y}{\partial a_{hk}} = \sum_{i=1}^{n} m_{ih} m_{1i} \left( \sum_{j=0}^{r} \frac{1}{(k+j+3)} \cdot j + 1 \cdot a_{ij}T^{j+1} \right) + \sum_{i=1}^{n} m_{ih} m_{2i} \left( \sum_{j=0}^{r} \frac{1}{(k+j+3)} \cdot j + 1 \cdot a_{ij}T^{j+1} \right) + \ldots + \sum_{i=1}^{n} m_{ih} m_{ni} \left( \sum_{j=0}^{r} \frac{1}{(k+j+3)} \cdot j + 1 \cdot a_{ij}T^{j+1} \right) + \sum_{i=1}^{n} b_i m_{ih} \frac{1}{(k+2)} = 0
\]  

(21)

where \( k = 0, 1, 2, \ldots, rh = 1, 2, \ldots, n \). In other words, if the highest order of \( a_{ij} \) in the denominator is greater than \( T^{j+1} \), then \( a_{ij}T^{j+1} \) is equal to zero as \( T \to \infty \). At the same time, because the number of the system is larger than the number of unknown variables in the system, there is no solution. Conversely, if the highest order of \( a_{ij} \) in the denominator is less than \( T^{j+1} \), then, as \( T \to \infty \), the product of \( a_{ij}T^{j+1} \) also goes to infinity. From this, we know that the highest order of \( a_{ij} \) in the denominator is \( T^{j+1} \); then, the general solution is given as:

\[
a_{hk} \approx \frac{1}{T^{k+1} + o(T^{k+1})}
\]  

(22)

where \( k = 0, 1, 2, \ldots, rh = 1, 2, \ldots, n \). In general, in the n-dimensional, the approximate expands of \( X(t) = AX(t) + B \) after order reduction has an expansion coefficient, which makes the formula converge. If so, bring the required coefficient into (19), and the average error limit of approximating reduced order can be calculated by dividing the result by the integral interval \( T \).
4. Simulation Results and Analysis

4.1. Simple Model Implementation

Based on the above derivation, we expand the state variable $X$ in the form of a power function sum and calculate the expansion coefficient. Firstly, we establish a set of $n$-dimensional and $r$ order equations according to the derivation of Equation (21). From this, it can be seen that the form of the system to be solved is $CQ + D = 0$, where $Q$ is the column matrix composed of expansion coefficients, $C$ is the model coefficient, and $D$ is the constant matrix containing the initial parameters. Let $n = 2$, $r = 2$, and then give the initial voltage value in (2) to yield the column matrix $B$. The matrix form of $MT$, which is from (21) and is related to the integral interval $T$, is shown in (23):

$$MT = \begin{pmatrix}
\frac{\pi^1}{1\times3} & \frac{\pi^2}{1\times4} \\
\frac{\pi^1}{2\times3} & \frac{\pi^2}{2\times4} 
\end{pmatrix}.$$  \hspace{1cm} (23)

The optimal solution of matrix $MT$ can be obtained by a reasonable choice of the parameter $T$. We use a simulated evolutionary algorithm to find the best value for $T$. The simulated evolutionary algorithm is essentially a class of random search algorithms based on the simulation of the biological evolution process. Its basic idea can be summarized as follows:

1. The objective function to be optimized can be understood as the adaptability of a biological population to the environment.
2. The optimization variable corresponds to the individual of the biological population.
3. Analogize the problem that needs to be optimized with the evolution of a population.

The form of the M-matrix is shown in Equation (24), which is generated by Equation (21) and is the product of the coefficient matrix $A$ of the system of ordinary differential equations and the transpose of $A$.

$$M = A \times A^T = \begin{pmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{pmatrix}.$$  \hspace{1cm} (24)

We know that the coefficient matrix $C$ is a matrix with four rows and four columns. In addition, according to Equation (21) and our knowledge of matrix theory, the form of matrix $C$ is the Kronecker product of the matrix $M$ and matrix $MT$ deduced above:

$$C = M \otimes MT = \begin{pmatrix} M_{11} \times MT & M_{12} \times MT \\ M_{21} \times MT & M_{22} \times MT \end{pmatrix}.$$  \hspace{1cm} (25)

Similarly, we can obtain the constant matrix $D$. Thus, the matrix equation can be solved, in which the coefficients of the state variables of the equation are decomposed into the form of a power series sum. In addition, the system value of each moment can be easily calculated.

4.2. Model Example and Simulation Results

To verify the model order reduction algorithm proposed in this paper, we arbitrarily selected a clock network. Figure 2 shows a clock network structure with 100 nodes extracted from the actual circuit, where each black dot represents a capacitor and a resistor. The resistance value, capacitance value, and voltage value extracted by the STAR-RC tool were 1.51, 3.8410-4pF, and 1 V. The equations representing linear time-invariant circuit systems are $\dot{X}(t) = AX(t) + B$. We performed the matrix processing by using the Numpy extension library in Python, and we drew the images using the Matplotlib extension library. We obtained Table 1 from the Matplotlib plot. Table 1 shows the running time and error margin of the order reduction model proposed in this paper under different degrees of
order reduction. As can be seen from Table 1, the order reduction method proposed in this paper can effectively reduce the solution time, and the error is so small that it can be ignored. Figures 3–10 show the simulation results under different order reductions.

Table 1. The running time and margin of error in different orders.

| Reduced Order | Time (s)     | Average Error Margin |
|---------------|--------------|----------------------|
| 2             | 0.038567 s   | 0.208194             |
| 3             | 0.090528 s   | 0.168275             |
| 4             | 0.172582 s   | 0.154782             |
| 5             | 0.252482 s   | 0.148063             |
| 6             | 0.358407 s   | 0.144806             |
| 7             | 0.463968 s   | 0.142452             |
| 8             | 0.637438 s   | 0.141266             |
| 9             | 0.739400 s   | 0.140600             |
| exact solution| 12.165914 s  | 0                    |

The legend “different u99” in all figures is the 99th node voltage in Figure 2, which includes a total of 100 nodes. The “sim order” means the simulation results in different reduced order. The “error” shows the difference between the accuracy results and different reduced orders. From these figures, we can also see that the method proposed in this paper is accurate.

Figure 2. Structure of clock network.

Figure 3. Simulation second-order.
In addition, with the increase in order, the solution of the reduced order will approximate the exact one. This result proves that the order reduction method proposed in this paper is generally applicable to large interconnect lines. The order reduction method proposed in this paper can also adjust the simulation time and simulation precision according to the specific needs. Therefore, based on the above example analysis, we can conclude that the order reduction method can effectively reduce the simulation time, and the error converges to a certain error margin in any time range.

Figure 4. Simulation three-order.

Figure 5. Simulation four-order.
Figure 6. Simulation five-order.

Figure 7. Simulation six-order.

Figure 8. Simulation seven-order.
Figure 9. Simulation eight-order.

Figure 10. Simulation nine-order.

5. Conclusions

In this paper, a novel method of order reduction in the time domain is proposed. Compared with the existing time-domain order reduction models, the proposed method does not need the conversion from the frequency domain to the time domain and improves the stability. By combining the Taylor series and norm, the method can greatly reduce the time and space complexity by transforming the differential equation into a linear equation. The method has proven to be effective and reasonable by extracting the mathematical model of the specific integrated circuit and combining it with mathematical means. The simulation results show that the order reduction method proposed in this paper has the advantages of low computational cost, high precision, and a certain error margin, and it can be applied to the simulation of large interconnects. At the same time, we can also clearly see that with the increase in the model order, the model’s result is closer to the exact solution. Therefore, we can compromise the choice of running time and model order according to the need for precision. In addition, the simplified method mainly introduces the error at the initial time, so the error limit can be further reduced by optimizing the design.
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