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Abstract. A method to automatically detect and classify a lesion into either malignant or non-malignant is presented in this work. The dataset used is obtained from INbreast database and are in format of full-field digital mammography (FFDM). Some of the key challenges in detecting cancerous lesion in mammography are the low contrast between cancerous lesion and its surrounding tissues, apparent contrast similarities between lesion and pectoral muscle, presence of calcifications that may disrupt the detection process, and some level of morphological similarities between the lesion and some normal tissues. The work here consists of two main parts. The first part is the image processing section that aims to sample the lesion with intended lesion-to-surrounding ratio (0.4-0.6) and to avoid sampling from unintended regions such as pectoral muscle. Another key challenge is that the database is relatively small while machine learning requires a relatively large dataset. To improve size of samples, eighty fixed-size images (250 pixels x 250 pixels) are randomly cropped out of each of the previously processed image. The second part is to build the machine learning application based on deep neural network framework to classify samples into two classes, malignant and non-malignant. Our calculations show that both models can detect a single lesion with more than 90% accuracy and area under ROC curve >0.94.

1. Introduction

Breast cancer is the most prevalent cancer among women and among the top of all population. According to USA statistics one in every 8 women will develop some type of breast cancer in their life [1]. Mammography is the gold standard used in medical field to detect and diagnose breast cancer in various stages and conditions. In developed countries, early mammography is conducted at age of 40 and is continued with forward diagnose time interval adjusted to the findings. Mammography has shown to reduce the breast cancer mortality in the range of 25-30% [2]-[3]. However, the trial findings have met some concerns regarding the validity of the results [4]-[7]. In the typical mammography examination, the X-ray images are captured from two different angles of breast. The images are then further analyzed by two radiologists and raised malignant suspicion is followed up with further diagnostic evaluation.

The currently implemented screening evaluation of mammogram images require radiologists to read and analyze the entire image area, which is a tiring and monotonous job, and thus are prone to errors. Computer-aided detection (CAD) programs were developed to identify suspicious locations within the mammograms, which are then continued with further readings by the radiologists. These CAD programs [8] have shown to be useful and helpful for radiologists, in which the use of CAD has similar performance to double reading. However, it also is still controversial because its usage has not shown a performance improvement of radiologists in the last decade in USA. It also is rather expensive with current cost around USD 400 million every year [9]. The current state-of-art CAD program uses handcrafted features of an X-ray images which are then sent to machine learning for identification and classification.

The manual process in selecting the most relevant features can result in wrongly chosen features and results in wrong representation of the mammogram. The exciting and rapid development in the field of computer vision brings the deep neural network, a technique based on artificial neural network, capable
of detecting, classifying and localizing objects in images with very high accuracy, without hand crafting the relevant features. The algorithm simply learns the “correct” features from the mammogram samples. There have been studies using machine learning classifiers [10]-[11] and deep neural networks [12]-[15] on mammography images. The present work is an attempt build a deep neural network model and to improve its predicting power over its predecessors.

The paper is organized into four sections. The required dataset and methods are presented in Section 2 this includes the formulation of deep neural net framework used in the present work. Section 3 contains the results of simulations which mostly includes the performance of deep neural net model in terms of accuracy, convergency, and the attempt to improve the performance by using resnet. Finally, Section 4 discusses the future works to further improve the performance of such CNN method.

2. Materials and Methods

The use of machine learning (ML) to detect and classify malignant breast cancer is not new subject of research and has been applied with various types ranging from rather traditional type of artificial neural network to convolutional neural network. The scope of detection also ranges from patch detection to whole slide image of mammogram. In the current work we use two CNN-based machine learning frameworks with two different schemes: VGGnet and Resnet. These two methods have very good predicting power with relatively simple networks.

2.1. Whole slide image processing

The mammograms were obtained from INbreast database [16] which provides FFDM of 116 patients. According to American College of Radiology [17], breast cancer can be classified using BI-RADS into seven categories (see Table 1).

| BI-RADS index | Interpretation                     |
|---------------|-----------------------------------|
| 0             | Insufficient study                |
| 1             | Negative                          |
| 2             | Benign findings                   |
| 3             | Likely benign findings            |
| 4             | Suspicious findings               |
| 5             | Highly likely of malignancy       |
| 6             | Biopsy proven malignancy          |

In the present work we only try to classify the patches of mammograms to either fully non-malignant or to partially contain malignant lesion. One of the key challenges with using electronic medical record (EMR) is the unavailability of large public database. In the present work, we try to improve the number of samples by randomly choosing quite large number of patches within a mammogram image. The randomness is imposed to make sure that there is no correlation between patches of the same mammogram slide. The algorithm is also tuned to avoid region of pectoral muscle, because previous researches have shown degradation of detection accuracy if it is included. We also know from previous findings that the contrast between tumor region and its surrounding tissue is one of the most important features in defining a tumor. Because of this reason, random patches that include tumor region must contain both tumor area and enough surrounding area. In this work we define ratio (R) as tumor area divided by surrounding area.

\[ R = 0.4 - 0.6 \] (1)
Figure 1. Cropping lesions from malignant and non-malignant areas (excluding pectorial muscle region).

2.2. ConvNet Parameterization

In the present work we use two deep neural net framework: plain and resnet. The two schemes utilize ConvNet blocks that include modules such as: nonlinear activation function, max pooling, batch normalization, dropout, and classification layer. The resnet general structure is similar to VGGNet but is modified to include a shortcut link that connects two previously identified modules. One of the main reasons for this modification is because in general, deep neural network suffers from vanishing gradient issue. The shortcut link ensure that the deeper neural network always performs better than its shallower version.

The activation functions used is the rectified linear unit (ReLU) with form:

\[(x) = \max(0, x)\]  

(2)

Each of the convolutional layer is then processed with a batch normalization layer. A batch normalization does similar thing to hidden layer weights to what normalization does to input data. This process reduces how much hidden values shift around and helps each layer to learn by itself a little bit more independently. Dropout layer is used to avoid overfitting by probabilistically removing numbers of input to a layer. In present work 0.25 fraction of inputs is dropped randomly. Max pooling layer is used to reduce the dimensionality of the inputs and to help the representation becomes slightly invariant to small translation of the input data [18].

2.3. ConvNet Architectures

Here we will employ two frameworks, plain and resnet [19]. The resnet building block is built similarly to VGGNet [20] in which we have serially connected modules. Building blocks are defined to represent convolutional neural network and other necessary modules. The shortcut link connection is applied every two of these building blocks, starting at the input of building block 1 and ending at right before the ReLu module of building block 2.
Figure 2. Shortcut link in resnet.

Shortcut link contains addition of $x$ and $(x)$, thus their dimensions must be equal. If they are not, we need to do matrix linear projection to equalize the two.

Figure 3. Plain and resnet framework.

3. Result and Discussion

3.1. Accuracy and Precision
The first calculations show that plain and vgg-16 model seems to show a better predicting power than resnet, as shown in Figure 4. The plain and resnet models were used with depth of layer equals to $6n+2$. 
3.2. Overfitting test

Here we want to see how both models suffer from overfitting issue in which the predicting accuracy over train data is better than test data.

![Figure 4. Accuracy and Precision on Train data.](image)

![Figure 5. Overfitting plot on plain and resnet.](image)

The calculation indicated that both models suffer from overfitting as it gets worse as depth of layer increases as shown in figure 5. It is also clear that overfitting issue is worsened in resnet model. This conclusion is in agreement with the He [19].

3.3. Augmented Data

Machine learning requires a relatively large dataset to train the model to have high predicting power. One of the issues in predicting breast cancer is the limited availability of mammogram dataset. Although we have used independent lesion sampling to improve our size of input data, it is still possible that the model doesn’t completely capture all the relevant features as predicting basis. One of the possible remedies to this problem is to produce additional data from the current training set. This new data is generated by modifying the images through horizontal and vertical flipping and through images shifting. This method is called augmented data and is applied only on training dataset.

In Figure 6 we show that the predicting accuracy of resnet are the same for \( n=1 \) and 4 which converge to around 90%. The calculation also shows that predicting accuracies are roughly the same for test and training data. The robust convergence of resnet is in agreement with previous finding [19].
3.4. Area Under Curve (ROC)

ROC curve [21] is a plot of true positive rate vs false positive rate; thus each point of data represents a pair of sensitivity/specificity. A perfect predictor would have an ROC that passes through the most left upper point and area under curve is equal to one. Area under the curve represents how well the model can distinguish lesion with malignancy and non-malignancy. Our calculations indicate that the resnet with deeper layer performs better than plain and shallow resnet as shown in Figure 7.

![Figure 7. ROC Curve for resnet and plain with depths of 8 and 26. Random Predictor is shown as straight line.](image)

3.5. False Predictions

In this section we want to understand why and how our model fails to detect malignancy or normal lesions. The two possible miss classifications are the false positive (normal identified as malignant) and false negative (malignant identified as normal). We sort the mammograms based on how large the predictions deviate from the true annotations and how many lesions are misclassified in a single mammogram. Here we show the WSI with highest number of wrongly identified lesions, ones that are belong to the false positive and false negative. The false positive predictions tend to occur in whiteish mammogram image that is usually associated with dense breast tissue. On the other hand, the false negative predictions tend to occur in greyish mammogram image that is associated with less dense breast tissue. It is interesting to note that the high dense vs low dense breast tissue has been identified in previous study as one of prominent feature differences between Asian and Caucasian women [22]-[23].
4. Conclusions
In the present work we have been able to automatically detect a lesion in mammogram and classify it into either malignant or non-malignant. This automated method is based on a class of machine learning known as deep neural network, specifically plain and resnet. The two frameworks were applied with varying depths and were demonstrated to reach accuracies more than 90%. The convergence of resnet prediction is ensured with applying augmented data which includes vertical and horizontal flipping, and image shifting. We have also shown that the resnet has the improved ROC curve over the plain’s. The areas under the roc curve are 0.943 and 0.923 for resnet and plain with depths of 26. The present work, which is lesion detection, is part one of our project and should be continued with part two, in which we incorporate this resnet model into faster r-cnn and mask r-cnn method [24]-[25] to automatically detect, locate, and segmentize malignant patches in a mammogram WSI.
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