Magnetic-texture-controlled transverse spin injection
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We propose an effect whereby an electric current along the interface between a ferromagnetic and normal metal leads to injection of pure spin current into the normal metal, if the magnetization direction in the ferromagnet varies spatially along the direction of current. For the specific example of a ferromagnetic spin spiral, we compute the inverse spin Hall effect voltage this spin current gives rise to when injected into a Pt layer. Furthermore, we show that this pure spin current leads to modification of the parameters that govern spin transfer and current-driven domain-wall motion, which can be used to tune the latter in layered magnetic systems. This effect in principle enables in situ control over the location, magnitude, and polarization of spin-current injection in devices.
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I. INTRODUCTION

Spintronic devices make use of the spin degree of freedom to process and store information. Hence, the generation and detection of nonequilibrium spin accumulation and spin currents is of paramount importance. In particular, all-electric injection and control of spin currents at room temperature and without high magnetic fields is crucial for viable integration with and as extension of current technology.1 To obtain spin currents, a large variety of physical mechanisms and geometries are investigated.23 One class of approaches relies on parametric pumping.4 In these, a periodic (ac) excitation is transformed into a dc spin current. Examples are circularly polarized optical photons,3,5–7 magnons,8–10 acoustic waves,11 and single-domain ferromagnetic resonance.12–14 For example, recently the injection of pure spin current using this last method was demonstrated for p-type Si.15

In contrast to the pumping approaches described above, a spin accumulation can also be obtained via a static bias. A current through a ferromagnet–nonmagnetic metal (FM-NM) junction causes spin injection into the nonmagnetic layer.16–18 Room-temperature injection in silicon was demonstrated in Ref. 19. Spin-orbit coupling also opens the possibility to create spin currents using electric fields only. For example, the spin Hall effect generates a spin current transverse to a charge current.20–23

The interplay between heat flow and spin currents studied in the young field of spin caloritronics yields novel ways to inject pure spin currents using temperature gradients. For example, heat flow leads to the generation of spin accumulation via the spin Seebeck effect,24 spin-dependent Seebeck effect,25 and spin Seebeck tunneling.26 Controlling spin currents with charge flow is the prime occupation of spintronics. Research on spin currents, however, has impact beyond this field, and has led, for example, to the discovery of time-reversal-invariant topological insulators.27

In this article we propose a mechanism for the injection of a spin current into the normal metal in a FM-NM heterostructure that is perpendicular to the FM-NM interface and transverse to the electric current that flows along the interface (see Fig. 1). Consider a static magnetic texture in the FM layer such that the direction of magnetization \( \mathbf{m}(x) \) depends on the coordinate along the wire, and such that electric current flows along the wire. We denote the charge current density on the interface by \( j_c \). It is the magnitude of this charge current density that governs the magnitude of the injected spin current. As we discuss in detail below, the change in orientation of the magnetization due to the presence of a magnetization gradient will cause a transverse spin current \( \mathbf{j}_s^{in} \) into the NM given by

\[
\mathbf{j}_s^{in}(x) = \frac{\hbar g}{4\pi G_0} \mathbf{m}(x) \times [(\mathbf{v}_s \cdot \nabla) \mathbf{m}(x)],
\]

where \( \mathbf{j}_s^{in}(x) \) is the injected spin-current density flowing perpendicular to the interface (and hence transverse to the charge current direction) with spin polarization in the direction of the helicity \( \mathbf{m} \times (\mathbf{j}_c \cdot \nabla) \mathbf{m} \) of the magnetization texture along the current direction (in the \( x \) direction for the situation in Fig. 1). Here, \( \mathbf{m}(x) \) is the unit-vector magnetization direction of the FM layer, \( \mathbf{v}_s = -g_l \mu_B P j_c/2M_s |e| \) is the spin velocity, \( P \) is the spin polarization of the current density at the interface, \( g_l \) is the Landé factor, \( \mu_B \) is the Bohr magneton, \( M_s \) is the saturation magnetization, and \(-|e|\) is the charge of an electron. Moreover, \( G_0 = 2e^2/h \) is the quantum of conductance. Furthermore, the parameter \( g \) is governed by the spin-dependent transport properties of the FM-NM interface. Equation (1) is the main equation describing the effect we propose in this paper.

In the next section we give a scattering-theory expression for the interface parameter \( g \), that can be evaluated using \textit{ab initio} methods. The scattering theory is valid for treating the interface which is atomically sharp, and yields boundary conditions for the diffusive description appropriate for the bulk.

II. SCATTERING THEORY

We consider a two-dimensional tight-binding model for the interface between ferromagnet and normal metal. The ferromagnetism is described with localized magnetic moments exchange coupled to the electrons, and connected on every site \( \mathbf{r} = \{i_x,i_z\} \) to a metallic reservoir (i.e., the normal metal) with chemical potentials \( \mu_r \). The system is described by the Hamiltonian \( \mathcal{H} = \mathcal{H}_S + \mathcal{H}_L + \mathcal{H}_C \) representing the electronic system in the FM, NM leads and contacts between them, respectively. The first term is specified in terms of second-quantized operators \( c_{\mathbf{r},\sigma}(\mathbf{F}_{\mathbf{r},\sigma}) \) that annihilate (create)
an electron with spin $\sigma$ at site $r$: \[ \mathcal{H}_S = -J_S \sum_{(r,r'),\sigma} \hat{c}^\dagger_{r',\sigma} \hat{c}_{r,\sigma} - \Delta \sum_{r,r',\sigma} \hat{c}_{r,\sigma}^\dagger \mathbf{m}_r \cdot \mathbf{\tau}_{\sigma,\sigma'} \hat{c}_{r',\sigma'}, \] which describes nearest-neighbor (indicated by the brackets $\langle , \rangle$) hopping with amplitude $J_S$ and coupling to the local magnetic moments $m_r$, where $\Delta$ is the exchange energy and $\mathbf{r}$ is the Pauli spin-matrix vector. The metallic contact is described by a set of one-dimensional leads at chemical potential $\mu_L$ and modeled by the Hamiltonian $\mathcal{H}_L = \sum_r \mathcal{H}_r$ where the Hamiltonian for the lead connected to site $r$ is given by $\mathcal{H}_r = -J_L \sum_{j,j',\sigma} \hat{d}_{j,\sigma}^\dagger \hat{d}_{j',\sigma}^\dagger [\hat{d}_{j',\sigma}^\dagger \hat{d}_{j,\sigma}]$, where the hopping amplitude is $J_L$ and $\hat{d}_{j,\sigma}^\dagger$ and $[\hat{d}_{j',\sigma}^\dagger] \hat{d}_{j,\sigma}$ are the fermionic operators in the rth lead. Finally, the contact between the ferromagnetic system and its leads is described by $\mathcal{H}_C = \sum_r \mathcal{H}_r^C$ with \[ \mathcal{H}_r^C = -J_L^C \sum_{\sigma} \left[ \hat{c}_{r,\sigma} \hat{d}_{\alpha,\sigma} + \delta_{\alpha,\sigma} \hat{d}_{r,\sigma}^\dagger \hat{c}_{r,\sigma} \right], \] where $\delta_{\alpha,\sigma}$ denotes the last site of the lead and $J_L^C$ is the amplitude of tunneling among both subsystems. An electric current flows through the FM by a difference in chemical potentials $\mu_L$ and $\mu_R$ that connect the left and right sides of the FM.

The spin current flowing from the system to the leads is determined as the rate of change of spin density in the system, i.e., \[ \frac{d{\hat{S}}}{dt} = \frac{\hbar}{2a^2} \int_0^\delta d\epsilon \frac{\partial}{\partial \epsilon} \text{Tr} \left[ \left( \mathcal{N}(\epsilon) - \mu^f \right) \Gamma_r^S(\epsilon) \left\{ \mathbf{G}_r^R(\epsilon) - \mathbf{G}_r^A(\epsilon) \right\} \mathbf{r} \right] - \sum_r \mathcal{N}(\epsilon) \left\{ \Gamma_r^S(\epsilon) - \sum_r (\epsilon) \mathbf{A}_r^S(\epsilon) \right\} \mathbf{r} \mathbf{A}_r^S(\epsilon), \] where $\mathcal{N}(\epsilon) = [\epsilon - (\hbar^2 k_B T + 1)]^{-1}$ is the Fermi-Dirac distribution function with $\hbar k_B T$ the thermal energy, $\mathbf{A}_r^S(\epsilon) = \mathbf{G}_r^S(\epsilon) \hbar \Gamma_r(\epsilon) \mathbf{G}_r^A(\epsilon)$ is the spectral-weight contribution due to the lead at site $r$ and the rate $\Gamma_r^S(\epsilon) = i [\Sigma_r^S(\epsilon) - \Sigma_r^A(\epsilon)]$, where the superscript R (A) means the retarded (advanced) function (see Ref. 28 for details). Since we are assuming nonmagnetic leads, the self-energy $\Sigma_r^S(\epsilon)$ will be proportional to the identity in spin space. Its only nonzero matrix elements are $\hbar \Sigma_r^S(\epsilon) = -(\hbar k_B T e^{i\theta_{\delta,\sigma}}) / J_L$, with $k_B T = \arccos(-\epsilon/2J_L)$. To carry out the explicit evaluation of Eq. (4) in terms of the magnetization orientation $\mathbf{m}_r$, it is convenient to decompose the Green’s functions into spin-independent singlet and spin-dependent triplet parts, namely \[ G_{r,\sigma',\sigma}(\epsilon) = G_{r,\sigma'}^S(\epsilon) \delta_{\sigma,\sigma'} + G_{r,\sigma'}^T(\epsilon) \mathbf{m}_r \cdot \mathbf{\tau}_{\sigma,\sigma'}, \] and likewise for the advanced Green’s function. Taking the trace over the spin indices in Eq. (4) we distinguish two contributions to the spin current, one component parallel to the magnetization vector and other transverse, denoted by $j^S(r)$ and $j^T(r)$, respectively. The transverse spin current density induced by the magnetic texture to lead $r$ is given by \[ j^T(r) = \frac{1}{a^2} \int_0^\delta d\epsilon \sum_r \mathcal{N}(\epsilon - \mu^f) \left( \mathbf{\tau}_r \hat{c}_r^\dagger(\epsilon) \mathbf{m}_r \times \mathbf{m}_r \right), \] with the transmission probability $\mathcal{T}_r^S(\epsilon) = \hbar \Gamma_r^S(\epsilon) \mathbf{G}_r^S(\epsilon) \hbar \Gamma_r^S(\epsilon) \mathbf{G}_r^A(\epsilon)$ for the spin-polarized part of the current flowing from the lead at site $r$ to the lead at site $r'$ through the FM. We now consider a zero net current (but nonzero spin current) flow into the leads, except for the left and right leads that have chemical potentials $\mu_L = \epsilon_F + |e|V$ and $\mu_R = \epsilon_F$, respectively, with $\epsilon_F$ the Fermi energy. At low temperatures and assuming the length scale of magnetization-orientation variation much greater than the inverse Fermi wavelength we see that in the continuum limit the only contributions to Eq. (6) are from neighboring leads for which $\mathbf{m}_L \times \mathbf{m}_L \rightarrow \mathbf{m}(x) \times a \hat{x}, \mathbf{m}(x)$, taking the current in the $x$ direction. Keeping these contributions, we find that the transverse spin-current density to lowest order in magnetization gradients satisfies Eq. (1) with $g = a(16M_s / g_J) \mu_B P \times (G_{nf}(\epsilon_F)/(t(\epsilon_F)))$, where $t(\epsilon_F)$ is the total (i.e., summed for both spin channels) transmission probability. Both this transmission probability, and the spin-dependent transmission probability are taken between leads at neighboring sites and are taken at the Fermi energy. Also note that these transmission probabilities are evaluated for the homogeneous ferromagnetic state, as Eq. (6) is already first order in magnetization gradient.

### III. Spin Spiral and Inverse Spin Hall Effect Detection

We now calculate the spin accumulation in the normal metal due to the injected spin current, for a static magnetization texture $\mathbf{m}(x)$ depending on the coordinate $x$ along the wire. The spin diffusion equation for the spin accumulation is given by \[ \nabla^2 \mathbf{\mu}_s = \frac{\mu_s}{\lambda_{sd}^2}, \] where $\lambda_{sd} \equiv \sqrt{D_s \tau_s}$ is the spin-diffusion length in the NM, and $D_s$ and $\tau_s$ are its spin-diffusion constant and spin-flip time, respectively. The boundary conditions for Eq. (7) enforce
continuity for the spin current and are given by
\[ \partial_t \mu_z(x,z) \Big|_{t=0} = -\frac{G_0}{\sigma} j_{z,\text{in}}^\text{pump}(x), \] (8)
\[ \partial_t \mu_x(x,z) \Big|_{t=0} = 0, \] (9)
\[ \partial_z \mu_x(x,z) \Big|_{z=\pm L_N} = 0, \] (10)
where \( L_N, d_N, \) and \( \sigma \) are the length, thickness, and conductivity of the NM, respectively, and \( J_{z,\text{in}}^\text{pump}(x) \) is the net spin current into the NM. The net spin current is the sum of the dynamics in layered magnetic materials, that are the subject of ongoing research.34 Note that up to this point we only considered static textures. For a moving domain wall we should also include the spin-pumping contribution12,13
\[ j_{s,\text{pump}} = \frac{\hbar g^{1+}}{4\pi G_0} m \times \frac{\delta m}{\delta t}. \] (12)
For the inhomogeneous injection of transverse spin current the solution of Eq. (7) for the spin accumulation yields \( \mu_z(x,z) = \int dx' K(x-x',z) j_{z,\text{in}}^\text{pump}(x') \) where the net spin current is given by \( j_{z,\text{net}} = j_{z,\text{in}}^\text{pump} + j_{z,\text{back}}^\text{back} \). The Fourier transform of the kernel \( K(x,z) \) is given by
\[ \tilde{K}(k_x,z) = -\frac{G_0 \lambda_{sd}}{\sigma} \cosh \left( \frac{\pi \delta d_u}{\lambda_{sd}} \sqrt{k_x^2 \lambda_{sd}^2 + 1} \right). \] (13)

The total spin current ejected from the FM layer reduces the angular momentum of the FM, inducing a torque which modifies the domain-wall dynamics. The Landau-Lifshitz-Gilbert (LLG) equation in the presence of this additional torque is given by
\[ \frac{\partial m}{\partial t} + v_r \frac{\partial m}{\partial x} = \alpha_0 m \times \frac{\partial m}{\partial t} - \frac{1}{\hbar} m \times \frac{\delta E_{\text{MM}}}{\delta m} + \beta_0 v_s m \times \frac{\partial m}{\partial x} + \gamma \frac{\delta E_{\text{MM}}}{\delta m}, \] (14)
where \( \alpha_0 \) and \( \beta_0 \) are the bulk Gilbert damping and non-adiabaticity parameter, respectively, and \( \gamma \) is the gyromagnetic ratio. Note that the spin current \( J_{\text{pump}} \) now also includes the spin pumping contribution in Eq. (12) as we now consider a dynamic texture. The FM has thickness \( d_F \) and hard-axis anisotropy \( K_\perp \) which we take to be along the \( y \) axis and is included in the energy functional \( E_{\text{MM}} \) that also contains the exchange and easy-axis anisotropy that set the domain-wall width. The domain wall is described by the collective coordinates \( \phi_{\text{dw}}(t) \) which is the azimuthal angle and \( r_{\text{dw}}(t) \) which is the domain-wall position that enters in the polar angle \( \theta_{\text{dw}}(x,t) = 2 \arctan[\text{exp}[x - r_{\text{dw}}(t)]/\lambda_{\text{dw}}]. \)\(^{35}\) viz. \( m = (\cos \phi_{\text{dw}} \sin \theta_{\text{dw}}, \sin \phi_{\text{dw}} \sin \theta_{\text{dw}}, \cos \theta_{\text{dw}})^T. \) From the LLG equation [Eq. (14)] we obtain the equations of motion for the collective coordinates of the domain wall, which are given by
\[ \dot{\phi}_{\text{dw}} + \alpha_r \dot{r}_{\text{dw}} \lambda_{\text{dw}} = \beta_r \frac{v_s}{\lambda_{\text{dw}}}, \] (15)
\[ \dot{r}_{\text{dw}} - \alpha_r \phi_{\text{dw}} \lambda_{\text{dw}} = \frac{K_\perp}{2\hbar} \sin 2\phi_{\text{dw}} + v_r \frac{v_s}{\lambda_{\text{dw}}}, \] (16)
where \( \alpha_r \) and \( \beta_r \) are given by
\[ \alpha_{r,\phi} = \alpha_0 + \gamma \frac{\hbar g^{1+}}{4\pi M_s d_F} \mathcal{I}_{\phi,\phi}, \quad \beta_\phi = \beta_0 + \gamma \frac{\hbar g^{1+}}{4\pi M_s d_F} \mathcal{I}_\phi, \]
\[ \mathcal{I}_\xi = \frac{4\pi G_0}{\hbar g^{1+}} \int \int dx dx' \Pi(x-x') \frac{\delta m_{\text{dw}}(x)}{\delta \xi(x')}, \]
where \( \xi = \{\phi, \phi\} \) and where \( \Pi(x-x') \) is given by
\[ \Pi(x-x') = \int_{-\infty}^{\infty} dk_x \frac{1}{2\pi} \left[ 1 - \frac{g^{1+}}{4\pi G_0} \tilde{K}(k_x,0) \right]^{-1} e^{ik_x(x-x')} \]
Note that the integrals \( \mathcal{I}_{\phi,\phi} \) are functions of the dimensionless parameters \( \lambda_{\text{dw}}/\lambda_{sd}, d_F/d_{sd}, \) and \( g^{1+}\lambda_{sd}/4\pi \sigma. \) The average velocity of the current-driven domain wall is given by
\[ \langle \dot{r}_{\text{dw}} \rangle = \frac{\beta_r}{\alpha_r} v_r + \frac{\text{sign}[1 - \alpha_r/\beta_r]}{1 + \alpha_r/\beta_r} \text{Re} \left[ \sqrt{\left( 1 - \frac{\beta_r}{\alpha_r} \right)^2 v_r^2 - v_z^2} \right]. \]
where the critical velocity is given by 

$$v_c = K_L \lambda_{dw} / 2 \hbar.$$  

The ratio $\beta_p / \alpha_p$ determines the qualitative behavior of the domain-wall velocity as a function of current. In Fig. 2 this ratio is shown as a function of the thickness of the normal-metal layers in the multilayer. Note that for $d_N \gg d_F$ the interface enhancement dominates over the bulk values, and that in the limit of a large ratio $\lambda_{dw} / \lambda_{sd}$ our result for $\alpha_p$ coincides with interfacial enhancement of Gilbert damping in single-domain magnets.\(^{12,13}\) Also note that for moving domain walls the spin-pumping current is $j_{\text{spin-pump}} \propto (g v_c - g^{(1)} \nu_{\text{dw}})$, so that the net injected spin current goes down once the domain wall is set into motion.

### V. DISCUSSION AND CONCLUSIONS

In this article we describe a mechanism for transverse spin injection across a FM-NM interface that is induced by a magnetization gradient along the current, and focus on the examples of spin spirals and domain walls. In the example of a domain wall, the spin-current injection takes place at the position of the domain wall which could lead to spin injection with control over spin polarization and location of injection. Moreover, due to the spin accumulation induced in the NM layer(s) the measured $\alpha$ and $\beta$ parameters for domain-wall motion in multilayer systems will be different than their bulk values. We expect that this effect plays a role in all metallic heterostructure thin-film measurements of domain-wall dynamics. In fact, large values of beta are typically reported in such systems,\(^{36}\) pointing to the possibility of interfacial enhancement.

We can make a connection between the transverse spin-current injection and spin pumping. Consider spin pumping by a precessing spiral magnetization in the absence of a current [see Eq. (1)], when the wavelength of the helix is much larger than the spin diffusion length in the ferromagnet. If the system were Galilean invariant a Galilean transformation to the frame moving with velocity $\omega_0 / q$ would yield a static magnetization and a nonzero spin current leading to transverse spin injection as given by Eq. (1) with $g / g^{(1)} = 1$. Therefore we expect $g / g^{(1)}$ to be of order unity. However, since Galilean invariance in practice is broken there is a difference between injection and pumping, analogous to the difference between the $\alpha$ and $\beta$ parameters in the LLG equation. This is also reflected in the fact that the parameter $g$ is a three-terminal transport property, since it involves transverse spin transport into one lead in response to longitudinal charge transport driven through two other leads [see Eq. (6)], which is microscopically distinct from the two-terminal scattering processes contributing to $g^{(1)}$ and spin pumping.

It is also possible to give another interpretation of magnetization-controlled transverse spin injection. We do this by considering the adiabatic spin transfer torque (STT)\(^{37,38}\) and interpret it as a torque due to a current-induced spin density $\langle s \rangle \propto \nu \cdot \nabla \times \langle s \rangle$, which is microscopically distinct from the two-terminal scattering processes contributing to $g^{(1)}$ and spin pumping.

\[
\frac{\partial m}{\partial t} \big|_{\text{STT}} = - (\nu \cdot \nabla) m \propto \nu \times \langle s \rangle, \quad (17)
\]

Other spin-injection mechanisms, such as the spin-dependent Seebeck effect\(^{25}\) or diffusive spin injection,\(^{17}\) typically induce a spin current in the NM layer with the spin polarization parallel to the magnetization in the ferromagnet. Therefore the spin injection we discussed in this article, which induces a spin current polarized in the direction of the helicity of the magnetic texture along the current, is distinguishable even when an inhomogeneous current distribution leads to current paths through the FM-NM interface and thus to injection of spin with polarization along the magnetization. Moreover, the spin current we propose is tunable in position and polarization via manipulation of the magnetization, in contrast to the SHE and other mechanisms of spin injection.

The Onsager reciprocal process of the spin-injection mechanism we discussed here occurs as well. A spin current with a spin direction aligned to the helicity of a magnetization texture injected into a ferromagnet leads to a voltage difference over the ferromagnetic strip. In this way domain walls could be used as a local movable sensors of spin current. In future work we plan to investigate transverse pure spin currents associated with heat currents in the same geometry that is discussed here.
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