PAUCITY PHENOMENA FOR POLYNOMIAL PRODUCTS
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Abstract. Let \( P(x) \in \mathbb{Z}[x] \) be a polynomial with at least two distinct complex roots. We prove that the number of solutions \((x_1, \ldots, x_k, y_1, \ldots, y_k) \in [N]^{2k}\) to the equation
\[
\prod_{1 \leq i \leq k} P(x_i) = \prod_{1 \leq j \leq k} P(y_j) \neq 0
\]
(for any \( k \geq 1 \)) is asymptotically \( k!N^k \) as \( N \to +\infty \). This solves a question first proposed and studied by Najnudel. The result can also be interpreted as saying that all even moments of random partial sums \( \frac{1}{\sqrt{N}} \sum_{n \leq N} f(P(n)) \) match standard complex Gaussian moments as \( N \to +\infty \), where \( f \) is the Steinhaus random multiplicative function.

1. Introduction

We are interested in counting solutions to Diophantine equations involving products of polynomial values. Let \( P(x) \in \mathbb{Z}[x] \) be a polynomial. Consider the equation
\[
\prod_{1 \leq i \leq k} P(x_i) = \prod_{1 \leq j \leq k} P(y_j) \neq 0
\]
for a given integer \( k \geq 1 \). For integers \( N \geq 1 \), let \([N] := \{1, 2, \ldots, N\}\) and define
\[
A_{P,2k}([N]) := \# \{(x_1, x_2, \ldots, x_k, y_1, y_2, \ldots, y_k) \in [N]^{2k} : \text{solutions to (1.1)}\}.
\]
Call a solution to (1.1) trivial if the first \( k \) variables \( x_1, \ldots, x_k \) equal the last \( k \) variables \( y_1, \ldots, y_k \) in pairs. We say (1.1) has a paucity of nontrivial solutions in \([N]^{2k}\) as \( N \to +\infty \) if almost all solutions are trivial, or equivalently, if \( \lim_{N \to +\infty} (A_{P,2k}([N])/N^k) = k! \) holds. One might expect a typical equation of the form (1.1) to have this paucity property, which is a problem raised and studied in some special cases of \( P(x) \) by Najnudel in \([18, \S 5]\).

A recent result of Klurman, Shkredov, and Xu \([16, \text{Proposition } 1.4]\) confirms that such phenomena exist in the \( k = 2 \) case.

1.1. Main results. In this paper, we prove the paucity phenomenon occurs for all \( P(x) \) satisfying mild necessary conditions. Let \( P(x) \in \mathbb{Z}[x] \) have degree \( d \geq 2 \) and at least two distinct complex roots. Let \( e_P \) be the maximum multiplicity of any complex root of \( P \); then \( 1 \leq e_P \leq d - 1 \). (For example, if \( P(x) = x^2(x + 1) \), then \( e_P = 2 \).)

**Theorem 1.1.** Let \( P, d, e_P \) be as above. Then for integers \( k, N \geq 1 \), we have
\[
A_{P,2k}([N]) = k!N^k + O_{P,k,\varepsilon}(N^{k-1/6e_P+\varepsilon}).
\]
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We prove Theorem 1.1 in §2. Related paucity results (for linear \( P(x) = x - \alpha \) with \( \alpha \in \mathbb{C} \) irrational) were obtained independently by Bourgain, Garaev, Konyagin, and Shparlinski [3, Corollary 27] and Heap, Sahay, and Wooley [13, Theorems 1.1 and 1.2]. By considering certain algebraic norms, it may be possible to use our result (Theorem 1.1) to obtain a version of those results (of [3] and [13]), weaker in the error term. However, we are not aware of any known or easy implication in the other direction.

1.2. Linear case and optimality of the results. The set of polynomials \( P \) we allow in Theorem 1.1 is precisely \( \mathbb{Z}[x] \setminus \{c(ax - r)^m : c, a, r \in \mathbb{Z}, m \in \mathbb{N}\} \). Since (1.1) is “homogeneous” in \( P \), the condition \( P(x) \neq c(ax - r)^m \) in Theorem 1.1 basically requires \( P(x) \) to not be linear. There has been a lot of literature in the case \( P(x) = x \), e.g. [1, 5–7, 9, 11, 12]; it is known that in this case, \( A_{P,2k}([N]) \) is larger than the number of trivial solutions by a power of \( \log N \) with degree depending on \( k \). Thus, there is no paucity phenomenon in the linear case and our mild condition is necessary.

However, we remark that in the companion paper [19] of the authors and Pandey, the analogous counting problem is solved for \( P(x) = x \) with short interval support \([N, N + H], H \leq N/(\log N)^{Ck^2} \) and this is one of the key steps in making progress towards a recent question of Harper [10]. The “paucity” in this case comes from the “shortness” of the interval; in comparison, the “paucity” in the present paper comes from the fact that \( P(x) \) is “genuinely of degree \( \geq 2 \)” (i.e. it has at least two distinct complex roots).

1.3. Application to random multiplicative functions. One motivation for the study of Diophantine equations of the form (1.1) (when \( P(x) = x \)) comes from the moments of the Steinhaus random multiplicative function: let \( f(p) \) be independent random variables (for all primes \( p \)) taking values uniformly from the complex unit circle, and define \( f(n) \) completely multiplicatively for all \( n \). We can use orthogonality to derive that

\[
\mathbb{E}_f \left| \sum_{n \leq N} f(n) \right|^{2k} = A_{P(n) = n, 2k}([N]).
\]

Computing the moments here is exactly the same as counting solutions to (1.1). As mentioned before, we have now a good understanding of the high moments of \( \frac{1}{N} \sum_{n \leq N} f(n) \). When the support of \( f(n) \) is the full set \([N]\), these moments blow up and grow like powers of \( \log N \) as \( k \) grows. Our recent work [19] with Pandey proves that when \( f(n) \) is supported on short intervals \([N, N + H] \) with \( H \to +\infty \) and \( H \ll N/(\log N)^{Ck^2} \) as \( N \to +\infty \), these moments are consistent with Gaussian moments for all \( k \geq 1 \).

Theorem 1.1 can be interpreted as the following moment asymptotic for the Steinhaus random multiplicative function \( f \). Suppose that \( P(n) \) has a positive leading coefficient; then there exists a constant \( n_0 \geq 0 \) such that \( P(n) > 0 \) for all \( n > n_0 \). Then

\[
\mathbb{E}_f \left| \frac{1}{\sqrt{N}} \sum_{n_0 < n \leq N} f(P(n)) \right|^{2k} = k! + O_{k, P, \varepsilon}(N^{-1/6} e^{P+\varepsilon}).
\]

\(^1\)Previously, Bourgain, Garaev, Konyagin, and Shparlinski [3, proof of Theorem 34] handled a range of the form \( H \leq N/\exp(Ck \log N/\log \log N) \).
The moments of random sums are strongly connected to their limiting distribution. In particular, to prove the random sums have Gaussian limiting distribution, it is sufficient to show that all the moments match the Gaussian moments (although this is not a necessary condition). Thus, Theorem 1.1 potentially gives a way to establish the central limit theorem for $\frac{1}{\sqrt{N}} \sum_{n \leq N} f(P(n))$ subject to establishing the odd moments, which could likely be done either by the methods of the present paper, or by adapting the treatment of analogous odd moments in [19, end of §3]. In fact, Klurman, Shkredov, and Xu [16] already proved that $\frac{1}{\sqrt{N}} \sum_{n \leq N} f(P(n))$ has Gaussian limiting distribution by exploiting the martingale structure, which successfully reduces the task of establishing a central limit theorem to a fourth moment estimate. There is a lot more literature on the study of the distribution when $P(n)$ is linear and we refer readers to [4, 8, 14, 20].

1.4. **Notation.** Our notation is standard. For any two functions $f, g : \mathbb{R} \to \mathbb{R}$, we write $f \ll g, g \gg f, g = \Omega(f)$ or $f = O(g)$ if there exists a positive constant $C$ such that $|f| \leq Cg$. We use $O_k$ to indicate that the implied constant depends on $k$. Let $\omega(n)$ be the number of distinct prime factors of $n$, and $\tau_k(n)$ be the number of ways to write $n$ as an ordered product of $k$ positive integers. We use $[x]$ to denote the largest integer $\leq x$.
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2. **Proof of the main result**

The proof of Theorem 1.1 shares some ideas with the authors’ recent work [19] with Pandey, particularly the use of “factored” congruence conditions and induction on $k$. But the present proof also requires a novel use of some algebra (e.g. a result of Huxley [15]) and algebraic geometry (e.g. [2, Theorem 4] of Bombieri and Pila), among other ingredients. More specifically, our argument requires us to separately consider three types of solutions: trivial solutions (for which $x_i$ and $y_j$ are equal in pairs), “almost-trivial” nontrivial solutions (for which some $\gcd(P(x_i), P(y_j))$ is very large), and “generic” nontrivial solutions. For the two types of nontrivial solutions, see especially Corollary 2.4 and its proof. Roughly speaking, we use [15] to show that there are relatively few “generic” nontrivial solutions, while we use [2, Theorem 4] to show that on average there are relatively few “almost-trivial” nontrivial solutions.

---

2 Very recently, Besfort Shala noted that the odd moments are trivial to handle by the divisor bound.

3 The work [3, proof of Lemma 22 (for Lemma 23 and Theorem 34)] also uses congruence conditions, but does not “factor” them as we do in Corollary 2.4 below (and as in [19, §2 and §3]).
We now build up to a proof of Theorem 1.1. Let $P, d, e_P$ be as in Theorem 1.1. Furthermore, assume that $P$ has positive leading coefficient. (Theorem 1.1 is invariant under scaling $P$, so we may certainly make this assumption.) Now fix an integer $n_0 \geq 0$ such that $P(n) > 0$ for all $n > n_0$. By the divisor bound, (1.1) has at most $O_e(N^{k-1+\varepsilon})$ solutions in $[N]^{2k}$ with $\min(x_1, \ldots, x_k, y_1, \ldots, y_k) \leq n_0$. Therefore, we may and do restrict attention to $n > n_0$. By replacing $P(x)$ with $P(x + n_0)$, we may then assume $P(n) > 0$ for all $n > 0$, as we do from now on.

Let $Q(x) \in \mathbb{Z}[x]$ be a polynomial, with no repeated complex roots, such that

$$Q(x) \mid P(x) \mid Q(x)^{e_P}. \quad (2.1)$$

Let $\Delta_Q \neq 0$ be the discriminant of $Q$. (On a first reading, we suggest restricting to the special case $P(x) = x(x+1)$ considered by Najnudel in [18, §5], where $e_P = 1$ and one can take $Q(x) = x(x+1)$ with $\Delta_Q = 1$.)

The following result on polynomial congruences is due to Huxley [15]. See also the stronger result in Stewart [21, Corollary 2], and the ensuing historical discussion there.

**Lemma 2.1 (Huxley).** Let $P, d, e_P, Q, \Delta_Q$ be as above. Let $\ell \geq 1$ be an integer. Then

$$\# \{ x \mod \ell : Q(x) \equiv 0 \mod \ell \} \leq d^e(\ell) |\Delta_Q|^{1/2}. \quad (2.2)$$

**Proof.** Since $P$ has $\geq 2$ distinct complex roots, the condition (2.1) implies $\deg Q \geq 2$. Since $\deg Q \geq 2$, the bound (2.2) then follows directly from [15].

This result leads to the following proposition:

**Proposition 2.2.** Let $P, d, e_P, Q, \Delta_Q$ be as above. Let $z, N \geq 1$ be integers. Then

$$\# \{ x \in [N] : z \mid P(x) \} \leq d^e(z)|\Delta_Q|^{1/2} \cdot (1 + N/z^{1/e_P}). \quad (2.3)$$

**Proof.** Let $\ell$ be the smallest positive integer such that $z \mid \ell^{e_P}$. Clearly $\ell \mid z$ and $\ell \geq z^{1/e_P}$.

If $x \in [N]$ and $z \mid P(x)$, then $z \mid Q(x)^{e_P}$ by (2.1), so $\ell \mid Q(x)$. This implies that

$$\# \{ x \in [N] : z \mid P(x) \} \leq \# \{ x \in [N] : \ell \mid Q(x) \}. \quad (2.4)$$

But a short calculation using Lemma 2.1 gives the bound

$$\# \{ x \in [N] : \ell \mid Q(x) \} \leq d^e(\ell)|\Delta_Q|^{1/2} \cdot \lfloor N/\ell \rfloor \leq d^e(\ell)|\Delta_Q|^{1/2} \cdot (1 + N/\ell). \quad (2.5)$$

(For $N = \ell$, the bound (2.5) follows directly from Lemma 2.1; for $N < \ell$ it then follows by enlarging $N$ to $\ell$, while for $N > \ell$ it follows by reduction modulo $\ell$.)

Since $\ell \mid z$ and $\ell \geq z^{1/e_P}$, the proposition follows from (2.4) and (2.5).

**Remark 2.3.** By using [17, Theorem 1] instead of “enlarging $N$ to $\ell$” (in the case $N < \ell$), the right-hand side of (2.3) could be improved to $d^e(z) \cdot (1 + |\Delta_Q|^{1/2} N/z^{1/e_P})$, provided the content of $Q$ (the greatest common divisor of the coefficients of $Q$) is relatively prime to $\ell$. This would save roughly a factor of $|\Delta_Q|^{1/2}$ when $N \asymp z^{1/e_P}/|\Delta_Q|^{1/2}$. But (2.3) is sufficient for our purposes (and does not require the content of $Q$ to be coprime to $\ell$).
We next deduce the following general counting result. Here and later, we let
\[ G_{P,\lambda}([N], z) := \#\{(x, a, b) \in [N] \times [\lambda]^2 : a \cdot z = b \cdot P(x) \text{ and } a < b\}, \tag{2.6} \]
whenever \( z, N, \lambda \in \mathbb{N} \).

**Corollary 2.4.** Let \( P, d, e_P, Q, \Delta_Q \) be as above. Let \( k, z, N \geq 1 \) be integers. Let
\[ T := \#\{(x_1, x_2, \ldots, x_k) \in [N]^k : z \mid P(x_1)P(x_2) \cdots P(x_k), \]
\[ P(x_1), P(x_2), \ldots, P(x_k) < z\}. \tag{2.7} \]
Then for any integer \( \lambda \geq 1 \), we have
\[ T \leq k \cdot G_{P,\lambda}([N], z) \cdot N^{k-1} + \tau_k(z) \cdot O(d^{\omega(z)}k|\Delta_Q|^{k/2} \cdot \left( \frac{N^k}{z^{1/e_P}} + \frac{N^{k-1}}{\lambda^{1/e_P}} + N^{k-2} \right)). \tag{2.8} \]

**Proof.** For each \( j \in [k] \), let \( I_j \) be the contribution to \( T \) from tuples \((x_1, \ldots, x_k)\) with \( \gcd(P(x_j), z) \geq z/\lambda \). Note that if \( x \in [N] \) has the properties \( \gcd(P(x), z) \geq z/\lambda \) and \( P(x) < z \), then \( \gcd(P(x), z) = z/b \) for some positive integer \( b \leq \lambda \) dividing \( z \), and thus \( P(x) = a \cdot z/b \) for some positive integer \( a < b \), since \( P(x) > 0 \). It follows that for each \( j \in [k] \), we have
\[ I_j \leq G_{P,\lambda}([N], z) \cdot N^{k-1}. \tag{2.9} \]

Now let \( S \) be the contribution to \( T \) from tuples \((x_1, \ldots, x_k)\) with \( \gcd(P(x_j), z) < z/\lambda \) for all \( j \in [k] \). Given positive integers \( u_1, \ldots, u_k \) with \( u_1 u_2 \cdots u_k = z \), let \( S_{u_1, \ldots, u_k} \) be the contribution to \( T \) from tuples \((x_1, \ldots, x_k)\) with \( \gcd(P(x_j), z) < z/\lambda \) and \( u_j \mid P(x_j) \) for all \( j \in [k] \). Then \( S_{u_1, \ldots, u_k} = 0 \) unless \( u_1, \ldots, u_k < z/\lambda \), in which case we must have \( k \geq 2 \) and (by Proposition 2.2)
\[ S_{u_1, \ldots, u_k} \leq O(d^{\omega(z)}k|\Delta_Q|^{k/2} \cdot \frac{N^k}{\prod_{j \in [k]} \min(N, u_j^{1/e_P})} \leq O(d^{\omega(z)}k|\Delta_Q|^{k/2} \cdot \left( \frac{N^k}{\min_{i \in [k]}(z/u_i)^{1/e_P}} + \frac{N^{k-1}}{z^{1/e_P}} + \frac{N^k}{z^{1/e_P}} \right)), \]
because \( \prod_{j \in [k]} \min(N, u_j^{1/e_P}) \) is either \( \geq N^2 \), or equal to \( N \prod_{j \in [k] \setminus \{i\}} u_j^{1/e_P} = N(z/u_i)^{1/e_P} \), or else equal to \( \prod_{j \in [k]} u_j^{1/e_P} = z^{1/e_P} \). Therefore,
\[ S_{u_1, \ldots, u_k} \leq O(d^{\omega(z)}k|\Delta_Q|^{k/2} \cdot \left( N^{k-2} + \frac{N^{k-1}}{\lambda^{1/e_P}} + \frac{N^k}{z^{1/e_P}} \right)), \tag{2.10} \]
since we may assume \( u_1, \ldots, u_k < z/\lambda \). As \( S \leq \sum_{u_1 u_2 \cdots u_k = z} S_{u_1, \ldots, u_k} \), we conclude that
\[ S \leq \tau_k(z) \cdot O(d^{\omega(z)}k|\Delta_Q|^{k/2} \cdot \left( N^{k-2} + \frac{N^{k-1}}{\lambda^{1/e_P}} + \frac{N^k}{z^{1/e_P}} \right)). \tag{2.11} \]
Since \( T \leq I_1 + \cdots + I_k + S \), the desired result follows from (2.9) and (2.11). \( \square \)

To further estimate the upper bound in (2.8) for the quantity (2.7), we show that on average over certain values of \( z \), the quantity \( G_{P,\lambda}([N], z) \) appearing in (2.8) is not large. We show this in Lemma 2.7, with Lemma 2.5 and Lemma 2.6 as preparations.
Lemmas 2.5 and 2.6 imply that when \( a \neq b \), the polynomial \( a \cdot P(y) - b \cdot P(x) \) has no linear factor, and therefore has few integral zeros in boxes. Lemma 2.6 is a well-known counting result due to Bombieri and Pila [2, Theorem 4], which is also used in [16].

**Lemma 2.5.** Let \( P, d \) be as above. Let \( a, b \) be distinct positive integers. Then the polynomial \( a \cdot P(y) - b \cdot P(x) \) has no factor in \( \mathbb{C}[x, y] \) of degree 1.

*Proof.* Suppose for contradiction that \( a \cdot P(y) - b \cdot P(x) \) has a linear factor, say \( f + gy + h \) (with \( f, g, h \in \mathbb{C} \) and \((f, g) \neq (0, 0))\). By symmetry, we may assume \( g \neq 0 \). By scaling, we may then assume \( g = -1 \). The factor theorem in \( (\mathbb{C}[x])[y] \) now implies

\[
aP(fx + h) = bP(x).
\]

Thus \( f^d = b/a \) (so \( |f| = (b/a)^{1/d} \notin \{0, 1\} \)), and the (invertible) affine map \( L(x) := fx + h \) on \( \mathbb{C} \) permutes the roots of \( P \). Thus each root of \( P \) is fixed by \( L^d \). But since \( |f| \neq 1 \), the map \( L^d = f^d x + O_{d, f, h}(1) \) has at most one fixed point. Thus \( P \) has at most one root, contradicting our original requirement that \( P \) have at least two distinct roots. \( \square \)

**Lemma 2.6** (Bombieri–Pila [2, Theorem 4]). Let \( C \) be an absolutely irreducible curve (over the rationals) of degree \( r \geq 2 \). If \( N \geq \exp(r^6) \), then the number of integral points on \( C \) and inside the square \([0, N] \times [0, N] \) does not exceed \( N^{1/r} \exp(12 \sqrt{r} \log N \log \log N) \).

Recall the definition of \( G_{P, \lambda}([N], z) \) from (2.6). The following lemma shows that \( G_{P, \lambda}([N], P(y)) \) is not large when we average over \( y \).

**Lemma 2.7.** Let \( P, d \) be as above. Let \( N, \lambda \geq 1 \) be integers. Then

\[
\sum_{y \in [N]} G_{P, \lambda}([N], P(y)) \ll_{d, \epsilon} \lambda^{2} \cdot N^{1/2+\epsilon}.
\]

*Proof.* Plugging in (2.6), we see that the lemma concerns the number of solutions \((x, y) \in [N]^2\) to \( a \cdot P(y) = b \cdot P(x) \) in total over positive integers \( a, b \leq \lambda \) with \( a < b \). Consider any such integers \( a, b \). By Lemma 2.5, each irreducible complex component of the curve \( a \cdot P(y) - b \cdot P(x) = 0 \) has degree \( \geq 2 \), and thus by Lemma 2.6, at most \( O_{d, \epsilon}(N^{1/2+\epsilon}) \) integral points \((x, y) \in [N]^2\). The lemma follows upon summing over \( a, b \). \( \square \)

With Corollary 2.4 and Lemma 2.7, we are ready to prove Theorem 1.1. The proof proceeds by using a “symmetry, congruence condition, and induction” strategy.

*Proof of Theorem 1.1.* We call a solution to (1.1) trivial if \((x_1, \ldots, x_k)\) equals a permutation of \((y_1, \ldots, y_k)\). Also, as explained near the beginning of §2, we assume \( P(n) > 0 \) for \( n > 0 \). Therefore, the contribution to \( A_{P, 2k}([N]) \) from trivial solutions is

\[
k!N^k + O_k(N^{k-1}),
\]

since it is at most \( k!N^k \) and at least \( k!N(N - 1) \cdots (N - k + 1) \). It remains to bound \( N_{P, 2k}([N]) \), the number of nontrivial solutions \((x_1, \ldots, x_k, y_1, \ldots, y_k) \in [N]^{2k}\) to (1.1).
Let $R_{P,2k}([N])$ be the contribution to $N_{P,2k}([N])$ from tuples $(x_1, \ldots, x_k, y_1, \ldots, y_k)$ satisfying
\[ y_k = \max(y_1, \ldots, y_k) = \max(x_1, \ldots, x_k) = x_k. \]
Let $N'_{P,2k}([N])$ be the contribution to $N_{P,2k}([N])$ from tuples $(x_1, \ldots, x_k, y_1, \ldots, y_k)$ with
\[ y_k = \max(y_1, \ldots, y_k) > \max(x_1, \ldots, x_k). \quad (2.13) \]
Then by symmetry,
\[ N_{P,2k}([N]) \leq k^2 \cdot R_{P,2k}([N]) + 2k \cdot N'_{P,2k}([N]). \quad (2.14) \]
Since $R_{P,2k}([N]) \leq N \cdot N_{P,2k-2}([N])$ and $R_{P,2}([N]) = 0$, it follows from (2.14) that
\[ N_{P,2k}([N]) \leq k \cdot \max_{1 \leq j \leq k} ((k^2 N)^{k-j} \cdot 2j \cdot N'_{P,2j}([N])). \quad (2.15) \]
We now bound $N'_{P,2k}([N])$. Let $M(P)$ be a positive integer (depending only on $P$) such that for all integers $n \geq M(P)$, we have
\[ P(n) > \max(P(0), P(1), \ldots, P(n-1)) \quad \text{and} \quad P(n) \geq n^{d/2}. \quad (2.16) \]
Let $M \geq M(P)$ and $\lambda \geq 1$ denote integers to be chosen later. Then by Corollary 2.4 (applied with $z := P(y_k)$ for $y_k \geq M$, using the conditions (2.13) and (2.16)) and the divisor bound, the quantity $N'_{P,2k}([N])$ is at most
\[ M^{2k} + O_{k,d,Q,Q',\varepsilon} \left( N^{\varepsilon} \right) \cdot \sum_{M \leq y \leq N} \left( N^{k-1} G_{P,\lambda}([N], P(y)) + \frac{N^k}{y^{d/e_P}} + \frac{N^{k-1}}{\lambda^{1/e_P}} + N^{k-2} \right). \quad (2.17) \]
By Lemma 2.7, we conclude that
\[ N'_{P,2k}([N]) \leq M^{2k} + O_{k,d,Q,Q',\varepsilon} \left( N^{\varepsilon} \right) \cdot \left( \lambda^2 N^{k-1/2} + N^k M^{1-d/e_P} + N^k \lambda^{-1/e_P} + N^{k-1} \right). \quad (2.18) \]
Choosing $M := \lfloor M(P) \cdot N^{1/4} \rfloor$ (say) and $\lambda := \lfloor N^{1/6} \rfloor$, we get (since $1 - d/e_P \leq -1/e_P$)
\[ N'_{P,2k}([N]) \leq O_{k,d,Q,M(P),\varepsilon} \left( N^{\varepsilon} \right) \cdot (N^{k/2} + N^{k-1/4e_P} + N^{k-1/6e_P}) \ll_{k,P,\varepsilon} N^{k-1/6e_P + \varepsilon}. \quad (2.19) \]
Finally, plug (2.19) into (2.15) to get $N_{P,2k}([N]) \ll_{k,P,\varepsilon} N^{k-1/6e_P + \varepsilon}$. This, plus the estimate (2.12) for trivial solutions, establishes the theorem. \qed
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