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1 Introduction and Main Results

We give a new complexity bound for calculating the complex dimension of an algebraic set. Our algorithm is completely deterministic and approaches the best recent randomized complexity bounds. We also present some new, significantly sharper quantitative estimates on rational univariate representations (RUR) of roots of polynomial systems. As a corollary of the latter bounds, we considerably improve a recent algorithm of Koiran for deciding the emptiness of a polynomial system over \( \mathbb{C} \) simply by counting just the total number of bits necessary to write down the exponents (thus ignoring the size of the coefficients).

Curiously, efficient randomization-free algorithms for computing \( \dim \mathbb{Z} F \) are hard to find in the literature. So we present such an algorithm, with an explicit complexity bound.

Theorem 1 Let \( D \) the maximum of the total degrees of \( f_1, \ldots, f_m \). Also let \( \mathcal{O} \) be the origin, and \( e_1, \ldots, e_n \) the standard basis vectors, in \( \mathbb{R}^n \). Normalize \( n \)-dimensional volume \( \text{Vol}_n(\cdot) \) so that the standard \( n \)-simplex (with vertices \( \mathcal{O}, e_1, \ldots, e_n \)) has \( n \)-volume 1. Finally, let \( k \) be the total number of monomial terms in \( F \), counting repetitions between distinct \( f_i \). Then there is a deterministic algorithm which computes \( \dim \mathbb{Z} F \) within \( \mathcal{O}(n^{2.312} 11^n k V_F^3 \cdot 376) \) arithmetic operations, where \( V_F := \text{Vol}_n(Q_F) \) and \( Q_F \) is the convex hull of the union of \( \{ \mathcal{O}, e_1, \ldots, e_n \} \) and the set of all exponent vectors of \( F \).

Via a height estimate from theorem 3 later in this section one can also derive a similar bound on the bit complexity of dimension computation. We clarify the benefits of our result over earlier bounds in section 1.4 and give an example in section 1.5. The algorithm for theorem 1 and its correctness proof, are stated in section 2.

* December 4, 2021 version. This research was partially supported by a Hong Kong CERG grant.

1 The Riemann Hypothesis (RH) is an 1859 conjecture equivalent to a sharp quantitative statement on the distribution of primes. GRH can be phrased as a generalization of this statement to prime ideals in an arbitrary number field. Further background on these RH’s can be found in [LO77, BS96].

2 i.e., smallest convex set in \( \mathbb{R}^3 \) containing...

3 The (absolute logarithmic) height of an algebraic number can be defined as the sparse size of its minimal polynomial. An analogous characterization of this important number-theoretic invariant can also be given for any algebraic point in \( \mathbb{C}^n \).
There is, however, a fundamentally different approach which, given the truth of GRH, places a special case of the above problem in an even better complexity class. In particular, let \( \text{HN} \) denote the problem of deciding whether \( \mathbb{Z}_F \) empty, given that the coefficients of all \( f_i \) are integers. Then by a recent result of Koiran [Koi96], we know that \( \text{HN} \in \text{AM} \), given the truth of GRH. Koiran’s conditional result gives the smallest complexity class known to contain \( \text{HN} \). (Without GRH, we only know that \( \text{HN} \in \text{PSPACE} \) [Cai88].) Indeed, independent of GRH, while it is known that \( \text{NP} \subseteq \text{AM} \subseteq \text{PSPACE} \) [Pap93], the properness of each inclusion is still an open problem.

The simplest summary of Koiran’s algorithm is that it uses reduction modulo specially selected primes to decide feasibility over \( \mathbb{C} \). (His algorithm is unique in this respect since all previous algorithms for \( \text{HN} \) worked primarily in the ring \( \mathbb{C}[x_1, \ldots, x_n]/(F) \).) The key observation behind Koiran’s algorithm is that an \( F \) infeasible (resp. feasible) over \( \mathbb{C} \) will have roots in \( \mathbb{Z}/p\mathbb{Z} \) for only finitely many (resp. a positive density of) primes \( p \). (We give an explicit example of an improved version of Koiran’s algorithm a bit later in section 1.2.)

A refined characterization of the difference between positive and zero density, which significantly improves Koiran’s algorithm, can be given in terms of our framework as follows:

**Theorem 2** Following the notation above, assume now that \( f_1, \ldots, f_m \in \mathbb{Z}[x_1, \ldots, x_n] \) and let \( \sigma(F) \) be the maximum of \( \log |c| \) as \( c \) ranges over the coefficients of all the monomial terms of \( F \). Then there exist \( a_F, A_F \in \mathbb{N} \), with the following properties:

(a) \( F \) infeasible over \( \mathbb{C} \) \( \implies \) the reduction of \( F \) mod \( p \) has a root in \( \mathbb{Z}/p\mathbb{Z} \) for at most \( a_F \) distinct primes \( p \).

(b) Given the truth of GRH, \( F \) feasible over \( \mathbb{C} \) \( \implies \) for each \( t \geq 4963041 \), the sequence \( \{A_F t^3, \ldots, A_F (t + 1)^3 - 1\} \) contains a prime \( p \) such that the reduction of \( F \) mod \( p \) has a root in \( \mathbb{Z}/p\mathbb{Z} \).

(c) We have
\[
A_F = O(n^3 D V_F (4^n D \log D + \sigma(F) + \log m)) \quad \text{and} \quad A_F = O((e^n \sqrt{n} V_F (\sigma(F) + m(n \log D + \log m))^4).
\]

In particular, the bit-sizes of \( a_F \) and \( A_F \) are both \( O(n \log D + \log \sigma(F)) \) — sub-quadratic in the sparse size of \( F \). Simple explicit formulae for \( a_F \) and \( A_F \) appear in remarks 3 and 6 of section 3.

The proof of theorem 2 is based in part on a new, highly refined version of effective univariate reduction.

**Theorem 3** Following the notation above, and the assumptions of theorem 2, there exist a univariate polynomial \( h_F \in \mathbb{Z}[u_0] \) and a point \( u_F := (u_1, \ldots, u_n) \in \mathbb{Z}^n \) with the following properties:

0. The degree of \( h_F \) is \( \leq V_F \).

1. For any irreducible component \( W \) of \( Z_F \), there is a point \( (\zeta_1, \ldots, \zeta_n) \in W \) such that \( u_1 \zeta_1 + \cdots + u_n \zeta_n \) is a root of \( h_F \). Conversely, if \( m \leq n \), all roots of \( h_F \) arise this way.

2. \( F \) has only finitely many complex roots \( \implies \) the splitting field of \( h_F \) over \( \mathbb{Q} \) is exactly the field \( \mathbb{Q}[x_i \mid (x_1, \ldots, x_n) \in \mathbb{C}^n \text{ is a root of } F] \).

3. The coefficients of \( h_F \) satisfy \( \sigma(h_F) = O(e^n \sqrt{n} V_F (\sigma(F) + m(n \log D + \log m))) \).

4. \( m \leq n \implies \) the deterministic arithmetic complexity of computing \( u_F \), and all the coefficients of \( h_F \), is \( O(n^{1.376} V_F^{3.37}) \).

5. We have \( \log(1 + |u_i|) = O(n^2 \log D) \) for all \( i \).

Note that we have thus obtained the existence of points of bounded height on the positive-dimensional part of \( Z_F \), as well as a bound on the height of any point in the zero-dimensional part of \( Z_F \). Put more simply, via a slight variation of the proof of theorem 3, we obtain the following useful bound:

**Theorem 4** Following the notation of theorem 2, any irreducible component \( W \) of \( Z_F \) contains a point \( (\zeta_1, \ldots, \zeta_n) \) such that for all \( i \), either \( x_i = 0 \) or \( \log |x_i| = O(n^2 \log D) \).

Our final main result is a refinement of theorem 2 which will also prove quite useful.

**Theorem 5** [Koi99] Following the notation of theorem 2, one can pick \( u_F \) and \( h_F \) (still satisfying (0)–(5)) so that there exist \( a_1, \ldots, a_n \in \mathbb{N} \) and \( h_1, \ldots, h_n \in \mathbb{Z}[u_0] \) with the following properties:

6. The degrees of \( h_1, \ldots, h_n \) are all bounded above by \( V_F \).

7. For any root \( \theta = u_1 \zeta_1 + \cdots + u_n \zeta_n \) of \( h_F \), \( \frac{h_i(\theta)}{a_i} = \zeta_i \) for all \( i \).

8. For all \( i \), both \( \log a_i \) and \( \sigma(h_i) \) are bounded above by \( O(e^n \sqrt{n} V_F (\sigma(F) + m(n \log D + \log m))) \).
9. \( m \leq n \Rightarrow \) the deterministic arithmetic complexity of computing all the coefficients of \( h_1, \ldots, h_n \) is \( \mathcal{O}(n^{2.312}11^nV_F^{3.76}) \).

Explicit formulae for all these asymptotic estimates appear below in remarks 3, 4, 5, 6, and 8. The proofs for all our results (except theorem 3, which appears below in remarks 3, 4, 5, 6, and 8. The proof of theorem 3 appears in the appendix. However, let us first compare our results to earlier work.

1.1 Related Results Over \( \mathbb{C} \)

We point out that we have tried to balance generality, sharpness, and ease of proof in our bounds. In particular, our bounds fill a lacuna in the literature where earlier bounds seemed to sacrifice generality for sharpness, or vice-versa.

To clarify this trade-off, first note that \( \mathcal{I}_F \leq V_F \leq D^n \), where \( \mathcal{I}_F \) is the number of irreducible components of \( Z_F \). (The first inequality follows immediately from theorem 3, while the second follows from the observation that \( Q_F \) itself always lies in a copy of the standard \( n \)-simplex scaled by a factor of \( D \).) So depending on the shape of \( Q_F \), and thus somewhat on the sparsity of \( F \), one can typically expect \( V_F \) to be much smaller than \( D^n \). For example, the \( 3 \times 3 \) example from section 1.2 below gives \( D^n = 13824 \) and \( V_F = 243 \). More generally, it is easy to see that the factor of improvement can even reach \( D^n - 1 \), if not more [Roj00].

Our algorithm for computing \( \dim Z_F \) gives the first deterministic complexity bound which is polynomial in \( V_F \). In particular, while harder problems were already known to admit \( \text{PSPACE} \) complexity bounds, the corresponding complexity bounds were either polynomial (or worse) in \( D^n \), or stated in terms of a non-uniform computational model. Our algorithm for the computation of \( \dim Z_F \) thus gives a significant speed-up over earlier work.

For example, via the work of Chistov and Grigor’ev from the early 1980’s on quantifier elimination over \( \mathbb{C} \), it is not hard to derive a deterministic complexity bound of \( \mathcal{O}(mD^{n^4}) \) for the computation of \( \dim Z \). More recently, [GH93] gave a randomized complexity bound of \( m^\mathcal{O}(1)D^{\mathcal{O}(n)} \). Theorem 3 thus clearly improves the former bound. Comparison with the latter bound is a bit more difficult since the exponential constants and derandomization complexity are not explicit in [GH93].

As for faster algorithms, one can seek complexity bounds which are polynomial in even smaller quantities. For example, if one has an irreducible algebraic variety \( V \subseteq \mathbb{C}^n \) of complex dimension \( d \), one can define its **affine geometric degree**, \( \delta(V) \), to be the number of points in \( V \cap H \) where \( H \) is a generic \( (n - d) \)-flat. More generally, we can define \( \delta(Z_F) \) to be the sum of \( \delta(V) \) as \( V \) ranges over all irreducible components of \( Z_F \). It then follows (from theorem 3 and a consideration of intersection multiplicities) that \( \mathcal{I}_F \leq \delta(Z_F) \leq V_F \). Similarly, one can attempt to use mixed volumes of several polytopes (instead of a single polytope volume) to lower our bounds.

We have avoided refinements of this nature for the sake of simplicity. Another reason it is convenient to have bounds in terms of \( V_F \) is that the computation of \( \delta(Z_F) \) is even more subtle than the computation of polytopal \( n \)-volume. For example, when \( n \) is fixed, \( \text{Vol}_n(Q) \) can be computed in polynomial time simply by triangulating the polytope \( Q \) and adding together the volumes of the resulting \( n \)-simplices [GK94]. However, merely deciding \( \delta(Z_F) > 0 \) is already \( \text{NP} \)-hard for \( (m, n) = (2, 1) \), via a result of Plaisted [Pla84]. As for varying \( n \), computing \( \delta(Z_F) \) is \#P-hard, while the computation of polytope volumes is \#P-complete. (The latter result is covered in [GK94, KLS97], while the former result follows immediately from the fact that the computation of \( \delta(Z_F) \) includes the computation of \( V_F \) as a special case.) More practically, for any fixed \( \varepsilon_1, \varepsilon_2 > 0 \), there is an algorithm which runs in time polynomial in the sparse encoding of \( F \) (and thus polynomial in \( n \)) which produces a random variable that is within a factor of \( 1 - \varepsilon_1 \) of \( \text{Vol}_n(Q_F) \) with probability \( 1 - \varepsilon_2 \) [KLS97]. The analogous result for mixed volume is known only for certain families of polytopes [S00], and the existence of such a result for \( \delta(Z_F) \) is still an open problem.

In any event, we point out that improvements in terms of \( \delta(Z_F) \) for our bounds are possible, and these will be pursued in a later version of this paper. Similarly, the exponents in our complexity bounds can be considerably lowered if randomization is allowed. Furthermore, Lecerf has recently announced a randomized complexity bound for computing \( \dim Z_F \) which is polynomial in \( \max \{\{\delta(Z_{f_1, \ldots, f_i})\} \} \) [Lec00]. However, the complexity of derandomizing Lecerf’s algorithm is not

\footnote{The paper Lec00 actually solves the harder problem of computing an algebraic description of a non-empty set of points in every irreducible component of \( Z_F \), and distinguishing which component each set belongs to.}
part (a) presents the best current bound polynomial in $D^{nV_F}$ instead, appeared in [Koi97].

Part (b) of theorem 3 appears to be new, and makes explicit an allusion of Koiran in [Koi96].

**Remark 1** Pascal Koiran has also given an AM algorithm (again depending on GRH) for deciding whether the complex dimension of an algebraic set is less than some input constant [Koi97].

Regarding our height bound, the only other results stated in polytopal terms are an earlier version of theorem 3 announced in [GLS99], and independently discovered bounds in [KPS00, Prop. 2.11] and [Mai00, Cor. 8.2.3]. The bound from [KPS00] applies to a slightly different problem, but implies (by intersecting with a generic linear subspace with reasonably bounded coefficients) a bound of $\mathcal{O}((4^n D \log n + n \sigma) V_F)$ for our setting. Their bound thus results in a slightly stronger exponential dependence on $n$. The bound from [Mai00, Cor. 8.2.3] uses Arakelov intersection theory, holds only for $m = n$, and the statement is more intricate (involving a sum of several mixed volumes). So it is not yet clear when [Mai00, Cor. 8.2.3] is better than theorem 3.

In any case, our result has a considerably simpler proof than either of these two alternative bounds: We use only resultants and elementary linear algebra and factoring estimates.

We also point out that the only earlier bounds which may be competitive with theorem 3 [KPS00, Prop. 2.11], and [Mai00, Cor. 8.2.3] are polynomial in $D^n$ and make various non-degeneracy hypothesis, e.g., $m = n$ and no singularities for $Z_F$ (see [Can87] and [Mai00a, Thm. 5]). As for bounds with greater generality, [EGM99] gives a height bound for general quantifier elimination which, unfortunately, has a factor of the form $2^{(n \log D)^{O(r)}}$ where $r$ is the number of quantifier alternations.

As for our refinement of theorem 3, the approach of RUR for the roots of polynomial systems is not new, and even dates back to Kronecker. RUR also goes under the name of “effective primitive element theorem” and important precursors to our theorem 3 are stated in [Can87] and [Koi96, Thm. 4]. Nevertheless, the use of toric resultants (cf. section 2), which form the core of our algorithms here, was not studied in the context of RUR until the late 1990’s (see, e.g., [Ro99b]). Also, theorem 3 appears to be the first statement giving bounds on $\sigma(h_i)$ which are polynomial in $V_F$. More recently, an algorithm for RUR with randomized complexity polynomial in $\max_i \{\delta(Z(f_1, \ldots, f_i))\}$ was derived in [GLS99]. However, their algorithm makes various nondegeneracy assumptions (such as $m = n$ and that $F$ form a complete intersection) and the derandomization complexity is not stated.

As for the factors in our complexity and height estimates which are explicitly exponential in $n$ (e.g., $e^n$ and $11^n$), these can be replaced by a quantity no worse than $\mathcal{O}(n^{2.76})$ in certain cases. In general, this can be done whenever there exists an expression for a particular toric resultant (cf. section 2) as a single determinant, or the divisor of a determinant, of a matrix of size $\mathcal{O}(n V_F)$. The existence of such formulae has been proven in various cases, e.g., when all the Newton polytopes are axis-parallel parallelepipeds [WZ94]. Also, such formulae have been observed (and constructed) experimentally in various additional cases of practical interest [EC93]. Finding compact formulae for resultants is an area of active research which thus has deep implications for the complexity of algebraic geometry.

Finally, we note that we have avoided Gröbner basis techniques because there are currently no known complexity or height bounds polynomial in $V_F$ using these methods for the problems we consider. A further complication is that there are examples of ideals, generated by polynomials of degree $\leq 5$ in $\mathcal{O}(n)$ variables, where every Gröbner basis has a generator of degree $2^n$ [MM82]. This is one obstruction to deriving sharp explicit complexity bounds via a naive application of Gröbner bases. Nevertheless, we point out that Gröbner bases are well-suited for other difficult algebraic problems, and their complexity is also an area of active research.

### 1.2 A Sparse $3 \times 3$ Example

The solution of sparse polynomial systems is a problem with numerous applications outside, as well as inside, mathematics. The analysis of chemical reactions [GH99] and the computation of equilibria in game-theoretic models [MM95] are but two diverse examples.

More concretely, consider the following system:
Let us see if the system \((1)\) has any complex roots and, if so, count how many there are.

Note that the total degree \(7\) of each polynomial above is 24. By an 18th century theorem of Étienne Bézout \([Sha94]\), we can bound from above the number of complex roots of \((1)\), assuming this number is finite, by \(24 \cdot 24 = 13824\). However, a more precise 20th century bound can be obtained by paying closer attention to the monomial term structure of \((1)\): Considering the convex hull of the exponent vectors of each equation in \((1)\), one obtains three tetrahedra. These are the Newton polytopes of \((1)\), and their mixed volume, by a beautiful theorem of David N. Bernshtein from the 1970’s \([Ber75]\), turns out to be a much better upper bound on the number of complex roots (assuming there are only finitely many). For our polynomial system \((1)\), this bound is **145**.

Now to decide whether \((1)\) has any complex roots, we can attempt to find a univariate polynomial whose roots are some simple function of \((1)\). Elimination theory allows one to do this, and a particularly effective combinatorial algorithm is given in theorem \(\[\]\). For example, the roots of \(p(a) := 268435456a^{145} - 138160373760a^{137} - 30953963520a^{130} - \ldots - 29474355965036506028993760000a^{44} + \ldots - 488035239039168000a^2 + 8681150210659989300\) are exactly those numbers of the form \(\alpha \beta \gamma\), where \((\alpha, \beta, \gamma)\) ranges over all the roots of \((1)\) in \(\mathbb{C}\). The above univariate reduction thus tells us that our example indeed has finitely many complex roots — exactly 145, in fact. The above polynomial took less than 13 seconds to compute using a naive application of resultants and factorization on the computer algebra system Maple. Interestingly, computing the same univariate reduction via a naive application of Gröbner bases (on the same machine with the same version of Maple) takes over 3 hours and 51 minutes.

Admittedly, computing polynomials like the one above can be an unwieldy approach to deciding whether \((1)\) has a complex root. An alternative algorithm, discovered by Pascal Koiran in \([Koi96]\) and improved via theorem \(\[\]\), makes a remarkable simplification depending on conjectural properties of the distribution of prime ideals in number fields.

For instance, an unoptimized implementation of this alternative algorithm would run as follows on our example:

**Assumption 1** The truth of the Generalized Riemann Hypothesis (GRH).

**Step 1** Pick a (uniformly distributed) random integer \(t \in \{10^7, \ldots, 10^7 + 2 \cdot 10^{11}\}\).

**Step 2** Via an oracle in \(NP\), decide if there is a prime \(p \in \{8 \cdot 10^{20} \cdot t^3, \ldots, 8 \cdot 10^{20} \cdot (t + 1)^3 - 1\}\) such that the mod \(p\) reduction of \((1)\) has a root in \(\mathbb{Z}/p\mathbb{Z}\). If so, declare that \((1)\) has a complex root. Otherwise, declare that \((1)\) has no complex root.

The choice of the constants above was assisted via our preceding theorems. In particular, the constants are simply chosen to be large enough to guarantee that, under GRH, the algorithm never fails (resp. fails with probability \(\leq \tfrac{1}{4}\)) if \((1)\) has a complex root (resp. does not have a complex root). Thus, for our example, the algorithm above will always give the right answer regardless of the random choice in Step 1. Note also that while the prime we seek above may be quite large, the number of digits needed to write down the coefficient and exponent vectors of \((1)\). For the sake of completeness, we observe that the number of real (resp. rational) roots of \((1)\) is exactly \(11\) (resp. \(0\)).

## 2 Proofs of Our Results Over \(\mathbb{C}\): Theorems \(\[\]\), \(\[\]\), \(\[\]\), and \(\[\]\)

While our proof of theorem \(\[\]\) will not directly require knowledge of resultants, our proofs of theorems \(\[\]\), \(\[\]\), \(\[\]\), and \(\[\]\) are based on the toric resultant \(\[\]\). This operator allows us to reduce all the computational algebraic geometry we will encounter to matrix and univariate polynomial arithmetic, with almost no commutative algebra machinery.

**Remark 2** Another advantage of using toric resultants is their algorithmic uniformity. Further-
more, since our algorithms reduce to standard matrix arithmetic in a particularly structured way, parallelizing is quite straightforward. ■

Since we do not have the space to give a full introduction to resultants we refer the reader to [Cmi94, GKZ94, Stu98] for further background. The necessary facts we need are all summarized in the appendix of this paper. In what follows, we let \( \{j\} := \{1, \ldots, j\} \).

2.1 The Proof of Theorem 1

Our algorithm can be stated briefly as follows:

**Step 0** If \( f_i \) is identically 0 for all \( i \), declare that \( Z_F \) has dimension \( n \) and stop. Otherwise, let \( i := n - 1 \).

**Step 1** For each \( j \in [2k + 1] \), compute an \((i + 1)\) tuple of integers

\[
(\varepsilon_1(j), \ldots, \varepsilon_n(j), \varepsilon_{(1,1)}(j), \ldots, \varepsilon_{(i,n)}(j))
\]

via lemma 1 and the polynomial system (2) below.

**Step 2** Via theorem 3, check if the polynomial system

\[
\begin{align*}
\varepsilon_1(j)f_1 + \cdots + \varepsilon_1(j)^m f_m \\
+ \varepsilon_1(j)^{m+1} l_1 + \cdots + \varepsilon_1(j)^{m+i} l_i &= 0 \\
\vdots \\
\varepsilon_n(j)f_1 + \cdots + \varepsilon_n(j)^m f_m \\
+ \varepsilon_n(j)^{m+1} l_1 + \cdots + \varepsilon_n(j)^{m+i} l_i &= 0
\end{align*}
\]

has a root for more than half of the \( j \in [2k + 1] \), where \( l_t := \varepsilon_{(t,1)}x_1 + \cdots + \varepsilon_{(t,n)}x_n \) for all \( t \).

**Step 3** If so, declare that \( Z_F \) has dimension \( i \) and stop. Otherwise, if \( i \geq 1 \), set \( i \mapsto i - 1 \) and go to Step 1.

**Step 4** Via theorem 3 and a univariate gcd computation, check if the system (2) has a root which is also a root of \( F \).

**Step 5** If so, declare that \( Z_F \) has dimension 0 and stop. Otherwise, declare \( Z_F \) empty and stop.

Via the lemma and theorem applied above, we see that Step 2 gives a “yes” answer iff the intersection of \( \tilde{Z}_F \) with a generic codimension \( i \) flat is finite (and nonempty), where \( \tilde{F} \) is an \( n \)-tuple of generic linear combinations of the \( f_i \). Thus Step 2 gives a “yes” answer iff \( \dim \tilde{Z}_F = i \). Lemma 6 below tells us that \( \dim \tilde{Z}_F = \dim Z_F \) if \( \dim Z_F \geq 1 \). Otherwise, Step 5 correctly decides whether \( Z_F \) is empty whenever \( Z_F \) is finite. Thus the algorithm is correct.

As for the complexity of our algorithm, letting \( S \) (resp. \( U, U' \)) be the complexity bound from lemma 1 (resp. theorems 3 and 5), we immediately obtain a deterministic arithmetic complexity bound of

\[
S + (n - 2)(2k + 1)U + U' + kV_F O(V_F \log^2 V_F) = O(k \log k + kn^{2.312} e^{3.76n} V_F^{3.76} + n^{2.312} e^{2.376} V_F^{7.376}) = O(n^{2.312} e^{2.376} k V_F^{7.376}).
\]

**Lemma 1** Suppose \( G(w, v) \) is a formula of the form \( \exists x_1 \in \mathbb{C} \cdots \exists x_n \in \mathbb{C} \) \((g_1(x, w, v) = 0) \land \cdots \land (g_m(x, w, v) = 0)\), where \( g_1, \ldots, g_m \in \mathbb{C}[x_1, \ldots, x_n, w_1, \ldots, w_k, v_1, \ldots, v_r] \).

Then there is a sequence \( v(1), \ldots, v(2k + 1) \in \mathbb{C}^r \) such that for all \( w \in \mathbb{C}^k \), the following statement holds:

\[
G(w, v(j)) \text{ is true for at least half of the } j \in [2k + 1] \iff G(w, v) \text{ is true for a Zariski-open set of } w \in \mathbb{C}^r.
\]

Furthermore, this sequence can be computed within \( \log(\sigma + (k + n + r) \log D) \) arithmetic operations, where \( \sigma \) (resp. \( D \)) is the maximum bit-size of any coefficient (resp. maximum degree) of any \( g_i \). ■

The above lemma is actually just a special case of theorem 5.6 of [Koi97].

2.2 The Proof of Theorem 4

Since we only care about the size of \( |x_i| \), we can simply pick \( u_0 = -1, u_1 = 1 \), all other \( u_i = 0 \), and apply the polynomial \( h_F \) from theorem 3. (In particular, differing from the proof of theorem 3, we need not worry if our choice of \( u_1, \ldots, u_n \) results in two distinct \( \zeta \in Z_F \) giving the same value for \( \zeta_1 u_1 + \cdots + \zeta_n u_n \).) Thus, by following almost the same proof as assertion (3) of theorem 3, we can beat the height bound from theorem 3 by a summand of \( O(n^2 V_F \log D) \). ■

**Remark 3** Via theorem 8 from the appendix (and a classic root size estimate of Cauchy [Mig93]), we easily see that the asymptotic bound for \( |\log |x_i|| \) can be replaced by the following explicit quantities:

\[
\log \left\{ \frac{e^{13/6}}{\pi} \sqrt{m_F + 1} \cdot 2 V_F 4^m \sqrt{V_F} \sqrt{2} \sqrt{m_F (c+1)^m} \right\}
\]

if \( m \leq n \), or the log of \( \frac{e^{13/6}}{\pi} \sqrt{m_F + 1} \cdot 2 V_F 4^m \sqrt{V_F} \sqrt{m_F} (m V_F + 1)^{m-1} c + 1)^m \) for \( m > n \). ■

2.3 The Proof of Theorem 5

All portions, save assertion (8), follow immediately from [Roj99a, Main Theorem 2.1]. To prove assertion (8), we will briefly review the computation of \( h_1, \ldots, h_n \) (which was already detailed at greater length in [Roj99a]). Our height bound will then
follow from some elementary polynomial and linear algebra bounds.

In particular, recall the following algorithm for computing $h_1, \ldots, h_n$ (the polynomial Pert used below is defined in the appendix):

**Step 4** If $n = 1$, set $h_1(\theta) := \theta$ and stop. Otherwise, for all $i \in [n]$, let $q_i(\theta)$ be the square-free part of $\operatorname{Pert}_1(t, u_1, \ldots, u_i, u_{i-1}, u_i, u_{i+1}, \ldots, u_n)$.

**Step 3** Define $q_i(t)$ to be the square-free part of $\operatorname{Pert}_1(t, u_1, \ldots, u_i, u_{i-1}, u_i, u_{i+1}, \ldots, u_n)$ for all $i \in [n]$.

**Step 4** For all $i \in [n]$ and $j \in \{0, 1\}$, let $r_{i,j}(\theta)$ be the reduction of $R_j(q_i^*(t), g_i((\alpha + 1)\theta - \alpha t))$ modulo $h(\theta)$.

**Step 5** For all $i \in [n]$, define $g_i(\theta)$ to be the reduction of $-\theta - \frac{r_{i,1}(\theta)}{r_{i,0}(\theta)}$ modulo $h(\theta)$. Then define $a_i$ to be the least positive integer such that $h_i(t) \equiv a_i g_i \in \mathbb{Z}[t]$.

Following the notation of the algorithm above, the polynomial $R_0(f, g) + R_1(f, g)t$ is known as the **first subresultant** of $f$ and $g$ and can be computed as follows: Letting $f(t) = a_0 + a_1 t + \cdots + a_d t^d$ and $g(t) = \beta_0 + \beta_1 t + \cdots + \beta_d t^d$, consider the following $(d_1 + d_2 - 2) \times (d_1 + d_2 - 1)$ matrix

$$
\begin{bmatrix}
\beta_0 & \cdots & 0 & \cdots & 0 & 0 \\
0 & \beta_0 & \cdots & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \beta_0 & \cdots & 0 \\
0 & \cdots & 0 & \beta_0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & \beta_0 \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & 0 & \cdots & a_0 \\
0 & \cdots & 0 & 0 & \cdots & a_1 \\
\end{bmatrix}
$$

with $d_1 - 1$ “$\beta$ rows” and $d_2 - 1$ “$\alpha$ rows.” Let $M_1$ (resp. $M_0$) be the submatrix obtained by deleting the last (resp. second to last) column. We then define $R_i(f, g) := \det(M_i)$ for $i \in [0, 1]$.

Continuing our proof of Theorem \[3\], we see that we need only bound the coefficient growth of the intermediate steps of our preceding algorithm. Thanks to theorem \[3\], this is straightforward: First note that $\sigma(q_i^*) = \log((V_F + 1) \cdot 2^V) + \sigma(h_F)$, where $h_F$ is the square-free part of $h_F$. (This follows trivially from expressing the coefficients of a univariate polynomial $f(t + 1)$ in terms of the coefficients of $f(t)$.) Via lemma \[3\] we then see that $\sigma(h_F) = \log(\sqrt{V_F + 1} \cdot 2^V) + \sigma(h_F)$, and thus $\sigma(q_i^*) = O(\sigma(h_F))$. Similarly, $\sigma(q_i^*) = O(\sigma(h_F))$ as well.

To bound the coefficient growth when we compute $r_{i,j}$ note that the coefficient of $f_i$ in $q_i^*(2\theta - t)$ is exactly $(-1)^i \sum_{j=0}^d \binom{j}{i} (2\theta)^j a_j$, where $a_j$ is the coefficient of $t^j$ in $q_i(t)$. Thus, via Hadamard’s lemma again, we see that $|r_{i,j}(\theta)| \leq \sqrt{V_F + 1} \cdot e^{\sigma(h_F)} V_F^{-1} \times (\sqrt{V_F + 1} \cdot V_F 2^{V_F} (2\theta)^{V_F} e^{\sigma(h_F)}) V_F^{-1}$ for all $i, j$.

Since $r_{i,j}$ itself is a polynomial in $\theta$ of degree $V_F(V_F - 1)$, the last inequality then easily implies that $\sigma(r_{i,j}) = O(V_F \sigma(h_F))$.

To conclude, note that for any univariate polynomials $f, g \in \mathbb{Z}[t]$ with degree $\leq D$, $\sigma(fg) = \mathcal{O}(\sigma(f) + \sigma(g) + \log D)$. Via long division it also easily follows that the quotient $q$ and remainder $r$ of $f/g$ satisfy $aq, ar \in \mathbb{Z}[t]$ and $\sigma(aq), \sigma(ar) = \mathcal{O}(D(\sigma(f) + \sigma(g)))$, for some positive integer $a$ with $\log a = \mathcal{O}(\sigma(g))$.

So by assertion (3) of theorem \[3\] we obtain $\log(a_1), \sigma(h_i) = \mathcal{O}(V_F^2 \sigma(h_F))$, which implies our desired bound. ■

**Remark 4** An immediately consequence of our proof is that the asymptotic bound from assertion (8) can be replaced by the following explicit bound: $V_F \times \{V_F - 1\} \log \{V_F(V_F + 1)^4 64 V_F^2\} + 2^\sigma(h_F)\} + \sigma(h_F)\} + \log V_F$. ■

### 2.4 The Proof of Theorem \[2\]

**Proofs of Parts (a) and (c):** We first recall the following useful effective arithmetic Nullstellensatz of Krick, Pardo, and Sombra.

**Theorem 6** Suppose $f_1, \ldots, f_m \in \mathbb{Z}[x_1, \ldots, x_n]$ and $f_1 = \cdots = f_m = 0$ has no roots in $\mathbb{C}^n$. Then there exist polynomials $g_1, \ldots, g_m \in [x_1, \ldots, x_n]$ and a positive integer $a$ such that $g_1 f_1 + \cdots + g_m f_m = a$. Furthermore, $\log a \leq 2(n + 1)^3 D V_F (\sigma(F) + \log m + 2^{2n+4} D \log(D + 1))$.

The above theorem is a portion of corollary 3 from \[\text{[KPS00]}\].

The proof of part (a) is then almost trivial: By assumption, theorem \[3\] tells us that the mod $p$ reduction of $F$ has a root in $\mathbb{Z}/p\mathbb{Z} \Rightarrow p$ divides $a$. Since the number of divisors of an integer $a$ is no more than $1 + \log a$ (since any prime power other than 2 is bounded below by $e$), we arrive at our desired asymptotic bound on $a_F$. So the first half of (c) is proved. ■
Remark 5 Following the notation of theorem 3 we thus obtain the following explicit bound: \( \alpha_F \leq 1 + 2(n+1)^3DV_F[\sigma(F) + \log m + 2^{2n+4}D \log(D+1)]. \)

Proofs of Parts (b) and (c): Recall the following version of the discriminant.

Definition 1 Given any polynomial \( f(x) = \alpha_0 + \alpha_1x_1 + \cdots + \alpha_Dx_1^D \in \mathbb{Z}[x_1] \) with all \( |\alpha_i| \) bounded above by some integer \( c \), define the discriminant of \( f \), \( \Delta_f \), to be \( \frac{(-1)^{D(D-1)/2}}{\alpha_D^n} \) times the following \((2D-1) \times (2D-1)\) determinant:

\[
\begin{vmatrix}
\alpha_0 & \cdots & \alpha_D & 0 & \cdots & 0 \\
0 & \alpha_0 & \cdots & \alpha_D & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \alpha_0 & \cdots & \alpha_D \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{vmatrix}
\]

where the first \( D-1 \) (resp. last \( D \)) rows correspond to the coefficients of \( f \) (resp. the derivative of \( f \)).

Our proof of part (b) begins with the following observation.

Theorem 7 Suppose \( f \in \mathbb{Z}[x_1] \) is a square-free polynomial of degree \( D \) with exactly \( i_f \) factors over \( \mathbb{Q}[x_1] \). Let \( N_f(t) \) denote the total number of distinct roots of the mod \( p \) reductions of \( f \) in \( \mathbb{Z}/p\mathbb{Z} \), counted over all primes \( p \leq t \). Then the truth of GRH implies that \( |j_f(p)-N_f(t)| < 2\sqrt{\Delta_f}(D \log t + \log |\Delta_f|) + D \log |\Delta_f| \), for all \( t > 2 \).

A slightly less explicit version of the above theorem appeared in [Ko96, Thm. 9], and the proof is almost the same as that of an earlier result of Adleman and Odlyzko for the case \( i_f = 1 \) [AO83, Lemma 3]. (See also [Wei84].) The only new ingredient is an explicit version of the effective Chebotarev density theorem due to Oesterlé [Des79]. (Earlier versions of theorem 7 did not state the asymptotic constants explicitly.)

The proof of part (b) is essentially a chain of elementary analytic bounds which flows from applying theorem 7 to the polynomial \( h_F \) from theorem 4. However, a technicality which must be considered is that \( h_F \) might not be square-free (i.e., \( \Delta_{h_F} \) may vanish). This is easily taken care of by an application of the following immediate corollary of lemmata 4 and 5.

Corollary 1 Following the notation above, let \( g \) be the square-free part of \( f \) and let \( D' \) be the degree of \( g \). Then \( \log |\Delta_g| \leq D'(D \log 2 + \log(D' + 1) + \log c) \).

Another technical lemma we will need regards the existence of sufficiently many primes interleaving a simple sequence.

Lemma 2 The number of primes in the open interval \( (At^3, A(t+1)^3) \) is at least \( \left|\frac{At^2}{\log t + \log A}\right| \), provided \( A, t > e^5 \approx 148.413 \ldots \)

This lemma follows routinely (albeit a bit tediously) from theorem 8.8.4 of [BS96], which states that for all \( t > 5 \), the \( t^{12} \) prime lies in the open interval \((t \log t, t(t \log t + \log \log t))\).

Our main strategy for proving part (b) is thus the following: Let \( N_F \) be the obvious analogue of \( N_f \) for systems of polynomials. We will then attempt to find constants \( t_0 \) and \( A_F \) such that \( N_F(A_F(t+1)^3 - 1) - N_F(A_F(t)^3) > 1 \) for all \( t > t_0 \).

Via theorems 3 and 4, and a consideration of the primes dividing the \( a_i \) (the denominators in our rational univariate representation of \( Z_F \)), it immediately follows that \( |N_F(t) - N_{h_F}(t)| \leq V_F \sum_{i=1}^n \log |a_i + 1| \), for all \( t > 0 \). We are now ready to derive an inequality whose truth will imply \( N_F(A_F(t+1)^3 - 1) - N_F(A_F(t)^3) > 1 \): By theorem 4, lemma 3, the triangle inequality, and some elementary estimates on \( \log t, V_F \), and their derivatives, it suffices to require that \( A_F^2 \) strictly exceed \( 12(\log A_F + \log t) \) times the following quantity:

\[
2\left(1 + \sqrt{2}\right)\sqrt{3A_F^3}\log(3A_F^t) + \log |\Delta_g| + V_F(\log |\Delta_g| + \sum_{i=1}^n \log |a_i + n| + 1),
\]

for all \( t > \max\{t_0, e^5\} \), where \( g \) denotes the square-free part of \( h_F \). (Note that we also used the fact that \( i_g \geq 1 \).)

A routine but tedious estimation then shows that we can actually take \( t_0 = 1296(1 + \log 3^2 + \log 1296) \approx 4963040.506 \ldots \), and \( A_F \) as in the statement of part (b). So part (b) is proved at last. Careful accounting of the estimates then easily yields the explicit upper bound for \( A_F \) we state below. So the final half of part (c) is proved as well.

Remark 6 The constant \( 1296(1 + \log 3^2 + \log 1296) \) arises from trying to find the least \( t \) for which \( t^2 \geq \alpha \log 4^t \), where, roughly speaking, \( \alpha \) ranges over the constants listed in the expressions for \( A_F, B_F, C_F, D_F \) below:

\[
A_F \leq \left[1296B_F^2 \log^4 A_F + 36C_F^2 \log^2 C_F + 2D_C \log D_F\right],
\]

where \( B_F := 72\sqrt{3}(1 + \sqrt{2})V_F, \quad C_F := 24\sqrt{3}(1 + \sqrt{2})\log |\Delta_g| + 2, \quad D_F := 12V_F(\log |\Delta_g| + \sum_{i=1}^n \log |a_i + n| + 13). \)
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4 Appendix: Background on Toric Resultants and The Proof of Theorem

Recall that the support, $\text{Supp}(f)$, of a polynomial $f \in \mathbb{C}[x_1, \ldots, x_n]$ is simply the set of exponent vectors of the monomial terms appearing in $f$. The support of the polynomial system $F = (f_1, \ldots, f_m)$ is simply the $m$-tuple $\text{Supp}(F) := (\text{Supp}(f_1), \ldots, \text{Supp}(f_m))$. Let $\mathcal{A} = (A_1, \ldots, A_{m+1})$ be any $(m+1)$-tuple of non-empty finite subsets of $\mathbb{Z}^d$ and set $\mathcal{A} := (A_1, \ldots, A_m)$. If we say that $F$ has support contained in $\mathcal{A}$ then we simply mean that $\text{Supp}(f_i) \subseteq A_i$ for all $i \in [m]$.

Definition 2 Following the preceding notation, suppose we can find line segments $[v_1, w_1], \ldots, [v_{m+1}, w_{m+1}]$ with $\{v_i, w_i\} \subseteq A_i$ for all $i$ and $\text{Vol}_m(L) > 0$, where $L$ is the convex hull of $\{0, w_1 - v_1, \ldots, w_{m+1} - v_{m+1}\}$. Then we can associate to $A$ a unique (up to sign) irreducible polynomial $\text{Res}_A \in \mathbb{Z}[c_{i,a} \mid i \in [m+1], a \in A_i]$ with the following property: If we identify $\mathcal{C} := (c_{i,a} \mid i \in [m+1], a \in A_i)$ with the vector of coefficients of a polynomial system $\mathcal{F}$ with support contained in $\mathcal{A}$ (and constant coefficients), then $\mathcal{F}$ has a root in $(\mathbb{C}^*)^n \implies \text{Res}_A(\mathcal{C}) = 0$. Furthermore, for all $i$, the degree of $\text{Res}_A$ with respect to the coefficients of $f_i$ is no greater than $V_F$. \[\blacksquare\]

That the toric resultant can actually be defined as above is covered in detail in [Stu94, GRZ94].

Another operator much closer to our purposes is the toric perturbation of $F$.

Definition 3 Following the notation of definition \[\blacksquare\], assume further that $m = n$, $\text{Supp}(F) = \mathcal{A}$, and $\text{Supp}(F^s) \subseteq \mathcal{A}$. We then define $\text{Pert}_{F^s, \mathcal{A}_{n+1}}(u) \in \mathbb{C}[u_a \mid a \in \mathcal{A}_{n+1}]$ to be the coefficient of the term of $\text{Res}_A(f_1 - sf_1^s, \ldots, f_n - sf_n^s, \sum_{a \in \mathcal{A}_{n+1}} u_a x_a)$ in $\mathbb{C}[s][u_a \mid a \in \mathcal{A}_{n+1}]$ of lowest degree in $s$. \[\blacksquare\]

The geometric significance of Pert can be summarized as follows: For a suitable choice of $F^s$, $\mathcal{A}_{n+1}$, and $\{u_a\}$, Pert satisfies all the properties of the polynomial $h_F$ from theorem \[\blacksquare\] in the special case \[\blacksquare\]We of course fix an ordering on the coordinates of the exponents which is compatible with the usual ordering of $x_1, \ldots, x_n$. 
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in essence, pert is an algebraic deformation which allows us to replace the positive-dimensional part of $Z_F$ by a finite subset which is much easier to handle.

To prove theorems 1, 3, and 5 we will thus need a good complexity estimate for computing $\text{Res}$ and $\text{Pert}$.

**Lemma 3** Following the notation above, let $R_F$ (resp. $P_F$) be the number of deterministic arithmetic operations needed to evaluate $\text{Res}_A$ (resp. $\text{Pert}(F^*, A_{n+1})$) at any point in $\mathbb{C}^{k+n+1}$ (resp. $\mathbb{C}^{2k+n+1}$), where $A \subseteq \text{Supp}(F)$ and $A_{n+1} := \{0, e_1, \ldots, e_n\}$. Also let $r_F$ be the total degree of $\text{Res}_A$ as a polynomial in the coefficients of $\tilde{F}$ and set $m_F := e^{1/8} \bar{c}^{812 \sqrt{m_F + 1}} V_F$.

(Here $e^{1/8} \leq 1.3315$.) Then $r_F \leq (n + 1)V_F$, $R_F \leq (n + 1)r_F O((m_F^{3.376} + \bar{c}^{2.376m_F} V_F^{3.376}))$, and $P_F \leq (r_F + 1)R_F + O(r_F \log r_F) = O((n + 1)r_F + \bar{c}^{2.376m_F} V_F^{3.376})$. Furthermore, $k \leq m_F$. \[\square\]

The bound on $R_F$ (resp. $P_F$) follows directly from [EC93] (resp. [Roj99c]), as well as a basic complexity result on the inverse discrete Fourier transform [BP94, pg. 12]. The very last bound follows from a simple lattice point count.

Admittedly, such complexity estimates seem rather mysterious without any knowledge of how $\text{Res}$ and $\text{Pert}$ are computed. So let us now give a brief summary: The key fact to observe is that, in the best circumstances, one can express $\text{Res}$ as the determinant of a sparse structured matrix $M_A$ (a toric resultant matrix) whose entries are either 0 or polynomials in the coefficients of $F$ [EC93, EMI94, EP93, EM99]. In fact, the constant $m_F$ in our theorem above is nothing more than an upper bound, easily derived from [EC93] and [Roj99c], on the number of rows and columns of $M_A$.

However, it is more frequent that $\text{Res}$ is but a divisor of such a determinant, and further work must be done. Fortunately, in [EC93, EMI94], there are general randomized and deterministic algorithms for extracting $\text{Res}$.

---

**The Proof of Theorem 3**

Curiously, precise estimates on coefficient growth in toric resultants are absent from the literature. So we supply such an estimate below. In what follows, we use $u_i$ in place of $ue_i$.

**Theorem 8** Following the notation of lemma 3, suppose the coefficients of $F$ (resp. $F^*$) have absolute value bounded above by $c$ (resp. $c^*$) for all $i \in [n]$ and $u_1, \ldots, u_n \in \mathbb{C}$. Also let $\|u\| := \sqrt{u_1^2 + \cdots + u_n^2}$ and let $\mu$ denote the maximal number of monomial terms in any $f_i$. Then the coefficient of $u_0^i$ in $\text{Pert}(F^*, A_{n+1})$ has absolute value bounded above by $\frac{13/12}{\sqrt{\pi}} \sqrt{m_F + 1} \cdot 2^{m_F - i/2} \|u\|^{m_F - i}(\sqrt{\mu(c + c^*)} m_F \left(\frac{V_F}{i}\right))$, assuming that $\det M_A \neq 0$ under the substitution $(F - sF^*, u_0 + u_1x_1 + \cdots + u_nx_n) \mapsto \tilde{F}$. (Note also that $\frac{13/12}{\sqrt{\pi}} \leq 1.66691$.)

**Proof:** Let $c_{ij}$ denote the coefficient of $u_0^i s^j$ in $\text{det} \hat{M}_A$, under the substitution $(F - sF^*, u_0 + u_1x_1 + \cdots + u_nx_n) \mapsto \tilde{F}$. Our proof will consist of computing an upper bound on $|c_{ij}|$, so we can conclude simply by maximizing over $j$ and then invoking a quantitative lemma on factoring.

To do this, we first observe that one can always construct a toric resultant matrix with exactly $n_\delta$ rows corresponding to $f_{n+1}$ (where $\delta(Z_F) \leq n_\delta \leq V_F$), and the remaining rows corresponding to $f_1, \ldots, f_n$. (This follows from the algorithms we have already invoked in lemma 3.) Enumerating how appropriate collections rows and columns can contain $i$ entries of $u_0$ (and $j$ entries involving $s$), it is easily verified that $c_{ij}$ is a sum of no more than $\left(\frac{V_F}{i}\right) \left(\frac{m_F - i}{j}\right)$ subdeterminants of $M_A$ of size no greater than $m_F - i - j$. The coefficient $c_{ij}$ also receives similar contributions from some larger subdeterminants since the rows of $M_A$ corresponding to $f_1, \ldots, f_n$ involve terms of the form $\gamma + \varepsilon(s)$.

Via lemma 3 below, we can then derive an upper bound of $\left(\frac{V_F}{i}\right) \left(\frac{m_F - i}{j}\right) \|u\|^{m_F - i}$ $(\sqrt{\mu(c + c^*)} m_F - j)$ on $|c_{ij}|$. However, what we really need is an estimate on the coefficient $c_i$ of $u_0^i$ of $\text{Pert}(F^*, A_{n+1})$, assuming the non-vanishing of $\det M_A$. To estimate $c_i$, we simply apply lemma 3 below (observing that $\text{Pert}(F^*, A_{n+1})$ is a divisor of an $m_F \times m_F$ determinant) to obtain an upper bound of $\sqrt{m_F + 1} \cdot 2^{m_F - i/2} \left(\frac{V_F}{i}\right) \max_j \left\{\left(\frac{m_F - i}{j}\right) \|u\|^{m_F - i}(\sqrt{\mu(c + c^*)} m_F)\right\}$ on $|c_i|$. We can then finish via the elementary inequality $\left(\frac{m_F - i}{j}\right) \leq \frac{13/12}{\sqrt{\pi}} 2^{m_F - i}$, valid for all $j$ (which in turn is a simple corollary of Stirling’s formula). \[\square\]
A simple result on the determinants of certain symbolic matrices, used above, is the following.

**Lemma 4** Suppose $A$ and $B$ are complex $N \times N$ matrices, where $B$ has at most $N'$ nonzero rows. Then the coefficient of $s^j$ in $\det(A + sB)$ has absolute value no greater than \[ (N')^j v^{N-j}(v+w)^j, \]
where $v$ (resp. $w$) is any upper bound on the Hermitian norms of the rows of $A$ (resp. $B$). \[\Box\]

The lemma follows easily by reducing to the case $j = 0$, via the multilinearity of the determinant. The case $j = 0$ is then nothing more than the classical Hadamard's lemma [Mig92].

The lemma on factorization we quoted above is the following.

**Lemma 5** [Mig92] Suppose $f \in \mathbb{Z}[x_1, \ldots, x_N]$ has total degree $D$ and coefficients of absolute value $\leq c$. Then $g \in \mathbb{Z}[x_1, \ldots, x_N]$ divides $f \implies$ the coefficients of $g$ have absolute value $\leq \sqrt{D + 1} \cdot 2^D c$. \[\Box\]

We are now ready to prove theorem 3.

**Proof of Theorem 3**

(The Case $m = n$): The existence of an $h_f$ satisfying (0)–(5) will follow from setting $h_f(u_0) := \text{Pert}_{(F^\ast, \mathbb{A}_{n+1})}(u_0)$ for $\mathbb{A}_{n+1}$ as in lemma 3 below, and picking several $(u_1, \ldots, u_n)$ until a good one is found. Assertion (0) of theorem 3 thus follows trivially. That the conclusion of lemma 3 implies assertion (1) is a consequence of [Roj99c, Def. 2.2 and Main Theorem 2.1].

To prove assertions (1)–(5) together we will then need to pick $(u_1, \ldots, u_n)$ subject to a final technical condition. In particular, consider the following method: Pick $\varepsilon \in [1 + \left(\frac{V_F}{2}\right)]$ and set $u_i := \varepsilon^i$ for all $i \in [n]$. The worst that can happen is that a root of $h_f$ is the image two distinct points in $Z_F$ under the map $(\zeta_1, \ldots, \zeta_n) \mapsto u_1\zeta_1 + \cdots + u_n\zeta_n$, thus obstructing assertion (2). (Whether this happens can easily be checked within $\mathcal{O}(V_F \log V_F)$ arithmetic operations via a gcd calculation detailed in [Roj99c, Sec. 5.2], after first finding the coefficients of $h_f$.) Otherwise, it easily follows from Main Theorems 2.1 and 2.4 of [Roj99c] (and theorem 3 above and theorem 3 below) that $h_f$ satisfies assertions (1)–(3) and (5).

Since there are at most $\left(\frac{V_F}{2}\right)$ pairs of points $(\zeta_1, \zeta_2)$, picking $(u_1, \ldots, u_n)$ as specified above will eventually give us a good $(u_1, \ldots, u_n)$. The overall arithmetic complexity of our search for $u_F$ and $h_f$ is, thanks to lemma 4, \[
\left(\left(\frac{V_F}{2}\right) + 1\right) \cdot (V_F \mathcal{P}_{F} + \mathcal{O}(V_F \log V_F)).
\]
This proves assertion (4), and we are done. \[\Box\]

**Remark 7** Note that we never actually had to compute $V_F$ above. To pick a suitable $u$, we simply keep pick choices (in lexicographic order) with successively larger and larger coordinates until we find a suitable $u$.

(The Case $m < n$): Take $f_{n+1} = \cdots = f_m = f_n$. Then we are back in the case $m = n$ and we are done. \[\Box\]

(The Case $m > n$): Here we employ an old trick: We substitute generic linear combinations of $f_1, \ldots, f_m$ for $f_1, \ldots, f_n$. In particular, set $\bar{f}_i := f_1 + \varepsilon_i f_2 + \cdots + \varepsilon_{m-1} f_m$ for all $i \in [n]$. It then follows from lemma 3 below that, for generic $(\varepsilon_1, \ldots, \varepsilon_n)$, $Z_F$ is the union of $Z_F$ and a (possibly empty) finite set of points. So by the $m = n$ case, and taking into account the larger value for $c$ in our application of theorem 3, we are done. \[\Box\]

**Remark 8** Via theorem 3, we thus see that the asymptotic bound of assertion (3) can be replaced by essentially the same explicit quantities as detailed in remark 3. The only difference is that we replace $\sqrt{2}$ by $\sqrt{V_F}$. This accounts for the slightly larger asymptotic estimate. \[\Box\]

**Lemma 6** Following the notation above let $\mathbb{A}^* \equiv \{\mathbf{0}, \varepsilon_1, \ldots, \varepsilon_n\} \cup \bigcup_{j=1}^k \mathbb{A}_j$ for all $i \in [n]$ and $k^* := n \# A_1$, where $\#$ denotes set cardinality. Also let $C^*$ be the coefficient vector of $F^*$. Then there is an $F^*$ such that (i) $\text{Supp}(F^*) \subseteq \mathbb{A}^*$, (ii) $C^* = (1, \ldots, 1)$, (iii) $F^*$ has exactly $V_F$ roots in $(\mathbb{C}^*)^n$ counting multiplicities, and (iv) $\det M_{\mathbb{A}} \neq 0$ under the substitution $(F - sF^*, u_0 + u_1 x_1 + \cdots + u_n x_n) \mapsto F$. \[\Box\]

The above lemma is a paraphrase of [Roj99c, Def. 2.3 and Main Theorem 2.3].

**Lemma 7** Following the notation above, let $S \subseteq \mathbb{C}$ be any finite set of cardinality $\geq mV_F + 1$. Then there is an $(\varepsilon_1, \ldots, \varepsilon_n) \in S^n$ such that every irreducible component of $Z_{\mathbb{A}}$ is either an irreducible component of $Z_F$ or a point. \[\Box\]

The proof is essentially the same as the first theorem of [GH93, Sec. 3.4.1], save that we use part (0) of theorem 3 in place of Bézout’s Theorem.