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Abstract—This paper investigates the resource allocation algorithm design for intelligent reflecting surface (IRS) aided multiple-input single-output (MISO) orthogonal frequency division multiple access (OFDMA) multicell networks, where a set of base stations cooperate to serve a set of ultra-reliable low-latency communication (URLLC) users. The IRS is deployed to enhance the communication channel and increase reliability by creating a virtual line of sight for URLLC users with unfavorable propagation conditions. This is the first study on IRS-enhanced OFDMA-URLLC systems. The resource allocation algorithm design is formulated as an optimization problem for the maximization of the weighted system sum throughput while guaranteeing the quality of service of the URLLC users. The optimization problem is non-convex and finding the globally optimal solution entails a high computational complexity which is not desirable for real-time applications. Therefore, a suboptimal iterative algorithm is proposed which jointly optimizes all optimization variables in each iteration using a new iterative rank minimization approach. The algorithm is guaranteed to converge to a locally optimal solution of the formulated optimization problem. Our simulation results show that the proposed IRS design facilitates URLLC and yields large performance gains compared to two baseline schemes.

I. INTRODUCTION

Ultra-reliable low-latency communication (URLLC) is one of three important use cases of the fifth generation (5G) of wireless communication systems. URLLC focuses on mission-critical applications including factory automation, autonomous driving, remote surgery, and smart grid automation. These applications require sub-millisecond latency and very high reliability [1]. These strict quality-of-service (QoS) requirements are challenging to achieve, and thus, new technologies and system designs are needed.

A promising approach to facilitate URLLC is the deployment of intelligent reflecting surfaces (IRSs). IRSs comprise a set of passive elements which can reflect the incident signals with desired phase shifts [2], [3]. By optimizing the IRS phase shifts, wireless channels can be proactively manipulated, and virtual line-of-sight (LOS) channels to the URLLC users can be created. Unfortunately, the existing resource allocation designs for IRS-assisted systems are not directly applicable to URLLC systems. The authors in [4] investigated resource allocation for orthogonal frequency division multiple access (OFDMA) IRS-aided systems. In [5], robust and secure resource allocation for IRS-assisted systems was proposed. Resource allocation for IRS-aided multicell networks was investigated in [6]–[8]. However, the studies in [4]–[8] were based on Shannon’s capacity formula for the additive white Gaussian noise (AWGN) channel. Since URLLC systems employ a short frame structure and short packet transmission (SPT) to reduce latency, the relation between the achievable rate, decoding error probability, and transmission delay cannot be captured by Shannon’s capacity formula which assumes infinite block length and zero error probability [9]. If Shannon’s capacity formula is utilized for resource allocation design for IRS-aided URLLC systems, the latency will be underestimated and the reliability will be overestimated, and as a result, the QoS requirements of the users will not be met. On the other hand, existing resource allocation schemes for SPT in URLLC systems, such as [10]–[12], do not exploit IRSs. Thus, the benefits of IRSs for facilitating URLLC has not been investigated yet.

Furthermore, most resource allocation algorithms proposed for IRS-aided systems, such as [2], [13], are based on alternating optimization and semi-definite relaxation (SDR) techniques. However, the combination of alternating optimization and SDR methods does not ensure the local optimality of these algorithms. In particular, the Gaussian randomization required to meet the rank constraint after SDR is an impediment to the local optimality of the overall resource allocation algorithm. Thus, efficient new approaches for resource allocation design for IRS-assisted systems are needed.

In this paper, we address the above issues and focus on the resource allocation algorithm design for multicell multiuser IRS-aided multiple-input single-output (MISO) OFDMA-URLLC systems. This paper makes the following main contributions:

• We tackle the resource allocation algorithm design for multicell multiuser IRS-aided MISO OFDMA-URLLC systems. The resource allocation algorithm design is formulated as an optimization problem with the objective to maximize the weighted sum throughput subject to QoS constraints for all URLLC users and unit modulus constraints for the IRS elements.

• The formulated problem is non-convex, e.g., due to the coupling between the variables and the structure of the expression for the achievable rate for SPT, and hence finding the global optimal solution entails a high computational complexity. To overcome this issue, we first transform the problem into a difference-of-convex (D.C.) programming problem. Subsequently, Taylor series approximation and successive convex approximation are employed to find a locally optimal solution of the original problem. Moreover, a novel iterative rank minimization method is proposed to guarantee the rank constraint after...
SDR.
- We show by simulation that the proposed IRS-aided system facilitates URLLC and yields large performance gains compared to two baseline schemes.

**Notation:** Lower-case letters refer to scalar numbers, while bold lower and upper case letters denote vectors and matrices, respectively. \( \text{Tr} (\mathbf{A}) \) and \( \text{Rank} (\mathbf{A}) \) denote the trace and the rank of matrix \( \mathbf{A} \), respectively. \( \mathbf{A} \geq 0 \) indicates that matrix \( \mathbf{A} \) is positive semi-definite. \( \mathbf{A}^H \) and \( \mathbf{A}^T \) denote the Hermitian transpose and the transpose of matrix \( \mathbf{A} \), respectively. \( \mathbb{C} \) is the set of complex numbers. \( \mathbb{1} \) is the all-ones vector. \( \mathbf{I} \) and \( \mathbf{I}_N \) denote the identity matrix. \( \mathbb{H}_N \) denotes the set of all \( N \times N \) Hermitian matrices. \( | \cdot | \) and \( \| \cdot \| \) refer to the absolute value of a complex scalar and the Euclidean vector norm, respectively. The circularly symmetric complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) is denoted by \( \mathcal{CN}(\mu, \sigma^2) \), and \( \sim \) stands for “distributed as”. \( \mathbb{E}\{\cdot\} \) denotes statistical expectation. \( \nabla_x f(x) \) denotes the gradient vector of function \( f(x) \) and its elements are the partial derivatives of \( f(x) \). \( \| \mathbf{A} \|_F \) is the Frobenius norm of matrix \( \mathbf{A} \). \( j = \sqrt{-1} \) denotes the imaginary unit of a complex number. \( \text{diag}(\mathbf{a}) \) represents a diagonal matrix whose main diagonal elements are extracted from vector \( \mathbf{a} \). \( \text{Diag}(\mathbf{A}) \) denotes a vector whose elements are extracted from the main diagonal elements of matrix \( \mathbf{A} \). \( \mathbf{A}^* \) denotes the optimal value of optimization variable \( \mathbf{A} \).

II. SYSTEM AND CHANNEL MODELS

In this section, we present the system and channel models of the considered multicell multiuser IRS-assisted MISO OFDMA-URLLC system.

A. System Model

We consider a downlink system, where \( Q \) BSs, indexed by \( q = \{1, \ldots, Q\} \) are equipped with \( N_T \) single-antenna URLLC users, and \( K \) BSs, indexed by \( k = \{1, \ldots, K\} \), each BS is equipped with \( M \) passive reflecting elements. An IRS is denoted by the complex planar array (UPA) composed of \( M \) passive reflecting elements characterized by phase shift matrix \( \Phi = \text{diag}(\phi_1, \ldots, \phi_M) \), where \( \phi_m = e^{j\theta_m} \) and \( \theta_m \) denotes the phase shift of the \( m \)-th element of the IRS. As shown in [14], each BS is connected to the BBU by optical cables or wireless backhaul [14]. The IRS is also controlled by the BBU or the BSs via wired or wireless links. The BSs simultaneously serve the URLLC users in the same frequency band. The frequency band is divided into \( L \) subcarriers. An IRS is deployed to assist the communication between the BSs and the URLLC users. The IRS is equipped with \( M \) passive reflecting elements characterized by phase shift matrix \( \Phi = \text{diag}(\phi_1, \ldots, \phi_M) \), where \( \phi_m = e^{j\theta_m} \) and \( \theta_m \) denotes the phase shift of the \( m \)-th element of the IRS. A resource frame has a duration (the system delay) of \( T_f \) seconds and contains \( N_p = B_s T_f \) orthogonal frequency division multiplexing (OFDM) symbols, where \( B_s \) is the subcarrier bandwidth. To obtain a performance upper bound, perfect channel state information (CSI) of the entire system is assumed to be available at the BBU for resource allocation design [8] and the coherence time of the channels is assumed to exceed \( T_f \), i.e., the channel is constant for all \( N_p \) OFDM symbols of a frame. We assume that the delay requirements of all users are known at the BS and only users whose delay requirements can potentially be met in the current resource block are admitted into the system. The maximum transmit power of BS \( q \) is \( P_q \). Moreover, we assume the data of each user is available at all BSs. In addition, the BSs are synchronized and coordinate to perform beamforming for the users, i.e., they conduct coherent coordinate multipoint transmission and form a cell-free network [6, 8, 15].

B. Signal and Channel Models

In this paper, we assume each BS performs linear transmit precoding, where each user is assigned a unique beamforming vector. Hence, the transmit signal of BS \( q \) on subcarrier \( l \) is given by:

\[
x_q[l] = \sum_{k=1}^{K} w_{q,k}[l] u_k[l],
\]

where \( u_k[l] \in \mathbb{C} \) and \( w_{q,k}[l] \in \mathbb{C}^{N_T \times 1} \) are the transmit symbol and the beamforming vector of user \( k \) on subcarrier \( l \) at BS \( q \), respectively. Moreover, without loss of generality, we assume \( \mathbb{E}\{|u_k[l]|^2\} = 1 \), \( \forall k \). The received signal at user \( k \) on subcarrier \( l \) is given as follows:

\[
y_k[l] = \sum_{q=1}^{Q} (h_k^H[l] \Phi f_q[l] + g_{q,k}[l]) x_q[l] + z_k[l],
\]

where \( h_k[l] \in \mathbb{C}^{M \times 1} \) denotes the channel vector from the IRS to user \( k \) on subcarrier \( l \), \( F_q[l] \in \mathbb{C}^{M \times N_T} \) is the channel matrix from BS \( q \) to the IRS on subcarrier \( l \), and \( g_{q,k}[l] \in \mathbb{C}^{N_T \times 1} \) is the channel vector from BS \( q \) to user \( k \) on subcarrier \( l \), \( z_k[l] \sim \mathcal{CN}(0, \sigma^2) \) is the complex AWGN at user \( k \) on subcarrier \( l \). By substituting (1) into (2), we obtain (3), shown at the top of the next page. The signal-to-interference-plus-noise ratio (SINR) of user \( k \) on subcarrier \( l \) is given in (4), shown at the top of the next page.

III. RESOURCE ALLOCATION PROBLEM FORMULATION

In this section, we discuss the achievable rate for SPT, the QoS requirements of the URLLC users, and the adopted system performance metric for resource allocation algorithm design. Furthermore, we formulate the proposed resource allocation optimization problem for multicell multiuser IRS-aided MISO OFDMA-URLLC systems.
\[ y_k[l] = \sum_{q=1}^{Q} (h_{k,q}^H[l] \Phi F_q[l] + g_{k,q}^H[l])w_{q,k,l} + \sum_{k=1, j \neq k}^{Q} \sum_{l=1}^{K} (h_{k,q}^H[l] \Phi F_q[l] + g_{k,q}^H[l])w_{q,j,l} + z_k[l], \]  

(3)

\[ \gamma_k[l] = \frac{\sum_{q=1}^{Q} (h_{k,q}^H[l] \Phi F_q[l] + g_{k,q}^H[l])w_{q,k,l}^2}{\sum_{q=1}^{Q} \sum_{j \neq k}^{K} (h_{k,q}^H[l] \Phi F_q[l] + g_{k,q}^H[l])w_{q,j,l}^2 + \sigma^2} \]  

(4)

**A. Achievable Rate for SPT**

For performance evaluation of SPT, the so-called normal approximation for finite blocklength codes was developed in [16]. For parallel complex AWGN channels, the maximum number of bits \( R \) conveyed in a packet comprising \( L_p \) symbols can be approximated as [16, Eq. (4.277)], [17, Fig. 1]:

\[ R = \sum_{l=1}^{L_p} \log_2(1 + \gamma[l]) - Q^{-1}(\epsilon)(\sum_{l=1}^{L_p} \nu[l])^2, \]  

(5)

where \( \epsilon \) is the decoding packet error probability and \( Q^{-1}(\cdot) \) is the inverse of the Gaussian Q-function with \( Q(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} \exp\left(-\frac{t^2}{2}\right) dt \). Furthermore,

\[ \nu[l] = a^2(1 - (1 + \gamma[l])^{-2}) \]  

(6)

and \( \gamma[l] \) are the channel dispersion [16] and the SINR of the \( l \)-th symbol, respectively, where \( a = \log_2(\epsilon) \).

In this paper, we base the resource allocation algorithm design for multicell multiuser downlink IRS-aided MISO OFDMA-URLLC systems on [5].

**B. QoS and System Performance Metric**

The QoS requirements of URLLC user \( k \) include the minimum number of received bits, \( B_k \), the target packet error probability, \( \epsilon_k \), and the total system delay, \( T_f \). According to [5], the total number of bits transmitted over the resources allocated to user \( k \) can be written as:

\[ B_k(w, \Phi) = C_k(w, \Phi) - V_k(w, \Phi), \]  

(7)

where

\[ C_k(w, \Phi) = N_p \sum_{l=1}^{L} \log_2(1 + \gamma_k[l]), \]  

(8)

\[ V_k(w, \Phi) = Q^{-1}(\epsilon_k)\left( N_p \sum_{l=1}^{L} V_k[l]\right)^{\frac{1}{2}}, \]  

(9)

where the channel dispersion \( V_k[l] \) is given by:

\[ V_k[l] = a^2\left(1 - (1 + \gamma_k[l])^{-2}\right). \]  

(10)

Here, \( w \) is used to denote the collection of all beamforming vectors \( w_{q,k,l}, \forall q, k, l \).

**C. Optimization Problem Formulation**

In the following, we formulate the resource allocation optimization problem for the maximization of the weighted sum throughput of the system subject to the QoS requirements of each user regarding the received number of bits, the reliability, and the latency as well as the unit modulus constraint of the IRS elements. In particular, the proposed resource allocation policy is determined by solving the following optimization problem:

\[ \text{maximize}_{\Phi} \sum_{k=1}^{K} \mu_k(C_k(w, \Phi) - V_k(w, \Phi)) \]  

(11)

s.t. \( C_k(w, \Phi) - V_k(w, \Phi) \geq B_k, \forall k, \)

\[ C_2 : \sum_{k=1}^{K} \sum_{l=1}^{L} \|w_{q,k,l}\|^2 \leq P_{q,\text{max}}, \forall q, \]

\[ C_3 : |\phi_{m,n}| = 1, \forall m, \]

where \( \mu_k \) is the weight assigned to user \( k \). Larger values of \( \mu_k \) give a user a higher priority, and as a result, a higher throughput (i.e., more bits are transmitted to that user) compared to the other users. The values of the \( \mu_k \) can be specified in the medium access control (MAC) layer and are assumed to be given in the following.

In (11), constraint C1 guarantees the transmission of a minimum number of \( B_k \) bits to user \( k \). Constraint C2 is the total power budget constraint of BS \( q \). Finally, constraint C3 is the unit modulus constraint for the IRS elements. The problem in (11) is non-convex. The non-convexity is caused by the non-convex form of the SINR in (3), the coupling of the optimization variables, and the non-convex normal approximation in (7), which appears in the cost function and in constraint C1.

There is no systematic approach for solving general non-convex optimization problems. However, in the next section, we show that based on a series of transformations, problem (11) can be reformulated as a D.C. programming problem. This reformulation allows the application of Taylor series approximation to obtain a local optimum solution with low-computational complexity.

**IV. Solution of the Optimization Problem**

In this section, we focus on solving the optimization problem formulated in (11) and obtain a locally optimal solution. We apply three different transformations to problem (11) to arrive at a D.C. optimization problem. Subsequently, SCA and a novel iterative rank minimization method are employed to solve the resulting problem. The main steps for deriving the proposed algorithm are summarized in Fig. 2.

**A. Problem Transformation 1: Monotonic Reformulation**

In this subsection, we transform optimization problem (11) into an equivalent but more tractable form. The objective function and constraint C1 in (11) have a complicated structure. In fact, the objective function in (11) and constraint C1 are differences of two functions that are monotonic in the SINR,
i.e., $\gamma_k[l]$. To handle the related complexity and to facilitate the design of an efficient solution for problem (11), we introduce a set of auxiliary variables $\chi_k[l]$, $\forall k, l$, to bound the SINR from below, i.e.,

$$0 \leq \chi_k[l] \leq \gamma_k[l] \equiv \frac{r_k[l]}{d_k[l]}, \forall k, l,$$

where $r_k[l]$ and $d_k[l]$ are the numerator and denominator of the SINR in (4), respectively. Let us replace $\gamma_k[l]$ by $\chi_k[l]$ in $C(w, \Phi)$, $V(w, \Phi)$, $C_k(w, \Phi)$, and $V_k(w, \Phi)$ and denote the resulting functions by $C(\chi)$, $V(\chi)$, $C_k(\chi_k)$, and $V_k(\chi_k)$, respectively, i.e.,

$$C(\chi) = \sum_{k=1}^{K} \mu_k C_k(\chi_k), \quad V(\chi) = \sum_{k=1}^{K} \mu_k V(\chi_k),$$

$$C_k(\chi_k) = N_p \sum_{l=1}^{L} \log_2(1 + \chi_k[l]),$$

$$V_k(\chi_k) = aQ^{-1}(\epsilon_k)(N_p \sum_{l=1}^{L} (1 - (1 + \chi_k[l])^{-2}))^{\frac{1}{2}},$$

where $\chi_k$ denotes the collection of optimization variables $\chi_k[l]$, $\forall l$, and $\chi$ denotes the collection of optimization variables $\chi_k$, $\forall k$. Using these notations, we formulate a new optimization problem as follows:

$$\begin{align*}
\max_{w, \Phi, \chi} & \quad C(\chi) - V(\chi) \\
\text{s.t.} & \quad C_1 : C_k(\chi_k) - V_k(\chi_k) \geq B_k, \forall k, \quad C_2, C_3, \\
& \quad C_4 : \chi_k[l] \leq \frac{r_k[l]}{d_k[l]}, \forall k, l, \quad C_5 : \chi_k[l] \geq 0.
\end{align*}$$

Unfortunately, the objective function and constraint $C_1$ of problem (16) are not monotonic in $\chi$, and thus, constraint $C_4$ may not hold with equality. To cope with this issue, in the following, we transform (16) into a monotonic optimization problem in $\chi$. Subsequently, we show that problem (16) and the reformulated monotonic problem are equivalent. To this end, recall that the main condition required for a problem to be a monotonic optimization problem is the monotonicity of the objective function and the constraints. We note that the objective function and constraint $C_1$ in (16) are differences of two monotonic concave functions in the optimization variables $\chi$ (10). Hence, problem (16) can be transformed into the canonical form of a monotonic optimization problem in two steps.

**Step 1:** First, we transform the objective function in (16) into a monotonic function. Since $V(\chi)$ is monotonically increasing in $\chi$, $\chi \leq \chi_{\max}$ leads to $V(\chi) \leq V(\chi_{\max})$. Therefore, $V(\chi) + t = V(\chi_{\max})$ holds, for some positive $t$. Hence, substituting $V(\chi)$ by $V(\chi_{\max}) - t$, the optimization problem in (16) can be rewritten as follows:

$$\begin{align*}
\max_{w, \Phi, \chi, t} & \quad C(\chi) + t - V(\chi_{\max}) \\
\text{s.t.} & \quad C_1, C_2, C_3, C_4, \\
& \quad C_6 : t + V(\chi) \leq V(\chi_{\max}), \quad C_7 : t \geq 0,
\end{align*}$$

where the value of $V(\chi_{\max})$ is obtained by substituting $\chi_{\max}$ into $V(\chi)$ and $\chi_{\max}$ is the collection of all $\chi_{\max,k}[l], \forall k, l$, which can be obtained by removing the MUI in (4) and by allocating all available power of each BS $q$ to subcarrier $l$. Hence, this corresponds to the high signal-to-noise ratio (SNR) regime, and since we are interested in $V(\chi_{\max})$ and not in $\chi_{\max}$ itself, the value of $V(\chi_{\max})$ can be obtained by considering the limits of (10) for high SINR. This leads to $V(\chi_{\max}) = \sum_{k=1}^{K} \mu_k aQ^{-1}(\epsilon_k) \sqrt{LN_p}$.

**Step 2:** We use a similar approach as for transforming the cost function to transform constraint $C_1$ into a standard monotonic constraint. In particular, $V_k(\chi(k))$ + $\zeta_k = V_k(\chi_{\max,k})$ holds for some positive auxiliary optimization variable $\zeta_k$, where $\zeta_k$ is the collection of all $\chi_{\max,k}[l], \forall l$. Therefore, by substituting $V_k(\chi(k))$ by $V_k(\chi_{\max,k})$ + $\zeta_k$, constraint $C_1$ can be transformed into two monotonic constraints as follows:

$$\begin{align*}
\tilde{C}_1a & : C_k(\chi_k) + \zeta_k \geq V_k(\chi_{\max,k}) + B_k, \forall k, \\
\tilde{C}_1b & : V_k(\chi_k) + \zeta_k \leq V_k(\chi_{\max,k}), \forall k.
\end{align*}$$

We note that, at the optimal point, constraint $C_6$ holds with equality due to the monotonicity of the objective function with respect to auxiliary optimization variable $t$. Moreover, the left hand sides of (18) and (19) are monotonically increasing functions. Hence, problem (17) can be transformed into an equivalent monotonic optimization problem in $\chi$ as follows (18):

$$\begin{align*}
\max_{w, \Phi, \chi, t, \zeta} & \quad C(\chi) + t \\
\text{s.t.} & \quad \tilde{C}_1a, \tilde{C}_1b, C_2, C_3, C_4.
\end{align*}$$

Note that, in (20), we removed the constant $V(\chi_{\max})$ from the objective function because it has no effect on the optimal solution. Optimization problem (20) has a monotonically increasing objective function in $\chi$ and all constraints involving $\chi$ are monotonically increasing functions. Now, due to the monotonicity of the objective function, $\tilde{C}_1a$ and $\tilde{C}_1b$ with respect to $\chi$, constraint $C_4$ is active at the optimal solution. Therefore, the inequality in $C_4$ has to hold with equality which implies that optimization problem (20) is equivalent to problem (16). In the following, we focus on finding a locally optimal solution for transformed problem (20).
B. Problem Transformation 2: SDP Programming Reformulation

In the following, we transform (20) into an equivalent SDP problem. To this end, we exploit the following identity [19]:

\[
| (h_k^H l | \Phi F_q[l] + g_k^H l | w_{q,k}[l]|^2 = v^H R_{q,k}[l] W_{q,k}[l] R_{q,k}[l] v, \quad (21)
\]

where \( R_{q,k}[l] = [F_q[l] \text{diag}(h_k^H l)] g_k[l] \), \( W_{q,k}[l] = w_{q,k}[l] w_{q,k}^H[l] \), \( v = [\tilde{v}]^T \), \( |x|^2 = 1 \), and \( \tilde{v} = [e^{j\theta_1}, \ldots, e^{j\theta_M}] \). Let us define slack optimization variables \( I_k[l], \forall k, l \), to upper bound the denominator of \( \gamma_k[l], \forall k, l \), in constraint C4, and rewrite constraint C4 equivalently as:

\[
\begin{align*}
C4a & : \chi_k[l] I_k[l] \leq r_k[l], \forall k, l, \\
C4b & : I_k[l] \geq d_k[l], \forall k, l,
\end{align*}
\]

where \( I_k[l] \) represents the interference plus the noise of user \( k \) on subcarrier \( l \). Now, optimization problem (20) can be rewritten as an equivalent SDP problem as follows:

\[
\begin{align*}
\text{maximize} & \quad C(\chi) + t \\
\text{s.t.} & \quad \hat{C}_{a1}, \hat{C}_{b1}, \hat{C}_{2} : \sum_{k=1}^{K} \sum_{l=1}^{L} \text{Tr}(W_{q,k}[l]) \leq P_{q,k}\max, \forall q, \\
C4a & : \chi_k[l] I_k[l] \leq \sum_{q=1}^{Q} \text{Tr}(W_{q,k}[l]) G_{q,k}[l] V G_{q,k}^H[l], \forall k, l, \\
C4b & : \sum_{q=1}^{Q} \sum_{j \neq k} \text{Tr}(W_{q,j}[l]) G_{q,k}[l] V G_{q,k}^H[l]) + \sigma^2 \leq I_k[l], \forall k, l, \\
C5, C6, C7, C8 & : \text{Rank}(V) = 1, C9 : V \succeq 0,
\end{align*}
\]

where \( \hat{C}_{a1}, \hat{C}_{b1}, \hat{C}_{2} \) denote the collection of variables \( I_k[l], \forall k, l \). We note that \( \text{Rank}(W_{q,k}[l]) \leq 1, \forall q, k, l \), and \( W_{q,k}[l] \succeq 0 \) in constraints C11 and C12 are imposed to ensure that \( W_{q,k}[l] = w_{q,k}[l] w_{q,k}^H[l] \) holds after optimization. Similarly, \( \text{Rank}(V) \leq 1 \) and \( V \succeq 0 \) in constraints C8 and C9 are imposed to ensure that \( V = vv^H \) holds after optimization. Moreover, for simplicity of notation, we define \( W \) as the collection of all Hermitian matrices \( W_{q,k}[l] \in \mathbb{H}_{NT}^{+}, \forall q, k, l \).

C. Problem Transformation 3: D.C. Programming Reformulation

In the following, the goal is to reformulate problem (24) in the canonical form of D.C. programming. This will be done in two main steps as follows:

Step 1: The bilinear term \( \chi_k[l] I_k[l] \) on the left hand side of (24a) is non-convex and an obstacle to designing a computationally efficient resource allocation algorithm. However, this product can be written as the difference of two convex functions as follows [20]:

\[
\begin{align*}
C4a & : f_1(\chi_k[l], I_k[l]) - f_2(\chi_k[l], I_k[l]) \leq \\
& \sum_{q=1}^{Q} \text{Tr}(W_{q,k}[l] G_{q,k}[l] V G_{q,k}^H[l]), \forall k, l,
\end{align*}
\]

where

\[
\begin{align*}
f_1(\chi_k[l], I_k[l]) &= 0.5(\chi_k[l] + I_k[l])^2 \\
f_2(\chi_k[l], I_k[l]) &= 0.5(\chi_k[l]^2 + 0.5 I_k[l]^2).
\end{align*}
\]

Step 2: Constraints C4a and C4b are non-convex due to the coupling between the beamforming and the phase shift matrices. To tackle this issue, we apply difference of convex decomposition to these constraints. In particular, for two Hermitian matrices \( A, B \), the following relation holds for the Frobenius inner product:

\[
\text{Tr}(AB) = \frac{1}{2} \| A + B \|_F^2 - \frac{1}{2} \| A \|_F^2 - \frac{1}{2} \| B \|_F^2.
\]

Eq. (28) is in the form of a difference of two convex functions. Using (28), we can rewrite constraints C4a and C4b in the following difference-of-convex functions form:

\[
\begin{align*}
C4a & : 0.5 \sum_{q=1}^{Q} \left( f_3(W_{q,k}[l], V) - f_4(W_{q,k}[l], V) \right) \geq f_1(\chi_k[l], I_k[l]) - f_2(\chi_k[l], I_k[l]), \forall k, l, \\
& \sum_{q=1}^{Q} \sum_{j \neq k} \left( f_5(W_{q,j}[l], V) - f_6(W_{q,j}[l], V) \right) + \sigma^2 \leq I_k[l], \forall j \neq k, l,
\end{align*}
\]

D. SCA and Iterative Rank Minimization Approach (IRMA)

In this subsection, we present the proposed iterative algorithm. We apply Taylor series approximation and iterative rank minimization, which finally leads to an SCA algorithm.

Step 1 (Taylor series approximation): To obtain a convex optimization problem that can be efficiently solved, we have to handle the non-convex D.C. constraints C1b, C6, C4a, and C4b using Taylor series approximations for functions \( V_k(\chi_k), f_2(\chi_k[l], I_k[l]), f_3(W_{q,k}[l], V), \) and \( f_6(W_{q,k}[l], V) \).
For function $V_k(\chi_k)$, for feasible points $\chi_k^{(i)}, \forall k$, where $i$ is the SCA iteration index, the following inequality holds:

$$V_k(\chi_k) \leq \nabla_k V_k(\chi_k) = V_k(\chi_k^{(i)}) + \nabla \chi_k V_k(\chi_k^{(i)})^T (\chi_k - \chi_k^{(i)}),$$  \hspace{1cm} (35)

where $\nabla \chi_k V_k(\chi_k^{(i)})$ is the gradient of $V_k(\chi_k)$. Moreover, the Taylor series approximations of functions $f_2(\chi_k^{(i)}, I_k^{(i)}), f_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_2(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_4(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_6(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)})$, denoted by $f_2(\chi_k^{(i)}, I_k^{(i)}), f_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_2(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_4(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_6(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)})$, $\forall d = \{3, 6\}$, respectively, are given as follows:

$$\tilde{f}_2(\chi_k^{(i)}, I_k^{(i)}), \tilde{f}_3(\chi_k^{(i)}, I_k^{(i)}), \tilde{f}_4(\chi_k^{(i)}, I_k^{(i)}), \tilde{f}_d(\chi_k^{(i)}, I_k^{(i)}), \forall d = \{3, 6\},$$  \hspace{1cm} (36)

and

$$\tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_4(W_{q,k}^{(i)}, \chi_k^{(i)}), \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)}), \forall d = \{3, 6\},$$  \hspace{1cm} (37)

where $\nabla W \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)}), \nabla V \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)})$ and $\nabla W \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)}), \nabla V \tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)})$ are the gradients of $\tilde{f}_d(W_{q,k}^{(i)}, \chi_k^{(i)})$ with respect to $W$ and $V$, respectively. By substituting (35)–(37) into (24), we obtain the following optimization problem:

$$\text{maximize } C(\chi) + t$$  \hspace{1cm} (38)

s.t. C1a, C1b: $\nabla_k V_k(\chi_k) + \zeta_k \leq V_k(\chi_{\text{max}}, \forall k).$

C4a: $f_1(\chi_k^{(i)}, I_k^{(i)}), I_k^{(i)} - \tilde{f}_2(\chi_k^{(i)}, I_k^{(i)}), \forall k, l,$

C4b: $f_5(W_{q,k}^{(i)}, I_k^{(i)}), W_{q,k}^{(i)} - \tilde{f}_3(W_{q,k}^{(i)}, \chi_k^{(i)}), \forall k, l,$

C5, C6: $\nabla \chi_k(\chi_k^{(i)}), \chi_k^{(i)} - \chi_k^{(i)}.$

The remaining difficulties in solving (38) are the non-convex rank constraints C8 and C11, which are tackled in the following.

Step 2 (IRMA): To handle constraint C8, we exploit the following proposition:

**Proposition 1** (see (21)). A non-zero positive semi-definite matrix, $A \in H_n$, is a rank-one matrix if and only if $rI_{n-1} - Y^T AY \succeq 0$ holds for $r = 0$, where $Y \in \mathbb{R}^{n \times (n-1)}$ is a matrix whose columns are those eigenvectors of $A$ which correspond to the $n-1$ smallest eigenvalues.

Using **Proposition 1**, we substitute rank constraint C8 by semi-definite constraint $rI_{n-1} - Y^T Y \succeq 0$, and penalize the value of $r$ in the objective function such that eventually $r = 0$ and $\text{Rank}(V) = 1$ are satisfied. Hence, optimization problem (38) is rewritten as follows:

$$\text{maximize } C(\chi) + t - \eta_1^{(i)} r^{(i)}$$  \hspace{1cm} (39)

s.t. C1a, C1b, C2, C4a, C4b, C5, C6, C7, C9-C12.

**Algorithm 1** Successive Convex Approximation and IRMA

1: Initialize: Generate random initial points $W^{(i)}, V^{(i)}, \chi^{(i)}, z^{(i)}$. Set iteration index $i = 1$, maximum number of iterations $I_{\text{max}}$, initial penalty factors, $\eta_1^{(1)} > 0, \eta_2^{(1)} > 0$, maximum value of penalty factors $\eta_{1, \text{max}}$ and $\eta_{2, \text{max}}$, $\alpha_1$, and $\alpha_2$.

2: Repeat

3: Solve convex problem (40) for given $W^{(i)}, V^{(i)}, \chi^{(i)}, z^{(i)}$, store intermediate solutions $W, V, \chi, z$.

4: Set $i = i + 1$ and update $W^{(i)} = W, V^{(i)} = V, \chi^{(i)} = \chi, z^{(i)} = z$.

5: Find orthonormal eigenvectors $Y^{(i)}$ of $V^{(i)}$

6: Update $\eta_1^{(i)} = \min(\alpha_1 \eta_1^{(i)}, \eta_{1, \text{max}}), \eta_2^{(i)} = \min(\alpha_2 \eta_2^{(i)}, \eta_{2, \text{max}})$.

7: Until convergence or $i = I_{\text{max}}$.

8: Output: $W^* = W, V^* = V$.

**Algorithm Initialization**: To solve optimization problem (39), we need feasible initial points to achieve high performance. However, in general, it is not easy to find such initial points. To overcome this issue, we relax optimization problem (39). To do so, we first rewrite all constraints in the form $g_c \leq 0, \forall c$, where $c$ refers to a given constraint. Then, we relax these constraints as $g_c \leq \beta^{(i)}, \forall c$, by adding a slack variable $\beta^{(i)} \geq 0$. At the same time, we penalize the violation of these constraints by adding a penalty value $\eta_2^{(i)}$ for $\beta^{(i)}$ in the objective function of problem (39) and increase the penalty value $\eta_2^{(i)}$ in each iteration $i$. Thus, problem (39) can be rewritten as follows:

$$\text{maximize } (W, V, \chi, t, \zeta, L^{(i)}, \beta^{(i)}) \in \mathcal{Y}$$  \hspace{1cm} (40)

where $\mathcal{Y}$ is the relaxed feasible set of problem (39). **Algorithm 1** presents an iterative algorithm for solving (40). In the first iteration, by choosing small penalty weights $\eta_1^{(1)} > 0$ and
\( \eta_2^{(1)} > 0 \), we allow the constraints to be violated such that the relaxed feasible set \( \mathcal{Y} \) is large. Then, in each subsequent iteration \( i \), we use the solution from the previous iteration as initial point, increase the penalty weights \( \eta_1^{(i)} \) and \( \eta_2^{(i)} \) via multiplication factors \( \alpha_1 > 1 \) and \( \alpha_2 > 1 \), respectively, and solve the problem again. Thus, if a feasible point exists, for sufficiently large values of \( \eta_1^{\text{max}} \) and \( \eta_2^{\text{max}} \), continuing this iterative procedure eventually yields a solution where \( r^{(i)} = 0 \) and \( \beta^{(i)} = 0 \) hold. The maximum values \( \eta_1^{\text{max}} \) and \( \eta_2^{\text{max}} \) for the penalty weights are imposed to avoid numerical instability. Moreover, since problem (11) is reformulated as a D.C. problem and Taylor series approximation is used to convexify the problem, according to [24], [25], Algorithm 1 produces a sequence of improved feasible solutions until convergence to a local optimum point of problem (11) or equivalently problem (11) in polynomial time [21], [24], [25].

V. PERFORMANCE EVALUATION

In this section, we provided simulation results to validate the performance of the considered system. We adopt the simulation parameters provided in Table I, unless specified otherwise. We assume the center of the network is the point \((0,0)\) m and two BSs are located at \((0,-100)\) m and \((0,100)\) m while the IRS is located at \((50,0)\) m. Moreover, the users are located inside a circle with radius 5 m and the center of the circle is the point \((25,0)\) m. Let \( d_{\text{BS},U} \), \( d_{\text{BS,IRS}} \), and \( d_{\text{IRS,U}} \) denote the distance between a BS and a user, a BS and the IRS, and the IRS and a user, respectively. The distance-dependent path loss of the BS-user link is given by \( P_{L_{\text{BS},U}} = h_b (\frac{\lambda}{4\pi d_{\text{BS},U}})^{\kappa_{\text{BS},U}} \), and that of the BS-IRS-user link is given by \( P_{L_{\text{BS,IRS,U}}} = h_b (\frac{\lambda}{4\pi d_{\text{BS,IRS,U}}})^{\kappa_{\text{BS,IRS}}}, \) where \( \lambda \) is the wavelength and \( h_b \) and \( h_b \) represent the large-scale fading coefficients that represent the shadowing/blockage in the direct channel and the BS-IRS-user channel, respectively [3], [8]. The path loss exponents of the BS-user, BS-IRS, and IRS-user link, are set as \( \kappa_{\text{BS},U} = 3.2 \), \( \kappa_{\text{BS,IRS}} = 2.1 \), and \( \kappa_{\text{IRS,U}} = 2.1 \), respectively. Moreover, for the small-scale fading, we assume Rayleigh fading for the BS-user channel and Rician fading with Rician factor of 10 for the BS-IRS and IRS-user channels, respectively. The system delay is \( T_f = 0.41667 \) ms, i.e., \( N_p = 100 \). The parameters of Algorithm 1 are set as \( I_{\text{max}} = 500, \eta_1^{(1)} = 10^{-2}, \eta_2^{(1)} = 10^5, \eta_1^{\text{max}} = 10^2, \eta_2^{\text{max}} = 10^8, \alpha_1 = 25, \) and \( \alpha_2 = 25 \).

A. Performance Bound and Benchmark Schemes

We compare the performance of the proposed resource allocation algorithm with the following schemes:

- **Shannon's capacity (SC):** To obtain an (unachievable) upper bound on the system performance, Shannon's capacity formula is adopted in problem (11), i.e., \( V_k^c(w, \Phi), \forall k \), is set to zero. The resulting optimization problem is solved using a modified version of the proposed algorithm.

1 Note that the BS-IRS-user link is affected by the double-fading effect discussed in [23].

**Table I: Simulation Parameters.**

| Parameter                  | Value          |
|----------------------------|----------------|
| Carrier center frequency   | 6 GHz          |
| Total number of subcarriers| 32             |
| Bandwidth of each sub-carrier| 240 kHz       |
| Noise power density        | -174 dBm/Hz    |
| Maximum BS transmit power, \( P_{q,\text{max}} \) | 45 dBm |
| User weights               | \( \mu_k = 1, \forall k \) |
| \( h_b \) and \( h_b \)     | -80, 0 dB      |
| Packet error probability   | \( \epsilon_k = 10^{-6}, \forall k \) |
| Number of bits per packet  | \( B_k = 160 \) bits, \( \forall k \) |

**Figure 3:** Convergence of Algorithm 1. \( Q = 2, K = 2, N_T = 2, \forall k, P_{q,\text{max}} = 45 \) dBm, \( \forall k \).

- **Baseline 1:** In this scheme, we adopt random phase shifts for the IRS elements and optimize the beamforming of the BSs.

- **Baseline 2:** In this scheme, we remove the IRS from the system model and optimize the beamforming of the BSs.

**B. Simulation Results**

Fig. 3 shows the convergence of Algorithm 1 for a given channel realization. As can be observed, the system sum throughput increases monotonically with the number of iterations and reaches a local optimal point of the formulated optimization problem after convergence. Moreover, the values of \( r^{(i)} \) and \( \beta^{(i)} \) are also shown in Fig. 4 as functions of the number of iterations. In particular, since we increase the penalty value \( \eta_1^{(1)} \) in each iteration \( i \), the value of \( r^{(i)} \) decreases until it is equal to zero, such that the rank-one constraint on \( \Phi \) is satisfied. The value of \( \beta^{(i)} \) also decreases with the number of iterations and reaches zero after a few iterations, such that problem (11) becomes equivalent to problem (11).

Fig. 4 shows the average system sum throughput versus the maximum total transmit power of the BSs, \( P_{q,\text{max}} \). As can be observed from Fig. 4, the average system sum throughput increases monotonically with the maximum transmit power of the BSs. The reason for this is that the SINRs of the URLLC users can be improved by increasing the transmit power, which leads to an improvement of the system sum throughput.
the communication channel and to increase the reliability by a set of URLLC users. The IRS was deployed to enhance URLLC systems, where a set of BSs cooperate to serve throughput subject to QoS constraints for the URLLC users. A problem for the maximization of the weighted system sum the resource allocation algorithm as a non-convex optimization providing a virtual LOS for the URLLC users. We formulated terms of achievable rate for Baseline 2 has a slower growth rate in received from the BS which leads to a larger power gain. The reflecting elements employing an IRS. The reason for this is that more IRS passive the number of elements increase for all considered schemes from Fig. 5, the average system sum throughput increases as the average system sum throughput. As can be observed optimize the phase shifts. resource allocation policies may not meet the QoS constraints. Nevertheless, the proposed scheme closely approaches the performance of SC.

Fig. 5 shows the impact of the number of IRS elements \( M \) on the average system sum throughput. As can be observed from Fig. 5 the average system sum throughput increases as the number of elements increase for all considered schemes employing an IRS. The reason for this is that more IRS passive reflecting elements \( M \) can reflect more of the signal power received from the BS which leads to a larger power gain. The achievable rate for Baseline 2 has a slower growth rate in terms of \( M \) compared to the proposed scheme as it does not optimize the phase shifts.

VI. CONCLUSIONS

This paper has studied the resource allocation algorithm design for multicell multiuser IRS-aided MISO OFDMA-URLLC systems, where a set of BSs cooperates to serve a set of URLLC users. The IRS was deployed to enhance the communication channel and to increase the reliability by providing a virtual LOS for the URLLC users. We formulated the resource allocation algorithm as a non-convex optimization problem for the maximization of the weighted system sum throughput subject to QoS constraints for the URLLC users. A low-complexity algorithm for jointly optimizing all variables by exploiting a new iterative rank minimization approach was proposed and shown to find a locally optimal point. Our simulation results have confirmed that an IRS can facilitate URLLC and the proposed algorithm achieves a large performance gain compared to two baseline schemes.
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