A classification of structural inertia: Variations in structural response
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Abstract Structurally inert firms suffer elevated failure risks in the face of environmental change because inertia makes it difficult to keep pace with the speed of such change. Traditionally, this ecology theory based outlook focuses on the risks of mortality, treating the make-up of an organization’s architecture as uniform and thus relatively inconsequential for understanding this hazard. Renewing recent debates on inertia and on structure, in this paper we examine the specifics of the make-up of structural inertia in the context of failure hazards—the measurable survival risks associated with failure. Developing a classification of structural inertia, we test a sample of 755 firms listed on the Taiwanese Security Exchange across 52 industries to develop a convention on organizational structure, ratifying that structural inertia differs by type in incorporating failure hazards. Findings differentiate between and elaborate the validating environmental and resource conditions for these different categories, detailing the extent to which failure hazards are related to the specifics of
each type. This variation is helpful in explaining better why, despite conditions leading to failure, inert organizations continue to thrive over time. Discussing this logic addresses the narrow representation of structural inertia and limitations to its theoretical development over several decades. It also shows that traditional organizational ecology measures can be legitimately underplayed in organizations dealing with increased failure hazards in favor of the characteristics of different structural inertia types.
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Despite decades of scholarly focus and theorizing on managing change and success, failure and dealing with failing remains a captivating, persistent organizational feature (Bruton, Ahlstrom, & Wan, 2003; Heine & Rindfleisch, 2013; Ucbasaran, Shepherd, Lockett, & Lyon, 2013). This constancy acknowledges the ongoing practical placement of failure in organizations, such as strategies for learning from failure (Shepherd, Patzelt, & Wolfe, 2011), using failure to innovate (McKinley, Latham, & Braun, 2014), or incorporating failure for improved performance (Birkinshaw & Haas, 2016), as well as the ubiquity of corporate mortality (US Department of Labor, https://www.bls.gov/bdm/entrepreneurship/bdm_chart5.htm). Such endurance, however, also brings attention to the positioning of failure in debate on organizations and their features: Historically well-theorized as a seminal characteristic of all organizations, yet currently presented as either serving change themes or deeply contextualized to change processes (Lewis, 2015; Schwarz, 2012; Suddaby & Foster, 2017). With this positioning and background, in this paper we seek to refresh discussion on structural inertia—one of the basic tenets of organizational ecology that centers on incorporating failure (Hannan & Freeman, 1989; Mellahi & Wilkinson, 2010). Specifically, we ask, do different types of structural inertia result in similar responses to failure hazards? With its foundation in an acceptance of the presence of failure, we study the make-up of structural inertia in the context of failure hazards, which are defined as a firm’s measurable survival risks associated with failure (Dobrev & Gotsopoulos, 2010). These hazards increase or decrease the extent of an organization’s risk-taking and risk management in the face of environmental pressures and differences in resource utilization. In organizational ecology, failure hazards are a way of modeling stability, assuming that attempts at structural fit are associated with a risk of failure that needs to be managed (Hannan & Freeman, 1984).

The value of asking this research question is related to the way that organizational ecology literature has tended increasingly to present a narrowed account of structural inertia and failure. Defined as the persistent organizational resistance to changing architectures (i.e., rather than shifting to new configurations as the environment changes, Hannan, Pólos, & Carroll, 2004), it is widely agreed that structurally inert firms are more likely to be buffered by failure because inertia protects the firm from the liabilities and risks associated with change in an organizational population. Yet, while ecology research has advanced our understanding of the sources of inertia, there has been little contemporary insight into the make-up of structural inertia differences related to failure hazards, and the possibilities these differences offer. Recognizing this deficiency is consequential because it highlights that despite an ongoing tendency in organizational ecology to critically dissect established reasoning for homogeneity in
organizational forms (e.g., Denrell, Liu, & Mens, 2017; Lander & Heugens, 2017; Yi, Knudsen, & Becker, 2016), the tendency has been to embed structural inertia in this debate, assuming the placement of its parts (or used in support of debate on ecology trends). This gap in ongoing inertia development is understandable given that the abovementioned well-accepted ecology perspective assumes the value of structural stability and its failure connection. It predicts that organizations are a by-product of selection rather than adaptation, even in dynamic environments, because organizations that are reliable and accountable tend to reproduce structures and favor stability (or at least, difficulty changing, Hannan & Freeman, 1977, 1984). With this reasoning, organizations that attempt change or reorganization are seen as risking weaker performance and mortality (Barnett & Pontikes, 2008; Levinthal & Posen, 2007; Yi et al., 2016)—that is, an increase in failure hazards.

Despite this validation, the problem with existing ecology literature on structural inertia is that it “has not advanced in parallel with [its] empirical work” (Hannan, Pólos, & Carroll, 2007a: 231), particularly outside ecology themes and research; a paucity that leads to questions about its usefulness (Schwarz, 2012) and value (Donaldson, 1995). In response, focusing on a test of structural inertia differences, in this paper we contribute a more nuanced perspective on structural inertia, recognizing that it has been progressively sidelined in organizational research. Building on inroads made by Stieglitz, Knudsen, and Becker (2016) in showing that there can be variations in the levels of inertia that a firm experiences, we argue that while its features are established, structural inertia is far more dynamic than it is currently characterized. Through this variation we explain why, notwithstanding conditions leading to failure, inert organizations continue to thrive over time, based on the presence of different inertia types.

This examination acknowledges Hassard, Cox, and Rowlinson’s (2013) note that in the constant search for new and exciting theories, organizational research may be overlooking historically developed paradigms that are still useful (but need updating). A brief cross-section of contemporary ecology research indicates that structural inertia theory is deeply embedded in dialog on organizations particularly because of its historical placement in organization theory (see Baum, Dobrev, & Van Witteloostuijn, 2006; Gilbert, 2005, for such justification). At the same time, as Haveman and Kluttz (2015) pointed out, it is increasingly seen as having become narrower and less significant in the way we think about organizations. Central to this reaction is a view of structural inertia as overly complex and highly abstract, and “heavily rooted in biological Darwinian sociology, with little—if any—managerial relevance” (Dobrev, Van Witteloostuijn, & Baum, 2006: 4). This view has led to a narrowing of structural inertia theory’s appeal to contemporary organizational scholars. As a consequence, nuanced explanations of differences in structural inertia have a limited presence in ecology research, especially constraining depth to debate on how it might emerge differently. In response to this deficiency, while recognizing that there are already established differences in how inertia is represented (based on its established features, namely age, size, and strength, that Hannan and Freeman’s [1984] original discussion raised), and the perpetual assumption in ecology theory that similar conditions give rise to a similar form of organization, this paper tests variations in structural inertia.

Thus, as a primary contribution on organizational structure, we broaden inertia theory by developing and testing a classification of structural inertia by type in an emerging economy. This approach enables a more extensive understanding of ways to
study and apply this structure. Using a sample of 755 Taiwanese firms across different industries, we show structural inertia as a far more dynamic feature of organizations than it has been characterized, moderated by environmental jolts and slack resources of the organization. As core features of organizational ecology that govern the dynamics of how inertia is reinforced (Hannan & Freeman, 1989), the way an environment suddenly diverges or changes (i.e., jolts), and how an organization uses or maintains its excess resources (i.e., slack) shows the potential for differences in the adoption of inertia types, which is especially relevant in the context of the story on Taiwanese organizational ecology. Taiwanese organizations have seen an economic evolution from a rapidly growing entity to a stabilized ecology by accommodating environmental jolts and resource slack. For instance, the experience in 2003 of Pan-International Electronics, a global provider of electronic manufacturing services, shows how leading Taiwanese firms dealt with the failure hazard caused by rapid market change from the outbreak of Severe Acute Respiratory Syndrome (SARS). Despite the negative impact on consumer demand, the firm increased investing in R&D and human resources, which eventually led to increases in profit and revenue. With this extension, this paper provides a framework to engage in a broader debate on structural inertia in particular, and architecture in general. These results promote a clear alternative to a conventional reading on how inertia thrives, especially in the context of structures in emerging Asian economies.

By using the classification, we also contribute to debate on structural choice, establishing a link in a growing area of debate (after Suddaby & Foster, 2017) between structural inertia and time by showing that the relative advantages between each inertia type diminish in the short-term. This addition is especially significant to broadening how we approach structural inertia during change given inertia’s historical connection to temporal patterning and failure. In addition, recognizing the progressive sidelining and narrowed appeal of structural inertia outside ecology, and with a core interest in developing ongoing debate in inertia, we demonstrate that structural inertia remains an emergent and changing organizational form relative to the choices and reasoning highlighted through the classification. Providing this more nuanced explanation reaffirms the ongoing value in inertia, and illustrates how organizations can engage with it differently, elaborating on the specifics of a broader call to arms for progress on structural inertia theory and practice.

This focus on differences by type recognizes that theorizing on organizational transformation and development has evolved to be far more extensive and engaged (Burke, 2017), while debate on structural inertia and failure remains embedded in advancing ecology themes, such as on architectural cascades (Hannan, Pólos, & Carroll, 2003) or age dependence (Le Mens, Hannan, & Pólos, 2015a). Specifically, we ratify a structural inertia classification through a test of (1) differences in survival risks associated with failure between specific different types, and (2) the role of environmental jolts and (3) resource slack relative to inertia type in response to failure. We test these hypotheses by considering failure hazards in the form of the structural consequences of financial distress of firms listed on the Taiwanese Security Exchange from 2000 to 2011. This choice represents an ideal setting to examine these issues.

1 [http://quote.morningstar.com/stock-filing/Annual-Report/2004/12/31/t.aspx?t=XTAI:2328&ft=&d=56bd6e5e99c3e9bf](http://quote.morningstar.com/stock-filing/Annual-Report/2004/12/31/t.aspx?t=XTAI:2328&ft=&d=56bd6e5e99c3e9bf)
because of the regional failure pressures during this time period (via economic down-
turn), while Taiwan features an abundance of firms high in pyramidal control and
total control rights typical of inertia (Yang & Schwarz, 2016). As a test of inertia and its
relevancy, our classification of structural inertia by type provides the necessary frame-
work to develop additional interest in and debate of structural inertia in organizational
research, extending the geographic reach of empirical research on organizational
structure to emerging economies. With this focus, we show that traditional organiza-
tional ecology measures can be legitimately underplayed in organizations dealing with
increased failure hazards in favor of the characteristics of different structural inertia
types.

Literature review

The problem with structural inertia in organizational research is that given its history
and development, the construct is widely assumed to be “known”—that we know
about inertia and what constitutes its parts, features, and measures. With this perspec-
tive, and given its presence in organizations, structural inertia has become seen as an
establishment organizational theory. It is portrayed as an important but niche theory,
and a construct that plays a moderating or secondary role in how we research
organizations (e.g., Donaldson, 1995; H a v e n a n & Klutz, 2015), rather than a core
dimension to embellish further (i.e., than what we already know about or use).

Originating in organizational ecology, with its emphasis on how organizational
populations adapt and evolve, and with a focus on the external influences that shape
the diversity in organizational form, structural inertia considers the effects of environ-
ment on organizational structure. Facing pressures and constraints, organizations adopt
structural inertia in order to fit their environment. The misfit of an organization leads to
lower performance and therefore, reduced probability of survival (Hannan & Freeman,
1977, 1984, 1989). At its foundation is the assumption that organizations are selected
by the environment—that they need to fit closely with environmental requirements to
survive—and those that do not fit disband or disappear. As Le Mens, Hannan, and
Pólos (2015b) noted in an update, this perspective asserts that environments change
because rivals introduce superior facilities, technologies, and strategies, and because
market tastes evolve. At the same time, aging and large organizations cannot adapt well
to these changes because of increasing inertial pressures, leading to performance
decline. This approach assumes that in dynamic environments organizations seek a
high degree of reliability (i.e., the ability to vary as little as possible in the quality and
accuracy of its performance despite environmental demands), and high accountability
(i.e., the demand for organizations to account rationally for decisions, rules, and
actions). Accordingly, structural inertia is an evolutionary by-product of such selection
because firms that are more reliable and accountable tend to reproduce structures.
Reproducibility of structure then strengthens inertia, but it is an unintended conse-
quence of selection. Paradoxically, inert firms then suffer the risk of elevated mortality
hazards in the face of environmental change since inertia makes it difficult to keep pace
with the speed of environmental change.

With a focus on this selection process, and its view that foundings and failures drive
organizational populations and change, ecologists assume that organizations are subject
to strong inertia forces because, once founded their structures do not change much over time. For Hannan and Freeman (1977), structural inertia was used to justify this assertion and the claim that organizations with features that match environmental requirements have a competitive advantage and therefore are selected for survival. Simply put, “as the attributes of the environment encompassing populations of organizations shift over time, the dominant attributes of the organizations in the population also shift, but through a process of selection and culling rather than a process of individual organizational adaptation” (McKinley & Mone, 2003: 358). Structural inertia is a by-product of this process suggesting that any attempt at reorganization is a risky proposition because it increases the possibility of failure (i.e., mortality).

Given the provocative nature of this resistance to change thesis and its focus on the place and value of failure, inertia theory has attained almost paradigmatic status in organizational research. Debate on structural inertia is embedded in organizational theory, which has then limited its accessibility to non-ecology researchers. As a result, a scan of macro-organizational failure literature indicates that structural inertia is not a substantive driver of this discussion (see reviews by McKinley et al., 2014; Trahms, Ndofor, & Sirmon, 2013). While deeply-rooted, in keeping with the relative value of macro-organizational scholarship on the field (Certo, Sirmon, & Brymer, 2010) and criticism of its complexity and usefulness (Donaldson, 1995), it has become an acceptable, integrated feature of contemporary organization discussion. Organizational researchers explore broad inertia themes such as its sources (Dunbar & Ahlstrom, 1995; Gilbert, 2005), its conditions (Dew, Goldfarb, & Sarasvathy, 2006), or its effects (Ruef, 2006). But they tend to do so incorporating rather than developing Hannan and Freeman’s (1984) original representation of it, or challenges to its portrayal of failure.

This shortcoming is especially valid given that although applied discussion on organizational design and structure has continued to advance (Christensen & Raynor, 2013), and although there is progress in inertia commentary (e.g., on age, environment, adaptation, and routine, Häkonsson, Klaas, & Carroll, 2013; Yi et al., 2016) debate still tends to theorize structural inertia based on the tenet that organizations are unable (or unwilling) to initiate changes to its core features (made up of the organization’s mission or goals, its forms of authority, basic technology used to transform inputs into outputs, and general marketing strategy). This tendency is particularly noticeable when compared to the advances made in theories embedded in ecology themes, such as the growth in institutional theory, which originally relied on Hannan and Freeman’s (1984) explanation of organizational form and on inertia strength. Further highlighting the progression of this debate limitation, there are several developments in decision-making and in change research that incorporate new interpretations of inertia or its placement, such as Barnett and Pontikes’ (2008) success bias argument on the risks of change or Hannan et al.’s (2007a) proposal to consider the “microfoundations” of the theory, specifically related to the character of structural arrangements and processes.

The consequence of this problem with inertia is that it results in a failure to realize advances made (rather than its underpinning idea), restricting its broader use and impact, a theme that Le Mens et al. (2015a) underscored. Instead, when there has been a dedicated focus on structural inertia, attention is given to testing its original theorems and propositions, establishing its features, and explaining the curvilinear effect of
inertia in particular industries (see Baum et al., 2006). Recognizing the risks of this problem to how we think about inertia in organizations, and as part of a contemporary extension, we present a classification of structural inertia to examine the extent to which different structural inertia responses exist, based on how inertia is reasoned.

A classification of structural inertia responses

It is broadly acknowledged but under-explored that inert organizations in populations have the potential to vary structurally (Haveman & Kluttz, 2015) and that organizations adopting structural inertia are often pressured to do so (Le Mens et al., 2015b). Using these assertions, and recognizing Stiegitz et al.’s (2016) work showing the flexibility available to inertia in dynamic environments, we propose that there are different types of inertia possible. We make this proposal recognizing the aforementioned problem with inertia and that structural inertia is (still) a constant feature of contemporary organizations.

At the base of the classification is an acknowledgement that there are examples of variations in structural inertia, such as Gilbert’s (2005) categorization of different inertia sources to explain possible alternative explanations for structural inertia decisions, or Yi et al.’s (2016) work on inertia in routines. Similarly, Schwarz (2012) noted that there are different ways of approaching inertia during change. But such accounts are limited because they typically theorize on the “path” organizations adopt structurally once they make a decision (leading to failure and decline). In this context, it is interesting to note that Hannan (and some colleagues) spent at least a decade reorienting the original inertia thesis to be conceptually broader (see Hannan et al., 2003, 2004; Pelí, Pólos, & Hannan, 2000; Ruef, 2006; Simons & Ingram, 2004), with allied assertions on the limitations of not adequately developing its underlying phenomenon.

Structural inertia types and their adoption

The essence of the classification is that it proposes different paths in how firms adopt (or maintain) structural inertia preferences related to a combination of discretionary and contextual factors. In keeping with ecology approaches, the focus is on individual firms within a broader population, as well as the selection process inherent in structural inertia—the adjustment in the extent to which organizations maintain stable structures as their environments change. Using this focus, we draw on Wholey and Brittain’s (1989) contention that there are multiple possible patterns in how organizations form and operate, guided by environmental variation, a notion supported by Schwarz (2012) specific to differences within structural inertia. Doing so, we incorporate Hannan and Freeman’s (1984) assertion that when inertial pressures are sufficiently strong, mobility to another form of organizing is unlikely. This selection establishes that there are variations in the strength of inertia for different organizations, referring to age, size, and resource pressures as an organization’s environment changes (and impacting survival risks associated with failure; see Hannan & Freeman, 1984: 161 and Hannan & Freeman, 1989: 80 for measures of variations in strength). Recognizing this strength continuum is key to establishing the possibility for a classification of inertia differences by type. Such variation arises from external, environment pressures and internal, resource capacity...
pressures, and enables structural inertia to vary from one class of organization to another. Using this difference and based on the selection constraints it promotes allows us to formulate four types of inertia (restricted, coincidental, habitual, and purposive).

*Restricted inertia* is a bounded or circumscribed structural inertia type response. The organization does not have adequate resources available to commit to a new course of action to facilitate structural change, leading to inertia selection via a slower pace of change over time. Without flexibility, it is difficult to change structure quickly while firms cannot reverse ineffective strategic choices (Shimizu & Hitt, 2004; Yi et al., 2016). Even though a need to change may be favored, with inadequate resources to support this recognition, substantive structural changes are unable to be made, reinforcing inertia, such as how IBM’s inertia progressively evolved in the face of start-up competitors (Christensen, 2013). This limitation response makes a firm unable to remobilize and change structurally. Consequently, and relevant to a test of the classification, we predict that restricted structural inertia firms will be the most tenuous because they have the highest failure hazard of all inertia types (i.e., the highest risks associated with failure hazards).

*Coincidental inertia* is a sudden or reactive structural inertia response. Uncertainty prompted by the environment leads to an uncoordinated response to the organizational population, thereby reinforcing the value of maintaining structural inertia rather than changing. In this context, structural inertia is viewed as part of an institutional identity. For instance, such as how Firestone Tire and Rubber remained structurally inert in the face of a need to respond to a changing marketplace, leading to significant changes in the firm’s market share (Sull, 2005). The basis of this type is that the organization does not have adequate access to resources already committed or does not have certainty in its resourcing. Without this resource mobility the organization responds to change by unexpectedly slowing down any possible reorganization, thereby unintentionally strengthening the structural status quo. Since this type of structural inertia response is inadvertent, it achieves a coincidental fit with population-led environmental pressures, and subsequently tends to have a high failure hazard (i.e., an increased risk associated with failure hazards).

*Habitual inertia* is an accommodating structural inertia response—its accommodation occurs when dealing with change. It recognizes the role that routines play in enabling stability through repeatable and reliable organizational activities (Yi et al., 2016). This type is based on an assumption that while structural changes are feasible and possible, routine hinders organizational adaptation and facilitates the retention of structure, providing advantages for survival and efficiency, such as the inertia associated with government department routine and its associated bureaucracy. With adequate access to resources the organization actively retains inertia. Rather than consider structural change alternatives, the routine embedded in structural inertia is viewed as a way to maintain the advantages of stability. This response is justified on the basis that reliability (or certainty) is central to structural inertia and that inertia is relative (i.e., that firms change less than markets do). This habit allows actors to rely on repetitive responses and practices (see Simon, 1997), establishing the value of highly reproducible structure. With the firm reinforcing existing resourcing and routine patterns, as part of a test on this classification we maintain that habitual inertia types will carry a moderate failure hazard (i.e., a lower failure hazard than restricted types, but a higher risk than coincidental inertia types).
Purposive inertia is the highest strength validation of structural inertia at the opposite end of the scale to restricted inertia. Because of the pressure of the status quo to select inertia, the firm chooses to match its institutional identity or reputation to the organizational population. Environmental pressure is recognized, and the focus is on conformity and limiting structural variability as a means of allocating available resources and available organizational actions. As Le Mens et al. (2015b) noted, a preference for the status quo becomes self-reinforcing over time, with the longer that a structure is in place the more likely the organization opposes structural change. For example, Gilbert (2005) showed how newspaper organizations responded to digital media by validating inertia, absorbing this change in operations into existent structures. The basis of this type is that a degree of certainty in resources gives the organization the capacity for consistent performance. In keeping with structural inertia theory findings on the advantages of the rigidity of organizational structures and adopting strong inertia (Amburgey, Kelly, & Barnett, 1993; Hannan et al., 2007a), we predict that purposive structural inertia types will have the lowest failure hazard of all inertia types (i.e., lowest risk associated with failure hazards).

Noting Hannan and Freeman’s (1977) emphasis of the possibility of variations in the strength of inertia, and given our abovementioned expectations for failure hazard risks, we hypothesize a test of this classification using purposive inertia—the highest strength option—as a benchmark.

Hypothesis 1 Organizations adopting purposive structural inertia will have the lowest survival risk associated with failure, compared to other inertia types.

Environmental jolts and structural inertia responses

Essential to the extent to which different structural inertia responses exist, based on how inertia is reasoned, is a consideration of the environment and if some organizations adopt a particular type when environment shifts (and whether there is an associated failure hazard). Tests of inertia theory maintain that a dynamic environment presents clear risks to organizations if they change strategies and structures as quickly as or in response to their environments (e.g., Dobrev, Kim, & Carroll, 2003; Le Mens et al., 2015a, 2015b). Environmental change is seen as constraining an organization’s ability to reorganize (e.g., de Figueiredo, Rawley, & Rider, 2015; Zaheer, 1995). At its simplest, organizations “are highly vulnerable to environmental shocks” (Hannan & Freeman, 1984: 161) subjecting them to strong legitimacy constraints. This pressure limits an ability to change structure, based on not being able to adapt quickly enough to changing conditions (Ruef, 2004), or acts as a barrier to reversing a course of action when environmental conditions change (Davis, Eisenhardt, & Bingham, 2009). Fundamentally, environmental selection favors structural stability and therefore, structurally inert firms. Consequently, ecology approaches assume that organizations facing the threat of dynamic environments are best to reinforce inertia rather than promote systematic structural change (Denrell et al., 2017; Yi et al., 2016). We consider this relationship for different inertia types in the context of failure hazards.

Given this basis, and in contextualizing the adoption of inertia, most ecology research has tended to present environment as a constant feature of the selection
process, fundamental to low rates of initiating structural change. Environment change is therefore a moderator in testing inertia and its selection. The typical focus in considering inertia is on detailing the process of adjustment or constraint rather than a specific inertia effect (see Barnett & Pontikes, 2008; Singh & Lumsden, 1990). In response, and recognizing this impact of environment in determining inertia strength, we test inertia types by focusing on short-term environmental jolts. After all, if environmental selection is key to inertia strength differences, then what is the impact by type when the environment is either not stable or predictable? This test acknowledges the ongoing questioning in inertia-related research (Lampel & Jha, 2017; Stieglitz et al., 2016) on the nature of the adoption of structural inertia in dynamic environments.

As Meyer (1982: 515) defines it, an environmental jolt is “a sudden and unprecedented event…whose occurrences are difficult to foresee” and whose impacts on organizations are disruptive and potentially unfavorable. For instance, sudden economic downturns and unexpected government policy changes impact all organizations (Bradley, Aldrich, Shepherd, & Wiklund, 2011). A jolt can prompt perceptions that contrast with expectations and which precipitate action intended to avoid dramatic outcomes. It may provide stimuli or trigger responses that reveal how organizations adapt to change, making them an effective means of assessing firms and their reactions. Recognizing the placement of environment shocks to an increase in failure risks (Hannan & Freeman, 1989), and Bradley et al.’s (2011) use of jolts in exploring mortality rates, we focus on the impact of short-term jolts because it allows a test of inertia types in different conditions. It also encompasses the core features of inertia theory, (1) timing—small change in environments are commonly thought to present firms with clear, measurable risks and challenges over time (Wan & Yiu, 2009), (2) speed—they are “transitory blips” (Meyer, 1982), rather than permanent features, thereby inducing a variety of different possible structural responses, and (3) responsiveness—they affect both organizations and individuals, offering an effective means of assessing the micro-level aspect of inertia types (Berger & Le Mens, 2009).

It is this connection between a jolt’s impact and its related pressure on an organization’s strategy and structure that explicitly links differences in environment to structural inertia types. Consequently, and as part of our focus, environmental jolts raise questions about what is the effect of specific environmental change on the likelihood of similarities or differences in structural inertia responses to failure hazards. Our classification of structural inertia by types expects a structural reaction to environmental pressures associated with failure, rather than the environment itself. Environment matters, but selection still favors inert organizations (Hannan & Freeman, 1984; Stieglitz et al., 2016). In this sense, and as a test of this principle by type, we anticipate that when an environment “jolts” (i.e., suddenly diverges or changes) it produces a systematic impact for all organizations regardless of inertia type, and even if some types display more relative advantage than others. Sudden disturbances in environment will disrupt or minimize potential differences in the adoption of inertia types. Thus, in a clear advance to inertia theory’s portrayal of environment, we hypothesize that short-term jolts neutralize the relationship between inertia type and risk to the organization of failure hazards.

**Hypothesis 2** Environmental jolts moderate the adoption of different structural inertia types such that associated failure hazards are homogenous for all types.
Excess resources and structural inertia responses

As part of a discussion on the risk associated with organizational ecology, and given the connection that organizations have with their environment, resources and how resources are utilized are intrinsic to how organizations adapt and respond to the actions of populations. Specifically, resources are seen to play a role in generating competitive advantage and presenting growth opportunities (Barney, 1991). In this way, inertia presents an interesting dichotomy. While valuing the usefulness of resources, as Freeman, Carroll, and Hannan (1983) argued, the failure risks associated with inertia are relative to mobilizing resources. Specifically, because organizations depend on other organizations for the resources they require, “once such resources have been invested in building an organizational structure, they are difficult to recover” (Hannan & Freeman, 1984: 152) strengthening the status quo. Organizations tend to maintain excess capacity in the resources they hold to remain viable when conditions change. This dependence on the stock of excess resources reinforces inertia as a by-product of selection, and raises the failure risks of being inert through the inefficiencies of lost (possible) resources or of the need for required resources. Thus, resources are essential to the reliability and accountability competencies that characterize organizational ecology and lead to highly reproducible structures. Yet despite this outcome (e.g., Bradley et al., 2011), and in keeping with the tenor of the inertia problem we detail earlier, inertia research tends to use excess resources as a point of departure and discussion, rather than question the extent to which slack differences promote structural stability. It is in this context that we explore different types of structural inertia and responses to failure hazards in terms of excess resources.

How an organization uses and maintains its excess resources enhances its likelihood of survival. This patterning in the way that organizations structure and compete related to the efficiencies from maintaining excess resource capacity has become known as “slack” (Sharfman, Wolf, Chase, & Tansik, 1988). Resource slack refers to “a cushion of resources that allows an organization to adapt to internal or external pressures as well as to initiate changes in strategy in regard to the external environment” (Bourgeois, 1981: 30). Slack can play either a beneficial or detrimental role relative to a firm’s structural response, fueling innovation and promoting risk-taking while also reducing experimentation and hindering growth (see Dolmans, van Burg, Reymen, & Romme, 2014). As part of a discussion of the social environment of individual organizations and populations of organizations, inertia theory proposes that change in the environment of one organizational population usually means changes in the composition or activities of other organizational populations. Key to this selection is that organizations adjust structure to ensure a continued flow of slack resources, such as accumulating capital, employee commitment, or skills. In promoting their thesis, Hannan and Freeman (1984, 1989) argued that the way individual organizations select in populations depends in part on the extent of the excess resources it holds, giving it a capacity to respond to its environment. Reproducible structures in the form of inertia are a favored means of managing this response.

From this perspective, slack is relevant to a test of different inertia types given that excess resources directly affect an organization’s structure, as Cheng and Kesner (1997) indicated empirically. When slack is high (and the firm can use the excess resources as a buffer), organizations have more structural freedom and are able to select structures...
regardless of environmental pressures. But when slack is low (and the firm cannot afford to be unresponsive to the environment), its structure is more likely to be contingent on conditions and ecological requirements. This idea indicates that how organizations respond to slack resources will determine the strength of inertia. It is this connection between a firm’s resource slack and the impact on its internal strategy that informs differences in inertia type responses. As we indicated earlier, restricted and coincidental inertia types are characterized by limits to their resources and less certainty (low slack), while habitual and purposive types have resource access and more certainty (high slack). Within this delineation, purposive inertia relies most on excess resources and is therefore an appropriate measurement benchmark to show how an organization deals structurally with its excess resource capacity.

To test the accuracy of these resource-based differences, we focus on how slack resources are distributed by type, and specifically related to the absorbed slack effects. Absorbed resources refer to excesses that are embedded in the organization through allocation to specific tasks or routines, such as working capital or specific human resources. Given that they are tied up with current operations, they are not easy to redeploy, making them more likely to support inertia. Moreover, having been shown to have a lagged performance effect (Tan & Peng, 2003) and given the long-term focus in our classification, we are particularly interested in the moderating role it plays. By contrast, unabsorbed (or available) resources refer to excessive and current resources that are not assigned and uncommitted to specific tasks and are highly flexible or easily redeployed, such as cash and marketable securities. Financial resources have been typecast as unabsorbed, helping to reduce or manage failure rates (e.g., George, 2005; Voss, Sirdeshmukh, & Voss, 2008). With this distinction in mind, we predict clear differences in responses to failure hazards relative to resources through a test of absorbed resource slack. This consideration acknowledges the well-documented role of slack in buffering the impacts that endanger firm survival (e.g., Cheng & Kesner, 1997; George, 2005; Thornhill & Amit, 2003). With this knowledge, and recognizing that organizations seek out and use reliable resources to reproduce and retain structure over time, we focus a test of absorbed slack and purposive inertia to highlight resource promoted differences in inertia types. Acknowledging the stringencies of absorbed slack, and the long-term effect of slack resources, we predict that those firms adopting purposive inertia, with its high slack relative to its dependence on environmental pressure, will make this inertia type best able to respond to failure hazards, relative to other types.

**Hypothesis 3** Absorbed resource slack strengthens the advantage of purposive inertia relative to other inertia types, in response to failure hazards.

**Methods**

**Research design and sample**

To test the classification of inertia responses, we considered failure hazards in the form of the stock trade regulation due to financial distress of firms listed on the Taiwanese Stock Exchange (TWSE). After experiencing rapid, high growth in the 1980s and ‘90s,
the Taiwanese economy moved to a stabilized growth pattern (Liu, Chen, & Wang, 2017). This transition (with its accompanying failure hazards) provides an ideal setting to examine inertia differences and for observing how firms respond to environmental changes through their organizational structures. Further, in this market there is a prevalence of business groups and firms that are high in pyramidal control, authority patterns, and decision-making characteristic of inertia and stable family control (Hamilton & Biggart, 1988; Yang & Schwarz, 2016).

The study uses a sample drawn from a widely-used economic database maintained by Taiwan Economic Journal (TEJ) which provides the most comprehensive information of listed companies in Taiwan, for the period between 2000 and 2011. This timing was selected to encompass significant environmental jolts and resource challenges. During this period, but particularly from 2003 through 2005, Taiwan and Asian countries suffered an ongoing economic downturn caused by the outbreak of Severe Acute Respiratory Syndrome (SARS). The 2003 SARS epidemic was a viral form of pneumonia that spread rapidly from China and Hong Kong throughout the region, affecting 32 countries and infecting as many as 8000 people and killing 750 (Chou, Kuo, & Peng, 2004; Peiris et al., 2003). The effect on national economies was intense, with a reduction in travel and investment estimated to be in the range of US$30–140 billion up until 2005 (Skowronski et al., 2005). For example, when compared with the same period a year earlier, Taiwan’s GDP created by its air transport, securities and futures, and real estate sectors fell by 22.7, 26.1, and 7.7%, respectively (Chou et al., 2004). Due to globalization, SARS led to a substantial decline in consumer demand and resource utilization, reduced the confidence in the future of the affected economies, and increased the cost of disease prevention such as the travel and retail sales service sectors worldwide (Lee & McKibbin, 2004). SARS was regarded as a crisis for Asia in general and for Taiwan in particular (Bennett, Chiang, & Malani, 2015). Following Wan and Yu’s (2009) categorization of the Southeast Asian economic crisis of the 1990s, SARS represents a major, short-term environmental jolt that suddenly and dramatically impacted on resource slack.

Sample and data

The study sample consisted of 1979 firms across 52 industries listed on the TWSE. It excludes foreign companies, financial holdings, and other listings with incomplete data. Recognizing the selection-based definition of structural inertia as the persistent organizational resistance to wholesale architectural changes—and that inertia theory concentrates on the selection process—these data were initially used to distinguish structurally inert firms (and low rate of reorganization) from structurally active (and adaptive, responsive change) ones by categorizing the extent to which there is substantial system, procedural, or process change over time. These structural change features were observed as the extent of product diversification (an entropy index to incorporate resource slack) and internationalization (the ratio of foreign sales to total sales used to incorporate environmental jolt) to distinguish structurally inert from active firms. This delineation ensures that our primary focus is on inertia, recognizing Haveman and Kluttz’s (2015) assertion that a test of inertia tends to center on its causes and consequences rather than the inertia itself.
To categorize inertia by type, we relied on established measures that record the reproducibility of the structure of individual organizations in response to populations of organizations (after Hannan & Freeman, 1989, and using Barnett & Carroll, 1995; Kelly & Amburgey, 1991). These measures consider the ratio of the changing status in products and markets of a firm relative to the average changing status of its corresponding market sector. Doing so, a firm that simultaneously changed its levels of product diversification and internationalization at speeds lower than the average rates of changes in the population over the observation period was classified as structurally inert. From the total sample, this criterion filtered 755 (38.2%) firms as inert, of which 517 were coded as “surviving” and 238 (31.5%) as “delisted” (or failed). The final sample of all inert firms contains 6084 firm-year observations across 52 industries. The classification of industries was mostly based on the 2-digit SIC codes, except for the electronics and information industry, whose detail required the use of the 3-digit codes.

To classify structurally inert firm differences, we measured two dimensions. For the first dimension, to differentiate a firm’s resource slack we calculated a composite factor score comprising the ratio of R&D expenses to sales (Daniel, Lohrke, Fornaciari, & Turner, 2004), the ratio of the number of employees to sales (Greenley & Öktémgil, 1998; Mishina, Pollock, & Porac, 2004), the ratio of equity to debt (Hambrick & D’Aveni, 1988; Wan & Yiu, 2009), and the ratio of current assets to current liabilities (Bromiley, 1991; Greenley & Öktémgil, 1998). We used the mean score to dichotomize all sampled firms into low and high subgroups. For the second dimension, environmental pressure for inertia was measured based on new entry rate and industrial life stages. Mature and declining industries exhibit relatively low entry rates compared to those in early and growing cycles (Agarwal & Sarkar, 2002). As an industry ages, ecological pressure demands an increasing level of structural inertia from organizations for a better chance of survival. In line with this argument, we regard those industries older than the third quartile (75%) of the distribution of all industry ages, and with no new entrants during observation period, as mature and declining industries that demand a higher level of inertia than those younger. In total, 32 industries were classified as mature and declining. Based on these dimensions, 325 (43.1%) firms were classified as restricted type inertia, 200 (26.5%) as coincidental type, 104 (13.8%) as purposive type, and 126 (16.7%) as habitual type.

Measures

Dependent variable With its focus on the survival risks associated with failure, Failure hazard was measured by the regulation of stock trading relative to those listed on the TWSE, excluding voluntarily delisting ones (e.g., merger and acquisition). To protect investors, the TWSE strictly regulates the trade of stocks of listed firms suffering financial distress and classifies them into three categories: full-cash delivery, trading suspension, and mandatory delisting. This measure recognizes that an organization risks failure when its ability to compete deteriorates and its performance falls below a critical threshold that makes it unviable (Mellahi & Wilkinson, 2010). The occurrence of failure was measured by a dummy variable coded as one if the firm fell into any of the three categories of regulated stock trading, and as zero otherwise (Agarwal & Sarkar, 2002).
**Independent variables** Inertia types were represented by several dummy variables, values of 0 and 1, to achieve contrast purpose in different statistical models. An Environmental jolt was also measured by a dummy variable, coded as 1 during the years of 2003–2005 to reflect the impact of economic downturn caused by the SARS, otherwise coded as 0. We used the ratio of R&D expenses to sales (Daniel et al., 2004) and the ratio of the number of employees to sales (Greenley & Oktemgil, 1998; Mishina et al., 2004) to form the proxy of Absorbed slack resource (with low degree of mobility), and the ratio of equity to debt (Wan & Yiu, 2009) and the ratio of current assets to current liabilities (Greenley & Oktemgil, 1998) to form the proxy of Unabsorbed slack resource (with high degree of mobility). An exploratory factor analysis on the four measures was conducted and the results confirm the appropriateness of the composition of the absorbed and unabsorbed slack resource. The principal component method was subsequently used to form a composite factor score as the surrogate of a firm’s absorbed and unabsorbed slack resource respectively.

**Control variables** Given their centrality in theorizing on structural inertia, the effects of several traditional ecological features were included as controls. These controls consisted of industry- and firm-level variables. For the former, for each observation year Industry age was measured by the proxy of the oldest firm age in an industry (McKendrick & Wade, 2010). Industry density was measured by the total number of firms in the same industry each year (Hannan & Freeman, 1989). Concentration rate was measured by the market share represented by the largest four companies in an industry (i.e., the CR-4; Bain, 1956). Because the Electronics industry represents the largest sector in the sample, it was controlled for with a dummy variable. For a pure test of environmental jolt, the study also controlled for the influence of fluctuations in macro economy by including GDP growth rate in the model.

For firm level control variables, we recognize the tendency in ecology research to study structural inertia by considering age and size dependencies, especially given Hannan et al.’s (2007a) findings on the link to an age dependence in organizational mortality. The liability of aging hypothesis predicts an increasing rate of failure for older organizations as a result of the aging process (Baum et al., 2006). Firm age was measured by the difference between observation year and a firm’s inception year. Firm size was measured by the logarithm of total asset (Haveman, 1992). Prior performance was considered highly associated with firm resource and survival (Wiersema & Bantel, 1992) and, thus, was controlled with the return on asset (ROA) of prior year (Daniel et al., 2004). Given the link between failure and corporate governance, the effect of Board size in terms of the number of board seats (Goodstein, Gautam, & Boeker, 1994; Pearce & Zahra, 1992) was included as a control in the analysis. Finally, to test the moderating effect of absorbed slack, this study controlled for another type of slack resource, namely, Unabsorbed slack resource in the models.

**Modeling Data**

Following trends in previous research on organizational failure (McKendrick & Wade, 2010; Shumway, 2001), the Cox proportional hazard model has been shown to be a better estimation method of failure than other techniques. The model (Cox, 1972)
represents the change ratio of a dependent variable associated with a unit change in the independent variable. In testing the hypotheses, the dependent variable (i.e., the failure hazard) is the probability that an individual firm will delist at time $t$ given that the firm is at risk at time $t$. Thus, the hazard rate in the Cox proportional hazard model function, denoted by $h(t)$, gives the probability of delisting of the firm beyond a specific time $t$. This function can be written as:

$$h(t|X, \beta) = \lambda_0(t) \exp(X' \beta)$$

The parameters $\lambda_0(t)$ is the baseline hazard rate function providing the time $t$ for the standard set of conditions by the vector $X$, which is assumed 0; $X'$ represents the independent variables ($X_1, \ldots, X_p$) that change with time; $\beta$ is a vector of regression coefficients (Cox, 1972), expressed as exponentiated hazard ratios (i.e., $\exp(\beta s)$) in this study.

**Results**

Table 1 presents the sample distributions by inertia type and their corresponding failure/survival statistics in two time periods (the SARS and non-SARS periods). The impact of this environmental jolt is observable, where the yearly failure rates for the first three inertia types (except for the purposive type) were all higher in the SARS period than in the non-SARS period. Initial comparisons show that the highest failure rate occurs to the restricted inertia firms (41.2%), followed by habitual inertia (30.2%), coincidental inertia (27.0%), and then purposive inertia (11.5%). Although the ranks applied to both

|                          | Restricted inertia | Coincidental inertia | Habitual inertia | Purposive inertia |
|--------------------------|--------------------|----------------------|------------------|-------------------|
| Number of structurally inert firms | 325                | 200                  | 126              | 104               |
| Number of structurally active firms | 191                | 146                  | 88               | 92                |
| Number of delisted firms | 134                | 54                   | 38               | 12                |
| Failure rates (%)        | 41.23%             | 27.00%               | 30.16%           | 11.54%            |
| Yearly failure rates (%) | 3.44%              | 2.25%                | 2.51%            | .96%              |
| During non-SARS period (9 years) |                    |                      |                  |                   |
| Number of delisted firms | 74                 | 31                   | 20               | 2                 |
| Failure rates (%)        | 22.77%             | 15.50%               | 15.87%           | 1.92%             |
| Yearly failure rates (%) | 2.53%              | 1.72%                | 1.76%            | .21%              |
| During the SARS period (3 years) |                    |                      |                  |                   |
| Number of delisted firms | 60                 | 23                   | 18               | 10                |
| Failure rates over 12-year period (%) | 18.46%             | 11.50%               | 14.29%           | 9.62%             |
| Yearly failure rates (%) | 6.15%              | 3.83%                | 4.76%            | 3.21%             |
periods with or without SARS, the differences in failure rates among the four inertia types tend to converge during the SARS jolt period.

Table 2 presents the means, standard deviations, and correlation coefficients between the variables. Overall, correlation coefficients are moderately low except that four correlation coefficients were found slightly high between the electronics industry and industry density, between the electronics industry and firm age, between industry density and industry concentration, and between firm age and firm size. The high correlations are reasonable because approximately 48% of all sample firms belong to the (country-specific) electronics industry, leading to a high degree of industry density. In addition, the Taiwanese electronics industry is younger compared to its other manufacturing industries. A low industry density naturally leads to a high degree of market concentration and aged firms are generally scaled.

Table 3 reports results on H1 and H2. It demonstrates these results according to two different time periods of observation, each containing two hierarchical models with control model in the first place (Models 1 and 3), followed by a main-effect model (Models 2 and 4). During the complete observation period (2000–2011), the regression coefficients for restricted inertia type ($\beta = 1.125, p < .01$), coincidental inertia type ($\beta = .681, p < .05$), and habitual inertia type ($\beta = .618, p < .05$) are all significantly positive in Model 2, which suggests that the failure hazards associated with the three inertia types are all significantly higher than purposive inertia. Results are consistent with the statistics exhibited in Table 1. Therefore, H1 is supported. To visually contrast the differences in hazard ratios among the four types of inertia, this study employed the Kaplan-Meier plot to demonstrate the cumulative hazards for the four types of inertia across the entire observational period. As Fig. 1 clearly depicts, purposive inertia has the lowest failure hazard ratio across time, consistent with the statistical results.

To test H2, the observation time frame was set to the time period between 2003 and 2005 with an environment jolt caused by SARS. The results are reported in Model 4 of Table 3. Results show that the regression coefficients for coincidental inertia ($\beta = .171, p > .10$) and habitual inertia ($\beta = -.043, p > .10$) become insignificant. At the same time, the coefficient for restricted inertia also becomes marginally significant ($\beta = .735, p < .10$). Taken together, these results suggest that the differences in the failure hazards associated with the four inertia types tend to converge when SARS imposes a severe environmental jolt, such that the failure hazards for all inertia types become more homogeneous compared with the findings in H1. The results are also consistent with the statistics reported in Table 1, that the gaps of failure rates between the SARS and non-SARS periods shrink for restricted, coincidental, and habitual inertia types. Therefore, H2 is supported.

H3 proposes the positive role of slack resources (specifically, absorbed slack), in strengthening the relative advantage of low failure hazard associated with purposive inertia. Tables 4 and 5 report the results for H3. The results in Table 4 show that while the four interaction terms between inertia types and unabsorbed slack are all negatively significant, it is the purposive inertia type that the absorbed slack resources can only contribute to mitigate its failure hazards over the time range (2000–2011) ($\beta = -11.261, p < .01$) and during the SARS outbreak (2003–2005) ($\beta = -9.476, p < .01$). These results coincide with the rationale of H3 that a long-term prospect of the accumulation or investment in absorbed slack resource fits with the central tenet of purposive inertia for organizational survival. Therefore, H3 is also supported.
**Table 2** Descriptive statistics and correlations (Number of all inert firm = 755)

| Variable                      | Mean  | S.D. | 1     | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    | 11    | 12    | 13    | 14    | 15    | 16    |
|-------------------------------|-------|------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1. Firm delisting             | .030  | .160 | 1     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| 2. GDP growth rate            | 4.083 | 3.307| .009  | 1     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| 3. Electronics industry       | .480  | .500 | .004  | .005  | 1     |       |       |       |       |       |       |       |       |       |       |       |       |       |       |
| 4. Industry age               | 45.250| 9.614| −.019 | .035**| −.201**| 1     |       |       |       |       |       |       |       |       |       |       |       |       |       |
| 5. Industry density           | 76.600| 54.760| −.006 | .003  | .638**| .045**| 1     |       |       |       |       |       |       |       |       |       |       |       |       |
| 6. Industry concentration     | .511  | .178 | −.013 | .004  | −.217**| .232**| −.553**| 1     |       |       |       |       |       |       |       |       |       |       |       |
| 7. Firm age                   | 19.920| 12.307| −.024*| .019  | −.459**| .408**| −.369**| .275**| 1     |       |       |       |       |       |       |       |       |       |       |
| 8. Firm size                  | 14.711| 1.573| −.092**| .023  | −.151**| .212**| −.126**| .226**| .456**| 1     |       |       |       |       |       |       |       |       |       |
| 9. Prior performance          | 4.027 | 12.449| −.244**| −.017 | .013  | .019  | .033**| −.025*| .018  | .131**| 1     |       |       |       |       |       |       |       |       |       |
| 10. Board size                | 6.730 | 2.360| −.047***| .010  | −.115**| .024**| −.112**| .200**| .188**| .311**| .015  | 1     |       |       |       |       |       |       |       |       |
| 11. Environmental jolt        | .270  | .445 | .081**| .142**| .010  | −.094**| .060**| −.074**| −.071**| −.070**| −.027*| −.015  | 1     |       |       |       |       |       |       |
| 12. Unabsorbed slack$^a$      | .000  | 1.000| −.024 | −.006 | .019  | −.048**| .011  | −.022  | −.077**| −.140**| −.018  | −.032*| −.030* | 1     |       |       |       |       |       |
| 13. Absorbed slack$^a$        | .000  | 1.000| −.002 | −.021 | .025**| −.008  | .006  | −.010  | −.037**| −.045**| −.036**| −.004  | −.002  | .000  | 1     |       |       |       |       |
| 14. Restricted inertia type   | .430  | .495 | .044**| −.002 | .112**| −.445**| .115**| −.239**| −.159**| .056**| −.066**| .006  | .018  | −.109**| −.017 | 1     |       |       |       |

*Signs indicate significance levels: *p < 0.1, **p < 0.05, ***p < 0.01.
### Table 2 (continued)

| Variable                   | Mean  | S.D.  | 1    | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    | 10   | 11   | 12   | 13   | 14   | 15   | 16   |
|----------------------------|-------|-------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
| 15. Coincidental inertia type | .170  | .373  | -.003| .003 | .143**| -.229**| -.060**| -.111**| -.195**| -.216**| -.026*| -.051**| .007 | .223**| .009 | -.389**| 1    |
| 16. Habitual inertia type   | .260  | .441  | -.014| -.001| -.178**| .469**| -.086**| .181**| .253**| .099**| -.016 | -.003 | -.101**| -.013 | -.522**| -.269**| 1    |
| 17. Purposive inertia type  | .140  | .345  | -.042**| .001| -.087**| .264**| -.113**| .220**| .106**| .023 | .084**| -.016 | .043**| .029*| -.347**| -.179**| -.240**|

*a Using a composite measure of factor scores
*p < .05; ** p < .01
Table 3  Results of Cox proportional hazard regression for the effects of inertia types and environmental jolt

|                           | All inert firms |                           | Observation period: Complete 2000–2011 | Observation period: Jolt 2003–2005 |
|---------------------------|----------------|---------------------------|----------------------------------------|-----------------------------------|
|                           | Model 1        | Model 2                  | Model 3                                | Model 4                           |
| GDP growth rate           | −.012 (.022)   | −.014 (.022)             | .164 (.152)                            | .176 (.152)                       |
| Electronics industry      | −.230 (.198)   | −.109 (.202)             | −.038 (.277)                           | .146 (.282)                       |
| Industry age              | −.017† (.010)  | .004 (.013)              | −.010 (.014)                           | .015 (.019)                       |
| Industry density          | .001 (.002)    | .000 (.002)              | −.001 (.003)                           | −.003 (.003)                      |
| Industry concentration    | −.003 (.540)   | .087 (.557)              | .498 (.797)                            | .563 (.817)                       |
| Firm age                  | .002 (.008)    | .002 (.008)              | .010 (.011)                            | .011 (.011)                       |
| Firm size                 | −.366*** (.062)| −.375*** (.061)          | −.341** (.089)                         | −.355** (.087)                    |
| Prior performance         | −.020** (.002) | −.021** (.002)           | −.017** (.003)                         | −.017** (.003)                    |
| Board size                | −.084* (.042)  | −.082* (.042)            | −.067 (.056)                           | −.070 (.056)                      |
| Environmental jolt\(a\)  | 2.243** (.222) | 2.305** (.223)           |                                       |                                   |
| Unabsorbed slack          | −1.174** (.314)| −.753* (.324)            | −.544 (.344)                           | −.277 (.332)                      |
| Absorbed slack            | −.554 (.643)   | −.304 (.549)             | −.066 (.246)                           | −.017 (.180)                      |
| Restricted inertia type\(b\) | 1.125** (.342)|                           |                                       | .735† (.415)                     |
| Coincidental inertia type\(b\) | .681* (.367) |                           |                                       | .171 (.464)                     |
| Habitual inertia type\(b\) | .618* (.330)  |                           |                                       | −.043 (.401)                      |
| –2 Log-likelihood         | 3,303.176      | 3,288.384                | 1,374.069                              | 1,366.290                         |
| LR \(\chi^2\)            | 700.609**      | 713.492**                | 132.103**                             | 138.319**                         |
| Number of observations    | 6,075          | 6,075                    | 1,755                                  | 1,755                             |

\(a\) Value of dummy variable is coded 1 during the SARS period, otherwise 0

\(b\) Value of dummy variable is coded 1, otherwise 0, and purposive inertia type is set as the reference group

Numbers in parentheses are standard errors † \(p < .10\); * \( < .05\); ** \(p < .01\)

Fig. 1  Kaplan-Meier plot of hazard ratios for the four inertia types
Table 4  Results of Cox proportional hazard regression for the effect of slack resources (Observation period: 2000–2011)

|                         | Restricted inertia firms | Coincidental inertia firms | Habitual inertia firms | Purposive inertia firms |
|-------------------------|--------------------------|----------------------------|------------------------|-------------------------|
|                         | Model 5 | Model 6 | Model 7 | Model 8 | Model 9 | Model 10 | Model 11 | Model 12 |
| GDP growth rate         | −.013 (.022) | −.007 (.022) | −.012 (.022) | −.002 (.022) | −.012 (.022) | −.009 (.022) | −.012 (.022) | −.012 (.022) |
| Electronics industry    | −.117 (201) | −.124 (.194) | −.211 (.199) | −.033 (.197) | −.218 (.199) | −.156 (.207) | −.214 (.199) | −.200 (.199) |
| Industry age            | .000 (.011) | −.006 (.012) | −.019 (0.10) | −.001 (.010) | −.014 (.011) | −.007 (0.11) | −.011 (.010) | −.013 (.010) |
| Industry density        | .000 (.002) | −.001 (.002) | .001 (.002) | −.001 (.002) | .001 (.002) | .002 (.002) | .001 (.002) | .001 (.002) |
| Industry concentration  | .041 (.552) | −.358 (.538) | .015 (.541) | −.595 (.548) | −.014 (.542) | −.611 (.546) | .077 (.546) | .075 (.548) |
| Firm age                | .002 (.008) | −.008 (.008) | .002 (.008) | −.009 (.008) | .002 (.008) | −.011 (.008) | .002 (.008) | .003 (.008) |
| Firm size               | −.377** (0.62) | −.194** (0.54) | −.369** (0.62) | −.300** (0.55) | −.368** (0.62) | −.369** (0.62) | −.365** (0.62) | −.374** (0.62) |
| Prior performance       | −.021** (0.02) | −.010** (0.02) | −.021** (0.02) | −.011** (0.02) | −.020** (0.02) | −.018** (0.02) | −.020** (0.02) | −.020** (0.02) |
| Board size              | −.085** (0.42) | −.059 (0.38) | −.084** (0.42) | −.029 (0.39) | −.085** (0.42) | −.039 (0.40) | −.081** (0.42) | −.076** (0.42) |
| Environmental jolt²    | 2.293** (2.22) | 1.821** (2.24) | 2.243** (2.22) | 1.900** (2.21) | 2.251** (2.22) | 1.995** (2.26) | 2.258** (2.22) | 2.228** (2.22) |
| Inertia type            | .532** (1.69) | 6.037** (6.10) | −.252 (2.14) | 3.109** (3.79) | −.122 (2.00) | 8.826** (1.34) | −.735 (3.10) | −1.280** (3.80) |
| Unabsorbed slack        | −.811** (3.07) | −.061 (0.97) | −.995** (3.35) | −16.324** (1.251) | −1.207** (3.320) | −.860** (2.727) | −1.030** (3.07) | −1.479** (3.80) |
| Absorbed slack          | −.274 (0.539) | −.005 (1.40) | −.431 (6.15) | −3.023 (1.408) | −.545 (6.40) | −.238 (4.98) | −.534 (6.31) | −.317 (5.51) |
| Inertia type × Unabsorbed slack | −26.720** (2.018) | −16.295** (1.253) | −34.168** (3.683) | −1.255** (6.46) | −11.261** (3.008) |
| Inertia type × Absorbed slack | −1.736 (1.83) | 3.011 (1.414) | −3.479 (5.800) | −11.261** (3.008) |
| −2 Log-likelihood      | 3,293.197 | 2,996.252 | 3,301.742 | 3,045.317 | 3,302.803 | 3,142.939 | 3,296.449 | 3,280.543 |
| LR χ²                  | 711.500** | 818.279** | 702.217** | 752.423** | 701.030** | 744.580** | 704.306** | 704.481** |

Number of observations = 6,075

a Value of dummy variable is coded 1 during the SARS period, otherwise 0

Numbers in parentheses are standard errors. † p<.10; * p < .05; ** p < .01
Table 5  Results of Cox proportional hazard regression for the effect of slack resources (Observation period: 2003–2005)

|                           | Restricted inertia firms | Coincidental inertia firms | Habitual inertia firms | Purposive inertia firms |
|---------------------------|--------------------------|----------------------------|------------------------|-------------------------|
|                           | Model 13                 | Model 14                   | Model 15               | Model 16                |
| GDP growth                | 0.176 (.152)             | 0.173 (.156)               | 0.166 (.152)           | 0.169 (.152)            |
|                           | 0.166 (.152)             | 0.169 (.152)               | 0.166 (.152)           | 0.169 (.152)            |
| Electronics industry      | 0.141 (.281)             | -0.111 (.272)              | 0.013 (.278)           | 0.009 (.274)            |
|                           | -0.111 (.272)            | 0.013 (.278)               | 0.009 (.274)           | 0.009 (.274)            |
| Industry age              | 0.010 (.016)             | -0.004 (.017)              | -0.013 (.014)          | -0.006 (.015)           |
|                           | -0.004 (.017)            | -0.013 (.014)              | -0.006 (.015)          | -0.006 (.015)           |
| Industry density          | -0.002 (.003)            | -0.002 (.003)              | -0.001 (.003)          | -0.001 (.003)           |
|                           | -0.002 (.003)            | -0.001 (.003)              | -0.001 (.003)          | -0.001 (.003)           |
| Industry concentration    | 0.562 (.814)             | 0.397 (.844)               | 0.492 (.795)           | 0.517 (.827)            |
|                           | 0.492 (.795)             | 0.517 (.827)               | 0.492 (.795)           | 0.517 (.827)            |
| Firm age                  | 0.011 (.011)             | -0.004 (.012)              | 0.010 (.011)           | -0.004 (.011)           |
|                           | 0.010 (.011)             | 0.000 (.011)               | 0.010 (.011)           | 0.000 (.011)            |
| Firm size                 | -0.358** (.087)          | -0.136* (.081)             | -0.354** (.089)        | -0.326** (.080)         |
|                           | -0.354** (.089)          | -0.326** (.080)            | -0.354** (.089)        | -0.326** (.080)         |
| Prior performance         | -0.017** (.003)          | -0.006* (.003)             | -0.018** (.003)        | -0.010** (.004)         |
|                           | -0.006* (.003)           | -0.018** (.003)            | -0.010** (.004)        | -0.010** (.004)         |
| Board size                | -0.070 (.056)            | -0.078 (.054)              | -0.068 (.056)          | -0.071 (.056)           |
|                           | -0.078 (.054)            | -0.068 (.056)              | -0.071 (.056)          | -0.066 (.056)           |
| Inertia type              | 0.667** (.244)           | 10.896** (1.769)           | 0.414 (.315)           | 2.271** (.528)          |
|                           | 0.667** (.244)           | 10.896** (1.769)           | 0.414 (.315)           | 2.271** (.528)          |
| Unabsorbed slack          | -2.322** (.302)          | 0.110 (.120)               | -0.347 (.341)          | -1.101** (.158)         |
|                           | -2.322** (.302)          | 0.110 (.120)               | -0.347 (.341)          | -1.101** (.158)         |
| Absorbed slack            | -0.011 (.174)            | 0.053 (.104)               | -0.033 (.201)          | 0.038 (.103)            |
|                           | -0.011 (.174)            | 0.053 (.104)               | -0.033 (.201)          | 0.038 (.103)            |
| Inertia type × Unabsorbed slack | -0.3971** (5.258)     | -0.3971** (5.258)          | -1.1035** (1.593)      | 52.922** (11.451)       |
|                           | -0.3971** (5.258)        | -0.3971** (5.258)          | -1.1035** (1.593)      | 52.922** (11.451)       |
| Inertia type × Absorbed slack | -7.357 (7.363)           | -2.694 (6.347)             | 2.8146 (17.156)        | -9.476** (3.223)        |
|                           | -7.357 (7.363)           | -2.694 (6.347)             | 2.8146 (17.156)        | -9.476** (3.223)        |
| -2 Log-likelihood         | 1,366.541                | 1,190.536                  | 1,372.258              | 1,378.385               |
|                           | 1,190.536                | 1,372.258                  | 1,378.385              | 1,378.385               |
| LR χ²                    | 137.268**                | 217.242**                  | 132.579**              | 161.489**               |
|                           | 137.268**                | 217.242**                  | 132.579**              | 161.489**               |
| Number of observations    | 1,755                    |                            |                        |                         |

Numbers in parentheses are standard errors. *p < .05; **p < .01; †p < .1
To test all the hypotheses for robustness check, we also utilized panel logit regression models. They indicate that as a set, results are highly consistent with those tested by Cox proportional hazard models.

Discussion

In this paper, we provide a more nuanced perspective on structural inertia in the context of failure hazards, recognizing that its recent theoretical development in organizational research has been progressively sidelined and has not advanced in parallel with empirical work. Findings show that different types of inertia lead to different failure hazard responses, moderated by environmental jolt and slack resources of the organizations. Consistent with Haveman and Klutz’s (2015) observation that ecologist researchers have built and refined each other’s work thereby narrowing its appeal to this audience and limiting its ongoing extension, we present an alternative direction for development by proposing a classification of inertia by type. In appealing to both theorists and practitioners, part of the novelty of the classification approach is that we recognize inroads made since Hannan and Freeman (1977, 1984) incorporating the core features of structural inertia (timing, speed, and responsiveness) while adjusting the worldview that this organizational architecture is not necessarily fixed. The proposed mechanism highlights that there is more variety in and possible choices in an organization’s structural options, noting the strength of inertial pressures on structure specifically arising from the selection associated with environment and from resources.

Contributions

In response to the problem with structural inertia having become seen as a sort of establishment theory and deeply embedded in dialog on organizations because of its historical placement, this paper makes four integrated contributions. As a set these contribution indicate the presence and use of different types of structural inertia in response to failure hazards, and especially demonstrating its applicable for emerging Asian economies.

As our primary contribution, and with our focus on engaging structural inertia, while acknowledging that there are already established variations in how inertia is represented, we contribute to discussion on organizational structure by showing that varying structural inertia by type enables a more dynamic understanding to studying and applying structure. With this classification, this addition is particularly relevant in the context of failure, and the tendency both by theorists and practitioners to view it as a disruption or an outcome to incorporate (Christensen & Raynor, 2013). We note also that while empirically confirmed, inertia is historically represented as a distinct organizational structure that needs to be reproduced to keep organizations from changing. In response, we maintain that this inability to differentiate structural inertia limits its broader appeal because it overlooks its potential for evolution, an especially stark contrast given recent developments in theorizing on organizational ecology and in organizational change research. Through our findings, and broadening its foundation, we assert that different types of structural inertia enable different responses to failure hazards directed by environmental jolt pressure and resource slack, which can in turn
enable organizational learning. This latter finding is especially helpful to practitioners attempting to manage the risk associated with failure hazards, given that it highlights the variability in this response. As Christensen (2013) showed for the rigid disk drive industry, the different responses to failure hazards taken by IBM and Seagate played a role in their respective experiences and risk-taking outcomes. Using the sentiment from Bruton et al.’s (2003) findings on turnaround, in this way our study suggests that the classification is applicable to a variety of industries and extended to different emerging markets.

Second, confirming the four types differences, this paper also contributes by indicating that there are alternative readings available of the association between inertia and performance outcomes. In this context, our goal was not to test the legitimacy of structural inertia, nor to theorize its underpinning idea. Rather, that there is a possible range of diversity in structural inertia that gives us the scope to understand better and tease apart the predicted patterning of failure responses. In this way, the classification by type offers a real extension to structural inertia debate, highlighting that it is far more dynamic and varied than previously characterized. This recognition offers a clear challenge to conventional thinking on organizational structure, encouraging theorists to reconsider established views on control and authority when dealing with failure. Confirming the nature of variations in the strength of inertia for organizations responding to failure also presents practitioners with a different path in how they think about organizational structure in this context. Thus, this study builds on recent advances centered on inertia (e.g., Häkonsson et al., 2013; Stieglitz et al., 2016; Yi et al., 2016) and opposes debate on whether it is too narrow or that it does not distinguish its features adequately (Donaldson, 1995; Gilbert, 2005).

Empirically, this paper thereby contributes to the understanding of firm structure, which can extend further into the important discussion on the option on and varieties of capitalism in Asia (Bruton, Peng, Ahlstrom, Stan, & Xu, 2015; Carney, Gedajlovic, & Yang, 2009). Our Taiwan sample embellishes this broadening as both an ideal corporate setting to test these relationships, and in advancing discussion of organizational structure in emerging economies, which remain an under-explored region for structural debate (e.g., Meyer & Peng, 2016). It ratifies that even in dynamic and evolving market economies, structural inertia is far more dynamic than it is historically characterized and can differ by type in incorporating failure, moderated by environmental jolts and slack resources of the organization. These results promote a clear alternative to convention on how inertia thrives and is viewed, especially in the context of structures and change, and for those implementing change. This variability is especially pertinent to this market and assumptions about the limited role and placement of inertia, thought to be problematic in emerging East Asian environments (Liu, Wang, Zhao, & Ahlstrom, 2013; Yang & Schwarz, 2016).

In this regard, and specific to practitioners facing changing business conditions, we demonstrate that outside of environmental jolts, the failure hazards between each inertia type are heterogeneous. The practical contribution of this outcome suggests that those dealing with failure, closer attention should be paid to considering within-type vari-\alues in organizational architectures, instead of presenting the fundamental relationships among organizational structure, performance, and environment as necessarily isomorphic. This finding is informative given that our study shows that the differences found in failure hazard responses are associated with substantive differences in
performance both between and within types (i.e., H1). In this respect, and growing the earlier example, IBMs turnaround from increased failure hazards in the 1990s (alongside large losses and high survival risk; Christensen, 2013) to decreased failure hazards in the 2000s (and integrated business solutions and turnaround; Harreld, O’Reilly, & Tushman, 2007) associated with inertia’s within-type variability. The emergence of this differentiation in a core feature of how organizations structure suggests that the assumed focus in ecology debate promoting structural inertia as a primary means of protecting the firm from uncertainty still has room for more focused future research. Doing so, this paper contributes to a better understanding of the linkages between structural inertia and associated risks of failure, which is a longstanding interest in organizational and strategy research.

Third, and with clear implications for organizations dealing with failure, with its focus on environmental jolts, we establish an alternative view of the nature of time in the emergence of structural inertia—that is, its temporal pattern. In structural inertia theory, organizational structure changes “initiate reorganization periods” (Hannan, Pólos, & Carroll, 2007b: 293; Hannan & Freeman, 1984), characterized by the time elapsed and the total time spent by individual units to reorganize. This timing increases the possibility for failure because of the risk it poses. In this context, it is assumed that the process of change is disruptive in the short run and adaptive in the long run, if the organization manages to overcome the initial disruption. By contrast, as we model it, the differences in the evolution and support of inertia types (i.e., H2) shows that failure hazards occurred within a relative short time span regardless of type. Evidence suggests that the relative advantages between each type diminish in the short-term (due to environmental jolts).

This observation on temporal patterning is significant given that historically, structural inertia research has focused on managing uncertainty by managing performance variability over time. In particular, the noticeable difference between purposive inertia and the three other types highlights both the different possible effects of long-term effects (i.e., H1) and the diminished capacity of shorter time frames (i.e., H2). As H3 emphasizes this study finds that investment in and accumulation of slack resources can offset time, meaning that adopting structural inertia in response to temporal pressure buffer the impact of unexpected environmental turbulence. This confirmation by type downplays the function of time in the selection process that is at the heart of inertia theory. Doing so, we contend that different structural inertia types can enjoy the advantages of directly responding to failure hazards rather than being regulated by time. While this finding needs more work, it has clear practical implications for managing failure—calling for attention to the response rather than a preoccupation with its timing. This sentiment is significant because inertia research typically supports ecology theory’s main implication that change raises an organization’s mortality risk, and its developments have tended to focus on empirically connecting change features to mortality (e.g., success bias, Barnett & Pontikes, 2008 and cascades, Hannan et al., 2007a). While logical—after all, Hannan and Freeman’s (1984) original thesis was titled “structural inertia and organizational change”—this focus on the structural approach to analyzing the shape and risk of change has allowed a degree of imprecision to creep into the terminology used to describe failure in the context of structural inertia. Our findings stress that inertia is a broader construct. Consequently, while requiring
further testing, the classification is a means of expanding the scope of understanding differences in structural responses to failure.

Finally, in keeping with a core interest in this paper to develop debate on inertia, our findings are also a call to arms for broader progress in the level of analysis of structural inertia. By developing and then classifying categories of inertia we find that a firm can be a member of several different groups in responding to failure hazard, presenting inertia as a result of interactions between and within populations. Doing so, and leveraging advances made in strategy theory (e.g., behavioral foundations of strategic management, see Hodgkinson & Healey, 2011) and institutional theory (e.g., microfoundations of institutionalism, see Powell & Colyvas, 2008), we explicitly connect firm-level inertia to population-level failure hazards. This approach enables a broadening of debate on the possibility of multiple category types. While structural inertia debate is built on the need to incorporate the firm, the focus on the effects of inertia on organizational populations has obscured this interest, which is something our classification redresses. The benefit of adopting inertia types as a study lens is a significant advance in this way, given that inertia debate has consolidated its focus on common core features in how inertia emerges. Whereas typically structural inertia debate relates to how organizations seek out reliable performance because change increases the probability of failure, the classification provides a broader framework that considers the basis for and mechanism by which firms respond differently to failure hazards. By separating the dimensions for inertia by type based on population level environmental jolts and resource slack, and then linking the resultant firm level choices, the classification develops an alternative way to specify the persistence of structural inertia in the context of failure.

Conclusion

In providing support for differentiation in structural inertia responses our findings draw attention to a challenging theme for organizational researchers and practitioners. As indicated earlier, dealing with failure is a natural feature of organizations of all types. Yet research and commentary on organizational form in general and on structural inertia in particular has become somewhat marginalized by behavioral, institutional, and sensemaking-type accounts of organizing (see Hannan, 2005; Haveman & Klutz, 2015; Ruef, 2004). From this perspective, the problem with structural inertia is that while valued, extending it and adding to the diversity of its parts beyond additions to Hannan and Freeman’s (1984) thesis have become progressively less widely adopted within the organizational research community. Given its history and empirical confirmation, structural inertia’s relevance to organizations and to organizational debates is unquestioned. Yet the presence of organizational ecology has seen a large number of the positions adopted, pruned, or modified, focused on facilitating efficiency and flexibility in a way that limit its further development. After all, as Dew et al. (2006) showed, organizational ecologists often tend to view inertia as a cost incurred in order to attain what is perceived as more valuable benefits. In this sense, it is worth noting that inertia’s original focus was to explain organizational diversity within populations, with many researchers relying on Hannan and Freeman’s (1989: 65) own wording as a defense (“…we do not assume that organizations never change form”). It is in this
context that our study expands debate in an emerging economy context by providing a
more nuanced perspective on structural inertia, confirming that differences within
structural inertia can lead to plottable differences in responses to failure hazards.
Doing so helps to validate that structural inertia is a dynamic organizational form,
relative to the choices and reasoning highlighted through the classification.

Such extensions are helpful for organizational practitioners too because they bring to
the fore the recognition that with growing attention on organizational change and
dynamic environments, the shift in organizations has been on how organizations
manage tensions between stability and change (Ahlstrom, 2010). Yet, as we show,
the core aspect of dealing with inertia—connecting change and failure—persists, and it
is this feature that we develop in this paper in emphasizing structural inertia variations
(while highlighting how inertia is still a fundamental aspect of organizing). Despite
inertia being modeled in continuously changing environments and the consequent
search for structural balance, when it comes to structural responses to failure, this
paper has shown that traditional organizational ecology measures can be legitimately
underplayed in favor of the characteristics of different structural inertia types. Structural
inertia deserves ongoing exploration and attention with this classification in mind.

If there could be one primary message for this paper is would be that structural
inertia is a far more dynamic and useful construct than it has been portrayed and it can
be used more strategically by organizations experiencing failure (and those managing
the experience). Our classification holds that when dealing with failure, there are a
range of possible variations in inertia, suggesting that structurally inert organizations
have flexibility in responding to conditions while still exhibiting features characteristic
of this form of organizing. The adaptation of structural inertia by type in this way
allows inertia to thrive over time in different markets. Therefore, the conditions that
enable inertia differences (by type) show a range of inertia response choices available to
senior management facing failure hazards, presenting different inertia pathways, which
is important in dealing with failure and subsequent learning. Recognizing the features
of this dynamism within structurally inert firms enables more pragmatic responses to
failure, rather than the widely assumed necessity to adapt structure to manage associ-
ated pressures.
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