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Abstract

We introduce the Generalized Rescaled Pólya (GRP) urn, that provides a generative model for a chi-squared test of goodness of fit for the long-term probabilities of clustered data, with independence between clusters and correlation, due to a reinforcement mechanism, inside each cluster. We apply the proposed test to a data set of Twitter posts about COVID-19 pandemic: in a few words, for a classical chi-squared test the data result strongly significant for the rejection of the null hypothesis (the daily long-run sentiment rate remains constant), but, taking into account the correlation among data, the introduced test leads to a different conclusion. Beside the statistical application, we point out that the GRP urn is a simple variant of the standard Eggenberger-Pólya urn, that, with suitable choices of the parameters, shows “local” reinforcement, almost sure convergence of the empirical mean to a deterministic limit and different asymptotic behaviours of the predictive mean. Moreover, the study of this model provides the opportunity to analyze stochastic approximation dynamics, that are unusual in the related literature.
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1 Introduction

The standard Eggenberger-Pólya urn (see EggPol23,mah) has been widely studied and generalized (for instance, some recent variants can be found in [1] [2] [3] [4] [5] [6] [7] [8]). In its simplest form, this model with $k$-colors works as follows. An urn contains $N_i$ balls of color $i$, for $i = 1, \ldots, k$, and, at each discrete time, a ball is extracted from the urn and then it is returned inside the urn together with $\alpha > 0$ additional balls of the same color. Therefore, if we denote by $N_{ni}$ the number of balls of color $i$ in the urn at time $n$, we have

$$N_{ni} = N_{n-1} + \alpha \xi_{ni},$$

where $\xi_{ni} = 1$ if the extracted ball at time $n$ is of color $i$, and $\xi_{ni} = 0$ otherwise. The parameter $\alpha$ regulates the reinforcement mechanism: the greater $\alpha$, the greater the dependence of $N_{ni}$ on $\sum_{h=1}^{n} \xi_{hi}$.

The Generalized Rescaled Pólya (GRP) urn model is characterized by the introduction of the sequence $(\beta_n)_{n}$ of parameters, together with the replacement of the parameter $\alpha$ of the original model by a sequence $(\alpha_n)_{n}$, so that

$$N_{ni} = b_{ni} + B_{ni},$$

with

$$B_{n+i} = \beta_n B_{ni} + \alpha_{n+i} \xi_{n+i},$$

$n \geq 0$.

Therefore, the urn initially contains $b_{0i} + B_{0i}$ balls of color $i$ and the parameters $\beta_n \geq 0$, together with $\alpha_n > 0$, regulate the reinforcement mechanism. More precisely, the term $\beta_n B_{ni}$ links $N_{n+i}$ to the “configuration” at time $n$ through the “scaling” parameter $\beta_n$, and the term $\alpha_{n+i} \xi_{n+i}$ links $N_{n+i}$ to the outcome of the extraction at time $n + 1$ through the parameter $\alpha_{n+i}$.

We are going to show that, with a suitable choice of the model parameters, we have a long-term almost sure convergence of the empirical mean $\frac{\sum_{i=1}^{N} n_{ni}}{N}$ to the deterministic limit $p_{0i} = b_{0i}/\sum_{i=1}^{N} b_{0i}$, and a chi-squared goodness of fit result for the long-term probabilities $\{p_{01}, \ldots, p_{0k}\}$. In particular, regarding the last point, we have that the chi-squared statistics

$$\chi^2 = N \sum_{i=1}^{k} \frac{(\hat{p}_i - p_{0i})^2}{p_{0i}},$$

where $N$ is the size of the sample, $\hat{p}_i = O_i/N$, with $O_i = \sum_{n=1}^{N} \xi_{ni}$, the number of observations equal to $i$ in the sample, is asymptotically distributed as $\chi^2(k - 1)\lambda$, with $\lambda > 1$, or $\chi^2(k - 1)N^{1/2+\epsilon}\lambda$, where $\lambda > 0$ may be smaller than 1, but $\epsilon$ is always strictly smaller than 1/2. In both cases, the presence of
correlation among units mitigates the effect in (1.1) of the sample size \(N\), that multiplies the chi-squared distance between the observed frequencies and the expected probabilities. This aspect is important for the statistical applications in the context of a “big sample”, when a small value of the chi-squared distance might be significant, and hence a correction related to the correlation between observations is desirable (see, for instance, [9, 12, 14, 26, 27, 31, 33, 32, 33, 34]). More precisely, in the first case, the observed value of the chi-squared distance has to be compared with the “critical” value \(\chi^2_{1-\alpha}(k-1)\lambda/N\), where \(\chi^2_{1-\alpha}(k-1)\) denotes the quantile of order \(1 - \alpha\) of the chi-squared distribution \(\chi^2(k-1)\). In the second case, the critical value for the chi-squared distance becomes \(\chi^2_{1-\alpha}(k-1)\lambda/N^{2\xi}\), where, although the constant \(\lambda\) may be smaller than \(1\), the effect of the sample size \(N\) is mitigated by the exponent \(2\xi < 1\). In other words, for this second case, the Fisher information given by the sample does not scale with the sample size \(N\), but with rate \(N^{2\xi}\). Hence, since the long-term correlation, collecting more and more data does not provide a linear increment of the information.

Summing up, the GRP urn provides a theoretical framework for a chi-squared test of goodness of fit for the long-term probabilities of correlated data, generated according to a reinforcement mechanism. Specifically, we describe a possible application in the context of clustered data, with independence between clusters and correlation, due to a reinforcement mechanism, inside each cluster. In particular, we develop a suitable estimation technique for the fundamental model parameters. Then we apply the proposed test to a data set of Twitter posts about COVID-19 pandemic. Given the null hypothesis that the daily long-run sentiment rate of the posts is the same for all the considered days (suitably spaced days in the period February 20th - April 20th 2020), performing a classical \(\chi^2\) test, the data result strongly significant for the rejection of the null hypothesis, while, taking into account the correlation among posts sent in the same day, the proposed test leads to a different conclusion.

The sequel of the paper is so structured. In Section 2 we set up the notation and we define the GRP urn. In Section 3 we illustrate its relationships with previous models and we discuss the connections with related literature. In particular, the object of the present work gives us the opportunity to study Stochastic Approximation (SA) dynamics, which are infrequent in SA literature and so fill in some theoretical gaps. In Section 4 we provide the main result of this work, that is the almost sure convergence of the empirical means to the deterministic limits \(p_0, i\), and the goodness of fit result for the long-term probabilities \(p_0, i\), together with comments and examples. In Section 5 we describe a possible statistical application of the GRP urn and the related results: a chi-squared test of goodness of fit for the long-term probabilities of clustered data, with independence between clusters and correlation, due to a reinforcement mechanism, inside each cluster. We apply the proposed test to a data set of Twitter posts about COVID-19 pandemic. In Section 6 we state two convergence results for the empirical means, which are the basis for the proof of the main theorem. All the shown theoretical results are analytically proven. The proofs are left to Section S1 in the Supplementary Material [2], except for the proof of Theorem 7.2 which is methodologically new and emphasizes new techniques of martingale limit theory and so it is illustrated in Section S8. Finally, in the Supplementary Material we also provide some complements, some technical lemmas and some recalls about stochastic approximation theory and about stable convergence. When necessary, the references to the Supplementary Material are preceded by an “S”, so that (S1.2) will refer to the equation (S1.2) in [2].

## 2 The Generalized Rescaled Pólya (GRP) urn

In all the sequel, we suppose given two sequences of parameters \((\alpha_n)_{n \geq 0}\), with \(\alpha_n > 0\) and \((\beta_n)_{n \geq 0}\) with \(\beta_n \geq 0\). Given a vector \(x = (x_1, \ldots, x_k)^\top \in \mathbb{R}^k\), we set \(|x| = \sum_{i=1}^k |x_i|\) and \(\|x\|^2 = x^\top x = \sum_{i=1}^k |x_i|^2\). Moreover we denote by \(1\) and \(0\) the vectors with all the components equal to 1 and equal to 0, respectively.

The urn initially contains \(b_0, i > 0\) distinct balls of color \(i\), with \(i = 1, \ldots, k\). We set \(b_0 = (b_0, 1, \ldots, b_0, k)^\top\) and \(B_0 = (B_0, 1, \ldots, B_0, k)^\top\). We assume \(|b_0| > 0\) and we set \(p_0 = \frac{b_0}{|b_0|}\). At each discrete time \((n+1) \geq 1\), a ball is drawn at random from the urn, obtaining the random vector \(\xi_{n+1} = (\xi_{n+1, 1}, \ldots, \xi_{n+1, k})^\top\) defined as

\[
\xi_{n+1, i} = \begin{cases} 
1 & \text{when the extracted ball at time } n+1 \text{ is of color } i \\
0 & \text{otherwise},
\end{cases}
\]

and the number of balls in the urn is so updated:

\[
N_{n+1} = b_0 + B_{n+1} \quad \text{with} \quad B_{n+1} = \beta_n B_n + \alpha_{n+1} \xi_{n+1}.
\] (2.1)
which gives (since $|\xi_{n+1}| = 1$

$$|B_{n+1}| = \beta_n|B_n| + \alpha_{n+1}.\)$$

Therefore, setting $r_n^* = |N_n| = |B_0| + |B_n|$, we get

$$r_{n+1}^* = r_n^* + (\beta_n - 1)|B_n| + \alpha_{n+1}.\)$$

that is

$$r_{n+1}^* - r_n^* = |B_0|(1 - \beta_n) - r_n^*(1 - \beta_n) + \alpha_{n+1}.\)$$

Moreover, setting $\mathcal{F}_0$ equal to the trivial $\sigma$-field and $\mathcal{F}_n = \sigma(\xi_1, \ldots, \xi_n)$ for $n \geq 1$, the conditional probabilities $\psi_n = (\psi_1, \ldots, \psi_k)^\top$ of the extraction process, also called predictive means, are

$$\psi_n = E[\xi_{n+1}|\mathcal{F}_n] = \frac{N_n}{|N_n|} = \frac{b_0 + B_n}{r_n} \quad n \geq 0.\)$$

It is obvious that we have $|\psi_n| = 1$. Moreover, when $\beta_n > 0$ for all $n$, the probability $\psi_n$, results increasing with the number of times we observed the value $i$, that is the random variables $\xi_i$, are generated according to a reinforcement mechanism: the probability that the extraction of color $i$ occurs has an increasing dependence on the number of extractions of color $i$ occurred in the past (see, e.g. [41]). More precisely, we have

$$\psi_n = \frac{b_0 + B_0 \prod_{j=0}^{n-1} \beta_j + \sum_{h=1}^{n} \left( \alpha_h \prod_{j=h}^{n-1} \beta_j \right) \xi_h}{|b_0| + |B_0| \prod_{j=0}^{n-1} \beta_j + \sum_{h=1}^{n} \left( \alpha_h \prod_{j=h}^{n-1} \beta_j \right)}.\)$$

The dependence of $\psi_n$ on $\xi_h$ depends on the factor $f(h, n) = \alpha_h \prod_{j=h}^{n-1} \beta_j$, with $1 \leq h \leq n$, $n \geq 0$. In the case of the standard Eggenberger-Pólya urn, that corresponds to $\alpha_n = \alpha > 0$ and $\beta_n = 1$ for all $n$, each observation $\xi_h$ has the same “weight” $f(h, n) = \alpha$. Instead, if the factor $f(h, n)$ increases with $h$, then the main contribution is given by the most recent extractions. We refer to this phenomenon as “local” reinforcement. For instance, this is the case when $(\alpha_n)$ is increasing and $\beta_n = 1$ for all $n$. Another case is when $\alpha_n = \alpha > 0$ and $\beta_n < 1$ for all $n$. The case $\beta_n = 0$ for all $n$ is an extreme case, for which $\psi_n$ depends only on the last extraction $\xi_n$ (recall that conventionally $\prod_{j=n}^{n-1} \beta_j = 1$). For the next examples, we will show that they exhibit a broader sense local reinforcement, in the sense that the “weight” of the observations is eventually increasing with time.

By means of (2.4), together with (2.1) and (2.2), we have

$$\psi_{n+1} - \psi_n = -\frac{(1 - \beta_n)}{r_{n+1}^*} |b_0|(\psi_n - p_0) + \frac{\alpha_{n+1}}{r_{n+1}^*}(\xi_{n+1} - \psi_n).\)$$

Setting $\theta_n = \psi_n - p_0$ and $\Delta M_{n+1} = \xi_{n+1} - \psi_n = \xi_{n+1} - p_0 - \theta_n$ and letting $\epsilon_n = |b_0|\frac{(1 - \beta_n)}{r_{n+1}^*}$ and $\delta_n = \alpha_{n+1}/r_{n+1}^*$, from (2.5) we obtain

$$\psi_{n+1} - \psi_n = -\epsilon_n(\psi_n - p_0) + \delta_n \Delta M_{n+1}\)$$

and so

$$\theta_{n+1} - \theta_n = -\epsilon_n \theta_n + \delta_n \Delta M_{n+1}.\)$$

Therefore, the asymptotic behaviour of $(\theta_n)$ depends on the two sequences $(\epsilon_n)_n$ and $(\delta_n)_n$.

Finally, we observe that, setting $\xi_N = \sum_{n=1}^{N} \xi_n/N$ and $\mu_n = \xi_n - p_0$, we have the equality

$$\mu_{n+1} - \mu_n = -\frac{1}{n}(\mu_n - \theta_n) + \frac{1}{n} \Delta M_{n+1},\)$$

that links the asymptotic behaviour of $(\mu_n)$ and the one of $(\theta_n)$.

Different kinds of sequences $(\epsilon_n)_n$ and $(\delta_n)_n$ provide different kinds of asymptotic behaviour of $\theta_n$, i.e. of the empirical mean $\xi_N$. In Section 4 we provide two cases in which we have a long-term almost sure convergence of the empirical mean $O_i/N = \sum_{n=1}^{N} \xi_n/N$ toward the constant $p_{0i} = b_{0i}/|b_0|$, together with a chi-squared goodness of fit result. In particular, the quantities $p_{01}, \ldots, p_{0k}$ can be seen as a long-run probability distribution on the possible values (colors) $\{1, \ldots, k\}$.
3 Related literature

The particular case when in the GRP urn model we have \( \beta_n = \beta = 0 \) for all \( n \) corresponds to a version of the so-called “memory-1 senile reinforced random walk” on a star-shaped graph introduced in [29]. The case \( \alpha_n = \alpha > 0 \) and \( \beta_n = \beta = 1 \) for all \( n \) corresponds to the standard Eggenberger-Pólya urn with an initial number \( N_0 = b_0 + B_0 \), of balls of color \( i \). When \( (\alpha_n) \) is a not-constant sequence, while \( \beta_n = \beta = 1 \) for all \( n \), the GRP urn coincides with the variant of the Eggenberger-Pólya urn introduced in [20] (see also [11] Sec. 3.2). Instead, when \( \beta \neq 1 \), the GRP urn does not fall in any variants of the Eggenberger-Pólya urn discussed in [11] Sec. 3.2.

The case when \( \alpha_n = \alpha > 0 \) and \( \beta_n = \beta > 0 \) for all \( n \) corresponds to the Rescaled Pólya (RP) urn introduced and studied in [1] and applied in [3]. It is worthwhile to point out that the two cases studied in the present work do not include (and are not included in) the case studied in [1]. Moreover, the techniques employed here and in [1] are completely different: when \( \beta_n = \beta \in [0, 1) \) as in [1], the jumps \( \Delta \psi_n \) do not vanish and the process \( \psi = (\psi_n)_n \) converges to a stationary Markov chain and so the appropriate Markov ergodic theory is employed; in this work, we have \( |\Delta \psi_n| = o(1) \), so that the martingale limit theory is here exploited to achieve the asymptotic results. Obviously, the two techniques are not exchangeable or adaptable from one contest to the other one.

When \( (\beta_n) \) is not identically equal to 1, since the first term in the right hand of the above relation, the GRP urn does not belong to the class of Reinforced Stochastic Processes (RSPs) studied in [3, 5, 11, 20, 21, 24]. Indeed, the RSPs are characterized by a “strict” reinforcement mechanism such that \( \varepsilon_{n+1} = 0 \) implies \( \psi_{n+1} > \psi_n \) and so, as a consequence, \( \psi_n \) has an increasing dependence on the number of times we have \( \varepsilon_n = 1 \) for \( h = 1, \ldots, n \). When \( (\beta_n) \) is not identically equal to 1, the GRP urn does not satisfy the “strict” reinforcement mechanism, because the first term is positive or negative according to the sign of \( (1 - \beta_n) \) and \( (\psi_n - p_0) \). Furthermore, we observe that equation (2.6) recalls the dynamics of a RSP with a “forcing input” (see [3, 20, 11]), but the main difference relies on the fact that such a process is driven by a classical stochastic approximation dynamics, that is a dynamics of the kind (2.7) with \( \varepsilon_n = \delta_n \) (up to a constant) with \( \sum_n \varepsilon_n = +\infty \) and \( \sum_n \psi^2_n < +\infty \), while the GRP urn model also allows for \( \varepsilon_n \) and \( \delta_n \) with different rates and also for

- \( \sum_n \varepsilon_n = +\infty \) and \( \sum_n \psi^2_n = +\infty \) or
- \( \sum_n \varepsilon_n < +\infty \).

Since (2.7) is the fundamental equation of the Stochastic Approximation (SA) theory, we deem it appropriate to say a few more words on the relationship of the present work with the SA literature. The case when \( \delta_n = \varepsilon_n \) in (2.7) is essentially covered by the Stochastic Approximation (SA) theory (see Section S5, where we refer to [29, 32, 37, 39, 43]) and so Theorem 1 in that paper provides the weak convergence rate of the sequence \( (\psi_n)_n \) toward a certain point \( \psi^* \) that is established under suitable assumptions, given the assumption \( \varepsilon_n \) to 0, \( \sum_n \varepsilon_n = +\infty \) and \( \sum_n \varepsilon^2_n = +\infty \). The case \( \varepsilon_n \to 0 \), \( \sum_n \varepsilon_n = +\infty \) and \( \sum_n \varepsilon^2_n = +\infty \) is less usual in literature, but it is well characterized in [32]. The case when \( (\varepsilon_n)_n \) and \( (\delta_n)_n \) in (2.7) go to zero with different rates is typically neglected in SA literature. To our best knowledge, it is taken into consideration only in [33], where the weak convergence rate of the sequence \( (\psi_n)_n \) toward a certain point \( \psi^* \) is established under suitable assumptions, given the event \( \{\psi_n \to \psi^*\} \). No result is given for the empirical mean \( \overline{\psi}_N \), which instead is the focus of the present paper (see Theorem 4.1 below), whose proof is based on Theorem 7.2. More precisely, the assumptions on \( \varepsilon_n \) and \( \delta_n \) in the following Theorem 7.2 imply assumption (A1.3) in [30] and so Theorem 1 in that paper provides the weak convergence rate of the sequence \( (\psi_n - \psi^*) \) given the event \( \{\psi_n \to \psi^*\} \). However, this result is not useful for our scope because of two reasons: first, we need convergence results for the empirical mean \( \overline{\psi}_N \), not for the predictive mean \( \overline{\psi}_N \); second, in one case included in Theorem 7.2 (see Section 7 for more details), it seems to us not immediate to check the convergence of the predictive means and so we develop another technique that does not ask for this convergence (see Section 5). Hence, the contribution of Theorem 7.2 to the SA literature is that, for a dynamics of the type (2.7) with \( (\varepsilon_n)_n \) and \( (\delta_n)_n \) going to zero with different rates, it provides the asymptotic behaviour of the empirical mean \( \overline{\psi}_N \), covering a case when \( \sum_n \varepsilon_n = +\infty \) and \( \sum_n \delta^2_n = +\infty \) and without requiring the convergence of the empirical means \( \psi_N \).

Finally, it is worthwhile to point out that we also analyze the case when \( \sum_n \varepsilon_n < +\infty \), which is also excluded in SA literature and so it could be relevant in that field. Specifically, we prove almost sure convergence of the predictive means and of the empirical means toward a random variable and we give a central limit theorem in the sense of stable convergence. However, even if interesting from a theoretical point of view, we collect these results in Section S22 because they are not related to the chi-squared test of goodness of fit.

The following statistical application of the GRP urn was inspired by [1, 12, 36]. However, those papers
only deal with the case when the statistics \([1.1]\) is asymptotically distributed as \(\chi^2(k - 1)\lambda\), with \(\lambda > 1\), while we also face the case when the statistics \([1.1]\) is asymptotically distributed as \(\chi^2(k - 1)N^{1-2c}\lambda\), illustrating a suitable estimation procedure for the fundamental parameters \(\eta = 1 - 2c\) and \(\lambda\). To the best of our knowledge, this is the first work presenting a model that provides a theoretical framework for a such chi-squared test of goodness of fit.

### 4 Main theorem: goodness of fit result

Given a sample \((\xi_1, \ldots, \xi_N)\) generated by a GRP urn, the statistics

\[
O_i = \#\{n = 1, \ldots, N: \xi_{ni} = 1\} = \sum_{n=1}^{N} \xi_{ni}, \quad i = 1, \ldots, k,
\]

counts the number of times we observed the value \(i\). The theorem below states, under suitable assumptions, the almost sure convergence of the empirical mean \(\hat{p}_i = O_i/N = \sum_{n=1}^{N} \xi_{ni}/N\) toward the probability \(p_{0i}\), together with a chi-squared goodness of fit test for the long-term probabilities \(p_{01}, \ldots, p_{0k}\). More precisely, we prove the following result:

**Theorem 4.1.** Assume \(p_{0i} > 0\) for all \(i = 1, \ldots, k\) and suppose to be in one of the following cases:

- **a)** \(\epsilon = (n + 1)^{-c}\) and \(\delta_n = c\epsilon_n,\) with \(\epsilon \in (0, 1)\) and \(c > 0\), or
- **b)** \(\epsilon = (n + 1)^{-c}\), \(\delta_n \sim c(n + 1)^{-\delta},\) with \(\epsilon \in (0, 1)\), \(\delta \in (\epsilon/2, \epsilon)\) and \(c > 0\).

Define the constants \(c\) and \(\lambda\) as

\[
\epsilon = \begin{cases} 
  1/2 & \text{in case a)} \\
  1/2 - (\epsilon - \delta) < 1/2 & \text{in case b)}
\end{cases}
\]

and

\[
\lambda = \begin{cases} 
  (\epsilon + 1)^2 & \text{in case a)} \text{ with } \epsilon \in (0, 1), \\
  (\epsilon + 1)^2 + c^2 = [2c(c + 1) + 1] & \text{in case a)} \text{ with } \epsilon = 1, \\
  c^2 & \text{in case b}).
\end{cases}
\]

Then \(\hat{p}_i = O_i/N \rightarrow p_{0i}\), and

\[
1 \cdot N^{1-2c} \sum_{i=1}^{k} \frac{(O_i - Np_{0i})^2}{Np_{0i}} = N^{2c} \sum_{i=1}^{k} \frac{(\hat{p}_i - p_{0i})^2}{p_{0i}} \frac{d}{N \rightarrow \infty} W_0 = \lambda W_0
\]

where \(W_0\) has distribution \(\chi^2(k - 1) = \Gamma\left(\frac{2c + 1}{2}, \frac{1}{2}\right)\) and, consequently, \(W_0\) has distribution \(\Gamma\left(\frac{2c + 1}{2}, \frac{1}{2}\right)\).

We note that \(\lambda\) is a constant greater than 1 in case a); while, in case b), it is a strictly positive quantity. Moreover, in case b), we have \(0 < (\epsilon - \delta) < \epsilon/2 < 1/2\) and so \((1 - 2c) = 2(\epsilon - \delta) \in (0, 1)\). As a consequence, we have \(N^{1-2c}\lambda > 1\) for \(N\) large enough.

In the next two examples we show that it is possible to construct suitable sequences \((\alpha_n)_n\) and \((\beta_n)_n\) of the model such that the corresponding sequences \((\epsilon_n)_n\) and \((\delta_n)_n\) converge to zero with the same rate or with different rates and satisfy the assumptions a) or b) of the above theorem, respectively.

**Example 4.2.** (Case \(\epsilon_n = (n + 1)^{-c}\) and \(\delta_n = c\epsilon_n\,\text{with}\,\epsilon > 0\,\text{and}\,c > 0\))

Take \(\alpha_{n+1} = c|b_0|(1 - \beta_n),\) with \(\beta_n \in [0, 1]\) and \(c > 0\), that implies \(\delta_n = \frac{\alpha_{n+1}}{\alpha_{n+1} + 1} = c|b_0|(1 - \beta_n) = c\epsilon_n.\) Set \(r^*_n = (1 + c)|b_0|(1 - t_n)\) so that from \([2.3]\) we obtain \(t_{n+1} = \beta_n t_n\). Hence, we have

\[
t_{n+1} = t_0 \prod_{k=0}^{n} \beta_k = \frac{c|b_0| - |B_0|}{(1 + c)|b_0|} \prod_{k=0}^{n} \beta_k
\]

and so

\[
r^*_n = (1 + c)|b_0| + (|B_0| - c|b_0|) \prod_{k=0}^{n} \beta_k.
\]
Therefore, setting $\beta^* = \prod_{k=0}^{n-1} \beta_k \in [0, 1]$, we get $r_n^* \rightarrow r^* = (1 + c) |b_0| + (|B_0| - c |b_0|) \beta^* > 0$. If we choose $|B_0| = c |b_0|$, then $r_n^* = r^* = (1 + c) |b_0|$ for each $n$ and so, setting $\beta_n = 1 - (1 + c)(1 + n)^{-\epsilon}$ with $\epsilon > 0$, we obtain $\epsilon_n = (1 + n)^{-\epsilon}$ and $\delta_n = \epsilon_n$. Taking $\epsilon \in (0, 1]$, we have that $\epsilon_n$ and $\delta_n$ satisfy assumption a) of Theorem 4.1. Moreover, we have $\alpha_n = c |b_0| (1 + c)^n \beta^*$ and $1 - \beta_n = (1 + c)(1 + n)^{-\epsilon}$ and so, for the behaviour of the factor $f(h, n) = \alpha_n \prod_{j=0}^{n-1} \beta_j$ in (2.5), we refer to Section S3.

**Example 4.3.** (Case $\epsilon_n = (n + 1)^{-\epsilon}$ and $\delta_n \sim c(n + 1)^{-\delta}$, with $0 < \delta < \epsilon < 1$ and $c > 0$)

Take $0 < \delta < \epsilon < 1$ and set $\gamma = \epsilon - \delta > 0$, $r_n^* = n^\gamma$ and $(1 - \beta_n) = |b_0|^{-1}(1 + n)^{-\delta}$. We immediately have

$$
\epsilon_n = |b_0| \frac{(1 - \beta_n)}{r_n^*} = (1 + n)^{-\delta - \gamma} = (n + 1)^{-\epsilon}
$$

and (2.3) yields $\alpha_{n+1} = (n + 1)^{\gamma} - n^{\gamma}(1 - |b_0|^{-1}(1 + n)^{-\delta}) - (1 + n)^{-\delta}$, so that

$$
\delta_n = \frac{\alpha_{n+1}}{r_{n+1}^*} = \frac{\alpha_{n+1}}{(n + 1)^{\gamma}} = 1 - \left(1 - \frac{1}{n + 1}\right)^{\gamma}(1 - |b_0|^{-1}(1 + n)^{-\delta}) - (1 + n)^{-\delta - \gamma}
$$

$$
= 1 - \left(1 - \gamma(n + 1)^{-1} + O(n^{-2})\right)(1 - |b_0|^{-1}(1 + n)^{-\delta}) - (1 + n)^{-\epsilon}
$$

$$
= |b_0|^{-1}(1 + n)^{-\delta} - \gamma|b_0|(n + 1)^{-1 - \delta} - |b_0|(1 + n)^{-\delta - \epsilon - \gamma} - (n + 1)^{-1} + O(n^{-2 + \delta}).
$$

Setting $c = |b_0|^{-1} > 0$, we obtain $\epsilon_n = (n + 1)^{-\epsilon}$ and $\delta_n \sim c(n + 1)^{-\delta}$. Taking $\delta \in (\epsilon/2, \epsilon)$, we have that $\epsilon_n$ and $\delta_n$ satisfy assumption b) of Theorem 4.1. Moreover, we have $\alpha_n = cn^{-2(\epsilon-\delta)}(1 + \gamma c^{-1}n^{-1+\delta} - c^{-1}n^{-1+\delta} - \gamma(n + 1)^{-1} + O(n^{-2 + \delta}))$ and $(1 - \beta_n) = (c + 1)^{-1}$, with $0 < 2\delta - \epsilon < \delta < (1 + 2\delta - \epsilon)/2$, and so, for the behaviour of the factor $f(h, n) = \alpha_n \prod_{j=0}^{n-1} \beta_j$ in (2.5), we refer to Section S3.

### 5 Statistical applications

In a big sample the units typically can not be assumed independent and identically distributed, but they exhibit a structure in clusters, with independence between clusters and with correlation inside each cluster [42, 43, 44, 45, 46]. The model and the related results presented in [11] and in the present paper may be useful in the situation when inside each cluster the probability that a certain unit chooses the value $i$ is affected by the number of units in the same cluster that have already chosen the value $i$, hence according to a reinforcement rule. Formally, given a “big” sample $\{\xi_n : n = 1, \ldots, N\}$, we suppose that the $N$ units are ordered so that we have the following $L$ clusters of units:

$$
C_\ell = \left\{ \sum_{i=1}^{\ell} N_i + 1, \ldots, \sum_{i=1}^{\ell} N_i \right\}, \quad \ell = 1, \ldots, L.
$$

Therefore, the cardinality of each cluster $C_\ell$ is $N_\ell$. We assume that the units in different clusters are independent, that is

$$
[\xi_1, \ldots, \xi_{N_1}], \ldots, [\xi_{\sum_{i=1}^{\ell-1} N_i + 1}, \ldots, \xi_{\sum_{i=1}^{\ell-1} N_i + N_\ell}], \ldots, [\xi_{\sum_{i=1}^{L-1} N_i + 1}, \ldots, \xi_N]
$$

are $L$ independent multidimensional random variables. Moreover, we assume that the observations inside each cluster can be modelled as a GRP satisfying case a) or case b) of Theorem 4.1. Given certain (strictly positive) intrinsic probabilities $p_{0i}(\ell), \ldots, p_{ki}(\ell)$ for each cluster $C_\ell$, we firstly want to estimate the model parameters and then perform a test with null hypothesis

$$
H_0 : \quad p_{0i}(\ell) = p_{0i}^*(\ell) \quad \forall i = 1, \ldots, k
$$

based on the the statistics

$$
Q_\ell = \frac{1}{N_\ell^{2(\epsilon-\delta)}} \sum_{i=1}^{L} \frac{(O_i(\ell) - N_\ell p_{0i}^*(\ell))^2}{N_\ell p_{0i}^*(\ell)} , \quad \text{with} \quad O_i(\ell) = \#\{n \in C_\ell : \xi_n = i\}, \quad (5.1)
$$

and its corresponding asymptotic distribution $\Gamma\left(\frac{L-k+1}{2}, \frac{1}{2}\right)$, where $\lambda$ is given in (4.1). Note that we can perform the above test for a certain cluster $\ell$, or we can consider all the clusters together using the aggregate statistics $\sum_{\ell=1}^{L} Q_\ell$ and its corresponding distribution $\Gamma\left(\frac{L-k+1}{2}, \frac{1}{2\lambda}\right)$.

Regarding the probabilities $p_{0i}^*(\ell)$, some possibilities are:
• we can take $p_{0i}^\ell(t) = 1/k$ for all $i = 1, \ldots, k$ if we want to test possible differences in the probabilities for the $k$ different values;

• we can suppose to have two different periods of times, and so two samples, say $\{\xi_n^{(1)} : n = 1, \ldots, N\}$ and $\{\xi_n^{(2)} : n = 1, \ldots, N\}$, take $p_{0i}^\ell(t) = \sum_{n \in C_\ell} \xi_n^{(i)}/N_\ell$ for all $i = 1, \ldots, k$, and perform the test on the second sample in order to check possible changes in the intrinsic long-run probabilities;

• we can take one of the clusters as benchmark, say $\ell^\ast$, set $p_{0i}^\ell(t) = \sum_{n \in C_{\ell^\ast}} \xi_n/i/N_{\ell^\ast}$ for all $i = 1, \ldots, k$ and $\ell \neq \ell^\ast$, and perform the test for the other $L - 1$ clusters in order to check differences with the benchmark cluster $\ell^\ast$.

Finally, if we want to test possible differences in the clusters, then we can take $p_{0i}^\ell(t) = p_{0i} = \sum_{n=1}^N \xi_n/N$ for all $i = 1, \ldots, L$ and perform the test using the aggregate statistics $\sum_{\ell=1}^L Q_\ell$ with asymptotic distribution $\Gamma\left(\frac{(L-1)(k-1)}{2}, \frac{1}{2}\right)$.

5.1 Estimation of the parameters

The model parameters are $\epsilon, \delta$ and $c$. However, as we have seen, the fundamental quantities are $\eta = 2(\epsilon - \delta)$ and $\lambda$ given in (4.1). Moreover, recall that in case a), we have $\eta = 0$ and $\lambda > 1$ and, in case b), we have $\eta \in (0, 1)$ and $\lambda > 0$. Therefore, according the considered model, the pair $(\eta, \lambda)$ belongs to $S = \{0\} \times (1, +\infty) \cup (0, 1) \times (0, +\infty)$. In order to estimate the pair $(\eta, \lambda) \in S$, we define

$$T_\ell = N_\ell^\eta Q_\ell = \sum_{i=1}^k \left( O_\ell(t) - N_\ell p_{0i}^\ell(t) \right)^2/ N_\ell p_{0i}^\ell(t).$$

Given the observed values $t_1, \ldots, t_L$, the log-likelihood function of $Q_\ell$ reads

$$\ln(\mathcal{L}(\eta, \lambda)) = \ln \mathcal{L}(\eta, \lambda; t_1, \ldots, t_L) = -\frac{k-1}{2} L \ln(\lambda) - \frac{k-1}{2} \eta \sum_{\ell=1}^L \ln(N_\ell) - \frac{1}{2} \sum_{\ell=1}^L \frac{t_\ell \ln(N_\ell)}{N_\ell} + R_1,$$

where $R_1$ is a remainder term that does not depend on $(\eta, \lambda)$. Now, we look for the maximum likelihood estimator of the two parameters $(\eta, \lambda)$.

We immediately observe that, when all the clusters have the same cardinality, that is all the $N_\ell$ are equal to a certain $N_0$, then we cannot hope to estimate $\eta$ and $\lambda$, separately. Indeed, the log-likelihood function becomes

$$\ln(\mathcal{L}(\eta, \lambda)) = \ln \mathcal{L}(\eta, \lambda; t_1, \ldots, t_L) = -\frac{k-1}{2} L \left[ \ln(\lambda) + \eta \ln(N_0) \right] - \frac{1}{2\lambda N_0} \sum_{\ell=1}^L t_\ell + R_1 = f(\lambda N_0^\eta).$$

This fact implies that it possible to estimate only the parameter $(\lambda N_0^\eta)$ as $\hat{\lambda} N_0^\eta = \sum_{\ell=1}^L t_\ell/(k-1)L$.

From now on, we assume that at least two clusters have different cardinality, that is at least a pair of cardinalities $N_\ell$ are different. We have to find (if they exist!) the maximum points of the function $(\eta, \lambda) \mapsto \ln(\mathcal{L}(\eta, \lambda))$ on the set $S$, which is not closed or not limited. First of all, we note that $\ln(\mathcal{L}(\eta, \lambda)) \to -\infty$ for $\lambda \to +\infty$ and $\lambda \to 0$. Thus, the log-likelihood function has maximum value on the closure $\overline{S}$ of $S$ and its maximum points are stationary points belonging to $(0, 1) \times (0, +\infty)$ or they belong to $(0, 1) \times (0, +\infty)$.

For detecting the points of the first type, we compute the gradient of the log-likelihood function, obtaining

$$\nabla_{(\eta, \lambda)} \ln \mathcal{L} = \left( -\frac{k-1}{2} \sum_{\ell=1}^L \ln(N_\ell) + \frac{1}{2\lambda} \sum_{\ell=1}^L \frac{t_\ell \ln(N_\ell)}{N_\ell} \right).$$

Hence, the stationary points $(\eta, \lambda)$ of the log-likelihood function are solutions of the system

$$\begin{cases}
\sum_{\ell=1}^L \frac{t_\ell}{N_\ell} \ln(N_\ell) = \sum_{\ell=1}^L \frac{t_\ell \ln(N_\ell)}{L} \\
\frac{1}{2\lambda} \sum_{\ell=1}^L \frac{t_\ell}{N_\ell} = \frac{1}{2\lambda} \frac{L}{k-1}.
\end{cases}$$
In particular, we get that the stationary points are of the form \((\eta, \lambda(\eta))\), with

\[
\lambda(\eta) = \frac{\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}}}{L(k-1)}.
\] (5.2)

In order to find the maximum points on the border, that is belonging to \(\{0,1\} \times (0, +\infty)\), we observe that, fixed any \(\eta\), the function

\[
\lambda \mapsto -\frac{k-1}{2} L \ln(\lambda) - \frac{1}{2\pi} \sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}} + R_{2},
\]

where \(R_{2}\) is a remainder term not depending on \(\eta\) and \(\lambda(\eta)\) defined in (5.2).

Summing up, the problem of detecting the maximum points of the log-likelihood function on \(\mathbb{S}\) reduces to the study of the maximum points on \([0, 1]\) of the function

\[
\eta \mapsto \ln(\mathcal{L}(\eta, \lambda(\eta))) = -\frac{k-1}{2} L \ln \left(\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}}\right) - \frac{k-1}{2} \eta \sum_{\ell=1}^{L} \ln(N_{\ell}) + R_{3},
\] (5.3)

where \(R_{3}\) is a remainder term not depending on \(\eta\). To this purpose, we note that we have

\[
g(\eta) = \frac{\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}} \ln(N_{\ell})}{\sum_{\ell=1}^{L} \frac{1}{N_{\ell}}} - \frac{\sum_{\ell=1}^{L} \ln(N_{\ell})}{L}.
\]

Setting

\[
p(x, \ell) = \frac{\frac{t_{\ell}}{N_{\ell}}}{\sum_{\ell=1}^{L} \frac{1}{N_{\ell}}}
\]

and denoting by \(E_{x}[:]\) and by \(E_{u}[:]\) the mean value with respect to the discrete probability distribution \(\{p(x, \ell) : \ell = 1, \ldots, L\}\) on \(\{N_{1}, \ldots, N_{L}\}\) and with respect to the uniform discrete distribution on \(\{N_{1}, \ldots, N_{L}\}\) respectively, the above function \(g\) can be written as

\[
g(x) = \sum_{\ell=1}^{L} p(x, \ell) \ln(N_{\ell}) - \frac{\sum_{\ell=1}^{L} \ln(N_{\ell})}{L} = E_{x}[\ln(N)] - E_{u}[\ln(N)].
\]

Moreover, we have

\[
g'(x) = \left(\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}} \ln^{2}(N_{\ell})\right) \left(\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}}\right) + \left(\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}} \ln(N_{\ell})\right)^{2}
\]

\[
= - \sum_{\ell=1}^{L} p(x, \ell) \ln^{2}(N_{\ell}) + \sum_{\ell=1}^{L} p(x, \ell) \ln(N_{\ell})^{2} = - \text{Var}_{x}[\ln(N)],
\]

where \(\text{Var}_{x}[:]\) denotes the variance with respect to the discrete probability distribution \(\{p(x, \ell) : \ell = 1, \ldots, L\}\) on \(\{N_{1}, \ldots, N_{L}\}\). Since, we are assuming that at least two \(N_{\ell}\) are different, we have \(\text{Var}_{x}[\ln(N)] > 0\) and so the function \(g\) is strictly decreasing. Finally, we observe that we have

\[
\text{Cov}_{u}(\ln(N), T) = \sum_{\ell=1}^{L} \frac{t_{\ell}}{L} \ln(N_{\ell}) - \frac{\sum_{\ell=1}^{L} t_{\ell} \sum_{\ell=1}^{L} \ln(N_{\ell})}{L} = g(0) \frac{\sum_{\ell=1}^{L} t_{\ell}}{L}
\]

and

\[
\text{Cov}_{u}(\ln(N), \frac{1}{T}) = \frac{\sum_{\ell=1}^{L} \frac{t_{\ell}}{L} \ln(N_{\ell})}{L} - \frac{\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}} \sum_{\ell=1}^{L} \ln(N_{\ell})}{L} = g(1) \frac{\sum_{\ell=1}^{L} \frac{t_{\ell}}{N_{\ell}}}{L},
\]

where \(\text{Cov}_{u}(:, :)\) denotes the covariance with respect to the discrete joint distribution concentrated on the diagonal and such that \(P\{N = N_{\ell}, T = t_{\ell}\} = 1/L\) with \(\ell = 1, \ldots, L\). Hence, we distinguish the following cases.
First case: $\text{Cov}_u(\ln(N), T) \leq 0$

We are in the case when $g(0) \leq 0$ and so the function (5.3) is strictly decreasing for $\eta > 0$. Thus, its maximum value on $[0,1]$ is assumed at $\tilde{\eta} = 0$. Consequently, we have $\tilde{\lambda} = \lambda(0) = \frac{\sum_{t=1}^{\hat{L}} \hat{c}_t}{\hat{L}(\hat{d}-1)}$. Recall that we need $(0, \lambda) \in S$ and so $\hat{\lambda} > 1$. If the model fits well the data, this is a consequence. Indeed, $\tilde{\lambda}$ is an unbiased estimator: $\tilde{\lambda} \sim \Gamma(L(k-1)/2, 1/(2\lambda))$ and so $E[\tilde{\lambda}] = \lambda > 1$. A value $\tilde{\lambda} \leq 1$ means a bad fit of the consider model to the data (the smaller the value of $\lambda$, the worse the fitting). Note that in the threshold case ($\tilde{\eta} = 0$, $\tilde{\lambda} = 1$), the corresponding test statistics (5.1) and its distribution coincide with the classical ones used for independent observations.

Second case: $\text{Cov}_u(\ln(N), T) > 0$ and $\text{Cov}_u(\ln(N), \frac{\hat{L}}{N}) < 0$

We are in the case when $g(0) > 0$ and $g(1) < 0$. Hence, the function (5.3) has a unique stationary point $\hat{\eta} \in (0, 1)$, which is the maximum point. Consequently, we have $\tilde{\lambda} = \lambda(\hat{\eta}) = \frac{\sum_{t=1}^{\hat{L}} \hat{v}_t}{\hat{L}(\hat{d}-1)} > 0$. The point $(\hat{\eta}, \tilde{\lambda})$ belongs to $S$.

Third case: $\text{Cov}_u(\ln(N), \frac{\hat{L}}{N}) \geq 0$

We are in the case when $g(1) \geq 0$ and so the function (5.3) is strictly increasing on $[0,1]$. Hence, its maximum point is at $\hat{\eta} = 1$, and, accordingly, we have $\tilde{\lambda} = \lambda(1) = \frac{\sum_{t=1}^{\hat{L}} \hat{d}_t}{\hat{L}(\hat{d}-1)}$. However, the point $(1, \tilde{\lambda})$ does not belong to $S$ and so, in this case, we conclude that we have a bad fit of the model to the data. Note that, if the considered model fits well the data, then we have $T/N \sim \lambda e^{\hat{g}(1-1)\ln(N)} \chi^2(k-1)$ with $\eta < 1$ and, consequently, we expect $\text{Cov}_u(\ln(N), \frac{\hat{L}}{N}) > 0$. Moreover, a value $\eta \geq 1$ in the statistics (5.1) means a central limit theorem of the type $N^{(1-n)/2}(\tilde{\xi}_N - \eta_0) \sim N(0, CT)$ with $1 - \eta/2 \leq 0$. This is impossible since $(\tilde{\xi}_N - \eta_0)$ is bounded.

6 COVID-19 epidemic Twitter analysis

We illustrate the application of the above statistical methodology to a data set containing posts on the on-line social network Twitter about the COVID-19 epidemic. More precisely, the data set covers the period from February 20th (h. 11pm) to April to 20th (h. 10pm) 2020, including tweets in Italian language. More details on the keywords used for the query can be found in [19]. For every message, the relative sentiment has been calculated using the polyglot python module developed in [10]. This module provides a numerical value $v$ for the sentiment and we have fixed a threshold $v$ for the sentiment and we have fixed a threshold $v > T$ and as a tweet with negative sentiment those with $v < T$. We have discarded tweets with a value $v \in [-T, T]$.

We are in the case $k = 2$ and the random variables $\xi_n = \xi_{n+1}$ take the value 1 when the sentiment of the post $n$ is positive and the value 0 when the sentiment of the post $n$ is negative. We have partitioned the data so that each set $P_d$ collect the messages of the single day $d$, for $d = 1$(February 20th), ... , 61(April 20th) and then, in order to obtain independent clusters, we have set $C_d = P_{1+3(\ell-1)}$, for $\ell = 1, \ldots, 21 = L$. (We have tested the independence of the timed sequence $\{Q_d : \ell = 1, \ldots, 21\}$ with a Ljung-Box test and we give the results in Table 2). Therefore $N_d$ is the total number of tweets posted during the day $1 + 3(\ell - 1)$ and $N = \sum_{\ell=1}^{L} N_d = 699450$ is the sample size.

It is plausible that inside each cluster the sentiment associated to each message is driven by a reinforcement mechanism, that can be modelled by means of a GRP: the probability to have a tweet with positive sentiment is increasing with the number of past tweets with positive sentiment and the reinforcement is mostly driven by the recent tweets, in the sense explained in Section 2. Note that the main effect of the GRP urn model is the presence of “local fashions”, resulting in unexpected excursions of $\psi_n$ around the long-run probabilities $\eta_0$. In order to point out that the considered data set exhibits this characteristics, for each $\ell$, we have computed the daily sentiment rate $\psi_{0}(\ell)$, then, according to this probability, we have generated an independent sequence $(\xi_n^\ell)$ of bernoulli variables, finally we have used the same smoothing procedure (i.e. classical cubic spline given in R package) to get an estimate of $\psi_n = \psi_{n+1}$, for both the real and the simulated independent data. In Fig. 1 the daily curves clearly show different behaviors in the two cases, highlighting a local reinforcement among tweets.
Figure 1: Smoothed daily estimate of $\psi_{n,1}$ for the Twitter dataset (left) and for the simulated independent data (right). The daily mean rate $\hat{p}_0(\ell)$ is the same for both the left and the right panel. $x$-axis: daily time. $y$-axis: cubic spline smoothing of the observed data $\xi_n$ and of the simulated independent data $\xi'_n$.

Figure 2: Plot of the function (5.3). Its maximum point gives the estimated value of the model parameter $\eta$.

Our purpose is to test the null hypothesis $H_0 : p_0(\ell) = p_0$ for any $\ell$. Therefore, taking $p_{0,1}(\ell) = \hat{p}_0 = \sum_{n=1}^N \xi_n / N$ for each $\ell$, we have firstly estimated the model parameters and then we have performed the chi-squared test based on the aggregate statistics $\sum_{\ell=1}^L Q_\ell$ and its corresponding asymptotic distribution $\Gamma\left(\frac{(L-1)(k-1)}{2}, \frac{1}{2}\right)$. The estimated values are $\hat{\eta} = 0.4363572$ and $\hat{\lambda} = 2.728098$ (in Fig. 2 we plot the function (5.3)).

The contingency table and the associated statistics for testing $H_0$ is given in Table 1. The obtained $\chi^2$-statistics for a usual $\chi^2$-test is $5507.803$, which is significant at any level of confidence. Under the proposed GRP model and the null hypothesis, the aggregate statistics $\sum_{\ell=1}^L Q_\ell$ has (asymptotic) distribution $\Gamma\left(\frac{(L-1)(k-1)}{2}, \frac{1}{2}\right)$ and the corresponding $p$-value associated to the data is equal to $0.4579297$. The null hypothesis that the daily long-run sentiment rate of the posts is the same for all the considered days is therefore strongly rejected with a classical $\chi^2$ test, while the same hypothesis is accepted if we take into account the reinforcement mechanism of correlation given in GRP model.

In Fig. 3 there are the values of the single statistics $Q_\ell$ compared to the $95th$-quantile of the distribution $\Gamma\left(\frac{1}{2}, \frac{1}{\lambda}\right)$. 
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| Date       | Obs$_+$ | Obs$_-$ | Exp$_+$ | Exp$_-$ | $\chi^2_+$ | $\chi^2_-$ | $\chi^2_+^{(c)}$ | $\chi^2_-^{(c)}$ |
|------------|---------|---------|---------|---------|------------|------------|----------------|----------------|
| 2020-02-20 | 25      | 43      | 35.11   | 32.89   | 2.91       | 3.11       | 0.46           | 0.49           |
| 2020-02-23 | 53564   | 60476   | 58886.18| 55153.82| 481.02     | 513.58     | 3.27           | 5.50           |
| 2020-02-26 | 29831   | 37175   | 34599.51| 32406.49| 334.87     | 357.53     | 3.27           | 3.49           |
| 2020-02-29 | 18220   | 22184   | 19540.82| 1701.67 | 3.11       | 3.18       | 0.14           | 0.15           |
| 2020-03-03 | 16801   | 156     | 212.23  | 198.77  | 8.62       | 9.20       | 0.62           | 0.67           |
| 2020-03-06 | 27906   | 27030   | 28366.99| 26569.01| 7.49       | 8.00       | 0.07           | 0.07           |
| 2020-03-09 | 41650   | 34769   | 39460.04| 36958.96| 121.54     | 129.76     | 0.90           | 0.96           |
| 2020-03-12 | 255     | 156     | 212.23  | 198.77  | 8.62       | 9.20       | 0.62           | 0.67           |
| 2020-03-15 | 14193   | 13562   | 14331.69| 13423.31| 1.34       | 1.43       | 0.02           | 0.02           |
| 2020-03-18 | 12064   | 10089   | 11439.02| 10713.98| 34.15      | 36.46      | 0.43           | 0.46           |
| 2020-03-21 | 11571   | 10026   | 11151.92| 10445.08| 17.55      | 16.81      | 0.20           | 0.22           |
| 2020-03-24 | 13339   | 9172    | 11623.88| 10887.12| 253.07     | 270.20     | 3.19           | 3.41           |
| 2020-03-27 | 14798   | 10039   | 12824.94| 12012.06| 303.55     | 324.09     | 3.67           | 3.92           |
| 2020-03-30 | 12689   | 10651   | 12051.94| 11288.06| 33.67      | 35.95      | 0.42           | 0.45           |
| 2020-04-02 | 12714   | 9300    | 11367.24| 10646.76| 159.56     | 170.36     | 2.03           | 2.17           |
| 2020-04-05 | 13373   | 10815   | 12489.82| 11698.18| 62.45      | 66.68      | 0.76           | 0.82           |
| 2020-04-08 | 14889   | 11087   | 13877.81| 12998.19| 73.68      | 78.67      | 0.86           | 0.92           |
| 2020-04-11 | 12153   | 10777   | 11840.23| 11089.77| 8.26       | 8.82       | 0.10           | 0.11           |
| 2020-04-14 | 13406   | 11430   | 12824.42| 12011.58| 26.37      | 28.16      | 0.32           | 0.34           |
| 2020-04-17 | 13977   | 11371   | 13088.80| 12259.20| 60.27      | 64.35      | 0.72           | 0.77           |
| 2020-04-20 | 13753   | 12393   | 13500.86| 12645.14| 4.71       | 5.03       | 0.06           | 0.06           |

Table 1: Contingency table associated to COVID-Twitter data: Obs$_+$ (Obs$_-$) are the number of posts with positive (negative) sentiment posted in the day $\ell$ reported in the first column (DataTime); Exp$_+$ (Exp$_-$) corresponds to $N_\ell p_0^*$ (resp. $N_\ell (1-p_0^*)$), where $N_\ell = \text{Obs}_+ + \text{Obs}_-$; $\chi^2_+$ (resp. $\chi^2_-^{(c)}$) is the quantity $(\text{Obs}_+ - \text{Exp}_+)^2/\text{Exp}_+$ (resp. $(\text{Obs}_- - \text{Exp}_-)^2/\text{Exp}_-$); $\chi^2_+^{(c)}$ (resp. $\chi^2_-^{(c)}$) is the quantity $\chi^2_+/N_\ell^0$ (resp. $\chi^2_-/N_\ell^0$). The statistics $Q_\ell$ corresponds to $\chi^2_+^{(c)} + \chi^2_-^{(c)}$.

Figure 3: Plot of the $Q_\ell$-series. The black line corresponds to the value of 95th-quantile of the distribution $\Gamma(\frac{1}{2}, \frac{1}{2\lambda})$, that is 10.48.
Table 2: Summary of Ljung–Box test for autocorrelation of \( \{Q_\ell : \ell = 1, \ldots, 21\} \), with different numbers of autocorrelation lags being tested. DF: number of lags under investigation; \( \chi^2 \): Ljung–Box test statistics, which is distributed as a \( \chi^2 \) distribution with DF degrees of freedom under the null hypothesis of independence; \( p \)-value: \( p \)-value of the Ljung–Box test.

The strong emotional involvement of the considered period had a “mixing effect” that cancelled possible significant autocorrelation during different 3-delayed days.

7 Asymptotic results for the empirical means

Theorem 4.1 is a consequence of the following Proposition 7.1 and Theorem 7.2 for the empirical means \( \bar{\xi}_N \).

In the sequel, we will use the symbol \( \rightarrow \) in order to denote the stable convergence (for a brief review on stable convergence, see Section S6).

Leveraging the Stochastic Approximation results collected in Section S5, we prove in Section S1.3 the following result:

**Proposition 7.1.** Take \( \epsilon_n = (n+1)^{-\delta} \) and \( \delta_n = c\epsilon_n \), with \( \epsilon \in (0, 1] \) and \( c > 0 \), and set \( \Gamma = \text{diag}(p_0 - p_0p_0^\top) \). Then \( \bar{\xi}_N \stackrel{a.s.}{\rightarrow} p_0 \) and

\[
\sqrt{N}(\bar{\xi}_N - p_0) \overset{\text{d}}{\rightarrow} N(0, \lambda\Gamma),
\]

with \( \lambda = (c+1)^2 \) when \( 0 < \epsilon < 1 \) and \( \lambda = (c+1)^2 + c^2 = 2c(c+1)+1 \) when \( \epsilon = 1 \).

For the case when \( (\epsilon_n)_n \) and \( (\delta_n)_n \) in (2.7) go to zero with different rates, we prove the following theorem (the proof is illustrated in Section S5).

**Theorem 7.2.** Take \( \epsilon_n = (n+1)^{-\delta} \) and \( \delta_n \sim c(n+1)^{-\delta} \), with \( \epsilon \in (0, 1) \), \( \delta \in (\epsilon/2, \epsilon) \) and \( c > 0 \). Then \( \bar{\xi}_N \stackrel{a.s.}{\rightarrow} p_0 \) and

\[
N^{1/2-(\delta-\epsilon)}(\bar{\xi}_N - p_0) \overset{\text{d}}{\rightarrow} N\left(0, \frac{c^2}{1+2(\epsilon-\delta)}\Gamma\right),
\]

with \( \Gamma = \text{diag}(p_0) - p_0p_0^\top \).

In the framework of the above theorem, we can distinguish the following two cases:

1) \( \epsilon \in (1/2, 1) \) and \( \delta \in (1/2, \epsilon) \) or

2) \( \epsilon \in (0, 1) \) and \( \delta \in (\epsilon/2, \min\{\epsilon, 1/2\} \} \setminus \{\epsilon\} \).

In case 1), we have \( \sum \epsilon_n = +\infty \), \( \sum \epsilon_n^2 < +\infty \) and \( \sum \delta_n^2 < +\infty \) and so the typical asymptotic behaviour of \( \bar{\psi}_N \) is stable convergence, that is its almost sure convergence. In case 2), we have \( \sum \epsilon_n = +\infty \) and \( \sum \delta_n^2 = +\infty \) (while the series \( \sum \epsilon_n^2 \) may be convergent or divergent) and it seems to us not immediate to check the convergence of the predict means. Therefore, for the proof of Theorem 7.2, in this last case, we will employ a different technique, which is based on the \( L^2 \)-estimate of Lemma 8.1 for the predictive mean \( \bar{\psi}_N \) and the almost sure convergence of the corresponding empirical mean \( \bar{\psi}_{N-1} \).

8 Proof of Theorem 7.2

For all the sequel, we set \( \bar{\psi}_{N-1} = \sum_{n=1}^N \psi_{n-1}/N \) and \( \bar{\theta}_{N-1} = \sum_{n=1}^N \theta_{n-1}/N \). To the proof of Theorem 7.2 we premise some intermediate results.

**Lemma 8.1.** Under the same assumptions of Theorem 7.2, we have \( E[\|\theta_n\|^2] = O(n^{-2\delta}) \to 0 \).

**Proof.** We observe that, starting from (2.7), we get

\[
\|\theta_{n+1}\|^2 = \theta_{n+1}^\top \theta_{n+1} = (1 - \epsilon_n)^2\|\theta_n\|^2 + \delta_n^2\|\Delta M_{n+1}\|^2 + 2(1 - \epsilon_n)\delta_n\theta_n^\top \Delta M_{n+1}
\]

and so

\[
E[\|\theta_{n+1}\|^2 | F_n] = (1 - \epsilon_n)^2\|\theta_n\|^2 + \delta_n^2 E[\|\Delta M_{n+1}\|^2 | F_n]. \tag{8.1}
\]
Hence, setting $x_n = E[|\theta_n|^2]$, we get
\[
x_{n+1} = (1 - 2\epsilon_n)x_n + \epsilon_n^2 x_n + \delta_n^2 E[|\Delta M_{n+1}|^2] = (1 - 2\epsilon_n)x_n + \epsilon_n \left( \epsilon_n x_n + \frac{\delta_n^2}{\epsilon_n} E[|\Delta M_{n+1}|^2] \right) = (1 - 2\epsilon_n)x_n + 2\epsilon_n \zeta_n,
\]
with $0 \leq \zeta_n = \left( \epsilon_n x_n + \frac{\delta_n^2}{\epsilon_n} E[|\Delta M_{n+1}|^2] \right)/2$. Applying Lemma 8.4 (with $\gamma = 2\epsilon_n$), we find that $\limsup x_n \leq \limsup \zeta_n$. On the other hand, since $(\Delta M_{n+1})_n$ is uniformly bounded and $\epsilon_n^2/\delta_n^2 \sim c^{-2}n^{-2(\epsilon - \delta)} \to 0$, we have $\zeta_n = O(\epsilon_n + \delta_n^2 e^{-1}) = O(\delta_n^2/\epsilon_n)$ and so $x_n = O(\delta_n^2/\epsilon_n)$. We can conclude recalling that $\delta_n^2/\epsilon_n \sim c^2 n^{-2\delta}$.

**Lemma 8.2.** Under the same assumptions of Theorem 7.2, we have
\[
\bar{\sigma}_{N-1} = \frac{1}{N} \sum_{n=1}^{N} \theta_{n-1} = \frac{1}{N} \sum_{n=0}^{N-1} \delta_n \Delta M_{n+1} + R_N,
\]
where $R_N \to 0$ and $N^\epsilon E[|R_N|] \to 0$ with $\epsilon = 1/2 - (\epsilon - \delta) \in (0, 1/2)$.

**Proof.** By (2.8), we have
\[
\theta_n = -\frac{1}{\epsilon_n} (\theta_{n+1} - \theta_n) + \frac{\delta_n}{\epsilon_n} \Delta M_{n+1}.
\]
Therefore, we can write
\[
\sum_{n=0}^{N-1} \theta_n = -\sum_{n=0}^{N-1} \frac{1}{\epsilon_n} (\theta_{n+1} - \theta_n) + \sum_{n=0}^{N-1} \frac{\delta_n}{\epsilon_n} \Delta M_{n+1} = -\left( \frac{\theta_N}{\epsilon_{N-1}} - \frac{\theta_0}{\epsilon_0} \right) - \sum_{n=1}^{N-1} \left( \frac{1}{\epsilon_{n-1}} - \frac{1}{\epsilon_n} \right) \theta_n + \sum_{n=0}^{N-1} \frac{\delta_n}{\epsilon_n} \Delta M_{n+1},
\]
where the second equality is due to the Abel transformation for a series. It follows the decomposition (8.2) with
\[
R_N = -\frac{1}{N} \left( \frac{\theta_N}{\epsilon_{N-1}} - \frac{\theta_0}{\epsilon_0} \right) - \frac{1}{N} \sum_{n=1}^{N-1} \left( \frac{1}{\epsilon_{n-1}} - \frac{1}{\epsilon_n} \right) \theta_n.
\]
Since $|\theta_n| = O(1)$, we have
\[
|R_N| = O(N^{-1} \epsilon_{N-1}^{-1}) + O \left( N^{-1} \sum_{n=1}^{N-1} |\epsilon_{n-1}^{-1} - \epsilon_n^{-1}| \right)
\]
Note that $\sum_{n=1}^{N-1} |\epsilon_{n-1}^{-1} - \epsilon_n^{-1}| = \epsilon_{0}^{-1} - \epsilon_{N-1}^{-1}$ when $(\epsilon_n)$ is decreasing and so the last term in the above expression is $O(N^{-1} \epsilon_{N-1}^{-1})$. Therefore, since $\epsilon < 1$ by assumption, we have $|R_N| = O(N^{-(1-\epsilon)}) \to 0$.

Regarding the last statement of the lemma, we observe that, from what we have proven before, we obtain $N^\epsilon E[|R_N|] = O(N^{-(1-\epsilon)}) = O(N^{\delta - 1/2}) \to 0$ when $\delta < 1/2$. However, in the considered cases 1) and 2), we might have $\delta \geq 1/2$. Therefore, we need other arguments in order to prove the last statement. To this purpose, we observe that, by Lemma 8.1 we have $E[|\theta_n|] = O(n^{\epsilon/2-\delta})$ and so, by (8.3), we have
\[
N^\epsilon E[|R_N|] = O(N^{-(1-\epsilon)} N^{3\epsilon/2-\delta}) + O \left( \frac{1}{N^{1-\epsilon}} \sum_{n=1}^{N-1} |\epsilon_{n-1}^{-1} - \epsilon_n^{-1}| n^{\epsilon/2-\delta} \right)
\]
Moreover, we have
\[
\sum_{n=1}^{N-1} |\epsilon_{n-1}^{-1} - \epsilon_n^{-1}| n^{\epsilon/2-\delta} = \sum_{n=1}^{N-1} \left[ (n-1)^{\epsilon/2-\delta} - n^{\epsilon/2-\delta} \right] \sim N^{\delta/2-\delta} \to 0,
\]
because $\epsilon = 1/2 - (\epsilon - \delta)$ and $\epsilon < 1$. Summing up, we have $N^\epsilon E[|R_N|] = O(N^{-(1-\epsilon)/2}) + o(1) \to 0$. □
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Lemma 8.3. Under the same assumptions of Theorem 7.2 we have $\Omega_{N-1} \xrightarrow{a.s.} 0$, that is $\Omega_{N-1} \xrightarrow{a.s.} p_0$.

In particular, when $\epsilon \in (1/2, 1)$ and $\delta \in (1/2, \epsilon)$, we have $\theta_N \xrightarrow{a.s.} 0$, that is $\theta_N \xrightarrow{a.s.} p_0$.

Proof. Let us distinguish the following two cases:

1. $\epsilon \in (1/2, 1)$ and $\delta \in (1/2, \epsilon)$ or
2. $\epsilon \in (0, 1)$ and $\delta \in (\epsilon/2, \min\{\epsilon, 1/2\}] \setminus \{\epsilon\}$.

For the case 1), we observe that, by (8.1), we have

$$
E[\|\theta_{n+1}\|^2|F_n] \leq (1 + \epsilon_n^2)E[\|\theta_n\|^2|F_n] + \delta_n^2E[\|\Delta M_{n+1}\|^2|F_n].
$$

Therefore, since $(\Delta M_{n+1})_n$ is uniformly bounded and, in case 1), we have $\sum_n \epsilon_n^2 < +\infty$ and $\sum_n \delta_n^2 < +\infty$, the sequence $(\|\theta_n\|^2)_n$ is a bounded non-negative almost supermartingale. As a consequence, it converges almost surely to a certain random variable. This limit random variable is necessarily equal to 0 because, by Lemma 8.1, we have $E[\|\theta_n\|^2] = O(n^{-2\delta}) \rightarrow 0$. Hence, we have the almost sure convergence of $\theta_N$ to 0 and, consequently, the almost sure convergence of $\Omega_{N-1}$ to 0 follows by Lemma 8.4.2 and Remark 8.4.3 (with $c_n = n$ and $v_{N,n} = n/N$), because $E[\theta_{n+1}|F_{n+1}] = (1 - \epsilon_{n+2})\theta_{n+2} \rightarrow 0$ almost surely.

For the case 2), we use Lemma 8.2. that gives the decomposition (8.2), with $R_N \xrightarrow{a.s.} 0$. Indeed, by this decomposition, it is enough to prove that the term $\sum_{n=0}^{N-1} \frac{\Delta M_{n+1}}{N}$ converges almost surely to 0. To this purpose, we observe that, if we set

$$
L_n = \sum_{j=1}^{n-1} \frac{1}{\epsilon_{j+1}} \Delta M_j,
$$

then $(L_n)$ is a square integrable martingale. Indeed, we have

$$
\sum_{n=1}^{+\infty} \frac{1}{\epsilon_n^2} E[\|\Delta M_n\|^2] = O\left(\sum_{n=1}^{+\infty} \frac{1}{n^{1+2\delta}}\right) < +\infty.
$$

Therefore, $(L_n)$ converges almost surely, that is we have $\sum_n \frac{1}{n} \epsilon_{n+1} \Delta M_{n+1} < +\infty$ almost surely. Applying Lemma 8.4.1 (with $v_{N,n} = n/N$), we find

$$
\sum_{n=1}^{N} \frac{1}{N} \frac{\epsilon_n}{\epsilon_{n+1}} \Delta M_{n+1} = \sum_{n=1}^{N} \frac{1}{n} \frac{\epsilon_n}{\epsilon_{n+1}} \Delta M_{n+1} \xrightarrow{a.s.} 0
$$

and so $\Omega_{N-1} \xrightarrow{a.s.} 0$. \qed

Proof of Theorem 7.2. Let  $\epsilon = 1/2 - (\epsilon - \delta) \in (0, 1/2)$ and $\lambda = e^\epsilon/\|2(1-\epsilon)\| = e^\epsilon/\|1+2(\epsilon - \delta)\|$. Moreover, let us distinguish the following two cases:

1. $\epsilon \in (1/2, 1)$ and $\delta \in (1/2, \epsilon)$ or
2. $\epsilon \in (0, 1)$ and $\delta \in (\epsilon/2, \min\{\epsilon, 1/2\}] \setminus \{\epsilon\}$.

Almost sure convergence: In case 1), by Lemma 8.3, $\Omega_N$ converges almost surely to $p_0$. Therefore, the almost sure convergence of $\Omega_N$ to $p_0$ follows by Lemma 8.4.2 and Remark 8.4.3 (with $c_n = n$ and $v_{N,n} = n/N$), because $E[\Omega_{n+1}|F_{n+1}] = \psi_{n+1} \rightarrow p_0$ almost surely and $\sum_n E[\|\xi_n\|^2]n^{-2} \leq \sum_n n^{-2} < +\infty$.

In case 2), we use a different argument. Take $\gamma \in (0, \epsilon)$ and set

$$
L_n = \sum_{j=1}^{n} \frac{1}{n^{2-2\gamma}} \Delta M_j.
$$

Then $(L_n)$ is a square integrable martingale, because we have

$$
\sum_{n=1}^{+\infty} \frac{1}{n^{2-2\gamma}} E[\|\Delta M_n\|^2] = O\left(\sum_{n=1}^{+\infty} \frac{1}{n^{1+2\gamma}}\right) < +\infty.
$$
Regarding (c1), we note that \( \delta_{n-1} \) converges stably to \( \lambda \) and so Theorem S1.1 holds true with Lemma S4.1 (with \( n_{1-\gamma} \)).

Second order asymptotic behaviour: We have \( \psi \), but we note that it is enough to apply Lemma S4.2 and Remark S4.3 with \( c_2 \).

In order to prove (8.5), we observe that, by decomposition (8.2) in Lemma 8.2, we have

\[
\sum_{n=1}^{N} \frac{1}{n^{1-\gamma}} \Delta M_n a.s. \to 0.
\]

Therefore, we have

\[
N^{-\gamma} \left( \xi_N - \overline{\psi}_{N-1} \right) = \frac{1}{N^{1-\gamma}} \sum_{n=0}^{N-1} \Delta M_{n+1} a.s. \to 0,
\]

that is \( (\xi_N - \overline{\psi}_{N-1}) = o(\gamma^{-\gamma}) \) for each \( \gamma \in (0, e) \). Recalling Lemma 8.3, we obtain in particular that \( \xi_N \) converges almost surely to \( p_0 \).

Moreover, by Lemma 8.1 we have

\[
\frac{1}{N} \sum_{n=0}^{N-1} E[|\theta_n|] = O(N^{-1} \sum_{n=1}^{N} n^{-1/2-\delta}) = O(N^{-1-\delta+1/2}) = O(N^{\gamma/2-\delta}) \to 0,
\]

and so Theorem S1.1 holds true with \( V = \Gamma \) (see Remark S1.2). Therefore, the first term in the right side of (8.4) converges in probability to \( 0 \) because \( e < 1/2 \). Hence, if we prove that

\[
N^{-\gamma} \overline{\theta}_{N-1} \xrightarrow{\mathbb{P}} N(0, \lambda \Gamma),
\]

then the proof is concluded.

In order to prove (8.5), we observe that, by decomposition (8.2) in Lemma 8.2, we have

\[
N^{-\gamma} \overline{\theta}_{N-1} = \sum_{n=1}^{N} Y_{N,n} + N^\gamma R_N,
\]

where \( Y_{N,n} = \frac{1}{n^{1-\gamma}} \Delta M_n \) and \( N^\gamma R_N \) converges in probability to \( 0 \) (because \( N^\gamma E[|R_N|] \to 0 \)). Therefore, it is enough to prove that the term \( \sum_{n=1}^{N} Y_{N,n} \) stably converges to the Gaussian kernel \( \mathcal{N}(0, \lambda \Gamma) \), with \( \lambda = c^2/[2(1-e)] = c^2/[1+2(e-\delta)] \).

To this purpose, we observe that \( E[Y_{N,n} | F_{n-1}] = 0 \) and so \( \sum_{n=1}^{N} Y_{N,n} \) converges stably to \( \mathcal{N}(0, \lambda \Gamma) \) if the conditions (c1) and (c2) of Theorem S6.1, with \( V = \lambda \Gamma \), hold true. Regarding (c1), we note that \( \delta_{n-1}/\epsilon_{n-1} \sim cn^{-1/2} \) and so we have

\[
\max_{1 \leq n \leq N} |Y_{N,n}| \leq N^{1-\delta} \max_{1 \leq n \leq N} \frac{\delta_{n-1}}{\epsilon_{n-1}} |\xi_n - \psi_{n-1}| \leq N^{1-\delta} \max_{1 \leq n \leq N} \frac{\delta_{n-1}}{\epsilon_{n-1}} = O(N^{-1/2}) \to 0.
\]

Condition (c2) means

\[
\frac{1}{N^{2(1-e)}} \sum_{n=1}^{N} \frac{\delta_{n-1}^2}{\epsilon_{n-1}^2} (\xi_n - \psi_{n-1})(\xi_n - \psi_{n-1})^\top \xrightarrow{\mathbb{P}} \lambda \Gamma.
\]

We note that \( N^{-2(1-e)} \sum_{n=1}^{N} \delta_{n-1}^2/\epsilon_{n-1}^2 \to \lambda \), because \( \delta_{n-1}^2/\epsilon_{n-1}^2 \sim c^2 n^{-1/2} \), and

\[
E[(\xi_n - \psi_{n-1})(\xi_n - \psi_{n-1})^\top | F_{n-1}] = \text{diag}(\psi_{n-1}) - \psi_{n-1} \psi_{n-1}^\top.
\]

Therefore, in case 1), condition (8.6) immediately follows by the almost sure convergence of \( \psi_n \) to \( p_0 \). It is enough to apply Lemma S4.2 and Remark S4.3 with \( c_n = n \) and \( \psi_{N,n} = n\delta_{n-1}/(N^{2(1-e)} \epsilon_{n-1}^2) \sim c^2 n^{1+2(1-e)}/N^{2(1-e)} \). In case 2), we apply again Lemma S4.2 with the above \( c_n \) and \( \psi_{N,n} \), but we note that \( \psi_n = \theta_n + p_0 \) and so condition (8.4.1) in Lemma S4.1 in Lemma S4.2 with \( V = \lambda \Gamma \), is equivalent to

\[
\frac{1}{N^{2-2e}} \sum_{n=0}^{N-1} \frac{\delta_n^2}{\epsilon_n^2} \theta_n \xrightarrow{\mathbb{P}} 0 \quad \text{and} \quad \frac{1}{N^{2-2e}} \sum_{n=0}^{N-1} \frac{\delta_n^2}{\epsilon_n^2} \theta_n^\top \xrightarrow{\mathbb{P}} 0_{k \times k}.
\]
These two convergences hold true because, by Lemma \[8.1\], we have
\[\frac{1}{N^{2-2e}} \sum_{n=0}^{N-1} \frac{\delta_n^2}{c_n^2} E[\theta_{n}^2] = O(N^{-2+2e} \sum_{n=1}^{N} n^{-2e+2-\delta+\delta/2}) = O(N^{-\delta+\delta/2}) \to 0,\]
\[\frac{1}{N^{2-2e}} \sum_{n=0}^{N-1} \frac{\delta_n^2}{c_n^2} E[\|\theta_{n}\|^2] = O(N^{-2+2e} \sum_{n=1}^{N} n^{-2e+2-2\delta+\delta+\epsilon}) = O(N^{-2\delta+\epsilon}) \to 0.\]

Therefore, in both cases 1) and 2), conditions c1) and c2) of Theorem \[8.6.1\] are satisfied and so \(\sum_{n=1}^{N} Y_{N,n}\) stably converges to the Gaussian kernel \(\mathcal{N}(0, \Lambda^\Gamma)\).

\[\square\]
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SM Supplemental Materials

In this document we collect some proofs, complements, technical results and recalls, useful for [S2]. Therefore, the notation and the assumptions used here are the same as those used in that paper.

S1 Proofs and intermediate results

We here collect some proofs omitted in the main text of the paper [S2].

S1.1 Proof of Theorem 4.1

The proof is based on Proposition 7.1 (for case a) and Theorem 7.2 (for case b). The almost sure convergence of $O_i/N$ immediately follows since $O_i/N = ξ_{N,i}$. In order to prove the stated convergence in distribution, we mimic the classical proof for the Pearson chi-squared test based on the Sherman Morison formula (see [S18]), but see also [S16, Corollary 2].

We start recalling the Sherman Morison formula: if $A$ is an invertible square matrix and we have $1 - v^T A^{-1} u \neq 0$, then

$$(A - uu^T)^{-1} = A^{-1} + A^{-1} uu^T A^{-1} / (1 - v^T A^{-1} u).$$

Given the observation $ξ_n = (ξ_{n,1},...,ξ_{n,k})^T$, we define the “truncated” vector $ξ_n^* = (ξ_{n,1}^*,...,ξ_{n,k-1}^*)^T$, given by the first $k-1$ components of $ξ_n$. Proposition 7.1 (for case a) and Theorem 7.2 (for case b) give the second order asymptotic behaviour of $(ξ_n)$, that immediately implies

$$N^e (\overline ξ_n - \overline ξ_n^*) = \sum_{i=1}^N (ξ_{n,i}^* - p^*) / N^{1-e} \xrightarrow{d} N(0,Γ_*)^{k-1},$$

(S1.1)

where $p^*$ is given by the first $k-1$ components of $p_0$ and $Γ_* = λ(diag(p^*) - p^*p^T)$. By assumption $p_{0,i} > 0$ for all $i = 1,...,k$ and so $diag(p^*)$ is invertible with inverse $diag(p^*)^{-1} = diag(1/p_{0,1},...,1/p_{0,k-1})$ and, since $(diag(p^*)^{-1})^{-1} = 1 \in \mathbb{R}^{k-1}$, we have

$$1 - p^T diag(p^*)^{-1} p^* = 1 - \sum_{i=1}^{k-1} p_{0,i} = \sum_{i=1}^k p_{0,i} - \sum_{i=1}^{k-1} p_{0,i} = p_{0,k} > 0.$$

Therefore we can use the Sherman Morison formula with $A = diag(p^*)$ and $u = v = p^*$, and we obtain

$$(Γ_*)^{-1} = \frac{1}{λ}(diag(p^*) - p^*p^T)^{-1} = \frac{1}{λ}(diag(1/p_{0,1},...,1/p_{0,k-1}) + 1/p_{0,k} 1^T).$$

(S1.2)

Now, since $\sum_{i=1}^k (\overline ξ_{N,i} - p_{0,i}) = 0$, then $\overline ξ_{N,k} - p_{0,k} = \sum_{i=1}^{k-1} (\overline ξ_{N,i} - p_{0,i})$ and so we get

$$\sum_{i=1}^k \frac{(O_i - N p_{0,i})^2}{N p_{0,i}} = N \sum_{i=1}^k \left( \frac{\overline ξ_{N,i} - p_{0,i}}{p_{0,i}} \right)^2 = N \left[ \sum_{i=1}^{k-1} \left( \frac{\overline ξ_{N,i} - p_{0,i}}{p_{0,i}} \right)^2 + \frac{\overline ξ_{N,k} - p_{0,k}}{p_{0,k}} \right]$$

$$= N \left[ \sum_{i=1}^{k-1} \left( \frac{\overline ξ_{N,i} - p_{0,i}}{p_{0,i}} \right)^2 + \frac{(\sum_{i=1}^{k-1} (\overline ξ_{N,i} - p_{0,i}))^2}{p_{0,k}} \right]$$

$$= N \sum_{i=1}^{k-1} \left( \frac{\overline ξ_{N,i} - p_{0,i}}{p_{0,i}} (\overline ξ_{N,i} - p_{0,i}) (I_{i_1,i_2} 1/p_{0,i_1} + 1/p_{0,k}), \right.$$

where $I_{i_1,i_2}$ is equal to 1 if $i_1 = i_2$ and equal to zero otherwise. Finally, from the above equalities, recalling S1.1 and S1.2, we obtain

$$\frac{1}{N^1 - k^2} \sum_{i=1}^k \frac{(O_i - N p_{0,i})^2}{N p_{0,i}} = \lambda N^{2e}(\overline ξ_n - p^*)^T (Γ_*)^{-1} (\overline ξ_n - p^*) \xrightarrow{d} \lambda W_0 = W_*.$$
where $1 - 2c \geq 0$ and $W_0$ is a random variable with distribution $\chi^2(k - 1) = \Gamma((k - 1)/2, 1/2)$, where $\Gamma(a, b)$ denotes the Gamma distribution with density function

$$f(w) = \frac{b^a}{\Gamma(a)} w^{a-1} e^{-bw}.$$  

As a consequence, $W_*$ has distribution $\Gamma((k - 1)/2, 1/(2\lambda))$.

### S1.2 A preliminary central limit theorem

The following preliminary central limit theorem is useful for the proofs of the other central limit theorems stated in §2 and in Section §2.

**Theorem S1.1.** If

$$\frac{1}{N} \sum_{n=1}^{N} \text{diag}(\psi_{n-1}) - \psi_{n-1}\psi_{n-1}^\top \xrightarrow{P} V,$$

where $V$ is a random variable with values in the space of positive semidefinite $k \times k$-matrices, then

$$\sqrt{N} (\bar{p}_{N} - \bar{\theta}_{N-1}) = \sqrt{N} (\bar{\xi}_{N} - \bar{\psi}_{N-1}) \xrightarrow{d} N(0, V).$$

**Proof.** We can write

$$\sqrt{N} (\bar{\xi}_{N} - \bar{\psi}_{N-1}) = \frac{1}{\sqrt{N}} N (\xi_{N} - \psi_{N-1}) = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} (\xi_{n} - \psi_{n-1})$$

$$= \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \Delta M_n = \sum_{n=1}^{N} Y_{N,n},$$

with $Y_{N,n} = N^{-1/2} \Delta M_n$. For the convergence of $\sum_{n=1}^{N} Y_{N,n}$, we observe that $E[Y_{N,k}|F_{k-1}] = \mathbf{0}$ and so, by Theorem S5.1 it converges stably to $N(0, V)$ if the conditions (c1) and (c2) hold true. Regarding (c1), we note that $\max_{1 \leq n \leq N} |Y_{N,n}| \leq \frac{1}{\sqrt{N}} \max_{1 \leq n \leq N} |\xi_{n} - \psi_{n-1}| = O(1/\sqrt{N}) \to 0$. Condition (c2) means

$$\sum_{n=1}^{N} Y_{N,n} Y_{N,n}^\top = \frac{1}{N} \sum_{n=1}^{N} (\xi_{n} - \psi_{n-1})(\xi_{n} - \psi_{n-1})^\top \xrightarrow{P} V.$$

The above convergence holds true by Assumption S1.3 and Lemma S4.2 (with $c_n = n$ and $v_{N,n} = n/N$). Indeed, we have $\sum_{n \geq 1} E[\|\xi_{n} - \psi_{n-1}\|^2]/n^2 \leq \sum_{n \geq 1} n^{-2} < +\infty$ and

$$E[(\xi_{n} - \psi_{n-1})(\xi_{n} - \psi_{n-1})^\top | F_{n-1}] = \text{diag}(\psi_{n-1} - \psi_{n-1}\psi_{n-1}^\top).$$

**Remark S1.2.** Recalling that $\psi_{n} = \theta_{n} + p_0$, the convergence (S1.3) with $V = \Gamma = \text{diag}(p_0) - p_0 p_0^\top$, means

$$\bar{\theta}_{N-1} = \frac{1}{N} \sum_{n=1}^{N} \theta_{n-1} \xrightarrow{P} \mathbf{0} \quad \text{and} \quad \frac{1}{N} \sum_{n=1}^{N} \theta_{n-1}\theta_{n-1}^\top \xrightarrow{P} 0_{k \times k},$$

where $0_{k \times k}$ is the null matrix with dimension $k \times k$.

### S1.3 Proof of Proposition 7.1

By Lemma S4.2 (with $c_n = n$ and $v_{N,n} = n/N$), Remark S4.3 and Theorem S5.1 we immediately get $\bar{\xi}_{N} \to p_0$ almost surely. Indeed, we have $E[\xi_{n+1}|F_{n}] = \psi_{n} \to p_0$ almost surely and

$$\sum_{n \geq 1} E[\|\xi_{n}\|^2] n^{-2} \leq \sum_{n \geq 1} n^{-2} < +\infty.$$

Regarding the central limit theorem for $\bar{\xi}_{N}$, we have to distinguish the two cases $1/2 < \epsilon \leq 1$ or $0 < \epsilon \leq 1/2$. In the first case, the result follows from Theorem S5.3 because (2.9) and the fact that
\( E[\Delta M_{n+1}\Delta M_{n+1}^\top | F_n] = \text{diag}(\psi_{n-1}) - \psi_{n-1}\psi_{n-1}^\top \to \Gamma \) almost surely; while for the second case the result follows from Theorem S1.1. Indeed, we have
\[
\sqrt{N}(\xi_N - p_0) = \sqrt{N}(\xi_N - \bar{\psi}_{N-1}) + \sqrt{N}(\bar{\psi}_{N-1} - p_0)
= (c+1)\sqrt{N}(\xi_N - \bar{\psi}_{N-1}) - \sqrt{N}D_N,
\]
where \( D_N = c(\xi_N - \bar{\psi}_{N-1}) - (\bar{\psi}_{N-1} - p_0) \). By Theorem S1.1, the term \((c+1)\sqrt{N}(\xi_N - \bar{\psi}_{N-1})\) stably converges to \( N(0, (c+1)^2\Gamma) \) (note that assumption (S1.3) is satisfied with \( V = \Gamma \), because \( \psi_n \to p_0 \) almost surely). Therefore, in order to conclude, it is enough to show that \( \sqrt{N}D_N \) converges in probability to 0. To this purpose, we observe that, by (2.7) with \( \delta_n = \epsilon_n \), we have
\[
\psi_n - \psi_{n-1} = \epsilon_{n-1}[c(\xi_n - \psi_{n-1}) - (\psi_{n-1} - p_0)]
\]
and so
\[
D_N = \frac{1}{N} \sum_{n=1}^{N} \frac{\psi_n - \psi_{n-1}}{\epsilon_{n-1}}.
\]
Moreover, we note that \( \sum_{n=1}^{\infty} (\psi_n - \psi_{n-1}) = \lim_{N} \psi_N - \psi_0 = p_0 - \psi_0 < +\infty \) and, by Lemma S1.1 (with \( v_{N,n} = \epsilon_{n-1}/\epsilon_{n-1} \)), we get
\[
\epsilon_{n-1} \sum_{n=1}^{N} \frac{\psi_n - \psi_{n-1}}{\epsilon_{n-1}} \to 0.
\]
For \( \epsilon \leq 1/2 \), this fact implies
\[
\sqrt{N}D_N = \frac{1}{\sqrt{N}\epsilon_{N-1}} \sum_{n=1}^{N-1} \frac{\psi_n - \psi_{n-1}}{\epsilon_{n-1}} \to 0.
\]
The proof is thus concluded.

\( \square \)

**S2 Case** \( \sum_{n} \epsilon_{n} < +\infty \)

In this section we provide some results regarding the case \( \sum_{n} \epsilon_{n} < +\infty \), even if, as we will see, this case is not interesting for the chi-squared test of goodness of fit. Indeed, as shown in the following result, the empirical mean almost surely converges to a random variable, which does not coincide almost surely with a deterministic vector.

**Theorem S2.1.** If \( \sum_{n=0}^{\infty} \epsilon_{n} < +\infty \), then \( \xi_n \to \psi_\infty \), where \( \psi_\infty \) is a random variable, which is not almost surely equal to a deterministic vector, that is \( P(\psi_\infty \neq q_0) > 0 \) for all \( q_0 \in \mathbb{R}^k \).

**Proof.** When \( \sum_{n=0}^{\infty} \epsilon_{n} < +\infty \), the sequence \( (\psi_n) \) is a (bounded) non-negative almost supermartingale (see S1.7) because, by (2.7), we have
\[
E[\psi_{n+1}|F_n] = \psi_n(1 - \epsilon_n) + \epsilon_n p_0 \leq \psi_n + \epsilon_n p_0.
\]
As a consequence, it converges almost surely (and in \( L^p \) with \( p \geq 1 \)) to a certain random variable \( \psi_\infty \). An alternative proof of this fact follows from quasi-martingale theory S1.2: indeed, since \( \sum_{n} E[|E[\psi_{n+1}|F_n] - \psi_n|] = O(\sum_{n} \epsilon_n) < +\infty \), the stochastic process \( (\psi_n) \) is a non-negative quasi-martingale and so it converges almost surely (and in \( L^p \) with \( p \geq 1 \)) to a certain random variable \( \psi_\infty \).

The almost sure convergence of \( \xi_n \) to \( \psi_\infty \) follows by Lemma S4.2 and Remark S4.3 (with \( \epsilon_{n} = n \) and \( v_{N,n} = n/N \)), because \( E[\xi_n+1|F_n] = \psi_n \to \psi_\infty \) almost surely and
\[
\sum_{n \geq 1} E[||\xi_n||^2]n^{-2} \leq \sum_{n \geq 1} n^{-2} < +\infty.
\]
In order to show that \( \psi_\infty \) is not almost surely equal to a deterministic vector, we set
\[
y_n = E[||\psi_n - p_0||^2] - \|E[\psi_n - p_0]\|^2 = \sum_{i=1}^{k} \text{Var}[\psi_{ni} - p_{0i}]
\]
and observe that, starting from (2.7), we get
\[
\psi_{n+1} - p_0 = (1 - \epsilon_n)(\psi_n - p_0) + \delta_n \Delta M_{n+1}
\]

\( S3 \)
We have

\[ P \preceq V \quad \text{and so} \quad e_n \geq 1 + 1, \]

and conclude that

\[ \epsilon_n = \text{diag}(\epsilon_0, \ldots, \epsilon_n) = 1 \quad \text{and} \quad \tilde{e}_n \geq \text{diag}(\tilde{e}_0, \ldots, \tilde{e}_n) = 0. \]

Indeed, assumption (S1.3) is satisfied by Lemma S4.2 and Remark S4.3 with \( \epsilon_n = \text{diag}(\epsilon_0, \ldots, \epsilon_n) \geq 0. \)

It follows that, given \( n \) such that \( \epsilon_n < 1/2 \) for \( n \geq n \), we have

\[ y_n \geq y_n \prod_{n=1}^{+\infty} (1 - 2\epsilon_n) \quad \text{for each} \quad N \geq n \quad \text{and so} \]

\[ E[\|\psi_n - p_0\|^2] = E[\psi_n - p_0] e_n \geq 1 \quad \text{and} \quad E[\|\psi_{n+1} - p_0\|^2] = (1 - \epsilon_n)^2 E[\|\psi_n - p_0\|^2] + \delta_n^2 E[\|\Delta M_{n+1}\|^2]. \]

Hence, we obtain

\[ y_{n+1} = (1 - \epsilon_n)^2 y_n + \delta_n^2 E[\|\Delta M_{n+1}\|^2] = (1 - 2\epsilon_n) y_n + \tilde{c}_n \quad \text{(S2.1)} \]

with \( \tilde{c}_n = \epsilon_n^2 y_n + \delta_n^2 E[\|\Delta M_{n+1}\|^2] \geq 0. \) It follows that, given \( n \) such that \( \epsilon_n < 1/2 \) for \( n \geq n \), we have

\[ y_N \geq y_n \prod_{n=1}^{+\infty} (1 - 2\epsilon_n) \quad \text{for each} \quad N \geq n \quad \text{and so} \]

\[ E[\|\psi_{n+1} - p_0\|^2] - E[\|\psi_n - p_0\|^2] = y_{n+1} = \lim_{N \to +\infty} y_N \geq y_n \prod_{n=1}^{+\infty} (1 - 2\epsilon_n) = y_n \exp \left( \sum_{n=1}^{+\infty} \ln(1 - 2\epsilon_n) \right). \]

The above exponential is strictly greater than 0 because \( \sum_{n=1}^{+\infty} \ln(1 - 2\epsilon_n) \sim -2 \sum_{n=\infty}^{+\infty} \epsilon_n > -\infty. \) Therefore, if \( y_n \), then we have \( y_n > 0. \) This means that \( y_n \to 0. \) and consequently \( y_n > 0. \) is not almost surely equal to a deterministic vector, that is \( P(\psi_n = \text{q}_0) > 0 \) for all \( \text{q}_0 \in \mathbb{R}^k. \) If \( y_n = 0, \) that is if \( \psi_n \) is almost surely equal to a deterministic vector \( \psi \), then, by (S2.1), we get

\[ y_{n+1} = \delta_n^2 E[\|\Delta M_{n+1}\|^2] = \delta_n^2 E[\|\xi_{n+1} - \psi\|^2] > 0, \]

because \( \delta_n > 0 \) for each \( n \) and \( \psi \) is different from a vector of the canonical base of \( \mathbb{R}^k \) by means of the assumption \( b_{01} > B_{01} > 0 \) and equality (2.4). It follows that we can repeat the above argument replacing \( n \) by \( n + 1 \) and conclude that \( \psi_n \to \psi \) is not almost surely equal to a deterministic vector.

As a consequence of the above theorem, if we aim at having the almost sure convergence of \( \overline{Z}_N \) to a deterministic vector, we have to avoid the case \( \sum_{n=1}^{+\infty} \epsilon_n = \infty. \) However, for the sake of completeness, we provide a second-order convergence result also in this case. First, we note that Theorem S1.1 still holds true with \( V = \text{diag}(\psi_{n+1} - \psi_{n-1}) \) and assumption (S1.3) is satisfied by Lemma S4.2 and Remark S4.3 (with \( c_n = n \) and \( v_{n,n+1} = n/n \), because of the almost sure convergence of \( \psi_n \) to \( \psi_{n\infty} \). Moreover, we have the following theorem:

**Theorem S2.2.** Suppose to be in one of the following two cases:

- a) \( \sum_{n=1}^{N} n \epsilon_n - 1 = o(\sqrt{N}) \) and \( \sum_{n=1}^{N} n \delta_n - 1 = o(\sqrt{N}) ; \)
- b) \( \epsilon_n = (n + 1)^{-\delta} \) and \( \delta_n \sim c(n + 1)^{-\delta} \) with \( c > 0, \delta \in (1/2, 1), \) and \( \epsilon > \delta + 1/2 \) \( (\epsilon = +\infty \text{ included}, \text{that means} \epsilon_n = 0 \text{ for all} n). \)

Set \( \epsilon = 1/2 \) and \( \lambda = 1 \) in case a) and \( \epsilon = \delta = 1/2 \in (0, 1/2), \) and \( \lambda = c^2/(2(1 - c)) = c^2/(3 - 2\delta) \) in case b).

Then, we have

\[ N^\epsilon \left( \overline{Z}_N - \psi_n \right) \xrightarrow{a}\mathcal{N}(0, \lambda \Gamma), \]

where \( \Gamma = \text{diag}(\psi_{n\infty} - \psi_{n\infty}) \).

When \( \psi_n - \psi_{n\infty} = o_P(N^{-\epsilon}) \), we also have

\[ N^\epsilon \left( \overline{Z}_N - \psi_{n\infty} \right) \xrightarrow{a}\mathcal{N}(0, \lambda \Gamma). \]

Note that case a) covers the case \( \epsilon_n = (n + 1)^{-1} \) and \( \delta_n \sim c(n + 1)^{-\delta} \) with \( c > 0 \) and \( \min\{\epsilon, \delta\} > 3/2. \)

The case \( \epsilon_n = 0 \) (that is \( \delta_n = 1 \)) for all \( n \) corresponds to the case considered in [S15], but in that paper the author studies only the limit \( \psi_{n\infty} \) and he does not provide second-order convergence results.

**Proof.** We have

\[ N^\epsilon \left( \overline{Z}_N - \psi_n \right) = \frac{N}{N^\epsilon} \left( \overline{Z}_N - \psi_n \right) = \frac{N}{N^\epsilon} \sum_{n=1}^{N} \left( \frac{\xi_n - \psi_{n-1} + n(\psi_{n-1} - \psi_{n})}{1} \right) \]

\[ = \frac{1}{N} \sum_{n=1}^{N} Y_n + \frac{N}{N^\epsilon} \sum_{n=1}^{N} \left( \frac{\psi_{n-1} - \psi_{n}}{1} \right) - \frac{1}{N} \sum_{n=1}^{N} n \delta_n - 1 \Delta M_n \]

\[ = \frac{1}{N} \sum_{n=1}^{N} Y_n + \frac{N}{N^\epsilon} \sum_{n=1}^{N} Z_n + Q_n, \]

S4
where
\[ Y_{N,n} = \frac{\xi_n - \psi_{n-1}}{\sqrt{N}} = \frac{\Delta M_n}{\sqrt{N}}, \quad Z_{N,n} = \frac{n \delta_{n-1}(\xi_n - \psi_{n-1})}{N^{1-\epsilon}} = \frac{n \delta_{n-1} \Delta M_n}{N^{1-\epsilon}} \]
and
\[ Q_N = \frac{1}{N^{1-\epsilon}} \sum_{n=1}^N n \epsilon_{n-1}(\psi_{n-1} - p_0). \]

In both cases a) and b), we have \( \sum_{n=1}^N n \epsilon_{n-1} = o(N^{1-\epsilon}) \) and so \( Q_N \) converges almost surely to 0. Moreover, by Theorem S1.1, \( \sum_{n=1}^N Y_{N,n} \) stable converges to \( N(0, V) \) with \( V = \Gamma = \text{diag}(\psi_{\infty}) - \psi_{\infty} \psi_{\infty}^\top \). Therefore, it is enough to study the convergence of \( \sum_{n=1}^N Z_{N,n} \). To this purpose, we observe that, if we are in case a), then \( \sum_{n=1}^N Z_{N,n} \) converges almost surely to 0 and so
\[ \sqrt{N} (\xi_N - \psi_N) \xrightarrow{a.s.} N(0, \Gamma). \]

Otherwise, if we are in case b), we observe that \( E[Z_{N,n} | F_{n-1}] = 0 \) and so \( \sum_{n=1}^N Z_{N,n} \) converges stably to \( N(0, \lambda \Gamma) \) if the conditions (c1) and (c2) of Theorem S6.1 with \( V = \lambda \Gamma \), hold true. Regarding (c1), we observe that \( \max_{1 \leq n \leq N} |Z_{N,n}| \leq \frac{1}{N^{1-\epsilon}} \max_{1 \leq n \leq N} n \delta_{n-1} (\xi_n - \psi_{n-1}) = O(1/\sqrt{N}) \). Regarding condition (c2), that is
\[ \frac{1}{N^{2(1-\epsilon)}} \sum_{n=1}^N n^2 \delta_{n-1}^2 (\xi_n - \psi_{n-1}) (\xi_n - \psi_{n-1})^\top \xrightarrow{p} \frac{c^2}{2(1-\epsilon)} \Gamma, \]
we observe that it holds true even almost surely, because
\[ \frac{1}{N^{2(1-\epsilon)}} \sum_{n=1}^N n^2 \delta_{n-1}^2 \xrightarrow{a.s.} c^2 / [2(1-\epsilon)] = c^2 / (3-2\delta) \]
and
\[ E[(\xi_n - \psi_{n-1})^2 | F_{n-1}] = \text{diag}(\psi_{n-1}) - \psi_{n-1} \psi_{n-1}^\top \xrightarrow{a.s.} \Gamma \]
(see Lemma S4.2 and Remark S4.3 with \( c_n = n \) and \( v_{N,n} = n^3 \delta_{n-1}^2 / N^{2(1-\epsilon)} \sim c^2 (n/N)^{2-2\delta} \)). Therefore, we have
\[ N^\epsilon (\xi_N - \psi_N) \xrightarrow{a.s.} N (0, c^2 (3-2\delta)^{-1} \Gamma). \]

Finally, we observe that
\[ N^\epsilon (\xi_N - \psi_{\infty}) = N^\epsilon (\xi_N - \psi_N) + N^\epsilon (\psi_N - \psi_{\infty}). \]
Therefore, when \( (\psi_N - \psi_{\infty}) = o_P(N^{-\epsilon}) \), we have
\[ N^\epsilon (\xi_N - \psi_{\infty}) \xrightarrow{a.s.} N (0, \lambda \Gamma). \]

An example of the case a) of Theorem S2.2 with \( (\psi_N - \psi_{\infty}) = o_P(N^{-\epsilon}) \) is the RP urn with \( \alpha_n = \alpha > 0 \) and \( \beta_n = \beta > 1 \) (see S11). Indeed, in this case, we have \( \epsilon_n \sim c_n \beta^{-n} \) and \( \delta_n \sim c_n \beta^{-n} \), where \( c_n \) is a suitable constant, and \( (\psi_N - \psi_{\infty}) = O(\beta^{-N}) \). We conclude this section with other two examples regarding the case \( \epsilon_n = 0 \) (that is \( \beta_n = 1 \)) for all \( n \).

**Example S2.3.** (Case \( \epsilon_n = 0 \) and \( \delta_n \sim c(n + 1)^{-d} \) with \( c > 0 \) and \( \delta > 3/2 \))
If \( \epsilon_n = 0 \) for all \( n \), then we have \( r_n = |b_0| + |B_0| + \sum_{k=1}^{n-1} \alpha_k \). Therefore, if we take \( \alpha_n = n^{-d} \), with \( \delta > 3/2 \), then \( r_n \) converges to the constant \( r = |b_0| + |B_0| + \sum_{k=1}^{\infty} k^{-d} \) and \( \delta_n \sim \alpha_n = n^{-d} \). Moreover, since \( \delta > 3/2 \), assumption a) of Theorem S2.2 is satisfied. We also observe that \( \sum_{n=0}^{\infty} \delta_n^2 < +\infty \) and so \( \psi_{\infty} \) is not concentrated on \( \{0, 1\} \) and has no atoms in \( (0, 1) \) (see S15, Th. 2 and Th. 3). More precisely, we have
\[ \psi_{\infty} = \frac{b_0 + B_0 + \sum_{n=1}^{\infty} \alpha_n \xi_n}{|b_0| + |B_0| + \sum_{n=1}^{\infty} \alpha_n} \]
and so
\[ \psi_N - \psi_{\infty} = \frac{(b_0 + B_0 + \sum_{n=1}^N \alpha_n \xi_n) \sum_{n \geq N+1} \alpha_n - (|b_0| + |B_0| + \sum_{n=1}^N \alpha_n) \sum_{n \geq N+1} \alpha_n \xi_n}{(|b_0| + |B_0| + \sum_{n=1}^N \alpha_n)(|b_0| + |B_0| + \sum_{n=1}^N \alpha_n)} = O \left( \sum_{n \geq N+1} \alpha_n \right) = O \left( N^{1-\delta} \right). \]
Proof. We want to apply Theorem S6.2. To this purpose, we recall that, when

Finally, regarding the second condition, we observe that

in order to conclude, it is enough to check conditions (c1) and (c2) of Theorem S6.2. Regarding the first condition, we note that

\[ \Gamma = \text{diag}(\delta h) \]

where

So that \( \delta = (1 - \alpha) \in (1/2, 1) \) and \( c = ba > 0 \). Hence, we have \( \delta_n \sim c(n+1)^{-\delta} \) and assumption b) of Theorem S2.2 is satisfied. We also observe that \( \sum_n \delta_n^2 < +\infty \) and so \( \psi_{\infty} \) is not concentrated on \( \{0,1\} \) and has no atoms in \( (0,1) \) (see [S15, Th. 2 and Th. 3]). Moreover, by Theorem S2.5 below, we get that

\[ N^\epsilon(\psi_N - \psi_{\infty}) \rightarrow N(0, c^2(2\delta - 1)^{-1}\Gamma) \]

where \( \Gamma = \text{diag}(\psi_{\infty}) \psi_{\infty}^{-T} \).

Proof. We want to apply Theorem S6.2. To this purpose, we recall that, when \( \epsilon_n = 0 \) for all \( n \), the process \( (\psi_n) \) is a martingale with respect to \( \mathcal{F} \). Moreover, it converges almost surely and in mean to \( \psi_{\infty} \). Therefore, in order to conclude, it is enough to check conditions (c1) and (c2) of Theorem S6.2. Regarding the first condition, we note that

\[ N^{\delta - \frac{1}{2}} \sup_{n \geq N} |\psi_n|^{\frac{\epsilon_n}{\Gamma}} \rightarrow N^{\delta - \frac{1}{2}} \sup_{n \geq N} |\Delta M_{n+1}| = O(N^{\delta - \frac{1}{2} - \delta}) = O(N^{-1/2}) \rightarrow 0 \]

Finally, regarding the second condition, we observe that

\[ N^{2\delta - 1} \sum_{n \geq N} (\psi_n - \psi_{n+1})(\psi_n - \psi_{n+1})^T \sim N^{2\delta - 1} c^2 \sum_{n \geq N} (n+1)^{-2\delta} (\Delta M_{n+1})(\Delta M_{n+1})^T \]

\[ \Rightarrow N^{2\delta - 1} c^2 (2\delta - 1)^{-1} \Gamma \]

where the almost sure convergence follows from [S6] Lemma 4.1 and the fact that

\[ E[(\Delta M_{n+1})(\Delta M_{n+1})^T|\mathcal{F}_n] = E[(\xi_{n+1} - \psi_n)(\xi_{n+1} - \psi_n)^T|\mathcal{F}_n] \xrightarrow{n \to \infty} \Gamma. \]

\[ \square \]

S3 Computations regarding the local reinforcement

Suppose \( \alpha_n \sim an^{-\alpha} \) for \( n \geq 1 \) and \( (1 - \beta_n) \sim b(n+1)^{-\beta} \) for \( n \geq 0 \). In the following subsections we study the behaviour of the factor \( f(h,n) = \alpha_n \prod_{j=h}^{n-\beta} \beta_j \) in some particular cases that cover the cases of the two examples in Section 4. Specifically, for all the considered cases, we set \( \ell(h,n) = \ln(\alpha_n \prod_{j=h}^{n-\beta} \beta_j) = \ln(\alpha_n) + \sum_{j=h}^{n-\beta} \ln(\beta_j) \) for \( n \geq h \) and we prove that there exists \( h_n \) such that \( \max_{n \leq h_n} \ell(h,n) \leq \ell(h,n) \) and \( h \mapsto \ell(h,n) \) is increasing for \( h \geq h_n \). This means that the weights \( f(h,n) \) of the observations until \( h_n \) are smaller than those with \( h \geq h_n \), and the contribution of the observation for \( h \geq h_n \) is increasing with \( h \).
S3.1 Case $\alpha = \beta \in (0, 1)$

Suppose $\alpha_n = an^{-\alpha}$ and $1 - \beta_n = b(n + 1)^{-\beta}$, with $a, b > 0$ and $\alpha \in (0, 1)$. For $n \geq h$, we have

$$\ell(h+1, n) - \ell(h, n) = \ln(a(h+1)^{1-\alpha}) - \ln(bh) - \ln(1 - b/h) - \ln(1 - b/h) = -\alpha \ln \left(1 + \frac{1}{n}\right) - \ln \left(1 - \frac{b}{h+1}\right) = -\frac{b}{h+1} - \frac{b}{h+1}.$$

Since $\alpha < 1$, there exists $h_0$ such that the function $h \mapsto \ell(h, n)$ is monotonically increasing for $h \geq h_0$. Now, fix $\eta > 0$ and let $j_0$ such that $j \geq j_0$ implies $\ln(\beta_j) \leq -\frac{b-2\alpha}{1 + \eta}$. Then take $h_* \geq \max(h_0, j_0) + 1$ and $h \leq h_0 - 1$. For $h_*$ large enough, we get

$$\ell(h_*, n) - \ell(h_*, n) = \ln(a_{h_*}) - \ln(a_h) - \sum_{j=h}^{h_*-1} \ln(\beta_j) = \ln(a_{h_*}^{-\alpha}) - \ln(a_h^{-\alpha}) - \sum_{j=h}^{h_*-1} \ln(\beta_j)$$

$$\geq \ln(h_{-\alpha}) + \sum_{j=\max(h_0, j_0)}^{h_*-1} \frac{b_j^{-\alpha}}{1 + \eta}$$

$$\geq -\alpha \ln(h_*) + C_1 + \frac{b}{1 + \eta} \int_{\max(h_0, j_0)}^{h_*-1} x^{-\alpha} dx$$

$$= -\alpha \ln(h_*) + C_1 + \frac{b}{(1 + \eta)(1 - \alpha)} [(h_* - 1)^{1-\alpha} - \max(h_0, j_0)^{1-\alpha}]$$

$$= C_2 - \alpha \ln(h_*) + \frac{b}{(1 + \eta)(1 - \alpha)} (h_* - 1)^{1-\alpha} \geq 0.$$

Therefore, taking $h^*$ large enough, we have $\max_{h \leq h_*} \ell(h, n) = \max_{h \leq h_0 - 1} \ell(h, n) \lor \max_{h_0 \leq h \leq h_*} \ell(h, n) \leq \ell(h_*, n)$.

S3.2 Case $\alpha = \beta = 1$

Suppose $\alpha_n = an^{-1}$ and $1 - \beta_n = b(n + 1)^{-1}$, with $a > 0$ and $b > 1$. For $n \geq h$, we have

$$\ell(h+1, n) - \ell(h, n) = \ln(a(h+1)^{-1}) - \ln(bh) - \ln(1 - b/h) - \ln(1 - b/h) = -\ln \left(1 + \frac{1}{n}\right) - \ln \left(1 - \frac{b}{h+1}\right) = \frac{b}{h+1} + o(h^{-1}).$$

Since $b > 1$, we can argue as in the previous subsection. Therefore, there exists $h_0$ such that the function $h \mapsto \ell(h, n)$ is monotonically increasing for $h \geq h_0$. Now, fix $\eta = (b - 1)/(b + 1) > 0$ and let $j_0$ such that $j \geq j_0$ implies $\ln(\beta_j) \leq -\frac{b-1}{1 + \eta}$. Then take $h_* \geq \max(h_0, j_0) + 1$ and $h \leq h_0 - 1$. For $h_*$ large enough, we get

$$\ell(h_*, n) - \ell(h, n) = \ln(a_{h_*}) - \ln(a_h) - \sum_{j=h}^{h_*-1} \ln(\beta_j) = \ln(a_{h_*}^{-1}) - \ln(a_h^{-1}) - \sum_{j=h}^{h_*-1} \ln(\beta_j)$$

$$\geq \ln(h_{-1}) + \sum_{j=\max(h_0, j_0)}^{h_*-1} \frac{b_j^{-1}}{1 + \eta}$$

$$\geq -\ln(h_*) + C_1 + \frac{b}{1 + \eta} \int_{\max(h_0, j_0)}^{h_*-1} x^{-1} dx$$

$$= -\ln(h_*) + C_1 + \frac{b}{(1 + \eta)} \left[ \ln(h_* - 1) - \ln(\max(h_0, j_0)) \right]$$

$$= C_2 + \frac{b - 1 - \eta}{(1 + \eta)} \ln(h_*) - O(1/h_*)$$

$$= C_2 + \frac{b(b - 1)}{2b} \ln(h_*) - O(1/h_*) \geq 0.$$

Therefore, taking $h^*$ large enough, we have $\max_{h \leq h_*} \ell(h, n) = \max_{h \leq h_0 - 1} \ell(h, n) \lor \max_{h_0 \leq h \leq h_*} \ell(h, n) \leq \ell(h_*, n)$. 

S7
For \( n \)

Now, we aim at obtaining a series expansion with a reminder term of the type \( h \)

Suppose \( S3.3 \)

Since \( -\) and \( 1 \)

For \( n \geq h \), we have

\[
\ell(h+1,n) - \ell(h,n) = \ln(a(h+1)^{-\alpha}) - \ln(ab^{-\alpha}) - \ln(1-b(h+1)^{-\beta}) \\
+ \ln \left( (1 + c_1/(h+1)^{1-\beta} + c_2/(h+1)^{\gamma} + c_3/(h+1) + O(1/h^{2-\beta}) \right) \\
- \ln \left( (1 + c_1/h^{1-\beta} + c_2/h^{\gamma} + c_3/h + O(1/h^{2-\beta}) \right).
\]

Now, we aim at obtaining a series expansion with a reminder term of the type \( o(1/h^3) \). Since \( \beta < 1 \), the first three terms of the right-hand side of the above equation give

\[
\ln(a(h+1)^{-\alpha}) - \ln(ab^{-\alpha}) - \ln(1-b(h+1)^{-\beta}) = -\alpha \ln \left( 1 + \frac{1}{h} \right) - \ln \left( 1 - \frac{b}{(h+1)^{\beta}} \right) = \frac{b}{(h+1)^{\beta}} + o(h^{-\beta}).
\]

We deal now with the last two terms of (S3.1). We recall that

\[
\ln(1+x) = -\frac{x^2}{2} + \frac{x^3}{3} + \cdots + (-1)^{j-1}\frac{x^j}{j} + o(x^j),
\]

and therefore, since \( 2-\beta = 1 + 1 - \beta > 1 > \beta \) and \( j(1-\beta) > \beta \) and \( j/\gamma = j(\beta - \alpha) > \beta \) for \( j \) large enough, there are only a finite number of terms with an order \( \tau_j \leq \beta \). In other words, we can write

\[
\ln \left( (1 + c_1/(h+1)^{1-\beta} + c_2/(h+1)^{\gamma} + c_3/(h+1) + O(1/h^{2-\beta}) \right) \\
- \ln \left( (1 + c_1/h^{1-\beta} + c_2/h^{\gamma} + c_3/h + O(1/h^{2-\beta}) \right) \\
= \sum_{j=1}^{J_0} C_j/h^{1-\beta} - \sum_{j=1}^{J_0} C_j/h^{-\tau_j} + o(1/h^{\beta}) \\
= \sum_{j=1}^{J_0} C_j/(h+1)^{-\tau_j} - h^{-\tau_j} + o(1/h^{\beta}) \\
= \sum_{j=1}^{J_0} C_j/(h+1)^{-\tau_j} - h^{-\tau_j} + o(1/h^{\beta}) = \sum_{j=1}^{J_0} C_j/h^{-\tau_j} [(1 + h^{-1})^{-\tau_j} - 1] + o(1/h^{\beta}) \\
= \sum_{j=1}^{J_0} C_j/h^{-\tau_j} (\tau_j h^{-1} + o(1/h)) + o(1/h^{\beta}) = o(1/h^{\beta}).
\]

Summing up, we have

\[
\ell(h+1,n) - \ell(h,n) = \frac{b}{(h+1)^{\beta}} + o(h^{-\beta}).
\]

Then there exists \( h_0 \) such that the function \( h \rightarrow \ell(h,n) \) is monotonically increasing for \( h \geq h_0 \). Now, fix \( \eta > 0 \) and let \( j_0 \) such that \( j \geq j_0 \) implies \( \ln(\beta_j) \leq -\frac{b^{\beta-\eta}}{1+\eta} \). Then take \( h_* \geq \max(h_0,j_0) + 1 \) and \( h \leq h_0 - 1 \). Since \( \beta < (1 + \alpha)/2 \), we have \( \alpha_n = an^{-\alpha}(1 + O(1/n^{\gamma})) \) and so, for \( h_* \) large enough, we get

\[
\ell(h_*,n) - \ell(h,n) = \ln(\alpha_*h) - \ln(\alpha_n) - \sum_{j=h_*}^{h_*+1} \ln(\beta_j) \\
= \ln(ab_*^{-\alpha}) - \ln(ab^{-\alpha}) + \ln(1 + O(h_*^{-\gamma})) + C_1 + \sum_{j=1}^{h_*-1} \ln(\beta_j) \\
\geq \ln(h_*^{-\alpha}) + \ln(1 + O(h_*^{-\gamma})) + C_1 + \sum_{j=1}^{h_*-1} \ln(\beta_j) \\
\geq -\alpha \ln(h_*) + O(h_*^{-\gamma}) + C_2 + \frac{b}{1+\eta} \int_{\max(h_0,j_0)}^{h_*-1} x^{-\beta} \, dx \\
= -\alpha \ln(h_*) + O(h_*^{-\gamma}) + C_2 + \frac{b}{1+\eta}(1-\beta) [(h_* - 1)^{1-\beta} - \max(h_0,j_0)^{1-\beta}] \\
= C_3 + O(h_*^{-\gamma}) - \alpha \ln(h_*) + \frac{b}{1+\eta}(1-\beta)(h_* - 1)^{1-\beta} \geq 0.
\]
Therefore, taking $h^*$ large enough, we have $\max_{h \leq h^*} \ell(h, n) = \max_{h \leq h_{0-1}} \ell(h, n) \vee \max_{h_0 \leq h \leq h^*} \ell(h, n) \leq \ell(h^*, n)$.

### S4 Technical results

We recall the generalized Kronecker lemma [S3 Corollary A.1]:

**Lemma S4.1.** (Generalized Kronecker Lemma)

Let $\{v_{N,n} : 1 \leq n \leq N \}$ and $(z_n)_n$ be respectively a triangular array and a sequence of complex numbers such that $v_{N,n} \neq 0$ and

$$\lim_N v_{N,n} = 0, \quad \lim_n v_{n,n} exists\;\finite, \quad \sum_{n=1}^{N} |v_{N,n} - v_{N,n-1}| = O(1)$$

and $\sum_n z_n$ is convergent. Then $\lim_N \sum_{n=1}^{N} v_{N,n} z_n = 0$.

The above corollary is useful to get the following result for complex random variables, which slightly extends the version provided in [S3, Lemma A.2]:

**Lemma S4.2.** Let $\mathcal{H} = (\mathcal{H}_n)_n$ be a filtration and $(Y_n)_n$ a $\mathcal{H}$-adapted sequence of complex random variables. Moreover, let $(c_n)_n$ be a sequence of strictly positive real numbers such that $\sum_n E[|Y_n|^2] / c_n^2 < +\infty$ and let $\{v_{N,n} = 1 \leq n \leq N \}$ be a triangular array of complex numbers such that $v_{N,n} \neq 0$ and

$$\lim_N v_{N,n} = 0, \quad \lim_n v_{n,n} exists\;\finite, \quad \sum_{n=1}^{N} |v_{N,n} - v_{N,n-1}| = O(1) .$$

Suppose that

$$\sum_{n=1}^{N} v_{N,n} \frac{E[Y_n|\mathcal{H}_{n-1}]}{c_n} \xrightarrow{p} V,$$  \hspace{1cm} (S4.1)

where $V$ is a suitable random variable. Then $\sum_{n=1}^{N} v_{N,n} Y_n / c_n \xrightarrow{p} V$.

If the convergence in (S4.1) is almost sure, then also the convergence of $\sum_{n=1}^{N} v_{N,n} Y_n / c_n$ toward $V$ is almost sure.

**Proof.** Consider the martingale $(M_n)_n$ defined by

$$M_n = \sum_{j=1}^{n} Y_j - E[Y_j|\mathcal{H}_{j-1}] .$$

It is bounded in $L^2$ since $\sum_n \frac{E[|Y_n|^2]}{c_n^2} < +\infty$ by assumption and so it is almost surely convergent, that means

$$\sum_{n=1}^{N} Y_n(\omega) - E[Y_n|\mathcal{H}_{n-1}](\omega) < +\infty$$

for $\omega \in B$ with $P(B) = 1$. Therefore, fixing $\omega \in B$ and setting $z_n = \frac{Y_n(\omega) - E[Y_n|\mathcal{H}_{n-1}](\omega)}{c_n}$, by Lemma S4.1 we get

$$\lim_N \sum_{n=1}^{N} v_{N,n} Y_n(\omega) - E[Y_n|\mathcal{H}_{n-1}](\omega) = 0 ,$$

that is

$$\sum_{n=1}^{N} v_{N,n} \frac{Y_n - E[Y_n|\mathcal{H}_{n-1}]}{c_n} \xrightarrow{a.s.} 0 .$$

In order to conclude, it is enough to observe that

$$\sum_{n=1}^{N} \frac{Y_n}{c_n} = \sum_{n=1}^{N} v_{N,n} \frac{Y_n - E[Y_n|\mathcal{H}_{n-1}]}{c_n} + \sum_{n=1}^{N} v_{N,n} \frac{E[Y_n|\mathcal{H}_{n-1}]}{c_n}$$

and use assumption (S4.1).
Remark S4.3. If we have $\sum_{n=0}^{N} \frac{|x_{n+1}|}{c_{n}} = O(1)$, then $\sum_{n=1}^{N} \frac{w_{n}}{c_{n}} = \lambda \in \mathbb{C}$ and $E[Y_{n}|H_{n-1}] \overset{a.s.}{\rightarrow} Y$, then $\Delta \tilde{A} = 1$ when $s = 0$ and $w_{n} = \lambda Y(\omega)$ and $w = Y(\omega)$, and apply the generalized Toeplitz lemma [S3] Lemma A.1 (with $z_{N,n} = v_{N,n}/(c_{n}\lambda)$ and $s = 1$ when $\lambda \neq 0$ and with $z_{N,n} = v_{N,n}/c_{n}$ and $s = 0$ when $\lambda = 0$) in order to get $\sum_{n=1}^{N}\frac{v_{N,n}}{c_{n}} \rightarrow \lambda Y$ almost surely.

The proof of the following lemma can be found in [S3]. We here rewrite the proof only for the reader’s convenience.

Lemma S4.4. ([S3], Lemma 18)

Let $x_{n}, \zeta_{n}, \gamma_{n}$ be non-negative sequences such that $\gamma_{n} \rightarrow 0$, $\sum_{n} \gamma_{n} = +\infty$ and

$$x_{n} \leq (1 - \gamma_{n})x_{n-1} + \gamma_{n}\zeta_{n}.$$  

Then $\limsup_{n} x_{n} \leq \limsup_{n} \zeta_{n}$.

Proof. Take $L > \limsup_{n} \zeta_{n}$ and $n^{*}$ large enough so that $\zeta_{n} < L$ and $\gamma_{n} \leq 1$ when $n \geq n^{*}$. Then, using that $(x+y)^{+} \leq x^{+} + y^{+}$, we have for $n \geq n^{*}$

$$(x_{n} - L)^{+} \leq ((1 - \gamma_{n})(x_{n-1} - L) + \gamma_{n}(\zeta_{n} - L))^{+}$$

$$\leq (1 - \gamma_{n})(x_{n-1} - L)^{+} + \gamma_{n}(\zeta_{n} - L)^{+}$$

$$\leq (1 - \gamma_{n})(x_{n-1} - L)^{+}.$$  

Since $\sum_{n} \gamma_{n} = +\infty$, the above inequality implies that $\lim inf(x_{n} - L)^{+} = 0$. This is enough to conclude, because we can choose $L$ arbitrarily close to $\limsup_{n} \zeta_{n}$.

\[ \square \]

S5 Some stochastic approximation results

Consider a stochastic process $(\theta_{n})$ taking values in $\Theta = [-1, 1]$, adapted to a filtration $\mathcal{F} = (\mathcal{F}_{n})_{n}$ and following the dynamics

$$\theta_{n+1} = (1 - \epsilon_{n})\theta_{n} + \epsilon_{n}\Delta M_{n+1},$$  

(S5.1)

where $c > 0$, $(\Delta M_{n+1})_{n}$ is a uniformly bounded martingale difference sequence with respect to $\mathcal{F}$ and $\epsilon_{n} = (n+1)^{-\gamma}$ with $\gamma \in (0, 1]$ so that $\epsilon_{n} \rightarrow 0$ and $\sum_{n} \epsilon_{n} = +\infty$. Setting $\Delta M_{n+1} = c\Delta M_{n+1}$, equation S5.1 becomes

$$\theta_{n+1} = (1 - \epsilon_{n})\theta_{n} + \epsilon_{n}\Delta M_{n+1}.$$  

Then:

Theorem S5.1. In the above setting, we have $\theta_{N} \overset{a.s.}{\rightarrow} 0$.

Proof. We have the following two cases:

- $\epsilon \in (1/2, 1]$ so that $\sum_{n} \epsilon_{n}^{2} < +\infty$ or
- $\epsilon \in (0, 1/2]$ so that $\sum_{n} \epsilon_{n}^{2} = +\infty$.

For the first case, we refer to [S11] Cap. 5, Th. 2.1. For the second case, we refer to [S11] Cap. 5, Th. 3.1]. In this case, since $(\theta_{n})$ and $(\Delta M_{n})$ are uniformly bounded, the key assumption to be verified in order to apply [S11] Cap. 5, Th. 3.1] is the “rate of change” condition (see [S11] p. 137]), that is

$$\limsup_{N} \sup_{t \in [0, 1]} |M^0(N + t) - M^0(N)| = 0, \quad a.s.$$  

where $M^0(t) = \sum_{j=0}^{n(t)} \epsilon_{j}\Delta M_{j+1}$ and $m(t) = \inf\{n: t < t_{n+1} = \sum_{j=0}^{n} \epsilon_{j}\}$ (see [S11] p. 122). Since $(\Delta M_{n})$ is uniformly bounded, the above condition is satisfied when the following simpler conditions are satisfied (see [S11] pp. 139-141):  

- (i) For each $u > 0$ $\sum_{n} e^{-u/\epsilon_{n}} < +\infty$;  
- (ii) For some $T < +\infty$, there exists a constant $c(T) < +\infty$ such that $\sup_{n \leq j \leq m(t_{n} + T)} \epsilon_{j}/\epsilon_{n} \leq c(T)$.
When \( \epsilon_n = (1 + n)^{-t} \), condition (i) is obviously verified, because we have \( \lim_n n^2/\epsilon_n^{(1+n)^{-t}} = 0 \). Finally, condition (ii) is always satisfied when \( \epsilon_n \) is decreasing, as it is in the case \( \epsilon_n = (1 + n)^{-t} \). Indeed, we simply have \( \sup_{n \leq m(t_0 + T)} \epsilon_n = \epsilon_n = 1 \).

**Theorem S5.2.** In the above setting, if we have \( E[\Delta M_{n+1} \Delta M_{n+1}^\top |\mathcal{F}_n] \xrightarrow{a.s.} \Gamma \) with \( \Gamma \) a symmetric positive definite matrix, then we have \( \frac{1}{\sqrt{n}} \theta_n \xrightarrow{d} \mathcal{N}(0, \Sigma) \),

where \( \Sigma = c^2 \Gamma/2 \) when \( \epsilon \in (0, 1) \) and \( \Sigma = c^2 \Gamma \) when \( \epsilon = 1 \).

**Proof.** We have \( \theta_n \xrightarrow{a.s.} \theta \) and \( \theta \) belongs to the interior part of \( \Theta \). Moreover, we have

\[
E[\Delta M_{n+1} \Delta M_{n+1}^\top |\mathcal{F}_n] \xrightarrow{a.s.} c^2 \Gamma.
\]

For the case \( \epsilon \in (1/2, 1] \), we refer to [S9, Th. 2.1] (with \( h = Id \), \( U = c^2 \Gamma \) and \( \gamma_* = 1 \)) and [S14, Th. 1] (with \( H = -Id \), \( \gamma = \sigma_n = \epsilon_n \) and so \( \gamma_0 = 1 \) and \( \beta = \epsilon \)). For the case \( \epsilon \in (0, 1/2] \), we refer to [S11, cap.10, Th. 2.1] (with \( A = -Id \)). The key assumption for applying this theorem is \( \theta_n/\sqrt{\epsilon_n} \) tight. On the other hand, in the considered setting, this last condition is satisfied because of [S11, Th. 4.1]. Note that the limit distribution corresponds to the stationary distribution of the diffusion

\[
dU_t = (-Id + c(\epsilon)) U_t dt + c\Gamma^{1/2} dW_t,
\]

where \( W = (W_t)_t \) is a standard Wiener process and

\[
c(\epsilon) = \begin{cases} 0 & \text{for } \epsilon < 1 \\ 1/2 & \text{for } \epsilon = 1. \end{cases}
\]

Therefore the limit covariance matrix is determined by solving the associated Lyapunov’s equation [S14], that, in the considered case, simply is

\[
2(-Id + c(\epsilon)Id) \Sigma = -c^2 \Gamma.
\]

**Theorem S5.3.** In the above setting, let \( (\mu_n) \) be another stochastic process taking values in \( \Theta = [-1, 1]^k \), adapted to a filtration \( \mathcal{F} \) and following the dynamics

\[
\mu_{n+1} - \mu_n = -\frac{1}{n}(\mu_n - \theta_n) + \frac{1}{n} \Delta M_{n+1}.
\]

Suppose that \( E[\Delta M_{n+1} \Delta M_{n+1}^\top |\mathcal{F}_n] \xrightarrow{a.s.} \Gamma \). If \( \epsilon \in (1/2, 1] \), then we have

\[
\begin{pmatrix} \sqrt{N} \mu_n \\ \epsilon^{-1/2} \theta_n \end{pmatrix} \xrightarrow{d} \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} (c+1)^2 \Gamma & 0 \\ 0 & c^2 \Gamma \end{pmatrix} \right).
\]

If \( \epsilon = 1 \), then we have

\[
\begin{pmatrix} \sqrt{N} \mu_n \\ \epsilon^{-1/2} \theta_n \end{pmatrix} \xrightarrow{d} \mathcal{N} \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} [(c+1)^2 + c^2 \Gamma] & 0 \\ 0 & c(c+1) \Gamma \end{pmatrix} \right) + \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\]

**Proof.** The dynamics for the pair \( (\mu_n, \theta_n) \) is

\[
\begin{cases}
\mu_{n+1} - \mu_n = -\frac{1}{n}(\mu_n - \theta_n) + \frac{1}{n} \Delta M_{n+1} \\
\theta_{n+1} - \theta_n = -\epsilon_n \theta_n + c \epsilon_n \Delta M_{n+1} = -c_n \theta_n + \epsilon_n \Delta \tilde{M}_{n+1}.
\end{cases}
\]

with \( E[\Delta M_{n+1} \Delta M_{n+1}^\top |\mathcal{F}_n] \xrightarrow{a.s.} \Gamma \). Therefore, when \( 1/2 < \epsilon < 1 \), the statement follows from [S13] (with \( Q_{11} = Q_{22} = -Id \), \( Q_{12} = Id \), \( Q_{21} = 0 \), \( b = \beta_n = 1 \), \( a = \epsilon \), \( \Gamma_{11} = \Gamma \), \( \Gamma_{22} = c^2 \Gamma \) and \( \Gamma_{12} = \Gamma_{21} = c \Gamma \)). In particular, the two blocks of the limit covariance matrix, say \( \Sigma_\mu \) and \( \Sigma_\theta \), are determined solving the equations

\[
(H + \frac{1}{2} Id) \Sigma_\mu + \Sigma_\mu (H^\top + \frac{1}{2} Id) = -\Gamma_\mu.
\]

S11
where $H = Q_{11} - Q_{12}Q_{22}^{-1}Q_{21} = -Id + 0$ and $\Gamma_\mu = \Gamma_{11} + Q_{12}Q_{22}^{-1}\Gamma_{22}(Q_{22}^{-1})^\top Q_{12}^\top - \Gamma_{12}(Q_{22}^{-1})^\top Q_{12}^\top - Q_{12}Q_{22}^{-1}\Gamma_{21} = \Gamma + c\Gamma + c\Gamma + c\Gamma = (c + 1)^2\Gamma$, and

$$Q_{22}\Sigma_\theta + \Sigma_\theta Q_{22}^\top = -\Gamma_{22}.$$  

When $\epsilon = 1$, we can conclude by \textbf{S13} or \textbf{S19} taking $X_n = (\mu_n, \theta_n)^\top$. Indeed, in this case the covariance matrix is given by

$$(H + \frac{1}{2}Id)\Sigma + \Sigma(H^\top + \frac{1}{2}Id) = -\Gamma,$$

where

$$H = \begin{pmatrix} -Id & Id \\ 0 & -Id \end{pmatrix} \quad \text{and} \quad \tilde{\Gamma} = \begin{pmatrix} \Gamma & c\Gamma \\ c\Gamma & c^2\Gamma \end{pmatrix}.$$ 

Therefore, if we split $\Sigma$ in blocks, say $\Sigma_\mu$, $\Sigma_\theta$ and $\Sigma_{\mu\theta}$, we find the system

$$-\Sigma_\mu + 2\Sigma_{\mu\theta} = -\Gamma$$

$$-\Sigma_{\mu\theta} + \Sigma_\theta = -c\Gamma$$

$$-\Sigma_\theta = -c^2\Gamma$$

and so the proof is concluded by solving this system. \qed

\section{S6 Stable convergence}

This brief section contains some basic definitions and results concerning stable convergence. For more details, we refer the reader to \textbf{S3} \textbf{S7} \textbf{S10} and the references therein.

Let $(\Omega, \mathcal{A}, P)$ be a probability space, and let $S$ be a Polish space, endowed with its Borel $\sigma$-field. A kernel on $S$, or a random probability measure on $S$, is a collection $K = \{K(\omega) : \omega \in \Omega\}$ of probability measures on the Borel $\sigma$-field of $S$ such that, for each bounded Borel real function $f$ on $S$, the map

$$\omega \mapsto Kf(\omega) = \int f(x) K(\omega)(dx)$$

is $\mathcal{A}$-measurable. Given a sub-$\sigma$-field $\mathcal{H}$ of $\mathcal{A}$, a kernel $K$ is said $\mathcal{H}$-measurable if all the above random variables $Kf$ are $\mathcal{H}$-measurable. A probability measure $\nu$ can be identified with a constant kernel $K(\omega) = \nu$ for each $\omega$.

On $(\Omega, \mathcal{A}, P)$, let $(Y_n)_n$ be a sequence of $S$-valued random variables, let $\mathcal{H}$ be a sub-$\sigma$-field of $\mathcal{A}$, and let $K$ be a $\mathcal{H}$-measurable kernel on $S$. Then, we say that $Y_n$ converges $\mathcal{H}$-stably to $K$, and we write $Y_n \rightarrow_{\mathcal{H}} K$, if

$$P(Y_n \in \cdot | \mathcal{H}) \xrightarrow{\text{weakly}} E[K(\cdot) | \mathcal{H}] \quad \text{for all } H \in \mathcal{H} \text{ with } P(H) > 0,$$

where $K(\cdot)$ denotes the random variable defined, for each Borel set $B$ of $S$, as $\omega \mapsto Kf(\omega) = K(\omega)(B)$. In the case when $\mathcal{H} = \mathcal{A}$, we simply say that $Y_n$ converges stably to $K$ and we write $Y_n \rightarrow_{\mathcal{A}} K$ stably. Clearly, if $Y_n \rightarrow_{\mathcal{H}} K$ $\mathcal{H}$-stably, then $Y_n$ converges in distribution to the probability distribution $E[K(\cdot)]$. The $\mathcal{H}$-stable convergence of $Y_n$ to $K$ can be stated in terms of the following convergence of conditional expectations:

$$E[f(Y_n) | \mathcal{H}] \xrightarrow{\sigma(L^1, L^\infty)} Kf$$

for each bounded continuous real function $f$ on $S$. In \textbf{S7} the notion of $\mathcal{H}$-stable convergence is firstly generalized in a natural way replacing in \textbf{S6.1} the single sub-$\sigma$-field $\mathcal{H}$ by a collection $\mathcal{G} = (\mathcal{G}_n)$ (called conditioning system) of sub-$\sigma$-fields of $\mathcal{A}$ and then it is strengthened by substituting the convergence in $\sigma(L^1, L^\infty)$ by the one in probability (i.e. in $L^1$, since $f$ is bounded). Hence, according to \textbf{S7}, we say that $Y_n$ converges to $K$ \textit{stably in the strong sense}, with respect to $\mathcal{G} = (\mathcal{G}_n)$, if

$$E[f(Y_n) | \mathcal{G}_n] \xrightarrow{P} Kf$$

for each bounded continuous real function $f$ on $S$.

We now conclude this section recalling some convergence results that we apply in our proofs.

From \textbf{S10} Th. 3.2 (see also \textbf{S7} Th. 5 and Cor. 7) or \textbf{S5} Th. 5.5.1 and Cor. 5.5.2), we get:

\section*{S12}
**Theorem S6.1.** Given a filtration $\mathcal{F} = (\mathcal{F}_n)_n$, let $(Y_{N,n})_{N,n}$ be a triangular array of random variables with values in $\mathbb{R}^k$ such that $Y_{N,n}$ is $\mathcal{F}_n$-measurable and $E[Y_{N,n}|\mathcal{F}_{n-1}] = 0$. Suppose that the following two conditions are satisfied:

1. $E[\max_{1 \leq n \leq N} |Y_{N,n}|] \to 0$ and
2. $\sum_{n=1}^{N} Y_{N,n}Y_{N,n}^{\top} \overset{P}{\to} V$, where $V$ is a random variable with values in the space of positive semidefinite $k \times k$-matrices.

Then $\sum_{n=1}^{N} Y_{N,n}$ converges stably to the Gaussian kernel $\mathcal{N}(0, V)$.

From [S7] Th. 5, Cor. 7, Rem. 4 or [S5] Th. 5.5.1, Cor. 5.5.2, Rem. 5.5.2), we obtain:

**Theorem S6.2.** Let $(\mathbf{L}_n)$ be a $\mathbb{R}^k$-valued martingale with respect to the filtration $\mathcal{F} = (\mathcal{F}_n)$. Suppose that $\mathbf{L}_n \overset{a.s.}{\longrightarrow} \mathbf{L}$ for some $\mathbb{R}^k$-valued random variable $\mathbf{L}$ and

1. $n E[\sup_{j \geq n} |L_{j-1} - L_j|] \to 0$ and
2. $n^{2E} \sum_{j \geq n} (L_{j-1} - L_j)(L_{j-1} - L_j)^\top \overset{P}{\longrightarrow} V$, where $V$ is a random variable with values in the space of positive semidefinite $k \times k$-matrices.

Then $n (\mathbf{L}_n - \mathbf{L}) \overset{a.s.}{\longrightarrow} \mathcal{N}(\mathbf{0}, V)$ stably in strong sense w.r.t. $\mathcal{F}$.

Indeed, following [S7] Example 6, it is enough to observe that $\mathbf{L}_n - \mathbf{L}$ can be written as $\mathbf{L}_n - \mathbf{L} = \sum_{j \geq n} (L_j - L_{j+1})$.

Finally, the following result combines together a stable convergence and a stable convergence in the strong sense [S3] Lemma 1.

**Theorem S6.3.** Suppose that $C_n$ and $D_n$ are $\mathcal{G}$-valued random variables, that $M$ and $N$ are kernels on $\mathcal{S}$, and that $\mathcal{G} = (\mathcal{G}_n)$ is an (increasing) filtration satisfying for all $n$

$$\sigma(C_n) \subseteq \mathcal{G}_n \quad \text{and} \quad \sigma(D_n) \subseteq \sigma(\bigcup_n \mathcal{G}_n).$$

If $C_n$ stably converges to $M$ and $D_n$ converges to $N$ stably in the strong sense, with respect to $\mathcal{G}$, then

$$[C_n, D_n] \overset{\text{stably}}{\longrightarrow} M \otimes N.$$

(Here, $M \otimes N$ is the kernel on $\mathcal{S} \times \mathcal{S}$ such that $(M \otimes N)(\omega) = M(\omega) \otimes N(\omega)$ for all $\omega$.)

This last result contains as a special case the fact that stable convergence and convergence in probability combine well: that is, if $C_n$ stably converges to $M$ and $D_n$ converges in probability to a random variable $D$, then $(C_n, D_n)$ stably converges to $M \otimes \delta_D$, where $\delta_D$ denotes the Dirac kernel concentrated in $D$.
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