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ABSTRACT

With the emergence of e-learning and personalised education, the production and distribution of digital educational resources have boomed. Video lectures have now become one of the primary modalities to impart knowledge to masses in the current digital age. The rapid creation of video lecture content challenges the currently established human-centred moderation and quality assurance pipeline, demanding for more efficient, scalable and automatic solutions for managing learning resources. Although a few datasets related to engagement with educational videos exist, there is still an important need for data and research aimed at understanding learner engagement with scientific video lectures. This paper introduces VLEngagement, a novel dataset that consists of content-based and video-specific features extracted from publicly available scientific video lectures and several metrics related to user engagement. We introduce several novel tasks related to predicting and understanding context-agnostic engagement in video lectures, providing preliminary baselines. This is the largest and most diverse publicly available dataset to our knowledge that deals with such tasks. The extraction of Wikipedia topic-based features also allows associating more sophisticated Wikipedia based features to the dataset to improve the performance in these tasks. The dataset, helper tools and example code snippets are available publicly at https://github.com/sahanbull/context-agnostic-engagement.
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- Information systems → Recommender systems; Information extraction; - Applied computing → Interactive learning environments.
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1 INTRODUCTION

Formal evaluations have shown that intelligent tutoring systems produce similar learning gains as one-on-one human tutoring, which has the potential to increase student performance to around the 98 percentile in a standard classroom [3, 15, 42]. Additionally, intelligent tutors could effectively reduce by one-third to one-half the time required for learning [42], increase effectiveness by 30% as compared to traditional instruction [20, 21, 42], reduce the need for training support personnel by about 70% and operating costs by about 92% and facilitate education in developing countries [30, 40]. Thus, the idea of building intelligent tutoring systems that provide online personalised education has gained a lot of traction in the recent years and will continue to do so.

With more learning resources being created every day, automatic, scalable tools for quality assurance become essential [12]. Large educational resource repositories need scalable tools to understand/estimate the engagement potential of newly added materials before exposing it to the learner audience [14]. Thus, estimating context-agnostic (also named here population-based) engagement of materials and releasing related datasets becomes a critical part of quality assurance, recommendation and information retrieval.

This work presents VLEngagement, a novel dataset that covers over 4000 peer-reviewed scientific video lectures constructed from a popular OER repository, VideoLectures.NET. The dataset has been proven very useful in some of our previous work, spanning both applications related to personalised and population based educational recommender systems. We believe the dataset has incredible potential for building intelligent educational and scientific recommender systems, specially given that similar datasets are usually proprietary and not publicly available. The dataset provides an extensive set of textual and video-specific features extracted from the lecture transcripts, together with Wikipedia topics covered in the lecture (via entity linking) and user engagement labels for each lecture. The dataset covers a wide set of tasks that are of crucial importance to building intelligent tutors, scalable quality assurance and understanding the features involved in population-based engagement. While video retrieval and ranking are actively researched areas, this dataset allows adapting algorithms specifically for scientific video content which is novel and critical to building information retrieval systems in education and science.

The dataset is particularly suited to solve the cold-start problem found in educational recommender systems, both when i) new users join the system and we may not have enough information about their context so we may simply recommend population-based engaging lectures for a specific query topic and ii) new educational content is released, for which we may not have user engagement.
data yet and thus an engagement predictive model would be necessary. To the best of our knowledge, this is the first dataset to tackle such a task in education/scientific recommendations. The aim of the dataset is not to replace personalised recommenders by building population-based models, but rather to enable mixing personalised approaches with a meaningful population baseline/prior to solve the common cold-start problem and, given the context of the learner, rank the suitable material by their engagement potential [9].

2 RELATED WORK

The learning analytics and educational data mining communities have developed novel algorithms to trace knowledge in learners [32, 39] and provide personalised recommendations for educational material [10, 31]. All these approaches are focused on capturing and exploiting the context of the learner. This is, among others, the knowledge state, interests, preferences and learning goals, all of which are crucial variables to develop an effective personalised tutoring system. However, in a landscape where new educational resources are created and circulated at a rapid scale (e.g. Open Educational Resources (OER) [38] and Massively Open Online Courses [34]), there is a big gap of knowledge in our understanding of the features involved in context-agnostic (i.e. population-based) engagement of educational resources and the relationship between different measures of engagement, popularity and subjective assessment in general. Our work thus focuses on connecting content analytics to population-based learning analytics.

Learner engagement is a necessary prerequisite for acquiring knowledge from educational resources. Carini et al. has shown that student engagement positively correlates with desired learning outcomes such as critical thinking and better grades in a conventional classroom setting. Various studies have demonstrated that learner engagement plays a key role in successful achievement of expected learning outcomes in an online learning setting [34, 36]. Engagement is a loaded concept that can have different definitions to different communities. For example, engagement is measured using different metrics depending on the modality of the educational resource.

Most work related to modelling educational engagement attempts to model engagement as a function of the context of the learner [1, 4, 25]. Our work, on the other hand, proposes to model context-agnostic engagement through several content-based features of the educational resource. Context-agnostic engagement has been previously studied for video lectures, albeit from a more qualitative perspective, with general recommendations such as keeping videos short [23] and using conversational language for lecture delivery [5]. These recommendations help authors to create better educational videos, but none of these works address the need for predicting automatically highly engaging educational resources, which is crucial for retrieving and recommending educational material at scale.

2.1 Related Datasets

The interest in identifying engaging information goes beyond the educational domain and is investigated in numerous other fields. These works show that numerous feature verticals associated to content, such as understandability, freshness, topic coverage, presentation and authority exist [11]. Engagement (specifically watch time) has been used as the main measure used for YouTube recommendations [16] and to predict engagement with general-purpose videos [43]. This is usually the case for most media recommenders and several datasets are available for such task.

Looking beyond videos, Wikipedia uses a review system to evaluate the quality of its articles and several attempts have been made to build machine learning predictive models using features such as text style, readability, structure, network, recency and review information [18, 41]. This Wikipedia article quality dataset [18] is publicly available although user engagement data is not included. Only explicit quality labels are provided. Similar datasets are available for automated essay scoring [37].

There are only a handful of publicly available datasets that are related to predicting engagement in videos. Large-scale datasets focused on predicting engagement with general purpose videos (such as the one in [43] that analyses engagement in YouTube) are common but these lack focus on educational material. Some of the features used by these works share some similarity to the ones used in this paper (such as video duration, category, language and topic features). However, a large part of the features are focused on the reputation of the YouTube channel. No textual features relating to understandability and presentation are used, since this may be of less importance for general purpose videos than for education.

The most relevant dataset in the literature to understanding engagement in video lectures, i.e. the work based on approximately 800 videos from a Massively Open Online Course (MOOC) [23], is not publicly available. In this case, the data was manually processed and authors provided a qualitative analysis of engagement, with some features being relatively subjective and difficult to automate. A similar work [35] takes 22 EdX videos, extracts cross-modal features and manually annotates their quality. This dataset is also not publicly available and does not focus on learner engagement or subjective assessment metrics.

Although online learning platforms such as EdX [23, 35], Khan Academy [28] and other platforms harvest valuable learner behavioural data that is created in an “in-the-wild” setting, the datasets are often not publicly released due to the proprietary nature of the content and the user data. This work addresses this significant gap of data by constructing and releasing a dataset with over 4,000 scientific video lectures (OERs) associated with explicit star ratings and implicit engagement signals from hundreds of thousands of informal learners consuming video lectures in an in-the-wild setting.

Finally, a different line of work focuses on studying and identifying engagement from the learners perspective, through the recording of user learning sessions and brainwaves [44] and the use of computer vision and affect recognition [26] to propose automatic, semi-automatic and manual techniques. Although multiple datasets exist to address this task, these datasets are usually collected in lab setting using a limited number of participants [19]. However, the focus of these datasets is to detect learner engagement using a set of multi-modal data related to the learner (brain waves, visual information, learning logs, etc.) rather than the features of the content itself. There are also a handful of recent public
datasets/competitions relating to how students interact with learning problems (e.g. assignments\(^1\) or multiple choice questions\(^2\)), but these datasets do not focus on engagement.

3 VLENGAGEMENT DATASET

The VLEngagement dataset is constructed using the aggregated video lectures consumption data coming from a popular scientific OER repository, VideoLectures.Net\(^3\). These videos are recorded when researchers are presenting their work at peer-reviewed conferences. Lectures are thus reviewed and material is controlled for correctness of knowledge. It is noteworthy that the dataset consists of scientific video lectures that explain novel scientific work geared more towards postgraduate, PhD level learners and the scientific research community. Therefore, the learner audience of the video lectures in this dataset may significantly differ from one of a conventional MOOC platform.

The dataset provides a set of statistics aimed at studying population based engagement in video lectures, together with other conventional metrics in subjective assessment such as average star ratings and number of views. We believe the dataset will serve the community applying AI in Education to further understand what are the features of educational material that makes it engaging for learners.

3.1 Feature Extraction

The dataset provides three types of features as outlined in Table 2: i) content-based textual features, ii) Wikipedia entity linking features and iii) video-based features. Although our dataset is composed of video lectures data, the majority of our features (with exception of some of the features in the video-based category) can be used across different modalities of educational material (e.g. books) as they are computed only considering the text transcription. The transcriptions for the English lectures and the English translations of the non-English lectures are provided by the TransLectures project\(^4\).

In this section, we define how different features are calculated from the lecture transcription. These features have been identified from the related work and are categorised under different verticals of quality assurance in text articles [2, 18, 29, 41] and engagement with video lectures [23]. The verticals are for example understandability, topic coverage, presentation, freshness and authority [11]. The code for computing some of these features is available together on content transcripts, several functions need to be introduced: i) \(\text{count}(s)\) is a function that returns the number of tokens in string \(s\), ii) \(\text{count}(t, s)\) is a function that returns the number of occurrences of tokens in token set \(t\) in string \(s\) and iii) \(u\_\text{count}(t, s)\) returns the frequency of unique tokens from token set \(t\) in string \(s\). String \(s\) can be the transcript text \(s\_\text{tr}\) or the lecture title \(s\_\text{title}\). Stop-word Presence Rate and Stop-word Coverage Rate are calculated using Eq. 5 and 6 based on the work of Ntoulas et al. Textual features defined by Eq. 7 through Eq. 12 are based on the work of Dalip et al. All definitions used the token sets provided in Table 6. More specifically, the content-based features extracted are the following:

- **Word Count** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Word Count} = \text{count}(s\_\text{tr})
  \]

- **Title Word Count** of lecture \(s\_\text{title}\):
  \[
  \text{Title Word Count} = \text{count}(s\_\text{title})
  \]

- **Document Entropy**, based on the work of Bendersky et al., is calculated over every word \(w\) in transcript \(s\_\text{tr}\) as:
  \[
  \text{Document Entropy} = \sum_{w \in s\_\text{tr}} p_{s\_\text{tr}}(w) \log p_{s\_\text{tr}}(w),
  \]
  where \(p_{s\_\text{tr}}(w)\) returns the number of sentences and syllables in transcript \(s\_\text{tr}\), respectively.

- **FK Easiness** is computed using textstatistic [24] for transcript \(s\_\text{tr}\) using:
  \[
  \text{FK Easiness} = \frac{206.835 - 1.015 \left( \frac{\text{Word Count}}{\text{sen\_count}(s\_\text{tr})} \right) - 84.6 \left( \frac{\text{syll\_count}(s\_\text{tr})}{\text{Word Count}} \right)}{0.75}
  \]

- **Stop-word Presence Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Stop-word Presence Rate} = \frac{\text{count}(\text{sw}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Stop-word Coverage Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Stop-word Coverage Rate} = \frac{\text{u\_count}(\text{sw}, s\_\text{tr})}{\text{count}(\text{sw})}
  \]

- **Preposition Rate** of the lecture transcript \(s\_\text{tr}\):
  \[
  \text{Preposition Rate} = \frac{\text{count}(\text{prep}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Auxiliary Rate** of the lecture transcript \(s\_\text{tr}\):
  \[
  \text{Auxiliary Rate} = \frac{\text{count}(\text{auxi}, s\_\text{tr})}{\text{Word Count}}
  \]

- **To Be Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{To Be Rate} = \frac{\text{count}(\text{to be}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Conjunction Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Conjunction Rate} = \frac{\text{count}(\text{conj}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Normalisation Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Normalisation Rate} = \frac{\text{count}(\text{norm}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Pronoun Rate** of lecture transcript \(s\_\text{tr}\):
  \[
  \text{Pronoun Rate} = \frac{\text{count}(\text{pron}, s\_\text{tr})}{\text{Word Count}}
  \]

- **Published Date** of video lecture \(\ell\) calculates the epoch time of publication date of the lecture in days [8]:
  \[
  \text{Published Date} = \text{days}(\ell\_\text{pub\_date} - 1970/01/01)
  \]

\(^1\)https://sites.google.com/site/assistmentsdata/home/assistment-2009-2010-data
\(^2\)https://www.microsoft.com/en-us/research/event/diagnostic-questions-neurips2020/
\(^3\)www.videolectures.net
\(^4\)www.translectures.eu
Various prior works provide the rationale behind the suitability of these features [11, 17, 23].

3.1.2 Wikipedia-based Features. The Wikipedia topics most connected to the lectures are identified using Wikification [6], an entity linking approach. Using the identified Wiki topics, four different feature groups are introduced with the dataset. They fall under the Authority and Topic Coverage verticals.

The top-5 authoritative topic URLs and top-5 PageRank scores features represent the Topic Authority feature vertical. Figure 1 (left) shows the summary of Wikipedia topics that are most authoritative (top 1 topic) in the lectures found in the dataset. When PageRank score [7] is computed, Wikipedia topics heavily connected to other topics (i.e. more semantically related) within the lecture will emerge. Hence, the top-ranking topics are the more authoritative topics within the context of topics in the lecture. During Wikification [6], a semantic graph is constructed where semantic relatedness (SR(c, c')) between each Wikipedia topic pair c and c' in the graph are calculated using:

$$SR(c, c') = \frac{\log(\max(|L_c|,|L_{c'}|)) - \log(|L_c \cap L_{c'}|)}{\log |W| - \log(\min(|L_c|,|L_{c'}|))}$$  (14)

where $L_c$ represents the set of topics with inwards links to Wikipedia topic $c$, $|\cdot|$ represents the cardinality of the set and $W$ represents the set of all Wikipedia topics. This semantic related graph is used for computing PageRank scores. It is noteworthy that “authority” of a learning resource entails author, organisation and content authority [11]. These features represent content authority. The top 5 topic URLs and their relative PageRank Score are included as two additional feature groups providing 10 distinct features for each video lecture.

The top-5 covered topic URLs and top-5 cosine similarity scores features represent the Topic Coverage feature vertical. The cosine similarity score $cos(s_{tr}, c)$ between the Term Frequency-Inverse Document Frequency (TF-IDF) representations of the lecture transcript $s_{tr}$ and the Wikipedia page $c$ is calculated using:

$$cos(s_{tr}, c) = \frac{TFIDF(s_{tr}) \cdot TFIDF(c)}{||TFIDF(s_{tr})|| \times ||TFIDF(c)||}$$  (15)

where TFIDF(s) returns the TF-IDF vector of string $s$. Topics in the lecture are then ranked using this score. Figure 1 (right) shows the summary of Wikipedia Topics that are most covered (top 1 topic) in the lectures found in the dataset. The top 5 covered topic URLs and their cosine similarity scores are included as two additional feature groups providing 10 distinct features.

Topic authority and topic coverage features represent two different aspects of the content of a video lecture. Authoritative topics are the ones highly connected and dominant within the range of topics that are discussed in the lecture. An authoritative topic needs to have high semantic relatedness to other topics in the lecture. On the contrary, covered topics represent the heavy overlap between individual Wikipedia topics and the lecture transcript. Figure 1 gives further evidence of how these two feature groups are different from each other. The most emerging Wikipedia topics that are authoritative (left) in the lecture dataset are very different from the covered topics (right). The figure also shows that the authoritative topics are narrowly focused concepts (e.g. Machine Learning, Algorithm, Ontology, etc.) whereas the most covered topics tend to be more general topics (e.g. Time, Scientific Method, Unit, etc.).

![Table 1: 14 types of lectures in the VLEngagement dataset and their abbreviation](image)

3.1.3 Video-specific Features. A set of easily automatable features that are video specific are also included in the VLEngagement dataset. Features Lecture Duration, In Chunked, Lecture Type and Speaker Speed are calculated based on prior work [23]. Lecture Duration feature reports the duration of the video in seconds. Is Chunked is a binary feature which reports True if the lecture consists of multiple videos, and False otherwise. Lecture type value is derived from the metadata. The possible values for this feature are described in Table 1.

A novel feature Silence Period Rate (SPR) is introduced using the “silence” tags that are present in the video lecture transcript. The feature is defined as:

$$SPR(t) = \frac{1}{D(t)} \sum_{t \in T(t)} D(t) \cdot I(N(t) = “silence”)$$  (16)

where $t$ is a tag in the collection of tags $T(t)$ that belong to lecture $t$, $N$ returns the type of tag $t$ and $D$ returns the duration of tag $t$ or lecture $t$ and $I(\cdot)$ is the indicator function (returning 1 when the condition is verified, 0 otherwise).

3.2 Labels

There are several target labels available in the VLEngagement dataset. These target labels are created by aggregating available explicit and implicit feedback measures in the repository. Mainly, the labels can be constructed as three different types of quantification’s of learner subjective assessment of a video lecture. The relationship between these different subjective assessment metrics can be investigated with the VLEngagement dataset.

3.2.1 Explicit Rating. In terms of rating labels, Mean Star Rating is provided for the video lecture using a star rating scale from 1 to 5 stars. As expected, explicit ratings are scarce and thus only populated in a subset of resources (1250 lectures). Lecture records are labelled with ~1 where star rating labels are missing. The data source does not provide access to ratings from individual users. Instead, only the aggregated average rating is available.

3.2.2 Popularity. A popularity-based target label is created by extracting the View Count of the lectures. The total number of views for each video lecture as of February 17, 2018 is extracted from the metadata and provided with the dataset.

3.2.3 Watch Time/Engagement. The majority of learner engagement labels in the VLEngagement dataset are based on watch time.
Table 2: Features extracted and available in the VLEngagement dataset with their variable type (Continuous vs. Categorical) and their quality vertical.

| Type Feature | Quality Vertical |
|--------------|------------------|
| **Metadata features** | |
| cat. Language (English, non-English) | — |
| cat. Domain (STEM, Miscellaneous) | — |
| **Content-based features** | |
| con. Word Count | Topic Coverage |
| con. Title Word Count | Topic Coverage |
| con. Document Entropy | Topic Coverage |
| con. Easiness (FK Easiness) | Understandability |
| con. Stop-word Presence Rate | Understandability |
| con. Stop-word Coverage Rate | Understandability |
| con. Preposition Rate | Presentation |
| con. Auxiliary Rate | Presentation |
| con. To Be Rate | Presentation |
| con. Conjunction Rate | Presentation |
| con. Normalisation Rate | Presentation |
| con. Pronoun Rate | Presentation |
| con. Published Date | Freshness |
| **Wikipedia-based features** | |
| cat. Top-5 Authoritative Topic URLs | Authority |
| con. Top-5 PageRank Scores | Authority |
| cat. Top-5 Covered Topic URLs | Topic Coverage |
| con. Top-5 Cosine Similarities | Topic Coverage |
| **Video-based features** | |
| con. Lecture Duration | Topic Coverage |
| con. Is Chunked | Presentation |
| cat. Lecture Type | Presentation |
| con. Speaker speed | Presentation |
| con. Silence Period Rate (SPR) | Presentation |

We aggregate the user view logs and use the Normalised Engagement Time (NET) to compute the Median of Normalised Engagement (MNET), as it has been proposed as the gold standard for engagement with educational materials in previous work [23]. We also calculate the Average of Normalised Engagement (ANET). To have the MNET and ANET labels in the range [0, 1], we set the upper bound to 1 and derive Saturated MNET (SMNET) and Saturated ANET (SANET) respectively. Final SMNET (Median Engagement) for lecture \( \ell \) is computed as:

\[
SMNET(\ell) = \max(MNET(\ell), 1)
\]  

(17)

Similarly, Average Engagement is calculated using:

\[
SANET(\ell) = \max(ANET(\ell), 1).
\]  

(18)

The standard deviation of NET for each lecture (Std of Engagement) is reported, together with the Number of User Sessions used for calculating MNET. These additional features allow future studies to incorporate the degree of uncertainty and statistical confidence in the engagement labels (e.g. in their loss functions or performance metrics). Furthermore, the individual NET values for each lecture are also provided with the dataset. This allows having much more insight into the true distribution of NET for individual lectures rather than summary statistics. This data will allow future studies to refine engagement labels or use more sophisticated methods to predict engagement.

### 3.3 Anonymity

We restrict the final dataset to lectures that have been viewed by at least 5 unique users to have reliable engagement measurements. Additionally, a regime of techniques are used for preserving the anonymity of the lectures in order to preserve the identities of the authors/lecturers. The motivation behind this decision is to avoid authors of the video lectures having unanticipated effects on their reputation by associating implicit learner engagement values to their content.

Rarely occurring values in Lecture Type feature were grouped together to create the other category found in Table 1. Language
feature is grouped into en and non-en categories. Similarly, Domain category groups Life Sciences, Physics, Technology, Mathematics, Computer Science, Data Science and Computers subject to stem category and the other subjects to misc category. Rounding is used with Published Date, rounding to the nearest 10 days. Lecture Duration is rounded to the nearest 10 seconds. Gaussian white noise (10%) is added to Title Word Count feature and rounded to the nearest integer.

3.4 Final Dataset
The final dataset includes lectures that are published between September 1, 1999 and October 1, 2017. The engagement labels are created from 155,850 user views logged between December 8, 2016 and February 17, 2018. The final dataset consists of 4,046 lectures across 21 subjects (eg. Computer Science, Philosophy, etc.) that are categorised into STEM and Miscellaneous domains. The dataset, helper tools and example code snippets are available publicly\(^3\).

4 SUPPORTED TASKS
This section introduces the reader to the tasks that the dataset could be used for. The main application areas of these tasks are quality assurance in open education and scientific content recommenders and understanding and predicting population engagement in an online learning setting. Tasks 1 and 2 are demonstrated in this paper. Tasks 3-6 have been partially tackled in our prior work [8]. Tasks 7-8 are novel.

We establish two main tasks, which we mainly focus on in this paper, that can be objectively addressed using the VLEngagement dataset using a supervised learning approach. These are:

1. **Task 1:** Predicting context-agnostic (population-based) engagement of video lectures: The dataset provides a set of relevant features and labels to construct machine learning models to predict context-agnostic engagement in video lectures. The task can be treated as a regression problem to predict the different engagement labels.

2. **Task 2:** Ranking of video lectures based on engagement: Building predictive models that could rank lectures based on their context-agnostic engagement could be useful in the setting of an educational recommendation system, including tackling the cold-start problem associated to new video lectures. The task can be treated as a ranking problem to predict the global/relative ranking of video lectures.

We further identify several auxiliary tasks that can also be addressed with this dataset:

- **Task 3:** Features influencing engagement: Uncovering the role of different textual and video-specific features involved in several statistics of population-based engagement.

- **Task 4:** Influence of topics in engagement: Understand the role that the topical content in the lecture play on population based engagement (with link to the Wikipedia pages of these topics).

- **Task 5:** Disentangle different factors from engagement: Compare features involved in engagement for different video lecture types, language and knowledge areas (e.g. STEM vs non-STEM lectures).

- **Task 6:** Comparing different measures of implicit and explicit subjective assessment: Analyse the differences between engagement vs mean star ratings and number of views to identify the strengths and weaknesses of the different feedback types.

- **Task 7:** Unsupervised learning to understand the distribution of video lectures: Cluster video lectures according to the provided features to understand their distribution. Identification of formal patterns that depict similarities and differences between lectures could be insightful.

- **Task 8:** Deducing the structure of knowledge: The co-occurrence patterns of topics within the video lectures provide a great source of data to understand inter-topic relationships and how knowledge is structured. Work in this direction can be used in identifying related materials and accounting for novelty in educational recommendation [10].

- **Task 9:** Contrasting to other educational datasets: The lectures in the VLEngagement dataset are scientific videos, thus it may be meaningful to study if similar patterns for engagement hold across other educational datasets that come from other settings (e.g.: MOOCs).

We propose two baseline models addressing the main tasks (1 and 2) in section 5.

4.1 Evaluating Performance
We identify Root Mean Squared Error (RMSE) as a suitable metric for Task 1. Measuring RMSE against the original labels published with the datasets will allow different works to be compared fairly. With reference to Task 2, we identify Spearman’s Rank Order Correlation Coefficient (SROCC) and Pairwise Ranking Accuracy (Pairwise). SROCC is suitable for comparing between ranking models that create global rankings (e.g. point-wise ranking algorithms). However, pairwise ranking accuracy is more intuitive for this task as it represents the fraction of pairwise comparisons where the model could predict the more engaging lecture. There is more than one unique solution for this problem, especially when there is error associated with the ranking model [22].

We use 5-fold cross validation to evaluate model performance with tasks 1 and 2. We release the folds together with the dataset, to allow for fair comparisons to the baselines. The five folds can be identified using the fold column in the dataset. 5-fold cross validation also allows reporting the standard error (1.96 × Standard Deviation) of the performance estimate, which we include in our results in tables 4 and 5.

5 EXPERIMENTS AND BASELINES
Prior work on similar tasks identify ensemble models [8, 41] to be the best performing models with the main tasks described in section 4. We use Random Forests Regressor (RF) and Gradient Boosting Machines (GBM) for constructing baselines. We use SMNET labels as the target variable for both engagement prediction and video lecture ranking tasks. No pre-processing or cleaning steps are necessary.
5.1 Features and Labels for Baseline Models

All the features outlined in the content-based and video-based sections in Table 2 are included in the baseline models. However, due to the large amount of topics available in the Wikipedia-based feature groups, we restrict the feature set by adding only the most authoritative topic URL and most covered topic URL, where both the features are added to the baseline models as categorical variables. Practitioners are encouraged to try further encodings of these variables, as it will likely have a great impact in the performance.

The models are trained with three different feature sets in an incremental fashion:

1. **Content-based**: Features extracted from lecture metadata and the textual features extracted from the lecture transcript.
2. **Wiki-based**: In addition to the content-based features, two Wikipedia-based features (most authoritative topic URL and most covered topic URL) are added to the feature set.
3. **Video-based**: In addition to both content-based and Wikipedia-based features, video specific features are added.

This allows identifying the performance gain achieved through adding each new group of features.

Our preliminary investigations indicated that SMNET label follows a Log-Normal distribution, motivating us to use a log transformation on the SMNET values before training the models. Empirical results further confirmed that this step improves the final performance of the models. We undo this transformation for computing RMSE.

5.2 Results and Discussion

The results for engagement prediction task (Task 1) are reported in Table 4. Table 5 reports the performance in ranking lectures based on engagement (Task 2). It is evident that addition of Wikipedia-based features and video-specific features contribute towards improving model performance across both tasks with video-specific features leading to significant gains. The results show that the RF model is consistently better at predicting lecture engagement (Table 4) whereas the GBM model dominates the performance in lecture ranking (Table 5) although these two models belong to the ensemble learning family.

This dataset provides us with the opportunity to understand context-agnostic engagement with a unique type of video lectures, specifically, scientific videos. Although the results in tables 4 and 5 show that adding Video-specific features leads to consistent improvements of predictive performance, it is evident that the cross-modal content-based features alone lead to substantial amount of predictive performance in comparison to the gains by adding modality-specific features. This is a good indication that easy-to-compute, cross-modal features alone are sufficient to build a system that can predict context-agnostic engagement of video lectures to a satisfactory degree.

The results also indicate that there is no significant gain in performance by adding the Wikipedia features. However, we believe that this is due to the simplicity of the Wiki features used in constructing the baselines.

5.3 Limitations and Opportunities

This dataset has several limitations that are noteworthy. For example, as the topics in Figure 1 indicate, this dataset is dominated with Computer Science and Data Science related lectures that are mainly delivered in English. In addition, the majority of lectures in the dataset are research talks, narrowing down the style and type of data. These limitations cast significant uncertainty regarding the generalisation of the prediction models to more diverse types of educational video lectures. Although VLEngagement dataset is large compared to the rest of educational engagement datasets available, it still suffers from a limitation in the variety of its data.

*Learner Engagement* is a loaded concept with many facets. In relation to consuming videos, many behavioural actions such as pausing, rewinding and skipping can contribute to latent engagement with a video lecture [27]. Analysing facial expressions and affective states is another alternative approach to representing engagement [19]. However, due to the technical limitations of the platform and privacy concerns, only watch time, number of views and mean ratings are included in this dataset. Although watch time has been used as a representative proxy for learner engagement with videos [23, 43], we acknowledge that more informative measures may lead to more complete and reliable engagement signals.

Although this is the case, there are numerous opportunities that are presented by this dataset. It provides the opportunity to understand engagement with scientific videos and to what extent the engagement dynamics align/differ with other types of educational videos. In addition to the summarised engagement signals, the individual user engagement signals are provided with the dataset. This data will allow researchers to better understand the engagement distribution and apply more creative techniques to flesh out the engagement signals.

6 CONCLUSIONS AND FUTURE DIRECTIONS

Identifying the need for understanding context-agnostic engagement prediction to improve scalable quality assurance and recommendations systems in education, we have constructed and published a novel dataset with a wide range of features for over 4000
vertical expansion of the dataset. Horizontal expansions relates to adding new observations (e.g., videos) coming from multiple sources such as YouTube would widen the diversity of data. Following the reflections from section 5.3, the possibility of including more learner engagement related signals (e.g.: pauses, replays, skips, etc.) will be explored in the subsequent version of the dataset, without compromising learner privacy. As more understanding of engagement with other modalities (such as PDFs and e-Books) is gained, it is possible to add more observations from diverse modalities to widen the horizons of the dataset and improve understanding of engagement with different modalities of educational material. Additional features with more diverse observations and representations may unlock the possibility of experimenting with more sophisticated deep learning and multi-task learning models. We will also connect the dataset to learners’ personalised data through our future work in order to support building personalised tasks and making the connection to population-based engagement, which has been suggested in previous work as an important step towards building integrative educational recommender systems [9].
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