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Abstract

Monolingual corpora which are aligned with similar text segments (paragraphs, sentences, etc.) are used to build and test a wide range of natural language processing applications. The drawback wanting to use them is the lack of publicly available annotated corpora which obligates people to make one themselves. The annotation process is a time consuming and costly task. This paper describes a new corpus-based measure to significantly reduce the search space for a faster and easier manual annotation process for monolingual corpora. This measure can be used in making alignments on different types of text segments. The performance of this measure is evaluated on a manually annotated paragraph corpus, whose alignments are freely available, with promising results.

1 Introduction

In the field of Natural Language Processing (NLP), annotated monolingual corpora are used to build and test a wide range of applications such as information retrieval, summarization, plagiarism detection, dictionary building and so on. With a number of applications to be built, the field of NLP requires a wide range of monolingual corpus with different annotations on different level of text segments. Our focus is on the fast and easy way of aligning short text segments based on similarity. These annotations are usually done manually by annotators as done by Hatzivassiloglou et al. (1999) where a corpus with alignments between similar short texts are created by two or more annotators who look at each possible short text pair independently and analyse them to make a decision on whether each pair should be aligned as similar or not. Finally, the annotators discuss the disagreements between their annotations and come to an agreement with reasoning. A corpus containing \( n \) number of short texts will generate \( \frac{n(n-1)}{2} \) number of short text pairs for comparing similarities which becomes a tedious and time consuming task even if a corpus contains a few hundred of short texts. For example, the corpus we use consists of 239 paragraphs, explained in section 3.1, generating a total of 28,441 text pairs to compare.

There are few publicly available annotated corpus, some are manually annotated like the TDT corpus\(^1\) for topic detection and tracking and the METER corpus (Gaizauskas et al., 2001) for detection of text reuse and some are automatically annotated like the PAN-PC-10 (Barrón-Cedeño et al., 2010) for plagiarism detection and the MSRPC (Dolan and Brockett, 2005) for paraphrase detection. Annotating a corpus automatically is easier and faster than manual annotation but they have a major limitation which allows the corpus to include only a subset of the problem which prevents the corpus to represent many of the naturally occurring instances. This limitation in turn might cause some incompleteness issues on the applications built on it as mentioned by Barrón-Cedeño et al. (2010) and Dolan and Brockett (2005). To reduce this effect of coverage in a corpus, annotations on corpus are done manually.

We propose manual annotation to be done in two phases. At first, the number of pairs to compare are reduced and then manual annotation is done. We present a corpus-based measure to automatically reduce the search space for manual annotation making the annotation process faster and easier. We evaluate this measure using a manually annotated paragraph corpus\(^2\), created by reducing the search space manually.

\(^1\)http://projects.ldc.upenn.edu/TDT-Pilot/
\(^2\)Alignments can be freely downloaded from : http://www.projet-depart.org/public/LINA-PAL-1.0.tar.gz
2 Search Space Reduction

In this section, we show how we reduce the search space manually to find similar short texts (e.g. thematic segments, paragraphs, sentences) and present a measure to automatize this manual process. Similarity is a vague concept and its definition depends on the application for which it is intended. The most general intuition of similarity is that, two short texts are similar if they have something in common (Lin, 1998). This intuition includes paraphrases, reused text, plagiarized text and so on as similar texts. Each application specifies what commonality is required to call it similar and we believe our reduction of search space will be useful for all the applications based on this general intuition of similarity. This reduction of search space is the first phase towards manual annotation. This phase produces candidate similar pairs which is a subset of the total short text pairs within which all the actual similar pairs are present. The number of candidate similar pairs will be less than the total number of short text pairs which allows many annotators in the second phase to efficiently annotate the small set of text pairs manually in less human hours.

The manual reduction of search space is done by going through all the possible short text pairs and selecting the candidate similar pairs using a criteria which states that: each short text in a candidate similar pair consists at least one common entity (Shrestha, 2011a). This criteria for selection theoretically guarantees that all the actual similar pairs will be present in the candidate similar pairs because for two short texts to be similar they must have at least one entity in common. The entities that we use are noun, noun phrase, and transitive verb (Loberger and Shoup, 2009). Two entities are said to be common when they both have the same meaning or in other words share the same concept for example, the entities ‘crashed’, ‘rammed into a wall’, ‘fatal impact’ can all be mapped to the concept ‘crashed’ and the entities ‘Prince Charles’, ‘heir to the British throne’ can be mapped to the concept ‘Prince Charles’. The context within the short text also helps to identify the concept that the entity represents.

The selection of candidate similar pairs is easier and faster because the analysis of the pairs is not required unlike when selecting actual similar pairs. This manual reduction is used while building the paragraph corpus for evaluation. As this phase is done manually, the annotator can remove a selected candidate similar pair if a decision of it not being useful can be taken easily and without any doubt to further reduce the search space.

2.1 Short text Vector Space Measure (SVSM)

We present a corpus-based measure called Short text Vector Space Measure (SVSM) (Shrestha, 2011b) based on Vector Space Model (VSM) (Salton et al., 1975) to reduce the search space. SVSM assigns a value to each text pair and text pairs having a value greater than a threshold is considered as candidate similar pairs. For simplicity reasons, we explain the method using sentences. For each sentence a sentence vector is created from term vectors. Given a corpus $C$ of $n$ sentences and $m$ unique terms, the term vector, $t_j$, for term $t_j$ is a vector created with $n$ number of possible dimensions where each dimension represents a unique sentence. The presence of the term in a sentence is indicated by its sentence id and the term’s inverse document frequency, idf, here a document is a sentence, as shown below:

$$\vec{t_j} = [(S_1, idf_j), (S_5, idf_j), ..., (S_n, idf_j)]$$

where $S_i$ is the sentence id where the term $t_j$ is present, $i \in 1, .., n$ and $idf_j$ is the idf value of term $t_j$. This term vector is a reduced vector space representation where sentences that do not contain the term is absent which saves space. The dimension of the matrix formed by term vectors can be further reduced using Latent Semantic Analysis (Deerwester et al., 1990) or Principle Component Analysis (Jolliffe, 1986) but are not used here. Once we have the term vectors we can create sentence vectors by adding the term vectors of the terms present in that sentence. For a sentence consisting of terms $t_1, t_2, ..., t_k$, the dimension, $d_i$, of the sentence vector corresponding to the sentence $S_i$ will be:

$$d_i = \Sigma_{j=1}^{k} t_{i,j} \cdot idf_j$$

where $idf_j$ is the idf value of the term $j$ and $i \in 1, .., n$. This term vector shows the different senses that the term may have. Here, the sense of the term means the idea with which it can be related to. Our assumption is that sentences are independent to each other making each sentence presenting a unique idea and therefore, each term present in a sentence is related to this idea. This assumption like the assumption of VSM (Wong et al., 1987) is unrealistic but the effect of this assumption can
be reduced using clustering techniques like hierarchical clustering (Han and Kamber, 2006) to group sentences that give the same idea or in other words similar sentences.

This method is similar to the method of Kaufmann (2000) using lexical cohesion but includes more information which are i) the importance of each term using its idf; ii) the co-occurrence of terms by adding up the idf value in term vectors while creating sentence vectors; and iii) the distribution of term along various sentences as the dimensions of the sentence vector is equal to the number of sentences present in the corpus. Using these sentence vectors we can now compute the similarity value between two sentences using the cosine similarity measure (Barron-Cedeno et al., 2009). In this method, other types of short text can be used in place of sentences.

3 Experiments and Results

3.1 Corpus

The corpus used for experiments was made from 12 articles on the same topic, the death of Diana, from the Linguistic Data Consortium’s (LDC) North American News Text Corpus (LDC Catalog number: LDC95T21). The articles contain newswire text from three different news services which were published within two consecutive days. The articles contained 239 paragraphs, each of which contains more than 10 non-stop words, which produces 28,441 paragraph pairs for comparisons.

3.2 Manual Alignment

We have manually aligned 28,441 paragraph pairs from the corpus based on similarity. The alignment was done in two phases as explained in section 1. The first phase was performed by one annotator who selected 3,418 candidate similar paragraph pairs from a total of 28,441 paragraph pairs which took about 71 hours of work.

The second phase was done manually by two annotators who independently selected similar pairs from the candidate pairs. The similarity definition given to the annotators is an intuitive definition which states that two paragraphs are similar if one of the main information that the paragraph conveys is common. This definition is slightly different from the definition given by Shrestha (2011a) based on sub-topics. There exist few definitions on text similarity but they are all specific to the size of the text segment (Barzilay, 2003) or entities within the sentences (Hatzivasiloglou and Klavans, 2001) which make them unsuitable for a general text similarity definition. In Table 1, we present a positive and a negative example to further explain the definition. The first block presents a positive example whose main information in common is that the royal family will remain at Balmoral Castle. The paragraph pair in the second block is not similar even though the information about Dodi’s father is a businessman is common because the main information conveyed by the paragraphs is different. We used kappa statistics (Carletta, 1996; Cohen, 1960) to evaluate the annotations made by the annotators in the second phase. Kappa statistics is defined as $k = \frac{P_A - P_E}{1 - P_E}$ where, in our case $P_A = 0.959$, which is the probability of two annotators agreeing in practice and $P_E = 0.918$, which is the expected probability of the two annotators agreeing, and $k = 0.5$, indicating a moderate agreement (Artstein and Poesio, 2008). The error between the annotators is about 5% due to the intuitive definition of similarity. The annotators jointly resolved annotation disagreements between them by reasoning.

The second phase produced 144 similar paragraph pairs and took about 20 hours for both annotators. The total time that took to annotate the corpus manually was about 91 hours. If we had directly tried to find the actual similar paragraph
Table 2: Rec. (Recall) and Retri. (Retrieved pairs) of methods CS, SVSM, and stem overlap according to T (Threshold).

| T  | CS Retri. | Rec. | CS Retri. | Rec. | Overlap Retri. | Rec. | Overlap Retri. | Rec. |
|----|-----------|------|-----------|------|----------------|------|----------------|------|
| 0  | 15415 100 | 28406 100 | 0  | 15415 100 | 17245 100 | 1  | 6618 96.53       |
| 0.1| 169 36.11  | 7253 97.92 | 2  | 2991 87.5 | 3009 93.06 | 3  | 1434 77.78       |
| 0.2| 51 17.36  | 1218 76.39 | 4  | 735 63.89 | 557 45.26  | 5  | 398 50.69        |
| 0.4| 14 6.25   | 412 53.47  | 5  | 725 81.23 | 412 53.47  | 5  | 398 50.69        |
| 0.6| 2 1.59    | 134 27.78  | 6  | 197 32.64 | 134 27.78  | 6  | 197 32.64        |

pairs without phase one, with an assumption that the time taken per paragraph pair (∼21 sec) is the same as in the second phase, it would take about 166 hours. The total time saved is 75 hours of work.

3.3 Automatic Selection of Candidate Pairs

The manual alignment method is still time consuming and difficult as manual effort has to be done. SVSM, presented in section 2.1, is used to reduce the search space for annotators. Its performance is compared with stem overlap (Overlap) and cosine similarity measure (CS) with TF*IDF as weights (Salton and McGill, 1983). For each method, stop-words were removed and the remaining words were stemmed using the snowball stemmer\(^3\). We decide a paragraph pair is a candidate similar pair if the value given by a method exceeds a threshold. Table 2 shows the performance based on recall compared to the manually selected actual similar pairs of section 3.2 and the number of retrieved paragraph pairs by each method on the total paragraph pairs at different thresholds.

If we look at the table, the best result with 100% Recall is given by CS and Overlap methods with 15,415 retrieved pairs but still this is a large number. Using automatic methods, we would like to optimize our threshold so that we can reduce the retrieved paragraph pairs as much as possible without losing much of the actual similar paragraph pairs. According to the optimization issue SVSM is the best among the three methods at threshold 0.3 with 3009 retrieved paragraph pairs almost equal to the manually selected candidate pairs and with a recall of 93.06%. Another property we would like in a method for automatic reduction of search space is the slow rate of decrease in recall making sure with a small variation of threshold the recall will not have a drastic change. The rate of decrease in recall is shown in Figure 1 where four highest varying recall are plotted for each method. These values are boldfaced in Table 2. From Figure 1 we can see that SVSM is the method that has the most gradual decrease in recall making it the most suitable method for automatic reduction of search space. CS on the other hand is the least suitable with a sharp decrease in recall showing that similarity measures based only on term overlap is not suitable to find similar short text as discussed by Abdalgader (2011). Using this method at the threshold 0.3 we can reduce the time for manual annotation to about 17.5 hours (3009x21) with a loss of about 10 similar paragraph pairs only.

Figure 1: The rate of decrease in recall as the retrieved paragraph decreases.

4 Conclusion and Future Work

We present an automatic method using SVSM to reduce the total number of paragraph pairs from which actual similar paragraph pairs are manually selected. Using the manual method we reduced the 28,441 total paragraph comparisons to only 3,418 paragraph comparisons from which 144 paragraph pairs were aligned as similar. This shows that 99.5% of the effort in selecting the similar paragraph is wasted in terms of the difference between the end number of aligned paragraph pairs and the total initial pairs. Using the manual method we were able to save 75 hours of human work which can be further increased to 148.5 hours by using the automatic method in expense of few similar pairs. In future, the reliability of the threshold will be tested on other corpus and the present manually annotated corpus will be populated with more manually selected similar paragraph pairs using the automatic method.

\(^3\)http://snowball.tartarus.org/
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