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**Featured Application:** A novel tool to successfully bolster underpinning concepts and techniques in robotics courses in the context of STEM education.

**Abstract:** Jupyter notebooks are recently emerging as a valuable pedagogical resource in academy, being adopted in educational institutions worldwide. This is mainly due to their ability to combine the expressiveness of traditional explanations from textbooks, with the interaction capabilities of software applications, which provides numerous benefits for both students and lecturers of different fields. One of the areas that could benefit from their adoption is such of mobile robotics, whose recent popularity has resulted in an increasing demand of trained practitioners with a solid theoretical and practical background. Therefore, there is a need of high quality learning materials adapted to modern tools and methodologies. With that in mind, this work explores how the introduction of Jupyter notebooks in undergraduate mobile robotic courses contributes to improve both teaching and learning experiences. For that, we first present a series of (publicly available) educational notebooks encompassing a variety of topics relevant for robotics, with a particular emphasis in the study of mobile robots and commonly used sensors. Those documents have been built from the ground up to take advantage of the Jupyter Notebook framework, bridging the typical gap between theoretical frame and interactive code. We also present a case study describing the notebooks usage in undergraduate courses at University of Málaga, including a discussion on the promising results and findings obtained.
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1. Introduction

Jupyter notebooks are documents combining in the same place narratives with texts, equations, figures, videos, links to additional resources, etc., as well as executable code with visible outputs [1]. Notebooks’ primitives are cells containing narratives formatted using different markup languages like HTML, Markdown, SVG, or LaTeX, or code written in a variate of languages such as Python, R, C++, Java, etc. [2]. As a result, they allow for the fast prototyping and development of contents of diverse nature [3] (see Figure 1). They are designed using the Jupyter Notebook application, a web-based development framework part of the Project Jupyter initiative [4]. The early popularity of this tool (back in 2014) was due to its virtues as an ecosystem for doing data science. However, nowadays it is standing out for the creation of teaching material, since it promotes the achievement of typical learning objectives posed by teaching plans worldwide (acquisition of basic knowledge, ability to evaluate and create, etc.) [3,5]. One of the main reasons for that is the ability of Jupyter notebooks for proposing challenging contextualized problems, where students have at their disposal the narratives and code needed for successfully address them. In this way, Jupyter notebooks are considered valuable resources for enhancing students
engagement, participation, and understanding, which results in an increased performance and preparation for their carriers. They also provide instructors with mechanisms to gradually develop publishable and interactive material for lab assignments, in-class demos, auxiliary materials, etc. [3]. These documents are also called computational narratives or living documents, since students can interact with them to explore or focus on questions of interest for their learning, i.e., they can converse with a problem surrounded by relevant explanations, prose and code (experiments). From the educators side, Jupyter notebooks permit them to bring concepts to live during lectures.

One of the fields that can greatly benefit from the inclusion of Jupyter notebooks is such of the teaching of mobile robotics. Specifically, mobile robots are increasingly landing in fields like education, health care, surveillance, etc. [6–8], and might be as diverse as drones, autonomous cars, or warehouse robots, among others [9,10]. Nowadays, it is clear the commitment of public entities for advancing in this respect, as shown by the European Union through the H2020 Research and Innovation programme [11], United States or Japan [12]. Large, international companies like Google or Facebook are also aware of the possibilities of robots, showing a clear interest in mobile robotics-related companies and applications. As a consequence of this interest, the number of professionals and enthusiasts in the mobile robotics field is growing considerably, which demand a quality training in robotics-related topics. Indeed, the number of courses addressing such topics is also growing in universities as well as in online learning platforms like Coursera (https://www.coursera.org/) or Udacity (https://www.udacity.com/).

Mobile robotics courses integrate abstract concepts from diverse areas like algebra, probability, statistics, calculus, discrete mathematics, programming, or artificial intelligence [13], all of them present in STEM education programs [14,15]. The acquisition and understanding of such concepts by the students is essential to appropriately address varied topics in this field, including: robot motion, perception, localization, environment mapping, motion planning, and robotic control architectures among others [13,16,17]. The utilization of techniques from the artificial intelligence field is also ubiquitously present in most of those topics, e.g., they permit a robot to build a map of its workspace, localize itself within it, or even navigate through it, infer high-level information from sensory data, etc. In this way, to achieve such a quality training, they are needed both: to obtain a solid background about the theory behind these topics, as well as to put them into practice. Hands-on exercises are usually structured as lists of issues to be faced by the student, also relying on auxiliary or skeleton code if needed. Although it is a perfectly reasonable methodology in some fields, it might hampers the connection between complex theoretical concepts and practical assignments. This is the point where Jupyter notebooks can show their potential, since they pose the exploration and strengthening of theoretical concepts in an interactive and contextualized environment. However, educators entering the Jupyter Notebook ecosystem might get lost in the enormous amount of available resources (tutorials, blog posts, videos of talks, etc.) when looking for the best adoption practices. A simple search for the words “Jupyter Notebook tutorials” in Google returns 1,700,000 results.

In this work we explore the utilization of the Jupyter Notebook technology in undergraduate mobile robotics courses to enhance the experience of both students and lecturers. Its contribution is twofold. First, it describes a collection of Jupyter notebooks that have been devised to cope with the aforementioned issues, which coherently interweave narratives and interactive programming for contextually posing problems. Then, we present a case study addressing its usage by students and lecturers at an undergraduate course from the Computer Science degree at the University of Málaga (Spain), discussing the obtained results and findings as rigorously as possible.
3.1 Pose composition

Given an initial pose $p_1$ and a pose differential $\Delta p$, i.e., how much the robot has moved during an interval of time, we compute the final pose $p$ using the composition of poses function:

$$
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta \theta
\end{bmatrix} = 
\begin{bmatrix}
x_1 \\
y_1 \\
\theta_1
\end{bmatrix} + 
\begin{bmatrix}
\Delta x \\
\Delta y \\
\Delta \theta
\end{bmatrix} = 
\begin{bmatrix}
x_1 + \Delta x \cos \theta_1 - \Delta y \sin \theta_1 \\
y_1 + \Delta x \sin \theta_1 + \Delta y \cos \theta_1
\end{bmatrix}
$$

The differential $\Delta p$, although we are using it as control in this exercise, normally is calculated given the robot’s locomotion or sensed by the wheel encoders.

Assignment

Take a look at the `Robot()` class provided and its methods. Then, modify the main function in the next cell for the robot to describe a 8m × 8m square path as seen in the figure below. The robot starts in the bottom-left corner (0, 0) heading north and moves at increments of 2m each step. Each 4 steps it will turn right.

Example

![Figure 1: Route of our robot.](image)

The provided notebooks serve as an introductory resource for the field of mobile robotics, since they cover its typical topics: probability fundamentals, robot motion, sensor modeling, localization, map building, etc., [13,17]. Thereby, they can be directly adopted by educators, or edited to suit particular needs. By applying them to academia we obtain a tool to incrementally build reproducible exercises targeted at student consumption, i.e., being first and foremost accessible and easy to understand by them using rich text components, figures, code cells, etc. [4]. Each notebook comprises a number of related tasks that are put into theoretical context through computational narratives, yielding invaluable aid to the student in order to comprehend the underlying theory. Regarding the coding part of the exercises, the developed notebooks rely on the trending, general purpose programming language Python [18], given its seamless integration with Jupyter Notebook. Similarly to other pedagogical resources, we maintain two versions of the notebooks: the student version, which proposes a number of tasks for the student to complete, and the lecturer version that also includes their solutions. The former has been made publicly available at: [https://github.com/jotaraul/jupyter-notebooks-for-robotics-courses](https://github.com/jotaraul/jupyter-notebooks-for-robotics-courses), while the latter can be individually requested by any lecturer.

The remaining of this paper is as follows. Section 2 sets the theoretical framework of the paper. Next, Section 3 defines the purpose of the research as well as the research
questions. Then, the methods followed in the work are described (see Section 4), including the participants, lecturers, and subjects in the spotlight, the contributed educational tool, and the data sources for measuring its impact. Then, Section 5 presents and discusses on the obtained results, while Section 6 draws conclusions from the work done.

2. Theoretical Background

For the purpose of defining the goals of a learning experience, the Bloom’s taxonomy [19] is one of the most referenced and applied resources in education [20]. Said taxonomy can be interpreted as a staircase where each step represents a certain cognitive level of thinking, subsuming each step the previous one [5]. Such (revised) steps are: remember, understand, apply, analyze, evaluate, and create. This way, they range from the elementary acquisition and recall of basic facts and concepts, to the more complex justification of positions and decisions or the production of new, original work. As a staircase, it requires the achievement of the prior skill or ability (step) before accomplishing the next one [21].

With these components, the taxonomy endows lecturers with a grounded framework for defining learning goals and the pathway to achieve them [22]. The design model of learning by problem solving is widely followed within this framework and considered the most effective one to take students to the top of the staircase [23,24]. Jupyter notebooks are a suitable tool to implement such paradigm, since they permit students to explore, analyze, synthesize and evaluate the teaching material in order to reach the pursued level of understanding [3,25]. Moreover, they also support the achievement of said goal promoting collaboration between students [4,26].

The aforementioned learning by problem solving design model is naturally aligned with others like project-based learning [27], inquiry-based learning [28], cooperative learning [29], or apprenticeship [30], to name a few, all of them under the umbrella of experiential learning [31,32]. Perhaps one of the most popular theorists in experiential learning is such of John Dewey, the precursor of the learning by doing concept [33,34]. These learning models are tightly related to constructivism in education: “an approach to learning that holds that people actively construct or make their own knowledge and that reality is determined by the experiences of the learner” [35,36], that is, learning is a result of an experiential process. Within that process—as promulgated by the Dale’s learning cone [37,38]—, it is well-established that students retain more information from direct, powerful experiences (what they do) than from what they see (videos, presentations), hear or read. Jupyter notebooks are well suited for designing such experiences, given their potential to create immersive material that place students in the context of a situation where their acquired knowledge can be enhanced and leveraged to solve significant problems [26,39].

Jupyter notebooks can be also considered as valuable software scaffolds, that is, software features that allow students to complete complex tasks being novice in them [40]. This is crucial for climbing steps in our learning staircase while starting from the basics facts and concepts. Indeed, they can naturally implement narratives presenting concepts, putting them into the problem context, challenging the student with incomplete code facing it, and motivating he/she to reason about results and draw conclusions [3,26,41]. This also slots with worked examples: “a step-by-step demonstration of how to perform a task or how to solve a problem” [42]. It has been shown that when dealing with complex concepts that can be difficult to understand, worked examples with high level of guidance can enhance learning to a greater extent than those with lower levels of guidance [43]. This is a consequence of effectively structured worked examples producing affordable cognitive loads to students, which is also known as the worked-example effect [44].

Jupyter Notebooks can be also successfully applied to training programs based on STEM education [14,15]. STEM is the abbreviation of Science, Technology, Engineering and Mathematics, while STEM education stands for the joint learning of those disciplines instead of addressing them in isolation, resulting in an enhance of systematic thinking and problem-solving abilities [45,46]. It follows an Engineering approach, developing theoretical concepts for their posterior practical application [15,47]. Thereby, STEM proposes the
joint learning of concepts from those topics within a hands-on process of design and problem resolution, emulating how Engineering performs in the real world. Specifically, the field of mobile robotics demands the learning of concepts from areas like algebra, probability, statistics, calculus, discrete mathematics, programming, or artificial intelligence, which are common and inherent to the aforementioned disciplines [13,48]. Computational narratives put those concepts in their proper context and encourage students to solve problems, typically inspired in the real world, which aligns perfectly with the purposes of STEM [49,50].

In summary, the Jupyter Notebook technology is emerging as a framework for the development of valuable teaching material for successfully reaching teaching goals in a menagerie of educational paradigms. Its application has been explored in some fields [3]. For example, the authors in [39] designed computational notebooks to teach Artificial Intelligence (AI), presenting them as offering a new mode of teaching and learning for the AI classroom. In [41], it is proposed the utilization of the Jupyter Notebook technology for setting an interactive learning environment for the introduction to process model discovery in the context of a course entitled “Process mining”. Regarding prerequisites of STEM subjects, the problem arising from the different levels of knowledge that students can exhibit is tackled in [49] by using Jupyter notebooks. Concretely, Jupyter Notebook was used to create an interactive, self-study course addressing Linear Algebra as a prerequisite for a Machine Learning course. The authors in [51] also resorted to this technology to develop dozens of Jupyter notebooks for training in seismology. In the field of mobile robotics, there are notebooks dealing with the Robot Operating System [52] (e.g., [53]), as well as works discussing the utilization of pedagogical tools, like code snippets in Matlab, in the scope of the traditional problem-solving approach [17,54]. However, to the best of our knowledge, this is the first work motivating and describing novel teaching material designed in the Jupyter Notebook framework and covering the fundamentals of mobile robotics, as well as a case study illustrating its application in academia.

3. Purpose of the Research

Mobile robotics courses encompass a wide range of complex and abstract concepts from different disciplines, which may hamper the learning process. This paper relies on experiential learning to orchestrate such process in undergraduate courses. Specifically, it studies how the pose of contextualized problems to be solved by the completion of worked examples may impact students’ performance. For that, it has been devised a novel educational tool consisting of a collection of Jupyter notebooks. Said notebooks aim to empower the students’ climbing of the steps in the Bloom’s taxonomy towards the achievement of the pursued learning goals. In mobile robotics courses, such goals are the understanding, design, and development/implementation of basic robotics skills such as robot motion, sensing, map building, localization, path planning, etc. Concretely, the learning programme of the courses in the spotlight (see Section 4.1) is targeted at the acquisition of the following knowledge/abilities by students:

- To know and explain which are the fundamental problems so a robot can be considered autonomous.
- To know the components of a robot (sensors, actuators, software, mechanical components, etc.) and how they operate in isolation and as components of a system.
- To understand how the most used sensors for gathering information from the environment work, as well as their associated probabilistic models.
- To comprehend the localization and map building process for a mobile robot.
- To understand and develop motion planning algorithms.
- To program a mobile robot so it navigates a 2D environment.

Thereby, the specific research questions addressed in this work are:

RQ1. Do Jupyter notebooks enhance learning in mobile robotics undergraduate courses?

RQ2. Do they represent an improvement over the traditional problem posing approach?
RQ3. Are they a suitable framework for designing hands-on sessions from the lecturers’ point of view?

4. Methods
4.1. Procedure

This study was carried out in the scope of the innovative education project Development of Interactive Documents to Empower Learning in Robotics-related Subjects. It comprises three consecutive academic courses of the Robotics subject (from 2017/2018 to 2019/2020), mainly devoted to mobile robots and common sensors in the field (e.g., odometers, cameras, laser scanners, sonars, etc.). This is a compulsory subject taught in the last of the four academic years of the Computer Engineering degree of the University of Málaga. It corresponds to six European Credit Transfer System (ETCS) [55], that is, to 150 h of student work. It spans over 15 weeks from October to January, where students attend to theoretical and practical lessons, and carry out two exams. Table 1 illustrates the course syllabus, which was the same during the three courses conforming this study (besides the number of sessions, which suffered minor changes). It is divided into 4 blocks entitled: Introduction to robotics, Mobile Robots, Mobile robot localization, and Motion planning. Regarding the courses’ teachers, the lecturer in charge of the theory lessons was the same in all of them, while for the practical lessons they were two: one for the 2017/2018 academic course, and another lecturer for 2018/2019 and 2019/2020 ones. However, 2017/2018 and 2018/2019 courses shared hands-on material and grading strategy.

Table 1. Syllabus of the subject Robotics.

| Lesson | Topic | #Sessions |
|--------|-------|-----------|
| Theory 1 | Introduction to Autonomous Robotics | 1 |
| Theory 2 | Probability and Statistics Bases for Robotics | 3 |
| Lab. 1 | Probability fundamentals (Gaussian distribution) | 2 |
| Theory 3 | Robot Motion | 3 |
| Lab. 2 | Movement of a robot using velocity and odometry commands | 2 |
| Theory 4 | Robot Sensing | 2 |
| Lab. 3 | Landmark-based models for sensing | 1 |
| Theory 5 | Robot Localization | 2 |
| Lab. 4 | Least Squares and EKF for localization | 2 |
| Theory 6 | Mapping | 1 |
| Lab. 5 | EKF for robot mapping | 2 |
| Theory 7 | SLAM | 1 |
| Lab. 6 | EKF for Simultaneous Localization and Mapping | 1 |
| Theory 8 | Motion planning | 1 |
| Lab. 7 | Motion planning by means of Potential Fields | 1 |
| Theory 9 | Robot Control Architecture + ROS | 2 |
| Lab. 8 | Implementing a robotic explorer using Python and ROS | 2 |

During the last two academic courses, a Jupyter Notebook based approach has been developed to replace the traditional problem-solving one (see Section 4.2), which was finally introduced in the last course (2019/2020). As shown in Table 1, each theory topic is followed by a lab session to consolidate concepts and put them into practice (both theory and lab sessions last 2 h). In those hands-on sessions, students are given a Jupyter notebook. Such notebook is first introduced by the lecturer to explain its parts, which follow a worked example philosophy. Then, students start working on it while the lecturer is available to answer questions. Given that it is only needed a web browser to work with notebooks, they could work with the computers available in the classroom or bring their own laptops. A deadline was set (typically one week after the lab) for the students to submit a report.
including the completed notebook as well as a (guided) discussion about the work done and interesting findings. This submission was graded by the lecturers, which also provided feedback about possible issues/strengths. The grading scheme gave marks according to: (a) correctness of the solution, (b) elegance and originality of the solution, (c) correctness of the discussion, and (d) additional code/discussion cells added by the own student.

The traditional problem-solving approach replaced by the Jupyter Notebook based one relied on code snippets in Matlab along with problem definitions [54]. Concretely, students in the courses 2017/2018 and 2018/2019 faced hands-on sessions with skeletons of code addressing the same typical robotic problems as those included in the notebooks. Such skeletons exhibited parts where the code was removed, containing relevant concepts which understanding by the students was especially important in the course. However, we found that this approach has difficulties when contextualizing said code snippets and providing a comprehensive view of the addressed problems, being these the strengths of Jupyter notebooks. The reports’ submission and grading scheme were the same as previously described for the 2019/2020 course.

The study involved a total of 55 students, divided into 49 males and 6 females (a common ratio in STEM undergraduate subjects [56]). As Robotics is a subject in the last year of the degree, students have background knowledge about calculus, algebra, statistics, programming, etc., that is, in STEM related subjects. In this way, the subject offers an opportunity to combine previous concepts and tools from different STEM areas with new ones, and apply them to solve contextualized problems. This allows students to consolidate such background knowledge by using it in practice. Students’ previous knowledge and skills remain the same during the three academic courses in the scope of this work.

4.2. Educational Tool

One of the major contributions of this work is a novel educational tool, consisting of a collection of Jupyter notebooks addressing mobile robotics fundamental problems. Such notebooks permit students to face them and improve their skills by consolidating their knowledge, enhancing their understanding, implementing algorithms and reasoning and commenting on the obtained results. Next sections describe the technologies that we have resorted to in their development (see Section 4.2.1), as well as the notebooks themselves (Section 4.2.2).

4.2.1. Used Technologies

Jupyter Notebook

Jupyter Notebook [1] provides a platform to easily blend rich text elements and executable code in the same document. It is the work of Project Jupyter, an award winning [57] non-profit project, dedicated to the creation of open-source tools for interactive data science and scientific computing. The Jupyter Notebook framework is one of its most popular developments, and it is composed of a series of tools:

- **Notebook format.** It organizes the code in a number of cells, which can be modified and run on demand. The *outputs generated* by these executions are displayed just beneath the code cell. Not only they can display text, but plots, graphics or mathematical formulas. Besides the code cells, there are text cells written using Markdown markup language (more information on that below).

- **Web application.** It works as both a text and code editor and a computing platform. Its web application nature allows a lecturer to set up a server in order to give ready access to the platform if needed, although it can be easily installed in a local machine, e.g., using Anaconda (https://www.anaconda.com/distribution/).

- **Kernel.** Language backend designed to execute code on request, using a common documented protocol. Initially, only a kernel for the Python programming language was available, yet the incredible popularity of the platform and its open-source nature has encouraged the development of an increasingly amount of kernels, now embracing
over 50 additional languages (https://github.com/jupyter/jupyter/wiki/Jupyter-kernels).

Regarding the text cells provided by the notebook format, its support for Markdown (https://www.markdownguide.org/getting-started) provides powerful formatting options. It allows the inclusion of rich elements, such as mathematical formulas, tables, lists, images, links, static code, etc. Another benefit in comparison to other markup languages such as \LaTeX{} or HTML, is Markdown’s rather minimal syntax, which allows newcomers to readily work without experiencing a heavy learning curve. Nonetheless, if a greater amount of control over the content of the document was needed, HTML can be also used within a text cell. This could be a really powerful tool, as most of the capabilities of HTML translate directly to the Jupyter Notebooks, such as embedding a video within them. Next section describes the programming language used in the code cells.

### Python

The programming language of choice for the elaboration of the practical assignments is Python, one of the most popular languages nowadays, ranking just below C and Java [58]. Some of the reasons for such a popularity are its clean and concise syntax and a breadth of libraries for most use cases. This makes the language a great tool for prototyping and experimenting without the boilerplate coding conventions or significant compile time of other, more efficient, programming languages. Concretely, the practical exercises make use of the following libraries:

**Numpy.** The de facto library for matrix and array computation in Python. It provides a large collection of high-level mathematical functions, such as matrix multiplication, trigonometric functions, etc.

**Scipy.** A library for mathematical computation, which was originally Numpy’s parent project. It brings additional utilities for statistics, linear algebra and signal processing which are basic building blocks in the developed notebooks.

**Matplotlib.** Visualizing the problem pays a huge part in the learning process, specially in the domain of mobile robots. Matplotlib is a 2D plotting library that permits us to create different data visualizations along our exercises. It has native support in Jupyter notebooks, displaying and updating the figures inline.

In the context of robotics courses, we must also remark that Python is one of the two supported languages of the [Robot Operating System][52], also known as ROS. ROS is a widely used robotic architecture, and provides utilities and libraries necessary to create modular robot applications. In this way, the student can gain insight into a general purpose programming language that can be used within a robotics-specific framework.

### 4.2.2. The Collection of Jupyter Notebooks

This section describes the contributed collection of Jupyter notebooks for mobile robotics courses, covering labs 1 to 7, and categorized according to their tackled topic. Most of the notebooks follow a common structure:

1. **Introduction.** Description of the topic to be addressed in the notebook, including relevant theoretical concepts introduced as text, figures, equations, etc. This section also put the notebook in the context of a real problem (e.g., robot localization in a shopping mall).
2. **Imports.** Code cell importing all the external modules needed to complete the assignment.
3. **Utils (optional).** Depending on the complexity of the exercise, some code can be provided to the student to assist the implementation.
4. **Issues.** Each exercise will be comprised of a number of issues or points to be solved, each one made up of some text cell describing it and some incomplete code cells.
5. **Demos.** In order to test the correctness of the assignment and illustrate the concepts of the exercise, there will be mostly complete code cells to create visualizations.

This structure implements the *worked example* approach [3,42–44], so inexpert students can end up developing an algorithm for, for example, localizing the robot within a map of its workspace. Next sections describe these notebooks and the topics they address with more detail. Notice that they are referenced as *Lab. X*, being X the session index as provided in Table 1.

It is also worth mentioning the content of the GitHub repository containing the notebooks’ collection. It is organized as follows:

- **images:** directory containing the figures used in the notebooks’ narratives (see Figure 1 for an example).
- **utils:** directory grouping together a number of utilities (Python .py files) that ease students’ implementations if needed, so they can focus on more relevant parts of the algorithms addressed in the notebooks (recall the third point in the previous list). Examples of these utilities could be a function for drawing a triangle representing a robot at a certain position and with a given orientation, a method for plotting the uncertainty about robot/landmarks localization by means of ellipses, a method for composing poses, another one building complex Jacobian matrices, etc.
- **.ipynb files:** the Jupyter notebooks themselves.
- **LICENSE:** a file describing the notebooks’ public license (GNU General Public License v3.0).
- **README:** a file briefly describing the notebooks and their high-level dependencies.
- **requirements:** a text file containing the packages on which the designed notebooks depend. It can be used to automatically install such dependencies by means of *pip* or Anaconda.

---

Lab. 1: Probability Fundamentals

**Problem description.** A solid, base knowledge of statistics is a must in courses dealing with mobile robots, sensors, and their inherent uncertainty [59,60]. In contrast to most industrial robots, which usually operates in controlled environments and do repetitive works (e.g., an assembly line), a mobile robot faces a wider range of workspace configurations and situations that lead to uncertainty in both the robot and world state. Mobile robots operate in environments where not everything is known a priori, making intelligent decisions based on sensory data. Among the most common sources of uncertainty we can find: dynamic environments, sensor disturbances, or unreliable movement systems. Thus, the field of mobile robotics found in the utilization of probabilistic approaches a principled way to handle this uncertainty, which have had great success as of late [13,61]. Such approaches are used to manage probabilistic models of the robot localization, the maps of its environment, the uncertainty in sensors’ observations and actuators’ actions, etc [17].

The core principle of this *probabilistic robotics* is to explicitly represent the uncertainty in the form of probability distributions, so it is needed some notions of probability to understand upcoming methods based on them.

**Proposed notebook.** The first series of notebooks focuses on this topic, with an special interest in the *Gaussian distribution*, given its ubiquitous use throughout the rest of the course. To reinforce the concepts there are three notebooks for practicing this topic, which are also meant to introduce the labs’ workflow:

- **Gaussian distribution.** This notebook introduces the student to some basic concepts of interest, for instance: how a Gaussian distribution is defined and the generation of random samples from it (see Figure 2).
- **Properties.** It serves to illustrate different properties and operations of Gaussians like the central limit theorem, sum, product, linear transformation, etc., letting the student to experiment with different distributions.
• **Multidimensional Distributions.** It mirrors similar issues from the previous two parts, using multidimensional distributions instead.

In some cases, it is useful to visualize how the Gaussian changes with respect to some of its parameters. For this endeavor Jupyter notebooks provide ways to interact with the cells, such as the slider in Figure 2. This kind of widget will refresh the figure on change, passing its value to the underlying function. In addition to sliders, there are a wide array of widgets, most of them mirroring tools also available in HTML like buttons, selectors or text inputs. All of them are integrated into the Python environment and can be used to create more dynamic demonstrations.

![Figure 2. Part of a notebook computing the histogram of random samples from a Gaussian distribution.](image)

**Lab. 2: Robot Motion**

**Problem description.** A fundamental aspect of robotics is the locomotion of wheeled robots [62]. This is not a trivial matter, since most wheeled robot kinematics have non-holonomic constraints, that is, they can not freely move in the space. In contrast to holonomic systems, which have absolute degree of freedom, non-holonomic wheeled robots move in circular trajectories. Most robots exhibit a differential drive motion system, characterized by having two independent wheels, one per actuator, although more complex configurations like those of cars of bicycles can be also modeled by the Ackermann steering motion system. These systems are of interest to understand how the position of the robot is affected by sending velocity commands to its motion controller. Compositions of robot poses can be used to track the global robot position after each of these motions.

The robot motion can be affected by errors due to wheel slippage, inaccurate calibration, limited resolution during integration (time increments), measurement resolution, unequal floor, etc [62]. These errors result in a final robot position that can differ from the expected one as set by the provided motion commands. To handle this there are probabilistic motion models that characterize the robot motion in probabilistic terms, being the most popular:

• **Velocity-based.** Motion model where the robot is controlled using a pair \( \langle v, w \rangle \) of linear and angular velocities, respectively, during a certain amount of time.

• **Odometry-based.** This model abstracts the complexity of the robot kinematics, being most useful when wheel encoders are present, although other sensors like laser
scanners can be used to compute the required pose increments \[63\]. In this case, the motion commands are expressed as an increment of the pose: \([\Delta x, \Delta y, \Delta \theta]\).

Using any of these two models, the result of executing a motion command is a probability distribution (a Gaussian one) modeling the new robot pose.

**Proposed notebook.** The goal of this series of notebooks is to familiarize the student with different aspects of robot motion and control commands, concretely:

- **Composition of noisy poses.** The first assignment is to implement robot movement using pose composition and Gaussian noise, then generating a number of movement commands to traverse a square route, something which will become a familiar routine in the following tasks.
- **Differential motion with velocity commands.** The following notebook introduces the equations for the differential motion model. Then asks the student to use velocity commands to move the robot in a serpentine trajectory as seen in Figure 3a.
- **Differential drive with odometry commands.** Lastly, in order to reinforce the concepts of odometry commands the students apply them in both the analytical form \((\bar{x}_t, \Sigma_{x_t})\), and the sample form. The latter one is of special interest because of its utilization in particle filters \[59\]. It also better represents the real movement of a robot base (see Figure 3b).

![Figure 3](image)

**Figure 3.** Example of demos in notebooks from the second lab, covering robot motion. (a) Simulation of ideal robot motion (red triangles), along with confidence ellipses representing the uncertainty associated with the motion and points stating for sampled positions. (b) Demo of how the pose of a robot is represented in sampling form. The expected pose of a robot is represented by the triangle in red. The point clouds are the pose samples at each step.

**Lab. 3: Robot Sensing**

**Problem description.** The gathering of information from the environment, along with the movement models explained in the previous notebooks, comprise the essential basis for mobile robots (recall Mobile robots block in the course syllabus, Table 1). It is an incredibly broad topic, given the variety of sensors there exist, which can be roughly grouped into:

- **Proprioceptive sensors:** those measuring the internal status of the robot: battery, position, acceleration, inclination. Some examples are: optical encoders, heading sensors (compass, gyroscopes), accelerometers, Inertial Measurement Units (IMUs), potentiometers, etc.
- **Exteroceptive sensors:** sensors gathering information from the environment, like distance and/or angle to objects, light intensity reflected by the environment, etc. Examples of these kind of sensors could be range sensors (sonar, laser scanner \[64\], infrared, etc.) or vision based (cameras or RGB-D cameras \[65\]).

Real sensors do not deliver the exact truth of the quantities they are measuring, but a perturbed version. Thus, their operation is modeled through a probabilistic sensor model defining the function \(p(z|v)\), where \(z\) is the variable representing the measurement and \(v\) the ground truth. For example, when dealing with a laser scan measuring distances, such a
model is defined as $p(z|x, m)$, being $x$ the sensor pose in the map $m$ of the environment. To illustrate the basic concepts of this topic, we mainly focus on landmark observation models dealing with range-bearing sensors (e.g., stereo cameras, features in a scan, etc.). Such models consider that the map of the environment is a collection of landmarks $m = \{m_i\}, i = 1, \ldots, N$, hence simplifying problems like data association.

**Proposed notebook.** Students are challenged to implement a simulation of a range-bearing sensor and manipulate the information in a number of instances. Although it may seem rather plain in comparison to some of the latter exercises, this topic introduces some core concepts applied in latter stages such as: transforming an observation from the robot p.o.v. to the world frame and vice versa, transforming an observation to another robot’s p.o.v., or combining the information of different observations. It also reinforces some concepts that, until now, were mentioned only in passing. Moreover, the student has also to implement and compute the interesting inverse composition of poses and the Jacobians of the range-bearing model.

**Lab. 4: Robot Localization**

**Problem description.** Mobile robot localization is the problem of determining the pose of a robot relative to a given map of the environment by using sensory information [13,59]. It arises from the fact that a robot is unable to sense it directly, it ought to infer the pose from external information. Most mobile robot tasks revolve around movement, e.g., an unmanned vehicle needs to reach a destination, a vacuum cleaner has to traverse all areas of a house, etc. Therefore, it needs to know its position within the specified environment. Some of the problems faced in real world robot localization are: dynamic environments, indistinguishable locations, unreliable sensors, etc. Once again, a probabilistic approach helps to mitigate these issues to a great extent. Typical techniques addressing this problem are the Extended Kalman Filter (EKF) [66], map registration, Least Squares Localization [67], or Particle Filters [59].

**Proposed notebook.** This lesson revolves around pinpointing the pose of a robot, given a set of known landmarks (beacons), whose real-world counterpart could be WiFi or GPS signals for example. The students are meant to implement some localization algorithms to solve this problem and analyze their results. The suggested algorithms are the popular Extended Kalman Filter (EKF) and Least Squares Localization. Afterwards, they can test them in the demos provided in the notebook, which are similar to the ones in the previous lab (see Figure 4a).

![Figure 4. The Extended Kalman Filter (EKF) in action. (a) Demo using the EKF algorithm for robot localization. The contents of the figure represent: the expected pose in red, the true pose in blue and the estimated pose and confidence (using EKF) in green. The cyan squares are the different landmarks to be observed. (b) Execution of the EKF algorithm for Mapping. The green stars represent the real pose of each landmark. The different points and ellipses are the estimated poses and their associated uncertainties in the generated map.](image-url)
Lab. 5: Mapping

**Problem description.** Mapping is another fundamental topic in the field of mobile robots, being a prerequisite for robot localization, motion planning, etc. In the previous labs it was assumed that the robot had perfect knowledge of the environment—i.e., a map is provided. However, in real world applications such a map can be missing or, if provided, it could contain obsolete information (e.g., a chair changed its location). Thus, the ability to map working environments has become a core necessity for autonomous robots [68,69]. There exist different map representations, being the most common geometric maps, topological maps, and semantic maps [70]. The choice of the map representation ultimately depends on the application where the robot will be used.

The creation of reliable maps is a complex problem, being one of the main concerns its dimensionality. The real world is a continuous space containing an infinite amount of detail. Even when trying to reduce said dimensionality (i.e., using a grid approximation) the performance of the methods can easily degrade proportionally to the environment’s space. Fortunately, there are mapping methods that have proved their suitability under certain circumstances [62], including Least Squares, the Extended Kalman Filter, and Occupancy Grid Maps [71].

**Proposed notebook.** This lab tasks the student to create a map of an environment composed by a number of unique landmarks, which the robot is able to distinguish (see Figure 4b). While building the map, and in contrast to the previous sessions, the location of our robot is assumed to be perfectly known during its whole operation. The selected algorithm to accomplish this endeavor is the familiar EKF algorithm, which was introduced to the students in a previous notebook. While the core concepts of the algorithm remains the same, it presents some relevant differences when it is applied to mapping. For example, the state vector in the localization problem consists of the robot pose $$(x, y, \theta)$$, while now comprises a series of $$(x, y)$$ coordinates, each pair corresponding to a distinct landmark. This state vector can grow during the execution (each time it observes a new landmark), as the robot does not possess any previous knowledge of the environment.

Lab. 6: SLAM

**Problem description.** The Simultaneous Localization and Mapping problem (SLAM) is a cornerstone of most modern robotic applications, since it enables the robot to operate within an environment without having any information of it, that is, in a truly autonomous way [72,73]. Concretely, SLAM consists in the concurrent building of a model of the environment (that is, the map), as well as the estimate of the robot state (that is, its location within the map). As repeatedly discussed during the subject, the challenging aspect of this problem is that the information being managed, in the form of observations coming from proprioceptive and exteroceptive sensors, has a certain level of uncertainty [59].

To manage this uncertain information, most reliable solutions are based on probabilistic techniques [13]. Dealing with uncertainty, to provide an exact model of the environment is unfeasible, but these approaches are able to produce good approximations of it. Depending on the information estimated in each step of the SLAM method, these methods solve two different problems: full SLAM, which estimates the map and the full path of the robot, and online SLAM, which focuses on the map and the last robot pose. Perhaps the most popular methods for doing online SLAM are EKF and its variants, while for full SLAM particle filters (sequential Monte Carlo) and graph-based methods like GraphSLAM are widely used [59,72]. Pose Graph is also a popular method that simplifies the previous one by optimizing only the robot full path by keeping fixed previous observations of the environment already incorporated to the map.

**Proposed notebook.** The hands-on sessions are targeted at putting in practice the concepts of SLAM in a familiar sight at this point of the course, since the designed notebook has a similar structure to the one in the mapping lab. As previously discussed, in the SLAM problem the robot cannot use any previous information such as the real map nor its true position. In this case, the purpose of the notebook is to gain insight into the EKF when
applied to SLAM. For that, after completing the EKF algorithm using the corresponding Jacobians, the students must evaluate the behavior of the algorithm, logging performance indicators such as the absolute error and the covariance matrix of the robot pose and each landmark in the map.

**Lab. 7: Motion Planning**

**Problem description.** During the execution of its commanded tasks, a mobile robot needs to navigate its workspace [74]. Motion Planning presents us with the problem of finding a series of movements to achieve its goal [75]. This planning should consider facts like the geometry of the robot itself, the variability of the obstacles in the environment or the non-holonomic movement’s inherent limitations.

It is divided in two sub-problems:

- **Reactive navigation.** It handles obstacle avoidance in the environment, relying in a constant flow of information from the sensors. Virtual Force Field (VFF), Vector Field Histogram (VFH) or PT-Space are commonly used techniques for dealing with this problem.

- **Global navigation.** It is the optimization problem designed to search the best viable path to accomplish the current goal. It mostly relies on the information from the available map. Examples of techniques addressing this problem are Visibility graphs, Voronoi diagrams, cell decomposition, or Probabilistic roadmaps, among others.

**Proposed notebook.** The last living document challenges students with implementing a reactive algorithm that allows a mobile robot, given an user selected starting position, to navigate a field full of obstacles to ultimately arrive at a goal position. The proposed implementation for this lab is the Potential Fields algorithm [76] as a simple and elegant method for obstacle avoidance. The fundamental idea of this algorithm is the generation of a repulsive force generated from the sensory data of obstacles in the immediate environment. In juxtaposition, the available goal generates an attractive force. After completing the implementations the students are encourage to ponder and experiment using the provided demo (see Figure 5), in order to find the inherent limitations of the algorithm and the possible ways to mitigate them. Such a figure shows an example where students must reason about the behavior of the algorithm they have implemented and its parameters, hence ensuring a proper understanding of it in their learning process.
4. Understanding how the technique performs

As a brilliant engineer, you have to provide some indications to the managers at Nirvana about how the technique performs and its limitations. The following points help you to retrieve the needed information for that. Your mission here is to provide such information in an appealing way in "your report to Nirvana"

- 4.1 Discuss the meaning of each element appearing in the plot during the simulation of the Potential Fields reactive navigation.

- 4.2 Run the program setting different start and goal positions. Now change the values of the goal and obstacle gains (KGoal and KObstacles). How does this affect the paths followed by the robot?

Examples with different values for such constants:

```
In [ ]: main(KGoal=1, KObstacles=250)
```

- 4.3 Play with different numbers of obstacles and discuss the obtained results.

```
In [ ]: main(nObstacles=175)
```

- 4.4 Illustrate a navigation where the robot doesn’t reach the goal position in the specified number of steps. Why did that happen? Could the robot have reached the goal with more iterations of the algorithm? Hint: take a look at the FTotal variable.

Figure 5. Part of the motion planning notebook. The figures represent different executions of the Potential Fields algorithms, with a series of obstacles in red, a goal in green and a robot in blue. Looking for a proper understanding of the algorithm, students are encouraged to play with its parameters and discuss their findings.

4.3. Data Sources

The data managed in this study, targeted at answering the research questions RQ1–RQ3 (recall Section 3), were collected in three academic years (2017/2018, 2018/2019, and 2019/2020). They comprise two main sources of information: i) the final exam of the subject, and ii) the survey they fulfill once the course is over. Regarding the exam—which is the major resource for assessing the students’ learning performance and for addressing research questions RQ1 and RQ2—, it provides objective information in the form of grades ranging from 0 to 10. It consist of a test with 70 multiple-choice questions designed by two lecturers. Such a design was carried out paying special attention to the Bloom’s taxonomy [3,5,19], so the test truly reflects the students’ achievement while climbing the learning staircase, that is, their acquired knowledge and skills as defined in the course goals (see Section 3). For that, the test includes questions concerning both, the given theoretical concepts, and the developed notebooks/reports. An effort has been made to keep the difficulty of the exam similar during the three studied academic courses. For that, the tests were based on interchangeable questions addressing the same concepts but slightly changing the answers, as well as on modifications of the configuration parameters of questions regarding algorithms behavior.

As for the second source of data, the survey fulfilled by students, it was designed to collect their subjective perceptions about the learning experience in the subject. It was completed once the course is over, hence becoming a good resource for tackling questions RQ1 and RQ2. The questions composing the survey are listed in Table 2, where questions Q1–Q2 are answered with the scale: 0 (null)–10 (absolute), while questions Q3–Q6 follows the scale: 0 (totally disagree)–10 (totally agree). Additionally, the opinion of the lecturers
about the utilization of the Jupyter Notebook technology in hands-on sessions was also collected. Said opinion addressed the RQ3 research question.

Table 2. Survey for retrieving students’ subjective perception about items of interest.

| Id | Question |
|----|----------|
| Q1 | Indicate your degree of understanding about the topics in the subject after theory sessions. |
| Q2 | Indicate your degree of understanding about the topics in the subject after lab sessions. |
| Q3 | I consider that the utilization of Jupyter notebooks in hands-on sessions empowered my learning to a greater extent that following a traditional approach (e.g., statement-solution). |
| Q4 | I consider that the provided Jupyter notebooks have helped me to pass the final exam. |
| Q5 | I consider that the Jupyter Notebook learning curve in the subject is appropriate. |
| Q6 | I consider that the Python programming language is suited for completing the practical sessions. |

5. Results and Discussion

5.1. Learning Performance According to Students Grades

As previously discussed, a valuable resource for objectively measuring students learning performance is their final exam grades. Figure 6a illustrates the obtained grades by the students in the group formed by the 2017/2018 and 2018/2019 courses (that is, previously to the implementation of the Jupyter Notebook technology), and in the 2019/2020 one. In such a figure, for each group, the lowest, horizontal line represents the minimum value in the data distribution (Q1-1.5xIQR [interquartile range]), the lower part of the box the first quartile (Q1/25th Percentile), its inner horizontal line the median (Q2/50th Percentile), the higher part the third quartile (Q3/75th Percentile), and the highest horizontal line the maximum value (Q3 + 1.5xIQR). At a first glance, we can observe that the grades obtained improved with the usage of the notebooks.

To statistically underpin this, we have resorted to the Welch one-way analysis of variance (ANOVA) [77]. Although standard ANOVA is the de facto method to compare two means and decide if they are equal, i.e., statistically they are not differences between them, it is not suited in scenarios with unbalanced data (the number of students in the two groups differ) and heteroskedastic (non-homogeneous variances among the groups) [78]. This test returned an equivalent p-value of 0.068; hence confirming that considering a significance of \( \alpha = 0.1 \), the two groups show significant statistical differences regarding their means. This is, the null hypothesis stating that both means are the same can be safely rejected.

These results support the fact that the academic results of students are positively correlated with the application of the Notebook technology in the subject. In this way, they help to positively answer research questions RQ1 and RQ2, that is, notebooks enhance learning in mobile robotic undergraduate courses, and also represent an improvement over traditional problem posing approaches. This also motivates their usage in STEM education programs [14,15].
5.2. Analyzing Students and Lecturers Output

Another data source worth exploring is the survey that the students of the 2019/2020 course filled out. This information, although subjective, gives additional support for analyzing the influence of the computational stories in student’s learning. The survey questions were listed in Table 2, while Figure 6b shows the (averaged) reported results. Notice that the dispersion of the retrieved data is reduced. The answers to the first two questions, Q1 and Q2, indicates that students highly value the utilization of Jupyter Notebook in the lab sessions, considering that it helps to achieve a better understanding of the topics in the course. This is in line with the research question RQ1. Students also considered that the workflow with Jupyter notebooks empowered their learning to a greater extent that traditional approaches, as reflected by the average score of question Q3 (9.07, the highest one). This outcome gives strength to the RQ2 research question. In addition, students also consider that the notebooks helped them to pass the final exam (question Q4), with an score of 8.6.

As for questions Q5 and Q6, they were introduced to collect information about the current usage of the notebooks in the subject. The obtained feedback was positive, since students consider adequate the learning curve of the notebooks in the subject, and appreciate the utilization of Python as programming language to complete hands-on exercises. Summarizing, through the survey the students have placed a high value on the usage of the collection of Jupyter notebooks.

In order to keep improving the collection of notebooks, in addition to the previous questions, students were also asked to freely express their opinions about a number of aspects of interest. To the question What do you think about the utilization of computational narratives in practical lessons? most students agree that they were useful, permitting them to consolidate their concepts and facilitating the learning. They also appreciate the fact that theoretical concepts and their application to real problems share the same place (the notebook), and expressed their usefulness for illustrating how to work in projects in a professional manner. Regarding their preferred Lab sessions, they enjoyed Lab. 2: Robot Motion the most, where they experienced for the first time how a robot moves. On the contrary, Lab. 3: Robot Sensing was not that popular, since the concepts therein are complex to visualize. Students also provided feedback on how notebooks could be improved. Although most of them agree that they are adequate, they also proposed: the addition of which are the expected results from the execution of the code cells they have to complete (this is already provided after many cells, but not all of them); the inclusion of a guide for writing the report; the addition of more diverse optional parts; or to improve the navigability through the notebooks.

Finally, lecturers were also questioned about their teaching experience. On the one hand, when developing the notebooks, lecturers pointed out the benefits of the Jupyter
Notebook technology for quickly having a prototype for each lab session. Such prototypes were evolved and tested to shape comprehensive documents weaving theory and practice, targeted at fulfilling with the course learning goals (recall Section 3). They also noted that spending a little time improving the material have a high impact in the quality of such material. This is due to the possibility that notebooks offer to perform an iterative incremental development. On the other hand, when using notebooks in lab sessions, lectures highlighted the ease when explaining the work to be done, given the assignments are contextualized with narratives. However, since notebooks could be long, they would appreciate the implementation of a side menu to easily navigate the notebook while answering students doubts. Regarding the grading of the students reports, lecturers expressed that having the opportunity to review both the implemented code as well as students’ discussions considerably eases said task.

5.3. Limitations of the Study

The previous sections discussed the results obtained from two different measures, students’ grades (objective results) and surveys’ responses (subjective results), in order to answer the raised research questions RQ1–RQ3 as rigorously and thoroughly as possible. Regarding the size of the study, although the number of academic courses analyzed is in accordance with those typically considered in the literature, the number of students in those courses could be slightly reduced. In this way, the continuation of the data collection process in next academic courses could help to further validate the trends and findings reported in this work. This would permit us to obtain stronger statistical results, as well as to identify other possible factors that affect those results, such as the subjects previously studied or the traits of a particular group.

6. Conclusions

This paper has explored the utilization of the Jupyter Notebook technology in undergraduate mobile robotics courses. For that, after setting its theoretical background and defining the purpose of the research, it has described the contributed collection of educational notebooks, which is publicly available for learners (students’ version) and lecturers (complete version). Such notebooks combine in the same place the expressiveness of narratives (including text, equations, figures, videos, etc.) with the interactivity of software applications. In this way, they have been used to design worked examples that were applied in the Robotics course at the University of Málaga. The collection of notebooks is complete, that is, it fully covers basic mobile robotics topics as robot motion, sensing, localization, etc., so robotics courses can employ it without the necessity of relying on other material to compensate for lacking topics. It is also easy to setup and use. Nowadays there are distributions, like Anaconda, that through a simple installation process permit the user to setup both the Jupyter Notebook framework and Python. They can be installed in each individual computer, or in a server to provide access to different students. Also handy are online services like Binder (https://mybinder.org/), which turn a Git repository, like the one containing the presented notebooks, into a collection of interactive notebooks. This does not require any installation in the local computer. These simple and easy to follow setup and usage alternatives ensure the straightforward utilization of the tool.

The paper also presents a case study based on the application of the developed material during the 2019/2020 academic course in the Robotics subject, comparing the students learning performance with those from the students in the 2017/2018 and 2018/2019 courses. From that comparison, based on students’ grades in the final exam, we can conclude that Jupyter notebooks notoriously enhanced learning in said subject, also showing an improvement over traditional problem posing approaches (e.g., a list of issues to be solved by the student). This case study also presented the results of a students’ survey, which permit us to draw positive conclusions about the tool usage in the practical sessions and its impact in their learning experience. Lecturers also saw value in their utilization, highlighting the quality of the resultant material, and its great contribution towards fluid
lab sessions. The valuable feedback from students and lecturers, which also pointed out some shortcomings to address, will permit the incremental improvement of the educational tool.

In the future we plan to keep collecting data from upcoming courses in order to give greater strength to the trends and findings discussed in this work. We also pretend to investigate the role that Jupyter notebooks could have in virtual or online lessons which, as posed by the current pandemic situation, will be of special interest in next academic courses.
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