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Abstract—Cloud and edge computing have been widely adopted in many application scenarios. With the increasing demand of fast iteration and complexity of business logic, it is challenging to achieve rapid development and continuous delivery in such highly distributed cloud and edge computing environment. At present, microservice-based architecture has been the dominant deployment style, and a microservice system has to evolve agilely to offer stable Quality of Service (QoS) in the situation where user requirement changes frequently. Many research have been conducted to optimally re-deploy microservices to adapt to changing requirements. Nevertheless, complex dependencies between microservices and the existence of multiple instances of one single microservice in a microservice system have not been fully considered in existing works. This paper defines SPPMS, the Service Placement Problem in Microservice Systems that feature complex dependencies and multiple instances, as a Fractional Polynomial Problem (FPP). Considering the high computation complexity of FPP, it is then transformed into a Quadratic Sum-of-Ratios Fractional Problem (QSRFP) which is further solved by the proposed greedy-based algorithms. Experiments demonstrate that our models and algorithms outperform existing approaches in both quality and computation speed.

Index Terms—Cloud Computing, Microservice Systems, Service Placement, Service Dependencies, Multiple Instance Coexistence

1 INTRODUCTION

Cloud computing is widely adopted in scenarios that involve Internet of Things (IoT) devices and mobile devices. It plays an essential role in improving performance and in reducing the energy consumption of local devices by offloading computing tasks from local devices to clouds [1]. It also empowers the system to process large amounts of data when the number of devices grows massively [2]. Furthermore, many other technologies like Edge Computing [3] and Fog Computing [4] are adopted to further enhance the Quality of Service (QoS) in different scenarios.

However, in cloud/edge/fog computing with monolithic applications, the increasingly complex business logic and variety of user requirements leads to a decline in DevOps performance. Thus, microservice and container technologies have been widely adopted to facilitate service management [5], [6]. In addition, they ensure continuous delivery and deployment by dividing monolithic applications into several independent microservices and deploying them in containers [7]. Although the microservice design pattern constitutes an approach to software and systems architecture based on the concept of modularization and boundaries [8], the requests between microservices make dependencies between services more complex [9], [10]. Moreover, the microservice-based applications in microservice systems share the same microservice set for similar functions, which makes the dependencies between services even more complex.

Fig. 1: An example of services with complex dependencies

Fig. 1 shows an example of services with complex dependencies, where different applications are highlighted using different colors. Because microservices can have many Application Programming Interfaces (API) with different functions, they could be called by both other services and users, like service 10 and 2 in Fig. 1. Services can also request different services according to different user requirements. For example, service 10 might call service 8 if service 10 is called by users directly, and it might call service 11 instead when called by service 7.

In operation, the scale of the microservice system can increases as users and services join, and user requirements also change frequently with time. The changes in user requirements can lead to a decline in QoS without evolving the system on time. The evolution represents the change of a system from a previous state to a new state by different
technologies. Because re-deploying services according to new requirements at runtime is a common method of the evolution, an efficient online service deployment algorithm is needed to keep the QoS stable provided by the microservice system. The algorithm aims to generate an optimized service deployment scheme based on the current system status, and the system can execute the scheme as the evolution. While there already is some research focusing on the multi-component application placement algorithm for providing the best execution cost or QoS with resource constraint [11], [12], [13], some of the primary features in a microservice system are not fully considered:

- **Multiple Applications with complex dependencies**: A microservice system typically consists of multiple microservice-based applications with complex dependencies, while most studies only consider one application. With multiple applications, the system has different categories of user requirements, while the users only request one function in the system with one application.

- **Multiple Instances**: Multiple instances of each service can be deployed on different servers for load balancing in the microservice system, while some research only assign each service to one server.

It is essential to provide the best QoS by deploying service instances to servers considering the complex dependencies with support for multiple applications and instances in microservice systems. It should be noted that the server could be a physical one or a virtual machine. Moreover, the algorithm execution time should at least not exceed the container boot time. Considering the average boot time is 1.5s in [14], although the average boot time depends on the hardware, the algorithm execution time should not exceed 5-10s in order to avoid degrading the user experience. We call the problem of deploying services in such a system for QoS the Service Placement Problem in Microservice Systems (SPPMS). This paper selects the average response time as the main optimization goal because it plays a vital role in cloud and edge computing.

Our main contributions are as follows:

- We define the Service Placement Problem in Microservice Systems (SPPMS) considering the complex service dependencies with support for multiple applications and instances. We formulate the SPPMS as a Fractional Polynomial Problem (FPP) without any restrictions on the topology of servers and services.

- We further prove a theorem that helps to rewrite the problem formulation to a Quadratic Sum-of-Ratios Fractional Problem (QSRFP), which can significantly reduce computational complexity compared to FPP. Two efficient greedy algorithms are designed to solve QSRFP based on the theorem, and the optimal algorithm based on the lower bound function and binary search is also introduced for reference.

- Experiments are conducted to evaluate the performance of the proposed algorithms in different situations against existing algorithms [12], [13]. The results show that our algorithms outperform existing approaches in both quality and speed. Discussions about the selection of proposed algorithms and methods to improve the performance are also presented.

The rest of the paper is organized as follows. Section 2 presents the related work on the deployment problems in cloud and edge computing. Section 3 introduces SPPMS and formulates it as an FPP. Section 4 shows the conversion from FPP to QSRFP and details the optimal algorithm and our proposed algorithms. Section 5 presents the experiments and the analysis. Section 6 concludes the paper and outlines possible future work.

## 2 Related Work

There have already been studies on the service placement problem in cloud/edge/fog computing, and they mainly focus on two different scenarios: the service placement problem without and with dependencies between services. The former assumes the services in the system are independent of each other, and there is no request between them; the latter investigates the placement problem of the multi-component applications considering the dependencies between components.

For the service placement problem without dependencies, works [15], [16], [17], and [18] propose algorithms that generate deployment schemes that provide better QoS or lower cost with resource constraints based on greedy or Markov approximation algorithms. The dependencies between services are always overlooked, and multiple instances for each service are not allowed. For example, the work [19] modeled the mobility-aware joint service placement problem as a Mixed Integer Linear Programming (MILP) optimization, and the work [20] aimed to minimize the total delay in Mobile Edge Computing (MEC) by deploying each service to one server only. In contrast to this, the work [21] proposed a stochastic user allocation algorithm to assign users with different categories of requirements to different servers, which also means desired services should be deployed on servers. In work [22] and [23], deep reinforcement learning was used to seek an optimized deployment scheme on resource-constrained edges for better QoS, like lower service response time. Multiple instances for each service are allowed, but dependencies are overlooked. Lastly, the work [24] solved the problem considering the prediction of user mobility based on a frame-based design for lower long-term time-average service delay based on Lyapunov optimization. In summary, even though these studies do well on some scenarios, the dependencies between services and multiple instances support should also be considered when solving the deployment problem in microservice systems.

In terms of the multi-component application placement problem, many studies focused on power saving, cost-saving, or better QoS, where the application consists of multiple components that can be deployed on different servers [12], [13], [25], [26], [27]. There, each component is only deployed on one server at the same time. The deployment schemes are mostly modeled as a matrix $X$ where $x_{i,j} \in \{0,1\}$ stands for component $i$ should be deployed on server $j$ or not, and the problems are formulated as an Integer Linear Programming (ILP) problem or Mixed-ILP. The work [28] employed a Genetic Algorithm (GA) to solve...
the problem for minimizing multiple optimization goals, including service time, energy consumption, and service cost with resource constraints. Meanwhile, the work [29] treated both the application and the physical computing system as two graphs. Online approximation algorithms were proposed based on graph-to-graph placement, and the mapping from the application graph to the physical graph is treated as the deployment scheme. The work [30] developed a stochastic optimization approach to maximize QoS in MEC with Markov Decision Processes. In summary, even though the dependencies between components are considered, the constraint that each component can only be deployed on one server at the same time makes these methods less effective in microservice systems, and the missing support of multiple applications overlooks the complex dependencies between services in the microservice systems.

The work [31] considered both the dependencies and multiple instances support in the service placement problem in resource-constrained distributed edges, while aiming to minimize running cost with QoS constraints. However, the proposed algorithm is based on the relaxed ILP problem within the branch and bound method, making it unsuitable for the online system.

In our opinion, it is essential to take the support for service dependencies and multiple instances into consideration in the service placement problem in microservice systems, while being computationally efficient. In a microservice system, most user requirements should be satisfied by a service set instead of one service, making the dependencies necessary at run-time. Multiple instances support for one service also plays an essential role in a microservice system for load balancing. Thus, those two factors must be considered for an online deployment algorithm in the placement problem.

3 PROBLEM FORMULATION
In this section, we formulate the Service Placement Problem in Microservice Systems (SPPMS), and we use the average response time as the optimization goal. A microservice system consists of a set of services, and there are many instances deployed on servers for every service. Each of the services has many functions which are exposed as APIs, and dependencies exist due to the requests between services.

3.1 Microservice System Model
This section details the definition of Service, Dependency, Function Chain, Server, and Deployment Scheme in this work.

Definition 1 (Service) The service set in the system is described as $S$, and a service $s_i$ is defined as a tuple $s_i = \langle F_i, \mu_i, r^s_i \rangle$, where:

- $F_i = \{f_{i,1}, f_{i,2}, ..., f_{i,n} \}$ denotes a set of functions offered by $s_i$. Each of them is described as a pair $f_{i,j} = \langle d_{i,j}^i, d_{i,j}^o \rangle$ where $d_{i,j}^i$ and $d_{i,j}^o$ stand for the input and output data size of $f_{i,j}$.
- $\mu_i$ stands for the processing capacity of $s_i$ denoting the number of requests the service instance can process per unit time.
- $r^s_i$ represents the set of computing resources used for $s_i$ to achieve $\mu_i$, such as CPU, RAM, and hard disk storage.

It should be noted that the APIs of each service $s_i$ are treated as the function set $F_i$. Thus, every API is mapped to one unique $f_{i,j}$, and the requests between APIs are treated as dependencies between services.

Definition 2 (Dependency) The dependencies between services are represented as the call graph $DG = \langle F, E \rangle$ of functions provided by each service. $DG$ is a directed graph, where:

- $F$ denotes the set of functions provided by all the services.
- $E$ stands for the edges between functions. The weight of each edge represents the Average Call Frequency Coefficient (ACFC) between two functions. An edge from $f_{i,j}$ to $f_{m,n}$ means $f_{m,n}$ is called by $f_{i,j}$, and ACFC($f_{i,j}, f_{m,n}$) shows how many times $f_{m,n}$ should be called by $f_{i,j}$ when $f_{i,j}$ is called once.

Note that we do not consider cyclic dependencies in this work, as they are considered a bad practice in other architectures [32], and they can be hard to maintain or reuse in isolation [33]. Thus, $DG$ is a directed acyclic graph. Furthermore, due to the complex logic, ACFC should be calculated according to the request history of the whole service system. With service requests in the if-else clause at the source code level, it is difficult to estimate the ACFC because the probabilities of executing the if-clause and else clauses cannot be predicted accurately.

Definition 3 (Function Chain) The function chain of $f_{i,j}$ is defined as $L_{i,j} = \langle f_{i,j}, ..., f_{m,n} \rangle$. It is used to describe the requests between functions after the system receives a request to $f_{i,j}$. $L_{i,j}^m \in L_{i,j}$ stands for the $m$-th function in $L_{i,j}$.

When users or IoT devices send a request to any API in the system, a set of $f_{i,j}$ are called, and the calling path between them is a subgraph of $DG$. In SPPMS, the non-linear calling path can be converted to a function chain as shown in Fig. 2. By adding a new virtual call between $f_{3,2}$ and $f_{2,3}$, which is in red, without input and output data, the calling path graph in the upper part of the figure is converted to the equivalent function chain in the lower part. Besides, the ACFC should also be set to zero which means $f_{3,2}$ does not call $f_{2,3}$ in real.
The primary process of the request routing in a microservice system is shown in Fig. 3. The transmission between users and servers is not considered as it depends on many factors outside of the system, and we also assume the requests from the users are sent to the nearest servers first, as the servers in the red rectangle shown in Fig. 3. It should be noted that the Fig. 3 is based on synchronous requests. However, it is also suitable for asynchronous requests by setting the output data size of each function to 0.

Under the Round Robin routing algorithm, all the service instances of service \( s_i \) in the system have the same probability of receiving the request about the function \( f_{i,j} \) when there is a sufficiently large number of requests. In this paper, we assume that the number of requests is large enough and the probability is the same. Thus, the probability of processing the request about \( f_{i,j} \) on \( n_k \) is:

\[
\text{Prob}(f_{i,j}, n_k) = \frac{x_{i,j}}{\sum_{m=1}^{N} x_{m,i}} \tag{1}
\]

For any given selected response service path \( h_{i,j} \), the probability of selecting it from \( H_{i,j} \) is:

\[
\text{Prob}(h_{i,j}) = \prod_{k=1}^{[L_{i,j}]} \text{Prob}(L_{i,j}^k, h_{i,j}^k) \tag{2}
\]

The probability of the request of \( f_{i,j} \) from server \( n_k \) is:

\[
\text{Prob}(\lambda_{i,j}^k) = \frac{\lambda_{i,j}^k}{\sum_{m=1}^{[N]} \lambda_{i,j}^m} \tag{3}
\]

When calculating the average response time, the request processing time after receiving the request is not included to reduce the impact of each microservice implementation. Only the delay and data transmission time are included in this paper. The response time of the request of \( f_{i,j} \) from users near server \( n_k \), which is denoted as \( t_{h_{i,j},k} \), consists of two parts (see \( \varnothing \) and \( \Box \) in Fig. 3). The first part is the response time between the request received and the first of the selected response server path, and the second part is the response time for processing the function chain. \( t_{h_{i,j},k} \) is formulated as:

\[
t_{h_{i,j},k} = \sum_{l_{i,j},m=2}^{[L]} \frac{p_{i,j}^n + d_{i,j}^m}{b_{p_{i,j}^m} + d_{p_{i,j}^m}} + \frac{d_{i,j}^m + d_{i,j}^m}{b_{k,p_{i,j}^m} + d_{k,p_{i,j}^m}} \tag{4}
\]

Thus, the average response time of \( f_{i,j} \) in the whole system is described as \( T_{i,j} \):

\[
T_{i,j} = \sum_{k=1}^{[N]} \sum_{h_{i,j} \in H_{i,j}} \text{Prob}(\lambda_{i,j}^k) \times \text{Prob}(h_{i,j}) \times t_{h_{i,j},k} \tag{5}
\]

Consequently, the system’s average response time is defined as \( T \) when giving the deployment scheme \( X \):

\[
T(X) = \sum_{f_{i,j} \in F} \frac{\sum_{m=1}^{[N]} \lambda_{i,j}^m \sum_{f_{i,j} \in F} \sum_{s_{i,j} \in S} \text{Prob}(f_{i,j}, s_{i,j}) \times T_{i,j}}{\sum_{f_{i,j} \in F} \sum_{s_{i,j} \in S} \text{Prob}(f_{i,j}, s_{i,j})} \tag{6}
\]
3.2.2 Constraints

There are three types of constraints in SPPMS: the computing resource constraint of servers, the deployment cost constraint, and the service capability constraint.

For the computing resources, the used resources by service instances should not exceed the resources provided by each server:

$$\sum_{i=1}^{\lvert S \rvert} x_{j,i} \times r_i^s \leq r_j^n, \forall n_j \in N$$  \hspace{1cm} (7)

The deployment cost should also not exceed the given maximum cost $C_{max}$, and the monetary cost is considered as the deployment cost here. Because most of the cloud providers support to charge based on resource usage, the deployment constraint is defined as follows, where $c$ is the cost of one unit used resource:

$$c \times \sum_{i=1}^{\lvert S \rvert} \sum_{j=1}^{\lvert N \rvert} r_i^s \times x_{j,i} \leq C_{max}$$  \hspace{1cm} (8)

The last constraint is the service capability constraint, which makes sure that there are sufficient service instances to process the requests from the users and other services. The total desired capability of $s_i$ contains desired capability from the users denoted as $\gamma_i^u$ and from the services denoted as $\gamma_i^s$. For the user part, it can be calculated by:

$$\gamma_i^u = \sum_{f_j \in F} \sum_{m=1}^{\lvert N \rvert} \lambda_{j,k}^m$$  \hspace{1cm} (9)

The service part $\gamma_i^s$ is raised by the requests between services due to dependencies, and it can be calculated directly with $L_{i,j}$ and $DG$. For example, assuming $L_{1,1} = \{f_1, f_2, f_3\}$, $ACDC(f_1, f_2, f_3, f_4) = 2$, $ACDC(f_2, f_3) = 1.5$ and $\lambda_{1,1} = 5$, then $\gamma_2^s = \lambda_{1,1} \times ACDC(f_1, f_2, f_3, f_4) = 10$, and $\gamma_3^s = \lambda_{1,1} \times ACDC(f_1, f_2) \times ACDC(f_2, f_3) = 15$.

The service capability constraint is formulated as:

$$\mu_i \times \sum_{j=1}^{\lvert N \rvert} x_{j,i} \geq \gamma_i^u + \gamma_i^s, \forall s_i \in S$$  \hspace{1cm} (10)

3.2.3 Optimization Problem Definition

By combining Equations 6, 7, 8, and 10, we can define the optimization problem.

Given the service set $S$, the dependency graph $DG$, the server set $N$, user requirements about each function on every server $\lambda_{i,j}^k$, $f_i \in F, \forall n_k \in N$, and maximum cost $C_{max}$, the goal is to find a deployment scheme $X$ that satisfies:

$$\min T(X), \ X \in N^{\lvert N \rvert \times \lvert S \rvert}$$ \hspace{1cm} (11a)

$$\text{s.t.} \ egin{cases} \sum_{i=1}^{\lvert S \rvert} x_{j,i} \times r_i^s \leq r_j^n, & \forall n_j \in N \\ c \times \sum_{i=1}^{\lvert S \rvert} \sum_{j=1}^{\lvert N \rvert} r_i^s \times x_{j,i} \leq C_{max} \\ \mu_i \times \sum_{j=1}^{\lvert N \rvert} x_{j,i} \geq \gamma_i^u + \gamma_i^s, & \forall s_i \in S \end{cases}$$ \hspace{1cm} (11b)

Because both the denominator and the numerator of $T(X)$ are multivariate polynomials [34], the problem is a Fractional Polynomial Problem (FPP).

4 Algorithms

In the following, we show how to convert our FPP to a Quadratic Sum-of-Ratios Fractional Problem (QSRFP), which can significantly reduce the computational complexity comparing to FPP. Let us assume that the average length of function chain is $l$. Then, to evaluate the average response time of any function, FPP needs to iterate over all the possible response path, whose size is $\lvert N \rvert^l$, while QSRFP does not need to. QSRFP is the problem whose constraint functions and the denominator and numerator of the optimization goal are all quadratic functions, which
are possibly not convex [35]. Two efficient greedy-based algorithms are detailed to solve QSRFP, and the optimal algorithm for solving QSRFP is also presented for reference. In general, a Quadratic Sum-of-Ratios Fractional Programs (QSRFP) problem has the following structure [35]:

\[
\min H_0(y) = \sum_{i=1}^{n} \frac{f_i(y)}{g_i(y)}
\]

(12a)

s.t. \( H_m(y) \leq 0, m = 1, \ldots, M, \)

(12b)

where \( p \leq 2; f_i(y), g_i(y), \) and \( H_m(y) \) are all quadratic functions, i.e. \( f_i(y) = \sum_{j=1}^{n} \delta_{jk} y_j + \sum_{k=1}^{n} c_{i,k} y_k + \delta_i. \)

4.1 Converting FPP to QSRFP

Although there are already some optimization approaches for the FPP [34], [36], [37], it is difficult to apply them as online algorithms due to the high computational complexity of \( T(X) \). Assuming the average length of function chain is \( \hat{l} \), there are \( |N|^{\hat{l}} \) possible response server paths for each function, and Equation 2 must be calculated for \( |F| \times |N|^{\hat{l}} \) times, which is unfavorable for an online algorithm. Thus, we cannot consider FPP as defined above. To simplify the problem, we prove the following theorem:

**Theorem 1.** Given \( f_1, f_2, \ldots, f_{k-1}, f_k, \ldots, f_n > 0 \) as the target function chain, let \( T_{i \rightarrow j} \) denote the average response time from \( f_i \) to \( f_j \). Then we have:

\[
T_{1 \rightarrow n} = \sum_{i=1}^{n-1} T_{i \rightarrow i+1}
\]

(13)

Proof. Define \( H_{i \rightarrow j} \) as all the possible server paths from \( f_i \) to \( f_j \) and \( h_{i \rightarrow j} \) as a server path \( \forall h_{i \rightarrow j} \in H_{i \rightarrow j} \). \( P_{h_{i \rightarrow j}} \) denotes the probability of \( h_{i \rightarrow j} \), and \( t_{h_{i \rightarrow j}} \) represents the response time of \( h_{i \rightarrow j} \). Then \( \forall k \in [1, n], \) we have:

\[
T_{1 \rightarrow n} = \sum_{h_{1 \rightarrow n} \in H_{1 \rightarrow n}} P_{h_{1 \rightarrow n}} t_{h_{1 \rightarrow n}}
\]

(14)

\[
T_{1 \rightarrow n} = \sum_{h_{1 \rightarrow n} \in H_{1 \rightarrow n}} \sum_{h_{1 \rightarrow k} \in H_{1 \rightarrow k}} P_{h_{1 \rightarrow k}} P_{h_{k \rightarrow n}}
\]

(15)

\[
t_{h_{1 \rightarrow n}} = t_{h_{1 \rightarrow k}} + t_{h_{k \rightarrow n}}
\]

(16)

After applying Equations 15 and 16 to 14, \( \forall k \in [1, n] \):

\[
T_{1 \rightarrow n} = \sum_{h_{1 \rightarrow k} \in H_{1 \rightarrow k}} P_{h_{1 \rightarrow k}} t_{h_{1 \rightarrow k}}
\]

(17)

After applying Equation 17 repeatedly, we have:

\[
T_{1 \rightarrow n} = T_{1 \rightarrow 2} + T_{2 \rightarrow n}
\]

(18)

\[
T_{1 \rightarrow 2} = T_{1 \rightarrow 2} + T_{2 \rightarrow 3} + T_{3 \rightarrow n}
\]

\[
T_{2 \rightarrow 3} = \ldots
\]

\[
T_{n-1 \rightarrow n} = \sum_{i=1}^{n-1} T_{i \rightarrow i+1}
\]

(19)

To make the formula more concise, the users can be treated as \( f_{i \rightarrow j} \), and \( L_{i \rightarrow j} \) is abbreviated as \( L \). Then, using Theorem 1, \( T_{i \rightarrow j} \) in Equation 5 can be represented as:

\[
T_{i \rightarrow j} = \sum_{k=0}^{|L|-1} \sum_{v \in N} \sum_{w \in N} \frac{x_{v,L^k}}{x_{v,L^k}} \times \frac{x_{w,L^{k+1}}}{x_{w,L^{k+1}}} \times t_{v,w,k+1}
\]

(20)

It should be noted that \( T_{i \rightarrow j} \) is a quadratic sum-of-ratios fraction, and the same as \( T(X) \) because \( \lambda_{i \rightarrow j} \) is a constant. Thus, we have converted the FPP to a QSRFP. Compared with the FPP in Equation 12, there is no need to iterate over all possible response paths for each function chain, which reduces the computational cost significantly.

4.2 Greedy-based Algorithms

There are two greedy-based algorithms [1] we proposed: B-QSRFP in Algorithm 3 and D-QSRFP in Algorithm 4. They depend on two sub-algorithms 1 and 2 to find the best server for each service and deploy service instances. The greedy-based algorithms are inspired by Equation 19 based on it, the best placement of each service \( s_i \) is only related to the services that call \( s_i \) and the services called by \( s_i \), and the response server paths \( H \) has no influence on \( T_{i \rightarrow j} \). Algorithm 1 uses this and selects the best server for new instances of \( s_j \) based on Equation 19.

This algorithm only considers the servers that have enough computing resources for at least one instance of \( s_j \) as shown in lines 3-4. For each server \( n_i \), the algorithm evaluates the average response time based on Equation 5 when a new instance of \( s_j \) is deployed on \( n \) as shown in lines 5-11, where \( DG_{pred}(s_j) \) and \( DG_{succ}(s_j) \) denotes the predecessors and successors of \( s_j \) in \( DG \). The response time between \( s_j \) and \( s_p \) equals 0 if there is no instance of \( s_p \) during the evaluation. Lines 12-14 selects the server with the smallest average response time as the best server for \( s_j \).

When deploying an instance of \( s_i \), the best servers for the predecessors and successors are changed according to

1. https://github.com/HIT-ICES/AlgoDeployment
Equation [9] which means the algorithm needs to replace the instances of the predecessors and successors, as detailed in Algorithm 2.

Algorithm 1 bestServer($s_j$, $X$, $N$, $DG$) Algorithm

**Input:**
- $s_j$: service wanted to deploy
- $X$: current deployment scheme
- $N$: server list
- $DG$: dependency graph

**Output:** best node to deploy $s_j$

1. $s ← None$
2. $c ← +∞$
3. for $n$ in $N$
4.  if $n$ has enough resource for $s_j$
5.   $currC ← 0$
6.  for $s_p$ in $DG$.pred($s_j$)
7.    $currC ← currC + avgTime(s_j, s_p, n, X)$
8.   end for
9.   if $currC < c$
10.    $s, c ← n, currC$
11.  end if
12. end for
13. return $s$

Algorithm 2 DeploySpread($s_i$, $k$, $X$, $N$, $DG$) Algorithm

**Input:**
- $s_i$: service wanted to deploy
- $k$: how many instances wanted to deploy
- $X$: current deployment scheme
- $N$: server list
- $DG$: dependency graph

**Output:** Deployment Scheme

1. while $k > 0$
2.  $n ← bestServer(s_j, X, N, DG)$
3.  $c ← min(\left\{ \frac{leftRes(s)}{r_j} \right\}, k)$
4.  deploy($s_i, n, c$)
5.  $k ← k - c$
6.  $S_p ← DG$.pred($s_j$) ∪ $DG$.succ($s_j$)
7.  $S_p ← \{ s_j \}$
8.  $X_{copy} ← X$
9.  while $len(S_p) ≠ 0$
10.    $s_r ← S_p$, pop()
11.    $k_r ← instNum(s_r, X)$
12.    delete all the instances of $s_r$ from $X$
13.    while $instNum(s_r, X) < k_r$
14.      $n_r ← bestServer(s_r, X, N, DG)$
15.      $c_r ← min(\left\{ \frac{leftRes(s_r)}{r_j} \right\}, k_r - instNum(s_r, X))$
16.    end while
17.    if $X ≠ X_{copy}$
18.      $S_p ← S_p ∪ DG$.pred($s_r$) ∪ $DG$.succ($s_r$) \ $S_p$
19.    end if
20. end while
21. end while
22. end while

Algorithm 3 BFS Placement Algorithm: B-QSRFP

**Input:**
- $\Gamma^i$: $\{ \gamma^i_j \mid s_i ∈ S \}$
- $\Gamma^u$: $\{ \gamma^u_j \mid s_i ∈ S \}$
- $N$: server list
- $DG$: dependency graph

**Output:** Deployment Scheme

1. $X ← 0$
2. while not $DG$.empty() do
3.  $S_c ← \{ s_i | s_i ∈ S, len(DG$.pred($s_i$)) = 0 $\}$
4.  $s_c ← argmin_{s_i ∈ S_c} \left\{ \frac{leftRes(s_i)}{r_j} \right\}$
5.  DeploySpread($s_i$, $\left\{ \frac{\gamma^i_j + \gamma^u_j}{\mu_i} \right\}$, $X$, $N$, $DG$)
6.  $DG$.remove($s_i$)
7. end while
8. return $X$

Algorithm 2 is responsible for deploying $k$ instances of $s_i$ in the system considering the dependencies between services. After finding the best server for $s_i$ with Algorithm 1, instances are deployed on the server as many as needed, as shown in lines 2–4. Lines 6–21 re-deploy instances of predecessors and successors. The instances of them are deleted and re-deployed based on Algorithm 1 again in lines 12–16. The re-deployment is continued for the services whose deployment is changed after re-deployment in lines 19–20. The re-deployment is stopped when all the affected services are processed.

Algorithm 4 DFS Placement Algorithm: D-QSRFP

**Input:**
- $L_u$: $\{ (L(f_{i,j}) \mid \sum_{m=1}^{N} \lambda_{i,j,m} > 0) \}$
- $A$: $\{ \lambda_{i,j} \mid f_{i,j} ∈ F, \forall k ∈ N \}$
- $N$: server list
- $DG$: dependency graph

**Output:** Deployment Scheme

1. $X ← 0$
2. $\lambda_{solved} ← a dict whose values are 0 \forall s_i ∈ S$
3. while $len(L_u) ≠ 0$ do
4.  $l_u ← maximum data transmission chain from L_u$
5.  $coe ← 1$
6.  $f_{prev} ← None$
7.  for $f_{i,j}$ in $l_u$
8.    if $f_{prev} ≠ None$
9.      $coe ← coe × ACDC(f_{prev}, f_{i,j})$
10.    end if
11.  $f_{prev} = f_{i,j}$
12.  $\lambda_c = coe × \sum_{m=1}^{N} \lambda_{i,j,m}$
13.  $\lambda_d = \lambda_{solved}[s_i] + \lambda_c - instNum(s_i) × \mu_i$
14.  if $\lambda_d > 0$ then
15.    DeploySpread($s_i$, $\left\{ \frac{\lambda_d}{\mu_i} \right\}$, $X$, $N$, $DG$)
16.    $\lambda_{solved}[s_i] ← \lambda_{solved}[s_i] + \lambda_c$
17.  end if
18. end for
19. $L_u ← L_u \setminus \{ l_u \}$
20. end while
21. return $X$

Based on Algorithm 2, we propose two greedy algorithms based on depth-first search (DFS) and breadth-first search (BFS); see Algorithms 3 and 4. The difference be-
between them is the order of the service deployment. For BFS Placement Algorithm 4 the service that has the best service ability with minimum computing resources and without predecessors is selected as shown in lines 3–4. Line 5 deploys the minimum number of instances which can satisfy the requests from users and services. After deploying \( s_i \), it is removed from \( DG \) in line 6, and the algorithm stops when all services are deployed as line 2.

The DFS Placement Algorithm 4 on the other hand, deploys the function chain with maximum data transmission size first as line 4, and the services are deployed following the order of the function chain \( l_u \). Then, the algorithm calculates the request rate \( \lambda_c \) of each service in \( l_u \) and deploys the minimum number of instances to satisfy the desired ability \( \lambda_d \) in lines 8–17. Finally, it ends when all \( f_{i,j} \) that the users request are processed.

### 4.3 The Optimal Algorithm

This section briefly introduces the optimal algorithm for solving QSRFP, which mainly comes from [35]. It serves as a reference only, because its high computational cost prevents us from using it as an online algorithm.

The basic idea of the solution in [35] is constructing a parametric relaxation linear programming problem (PRLP) of QSRFP in \( Y \):

\[
\min H^L_{\Pi}(y) = \sum_{i=1}^{P} \frac{f^L_i(y)}{g^U_i} \tag{21a}
\]

\[
s.t. \left\{ \begin{array}{l}
H^L_m(y) \leq 0, m = 1, \ldots, M, \\
y \in Y^0 = \{ y \in R^n: 0 \leq y \leq y^0 \} \subseteq R^n
\end{array} \right. \tag{21b}
\]

where \( H^L_m \leq H_0, H^L_m \leq H_m, f^L_i \leq f_i, \) and \( g^U_i \). For more details about how constructing PRLP, please refer to Section 2 in [35]. With Theorems 1 and 2 in [35], \( H^0_0 \rightarrow H_0(y) \) as \( \|y - y^0\| \rightarrow 0 \).

The branching technique is also used for searching the optimal solution by iteratively subdividing the rectangle \( Y^k \) into two sub-rectangles. For any selected sub-rectangle \( Y^k = [y_0, y_1] \subseteq Y^0 \). The sub-rectangles \( Y^{k,1} \) and \( Y^{k,2} \) are generated by dividing \( y_0 \) into \( \left[ y_j, y_j + \frac{\theta \pi}{2} \right] \) and \( \left[ y_j, y_j + \frac{\theta \pi}{2}, y_0 \right] \), where \( \theta \in \arg \max\{y_j - y_{j-1}, j = 1, \ldots, n\} \). The Theorem 3 in [35] shows it is possible to apply reducing technique by solving the PRLP in \( Y^{k,1} \) and \( Y^{k,2} \) to determine whether the optimal solution exists in \( Y^{k,1} \) and \( Y^{k,2} \).

The branch-and-bound algorithm is detailed as Algorithm 5 and \( LB \) and \( UB \) are the lower bound and upper bound of the optimal solution. With bisection in line 10, the algorithm reduces the search space with PRLP (reducing) in line 12 and updates \( LB \) and \( UB \) (bounding) in lines 13–24. The branch-and-bound search is used to search integer solutions as \( y^k \) is a non-integer solution in line 31. For more details, we refer the interested reader to Section 3 in [35].

### 5 Experiments and Analysis

This section details the experiments conducted with respect to user count, user requirement category count, server average computing resources, and different system scales to investigate the algorithms’ performance in different situations. In addition, to further study the algorithms’ performance, this section also presents the algorithms’ computing complexity and appropriate system size for our algorithms, which severely impacts the performance. Furthermore, suggestions for speeding up the algorithms are described to help the algorithm be better applied to real environments. Lastly, we present some experiments on the minimum deployment to study whether it affects the algorithms’ performance or not.

#### 5.1 Experimental Setup

All the services and servers are randomly generated in all experiments. The input/output data size ranged from 0–2000 KB. Service abilities ranged from 100–400, and computing resources ranged 1–3 units, where the computing resources of services with minimum computing resources were treated as 1 unit computing resources. The dependency graph \( DG \) was also generated randomly in each experiment, whose function chain length ranged 1–7 without cycles. First, several functions are selected uniformly at random as the functions requested by the users. After that, the func-
with our proposed algorithms: BD-QSRFP. BD-QSRFP runs both B-QSRFP and D-QSRFP, the combination of B-QSRFP and D-QSRFP denoted as algorithm B-QSRFP, DFS based algorithm D-QSRFP, and the user count varied across different experiments.

The servers’ computing resources ranged between different experiments, and the delay and bandwidth ranged 1–10 ms and 50–1000 MB/s, respectively. In addition, the user requirements were assigned to each server randomly, and the user count varied across different experiments.

There were three kinds of our algorithms: BFS based algorithm B-QSRFP, DFS based algorithm D-QSRFP, and the combination of B-QSRFP and D-QSRFP denoted as BD-QSRFP. BD-QSRFP runs both B-QSRFP and D-QSRFP separately, and the best result is returned.

The following algorithms were chosen to be compared with our proposed algorithms:

- LDSSP: A lightweight decentralized service placement policy for multi-component application in fog computing proposed in [13] which places most popular services as close to the users as possible for lower latency and better network usage.
- GMCAPP: An efficient multi-component application online placement algorithm in MEC introduced in [12] which aims to minimize the total cost of running the applications. It was modified with Theorem 1 as the optimization goal, and the deployment cost was changed to be updated after deploying an instance.
- GA: Genetic Algorithm is a widely used evolutionary algorithm [38] that can solve the placement problem. The main operators of a GA are selection, crossover, and mutation. A feasible deployment scheme $X$ was used as an individual in our experiments, and the two-point crossover was applied. Randomly delete/add/move an instance were implemented as the mutation with the same probability. 400 population size and a maximum of 400 rounds were used based on preliminary experiments. The tournament selection was adopted for crossover, and mutation probability was set to 0.3. We picked these parameters considering the performance and execution time: higher values lead to long execution times, and lower values make the algorithm hard to converge even on small-size data.

- Random: Randomly generating a deployment scheme. It runs for 100 times, and the average result was used as the final result to establish a baseline.

It should be noted that due to the high computing complexity of FPP, the problem was converted as QSRFP in all algorithms, which means Equation 5 was used instead.

All the algorithms were implemented in Python 3.6.8 without parallelism and run on the computer with Intel Xeon Gold 5120, 160GB, and CentOS 7. The average response time (ms) and the algorithm execution time (ms) were picked as the metrics. The Random algorithm is for performance comparison only, and its execution time is not included in all experiments. We conducted four experiments to investigate our algorithms’ performance under different situations: user count, user requirement category count, server average computing resources, and different system scales.

### 5.2 Experiment 1: User Count

User count is one factor that could affect the deployment scheme due to the service capability of each service. When the number of users increases, the system needs to deploy more instances to satisfy the increasing request frequency. After taking the service dependencies into consideration, the system is also required to deploy more instances for services called by other services.

In Experiment 1, two experiments with different numbers of servers and services were conducted. Experiment 1.1 had 5 servers and 23 services, and Experiment 1.2 had 10 servers and 50 services. The user count ranges between 500–1600 and 500–1500 in Experiments 1.1 and 1.2, respectively. There is no 1600 user count in Experiment 1.2 because the server’s computing resource is insufficient even deploying each service with the minimum number.

The results are shown in Fig. 5. For Experiment 1.1, it could be seen that D-QSRFP and B-QSRFP had similar performance overall compared to GMCAPP and GA in Fig. 5a while D-QSRFP and B-QSRFP took less execution time than GMCAPP. BD-QSRFP got better performance than other algorithms but with more execution time than other algorithms except for GA in Fig. 5d. It is worth pointing out that GA had much more execution time than other algorithms because it spends lots of time calculating the fitness of each individual with Equation 20. Because GA is the evolutionary algorithm, it must calculate the fitness after generating new individuals after crossover and mutation. Moreover, GA also needs to repair the infeasible individuals after crossover and mutation because the individuals after
From Experiment 1, it could be seen that GA is not suitable as an online algorithm for this problem because it gets harder to find a better deployment scheme within acceptable execution time than other algorithms. B-QSRFP, D-QSRFP, and GMCAPP can get similar performance, while B-QSRFP and Q-QSRFP need less execution time. In order to further study the algorithms’ performance, experiments w.r.t. user requirement category count was conducted.

5.3 Experiment 2: User Requirement Category Count
The user requirement category count shows how many different functions are called by users directly, and each has a function chain with an average length of 4. The user requirement category count varies from 5 to 18, and the service dependency also changes. The number of services increases with the user requirement category count and ranges between 15–48, while the number of servers and users keeps the same all the time.

The experiment results are shown in Fig. 6. We can see that the performance of B-QSRFP and D-QSRFP were better than other algorithms with 7, 8, 10, 11, 13, and 15–18 user requirement category count. In other cases, one of B-QSRFP and D-QSRFP got worse results than others, but the other could get the best performance, and as a result, BD-QSRFP was always better than everybody else. GA could get similar results as BD-QSRFP initially, and the results became worse as the number of services increases; this might be due to the increase in dimensionality and an insufficient computational budget.

In Fig. 6b, all the algorithms got higher execution time with larger count of user requirement category. Less execution time was needed for D-QSRFP and B-QSRFP compared
with other algorithms except for LDSPP. The execution time of G-MCAPP was lower than BQ-QSRFP at the beginning and higher than BQ-QSRFP as the number of services increases. Random got different results as the number of services change due to the different service set in this experiment.

The results of Experiment 2 show that B-QSRFP and D-QSRFP can outperform the other approaches in both time in quality, and BD-QSRFP is the best while requiring the highest execution time. Considering the servers’ computing resources keep the same in this experiment, we conducted more experiments w.r.t. server computing resources to study the algorithms’ performance under different system computing resource usages.

5.4 Experiment 3: Average Server Resources

In this experiment, the average server resources are represented in the number of units, which stands for the computing resources used by the service with the minimal resource requirement. The number of servers keeps the same, and the average server resources range from 175 units to 265 units. The user count and the user requirement category count keep the same, and 175 units are the minimal average server resources that can hold enough instances to meet user requirements. As the average server resources increase, the system can deploy more service instances on each server.

Based on the results shown in in Fig. 7, B-QSRFP and D-QSRFP outperformed other algorithms in most situations in Fig. 7a, and their execution time was lower than others except for LDSPP, while LDSPP got worse performance than them. Due to the small size of servers and services, GA got better results than G-MCAPP in this experiment with the most execution time, which is still unacceptable as an online algorithm. BD-QSRFP still had the best performance in the whole experiment, and the performance of Random nearly kept the same as explained in Experiment 1.

It should be noted that the execution time of all algorithms except for GA is generally stable, but there are still some differences as the average server resources change in Fig. 7b. It is because the instance number of each service keeps the same due to the same service set and servers. But with different average server resources, the instance number that can be run on each server differs, and the algorithm needs to spend more time to find an adequate server for each instance again when the resources of the server used before are insufficient. Thus the execution time varies.

The results in this experiment show that our algorithm B-QSRFP, D-QSRFP, and BD-QSRFP outperform others with better average response time and lower execution time. To investigate their performance with more servers and services, we conducted more experiments with different system scale.
5.5 Experiment 4: System Scale

In this experiment, we enlarged the number of servers and services to check the algorithms’ performance. Experiment 4.1 was conducted with 10 servers and 10–50 user requirement category count, and the maximal service size was 130, while the user count kept the same. The results are shown in Fig. 8.

The results in Fig. 8a and 8b are similar to our previous experiments. B-QSRFP and D-QSRFP could get the best or similar results compared to others with less execution time, and BD-QSRFP had the best performance all the time, while its execution time was higher. GA performed worse than other experiments due to the larger size of services and servers with more execution time. GMCAPP’s execution time increased a lot when the user requirement category count increased.

To further study the algorithms’ performance, Experiments 4.2 and 4.3 were conducted. There were 50 servers and 100 servers in Experiments 4.2 and 4.3, respectively. The user requirement category count ranged between 50–100 in both experiments, and the service size ranged between 150–320. Because GA performed worse than others, GA and
Random were not used in Experiments 4.2 and 4.3. The results are shown in Fig. 9.

Based on the results in Fig. 9a and 9c, B-QSRFP and D-QSRFP also got better results than GMCAPP and LDSPP, and BD-QSRFP had the best performance even with large scale system. The execution time of B-QSRFP, D-QSRFP, and BD-QSRFP were lower than GMCAPP in Fig. 9a and 9c. It should be pointed out that the maximum execution times of BD-QSRFP were about 11s and 52s in Experiments 4.2 and 4.3, respectively, which is too costly for an online algorithm. However, 100 servers are too many for the microservice system, and other technologies could improve the algorithms’ speed. For more details, please refer to Section 5.6.2 and 5.6.3.

5.6 Analysis
In this section, we analyse the algorithms’ computing complexity and discuss appropriate system sizes. We suggest ways for speeding up the algorithms and investigate the performance impact of a minimum instance deployment.

5.6.1 Computing Complexity Analysis
The complexity of Algorithm 1 is $O(2|N|^3)$. In Algorithm 2, it would be $\Omega(2|N|^3)$ in the ideal situation, which means sufficient computing resources and no dependency at all. In the worst situation, it would not exceed $O(2|S||N|^4)$: all the services are needed to be re-deployed, and Algorithm 1 must run $|N|$ times to deploy all instances. For B-QSRFP and D-QSRFP, it should be $O(2 + 2|S||N|^4)$. 

5.6.2 Appropriate System Size
According to Section 5.6.1, the server size has an essential impact on our algorithms’ performance, which means the microservice system should have an appropriate server size so that the execution time taken by our algorithms is affordable as an online algorithm.

Based on the results in Section 5.5, 100+ servers are too many for our algorithms even after adopting the suggestions in Section 5.6.3 to speed up. In our opinion, the microservice system should not hold too many servers at the same time during the service placement or system evolution. On the one hand, the cost of collecting the running information from all servers can be huge, i.e., the bandwidth and the evolution delay due to the data transmission. On the other hand, as a distributed system, the stability of the distributed system should be ensured during the placement or evolution, and centralized algorithms should not be used for too many servers.

Thus, for a large microservice system with thousands of servers, we suggest dividing it into several small groups whose server size does not exceed 100 to reduce the cost during the information collection and keep the distributed system’s stability while makes the algorithms’ execution time is affordable as online algorithms.

5.6.3 Suggestions on Speeding up
There are two methods to speed up our algorithms. One is implementing the algorithms in a high-performance programming language like C++. Because our algorithms were implemented in pure Python, the speed should be improved a lot due to the low performance of Python compared to C++.

Another is adopting multi-threads technology. It could be seen that Algorithm 1 plays an important role in the algorithms’ performance. The algorithm calculates the average time for each server by assuming deploying one instance on each server, and it is safe to do it with $\lfloor |N|/\mu \rfloor$ threads, which also can speed up the algorithms.

Using B-QSRFP or D-QSRFP instead of BD-QSRFP in a large-scale system also helps to reduce execution time. Though B-QSRFP and D-QSRFP cannot get the best results, their execution time is lower than BD-QSRFP.

5.6.4 Impact of Minimum Deployment on Performance
The strategy used in our algorithms only deploy instances that just satisfy the total request rate from users and services. For example, assuming the total request rate of $s_i$ is $\lambda_i$, then $\lfloor \frac{\lambda_i}{\mu} \rfloor$ instances are deployed in the system. According to Equation 3, it is possible to improve the average response time by deploying more instances. To investigate the performance improvement with more instances, some experiments were conducted.

At the end of Algorithm 3 and 4, the algorithms deploy more instances in order to lower average response time. They search the service $s_i$ and the server $n_j$ that can make the average response time decrease the most when deploying an instance of $s_i$ on $n_j$, and deploy $s_i$ on $n_j$ until the constraints are satisfied. The dataset is the same as Experiment 2, and the results are shown in Table 2. D-QSRFP and B-QSRFP are abbreviated as D and B, and D’ and B’ stand for the algorithms that deploy more instances for improvement until meeting constraints. The results with gray color show that deploying more instances can improve the average response time at the cost of a much higher execution time. Thus, it should be used only when the execution time is acceptable.

6 Conclusion and Future Work
This paper has formulated the service placement problem in microservice systems with complex dependencies as a FPP considering the dependencies between services and support for multiple service instances. Due to the high computing complexity of FPP, we have proven that we can convert the FPP to QSRFP, which results in a significant decrease in computational complexity. Based on the QSRFP, we have
proposed the greedy-based algorithms B-QSRFP, D-QSRFP, and BD-QSRFP. The experimental evaluation has shown that our algorithms outperform other approaches in both computation time and quality. We have discussed ways of speeding up our approaches and discussed appropriate system sizes.

Possible future work includes the programming framework and system infrastructure supporting self-adaptive microservice system evolution in multiple groups: the large-scale microservice system must be divided into several groups to maintain the stability of the distributed microservice system. The cost of system information collection and evolution time can also be reduced with groups, and each group can evolve and cooperate with other groups.
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