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Abstract: A crucial step in order to achieve fast and low-energy switching operations in resistive random access memory (RRAM) memories is the reduction of the programming pulse width. In this study, the incremental step pulse with verify algorithm (ISPVA) was implemented by using different pulse widths between 10 µs and 50 ns and assessed on Al-doped HfO$_2$ 4 kbit RRAM memory arrays. The switching stability was assessed by means of an endurance test of 1k cycles. Both conductive levels and voltages needed for switching showed a remarkable good behavior along 1k reset/set cycles regardless the programming pulse width implemented. Nevertheless, the distributions of voltages as well as the amount of energy required to carry out the switching operations were definitely affected by the value of the pulse width. In addition, the data retention was evaluated after the endurance analysis by annealing the RRAM devices at 150 °C along 100 h. Just an almost negligible increase on the rate of degradation of about 1 µA at the end of the 100 h of annealing was reported between those samples programmed by employing a pulse width of 10 µs and those employing 50 ns. Finally, an endurance performance of 200k cycles without any degradation was achieved on 128 RRAM devices by using programming pulses of 100 ns width.
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1. Introduction

Resistive random access memory (RRAM) devices have gathered in recent years notable interest in the domain of future non-volatile memories (NVMs) [1]. This technology is seen as a potential replacement of FLASH technology due to its high-density integration, fast switching, low-energy consumption, excellent endurance, long data retention and full compatibility with the CMOS fabrication flow [2,3]. The basic structure of RRAM cells is a metal-insulator-metal (MIM) stack, whose electrical resistance can be switched by changing specific properties of the insulator layer [4]. In RRAM technology based on HfO$_2$ insulators the resistance switching is based on the formation and disruption of nanometer scale conductive filaments (CFs), which are constituted by oxygen vacancies ($V_O$) [5]. In order to establish for the first time the CFs creating a closed route across the insulator, which connects the two metallic electrodes, a first stage, referred as forming operation, is required.
This stage drives the device into a conductive state known as low resistive state (LRS) [6]. During the reset operation the CF is disrupted and the device driven into the high resistive state (HRS). Subsequent re-creations of the CF, which drive the device back to LRS are known as set operations.

In order to achieve fast and low-energy switching operations in RRAM memories it is imperative to downscale the width of the voltage pulses used for programming [7–11]. Nevertheless, such a decrease must not deteriorate the reliability and performance regarding endurance and data stability at high temperature [12,13]. The remarkable reduction of the device-to-device (DTD) variability as well as the impact on the endurance and data retention performance achieved by combining the doping of the dielectric HfO$_2$ layer with an Al concentration of about 10% and the use of an optimized programming algorithm was already proved [14,15]. However, this good performance was achieved by using a quite large pulse width for programming, that is, 10 µs. In a previous paper [16], different programming pulse widths were already assessed by working with the incremental step pulse with verify algorithm (ISPVA) with regard to endurance cycling and data retention performance, beginning from 10 µs down to 50 ns. In this work, those results are illustrated together with a meaningful extension. The energy consumption per switching operation was calculated for each pulse width considered. Once the pulse width with the best behavior was found, the endurance performance was further tested with an intensive cycling sequence by using this pulse width.

2. Experimental Description

The RRAM devices characterized in the whole study are 1-transistor-1-resistor (1T1R) cells integrated into 4 kbit memory arrays [16], which are illustrated in Figure 1a. Every 1T1R cell is composed by a select NMOS transistor connected in series to the MIM resistor. The transistor is fabricated in 250 nm BiCMOS technology with $L = 0.24$ µm and $W = 1.14$ µm. The relatively high voltages required during the forming operation (see Figure 2a) makes necessary to integrate a transistor with larger dimensions than the minimum allowed by the technological node. The MIM stack, placed on top of the metal level 2 of the CMOS process, is formed by a TiN/Hf$_{1-x}$Al$_x$O$_y$/Ti/TiN structure. The Hf$_{1-x}$Al$_x$O$_y$ insulator film was grown by Atomic Layer Deposition (ALD) with a thickness of 6 nm and an Aluminum content of $\sim$10%. All metal films were deposited by magnetron sputtering with a thickness of 7 nm for the scavenging Ti layer and 150 nm for the TiN bottom and top electrodes. After defining the MIM resistor with an area of approximately 0.4 µm$^2$, a thin Si$_3$N$_4$ film was grown to protect the RRAM device.

![Figure 1. Micrograph and block diagram of the 4 kbit memory chip and schematic of the 1-transistor-1-resistor (1T1R) cells integrated into the array (a) [17]. Schematic illustration of the voltage waveform of the incremental step pulse with verify algorithm (ISPVA) (b) [18].](image-url)
programming pulse a read-verify procedure is carried out by using a read-out pulsed voltage of 0.2 V on the BL in order to test the resistive state of the RRAM samples programmed. Through forming and set operations, the LRS is achieved when the read-out current measured overcomes a target value of 30 µA. In order to control the maximum current that flows through the RRAM device, a voltage value of 1.4 V is imposed on the word line (WL). Through reset operations, the HRS is achieved when the read-out current measured cross down a target value of 5 µA. The voltage value applied on the WL in this case is 2.7 V to minimize the transistor series resistance. In this study, five different programming pulse widths were used, namely, 10 µs, 1 µs, 500 ns, 100 ns and 50 ns (the physical limit imposed by the characterization set-up). The read-out pulse width was fixed to 1 µs (also imposed by the set-up) for all experimental tests.

![Figure 2](image)

**Figure 2.** Box plots of forming voltages (a) and cumulative distribution functions (CDFs) of the currents measured just after the set transition (b) for the initial programming stage. Every box/CDF refers to one batch of 128 RRAM devices labeled with the pulse width value employed for the reset/set operations.

3. Results and Discussion

The creation for the first time of a stable CF in the insulator film of the RRAM samples under study relies on a preliminary stage of forming, reset and set operations performed as shown in [20]. The pulse amplitude sweep during the forming operation ranges from 2 up to 5 V with an amplitude step of 0.01 V and a pulse width value of 1 µs. During the reset and set operations a voltage amplitude range from 0.5 up to 3.5 V with a voltage step of 0.1 V was employed. The pulse width values used were those mentioned above in a range between 10 µs and 50 ns. The cumulative distribution functions (CDFs) of the current values measured during the set operation just after the target value is overcome are depicted in Figure 2b for the five different batches of 128 RRAM devices, each one assessed with one of the five pulse width values considered. No significant differences can be found among the five current CDFs with respect to the pulsed width employed for this preliminary programming stage.

Afterwards, 1k reset/set cycles were performed on every batch of 128 RRAM devices in order to test the switching endurance for every pulse width considered. As shown in Figure 3, it can be concluded that the voltage amplitude required to switch the RRAM devices increases when the programming pulse width is reduced [21,22]. This increase is even more noticeable when pulse widths of 100 and 50 ns are used. For these specific values, it does not only take place a shift in the mean value of the CDF to higher voltage values, but also a tail appears at the top end of the CDF. In summary, by reducing the programming pulse width the voltage amplitudes and, in consequence, the number of pulses required by the ISPVA are increased.
Figure 3. CDFs of the reset (a) and set (b) voltage amplitudes required by the ISPVA during the first endurance cycle regarding to the programming pulse width used: 10 µs, 1 µs, 500 ns, 100 ns and 50 ns.

In order to decide whether this voltage increase is compensated by the reduction of the pulse width, in this extension of [16] the average energy required to carry out set and reset operations on a single RRAM device has been estimated as [23]:

$$E = \sum_{i=1}^{N} V_{pr_i} \cdot I_{pr_i} \cdot T_{pr} + V_{rd} \cdot I_{rd_i} \cdot T_{rd_i}$$  \hspace{1cm} (1)

where $N$ is the average number of steps performed during the corresponding ISPVA operation, $V_{pr_i}$ is the voltage amplitude of the programming pulse applied at step $i$, $I_{pr_i}$ is the current flowing through the 1T1R RRAM cell at step $i$, $T_{pr}$ is the width of the programming pulse (10 µs, 1 µs, 500 ns, 100 ns or 50 ns), $V_{rd} = 0.2$ V is the read-out voltage applied during the verify operation, $I_{rd_i}$ is the current measured through this operation at step $i$ and $T_{rd} = 1$ µs is the read-out pulse width. It is important to point out the main limitations associated to this estimation method. First of all, although the 1T1R RRAM cells are integrated in a memory chip, the energy consumption estimated does not include the energy associated to the peripheral circuitry, just the energy consumed by the 1T1R cell itself. Secondly, the memory tester does not provide the current values that flow through the RRAM device when the programming pulses are applied ($I_{pr_i}$), hence, it is necessary to estimate these values from the read-out current values measured ($I_{rd_i}$) by assuming a linear increase with the voltage amplitude for LRS and the quantum point contact (QPC) dependency for HRS [24]. Finally, $I_{pr_i}$ and $I_{rd_i}$ are assumed to be constant during the whole pulse width $T_{pr}$ and $T_{rd}$, respectively.

In Figure 4 the energy consumption associated to programming and read-out pulses is plotted independently for both reset and set operations. The energy consumption of the programming pulses is strongly impacted by the pulse width employed. A reduction of more than one order of magnitude takes place by narrowing the pulse width from 10 µs to 50 ns: from $\sim$5 nJ to $\sim$60 pJ during reset operations and from $\sim$630 pJ to $\sim$19 pJ during set operations. The amount of energy required to reset a RRAM cell is clearly larger than that required to set it (Figure 4). This result is in line with previous studies, which suggest a positive feedback (between Joule heating and the current increase) during the set operation and a negative feedback (between the gap size in the CF and the current decrease) during the reset operation [25]. Furthermore, the energy consumption coming from the read-out operations (Figure 4) remains almost constant regardless the programming pulse width used considering that the read-out pulse width is kept constant to 1 µs. In conclusion, 50 ns programming pulse width seems to be the best option in order to ensure low-energy switching. However, the voltage tail present in the CDF depicted in Figure 3 for this pulse width can make the switching operation not reliable enough for real memory scenarios. As a result, a trade-off remains to determine which programming pulse width guarantees the most reliable and lowest-energy operation.

The reset and set voltage amplitudes at which the effective switching takes place are depicted in Figure 5 for 1k endurance cycles considering every pulse width value. Although the slight reduction featured by the voltage amplitudes with increasing the number of cycles, the switching stability demonstrates to be quite good for every pulse widths considered. By programming with a pulse width
of 10 μs, it can be observed a small rise of the voltage amplitudes after about 100 cycles. It is possible that this very large pulse width overstress the Al:HfO$_2$ dielectric film, which makes harder to carry out successful switching operations with raising cycles. The evolution of the mean and dispersion values of the LRS and HRS read-out currents along the endurance test is depicted in Figure 6. LRS and HRS stay stable along the whole 1k cycles regardless the programming pulsed width employed.

**Figure 4.** Average energy required to perform reset (blue dots) and set (red dots) operations on a single 1T1R resistive random access memory (RRAM) cell. The total value is split between the energy associated to programming (solid dots) and read-out (empty dots) pulses.

**Figure 5.** Mean and dispersion values of switching voltages for reset (blue) and set (red) operations during 1k endurance cycles for every programming pulse width: 10 μs (a), 1 μs (b), 500 ns (c), 100 ns (d) and 50 ns (e).

**Figure 6.** Mean and dispersion values of read-out currents measured just after the reset (blue) and set (red) transitions during 1k endurance cycles for every programming pulse width: 10 μs (a), 1 μs (b), 500 ns (c), 100 ns (d) and 50 ns (e).

In order to illustrate better the variability of the LRS and HRS read-out currents measured during the 1k cycles endurance test, the CDFs of each batch of 128 RRAM devices corresponding to each
pulse width are shown in Figure 7 for four different cycles sampled in a logarithmic way: 1, 10, 100 and 1k. The DTD variability is essentially the same regardless the number of cycle or the pulse width. HRS current values range from 0.1 µA (the resolution of the characterization set-up) up to 5 µA (the threshold value imposed by the ISPVA during reset operations). LRS current values range from 30 µA (the threshold value imposed by the ISPVA during set operations) up to about 35 µA (limited by the select transistor). Such a variation of about 5 µA is only slightly overcome working with 1 µs pulse width (Figure 7b). This difference can be attributed to the variability existing at the batch level, already noticeable after the forming stage (Figure 2b).

Figure 7. CDFs of read-out currents measured just after the reset (HRS) and set (LRS) transitions during 1k endurance cycles (logarithmically sampled: 1, 10, 100 and 1k cycles) for every programming pulse width: 10 µs (a), 1 µs (b), 500 ns (c), 100 ns (d) and 50 ns (e).

In addition, in order to fully assess the reliability of the conductive states programmed by using the five different pulse widths, the data retention was evaluated after the endurance cycling by annealing the RRAM devices at 150 °C along 100 h. As reported in [14], the HRS stays almost imperturbable at high temperatures, hence, only the LRS was tested. The evolution of the read-out currents measured at 0, 1, 10 and 100 h sampling times are shown in Figure 8. The variation from the initial values at 0 h (ΔRead-out) were plotted. As an extension of [16], the CDFs of such read-out currents are illustrated in Figure 9. Shorter programming pulse widths show a slightly larger rate of data degradation. Nevertheless, the difference in average at the end of the annealing (100 h) between 10 µs and 50 ns pulse widths is as small as ~1 µA. Therefore, the thermal stability is not harmed by the use of shorter pulse widths during the programming operations.

In conclusion, by using shorter programming pulse widths in order to accomplish fast and low-energy switching operations no significant endurance or data retention issues are reported. Such a good performance achieved regardless the pulse width employed could be explained as follows. According to Balatti et al. [21], there is an optimal combination of the programming pulse width and the voltage amplitude in order to achieve the best switching endurance. The step-by-step approach implemented in the core of the ISPVA leads to a dynamic tailoring of this combination of the two programming parameters (see Figure 3) every cycle. Thus, the best endurance performance can be achieved whatever is the pulse width selected within the studied range. Regarding retention performance, Chen et al. [26] concluded that the stability of the CF is really impacted by the pulse
width employed during the programming of the RRAM cells, while in the current study the impact was found to be almost negligible (see Figure 8). This difference could be attributed to the lack of Si$_3$N$_4$ encapsulation of the MIM stack in [26], which has been reported as an effective strategy to suppress the chemical interaction between the MIM cell and the environment, strongly reducing, hence, the retention issues [27].

**Figure 8.** Variation of the mean and dispersion values of read-out currents sampled during the retention test compared to the ones obtained at the beginning of the annealing at 150 $^\circ$C for every programming pulse width.

**Figure 9.** CDFs of read-out currents sampled after 0, 1, 10 and 100 h of annealing at 150 $^\circ$C during the retention test for every programming pulse width: 10 $\mu$s (a), 1 $\mu$s (b), 500 ns (c), 100 ns (d) and 50 ns (e).

Based on the trade-off previously mentioned between switching energy consumption reduction (Figure 4), by using a narrower programming pulse width, while keeping a reliable operation on RRAM arrays, in particular, keeping under reasonable limits the dispersion of switching voltages (Figure 3), 100 ns pulse width was considered as the best value to extend the assessment of the endurance performance on the 4 kbit RRAM arrays. In order to reduce as much as possible the execution time of the endurance test, the voltage sweeps of programming pulses amplitude during ISPVA were tailored to the voltage CDFs shown in light blue in Figure 3: from 1.0 to 2.2 V during reset operation and from 0.8 to 2.0 V during set operation. The execution time was further reduced by increasing the voltage step in the IPSVA from 0.1 V to 0.2 V.
Under these conditions a more intensive cycling sequence was carried out on 128 RRAM cells up to 200k reset/set switching operations. Figure 10a,b show, respectively, the average and dispersion of switching voltages and read-out currents measured just after the resistance transition in a logarithmic sampling way. Apart from the slight decrease of voltages as a function of cycling, already present on 1k cycles tests, and some minor fluctuations, the switching operation demonstrates a quite good stability for the whole cycling process. In addition, LRS and HRS conductive levels remain beyond the current limits imposed by the ISPVA without any degradation. This fact can be further tested in Figure 11, where the CDFs of the LRS and HRS read-out currents are depicted for seven different cycles sampled as follows: 1, 10, 100, 1k, 10k, 100k and 200k. The DTD variability remains the same compared with the CDFs shown in Figure 7, even after 200k cycles.

![Figure 10](image-url)

**Figure 10.** Mean and dispersion values of switching voltages (a) and of read-out currents (b) gathered just after the reset (blue) and set (red) transitions during an endurance test of 200k switching cycles on 128 RRAM devices by using a programming pulse width of 100 ns.

![Figure 11](image-url)

**Figure 11.** CDFs of read-out currents measured just after the reset (HRS) and set (LRS) transitions during an endurance test of 200k switching cycles on 128 RRAM devices by using a programming pulse width of 100 ns.

4. Conclusions

The influence of the decrease of the programming pulse width on the performance and reliability of Al:HfO$_2$-based 4 kbit RRAM memories has been assessed. In a preliminary study an endurance test of 1k switching cycles was performed. The switching performance of both LRS and HRS was not harmed by reducing the programming pulse width from 10 $\mu$s down to 50 ns. Nevertheless, the voltage amplitudes necessary to program the RRAM samples were clearly affected. Despite of the nominal decrease of the programming time due to the pulse width reduction, the amplitude and number of ISPVA pulses needed to carry out successfully a switching transition are raised. In order to better
assess this trade-off, the energy required to set and reset RRAM cells was calculated in this work for each programming pulse width. In addition, the reduction of the programming pulse width does not compromise the data retention even after 100 h of 150 °C annealing. Therefore, there are no endurance or data stability issues linked to the implementation of fast and low-energy programming operations in the Al:HfO2-based RRAM memory chips. Finally, a quite stable endurance performance by using a programming pulse width of 100 ns was demonstrated during 200k cycles on 128 RRAM devices with no relevant degradation either on switching voltages or on LRS and HRS read-out currents.
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