Abstract

The range closest-pair (RCP) problem is the range-search version of the classical closest-pair problem, which aims to store a given dataset of points in some data structure such that when a query range $X$ is specified, the closest pair of points contained in $X$ can be reported efficiently. A natural generalization of the RCP problem is the colored range closest-pair (CRCP) problem in which the given data points are colored and the goal is to find the closest bichromatic pair contained in the query range. All the previous work on the RCP problem was restricted to the uncolored version and the Euclidean distance function. In this paper, we make the first progress on the CRCP problem. We investigate the problem under a general distance function induced by a monotone norm; in particular, this covers all the $L_p$-metrics for $p > 0$ and the $L_\infty$-metric. We design efficient $(1 + \varepsilon)$-approximate CRCP data structures for orthogonal queries in $\mathbb{R}^2$, where $\varepsilon > 0$ is a pre-specified parameter. The highlights are two data structures for answering rectangle queries, one of which uses $O(\varepsilon^{-1}n \log^2 n)$ space and $O(\log^4 n + \varepsilon^{-1} \log^3 n + \varepsilon^{-2} \log n)$ query time while the other uses $O(\varepsilon^{-1}n \log^3 n)$ space and $O(\log^5 n + \varepsilon^{-1} \log^4 n + \varepsilon^{-2} \log^2 n)$ query time. In addition, we also apply our techniques to the CRCP problem in higher dimensions, obtaining efficient data structures for slab, 2-box, and 3D dominance queries. Before this paper, almost all the existing results for the RCP problem were achieved in $\mathbb{R}^2$. 
1 Introduction

The closest-pair problem, which aims to find the closest pair of points in a given dataset of points in $\mathbb{R}^2$ (or more generally $\mathbb{R}^d$), is one of the most fundamental problems in computational geometry and finds many applications in various scenarios, e.g., traffic control, similarity search, etc. A natural and important generalization of this problem is the colored closest-pair problem in which the given data points are colored and the point pairs of interest are only the bichromatic ones (i.e., those consisting of two points of different colors), namely, we want to find the closest bichromatic pair of points. This colored version has applications in analyzing categorical data, and is strongly related to Euclidean minimum spanning tree [4, 11]. The closest-pair problem and its generalization can be considered under the Euclidean metric or more general metrics (such as $L_p$-metrics).

The range closest-pair (RCP) problem, introduced in [20] for the first time, is the range-search version of the classical (single-shot) closest-pair problem which aims to store a given dataset $S$ into some data structure which can report, for a specified query range $X$, the closest pair of points in $S \cap X$. The RCP problem in $\mathbb{R}^2$ (under the Euclidean metric) has been studied in prior work over the last decades, see for example [1, 14, 15, 20, 21, 25].

Compared to traditional range-search problems, the RCP problem (even the uncolored version) is much more challenging due to a couple of reasons. First, as a range-search problem, the RCP problem is non-decomposable in the sense that even if the dataset $S$ can be written as $S = S_1 \cup S_2$, the closest pair of points in $S \cap X$ cannot be obtained via those in $S_1 \cap X$ and $S_2 \cap X$. This makes the decomposition-based techniques inapplicable to the RCP problem. Second, since the RCP problem concerns the pairwise distances of the points, it is difficult to apply “mapping”-based approaches to solve the problem. For example, it is well-known that 2D circular range reporting can be reduced to 3D halfspace range reporting via a lifting argument. However, this reduction does not work for the RCP problem because the lifting changes the pairwise distances of the points. For another example, consider vertical strip queries in $\mathbb{R}^2$. Range reporting for vertical strip queries is “pointless”, as it is just the 1D range-reporting problem, after projecting the data points to the $x$-axis. Again, this projection argument does not apply to the RCP problem as it changes the pairwise distances of the points, and the RCP problem for vertical strip queries is actually nontrivial [21, 25].

Similarly to the single-shot closest-pair problem, the RCP problem can be naturally generalized to the colored range closest-pair (CRCP) problem in which we want to store a colored dataset and report the closest bichromatic pair of points contained in a query range. Surprisingly, despite of much effort made on the RCP problem, this generalization has never been considered previously. In this paper, we make the first progress on the CRCP problem. Unlike the previous work, we do not restrict ourselves to the Euclidean metric. Instead, we investigate the problem under a general metric satisfying some certain condition. This covers all $L_p$-metrics for $p > 0$ (including the $L_\infty$-metric). The CRCP problem is even harder than the (uncolored) RCP problem, especially when considered under such a general metric. As such, we are interested in answering CRCP queries approximately. That is, for a specified query range $X$, we want to report a bichromatic pair of points in $X$ whose distance is at most $(1 + \varepsilon) \cdot \text{Opt}$ where $\text{Opt}$ is the distance of the closest bichromatic pair of points in $X$, where $\varepsilon$ is a pre-specified parameter. Our main goal is to design efficient $(1 + \varepsilon)$-approximate CRCP data structures in terms of space and query time.

Related work. The closest-pair problem and range search are both the most fundamental problems in Computational Geometry, see [5, 22] for surveys. Approximate range search is also well-studied in the last decades, see for example [7, 8]. The RCP problem was introduced by Shan et al. [20] for the first time. Subsequently, the problem in $\mathbb{R}^2$ was studied by [1, 14, 15, 21]. The papers [14, 15, 21] considered the problem with orthogonal queries, while [1] studied halfplane queries. Recently, Xue et al. [25] improved the above results. The state-of-the-art RCP data structure for
rectangle query uses $O(n \log^2 n)$ space and $O(\log^2 n)$ query time [25]. In higher dimensions, the RCP problem is still open. To our best knowledge, the only known result that can be generalized to higher dimensions is a simple data structure given in [15], which only has guaranteed average-case performance. All these results were limited to the Euclidean metric and uncolored case.

1.1 Our contributions and techniques

In this paper, we investigate the CRCP problem under a general metric that is induced by a monotone norm (see Section 1.2 for the definition); in particular, this includes all $L_p$-metrics for $p > 0$ and the $L_\infty$-metric. We design $(1 + \varepsilon)$-approximate CRCP data structures for orthogonal queries in $\mathbb{R}^2$ and higher dimensions, where $\varepsilon > 0$ is a pre-specified parameter. The performances of these data structures are summarized in Table 1, and we give a brief explanation below.

| Dimension | Query      | Source          | Space                                      | Query time                                      |
|-----------|------------|-----------------|--------------------------------------------|------------------------------------------------|
| $\mathbb{R}^2$ | Strip      | Theorem 4.2     | $O(\varepsilon^{-1} n \log^2 n)$          | $O(\log n + \log(1/\varepsilon))$             |
|           | Quadrant   | Theorem 4.4     | $O(\varepsilon^{-1} n \log^2 n)$          | $O(\log n + \log(1/\varepsilon))$             |
|           | Rectangle  | Theorem 4.6     | $O(\varepsilon^{-1} n \log^4 n)$          | $O(\log^4 n + \varepsilon^{-1} \log^3 n + \varepsilon^{-2} \log^2 n)$ |
|           |            | Theorem 4.8     | $O(\varepsilon^{-1} n \log^3 n)$          | $O(\log^5 n + \varepsilon^{-1} \log^4 n + \varepsilon^{-2} \log^3 n)$ |
| $\mathbb{R}^d$ | Slab      | Theorem 5.2     | $O(\varepsilon^{-1} n \log^d n)$          | $O(\log n + \log(1/\varepsilon))$             |
|           | 2-Box      | Theorem 5.4     | $O(\varepsilon^{-1} n \log^d n)$          | $O(\log n + \log(1/\varepsilon))$             |
| $\mathbb{R}^3$ | Dominance | Theorem 5.6     | $O(\varepsilon^{-1} n \log^2 n)$          | $O(\varepsilon^{-2} \log^3 n + \varepsilon^{-4} \log^4 n)$ |

Table 1: The performances of our $(1 + \varepsilon)$-approximate CRCP data structures.

Our main result is two $(1 + \varepsilon)$-approximate CRCP data structures for rectangle queries in $\mathbb{R}^2$; see the gray rows of Table 1. In the process of designing these data structures, we also obtain efficient data structures for strip and quadrant queries. Using similar techniques, we also achieve results in higher dimensions. Specifically, we design data structures for slab and 2-box queries in $\mathbb{R}^d$ (which are generalizations of strip and quadrant queries in $\mathbb{R}^2$ respectively) and dominance queries in $\mathbb{R}^3$. All of our data structures use near-linear space and poly-logarithmic query time (when $\varepsilon$ is regarded as a constant). Preprocessing time is not considered in this paper, and we leave this as an open question for future work\(^1\). Our new results are interesting for the following reasons.

- Previously, only the uncolored RCP problem was studied. We make the first progress on the CRCP problem. Furthermore, we do not make any assumption on the coloring of the dataset.
- The previous work considered the RCP problem only under the Euclidean metric. Our results can be applied to a quite general class of metrics including all $L_p$-metrics.
- Almost all existing results on the RCP problem were restricted to $\mathbb{R}^2$. Our techniques give some results beyond that (while our main focus is still on $\mathbb{R}^2$), leading us towards better understanding of the CRCP problem in higher dimensions.

Our techniques. Unfortunately, the techniques used in the (uncolored) RCP problem are inapplicable to the CRCP problem even under the Euclidean metric (we briefly argue this in Section 6). Thus, we develop new techniques to solve the problem. Our first technical contribution is the notion of RCP coresets. Roughly speaking, an RCP coreset of a set of point pairs is a subset that

\(^1\)Preprocessing RCP-related data structures is usually a hard task. For instance, how to build efficiently the state-of-the-art orthogonal RCP data structures in [25] is still unknown.
approximately preserves the closest-pair information in every query range. This notion gives us a natural way to design an approximate CRCP data structure, namely, storing an RCP coreset of the set of all bichromatic pairs and searching for the answer in the coreset. This idea works only when there exists a small-size RCP coreset. We prove that if the query space (i.e., the collection of the query ranges) satisfies some nice property and the metric is induced by a monotone norm, then a small-size RCP coreset always exists. Using this result, we obtain efficient approximate CRCP data structures for both strip and quadrant queries. Our second technique is an anchored version of the CRCP problem, in which an anchor point \( o \) is specified with the query range and we want to report the closest \( o \)-anchored bichromatic pair contained in the query range (see Section 3 for formal definitions). We give an efficient (approximate) anchored CRCP data structure for rectangle queries, which works for any metric induced by a monotone norm. Based on the above results, we design our rectangle CRCP data structures. The main idea is to use range trees to reduce a rectangle CRCP query to several strip and quadrant CRCP queries and anchored CRCP queries. Using our strip/quadrant CRCP data structures and anchored CRCP data structure mentioned above, we eventually obtain the two approximate CRCP data structures for rectangle queries. Our results in higher dimensions are achieved using similar techniques and ideas. See Figure 1 for a dependency graph of our results.

**Organization.** Section 1.2 presents the basic notions and preliminaries used throughout the paper. We suggest the reader to read this section carefully before moving on. Section 2 and 3 discuss RCP coresets and anchored CRCP problem respectively, which are two technical cores of this paper. Our results for the CRCP problem in \( \mathbb{R}^2 \) are given in Section 4. In Section 5, we consider the CRCP problem in higher dimensions. Finally, in Section 6, we give some evidences showing that designing (efficient) exact CRCP data structures might be difficult even for strip and quadrant queries. To make the paper more readable, most proofs are deferred to Appendix A. For convenience of the reader, we give proof sketches for some important lemmas in the main text. The lemmas/theorems marked as “*” do not have proofs in Appendix A, as they are already clear from the arguments in the context.

### 1.2 Notions and Preliminaries

We introduce the notions and preliminaries that are used throughout the paper.

- **Basic notations.** For a positive integer \( n \), the notation \([n]\) denotes the set \( \{1, \ldots, n\} \). For a point \( a \in \mathbb{R}^2 \), we use \( x(a) \) and \( y(a) \) to denote its \( x \)-coordinate and \( y \)-coordinate respectively. For a
set $A$ of points in $\mathbb{R}^d$, we denote by $\text{BB}(A)$ the minimum (axis-parallel) bounding box of $A$.

- **Norms and metrics.** We say a norm $\|\cdot\|$ on $\mathbb{R}^d$ is monotone provided that $\|(x_1, \ldots, x_d)\| \geq \|(x'_1, \ldots, x'_d)\|$ if $|x_i| \geq |x'_i|$ for all $i \in [d]$. Note that all $L_p$-norms for $p > 0$ and the $L_\infty$-norm are monotone, and a conical combination of monotone norms is also monotone. A metric $\delta$ on $\mathbb{R}^d$ is induced by a norm $\|\cdot\|$ on $\mathbb{R}^d$ if $\delta(a, b) = \|a - b\|$ for all $a, b \in \mathbb{R}^d$. A metric induced by a monotone norm has the following relation to the Euclidean metric $L_2(\cdot, \cdot)$.

**Lemma 1.1** If $\delta$ is a metric on $\mathbb{R}^d$ induced by a monotone norm $\|\cdot\|$ and $\{e_1, \ldots, e_d\}$ is the standard basis of $\mathbb{R}^d$, then $(1/\sqrt{d}) \cdot L_2(a, b) \cdot \min_{i \in [d]} \|e_i\| \leq \delta(a, b) \leq d \cdot L_2(a, b) \cdot \max_{i \in [d]} \|e_i\|$ for all $a, b \in \mathbb{R}^d$.

- **Point pairs.** A point pair $\phi$ in $\mathbb{R}^2$ is NE-SW (resp., NW-SE) if the two points of $\phi$ are the northeast and southwest (northwest and southeast) vertices of $\text{BB}(\phi)$ respectively. Let $\Pi$ be a set of point pairs in $\mathbb{R}^d$. We define the ground set of $\Pi$ as $\text{Grd}(\Pi) = \bigcup_{\phi \in \Pi} \phi$. Note that $\text{Grd}(\Pi)$ is not a multi-set, thus it can happen $|\text{Grd}(\Pi)| < 2|\Pi|$. For a range $X$ in $\mathbb{R}^d$, we denote by $\Pi \cap X$ the subset of $\Pi$ consisting of all pairs contained in $X$, i.e., $\Pi \cap X = \{\phi \in \Pi : \phi \subseteq X\}$.

- **Colored datasets.** Let $S$ be a set of colored points in $\mathbb{R}^d$. For a point $a \in S$, we use $\text{cl}(a)$ to denote the color of $a$. A pair $\phi = \{a, b\}$ of points in $S$ is called bichromatic if $\text{cl}(a) \neq \text{cl}(b)$. We use the notation $\text{Bich}(S)$ to denote the set of all the bichromatic pairs of points in $S$.

- **Closest pair and approximate closest pair (ACP).** Let $\delta$ be a metric on $\mathbb{R}^d$. For a point pair $\phi = \{a, b\}$ in $\mathbb{R}^d$, we define $|\phi|_\delta = \delta(a, b)$. Let $\Pi$ be a set of point pairs in $\mathbb{R}^d$. We denote by $\text{CP}_\delta(\Pi)$ the closest pair in $\Pi$ under the metric $\delta$, i.e., $\text{CP}_\delta(\Pi) = \arg \min_{\phi \in \Pi} |\phi|_\delta$. A pair $\phi \in \Pi$ is a $(1 + \varepsilon)$-approximate closest pair (ACP) in $\Pi$ under the metric $\delta$ if $|\phi|_\delta \leq (1 + \varepsilon) \cdot |\text{CP}_\delta(\Pi)|_\delta$.

- **Approximate CRCP data structures.** Let $\mathcal{X}$ be a collection of ranges in $\mathbb{R}^d$ and $\delta$ be a metric on $\mathbb{R}^d$. For a parameter $\varepsilon > 0$, a $(1 + \varepsilon)$-approximate ($\mathcal{X}, \delta$)-CRCP data structure built on a colored dataset $S$ in $\mathbb{R}^d$ can return, for any specified $X \in \mathcal{X}$, a $(1 + \varepsilon)$-ACP in $\text{Bich}(S) \cap X$.

## 2 RCP coresets

Coresets are commonly used in Computational Geometry for designing approximation geometric algorithms [6, 12, 17, 18]. A coreset is (roughly) a small subset that approximately captures some geometric measure of the entire set. In this section, we define coresets in the context of RCP-related problems, which will play an important role in our approximate CRCP data structures.

To get some intuition, let us consider the CRCP problem. In the CRCP problem, the objects of interest are bichromatic pairs in the given colored dataset. However, the number of these pairs can be quadratic. So we ask the following question in the spirit of coresets: does there exist a small subset of these pairs that approximately captures the closest-pair information in every query range? This results in the notion of **RCP coresets** formally defined below. Let $\Pi$ be a set of point pairs in $\mathbb{R}^d$, $\mathcal{X}$ be a collection of ranges in $\mathbb{R}^d$, and $\delta$ be a metric on $\mathbb{R}^d$.

**Definition 2.1** A subset $\Pi' \subseteq \Pi$ is called an $\varepsilon$-RCP coreset (or $\varepsilon$-coreset for short) of $\Pi$ for $\mathcal{X}$-queries under the metric $\delta$ provided that for all $X \in \mathcal{X}$ with $\Pi \cap X \neq \emptyset$, we have $\Pi' \cap X \neq \emptyset$ and $|\text{CP}_\delta(\Pi' \cap X)|_\delta \leq (1 + \varepsilon) \cdot |\text{CP}_\delta(\Pi \cap X)|_\delta$. In the context where $\mathcal{X}$ and $\delta$ are both clear, we simply say $\Pi'$ is an $\varepsilon$-coreset of $\Pi$.

The notion of RCP coreset gives us a natural way to design a $(1 + \varepsilon)$-approximate CRCP data structure. Specifically, we can store an $\varepsilon$-coreset $\Pi'$ of $\Pi = \text{Bich}(S)$ and, when a query range $X$...
2.1 Small-size coresets for well-behaved query spaces

In this section, we show that any finite set of point pairs has a small-size ε-core as long as the query space \( X \) is “well-behaved” and the metric \( \delta \) is induced by a monotone norm.

**Definition 2.2** Two point pairs \( \phi \) and \( \psi \) in \( \mathbb{R}^d \) are **adjacent** if they share a common point, i.e., \( |\phi \cap \psi| = 1 \), and are **strongly adjacent** if in addition the common point is a vertex of \( \text{BB}(\phi \cup \psi) \).

**Definition 2.3** Let \( \Pi \) be a set of point pairs in \( \mathbb{R}^d \), and \( X \) be a collection of ranges in \( \mathbb{R}^d \). We say \( X \) is well-behaved on \( \Pi \) if it satisfies the following two conditions:

- For each pair \( \phi \in \Pi \), there exists a “smallest” element \( X_\phi \in X \) containing \( \phi \) in the sense that \( X_\phi \subseteq X \) for all \( X \in X \) containing \( \phi \).
- For any two strongly adjacent pairs \( \phi, \psi \in \Pi \), either \( X_\phi \subseteq X_\psi \) or \( X_\psi \subseteq X_\phi \).

For example, the collection of vertical strips is well-behaved on any set of point pairs in \( \mathbb{R}^2 \) and the collection of northeast quadrants is well-behaved on any set of NW-SE pairs in \( \mathbb{R}^2 \); see Appendix B. We notice the following property of a well-behaved query space.

**Lemma 2.4** If \( \Pi \neq \emptyset \) is finite and \( X \) is well-behaved on \( \Pi \), then there exists a minimal element \( X^* \in X \) satisfying \( \Pi \cap X^* \neq \emptyset \) (the minimality is in terms of the partial order “\( \subseteq \)”).

Let \( \Pi \) be a set of point pairs in \( \mathbb{R}^d \), \( \delta \) be a metric on \( \mathbb{R}^d \) induced by a monotone norm, and \( X \) be a collection of ranges in \( \mathbb{R}^d \) well-behaved on \( \Pi \). The rest of this section is dedicated to prove the existence of a small-size \( \varepsilon \)-core \( \Pi' \) of \( \Pi \) for \( \mathcal{X} \)-queries under the metric \( \delta \). Our proof is constructive. We generate \( \Pi' \) via the following simple procedure. Initially, set \( \Pi' = \emptyset \).

1. Select a minimal element \( X^* \in X \) satisfying \( \Pi \cap X^* \neq \emptyset \) (Lemma 2.4).
2. \( \phi^* \leftarrow \text{CP}_\delta(\Pi \cap X^*) \). If \( \Pi' \cap X^* = \emptyset \) or \((1 + \varepsilon) \cdot |\phi^*|_\delta < |\text{CP}_\delta(\Pi' \cap X^*)|_\delta \), then \( \Pi' \leftarrow \Pi' \cup \{\phi^*\} \).
3. \( \Pi \leftarrow \Pi \setminus \{\phi^*\} \). If \( \Pi \neq \emptyset \), go back to Step 1; otherwise, return the set \( \Pi' \).

It is not difficult to verify the correctness of the above procedure.

**Lemma 2.5** The set \( \Pi' \) returned by the above procedure is an \( \varepsilon \)-core of \( \Pi \).

The difficult part is to bound the size of \( \Pi' \) returned in the above procedure. Let \( n = |\text{Grd}(\Pi)| \). Our conclusion is that \( |\Pi'| = O(\varepsilon^{-1} n \log^d n) \). For simplicity of exposition, here we only prove this bound for \( d = 2 \). The generalization of the proof to higher dimensions is somehow straightforward, and is deferred to the complete proof of Theorem 2.8. We begin with introducing some notations. For \( m \in [n] \), we denote by \( \mathcal{G}_m \) the collection of all subsets of \( \text{Grd}(\Pi) \) of size \( m \). For \( G \subseteq \text{Grd}(\Pi) \), we write \( \Pi'_{G} = \Pi' \cap G \), which is by definition the subset of \( \Pi' \) consisting of all pairs with two points in \( G \). Define a function \( f : [n] \to \mathbb{N} \) as \( f(m) = \max_{G \in \mathcal{G}_m} |\Pi'_{G}| \). Note that \( f(n) = |\Pi'| \).

Our goal is to show that \( f(m) = O(\varepsilon^{-1} m \log^2 m) \). To this end, we first try to write \( f \) in a recursive form. Fix \( m \in [n] \) and \( G \in \mathcal{G}_m \). Let \( G_1 \subseteq G \) (resp., \( G_2 \subseteq G \)) consist of the left (resp., right) \( m/2 \) points in \( G \), and \( v \) be a vertical line separating \( G_1 \) and \( G_2 \) (i.e., with \( G_1 \) on the left side and \( G_2 \) on the right side). Now we have \( \Pi'_{G} = \Pi'_{G_1} \cup \Pi'_{G_2} \cup \Pi'_{G_1 v} \), where \( \Pi'_{G_1 v} \subseteq \Pi'_{G} \) consists of the pairs that “cross” \( v \) (i.e., whose two points lie on different sides of \( v \)). Note that \( |\Pi'_{G_1}| \leq f(m/2) \),
for \(i \in \{1, 2\}\), which implies \(|\Pi'_G| \leq 2f(m/2) + \Pi'_{G,v}\). Since this holds for all \(G \in \mathcal{G}_m\), we have the recurrence \(f(m) \leq 2f(m/2) + f'(m)\) where \(f'(m) = \sup_{G \in \mathcal{G}_m, v \in V} |\Pi'_{G,v}|\) (here \(V\) denotes the set of all vertical lines in \(\mathbb{R}^2\)). It suffices to bound the function \(f'\). Using the same argument as above (but separating a set \(G\) horizontally), we can obtain a similar recurrence \(f'(m) \leq 2f'(m/2) + f''(m)\) where \(f''(m) = \sup_{G \in \mathcal{G}_m, v \in V, h \in H} |\Pi'_{G,v,h}|\) (here \(H\) denotes the set of all horizontal lines in \(\mathbb{R}^2\) and \(\Pi'_{G,v,h} \subseteq \Pi'_G\) consists of the pairs that cross both \(v\) and \(h\)).

The remaining task is to bound \(f''(m)\), which is the trickiest part of the proof. We shall show that \(f''(m) \leq \lambda m\) where \(\lambda = \lceil \log_{1+\varepsilon} 2 \rceil\) for all \(m \in [n]\). Fix \(m \in [n]\). By the definition of \(f''(m)\), it suffices to show that \(|\Pi'_{G,v,h}| \leq \lambda m\) for all \(G \in \mathcal{G}_m, v \in V, h \in H\). Let \(G \in \mathcal{G}_m\) be an arbitrary element, and \(v \in V\) (resp., \(h \in H\)) be an arbitrary vertical (resp., horizontal) line. We prove \(|\Pi'_{G,v,h}| \leq \lambda m\) by a charging argument. For each pair \(\phi \in \Pi'_{G,v,h}\), we charge it to one of its two points using the following rule. Suppose \(\phi = \{a,b\}\). Define \(\alpha\) (resp., \(\beta\)) as the number of the pairs \(\psi \in \Pi'_{G,v,h}\) satisfying that (i) \(a \in \psi\) (resp., \(b \in \psi\)) and (ii) \(|\psi|_\delta < |\phi|_\delta\). If \(\alpha < \beta\) (resp., \(\beta < \alpha\)), we charge \(\phi\) to \(a\) (resp., \(b\)). In the case \(\alpha = \beta\), we arbitrarily charge \(\phi\) to \(a\) or \(b\). Our claim is that each point in \(G\) is charged at most \(\lambda\) times. To see this, we first give some observations.

Lemma 2.6 Two pairs in \(\Pi'_{G,v,h}\) are strongly adjacent if they are adjacent.

Lemma 2.7 If \(\phi, \psi \in \Pi'\) are strongly adjacent, either \(|\phi|_\delta > (1 + \varepsilon) \cdot |\psi|_\delta\) or \(|\psi|_\delta > (1 + \varepsilon) \cdot |\phi|_\delta\).

Proof sketch. Assume \(|\phi|_\delta < |\psi|_\delta\). Since \(X\) is well-behaved on \(\Pi\), either \(X_\phi \subseteq X_\psi\) or \(X_\psi \subseteq X_\phi\) by definition. We observe that \(X_\phi \not\subseteq X_\psi\), basically because if \(X_\phi \subseteq X_\psi\), then \(\phi\) is added to \(\Pi'\) before \(\psi\) in the procedure and \(\psi\) cannot be added to \(\Pi'\). Thus, \(X_\phi \not\subseteq X_\psi\). Based on this fact, we prove the lemma roughly as follows. We first argue that \(\psi\) is added to \(\Pi'\) before \(\phi\). If \(|\psi|_\delta \leq (1 + \varepsilon) \cdot |\phi|_\delta\), then when \(\phi\) is considered in the procedure, the existence of \(\psi\) in \(\Pi'\) prevents \(\phi\) from being added to \(\Pi'\). As such, \(|\psi|_\delta > (1 + \varepsilon) \cdot |\phi|_\delta\).

Assume a point \(a \in G\) is charged more than \(\lambda\) times. Let \(\phi_0, \phi_1, \ldots, \phi_\lambda \in \Pi'_{G,v,h}\) be (any) \(\lambda+1\) pairs charged to \(a\), where \(|\phi_0|_\delta < |\phi_1|_\delta < \cdots < |\phi_\lambda|_\delta\). Suppose \(\phi_\lambda = \{a,b\}\), and we denote by \(\alpha\) (resp., \(\beta\)) the number of the pairs \(\psi \in \Pi'_{G,v,h}\) satisfying that (i) \(a \in \psi\) (resp., \(b \in \psi\)) and (ii) \(|\psi|_\delta < |\phi|_\delta\). Note that \(\alpha \geq \lambda\) because \(\phi_0, \ldots, \phi_{\lambda-1}\) all satisfy the two conditions above. Since \(\phi_\lambda\) is charged to \(a\), we have \(\alpha \leq \beta\) and thus \(\beta \geq \lambda\). As such, we can find \(\lambda\) pairs \(\psi_0, \ldots, \psi_{\lambda-1} \in \Pi'_{G,v,h}\) such that \(b \in \psi_i\) and \(|\psi_i|_\delta < |\phi_i|_\delta\) for all \(i \in [\lambda-1]\). Suppose \(|\psi_0|_\delta < \cdots < |\psi_{\lambda-1}|_\delta\). Since \(\phi_0, \phi_1, \ldots, \phi_\lambda\) are pairwise adjacent (they share the common point \(a\)), they are also pairwise strongly adjacent by Lemma 2.6. Then by Lemma 2.7, we have \(|\phi_i|_\delta > (1 + \varepsilon)^i |\phi_0|_\delta\) for all \(i \in [\lambda]\). In particular, \(|\phi_\lambda|_\delta > (1 + \varepsilon)^\lambda |\phi_0|_\delta \geq 2|\phi_0|_\delta\). Using the same argument, we can also deduce that \(|\phi_\lambda|_\delta > 2|\psi_\delta|\).

Combining the two inequalities gives us \(2|\phi|_\delta > 2|\phi_0|_\delta + 2|\psi|_\delta\). Therefore, \(|\phi_\lambda|_\delta > |\phi_0|_\delta + |\psi|_\delta\). Let \(o\) be the intersection point of the lines \(v\) and \(h\). Since \(\delta\) is induced by a monotone norm, \(|\phi_0|_\delta \geq \delta(a,o);\) indeed, if \(\phi_0 = \{a,c\}\), then \(|x(a)-x(c)| \geq |x(a)-x(o)|\) and \(|y(a)-y(c)| \geq |y(a)-y(o)|\) because \(\phi_0\) crosses both \(v\) and \(h\). Similarly, \(|\psi|_\delta \geq \delta(b,o)\). Now we have

\[
\delta(a,b) = |\phi_\lambda|_\delta > |\phi_0|_\delta + |\psi|_\delta \geq \delta(a,o) + \delta(b,o).
\]

However, this violates the triangle inequality for the metric \(\delta\). As a result, each point in \(G\) is charged at most \(\lambda\) times and thus \(|\Pi'_{G,v,h}| \leq \lambda m\). This immediately shows that \(f''(m) \leq \lambda m\).

With this in hand, the remaining proof is straightforward. Since \(f'(m) \leq 2f'(m/2) + f''(m)\), we have \(f'(m) = O(\lambda m \log m)\) by Master Theorem. Using Master theorem again to solve the recurrence \(f(m) \leq 2f(m/2) + f'(m)\), we deduce \(f(m) = O(\lambda m \log^2 m)\). Therefore, \(|\Pi'| = O(\lambda n \log^2 n)\). Since \(\lambda = \lceil \log_{1+\varepsilon} 2 \rceil = O(\varepsilon^{-1})\), we finally conclude \(|\Pi'| = O(\varepsilon^{-1}n \log^2 n)\).

The above proof can be generalized to higher dimensions, resulting in the following theorem.
Theorem 2.8 Let $\Pi$ be a set of point pairs in $\mathbb{R}^d$, $\delta$ be a metric on $\mathbb{R}^d$ induced by a monotone norm, and $X$ be a collection of ranges in $\mathbb{R}^d$ well-behaved on $\Pi$. There exists an $\varepsilon$-coreset $\Pi'$ of $\Pi$ for $X$-queries under the metric $\delta$ such that $|\Pi'| = O(\varepsilon^{-1} n \log^d n)$ where $n = |\text{Grd}(\Pi)|$.

3 Anchored CRCP data structures

In this section, we define an anchored variant of the CRCP problem and design efficient data structures for it, which is another technical ingredient of our solutions for the CRCP problem.

A pair $\phi$ of points in $\mathbb{R}^d$ is called $o$-anchored for a point $o \in \mathbb{R}^d$ if $o \in \text{BB}(\phi)$. In the anchored CRCP problem, a query $(X, o)$ consists of a query range $X$ and an anchor point $o \in \mathbb{R}^d$, and we want to report the closest $o$-anchored bichromatic pair contained in $X$. In other words, the only difference of the anchored CRCP problem (compared to the standard CRCP problem) is that an anchor point $o$ is specified in the query and we are only interested in the $o$-anchored pairs. One can also consider the approximate version of the anchored CRCP problem, which aims to find an $o$-anchored bichromatic pair contained in $X$ that is a $(1 + \varepsilon)$-approximation of the true answer.

In what follows, we consider the (approximate) anchored CRCP problem for rectangle query in $\mathbb{R}^2$ under a metric induced by a monotone norm. We shall see how the anchor point specified in the query makes the problem “easier” than the standard CRCP problem. Let $S$ be a colored dataset in $\mathbb{R}^2$, $R$ be the collection of (axis-parallel) rectangles in $\mathbb{R}^2$, and $\delta$ be a metric on $\mathbb{R}^2$ induced by a monotone norm $\|\cdot\|$. We assume $\|(0,0)\| = \|(0,1)\| = 1$, without loss of generality. For a parameter $\varepsilon > 0$, our goal is to design a $(1 + \varepsilon)$-approximate anchored $(R, \delta)$-CRCP data structure. To this end, consider a query $(R, o)$ where $R \in R$ is a rectangle and $o \in \mathbb{R}^2$. To answer the query, we need to report a $(1 + \varepsilon)$-ACP in $\text{Bich}_o(S) \cap R$ under the metric $\delta$, where $\text{Bich}_o(S) \subseteq \text{Bich}(S)$ is the subset consisting of the pairs that are $o$-anchored. Note that if $o \notin R$, then $\text{Bich}_o(S) \cap R = \emptyset$ and nothing should be reported. Suppose $o \in R$. We write $\text{Bich}_o(S) = \Pi_1 \cup \Pi_2$ where $\Pi_1$ (resp., $\Pi_2$) consists of all NE-SW (resp., NW-SE) pairs in $\text{Bich}_o(S)$. Our data structure shall compute a $(1 + \varepsilon)$-ACP $\phi_1$ (resp., $\phi_2$) in $\Pi_1 \cap R$ (resp., $\Pi_2 \cap R$), and then return $\phi^* = \text{CP}_\delta(\{\phi_1, \phi_2\})$ as the answer, which is clearly a $(1 + \varepsilon)$-ACP in $\text{Bich}_o(S) \cap R$. It suffices to consider how to compute $\phi_1$.

Let $v$ and $h$ denote the vertical and horizontal line through $o$, respectively. Then $v$ and $h$ decompose $R$ into four small rectangles; we denote by $R^{\text{ne}}$ (resp., $R^{\text{sw}}$) the small rectangle to the northeast (resp., southwest) of $o$. By definition, $\Pi_1 \cap R$ is just the set of the bichromatic pairs with one point in $R^{\text{ne}}$ and one point in $R^{\text{sw}}$. In order to find a $(1 + \varepsilon)$-ACP $\phi_1$ in $\Pi_1 \cap R$ under the metric $\delta$, we make the following key observation. Set $\varepsilon = \varepsilon/8$.

Lemma 3.1 Let $a^*, a \in R^{\text{ne}}$ such that $\angle a^* a o \leq \theta$ and $L_1(a^*, o) \leq L_1(a, o)$. Let $b^*, b \in R^{\text{sw}}$ such that $\angle b^* b o \leq \theta$ and $L_1(b^*, o) \leq L_1(b, o)$. Then $\delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a, b)$.

Proof sketch. We can find a point $a'$ (resp., $b'$) on the segment connecting $o$ and $a$ (resp., $b$) such that $L_1(a^*, o) = L_1(a', o)$ (resp., $L_1(b^*, o) = L_1(b', o)$). By the monotonicity of $\|\cdot\|$, we have $\delta(a', b') \leq \delta(a, b)$. So it suffices to show $\delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a', b')$. We have $\angle a^* a o' \leq \theta$ and $\angle o a^* a' \in [\pi/4, 3\pi/4]$. Thus, by sine law, $L_2(a^*, a')/L_2(a', o) \leq \sqrt{2}\theta$. Applying Lemma 1.1 and the monotonicity of $\|\cdot\|$, we can deduce $\delta(a^*, a') \leq (\varepsilon/2) \cdot \delta(a', o) \leq (\varepsilon/2) \cdot \delta(a, b')$. Similarly, $\delta(b^*, b') \leq (\varepsilon/2) \cdot \delta(a', b')$. Then by the triangle inequality, $\delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a', b')$. □

The above lemma holds even if we replace $L_1(\cdot, \cdot)$ with $L_2(\cdot, \cdot)$ (via a similar proof); we choose the $L_1$-metric for technical reasons, which will be clear later. Now we use the above lemma to compute

\footnote{Indeed, if this is not the case, we can define a one-to-one map $\pi: (x, y) \mapsto (x \cdot \|(0,0)\|, y \cdot \|(0,1)\|)$ on $\mathbb{R}^2$. Then the (anchored) CRCP problem on $S$ under the metric $\delta$ is equivalent to that on $\pi(S)$ under the metric $\delta'$ defined as $\delta'(a, b) = \delta(\pi^{-1}(a), \pi^{-1}(b))$. Note that $\delta'$ is also introduced by a monotone norm $\|\cdot\|$ with $\|((0,0))\| = \|(0,1)\| = 1$.}
Let two lightest points contained in \( o \) of points \( \epsilon \) here is that we can always find Lemma 3.2 \( \phi \) are the translates of \( S \) whose color is different from \( C \) 4-gon, then we will use \( U \) \( O \) \{ \( L \) the two nearest-neighbor of \( a \) for each \( i \) \} \( \in \) \( S \). Similarly, \( a \) \( \neq \) \( cl(a_i) \); we call them the two \( L_1 \)-NN of \( o \) with different colors in \( S \cap U_i \). We shall show later how to build data structures to compute these points efficiently. Similarly, for each \( i \) \( \in \) \( [k] \), we report two points \( a_i, a'_i \in S \cap U_i \), where \( a_i \) is the \( L_1 \)-nearest-neighbor of \( o \) among the points in \( S \cap U_i \) and \( a'_i \) is the \( L_1 \)-nearest-neighbor of \( o \) among the points in \( S \cap U_i \) whose colors are different from \( cl(a_i) \); we call the \( L_1 \)-NN of \( o \) with different colors in \( S \cap U_i \). We shall show later how to build data structures to compute these points efficiently. Similarly, for each \( i \) \( \in \) \( [k] \), we report two points \( b_i, b'_i \in S \cap V_i \) which are the two \( L_1 \)-NN of \( o \) with different colors in \( S \cap V_i \). Let \( T = \{ a_i, a'_i, b_i, b'_i : i \in [k] \} \). We then compute \( \phi_1 = \text{CP}_\delta(Bich_o(T)) \) by brute-force in \( O(k^2) \) time (note that \( |T| = 4k \)). By applying Lemma 3.1, we can prove that \( \phi_1 \) is a \((1 + \varepsilon)\)-ACP in \( \Pi_1 \cap R \).

**Lemma 3.2** We have \( \phi_1 \in \Pi_1 \cap R \) and \( |\phi_1|_\delta \leq (1 + \varepsilon) \cdot |\text{CP}_\delta(\Pi_1 \cap R)|_\delta \).

**Proof sketch.** Suppose \( \{a, b\} = \text{CP}_\delta(\Pi_1 \cap R) \) where \( a \in U_i \) and \( b \in V_j \). The key observation here is that we can always find \( a^* \in \{a_i, a'_i\} \) and \( b^* \in \{b_i, b'_i\} \) such that (i) \( cl(a^*) \neq cl(b^*) \) and (ii) \( L_1(a^*, o) \leq L_1(a, o) \) and \( L_1(b^*, o) \leq L_1(b, o) \). Set \( \phi^* = \{a^*, b^*\} \). By Lemma 3.1, \( |\phi^*|_\delta \leq (1 + \varepsilon) \cdot \delta(a, b) \). Since \( \phi_1 = \text{CP}_\delta(Bich_o(T)) \) and \( \phi^* \in Bich_o(T) \), \( |\phi_1|_\delta \leq |\phi^*|_\delta \leq (1 + \varepsilon) \cdot \delta(a, b) \). □

Next, we discuss how to compute \( a_i, a'_i \) and \( b_i, b'_i \) for \( i \in [k] \) efficiently. It suffices to consider the points \( a_i, a'_i \). Here we use a special property of the \( L_1 \)-metric. We observe that, for a point \( a \in R^m \), the smaller \( x(a) + y(a) \) is, the smaller \( L_1(a, o) \) is. Note that the value \( x(a) + y(a) \) is independent of \( o \). As such, if we assign each point \( a \in S \) a weight equal to \( x(a) + y(a) \), then \( a_i, a'_i \) are just the two lightest points contained in \( U_i \) with different colors. In this sense, computing \( a_i, a'_i \) is somehow similar to a range-minimum query with the query range \( U_i \), and we solve the problem as follows. For each \( i \in [k] \), we shall build three data structures \( C_i, C_i^0, C_i^1 \). In the query \( (R, o) \), if \( U_i \) is a 4-gon, then we will use \( C_i \) to compute \( a_i, a'_i \). If \( U_i \) is a triangle whose edge coinciding with the boundary of \( R \) is vertical (resp., horizontal), we will use \( C_i^0 \) (resp., \( C_i^1 \)) to compute \( a_i, a'_i \). To design these data structures, we introduce the following lemma.

**Lemma 3.3** Let \( c \geq 2 \) be a constant, \( H_1, \ldots, H_c \) be halfplanes. Given a weighted colored dataset \( A \) in \( \mathbb{R}^2 \) of size \( m \), one can build an \( O(m \log^{c-1} m) \)-space data structure on \( A \) that can report in \( O(\log^{c-1} m) \) time, for any specified \( c \) halfplanes \( H_1^1, \ldots, H_c^1 \) where \( H_1^1 \) is a translate of \( H_1 \), two points \( a, a' \) where \( a \) is the lightest point in \( A \cap (\bigcap_{i=1}^c H_i^1) \) and \( a' \) is the lightest point in \( A \cap (\bigcap_{i=1}^c H_i^1) \) whose color is different from \( cl(a) \).

**Proof sketch.** The range-search problem in the lemma is decomposable, and the halfplanes in a query are the translates of \( c \) fixed halfplanes. This allows us to use range-tree-based techniques. Assume \( H_c \) has the equation \( x = 0 \). We build a (1D) range tree on \( A \) for \( x \)-coordinates, and recursively build at each node a data structure for \( H_1, \ldots, H_{c-1} \). When there are only two halfplanes remaining, we apply fractional cascading to shave off a log-factor in the query time. □

As mentioned before, we assign each point \( a \in S \) a weight \( x(a) + y(a) \), then \( a_i \) is just the lightest point in \( S \cap U_i \) and \( a'_i \) is the lightest point in \( S \cap U_i \) whose color is different from \( cl(a) \). This allows us to apply the above lemma. Note that if \( U_i \) is a 4-gon, then it is always the intersection of four halfplanes.
which are translates of $H_1 : x \leq 0$, $H_2 : y \leq 0$, $H_3 : x \cdot \cos((i-1)\pi/2k) - y \cdot \sin((i-1)\pi/2k) \geq 0$, and $H_4 : x \cdot \cos(i\pi/2k) - y \cdot \sin(i\pi/2k) \leq 0$, respectively. Thus, Lemma 3.3 gives us the data structure $C_i$ with $O(n \log^3 n)$ space and $O(\log^3 n)$ query time. Similarly, we can build $C_i^y$ and $C_i^b$ with $O(n \log^2 n)$ space and $O(\log^2 n)$ query time by Lemma 3.3. The space cost of all these data structures is $O(kn \log^3 n)$. The total time for computing the points $a_1, a_1', \ldots, a_k, a_k'$ is $O(\log^3 n + k \log^2 n)$, because exactly one of $U_1, \ldots, U_k$ is a 4-gon and the others are triangles. The points $b_1, b_1', \ldots, b_k, b_k'$ can be computed by building similar data structures. Including the $O(k^2)$ time for finding $CP_{\delta}(Bich_o(T))$, the time for computing $\phi_1$ is $O(\log^3 n + k \log^2 n + k^2)$, which is also the query time of our anchored CRCP data structure. Since $k = O(\varepsilon^{-1})$, we conclude the following.

**Theorem* 3.4** Let $R$ be the collection of rectangles in $\mathbb{R}^2$, and $\delta$ be a metric on $\mathbb{R}^2$ induced by a monotone norm. For a parameter $\varepsilon > 0$, there exists a $(1 + \varepsilon)$-approximate anchored $(R, \delta)$-CRCP data structure using $O(\varepsilon^{-1}n \log^3 n)$ space and $O(\log^3 n + \varepsilon^{-1} \log^2 n + \varepsilon^{-2})$ query time.

The result above can be generalized to $\mathbb{R}^d$ for $d \geq 3$. However, for simplicity of the paper, we only discuss its generalization in $\mathbb{R}^3$, which is already sufficient for our purpose.

**Theorem 3.5** Let $B$ be the collection of boxes in $\mathbb{R}^3$, and $\delta$ be a metric on $\mathbb{R}^3$ induced by a monotone norm. For a parameter $\varepsilon > 0$, there exists a $(1 + \varepsilon)$-approximate anchored $(B, \delta)$-CRCP data structure using $O(\varepsilon^{-2}n \log^6 n)$ space and $O(\varepsilon^{-2} \log^6 n + \varepsilon^{-4})$ query time.

4 **CRCP data structures in $\mathbb{R}^2$**

Based on the techniques developed in the previous sections, we study the CRCP problem in $\mathbb{R}^2$. We first consider strip and quadrant queries. Then, using our strip and quadrant data structures as sub-routines, we obtain our main result, two $(1 + \varepsilon)$-approximate CRCP data structures for rectangle queries. Fix a metric $\delta$ on $\mathbb{R}^2$, and assume $\delta$ is induced by a monotone norm. The discussion in this section is always under the metric $\delta$. Let $\varepsilon > 0$ be a pre-specified parameter, and $S$ be the given colored dataset in $\mathbb{R}^2$ of size $n$.

4.1 **Strip and quadrant queries**

Let $P$ (resp., $Q$) be the collection of strips (resp., quadrants) in $\mathbb{R}^2$. To handle these queries, we use the RCP-corest technique in Section 2 and the following result given in [25].

**Lemma 4.1** [25] Let $X = P$ or $X = Q$. Given a weighted set $\Pi'$ of $m$ point pairs in $\mathbb{R}^2$, one can build an $O(m)$-space data structure which can return in $O(\log m)$ time, for a specified query range $X \in \mathcal{X}$, the lightest pair in $\Pi' \cap X$.

We first consider the strip queries. Clearly, it suffices to handle the queries in the sub-collection $P^v \subseteq P$ consisting of vertical strips. Since $P^v$ is well-behaved on any set of point pairs in $\mathbb{R}^2$ (see Appendix B) and thus on $Bich(S)$, there exists an $\varepsilon$-coreset $\Pi'$ of $Bich(S)$ for $P^v$-queries of size $O(\varepsilon^{-1}n \log^2 n)$ by Theorem 2.8. We then build a data structure of Lemma 4.1 on $\Pi'$ for $X = P$, by assigning each $\phi \in \Pi'$ a weight $|\phi|_\delta$. This gives us the approximate CRCP data structure, because for any $P \in P^v$, the lightest pair in $\Pi' \cap P$ is $CP_{\delta}(\Pi' \cap P)$, which is a $(1 + \varepsilon)$-ACP in $Bich(S) \cap P$.

**Theorem* 4.2** Let $P$ be the collection of strips in $\mathbb{R}^2$, and $\delta$ be a metric on $\mathbb{R}^2$ induced by a monotone norm. For a parameter $\varepsilon > 0$, there exists a $(1 + \varepsilon)$-approximate $(P, \delta)$-CRCP data structure using $O(\varepsilon^{-1}n \log^2 n)$ space and $O(\log n + \log(1/\varepsilon))$ query time.
Next, we consider the quadrant queries. It suffices to handle the queries in the sub-collection \( Q_{ne} \subseteq Q \) consisting of northeast quadrants, i.e., quadrants of the form \([x^-, +\infty) \times [y^-, +\infty)\).

Unfortunately, \( Q_{ne} \) may be not well-behaved on Bich\((S)\). To resolve this issue, we write Bich\((S) = \Pi_1 \cup \Pi_2\) where \( \Pi_1 \) (resp., \( \Pi_2 \)) consists of the NW-SE (resp., NE-SW) pairs in Bich\((S)\). Since \( Q_{ne} \) is well-behaved on any set of NW-SE pairs in \( \mathbb{R}^2 \) (see Appendix B) and thus on \( \Pi_1 \), there exists an \( \varepsilon\)-coreset \( \Pi_2' \) of \( \Pi_1 \) for \( Q_{ne}\)-queries of size \( O(\varepsilon^{-1}n \log^2 n) \) by Theorem 2.8. Define \( \Pi' = \Pi_1' \cup \Pi_2' \) where \( \Pi_2' = \{ \text{CP}_4(\Pi_2 \cap Q) : Q \in Q_{ne}\} \). Then \( \Pi' \) is an \( \varepsilon\)-coreset of Bich\((S)\), because \( \Pi_1' \) (resp., \( \Pi_2' \)) is an \( \varepsilon\)-coreset of \( \Pi_1 \) (resp., \( \Pi_2 \)). We then build a data structure of Lemma 4.1 on \( \Pi' \) for \( X = Q \) by assigning each \( \phi \in \Pi' \) a weight \( |\phi|_\delta \), which gives us the approximate CRCP data structure. The performance of the data structure depends on \( |\Pi'| \), which is analyzed in the following lemma.

**Lemma 4.3** We have \( |\Pi_2'| \leq n \) and thus \( |\Pi'| = O(\varepsilon^{-1}n \log^2 n) \).

**Proof sketch.** Let \( \phi = (a,b) \in \Pi_2' \) where \( a \) is the southwest point of \( \phi \). The observation is that \( b \) must be the \( \delta\)-nearest-neighbor of \( a \) among all the points to the northeast of \( a \) whose colors are different from \( \text{cl}(a) \). Thus, if we charge each pair in \( \Pi_2' \) to its southwest point, every point in \( S \) is charged at most once, which implies \( |\Pi_2'| \leq n \). \( \square \)

**Theorem** 4.4 Let \( Q \) be the collection of quadrants in \( \mathbb{R}^2 \), and \( \delta \) be a metric on \( \mathbb{R}^2 \) induced by a monotone norm. For a parameter \( \varepsilon > 0 \), there exists a \( (1 + \varepsilon)\)-approximate \((Q, \delta)\)-CRCP data structure using \( O(\varepsilon^{-1}n \log^2 n) \) space and \( O(\log n + \log(1/\varepsilon)) \) query time.

### 4.2 Rectangle query

Let \( \mathcal{R} \) be the collection of (axis-parallel) rectangles in \( \mathbb{R}^2 \). In this section, we give our main result, i.e., two \((1 + \varepsilon)\)-approximate \((\mathcal{R}, \delta)\)-CRCP data structures, based on our strip/quadrant CRCP data structures (Section 4.1) and anchored CRCP data structure (Section 3).

Our first data structure consists of three parts. The first part is a standard 2D range tree \( T \) built on \( S \) \([10]\). The main tree (or primary tree) \( T_* \) of \( T \) is a (1D) range tree built on the \( x\)-coordinates of the points in \( S \). The leaves of \( T_* \) one-to-one correspond to the points in \( S \). Each node \( u \in T_* \) corresponds to a **canonical subset** \( S(u) \subseteq S \) consisting of all points stored at the leaves of the subtree rooted at \( u \). At each node \( u \in T_* \), there is an associated secondary tree \( T_u \), which is a (1D) range tree built on the \( y\)-coordinates of the points in \( S(u) \). With an abuse of notation, for a node \( v \in T_u \), we also use \( S(v) \) to denote the canonical subset of \( v \), which is a subset of \( S(u) \). For each internal primary node \( u \in T_* \), we fix a vertical line \( l_u \) such that the points in the left (resp., right) subtree of \( u \) are to the left (resp., right) of \( l_u \). Similarly, for each internal secondary node \( v \), we fix a horizontal line \( l_v \) such that the points in the left (resp., right) subtree of \( v \) are below (resp., above) \( l_u \). Let \( v \in T_u \) be an internal secondary node. We associate to \( v \) the two lines \( l_u \) and \( l_v \), which separate \( S(v) \) into four subsets \( S_{ne}(v), S_{nw}(v), S_{sw}(v), S_{se}(v) \); see the right figure. We build \((1 + \varepsilon)\)-approximate \((Q, \delta)\)-CRCP data structures (Theorem 4.4) on \( S_{ne}(v), S_{nw}(v), S_{sw}(v), S_{se}(v) \) respectively, and denote them by \( A_{ne}(v), A_{nw}(v), A_{sw}(v), A_{se}(v) \). We store these four data structures at \( v \). It is easy to see that the space cost of \( T \) is \( O(\varepsilon^{-1}n \log^4 n) \), since the space of each \( T_u \) is \( O(\varepsilon^{-1}|S(u)| \log^3 |S(u)|) \).

The second part of our data structure are two 1D range trees \( T' \) and \( T'' \) built on \( S \), where \( T' \) (resp., \( T'' \)) is built on the \( x\)-coordinates (resp., \( y\)-coordinates). Again, for a node \( u \) of \( T' \) or \( T'' \), we use the notation \( S(u) \) to denote the canonical subset of \( u \). At each node \( u' \in T' \) (resp., \( u'' \in T'' \)),
we store a \((1 + \varepsilon)\)-approximate \((\mathcal{P}, \delta)\)-CRCP data structure (Theorem 4.2) built on \(S(u')\) (resp., \(S(u'')\)), denoted by \(B(u')\) (resp., \(B(u'')\)). The space cost of \(T'\) and \(T''\) is clearly \(O(\varepsilon^{-1}n \log^3 n)\).

The third part of our data structure is a \((1 + \varepsilon)\)-approximate anchored \((\mathcal{R}, \delta)\)-CRCP data structure \(C\) built on \(S\) (Theorem 3.4), which uses \(O(\varepsilon^{-1}n \log^3 n)\) space.

The overall space cost of the entire data structure is \(O(\varepsilon^{-1}n \log^3 n)\).

Next, we show how to answer a query \(R = [x^-, x^+] \times [y^-, y^+] \in \mathcal{R}\) using the above data structure. We first consider the 2D range tree \(T\). We find in the primary tree \(T_u\) the splitting node \(u \in T_u\) corresponding to the range \([x^-, x^+],\) which is by definition the LCA of all the leaves whose corresponding points have \(x\)-coordinates in \([x^-, x^+].\) Then we find in the secondary tree \(T_v\) the splitting node \(v \in T_v\) corresponding to the range \([y^-, y^+].\) By the property of splitting node, we have \(S \cap R = S(v) \cap R,\) and the lines \(l_u\) and \(l_v\) both intersect \(R.\) Thus, \(l_u\) and \(l_v\) decompose \(R\) into four small rectangles \(R_{nw}, R_{ne}, R_{sw}, R_{se};\) see the right figure. Define \(Q_{nw}\) as the quadrant obtained by removing the two sides of \(R_{sw}\) that coincide with \(l_u\) and \(l_v,\) i.e., \(Q_{nw} = [x^-, \infty) \times [y^-, \infty),\) etc. Then \(S(v) \cap R = S_{nw}(v) \cap Q_{nw} \). Similarly, we define \(Q_{nw}, Q_{sw}, Q_{se}.\) Next, we consider the two 1D range trees \(T'\) and \(T''.\) In \(T',\) we find the canonical nodes corresponding to the range \([x^-, x^+],\) say \(u_1', \ldots, u_{t'}' \in T'\) where \(t' = O(\log n)\). Assume \(u_1', \ldots, u_{t'}'\) are sorted from left to right in \(T',\) and thus the points in \(S(u'_i)\) have smaller \(x\)-coordinates than those in \(S(u'_j)\) for \(i < j.\) We find \(t' - 1\) real numbers \(x_1, \ldots, x_{t'-1}\) which “separate” \(S(u'_1), \ldots, S(u'_{t'}),\) i.e., \(x_i\) is greater than (resp., smaller than) the \(x\)-coordinates of the points in \(S(u'_i)\) (resp., \(S(u'_{i+1})\)). Similarly, we find the canonical nodes in \(T''\) corresponding to range \([y^-, y^+],\) say \(u'_1, \ldots, u''_{t''} \in T''\) where \(t'' = O(\log n)\), and \(t'' - 1\) real numbers \(y_1, \ldots, y_{t''-1}\) which separate \(S(u''_1), \ldots, S(u''_{t''}).\) Set \(O_1 = \{o'_1, \ldots, o'_{t'-1}, o''_1, \ldots, o''_{t''-1}\},\) where \(o'_i\) is the point on \(l_u\) with \(x\)-coordinate \(x_i\) and \(o''_i\) is the point on \(l_u\) with \(x\)-coordinate \(y_i.\) We do the following queries.

- We query \(A_{nw}(v), A_{nw}(v), A_{sw}(v), A_{sw}(v)\) with the quadrants \(Q_{nw}, Q_{nw}, Q_{sw}, Q_{sw},\) respectively.
- We query \(B(u'_i)\) with the strip \(\mathbb{R} \times [y^-, y^+]\) for all \(i \in [t'].\)
- We query \(B(u''_i)\) with the strip \([x^-, x^+] \times \mathbb{R}\) for all \(i \in [t''].\)
- We query \(C\) with \((R, o)\) for all \(o \in O_1\) (in total \(t' + t'' - 1\) queries).

Denote by \(\Phi_1\) the set of all pairs returned by the above queries. We then return \(CP_\delta(\Phi_1)\) as our final answer for the query \(R.\) It is easy to see that the entire query time is \(O(\log^2 n + \varepsilon^{-1} \log^2 n + \varepsilon^{-2} \log n).\) Indeed, the most time-consuming part is the query on \(C;\) we have \(t' + t'' - 1 = O(\log n)\) such queries. It suffices to verify the correctness of the answer.

**Lemma 4.5** The pair \(CP_\delta(\Phi_1)\) is a \((1 + \varepsilon)\)-ACP in \(Bich(S) \cap R\) under the metric \(\delta.\)

**Proof.** It suffices to show some \(\phi \in \Phi_1\) is a \((1 + \varepsilon)\)-ACP in \(Bich(S) \cap R.\) Let \(\phi^* = CP_\delta(Bich(S) \cap R)\). If the two points of \(\phi^*\) are in one of \(S_{nw}(v), S_{nw}(v), S_{sw}(v), S_{sw}(v),\) the answer returned by the corresponding \(A^*(v)\) is a \((1 + \varepsilon)\)-ACP. If \(\phi^* \subseteq S(u'_i)\) for some \(i \in [t']\), the answer returned by \(B(u'_i)\) is a \((1 + \varepsilon)\)-ACP. If \(\phi^* \subseteq S(u''_i)\) for some \(i \in [t''],\) the answer returned by \(B(u''_i)\) is a \((1 + \varepsilon)\)-ACP. If all of the above are not true, it is easy to see that \(\phi^*\) is \(o\)-anchored for some \(o \in O_1.\) Thus, the query \((R, o)\) on \(C\) returns a \((1 + \varepsilon)\)-ACP. \(\square\)

**Theorem** 4.6 Let \(\mathcal{R}\) be the collection of rectangles in \(\mathbb{R}^2,\) and \(\delta\) be a metric on \(\mathbb{R}^2\) induced by a monotone norm. For a parameter \(\varepsilon > 0,\) there exists a \((1 + \varepsilon)\)-approximate \((\mathcal{R}, \delta)\)-CRCP data structure using \(O(\varepsilon^{-1}n \log^4 n)\) space and \(O(\log^4 n + \varepsilon^{-1} \log^3 n + \varepsilon^{-2} \log n)\) query time.

Our second data structure is a variant of the first one, and is obtained by simply removing the 2D range tree \(T\) from the first data structure (i.e., it consists of the two 1D range trees \(T', T''\)
and the anchored data structure $C$). Thus, its space cost is $O(\varepsilon^{-1}n\log^{3}n)$. To answer a query $R = [x^{-}, x^{+}] \times [y^{-}, y^{+}] \in \mathcal{R}$, we do the same thing on $T'$ and $T''$ as before, namely, find the canonical nodes $u_1^i, \ldots, u_r^i \in T'$, $u_1^j, \ldots, u_r^j \in T''$ and the numbers $x_1, \ldots, x_r, y_1, \ldots, y_r$.

Set $O_2 = \{o_{i,j} : i \in [t'-1] \text{ and } j \in [t''-1]\}$ where $o_{i,j} = (i, y_j)$. We do the following queries.

- We query $B(u_i^j)$ with the strip $R \times [y^-, y^+]$ for all $i \in [t']$.
- We query $B(u_j^i)$ with the strip $[x^-, x^+] \times R$ for all $i \in [t'']$.
- We query $C$ with $(R, o)$ for all $o \in O_2$ (in total $O(t' t'')$ queries).

Denote by $\Phi_2$ the set of all pairs returned by the above queries. We then return $\text{CP}_\delta(\Phi_2)$ as our final answer. The entire query time is $O(\log^5 n + \varepsilon^{-1}\log^4 n + \varepsilon^{-2}\log^2 n)$, since we do $O(t' t'') = O(\log^2 n)$ queries on $C$ at this time. It suffices to verify the correctness of the answer.

**Lemma 4.7** The pair $\text{CP}_\delta(\Phi_2)$ is a $(1 + \varepsilon)$-ACP in $\text{Bich}(S) \cap R$ under the metric $\delta$.

**Theorem** 4.8 Let $\mathcal{R}$ be the collection of rectangles in $\mathbb{R}^2$, and $\delta$ be a metric on $\mathbb{R}^2$ induced by a monotone norm. For a parameter $\varepsilon > 0$, there exists a $(1 + \varepsilon)$-approximate $(\mathcal{R}, \delta)$-CRCP data structure using $O(\varepsilon^{-1}n\log^{3}n)$ space and $O(\log^5 n + \varepsilon^{-1}\log^4 n + \varepsilon^{-2}\log^2 n)$ query time.

**Remark.** The solution in [25] for the rectangle RCP problem also uses range trees to reduce a rectangle query into several strip/quadrant queries. Unfortunately, that reduction does not work for the CRCP problem. Indeed, it relies on some geometric observations similar to those in the standard divide-and-conquer algorithm for the classical closest-pair problem, e.g., for a set $A$ of points with closest-pair distance $\sigma$, any rectangle of size $O(\sigma) \times O(\sigma)$ can only contain $O(1)$ points in $A$. These observations are inapplicable to the colored version. As such, we use different reductions in this section, which take advantage of our anchored CRCP data structure.

## 5 CRCP problem in higher dimensions

By applying our techniques in the previous sections, we also achieve some results for the CRCP problem in higher dimensions, which is presented in this section. Specifically, we consider the CRCP problem with slab and 2-box queries in $\mathbb{R}^d$ (for a constant $d$), and with dominance query in $\mathbb{R}^2$. Fix a metric on $\mathbb{R}^d$, and assume $\delta$ is induced by a monotone norm. The discussion in this section is always under the metric $\delta$. Let $\varepsilon > 0$ be a pre-specified parameter, and $S$ be the given colored dataset in $\mathbb{R}^d$ of size $n$.

### 5.1 Slab and 2-box queries in $\mathbb{R}^d$

A slab in $\mathbb{R}^d$ is an orthogonal range bounded on two sides in exactly one dimension (and unbounded in other dimensions); a slab in $\mathbb{R}^2$ is just a strip. A 2-box in $\mathbb{R}^d$ is an orthogonal range bounded on one side in exactly two dimensions; a 2-box in $\mathbb{R}^2$ is just a quadrant. Let $\mathcal{L}$ (resp., $\mathcal{B}_2$) be the collection of slabs (resp., 2-boxes) in $\mathbb{R}^d$. Since the slab and 2-box queries are generalizations of the strip and quadrant queries, our approach here is the same as in Section 4.1. We first give a generalization of Lemma 4.1.

**Lemma 5.1** Let $X = \mathcal{L}$ or $X = \mathcal{B}_2$. Given a weighted set $\Pi'$ of $m$ point pairs in $\mathbb{R}^d$, one can build an $O(m)$-space data structure which can return in $O(\log m)$ time, for a specified query range $X \in X$, the lightest pair in $\Pi' \cap X$.

We first consider the slab queries. Clearly, it suffices to handle the queries in the sub-collection $\mathcal{L}' \subseteq \mathcal{L}$ consisting of slabs of the form $[x^{-}, x^{+}] \times \mathbb{R}^{d-1}$ (i.e., bounded in the first dimension). Since
\( \mathcal{L}' \) is well-behaved on any set of point pairs in \( \mathbb{R}^d \) (see Appendix B) and thus on \( \text{Bich}(S) \), there exists an \( \varepsilon \)-corest of \( \text{Bich}(S) \) for \( \mathcal{L}' \)-queries of size \( O(\varepsilon^{-1} n \log^d n) \) by Theorem 2.8. We then build a data structure of Lemma 5.1 on \( \Pi' \) for \( \mathcal{X} = \mathcal{L} \), which gives us the approximate CRCP data structure.

**Theorem* 5.2** Let \( \mathcal{L} \) be the collection of slabs in \( \mathbb{R}^d \), and \( \delta \) be a metric on \( \mathbb{R}^d \) induced by a monotone norm. For a parameter \( \varepsilon > 0 \), there exists a \((1 + \varepsilon)\)-approximate \((\mathcal{L}, \delta)\)-CRCP data structure using \( O(\varepsilon^{-1} n \log^d n) \) space and \( O(\log n + \log(1/\varepsilon)) \) query time.

Next, we consider the 2-box queries. It suffices to handle the queries in the sub-collection \( \mathcal{B}'_2 \subseteq \mathcal{B} \) consisting of 2-boxes of the form \([x^-, \infty) \times [y^-, \infty) \times \mathbb{R}^{d-2} \). Define a map \( \pi : \mathbb{R}^d \to \mathbb{R}^2 \) as \((x_1, \ldots, x_d) \mapsto (x_1, x_2) \). We write \( \text{Bich}(S) = \Pi_1 \cup \Pi_2 \) where \( \Pi_1 = \{ \phi \in \text{Bich}(S) \mid \pi(\phi) \) is a NW-SE pair\} and \( \Pi_2 = \{ \phi \in \text{Bich}(S) \mid \pi(\phi) \) is a NE-SW pair\}. Now \( \mathcal{B}'_2 \) is well-behaved on \( \Pi_1 \) (see Appendix B). Thus, by Theorem 2.8, there exists an \( \varepsilon \)-corest \( \Pi'_1 \) of \( \Pi_1 \) for \( \mathcal{B}'_2 \)-queries of size \( O(\varepsilon^{-1} n \log^d n) \). Define \( \Pi''_1 = \Pi'_1 \cup \Pi'_2 \) where \( \Pi'_2 = \{ \text{CP}_0(\Pi'_2 \cap \mathcal{B}) \mid \mathcal{B} \in \mathcal{B}'_2 \} \). Then \( \Pi''_1 \) is an \( \varepsilon \)-corest of \( \text{Bich}(S) \), because \( \Pi'_1 \) (resp., \( \Pi'_2 \)) is an \( \varepsilon \)-corest of \( \Pi_1 \) (resp., \( \Pi_2 \)). We then build a data structure of Lemma 5.1 on \( \Pi''_1 \) for \( \mathcal{X} = \mathcal{B}_2 \), which gives us the approximate CRCP data structure.

The performance of the data structure depends on \( |\Pi''_1| \), which is analyzed in the following lemma.

**Lemma 5.3** We have \( |\Pi''_2| \leq n \) and thus \( |\Pi''_1| = O(\varepsilon^{-1} n \log^d n) \).

**Theorem 5.4** Let \( \mathcal{B}_2 \) be the collection of 2-boxes in \( \mathbb{R}^d \), and \( \delta \) be a metric on \( \mathbb{R}^d \) induced by a monotone norm. For a parameter \( \varepsilon > 0 \), there exists a \((1 + \varepsilon)\)-approximate \((\mathcal{B}_2, \delta)\)-CRCP data structure using \( O(\varepsilon^{-1} n \log^d n) \) space and \( O(\log n + \log(1/\varepsilon)) \) query time.

### 5.2 Dominance query in \( \mathbb{R}^3 \)

Suppose \( d = 3 \) in this section. A dominance region in \( \mathbb{R}^3 \) is a range of the form \([x^-, \infty) \times [y^-, \infty) \times [z^-, \infty) \). Let \( \mathcal{D} \) be the collection of dominance regions in \( \mathbb{R}^3 \).

Our idea for solving the \((\mathcal{D}, \delta)\)-CRCP problem is similar to our second data structure for rectangle queries (Section 4.2). We build three (1D) range trees \( T_x, T_y, T_z \) on \( S \), where \( T_x \) is built on the \( x \)-coordinates, \( T_y \) is built on the \( y \)-coordinates, and \( T_z \) is built on the \( z \)-coordinates. At each node \( u \in T_x \), we store a \((1 + \varepsilon)\)-approximate \((\mathcal{B}_2, \delta)\)-CRCP data structure (Theorem 5.4) built on the canonical subset \( S(u) \) of \( u \), which uses \( O(\varepsilon^{-1} |S(u)| \log^3 |S(u)|) \) space. We do the same thing for each node in \( T_y \) and \( T_z \). The overall space cost of \( T_x, T_y, T_z \) is then \( O(\varepsilon^{-1} n \log n) \). Besides the three range trees, we also build a \((1 + \varepsilon)\)-approximate anchored \((\mathcal{B}, \delta)\)-CRCP data structure \( C \) (Theorem 3.5) on \( S \), which uses \( O(\varepsilon^{-2} n \log^6 n) \) space.

We now show how to answer a query \( D = [x^-, \infty) \times [y^-, \infty) \times [z^-, \infty) \in \mathcal{D} \) using the above data structure. In \( T_x \), we find the \( t = O(\log n) \) canonical nodes \( u_1, \ldots, u_t \) corresponding to the range \([x^-, \infty) \). Assume \( u_1, \ldots, u_t \) are sorted from left to right in \( T_x \), and thus the points in \( S(u_i) \) have smaller \( x \)-coordinates than those in \( S(u_j) \) for \( i < j \). We find \( t - 1 \) real numbers \( x_1, \ldots, x_{t-1} \) which “separate” \( S(u_1), \ldots, S(u_t) \), i.e., \( x_i \) is greater than the \( x \)-coordinates of the points in \( S(u_i) \) and smaller than the \( x \)-coordinates of the points in \( S(u_{i+1}) \). Similarly, we find the \( t' = O(\log n) \) canonical nodes \( v_1, \ldots, v_{t'} \) in \( T_y \) corresponding to the range \([y^-, \infty) \), and the \( t'' = O(\log n) \) canonical nodes \( w_1, \ldots, w_{t''} \) in \( T_z \) corresponding to the range \([z^-, \infty) \). Also, we find real numbers \( y_1, \ldots, y_{t'-1} \) and \( z_1, \ldots, z_{t''-1} \) which separate \( S(v_1), \ldots, S(v_{t'}) \) and \( S(w_1), \ldots, S(w_{t''}) \), respectively. Set \( O = \{ \alpha_{i,j,k} : i \in [t-1], j \in [t'-1], k \in [t''-1] \} \) where \( \alpha_{i,j,k} = (x_i, y_j, z_k) \in \mathbb{R}^3 \). We do the following queries.

- We query the data structure stored at \( u_i \) with the 2-box \( \mathbb{R} \times [y^-, \infty) \times [z^-, \infty) \) for all \( i \in [t] \).
• We query the data structure stored at \( v_i \) with the 2-box \([x^-, \infty) \times \mathbb{R} \times [z^-, \infty)\), for all \( i \in [t'] \).

• We query the data structure stored at \( w_i \) with the 2-box \([x^-, \infty) \times [y^-, \infty) \times \mathbb{R}\), for all \( i \in [t''] \).

• We query the anchored CRCP data structure \( C \) with \((B, o)\) for all \( o \in O \).

Denote by \( \Phi \) the set of all pairs returned by the above queries. We then return \( \text{CP}_\delta(\Phi) \) as our final answer for the query \( B \). It is easy to see that the entire query time is \( O(\varepsilon^{-2} \log^9 n + \varepsilon^{-4} \log^3 n) \).

Indeed, the most time-consuming queries part is the queries on \( C \); we have \( |O| = O(\log^3 n) \) such queries. It suffices to verify the correctness of the answer.

**Lemma 5.5** The pair \( \text{CP}_\delta(\Phi) \) is a \((1 + \varepsilon)\)-ACP in \( \text{Bich}(S) \cap B \) under the metric \( \delta \).

**Theorem* 5.6** Let \( D \) be the collection of dominance regions in \( \mathbb{R}^3 \), and \( \delta \) be a metric on \( \mathbb{R}^3 \) induced by a monotone norm. For a parameter \( \varepsilon > 0 \), there exists a \((1 + \varepsilon)\)-approximate \((D, \delta)\)-CRCP data structure using \( O(\varepsilon^{-2} n \log^6 n) \) space and \( O(\varepsilon^{-2} \log^9 n + \varepsilon^{-4} \log^3 n) \) query time.

6  Exact solutions might be difficult

In this section, we give some evidence showing that designing exact CRCP data structures might be difficult. Also, we will see that the previous techniques for solving the uncolored RCP problem are inapplicable to the colored version even under the Euclidean metric.

Let \( S \) be a given (uncolored) dataset in \( \mathbb{R}^2 \), and \( P \) (resp., \( Q \)) be the collection of strips (resp., quadrants) in \( \mathbb{R}^2 \). A pair of points in \( S \) is a candidate pair if it is the closest pair of points inside some query range. It was known that the number of the candidate pairs is \( O(n \log n) \) for strip queries and \( O(n) \) for quadrant queries \([15, 21]\). All previous solutions for the strip and quadrant RCP problems are based on these near-linear upper bounds for the number of the candidate pairs; they store all candidate pairs and search for the answer among these pairs \([15, 21, 25]\). Furthermore, the solutions for rectangle RCP queries rely on the data structures for strip and quadrant queries.

The concept of candidate pairs can be directly generalized to the CRCP problem (namely, a pair of points in a colored dataset is a candidate pair if it is the closest bichromatic pair of points inside some query range). Unfortunately, in the CRCP problem, the number of the candidate pairs for strip or quadrant queries is quadratic in the worst-case even in a 2-colored dataset.

**Theorem 6.1** There exists a 2-colored dataset \( S_1 \) (resp., \( S_2 \)) in \( \mathbb{R}^2 \) of size \( n \) such that the number of the candidate pairs in \( S_1 \) (resp., \( S_2 \)) for strip (resp., quadrant) queries is \( \Omega(n^2) \).

The strip and quadrant queries are already the most “fundamental” orthogonal queries. For these query types, it seems not much one can do beyond storing the candidate pairs (if we want an exact data structure), due to the non-decomposibility of the RCP problem. As such, the quadratic lower bound given in the above lemma makes it quite difficult (though not impossible) to design efficient exact CRCP data structures, especially under a general metric.
Appendix

A Missing proofs

A.1 Proof of Lemma 1.1

By definition, we have \( \delta(a,b) = \| a - b \| \). Suppose \( a - b = (x_1, \ldots, x_d) \). Without loss of generality, assume \( |x_1| \geq |x_i| \) for all \( i \in [d] \). Then we have \( |x_1| \geq |(1/\sqrt{d}) \cdot L_2(a,b) \). Furthermore, \( \|a - b\| \geq \| (x_1,0, \ldots, 0) \| = |x_1| \cdot \|e_1\| \) by the monotonicity of \( \| \cdot \| \). Therefore, \( \|a - b\| \geq (1/\sqrt{d}) \cdot L_2(a,b) \cdot \|e_1\| \geq (1/\sqrt{d}) \cdot L_2(a,b) \cdot \min_{i \in [d]} \|e_i\| \). On the other hand, \( \|a - b\| \leq \sum_{i=1}^d |x_i| \cdot \|e_i\| \leq |x_1| \sum_{i=1}^d \|e_i\| \) by the triangle inequality. Since \( |x_1| \leq L_2(a,b) \), we have \( |x_1| \sum_{i=1}^d \|e_i\| \leq d \cdot L_2(a,b) \cdot \max_{i \in [d]} \|e_i\| \). Thus, \( \|a - b\| \leq d \cdot L_2(a,b) \cdot \max_{i \in [d]} \|e_i\| \), as desired.

A.2 Proof of Lemma 2.4

Let \( \mathcal{X}_\Pi = \{ X_\phi : \phi \in \Pi \} \). Since \( \mathcal{X}_\Pi \) is finite, there is a minimal element \( X^* \in \mathcal{X}_\Pi \). Note that every \( X \in \mathcal{X}_\Pi \) satisfies \( \Pi \cap X \neq \emptyset \) (due to the fact \( \phi \subseteq X_\phi \)). Thus, \( \Pi \cap X^* \neq \emptyset \). We now verify the minimality of \( X^* \). Let \( X \in \mathcal{X} \) such that \( X \subseteq X^* \). We need to show that \( \Pi \cap X = \emptyset \). Assume \( \phi \subseteq X \) for some \( \phi \in \Pi \). Then \( X_\phi \subseteq X \subseteq X^* \) by the definition of \( X_\phi \), which contradicts the fact that \( X^* \) is a minimal element in \( \mathcal{X}_\Pi \). Therefore, \( \Pi \cap X = \emptyset \), completing the proof.

A.3 Proof of Lemma 2.5

Let \( X \in \mathcal{X} \) be an arbitrary range such that \( \Pi \cap X \neq \emptyset \). We need to verify \( \Pi' \cap X \neq \emptyset \) and the inequality \( |\text{CP}_\delta(\Pi' \cap X)| \delta \leq (1 + \varepsilon) \cdot |\text{CP}_\delta(\Pi \cap X)| \delta \). Set \( \phi = \text{CP}_\delta(\Pi \cap X) \), then \( X_\phi \subseteq X \) by the definition of \( X_\phi \). If \( \phi \in \Pi' \), we are done. So assume \( \phi \notin \Pi' \). To avoid confusion, we use \( \Pi_\sim \) (resp., \( \Pi'_\sim \)) to denote the set \( \Pi \) (resp., \( \Pi' \)) in the procedure, which changes over time. Consider the iteration of the procedure which removes \( \phi \) from \( \Pi_\sim \) in Step 3 (such an iteration exists because \( \Pi_\sim \cap X = \emptyset \) eventually). In Step 1 of this iteration, we choose a minimal element \( X^* \in \mathcal{X} \) satisfying \( \Pi_\sim \cap X^* \neq \emptyset \). Subsequently, in Step 2, we choose \( \phi \) as our \( \phi^* \). This means \( \phi = \text{CP}_\delta(\Pi_\sim \cap X^*) \) at that moment, and in particular \( \phi \subseteq X^* \). It follows that \( X_\phi \subseteq X^* \) by the definition of \( X_\phi \). On the other hand, we have \( X^* \subseteq X_\phi \) because \( X^* \) is a minimal element satisfying \( \Pi_\sim \cap X^* \neq \emptyset \) (note that \( \Pi_\sim \cap X_\phi \neq \emptyset \) if \( \phi \in \Pi_\sim \cap X_\phi \) at that moment). Therefore, \( X^* = X_\phi \). In Step 2, we decided to not add \( \phi \) to \( \Pi'_\sim \), because \( \phi \notin \Pi' \) eventually. This implies \( (1 + \varepsilon) \cdot \| \phi \| \delta \geq |\text{CP}_\delta(\Pi'_\sim \cap X^*)| \delta \) at that moment. Since \( \Pi'_\sim \subseteq \Pi' \) and \( X^* = X_\phi \), we have \( (1 + \varepsilon) \cdot \| \phi \| \delta \geq |\text{CP}_\delta(\Pi' \cap X_\phi)| \delta \). Now let us consider the range \( X \). Using the above argument and the fact \( X_\phi \subseteq X \), we deduce that

\[
(1 + \varepsilon) \cdot \| \phi \| \delta \geq |\text{CP}_\delta(\Pi' \cap X_\phi)| \delta \geq |\text{CP}_\delta(\Pi' \cap X)| \delta,
\]

which immediately completes the proof.

A.4 Proof of Lemma 2.6

Let \( \phi, \psi \in \Pi'_{G,v,h} \) be two adjacent pairs, where \( \phi = \{a,b\} \) and \( \psi = \{a,c\} \). Without loss of generality, assume \( a \) is to the left of \( v \) and above \( h \). Then both \( b \) and \( c \) are to the right of \( v \) and below \( h \). Therefore, \( a \) is the left-top vertex of \( \text{BB}(\phi \cup \psi) = \text{BB}(\{a,b,c\}) \), which implies that \( \phi \) and \( \psi \) are strongly adjacent.
A.5 Proof of Lemma 2.7

Consider the procedure for generating $\Pi'$. For each $\xi \in \Pi'$, we denote by $\Pi(\xi)$ (resp., $\Pi'')$ the set $\Pi$ (resp., $\Pi''$) just before the moment that $\xi$ is added to $\Pi'$ in Step 2 (so $\xi \in \Pi(\xi)$ and $\xi \notin \Pi''(\xi)$).

To prove the lemma, assume $|\phi|_\delta < |\psi|_\delta$, without loss of generality. We first show $X_\phi \not\subset X_\psi$, using contradiction. Assume $X_\phi \subset X_\psi$. Consider the iteration of the procedure in which $\psi$ is added to $\Pi'$. In Step 1 of this iteration, we select a minimal element $X^* \in X$ satisfying $\Pi(\phi) \cap X^* \neq \emptyset$. Subsequently, in Step 2, we choose $\psi$ as our $\phi^*$ (and add it to $\Pi'$). This means $\psi = \text{CP}_\delta(\Pi(\phi) \cap X^*)$, and in particular $\psi \subseteq X^*$. We then have $X_\psi \subseteq X^*$ by the definition of $X_\psi$. Thus, $X_\phi \subseteq X_\psi \subseteq X^*$, which implies $\phi \subseteq X^*$. Note that either $\phi \in \Pi(\phi)$ or $\phi \in \Pi''(\phi)$ (because $\phi$ is eventually added to $\Pi'$). If $\phi \in \Pi(\phi)$, then $\phi \in \Pi(\phi) \cap X^*$, and hence $\psi \neq \text{CP}_\delta(\Pi(\phi) \cap X^*)$ by our assumption $|\phi|_\delta < |\psi|_\delta$, which results in a contradiction. In the case that $\phi \in \Pi''(\phi)$, we have $\phi \in \Pi'(\phi) \cap X^*$, which implies $(1 + \varepsilon) \cdot |\psi|_\delta > |\psi|_\delta > |\text{CP}_\delta(\Pi'(\phi) \cap X^*)|_\delta$. But $\psi$ can be added to $\Pi'$ only if $\Pi'(\phi) \cap X^* = \emptyset$ (which is not true as $\phi \in \Pi'(\phi)$, so $\psi \notin \text{CP}_\delta(\Pi'(\phi) \cap X^*)$). Therefore, $\phi \subseteq X^*$, because $\phi, \psi$ are strongly adjacent and $X$ is well-behaved on $\Pi$. In fact, $X_\phi \subseteq X_\psi$, since $X_\phi \not\subseteq X_\psi$.

Using this observation, we further show that $|\psi|_\delta > (1 + \varepsilon) \cdot |\phi|_\delta$. Consider the iteration in which $\phi$ is added to $\Pi'$. In Step 1 of this iteration, we select a minimal element $X^* \in X$ satisfying $\Pi(\phi) \cap X^* \neq \emptyset$. Then in Step 2, we choose $\phi$ as our $\phi^*$ (and add it to $\Pi'$). Therefore, $\phi = \text{CP}_\delta(\Pi(\phi) \cap X^*)$, and in particular $\phi \subseteq X^*$. We observe that $\psi \notin \Pi(\phi)$. Indeed, we have $X_\psi \subseteq X_\phi \subseteq X^*$ where the second “$\subseteq$” follows from the fact $\phi \subseteq X^*$. But $X^* \subseteq X$ is a minimal element satisfying $\Pi(\phi) \cap X^* \neq \emptyset$, hence $\Pi(\phi) \cap X_\psi = \emptyset$ and $\psi \notin \Pi(\phi)$. This further implies $\psi \in \Pi'(\phi)$ (since $\phi$ is eventually in $\Pi'$). Note that $\phi$ can be added to $\Pi'$ only if $\Pi'(\phi) = \emptyset$ or $(1 + \varepsilon) \cdot |\phi|_\delta < |\text{CP}_\delta(\Pi'(\phi) \cap X^*)|_\delta$, according to the conditions in Step 2. The former is not true as $\psi \in \Pi'(\phi)$, so the latter must be true. Furthermore, we observe that $\psi \subseteq X_\psi \subseteq X_\phi \subseteq X^*$, and hence $\psi \in \Pi'(\phi) \cap X^*$. Thus, $(1 + \varepsilon) \cdot |\phi|_\delta < |\text{CP}_\delta(\Pi'(\phi) \cap X^*)|_\delta \leq |\psi|_\delta$.

A.6 Proof of Theorem 2.8

The proof is a direct generalization of that for $d = 2$. Again we define $f(m) = \sup_{G \in G_m} |\Pi_G'|$, and our goal is to show $f(m) = O(\varepsilon^{-1} m \log^d m)$. Recall that in the case of $d = 2$, we get $f(m) \leq 2f(m/2) + f'(m)$ by separating the points vertically and $f'(m) \leq 2f'(m/2) + f''(m)$ by further separating the points horizontally. Here we do the same thing, but we need to do it $d$ times. We say a pair $\{a, b\}$ of points in $\mathbb{R}^d$ crosses a hyperplane $h$ if $a$ and $b$ are on different sides of $h$. If $h_1, \ldots, h_d$ are hyperplanes in $\mathbb{R}^d$, we use the notation $\Pi'_{G, h_1, \ldots, h_d}$ to denote the subset of $\Pi'_G$ consisting of all the pairs that cross $h_1, \ldots, h_d$ simultaneously. Let $H_i$ be the set of all hyperplanes in $\mathbb{R}^d$ parallel to the hyperplane $x_i = 0$, for $i \in [d]$. Define $f_i(m) = \sup_{G \in G, h_1, \ldots, h_i \in H_i} |\Pi'_{G, h_1, \ldots, h_i}|$ for $i \in [d]$. Then we have the recurrence $f_i(m) \leq 2f_i(m/2) + f_{i+1}(m)$ for $i \in [d-1]$ (similar to the two recurrences we achieved for $d = 2$). It suffices to bound $f_d(m)$. By the same charging argument as we used for bounding $f''(m)$, we can deduce $f_d(m) \leq \lambda m$ where $\lambda = |\log_{1+\varepsilon} 2|$. Solving the recurrences one-by-one, we finally have $f(m) = O(\varepsilon^{-1} m \log^d m)$ for all $m \in [n]$. Therefore, $|\Pi'| = O(\lambda n \log^d n)$.

A.7 Proof of Lemma 3.1

Since $a^*, a \in R^{\text{neq}}$ and $L_1(a^*, o) \leq L_1(a, o)$, there exists a point $a'$ on the segment connecting $o$ and $a$ such that $L_1(a^*, o) = L_1(a', o)$. Symmetrically, there exists a point $b'$ on the segment connecting $o$ and $b$ such that $L_1(b^*, o) = L_1(b', o)$. By the monotonicity of $||-||$, we have $\delta(a', b') \leq \delta(a, b)$. 
By the triangle inequality, we then have \( cl(\cdot) \). We first show \( \delta(a^*, a') \leq \delta(a', b') \). If \( a^* \) is to the northeast of \( o \) and \( x(a^*) + y(a^*) = x(a') + y(a') \), where the latter equation follows from the fact \( L_1(a^*, o) = L_1(a', o) \). Therefore, \( \sin \alpha \leq \theta \). On the other hand, we have \( \pi/4 \leq \sin \alpha \leq 3\pi/4 \) because \( a^* \) is to the northeast of \( o \) and \( a^* \) is a translate of \( a \). Using the same argument, we can deduce \( \delta(b^*, b') \leq (\epsilon/2) \cdot \delta(a^*, b') \). Now we see \( \delta(a^*, a') \leq (\epsilon/2) \cdot \delta(a, b) \). By the triangle inequality, we then have \( \delta(a^*, b^*) \leq \delta(a^*, a') + \delta(a', b') \), which completes the proof since \( \delta(a^*, b^*) \leq \delta(a, b) \).

### A.8 Proof of Lemma 3.2

Clearly, \( \operatorname{Bich}_o(T) \subseteq I_1 \cap R \) since all pairs in \( \operatorname{Bich}_o(T) \) are \( o \)-anchored NE-SW pairs and are contained in \( R \). Thus, \( \phi_1 \in I_1 \cap R \). To see \( |\phi_1| \leq (1 + \varepsilon) \cdot |\operatorname{CP}_\delta(I_1 \cap R)| \), let \( \{a, b\} = \operatorname{CP}_\delta(I_1 \cap R) \). Suppose \( a \in U_1 \) and \( b \in V_j \). We claim that there exist \( a^* \in \{a_i, a'_i\} \) and \( b^* \in \{b_j, b'_j\} \) such that (i) \( \operatorname{cl}(a^*) \neq \operatorname{cl}(b^*) \) and (ii) \( L_1(a^*, o) \leq L_1(a, o) \) and \( L_1(b^*, o) \leq L_1(b, o) \). We consider four cases. The first case is \( a^* = \operatorname{cl}(a_i) \) and \( b^* = \operatorname{cl}(b_j) \). In this case, we let \( a^* = a_i \) and \( b^* = b_j \). Then \( \operatorname{cl}(a^*) \neq \operatorname{cl}(b^*) \). We have \( L_1(a^*, o) \leq L_1(a, o) \) by the definition of \( a_i \). Since \( \operatorname{cl}(b) \neq \operatorname{cl}(b_j) \), we have \( L_1(b_j, o) \leq L_1(b, o) \) by the definition of \( b'_j \), which implies \( L_1(b^*, o) \leq L_1(b, o) \). Thus the claim holds. The third case \( \operatorname{cl}(a) \neq \operatorname{cl}(a_i) \) and \( \operatorname{cl}(b) = \operatorname{cl}(b_j) \) is symmetric to the second one. The last case is \( \operatorname{cl}(a) \neq \operatorname{cl}(a_i) \) and \( \operatorname{cl}(b) \neq \operatorname{cl}(b_j) \). In this case, we have \( L_1(a_i, o) \leq L_1(a', o) \) and \( L_1(b'_j, o) \leq L_1(b, o) \) by the definition of \( a_i' \) and \( b'_j \). Thus the claim holds. Using the claim, we can prove the lemma as follows. Set \( \phi^* = \{a^*, b^*\} \). We have \( \phi^* \in \operatorname{Bich}(T) \) because \( a^*, b^* \in T \) and \( \operatorname{cl}(a^*) \neq \operatorname{cl}(b^*) \). Furthermore, \( \phi^* \) is \( o \)-anchored because \( a^* \in U_i \) and \( b^* \in V_j \). Therefore, \( \phi^* \in \operatorname{Bich}_o(T) \). As \( a^*, a \in U_i \) and \( b^*, b \in V_j \), we have \( \angle A^*oa \leq \theta \) and \( \angle A^*ob \leq \theta \). In addition, \( L_1(a^*, o) \leq L_1(a, o) \) and \( L_1(b^*, o) \leq L_1(b, o) \) by the property (ii) above. Thus we have \( |\phi^*|_\delta = \delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a, b) \) by Lemma 3.1. As a result, \( |\phi_1|_\delta \leq |\operatorname{CP}_\delta(\operatorname{Bich}_o(T))|_\delta \leq \phi^* \leq (1 + \varepsilon) \cdot \delta(a, b) \).

### A.9 Proof of Lemma 3.3

In the range-search problem defined in the lemma, the query ranges are of the form \( \bigcap_{i=1}^c H_i^d \) where \( H_i^d \) is a translate of \( H_i \), and the target of searching is the two lightest points with different colors (or the top-2 points for short) in the query range. We first notice this is a decomposable range-search problem. Indeed, if \( A = A_1 \cup A_2 \), then the top-2 points in \( A \cap (\bigcap_{i=1}^c H_i^d) \) can be directly computed from the top-2 points in \( A_1 \cap (\bigcap_{i=1}^c H_i^d) \) and the top-2 points in \( A_2 \cap (\bigcap_{i=1}^c H_i^d) \). To design the data structure, we use induction on \( c \). The base case is \( c = 2 \) will be handled later. Suppose the desired data structure exists for \( c - 1 \) halfplanes, we consider the case in which there are \( c \)
halfplanes \( H_1, \ldots, H_c \) and we want to build the desired data structure for \( H_1, \ldots, H_c \). Without loss of generality, we may assume \( H_c \) is the halfplane \( x \geq 0 \) (if not, we can rotate the dataset \( A \) as well as the halfplanes). We store \( A \) in a standard 1D range tree \( T \) built on the \( x \)-coordinates. Basically, each leaf of \( T \) stores one point in \( A \); if a leaf \( I \) is to the left of another leaf \( I' \) in \( T \), then the point stored at \( I \) has a smaller \( x \)-coordinate than the point stored at \( I' \). Each node \( u \in T \) corresponds to a canonical subset \( A(u) \subseteq A \) which is by definition the set of the points stored in the subtree of \( u \) (and thus the points in \( A(u) \) have consecutive \( x \)-coordinates in \( A \)). At each node \( u \in T \), we store the top-2 data structure built on \( A(u) \) for the \( c - 1 \) halfplanes \( H_1, \ldots, H_{c-1} \); by our induction hypothesis, we have such a data structure using \( O(|A(u)| \log^{c-2} |A(u)|) \) space and \( O(\log^{c-2} |A(u)|) \) query time. The range tree \( T \) together with the data structures stored at each node is just the desired top-2 data structure, which clearly uses \( O(m \log^{c-1} m) \) space. Consider a query \( H_1^\dagger, \ldots, H_c^\dagger \) where \( H_i^\dagger \) is a translate of \( H_i \). Suppose the equation of \( H_i^\dagger \) is \( x \geq \mu \). We first find the canonical nodes in \( T \) corresponding to the range \( [\mu, \infty) \), say \( u_1, \ldots, u_t \) where \( t = O(\log m) \). This can be done \( O(\log n) \) time. By the property of the canonical nodes, \( A \cap H_i^\dagger = \bigcup_{j=1}^t A(u_j) \). For each \( j \in [t] \), we query the data structure associated to \( u_j \) with the halfplanes \( H_1^\dagger, \ldots, H_{c-1}^\dagger \); the answer returned is the top-2 points in \( A(u_j) \cap (\bigcap_{j=1}^{c-1} H_i^\dagger) \). We collect all the answers (which are \( 2t \) points), and then compute the top-2 points among these \( 2t \) points, which are just the top-2 points in \( A \cap (\bigcap_{j=1}^{c-1} H_i^\dagger) \). The overall query time is \( O(\log^{c-1} n) \) because the query time of each associated data structure is bounded by \( O(\log^{c-2} n) \).

The remaining task is to handle the base case \( c = 2 \). Let \( H_1 : \alpha_1 x + \beta_1 y \geq 0 \) and \( H_2 : \alpha_2 x + \beta_2 y \geq 0 \) be the halfplanes. Consider the map \( \pi : \mathbb{R}^2 \to \mathbb{R}^2 \) defined as \( (x, y) \mapsto (\alpha_1 x + \beta_1 y, \alpha_2 x + \beta_2 y) \). Given two halfplanes \( H_1^\dagger : \alpha_1 x + \beta_1 y \geq \mu_1 \) and \( H_2^\dagger : \alpha_2 x + \beta_2 y \geq \mu_2 \), we have \( a \in H_1^\dagger \cap H_2^\dagger \) iff \( \pi(a) \in [\mu_1, \infty) \times [\mu_2, \infty) \). Using this observation, we reduce the task to building a top-2 data structure for (northeast) quadrant queries. Again, we store \( A \) in a 1D range tree \( T \) built on the \( x \)-coordinates. At each node \( u \in T \), we store a (balanced) binary search tree \( T_u \) built on the canonical subset \( A(u) \) which uses the \( y \)-coordinates of the points as keys. Then each node \( v \in T_u \) corresponds to a point \( a_v \in A(u) \); we define \( A_{\geq y}(u) = \{ a \in A(u) : y(a) \geq y(a_v) \} \). We associate to each node \( v \in T_u \) the top-2 points in \( A_{\geq y}(u) \). The space cost of each binary search tree \( T_u \) is \( O(|A(u)|) \), and thus the space cost of \( T \) is \( O(m \log m) \). Consider a query quadrant \( Q = [x^- \geq, y^- \geq) \times [y^+ \geq, \infty) \). We first find the canonical nodes in \( T \) corresponding to the range \( [x^-, \infty) \), say \( u_1, \ldots, u_t \) where \( t = O(\log m) \). For each \( i \in [t] \), we find the smallest node \( v_i \in T_{u_i} \) whose key is at least \( y^- \), then \( A(u_i) \cap Q = A_{\geq y}(v_i) \). We then collect the top-2 points in \( A_{\geq y}(u_1), \ldots, A_{\geq y}(u_t) \), which are associated to the nodes \( v_1, \ldots, v_t \), and compute the top-2 points among these \( 2t \) points, which are just the top-2 points in \( A \cap Q \). Now the overall query time is \( O(\log^2 m) \), as searching for each \( v_i \) in \( T_{u_i} \) takes \( O(\log m) \) time. To achieve \( O(\log m) \) query time, we apply the fractional cascading technique. Specifically, for each pair \( (u, u') \) of nodes in \( T \) where \( u' \) is a child of \( u \), we store at each node \( v \in T_u \) a pointer connecting to the smallest node \( v' \in T_{u'} \) whose key is greater than or equal to the key of \( v \). Storing these pointers does not increase the asymptotic space cost of the data structure. Taking advantage of these pointers, when we find the canonical nodes \( u_1, \ldots, u_t \), we can also find \( v_1, \ldots, v_t \) at the same time (we omit the details here as it is just the standard fractional cascading technique), and then the overall query time becomes \( O(\log m) \).

A.10 Proof of Theorem 3.5

The idea to design the desired data structure is the same as that in \( \mathbb{R}^2 \). Let \( \| \cdot \| \) be the monotone norm on \( \mathbb{R}^3 \) inducing \( \delta \). Again, we assume \( \| (1, 0, 0) \| = \| (0, 1, 0) \| = \| (0, 0, 1) \| = 1 \), without loss of generality. Consider a query \( (B, o) \) where \( B = [x^-, x^+] \times [y^-, y^+] \times [z^-, z^+] \subseteq B \) and...
Recall that in $\mathbb{R}^2$, we reduce the task to considering only the pairs with one point in $\mathbb{R}^w$ and one point in $\mathbb{R}^{sw}$. What we do here is similar. Let $B^+ = [x(o), x^+] \times [y(o), y^+] \times [z(o), z^+]$ and $B^- = [x^-, x(o)] \times [y^-, y(o)] \times [z^-, z(o)]$. Define $\Pi \subseteq \text{Bich}_o(S)$ as the subset consisting of all pairs with one point in $B^-$ and one point in $B^+$. It suffices to show how to compute a $(1 + \varepsilon)$-ACP in $\Pi \otimes B$. Set $\theta = \varepsilon/18$. Similar to Lemma 3.1, we have the following observation.

**Lemma A.1** Let $a^*, a \in B^+$ such that $\angle a^*oa \leq \theta$ and $L_1(a^*, o) \leq L_1(a, o)$. Let $b^*, b \in B^-$ such that $\angle b^*ob \leq \theta$ and $L_1(b^*, o) \leq L_1(b, o)$. Then $\delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a, b)$.

**Proof.** The proof is similar to that of Lemma 3.1. Since $a^*, a \in \mathbb{R}^w$ and $L_1(a^*, o) \leq L_1(a, o)$, there exists a point $a'$ on the segment connecting $o$ and $a$ such that $L_1(a^*, o) = L_1(a', o)$. Symmetrically, there exists a point $b'$ on the segment connecting $o$ and $b$ such that $L_1(b^*, o) \leq L_1(b', o)$. By the monotonicity of $\|\|$ on $\mathbb{R}^w$, we have $\delta(a', b') \leq \delta(a, b)$. Therefore, it suffices to prove that $\delta(a^*, b^*) \leq (1 + \varepsilon) \cdot \delta(a', b')$. We first show $\delta(a^*, a') \leq (\varepsilon/2) \cdot \delta(a', b')$. In the triangle $\triangle a^*oa'$, we have the relation $L_2(a^*, a')/L_2(a', o) = \sin \angle a^*oa'/\sin \angle aoa'$, where $L_2(\cdot, \cdot)$ denotes the Euclidean metric. Note that $\angle a^*oa' = \angle a^*oa \leq \theta$, and hence $\sin \angle a^*oa' \leq \theta$. On the other hand, one can easily verify that $\sin \angle a^*oa' \geq 1/\sqrt{3}$ because $a^* \in B^+$ and $x(a^*) + y(a^*) + z(a^*) = x(a') + y(a') + z(a')$, where the latter equation follows from the fact $L_1(a^*, o) = L_1(a', o)$. Thus, $L_2(a^*, a')/L_2(a', o) \leq \sqrt{3}$. Applying Lemma 1.1, we have

$$\frac{\delta(a^*, a')}{\delta(a^*, o)} \leq \frac{3L_2(a^*, a') \cdot \max\{|e_1|, |e_2|, |e_3|\}}{(1/\sqrt{3}) \cdot L_2(a', o) \cdot \min\{|e_1|, |e_2|, |e_3|\}} = \frac{3\sqrt{3} \cdot L_2(a^*, a')}{L_2(a', o)} \leq 9\theta = \varepsilon/2.$$ 

Now we see $\delta(a^*, a') \leq (\varepsilon/2) \cdot \delta(a', o)$. By the monotonicity of $\|\|$, we have $\delta(a', b') \geq \delta(a', o)$ and thus $\delta(a^*, a') \leq (\varepsilon/2) \cdot \delta(a', b')$. Using the same argument, we can also deduce $\delta(b^*, b') \leq (\varepsilon/2) \cdot \delta(a', b')$. By the triangle inequality, we then have $\delta(a^*, b^*) \leq \delta(a^*, a') + \delta(a', b') + \delta(b^*, b') \leq (1 + \varepsilon) \cdot \delta(a', b')$, which completes the proof since $\delta(a', b') \leq \delta(a, b)$. \hfill $\Box$

Based on the above lemma, the idea for solving the problem is similar to that in $\mathbb{R}^2$, namely, dividing $B^+$ and $B^-$ into small regions. Set $k = [\pi/4\theta]$. Define $2(k+1)$ planes $\Pi_{0}, \ldots, \Pi_{k}$ and $\Pi'_{0}, \ldots, \Pi'_{k}$ as

$$\Pi_i : (x - x(o)) \cdot \cos(i\pi/2k) - (y - y(o)) \cdot \sin(i\pi/2k) = 0,$$

$$\Pi'_i : ((x - x(o)) + (y - y(o))) \cdot \cos(i\pi/2k) - \sqrt{2}(z - z(o)) \cdot \sin(i\pi/2k) = 0.$$ 

Clearly, these planes divide $B^+$ into $k^2$ regions. For each $i \in [k]$ and each $j \in [k]$, there is exactly one region bounded by $\Pi_{i-1}, \Pi_i$ and $\Pi'_{j-1}, \Pi'_j$, which we denote by $U_{i,j}$. Each $U_{i,j}$ can be a 5-polyhedron, 6-polyhedron, or 7-polyhedron (i.e., a polyhedron of 5, 6, or 7 faces). Due to the choice of $\Pi_0, \ldots, \Pi_k$ and $\Pi'_{0}, \ldots, \Pi'_{k}$, for any $a, b \in U_{i,j}$, we have $\angle ab \leq \theta$. Similarly, the planes also divide $B^-$ into $k^2$ regions, and we denote by $V_{i,j}$ the region bounded by $\Pi_{i-1}, \Pi_i$ and $\Pi'_{j-1}, \Pi'_j$. Again, for any $a, b \in V_{i,j}$, we have $\angle ab \leq \theta$. In order to compute a $(1 + \varepsilon)$-ACP in $\Pi \otimes B$, we use the same approach as that in $\mathbb{R}^2$. For each $i \in [k]$ and each $j \in [k]$, we report two points $a_{i,j}, a'_{i,j} \in S \cup U_{i,j}$, where $a_{i,j}$ is the $L_1$-nearest-neighbor of $o$ among the points in $S \cup U_{i,j}$ and $a'_{i,j}$ is the $L_1$-nearest-neighbor of $o$ among the points in $S \cup U_{i,j}$ whose colors are different from $\text{cl}(a_{i,j})$. Also, for each $i \in [k]$ and each $j \in [k]$, we report two points $b_{i,j}, b'_{i,j} \in S \cup V_{i,j}$, where $b_{i,j}$ is the $L_1$-nearest-neighbor of $o$ among the points in $S \cup V_{i,j}$ and $b'_{i,j}$ is the $L_1$-nearest-neighbor of $o$ among the points in $S \cup V_{i,j}$ whose colors are different from $\text{cl}(b_{i,j})$. Let $T = \{a_{i,j}, a'_{i,j}, b_{i,j}, b'_{i,j} : i,j \in [k]\}$. We then compute $\phi = \text{CP}_3(\text{Bich}_o(T))$ by brute-force in $O(k^4)$ time (note that $|T| = 4k^2$). By applying Lemma A.1, we can prove that $\phi$ is indeed a $(1 + \varepsilon)$-ACP in $\Pi \otimes B$. 
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Lemma A.2 We have $\phi \in \Pi \cap B$ and $|\phi|_\delta \leq (1 + \varepsilon) \cdot |CP_\delta(\Pi \cap B)|_\delta$.

Proof. Same as the proof of Lemma 3.2.

Now we show how to efficiently compute $a_{i,j}, a_{i,j}'$ and $b_{i,j}, b_{i,j}'$ for $i,j \in [k]$. It suffices to consider the points $a_{i,j}, a_{i,j}'$. As mentioned before, each $U_{i,j}$ can be a 5-polyhedron, 6-polyhedron, or 7-polyhedron. For simplicity, here we do not distinguish these cases (unlike what we do in $\mathbb{R}^2$). Instead, for each $i \in [k]$ and $j \in [k]$, we shall build a single data structure $C_{i,j}$ for computing $a_{i,j}, a_{i,j}'$. To this end, we generalize Lemma 3.3 to $\mathbb{R}^3$, which is straightforward.

Lemma A.3 Let $c \geq 2$ be a constant and $H_1, \ldots, H_c$ halfspaces in $\mathbb{R}^3$. Given a weighted colored dataset $A$ in $\mathbb{R}^3$ of size $m$, one can build an $O(m \log^{c-1} m)$-space data structure on $A$ that can report in $O(\log^{c-1} m)$ time, for any specified $c$ halfspaces $H_1^\dagger, \ldots, H_c^\dagger$ where $H_i^\dagger$ is a translate of $H_i$.

Proof. Same as the proof of Lemma 3.3.

Note that for a point $a \in B^+$, the smaller $x(a) + y(a) + z(a)$ is, the smaller $L_1(a, o)$ is. As such, we assign each point $a \in S$ a weight equal to $x(a) + y(a) + z(a)$. Then $a_{i,j}$ is just the lightest point in $S \cap U_{i,j}$ and $a_{i,j}'$ is the lightest point in $S \cap U_{i,j}'$ whose color is different from $\text{cl}(a_{i,j})$. This allows us to apply the above lemma. Fix $i, j \in [k]$. We define 7 halfspaces $H_1 : x \leq 0, H_2 : y \leq 0, H_3 : z \leq 0,

\begin{align*}
H_4 : x \cdot \cos((i - 1)\pi/2k) - y \cdot \sin((i - 1)\pi/2k) &\geq 0, \\
H_5 : x \cdot \cos(i\pi/2k) - y \cdot \sin(i\pi/2k) &\leq 0, \\
H_6 : (x + y) \cdot \cos((i - 1)\pi/2k) - z \cdot \sqrt{2} \sin((i - 1)\pi/2k) &\geq 0, \\
H_7 : (x + y) \cdot \cos(i\pi/2k) - z \cdot \sqrt{2} \sin(i\pi/2k) &\leq 0.
\end{align*}

Then $U_{i,j}$ is always the intersection of 7 halfspaces $H_1^\dagger, \ldots, H_c^\dagger$ where $H_i^\dagger$ is a translate of $H_i$. Thus, by Lemma A.3, we can build the data structure $C_{i,j}$ with $O(n \log^6 n)$ space and $O(\log^6 n)$ query time. The space cost of all these data structures is then $O(k^2 n \log^6 n)$, and the total time for computing all $a_{i,j}, a_{i,j}'$ is $O(k^2 \log^6 n)$. The points $b_{i,j}, b_{i,j}'$ can be computed by building similar data structures. Including the $O(k^4)$ time for finding $CP_\delta(\text{Bich}_b(T))$, the time for computing $\phi$ is $O(k^2 \log^6 n + k^4)$, which is also the query time of our anchored CRCP data structure. Since $k = O(\varepsilon^{-1})$, the theorem is proved.

A.11 Proof of Lemma 4.1

This lemma follows immediately from a discussion in [25], though it was not explicitly claimed in [25]. The method is to reduce the range-search problem to a point-location problem in a linear-complexity planar subdivision. Please see [25] (Section 2 and 3) for details. We remark that in [25] the weight of a pair $\phi$ is always equal to $|\phi|_{L_2}$. However, the method clearly works for arbitrarily-weighted set of point pairs.

A.12 Proof of Lemma 4.3

Let $\phi = \{a, b\} \in \Pi_2$ where $a$ is the southwest point of $\phi$. We claim that $b$ is the $\delta$-nearest-neighbor of $a$ among all the points to the northeast of $a$ whose colors are different from $\text{cl}(a)$. To see this, suppose $Q \in Q^w$ is a northeast quadrant such that $\phi = CP_\delta(\Pi_2 @ Q)$. Then $Q$ contains all the points in $S$ that are to the northeast of $a$. Therefore, $\Pi_2 @ Q$ contains all the bichromatic pairs that
consist of a and another point to the northeast of a. As such, our claim holds. Using this claim, if we charge every pair in \( II'_2 \) to its southwest point, then every point in \( S \) is charged at most once, which implies \( |II'_2| \leq n \).

A.13 Proof of Lemma 4.5

It is clear that \( \Phi_1 \subseteq \text{Bich}(S) \cap R \), because every query we made returns a bichromatic pair of points in \( S \cap R \). Thus, \( CP_\delta(\Phi_1) \subseteq \text{Bich}(S) \cap R \). To see \( |CP_\delta(\Phi_1)|_\delta \leq (1 + \varepsilon) \cdot |CP_\delta(\text{Bich}(S) \cap R)|_\delta \), let \( \phi^* = CP_\delta(\text{Bich}(S) \cap R) \). It suffices to show that \( |\phi|_\delta \leq (1 + \varepsilon) \cdot |\phi^*|_\delta \) for some \( \phi \in \Phi_1 \).

If \( \phi^* \subseteq S^\text{nw}(v) \), then the pair \( \phi \) returned by \( A^\text{nw}(v) \) satisfies the desired property. The cases \( \phi^* \subseteq S^\text{sw}(v) \), \( \phi^* \subseteq S^\text{ne}(v) \), \( \phi^* \subseteq S^\text{se}(v) \) are similar. If \( \phi^* \subseteq S(u'_i) \) for some \( i \in [t'] \), then the pair \( \phi \) returned by \( B(u'_i) \) satisfies the property. If \( \phi^* \subseteq S(u''_i) \) for some \( i \in [t''] \), then the pair \( \phi \) returned by \( B(u''_i) \) satisfies the property. Finally, if all of the above conditions are not true, then \( \phi^* \) must be \( o \)-anchored for some \( o \in O_1 \). Indeed, \( \phi^* \) must cross \( l_u \) or \( l_v \), say \( \phi^* \) crosses \( l_u \). Assume the two points of \( \phi^* \) belong to \( S(u'_i) \) and \( S(u''_i) \) respectively where \( i < j \). Then \( \phi^* \) is \( o \)-anchored for \( o = o'_i \in O_1 \) (recall that \( o'_i \) is the point on \( l_u \) with \( y \)-coordinate \( y_i \)). Now the pair \( \phi \) returned by \( C \) for the query \((R, o)\) satisfies the property. As a result, \( |CP_\delta(\Phi_1)|_\delta \leq (1 + \varepsilon) \cdot |\phi^*|_\delta \).

A.14 Proof of Lemma 4.7

It is clear that \( \Phi_2 \subseteq \text{Bich}(S) \cap R \), because every query we made above returns a bichromatic pair of points in \( S \cap R \). Thus, \( CP_\delta(\Phi_2) \subseteq \text{Bich}(S) \cap R \). To see \( |CP_\delta(\Phi_2)|_\delta \leq (1 + \varepsilon) \cdot |CP_\delta(\text{Bich}(S) \cap R)|_\delta \), let \( \phi^* = CP_\delta(\text{Bich}(S) \cap R) \). It suffices to show that \( |\phi|_\delta \leq (1 + \varepsilon) \cdot |\phi^*|_\delta \) for some \( \phi \in \Phi_2 \).

If \( \phi^* \subseteq S(u'_i) \) for some \( i \in [t'] \), then the pair \( \phi \) returned by \( B(u'_i) \) satisfies the property. If \( \phi^* \subseteq S(u''_i) \) for some \( i \in [t''] \), then the pair \( \phi \) returned by \( B(u''_i) \) satisfies the property. If both of the above conditions are not true, then \( \phi^* \) must be \( o \)-anchored for some \( o \in O_2 \). Indeed, assume the two points of \( \phi^* \) belong to \( S(u'_i) \) and \( S(u''_i) \) respectively where \( i' < j' \). Also, assume the two points of \( \phi^* \) belong to \( S(u''_j) \) and \( S(u''_{j''}) \) respectively where \( i'' < j'' \). Then \( \phi^* \) is \( o \)-anchored for \( o = a_{i',j'} \in O_2 \) (recall that \( a_{i',j'} = (x_{i'}, y_{j''}) \)). In this case, the pair \( \phi \) returned by \( C \) for the query \((R, o)\) satisfies the property. As a result, \( |CP_\delta(\Phi_2)|_\delta \leq (1 + \varepsilon) \cdot |\phi^*|_\delta \).

A.15 Proof of Lemma 5.1

The lemma is immediately implied by Lemma 4.1. Define a map \( \pi : \mathbb{R}^d \rightarrow \mathbb{R}^2 \) defined as \((x_1, \ldots, x_d) \mapsto (x_1, x_2)\). Let \( \pi(II') = \{ \pi(\phi) : \phi \in II' \} \) and we regard \( \pi(II') \) as a weighted set by letting \( \pi(\phi) \) in \( \pi(II') \) have the same weight as \( \phi \) in \( II' \). We first consider the slab queries \( L \). Clearly, it suffices to handle the queries in the sub-collection \( L' \subseteq L \) consisting of slabs of the form \([x^-, x^+] \times \mathbb{R}^{d-1}\) (i.e., bounded in the first dimension). We build a data structure of Lemma 4.1 on \( \pi(II') \) for \( X = P \). This gives us the desired data structure because the lightest pair in \( II' \cap L \) for a query slab \( L = [x^-, x^+] \times \mathbb{R}^{d-1} \) is \( \phi \) iff the lightest pair in \( \pi(II') \cap P \) for \( P = [x^-, x^+] \times \mathbb{R} \) is \( \pi(\phi) \). We consider the 2-box queries \( B_2 \). It suffices to handle the queries in the sub-collection \( B_2' \subseteq B \) consisting of 2-boxes of the form \([x^-, \infty) \times [y^-, \infty) \times \mathbb{R}^{d-2} \). We build a data structure of Lemma 4.1 on \( \pi(II') \) for \( X = Q \). Again, this gives us the desired data structure.

A.16 Proof of Lemma 5.3

The proof is the same as that of Lemma 4.3. Let \( \phi = \{a, b\} \in II'_2 \) where \( \pi(a) \) is the southwest point of \( \pi(\phi) \). We claim that \( b \) is the \( \delta \)-nearest-neighbor of among all the points whose \( \pi \)-images are to the northeast of \( \pi(a) \) and colors are different from \( cl(a) \). To see this, suppose \( B = [x^-, \infty) \times \mathbb{R}^{d-2} \). We use Lemma 4.1 of \( \pi(II') \) on \( \pi(II') \) to get the data structure. We have made a good enough match with \( \pi(\phi) \) in \( \pi(II') \) for \( \pi(\phi) \) in \( \pi(II') \).
\[ y^{-}\times\mathbb{R}^{d-2} \in \mathcal{B}' \] is a 2-box such that \( \phi = \text{CP}_{\delta}(\Pi'_{2} \ominus B) \). Then \( B \) contains all the points in \( S \) whose \( \pi \)-images are to the northeast of \( \pi(a) \). Therefore, \( \Pi'_{2} \ominus B \) contains all the bichromatic pairs consisting of \( a \) and another point whose \( \pi \)-image is to the southwest of \( a \). As such, our claim holds. Using this claim, if we charge every pair in \( \phi \in \Pi'_{2} \) to its point whose \( \pi \)-image is the southwest point of \( \pi(\phi) \), then every point in \( S \) is charged at most once, which implies \( |\Pi'_{2}| \leq n \).

A.17 Proof of Lemma 5.5

It is clear that \( \Phi \subseteq \text{Bich}(S) \ominus B \), because every query we made above returns a bichromatic pair of points in \( S \cap B \). Thus, \( \text{CP}_{\delta}(\Phi) \subseteq \text{Bich}(S) \ominus B \). To see \( |\text{CP}_{\delta}(\Phi)|_{\delta} \leq (1+\varepsilon) \cdot |\text{CP}_{\delta}(\Phi|_{\delta} \ominus B)_{\delta} \), let \( \phi^{\ast} = \text{CP}_{\delta}(\text{Bich}(S) \ominus B) \). It suffices to show \( |\phi|_{\delta} \leq (1+\varepsilon) \cdot |\phi^{\ast}|_{\delta} \) for some \( \phi \in \Phi \). If \( \phi^{\ast} \subseteq S(u_{i}) \) for some \( i \in [t] \), then the pair \( \phi \) returned by the data structure stored at \( u_{i} \) satisfies the desired property. If \( \phi^{\ast} \subseteq \phi \), then the pair \( \phi \) returned by the data structure stored at \( v_{i} \) satisfies the desired property. If \( \phi^{\ast} \subseteq \phi \), then the pair \( \phi \) returned by the data structure stored at \( w_{i} \) satisfies the desired property. Finally, if all of the above are not true, then \( \phi^{\ast} \) must be \( \alpha \)-anchored for some \( \alpha \in O \). In this case, the pair \( \phi \) returned by the anchored data structure \( C \) for the query \( (B, a) \) satisfies the desired property. As a result, \( |\text{CP}_{\delta}(\Phi)|_{\delta} \leq (1+\varepsilon) \cdot |\text{CP}_{\delta}(\text{Bich}(S) \ominus B)_{\delta} \).

A.18 Proof of Theorem 6.1

For convenience, assume \( n \) is even. We first consider strip queries. Construct \( n/2 \) red points \( a_{1}, \ldots, a_{n/2} \) where \( a_{i} = (-i, n^{2} - in) \). Construct \( n/2 \) blue points \( b_{1}, \ldots, b_{n/2} \) where \( b_{i} = (i, in - n^{2}) \). One can easily see that \( L_{2}(a_{i}, b_{j}) \leq L_{2}(a_{i}', b_{j}') \) if \( i' \geq i \) and \( j' \geq j \). We define \( S_{1} = \{a_{1}, \ldots, a_{n/2}, b_{1}, \ldots, b_{n/2} \} \). Then for all \( i, j \in [n/2] \), the bichromatic pair \( \{a_{i}, b_{j}\} \) is a candidate pair for strip queries. Indeed, \( \{a_{i}, b_{j}\} \) is the closest bichromatic pair of points in \( S_{1} \cap P \) for the strip \( P = [-i, j] \times \mathbb{R} \), since \( S_{1} \cap P = \{a_{1}, \ldots, a_{n/2}, b_{1}, \ldots, b_{n/2} \} \). Therefore, the number of the candidate pairs in \( S_{1} \) for strip queries is \( \Omega(n^{2}) \). Next, we consider the quadrant queries. Construct \( n/2 \) red points \( a_{1}, \ldots, a_{n/2} \) where \( a_{i} = (-i, n^{2} - in) \). Construct \( n/2 \) blue points \( b_{1}, \ldots, b_{n/2} \) where \( b_{i} = (n^{2} - in, -i) \). One can easily see that \( L_{2}(a_{i}, b_{j}) \leq L_{2}(a_{i}', b_{j}') \) if \( i' \geq i \) and \( j' \geq j \). We define \( S_{2} = \{a_{1}, \ldots, a_{n/2}, b_{1}, \ldots, b_{n/2} \} \). Then for all \( i, j \in [n/2] \), the bichromatic pair \( \{a_{i}, b_{j}\} \) is a candidate pair for quadrant queries. Indeed, \( \{a_{i}, b_{j}\} \) is the closest bichromatic pair of points in \( S_{2} \cap Q \) for the quadrant \( Q = [-i, \infty) \times [-j, \infty) \), since \( S_{2} \cap Q = \{a_{1}, \ldots, a_{n/2}, b_{1}, \ldots, b_{n/2} \} \). Therefore, the number of the candidate pairs in \( S_{2} \) for quadrant queries is \( \Omega(n^{2}) \).

B Well-behaved query spaces

In this section, we give some examples of well-behaved query spaces, defined in Definition 2.3.

Let \( \mathcal{P}^{v} \) be the collection of vertical strips in \( \mathbb{R}^{2} \). We show that \( \mathcal{P}^{v} \) is well-behaved on any set \( \Pi \) of point pairs in \( \mathbb{R}^{2} \). We first verify the first condition in Definition 2.3. Consider a pair \( \phi = \{a, b\} \in \Pi \). Define \( X_{\phi} = [\min\{x(a), x(b)\}, \max\{x(a), x(b)\}] \times \mathbb{R} \in \mathcal{P}^{v} \). Clearly, \( X_{\phi} \) is the smallest vertical strip containing \( \phi \) (i.e., \( X_{\phi} \subseteq X \) for any \( X \in \mathcal{P}^{v} \) containing \( \phi \)). We then verify the second condition in Definition 2.3. Suppose \( \phi = \{a, b\} \in \Pi \) and \( \psi = \{a, c\} \in \Pi \) are strongly adjacent. Then \( a \) is a vertex of \( \text{BB}(\{a, b, c\}) \), which implies that \( a \) is either the leftmost point or the rightmost point in \( \{a, b, c\} \). Assume \( a \) is the leftmost point in \( \{a, b, c\} \) without loss of generality. Then \( X_{\phi} = [x(a), x(b)] \times \mathbb{R} \) and \( X_{\psi} = [x(a), x(c)] \times \mathbb{R} \). It follows that either \( X_{\phi} \subseteq X_{\psi} \) or \( X_{\psi} \subseteq X_{\phi} \). Therefore, \( \mathcal{P}^{v} \) is well behaved on \( \Pi \).

Let \( \mathcal{Q}^{ne} \) be the collection of northeast quadrants in \( \mathbb{R}^{2} \). We show that \( \mathcal{P}^{v} \) is well-behaved on any set \( \Pi \) of NW-SE pairs in \( \mathbb{R}^{2} \). We first verify the first condition in Definition 2.3. Consider a
pair $\phi = \{a, b\} \in \Pi$. Define $X_\phi = [\min\{x(a), x(b)\}, \infty) \times [\min\{y(a), y(b)\}, \infty) \in Q^{ne}$. Clearly, $X_\phi$ is the smallest northeast quadrant containing $\phi$ (i.e., $X_\phi \subseteq X$ for any $X \in Q^{ne}$ containing $\phi$). We then verify the second condition in Definition 2.3. Suppose $\phi = \{a, b\} \in \Pi$ and $\psi = \{a, c\} \in \Pi$ are strongly adjacent. Then $a$ is a vertex of $BB(\{a, b, c\})$. Since $\phi$ and $\psi$ are both NW-SE, $a$ is either the northwest vertex or the southeast vertex of $BB(\{a, b, c\})$. Assume $a$ is the northwest vertex of $BB(\{a, b, c\})$, without loss of generality. Then $a$ is the northwest point of $\phi$ and also the northwest point of $\psi$. As such, $X_\phi = [x(a), \infty) \times [y(b), \infty)$ and $X_\psi = [x(a), \infty) \times [y(c), \infty)$. It follows that either $X_\phi \subseteq X_\psi$ or $X_\psi \subseteq X_\phi$. Therefore, $Q^{ne}$ is well behaved on $\Pi$.

Let $L'$ be the collection of slabs in $\mathbb{R}^d$ of the form $[x^-, x^+] \times \mathbb{R}^{d-1}$. Using the same argument as that for $P^v$, we can prove that $L'$ is well-behaved on any set $\Pi$ of point pairs in $\mathbb{R}^d$.

Let $B'_2$ be the collection of 2-boxes in $\mathbb{R}^d$ of the form $[x^-, \infty) \times [y^-, \infty) \mathbb{R}^{d-2}$. Define a map $\pi : \mathbb{R}^d \rightarrow \mathbb{R}^2$ as $(x_1, \ldots, x_d) \mapsto (x_1, x_2)$. Using the same argument as that for $Q^{ne}$, we can prove that $B'_2$ is well-behaved on any set $\Pi$ of point pairs in $\mathbb{R}^d$ satisfying that $\pi(\phi)$ is a NW-SE pair for all $\phi \in \Pi$. 
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