Charge noise and overdrive errors in reflectometry-based charge, spin and Majorana qubit readout
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Solid-state qubits incorporating quantum dots can be read out by gate reflectometry. Here, we theoretically describe physical mechanisms that render such reflectometry-based readout schemes imperfect. We discuss charge qubits, singlet-triplet spin qubits, and Majorana qubits. In our model, we account for readout errors due to slow charge noise, and due to overdriving, when a too strong probe is causing errors. A key result is that for charge and spin qubits, the readout fidelity saturates at large probe strengths, whereas for Majorana qubits, there is an optimal probe strength which provides a maximized readout fidelity. We also point out the existence of severe readout errors appearing in a resonance-like fashion as the pulse strength is increased, and show that these errors are related to probe-induced multi-photon transitions. Besides providing practical guidelines toward optimized readout, our study might also inspire ways to use gate reflectometry for device characterization.

I. INTRODUCTION

Readout of quantum bits is an essential ingredient in practical quantum computing. For quantum-dot charge qubits and spin qubits, a natural way of readout is based on charge measurements [1]. An alternative is to measure charge susceptibility, that is, the ability of a charge to be displaced when subject to a changing electrostatic environment, typically the gate voltage of a nearby gate electrode. Recent works are pointing to the possibility of applying those measurements to hybrid superconductor-semiconductor devices, potentially serving as topological quantum bits based on Majorana zero modes [2–7].

Here, we provide a theoretical analysis of qubit readout errors specific to the readout method known as reflectometry-based dispersive readout. In this method, the device hosting the quantum bit is embedded in a classical resonant circuit, and the impedance of the overall system is probed in a reflection as shown in Fig. 1a. The qubit influences the resonator impedance by changing its total capacitance $C_d = C_0 + C_q$, where $C_0$ is the resonator capacitance and $C_q$ is the qubit-state-dependent parametric capacitance of a quantum dot that is either part of the qubit (charge qubit, spin qubit) or used as an auxiliary element enabling readout (Majorana qubit).

We describe generic error mechanisms that influence the readout of charge, spin, and Majorana qubits: amplifier noise, charge noise, and overdrive effects. Besides establishing simple models of these mechanisms, and analyzing their consequences for qubit readout, we also offer practical guidelines to optimize readout precision. Our results might also inspire new ways to utilize reflectometry for device characterization.

The rest of the paper is structured as follows. In section II, we introduce charge, spin and Majorana qubits, and review how amplifier noise reduces the readout fidelity in a gate-based dispersive readout experiment. In section III, we describe the effect of charge noise. In section IV, we describe how overdriving affects the readout fidelity in a simplified, adiabatic model. In section V, we go beyond the adiabatic description and discuss the resonant reduction of readout fidelity originating from probe-induced multi-photon transitions in the device. Section VI provides a discussion, including open problems, and the paper is concluded in section VII. Details not required to follow the main text are delegated to the appendices.

II. PRELIMINARIES

A. Charge qubit

Here, we describe a typical gate-based dispersive readout setup, and exemplify how it works with the example of a double-dot charge qubit [8–15]. The readout circuit is shown in Fig. 1a. A radiofrequency signal of amplitude $V_{in}$ and frequency $\omega/(2\pi)$ is sent through a transmission line ($Z_0$) to the resonator, where it is reflected, due to impedance mismatch, producing an output signal $V_{out} = \Gamma V_{in}$, where $\Gamma$ is the reflection coefficient (which we will call ‘reflectance’ for short). $V_{out}$ is measured, typically after cryogenic amplification, with an IQ demodulation system. The reflectance can be expressed as $\Gamma(\omega) = (Z(\omega) - Z_0)/(Z(\omega) + Z_0)$, where $Z(\omega)$ is the frequency-dependent equivalent impedance of the resonator, and its absolute value is limited: $|\Gamma| \leq 1$.

The reflectance carries information about the qubit state through the state-dependent parametric capacitance component $C_q$ of the device. In an ideal scenario, each of the two qubit states yields well-defined and distinct reflectance values, and hence this measurement allows for perfect qubit readout. However, non-idealities, such as amplifier noise [16, 17] or on-device charge noise [18] render reflectance a random variable, and hence make the inference of the qubit state from the measured reflectance imperfect.

A simple model of the charge qubit is as follows. The qubit is formed by a single electron confined in a double quantum
FIG. 1. Dispersive readout of charge, spin and Majorana qubits. (a) Typical circuit. The parametric capacitance \( C_q \) depending on the qubit state affects \( C_q = C_0 + C_{\text{rf}} \), hence changes the ac response of the resonant circuit. (b) \( C_q \) of the ground (purple) and excited (orange) state of a charge qubit [Eq. (3)], for \( \Delta = 5 \mu\text{eV} \). (c) \( C_q \) of the singlet (purple) and triplet (orange) state of a singlet-triplet spin qubit [Eq. (9)], for \( \Delta = 5 \mu\text{eV} \). (d) \( C_q \) of the even (purple) and odd (orange) states of a Majorana qubit [Eq. (11)], with \( \Delta_{\text{even}} = 10 \mu\text{eV} \) and \( \Delta_{\text{odd}} = 5 \mu\text{eV} \). (e) Reflectance probability distributions [Eq. (4)] due to amplifier noise for the ground (upper blob) and excited (lower blob) charge-qubit states, according to Eq. (4). Parameters: tunnel splitting: \( \Delta = 5 \mu\text{eV} \), dimensionless amplifier noise strength \( \sigma_\Gamma = 0.02 \), linear circuit response coefficient: \( \alpha = 0.002 \text{F}^{-1} \). Overdrive effects are excluded.

dot, described by the \( 2 \times 2 \) Hamiltonian matrix

\[
H = \begin{pmatrix} 0 & \Delta/2 \\ \Delta/2 & \varepsilon_R \end{pmatrix},
\]

where \( \Delta \) is the tunneling amplitude between the two dots, and \( \varepsilon_R \) is the detuning of the on-site energy of the right dot from that of the left dot.

To mathematically describe the readout process we make assumptions (i)-(vi) below. None of these are critical for the conclusions of our paper, we apply them only to keep the discussion focused on the most important physical effects. For more detailed discussion, see section VI and appendix A.

(i) The resonator is directly connected to the gate electrode of the right dot.

(ii) Among the mutual capacitances of the right dot and its surrounding metallic elements (including the left dot), the capacitance with its plunger gate dominates. This implies that the so-called ‘lever arm’ parameter \( \kappa \), describing the coupling of the right dot with its gate, is well approximated as \( \kappa = 1 \).

(iii) The circuit is probed at its eigenfrequency corresponding to zero parametric capacitance.

(iv) On the one hand, the integration time is much longer than a single period of the probe pulse, and the transient time scales of the resonator. On the other hand, the integration time is much shorter than the characteristic relaxation times of the system.

(v) For simplicity, we assume that the resonator is perfectly impedance-matched to the transmission line at its resonance frequency (at zero parametric capacitance).

(vi) Furthermore, we assume that the qubit-state-dependent parametric capacitance of the device is small, in the sense that the change in reflectance due to a change in the parametric capacitance is well approximated by a linear dependence. Together with condition (v), this implies

\[
\Gamma = i\alpha C_q,
\]

where \( \alpha > 0 \) is a coefficient with dimension capacitance\(^{-1}\), whose exact value is determined by the electrical parameters of the resonator, see Appendix A for an example. Note that even without perfect impedance matching, a linear relation between \( \Gamma \) and \( C_q \) could be established, with a slightly modified form \( \Gamma = \alpha_0 + \alpha_1 C_q \) with complex-valued \( \alpha_0 \) and \( \alpha_1 \); nevertheless, we use the simpler Eq. (2) throughout this paper.

For the charge qubit, we can associate a parametric capacitance \( C_q \) to the ground state \( g \) \([10, 19]\), and one to the excited state \( e \):

\[
C_{q,g,s} = \sigma_s e^2 \left( \frac{\Delta^2/2}{(\varepsilon_R^2 + \Delta^2)^{3/2}} \right),
\]

where \( s \in \{g,e\} \) and \( \sigma_g = +1 \) and \( \sigma_e = -1 \). These parametric capacitances are plotted in Fig. 1b, as functions of detuning \( \varepsilon_R \). Note that the peak parametric capacitance for a typical value of \( \Delta = 5 \mu\text{eV} \) at the tipping point \( \varepsilon_R = 0 \) is \( C_{q,g} \approx 16 \text{ fF} \).

Assuming an ideal, noiseless scenario, where the readout point is the tipping point \( \varepsilon_R = 0 \), and assuming that the quantum state to be observed is either \( g \) or \( e \), the experimenter will measure one of the two possible reflectance values, \( \Gamma_g = i\alpha C_{q,g} \) or \( \Gamma_e = i\alpha C_{q,e} \). In the presence of amplifier noise, the detected reflectance becomes a random variable, with a Gaussian noise added to both quadratures. Hence the probability density function (pdf) of the reflectance for the state \( g \) reads

\[
P_g(\text{Re}(\Gamma), \text{Im}(\Gamma)) = G(\text{Re}(\Gamma), \sigma_\Gamma)G(\text{Im}(\Gamma) - i\alpha C_{q,g}, \sigma_\Gamma),
\]

where \( G(x, \sigma) \) is the pdf of a Gaussian random variable \( x \) with zero mean and standard deviation \( \sigma \), and \( \sigma_\Gamma \) is the dimensionless amplifier noise strength (see below). For the state \( e \), the reflectance pdf \( P_e(\Gamma) \) has a form analogous to Eq. (4). The two-dimensional Gaussian pdfs corresponding to the states \( g \) and \( e \) are shown in Fig. 1e.

We define the dimensionless amplifier noise strength \( \sigma_\Gamma \) as the square root of the ratio of the amplifier noise power \( P_{\text{in}} \) and the input power at the resonator \( P_{\text{in}} = V_{\text{in}}^2 / Z_0 \) \([17, 20]\). The
latter can be expressed in terms of the ac voltage amplitude at the gate of the right dot, $V_{\text{dev}}$, giving:

$$
\sigma_{\Gamma} = \sqrt{\frac{P_a}{P_{\text{in}}} = \frac{\sqrt{k_B T_o R}}{V_{\text{dev}} \tau_{\text{int}}}},
$$

(5)

where $k_B$ is Boltzmann’s constant, $T_o$ is the effective noise temperature of the amplifier, $R$ is the resistance in the resonator (see Fig. 1a), and $\tau_{\text{int}}$ is the integration time.

Since the reflectance is bounded, $|\Gamma| \leq 1$, a reasonable experimental setup is expected to have $\sigma_{\Gamma} \lesssim 1$. For example, for $T_o = 0.1$ K corresponding to a Josephson parametric amplifier, $R = 577 \, \text{k}\Omega$ (see example circuit in appendix A), $V_{\text{dev}} = 10 \, \mu\text{eV}$ and $\tau_{\text{int}} = 1 \, \mu\text{s}$, we have $\sigma_{\Gamma} \approx 0.126$.

The randomness of the measured reflectance implies that the experimenter can make an erroneous inference of the qubit state based on the measured reflectance. We will characterize this readout error by two different quantities: the signal-to-noise ratio (SNR), which we apply only to cases where the two reflectance distributions are circularly symmetric Gaussians and have the same standard deviations, and the readout fidelity, which we apply generically.

As long as the measurement noise is dominated by amplifier noise, and quantum-mechanical squeezing effects [21] can be disregarded, then it is guaranteed that the two reflectance pdfs $P_{\Gamma}(\Gamma)$ and $P_{\epsilon}(\Gamma)$ are circularly symmetric two-dimensional Gaussians with identical standard deviation, as depicted in Fig. 1e. In this case, the probability of correct inference of the qubit state increases monotonically with increasing SNR, where SNR is defined as

$$
\text{SNR} = \frac{|\Gamma_g - \Gamma_e|}{\sigma_{\Gamma}}.
$$

(6)

For example, we have SNR $\approx 3.2$, if we take the dimensionless amplifier noise strength $\sigma_{\Gamma} = 0.02$ and parametric capacitance $C_{q,S} = 16 \, \text{fF}$, and set the circuit’s linear response coefficient to $\alpha = 0.002 \text{F}^{-1}$, as shown in Fig. 1e.

We will see that charge noise can distort the reflectance distributions of $\Gamma_g$ and $\Gamma_e$, and then the simple SNR definition in Eq. (6) is not applicable. In those cases, we will use the readout fidelity, whose definition is as follows. The starting point is the maximum likelihood inference rule. This inference rule assumes that the experimenter knows the reflectance pdfs for both qubit states from a model, and when she measures a certain reflectance value, then she will attribute it to the qubit state that has the higher probability of producing this reflectance value. Given this inference rule, the readout fidelity $F$ is defined as the probability of correct state inference, assuming that the experimenter has zero a priori knowledge of the state. (See appendix B for a more detailed discussion.)

In the presence of Gaussian amplifier noise as described above, this principle translates to the following integral:

$$
F = \int_{-\infty}^{\infty} d\Gamma' \int_{0}^{\infty} d\Gamma'' P_{\Gamma}(\Gamma', \Gamma'') = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\text{SNR}}{2\sqrt{2}} \right) \right].
$$

(7)

Here, erf denotes the error function, which is a monotonically increasing function. In Eq. (7), the integral of the reflectance imaginary part starts from zero, since, e.g., if the qubit is in state $g$, and we measure a reflectance with a negative imaginary part, then the inferred state is $e$ and that is counted as a readout error. An example: with the parameter values below Eq. (6), yielding SNR $\approx 3.2$, the readout fidelity is $F \approx 0.945$.

### B. Spin qubit

Now we illustrate reflectometry-based qubit readout, and the harmful effect of amplifier noise, on the example of a singlet-triplet spin qubit. For concreteness, we take the two-electron qubit based on the singlet ground state $S_g$ and the unpolarized triplet $T_0$ [1, 22]. In this encoding, the parametric capacitance of the state $T_0$ is zero, $C_{q,T} = 0$. Furthermore, the effective Hamiltonian of the singlet bonding and antibonding states in the vicinity of the $(1,1)$-$(0,2)$ tipping point reads

$$
H = \left( U + \epsilon_R \frac{\Delta}{\sqrt{2}} \right),
$$

(8)

where $\Delta$ is the single-electron hybridization gap, $U$ denotes the on-site Coulomb repulsion energy, $\epsilon_R$ denotes the on-site energy of the right dot, the on-site energy of the left dot is set to $\epsilon_L = U$ for convenience, and the basis state ordering in Eq. (8) is $(1,1), (0,2)$. Note that the $(1,1)$-$(0,2)$ hybridization gap is $\Delta' = \sqrt{2}\Delta$.

Then, the parametric capacitance of the singlet ground state $S_g$ is (cf. the relation between Eqs. (1) and (3))

$$
C_{q,S} = e^2 \frac{\Delta^2}{(\epsilon_R^2 + 2\Delta^2)^{3/2}}.
$$

(9)

The parametric capacitances $C_{q,S}$ and $C_{q,T}$ as functions of the detuning parameter $\epsilon_R$ are shown in Fig. 1c.

The parametric capacitance of each qubit basis state determines the corresponding reflectance $\Gamma_T$ and $\Gamma_g$ via the linear circuit response approximation in Eq. (2). In the presence of amplifier noise, the SNR is defined in analogy with the charge qubit (Eq. (6)) as SNR $= |\Gamma_g - \Gamma_e|/\sigma_{\Gamma}$. Then, the readout fidelity formula Eq. (7) remains unchanged.

### C. Majorana qubit

Finally, we discuss the case of a Majorana qubit [2, 3, 23–29]. For concreteness, we follow the description in Ref. [25], but the results generalize naturally to more recent Majorana qubit proposals, e.g., the tetron [2, 3], where charging energy protects the qubits from quasiparticle poisoning.

In the setup of Ref. [25], two Majorana zero modes $\gamma_1$ and $\gamma_2$ are coupled to an auxiliary quantum dot. This setup can be used to read out the joint parity of the two Majorana zero modes. The joint Majorana parity can also be expressed as the occupation $d' d$ of the nonlocal fermion $d = (\gamma_1 + i\gamma_2)/2$, so that the low-energy dynamics of the system can be studied using the occupation number basis of the readout dot and the non-local fermion, $|n_d, n_f\rangle$, where $n_d, n_f \in \{0, 1\}$.
The complex-valued tunnel coupling between the dot and $\gamma_i$ ($\gamma_2$) is denoted as $v_1$ ($v_2$), following Ref. [25]. These couplings can be tuned by adjusting barrier gate voltages and an Aharonov-Bohm flux piercing the device. The effective low-energy Hamiltonian for the even and odd sectors read

$$H_\tau = \frac{1}{2} \begin{pmatrix} 0 & \Delta_\tau \\ \Delta_\tau & \varepsilon_R \end{pmatrix}, \quad \tau \in \{\text{even, odd}\},$$

where $\Delta_{\text{even}} = 2|v_1 - iv_2|$ and $\Delta_{\text{odd}} = 2|v_1 + iv_2|$, $\varepsilon_R$ is the on-site energy of the readout dot, and the basis states are $(e^{i\text{arg}(v_1 - iv_2)}|0_d, 0_f\rangle, |1_d, 1_f\rangle)$ for the even case, and $(e^{i\text{arg}(v_1 + iv_2)}|0_d, 0_f\rangle, |0_d, 1_f\rangle)$ for the odd case. The only difference between our Eq. (10), and Eq. (7) in Ref [25], is that we have done the above basis transformation to make the tunnel matrix elements positive ($\Delta_\tau > 0$).

As long as the tunnel couplings $v_1$ and $v_2$ are not fine-tuned, the matrix elements $\Delta_{\text{even}}$ and $\Delta_{\text{odd}}$ are different, and the even and odd cases can be distinguished by measuring any quantity depending on $\Delta_\tau$, e.g., the parametric capacitance of the readout dot. This is the readout scheme we describe here. In practice, one could start with the qubit decoupled from the readout dot ($v_1 = v_2 = 0$) and with positive dot energy $\varepsilon_R$, either in state $|0_d, 0_f\rangle$ or $|1_d, 0_f\rangle$. Then, one can gradually (e.g., adiabatically) turn on the qubit-dot coupling and lower the dot energy such that the Hamiltonian in Eq. (10) is reached, and the state of the qubit-dot system reaches the ground state of the corresponding Hamiltonian. Then, reflectometry measures the ground-state parametric capacitance

$$C_{g,\tau} = e^2 \frac{\Delta_\tau^2}{2 (\varepsilon_R(t) + \Delta_\tau^2)^{3/2}}.$$  

These capacitances are shown in Fig. 1d, as functions of the readout dot on-site energy $\varepsilon_R$, with $\Delta_{\text{even}} = 10 \mu eV$ and $\Delta_{\text{odd}} = 5 \mu eV$.

The parametric capacitances determine the reflectances $\Gamma_{\text{even}}$ and $\Gamma_{\text{odd}}$ via the linear circuit response approximation in Eq. (2), implying $\text{SNR} = |\Gamma_{\text{even}} - \Gamma_{\text{odd}}|/\sigma_T$, and with this SNR, the fidelity is still expressed as in Eq. (7).

### III. CHARGE NOISE

In real qubit devices, the electromagnetic environment is not fully controlled, and hence the qubit is subject to random electromagnetic fluctuations. In many quantum-dot experiments, experimental features [30–32] are well explained by the model that the quantum-dot on-site energies slowly fluctuate, e.g., following a $1/f$-type power spectrum [30, 31].

Remarkably, often the noise-induced features are captured by a quasistatic noise model. There, it is assumed that the on-site energies of the quantum dots change between subsequent measurement cycles, but are static within a single measurement cycle with characteristic duration $t_{\text{lat}}$. This is a convenient, popular, and fruitful model for typical quantum-information experiments where the experimenter has to carry out many measurement cycles to obtain a statistically accurate description of the qubit’s dynamics. The success of this quasistatic approximation can be attributed to the fact that the power spectrum of $1/f$-type noise is indeed dominated by low frequencies.

Following earlier work [32–36], we will adopt the quasistatic description of charge noise in this section, and apply it to describe errors in reflectometry-based readout of the charge, spin and Majorana qubits introduced above. On the one hand, this will provide guidelines how to mitigate the noise effects that are harmful to qubit readout. On the other hand, this analysis can also be interpreted as a proposal to use the qubits as tools for charge-noise characterization.

We consider the charge qubit, add charge noise, but first, we disregard amplifier noise. Charge noise is then modelled by random components of the on-site energies of the two dots, which are assumed to be quasistatic, Gaussian, and independent of each other. Each random on-site-energy component has a standard deviation $\sigma_\varepsilon$. This is equivalent to disregarding the random component of $\varepsilon_L$, but taking a random component $\delta \varepsilon$ on $\varepsilon_R$ with standard deviation $\sigma_\varepsilon = \sqrt{2} \sigma_\varepsilon$. According to charge-qubit experiments [9, 36–40], the typical value of this charge noise strength in state-of-the-art devices ranges between $\sigma_\varepsilon \sim 0.2 \mu eV$ and $\sigma_\varepsilon \sim 10 \mu eV$. Due to the random character of the on-site energies, the parametric capacitance will also be random, albeit not Gaussian, since the relation (3) between the detuning $\delta \varepsilon$ and the capacitance is not linear. In turn, the randomness of the parametric capacitance will carry over to the reflectance in a simple, linear fashion, at least provided that our linear-response assumption in Eq. (2) holds.

To illustrate the pdf of the measured reflectance, we numerically generate random values for $\delta \varepsilon$, and plot the resulting reflectance imaginary part $\text{Im}(\Gamma)$ histograms for the ground (purple) and the excited (orange) state in Fig. 2a. As expected, based on the detuning dependence of the parametric capacitance (see Fig. 1b), and the linear relation in Eq. (2), both histograms show a sharp peak at finite $\text{Im}(\Gamma)$, and a tail stretching toward zero.

In this case, the maximum likelihood inference rule implies a unit readout fidelity, $F = 1$. This is because $\text{Im}(\Gamma) = 0$ is the maximum likelihood separator between the two qubit states, and the ground (excited) state always produces positive (negative) $\text{Im}(\Gamma)$, hence it is impossible to make an erroneous state inference.

This perfect readout fidelity is degraded by amplifier noise, as illustrated in Fig. 2b. To generate this histogram, we randomly sample both charge noise and amplifier noise. That is, for a single realization $j$, the detuning is $\delta \varepsilon_j$ and the reflectance is $\Gamma_j = \Gamma(\varepsilon_{R,j}) + \delta \Gamma_j + i \delta \Gamma_{\text{am}},$ where $\delta \varepsilon_{R,j}$ is drawn from a Gaussian distribution with zero mean and standard deviation of $\sigma_\varepsilon$, whereas $\delta \Gamma_j$ and $\delta \Gamma_{\text{am}}$ are both drawn from a Gaussian distribution with zero mean and standard deviation of $\sigma_\varepsilon$. In Fig. 2b, we show a histogram that is obtained by binning the data with respect to the imaginary part of the reflectance, since in our model, amplifier- and charge-noise-induced changes in the real part do not affect the readout fidelity. This histogram is essentially a smeared version of Fig. 2a, and the smearing can be interpreted as a result of a convolution with the Gaussian representing amplifier noise.
FIG. 2. Effect of charge noise and amplifier noise on the readout of charge, spin and Majorana qubits. (a) Histogram of reflectance associated to the ground (purple) and excited (orange) states for the case of charge qubit when only the charge noise is present. (b) Reflectance histogram for a charge qubit, corresponding to the ground (blue) and excited (orange) states, in the presence of both charge noise and amplifier noise. (c) Scatter plots showing the random reflectance values. (d) Spin-qubit reflectance histogram of the singlet state, with charge noise only. (The triplet case is trivial, $\text{Im}(\Gamma) = 0$ for all realizations, hence it is not shown.) (e) Spin-qubit reflectance histogram for the singlet (purple) and triplet (orange) states, with charge noise and amplifier noise. (f) Scatter plots showing the random reflectance values for the two spin-qubit basis states. (g) Majorana-qubit reflectance histogram of the even (purple) and odd (orange) ground states. (h) Majorana-qubit reflectance histogram for the even (purple) and odd (orange) ground states of the Majorana qubit, with charge and amplifier noise. (i) Scatter plots showing the random reflectance values for the two Majorana-qubit basis states. Parameters: tunneling amplitudes for the charge qubit and spin qubit: $\Delta = 5 \mu eV$; for the Majorana qubit: $\Delta_{\text{even}} = 10 \mu eV$ and $\Delta_{\text{odd}} = 5 \mu eV$; charge noise strength: $\sigma_c = 4 \mu eV$; amplifier noise strength: $\sigma_{\Gamma} = 0.02$; linear circuit response coefficient: $\alpha = 0.002$; The histogram bin width in top panels is $4 \times 10^{-4}$. Histograms a, b, d, e, g, h are based on 100,000 realizations. Scatter plots c, f, i are based on 5,000 realizations.

To describe the picture expected for a large ensemble of measurements, we show a scatter plot of the randomly generated complex reflectance values for the ground (blue) and excited (orange) states in Fig. 2c.

We can estimate the readout fidelity corresponding to the maximum likelihood inference rule in this random sampling framework. In short, we take the bins as in Fig. 2b, and for each bin we assign an inferred state, e.g., the ground state if the bin’s counts in the purple histogram is greater than the bin’s counts in the orange histogram. This discretized maximum likelihood inference rule defines our readout fidelity estimate, which, in the case of the data in Fig. 2b, yields $F \approx 0.98$. The procedure for calculating $F$ is described in detail in appendix B.

To increase the readout fidelity in an experiment, reducing both the charge noise strength $\sigma_c$ and the dimensionless amplifier noise strength $\sigma_{\Gamma}$ seems to be a reasonable strategy. On the one hand, $\sigma_c$ is often an inherent, uncontrollable feature of the device. On the other hand, there are two ways to in situ reduce $\sigma_{\Gamma}$, as suggested by Eq. (5). The first way is to increase the integration time $t_{\text{int}}$. This might, however, imply a reduced readout fidelity due to inelastic relaxation transitions between the qubit basis states, if the integration time exceeds the characteristic relaxation time scales. (Positive consequences of charge relaxation for Majorana qubit readout are discussed in section VI.) The second way to decrease the dimensionless amplifier noise $\sigma_{\Gamma}$ is to increase the amplitude of the ac probe voltage $V_{\text{dev}}$ at the gate. As we show below in sections IV
and $V$, this increased probe strength induces further significant changes beyond decreasing $\sigma_f$.

We wish to emphasize that the point clouds in Fig. 2c are anisotropic: they are elongated along the imaginary axis. This feature is reminiscent of quantum noise squeezing [21]. In our case, this anisotropy is a mundane consequence of charge noise, and has nothing to do with quantum-limited amplification. We also note that an interesting application of the charge-noise-induced elongation of the reflectance distributions can be to characterize the strength $\sigma_c$ of the charge noise.

In case of the singlet-triplet spin qubit, we describe charge noise again as a quasistatic random contribution (zero mean, standard deviation $\sigma_c$) of the on-site energies of the two dots, which detunes the double dot from the (1,1)-(0,2) crossing point. Similarly to the charge-qubit case, this can be accounted for by assuming that our detuning parameter $\epsilon_R$ is a zero-mean Gaussian random variable with standard deviation $\sigma_c = \sqrt{2}\sigma_c$. The reflectance histogram of the singlet state is shown in Fig. 2d. The triplet histogram is not shown, since the reflectance is zero in that case, irrespective of the random component of the detuning. The singlet histogram has a shape similar to that of the charge-qubit ground state in Fig. 2a. Amplifier noise causes a broadening of both peaks, as shown in the histograms of the reflectance imaginary parts in Fig. 2e, and the reflectance scatter plot in Fig. 2f. The readout fidelity calculated from the histogram of Fig. 2f is $F \approx 0.93$.

Finally, we illustrate the effect of charge noise on the readout of the Majorana qubit. Charge noise can be modelled as a random on-site energy on the readout dot [41]; we denote the corresponding standard deviation by $\sigma_c$. The resulting randomness of the reflectance for the even and odd qubit states are shown in Fig. 2g. In this panel, amplifier noise is not accounted for. Remarkably, even charge noise alone makes readout imperfect (in contrast to the charge qubit and spin qubits cases), since the orange and blue histograms in Fig. 2g do overlap. We estimate the readout fidelity as $F = 0.86$ from the data in Fig. 2g. Accounting for amplifier noise, the reflectance pdfs are broadened, as shown in Fig. 2h, and fidelity is further reduced to $F \approx 0.74$. A remarkable feature of the Majorana qubit result in Fig. 2h is that the maximum inference rule does not yield a single threshold reflectance separating the two qubit states, but two thresholds separating three different regions: $\text{Im}(\Gamma) < 0.005$ (even), $0.005 < \text{Im}(\Gamma) < 0.02$ (odd), and $0.02 < \text{Im}(\Gamma)$ (even).

\section{IV. OVERDRIVE EFFECTS IN THE ADIABATIC APPROXIMATION}

The results of the previous section suggest that by reducing the dimensionless amplifier noise strength $\sigma_f$, the readout fidelity is increased. According to Eq. (5), one way to reduce the $\sigma_f$ is to increase the probe strength $V_{\text{dev}}$. However, as we point out in this section and in the next section, the quantum dot in the device functions as a nonlinear capacitor with a $V_{\text{dev}}$-dependent effective parametric capacitance that decreases with increasing $V_{\text{dev}}$. For the charge and spin qubits, this behavior can lead to a saturation of the signal-to-noise ratio and the readout fidelity as $V_{\text{dev}}$ is increased. For the Majorana qubit, this behavior implies that there is an optimal $V_{\text{dev}}$ value, and increasing $V_{\text{dev}}$ beyond this optimum leads to a decreasing readout fidelity. These trends, which we call `overdrive effects', can be seen already in the adiabatic approximation, when we assume that the qubit state follows the instantaneous eigenstate of the driven qubit Hamiltonian. This section describes this adiabatic regime, whereas in the next one we incorporate probe-induced transitions into the model.

Let us take the charge qubit first, and comment on the spin and Majorana qubits later. For concreteness, we describe a scenario where the probe pulse is suddenly switched on at time $t = 0$, is on for an integration time $t_{\text{int}}$ that takes a few tens or hundreds of probe periods, and then suddenly switched off. During this integration time, the double dot, tuned to the tipping point $\epsilon_R = 0$ as the readout position, and subject to the probe pulse, is described by the Hamiltonian

$$H(t) = \begin{pmatrix} 0 & \Delta/2 \\ \Delta/2 & \epsilon_R(t) \end{pmatrix}.$$  \hspace{1cm} (12)

The time-dependent parameter $\epsilon_R(t)$ represents the probe pulse:

$$\epsilon_R(t) = eV_{\text{dev}} \sin \omega t \quad (0 < t < t_{\text{int}}),$$  \hspace{1cm} (13)

with amplitude $eV_{\text{dev}}$, and angular frequency $\omega$. We assume that the integration time $t_{\text{int}}$ is much longer than the resonator transient response (ring-up and ring-down times), such that the time dependence of $V_{\text{dev}}$ can be ignored. The impact of transients can be minimised by tailored amplitude modulation of the input signal [42].

In the results below, the frequency of the probe pulse will be set to $\omega/(2\pi) = f = 325 \text{ MHz}$. Note that it corresponds to an energy quantum of $h\omega \approx 1.35 \mu\text{eV}$, and to a probe period $T = 1/f \approx 3.07 \text{ ns}$.

As long as probe-induced excitation processes and inelastic relaxation processes can be neglected, a given energy eigenstate at $t = 0$ will stay on its own dispersion branch for the whole integration time, i.e., the time evolution remains adiabatic. For example, the charge on the right dot in the adiabatically time-evolving charge-qubit ground state is $-|e|n_R$, with

$$n_R(\epsilon_R) = \frac{1}{1 + \left(\frac{\epsilon_R}{\Delta} + \sqrt{1 + \left(\frac{\epsilon_R}{\Delta}\right)^2}\right)^2},$$  \hspace{1cm} (14)

whose the time dependence is described by substituting $\epsilon_R(t)$ with Eq. (13). Together with the unit-lever-arm assumption (ii) in section III, this implies that time evolution of the charge on the gate-dot capacitor is described by $|e|n_R(\epsilon_R(t))$.

In turn, this implies that an effective parametric capacitance can be attributed to this gate-dot capacitor, which is the ratio of the in-phase Fourier component of the charge response and the Fourier component of the probing voltage, both taken at the probe frequency:

$$C_q = \frac{1}{t_{\text{int}}} \int_0^{t_{\text{int}}} dt |e|n_R(t) \sin(\omega t) \sin(\omega t),$$  \hspace{1cm} (15)
The denominator can be readily evaluated, yielding
\[ C_q = \frac{2}{V_{\text{dev}}} \frac{1}{t_{\text{int}}} \int_0^{t_{\text{int}}} dt |e| n_R(t) \sin(\omega t). \] (16)

Furthermore, in the adiabatic approximation, the charge response \( n_R(t) \) is periodic in time with period \( T \), hence the formula can be further simplified via \( t_{\text{int}} \mapsto T = 2\pi/\omega \):
\[ C_q = \frac{2}{V_{\text{dev}}} \frac{1}{T} \int_0^T dt |e| n_R(t) \sin(\omega t). \] (17)

In the adiabatic approximation, we obtain an analytical result for the parametric capacitance, by performing the integral of Eq. (17) after inserting Eq. (14) and Eq. (13):
\[ C_q = \frac{2|e|}{\pi V_{\text{dev}}} f_C(x), \] (18)

where the dimensionless function characterizing the capacitance is defined as
\[ f_C(x) = \frac{(1 + x^2) E \left( \frac{x^2}{1 + x^2} \right) - K \left( \frac{x^2}{1 + x^2} \right)}{x \sqrt{1 + x^2}}, \] (19)

where
\[ x = \frac{|e| V_{\text{dev}}}{\Delta}, \] (20)

furthermore, \( E(x) \) is the complete elliptic integral of the second kind, and \( K(x) \) is the complete elliptic integral of the first kind.

The function \( f_C(x) \) is shown in Fig. 3. It is strictly monotonically increasing, and its asymptotics for small arguments is
\[ f_C(x \ll 1) \approx \frac{\pi}{4} x, \] (21)

whereas for large arguments it converges to 1:
\[ f_C(x \to \infty) = 1. \] (22)

Due to Eq. (21), the weak-probe limit of \( C_q \) in Eq. (18) is
\[ C_q(|e| V_{\text{dev}} \ll \Delta) = \frac{|e|^2}{2\Delta}, \] (23)
as expected from the standard (linear) parametric capacitance formula Eq. (3).

The analytical result for the probe-strength dependence of the parametric capacitance is shown in Fig. 2a, where the solid purple (orange) line corresponds to the ground (excited) state. The magnitude of the capacitance decreases with increasing probe strength, which is the consequence of the simple fact that the charge qubit is formed by a single electron, and therefore the charge on the right dot is saturated for a large gate voltage.

Using (18), we now evaluate the SNR for the charge qubit via Eqs. (6) and (2):
\[ \text{SNR} = \frac{4\alpha |e| \sqrt{t_{\text{int}}}}{\pi \sqrt{k_B T_n R}} f_C(x). \] (24)

The dependence of the SNR on probe strength \( V_{\text{dev}} \) (via \( x \)) follows the increasing, but saturating, dependence of \( f_C(x) \) on \( x \), as illustrated in Fig. 4b, where the solid line corresponds to the adiabatic result (24). Due to Eq. (22), we conclude the best possible SNR is given by the prefactor of \( f_C \) in Eq. (24). For the example parameter set \( x = 0.01 \text{F}^{-1} \), \( t_{\text{int}} = 1 \mu s \), \( T_n = 0.1 \text{K} \), and \( R = 577 \text{k} \Omega \), we estimate a maximal signal-to-noise ratio \( \text{SNR} \approx 2.29 \), as seen in Fig. 4b. Correspondingly, the readout fidelity \( F \) is also saturated, see solid line in Fig. 4c.

The above paragraphs present a central result of this work: in contrast to the expectation from Eq. (5), i.e., that the readout fidelity is increasing without bounds as the probe strength \( V_{\text{dev}} \) is increased, here we find that the readout fidelity is saturated. The physical reason for this is that the charge response of the dot-gate capacitor is saturated for a strong probe, since there is only a single electron shuttled back and forth in the charge qubit.

It is straightforward to adapt the result (24) for the case of the singlet-triplet spin qubit, yielding
\[ \text{SNR} = \frac{2\alpha |e| \sqrt{t_{\text{int}}}}{\pi \sqrt{k_B T_n R}} f_C(x'). \] (25)

Note the factor of 2 difference with respect to Eq. (24), and the appearance of \( x' = |e| V_{\text{dev}} / (2\sqrt{\Delta}) \). We conclude that the best achievable SNR for the spin qubit is half of that for the charge qubit.

A similar calculation can be carried out for the Majorana qubit:
\[ \text{SNR} = \frac{2\alpha |e| \sqrt{t_{\text{int}}}}{\pi \sqrt{k_B T_n R}} |f_C(x_{\text{odd}}) - f_C(x_{\text{even}})|, \] (26)

with \( x_{\text{odd}} = |e| V_{\text{dev}} / \Delta_{\text{odd}} \) and \( x_{\text{even}} = |e| V_{\text{dev}} / \Delta_{\text{even}} \). Since \( f_C \) is bounded between 0 and 1 (see Fig. 3), therefore the absolute value of the difference in Eq. (26) is also bounded between 0 and 1, as shown in Fig. 5. Therefore, we conclude that the
FIG. 4. Overdrive effects in reflectometry-based readout of a charge qubit. (a) Probe-strength-dependent effective parametric capacitance for ground state (purple) and excited state (orange). Solid: adiabatic approximation, Eq. (18). Points: from solution of time-dependent Schrödinger equation. (b) Signal-to-noise ratio (SNR) and (c) readout fidelity for a charge qubit, as function of probe strength, from adiabatic approximation (solid) and from time-dependent Schrödinger equation. Both (b) and (c) shows a saturation to a maximum as \( V_{\text{dev}} \) increases.

(d) Maximum transition probability \( w_{\text{max}} \) as function of probe strength \( V_{\text{dev}} \) and charge-qubit hybridization gap \( \Delta \). Solid line shows the line of maximum SNR. Parameters: tunnel splitting \( \Delta = 5 \mu\text{eV} \), detuning \( \varepsilon_R = 0 \), probe frequency: \( f = 325 \text{ MHz} \), integration time \( t_{\text{int}} = 325 T = 1 \mu\text{s} \). In (b), (c): noise temperature: \( T_n = 0.1 \text{ K} \), linear circuit response coefficient: \( \alpha = 0.01 \text{ fF}^{-1} \), resistance \( R = 577 \text{k}\Omega \).

best achievable SNR for the Majorana-qubit readout is given by the dimensionless fraction in Eq. (26).

A key difference of the Majorana qubit compared to the charge and spin qubits is that for the former, the SNR is optimized by finding an appropriately chosen finite probe strength, as illustrated in Fig. 5. For example, if \( \Delta_{\text{even}} = 10 \mu\text{eV} \) and \( \Delta_{\text{odd}} = 5 \mu\text{eV} \), and otherwise we set the parameter values as specified in the caption of Fig. 4, then the dependence of the SNR on the probe strength follows the blue curve \( (n = 2) \) in Fig. 5, implying that the best SNR is approximately \( 0.25 \times 1.14 \approx 0.285 \), reached for \( x \approx 1.25 \), that is, a probe strength of \( V_{\text{dev}} \approx 1.25 \Delta_{\text{odd}}/|e| \approx 6.25 \mu\text{V} \).

In conclusion, we have shown that for the charge and spin qubits, the adiabatic model considered here predicts a saturation of the SNR and readout fidelity as the probe strength is increased; whereas for the Majorana qubit, the same model predicts the existence of an optimal probe strength. We expect these effects to show up generically in reflectometry-based qubit-readout experiments, and to impose a theoretical upper bound on the SNR and readout fidelity. As we discuss in section VI, this effect can also be used to calibrate the amplitude \( V_{\text{dev}} \) of the ac voltage that reaches the gate electrode used for the reflectometry.

FIG. 5. Dimensionless function governing the signal-to-noise ratio of Majorana-qubit readout as function of probe strength. Second term of the right hand side of Eq. (26) is plotted, for different values of \( n = \Delta_{\text{even}}/\Delta_{\text{odd}} \). Each curve has its unique maximum, corresponding to the best achievable signal-to-noise ratio according to Eq. (26).
V. READOUT FIDELITY REDUCTION DUE TO PROBE-INDUCED TRANSITIONS

In the previous section, we used the assumption of adiabaticity. In reality, the probe pulse is driving the system, and thereby the latter can suffer transitions from one state to another, and get driven out of the adiabatic regime. Such a transition can decrease the contrast of the measurement. Furthermore, this mechanism also induces back-action on the measured system by the measurement apparatus. Here, we focus on how the readout fidelity defined above is degraded by these probe-induced transitions.

For simplicity, we focus on the charge qubit, but the effects described here apply also to the spin and Majorana qubits. Here, we take the charge-qubit setup and Hamiltonian as defined at the beginning of section IV, but instead of applying the adiabatic approximation, we describe the system by solving the time-dependent Schrödinger equation.

Initially, the qubit is either in the ground state or in the excited state of the initial Hamiltonian \(H(t=0) = \Delta \sigma_z/2\), that is,
\[
|\Psi(t=0)\rangle = |\Psi_s\rangle = \frac{1}{\sqrt{2}} \left[ \begin{array}{c} 1 \\ \alpha_s \end{array} \right], \quad s \in \{g, e\}. \tag{27}
\]
Recall the earlier definitions \(\sigma_g = +1\) and \(\sigma_e = -1\). The state evolves according to the time-dependent Schrödinger equation governed by the Hamiltonian \(H(t)\); we solve the Schrödinger equation numerically. This provides us with the time-evolving wave function \(|\Psi(t)\rangle\), and hence the time-evolving occupation of the right dot:
\[
n_R(t) = \langle \Psi(t) \rangle = \frac{1 - \sigma_g}{2} |\Psi(t)\rangle. \tag{28}
\]
Note that this function depends on the initial state being \(g\) or \(e\). From the occupation, we calculate the probe-strength-dependent effective parametric capacitances \(C_{g,g}\) and \(C_{g,e}\) via Eq. (16), by performing the integral numerically. Both for the numerical solution of the Schrödinger equation and for the numerical integration, we use a time step \(\Delta t = 0.001 \, T\). Finally, we determine the reflectances \(\Gamma_g\) and \(\Gamma_e\) from the effective parametric capacitances via the linear-response condition Eq. (3), and the SNR from Eq. (6).

We illustrate similarities and differences of this model, as compared to the adiabatic model of section IV, in Fig. 4. Fig. 4a shows the effective parametric capacitances for the initial state \(g\) (purple points) and \(e\) (orange points), as obtained from the numerical solution of the Schrödinger equation. The data shows the same decreasing trend with increasing probe strength \(V_{\text{dev}}\) as in the adiabatic case, as revealed by comparing it to the solid lines, which are the analytical results. However, there are sharp resonant dips in Fig. 4a at well-defined probe strength values, e.g., at \(V_{\text{dev}} \approx 6.5 \, \mu\text{V}\), which are not there in the adiabatic result. These resonant features are inherited by the SNR (Fig. 4b) and by the readout fidelity (Fig. 4c). In fact, around those special, resonant values of the probe strength, readout is imprecise.

The reason for those resonant dips in the parametric capacitance, SNR and readout fidelity is the occurrence of efficient transitions between the two eigenstates of the static Hamiltonian. At these resonances, the dynamics of the qubit between its instantaneous ground and excited states resembles complete Rabi oscillations, which leads to a cancellation among the parametric capacitances of the ground and excited states which have the same absolute value but different signs.

To support this explanation, we consider \(g\) as the initial state, and calculate the maximal time-dependent transition probability over the duration of the integration time:
\[
w_{\text{max}} = \max_{t \in [0,T_{\text{int}}]} |\langle \Phi_e(t) |\Psi(t)\rangle|^2. \tag{29}
\]
Here, \(|\Phi_e(t)\rangle\) is instantaneous excited state, that is, the positive-energy eigenstate of \(H(t)\) of Eq. (12). The maximal transition probability \(w_{\text{max}}\) is plotted in Fig. 4d as the function of the probe strength \(V_{\text{dev}}\) and the tunnel splitting \(\Delta\). This panel shows separate regions of high transition probability that are bending toward the \(\Delta\) axis. These regions correspond to the the dips of the SNR and readout fidelity. Each of these regions is related to a multi-photon transition: each of the regions approaches the \(\Delta\) axis forming narrow ‘needles’, whose endpoints extrapolated to the \(\Delta\) axis are \(\approx 1.35 \, \mu\text{eV}, 4.05 \, \mu\text{eV}, 6.75 \, \mu\text{eV}, \ldots\) accurately matching the series \(hf, 3hf, 5hf, \ldots\), where \(f\) is the probe frequency. Hence, these regions correspond to probe-induced multi-photon transitions with odd photon number. Alternatively, the high-transition-probability regions can also be interpreted as multi-passage Landau-Zener transitions [43].

Why are the even-photon transitions and the corresponding features missing from Fig. 2a-d? This is due the special multi-photon selection rules that arise because the qubit is tuned exactly to the tipping point \(\varepsilon_R = 0\) in Fig. 2. Then, the probe-induced driving is described by a Hamiltonian that is transversal \((\approx \sigma_g)\) to the static Hamiltonian \((\approx \sigma_e)\). This restricts the active transitions to odd-photon ones[44, 45].

A further feature of Fig. 4a is that the adiabatic result and the numerical result do not match exactly at low probe strength \(V_{\text{dev}} \rightarrow 0\). The reason is simple: in the numerical simulation, the sinusoidal probe pulse is switched on abruptly, without a smooth envelope, hence the dynamics is not perfectly adiabatic. Note that we use this model due to its simplicity: in an experiment, the finite ring-up time of the resonator will ensure a smooth switch-on of the probe pulse and hence mitigate non-adiabatic features.

Above, we have described the probe-induced resonant dips in the readout fidelity, seen in Fig. 4c. Then it is natural to ask how these features change in the presence of charge noise? They do change, in two respects (not shown): (i) charge noise leads to the broadening of the resonant dips, and (ii) it also leads to the appearance of extra dips.

Feature (i) is rather natural: quasistatic charge noise introduces a small randomness in the qubit splitting, and hence it slightly shifts the resonance positions. Averaging with respect to charge-noise configurations hence leads to a broadening of the resonant dips.

Feature (ii) is explained as a consequence of the fact that the selection rule for the probe-induced multi-photon transitions is markedly changed when charge noise detunes the readout.
point from the tipping point. Then, the transversality condition described above does not hold anymore, therefore even-photon transitions are also activated.

VI. DISCUSSION

(1) Effects of relaxation processes. We comment on the validity of these results in the presence of relaxation processes [10, 46, 47]. For the charge qubit, our results hold if the qubit relaxation time is longer than the integration time, but the results are not valid if qubit relaxation is fast. For example, in the zero-temperature limit, if the excited state relaxes during the integration time of the measurement, then the contrast between the two reflectance values is reduced. In case of the spin qubit, our results are adequate in the limit when uphill charge relaxation (from the singlet bonding state to the singlet antibonding state) and spin relaxation take longer than the integration time.

In case of the Majorana qubit, reflectometry-based readout utilizes the ground states corresponding to the two different fermion parities. Therefore, energetically downhill charge relaxation is actually useful, not harmful [2, 27, 28]. We expect that charge relaxation enforces a behavior similar to the adiabatic limit, but being a dissipative process, it should add a resistive contribution (Sisyphus resistance) to the response of the device [46], which could be quantified by calculating the out-of-phase charge response to the ac probe signal, that is, by replacing the sine in the numerator of Eq. (15) by a cosine. In the presence of fast quasiparticle poisoning, when the parity of the coupled qubit-dot system switches due to unwanted electron exchange with the environment faster than the integration time, our description loses validity. Note that quasiparticle poisoning is expected to be slow in Majorana-qubit devices based on Coulomb-blockaded islands [2, 3].

(2) Role of the lever arms. In a typical quantum-dot device, each quantum dot is capacitively coupled to multiple metallic electrodes (gates, contacts). For example, in a double-dot charge qubit, the right dot is coupled to the plunger gate of the left dot as well. We have disregarded such cross-couplings by assumption (ii) in section II A. It is straightforward to go beyond this simplification, following, e.g., Ref. [10]. We leave that for future work, but quote one result, corresponding to a special case. When the right dot couples dominantly to its gate electrode and its source and drain electrodes, but its capacitive coupling to the left dot is negligible (see Fig. 1a of Ref. [10]) then the right dot – gate coupling can be characterized by the lever arm \(0 < \kappa < 1\), and the parametric capacitance calculated in the adiabatic approximation [Eq. (18)] is modified as

\[ C_q = \frac{2|e|\kappa}{\pi V_{dev}} f_c(\kappa x). \]  

(3) Further optimization of the signal-to-noise ratio. Throughout this work, we assumed that the probe frequency is fixed at the eigenfrequency of the circuit in the absence of parametric capacitance, and that in this working point, the circuit reflectance is a linear function of the qubit-state-dependent parametric capacitance [see Eq. (2)]. These assumptions are convenient, because they imply that the readout fidelity does not depend on the absolute values of the qubit-state dependent effective capacitances, only on the difference of the two capacitance values. Going beyond our approximations, as described in Appendix A, a natural question arises: how to select the probe frequency to achieve an optimal signal-to-noise ratio for qubit readout? A natural choice could be to tune the probe frequency to the eigenfrequency of the circuit whose parametric capacitance is the average of the two values corresponding to the two qubit states. Since the presence of charge noise distorts the reflectance histograms from Gaussian, we expect that finding the optimal probe frequency is a nontrivial task in general.

VII. CONCLUSIONS

We have provided a theoretical description of error mechanisms that degrade qubit readout based on gate reflectometry: slow charge noise and overdrive effects. On-device charge noise creates a broadened distribution of the parametric capacitance of the device, and thereby adds uncertainty to the measured reflectance, in addition to amplifier noise. Hence charge noise leads to a reduced readout fidelity. Overdriving, that is, applying a too strong probe pulse, can lead to a scenario in which the charge response of the quantum dot, and hence the signal-to-noise ratio and the readout fidelity, is saturated as the probe strength is increased. Remarkably, in the Majorana-qubit setting, we find that there is an optimal probe strength leading to a maximal readout fidelity. Overdriving can also cause coherent transitions between quantum states, which leads to further reduction of the readout fidelity in the form of resonant dips. We expect that our results can be conveniently applied for interpretation and design of gate-reflectometry experiments. Furthermore, we think that the effects explored here can be utilized for device characterization: the anisotropy of the reflectance histograms can be used to infer the charge noise strength, whereas the overdrive effects could be used to calibrate the ac probe voltage amplitude that reaches the gate electrode.
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The circuit impedance in the absence of a parametric capacitance,  \( f = 329.5 \text{ MHz} \), and show the dependence of the reflectance on the parametric capacitance in Fig. 6d. The image of the reflectance map \( C_q \rightarrow \Gamma \) is shown in Fig. 6c. The setting \( C_q = 0 \) corresponds to the meeting point of the purple and orange arcs at \( \Gamma = 0 \), and for small but finite \( C_q \), the reflectance change is linear in \( C_q \) and happens along the \( \text{Im}(\Gamma) \) axis. For this particular circuit, a linear expansion in \( C_q \) around zero yields

\[
\Gamma \approx i0.6 \text{ fF}^{-1} C_q,
\]

exemplifying the general linear-response formula (2) of the main text. As illustrated by Fig. 6c, this linear relation is only approximate, and deviations from it can significantly change the results; in the main text we treat only this linear regime for simplicity, and postpone to study the role of the deviations for future work.

Appendix B: Maximum likelihood inference rule and readout fidelity

In Section III, we calculated the readout fidelities (see \( F = \ldots \) labels on Fig. 2a, b, d, e, g, h) of charge, spin and Majorana qubits from the reflectance histograms shown in Fig. 2. Here, we outline the procedure of that calculation.

Consider, for example, the histogram shown in Fig. 2b. Here, reflectance values \( \Gamma_j \) from \( N_r = 100,000 \) realizations in the range \(-0.05 < \text{Im}(\Gamma) < 0.05 \) are collected in \( N_{\text{bin}} = 250 \) bins, each bin with width \( w_{\text{bin}} = 0.0004 \). For the charge qubit ground (excited) state, the number of reflectance values in bin \( i \in \{1, \ldots, N_{\text{bin}}\} \) is denoted as \( n_i^{(g)} (n_i^{(e)}) \).

With this notation, the maximum likelihood inference method is formalized as follows. When the experimenter observes a reflectance value \( \text{Im}(\Gamma) \) (it is sufficient to consider the imaginary part here), she picks the bin \( i \) that contains that reflectance value, compares \( n_i^{(g)} \) and \( n_i^{(e)} \), and infers that the qubit was in state \( g \) if \( n_i^{(g)} > n_i^{(e)} \) and in state \( e \) otherwise. For later use, let us introduce the indicator function of ground-state-dominated bins \( \Theta(i) \), that is, \( \Theta(i) = 1 \) for those bins \( i \) in which \( n_i^{(g)} > n_i^{(e)} \) holds, and \( \Theta(i) = 0 \) for all other bin \( i \).

Now, to characterize the accuracy of this maximum likelihood inference procedure, we just count the number of incorrect inferences, and convert that to a probability. In particular, the probability of making an incorrect inference when the charge qubit is in state \( g \) is

\[
p_g = \frac{1}{N_r} \sum_{i=1}^{N_{\text{bin}}} \left(1 - \Theta(i)\right)n_i^{(g)},
\]

whereas the probability of making an incorrect inference
when the charge qubit is in state $e$

$$p_e = \frac{1}{N} \sum_{i=1}^{N_\text{ini}} \Theta(i) n_i^{(e)}, \quad \text{(B2)}$$

Assuming a balanced a priori probability for the two qubit states before the measurement, we conclude that the readout fidelity is characterized by

$$F = 1 - \frac{p_0 + p_e}{2}. \quad \text{(B3)}$$
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