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ABSTRACT

We present COSMIC BIRTH: Cosmological Initial Conditions from Bayesian Inference Reconstructions with Theoretical models: an algorithm to reconstruct the primordial and evolved cosmic density fields from galaxy surveys on the light-cone. The displacement and peculiar velocity fields are obtained from forward modelling at different redshift snapshots given some initial cosmic density field within a Gibbs-sampling scheme. This allows us to map galaxies, observed in a light-cone, to a single high redshift and hereby provide tracers and the corresponding survey completeness in Lagrangian space including phase-space mapping. These Lagrangian tracers in turn permit us to efficiently obtain the primordial density field, making the COSMIC BIRTH code general to any structure formation model. Our tests are restricted for the time being to Augmented Lagrangian Perturbation theory. We show how to robustly compute the non-linear Lagrangian bias from clustering measurements in a numerical way, enabling us to get unbiased dark matter field reconstructions at initial cosmic times. We also show that we can greatly recover the information of the dark matter field from the galaxy distribution based on a detailed simulation. Novel key ingredients to this approach are a higher order Hamiltonian sampling technique and a non-diagonal Hamiltonian mass-matrix. This technique could be used to study the Eulerian galaxy bias from galaxy surveys and could become an ideal baryon acoustic reconstruction technique. In summary, this method represents a general reconstruction technique, including in a self-consistent way a survey mask, non-linear and non-local bias and redshift space distortions, with an efficiency about 20 times superior to previous comparable methods.
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1 INTRODUCTION

The observed accelerated expansion of the Universe (Riess et al. 1998; Perlmutter et al. 1999) poses some of the most intriguing questions in modern cosmology: what is the origin of such dynamical state? (see e.g. Guzzo et al. 2008); is the so-called the dark energy component responsible thereof?, and what is it nature? In the recent years, a number of wide-field galaxy surveys have been designed in order to answer these fundamental questions, such as eBOSS (Dawson et al. 2016), Euclid Amendola et al. (2016), DESI (Levi et al. 2013), 4MOST (de Jong et al. 2019), WFIRST (Akeson et al. 2019) and LSST (LSST Science Collaboration et al. 2009). Additionally, pencil-beam surveys with smaller footprints but deeper and more abundant target sampling, e.g. VIPERS (Guzzo et al. 2014) and PFS (Takada et al. 2014), and also dense and deep photometric surveys, such as DES The Dark Energy Survey Collaboration (2005) and J-PAS (Benitez et al. 2014) contribute to understand the cosmic evolution of large-scale structures. The acquisition of obser-
vational data, as generated by these surveys, is potentially reaching the precision requirements to be able to tackle not only the above mentioned questions, but indeed more profound ones, such as the validity of General Relativity on the largest cosmological scales (see e.g. Ishak 2019, and references therein). To that end, the tools envisaged to perform data analysis need to keep track with the observational campaigns in order to be able to exploit the data to its maximal information content.

Recent measurements of the statistical properties of the spatial distribution of galaxies (see e.g. Alam et al. 2017) or quasars (see e.g. Ata et al. 2018) are currently paving the road for careful analyses aiming at shedding light into the different physical processes involved in the formation of large-scale structures. The identification of some of such properties dates back to pioneering papers (see Shandarin & Zeldovich 1989b; Bond et al. 1996; Platen et al. 2011), with the realization that galaxies follow an intricate pattern, the cosmic-web. A large variety of tools have been envisaged to study it (see e.g. Libeskind et al. 2018, and references therein). Another particular feature in the spatial distribution of galaxies is the baryon acoustic oscillations (BAOs). Its detection (see e.g. Eisenstein et al. 2005; Percival et al. 2007) represents the establishment of cosmological standard ruler, and a sensitive probe for the equation of state of the dark energy (e.g. Seo & Eisenstein 2003; Blake & Glazebrook 2003; Aubourg et al. 2015; Zhao et al. 2017).

Extracting the content of cosmological information encoded in the BAO is not a trivial task. At early cosmological times, such information was entirely contained in the two-point correlation function (or its Fourier counterpart, the power spectrum), which fully determines linear Gaussian over-density fields. However, as cosmic density fields evolved, non-linear evolution not only induced shifts in the position of the acoustic peak (e.g. Crocce & Scoccimarro 2008), but also dragged part of the information of the BAO signature from the two-point to higher order statistics (see e.g. Schmittfull et al. 2015), thus making mandatory the assessment of the galaxy three-point correlation function or the galaxy bispectrum (see e.g. Slepian et al. 2017; Gil-Marín et al. 2017). In order to obtain a clean detection of the BAO in the spatial distribution of galaxies (or quasars) in the two-point statistics, it is now standard to apply the concept of reconstruction: a technique which takes the spatial galaxy distribution back in time to a higher redshift, in which cosmic density fields are closer to linear (e.g. Eisenstein et al. 2007; Padmanabhan et al. 2012). However, a number of systematic uncertainties based on technical aspects of the observation strategy, such as the survey mask, or the radial selection function, together with other observational uncertainties with a physical background, such as galaxy bias, or redshift space distortions, have to be taken into account in reconstruction studies. A Bayesian approach represents a natural framework to deal with these systematic uncertainties, in which a posterior distribution function has several advantages as a posterior assessment of confidence regions and therefore realistic error bars and in general, covariance matrices.

In this work we propose an alternative approach. Grounded in the philosophy of previous works such as Monaco & Elstathion (1999) and Kitaura (2013), our proposal goes one step further and introduces additional developments aimed at retrieving the distribution of tracers in Lagrangian space. In particular, we implement a nested Gibbs- and Hamiltonian sampler, in which the final (i.e., the observed) galaxy distribution in redshift space is translated to real-space at initial high-redshift coordinates defined on the light-cone. The required peculiar velocities and displacements are iteratively obtained from the primordial density field at a single high redshift with forward modelling.

Our approach is particularly efficient due to a novel higher-order leapfrog algorithm applied at the solution of Hamilton equations (core of the Hamiltonian sampling technique). We have implemented an explicit and time-reversible symplectic integrator, widely used to solve quantum field theoretical phenomena of many-body fermionic systems (see e.g. Creutz & Gocksch 1989). In a companion paper (Hernández-Sánchez et al., in preparation) we show that this increases the computational efficiency by factor of about 20. Furthermore, we have implemented a non-diagonal Hamiltonian mass which includes the response operator to further increase the speed of the Hamiltonian Monte Carlo sampler.

In order to test our method, we use a galaxy mock catalog based on an $N$-body simulation, which reproduces clustering on the light-cone as measured from the CMASS sample (Rodriguez-Torres et al. 2016). Our results demon-
strate that we can obtain unbiased linear primordial density fields up to \( k \sim 0.4 \ h \text{Mpc}^{-1} \). This method promises to be especially suited for the reconstruction of baryon acoustic oscillations. Moreover, we have achieved that the reconstruction depends only on cosmological parameters, solving for dependencies on internal parameters associated to the resolution of the mesh. Another advantage of working with tracers based on the galaxy distribution is that they retain the small scale clustering information, when taking them to higher redshifts. The displacements and velocities are obtained in Lagrangian space, while aliasing and shot-noise are accurately corrected for through a Bayesian posterior sampling. Our method uses an iterative scheme which uses only differences of particle positions and their peculiar velocities, thus being flexible to be implemented with any arbitrary gravity solver.

The method presented here shows a way of taking into account nonlinear and non-local bias in the reconstruction process. This is particularly important, as the models used so far in the literature (e.g., Kitaura et al. 2014; Neyrinck et al. 2014; Kitaura et al. 2015) as well as those used within Bayesian reconstruction algorithms (e.g. Jasche & Lavaux 2019) are based on bias descriptions which have been shown to be quite inaccurate for low-mass tracers (see e.g. Pellejero-Ibáñez et al. 2019). While those analytic effective Eulerian bias models can represent the distribution of LRGs to a good accuracy (e.g. Kitaura et al. 2016a), the approach presented in this work can be particularly relevant for surveys based on ELGs and bright galaxies.

The outline of this paper is as follows. In § 2 we discuss the theoretical framework and the main motivations of our reconstruction approach. Section 3 describes the main ingredients and operations performed within the COSMIC BIRTH approach. In § 4 we present the validation of the method. We end with conclusions.

During this work we are dealing with different estimates of redshift, viz. the cosmological redshift \( z_q \) (in Lagrangian coordinates \( z_q \)), and that affected by peculiar velocities \( z_s \) (in Eulerian coordinates). If nothing else indicated than \( z \), this corresponds to \( z_r \), i.e., the true redshift at which a galaxy resides. In table 1 we have summarized some of the symbols used in the paper.

### Table 1. Different symbols used in the text.

| Symbol | Description |
|---------|-------------|
| \( q \) | Position vector in Lagrangian real space |
| \( r \) | Position vector in Eulerian real space |
| \( s \) | Position vector in Eulerian redshift space |
| \( \Psi(q) \) | Displacement field |
| \( z_q \) | Redshift at Lagrangian real space |
| \( z_r \) | Redshift at Eulerian real space |
| \( z_s \) | Redshift at Eulerian redshift space |
| \( B \) | Bias description |
| \( R \) | Response function |
| DMDF | Dark matter density field. |
| ALPT | Augmented Lagrangian Perturbation Theory |
| \( D(z) \) | Growth factor at cosmological redshift \( z \) |
| \( M \) | Model |

The second step, mediated by the peculiar velocity field (projected along the line of sight \( \mathbf{v}_s(r) \)) takes us to \( s \). The displacement field requires prior knowledge of Lagrangian space \( q \), and the peculiar velocity field requires prior knowledge of real-space \( r \).

### Figure 1. Sketch representing the mapping from Lagrangian coordinates \( q \) to Eulerian in redshift space \( s \). The first step consists in the mapping \( q \rightarrow r \) mediated by the displacement field \( \Psi(q) \). The second step, mediated by the peculiar velocity field (projected along the line of sight \( \mathbf{v}_s(r) \)) takes us to \( s \). The displacement field requires prior knowledge of Lagrangian space \( q \), and the peculiar velocity field requires prior knowledge of real-space \( r \).

### 2 DESCRIPTION OF THE PROBLEM

In this section we describe the theoretical context in which the COSMIC BIRTH approach resides.

#### 2.1 The phase-space mapping problem

The data, as obtained from galaxy survey, represents a distribution of tracers (galaxies) in Eulerian redshift-space. In general there is no velocity information, except for the Local Universe (see Courtois et al. 2013; Tully et al. 2014; Sorce et al. 2014). This implies on one side that an incomplete picture of the phase-space information is available, and on the other, that highly non-linear evolution (e.g. shell-crossing) is ubiquitously present.

Inferring the real-space Lagrangian coordinates \( q \) from Eulerian coordinates in redshift space, \( s \), is a complex task, as one needs already prior knowledge of the Lagrangian coordinates for the displacement field \( \Psi(q) \) and of the real-space coordinates for the peculiar velocity field along the line of sight \( \mathbf{v}_s(q) \)\(^1\), according to

\[
q = s - \Psi(q) - \mathbf{v}_s(q),
\]

as depicted in Fig. 1. In order to illustrate the complexity of the problem, let us use the Zel’dovich approximation (Zel’dovich 1970; Shandarin & Zel’dovich 1989a; White 2014). At early enough times in the evolution of perturbations in the dark matter density field, (i.e. before shell-crossing), their dynamics is well described by a potential flow with a displacement field given by \( \Psi(q, z) = D(z) \nabla \Phi(q) \), where \( D(z) \) is the growth factor of linear perturbations (computed throughout this work as in Heal 1977), \( z \) the cosmological redshift and \( \Phi \) is proportional to the initial gravitational potential of the perturbations satisfying Poisson’s equation \( \nabla^2 \Phi(q) = \delta(q) \). The position and velocity of

\(^1\) Note that the velocity field is a function of the real-space Eulerian coordinates \( r \), which is in turn a function of the Lagrangian coordinates \( q \), i.e., \( \mathbf{v}(r) = \mathbf{v}(r(q)) = \mathbf{v}(q) \).
a test-particle at a fixed cosmological redshift can be written respectively as
\[
\begin{align*}
\mathbf{r}(z) &= q + \Psi(q, z) = q + D(z) \nabla \Phi(q), \\
\mathbf{v}(z) &= \frac{d\mathbf{r}(z)}{d\tau} = \frac{d\Psi(q, z)}{d\tau} = D(z) \nabla \Phi(q),
\end{align*}
\]
where \(\tau\) is the corresponding conformal time. The tracers defined by Eq. (2) occupy a three-dimensional sub-manifold of the entire six-dimensional phase-space according to the time-dependent mapping:
\[
q \mapsto \left( q + D(z) \nabla \Psi(q), D(z) \nabla \Phi(q) \right). 
\]

From such mapping it becomes clear that the knowledge of the initial density field \(\delta(q)\) determines all posterior evolution. This is valid (without loss of generality) beyond the Zel’dovich approximation, in which case Eq. (2) becomes more complex (e.g. Tassev et al. 2013; Kitaura & Hess 2013; Feng et al. 2016). The map between \(\mathbf{r}(z)\) and \(q\) (e.g., as in Eq. (2)) is uniquely defined (bijective) until more than one stream of dark matter exists at one spatial location (shell crossing). Irregardless of the complexity of solving the phase-space collisionless fluid equations back in time, the problem becomes irreversible having only information on the (redshift-space) positions of galaxies without knowing their peculiar motions.

### 2.2 Previous velocity and displacement field reconstructions

In the basic reconstruction scheme widely used for baryon acoustic oscillation reconstruction (Eisenstein et al. 2007; Padmanabhan et al. 2012), the displacement and peculiar velocity fields are obtained from smoothing the galaxy field in Eulerian redshift space \(\Psi(s) = \Psi(K \otimes \delta_2(s))\) leading to Lagrangian coordinates expressed as
\[
q = s - \Psi(s) - \mathbf{v}_r(s). 
\]
This can be improved with an iterative method envisaged to effectively solve Eq. (1) (see Hada & Eisenstein (2019) and previous works developing this technique e.g. Yahil et al. (1991); Monaco & Efstathiou (1999); Wang et al. (2012); Kitaura & Angulo (2012); Kitaura (2013); Kitaura et al. (2016b)). Some strategies are based on seeking a unique optimal solution (e.g. Peebles 1980; Nusser & Branchini 2000; Breuier et al. 2003; Shi et al. 2018; Sarpa et al. 2019). As mentioned in the introduction, we are interested in forward modelling approaches within a Bayesian framework, which yield an ensemble of solutions compatible with the observations. Let us present the problem in a more formal context below leading to our chosen strategy. For an overview of other works pioneering this field we refer to the introduction given in Bos et al. (2019). We should stress here that methods like the ones explored in Monaco & Efstathiou (1999); Hada & Eisenstein (2019) do not use a Bayesian formalism, which permits to correct for the shot noise of the discrete galaxy distribution, and the survey mask and radial selection function in the reconstruction process. A Gaussian smoothing is applied in these methods limiting the reconstruction power towards small scales. We will present here the method, which permits us to deal with Lagrangian tracers within a Bayesian formalism.

### 3 THE COSMIC BIRTH APPROACH

The methodology of the COSMIC BIRTH approach aims at sampling the initial cosmic density field, conditional to the observed galaxy distribution on the light-cone. To this end, it relies on an iterative Gibbs-sampling method, (see e.g. Kitaura & Enßlin 2008; Kitaura et al. 2012a). The work presented here extends this approach to similarly sample displacement fields together with the peculiar velocities, as presented in Kitaura et al. (2016b). This is similar to the method presented by Kitaura (2013), with some exceptions which we will discuss below. Moreover, novel methods to sample the non-linear and non-local bias and the response function \(R\) in Lagrangian space are presented. Let us discuss each step in detail below.

#### 3.1 The Gibbs-sampling scheme

We are interested in the matter over-density field \(\delta(q)\) evaluated at Lagrangian coordinates \(q\) and defined on a regular cubical mesh with \(N_s\) cells. The data is represented by the three dimensional galaxy distribution, as observed in Eulerian redshift space, with coordinates \(\{s^o\}\). Given the peculiar velocities \(\mathbf{v}\), we are in position to infer their corresponding real space coordinates \(\{r^o\}\). Furthermore, knowing the displacements \(\Psi\) connecting the initial cosmic times with the final ones, we can compute their corresponding Lagrangian coordinates \(\{q^o\}\), as discussed in the previous section. The galaxy number counts on the mesh \(N_g\) can be related to the matter density field according to our likelihood model and a bias description \(B\) presented in §3.5. Furthermore, we use a response function \(R\), which accounts for the survey geometry, or angular completeness, and for the radial selection function. In particular, the joint PDF of all the above mentioned variables can be sampled within a Gibbs-sampling scheme based on the corresponding conditional PDFs:
\[
\begin{align*}
\delta(q) &\sim \mathcal{P}_b (\delta q, \mathbf{R}_g, C_g (\{p_v\}), \{B q\}) , \\
\{r^o\} &\sim \mathcal{P}_u (\{r^o\}, \{s^o\}, \{v^o (\delta q, f^o_1)\}, M_1) , \\
\{s^o\} &\sim \mathcal{P}_u (\{s^o\}, \{v^o (\delta q, f^o_1)\}, M_2) , \\
R(q) &\sim \mathcal{P}_b (\mathbf{R}_g, \mathbf{R}_s, \{\Psi_q\}, M_3) , \\
\{B \mathbf{q}\} &\sim \mathcal{P}_b (\{B \mathbf{q}\}, \{B \mathbf{s}\}, \{\Psi_q\}, M_4) ,
\end{align*}
\]
where the subscripts \(q\) and \(s\) stand for Lagrangian real space, and Eulerian redshift space coordinates, respectively. The superscript \(z\) stands for redshift bin, \(M_1\) and \(M_4\) represent the models describing peculiar motions and displacement fields, respectively. The growth rate \(f^o_1\) will be further discussed in §3.3.

The approach described above has the great advantage of being general for any structure formation model, as only the initial and final positions with their peculiar motions are needed. In this study, we only consider the approach provided by the Augmented Lagrangian perturbation theory ALPT (Kitaura & Hess 2013), which is being successful describing clustering down to a few Mpc scales and has been implemented for the generation of halo mock catalogs generation based on bias mapping methods (Kitaura et al. 2016b; Balaguera-Antolínez et al. 2019b).

Figs. 2 and 3 depict, with a flow-chart, the main steps followed within the Gibbs sampling method. In the following sub-sections we summarize the first three main crucial
Figure 2. Flowchart depicting the Gibbs-sampling scheme of BIRTH to sample the density field $\delta(q)$ at initial cosmic times. The input data reside in Eulerian redshift-space and can be transformed to real-space with a given peculiar velocity field $v$. Once the data have been transformed to Lagrangian space with the displacement field $\Psi$, we can sample the corresponding density field with higher order Hamiltonian-sampling. We note, that this scheme can be extended to account for more variables of the model (power spectrum, growth rate, etc).

Gibbs-sampling steps and the corresponding assumptions (additional steps will be subsequently presented).

3.2 Step 1: sampling the linear density field

The continuous primordial dark matter field is sampled assuming that the observed galaxies are identified in real Lagrangian-space at high redshift. This is done within a Bayesian framework, in which a log-normal-Poisson posterior distribution function (PDF) is assumed. The log-normal PDF stands for the prior of the dark matter distribution, while the Poisson PDF represents the likelihood describing the distribution of discrete Lagrangian space tracers (e.g. Kitaura et al. 2010). We note that the log-normal prior assumes on one side a comoving Lagrangian framework, and, on the other, that tracers can be uniquely followed, i.e. neglecting shell crossing (Coles & Jones 1991; Kitaura & Angulo 2012). This precisely applies for Lagrangian tracers at high redshift. Also, the logarithmic transformation of the normalised density $\log(1 + \delta)$ (with $\delta = \rho/\bar{\rho} - 1$) tends towards the over-density field for $|\delta| \ll 1$.

On the other hand, Poissonity is a reasonable assumption for homogeneously distributed tracers at high redshift, e.g. before gravity introduces small-scale clustering. Such small-scale clustering generates over-Poisson dispersions at the scale of the sub-volume element at which the galaxy number counts are defined, since at larger scales an inhomogeneous Poisson distribution accounts for the large scale clustering modulated by the dark matter density field (e.g. Peebles 1980; Saslaw 1989; Sheth 1998; Kitaura et al. 2014; Neyrinck et al. 2014; Ahn et al. 2015). In any case such a deviation from Poissonity can be also included in a Bayesian framework (Ata et al. 2015). This step is the bottle-neck in our computations.

We would like to stress that COSMIC BIRTH achieves a high efficiency with the development of a novel version of the Hamiltonian Monte Carlo (HMC) sampling introduced by Jasche & Kitaura (2010), and studied in detail in a companion paper (Hernández-Sánchez in preparation). For further reference to the basic implementation see also Ata et al. (2017). In particular, we have introduced, as a novel ingredient, a higher order discretisation of Hamilton equations using subsequent second order Leapfrog operators. In this work we use the 4th order discretisation, which consists of a forward time step integration, followed by a backward one, with a third and final forward one with different time-step lengths following Creutz & Gocksch (1989).

In addition, we introduce a strategy to deal with non-diagonal Hamiltonian mass-matrices including the survey geometry, which act as a preconditioner to additionally speed up the algorithm (see Appendix B).

The Hamiltonian sampler could have assigned a larger
Figure 3. This sketch illustrates the various Lagrangian to Eulerian and vice-versa mappings performed within COSMIC BIRTH. At the bottom right it is illustrated how galaxies are mapped to real Lagrangian space looking up the information from a forward simulation based on the previous iteration yielding outputs at different redshift snapshots ($i-1, i, i+1, \ldots$), as shown on the left. The light-cone dark matter field calculation from Lagrangian to Eulerian space and the response function mapping from Eulerian to Lagrangian space happen in the same loop, each of one looking up the corresponding redshift snapshot information, when going through the cells of the mesh. For both these two cases a phase space mapping with a tetrahedral tessellation is applied. To this end the corresponding tracers are defined at the cell center and thus denoted with a subscript G.

3.3 Steps 2 & 3: displacements and peculiar velocity fields

The Lagrangian tracers are sampled assuming that the initial cosmic density field is known. This can be achieved using a given structure formation model, yielding the displacement and peculiar velocity fields at different redshifts from that initial field. These in turn can be used to obtain the Lagrangian tracers which correspond to the observed tracers in Eulerian space. We note that this step is similar to the analysis of $N$-body simulations for which the initial conditions are known and the particles composing a halo are traced back to high redshift (e.g. Ludlow & Porciani 2011). The additional uncertainty in our study comes from the lower resolution at which we reconstruct the initial Gaussian field, which is in general not high enough to resolve the halos hosting the number of tracers in Lagrangian space, as available in the Eulerian light-cone, i.e., the observed galaxy distribution. This was done in Kitaura (2013); Kitaura et al. (2012b); Heß et al. (2013). Here we want to control the evolving bias on the light-cone (see §3.5). Therefore we will restrict in this first paper the Lagrangian tracers to be equal in number to the Eulerian ones. We note however, that the bias does not change, if the number of Lagrangian tracers is equal for each Eulerian tracer, as the overdensity field does not change. In case, one would consider a different number of tracers depending for instance on the location of the galaxy in the cosmic web this picture becomes more complicated, although not unsolvable. We leave this investigation for future work.
observed galaxies. Also, galaxy bias and redshift space distortions contribute to this uncertainty, as we will discuss below.

In this second step COSMIC BIRTH obtains the real space position for each galaxy, given its observed redshift space $s_{\text{obs}}$ position (required for the first step). The latter is obtained by sampling the peculiar velocities $\{v(\delta, f_0)\}$ (with the growth rate given by $f_0 \equiv d \log D(a)/d \log a$, assuming that the density field and the growth rate $f_0$ are known\(^2\)). One can add a dispersion term to the displacement and peculiar velocity field accounting for the uncertainty. In practice this is assumed to be Gaussian distributed, and set to low standard deviations of about 1 $h^{-1}$ Mpc (see Kitaura et al. 2016b; Ata et al. 2017).

In a further publication we will explore in more detail the redshift-space distortions corrections achieved with COSMIC BIRTH. We should also note that the solution to the Lagrangian-to-Eulerian mapping problem is not solved here in the same way to the approach presented in Kitaura (2013). While in the latter approach a large number of large-scale structure tracers are displaced forward in time and then linked to observed galaxy distribution (in a likelihood comparison step), here we solve Eq. (1) by evaluating the forward computed displacement and velocity fields at the Lagrangian coordinates. This is not yielding a completely self-consistent relation between the sampled initial Gaussian field and the final positions of tracers, as the Gaussian fields change from iteration to iteration given various uncertainties modelled in the Bayesian framework. Therefore, we expect some improvement at least on small scales, if the approach formulated in Kitaura (2013) is implemented in the COSMIC BIRTH code. As anticipated, we will investigate this in detail in future work.

3.4 Step 4: response function in Lagrangian space

The problem arising from the type of approach described in this section is that the observables are obtained in Eulerian space, while the reconstruction of the matter density field is performed in Lagrangian space, under the assumption that the data is in that space. This is still an unsolved problem for the survey geometry or the radial selection function. Previous studies (Kitaura 2013) have augmented empty regions with some mock galaxies and inverse weighted the selection function to mitigate these issues. Since this operation is particularly dangerous when the selection function acquires very low values (see discussion in Kitaura et al. 2009), such studies were restricted only to small cosmological volumes (Kitaura et al. 2012b).

One can improve this in a number of ways. The key concept is data augmentation (see e.g. Tanner 1993). One possibility is based on the production of data exactly compensating for the incompleteness of the survey in each Gibbs sampling iteration. This can be done according to some bias model and the density field obtained in a given iteration. Marginalisation over such augmented data could be done by sampling, in each Gibbs sampling iteration, new augmented data, discarding the previous ones (the true observed data is untouched during the iterations). Note that this approach needs an accurate Eulerian bias model, which is particularly difficult to achieve (Pellejero-Ibáñez et al. 2019). A second approach can be that of introducing a noise-component (as is done with Wiener filtering, e.g. Zaroubi et al. 1995; Horowitz et al. 2019), which depends on the completeness, being larger in less observed areas. The inconvenience of this approach is that in our particular case one would need some degree of arbitrary fine-tuning to get sensible results as the level of noise is a complex function of the completeness for which we lack a proper model (e.g. Zaroubi et al. 1999). The most natural option consists on including the completeness in a response function and let the Bayesian model compensate the survey mask and radial selection function in the reconstructed initial cosmic density field (see Zaroubi et al. 1995; Kitaura & Enßlin 2008). This has been done for the first time connecting Lagrangian to Eulerian space including cosmic evolution in Jasche & Wandelt (2013), and later adopted by Wang et al. (2013) and Bos et al. (2019). All these approaches compute gradients of structure formation demanded within the Hamiltonian sampling. Also, an accurate description of Eulerian bias is requested, without which those methods are likely to down-weight the data (see e.g. Jasche & Lavaux (2019, where the likelihood is down-weighted with a factor of 0.3).

We propose here to calculate the response function in Lagrangian space to be able to apply the standard Bayesian approach. This is trivial to do for the radial selection function, as we just have to compute it based on the reconstructed galaxy sample at Lagrangian coordinates. However,

\(^2\) We note that assuming a wrong growth rate will yield an anisotropic reconstructed density field. This was recently investigated (Granett et al. 2015) by jointly sampling the anisotropic power spectrum including the growth rate and the redshift space density field.
the angular survey mask is not trivial to compute in Lagrangian space. First we have to project it to the three-dimensional space as it is introduced in Kitaura et al. (2009). Then that Eulerian field has to be mapped to Lagrangian space using the reconstructed forward displacement field on the lightcone. In particular, we assume that each cell center $r_G$ represents a response function tracer. We need to keep track of the Lagrangian coordinates of each cell center in the same way we do it with the galaxies. This enables us in principle to make a mapping of the response function to Lagrangian space. However, the finite number of tracers (finite resolution of the grid) yields inaccurate estimates of this mapping. Therefore we resort to phase space mapping (see Shandarin et al. 2012; Abel et al. 2012; Hahn et al. 2013), which makes a tessellation of the mesh into tetrahedrons and uses the positions and displacement field information to get accurate density estimates even on coarse resolutions (e.g. Balaguera-Antolínez et al. 2019b). See also the works by Falck et al. (2012); Neyrinck (2012, 2013). Let us call the resulting three dimensional projected angular mask as $w_r$, and refer to the corresponding the angular response function as

$$R_\alpha = w_\alpha \bar{z}.$$  \hspace{1cm} (6)$$

We note that the angular completeness does not care about real or redshift space, which affect only the radial direction. We consider thus the redshift $z$, as the final one of the displacement field (in the Zel’dovich approximation this would be $\Psi(q, z) = D(z)\Psi(q)$).

The radial selection function is computed from the $z$-distribution of large scale structure tracers normalised by the volume enclosed in shells (or divided by $z^3$ as it is described in Ata et al. 2017). We do this computation in Lagrangian space, as we need all quantities defined in that space in order to perform the step 1. Let us refer to the radial selection function part of the response function as

$$R_r = w_r \bar{z},$$  \hspace{1cm} (7)$$

where $w_r$ is the three dimensional projected spherical symmetric radial selection function. The total response function $R$ will be the product of $R_\alpha$ and $R_r$:

$$R = R_\alpha \cdot R_r.$$  \hspace{1cm} (8)$$

We note that (iteratively) computing the radial selection function in real (Lagrangian) space prevents the so-called "Kaiser rocket" effect (Kaiser 1987; Nusser et al. 2014). The Lagrangian framework we are using has another advantage. We can define the radial selection function as described above ignoring light-cone effects, as we are performing the reconstruction at a single snapshot at high redshift. However, direct reconstructions of the dark matter density field in Eulerian space require to take into account a cosmological selection function (see Granett et al. 2015).

### 3.5 Step 5: Sampling the galaxy-dark matter bias relation

The description of the galaxy distribution (in our context: galaxy number counts per cell mapping the observed volume onto a mesh) with respect to the large scale dark matter field (defined on the same mesh) requires effective bias models, encoding the underlying physics of galaxy formation in a non-linear, non-local functional dependence. The large scale bias can be measured in redshift bins (and galaxy populations according to various properties) using different probes of clustering (e.g. Verde et al. 2002; Seljak et al. 2005; Conroy et al. 2005; Cresswell & Percival 2009; Lindsay et al. 2014; Gil-Marín et al. 2015; Balaguera-Antolínez et al. 2018; Pan et al. 2019). We know since long that the galaxy bias is in general a non-linear function of the underlying continuous dark matter field. In the attempt of modelling such a relation, a Taylor expansion has been suggested both as a function of the dark matter i) overdensity field (Fry & Gaztanaga 1993), and ii) its logarithmic transformation (Cen & Ostriker 1992). In fact the latter expansion corresponds, truncated to first order, to a power-law, giving already a fair description at the two point statistics (see e.g. de la Torre & Peacock 2013). However, it has been shown that a threshold bias based on the peak split-background picture (e.g. Kaiser 1984) is crucial for an accurate description of the three-point statistics (see e.g. Kitaura et al. 2014, 2015). This model has been refined to have a smoother drop-off behaviour towards the low density regime by (Neyrinck et al. 2014, 2015). This model has been used to derive a smoother drop-off behaviour towards the low density regime by (Neyrinck et al. 2014) and has been successfully applied to reproduce the LRG distribution of the BOSS survey (Kitaura et al. 2016a). Hence, the expected galaxy number counts is given by

$$\rho_g(r, z) = \gamma(z)B(r, z),$$  \hspace{1cm} (9)$$

with a normalisation of

$$\gamma(z) = \frac{N(z)}{\langle B(r, z) \rangle}.$$  \hspace{1cm} (10)
and a non-linear deterministic bias given by

$$B(r, z) = \exp \left( - \frac{\rho(r, z)}{\bar{\rho}(z)} b_0(z)^2 \right) \frac{\rho(r, z)}{\bar{\rho}(z)} b_0(z),$$  \hspace{1cm} (11)

where the density is linked to the over-density field through \( \rho(r, z) = \bar{\rho}(z)(1 + \delta(r, z)) \). However, this simple non-linear model lacks a proper non-local bias description (see e.g. McDonald & Roy 2009), which can be modelled through the tidal field to second order (see e.g. Balaguera-Antolínez et al. 2019b,a). A complete bias description also demands in principle the dependence with the initial cosmic field (e.g. Desjacques et al. 2018) and there are current attempts to include this within a Bayesian context.

The goal of this work is to find a practical Lagrangian bias description which can be directly derived from the observations, assuming that the tracers of the large scale structure reside in Lagrangian space. This is achieved within our Gibbs-sampling scheme through an Eulerian to Lagrangian mapping which already accounts for non-local and non-linear bias, simplifying the bias relation in Lagrangian space. This is represented in a sketch in Fig. 5.

In the remainder of this section we will derive a complete formalism which connects the observed redshift large scale clustering over the large scale Lagrangian bias, to a non-linear Lagrangian bias model including the dependence on the chosen mesh resolution to represent the galaxy number counts and the dark matter field.

### 3.5.1 Eulerian large scale bias

The clustering of galaxies in redshift space with respect to some fiducial cosmology provides a measure of the large scale bias. Following Ata et al. (2017), given a redshift \( z \) one can define the ratio between the galaxy correlation function in redshift space at \( z \) \( \xi^g(z) \) and the matter correlation function in real space at \( z \) \( \xi_S(z) \) as

$$b'(z) \equiv \sqrt{\frac{\xi^g(z)}{\xi_S(z)_{LS}}}. \hspace{1cm} (12)$$

The quantity \( \xi^g(z) \) can be obtained from the data without having to assume any information of bias or growth rate. Furthermore, one can use the Kaiser factor \( K = 1 + (2/3)f_\Omega/b + (1/5)(f_\Omega/b)^2 \) (where \( f_\Omega \) denotes the growth rate (Kaiser 1987)) to relate the galaxy correlation function in redshift space to the matter correlation function in real space, \( \xi^g(z) = K(z)b'(z)\xi_S(z) \). Combining these expressions we find a quadratic expression for \( b(z) \) for each redshift, with a positive solution given by (see e.g. Ata et al. 2017)

$$b(z) = \frac{1}{3}f_\Omega(z) + \sqrt{\frac{4}{45}(f_\Omega(z))^2 + (b'(z))^2}. \hspace{1cm} (13)$$

In our case study using the light-cone mock galaxy catalog for CM ASS galaxies we find a bias as a function of redshift as illustrated in Fig. 6.

### 3.5.2 Lagrangian large scale bias

Once we have the Eulerian large-scale bias given by Eq. (13), we can translate it to any higher redshift. To that aim, we assume that the bias that the bias from Eq. (13) can be expressed as \( \delta_{\text{bias}}(z_0) = (z_0 - 1)\frac{D(z)}{D(z_0)} + 1 \).

We note that we do not need to include stochasticity in this relation, as introduced by Tegmark & Peebles (1998), since we are not trying to model the different galaxy populations at different redshifts including galaxy formation, but the large scale bias evolution of a given galaxy population. In fact this has been studied in detail in Birkin et al. (2019).

### 3.5.3 Lagrangian non-linear bias

Hitherto, we have only considered the bias at large scales (i.e., in the limit of \( k \to 0 \)). If we aim at describing the...
DMDF on a mesh of Mpc scales resolution, we need to use a non-linear description of DMDF. In fact, a typical bias of \( \sim 2 \) (e.g. for LRGs) is translated through Eq. (14) to a bias of about 60 at \( z = 100 \). If our cell resolution is high enough of producing over-densities larger than \( |\delta| > 10^{-2} \), this implies that a linear model would yield negative densities, i.e. \( \delta < -1 \).

One of the simplest model we can assume is a power-law bias:

\[
\rho_g(q) = \gamma(z_0)(1 + \delta(q))^b(z_0)f_b(z_0),
\]

where \( \gamma(z_0) \) is a normalization constant and \( f_b \) is a correction factor which ensures a correct large scale bias (see e.g. Ata et al. 2017). This model does not include threshold bias (see Eq. (11)) inherent to the peak background-split model (see e.g. Kaiser 1984; Schmidt et al. 2013, and references therein). This is consistent with the picture of the proto-halos associated to halos after cosmic evolution, which are not tracers of the peaks of the initial cosmic density field, but can be tracing the whole density regime (see e.g. Ludlow & Porciani 2011). In our framework, in Fig. 5, galaxies tracing halos they are mapped to Lagrangian space they trace the proto-halos in the entire density field. In a natural way the resulting proto-halo regions are not spherical symmetric already effectively ensuring a non-local mapping in Eulerian space (see e.g. Sheth et al. 2013). The framework presented here allows to be extended to account for complex Lagrangian bias components, if that would be required. We note however, that recent works do not find important non-local bias contributions in Lagrangian space, except for very massive haloes (Castorina et al. 2016; Abidi & Baldauf 2018). This implies that as long as the Lagrangian tracers used to reconstruct the density field are not very massive, we can neglect additional non-local bias terms (see Fig. 5).

It is important to note that the normalisation in Eq. (15) depends on the non-linear bias model, and is only equal to the galaxy number density \( \bar{N} \) for bias unity:

\[
\gamma(z_0) = \bar{N} / \langle (1 + \delta(q))^b(z_0)f_b(z_0) \rangle.
\]

The problem associated to the model represented by Eqs. (15) and (16) is its dependency on the mesh resolution on which \( \rho_g(q) \) and \( \delta(q) \) are defined, via the factor \( f_b \), and thereby on input parameters for the representation of the data in our code. To circumvent this situation, we obtain a connection between the power-law bias of Eq. (16) (specifically, the parameter \( f_b \)) with the large-scale bias as predicted by the renormalised perturbation theory (RPT) (see e.g. McDonald & Roy 2009; Desjacques et al. 2018). We present the derivation in appendix A.

Given the lack of a solid analytical framework which predicts the nonlinear bias, we propose here to derive it numerically. This ansatz is inspired by RPT (see appendix A), which encodes the non-linear dependence on the resolution in the variance of the field. We can define an effective power law bias by \( b_{\text{eff}}(z) = b(z)f_b(z) \). The large scale bias can be obtained from the ratio of the galaxy to dark matter over-density variances:

\[
b(z) = \sqrt{\frac{\sigma_g^2(z)}{\sigma_K^2(z)}},
\]

with the variances given by

\[
\sigma_g^2(z) = \langle (K \circ \delta(q, z))^2 \rangle, \tag{18}
\]

and

\[
\sigma_K^2(z) = \langle (K \circ \delta(q, z)[b_{\text{eff}}(z)])^2 \rangle, \tag{19}
\]

for the dark matter and the galaxy field, respectively, and \( K \) being a Gaussian kernel with a smoothing scale of 50-100 \( h^{-1} \) Mpc \(^3\). The model for the galaxy over-density is accordingly written as

\[
\delta_g(q, z)[b_{\text{eff}}] \equiv \bar{N}(z) \frac{(1 + \delta(q, z))(b_{\text{eff}})}{(1 + \delta(q, z))^{b_{\text{eff}}}} - 1. \tag{20}
\]

Now we have all the ingredients to obtain the non-linear bias correction factor \( f_b(z) \), which ensures that the large scale bias (Eq. 17) is recovered for large smoothing radii from Eq. (20). We do this iteratively using a Newton-Raphson method \(^4\).

### 3.5.4 Bias mixing between redshift bins

So far we have found a Lagrangian bias description based on some clustering measurements in Eulerian redshift space. Since those are naturally done in redshift bins, we end up having the Lagrangian bias defined on shells in redshift distance. This assumes that the Eulerian to Lagrangian mapping of tracers keeps spherical shells, however those are distorted in the same (reverse) way as baryon acoustic oscillation spheres are distorted through cosmic evolution. If the bias is interpolated to obtain a smooth varying function in redshift, then the changes in redshift from \( z_s \) to \( z_r \) according to Fig. 1 are not large and it can be assumed that the Lagrangian bias of a galaxy is the same evaluated at both distances. If one decides to keep a binned bias, then a galaxy in one bin might jump to a higher or lower redshift bin as shown in Fig. 4. In such scenario one would need to associate to galaxies jumping to a lower (higher) redshift bin the bias from their original higher (lower) one. This has been actually implemented in COSMIC BIRTH and we show results for both cases below.

### 4 VERIFICATION OF THE COSMIC BIRTH CODE

In this section we will describe the data used to verify the COSMIC BIRTH and present and discuss the results after running the COSMIC BIRTH code on them.

#### 4.1 Data used in this work

To validate the reconstruction method presented in this paper, we use the Data Release DR12 of the Baryon Oscillation Spectroscopic Survey (BOSS) (Dawson et al. 2013). The BOSS survey uses the SDSS 2.5 meter telescope at Apache

\(^3\) After verifying that the results do not change for our volume using different smoothing scales, we chose a scale of 50 for our numerical tests.

\(^4\) We choose in our calculations an accuracy of \( \text{eps}=10^{-5} \), which typically is achieved after 3-5 iterations for each population of galaxies and each redshift bin.
Figure 8. For slices of thickness $\sim 60 \, h^{-1} \, \text{Mpc}$ in the $z$–$y$ plane of the three dimensional cubical mesh of side $3200 \, h^{-1} \, \text{Mpc}$ and $256^3$ cells: completeness for the galaxies which jump to a lower redshift bin (left), for those which stay at the same redshift bin (middle), and for those which jump to an upper redshift bin. Galaxies are over-plotted as red dots.

Figure 9. For the same cut as in Fig. 8 but in the $x$–$y$ plane: 3D projected angular survey geometry, including veto mask in Eulerian space (left), Lagrangian space (middle), and the difference between both (right).

Point Observatory (Gunn et al. 2006) and the spectra are obtained using the double-arm BOSS spectrograph (Smeet et al. 2013). The data are then reduced using the algorithms described in (Bolton et al. 2012). The target selection of the CMASS and LOWZ samples, together with the algorithms used to create large-scale structure catalogues (the MANGLE code), are presented in Reid et al. (2016).

We restrict this analysis to the CMASS sample of luminous red galaxies (LRGs), which is a complete sample, nearly constant in mass and volume, limited between the redshifts $0.43 \leq z \leq 0.7$ (see Anderson et al. (2014) for details of the targeting strategy). We use the $N$-body based mock galaxy catalog constructed to match the clustering bias, survey mask, selection functions, and number densities of the BOSS DR12 CMASS galaxies on the light-cone.

The mock galaxy catalog used in this study was presented in Rodríguez-Torres et al. (2016) and was extracted from the BigMDPL N-body simulation, which was performed using the GADGET–2 code (Springel 2005). The BigMDPL was run with $3,840^3$ particles on a volume of $(2.5\,h^{-1}\text{Gpc})^3$ assuming ΛCDM Planck cosmology with $\Omega_\Lambda = 0.6928, \Omega_M = 0.307, \Omega_b = 0.0482, \sigma_8 = 0.828, n_s = 0.961$, and a Hubble constant $H_0 = 100\,h\,\text{km\,s}^{-1}\,\text{Mpc}^{-1}$ given by $h = 0.677$. Halos and subhalos were identified using the ROCKSTAR halo finder (Behroozi et al. 2013). The DMDF on the light-cone has been constructed with the redshift snapshots between $z = 0.43$ and $z = 0.7$ using the stored data from the BigMDPL simulation, i.e. 0.5% of the particles. As a further preparation of the data, we computed the response function following the description in §3.4. In particular, the angular mask was calculated using the MANGLE software package (Hamilton & Tegmark 2004; Swanson et al. 2008). For the time being we will assume the power spectrum to be known with the exact cosmology (i.e. that used to construct the mock galaxy catalog). We note that the large-scale bias on redshift bins comes as an input computed as shown in Fig. 5.

https://www.cosmosim.org/cms/simulations/bigmdpl/
Figure 10. Slices of thickness $\sim 60 \, h^{-1} \, \text{Mpc}$ in the $z-y$ (top) and $x-y$ (bottom) plane of the three dimensional cubical mesh of side $3200 \, h^{-1} \, \text{Mpc}$ and $256^3$ cells showing the averaged density field over 50 independent samples. Left panels with (right panels w/o) galaxies over-plotted.
Figure 11. Left panels: same as Fig. 10 but for single reconstructions after 70 Gibbs-sampling iterations on meshes with 512$^3$ cells. Right panels: corresponding initial density fields at $z=100$ are shown.
Figure 12. For the same cut as the lower panels in Fig. 10: upper left: dark matter from the BigMD simulation. Upper right: CMASS completeness. Second raw: galaxy number counts based on the BigMD simulation using SHAM in Eulerian (left) and Lagrangian (right) space (reconstructed). Third row: dark matter reconstructions with ALPT on 256^3 (left) and 512^3 (right). Fourth row: reconstructed density field at $z = 100$, average (left), single (right).
4.2 Results

We consider in our analysis cubical volumes of $L = 3200 \, h^{-1} \, \text{Mpc}$ side length with 256$^3$ cells, i.e., a cell resolution of $12.5 \, h^{-1} \, \text{Mpc}^3$. This setting is identical to the one in Ata et al. (2017), and we refer the reader to this work for further details. We have performed a series of runs with a variation of settings.

From now on the reference calculation is dubbed run A. This run includes 20 redshift snapshots in the range $0.35 < z < 0.8$, including phase-space mapping in the angular response function transformation to Lagrangian coordinates (see §3.4), and bias interpolation (see §3.5.4). We note that we need a puffing redshift range to ensure that we have enough redshift bins after the Eulerian to Lagrangian mapping summarised in Figs. 2 and 3. We have verified in an additional run $A_\Delta$ using 10 redshift bins for the same

---

For visualisation purposes we also show results with resolutions of $6.25 \, h^{-1} \, \text{Mpc}$, which will be analysed in detail in forthcoming publications.
redshift range that we get the same results as considering bias interpolation. In such a case we have ensured that the redshift bins were wide enough to have only three adjacent populations of tracers, i.e., galaxies, which have not changed redshift bin after doing the Eulerian redshift-space to Lagrangian real-space mapping, and galaxies coming from the next higher and lower redshift bins (see Fig. 7). This can be seen in Fig. 7, where the corresponding populations of galaxies are depicted in different colors after 70 Gibbs-sampling iterations. We can find that the angular response function also has to take into account the different populations of tracers, i.e., galaxies, which have not changed redshift bin after doing the Eulerian redshift-space to Lagrangian real-space mapping, and galaxies coming from the next higher and lower redshift bins (see Fig. 4). This can be seen in Fig. 7, where the corresponding populations of galaxies are depicted in different colors after 70 Gibbs-sampling iterations. We can find that the angular response function also has to take into account the different populations according to the displacement field as shown in Fig. 8. The corresponding large scale tracers are over-plotted as red dots.

It is interesting to make the visual inspection and verify that the galaxies are on top of the non vanishing completeness regions, which predict where those galaxies are actually expected to be mapped to according to the same set of displacement fields on the light-cone for a given iteration (see mapping procedure described in §3.3 and represented in Figs. 2 and 3). The combination of different tracers is done assuming that they are independent tracers of the large scale structure (without mixed terms), according to the Poisson likelihood as described in the appendix of Ata et al. (2015). This framework permits to add as many tracers of the large-scale structure as additive terms in the log-likelihood used in the posterior PDF within the Hamiltonian sampler. Each of these tracers will have its own bias and response function. We will show how to add different galaxy surveys using this formalism in a forthcoming paper applied to the COSMOS field (Laigle et al. 2016) (Ata et al., in prep.) and to the Local Universe (Kitaura et al. in prep.).

Since the run A with bias interpolation to the position of each galaxy yields numerical identical results to the classification in run $A_\Delta$, we will from now on consider only variations on run A. We have in this case a single angular mask for all objects, which is mapped from Eulerian redshift space to Lagrangian real space as shown in Fig. 9. Here we can see that edges of the survey become less sharp due to the displacement field. In fact a hole in the survey mask may be displaced or even filled with large-scale structure tracers when going to Lagrangian space. The reconstructed DMDF on the light-cone are shown in Figs. 10,
11, and 12. A first visual inspection shows a substantial correlation between the mock galaxy distribution and the underlying DMDF. The panels in Fig. 10 show the average over 2000 Gibbs-sampling iterations, which are equivalent to about 40 to 50 independent samples according to our study shown below. We can see how the structures cancel out in regions far away from the data (red dots). The lower panels in that figure clearly show a “donut” structure that the reconstruction was performed in a limited redshift range to save computations. The left panels in Fig. 11 show the rich cosmic web for one reconstruction after 70 Gibbs-sampling iterations on a higher resolution of 6.25 h⁻¹ Mpc. The right panels show the corresponding Gaussian field, which does not show a transition from the observed to the unobserved region. To get an overview of the calculations done in the COSMIC BIRTH code and to further assess its performance we show in Fig. 12: the DMDF from the original simulation on the light-cone, but without applying radial selection criteria (upper left panel), the corresponding total response function (upper right panel), the corresponding mock galaxy catalog in Eulerian real space (second row left panel) and in Lagrangian real space (second row right panel), the corresponding reconstructed DMDFs on the light-cone with low (left) and high (right) resolution (panels in the third row), and finally the reconstructed dark matter field at a single snapshot at redshift 100: mean over 2000 iterations and one reconstructed sample after 1000 iterations. The panels in the second row show how the galaxy distribution becomes considerably more homogeneous after reconstruction. The lower panels in Fig. 12 show the sanity of the reconstruction, the data region is not distinguished in the single reconstruction (right panel), while the ensemble average clearly shows an enlarged region (right panel in the second row) of the original data region (left panel in the second row) due to the action of gravity.

To make a quantitative assessment we compute the mean and variance of the power spectra of the reconstructed density fields at z = 100, as shown in the right panels of Fig. 13. The upper panel shows that we obtain exquisite unbiased power spectra including tidal fields and a nonlinear small scale correction (ALPT) with a full light-cone treatment. Also the statistics of the reconstructed density fields are Gaussian. We find that the particular realisation of the BigMDPL simulation has a slight excess of power on large scales which is accurately reproduced. The lower right panel shows that the convergence of the COSMIC BIRTH code is extremely fast. It requires only about 30 iterations to converge within percentage accuracy to the theoretical power spectrum and quickly gets the right shape after about 10 iterations (see also appendix B).

We have performed two additional runs B and C. In run B shown in the lower left panel of Fig. 13, we used a normal CIC interpolation scheme (without tetrahedral tessellation and phase-space mapping) to construct the angular response function in Lagrangian space with the subset of the 256³ cells enclosed in the considered redshift range. This inaccuracy given the low number of tracers used to do the Eulerian-Lagrangian mapping had the same effect as a radial selection function as can be seen in the abnormal excess of power on large scales. In fact, using a single redshift bin for the whole CMASS data had a similar effect as found in run C shown in the upper left panel.

Another quantitative measurement of the speed of the COSMIC BIRTH code is presented in the upper left panel of Fig. 14. Here we demonstrate that the correlation length is of about 40 to 50 iterations, meaning that we get independent samples with considerably lower number of iterations between samples than previous methods (see §1).

We have computed a series of cross correlations following the definitions in Kitaura et al. (2012b); Heß et al. (2013) shown in Fig. 14. The analysis is restricted to k = 0.2 h Mpc⁻¹, which is about 50% of the Nyquist frequency given the considered mesh resolution. The lower left panel shows that after about 2000 iterations the mean over reconstructed dark matter fields on the redshift space light-cone cross correlated with the corresponding mock galaxy distribution does not improve, meaning that the ensemble average can be considered to have converged after only 2000 iterations. The right panel shows that we get close to the optimal cross correlation achieved between the real space dark matter field and the galaxy field on a full box without selection criteria (cyan line), as with our reconstruction (dashed dotted black line), which is a considerable information gain with respect to the red line when including the same selection criteria from the galaxy field in the dark matter field. This means that the Bayesian code is actually correcting with the given structure formation model and the response function for incompleteness. This information gain is of course lost towards small scales and the dashed-dotted line drops towards high k. It is in fact remarkable, how well the galaxy and reconstructed dark matter field correlate with each other given that a whole structure formation model displaces the large scale structure tracers on average 8 to 10 h⁻¹ Mpc. This is trivial when the dark matter field is simply a smooth version of the galaxy field, which is far from being the case here. It is also interesting to verify that the cross correlation between the dark matter reconstructions and the true dark matter field are larger than the cross correlation between the mock galaxy field and the dark matter field. This means that our actual structure formation and galaxy bias modelling is working. We also find a considerably higher correlation between the dark matter field reconstruction in redshift space and the true simulated dark matter field in redshift space than in real space (solid black line vs dashed black line). This implies that the redshift space distortions modelling is meaningful. The lower right panel shows the information gain. Here we find consistent results demonstrating that the reconstructions are adding information through the structure formation, bias, and completeness modelling.

5 DISCUSSION AND CONCLUSIONS

In this work we have presented the COSMIC BIRTH method. It provides a distinct Bayesian framework to tackle the matter reconstruction problem from a distribution of galaxies.

It is the simplest and most efficient algorithm to date, which solves the Bayesian reconstruction problem including selection effects and nonlinear structure formation in the calculation of the displacements. It is important to stress that this is achieved without giving-up on accuracy or loss of generality. The strategy of splitting the approach into two reconstructions steps permits us to use a lognormal-Poisson posterior in Lagrangian space, as this model is accurate at initial
cosmic times (high redshifts). The lognormal assumption ensures that the density field is positive definite converging to the Gaussian assumption for $|b| \ll 1$. The Poisson distribution function permits us to correct for aliasing caused by describing the galaxy distribution (in Lagrangian space) as discrete number counts of large scale structure tracers on a regular mesh. Note, that a Gaussian likelihood keeping only the two point statistics of the Poisson likelihood is not adaptive, but yields a constant mean noise covariance matrix (see Kitaura et al. 2009, 2010). This limits very much the accuracy of Wiener filtering based on a Gaussian prior and a Gaussian likelihood (Zaroubi et al. 1995). Therefore we conclude that the simplest statistical model we can consider is the lognormal-Poisson one. Thanks to this model (positive definite matter fields connected to a discrete number of tracers), we can include a non-linear bias description beyond the commonly used linear one in BAO reconstruction. This Lagrangian posterior model yields the primordial Gaussian density fields defined on a regular mesh assuming a set of observed Lagrangian tracers using Hamiltonian Monte Carlo sampling. These Lagrangian tracers in turn are connected to the observed galaxy sample on the light-cone through a forward modelling within an iterative Gibbs-sampling scheme based on an arbitrary structure formation model. This approach dramatically simplifies the programming structure of the code, as no gradients of structure formation models need to be computed. In this way, the structure formation model can be changed by any other one in this framework, and only needs to deliver information on the initial and final positions of tracers including their peculiar velocities. We will investigate in a subsequent work how a particle mesh code improves the results (this was investigated to some extent with the Kigen code going from 2LPT to ALPT Kitaura et al. 2012b; Heß et al. 2013). The COSMIC BIRTH method combines a grid based with a tracer based reconstruction, relying on Bayesian inference methods while directly yielding a set of Lagrangian tracers equivalent to BAO reconstruction.

We have introduced technical improvements to the Hamiltonian sampling scheme to gain a factor of about 20 in efficiency, yielding correlation lengths of only 40 to 50 iterations. This demonstrates that Bayesian methods can be used to study Eulerian bias from the data itself and the dark matter reconstructions, without having used any Eulerian bias description in the reconstruction process. In this work, we have found a connection between the measurable large-scale bias and the effective non-linear bias in Lagrangian space, solving the dependence on the mesh resolution. In this way non-local bias is accounted for through the displacement field.

The method has the potential to become a standard technique (particularly for BAO reconstruction, as we will show in a subsequent paper). Our tests demonstrate that we can obtain unbiased dark matter field reconstructions on the lightcone from highly biased tracers using arbitrary structure formation models. Therefore, this method shows its great potential for the analysis of deep redshift surveys such as DESI, EUCLID, JPS, PFS, WFIRST, 4MOST, etc. Provided its sampling speed, other more general applications can be foreseen with this method, such as cosmological parameter estimation and growth rate sampling. We expect that this method contributes towards a full analysis of the large scale structure, ultimately including a full determination of the cosmological model.
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Let us perform a Taylor expansion in the expression for the perturbatively expanded overdensity field to third order ignoring non-local terms is given by (see e.g. Desjacques et al. 2018)

\[
\begin{align*}
\delta_3(z) &= \epsilon(z)(\delta(z)+1/2\epsilon z_3(z)\sigma^2(z)+1/3\epsilon_3(z)\delta(z)) + 1/2\epsilon_2(z)\delta(z)^2 + 1/3\epsilon_1(z)\delta(z)^3 - 1,
\end{align*}
\]

with \(\tau(z) \equiv \gamma(z)/N\). The usual expression for the perturbatively expanded overdensity field to third order ignoring non-local terms is given by (see e.g. Desjacques et al. 2018)

\[
\begin{align*}
\delta_3(z) &= \epsilon(z)(\delta(z)+1/2\epsilon z_3(z)\sigma^2(z)+1/3\epsilon_3(z)\delta(z)) + 1/2\epsilon_2(z)\delta(z)^2 + 1/3\epsilon_1(z)\delta(z)^3 - 1,
\end{align*}
\]

By considering that in our case the large scale bias is given by \(b(z)\) and identifying the coefficients \(\epsilon = \tau fb, \epsilon_2 = \tau fb(fb - 1), \epsilon_3 = \tau fb(fb - 1)(fb - 2), \tau - 1 = -\epsilon_2\sigma^2/2\) from Eqs. (A1) and (A2) one can derive the following cubic equation for \(f_b\):

\[
\begin{align*}
b(z) + \epsilon_2(z)\sigma^2 + 1/3\epsilon_3(z)\sigma^3 - 2/21\epsilon_2(z)\sigma^2b(z) - 2/21\epsilon_3(z)\sigma^3b(z) = 0.
\end{align*}
\]

We have verified that this model yields accurate power spectra on large scales, as long as the bias is given by the truncated Taylor expansion at third order. Although the absolute value of the over-density field is smaller than one at high redshift (say \(z = 100\)) and resolutions of a few Mpc (say about \(5 h^{-1}\) Mpc), the Lagrangian large scale bias is so high that higher order terms in the Taylor expansion are still relevant. Thus the validity range of this framework is thus restricted to special cases, such as low bias tracers.

APPENDIX B: EFFICIENT NON-DIAGONAL HAMILTONIAN MASS

The Hamiltonian Monte Carlo (HMC) method (Duane et al. 1987) requires a nuisance variable to sample the posterior distribution function, which is called the momenta \(p\). According to the mechanical analogy the kinetic energy is given by

\[
K(p|M) = \frac{1}{2} p^2 M^{-1} p ,
\]

where \(M\) is the Hamiltonian mass, which acts as a pre-conditioner of the HMC sampler, and can considerably speed up the HMC (Neal 2012). This mass can be interpreted as the covariance matrix of the momenta. The kinetic term can be connected to a multivariate Gaussian distribution proportional to \(\exp[-K]\). This implies that the generation of the momenta is equivalent to the generation of a Gaussian field with an appropriate covariance matrix \(M\). Ideally, this mass should have the structure of the prior and of the likelihood (Jasche & Kitaura 2010), i.e., a term related to the matter field covariance matrix, say \(C\), and a term related to the response function \(R\), which can have a structure like this:

\[
M = C^{-1} + \alpha R ,
\]

where \(\alpha\) is a constant which will depend on the number density and maybe other quantities. This mass represents a non-diagonal matrix in neither Fourier, nor configuration space, as \(C\) is diagonal in Fourier space, but \(R\) is diagonal in real space, being the three-dimensional completeness. For an analysis without selection function, nor angular completeness, i.e., considering a full complete volume, the second term in Eq. (B2) can be neglected (see Taylor et al. 2008). However, it is clear that an efficient sampler needs information on the completeness of the volume in a realistic case, as the uncertainty in our reconstruction is not the same in a well sampled area, as in unobserved one. Here we face two different problems. One problem is that we need the inverse of the mass-matrix, as we need to numerically solve the Hamiltonian equations of motion to perform HMC sampling. In particular we need to solve this equation involving the mass matrix:

\[
\frac{dx}{dt} = \frac{\partial H}{\partial p} = M^{-1} p ,
\]

\[
\text{APPENDIX A: RENORMALIZED PERTURBATION THEORY}
\]

Here we derive the third order equation from renormalised perturbation theory, which connects the nonlinear bias correction with the large scale bias and the dark matter variance at the cell resolution. Let us perform a Taylor expansion in the expression to third order in the overdensity field:

\[
\begin{align*}
\delta_3(z) &= \epsilon(z)(\delta(z)+1/2\epsilon z_3(z)\sigma^2(z)+1/3\epsilon_3(z)\delta(z)) + 1/2\epsilon_2(z)\delta(z)^2 + 1/3\epsilon_1(z)\delta(z)^3 - 1,
\end{align*}
\]

\[
\text{with } \tau(z) \equiv \gamma(z)/N. \hfill \]

\[
\text{The usual expression for the perturbatively expanded }
\]

\[
\text{overdensity field to third order ignoring non-local terms is given by (see e.g. Desjacques et al. 2018)}
\]

\[
\begin{align*}
\delta_3(z) &= \epsilon(z)(\delta(z)+1/2\epsilon z_3(z)\sigma^2(z)+1/3\epsilon_3(z)\delta(z)) + 1/2\epsilon_2(z)\delta(z)^2 + 1/3\epsilon_1(z)\delta(z)^3 - 1,
\end{align*}
\]

\[
\text{By considering that in our case the large scale bias is given by } b(z) \text{ and identifying the coefficients } \epsilon = \tau fb, \epsilon_2 = \tau fb(fb - 1), \epsilon_3 = \tau fb(fb - 1)(fb - 2), \tau - 1 = -\epsilon_2\sigma^2/2 \text{ from Eqs. (A1) and (A2) one can derive the following cubic equation for } f_b:\}
\]

\[
\begin{align*}
b(z) + \epsilon_2(z)\sigma^2 + 1/3\epsilon_3(z)\sigma^3 - 2/21\epsilon_2(z)\sigma^2b(z) - 2/21\epsilon_3(z)\sigma^3b(z) = 0.
\end{align*}
\]

\[
\text{We have verified that this model yields accurate power spectra on large scales, as long as the bias is given by the truncated Taylor expansion at third order. Although the absolute value of the over-density field is smaller than one at high redshift (say } z = 100) \text{ and resolutions of a few Mpc (say about } 5 h^{-1} \text{ Mpc), the Lagrangian large scale bias is so high that higher order terms in the Taylor expansion are still relevant. Thus the validity range of this framework is thus restricted to special cases, such as low bias tracers.}
\]

\[
\text{APPENDIX B: EFFICIENT NON-DIAGONAL HAMILTONIAN MASS}
\]

The Hamiltonian Monte Carlo (HMC) method (Duane et al. 1987) requires a nuisance variable to sample the posterior distribution function, which is called the momenta \(p\). According to the mechanical analogy the kinetic energy is given by

\[
K(p|M) = \frac{1}{2} p^2 M^{-1} p ,
\]

\[
\text{where } M \text{ is the Hamiltonian mass, which acts as a pre-conditioner of the HMC sampler, and can considerably speed up the HMC (Neal 2012). This mass can be interpreted as the covariance matrix of the momenta. The kinetic term can be connected to a multivariate Gaussian distribution proportional to } \exp[-K]. \text{ This implies that the generation of the momenta is equivalent to the generation of a Gaussian field with an appropriate covariance matrix } M. \text{ Ideally, this mass should have the structure of the prior and of the likelihood (Jasche & Kitaura 2010), i.e., a term related to the matter field covariance matrix, say } C, \text{ and a term related to the response function } R, \text{ which can have a structure like this:}
\]

\[
M = C^{-1} + \alpha R ,
\]

\[
\text{where } \alpha \text{ is a constant which will depend on the number density and maybe other quantities. This mass represents a non-diagonal matrix in neither Fourier, nor configuration space, as } C \text{ is diagonal in Fourier space, but } R \text{ is diagonal in real space, being the three-dimensional completeness. For an analysis without selection function, nor angular completeness, i.e., considering a full complete volume, the second term in Eq. (B2) can be neglected (see Taylor et al. 2008). However, it is clear that an efficient sampler needs information on the completeness of the volume in a realistic case, as the uncertainty in our reconstruction is not the same in a well sampled area, as in unobserved one. Here we face two different problems. One problem is that we need the inverse of the mass-matrix, as we need to numerically solve the Hamiltonian equations of motion to perform HMC sampling. In particular we need to solve this equation involving the mass matrix:}
\]

\[
\frac{dx}{dt} = \frac{\partial H}{\partial p} = M^{-1} p ,
\]
where $x$ are the positions (in our case the matter density field at initial cosmic times), $t$ cosmic time, and $H$ the Hamiltonian. One could consider applying efficient inversion schemes based on conjugate gradients (see Kitaura & Enßlin 2008, and references therein), but it is clear that this will lower the efficiency of the HMC sampler. But, this is not even so trivial, as we have a second problem, since we also need the square root of the mass-matrix $\sqrt{M}$ to efficiently generate the Gaussian field of momenta in Fourier space (see e.g. Martel 2005). For that reason let us consider a different mass-matrix factorizing the term which is diagonal in Fourier space with the one diagonal in configuration space

$$M = C^{-1}(\mathbb{1} + \beta CR),$$
(B4)

$$M \simeq C^{-1}(\mathbb{1} + cR),$$
(B5)

approximating $C$ by a constant inside the parenthesis, which multiplied by $\beta$ yields an effective constant of $c$. Computing the inverse of such matrix is trivial now, however, writing its square root is not. Since the mass-matrix is a free quantity, let us consider the naive expression for the square root as valid:

$$\sqrt{M} = C^{-\frac{1}{2}}(\mathbb{1} + cR)^{\frac{1}{2}}.$$  
(B6)

We can now go the other way round and derive the corresponding mass-matrix and in particular its inverse

$$M = C^{-\frac{1}{2}} \cdot (\mathbb{1} + c \cdot R)^{\frac{1}{2}} \cdot C^{-\frac{1}{2}} \cdot (\mathbb{1} + c \cdot R)^{\frac{1}{2}},$$
(B7)

$$M^{-1} = (\mathbb{1} + c \cdot R)^{-\frac{1}{2}} \cdot C^{\frac{1}{2}} \cdot (\mathbb{1} + c \cdot R)^{-\frac{1}{2}} \cdot C^{\frac{1}{2}}.$$  
(B8)

The important aspect to keep track of is that all expressions of the mass-matrix have to be consistent. We have found in this way an expression for the Hamiltonian mass-matrix which can be efficiently applied as a series of convolutions going from configuration to Fourier space back and forth both for generating the momenta, where the square root is required, as to solve the Hamiltonian equations of motions, where the inverse is needed. We have performed a series of numerical tests with a forth order discretisation of the Hamiltonian equations of motions to find the optimal $c$ value between 0.2 and 0.3 given our setting (number density, survey geometry, radial selection function). As an example a run with $c = 0$ requiring 156 min (70 iterations) of CPU time with 8 cores until the power spectra are within 1% compatible with the theoretical one at $k > 0.1$ h Mpc$^{-1}$ (to avoid cosmic variance at lower $k$-values), took 48 min (26 iterations) with $c = 0.2$. Hence we can gain a speed up of about 70% in the convergence of the HMC sampler.