An implicit midpoint difference scheme for the fractional Ginzburg-Landau equation
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Abstract

This paper proposes and analyzes an efficient difference scheme for the nonlinear complex Ginzburg-Landau equation involving fractional Laplacian. The scheme is based on the implicit midpoint rule for the temporal discretization and a weighted and shifted Grünwald difference operator for the spatial fractional Laplacian. By virtue of a careful analysis of the difference operator, some useful inequalities with respect to suitable fractional Sobolev norms are established. Then the numerical solution is shown to be bounded, and convergent in the $l^2_h$ norm with the optimal order $O(\tau^2 + h^2)$ with time step $\tau$ and mesh size $h$. The a priori bound as well as the convergence order hold unconditionally, in the sense that no restriction on the time step $\tau$ in terms of the mesh size $h$ needs to be assumed. Numerical tests are performed to validate the theoretical results and effectiveness of the scheme.
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1. Introduction

The classical complex Ginzburg-Landau equation (GLE) is one of the most-studied nonlinear equations in the physics community, which describes a vast variety of phenomena from nonlinear waves to second-order phase transitions, from superconductivity, superfluidity, and Bose-Einstein condensation to liquid crystals and strings in field theory [1]. The fractional generalization of the GLE was suggested in [2, 3] from the variational Euler-Lagrange equation for fractal media. Since then, the fractional Ginzburg-Landau equation (FGLE) has been exploited to describe various physical phenomena, such as the dynamical processes in continuums with fractal dispersion and the media with fractal mass dimension [2], a fairly general class of critical phenomena when the organization of the system near the phase transition point is influenced by a competing nonlocal ordering [4] and a network of diffusively Hindmarsh-Rose neurons with long-range synaptic coupling [5].
In this paper, we consider the following FGLE with the fractional Laplacian \((1 < \alpha \leq 2)\)

\[
\begin{align*}
    & u_t + (v + i\eta)(-\Delta)^\beta u + (\kappa + i\zeta)|u|^2u - \gamma u = 0, \quad x \in \mathbb{R}, \ t \in (0, T], \\
    & u(x, 0) = u_0(x), \quad x \in \mathbb{R},
\end{align*}
\]  

(1.1)

subject to the initial condition

\[
    u(x, 0) = u_0(x), \quad x \in \mathbb{R},
\]  

(1.2)

where \(i = \sqrt{-1}\), \(u(x, t)\) is a complex-valued function of time \(t\) and space \(x\), \(v > 0, \kappa > 0, \eta, \zeta, \gamma\) are given real constants and \(u_0(x)\) is a given smooth function. The fractional Laplacian can be regarded as a pseudo-differential operator with the symbol \(-|\xi|^{\alpha}\):

\[
    -(-\Delta)^\beta u(x, t) = -\mathcal{F}^{-1}(|\xi|^{\alpha} \hat{u}(\xi, t)),
\]

where \(\mathcal{F}\) denotes the Fourier transform. It is indeed equivalent to the following Riesz fractional derivative \([6, 7]\), i.e.,

\[
    -(-\Delta)^\beta u(x, t) = \partial^\alpha \partial |x|^\alpha u(x, t) := -\frac{1}{2\cos \frac{\alpha\pi}{2}} \left[ -\infty D_x^\alpha u(x, t) + x D_{+\infty}^\alpha u(x, t) \right],
\]

(1.3)

where \(-\infty D_x^\alpha u(x, t)\) denotes the left Riemann-Liouville fractional derivative \([8]\)

\[
    -\infty D_x^\alpha u(x, t) = \frac{1}{\Gamma(2-\alpha)} \frac{d^2}{dx^2} \int_{-\infty}^{x} \frac{u(\xi, t)}{(x-\xi)^{\alpha-1}} d\xi,
\]

and \(x D_{+\infty}^\alpha u(x, t)\) the right Riemann-Liouville fractional derivative

\[
    x D_{+\infty}^\alpha u(x, t) = \frac{1}{\Gamma(2-\alpha)} \frac{d^2}{dx^2} \int_{x}^{+\infty} \frac{u(\xi, t)}{(\xi-x)^{\alpha-1}} d\xi.
\]

Obviously, when \(\alpha = 2\), this operator reduces to the classical Laplacian and the equation reduces to the classical cubic nonlinear complex GLE.

From the mathematical point of view, unlike the case of classical GLE, the dissipative mechanism of the FGLE is not characterized by the classical Laplacian but by the fractional power of the Laplacian, which has raised some essential difficulties in theoretical analysis and recently drawn quite a lot of interest from various authors. For example, Tarasov \([9]\) derived and analyzed the psi-series solution. Pu and Guo \([10]\) investigated the global well-posedness, long-time dynamics and global attractors for the nonlinear FGLE. Guo and Huo \([11]\) studied the inviscid limit behavior of the FGLE to the fractional Schrödinger equation (FSE). Lu et al. \([12]\) analyzed the well-posedness and asymptotic behaviors in two dimensions. Millot and Sire \([13]\) considered the asymptotic analysis of the FGLE in bounded domain and showed that solutions with uniformly bounded energy converge weakly to sphere valued 1/2-harmonic maps.

From the numerical point of view, however, there is very little attention to the numerical solution of the FGLE. In order to simulate the propagation of the localized impulses in diffuse neural networks, Mvogo et al. \([5]\) proposed a semi-implicit Riesz fractional finite difference scheme, which is first order in time and second order in space. Numerical simulations show that the scheme
is feasible and efficient. To the best of our knowledge, it seems that this is the only work. Nevertheless, that paper focused on the establishment and simulation of the model equation. The stability and convergence of the discretization scheme were not discussed.

In this paper, we propose another difference scheme for the FGLE, which treats the time derivative by the implicit midpoint rule and the space derivative by the second-order accurate weighted and shifted Gr"{u}nwald difference (WSGD) method \cite{14}. This scheme is second-order in both time and space. Our focus is on a rigorous theoretical analysis for the scheme. We will prove that the scheme is unconditionally convergent with optimal order, in the sense that no added restriction on the temporal step size in terms of the spatial discretization parameter needs to be assumed. We mention that there are a number of convergence results for the classical GLE in the literature (see, e.g., \cite{15, 16, 17, 18, 19, 20, 21, 22} and reference therein), which are normally derived based on the uniform boundedness of numerical solutions \cite{15, 16}. In our case, however, it seems difficult for us to follow this approach because of the nonlocal property of the fractional Laplacian. In order to overcome this obstacle, we make a detailed study of the fractional approximation operator. The discrete fractional Gagliardo-Nirenberg inequality and an equivalence relation between an energy norm and the fractional Sobolev semi-norm are established.

The remainder of this paper is arranged as follows. In Section 2, we introduce the WSGD operator to discretize the involved fractional derivative, and give some technical lemmas. In Section 3, we establish our fully discrete scheme. Section 4 is devoted to the rigorous theoretical analysis, including unique solvability and especially, the boundedness and convergence. In Section 5, we carry out some numerical experiments to confirm our theoretical results and show the efficiency of the proposed scheme. Finally, we draw some conclusions in Section 6.

2. Preliminaries

2.1. Spatial discretization

Up to now, a broad range of difference methods have been constructed to approximate the Riemann-Liouville fractional derivative and Riesz fractional derivative, such as the Gr"{u}nwald-based scheme \cite{23, 24, 25, 26, 14, 27, 28, 29, 30} and the fractional centered difference based scheme \cite{31, 32, 33, 34}. Each of them has its own advantages.

In this paper, we use the WSGD method, proposed by Hao, Sun and Cao \cite{14}, to approximate the left and right Riemann-Liouville space fractional derivatives, respectively. The essential idea of this approximation is using the weighted average to vanish the low order leading terms in asymptotic expansions for the truncation errors of the shifted Gr"{u}nwald formulae. Another class of WSGD approximations can be found in Tian, Zhou and Deng \cite{25}. Initially, the shifted Gr"{u}nwald formulae were constructed by Meerschaert and Tadjeran \cite{23} and defined by

\[
L_{h,p}^{\alpha}u(x) := \frac{1}{h^\alpha} \sum_{l=0}^{\infty} g_l^{(\alpha)} u(x - (l - p)h) = -D_{x}^{\alpha}u(x) + O(h),
\]

\[
R_{h,r}^{\alpha}u(x) := \frac{1}{h^\alpha} \sum_{l=0}^{\infty} g_l^{(\alpha)} u(x + (l - r)h) = D_{x}^{\alpha}u(x) + O(h),
\]

(2.1)
where \( p, r \) are integers and \( g_l^{(α)} = (-1)^l\left(\frac{α}{l}\right) \) are the coefficients of the power series of the function \((1 - z)^α\), i.e.,
\[
(1 - z)^α = \sum_{l=0}^{∞} (-1)^l\left(\frac{α}{l}\right) z^l = \sum_{l=0}^{∞} g_l^{(α)} z^l, \tag{2.2}
\]
for \(|z| < 1\), and they can be evaluated recursively
\[
g_0^{(α)} = 1, \quad g_l^{(α)} = (1 - \frac{α + 1}{l})g_{l-1}^{(α)}, \quad l = 1, 2, \ldots.
\]
By weighting the Grünwald approximation formulae with different shifts, Hao, Sun and Cao \cite{14} propose the following WSGD operator:
\[
L \mathcal{D}_h^{α}u(x) = \lambda_{1L}\mathcal{S}_{h}^{α}u(x) + \lambda_{0L}\mathcal{S}_{h}^{α}u(x) + \lambda_{-1L}\mathcal{S}_{h}^{α}u(x),
\]
\[
R \mathcal{D}_h^{α}u(x) = \lambda_{1R}\mathcal{S}_{h}^{α}u(x) + \lambda_{0R}\mathcal{S}_{h}^{α}u(x) + \lambda_{-1R}\mathcal{S}_{h}^{α}u(x), \tag{2.3}
\]
where
\[
\lambda_1 = \frac{α^2 + 3α + 2}{12}, \quad \lambda_0 = \frac{4 - α^2}{6}, \quad \lambda_{-1} = \frac{α^2 - 3α + 2}{12}. \tag{2.4}
\]

**Lemma 2.1.** (See \cite{14}.) Suppose that \( u \in L^1(\mathbb{R}) \) and
\[
u \in \mathcal{L}^{2+α}(\mathbb{R}) := \left\{ u \mid \int_{-∞}^{+∞} (1 + |ξ|)^{2+α} |\hat{u}(ξ)| dξ < ∞ \right\},
\]
then for a fixed \( h \), we have
\[
L \mathcal{D}_h^{α}u(x) = -sD_x^αu(x) + O(h^2),
\]
\[
R \mathcal{D}_h^{α}u(x) = sD_{x+∞}^αu(x) + O(h^2). \tag{2.5}
\]
Rearranging the WSGD operator gives
\[
L \mathcal{D}_h^{α}u(x) := \frac{1}{hα} \sum_{l=0}^{∞} w_l^{(α)} u(x - (l - 1)h) = -sD_x^αu(x) + O(h^2),
\]
\[
R \mathcal{D}_h^{α}u(x) := \frac{1}{hα} \sum_{l=0}^{∞} w_l^{(α)} u(x + (l - 1)h) = sD_{x+∞}^αu(x) + O(h^2), \tag{2.6}
\]
where
\[
\left\{
\begin{array}{c}
w_0^{(α)} = \lambda_{1L}g_0^{(α)}, \quad w_1^{(α)} = \lambda_{1L}g_1^{(α)} + \lambda_{0L}g_0^{(α)}, \\
w_l^{(α)} = \lambda_{1L}g_l^{(α)} + \lambda_{0L}g_{l-1}^{(α)} + \lambda_{-1L}g_{l-2}^{(α)}, \quad l \geq 2.
\end{array}
\right. \tag{2.7}
\]
In addition, the coefficients have the following properties:
\[
\left\{
\begin{array}{c}
w_0^{(α)} \geq 0, \quad w_1^{(α)} \leq 0, \quad w_l^{(α)} \geq 0, \quad l \geq 3, \\
\sum_{l=0}^{∞} w_l^{(α)} = 0, \quad \sum_{l=0}^{M} w_l^{(α)} \leq 0, \quad M \geq 1, \\
w_0^{(α)} + w_2^{(α)} \geq 0.
\end{array}\right. \tag{2.8}
\]
Remark 2.1. For $1 < \alpha < 2$, it is easy to verify that the inequalities in (2.8) are strictly true, i.e.,
the sign “$\leq$” and “$\geq$” can be substituted by “$<$” and “$>$”.

Using the relation (1.3) and (2.6),
the WSGD approximation for the fractional Laplacian can be given by
\[
\Delta_h^\alpha u(x) := \frac{1}{2 \cos \frac{\alpha \pi}{2}} \left( L^\alpha_h u(x) + R^\alpha_h u(x) \right) \\
= \frac{1}{h^\alpha} \frac{1}{2 \cos \frac{\alpha \pi}{2}} \left( \sum_{l=0}^{\infty} w_l^{(\alpha)} u(x - (l - 1)h) + \sum_{l=0}^{\infty} w_l^{(\alpha)} u(x + (l - 1)h) \right) \\
= (-\Delta)^\alpha u(x) + O(h^2).
\] (2.9)

2.2. Fractional Sobolev norm

Now we introduce some fractional Sobolev norms and relevant lemmas.

Let $\mathbb{Z}$ denote the set of all integers and $h\mathbb{Z}$ denote the infinite grid with grid points $x_j = jh$ for $j \in \mathbb{Z}$. For any grid functions $u = \{u_j\}, v = \{v_j\}$ on $h\mathbb{Z}$, we define the discrete inner product and the associated $l_2^h$ norm as
\[
(u,v)_h = h \sum_{j \in \mathbb{Z}} u_j v_j, \quad \|u\|_h^2 = (u,u)_h.
\]

We also define the discrete $l_p^h$ norm as
\[
\|u\|_{l_p^h} = h \sum_{j \in \mathbb{Z}} |u_j|^p, \quad 1 \leq p < +\infty,
\]
and the discrete $l_\infty^h$ norm as
\[
\|u\|_{l_\infty^h} = \sup_{j \in \mathbb{Z}} |u_j|.
\]

Define the space $l_2^h := \{u \mid u = \{u_j\}, \|u\|_h < +\infty\}$. For any $u \in l_2^h$, the semi-discrete Fourier transform of $u$ is the function $\hat{u} \in L^2[-\pi/h, \pi/h]$ defined by
\[
\hat{u}(k) := \frac{1}{\sqrt{2\pi}} h \sum_{j \in \mathbb{Z}} u_j e^{-ikx_j},
\]
see [35, 36]. Moreover, we have the inversion formula
\[
u_j = \frac{1}{\sqrt{2\pi}} \int_{-\pi/h}^{+\pi/h} \hat{u}(k) e^{ikx_j} dk,
\]
and Parseval’s theorem gives
\[
(u,v)_h = \int_{-\pi/h}^{+\pi/h} \hat{u}(k) \overline{v(k)} dk. \tag{2.10}
\]

Given a constant $\sigma \in [0, 1]$, we define the fractional Sobolev semi-norm $| \cdot |_{H^\sigma_h}$ and norm $\| \cdot \|_{H^\sigma_h}$ as
\[
|u|^{2\sigma}_{H^\sigma_h} = \int_{-\pi/h}^{+\pi/h} |k|^{2\sigma} |\hat{u}(k)|^2 dk, \quad \|u\|^{2\sigma}_{H^\sigma_h} = \int_{-\pi/h}^{+\pi/h} (1 + |k|^{2\sigma}) |\hat{u}(k)|^2 dk. \tag{2.11}
\]
From (2.10), it is clear that \( \|u\|_{H_h^\sigma}^2 = \|u\|_h^2 + |u|_{H_h^\sigma}^2 \) and \( |u|_{H_h^\sigma}^2 = \|u\|_h^2 \). Then we introduce the following lemmas.

**Lemma 2.2.** For \( 0 \leq \sigma_0 \leq \sigma \leq 1 \), there exists a constant \( C \in [1, \sqrt{2}] \) such that

\[
\|u\|_{H_h^{\sigma_0}} \leq C \|u\|_{H_h^{\sigma}} \|u\|_h^{1-\frac{\sigma_0}{\sigma}}. \tag{2.12}
\]

**Proof.** From the definition of \( \|u\|_{H_h^{\sigma_0}} \) and Hölder’s inequality, we have

\[
\|u\|_{H_h^{\sigma_0}}^2 = \int_{-\pi/h}^{\pi/h} (1 + |k|^{2\sigma_0}) |\hat{u}(k)|^2 dk
\]

\[
= \int_{-\pi/h}^{\pi/h} (1 + |k|^{2\sigma}) |\hat{u}(k)|^2 \frac{\sigma_0}{\sigma} (|\hat{u}(k)|^2) \frac{1-\sigma_0}{1-\sigma} \frac{1 + |k|^{2\sigma_0}}{(1 + |k|^{2\sigma}) \frac{\sigma_0}{\sigma}} dk
\]

\[
\leq C^2 \left( \int_{-\pi/h}^{\pi/h} (1 + |k|^{2\sigma_0}) |\hat{u}(k)|^2 dk \right) \frac{\sigma_0}{\sigma} \left( \int_{-\pi/h}^{\pi/h} |\hat{u}(k)|^2 dk \right)^{1-\frac{\sigma_0}{\sigma}}
\]

\[
= C^2 \left( \|u\|_{H_h^{\sigma}} \|u\|_h^{1-\frac{\sigma_0}{\sigma}} \right)^2,
\]

where we have used the inequality \( \frac{1}{\sigma_0}(1 + a^\mu) \leq (1 + a)^\mu \leq (1 + a^\mu) \) for \( a > 0, 0 \leq \mu \leq 1 \) to derive the third line of above inequality. Thus the proof is complete. \( \square \)

**Lemma 2.3.** For any \( \frac{p-2}{2p} < \sigma_0 \leq 1 \), there exists a constant \( C_{\sigma_0} = C(\sigma_0) > 0 \) independent of \( h > 0 \), such that

\[
\|u\|_p^p \leq C_{\sigma_0} \|u\|_{H_h^{\sigma_0}} \|u\|_h^{1-\frac{\sigma_0}{\sigma}}, \quad 2 \leq p \leq +\infty,
\]

for every \( \sigma_0 \leq \sigma \leq 1 \).

**Proof.** Using the Hausdorff-Young inequality (see Appendix A), for \( 1 \leq q \leq 2 \) such that \( \frac{1}{p} + \frac{1}{q} = 1 \), we have

\[
\left( \sum_{j \in \mathbb{Z}} |u_j|^p \right)^{\frac{1}{p}} \leq C \left( \int_{-\pi/h}^{\pi/h} |\hat{u}(k)|^q dk \right)^{\frac{1}{q}}
\]

\[
= C \left( \int_{-\pi/h}^{\pi/h} \frac{1}{(1 + |k|^{2\sigma_0})^{\frac{q}{2}}} (1 + |k|^{2\sigma_0})^{\frac{q}{2}} |\hat{u}(k)|^q dk \right)^{\frac{1}{q}}.
\]

From the Hölder’s inequality, it follows that

\[
\left( \sum_{j \in \mathbb{Z}} |u_j|^p \right)^{\frac{1}{p}} \leq C \left( \int_{-\pi/h}^{\pi/h} (1 + |k|^{2\sigma_0}) |\hat{u}(k)|^2 dk \right)^{\frac{1}{2}} \left( \int_{-\pi/h}^{\pi/h} \frac{1}{(1 + |k|^{2\sigma_0})^{\frac{q}{2}}} dk \right)^{\frac{2-q}{2p}}
\]

\[
\leq C \|u\|_{H_h^{\sigma_0}} \left( \int_{-\pi/h}^{\pi/h} \frac{1}{(1 + |z|^{2\sigma_0})^{\frac{q}{6}}} dz \right)^{\frac{2-q}{2q}}.
\]

(2.15)

(2.16)
Then for $\frac{p-2}{2p} < \alpha_0 \leq 1$, we obtain
\[
\|u\|_{L_p^2}^2 \leq C_{\alpha_0} \|u\|_{H_h}^{\alpha_0},
\]
where $C_{\alpha_0} = \tilde{C}(\alpha_0) > 0$ is independent of $h$. Combining above inequality with (2.12) gives (2.14) and thus completes the proof. □

**Remark 2.2.** Lemma 2.3 is an extension of Lemma 3.2 in [37], where the special case with $p = 4$ is considered.

**Lemma 2.4.** For $1 < \alpha \leq 2$, let $h(\alpha, \omega)$ be the function defined by
\[
h(\alpha, \omega) = \lambda_1 \cos \left( \frac{\alpha}{2} (\omega - \pi) - \omega \right) + \lambda_0 \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right) + \lambda_{-1} \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right),
\]
where $\omega \in [0, \pi]$ and $\lambda_1, \lambda_0, \lambda_{-1}$ are defined in (2.4). Then $h(\alpha, \omega)$ does not decrease with respect to $\omega$.

The proof of above lemma is elementary but quite technical, and hence deferred to the appendix.

**Lemma 2.5.** For $1 < \alpha \leq 2$, we have
\[
C_{\alpha} \|u\|_{H_h}^{\alpha/2} \leq (\Delta_h^{\alpha} u, u)_h \leq \|u\|_{H_h}^{\alpha/2},
\]
where $C_{\alpha} = \frac{2\pi(1-\alpha^2)}{3\pi^\alpha \cos \frac{\alpha}{2}} > 0$.

**Proof.** From the Parseval’s identity (2.10), it follows that
\[
(\Delta_h^{\alpha} u, u)_h = \int_{-\pi/h}^{\pi/h} h^{-\alpha} f(\alpha, k) \tilde{u}(k) \tilde{u}(k) dk,
\]
where
\[
f(\alpha, k) = \frac{1}{2 \cos \frac{\alpha \pi}{2}} \left( \sum_{j=0}^{\infty} w_j^{(\alpha)} e^{i(j-1)hk} + \sum_{j=0}^{\infty} w_j^{(\alpha)} e^{-i(j-1)hk} \right).
\]
In view of (2.17) and (2.2), we get
\[
f(\alpha, k) = \frac{1}{2 \cos \frac{\alpha \pi}{2}} \left[ \lambda_1 e^{-ihk} \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{ijhk} + \lambda_0 \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{ijhk} + \lambda_{-1} e^{-ihk} \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{-ijhk} + \lambda_1 e^{-ihk} \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{-ijhk} \right.
\]
\[
+ \lambda_0 \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{-ijhk} + \lambda_0 \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{-ijhk} + \lambda_{-1} e^{-ihk} \sum_{j=0}^{\infty} g_j^{(\alpha)} e^{-ijhk} \right]
\]
\[
= \frac{1}{2 \cos \frac{\alpha \pi}{2}} \left[ \lambda_1 \left( e^{-ihk}(1 - e^{-ihk})^\alpha + e^{ihk}(1 - e^{-ihk})^\alpha \right) + \lambda_0 \left( (1 - e^{ihk})^\alpha + (1 - e^{-ihk})^\alpha \right) + \lambda_{-1} \left( e^{ihk}(1 - e^{ihk})^\alpha + e^{-ihk}(1 - e^{-ihk})^\alpha \right) \right].
\]
Clearly, $f(\alpha, k)$ is a real-valued even function, and it is therefore sufficient to consider its principle value for $k \in [0, \pi/h]$. Invoking the relation $e^{i\theta} - e^{i\phi} = 2i \sin \left(\frac{\theta - \phi}{2}\right) e^{i\left(\frac{\theta + \phi}{2}\right)}$, we have

$$f(\alpha, k) = \left(\frac{2 \sin \frac{hk}{2}}{\cos \frac{\alpha \pi}{2}}\right)^\alpha \left(\lambda_1 \cos \left(\frac{\alpha}{2}(hk - \pi) - hk\right) + \lambda_0 \cos \left(\frac{\alpha}{2}(hk - \pi)\right) + \lambda_{-1} \cos \left(\frac{\alpha}{2}(hk - \pi) + hk\right)\right)$$

$$= \left(\frac{2 \sin \frac{hk}{2}}{\cos \frac{\alpha \pi}{2}}\right)^\alpha h(\alpha, hk),$$

where $h(\alpha, hk)$ is defined as in (2.17) with $\omega = hk \in [0, \pi]$. From Lemma 2.4, it follows that

$$\cos \left(\frac{\alpha \pi}{2}\right) = h(\alpha, 0) \leq h(\alpha, hk) \leq h(\alpha, \pi) = \frac{1 - \alpha^2}{3}.$$  

(2.21)

Hence, combining above inequality with the fact that for $k \in [0, \pi/h]$, $hk/\pi \leq \sin(hk/2) \leq hk/2$, we obtain

$$C_\alpha |hk|^\alpha \leq f(\alpha, k) \leq |hk|^\alpha.$$  

(2.22)

This together with (2.19) implies (2.18) and thus completes the proof. □

**Remark 2.3.** This idea can be used to analyze some other popular second order schemes, including the WSGD methods proposed in [25] and the fractional centered difference method [31, 32], and similar results can be derived. Unfortunately, it seems difficult to extend directly this study to fourth order schemes, such as the weighted and shifted Lubich difference method [27, 28], because the involved function $f(\alpha, k)$ is much more complicated.

### 3. Finite difference scheme

In practical computation, the whole space problem is usually truncated onto a finite interval $\Omega = (a, b)$ subject to the homogeneous boundary condition ($a$ and $b$ are usually chosen sufficient large such that the truncation error is negligible). Thus the FGLE (1.1)-(1.2) is truncated on the interval $\Omega = (a, b)$ as

$$u_t + (\nu + i\eta)(-\Delta)\frac{\alpha}{2} u + (\kappa + i\zeta)|u|^2 u - \gamma u = 0, \quad x \in \Omega, \ t \in (0, T], \quad (3.1)$$

$$u(x, 0) = u_0(x), \quad x \in \mathbb{R}, \quad (3.2)$$

$$u(x, t) = 0, \quad x \in \mathbb{R} \setminus \Omega, \ t \in [0, T]. \quad (3.3)$$

The boundary condition (3.3) is referred to as the nonlocal volume constraint (or the extended Dirichlet boundary) and the corresponding problem (3.1)-(3.3) as the volume constraint problem (see [38, 39] for more details). It is noted that, under this boundary, the fractional derivative has reduced to $-(-\Delta)\frac{\alpha}{2} u(x, t) = -\frac{1}{2\cos \frac{\alpha \pi}{2}} \left[\alpha D^\alpha_0 u(x, t) + \chi D^\alpha_0 u(x, t)\right]$.

Let $h = \frac{b-a}{M}$ with a positive integer $M$ and define $x_j = a + jh$, $0 \leq j \leq M$. Owing to the above boundary constraint (3.3), if $u \in L^{2+\alpha}(\mathbb{R})$ (see Remark 2.5 in [14]), the WSGD operator (2.6)
can be simplified as

\[ L \mathscr{D}_h^a u(x_j) := \frac{1}{h^\alpha} \sum_{l=0}^{j+1} w_l^{(a)} u(x_{j-l+1}) = aD_x^\alpha u(x_j) + O(h^2), \]

\[ R \mathscr{D}_h^a u(x_j) := \frac{1}{h^\alpha} \sum_{l=0}^{M-j+1} w_l^{(a)} u(x_{j+l-1}) = xD_x^\alpha u(x_j) + O(h^2), \]  

(3.4)

and WSGD approximation \[ (2.9) \] for the fractional Laplacian as

\[ \Delta_h^\alpha u(x_j) = \frac{1}{h^\alpha} \frac{1}{2\cos \frac{\alpha \pi}{2}} \left( \sum_{l=0}^{j+1} w_l^{(a)} u(x_{j-l+1}) + \sum_{l=0}^{M-j+1} w_l^{(a)} u(x_{j+l-1}) \right) \]

\[ = (-\Delta)^{\frac{\alpha}{2}} u(x_j) + O(h^2). \]  

(3.5)

Chosen the time step \( \tau := \frac{T}{N} \) with a positive integer \( N \), define a partition of \([0, T] \times [a, b]\) by \( \Omega_T \times \Omega_a \) with the grid \( \Omega_T = \{ t_n \mid t_n = n\tau, 0 \leq n \leq N \} \) and \( \Omega_a = \{ x_j \mid x_j = a + jh, 0 \leq j \leq M \} \).

Given a grid function \( v = \{ v^n_j(x_j, t^n) \in \Omega_T \times \Omega_a \} \), denote

\[ \delta v_j^{n+\frac{1}{2}} = \frac{v_j^{n+1} - v_j^n}{\tau}, \quad v_j^{n+\frac{1}{2}} = \frac{v_j^{n+1} + v_j^n}{2}. \]  

(3.6)

Denote the index set \( \mathcal{I}_M = \{ j \mid j = 1, 2, \ldots, M - 1 \} \) and the grid function space \( \mathcal{V}_h = \{ v \mid v = (v_1, v_2, \ldots, v_{M-1}) \} \).

Under the boundary constraint \[ (3.3) \], the inner product \((\cdot, \cdot)_h\) and norms \( \| \cdot \|_h, \| \cdot \|_{\mathcal{V}_h}, \| \cdot \|_{l_\infty} \) previously defined in the unbounded interval carry over to the finite interval by regarding that \( u_j = 0 \) for \( j \leq 0 \) and \( j \geq M \). Hence in these notations, we just restrict the index \( j \) from 1 to \( M - 1 \) and continue to use these notations without confusion for convenience. Based on these considerations, the inequalities introduced in above section still hold in the finite interval.

With these premises, we now propose a difference scheme for the FGLE \[ (3.1) \]. Let \( u^n_j \) be the numerical approximation of \( u(x_j, t^n) \). Applying the implicit midpoint method in time and the WSGD approximation for the fractional Laplacian, the difference scheme reads

\[ \delta u_j^{n+\frac{1}{2}} + (v + i\eta)\Delta_h^\alpha u_j^{n+\frac{1}{2}} + (\kappa + i\zeta) u_j^{n+\frac{1}{2}} u_j^{n+\frac{1}{2}} - \gamma u_j^{n+\frac{1}{2}} = 0, \]

\( j \in \mathcal{I}_M, 0 \leq n \leq N - 1, \)  

(3.7)

\[ u_j^0 = u_0(x_j), \quad j \in \mathbb{Z}, \]  

(3.8)

\[ u_j^n = 0, \quad j \in \mathbb{Z}\setminus\mathcal{I}_M, \quad 0 \leq n \leq N. \]  

(3.9)

4. Theoretical analysis

In this section, we study theoretical properties of the scheme \[ (3.7)-(3.9) \], including the a priori estimate, solvability and convergence.
4.1. A priori bound

For showing the a priori bound of the solution to the scheme (3.7)-(3.9), we first introduce some notations and lemmas.

Denote matrix
\[
W = \begin{pmatrix}
  w_1^{(\alpha)} & w_0^{(\alpha)} \\
  w_1^{(\alpha)} & w_0^{(\alpha)} \\
  \vdots & \vdots & \ddots \\
  w_{M-1}^{(\alpha)} & w_{M-2}^{(\alpha)} & \cdots & w_1^{(\alpha)} \\
\end{pmatrix} \in \mathbb{R}^{(M-1) \times (M-1)},
\]
and matrix
\[
C = \frac{1}{2\cos \frac{\pi\alpha}{2}} (W + W^T) \in \mathbb{R}^{(M-1) \times (M-1)}.
\]
Then for \( u = (u_1, u_2, \ldots, u_{M-1})^T \), we can rewrite \( \Delta_h^\alpha u = \frac{1}{h^2} C u \). In addition, we have the following lemmas.

**Lemma 4.1.** Matrix \( C \) is a real-valued symmetry positive definite matrix.

**Proof.** It is obviously seen that \( C \) is a real-valued symmetry matrix. The positive definiteness, for \( 1 < \alpha < 2 \), can be obtained by invoking the property of coefficients in (2.8) and the Geršgorin disc theorem [40]. For \( \alpha = 2 \), matrix \( C \) reduces to the classical Laplacian matrix associated with the second order centered difference and thus, the positive definiteness is obtained. □

**Lemma 4.2.** For any two grid functions \( u, v \in \mathcal{V}_h \), there exists a linear operator \( \Lambda^\alpha \) such that
\[
\left( \Delta_h^\alpha u, v \right)_h = \left( \Lambda^\alpha u, \Lambda^\alpha v \right)_h.
\]

**Proof.** The proof is similar to that in [41] (see Lemma 3.1 in [41]) where the fractional centered difference is adopted. The linear operator \( \Lambda^\alpha \) is defined by \( \Lambda^\alpha u = h^{-\frac{\alpha}{2}} L u \) where matrix \( L \) satisfying \( C = L^T L \) is the Cholesky factor. □

Based on the previous lemma, we can establish the following boundedness estimate.

**Theorem 4.1.** The difference solution of scheme (3.7)-(3.9) is bounded in the following sense
\[
\| u^n \|_h \leq C_M, \quad 0 \leq n \leq N. \tag{4.2}
\]

**Proof.** Computing the discrete inner product of (3.7) with \( u^{n+\frac{1}{2}} \), then taking the real part of the resulting equation, we obtain
\[
\frac{\| u^{n+1} \|_h^2 - \| u^n \|_h^2}{2\tau} + \nu \| \Lambda^\alpha u^{n+\frac{1}{2}} \|_h^2 + \kappa \| u^{n+\frac{1}{2}} \|_{l_h}^4 = \gamma \| u^{n+\frac{1}{2}} \|_h^2, \quad 0 \leq n \leq N - 1, \tag{4.3}
\]
where we have used the relation (4.1).

If \( \gamma \leq 0 \), from the above inequality we get
\[
\| u^{n+1} \|_h^2 \leq \| u^n \|_h^2 \leq \cdots \leq \| u^0 \|_h^2, \quad 0 \leq n \leq N - 1.
\]
If $\gamma > 0$, it follows from (4.3) that
\[ ||u^{n+1}_h||_h^2 - ||u^n||_h^2 < 2\tau\gamma ||u^{n+\frac{1}{2}}_h||_h^2 \leq \tau\gamma(||u^{n+1}_h||_h^2 + ||u^n||_h^2), \quad 0 \leq n \leq N - 1.\]

Let $\tau \leq \frac{1}{2\gamma}$. We have
\[ ||u^{n+1}_h||_h^2 \leq (1 + 4\gamma\tau) ||u^n||_h^2, \quad 0 \leq n \leq N - 1,\]
which immediately implies
\[ ||u^n||_h^2 \leq \exp(4\gamma T) ||u^0||_h^2, \quad 0 \leq n \leq N.\]

Thus the proof is complete. \(\square\)

**Remark 4.1.** Theorem 4.1 implies that the difference solution of scheme (3.7)-(3.9) is bounded for a long time if $\gamma \leq 0$, while is bounded for a given $T$ if $\gamma > 0$.

### 4.2. Solvability

The existence of the solution is shown by virtue of the Brouwer fixed point theorem.

**Lemma 4.3.** (Brouwer fixed point theorem [42]) Let $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ be a finite dimensional inner product space, $\| \cdot \|$ be the associated norm, and $f : \mathcal{H} \to \mathcal{H}$ be continuous. Assume, moreover, that
\[ \exists \rho > 0, \forall z \in \mathcal{H}, \|z\| = \rho, \text{Re}\langle g(z), z \rangle \geq 0. \quad (4.4)\]

Then, there exists a $z^* \in \mathcal{H}$ such that $g(z^*) = 0$ and $\|z^*\| \leq \rho$.

**Theorem 4.2.** The solution of difference scheme (3.7)-(3.9) exists.

**Proof.** The proof proceeds in an inductive way. Obviously, $u^0$ has been determined uniquely from (3.8) and (3.9). For given $u^n$ ($0 \leq n \leq N - 1$), it remains to prove that there exists $u^{n+1}$ satisfying the scheme. To this end, for fixed $n$, rewrite (3.7) in the form
\[ u^{n+\frac{1}{2}}_j = u^n_j - \frac{\tau}{2} \left[ (v + i\eta)\Delta_h u^n_j + (\kappa + i\xi)|u^n_j|^2u^n_j - \gamma u^n_j \right], \quad j \in \mathcal{T}_M.\]

Consider a mapping $\mathcal{F} : \mathcal{V}_h \to \mathcal{V}_h$ defined by
\[ (\mathcal{F}(v))_j = v_j - u^n_j + \frac{\tau}{2} \left[ (v + i\eta)\Delta_h v_j + (\kappa + i\xi)|v_j|^2v_j - \gamma v_j \right], \quad j \in \mathcal{T}_M, \quad (4.5)\]

which is obviously continuous. Computing the discrete inner product of (4.5) with $v$ gives
\[ \langle \mathcal{F}(v), v \rangle_h = ||v||_h^2 - (u^n, v)_h + \frac{\tau}{2} \left[ (v + i\eta)||\Lambda^\alpha v||_h^2 + (\kappa + i\xi)||v||_h^4 - \gamma ||v||_h^2 \right], \quad (4.6)\]

where (4.1) was used. Then, taking the real part, we obtain
\[ \text{Re}(\mathcal{F}(v), v)_h = (1 - \frac{\gamma\tau}{2})||v||_h^2 - \text{Re}(u^n, v) + \frac{\nu\tau}{2}||\Lambda^\alpha v||_h^2 + \frac{\kappa\tau}{2}||v||_h^4 \]
\[ \geq (1 - \frac{\gamma\tau}{2})||v||_h^2 - ||u^n||_h||v||_h \]
\[ = ||v||_h(1 - \frac{\gamma\tau}{2})||v||_h - ||u^n||_h). \quad (4.7)\]
Hence, taking $\gamma \tau \leq 1$ and $\|v\|_h = 2\|u^n\|_h$, there exists $Re(\mathcal{F}(v), v)_h \geq 0$. Then from Lemma 4.3, we obtain the existence of $u^{n+\frac{1}{2}}$ and thus, the existence of $u^{n+1}$ by noting that $u^{n+1} = 2u^{n+\frac{1}{2}} - u^n$. 

For a technical reason, the uniqueness of the solution will be shown in the subsection 4.4.

### 4.3. Convergence

Before establishing the convergence, we first analyze the local truncation error of scheme (3.7)-(3.9). For notational convenience we denote grid functions $U^n_j := u(x_j, t_n)$. Define the truncation error as

$$R_j^{n+\frac{1}{2}} := \delta t U_j^{n+\frac{1}{2}} + (\nu + i\eta)\Delta t^a U_j^{n+\frac{1}{2}} + (\kappa + i\zeta)|U_j^{n+\frac{1}{2}}|^2 U_j^{n+\frac{1}{2}} - \gamma U_j^{n+\frac{1}{2}}, \quad j \in \mathcal{T}_M, \quad 0 \leq n \leq N - 1. \quad (4.8)$$

Then from (3.5) and Taylor’s expansion, we can obtain the following local truncation error estimate.

**Lemma 4.4.** Suppose that the problem (3.1)-(3.3) has a smooth solution. Then we have

$$|R_j^{n+\frac{1}{2}}| \leq C_R(\tau^2 + h^2), \quad j \in \mathcal{T}_M, \quad 0 \leq n \leq N - 1. \quad (4.9)$$

**Proof.** Applying the Taylor’s expansion of the solution at $(x_j, t_{n+\frac{1}{2}})$ yields

$$\frac{u(x_j, t_{n+1}) - u(x_j, t_n)}{\tau} = \frac{\partial_t u(x_j, t_{n+\frac{1}{2}})}{8} + \frac{\tau^2}{16} \int_0^1 \left[ \frac{\partial^3 u}{\partial t^3}(x_j, t_{n+\frac{1}{2}} + s \tau) + \frac{\partial^3 u}{\partial t^3}(x_j, t_{n+\frac{1}{2}} - s \tau) \right] (1-s)^2 ds, \quad (4.10)$$

and

$$\frac{u(x_j, t_{n+1}) + u(x_j, t_n)}{2} = \frac{u(x_j, t_{n+\frac{1}{2}})}{8} + \frac{\tau^2}{8} \int_0^1 \left[ \frac{\partial^2 u}{\partial t^2}(x_j, t_{n+\frac{1}{2}} + s \tau) + \frac{\partial^2 u}{\partial t^2}(x_j, t_{n+\frac{1}{2}} - s \tau) \right] (1-s) ds. \quad (4.11)$$

Furthermore, noticing the error estimate (3.5), we have

$$\Delta t^a \left( \frac{u(x_j, t_{n+1}) + u(x_j, t_n)}{2} - (-\Delta)^{\frac{a}{2}} u(x_j, t_{n+\frac{1}{2}}) \right) = \frac{\tau^2}{8} \int_0^1 (-\Delta)^{\frac{a}{2}} \left[ \frac{\partial^2 u}{\partial t^2}(x_j, t_{n+\frac{1}{2}} + s \tau) + \frac{\partial^2 u}{\partial t^2}(x_j, t_{n+\frac{1}{2}} - s \tau) \right] (1-s) ds + O(h^2), \quad (4.12)$$

Substituting (4.10)-(4.12) into (4.8) gives (4.9) immediately and thus, completes the proof. 

From above lemma, it follows that

$$\|R_j^{n+\frac{1}{2}}\|_h^2 \leq (b - a) \left( C_R(\tau^2 + h^2) \right)^2, \quad 0 \leq n \leq N - 1. \quad (4.13)$$
Define the error function \( e^n \in \mathcal{V}_h \) as
\[
e^n_j = U^n_j - u^n_j, \quad j \in \mathcal{T}_M, \quad 0 \leq n \leq N.
\]
Then we get the following convergence result.

**Theorem 4.3.** Suppose that the problem (3.1) - (3.8) has a smooth solution. Then there exists \( \tau_0 > 0 \) sufficiently small such that, when \( 0 < \tau \leq \tau_0 \), we have
\[
\|e^n\|_h \leq C(\tau^2 + h^2), \quad 0 \leq n \leq N,
\]
where \( C \) denotes a positive constant independent of \( \tau \) and \( h \).

**Proof.** Subtracting (3.7) from (4.8) gives the following error equation
\[
\delta_t e^{n+\frac{1}{2}} + (\nu + i\eta)\Delta_h e^{n+\frac{1}{2}} + (\kappa + i\zeta)|u^{n+\frac{1}{2}}|e^{n+\frac{1}{2}} + (\kappa + i\zeta)G^{n+\frac{1}{2}}_j U^{n+\frac{1}{2}}_j - \gamma e^{n+\frac{1}{2}}_j = R^{n+\frac{1}{2}}_j,
\]
\[
j \in \mathcal{T}_M, \quad 0 \leq n \leq N - 1,
\]
where
\[
G^{n+\frac{1}{2}}_j = |U^{n+\frac{1}{2}}_j|^2 - |u^{n+\frac{1}{2}}_j|^2.
\]
Computing the discrete inner product of (4.15) with \( e^{n+\frac{1}{2}} \), then taking the real part of the resulting equation, we obtain
\[
\frac{||e^{n+1}\|_h^2 - \|e^n\|_h^2}{2\tau} + \nu ||(\kappa + i\zeta)\|_h^2 + \kappa h \sum_{j=1}^{M-1} |u^{n+\frac{1}{2}}_j|^2 |e^{n+\frac{1}{2}}_j|^2 - \gamma \|e^{n+\frac{1}{2}}_j\|^2_h
\]
\[
+ \text{Re} \left( (\kappa + i\zeta)h \sum_{j=1}^{M-1} G^{n+\frac{1}{2}}_j U^{n+\frac{1}{2}}_j e^{n+\frac{1}{2}}_j \right) = \text{Re}(R^{n+\frac{1}{2}}, e^{n+\frac{1}{2}})_h, \quad 0 \leq n \leq N - 1.
\]

We first estimate the last term on the left-hand side of (4.16). In view of the smoothness assumption of the exact solution, denote \( C_u = \sup_{0 \leq t \leq T, a \leq x \leq b} |u(x, t)| \). Noting that
\[
|u^n_j| \leq |U^n_j| + |e^n_j| \leq C_u + |e^n_j|, \quad 0 \leq n \leq N,
\]
we have for \( 0 \leq n \leq N - 1, \)
\[
|G^{n+\frac{1}{2}}_j U^{n+\frac{1}{2}}_j| = |(|U^{n+\frac{1}{2}}_j|^2 - |u^{n+\frac{1}{2}}_j|^2) U^{n+\frac{1}{2}}_j|
\]
\[
\leq C_u |U^{n+\frac{1}{2}}_j|^2 - |u^{n+\frac{1}{2}}_j|^2 (|U^{n+\frac{1}{2}}_j| + |u^{n+\frac{1}{2}}_j|)
\]
\[
\leq C_u |e^{n+\frac{1}{2}}_j| ((2C_u + |e^{n+\frac{1}{2}}_j|)
\]
\[
\leq 2C_u |e^{n+\frac{1}{2}}_j|^2 + C_u |e^{n+\frac{1}{2}}_j|^2.
\]
Then we obtain
\[
\left| \text{Re} \left( \left( e^{i(\kappa + i\zeta)} \sum_{j=1}^{M-1} G_j^{n+\frac{1}{2}} U_j^{n+\frac{1}{2}} e_j \right) \right) \right| \leq \sqrt{\kappa^2 + \zeta^2} \sum_{j=1}^{M-1} (2C_u^2 |e_j^{n+\frac{1}{2}}|^2 + C_u |e_j^{n+\frac{1}{2}}|^2) |e_j^{n+\frac{1}{2}}| \tag{4.17}
\]

For the term on the right-hand side of (4.16), using the Cauchy-Swarchz inequality gives
\[
\text{Re}(R^{n+\frac{1}{2}}, e^{n+\frac{1}{2}}) \leq \frac{1}{2} (\|R^{n+\frac{1}{2}}\|_h^2 + \|e^{n+\frac{1}{2}}\|_h^2), \quad 0 \leq n \leq N - 1. \tag{4.18}
\]

By substituting (4.17) and (4.18) into (4.16), we get for \(0 \leq n \leq N - 1,\)
\[
\frac{\|e^{n+\frac{1}{2}}\|_h^2 - \|e^n\|_h^2}{2\tau} + \nu \|\Lambda^{\alpha} e^{n+\frac{1}{2}}\|_h^2 \leq \sqrt{\kappa^2 + \zeta^2} (2C_u^2 \|e^{n+\frac{1}{2}}\|_h + C_u \|e^{n+\frac{1}{2}}\|_h^3) + |\gamma| \|e^{n+\frac{1}{2}}\|_h^2 + \frac{1}{2} (\|R^{n+\frac{1}{2}}\|_h^2 + \|e^{n+\frac{1}{2}}\|_h^2) \tag{4.19}
\]

Furthermore, Theorem 4.1 implies that
\[
\|e^{n+\frac{1}{2}}\|_h \leq \|U^{n+\frac{1}{2}}\|_h + \|u^{n+\frac{1}{2}}\|_h \leq \sqrt{b - dC_u + C_M}, \quad 0 \leq n \leq N - 1. \tag{4.20}
\]

Hence, in view of (2.14) with \(p = 3\) and \(\sigma_0 = \frac{\alpha}{6},\) we have
\[
\|e^{n+\frac{1}{2}}\|_h^3 \leq C_{\sigma_0} \|e^{n+\frac{1}{2}}\|_h^2 \|e^{n+\frac{1}{2}}\|_{H^{n/2}_h} \leq C_{\sigma_0} (\varepsilon \|e^{n+\frac{1}{2}}\|_{H^{n/2}_h}^2 + \varepsilon \|e^{n+\frac{1}{2}}\|_h^2 + \frac{1}{4\varepsilon} \|e^{n+\frac{1}{2}}\|_h^2 \varepsilon) \tag{4.21}
\]

where we have used (2.18) and (4.1) for the last inequality. Taking \(\varepsilon = \frac{C_a \nu}{\sqrt{\kappa^2 + \zeta^2} C_u C_{\sigma_0}}\) and plugging the above inequality into (4.19), we obtain
\[
\frac{\|e^{n+1}\|_h^2 - \|e^n\|_h^2}{2\tau} + \nu \|\Lambda^{\alpha} e^{n+\frac{1}{2}}\|_h^2 \leq \varepsilon \|e^{n+\frac{1}{2}}\|_h^2 + C_1 \|e^{n+\frac{1}{2}}\|_h^2 + \frac{1}{2} \|R^{n+\frac{1}{2}}\|_h^2, \quad 0 \leq n \leq N - 1,
\]

namely,
\[
\|e^{n+1}\|_h^2 - \|e^n\|_h^2 \leq \tau C_1 (\|e^{n+1}\|_h^2 + \|e^n\|_h^2) + \tau \|R^{n+\frac{1}{2}}\|_h^2, \quad 0 \leq n \leq N - 1, \tag{4.22}
\]
where $C_1 = 2 \sqrt{k^2 + \xi^2}c^2 + |\gamma| + \frac{1}{2} + C_\alpha\upsilon + \frac{\sqrt{k^2 + \xi^2}c^2c_\alpha(\sqrt{b - aC_\alpha + CM})^2}{4C_\alpha\upsilon}$.

If $\tau \leq \frac{1}{2C_1}$, we have

$$||e^{n+1}|^2_h \leq (1 + 4C_1\tau)||e^n|^2_h + 2\tau||R^{n+\frac{1}{2}}||^2_h, \quad 0 \leq n \leq N - 1.$$  

This together with (4.13) and the discrete Gronwall inequality gives

$$||e^n|^2_h \leq \exp(4C_1T)\frac{(b - a)C^2}{2C_1}(\tau^2 + h^2)^2, \quad 0 \leq n \leq N,$$  

which implies (4.14) with $C = \exp(2C_1T)C_R \sqrt{\frac{b - a}{2C_1}}$. Thus, the proof is complete. □

4.4. Uniqueness

Now we are in a position to show the uniqueness of the solution to the scheme (3.7)-(3.9).

From Theorem 4.3 using the inverse inequality $||.||^2_h \leq h^{-1}||.||^2_T$, we first show the uniform boundedness of the difference solution. In fact, assume $\tau \leq C_2h$, then for $0 < h \leq \left(\frac{1}{C(1+C_1)}\right)^\frac{1}{2}$, we obtain

$$||u^n||^2_{h^n} \leq ||U^n||^2_{h^n} + ||e^n||^2_{h^n} \leq C_\upsilon + C_\alpha(\tau^2 + h^2)^2 \leq 1 + C_\upsilon, \quad 0 \leq n \leq N.$$  

Using this inequality, we have the following results.

**Theorem 4.4.** Assume $\tau \leq Ch$, then there exist $\tau_0 > 0$ and $h_0 > 0$ sufficiently small such that, when $0 < \tau \leq \tau_0$ and $0 < h \leq h_0$, the solution of difference scheme (3.7)-(3.9) is unique.

**Proof.** Suppose there exist two solutions $u^{(1)}, u^{(2)} \in Y_h$ to the scheme (3.7)-(3.9). Then from (4.25), we have

$$||u^n||^2_{h^n} \leq 1 + C_\upsilon, \quad ||u^{(1)}||^2_{h^n} \leq 1 + C_\upsilon, \quad ||u^{(2)}||^2_{h^n} \leq 1 + C_\upsilon, \quad 0 \leq n \leq N - 1.$$  

Setting $w = u^{(1)} - u^{(2)}$, we obtain

$$\frac{w_j}{\tau} + \frac{1}{2}(v + i\eta)\Delta^qw_j + (\kappa + i\xi)g_j - \frac{1}{2}\gamma w_j = 0, \quad j \in \mathcal{P}_M,$$  

where

$$g_j = |\frac{u^{(1)}_j + u^{(2)}_j}{2}|^2 - |\frac{u^{(1)}_j + u^{(2)}_j}{2}|^2 = |\frac{u^{(2)}_j + u^{(1)}_j}{2}|^2 - |\frac{u^{(2)}_j + u^{(1)}_j}{2}|^2.$$  

Computing the discrete inner product of (4.27) with $w$ and taking the real part give

$$||w||^2_h + \frac{\gamma\tau}{2}||\Lambda^qw||^2_h + \tau Re(\kappa + i\xi)(g, w)_h = \frac{\gamma\tau}{2}||w||^2_h.$$  

For the third term on the left-hand side of (4.28), invoking (4.26), we have

$$|Re(\kappa + i\xi)(g, w)_h| \leq \frac{3}{2}\sqrt{\kappa^2 + \xi^2(1 + C_\upsilon)^2}||w||^2_h.$$  

(4.29)
Substituting above inequality into (4.28) yields
\[
\|w\|_h^2 \leq \tau \frac{3}{2} \sqrt{\kappa^2 + \zeta^2} (1 + C_u)^2 + |\gamma| \|w\|_h^2.
\] (4.30)

For \( \tau < \frac{2}{3 \sqrt{\kappa^2 + \zeta^2} (1 + C_u)^2 + |\gamma|} \), we obtain \( \|w\|_h = 0 \), which implies
\[
w_j = 0, \quad j \in \mathcal{T}_M.
\] (4.31)

Thus, the proof is complete. \( \square \)

5. Numerical experiments

In this section, we report some numerical results to confirm the theoretical accuracy and efficiency of scheme (3.7)-(3.9).

5.1. Iterative algorithm

Before embarking on our numerical experiments, developing an efficient iterative algorithm is of the essence to compute the solution of the system of nonlinear equation arising at a given time level of the scheme (3.7)-(3.9).

To this end, rewrite (3.7) as
\[
u^{n+1}_j = u^n_j - \frac{\tau}{2} \left[ (\nu + i\eta)\Delta h u^{n+1/2}_j + (\kappa + i\zeta)|u_j^{n+1/2}|^2 u_j^{n+1/2} - \gamma u_j^{n+1/2} \right].
\] (5.1)

We introduce the variable \( z_j = u^{n+1/2}_j \) and then obtain
\[
z_j = u^n_j - \frac{\tau}{2} \left[ (\nu + i\eta)\Delta h z_j + (\kappa + i\zeta)|z_j|^2 z_j - \gamma z_j \right],
\] (5.2)
and
\[
u^{n+1}_j = 2z_j - u^n_j.
\] (5.3)

Then we propose the following iterative algorithm
\[
z^{(s+1)}_j = u^n_j - \frac{\tau}{2} \left[ (\nu + i\eta)\Delta h z^{(s+1)}_j + (\kappa + i\zeta)|z^{(s+1)}_j|^2 z^{(s+1)}_j - \gamma z^{(s+1)}_j \right],
\] (5.4)
\[
z^{(s)}_j = 0, \quad j \in \mathcal{Z} \setminus \mathcal{T}_M, \quad 0 \leq n \leq N - 1, \quad s = 0, 1, 2, \ldots.
\]

The initial iteration is selected as, for \( n \geq 1 \),
\[
z^{(0)}_j = \frac{3}{2} u^n_j - \frac{1}{2} u^{n-1}_j,
\]
and for \( n = 0 \),
\[
z^{(0)}_j = u^n_j - \frac{\tau}{2} \left[ (\nu + i\eta)\Delta h u^0_j + (\kappa + i\zeta)|u^0_j|^2 u^0_j - \gamma u^0_j \right].
\]

The system is indeed linearized at each iteration, and we solve an inner problem \( Az^{(s+1)} = b \) to get \( z^{(s+1)}_j \). Then \( z_j \) is numerically reached once \( z^{(s+1)}_j \) converges and \( u^{n+1}_j \) is obtained by (5.3). It is noted that the coefficient matrix \( A \) is independent of the time level, and this feature dramatically benefits the numerical implementation.
5.2. Numerical tests

Example 5.2.1 We firstly testify the numerical accuracy of the scheme with $\nu = 0.3, \eta = \frac{1}{2}, \kappa = -\nu(\sqrt{1+4\nu^2} - 1) / (2(2+9\nu^2)), \zeta = -1, \gamma = 0$.

For $\alpha = 2$, the exact solution is explicitly given by [43]

$$u(x,t) = a(x) \exp(i\ln[a(x)] - i\omega t), \quad (5.5)$$

where

$$a(x) = F \text{sech}(x), F = \sqrt{\frac{d \sqrt{1+4\upsilon^2} - 1}{-2\kappa}}, d = \frac{\sqrt{1+4\upsilon^2} - 1}{2\nu}, \omega = -\frac{d(1+4\upsilon^2)}{2\nu}.$$ 

The computational interval is chosen as $[a, b] = [-16, 16]$ and the initial value is taken as $u(x, 0)$ in (5.5). Choose the iteration tolerance as $10^{-14}$ for the iterative algorithm (5.4). For $1 < \alpha < 2$, the exact solution can not be explicitly given and thus, the numerical “exact” solution $u$ is computed using the proposed scheme with a very fine mesh size $h = 0.0125$ and time step $\tau = 0.0001$. Let $u_h$ be the numerical solution. We measure the error $e(\tau, h) = u - u_h$ at time $T = 1$ with the $l^2$ norm and the $l^\infty$ norm. The corresponding convergence orders are calculated by

order1 = $\log_2(\|e(\tau, h)\|_h / \|e(\tau/2, h/2)\|_h)$,$$
$$
order2 = \log_2(\|e(\tau, h)\|_{l^\infty} / \|e(\tau/2, h/2)\|_{l^\infty}).$$

Tables 1-2 list the errors and corresponding orders of the numerical scheme for $\alpha = 2$ and $1 < \alpha < 2$, respectively. The data confirm the theoretical accuracy of the difference scheme (3.7)-(3.9) in Theorem 4.3.

### Table 1: The $l^2_h$ and $l^\infty_h$ errors and their convergence orders for $\alpha = 2$

| $\tau$  | $h$   | $\|e\|_h$     | order1      | $\|e\|_{l^\infty}$ | order2     |
|--------|-------|----------------|--------------|---------------------|------------|
| 0.02   | 0.2   | 5.5462e-003    | -            | 5.5486e-003        | -          |
| 0.01   | 0.1   | 1.3766e-003    | 2.0104       | 1.3691e-003        | 2.0190     |
| 0.005  | 0.05  | 3.4353e-004    | 2.0026       | 3.4117e-004        | 2.0046     |
| 0.0025 | 0.025 | 8.5845e-005    | 2.0006       | 8.5225e-005        | 2.0011     |
| 0.00125| 0.0125| 2.1460e-005    | 2.0001       | 2.1302e-005        | 2.0003     |

Example 5.2.2 In this tests, the initial value is chosen as $u(x, 0) = \exp(-2x^2)$.
Table 2: The $l_2^h$ and $l_∞^h$ errors and their convergence orders for $1 < \alpha < 2$.

| $\alpha$ | $h$ | $\tau$ | $\|e\|_h$       | order 1 | $\|e\|_l^\infty$ | order 2 |
|---------|-----|-------|----------------|---------|------------------|---------|
| 0.2     | 0.02| 1.2966e-002 | 1.8415e-002 | –       | –                | –       |
| 1.3     | 0.1 | 3.1803e-003 | 4.4581e-003 | 2.0464  | 2.0822           |         |
| 0.05    | 0.005| 7.5488e-004 | 1.0528e-003 | 2.0749  | 2.0822           |         |
| 0.2     | 0.02| 1.0519e-002 | 1.3001e-002 | –       | –                | –       |
| 1.6     | 0.1 | 2.5499e-003 | 3.0928e-003 | 2.0717  | 2.0846           |         |
| 0.05    | 0.005| 6.0393e-004 | 2.0780       | 2.0780  | 2.0846           |         |
| 0.2     | 0.02| 6.7430e-003 | 7.0782e-003 | –       | –                | –       |
| 1.9     | 0.1 | 1.6458e-003 | 1.7127e-003 | 2.0471  | 2.0846           |         |
| 0.05    | 0.005| 3.9052e-004 | 4.0552e-004 | 2.0784  |                   |         |

Henceforth, we always take $[a, b] = [-10, 10]$ and $\tau = h = 0.05$.

Firstly, the evolution of the numerical solution is depicted. We pay particular attention to the influence of parameter $\gamma$ on the evolution of wave-shape in the fractional case. To this end, chosen $\nu = 1, \eta = 1, \kappa = 1, \zeta = 2$, we take different values of $\gamma$, i.e., $\gamma = 2, 1, 0, -1, -2$ with $\alpha = 1.8$ and depict the evolution of $|u|$ in Figures 1-3. It is observed that, as in the classical case, the parameter $\gamma$ dramatically affects the wave-shape in the fractional case. In addition, the solution decays rapidly with time evolution especially for $\gamma < 0$. For more intensive study, then in Figure 4, we further depict the evolution of $\|u\|^2_h$ with $\alpha = 1.3, 1.8$. Recall that, in the classical case ($\alpha = 2$), the discrete norm $\|u\|^2_h$ decays to zero for $\gamma < 0$ and when $\gamma$ is smaller, the decay is faster [18]. In our fractional case, we observe similar phenomena and the fractional order $\alpha$ affects the decay rate very slightly.

Secondly, we numerically study the impact on the dissipative mechanism of the fractional Laplacian. Choose $\nu = 1, \eta = 1, \kappa = 1, \zeta = 2, \gamma = 3$. The solutions at $t = 1$ with different values of $\alpha$ are depicted in Figure 5. It can be seen that the wave-shape changes with fractional parameter $\alpha$. This phenomenon is greatly different from that in the classical case and essentially, features the nonlocal character of the fractional Laplacian.

Finally, we simulate the inviscid limit behavior of the solution. The authors in [11] have shown that the solution of the FGLE converges to the solution of the FSE (i.e., $\nu = 0, \kappa = 0$) when $\nu \to 0, \kappa \to 0$. For the numerical simulation of the FSE, see, e.g., [41, 44, 45, 46]. Here we numerically testify this matter. For this purpose, we set $\eta = 1, \zeta = -2, \gamma = 0$ and choose diminishing $\nu$ and $\kappa$. From Figure 6, it is observed that the solution asymptotically approaches to the solution of the FSE. This observation confirms the theoretical results in [11].
6. Conclusions

In this paper, we proposed and analyzed a finite difference scheme for solving the nonlinear complex fractional Ginzburg-Landau equation where the fractional Laplacian was approximated by the weighted and shifted Grünwald difference operator. We obtained the unconditional optimal convergence rate at the order of $O(\tau^2 + h^2)$ in the $L^2_h$ norm with the time step $\tau$ and mesh size $h$, without any mesh ratio constraints. In the proof for the scheme, building on the careful analysis of the difference operator, we established some useful inequalities with respect to the fractional Sobolev norm and the a priori bound of the numerical solution. Both theoretical analysis and numerical tests show that the scheme is efficient for the numerical solution of the nonlinear fractional Ginzburg-Landau equation.
Figure 3: The evolution of $|u|$ for $\gamma = -2$.

Figure 4: The discrete norm $\|u\|_h^2$ at for $\alpha = 1.3$ (left) and $\alpha = 1.8$ (right) with $\gamma = -2, -4, -6$.
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Appendix A: Hausdorff-Young inequality

Lemma A.1. If $1 \leq q \leq 2$, $\frac{1}{q} + \frac{1}{p} = 1$, then

$$ (h \sum_{j \in \mathbb{Z}} |u_j|^p)^{\frac{1}{p}} \leq C \left( \int_{-\pi/h}^{\pi/h} |\hat{u}(k)|^q dk \right)^{\frac{1}{q}}, $$

(6.1)
Figure 5: The profile of $|u|$ at $t = 1$ with $\alpha = 1.1, 1.5, 1.9, 2.0$.

Figure 6: The profile of $|u|$ at $t = 1$ with diminishing $\nu$ and $\kappa$ for $\alpha = 1.1, 1.4, 1.7, 2.0$. 
where \( \frac{1}{\sqrt{2\pi}} \leq C \leq 1 \).

**Proof.** The proof is very similar to that of the same inequality for Fourier series (see Corollary 2.4 in [4], page 57) and hence, we just give below a sketch of it. From the definition of inversion formula, we have

\[
\sup_{j \in \mathbb{Z}} |u_j| \leq \frac{1}{\sqrt{2\pi}} \int_{-\pi/h}^{\pi/h} |\hat{u}(k)|\,dk.
\]

The Parseval’s identity gives

\[
h \sum_{j \in \mathbb{Z}} |u_j|^2 = \int_{-\pi/h}^{\pi/h} |\hat{u}(k)|^2\,dk.
\]

Then invoking the Riesz interpolation theorem (see Theorem 2.1 in [4], page 52), we obtain the conclusion. \( \Box \)

**Appendix B: The proof of Lemma 2.4**

**Lemma 2.4** For \( 1 < \alpha \leq 2 \), let \( h(\alpha, \omega) \) be the function defined by

\[
h(\alpha, \omega) = \lambda_1 \cos \left( \frac{\alpha}{2} (\omega - \pi) - \omega \right) + \lambda_0 \cos \left( \frac{\alpha}{2} (\omega - \pi) \right) + \lambda_{-1} \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right),
\]

where \( \omega \in [0, \pi] \) and \( \lambda_1, \lambda_0, \lambda_{-1} \) are defined in (2.4). Then \( h(\alpha, \omega) \) does not decrease with respect to \( \omega \).

**Proof.** It is easy to see that \( h(\alpha, \omega) \equiv -1 \) for \( \alpha = 2 \).

For \( 1 < \alpha < 2 \), rearranging \( h(\alpha, \omega) \) gives

\[
h(\alpha, \omega) = \frac{\alpha^2 + 3\alpha + 2}{12} \cos \left( \frac{\alpha}{2} (\omega - \pi) - \omega \right) + \frac{4 - \alpha^2}{6} \cos \left( \frac{\alpha}{2} (\omega - \pi) \right)
+ \frac{\alpha^2 - 3\alpha + 2}{12} \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right)
\]

\[
= \frac{\alpha^2 + 2}{12} \left( \cos \left( \frac{\alpha}{2} (\omega - \pi) - \omega \right) + \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right) \right)
+ \frac{3\alpha}{12} \left( \cos \left( \frac{\alpha}{2} (\omega - \pi) - \omega \right) - \cos \left( \frac{\alpha}{2} (\omega - \pi) + \omega \right) \right)
+ \frac{4 - \alpha^2}{6} \cos \left( \frac{\alpha}{2} (\omega - \pi) \right)
\]

\[
= \frac{\alpha^2 + 2}{6} \cos \left( \frac{\alpha}{2} (\omega - \pi) \right) \cos(\omega) + \frac{\alpha}{2} \sin \left( \frac{\alpha}{2} (\omega - \pi) \right) \sin(\omega) + \frac{4 - \alpha^2}{6} \cos \left( \frac{\alpha}{2} (\omega - \pi) \right).
\]
Taking the derivative of $h(\alpha, \omega)$ with respect to $\omega$, we obtain

$$h'(\alpha, \omega) = \frac{\alpha^2 + 2}{6} \left( -\frac{\alpha}{2} \sin\left(\frac{\alpha}{2}(\omega - \pi)\right) \cos(\omega) - \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin(\omega) \right)$$

$$\quad + \frac{\alpha}{2} \left( \frac{\alpha}{2} \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin(\omega) + \sin\left(\frac{\alpha}{2}(\omega - \pi)\right) \cos(k) \right) - \frac{\alpha(4 - \alpha^2)}{12} \sin\left(\frac{\alpha}{2}(\omega - \pi)\right)$$

$$\quad = \frac{\alpha(4 - \alpha^2)}{6} \sin\left(\frac{\alpha}{2}(\omega - \pi)\right) \left( \cos(\omega) - 1 \right) - \frac{4 - \alpha^2}{12} \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin(\omega)$$

$$\quad = -\frac{\alpha(4 - \alpha^2)}{6} \sin\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin^2\left(\frac{\omega}{2}\right) - \frac{4 - \alpha^2}{6} \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin\left(\frac{\omega}{2}\right) \cos\left(\frac{\omega}{2}\right)$$

$$\quad = -\frac{4 - \alpha^2}{6} \sin\left(\frac{\omega}{2}\right) g(\alpha, \omega),$$

where

$$g(\alpha, \omega) := \alpha \sin\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin\left(\frac{\omega}{2}\right) + \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \cos\left(\frac{\omega}{2}\right).$$

In order to show that $h(\alpha, \omega)$ non-decreases with respect to $\omega$, it is sufficient to show that $h'(\alpha, \omega) \geq 0$, or $g'(\alpha, \omega) \leq 0$ for $\omega \in [0, \pi]$. In fact, taking the derivative of $g(\alpha, \omega)$ with respect to $\omega$ yields

$$g'(\alpha, \omega) = \frac{\alpha^2 - 1}{2} \cos\left(\frac{\alpha}{2}(\omega - \pi)\right) \sin\left(\frac{\omega}{2}\right),$$

which implies that the extreme point of $g(\alpha, \omega)$ is $\omega = \frac{\alpha - 1}{\alpha} \pi$ for $\omega \in (0, \pi)$. By a simple analysis, it is shown that $g(\alpha, \omega)$ reach its maximum value at $\omega = \pi$ and reach its minimum value at $\omega = \frac{\alpha - 1}{\alpha} \pi$, which gives

$$-\alpha \sin\left(\frac{\alpha - 1}{2\alpha} \pi\right) = g(\alpha, \frac{\alpha - 1}{\alpha} \pi) \leq g(\alpha, \omega) \leq g(\alpha, \pi) = 0.$$

Thus, the proof is complete. \qed
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