Security Evaluation of Block-based Image Encryption for Vision Transformer against Jigsaw Puzzle Solver Attack
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**Abstract**—The aim of this paper is to evaluate the security of a block-based image encryption for the vision transformer against jigsaw puzzle solver attacks. The vision transformer, a model for image classification based on the transformer architecture, is carried out by dividing an image into a grid of square patches. Some encryption schemes for the vision transformer have been proposed by applying block-based image encryption such as block scrambling and rotating to patches of the image. On the other hand, the security of encryption scheme for the vision transformer has never evaluated. In this paper, jigsaw puzzle solver attacks are utilized to evaluate the security of encrypted images by regarding the divided patches as pieces of a jigsaw puzzle. In experiments, an image is resized and divided into patches to apply block scrambling-based image encryption, and then the security of encrypted images for the vision transformer against jigsaw puzzle solver attacks is evaluated.

**Index Terms**—Image Encryption, Vision Transformer, Jigsaw Puzzle Solver

**I. INTRODUCTION**

The spread use of deep neural networks (DNNs) has greatly contributed to solving complex tasks for many applications [1], including privacy-sensitive security-critical ones such as facial recognition and medical image analysis. Various perceptual encryption methods have been proposed to generate visually-protected images [2] [3]. Although information theory-based encryption (like RSA and AES) generates a ciphertext, images encrypted by the perceptual encryption methods can be directly applied to some image processing algorithms or image compression algorithms [4]. Numerous encryption schemes have been proposed for privacy-preserving DNNs, but several attacks including DNN-based ones were shown to restore visual information from encrypted images [5] [6]. Therefore, encryption schemes that are robust against various attacks are essential for privacy-preserving DNNs.

Although block scrambling is well-known to enhance robustness against attacks [7], but it decreases the performance of DNN modes. The use of the vision transformer, a model for image classification based on the transformer architecture, enables image encryption to apply block scrambling without a decrease in the performance of DNNs. However, jigsaw puzzle solver attacks are considered by regarding the blocks of an encrypted image as pieces of a jigsaw puzzle [8] [7]. Accordingly, in this paper, the security of block-based image encryption for the vision transformer against the jigsaw puzzle solver attacks is evaluated.

**II. PREPARATION**

A. Block-based Image Encryption for Vision Transformer

It has been known that the vision transformer, a model for image classification based on the transformer architecture, is carried out by dividing an image into a grid of square patches [9]. For example, images from the CIFAR-10 dataset are resized from $32 \times 32$ to $224 \times 224$ or $384 \times 384$, and then divided into $16 \times 16$ patch to fit the same patch size of pre-trained model such as ViT-B/16 and ViT-L/16.

On the other hand, some encryption schemes for the vision transformer have been proposed by applying block-based image encryption such as block scrambling and rotating to patches of the image. As illustrated in Fig. 1, the procedure for performing image encryption to generate an encrypted image $I_e$ from an original image $I$ is given as follows.

**Step 1**: Divide an image with $X \times Y$ pixels into blocks, each with $B_x \times B_y$ pixels, and permute randomly the divided blocks using a random integer generated by a secret key $K_1$, where $K_1$ is commonly used for all...
Step 1: (Block scrambling)

Step 1+2: (Block scrambling, rotating and inverting)

Step 1+2+3: (All encryption steps)

Largest Component ($L_c$)

| Encryption Step | Image Dimension | $B_x$ | $B_y$ | $n$ |
|-----------------|-----------------|-------|-------|-----|
| 224x224, Bx=By=32 | n=49            |       |       |     |
| 384x384, Bx=By=32 | n=144           |       |       |     |
| 224x224, Bx=By=8  | n=784           |       |       |     |
| 384x384, Bx=By=8  | n=2304          |       |       |     |

(a) CIF AR-10

(b) ImageNet

Fig. 2. Security evaluation of block-based image encryption against jigsaw puzzle solver attack

color components. Hence, the number of blocks $n$ is given by

$$n = \left\lfloor \frac{X}{B_x} \right\rfloor \times \left\lfloor \frac{Y}{B_y} \right\rfloor \quad (1)$$

where $\left\lfloor \cdot \right\rfloor$ is the function that rounds down to the nearest integer. In this paper, $B_x = B_y = 8, 16, 32$ are used to fit the patch size of pre-trained model [9].

Step 2: Rotate and invert randomly each block by using a random integer generated by a key $K_2$, where $K_2$ is commonly used for all color components as well.

Step 3: Apply negative-positive transformation to each block by using a random binary integer generated by a key $K_3$, where $K_3$ is commonly used for all color components. In this step, a transformed pixel value in the $i$th block $B_i$, $p'$, is computed using

$$p' = \begin{cases} 
  p & (r(i) = 0) \\
  p \oplus (2^L - 1) & (r(i) = 1)
\end{cases} \quad (2)$$

where $r(i)$ is a random binary integer generated by $K_3$, and $p \in B_i$ is the pixel value of the original image with $L$ bit per pixel. In this paper, the value of occurrence probability $P(r(i)) = 0.5$ has been used to invert bits randomly.

B. Jigsaw Puzzle Solver Attacks

Some jigsaw puzzle solver attacks have been proposed to assemble images encrypted with the block-based image encryption [10]. It has been known that robustness against jigsaw puzzle solver attacks is enhanced when encrypted images have a large number of blocks and a block size of ones is small. On the other hand, images encrypted with the block-based scheme for vision transformer have never evaluated. Thus, in this paper, we evaluate the security of block-based image encryption for vision transformer against the jigsaw puzzle solver.

III. EXPERIMENTS AND RESULTS

A. Experimental Conditions

In this section, the security of block-based image encryption for the vision transformer is discussed by using the jigsaw puzzle solver [10]. Largest component $L_c$ was used to evaluate the results, which is the ratio of the number of the largest joined blocks that have correct adjacencies to the number of blocks in an image [11]. In the measure, $L_c \in [0, 1]$, a smaller value means the difficulty of recognizing objects.

We used five images randomly chosen from the CIFAR-10 and ImageNet datasets separately. Each image from the CIFAR-10 dataset was resized from $32 \times 32$ to $224 \times 224$ and $384 \times 384$. On the other hand, each image from the ImageNet dataset was resized from $500 \times 500$ to $224 \times 224$ and $384 \times 384$. 
Next, five different encrypted images were generated from one ordinary image by using different keys. We assembled the encrypted images by using the jigsaw puzzle solver and chose the image that had the highest $L_c$. We performed this procedure for each encrypted image independently and calculated the average $L_c$ for the five images.

B. Experimental Results

Figures 2(a) and (b) show the security evaluation of encrypted images from the CIFAR-10 and ImageNet datasets against the jigsaw puzzle solver attack. The more encryption steps increase, the more difficult jigsaw puzzle solver assemble encrypted images. As shown in Figs.2(a) and (b), $L_c$ for the encrypted images from the ImageNet dataset were lower than those from the CIFAR-10 dataset.

Figure 3 shows the examples of assembled images from the CIFAR-10 dataset, where Fig.3(a) is the original one. It was confirmed that the scores of assembled images are lower for the block-based encrypted images with a larger number of blocks. As shown in Fig.3(b), although three step encryption and a smallest block size $B_x = B_y = 8$ was used for the block-based image encryption, the largest part of the encrypted image was assembled due to the smaller number of blocks. On the other hand, as shown in Fig.3(g), the use of a large number of blocks as $n = 2304$ and a smallest block size $B_x = B_y = 8$ enhances both invisibility and security against the jigsaw puzzle solver attack. Examples of assembled images from the ImageNet dataset are shown in Fig.4, where Fig.4(a) is the original one. As illustrated in Fig.4, the score of assembled image from the ImageNet dataset was far lower than that of the CIFAR-10 dataset.

IV. CONCLUSION

In this paper, we evaluated the security of block-based image encryption for the vision transformer by using the jigsaw puzzle solver. Experimental results showed that the use of three step encryption, and a smallest block size $B_x = B_y = 8$ enhances robustness against the jigsaw puzzle solver attack. Furthermore, it was confirmed that assembling encrypted image with $384 \times 384$ pixels is much more difficult than $224 \times 224$ pixels owing to the larger number of blocks.
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