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Abstract

In this paper we propose an adaptive scheme for the solution of time-dependent boundary value problems (BVPs). To solve numerically these problems, we consider the kernel-based method of lines that allows us to split the spatial and time derivatives, dealing with each separately. This adaptive algorithm is based on a leave-one-out cross validation (LOOCV) technique, which is employed as an error indicator. By this scheme, we can first detect the domain areas where the error is estimated to be too large — generally due to steep variations or quick changes in the solution — and then accordingly enhance the numerical solution by applying a two-point refinement strategy. Numerical experiments show the efficacy and performance of our adaptive refinement method.
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1. Introduction

In the works \cite{2,3} adaptive refinement schemes for solving elliptic boundary value problems (BVPs) by radial basis function collocation methods are proposed. In particular, the work \cite{3} provides an efficient algorithm to adaptively compute the numerical solution of differential problems defined over 2D irregular domains. It is based on a leave-one-out cross validation (LOOCV) error indicator, which is combined with a specific refinement strategy. This adaptive method can successfully be applied to time-independent problems, while the solution of time-dependent BVPs is still an open problem. Note that the above-mentioned LOOCV refers to Rippa’s formula \cite{16}, which was often used in applied mathematics to optimally compute the kernel shape parameter (see, e.g., \cite{4,5,13,14,18}, and \cite{9, Chapter 14} for an overview).

In this article we thus extend the work \cite{3} to solve time-dependent BVPs. By doing so, we choose to use the kernel-based method of lines, which enables us to distinguish between spatial and physical components, dealing with each separately (see \cite{6,9}). The adaptive process is characterized by an iterated use of the LOOCV-based error indicator. The latter is applied as a predictor to estimate at any time level whether the approximate solution found by the kernel-based method of lines is accurate enough, or instead the error is over a prescribed threshold. Specifically, when the refinement process needs to be employed, we apply iteratively a two-point refinement procedure. As an example, we test the resulting adaptive scheme on some nonlinear Burgers and Allen-Cahn BVPs (see \cite{7,12,17}), whose solutions may sometimes exhibit steep gradients, corners and rapid changes. These solutions, if exist, are generally difficult to obtain analytically, so a numerical approach must necessarily be used \cite{13}. Efficacy and performance of our adaptive refinement procedure are shown by our numerical experiments.

The paper is organized as follows. In Section 2 we introduce the kernel-based method of lines for BVPs. Section 3 presents the adaptive refinement algorithm together with its LOOCV-based error indicator. In Section 4 we show some numerical results so as to illustrate the performance of our adaptive scheme.
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Given a domain \( \Omega = [a, b] \subset \mathbb{R} \), we consider a time-dependent BVP problem of the form
\[
\begin{align*}
\frac{\partial}{\partial t}u(x, t) &= Lu(x, t) + f(x, t), & x \in \Omega, \ t > t_0, \\
0 &= Bu(x, t) + g(x, t), & x \in \partial\Omega, \ t \geq t_0, \\
u(x, t) &= u_0(x), & x \in \Omega, \ t = t_0,
\end{align*}
\]
where \( L \) is a linear or nonlinear partial differential operator, and \( B \) is a boundary operator. The functions \( f, g \) and \( u_0 \) are provided as data to the problem. We assume that the kernel centers \( Z_N = \{z_1, \ldots, z_N\} \subset \Omega \) and collocation points \( X_N = \{x_1, \ldots, x_N\} \) coincide, i.e. \( Z_N \equiv X_N \). Then, considering the collocation points are ordered such that \( x_1 < x_2 < \cdots < x_{N-1} < x_N \), the set \( X_N \) is subdivided into the subsets \( X_{Ni} = \{x_2, \ldots, x_{N-1}\} \) of interior points and \( X_{NB} = \{x_1, x_N\} \) of boundary points, so that \( X_N = X_{Ni} \cup X_{NB} \), where the subscript \( N_I \) and \( N_B \) denote the number of points in the interior and boundary, respectively. In this case, we fix \( a = x_1 \) and \( b = x_N \).

For the method of lines we express the approximate solution \( \hat{u} \) as a linear combination of radial kernel \( K : \Omega \times \Omega \rightarrow \mathbb{R} \), i.e.,
\[
\hat{u}(x, t) = \sum_{j=1}^{N} c_j(t)K(x, x_j) = k(x)^T c(t),
\]
where \( k(x)^T = (K(x, x_1) \cdots K(x, x_N)) \) and \( c(t) = (c_1(t) \cdots c_N(t))^T \) are unknown coefficients to be found. Associated with the kernel \( K \) we can define a function of a single scalar variable \( \kappa : \mathbb{R}^+ \rightarrow \mathbb{R} \) depending on a shape parameter \( \varepsilon > 0 \) such that \( K(x, x_j) = \kappa_\varepsilon(r) = \kappa(\varepsilon r) \), with \( r = |x-x_j| \) denoting the Euclidean distance between \( x \) and \( x_j \) in \( \mathbb{R} \). Though the choice of \( \varepsilon \) often does not depend on the point \( x_j \), for our adaptive purposes we will consider a variable selection \( \varepsilon_j \) based on the spacing between \( x \) and \( x_j \). Accordingly, the kernel will be more localizing or flatter in case of a large distance between the points. More precisely, starting from an initial shape parameter \( \varepsilon_0 \), the variable shape parameter \( \varepsilon_j \) is defined as:
\[
\varepsilon_j = \begin{cases} \frac{1}{|x_j - x_{j+1}|}, & j = 1, \\
\varepsilon_0 \min \left\{ \frac{1}{|x_{j-1} - x_j|}, \frac{1}{|x_j - x_{j+1}|} \right\}, & j = 2, \ldots, N - 1, \\
\varepsilon_0 \frac{1}{|x_{j-1} - x_j|}, & j = N.
\end{cases}
\]

The first step to get a method of lines solution is to compute a kernel-based interpolant, by evaluating our kernel solution \( \hat{u}(t) \) at fixed time \( t = 0 \). Thus, requiring to solve the linear system
\[
\begin{pmatrix}
k(x_1)^T \\
k(x_2)^T \\
\vdots \\
k(x_{N-1})^T \\
k(x_N)^T
\end{pmatrix}
\begin{pmatrix}
c_0(x_1) \\
c_0(x_2) \\
\vdots \\
c_0(x_{N-1}) \\
c_0(x_N)
\end{pmatrix}
\]
we obtain the \( N \) initial conditions \( c(0) \). Then, to create a system of \( N \) ordinary differential equations for the coefficient expansion \( c(t) \), we can semi-discretize the PDE in (4) by collocating at the \( (N - 2) \times N \) system
\[
\begin{pmatrix}
k(x_2)^T \\
\vdots \\
k(x_{N-1})^T
\end{pmatrix}
\frac{\partial}{\partial t} c(t) = \begin{pmatrix}
\mathcal{L}k(x_2)^T \\
\vdots \\
\mathcal{L}k(x_{N-1})^T
\end{pmatrix}
c(t) + \begin{pmatrix}
f(x_2, t) \\
\vdots \\
f(x_{N-1}, t)
\end{pmatrix},
\]
Discretizing the boundary conditions in (1), we derive the $2 \times N$ system
\[
\begin{pmatrix}
0 \\
Bk(x_1)^T \\
\vdots \\
Bk(x_N)^T
\end{pmatrix}
\begin{pmatrix}
c(t) \\
g(x_1, t) \\
\vdots \\
g(x_N, t)
\end{pmatrix}.
\] (6)

Therefore, coupling (5) and (4), we yield a full set of $N$ differential algebraic equations (DAEs) of the form
\[
\begin{pmatrix}
0 \\
k(x_1)^T \\
\vdots \\
k(x_{N-1})^T \\
0
\end{pmatrix}
\frac{\partial c(t)}{\partial t} =
\begin{pmatrix}
Bk(x_1)^T \\
Lk(x_2)^T \\
\vdots \\
Lk(x_{N-1})^T \\
Bk(x_N)^T
\end{pmatrix}c(t) +
\begin{pmatrix}
g(x_1, t) \\
g(x_2, t) \\
\vdots \\
g(x_{N-1}, t) \\
g(x_N, t)
\end{pmatrix}.
\] (7)

As a result, the system of DAEs (7) together with the initial conditions derived from (4) allows us to find the kernel-based method of lines solution. Thus, if we discretize in time, at each time step $t = t_n$, with $n = 1, \ldots, M$, where $M$ denote the maximum level of time integration, the solution vector $c(t_n) = (c_1(t_n) \cdots c_N(t_n))^T$ is expressed as $c_n = (c_{n1} \cdots c_{nN})^T$. Similarly, we denote the approximate solution vector of (2) as $\hat{u}_n = (\hat{u}_{n1} \cdots \hat{u}_{nN})^T$, i.e., $\hat{u}_{nj} = \hat{u}(x_j, t_n)$, for any $j = 1, \ldots, N$ and $n = 1, \ldots, M$.

3. LOOCV-based adaptive algorithm

3.1. Error indicator

Firstly, we introduce a kernel-based interpolant on the given data $U_N = \{(x_j, \hat{u}_n(x_j))\}_{j=1}^N$ of the form
\[
s_n(x) = \sum_{j=1}^N \alpha_{nj} K(x, x_j) = k(x)^T \alpha_n,
\] (8)

where $k(x)^T$ is defined as in (2), the subscript $n$ denotes a generic time level, and the coefficients $\alpha_n = (\alpha_{n1} \cdots \alpha_{nN})^T$ are obtained by solving the linear system
\[
K \alpha_n = \hat{u}_n,
\] (9)

where $K_{ij} = K(x_i, x_j)$ and $\hat{u}_n = (\hat{u}_{n1} \cdots \hat{u}_{nN})^T$. For the sake of simplicity, in (8) we omit to employ the symbol $n$ on the spatial data $x$ or $x_j$, although in an adaptive scheme they are obviously time-dependent.

In order to make an estimate of the error on the approximate solution and detect which domain areas are to be refined by the addition of new discretization points, we split the data set $U_N$ into two parts: i) a training data set $T_N = \{(x_j, \hat{u}_n(x_j))\}_{j=1,j\neq k}^N$ consisting of $N-1$ data to obtain a “partial interpolation”; ii) a validation data set $V_N = \{(x_j, \hat{u}_n(x_j))\}_{j=k}^N$ that contains a single (remaining) data used to compute the error. Repeating in turn this procedure by varying the index $k$, i.e., for each of the $N$ given data, we obtain a vector of error estimates that enables us to identify an error indicator based on a LOOCV strategy [3].

To simplify the description of LOOCV method, we define by
\[
x^{[k]} = (x_1 \cdots x_{k-1} x_{k+1} \cdots x_N)^T, \quad \hat{u}^{[k]}_n = (\hat{u}_{n1} \cdots \hat{u}_{nk-1} \hat{u}_{nk+1} \cdots \hat{u}_{nN})^T,
\] (10)

the vectors of interpolation points and corresponding values derived from method of lines solution, where the superscript $[k]$ denotes the lack of removed data $(x_k, \hat{u}_{nk})$. In the following, all other qualities are represented similarly.

Now, for a fixed index $k \in \{1, \ldots, N\}$ and a fixed value of the shape parameter $\varepsilon$, we define the partial kernel-based interpolant
\[
s_{n}^{[k]}(x) = \sum_{j=1, j\neq k}^N \alpha_{nj} K(x, x_j),
\] (11)
whose coefficients $\alpha_{nj}$ are determined by interpolating the training data set, i.e. $s^{[h]}_n(x_i) = \tilde{u}_n(x_i)$, $i = 1, \ldots, k-1, k+1, \ldots, N$. This is equivalent to solving the $(N-1) \times (N-1)$ linear system

$$K^{[k]} \alpha^{[k]}_n = \tilde{u}^{[k]}_n,$$

(12)

where $K^{[k]}$ is obtained from the full interpolation matrix $K$ in (9), with entries $(K)_{ij} = (K(x_i, x_j))_{i,j=1}^{N}$, by removing the $k$th row and the $k$th column, while $\alpha^{[k]}_n = (\alpha_{n1} \cdots \alpha_{nj} \cdots \alpha_{nN})^T$ and $\tilde{u}^{[k]}_n$ is given in the right hand side of (11). From (12) we can note that the kernel is here used as a predictor to interpolate solution values at the collocation points. This stage is particularly relevant for the construction of an adaptive scheme, because it permits to identify the domain regions where adding “new” collocation points.

Now, instead of solving the system (12), as suggested in [16], we can make a prediction on the behavior of the numerical solution by computing the absolute error components $e_{nk}$ by the rule

$$e_{nk} = \left| \frac{\alpha_{nk}}{K_{kk}^{-1}} \right|, \quad k = 1, \ldots, N,$$

(13)

where $\alpha_{nk}$ is the $k$th coefficient of the full kernel-based interpolant (8) and $K_{kk}^{-1}$ is the $k$th diagonal element of the $N \times N$ interpolation matrix $K^{-1}$. By applying the rule (13), the computational complexity is $O(N^3)$. As a consequence, we obtain a vector $e_n = (e_{n1}, \ldots, e_{nN})^T$, which can be used as an error indicator to identify the domain areas that need a refinement in proximity of point $x_k$.

3.2. Iterated refinement scheme

In this subsection we describe the iterative scheme based on the LOOCV error indicator. Since we use the method of lines for solving time-dependent BVPs, we apply our adaptive refinement algorithm at fixed time $t_n$, for $n = 0, 1, \ldots, M$. In this way, once fixed the time component, the adaptive scheme works iteratively on the spatial term, for any $n$. Notice that, although in our iterative procedure the collocation points change at any time level $t_n$, we imply their dependence from $n$ but, for the sake of simplicity, we neglect it in this discussion.

At first, we thus define an initial set $X_{N^{(1)}} = \{x_1^{(1)}, \ldots, x_{N^{(1)}}^{(1)} \}$ of equally-spaced collocation points, with $X_{N^{(1)}} \equiv X_N$. It is then split into two subsets, i.e. the set $X_{N^{(i)}} = \{x_2^{(i)}, \ldots, x_{N^{(i)-1}}^{(i)} \}$ of interior points, and the set $X_{N^{(i),b}} = \{x_1^{(i)}, x_{N^{(i)}}^{(i)} \}$ of boundary points, with $X_{N^{(i),b}} \equiv X_{N^{(i)\geq 2}}$ for any $i = 1, 2, \ldots$, where the subscript $N^{(i)}$ denotes the number of points in the $i$th iteration at any time level $n$.

Then, fixed a tolerance $\tau > 0$, from (13) we can define an iterated LOOCV-based error indicator as follows

$$e_{nk}^{(i)} = \left| \frac{\alpha_{nk}}{K_{kk}^{-1}} \right|, \quad k = 1, \ldots, N^{(i)}, \quad i = 1, 2, \ldots,$$

(14)

where in $|$ some reference to the iteration is overlooked to simplify the notation.

Now, if the error indicator (14) is such that $e_{nk}^{(i)} > \tau$, a refinement is applied nearby $x_k$. By doing so, we first compute the so-called separation distance

$$q_{X_{N^{(i)}}} = \frac{1}{2} \min_{u \neq v} |x_{u}^{(i)} - x_{v}^{(i)}|, \quad x_{u}^{(i)}, x_{v}^{(i)} \in X_{N^{(i)}}, \quad i = 1, 2, \ldots,$$

(15)

and then sum up or subtract the quantity in (15) to the point $x_k$. Specifically, the refinement procedure permits the addition of two points close to $x_k$, i.e., $x_k + q_{X_{N^{(i)}}}$ and $x_k - q_{X_{N^{(i)}}}$. Here, in general, we have to remark that in the refinement process multiple collocation points could be created. Thus, in order to avoid this issue, our procedure makes a check and, if necessary, excludes duplicated points. The set $X_{N^{(i)}}$ is then updated. The choice of using a two-point approach is probably the simplest one, but it allows us a precise refinement in specific parts of the integration interval $\Omega$.

Finally, when all components of error terms in (13) are less than or equal to $\tau$, the refinement process stops and the final set of collocation points is returned.
4. Numerical results

In this section we present numerical results obtained by solving some time-dependent BVPs. By doing so, we validate our adaptive refinement scheme by considering a few examples of nonlinear Burgers and Allen-Cahn equations defined on a space-time domain \((a, b) \times (0, T]\). All the experiments are run in MATLAB and on a laptop with Intel(R) Core(TM) i7-6500U CPU 2.50 GHz processor and 8GB RAM.

In our tests we show the results obtained by applying the method of lines and using as a basis function in (2) the multiquadric kernel \(\kappa(\varepsilon, r) = (1 + \varepsilon^2 r^2)^{1/2}\), where \(\varepsilon\) is the shape parameter chosen as in [2]. Then, for the integration in time we use the MATLAB ode15s built-in routine and we assess the accuracy of the adaptive method by computing the root mean square error at time \(t\) (shortly, RMSE\((t)\)), i.e.,

\[
\text{RMSE}(t) = \left( \frac{1}{N_{\text{fin}}} \sum_{i=1}^{N_{\text{fin}}} |u(x_i, t) - \hat{u}(x_i, t)|^2 \right)^{1/2},
\]

where \(x_i, i = 1, \ldots, N_{\text{fin}},\) are the final points at fixed time \(t = t_n\), for \(n = 0, 1, \ldots, M\). Moreover, since the quality of predictions due to our LOOCV-based error indicator is dependent from matrix \(K\) in [3], we compute its condition number (CN\((t)\)) by means of the MATLAB command cond. The choice of various parameters are obviously problem dependent, so they will be defined case-by-case in the following. Finally, as a measure of computational efficiency we report the CPU time (CPU\((t)\)) expressed in seconds.

4.1. Case study 1: Solution of Burgers equations

In this subsection we consider time-dependent BVPs of the form [1]. More specifically, in this study we take the following nonlinear Burgers equation

\[
\frac{\partial}{\partial t} u(x, t) = \nu \frac{\partial^2}{\partial x^2} u(x, t) - u(x, t) \frac{\partial}{\partial x} u(x, t), \quad x \in (a, b), \quad t \in (t_0, T],
\]

where the given parameter \(\nu > 0\) develops a shock, and the solution exhibits moving fronts that can be made arbitrarily sharp by decreasing the kinematic viscosity \(\nu\). The Burgers equation finds applications in several fields, for instance including modelling of fluid dynamic, shock wave formation, traffic flow and turbulence (see [15]).

Example 1. We consider the shock-like solution of (16), whose analytical solution given in [10, 11] is

\[
u \left( \frac{x}{\nu} \right) \exp \left( \frac{\nu}{4\pi} \right), \quad t \in [t_0, T],
\]

where \(c = \exp \left( \frac{1}{\nu} \right)\). The initial condition for this example is obtained from the exact solution (17) when \(t = t_0\) is used, while the boundary conditions are

\[
u(a, t) = \nu(b, t) = 0, \quad t \in [t_0, T].
\]

By setting \(a = 1, b = 1, t_0 = 1, T = 3\), with the parameters \(\nu = 10^{-3}\) and \(\varepsilon_0 = 0.75\), the method starts initially with \(N = 13\) equally-spaced collocation points in the spatial interval \([0, 1]\) and the adaptation occurs at every time level \(t_n\), with \(n = 1, \ldots, M\). Here, we assume that the temporal interval \([1, 3]\) is discretized by fixing \(M = 51\). In Table [4] we show the numerical results obtained for Burgers equation at different time levels, i.e., \(t = 1.4, 1.8, 2.2, 2.6, 3.0\). In such cases, we fix the prescribed threshold value \(\tau = 10^{-4}\) as a stop criterion of the LOOCV-based error indicator in (14). From this table we can observe that the adaptive algorithm converges quite quickly in a final number \(N_{\text{fin}}\) of points. Furthermore, the variable selection of the kernel shape parameters results in accurate results, also providing a control of the conditioning. In Figure [4] we depict the numerical solutions together with the final configurations of collocation points for some values of \(t\). Note that the adaptive refinement scheme is able to detect and increase the points in the domain areas where steep variations of the solution are present.
Table 1: Results obtained for Burgers equation of Example 1 by using the threshold value $\tau = 10^{-4}$ at some time levels $t$.

| $t$  | $N_{fin}$ | RMSE($t$) | CN($t$) | CPU($t$) |
|------|-----------|-----------|---------|----------|
| 1.4  | 132       | 1.2e-4    | 6.8e+6  | 0.05     |
| 1.8  | 109       | 2.0e-4    | 6.9e+6  | 0.04     |
| 2.2  | 108       | 2.6e-4    | 7.3e+6  | 0.04     |
| 2.6  | 93        | 2.9e-4    | 3.7e+6  | 0.03     |
| 3.0  | 98        | 3.0e-4    | 3.9e+6  | 0.02     |

Table 2: Results obtained for Burgers equation of Example 1 by using various values of threshold $\tau$ at time $t = T = 3$.

| $\tau$  | $N_{fin}$ | RMSE($t$) | CN($t$) | CPU($t$) |
|---------|-----------|-----------|---------|----------|
| $10^{-2}$ | 34       | 6.0e-4    | 1.4e+5  | < 0.01   |
| $10^{-3}$ | 53       | 3.6e-4    | 4.6e+5  | 0.01     |
| $10^{-4}$ | 98       | 3.0e-4    | 3.9e+6  | 0.02     |
| $10^{-5}$ | 193      | 7.4e-5    | 1.5e+8  | 0.08     |

Example 2. We consider the moving front problem given by the Burgers equation (16), which is known as a common test problem for adaptive methods (see [7, 12]). The initial condition at time $t_0 = 0$ is

$$u(x,0) = \sin(2\pi x) + \frac{1}{2}\sin(\pi x),$$

while the boundary conditions are defined as in (18), with $a = 0, b = 1$ and $T = 1$. Taking homogeneous boundary conditions leads to a reduction of the wave amplitude when increasing time. The solution thus represents a wave that creates a steep front of width $O(\nu)$ moving towards $x = 1$. This is one of the main reasons for which this test BVP is quite stringent. Indeed, the solution steepens with increasing time $t$, thus becoming difficult to solve spatially [15].

Assuming in our experiments to fix the parameters $\nu = 10^{-3}$ and $\varepsilon_0 = 0.75$, we test our refinement scheme by starting initially from $N = 13$ equally-spaced collocation points. The adaptive LOOCV-based method is
therefore applied for solving the Burgers problem at every time level until the final time arrives. In Figure 2 we show the solutions along with the final points obtained at time $t = 0, 0.2, 0.6, 1$, with a threshold value $\tau = 10^{-3}$. The related execution times are respectively given by CPU($t$) = 0.13, 1.54, 1.40, 1.10. In general, we can notice that the adaptive performs well in each of the considered situations. These considerations can be extended even for other (more demanding) choices of the threshold $\tau$, but for the sake of shortness we omit such results.

Figure 2: Approximate solutions for Burgers equation of Example 2: $t = 0, 0.2, 0.6$ and $t = 1$ (left to right).

4.2. Case study 2: Solution of Allen-Cahn equations

In this subsection we consider another time-dependent BVP. In particular, referring to the generic problem defined on the computational domain $[a, b] \times [t_0, T] = [-1, 1] \times [0, 8.25]$, we now focus on the nonlinear Allen-Cahn equation given by

$$\frac{\partial}{\partial t} u(x, t) = \nu \frac{\partial^2}{\partial x^2} u(x, t) + u(x, t)(1 + u^2(x, t)), \quad x \in (-1, 1), \quad t \in (0, 8.25],$$

where $\nu$ is a positive parameter. The initial condition is

$$u(x, 0) = 0.6x + 0.4\sin\left(\pi \left(x^2 - 3x - 1\right)\right),$$

and the boundary conditions are

$$u(-1, t) = -1, \quad u(1, t) = 1, \quad t \in [0, 8.25].$$

By setting the parameters $\nu = 10^{-6}$ and $\varepsilon_0 = 3$, the adaptation process is applied at every time step with threshold $\tau = 5 \times 10^{-2}$, since the solution does not change its profile rapidly. Thus, the time interval $[0, 8.25]$ is split by $M = 34$ temporal levels. The algorithm starts initially with $N = 13$ equally-spaced points in the spatial domain $[-1, 1]$. In Table 3 we show the numerical results obtained for Allen-Cahn equation at time $t = 0, 2, 4, 6, 8, 8.25$. From these experiments we can see that the number of collocation points required to achieve the stop criterion $\tau$ gradually grows with time $t$. In fact, we begin at time $t = 0$ with an adaptive refinement that brings to $N_{fin} = 22$ points until a maximum of $N_{fin} = 120$ at $t = 8.25$. However, the adaptive method turns out to be able to determine the steep variations of the solutions and is also sensitive to several oscillations. In Figure 3 we give some graphical representations of the found solutions together with the final sets of points for the above-mentioned values of $t$.
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Table 3: Results obtained for Allen-Cahn equation by using the threshold value $\tau = 5 \times 10^{-2}$ at some time levels $t$.

| $t$   | $N_{\text{fin}}$ | $CN(t)$   | $\text{CPU}(t)$ |
|-------|------------------|-----------|-----------------|
| 0.00  | 22               | 1.2e+3    | 0.07            |
| 2.00  | 41               | 6.7e+3    | 0.46            |
| 4.00  | 76               | 5.6e+4    | 0.46            |
| 6.00  | 103              | 3.2e+5    | 0.63            |
| 8.00  | 120              | 3.6e+5    | 0.43            |
| 8.25  | 120              | 3.6e+5    | 0.41            |

Figure 3: Approximate solutions for Allen-Cahn equation: $t = 0$, $t = 2$, $t = 6$ and $t = 8.25$ (left to right). Such graphs refer to results given in Table 3.