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1. Introduction

Fermionic systems in the second quantized form are described by the algebra of canonical anticommutation relations, also called CAR algebra \([1, 2]\). In order to be able to handle notions and quantities important also in quantum information theory, we have to use the abstract terms of algebraic quantum mechanics \([2–4]\). The standard quantum information theory of qubits is described by a natural tensor product structure, which makes possible the use of the terms of the simpler language of Hilbert space quantum mechanics, used by a much wider and still rapidly growing community \([5–8]\). In the CAR algebra, there is no tensor product structure which fits naturally to the structure of the fermionic modes. Imposing the (fermion number) parity superselection rule \([9, 10]\), however, makes possible to use the standard concepts of quantum information theory, besides issues concerning the definitions of correlation and entanglement \([11–20]\). Even with superselection, however, if we go down to the level of a concrete representation (e.g., Jordan–Wigner representation of the CAR algebra on qubit- or spin-chains \([1]\)) for performing numerical \([21–31]\), or even symbolical calculations \([17, 32–36]\), the quantities become involved. This is mainly because phase factors arise due to the fixed ordering of the Jordan–Wigner representation.

The main motivation of this work is to illustrate the abstract notions of the representation of a finite number of fermionic modes, by showing the structures explicitly. For this, we construct a toolbox for the book-keeping of fermionic phase factors, by which the calculations become straightforward. We present this in a coherent, self-contained, pedagogical way, from the point of view of quantum information. After recalling the Jordan–Wigner representation (Section 2), we introduce fermionic versions of tensor product, partial trace and canonical embedding (Section 3), by the use of which we formulate subsets of modes, state reduction and state extension in a simple and painless way (Section 4). Then we turn to the notions of correlation and entanglement (Section 5), which turn out to be physically motivated by the notion of locality (Section 7) if the parity superselection rule is imposed (Section 6), being the main difference compared to the usual correlation and entanglement theory of qubits.

The Jordan–Wigner representation is always given with respect to a fixed linear ordering of the fermionic modes. This is particularly important on the level of concrete matrix algebras. Then, with our formalism presented, it is simple to treat correlation and entanglement with respect to any different partitionings of the modes in a unified way, without the need for ad hoc reordering of the modes. Avoiding mode permutations is highly useful in multipartite correlation and entanglement theory \([29, 37–39]\), serving as the other motivation of this work. Such treatment is made possible by that our formalism provides reordering-free way of writing state extension and state reduction (calculating reduced density matrices), as well as map (e.g., quantum channel) extension. The resulting formulas are easy to implement also in numerical program packages.

The third motivation of the present work is to emphasize the importance and context of the parity superselection rule \([9, 10]\). Although reduced states can be defined and reduced density
matrices can be calculated without the superselection, this leads to ambiguities [32], for example, unusual behavior of entropic quantities [40–43], such as failure of entropic inequalities [44–46], and different (non-zero part of) spectra of reduced states of pure bipartite states [33, 44]. These can be resolved by the imposition of the parity superselection rule [32, 33, 43, 45–48]. The deeper cause of these ambiguities is the lack of the statistical independence (lack of existence of joint state extension) of disjoint mode subsets without parity superselection [44, 45, 47, 48]. The lack of the stronger, algebraic independence (commutativity) leads to that the locality of maps cannot even be formulated, on which the mere definition of separability is based from the physical point of view. Again, these are resolved by the imposition of the parity superselection rule, establishing commutativity. Although only parity superselection is considered here, since it is the one being necessary for local operations and entanglement, we note that there are several other superselection rules, discussed in a nice, general framework [13, 16, 49]. The different superselection rules constrain the possible operations differently [13], making possible different applications [11], and affecting differently the notion and measures of entanglement [12, 14–16].

An index of the different notations is given for convenience in Table 1.

| notation | name and reference |
|----------|--------------------|
| $E^{\nu,\nu'}_Y, \Gamma_Y, \tilde{\Gamma}_Y$ | elementary basis (2), standard and fermionic extension (4) |
| $E^{\nu,\nu'}_Y, \tilde{\nu}^{\nu,\nu'}_Y$ | standard and fermionic bases (7) |
| $\Phi_Y, \Phi'_Y$ | qubit-fermion mapping and phase factors (10) |
| $\otimes, \hat{\otimes}, \Psi_\xi, \Lambda_\xi$ | fermionic products (14b), (26) and related maps (15), (28b) |
| $i_{X,Y}, \tilde{i}_{X,Y}, U_{X,X}$ | std./ferm. canonical embedding (20), unitary connecting them (22) |
| $\text{Tr}_{Y,X}, \tilde{\text{Tr}}_{Y,X}$ | std./ferm. partial trace (34), (35) |
| $\otimes, \hat{\otimes}$ | fermionic products for maps (42) |
| $e_{X,Y}, \tilde{e}_{X,Y}, \tilde{\epsilon}_{X,Y}$ | std./ferm. canonical embeddings of maps (48) |
| $\tilde{T}_Y, \tilde{\tilde{T}}_Y, \tilde{P}_\xi, \tilde{H}_Y, \tilde{H}_\xi^\pm$ | parity, projections, subspaces for the Hilbert space, Sect. 6.1 |
| $\Theta_Y, \tilde{\Theta}_Y, \tilde{\Pi}_\xi, \tilde{\Lambda}_\xi^\pm, \tilde{A}_\xi^\pm$ | parity, projections, subspaces for the operators, Sect. 6.2 |
| $\tilde{T}_Y, \tilde{\tilde{T}}_Y, \tilde{\tilde{E}}_\xi^\pm, \tilde{E}_\xi^\pm$ | parity, projections, subspaces for the maps, Sect. 6.3 |
| $D_X, \tilde{D}_X$ | sets of qubit/fermionic states, inline before (60), (63) |
| $\tilde{D}_X^+, \tilde{D}_X^\#$ | sets of physical/locally physical ferm. states, beginning of Sect. 7.5 |
| $D_{\xi,\text{unc}}, D_{\xi,\text{sep}}$ | sets of uncorrelated/separable qubit states (75), (76) |
| $\tilde{D}_{\xi,\text{unc}}, \tilde{D}_{\xi,\text{sep}}$ | sets of uncorrelated/separable ferm. states, without SSR (80), (81) |
| $\tilde{D}_{\xi,\text{unc}}^+$ | sets of uncorrelated physical ferm. states (108a) |
| $\tilde{D}_{\xi,\text{unc}}^\#$ | sets of product (strongly uncorrelated) physical ferm. states (108b) |
| $\tilde{D}_{\xi,\text{sep}}^+$ | sets of weakly separable physical ferm. states (110a) |
| $\tilde{D}_{\xi,\text{sep}}^\#$ | sets of separable physical ferm. states (110b) |
2. JORDAN–WIGNER REPRESENTATION

In this section, we introduce the tools for the description of fermionic occupations by qubits through the Jordan–Wigner representation of the CAR algebra [1].

Since we consider a finite number of fermionic modes only, we have finite dimensional Hilbert spaces $\mathcal{H}$, and subalgebras of the finite dimensional algebras $\text{Lin} \mathcal{H}$. Then, on $\text{Lin} \mathcal{H} \cong \mathcal{H} \otimes \mathcal{H}^*$, we have the trace map, given by the invariant definition as $\text{Tr}(\langle \psi | \phi \rangle) := \langle \phi | \psi \rangle$, and the Hilbert–Schmidt inner product [4, 7, 8], given as

$$\langle A \mid B \rangle := \text{Tr}(A^\dagger B),$$

which are important tools in the sequel. Recall also that the adjoint $A^\dagger$ of operators $A \in \text{Lin} \mathcal{H}$ is given with respect to the inner product of the Hilbert space as $\langle A^\dagger \phi | \psi \rangle = \langle \phi | A \psi \rangle$, for all $|\psi\rangle, |\phi\rangle \in \mathcal{H}$; as well as the adjoint $\Omega^\dagger$ of maps $\Omega \in \text{Lin} \mathcal{H}$ is given with respect to the Hilbert–Schmidt inner product as $\langle \Omega^\dagger(A) \mid B \rangle = \langle A \mid \Omega(B) \rangle$ for all $A, B \in \text{Lin} \mathcal{H}$ [4, 7, 8].

2.1. Qubits. Let us consider an $L$-qubit system for $L \geq 1$, labeled by the elements of the index set $M := \{1, 2, \ldots, L\}$. For each qubit, $i \in M$, we have a two-dimensional Hilbert space $\mathcal{H}_i := \text{Span}_\mathbb{C} \{|\phi_i^0\rangle \mid \nu \in \{0, 1\}\}$ associated to it, where $|\phi_i^0\rangle$ and $|\phi_i^1\rangle$ are orthonormal basis vectors, $\langle \phi_i^\nu \mid \phi_i^\nu' \rangle = \delta^{\nu\nu'}$. If we consider a given qubit $i \in M$ by itself, then the projectors $|\phi_i^0\rangle \langle \phi_i^0 |$ and $|\phi_i^1\rangle \langle \phi_i^1 |$, or the subspaces they project onto, represent two mutually exclusive elementary “quantum events”.

We also have the algebra $\mathcal{A}_i := \text{Lin} \mathcal{H}_i$ of linear operators acting on $\mathcal{H}_i$, with the standard basis

$$\{ E^{\nu\nu'}_i := |\phi_i^\nu\rangle \langle \phi_i^{\nu'} | \in \mathcal{A}_i \mid \nu, \nu' \in \{0, 1\} \},$$

which is orthonormal, $(E^{\nu\nu'}_i | E^{\nu''\nu'''}_i) = \delta^{\nu\nu'} \delta^{\nu''\nu'''}$. The orthonormality of the standard basis in $\text{Lin} \mathcal{H}_i$ arises from the orthonormality of the basis in $\mathcal{H}_i$.

2.2. JORDAN–WIGNER REPRESENTATION OF FERMIONIC OCCUPATIONS. In the Jordan–Wigner representation, the qubits are used to store the counting information about the occupation of the fermionic modes. Let us consider a system of $L$ fermionic modes, labeled by the index set $M := \{1, 2, \ldots, L\}$. If we consider a given mode $i \in M$ by itself, then let the projectors $|\phi_i^0\rangle \langle \phi_i^0 |$ and $|\phi_i^1\rangle \langle \phi_i^1 |$ represent the elementary “quantum events” of unoccupied and occupied modes, respectively. We also have some standard linear operators in hand, as the creation operator $a_i^\dagger := |\phi_i^0\rangle \langle \phi_i^1 |$, the annihilation operator $a_i := |\phi_i^1\rangle \langle \phi_i^0 |$, the particle number operator $n_i := a_i^\dagger a_i = |\phi_i^0\rangle \langle \phi_i^0 |$, the “no particle” operator $I_i - n_i := a_i^\dagger a_i = |\phi_i^0\rangle \langle \phi_i^0 |$ (these four are also the elements of the standard basis (2)), the identity operator $I_i = |\phi_i^0\rangle \langle \phi_i^0 | + |\phi_i^1\rangle \langle \phi_i^1 |$ and the phase operator $p_i := |\phi_i^0\rangle \langle \phi_i^0 | - |\phi_i^1\rangle \langle \phi_i^1 |$. We emphasize that these operators act on different Hilbert spaces for different values of the index $i$.

Now, let us “join” some fermionic modes (as well as the corresponding qubits), and consider them as a (sub)set of modes (as well as composite (sub)system of qubits). That is, for each subsystem (or mode subset) $Y \subseteq M$, we have the Hilbert space $\mathcal{H}_Y := \bigotimes_{i \in Y} \mathcal{H}_i$ (Fock space of mode subset $Y$), together with the standard tensor product basis

$$\{ |\phi^{\nu}_Y \rangle := \bigotimes_{i \in Y} |\phi^{\nu_i}_i \rangle \mid \forall \nu : Y \rightarrow \{0, 1\} \},$$

with the multi-index $\nu : Y \rightarrow \{0, 1\}, i \mapsto \nu_i$. (For $Y = \emptyset$, we define the one-dimensional Hilbert space $\mathcal{H}_0 \equiv \mathbb{C}$ with the empty tensor product.) This basis is also orthonormal, $\langle \phi^{\mu}_Y \mid \phi^{\nu}_Y \rangle = \delta^{\mu\nu} = \prod_{i \in Y} \delta^{\mu_i\nu_i}$. 
Now we extend the operators of each mode \( i \in M \) linearly to Lin \( \mathcal{H}_Y \cong \bigotimes_{i \in Y} \mathcal{A}_i \) in two different ways, called “standard” and “fermionic”, as

\[
\Gamma_Y : \mathcal{A}_i \rightarrow \bigotimes_{j \in Y} \mathcal{A}_j, \\
E_{i , \nu}^{\nu', \nu'} : \rightarrow \left( \bigotimes_{k \in Y, k < i} I_k \right) \otimes E_{i , \nu}^{\nu', \nu'} \otimes \left( \bigotimes_{k \in Y, i < k} I_k \right), \\
\tilde{\Gamma}_Y : \mathcal{A}_i \rightarrow \bigotimes_{j \in Y} \mathcal{A}_j, \\
E_{i , \nu}^{\nu', \nu'} : \rightarrow \left( \bigotimes_{k \in Y, k < i} p_k^{\nu + \nu'} \right) \otimes E_{i , \nu}^{\nu', \nu'} \otimes \left( \bigotimes_{k \in Y, i < k} I_k \right).
\]

(For \( Y = \emptyset \), we define the one-dimensional algebra \( \bigotimes_{i \in \emptyset} \mathcal{A}_i \cong \text{Lin} \mathcal{H}_\emptyset \cong \mathbb{C} \) with the empty tensor product.) With a slight abuse of notation, we use the same letter for all modes, i.e., we do not denote the mode index \( i \) on \( \Gamma_Y \) and \( \tilde{\Gamma}_Y \), since this will not cause confusion. (Note that the ordering in the writing of the tensor product is illustrative only: the product of two elementary tensors is the elementary tensor formed by the products of operators of the same modes.) These maps are \( * \)-homomorphisms, that is,

\[
\Gamma_Y(A_i)\Gamma_Y(B_i) = \Gamma_Y(A_iB_i), \quad \Gamma_Y(A_i^\dagger) = \Gamma_Y(A_i)^\dagger, \\
\tilde{\Gamma}_Y(A_i)\tilde{\Gamma}_Y(B_i) = \tilde{\Gamma}_Y(A_iB_i), \quad \tilde{\Gamma}_Y(A_i^\dagger) = \tilde{\Gamma}_Y(A_i)^\dagger.
\]

The fermionic extensions of the \( a_i^\dagger \) and \( a_i \) creation and annihilation operators, \( \tilde{a}_i^\dagger, \tilde{a}_i : \tilde{\Gamma}_Y(a_i^\dagger) \) and \( \tilde{a}_i, \tilde{a}_i^\dagger : \tilde{\Gamma}_Y(a_i) \), are then the Jordan–Wigner representations of the fermionic creation and annihilation operators \([1]\), which are the generators of the CAR algebra, obeying the canonical anticommutation relations

\[
\{ \tilde{a}_{i,Y}, \tilde{a}_{j,Y}^\dagger \} = \{ \tilde{a}_{i,Y}^\dagger, \tilde{a}_{j,Y} \} = 0, \quad \{ \tilde{a}_{i,Y}, \tilde{a}_{j,Y} \} = \delta_{i,j} \tilde{I}_Y,
\]

for all \( i, j \in Y \), and \( \tilde{I}_Y = \prod_{i \in Y} \tilde{\Gamma}_Y(I_i) = \prod_{i \in Y} \tilde{\Gamma}_Y(I_i) \) is the identity operator. (Here \( \prod \) denotes that the factors in the product are ordered for increasing values of the mode indices. Although it is not necessary for the identity operators, we use it to emphasize that the fermionic extensions of operators of different modes do not commute.) Note the elegant way how \( p_k^{\nu + \nu'} \) inserts the phase operators in \((4b)\) exactly for the cases when \( \nu \neq \nu' \), which coincides with the case of products of odd number of creation and annihilation operators, see \((5b)\). Also, the standard extensions of the \( a_i^\dagger \) and \( a_i \) creation and annihilation operators, \( a_i^\dagger, a_i : \Gamma_Y(a_i^\dagger) \) and \( a_i, a_i^\dagger : \Gamma_Y(a_i) \), are the usual representations of the hardcore boson creation and annihilation operators \([50–52]\), which we do not consider here.

Using the two extensions above, we define two bases in \( \bigotimes_{i \in Y} \mathcal{A}_i \), called “standard” and “fermionic”,

\[
\left\{ E_Y^{\nu, \nu'} : \prod_{i \in Y} \Gamma_Y(E_{i , \nu}^{\nu', \nu'}) \in \bigotimes_{i \in Y} \mathcal{A}_i \left| \forall \nu, \nu' : Y \rightarrow \{0, 1\} \right. \right\}, \\
\left\{ \tilde{E}_Y^{\nu, \nu'} : \prod_{i \in Y} \tilde{\Gamma}_Y(E_{i , \nu}^{\nu', \nu'}) \in \bigotimes_{i \in Y} \mathcal{A}_i \left| \forall \nu, \nu' : Y \rightarrow \{0, 1\} \right. \right\}.
\]

Both of these are orthonormal with respect to the Hilbert–Schmidt inner product \((1)\), that is,

\[
(\tilde{E}_Y^{\nu, \nu'} \mid E_Y^{\nu', \nu''}) = (\tilde{E}_Y^{\nu', \nu''} \mid E_Y^{\nu, \nu'}) = \delta_{\nu', \nu''} \delta_{\nu, \nu'}, \quad \text{see later in } (11).
\]

Note that the standard basis is
consistent with the tensor product in $\otimes_{i \in Y} A_i$, since

$$(8a) \quad E_{\nu}^{\nu'} = \prod_{i \in Y} \Gamma_i(E_i^{\nu_i,\nu'_i}) = \otimes_{i \in Y} E_i^{\nu_i,\nu'_i},$$

while the fermionic basis is consistent with the fermionic operators, since

$$(8b) \quad \tilde{E}_{\nu}^{\nu'} = \prod_{i \in Y} \tilde{\Gamma}_i(E_i^{\nu_i,\nu'_i}) = \prod_{i \in Y} \begin{cases} \tilde{a}_{i,Y} a_{i,Y} & \text{if } \nu_i = 0 \text{ and } \nu'_i = 0 \\ \tilde{a}_{i,Y} & \text{if } \nu_i = 0 \text{ and } \nu'_i = 1 \\ a_{i,Y}^{\dagger} & \text{if } \nu_i = 1 \text{ and } \nu'_i = 0 \\ a_{i,Y}^{\dagger} a_{i,Y} & \text{if } \nu_i = 1 \text{ and } \nu'_i = 1 \end{cases},$$

the basis elements are ordered products of fermionic creation and annihilation operators. (For explicit calculations, see Appendices A.1 and A.4.)

Let $0 : i \mapsto 0$ be the zero multi-index, labeling the vacuum state, $|\text{Vac}_Y\rangle := |\phi_0^0\rangle = \otimes_{i \in Y} |\phi_i^0\rangle$, see (3). Then, on the one hand, $|\phi_Y^\nu\rangle \langle \phi_Y^{\nu'}| = E_{\nu}^{\nu'}$ creates the state vector of occupation $\nu$ from the vacuum,

$$(9a) \quad E_{\nu}^{\nu,0} |\phi_Y^0\rangle = \left( \otimes_{i \in Y} |\phi_i^\nu\rangle \langle \phi_i^{\nu'}| \right) \left( \otimes_{i \in Y} |\phi_i^0\rangle \right) = |\phi_Y^\nu\rangle.$$  

On the other hand, $\tilde{E}_{\nu}^{\nu,0}$ does the same,

$$(9b) \quad \tilde{E}_{\nu}^{\nu,0} |\text{Vac}_Y\rangle = \prod_{i \in Y} \begin{cases} \tilde{a}_{i,Y} a_{i,Y} & \text{if } \nu_i = 0 \\ \tilde{a}_{i,Y} & \text{if } \nu_i = 1 \end{cases} |\text{Vac}_Y\rangle = \prod_{i \in Y} \tilde{a}_{i,Y} |\text{Vac}_Y\rangle = |\phi_Y^\nu\rangle,$$

where the last equality follows from that, because of the ordering of the operators, the phase operators coming from (4b) act always on empty modes, $p_i |\phi_Y^0\rangle = |\phi_i^0\rangle$. Therefore (3) is indeed the Fock basis (in concrete representation), which is usually defined in fermionic second quantization by the usual ordering of the creation operators.

2.3. Mapping between qubits and fermionic modes. Using (7a)-(7b), let us define the two algebras endowed with canonical bases, $A_Y$ and $\tilde{A}_Y$, being two copies of $\otimes_{i \in Y} A_i$ for a $Y \subseteq M$, to which $\{E_{\nu}^{\nu'}\}$ and $\{\tilde{E}_{\nu}^{\nu'}\}$ are associated, respectively. From now on, we denote the $Y \subseteq M$ subsystem/mode-subset index on the objects, and, for example, writing $A_Y$ or $\tilde{A}_Y$, the statements are understood for all $A_Y \subseteq A_Y$ or $\tilde{A}_Y \subseteq \tilde{A}_Y$ automatically, if not stated differently. Let the identity operators be $\prod_{i \in Y} \Gamma_i(I_i) = \otimes_{i \in Y} I_i = I_Y \in A_Y$ in the standard, and $\prod_{i \in Y} \tilde{\Gamma}_i(I_i) = \tilde{I}_Y \in \tilde{A}_Y$ in the fermionic case. Now let us consider the linear map between the two algebras, given as

$$(10a) \quad \Phi_Y : A_Y \rightarrow \tilde{A}_Y, \quad E_{\nu}^{\nu'} \mapsto \tilde{E}_{\nu}^{\nu'}.$$

Taking into account (4a) and (4b), we can write out the effect of this transformation

$$(10b) \quad \Phi_Y(E_{\nu}^{\nu'}) = \tilde{E}_{\nu}^{\nu'} = f_{\nu}^{\nu'} E_{\nu}^{\nu'},$$

which is the elementwise product with the $\pm 1$ phase factors

$$(10c) \quad f_{\nu}^{\nu'} = (-1)^{\sum_{k \in Y \cap k} (\nu_k + \nu'_k)}.$$
(For the proof, see Appendix A.3. For the explicit form for few modes, see Appendix A.2.) Since this map just multiplies the basis elements (7a) with phase factors, it is clearly unitary with respect to the Hilbert–Schmidt inner product (1),

\[(\Phi_Y(A_Y) | \Phi_Y(B_Y)) = (A_Y | B_Y),\]

or, equivalently, \((\tilde{A}_Y | \Phi_Y(B_Y)) = (\Phi_Y^{-1}(\tilde{A}_Y) | B_Y).\) (In particular, \(\Phi_Y\) preserves the Hilbert–Schmidt norm \(\sqrt{(A_Y | A_Y)} = \sqrt{\text{Tr}(A_Y^\dagger A_Y)},\) but not the trace norm \(\text{Tr}(\sqrt{A_Y^\dagger A_Y})\) [8].) It also turns out that the same map can be used for transforming between the two extensions in (4a)-(4b), that is, \(\Phi_Y : \Gamma_Y(E_i^{\nu \nu'}) \mapsto \Gamma_Y(E_i^{\nu \nu'}),\) in other words, we have

\[(12) \quad \tilde{\Gamma}_Y = \Phi_Y \circ \Gamma_Y\]

for the standard (4a) and the fermionic (4b) extension maps. Moreover, this, and also (10a), are special cases of that, for arbitrary \(X \subseteq Y;\)

\[(13) \quad \Phi_Y : \prod_{j \in X} \Gamma_Y(A_j) \mapsto \prod_{j \in X} \tilde{\Gamma}_Y(A_j).\]

(For the proof, see Appendix A.5.) We also have \(\tilde{\Gamma}_Y := \Phi_Y(I_Y) = I_Y\) for the identity operators \(\mathcal{H}_Y \to \mathcal{H}_Y,\) and \(\tilde{\mathcal{I}}_Y := \Phi_Y \circ \mathcal{I}_Y \circ \Phi_Y^{-1} = \mathcal{I}_Y\) for the identity maps \(\mathcal{I}_Y : \mathcal{A}_Y \to \mathcal{A}_Y\) and \(\tilde{\mathcal{I}}_Y : \tilde{\mathcal{A}}_Y \to \tilde{\mathcal{A}}_Y.\) Similarly, \(\tilde{\text{Tr}} = \Phi_Y \circ \text{Tr} \circ \Phi_Y^{-1}\) for the trace maps \(\text{Tr} : \mathcal{A}_Y \to \mathbb{C}\) and \(\tilde{\text{Tr}} : \tilde{\mathcal{A}}_Y \to \mathbb{C}.\) Here \(\text{Tr} : \mathcal{A}_Y \to \mathbb{C}\) is given by the invariant definition, then \(\tilde{\text{Tr}}\) turns out to be given in the same way (the diagonal elements of the phase factors (10c) are +1). By this, since \(\text{Tr}(\Gamma_Y(E_i^{\nu \nu'})) = 2^{\nu - 1} \delta^{\nu \nu'},\) we have \(\tilde{\text{Tr}}(\tilde{\Gamma}_Y(E_i^{\nu \nu'})) = 2^{\nu - 1} \delta^{\nu \nu'}.\) Also, since \(\text{Tr}(E_i^{\nu \nu'}) = \delta^{\nu \nu'},\) we have \(\tilde{\text{Tr}}(\tilde{E}_i^{\nu \nu'}) = \delta^{\nu \nu'}\).

From the algebraic point of view, the subalgebras describing the subsystems, or mode subsets \(X \subseteq Y\) are generated as \(\text{Alg}(a_{ij}, j \in X) \subseteq \mathcal{A}_Y = \text{Alg}(a_{i,Y}, i \in Y)\) and \(\text{Alg}(\tilde{a}_{ij}, j \in X) \subseteq \tilde{\mathcal{A}}_Y = \text{Alg}(\tilde{a}_{i,Y}, i \in Y)\) in the qubit and fermionic cases, respectively. (Here \(\text{Alg}(a_{ij}, j \in X)\) denotes the algebra generated by the set \(\{a_{ij} \mid j \in X\}.\) So (13) tells us that \(\Phi_Y\) respects the subsystem structure, \(\Phi_Y : \text{Alg}(a_{ij}, j \in X) \to \text{Alg}(\tilde{a}_{ij}, j \in X).\) Note, however, the special form of the product on the left-hand side of (13), because in general, there exists \(A_Y, B_Y \in \mathcal{A}_Y\) for which \(\Phi_Y(A_Y B_Y) \neq \Phi_Y(A_Y) \Phi_Y(B_Y),\) as well as \(\Phi_Y(A_Y^\dagger) \neq \Phi_Y(A_Y)^\dagger,\) the linear isomorphism \(\Phi_Y\) is not a \(\ast\)-algebra isomorphism. Of course, a \(\ast\)-algebra isomorphism in such a role would not be interesting at all, as it would not provide an essentially different structure compared to the structure of qubits.

3. Fermionic tensors

In this section we construct a kind of “fermionic version” of operations widely used in quantum information for our convenience, and we consider the similarities and differences compared to the original ones.

3.1. Fermionic tensor product. Let us have a partition \(\xi = \{X_1, X_2, \ldots, X_{|\xi|}\} \in \Pi(Y)\) of subsystem \(Y \subseteq M,\) that is, the subsystems \(X \in \xi\) are nonempty and disjoint, with \(\bigcup_{X \in \xi} X = Y.\) In the qubit case, we have the tensor product for forming the joint algebra \(A_Y\) corresponding to \(Y\) from the algebras \(A_X\) corresponding to \(X \in \xi,\) as \(A_Y = \bigotimes_{X \in \xi} A_X.\) This is written in the standard basis \((7a)\) as

\[(14a) \quad E_Y^{\nu \nu'} = \bigotimes_{X \in \xi} E_X^{\nu_X \nu'_X},\]
see also (8a), where the multi-index is \( \nu : Y \to \{0, 1\} \) as usual, and \( \nu_X := \nu|_X : X \to \{0, 1\} \) are the restrictions to the subsystems \( X \subseteq Y \). We would like to have a similar tool in the fermionic case for joining subsystems, that is, mode subsets. (Having \( \otimes \) is particularly enlightening, because for applying voltage, it emits light.) The usual tensor product cannot work in general, it does not respect the fermionic nature of the operators, for example, there exist operators \( A_j \in A_j \) for which \( \bigotimes_{X \in \xi} \prod_{i \in X} \bar{X}(A_i) \neq \prod_{i \in Y} \bar{Y}(A_i) \), while equality holds for the qubit case without the tildes (see in (19a) later). Instead, let us define the fermionic tensor product in the fermionic basis (7b) as

\[
\bar{E}_{Y^{\mu', \nu'}} =: \bigotimes_{X \in \xi} \bar{E}_{X^{\mu_X, \nu_X}}.
\]

Since \( \bar{E}_{Y^{\mu', \nu'}} = \Phi_Y(E_{Y^{\mu', \nu'}}) = \Phi_Y\left( \bigotimes_{X \in \xi} E_{X^{\mu_X, \nu_X}} \right) = \Phi_Y\left( \bigotimes_{X \in \xi} \Phi_X^{-1}(\bar{E}_{X^{\mu_X, \nu_X}}) \right) \) on the left-hand side by using (10a) and (14a), one can read off the form

\[
\prod_{X \in \xi} \tilde{A}_X = \tilde{\Psi}_\xi\left( \prod_{X \in \xi} \bar{A}_X \right)
\]

by linearity, with the map

\[
\tilde{\Psi}_\xi := \Phi_Y \circ \bigotimes_{X \in \xi} \Phi_X^{-1} : \tilde{A}_Y \to \tilde{A}_X.
\]

This map is also given by multiplication of the (7b) basis with \( \pm 1 \) phase factors. (For the phase factors, see Appendix B.1. For the explicit form for few modes, see Appendix B.2.) Note again, that the ordering in this tensor product is illustrative only, \( \tilde{A}_X \otimes \tilde{B}_X = \tilde{B}_X \otimes \tilde{A}_X \) (using the notation \( \bar{X} = Y \setminus X \)).

Both the usual and the fermionic tensor products are consistent with the refinement of the partitions. Indeed, let us have \( Z \subseteq M \), the partition \( \nu \in \Pi(Z) \), and for all parts \( Y \in \nu \), let us have the partitions \( \xi_Y \in \Pi(Y) \) of them, by which let \( \xi \in \Pi(Z) \) be the “merging” of the partitions \( \xi_Y, \xi : = \bigcup_{Y \in \nu} \xi_Y \); then we have the associativity for the tensor products as

\[
\bigotimes_{Y \in \nu} A_{X_Y} = \bigotimes_{X \in \xi} \bar{A}_X,
\]

\[
\bigotimes_{Y \in \nu} \bar{A}_{X_Y} = \bigotimes_{X \in \xi} A_X.
\]

(The first one is a property of the tensor product; the second one follows from this, by the special structure (15b) of \( \tilde{\Psi}_\xi \).) This justifies the use of the “associative” tensor product sign. We also have that the identity operators are \( \bigotimes_{X \in \xi} I_X = I_Y \) and \( \bigotimes_{X \in \xi} \bar{I}_X = \bar{I}_Y \).

Since the map \( \tilde{\Psi}_\xi \) in (15b) is a composition of unitaries (11), it is unitary itself,

\[
(\tilde{\Psi}_\xi(\tilde{A}_Y) \big| \tilde{\Psi}_\xi(\tilde{B}_Y)) = (\tilde{A}_Y \big| \tilde{B}_Y),
\]

and we also have the compatibility with the Hilbert–Schmidt inner product (1),

\[
\left( \bigotimes_{X \in \xi} A_X \big| \bigotimes_{X \in \xi} B_X \right) = \prod_{X \in \xi} (A_X \big| B_X),
\]

\[
\left( \bigotimes_{X \in \xi} \bar{A}_X \big| \bigotimes_{X \in \xi} \bar{B}_X \right) = \prod_{X \in \xi} (\bar{A}_X \big| \bar{B}_X).
\]
(The first one is the standard construction of the inner product in tensor product spaces; the second one follows from this, by using (15a) and (17).) From this, the product property of the trace follows also for fermionic elementary tensors, $\text{Tr}(\otimes_{X \in \xi} B_X) = \prod_{X \in \xi} \text{Tr}(B_X)$ and $\tilde{\text{Tr}}(\otimes_{X \in \xi} \tilde{B}_X) = \prod_{X \in \xi} \tilde{\text{Tr}}(\tilde{B}_X)$, by setting $A_X = I_X$ and $\tilde{A}_X = \tilde{I}_X$ in (18a) and (18b), respectively. (A direct calculation would be in the second case to show that the diagonal elements of the phase factors of $\tilde{\Psi}_\xi$ are +1, see Appendix B.1.)

With the fermionic tensor product (15), now we have

\begin{align}
&\prod_{i \in Y} \Gamma_Y(A_i) = \bigotimes_{X \in \xi} \prod_{j \in X} \Gamma_X(A_j), \\
&\prod_{i \in Y} \tilde{\Gamma}_Y(A_i) = \bigotimes_{X \in \xi} \prod_{j \in X} \tilde{\Gamma}_X(A_j).
\end{align}

(The first one follows from $\prod_{j \in X} \Gamma_X(A_j) = \bigotimes_{j \in X} A_j$, which is a simple consequence of (8a) and (4a) by linearity; the second one follows from this, by using (13) and (15).) By linearity and (8b), one can see that (19b) is an equivalent form of (14b), expressing a different aspect of the fermionic tensor product.

Although the fermionic tensor product (14b) shows the above convenient properties, which are extremely useful in symbolical as well as numerical calculations, it does not obey all the properties of the usual tensor product, as we will immediately see. The fermionic tensor product is clearly linear, and if we consider only the linear structure, we could even write $\tilde{A}_Y = \bigotimes_{X \in \xi} \tilde{A}_X$ (and we will actually use this notation later), as far as this is understood simply as the linear hull of fermionic elementary tensors $\bigotimes_{X \in \xi} \tilde{A}_X$. However, the fermionic tensor product fails to obey the properties of the whole $*$-algebraic structure, since there exist operators $\tilde{A}_X, \tilde{B}_X \in \tilde{A}_X$ such that $(\bigotimes_{X \in \xi} \tilde{A}_X)(\bigotimes_{X' \in \xi} \tilde{B}_X) \neq \bigotimes_{X \in \xi} (\tilde{A}_X \tilde{B}_X)$ and $\bigotimes_{X \in \xi} \tilde{A}^*_X \neq (\bigotimes_{X \in \xi} \tilde{A}_X)^\dagger$, as well as, if we consider them as operators acting on Hilbert spaces, $(\bigotimes_{X \in \xi} \tilde{A}_X)(\bigotimes_{X \in \xi} |\psi\rangle) \neq \bigotimes_{X \in \xi} (\tilde{A}_X|\psi\rangle)$. (For explicit examples, coming from a wider context, see Appendix C.5.) We keep using the name “fermionic tensor product” for convenience, because $\otimes$ shows up in the same role in the fermionic case as $\otimes$ in the standard (qubit) case. However, we emphasize that it should be considered only as a shorthand notation for the “$\Phi$-adjointed version” (15) of the usual tensor product. Note also that this (and also (28) later) can be regarded as an inner definition in the concrete representation (for the case of many mode subsets) of the abstract construction of the fermionic tensor product, given usually through an outer definition [53–55].

Following these lines, we also have in general that there exist operators $A_X, \tilde{B}_X \in \tilde{A}_X$ such that $(A_X \otimes \tilde{I}_X)(\tilde{I}_X \otimes B_X) \neq A_X \tilde{B}_X$ (using the notation $X = Y \setminus X$), moreover, $[A_X \otimes \tilde{I}_X, \tilde{I}_X \otimes B_X] \neq 0$, although the equalities hold in these formulas in the standard (qubit) case, with $\otimes$ instead of $\otimes$. (We will see later that at least $(A_X \otimes \tilde{I}_X)(\tilde{B}_X \otimes \tilde{I}_X) = (A_X \tilde{B}_X) \otimes \tilde{I}_X$ holds, see (23b). Also, in the so-called physical subspace of the algebras, $[A_X \otimes \tilde{I}_X, \tilde{I}_X \otimes B_X] = 0$, see (92b) later in Section 6.2). Before further discussion and clarification on these properties of products, it is convenient to introduce the fermionic canonical embedding.

### 3.2. Fermionic canonical embedding

In the qubit case, we also have the canonical embedding map with respect to the tensor product, for the subsystems $X \subseteq Y \subseteq M$, as

\begin{align}
{\iota}_{X,Y} : & A_X \longrightarrow A_Y, \\
& A_X \longmapsto A_X \otimes I_X.
\end{align}
using the notation $\overline{X} = Y \setminus X$. We would like to have a similar tool in the fermionic case, so let us define the fermionic canonical embedding as

\[
\overline{\iota}_{X,Y} : \overline{A}_X \longrightarrow \overline{A}_Y,
\]

\[
\overline{A}_X \longrightarrow \overline{A}_X \otimes \overline{I}_X.
\]

Let us have the nested subsystems, or mode subsets, $X \subseteq Y \subseteq Z \subseteq M$, then we have

\[
\iota_{Y,Z} \circ \iota_{X,Y} = \iota_{X,Z},
\]

\[
\overline{\iota}_{Y,Z} \circ \overline{\iota}_{X,Y} = \overline{\iota}_{X,Z}.
\]

(These follow from the associativity properties (16a) and (16b) in the two cases, respectively.)

It is important to see that the standard (20a) and fermionic (20b) canonical embeddings are unitarily equivalent, that is, there exists $U_{X \mid X} \in \mathcal{U}(\mathcal{H}_Y)$, such that

\[
\overline{A}_X \otimes \overline{I}_X = U_{X \mid X} (\overline{A}_X \otimes \overline{I}_X) U_{X \mid X}^\dagger.
\]

(For the proof, by the construction of $U_{X \mid X}$, see Appendix B.3. For the explicit form for few modes, see Appendix C.4. Note that $U_{X \mid X} \neq U_{X \mid X}$. From this, it easily follows that also the fermionic canonical embedding (20b) is a $*$-homomorphism,

\[
\iota_{X,Y}(A_X)\iota_{X,Y}(B_X) = \iota_{X,Y}(A_XB_X), \quad \iota_{X,Y}(A_X^\dagger) = \iota_{X,Y}(A_X)^\dagger,
\]

\[
\overline{\iota}_{X,Y}(\overline{A}_X)\overline{\iota}_{X,Y}(\overline{B}_X) = \overline{\iota}_{X,Y}(\overline{A}_X\overline{B}_X), \quad \overline{\iota}_{X,Y}(\overline{A}_X^\dagger) = \overline{\iota}_{X,Y}(\overline{A}_X)^\dagger.
\]

(The first one is obvious consequence of the tensor product; the second one follows from this by using (22).)

Note that, while $\iota_{X,Y}(A_X)$ is an identical extension of $A_X$, that is, it acts identically on the factor $\mathcal{H}_X$ of $\mathcal{H}_Y$ (as $\iota_{X,Y}(A_X)(|\psi_X\rangle \otimes |\psi_X\rangle) = (A_X|\psi_X\rangle) \otimes |\psi_X\rangle)$, this is not the case for $\overline{\iota}_{X,Y}(\overline{A}_X)$, which acts identically on $\mathcal{H}_X$ transformed by the global unitary $U_{X \mid X}$, see in (22). It will be important to see that the unitary transformations for the embeddings of $X$ and $\overline{X}$ are different, and these two embeddings cannot be realized using a common unitary (unless the parity superselection rule is imposed, see (98) in Section 7.1). (For explicit example, see Appendix C.5.)

Turning to the special case of single-mode subsets, we have that $\overline{\iota}$ is the multi-mode generalization of $\overline{\Gamma}$,

\[
\overline{\Gamma}_Y(A_i) = \overline{A}_\{i\} \otimes \overline{I}_Y \setminus \{i\} \equiv \overline{\iota}_{\{i\},Y}(\overline{A}_\{i\}),
\]

see (4b), with the notation $\overline{A}_\{i\} = \overline{\Gamma}_i(A_i) = A_i$. (This follows by linearity from $\overline{\Gamma}_Y(E_{i\nu'}^{\mu\nu'}) = \Phi_Y (\Gamma_Y(E_{i\mu\nu'})) = \Phi_Y (E_{i\mu\nu'}^{\nu'} \otimes \overline{I}_Y \setminus \{i\}) = \Phi_Y (\Phi^{-1}_{\{i\}} (E_{\{i\}}^{\mu\nu'}) \otimes \Phi^{-1}_{\{i\}} (\overline{I}_Y \setminus \{i\})) = E_{\{i\}}^{\nu'} \otimes \overline{I}_Y \setminus \{i\}$, by using (12), (4a), (10a) and (15).) Moreover, any ordered product of single-mode operators, $\prod_{i \in X} \overline{\iota}_{\{i\},X}(\overline{A}_\{i\})$, is embedded properly,

\[
\overline{\iota}_{X,Y}(\prod_{i \in X} \overline{\iota}_{\{i\},X}(\overline{A}_\{i\})) = \prod_{i \in X} \overline{\iota}_{X,Y}(\overline{\iota}_{\{i\},X}(\overline{A}_\{i\})) = \prod_{i \in X} \overline{\iota}_{\{i\},Y}(\overline{A}_\{i\}),
\]

using (23b) and (21b). In general, let us have the ordered partition $\overline{\nu} = (Y_1, Y_2, \ldots, Y_{|\nu|}) \in \overline{\Pi}(Z)$, for the mode subset $Z \subseteq M$, and for all parts $Y \in \overline{\nu}$, let us have the ordered partitions $\overline{\iota}_Y \in \overline{\Pi}(Y)$ of them, then combining (23b) and (21b) leads to the convenient property for the product of
embeddings of products of embeddings
\[ \prod_{\vec{\gamma} \in \vec{\xi}} \tilde{\gamma}_{Y,Z} \left( \prod_{X,Y \in \vec{\xi}Y} \tilde{\gamma}_{X,Y}(\hat{A}_{X,Y}) \right) = \prod_{\vec{\gamma} \in \vec{\xi}} \prod_{X,Y \in \vec{\xi}Y} \tilde{\gamma}_{X,Y,Z}(\hat{A}_{X,Y}) \]
(25b)

where the ordered product \( \prod \) is ordered as the ordered partition \( \vec{\gamma} \).

It is now convenient to introduce the following shorthand notation for the ordered product of embeddings of operators of disjoint mode subsets as

\[ \bigotimes_{X \in \vec{\xi}} \hat{A}_X := \prod_{X \in \vec{\xi}} \tilde{\gamma}_{X,Y}(\hat{A}_X) \]
(26)

for the ordered partition \( \vec{\xi} \in \vec{\Pi}(Y) \). Note that, with a slight but convenient abuse of the notation, the ordering in a product \( \hat{A}_{Y_1} \otimes \hat{A}_{Y_2} \otimes \hat{A}_{Y_3} \otimes \cdots \equiv \tilde{\gamma}_{X_1,Y}(\hat{A}_{X_1}) \tilde{\gamma}_{X_2,Y}(\hat{A}_{X_2}) \cdots \) carries now the ordering of the usual product on the right-hand side of (26). We have that also this product is consistent with the refinement of the partitions. Indeed, let us have \( Z \subseteq M \), the ordered partition \( \vec{\nu} \in \vec{\Pi}(Z) \), and for all parts \( Y \in \vec{\nu} \), let us have the ordered partitions \( \vec{\xi}_Y \in \vec{\Pi}(Y) \) of them, by which let \( \vec{\xi} \in \vec{\Pi}(Z) \) be the “ordered merging” of the ordered partitions \( \vec{\xi}_Y \), \( \vec{\xi} := \bigcup_{Y \in \vec{\nu}} \vec{\xi}_Y \); then we have the associativity as

\[ \bigotimes_{Y \in \vec{\nu}} \bigotimes_{X \in \vec{\xi}_Y} \hat{A}_{X,Y} = \bigotimes_{X \in \vec{\xi}} \hat{A}_X. \]
(27)

(This follows from (25b) and (26): it is just the associativity of the product of embeddings.) This justifies the use of the “associative” tensor product sign. This means that the ordering in which the products are calculated does not matter (associativity), but the ordering of the factors does (noncommutativity): the ordering of \( \vec{\xi} \) here refers only to that the factors on the right-hand side of (26) are not commuting.

3.3. **Fermionic tensorial and algebraic product operators.** After introducing the fermionic tensor product in Section 3.1, we briefly mentioned that it does not lead to a proper tensor product structure, which manifested itself in several aspects, for example, there exist operators \( \hat{A}_X \in \hat{A}_X \) and \( \hat{B}_X \in \hat{A}_X \) such that \( \hat{A}_X \otimes \hat{B}_X \neq (\hat{A}_X \otimes I_\xi)(I_\xi \otimes \hat{B}_X) \equiv \hat{A}_X \otimes \hat{B}_X \). Therefore it is useful to introduce the map

\[ \hat{A}_{XX} : \quad \hat{A}_Y \quad \mapsto \quad \hat{A}_{Y,Y}, \]
\[ \hat{A}_X \otimes \hat{B}_X \quad \mapsto \quad \hat{A}_X \otimes \hat{B}_X \equiv \tilde{\gamma}_{X,Y}(\hat{A}_X) \tilde{\gamma}_{X,Y}(\hat{B}_X), \]
(28a)

encoding these properties, bringing back and forth between the fermionic tensorial and the algebraic points of view. (Note that \( \hat{A}_{XX} \neq \hat{A}_{XX} \) ) We also have its generalization for arbitrary number of mode subsets, labeled by the ordered partition \( \vec{\xi} = (X_1,X_2,\ldots,X_{|\vec{\xi}|}) \in \vec{\Pi}(Y) \), as

\[ \hat{A}_{\vec{\xi}} : \quad \hat{A}_Y \quad \mapsto \quad \hat{A}_{Y,Y}, \]
\[ \bigotimes_{X \in \vec{\xi}} \hat{A}_X \quad \mapsto \quad \bigotimes_{X \in \vec{\xi}} \hat{A}_X \equiv \prod_{X \in \vec{\xi}} \tilde{\gamma}_{X,Y}(\hat{A}_X). \]
(28b)

This map is also given by multiplication of the (7b) basis with \( \pm 1 \) phase factors. (For the phase factors, see Appendices B.4 and B.5. For the explicit form for few modes, see Appendix B.6.)
Note that $\tilde{\Lambda}_{XX}$ is just a special case of this for $\xi = (X, \bar{X})$. We use a simplified notation for ordered partitions in lower index position, omitting the parentheses and colons in the writing of tuples, since this does not cause confusion.) Because of that form, it is clearly unitary.

\begin{equation}
(\Lambda_{\xi}(\tilde{A}_Y)|\Lambda_{\xi}(\tilde{B}_Y)) = (\tilde{A}_Y|\tilde{B}_Y).
\end{equation}

We also have the compatibility with the Hilbert–Schmidt inner product (1)

\begin{equation}
\left(\bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{B}_X\right) = \prod_{X \in \xi} (\tilde{A}_X | \tilde{B}_X).
\end{equation}

(This follows from (18b), by using (28b) and (29).) The identity

\begin{equation}
(31a)
\tilde{\Lambda}_{XX} \circ \tilde{\iota}_{X,Y} = \tilde{\Lambda}_{XX}^{-1} \circ \tilde{\iota}_{X,Y} = \tilde{\Lambda}_{XX} \circ \tilde{\iota}_{X,Y} = \tilde{\Lambda}_{XX}^{-1} \circ \tilde{\iota}_{X,Y} = \tilde{\iota}_{X,Y}
\end{equation}

is also easy to check by definitions (20b) and (28a), and by noting that the identity operator is $\tilde{I}_Y = \tilde{I}_X \otimes \tilde{I}_X$, see in Section 3.1. In particular, we have

\begin{equation}
(31b)
\tilde{\iota}_{X,Y}(\tilde{A}_X) = \tilde{A}_X \otimes \tilde{I}_X = \tilde{A}_X \otimes \tilde{I}_X = \tilde{I}_X \otimes \tilde{A}_X
\end{equation}

for the fermionic canonical embedding (20b).

In the following, we will consider these two “representations” of the products of operators of disjoint mode subsets, the “fermionic tensorial representation” and the “algebraic representation”. We call these products on the left-hand side and right-hand side of (28b) fermionic $\xi$-elementary tensors, and fermionic $\xi$-elementary products, respectively.

To elaborate on the meaning of $\tilde{\Lambda}_{X}$ in (28b), we have that (19b) for single-mode subsets ($|X| = 1$ for all $X \in \xi$) yields

\begin{equation}
(32a)
\bigotimes_{i \in Y} \tilde{A}_{(i)} = \bigotimes_{i \in Y} \tilde{A}_{(i)},
\end{equation}

by using (24) and (26). Here on the left-hand side, the increasing ordering is understood. Moreover, if $\xi = (X_1, X_2, \ldots, X|\xi|)$ is such that $X_s < X_r$ (elementwisely) for all $s < r$, that is, the mode subsets $X \in \bar{\xi}$ contain modes neighboring with respect to $Y$, and ordered accordingly to the Jordan–Wigner ordering of the modes, we have

\begin{equation}
(32b)
\bigotimes_{X \in \xi} \tilde{A}_X = \bigotimes_{X \in \xi} \tilde{A}_X,
\end{equation}

where $\xi$ is the unordered partition consisting of the parts of the ordered partition $\bar{\xi}$. (For the proof, it is enough to consider the case $\tilde{A}_X = \bigotimes_{j \in X} \tilde{A}_{(j)}$, since the elementary fermionic tensors span $\tilde{A}_X$. Then, applying (32a), (27), (32a) again and (16b), we have

\begin{equation}
\bigotimes_{X \in \xi} \tilde{A}_X \equiv \bigotimes_{X \in \xi} \bigotimes_{j \in X} \tilde{A}_{(j)} \equiv \bigotimes_{X \in \xi} \bigotimes_{i \in Y} \tilde{A}_{(i)} = \bigotimes_{X \in \xi} \bigotimes_{i \in Y} \tilde{A}_{(i)} = \bigotimes_{X \in \xi} \bigotimes_{X \in \xi} \tilde{A}_{(j)} \equiv \bigotimes_{X \in \xi} \tilde{A}_X,
\end{equation}

where (27) could be applied because of the special form of the partition $\bar{\xi}$.) That is, the fermionic tensorial and the algebraic products coincide, $\tilde{\Lambda}_{\bar{\xi}} = \bar{\tilde{\iota}}_Y$, for these very special partitions, which are usually considered in the literature. For more general partitions, which contain mode subsets of non-neighboring modes or which are ordered differently than the Jordan–Wigner ordering, the fermionic tensorial and the algebraic representations are different, and $\tilde{\Lambda}_{\bar{\xi}}$ is nontrivial.

Note that if the number of modes is larger than two, then it is not possible to give an ordering with respect to which all partitions have mode subsets containing consecutive modes. (This holds also for qubits, however, it does not cause any difficulty there.) This may happen also when only
some particular partitions are considered, which are relevant in some sense. For example, in the case of fermionic topological codes [56], when bipartitions given for all plaquettes by the plaquette and its complement are considered; or in the case of 2-separability, when it is enough to consider all the bipartitions (or in a coarsened case, when six modes, three spatial positions with two spin directions, only spatial partitionings are considered [57]): or in the case of the more general $k$-productability, $k$-partitionability, $k$-stretchability, or general Level II notions of partial entanglement or partial correlation [29, 37–39] of fermionic modes [29, 58].

The property (19b) explains how the fermionic tensor product “reorders” the one-mode operators in a product. In this way, the fermionic tensor product is in accordance with the \textit{fixed} Jordan–Wigner ordering of the modes 1, 2, \ldots, $L$. About this, we have

\begin{equation}
\prod_{i \in Y} \overline{\tilde{A}}_{(i)} = \tilde{\Lambda}_{\xi}^{-1} \left( \prod_{x \in \xi} \overline{\tilde{A}}_{(j)} \right),
\end{equation}

illustrating the operator reordering by $\tilde{\Lambda}_{\xi}$ for general $\xi$. (The proof of this is that the left-hand side by (19b) and (24) is

$$
\prod_{x \in \xi} \overline{\tilde{A}}_{(j)} \prod_{x \in \xi} \overline{\tilde{A}}_{(j)} = \tilde{\Lambda}_{\xi}^{-1} \left( \prod_{x \in \xi} \overline{\tilde{A}}_{(j)} \right),
$$

by (28b), which equals to the right-hand-side by (25b).) Note that $\tilde{\Lambda}_{\xi}$ is not a simple unitary conjugation, coming from a permutational mode transformation, so it cannot be implemented as a mode transformation used in fermionic orbital optimization [59]. This is because it permutes operators in $\tilde{A}_{Y} \cong \mathcal{H}_{Y} \otimes \mathcal{H}_{Y}^{\dagger}$, and it is not factorized into independent operations on $\mathcal{H}_{Y}$ and $\mathcal{H}_{Y}^{\dagger}$. $\tilde{\Lambda}_{\xi}$ cannot even be considered as a general Bogoliubov transformation, its way of functioning is completely different. First, $\tilde{\Lambda}_{\xi}$ leaves single-mode operators $\tilde{A}_{Y}(\tilde{A}_{i})$ invariant (see (23b) and (28b)), so, as Bogoliubov transformation, it would be trivial. However, its action on multi-mode operators is given explicitly (28b), contrary to Bogoliubov transformations, where the action on multi-mode operators is given through the action on single-mode creation and annihilation operators.

### 3.4. Fermionic partial trace

In the qubit case, we also have the \textit{partial trace} map with respect to the tensor product [7, 8], for the subsystems $X \subseteq Y \subseteq M$, as

\begin{equation}
\text{Tr}_{Y,X} : \quad \tilde{A}_{Y} \quad \rightarrow \quad \tilde{A}_{X},
\end{equation}

\begin{equation}
A_{X} \otimes B_{X} \quad \rightarrow \quad A_{X} \text{ Tr}(B_{X}),
\end{equation}

using the notation $\tilde{X} = Y \setminus X$. (Note that only the discarded subsystem $\tilde{X}$ is usually written in the lower index of the partial trace [7, 8], however, from our point of view, it is more expressive to denote the source subsystem $Y$ and the target subsystem $X$.) We would like to have a similar tool in the fermionic case, so let us define the \textit{fermionic partial trace} with respect to the fermionic tensor product (15) as

\begin{equation}
\tilde{\text{Tr}}_{Y,X} : \quad \tilde{A}_{Y} \quad \rightarrow \quad \tilde{A}_{X},
\end{equation}

\begin{equation}
\tilde{A}_{X} \otimes \tilde{B}_{X} \quad \rightarrow \quad \tilde{A}_{X} \tilde{\text{Tr}}(\tilde{B}_{X}).
\end{equation}

Since this is $\tilde{\text{Tr}}_{Y,X}(\tilde{A}_{X} \otimes \tilde{B}_{X}) = \text{Tr}_{Y,X}(\Phi_{Y}(\Phi_{X}^{-1}(\tilde{A}_{X}) \otimes \Phi_{X}^{-1}(\tilde{B}_{X}))) = \tilde{A}_{X} \tilde{\text{Tr}}(\tilde{B}_{X})$ by using (15), which is equivalent to $(\Phi_{X}^{-1} \circ \tilde{\text{Tr}}_{Y,X} \circ \Phi_{Y})(\Phi_{X}^{-1}(\tilde{A}_{X}) \otimes \Phi_{X}^{-1}(\tilde{B}_{X})) = \Phi_{X}^{-1}(\tilde{A}_{X}) \tilde{\text{Tr}}(\Phi_{X}^{-1}(\tilde{B}_{X})) = \text{Tr}_{Y,X}(\Phi_{X}^{-1}(\tilde{A}_{X}) \otimes \Phi_{X}^{-1}(\tilde{B}_{X}))$ by using (34a), one can read off the form $\Phi_{X}^{-1} \circ \tilde{\text{Tr}}_{Y,X} \circ \Phi_{Y} = \text{Tr}_{Y,X},$
that is,

$$\overline{\text{Tr}}_{Y,X} = \Phi_X \circ \text{Tr}_{Y,X} \circ \Phi_Y^{-1}. $$

The maps $\text{Tr}$ and $\overline{\text{Tr}}$ in (34a) and (34b) are the trace maps, see the end of Section 2.3.

It is important to see that, similarly to the qubit case, the fermionic partial trace is the adjoint map of the fermionic canonical embedding with respect to the Hilbert–Schmidt inner product (1), that is,

(36a) $$\text{Tr}_{Y,X} = \iota^\dagger_{X,Y} : (\iota_{X,Y}(A_X) | B_Y) = (A_X | \text{Tr}_{Y,X}(B_Y)) \quad \forall A_X \in \mathcal{A}_X, B_Y \in \mathcal{A}_Y,$$

(36b) $$\overline{\text{Tr}}_{Y,X} = \iota^\dagger_{X,Y} : (\overline{\iota}_{X,Y}(A_X) | B_Y) = (A_X | \overline{\text{Tr}}_{Y,X}(B_Y)) \quad \forall A_X \in \overline{\mathcal{A}}_X, B_Y \in \overline{\mathcal{A}}_Y.$$

We will also meet this later in Section 4.3 from a more physical point of view. (The first one is a property of the partial trace, maybe not so well-known, the second one follows in the same way, i.e., by linearity, it is enough to prove for fermionic $\{X,\tilde{X}\}$-elementary tensors, $$(\tilde{A}_X \otimes I_R | \tilde{B}_X \otimes \tilde{B}_X) = (\tilde{A}_X | \tilde{B}_X) \overline{\text{Tr}}(\tilde{B}_X) = (\tilde{A}_X | \overline{\text{Tr}}_{Y,X}((\tilde{B}_X \otimes \tilde{B}_X))),$$

by using (18b), the linearity of the Hilbert–Schmidt inner product (1) in its second argument, and the definition (34b). Using the adjoint action (defined for unitaries as $\text{Ad}_U(A) = UAU^\dagger$), the adjoint relationship (36b) leads to the writing of the fermionic partial trace

$$\overline{\text{Tr}}_{Y,X} = \text{Tr}_{Y,X} \circ \text{Ad}_{U_{Y,X}},$$

which is, although less expressive, but slightly simpler than (35). (This follows from that $\overline{\iota}_{X,Y} = \text{Ad}_{U_{X,X}} \circ \iota_{X,Y}$, with the adjoint action of $U_{X,X}$ given in (22), by which we have $\overline{\text{Tr}}_{Y,X} = \iota^\dagger_{X,Y} = \iota^\dagger_{X,Y} \circ \text{Ad}_{U_{X,X}} \circ \iota_{X,Y}$ by (36a) and (36b).) So $\overline{\text{Tr}}_{Y,X}(\tilde{A}_Y) = \Phi_X(\text{Tr}_{Y,X}(\Phi_Y^{-1}(\tilde{A}_Y))) = \text{Tr}_{Y,X}(U_{Y,X}' \overline{\mathcal{A}}_X \hat{U}_{Y,X}).$

Thanks to the unitarity (29) of $\hat{A}_{X,X}$, the adjoint relationship (36b) leads to the adjoint of the identity (31a),

(38a) $$\overline{\text{Tr}}_{Y,X} \circ \hat{A}_{X,X} = \overline{\text{Tr}}_{Y,X} \circ \hat{A}_{X,X}^{-1} = \overline{\text{Tr}}_{Y,X} \circ \hat{A}_{X,X} = \overline{\text{Tr}}_{Y,X} \circ \hat{A}_{X,X}^{-1} = \overline{\text{Tr}}_{Y,X}.$$

(This follows as the steps $(\hat{A}_X | \overline{\text{Tr}}_{Y,X}(\tilde{B}_Y)) = (\overline{\iota}_{X,Y}(\tilde{A}_X) | \tilde{B}_Y) = (\hat{A}_{X,X}(\overline{\iota}_{X,Y}(\tilde{A}_X)) | \tilde{B}_Y) = (\overline{\iota}_{X,Y}(\hat{A}_X) | \overline{\text{Tr}}_{Y,X}(\tilde{B}_Y)) = (\hat{A}_X | \overline{\text{Tr}}_{Y,X}((\tilde{B}_X \otimes \tilde{B}_X))),$ by using (36b), (31a), (29) and (36b) again. This holds for all $A_X$ and $B_Y$, which leads to that the first term equals to the last in (38a). The other equalities can be seen similarly.) In particular, by definition (28a), we have

$$\overline{\text{Tr}}_{Y,X}(\hat{A}_X \otimes \tilde{B}_X) = \overline{\text{Tr}}_{Y,X}(\hat{A}_X \otimes \tilde{B}_X) = \overline{\text{Tr}}_{Y,X}(\tilde{B}_X \otimes \hat{A}_X) = \overline{A}_X \overline{\text{Tr}}(\tilde{B}_X),$$

that is, the same fermionic partial trace can be used in the fermionic tensorial and also in the (arbitrarily ordered) algebraic representation of products.

We also have that for the nested subsystems, or mode subsets, $X \subseteq Y \subseteq Z \subseteq M$,

(39a) $$\text{Tr}_{Y,X} \circ \text{Tr}_{Z,Y} = \text{Tr}_{Z,X},$$

(39b) $$\overline{\text{Tr}}_{Y,X} \circ \overline{\text{Tr}}_{Z,Y} = \overline{\text{Tr}}_{Z,X}.$$ 

(The first one is obvious property of the partial trace (34a); the second one follows from this, by using (35).) The effects of the qubit and the fermionic partial trace maps on the corresponding basis elements (7a)-(7b) are again similar,

(40a) $$\text{Tr}_{Y,X}(E_{Y,X}^\mu) = \delta_{\mu \nu} E_{Y,X}^\nu,$$

(40b) $$\overline{\text{Tr}}_{Y,X}(\overline{E}_{Y,X}^\mu) = \delta_{\mu \nu} \overline{E}_{Y,X}^\nu.$$
(The first one is by (14a) and (34a) and the orthonormalization of the basis in $\mathcal{H}_X$; the second one follows from this, by using (10a) and (35), or by (14b) and (34b).)

Thanks to the unitarity (29), the relationship (36b) leads to the adjoint of the second identities in (23a) and (23b),

\begin{align}
(41a) \quad \text{Tr}_{Y,X}(A^\dagger_Y) &= \text{Tr}_{Y,X}(A_Y)^\dagger, \\
(41b) \quad \bar{\text{Tr}}_{Y,X}(A^\dagger_Y) &= \bar{\text{Tr}}_{Y,X}(A_Y)^\dagger.
\end{align}

(The first one is well-known, it is simply by definition (34a), exploiting also that $\bigotimes_{X \in \xi} A^\dagger_X = (\bigotimes_{X \in \xi} A_X)^\dagger$. The analogue identity does not hold for fermionic tensor products, there exist operators $\bar{A}_X \in \bar{A}_X$ for which $\bigotimes_{X \in \xi} A^\dagger_X \neq (\bigotimes_{X \in \xi} A_X)^\dagger$, so, for the second one, we need to go for a more general proof. This follows as $(\bar{B}_X | \bar{\text{Tr}}_{Y,X}(\bar{A}_Y)) = (\bar{\iota}_{X,Y}(\bar{B}_X) | \bar{A}_Y) = (\bar{A}_Y | \bar{\iota}_{X,Y}(\bar{B}_X)^\dagger) = (\bar{\text{Tr}}_{Y,X}(\bar{A}_Y) | \bar{B}_X) = (\bar{B}_X | \bar{\text{Tr}}_{Y,X}(\bar{A}_Y)^\dagger)$, by using (36b), the second equality in (23b), and that $\langle A | B \rangle = (B^\dagger | A^\dagger)$, see (1). The same derivation without the tildes works also for the qubit case. Another derivation can be given by the use of (37).)

3.5. Fermionic products of maps. Let us have a partition $\xi \in \Pi(Y)$. In the qubit case, we have the tensor product of the linear maps $\Omega_X \in \text{Lin} \mathcal{A}_X$ for all subsystems $X \in \xi$, defined by their joint action on $\xi$-elementary tensors $\bigotimes_{X \in \xi} A_X$ as

\begin{align}
(42a) \quad \bigotimes_{X \in \xi} \Omega_X \bigotimes_{X \in \xi} A_X = \bigotimes_{X \in \xi} \Omega_X(A_X).
\end{align}

We would like to have a similar tool for the fermionic case, so let us define the fermionic tensor products of the linear maps $\Omega_X \in \text{Lin} \mathcal{A}_X$, given on fermionic $\xi$-elementary tensors and fermionic $\xi$-elementary products as

\begin{align}
(42b) \quad \bigotimes_{X \in \xi} \tilde{\Omega}_X \bigotimes_{X \in \xi} \tilde{A}_X := \bigotimes_{X \in \xi} \tilde{\Omega}_X(\tilde{A}_X), \\
(42c) \quad \bigotimes_{X \in \xi} \hat{\Omega}_X \bigotimes_{X \in \xi} \hat{A}_X := \bigotimes_{X \in \xi} \hat{\Omega}_X(\hat{A}_X),
\end{align}

acting naturally on the fermionic and algebraic representations of products, respectively. Again, with a slight but convenient abuse of the notation, the $\xi = (X_1, X_2, \ldots, X_{[\xi]}$, ordering in a product $\tilde{\Omega}_{X_1} \otimes \tilde{\Omega}_{X_2} \otimes \tilde{\Omega}_{X_3} \otimes \ldots$ carries now the ordering of the $\xi$-elementary product operator on which it is defined to act naturally. From these, using (42a), (15) and (28b), one can read off the forms

\begin{align}
(43a) \quad \bigotimes_{X \in \xi} \tilde{\Omega}_X &= \bar{\Psi}_\xi \circ \bigotimes_{X \in \xi} \hat{\Omega}_X \circ \bar{\Psi}_\xi^{-1} = \Phi_Y \circ \left( \bigotimes_{X \in \xi} \Phi_{X}^{-1} \circ \hat{\Omega}_X \circ \Phi_X \right) \circ \Phi_Y^{-1}, \\
(43b) \quad \bigotimes_{X \in \xi} \hat{\Omega}_X &= \bar{\Lambda}_\xi \circ \bigotimes_{X \in \xi} \hat{\Omega}_X \circ \bar{\Lambda}_\xi^{-1} = \bar{\Psi}_\xi \circ \left( \bigotimes_{X \in \xi} \bar{\Omega}_X \right) \circ \bar{\Psi}_\xi^{-1} \circ \bar{\Lambda}_\xi^{-1},
\end{align}
see also in the diagram

\[ \bigotimes_{X \in \xi} \tilde{A}_X \xrightarrow{\bar{\tilde{\eta}}_\xi} \bigotimes_{X \in \xi} \tilde{A}_X \xrightarrow{\lambda_\xi} \bigotimes_{X \in \xi} \tilde{A}_X \]

(43c)

\[ \bigotimes_{X \in \xi} \tilde{\Omega}_X(\tilde{A}_X) \xrightarrow{\bar{\tilde{\eta}}_\xi} \bigotimes_{X \in \xi} \tilde{\Omega}_X(\tilde{A}_X) \xrightarrow{\lambda_\xi} \bigotimes_{X \in \xi} \tilde{\Omega}_X(\tilde{A}_X). \]

In particular, we have that \( \bigotimes_{X \in \xi} \Omega_X \) is a joint extension of the unital (identity preserving) maps \( \Omega_X \), that is,

(44a) \[ \left( \bigotimes_{X' \in \xi} \Omega_{X'} \right)(\iota_{X,Y}(A_X)) = \iota_{X,Y}(\Omega_X(A_X)) \]

for all \( X \in \xi \). (Note that this does not hold for general non-unital maps, since the left-hand side is \( \Omega_X(A_X) \otimes (\bigotimes_{X' \in \xi, X' \neq X} \Omega_{X'}(I_{X'})) \), see (20a) and (42a), which has to be equal to \( \Omega_X(A_X) \otimes I_{Y \setminus X} \), which can always be violated by non-unital maps for which \( \Omega_X(I_X) \notin \mathcal{C}_I(X) \).) Analogously, \( \bigotimes_{X \in \xi'} \tilde{\Omega}_X \) and \( \bigotimes_{X \in \xi''} \Omega_X \) are joint extensions of the unital maps \( \tilde{\Omega}_X \),

(44b) \[ \left( \bigotimes_{X' \in \xi} \tilde{\Omega}_{X'} \right)(\tilde{\iota}_{X,Y}(\tilde{A}_X)) = \tilde{\iota}_{X,Y}(\tilde{\Omega}_X(\tilde{A}_X)), \]

(44c) \[ \left( \bigotimes_{X' \in \xi} \tilde{\Omega}_{X'} \right)(\tilde{\iota}_{X,Y}(\tilde{A}_X)) = \tilde{\iota}_{X,Y}(\tilde{\Omega}_X(\tilde{A}_X)), \]

for all \( X \in \xi \). (The first one can be seen by (20b) and (42b), the second one follows from this, by using (43b) and (31b).)

Both the usual and the fermionic tensor products of maps are consistent with the refinement of the partitions. Indeed, let us have \( Z \subseteq M \), the partition \( v \in \Pi(Z) \), and for all parts \( Y \in v \), let us have the partitions \( \xi_Y \in \Pi(Y) \) of them, by which let \( \xi \in \Pi(Z) \) be the “merging” of the partitions \( \xi_Y, \xi := \bigcup_{Y \in v} \xi_Y \); and let us have the ordered partition \( \nu \in \tilde{\Pi}(Z) \), and for all parts \( Y \in \nu \), let us have the ordered partitions \( \xi_Y \in \tilde{\Pi}(Y) \) of them, by which let \( \xi \in \tilde{\Pi}(Z) \) be the “ordered merging” of the ordered partitions \( \xi_Y, \xi := \bigcup_{Y \in \nu} \xi_Y \); then we have the associativity for the products of maps as

(45a) \[ \bigotimes_{Y \in v, X_Y \in \xi_Y} \Omega_{X_Y} = \bigotimes_{X \in \xi} \Omega_X, \]

(45b) \[ \bigotimes_{Y \in v, X_Y \in \xi_Y} \tilde{\Omega}_{X_Y} = \bigotimes_{X \in \xi} \tilde{\Omega}_X, \]

(45c) \[ \bigotimes_{Y \in \nu, X_Y \in \xi_Y} \tilde{\Omega}_{X_Y} = \bigotimes_{X \in \xi} \tilde{\Omega}_X. \]

(The first one is a property of the tensor product of maps, following from the associativity (16a) and the definition (42a); the second one follows from (16b) and (42b), the third one follows from (27) and (42c) in exactly the same way, i.e., it is easy to check by acting on fermionic \( \xi \)-elementary tensors \( \bigotimes_{X \in \xi} \tilde{A}_X \) and fermionic \( \xi \)-elementary products \( \bigotimes_{X \in \xi} \tilde{A}_X \).) This justifies the use of the “associative” tensor product signs, that is, the ordering in which the product is performed is
arbitrary. (Note that the ordering in $\tilde{\xi}$ is the ordering of the product of operators it acts on.) We also have that the identity maps are $\bigotimes_{x \in \xi} I_X = I_Y$, $\bigotimes_{x \in \xi} \tilde{I}_X = \tilde{I}_Y$ and $\bigotimes_{x \in \xi} \tilde{\xi}_X = \tilde{\xi}_Y$. Contrary to the level of the algebras, on the level of the maps, the tensor product obeys not only the linear but also the $\ast$-algebraic structure also in the fermionic cases, that is,

\begin{align}
(46a) & \quad \left( \bigotimes_{x \in \xi} \Omega_X \right) \circ \left( \bigotimes_{x \in \xi} \Xi_X \right) = \bigotimes_{x \in \xi} \left( \Omega_X \circ \Xi_X \right), \\
(46b) & \quad \left( \bigotimes_{x \in \xi} \tilde{\Omega}_X \right) \circ \left( \bigotimes_{x \in \xi} \tilde{\Xi}_X \right) = \bigotimes_{x \in \xi} \left( \tilde{\Omega}_X \circ \tilde{\Xi}_X \right), \\
(46c) & \quad \left( \bigotimes_{x \in \xi} \tilde{\xi}_X \right) \circ \left( \bigotimes_{x \in \xi} \tilde{\xi}_X \right) = \bigotimes_{x \in \xi} \left( \tilde{\xi}_X \circ \tilde{\xi}_X \right),
\end{align}

(The first composition and adjoint identities are properties of the tensor product, following from (42a) and (18a); the second ones follow from (42b) and (18b) the third ones follow from (42c) and (30) in exactly the same way, i.e., it is easy to check by acting on fermionic $\xi$-elementary tensors $\bigotimes_{x \in \xi} \hat{A}_X$ and $\xi$-elementary products $\bigotimes_{x \in \xi} \tilde{A}_X$. In particular, by (46b) and (46c) we have, similarly to

\begin{align}
(47a) & \quad \prod_{x \in \xi} (\Omega_X \otimes I_X) = \bigotimes_{x \in \xi} \Omega_X \\
(47b) & \quad \prod_{x \in \xi} (\tilde{\Omega}_X \otimes \tilde{I}_X) = \bigotimes_{x \in \xi} \tilde{\Omega}_X, \\
(47c) & \quad \prod_{x \in \xi} (\tilde{\Omega}_X \otimes \tilde{\xi}_X) = \bigotimes_{x \in \xi} \tilde{\Omega}_X,
\end{align}

(where $\prod$ stands for composition), therefore compositions of extensions from disjoint mode subsets are commutative, so there is no need for a (28b)-kind of map on this level. (Again, the notation $\tilde{\xi}$ is only about the ordering of the product it acts on.)

Note again that the ordered partition in (42c) is a property of $\tilde{\circ}$, it is about the ordering of the product it acts on, not about the ordering of the composition of the extended maps, which does not matter, as we have seen in (47c). Also, it is important to see that, although it was easy to construct the fermionic product (43b) so that it holds for a fixed ordering, see (42c), this could not be done for arbitrary ordering at the same time, as there exist operators $\hat{A}_X \in \hat{A}_X$ and maps $\Omega_X \in \hat{B}_X$ such that $(\bigotimes_{x \in \xi} \Omega_X) (\bigotimes_{x \in \xi} \hat{A}_X) \neq \bigotimes_{x \in \xi} \Omega_X (\hat{A}_X)$ for $\xi$ ordered differently than $\tilde{\xi}$ (unless the parity superselection rule is imposed, see (93) in Section 7.1, after which this is illustrated in Section 7.4).

The constructions presented in this section also illustrate that the definition of the map product in the fermionic case is somewhat arbitrary, since there is no tensor product structure on $\hat{A}_Y$, which would provide a natural, canonical one, which would be working in the same way for arbitrarily ordered products. We already have two products, (42b) and (42c), and the latter is different for the different orderings by which it is defined. Properties necessary to have something useful are given in (45) and (46).
3.6. Fermionic embeddings of maps. In the qubit case, we also have the canonical embedding of maps with respect to the tensor product of maps, for the subsystems $X \subseteq Y$, as

\[ \varepsilon_{X,Y} : \text{Lin} \mathcal{A}_X \longrightarrow \text{Lin} \mathcal{A}_Y, \]

\[ \Omega_X \longrightarrow \Omega_X \otimes \mathcal{I}_X, \]

using the notation $X = Y \setminus X$. We would like to have a similar tool in the fermionic case, so let us define the fermionic embeddings of maps as

\[ \hat{\varepsilon}_{X,Y} : \text{Lin} \hat{\mathcal{A}}_X \longrightarrow \text{Lin} \hat{\mathcal{A}}_Y, \]

\[ \hat{\Omega}_X \longrightarrow \hat{\Omega}_X \otimes \hat{\mathcal{I}}_X, \]

\[ \tilde{\varepsilon}_{X,Y} : \text{Lin} \tilde{\mathcal{A}}_X \longrightarrow \text{Lin} \tilde{\mathcal{A}}_Y, \]

\[ \tilde{\Omega}_X \longrightarrow \tilde{\Omega}_X \otimes \tilde{\mathcal{I}}_X = \hat{\Lambda}_{XX} \circ (\hat{\Omega}_X \otimes \hat{\mathcal{I}}_X) \circ \hat{\Lambda}_{XX}^{-1}. \]

Then we have that

\[ \varepsilon_{X,Y}(\Omega_X)(A_X \otimes B_X) = \Omega_X(A_X) \otimes B_X, \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\Omega}_X)(\tilde{A}_X \otimes \tilde{B}_X) = \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X, \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\Omega}_X)(\tilde{A}_X \otimes \tilde{B}_X) = \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X. \]

(These follow from (42a), (42b) and (42c), respectively.) One can see this also in the diagram

\[ \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X \xrightarrow{\tilde{\varepsilon}_{X,Y}(\tilde{\Omega}_X)} \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X \]

In particular, we have that these are extensions of maps, that is,

\[ \varepsilon_{X,Y}(\varepsilon_{X,Y}(A_X)) = \varepsilon_{X,Y}(\Omega_X(A_X)), \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\varepsilon}_{X,Y}(\tilde{A}_X)) = \tilde{\varepsilon}_{X,Y}(\tilde{\Omega}_X(\tilde{A}_X)), \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\varepsilon}_{X,Y}(\tilde{A}_X)) = \tilde{\varepsilon}_{X,Y}(\tilde{\Omega}_X(\tilde{A}_X)). \]

(The first two follow from (49a) and (49b), with the definitions (20a) and (20b), respectively, the third one follows from the second, by (31a) or (31b).) These are also identical extensions, if the maps are unital, that is,

\[ \varepsilon_{X,Y}(\varepsilon_{X,Y}(B_X)) = \varepsilon_{X,Y}(B_X), \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\varepsilon}_{X,Y}(\tilde{B}_X)) = \tilde{\varepsilon}_{X,Y}(\tilde{B}_X), \]

\[ \tilde{\varepsilon}_{X,Y}(\tilde{\varepsilon}_{X,Y}(\tilde{B}_X)) = \tilde{\varepsilon}_{X,Y}(\tilde{B}_X). \]

(These follow similarly.)

Also, we have that for the nested subsystems, or mode subsets $X \subseteq Y \subseteq Z \subseteq M$,

\[ \varepsilon_{X,\bar{Z}} \circ \varepsilon_{X,Y} = \varepsilon_{X,Z}, \]

\[ \tilde{\varepsilon}_{X,\bar{Z}} \circ \tilde{\varepsilon}_{X,Y} = \tilde{\varepsilon}_{X,Z}, \]

\[ \tilde{\varepsilon}_{X,\bar{Z}} \circ \tilde{\varepsilon}_{X,Y} = \tilde{\varepsilon}_{X,Z}. \]

(These follow from the associativity properties (45a), (45b) and (45c) in the three cases, respectively.)
It easily follows that the map embeddings are *-homomorphisms,
\begin{align}
(53a) \quad \iota_{X,Y}(\Omega_X) \circ \iota_{X,Y}(\Xi_X) &= \iota_{X,Y}(\Omega_X \circ \Xi_X), \\
(53b) \quad \hat{\iota}_{X,Y}(\tilde{\Omega}_X) \circ \hat{\iota}_{X,Y}(\tilde{\Xi}_X) &= \hat{\iota}_{X,Y}(\tilde{\Omega}_X \circ \tilde{\Xi}_X), \\
(53c) \quad \hat{\iota}_{X,Y}(\tilde{\Omega}_X) \circ \hat{\iota}_{X,Y}(\tilde{\Xi}_X) &= \hat{\iota}_{X,Y}(\tilde{\Omega}_X \circ \tilde{\Xi}_X), \\
\end{align}
(54a) \quad \text{Tr}_{Y,X} = \text{Tr} \otimes \mathcal{I}_X \equiv \iota_{X,Y}(\text{Tr}), \\
(54b) \quad \tilde{\text{Tr}}_{Y,X} = \tilde{\text{Tr}} \otimes \tilde{\mathcal{I}}_X \equiv \hat{\iota}_{X,Y}(\tilde{\text{Tr}}), \\
(54c) \quad \hat{\text{Tr}}_{Y,X} = \hat{\text{Tr}} \otimes \hat{\mathcal{I}}_X \equiv \hat{\iota}_{X,Y}(\hat{\text{Tr}}).

(Indeed, the first one is obvious; the second one follows from this, by using (53a) as \(\hat{\text{Tr}} \otimes \tilde{\mathcal{I}}_X = \Phi_X \circ (\Phi_\mathcal{I}^{-1} \circ \tilde{\text{Tr}} \circ \Phi_X \circ \Phi_\mathcal{I}^{-1} \circ \tilde{\mathcal{I}}_X \circ \Phi_X) \circ \Phi_\mathcal{I}^{-1} = \Phi_X \circ (\text{Tr} \otimes \mathcal{I}_X) \circ \Phi_\mathcal{I}^{-1} = \Phi_X \circ \text{Tr}_{Y,X} \circ \Phi_\mathcal{I}^{-1} = \hat{\text{Tr}}_{Y,X},\) with the definition (35); the third one follows from this by (53b).)

Note that while \(\iota_{X,Y}(\Omega_X)\) is a strong extension of \(\Omega_X\), that is,
\begin{align}
(55a) \quad \iota_{X,Y}(\Omega_X)(\iota_{X,Y}(A_X)) &= \left(\iota_{X,Y}(\Omega_X)\right)(\iota_{X,Y}(A_X)), \\
(55b) \quad \hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\hat{\iota}_{X,Y}(A_X)) &= \hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\hat{\iota}_{X,Y}(A_X)), \\
\end{align}

because of \(\iota_{X,Y}(A_X) = \iota_{X,Y}(B_X)\), we have only
\begin{align}
(56a) \quad \hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\hat{\iota}_{X,Y}(\tilde{A}_X)) &= \left(\hat{\iota}_{X,Y}(\tilde{\Omega}_X)\right)(\hat{\iota}_{X,Y}(\tilde{A}_X)), \\
\end{align}

but there exist operators \(\tilde{A}_X \in \tilde{A}_X\) and \(\tilde{B}_X \in \tilde{A}_X\) such that
\begin{align}
(56b) \quad \hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\hat{\iota}_{X,Y}(\tilde{B}_X)) &\neq \hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\hat{\iota}_{X,Y}(\tilde{A}_X)).
\end{align}

It is important to see that although it was easy to construct the fermionic map embedding (49c) so that the first part (56a) of the definition of strong extensions holds (49c), this could not be done for the second part (56b) at the same time (unless the parity superselection rule is imposed, see (93) in Section 7.1, after which this is illustrated in Section 7.4). This is an important point, because the notion of locality is given by strong extensions of maps. We will turn back to locality in Section 7.4. Note that for \(\tilde{\iota}_{X,Y}(\tilde{\Omega}_X)\), acting on fermionic tensor products, we have \(\hat{\iota}_{X,Y}(\tilde{\Omega}_X)(\tilde{\Omega}_X \otimes \tilde{B}_X) = (\tilde{\Omega}_X(\tilde{A}_X)) \otimes \tilde{B}_X\), from which no (56)-like property follows.

The constructions presented in this section also illustrate that the definition of the map embedding in the fermionic case is somewhat arbitrary, since there is no tensor product structure on \(\tilde{A}_Y\), which would provide a natural, canonical embedding. We already have two embeddings, (48b) and (48c), and the latter could even be defined in a reverse way, for which (56b) holds instead of (56a). Properties necessary to have something useful are given in (52) and (53).

4. States and reduced states

In the previous sections, we gave some general tools for calculations of second quantized fermionic systems. In this section, we turn to quantum states, and the central notion we have to consider is positivity, being so important in life,
\begin{align}
(57a) \quad R \geq 0 \iff \forall |\psi\rangle \in \mathcal{H} : \langle \psi | R |\psi\rangle \geq 0.
\end{align}
(57b) \[ \iff \exists A : R = A^\dagger A \]

(57c) \[ \iff \forall A \geq 0 : (R | A) \geq 0 \]

(57d) \[ \iff \exists A = A^\dagger : R = A^2. \]

(The first one is the standard definition of positivity, the other ones are easy to prove.) From (57b), it easily follows that positivity is preserved by \(*\)-homomorphisms.

4.1. **States.** The state \([A] \) of a quantum system is given by a linear functional \(\rho \in \mathcal{A}^* \) on the algebra \(\mathcal{A} \) containing the observables of the system (as normal elements), which is positive \(\rho(A^\dagger A) \geq 0 \) and normalized \(\rho(I) = 1 \), expressing the expectation value of the operators \(A \in \mathcal{A} \) as \([A] = \rho(A). \) For the finite dimensional Hilbert space \(\mathcal{A} \), this functional can be given by the inner product (1) with an operator, the density operator \(\rho \in \mathcal{A} \), which is positive \(\rho^2 = \rho \geq 0 \) and normalized \(\text{Tr}(\rho) = 1 \), by which

\[
[58] \quad [A] = \rho(A) = (\rho | A) = \text{Tr}(\rho^2 A).
\]

For simplicity, we always think of states in this latter sense, and we do not distinguish states and density operators in writing. Let us denote the set of states as

\[
[59] \quad D := \{ \rho \in \mathcal{A} | \rho^\dagger = \rho \geq 0, \text{Tr}(\rho) = 1 \} \cong \{ \rho \in \mathcal{A}^* | \rho(A^\dagger A) \geq 0, \rho(I) = 1 \}.
\]

It is a convex set. A state is pure, if and only if \(\rho^2 = \rho \) holds for the density operator, which leads to the form \(\rho = |\psi\rangle \langle \psi| \), with state vectors, \(|\psi| = 1 \).

4.2. **Qubit reduction: operators.** We expect that for all nested subsystems \(X \subseteq Y \subseteq M \), for all operators \(A_X \in \mathcal{A}_X \) of subsystem \(X \), we have \([A_X] = \langle \iota_{X,Y}(A_X) \rangle \). That is, the reduced state of a subsystem is the one which gives the same expectation for the operators of the subsystem as the state of the larger system for the operators of the subsystem considered as a part of the larger system [7]. Expressing this with the Hilbert–Schmidt inner product (1) and the state \(\rho_Y \in D_Y := \{ \rho_Y \in \mathcal{A}_Y | \rho_Y^\dagger = \rho_Y \geq 0, \text{Tr}(\rho_Y) = 1 \} \), we have that the reduced state \(\rho_X \in D_X \) is given by the partial trace (34a), as is well-known,

\[
[60] \quad \forall A_X \in \mathcal{A}_X : \quad (\rho_X | A_X) = \langle \iota_{X,Y}(A_X) \rangle \iff \rho_X = \text{Tr}_{Y,X}(\rho_Y).
\]

The usual textbook derivation of this, by writing \(\rho_Y = \sum_r B_{X,r} \otimes C_{X,r} \), with the notation \(\hat{X} = Y \setminus X \), and using the linearity of the Hilbert–Schmidt inner product (1), is

\[
\rho_Y | A_X \otimes I_X = \sum_r \text{Tr}((B_{X,r} \otimes C_{X,r})^\dagger (A_X \otimes I_X))
\]

\[
= \sum_r \text{Tr}((B_{X,r}^\dagger A_X) \otimes C_{X,r}^\dagger)
\]

\[
= \sum_r \text{Tr}(B_{X,r}^\dagger A_X) \text{Tr}(C_{X,r}^\dagger)
\]

\[
= \text{Tr} \left( \left( \sum_r B_{X,r}^\dagger \text{Tr}(C_{X,r}^\dagger) \right) A_X \right),
\]

which leads to

\[
\forall A_X \in \mathcal{A}_X : \quad \text{Tr}(\rho_X A_X) = \text{Tr} \left( \left( \sum_r B_{X,r} \text{Tr}(C_{X,r}) \right)^\dagger A_X \right).
\]

which, because the Hilbert–Schmidt inner product is nondegenerate, leads to

\[
\rho_X = \sum_r B_{X,r} \text{Tr}(C_{X,r}) = \text{Tr}_{Y,X} \left( \sum_r B_{X,r} \otimes C_{X,r} \right) = \text{Tr}_{Y,X}(\rho_Y).
\]
A more elevated derivation of this can be presented by noting that we started from the canonical embedding (20a) of the operators of subsystems into larger subsystems, then the left-hand side of (60) expresses that the state reduction is the adjoint map of the canonical embedding, which is known to be the partial trace \((36a)\), \(\langle \tilde{X}_\rho \tilde{Y} \rangle = \langle \rho_Y \tilde{X}_Y (A_X) \rangle \) for all \(A_X \in A_X\) and \(\rho_Y \in A_Y\) (since \(A_Y\) is spanned by \(D_Y\)). On the other hand, the canonical embedding (20a) is natural, when there exists a tensor product structure.

### 4.3. Fermionic reduction: operators.

The states are linear functionals on the algebra containing the observables of the system (as normal elements). In the fermionic case, not all the (normal) elements of the operator algebra \(\hat{A}_Y\) are observable ones, and, strictly speaking, the states act only on the (sub)algebra containing the observables, also called physical subalgebra (see in Sections 6 and 7). In what follows, first we formulate the construction for the whole operator algebra \(\hat{A}_Y\), and we make the restriction to the physical subalgebra later (see in Section 7).

Similarly to the qubit case, we expect that for all nested mode subsets \(X \subseteq Y \subseteq M\), for all operators \(\tilde{A}_X \in \hat{A}_X\) of mode subset \(X\), we have \(\langle \tilde{A}_X \rangle = \langle \tilde{A}_X \hat{A}_Y (A_X) \rangle \). Expressing this with the Hilbert–Schmidt inner product (1) and the state \(\tilde{\rho}_Y \in D_Y := \{\tilde{\rho}_Y \in \hat{A}_Y \mid \tilde{\rho}_Y = \tilde{\rho}_Y \geq 0, \text{Tr}(\tilde{\rho}_Y) = 1\}\), we have the definition for the reduced state \(\tilde{\rho}_X \in \hat{D}_X\) as

\[
\forall \tilde{A}_X \in \hat{A}_X : \quad (\tilde{\rho}_X | \tilde{A}_X ) = (\tilde{\rho}_Y | \tilde{\rho}_X (\tilde{A}_X)' ) .
\]

Using the tools we have constructed in Section 3, now the simple steps

\[
(\tilde{\rho}_Y | \tilde{\rho}_X (\tilde{A}_X)' ) = (\tilde{\rho}_Y | \tilde{A}_X \otimes \hat{I}_X)
\]

lead to

\[
\forall \tilde{A}_X \in \hat{A}_X : \quad (\tilde{\rho}_X | \tilde{A}_X ) = (\tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) | \tilde{A}_X ) ,
\]

which, because the Hilbert–Schmidt inner product is nondegenerate, leads to that the reduced state can be obtained by the use of the fermionic partial trace (35),

\[
(\tilde{\rho}_X | \tilde{A}_X ) = (\tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) | \tilde{A}_X ) .
\]

Note that the same derivation as in the qubit case would not work, since for the fermionic tensor product (15), there exist operators \(B_{X,r} \otimes \tilde{C}_{X,r} \in \hat{A}_X\) and \(\tilde{C}_{X,r} \in \hat{A}_X\) for the mode subsets such that \((B_{X,r} \otimes \tilde{C}_{X,r})(\tilde{A}_X \otimes \hat{I}_X) \neq (B_{X,r} \tilde{A}_X) \otimes \tilde{C}_{X,r}\) (see in Section 3.3). Quite the contrary, the result (60) of the qubit case was used here.

A more elevated derivation of this can be presented by noting that we started from the fermionic canonical embedding (20b) of the operators of modes into larger sets of modes, then equation (63) expresses that the fermionic state reduction is the adjoint map of the fermionic canonical embedding, which is known to be the fermionic partial trace (36b), \((\tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) | \tilde{A}_X ) = (\tilde{\rho}_Y | \tilde{A}_X )\) for all \(\tilde{A}_X \in \hat{A}_X\) and \(\tilde{\rho}_Y \in \hat{A}_Y\) (since \(\hat{A}_Y\) is spanned by \(D_Y\)). Although choosing an embedding is rather arbitrary when there is no tensor product structure, the fermionic canonical embedding (20b) is natural in the sense of (24) and (25a).
4.4. **Fermionic reduction: matrices.** For illustrational, as well as practical (symbolical or numerical) purposes, one may want to expand the *density operators* \( \tilde{\rho}_Y \in \mathcal{D}_Y \) in the standard and the fermionic bases (7a)-(7b), using the Hilbert–Schmidt inner product (1), as

\[
\tilde{\rho}^\nu_Y = \sum_{\nu,\nu'} (E^\nu_Y \nu' | \tilde{\rho}^\nu_Y) E^\nu_Y \nu' = \sum_{\nu,\nu'} (\tilde{E}^\nu_Y \nu' | \tilde{\rho}^\nu_Y) \tilde{E}^\nu_Y \nu',
\]

leading to the standard and the fermionic *density matrices* of the fermionic state

\[
R^\nu_Y := (E^\nu_Y \nu' | \tilde{\rho}^\nu_Y),
\]
\[
\tilde{R}^\nu_Y := (\tilde{E}^\nu_Y \nu' | \tilde{\rho}^\nu_Y).
\]

Using (10b), the two matrices are related as

\[
\tilde{R}^\nu_Y \nu' = f^\nu_Y \nu' R^\nu_Y \nu',
\]

by the elementwise product with the phase factors (10c). For example, using numerical algorithms, the expectation values of fermionic transition operators \( T^\nu_Y \nu' = \tilde{E}^\nu_Y \nu' \) can be evaluated easily, leading to the fermionic matrix elements [60, 61].

Note that the *density operator* \( \tilde{\rho}^\nu_Y \) is self-adjoint, \( \tilde{\rho}^\nu_Y = \tilde{\rho}^\nu_Y \), however, its *density matrix* is the same as its matrix-adjoint, \( (R^\nu_Y \nu')^* = R^\nu_Y \nu' \), *in the standard basis only*, but not in the fermionic basis, \( (\tilde{R}^\nu_Y \nu')^* \neq \tilde{R}^\nu_Y \nu' \), we have \( f^\nu_Y \nu' (\tilde{R}^\nu_Y \nu')^* = f^\nu_Y \nu' \tilde{R}^\nu_Y \nu' \) with the fermionic phase factors (10c) instead. This is because the adjoint is defined by the inner product of the Hilbert space \( \mathcal{H}_Y \) (see at the beginning of Section 2), and \( \Phi_Y \) is not a *-homomorphism (see in Section 2.2). Following these lines, note that the spectrum of a fermionic density operator \( \tilde{\rho}^\nu_Y \) is the same as the eigenvalues of its density matrix *in the standard basis*, \( R^\nu_Y \nu' \). Consequently, the entropy of the state \( \tilde{\rho}^\nu_Y \) can be obtained as the entropy of the eigenvalues of its density matrix in the standard basis \( R^\nu_Y \nu' \), which is used also in numerical calculations [25, 29, 58, 62, 63].

Using the fermionic reduction (65), we have that, for the nested mode subsets \( X \subseteq Y \subseteq M \), the matrix of the reduced density operator \( \tilde{\rho}^\nu_X = \tilde{T}^\nu_{Y,X}(\tilde{\rho}^\nu_Y) \) can be given by the usual partial index contraction in the fermionic basis (7b), while phase factors (10c) arise in the standard basis (7a),

\[
R^\nu_X \nu'_X := f^\nu_X \nu'_X \sum_{\nu_X,\nu'_X} \delta^\nu_X \nu'_X f^\nu_X \nu'_X R^\nu_Y \nu',
\]
\[
\tilde{R}^\nu_X \nu'_X := \sum_{\nu_X,\nu'_X} \delta^\nu_X \nu'_X \tilde{R}^\nu_Y \nu'.
\]

(The second one is by (40b), the first one follows from this, by using (68).) (69a) is the general, easy-to-implement way of obtaining reduced density matrices in the standard, computation basis, in complete agreement with earlier, “Fock space formalism based” [32], or “creation-annihilation operator formalism based” [33] ways. (For the explicit form of the reduced density matrices \( R^\nu_X \nu'_X \) for few modes, see Appendix B.8.) Note that in the special case when the reduction is taken to the first consecutive modes with respect to the fixed Jordan-Wigner ordering, then the phase factors are trivial, and the effect of the fermionic partial trace coincides with that of the standard partial trace. (For the proof, see Appendix B.7.) So fermionic reduced density matrices (and then entropic correlation and entanglement measures) can also be calculated by the use of the usual partial trace after applying particular mode reorderings, by permutation mode transformation [59].
4.5. Properties of the fermionic state reduction. Taking a look at the formula (69a), containing the rather involved phase factors (10c) (see in Appendices A.2 and B.8) coming from a nonpositive map \( \Phi_Y \), it might seem to be unexpected that the fermionic partial trace map (34b) is a quantum channel, that is, a trace preserving completely positive map [5, 7, 8], mapping density operators of a larger mode subset to density operators of a smaller one, \( \overline{\text{Tr}}_{Y,X} : \mathcal{D}_Y \to \mathcal{D}_X \), also when \( Y \) is a part of an even larger system \( M \). First of all, the complete positivity can clearly be seen from the alternative formula (37). However, we show here also that complete positivity follows directly from the definition (63) of the state reduction, there is no need for derivations with concrete maps (34), (35), (37), realizing state reductions in different scenarios, especially, no need for explicit calculations with fermionic partial trace (69a) containing the highly nontrivial phase factors (10c).

First, it is easy to see that the fermionic state reduction (63) preserves the trace, that is, if \( (\tilde{\rho}_X | \tilde{A}_X) = (\tilde{\rho}_Y | \tilde{\iota}_{X,Y}(\tilde{A}_X)) \) holds for all \( \tilde{A}_X \in \mathcal{A}_X \), then \( \overline{\text{Tr}}(\tilde{\rho}_X) = \overline{\text{Tr}}(\tilde{\rho}_Y) \). (This follows from the choice \( \tilde{A}_X = \tilde{I}_X \) in (63), and the definition (1) of the Hilbert–Schmidt inner product.) Since the fermionic state reduction (63) can be obtained by the use of the fermionic partial trace (65), the latter also preserves the trace,

\[
\overline{\text{Tr}}(\overline{\text{Tr}}_{Y,X}(\tilde{\rho}_Y)) = \overline{\text{Tr}}(\tilde{\rho}_Y).
\]

(Another proof can be given by the properties of the fermionic partial trace, since \( \overline{\text{Tr}}_{Y,\emptyset} = \overline{\text{Tr}} \), the trace preservation is just setting \( X = \emptyset \) in (39b).)

It is also easy to see that the fermionic state reduction (63) is positive, that is, if \( (\tilde{\rho}_X | \tilde{A}_X) = (\tilde{\rho}_Y | \tilde{\iota}_{X,Y}(\tilde{A}_X)) \) holds for all \( \tilde{A}_X \in \mathcal{A}_X \), then for all \( \tilde{\rho}_Y \geq 0 \), we have \( \tilde{\rho}_X \geq 0 \). Indeed,

\[
0 \leq \tilde{\rho}_Y \overset{(57c)}{\Rightarrow} \forall \tilde{A}_Y \in \mathcal{A}_Y, 0 \leq \tilde{A}_Y : 0 \leq (\tilde{\rho}_Y | \tilde{A}_Y) \\
\Rightarrow \forall \tilde{A}_X \in \mathcal{A}_X, 0 \leq \tilde{\iota}_{X,Y}(\tilde{A}_X) : 0 \leq (\tilde{\rho}_Y | \tilde{\iota}_{X,Y}(\tilde{A}_X)) \overset{(22)}{\Rightarrow} \forall \tilde{A}_X \in \mathcal{A}_X, 0 \leq \tilde{A}_X : 0 \leq (\tilde{\rho}_Y | \tilde{A}_X) \overset{(63)}{\Rightarrow} \forall \tilde{A}_X \in \mathcal{A}_X, 0 \leq \tilde{A}_X : 0 \leq (\tilde{\rho}_X | \tilde{A}_X) \overset{(57c)}{\Rightarrow} 0 \leq \tilde{\rho}_X.
\]

Since the fermionic state reduction (63) can be obtained by the use of the fermionic partial trace (65), the latter is also positive,

\[
\tilde{\rho}_Y \geq 0 \quad \Rightarrow \quad \overline{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) \geq 0.
\]

It is also easy to see that the fermionic state reduction (63) is completely positive, that is, it is still positive if it acts on a part of an arbitrarily larger system. Indeed, the state reduction \( \tilde{\rho}_Y \mapsto \tilde{\rho}_X \) is defined as \( (\tilde{\rho}_X | \tilde{A}_X) = (\tilde{\rho}_Y | \tilde{\iota}_{X,Y}(\tilde{A}_X)) \) for all \( \tilde{A}_X \in \mathcal{A}_X \), and we already have this definition for all \( Y \), and \( X \subseteq Y \). Now, if we consider mode subset \( Y \) as a part of a larger mode subset \( Y \cup W \) (with \( Y \cap W = \emptyset \)), then the definition of state reduction is written as \( \tilde{\rho}_{Y \cup W} \mapsto \tilde{\rho}_{X \cup W} \) by \( (\tilde{\rho}_{X \cup W} | \tilde{A}_{X \cup W}) = (\tilde{\rho}_{Y \cup W} | \tilde{\iota}_{X \cup W,Y \cup W}(\tilde{A}_{X \cup W})) \) for all \( \tilde{A}_{X \cup W} \in \mathcal{A}_{X \cup W} \), which is the state reduction from mode subset \( Y \cup W \) to mode subset \( X \cup W \), which is positive, as we have already seen. Since the fermionic state reduction (63) can be obtained by the use of the fermionic partial trace (65), the latter is also completely positive.

A more elevated derivation of this can be presented in the framework of algebraic quantum mechanics, where it follows from the properties of conditional expectations and state extension [7, 45], in a kind of dual treatment. A less elevated derivation of the complete positivity of the fermionic partial trace (35) can also be given by (54b) and (52b), and an even less elevated,
5. Correlation and entanglement

In the theory of quantum correlation and entanglement, the central notions are those of product states and local maps. In this section, we recall the concepts for the qubit case, then attempt to write them for the fermionic case. This cannot be done satisfactorily, since the notion of locality is not established yet. This can be resolved by the imposition of the parity superselection rule, which will be done in the subsequent sections.

5.1. Qubit correlation and entanglement. A composite quantum subsystem \( Y \subseteq M \) is \( \xi \)-uncorrelated, that is, uncorrelated with respect to the partition \( \xi = \{X_1, X_2, \ldots, X_{|\xi|}\} \subseteq \Pi(Y) \), if for all subsystems \( X \in \xi \), for all operators \( A_X \in A_X \), we have \( \langle \bigotimes \Xi X \Xi Y (A_X) \rangle \equiv \langle \bigotimes \Xi X (A_X) \rangle \). That is, the expectation value of \( \xi \)-product operators factorizes.

Expressing this with the Hilbert–Schmidt inner product (1) and the state \( \rho_Y \in D_Y \), we have that the \( \xi \)-uncorrelated states of subsystem \( Y \) (states of the \( \xi \)-uncorrelated subsystem \( Y \)) are the \( \xi \)-product states,

\[
\forall X \in \xi, \forall A_X \in A_X : \quad \left( \rho_Y \bigg| \bigotimes \Xi X (A_X) \right) = \prod \Xi X (\rho_X | A_X) \quad \iff \rho_Y = \bigotimes \Xi X \rho_X,
\]

where \( \rho_X = \text{Tr}_{Y,X}(\rho_Y) \) is the reduced state (60).

The textbook derivation of this is by the use of (18a), leading to

\[
\forall X \in \xi, \forall A_X \in A_X : \quad \left( \rho_Y \bigg| \bigotimes \Xi X (A_X) \right) = \left( \bigotimes \Xi X \rho_X \bigg| \bigotimes \Xi X (A_X) \right),
\]

which, because the Hilbert–Schmidt inner product is nondegenerate, and the \( \xi \)-elementary tensors \( \bigotimes \Xi X A_X \) span \( A_Y \), leads to

\[
\rho_Y = \bigotimes \Xi X \rho_X.
\]

Let us denote the set of \( \xi \)-uncorrelated states of subsystem \( Y \) as

\[
D_{\xi, \text{unc}} := \{ \rho_Y \in D_Y \mid \rho_Y = \bigotimes \Xi X \text{Tr}_{Y,X}(\rho_Y) \}. \tag{75}
\]

These states can be prepared from pure \( \xi \)-product states by \( \xi \)-Local Operations (\( \xi \)-LO), that is, maps of the form \( \bigotimes \Xi X \Xi Y \Omega_X \), where \( \Omega_X \) are trace preserving completely positive maps (TPCP, [7, 8]). The other states are \( \xi \)-correlated, contained in \( D_Y \setminus D_{\xi, \text{unc}} \): to prepare them, some communication (interaction) is needed among the subsystems.

A composite quantum subsystem \( Y \subseteq M \) is \( \xi \)-separable, that is, separable with respect to the partition \( \xi = \{X_1, X_2, \ldots, X_{|\xi|}\} \subseteq \Pi(Y) \), if it can be prepared from \( \xi \)-uncorrelated subsystems by the use of \( \xi \)-Local Operations and Classical Communications (\( \xi \)-LOCC, [64–67]) that is, maps generated by \( \xi \)-LOs, the application of which may depend on outcomes of measurements performed locally, that is, described by TPCP maps \( \Omega_X = \sum_m \Omega_{X,m} \), where the measurement outcomes are given by trace nonincreasing CP maps \( \Omega_{X,m} \). It turns out that the set of \( \xi \)-separable states of subsystem \( Y \) (states of the \( \xi \)-separable subsystem \( Y \)) is the convex hull [66] of that of \( \xi \)-uncorrelated ones [29, 37, 38, 68–70],

\[
D_{\xi, \text{sep}} := \text{Conv} D_{\xi, \text{unc}}. \tag{76}
\]
expressing statistical mixtures. (The convex hull of a set \( V \) in a real vector space is the set of all the possible convex combinations of its elements, \( \text{Conv} \ V = \{ \sum_i p_i v_i \mid v_i \in V, p_i > 0, \sum_i p_i = 1 \} \).) Note that the states of classical systems can always be expressed as mixtures of uncorrelated states. The other states are \( \xi \)-entangled, contained in \( \mathcal{D}_Y \setminus \mathcal{D}_{\xi \text{-sep}} \); to prepare them, some quantum communication (quantum interaction) is needed among the subsystems, expressing the quantum nature of this kind of correlation.

5.2. Fermionic correlation and entanglement. For qubits we naturally had the identity \( \prod_{X \in \xi} \varepsilon_{X,Y}(\hat{A}_X) = \bigotimes_{X \in \xi} \hat{A}_X \) for products of operators of disjoint subsystems. For fermions, this is not the case, and we have different ways for the representation of such kind of product operators. (Recall that the map \( \hat{A}_\xi \) given in \((28b)\), connects the two points of view.) From now, we use the usual algebraic representation, and we will have some remarks on the fermionic tensorial representation later in Section 8.

Similarly to the qubit case, for the definition of uncorrelated states, we expect that the expectation value of fermionic \( \xi \)-elementary product operators factorizes. However, since the operators \( \varepsilon_{X,Y}(\hat{\Lambda}_X) \) for different \( X \in \xi \) are not commuting (we have not imposed parity superselection yet, see in Section 6), such definition of uncorrelated states is given with respect to the ordering of the operators. A state of a set of modes \( Y \subseteq M \) is \( \xi \)-uncorrelated, that is, uncorrelated with respect to the ordered partition \( \xi = (X_1, X_2, \ldots, X_{|\xi|}) \in \Pi(Y) \), if for all mode subsets \( X \in \xi \), for all operators \( \hat{A}_X \in \hat{\mathcal{A}}_X \), we have \( \langle \prod_{X \in \xi} \varepsilon_{X,Y}(\hat{A}_X) \rangle \equiv \langle \bigotimes_{X \in \xi} \hat{A}_X \rangle \). Expressing these with the Hilbert–Schmidt inner product \((1)\) and the state \( \hat{\rho}_\gamma \in \hat{\mathcal{D}}_\gamma \), we have the following definition for the \( \xi \)-uncorrelated states

\[
\forall X \in \xi, \forall \hat{A}_X \in \hat{\mathcal{A}}_X : \quad \left( \hat{\rho}_\gamma \left\vert \bigotimes_{X \in \xi} \hat{A}_X \right\rangle \langle \bigotimes_{X \in \xi} \hat{A}_X \right) = \prod_{X \in \xi} \left( \hat{\rho}_X \left\vert \hat{\Lambda}_X \right\rangle \langle \hat{\Lambda}_X \right) ,
\]

where \( \hat{\rho}_X = \overline{\text{Tr}}_{Y,X}(\hat{\rho}_\gamma) \) is the fermionic reduced state \((63), (65)\).

Using the tools we have constructed in Section 3, now the simple steps of applying \((18b)\) and \((29)\) lead to

\[
\forall X \in \xi, \forall \hat{A}_X \in \hat{\mathcal{A}}_X : \quad \left( \hat{\rho}_\gamma \left\vert \bigotimes_{X \in \xi} \hat{A}_X \right\rangle \langle \bigotimes_{X \in \xi} \hat{A}_X \right) = \left( \bigotimes_{X \in \xi} \hat{\rho}_X \left\vert \bigotimes_{X \in \xi} \hat{\Lambda}_X \right\rangle \langle \bigotimes_{X \in \xi} \hat{\Lambda}_X \right) ,
\]

which, because the Hilbert–Schmidt inner product is nondegenerate, and the fermionic \( \xi \)-elementary product operators \( \bigotimes_{X \in \xi} \hat{A}_X \) span \( \hat{\mathcal{A}}_\gamma \), leads to that the \( \xi \)-uncorrelated states are the \( \xi \)-product states

\[
\hat{\rho}_\gamma = \bigotimes_{X \in \xi} \hat{\rho}_X .
\]

Note that, at this point, if a state is uncorrelated with respect to an ordered partition, it seems not to be necessarily uncorrelated with respect to a different ordering of the same parts. Another related point is that, although we have \( \hat{\rho}_X = \overline{\text{Tr}}_{Y,X}(\hat{\rho}_\gamma) \geq 0 \), their product in \((79)\) is not positive semidefinite, not even self-adjoint in general. These are because the terms in the product in \((79)\) are not commuting in general. We will come back to these issues in Section 7, after recalling the parity superselection rule in Section 6, here we just mention the tricky part: it turns out that if \((77)\) holds, then these terms are actually commuting \((47)\), see also in \((103c)\), leading to an ordering-free definition of uncorrelated states also in the fermionic case. Let us
Table 2. Summary of the different linear spaces and elements

| space   | elements | parity | projection | parity subspaces |
|---------|----------|--------|------------|-----------------|
| $\mathcal{H}_Y$ | $|\psi_Y\rangle$ | $T_Y$ | $\tilde{P}_Y^\pm$ | $\mathcal{H}_Y^\pm$ |
| $\tilde{A}_Y$ | $\tilde{I}_Y, \tilde{A}_Y$ | $\tilde{T}_Y$ | $\tilde{P}_Y^\pm$ | $\tilde{A}_Y^\pm$ |
| $\tilde{B}_Y$ | $\tilde{I}_Y, \tilde{B}_Y$ | $\tilde{T}_Y$ | $\tilde{P}_Y^\pm$ | $\tilde{B}_Y^\pm$ |
| $\tilde{C}_Y$ | $\tilde{I}_Y, \tilde{C}_Y$ | $\tilde{T}_Y$ | $\tilde{P}_Y^\pm$ | $\tilde{C}_Y^\pm$ |

denote the set of $\xi$-uncorrelated states of mode subset $Y$ as

$$\mathcal{D}_{\xi\text{-unc}} := \{ \tilde{\rho}_Y \in \mathcal{D}_Y \mid \tilde{\rho}_Y = \bigotimes_{X \in \xi} \tilde{T}_{Y,X} (\tilde{\rho}_Y) \}.$$  

The other states are $\xi$-correlated, contained in $\mathcal{D}_Y \setminus \mathcal{D}_{\xi\text{-unc}}$. (This is the multipartite generalization of the state set $P3$ in [17]. We do not consider $P0 \equiv P1$ in [17], since we do not impose parity superselection for operators if it is not imposed for states; neither $P2$, since the usual tensor product does not make any sense here.)

Following these lines, neither the LO-based definition of correlation nor the LOCC-based definition of separability or entanglement can be formulated for the whole algebra, since we have no locality yet. We will elaborate on this in Section 7.4: at this point we can only define the set of $\xi$-separable states of mode subset $Y$ without any LOCC-based operational meaning by convexity as

$$\mathcal{D}_{\xi\text{-sep}} := \text{Conv} \mathcal{D}_{\xi\text{-unc}}.$$  

The other states are $\xi$-entangled, contained in $\mathcal{D}_Y \setminus \mathcal{D}_{\xi\text{-sep}}$. (This is the multipartite generalization of the state set $S3$ in [17].)

6. Mathematics of the parity superselection for fermions

In Sections 2, 3 and 4, we presented a mathematical toolbox for the efficient handling of fermionic systems in concrete representation. These definitions and properties are given for the whole algebra $\tilde{A}_Y$, and are built up analogously to the standard “qubit” case. However, the definition of correlation and entanglement in Section 5.2 could not be endowed with their usual, local operation based motivation, due to the lack of the notions of locality of maps, rooted in the lack of independence of mode subsets, following mainly (but not completely) from the lack of commutativity of the operator algebras of disjoint mode subsets; that is, there exist operators $\tilde{A}_X \in \tilde{A}_X$ and $\tilde{B}_X \in \tilde{A}_X$ for which

$$[\tilde{A}_X \otimes \tilde{I}_X, \tilde{I}_X \otimes \tilde{B}_X] \neq 0.$$  

Re-establishing the commutation by imposing the parity superselection rule [9, 10] resolves these issues, giving a mathematical reason for the superselection. There are also important physical reasons for the imposing of the parity superselection. We will turn to them in the next section.

In this section, we give the necessary definitions for handling the restrictions to the physical subspaces. First, in the Hilbert space, we consider the subspaces of state vectors of well-defined fermion-number parity. Second, in the operator algebra, we consider the subspaces of operators of well-defined fermion-operator parity, that is, those which preserve (even) or alter (odd) the fermion-number parity. Third, in the map algebra, we consider the subspaces of maps of well-defined fermion-map parity, that is, those which preserve (even) or alter (odd) the fermion-operator parity. A short summary on these is given in Table 2.
6.1. **Level I – Hilbert space.** In the Hilbert space $\mathcal{H}_Y$ of the system, the fundamental quantity is the parity of the fermion number. The *fermion number parity* in mode subset $Y$ is given by the phase operator $\tilde{T}_Y \in \mathcal{A}_Y = \text{Lin} \mathcal{H}_Y$ as

$$\tilde{T}_Y := \prod_{i \in Y} \tilde{\Gamma}_Y(p_i) = \bigotimes_{i \in Y} p_{i|} = \bigotimes_{i \in Y} p_{i\bar{}} = \bigotimes_{i \in Y} p_i. \tag{83a}$$

(Recall that $p_i = |\phi^0_i\rangle \langle \phi^0_i| - |\phi^1_i\rangle \langle \phi^1_i| = a_i a^\dagger_i - a_i^\dagger a_i \in \mathcal{A}_i$ is the phase operator, see in Section 2.2.) Applying this twice is the identity, $\tilde{T}_Y^2 = \tilde{T}_Y$, so its eigenvalues are $+1$ and $-1$, and the projectors onto its eigensubspaces in $\mathcal{H}_Y$ are then

$$\tilde{P}_Y^{\pm} := \frac{1}{2}(\tilde{T}_Y \pm \tilde{T}_Y), \tag{83b}$$

corresponding to the subspaces of even $(+1)$ and odd $(-1)$ number of fermions

$$\mathcal{H}_Y^{\pm} := \{ |\psi_Y\rangle \in \mathcal{H}_Y \mid \tilde{T}_Y|\psi_Y\rangle = \pm|\psi_Y\rangle \}. \tag{83c}$$

(For a summary, see Table 2.) Since $p_i|\phi^0_i\rangle = (-1)^{\nu_i}|\phi^0_i\rangle$, these can also be given using the standard basis (3) as

$$\mathcal{H}_Y^{\pm} = \text{Span}\{|\phi^\nu_i\rangle \mid (-1)^{\sum_{i \in Y} \nu_i} = \pm 1\}. \tag{83d}$$

The subspaces $\mathcal{H}_Y^{\pm}$ are called the “physical subspaces” of $\mathcal{H}_Y$, containing the “physically meaningful state vectors” [9, 10, 17, 71]. The vectors having nonzero projections in both, that is, superpositions of vectors of even and odd parity, are “nonphysical”. For more details and the relevance of physicality, see Section 7.

The local fermion number parity subspaces (inside mode subsets) can also be formulated. Let us have a partition $\xi = \{X_1, X_2, \ldots, X_{|\xi|} \} \subseteq \Pi(Y)$ of a mode subset $Y \subseteq M$. We give the parity of each mode subset $X \in \xi$ by the multi-index $\epsilon : \xi \rightarrow \{+1, -1\}$, $X \mapsto \epsilon_X$. Then the projectors given by (83b) as

$$\tilde{P}_X^{\epsilon} := \prod_{X \in \xi} \tilde{\iota}_{X,Y}(\tilde{P}_X^{\epsilon}) = \bigotimes_{X \in \xi} \tilde{P}_X^{\epsilon} = \bigotimes_{X \in \xi} \tilde{P}_X^{\epsilon}, \tag{84a}$$

project onto the subspaces of given $\xi$-local parity $\epsilon$ in $\mathcal{H}_Y$,

$$\mathcal{H}_X^{\epsilon} := \{ |\psi_Y\rangle \in \mathcal{H}_Y \mid \forall X \in \xi : \tilde{\iota}_{X,Y}(\tilde{T}_X)|\psi_Y\rangle = \epsilon_X|\psi_Y\rangle \} = \bigotimes_{X \in \xi} \mathcal{H}_X^{\epsilon}, \tag{84b}$$

using that $\tilde{T}_X \tilde{P}_X^{\epsilon} \tilde{T}_X = \epsilon_X \tilde{P}_X^{\epsilon}$, see (83b). (Note that the operators here are diagonal, therefore commuting, so, on the one hand, no ordering has to be referred to in (84a); on the other hand, $\tilde{\iota}_{X,Y}(\tilde{T}_X) = \iota_{X,Y}(\tilde{T}_X)$, so $\xi$-elementary tensors $\otimes_{X \in \xi} |\psi_X\rangle$ and linearity can be used in the proof of the last equality in (84b).) These can also be given using the standard basis (3) as

$$\mathcal{H}_X^{\epsilon} = \text{Span}\{|\phi^\nu_i\rangle \mid \forall X \in \xi : (-1)^{\sum_{i \in X} \nu_i} = \epsilon_X\}. \tag{84c}$$

The subspaces of well defined global parity can be written as direct sums of the subspaces of given local parity as

$$\mathcal{H}_Y^{\pm} = \bigoplus \{ \mathcal{H}_X^{\epsilon} \mid \epsilon : (-1)^{|\{X \in \xi \mid \epsilon_X = -1\}|} = \pm 1\}. \tag{84d}$$

In particular, for a bipartition $\xi = \{X, \bar{X}\}$, we have $\mathcal{H}_Y = \mathcal{H}^{++}_{XX} \oplus \mathcal{H}^{+\bar{+}}_{XX} \oplus \mathcal{H}^{+\bar{-}}_{XX} \oplus \mathcal{H}^{-\bar{-}}_{XX} = \mathcal{H}^{++}_{YY} \oplus \mathcal{H}^{-\bar{-}}_{YY}$. The globally even and odd subspaces are $\mathcal{H}_Y^{even} = \mathcal{H}^{++}_{XX} \oplus \mathcal{H}^{-\bar{-}}_{XX}$ and $\mathcal{H}_Y^{odd} = \mathcal{H}^{+\bar{-}}_{XX} \oplus \mathcal{H}^{+\bar{+}}_{XX}$, respectively. (Note that we use a simplified notation, e.g., $\mathcal{H}^{++}_{XX} := \mathcal{H}^{(XX)}_{(XX)}$, omitting the
parentheses and colons in the writing of tuples, since this does not cause confusion. For explicit form of these subspaces for few modes, see Appendix C.1.)

6.2. Level II – Operator algebra. In the operator algebra $\tilde{A}_Y = \text{Lin} \mathcal{H}_Y$ of the system, it is fundamental to consider the parity of a fermionic operator. The fermionic operator parity in mode subset $Y$ is given by the $*$-automorphism of $\mathcal{A}_Y$ as $\Theta_Y := \text{Ad}_{\tilde{T}_Y} \in \mathcal{B}_Y := \text{Lin} \mathcal{A}_Y$ [3, 45, 47, 48], that is,

$$\Theta_Y(\tilde{A}_Y) := \tilde{T}_Y \tilde{A}_Y \tilde{T}_Y^{-1}. \tag{85a}$$

Applying this twice is the identity, $\Theta_Y \circ \Theta_Y = \tilde{T}_Y$, so its eigenvalues are $+1$ and $-1$, and the projectors onto its eigensubspaces in $\mathcal{A}_Y$ are then

$$\tilde{P}^\pm_Y := \frac{1}{2}(\tilde{T}_Y \pm \Theta_Y), \tag{85b}$$

corresponding to the subspaces being the linear spans of monomials of even ($+1$) and odd ($-1$) number of fermionic creation and annihilation operators [3, 45, 47, 48]

$$\tilde{A}^\pm_Y := \left\{ \tilde{A}_Y \in \tilde{A}_Y \mid \Theta_Y(\tilde{A}_Y) = \pm \tilde{A}_Y \right\}. \tag{85c}$$

since $\Theta_Y$ is a $*$-automorphism, and $\Theta_Y(\tilde{a}_i.Y) = -\tilde{a}_i.Y$ for the annihilation operator. (For a summary, see Table 2.) The eigensubspaces (85c) can also be given using the basis (7b) as

$$\tilde{A}^\pm_Y = \text{Span}\left\{ \tilde{E}^\nu_{\nu'} | (-1)^{\sum_{i \in Y}(\nu_i + \nu'_i)} = \pm 1 \right\}, \tag{85d}$$

see (8a) and (10b). Note that $\tilde{T}_X, \tilde{P}_X, \tilde{I}_X \in \tilde{A}^-_X$.

The main point is that the definitions (85a) and (85c) lead to the commutation or anticommutation with the phase operator $\tilde{T}_Y$,

$$\tilde{A}_Y \in \tilde{A}^\pm_Y \iff \tilde{T}_Y \tilde{A}_Y = \pm \tilde{A}_Y \tilde{T}_Y. \tag{86a}$$

It easily follows that even operators do not change the fermion number parity, while odd operators do, that is,

$$\tilde{A}_Y \in \tilde{A}^\pm_Y \iff \tilde{A}_Y : \mathcal{H}^k_Y \to \mathcal{H}^{k'}_Y. \tag{86b}$$

(For the proof, we have $\tilde{A}_Y \in \tilde{A}^\pm_Y$ if and only if $\tilde{T}_Y \tilde{A}_Y = \pm \tilde{A}_Y \tilde{T}_Y$ (by (86a)), which holds if and only if $\tilde{T}_Y \tilde{A}_Y |\psi_Y\rangle = \pm \tilde{A}_Y \tilde{T}_Y |\psi_Y\rangle$ for all $|\psi_Y\rangle \in \mathcal{H}^k_Y$ (since $\mathcal{H}^k_Y$ and $\mathcal{H}^\pm_Y$ span $\mathcal{H}_Y$), which holds if and only if $\tilde{T}_Y \tilde{A}_Y |\psi_Y\rangle = \pm |\tilde{A}_Y |\psi_Y\rangle$ for all $|\psi_Y\rangle \in \mathcal{H}^k_Y$ (by (83c)), which is equivalent to $\tilde{A}_Y |\psi_Y\rangle \in \mathcal{H}^{k\pm}_Y$ for all $|\psi_Y\rangle \in \mathcal{H}^k_Y$ (by (83c))).

The subspace $\tilde{A}^-_Y$ is called the “even subspace”, or “physical subspace” of $\tilde{A}_Y$, which is also a subalgebra, containing the “physically meaningful operators” [9, 10, 17, 71, 72], or “observables”. As we have seen in (86a) and (86b), even, or physical operators do not change the fermion number parity: fermions can be created or annihilated only in pairs. The subspace $\tilde{A}^-_Y$ is called the “odd subspace”, or “nonphysical subspace”. For more details and the relevance of physicality, see Section 7.

The connection of the fermionic tensor product with the superselection (inside mode subsets) is as follows. Let us have a partition $\xi = \{X_1, X_2, \ldots, X_{|\xi|}\} \in \Pi(Y)$ of a mode subset $Y \subseteq M$. We give the parity of each mode subset $X \in \xi$ by the multi-index $\epsilon : \xi \to \{+1, -1\}, X \mapsto \epsilon_X$. Then the projectors given by (85b) as

$$\tilde{P}_\xi := \prod_{X \in \xi} \tilde{\epsilon}_{X,Y}(\tilde{P}_X^\pm) \overset{(47c)}{=} \bigotimes_{X \in \xi} \tilde{P}_X^\pm = \prod_{X \in \xi} \tilde{\epsilon}_{X,Y}(\tilde{P}_X^\pm) \overset{(47b)}{=} \bigotimes_{X \in \xi} \tilde{P}_X^\pm, \tag{87a}$$
project onto the subspaces of given $\xi$-local parity $\epsilon$ in $\mathcal{A}_Y$,
\begin{equation}
\tilde{\mathcal{A}}_\xi^+ := \Big\{ \tilde{A}_Y \in \tilde{\mathcal{A}}_Y \mid \forall X \in \xi : \tilde{c}_{X,Y}(\tilde{A}_Y) = \epsilon_X \tilde{A}_Y \Big\} = \bigotimes_X \tilde{A}_X^+, \tag{87b}
\end{equation}

using that $\Theta_X \circ \tilde{\Pi}_X^\epsilon = \epsilon_X \tilde{\Pi}_X^\epsilon$, see (85b). (Recall that the notation on the right-hand side means only a linear hull of elementary fermionic tensors, see the end of Section 3.1. Note that there is no need for taking into account the ordering in the writing $\tilde{\omega}_{X,Y}(\tilde{\Pi}_X^\epsilon)$, contrary to the general case in (47c), since $\tilde{\Pi}_X^\epsilon$ consists of maps being conjugation by diagonal operators, so $\tilde{\Pi}_X^\epsilon$ acts in the same way on arbitrarily ordered fermionic $\tilde{\xi}$-elementary products.) These can also be given using the standard basis (7b) as
\begin{equation}
\tilde{\mathcal{A}}_\xi^+ = \text{Span}\left\{ \tilde{E}_{Y,Y'}^{\nu,\nu'} \mid \forall X \in \xi : \langle -1 \rangle^{\sum\nu + \nu'} = \epsilon_X \right\}, \tag{87c}
\end{equation}

see (8a) and (10b). As special case, let $# : X \mapsto +1$ be the $\xi$-even parity multi-index, with this, $\tilde{\mathcal{A}}^#_\xi$ is called $\xi$-locally physical subspace (or $\xi$-even subspace), which is also a subalgebra. The physical and nonphysical subspaces can be written as direct sums of the subspaces of given local parity as
\begin{equation}
\tilde{\mathcal{A}}^\pm_\xi = \bigoplus \{ \tilde{\mathcal{A}}_\pm^\xi \mid \epsilon : |\{X \in \xi | \epsilon_X = \epsilon\}| = \pm 1 \}, \tag{87d}
\end{equation}

In particular, for a bipartition $\xi = \{X,Y\}$, we have $\tilde{\mathcal{A}}_Y = \tilde{\mathcal{A}}_{XX}^+ \oplus \tilde{\mathcal{A}}_{XX}^- \oplus \tilde{\mathcal{A}}_{XX}^{++} \oplus \tilde{\mathcal{A}}_{XX}^{+-} = \tilde{\mathcal{A}}_X^+ \oplus \tilde{\mathcal{A}}_X^-$. The physical subspace is $\tilde{\mathcal{A}}^+_\xi = \tilde{\mathcal{A}}_{XX}^+ \oplus \tilde{\mathcal{A}}_{XX}^{++}$, while the subspace $\tilde{\mathcal{A}}^-_\xi = \tilde{\mathcal{A}}_{XX}^- \oplus \tilde{\mathcal{A}}_{XX}^{+-}$ is nonphysical, and the $\xi$-locally physical subspace is $\tilde{\mathcal{A}}^\xi_\xi \equiv \tilde{\mathcal{A}}_{XX}^+$. (For explicit form of these subspaces for few modes, see Appendix C.1.)

The one-mode anticommutation relations (6), together with the properties of $\tilde{\Theta}_Y$, lead to the commutation/anticommutation of operators of disjoint mode subsets
\begin{equation}
\tilde{c}_{X,Y}(\tilde{A}_X)\tilde{c}_{X,Y}(\tilde{B}_X) = \pm \tilde{c}_{X,Y}(\tilde{B}_X)\tilde{c}_{X,Y}(\tilde{A}_X), \tag{88}
\end{equation}

for all $\tilde{A}_X \in \tilde{\mathcal{A}}^X_\xi$ and $\tilde{B}_X \in \tilde{\mathcal{A}}^X_\xi$, where the lower sign is for the case $\epsilon_X = \epsilon_X = -1$.

Note that the trace of odd operators vanishes,
\begin{equation}
\tilde{\text{Tr}} : \tilde{\mathcal{A}}^-_\xi \longrightarrow 0, \tag{89a}
\end{equation}

see (85d) and the end of Section 2.3, so the fermionic partial trace (35) preserves the operator parity,
\begin{equation}
\tilde{\text{Tr}}_{Y,X} : \tilde{\mathcal{A}}^\pm_\xi \longrightarrow \tilde{\mathcal{A}}^\pm_\xi, \tag{89b}
\end{equation}

see (40b). Also, the fermionic canonical embedding (20b) maps to $\tilde{\mathcal{A}}_X \cong \tilde{\mathcal{A}}^X_\xi$, so it also preserves the parity
\begin{equation}
\tilde{c}_{X,Y} : \tilde{\mathcal{A}}^X_\xi \longrightarrow \tilde{\mathcal{A}}^X_\xi. \tag{89c}
\end{equation}

6.3. **Level III – Map algebra.** In the algebra $\tilde{\mathcal{B}}_Y = \text{Lin} \tilde{\mathcal{A}}_Y$ of the maps of the operator algebra $\tilde{\mathcal{A}}_Y$ of the system, it is fundamental to consider again a parity-like notion. The fermionic map parity in mode subset $Y$ is given by the $*$-automorphism of $\tilde{\mathcal{B}}_Y$ as $\tilde{\Theta}_Y := \text{Ad}_{\tilde{\Theta}_Y} \in \tilde{\mathcal{C}}_Y := \text{Lin} \tilde{\mathcal{B}}_Y$, that is,
\begin{equation}
\tilde{\Theta}_Y(\tilde{\Omega}_Y) := \tilde{\Theta}_Y \circ \tilde{\Omega}_Y \circ \tilde{\Theta}_Y^{-1}. \tag{90a}
\end{equation}
Applying this twice is the identity, $\tilde{T}_Y \circ \tilde{T}_Y = \tilde{I}_Y$, so its eigenvalues are $+1$ and $-1$, and the projectors onto its eigensubspaces in $\tilde{B}_Y$ are then

$$\tilde{p}_Y^\pm := \frac{1}{2} (\tilde{1}_Y \pm \tilde{T}_Y),$$

(90b)

(corresponding to the subspaces

$$\tilde{B}_Y^\pm := \{ \tilde{\Omega}_Y \in \tilde{B}_Y \mid \tilde{T}_Y(\tilde{\Omega}_Y) = \pm \tilde{\Omega}_Y \}.$$  

(90c)

For a summary, see Table 2.)

The main point is that the definitions (90a) and (90c) lead to the commutation or anticommutation with the operator parity $\tilde{\Theta}_Y$,

$$\tilde{\Omega}_Y \in \tilde{B}_Y^\pm \iff \tilde{\Theta}_Y \circ \tilde{\Omega}_Y = \pm \tilde{\Omega}_Y \circ \tilde{\Theta}_Y. \quad (91a)$$

It easily follows that even maps do not change the operator parity, while odd maps do, that is, $\tilde{\Theta}_Y \circ \tilde{\Omega}_Y = \mp \tilde{\Omega}_Y \circ \tilde{\Theta}_Y$,

$$\tilde{\Omega}_Y \in \tilde{B}_Y^\pm \iff \tilde{\Omega}_Y : \tilde{A}_Y^\pm \to \tilde{A}_Y^\pm. \quad (91b)$$

(For the proof, we have $\tilde{\Omega}_Y \in \tilde{B}_Y^\pm$ if and only if $\tilde{\Theta}_Y \circ \tilde{\Omega}_Y = \pm \tilde{\Omega}_Y \circ \tilde{\Theta}_Y$ (by (91a)), which holds if and only if $(\tilde{\Theta}_Y \circ \tilde{\Omega}_Y)(\tilde{A}_Y) = \pm (\tilde{\Omega}_Y \circ \tilde{\Theta}_Y)(\tilde{A}_Y)$ for all $\tilde{A}_Y \in \tilde{A}_Y^\pm$ (since $\tilde{A}_Y^\pm$ and $\tilde{A}_Y^\mp$ span $\tilde{A}_Y$), which holds if and only if $\tilde{\Theta}_Y(\tilde{\Omega}_Y(\tilde{A}_Y)) = \pm \tilde{\Omega}_Y(\tilde{\Theta}_Y(\tilde{A}_Y))$ for all $\tilde{A}_Y \in \tilde{A}_Y^\pm$ (by (85c)), which is equivalent to $\tilde{\Omega}_Y(\tilde{A}_Y) \in \tilde{A}_Y^{\pm \pm}$ for all $\tilde{A}_Y \in \tilde{A}_Y^\pm$ (by (85c))).

The subspace $\tilde{B}_Y^\pm$ is called the “even subspace” of $\tilde{B}_Y$, which is also a subalgebra. As we have seen in (91a) and (91b), even maps do not change the fermionic operator parity, that is, the parity of the number of fermionic creation and annihilation operators in an operator monomial. In particular, it maps a physical operator to a physical one, which is necessary for representing a physical process. On the other hand, physical maps can meaningfully be given only for physical operators, so we call an even map $\tilde{\Omega}_X \in \tilde{B}_X^\pm$ physically defined, if it annihilates odd, or nonphysical operators, $\tilde{\Omega}_X \in \tilde{B}_X^\pm$ and $\tilde{\Omega}_X(\tilde{A}_X) = 0$ for all $\tilde{A}_X \in \tilde{A}_X$. We note that this definition is an artefact, coming from our matrix algebraic (quantum information) point of view. Even if the unphysical subspace is not used, so there is no physical meaning of maps acting on that, we would like to have the domain of a map to be the whole algebra, and not to allow arbitrariness in the description of the map. For more details and the relevance of physicality, see Section 7.

The $\xi$-local properties in $\tilde{B}_Y$ can also be given, using the fermionic products of maps (43a)-(43b), in the same way as in $\tilde{A}_Y$, see (87).

7. Physics of the Parity Superselection for Fermions

After having written out the necessary definitions in the previous section, here we turn to the physical reasons for the imposition of the parity superselection, excluding the superposition of even and odd number of fermions. With the assumption of Lorentz-invariance, the spin-statistics connection [73-75] revealed that particles of fermionic statistics obey half-integer spin representation of the rotation group. Then a superposition of even and odd number of fermions would be changed more than an overall phase under a $2\pi$ rotation (doing nothing) [9, 10, 76, 77]. Without the assumption of the spin-statistics connection, only assuming that the laws of physics are the same for all different observers, together with the no-signaling principle, the standard reasoning in the nonrelativistic context [71, 78, 79] is as follows. Consider two distant fermionic modes, 1 and 2, in the hands of Alice and Bob, respectively. If Bob’s mode would be in the superposition of empty and occupied states (shortly $1 \frac{1}{2}$), then Alice could instantaneously signal.
to him, by either applying the unitary \(i(f^+_1 - f^-_1)\), or doing nothing (for the ticks of synchronized clocks), since the measurement of the operator \(\frac{1}{2}(f^+_2 + f^-_2 + \text{id})\) by Bob would give him 0 or 1, respectively, with certainty [79].

Imposing the parity superselection rule means (i) the restriction to the physically meaningful state vectors \(\mathcal{H}^\pm_Y \subset \mathcal{H}_Y\), not containing even-odd superpositions; (ii) the restriction to the physically meaningful operators \(\bar{\mathcal{A}}^\pm_Y \subset \bar{\mathcal{A}}_Y\), containing operators not creating even-odd superpositions (86b); and (iii) the restriction to the physically meaningful maps \(\bar{\mathcal{B}}^\pm_Y \subset \bar{\mathcal{B}}_Y\), containing maps not creating odd operators out of even ones (91b). In this section, we write out the tensor product structure arising in the \(\xi\)-locally physical subalgebra, making possible to elaborate the notions of locality of operations, as well as independence, correlation and entanglement of mode subsets.

7.1. Tensor product structure in the \(\xi\)-locally physical subalgebra. The most important consequence of the local parity superselection is that, similarly to the qubit case, the physical operators of disjoint mode subsets commute,

\[(92a) \quad \forall A_{\xi} \in \mathcal{A}_X, B_{\xi} \in \mathcal{A}_X : \quad [\iota_{X,Y}(A_{\xi}), \iota_{X,Y}(B_{\xi})] = 0,\]

\[(92b) \quad \forall \bar{A}_{\xi} \in \bar{\mathcal{A}}^+_X, \bar{B}_{\xi} \in \bar{\mathcal{A}}^+_X : \quad [\bar{\iota}_{X,Y}(\bar{A}_{\xi}), \bar{\iota}_{X,Y}(\bar{B}_{\xi})] = 0,\]

recalling (88). This is because the physical subspace of each mode subset consists of operators of linear combinations of monomials of even number of fermionic operators, see (8b) and (85d).

Here we write out the tensor product structure in the \(\xi\)-locally physical subalgebra \(\bar{\mathcal{A}}^\#_Y \subset \bar{\mathcal{A}}_Y\) explicitly, leading to this commutation. (For the treatment of the \(\xi\)-locally physical subalgebra in our formalism, see Appendix C.2.)

For the partition \(\xi = \{X_1, X_2, \ldots, X_{|\xi|}\} \in \Pi(Y)\) of the mode subset \(Y \subseteq M\), the tensor product structure is given by the unitary \(\bar{U}_\xi \in \mathcal{U}(\mathcal{H}_Y)\), by which for \(\bar{A}_{\xi} \in \bar{\mathcal{A}}^\#_{\xi}\), for all \(X \in \xi\), we can write

\[(93) \quad \widehat{\bigotimes}_{X \in \xi} \bar{A}_{\xi} = \bar{U}_\xi \left( \bigotimes_{X \in \xi} \bar{A}_{\xi} \right) \bar{U}^\dagger_\xi.\]

(For the proof, by the construction of \(\bar{U}_\xi\), see Appendix C.3. For the explicit form for few modes, see Appendix C.4.) Note that on the left-hand side we have \(\bigotimes_{X \in \xi} \bar{A}_{\xi} \equiv \prod_{X \in \xi} \bar{\iota}_{X,Y}(\bar{A}_{\xi})\) in the \(\xi\)-locally physical subalgebra, by applying the commutativity to (26). It turns out that \(\bar{U}_{XX}\), appearing in (22) is just a special case of \(\bar{U}_\xi\) for \(\xi = \{X, \bar{X}\}\) see in (122a) and (131), however, the definition (22), leading to \(\bar{U}_{XX}\) is meaningful for the whole algebra \(\bar{\mathcal{A}}_Y\), but the definition (93) leading to \(\bar{U}_\xi\) is meaningful only in the \(\xi\)-locally physical subalgebra \(\bar{\mathcal{A}}^\#_{\xi}\). Note also that although \(\bar{U}_\xi\) acting on \(\mathcal{H}_Y\), depends on the ordered partition \(\xi\), this is just an artifact of the representation: the map \(\bar{A}_Y \mapsto \bar{U}_\xi \bar{A}_Y \bar{U}_\xi^\dagger\) acting on \(\bar{A}_Y\), is the same for all orderings of the parts of \(\bar{\xi}\) in the \(\xi\)-locally physical subalgebra \(\bar{\mathcal{A}}_Y \in \bar{\mathcal{A}}^\#_Y\). (See at the end of Appendix C.3.) This also justifies the use of the unordered product (arbitrarily ordered product of commuting elements) on the left-hand side of (93). In particular, for the map \(\bar{A}_\xi\), given in (28b), we have

\[(94) \quad \bar{A}_\xi|_{\bar{\mathcal{A}}^\#_{\xi}} = \bar{A}_\xi|_{\bar{\mathcal{A}}^\#_{\xi}},\]

where \(\bar{\xi}\) and \(\xi\) are any two differently ordered partitions containing the same parts.
The immediate consequence of (93) is that, for $\tilde{A}_X, \tilde{B}_X \in \tilde{A}_X^+$ for all $X \in \xi$, we have for the product and $*$-operation that

\begin{equation}
(95) \quad \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X' \in \xi} \tilde{B}_{X'} = \bigotimes_{X \in \xi} \tilde{A}_X \tilde{B}_X, \quad \bigotimes_{X \in \xi} \tilde{A}_X^* = \bigotimes_{X \in \xi} (\tilde{A}_X)^+.
\end{equation}

In particular, from the first equation in (95), the commutativity (92b) follows directly. From (95), it directly follows that products of positive physical operators are positive,

\begin{equation}
(96) \quad 0 \leq \tilde{A}_X \in \tilde{A}_X^+ \quad \Rightarrow \quad \bigotimes_{X \in \xi} \tilde{A}_X \geq 0,
\end{equation}

by using (57b). The important point is that this is not necessarily true without the parity superselection, the products of canonical embeddings of positive (so self-adjoint) operators can be not even self-adjoint (so not positive). (For explicit examples, see Appendix C.5.) We will come back to this issue in Section 7.3, and show some detailed results.

With the (93) tensor product structure in the $\xi$-locally physical subalgebra, we can also write out explicitly the fermionic embedding of maps (49c) as, for $\tilde{A}_X \in \tilde{A}_X^+, \tilde{B}_X \in \tilde{B}_X^+$, and $\tilde{\Xi}_X \in \tilde{B}_X^+$,

\begin{align}
(97a) \quad \tilde{\iota}_{X,Y}(\tilde{\Omega}_X)(\tilde{A}_X \tilde{\otimes} \tilde{B}_X) &= \tilde{\Omega}_X(\tilde{A}_X) \tilde{\otimes} \tilde{B}_X, \\
(97b) \quad \tilde{\iota}_{X,Y}(\tilde{\Omega}_X)(\tilde{B}_X \tilde{\otimes} \tilde{A}_X) &= \tilde{B}_X \tilde{\otimes} \tilde{\Omega}_X(\tilde{A}_X), \\
(97c) \quad \tilde{\iota}_{X,Y}(\tilde{\Xi}_X)(\tilde{A}_X \tilde{\otimes} \tilde{B}_X) &= \tilde{A}_X \tilde{\otimes} \tilde{\Xi}_X(\tilde{B}_X).
\end{align}

(This follows simply by the commutativity $\tilde{A}_X \tilde{\otimes} \tilde{B}_X = \tilde{B}_X \tilde{\otimes} \tilde{A}_X$, which holds for the physical operators, applying to the definition (49c).) So $\tilde{\iota}_{X,Y}(\tilde{\Omega}_X)$ is a strong extension in this restricted manner, both equalities hold in (56) for the $\{X, \bar{X}\}$-locally physical case.

Note also that in the case when $\xi = (X_1, X_2, \ldots, X_{|\xi|})$ is such that $X_s < X_r$ (elementwisely) for all $s < r$, that is, the mode subsets $X \in \xi$ contain modes neighboring with respect to $Y$, and are ordered in $\xi$ accordingly to the Jordan–Wigner ordering of the modes, then the effect of $\tilde{U}_\xi$ is trivial. (This can directly be read off from the phase factors (131) in Appendix C.3.) So, for the $\xi$-locally physical subalgebra, for these very special partitions, one can use the usual Kronecker product of matrices in explicit numerical or symbolical calculations; while for more general partitions, which contain mode subsets of non-neighboring modes, the phase factors cannot be neglected, that is, Kronecker product can be used only after mode reordering. Neither the latter hold without parity superselection in general. (For explicit example, see Appendix C.5.)

7.2. Tensor product structure for vectors for the $\xi$-locally physical operators. If the $\xi$-locally physical subalgebra is considered only, then we can have a tensor product structure also in the Hilbert space, written as, for $\tilde{A}_X \in \tilde{A}_X^+$,

\begin{equation}
(98a) \quad \left( \bigotimes_{X \in \xi} \tilde{A}_X \right) \left( \bigotimes_{X' \in \xi} |\psi_{X'}\rangle \right) := \bigotimes_{X \in \xi} (\tilde{A}_X |\psi_{X}\rangle),
\end{equation}

leading to

\begin{equation}
(98b) \quad \bigotimes_{X \in \xi} |\psi_{X}\rangle = \tilde{U}_\xi \left( \bigotimes_{X \in \xi} |\psi_{X}\rangle \right)
\end{equation}

by (93). Note that, contrary to the algebra, the ordering in $\xi$ is a parameter of the tensor product structure in the Hilbert space: the transformation $|\psi_{Y}\rangle \mapsto \tilde{U}_\xi|\psi_{Y}\rangle$, acting on $H_Y$, depends on
the ordering of the parts of $\tilde{\xi}$. However, such ordering $\tilde{\xi}$ can be fixed for every partition $\xi$, and then can be used for the tensor product structure (93) of the $\tilde{\xi}$-locally physical subalgebra $\tilde{\mathcal{A}}^\#$. Without the parity superselection, this could not be done in the whole algebra $\mathcal{A}_Y$ for all orderings. Another, related point is that the fermionic canonical embeddings (20b) of $\tilde{\mathcal{A}}^+_X$ and $\tilde{\mathcal{A}}^+_X$ can be realized by the same unitary, e.g., fixing $\tilde{\xi} = (X, X)$, we have

\begin{align}(99a) \quad \tilde{\gamma}_{X,Y}(\tilde{\mathcal{A}}_X) &= \tilde{U}_{XX}(\tilde{\mathcal{A}}_X \otimes \tilde{I}_X)\tilde{U}_{XX}^+, \\
(99b) \quad \tilde{\gamma}_{X,Y}(\tilde{B}_X) &= \tilde{U}_{XX}(\tilde{I}_X \otimes \tilde{\mathcal{B}}_X)\tilde{U}_{XX}^+ = \tilde{U}_{XX}(\tilde{\mathcal{I}}_X \otimes \tilde{\mathcal{B}}_X)\tilde{U}_{XX}^+,
\end{align}

for $\tilde{\mathcal{A}}_X \in \tilde{\mathcal{A}}^+_X$ and $\tilde{\mathcal{B}}_X \in \tilde{\mathcal{A}}^+_X$, see (22), so these act identically on $\mathcal{H}_X$, respectively $\mathcal{H}_X$ of the $\tilde{U}_{XX}$-transformed $\mathcal{H}_Y$,

\begin{align}(100a) \quad \tilde{\gamma}_{X,Y}(\tilde{\mathcal{A}}_X)\tilde{U}_{XX}(|\psi_X\rangle \otimes |\psi_X\rangle) &= \tilde{U}_{XX}(\tilde{\mathcal{A}}_X|\psi_X\rangle \otimes |\psi_X\rangle), \\
(100b) \quad \tilde{\gamma}_{X,Y}(\tilde{\mathcal{B}}_X)\tilde{U}_{XX}(|\psi_X\rangle \otimes |\psi_X\rangle) &= \tilde{U}_{XX}(|\psi_X\rangle \otimes \tilde{\mathcal{B}}_X|\psi_X\rangle).
\end{align}

Considering pure states, that is, rank-1 projectors, we have that the parity superselection rule for pure states is

\begin{align}(101) \quad |\psi_X\rangle\langle \psi_X| \in \tilde{\mathcal{A}}^+_X \iff |\psi_X\rangle \in \mathcal{H}^+_X,
\end{align}

(this follows simply by (83d) and (85d)), that is, a physical pure state is given by a state vector with well-defined fermion number parity (83c). It is also easy to see by (101) that the product of canonical embeddings of pure physical states is pure,

\begin{align}(102a) \quad \forall X \in \xi, |\psi_X\rangle \in \mathcal{H}^X \implies \bigotimes_{X \in \xi} |\psi_X\rangle\langle \psi_X| = |\psi_Y\rangle\langle \psi_Y| \in \tilde{\mathcal{A}}^\# \subseteq \tilde{\mathcal{A}}^+_Y,
\end{align}

where the joint vector $|\psi_Y\rangle$ can be given by (93) and (98b) as

\begin{align}(102b) \quad |\psi_Y\rangle = \tilde{U}_{\tilde{\xi}}(\bigotimes_{X \in \xi} |\psi_X\rangle) = \bigotimes_{X \in \xi} |\psi_X\rangle.
\end{align}

The important point is that such property would not hold without the parity superselection rule, the products of canonical embeddings of pure states can be non-pure [47]. (It can be nonpositive, so not even a state. For explicit example, see Appendix C.5.)

7.3. Independence of mode subsets. Here we present some detailed results on the properties of fermionic $\tilde{\xi}$-elementary product operators in the general case, that is, without superselection, which illustrate how superselection fits in the general picture. Let us consider a set of operators $\{\mathcal{A}_X \neq 0 \mid \mathcal{A}_X \in \mathcal{A}_X, X \in \xi\}$, and let us denote with $m_+ := |\{X \in \xi \mid \mathcal{A}_X \in \mathcal{A}^+_X\}|$, $m_- := |\{X \in \xi \mid \tilde{\mathcal{A}}_X \in \tilde{\mathcal{A}}^-_X\}|$ and $m_0 := |\{X \in \xi \mid \mathcal{A}_X \in \tilde{\mathcal{A}}^-_X \setminus (\tilde{\mathcal{A}}^+_X \cup \tilde{\mathcal{A}}^-_X)\}|$ the number of even, odd and neither-even-nor-odd ones (the latter ones have nonvanishing projection in both subspaces).

First, for self-adjoint operators of well-defined parity, $\tilde{\mathcal{A}}^+_X = \mathcal{A}_X \in \tilde{\mathcal{A}}^+_X$, $m_0 = 0$, we have

\begin{align}(103a) \quad \bigotimes_{X \in \xi} \tilde{\mathcal{A}}^+_X \bigotimes_{X \in \xi} \mathcal{A}_X \iff m_- = (0 \text{ or } 1) \pmod{4}.
\end{align}

Second, for self-adjoint operators of non-defined parity, $\tilde{\mathcal{A}}^+_X = \mathcal{A}_X \in \tilde{\mathcal{A}}_X$, we have

\begin{align}(103b) \quad \bigotimes_{X \in \xi} \tilde{\mathcal{A}}^+_X \bigotimes_{X \in \xi} \mathcal{A}_X \iff \begin{cases}m_0 = 0 \text{ and } m_- = (0 \text{ or } 1) \pmod{4} \text{ or } \\
m_0 = 1 \text{ and } m_- = 0 \pmod{4}\end{cases}.
\end{align}
and, if additionally $\tilde{A}_X \geq 0$, then $m_- = 0$, and

$$(103c)\quad \bigotimes_{X \in \xi} \tilde{A}_X \geq 0 \iff m_0 = 0 \text{ or } 1.$$ 

From the latter we can recover the known result that product state extension of local states exists if and only if all of the local states are physical with at most one exception, proven originally in [47, 48], from which the main idea of the proof of (103c) is taken.

For the proof of (103a), $\bigotimes_{X \in \xi} \tilde{A}_X^\dagger$ (where $\xi$ is the reverse ordered $\bar{\xi}$) which equals to $\bigotimes_{X \in \xi} \tilde{A}_X^\dagger$ if and only if no overall $-1$ sign appears when the ordering of operators is reversed, see (88). Even operators do not count when swapping neighboring terms (88), the overall sign comes from swapping odd operators. Having $m_-$ odd operators, the number of those swappings is $(m_- - 1) + (m_- - 2) + \cdots + 2 + 1 = \sum_{k=1}^{m_- - 1} k = \frac{1}{2}m_-(m_- - 1)$, which is even, if and only if $m_- (m_- - 1) = 0 \pmod{4}$, if and only if $m_- = (0 \text{ or } 1) \pmod{4}$.

For the proof of (103b), having $m_+, m_- \text{ and } m_0 \text{ even}, \text{ odd and neither-even-nor-odd operators,}$ the product of them $\bigotimes_{X \in \xi} \tilde{A}_X^\dagger$ has components in subspaces of local parity $m'_1$ times even and $m'_2$ times odd, such that $(m'_1, m'_2) = (m_+ + m_0 - k, m_- + k)$ for $k = 0, 1, \ldots, m_0$. Since these are orthogonal linear subspaces in $\tilde{A}_\bar{\xi}$, the condition (103a) has to hold for all such local parities: $m'_1 = m_- + k := (0 \text{ or } 1) \pmod{4}$ for all $k = 0, 1, \ldots, m_0$, that is, we have the condition

$$\{m_- + k \mid k = 0, 1, \ldots, m_0\} \subseteq \{0 + 4l, 1 + 4l \mid l = 0, 1, \ldots\}.$$ 

If $m_0 = 0$, every operator has well-defined parity, then $k = 0$, and we get back the previous case, $m_- = (0 \text{ or } 1) \pmod{4}$. If $m_0 = 1$, then $k = 0, 1$, and the condition is $\{m_- - m_0 + 1\} \subseteq \{0 + 4l, 1 + 4l \mid l = 0, 1, \ldots\}$ which holds if and only if $m_- = 0 \pmod{4}$. If $m_0 \geq 2$, then $k = 0, 1, 2, \ldots, m_0$, and $\{m_- - m_0 + 1, m_- - 2, \ldots, m_- + m_0\}$ contains at least three consecutive numbers, so the condition does not hold.

For the proof of (103c), first note that if $\tilde{A}_X \geq 0$, then $\text{Tr}(\tilde{A}_X) > 0$, so positive semidefinite operators always have even component, see (89a) (that is, $m_- = 0$); and the question is, how many of them can have odd component too (that is, what are the possible values of $m_0$). Without loss of generality, assume that the first $m_0$ operators have odd component, $\tilde{A}_{X_k} \notin \tilde{A}_{X_k}^\dagger$ for $k = 1, 2, \ldots, m_0$. Take the odd parts of the first two, $\tilde{B}_{X_1} := \tilde{A}_{X_1}^\dagger := \tilde{\Pi}_{X_1}(\tilde{A}_{X_1})$ and $\tilde{B}_{X_2} := \tilde{A}_{X_2}^\dagger := \tilde{\Pi}_{X_2}(\tilde{A}_{X_2})$, and $\tilde{B}_{X_k} := \tilde{\Pi}_{X_k}(\tilde{A}_{X_k})$ for $k = 3, 4, \ldots, |\bar{\xi}|$, by which form $\tilde{B}_{Y} := \bigotimes_{X \in \xi} \tilde{B}_X = \tilde{A}_{X_1}^\dagger \otimes \tilde{A}_{X_2}^\dagger \otimes \tilde{I}_{Y \setminus (X_1 \cup X_2)}$. In general, $\tilde{A}_X^\dagger = \tilde{A}_X$ (because $\tilde{\Pi}_X(\tilde{A}_X)^\dagger = \tilde{\Pi}_X(\tilde{A}_X^\dagger)$, see (85b)). So

$$\tilde{B}_X^\dagger = \tilde{B}_X, \quad \forall X \in \xi,$$

$$\tilde{B}_{Y}^\dagger = \tilde{I}_{Y \setminus (X_1 \cup X_2)} \otimes \tilde{A}_{X_2}^\dagger \otimes \tilde{A}_{X_1}^\dagger = -\tilde{B}_Y,$$

see (88). In general, $C^\dagger = \pm C$ if and only if $(C \mid D) \in \mathbb{R}$ for all $D^\dagger = \pm D$ for the same sign. $(C^\dagger = \pm C$ if and only if $(C \mid D) = \pm (C^\dagger \mid D)$ for all $D^\dagger = D$ or $D^\dagger = -D$, since both self-adjoint and skew-self-adjoint operators span the finite dimensional operator algebra; then $(C \mid D) = \pm (C^\dagger \mid D) = (C^\dagger \mid \pm D) = (C^\dagger \mid D^\dagger) = (C \mid D)^\dagger$ for all $D^\dagger = \pm D$ for the same sign.)

So, forming the inner product

$$\left(\bigotimes_{X \in \xi} \tilde{A}_X \mid \tilde{B}_Y\right) = (\tilde{A}_{X_1} \mid \tilde{B}_{X_1})(\tilde{A}_{X_2} \mid \tilde{B}_{X_2}) \prod_{k=3}^{\bar{\xi}} \text{Tr}(\tilde{A}_{X_k})$$
(see (30), and \((\tilde{A}_X | \tilde{B}_X) = \overline{\text{Tr}}(\tilde{A}_X) > 0\) for \(k = 3, 4, \ldots, \lfloor \xi \rfloor\)), we have that the right-hand side is real, so \((\bigotimes_{X \in \xi} \tilde{A}_X) \dagger = - \bigotimes_{X \in \xi} \tilde{A}_X^\dagger\) on the left-hand side, leading to that, to have self-adjoint product \(\bigotimes_{X \in \xi} \tilde{A}_X\), there cannot be two operators \(\tilde{A}_X\) having odd component (so \(m_0 \leq 1\)). On the other hand, if none or one \(\tilde{A}_X\) has odd component (\(m_0 \leq 1\), then the operators \(\tilde{x}_X(\tilde{A}_X)\) for all \(X \in \xi\) are commuting pairwise, see (85b), and, due to the existence of a common set of spectral projectors, their product \(\prod_{X \in \xi} \tilde{x}_X(\tilde{A}_X) \equiv \bigotimes_{X \in \xi} \tilde{A}_X\) is also positive.

The mode subsets \(X \in \xi\) are called algebraically independent, if the subalgebras describing them commute with each other. As we have seen, CAR subalgebras \(\tilde{x}_X(\tilde{A}_X)\) of disjoint mode subsets \(X \in \xi\) do not commute with each other (88), leading to that the mode subsets \(X \in \xi\) are not algebraically independent. There is also a weaker concept. The mode subsets \(X \in \xi\) are called statistically independent (also called \(\text{C}^*\)-independent [44, 80, 81]), if, for all states of the mode subsets, there exist joint state extensions; that is, for all \(X \in \xi\) for all \(\tilde{\rho}_X \in \bar{D}_X\) there exists \(\tilde{\omega}_Y \in \bar{D}_Y\), such that \(\overline{\text{Tr}}_{X,Y}(\tilde{\omega}_Y) = \tilde{\rho}_X\) for all \(X \in \xi\). As we have seen, the product extension \(\tilde{\omega}_Y = \bigotimes_{X \in \xi} \tilde{\rho}_X\) would be a joint extension, however, not a joint state extension, since it is not a state in general, it is not positive semidefinite if \(\tilde{\rho}_X \in \bar{D}_X\) is not physical for at least two \(X \in \xi\), see (103c). (For explicit example, see Appendix C.5.) Moreover, it can be shown [47] that if \(\tilde{\rho}_X \in \bar{D}_X\) are pure for all \(X \in \xi\), then there exists no joint state extension if (and only if) at least two \(\tilde{\rho}_X \in \bar{D}_X\) are not physical.

7.4. Locality of maps. After constructing maps on mode subset \(Y\) from maps on mode subsets \(X \in \xi\), acting properly on fermionic \(\xi\)-elementary products (42c) at the end of Section 3.5, we mentioned that the same construction would not act properly on \(\xi\)-elementary products, ordered differently than \(\xi\). Having the anticommutation (88), we can now illustrate this, by taking two anticommuting elements, \(\tilde{x}_X, \tilde{x}_Y \in \tilde{A}_X, \tilde{A}_X \in \tilde{A}_{X,Y}\), a parity changing map \(\tilde{\Omega}_X \in \tilde{B}_X\), a parity preserving map \(\tilde{\Omega}_{X,Y} \in \tilde{B}_X\), and \(\tilde{\xi} = (X_2, X_1, X_3, \ldots, X_{\lfloor \xi \rfloor})\), interchanging the first two mode subsets only, leading to

\[
\bigotimes_{X \in \xi} \tilde{x}_X \bigotimes_{X \in \xi} \tilde{A}_X = \bigotimes_{X \in \xi} \tilde{x}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \\
= \bigotimes_{X \in \xi} \tilde{x}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \\
= -\tilde{\Omega}_{X,Y}(\tilde{\Omega}_X) \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \\
= -\tilde{\Omega}_{X,Y}(\tilde{\Omega}_X) \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X \bigotimes_{X \in \xi} \tilde{A}_X.
\]

From this, it is also clear that for general maps \(\tilde{\Omega}_X\) for all \(X \in \xi\), one cannot form \(\tilde{\Omega}_Y\), which would act as \(\tilde{\Omega}_Y(\bigotimes_{X \in \xi} \tilde{A}_X) = \bigotimes_{X \in \xi} \tilde{\Omega}_X(\tilde{A}_X)\) for all \(\xi\) ordering of \(\xi\). However, it can be done for even maps.

A special case of the above is that of the fermionic map embedding (49c). At the end of Section 3.6, we mentioned that it is not a strong extension, the second equality does not hold in (56). Having the anticommutation (88), we can now illustrate this, by taking two anticommuting elements, \(\tilde{x}_X, \tilde{x}_Y \in \tilde{A}_X, \tilde{B}_X \in \tilde{A}_X\), and a parity changing map \(\tilde{\Omega}_X \in \tilde{B}_X\), leading to

\[
\tilde{x}_X(\tilde{A}_X)(\tilde{B}_X \tilde{\Omega}_X) = (\tilde{A}_X \tilde{\Omega}_X)(\tilde{B}_X \tilde{\Omega}_X) = -\tilde{\Omega}_X(\tilde{A}_X) \tilde{B}_X = -\tilde{B}_X \tilde{\Omega}_X(\tilde{A}_X).
\]
Indeed, for operators of well-defined parity $\tilde{A}_X \in \tilde{A}_X^{s}$, the same overall sign appears in the two steps in the calculation

$$\left(\bigotimes_{x \in \xi} \tilde{\Omega}_X \right) \left(\bigotimes_{x \in \xi'} \tilde{A}_X \right) = \tilde{\Omega}_X(\tilde{A}_X).$$

(104)

Indeed, for operators of well-defined parity $\tilde{A}_X \in \tilde{A}_X^{s}$, the same overall sign appears in the two steps in the calculation

$$\left(\bigotimes_{x \in \xi} \tilde{\Omega}_X \right) \left(\bigotimes_{x \in \xi'} \tilde{A}_X \right) = \left(\bigotimes_{x \in \xi} \tilde{\Omega}_X \right) \left(\pm \bigotimes_{x \in \xi} \tilde{A}_X \right) = \left(\pm \bigotimes_{x \in \xi} \tilde{\Omega}_X(\tilde{A}_X) = (\pm 1)^2 \left(\bigotimes_{x \in \xi} \tilde{\Omega}_X(\tilde{A}_X),

since $\tilde{\Omega}_X$ does not change the parity. Then (104) follows by linearity.

As a special case of the above, the fermionic embedding $\tilde{\Omega}_X$ of the even map $\tilde{\Omega}_X \in \tilde{B}_X^{+}$ is a strong extension for the whole algebra $\tilde{A}_Y$ (not only on the $\{X, \hat{x}\}$-physical subalgebra $\tilde{A}_X^{\#}$, as we have seen (97a)-(97b) in Section 7.1), since in this case not only (56a) holds, but there is equality also in (56b), that is, for $\tilde{A}_X \in \tilde{A}_X$, $\tilde{B}_X \in \tilde{A}_X$, and for $\tilde{\Omega}_X \in \tilde{B}_X^{+}$,

$$\tilde{\Omega}_X(\tilde{\Omega}_X(\tilde{A}_X \otimes \tilde{B}_X) = \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X,$$

(105a)

$$\tilde{\Omega}_X(\tilde{\Omega}_X(\tilde{B}_X \otimes \tilde{A}_X) = \tilde{B}_X \otimes \tilde{\Omega}_X(\tilde{A}_X).$$

(105b)

Indeed, for $\tilde{A}_X \in \tilde{A}_X^{s}$, $\tilde{B}_X \in \tilde{A}_X^{s}$, we have

$$\tilde{\Omega}_X(\tilde{\Omega}_X(\tilde{A}_X \otimes \tilde{B}_X) = \tilde{\Omega}_X(\tilde{A}_X) \otimes \tilde{B}_X,$$

where the lower sign is for the case $\epsilon_X = \epsilon_Y = -1$ (two nonphysical operators anticommute), and $\tilde{\Omega}_X \in \tilde{B}_X^{+}$ does not change the parity (91b), $\tilde{\Omega}_X(\tilde{A}_X) \in \tilde{A}_X^{s}$.

As we have mentioned in Section 6.3, in a strict sense, a map can be defined physically meaningfully only for physical operators $\tilde{A}_X^{s}$. On the other hand, by the embedding $\tilde{\Omega}_X$, due to (105), an even map $\tilde{\Omega}_X \in \tilde{B}_X^{s}$ can act on odd-odd parts of a physical operator of a larger mode subset, as $\tilde{A}_X^{s} = \tilde{A}_X^{s} \otimes \tilde{A}_X^{s}$, and, in principle, its effect on odd-odd operators can be completely independent of its effect on even-even operators, which has consequences for the notion of local maps.

In the theory of correlation and entanglement, the characterization with respect to local maps is essential. In the laboratory, only physically defined maps can be performed, for which we have the embedding above, working as a strong extension (105). However, using a single physically defined $\tilde{\Omega}_X$ can be too restrictive for the definition of locality, so we call a map $X$-local for a subset of modes $X \subset Y$, if it is of the form

$$\tilde{\Omega}_Y = \tilde{\Omega}_X(\tilde{\Omega}_X) \circ \tilde{\Omega}_X + \tilde{2}_Y,$$

with the physically defined map $\tilde{\Omega}_X$ and the physically defined map $\tilde{2}_Y$, such that $\tilde{2}_Y(\tilde{A}_Y) = 0$ for all $\tilde{A}_Y \in \tilde{A}_X^{++}$; and we call a map $\xi$-local for a partition $\xi$ of $Y$, if it is of the form

$$\tilde{\Omega}_Y = \bigotimes_{x \in \xi} \tilde{\Omega}_X + \tilde{2}_Y,$$

with physically defined maps $\tilde{\Omega}_X \in \tilde{B}_X^{+}$, and the physically defined map $\tilde{2}_Y$, such that $\tilde{2}_Y(\tilde{A}_Y) = 0$ for all $\tilde{A}_Y \in \tilde{A}_Y^{s}$. With these we have that $\xi$-local maps are generated by $X$-local maps (where $X \subseteq \xi$), and $X$-local maps are the special cases of $\xi$-local maps (where $X \subseteq \xi$). The maps $\tilde{2}_Y$
are somewhat arbitrary, containing the operations which we cannot handle locally, since these act on operators having no physical parts locally. The definition of $X$-local maps leads to that these are also strong extensions if this is understood only for locally physical operators. Special cases are when $\tilde{\Xi}_Y = 0$ (such $X$-local maps annihilate $\tilde{A}_X^{\Xi}$), or when $\tilde{\Xi}_Y = \tilde{I}_Y I_X$ (such $X$-local maps do not change $\tilde{A}_X^{\Xi}$). An example for nontrivial action on $\tilde{A}_X^{\Xi}$ is an important special case, when $\tilde{U}_Y = \tilde{I}_{X,Y} (U_X) = \tilde{U}_X \otimes \tilde{I}_X$ (with the physical unitary $U_X \in \tilde{A}_X^{\Xi}$) acts as $\tilde{\Omega}_Y(\tilde{A}_Y) = \tilde{U}_Y \tilde{A}_Y \tilde{U}_Y^\dagger$, that is, $\tilde{\Omega}_Y = Ad_{\tilde{U}_Y}$; then $\tilde{\Omega}_X = \tilde{\Pi}_X^+ \circ Ad_{\tilde{U}_X} \circ \tilde{\Pi}_X^-$, and $\tilde{\Xi}_Y = \tilde{\Pi}_X^- \circ Ad_{\tilde{U}_X} \circ \tilde{\Pi}_X^+$. Similarly, when $\tilde{U}_Y = \bigotimes_{X \in \xi} \tilde{U}_X$ (product of physical unitaries $U_X \in \tilde{A}_X^{\Xi}$) acts as $\tilde{\Omega}_Y = Ad_{\tilde{U}_Y}$; then $\tilde{\Omega}_X = Ad_{\tilde{U}_X} \circ \tilde{\Pi}_X^+$, and $\tilde{\Xi}_Y = Ad_{\tilde{U}_X} \circ (\tilde{\Pi}_X^+ - \tilde{\Pi}_X^-)$.

Trace preserving completely positive (TPCP) $\xi$-local maps are called $\xi$-local operations ($\xi$-LO). $\xi$-local operations and classical communications ($\xi$-LOCC) can also be formulated in the usual way. That is, when the application of $\xi$-LOs may depend on outcomes of measurements performed locally, that is, described by $X$-local TPCP maps $\tilde{\Omega}_Y = \sum_m \tilde{\Omega}_{Y,m}$, where the measurement outcomes are given by $X$-local trace nonincreasing CP maps $\tilde{\Omega}_{Y,m}$.

7.5. Fermionic correlation and entanglement under parity superselection. Turning to quantum states, let us use the notations $\tilde{D}^+_Y := \tilde{D}_Y \cap \tilde{A}_X^\#$ for the physical states, and $\tilde{D}_X^\# := \tilde{D}_Y \cap \tilde{A}_X^\#$ for the $\xi$-locally physical states for the partition $\xi \in \Pi(Y)$ of the mode subset $Y \subseteq M$.

Making use of the parity superselection, for the definition of $\xi$-uncorrelated mode subsets, we expect factorizing expectation values again, however, this time not for all $\xi$-elementary product operators, but only for $\xi$-locally physical ones. Expressing these with the Hilbert–Schmidt inner product (1) and the state $\tilde{\rho}_Y \in \tilde{D}^+_Y$, we have the following definition for the $\xi$-uncorrelated physical states of mode subset $Y$ (states of the $\xi$-uncorrelated mode subset $Y$)

$$\forall X \in \xi, \forall \tilde{A}_X \in \tilde{A}_X^{\Xi} : \quad \left( \tilde{\rho}_Y \big| \bigotimes_{X \in \xi} \tilde{A}_X \right) := \prod_{X \in \xi} \left( \tilde{\rho}_X \big| \tilde{A}_X \right),$$

where $\tilde{\rho}_X = \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y)$ is the fermionic reduced state (63), (65). The difference between this and (77) is in that this condition is given only for physical operators, so only for the $\xi$-even subspace $\tilde{A}_X^\#$. Because of this, the step from (78) to (79) in the derivation in Section 5.2 cannot be done, we have the result on the $\xi$-even subspace only. This leads to the set of $\xi$-uncorrelated physical states of mode subset $Y$ as

$$\tilde{D}^\#_{Y,\text{unc}} := \left\{ \tilde{\rho}_Y \in \tilde{D}^+_Y \big| \tilde{\Pi}_X^\#(\tilde{\rho}_Y) = \bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) \right\},$$

using the projector (87a). (This is the multipartite generalization of the state set $\mathcal{P}1_X$ in [17].) Note that if $\tilde{\rho}_Y \in \tilde{D}^+_Y$, then $\tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) \in \tilde{D}^+_X$ for all $X \in \xi$ because of (89b), then $\bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) \in \tilde{D}^\#$, because of (89c) and (26), this is why $\tilde{\Pi}_X^\#$ could be dropped on the right-hand side of the condition. On the other hand, it is also important to note that $\bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\Pi}_X^\#(\tilde{\rho}_Y)) = \bigotimes_{X \in \xi} \tilde{\Pi}_X^+ \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) = \tilde{\Pi}_X^\# \bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) = \bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y)$, by (87a), so these are the physical states which are product in the $\xi$-locally physical subspace.

There is no restriction on the other $\xi$-local parity subspaces of $\tilde{D}^+_Y$. Although these states cannot be prepared from pure product physical states (product physical states are $\xi$-locally physical) by $\xi$-LO in general, the correlations in these states cannot be accessed by $\xi$-LO. The other states are $\xi$-correlated physical ones, contained in $\tilde{D}^+_Y \setminus \tilde{D}^\#_{Y,\text{unc}}$.

We can write also the states which can be prepared from pure product physical states by $\xi$-LO, leading to the set of $\xi$-product physical states of mode subset $Y$, which can also be called
\textit{strongly }\xi\textit{-uncorrelated physical states of mode subset }Y\textit{ (states of the strongly }\xi\textit{-uncorrelated mode subset }Y\textit{) as}
\begin{equation}
\tilde{D}_{\xi-\text{unc}}^\#: = \left\{ \tilde{\rho}_Y \in \tilde{D}_Y^+ \left| \tilde{\rho}_Y = \bigotimes_{X \in \xi} \tilde{\text{Tr}}_{Y,X}(\tilde{\rho}_Y) \right. \right\} \subset \tilde{D}_\xi^#,
\end{equation}

thanks to the tensor product structure in \(\tilde{A}_\xi^#\), see Section 7.1. (This is the multipartite generalization of the state set \(P_{3t}\) in [17].) The inclusion follows from the same reasoning as above. It can also be seen that }\xi\textit{-LO-preparable (}\xi\textit{-product) states are }\xi\textit{-uncorrelated,
\begin{equation}
\tilde{D}_{\xi-\text{unc}}^\# \subseteq \tilde{D}_{\xi-\text{unc}}^+.
\end{equation}

Note that if \(\tilde{\rho}_Y \in \tilde{D}_Y^+\), and \(\tilde{\rho}_Y \in \tilde{D}_{\xi-\text{unc}}^\#\), see (80), then \(\tilde{\rho}_Y \in \tilde{D}_{\xi-\text{unc}}^\#\) because of (103c), so we have \(\tilde{D}_{\xi-\text{unc}}^\# = \tilde{D}_{\xi-\text{unc}} \cap \tilde{D}_Y^+\). The difference between \(\tilde{D}_{\xi-\text{unc}}^\#\) and \(\tilde{D}_{\xi-\text{unc}}^\#\) is restricted to nonphysical subspaces \(\tilde{A}_\xi^\#\) which have exactly one nonphysical part, see (103c), that is, when }\epsilon\textit{ is such that }\{X \in \xi \mid }\epsilon_X = -1\}\{ = 1.

We can write the set of statistical mixtures of }\xi\textit{-uncorrelated physical states, which can also be called \textit{weakly }\xi\textit{-separable physical states of mode subset }Y\textit{ (states of the weakly }\xi\textit{-separable mode subset }Y\textit{) as}
\begin{equation}
\tilde{D}_{\xi-\text{sep}}^+ := \text{Conv }\tilde{D}_{\xi-\text{unc}}^+.
\end{equation}

(This is the multipartite generalization of the state set }S_{1t}\text{ in [17].)

A mode subset }Y \subseteq M\textit{ is }\xi\textit{-separable that is, separable with respect to the partition }\xi \in \Pi(Y),\textit{ if it can be prepared by the use of }\xi\textit{-LOCC only from uncorrelated }\xi\textit{-local sources. So the set of }\xi\textit{-separable physical states of mode subset }Y\textit{ (states of the }\xi\textit{-separable mode subset }Y\textit{) is}
\begin{equation}
\tilde{D}_{\xi-\text{sep}}^\# := \text{Conv }\tilde{D}_{\xi-\text{unc}}^\#.
\end{equation}

(This is the multipartite generalization of the state set }S_{3t}\text{ in [17].) The other states are }\xi\textit{-entangled physical ones, contained in }\tilde{D}_Y^+ \setminus \tilde{D}_{\xi-\text{sep}}^\#,\textit{ to prepare them, some quantum communication (quantum interaction) is needed among the mode subsets. It can also be seen that }\xi\textit{-LOCC-preparable states are mixtures of }\xi\textit{-uncorrelated states,}
\begin{equation}
\tilde{D}_{\xi-\text{sep}}^\# \subseteq \tilde{D}_{\xi-\text{sep}}^+,
\end{equation}

following from (109).

Note that for the so called Level I notions of partial correlation or entanglement [29, 37–39], it is enough to consider one partition at a time, which would allow the use of standard partial trace and Kronecker product after particular mode reordering to write conditions like (108a), (108b), (108a) or (108b) in terms of matrix elements, as we have seen. For Level II notions, such as }k\textit{-partitionability, }k\textit{-producibility or }k\textit{-stretchability of correlation or entanglement [29, 37–39], one has to consider many incompatible partitions simultaneously, and the use of many mode reorderings in parallel would be highly inconvenient. By contrast, applying phase factors in the use of }\tilde{\text{Tr}}_{Y,X}\text{ and }\otimes\text{ is straightforward, and much simpler than mode reordering. The same holds when functions of reduced states are evaluated, which is typically the case of correlation and entanglement measures.}

Summing up, we have seen that the two characteristic properties of correlation and of entanglement are split up [17]. For correlation, factorizing expectation values of }\xi\textit{-locally physical quantities (no correlation) (108a) leads to weaker condition than }\xi\textit{-LO-preparability (productness) (108b). Similarly for entanglement, statistical mixtures of uncorrelated modes (108a) leads to a weaker condition than }\xi\textit{-LOCC-preparability (separability) (110b).}
8. Summary and remarks

The operator algebra of \( n \) fermionic modes is isomorphic to that of \( n \)-qubit systems, the difference between them is twofold: the embedding of subalgebras corresponding to mode subsets and multiqubit subsystems on the one hand, and the parity superselection for fermions on the other. In this work, these two points were discussed extensively, and illustrated in the Jordan–Wigner representation. Summing up, we emphasize the main points here.

In Section 2, we recalled the Jordan–Wigner representation of fermionic modes. Because of the anticommutation of the fermionic operators, the fermionic occupation cannot be encoded locally into qubits, as can be seen also in the form \( \tilde{\Gamma}_Y \) of Jordan–Wigner representation (7b). Two bases (7) are defined in the operator algebra, which are natural in the qubit and fermionic cases (8), leading to two isomorphic algebras \( \mathcal{A}_Y \) and \( \tilde{\mathcal{A}}_Y \). The map \( \Phi_Y \) connects the two bases (10), it is unitary (11), and although it is not a *-algebra isomorphism, it connects the products of qubit and (ordered) fermionic operators (13), so it respects the subsystem/mode-subset structure. One can think of the effect of \( \Phi_Y^{-1} \) as transforming out the fermionic nature of the operators, leaving only the quantum information about the occupation structure. However, one should be careful with this interpretation, since \( \Phi_Y \) is not positive, and not even self-adjointness preserving.

In Section 3, we have constructed some advanced tools for the Jordan–Wigner representation. The way of this turned out to be mainly (i) transforming out the fermionic nature of the operators by \( \Phi_Y^{-1} \), so that only the occupation properties of the modes remain, (ii) then applying the standard tool for the occupation properties, using the natural tensor product structure for qubits, (iii) then transforming back by \( \Phi_Y \). Based on analogy with the standard basis, by the fermionic basis we have constructed the fermionic tensor product (14b) through the unitary map \( \tilde{\Psi}_\xi \) (15b); the fermionic canonical embedding (20b), being the generalization of \( \tilde{\Gamma}_Y \) (24); the fermionic partial trace (34b), (38b), being the \( \Phi_Y \)-adjoined version of the qubit partial trace (35); the fermionic product of maps (42b)-(42c); and the fermionic embedding of maps (48b)-(48c).

Fermionic systems are usually treated in the algebraic way, when the algebra of the whole system is considered, then subalgebras describing the subsystems are characterized. Here we have followed the opposite way, when the algebra of the system is built up from the algebras of the subsystems, analogously to the qubit case, where this is made possible by the tensor product structure, being present naturally in qubit systems. So it is important to emphasize again that the operation which we call “fermionic tensor product” for convenience is not a proper tensor product, it obeys only the linear but not the algebraic properties. Also, the fermionic tensor product \( \otimes \) (15) and the usual product of canonical embeddings \( \otimes \) (26) are different in general, connected by the unitary map \( \tilde{\Lambda}_\xi^{-1} \) (28b). The exception is the case of partitions containing subsets of neighboring modes, ordered accordingly to the Jordan–Wigner ordering, considered usually in the literature, when \( \tilde{\Lambda}_\xi^{-1} \) is the identity map (32b). Another important point is that, since there is no proper tensor product structure compatible with the mode subalgebra structure, the fermionic product and embedding of maps constructed are not canonical. Nevertheless, the practical importance of these constructions is that they provide explicit ways of writing maps acting on mode subsets (43a)-(43b), (48b)-(48c), by \( \tilde{\Psi}_\xi \) and \( \tilde{\Lambda}_\xi^{-1} \).

From a technical point of view, this formalism, by \( \Phi_Y \), \( \tilde{\Psi}_\xi \) and \( \tilde{\Lambda}_\xi^{-1} \) provides a very convenient way of book-keeping fermionic phase factors, coming from the anticommutation of the fermionic creation and annihilation operators. It allows to handle arbitrary mode subsets and arbitrary partitionings in a uniform way, without the need for ad hoc reordering of the modes. The resulting formulas (10c), (120b) and (126b) are easy to implement also in numerical program packages, where concrete matrices and Kronecker products are employed instead of abstract generated algebras. Note that standard partial trace and Kronecker product of matrices, i.e.,
without phase factors, can be used for special mode subsets or partitions only, which can be reached by applying mode reordering in general (Sections 3.3, 4.4, 7.1 and 7.5). In many cases, mode reordering is inconvenient, while the formalism presented is straightforward.

In Section 4, we have considered states and reduced states in the qubit and fermionic cases. We have shown that, as the qubit reduced states (60) are given by the usual partial trace (34a), the fermionic reduced states (63) are given by the fermionic partial trace (34b), (65). This is because the state reduction, given by the partial traces, is the adjoint map of the state extension, given by the canonical embeddings in both cases (36). An important, out-of-the-box result is the calculation of the fermionic reduced density matrices (69a) (Appendix B.8), using the phase factors (10c). The fermionic partial trace turns out then to be a trace preserving completely positive map, since the state reduction (63) itself has this property. Note that states and reduced states, as positive normalized linear functionals, could be written without the parity superselection. Superselection is needed for joint state extensions, independence of mode subsets and locality of maps.

In Section 5, we have considered correlation and entanglement of qubits and of fermionic modes without the parity superselection. For qubits, we recalled that factorizing expectation values of local operators (no correlation), productness and LO-preparability coincide (75), as well as mixability from uncorrelated systems and LOCC-preparability (separability) coincide (76). For fermionic systems, factorizing expectation values of operators of disjoint mode subsets (no correlation) and productness (80), as well as mixability from uncorrelated systems (81) could be defined; however, these could not be interpreted as LO- or LOCC-preparability, since locality could not be defined at that point, without parity superselection.

In Section 6, we have written out some tools for the parity superselection. We have done this on the level of Hilbert spaces, operator algebras and map algebras. The superselection leads to subspaces $H_\xi^\pm_Y$ of vectors of well-defined fermion-number parity in the Hilbert space (83c); subspaces $\bar{A}_\xi^\pm_Y$ of operators of well-defined fermion-operator parity in the operator algebra (85c), containing operators which preserve (even) or alter (odd) the fermion-number parity (86b); subspaces $\bar{B}_\xi^\pm_Y$ of maps of well-defined fermion-map parity in the map algebra (90c), containing maps which preserve (even) or alter (odd) the fermion-operator parity (91b). On the level of maps, we have made another distinction, being important conceptionally: the even maps annihilating odd operators are the physically defined maps. This restriction is given because a map can be given physically meaningfully only for even operators. Note that different embeddings into physically defined maps of larger mode subsets make possible the action on globally even, locally odd operators of $\tilde{\bar{A}}_\xi^\pm_X\bar{\bar{X}}$. In Section 7, we have considered the consequences of the parity superselection. We have written out the tensor product structure in the $\xi$-locally physical subalgebra explicitly (93), (98b), the independence of mode subsets, the locality of maps and the notions of correlation and entanglement.

Imposing the parity superselection, which establishes the commutation of subalgebras describing disjoint mode subsets, leads to the tensor product structure (93) in the $\xi$-locally physical subalgebra $\bar{A}_\xi^\#$. This also restores the $*$-algebraic properties of $\hat{\otimes}$ (95), (96), and makes the fermionic map embedding (48c) a strong extension (105) for even maps for the whole algebra. The tensor product structure in the algebra $\tilde{\bar{A}}_\xi^\#$ gives rise to a tensor product structure in the Hilbert space $H_Y$ (98b), which works only if the action of the $\xi$-locally physical subalgebra $\bar{A}_\xi^\#$ is considered. In this case, one can also express the joint state vector (102b) of pure states given by local state vectors (102a).

Without the parity superselection, the algebraic independence (commutativity) of CAR subalgebras of disjoint mode subsets does not hold. Neither does the weaker statistical independence
hold, which means that joint state extensions do not exist, since there exist states of disjoint mode subsets, for which there exists no product state extension \[44\]. We have given a slightly modified proof of the result \(103c\) that the existence of joint extension is guaranteed, if all the states are physical, with at most one exception \[47\]. It is also known that two nonphysical states may not have symmetric purification (pure state extension of the same non-zero part of the spectrum) \[46\]. We note that these nonindependence results recalled here have far-reaching consequences for entropic quantities, which are often used for the quantification of correlation and entanglement. For example, the triangle inequality for the von Neumann entropy does not hold in general \[44\], and, although the strong subadditivity (SSA) of the von Neumann entropy still holds for the general case \[45\], the so called MONO-SSA, which is equivalent by purification to SSA for the qubit case, does not hold \[46\]. Such phenomena were also noticed later in the literature \[33, 40–43\], and can be avoided by imposing the parity superselection \[33, 43\], establishing not only statistical but also algebraic independence.

In the theory of correlation and entanglement, the characterization of these notions with respect to local maps is essential. The tensor product structure \(93\) is given only in the \(\xi\)-locally physical subalgebra \(\tilde{A}_X^\xi \subseteq \tilde{A}_X^P\) of the whole physical subalgebra. The appearance of subspaces like \(\tilde{A}_{X_1 \cdots X_m}^+ \subseteq \tilde{A}_X^P\) leads to conceptual novelties of the notions of fermionic correlation and entanglement, even for globally physical states. By the superselection, \(X\)-local \((106a)\) and \(\xi\)-local \((106b)\) maps can be defined as the embeddings \((48c)\), \((105)\) and products \((42c)\) \((104)\) of physically defined maps, supplemented by physically defined maps acting on globally even operators having locally odd components. In our point of view the maps are given on the whole algebra, so sticking to physically defined maps (even maps annihilating odd operators) is important, since maps acting on odd operators is not meaningful physically.

We have also considered correlation and entanglement of fermionic modes with the parity superselection. We recovered that the two characteristic properties of correlation and of entanglement are split up \[17\]. For correlation, factoring expectation values of \(\xi\)-locally physical quantities (no correlation) \((108a)\) leads to a weaker condition than \(\xi\)-LO-preparability (product-ness) \((108b)\). Similarly for entanglement, statistical mixtures of uncorrelated modes \((110a)\) lead to a weaker condition than \(\xi\)-LOCC-preparability (separability) \((110b)\).

Regarding correlation and entanglement \[82, 83\], the material covered here is just the beginning of the story for fermions, the mere definition of correlation and entanglement (uncorrelated and separable states) \[17\]. We mention that, for fermionic modes, entropic entanglement measures \[84–86\] and negativity \[53\] were applied; SLOCC invariant polynomials and entanglement measures were constructed for few mode systems \[57\]; and separability, locality, canonical forms, and maximally entangled state sets were given for fermionic Gaussian states \[35\]. We note in a nutshell that in a scenario when the distant laboratories of Alice and Bob can share multiple copies of a state (an even state, having locally even-even and odd-odd parts), the locally odd parts, which could not be reached by local physical operations when only a single copy is present, become accessible, since the locally odd parts of an even number of copies will be even in each laboratory, affecting the definition of entanglement. Such situation was already considered for the case when superselection rules are imposed on qubit systems \[14, 15\].

Finally, it is natural to ask, at least for typographic reasons, what if \(\otimes\) would be used instead of \(\otimes\) in the definitions of correlation and entanglement? That is, can these be formulated in terms of fermionic tensors, instead of the usual algebraic point of view, used above? The short answer is no. Although the definitions in Section 7.5 and in Section 5.2 could be repeated with \(\otimes\) instead of \(\otimes\), the problem is that for \(\tilde{A}_X \geq 0\), the fermionic tensor product \(\bigotimes_{X \in \xi}(\tilde{A}_X)\) is not necessarily positive, not even for \(\tilde{A}_X \in \tilde{A}_X^P\). Although this could be handled by redefining...
positivity with $\tilde{\Lambda}_\xi$, but this would be $\xi$-dependent in general, and $\xi$-dependent in $\tilde{A}^{\eta}_\xi$, so it could hardly carry any meaning more than a transformation of the original approach.

In conclusion, we would like to emphasize again the nonlocal properties of CAR algebraic description of fermionic systems and the conceptual relevance of the parity superselection, which could be out of scope of some parts of the quantum information community. These fundamental concepts are inevitable for the physically correct investigation of fermionic systems, and future research in this topic should necessarily rely on these.
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APPENDIX A. ON THE JORDAN–WIGNER REPRESENTATION

A.1. Identities for the Jordan–Wigner representation. First, for mode \( i \in M \), we have for the phase operator that

\[
E_i^{\mu,\nu'} p_i^{\nu} = (|\phi_i^\nu'| \langle \phi_i^{\nu'} | (|\phi_i^\nu| \langle \phi_i^{\nu'} |
+ (-1)^\mu |\phi_i^{\nu'}| \langle \phi_i^{\nu} |)
\]

Using this, we begin with deriving some basic identities as finger-exercises, gradually from simpler to involved. We will use the multi-index notation, introduced in the main text.

For the whole subsystem/mode subset \( Y \subseteq M \), we have

\[
\prod_{i \in Y} \Gamma_Y(E_i^{\mu_i,\nu_i}) = \prod_{i \in Y} \left( \bigotimes_{k \in Y, i < k} I_k \otimes E_i^{\mu_i,\nu_i} \otimes \bigotimes_{k \in Y} I_k \right) = \bigotimes_{i \in Y} E_i^{\mu_i,\nu_i},
\]

being just the standard multipartite basis, and, for the fermionic case,

\[
\prod_{i \in Y} \tilde{\Gamma}_Y(E_i^{\mu_i,\nu_i}) = \prod_{i \in Y} \left( \bigotimes_{k \in Y, i < k} \phi_k^{\mu_i + \nu_i} \otimes E_i^{\mu_i,\nu_i} \otimes \bigotimes_{k \in Y} I_k \right)
\]

and, for the fermionic case,

\[
\prod_{j \in X} \Gamma_Y(E_j^{\mu_j,\nu_j}) = \prod_{j \in X} \left( \bigotimes_{k \in X, j < k} I_k \otimes E_j^{\mu_j,\nu_j} \otimes \bigotimes_{k \in X} I_k \right) = \bigotimes_{j \in X} E_j^{\mu_j,\nu_j} \otimes \bigotimes_{k \in X} I_k,
\]

and, for the fermionic case,

\[
\prod_{j \in X} \tilde{\Gamma}_Y(E_j^{\mu_j,\nu_j}) = \prod_{j \in X} \left( \bigotimes_{k \in X, j < k} \phi_k^{\mu_j + \nu_j} \otimes E_j^{\mu_j,\nu_j} \otimes \bigotimes_{k \in X} I_k \right)
\]

We use the convention that the empty sum is zero (the additive identity), the empty product is the (multiplicative) identity, and the empty tensor product is the identity over the one-dimensional Hilbert space (the tensor product identity).
Now we obtain the expansion coefficients in the standard basis (7a). For the whole subsystem/mode subset $Y \subseteq M$, we have

$$\left( E_{Y}^{\nu,\nu'} | E_{Y}^{\mu,\mu'} \right) \overset{(113a)}{=} \left( \bigotimes_{i \in Y} E_{i}^{\nu_{i},\nu'_{i}} \right) \left( \bigotimes_{j \in Y} E_{j}^{\mu_{j},\mu'_{j}} \right) \overset{(18a)}{=} \prod_{i \in Y} \left( E_{i}^{\nu_{i},\nu'_{i}} | E_{j}^{\mu_{j},\mu'_{j}} \right) = \delta^{\nu,\mu} \delta^{\nu',\mu'},$$

which is just the orthonormality of the standard multipartite basis, and, for the fermionic case,

$$\left( E_{Y}^{\nu,\nu'} | E_{Y}^{\mu,\mu'} \right) \overset{(113a)}{=} \left( \bigotimes_{i \in Y} E_{i}^{\nu_{i},\nu'_{i}} \right) \left( \bigotimes_{j \in Y} E_{j}^{\mu_{j},\mu'_{j}} \right) \overset{(114a)}{=} \prod_{i \in Y} \left( E_{i}^{\nu_{i},\nu'_{i}} \bigotimes_{k \in \tilde{X}} I_{k} \right) = \delta^{\nu,\mu} \delta^{\nu',\mu'},$$

On the other hand, for a subsystems/mode subsets $X \subseteq Y \subseteq M$, we have

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \Gamma_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(113a)}{=} \left( \bigotimes_{i \in Y} E_{i}^{\nu_{i},\nu'_{i}} \right) \left( \bigotimes_{j \in X} E_{j}^{\mu_{j},\mu'_{j}} \bigotimes_{k \in \tilde{X}} I_{k} \right) \overset{(114a)}{=} \prod_{k \in \tilde{X}} \left( E_{k}^{\nu_{k},\nu'_{k}} \bigotimes_{p_{k} \in \tilde{X} \setminus k} \delta^{\nu,\mu} \delta^{\nu',\mu'}, \right)$$

and, for the fermionic case,

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \tilde{\Gamma}_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(113a)}{=} \left( \bigotimes_{i \in X} \mu'_{i} \bigotimes_{i,j \in \tilde{X}} \delta^{\nu_{i},\mu_{j}} \right) \left( \bigotimes_{j \in X} E_{j}^{\mu_{j},\mu'_{j}} \bigotimes_{k \in \tilde{X}} I_{k} \right) \overset{(114a)}{=} \prod_{k \in \tilde{X}} \left( E_{k}^{\nu_{k},\nu'_{k}} \bigotimes_{p_{k} \in \tilde{X} \setminus k} \delta^{\nu,\mu} \delta^{\nu',\mu'}, \right)$$

Summarizing the findings, we have

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \Gamma_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(114a)}{=} \delta^{\nu,\mu} \delta^{\nu',\mu'},$$

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \tilde{\Gamma}_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(114a)}{=} \delta^{\nu,\mu} \delta^{\nu',\mu'},$$

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \Gamma_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(114a)}{=} \delta^{\nu,\mu} \delta^{\nu',\mu'},$$

$$\left( E_{Y}^{\nu,\nu'} | \prod_{j \in X} \tilde{\Gamma}_{Y} \left( E_{j}^{\mu_{j},\mu'_{j}} \right) \right) \overset{(114a)}{=} \delta^{\nu,\mu} \delta^{\nu',\mu'},$$
with the phase factor

\[ f_{Y}^{\nu,\nu'} = (-1)^{\sum_{k \in Y \cap i < k} (\nu_k + \nu_k')} , \]

which can also be written for all partitions \( \xi \in \Pi(Y) \) as

\[ f_{Y}^{\nu,\nu'} = (-1)^{x_{\xi} \sum_{k \in X \cap i < k} (\nu_k + \nu_k')} . \]

A.2. **Phase factors for few modes.** Here we show the phase factors \( f_{Y}^{\nu,\nu'} \), given in (116a), for small mode subsets \( Y \subseteq M \). These are written in matrices indexed with multi-indices \( \nu_Y = (\nu_1, \nu_2, \ldots) \) ordered lexicographically with respect to the Jordan–Wigner ordering of the modes. For \( |Y| = 2 \), we have

\[ f_{1,2} = \begin{pmatrix} + & + & + & + \\ + & + & + & + \\ + & + & + & + \\ + & + & + & + \end{pmatrix} . \]

For \( |Y| = 3 \), we have

\[ f_{1,2,3} = \begin{pmatrix} + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \end{pmatrix} . \]

For \( |Y| = 4 \), we have

\[ f_{1,2,3,4} = \begin{pmatrix} + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + & + \end{pmatrix} . \]

A.3. **On the explicit formula of the basis transformation.** Here we show the derivation of (10a)-(10c), which is simply

\[ \tilde{E}_{Y}^{\nu,\nu'} \tilde{E}_{Y}^{\mu,\mu'} = \sum_{\mu,\mu'} \left( E_{Y}^{\mu,\mu'} \mid E_{Y}^{\nu,\nu'} \right) E_{Y}^{\mu,\mu'}^{(115b)} = f_{Y}^{\nu,\nu'} E_{Y}^{\nu,\nu'} . \]

A.4. **Product of fermionic basis elements.** Here we show the derivation of the product of two fermionic basis elements (7b), as

\[ \tilde{E}_{Y}^{\nu,\nu'} \tilde{E}_{Y}^{\mu,\mu'}^{(10b)} = f_{Y}^{\nu,\nu'} f_{Y}^{\mu,\mu'} E_{Y}^{\nu,\nu'} E_{Y}^{\mu,\mu'} \]

\[ = f_{Y}^{\nu,\nu'} f_{Y}^{\nu,\nu'} \delta^{\nu,\nu'} E_{Y}^{\nu,\nu'} \]

\[ = \delta^{\nu,\nu'} \delta^{\nu',\nu'} f_{Y}^{\nu,\nu'} E_{Y}^{\nu,\nu'} \]

\[ = \delta^{\nu',\nu'} \delta^{\nu',\nu'} \tilde{E}_{Y}^{\nu,\nu'} \]

\[ = \delta^{\nu',\nu'} \delta^{\nu',\nu'} \tilde{E}_{Y}^{\nu,\nu'} . \]
Exploiting the Kronecker-delta, we have
\begin{equation}
\tilde{E}_{\gamma}^{\nu,\mu'} \tilde{E}_{\gamma}^{\mu,\mu'} = \delta^{\nu'} \delta^{\mu'} ( -1)^{\nu + \nu'} \sum_{k \geq k' \geq k} \sum_{\nu_k + \nu_{k'} = \nu} E_{\gamma}^{\nu,\mu} \\
= \delta^{\nu'} \delta^{\mu'} ( -1)^{\nu + \nu'} \sum_{k \geq k' \geq k} \sum_{\nu_k + \nu_{k'} = \nu} \tilde{E}_{\gamma}^{\nu,\mu}.
\end{equation}

(118)

Note that the first form here tells us that if at least one of the operators is diagonal, the arising phase factor is the trivial +1.

A.5. **On the product property of the basis transformation.** Here we show the derivation of (13), that is, for the mode subsets \(X \subseteq Y \subseteq M\),

\[ \forall \{A_j \mid j \in X\} : \quad \Phi_Y \left( \prod_{j \in X} \Gamma_Y(A_j) \right) = \prod_{j \in X} \Phi_Y (\Gamma_Y(A_j)), \]

which holds if and only if it holds for the basis elements (2),

\[ \forall \mu_X, \mu'_X : \quad \Phi_Y \left( \prod_{j \in X} \Gamma_Y (E_j^{\mu_j,\mu'_j}) \right) = \prod_{j \in X} \Phi_Y (\Gamma_Y (E_j^{\mu_j,\mu'_j})), \]

because of linearity. Let us start with the left-hand side

\[
\Phi_Y \left( \prod_{j \in X} \Gamma_Y (E_j^{\mu_j,\mu_j'}) \right) \overset{115c}{=} \Phi_Y \left( \sum_{\nu,\nu'} \delta^{\nu} \delta^{\nu'} \sum_{\mu_X, \mu'_X} \sum_{\nu_X, \nu'_X} \tilde{E}_{\gamma}^{\nu,\mu} \Gamma_Y (E_j^{\nu_X,\nu'_X}) \right) \\
= \sum_{\nu,\nu'} \delta^{\nu} \delta^{\nu'} \sum_{\mu_X, \mu'_X} \sum_{\nu_X, \nu'_X} \tilde{E}_{\gamma}^{\nu,\mu} \Phi_Y (E_j^{\nu_X,\nu'_X}) \\
\overset{10a}{=} \sum_{\nu,\nu'} \delta^{\nu} \delta^{\nu'} \sum_{\mu_X, \mu'_X} \sum_{\nu_X, \nu'_X} \tilde{E}_{\gamma}^{\nu,\mu} \\
= \sum_{\nu,\nu'} \delta^{\nu} \delta^{\nu'} \sum_{\mu_X, \mu'_X} \sum_{\nu_X, \nu'_X} \tilde{E}_{\gamma}^{\nu,\mu} \Gamma_Y (E_i^{\nu_i,\nu'_i}) \\
= \prod_{i \in Y} \left\{ \delta^{\nu_i,\mu_i} \delta^{\nu'_i,\mu'_i} \tilde{Y}_i (E_i^{\nu_i,\nu'_i}) \text{ if } i \in X \right\} \\
= \prod_{i \in Y} \left\{ \delta^{\nu_i,\mu_i} \delta^{\nu'_i,\mu'_i} \tilde{Y}_i (E_i^{\nu_i,\nu'_i}) \text{ if } i \in \bar{X} \right\} \\
= \prod_{i \in Y} \left\{ \tilde{Y}_i (E_i^{\nu_i,\nu'_i}) \text{ if } i \in X \right\} \\
= \prod_{j \in X} \tilde{Y}_j (E_j^{\mu_j,\mu_j'}),
\]
where we have used \( \sum_{\nu_j} \tilde{\Gamma}_Y (E^{\mu_i, \nu_i}) = \tilde{\Gamma}_Y (I_i) = \tilde{I}_Y \) in the last step. So we have

\[
(119a) \quad \Phi_Y \left( \prod_{j \in X} \Gamma_Y (E^{\mu_j, \nu_j}) \right) = \prod_{j \in X} \tilde{\Gamma}_Y (E^{\mu_j, \nu_j}),
\]

which holds also for \( X = \{ j \} \),

\[
(119b) \quad \Phi_Y \left( \Gamma_Y (E^{\mu_j, \nu_j}) \right) = \tilde{\Gamma}_Y (E^{\mu_j, \nu_j}),
\]

together leading to our claim.

**Appendix B. On fermionic tensors**

**B.1. Fermionic tensor product.** By the definition (15) and (10a), the fermionic tensor product of the basis elements is given as

\[
(120a) \quad \bigotimes_{X \in \xi} E^{\nu_X, \nu'_X} = f^{\nu, \nu'}_Y \bigotimes_{X \in \xi} f^{\nu_X, \nu'_X} E^{\nu_X, \nu'_X} = h^{\nu, \nu'}_\xi \bigotimes_{X \in \xi} E^{\nu_X, \nu'_X},
\]

with the phase factor

\[
(120b) \quad h^{\nu, \nu'}_\xi = f^{\nu, \nu'}_Y \prod_{X \in \xi} f^{\nu_X, \nu'_X} = (-1)^{X \cdot X' \cdot X' \cdot X'} \sum_{\nu_k} \sum_{k} \sum_{j} \nu_j \nu'_k \nu_k \nu'_k,
\]

using the form (116b) of the phase factors.

**B.2. Phase factors for few modes.** Here we show the phase factors \( h^{\nu, \nu'}_\xi \), given in (120b), for small mode subsets \( Y \subseteq M \). These are written in matrices indexed with multi-indices \( \nu_Y = (\nu_1, \nu_2, \ldots) \) ordered lexicographically with respect to the Jordan–Wigner ordering of the modes. (Note that we use a simplified notation, \( \{1\} \{2\} \{3\} := \{1\}, \{2\}, \{3\} \), omitting the curly brackets and colons in the writing of partitions, since this does not cause confusion.) For \( |Y| = 2 \), we have

\[
h_{\{1\} \{2\}} = \begin{bmatrix} + & + & + & + & - \\
+ & + & + & - & + \\
+ & + & - & + & + \\
+ & - & + & + & + \\
- & + & + & + & + \end{bmatrix},
\]

For \( |Y| = 3 \), we have

\[
h_{\{1\} \{2\} \{3\}} = \begin{bmatrix} + & + & + & + & + & + & + & + & + \end{bmatrix}, \quad h_{\{1\} \{3\} \{2\}} = \begin{bmatrix} + & + & + & + & + & + & + & + & + \end{bmatrix},
\]

\[
h_{\{1\} \{2\} \{3\}} = \begin{bmatrix} + & + & + & + & + & + & + & + & + \end{bmatrix}, \quad h_{\{1\} \{2\} \{3\}} = \begin{bmatrix} + & + & + & + & + & + & + & + & + \end{bmatrix}.
\]
B.3. Fermionic canonical embedding. Here we show the derivation of that the standard (20a) and fermionic (20b) canonical embeddings are unitarily equivalent (22).

\[
\tilde{t}_{X,Y}^{\mu \nu, \mu' \nu'} \overset{\text{(20b)}}{=} E_X^{\mu \nu, \mu' \nu'} \tilde{I}_X \\
= \sum_{\nu_X, \nu'_X} \delta^{\nu_X, \nu'_X} \tilde{E}_X^{\mu \nu, \mu' \nu'} \otimes \tilde{E}_X^{\mu \nu, \mu' \nu'} \\
\overset{\text{(120a)}}{=} \sum_{\nu_X, \nu'_X} \delta^{\nu_X, \nu'_X} h_{X,X}^{\mu \nu, \mu' \nu'} \tilde{E}_X^{\mu \nu, \mu' \nu'} \otimes \tilde{E}_X^{\mu \nu, \mu' \nu'} \\
\overset{\text{(116a)}}{=} \sum_{\nu_X, \nu'_X} u_{X,X}^{\mu \nu} u_{X,X}^{\mu' \nu'} \delta^{\nu_X, \nu'_X} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} E_Y^{\nu_X \nu'_X} \\
\overset{\text{(8a)}}{=} \sum_{\mu} u_{X,X}^{\mu \nu} E_Y^{\mu \nu} \sum_{\nu_X, \nu'_X} \delta^{\nu_X, \nu'_X} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} E_Y^{\nu_X \nu'_X} \sum_{\mu'} u_{X,X}^{\mu' \nu'} E_Y^{\mu' \nu'} \\
\overset{\text{(122a)}}{=} \hat{U}_{X,X} (E_{X}^{\mu \nu} \otimes \tilde{I}_X) \hat{U}_{X,X}^\dagger \\
\overset{\text{(20a)}}{=} \hat{U}_{X,X}^{\dagger} t_{X,Y} (\tilde{E}_X^{\mu \nu, \mu' \nu'}) \hat{U}_{X,X}^{\dagger}.
\]

Here the fourth equality is

\[
h_{X,X}^{\mu \nu', \mu' \nu'} = f_{Y,Y}^{\mu \nu'} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} \delta^{\nu_X, \nu'_X} \\
\overset{\text{(116a)}}{=} \sum_{\nu_X, \nu'_X} u_{X,X}^{\mu \nu} u_{X,X}^{\mu' \nu'} \delta^{\nu_X, \nu'_X} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} E_Y^{\nu_X \nu'_X} \\
\overset{\text{(122a)}}{=} \hat{U}_{X,X} (E_{X}^{\mu \nu} \otimes \tilde{I}_X) \hat{U}_{X,X}^\dagger \\
\overset{\text{(20a)}}{=} \hat{U}_{X,X}^{\dagger} t_{X,Y} (\tilde{E}_X^{\mu \nu, \mu' \nu'}) \hat{U}_{X,X}^{\dagger}.
\]

Here the fourth equality is

\[
\sum_{\mu} u_{X,X}^{\mu \nu} E_Y^{\mu \nu} \sum_{\nu_X, \nu'_X} \delta^{\nu_X, \nu'_X} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} E_Y^{\nu_X \nu'_X} \sum_{\mu'} u_{X,X}^{\mu' \nu'} E_Y^{\mu' \nu'} = \hat{U}_{X,X} \left( E_{X}^{\mu \nu} \otimes \tilde{I}_X \right) \hat{U}_{X,X}^\dagger.
\]

Here the fourth equality is

\[
h_{X,X}^{\mu \nu', \mu' \nu'} = f_{Y,Y}^{\mu \nu'} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} \delta^{\nu_X, \nu'_X} \\
\overset{\text{(116a)}}{=} \sum_{\nu_X, \nu'_X} u_{X,X}^{\mu \nu} u_{X,X}^{\mu' \nu'} \delta^{\nu_X, \nu'_X} f_{X,X}^{\mu \nu} f_{X,X}^{\mu' \nu'} E_Y^{\nu_X \nu'_X} \\
\overset{\text{(122a)}}{=} \hat{U}_{X,X} \left( E_{X}^{\mu \nu} \otimes \tilde{I}_X \right) \hat{U}_{X,X}^\dagger \\
\overset{\text{(20a)}}{=} \hat{U}_{X,X}^{\dagger} t_{X,Y} (\tilde{E}_X^{\mu \nu, \mu' \nu'}) \hat{U}_{X,X}^{\dagger}.
\]

with

\[
u_{X,X} = -1 \sum_{i \in X} \nu_i \sum_{j \in X} \nu_j.
\]

That is, we managed to write \( h_{X,X}^{\mu \nu', \mu' \nu'} \delta^{\nu_X, \nu'_X} \) as a product of two factors, depending on the unprimed or primed indices only. Now let us have the operator

\[
\hat{U}_{X,X} = \sum_{\nu} u_{X,X}^{\nu} E_Y^{\nu \nu} = \sum_{\nu} u_{X,X}^{\nu} \tilde{E}_Y^{\nu \nu},
\]

which is diagonal in the standard basis (3), see (8a), with entries ±1, so it is unitary.
B.4. Fermionic product operators for two mode subsets. Here we show the derivation of the effect of the map \( \tilde{\Lambda}_{XX} \) given in (28a).

\[
\tilde{\Lambda}_{XX}(\mathcal{E}_Y^{\mu_\nu}) = \tilde{\Lambda}_{XX}(\mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu})
\]

\[
= (\mathcal{E}_X^{X\nu} \otimes \tilde{I}_X)(\tilde{I}_X \otimes \mathcal{E}_X^{X\nu})
\]

\[
= \sum_{\mu,\mu'} \delta_{\mu,X} \mu_\nu \delta_{\mu,X} \mu_\nu (\mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}) (\mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu})
\]

\[
= \sum_{\mu,\mu'} \delta_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

\[
= \sum_{\mu,\mu'} \mathcal{E}_X^{X\nu} \otimes \mathcal{E}_X^{X\nu}
\]

(Here we use the notation that \( \nu_X : Y \to \{0,1\} \) is the multi-index taking values \( \nu_X : X \to \{0,1\} \) on \( X \) and \( \mu_X : X \to \{0,1\} \) on \( X \).) From this, we can read off the form

\[
(123a)
\]

\[
\tilde{\Lambda}_{XX}(\mathcal{E}_Y^{\mu_\nu}) = I_Y^{\mu_\nu} \mathcal{E}_Y^{\mu_\nu}
\]

with the phase factors

\[
(123b)
\]

\[
I_Y^{\mu_\nu} = \sum_{\nu_X} f_\nu^{\nu_X^{\nu}} \mathcal{E}_Y^{\mu_\nu}
\]

Here the last equality is

\[
(124)
\]

\[
\sum_{\nu_X} f_\nu^{\nu_X^{\nu}} \mathcal{E}_Y^{\mu_\nu}
\]

where all but two terms in the exponents are either even (second and fourth terms of the first phase factor, and first and third terms of the second phase factor) or cancelling each other (first terms of the first and the third phase factors, second terms of the second and the third phase factors, and fourth terms of the second and the third phase factors).

B.5. Fermionic product operators for any number of mode subsets. After having the explicit form (123) of the bipartite \( \tilde{\Lambda}_{XX} \) map (28a) in hand, we are able to derive the explicit form of the multipartite \( \tilde{\Lambda}_X \) map (28b).
First, note that because of (28a), (16b) and (42b), we can write the multipartite map as compositions of extensions of the bipartite map as

\[ \tilde{\Lambda}(X_1, X_2, X_3) = \tilde{\Lambda}(X_1, X_2, X_3) \circ (\tilde{\Lambda}(X_1, X_2) \otimes \tilde{I}_{X_3}), \]

\[ \tilde{\Lambda}(X_1, X_2, X_3, X_4) = \tilde{\Lambda}(X_1, X_2, X_3, X_4) \circ (\tilde{\Lambda}(X_1, X_2, X_3) \otimes \tilde{I}_{X_4}) \circ (\tilde{\Lambda}(X_1, X_2) \otimes \tilde{I}_{X_3, X_4}). \]

\[ \vdots \]

(This can be checked by applying it to elementary fermionic tensors \( \tilde{\otimes}_{X \in \xi} \tilde{A}_X \).

For an ordered partition \( \xi = (X_1, X_2, \ldots, X_{|\xi|}) \), this can be written as

\( \tilde{\Lambda}_\xi = \prod_{r=2, \ldots, |\xi|} (\tilde{\Lambda}(W_{r-1}, X_r) \otimes \tilde{I}_{W_r}), \)

where \( \prod \) stands for the reverse ordered composition, and we use the notations \( W_r := \bigcup_{s=1}^{r-1} X_s \), being nested subsets, and \( W_r = Y \setminus W_r = \bigcup_{s=r+1}^{|\xi|} X_s \) for the complement with respect to \( Y \), as usual. From this, we can read off the form

\( \tilde{\Lambda}_\xi(\widehat{E}_Y^{\mu, \nu'}) = i^{\mu, \nu'} \tilde{E}_Y^{\mu, \nu'}, \)

with the phase factors

\( i^{\mu, \nu'} = \prod_{r=2}^{|\xi|} \mu^{\nu_{W_{r-1}, X_r}_{W_r}} = (-1)^{\sum_{r=2}^{|\xi|} \sum_{s=1}^{r-1} \sum_{i \in X_r} (\nu_i + \nu'_i) \sum_{k \in X_{r'} \setminus X_k} (\nu_k + \nu'_k)} \prod_{1 \leq s < r \leq |\xi|} i^{\nu_{X_s, X_r}_{X_{r}}, \nu'_{X_s, X_r}} \)

with the notation \( X_{s, r} := X_s \cup X_r \).

**B.6. Phase factors for few modes.** Here we show the phase factors \( i^{\mu, \nu'} \), given in (126b), for small mode subsets \( Y \). These are written in matrices indexed with multi-indices \( \nu_Y = (\nu_1, \nu_2, \ldots) \) ordered lexicographically with respect to the Jordan–Wigner ordering of the modes. (Note that we use a simplified notation, \( \{1\} \{2\} \{3\} := (\{1\}, \{2\}, \{3\}) \), omitting the round brackets and colons in the writing of ordered partitions, since this does not cause confusion.) For \( |Y| = 2, \) we have

\( l_{(1)}^{(2)} = \begin{pmatrix} + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \end{pmatrix}, \quad l_{(2)}^{(1)} = \begin{pmatrix} + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \\ + & + & + & + & + \end{pmatrix}. \)

For \( |Y| = 3, \) we have

\( l_{(1,2)}^{(3,2)} = \begin{pmatrix} + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \end{pmatrix}, \quad l_{(1,2)}^{(3,1)} = \begin{pmatrix} + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \end{pmatrix}, \)

\( l_{(2,1)}^{(3,2)} = \begin{pmatrix} + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \end{pmatrix}, \quad l_{(2,1)}^{(3,1)} = \begin{pmatrix} + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + & + \end{pmatrix}. \)
B.7. Qubit and fermionic partial trace. Here we show that the effect (69a) of the fermionic partial trace (35) to the particular mode subset \( X = \{1, 2, \ldots, m\} \) coincides with that of the standard partial trace (34a). Using the phase factors (116a), we have in general that

\[
l^Y_{\nu', \nu X} \delta_{\nu', \nu X} = (-1)^{\sum_{k \in Y, i < k} (\nu_k + \nu'_{k})} \prod_{i \in X} \delta_{\nu_i, \nu'_{i}}
\]

\[
= (-1)^{\sum_{k \in X, i < k} (\nu_k + \nu'_{k})} \prod_{i \in X} \delta_{\nu_i, \nu'_{i}}
\]

\[
= (-1)^{\sum_{i \in X} \sum_{k \in X, i < k} (\nu_k + \nu'_{k})} \prod_{i \in X} \delta_{\nu_i, \nu'_{i}}
\]

\[
= (-1)^{\sum_{i \in X} \sum_{k \in X, i < k} (\nu_k + \nu'_{k})} f_{X}^{\nu', \nu X} \delta_{\nu', \nu X}.
\]

Now, if \( X = \{1, 2, \ldots, m\} \) then there are no \( i \in \bar{X} \) and \( k \in X \) such that \( i < k \), so the first phase factor in the last line is +1, and we have \( f_{X}^{\nu', \nu X} \delta_{\nu', \nu X} = f_{X}^{\nu', \nu X} \delta_{\nu', \nu X} \), leading to that the two phase factors in (69a) cancel each other.

B.8. Reduced density matrices for few modes. The density matrices \( R^{\nu', \nu X} = (E_{Y}^{\nu', \nu X} | \tilde{\rho}_{Y}^{\nu X}) \), being the expansion coefficients (67a) of the density operators \( \tilde{\rho}_{Y}^{\nu X} \) in the standard basis (7a), and their reduced density matrices \( R_{X}^{\nu', X} \), obtained by (69a), are shown for small mode subsets \( X \subseteq Y \subseteq M \). Note that all the minus signs in the matrices below follow from the fermionic nature of the reduction (69a), containing the phase factors (116a), which are shown explicitly in Section A.2.

For \( Y = \{1, 2\} \), we have

\[
R_{\{1, 2\}} = \begin{bmatrix}
R^{00}_{00} & R^{00}_{01} & R^{00}_{10} & R^{00}_{11} \\
R^{01}_{00} & R^{01}_{01} & R^{01}_{10} & R^{01}_{11} \\
R^{10}_{00} & R^{10}_{01} & R^{10}_{10} & R^{10}_{11} \\
R^{11}_{00} & R^{11}_{01} & R^{11}_{10} & R^{11}_{11}
\end{bmatrix},
\]

\[
R_{\{1\}} = \begin{bmatrix}
R^{00}_{00} & R^{00}_{01} & R^{00}_{10} & R^{00}_{11} \\
R^{01}_{00} & R^{01}_{01} & R^{01}_{10} & R^{01}_{11} \\
R^{10}_{00} & R^{10}_{01} & R^{10}_{10} & R^{10}_{11} \\
R^{11}_{00} & R^{11}_{01} & R^{11}_{10} & R^{11}_{11}
\end{bmatrix},
\]

\[
R_{\{2\}} = \begin{bmatrix}
R^{00}_{00} & R^{00}_{01} & R^{00}_{10} & R^{00}_{11} \\
R^{01}_{00} & R^{01}_{01} & R^{01}_{10} & R^{01}_{11} \\
R^{10}_{00} & R^{10}_{01} & R^{10}_{10} & R^{10}_{11} \\
R^{11}_{00} & R^{11}_{01} & R^{11}_{10} & R^{11}_{11}
\end{bmatrix}.
\]
For $Y = \{1, 2, 3\}$, we have

$$R_{[1,2,3]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
    R_{10,00} & R_{10,01} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} \\
    R_{11,00} & R_{11,01} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} \\
\end{bmatrix},$$

$$R_{[2,3]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
    R_{10,00} & R_{10,01} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} \\
    R_{11,00} & R_{11,01} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} \\
\end{bmatrix},$$

$$R_{[1,3]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
    R_{10,00} & R_{10,01} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} \\
    R_{11,00} & R_{11,01} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} \\
\end{bmatrix},$$

$$R_{[1,2]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
    R_{10,00} & R_{10,01} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} \\
    R_{11,00} & R_{11,01} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} \\
\end{bmatrix},$$

$$R_{[1]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
    R_{10,00} & R_{10,01} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} & R_{10,10} & R_{10,11} \\
    R_{11,00} & R_{11,01} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} & R_{11,10} & R_{11,11} \\
\end{bmatrix},$$

$$R_{[2]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
    R_{01,00} & R_{01,01} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} & R_{01,10} & R_{01,11} \\
\end{bmatrix},$$

$$R_{[3]} = \begin{bmatrix}
    R_{00,00} & R_{00,01} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} & R_{00,10} & R_{00,11} \\
\end{bmatrix}.$$
Second, consider the operator algebra $\mathcal{A}_Y$ and (85d), (87c). For $Y = \{1\}$, the subspaces of even, respectively odd operators are

$$\tilde{\mathcal{A}}_\{1\}^+ : \begin{bmatrix} A_{0,0} & 0 \\ 0 & A_{1,0} \end{bmatrix}, \quad \tilde{\mathcal{A}}_\{1\}^- : \begin{bmatrix} 0 & A_{0,1} \\ A_{1,0} & 0 \end{bmatrix}.$$  

For $Y = \{1, 2\}$, the subspaces of operators of well-defined local parities are

$$\tilde{\mathcal{A}}_\{1,2\}^+ : \begin{bmatrix} A_{00,00} & 0 & 0 & 0 \\ 0 & A_{01,01} & 0 & 0 \\ 0 & 0 & A_{10,10} & 0 \\ 0 & 0 & 0 & A_{11,11} \end{bmatrix}, \quad \tilde{\mathcal{A}}_\{1,2\}^- : \begin{bmatrix} 0 & A_{00,01} & 0 & 0 \\ 0 & 0 & 0 & A_{10,01} \\ 0 & 0 & A_{11,01} & 0 \\ 0 & 0 & 0 & A_{11,11} \end{bmatrix},$$

and the subspaces of even, respectively odd operators are

$$\tilde{\mathcal{A}}_\{1\}^+ : \begin{bmatrix} A_{00,00} & 0 & 0 & 0 \\ 0 & A_{01,01} & 0 & 0 \\ 0 & 0 & A_{10,10} & 0 \\ 0 & 0 & 0 & A_{11,11} \end{bmatrix}, \quad \tilde{\mathcal{A}}_\{1\}^- : \begin{bmatrix} 0 & A_{00,01} & 0 & 0 \\ 0 & 0 & 0 & A_{10,01} \\ 0 & 0 & A_{11,01} & 0 \\ 0 & 0 & 0 & A_{11,11} \end{bmatrix}. $$

Using a shorthand notation for the parity subspaces, we have the following pattern for $Y = \{1\}$, $Y = \{1, 2\}$ and $Y = \{1, 2, 3\}$,

$$[+_+] = \begin{bmatrix} + & + & - & + & + & + & + & + \\ + & + & + & + & + & + & + & + \end{bmatrix}, \quad \begin{bmatrix} + & + & + & + & + & + & + & + \\ + & + & + & + & + & + & + & + \end{bmatrix}. $$

C.2. $\xi$-locally physical subalgebra. To see how the parity superselection rule affects our formalism, note that, for $A_X \in \tilde{\mathcal{A}}_X, B_X \in \tilde{\mathcal{A}}_\bar{X}$,

$$[\tilde{\tau}_{X,Y}(\tilde{A}_X), \tilde{\tau}_{X,Y}(\tilde{B}_X)] = \tilde{\tau}_{X,Y}(\tilde{A}_X)\tilde{\tau}_{X,Y}(\tilde{B}_X) - \tilde{\tau}_{X,Y}(\tilde{B}_X)\tilde{\tau}_{X,Y}(\tilde{A}_X) = (\tilde{A}_X\tilde{\bar{X}} - \tilde{\bar{X}}\tilde{A}_X) (\tilde{A}_X \otimes \tilde{B}_X),$$

with the $\tilde{A}_X\tilde{\bar{X}}$ map (28a), which is given in terms of the phase factors (123b). If $\tilde{A}_X \in \tilde{\mathcal{A}}_X^+, \tilde{B}_X \in \tilde{\mathcal{A}}_\bar{X}^-$, we have the restriction for the indices

$$(-1)\sum_{\nu \in \chi}(\nu + \nu'_X) = (-1)\sum_{\nu \in \chi}(\nu + \nu'_\bar{X}) = +1,$$

since no other basis element can have nonzero coefficient, see (85d). From this, it quickly follows that

$$1 = (-1)\sum_{\nu \in \chi}(\nu + \nu'_X) = (-1)\sum_{\nu \in \chi}(\nu + \nu'_\bar{X}) + \sum_{\nu_k \in \chi, k < c} \sum_{\nu_k' \in \chi} (\nu + \nu'_X) + \sum_{\nu_k \in \chi, k \geq c} \sum_{\nu_k' \in \chi} (\nu + \nu'_\bar{X}),$$

that is,

$$(-1)\sum_{\nu \in \chi}(\nu + \nu'_X) = (-1)\sum_{\nu \in \chi}(\nu + \nu'_\bar{X}) + \sum_{\nu_k \in \chi, k < c} (\nu + \nu'_X) + \sum_{\nu_k \in \chi, k \geq c} (\nu + \nu'_\bar{X}),$$

which is $l_{X}^{\nu,\nu'}_{X,X} = l_{\bar{X}}^{\nu,\nu'}_{\bar{X},\bar{X}}$ by (123b), which leads to that $\tilde{A}_X\tilde{\bar{X}} = \tilde{\bar{X}}\tilde{A}_X$ by (123a) over the $\{X, \bar{X}\}$-even subalgebra $\tilde{\mathcal{A}}^{+}_{X,\bar{X}}$. Also, if we consider the general case for the ordered partition $\xi$, we have that the phase factor $l_{\xi}^{\nu,\nu'}$, given in (126b), can be written as a product of bipartite phase factors, for which we can apply the above result.

To write down the phase factors $l_{\xi}^{\nu,\nu'}$, there is a need for a fixed ordering of the parts, however, this is artificial, all choices lead to the same phase factors for the $\xi$-locally physical subalgebra.
C.3. Tensor product structure on the $\xi$-locally physical subalgebra. Here we show the
derivation of (93), and give the unitary $U_{\xi}$ explicitly. First, note that

\[
(130) \quad \bigotimes_{X \in \xi} \tilde{A}_X = (26) \prod_{X \in \xi} \tilde{c}_{X,Y}(\tilde{A}_X) = \Lambda_{\xi}\left(\bigotimes_{X \in \xi} \tilde{A}_X\right) = \Lambda_{\xi}\left(\tilde{\psi}_{\xi}\left(\bigotimes_{X \in \xi} \tilde{A}_X\right)\right),
\]
so we have to derive the action of $\Lambda_{\xi} \circ \tilde{\psi}_{\xi}$ on the $\xi$-locally physical subalgebra $\tilde{A}_X^\#$. This is the
elementwise product with the phase factors (126b) and (120b) as

\[
\ell_{\xi}^{\nu,\nu'} h_{\xi}^{\nu,\nu'} = (-1)^{\sum_{r \in \mathcal{Y}_r} \sum_{k \in \mathcal{X}_k} \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} (v_k + v'_k) + \sum_{r \in \mathcal{Y}_r} \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} (v_i + v'_i) + \sum_{j \in \mathcal{X}_j} \sum_{i \in \mathcal{X}_i} \sum_{k \in \mathcal{X}_k} (v_k + v'_k) + \sum_{i \in \mathcal{X}_i} \sum_{k \in \mathcal{X}_k} \sum_{j \in \mathcal{X}_j} (v_k + v'_k) + \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} \sum_{k \in \mathcal{X}_k} (v_k + v'_k) + \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} \sum_{k \in \mathcal{X}_k} (v_k + v'_k) - (1)^{\sum_{r \in \mathcal{Y}_r} \sum_{k \in \mathcal{X}_k} \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} (v_k + v'_k)}.
\]

(The fourth equality is where the superselection is used, namely, $\sum_{k \in \mathcal{X}_k} (v_k + v'_k)$ is even for all

$X \in \xi$ in the $\xi$-locally physical subalgebra (85d); the last equality is by noting that, after the fifth equation sign, the second and third terms are the same, by relabeling the indices $i \leftrightarrow k$ and $r \leftrightarrow s$, and by the same relabeling in the fourth term.) That is, we managed to write $\ell_{\xi}^{\nu,\nu'} h_{\xi}^{\nu,\nu'}$

for the indices corresponding to the $\xi$-locally physical subalgebra as a product of two factors, depending on the unprimed or primed indices only. Now let us have the operator

\[
(131) \quad \tilde{U}_{\xi} = \sum_{\nu} u_{\xi}^{\nu} \tilde{E}_{Y}^{\nu,\nu'} = \sum_{\nu} u_{\xi}^{\nu} E_{Y}^{\nu,\nu'}, \quad u_{\xi}^{\nu} = (-1)^{\sum_{r \in \mathcal{Y}_r} \sum_{k \in \mathcal{X}_k} \sum_{i \in \mathcal{X}_i} \sum_{j \in \mathcal{X}_j} (v_k + v'_k)},
\]

which is diagonal in the standard basis (3), see (8a), with entries $\pm 1$, so it is unitary. Then, we have

\[
\Lambda_{\xi}\left(\tilde{\psi}_{\xi}\left(\bigotimes_{X \in \xi} E_{X}^{\nu,\nu'}\right)\right) = \Lambda_{\xi}\left(\tilde{\psi}_{\xi}(E_{Y}^{\nu,\nu'})\right) = \ell_{\xi}^{\nu,\nu'} h_{\xi}^{\nu,\nu'} E_{Y}^{\nu,\nu'} = \tilde{U}_{\xi} E_{Y}^{\nu,\nu'} \tilde{U}_{\xi}^\dagger = \tilde{U}_{\xi} \left(\bigotimes_{X \in \xi} E_{X}^{\nu,\nu'}\right) \tilde{U}_{\xi}^\dagger,
\]

leading to (93) by linearity.

Notice that $u_{X}^{\nu}$ in (122a) is a special case of $u_{\xi}^{\nu}$ in (131). Although this holds for the explicit
formulas, this does not hold for the notions represented by them: the definition (22) leading to
(122a) is meaningful for the whole algebra, but the definition (93) leading to (131) is meaningful
only in the $\xi$-locally physical subalgebra.

Note that the ordering of the partition $\xi$ has to be fixed for writing $\tilde{U}_{\xi}$ (this ordering is a
“parameter” of the tensor product structure in the Hilbert space), however, $\Lambda_Y \mapsto \tilde{U}_{\xi} \Lambda_Y \tilde{U}_{\xi}^\dagger$ acts
on the $\xi$-locally physical subalgebra in the same way, without respect to the ordering. To see this
on the level of indices, it is enough to notice that \( b_{\xi}^{\nu \nu'} \) is ordering independent in the \( \xi \)-locally physical subalgebra (see Appendix C.2), while \( h_{\xi}^{\nu \nu'} \) is ordering independent in general.

C.4. Phase factors for few modes. Here we show the phase factors \( u_{\xi}^{\nu} \), given in (131), for small mode subsets \( Y \subseteq M \). Note that \( u_{X}^{\nu} \), given in (122a), is a special case of this. These are written in matrices indexed with multi-indices \( \nu \) ordered lexicographically with respect to the Jordan–Wigner ordering of the modes. (Note that we use a simplified notation, \( \{1\}\{2\}\{3\} := (\{1\}, \{2\}, \{3\}) \), omitting the round brackets and colons in the writing of ordered partitions, since this does not cause confusion.) For \( |Y| = 2 \), we have

\[
\begin{align*}
&\quad u_{\{1\}\{2\}} = [+++] , \\
&\quad u_{\{2\}\{1\}} = [+++] .
\end{align*}
\]

For \( |Y| = 3 \), we have

\[
\begin{align*}
&\quad u_{\{1\}\{2\}\{3\}} = [++++++++] , \\
&\quad u_{\{2\}\{1\}\{3\}} = [+++++++-] , \\
&\quad u_{\{3\}\{1\}\{2\}} = [+++++--+] , \\
&\quad u_{\{1\}\{2\}\{3\}} = [+++++++] , \\
&\quad u_{\{2\}\{1\}\{3\}} = [++++--+] .
\end{align*}
\]

We can also illustrate that although the writing of the matrix elements of \( \tilde{U}_{\xi}^{\dagger} \), given in (131), is ordering dependent, the effect of the \( \tilde{U}_{\xi}^{\dagger} \)-adjoint is ordering independent. For example, the adjoint actions of \( \tilde{U}_{\{1\}\{2\}} \) and \( \tilde{U}_{\{1\}\{2\}} \) are just the elementwise multiplications with the phase factors

\[
\begin{align*}
&\quad \begin{bmatrix}
+++

+++

+++

+++

+++

+++

+++

+++

+++

+++

+++

++++

+++

+++

+++

+++

+++

+++

+++

+++

+++

+++

+++
\end{bmatrix}, \\
&\quad \begin{bmatrix}
+++

+++

+++

+++

+++

+++

+++

+++

+++

+++

+++

++++

+++

+++

+++

+++

+++

+++

+++

+++

+++

+++
\end{bmatrix},
\end{align*}
\]

which are coinciding for the indices corresponding to the \( \{\{2\}, \{1, 3\}\} \)-locally physical subalgebra, \( \tilde{A}_{\{1, 3\}}^{++} \otimes \tilde{A}_{\{2\}}^{++} = (\tilde{A}_{\{1, 3\}}^{++} \otimes \tilde{A}_{\{1, 3\}}^{--} \otimes \tilde{A}_{\{2\}}^{++} = \tilde{A}_{\{1, 2, 3\}}^{++} \otimes \tilde{A}_{\{1, 2, 3\}}^{--} \), see at the end of Section C.1.

C.5. Examples. Here we show illustrations for properties which do not hold without the parity superselection.

First, considering the fermionic canonical embedding (20b), we show that

\[
\tilde{\gamma}_{X,Y}(\tilde{A}_{X})U_{X,X}(|\psi_X\rangle \otimes |\psi_X\rangle) = U_{X,X}(\tilde{A}_{X}|\psi_X\rangle \otimes |\psi_X\rangle),
\]

but there exist operators \( \tilde{B}_{X} \in \tilde{A}_{X} \) and vectors \( |\psi_X\rangle \in H_{X} \) and \( |\psi_X\rangle \in H_{X} \) such that

\[
\tilde{\gamma}_{X,Y}(\tilde{B}_{X})U_{X,X}(|\psi_X\rangle \otimes |\psi_X\rangle) \neq U_{X,X}(|\psi_X\rangle \otimes \tilde{B}_{X}|\psi_X\rangle),
\]

where \( U_{X,X} \) is the unitary by which \( \tilde{\gamma}_{X,Y} \) is given, see (22), so the equality follows directly from (22). To see the non-equality, using (22), we have

\[
U_{X,X}^{\dagger}U_{X,X}(I_{X} \otimes \tilde{B}_{X})U_{X,X}^{\dagger}U_{X,X} \neq I_{X} \otimes \tilde{B}_{X}.
\]

Since the unitaries \( U_{X,X} \) and \( U_{X,X} \) are diagonal, we can use that multiplication by diagonal matrices from the left or right means multiplication of rows or columns by the respective diagonal elements. Considering the simplest case, when \( X = \{1\}, \bar{X} = \{2\}, Y = X \cup \bar{X} = \{1, 2\} \), the
effect of the unitaries on the left-hand side is equivalent to the elementwise multiplication with the phase factors

\[
\begin{bmatrix}
+ & + & + \\
+ & + & + \\
\end{bmatrix}
\]

in the standard basis (7b). (For the matrix elements of \( U_\xi \), see Appendix C.4.) Since \( \tilde{I}_X \otimes \tilde{B}_X \) is block-diagonal, we can see that \( \tilde{B}_X \) with nonvanishing offdiagonal element provides a good example. So let \( \tilde{B}_{(2)} := E_{(2)}^0 : \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \), then

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
\end{bmatrix} \neq \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}.
\]

Second, we consider fermionic elementary products (26). Again, let \( X = \{1\}, X_1 = \{2\} \) and \( Y = X \cup \bar{X} = \{1, 2\} \), and let us have the operators given in the standard basis as \( \tilde{A}_X : \begin{bmatrix} 1 & a \\ a^* & 1 \end{bmatrix} \) and \( \tilde{B}_X : \begin{bmatrix} 1 & b \\ b^* & 1 \end{bmatrix} \). These are self-adjoint, moreover, positive semidefinite if and only if \( |a| = |b| \leq 1 \). Then the \( \tilde{I}_{(1), (2)}(\tilde{A}_{(1)}) \) and \( \tilde{I}_{(2), (1)}(\tilde{B}_{(2)}) \) fermionic canonical embeddings (20b) are

\[
\tilde{A}_{(1)} \otimes \tilde{I}_{(2)} : \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
a & 0 & 0 & 1 \\
a^* & 0 & 1 & 0 \\
\end{bmatrix}, \quad \tilde{I}_{(1)} \otimes \tilde{B}_{(2)} : \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
b & 0 & 0 & 0 \\
0 & 1 & -b & 0 \\
\end{bmatrix},
\]

by which

\[
\tilde{A}_{(1)} \otimes \tilde{B}_{(2)} \equiv (\tilde{A}_{(1)} \otimes \tilde{I}_{(2)})(\tilde{I}_{(1)} \otimes \tilde{B}_{(2)}): \begin{bmatrix}
1 & b & 0 & 0 \\
b^* & 1 & 0 & 0 \\
a & a^* & 0 & 0 \\
a^* & -a & 0 & 0 \\
\end{bmatrix},
\]

\[
\tilde{B}_{(2)} \otimes \tilde{A}_{(1)} \equiv (\tilde{I}_{(1)} \otimes \tilde{B}_{(2)})(\tilde{A}_{(1)} \otimes \tilde{I}_{(2)}): \begin{bmatrix}
1 & b & 0 & 0 \\
b^* & 1 & 0 & 0 \\
a & a^* & 0 & 0 \\
a^* & -a & 0 & 0 \\
\end{bmatrix}.
\]

It can clearly be seen that these are not self-adjoint (therefore cannot be positive), if and only if \( a \neq 0 \) and \( b \neq 0 \), providing example for the violation of the second part of (95) and of (96) without superselection. On the other hand, setting \( \tilde{A}_{(2)} = \tilde{I}_{(2)} \) and \( \tilde{B}_{(1)} = \tilde{I}_{(1)} \), we have

\[
(\tilde{B}_{(1)} \otimes \tilde{B}_{(2)})(\tilde{A}_{(1)} \otimes \tilde{A}_{(2)}) \neq (\tilde{B}_{(1)} \tilde{A}_{(1)}) \otimes (\tilde{B}_{(2)} \tilde{A}_{(2)}),
\]

since, using (31b),

\[
(\tilde{I}_{(1)} \otimes \tilde{B}_{(2)})(\tilde{A}_{(1)} \otimes \tilde{I}_{(2)}) \equiv \tilde{B}_{(2)} \otimes \tilde{A}_{(1)} \neq \tilde{A}_{(1)} \otimes \tilde{B}_{(2)}
\]

providing example for the violation of the first part of (95) without superselection. (We note that, because of (31b) and (32a), these provide examples also for the violation of the similar identities with \( \otimes \) instead of \( \circ \), see the end of Section 3.1. The differences between the two kinds of product is apparent for less simple partitions.) On the other hand, \( \frac{1}{2} \tilde{A}_{(1)} \) and \( \frac{1}{2} \tilde{B}_{(2)} \) are rank-1 projectors, representing pure states, if and only if \( |a| = |b| = 1 \), the products of their fermionic canonical embeddings are not self-adjoint either, therefore not rank-1 projectors, providing example for the violation of the (102a) without superselection. The matrices of \( \tilde{B}_{(2)} \otimes \tilde{A}_{(1)} \) and \( \tilde{A}_{(1)} \otimes \tilde{B}_{(2)} \) above also illustrate that neither of these are Kronecker products of the matrices of \( \tilde{A}_{(1)} \) and \( \tilde{B}_{(2)} \) if \( a \neq 0 \) and \( b \neq 0 \), that is, without superselection.
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