Universal Correlations in the random matrices and 1D particles with long range interactions in a confinement potential
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Abstract

We study the correlations between eigenvalues of the large random matrices by a renormalization group approach. The results strongly support the universality of the correlations proposed by Brézin and Zee. Then we apply the results to the ground state of the 1D particles with long range interactions in a confinement potential. We obtain the exact ground state. We also show the existence of a transition similar to a phase separation. Before and after the transition, we obtain the density-density correlation explicitly. The correlation shows nontrivial universal behavior.
The random matrix theory has a long and distinguished history \[1\] and the results have been applied to many fields, including heavy nuclei, quantum gravity and mesoscopic systems \[2\] \[3\].

Recently Brézin and Zee \[4\] \[5\] have proposed the universal correlations between eigenvalues for a broad class of large random matrices by calculating them explicitly with an ansatz for the orthogonal polynomials. What is remarkable in their results is that, except for an overall scale setting, the width of the correlations is completely independent of the details of the Hamiltonians. Beenakker \[6\] extended their results by a different technique. As is suggested by Brézin and Zee, we try to understand this through a renormalization group (RG) approach. Following the RG method developed by Brézin and Zinn-Justin \[7\], we calculate the $\beta$ function for a broad class of unitary ensembles and show the existence of the stable Gaussian fixed point. This result strongly supports the existence of the universality in the large random matrices proposed by Brézin and Zee.

Moreover we consider the 1D particles with long range interactions in a confinement potential using the random matrix theory. The exact ground state is obtained. We also obtain the density distribution and the density-density correlation explicitly and investigate them. The ground state shows a novel transition to the “separation” phase as described below.

Let us consider the random matrix model described by the Hamiltonian

$$H = \frac{1}{2} \text{Tr} M^2 + \sum_{K=2}^{\infty} \left[ \frac{p_K}{N^{2K-2}} \left( \text{Tr} M^2 \right)^K + \frac{q_K}{N^{K-1}} \left( \text{Tr} M^{2K} \right) \right],$$

(1)

where $M$ is an $N$ by $N$ Hermitian matrix. Set one of $p_K$’s or $q_K$’s to be $g(\neq 0)$ and the rest to be zero. The free energy of this model is $F(g) = -\lim_{N \to \infty} \frac{1}{N} \ln \int dM \exp(-H)$, where $dM$ is $\mathcal{N} \prod_i dM_{ii} \prod_{i<j} d\text{Re} M_{ij} d\text{Im} M_{ij}$ and $\mathcal{N}$ is set to satisfy $F(g = 0) = \frac{1}{2}$. Then we have the differential equation \[8\] \[9\]

$$\left( \sum_{K=0}^{\infty} a_K g^K \right) \left( \frac{\partial F}{\partial g} \right) = -g \left( \sum_{K=0}^{\infty} b_K g^K \right) \left( \frac{\partial^2 F}{\partial g^2} \right) + \left( \sum_{K=0}^{\infty} c_K g^K \right),$$

(2)

and the $\beta$ function is given by \[8\]
\[
\beta(g) = -g \frac{\sum_{K=0}^{\infty} b_K g^K}{\sum_{K=0}^{\infty} a_K g^K}.
\]

Equation (2) with (3) denotes the large-\(N\) limit of the Callan-Symanzik-like equation. The idea is an analogy between the matrix size in the matrix model theory and the momentum cut off in the quantum field theory, which the double scaling limit in the 2D quantum gravity suggests. The \(\beta\) function has two zero points, one is the Gaussian fixed point \((g = 0)\) and the other is the fixed point \((g < 0)\) which governs the double scaling limit in the 2D quantum gravity \([7]\). The latter fixed point, however, does not play any role in the present problem since the coupling constant \(g\) is negative.

The crucial step for understanding the universal correlations is to investigate the stability of the Gaussian fixed point. In the following we put \(a_0 = 1\) without loss of generality. Hikami \([8]\) investigated the case when \(q_2\) is \(g\) and obtained

\[
\beta(g) = -\frac{g(1+48g)}{3(1+24g)}. \quad (4)
\]

This is consistent with the known exact results obtained by different techniques \([9]\). For example, (4) implies that a phase transition takes place at \(g = -\frac{1}{48}\), while the exact critical value of \(g\) is also \(-\frac{1}{48}\).

If we have the complete series expansion of \(F(g)\), it is possible to calculate the \(\beta\) function in principle. In general, however, it is technically difficult to obtain high order terms. Thus we shall calculate the series expansion up to low order and determine the values of \(a_1, b_0\) and \(b_1\). We have set \(a_K = b_K = c_{K-1} = 0\) for \(K = 2, 3, \cdots\). They are still expected to be good approximations, as demonstrated in several cases \([8]\).

We consider two classes of models.

i) \(H = \frac{1}{2} \text{Tr} M^2 + \frac{g}{N^{2n-2}} (\text{Tr} M^2)^n\).

At first we calculate the series expansions of \(F(g)\). \(F(g)\) is

\[
F = -\lim_{N \to \infty} \frac{1}{N^2} \ln \left[ \int dx c x^\frac{N^2}{2} \exp \left( -\frac{1}{2} x - \frac{g}{N^{2n-2}} x^n \right) \right], \quad (5)
\]

where \(x = \text{Tr} M^2\) and \(c\) is a constant. By replacing \(x\) by \(N^2 x\), we obtain the free energy by the saddle point method as \(F = \frac{1}{2} x + gx^n - \frac{1}{2} \ln x\). The saddle point equation is \(\frac{1}{2} x + ngx^n - \frac{1}{2} = 0\).
Thus we have \( \frac{\partial F}{\partial g} = 1 - 2n^2g + O(g^2) \) in the small \( g \) limit and \( \frac{\partial F}{\partial g} = \frac{1}{2ng} - \frac{1}{(2n)^n} \frac{1}{g^{n+1}} + O(\frac{1}{g^{n+2}}) \) in the large \( g \) limit.

Putting these series expansions into (2), we obtain the \( \beta \) function from (3) as

\[
\beta(g) = -\frac{g(1 + 2n^3g)}{n\left[1 + (2n^2 + 2n)g\right]}. \tag{6}
\]

When \( n=2 \), this is the exact solution of (2) and (3) and consistent with the exact results obtained by other techniques \[10\]. Thus we expect that the \( \beta \) function for \( n=2 \) is exact.

ii) \( H = \frac{1}{2} \text{Tr} M^2 + \frac{g}{N^{2n-1}} \text{Tr} M^{2n} \).

Since the matrix \( M \) can be diagonalized by a unitary matrix, the free energy can be expressed by the eigenvalues. Thus one can have the complete series expansion of \( F(g) \) for \( n=2 \) \[9\] and the \( \beta \) function is obtained as (4). It is, however, difficult to get the exact results for higher \( n \). Instead we exactly map the Hamiltonian to \( H = \frac{1}{2} \text{Tr} M^2 + \sum_{K=1}^{\infty} \frac{d_K g^K}{N^{2n-2}} (\text{Tr} M^2)^n \), integrating out the angular part of the Hamiltonian \[8\]. In the lowest order in \( g \), the Hamiltonian is approximated by \( H = \frac{1}{2} \text{Tr} M^2 + \frac{d_1 g}{N^{2n-2}} (\text{Tr} M^2)^n \), where \( d_1 \) is obtained by comparing \( F \) before and after the mapping. The result is \( d_1 = 2(n = 2), 5(n = 3), 14(n = 4), 42(n = 5), 132(n = 6), \cdots \). By following the same procedure as (i), we obtain

\[
\beta(g) = -\frac{g(1 + 2n^3d_1g)}{n\left[1 + (2n^2 + 2n)d_1g\right]}. \tag{7}
\]

The results (6) and (7) show that the Gaussian fixed point \( (g=0) \) is stable for a broad class of large random matrices ( see Fig. 1 ). This simple renormalization group argument leads to a direct and intuitive understanding of the universal properties of the large random matrices \[4\] \[5\].

Next we shall apply the results obtained above to 1D \( N \)-body Fermi or Bose systems in a confinement potential. The Hamiltonian is

\[
H = H_I + H_{II} + H_{III}, \tag{8}
\]

\[
H_I = -\sum_{i=1}^{N} \frac{d^2}{dx_i^2} + \sum_{i<j} \frac{g_0}{(x_i - x_j)^2}, \tag{9}
\]
\[ H_{II} = \sum_i (A x_i^2 + B x_i^4 + C x_i^6), \quad (10) \]

and

\[ H_{III} = \sum_{i<j} D (x_i - x_j)^2, \quad (11) \]

where \( H_I \) is the Hamiltonian of the \( N \)-body system with \( \frac{1}{r^2} \) interaction, \( H_{II} \) is a confinement potential and \( H_{III} \) is attractive harmonic interaction. Note that \( H_{II} \) is double-well like when \( B \) is negative and \( C \) is positive. Let us parameterize \( A, B, C, D \) and \( g_0 \) by

\[
A = \omega^2 - 12 \alpha - 12(N-1)\alpha \lambda, \quad (12)
\]

\[
B = 8\alpha \omega, \quad (13)
\]

\[
C = 16\alpha^2, \quad (14)
\]

\[
D = 4\alpha \lambda, \quad (15)
\]

\[
g_0 = 2\lambda^2 - 2\lambda, \quad (16)
\]

where we set \( \alpha \) to be positive. Although the parameters \( A, B, C, D \) and \( g_0 \) are not totally independent, we can change the depth of the double well without changing the interaction by changing \( \omega \), while keeping \( \alpha \) and \( \lambda \) fixed, where \( \omega \) can also be negative and the new universality class described below appears. At \( \alpha = 0 \), we have the Calogero-Moser-Sutherland (CMS) model \[11\] \[12\] \[13\], which is known to be integrable and has been studied extensively. The system described by \( H = H_I + H_{III} \) was also described by Calogero \[12\]. Thus we call (8) with (9), (10) and (11) the generalized Calogero-Moser-Sutherland (GCMS) model. We can also generalize \( H_{II} \) and \( H_{III} \) in a way that the extended Hamiltonian still has the universal properties investigated below, but we shall restrict our attention to (8) for simplicity.

It can be shown that the following Jastrow-type function is an exact eigenfunction with \( E = \omega N[1 + \lambda(N-1)] \)

\[
\Psi(x_1, \cdots, x_N) = S \prod_{i<j} |x_i - x_j|^{\lambda} \exp\left(-\frac{1}{2\omega} \sum_{i=1}^N x_i^2 - \alpha \sum_{i=1}^N x_i^4\right). \quad (17)
\]
The factor $S$ is equal to 1 for bosons, while for fermions $S = (-1)^P$ is the parity of the particle ordering permutation $P$, $x_{P_1} < x_{P_2} < \cdots < x_{P_N}$. It is the ground state since, for each ordering of the particles, this wavefunction is nodeless \[11\] \[12\]. Thus we obtain the exact ground state. Note that even for the much simpler system of non-interacting particles in an anharmonic potential, the ground state can not be obtained exactly. The squared amplitude of the wavefunction is

$$
|\Psi(x_1, \cdots, x_N)|^2 = \prod_{i<j} |x_i - x_j|^\beta \exp(-\omega \sum_{i=1}^{N} x_i^2 - 2\alpha \sum_{i=1}^{N} x_i^4),
$$

(18)

where $\beta$ is $2\lambda$.

For $\beta=1, 2 \text{ and } 4$, (18) is identical to the probability weight of the orthogonal, unitary and symplectic ensembles in the random matrix theory respectively, where we identify the eigenvalues of random matrices with the particle coordinates. Thus the following arguments are also applicable to the random matrix theory.

The exact ground state (18) has nontrivial structures. In order to investigate them we take the limit $N \to \infty$, $\frac{\omega}{N} \to \omega_0 \sim O(1)$ and $\frac{\alpha}{N} \to \alpha_0 \sim O(1)$, taking into account the effect of the confinement potential. At first, we consider the density distribution $\rho(x)$. In the large-$N$ limit we can apply the saddle point method to (18) and obtain

$$
\omega_0 x + 4\alpha_0 x^3 = \frac{\beta}{2N} P \int dy \frac{\rho(y)}{x-y},
$$

(19)

where $P$ denotes the principal part of the integral. This integral equation can be solved by the Hilbert transformation \[4\] and we have (see Fig. 2),

i) for $\omega_0 > \omega_c$

$$
\rho(x) = \begin{cases} 
\frac{N}{\pi} \frac{8\omega_0}{\beta} x^2 + \frac{2\omega_0}{\beta} + \frac{4\alpha_0\alpha^2}{\beta} (a^2 - x^2)^{\frac{\beta}{2}} & (-a < x < a) \\
0 & \text{(otherwise)}
\end{cases}
$$

(20)

ii) for $\omega_0 < \omega_c$

$$
\rho(x) = \begin{cases} 
\frac{N}{\pi} \frac{8\omega_0}{\beta} |x||(d^2 - x^2)(x^2 - c^2)|^{\frac{\beta}{2}} & (c < |x| < d) \\
0 & \text{(otherwise)}
\end{cases}
$$

(21)
with \( a^2 = \frac{\beta}{24a_0} (\frac{-4\omega_0}{\beta} + (\frac{16\omega_0^2}{\beta^2} + \frac{192\alpha_0}{\beta})^{\frac{1}{2}}) \), \( c^2 = -\frac{\omega_0}{4a_0} - \sqrt{\frac{\beta}{4a_0}} \), \( d^2 = -\frac{\omega_0}{4a_0} + \sqrt{\frac{\beta}{4a_0}} \) and \( \omega_c = -\sqrt{4\alpha_0/\beta} \).

When \( \omega_0 < \omega_c \), the particles become separated (see Fig. 2). At \( \omega_c \), the universality class of the system changes. We call this novel phenomenon “separation”. A similar phenomenon is the phase separation in the \( t-J \) model [14].

Secondly, we consider the density-density correlation of the GCMS model. As a direct consequence of the Brézin and Zee’s results [4] [5] and the extended results by Beenakker [6], we have

\[
\rho_c(x, y) = -\frac{1}{\beta \pi^2 a^2} f\left(\frac{x}{a}, \frac{y}{a}\right), \quad (22)
\]

\[
f(x, y) = \frac{1}{(x-y)^2 \sqrt{(1-x^2)(1-y^2)}}, \quad (23)
\]

where \( |x - y| \sim O(1) \) and \( \rho_c(x, y) \) is defined by \( < \sum_i \delta(x - x_i) \sum_j \delta(y - x_j) > - < \sum_i \delta(x - x_i) > < \sum_j \delta(y - x_j) > \). Notice that there is the effect of the confinement potential in (22), since (22) is not the function of only \( (x - y) \). The importance of this result is that \( \rho_c(x, y) \) is universal in contrast to \( \rho(x) \). Although (22) is correct for \( \omega_0 > \omega_c \), the numerical simulation [15] suggests that it does not hold for \( \omega_0 < \omega_c \), where the potential has a deep double well.

We expect that the system belongs to a different universality class for \( \omega_0 < \omega_c \). In order to show this explicitly, we calculate \( \rho_c(x, y) \) after separation using the method developed recently by Beenakker [6]. Let us consider the following wavefunction in which the support of \( \rho(x) \) is \( (p, q) \cup (r, s) \) \( (p < q < r < s) \) (see Fig. 3)

\[
|\Psi(x_1, \cdots, x_N)|^2 = \exp[\beta \sum_{i<j} \ln |x_i - x_j| - \beta \sum_i V(x_i)], \quad (24)
\]

where \( V(x) \) is a function. In the large-\( N \) limit we can apply the saddle point method to (24) and obtain

\[
P \int_p^q dy \frac{\rho(y)}{x-y} + P \int_r^s dy \frac{\rho(y)}{x-y} = \frac{dV(x)}{dx}. \quad (25)
\]

A variation of (25) gives \( P \int_p^q dy \frac{\delta \rho(y)}{x-y} + P \int_r^s dy \frac{\delta \rho(y)}{x-y} = \frac{d^2V(x)}{dx^2} \). Since separation does take place and there are no particles in the finite range between \( q \) and \( r \), we have
\[ \delta \int_p^q dx \rho(x) = \delta \int_r^s dx \rho(x) = 0. \]  

(26)

Thus, from the fact that \( \rho_c(x, y) \) is symmetric under an exchange of \( x \) and \( y \), and the Beenakker formula \( \rho_c(x, y) = -\frac{1}{\beta} \frac{\delta \rho(x)}{\delta V(y)} \), we have

\[
\rho_c(x, y) = \begin{cases} 
A_0 \frac{1}{(x-y)^2} \frac{\frac{1}{2}(p+q)(x+y)-pq-xy}{\sqrt{(x-p)(q-x)(y-p)(q-y)}} & \text{(} x, y \in [p, q] \text{)} \\
B_0 \frac{1}{(x-y)^2} \frac{\frac{1}{2}(r+s)(x+y)-rs-xy}{\sqrt{(x-r)(s-x)(y-r)(s-y)}} & \text{(} x, y \in [r, s] \text{)} \\
0 & \text{(otherwise)}
\end{cases}
\]

(27)

where \( |x - y| \sim O(1) \) and \( A_0 \) and \( B_0 \) are constants. Note that \( \rho_c(x, y) \) is still universal after separation.

In summary, we calculated the \( \beta \) functions for a broad class of random matrices and found that the Gaussian fixed point is stable. As is suggested by Brézin and Zee \[4\] \[5\], the stable Gaussian fixed point is responsible for the universality of the correlations in the large random matrices. This result is interpreted in the GCMS model \(8\). We investigated the system in the large \( N \) limit. The system can be in the two universality classes depending on the parameters of the Hamiltonian. We call this change of the universality class “separation”. This phenomenon is similar to the phase separation in the \( t-J \) model. In all the parameter regions, we obtained the density distribution and the density-density correlation explicitly. The density-density correlation shows the universal behavior in contrast to the density distribution. We take into account the effect of the confinement potential and our results may have some implications to the mesoscopic systems such as quantum wire.
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FIGURES

Fig. 1. The $\beta$ function of the random matrix model (schematic).

The arrow denotes the renormalization group flow. There are two fixed points. One is the stable Gaussian fixed point and the other is the unstable fixed point which governs the double scaling limit in the 2D gravity \[2\] .

Fig. 2. The density distribution of the generalized Calogero-Moser-Sutherland model (schematic).

$x$ denotes the space coordinate and $\rho(x)$ the density distribution.

Fig. 3. The density distribution of the wavefunction (24) (schematic).

$x$ denotes the space coordinate and $\rho(x)$ the density distribution.
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The Gaussian fixed point