Real-time fatigue features detection
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Abstract. Fatigue detection is a very important goal because often tired people lose control of a certain task. So the driver falls asleep during a long trip. Driver’s state is very important because one of the main reasons for motor vehicular accidents is related to driver’s fatigue. To prevent accidents a driver fatigue monitoring and control system that works in real time is required. The main purpose of this study to build a base for developing the drowsiness control system. The article presents drowsiness features study, such as the closed eye, the yawn are required for building the system.

1. Introduction

Road safety is certainly one of the most important goals. The reasons for the high accident rate are not only ineffective functioning of the system for ensuring safe road traffic but also in the low discipline of drivers. One of the solutions is to provide a driver with more information about the road conditions [1-2], i.e. creating systems for automatic traffic sign recognition, lane detection, collision warning systems, etc. Currently, driver fatigue is one of the main factors. The tired driver is a reason for 20% of all traffic accidents and 25% of fatal accidents [3].

There are various systems for monitoring driver drowsiness. One type of such systems is based on processing biological signals body driver. The most common approaches are electroencephalography, electrocardiogram, electrooculography, surface electromyogram, galvanic skin reaction, and respiration. [4-5]. These methods create discomfort for a driver.

Another type of system is based on the fatigue measurement scale. The most popular and effective scale is “Karolinska Sleepiness Scale” [6]. Systems with a scale ask the driver about his fatigue status at every interval. Such systems are very intrusive.

The following approach is based on signals that reflect the direct actions of the driver. The driver’s state can be analyzed using signals such as force pressing the pedals, changing the speed of the vehicle, moving the steering wheel, changing the position or lane [7]. A system based on this approach requires an individual approach to each person, so it will not be applicable for a new driver.

The last system is based on monitoring the driver’s face of using a camera and image processing methods to obtain some physical indicators, such as closing the eyes, blinking speed and PERCLOS [8], and detection of yawning [9], gaze direction [10]. This approach is effective. Firstly, the driver’s drowsiness is manifested as a result of features of fatigue on the driver’s face. Secondly, this approach
is unobtrusive. There are commercial products, such as faceLAB and DSS [11], and DFM [12], Viulib [13].

This article is aimed at studying the methods of fatigue needed to build a system based on the approach described in the previous paragraph.

2. Face, eyes and mouth detection

Recently, research to detect a face, as well as eye and mouth are very great importance and are considered one of the most promising areas in object recognition detection.

Each of the detection methods is unstable due to the person’s different pose, facial expressions, face position and orientation, skin color, glasses or long bangs, lighting conditions and image resolution.

2.1. Detection via OpenCV

The detection face is based on the method of Viola-Jones (proposed by P. Viola and M. Jones in 2001) [14].

This method builds a cascade classifier; each of its levels has a huge number of parameters to be checked. This means that the region that didn’t pass the test at the first level of the cascade of classifiers is not checked at the next levels but is discarded as a region that doesn’t contain a face. The classification parameters are image features – functions that calculate the difference in intensities of adjacent image areas. The example of cascade features is shown in Figure 1.

![Cascade features](image1.png)

Fig. 1. Cascade features.

OpenCV already contains a set of trained classifiers to recognize individual parts of the face (eyebrows, nose, lips, eyes, mouth) [15]. But these classifiers are inaccurate. An example of inaccurate detection is presented in Figure 2.

![Face, mouth and eyes detection](image2.png)

Fig. 2. Face, mouth and eyes detection.

A good way to detect areas of small parts of the face is to detect face landmarks.

2.2. Detection via Dlib

Dlib is a less well-known cross-platform library of general-purpose software, also written in the C++ language [16]. Dlib contains software components for working with artificial neural networks, streams, graphical user interfaces, data structures, machine learning, image processing, etc.

Image processing in Dlib is built on the HOG (Histogram of oriented gradients) and SVM (Support vector machine) algorithms.

Dlib doesn’t have detectors for detecting mouth, nose or eyes. There is an only good implementation of the algorithm from the article “One Millisecond Face Alignment with an Ensemble of Regression Trees”.

The model of 68 face landmarks is shown in Figure 3.

![68 face landmarks](image3.png)

Fig. 3. Face landmarks.

2.3. Algorithm comparison

For comparison, we used the image size of 300 × 300, CPU such as Intel Core i7 3632QM, Intel Core i5 8250 and Intel Core i7 9700K.
For testing, the face detection algorithms were run on 10,000 pictures and the processing speed was average.

**Figure 3.** Face landmarks.

Processing speed is shown in Table 1.

|                | Dlib HOG | OpenCV Haar | OpenCV DNN |
|----------------|----------|-------------|------------|
| Intel Core i5 8250 | 57       | 32          | 22         |
| Intel Core i7 3632 QM | 63       | 37          | 16         |
| Intel Core i7 9200K | 148      | 102         | 64         |

**Table 1.** Processing speed in fps.

Comparison of accuracy is shown in Figure 4.

**Figure 4.** Detection accuracy.

Detection of eyes and mouth is performed using a model of 68 face landmarks. Let’s compare existing trained OpenCV and Dlib models. Figure 5 shows the speed of the predictors.

Figure 6 shows the mean square error as a parameter of accuracy for predicting face landmarks. In most applications, it is impossible to know the size of the face in the image in advance. For such cases, it is better to use OpenCV. The most accurately is OpenCV DNN method. If speed is critical, it is better to use a haar-based implementation. Dlib HOG is the fastest method on the processor. But he does not detect faces of small size. A fast and accurate predictor for determining points from Dlib was used with the Dlib HOG + SVM face detector. Figure 7 presents a comparison of the accuracy of the predictor with the two best detectors. As can be seen from the
graph, in almost all videos the predictor works better with the detector from Dlib. The reason is that the predictor works very poorly when the face is not frontal. Dlib HOG does not allow detecting faces with large occlusion. In real application, we did not get frames where the person was not detected by Dlib HOG.

![Figure 5. Predictors processing speed.](image1)

![Figure 6. Predictors accuracy.](image2)

![Figure 7. Comparison predictor’s accuracy.](image3)

3. Fatigue features detection

3.1. Eye closure detection

The whole aspect ratio approach is based on the use of the ear threshold value. This value averaged among all people and for some specific individuals with a different eye structure it can be incorrect.

To detect the state of openness of the eyes, we used the machine learning technique. One of the machine learning algorithms is a convolutional neural network. The neural network was built and trained using the Keras library. The neural network architecture is shown in Figure 8.

For training and testing of the neural network was used dataset [13], which contains 2,423 images, in size 24 × 24.

This architecture is optimal on the processor and will work in real time. Also, this architecture allows detecting the state of the eye with high accuracy. The neural network was trained and predicts with 0.96 accuracies.

3.2. Yawning detection

To detect the yawn, we will use an adjacent algorithm with a neural network. Let’s transform data from the dataset [18] for a neural network. The original data is stored as video recordings of 1 minute with an AVI file extension and with a frame rate of 30 fps. In the video, the driver talks and periodically yawns. On average, a person yawns 2-3 times on a video. We calculate the mar value for
each frame and transform the signal using a median filter. The original signal and the signal processed by the median filter are shown in Figure 9.

![Image of neural network architecture](image)

**Figure 8.** Neural network architecture.

![Image of yawn signals](image)

**Figure 9.** Yawn signals.

Next, we transform into a signal depending on four classes, which is shown in Figure 10. We can see 4 classes of values from 0 to 3. Below in Figure 11 is a classification of these values. Images were cut using the face alignment library.

The neural network with the architecture shown in Figure 12 receives 54,381 images. The accuracy of the trained neural network is 0.9389.

**4. Experiment researches**

Detection fatigue featured implement in close relation with Dlib face landmark algorithm. So, these methods don’t work with face occlusion, lack of light, sun glare, glasses and other obstacles to detect via face landmark algorithm. The yawn detection results are shown in Figure 13.

Dlib face landmarks a lot of error points with obstacles. Figure 14 shows error predictions.
Figure 11. Yawn classes.

Figure 12. Neural network architecture.

Figure 13. Yawn.
Figure 14. Error predictions.

The processing speed of algorithms is shown in Table 2.

|                | Left eye state | Right eye state | Yawn  |
|----------------|----------------|-----------------|-------|
| Intel Core i7 3632 QM | 0.00124        | 0.00119         | 0.00194 |

Therefore, when using only CPU, FPS is 228, which is suitable for real-time processing.

5. Conclusion
The developed algorithms work in real time with fps 228 on the CPU Intel Core i7 3632 QM but have limitations. The imperfection of the algorithm for detecting face landmark gives a lot of false predictions. It is possible to use a more accurate library, such as face-alignment, but these methods don’t work in real time.

In future research, the described method will be implemented on mobile processors like Nvidia Jetson Nano.
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