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Abstract

With recent advances in question-answering models, various datasets have been collected to improve and study the effectiveness of these models on scientific texts. Questions and answers in these datasets aim to explore the content of a scientific paper by seeking information from the paper’s content. However, these datasets do not tackle the argumentative content of scientific papers, which is of huge importance in persuasiveness of a scientific discussion. We introduce ArgSciChat, a dataset of 41 argumentative dialogues between scientists on 20 NLP papers. The unique property of our dataset is that it includes both exploratory and argumentative interactions in a dialogue on a scientific paper. Moreover, the size of ArgSciChat demonstrates the challenges in collecting dialogue for specialized domains. Thus, our dataset is an aid for evaluating few-shot transfer learning methods for dialogue agents in a specialized domain. We perform a detailed analysis on ArgSciChat and use it to fine-tune and evaluate a pre-trained document-grounded dialogue agent for NLP papers. The results show that dialogues in ArgSciChat include exploratory and argumentative interactions, which makes it challenging for the examined dialogue agent to answer questions. We publicly release ArgSciChat.1

1 Introduction

The enormous and ever-growing number of scientific papers (Munroe, 2013; Ronzano and Saggion, 2015) make scientific text processing imperative. A considerable body of research in NLP is dedicated to developing methods to provide insights from scientific papers (Beltagy et al., 2019; Zhang et al., 2021; Wadden et al., 2022; Zhang et al., 2021; Parveen et al., 2016; Wadden et al., 2022; Mysore et al., 2022). Recent advances in Question-Answering (QA) models made them a great asset in accessing the content of scientific papers (Dasigi et al., 2021). To develop and evaluate QA models on scientific papers, various datasets have been collected (Dasigi et al., 2021; Pampari et al., 2018; Pappas et al., 2018; Jin et al., 2019; Tsatsaronis et al., 2015; Krallinger et al., 2020). For each scientific paper in these datasets, a set of questions with the exploratory (EXP) intention is defined. These questions aim to explore the content of a scientific paper and seek information. Answers to EXP questions are limited to single words or short text spans extracted from the text of the paper.

Scientific answers should ideally be explained with argumentation to be persuasive. If an answer is not persuasive, then a follow-up question might be raised to argue about the answer. This property of scientific domain motivates a crucial need for a dataset of scientific argumentative dialogues on scientific papers. Collecting such a dataset is challenging for two reasons. First, while there are linguistic theories about scientific argumentative dialogues (Walton, 2008; Macagno, 2000); there is no functional intent sets for collecting argumentative questions and answers. Second, scientists (and experts in general) are on a strictly limited time-budget, so incentivizing scientists and aligning them to chat about a scientific paper should be very optimized. Although off-the-shelf crowdsourcing platforms are applicable for data collection in generic domains, they do not lend themselves for collecting argumentative dialogues in science.

In this work, we introduce ArgSciChat, the first dataset of annotated argumentative dialogues on NLP papers. Figure 1 shows an example dialogue from our dataset. To collect ArgSciChat, we first define a set of intent classes for interactions between scientists about scientific papers. We then develop a new dialogue collection methodology in
which we involve scientists preferences into the dialogue collection process. We allow scientists to choose a paper to chat about based on their preference. Then align them with each other to conduct a dialogue about their chosen papers according to their schedule. In ArgSciChat, the dialogues are in English and conducted synchronously by subjects who are NLP scientists. Each dialogue is about a single paper. We define the aim of dialogues to exchange information and argue about retrieved answers from the content of a paper. Each subject plays a different role in the dialogue. E is the expert on the research presented in the paper, and P (for proponent) is the subject aiming to learn about the scientific paper by posing questions to the expert. Importantly, E and P can argue about the content of the paper and each other’s opinion.

We extensively analyze the properties of the collected dialogues in ArgSciChat. To put our dataset in context, we compare our dataset with CoQA (Reddy et al., 2019), QuAC (Choi et al., 2018) and Doc2Dial (Feng et al., 2020). We then evaluate the diversity of dialogues in our dataset and analyze the quality of answers. Finally, we use our dataset to fine-tune and evaluate LED (Beltagy et al., 2020), a generic dialogue agent for answering questions about a long text. The goal of this experiment is to study the difficulty level of our dataset for current dialogue systems.

In summary, our major contributions are (1) a high-quality and challenging argumentative dialogue dataset on NLP papers, (2) a new set of intent classes for interactions in argumentative dialogues, (3) a new methodology for collecting dialogues between scientists.

We believe that our contributions pave the way for building intelligent dialogue agents in scientific domains. These agents not only can foster our access to the content of scientific papers by answering our questions but also can scientifically argue about their answers.

2 Related Work

To our knowledge, there is no dataset consisting of dialogues with both exploratory (EXP) and argumentative (ARG) interactions. The most similar datasets to ours deal with QA tasks on scientific papers, such as QASPER (Dasigi et al., 2021), emrQA (Pampari et al., 2018), BioRead (Pappas et al., 2018), BioMRC (Pappas et al., 2020) and QAngaroo (Welbl et al., 2018), PubMedQA (Jin et al., 2019), and BioAsq (Tsatsaronis et al., 2015; Krallinger et al., 2020). These datasets include only the EXP questions and lack the ARG questions and answers. Moreover, questions in these datasets weakly link to each other to resemble a dialogue. In contrast, ArgSciChat consists of coherent
### Intent Definition Example

**Exploratory (EXP)**
- **Ask Info (AI)**: A question to seek information from a paper.
- **Give Info (GI)**: An answer to give information about a paper.
- **Switch Topic (ST)**: A request or proposal to shift the topic.

**Argumentative (ARG)**
- **Ask Opinion (AO)**: A question to ask about opinions.
- **Give Opinion (GO)**: An answer to provide an opinion.

---

**Table 1:** We define five intent classes for questions and answers in a scientific argumentative dialogue.

| Intent                | Definition                                           | Example                                                                 |
|-----------------------|------------------------------------------------------|----------------------------------------------------------------------|
| Exploratory (EXP)     | A question to seek information from a paper.         | What data set is used to train a classifier?                          |
|                       | A request or proposal to shift the topic.            | We consider the Partial Latin Square completion problem.              |
|                       | An answer to give information about a paper.         | Which intent would you like to know more about?                       |
| Argumentative (ARG)   | A question to ask about opinions.                    | Which do you think is the strongest point of your approach?          |
|                       | An answer to provide an opinion.                     | It is interesting that such simple techniques help.                  |

---

**3 Methodology**

Our goal is to collect synchronous dialogues about the content of scientific papers, where dialogues include EXP and ARG questions and answers.

#### 3.1 Defined Intent Set

There are no pragmatical intent sets for collecting scientific argumentative dialogues. Therefore, we define a new set of intents for interactions in such dialogues. To do so, we follow a fundamental theory of argumentative dialogues (Walton, 2008). Walton (2008) defines six different interaction types in a dialogue. By taking into account their goals, only two types are relevant to scientific dialogues: information-seeking to extract information and persuasion to discuss the claims of a scientific paper. Inspired by this theory, we define five intent classes for questions and answers that may happen in scientific argumentative dialogue. Table 1 summarizes the definitions of these intents and shows an example for each intent. Exploratory (EXP) interactions aim to seek (or provide) information. Argumentative (ARG) interactions aim to convey persuasion. It is worth noting that Walton (2008) considers other aspects of argumentative dialogues, such as “personal attacks” and “appeals to emotion”. We do not include those aspects in this work because scientific argumentation is primarily supposed to be objective.

---

**3.2 Dialogue Formulation**

In each dialogue, each subject receives either role E (expert) or P (proponent). P and E discuss the content of a scientific paper. P accesses only the paper’s title, whereas E accesses the abstract and introduction sections of the scientific paper. We limit the paper content to the abstract and introduction sections because we believe these two sections present the gist of the paper sufficiently to sustain a dialogue.
To collect EXP interactions, we instruct P to use the title to start the conversation by asking for information about the paper. E answers the question using the content of given sections of the paper. Since E’s answers should be grounded in the content of the scientific paper, we ask E to select up to two text spans from the paper that are used in generating the answer. We refer to these text spans as supporting facts. This definition resembles the ones introduced in Dasigi et al. (2021) (evidence) and Reddy et al. (2019) (rationale). We emphasize that a supporting fact does not imply any argumentative function of the text span (e.g., a fact can be a claim like $F_3$ in Figure 1). A supporting fact only helps the subjects to conduct high-quality dialogues. To encourage natural conversations, we instruct both P and E to write down their message (which could be a question or an answer) in free-form textual sentences.

A pair of a P’s and an E’s messages constitutes a dialogue turn. The E’s message and selected supportive facts are displayed to P to initiate the next dialogue turn. To collect messages with ARG intent, we encourage P and E to argue about previous dialogue turns. An explored topic of the scientific paper should be easier to understand through argumentation. Finally, to limit the occurrences of unanswerable questions and improve the coherence of the dialogues, we ask E to switch the topic of conversation using the given content of the paper.

### 3.3 Dialogue Collection

To collect scientific argumentative dialogues on scientific papers, we focus on NLP publications. While including many interdisciplinary scientific papers, this domain sets a common background between scientists as subjects. For each dialogue we ask two subjects who are experts in NLP to discuss about the content of an NLP publication.

A key challenge in implementing our data collection methodology is to optimize this process for scientists. Best-practice crowdsourcing frameworks (e.g., AMT and Upwork) lack three main features regarding dialogue collection in the scientific domain: (1) flexibility in scientific paper selection and (2) time slots scheduling, and (3) synchronous participation. To meet these requirements and incentivize scientists’ participation, we introduce an implementation for our dialogue collection methodology. We develop a web-based tool where the subjects can register and chat in a written format about an NLP publication. While subjects sign up in our tool, they confirm a consent which authorizes the usage of their dialogues and papers for any sorts of research purposes. We define the consent form by following GDPR\(^2\) and the ethics guidelines for trustworthy AI\(^3\).

To encourage subjects participate in a dialogue, we let them select a few scientific papers from an automatically retrieved list of their recent publications. This idea relieves subjects’ burden in reading the selected paper since they are the author of those papers. Moreover, from the subjects’ perspective, participating in a dialogue about their publications is an informal advertisement for their research. To align the subjects with each other time-wise, we ask subjects with role E to announce their available time slots for presenting their selected scientific paper. We then let subjects with role P choose time slots based on their time schedule and also the title of papers associated to the slots. We report the implementation details of our methodology and an example of its web interfaces in Appendix A.

We invited 31 senior and junior scientists in NLP from two large NLP groups in Europe to participate in our dialogue collection study. 23 of the invited scientists (74.2%) accepted and participated in at least one dialogue. On 20 NLP papers, we collected 68 dialogues in total. We filtered out dialogues that ended abruptly due to connection issues, resulting in 41 dialogues. We present these dialogues and their corresponding papers as the ArgSciChat dataset, which consists of 498 messages from 41 dialogues about 20 NLP papers.

### 4 Experiments

#### 4.1 Comparing with Similar Datasets

To put the ArgSciChat dataset in context, we first compare it with similar datasets. We compare dialogues in ArgSciChat with dialogues in CoQA (Reddy et al., 2019), QuAC (Choi et al., 2018), and Doc2Dial (Feng et al., 2020). These datasets include contextualized question-answering (QA) messages grounded in generic documents. Since no expert knowledge is required to explore such texts, dialogues take place between crowd contributors in these datasets. Conversely, dialogues in ArgSciChat are conducted by experts in NLP as

\(^2\)https://gdpr.eu/tag/gdpr/

\(^3\)https://op.europa.eu/en/publication-detail/-/publication/d3988569-0434-11ea-8c1f-01aa75ed71a1
a scientific domain. Importantly, unlike the other datasets, dialogues in ArgSciChat follow EXP and ARG intents.

4.2 Analyzing Dialogues of ArgSciChat

To obtain a deep understanding of the dialogues in ArgSciChat, we perform an in-depth analysis on this dataset. In particular, we investigate the diversity of dialogues collected for a paper, the properties of selected supportive facts, and to what extent the dialogues are exploratory and argumentative.

4.3 Using ArgSciChat for Evaluating Dialogue Agents

To assess the difficulty of ArgSciChat for recent dialogue agents, we synthesize a dialogue agent to take the role of E. Consequently, we define two evaluation tasks: (i) Fact selection, where the agent selects up to two sentences from a given scientific paper as supportive facts; and (ii) Response generation, where the agent generates a free-form text to respond to a P’s message.

We evaluate LED (Beltagy et al., 2020), which is a Longformer trained to answer questions about the content of a long text. LED has been recently used for QA on scientific papers (Dasigi et al., 2021). Using our dataset, the input to LED can be: a P’s question to which we refer as a query (Q); an NLP paper (P); all interactions exchanged before Q, also known as dialogue history (H); and the supportive facts (F) selected by human subjects to generate the reference E’s answers. We thus compare the following LED configurations: LED(Q, P), LED(Q, P, H), and LED(Q, F), where terms inside the parentheses are the inputs to the LED agent.

Dasigi et al. (2021) show that LED achieves better performance when trained jointly for response generation and fact selection. Likewise, we train LED using the loss function $\mathcal{L} = \mathcal{L}_{\text{gen}} + \mathcal{L}_{\text{fact}}$, where $\mathcal{L}_{\text{gen}}$ is the average negative log-likelihood loss between a generated message and the reference E’s message. The $\mathcal{L}_{\text{fact}}$ loss is the average binary cross-entropy loss between the label that a neural classification layer, i.e., MLP, assigns to each sentence of the paper and the reference fact labels we defined for those sentences. To define the reference fact labels for a sentence in a scientific paper, we compare the sentence with the corresponding human-selected supportive facts. We assign a ground truth label 1 to a sentence if a supportive fact contains that sentence, otherwise 0.

We carry out a five-fold cross-validation routine for this experiment. We create fold splits such that all dialogues about the same scientific paper are in the same split. Table 2 shows the number of dialogue turns as data samples used in the training, validation, and test sets of each fold. We report the values of all hyper-parameters used to train LED in Appendix C.

For evaluation metrics, similar to Dasigi et al. (2021), for fact selection, we compute the F1 score over candidate sentences in a scientific paper against the reference supportive facts. We denote this metric as Fact-F1. For response generation, we use the token-level F1 score introduced in SQUAD (Rajpurkar et al., 2016). This metric is computed over individual words between the generated response and the reference E’s message. We denote this metric as Message-F1. Following recent suggestions for evaluating text generation systems, we also report BERTScore (BScore) (Zhang et al., 2020) and MoverScore (Mover) (Zhao et al., 2019) for the response generation task.

To put our results in context, we use a retrieval-based method as a baseline for the fact selection task. This method computes the cosine-similarity score between the vector representation of a query Q and the vector representation of each sentence in the input paper. Following Dasigi et al. (2021), we use TF-IDF with default parameters in sklearn and S-BERT to obtain the vector representations. We then rank the sentences concerning their similarity scores with the query Q and select the top-two sentences as the supportive facts. Like Dasigi et al. (2021), we estimate a statistically robust human baseline for the fact selection task with three NLP experts. In particular, each expert selects two sentences from the input paper as supportive facts for a given query Q. We would like to remark that human performance estimation process is independent of the annotation process described in Section 5.2 and involves different NLP experts to ensure sound evaluation.

| Fold   | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 |
|--------|--------|--------|--------|--------|--------|
| Train  | 199    | 200    | 183    | 212    | 207    |
| Validation | 27    | 14     | 39     | 27     | 22     |
| Test   | 23     | 35     | 27     | 10     | 20     |

Table 2: The number of dialogue turns in each fold.
Table 3: Avg. Turns shows the average number of turns per dialogue. % MSM depicts the percentage of multi-sentence message in a dataset. Avg. Length indicates the average number of tokens per message. # Dial. indicates the number of dialogues. Supporting facts are not considered as answers.

5 Results

5.1 Comparing with Similar Datasets

Table 3 reports the characteristics of dialogues in the compared datasets. In terms of the average number of dialogue turns, dialogues in ArgSciChat are comparable with those in QuAC and Doc2Dial datasets. Compared with CoQA, dialogues in ArgSciChat contain less dialogue turns. ArgSciChat contains fewer dialogues than the other datasets. The limited number of dialogues in our dataset is symptomatic of expert domains where the data collection process is subject to tight requirements like matching scientists’ schedules. The exchanged messages in ArgSciChat are beyond text spans and consist of free-form textual sentences. In particular, ArgSciChat contains a higher percentage (50%) of multi-sentence messages than the other datasets. The limited number of dialogues in our dataset is symptomatic of expert domains where the data collection process is subject to tight requirements like matching scientists’ schedules. The exchanged messages in ArgSciChat are beyond text spans and consist of free-form textual sentences. In particular, ArgSciChat contains a higher percentage (50%) of multi-sentence messages than the other datasets. This observation is also confirmed by the average message length, i.e., the number of tokens per message.

5.2 Analyzing Dialogues of ArgSciChat

Dialogue Diversity. On average ArgSciChat contains two dialogues for each NLP paper. We study to what extent the messages (which could be questions or answers) exchanged in these dialogues are semantically diverse. To do so, we group messages in dialogues grounded in one paper into three categories: G1: semantically similar P messages; G2: E messages associated with P messages in G1; and G3: E messages and their corresponding supportive facts. For each group, we compute the semantic diversity between any pair of messages, using the cosine distance between the vector representations of messages. We obtain the vector representations of messages using S-BERT⁴ (Reimers and Gurevych, 2019). If the cosine distance between the vector representations of the messages in a pair is below a threshold, we consider the messages to be semantically diverse. We empirically found that a threshold value of 0.5 is sufficient to study dialogue diversity in ArgSciChat. Qualitatively similar results obtained with different thresholds are reported in Appendix B.

We report the average percentage of semantically diverse pairs in each group over all papers with multiple dialogues. About 90% of messages in group G1, 63% in group G2, and 43% in group G3 are semantically diverse. These results suggest that our dialogue formulation yields diverse dialogues even on identical papers. This property of ArgSciChat is important when its dialogues are used to evaluate dialogue agents (Reddy et al., 2019).

Supportive Facts Up to two supportive facts are used as groundings for E’s messages. Table 4 shows that about 61.1% (129 out of 211) of these messages are grounded in one supportive fact and 38.9% (82 out of 211) on two supportive facts. For the two-facts messages, the average sentence-based distance between the facts in the scientific paper is 5.8. This observation indicates that the supportive facts in the two-facts messages are non-adjacent sentences in the paper.

We also observe that a large portion of all the supportive facts is from the introduction section. In particular, 61% of supportive facts are from the introduction section, while 39% are from the abstract. This shows that both abstract and introduction sections of the scientific paper are explored in the dialogues.

Finally, E selects most of the supportive facts from the introduction section, denoting the exploratory intent of P. We study the distribution of supportive facts over sentences in the introduction section. We view the introduction section at the sentence level. We compute the supportive fact distribution by normalizing each sentence position.

Table 4: Studied statistics about supportive facts in ArgSciChat.
concerning the total number of sentences in the introduction section. Figure 2 shows the results. We observe that supportive facts mostly are from the middle (35%-55%) and last (70%-100%) sentences of the introduction section. The middle part of the introduction section describes the research method used in the corresponding scientific paper. The last part reports experiments and findings. We conclude that dialogues explore the scientific contributions of a scientific paper from different scientific views.

**EXP and ARG Intents** To study to what degree the dialogues are exploratory and argumentative, we instruct four NLP experts to annotate all the sentences from ArgSciChat dialogues. Specifically, each expert annotates 25% of ArgSciChat sentences. We remark that these experts are not from those that participated in our dialogue collection study. As instruction, we give them our intent definitions and their example sentences (Table 1). For the sake of the annotation budget, we compute the inter-annotator agreement on 289 sentences of 10 randomly selected dialogues. The average Fleiss’ Kappa (Fleiss, 1971) is 0.89, and the Krippendorf’s alpha (Krippendorff, 2011) is 0.83, showing that the quality of annotations is high enough to be used in our analysis of the EXP and ARG intents of dialogues in ArgSciChat.

Table 5 reports the frequency of each intent label on all the sentences expressed by P and E from all dialogues in ArgSciChat. P is more inclined to ask questions (AI), whereas E reports about facts from paper content (GI). This is compatible with our definitions for these roles, showing that our dialogue formulation was comprehensive for the expert subjects to follow. P expresses an opinion (GO) more often than E by 10%. Both P and E ask for opinion (AO) with a similar frequency (≈6%).

E switches the topic of conversation (ST) more frequently than P by about 6%, which is because E has access to more content of the scientific papers than P. Moreover, according to our formulation, E should drive the conversation to prevent any dead end. By grouping intent labels according to their corresponding intent categories (the EXP and ARG columns in Table 5), we observe that ARG intents represent nearly 23% of all the sentences. In comparison, EXP intents represent about 77% of messages. These results support the correctness of our dialogue collection methodology in achieving the goal of collecting dialogues that demonstrate EXP and ARG dialogues in a scientific domain.

**5.3 Using ArgSciChat for Evaluating Dialogue Agents**

Table 6 shows the results for both tasks. For fact selection, we observe that the performance of LED in terms of Fact-F1 is comparable with the baseline fact selection models and far from human performance on this task. This confirms the difficulty of ArgSciChat for the fact selection task. However, one reason for such a low score of LED is the small number of data samples, motivating further research in developing few-shot learning methods for training conversational agents in expert domains.

For response generation, in terms of the Message-F1 metric, LED(Q,P) achieves a 14.25% token-level F1 score, followed by the LED(Q,P,H) with a 16.14% score. LED(Q,P,H) outperforms

| Role | AI | ST | GI | GO | AO | EXP | ARG |
|------|----|----|----|----|----|-----|-----|
| P    | 63.3 | 1.2 | 7.6 | 21.9 | 6.1 | 72.0 | 28.0 |
| E    | 1.0 | 7.6 | 72.7 | 11.8 | 6.9 | 81.3 | 18.7 |
| Total | 29.5 | 4.7 | 42.9 | 16.4 | 6.5 | 77.1 | 22.9 |

Table 5: The frequency (%) of intents from each dialogue role. “Total” is the total frequency of each intent.

| Model   | Fact-F1 | Message-F1 | BScore | Mover |
|---------|---------|------------|--------|-------|
| TF-IDF  | 16.22   | -          | -      | -     |
| S-BERT  | 13.65   | -          | -      | -     |
| LED(Q,P) | 10.58  | 14.25      | 85.85  | 2.25  |
| LED(Q,P,H) | 8.50   | 16.14      | 86.00  | 4.54  |
| LED(Q,F) | -      | 19.54      | 86.64  | 8.53  |
| Human   | 51.26   | -          | -      | -     |

Table 6: LED’s scores for fact selection (Fact-F1) and response generation (Message-F1, BScore, and Mover).
Query: Sounds promising! So how well do the models perform?

LED(Q,P): We use a neural network to train the neural network to generate neural networks.
LED(Q,P,H): We use a generic, KB-agnostic annotation approach.
LED(Q,F): They use their models to improve annotation speed. What do you think about this?

Reference E: Using these in a user study, we measured an annotation time improvement of up 35%. Do you think this is useful?

Reference Facts: We show that statistical machine learning models can be used in an interactive entity linking setting to improve annotation speed by over 35%.

Table 7: A case study of the response generated by the LED agent when trained on the ArgSciChat dataset.

LED(Q,P), suggesting that prior exchanged messages in a dialogue can be beneficial in generating a response to an input query. This also shows that dialogues in our dataset are beyond a sequence of unrelated dialogue turns. LED(Q,F) outperforms LED(Q,P) and LED(Q,P,H) by at least three token-level F1 points. This score of LED(Q,F) confirms the importance of supportive facts for generating a high-quality response.

As a case study, we analyze responses LED generates for a query Q given different inputs. Table 7 shows the query, the responses generated by the examined configurations of LED, the response generated by E, and the supportive facts selected by E in a dialogue. LED(Q,F) identifies Q’s intent, which aims to ask for information about “the speed improvement of the annotation study”. The model generates a response with both EXP and ARG intents. In particular, the first sentence in the LED(Q,F)’s response has EXP intent as it provides information to answer the question. The second sentence involves ARG intents as it asks for P’s opinion, heading towards an argumentative dialogue.

6 Discussion

Our analysis of dialogues in ArgSciChat suggests that our methodology is an effective practice for collecting dialogues in expert domains. In this work, we applied our methodology to the NLP scientific domain. To demonstrate that the methodology is sound, we have run a pilot study and invited 31 NLP experts. Among the invited experts, 23 of them accepted our invitation and participated in our dialogue collection study. In future work, the methodology could be further scaled to online community events, poster sessions in online conferences, where scientists chat about their papers. The performance of LED on our dataset highlights different characteristics of ArgSciChat, such as the importance of supportive facts for response generation, the benefit of including dialogue history, and the challenge of generating messages that have both EXP and ARG intents. In particular, these characteristics motivate further research on building conversational agents in expert domains. Our dataset’s size testifies to the challenge of incentivizing scientists’ contribution to data collection. Recent large language models have shown a remarkable ability for zero- and few-shot learning (Brown et al., 2020). We believe that even a small-sized but high-quality dataset could contribute significantly to developing dialogue agents in specialized domains.

7 Conclusion

We propose ArgSciChat, the first argumentative dialogue dataset in the NLP scientific domain. In our dataset, dialogue sentences are in free-form English texts, written by NLP experts, and annotated with intent labels encoding the EXP and ARG intents of scientific argumentation. To collect this dataset, we defined a new methodology that lets scientists introduce their scientific papers, choose the topic and the time of dialogues based on their preferences. In addition to in-depth analysis of ArgSciChat, we found that ArgSciChat is a challenge for a recent dialogue agent (Beltagy et al., 2020) for the tasks of supportive fact selection and response generation. In future work, we aim at designing few-shot learning agents in the scientific domain.

Ethical Consent

We ask experts to read and confirm a consent concerning data privacy and informed consent before signing up for our tool. In the form, we explicitly
state the aim of the study and the later use of collected data. We provide detailed information to the subjects about the personal data information we require for participation and its temporary usage throughout the study. Subjects can request data deletion at any given step of the study. All subjects who agree to sign-up also consent to participate in the study.

**Limitations**

ArgSciChat is the result of a pilot study concerning 31 invited NLP experts. In particular, ArgSciChat contains dialogues about 20 scientific papers regarding a few NLP topics. Thus, dialogues in ArgSciChat are only a small sample of the set of possible dialogues grounded in scientific papers. In particular, several design choices have been considered in our data collection methodology: (a) the topic of a paper; (b) the common background of invited NLP experts; (c) the available content of a paper during a dialogue; and (d) the dialogue setting (e.g., in our implementation, dialogues had a time limit which restricted the number of interactions between subjects). We chose the NLP domain in our study since we (the authors) have expertise in this domain. This choice also facilitated the definition of a pool of NLP experts to participate in our study through our research network.

Furthermore, dialogues in ArgSciChat are grounded in scientific papers. In particular, we limit the paper’s content to the abstract and introduction sections. This choice reduces subjects’ effort to act as E, while also providing enough information to sustain a dialogue. Thus, we do not collect dialogues between subjects concerning other sections of a paper.
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A Dialogue Collection Supplementary Details

We provide details about our implementation of the described data collection methodology below. We define a time deadline for each step to ease subjects’ synchronization along the data collection process.

Sign-up We require subjects to provide the following contact information: full name and email address. We also need subjects to provide their Google Scholar profiles regarding paper selection. If no Google Scholar profile is available, subjects can still sign-up by manually submitting hyperlinks to the PDF files of papers about which they have enough expertise. The automatic paper retrieval step reports the top five subjects’ most recent papers listed in their Google Scholar profile. Subjects are then asked to select two of them to participate in the study.

Booking as E We consider time slots of one hour in length. Upon sign-up, summary information about selected papers and time slots is provided to human subjects. In particular, subjects can add the selected time slots to their calendar to ensure participation.

Booking as P Once the sign-up deadline has been met, our implementation automatically notifies subjects about the next phase via email. Additionally, a unique private authentication code is assigned and provided to each participant. The authentication code is used to identify subjects during the study while ensuring anonymity. We split each E time slot into three time slots of 20 minutes duration. Subjects are required to book four distinct time slots, each one regarding a different paper. Upon submission, summary information is provided to subjects regarding their final schedule concerning both roles.

Conducting a Dialogue Once the time deadline of the “Booking as P” step has been met, our implementation automatically notifies subjects about their final schedule. By doing so, subjects have exact information about which time slots they have to join. Our implementation also supports an automatic notification system that ensures subjects join each time slot on time.

Why Synchronous Dialogues? Given subjects’ required level of expertise and to ensure naturalness during dialogue collection, we opted for synchronous dialogues. Indeed, such a choice introduces tight requirements about subjects’ availability and corresponding attributable effort. However, asynchronous dialogues can also have potential drawbacks, such as an extended data collection period. Additionally, in an asynchronous dialogue, dialogue properties like the partial observability of P can be quickly overcome due to the absence of a time limit. Conversely, short synchronous dialogues encourage both subjects to maximize the exchanged information flow in the same way as a natural goal-oriented conversation.

Data Collection Interfaces We develop role-specific collection interfaces based on the Mephisto library. We opt for a standalone data collection application that does not impose additional participation steps apart from initial data submission. Upon connection of both subjects for a dialogue, the corresponding paper content is loaded, and dialogue roles are attributed to each subject. Coherently with the given formulation, no worker payment was considered, but an award system is devised to encourage attendance. To avoid a E message without supportive facts, the system notifies when no facts have been highlighted upon a message sent. Additionally, a hint system encourages both subjects to suggest discussing previous dialogue turns encouraging opinions exchange. Figure 3 reports the data collection interfaces for both dialogue roles. Both interfaces reflect the asymmetric nature of the dialogue by restricting information to individual roles.

B Dialogue Diversity Supplementary Details

Table 8 shows the diversity scores for each group of messages across different diversity thresholds.

| Group | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |
|-------|-----|-----|-----|-----|-----|
| G1    | 0.77| 0.87| 0.92| 0.96| 0.98|
| G2    | 0.43| 0.48| 0.63| 0.73| 0.68|
| G3    | 0.18| 0.28| 0.43| 0.60| 0.81|

Table 8: Average topical diversity on dialogues on identical papers. The numbers in the header of columns represent thresholds values.

5https://github.com/facebookresearch/Mephisto
Figure 3: Data collection interfaces for (a) P and (b) E. On the right side, the title, abstract and introduction sections of the paper are reported for E. Conversely, P’s view is solely restricted to the paper title.

C Experiment Supplementary Details

In this section, we report additional details regarding our experimental setup and the described tasks.

Setup As in Dasigi et al. (2021), multiple inputs are concatenated together with a special separation token. In our experimental setup, inputs are concatenated based on the following order: (i) query (Q); (ii) dialogue history (H); (iii) scientific paper (P). We set the LED global attention mask to take into account each individual input as in (Dasigi et al., 2021). In contrast to (Dasigi et al., 2021), the lack of LaTeX source files forbids the automatic retrieval of paper section paragraphs. Instead, we work at the sentence level. The average training time is ~40 – 60 seconds per epoch depending on the given input combination. Experiments are conducted on a NVidia GeForce 2080ti 11 GB.

Model Configuration Table 9 reports the main hyper-parameters of the LED model. As in (Dasigi et al., 2021), we employ the HuggingFace model allenai/led-base-16384. Because we only use the abstract and introduction sections of a scientific paper, we re-scale the attention window size hyper-parameter according to our maximum document length. Note that the selected hyper-parameter value is the same percentage of the maximum document length as in (Dasigi et al., 2021).
| Hyperparameter          | Value          |
|-------------------------|----------------|
| Attention dropout       | 0.1            |
| Attention window size   | 700            |
| Optimizer               | Adam           |
| Learning rate           | $5 \cdot 10^{-5}$ |
| Patience                | 20             |

Table 9: The LED model hyper-parameters.