Multi-modal Brain Tumor Segmentation via Missing Modality Synthesis and Modality-Level Attention Fusion
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Abstract—Multi-modal magnetic resonance (MR) imaging provides great potential for diagnosing and analyzing brain gliomas. In clinical scenarios, common MR sequences such as T1, T2 and FLAIR can be obtained simultaneously in a single scanning process. However, acquiring contrast enhanced modalities such as T1ce requires additional time, cost, and injection of contrast agent. As such, it is clinically meaningful to develop a method to synthesize unavailable modalities which can also be used as additional inputs to downstream tasks (e.g., brain tumor segmentation) for performance enhancing. In this work, we propose an end-to-end framework named Modality-Level Attention Fusion Network (MAF-Net), wherein we innovatively conduct patchwise contrastive learning for extracting multi-modal latent features and dynamically assigning attention weights to fuse different modalities. Through extensive experiments on BraTS2020, our proposed MAF-Net is found to yield superior T1ce synthesis performance (SSIM of 0.8879 and PSNR of 22.78) and accurate brain tumor segmentation (mean Dice scores of 67.9%, 41.8% and 88.0% on segmenting the tumor core, enhancing tumor and whole tumor).

I. INTRODUCTION

Glioma is the most common intracranial tumor. Currently, magnetic resonance (MR) imaging is the best observation approach for diagnosing and evaluating glioma before surgery. In MR imaging, due to different settings of scanning parameters such as the radio frequency pulse, gradient field and signal acquisition time, MR modalities of different contrasts can be generated. Typically, a combination of different MR modalities benefits more accurate disease diagnosis. In clinical practice, general MR modalities such as T1-weighted, T2-weighted, and fluid attenuation inversion recovery (FLAIR) can be relatively easily obtained. These modalities do not require external interference and can be acquired through adjusting the scanning parameters. However, there are also modalities that are relatively difficult to obtain, such as contrast-enhanced T1 (T1ce); specific contrast agent, which may cause allergic or adverse reactions, is injected into a patient’s body to highlight certain brain tissues. Moreover, collecting T1ce requires extra time and cost.

Existing evidence [1], [2], [3] suggests that T1ce plays an important role in identifying the tumor core and the enhancing tumor of glioma, as it can highlight the active tumor and clearly distinguish the boundary between necrotic and parenchyma areas. According to neurosurgeons, the intensity and boundary of active tumors are important biomarkers for subsequent tumor grading and treatment-related decision-making. In such context, T1ce offers indispensable information for glioma diagnosis even though it is highly likely to be a missing modality in real clinics. On the other hand, previous works have suggested [4] that image segmentation tasks and image generation tasks are typically mutually beneficial, although this hypothesis has not been verified on the tumor segmentation task. In light of this, we conjecture that synthesizing the T1ce modality will also benefit the subsequent brain tumor segmentation task.

In this work, we introduce an innovative framework called Modality-Level Attention Fusion Network (MAF-Net) for brain tumor segmentation. Our main contributions are three-fold:

- We propose the first multi-modal patchwise contrast learning framework for modality synthesis and apply it to synthesizing T1ce.
Multi-modal MR images are fully explored and integrated through a modality-level attention fusion block.

The modality synthesis and tumor segmentation tasks are performed simultaneously to promote each other’s performance, and their feasibility and effectiveness have been established through extensive experiments.

II. RELATED WORKS

**Brain Tumor Segmentation.** Numerous brain tumor segmentation studies employ multi-modal MR images to pursue superior results. Traditional methods use generative probabilistic models to deal with multi-modal information. With the rapid development of deep learning, neural network related tumor segmentation models have emerged, yielding great success. For example, Hua et al. uses cascaded networks to utilize the multi-modal information, whereas Ranjbarzadeh et al. combines cascaded networks with an attention mechanism and produces more accurate predictions.

**Image-to-image translation.** In computer vision, image-to-image translation has been a very popular research topic. Most image generation and translation methods build their basis on generative adversarial network (GAN) [10]. For example, Zhu et al. proposes Pix2pix [11] to effectively solve the paired image translation task, and CycleGAN [12] applies a cycle consistency loss to the task of unpaired image translation with a strong bijective constraint. Further, CUTGAN [13] introduces patchwise contrastive learning, mining high-dimensional features by constructing positive and negative samples at a patch level.

**Multi-modal Image Fusion.** To deal with multi-modal images, a fusion step that can effectively combine the information of each modality is essential for downstream tasks. Zhou et al. [14] carries out fusion at a decision level, training multiple SVM [15] classifiers for prediction ensemble. On the other hand, Chen et al. designs a dual-task network [16] conducting efficient fusion at a high-dimension feature level. Meanwhile, SE-Net [17] introduces a feature level fusion module named SE module to enhance essential features and reduce the importance of task irrelevant features, obtaining attention-guided features for fusion. Recently, self-attention is explored to accomplish multi-modal fusion [18] at the cost of extensive computation.

**Multi-modal Medical Image Synthesis.** Several GAN-based image generation methods have also been applied to multi-modal medical image settings. For example, [19] and [20] disentangle images into content maps and style codes and recombine them to form style-transferred images. However, they do not work for brain MRI given that the intensity distribution within a single MRI modality is too diverse. Previous researches [11], [2] use modality generation or reconstruction as an auxiliary task to complement the missing MR modalities, and adopt the generated images or latent features for downstream tasks. Nevertheless, these methods do not perform well on synthesizing T1ce nor segmenting brain tumor, and they typically require paired T1ce samples at least during training. Due to the scarcity of T1ce, sometimes we have access to only a small amount of T1ce but a large number of common modality MR images, resulting in mismatch between T1ce and general MR modalities. To accommodate such situation, unpaired training frameworks are needed.

III. METHOD

Given a set of paired regular MR modalities including T1, T2 and FLAIR and a set of unpaired T1ce, it is desirable that a model can generate reasonable T1ce images which accommodate well a tumor segmentation network together with real T1, T2, and FLAIR images. Our proposed MAF-Net pipeline mainly consists of two modules: a missing modality synthesis module and a tumor segmentation module. Fig. demonstrates the overall architecture of MAF-Net.

**Unpaired Missing Modality Synthesis via Patchwise Contrastive Learning.** The unpaired missing modality synthesis task aims to utilize unpaired dataset, learn correspondences and differences between source and target modalities, and eventually complement the missing modality’s information. We use CUTGAN as our baseline for the missing modality synthesis task.

Keeping consistent with CUTGAN, we follow the patch-wise contrastive framework, but expand it to three encoders and one decoder; each encoder focuses on learning the relationship of intensity and structure between a specific modality of interest (T1, T2, or FLAIR) and the to-be-generated target modality T1ce. After identifying the common features between each modality and T1ce, those features are fused and fed into the decoder to generate the synthesized T1ce. A GAN-based framework includes a discriminator which tries to distinguish whether the current image is a real T1ce or a synthesized one, and a generator which learns synthesizing real-like T1ce images. The objective function \( L_{syn} \) for the modality synthesis task is

\[
L_{syn} = L_{GAN}(G, D, X, Y) + \frac{1}{N} \sum_{i=1}^{N} \lambda_{X} L_{PatchNCE}(G, H, X) + \lambda_{Y} L_{PatchNCE}(G, H, Y),
\]

where \( L_{GAN} \) represents the adversarial loss

\[
L_{GAN}(G, D, X, Y) = \mathbb{E}_{x \sim P_X} \log D(y) + \mathbb{E}_{x \sim Q_X} \log(1 - D(G(x))).
\]

It encourages the distribution of the fake image to be close to that of the real one. \( N \) denotes the total number of the regular modalities and is three in our task. \( X = \{X_i | i = 1, 2, 3\} \) denotes a set of paired MR images of three different modalities, and \( Y \) is a set of unpaired T1ce. \( G \) and \( D \) respectively represent the generator and the discriminator. We set \( \lambda_{X} = 1 \) and \( \lambda_{Y} = 1 \) when we jointly train the consistency loss \( L_{PatchNCE}^{Y} \); otherwise, we have \( \lambda_{X} = 10 \) and \( \lambda_{Y} = 0 \). \( L_{PatchNCE}^{Y} \) makes use of an MLP network \( H \) to extract high-dimensional features of each input modality \( X_i \) and the synthesized T1ce at a patch level, so as to calculate the NCE loss [22]. The features of the input images and the synthesized image are mapped into the same latent space, and the NCE loss enforces features of the synthesized T1ce stay close to those
of the multiple general modalities at the co-located patch, as illustrated in Fig. 2. Since we have three input modalities, the NCE loss is calculated on each modality and then gets summed up. $L^\text{PatchNCE}_{\text{N}}$ is defined as

$$L^\text{PatchNCE}_{\text{N}} = E_{x_i \sim X} \sum_{n=1}^{N} \sum_{l=1}^{l_{\text{enc}}} L_{\text{ncc}}(z^\text{syn}_{l,n}, z^s_{l,n}, z^{S/s}_{l,n} | n = i), \quad (3)$$

where $z^\text{syn}_{l,n} = \{H(G_{\text{enc}}(G_i(X)))\}$ is the latent feature vector of the synthesized T1ce generated by layer $l$ in the $n$-th encoder at position $s \in S$; $z^s_{l,n} = \{H(G_{\text{enc}}(X_n))\}$ represents features of the input patch and $z^{S/s}_{l,n}$ refers to features of the corresponding negative samples which are sampled from different positions in the same input image. More specifically, $L_{\text{ncc}}$ is computed as

$$L_{\text{ncc}}(z^\text{syn}_{l,n}, z^s_{l,n}, z^{S/s}_{l,n}) = -\log \left[ \frac{e^{z^\text{syn}_{l,n} / \tau} e^{z^s_{l,n} / \tau}}{e^{z^\text{syn}_{l,n} / \tau} e^{z^s_{l,n} / \tau} + \sum_{i \in S} e^{z^\text{syn}_{l,i} / \tau}} \right], \quad (4)$$

where $\tau$ is the scaling factor that is generally set to be 0.07, and $s_i$ refers to the negative patches. $L^\text{PatchNCE}_{\text{N}}$ denotes the patchwise consistency loss in Fig. 1, comparing the synthesized T1ce image and the real one to ensure that there are no out-of-bounds abnormalities in the generated fake image.

**Dynamic Modality-Level Attention Fusion.** Since we utilize three encoders to separately deal with the relationship between each existing modality and the target modality, we aim at deeply fusing features extracted by those different encoders. Inspired by the SE module [17], we propose Modality-Level Attention Fusion to perform dynamic modality-weighted refining and multi-modal feature fusion. The structure of our Modality-Level Attention Fusion block (MAF-Block) is also shown in Fig. 1.

In the upper-right panel of Fig. 1, $\{F_n | n = 1, 2, 3\}$ are the feature vectors respectively outputted by the three encoders.

We sequentially concatenate all $F_n$ together to form as $F$, feed it into a $3 \times 3$ convolution layer and perform activation in the modality channel, obtaining $N$ feature attention maps $A_n$ at the modality level. Each time we train the network, we assign different learnable weight maps to each input modality’s features. Hypothesizing that features of all the three modalities will contribute to the synthesis of T1ce, we choose softmax as the activation function instead of sigmoid, setting the sum of the weights of the three modalities to be 1 at a patch level, to achieve the purpose of dynamic weight adjustment. After an element-wise multiplication of $A_n$ and $F_n$, we obtain re-weighted modality-level features $F_n$. Subsequently, we use a $1 \times 1$ convolution and LeakyReLU to conduct feature fusion and dimension reduction on the concatenated features $\tilde{F}$, and finally get the fused features $F_{\text{fuse}}$ acting as the input of the
Joint Learning of Synthesizing and Segmentation. Afterwards, we treat the generated T1ce as a supplementary modality and feed it into our brain tumor segmentation network along with the real T1, T2, and FLAIR modalities via concatenation. UNet with an input channel of four is used as our tumor segmentation network and cross-entropy loss is chosen as the loss function.

\[ L_{\text{seg}} = -\frac{1}{M} \sum_{i=1}^{C} \sum_{j=1}^{M} q_j^i \log(q_j^i), \]

where \( C = 4 \) refers to the total number of tumor segmentation classes. \( q_j^i \) and \( q_j^i \) respectively denote the prediction and ground truth labels at the \( j \)th pixel, and \( M \) is the total number of pixels.

Given that the contrast enhanced tissue in T1ce is mainly the enhancing tumor which is also one of the segmentation targets, we intuitively conduct joint learning for modality synthesis and tumor segmentation. We set a weighting parameter \( \lambda \) for the loss of the modality synthesis task. The overall objective function is thus

\[ L_{\text{total}} = \lambda L_{\text{syn}} + L_{\text{seg}}, \]

where \( \lambda \) is empirically set to be 1e-3, considering that brain tumor segmentation is our main task.

IV. RESULTS AND DISCUSSION

Dataset. The Brats2020 dataset contains paired MR images of T1, T2, T1ce and FLAIR from a total of 369 glioma patients. We take T1, T2, FLAIR as the available MR modalities, and T1ce as the missing target modality for model training. Given that the axial view can display gliomas more comprehensively, we conduct T1ce synthesis and tumor segmentation in the axial view. We center crop all axial images to 224 × 224 and select slices containing the brain tumor for training. The entire dataset are divided into training, validation and test sets according to a ratio of 7:1:2 at the sample level. Each sample is manually annotated into 4 categories at the pixel level, including background, necrosis, enhancing tumor and edema areas. According to clinical practice, we define the union of edema, enhancing tumor, and necrosis as whole tumor (WT), and the union of necrosis and enhancing tumor as tumor core (TC). We evaluate the segmentation performance on three components, namely WT, ET, and TC, as is illustrated in Fig. 3. To reduce discontinuous regions, we conduct the largest connected region operation for post-processing upon WT.

Training Details. We use a self-defined ResNet with 9 ResNet blocks and twice downsampling for the encoders and decoder of our modality synthesis module. Adam is used as the optimizer, and the batch size is set to be 4. The learning rates for the generator \( G \), MLP \( H \), discriminator \( D \) and segmentor are respectively set to be \( l_G = 4e^{-4}, l_H = 4e^{-4}, l_D = 2e^{-4} \), and \( l_{\text{seg}} = 1e^{-4} \). In our case, the layers \( L = 0, 4, 8, 12, 16 \) are selected for computing the NCE loss. We first train the modality synthesis task for a total of 10 epochs, leading to stable T1ce generation. Then, we add the tumor segmentation task into the training schedule for another 100 epochs until convergence on the validation set.

Ablation Study. An ablation study is conducted in Table to evaluate our method’s effectiveness. We perform simple averaging instead of MAF-Block to identify the effectiveness of our fusion component. The Dice score quantifies the overlap between the ground truth segmentation and the predicted segmentation and the average symmetric surface distance (ASSD) measures the average distance between the ground truth surface and the predicted surface.

As shown in Table compared with the baseline UNet, which is fed with the three common modalities but not the synthesized T1ce, UNet together with a single encoder from CUTGAN improves both on the Dice scores and the ASSD metrics. Noticeably, with the incorporation of MAF-Block, significant increases are observed on the Dice scores of the enhancing tumor and the tumor core. The results reach the best when including all proposed components together with multi-task joint learning, revealing that joint learning produces better surfaces as verified by the ASSD values of the enhancing tumor and the tumor core.

Modality Synthesis Results. We use Structure Similarity Index Measure (SSIM) and Peak Signal-to-Noise Ratio (PSNR) to measure the quality of the generated images and compare our proposed method with state-of-the-art image generation frameworks including CycleGAN, DRIT++ and CUTGAN. SSIM mainly considers three key features of an image: luminance, contrast and structure, while PSNR measures an image’s quality. Fig. 4 presents representative visualization results of all synthesized T1ce. Obviously, the T1ce images generated from MAF-Net, clearly distinguishing the enhancing tumor from the whole tumor, are more realistic and reasonable than those from other compared frameworks. It is worth mentioning that our method exhibits a more powerful localization ability of the tumor area, which is beneficial for the subsequent tumor segmentation task.

Table quantitatively displays the comparison results of all methods, in terms of SSIM and PSNR. Apparently, our proposed MAF-Net largely outperforms other frameworks in synthesizing T1ce from a combination of T1, T2, and FLAIR. Compared with the second best framework CycleGAN, MAF-
Ablation Analysis of Each Component in MAF-Net. SingleEN denotes CUTGAN’s encoder and is fed with the concatenated T1, T2 and FLAIR. MAF-GAN refers to the GAN used in the modality synthesis module and MAF-Block refers to the Modality-Level attention fusion block. Keys: WT – whole tumor, ET – enhancing tumor, TC – tumor core.

| Component | WT          | ET          | TC          |
|-----------|-------------|-------------|-------------|
|           | Dice↑ | ASSD↓ | Dice↑ | ASSD↓ | Dice↑ | ASSD↓ |
| UNet      | 84.1% | 5.344     | 33.9% | 5.362     | 60.6% | 5.858     |
| SingleEN  | 85.6% | 5.332     | 37.8% | 4.422     | 62.5% | 4.562     |
| MAF-GAN   | 87.5% | 5.990     | 35.0% | 4.836     | 63.9% | 4.422     |
| MAF-Block | 87.9% | **4.120** | 39.9% | 4.276     | **67.2%** | 4.453     |
| Joint Learning | 88.0% | 4.700     | **41.8%** | **3.845** | **67.9%** | **4.416** |

Fig. 4. Visualization of representative synthesized T1ce images.

Table II
Quantitative comparisons of different methods on T1ce synthesis, in terms of SSIM and PSNR.

| Method   | SSIM↑ | PSNR↑ |
|----------|-------|-------|
| DRIT++ [27] | 0.8417 | 20.28 |
| CUTGAN [13] | 0.8432 | 21.37 |
| CycleGAN [12] | 0.8574 | 21.62 |
| MAF-Net   | **0.8879** | **22.78** |

Tumor Segmentation Results. We add UNet to the aforementioned three image generation models (DRIT++, CUTGAN, and CycleGAN) so as to compare them with MAF-Net in terms of tumor segmentation in Table III and quantitatively evaluate the results by the Dice score. For a fair comparison, we concatenate the three regular modalities and feed them into the image generation models. Fig. 5 presents representative segmentation results. Apparently, MAF-Net’s results display more distinctive boundaries than those from other methods, especially for the necrosis and enhancing tumor. Referring to the quantitative evaluations in Table III, it is clear that MAF-Net better benefits our downstream tumor segmentation task than each of the three compared frameworks, as clearly revealed by the Dice scores (67.9% for the tumor core and 41.8% for the enhancing tumor). Considering the results of modality synthesis, there is no doubt that high-quality synthesized T1ce affects the tumor segmentation performance in a good manner. We also compare MAF-Net with other existing segmentation pipelines under the same missing modality setting. It is worth pointing out that most of the existing missing modality segmentation models require paired T1ce in the training phase, whereas our model does not. Results in Table III illustrate
that our MAF-Net compares favorably with models trained with paired samples, especially for segmenting the enhancing tumor and the tumor core.

### TABLE III

| Method                  | WT  | ET  | TC  |
|-------------------------|-----|-----|-----|
| Paired T1ce for training |     |     |     |
| Hamghalam et al. (Brats19) | 88.0% | 34.1% | 61.5% |
| Zhou et al. (Brats18) | 85.4% | 12.9% | 44.4% |
| Unpaired T1ce for training |     |     |     |
| DRIT++ + UNet | 70.8% | 14.0% | 33.5% |
| CycleGAN + UNet | 87.5% | 38.5% | 63.0% |
| CUTGAN + UNet | 85.6% | 37.8% | 62.5% |
| MAF-Net | 88.0% | 41.8% | 67.9% |

### V. CONCLUSION

In this paper, we proposed and validated a novel multimodal framework for unpaired missing modality synthesis and brain tumor segmentation. Utilizing patchwise contrastive loss and Modality-Level Attention Fusion, the proposed MAF-Net can effectively learn the interaction between each regular modality and the target T1ce, and dynamically attribute suitable weight to fuse multi-modal adaptive features. The decoder uses the fused features to generate the corresponding T1ce image and applies it to the downstream segmentation task. Our model can be trained with unpaired samples, which largely broadens the model's feasibility and applicability, and still achieves competitive performance in terms of both T1ce synthesis and brain tumor segmentation.
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