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Abstract
The paper provides a new formula for the largest Lyapunov exponent of Gaussian matrices, which is valid in the real, complex and quaternion-valued cases. This formula is applied to derive asymptotic expressions for the largest Lyapunov exponent when the size of the matrix is large. In addition, the paper gives new exact formulas for the largest Lyapunov exponents of 3-by-3 real and $d$-by-$d$ quaternion Gaussian matrices.

1. INTRODUCTION

Lyapunov exponents are useful tools that measure sensitivity of a dynamical system with respect to initial conditions. Let $f : X \to X$ be a differentiable map of a manifold $X$ to itself. The dependence on small perturbations in the initial conditions can be measured by the growth of matrix products $P_n = A_n A_{n-1} \ldots A_1$, where $A_k := f'(x_k)$ and $x_k = f(x_{k-1})$. For example, the system can be thought of as “chaotic” if at a typical initial position $x_1$, the products $P_n$ grow exponentially in one direction and contract exponentially in another one.

In order to quantify what is meant by a typical initial position, the manifold $X$ is usually endowed with a probability measure. Then, $A_k$ are random matrices and therefore we are led to the study of random matrix products.

In a seminal paper, Furstenberg and Kesten in [9] showed that $\lim_{n \to \infty} n^{-1} \log \| P_n v_0 \|$ exists under some mild conditions on random matrices $A_k$. This limit does not depend on $v_0 \neq 0$, and it is called the largest Lyapunov exponent. In order to define other Lyapunov exponents, assume that $A_i$ is a sequence of independent, identically distributed random $d$-by-$d$ matrices such that the diagonal elements of $A_i^* A_i$ have finite moments. Then the limit of matrices $(P_n^* P_n)^{1/2n}$ is well defined and has $d$ non-negative real eigenvalues (Oseledec [23], Raghunathan [26]). The logarithms of these eigenvalues are called the Lyapunov exponents of matrices $A_i$. We denote them $\mu_1, \ldots, \mu_d$.

A lot of research went into the study of properties of the Lyapunov exponents, such as their analyticity with respect to small matrix perturbations and with respect to changes in the matrix random process ([27], [14], [24]), the multiplicity of the largest Lyapunov exponent ([10], and
Lyapunov exponents have been generalized to infinite-dimensional operators ([28], [12]), and found important applications in the study of hydrodynamic stability ([29]) and random Schroedinger operators ([3]).

Unfortunately, typically it is not easy to calculate the Lyapunov exponents except by directly simulating the matrix products. There is only a limited number of cases for which an explicit formula is available ([5], [16]), and in some cases it is possible to compute the exponents accurately even if one does not have an explicit formula ([25]).

Recently, Forrester found a formula for the Lyapunov exponents of complex Gaussian matrices with general covariance matrix \( \Sigma \) (see [7]). His method is based on the Harish-Chandra-Itzykson-Zuber integration formula and cannot be applied to the case when matrices are real or quaternion-valued.

In this paper we derive a new formula for the largest Lyapunov exponent, which is applicable not only in the complex-valued case but also for real and quaternion-valued Gaussian matrices. The formula provides an easy way to compute the largest Lyapunov exponent for this class of matrices.

As an application of this formula, we derive asymptotic expressions for the largest Lyapunov exponents of high-dimensional matrices. First, we consider the case when the covariance matrix \( \Sigma \) has a “spike”, that is, when all eigenvalues of \( \Sigma \) except one, equal 1, and the exceptional eigenvalue equals \( \theta > 1 \). We study the asymptotic behavior of the largest Lyapunov exponent when the dimension \( d \) is large and \( \theta / d \to x > 0 \). Next, we consider the case when \( d \) is large and \( \Sigma \) does not have spikes. We find that in this case the largest Lyapunov exponent can be approximated well by a formula from free probability theory.

Another consequence of our main formula is an explicit expression for the largest Lyapunov exponent of a 3-by-3 real Gaussian matrix in terms of standard elliptic functions. Previously, a similar explicit expression was known only in the case of 2-by-2 matrices ([15]).

Finally, we investigate the Lyapunov exponents of quaternion Gaussian matrices. Here we give an alternative argument for the basic determinantal formula for the Lyapunov exponents. (The usual argument is deficient since it relies on the calculus of exterior forms which is not available in the quaternion case.) Then, we derive formulas for all Lyapunov exponents in the case when \( \Sigma = I \) and a formula for the largest Lyapunov exponents in the case of the general \( \Sigma \).

The rest of the paper is organized as follows. Section 2 collects necessary background information about Lyapunov exponents. Section 3 formulates and proves the main formula. Section 4 derives an asymptotic expression for the largest Lyapunov exponent when the covariance matrix \( \Sigma \) has a spike. Section 5 considers the spike-free case and compares our results with a result from free probability theory. Section 6 is about explicit formulas for real Gaussian matrices. Section 7 is about quaternion Gaussian matrices. And Section 8 concludes.
2. Background Information about Lyapunov Exponents

The key fact about Lyapunov exponents is that they satisfy the following relation:

\[ \mu_1 + \ldots + \mu_k = \sup_{n \to \infty} \lim_{n} \frac{1}{n} \log \text{Vol}_k (y_1(n), \ldots, y_k(n)) \]  

where \( y_i(n) = P_n y_i(0) \) and the supremum is over all choices of linearly independent vectors \( y_i(0) \). It can be proved that the supremum is in fact not needed in this formula. In words, the sum of \( k \) largest Lyapunov exponents measures the average growth rate in the volume of a \( k \)-dimensional element when we apply linear transformations specified by matrices \( A_i \).

If these matrices are independent and Gaussian, then this formula can be significantly simplified. Namely, let \( G(i) \) be independent random \( d \)-by-\( d \) matrices whose entries are independent (real) standard Gaussian entries, and \( \Sigma^{1/2} \) is a (real) positive-definite \( d \)-by-\( d \) matrix. Let \( A_i = \Sigma^{1/2} G(i) \). We will call these matrices \textit{real Gaussian matrices with covariance matrix} \( \Sigma \).

The crucial observation is that the distribution of \( A_i^* A_i \) is invariant relative to the transformation

\[ A_i^* A_i \rightarrow Q^* A_i^* A_i Q, \]

where \( Q \) is an arbitrary orthogonal matrix. This implies that the changes in the volume of a \( k \)-dimensional element are independent from step to step and that their distribution is the same as if they were applied to the element spanned by the standard basis vectors \( e_i \),

\[ \mu_1 + \ldots + \mu_k = \mathbb{E} \log \text{Vol}_k (A_1 e_1, \ldots, A_1 e_k) = \frac{1}{2} \mathbb{E} \log \det (G_k^* \Sigma G_k), \]  

where \( G_k \) denotes a random \( d \)-by-\( k \) matrix with the identically distributed standard Gaussian entries. (For details of the argument see [18] and [19].) Sometimes it is useful to write this formula as

\[ \mu_1 + \ldots + \mu_k = \frac{1}{2} \frac{d}{d\mu} \mathbb{E} [\det (G_k^* \Sigma G_k)^\mu] \bigg|_{\mu=0} \]  

This argument works for complex Gaussian matrices as well. For quaternion Gaussian matrices, it should be modified because the theory of exterior products and volume elements is not sufficiently developed for modules over the quaternion skew-field. Luckily, the basic formulas (2) and (3) are still valid, as we will see in a later section.

While formula (2) allows one to compute all Lyapunov exponents, it is essentially a multidimensional integral which can be computationally demanding. For this reason, it is of interest to obtain a more explicit way for the Lyapunov exponent calculation.

For real Gaussian matrices and the simplest situation when \( \Sigma = \sigma^2 I \) and \( I \) is the identity matrix, Newman showed in [19] that

\[ \mu_i = \frac{1}{2} \left[ \log (2\sigma^2) + \Psi \left( \frac{d - i + 1}{2} \right) \right], \]  

where \( \sigma \) is the standard deviation of the Gaussian entries and \( \Psi \) is the digamma function.
where $\Psi(x)$ is the digamma function, $\Psi(x) := (\log \Gamma(x))'$. (At the positive integer points, $\Psi(n) = \sum_{k=1}^{n-1} \frac{1}{k+\gamma}$, where $\gamma = 0.5772\ldots$ is the Euler constant. At half-integers, $\Psi(n + 1/2) = \sum_{k=1}^{n-1/2} -2 \log 2 - \gamma$. The asymptotic behavior of the digamma function is given by the formula $\Psi(z) = \log z - \frac{1}{2z} - \frac{1}{12z^2} (1 + O\left(\frac{1}{z^2}\right))$.

In particular if we normalize $\sigma^2 = 1/d$, then for $d = 1$ the largest Lyapunov exponent $\mu_1 = [-\log 2 - \gamma]/2$ and for $d \to \infty$, $\mu_1 = -\frac{1}{2d} + O\left(\frac{1}{d^2}\right)$.

Another explicit formula is known for the sum of all Lyapunov exponents. Indeed, if $k = d$, then $\det (G_k^* \Sigma G_k) = \det G_d G_d^* \det \Sigma$, and therefore formula (3) becomes

$$\mu_1 + \ldots + \mu_d = \frac{1}{2} \log \det \Sigma + \frac{d}{d\mu} \left. E \left[ \det (G_d G_d^*)^\mu \right] \right|_{\mu=0}$$

In [7], Forrester showed that this implies that

$$\mu_1 + \ldots + \mu_d = \frac{1}{2} \sum_{i=1}^{d} \left( \log \left( \frac{2}{y_i} \right) + \Psi \left( \frac{i}{2} \right) \right), \quad (5)$$

where $y_i$ are eigenvalues of $\Sigma^{-1}$. (See formula 2.25 in [7]).

Forrester has also established analogues of formulas (4) and (5) for the complex-valued Gaussian matrices.

(Recall that in general the density for a Gaussian matrix $A$ with covariance matrix $\Sigma$ is given by $P(A) = c_\beta \det \left( \Sigma^{-k} \right) \exp \left[ -\frac{\beta}{2} \text{Tr} \left( A^* \Sigma^{-1} A \right) \right]$, where $\beta = 1, 2, 4$ for real, complex or quaternion matrices and $c_\beta$ is a normalization constant. Equivalently, $A$ can be obtained as $\Sigma^{1/2} G$, where $\Sigma^{1/2}$ is a real positive definite matrix and $G$ is real, complex or quaternion matrix with independent entries. The entries of $G$ have components that are real Gaussian variables with variance $1/\beta$.)

Namely, Forrester showed that in the case of the complex-valued Gaussian matrices with $\Sigma = \sigma^2 I$,

$$2\mu_i = \log \sigma^2 + \Psi \left( d - i + 1 \right)$$

(see Proposition 1 in [7] and note that the absence of $1/2$ before $\Psi$ is a typo.)

If $\sigma^2 = 1/d$, then for $d = 1$ the largest Lyapunov exponent $\mu_1 = -\gamma/2$ and for $d \to \infty$, $\mu_1 = -\frac{1}{d} + O\left(\frac{1}{d^2}\right)$.

The sum rule in the complex valued case is

$$\mu_1 + \ldots + \mu_d = \frac{1}{2} \sum_{i=1}^{d} \left( \log \left( \frac{1}{y_i} \right) + \Psi (i) \right).$$

A significant advance that Forrester achieved in the complex-valued case is an explicit formula for all Lyapunov exponents valid in the case of general $\Sigma$. Namely, it is shown in [7]
that

\[ \mu_k = \frac{1}{2} \Psi (k) + \frac{1}{2} \prod_{i<j} (y_i - y_j) \det \begin{bmatrix} y_j^{i-1} & \log y_j & y_j^{k-1} \\ (\log y_j) y_j^{k-1} \\ y_j^{i-1} \end{bmatrix} \]  

where \( y_i \) are eigenvalues of \( \Sigma^{-1} \). In particular for \( k = 1 \), one can re-write this as

\[ \mu_1 = \frac{1}{2} \left[ \Psi (1) - \sum_{j=1}^{d} \log y_j \prod_{l \neq j} (1 - y_j/y_l) \right] \]

provided that all \( y_i \) are different.

The proof of formula (7) is based on the Harish-Chandra-Itzykson-Zuber integral and cannot be directly generalized to the case of real or quaternion Gaussian matrices.

In fact, it appears that for the real-valued case with general \( \Sigma \), an explicit formula (due to Mannion [15]) is only known for products of 2-by-2 Gaussian matrices:

\[ \mu_1 = \frac{1}{2} \left[ \Psi (1) + \log \left( \frac{1}{2} \text{Tr} \Sigma + \sqrt{\det \Sigma} \right) \right] . \]  

(Some explicit formulas are also known for 2-by-2 random matrices with non-Gaussian entries, see [16]. In addition, there are methods which sometime allow one to compute Lyapunov exponents efficiently even when explicit formulas are not available, see [25].)

Our goal is to derive an explicit formula for the largest Lyapunov exponent which would be applicable in the real and quaternion-valued case with general \( \Sigma \).

3. AN INTEGRAL FORMULA FOR THE LARGEST LYAPUNOV EXPONENT

Our main formula is as follows.

**Theorem 3.1.** Let \( A_i \) be independent Gaussian matrices with covariance matrix \( \Sigma \). Let the entries be real, complex or quaternion, according to whether \( \beta = 1, 2, \) or 4. Assume that the eigenvalues of \( \Sigma \) are \( \sigma_i^2 = 1/y_i \). Then, the following formula holds for the largest Lyapunov exponent of \( A_i \),

\[ 2\mu_1 = \Psi (1) + \log \left( \frac{2}{\beta} \right) + \int_0^\infty \left[ 1_{[0,1]} (x) - \prod_{i=1}^{d} \left( 1 + \frac{x}{y_i} \right)^{-\beta/2} \right] \frac{dx}{x} . \]  

**Proof:** We start with (2) and note that a \( d \)-by-\( k \) Gaussian matrix \( \Sigma^{1/2} G_k \) has the density function

\[ p_{\Sigma^{1/2} G_k} (X) = c \det (\Sigma^{-k}) \exp \left[ -\frac{\beta}{2} \text{Tr} \left( XX^* \Sigma^{-1} \right) \right] . \]
If one changes variables to non-zero eigenvalues and eigenvectors of $XX^*$ then one obtains the density for eigenvalues of $G_k^* \Sigma G_k$,

$$p(\lambda_1, \ldots, \lambda_k) = c' \det(\Sigma^{-k}) \prod_{1 \leq i < j \leq k} |\lambda_i - \lambda_j|^{\beta} \prod_{i=1}^k \lambda_i^{\beta(d-k+1)/2-1} \times \int \exp \left( -\frac{\beta}{2} \text{Tr} \left( U A U^* \Sigma^{-1} \right) \right) (U^* dU),$$

where $(U^* dU)$ denote the Haar measure on the unitary group of real/complex/quaternion $d$-by-$d$ matrices, and $A$ is the diagonal $d$-by-$d$ matrix with entries $\lambda_1, \ldots, \lambda_k, 0, \ldots, 0$.

In general, the integral is difficult to compute for $\beta = 1$ or $\beta = 4$. (For $\beta = 2$, this can be done by using the Harish-Chandra-Itzykson-Zuber formula.) However, in the case of $k = 1$, there is a formula discovered independently in [17], [30], and [22]. (See also [6] for a simple derivation.) It holds for $\beta = 1, 2, 4$. Suppose $A$ and $B$ are diagonal matrices with diagonal elements $(a, 0, \ldots, 0)$ and $(b_1, \ldots, b_d)$, respectively. Let $G^{(\beta)} (d)$ denote the group of unitary $d$-by-$d$ matrices in the real, complex, and quaternion case, respectively. Then

$$\int_{G^{(\beta)} (d)} \exp (\text{Tr} \left( U A U^* B \right)) (U^* dU) = \Gamma \left( \frac{\beta d}{2} \right) a^{1-\beta d/2} \frac{1}{2\pi i} \int_C e^{az} \prod_{i=1}^d (z - b_i)^{-\beta/2} dz,$$

where the contour of integration goes in counterclockwise around the points $b_i$. In the case of $\beta = 1$, the contour starts at $+\infty$ or $-\infty$ depending on the sign of $a$, and the branch of $(z - b_i)^{-1/2}$ should be chosen appropriately.

Specializing to the case $a = -\frac{\beta}{2} \lambda < 0$, and $b_i = y_i$, we get the following formula for the density of $G_1^* \Sigma G_1$,

$$p_{\beta} (\lambda) = c \prod_{i=1}^d y_i^{\beta d/2-1} \left( -\frac{\beta}{2} \lambda \right)^{1-\beta d/2} \frac{1}{2\pi i} \int_C e^{-\beta \lambda z/2} \prod_{i=1}^d (z - y_i)^{-\beta/2} dz = c' \int_C e^{-\beta \lambda z/2} \prod_{i=1}^d (z - y_i)^{-\beta/2} dz,$$

where $c'$ is a normalization constant. Next, we use formula (2) and find that

$$\mu_1 = \frac{1}{2c_{\beta}} \int_0^\infty \log \lambda \left[ \int_C e^{-\beta \lambda z/2} \prod_{i=1}^d (z - y_i)^{-\beta/2} dz \right] d\lambda,$$

where the contour of integration goes in a counterclockwise direction around the points $y_i$, and

$$c_{\beta} = \int_C \int_0^\infty e^{-\beta \lambda z/2} \prod_{i=1}^d (z - y_i)^{-\beta/2} dz d\lambda.$$

(Note that one can write similar although more complicated formulas for other Lyapunov exponents by using a generalization of formula (10), which was recently discovered by Onatski in [21].)
By changing the order of integration in (12) and computing the inner integral, we find that
\[
2 \mu_1 = \Psi(1) + \frac{1}{c_\beta} \left[ \frac{1}{2\pi i} \int_C \log \left( \frac{2}{\beta z} \right) \left( \frac{2}{\beta z} \right)^d \prod_{i=1}^d (z - y_i)^{-\beta/2} \, dz \right],
\]
where
\[
c_\beta = \frac{1}{2\pi i} \int_C \left( \frac{2}{\beta z} \right)^d \prod_{i=1}^d (z - y_i)^{-\beta/2} \, dz
= \frac{2}{\beta} \prod_{i=1}^d (-y_i)^{-\beta/2}.
\]
This implies that
\[
2 \mu_1 = \Psi(1) + \log \left( \frac{2}{\beta} \right) + \frac{1}{2\pi i} \int_C \log (z) \prod_{i=1}^d \left( 1 - \frac{z}{y_i} \right)^{-\beta/2} \, \frac{dz}{z},
\]
where the contour of integration goes in a counterclockwise direction around the points \( y_i \).

Next, we move the contour of integration so that it starts at \(-\infty\), goes along the upper edge of the real axis to \(-r\), then circles around the 0 in the clockwise direction, and then returns to \(-\infty\) along the lower edge of the real axis. Then by computing the integrals over the two rays and the circle, and by taking the radius of the circle to zero, we find that
\[
-\frac{1}{2\pi i} \int_C \log (z) \prod_{i=1}^d \left( 1 - \frac{z}{y_i} \right)^{-\beta/2} \, \frac{dz}{z} = \lim_{r \to 0} \left\{ \int_r^\infty \prod_{i=1}^d \left( 1 + \frac{x}{y_i} \right)^{-\beta/2} \, \frac{dx}{x} + \log r \right\}
= \int_0^1 \left( \prod_{i=1}^d \left( 1 + \frac{x}{y_i} \right)^{-\beta/2} - 1 \right) \frac{dx}{x} + \int_1^\infty \prod_{i=1}^d \left( 1 + \frac{x}{y_i} \right)^{-\beta/2} \, \frac{dx}{x},
\]
which proves formula (9). □

4. ASYMPTOTIC BEHAVIOR FOR A MODEL WITH A SPIKE

Assume that all \( y_i = 1 \), for \( i = 1, \ldots, d - 1 \) and \( y_d = 1/\theta < 1 \). This means that the covariance matrix has a spike \( \theta > 1 \), or informally that one of the rows in matrices \( A_i \) has the size which is \( \sqrt{\theta} \) larger than other rows. We ask the question about the behavior of the largest Lyapunov exponent when \( d \), or \( \theta \), or both, are large. Assume first that \( \beta = 2 \). We can write
\[
2 \mu_1 = \Psi(1) + \int_0^\infty \left[ 1_{[0,1]}(x) - \frac{1}{(1 + x)^{d-1}} \frac{1}{1 + \theta x} \right] \frac{dx}{x}
= \Psi(d) + \int_0^\infty \left[ \frac{1}{(1 + x)^{d-1}} \left( \frac{1}{1 + x} - \frac{1}{1 + \theta x} \right) \right] \frac{dx}{x},
= \Psi(d) + f_d,
\]
where
\[
f_d = (\theta - 1) \int_0^\infty \frac{1}{(1 + x)^d (1 + \theta x)} \, dx \leq \frac{\theta - 1}{d}
\]
Hence, if $\theta = O(d)$ and $d \to \infty$, then

$$2\mu_1 \sim \Psi(d) \sim \log d.$$ 

In other words, in this case the spike $\theta$ in $\Sigma$ cannot influence the leading order asymptotics of the largest Lyapunov exponent.

It is still interesting to find out what is the contribution of the spike $\theta$ to the Lyapunov exponent even though it is of a lower order than the leading asymptotics. (Indeed, the leading term asymptotics can be removed if we rescale all the entries in the matrices $A_i$ by $\sigma = 1/\sqrt{d}$.)

**Theorem 4.1.** Suppose that $A_i$ are independent $d$-by-$d$ Gaussian matrices with the covariance matrix $\Sigma$, and that the eigenvalues of $\Sigma$ are $\sigma_i^2 = 1$ for $i = 1, \ldots, d-1$, and $\sigma_d^2 = \theta > 1$. Let $\theta = d/t$, where $0 < t < d$. In the complex case ($\beta = 2$), we have the following estimate,

$$2\mu_1 = \log d + e^t \int_1^\infty e^{-tx} \frac{dx}{x} + O_t(1/d),$$

$$= \log d - e^t \text{Ei}(-t) + O_t(1/d),$$

where $\text{Ei}(x)$ is the exponential integral function. In the real case ($\beta = 1$),

$$2\mu_1 = \log d + e^{t/2} \int_1^\infty e^{-tx/2} \frac{dx}{\sqrt{x}(\sqrt{x} + 1)} + O_t(1/d),$$

**Proof:** For the complex case, we have

$$2\mu_1 = \Psi(d) + \int_0^\infty \frac{1}{(1 + x)^{d-1}} \left[ \frac{1}{1 + x} - \frac{1}{1 + \theta x} \right] \frac{dx}{x}$$

$$= \Psi(d) + \int_0^\infty \frac{1}{(1 + u/d)^d} \left[ \frac{1}{1 + u/d} - \frac{1}{1 + u/t} \right] \frac{du}{u}$$

$$= \log d + \int_0^\infty e^{-u} \left[ 1 - \frac{1}{1 + u/t} \right] \frac{du}{u} + O_t(1/d)$$

$$= \log d + \int_0^\infty e^{-xt} \frac{du}{1 + x} + O_t(1/d)$$

For the real case, we assume $d = 2k$ (the other case is similar) and write:

$$2\mu_1 = 2 \log + \Psi(k) + \int_0^\infty \frac{1}{(1 + x)^{k-1/2}} \left[ \frac{1}{\sqrt{1 + x}} - \frac{1}{\sqrt{1 + \theta x}} \right] \frac{dx}{x}$$

$$= \log 2 + \Psi(k) + \int_0^\infty \frac{1}{(1 + u/k)^{k-1/2}} \left[ \frac{1}{\sqrt{1 + u/k}} - \frac{1}{\sqrt{1 + 2u/t}} \right] \frac{du}{u}$$

$$= \log d + \int_0^\infty e^{-u} \left[ 1 - \frac{1}{\sqrt{1 + 2u/t}} \right] \frac{du}{u} + O_t(1/d)$$

$$= \log d + e^{t/2} \int_1^\infty e^{-tx/2} \frac{dx}{\sqrt{x}(\sqrt{x} + 1)} + O_t(1/d).$$

(The last step uses the change of variable $x = 1 + 2u/t$.) □
This theorem explains what happens if both $d$ and $\theta$ approach infinity at the same rate. Alternatively, if $\theta > 1$ is fixed and $d$ approaches infinity, then $t = d/\theta \to \infty$ and the asymptotic expansion for the exponential integral function,

$$\text{Ei} (-t) = -\frac{e^{-t}}{t} \sum_{k=0}^{\infty} \frac{k!}{(-t)^k},$$

suggests that $2\mu_1 = \Psi (d) + 1/t + O(t^{-2}) = \Psi (d) + (\theta/d) + O((\theta/d)^2)$. Since the error term in the formula (17) depends on $t$, this argument is not quite satisfactory. However, we can rigorously obtain the following result.
**Theorem 4.2.** Suppose that $A_i$ are $d$-by-$d$ complex Gaussian matrices with the covariance $\Sigma$, and that the eigenvalues of $\Sigma$ are $\sigma_i^2 = 1$ for $i = 1, \ldots, d - 1$, and $\sigma_d^2 = \theta > 1$. Then, for the largest Lyapunov exponent $\mu_1$, we have

$$\lim_{d \to \infty} d (\mu_1 - \log d) = \theta - \frac{3}{2}.$$ 

**Proof:** One can check that for $d \geq 1$, the additional term $f_d$ defined in (16) satisfies the following recursion:

$$f_d = \left( \frac{\theta - 1}{\theta} \right) \left( \frac{1}{d} + f_{d+1} \right).$$

(18) Then we obtain a convergent series for $f_d$,

$$f_d = s \sum_{k=0}^{\infty} \frac{s^k}{d + k},$$

where $s := (\theta - 1) / \theta$. Hence,

$$df_d = s \sum_{k=0}^{\infty} \frac{s^k}{1 + k/d}.$$ 

By using the monotone convergence theorem, we find that

$$\lim_{d \to \infty} df_d = \frac{s}{1 - s} = \theta - 1.$$ 

Together with the asymptotic expansion for the digamma function, $\Psi(d) = \log d - \frac{1}{2d} + O\left( \frac{1}{d^2} \right)$, this limit implies the statement of the theorem. $\square$

We can also use the recursion in (18) and the initial condition $f_1 = \log \theta$ in order to obtain

$$f_d = \left( \frac{\theta}{\theta - 1} \right)^{d-1} \left( \log \theta - \sum_{k=1}^{d-1} \frac{1}{k} \left( 1 - \frac{1}{\theta} \right)^k \right).$$

(19) From formula (19) we can see that in the remaining case, when $d$ is fixed and $\theta$ goes to infinity, we have $f_d \sim \log \theta - \Psi(d) + \Psi(1)$, hence $2\mu_1 \sim \log \theta - \gamma$.

### 5. A comparison with results from free probability

Let $x_i$ be free, identically distributed non-commutative random variables. (For an introduction to free probability, see [20] or [13].) Assume that $x_i$ are bounded and define $\Pi_n := x_n \ldots x_1$. In [11] it was found that the limit of $n^{-1} \log \|\Pi_n\|$ exists and equals $\frac{1}{2} \log E (x_1^* x_1)$, where $E$ denote the trace operation in the free probability space.

Note that the limit of $n^{-1} \log \|\Pi_n\|$ is the largest Lyapunov exponent for the product of variables $x_i$. How does the free probability result about the largest Lyapunov exponent compares with our formula for Gaussian matrices?

In free probability theory, it is known that as $d$ approach infinity, the $d$-by-$d$ Gaussian matrices $A_i^{(d)}$ with covariance matrix $d^{-1}I_d$ converge in distribution to the so-called circular element, which we will denote $a$. (Technically, the element $a$ is a non-selfadjoint operator with the Brown measure uniformly distributed over the unit circle.) In addition, suppose that matrices $\Sigma_d$ are diagonal with eigenvalues $\theta_i > 0$, $i = 1, \ldots, d$, and assume that the
distribution \( \frac{1}{d} \sum_{i=1}^{d} \delta_{\theta_i} \) weakly converges to a compactly supported measure \( \nu \). Then, matrices \( \Sigma_d \) converge in distribution to a self-adjoint non-commutative random variable \( s \) in the sense of free probability theory. This variable has the spectral probability measure \( \nu \).

Since in this paper we are interested in Lyapunov exponents of matrices \( \Sigma_d^{1/2} A_i^{(d)} \), it is natural to consider products of non-commutative random variables \( s_1^{1/2} \ldots s_{n-1}^{1/2} a_n \) where \( a_i \) are free circular elements. Since \( a_i \) are unitarily invariant and free of \( s \), the norm of the product \( s_1^{1/2} a_n s_1^{1/2} \ldots a_1 \) is the same as the norm of the product \( s_n^{1/2} a_n s_{n-1}^{1/2} a_{n-1} \ldots s_1^{1/2} a_1 \), where \( s_i \) are self-adjoint non-commutative random variables which have the same distribution as \( s \), and which are free from each other and from all of \( a_n \). Hence we can define \( x_i = s_i^{1/2} a_i \) and apply the result from [11]. This result shows that the largest Lyapunov exponent of \( x_i \) equals

\[
\frac{1}{2} \log E(a^* sa) = \frac{1}{2} \left( \log E(aa^*) + \log E(s) \right) = \frac{1}{2} \log E(s)
\]

(20)

(The first equality uses the fact that \( E \) is a trace and that \( s \) is free of \( a \). The second equality uses a property of circular elements. The third equality follows from the connection of the trace \( E \) and the spectral probability measure \( \nu \), and from the assumption on the distribution of \( \theta_i \).)

The previous section (about spikes in \( \Sigma_d \)) shows that this formula does not always provide a correct limit value for Gaussian matrices. Indeed, we have seen that if all \( \theta_i \) except one equal \( 1/d \) and the exceptional \( \theta \) equals \( 1/t \), then the large-\( d \) limit of the largest Lyapunov exponent is not \( \frac{1}{2} \log(1 + 1/t) \), which would be suggested by formula (20). However, under some mild conditions this formula does give the correct limit.

**Theorem 5.1.** Suppose that \( A_i^{(d)} \) are \( d \times d \) Gaussian matrices with covariance matrix \( \Sigma_d \), and let the eigenvalues of \( \Sigma_d \) be \( \theta_{i,d} \) where \( i = 1, \ldots, d \). Assume that \( \theta_{i,d} \) are bounded, \( 1 \leq \theta_{i,d} \leq L \), and that

\[
\lim_{d \to \infty} \text{Tr} \left( \Sigma_d \right) := \lim_{d \to \infty} \frac{1}{d} \sum_{i=1}^{d} \theta_{i,d} = \lambda.
\]

Then, for the largest Lyapunov exponents of \( A_i^{(d)} \), we have

\[
\lim_{d \to \infty} \mu_1^{(d)} = \frac{1}{2} \log \lambda.
\]

**Proof:** First, a straightforward calculation shows that

\[
\Psi(1) + \log \left( \frac{2}{\beta} \right) + \int_{0}^{\infty} \left[ 1_{[0,1]}(x) - e^{-(\beta/2) \lambda x} \right] \frac{dx}{x} = \log \lambda.
\]

If we compare this with the formula (9), then we find that it is sufficient to show that

\[
\int_{0}^{\infty} \left[ \prod_{i=1}^{d} \left( 1 + \frac{\theta_i}{d} \right)^{-\beta/2} e^{-(\beta/2) \lambda x} \right] \frac{dx}{x} \to 0
\]

(21)
The figure shows the dependence of the error of the free probability approximation on the dimension. The solid blue lines are for $\beta = 2$ and the dashed red lines are for $\beta = 1$. For circle markers, one half of the eigenvalues of the covariance matrix equals $1/d$ and the other half equals to $3/d$. For the squares, the eigenvalues are placed uniformly at equal distance from each other between $1/d$ and $3/d$.

as $d \to \infty$. First, consider

$$I_1 = \int_0^\infty \left[ \prod_{i=1}^d \left( 1 + \frac{\theta_i}{d} x \right)^{-\beta/2} - \prod_{i=1}^d \exp \left( -\frac{\beta \theta_i}{2 d} x \right) \right] \frac{dx}{x}.$$

We split $I_1$ in two integrals, $I'_1 + I''_1$, the first one is over the interval from 0 to $M$, and the other is over the interval from $M$ to infinity. For the second integral, we have

$$\int_M^\infty \exp \left( -\frac{\beta}{2} \frac{\sum \theta_i}{d} x \right) \frac{dx}{x} = \int_M^\infty \frac{e^{-t} dt}{t} \leq e^{-M(\beta/2)} \to 0.$$
as $M \to \infty$ and the convergence is uniform in $d$. In addition,

\[
\int_{M}^{\infty} \prod_{i=1}^{d} \left(1 + \frac{\theta_i}{x} \right)^{-\beta/2} \frac{dx}{x} \leq \int_{M/d}^{\infty} (1 + t)^{-d\beta/2} \frac{dt}{t} \\
\leq \frac{d}{M} \int_{M/d}^{\infty} (1 + t)^{-d\beta/2} \frac{dt}{t} \\
= \frac{d}{M \cdot d^{(\beta/2) - 1}} \left(1 + \frac{M}{d}\right)^{-d\beta/2} \to 0
\]

as $M \to \infty$, again uniformly in $d > 1$. We conclude that for every $\varepsilon > 0$, we can find $M_0$ such that $|I_1''| \leq \varepsilon$ for all $M \geq M_0$ and all $d > 1$. In words, we can make $I_1''$ arbitrarily small uniformly in $d$ by taking $M$ sufficiently large.

For the integral $I_1'$, we estimate the integrand by using the fact that if $|z_i| \leq 1$ and $|w_i| \leq 1$, then

\[
\left| \prod_{i=1}^{d} z_i - \prod_{i=1}^{d} w_i \right| \leq \sum_{i=1}^{d} |z_i - w_i|,
\]

(see Lemma 1 of Section 27 in Billingsley [2]). Since

\[
\left| \left(1 + \frac{\theta_i}{x}\right)^{-\beta/2} - \exp \left(-\frac{\beta \theta_i}{2} x \right) \right| \leq C \left(\frac{\theta_i}{d}\right)^2
\]

for all $x \leq d/L$, therefore (for $d \geq LM$), we estimate

\[
I_1' \leq \int_{0}^{M} C \frac{L^2}{d} x dx = \frac{C L^2 M^2}{2d}.
\]

For a fixed $M$, this can be made arbitrarily small by choosing $d$ sufficiently large.

Hence, $I_1 \to 0$ as $d \to \infty$.

Similarly,

\[
I_2'' := \int_{M}^{\infty} \left(e^{-\langle\beta/2\rangle x} - e^{-\langle\beta/2\rangle d^{-1} \langle\sum \theta_i\rangle x}\right) \frac{dx}{x} \to 0
\]

as $M \to \infty$ uniformly in $d$, and for

\[
I_2' := \int_{0}^{M} \left(e^{-\langle\beta/2\rangle x} - e^{-\langle\beta/2\rangle d^{-1} \langle\sum \theta_i\rangle x}\right) \frac{dx}{x},
\]

we estimate

\[
|I_2'| \leq \int_{0}^{M} C \left| \lambda - d^{-1} \langle\sum \theta_i\rangle \right| dx \\
= CM \left| \lambda - d^{-1} \langle\sum \theta_i\rangle \right| \to 0
\]

as $d \to \infty$ for a fixed $M$. Altogether, the convergence of $I_1$ and $I_2 := I_2' + I_2''$ to zero proves (21) and completes the proof. □
6. The Largest Lyapunov Exponent for Real Gaussian Matrices

It is easy to check that in the case when $\Sigma = I_d$ and $\beta = 1$, the integral in (9) leads to Newman’s formula (4).

For example, if $d$ is even, $d = 2k$, then

$$\frac{1}{(1 + x)^k} = \frac{1}{1 + x} - \frac{1}{1 + x} - \cdots - \frac{1}{(1 + x)^k},$$

and

$$\int_0^\infty \left[ 1_{[0,1]}(x) - (1 + x)^{-k} \right] \frac{dx}{x} = 1 + \frac{1}{2} + \cdots + \frac{1}{k-1} = \Psi(k) - \Psi(1),$$

in agreement with formula (4).

Similarly, in the case of $d = 2$, the integrand in (9) has only irrationalities of the type $1/\sqrt{P(x)}$ where $P(x)$ are quadratic polynomials. Hence they can be computed in terms of elementary functions, and the result is equivalent to Mannion’s formula (8).

If $d = 3$ or $d = 4$, then we have elliptic integrals in formula (9). These integrals can be brought to one of available standard forms if desired. In particular, one can reduce the integrals to the standard Legendre integrals. We will do it here for the case $d = 3$. Let the inverses of eigenvalues of $\Sigma$ be $y_1 > y_2 \geq y_3$ and define the following quantities:

$$k^2 := \frac{y_1 - y_3}{y_1 - y_2}, \quad n := \frac{y_1}{y_1 - y_2}, \quad \alpha := 2\sqrt{\frac{y_2 y_3}{y_1 (y_1 - y_2)}},$$

and

$$\varphi(x) := i \sinh^{-1} \left( \sqrt{\frac{y_2 - y_1}{y_1 + x}} \right).$$

Recall that Legendre’s incomplete elliptic integral of the first kind is defined by the formula

$$F(\varphi, k^2) = \int_0^{\sin \varphi} \frac{dt}{\sqrt{(1 - t^2)(1 - k^2 t^2)}},$$

and Legendre’s incomplete elliptic integral of the third kind is

$$\Pi(\varphi, n, k^2) = \int_0^{\sin \varphi} \frac{dt}{(1 - nt^2) \sqrt{(1 - t^2)(1 - k^2 t^2)}}.$$

**Proposition 6.1.** For 3-by-3 real Gaussian matrices $A_i$, the largest Lyapunov exponent is given by the formula

$$\Psi(1) + \log(2) - \alpha F(\varphi(0), k^2) + \lim_{x \to 0} \left[ \alpha \Pi(\varphi(x), n, k^2) - \log x \right].$$

For dimensions larger than 4, it is difficult to give explicit formulas without integral expressions. However, for matrices of even dimension, if all eigenvalues of $\Sigma$ have multiplicity two, then there are no irrationalities in the integrand, and we have the following result.
Proposition 6.2. Suppose the dimension $d$ is even, $d = 2k$, and the eigenvalues of $\Sigma^{-1}$ come in pairs, $y_i = y_{i+k}$ for all $i = 1, \ldots, k$. Assume that $y_i$ are distinct for $i = 1, \ldots, k$. In this case, we have the following formula for the largest Lyapunov exponent

$$
\mu_1 = \frac{1}{2} \left[ \Psi (1) + \log 2 - \frac{1}{\prod_{1 \leq l_1 < l_2 \leq k} (y_{l_2} - y_{l_1})} \det \left( \begin{bmatrix} \log y_j & j=1, \ldots, k \\ y_j^i-1 & j=1, \ldots, k \end{bmatrix} \right) \right]
$$

$$
= \frac{1}{2} \left[ \Psi (1) + \log 2 - \sum_{j=1}^k \frac{1}{\prod_{l \neq j} (1 - y_j/y_i)} \right].
$$

Proof: From (11), we have the following formula for the density of $G^* \Sigma G$,

$$
p_1 (\lambda) = c' \frac{1}{2\pi i} \int C e^{-\lambda z/2} \prod_{i=1}^k (z - y_i)^{-1} \, dz.
$$

If in addition all $y_i$ are distinct, then we get by computing residues

$$
p_1 (\lambda) = c' \sum_{i=1}^k e^{-\lambda y_i/2} \prod_{j \neq i} (y_i - y_j)^{-1}.
$$

Hence, we can compute

$$
E \lambda^\mu = c' \Gamma (1 + \mu) \sum_{i=1}^k 2^{1+\mu} y_i^{-1-\mu} \prod_{j \neq i} (y_i - y_j)^{-1},
$$

which shows that

$$
c' = \left( \sum_{i=1}^k \frac{2}{y_i} \prod_{j \neq i} (y_i - y_j)^{-1} \right)^{-1},
$$

and therefore, from (3) we get

$$
\mu_1 = \frac{1}{2} \left[ \Psi (1) + \log 2 - \frac{\sum_{i=1}^k (\log y_i) y_i^{-1} \prod_{j \neq i} (y_i - y_j)^{-1}}{\sum_{i=1}^k y_i^{-1} \prod_{j \neq i} (y_i - y_j)^{-1}} \right]
$$

$$
= \frac{1}{2} \left[ \Psi (1) + \log 2 - \frac{F(\log y, y)}{F(1, y)} \right],
$$

where $F(l, y)$ is defined by the formula

$$
F(l, y) := \sum_{i=1}^k l_i \prod_{j \neq i} y_j / \prod_{j \neq i} (y_j - y_i).
$$

By using the Vandermonde determinant formula, one can obtain the identity

$$
F(l, y) = \det \left( \begin{bmatrix} l_i & i=1, \ldots, k \\ y_j & j=1, \ldots, k \end{bmatrix} \right) / \prod_{1 \leq l_1 < l_2 \leq k} (y_{l_2} - y_{l_1}).
$$
Hence \( F(1, y) = 1 \) and we obtain that

\[
\mu_1 = \frac{1}{2} \left[ \Psi(1) + \log 2 - \frac{1}{\prod_{1 \leq l_1 < l_2 \leq k} (y_{l_2} - y_{l_1})} \det \left( \begin{array}{c} \log y_j \\ y_j^{-1} \end{array} \right) \right] + \frac{1}{2} \left[ \Psi(1) + \log 2 - \sum_{j=1}^k \frac{\log y_j}{\prod_{l \neq j} (1 - y_j/y_l)} \right].
\]

(The equality in the second line follows by an easy transformation of \( F(\log y, y) \).) □

7. LYAPUNOV EXPONENTS FOR QUATERNION GAUSSIAN MATRICES

Recall that the algebra of real quaternions \( \mathbb{Q} \) is a non-commutative division algebra isomorphic to a subalgebra of all 2-by-2 complex matrices \( M_2(\mathbb{C}) \) generated over \( \mathbb{R} \) by the identity matrix and matrices

\[
i = \begin{pmatrix} 0 & i \\ i & 0 \end{pmatrix}, \quad j = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad k = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix},
\]

which are called quaternion units. The quaternions are typically written as \( q = s + x i + y j + z k \), where \( s, x, y, z \) are real. The conjugate of \( q \) is \( q^* = s - x i - y j - z k \), and the norm of \( q \) is \( |q| := (q^* q)^{1/2} = (s^2 + x^2 + y^2 + z^2)^{1/2} \).

Quaternion matrices are matrices whose entries are quaternions. They obey the usual rules of matrix addition and multiplication. The dual of a quaternion matrix \( X \) is defined as a matrix \( X^* \), for which \( (X^*)_{lk} = (X_{kl})^* \). Self-dual quaternion matrices are defined by the property that \( X^* X = X \). Unitary quaternion matrices are matrices with the property that \( X^* X = X X^* = I \), where \( I \) is the identity matrix.

If we represent each quaternion by a 2-by-2 complex matrix, then every quaternion matrix \( X \) is represented by a \( 2n \)-by-\( 2n \) complex matrix which we denote \( \varphi(X) \). Let \( J \) be a \( 2n \)-by-\( 2n \) block-diagonal matrix with the blocks \( \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) on the main diagonal. Complex matrices \( A \) that satisfy the condition \( A^T = -J A J \) are called skew-Hamiltonian, and complex matrices \( V \) that satisfy the condition \( V^T J V = J \) are called symplectic. A quaternion matrix \( X \) is self-dual if and only if \( \varphi(X) \) is skew-Hamiltonian, and \( X \) is unitary if and only if \( \varphi(X) \) is symplectic.

A number \( \lambda \) is called an eigenvalue of a quaternion matrix \( X \) if for some non-zero quaternion vector \( v \), we have \( X v = v \lambda \). (These are the right eigenvalues of \( X \), which are the most convenient in applications.) It is easy to see that if \( \lambda \) is an eigenvalue, then \( q^{-1} \lambda q \) is also an eigenvalue for any quaternion \( q \). However, for self-dual quaternion matrices, all eigenvalues are real scalars (that is, they have zero \( i, j \) and \( k \) parts) and it is possible to show that any \( n \)-by-\( n \) matrix \( X \) of this type has exactly \( n \) eigenvalues (counting with multiplicities); see Zhang [31].
It is possible and useful to generalize the concept of determinant to quaternion matrices. There are several sensible ways to do this ([1]). We will define the determinant of a quaternion matrix as follows:

\[
\det (X) := (\det (\varphi (X)))^{1/2}.
\]

We say a quaternion matrix is Gaussian, if the components of every entry are independent Gaussian random variables with expectation zero and variance 1/4.

The existence of Lyapunov exponents for products of Gaussian quaternion matrices \(A_i\) follows from the corresponding existence result for products of complex representations \(\varphi (A_i)\). Indeed, the eigenvalues of the complex matrix \(\varphi (P_N^* P_N)\) coincide with eigenvalues of the quaternion matrix \(P_N^* P_N\) taken with multiplicity two. Hence, the existence of the limit \((\lambda_i)^{1/N}\) for eigenvalues of \(\varphi (P_N^* P_N)\) implies the existence of the corresponding limit for eigenvalues of \(P_N^* P_N\).

On the other hand, the basic formula ([2]) needs a different justification, since the theory of exterior forms is not available for the quaternion case. This can be done as follows.

We start with the formula ([1]), which in the quaternion case should be formulated as follows:

\[
\mu_1 + \ldots + \mu_k = \lim_{N \to \infty} \frac{1}{2N} \log \det (Q_0^* P_N^* P_N Q_0),
\]

where \(Q_0\) is the \(d\)-by-\(k\) matrix with the columns equal to basis vectors \(e_1, \ldots, e_k\). This formula follows from the corresponding formula for the complex representations of \(P_N\).

In order to analyze the determinant, we define \(Q_i\) as the orthogonal projection on the linear subspace spanned by \(P_i e_1, \ldots, P_i e_k\). Hence \(Q_i\) is a \(k\)-by-\(d\) matrix, and

\[
Q_1^* Q_1 P_i Q_0 = P_i Q_0.
\]

Then,

\[
\det (Q_0^* P_N^* P_N Q_0) = \det (Q_0^* P_{N-1}^* Q_{N-1}^* Q_{N-1} Q_N A_N Q_N^* Q_{N-1}^* P_{N-1} Q_0)
= \det (Q_{N-1}^* P_{N-1} Q_0 Q_0^* P_{N-1}^* Q_{N-1}^* Q_{N-1} A_N Q_N^* Q_{N-1}^* P_{N-1} Q_0)
= \det (Q_{N-1}^* P_{N-1} Q_0 Q_0^* P_{N-1}^* Q_{N-1}^* Q_{N-1} A_N Q_N^* Q_{N-1}^* P_{N-1} Q_0)
\]

In the first line we inserted projectors \(Q_N^* Q_N\) and \(Q_{N-1}^* Q_{N-1}\) by using ([23]). In the second line we moved \(Q_{N-1}^* P_{N-1} Q_0\) to the left, using the properties that the eigenvalues of the product are not changed by this operation. In the third line we used the multiplicativity of the determinant. In the fourth line we moved \(Q_{N-1}^* P_{N-1} Q_0\) to the right in the first determinant and removed \(Q_N^* Q_N\) from the second by using ([23]). In the fifth line we removed \(Q_{N-1}^* Q_{N-1}\) from the first determinant by using ([23]).
The key observation is that the random matrix $A_N^* A_N$ is independent from $P_i$ and $Q_i$ for $i < N$, and that $A_N^* A_N$ has the same distribution as $U^* A_N^* A_N U$ for every unitary transformation $U$ independent of $A_N$. It follows that the random variable $\det (Q_0^* P_N^* P_N Q_0)$ has the same distribution as $\det (Q_0^* P_{N-1}^* P_{N-1} Q_0) \det (Q_0^* A_N^* A_N Q_0^*)$. By applying induction we find that it has the same distribution as the product of $N$ independent copies of $\det (Q_0^* A_1^* A_1 Q_0^*)$.

By the law of large numbers we find that formula (22) becomes

$$\mu_1 + \ldots + \mu_k = \frac{1}{2} \log \det (Q_0^* A_1^* A_1 Q_0)$$

which is the desired formula.

Next, consider the simplest situation when $\Sigma$ is the identity matrix.

**Theorem 7.1.** Let $A_i$ be $d$-by-$d$ Gaussian quaternion matrices with the covariance $\Sigma = \sigma^2 I_d$, then

$$\mu_i = \frac{1}{2} \left[ \log \sigma^2 - \log 2 + \Psi (2 (d - i + 1)) \right],$$

where $\Psi (x) := (\log \Gamma (x))'$ is the digamma function.

**Proof:** We can assume $\sigma^2 = 1$ by a scaling argument. Let $W := G_k^* G_k$. This is a $k$-by-$k$ quaternion Wishart matrix. After changing the variables to eigenvalues and eigenvectors of $W$ as in Proposition 3.2.2 in [8], we find that formula (3) implies

$$\mu_1 + \ldots + \mu_k = \frac{1}{2} \int_0^\infty \ldots \int_0^\infty \prod_{i < j} (\lambda_i - \lambda_j)^4 \prod_{i=1}^k \lambda_i^{\mu+2(d-k)+1} e^{-2\lambda_i} d\lambda_i \left|_{\mu=0} \right.,$$

where $C_d$ is the normalization constant. (It can be obtained by setting $\mu = 0$ in the integral.) This integral can be computed as a Selberg’s integral (Prop. 4.7.3 in [8]) and we find that

$$\mu_1 + \ldots + \mu_k = \frac{1}{2} \left[ k \log 2 + \sum_{j=0}^{k-1} \Psi (2 (d - k + 1 + j)) \right].$$

Another simple formula can be obtained for the sum of all Lyapunov exponents. We note that if $k = d$, then $\det (G_k^* \Sigma G_k) = \det G G^* \det \Sigma$, and therefore formula (3) becomes

$$\mu_1 + \ldots + \mu_d = \frac{1}{2} \log \det \Sigma + \frac{d}{d\mu} \left[ \det (G G^*)^\mu \right] \left|_{\mu=0} \right.$$
We can compute \( \det (GG^*) \) by using the method used in the proof of Theorem 7.1. This computation gives the following result.

**Proposition 7.2.** Let \( A_i \) be \( d \)-by-\( d \) Gaussian quaternion matrices with the covariance matrix \( \Sigma \), which is a positive definite \( d \)-by-\( d \) matrix. Suppose that the eigenvalues of \( \Sigma^{-1} \) are \( y_1, \ldots, y_d \). Then we have,

\[
\mu_1 + \ldots + \mu_d = \frac{1}{2} \left( \sum_{i=1}^{d} \log \left( \frac{1}{2y_i} \right) + \sum_{i=1}^{d} \Psi (2i) \right).
\]

Finally, let us compute the largest Lyapunov exponent in the case of general covariance matrix \( \Sigma \).

**Theorem 7.3.** Let \( A_i \) be quaternion Gaussian matrices with covariance \( \Sigma \), and assume that \( \Sigma \) is invertible and that the inverses of its eigenvalues, \( y_1, \ldots, y_d \), are all distinct. Then we
have the following formula for the largest Lyapunov exponent,

\[ 2\mu_1 = \Psi (1) - \log (2) - \left( \prod_{i=1}^{d} y_i \right)^2 \sum_{i=1}^{d} \left\{ \frac{1}{y_i^2 \prod_{j \neq i} (y_i - y_j)^2} \left[ 1 - \log y_i \left( 1 + \sum_{j \neq i} \frac{2y_i}{y_i - y_j} \right) \right] \right\}. \] (24)

**Proof:** By formula (15),

\[ 2\mu_1 = \Psi (1) - \log (2) - \frac{1}{2\pi i} \int_C \frac{dz \log z}{z (1 - z/y_1)^2 \ldots (1 - z/y_d)^2}, \]

and the formula (24) is obtained by computing the residues at poles \( z = y_i \). \( \square \)

8. **Conclusion**

We derived new formula (9) for the largest Lyapunov exponent of Gaussian matrices. By using this formula, we found the asymptotic expressions for this exponent in the cases when the covariance matrix has a single spike (Section 4) and when it has no spikes (Section 5). In the latter case, we found that the asymptotic expression agrees with a prediction given by free probability theory.

In the case of real Gaussian matrices, our formula implies that the largest Lyapunov exponent can be written in terms of elliptic functions if the size of matrices is 3 or 4. We derived an explicit formula of this type for the case \( d = 3 \). We have also provided an explicit formula for the case when \( \beta = 1 \) and all eigenvalues of the covariance matrix have multiplicity 2.

For the quaternion case (\( \beta = 4 \)), we derived formulas for all Lyapunov exponents if the covariance matrix \( \Sigma = \sigma^2 I \), and a formula for the largest Lyapunov exponent if \( \Sigma \) is arbitrary.

Our methods depend on a formula discovered by Mo and others. Since this formula has been recently generalized by Onatski, our results can perhaps be extended to give formulas for other Lyapunov exponents. However, the expressions seem to become more complicated.

An interesting open question is whether the asymptotic expressions derived in Sections 4 and 5 remain valid for non-Gaussian random matrices with independent entries.
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