An integrity monitoring algorithm for WiFi/PDR/smartphone-integrated indoor positioning system based on unscented Kalman filter
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Abstract

Indoor positioning navigation technologies have developed rapidly, but little effort has been expended on integrity monitoring in Pedestrian Dead Reckoning (PDR) and WiFi indoor positioning navigation systems. PDR accuracy will drift over time. Meanwhile, WiFi positioning accuracy decreases in complex indoor environments due to severe multipath propagation and interference with signals when people move about. In our research, we aimed to improve positioning quality with an integrity monitoring algorithm for a WiFi/PDR-integrated indoor positioning system based on the unscented Kalman filter (UKF). The integrity monitoring is divided into three phases. A test statistic based on the innovation of UKF determines whether the positioning system is abnormal. Once a positioning system abnormality is detected, a robust UKF (RUKF) is triggered to achieve higher positioning accuracy. Again, the innovation of RUKF is used to judge the outliers in observations and identify positioning system faults. In the last integrity monitoring phase, users will be alerted in time to reduce the risk from positioning fault. We conducted a simulation to analyze the computational complexity of integrity monitoring. The results showed that it did not substantially increase the overall computational complexity when the number of dimensions in the state vector and observation vector in the system is small (< 20). In practice, the number of dimensions of state vector and observation vector in an indoor positioning system rarely exceeds 20. The proposed integrity monitoring algorithm was tested in two field experiments, showing that the proposed algorithm is quite robust, yielding higher positioning accuracy than the traditional method, using only UKF.
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1 Introduction

The technology for seamless indoor and outdoor positioning has undergone unprecedented development due to the increasing demand for location-based services (LBS). In outdoor environments, Global Navigation Satellite System (GNSS) technology guarantees high positioning accuracy, but in most indoor environments, the GNSS signal is very...
Thus, some new positioning technologies, such as radio frequency (RF) signals, sensor-based, and multi-source fusion positioning methods, are applied indoors [2]. Indoor positioning means using WiFi fingerprinting positioning, Bluetooth, ultra-wideband, magnetic field positioning technologies, and Pedestrian Dead Reckoning (PDR) [3–7], which were developed to solve this problem. Among those approaches, WiFi fingerprinting positioning and PDR are the two most popular techniques, as they do not need additional hardware devices. However, due to severe multipath propagation, high fluctuation in WiFi signals, and the cumulative error in PDR, indoor positioning accuracy is low. Therefore, a high precision and robust indoor positioning system is urgently needed.

WiFi access points (APs) are widely deployed in indoor environments, such as offices, hospitals, airports, and university buildings. In general, WiFi-based indoor positioning is instrumented with smartphones, with a low deployment cost, tolerable errors, and limited use of computational resources [8, 9]. WiFi fingerprinting positioning with Received Signal Strength Indication (RSSI) observation is considered as one preferred method of indoor positioning. WiFi fingerprinting positioning uses RSSI to measure the environmental variation, so there is no need to know the exact location of the APs.

For PDR, smartphones using self-contained sensors such as accelerometer, gyroscope, and magnetometer can progressively infer the position of users by combining displacement of the current step with the position of the previous step. The displacement of the current step is calculated with the help of walking step detection, step length estimation, and user heading estimation [10]. The integration of WiFi fingerprinting positioning and PDR is one challenging technology of higher indoor positioning accuracy [11–16].

Although a variety of indoor positioning solutions are presently available, there is little research on the complete quality evaluation of the indoor positioning system. In particular, many researchers have paid attention to the optimization techniques of only positioning accuracy, rather than the complete quality of integrity, continuity, and availability. Nevertheless, in practice, the reliability and integrity of positioning systems are indispensable quality evaluation indicators. If an application system only outputs information but lacks a reliable description of that information, the service is incomplete essentially. In some high-risk indoor applications scenarios, like firefighting, peacekeeping, emergency evacuation, disaster relief, mobile health monitoring, and smart city businesses, the integrity of indoor positioning is a performance indicator that cannot be ignored.

At present, there are several initial solutions to this problem. In [17], one WLAN-oriented indoor positioning algorithm enhanced with threshold-specified integrity monitoring was proposed. This integrity monitoring algorithm utilizes redundancy among APs and removes each AP with a damaged feature to improve the system robustness. Likewise, literature [18] has studied the continuous availability of WLAN APs and proposed an integrity monitoring algorithm that identifies and removes rogue APs to improve positioning accuracy. Under the special considerations involved in integrity monitoring, the comprehensive performance of the indoor positioning system is improved. Ascher et al. investigated a UWB/INS positioning system and proposed an integrity monitoring algorithm based on extended Kalman innovation, which can effectively detect and remove the Time Difference of Arrival (TDOA) observation outliers for improving positioning accuracy [19]. The integrity monitoring algorithm proposed in [17, 18] only applied to a single WLAN system, but at present, one of the hottest trends in indoor positioning is multi-source
integration positioning. These integrity monitoring algorithms all lack an alert mechanism for cases in which positioning accuracy completely dissatisfies user requirements.

Integrity monitoring will be a desirable option to improve multi-source integration positioning quality. In our research, we proposed an integrity monitoring algorithm for a WiFi/PDR-integrated indoor positioning system based on the unscented Kalman filter (UKF). The positioning accuracy of the UKF-based WiFi/PDR is generally improved; however, the factors of PDR cumulative error over time, severe multipath propagation and high fluctuation in WiFi signals, lead to the poor integrated positioning accuracy. In this paper, once the integrated positioning accuracy drops below a certain threshold and no longer meets user requirements, the integrity monitoring algorithm will be actively triggered for performance optimization. Due to the complexity of indoor environments and the influence of various observation factors such as severe multipath propagation, measurement gross errors often appear in actual positioning measurements. If these gross errors are not detected and eliminated, the position estimation will be poor and the filter may be divergent. To overcome this issue, a RUKF is employed to eliminate the gross errors in the phase of integrity monitoring and the measured outliers related to system faults are identified. When current measurements are identified as outliers, the gain matrix of RUKF is adjusted to reduce the influence of outliers on the filtering results. Again, once a fault is detected, the user will be alerted in time to reduce risk from the positioning fault. Experiments on in situ measurements have shown that the proposed algorithm can effectively identify and eliminate outliers, avoid the divergence of the filter, and improve the robustness and accuracy of positioning.

The main text of this paper is organized as follows: Related work is introduced in Section 2. The integration positioning approach and integrity monitoring algorithm are conceptually proposed in Section 3. Section 4 presents the Bayesian WiFi fingerprinting positioning, PDR, UKF-integrated WiFi fingerprinting positioning and PDR, and the integrity monitoring algorithm. Subsequently, the computational complexities of the UKF and integrity monitoring are analyzed in Section 5. The experimental setup, asymptotic and exact computational complexity analysis, field experiments results, and discussion are reported in Section 6. The conclusions are given in the last section.

2 Related work
The concept of integrity first appeared in the civil aviation applications of the Global Positioning System (GPS). It refers to the ability of a satellite navigation system to provide timely notifications or terminate signal when an error in the satellite navigation system exceeds the alert limit and makes the satellite navigation system unavailable [20]. Straightforwardly, integrity is a confidence measure, concerned with the accuracy of positioning and navigation system. The function of integrity is twofold: to detect and identify the fault or abnormality that affects positioning accuracy, and to inform the user in a timely way that positioning service is unavailable. There is a lot of research on integrity monitoring related to GNSS applications, among which the Receiver Autonomous Integrity Monitoring (RAIM) algorithm is widely used. This integrity monitoring algorithm on the client side has many advantages, such as independent of external devices, has a low cost, and is easy to implement. The classical integrity monitoring algorithms include pseudo-range comparison, least-squares residuals, and parity vectors [21], but these algorithms do not use the inertial navigation data, so these algorithms have certain technical limitations in PDR. The indoor environment is usually much
complex than the outdoors, and severe multipath propagation, wireless signal interruption, and the indoor structural complexity make the GNSS integrity monitoring algorithm not fully applicable in indoor scenarios. However, the concept of integrity as proposed in the context of GPS is still applicable to the performance evaluation of indoor navigation systems.

WiFi fingerprinting positioning and PDR have their advantages and disadvantages. Due to the high fluctuation in WiFi signals, WiFi fingerprinting positioning error is large, but is stationary, and is not accumulative. PDR positioning has higher positioning accuracy over a short time, but its positioning result is relative, and its error is accumulated due to the noisy inertia sensors. To complement each other, integrated WiFi fingerprinting positioning and PDR sub-systems can reduce the signal fluctuations in WiFi by using PDR and obtaining the initial position of PDR by using WiFi fingerprinting positioning. Ultimately, data integration in WiFi fingerprinting positioning and PDR reduces the cumulative error of PDR for improving the overall positioning accuracy [22].

In most technically, data integration of indoor positioning is implemented through filters [11–16], such as particle filter (PF) [11, 12], Kalman filtering (KF) [13, 14], and extended Kalman filtering (EKF) [15, 16]. The PF can achieve high positioning accuracy only if a large number of representative particles are deployed, but large computational capacity and storage is needed. Particularly, intelligent terminals like the smartphones have very limited computing power, power supplies, and storage capacity [2], so PF is not the optimal choice on the smartphone platforms. The KF and EKF will work effectively only under the condition that the system state and observation operators are linear or slightly nonlinear. In fact, the PDR is highly nonlinear. Moreover, if the KF and EKF are used to integrate WiFi fingerprinting positioning and PDR, the improvements in positioning accuracy can be limited, and even the filter can become divergent. The UKF is a nonlinear filtering algorithm based on the unscented transform (UT) that overcomes the limitations of lower filter precision-caused truncation error, and widely applied in nonlinear estimation. The UKF abandons the traditional method of linearizing nonlinear functions and uses the UT to handle the nonlinear transfer of mean and covariance. The UKF approximates the probability density function of a nonlinear function, using a series of determined samples to approximate the posterior probability density of the system state, instead of approximating the nonlinear function. UKF does not ignore higher-order terms, so it has higher calculation accuracy for nonlinear distributions, which effectively overcomes the shortcomings of low accuracy and poor stability in EKF estimation. The estimated results from UKF will at least be equivalent at the precision of the second-order Taylor expansion of nonlinear models. Moreover, the computational complexity of UKF is much lower than that of PF.

In our research, we make a tradeoff between computational complexity and positioning accuracy and use UKF to integrate WiFi fingerprinting positioning and PDR. To further improve the performance of the indoor positioning system, an integrity monitoring algorithm is proposed. The related conceptions and processes of the integrity monitoring algorithm are elaborated in Sections 3 and 4.4.

3 Integrated positioning approach and integrity monitoring algorithm

Figure 1 shows the technical chart for the proposed approach of integrated positioning and integrity monitoring.
As discussed, WiFi fingerprinting positioning accuracy is not high, due to wireless signal outages, severe multipath propagation, and signals encounter interference when people walk around. PDR has high positioning accuracy in a short time, but the error will cumulative fast over time. We use the UKF to integrate the two positioning approaches to exploit the respective advantages of the two positioning approaches and avoid their disadvantages. In this paper, the main novelty of our research is an integrity monitoring algorithm that delivers a robust integrated positioning system and offers users the confidence of in time positioning accuracy.

When the positioning system is working properly, the UKF is the optimal state estimation, and so the innovation of UKF obeys a Gaussian distribution with zero-mean. According to this principle, we designed the proposed integrity monitoring algorithm. We divided the integrity monitoring into three phases and set up three integrity flags, IF1, IF2, and IF3, as shown in Fig. 1, in blue. The first phase of our proposed integrity monitoring algorithm is what we call the Innovation-Based Integrity Monitoring (IBIM) algorithm. In this phase, UKF innovation is used to construct a test statistic and then determine whether the test statistic exceeds a threshold. If the test statistic is below the detection threshold (IF1 = 0), the UKF positioning results will be directly sent to the user. If it exceeds the detection threshold (IF1 ≠ 0), a RUKF is triggered to achieve higher positioning accuracy in the second phase.

Although the RUKF has corrected some anomaly range values and improved the positioning accuracy, observation noise and process noise are not fully estimated in real time during the filtering process because of the complexity of indoor environments; as a result, some outliers may still exist. The existence of outliers not only makes the positioning accuracy lower but will likely cause the filter to diverge. Abnormality in an observation can be reflected by the innovation of the filter; thus, RUKF innovation is used to identify further possible outliers in the second phase of integrity monitoring. If there are no outliers (IF2 = 0), the positioning results of RUKF will be output to the user. If there is an outlier detected (IF2 ≠ 0), the integrity monitoring will enter the last phase. In the last phase, the identified outliers are eliminated, and the system outliers and faults are distinguished individually. If the current observation is an outlier (IF3 = 0), else then (IF3 ≠ 0). See Section 4.4 for the details of this process.
4 Methodology

4.1 WiFi fingerprinting positioning

WiFi fingerprinting positioning consists of two phases including offline radio map-learning and online location inference; the WiFi fingerprinting positioning process is shown in Fig. 2.

In offline radio map-learning, a fingerprint database named a radio map [23] is constructed by collecting RSSI values of multiple APs at predetermined calibration points, and the collected RSSI values are stored therein. In online location inference, real-time RSSI measurements received by the smartphone are matched with the radio map to estimate the location of the smartphone [10, 24, 25].

Fingerprinting matching is done selectively with deterministic and stochastic algorithms [26]. Typical deterministic algorithms are the nearest neighbor (NN) algorithm, k nearest neighbor (KNN) algorithm, and the weighted k nearest neighbor (WKNN) algorithm [27]. Stochastic algorithms are mostly based on Gaussian distribution assumption [28] and Bayesian estimation [9, 29]. The deterministic algorithms are relatively simple and have a wide range of applications. However, WiFi signals are susceptible to interference in indoor environments, and there is no one-to-one mapping of signal features onto physical location [30]. Empirically, probabilistic algorithms can provide higher positioning accuracy and good usability than deterministic algorithms. In most cases, the Bayesian estimation algorithm is superior to the WKNN algorithm [30, 31]. Therefore, we use a Bayesian estimation of the Weibull signal model in [9] as a WiFi fingerprinting positioning scheme.

4.1.1 Bayesian estimation of the Weibull signal model

In WiFi fingerprinting positioning, the Weibull signal model often used probability density function for modeling the signal strength of radio waves [32], and it is expressed as follows:

![Fig. 2 WiFi fingerprinting positioning process](image-url)
Accordingly, the Cumulative Distribution Function (CDF) can be given as follows:

\[
F(x) = 1 - e^{-\left(\frac{x-th}{\lambda}\right)^k}
\]  

where \(x\) is the variable of the function, \(k\) is the shape parameter, \(\lambda\) is the scale parameter, and \(\theta\) is the shift parameter \([31, 33]\).

The parameters of the Weibull signal model can be estimated with a limited number of RSSI sample measurements. The model parameters \((\lambda, k, \text{and} \theta)\) can be calculated with \([34, 35]\):

\[
k = \frac{\text{STD}}{\ln(2)}, 1.5 \leq k \leq 2.5
\]

\[
\lambda = \begin{cases} 
2\times(k + 0.15) & \text{STD < 2} \\
\text{STD}\times(k + 0.15) & 2 \leq \text{STD} \leq 3.5 \\
3.5\times(k + 0.15) & \text{STD > 3.5}
\end{cases}
\]

\[
\theta = \overline{O} - \lambda \times \Gamma\left(1 + \frac{1}{k}\right)
\]

\[
\overline{O} = \frac{1}{n}\sum_{i=0}^{n} O_i
\]

\[
\text{STD} = \sqrt{\frac{1}{n}\sum_{i=0}^{n} (O_i - \overline{O})^2}
\]

where \(\overline{O}\) is the mean value of RSSI measurements set \(O_i\), STD is the standard deviation, and \(\Gamma\) is the gamma function. The value \((k + 0.15)\) is an approximation result of the expression \(1/\sqrt{\Gamma(1 + 1/k) - \Gamma^2(1 + \frac{1}{k})}\) when \(1.5 \leq k \leq 2.5\) \([31]\).

Therefore, the distribution probability of each RSSI measurement in the fingerprint database can be expressed as:

\[
P(x) = F(x + 0.5) - F(x - 0.5)
\]

In our research, in order to improve the computation process and weaken the RSSI measurements of signal strength singularity, a bin-based solution is adopted. When the conventional algorithm established the fingerprint database to 10 dB for a range of signal strength measurements RSSI by 30–100 divided into seven ranges, plus 0–30 dB for a single range, with a total of eight ranges, each range can be regarded as a bin. With a fingerprint database and the Weibull signal model, we can calculate the probability of an RSSI measurement. For the sake of computational efficiency, the RSSI measurements are rounded to integers. The probability for each bin in the fingerprint database can be expressed as:

\[
P = \int_{x}^{x+w} f(x)dx = F(x + w) - F(x)
\]

where \(w\) is the width of the bin and \(x\) is the RSSI value at the left boundary value of the bin.
The fingerprinting method using the radio map based on the Weibull–Bayesian density model can be represented by a set of Weibull signal models that simulate the distribution of RSSI measurements. Each Weibull signal model of three parameters (λ, k, and θ) empirically represents the probability distribution of RSSI measurements between APAm and a smartphone at a reference point Ri. The structure of the radio map can be greatly simplified in this way because it only stores three parameters of the Weibull function to restore the complete probability density [9]; therefore, it is not necessary to store the empirical probability distribution of separate RSSI bins.

4.1.2 Fingerprinting positioning using the Bayesian estimation of the Weibull signal model

The fingerprinting algorithm based on the Weibull signal model with dynamic calculation probability, parameterized with three parameters, can be calculated with few samples, for a probability density with higher accuracy than the traditional histogram method. The fingerprinting positioning algorithm used in this paper is based on the Bayesian theory [36]. The principle is to use the conditional probability model for location fingerprinting and Bayesian inference mechanism to estimate the position of the smartphone [37]. Also, called the Bayesian probability algorithm, the basic principle can be expressed as:

\[
p(x|y) = \frac{p(y|x) p(x)}{p(y)} = \frac{p(y|x) p(x)}{\sum_{x} p(y|x) p(x)}
\]  
(10)

where x is a reference point in the fingerprint database, y is the RSSI measurements of AP received by the smartphone at the anchor point, and p(x|y) is the probability that the anchor point is the reference point x when the RSSI measurement is y. The value p(y|x) is the likelihood of the RSSI measurement being y at the reference point x. p(x) is the probability of a reference point x, and the default assumption is the equal probability of all reference points. The term p(y) is the probability of RSSI measurement, and the default APs are mutually independent in statistics. From Eq. (10), when the value of p(x|y) is maximum, the probability of reference point x occurring when the RSSI value received at the anchor point is y also reaches a maximum. The best match with the anchor point can be used as the positioning output. Therefore, the maximum a posteriori (MAP) estimation algorithm is used to find the maximum value of p(x|y) at which x is the positioning result, and the formula can be expressed as follows:

\[
\hat{x} = \arg\max_{x} p(x|y)
\]  
(11)

In order to obtain the maximum value of p(x|y), we know that p(x) and p(y) are the same at each fingerprint point by the Bayesian theory formula. The maximum value of p(x|y) can be transformed to solve the maximum likelihood of p(y|x) which means the probability of the RSSI measurements of each AP received at the fingerprint point x. Since each AP is independent, the formula for a maximum value of the probability product for the RSSI measurements of each AP can be expressed as:

\[
\hat{x} = \arg\max_{x} \left( \prod_{j=1}^{nMAC} p(y_j|x) \right)
\]  
(12)

where nMAC is the total number of AP received by smartphone at the anchor point, x is a fingerprinting point in the fingerprinting database, and yj is the RSSI measurements of the jth AP received by the smartphone at the anchor point. Therefore, the
traditional probability product of all the APs at each fingerprinting point is calculated. The corresponding fingerprinting point is the positioning result.

The dynamic calculation probability method differs from the traditional fingerprinting method in that it takes the uncertainty of RSSI measurements into account and may vary from the received AP in a range from +5 to −5 dB [9]. Subsequently, we can dynamically obtain a possible range for RSSI measurements and then calculate the probability, which can more accurately estimate the probability of occurrence of an AP. The probability of RSSI measurements from all APs received at the anchor point can be expressed as:

$$P(x) = \int_{x-5}^{x+5} f(x)dx = F(x + 5) - F(x - 5) \quad (13)$$

where \(x\) is the RSSI value of the AP \(A_m\) received by smartphone at the fingerprint point \(R_i\). The three parameters of the Weibull signal model are stored in the fingerprint database to rebuild the probability distribution of the RSSI measurements between an AP \(A_m\) and a smartphone at a fingerprint point \(R_i\), and then calculates the probability value of the range dynamically in real time.

### 4.2 Pedestrian Dead Reckoning

PDR leverages inertial sensors such as a gyroscope, accelerometer, and magnetometer to obtain users’ movement information, then combines it with the previous location of a user to estimate current location by the equation:

$$P_t = P_{t-1} + L_t \left( \frac{\sin(\theta_t)}{\cos(\theta_t)} \right) \quad (14)$$

where \(P_t\) is the position at timestamp \(t\), \(L_t\) is the step length, and \(\theta_t\) is the heading direction at timestamp \(t\).

Smartphones integrate many sensors, such as accelerometers, gyroscopes, magnetometers, and barometers, which makes PDR more feasible and convenient. A classic PDR mainly contains three parts: step detection, step length estimation, and heading direction estimation.

#### 4.2.1 Step detection

When the pedestrian walks horizontally, periodical variations can be detected from accelerometer readings as shown in Fig. 3. By the accelerometer of the smartphone, it is easy to determine whether the pedestrian is stationary or walking. As can be seen from Fig. 3, the green circle represents the detected steps, the actual number of steps is 52, and the detected number of steps is also 52. The pedestrian overall acceleration can be expressed as follows:

$$\text{Acc} = \sqrt{a_x^2 + a_y^2 + a_z^2 - g} \quad (15)$$

where the \(a_x, a_y, a_z\) denote the smartphone three-axis accelerometer values and \(g\) is the local gravity acceleration. By performing peak detection with a given threshold, pedestrian steps can be recognized in real time [38].
4.2.2 Step length estimation

The people step models vary widely, making the general model less accurate; the step lengths are determined by various factors, including height, attitude, and walking frequency [39, 40]. For the same person, the step length mainly depends on the walking speed [41]. Therefore, we apply the empirical model [42] to estimate the step length:

\[ L = k \times \sqrt{\text{Acc}_{\text{max}} - \text{Acc}_{\text{min}}} \]  

where \( \text{Acc}_{\text{max}} \) and \( \text{Acc}_{\text{min}} \) represent the maximum and minimum of value of the acceleration in the vertical direction during a step, \( k \) is the personalized coefficients for different pedestrians. The coefficient can be easily estimated by counting steps when pedestrians travel a known distance. In our research, the \( k \) is 0.57 m.

4.2.3 Heading direction estimation

To reduce the circumstance disturbances as well as accumulative error, we combine gyroscopes and magnetometers to estimate the heading direction. The smartphone heading direction comes from the gyroscope angular velocity and initial direction. It works steadily when facing external disturbance, but error accumulates rapidly over time. The smartphone heading direction can be determined by integrating the \( Z \)-axis angular velocity of a gyroscope:

\[ H_t = H_{t-1} + w_t \, dt \]  

where \( H_t \) is the current smartphone heading direction and \( w_t \) is the angular velocity at step \( t \). Magnetic direction can be directly obtained from a direction sensor (magnetometer), which is easily disturbed by circumstances. The magnetic heading angle is calculated as:

\[ H_{\text{mag}} = \arctan \left( \frac{M_y}{M_x} \right) \]  

where \( M_x \) and \( M_y \) are the Earth’s magnetic field components along \( x \) and \( y \) axes of the reference frame. The combination method refers to [43], the heading direction calculated as follows:

![Fig. 3 The acceleration patterns of a pedestrian in stationary and walking states](image-url)
\[ H = (1 - W)H_t + WH_{\text{mag}} \]  

(19)

where \( W \) is the weight of the magnetic data and empirically taking the value 0.01 [43].

### 4.3 UKF integrated WiFi fingerprinting positioning and PDR

WiFi fingerprinting positioning accuracy is low, its positioning error is relatively stable, and there is no cumulative error over time. In contrast, PDR delivers higher positioning accuracy in a short time, but error gradually accumulates. The integration of WiFi fingerprinting positioning and PDR over time forms a relatively robust indoor positioning system.

#### 4.3.1 UKF model

The UKF is a nonlinear filtering algorithm based on the unscented transform (UT) that overcomes the limitations of lower filter precision-caused truncation error, and widely applied in nonlinear estimation. Assume the state model and measurement model of a system as follows:

\[
\begin{align*}
X_k &= f(X_{k-1}, \mu_{k-1}) + W_{k-1} \\
Z_k &= h(X_k) + V_k
\end{align*}
\]  

(20)

where \( f \) is the nonlinear state function, \( h \) is the nonlinear observation function, \( W_k \) and \( V_k \) are the process noise and measurement noise, respectively, which are both uncorrelated zero-mean white Gaussian noise, and their covariances are \( Q_k \) and \( R_k \), respectively, that is \( W_k \sim \text{N}(0, Q_k) \), \( V_k \sim \text{N}(0, R_k) \). Finally, \( \mu_{k-1} \) is the control input of the model.

The first step in unscented Kalman filtering is to sample the pre-state distribution of the system, that is, to generate a series of points named Sigma points by UT. Consider an \( n \)-dimensional random variable \( X \) with a mean of \( \bar{x} \) and a covariance of \( P \), transformed by a nonlinear function \( f(\cdot) \). The UT will generate a Sigma Vector \( X \) with a dimension of \( 2n + 1 \) and a set of weighted points \( W \), as specified by the following procedures:

\[
\begin{align*}
X(0) &= \bar{x} \\
X(i) &= \bar{x} + \left( \sqrt{(n+\lambda)P} \right)_i \quad (i = 1, 2, \ldots, n) \\
X(i + n) &= \bar{x} - \left( \sqrt{(n+\lambda)P} \right)_i \quad (i = 1, 2, \ldots, n) \\
W^{(m)}_0 &= \frac{\lambda}{n + \lambda} \\
W^{(c)}_0 &= W^{(m)}_0 + (1 - \alpha^2 + \beta) \\
W^{(m)}_i &= W^{(c)}_i = \frac{1}{2(n+\lambda)} \quad (i = 1, 2, \ldots, 2n) \\
\lambda &= \alpha^2(n + \kappa) - n
\end{align*}
\]  

(21)

where \( \left( \sqrt{(n+\lambda)P} \right)_i \) represents column \( i \) of the square root matrix. \( \lambda \) is a scaling parameter, which is used to reduce the total prediction error, \( \alpha \) determines the propagation speed of the Sigma sampling point around \( \bar{x} \), and \( \alpha \) is usually set to a small positive number, \((1E-4 \leq \alpha \leq 1)\). In the calculation, \( \kappa \) usually takes 0, and the candidate parameter \( \beta \) is a non-negative weight coefficient, which is usually 2 [22]. \( W^{(m)}_i \) represents the weight of the mean of the \( i \)-th sigma sample point, and \( W^{(c)}_i \) represents the weight of the covariance of the \( i \)-th Sigma sample point.
After the Sigma sampling point is obtained, the time domain update of the unscented Kalman filter is executed in the following steps:

\[
\begin{align*}
\left( \xi_k^- \right)_i &= f\left( \left( X_k^- \right)_i \right) \quad (i = 0, 1, \cdots, 2n) \\
\hat{x}_k^- &= \sum_{i=0}^{2n} W_i^{(m)} \left( \xi_k^- \right)_i \\
P_k^- &= \sum_{i=0}^{2n} W_i^{(c)} \left[ \left( \xi_k^- \right)_i - \hat{x}_k^- \right] \left[ \left( \xi_k^- \right)_i - \hat{x}_k^- \right]^T + Q_k \\
(z_k^-)_i &= h\left( \left( \xi_k^- \right)_i \right) \\
\hat{z}_k^- &= \sum_{i=0}^{2n} W_i^{(m)} (z_k^-)_i
\end{align*}
\]  

where \( \xi_k^- \) represents a one-step prediction state vector of Sigma sample points after the system nonlinear state function transform at different times \( k \), \( \hat{x}_k^- \) is the priori state estimation, \( P_k^- \) is a priori covariance matrix of the state vector, \( (z_k^-)_i \) represents the observation vector, and \( \hat{z}_k^- \) denotes the observation prediction vector.

The measurement update of the UKF is completed as in the following steps:

\[
\begin{align*}
P_{zz} &= \sum_{i=0}^{2n} W_i^{(c)} \left[ \left( z_k^- \right)_i - \hat{z}_k^- \right] \left[ \left( z_k^- \right)_i - \hat{z}_k^- \right]^T + R_k \\
P_{xz} &= \sum_{i=0}^{2n} W_i^{(c)} \left[ \left( \xi_k^- \right)_i - \hat{x}_k^- \right] \left[ \left( z_k^- \right)_i - \hat{z}_k^- \right]^T \\
K_k &= P_{xz} P_{zz}^{-1} \\
\hat{x}_k &= \hat{x}_k^- + K_k (z_k^- - \hat{z}_k^-) \\
P_k^- &= P_k^- - K_k P_{xz} K_k^T
\end{align*}
\]  

where \( P_{zz} \) represents the observation prediction error covariance matrix, \( P_{xz} \) is the cross-covariance matrix of state vector and observation vector, \( K_k \) is the gain matrix of UKF, \( \hat{x}_k \) represents a posteriori state estimation, and \( P_k^- \) denotes a posteriori covariance matrix of state vector.

### 4.3.2 Implementation of UKF integration [22]

The results of WiFi fingerprinting positioning and PDR are integrated by using the above UKF algorithm. The system state is modeled by a nonlinear expression based on the pedestrian state information. The system model can be expressed as:

\[
X_k = \begin{bmatrix} x_k \\ y_k \\ \theta_k \end{bmatrix} = \begin{bmatrix} x_{k-1} + \bar{l} \cdot \cos\theta_{k-1} \\ y_{k-1} + \bar{l} \cdot \sin\theta_{k-1} \\ \theta_{k-1} + \bar{\theta} \end{bmatrix} + \bar{W}_{k-1}
\]

where \( x_k \) and \( y_k \) are the locations after \( k \) steps, \( \theta_k \) is the heading direction after \( k \) steps, \( \bar{W}_{k-1} \) is three-dimensional system process noise, \( \bar{l} \) is the step length of step \( k \), and \( \bar{\theta} \) is the variation of the heading direction in step \( k \). The measurement model is as follows:

\[
Z_k = \begin{bmatrix} x_k \\ y_k \\ l_k \\ \Delta\theta_k \\ \theta_k \end{bmatrix} = \begin{bmatrix} x_k \\ y_k \\ \sqrt{(x_k - x_{k-1})^2 + (y_k - y_{k-1})^2} \\ \theta_k - \theta_{k-1} \\ \theta_k \end{bmatrix} + \bar{V}_k
\]

where \( x_k \) and \( y_k \) are the position of pedestrian inferred from WiFi fingerprinting positioning, \( l_k \) is the step length of step \( k \) inferred from PDR positioning, \( \Delta\theta_k \) is the variation of heading direction of step \( k \) inferred from the gyroscope, \( \theta_k \) is the heading
direction of step \( k \) inferred from the magnetometer, and \( V_k \) is the five-dimensional system measurement noise.

### 4.4 Integrity monitoring

#### 4.4.1 Innovation-based Integrity Monitoring

Innovation of Kalman filtering is defined as the difference between the real observation and the predicted observation. Then the innovation can be written as:

\[
r_k = z_k - \hat{z}_k
\]

(28)

It can be shown that when there are no faults of state prediction and observation, the innovation or residual error obeys Gaussian distribution with zero-mean [44], namely:

\[
r_k \sim N(0, D_k)
\]

(29)

where \( D_k \) is the innovation covariance matrix:

\[
D_k = P_{zz} = \sum_{i=0}^{2^{m-1}} W^i \left[ \left( Z_k^- \right)_i - \hat{z}_i^- \right] \left[ \left( Z_k^- \right)_i - \hat{z}_i^- \right]^T + R_k
\]

(30)

in the process of measurement update, assuming that there is a gross error in the measurement result of the positioning sensors, the observation equation at time \( k \) can be expressed as:

\[
Z_k = h(X_k) + V_k + B
\]

(31)

where \( B \) is fault-caused gross error, \( B = [b_1, b_2, \cdots, b_n] \). If the \( i \)th positioning sensor fails, \( b_i \neq 0 \), and if there is no fault, \( b_i = 0 \). At this time, the innovation affected by the gross error can be written as:

\[
r_{k(b)} = Z_{k(b)} - \hat{z}_k^- = r_k + B
\]

(32)

The innovation vector at this time is no longer zero [45], namely:

\[
r_{k(b)} \sim N(B, D_k)
\]

(33)

The test statistic of fault or gross error in innovation can be expressed as [46]:

\[
\lambda_{avg} = r_k^T D_k^{-1} r_k
\]

(34)

where \( r_k \) is the innovation of Kalman filter at time \( k \) while \( D_k \) is the covariance matrix of the innovation at time \( k \). In statistics, if there is no gross error (no fault), the test statistic \( \lambda_{avg} \) obeys the center \( \chi^2 \) distribution with the degree of freedom \( m \), where \( m \) is the dimension of the current moment \( Z_k \) observation vector:

\[
\lambda_{avg} \sim \chi^2(m)
\]

(35)

If there is a gross error, the test statistic \( \lambda_{avg} \) obeys a non-central \( \chi^2 \) distribution with a degree of freedom of \( m \):

\[
\lambda_{avg} \sim \chi^2(\lambda, \ m)
\]

(36)

where \( \lambda \) is a non-central parameter, \( \lambda = B^T D_k^{-1} B \). The threshold \( T_D \) of gross error detection according to the Neyman–Pearson criterion [47], where the false alarm rate \( P_{fa} = \alpha \), here the value is \( 0.333 \times 10^{-6} \), \( T_D \) can be expressed as:
\[ P_{fa} = \int_{T_D}^{+\infty} \chi^2(m)dx \]  

(37)

thus, the abnormality judgment of the hypothesis test is:

\[
\begin{align*}
H_0 & : \text{No abnormality, } \lambda_{\text{avg}} \leq T_D \\
H_1 & : \text{Abnormal, } \lambda_{\text{avg}} > T_D
\end{align*}
\]  

(38)

The expressions (38) can be used to determine whether the system is abnormal. If there is no abnormality in the system, the positioning results of UKF will be sent to the user (as can be seen from Fig. 1, IF1 = 0 at this time). If an abnormality occurs in the system (IF1 \( \neq 0 \)), the RUKF is triggered to remove the gross errors and obtain higher positioning accuracy. See Section 4.4.2 for details.

### 4.4.2 The robust UKF model

Multipath propagation and the complex indoor environment interfere with positioning leading to gross errors during the UKF measurement and updating process. The presence of gross errors can result in decreased positioning accuracy and even the filter may be divergent. In order to reduce this effect, it is reasonable to perform a robust estimation. A robust estimator is a reasonable alternative to obtain reliable parameter estimation in most cases \([48–50]\). We use the robust estimation of the measurement noise matrix \( R_k \), a revised covariance matrix of \( R_k \) is defined as \( \overline{R}_k \):

\[ \overline{R}_k = \alpha_k^{-1} R_k \]  

(39)

where \( \alpha_k = \text{diag} [\alpha_1, \alpha_2, \cdots, \alpha_m] \) is an equal weight matrix of observations \( Z_k \), \( m \) is the dimension of the observation vector \( Z_k \) at the current time. It can be obtained empirically using the Huber weight function or IGG functions. The IGG III weight function \([51]\) is selected. Namely, the equivalent weight is calculated as \([51, 52]\):

\[
\alpha_i = \begin{cases} 
1, & |s_i| \leq k_0 \\
\frac{k_0}{s_i} \times \left\{ \frac{k_1 - |s_i|}{k_1 - k_0} \right\}^2, & k_0 < |s_i| \leq k_1 \\
10^{-30}, & |s_i| > k_1
\end{cases}
\]  

(40)

where \( k_0 \) and \( k_1 \) are constants, theoretically having the values of \( k_0 = 2.5~3.5 \) and \( k_1 = 3.5~4.5 \), respectively. In our research, \( k_0 = 2.5 \) and \( k_1 = 3.5 \). \( s_i \) is the normalized residual of the \( i \)-th observation \([53]\). Thus, the update process in RUKF is as follows:

\[
\begin{align*}
\overline{P}_{zz} &= \sum_{i=0}^{2n} W_{i}^{(c)} \left[ (Z_k^-)_{i} - \hat{Z}_k^- \right] \left[ (Z_k^-)_{i} - \hat{Z}_k^- \right]^T + \overline{R}_k \\
\overline{P}_{xz} &= \sum_{i=0}^{2n} W_{i}^{(c)} \left[ (\hat{Z}_k^-)_{i} - \hat{\hat{Z}}_k^- \right] \left[ (Z_k^-)_{i} - \hat{Z}_k^- \right]^T \\
\overline{K}_k &= \overline{P}_{xz} \overline{P}_{zz}^{-1} \\
\hat{x}_k &= \hat{x}_k^- + \overline{K}_k (Z_k^- - \hat{Z}_k^-) \\
P_k &= P_k^- - \overline{K}_k \overline{P}_{xz} \overline{K}_k^T
\end{align*}
\]  

(41)

where \( \overline{P}_{zz} \) denotes the observation prediction error covariance matrix and \( \overline{K}_k \) denotes the gain matrix of RUKF.
4.4.3 Outlier and fault judgment

Although the RUKF has corrected some range observation anomalies and somewhat improved the positioning accuracy, positioning accuracy is still quite limited because there is no real-time estimation of system and observation noise due to complex indoor environments and severe multipath propagation, and some outliers may remain in the system. If these outliers are not detected and removed, position estimation will not be optimal and the filter will probably diverge, which reduces the performance of the positioning system. To solve this problem, outlier identification and elimination algorithms are proposed; see Sections 4.4.3.1 and 4.4.3.2 for the details of this process.

The frequency of the appearance of outliers is much higher than the frequency of system fault in the positioning process. If no distinction is made between outliers and faults, it is easy to judge an outlier point in the system as a fault, which will cause system false alarm, increase false alarm rate, and make the system output values discontinuous. In reference to [54], the test statistic at time $k$ exceeds a certain detection threshold (as can be seen from Fig. 4, red line), and it will be considered as an outlier.

Outliers are in the form of an isolated point (a certain moment), while other data in a certain field of $k$ is normal. For a continuous occurrence of test statistic exceeding the detection threshold during a period, it can be considered as a fault. For example, the test statistics exceed the detection threshold at the time $k_n$, at $k_{n+1}$, $k_{n+2}$, ..., both $k_{n+p}$ times exceed the detection threshold (as can be seen from Fig. 4, the elliptical part).

4.4.3.1 Outlier identification

The innovation of RUKF, $r_k$, as shown in Eq. (28), and the covariance matrix of innovation $P_{zz}$ is given by Eq. (41). The $r_k$ and $P_{zz}$ are used to judge whether each component of observation $z_k$ is an outlier. The judgment criterion can be expressed as:

$$\left| (r_k)_i \right| \leq C \sqrt{(P_{zz})_{ii}}$$

(42)

where $(i, i)$ is the $i$th element on the diagonal of $P_{zz}$, $(r_k)_i$ is the $i$th component of $r_k$. $C$ is constant and determined according to the actual physical background, in our research, $C = 3$. If Eq. (42) holds, then $(z_k)_i$ is a normal observation (IF2 = 0 at this time). Conversely, $(z_k)_i$ is considered to be an outlier (IF3 = 0), where $(z_k)_i$ is the $i$th component of $z_k$. If a large number of outliers appear successively, the observation can be considered a fault (IF3 ≠ 0), and then the system will alert the user in time.

The identification method is simple and feasible, with a clear physical explanation. More importantly, this method can effectively identify which component in an observation that exceeds the error limit, so that the target motion state model and noise statistical characteristics presupposed in advance, can be improved in a targeted manner, thereby improving filtering accuracy.

4.4.3.2 Outlier elimination

In the UKF, posteriori state estimation $\hat{x}_k$ is recursively corrected using the difference between new observation $z_k$ and predicted observation $\hat{z}_k$ (i.e., innovation); thus, the magnitude of the effect of $z_k$ on state estimation depends largely on gain matrix $K_k$. Therefore, to get the correct estimate $\hat{x}_k$, $z_k$ must be normal. When $z_k$ is distorted or includes an outlier, the $K_k$ needs to be adjusted to obtain an ac-
accurate estimation $\hat{x}_k$. When the $i$th component of the observation $z_k$ is not satisfied (42), that is, when $(z_k)_i$ is an outlier, then the $K_k$ is adjusted, so that,

$$K_k = mK_k \quad (0 < m < 1) \quad (43)$$

continues to find the filter estimate $\hat{x}_k$ and the filter estimate posteriori covariance matrix of state vector $P_k$. Thus, the effect of an outlier point is eliminated when estimating the target parameter.

5 Computational complexity analysis

Computing the number of Floating Point Operations (FLOPs) of an algorithm is an effective method to analyze the computational complexity, especially when matrix operations are involved. One FLOP is an operation to add, subtract, multiply, or divide between two floating points. The number of FLOPs can be considered as a quantitative description of algorithm complexity [55]. In our research, WiFi fingerprinting positioning and PDR are scalar operations, while the UKF algorithm and the integrity monitoring algorithm both involve matrix operations. For the sake of brevity, in this instance, we consider only FLOPs for the UKF and integrity monitoring algorithms and neglect the computationally small, WiFi fingerprinting positioning and PDR scalar operations. The number of FLOPs required for common operations between matrices can be expressed as follows [56, 57]:

1. Matrix addition and subtraction: $A \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{n \times m}$, then $A \pm B$ requires $mn$ FLOPs.
2. Matrix multiplication: $A \in \mathbb{R}^{n \times m}, B \in \mathbb{R}^{m \times h}, 2mnh - nh$ FLOPs are required to obtain $AB$.
3. Matrix inversion: $A \in \mathbb{R}^{n \times n}, A^{-1}$ is computed using $n^3$ FLOPs.
4. Cholesky factorization: \( A \in \mathbb{R}^{n \times n} \), \( n^3/3 \) FLOPs are required for \( \text{chol}(A) \).

The computational complexities of the UKF and the integrity algorithms introduced in this paper were quantitatively analyzed according to these rules.

5.1 UKF algorithm complexity analysis

We denote the total computational complexity in FLOPs by \( \zeta \). In the following, \( m \) represents the number of dimensions in the state vector in the indoor positioning system, while \( n \) represents the number of dimensions in the observation vector. The UKF algorithm complexity analysis, according to the steps in Section 4.3.1, is as follows:

1) In UT transformation, \( n^3/3 + 3n^2 \) FLOPs are needed to generate Sigma sample point \( X \).

2) In the time domain updating, the one-step prediction state vector \( \xi_k^- \) of Sigma sample points requires \( -n + 4n^2 \) FLOPs. The priori state estimation \( \hat{x}_k^- \) requires \( 2n + 2n^2 \) FLOPs, the priori covariance matrix of state vector \( P_k^- \) is computed using \( 2n + 5n^2 + 4n^3 \) FLOPs, the observation vector \( Z_k^- \) needs \( n^3/3 + 3n^2 \) FLOPs, and the observation prediction vector \( \hat{z}_k^- \) requires \( 2m + 2mn \) FLOPs.

3) In the measurement updating process, to obtain the observation prediction error covariance \( P_{zz} \), \( 2m + 3m^2 + 2mn + 4mn^2 \) FLOPs are needed, to determine the cross-covariance of the state vector and observation vector \( P_{xz} \) requires \( 2n + 2mn + 2n^2 + 4mn^2 \) FLOPs, the gain matrix \( K_k \) of the UKF costs \( m^3 + 2m^2n - mn \) FLOPs, the posteriori state estimation \( \hat{x}_k \) is computed using \( 2mn + m \) FLOPs, and the posteriori covariance matrix of state vector \( P_k \) needs \( 2m^2n - mn + 2mn^2 \) FLOPs.

Therefore, the total computational complexity of UKF is:

\[
\zeta_{\text{UKF}} = (m^3 + 14n^2/3 + 8m^2n + 6mn^2 + 3m^2 + 19n^2 + 6mn + 5m + 5n) \text{FLOPs}
\]

(44)

5.2 Integrity monitoring algorithm computational complexity analysis

The integrity monitoring algorithm is designed on the basis of UKF. Therefore, the algorithm computational complexity is higher than that of the UKF regardless of whether any system abnormality is detected. According to Sections 3 and 4.4, the integrity monitoring process can be divided into three phases. As discussed in Section 4.4.1, the gross error detection threshold \( T_D \) can be calculated in advance. In the first phase (i.e., IBIM), if no system abnormality is detected, only formula (34) participates in the calculation, it costs \( m^3 + 2m^2 + m - 1 \) FLOPs. So the total computational complexity of integrity monitoring at this time can be expressed by the sum of UKF and IBIM FLOPs, i.e.,

\[
\zeta_{\text{IM,phase1}} = \zeta_{\text{UKF}} + \zeta_{\text{IBIM}} = (2m^3 + 14n^2/3 + 8m^2n + 6mn^2 + 5m^2 + 19n^2 + 6mn + 6m + 5n + 5m - 1) \text{FLOPs}
\]

(45)

If a system abnormality is detected, the RUKF is triggered. At this time, as in Section 4.4.2, the total computational complexity of integrity monitoring algorithm can be expressed as follows:
\[ \zeta_{\text{IM-phase2}} = \zeta_{\text{UKF}} + \zeta_{\text{IBIM}} + \zeta_{\text{RUKF}} = (3m^3 + 14n^3)/3 + 16mn^2 + 9m^2 + 21n^2 + 10mn + 9m + 7n - 1 \] FLOPs

According to Section 4.4.3.2, if outliers are detected, the total computational complexity of the integrity monitoring is:

\[ \zeta_{\text{IM-phase3}} = \zeta_{\text{UKF}} + \zeta_{\text{IBIM}} + \zeta_{\text{RUKF}} + \zeta_{\text{OutliersElimination}} = (3m^3 + 14n^3)/3 + 18mn^2 + 14mn^2 + 10m^2 + 21n^2 + 11mn + 10m + 7n - 1 \] FLOPs

\(\text{(46)}\)

6 Experimental evaluation

In this section, two field experiments conducted to evaluate the performance of the proposed algorithm are presented and analyzed. The experimental setup is introduced in detail, and the asymptotic exact computational complexities of the UKF and integrity monitoring algorithm (IM) are analyzed. The implications of results and analysis are discussed.

6.1 Experimental setup

We developed an Android application for the experiments to collect positioning data and analyzed the data with MATLAB (R2019a, The MathWorks, Natick, MA, USA). The device involved in the experiments was a smartphone running on the Android 8.0 operating system. The phone model was a HUAWEI Honor8 (4GB Ram/64 GB Rom) (Shenzhen, China). To evaluate the performance of the proposed algorithm, two field tests were conducted on the first floor and the third floor of an office building of the Earth Space Information Science International Research Center, Wuhan University. The office building has five floors, and a typical office environment, including corridors, office rooms, and computer rooms. Figure 5 shows the layout of the experiment area and the trajectories of the test true path (blue solid line). The lengths of the two true paths are 124 m and 93 m. The red stars are the locations of the APs. The experimental scene on the first floor includes the corridor, a VIP reception room marked by A as shown in Fig. 5a and a computer room marked by B as shown in Fig. 5a. Also, the experimental scene on the third floor had only the selected corridor, as shown in Fig. 5b.

6.2 Asymptotic and exact computational complexity analysis

We found that the computational complexities depend on state vector dimension \(n\) and observation vector dimension \(m\) of the positioning system, based on an analysis of the computational complexities of the UKF and integrity monitoring algorithms as in Section 5. In our research, \(n\) is 3 and \(m\) is 5. We compared the asymptotic and exact computational complexities of the UKF and the three phases of integrity monitoring in Figs. 6 and 7. In those figures, we plotted the curve of the computational complexity, describing the FLOPs against state vector and observation vector dimensions.

The computational complexity values FLOPs of the UKF and IM-Phase1 are the same when the \(m\) is a constant. Figure 6a shows the asymptotic exact computational complexity when the \(m\) equals 5, and the \(n\) varies from 1 to 60. Figure 6b shows the asymptotic exact computational complexity when the \(n\) is 3, and \(m\) varies from 1 to 60. It can
be seen from Fig. 6a that the computational complexity values FLOPs of the UKF and IM-Phase1 are the same. This implies that under the condition of constant $m$, the first phase of integrity monitoring has no impact on the overall computational complexity. From Fig. 6b, as the number of dimension in observation vector of indoor positioning system gradually increases ($m > 20$), the computational complexity values FLOPs of UKF and IM-Phase1 are no longer the same, which indicates that under the condition of constant $n$, the number of dimension in observation of indoor positioning system gradually increases has a certain effect on the computational complexity of the first phase of integrity monitoring algorithm.

The integrity monitoring algorithm does not substantially increase in overall computational complexity when the number of dimensions in the state vector and observation vector in indoor positioning system is no more than 20. From Fig. 6, we can see that the computational complexity values FLOPs of the UKF, IM-Phase1, IM-Phase2, and IM-Phase3 are almost the same when the $m$ and $n$ are less than 20. The number of...
dimensions in the state vector and observation vector in the system is less than 20 in most use cases. It illustrates that the integrity monitoring algorithm does not substantially increase in overall computational complexity when the number of dimensions in the state vector and observation vector in indoor positioning system is small (< 20), which also means that the integrity monitoring algorithm has no significant impact on the real-time performance of the positioning system. Figure 7 shows the asymptotic exact computational complexities of the UKF, IM-Phase1, IM-Phase2, and IM-Phase3 when the state vector dimension $n$ and the observation vector dimension $m$ are 20 simultaneously.

It can be seen from Fig. 7 that the overall trend of the computational complexities of these algorithms is consistent with that of Fig. 6, but as the $n$ and $m$ are increasing, the algorithm complexity values FLOPs also increase. Figure 7 again shows that the integrity algorithm does not substantially increase the overall computational complexity when the number of dimensions in the state vector and observation vector in the positioning system is less than 20.

6.3 Experimental results and discussion
The first experiment was conducted on the first floor, the author entered two rooms, the first room is a VIP reception room, the second room is a computer room, and the rest of the test scene was completed in the corridor. Another experiment scenario was the corridor of the third floor. Figure 8 shows the true path of the two sets of experiments, as well as the trajectory of positioning results of WiFi, PDR, UKF, and IM.

The smartphone was always held flat in the two experiments. During the experiment, the WiFi fingerprinting positioning error was relatively stable, and there was no cumulative error over time. In contrast, PDR has a high accuracy within a short distance, but there was a significant cumulative error as walking distance increased. It can be seen from Fig. 8a that PDR positioning accuracy was relatively high at the beginning when the author entered the VIP reception room, the positioning trajectory of PDR deviated from the real trajectory significantly, and the cumulative error was 0.8 m at this time, and 1.8 m when the author arrived at the computer room. In the end, the maximum cumulative error of PDR was 6.49 m. We found that during the third floor experimental test, the average cumulative error of the PDR was less than that on the first floor. That
is because the test scene on the first floor is more complicated, and the test route length is larger. Due to the cumulative error of PDR over time, the integrated positioning accuracy declined. However, after using WiFi fingerprinting positioning and IM, the positioning accuracy is improved.

In the first floor experiment, the average positioning errors of WiFi and PDR were 2.37 m and 2.49 m, respectively. The average positioning error after UKF integrated was 1.38 m, while the error using the proposed IM was 1.02 m. The average positioning errors were reduced by 41.7% and 44.6%, respectively, through UKF for WiFi/PDR integration. After applying the IM, the average positioning errors were reduced by 57% and 59%, respectively. In the third floor experiment, the average positioning errors for WiFi and PDR were 2.18 m and 2.16 m, respectively, and the average positioning error after UKF integrated was 1.22 m, while the error with the proposed IM was 0.85 m. After UKF for WiFi/PDR integration, the average positioning errors were reduced by 44.0% and 43.5%, respectively. Applying the IM, the average positioning errors were reduced by 61.0% and 60.6%, respectively.

The Cumulative Distribution Functions (CDF) of positioning errors in two experimental scenes are demonstrated in Fig. 9. The errors at a 95% confidence level for WiFi was 4.35 m and 5.17 m for PDR. For UKF, the error was 2.51 m, and for IM, the error was 1.96 m in the first floor experiment. In the third floor experiment, the error at a 95% confidence level WiFi was 3.69 m; for PDR, the error was 4.54 m, and for UKF, the error was 2.38 m. For IM in the third floor experiment, the error was 1.65 m.

In the IM test, we determine the current integrity phase by setting the integrity flags (IF 1, IF2, and IF3). In each experimental phase of integrity monitoring, we set a corresponding counter. When the corresponding integrity phase is entered, the counter is incremented by one. In test experiments on the first floor and the third floor, the
number of times the counter entered the first phase of IM were 38 and 23, respectively; the number of times the counter entered the second phase were 17 and 8, respectively; and the number of times the third phase were 1 and 0 times, respectively. In the last phase of the two experiments, the large cumulative error of PDR resulted in reduced integrated accuracy. In particular, in the last phase of the experiment on the first floor, the cumulative PDR error increased, leading to a continuous increase of error in the integrated positioning results over some time, which triggered the third phase of integrity, an alarm message was sent to the user in time. This demonstrates the ability of IM to warn the user in time when the positioning accuracy does not meet user requirements. After applying our proposed IM algorithm, not only the positioning accuracy and robustness of the system are improved, but also the confidence of the positioning accuracy is guaranteed.

7 Conclusions and future work
This paper presents an integrity monitoring algorithm for WiFi/PDR/smartphone-integrated indoor positioning system based on the UKF. Using UKF for WiFi/PDR integration positioning, we make a tradeoff between computational complexity and positioning accuracy. To this end, our algorithm can be effectively applied to smart terminals such as smartphones. We found that after the UKF integration of WiFi fingerprinting positioning and PDR, the positioning accuracy of the integrated system is higher than the positioning accuracy of WiFi fingerprinting positioning and PDR individually.

The main contribution of this paper is the proposed integrity monitoring algorithm. A RUKF is employed to achieve higher positioning accuracy in the integrity monitoring phase. Besides, a highly feasible and effective method is proposed to identify the outliers and faults of the indoor positioning system. Once a fault is detected, the user will be alerted in time to reduce the potential risk. In safety-sensitive applications of indoor positioning, the timely alarm is an important means to avoid the loss or reduce the risk probability when the positioning accuracy no longer meets the user’s requirements.

Furthermore, by analyzing the computational complexities of the UKF and integrity monitoring algorithm, we concluded that the algorithm does not substantially increase in overall computational complexity when the number of dimensions in the state vector and observation vector in an indoor positioning system is less than 20. In practice, the number of dimensions in the state vector and observation vector in an indoor positioning system rarely exceeds 20. In this sense, our proposed integrity monitoring algorithm is efficient.
Finally, we used a smartphone equipped with the proposed WiFi/PDR-integrated indoor positioning system to collect positioning data and analyzed the experimental results in MATLAB. It is shown that the UKF algorithm with integrity monitoring improved the positioning quality, accuracy, and performance.

In our future work with integrity monitoring algorithms, we will focus on multi-fault detection to tackle isolated, damaged, or problematic WiFi APs for further improving WiFi fingerprinting positioning accuracy. Integrity monitoring will improve the positioning accuracy of the integrated positioning sources and increase the robustness of the integrated positioning system.
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