Box-covering algorithm for fractal dimension of weighted networks
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Box-covering algorithm is a widely used method to measure the fractal dimension of complex networks. Existing researches mainly deal with the fractal dimension of unweighted networks. Here, the classical box covering algorithm is modified to deal with the fractal dimension of weighted networks. Box size length is obtained by accumulating the distance between two nodes connected directly and graph-coloring algorithm is based on the node strength. The proposed method is applied to calculate the fractal dimensions of the “Sierpinski” weighted fractal networks, the E.coli network, the Scientific collaboration network, the C.elegans network and the USAir97 network. Our results show that the proposed method is efficient when dealing with the fractal dimension problem of complex networks. We find that the fractal property is influenced by the edge-weight in weighted networks. The possible variation of fractal dimension due to changes in edge-weights of weighted networks is also discussed.

Complex networks have attracted growing interest in various fields of science since they can be used to describe the structure and physical properties of many real complex systems1–5. The small-world6 and the scale-free7 have been shown as two fundamental properties of complex networks. Recently, fractal and self-similarity properties of complex networks have attracted much attention, since Song et al. found that a variety of real complex networks exist self-similarity property8. Especially, the box-covering algorithm is applied to calculate the fractal dimension of many real networks9.

Though the box-covering algorithm for complex networks is extensively studied by researchers10–15, existing works mainly focus on dealing with the fractal dimension of unweighted networks. In the traditional box-covering algorithm for complex networks (BCAN), a box size is given in terms of the network distance, which corresponds to the number of edges on the shortest path between two nodes. This means the sizes of these boxed are the integers from 1 to the size of the network. However, the values of edge-weights in weighted networks could be any real numbers excluding zero. For weighted networks, enough numbers of boxes are not been obtained by BCAN. Even the number of box is always one when the size of the weighted network less than one. Thus, using the BCAN to calculate the accurate fractal dimension of weighted networks is unfeasible. Actually, many real-world networks are weighted ones16–21. Some definitions in unweighted networks are extended to weighted networks22–25, and some relevant properties and methods of weighted networks are proposed26–33. We believe that the fractal property of weighted networks can be revealed34,35. In this paper, an improved box-covering algorithm for weighted networks (BCANw) is proposed.

In what follows, we describe the proposed methodology, depict the diversity between BCAN and BCANw, calculate fractal dimension of weighed fractal model such as the “Sierpinski” weighted fractal networks, and apply BCANw to analysis the fractal properties of some real weighted networks.

Results

BCANw for unweighted networks. For unweighted network, both BCANw and BCAN are the same method. The fractal dimension of unweighted networks by using the BCANw is same as that by using the BCAN. For example, a unweighted network such as the E.coli network with 2859 proteins and 6890 interactions is considered15. The correlations between box size ($l_B$) and number of box ($N_B$) by using BCAN and BCANw are shown in Figure (1). By means of the least square, the fractal dimension of the E.coli network is obtained as follows
where $d_B$ and $d_B^w$ represent the fractal dimension of complex network by using BCANw and BCAN, respectively.

From Figure (1), the result of BCANw is same as the result of BCAN. The fractal dimension of this network are $3.45 \pm 0.10$ and $3.50$ in the Ref. 15 and Ref. 9 respectively. Our results almost matched the results given in Refs. 9, 15

**BCANw for weighted networks.** To further check the validity of our algorithm, we first apply our method to the “Sierpinski” weighted fractal networks in Figure (2). The weighted fractal networks are built by Iterated Function Systems, IFS for short, whose Hausdorff dimension is completely characterized by two main parameters, the number of copies $s > 1$ and the scaling factor $0 < f < 1$ of the IFS. In Figure (2), the fractal dimension of the weighted fractal network is called similarity dimension, and given as follows:

$$d_{\text{fract}} = \frac{\log s}{\log f} \approx 1.5850.$$ 

In general, the edge-weights of $G_1$ equal to one in Figure (2). The “Sierpinski” weighted fractal network $G_7$ with 3280 nodes and 3279 edges is considered. The edge-weights of $G_7$ are equal to $1, \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16}, \frac{1}{32}$ and $\frac{1}{64}$ respectively. The diameter of $G_7$ is less than 4. Thus, numbers of boxes are 10, 3, 3 and 1 when the boxes sizes are 1, 2, 3 and 4 respectively by using the BCAN. In this case, the accurate fractal dimension of $G_7$ is not obtained because there are so few valid statistical cases. More dots are given by using BCANw. Fractal scaling analysis of $G_7$ is shown in Figure (3).
From Figure (3), by means of the least square fit, the reference line has slope $-1.4489$, i.e. the fractal dimension of $G_7$ is 1.4489. The result of our method is closer to the similarity dimension of the “Sierpinski” weighted fractal networks in Ref. 28.

In the “Sierpinski” weighted fractal networks, the edge-weight is only a number without obvious physical meaning. Thus, the shortest path is the measure of finding a path between two nodes such that the sum of values of its edge-weights is minimized$^{23}$. In real weighted networks, however, we can face two opposite cases. The first case appears in this way: the higher edge-weight is, the further distance is. For instance, the edge-weight in the airline network. Thus, for weighted networks, the shortest path between node $i$ and node $j$ is denoted by $d_{ij}$, and defined as follows

$$d_{ij} = \min \left( w_{ij}^{p}, w_{i,j_1}^{p}, \cdots, w_{i,j_m}^{p} \right),$$

where $w_{ij}$ is the edge-weight between nodes $i$ and $j$ connected directly, $j_m (m = 1, 2, \cdots)$ are IDs of nodes, and $p$ is a real number. The higher weight is, the further distance is ($p > 0$). The higher weight is, the less distance is ($p < 0$). Especially, the definition is same as the definition of shortest path in the unweighted network$^{23}$ if $p$ equal to zero. In this section, collaboration network such as the Scientific collaboration network, biological networks such as the C.elegans network, and information network such as the USAir97 network (http://vlado.fmf.unilj.si/pub/networks/data/), are considered.

The edge-weight of the Scientific collaboration network with 1589 nodes and 2742 edges, is given as follows

$$w_{ij} = \sum_k \frac{\delta_{ik} \delta_{jk}}{n_k - 1},$$

where $n_k$ is number of co-author of the $k$th paper (excluding single authored papers), $\delta_{ik}$ is defined as 1 when the $i$th scientist is one of the co-author of the $k$th paper, and 0 otherwise. The values of edge-weights are various, such as 0.0526316, 0.1111, 1.5333, 1, etc. If two persons share many papers, the weight is higher, the distance is less. Thus, $p$ should be a negative number in Equation (1). For instance, the value of $p$ equals to $-1$ in Ref. 23. The unweighted (i.e. all edge-weights equal to one) and the weighted network of Scientific collaboration network are considered. Fractal scaling analysis of these networks is shown in a) of Figure (4). From a) of Figure (4), the fractal dimension of unweighted Scientific collaboration network is less than the fractal dimension of weighted Scientific collaboration network. The fractal dimension of unweighted Scientific collaboration network and the weighted Scientific collaboration network using BCANw are 0.173 and 0.376 respectively. The value of fractal dimension respond to changes in edge-weight. In weighted Scientific collaboration network, the fractal dimension by using BCAN is almost consistent with the fractal dimension by using BCANw.

For the C.elegans network with 306 nodes and 2148 edges, the edge-weights are the numbers of synapses and gap junctions. The higher weight is, the less distance is. The shortest path is obtained by Equation (1) when $p < 0$. Fractal scaling analysis of the C.elegans network is shown in b) of Figure (4). From b) of Figure (4), the dots of the relationship between minimal number of box and box size are too little to have statistical power using BCAN. It indicates that is unfeasible using the BCAN to calculate the accurate fractal dimension of this network. The more numbers of it are obtained by BCANw, and the fractal dimension of weighted C.elegans network is 0.785. And that, the fractal scaling law of unweighted C.elegans network is obvious, and the fractal dimension of unweighted C.elegans network is 1.704. The fractal dimension of unweighted C.elegans network is more than the fractal dimension of weighted C.elegans network. It is different with the Scientific collaboration network.

For the USAir97 network (network of direct flight connections between US airports) with 332 nodes and 2126 edges, the
edge-weight corresponds to the number of seats available on the scheduled flights (in million/year). The shortest path is obtained by Equation (1) when \( p < 0 \). Fractal scaling analysis of the USAir97 network is shown in c) of Figure (4). The minimum box number is always one because the diameter of the weighted USAir97 network is 0.97 by using BCAN. Thus, the BCAN is useless for the weighted USAir97 network. However, from c) of Figure (4), the number of minimum box is 119 by using BCANw. The fractal dimension of the unweighted USAir97 network and weighted USAir97 network are 3.09 and 1.075 respectively. The fractal dimension of the unweighted USAir97 network and weighted USAir97 network are 0.97 by using BCAN. Thus, the BCAN is useless for the weighted USAir97 network. Nevertheless, fractal property of this network by using BCANw. In a word, BCANw method is better suited than BCAN method for fractal scaling analysis of weighted networks. And that, the value of fractal dimension is influenced by the edge-weight of weighted network. The fractal dimension of unweighted case is more than the fractal dimension of weighted case for the C.elegans network and USAir97 network. It is the opposite way for the Scientific collaboration network.

**Fractal dimension and edge-weight for weighted networks.** In unweighted networks, the fractal dimension is determined only by the topology of network. However, in weighted networks, the fractal dimension is affected by edge-weight except the topology of weighted network. In the section, the relationship between fractal dimension and edge-weight of these real weighted networks are discussed. Some interest results are found when relationships between values of fractal dimension and values of \( p \) are considered. The fractal dimensions of different values of \( p \) are computed and shown in Figure (5) for these real weighted networks.

Let \( d_0(w)(p_k) \) represents the value of fractal dimension when \( p = p_k \) and \( w = w_0 \), we have \( 0 < |d_0(w)(p_k) - d_0(w)(p_k)| < 0.2 \). It includes two meanings: on the one hand, fractal dimension has no strictly equal value when \( p \) is negated; On the other hand, the values of fractal dimensions are almost symmetric about the vertical, about zero. From Figure (5), the special values of fractal dimensions of \( p = 0 \) are always obtained, which illustrates the fractal character have different between unweighted network and weighted network for given topology. The C. elegans network and the USAir97 network have large variations of fractal dimension in three networks. The value of fractal dimension decreases with increasing the absolute value of \( p \) in the C. elegans network and the USAir97 network. However, the difference is not significant in the Scientific collaboration network. And that, the value of fractal dimension increase with increasing the absolute value of \( p \in (-1, 1) \) in the Scientific collaboration network. To determine the effects of edge-weights on fractal of weighted networks, the C. elegans network and the USAir97 network with variation edge-weight are considered. For the USAir97 network, two cases are considered. One is the value of edge-weights’ distributions is uniformed \((u(0,1))\), denoted as \( w(\mu) \). The other is the value of edge-weights times ten based on \( w(\mu) \), denoted as \( w(\mu') \). These relationships between \( d_0(w) \) and \( p \) are shown in b) of Figure (6). For the C. elegans network, the raw edge-weights times ten, denoted as \( w' \), is considered. The relationships between \( d_0(w) \) and \( p \) are shown in b) of Figure (6).

From Figure (6), the values of fractal dimensions are almost symmetric about the vertical, about zero although distributions of edge-weights are different. And that, the values of fractal dimensions are changed although the values of edge-weights magnified same times. Why are the fractal dimensions almost symmetric for weighted networks? In Ref. 36, the metastrengths defined by \( s_j(q) = \sum_i w_i^q \), where \( q \) is a real number. The distribution function of metastrengths is almost symmetric about value of \( p^m \). By analogy, the distribution of edge-weights of weighted networks is consider in these real networks. The number of \( w_i \) is denoted by \( m(w_i) \). We have \( m(w_i) = m(w_i^p) \), i.e. the number of \( w_i \), is not changed with different values of \( p \). The probability of edge-weights is given for any \( p \) as follows.
Figure 5 | The relationships between values of fractal dimension and values of $p$. Value of $p$ is increased by 0.2 at each step from $-3$ to 3. There approximate curves of symmetrical are obtained. Symbols refer to: ., *, and + indicate the relationship between the fractal dimension and $p$ of the C.elegans network, Scientific collaboration network and USAir97 network, respectively. $d_B(w)(p) - d_B(w)(-p) < 0.2$, $d_B(w)(p)$ represents the value of fractal dimension of $p$.

Figure 6 | The effects of edge-weights on fractal of weighted networks. (a): For the USAir97 network, the value of edge-weights’ distributions are changed as uniformed $(u(0,1))$, denoted as $w(u)$, and $w(u)$ times ten denoted as $w(u')$. Symbols refer to: ., +, and * indicate the relationship between the fractal dimension and $p$ of raw date, $w(u)$ and $w(u')$, respectively. (b) For the C.elegans network, the value of edge-weights times ten based on raw date, denoted as $w'$. Symbols refer to: . and + indicate the relationship between the fractal dimension and $p$ of raw date and $w'$, respectively.
\[ p(w_p^5) = p(w_p^5). \]

where \( p(w_p^5) \) represent the probability of edge-weight with \( w_p^5 \). And that, the edge-weights are broken symmetry with the values of \( p \) are opposite. For instance, the minimum values will change as the maximum values when the values of \( p \) are opposite. Thus, the distribution of edge-weights of weighted networks is symmetric about \( p \) with opposite values. The symmetry variation of edge-weights is the major causes of symmetry variation of fractal dimension. However, the fractal dimension has no strictly equal values when \( p \) is negated. In fact, the fractal dimension is affected by other variations too. For instance, the shortest paths have many variations with \( p \) changing. In unweighted network, the shortest path between any two nodes are determined only by topology of network. However, in weighted network, the shortest path is affected by edge-weights between two nodes except topology of weighted network. In Equation (1), the shortest path is determined by the value of \( p \). The change of the shortest path has no regulation based on the non-linear change of edge-weight. Two examples are given and shown in Figure (7).

From Figure (7), the shortest path may be changed when the weight edge is changed. The shortest path is always same path whether \( p = 2 \) or \( p = -2 \) in a) of Figure (7). However, the shortest path is changed between \( p = 2 \) and \( p = -2 \) from b) of Figure (7). The shortest paths have different variation in a weighted networks when \( p \) has opposite values. In word, the change of the shortest path is complicated for weighted networks. Thus, the fractal dimension has no strictly equal values although \( p \) is negated.

### Discussion

The fractal characteristics of unweighted networks are studied recently, their fractal dimensions are usually computed by using BCAN method. However, BCAN is not applicable for weighted networks. In this paper, BCANw is generalized for weighted networks. The most important difference between the BCAN and BCANw is that the initial box size is not one and not increased by one in the BCANw. In BCANw, the box size is obtained by accumulating the value of distance between two nodes connected directly. It can directly calculate the fractal dimension of weighted networks, and more corresponding points between box size and number are obtained. In order to avoided random selection processes, the order of graph-coloring algorithm is obtained by descending order according to the node strength in BCANw method. The computational results of real networks and the “Sierpinski” weighted fractal networks show that the proposed method is efficient and flexible.

The fractal dimensions of weighted network is determined by topology and edge-weight of weighted network. The fractal dimension depends strongly on the definition of the metrics based on the weight. Our present work shows edge-weights can change the value of the fractal dimension. For weighted networks, edge-weight can be divided into two classes: the higher weights is, the further distance is; the higher weights is, the less distance is. Thus, distances between any two nodes is proposed by Equation (1). The two aspects of relationship between weights and distance are represented by positive and negative number, respectively. A non-line relationship between the shortest path and the edge-weight are obtained by Equation (1). The influence of fractal dimension based on the changing of edge-weight is different for different network. However, our results show the fractal dimensions of these real weighted networks have almost symmetry.

### Methods

For given complex network \( G = (N, V) \) and \( N = (1, 2, \ldots, n) \), \( V = (1, 2, \ldots, m) \). Where \( n \) is the total number of nodes, and \( m \) is the total number of edges. \( G \) is defined as unweighted network when the value of edge-weights \( (w_p) \) could be any real numbers excluding zero if edge \( i \) is connected to edge \( j \), and 0 otherwise. Degree has generally been extended to the sum of weights when analyzing weighted networks and this measure has been defined as follows:

**Definition 0.2.22** [node strength] Denoting \( s_x \) as the strength of node \( i \), which satisfies

\[
s_i = \sum_{j=1}^{n} x_{ij}
\]

where \( i \) is the focal node, and \( j \) represents all other nodes.

The shortest path is the measure of finding a path between two nodes in complex network such that the sum of values of its edges is minimized. For unweighted networks, the shortest path is defined as follows:

**Definition 0.2.23** [the shortest path in the unweighted networks] Denoting \( d_x \) as the shortest path between node \( i \) and node \( j \), which satisfies

\[
d_x = \min(x_{i1} + x_{i2}, \ldots + x_{i,k} \cdot x_{k,m})
\]

For weighted networks, the shortest path is defined as Equation (1) \( p = 1 \).

Figure 7 | The shortest path is changed with value of \( p \). (a) The shortest path between node A and B is path ACB or path ADB in left map \( (p = 1 \) in Equation (1)). The shortest path is changed as path ACB when \( p = 2 \) or \( p = -2 \). (b) The shortest path between node A and B is path ADB in the original map. The shortest path is not changed when the obtained weight edges square value are represented as weight edges \((i.e., \ p = 2 \) ). However, the shortest path is changed as path ACB when \( p = -2 \).
Question of BCAN for weighted networks. Weighted networks have different edge-weights, which can be non-integers. Thus, the shortest path may be non-integers too. It is possible that the maximum of shortest path is less than one. In this case, the weights, which can be non-integers. Thus, the shortest path may be non-integers too.

Suppose $p = 1$ in Equation (1), values of the shortest path of the network $W_1$ are obtained. We have, $\max(d_{ij}) = 0.95 < 1$. In this case, the minimum number of box is a constant for any $l_B \approx 1$ in BCAN method. The fractional dimension of $W_1$ cannot be obtained. There is an easy and simple way that the values of edge-weights multiply by a same constant so that the edge-weights can always be integral numbers when the maximum distance between two nodes is less than one. Unfortunately, based on the edge-weights of originality and computational complexity, increasing the edge-weights is inappropriate in that way. The chief reason is that the fractal dimension will change with edge-weights times a constant. For instance, this case is shown in Figure (6). And that, the edge-weights of a real network are defined according to their practical implications.

**BCANw method.** In BCANw method, values of the box size neither increase by one in turn nor the initial value equals one and they are obtained by accumulating the value of distance until the value is more than the value of $\max(d_{ij})(i, j = 1, 2, \ldots, n)$. For example, in the network $W_1$, the value of $l_B$ is obtained from $0.05, 0.05 + 0.1 = 0.15, 0.15 + 0.3 = 0.45, 0.45 + 0.4 = 0.85 \text{ until } 0.85 + 0.5 = 1.35 > 0.95$. Idea of the BCANw is shown in Figure (8). Let $l_B = 0.85$ in the network $W_2$, a new weighted network $W_5$ is obtained when node 1 is connected to node 2 with $d_{12}^p \geq 0.85$ in network $W_1$, and shown in b) of Figure (8). For the modified BCAN method, graph-coloring algorithm is based on the degree of nodes in Ref. [13]. Similarly, graph-coloring is based on the strength of node for weighted networks. Using Equation (3), the nodes strength of $W_2$ are obtained. We have

$$S_1 > S_2 > S_3 = S_4 = S_5.$$

According to the rules of graph-coloring algorithm, nodes 1, 2 and 6 have different colors, and the color of nodes 3–5 is same, and it is randomly the same as one of nodes 1, 2 and 6. In our method, the order of graph coloring is given by descending order based on the strength of nodes. Thus, assigning color of nodes 3–5 is the same as color of node 2 as shown in c) of Figure (8). Finally, as one color for one box, the number of box is obtained. From c) of Figure (8), $N_B = 3$. The box covering is shown in d) of Figure (8).

Figure 8 | Idea of the BCANw. (a) A weighted network $W_1$ with 6 nodes and 6 edges. The shortest path of $W_1$ is given by equation 1 ($p = 1$). (b) A weighted $W_2$ is obtained when node 1 is connected to node 2 with $d_{12}^p \geq 0.85$ in $W_1$. (c) Graph-coloring algorithm bases on the strength of nodes for $W_2$. Assigning color of nodes 3–5 is same as color of node 2 because the strength of node 2 is maximum. (d) As one color for one box, the minimum number of box of $W_1$ is obtained, and is three.

1. Newman, M. E. J. Networks: an introduction. Oxford University Press, New York (2009).
2. Liu, H., Lu, J., Lu, J. & Hill, D. J. Structure identification of uncertain general complex dynamical networks with time delay. Automat. 45, 1799–1807 (2009).
3. Blumm, N. et al. Dynamics of ranking processes in complex systems. Phys. Rev. Lett. 109, 138701 (2012).
4. Vidal, M., Cusick, M. E. & Barabási, A.-L. Interactome networks and human disease. Cell 144, 986–998 (2011).
5. Zhao, J., Lee, S. H., Huss, M. & Holme, P. The network organization of cancer-associated protein complexes in human tissues. Sci. Rep. 3, 1583 (2013).
6. Watts, D. J. & Strogatz, S. H. Collective dynamics of small-world networks. Nature 393, 440–442 (1998).
7. Barabási, A.-L. & Albert, R. Emergence of scaling in random networks. Science 286, 509–512 (1999).
8. Song, C., Havlin, S. & Makse, H. A. Self-similarity of complex networks. Nature 433, 392–395 (2005).
9. Song, C., Gallos, L. K., Havlin, S. & Makse, H. How to calculate the fractal dimension of a complex network: the box covering algorithm. J. Stat. Mech: Theory Exp. 2007, P03006 (2007).
10. Kim, J. S., Goh, K.-I., Kahng, B. & Kim, D. A box-covering algorithm for fractal scaling in scale-free networks. Chaos 17, 026116 (2007).
11. Song, C., Havlin, S. & Makse, H. Origins of fractality in the growth of complex networks. Nature 433, 70–70 (2005).
12. Gao, L., Hu, Y. & Di, Z. Accuracy of the ball-covering approach for fractal dimensions of complex networks and a rank-driven algorithm. Phys. Rev. E 78, 046109 (2008).
13. Yao, C. & Yang, J. Improve box dimension calculation algorithm for fractality of complex networks. Comput. Eng. App. 46, 5–7 (2010).
14. Ng, H. D., Abderrahmane, H. A., Bates, K. R. & Nikiforakis, N. The growth of fractal dimension of an interface evolution from the interaction of a shock wave with a rectangular block of sbf. Commun. Nonlinear Sci. Numer. Simul. 16, 4158–4162 (2011).
15. Schneider, C. M., Kesselring, T. A., Andrade Jr, J. S. & Herrmann, H. J. Box-covering algorithm for fractal dimension of complex networks. *Phys. Rev. E* **86**, 016707 (2012).

16. Chen, K., Durand, D. & Martin, F.-C. NOTUNG: a program for dating gene duplications and optimizing gene family trees. *J. Comput. Biol.* **7**, 429–447 (2000).

17. Gotelli, N. J. & Ellison, A. M. Food-web models predict species abundances in response to habitat change. *PLoS Biol.* **4**, e24 (2006).

18. Colizza, V., Flammini, A., Serrano, M. A. & Vespignani, A. Detecting rich-club ordering in complex networks. *Nat. Phys.* **2**, 110–115 (2006).

19. Bagler, G. Analysis of the airport network of India as a complex weighted network. *Physica A* **387**, 2972–2980 (2008).

20. Hwang, S., Yun, C.-K., Lee, D.-S., Kahng, B. & Kim, D. Spectral dimensions of hierarchical scale-free networks with weighted shortcuts. *Phys. Rev. E* **82**, 056110 (2010).

21. Cai, G., Yao, Q. & Shao, H. Global synchronization of weighted cellular neural network with time-varying coupling delays. *Commun. Nonlinear Sci. Numer. Simul.* **17**, 3843–3847 (2012).

22. Opsahl, T., Agneessens, F. & Skvoretz, J. Node centrality in weighted networks: Generalizing degree and shortest paths. *Soc. Networks* **32**, 245–251 (2010).

23. Newman, M. E. J. Scientific collaboration networks. II. Shortest paths, weighted networks, and centrality. *Phys. Rev. E* **64**, 016132 (2001).

24. Newman, M. E. J. Analysis of weighted networks. *Phys. Rev. E* **70**, 056131 (2004).

25. Wei, D., Deng, X., Zbang, X., Deng, Y. & Mahadevan, S. Identifying influential nodes in weighted networks based on evidence theory. *Physica A* **392**, 2564–2575 (2013).

26. Farkas, I., Ábel, D., Palla, G. & Vicsek, T. Weighted network modules. *New J. Phys.* **9**, 180 (2007).

27. Barrat, A., Barthelemy, M. & Vespignani, A. Weighted evolving networks: coupling topology and weighted dynamics. *Phys. Rev. Lett.* **92**, 228701 (2004).

28. Carletti, T. & Righi, S. Weighted fractal networks. *Physica A* **389**, 2134–2142 (2010).

29. Yook, S.-H., Jeong, H., Barabási, A.-L. & Tu, Y. Weighted evolving networks. *Phys. Rev. Lett.* **86**, 5835 (2001).

30. Qi, X., Fuller, E., Wu, Q., Wu, Y. & Zhang, C.-Q. Laplacian centrality: A new centrality measure for weighted networks. *Inf. Sci.* **194**, 240–253 (2012).

31. Barnsley, M. *Fractals everywhere*. Academic Press, San Diego (1988).

32. Barrat, A., Barthelemy, M., Pastor-Satorras, R. & Vespignani, A. The architecture of complex weighted networks. *Proc. Natl. Acad. Sci. USA* **101**, 3747–3752 (2004).

33. McPherson, M., Smith-Lovin, L. & Cook, J. M. Birds of a feather: Homophily in social networks. *Annu. Rev. Sociol.* **27**, 415–444 (2001).

34. Jurgens, H., Peitgen, H. & Saupe, D. Chaos and fractals: New frontiers of science. *Springer Verlag* New York (1992).

35. Bunde, A. & Havlin, S. Fractals in Science: With a MS-DOS program diskette. *Springer Verlag* New York (1994).

36. Furuya, S. & Yakubo, K. Generalized strength of weighted scale-free networks. *Phys. Rev. E* **78**, 066104 (2008).

Acknowledgments
All the authors of the cited papers for providing their network data. The work is partially supported by Chongqing Natural Science Foundation, Grant No. CSTC, 2010BA2003, National Natural Science Foundation of China, Grant Nos. 61174022, 31070746 and 61364030, National High Technology Research and Development Program of China (863 Program) (No.2013AA013801), the Fundamental Research Funds for the Central Universities, Grant No. XDJK2012D009.

Author contributions
D.W. and Y.D. designed and performed research, analyzed data and wrote the paper. H.Z. and S.M. performed the computation. Q.L. and Y.H. analyzed data and wrote the paper. All authors discussed the results and commented on the manuscript.

Additional information
Competing financial interests: The authors declare no competing financial interests.

How to cite this article: Wei, D.-J. et al. Box-covering algorithm for fractal dimension of weighted networks. *Sci. Rep.* **3**, 3049; DOI:10.1038/srep03049 (2013).

This work is licensed under a Creative Commons Attribution-NonCommercial-ShareAlike 3.0 Unported license. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-ja/3.0