An Extended HITS Algorithm on Bipartite Network for Features Extraction of Online Customer Reviews
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Abstract: How to acquire useful information intelligently in the age of information explosion has become an important issue. In this context, sentiment analysis emerges with the growth of the need of information extraction. One of the most important tasks of sentiment analysis is feature extraction of entities in consumer reviews. This paper first constitutes a directed bipartite feature-sentiment relation network with a set of candidate features-sentiment pairs that is extracted by dependency syntax analysis from consumer reviews. Then, a novel method called MHITS which combines PMI with weighted HITS algorithm is proposed to rank these candidate product features to find out real product features. Empirical experiments indicate the effectiveness of our approach across different kinds and various data sizes of product. In addition, the effect of the proposed algorithm is not the same for the corpus with different proportions of the word pair that includes the “bad”, “good”, “poor”, “pretty good”, “not bad” these general collocation words.
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1. Introduction

With the growth of e-commerce, online shopping has become emerged as more convenient. At the same time, online shopping has gradually replaced the conventional brick-and-mortar store stores, become an indispensable shopping means of individuals’ mundane lives. In order to enhance the customer satisfaction associated with the shopping experience, almost every e-commerce transaction platform has designed the function of user evaluation. These reviews are termed as quite critical for the consumers, businesses, and manufacturers [1], since they not only impact the consumers’ shopping decisions [2,3] or word-of-mouth intention [4] and merchants’ purchasing strategies but also impact the design and improvement of the products [1,5]. Therefore, consumer reviews are a substantial information resource [4–6]. Nonetheless, there are three major significant barriers when it comes to fully exploiting the product reviews. One of barriers possibly encountered is that the enormous quantity of user reviews results in an overload of information. Secondly, the consumer reviews that contain abundant user behavior information, for instance, user’s opinions, attitudes [7] and preferences [8], are hardly useable. Furthermore, comments are also subjective, since the user’s evaluation of the current product will be impacted by the previous purchasing experience. For the above reasons, it is deemed as quite hard for the consumers to fetch the satisfactory and essential information from the product reviews [3]. Therefore, sentiment analysis becomes a serviceable tool to address this kind of information extraction issue.

Sentiment analysis, also called opinion mining, is a subfield of natural language processing [2]. Generally, there are three levels of sentiment analysis: document-level, sentence-level, and feature-level [9]. Among them, feature-level sentiment analysis draws a lot of attention,
which refers to opinions or sentiments expressed on dissimilar features of the products and services [10]. Its task emphasizes the identification of the targets of user’s opinions or sentiments from online reviews [10], which is called feature extraction.

There are two main approaches to feature extraction in previous works: frequency-based method and syntax-based approach. Both of these approaches have their own limitations. Frequency-based method generally does not consider the low-frequency features. Together with that, it always takes all the frequent nouns as features [11]. However, for instance, the nouns “wife” and “gift” usually appearing in the reviews are all not features. Syntax-based approach has three key limitations. Firstly, this method crucially hinges on the grammatical accuracy of the sentences [12]. However, the grammatical structure of a sentence is usually erroneous owing to the fact that the comment text is close to the spoken language. Accordingly, it is capable of lowering the accuracy of this method. In addition to that, too long or too short sentence also exerts negative impact on this method [13]. Eventually, this method is hard to achieve high precision as well as high recall. Speaking otherwise, a particularly useful set of rules is hardly observable [14].

This study extends previous work that has attempted the HITS (Hyperlink-Induced Topic Search) algorithm on feature extraction [15], and aims to provide a better feature extraction algorithm based on feature sentiment networks. In particular, this study includes more types of products datasets, a feature-sentiment network with weighted edges, and an improved weighted HITS algorithm [16] for feature extraction called Mutual Information-based Hyperlink-Induced Topic Search (MHITS) which combines words pairs’ co-occurrence relation and link structure. The method extract feature based on their importance which consists of two factors: one is relations between the product feature and the expressions of opinion [17], whereas, the other one is the weight between product features and sentiment words. The basic idea of feature ranking is that if a candidate feature frequently embellished by sentiment words, it should be considered to a high ranking. Besides, if a candidate sentiment frequently embellishes a large number of feature words, it should be listed as high ranking. The weight between product features and sentiment words is their co-occurrence frequency in the corpus. To be specific, the proposed method pre-processes online consumer reviews with the use of an analysis tool that can be employed for processing the review text for obtaining the feature-sentiment pairs and their frequency. Then they are utilized to construct a directed bipartite network by taking each word as the node and pointwise mutual information between nodes as the edge weight. Eventually, the MHITS algorithm is employed to filter the candidate features and sentiment words. We verify our approach based on the four consumer datasets collected from jd.com. Experimental results illustrate that the result of MHITS algorithm is better in comparison with the benchmark algorithms.

The remainder of the paper is organized as follows. We provide an overview of the related researches in Section 2. Section 3 presents the proposed product feature extraction and MHITS algorithms. The dataset and the experimental results are discussed in Section 4. Finally, we conclude in Section 5.

2. Related Work

Feature extraction has recently received considerable attention. There are many studies about feature extraction and some of them have achieved pretty good results. We introduce some related works in this section.

People often use similar vocabulary to describe the details of a product and express their opinions. Thus, those frequent nouns and adjectives are usually genuine features and sentiments. Based on this idea, Hu and Liu [18] utilize association rule mining to find out high-frequency nouns as features in customer reviews. Following their initial work, Popescu and Etzioni [19] use PMI (Pointwise mutual information) between noun phrases and a set of meronymy discriminators associated with the product categories to extract product features. Following this study, Li et al. [20] propose an extended PMI-IR (Pointwise Mutual Information and Information Retrieval) which is used to measure the semantic similarity between feature candidates and product entities to rank product feature. In Long et al. [21],
they firstly extracted high-frequency nouns as core feature words. Then they select other features by calculating information distance between the other word and the core feature word. The work of Scaffidi et al. [22] is based on an idea that the frequency of some words emerging in consumer reviews is higher than in ordinary English articles with the same length. These words are most likely to be the features. Thus, Scaffidi et al. [22] establish two corpora. One is a corpus of customer reviews, and the other is a corpus of spoken and written conversational English. This method identified product features by comparing the frequency of the nouns and noun phrases extracted from the prior corpus and the frequency of the same words in the later corpus. Frequency-based methods only need to use the information of Part-of-Speech tagging, and the accuracy of this method is high. Nevertheless, this approach usually ignores features that are seldom mentioned. Although these features are less frequent, they are important. For example, the phone’s features “power” and “sound quality”. Therefore, it is not enough to merely use the frequency-based method, and some rules require adding for finding low-frequency feature.

Zhuang et al. [23] select four most frequent dependency relations which are subject-predicate relations, adjectival modifying relations, relative clause modifying relations, and verb-object relations, respectively to extract features in the movie review dataset. Wu et al. [24] is carried out another dependency relation-based work. In his research, all nouns and verbs in reviews are taken into account as candidate features, and the adjectives near the candidate features are taken as candidate sentiment words. A tree kernel of the phrase dependency tree is defined, and it is incorporated within an SVM (support vector machine) to extract relations between opinion expression and product feature. Qiu et al. [25] consider that there are direct and indirect relations between words. Direct relation means that one word depends on the other word directly or they both depend on a third word directly. In contrast, indirect relation means that one word depends on another word through other words or they both depend on a third word indirectly. So Qiu et al. [25] propose an algorithm called DP (double propagation) built on direct relations. Several empirical rules were designed to extract sentiment words and features when given known sentiment words. Qiu et al. [26] use a seed opinion lexicon to refine the DP algorithm. The same is based on the DP algorithm, Zhang and Zhou [27] propose an extended DP algorithm with indirect dependency and comparative constructions to extract subjective feature. As a further study, Zhang et al. [15] propose that there are part-whole relations between the words in a sentence. Part-whole relations are felled into three categories, namely phrase pattern, sentence pattern, and “no” pattern. Both direct relation and part-whole relations are utilized to extract candidate features and feature indicators. In contrast, Su and Lynn [28] just utilize the phrase patterns of opinion words/phrases to extract features. Rana and Cheah [2] propose a two-fold rules-based model (TF-RBM) which extracts features associated with domain independent opinions and domain dependent opinions respectively. In addition, dependency trees are also used for feature extraction. Poria et al. [29] use dependency parse tree-based rules to extract features. They are combined sentence dependency trees with common-sense knowledge to detect features [30]. The most prominent advantage of syntax-based approach is that it can extract low-frequency feature and sentiment words. Another benefit is that this method can be applicable to large-corpus. However, the main shortcoming of this method is that it is difficult to find a set of proper rules. Nevertheless, the choice of rule set will significantly affect the result of feature extraction. Therefore, in order to be able to find the most effective set of rules, Liu et al. [14] employ a greedy algorithm and simulated annealing to select rules. In addition, Hai et al. [31] use association rules to mine potential rules that exist between features and sentiment words. They use association rule mining based on the co-occurrence matrix to mine the relationship between opinions and explicit feature words and form more robust rules by clustering explicit feature words. Although there are some researches on the choice of rules, it still cannot meet the needs of practical applications. A set of strict extraction rules is leading to high precision but low recall, while a general set of extraction rules is leading to high recall but low precision [11]. Thus, the results with high recall cannot be used directly as final features and sentiment words, and some additional methods need to be used to filter candidate features and sentiment words.
Consumers may be concerned about a variety of product features. However, each feature has different impacts on the process of consumer’s purchase decision making [7]. Therefore, it is necessary to find a way to rank features automatically.

Hu and Liu [18] first use frequency to rank candidate features. However, ranking features using only frequency is not enough. Eirinaki et al. [17] propose a HAC (High Adjective Count) algorithm, in which the main idea is that nouns referring to more sentiment words are most likely to be actual product feature. On the basis of this idea, the HAC algorithm takes the number of adjectives for a noun to be its opinion score. Then candidate features are ranked in accordance with the sentiment score. Yan et al. [32] and Zhang et al. [15] use HITS and PageRank respectively to rank the candidate features. Among them, the main difference between our proposed algorithm and HITS is taking into account the frequency of word pairs. Additionally, Zha et al. [33] propose a probabilistic feature ranking algorithm based on SVM to calculate the importance of various features by combining feature frequency and relation between overall opinion and opinions on specific features. Wang et al. [34] propose a probabilistic rating regression model. They employ a bootstrapping-based algorithm to identify the major aspects, then propose a generative LRR (Latent Rating Regression) model to inferring aspect ratings and weights. Hai et al. [35] propose a feature selection method based on Intrinsic and Extrinsic Domain Relevance. They extract candidate feature by estimating IDR (intrinsic-domain relevance) and EDR (extrinsic-domain relevance) scores on the domain-dependent and domain-independent corpora to select features with larger IDR scores and smaller EDR scores. Later this method was used for feature ranking. Snyder and Barzilay [36] propose multiple aspect ranking using good grief algorithm. Zhou et al. [37] consider that there is a mutually reinforcing relationship between feature and microblog sentences. They first mainly considered three different similarity measures: character similarity, contextual similarity, and semantic similarity, which is used to cluster candidate features. Then, they propose an unsupervised label propagation algorithm based on the assumption that similar messages may focus on similar features to collectively rank the opinion target candidates of all sentences in a topic. Liu et al. [38] exploit a random walk-based co-ranking algorithm to estimate the confidence of each candidate features and sentiment words.

Frequency-based methods, syntax-based methods, and feature ranking are all important feature extraction methods. However, existing researches have rarely considered bipartite network structure constructed by the relationship of co-occurrence frequency between candidate feature and sentiment words to assist feature extraction. In addition, existing research data are generally electronic products such as computers and mobile phones. Other categories of products are rarely used, such as daily necessities and sporting goods. Therefore, a new algorithm that not only considered network structure and word frequency but also can be applied to multiple types of products is needed.

3. The Proposed Method

In order to reconcile the frequency-based with the syntax-based approaches, we propose a novel feature extraction method based on an extended HITS algorithm which is called MHITS. This method mainly consists of two steps: feature-sentiment pairs extraction and feature ranking. In the first step, the dependency relations between features and sentiment words are selected after dependency syntax analysis on partly customer reviews. Subsequently, they are used to extract candidate features-sentiment pairs of the entire corpus by using known dependency relation. In the second step, MHITS will calculate the authority values of candidate feature to find out the actual feature.

3.1. Analysis of Dependency Syntax

Dependency grammar is used to describe the relation between words in sentence. There are many types of dependency relations in a sentence such as “attribute”, “adjunct”, “head”, “subject-verb”, “adverbial” and so on. This paper uses LTP (HIT-SCIR, LTP [Language Technology Platform], http://www.ltp-cloud.com/) to automatically do POS tagging and analyse dependency relation of sentences. The LTP tool divides the dependency relation into 15 types, respectively “ATT”, “RAD”,
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Taking sentence “the appearance of the mobile phone is very good-looking” as an example, it can be observed that there are five kinds of dependency relations, which are “ATT (attribute)”, “RAD (adjunct)”, “HED (head)”, “SBV (subject-verb)”, and “ADV (adverbial)” respectively. Among them, the relationship between “mobile phone” and the word “appearance” is an attribute relation “ATT”; “appearance” and “good-looking” are a subject-verb relation “SBV”; “mobile phone” and “of” are an adjunct relation “RAD”; “very” and “good-looking” are an adverbial relation “ADV”, and the entire sentence and “good-looking” constitute a head relation “HED”. However, only part of these dependency relations is helpful for identifying product features and sentiment words. In this research, candidate product features and its corresponding sentiment words are identified by LTP. Specifically, through the dependency relation analysis of the sentence, we find that the relation between feature and sentiment is mainly subject-predicate relation, namely the “SBV” relation. However, the “ATT” relation is also considered to improve the recall rate of features. They are used in previous feature extraction studies [35,39]. So, we manually select two types of dependency relation, “SBV” and “ATT”.

“SBV” relation represents the subject-verb relation of words in a sentence. Two specific “SBV” models are as follows.

- **Adj+Noun**: This pattern represents a word pair that meets the “SBV” relation, in which the subject must be a noun and the predicate is an adjective. As shown in Figure 1, “quality” is a noun and “good” is an adjective. Moreover, “quality” is modified by “good”. It can be found in this sentence that “quality” is a product feature and “good” is an opinion word on it. Therefore, “Adj+Noun” means that noun is modified by a single adjective.

- **COO+SBV**: “COO” represents an parallel relation of words in a sentence. “COO+SBV” pattern represents the fact that there are multiple adjective modifiers of a noun to form multiple “SBV” relations, and these “SBV” relations constitute “COO” relations. For sentence “this screen is clear and large”, “screen” is the feature word and “clear” and “large” are opinion words. After parsing, it can find that “large” and “clear” depend on “screen”. That is, “screen” and “clear”, “large” are all “SBV” relation, and the relationship between these two “SBV” relations is “COO”. In other words, “COO+SBV” means that both “large” and “clear” modifies “screen”.

“ATT” relation represents an attribute relationship in a sentence. Three specific “ATT” models are as follows.

- **Noun+Adj**: This pattern represents a word pair that satisfies the “ATT” relation, in which attributive is an adjective and the attributive modifier is a noun. In the example of Figure 1, “exquisite” is not only an adjective but also an attributive of “design”.

- **ATT+COO**: This pattern represents two nouns are modified by the same adjective. For example, in sentence “Reasons I bought it is its clear picture quality and sound quality”, it can be found that the adjective “clear” modifies both two features of “picture quality” and “sound quality”.

- **COO+ATT**: This pattern means that multiple adjectives modify one noun in an “ATT” relation. For example, in sentence “I love this large and clear screen”, both words “large” and “clear” are not only adjectives but also attributions of the “screen”.

![Figure 1. Example of dependency relations in Chinese.](image-url)
3.2. Feature Filtering

Although these dependency relations cover almost all product features in reviews, not all nouns in these relations are features. Therefore, some simple rules should be utilized to eliminate manifest non-feature nouns. We find that only nouns referring to specific properties of a product are features. Otherwise, they are generally not features. For example, “quality” and “appearance” are features, but “thing” does not. In addition, brand names of products will be eliminated. For instance, phone’s brand names “Apple” and “Samsung”. Nevertheless, there is a special feature of a product, which is itself as a whole. For example, in sentence “this phone is perfect”, the word “phone” can be taken as a feature of the product. So the noun that refers to the product itself will not be eliminated. In this study, if a candidate feature belongs to one of the following types of noun or noun phrases listed in Table 1, the feature-sentiment pair will be removed from the candidate pairs set generated by the previous steps.

| Types                  | Examples                  |
|------------------------|---------------------------|
| Brand names            | Apple, Huawei, Leshi      |
| Non-specific words     | Things, Products, Machines|

3.3. The MHITS Algorithm

HITS is a link analysis algorithm which was proposed by Kleinberg in 1999 to evaluate the importance of web pages [40]. The main idea of the HITS algorithm is that the number of web pages referenced and the number of it links are used to calculate its authority and hub value respectively [41]. Specifically, HITS algorithm can be described as follows. Firstly, it collects \( k \) highest ranked pages that are assumed to be highly correlated with a broad search query \( q \) in search engine. This set \( R \) with \( k \) pages is called root set. Then, other nodes that point to nodes of \( R \) will constantly become nodes of \( R \). Finally, \( R \) becomes a base set \( S \) when there is not any more node point to node in it. The (directed) link graph of \( S \) is denoted by \( G = (V, E) \), in which \( V \) is the set of nodes and \( E \) is the set of directed edges. HITS works on \( G \) and assigns to each node an authority score and a hub score. The authority score estimates the value of the content of the page, and the hub score estimates the value of its links to other pages. The relationship of them is represented as follows:

\[
A(i) = \sum_{(j,i) \in E} H(j) \\
H(i) = \sum_{(i,j) \in E} A(j),
\]

where \( A(i) \) is the authority score of the node \( i \), and \( H(i) \) is the hub score of node \( i \).

From Equation (1), it can be found that the node authority is the sum of the hub score of all nodes which it links to, and the hub score of a node is the sum of the authority score of nodes which it points to. The node with larger authority score is called authority node, and the node with larger hub score is called hub node. If a node is linked by many hub nodes, it will have a high authority score. Similarly, if a node is connected by many authority nodes, it will have a high hub score. Thus, authority nodes and hub nodes have a mutual reinforcement relationship [15].

However, the original HITS algorithm has apparent shortcomings when it was employed in search engines. It completely excludes text and content of the web page. Due to this algorithm treats all hyperlinks identical and lack semantic analysis, it is prone to the phenomenon of “Topic-Drift” which will result in mismatch of query results and consumer requirements [16]. Thus, in order to take into account the text and subject of web pages, Jon Kleinberg and David Gibson [16] introduced a weight to the original HITS algorithm. The idea is assigning a positive numerical weight \( w(p, q) \)
to each edge from node \( p \) to node \( q \). This weight measures the authority on the topic, which is the number of matching terminology of topic description in two web pages.

In this paper, we introduce Pointwise mutual information into HITS algorithm to identify actual features. Before illustrating how mutual information can be applied to HITS, let us first give a brief introduction to mutual information. Mutual information (MI) is a measure of the information overlap between two random variables [42]. The MI between random variables \( X \) and \( Y \) is defined as:

\[
I(X; Y) = \sum_{x,y} p(x,y) \log \frac{p(x,y)}{p(x)p(y)},
\]

where \( p(x) \) and \( p(y) \) are marginal probabilities of \( X \) and \( Y \) respectively, and \( p(x;y) \) is joint probability. MI is also taken as the expected or average value of pointwise mutual information which is used to measure the correlation between two individual events \( p(x)p(y) \) [43].

\[
PMI(x;y) = \log \frac{p(x,y)}{p(x)p(y)}
\]

However, \( PMI \) is sensitive to low frequency, which will result in relatively high score for low frequency events. It is more accurately described as a lack of sensitivity to high frequency [43]. Therefore, we use the normalized \( PMI \) called \( PMI^2 \) which is used by Bouma [43] in collocation extraction to avoid this bias. The normalized PMI is defined as:

\[
PMI^2(x;y) = \log \left( \frac{\frac{p(x,y)}{p(x)p(y)}}{\frac{1}{p(x,y)}} \right) = \log \left( \frac{p(x,y)^2}{p(x)p(y)} \right)
\]

Normalized PMI has less biased towards low frequency collocations. So it has a moderate but positive effect on the effectiveness in measure the co-occurrence frequency of words [43].

Normalized PMI reflects tightness between two variables. The higher the normalized PMI value is, the higher the correlation between \( X \) and \( Y \) is. In other words, if the co-occurrence frequency of a feature-sentiment pair is very high, the relation between feature and its sentiment of this word pair is tight. Therefore, the pair with high normalized PMI is more likely to express the consumer’s attention to this product feature with corresponding sentiment.

People often use nouns to denote product features and use adjectives to express their sentiments toward specific product features [44]. In the context of feature extraction, a noun or noun phrase is more likely to be a feature if it is modified by quite a few adjectives [17]. Similarly, an adjective is more likely to be a sentiment word if it is the modifier of many product features. In this paper, we treat candidate feature and sentiment word as different kinds of nodes in a network, which is called authority node and hub node respectively. Modifying relations between candidate features and sentiment words is taken as edges of the network. Based on the above analysis, we define such a network as a directed bipartite feature-sentiment relation network.

The MHITS algorithm measures the importance of network nodes based on the link structure of a network and co-occurrence relation between nodes. In this directed bipartite feature-sentiment network, the authority value of a candidate feature (authority node) can be calculated by the sum of hub value of candidate sentiment words (hub node) that link to it. If a candidate feature is modified by many candidate sentiment words with high hub value, this feature will have a high authority value. The other hand, the hub value of a candidate sentiment word can be calculated by the sum of authority value of candidate features that link to it. If a candidate sentiment word modifies many feature words with high authority values, it will have a high hub value. Finally, the edge weight is calculated by the \( PMI^2 \) between authority nodes and hub nodes. If the \( PMI^2 \) value of a feature-sentiment word pair is high, the edge of corresponding network has a high weight. Thus, if the hub or authority value of a node is high, this node is more likely to be an actual sentiment or feature.
Assuming that \( N \) represents the set of dependency word pairs; \( F \) represents the set of candidate feature in \( W \); \( S \) is the set of candidate sentiment in \( N \). Nodes in this directed bipartite feature-sentiment network are divided into two categories, namely authority node and hub node. Authority node is comprised of candidate feature words, and hub node is composed of candidate sentiment words. If an authority node \( f_i \) and a hub node \( s_j \) are a pair of candidate feature and sentiment word, an edge \( e_{ji} \) of the network is directed by \( s_j \) towards \( f_i \). The weight of edge \( w_{ji} \) is measured by the normalized pointwise mutual information between \( s_j \) and \( f_i \). Figure 2 is an example of this network.

**Figure 2.** Relations between sentiment and feature.

Considering that a candidate feature is more likely to be an actual feature if it is modified by more hub adjectives. We define the authority value \( p(f_i) \) of an authority node \( f_i \) as:

\[
p(f_i(0)) = \frac{\sum_{j \in T} w_{ji}(0)}{\sum_{i \in F} \sum_{j \in S} w_{ji}(0)},
\]

where \( p(f_i) \) is the value of the authority node; \( T \) is the set of hub nodes linked to \( f_i \); \( F \) is the set of authority nodes in the network; \( S \) is the set of hub nodes in the network; \( w_{ji} \) is the weight of the edge from hub node \( s_j \) to authority node \( f_i \); \( w_{ji} \) is the weight of the edge from \( s_j \) to \( f_i \) as follows:

\[
w_{ji}(k) = \log \frac{p(f_i, s_j)^2}{p(f_i)p(s_j)} = \log \frac{w_{ji}(k-1)^2}{p(f_i)p(s_j)},
\]

where \( p(f_i, s_j) \) is the value of feature-sentiment word pairs, which is the pointwise mutual information of a hub node \( s_j \) and an authority node \( f_i \). Thus, it can also be represented by the weight of edge of \( s_j \) pointing to \( f_i \).

The more candidate features modified by an adjective are, the more likely this adjective is an actual sentiment word. We define the hub value of node \( s_j \) as:

\[
p(s_j(0)) = \frac{\sum_{i \in U} w_{ji}(0)}{\sum_{i \in F} \sum_{j \in S} w_{ji}(0)},
\]

where \( U \) is the set of authority nodes linked to \( s_j \).

The MHITS algorithm can be described as follows:

- Initial step: let the value of authority node in the network be \( p(f_i(0)); i = 1, 2, \ldots, n. \) The value of the hub node be \( p(s_j(0)); j = 1, 2, \ldots, m. \) The edge \( w_{ji}(0) \) is the co-occurrence frequency of the pair of feature-sentiment words represented by nodes.
- Iterative process: The following three operations are carried out at step \( k (k > 1) \):
  - Authority value adjustment rule: the value of each authority node is adjusted to the sum of the edge weights of the hub nodes.
\begin{align}
p(f_i(k)) &= \frac{\sum_{j \in T} w_{ji}(k-1)}{\sum_{i \in F} \sum_{j \in S} w_{ji}(k-1)} \\
p(s_j(k)) &= \frac{\sum_{i \in U} w_{ji}(k-1)}{\sum_{i \in F} \sum_{j \in S} w_{ji}(k-1)}
\end{align}

- Hub value adjustment rule: the value of each hub node is adjusted to the sum of the edge weights of the authority nodes.

- The weights of edge adjustment rule:

\[ w_{ji}(k) = \log \frac{w_{ji}(k-1)^2}{p(f_i(k)) p(s_j(k))} \]

This problem is addressed by using a power iteration method. The MHITS algorithm computes iteratively until it converges. Finally, the value of node and edge tends to be stable in the network.

4. Experiments

In order to verify MHITS algorithm, we first collect Chinese online customer reviews of four different products from Jingdong (www.jd.com), then use MHITS algorithm to rank product features, and finally compare results with two baselines HITS [15] and EXPRS [32].

4.1. Data Sets

We crawl online all the Chinese consumer reviews of four products up to 25 April 2017 from http://www.jd.com. These four products include two mobile phones, one facial cleanser, and one racket, with 3224, 1888, 1559 and 2316 reviews respectively. Among them, mobile phone reviews are typically used in previous studies [32]. Facial cleansers are daily necessities, and rackets are sporting goods. They are rarely employed in previous studies.

In this paper, we are preprocessing the dataset by eliminated following types of irrelevant texts. The first type is texts which are referring to neither product nor consumer opinion, such as advertising information, review replies, etc. The second type is reviews which does not fit with language expression habit, such as the sentence has no punctuation or has too many repetitive characters. In other words, if the same word repeated many times in a review, it is likely to be comment spam. So only a review that deleted repetition word more than seven words, it will be retained. Last, short reviews less than 10 words will be eliminated.

We employ eight graduate students to manually annotate the dataset. First of all, they discuss together to reach a consensus on fuzzy feature-sentiment pairs words. Then, each student is assigned to the task according to the amount of data. The word pairs that more than two individuals labeled will be the outcome of the final marking. Finally, the annotators are unanimous in 76% of labels. In addition, the results of annotation are sorted out. Numbers of finally agreed features of four products are shown in Table 2.

| Product Name   | Number of Reviews | Number of Reviews Words | Number of Manually Labeled Features |
|---------------|------------------|------------------------|------------------------------------|
| Facial cleanser | 1006             | 23,845                 | 20                                 |
| Racket         | 1486             | 37,481                 | 25                                 |
| Leshi mobile   | 2141             | 64,918                 | 56                                 |
| Huawei mobile  | 1359             | 35,149                 | 67                                 |
4.2. Evaluation Metrics

We use precision (P), recall (R), and F-measure (F), which are often used in natural language processing, to assess the effectiveness of the proposed MHITS algorithm. Besides, we also use precision@N [45] which is the proportion of the actual features in the top N results of in a ranked list.

4.3. Benchmarks

In order to validate MHITS algorithm, we adopt two similar algorithms as benchmarks, which are an algorithm based on the HITS proposed by Zhang et al. [15] and an algorithm based on the PageRank called EXPRS algorithm proposed by Yan et al. [32]. Both of them are used to feature extraction based on the idea of node ranking on a network. Zhang et al. [15] assumed that if a candidate feature is modified by many adjectives, this candidate feature is highly possible to be a real feature. Therefore, they use an improved double propagation to extract candidate features and feature indicators which form a directed bipartite graph. Then the HITS algorithm is used to calculate feature relevance. The main idea of EXPRS algorithm [32] is that a network node is important if it is linked by many other important nodes. So they use feature-sentiment word pairs extracted by dependency relations to constitute a network, in which the Cartesian product of candidate features and sentiment words is taken as nodes in the network. Then an extended PageRank is used to assess the importance of nodes and derive product feature.

5. Results

In this part, we apply the MHITS algorithm to our dataset of reviews of four products. At the same time, we compare results of our method’s with benchmarks on Precision, Recall and F-measure. The results of the four datasets are shown in Tables 3–5, respectively. Besides, the results of precision@N will be discussed separately.

**Table 3.** The precision of HITS, EXPRS, and MHITS on four kinds of review data.

|                | Facial Cleanser | Racket | Leshi Mobile | Huawei Mobile |
|----------------|-----------------|--------|--------------|---------------|
| HITS           | 0.92            | 0.86   | 0.51         | 0.69          |
| EXPRS          | 0.75            | 0.73   | 0.54         | 0.38          |
| MHITS          | 0.86            | 0.78   | 0.75         | 0.75          |

**Table 4.** The recall of HITS, EXPRS, and MHITS on four kinds of review data.

|                | Facial Cleanser | Racket | Leshi Mobile | Huawei Mobile |
|----------------|-----------------|--------|--------------|---------------|
| HITS           | 0.55            | 0.72   | 0.63         | 0.4           |
| EXPRS          | 0.58            | 0.52   | 0.49         | 0.54          |
| MHITS          | 0.60            | 0.84   | 0.54         | 0.4           |

**Table 5.** The F-measure of HITS, EXPRS, and MHITS on four kinds of review data.

|                | Facial Cleanser | Racket | Leshi Mobile | Huawei Mobile |
|----------------|-----------------|--------|--------------|---------------|
| HITS           | 0.69            | 0.78   | 0.56         | 0.51          |
| EXPRS          | 0.65            | 0.60   | 0.45         | 0.45          |
| MHITS          | 0.71            | 0.81   | 0.63         | 0.52          |

As can be seen from Table 2, facial cleansers and rackets have fewer product features with only 20–30 features, but Huawei and Leshi mobile have 50–70 product features. Combining Table 2 with the results, it can be seen that our approach has a higher recall than other algorithms for products with fewer features, and has a higher precision than other algorithms for products with a lot of features. Moreover, our method outperforms other methods on F-measure. The main reason causing such a
result is the effect of general collocation words. General collocation words are high frequency sentiment words that can modify most of feature word, and they are very common in customer reviews. There are five most commonly used general collocation words, “bad”, “good”, “poor”, “pretty good”, “not bad”. They can be used to modify the majority of the features of different products. The proportion of word pairs that including general collocation words in all word pairs of facial cleansers, racket, Leshi mobile and Huawei mobile is 0.3, 0.41, 0.26, and 0.32, respectively. Additionally, the proportion of real word pairs that including general collocation words in all real word pairs is 0.4, 0.59, 0.36 and 0.37, respectively. In the real general collocation word pairs, the proportion of feature words matching with two or more general collocation words is 0.79, 0.66, 0.5 and 0.38 respectively. The general collocation word has the characteristics of high frequency, and links with many candidate feature words in the network. That means it has a high hub value. Besides, because the authority nodes and hub nodes have mutually reinforcing relationship, those candidate features that linked with general collocation word also have higher authority values and ranking. Therefore, the larger the number of features linking with general collocation words is, the higher the recall of product features is. Moreover, the more features that link with multiple general collocation words are, the higher the precision of product features is. In addition, considering pointwise mutual information utilizes words frequency, the effect of general collocation words will be strengthened.

Next, in order to show that the results of our algorithm improve the ranking of most features, we use the precision@N metric to compare the precision of three algorithm ranking results on four products. The ranking comparison is shown in Tables 6–9, which gave the precision of top 10 to 70 results respectively.

Table 6. The precision of top 10 to 70 result of HITS, EXPRS, and MHITS on facial cleanser dataset.

|   | HITS | EXPRS | MHITS |
|---|------|-------|-------|
| 10 | 0.90 | 0.86  | 0.90  |
| 20 | 0.60 | 0.61  | 0.65  |
| 30 | 0.43 | 0.41  | 0.47  |
| 40 | 0.43 | 0.32  | 0.38  |
| 50 | 0.36 | 0.27  | 0.34  |
| 60 | 0.30 | 0.23  | 0.28  |
| 70 | 0.26 | 0.21  | 0.24  |

Table 7. The precision of top 10 to 70 result of HITS, EXPRS, and MHITS on racket dataset.

|   | HITS | EXPRS | MHITS |
|---|------|-------|-------|
| 10 | 0.90 | 0.85  | 0.90  |
| 20 | 0.85 | 0.66  | 0.80  |
| 30 | 0.60 | 0.47  | 0.70  |
| 40 | 0.45 | 0.36  | 0.55  |
| 50 | 0.36 | 0.33  | 0.44  |
| 60 | 0.33 | 0.29  | 0.37  |
| 70 | 0.29 | 0.27  | 0.31  |

Table 8. The precision of top 10 to 70 result of HITS, EXPRS, and MHITS on Huawei mobile dataset.

|   | HITS | EXPRS | MHITS |
|---|------|-------|-------|
| 10 | 0.80 | 0.88  | 0.80  |
| 20 | 0.85 | 0.71  | 0.85  |
| 30 | 0.73 | 0.55  | 0.77  |
| 40 | 0.68 | 0.46  | 0.68  |
| 50 | 0.56 | 0.45  | 0.58  |
| 60 | 0.47 | 0.42  | 0.53  |
| 70 | 0.46 | 0.41  | 0.49  |
Table 9. The precision of top 10 to 70 result of HITS, EXPRS, and MHITS on Leshi mobile dataset.

|       | HITS | EXPRS | MHITS |
|-------|------|-------|-------|
| 10    | 0.90 | 0.90  | 1.00  |
| 20    | 0.90 | 0.72  | 0.95  |
| 30    | 0.77 | 0.57  | 0.83  |
| 40    | 0.65 | 0.45  | 0.75  |
| 50    | 0.54 | 0.40  | 0.62  |
| 60    | 0.48 | 0.38  | 0.55  |
| 70    | 0.50 | 0.37  | 0.50  |

As can be observed in Tables 6–9, the proposed method outperforms other benchmarks in all datasets except for facial cleansers. However, the precision of the top 10–30 results of the algorithm is higher than other benchmarks, and the recall rate of the top 30 results of this algorithm reaches 71 percent in facial cleanser dataset. Therefore, this result is acceptable. In addition, since the features of facial cleansers and rackets are only about 20, $N$ takes 40, 50, 60 is a bit large for facial cleansers and rackets when calculating the precision@$N$. So, there are some lower values for the two products. We calculate them to unify the expression of the four products’ result. In summary, it can be seen from the results that our proposed algorithm does improve the ranking of most features in the results.

Finally, we measure the processing time of the proposed algorithm and the two benchmarks by using 400 and 500 word pairs. All tests are performed on the same device. The execution time of 400 and 500 word pairs by HITS, EXPRS, and MHITS is shown in Table 10.

Table 10. The execution time of 400 and 500 word pairs by HITS, EXPRS, and MHITS.

|       | HITS | EXPRS | MHITS |
|-------|------|-------|-------|
| 400   | 1.51 | 21.56 | 2.04  |
| 500   | 1.85 | 125.80| 2.27  |

From Table 10, it can be seen that the time-consuming of both the MHITS algorithm and the HITS algorithm is similar. Moreover, by comparing the performance of the algorithm in 400 and 500 word pairs, it can also be found that the time-consuming of MHITS algorithm does not grow much after adding 100 word pairs. Therefore, it can be concludes that the weighted HITS use PMI to measure the co-occurrence relation of authority nodes and hub nodes, which does not affect the overall performance of it too much.

6. Discussion

This paper proposed a new extended HITS algorithm, namely MHITS, to discover actual product features by both considering the relations between product feature and expressions of opinions and the fixed degree between product features and sentiment words. This method first uses dependency relations to extract candidate feature-sentiment pairs. It then ranks the extracted candidate feature by MHITS algorithm. Finally, the effectiveness of the proposed algorithm is evaluated by using real data and two benchmark methods. Experimental results illustrate that MHITS is more effective than two baseline methods in F-measure across all three different types of four products.

There are three-fold theoretical and practical significance of this study. First, since the MHITS algorithm is a weighted HITS algorithm based on the co-occurrence frequency between nodes, it can be used not only for feature extraction but also for identification of important nodes. Secondly, the MHITS algorithm not only needs to build a small feature-emotion network but also requires less computing resources. Therefore, the weighted HITS algorithm requires less time for operation and is easy to use in real life. Finally, the proposed method is able to help mitigate the information overloads. For the consumers, this method can help them quickly figure out the information of product feature that they
are interested in. Accordingly, it does not just minimize the time required for the consumer to collect the product information but also helps them make better purchase decisions. Conversely, it is capable of supporting the e-commerce platforms, in addition to providing personalized information screening and product recommendations for the consumers. Since each user’s product feature preference is different, e-commerce platform can predict this user’s product feature preferences on the basis of the consumer’s query to the product features. Accordingly, the e-commerce platform is not only capable of screening out the product feature reviews that consumers require beforehand but also delivering the products, which are consistent with their feature preferences. As regards the manufacturers, the proposed approach is likely to help them manage their product’s reviews in real-time. The manufacturer can understand the pros and cons of its product in the market through the analysis of the consumers’ comments on specific product features, so as to improve the product. Furthermore, the manufacturers can develop the strategy for controlling the public opinion or marketing through the analysis of the impacts of public opinion or advertisement on the changes in the product features.

However, there are some limitations using our approach. The first one is the limitation of experimental data. The validity of the proposed algorithm is verified by the three distinct types of four products used in this paper. Although these four products have a certain representation, it is not comprehensive enough. Therefore, the future work should be on more different types of products to test the effectiveness of the proposed algorithm.

The second one is the utilization of general collocation word. Not all consumers have a rich vocabulary to describe their purchase experience and feelings. Most consumers generally use the easiest and most commonly used words to express their opinions. From the four products used in this article, we can see that consumers’ vocabulary is different in the evaluation of different products. For some of relatively unfamiliar products, consumers generally use a small number of words to express opinions and usually using general collocation words. Therefore, how to use general collocation words to make it work better is the next step in research.
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