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ABSTRACT This study investigates the finite-time consensus problem of multi-agent systems under an aperiodically intermittent control. By designing an appropriate control protocol, the whole control process can be divided into two states, namely, the continuous communication time period and the interrupted communication time period. These two control states are aperiodic. Then, according to the designed control protocol, the appropriate Lyapunov function is constructed using the segmented state information. Subsequently, the corresponding state model of the multi-agent system is introduced, and the relevant conditions for the consensus of the multi-agent system under an aperiodically intermittent control are obtained using norm inequality and the corresponding properties of the Kronecker product. After determining the consensus of the general model, the nonlinear term and uncertainty term are added, and the consensus is realized using the control protocol. The control method presented in this research can avoid continuous communication, and the aperiodic control process is more in line with the relevant needs of the actual project than the periodic control process. As a result, the proposed method can effectively reduce energy consumption and fit actual projects. Finally, the effectiveness of the theory is proven via numerical simulation.

INDEX TERMS Aperiodically intermittent control, finite-time, consensus, multi-agent system.

I. INTRODUCTION

In the past ten years, the distributed coordinated control of multi-agent systems has been widely used in the fields of multi-robot cooperative control [1]–[5], UAV(Unmanned Aerial Vehicle) formation flight control [6]–[10], and communication network [11]–[13]; thus, it is also widely investigated. Scholars have conducted numerous research in this field and consequently achieved relevant results.

Consensus control is an important component of the coordinated control of multi-agent systems. Many fruitful results have been recently documented [14] and [15]. For example, the output stationary average consensus of heterogeneous linear multi-agent systems with unknown parameters under undirected or balanced directed networks was investigated in [14], and the average consensus of multi-agent systems with binary communication under directed topology was explored in [15]. In practical applications in which tasks need to be executed, a common expectation is for each agent to achieve a consensus within a limited time. For example, in multi-UAV formation flight, all UAVs need to reach a specified position as soon as possible, an objective requiring the design of a finite-time controller for controlling the whole multi-UAV system. Therefore, the multi-agent finite-time consensus has become a research hotspot in recent years [16]–[21]. Li et al. [16] studied the finite-time consensus tracking problem of uncertain nonlinear multi-agent systems with consensus error constraints. Wang et al. [17] studied the finite-time bipartite consensus problem of multi-agent systems on directed symbolic networks. Kaviarasan et al. [18] studied the finite-time consensus problem of stochastic nonlinear multi-agent systems with stochastic uncertainty and stochastic nonlinearity. Jin et al. [19] designed a distributed adaptive sliding mode controller for a class of uncertain multi-agent systems with interference factors, such as communication disturbance and
actuator failure, to eliminate the influence of these interferences and enable the multi-agent systems to be consistent within a limited time. Wang et al. [20] designed a new control protocol to enable multi-agent systems to achieve state consensus within limited time. Tong et al. [21] addressed the finite-time consensus problem of multi-agent systems by adopting a continuous time-varying interaction topology. However, in many practical applications, continuous communication is difficult to maintain because of the limitation of communication performance. For example, the instability of communication channels, the failure of physical equipment, and the limitation of the sensor range can interrupt communication. Aiming to solve this problem, intermittent control needs to be investigated.

The multi-agent consensus control problem based on intermittent control has also been studied [22]–[24]. In the research on the consensus of multi-agent intermittent control, the control strategy of periodically intermittent control is mainly considered. Wen et al. [22] studied the second-order consensus problem of multi-agent systems with inherent delay, nonlinear dynamics, and intermittent communication. Yang et al. [23] studied a new intermittent pulse scheme to achieve the consensus of time-varying delay of multi-agent systems. Liu et al. [24] studied the leader-following mean square consensus of stochastic multi-agent systems based on periodically intermittent event-trigger control. Findings showed that the development and change of a state need not be implemented in accordance with a fixed cycle. For example, during the formation flight of UAVs, the control is more likely to be aperiodic due to internal and external communication interference, and it manifests occasional electromagnetic wave disturbance, unstable voltage of the UAV internal communication module, or communication instability caused by the long distance from the control center. Aiming to effectively use the available resources and achieve a better control effect, the aperiodically intermittent control method was subsequently proposed. The adoption of aperiodically intermittent control theory has attracted the attention of many scholars. The methods attributable to aperiodically intermittent control theory have achieved rich results in many fields [25] and [26]. For example, Jing et al. [25] studied the finite-time synchronization problem of a class of time-delay dynamic networks with hybrid coupling. By designing a new control parameter, the aperiodically intermittent control scheme could ensure the finite-time synchronization of dynamic networks. Liu et al. [26] established a new differential inequality and studied the finite-time synchronization problem of time-delay dynamic networks by using the method of aperiodically intermittent control. However, many problems still need to be solved in this field, including how to achieve a consensus in multi-agent systems with uncertain parameters under aperiodically intermittent control.

In the present study, the finite-time consensus problem of a multi-agent system based on the aperiodically intermittent control is investigated. An aperiodically intermittent control protocol is designed, and then the Lyapunov function is constructed and the matrix analysis theory is adopted to obtain the sufficient conditions for the consensus of the multi-agent system. Moreover, the finite-time control problem of a class of uncertain nonlinear multi-agent systems is determined, and the sufficient conditions for the finite-time consensus of the system are obtained.

In summary, the main innovations of this research are as follows:

1. For the first-order linear-multi-agent system, we propose an aperiodically intermittent control method. This study has proven that the control method enables each agent to achieve a consensus in finite time under certain conditions.

2. For the class of first-order nonlinear uncertain multi-agent systems, we propose an aperiodically intermittent control method and design a class of aperiodically intermittent controller. This study has proven that the system can achieve a consensus in finite time under certain conditions.

3. Compared with the finite-time control in [16] and [20], this paper studies an aperiodically intermittent control method. Intermittent control can effectively reduce the communication cost. Compared with the intermittent control in [23] and [24], the aperiodically intermittent control method has been used in this paper. The advantage of this method is to prove that when the control signal of the system is interrupted for an indefinite time, the multi-agent system can still achieve the control purpose as long as the time length of signal interruption meets certain conditions.

II. PRELIMINARIES

We present in this section our knowledge of certain symbols, algebraic graph theory, and matrix theory.

We use $R$ to represent the set of real numbers, $R^n$ to represent the n-dimensional space, and $R^{n \times n}$ to represent the set of $n \times n$ real matrices. We define the two real integers of $N$ and $n$ to represent the number of agents in the multi-agent system, and the number of dimensions of each agent, respectively. $\text{sign}(\bullet)$ is a symbolic function, and $\otimes$ represents Kronecker product.

We use $G = (V, E, A)$ to represent an undirected topology, where $V = \{v_1, v_2, \cdots, v_n\}$ represents the set of nodes; $E \subseteq V \times V$ represents the set of edges for information exchange between agents; $A = [a_{ij}] \in R^{n \times n}$ represents the adjacency weight matrix, where $a_{ij}$ is a non-negative adjacency element. The edge of the topological graph is represented by $e_{ij}$. If the adjacent element $a_{ij}$ is positive, it means that there is a channel between agents $i$ and $j$ that can transfer information. In this paper, we assume that there is no self-circulation, that is $a_{ii} = 0$. For an undirected graph, the corresponding adjacency matrix $A$ is symmetric, that is $A^T = A$. In an undirected graph, if there are information transmission channels between any two different nodes $v_i$ and $v_j$, the undirected graph is connected. $d_i = \sum_{j=1}^{n} a_{ij}$ represents the penetration of undirected topological graph $G$, where $i \in V$, and Degree matrix of topological graph $G$ is $D = \text{diag} [d_1, d_2, \cdots, d_n]$, $L = D - A$ is the Laplacian matrix of topological graph $G$. 
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III. PROBLEM FORMULATION

Assuming that a multi-agent system is composed of \( N \) agents. The dynamic model of the \( i \)-th agent can be described as follows:

\[
\dot{x}_i(t) = \hat{A}x_i(t) + u_i(t),
\]

where \( x_i(t) \) represents the state of the \( i \)-th agent satisfying \( x_i(t) \in \mathbb{R}^n \) and \( i = 1, 2, \ldots, N \). The dimension of \( x_i(t) \) is \( n \), and its initial value is \( x_i(t_0) = x_i(0). \) \( \hat{A} \in \mathbb{R}^{n \times n} \) is a constant matrix, and \( u_i(t) \) represents the external input control received by the \( i \)-th agent.

The aperiodically intermittent control protocol in this study is defined as

\[
u_i(t) = \begin{cases} 
Bu_i^{(1)}(t) + u_i^{(2)}(t), & t_m \leq t < s_m \\
0, & s_m \leq t < t_{m+1},
\end{cases}
\]

where \( u_i^{(1)}(t) = \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t)), \)

\( u_i^{(2)}(t) = \mu \sum_{j=1}^{N} a_{ij}\text{sign}(x_j(t) - x_i(t))[x_j(t) - x_i(t)]^\alpha, \)

The controller in this paper consists of two parts, and the control function of each part is not exactly the same. The main function of the first part \( u_i^{(1)}(t) \) is to make the multi-agent system achieve consensus, and the main function of the second part \( u_i^{(2)}(t) \) is to make the multi-agent system converge in a finite time. The function of the whole controller \( u_i(t) \) is to make the multi-agent achieve consensus in a finite time by controlling the agent.

Let

\[
sign(x_i) = \text{diag}(\text{sign}(x_{i1}), \text{sign}(x_{i2}), \ldots , \text{sign}(x_{in}));
\]

\( x_i = (x_{i1}, x_{i2}, \ldots , x_{in})^T ; \)

\( |x_i|^\alpha = (|x_{i1}|^\alpha, |x_{i2}|^\alpha, \ldots , |x_{in}|^\alpha)^T. \)

Then, we can change (2) into the following form:

\[
u_i(t) = \begin{cases} 
\mu \sum_{j=1}^{N} a_{ij}\text{sign}(x_j(t) - x_i(t))[x_j(t) - x_i(t)]^\alpha, & t_m \leq t < s_m \\
B \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t)), & t_m \leq t < t_{m+1},
\end{cases}
\]

where \( \mu > 0 \) is an adjustable parameter and, \( \alpha \in [0, 1] \) is a real number. For any time interval \( [t_m, t_{m+1}) \), \( t_0 = 0 \) and \( m = 0, 1, 2, \ldots \) need to be satisfied. \( [t_m, s_m) \) and \( [s_m, t_{m+1}) \) are the \( m \)-th communication continuous time and the \( m \)-th communication interruption time, respectively. In these formulas, \( t_m \) and \( s_m \) represent the start time and end time of the \( m \)-th communication continuous time, respectively, and \( t_m + 1 \) represents the end time of the \( m \)-th communication interruption time.

We define the average state of the system as \( x^\ast(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \) and the state error of the \( i \)-th agent as \( e_i(t) = x_i(t) - x^\ast(t) \), where \( e_i(t) = (e_{i1}(t), e_{i2}(t), \ldots , e_{in}(t))^T. \)

The initial value of \( e_i(t) = e_i(t_0) = e_i(0). \) We use \( e(t) = (e_1^T(t), e_2^T(t), \ldots , e_N^T(t))^T \) to express the average error of the entire multi-agent system.

Assumption 1: The undirected communication topology \( G \) investigated in this study is connected.

Assumption 2: The aperiodic control strategy includes two positive scalars denoted by \( 0 < q < \sigma < +\infty. \) Let \( \inf(s_m - t_m) = \rho \) and \( \sup(t_m - t_{m+1}) = \sigma, \) where \( m = 0, 1, 2, \ldots \).

Assumption 3: With the negative constant \( q \geq 0 \), the nonlinear function \( f(\cdot) \) can satisfy the following inequality:

\[
(x - y)^T (f(x) - f(y)) \leq q(x - y)^T (x - y).
\]

In the formula, for any \( x, y \in \mathbb{R}^n. \)

Definition 1: For any initial state of agent \( i \), an appropriate control protocol \( u_i(t) \) can be designed such that there exists a constant \( T^* > 0 \). Furthermore, \( \lim_{t \to T^*} \| x_i(t) - x^\ast(t) \| = 0 \) is satisfied for \( i = 0, 1, 2, \ldots , N \), where \( x^\ast(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t). \)

In this manner, the multi-agent system can achieve an average consensus in finite time.

Definition 2: For the aperiodically intermittent control, we define

\[
\Psi = \lim_{m \to +\infty} \sup_{t_m \leq t < s_m} \frac{s_m - t_m}{t_m - t_{m+1}},
\]

where \( 0 \leq \Psi < 1. \) When \( \Psi = 0 \), the aperiodically intermittent control becomes a continuous control.

Lemma 1 ([29]): For an undirected connected graph \( G \), the Laplacian matrix \( L \) has the following properties:

1) \( x^T L x = \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(x_j - x_i)^2, x = (x_1, x_2, \ldots , x_N)^T. \)

2) \( 0 \) is a single eigenvalue of \( L \), \( 1_n \) is the corresponding eigenvector.

3) The second smallest eigenvalue of \( L \) is represented by \( \lambda_{\min}(L) \), and \( \lambda_{\min}(L) > 0 \). If \( 1_n^T x = 0 \), then \( x^T L x \geq \lambda_{\min}(L) x^T x. \)

Lemma 2 ([30]): For any given \( g_1, g_2, \ldots , g_n > 0 \) and \( 0 < p < 1 \), we have the following inequality:

\[
\left( \sum_{i=1}^{n} g_i \right)^p \leq \sum_{i=1}^{n} g_i^p.
\]

Lemma 3 ([31]): If Assumption 2 holds, then we have \( \Psi \leq 1 - \frac{\rho}{\sigma}. \)

Lemma 4 ([31]): For any given \( m = 0, 1, 2, \ldots \), we let

\[
\Psi(t) = \frac{t - s_m}{t_m - t} \in [s_m, t_{m+1}],
\]

Obviously, \( \Psi(t) \) is a strictly increasing function and \( \Psi(t) \leq \frac{t_{m+1} - t_m}{s_m - t_m}. \)

Lemma 5 ([32]): Suppose the function \( V(t) \) is continuous and nonnegative, then when \( t \in [0, +\infty) \) and \( V(t) \) meets the following conditions:

\[
\begin{cases} 
\dot{V}(t) \leq -\omega V^\ast(t) - \theta_1 V(t), & t_m \leq t < s_m \\
\dot{V}(t) \leq \theta_2 V(t), & s_m \leq t < t_{m+1}.
\end{cases}
\]
where \( m = 0, 1, 2, \ldots, \omega, \theta_1, \theta_2 > 0, 0 < \kappa < 1 \). If there exists a constant \( \Psi \in (0, 1) \), i.e.,
\[
\theta_1 - (\theta_1 + \theta_2)\Psi > 0,
\]
where \( \Psi \) is given in Definition 2, then we have
\[
V^{1+\kappa}(t) \exp \{(1 - \kappa)\theta_1 t \}
\leq \exp \{(1 - \kappa)(\theta_1 + \theta_2)\Psi t \} \left( V^{1+\kappa}(0) + \frac{\omega}{\kappa} \right) \exp \{-\beta(t) + \theta_2 t \}, 0 \leq t \leq T^*.
\]
The settling time \( T^* \) can be expressed as
\[
T^* \leq \frac{\ln(1 + \frac{\omega}{\kappa} V^{1+\kappa}(0))}{(1 - \kappa)(\theta_1 - (\theta_1 + \theta_2)\Psi)}.
\]

Lemma 6 ([33]): Suppose that \( Z, X, Q \) are some real matrices with appropriate dimensions and \( Q \) is positive define. Then for any vectors \( x, y \in \mathbb{R}^n \), we have
\[
x^T Z x \leq x^T Z Q x + y^T X^T Q T^* x.
\]

IV. MAIN RESULTS
A. CONSENSUS CONTROL OF GENERAL MULTI-AGENT SYSTEMS

Theorem 1: Suppose that Assumption 1-2 hold for multi-agent system (1). Thus, there exists a positive constant \( \theta_1, \theta_2 > 0 \) such that

(i) \( I_N \otimes A + (-L \otimes B) + \theta_1 \cdot I_N \times n \leq 0 \),

(ii) \( I_N \otimes A - \theta_2 \cdot I_N \times n \leq 0 \), and

(iii) \( \theta_1 - (\theta_1 + \theta_2)\Psi > 0 \),

where \( \Psi \in (0, 1) \) is given in Definition 2.

Then, for any initial condition \( x(0) \in \mathbb{R}^n \), multi-agent system (1) will achieve a consensus in finite time \( T_1^* \).

\[
T_1^* = \frac{\ln(1 + \frac{\omega}{\kappa} V^{1+\kappa}(0))}{(1 - \kappa)(\theta_1 - (\theta_1 + \theta_2)\Psi)}.
\]

where \( V(0) = e^T(0)e(0) \), and \( e(0) \) is the initial value of \( e(t) \),
\[
\omega = \frac{\lambda_{\min}}{\lambda_{\max}} (L(C)), \kappa = \frac{\alpha + 1}{2}.
\]

Proof: First, the Lyapunov equation is constructed as follows:
\[
V(t) = \frac{1}{2} e^T(t) e(t) = \frac{1}{2} \sum_{i=1}^{N} e_i^T(t) e_i(t),
\]

For \( t_m \leq t < s_m \), and \( m = 0, 1, 2, \ldots \), we can obtain the following state equation:
\[
\dot{x}_i(t) = \dot{A}x_i(t) + \eta \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t))
+ \mu \sum_{j=1}^{N} a_{ij} \text{sign}(x_j(t) - x_i(t)) |x_j(t) - x_i(t)|^\alpha.
\]

For \( x^*(t) = \frac{1}{N} \sum_{i=1}^{N} x_i(t) \), we can further obtain the state model of average state as follows:
\[
\dot{x}^*(t) = \frac{1}{N} \sum_{i=1}^{N} \dot{x}_i(t)
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \dot{A}x_i(t) + \eta \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t))
+ \mu \sum_{j=1}^{N} a_{ij} \text{sign}(x_j(t) - x_i(t)) |x_j(t) - x_i(t)|^\alpha.
\]

Then, we can derive the differential equation of the state error as
\[
\dot{e}_i(t) = \dot{x}_i(t) - \dot{x}^*(t)
= \dot{A}x_i(t)
+ \mu \sum_{j=1}^{N} a_{ij} \text{sign}(x_j(t) - x_i(t)) |x_j(t) - x_i(t)|^\alpha
+ B \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t)) - A x^*(t)
\]

\[
= \dot{A}x_i(t)
+ \mu \sum_{j=1}^{N} a_{ij} \text{sign}(x_j(t) - x_i(t)) |x_j(t) - x_i(t)|^\alpha
+ B \sum_{j=1}^{N} a_{ij}(x_j(t) - x_i(t))
\]

\[
= \dot{A} e_i(t)
+ \mu \sum_{j=1}^{N} a_{ij} \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha.
\]
According to (6), we can derive
\begin{align}
\dot{V}(t) &= \sum_{i=1}^{N} e_i^T(t) \dot{e}_i(t) \\
&= \sum_{i=1}^{N} e_i^T(t) \dot{A}_i e_i(t) + B \sum_{j=1}^{N} a_{ij}(e_j(t) - e_i(t)) \\
&\quad + \mu \sum_{i=1}^{N} a_{ij} \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha \\
&= \sum_{i=1}^{N} e_i^T(t) \dot{A}_i e_i(t) \\
&\quad + \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} e_i^T \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha \\
&\quad + B \sum_{j=1}^{N} \sum_{i=1}^{N} a_{ij} e_i^T (e_j(t) - e_i(t)).
\end{align}

Then, let \( \dot{V}(t) = \dot{V}_1(t) + \dot{V}_2(t) \), where
\begin{align}
\dot{V}_1(t) &= \sum_{i=1}^{N} e_i^T(t) \dot{A}_i e_i(t) + B \sum_{j=1}^{N} \sum_{i=1}^{N} a_{ij} e_i^T (e_j(t) - e_i(t)), \\
\dot{V}_2(t) &= \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} e_i^T \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha,
\end{align}
We deal with \( \dot{V}_1(t) \) and \( \dot{V}_2(t) \) as follows.
For \( \dot{V}_1(t) \), we can obtain
\begin{align}
\dot{V}_1(t) &= e^T(t)(I_N \otimes \dot{A}) e(t) \\
&\quad + \frac{1}{2} B \sum_{i=1}^{N} \sum_{j=1}^{N} \left( a_{ij} e_i^T (e_j(t) - e_i(t)) \right) \\
&\quad - a_{ij} e_i^T (e_j(t) - e_i(t)) \\
&= e^T(t)(I_N \otimes \dot{A}) e(t) \\
&\quad - \frac{1}{2} B \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} (e_j(t) - e_i^T(t))(e_j(t) - e_i(t)) \\
&= e^T(t)(I_N \otimes \dot{A}) e(t) - e^T(t)(L \otimes B) e(t) \\
&= e^T(t)(I_N \otimes \dot{A}) + (-L \otimes B) e(t) \\
&= -\theta_1 V(t) \\
&\quad + e^T(t)(I_N \otimes \dot{A}) + (-L \otimes B) + \theta_1 \cdot I_{N \times n} e(t) \\
&\leq -\theta_1 V(t) , \tag{8}
\end{align}
where \((I_N \otimes \dot{A}) + (-L \otimes B) + \theta_1 \cdot I_{N \times n} \leq 0\).
For \( \dot{V}_2(t) \), we can obtain
\begin{align}
\dot{V}_2(t) &= \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} e_i^T \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha \\
&= \frac{1}{2} \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} e_i^T \text{sign}(e_j(t) - e_i(t)) |e_j(t) - e_i(t)|^\alpha \\
&\quad \times |e_j(t) - e_i(t)|^\alpha \\
&= \frac{1}{2} \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} |e_j(t) - e_i(t)|^\alpha \\
&\quad \times \text{sign}(e_j(t) - e_i(t))|e_j(t) - e_i(t)|^\alpha \\
&= \frac{1}{2} \mu \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} |e_j(t) - e_i(t)|^\alpha \\
&\quad \times |e_j(t) - e_i(t)|^\alpha \\
&= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} |e_j(t) - e_i(t)|^\alpha \\
&\quad \times |e_j(t) - e_i(t)|^\alpha \\
&= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij} |e_j(t) - e_i(t)|^{\alpha + 1} \\
&= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \left( \mu a_{ij} \right)^2 (e_j(t) - e_i(t))^2 \right)^{\frac{\alpha + 1}{2}} \tag{9}
\end{align}
Let \( L(C) = [c_{ij}] \), where \( c_{ij} = (\mu a_{ij})^2 \).
Then, according to Lemma 2, we have
\begin{align}
\dot{V}_2(t) &\leq - \left( \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{p=1}^{n} c_{ij} e_j(t) - e_i(t))^T \\
&\quad \times (e_j(t) - e_i(t))^T \right)^{\frac{\alpha + 1}{2}} \\
&= - \left( e^T(t)(L(C) \otimes I_n) e(t) \right)^{\frac{\alpha + 1}{2}} \\
&= - \left( e^T(t)(L(C) \otimes I_n) e(t) \right)^{\frac{\alpha + 1}{2}} \\
&= - \left( e^T(t)(L(C) \otimes I_n) e(t) \right)^{\frac{\alpha + 1}{2}} \\
&= - \left( e^T(t)(L(C) \otimes I_n) e(t) \right)^{\frac{\alpha + 1}{2}} , \tag{10}
\end{align}
where \( L(C) \otimes I_n \) is a symmetric positive definite matrix.
According to Lemma 1, we have
\begin{align}
e^T(t)(L(C) \otimes I_n) e(t) \geq \lambda_{\min} (L(C)) e^T(t) e(t).
\end{align}
Then, we can obtain
\begin{align}
\dot{V}_2(t) &\leq - \left( \lambda_{\min} (L(C) \otimes I_n) e^T(t) e(t) \right)^{\frac{\alpha + 1}{2}} \\
&= - \lambda_{\min}^{\frac{\alpha + 1}{2}} (L(C)) V^{\frac{\alpha + 1}{2}} (t) . \tag{11}
\end{align}
According to (8) and (11), we can obtain
\begin{align}
\dot{V}(t) = \dot{V}_1(t) + \dot{V}_2(t) \\
&\leq - \lambda^{\frac{\alpha + 1}{2}}_{\min} (L(C)) V^{\frac{\alpha + 1}{2}} (t) - \theta_1 V(t) . \tag{12}
\end{align}
For \( s_m \leq t < t_{m+1} \), and \( m = 1, 2, \ldots \), we can easily derive
\[
\dot{e}(t) = \hat{A}e(t).
\] (13)

We use the Kronecker product to expand the dimension
\[
\dot{e}(t) = (I_N \otimes \hat{A})e(t).
\] (14)

Then, we can further obtain
\[
\begin{align*}
\dot{V}(t) &= e^T(t)\dot{e}(t) \\
&= e^T(t)(I_N \otimes \hat{A})e(t) \\
&= \theta_2 V(t) + e^T(t)(I_N \otimes \hat{A} - \theta_2 \cdot I_N \times n)e(t) \\
&\leq \theta_2 V(t),
\end{align*}
\] (15)

where \( I_N \otimes \hat{A} - \theta_2 \cdot I_{N \times n} \leq 0 \).

In summary, we can derive
\[
\begin{align*}
\dot{V}(t) &\leq -\omega \max_{\min}(L(C)) V^{\frac{\alpha + 1}{\omega}}(t) - \theta_1 V(t), \quad t_m \leq t < s_m \\
\dot{V}(t) &\leq \theta_2 V(t), \quad s_m \leq t < t_{m+1}.
\end{align*}
\] (16)

According to Lemma 5, the state error of the multi-agent system converges to zero in finite time \( T_1^* \).
\[
\begin{align*}
T_1^* &= \frac{\ln(1 + \frac{\theta_1}{\omega} V^{1-\kappa}(0))}{(1 - \kappa)(\theta_1 - (\theta_1 + \theta_2)\Psi)}.
\end{align*}
\]

At this phase, the proof has been completed.

Remark 1: Under the condition of Theorem 1, the multi-agent system can achieve a finite-time average consensus under the action of the control protocol proposed in this study, in which \( T_1^* \) is the upper limit of the convergence time. The convergence time can be attuned by adjusting the control protocol parameters \( \omega \) and \( \alpha \). In contrast to the control protocol in the literature [20] and [22]–[24], the aperiodically intermittent control strategy is adopted in this study.

B. CONSENSUS CONTROL OF MULTI-AGENT SYSTEMS WITH NONLINEAR UNCERTAINTIES

The dynamic model of the nonlinear uncertain multi-agent system is defined as
\[
\begin{align*}
\dot{x}_i(t) &= \left(\hat{A} + \Delta A(t)\right)x_i(t) + f(t, x_i(t)) + u_i(t),
\end{align*}
\] (17)

where \( \Delta A(t) \) is a time-varying matrix representing the model error of the uncertain system that satisfies \( \Delta A(t) = MP(t)U \). \( M \) and \( U \) are constant matrices with appropriate dimension, and \( P(t) \) is an unknown time-varying matrix function that satisfies \( P(t)P(t) \leq 1 \). \( f(t, x_i(t)) = (f_1(t, x_i(t)), f_2(t, x_i(t)), \ldots, f_p(t, x_i(t)))^T \) is a continuously differentiable vector valued function representing the nonlinear dynamic behavior within the \( i \)-th agent, and it satisfies the Lipschitz condition.

Here, the control protocol we use is still protocol (2).

Then, the dynamic model of the system can be written in the following form:
\[
\begin{align*}
\dot{e}_i(t) &= \left(\hat{A} + \Delta A(t)\right)e_i(t) + f(t, x_i(t)) \\
&\quad + \mu \sum_{j=1}^{N} a_{ij}\text{sign}(e_j(t) - e_i(t))|e_j(t) - e_i(t)|^\alpha \\
&\quad + B \sum_{j=1}^{N} e_{ij} e_j(t) \\
&\quad + f(t, x_i(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t)).
\end{align*}
\] (18)

Theorem 2: Suppose that Assumption 1-2 hold for multi-agent system (1). Thus, there exists the positive constant \( \theta_3, \theta_4, q > 0 \). Consequently,
\[
\begin{align*}
\dot{V}(t) &= e^T(t)e(t) \\
&\leq \frac{1}{2} \sum_{i=1}^{N} e_i^T(t)e_i(t).
\end{align*}
\] (21)

For \( t_m \leq t < s_m \), and \( m = 0, 1, 2, \ldots \),
\[
\dot{V}(t) = \sum_{i=1}^{N} e_i^T(t)\dot{e}_i(t)
\]
\[ = \sum_{i=1}^{N} e_i^T(t)(\hat{A} + \Delta A(t))e_i(t) \]
\[ + \sum_{i=1}^{N} e_i^T(t)\mu \sum_{j=1}^{N} a_{ij}\text{sign}(e_j(t) - e_i(t)) \times |e_j(t) - e_i(t)|^{q_i} \]
\[ + \sum_{i=1}^{N} e_i^T(t)(B \sum_{j=1}^{N} a_{ji}(e_j(t) - e_i(t))) \]
\[ + \sum_{i=1}^{N} e_i^T(t)f(t, x_i(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t)). \]  

According to (8) and (9)-(11), we have
\[ \sum_{i=1}^{N} e_i^T(t)(B \sum_{j=1}^{N} a_{ji}(e_j(t) - e_i(t))) \]
\[ = -e^T(t)(L \otimes B)e(t), \]  
\[ \sum_{i=1}^{N} e_i^T(t)\mu \sum_{j=1}^{N} a_{ij}\text{sign}(e_j(t) - e_i(t))|e_j(t) - e_i(t)|^{q_i} \]
\[ \leq -\lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t). \]  

Moreover, we have
\[ \sum_{i=1}^{N} e_i^T(t)(f(t, x_i(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))) \]
\[ = \sum_{i=1}^{N} e_i^T(t)(f(t, x_i(t)) - f(t, x^*(t))) \]
\[ + f(t, x^*(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))] \]
\[ = \sum_{i=1}^{N} e_i^T(t)\left(f(t, x_i(t)) - f(t, x^*(t))\right) \]
\[ + \sum_{i=1}^{N} e_i^T(t)\left(f(t, x^*(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))\right). \]  

With \( \sum_{i=1}^{N} e_i^T(t) = 0 \), we can obtain
\[ \sum_{i=1}^{N} e_i^T(t)\left(f(t, x^*(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))\right) = 0. \]  

According to Assumption 3 and (26) we have
\[ \sum_{i=1}^{N} e_i^T(t)(f(t, x_i(t)) - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))) \]
\[ = \sum_{i=1}^{N} e_i^T(t)\left(f(t, x_i(t)) - f(t, x^*(t))\right) \]
\[ \leq \sum_{i=1}^{N} e_i^T(t)\left(g(x_i(t)) - x^*(t)\right) \]
\[ = \sum_{i=1}^{N} q e_i^T(t)e_i(t). \]  

According to Lemma 6, we have
\[ \sum_{i=1}^{N} e_i^T(t)\left(\hat{A} + \Delta A(t)e_i(t)\right) \]
\[ = \sum_{i=1}^{N} e_i^T(t)\left(\hat{A} + MP(t)U)e_i(t)\right) \]
\[ = \sum_{i=1}^{N} e_i^T(t)\hat{A}e_i(t) + \sum_{i=1}^{N} e_i^T(t)(MP(t)U)e_i(t) \]
\[ \leq \sum_{i=1}^{N} e_i^T(t)(\hat{A}e_i(t) + \frac{1}{N} \sum_{j=1}^{N} [e_i^T(t)MM^T e_j(t)] \]
\[ + e_i^T(t)U^TP^T(t)P(t)e_i(t)) \]
\[ \leq \sum_{i=1}^{N} e_i^T(t)\left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right)e_i(t) \]  

Thus, according to (23), (24), (27) and (28), we can obtain
\[ \dot{V}(t) \leq \sum_{i=1}^{N} e_i^T(t)\left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right)e_i(t) \]
\[ - e^T(t)(L \otimes B)e(t) \]
\[ + \sum_{i=1}^{N} q e_i^T(t)e_i(t) - \lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t) \]
\[ = e^T(t)\left(I_N \otimes \left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right)\right)e(t) \]
\[ - e^T(t)(L \otimes B)e(t) \]
\[ + e^T(t)(q \cdot I_N \otimes e)(t) - \lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t) \]
\[ = e^T(t)\left[I_N \otimes \left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right) \right] \]
\[ + \left(-L \otimes B + q \cdot I_N \otimes e\right)(t) \]
\[ - \lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t) \]
\[ \leq -\lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t) \]
\[ + e^T(t)\left[I_N \otimes \left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right) \right] \]
\[ + \left(-L \otimes B + q \cdot I_N \otimes e\right)(t) \]
\[ \leq -\lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t) - \lambda_{\text{min}}^{\frac{q+1}{q}} (L(C)) V^{\frac{q+1}{q}}(t), \]  

where \( I_N \otimes \left(\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{A}\right) \) + \( (-L \otimes B + (q + \theta_3) \cdot I_N \otimes e\right) \cdot I_{N \times N} \leq 0 \). For \( s_m \leq t < t_m + 1 \), and \( m = 0, 1, 2, \ldots \), we have
\[ \dot{e}_i(t) = \dot{x}_i(t) - \dot{x}^*(t) \]
\[ = (\hat{A} + \Delta A(t))e_i(t) + f(t, x_i(t)) \]
\[ - \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t)). \]
We can easily obtain

\[
\dot{V}(t) = \sum_{i=1}^{N} e_i^T(t) \dot{e}_i(t) \\
= \sum_{i=1}^{N} e_i^T(t)(\dot{A} + \Delta A(t))e_i(t) \\
+ \sum_{i=1}^{N} e_i^T(t)(f(t, x_i(t)) + \frac{1}{N} \sum_{j=1}^{N} f(t, x_j(t))) \\
\leq e^T(t) [I_N \otimes (\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{\Delta})] \\
+ q \cdot I_{N \times n} e(t) \\
= \theta_4 V(t) \\
+ e^T(t) [I_N \otimes (\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{\Delta})] \\
+(q - \theta_4) \cdot I_{N \times n} e(t) \\
\leq \theta_4 V(t),
\]

(31)

where \(I_N \otimes (\frac{1}{2}MM^T + \frac{1}{2}U^TU + \hat{\Delta})\) and \((q - \theta_4) \cdot I_{N \times n} \leq 0\).

In summary, we have

\[
\begin{cases}
\dot{V}(t) \leq -\lambda_{\text{min}}^{a+1}(L(C)) V^\frac{a+1}{2}(t) - \theta_3 V(t), t_m \leq t < s_m \\
\dot{V}(t) \leq \theta_4 V(t), s_m \leq t < t_{m+1}
\end{cases}
\]

(32)

Let \(\lambda_{\text{min}}^{a+1}(L(C)) = \omega\) and \(\frac{a+1}{2} = \kappa\). Then, we can obtain

\[
\begin{cases}
\dot{V}(t) \leq -\omega V^\kappa(t) - \theta_3 V(t), t_m \leq t < s_m \\
\dot{V}(t) \leq \theta_4 V(t), s_m \leq t < t_{m+1}
\end{cases}
\]

(33)

According to Lemma 5, the state error of multi-agent system converges to zero in finite time \(T_2^*\).

\[
T_2^* = \frac{\ln(1 + \frac{\theta_2}{\kappa})}{(1 - \kappa)(\theta_3 - (\theta_3 + \theta_4)\psi)}.
\]

At this phase, the proof has been completed.

Remark 2: On the basis of Theorem 1, the multi-agent system takes into account the parameter uncertainty and the system nonlinear terms. Although this kind of model has been reported in the literature [28], the consensus of the system in finite time was not explored.

Remark 3: In [34]–[37], the finite-time convergence of several kinds of control systems is studied by using event-triggered control and sliding mode control. The systems they study are mainly semi-Markov stochastic systems. This paper studies the finite-time consensus of a class of deterministic systems and adopts the aperiodically intermittent control strategy. The purpose of this paper is to prove that when the control signal of multi-agent is interrupted within a certain time, multi-agent can still achieve the control purpose.

Remark 4: In [38], the leaderless and leader-following consensus of second-order nonlinear multi-agent under directed graph is studied. Reference [39] studies the problem of leaderless consensus control for high-order nonlinear multi-agent systems with completely unknown control direction. Although this paper studies a class of multi-agent finite-time consensus problem with bidirectional information exchange, it can be extended to one-way connected multi-agent consensus control under certain conditions.

V. NUMERICAL SIMULATION

We verify the effectiveness of the control algorithm via numerical simulation. Consider a multi-agent system composed of four agents, in which each agent is composed of three dimensions.

The state equation of each agent is

\[
\dot{x}_i(t) = \dot{A}x_i(t) + Bu_i^{(1)}(t) + u_i^{(2)}(t), \quad i = 1, 2, 3, 4,
\]

where

\[
\hat{\Delta} = \begin{bmatrix}
5 & -2 & -1 \\
-1 & 6 & -2 \\
-2 & -3 & 4
\end{bmatrix}, \quad B = \begin{bmatrix}
1.3 & 2 & 0.1 \\
0 & 1.7 & 0.1 \\
0 & 0 & 2
\end{bmatrix}.
\]

Let \(\mu = 1\) and \(\alpha = 0.2\). The error initial conditions of each agent are given by

\[
e_1 = \begin{bmatrix}
3 \\
-5 \\
0.2
\end{bmatrix}, \quad e_2 = \begin{bmatrix}
4 \\
-5 \\
0.3
\end{bmatrix},
\]

\[
e_3 = \begin{bmatrix}
5 \\
-5 \\
0.1
\end{bmatrix}, \quad e_4 = \begin{bmatrix}
4 \\
-6 \\
0.5
\end{bmatrix}.
\]

From the topology shown in Fig. 1, we can then determine the corresponding weight adjacency matrix \(A\) and degree matrix \(D\) as follows:

\[
A = \begin{bmatrix}
0 & 1 & 1 & 1 \\
1 & 0 & 1 & 1 \\
1 & 1 & 0 & 1 \\
1 & 1 & 1 & 0
\end{bmatrix}, \quad D = \begin{bmatrix}
3 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 3
\end{bmatrix}.
\]

Then, we obtain the Laplacian matrix as follows:

\[
L = D - A = \begin{bmatrix}
3 & -1 & -1 & -1 \\
-1 & 3 & -1 & -1 \\
-1 & -1 & 3 & -1 \\
-1 & -1 & -1 & 3
\end{bmatrix}.
\]

FIGURE 1. Topological graph.
step is 0.03 s. From the abovementioned initial values and parameter settings, we can then obtain the finite-time consensus time solution of the multi-agent system. Figs. 2 to 4 show the time-varying state error of each agent when \( \alpha \) takes different values, where \( e_{ij} \) in figures 2-4 represents the error value between the state of the \( j \)-th dimension of the \( i \)-th agent and the \( j \)-th dimension of the average state. Fig. 5 shows the time-varying control input of control protocol (2). We can change the convergence speed of the system by assigning the value of \( \alpha \) to the adjustable parameter \( a \) in the control protocol. As shown in the figure, the smaller the value of \( \alpha \) in a certain range, the faster the system converges. The simulation results indicate that the control protocol used in this study enables multi-agent system (1) to achieve a consensus, which proves the effectiveness of the abovementioned aperiodically intermittent control protocol.

VI. CONCLUSION

In this study, a new finite-time controller is designed for a class of first-order multi-agent systems. Under the action of the controller, the multi-agent system can achieve consensus in limited time. The innovation of this paper is to introduce aperiodically intermittent control into multi-agent consensus control, which is more in line with the actual needs than periodically intermittent control, and study the consensus of nonlinear uncertain multi-agent system model under aperiodically intermittent control. The application of aperiodically intermittent control in multi-agent systems still needs to be explored, such as system transmission time delay, excessive system transmission energy consumption, the performance of second-order multi-agent systems under aperiodically intermittent control, etc.
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