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Cleaning covariance matrices is a highly non-trivial problem, yet of central importance in the statistical inference of dependence between objects. We propose here a probabilistic hierarchical clustering method, named Bootstrapped Average Hierarchical Clustering (BAHC) that is particularly effective in the high-dimensional case, i.e., when there are more objects than features. When applied to DNA microarray, our method yields distinct hierarchical structures that cannot be accounted for by usual hierarchical clustering. We then use global minimum-variance risk management to test our method and find that BAHC leads to significantly smaller realized risk compared to state-of-the-art linear and nonlinear filtering methods in the high-dimensional case. Spectral decomposition shows that BAHC better captures the persistence of the dependence structure between asset price returns in the calibration and the test periods.

Covariance matrix inference is a cornerstone of the dependence inference between objects. This kind of matrix suffers however from the curse of dimensionality, as they become very noisy when the number of objects is similar to the number of features. Even worse, unfiltered covariance matrices are pathological in the high dimensional case, i.e., when the number of features exceeds the number of objects. This case is frequent e.g. in biological data and in multivariate dynamical systems such as financial markets in which only the most recent history is likely to be relevant.

Given its importance, covariance matrix filtering has a long history. A popular approach is to obtain filtered covariance matrices from the corresponding correlation matrices. Two types of approaches stand out: i) spectral methods, e.g. Random Matrix Theory, Rotationally Invariant Estimators [1], and Shrinkage [2, 3]; ii) ansatz for the correlation matrix, e.g. block-diagonal [4] or hierarchical [5].

The usual setting is to have \( n \) objects and \( t \) features and to compute the correlation matrix between these \( n \) objects. Recent results on Rotationally Invariant Estimators [6] propose non-linear shrinkage methods able to correct the eigenvalue spectrum of covariance matrices optimally: the inversion of the QuEST function [7], the Cross-Validated (CV) eigenvalue shrinkage [8] and the IW-regularization [1], the latter being valid only in the low dimensional regime \( q = n/t < 1 \), i.e., when there are more features than objects. Eigenvector filtering is more complex. However, ansätze for the shape of the true correlation matrix impose constraints on the structure of the eigenvectors and of the eigenvalues. Such ansatz should be simple enough to clean noise but flexible enough to account for fine relevant details. The popular hierarchical clustering ansatz (HC thereafter) is indeed simple: it assumes that correlations are nested [5], which is equivalent to assume that dependencies are described by a dendrogram (a tree). In practice, it is hard to find statistically-validated hierarchical structures [9] when the fitted hierarchical structure is highly sensitive to small variations of data.

An obvious problem of HC occurs when the structure is more complex than a tree: for example the non-diagonal blocks in Figs [1] and [2] are ignored by a hierarchical ansatz: one needs more than a single hierarchical structure to describe these empirical dependence structures. As a consequence, a non-negligible part of the dependence structure is left out, and in a dynamic context, the stability of a single hierarchical structure is likely to be poor.

Here, we introduce a more flexible hierarchical ansatz able to capture more of the structure of the eigenvectors. The rationale is to compute filtered hierarchical structures of many bootstrapped copies of the initial data, which yields probabilistic hierarchical structures. Such procedure describes the structure of correlation and covariance matrices better while keeping the robustness of hierarchical clustering. We illustrate the power of our method with data from two relevant fields. First, in bioinformatics, DNA micro-array gene expression dependence in tissues is frequently characterized by correlation matrices. Hierarchical clustering and its variants are commonly used [10][11], which helps simplify the covariance matrix by linkage averaging [12] (see Fig. [1]). When there are several strong candidates of hierarchical structure, this approach selects a single one, which neglects possibly crucial information held by alternative structures. Comparing unfiltered correlation matrices with the filtering yielded by hierarchical clustering and average linkage (HCAL) [5] (Fig. [1]) makes it clear first that (i) hierarchical clustering does capture some of the structure and (ii) a substantial part of the structure is lost (see the bottom plot). This is because hierarchical clustering imposes too strict a structure, which erases out an uncontrolled amount of information.

Another domain in which covariance matrix filtering plays a central role is risk management. Broadly speaking, the problem amounts to minimize future uncertainty by determining the fraction of resources to allocate to every possible choice. Risk in this particular context is due to fluctuations of the future value of the choices. The usual procedure consists in minimizing a suitable risk measure in the calibration window and hoping that the future, realized, risk will bear some relationship with the
FIG. 1. Correlation matrix from tissue-gene micro-array data of patients affected by lung cancer. The upper left plot is the sample correlation matrix, the upper right plot is the result of hierarchical and average-linkage averaging (HCAL). The bottom plot is the difference between the two: it still has evident structure unaccounted for by HCAL.

FIG. 2. Correlation matrix of US equities price returns in the 2008-01-23 to 2008-11-04 (left plot) and in the 2008-11-05 to 2009-08-24 period (right plot). The elements of both panels are ordered according to the in-sample HCAL dendrogram of the first period.

We first apply the BAHC method to DNA microarray data [20] where the objects are \( n = 327 \) tissues of patients affected by pediatric acute lymphoblastic leukemia and features are the expression intensities of \( t = 271 \) genes \((q \approx 1.21)\). Classifying leukemia subtypes based on their gene expression profile is crucial to correct prognosis and risk assessment. However, the simplistic classification obtained from a single tree could lose relevant information coming from the complex interactions among the elements analyzed.

To show the new insights brought by BAHC compared to a simple hierarchical clustering, we kept the dendrograms of all the bootstraps and produced a bidimensional t-SNE projection [21] of their cophenetic correlation coefficients. Two main clusters appear, which essentially differ by the topmost branches, as shown by the tanglegram (right plot of Fig. 3). This means that two parts of the dendrogram which appear to be far away in a dendrogram may be much closer in another one. We applied

non-stationary systems such as financial markets, what matters is the part of the ground truth that most likely persists after the calibration period, i.e., when one uses the allocation weights computed from the filtered covariance matrix. Thus, ideally, the filtered covariance matrix should contain as much of the persistent structure as possible. The nature of the most likely persistent structure is of course unknown from the calibration window only. Figure 2 shows that there are indeed strongly persistent dependence structures of asset price returns between two non-overlapping periods. Similarly to correlation matrices of DNA microarray data, while a pure HC does capture a sizeable part of the useful structure, the non-diagonal correlation patterns blocks e.g., around \((x, y) = (140, 600)\) indicate that HC itself is not sufficient.

Here, we propose a method that improves on hierarchical clustering. We exploit the fact that the less adequate a hierarchical ansatz, the more fragile it is with respect to small data perturbations. At a global level, the idea is thus to take bootstraps of the data and to average the resulting hierarchical structures. More precisely, we apply HCAL to bootstraps of the original data and then average all HCAL-filtered matrices to obtain a new kind of filtered matrix. We call our method BAHC, which stands for Bootstrapped Average Hierarchical Clustering, and define it for covariance and correlation matrices. BAHC rests on multiple hierarchical structures weighted by their frequency. A single hierarchical structure will only emerge if all the bootstrap realizations lead to the same dendrogram. Thus, this method is particularly adapted to data that is well-described by a hierarchical structure in a first approximation [19] but avoids selecting a single fragile structure.

RESULTS

Microarray DNA

The simplest approach consists in defining risk as the variance of the weighted sum of choices’ values and to minimise it. This is known as globally minimum-variance portfolios, a subfield of quadratic portfolio optimization which has a wide range of applications: investment into technologies [13], energy sources mix for countries [14] [15], wind farm locations [16], and capital allocation in finance [17]. We shall focus on financial risk because data are abundant, which makes it possible to compare the out-of-sample performance of filtering methods. In addition, the high-dimensional regime is particularly relevant in finance: there are many assets to choose from and the speed with which the dependence structure between asset price returns may change asks for an as short as possible calibration period [18].

In an inference or descriptive context such as DNA microarray data analysis, filtering correlation matrices is meant to bring estimated covariance matrices closer to the ground truth. In a dynamical context, especially for calibrated risk.

We first apply the BAHC method to DNA microarray data [20] where the objects are \( n = 327 \) tissues of patients affected by pediatric acute lymphoblastic leukemia and features are the expression intensities of \( t = 271 \) genes \((q \approx 1.21)\). Classifying leukemia subtypes based on their gene expression profile is crucial to correct prognosis and risk assessment. However, the simplistic classification obtained from a single tree could lose relevant information coming from the complex interactions among the elements analyzed.

To show the new insights brought by BAHC compared to a simple hierarchical clustering, we kept the dendrograms of all the bootstraps and produced a bidimensional t-SNE projection [21] of their cophenetic correlation coefficients. Two main clusters appear, which essentially differ by the topmost branches, as shown by the tanglegram (right plot of Fig. 3). This means that two parts of the dendrogram which appear to be far away in a dendrogram may be much closer in another one. We applied
spectral clustering \cite{22} to determine sub-clusters of each main cluster. Typically, sub-clusters within either of the main clusters differ at lower levels of branching. In summary, sub-groups of cancers that lie on far branches of the sample dendrograms could be miss-classified as un-correlated despite being possibly much closer in the dendrograms of many bootstraps.

\textbf{Risk minimization}

Given the $n \times (t + 1)$ matrix of values of choice $i$ at time $k$, $p_{i,k}$, and the value returns $r_{i,k} = p_{i,k}/p_{i,k-1} - 1$, one must determine the fraction of investment given to each choice $i$, the $i-$th component of vector $\mathbf{w}$. The risk is measured by the standard deviation of the portfolio return, denoted by $v_p$, whit $v_p^2 = \mathbf{w}^T \Sigma \mathbf{w}$, where $\Sigma$ is the $n \times n$ covariance matrix of the matrix of returns $\mathbf{R}$. If the weights can be negative, the optimal weights $\tilde{\mathbf{w}} = \Sigma^{-1/2} \mathbf{T} \Sigma^{-1/2}$, with the condition $\Sigma^{1/2} w_i = 1$ in order to avoid the trivial solution $\mathbf{w} = 0$. This situation is called long-short portfolio in the following. In some situations, e.g., when choosing one’s portfolio of energies or products, only positive weights are allowed, in which case one has to solve a quadratic programming problem; we refer to this situation as long-only portfolio.

The realized (out-of-sample) risk is the relevant performance measure. Using the $q$ exponent, the realized risk is

$$v_p^{\text{out}} = \sqrt{(\tilde{\mathbf{w}})^T \Sigma^{\text{out}} \tilde{\mathbf{w}},}$$

where $\tilde{\mathbf{w}}$ are computed from the in-sample covariance matrix, filtered or not, and $X^T$ is the transpose of matrix $X$.

All the results reported below use the simulation setup described in the Methods section: in short, we perform 10,000 simulations of $n = 100$ random assets in random periods. We compare the out-of-sample risk computed from BAHC and several other well-known methods: the classic Ledoit and Wolf linear shrinkage method (LW henceforth) \cite{2} and the more recent nonlinear shrinkage approach based on the inversion of the QuEST function (QuEST) \cite{7}. We also include the Cross-Validated eigenvalue shrinkage (CV) \cite{8} and HCAL \cite{5}, denoted by $<$. Figure 4 shows that BAHC outperforms all the alternative methods for $t_{in} \lesssim 300$, i.e., for $q = n/t \gtrsim 1$, which includes all of the high-dimensional regime $q > 1$. In particular, for the long-only portfolios, the BAHC method reaches the absolute minimum out-of-sample risk over all $t_{in}$ and all methods for $t_{in} \approx 200$, i.e., $q \approx 1/2$. The right-hand-side plots of Fig. 4 report the probability that BAHC outperforms each alternative method when $q > 1/2$, which confirms that BAHC is better than all the other methods not only with respect to the average realized risk, but also in probability in this region.

Finally, we vary the length of the test window, $t_{out}$. We report the probability that the BAHC method outperforms all its competitors as a function of both $t_{in}$ and $t_{out}$ in Fig. 5. Our approach achieves lower realized risk with in more than half the simulations than any other method tested here as soon as $t_{in} < 226$ ($q > 1/2.26$) for every $t_{out}$ in the considered range. Remarkably, as $t_{out}$ increases, the calibration length below which BAHC has better than 50\% chances to outperform all its competitors only weakly increases. We interpret this result by the fact that our method is able to extract the right kind of persistent structure in that particular data, which is confirmed below by spectral analysis. We found similar results for the Hong Kong equity market (see S.I.).

\textbf{Spectral Properties}

In order to understand why and when our method has a better performance than the other methods based
on spectral clustering, it is instructive to compare the in- and out-of-sample persistence of the eigenvalues and eigenvectors produced by all the filtering methods considered here. The spectral decomposition of correlation matrix \(C\) is denoted by \(C = U^\top \Lambda U\), where \(U\) is a \(n \times n\) matrix formed by the eigenvectors of \(C\) and \(\Lambda\) is the diagonal matrix obtained from the corresponding eigenvalues.

**Eigenvectors stability**

A simple way to characterise eigenvectors stability is to compare the empirical out-of-sample correlation matrix \(C^{\text{out}}\) with the Oracle correlation estimator defined as \(\Sigma^{\text{in}}_{\text{in}} = t^{\text{in}} \Sigma^{\text{in}} U^{\text{in}}\), where \(\Sigma^{\text{in}} = \text{diag}(t^{\text{in}}) C^{\text{in}} t^{\text{in}}\) is the Oracle eigenvector estimator, the idea being that \(\Sigma^{\text{in}} = C^{\text{out}}\) if in- and out-of-sample eigenvectors coincide (see S.I.). The Oracle estimator for the covariance matrix, denoted by \(\Sigma^{\text{in}}\), is defined in a similar way.

Figure 4 also shows that the probability that the eigenvectors of BAHC-filtered correlation matrices are more stable than those provided by the alternative filtering methods grows as \(t^{\text{in}}\) becomes smaller. The same applies to the comparison between BAHC-filtered and empirical covariance matrices, while HCAL, denoted by <, has better performance in about a 25% of samples almost independently of \(t^{\text{in}}\). In short, as soon as \(q > 1/3\) in this dataset, the BAHC method likely yields more persistent eigenvectors than all the other filtering methods considered here.

**Eigenvectors stability**

Since both the covariance \(\Sigma\) and precision \(\Sigma^{-1}\) matrices are relevant to minimum-variance optimization, we measure two types of residues that focus on large and
small eigenvalues, defined as

$$\epsilon_{hi} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\lambda_i - z_i)^2}$$

(1)

$$\epsilon_{low} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{\lambda_i} - \frac{1}{z_i} \right)^2},$$

(2)

where $\lambda_i = (\Lambda)_{ii}$ is the $i$-th eigenvalue of the in-sample estimator and $z_i = (Z^{in})_{ii}$ comes from the Oracle estimator computed with the respective filtered eigenvector matrix and $i$ is the respective rank of these eigenvalues. The residue measure $\epsilon_{hi}$ mainly accounts for the discrepancy between the largest eigenvalues and the residue measure $\epsilon_{low}$ attributes more weight to the discrepancy between the smallest eigenvalues.

Figure 7 plots the residues of the correlation and covariance matrices respectively as a function of $t^{in}$. We compare our approach with the sample estimator, HCAL-filtered matrix, and the Cross-Validated (CV) eigenvalue distribution. While CV method outperforms all the other methods when $t^{in} \lesssim 1000$ ($q > 0.01$), the eigenvalues produced by our method are still much closer to the Oracle than those of the raw sample estimator when $t^{in} \lesssim 500$.

**Filtered correlation and covariance matrices**

The ultimate test is of course to compare filtered in-sample matrices with out-of-sample matrices. Figure 8 reports the Frobenius distance between the filtered in-sample and out-of-sample correlation and covariance matrices for all the tested methods. Expectedly, BAHC outperforms all the other ones for $t^{in} \lesssim 300$. Figure 8 plots the fraction of times the Frobenius norm of our method is lower than the other methods, which shows that the BAHC method outperforms HCAL filtering for every $t^{in}$.

**I. DISCUSSION**

Filtering covariance and correlation matrices requires to take care of $O(n^2)$ coefficients. Focusing on $O(n)$ variables, for example by tweaking the eigenvalues or using a single hierarchical ansatz, works to some extent. Making further progresses requires to filter more variables, if possible while keeping an $O(n)$ ansatz. This is what the BAHC method that we introduce achieves: by using $m$ bootstraps and applying an $O(n)$ structure, BAHC allows some additional flexibility, while keeping the overall structure simple.

Our method both filters out estimation noise and improves the stability of the eigenvectors in a dynamical context. Indeed, the spectral decomposition of BAHC-filtered correlation matrices is close to the optimal CV method with respect to the eigenvalue distribution. Furthermore, in the dynamical context investigated here, the eigenvectors produced by our method have a higher overlap with the out-of-sample ones than the unfiltered in-sample eigenvectors for reasonably small $q = t/n$. This is why our method leads to better minimum-variance portfolios than all the competing filtering methods when the calibration window is small. In particular, if no short selling is allowed, our approach produces, on average, the lowest-risk portfolio.

Future work is needed to characterize the average dependence structure produced by BAHC better, from both theoretical and empirical points of view. In addition, BAHC may still be too strict in some cases and thus leave out valuable information, hence, further refinements of
the ansatz will need to be investigated.

MATERIALS AND METHODS

Datasets description

We consider the daily close-to-close returns of US equities, adjusted for dividends, splits, and other corporate events. More precisely, the dataset consists of large-capitalization stocks, from 1992-02-03 to 2018-06-29. The number of stocks with data varies over time: it ranges from 399 in 1992-02-06 to 723 in 2018-06-29 and is roughly constant from 2008 onwards. The list of tickers is reported in S.I.

DNA microarray data [20] can be downloaded from [23]. It consists of gene expression intensity of 327 tissues of patients affected by pediatric acute lymphoblastic leukemia and a subset of 271 genes.

Numerical simulations with financial data

All the simulations are carried out in the same way: each point of each plot is an average over 10,000 simulations, each of which includes an in-sample window of length $t_{in}$ and an out-of-sample window of length $t_{out} = 42$ days (about two trading months) unless otherwise specified; it starts from a random day uniformly chosen in the available dataset. To have meaningful in- and out-of-sample windows given the maximum $t_{in}$ considered, the first day of the out-of-sample must be after 01-01-2000; each simulation selects $n = 100$ assets at random among the assets with no missing value in both in- and out-of-sample windows.

BAHC algorithm

Given matrix $R \in \mathbb{R}^{n \times t}$, our method prescribes to create a set of $m$ bootstrap (feature-wise) copies of $R$, denoted by $\{R^{(1)}, R^{(2)}, \ldots, R^{(m)}\}$. A single bootstrap copy of the data matrix $R^{(b)} \in \mathbb{R}^{n \times t}$ has elements $r^{(b)}_{ij} = r_{ij}^{(b)}$, where $s^{(b)}$ is a vector of dimension $t$ obtained by random sampling with replacement of the elements of vector $\{1, 2, \ldots, t\}$. The vectors $s^{(b)}$, $b = 1, \ldots, m$ are independently sampled.

The Pearson correlation matrix of each bootstrapped data matrix $R^{(b)}$ is then computed and denoted by $C^{(b)}$; in turn the latter is filtered with the hierarchical clustering average linkage (HCAL) proposed in [2], which yields $C^{(b)\text{<}}$. In short, the HCAL uses two ingredients: the distance $D = 1 - C$ to agglomerate cluster in a hierarchical way, and the averaging of the correlation between clusters (see S.I. and [9] for more details).

Finally, the filtered correlation matrix $C^{\text{BAHC}}$ is the average of the HCAL-filtered matrices $C^{(b)\text{<}}$

$$C^{\text{BAHC}} = \frac{1}{m} \sum_{b=1}^{m} C^{(b)\text{<}}$$

To build a BAHC-filtered covariance matrix, we estimate the variance of $r^{(b)}_{ij}$, denoted by $\sigma^{(b)}_{ij}$, compute the HCAL-filtered covariance matrices $\Sigma^{(b)\text{<}}$ whose elements are defined as

$$\sigma^{(b)\text{<}}_{ij} = c^{(b)}_{ij} \sqrt{\sigma^{(b)}_{ii} \sigma^{(b)}_{jj}},$$

and finally obtain the BAHC-filtered covariance matrix

$$\Sigma^{\text{BAHC}} = \frac{1}{m} \sum_{b=1}^{m} \Sigma^{(b)\text{<}}$$

Frobenius norms

We use rescaled Frobenius norms to account for the fact that the number of assets in our dataset depends on time:

$$\|X\|_F^\Sigma = \sqrt{\frac{\sum_{i,j} X_{ij}^2}{n^2}}.$$ (4)

In addition, because CV, LW and QuEST methods do not guarantee the identity on the diagonal of filtered correlation matrices; therefore, contrarily to BAHC, we do not include the diagonal elements in the metric and thus define

$$\|X\|_F^C = \sqrt{\frac{\sum_{i>j} 2 X_{ij}^2}{n(n-1)}}.$$ (5)

We found that the performance of CV, LW, QuEST-based correlation estimators is slightly improved by replacing $c_{ij}$ with $\frac{c_{ij}}{\sqrt{e_{ii} e_{jj}}}$, which also ensures that the diagonal elements equal one, and thus have used this modification in our analysis.

Source code

We have written a BAHC package for both R and Python, available from CRAN and PyPI, respectively.
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Appendix A: Supporting Information Appendix (SI)

1. Average Linkage Filtered Correlation Matrix

   a. The Notation

   We describe in this section the strictly hierarchical method of Ref. [5]. Given a generic matrix \( R \in \mathbb{R}^{n \times t} \), a generic \( \sigma_{ij} \) element of the \( n \times n \) sample covariance matrix is defined as
   \[
   \sigma_{ij} = \frac{1}{t} \sum_{h=1}^{t} (r_{ih} - \bar{r}_i) (r_{jh} - \bar{r}_j)
   \]
   (A1)
   where \( \bar{r}_i = \sum_{h=1}^{t} r_{ih}/t \) is the sample mean. The related Pearson correlation coefficient is defined as
   \[
   c_{ij} = \frac{\sigma_{ij}}{\sigma_{ii}^{1/2} \sigma_{jj}^{1/2}}
   \]
   (A2)

   b. Hierarchical Clustering Average Linkage (HCAL)

   The hierarchical clustering is an agglomerative algorithm that recursively clusters groups of objects according to a distance. The latter is defined in the simplest way in Ref. [9]: the Pearson correlation matrix \( C \) is transformed into a distance matrix \( D \) as follows
   \[
   d_{ij} = 1 - c_{ij},
   \]
   (A3)
   which respects the axioms of a distance. Then a distance metric among clusters must be defined: in the HCAL case, it is based on the average linkage between clusters \( p \) and \( q \)
   \[
   \rho_{pq} = \frac{\sum_{i \in \mathcal{C}_p} \sum_{j \in \mathcal{C}_q} d_{ij}}{n_p n_q}
   \]
   (A4)
   where \( \mathcal{C}_p \) and \( \mathcal{C}_q \) are the sets of elements belonging to the clusters \( p \) and \( q \) respectively, and \( n_p \) and \( n_q \) are their cardinality.

   Hierarchical clustering works as follows: initially, each element has its own cluster. Then, the pair of clusters \((p,q)\) with the smallest distance \( \rho_{pq} \) are merged together into a new cluster \( s \) such that \( \mathcal{C}_s = \mathcal{C}_p \cup \mathcal{C}_q \). The algorithm recursively joins a pair of clusters until all nodes fall into a single unique cluster. The genealogy \( \mathcal{G} \) of the hierarchical clustering can be uniquely identified by the sequence of \( n-2 \) joins among the pairs of clusters identified by the method, and this defines a dendrogram.

   c. The Filtered Matrix

   Ref. [5] proposes to clean the correlation sub-matrix defined from the indices \( \mathcal{G}_{pq} = \{(i,j) : i \in \mathcal{C}_p, j \in \mathcal{C}_q \} \)

   This publication stems from a partnership between CentraleSupelec and BNP Paribas.
by replacing all its elements with their average: mathematically one builds a matrix $C^{<}$ with elements

$$c_{ij}^{<} = c_{ij}^{<} = 1 - \rho_{pq} \quad \text{where} \quad (p, q) \in \mathcal{S}, (i, j) \in \mathcal{S}_{pq},$$

where $\rho_{pq}$ is the average distance between clusters $p$ and $q$ (see [A4]) and the diagonal of $C^{<}$ is set to 1. An equivalent description of this approach is in terms of the factor loading matrix, as in the original paper [5].

It is important to stress that the matrix $C^{<}$ will be positively defined by construction [5]. The main feature of this model is to obtain the simplest matrix $C^{<}$ that shares the same dendrogram as $C$; this means that by applying the HCAL to both $C$ and $C^{<}$, the resulting dendrograms will be identical. However, we believe that this is also one of the main limitations of this approach; in fact, it does not account for the presence of overlap among clusters.

2. Bootstrap Average Linkage Correlation Matrix

To overcome these two issues of HCAL filtering while keeping its advantages, we propose here a new approach to filter correlation matrices based on data matrix bootstrap resampling of the feature indices; therefore, it better accounts for the influence of randomness on the inferred structure. We call it BAHC, which stands for Bootstrap-averaged hierarchical clustering.

Our recipe prescribes to create a set of $m$ bootstrap copies of the data matrix $R$, denoted by $(R^{(1)}, R^{(2)}, \ldots, R^{(m)})$. A single bootstrap copy of the data matrix $R^{(b)} \in \mathbb{R}^{n \times t}$ is defined entry-wise as $r_{ij}^{(b)} = r_{ij}^{(s^{(b)})}$, where $s^{(b)}$ is a vector of dimension $t$ obtained with random sampling by replacement of the elements of the vector $\{1, 2, \ldots, t\}$. The vector $s^{(b)}$, $b = 1, \ldots, m$ are independently sampled.

Each bootstrap copy $b$ of the data matrix has an associated Pearson correlation matrix $C^{(b)}$ from which we can construct the HCAL filtered matrix $C^{(m)^{<}}$. Finally, each element of the filtered Pearson correlation matrix $C^{BAHC}$ is defined as the average over the $m$ filtered bootstrap copies, i.e.,

$$c_{ij}^{BAHC} = \frac{1}{m} \sum_{b=1}^{m} c_{ij}^{(b)^{<}} \quad \text{(A6)}$$

We stress that since $C^{(b)^{<}}$ are positive define matrices by construction, $C^{BAHC}$ is also a positive defined matrix.

The main advantage of the BAHC method is not to force $C^{BAHC}$ to be embedded in a purely hierarchical structure. Indeed, different bootstraps may yield different dendrograms, in which case a strict hierarchical structure is too stringent. Thus, the BAHC method can reproduce some degree of overlap among clusters defined in a hierarchical way.

3. Filter Covariance Matrices

To build BAHC-filtered covariance matrices, we first estimate bootstrapped univariate variances $\{\sigma_{in}^{(1)}, \sigma_{in}^{(2)}, \ldots, \sigma_{in}^{(m)}\}$, where a generic element $\sigma_{in}^{(b)}$ of $\Sigma^{(b)}$ is defined as

$$\sigma_{in}^{(b)} = \frac{1}{t} \sum_{h=1}^{t} \left( r_{ih}^{(b)} - z_{i}^{(b)} \right)^{2} \quad \text{(A7)}$$

Then element $(i, j)$ of $b$-th bootstrap covariance is defined as

$$\sigma_{ij}^{(b)<} = \sigma_{ij}^{(b)} \sqrt{\sigma_{ii}^{(b)} \sigma_{jj}^{(b)}} \quad \text{(A8)}$$

Finally, as in (A6), the element $(i, j)$ of the filtered covariance matrix is defined as

$$\sigma_{ij}^{BAHC} = \sum_{h=1}^{m} \sigma_{ij}^{(b)<} \quad \text{(A9)}$$

Appendix B: Eigenvector in- and out-of-sample overlap from the Oracle estimator

We recall the concept of Oracle estimator $\Xi$: given the spectral decomposition of the in-sample correlation matrix $C^{in} = U^{in} \Lambda^{in} U^{in\dagger}$ and the spectral decomposition of the out-of-sample correlation matrix $C^{out} = U^{out} \Lambda^{out} U^{out\dagger}$, where $\Lambda^{in/out}$ are diagonal eigenvalue matrices made from the eigenvalues of $C^{in/out}$, and $U^{in/out}$ is the matrix defined by the eigenvectors of $C^{in/out}$, the Oracle eigenvalue matrix is defined as

$$Z^{in} = (U^{in} C^{out} U^{in\dagger})_{d} \quad \text{(B1)}$$

where the superscript $in$ indicates that we used the in-sample eigenvectors for its estimation. The operator $(\cdot)_{d}$ sets to zero all the off-diagonal elements. Then the Oracle estimator of the correlation matrix is defined as

$$\Xi^{in} = U^{in} Z^{in} U^{in\dagger}. \quad \text{(B2)}$$

Ref. [6] shows that Oracle eigenvalues are the optimal correction of the in-sample eigenvalues $\Lambda^{in}$ in the sense that it minimizes the Frobenius norm of the difference between the out-of-sample correlation matrix and the corrected in-sample one $\|C^{out} - \Xi^{in}\|_{F}$. Although this estimator sounds worryingly tautological, since it require the knowledge of the out-of-sample correlation to construct the most similar estimator, Ref. [6] show that is possible to obtain $Z^{in}$ in the $t, n \to \infty$ at constant $q = n/t$ limit without the knowledge of $C^{out}$ for a broad set of distributions and noises (multiplicative and additive) if the system is stationary and for $t > n$ (low-dimensional regime). Indeed, it easy to show that the Oracle estimator is exactly $C^{out}$ if and only if $U^{in} = U^{out}$ since

$$Z^{in} = (U^{in} C^{out} U^{in\dagger})_{d} = (U^{in} U^{out} \Lambda^{out} U^{out\dagger})_{d} = (\Lambda^{out})_{d} = \Xi^{out}. \quad \text{(B3)}$$
Therefore the Frobenius norm of $\|\tilde{\Sigma}^\in - C^\out\|_F$ can be interpreted as a measure of the overlap between the out-of-sample eigenvectors $U^\out$ and the in-sample ones $U^\in$.

Appendix C: Global minimum-variance portfolios in other equity markets

Figures 9 and 10 report the out-of-sample risk of covariance matrix cleaning methods with the same setup for Hong Kong stock exchange. The analysis covers 1281 stocks in from 2005-10-19 to 2017-06-23. The stocks for Hong Kong stock exchange. The analysis covers those observed in the US equity market.

Appendix D: List of large-capitalization assets in the US equities dataset

A, AA, AAN, AAPL, ABC, ABT, ACGL, ACM, ACN, ACSV, ADBE, ADI, ADMP, ADS, ADSK, AEE, AEP, AES, AET, AF, AGCO, AGN, AGQ, AHL, AIG, AIV, AIZ, AJG, AKAM, AKS, ALB, ALEX, ALL, ALTR, ALV, ALXN, AMAT, AMD, AME, AMGN, AMP, AMR, AMT, AMTD, AMZN, AN, ANAT, ANF, ANSS, AON, APA, APC, APD, APL, ARCC, ARE, ARW, ASH, ATI, ATS, ATO, ATVI, AVB, AVGO, AVP, AVT, AVX, AVY, AWI, AWK, AXP, AXS, AZO, BA, BAC, BAX, BBBY, BBT, BBY, BDDX, BEN, BG, BIG, BIIB, BIO, BJ, BK, BKD, BLK, BLL, BMRN, BMS, BMY, BOH, BOKF, BPOP, BR, BRO, BXS, BTU, BWA, BXP, BXS, C, CA, CAG, CAR, CAL, CAT, CB, CBS, CBHS, CCT, CCE, CCI, CCK, CCL, CMD, CND, CE, CECC, CELG, CERN, CETF, CFN, CF, CHD, CHK, CHRW, CHS, CI, CIRN, CIN, CINF, CIT, CKH, CL, CLB, CLF, CLGX, CLI, CLR, CLX, CMA, CMC, CMCSA, CME, CMG, CMI, CMS, CNA, CNP, CNX, COF, COG, COL, COO, COP, COST, CPA, CPB, CPRT, CPT, CPWR, CR, CREE, CRK, CRM, CRS, CSRO, CSU, CSX, CTAS, CTL, CTSH, CTY, CTX, CVA, CVG, CVX, CXO, CXV, CVY, D, DAL, DBD, DRI, DE, DRI, DK, DPS, DQ, DXY, DTH, DISCO, DSH, DKS, DLR, DT, DTR, DUB, DWN, DXY, EAT, EBBAY, ECL, ED, EF, EGN, EIX, EL, EMN, ENDP, ENR, EOG, EQX, EQR, EQT, ESX, EST, ETN, EVW, EW, EBWC, EXC, EXP, EXPD, EXPE, F, FAST, FCN, FCX, FDS, FDX, FE, FFIV, FHN, FI, FIS, FITB, FL, FLR, FLS, FMC, FNF, POSI, FRO, FRT, FSLR, FTI, FTR, FULT, G, GCI, GD, GEI, GEF, GES, GGG, GHP, GIL, GLD, GIS, GME, GNTX, GWX, GOOG, GPC, GPN, GPX, GSP, GRMN, GS, GT, GWX, H, HAL, HAS, HAN, HB, HCC, HCP, HD, HE, HES, HI, HIG, HK, HLF, HOX, HON, HPQ, HPT, HRB, HRC, HRL, HRS, HSIC, HST, HSY, HTZ, HUM, HUN, IBKR, IBM, ICE, IDXX, IEX, IFF, IGT, ILMN, INTU, IP, IPG, IPI, IR, IRM, ISCA, ISRG, IT, ITRI, ITT, ITW, IVZ, JBHT, JBL, JCI, JCP, JEC, JEFF, JLL, JNJ, JNPR, JOE, JPM, JWN, J, KAR, KBI, KBR, KEK, KEY, KIM, KLAC, KMB, KMT, KMX, KO, KR, KSS, KU, L, LAMR, LAX, LEF, LEHA, LEGO, LEG, LEN, LH, LIFE, LII, LLL, LLY, LM, LMT, LNC, LNT, LNP, LPLC, LQ, LS, LST, LUV, LVS, M, MA, MAC, MAN, MAR, MAS, MAT, MB, MCD, MCHP, MCK, MCO, MD, MDC, MDR, MDRX, MDT, MDU, MET, MGM, MKH, MKI, ML, MMC, MMB, MOH, MOK, MRK, MRVL, MS, MSFT, MSN, MTC, MT, MTW, MU, MUR, MXIM, MYGN, MYL, NATI, NBL, NBR, NCR, NDAQ, NEE, NEM, NFG, NFXL, NFX, NI, NH, NKE, NLE, NOI, NOV, NRG, NSC, NEM, NTAP, NUSAN, NUE, NVD, NV, NVR, NWSA, NYT, O, OC, ODP, OFC, OGE, OI, OI, OIS, OKE, OMC, ORA, ORCL, ORI, ORLY, OSK, OXY, PAYX, PBCT, PB, PCAR, PCD, PDM, PEG, PENN, PENN, PFE, PFG, PG, PH, PHM, PKG, PKI, PLD, PM, PNG, PNR, PPG, PPL, PRGO, PRU, PSA, PTEN, PVC, PW, PWX, PXD, QC, R, RBC, RCL, RDC, RE, BE, BEGN, BF, BGA, BGLD, BHI, BHT, BJF, JLF, BJL, BMB, BMD, BNR, BOK, BOP, BOST, RPM, BRC, BRG, BS, BSG, RTN, Y, S, SATS, SBAC, SBUX, SCCO, SCG, SCHN, SCHW, SD, SE, SEE, SE, SHLD, SHW, SIG, SHI, SJM, SLAB, SLB, SLG, SLM, SM, SMG, SNA, SNH, SNPS, SNV, SO, SNN, SPN, SNP, SPRI, SRL, SRT, STL, STRA, STT, STX, SUN, SVU, SWK, SWK, SWN, SYK, SYMC, SYV, T, TAP, TCO, TDC, TDG, TDS, TEDW, TEC, TECD, TECH, TTR, TER, TFX, TFSI, TFX, TGT, THC, THG, THO, TIF, TJX, TK,
