LINEAR TIME AVERAGE CONSENSUS ON FIXED GRAPHS AND IMPLICATIONS FOR DECENTRALIZED OPTIMIZATION AND MULTI-AGENT CONTROL
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Abstract. We describe a protocol for the average consensus problem on any fixed undirected graph whose convergence time scales linearly in the total number nodes \( n \). The protocol is completely distributed, with the exception of requiring all nodes to know the same upper bound \( U \) on the total number of nodes which is correct within a constant multiplicative factor.

We next discuss applications of this protocol to problems in multi-agent control connected to the consensus problem. In particular, we describe protocols for formation maintenance and leader-following with convergence times which also scale linearly with the number of nodes.

Finally, we develop a distributed protocol for minimizing an average of (possibly nondifferentiable) convex functions \((1/n) \sum_{i=1}^n f_i(\theta)\), in the setting where only node \( i \) in an undirected, connected graph knows the function \( f_i(\theta) \). Under the same assumption about all nodes knowing \( U \), and additionally assuming that the subgradients of each \( f_i(\theta) \) have absolute values upper bounded by some constant \( L \) known to the nodes, we show that after \( T \) iterations our protocol has error which is \( O(L n^{1/2}/T) \).

1. Introduction. The main subject of this paper is the average consensus problem, a canonical problem in multi-agent control: there are \( n \) agents, with each agent \( i = 1, \ldots , n \) maintaining a value \( x_i(t) \), updated as a result of interactions with neighbors in some graph \( G \), and the agents would like all \( x_i(t) \) to approach the initial average \( \bar{x} = (1/n) \sum_{j=1}^n x_j(1) \). There is much work on the consensus problem, both classical and recent [22, 52, 21, 10], driven by a variety of applications in distributed computing and multi-agent control.

Research on consensus protocols is motivated by emerging applications of autonomous vehicles, UAVs, sensors platforms, and multi-agent swarms in general. Protocols designed for such systems should be distributed, relying only on interactions among neighbors, and resilient to failures of links. The design of protocols with these properties often relies on protocols for the consensus problem.

Indeed, as examples we mention recent work on coverage control [25], formation control [64, 65], distributed estimation [55, 80, 24, 19, 74], cooperative learning [50], and Kalman filtering [15, 77, 2], distributed task assignment [20], and distributed optimization [82, 57]; these papers and others design distributed protocols either by a direct reduction to an appropriately defined consensus problem or by using consensus protocols as a subroutine.

In this paper, our focus is on designing consensus protocols which converge to the initial average as fast as possible. Specifically, we will be concerned with the number of updates until every \( x_i(t) \) is within \( \epsilon \) of the initial average \( \bar{x} \). We refer to this quantity as the convergence time of the consensus protocol. Note that convergence time is a function of \( \epsilon \) and can also depend on other problem parameters as well, for example the initial values \( x_i(1), i = 1, \ldots, n \), the communication graph \( G \), and the total number of nodes \( n \). Our goal is to design protocols with fast convergence times and to exploit them in some of the application areas which rely on consensus, namely in distributed optimization, formation control, and leader-following.

1.1. Previous work on convergence time of average consensus. This question of understanding the convergence time of consensus schemes has received considerable attention. A number of papers studied the convergence speed of discrete-time (not necessarily average) consensus for a wide class of updates over time-varying directed graphs; see [52, 10, 10, 9, 8, 10, 13, 12, 50]. The worst-case bounds on convergence times derived in these papers tended to scale exponentially in \( n \); that is, the time until every node was within some small \( \epsilon \) of \( \bar{x} \) could grow exponentially in the total number of nodes.

The first convergence time which was always polynomial was obtained in [66], where a protocol was proposed with time \( O(n^2 \log(n)||x(1) - \bar{x}||_2/\epsilon)) \) until every node was within \( \epsilon \) of the average \( \bar{x} \) on any connected undirected graph \( G \). In fact, this cubic convergence time was shown for time-varying graph sequences which satisfied a long-term connectivity condition. A better analysis of the same protocol in [74] obtained an improved quadratic convergence time of \( O(n^2 \log(n)||x(1) - \bar{x}||_2/\epsilon)) \) in the same setting.
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The above convergence times were obtained via consensus protocols where each node updated by setting $x_i(t+1)$ to some convex combination of its own value $x_i(t)$ and the values $x_j(t)$ of its neighbors. A parallel line of research considered using memory to speed up the convergence time of consensus schemes, specifically by setting $x_i(t+1)$ to be a linear combination of $x_i(t), x_i(t-1)$ and the values of the neighbors $x_j(t), x_j(t-1)$. Within the context of distributed computation, the first paper to make use of this insight was [55] which applied it to design load-balancing protocols by a communicating network of processors in the mid-90s. Within the context of consensus, the first paper to make use of this idea was [14] with later literature in [45, 16, 46, 6, 67, 18, 39, 38, 28, 75] exploring methods of this type.

Unfortunately, much of the literature on the subject has update rules depending on the eigenvalues of the graph and thus effectively requiring all the nodes to know the graph $G$. Furthermore, none of the consensus protocols which used memory were able to rigorously improve on the worst-case quadratic convergence time for consensus from [57] in the worst case.

On the other hand, moving away from simple schemes where nodes take linear combinations at each step does allow one to speed up convergence time. For example, [87] demonstrated that if nodes store the values they have received in the past and repeatedly compute ranks and kernels of matrices which could be $\Omega(n)\times\Omega(n)$, then each node can compute the consensus value in linear time. Of course, a downside of such schemes is that they are more computationally intensive than the earlier protocols for average consensus which updated at each step by taking convex combinations. A related observation is that additional knowledge about the graph on the part of many nodes can lead to fast convergence times in many cases, see e.g., [56, 31, 26].

On the other hand, linear and finite convergence times can be achieved in any undirected graph by designating one node as the leader and sending all the values to the leader along a spanning tree; the leader can then compute the answer and forward the result back along the same spanning tree. Note that electing a leader and building a spanning tree with the leader as the root can be done in a randomized distributed way in essentially as many iterations as the graph diameter with high probability; see [1] for precise technical statements. Moreover, such schemes could be made quite lightweight if each node forwards only an average of the values in its subtree as well as the number of nodes on which this average is based. We refer the reader to [69, 68] for schemes along these lines which additionally optimize the number of messages exchanged in the network. However, schemes based on these ideas stop working altogether if the communication graphs are arbitrarily time-varying. By contrast, consensus schemes relying on distributed interactions with nearest neighbors, such as the ones we study in this paper, are more robust to unpredictable graph changes.

1.2. Distributed optimization of an average of convex functions. We will devote a large fraction of this paper to studying a generalization of the average consensus problem which is central within the field of decentralized optimization: there are $n$ nodes in an undirected, connected graph, with node $i$ being the only node which knows the convex function $f_i : \mathbb{R} \to \mathbb{R}$, and the nodes desire to collectively agree on a minimizer of the average function $f(\theta) = (1/n) \sum_{i=1}^{n} f_i(\theta)$.

That is, we would like each node $i$ to maintain a state variable $\theta_i(t)$, updated through interactions with neighbors in some graph $G$ and evaluations of gradients of its convex function $f_i(\theta)$, such that all the $\theta_i(t)$ asymptotically approach the same minimizer of $f(\theta)$. Note that if we set $f_i(\theta) = (\theta - \theta_i)^2$ for some collection of numbers $\theta_1, \ldots, \theta_n$, the optimal solution of the decentralized optimization problem is simply the average of the numbers $\theta_1, \ldots, \theta_n$. Thus this problem contains average consensus as a special case.

A number of problems can be cast within the framework of distributed optimization. For example, if $f_i(\theta) = |\theta - \theta_i|$, then the optimal solution is the median of the numbers $\theta_1, \ldots, \theta_n$. For specific application areas where this problem appears, we mention robust statistical inference [70], non-autonomous power control [72], network resource allocation [7], distributed message routing [60], and spectrum access coordination [49].

The first rigorous analysis of this problem was given in [58] and the problem has received considerable attention in recent years due its repeated appearance throughout distributed computing and multi-agent control; we mention [58, 59, 52, 70, 72, 42, 41, 79, 81, 80, 84, 34, 35, 8, 51, 37, 76, 17], among many others.

Indeed, the amount of work on this problem is so vast that we do not attempt a general overview, and
only discuss previous work on convergence times which is our main focus. For this problem, convergence time is often defined to be the number of updates until the objective is within $\epsilon$ of its value at the minimizer(s). Focusing on algorithms which assume that, at every step, every node $i$ can query the subgradient of the function $f_i(\cdot)$, and assuming only that the functions are convex, the protocol with the best known convergence time was proposed in [71] (building on the previous paper [58]). Under the assumptions that (i) every node begins with an initial condition within a ball of fixed size of some optimizer $w^*$ (ii) the subgradients of all $f_i(\theta)$ are at most $L$ in absolute value, we have that optimizing the step-size bounds in [71] yields an $O(L^2 n^4/\epsilon^2)$ time until the objective is within $\epsilon$ of its optimal value. We also mention the follow-up paper [23] which showed some improvements on the convergence rates of [71] for many specific graphs under the stronger assumption that each node knows the spectral gap of the graph.

We note that better convergence rates are available under stronger assumptions. For example, under the assumption that the functions $f_i(\cdot)$ are strongly convex, a geometrically convergent algorithm was given in [70]. Moreover, under the assumption that, at each step, every node $i$ can compute a minimizer of $f_i(\theta)$ plus a quadratic function, further improved rates have been derived. For example, a distributed version of the Alternating Direction Method of Multipliers (ADMM) relying on such updates was analyzed in [34] and [51]. The former paper showed $O(1/\epsilon)$ time until the objective is within an $\epsilon$ of its optimal value under only the assumption of convexity on the functions $f_i(\cdot)$; the latter two papers showed geometric $O(\log 1/\epsilon)$ convergence under strong convexity. Finally, the recent preprint [57] studies how geometric convergence time of the ADMM for strongly convex function depends on the network parameters and the condition numbers of the underlying functions.

1.3. Our results and the structure of this paper. Under the assumption that the graph $G$ is undirected and connected, and under the further assumption that there is an upper bound $U$ on the number of nodes $n$ which is within a constant multiplicative factor of $n$ and known to all the nodes,\footnote{Specifically, to obtain linear convergence time we will need $cn \geq U \geq n$ to hold, where $c$ is some constant independent of $n$.} we provide a protocol whose convergence time scales linearly with the number of nodes $n$.

This is an improvement over the previously best-known scaling, which was quadratic in $n$ [57]; however, note that our result here is established under a stronger assumption, namely the nodes knowing the upper bound $U$.

This additional assumption is satisfied if, for example, the total number of agents is known. More broadly, the availability of such a $U$ only requires the nodes to know roughly the total number of nodes in the system, and will be satisfied whenever reasonable bounds on network size are available. For example, consider the scenario when the system starts with a fixed and known number of nodes $n_0$ and where nodes may drop out of the network due to faults. In such a setting, it would take over 80% of the nodes to fail before $n_0$ would cease to be a multiplicative-factor-of-five approximation to the total number of nodes. Similar statements can be made in more complex scenarios, for example when nodes are allowed to both join and leave the system.

Besides the result on average consensus, this paper has three other contributions. Most prominently, we provide a new protocol for the problem of distributed optimization of an average of (possibly nondifferentiable) scalar convex functions, and show that, under appropriate technical assumptions, its convergence time is $O(n/\epsilon^2)$. This convergence time follows as a consequence of our result on linear time average consensus. Recalling our discussion in Section 1.2 the best previous comparable convergence time was $O(n^4/\epsilon^2)$. However, once again our improved convergence time is established under a stronger assumption, namely the nodes knowing the bound $U$.

Finally, we will also discuss the problems of formation control from offset measurements and leader-following, to be formally defined later within the body of the paper. For both of these problems, we will show that protocols with linear convergence times can be given as a consequence of our result on linear time consensus.

We now outline the remainder of this paper. Section 2 is dedicated to stating and proving our result on linear time consensus as well as to a discussion of some of its variations. Section 3 is dedicated to the problem...
of decentralized optimization of an average of convex functions. Section 3 formally describes the problems of formation control from offset measurements and leader-following and proposes protocols for these problems with a linear convergence time. Section 5 contains some simulations and the conclusion of the paper may be found in Section 6.

1.4. Notation. We will use the shorthand \([n]\) to denote the set \(\{1, \ldots, n\}\). We use the standard notation \(N(i)\) to denote the set of neighbors of node \(i\) in \(G\); note that in contrast to some of the papers on the subject, we will assume \(i \notin N(i)\) for all \(i\). The degree of node \(i\) is denoted by \(d(i)\). We follow the convention of bolding vectors while scalars remain unbolded. Thus the \(i\)th coordinate of a vector \(x \in \mathbb{R}^n\) is denoted by \(x_i\). We will also sometimes use \([x]_i\) to denote the same \(i\)th coordinate, and similarly \([A]_{i,j}\) will be used to denote the \(i, j\)th entry of the matrix \(A\). For a vector \(x\), the notation \([x]_{1:k}\) denotes the vector in \(\mathbb{R}^k\) obtained by taking the first \(k\) coordinates of \(x\). The symbol \(1\) stands for the all-ones vector.

2. Linear time consensus. The purpose of this section is to propose a new protocol for the average consensus problem and to prove this protocol has convergence which is linear in the number of nodes in the network. We start with a description of the protocol itself.

2.1. The protocol. Each node \(i\) in a fixed undirected graph \(G\) maintains the variables \(x_i(t), y_i(t)\) initialized as \(y_i(1) = x_i(1)\) and updated as:

\[
y_i(t+1) = x_i(t) + \frac{1}{2} \sum_{j \in N(i)} \frac{x_j(t) - x_i(t)}{\max(d(i), d(j))}
\]

\[
x_i(t+1) = y_i(t+1) + \left(1 - \frac{2}{9U+1}\right) (y_i(t+1) - y_i(t)) \tag{2.1}
\]

where \(N(i)\) is the set of neighbors of node \(i\) in \(G\) and \(d(i)\) is the degree of node \(i\). As previously discussed, \(U\) can be any number that satisfies \(U \geq n\), where \(n\) is the number of nodes.

Before discussing our results, let us briefly describe some intuition for this protocol. Observe that the first line above is a form of the usual consensus update where \(y_i(t+1)\) is set to a convex combination of \(x_i(t)\) and \(x_j(t)\) for neighbors \(j\) of \(i\). Note, however, that nodes \(i\) and \(j\) place a weight on each other’s values inversely proportional to the larger of their degrees. This is a variation on so-called Metropolis weights, first introduced in [80]; informally speaking, placing smaller weights on neighbors with high degree tends to make highly connected cliques of nodes less resistant to changing their values and speeds up convergence time.

The second line of the protocol performs an extrapolation step by setting \(x_i(t+1)\) to be a linear combination of \(y_i(t+1)\) and the previous value \(y_i(t)\); speaking informally once again, this linear combination has the effect of adding “momentum” by “pushing” \(x_i(t+1)\) in the direction of the difference of iterates \(y_i(t+1) - y_i(t)\). There is no intuitive explanation (as far as we know) for why the addition of such a momentum term speeds up linear iterations, although non-intuitive proofs of speed-up due to the addition of momentum terms are available in many contexts – see, for example, the references discussed in Section 1.1.

2.2. Convergence time. We now state our convergence time result.

**Theorem 2.1.** Suppose each node in an undirected connected graph \(G\) implements the update of Eq. (2.1). If \(U \geq n\) then we have

\[
||y(t) - \overline{y}1||_2^2 \leq 2 \left(1 - \frac{1}{9U}\right)^{t-1} ||y(1) - \overline{y}1||_2^2.
\]

Note that under the assumption that \(U\) is in fact within a constant multiplicative factor of \(n\), this implies an \(O(n \ln (||y(1) - \overline{y}1||_2^2/\epsilon))\) convergence time until \(||y(t) - \overline{y}1||_2\) is below \(\epsilon\), which is the linear scaling of the title of this paper. Note that since the infinity-norm of a vector is upper bounded by the two-norm, we have that \(||y(t) - \overline{y}1||_\infty\) is below \(\epsilon\) after this many iterations as well. In a sense, this convergence time is close to
optimal, since a graph of $n$ nodes may have diameter $n - 1$, implying that a consensus protocol which brings all nodes close to the average in fewer than $n - 1$ steps is not possible.

**2.3. Proof of linear convergence time.** The remainder of this section is dedicated to proving Theorem 2.1. We begin by introducing some additional notation.

Recall that there is a fixed, undirected connected graph $G = ([n], E)$. We define the Metropolis matrix $M$ to be the unique stochastic matrix with off-diagonal entries

$$[M]_{ij} = \begin{cases} \frac{1}{\max(d(i),d(j))} & \text{if } (i,j) \in E, \\ 0 & \text{if } (i,j) \notin E. \end{cases}$$

Note that the above equation specifies all the off-diagonal entries of $M$, which uniquely define the diagonal entries due to the requirement that $M$ be stochastic. Furthermore, we define the lazy Metropolis matrix $M'$ as

$$M' = \frac{1}{2}I + \frac{1}{2}M,$$

where $I$ is the $n \times n$ identity matrix. Note that $M'$ is stochastic, symmetric, and diagonally dominant. By stochasticity, its largest eigenvalue is 1, and diagonal dominance implies that all of its eigenvalues are nonnegative. We will use $\lambda_2(M')$ to denote the second-largest eigenvalue of $M'$.

Finally, given a Markov chain with probability transition matrix $P$, the hitting time $H_P(i \to j)$ is defined to be the expected number of steps until the chain reaches $j$ starting from $i$. Naturally, $H_P(i \to i) = 0$ for all $i \in [n]$. A vector is called stochastic if its entries are nonnegative and add up to 1. The total variation distance between two stochastic vectors $p, q$ of the same size is defined to be $||p - q||_{TV} = (1/2)||p - q||_1$.

Given a Markov chain $P$ with stationary distribution $\pi$, the mixing time $t_{mix}(P, \epsilon)$ is defined to be the smallest $t$ such that for all stochastic vectors $p_0$,

$$||p_0^T P^t - \pi||_{TV} \leq \epsilon$$

With these definitions in place we now proceed to our first lemma, which states that the lazy Metropolis chain has an eigenvalue gap which is at least quadratic in $1/n$.

**Lemma 2.2.**

$$\lambda_2(M') < 1 - \frac{1}{71n^2}$$

**Proof.** Our starting point is the following result, proved in [62]:

$$\max_{i,j \in [n]} H_M(i \to j) \leq 6n^2$$

Each step in the lazy Metropolis chain $M'$ may be viewed as a step in $M$ after a waiting time which is geometrically distributed with parameter $1/2$. It follows that all hitting times in $M'$ are at most double the hitting times in $M$ and therefore

$$\max_{i,j \in [n]} H_{M'}(i \to j) \leq 12n^2$$

We next make use of the fact that for diagonally dominant reversible Markov chains the mixing time can be bounded in terms of hitting time; more precisely, Eq. (10.23) in [48] says that for any reversible Markov chain $P$ with stationary distribution $\pi$ such that $|P|_{ii} \geq 1/2$,

$$t_{mix}\left(P, \frac{1}{4}\right) \leq 2\max_{j \in [n]} \sum_{i \in [n]} \pi_i H(i \to j) + 1$$
For reasons of convenience, we wish to instead upper bound $t_{\text{mix}}(P, 1/8)$. Following the proof in [48] yields the inequality

$$t_{\text{mix}}\left(P, \frac{1}{8}\right) \leq 8 \max_{i,j \in [n]} \sum_{i \in [n]} \pi_i H(i \to j) + 1$$

Since $\sum_{i=1}^{n} \pi_i = 1$, this implies

$$t_{\text{mix}}\left(P, \frac{1}{8}\right) \leq 8 \max_{i,j \in [n]} H(i \to j) + 1$$

It therefore follows that the lazy Metropolis walk (which is clearly reversible, since $M'$ is a symmetric matrix) satisfies

$$t_{\text{mix}}\left(M', \frac{1}{8}\right) \leq 96n^2 + 1 < 97n^2$$

The strict inequality above follows immediately when $n > 1$ and holds automatically when $n = 1$. Finally, the distance between $\lambda_2(M')$ and 1 can be upper bounded by the mixing time; indeed, Eq. (12.12) in [48] implies

$$t_{\text{mix}}\left(M', \frac{1}{8}\right) \geq \left(\frac{1}{1 - \lambda_2(M')} - 1\right) \ln 4$$

which in turn implies

$$\frac{1}{1 - \lambda_2(M')} < 71n^2$$

which implies the statement of the current lemma.

We now shift gears and consider the family of matrices

$$B(\lambda) = \begin{bmatrix} \alpha \lambda & -(\alpha - 1) \lambda \\ 1 & 0 \end{bmatrix}$$

where $\alpha = 2 - 2/(9U + 1)$. Note that since $U \geq n \geq 1$ we have that $\alpha \in (1, 2)$. Although this appears unmotivated at first glance, the following lemma explains why these matrices are of interest to us.

Lemma 2.3. Let $1 = \lambda_1, \ldots, \lambda_n$ be the eigenvalues of $M'$ and let $Q$ be an orthogonal matrix whose $i$'th column is an eigenvector corresponding to $\lambda_i$. Let us adopt the convention that $y(0) = y(1)$ and consider the change of coordinates $z(t) = Q^T y(t)$. We have that

$$\begin{bmatrix} z_i(t+1) \\ z_i(t) \end{bmatrix} = B(\lambda_i) \begin{bmatrix} z_i(t) \\ z_i(t-1) \end{bmatrix}$$

Proof. Indeed,

$$y(t+1) = M'x(t) = M' \left( y(t) + \left( 1 - \frac{2}{9U+1} \right) (y(t) - y(t-1)) \right) = \alpha M' y(t) - (\alpha - 1) M' y(t-1)$$

so that

$$\begin{bmatrix} y(t+1) \\ y(t) \end{bmatrix} = \begin{bmatrix} \alpha M' & -(\alpha - 1) M' \\ I & 0 \end{bmatrix} \begin{bmatrix} y(t) \\ y(t-1) \end{bmatrix}$$
It follows that
\[
\begin{bmatrix}
    z(t+1) \\
    z(t)
\end{bmatrix} =
\begin{bmatrix}
    Q^T & 0 \\
    0 & Q^T
\end{bmatrix}
\begin{bmatrix}
    \alpha M' & - (\alpha - 1) M' \\
    I & 0
\end{bmatrix}
\begin{bmatrix}
    Q & 0 \\
    0 & Q
\end{bmatrix}
\begin{bmatrix}
    z(t) \\
    z(t-1)
\end{bmatrix}
\]

Letting \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \), we may write this as
\[
\begin{bmatrix}
    z(t+1) \\
    z(t)
\end{bmatrix} =
\begin{bmatrix}
    \alpha \Lambda & - (\alpha - 1) \Lambda \\
    I & 0
\end{bmatrix}
\begin{bmatrix}
    z(t) \\
    z(t-1)
\end{bmatrix}
\]

This is equivalent to the statement of this lemma.

In other words, this lemma shows that our update iteration of Eq. (2.1) can be viewed in terms of multiplication by \( B(\lambda_i) \) once we switch coordinates from \( y(t) \) to \( z(t) \). The next lemma relates the distance to the desired final limit \( \pi 1 \) in the new coordinates.

**Lemma 2.4.**
\[
||y(t) - \pi 1||_2^2 = \sum_{i=2}^{n} z_i^2(t)
\]

**Proof.** Indeed, since \( U \) is orthogonal,
\[
||y(t) - \pi 1||_2^2 = ||U^T y(t) - U^T \pi 1||_2 = ||z(t) - \sqrt{n} \pi e_1||_2^2
\]

where the last equality follows from the fact that the first row of \( U^T \) is \((1/\sqrt{n}) 1\) and all other rows of \( U^T \) are orthogonal to \( 1 \). However, the first element of \( z(t) \) is \((1/\sqrt{n}) 1^T y(t) = \sqrt{n} \pi \) which immediately implies the lemma.

The next lemma is the key point of the analysis: it shows that multiplication by \( B(\lambda_i) \) converges to zero at a rate which is geometric with constant \( 1 - 1/(9U) \) for any eigenvalue \( \lambda_i \) of \( M' \). Our main result, Theorem 2.1, will follow straightforwardly from this lemma.

**Lemma 2.5.** Suppose \( U \geq n \). If \( \lambda_i \neq 1 \) is an eigenvalue of \( M' \), \( r \) is some real number, and \( q(t) = (B(\lambda_i))^{t-1} \begin{bmatrix} r \\ r \end{bmatrix} \). Then
\[
q_2^2(t) \leq 2 r^2 \left( 1 - \frac{1}{9U} \right)^{t-1}.
\]

As we have already mentioned, once this lemma has been established the proof of Theorem 2.1 will be immediate by putting together the results we have already obtained. Indeed, observe that Lemma 2.3 showed that after changing coordinates to \( z(t) \), our algorithm corresponds to multiplying \( z_i(t) \) by \( B(\lambda_i) \); and Lemma 2.4 showed that distance between \( y(t) \) and the final limit \( \pi 1 \) is exactly \( \sum_{i\geq2} z_i^2(t) \). It remains to bound the rate at which the process of repeated multiplication by \( B(\lambda_i) \) converges to zero and that is precisely what Lemma 2.5 does.

It is possible to prove Lemma 2.5 by explicitly diagonalizing \( B(\lambda) \) as a function of \( \lambda \), but this turns out to be somewhat cumbersome. A shortcut is to rely on a classic result of Nesterov on accelerated gradient descent, stated next.

**Theorem 2.6 (Nesterov, [61]).** Suppose \( f : \mathbb{R}^n \to \mathbb{R} \) is a \( \mu \)-strongly convex function, meaning that for all \( \mathbf{x}, \mathbf{y} \in \mathbb{R}^n \),
\[
f(\mathbf{w}) \geq f(\mathbf{u}) + f'(\mathbf{u})^T(\mathbf{w} - \mathbf{u}) + \frac{\mu}{2}||\mathbf{w} - \mathbf{u}||_2^2
\]

(2.2)
Suppose further that \( f \) is differentiable everywhere and its gradient has Lipschitz constant \( L \), i.e.,

\[
||f'(w) - f'(u)||_2 \leq L||w - u||_2
\]

Then \( f \) has a unique global minimum; call it \( u^* \). We then have that the update

\[
w(t+1) = u(t) - \frac{1}{L} f'(u(t))
\]

\[
u(t+1) = w(t+1) + \left( 1 - \frac{2}{\sqrt{Q} + 1} \right) (w(t+1) - w(t))
\]

initialized at \( w(1) = u(1) \) with \( Q = L/\mu \) has the associated convergence time bound

\[
f(w(t)) - f(u^*) \leq \left( 1 - \frac{1}{\sqrt{Q}} \right)^{t-1} \left( f(w(1)) + \frac{\mu}{2} ||w(1) - u^*||^2 - f(u^*) \right)
\]

The theorem is an amalgamation of several facts from Chapter 2.2 of [61] and is taken from [11]. We can appeal to it to give a reasonably quick proof of Lemma 2.5.

Proof. [Proof of Lemma 2.5] We first write the iteration of multiplication by \( B(\lambda) \) in terms of accelerated gradient descent. Indeed, consider the function \( g(x) = (1/2)x^2 \) and let \( \lambda \) be any nonprincipal eigenvalue of \( M' \). Observe that the derivative of \( g(x) \) is 1-Lipschitz and therefore, using the fact that \( \lambda \in [0, 1) \), we obtain that the gradient of \( g(x) \) is \( L \)-Lipschitz for \( L = \frac{1}{1-\lambda} \). Furthermore, \( g(x) \) is 1-strongly convex, and is consequently \( \mu \)-strongly convex for any \( \mu \in (0, 1] \). Let us choose \( \mu = 1/(81U^2(1-\lambda)) \) which works since by Lemma 2.2,

\[
\mu \leq \frac{71}{81 U^2} \leq 1
\]

and therefore \( g(x) \) is \( \mu \)-strongly convex.

For these choices of \( L \) and \( \mu \), the parameter \( Q = L/\mu \) equals

\[
Q = \frac{1}{(1-\lambda)\mu} = 81U^2
\]

and the accelerated gradient descent iteration on \( g(x) \) takes the form

\[
w(t+1) = u(t) - \frac{1}{1/(1-\lambda)} w(t)
\]

\[
u(t+1) = \left( 2 - \frac{2}{\sqrt{Q} + 1} \right) w(t+1) - \left( 1 - \frac{2}{\sqrt{Q} + 1} \right) w(t)
\]

This may be rewritten as

\[
w(t+1) = \lambda u(t)
\]

\[
u(t+1) = \left( 2 - \frac{2}{9U + 1} \right) w(t+1) - \left( 1 - \frac{2}{9U + 1} \right) w(t)
\]

Adopting the convention that \( w(0) = w(1) \), we can write

\[
w(t+1) = \lambda u(t) = \lambda \left( \left( 2 - \frac{2}{9U + 1} \right) w(t) - \left( 1 - \frac{2}{9U + 1} \right) w(t-1) \right).
\]

In matrix form, we have

\[
\begin{bmatrix}
  w(t+1) \\
  w(t)
\end{bmatrix} = B(\lambda) \begin{bmatrix}
  w(t) \\
  w(t-1)
\end{bmatrix},
\]
so that

\[
\begin{bmatrix}
    w(t) \\
    w(t-1)
\end{bmatrix} = \left( B(\lambda) \right)^{t-1} \begin{bmatrix}
    w(1) \\
    w(0)
\end{bmatrix}.
\]

Thus by Theorem 2.6, we have that

\[
\frac{1}{2} w^2(t) \leq \left( 1 - \frac{1}{9U} \right)^{t-1} \left( \frac{1}{2} w^2(1) + \frac{\mu}{2} w^2(1) \right)
\]

which implies the statement of the lemma. \[\square\]

With these results established, we now turn to proof of Theorem 2.1. As we have already mentioned, this just involved putting the previous lemmas together.

**Proof.** [Proof of Theorem 2.1] Indeed,

\[
||y(t) - \pi 1||_2^2 = \sum_{i=2}^{n} z_i^2(t) \leq 2 \left( 1 - \frac{1}{9U} \right)^{t-1} \sum_{i=2}^{n} z_i^2(1) = 2 \left( 1 - \frac{1}{9U} \right)^{t-1} ||y(1) - \pi 1||_2^2
\]

where the first line used Lemma 2.4 and second line used both Lemma 2.3 and Lemma 2.5. This proves the theorem. \[\square\]

### 2.4. Two-dimensional grids and geometric random graphs

We now make the observation that the convergence rate of Theorem 2.1 can be considerably improved for two classes of graphs which often appear in practice, namely two-dimensional grids and geometric random graphs.

A 2D grid is the graph on \(n_k^2\) nodes where each node is associated with a coordinate \((i,j)\) where \(i\) and \(j\) are integers between 1 and \(k\). Two nodes \((i,j)\) and \((i',j')\) and connected by an edge if and only if \(|i - i'| + |j - j'| = 1\).

A geometric random graph \(G(n,r)\) is formed by placing \(n\) nodes at uniformly random positions in the square \([0,1]^2\) and putting an edge between two nodes if and only if the Euclidean distance between them is at most \(r\). It is known that if the connectivity radius \(r\) satisfies \(r^2 \geq c(\log n)/n\) for some (known) constant \(c\), then the geometric random graph will be connected with high probability. \[\text{[4]}\]

Both grids and geometric random graphs are appealing models for distributed systems. Neither one has any links that are “long range.” Whereas an Erdos-Renyi random graph will have much more favorable connectivity properties, it is challenging to use it as a blueprint for, say, a layout of processors, since regardless of where the nodes are placed there will be links between processors which are not geographically close. Grids and geometric random graphs do not have this problem. Moreover, we further note that geometric random graphs are a common model of wireless networks (see e.g., \[\text{[43]}\]).

In this section, we state and sketch the proof of a proposition which shows that a version of Eq. (2.1) will have convergence time which scales essentially as the square root of the number of nodes in grids and geometric random graphs. Intuitively, both of these graph classes have diameters which are substantially less than \(n\), and consequently an improvement of the worst-case convergence time is possible.

**Proposition 2.7.** Consider the update rule

\[
y_i(t+1) = x_i(t) + \frac{1}{2} \sum_{j \in N(i)} \frac{x_j(t) - x_i(t)}{ \max(d(i), d(j))} \\
x_i(t+1) = y_i(t+1) + (1 - \gamma) (y_i(t+1) - y_i(t))
\]

and fix \(U \geq n\). There is a choice of \(\gamma = \Theta \left( \frac{1}{\sqrt{U \log U}} \right)\) such that if \(G\) is a grid on \(n\) nodes, then

\[
||y(t) - \pi 1||_2^2 \leq 2 \left( 1 - \gamma \right)^{t-1} ||y(1) - \pi 1||_2^2
\]

\[\text{[2]}

We follow the usual convention of saying that a statement about graphs with \(n\) nodes holds with high probability if the probability of it holding approaches 1 as \(n \to \infty\).
Moreover, if $G$ is a geometric random graph $G(n, r)$ with $r^2 \geq \frac{8c \log n}{n}$ where $c > 1$, then with high probability we have that Eq. \((2.3)\) holds for all $t \geq 1$.

Note that under the assumption that $U$ is within a constant factor of $n$, the above proposition gives a convergence time of $O(\sqrt{n \log n} \ln (|y(1) - \varpi_1||_2/\epsilon))$ until $\|y(t) - \varpi_1\|_2$ is at most $\epsilon$.

Proof. [Proof sketch of Proposition \(2.7\)] The proof parallels the proof of Theorem \(2.1\) and we only sketch it here. The key point is that our starting point for the proof of Theorem \(2.1\) was the bound $H_M(i, j) \leq 6n^2$, proved in \[62\]; however, in both the grid and the geometric random graph the better bound $H_M(i, j) \leq O(n \log n)$, is available. In the 2D grid, this can be obtained by putting together the arguments of Propositions 9.16 and 10.6 of \[48\]. For the geometric random graph under the assumed lower bound on $r$, this is true with high probability as a consequence of Theorem 1 of \[4\].

The rest of the argument simply reprises verbatim the proof of Theorem \(2.1\). Indeed, the argument of Lemma \(2.2\) repeated verbatim now leads to the estimate $\lambda_g(M') \leq 1 - 1/\Omega(n \log n)$. We then proceed as before until reaching Lemma \(2.3\) when instead of taking $\mu = 1/((1 - \lambda)81U^2)$ we take $\mu = 1/((1 - \lambda)\Theta(U \log U))$. This leads to a value of $Q = L/\mu = \Theta(U \log U)$ and consequently $\sqrt{Q} = \Theta(\sqrt{U \log U})$. Application of Nesterov’s Theorem \(2.6\) then proves the current proposition. \(\square\)

3. Linear Time Decentralized Optimization. In this section, we describe how we can use the convergence time result of Theorem \(2.1\) to design a linear time protocol for the decentralized optimization problem

$$\min_{\theta \in \mathbb{R}} \frac{1}{n} \sum_{i=1}^{n} f_i(\theta),$$

in the setting when only node $i$ in an undirected connected graph $G$ knows the convex function $f_i(\cdot)$. The goal is for every node to maintain a variable, updated using a distributed algorithm, and these variables should all converge to the same minimizer of the above optimization problem.

This problem goes by the name of distributed optimization or decentralized optimization, following \[58\] which provided the first rigorous analysis of it. More sophisticated versions have been studied, for example by introducing constraints at each node or couplings between nodes in the objective, but here we will restrict our analysis to the version above.

3.1. The protocol. Each node $i$ in the fixed, undirected graph $G$ starts with initial state $x_i(1)$, and besides maintaining the variable $x_i(t)$, it maintains two extra variables $z_i(t)$ and $y_i(t)$. Both $z_i(1)$ and $y_i(1)$ are initialized to $x_i(1)$, and the variables are updated as

$$y_i(t + 1) = x_i(t) + \sum_{j \in N(i)} \frac{x_j(t) - x_i(t)}{\max(d(i), d(j))} - \beta g_i(t),$$

$$z_i(t + 1) = y_i(t) - \beta g_i(t),$$

$$x_i(t + 1) = y_i(t + 1) + \left(1 - \frac{2}{9U + 1}\right) (y_i(t + 1) - z_i(t + 1)), \quad (3.1)$$

where $g_i(t)$ is the subgradient of $f_i(\theta)$ at $\theta = y_i(t)$ and $\beta$ is a step-size to be chosen later.

We briefly pause to describe the motivation behind this scheme. This method builds on the distributed subgradient method

$$x_i(t + 1) = \sum_{j \in N(i)} a_{ij}(t) x_j(t) - \alpha g_i(t), \quad (3.2)$$

where $[a_{ij}(t)]$ is usually taken to be a doubly stochastic matrix and $g_i(t)$ a subgradient of the function $f_i(\theta)$ at the point $\theta = x_i(t)$. The above method was first rigorously analyzed in \[58\]. Intuitively, every node
takes a subgradient of its own function and these subgradients are then “mixed together” using the standard consensus scheme of multiplication by the doubly stochastic matrices $[a_{ij}(t)]$.

The method of Eq. (3.1) proceeds via the same intuition, only replacing the usual consensus scheme with the linear-time consensus scheme from Section 2. Since the linear time consensus scheme keeps track of two variables, which must be initialized to equal each other, each new subgradient has to enter the update Eq. (3.1) twice, once in the update for $y_i(t + 1)$ and once in the update for $z_i(t + 1)$. As a result, the final scheme has to maintain three variables, rather than the single variable of Eq. (3.2).

### 3.2. Convergence time

We begin by introducing some notation before stating our result on the performance of this scheme. We will use $\mathcal{W}^*$ to denote the set of global minima of $f(\theta)$. We will use the standard hat-notation for a running average, e.g., $\hat{y}_i(t) = (1/t) \sum_{k=1}^{t} y_i(k)$. To measure the convergence speed of our protocol, we introduce two measures of performance. One is the dispersion of a set of points, intuitively measuring how far from each other the points are,

$$\text{Disp}(\theta_1, \ldots, \theta_n) = \frac{1}{n} \sum_{i=1}^{n} |\theta_i - \text{median}(\theta_1, \ldots, \theta_n)|.$$  

The other is the “error” corresponding to the function $f(\theta) = (1/n) \sum_{i=1}^{n} f_i(\theta)$, namely

$$\text{Err}(\theta_1, \ldots, \theta_n) = \left(\frac{1}{n} \sum_{i=1}^{n} f_i(\theta_i)\right) - f(w^*),$$

where $w^*$ is any point in the optimal set $\mathcal{W}^*$. Note that to define $\text{Err}(\theta_1, \ldots, \theta_n)$ we need to assume that the set of global minima $\mathcal{W}^*$ is nonempty. For the remainder of this section, we will assume in this section that $x(t), y(t), z(t)$ are generated according to Eq. (3.1).

With these definitions in place, we have the following theorem on the convergence time of the method of Eq. (3.1).

**Theorem 3.1.** Suppose that $U \geq n$ and $U = \Theta(n)$, that $w^*$ is a point in $\mathcal{W}^*$, and that the absolute value of all the subgradients of all $f_i(\theta)$ is bounded by some constant $L$. If every node in an undirected connected graph $G$ implements the update of Eq. (3.1) with the step-size $\beta = \frac{1}{L\sqrt{U}}$, we then have

$$\text{Disp}(\hat{y}_1(T), \ldots, \hat{y}_n(T)) = O\left(\sqrt[4]{\frac{n}{T}} \left(\frac{\|y(1) - \mathbb{1}\|_2}{\sqrt{T}} + 1\right)\right)$$

(3.3)

$$\text{Err}(\hat{y}_1(T), \ldots, \hat{y}_n(T)) = O\left(L\sqrt{\frac{n}{T}} \left(\frac{\|y(1) - \mathbb{1}\|_2}{\sqrt{T}} + 1 + (x - w^*)^2\right)\right)$$

(3.4)

Note that the time it takes for the bounds of Theorem 3.1 to shrink below $\epsilon$ scales as $O(n/\epsilon^2)$ with $n$ and $\epsilon$, which is an improvement of the previously best $O(n^4/\epsilon^4)$ scaling from [71]. However, as we remarked in the introduction, Theorem 3.1 is for a fixed undirected interconnection graph, whereas the previous analyses of the distributed subgradient method as in [58] [71] worked for time-varying undirected graphs satisfying a long-term connectivity condition. Furthermore, Theorem 3.1 requires all nodes knowing the same upper bound $U$ which is within a constant factor of the total number of nodes in the system, which was not required in [58] [71].

### 3.3. Proof of linear convergence time

The remainder of this section is dedicated to the proof of Theorem 3.1. We briefly outline the underlying intuition. We imagine a fictitious centralized subgradient method which has instant access to all the subgradients $g_i(t)$ obtained at time $t$ and moves towards their average with an appropriately chosen step-size; we show that (i) this subgradient method makes progress towards an optimal solution, despite the fact that the subgradients $g_i(t)$ are all evaluated at different points (ii) the values $y_i(t)$ maintained by each node are not too far from the state of this fictitious subgradient
Putting (i) and (ii) together with the standard analysis of the subgradient method will imply that the values $y_i(t)$ move towards an optimal solution. More specifically, the fictitious subgradient method is described by Lemma 3.8 and the bounds needed in part (ii) are proved in Corollary 3.10.

We now start the formal proof of Theorem 3.1. We begin with some definitions. Our first definition and lemma rewrites the update of Eq. (3.1) in a particularly convenient way.

**Definition 3.2.** Define $q(t) = \begin{bmatrix} y(t) \\ z(t) \end{bmatrix}$

We will use the notation $B$ to denote the matrix $B = \begin{bmatrix} \alpha M' & -(\alpha - 1)M' \\ I & 0 \end{bmatrix}$ where $\alpha = 2 - 2/(9U + 1)$; note that in the previous section this would have been denoted $B(1)$. Finally, we will use $g(t)$ to denote the vector that stacks up the subgradients $g_i(t), i = 1, \ldots, n$.

**Lemma 3.3.** We have that $q(t + 1) = Bq(t) - \beta \begin{bmatrix} g(t) \\ g(t) \end{bmatrix}$

Proof. Indeed,

\begin{align*}
y(t + 1) &= M'x(t) - \beta g(t) = M'(y(t) + (\alpha - 1)(y(t) - z(t))) - \beta g(t) \\
&= \alpha M'y(t) - (\alpha - 1)M'z(t) - \beta g(t)
\end{align*}

while

\begin{align*}
z(t + 1) &= y(t) - \beta g(t).
\end{align*}

Stacking up the last two equations proves the lemma. □

Thus we see that Eq. (3.5) is a very compact way of summarizing our protocol. Inspecting this equation, it is natural to suppose that analysis of the properties of multiplication by the matrix $B$ will turn out to be essential. Indeed, the following definitions and lemma in fact describes the action of multiplication by $B$ on a specific kind of vector in $\mathbb{R}^{2n}$.

**Definition 3.4.** We define $\mathcal{U}(\gamma)$ be the set of vectors $w \in \mathbb{R}^{2n}$ of the form $w = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix}$ such that $1^T w_1 = 1^T w_2 = \gamma$.

**Definition 3.5.** For simplicity of notation, we introduce the shorthand $\eta = 1 - \frac{1}{9U}$.

**Lemma 3.6.** $B$ maps each $\mathcal{U}(\gamma)$ into itself and, for each $t$, the entries of the three vectors $x(t), y(t), z(t)$ have the same mean. Moreover, if $u$ is a vector in $\mathbb{R}^{2n}$ of the form $u = \begin{bmatrix} w \\ w \end{bmatrix}$ then assuming $U \geq n$ we have

$$\left\| B^k u \right\|_2 \leq 2\eta^k \left\| w \right\|_2$$

Proof. To argue that $B$ maps $\mathcal{U}(\gamma)$ into itself observe that

$$B \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} \alpha M' w_1 - (\alpha - 1)M' w_2 \\ w_1 \end{bmatrix}$$
and the conclusion follows from the fact that $1^T M' = 1^T$. To argue that the vectors $x(t), y(t), z(t)$ have the same mean observe that this is true at time $t = 1$ since we initialize $y(1) = z(1) = x(1)$. For $t > 1$, observe that Eq. (3.5) implies $y(t), z(t)$ have the same mean due to the fact that $B$ maps each $U(\gamma)$ into itself. Moreover, this further implies that $x(t)$ has the same mean as $y(t)$ by the third line of Eq. (3.1). This concludes the proof that all $x(t), y(t), z(t)$ have the same mean.

Finally, the first inequality of Eq. (3.6) follows from Theorem 2.1. Indeed, observe that if the vector $p(t) = \begin{bmatrix} y(t) \\ y(t-1) \end{bmatrix}$ is generated via Eq. (2.1) then $p(t+1) = Bp(t)$. Recalling that Eq. (2.1) is preceded by the initialization $y(0) = y(1)$, we may therefore view Theorem 2.1 as providing a bound on the squared distance of $(1^T w/n)1$ for the vectors $B^k \begin{bmatrix} w \\ w \end{bmatrix}$. The second inequality of Eq. (3.6) is trivial. □

Our next definition introduces notation for the average entry of the vector $x(t)$.

**Definition 3.7.** Recall that in the previous section, \( \overline{x} \) referred to the average of the vector $x(0)$, which was also the same as the average of all the vectors $x(t), y(t)$. However, now that $x(t), y(t)$ are instead generated from Eq. (3.1) their average will not be constant over time. Consequently, we define

$$\overline{x}(t) = \frac{1^T x(t)}{n}$$

By the previous lemma, $\overline{x}(t)$ is also the average of the entries of $y(t)$. As before, we will use $\overline{x}$ to denote the initial average $\overline{x} = \overline{x}(1)$.

The following lemma, tracking how the average of the vector $x(t)$ evolves with time, follows now by inspection of Eq. (3.1).

**Lemma 3.8.** The quantity $\overline{x}(t)$ satisfies the following equation

$$\overline{x}(t+1) = \overline{x}(t) - \frac{\beta}{n} \sum_{i=1}^{n} g_i(t)$$

(3.7)

With these preliminary observations out of the way, we now turn to the main part of the analysis. We begin with a lemma which bounds how far the vector $y(t)$ is from the span of the all-ones vector, i.e., bounds which measure the “disagreement” among the $y_i(t)$.

**Lemma 3.9.** Suppose $U \geq n$. Then,

$$||y(t) - \overline{x}(t)1||_2 \leq \beta \left( \sum_{j=1}^{t-1} \sqrt{2}\eta^{(j-1)/2}||g(t-j)||_2 \right) + \sqrt{2}\eta^{(t-1)/2}||y(1) - \overline{x}1||_2$$

**Proof.** Let us introduce the notation $\hat{g}(t) = -\begin{bmatrix} g(t) \\ g(t) \end{bmatrix}$ and $\hat{1} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}$. As a consequence of Eq. (3.5) we then have

$$q(t) = \beta \hat{g}(t-1) + \beta B\hat{g}(t-2) + \cdots + \beta B^{t-2}\hat{g}(1) + B^{t-1}q(1)$$

and using the fact that $B$ maps each $U(\gamma)$ into itself as proved in Lemma 3.6, we have

$$\overline{x}(t)\hat{1} = \beta \sum_{j=1}^{t-1} \frac{-1^T g(t-j)}{n}\hat{1} + \overline{x}(1)\hat{1}$$
Therefore
\[
q(t) - \bar{\pi}(t) \hat{1} = \beta \sum_{j=1}^{t-1} B^{-1} \left( g(t-j) - \frac{1}{n} \left( -1^{T} g(t-j) \hat{1} \right) \right) + B^{-1} \left( q(1) - \bar{\pi}(1) \hat{1} \right),
\]
where we used that \( B \hat{1} = \hat{1} \). By taking the first \( n \) entries of both sides of this equation and applying Lemma 3.6, we obtain the current lemma. \( \square \)

The next corollary makes the bounds of Lemma 3.9 more explicit by explicitly bounding some of the terms appearing in the lemma.

**Corollary 3.10.** Suppose \( U \geq n \) and suppose \( |g_i(t)| \leq L \) for all \( i = 1, \ldots, n \) and \( t = 1, 2, \ldots \). We then have that
\[
\|y(t) - \bar{\pi}(t) 1\|_1 \leq \frac{1}{1 - \sqrt{\eta}} \sqrt{2} \beta Ln + \sqrt{2} n \eta^{(t-1)/2} \|y(1) - \bar{\pi} 1\|_2 \tag{3.8}
\]
and
\[
\sum_{k=1}^{t} \|y(k) - \bar{\pi}(k) 1\|_1 \leq \frac{1}{1 - \sqrt{\eta}} \beta \sqrt{2} L n + \frac{1}{1 - \sqrt{\eta}} \sqrt{2} n \|y(1) - \bar{\pi} 1\|_2 \tag{3.9}
\]
and
\[
\|\hat{y}(t) - \hat{\pi}(t) 1\|_1 \leq \frac{1}{1 - \sqrt{\eta}} \beta \sqrt{2} L n + \frac{1}{1 - \sqrt{\eta}} \sqrt{2} n \|y(1) - \bar{\pi} 1\|_2 \tag{3.10}
\]

**Proof.** First, since \( \|y(t) - \bar{\pi}(t) 1\|_1 \leq \sqrt{n} \|y(t) - \bar{\pi}(t) 1\|_2 \), we have that
\[
\|y(t) - \bar{\pi}(t) 1\|_1 \leq \left( \beta \sqrt{n} \sum_{j=1}^{t-1} \sqrt{2} \eta^{(j-1)/2} \|g(t-j)\|_2 \right) + \sqrt{2} n \eta^{(t-1)/2} \|y(1) - \bar{\pi} 1\|_2
\]
Moreover, since each component of \( g(t-j) \) is at most \( L \) in absolute value by assumption, we have that \( \|g(t-j)\|_2 \leq L \sqrt{n} \). Therefore
\[
\|y(t) - \bar{\pi}(t) 1\|_1 \leq \left( \beta L n \sum_{j=1}^{t-1} \sqrt{2} \eta^{(j-1)/2} \right) + \sqrt{2} n \eta^{(t-1)/2} \|y(1) - \bar{\pi} 1\|_2 \tag{3.11}
\]
Eq. (3.8) now follows from using the formula for a geometric sum. Now replacing \( t \) by \( k \) in Eq. (3.8) and summing up \( k \) from 1 to \( t \), we immediately obtain Eq. (3.9). Finally, using
\[
\|\hat{y}(t) - \hat{\pi}(t) 1\|_1 = \left\| \frac{y(1) + \cdots + y(t)}{t} - \frac{\bar{\pi}(1) + \cdots + \bar{\pi}(t)}{t} 1 \right\|_1 \leq \frac{1}{t} \sum_{k=1}^{t} \|y(k) - \bar{\pi}(k) 1\|_1
\]
we obtain Eq. (3.10). \( \square \)

The following lemma is a key point in our analysis: we bound the error of our protocol after \( T \) steps in terms of the some standard terms appearing in the usual analysis of the subgradient method as well as the “disagreement” among entries of the vectors \( y(t) \) and the averaged vector \( \hat{y}(T) \).

**Lemma 3.11.** Suppose all the subgradients of all \( f_i(\cdot) \) are upper bounded by \( L \) in absolute value. Then, for any \( w \in \mathbb{R} \), we have that
\[
\left( \frac{1}{n} \sum_{i=1}^{n} f_i(\tilde{y}(T)) \right) - f(w) \leq \frac{(\bar{\pi}(1) - w)^2}{2 \beta T} + \frac{\beta L^2}{2} + \frac{2L}{Tn} \sum_{j=1}^{T} ||\bar{\pi}(j) 1 - y(j)||_1 + \frac{L}{n} \|\hat{y}(T) - \hat{\pi}(T) 1\|_1
\]
Proof. Indeed, by Eq. (3.7) we have that
\[
(\bar{x}(t + 1) - w)^2 = (\bar{x}(t) - w)^2 + \beta^2 \frac{n}{n^2} \left( \sum_{i=1}^{n} g_i(t) \right)^2 - 2 \frac{\beta}{n} \left( \sum_{i=1}^{n} g_i(t) \right) (\bar{x}(t) - w)
\]
We also have that
\[
g_i(t)(\bar{x}(t) - w) = g_i(t)(y_i(t) - w) + g_i(t)(\bar{x}(t) - y_i(t))
\geq f_i(y_i(t)) - f_i(w) - L|\bar{x}(t) - y_i(t)|
= f_i(\bar{x}(t)) - f_i(w) + f_i(y_i(t)) - f_i(\bar{x}(t)) - L|\bar{x}(t) - y_i(t)|
\geq f_i(\bar{x}(t)) - f_i(w) - 2L|\bar{x}(t) - y_i(t)|
\]
where the final inequality used that the subgradients of \(f_i\) are bounded by \(L\) in absolute value.
Therefore,
\[
(\bar{x}(t + 1) - w)^2 \leq (\bar{x}(t) - w)^2 + \beta^2 \frac{n}{n^2} n^2 L^2 - 2\beta (f(\bar{x}(t)) - f(w)) + \frac{4L\beta}{n} \sum_{i=1}^{n} |\bar{x}(t) - y_i(t)|
\]
which implies
\[
2\beta (f(\bar{x}(t)) - f(w)) \leq (\bar{x}(t) - w)^2 - (\bar{x}(t + 1) - w)^2 + \beta^2 L^2 + \frac{4L\beta}{n} ||\bar{x}(t)1 - y(t)||_1
\]
and summing up the left-hand side,
\[
2\beta \sum_{j=1}^{T} f(\bar{x}(j)) - f(w) \leq (\bar{x}(1) - w)^2 + \beta^2 L^2 T + \frac{4L\beta}{n} \sum_{j=1}^{T} ||\bar{x}(j)1 - y(j)||_1
\]
which in turn implies
\[
\frac{1}{T} \sum_{j=1}^{T} f(\bar{x}(j)) - f(w) \leq \frac{(\bar{x}(1) - w)^2}{2\beta T} + \frac{\beta L^2}{2} T + \frac{2L}{Tn} \sum_{j=1}^{T} ||\bar{x}(j)1 - y(j)||_1
\]
Thus
\[
f(\tilde{x}(T)) - f(w) \leq \frac{(\bar{x}(1) - w)^2}{2\beta T} + \frac{\beta L^2}{2} T + \frac{2L}{Tn} \sum_{j=1}^{T} ||\bar{x}(j)1 - y(j)||_1.
\] (3.12)
Now using once again the fact that the subgradients of each \(f_i(\theta)\) are upper bounded by \(L\) in absolute value,
\[
\left( \frac{1}{n} \sum_{i=1}^{n} f_i(\tilde{y}_i(T)) \right) - f(w) = \frac{1}{n} \left( \sum_{i=1}^{n} f_i(\tilde{y}_i(T)) - f_i(\tilde{x}(T)) \right) + \frac{1}{n} \left( \sum_{i=1}^{n} f_i(\tilde{x}(T)) \right) - f(w)
\leq \frac{L}{n} ||\tilde{y}(T) - \tilde{x}(T)||_1 + f(\tilde{x}(T)) - f(w)
\]
Now putting together Eq. (3.12) and Eq. (3.13) proves the lemma. □

With all the previous lemmas established, it now remains to put all the pieces together and complete the analysis. Indeed Lemma 3.11 just established, bounds the error of our protocol in terms of the disagreements among entries of the vector \(y(t), t = 1, \ldots, T\) and \(\tilde{y}(T)\). These quantities, in turn, can be bounded using the
previous Corollary 3.10. Putting these inequalities together and choosing correctly the step-size $\beta$ will lead to the proof of the theorem.

**Proof.** [Proof of Theorem 3.1] Indeed, plugging the bounds of Corollary 3.10 into Lemma 3.11 we obtain

$$\left( \frac{1}{n} \sum_{i=1}^{n} f_i(\hat{y}_i(T)) \right) - f(w) \leq \frac{(\pi(1) - w)^2}{2\beta T} + \frac{\beta L^2}{2} + \frac{2\sqrt{2}L^2 \beta}{1 - \sqrt{\eta}} \left( \frac{1}{T\sqrt{n}} \right) |y(1) - \bar{x}|_2 + \frac{2\sqrt{2}L}{T\sqrt{n}(1 - \sqrt{\eta})} \left( \frac{1}{T} \right) |y(1) - \bar{x}|_2$$

We may simplify this as

$$\left( \frac{1}{n} \sum_{i=1}^{n} f_i(\hat{y}_i(T)) \right) - f(w) \leq \frac{(\pi(1) - w)^2}{2\beta T} + \frac{\beta L^2}{2} + \frac{2\sqrt{2}L^2 \beta}{1 - \sqrt{\eta}} \left( \frac{1}{T\sqrt{n}} \right) |y(1) - \bar{x}|_2 + \frac{2\sqrt{2}L}{T\sqrt{n}(1 - \sqrt{\eta})} \left( \frac{1}{T} \right) |y(1) - \bar{x}|_2$$

Now since $\sqrt{1 - \frac{1}{18}} \leq 1 - \frac{1}{18\eta}$ we have that the $1/(1 - \sqrt{\eta})$ terms in the above equation may be upper bounded as

$$\frac{1}{1 - \sqrt{\eta}} = \frac{1}{1 - \sqrt{1 - 1/(9U)}} \leq \frac{1}{1 - (1 - 1/(18U))} = 18U$$

Furthermore, choose any $w^* \in W^*$ and $\beta = 1/(L\sqrt{UT})$ so that

$$\beta L^2 = \frac{L}{\sqrt{UT}}, \quad \frac{\beta L^2}{1 - \sqrt{\eta}} \leq \frac{18L\sqrt{U}}{\sqrt{T}}, \quad \beta T = \frac{\sqrt{T}}{L\sqrt{U}}$$

Plugging all this in we obtain

$$\left( \frac{1}{n} \sum_{i=1}^{n} f_i(\hat{y}_i(T)) \right) - f(w^*) \leq \frac{L\sqrt{U}(\pi(1) - w^*)^2}{2\sqrt{T}} + \frac{L}{2\sqrt{UT}} + \frac{36\sqrt{2}L}{\sqrt{T}U} \left( \frac{1}{T\sqrt{n}} \right) |y(1) - \bar{x}|_2 + \frac{36\sqrt{2}L}{\sqrt{T}U} \left( \frac{1}{T} \right) |y(1) - \bar{x}|_2$$

This proves the first equation of Theorem 3.1. To prove the second equation of the theorem, let us plug in the our bound for $1/(1 - \sqrt{\eta})$ into Eq. (3.10):

$$||\hat{y}(t) - \hat{x}(t)||_1 \leq 18U\beta\sqrt{2}L + \frac{1}{L} \left( 18U\sqrt{2n}||y(1) - \bar{x}||_2 \right)$$

Now plugging in $t = T, \beta = 1/(L\sqrt{UT})$ we obtain

$$||\hat{y}(T) - \hat{x}(T)||_1 \leq \frac{18\sqrt{2n\sqrt{U}}}{\sqrt{T}} + \frac{18U\sqrt{2n}}{T} ||y(1) - \bar{x}||_2$$

which implies

$$\frac{1}{n} ||\hat{y}(T) - \hat{x}(T)||_1 \leq \frac{18\sqrt{2\sqrt{U}}}{\sqrt{T}} + \frac{18\sqrt{2\sqrt{T}}}{\sqrt{UT}} ||y(1) - \bar{x}||_2$$

(3.13)

and now observing that the median of a set of points minimizes the sum of the $l^1$ distances to those points, this implies the second equation of the theorem. □
3.4. Two-dimensional grids and geometric random graphs. We can utilize Corollary [2.7] proved in the last section, to show that on two-dimensional grids and geometric random graphs, convergence time is essentially proportional to square root of the number of nodes.

**Proposition 3.12.** Consider the protocol

\[
y_i(t+1) = x_i(t) + \frac{1}{2} \sum_{j \in N(i)} \frac{x_j(t) - x_i(t)}{\max(d(i),d(j))} - \beta y_i(t)
\]

\[
z_i(t+1) = y_i(t) - \beta g_i(t)
\]

\[
x_i(t+1) = y_i(t+1) + (1 - \gamma) (y_i(t+1) - z_i(t+1))
\]

with the initialization \(y_i(1) = z_i(1) = x_i(1)\). Under the same assumptions as Theorem [3.1] there is a choice of \(\gamma = \Theta \left( \frac{1}{\sqrt{U \log U}} \right) \) such that with step-size \(\beta = \frac{1}{L \sqrt{T(U \log U)^{1/4}}} \) we have that if \(G\) is a two-dimensional grid,

\[
\text{Disp}(\bar{y}_i(T), \ldots, \bar{y}_n(T)) = O \left( \left( \frac{n \log n}{T^{1/4}} \right)^{1/4} \right) \\
\text{Err}(\bar{y}_i(T), \ldots, \bar{y}_n(T)) = O \left( \left( \frac{n \log n}{T^{1/2}} \right)^{1/4} \right)
\]

If \(G\) is a geometric random graph with \(r^2 \geq \frac{8c \log n}{n}\) where \(c > 1\), then the same equations hold with high probability.

The proof is almost identical to the proof of Theorem [3.1] but using the improved bound \(1/(1 - \sqrt{\eta}) = O(\sqrt{n \log n})\) which follows from Corollary [2.7] for grids or geometric random graphs. We omit the details.

4. Formation maintenance and leader-following. In this section, we describe the application of Theorem [2.1] to two closely related problems: formation maintenance from offset measurements and leader-following. In the former, a collection of nodes must maintain a formation, provided that each node can measure the positions of other nodes in its own coordinate system. The leader-following problem is similar to the average consensus problem in that all nodes need to agree on the same value, but this value is not the initial average but now the value held by a certain leader.

4.1. Formation maintenance from offset measurements. The setup we describe here closely parallels [65, 43, 73], which noted the connection between formation control from offsets and consensus. As in the previous sections, there is a fixed connected graph \(G = (V, E)\), which we now assume to be bidirectional\(^3\).

We will associate with each edge \((i, j) \in E\) a vector \(r_{ij} \in \mathbb{R}^d\) known to both nodes \(i\) and \(j\). A collection of points \(p_1, \ldots, p_n\) in \(\mathbb{R}^d\) are said to be “in formation” if for all \((i, j) \in E\) we have that \(p_j - p_i = r_{ij}\). In this case, we will write \(p_0, \ldots, p_n \in \mathcal{F}\).

Intuitively, we may think of \(r_{ij}\) as the “offset” between nodes \(i\) and \(j\); for a collection of points in formation, the location \(p_j\) in the coordinate system where \(p_i\) at the origin is exactly \(r_{ij}\). Note that if \(p_1, \ldots, p_n \in \mathcal{F}\) then for any vector \(t \in \mathbb{R}^d\) we will have \(p_1 + t, \ldots, p_n + t \in \mathcal{F}\). In other words, a translate of any collection of points in formation is also in formation.

We will say that the formation defined by \(r_{ij}, (i, j) \in E\) is valid if there is at least one collection of points \(p_1, \ldots, p_n\) in formation. It is easy to see that not every choice of \(r_{ij}\) corresponds to a valid formation: for example, we must have that \(r_{ij} = -r_{ji}\).

We now consider the problem of formation maintenance with offset measurements: a collection of nodes with initial positions \(p_1(0), \ldots, p_n(0)\) would like to repeatedly update these positions so that \(p_1(t), \ldots, p_n(t)\) approaches a collection of points which are in the formation. We will assume that each node \(i\) knows the

\(^3\)Bidirectional graphs differ from undirected graphs as follows. An undirected graph \(G = (V, E)\) has edge set \(E\) composed of unordered pairs; by contrast, a bidirectional graph has edge set \(E\) composed of ordered pairs but \((i, j) \in E\) implies \((j, i) \in E\).
offsets $p_j(t) - p_i(t)$ for all of its neighbors $j$ at every time step $t$. However, we do not assume the existence of any kind of global coordinate system common to all the nodes.

This is a considerably simplified model of real-world formation control in several respects. First, we are assuming a first-order model wherein nodes can modify their positions directly; a more realistic model would closely model the dynamics of each agent. As the dynamics of different kinds of agents will be quite different (see, for example, studies of the formation control problem for UAVs in [60], unicycles in [83] [84], and marine craft [33]), here we stick with the simplest possible model. Secondly, we ignore a number of other relevant considerations, such as collision avoidance, velocity alignment, connectivity maintenance, and so forth.

We note that the assumptions we make are different than the most common assumptions in formation control, wherein one often assumes that agents are able to measure converge to formations defined through offsets, needing to know only measurements, rotations. Our assumptions are closest to some of the problems considered in [73, 44, 3] which studied more sophisticated variations of this setup.

Motivated by Theorem 2.1 we propose the following method. Each node initializes $y_i(1) = p_i(1)$ and updates as

$$y_i(t + 1) = p_i(t) + \frac{1}{2} \sum_{j \in N(i)} \frac{p_i(t) - p_j(t) - r_{ij}}{\max(d(t), d(j))}$$

$$p_i(t + 1) = y_i(t + 1) + \left(1 - \frac{2}{9U + 1}\right) (y_i(t + 1) - y_i(t))$$

Note that this protocol may be implemented by each agent in a distributed way, with each agent $i$ needing to know only measurements $p_j(t) - p_i(t)$ for all of its neighbors $j \in N(i)$. Our performance bound for this protocol is given in the following proposition and corollary.

**Proposition 4.1.** Suppose that $G = (V, E)$ is a bidirectional, connected graph and the formation defined by $r_{ij}, (i, j) \in E$ is valid. Then given a collection of points $p_1, \ldots, p_n$ not in the formation, there is a unique collection of points $\bar{p}_1, \ldots, \bar{p}_n$ such that:

1. $\bar{p}_1, \ldots, \bar{p}_n$ is in the formation.
2. $\frac{1}{n} \sum_{i=1}^{n} p_i = \frac{1}{n} \sum_{i=1}^{n} \bar{p}_i$

**Corollary 4.2.** Suppose that (i) $G = (V, E)$ is a bidirectional connected graph (ii) the formation defined by $r_{ij}, (i, j) \in E$ is valid (iii) $U \geq n$ (iv) every node in an undirected connected graph implements the update of Eq. (4.1). We then have that

$$\sum_{i=1}^{n} ||y_i(t) - p_i||^2_2 \leq 2 \left(1 - \frac{1}{9U}\right)^{t-1} \sum_{i=1}^{n} ||y_i(1) - \bar{p}_i||^2_2$$

Summarizing, the protocol of Eq. (4.1) drives all $y_i(t)$ to the point in the formation that has the same center of mass as the initial collection of positions. Furthermore, the convergence is geometric with constant $1 - 1/(9U)$. Under our assumption that $U$ is within a constant factor of $n$, this gives the linear time bound $O \left(n \ln \sqrt{\sum_{i=1}^{n} ||y_i(1) - \bar{p}_i(1)||^2_2} / \epsilon\right)$ until all nodes are within a distance of $\epsilon$ of their final destinations.

It remains the prove the above proposition and corollary.

**Proof.** [Proof of Proposition 4.1] The existence of such a $\bar{p}_1, \ldots, \bar{p}_n$ may be established as follows. By our assumption that the formation is valid, let $q_1, \ldots, q_n$ be a collection of points in formation; setting $\bar{p}_i = q_i + \frac{1}{n} \sum_{j=1}^{n} (p_j - q_i)$
it is immediate that we have obtained $p_1, \ldots, p_n$ with the desired properties.

The uniqueness of $p_1, \ldots, p_n$ is an immediate consequence of the fact that two collections of points in formation must be translates of each other. Indeed, if $q_1, \ldots, q_n \in F$ and $P_{ij}$ is a path from $i$ to $j$ in $G$, then

$$q_j = q_i + \sum_{j \in P_{ij}} r_{ij}$$

It follows that if $z_1, \ldots, z_n$ is another collection of points in the formation, then $z_j - q_j = z_i - q_i$ for all $i, j = 1, \ldots, n$, i.e., $z_1, \ldots, z_n$ is a translate of $q_1, \ldots, q_n$. □

Proof. [Proof of Corollary 4.2] Define

$$u_i(t) = p_i(t) - p_i$$
$$w_i(t) = y_i(t) - p_i$$

We can subtract the identity

$$p_i = p_i + \frac{1}{2} \sum_{j \in N(i)} \frac{p_j - p_i - r_{ij}}{\max(d(i), d(j))}$$

from the first line of Eq. (4.1) to obtain

$$w_i(t + 1) = u_i(t) + \frac{1}{2} \sum_{j \in N(i)} \frac{u_j(t) - u_i(t)}{\max(d(i), d(j))}$$ (4.2)

Furthermore, subtracting $p_i$ from the second line of Eq. (4.1), we obtain

$$u_i(t + 1) = w_i(t + 1) + \left(1 - \frac{2}{9U + 1}\right) (w_i(t + 1) - w_i(t))$$ (4.3)

Considering Eq. (4.2) and Eq. (4.3) together, we see that the vectors obtained by stacking up the $i$'th components of $u_i(t), w_i(t)$ satisfy Eq. (2.1). Furthermore,

$$\frac{1}{n} \sum_{i=1}^{n} w_i(1) = \frac{1}{n} \sum_{i=1}^{n} y_i(1) - p_i = \frac{1}{n} \sum_{i=1}^{n} p_i(1) - \frac{1}{n} \sum_{i=1}^{n} p_i = 0,$$

and therefore for each $j = 1, \ldots, d$, the initial average of the $j$'th entries of the vectors $w_i(1)$ is 0. Consequently, applying Theorem 2.1 we obtain that for all $j = 1, \ldots, d$,

$$\sum_{i=1}^{n} |w_i(t)|_j^2 \leq 2 \left(1 - \frac{1}{9U}\right)^{t-1} \sum_{i=1}^{n} |w_i(1)|_j^2$$

From the definition of $w_i(t)$, we therefore have

$$\sum_{i=1}^{n} (y_i(t)_j - [p_i]_j)^2 \leq 2 \left(1 - \frac{1}{9U}\right)^{t-1} \sum_{i=1}^{n} (y_i(1)_j - [p_i]_j)^2$$

Summing up over $j = 1, \ldots, d$ yields the statement of the corollary.

□
4.2. Leader-following. The motivation for studying leader-following comes from the problem of velocity alignment: a single node keeps its velocity fixed to some \( \mathbf{v} \in \mathbb{R}^d \), and all other nodes repeatedly update their velocities based only on observations of neighbors’ velocities; the goal is for the velocity of each agent to converge to the leader’s velocity \( \mathbf{v} \). A slightly more general setup, which we will describe here, involves a nonempty subset of leaders \( S \subset \{1, \ldots, n\} \) all of whom fix their velocities to the same \( \mathbf{v} \).

The leader-following problems is naturally motivated by the problems of controlling multi-agent systems. For example, it is desirable for a flock of autonomous vehicles to be controlled by a single (possibly human) agent which steers one of the vehicles and expects the rest to automatically follow. A number of variations of this problem have been considered, following its introduction in [40]; we refer the reader to [78, 32, 88] for some more recent references.

Here our goal is to design a protocol for leader-following with linear convergence time based on Theorem 2.1. Specifically, we propose that, while each leader node keeps \( \mathbf{x}_i(t) = \mathbf{v} \), each non-leader node \( i \) initializes \( \mathbf{y}_i(1) = \mathbf{x}_i(1) \) and updates as

\[
\mathbf{y}_i(t + 1) = \mathbf{x}_i(t) + \frac{1}{2} \sum_{j \in \mathcal{N}_i(t)} \frac{\mathbf{x}_j(t) - \mathbf{x}_i(t)}{\max(d(i), d(j))}
\]

\[
\mathbf{x}_i(t + 1) = \mathbf{y}_i(t + 1) + \left(1 - \frac{2}{18U + 1}\right) (\mathbf{y}_i(t + 1) - \mathbf{y}_i(t))
\]

Our performance bound for this protocol is given in the following corollary.

**Corollary 4.3.** Suppose (i) \( G \) is a connected, undirected graph (ii) each node \( i \) in a nonempty set \( S \) sets \( \mathbf{x}_i(t) = \mathbf{v} \) for all \( t \) (ii) each node not belonging to \( S \) updates using Eq. (4.4) (iv) \( U \geq n \). Then

\[
\sum_{i=1}^{n} \|\mathbf{y}_i(t) - \mathbf{v}\|_2^2 \leq 2 \left(1 - \frac{1}{18U}\right)^{t-1} \sum_{i=1}^{n} \|\mathbf{y}_i(1) - \mathbf{v}\|_2^2
\]

Note that, as before, under the assumption that \( U \) is within a constant factor of \( n \), this corollary gives a linear \( O\left(n \left(\ln \sqrt{\sum_{i=1}^{n} \|\mathbf{y}_i(1) - \mathbf{v}\|_2^2}/\epsilon\right)\right) \) bound on the number of updates until each node is within a distance of \( \epsilon \) of \( \mathbf{v} \).

**Proof.** Without loss of generality, let us make the following three assumptions. First, let us relabel the nodes so that the first \( k \) nodes comprise all the non-leader nodes, i.e., \( S = \{1, \ldots, k\}^c \). Secondly, by observing that the Eq. (4.4) can be decoupled along the components of the vectors \( \mathbf{x}_i(t), \mathbf{y}_i(t) \), we can without loss of generality assume these vectors belong to \( \mathbb{R}^1 \), i.e., they are numbers. Thus \( \mathbf{v} \) will be a number as well, and in the rest of this proof, \( \mathbf{x}(t), \mathbf{y}(t) \) will denote the vectors whose \( i \)th components are the numbers \( x_i(t), y_i(t) \). Finally, since adding the same constant to each entry of \( x_i(1), y_i(1) \), as well as to \( \mathbf{v} \), adds the same constant to all \( x_i(t), y_i(t) \), we can assume without loss of generality that \( \mathbf{v} = 0 \).

We now proceed to the proof itself, which is an application of a trick from [29] which we now sketch. We will show that the dynamics of Eq. (4.4) are nothing more than the dynamics of Eq. (2.1) on a modified undirected graph \( G' \) which has at most twice as many vertices. The graph \( G' \) can be obtained by splitting each non-leader agent \( i \in S^c \) into two distinct nodes, one with the same initial value as \( i \), and the other with a negated initial value. Informally speaking, this will allow us to claim that all the leader agents perform the consensus iterations of Eq. (2.1), which will keep their value at \( 0 \) by symmetry, rather than keeping their value fixed at \( v = 0 \) by design. We can then apply Theorem 2.1 to bound the convergence times of the dynamics of Eq. (2.1) on the new graph with extra states. This idea originates from [29] where it is used to analyze consensus protocols with negative weights.

Formally, we construct a new undirected graph \( G' = (V', E') \) as follows. For each node \( i \in S^c \) (recall that by assumption the set of leader agents \( S \) satisfies \( S^c = \{1, \ldots, k\} \)) we create two nodes, \( i^A, i^B \). Thus \( V' = \{1^A, \ldots, k^A, 1^B, \ldots, k^B, k+1, \ldots, n\} \). Next, for every edge \( (i, j) \in E \) where both \( i, j \in S^c \), we put two
edges \((i^A, j^A), (i^B, j^B)\) into \(E'\); and for every edge \((i, j)\) \(E\) where one of \(i, j\) in \(S\) and the other is not - say \(i \in S, j \in S^c\) - we put the two edges \((i, j^A), (i, j^B)\) into \(E'\).

Note that because \(G\) is connected by assumption, we have that \(G'\) is connected; indeed, for any pair of nodes \(i, j\) in \(G'\), there exists a path from \(i\) to \(j\) by putting together two paths from their corresponding nodes in \(G\) to an arbitrarily chosen leader node.

Finally, we set initial values \(x_i(1) = 0\) for all leader nodes \(i \in S\); and for non-leader nodes \(i \in S^c\), we set \(x_i^A(1) = x_i(1)\), \(x_i^B(1) = -x_i(1)\). As before, we initialize \(y_i(1) = x_i(1)\).

The following statement now follows immediately by induction: suppose we run Eq. \((2.1)\) on the undirected graph \(G'\) with initial conditions \(x'(1), y'(1)\) and the upper bound \(2U\) on the number of nodes and obtain the vectors \(x'(t), y'(t)\); and further suppose we run Eq. \((4.4)\) on the graph \(G\) with initial conditions \(x(1), y(1)\) to obtain the vectors \(x(t), y(t)\); then for all \(i = 1, \ldots, k\) and all iterations \(t\), \(x_i(t) = x_i(t)\) and \(y_i(t) = y_i(t)\).

Applying Theorem \((2.1)\) we obtain that
\[
||y'(t)||_2^2 \leq 2 \left(1 - \frac{1}{18U}\right)^{t-1} ||y'(1)||_2^2.
\]

Noting that, for all \(t\), \(||y'(t)||_2^2 = 2||y(t)||_2^2\), we have that this equation implies the current corollary. \(\square\)

5. Simulations: average consensus and distributed median computation. We now describe several simulations designed to show the performance of our protocol on some particular graphs.

We begin with some simulations of our protocol for average consensus. In Figure 5.1, we simulate the protocol of Eq. \((2.1)\) on the line graph and the lollipop graph\(^4\). These graphs are natural examples within the context of consensus protocols. The line graph represents a long string of nodes in tandem, while the lollipop graph and its close variations have typically been used as examples of graphs on which consensus performs poorly; see, for example, [47]. The initial vector was chosen to be \(x(0) = 1\), \(x_i(0) = 0\) in both cases, and we assume that \(U = n\), i.e., each node knows the total amount of nodes in the system. In both cases, we plot the number of nodes on the x-axis and the first time \(||x(t) - x(1)||_\infty < 1/100\) on the y-axis.

The plots show the protocol of Eq. \((2.1)\) exhibiting a curious, somewhat uneven behavior on these examples. Nevertheless, the linear bound of Theorem \((2.1)\) appears to be consistent with the fairly quick convergence to consensus shown in the figure.

We next consider the problem of median computation: each node in a network starts with a certain value \(w_i\) and the nodes would like to agree on a median of these values. This can be cast within the decentralized optimization framework by observing that the median of numbers \(w_1, \ldots, w_n\) is a solution of the minimization problem
\[
\arg\min_{\theta} \sum_{i=1}^{n} |\theta - w_i|
\]
and therefore can be computed in a distributed way using the update of Eq. \((3.1)\) with the convex functions \(f_i(\theta) = |\theta - w_i|\). One may take \(L = 1\), since the subgradients of the absolute value function are bounded by one in magnitude.

We implement the protocol of Eq. \((3.1)\) on both the line graph and lollipop graph. In both cases, we once again take \(U = n\), i.e., we assume that every node knows the total number of nodes in the system. We suppose each node \(o\) starts with \(x_i(0) = w_i\). Moreover, for \(i = 1, \ldots, n/2\), we set \(w_i\) to be the remainder of \(i\) divided by 10, and \(w_{n/2+i} = -w_i\). This choice of starting values is motivated by three considerations: (i) our desire to have a simple answer (in this case, the median is always zero) (ii) the desire to have an initial condition whose norm does not grow quickly with \(n\) (since our convergence times for decentralized optimization scale with the initial condition as well and we want to focus on the effect of network size) (iii) the observation that this choice creates a “bottleneck” - on the line graph, for example, numbering the

\(^4\)The lollipop graph is composed of a complete graph on \(n/2\) nodes connected to a line of \(n/2\) nodes.
nodes from 1,...,\(n\) going from left to right, this results in the left half of the nodes having a positive initial condition and the right half of the nodes having negative initial condition; it is interesting to observe whether our protocol will be able to cope with such bottlenecks quickly.

Theorem 3.1 suggests good performance will be attained when the number of iterations \(T\) is linear in \(n\). Correspondingly, we set \(T = 4n\). In Figure 5.2 we plot the number of nodes on the x-axis vs \((1/n)||\hat{y}(T)||_1\) (which is the average deviation from a correct answer since 0 is a median) on the y-axis. As can be seen from the figure, choosing a linear number of iterations \(T = 4n\) clearly suffices to compute the median of integers in the range \([-10, 10]\) with excellent accuracy.
6. Conclusion. We have presented a protocol for the average consensus problem on a fixed, undirected graph with a linear convergence time in the number of nodes in the network. Furthermore, we have shown how to use modifications of this protocol to obtain linear convergence times in decentralized optimization, formation control, and leader-following. Given the copious literature on applications of consensus throughout multi-agent control, we expect that our results may be used to derive linearly convergent protocols for many other problems.

The most natural open problem following this work is to extend the results of this paper to time-varying graphs. The mobility inherent in most multi-agent systems means that communication graphs will vary, often unpredictably so. As of writing, the best convergence time attainable on time-varying sequences of undirected graphs is quadratic in the number of nodes \[^{[57]}\]: for time-varying directed graphs, no convergence time which is even polynomial in the number of nodes appears to be known.
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