Generalized $D$-stability and diagonal dominance with applications to stability and transient response properties of systems of ODE
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Abstract In this paper, we introduce the class of diagonally dominant (with respect to a given LMI region $\mathcal{D} \subseteq \mathbb{C}$) matrices that possesses the analogues of well-known properties of (classical) diagonally dominant matrices, e.g. their spectra are localized inside the region $\mathcal{D}$. Moreover, we show that in some cases, diagonal $\mathcal{D}$-dominance implies $(\mathcal{D}, \mathcal{D})$-stability (i.e. the preservation of matrix spectra localization under multiplication by a positive diagonal matrix). Basing on the properties of diagonal stability and diagonal dominance, we analyze the conditions for stability of second-order dynamical systems. We show that these conditions are preserved under system perturbations of a specific form (so-called $D$-stability). We apply the concept of diagonal $\mathcal{D}$-dominance to the analysis of the minimal decay rate of second-order systems and its persistence under specific perturbations (so-called relative $D$-stability). Diagonal $\mathcal{D}$-dominance with respect to some conic region $\mathcal{D}$ is also shown to be a sufficient condition for stability and $D$-stability of fractional-order systems.

Keywords Diagonally dominant matrices · Gershgorin theorem · $D$-stability · diagonal stability · stability · LMI regions · eigenvalue clustering · second order systems · minimal decay rate · fractional order systems

O. Kushel
Shanghai University,
Department of Mathematics,
Shangda Road 99,
200444 Shanghai, China
Tel.: +86(021)66133292
E-mail: kushel@mail.ru

R. Pavani
Politecnico di Milano,
Department of Mathematics,
Piazza L. da Vinci 32,
20133 Milano, Italia
Tel.: +39(02)3994516
E-mail: raffaella.pavani@polimi.it
1 Introduction

1.1 Notations

Here, we introduce the following notations:

- \( \mathcal{M}^{n \times n} \) for the set of real \( n \times n \) matrices;
- \( \mathcal{M}^{n \times n}(\mathbb{C}) \) for the set of complex \( n \times n \) matrices;
- \( \sigma(A) \) for the spectrum of a matrix \( A \in \mathcal{M}^{n \times n} \) (i.e. the set of all eigenvalues of \( A \) defined as zeroes of its characteristic polynomial \( f_A(\lambda) := \det(\lambda I - A) \));
- \( \mathbb{C}^- \) for the open left-hand side of the complex plane \( \mathbb{C} \), i.e.
  \[ \mathbb{C}^- = \{ z \in \mathbb{C} : \text{Re}(z) < 0 \} \];
- \( \mathbb{C}^+ \) for the closed right-hand side of the complex plane \( \mathbb{C} \), i.e.
  \[ \mathbb{C}^+ = \{ z \in \mathbb{C} : \text{Re}(z) \geq 0 \} \];
- \( \mathcal{D}^+ \subset \mathcal{M}^{n \times n} \) for the set of all positive diagonal matrices (i.e. matrices with positive entries on the principal diagonal while the entries outside the principal diagonal are zeroes);
- \( \mathcal{D}^+_{[0,1]} \subset \mathcal{M}^{n \times n} \) for the subclass of \( \mathcal{D}^+ \), defined as follows:
  \[ \mathcal{D}^+_{[0,1]} = \{ D = \text{diag}\{d_{11}, \ldots, d_{nn}\} : 0 < d_{ii} \leq 1, \, i = 1, \ldots, n \} \];
- \( \mathcal{D}^+_{\geq 1} \subset \mathcal{M}^{n \times n} \) for the subclass of \( \mathcal{D}^+ \), defined as follows:
  \[ \mathcal{D}^+_{\geq 1} = \{ D = \text{diag}\{d_{11}, \ldots, d_{nn}\} : 1 \leq d_{ii} < +\infty, \, i = 1, \ldots, n \} \].

1.2 Diagonal dominance and matrix stability

In this paper, we generalize the concept of diagonal dominance. First, let us recall the classical definition of diagonally dominant matrices (see, for example, [14], also [27], [28]).

**Definition 1.** A matrix \( A \in \mathcal{M}^{n \times n}(\mathbb{C}) \) is called **strictly row diagonally dominant** if the following inequalities hold:

\[
 |a_{ii}| > \sum_{i \neq j} |a_{ij}| \quad i = 1, \ldots, n.
\]  

A matrix \( A \) is called **strictly column diagonally dominant** if \( A^T \) is strictly row diagonally dominant.
Definition 1'. A matrix $A \in \mathcal{M}^{n \times n}(\mathbb{C})$ is called **generalized diagonally dominant** if there exist positive scalars (weights) $m_i, i = 1, \ldots, n$ such that

$$m_i |a_{ii}| > \sum_{i \neq j} m_j |a_{ij}|, \quad i = 1, \ldots, n.$$  

(i.e. if there is a positive diagonal matrix $M = \text{diag}\{m_1, \ldots, m_n\}$, such that $AM$ is strictly row diagonally dominant). If, in addition, $a_{ii} < 0, i = 1, \ldots, n$, then $A$ is called **negative diagonally dominant (NDD)**.

It is well-known (see, for example, [33], p. 382, Theorem 4.C.2) that if a complex matrix $A$ is NDD, then $A$ is Hurwitz stable, i.e. every $\lambda \in \sigma(A)$ satisfies $\text{Re}(\lambda) < 0$. The stability of $A$ implies the Lyapunov asymptotic stability of a system of ODE with the system matrix $A$. Being a sufficient for stability condition, negative diagonal dominance is of particular interest by itself due to its connection to the properties of nonlinear systems (see [31]). Less known is the fact that negative diagonal dominance implies some special concepts of matrix and system stability, that are stronger than just stability and shows stability preservation under specific matrix (system) perturbations. Such concepts include multiplicative $D$-stability (see [15], [17]) and diagonal stability (see [25]).

**Definition 2.** A matrix $A \in \mathcal{M}^{n \times n}$ is called *(multiplicative)* $D$-stable if $\text{Re}(\lambda) < 0$ for all $\lambda \in \sigma(DA)$, where $D$ is any matrix from $D^+$.

**Definition 3.** A matrix $A \in \mathcal{M}^{n \times n}$ is called **diagonally stable** if the matrix

$$W := DA + A^T D$$

is negative definite for some positive diagonal matrix $D$.

The above matrix classes play an important role in the theory of stability (see, for example, [22], [17], [20]) and have numerous applications in the economics, mathematical ecology, mechanics and other branches of science. The proof of the fact that NDD matrices are $D$-stable is based on the simple observation that the negative diagonal dominance implies stability and is preserved under multiplication by a positive diagonal matrix (see [15], p. 54, Observation (i)). Note, that the property of diagonal dominance can be proved (disproved) by a finite number of steps while the conditions of $D$-stability of $A$ involves checking all the products of the form $DA$, where $D$ runs along the infinite set of positive diagonal matrices.

The concept of negative diagonal dominance is also applied to establishing the stability of systems of second-order differential equations (see [27], [28]), with the applications to the stability of mechanical systems and certain economic models.

1.3 Paper overview

In this paper, we are concerned with the problem of a matrix spectra localization inside a prescribed convex region $D \subset \mathbb{C}$ (so called $D$-stability problem)
and its robust aspects. Many problems of the system dynamics lead to establishing $\mathcal{D}$-stability of the system matrix with respect to a specified region $\mathcal{D} \subset \mathbb{C}$ (see, for example, [12], [13]). The regions of particular interest are LMI (Linear Matrix Inequality) regions, that include the shifted left half-plane, the unit disk and the conic sector around the negative direction of the real axis. Due to the rapid advance in control theory and its application, we face the problem of finding some easy-to-verify conditions, which allow us to establish:

- $\mathcal{D}$-stability of a given matrix $A$;
- the preservation of $\mathcal{D}$-stability under some specific perturbations of $A$, e.g. multiplication by a diagonal matrix.

Though an amount of research (see [12], [13]) is due to $\mathcal{D}$-stability (or eigenvalue clustering in a region $\mathcal{D} \subset \mathbb{C}$), the progress in describing the matrix classes which are $\mathcal{D}$-stable, and, moreover, preserve $\mathcal{D}$-stability under multiplication by a specific diagonal matrix is still very little and concerns classical regions such as the left half-plane (see [1], [6], [15]) and the unit disk (see [16]). Here, we make certain efforts to fill this gap.

The paper is organized as follows. In Section 2, we study unbounded LMI regions and their properties, focusing on the most well-known examples, such as the shifted left half-plane, the conic sector, hyperbola and parabola. We also recall the concept of $(\mathcal{D}, \mathcal{D})$-stability for an unbounded LMI region $\mathcal{D}$. In Section 3, we introduce the crucial concept of this paper, namely, diagonal dominance with respect to a given LMI region $\mathcal{D}$ (so-called diagonal $\mathcal{D}$-dominance). We consider the particular cases of diagonal $\mathcal{D}$-dominance, with respect to the most important LMI regions. Section 4 gives the basic results of the paper, i.e. the implications between diagonal $\mathcal{D}$-dominance, $\mathcal{D}$-stability and $(\mathcal{D}, \mathcal{D})$-stability. Section 5 contains new results on the stability of the second-order systems, based on the Lyapunov theorem and the property of diagonal stability. Section 6 provides sufficient conditions for the eigenvalues of the matrix of a second-order system to be localized inside the shifted left half-plane (so-called $\mathcal{C}^{-\alpha}$-stability). These conditions are based on the property of diagonal $\mathcal{D}$-dominance. For some particular cases, we provide necessary and sufficient conditions of $\mathcal{C}^{-\alpha}$-stability. In Section 7, we study perturbations of second-order systems and introduce the concept of relative $D$-stability with the minimal decay rate $\alpha$. We provide sufficient conditions for $D$-stability and relative $D$-stability of second-order systems. In Section 8, we provide sufficient conditions for the stability of perturbed fractional-order systems. Finally, Section 9 contains numerical examples and calculations.

1.4 Example

Here, we consider the example of the applications of results, basing on [12], p. 23. Example 2.1. Let a feedback system (see [12], p. 23, Figure 2.1) be described by the following open-loop transfer function:

$$G(s) = \frac{\omega_n^2}{s(s + 2\zeta\omega_n)}.$$
where $\omega_n$ is the undamped natural frequency, $\zeta$ is the damping ratio, with the parameter-dependent feedback function of the form

$$H(s) = k_1 s + k_2,$$

where $k_1$ and $k_2$ are the unknown positive parameters. We need to select the damping ratio $\zeta$ such that $\int_0^\infty y^2(t) dt$ is minimized for all positive values $k_1$ and $k_2$. We also require the asymptotic stability of the system.

The closed-loop transfer function of the system is

$$\frac{C(s)}{R(s)} = \frac{G(s)}{1 + G(s)H(s)} = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n (1 + k_1 \omega_n) s + \omega_n^2 (k_1 s + k_2)} = \cdots$$

Denoting $\hat{k}_1 := 1 + \frac{k_1 \omega_n}{2\zeta}$ and $\hat{k}_2 = k_2$, we obtain:

$$\cdots = \frac{\omega_n^2}{s^2 + 2\zeta \omega_n \hat{k}_1 s + \omega_n^2 \hat{k}_2}.$$

The state-space model of the closed-loop system is:

$$\dot{x} = \begin{pmatrix} -2\zeta \omega_n \hat{k}_1 & -\omega_n^2 \hat{k}_2 \\ 1 & 0 \end{pmatrix} x;$$

$$y = \begin{pmatrix} 1 & 0 \end{pmatrix} x.$$

Note, that the parameter-dependent system matrix

$$\tilde{A}(k) := \begin{pmatrix} -2\zeta \omega_n \hat{k}_1 & -\omega_n^2 \hat{k}_2 \\ 1 & 0 \end{pmatrix}$$

is equivalent to the product of the form $D \tilde{A}$, where

$$D = \begin{pmatrix} \hat{k}_1 & 0 \\ 0 & \hat{k}_2 \end{pmatrix}; \quad \tilde{A} := \begin{pmatrix} -2\zeta \omega_n & -\omega_n^2 \\ 1 & 0 \end{pmatrix}.$$

Following the reasoning from [12], we obtain for $f(\zeta) = \int_0^\infty y^2(t) dt$: $f(\zeta) = \text{Tr} P$,

where $P$ is chosen to be the solution of the Lyapunov equation:

$$PA(k) + (\tilde{A}(k))^T P = -Q,$$

where $Q = ee^T$, $e^T = (0, 1)$. Simple calculations show that

$$P = \frac{1}{k_2 \omega_n} \begin{pmatrix} \frac{1}{k_1 \omega_n^2} & \frac{1}{2\omega_n} \\ \frac{1}{2\omega_n} & \frac{1}{k_2 \omega_n} \end{pmatrix} \hat{k}_1 \zeta + \frac{1}{k_1 \omega_n},$$

where \hat{k}_1 := 1 + \frac{k_1 \omega_n}{2\zeta}$ and $\hat{k}_2 = k_2$. We also require the asymptotic stability of the system.
thus

\[
f(\zeta) = \frac{1}{\hat{k}_2\omega_n} \left( \frac{1}{\hat{k}_1 4\zeta \omega_n^2} + \frac{\hat{k}_1 \zeta}{\hat{k}_1 4\zeta} + \frac{\hat{k}_2}{\hat{k}_1 4\zeta} \right) = \frac{1}{\hat{k}_2\omega_n} \left( \frac{\hat{k}_1 \zeta}{\hat{k}_1 4\zeta} + \frac{1}{\hat{k}_1 4\zeta} \left( \frac{\hat{k}_1 + \frac{1}{\omega_n^2}}{\hat{k}_2} \right) \right).
\]

To minimize \( f(\zeta) \), we solve the equation \( f'(\zeta) = 0 \) and obtain

\[
\zeta = \frac{1}{2\hat{k}_1} \sqrt{\hat{k}_2 + \frac{1}{\omega_n^2}}.
\]  

(2)

For asymptotic stability, we also require

\[
\zeta \omega_n > 0.
\]  

(3)

The closed-loop poles of the system are \( \lambda_{1,2} = x \pm iy \), where

\[
x = -\zeta \omega_n \hat{k}_1; \quad y = \omega_n \sqrt{\hat{k}_2 - \zeta^2 \hat{k}_1^2}.
\]

Thus, for all positive values of parameters \( \hat{k}_1, \hat{k}_2 \), Equation (2) implies:

\[
4\hat{k}_1^2 \omega_n^2 \zeta^2 = \hat{k}_2 \omega_n^2 + 1.
\]

Taking into account that

\[
x^2 = \zeta^2 \omega_n^2 \hat{k}_1^2; \quad y^2 = \omega_n^2 \hat{k}_2 - x^2
\]

and conditions of asymptotic stability (3), we obtain the left branch of the hyperbola

\[
3x^2 - y^2 = 1.
\]  

(4)

Consider the region \( \mathcal{D} \), defined as follows:

\[
\mathcal{D} := H(a, b) = \{ z = x + iy \in \mathbb{C} : x < -\frac{1}{|a|}; \ 1 - a^2 x^2 + b^2 y^2 < 0 \}.
\]

For some practical reasons, we may require the eigenvalues of the parameter-dependent system matrix \( \tilde{A}(k) \) to be clustered in \( \mathcal{D} \) for all values of parameters \( \hat{k}_1, \hat{k}_2 \), satisfying \( \hat{k}_2 > \hat{k}_1 > 1 \). This leads us to a more general problem of \( (\mathcal{D}, D) \)-stability of \( \tilde{A} \) (see Definition 5') with respect to the hyperbolic region \( H(a, b) \), described in Example 3. Note, that the region \( \mathcal{D} \) bounded by the left branch of the hyperbola (4) is exactly \( H(3, 1) \). As it is proved in Theorem 2, diagonal \( H(a, b) \)-dominance (see Definition 8) gives us sufficient conditions of localization of the spectrum of \( \tilde{A} \) in the region \( H(a, b) \). Then, diagonal \( C_{\theta_0}^{\text{max}} \)-dominance (see Definition 7) with \( x_{\text{max}} = -\frac{1}{|a|}; \ \theta_0 = \arctan \left| \frac{a}{b} \right| \) implies diagonal \( H(a, b) \)-dominance (by Lemma 6) and gives us sufficient condition for \( (H(a, b), D) \)-stability (by Theorem 4).
2 Generalized \( D \)-stability in unbounded LMI regions

2.1 Definition and examples of LMI regions

Consider the following type of regions, introduced in [4] (see also [5]).

**Definition 4.** A subset \( \mathcal{D} \subset \mathbb{C} \) that can be defined as

\[
\mathcal{D} = \{ z \in \mathbb{C} : L + Mz + M^T \bar{z} \prec 0 \},
\]

where \( L, M \in \mathbb{M}^{n \times n} \), \( L^T = L \), is called an LMI region with the characteristic function \( f_{\mathcal{D}}(z) = L + zM + \bar{z}M^T \) and generating matrices \( M \) and \( L \). It was shown in [19], that an LMI region \( \mathcal{D} \) is open. In the sequel, we shall use the notation \( \overline{\mathcal{D}} \) for its closure and \( \partial \mathcal{D} \) for its boundary.

Later on, we shall be especially interested in the following types of LMI regions.

**Example 1.** The shifted left half-plane with the shift parameter \( \alpha \in \mathbb{R} \)

\[ C_\alpha^- = \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) < \alpha \}, \]

with the characteristic function

\[ f_{C_\alpha^-}(z) = z + \bar{z} - 2\alpha. \]

**Example 2.** The shifted conic sector around the negative direction of the real axis with the apex at the point \( \alpha \in \mathbb{R} \) and the inner angle \( 2\theta \), \( 0 < \theta < \frac{\pi}{2} \),

\[ C^\alpha_{\theta} = \{ z = x + iy \in \mathbb{C} : (\alpha - x) \tan \theta > y > (-\alpha + x) \tan \theta \}, \]

with the characteristic function

\[ f_{C^\alpha_{\theta}}(z) = \begin{pmatrix} \sin(\theta) & \cos(\theta) \\ -\cos(\theta) & \sin(\theta) \end{pmatrix} z + \begin{pmatrix} \sin(\theta) - \cos(\theta) \\ \cos(\theta) \sin(\theta) \end{pmatrix} \bar{z} - 2\alpha \sin(\theta) \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \]

According to the above notation, the conic sector with the apex at the origin \( (\alpha = 0) \) will be denoted by \( C^0_{\theta} \). In the sequel, we shall also consider the conic sector around the positive direction of the real axis with the apex at the origin and the inner angle \( 2\theta \), \( 0 < \theta < \frac{\pi}{2} \), denoting it as \( C^0_{\theta} \). Obviously, \( C^0_{\theta} = -C^0_{\theta} \).

**Example 3.** The left side of the left branch of the hyperbola

\[ H(a,b) = \{ z = x + iy \in \mathbb{C} : x < \frac{1}{|a|} ; 1 - a^2x^2 + b^2y^2 < 0 \}, \]

with the characteristic function

\[ f_{H(a,b)} = \begin{pmatrix} a & b \\ -b & a \end{pmatrix} z + \begin{pmatrix} a - b \\ b & a \end{pmatrix} \bar{z} + 2 \begin{pmatrix} 1 \\ 0 \end{pmatrix}. \]

**Example 4.** The left side of the stability parabola \( y^2 = -\epsilon^2x \), where \( \epsilon \) is a damping parameter

\[ P(\epsilon) = \{ z = x + iy \in \mathbb{C} : y^2 < -\epsilon^2x \}, \]
with the characteristic function
\[ f_{P(\epsilon)} = \begin{pmatrix} \frac{1}{2} & -1 \\ 0 & \frac{1}{2} \end{pmatrix} z + \begin{pmatrix} \frac{1}{2} & 0 \\ -1 & \frac{1}{2} \end{pmatrix} z + \begin{pmatrix} -\epsilon^2 & 0 \\ 0 & 0 \end{pmatrix}. \]

Let us recall some definitions and results from [19]. A cone \( D_{rc} \) is called the recession cone of an unbounded LMI region \( D \) if, for every \( z \in D \), the set \( z + D_{rc} \subseteq D \). Consider an unbounded LMI region \( D \) with a generating matrix \( M \) in Formula (5) being nonnegative definite. Then the recession cone \( D_{rc} \) of \( D \) is known to be a closed convex conic sector around the negative direction of the real axis, with the apex at the origin. In the case when \( M \) is positive definite as it was shown in [19] (see [19], Theorems 11 and 13), the interior of \( D_{rc} \) is nonempty, i.e. the inner angle \( \theta_0 \) of \( D_{rc} \) satisfies \( 0 < \theta_0 \leq \frac{\pi}{2} \). The inner angle \( \theta_0 \) of \( D_{rc} \) can be calculated using the spectral characteristics of the generating matrices \( L \) and \( M \) (see [19], Theorem 23). In the case when \( M \) is non-symmetric and its symmetric part \( \frac{M+M^T}{2} \) is singular nonnegative definite, \( D_{rc} = \mathbb{R}^- \), i.e. coincides with the negative direction of the real axis, including zero (see [19], Corollary 8).

In the sequel, we shall use the following characteristics of an unbounded LMI region \( D \):

1. The inner angle \( \theta_0 \) of the conic sector \( D_{rc} \);
2. The value \( x_{max} = \max\{x : x \in \mathbb{R} \cap D\} \). Note that \( x_{max} \in \partial(D) \).

Now let us calculate \( x_{max} \), \( D_{rc} \) and its inner angle \( \theta_0 \) for the regions, considered in Examples 1-4.

1. For \( D = C_{-\alpha} \), it follows directly from the definitions that \( x_{max} = \alpha \), \( D_{rc} = C_0 \) and \( \theta_0 = \frac{\pi}{2} \).
2. For \( D = C_{\gamma} \), it is easy to see that \( x_{max} = \alpha \), \( D_{rc} = C_0 \) and \( \theta_0 = \theta \).
3. For \( D = H(a,b) \), using the results from [19], we obtain that \( x_{max} = -\frac{1}{|a|} \), \( D_{rc} = C_0 \), where \( \theta_0 = \arctan\left(\frac{b}{a}\right) \).
4. For \( D = P(\epsilon) \), it was shown in [19] (see [19], Section 7, Subsection 7.7), that \( x_{max} = 0 \), \( D_{rc} = \mathbb{R}^- \), i.e. the negative direction of the real axis.

The calculation of \( x_{max} \) of an arbitrary LMI region \( D \) in terms of the spectral characteristics of the generating matrices \( L \) and \( M \) is given in [19], Theorem 27.

In the sequel, in some cases we shall replace the study of an arbitrary unbounded LMI region \( D \) with the study of the (open) shifted conic sector
\[ C_{\theta_0}^{x_{max}} = \text{int}(x_{max} + D_{rc}) \subseteq D. \] (6)

Inclusion (6) follows from the inclusion \( x_{max} \in D \) and the fact that the recession cone \( D_{rc} \) of an LMI region \( D \) coincides with the recession cone of \( D \) (see [19], Corollary 6).
2.2 \((\mathcal{D}, D)\)-stability of matrices

In [21], the following generalizations of the concept of \(D\)-stability to the case of an unbounded LMI region \(\mathcal{D}\) were considered (separately for the cases when \(0 \in \overline{\mathcal{D}}\) and when \(0 \in \mathbb{C} \setminus \overline{\mathcal{D}}\)).

**Definition 5.** Given an unbounded LMI region \(\mathcal{D}\) with \(0 \in \overline{\mathcal{D}}\), we say that an \(n \times n\) real matrix \(A\) is \((\text{multiplicative}) (\mathcal{D}, D)\)-stable if \(\sigma(DA) \subset \mathcal{D}\) for every \(D \in \mathcal{D}^+\).

**Definition 5’.** Given an unbounded LMI region \(\mathcal{D}\) with \(0 \in \mathbb{C} \setminus \overline{\mathcal{D}}\), we say that an \(n \times n\) real matrix \(A\) is \((\text{multiplicative}) (\mathcal{D}, D)\)-stable if \(\sigma(DA) \subset \mathcal{D}\) for every \(D \in \mathcal{D}^+\).

Now let us consider the following particular cases of \((\mathcal{D}, D)\)-stability.

1. \((\mathcal{C}_\alpha, D)\)-stability. Here, we consider separately the case, when \(\alpha \geq 0\) which implies \(0 \in \overline{\mathcal{C}_\alpha}\) and \(\alpha < 0\) which implies \(0 \in \mathbb{C} \setminus \overline{\mathcal{C}_\alpha}\). We say that an \(n \times n\) real matrix \(A\) is \((\text{multiplicative}) (\mathcal{C}_\alpha, D)\)-stable if \(\text{Re}(\lambda) < \alpha\) for all \(\lambda \in \sigma(DA)\), where \(D\) is any matrix from \(\mathcal{D}^+\) (if \(\alpha \geq 0\)) or \(\mathcal{D}_0^+\) (if \(\alpha < 0\)).

2. \((\mathcal{C}_\theta^0, D)\)-stability. For this case, we have \(0 \in \overline{\mathcal{C}_\theta^0}\). For a given value \(\theta\), \(0 < \theta < \frac{\pi}{2}\), we call an \(n \times n\) real matrix \(A\) \((\text{multiplicative}) (\mathcal{C}_\theta^0, D)\)-stable if \(\sigma(DA) \subset \mathcal{C}_\theta^0\) for every positive diagonal matrix \(D\).

3. \((H(a, b), D)\)-stability. For this case, we have \(0 \in \mathbb{C} \setminus \overline{H(a, b)}\). We say that an \(n \times n\) real matrix \(A\) is \((\text{multiplicative}) (H(a, b), D)\)-stable if \(\sigma(DA) \subset H(a, b)\) for every matrix \(D \in \mathcal{D}_0^{+}\).

4. \((P(\epsilon), D)\)-stability. Here, \(0 \in \overline{P(\epsilon)}\), and we say that an \(n \times n\) real matrix \(A\) is \((\text{multiplicative}) (P(\epsilon), D)\)-stable if \(\sigma(DA) \subset P(\epsilon)\) for every positive diagonal matrix \(D\).

3 Extended diagonal dominance with respect to an LMI region \(\mathcal{D}\)

3.1 General definition

Given a (bounded or unbounded) LMI region \(\mathcal{D} \subset \mathbb{C}\) (e.g. an LMI region). Let the intersection of \(\mathcal{D}\) with the real axis \(\mathbb{R}\) be denoted by

\[(\alpha, \beta) := \mathcal{D} \cap \mathbb{R},\]

where both \(\alpha\) and \(\beta\) may be infinite. According to this notation, \(\beta = x_{\text{max}}\).

Note, that \(\mathcal{D} \cap \mathbb{R}\) is nonempty whenever \(\mathcal{D}\) is nonempty (see [19], Lemma 21).

Let the part of the boundary of \(\mathcal{D}\) which lies above the real axis (if \(\mathcal{D}\) is bounded from above) be represented by a concave function \(y(x) : (\alpha, \beta) \rightarrow \mathbb{R}_+\).

Note, that the boundary function \(y(x)\) of an LMI region \(\mathcal{D}\), is defined implicitly.

We define the function \(r(x) : (\alpha, \beta) \rightarrow \mathbb{R}_+\) as follows:

**Case I.** Let either \(\alpha\) or \(\beta\) be finite, \(\mathcal{D}\) be bounded from above. Then

\[r(x) := \frac{\min(|x - \alpha|, |x - \beta|) \cdot y(x)}{\sqrt{\min(|x - \alpha|, |x - \beta|)^2 + y^2(x)}}.\]
Case II. Let both $\alpha$ and $\beta$ be infinite (in this case, $(\alpha, \beta) = \mathbb{R}$ and $\mathcal{D}$ is a horizontal stripe, see [19], Theorem 12, Part 2). Then

$$r(x) := \lim_{\alpha, \beta \to \infty} \frac{\min(|x - \alpha|, |x - \beta|) \cdot y(x)}{\sqrt{\min(|x - \alpha|, |x - \beta|)^2 + y^2(x)}} = y(x) = \text{const.}$$

Case III. Let $\mathcal{D}$ be unbounded from above (in this case, $\mathcal{D}$ is a vertical stripe or a halfplane, see [19], Theorem 12, Part 1). Then

$$r(x) := \lim_{y \to \infty} \frac{\min(|x - \alpha|, |x - \beta|) \cdot y}{\sqrt{\min(|x - \alpha|, |x - \beta|)^2 + y^2}} = \min(|x - \alpha|, |x - \beta|).$$

**General definition.** A matrix $A \in M_{n \times n}$ is called *strictly row diagonally dominant with respect to the region $\mathcal{D}$* or simply *diagonally $\mathcal{D}$-dominant* if it satisfies the following properties:

1. $a_{ii} \in (\alpha, \beta)$ for all $i = 1, \ldots, n$;
2. $r(a_{ii}) > \sum_{j \neq i} |a_{ij}|$ for all $i = 1, \ldots, n$.

A matrix $A \in M_{n \times n}$ is called *strictly column diagonally dominant with respect to the region $\mathcal{D}$* if $A^T$ is diagonally $\mathcal{D}$-dominant.

Note, that the above definition is meaningful: given an arbitrary LMI region $\mathcal{D} \subset \mathbb{C}$, for example, any diagonal matrix with principal diagonal entries from $(\alpha, \beta) = \mathcal{D} \cap \mathbb{R}$, will be necessarily diagonally $\mathcal{D}$-dominant.

3.2 Particular cases

First, consider the shifted half-plane $\mathbb{C}^\alpha_{-\alpha}$, with the shift parameter $\alpha \in \mathbb{R}$.

**Definition 6.** Given a value $\alpha \in \mathbb{R}$, a real $n \times n$ matrix $A$ is called *diagonally $\mathbb{C}^\alpha_{-\alpha}$-dominant* if the following inequalities hold:

1. $|a_{ii} - \alpha| > \sum_{j \neq i} |a_{ij}|$ for all $i = 1, \ldots, n$.
2. $a_{ii} < \alpha$, for all $i = 1, \ldots, n$.

For the case $\alpha = 0$, the Definition 6 gives the class of diagonally dominant matrices (see Definition 1) with negative principal diagonal entries, i.e. a subclass of NDD matrices.

The second region we consider, is the shifted conic sector around the negative direction of the real axis with the apex at the point $\alpha \in \mathbb{R}$ and the inner angle $2\theta$, $0 < \theta < \frac{\pi}{2}$. In this case, it easily follows from geometrical reasoning that $r(x) = \sin(\theta) |x - \alpha|$.

**Definition 7.** Given two values $\theta \in (0, \frac{\pi}{2}]$ and $\alpha \in \mathbb{R}$, a matrix $A \in M_{n \times n}$ is called *diagonally $\mathbb{C}^\alpha_{\theta}$-dominant* if the following inequalities hold:

1. $\sin(\theta)|a_{ii} - \alpha| > \sum_{j \neq i} |a_{ij}|$ for all $i = 1, \ldots, n$.
2. $a_{ii} < \alpha$, for all $i = 1, \ldots, n$.

For the conic sector $\mathbb{C}^\theta_0$, with the apex at the origin, we have the following definition.

**Definition 7’.** Given a value $\theta \in (0, \frac{\pi}{2}]$, a real $n \times n$ matrix $A$ is called *diagonally $\mathbb{C}^\theta_0$-dominant* if the following inequalities hold:
1. \( \sin \theta |a_{ii}| > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n. \)
2. \( a_{ii} < 0, \ i = 1, \ldots, n. \)

The following extension of Definition 7 was provided in [28] (see also [27]).

**Definition 7'.** A matrix \( A \in \mathcal{M}^{n \times n}(\mathbb{C}) \) is called **generalized diagonally dominant with a given strength factor** \( \tau \), where \( 0 < \tau < 1 \), if there exist positive scalars (weights) \( m_i, i = 1, \ldots, n \) such that

\[
\tau m_i |a_{ii}| > \sum_{j \neq i} m_j |a_{ij}|, \quad i = 1, \ldots, n.
\]

If, in addition, \( a_{ii} < 0, \ i = 1, \ldots, n \), then \( A \) is called **negative diagonally dominant (NDD)** with strength factor \( \tau \). Here, we may put \( \sin \theta := \tau \) and obtain that \( A \) is NDD with strength factor \( \tau \) if and only if there is a positive diagonal matrix \( M \) such that \( AM \) is diagonally \( C_0^{\tau} \)-dominant.

The following definition corresponds to the hyperbolic region \( H(a, b) \). Here, we have \( \alpha = -\frac{1}{|a|} \), \( y(x) = \frac{\sqrt{a^2 x^2 - 1}}{|b|} \), thus

\[
r(x) = \frac{|x| + \frac{1}{|a|} \sqrt{a^2 x^2 - 1}}{\sqrt{b^2 (|a|x - 1)^2 + (a^2 x^2 - 1)}} = \frac{(-|a|x - 1) \sqrt{1 - |a|x}}{\sqrt{b^2 (-|a|x - 1) + a^2 (1 - |a|x)}}.
\]

**Definition 8.** Given two values \( a, b \in \mathbb{R} \setminus \{0\} \), a real \( n \times n \) matrix \( A \) is called **diagonally \( H(a, b) \)-dominant** if the following inequalities hold:

1. \( \frac{(-|a|a_{ii} - 1) \sqrt{1 - |a|a_{ii}}}{\sqrt{b^2 (-|a|a_{ii} - 1) + a^2 (1 - |a|a_{ii})}} > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n. \)
2. \( a_{ii} < -\frac{1}{|a|}, \ i = 1, \ldots, n. \)

Finally, the following definition corresponds to the stability parabola \( P(\epsilon) \). In this case,

\[
r(x) = \frac{|x| |\epsilon| \sqrt{-x}}{\sqrt{x^2 - \epsilon^2 x}} = \frac{|\epsilon x|}{\sqrt{\epsilon^2 - x}}
\]

**Definition 9.** Given a value \( \epsilon \neq 0 \), a real \( n \times n \) matrix \( A \) is called **diagonally \( P(\epsilon) \)-dominant** if the following inequalities hold:

1. \( \frac{|a_{ii}|}{\sqrt{\epsilon^2 - a_{ii}^2}} > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n. \)
2. \( a_{ii} < 0, \ i = 1, \ldots, n. \)

### 3.3 Properties of diagonally \( D \)-dominant matrices

Here, we consider the basic properties of diagonally \( D \)-dominant matrices, that we shall use later. First, let us state and prove the following technical lemma.

**Lemma 1** Let the function \( r : (\mathbb{R}_+ \times \mathbb{R}_+) \to \mathbb{R} \) be defined by the formula:

\[
r(a, b) := \frac{ab}{\sqrt{a^2 + b^2}}
\]

Then \( r(a_2, b_2) \leq r(a_1, b_1) \) whenever \( a_2 \leq a_1, \ b_2 \leq b_1 \).
Proof. Since \( a_2 \leq a_1 \) and \( b_2 \leq b_1 \), we obtain the following inequalities:
\[
a_2^2 a_2^3 (b_2^2 - b_1^2) + b_1^2 b_2^2 (a_2^2 - a_1^2) \leq 0;
\]
\[
a_2^2 b_2^2 (a_2^2 + b_2^2) - a_1^2 b_1^2 (a_2^2 + b_2^2) \leq 0;
\]
\[
a_2^2 b_2^2 (a_1^2 + b_1^2) \leq a_1^2 b_1^2 (a_2^2 + b_2^2);
\]
\[
\frac{a_2 b_2}{a_2^2 + b_2^2} \leq \frac{a_1 b_1}{a_1^2 + b_1^2}.
\]
The last inequality means \( r(a_2, b_2) \leq r(a_1, b_1) \). \( \square \)

The geometrical meaning of \( r(a, b) \) is as follows: it provides the length of the altitude to the hypotenuse in the right triangle with the lengths of the other two sides to be \( a \) and \( b \).

Lemma 2 Let \( D_1, D_2 \subset \mathbb{C} \) be two nonempty LMI regions satisfying the inclusion \( D_2 \subseteq D_1 \). Then any diagonally \( D_2 \)-dominant matrix is necessarily diagonally \( D_1 \)-dominant. In particular, all diagonally \( C^a_\alpha \)-dominant matrices with \( \alpha \leq 0 \) and all diagonally \( C^a_\alpha \)-dominant matrices are diagonally dominant.

Proof. Let \( D_2 \subset D_1 \). Since \( D_1, D_2 \) are LMI regions, they are both convex and symmetric with respect to the real axis. Thus, by [19], Lemma 21, \( D_1 \cap \mathbb{R} = (\alpha_1, \beta_1) \neq \emptyset \) and \( D_2 \cap \mathbb{R} = (\alpha_2, \beta_2) \neq \emptyset \). Since \( D_2 \subset D_1 \) we conclude \( (\alpha_2, \beta_2) \subseteq (\alpha_1, \beta_1) \), i.e. \( \alpha_2 \geq \alpha_1 \) and \( \beta_2 \leq \beta_1 \). Let \( A \) be a diagonally \( D_2 \)-dominant matrix. Then it satisfies the following properties:

1. \( a_{ii} \in (\alpha_2, \beta_2) \) for all \( i = 1, \ldots, n; \)
2. \( r_2(a_{ii}) > \sum_{i \neq j} |a_{ij}| \) for all \( i = 1, \ldots, n \).

First, the inclusions \( a_{ii} \in (\alpha_2, \beta_2) \) and \( (\alpha_2, \beta_2) \subseteq (\alpha_1, \beta_1) \) imply \( a_{ii} \in (\alpha_1, \beta_1) \). Then we need to show that \( r_1(a_{ii}) \geq r_2(a_{ii}) > \sum_{i \neq j} |a_{ij}| \). We consider the following cases.

Case I. Let either \( \alpha_2 \) or \( \beta_2 \) be finite, \( D_2 \) be bounded from above. Then
\[
r_2(a_{ii}) = \frac{\min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_2|) \cdot y_2(a_{ii})}{\sqrt{\min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_2|)^2 + y_2^2(a_{ii})}}.
\]

If either \( \alpha_1 \) or \( \beta_1 \) is finite and \( D_1 \) is bounded from above, we have
\[
r_1(a_{ii}) = \frac{\min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_1|) \cdot y_1(a_{ii})}{\sqrt{\min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_1|)^2 + y_1^2(a_{ii})}}.
\]

Then, \( D_2 \subset D_1 \) obviously implies \( y_2(a_{ii}) \leq y_1(a_{ii}) \) for every \( a_{ii} \in (\alpha_2, \beta_2) \). The inequalities \( \alpha_2 \geq \alpha_1 \) and \( \beta_2 \leq \beta_1 \) imply \( \min(|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|) \leq \min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_1|) \) for every \( a_{ii} \in (\alpha_2, \beta_2) \). Applying Lemma 1 we obtain \( r_2(a_{ii}) \leq r_1(a_{ii}) \) for every \( a_{ii} \in (\alpha_2, \beta_2) \). Now let us consider
the case when \((\alpha_1, \beta_1) = \mathbb{R}\), i.e. \(\mathcal{D}_1\) is a horizontal stripe. In this case, 
\(r_1(a_{ii}) = y_1(a_{ii}) = \text{const},\) and we obtain:

\[
 r_2(a_{ii}) = \frac{\min(\{|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|\} \cdot y_2(a_{ii})}{\sqrt{(\min(\{|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|\})^2 + y_2^2(a_{ii})}} \leq y_2(a_{ii}) \leq y_1(a_{ii}) = r_1(a_{ii}).
\]

Finally, let \(\mathcal{D}_1\) be unbounded from above. Then we have 
\(r_1(a_{ii}) = \min(|a_{ii} - \alpha|, |a_{ii} - \beta|),\) and

\[
 r_2(a_{ii}) = \frac{\min(\{|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|\} \cdot y_2(a_{ii})}{\sqrt{(\min(\{|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|\})^2 + y_2^2(a_{ii})}} \leq \min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_1|) = r_1(a_{ii}).
\]

Case II. Let both \(\alpha_2\) and \(\beta_2\) be infinite (\(\mathcal{D}_2\) is a horizontal stripe). Since \(\mathcal{D}_2 \subseteq \mathcal{D}_1\), it is easy to see that \(\mathcal{D}_1\) is also a horizontal stripe. Then 
\(r_2(a_{ii}) = y_2(a_{ii}) \leq y_1(a_{ii}) = r_1(a_{ii}).\)

Case III. The regions \(\mathcal{D}_2\) is unbounded from above. In this case, the inclusion \(\mathcal{D}_2 \subseteq \mathcal{D}_1\) implies that \(\mathcal{D}_1\) is also unbounded from above. We have

\[
 r_2(a_{ii}) = \min(|a_{ii} - \alpha_2|, |a_{ii} - \beta_2|) \leq \min(|a_{ii} - \alpha_1|, |a_{ii} - \beta_1|) = r_1(a_{ii}).
\]

\(\square\)

From Lemma 2 we deduce the following statement.

**Lemma 3** Given an unbounded LMI region \(\mathcal{D}\), let the conic sector \(\mathcal{C}_{\theta_0}^{x_{\text{max}}}\), defined by Formula (6), be nonempty. Then any diagonally \(\mathcal{C}_{\theta_0}^{x_{\text{max}}}\)-dominant matrix is necessarily diagonally \(\mathcal{D}\)-dominant. In particular, if \((a, b) \in \mathbb{R} \setminus \{0\}, x_{\text{max}} = -\frac{1}{|a|}, \theta_0 = \arctan \left(\frac{a}{b}\right)\), then any diagonally \(\mathcal{C}_{\theta_0}^{x_{\text{max}}}\)-dominant matrix is diagonally \(H(a, b)\)-dominant.

**Proof.** The proof follows from the inclusion \(\mathcal{C}_{\theta_0}^{x_{\text{max}}} \subseteq \mathcal{D}\) (see Formula (6)) and Lemma 2 \(\square\)

Now let us consider the following question: if \(A\) is diagonally \(\mathcal{D}\)-dominant (with respect to some LMI region \(\mathcal{D}\), \(D\) is positive diagonal, when \(DA\) be also diagonally \(\mathcal{D}\)-dominant? The answer to this question will lead to sufficient conditions of \((\mathcal{D}, D)\)-stability. The following result is obvious.

**Lemma 4** Let \(\mathcal{D}\) be an unbounded LMI region such that \(\mathcal{D} \cap \mathbb{R} = \mathbb{R}\) and the corresponding function \(r(x)\) is uniform, i.e. \(r(ax) = ar(x)\) for any \(x < 0\), \(a > 0\). If \(A \in \mathcal{M}^{n \times n}\) is diagonally \(\mathcal{D}\)-dominant, then \(DA\) is also diagonally \(\mathcal{D}\)-dominant for any positive diagonal matrix \(D\). In particular, if \(A\) is diagonally \(\mathcal{C}_{\theta_0}^{0}\)-dominant for any \(\theta_0 \in (0, \frac{\pi}{2})\), then \(DA\) is also diagonally \(\mathcal{C}_{\theta_0}^{0}\)-dominant for any positive diagonal matrix \(D\).

Now let us consider more general cases when \(r(x)\) is not uniform.
Lemma 5 Let $\mathcal{D}$ be an unbounded LMI region such that $\mathcal{D} \cap \mathbb{R} = \mathbb{R}_-$. If $A \in \mathcal{M}_{n \times n}$ is diagonally $\mathcal{D}$-dominant, then $DA$ is also diagonally $\mathcal{D}$-dominant for any $D \in \mathcal{D}^+_{(0,1]}$.

Proof. Let $A$ be diagonally $\mathcal{D}$-dominant. Then it satisfies the following conditions:
1. $a_{ii} \in (\alpha, \beta)$ for all $i = 1, \ldots, n$;
2. $r(a_{ii}) > \sum_{j \neq i} |a_{ij}|$ for all $i = 1, \ldots, n$.

Taking into account that $\mathcal{D} \cap \mathbb{R} = (\alpha, \beta) = (-\infty, 0)$, we obtain $a_{ii} < 0$ and the corresponding function $r(a_{ii})$ be defined as follows:

$$r(a_{ii}) = \frac{-a_{ii}y(a_{ii})}{\sqrt{a_{ii}^2 + y^2(a_{ii})}}.$$ 

Since the function $y(x)$ is concave whenever $x < 0$, we easily obtain the inequality

$$y(d_{ii}a_{ii}) \geq d_{ii}y(a_{ii}), \quad (7)$$

whenever $d_{ii} \in [0, 1], i = 1, \ldots, n$.

Then, checking the definition of diagonal $\mathcal{D}$-dominance for the matrix $DA$, we obtain: $d_{ii}a_{ii} < 0$, whenever $d_{ii} > 0, a_{ii} < 0, i = 1, \ldots, n$. Applying Inequality (7) and Lemma 5 we obtain the following estimates for $r(d_{ii}a_{ii}), d_{ii} \in (0, 1]$:

$$r(d_{ii}a_{ii}) = \frac{-d_{ii}a_{ii}y(d_{ii}a_{ii})}{\sqrt{(d_{ii}a_{ii})^2 + y^2(d_{ii}a_{ii})}} \geq \frac{-d_{ii}a_{ii}d_{ii}y(a_{ii})}{\sqrt{d_{ii}^2 a_{ii}^2 + d_{ii}^2 y^2(a_{ii})}} =$$

$$= \frac{-d_{ii}a_{ii}y(a_{ii})}{\sqrt{a_{ii}^2 + y^2(a_{ii})}} = d_{ii}r(a_{ii}) > d_{ii} \sum_{i \neq j} |a_{ij}| = \sum_{i \neq j} |d_{ii}a_{ij}|,$$

for all $i = 1, \ldots, n$. Thus $DA$ is diagonally $\mathcal{D}$-dominant for any $D \in \mathcal{D}^+_{(0,1]}$.

Now let us consider the case of a shifted conic sector, which is of major practical importance.

Lemma 6 Given two values $\theta \in (0, \frac{\pi}{2}]$ and $\alpha < 0$. If $A \in \mathcal{M}_{n \times n}$ is diagonally $C^0_{\theta}$-dominant, then $DA$ is also diagonally $C^0_{\theta}$-dominant for any $D \in \mathcal{D}_{\geq 1}$.

Proof. Since $A$ is diagonally $C^0_{\theta}$-dominant, we have by Definition 7:
1. $\sin \theta |a_{ii} - \alpha| > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n$;
2. $a_{ii} < \alpha < 0, i = 1, \ldots, n$.

Thus, for the matrix $DA$, we obtain: $d_{ii}a_{ii} < d_{ii}\alpha < \alpha < 0$, for every $d_{ii} \geq 1, i = 1, \ldots, n$. Then,

$$\sin \theta |d_{ii}a_{ii} - \alpha| = d_{ii} \sin \theta \left| \frac{\alpha}{d_{ii}} - a_{ii} \right| \geq d_{ii} \sin \theta |\alpha - a_{ii}| > d_{ii} \sum_{j \neq i} |a_{ij}| = \sum_{j \neq i} |d_{ii}a_{ij}|,$$

for every $d_{ii} \geq 1, i = 1, \ldots, n$. The above inequalities show that $DA$ is diagonally $C^0_{\theta}$-dominant for any $D \in \mathcal{D}_{\geq 1}$. $\square$
4 Diagonal $\mathcal{D}$-dominance implies $\mathcal{D}$-stability and $(\mathcal{D}, D)$-stability

First, we recall the following fundamental statement of matrix eigenvalue localization (see, for example, [14], p. 344).

**Theorem 1 (Gershgorin)** Let $A = \{a_{i,j}\}_{i,j=1}^{n} \in M^{n \times n}(\mathbb{C})$, define

$$R_i := \sum_{j=1; j \neq i}^{n} |a_{ij}|, \quad 1 \leq i \leq n.$$  

Let $D(a_{ii}, R_i) \subset \mathbb{C}$ be a closed disk centered at $a_{ii}$ with the radius $R_i$. Then all the eigenvalues of $A$ are located in the union of $n$ discs

$$G(A) := \bigcup_{i=1}^{n} D(a_{ii}, R_i).$$

A disk $D(a_{ii}, R_i)$ defined in the statement of Theorem 1 is called a Gershgorin disk.

Let us recall a well-known fact that if a complex matrix $A = \{a_{ij}\}_{i,j=1}^{n}$ is strictly diagonally dominant and its principal diagonal entries satisfy $a_{ii} < 0$, $i = 1, \ldots, n$, then $A$ is Hurwitz stable, i.e. $\sigma(A) \subset \mathbb{C}^-$. For the proof, it is enough to notice that the union of all Gershgorin discs $G(A)$, which contains $\sigma(A)$, lies entirely in $\mathbb{C}^-$. To generalize this result, we first recall the following definition (see, for example, [20]).

**Definition 10.** Let a set $\mathcal{D} \subset \mathbb{C}$ be symmetric with respect to the real axis. A matrix $A \in M^{n \times n}$ is called stable with respect to $\mathcal{D}$ or simply $\mathcal{D}$-stable if $\sigma(A) \subset \mathcal{D}$. In this case, $\mathcal{D}$ is called a stability region.

Basing on Gershgorin’s theorem, we obtain the following statement.

**Theorem 2** Given a (bounded or unbounded) LMI region $\mathcal{D} \subset \mathbb{C}$. If a matrix $A \subset M^{n \times n}$ is diagonally $\mathcal{D}$-dominant then it is $\mathcal{D}$-stable.

**Proof.** Let us consider Gershgorin disks $D(a_{ii}, R_i)$, $i = 1, \ldots, n$. For the proof, it will be enough to show the inclusions

$$D(a_{ii}, R_i) \subseteq \mathcal{D}, \quad i = 1, \ldots, n,$$

and to apply Gershgorin’s theorem. Since $A$ is diagonally $\mathcal{D}$-dominant, by definition we have:

$$a_{ii} \in (\alpha, \beta) = \mathcal{D} \cap \mathbb{R} \quad i = 1, \ldots, n,$$

i.e. the center of each Gershgorin disk $D(a_{ii}, R_i)$ lies in $\mathcal{D}$. Now let us estimate their radii $R_i = \sum_{j=1; j \neq i}^{n} |a_{ij}|$, $1 \leq i \leq n$. Again by definition of diagonal $\mathcal{D}$-dominance, we have

$$R_i = \sum_{j=1; j \neq i}^{n} |a_{ij}| < r(a_{ii}), \quad i = 1, \ldots, n.$$
Hence \( D(a_{ii}, R_i) \subset D(a_{ii}, r(a_{ii})) \), where \( D(a_{ii}, r(a_{ii})) \) is a closed disk centered at \( a_{ii} \) with the radius \( r(a_{ii}) \). Obviously, for Inclusion (8) to hold, it is enough to show that

\[
D(a_{ii}, r(a_{ii})) \subseteq \overline{\mathcal{D}}, \quad i = 1, \ldots, n,
\]

where \( \overline{\mathcal{D}} \) is the closure of \( \mathcal{D} \). For the proof, we consider the following cases.

Case I. Let either \( \alpha \) or \( \beta \) be finite, \( \mathcal{D} \) be bounded from above. Without loss the generality of the reasoning, we may assume that both \( \alpha \) and \( \beta \) are finite. Then

\[
r(a_{ii}) = \frac{\min(|a_{ii} - \alpha|, |a_{ii} - \beta|) \cdot y(a_{ii})}{\sqrt{\min(|a_{ii} - \alpha|, |a_{ii} - \beta|)^2 + y^2(a_{ii})}}.
\]

Let \( \min(|a_{ii} - \alpha|, |a_{ii} - \beta|) = |a_{ii} - \alpha| \) (the other case can be considered analogically). Obviously, \( |a_{ii} - \alpha| \) is the length of the interval \((A, B)\) between the points \( A \) with the coordinates \((a_{ii}, 0)\) and \( B \) with the coordinates \((\alpha, 0)\) (see Figure 1). Denote \( C \) the point with the coordinates \((a_{ii}, y(a_{ii}))\). Obviously, \( C \in \partial \mathcal{D} \), and \( y(a_{ii}) > 0 \) is the length of the interval \((A, C)\). Now, consider the right triangle \( ABC \) with the apexes \( A, B, C \in \overline{\mathcal{D}} \). Since \( \mathcal{D} \) is convex, its closure \( \overline{\mathcal{D}} \) is also convex and it is easy to see that all the interior points of \( ABC \) belongs to \( \overline{\mathcal{D}} \). Simple geometric observation shows that

\[
r(a_{ii}) = \frac{||AB|| \cdot ||BC||}{||AB||^2 + ||BC||^2} = \frac{||AB|| \cdot ||BC||}{||CA||} = ||AH||,
\]

is the length of the altitude \( AH \) to the hypotenuse \( CA \) in the right triangle \( ABC \). Hence we obtain the inclusion

\[
D(a_{ii}, r(a_{ii})) \cap ABC \subseteq \overline{\mathcal{D}}. \tag{9}
\]

Now consider the point \( B^* \) with the coordinates \((2a_{ii} - \alpha, 0)\). The triangle \( AB^*C \), that is the symmetric reflection of the triangle \( ABC \) with respect to the line \( AC \). Since \( |a_{ii} - \beta| \geq |a_{ii} - \alpha| \), we obtain \( AB^*C \subseteq \overline{\mathcal{D}} \), and, as it follows,

\[
D(a_{ii}, r(a_{ii})) \cap AB^*C \subseteq \overline{\mathcal{D}}. \tag{10}
\]

Inclusion (9) together with (10) imply that the upper half of the disk \( D(a_{ii}, r(a_{ii})) \) belongs to \( \overline{\mathcal{D}} \). Since the region \( \mathcal{D} \) is symmetric with respect to the real axis, we obtain the inclusion \( D(a_{ii}, r(a_{ii})) \subseteq \overline{\mathcal{D}} \). Thus, any closed disc, centered at the point \( A(a_{ii}, 0) \) of a smaller radius, belongs to \( \mathcal{D} \).

Case II. Let both \( \alpha \) and \( \beta \) be infinite (in this case, \( \mathcal{D} \) is a horizontal stripe). Then

\[
r(a_{ii}) = y(a_{ii}) := c.
\]

Here, \( c \) denotes the length of the interval \((A, B)\) between the point \( A \) with the coordinates \((a_{ii}, 0)\) and the point \( B \) with the coordinates \((a_{ii}, c)\) (see Figure 2). Obviously, \( D(a_{ii}, c) \subseteq \overline{\mathcal{D}} \).
Case III. Let \( D \) be unbounded from above (in this case, \( D \) is a vertical stripe or a halfplane). Without loss the generality of the reasoning, we may assume that it is a vertical stripe, i.e. both \( \alpha \) and \( \beta \) are finite. Then

\[
 r(a_{ii}) = \min(|a_{ii} - \alpha|, |a_{ii} - \beta|).
\]
Let \( r(a_{ii}) = |a_{ii} - \alpha| = \alpha - a_{ii} \). Consider the points \( A \) with the coordinates \((a_{ii}, 0)\), \( B \) with coordinates \((\alpha, 0)\) and \( B'\) with the coordinates \((2a_{ii} - \alpha, 0)\).

Since \(|a_{ii} - \alpha| = \alpha - a_{ii} \leq |a_{ii} - \beta| = a_{ii} - \beta\), we obtain \( \beta \leq 2a_{ii} - \alpha \).

Thus the interval \( B'B \) lies entirely in \( \mathbb{D} \), and it is easy to see that the circle \( D(a_{ii}, \alpha - a_{ii}) \) lies entirely in \( \overline{\mathbb{D}} \) (see Figure 3).

**Corollary 1** Let \( \mathbb{D} \subset \mathbb{C} \) be an LMI region. If \( 0 \) does not belong to \( \mathbb{D} \), then diagonally \( \mathbb{D} \)-dominant matrices are necessarily nonsingular.

**Proof.** Let \( A \) be diagonally \( \mathbb{D} \)-dominant. Then, by Theorem 2, \( \sigma(A) \subset \mathbb{D} \). Thus \( 0 \) does not belong to \( \sigma(A) \). \( \square \)

For some particular cases, we obtain preservation of \( \mathbb{D} \)-stability under multiplication by a diagonal matrix.

**Theorem 3** Given an unbounded LMI region \( \mathbb{D} \) such that \( \mathbb{D} \cap \mathbb{R} = \mathbb{R}_{-} \). If a matrix \( A \in \mathcal{M}_{n \times n} \) is diagonally \( \mathbb{D} \)-dominant then it is \( \mathbb{D} \)-stable. Moreover, every matrix of the form \( DA \), where \( D \in \mathbb{D}_{[0,1]}^{+} \) is also \( \mathbb{D} \)-stable.

**Proof.** Let \( A \) be diagonally \( \mathbb{D} \)-dominant. Then, applying Theorem 2 we obtain that it is \( \mathbb{D} \)-stable. Applying Lemma 3 to the matrix \( DA \), where \( D \) is an arbitrary matrix from \( \mathbb{D}_{[0,1]}^{+} \), we obtain that \( DA \) is also diagonally \( \mathbb{D} \)-dominant, and, by Theorem 2 also \( \mathbb{D} \)-stable. \( \square \)
Theorem 4 Let an unbounded LMI region $\mathcal{D}$ possesses the characteristics $\theta_0 > 0$ and $x_{\text{max}} = \beta < +\infty$. Let a matrix $A \in \mathcal{M}_{n \times n}$ be diagonally $C^\alpha_{\theta}$-dominant with $0 < \theta \leq \theta_0$ and $\alpha \leq \min(0, x_{\text{max}})$. Then $A$ is $D$-stable, and, moreover, $(\mathcal{D}, D)$-stable.

Proof. First, let us prove that if $A$ is diagonally $C^\alpha_{\theta}$-dominant with $0 < \theta \leq \theta_0$ and $\alpha \leq \min(0, x_{\text{max}})$, then $A$ is $D$-stable. Indeed, from the inequalities $0 < \theta \leq \theta_0$ and $\alpha \leq x_{\text{max}}$ and Inclusion (6), we get the inclusions

$$C^\alpha_{\theta} \subseteq C^{x_{\text{max}}}_{\theta_0} \subseteq \mathcal{D}.$$ 

Thus, by Lemma 2, if $A$ is diagonally $C^0_{\theta}$-dominant then it is diagonally $D$-dominant. Applying Theorem 2 we obtain that $A$ is $D$-stable.

Now let us prove that $A$ is $(\mathcal{D}, D)$-stable. Here, we consider the following two cases.

Case 1. Let $0 \in \mathcal{D}$. In this case, $x_{\text{max}} \geq 0$ and we get $\alpha \leq 0 \leq x_{\text{max}}$. Thus, we obtain

$$C^\alpha_{\theta} \subseteq C^0_{\theta},$$

and, by Lemma 2, $A$ is necessarily diagonally $C^0_{\theta}$-dominant. Applying Lemma 4 we obtain that $DA$ is also diagonally $C^0_{\theta}$-dominant for any positive diagonal matrix $D$. From the inclusion $C^0_{\theta} \subseteq \mathcal{D}$ and Lemma 2 we obtain that $DA$ is diagonally $D$-dominant for every positive diagonal $D$. Then, applying Theorem 2 we get that $DA$ is $D$-stable for every positive diagonal matrix $D$. Hence, according to Definition 5, $A$ is $(\mathcal{D}, D)$-stable.

Case 2. Let $0 \in \mathcal{C} \setminus \mathcal{D}$. In this case, $0 \leq x_{\text{max}} < 0$. Applying Lemma 6 we obtain that if $A$ is diagonally $C^0_{\theta}$-dominant, then $DA$ is also diagonally $C^0_{\theta}$-dominant for any $D \in \mathcal{D}_{\geq 1}$. From the inclusion $C^0_{\theta} \subseteq \mathcal{D}$ and Lemma 2 we obtain that $DA$ is diagonally $D$-dominant for any $D \in \mathcal{D}_{\geq 1}$. Then, applying Theorem 2 we get that $DA$ is $D$-stable for every $D \in \mathcal{D}_{\geq 1}$. Hence, according to Definition 5’, $A$ is $(\mathcal{D}, D)$-stable.

□

5 Stability of second order systems

Consider the system of second-order differential equations

$$\ddot{x} = A \dot{x} + Bx, \quad x \in \mathbb{R}^n, \quad A, B \in \mathcal{M}_{n \times n}. \quad (11)$$

Following [28], we re-write System (11) formally as the system of first-order differential equations:

$$\begin{pmatrix} \dot{x} \\ \ddot{x} \end{pmatrix} = \begin{pmatrix} A & B \\ \text{I} & \text{O} \end{pmatrix} \begin{pmatrix} \dot{x} \\ x \end{pmatrix},$$

(12)

where $\text{I}$ is an $n \times n$ identity matrix, $\text{O}$ is an $n \times n$ zero matrix.
Clearly, the dynamics of System (11) is determined by the properties of an $2n \times 2n$ matrix of the form

$$\tilde{A} := \begin{pmatrix} A & B \\ I & O \end{pmatrix}. \tag{13}$$

Going into details, System (11) is asymptotically stable if and only if the matrix $\tilde{A}$ is stable, i.e. all its eigenvalues have negative real parts (see, for example, [27], [28]).

Since the matrix $\tilde{A}$ obviously does not preserve the structural properties of $A$ and $B$, such as diagonal dominance, we will use the following lemma which describes the spectrum of $\tilde{A}$ (see [27], p. 187, Lemma 2, Part (a)).

**Lemma 7** Let $A, B \in M^{n \times n}$ and the $2n \times 2n$ matrix $\tilde{A}$ be defined by (13). Then each eigenvalue $\lambda$ of $\tilde{A}$ is a zero of the equation

$$\det(G(\mu)) = 0, \tag{14}$$

where $G(\mu) \in C^{n \times n}$ is defined by the formula

$$G(\mu) = \mu^2 I - \mu A - B. \tag{15}$$

Now let us recall the complex version of Lyapunov’s matrix stability criterion (see, for example, [10], [11]).

**Theorem 5 (Lyapunov)** A matrix $A \in M^{n \times n}(\mathbb{C})$ is stable if and only if there exists a Hermitian positive definite matrix $H$ such that the matrix

$$W := HA + A^* H$$

is negative definite.

Here, we state and prove a sufficient condition for the stability of $\tilde{A}$, basing on the Lyapunov Theorem 5.

**Theorem 6** Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be real $n \times n$ matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by (13). Let $B$ be diagonalizable, i.e. there is an invertible matrix $S$, such that $B = S \Lambda_B S^{-1}$, where $\Lambda_B = \text{diag}\{\nu_1, \ldots, \nu_n\}$, and $\nu_1, \ldots, \nu_n$ are the eigenvalues of $B$. If $\nu_i < 0$ for all $i = 1, \ldots, n$, and the matrix $S^{-1} A S$ is diagonally stable, then $\tilde{A}$ is stable. In particular, if $B$ is negative diagonal and $A$ is diagonally stable, then $\tilde{A}$ is stable.

**Proof.** Let $G(\lambda) = \lambda^2 - \lambda A - B$. We consider the matrix

$$\tilde{G}(\lambda) = -\frac{1}{\lambda} S^{-1} G(\lambda) S = -\lambda I + S^{-1} A S + \frac{1}{\lambda} \Lambda_B.$$

Since $B$ is nonsingular, $G(0)$ is also nonsingular. Hence $G(\lambda)$ is nonsingular if and only if $\tilde{G}(\lambda)$ is nonsingular. To establish non-singularity of $\tilde{G}(\lambda)$ for all $\lambda$ with $\text{Re}(\lambda) \geq 0$, it is enough to prove its stability for all $\lambda$ with $\text{Re}(\lambda) \geq 0$. From Lyapunov Theorem 5 we obtain, that it is necessary and sufficient for
stability, to find for each \( \lambda \in \mathbb{C} \) with \( \text{Re}(\lambda) \geq 0 \), a Hermitian positive definite matrix \( H(\lambda) \) such that the matrix

\[
W(\lambda) := H(\lambda)\tilde{G}(\lambda) + (\tilde{G}(\lambda))^*H(\lambda)
\]

would be negative definite.

Since \( S^{-1}AS \) is diagonally stable, it satisfies Lyapunov theorem with some positive diagonal matrix \( D_A \), i.e. the matrix

\[
W_A := D_A(S^{-1}AS) + (S^{-1}AS)^TD_A,
\]

is negative definite.

Putting \( H(\lambda) := D_A \), we obtain

\[
W(\lambda) := D_A\tilde{G}(\lambda) + (\tilde{G}(\lambda))^*D_A =
\]

\[
D_A(-\lambda I + S^{-1}AS + \frac{1}{\lambda}A_B) + (-\lambda I + S^{-1}AS + \frac{1}{\lambda}A_B)^*D_A =
\]

\[
-2\text{Re}(\lambda)D_A + D_A(S^{-1}AS) + (S^{-1}AS)^TD_A + \frac{1}{\lambda}D_AA_B + \frac{1}{\lambda}A_BD_A =
\]

\[
-2\text{Re}(\lambda)D_A + W_A + \frac{2\text{Re}(\lambda)}{|\lambda|^2}D_AA_B,
\]

which is negative definite whenever \( \text{Re}(\lambda) \geq 0 \). □

A number of classes of diagonally stable matrices is considered in the literature (see, for example, [20], [16]). Let us recall, that a matrix \( A \in M^{n \times n} \) is diagonally stable if it satisfies one of the following conditions:

1. Its symmetric part \( \frac{A+AT}{2} \) is negative definite;
2. \( -A \) is an \( M \)-matrix, or, equivalently, \( -A \) is a stable \( Z \)-matrix;
3. \( n=2 \) and \( A = \{a_{ij}\}_{i,j=1}^2 \) satisfies the conditions \( a_{11} < 0 \), \( a_{22} < 0 \) and \( \det(A) > 0 \);
4. \( A \) is a normal stable matrix;
5. \( -A \) is a triangular \( P \)-matrix or, equivalently, \( A \) is a triangular stable matrix;
6. \( A \) is an NDD matrix;
7. \( -A \) is a tridiagonal \( P \)-matrix;
8. \( -A \) is a nonsingular \( H_+ \)-matrix.

Thus, we obtain the following corollaries (see [27], Theorem 2 and Theorem 1, Parts (a) and (b)).

**Corollary 2** ([27]) *Let \( A = \{a_{ij}\}_{i,j=1}^n \) and \( B = \{b_{ij}\}_{i,j=1}^n \) be real \( n \times n \) matrices, and the \( 2n \times 2n \) matrix \( \tilde{A} \) be defined by (13). Let \( a_{ii} < 0 \) and \( b_{ii} < 0 \) for all \( i = 1, \ldots, n \). If, in addition, \( b_{ij} = 0 \) for all \( i \neq j \) (i.e. \( B \) is negative diagonal) and \( A \) is NDD, then \( \tilde{A} \) is stable.*

**Proof.** For the proof, it is enough to notice, that NDD matrices are diagonally stable (see [25]) and to apply Theorem 6. □
Corollary 3 ([27]) Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be real $n \times n$ matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by (13). Let $a_{ii} < 0$ and $b_{ii} < 0$ for all $i = 1, \ldots, n$. Let, in addition, $b_{ij} = 0$ for all $i \neq j$ (i.e. $B$ be negative diagonal). Then,

1. If $n = 1$, then $\tilde{A}$ is stable;
2. If $n = 2$ and $A$ is stable then $\tilde{A}$ is stable.

**Proof.** For the proof, it is enough to notice, that for the case $n = 2$ stability together with negativity of the principal diagonal entries imply diagonal stability, and to apply Theorem 6. □

6 $\mathbb{C}_\alpha$-stability of matrices with diagonally $\mathcal{D}$-dominant submatrices

6.1 The boundaries for the real eigenvalues of $\tilde{A}$

Let $\alpha$ be an arbitrary real number. Later on, we shall face the following question: "When $\alpha \in \mathbb{R}$ does not belong to $\sigma(\tilde{A})$?" or, equivalently: "When $G(\alpha) = \alpha^2 I - \alpha A - B$ will be nonsingular?"

In the case when both of the matrices $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ are upper (or lower) triangular, we have that $G(\alpha)$ is also triangular and immediately obtain the following condition:

$$\alpha^2 - \alpha a_{ii} - b_{ii} \neq 0 \quad i = 1, \ldots, n,$$

which implies

$$b_{ii} \neq \alpha a_{ii} - \alpha^2 \quad i = 1, \ldots, n.$$

Now let us consider the case of arbitrary matrices $A$ and $B$.

Lemma 8 Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be real $n \times n$ matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by (13). Let one of the following conditions hold:

1. $\alpha \geq 0$; $b_{ii} < -\alpha^2$ for all $i = 1, \ldots, n$;
2. $\alpha < 0$; $b_{ii} < 3\alpha^2 - 2a_{ii}\alpha$ for all $i = 1, \ldots, n$.

If, in addition, $b_{ij} = 0$ for all $i \neq j$ (i.e. $B$ is negative diagonal) and $A$ is $\mathbb{C}_{\alpha_0}$-diagonally dominant, we obtain that $\alpha$ does not belong to $\sigma(\tilde{A})$.

**Proof.** For the proof, it is enough for us to show that $G(\alpha)$ is diagonally dominant, thus nonsingular. We will consider the following cases.

**Case I.** $\alpha \geq 0$. If $\alpha = 0$ then $G(0) = -B$ is positive diagonal, thus nonsingular. Now let $\alpha > 0$. Since $b_{ij} = 0$ for $i \neq j$ and

$$2\alpha - a_{ii} > \sum_{i \neq j} |a_{ij}| \geq 0,$$

(16)
we obtain
\[ \sum_{i \neq j} |g_{ij}(\alpha)| = \sum_{i \neq j} |\alpha a_{ij} + b_{ij}| = |\alpha| \sum_{i \neq j} |a_{ij}| < |\alpha(2\alpha - a_{ii})| = \ldots \]

Since \( \alpha > 0; 2\alpha - a_{ii} > 0 \) and \( b_{ii} < -\alpha^2 \), we obtain
\[ \ldots = \alpha(2\alpha - a_{ii}) = \alpha^2 - a a_{ii} + \alpha^2 < \alpha^2 - \alpha a_{ii} - b_{ii} = |g_{ii}(\alpha)|. \]

The matrix \( G(\alpha) \) is diagonally dominant, thus nonsingular.

**Case II.** \( \alpha < 0 \). In this case, \( \alpha(2\alpha - a_{ii}) < 0 \). Thus we obtain
\[ |g_{ij}(\alpha)| = |\alpha| \sum_{i \neq j} |a_{ij}| < |\alpha(2\alpha - a_{ii})| = \alpha a_{ii} - 2\alpha^2 = \alpha^2 - \alpha a_{ii} - 3\alpha^2 + 2\alpha a_{ii} < \]
\[ \alpha^2 - \alpha a_{ii} - b_{ii} = |g_{ii}(\alpha)|. \]

\( \square \)

In the sequel, we will need the following technical results.

**Lemma 9** Let \( \alpha, a, b \in \mathbb{R} \). Any of the conditions
1. \( \alpha \geq 0; b < -\alpha^2 \);
2. \( \alpha < 0; b < 3\alpha^2 - 2\alpha a \).

Together with the inequality \( a < 2\alpha \) implies
\[ b < \alpha(\alpha - a). \] (17)

**Proof.** Condition 1 together with \( a < 2\alpha \) implies:
\[ 2\alpha - a > 0; \quad \alpha(2\alpha - a) \geq 0; \]
\[ b < -\alpha^2 \leq -\alpha^2 + \alpha(2\alpha - a) = \alpha^2 - \alpha a. \]

Condition 2 together with \( a < 2\alpha \) implies:
\[ 2\alpha - a > 0; \quad \alpha(2\alpha - a) < 0; \]
\[ b < 3\alpha^2 - 2\alpha a = \alpha^2 - \alpha a + \alpha(2\alpha - a) < \alpha^2 - \alpha a. \]

\( \square \)
6.2 Triangular matrices.

Here, we study the conditions for the localization of the spectrum of $\tilde{A}$ inside the shifted left half-plane $C_{-\alpha}$. First, let us consider the case, when $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ both are lower (or upper) triangular. In this case, the matrix $G(\lambda) = \lambda^2 I - \lambda A - B$ is also lower (respectively, upper) triangular. Obviously,

$$ det G(\lambda) = \prod_{i=1}^{n} g_{ii}(\lambda) = \prod_{i=1}^{n} (\lambda^2 - \lambda a_{ii} - b_{ii}). $$

Thus, the $2n$ solutions of the equation $det G(\lambda) = 0$ are exactly the solutions of $n$ quadratic equations $\lambda^2 - \lambda a_{ii} - b_{ii} = 0$, $i = 1, \ldots, n$.

Solving these quadratic equations, we obtain

$$ \lambda_{2i-1,2i} = \frac{a_{ii} \pm \sqrt{a_{ii}^2 + 4b_{ii}}}{2} \quad i = 1, \ldots, n. $$

Now let us analyze the conditions when all these solutions belong to the shifted half-plane $C_{-\alpha}$, $\alpha \in \mathbb{R}$. Here, we have the following two cases.

1. $D = a_{ii}^2 + 4b_{ii} \geq 0$. In this case, we have two (probably, coinciding) real solutions $\lambda_{2i-1,2i}$, that should satisfy the inequalities $\lambda_{2i-1,2i} < \alpha$. Hence we obtain the following conditions:

$$ a_{ii} \pm \sqrt{a_{ii}^2 + 4b_{ii}} < 2\alpha; $$

$$ \pm \sqrt{a_{ii}^2 + 4b_{ii}} < 2\alpha - a_{ii} \Rightarrow 2\alpha - a_{ii} > 0; $$

$$ a_{ii}^2 + 4b_{ii} < 4\alpha^2 + a_{ii}^2 - 4\alpha a_{ii}; $$

$$ b_{ii} < \alpha^2 - \alpha a_{ii}. $$

Summarizing the above conditions, we obtain the following set of inequalities:

$$ \frac{a_{ii}}{2} < \alpha; \quad -\frac{a_{ii}^2}{4} \leq b_{ii} < \alpha^2 - \alpha a_{ii}. $$

2. $D = a_{ii}^2 + 4b_{ii} < 0$. In this case, we have two non-real solutions $\lambda_{2i-1,2i}$, given by the formula

$$ \lambda_{2i-1,2i} = a_{ii} \pm i \sqrt{-(a_{ii}^2 + 4b_{ii})}. $$

In this case, $\text{Re}(\lambda_{2i-1,2i}) = \frac{a_{ii}}{2}$, and we immediately obtain the conditions

$$ \frac{a_{ii}}{2} < \alpha; \quad b_{ii} < -\frac{a_{ii}^2}{4}. $$

Summarizing both of the cases, we obtain the following statement.

**Theorem 7** Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be both real $n \times n$ upper (or lower) triangular matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by \([13]\). Then $\tilde{A}$ is $C_{-\alpha}$-stable if and only if $\frac{a_{ii}}{2} < \alpha$ and $b_{ii} < \alpha^2 - \alpha a_{ii}$.

**Proof.** The proof follows from the above reasoning. □
6.3 Case of arbitrary matrices

Here, we consider the following sufficient condition, based on the property of diagonal $\mathbb{C}_\alpha$-dominance.

**Theorem 8** Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be real $n \times n$ matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by $[13]$. Let $b_{ii} < -\alpha^2$ if $\alpha \geq 0$ and $b_{ii} < 3\alpha^2 - 2a_{ii}\alpha$ if $\alpha < 0$ for all $i = 1, \ldots, n$. If, in addition, $b_{ij} = 0$ for all $i \neq j$ (i.e. $B$ is negative diagonal) and $A$ is diagonally $\mathbb{C}_\alpha^\neg$-dominant, then $\tilde{A}$ is $\mathbb{C}_\alpha^\neg$-stable.

**Proof.** Applying Lemma [8] we exclude the case $\lambda = \alpha$, and examine the matrix $\tilde{G}(\lambda) = -\frac{1}{\lambda - \alpha} G(\lambda)$. For its principal diagonal entries, we have the equality

$$\tilde{g}_{ii}(\lambda) = -\frac{\lambda^2 + \lambda a_{ii} + b_{ii}}{\lambda - \alpha} = \ldots$$

Applying the Taylor expansion formula, we obtain

$$\ldots = \frac{(-\alpha^2 + \alpha a_{ii} + b_{ii}) + (a_{ii} - 2\alpha)(\lambda - \alpha) - (\lambda - \alpha)^2}{\lambda - \alpha} = \frac{-\alpha^2 + \alpha a_{ii} + b_{ii}}{\lambda - \alpha} + (a_{ii} - 2\alpha) - (\lambda - \alpha).$$

Let $\lambda = x + iy$, then $\lambda - \alpha = (x - \alpha) + iy$, $\frac{1}{\lambda - \alpha} = \frac{x - \alpha}{(x - \alpha)^2 + y^2} - \frac{iy}{(x - \alpha)^2 + y^2}$. Then the following estimates hold:

$$|\tilde{g}_{ii}(\lambda)| \geq \left| -\frac{\alpha^2 + \alpha a_{ii} + b_{ii}}{\lambda - \alpha} + (a_{ii} - 2\alpha) - (\lambda - \alpha) \right| \geq \left| (a_{ii} - 2\alpha) - (x - \alpha) + \frac{(x - \alpha)(-\alpha^2 + \alpha a_{ii} + b_{ii})}{(x - \alpha)^2 + y^2} \right| \ldots$$

From diagonal $\mathbb{C}_\alpha^\neg$-dominance (see Definition 6) of $A$ we get the estimate $a_{ii} < 2\alpha$. Applying Lemma [9] we obtain the estimate $-\alpha^2 + \alpha a_{ii} + b_{ii} < 0$. Then for $x \geq \alpha$, all the summands $a_{ii} - 2\alpha$, $-(x - \alpha)$ and $\frac{(x - \alpha)(-\alpha^2 + \alpha a_{ii} + b_{ii})}{(x - \alpha)^2 + y^2}$ are nonpositive. We have:

$$\ldots = |a_{ii} - 2\alpha| + |x - \alpha| + \left| \frac{(x - \alpha)(-\alpha^2 + \alpha a_{ii} + b_{ii})}{(x - \alpha)^2 + y^2} \right| \geq |a_{ii} - 2\alpha|.$$  

Imposing the condition $b_{ij} = 0$ for $i \neq j$ (i.e. that the matrix $B$ is diagonal), we obtain that the off-diagonal entries of $\tilde{G}(\lambda)$ coincide with the off-diagonal entries of $A$. Then the condition

$$|a_{ii} - 2\alpha| > \sum_{j \neq i} |a_{ij}| \quad i = 1, \ldots, n.$$
implies the strict diagonal dominance of $\tilde{G}(\lambda)$ (see Definition 1), and, by Gershgorin theorem, its invertibility. □

The above theorem also implies Corollary 2, providing a direct proof for it by the methods similar to that used in [27], the proof of Theorem 2.

6.4 The case of simultaneously triagonalizable matrices

**Theorem 9** Let $A = \{a_{ij}\}_{i,j=1}^n$ and $B = \{b_{ij}\}_{i,j=1}^n$ be real $n \times n$ matrices, and the $2n \times 2n$ matrix $\tilde{A}$ be defined by [13]. Let $A$ and $B$ can be simultaneously reduced (by similarity transformation) to their triangular forms. Denote $\sigma(\tilde{A}) = \{\lambda_{k}\}_{k=1}^{2n}$, $\sigma(A) = \{\mu_{i}\}_{i=1}^{n}$, $\mu_{i} = a_{i} + i c_{i}$, $i = 1, \ldots, n$ and $\sigma(B) = \{\nu_{i}\}_{i=1}^{n}$, $\nu_{i} = b_{i} + i d_{i}$, $i = 1, \ldots, n$. Then $\tilde{A}$ is $C_{2\alpha}$-stable if and only if $A$ is $C_{2\alpha}$-stable and for each $i$, $i = 1, \ldots, n$, the values $a_{i}$, $b_{i}$, $c_{i}$, $d_{i}$ and $\alpha$ satisfy the following inequality:

$$(2\alpha - a_{i})^{2}(\alpha^{2} - a_{i} - b_{i}) + (2\alpha - a_{i})c_{i}(\alpha c_{i} + d_{i}) - (\alpha c_{i} + d_{i})^{2} > 0. \quad (18)$$

In particular, $\tilde{A}$ is stable if and only if $A$ is stable and for each $i$, $i = 1, \ldots, n$, the values $a_{i}$, $b_{i}$, $c_{i}$, $d_{i}$ satisfy the following inequality:

$$a_{i}^{2}b_{i} + a_{i}c_{i}d_{i} + d_{i}^{2} < 0. \quad (19)$$

**Proof.** By Lemma 7, $\lambda$ is an eigenvalue of $\tilde{A}$ if and only if $\det G(\lambda) = 0$, where

$$G(\lambda) = \lambda^{2}I - \lambda A - B.$$ 

Since $A$ and $B$ are simultaneously triagonalizable, we get $\det G(\lambda) = 0$ implies $\det(SG(\lambda)S^{-1}) = 0$, where $SAS^{-1} = \Lambda_{A}$, $SBS^{-1} = \Lambda_{B}$, $\Lambda_{A}$ and $\Lambda_{B}$ are the triangular forms of the matrices $A$ and $B$, respectively. Then, denoting $\mu_{i}$ and $\nu_{i}$, $i = 1, \ldots, n$ the eigenvalues of the matrices $A$ and $B$, respectively, we obtain the equalities:

$$0 = \det(SG(\lambda)S^{-1}) = \det(\lambda^{2}I - \lambda A - B) = \prod_{i=1}^{n}(\lambda^{2} - \lambda \mu_{i} - \nu_{i}).$$

Thus the spectrum of $\tilde{A}$ coincides with the solutions of $n$ quadratic equations

$$\lambda^{2} - \lambda \mu_{i} - \nu_{i} = 0, \quad i = 1, \ldots, n. \quad (20)$$

Consider the polynomial

$$f_{i}(\lambda) = \lambda^{2} - \lambda \mu_{i} - \nu_{i} = \lambda^{2} + \lambda(-a_{i} - ic_{i}) + (-b_{i} - id_{i}),$$

with complex coefficients $-\mu_{i} = -a_{i} - ic_{i}$ and $-\nu_{i} = -b_{i} - id_{i}$. It is easy to see, that the polynomial $f_{i}(\lambda)$ has all its zeroes in $\mathbb{C}_{\alpha}$ if and only if the polynomial $f_{i}(\lambda + \alpha)$ is stable. Consider

$$\tilde{f}_{i}(\lambda) := f_{i}(\lambda + \alpha) = (\lambda + \alpha)^{2} - (\lambda + \alpha)\mu_{i} - \nu_{i} =$$
\[ \lambda^2 + \lambda(2\alpha - \mu_i) + (\alpha^2 - \mu_i\alpha - \nu_i) = \]
\[ \lambda^2 + \lambda((2\alpha - a_i) + i(-c_i)) + (\alpha^2 - a_i\alpha - b_i) + i(-\alpha c_i - d_i) = \lambda^2 + \lambda(\hat{a}_i + i\hat{c}_i) + (\hat{b}_i + i\hat{d}_i). \]

Applying the generalized Routh–Hurwitz criterion (see [34], the generalized Routh array, also see [10]) to the polynomial \( \hat{f}_i(\lambda) \), we obtain that \( \hat{f}_i(\lambda) \) is stable if and only if the following inequalities hold:

\[ \Delta_1 = \hat{a} = 2\alpha - a_i > 0; \quad (21) \]
\[ \Delta_2 = \hat{a}^2\hat{b} + \hat{a}\hat{c}\hat{d} - \hat{d}^2 > 0. \quad (22) \]

Condition (21) exactly means \( a_i = \text{Re}(\mu_i) < 2\alpha \) for each eigenvalue \( \mu_i \) of \( A \).

Substituting the expressions for the coefficients of \( f_i(\lambda) \) to Condition (22), we obtain

\[ \Delta_2 = (2\alpha - a_i)^2(\alpha^2 - a_i\alpha - b_i) + (2\alpha - a_i)c_i(\alpha c_i + d_i) - (\alpha c_i + d_i)^2 > 0. \]

Substituting \( \alpha = 0 \) to Conditions (21) and (22), we obtain stability of \( A \) and Inequality (19).

\[ \Box \]

**Corollary 4** ([27], Theorem 3) Let \( A = \{a_{ij}\}_{i,j=1}^n \) be a real \( n \times n \) matrix with \( a_{ii} < 0 \) for all \( i = 1, \ldots, n \) and let the \( 2n \times 2n \) matrix \( \tilde{A} \) be defined as follows:

\[ \tilde{A} = \begin{pmatrix} A & M \\ I & O \end{pmatrix}, \]

where \( b < 0 \). Then \( \tilde{A} \) is stable if and only if \( A \) is stable.

**Proof.** For the proof, it is enough to put \( d_i = 0 \) to Inequality (19).

The following corollaries give stronger versions of [27], Theorem 4 and Corollary 1.

**Corollary 5** Let \( B = \{b_{ij}\}_{i,j=1}^n \) be a real \( n \times n \) matrix, and let the \( 2n \times 2n \) matrix \( \tilde{A} \) be defined by

\[ \tilde{A} = \begin{pmatrix} aI & B \\ 0 & I \end{pmatrix}, \]

where \( a < 0 \). Then \( \tilde{A} \) is stable if and only if \( B \) is stable, and, in addition, \( |a| > \frac{|d_i|}{\sqrt{-b_i}} \) for each eigenvalue \( \nu_i = b_i + id_i \) of \( B \).

**Proof.** Putting \( c_i = 0 \) to Inequality (19), we obtain the inequality \( a^2b_i + d_i^2 < 0 \), which obviously implies \( b_i < 0 \). Taking into account \( b_i < 0 \), we obtain \( a^2 > \frac{d_i^2}{b_i} \), which leads to \( |a| > \frac{|d_i|}{\sqrt{-b_i}} \).

**Corollary 6** Let \( B = \{b_{ij}\}_{i,j=1}^n \) be a real \( n \times n \) matrix, and let the \( 2n \times 2n \) matrix \( \tilde{A} \) be defined by

\[ \tilde{A} = \begin{pmatrix} aI & B \\ 0 & I \end{pmatrix}, \]

where \( a < 0 \). Let all the eigenvalues of \( B \) be real, then \( \tilde{A} \) is stable if and only if all the eigenvalues of \( B \) are negative.
Proof. For the proof, it is enough to put $c_i = 0$ and $d_i = 0$ to Inequality (19).

Consider the following particular case of Theorem 9 for $\alpha \in \mathbb{R}$.

**Corollary 7**

Let $B = \{b_{ij}\}_{i,j=1}^n$ be a real $n \times n$ matrix, and let the $2n \times 2n$ matrix $\tilde{A}$ be defined by

$$
\tilde{A} = \begin{pmatrix} aI & B \\ I & O \end{pmatrix},
$$

where $a < 2\alpha$. Let all the eigenvalues of $B$ be real, then $\tilde{A}$ is $C^{-\alpha}$-stable if and only if all the eigenvalues $b_i$, $i = 1, \ldots, n$ of $B$ satisfy $b_i < \alpha^2 - a\alpha$.

**Proof.** For the proof, it is enough to put $c_i = 0$ and $d_i = 0$ to Inequality (18).

### 7 Stability and transient response properties of perturbed second-order systems

#### 7.1 Perturbations of second-order systems

Let us provide the following definitions, basing on the definitions introduced in [18], for linear mechanical systems.

**Definition 10.** System (11) is called (multiplicative) $D$-stable if the system

$$
\ddot{x} = D(A\dot{x} + Bx)
$$

is asymptotically (Lyapunov) stable for every positive diagonal matrix $D$.

The localization of $\sigma(\tilde{A})$ in the shifted half-plane $\mathbb{C}_{-\alpha}$, $\alpha > 0$, guarantees the minimal decay rate $\alpha$ (see, e.g. [13]). Basing on this fact, we introduce the following definition.

**Definition 11.** System (11) is called relatively $D$-stable with the minimal decay rate $\alpha > 0$ if the minimal decay rate of the perturbed system

$$
\ddot{x} = D(A\dot{x} + Bx)
$$

is bigger than $\alpha$ for every diagonal matrix $D \in \mathcal{D}_+^+$. In the sequel, we shall also consider the perturbations of System (11) of Form I:

$$
\ddot{x} = DA\dot{x} + Bx, \quad x \in \mathbb{R}^n,
$$

and of Form II:

$$
\ddot{x} = A\dot{x} + DBx, \quad x \in \mathbb{R}^n,
$$

where $D$ is $n \times n$ positive diagonal matrix (or an arbitrary matrix from a given subclass of $\mathcal{D}_+^+$).
7.2 Stability of perturbed second-order systems

Let us provide the following condition sufficient for \(D\)-stability of System (11), basing on Theorem 6.

**Theorem 10** Let a system of second-order ODE be defined by (11). If \(A\) is diagonally stable and \(B\) is negative diagonal, then System (11) is \(D\)-stable.

**Proof.** Clearly, \(D\)-stability of System (11) is determined by the stability of a \(2n \times 2n\) perturbed matrix of the form

\[
\tilde{A}_D = \begin{pmatrix} DA & DB \\ I & O \end{pmatrix},
\]

where \(D\) is an arbitrary \(n \times n\) positive diagonal matrix. Diagonal stability of \(A\) implies that \(DA\) is also diagonally stable for every positive diagonal matrix \(D\). Obviously, \(DB\) is negative diagonal whenever \(B\) is negative diagonal. Thus applying Theorem 6, we obtain the stability of \(\tilde{A}_D\) for every positive diagonal \(D\). \(\Box\)

Note, that in the statement of Theorem 10 the matrix \(A\) is not assumed to be symmetric.

Basing on Corollary 5, we prove a stronger version of the result from [20] (see [20], p. 654, Theorem 3).

**Theorem 11** Let a system of second-order ODE be defined by (11). Let \(A = aI\) with \(a < 0\). Then System (11) preserves stability under perturbations of Form II (see (25)) if and only if \(B\) is \((P(a), D)\)-stable, where \(P(a)\) is the parabolic stability region, defined as follows:

\[
P(a) = \{z = x + iy \in \mathbb{C} : y^2 < -a^2x\}.
\]

**Proof.** For the proof, it is enough to apply Corollary 5 to the perturbed matrix

\[
\tilde{A}_D^{II} = \begin{pmatrix} aI & DB \\ I & O \end{pmatrix},
\]

where \(D\) is an \(n \times n\) positive diagonal matrix. \(\Box\)

Note, that the class of \((P(a), D)\)-stable matrices contains \(D\)-negative matrices (a matrix \(A \in \mathcal{M}^{n \times n}\) is called \(D\)-negative, if its spectrum \(\sigma(A)\) is real and negative and \(\sigma(DA)\) is also real and negative for any positive diagonal matrix \(D\)), that are studied in [2], see also [20].

Theorem 3 provides the following sufficient condition for the stability of perturbed System (11).

**Theorem 12** Let a system of second-order ODE be defined by (11). Let \(A = aI\) with \(a < 0\) and \(B\) be diagonally \(P(a)\)-dominant (see Definition 9). Then System (11) preserves stability under perturbations of Form II (see (25)), where \(D\) is an arbitrary matrix from \(D_{(0,1]}^+\).
Proof. Let us consider the perturbed matrix
\[
\tilde{A}_D^{II} = \begin{pmatrix} a I & DB \\ I & O \end{pmatrix},
\]
where \( D \in \mathcal{D}_{[0,1]}^+ \). The matrix \( B \) is diagonally \( P(a) \)-dominant, hence by Theorem 3, \( B \) is \( P(a) \)-stable and, moreover, \( DB \) is also \( P(a) \)-stable for every \( D \in \mathcal{D}_{[0,1]}^+ \). Applying Corollary 5 to the perturbed matrix \( \tilde{A}_D^{II} \), we complete the proof. □

7.3 Minimal decay rate of perturbed second-order systems

Theorem 13 Let a system of second-order ODE be defined by (11). If \( A \) is diagonally \( C_{-2\alpha} \)-dominant, \( B \) is negative diagonal and, in addition, their principal diagonal entries \( a_{ii} \) and \( b_{ii} \) are connected by the inequalities \( b_{ii} < \frac{2}{\alpha} a_{ii} \), \( \alpha > 0 \), then System (11) is relatively \( D \)-stable with the minimal decay rate \( \alpha \).

Proof. By definition, relative \( D \)-stability of System (11) with the minimal decay rate \( \alpha \) is equivalent to \( C_{-\alpha} \)-stability of a \( 2n \times 2n \) perturbed matrix of the form
\[
\tilde{A}_D = \begin{pmatrix} DA & DB \\ I & O \end{pmatrix},
\]
where \( D \in \mathcal{D}_{[0,1]}^+ \). If \( A \) is diagonally \( C_{-2\alpha} \)-dominant, then, by Lemma 6, \( DA \) is also diagonally \( C_{-2\alpha} \)-dominant for every diagonal matrix \( D \in \mathcal{D}_{[0,1]}^+ \). Obviously, \( DB \) is negative diagonal whenever \( B \) is negative diagonal. Finally, we need to verify, that the principal diagonal entries \( d_{ii}a_{ii} \) and \( d_{ii}b_{ii} \) satisfy the inequality \( d_{ii}b_{ii} < 3a_{ii}^2 + 2d_{ii}a_{ii}\alpha \), for all \( i = 1, \ldots, n \), \( d_{ii} \geq 1 \). Indeed, the inequality \( b_{ii} < \frac{2}{\alpha} a_{ii} \) implies \( d_{ii}b_{ii} < 2d_{ii}a_{ii}\alpha < 3a_{ii}^2 + 2d_{ii}a_{ii}\alpha \).

Thus applying Theorem 9, we obtain \( C_{-\alpha} \)-stability of \( \tilde{A}_D \) for every positive diagonal \( D \in \mathcal{D}_{[0,1]}^+ \). □

Now let us consider the cases, when the minimal decay rate of the system does not decrease under perturbations of Form I or Form II.

Theorem 14 Let a system of second-order ODE be defined by (11). Let \( A = a I \) with \( a < 0 \). Then the minimal decay rate \( \alpha \) of System (11) does not decrease under perturbations of Form II (see (25)) if and only if \( B \) is \( (\mathcal{D}, D) \)-stable, where \( D \) is the parabolic stability region, defined as follows:
\[
\mathcal{D} = \{ z = x + iy \in \mathbb{C} : y^2 < -(2\alpha - a)^2 x + (2\alpha - a)^2 (\alpha^2 - a\alpha) \}.
\]

Proof. For the proof, it is enough to apply Theorem 9 to the perturbed matrix
\[
\tilde{A}_D^{II} = \begin{pmatrix} a I & DB \\ I & O \end{pmatrix},
\]
where \( D \) is an \( n \times n \) positive diagonal matrix. □

The analogous study of perturbations of Type I leads to \( (\mathcal{D}, D) \)-stability with respect to a specific region \( \mathcal{D} \), bounded by some third-order curves.
8 Stability of perturbed fractional order systems

Consider a linear system in the following form:

\[ d^\gamma x(t) = Ax(t), \]  

with \( 0 < \gamma \leq 2 \), \( x(0) = x_0 \). It is known (see [23], [24], [26], [32]) that System (26) is asymptotically stable if and only if all eigenvalues \( \lambda \) of \( A \) satisfy the inequality

\[ |\arg(\lambda)| > \gamma \frac{\pi}{2}. \]  

8.1 Case \( 0 < \gamma \leq 1 \).

For \( 0 \leq \gamma < 1 \), Condition (27) corresponds to \( \mathcal{D} \)-stability of the system matrix \( A \) with respect to the non-convex stability region \( \mathcal{D} = \mathbb{C} \setminus \overline{\mathbb{C}^+_{\theta}} \), where \( \theta = \frac{\pi \gamma}{2} \). Note, that it is not an LMI region.

Let the dimension \( n \) be even. Using the techniques, developed in the previous sections, we obtain the following conditions of matrix eigenvalue localization outside the region \( \overline{\mathbb{C}^+_{\theta}} \).

Given an \( n \times n \) matrix \( A \), where \( n = 2k \), we represent it in the following block form

\[ A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}, \]  

where \( A_{11}, A_{12}, A_{21}, A_{22} \) are \( k \times k \) matrices.

**Lemma 10** Let a \( 2k \times 2k \) matrix \( A \) be defined by Equation (28), with \( \det(A_{12}) \neq 0 \). Then \( \lambda \) is an eigenvalue of \( A \) if and only if \( \det(G(\lambda)) = 0 \), where

\[ G(\lambda) = \lambda^2 I - \hat{A} \lambda - \hat{B}, \]

\[ \hat{A} = A_{12}^{-1} A_{11} A_{12} + A_{22}; \]

\[ \hat{B} = A_{21} A_{12} - A_{22} A_{12}^{-1} A_{11} A_{12}. \]

**Proof.** First, consider the matrix \( P \), defined as follows:

\[ P = \begin{pmatrix} A_{12}^{-1} O \\ O & 1 \end{pmatrix} \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix} \begin{pmatrix} A_{12} O \\ O & 1 \end{pmatrix} = \begin{pmatrix} A_{12}^{-1} A_{11} A_{12} & 1 \\ A_{21} A_{12} & A_{22} \end{pmatrix}. \]

Obviously, \( \sigma(P) = \sigma(A) \). Then, applying [3], p. 135, Fact 2.14.13, we obtain

\[ \det(P - \lambda I) = \det \begin{pmatrix} A_{12}^{-1} A_{11} A_{12} - \lambda I & 1 \\ A_{21} A_{12} & A_{22} - \lambda I \end{pmatrix} = \]

\[ \det((A_{22} - \lambda I)(A_{12}^{-1} A_{11} A_{12} - \lambda I) - A_{21} A_{12}) = \]

\[ \det(\lambda^2 I - \lambda (A_{12}^{-1} A_{11} A_{12} + A_{22}) + A_{22} A_{12}^{-1} A_{11} A_{12} - A_{21} A_{12}) = \]

\[ \det(\lambda^2 - \hat{\lambda} \lambda - \hat{B}). \]
Let $\lambda$ be a given value. Applying Lemma 10, we obtain that
\[
(G(\lambda), \text{ given by Lemma 10 }) \text{ satisfies } \langle 28 \rangle
\]
where $A_{11} = A$, $A_{12} = B$, $A_{21} = I$ and $A_{22} = O$. Lemma 10 gives us $G = B^{-1}AB$ and $\hat{B} = B$. Hence the matrix $G(\lambda)$, given by Lemma 10, is as follows:
\[
G(\lambda) = \lambda^2 I - \lambda B^{-1}AB - B = B^{-1}(\lambda^2 I - \lambda A - B)B = B^{-1}\hat{G}(\lambda)B,
\]
where $\hat{G}(\lambda) = \lambda^2 I - \lambda A - B$ is the matrix, given in the statement of Lemma 7. These two matrices are similar, thus their spectra coincide.

Now let us prove a sufficient condition for $A$ does not have any eigenvalues in the conic sector $C_{\theta}^\pi$, $\theta \in (0, \frac{\pi}{4}]$.\[\]
**Theorem 15** Let $n = 2k$, $\theta \in (0, \frac{\pi}{4}]$ and an $n \times n$ matrix $A$ be defined by $\langle 28 \rangle$, with $\det(A_{12}) \neq 0$. Let $\hat{A} = \{\hat{a}_{ij}\}_{i,j=1}^{n}$ and $\hat{B} = \{\hat{b}_{ij}\}_{i,j=1}^{n}$ be defined by $\langle 29 \rangle$ and $\langle 30 \rangle$, respectively. If $\hat{A}$ is diagonally $C_{\frac{\pi}{2}-\theta}$-dominant and $\hat{B}$ is NDD, then every $\lambda \in \sigma(A)$ satisfies
\[
|\arg(\lambda)| > \theta.
\]
**Proof.** Let $\lambda = x + iy \in \mathbb{C}$ satisfies $|\arg(\lambda)| \leq \theta \leq \frac{\pi}{4}$. Then it satisfies the conditions
\[
x^2 - y^2 \geq 0
\]
and
\[
x = |\lambda| \cos(\arg(\lambda)) \geq \cos \theta |\lambda| > 0.
\]
Let us recall that for a given value $\theta \in (0, \frac{\pi}{4}]$, a real $n \times n$ matrix $\hat{A}$ is diagonally $C_{\frac{\pi}{2}-\theta}$-dominant if and only if the following inequalities hold:
\[\]
1. $\lambda \cos \theta |\hat{a}_{ii}| > \sum_{j \neq i} |\hat{a}_{ij}|$, $i = 1, \ldots, n$.
2. $\lambda \cos \theta |\hat{a}_{ii}| < 0$, $i = 1, \ldots, n$.

Applying Lemma 10, we obtain that $\lambda$ does not belong to $\sigma(A)$ if and only if $G(\lambda)$ is nonsingular. One of the conditions sufficient for the non-singularity of $G(\lambda)$ is its diagonal dominance. Now let us prove the diagonal dominance of the matrix $G(\lambda)$ whenever $|\arg(\lambda)| \leq \theta$. We have
\[
\sum_{i \neq j} |g_{ij}(\lambda)| = \sum_{i \neq j} |\lambda \hat{a}_{ij} + \hat{b}_{ij}| \leq |\lambda| \sum_{i \neq j} |\hat{a}_{ij}| + \sum_{i \neq j} |\hat{b}_{ij}| <
\]
\[
< -|\lambda| \sin \left(\frac{\pi}{2} - \theta\right) \hat{a}_{ii} - \hat{b}_{ii} - |\lambda| \cos \theta \hat{a}_{ii} - \hat{b}_{ii} \leq -|\lambda| \cos(\arg(\lambda)) \hat{a}_{ii} - \hat{b}_{ii} =
\]
\[
- x \hat{a}_{ii} - \hat{b}_{ii} \leq (x^2 - y^2) - x \hat{a}_{ii} - \hat{b}_{ii} = |\text{Re}(\lambda^2 - \lambda \hat{a}_{ii} - \hat{b}_{ii})| \leq
\]
We have proved that \( G(\lambda) \) is strictly diagonally dominant hence nonsingular for every \( \lambda \) with \(|\arg(\lambda)| \leq \theta\). This fact immediately implies the statement of the theorem. □

**Corollary 8** Let \( n = 2k \), \( \theta \in (0, \frac{\pi}{4}] \) and an \( n \times n \) matrix \( A \) be defined by (28), with \( A_{12} = I \). If \( A_{11} \) and \( A_{22} \) are diagonally \( C_0^{\pi} \)-dominant and \( A_{21} - A_{22}A_{11} \) is NDD, then every \( \lambda \in \sigma(A) \) satisfies

\[
|\arg(\lambda)| > \theta.
\]

**Proof.** For the proof, it is enough to notice, that if \( A_{12} = I \), Formulas (29) and (30) give

\[
\tilde{A} = A_{11} + A_{22}; \quad \tilde{B} = A_{21} - A_{22}A_{11}.
\]

Obviously, if both \( A_{11} \) and \( A_{22} \) are diagonally \( C_0^{\pi} \)-dominant, then their sum \( \tilde{A} \) is also. □

Now we obtain the following sufficient conditions for the asymptotic stability of System (26) and the family of perturbed systems (34).

**Theorem 16** Given a linear system of Form (26) with \( 0 < \gamma \leq \frac{1}{2} \) and \( n = 2k \). Let the system matrix \( A \), represented in Form (29), satisfy the following conditions:

- \( A_{12} = I \)
- \( A_{11} \) and \( A_{22} \) are diagonally \( C_0^{\pi} \)-dominant
- \( A_{21} - A_{22}A_{11} \) is NDD

Then System (26) is asymptotically stable, moreover, each system of the perturbed family (34), where

\[
D = \text{diag}(I, \hat{D}),
\]

\((33)\)

\(I\) is a \( k \times k\) identity matrix, \( \hat{D} \) is a \( k \times k\) positive diagonal matrix, is also asymptotically stable.

**Proof.** Applying Corollary 8, we obtain, that each eigenvalue \( \lambda \) of the system matrix \( A \) satisfies the condition

\[
|\arg(\lambda)| > \theta.
\]

This fact immediately implies the asymptotic stability of System (26).

Now let us consider the matrix \( A_D \) of the perturbed system (34):

\[
A_D = DA = \begin{pmatrix} I & O \\ O & D \end{pmatrix} \begin{pmatrix} A_{11} & I \\ A_{21} & A_{22} \end{pmatrix} = \begin{pmatrix} A_{11} & I \\ DA_{21} & DA_{22} \end{pmatrix}.
\]

Let us show, that \( A_D \) satisfies the conditions of Corollary 8 for every matrix \( D \) of Form (33). Indeed, by Lemma 4, if \( A_{22} \) is diagonally \( C_0^{\pi(1-\gamma)} \)-dominant, then so is \( \hat{D}A_{22} \) for every positive diagonal matrix \( \hat{D} \). Then,

\[
\hat{D}A_{21} - (\hat{D}A_{22})A_{11} = \hat{D}(A_{21} - A_{22}A_{11})
\]

is NDD whenever \( A_{21} - A_{22}A_{11} \) is NDD and \( \hat{D} \) is positive diagonal. Applying Corollary 8, we obtain that every \( \lambda \in \sigma(A_D) \) satisfies

\[
|\arg(\lambda)| > \theta.
\]

Thus every system of the perturbed family (34), is asymptotically stable. □
8.2 Case 1 ≤ γ < 2.

For 1 ≤ γ < 2, Condition \([27]\) corresponds to \(\mathcal{D}\)-stability of the system matrix \(A\) with respect to the stability region \(\mathcal{D} = C_{\theta}^0\), where \(\theta = \pi(1 - \frac{2}{\gamma})\).

Let the system matrix \(A\) be \((C_{\theta}^0, D)\)-stable. Then each system of the perturbed family
\[
d'x(t) = (DA)x(t),
\]
with \(\gamma = \frac{2(\pi - \theta)}{\pi}\), is asymptotically stable for every positive diagonal matrix \(D\). By Theorem [4], diagonal \(C_{\theta}^0\)-dominance of a matrix \(A\) implies \(C_{\theta}^0\)-stability and \((C_{\theta}^0, D)\)-stability of \(A\). Thus we immediately obtain the following result.

**Theorem 17** Given a linear system of the form \([26]\) with 1 ≤ γ < 2. Let the system matrix \(A\) be diagonally \(C_{\theta}^0\)-dominant for \(\theta = \pi(1 - \frac{2}{\gamma})\). Then System \([26]\) is asymptotically stable, moreover, each system of perturbed family \([34]\), where \(D\) is an arbitrary positive diagonal matrix, is also asymptotically stable.

**Proof.** Let \(A\) be diagonally \(C_{\theta}^0\)-dominant. Applying Lemma [4], we obtain that \(DA\) is also diagonally \(C_{\theta}^0\)-dominant for any positive diagonal matrix \(D\). Then, applying Theorem [2] to \(DA\), we complete the proof. □

9 Numerical examples and simulations

In this Section we report some numerical examples to illustrate the features of the presented theoretical approach. All the examples are implemented in MATLAB 2019a on a genuine Intel Core i7 PC.

**Example 1**

The first examples refers to Theorem [6] Let \(A\) and \(B\) the considered real \(n \times n\) matrices and \(\tilde{A}\) be defined by \([8]\). Let \(B\) be diagonalizable by an \(n \times n\) invertible matrix, say, \(S\). If \(A\) and \(B\) commute, the matrices \(S^{-1}AS\) and \(S^{-1}BS\) are both diagonal and eigenvalues of \(A\) and \(B\), respectively, appear on the diagonals.

We consider the following commutative matrices

\[
A = \begin{pmatrix}
-0.7143 & -0.3333 \\
-0.1429 & -1.3333
\end{pmatrix}, \quad B = \begin{pmatrix}
-1.4737 & 0.3684 \\
0.1579 & -0.7895
\end{pmatrix}
\]

We can check that the matrices commute by computing \(AB = BA = I\).

Eigenvalues of \(B\) are \(\nu_1 = -0.713403, \nu_2 = -1.5502\); eigenvalues of \(A\) are \(\mu_1 = -0.64509, \mu_2 = -1.4025\); so we see that \(S^{-1}AS\) is diagonally stable. Then \(A\) becomes

\[
\tilde{A} = \begin{pmatrix}
-0.7143 & -0.3333 & -1.4737 & 0.3684 \\
-0.1429 & -1.3333 & 0.1579 & -0.7895 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}
\]
with eigenvalues $\lambda_1 = -0.32255 + 1.2026i$, $\lambda_2 = -0.32255 - 1.2026i$, $\lambda_3 = -0.70125 + 0.47039i$, $\lambda_4 = -0.70125 - 0.47039i$. Therefore $\tilde{A}$ is stable, as expected.

**Example 2**

The second example refers to Lemma 10 and Theorem 15. We deal with $n \times n$ matrix $A$ given by (28). Lemma 10 relates to the eigenvalues of $A$. In [28] the considered block matrix $A$ is given by the following blocks

\[
A_{11} = \begin{pmatrix}
-2 & 1.8 \\
1.8 & -2
\end{pmatrix} ;
A_{12} = \begin{pmatrix}
-1 & 0.8 \\
-0.8 & -1
\end{pmatrix} ;
A_{21} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix} ;
A_{22} = \begin{pmatrix}
0 & 0 \\
0 & 0
\end{pmatrix} .
\]

In [28], these matrices allow to show, as a counterexample, that for none of the theorems presented in that paper these matrices obey all assumptions, but still the corresponding matrix $A$ is stable.

Here, we easily compute zeros of equation

\[
\det G(\lambda) = 0,
\]

where $G(\lambda) = \lambda^2 - \hat{A} \lambda - \hat{B}$, with $\hat{A}$ and $\hat{B}$ are given by (29) and (30), respectively. This means

\[
\hat{A} = \begin{pmatrix}
-0.24391 & 0.39515 \\
0.39512 & -3.7561
\end{pmatrix} ;
\hat{B} = \begin{pmatrix}
-1.0 & 0.8 \\
-0.8 & -1.0
\end{pmatrix} .
\]

Since we have $\det G(\lambda) = \lambda^4 + 4.0\lambda^3 + 2.0\lambda^2 + 4.0\lambda + 1.64$, the wanted zeros are $\lambda_1 = -3.4997$, $\lambda_2 = -0.47088$, $\lambda_3 = -0.04719 + 0.99749i$, $\lambda_4 = -0.04719 - 0.99749i$.

As they are the eigenvalues of $A$, we can conclude that $A$ is stable, as expected from [28].

Now we can use matrices $\hat{A}$ and $\hat{B}$ as a counterexample to show that even if all the hypotheses of Theorem 15 are not satisfied, still the thesis happens, since the theorem provides a sufficient condition only.

Let us assume $\theta = \pi/4 = 0.78540$; then $\hat{A}$ is not diagonally $C_{\pi/4}$-dominant, but $\hat{B}$ is NDD.

About $\arg(\lambda)$ with $\lambda \in \sigma(A)$, we have

\[
\arg(-3.4997) = 3.1416; \\
\arg(-0.47088) = 3.1416; \\
\arg(-0.04719 + 0.99749i) = 1.5856; \\
\arg(-0.04719 - 0.99749i) = -1.5856.
\]

Clearly, for each $\lambda \in \sigma(A)$, $|\arg(\lambda)| > \theta$ holds, unexpectedly.

**Example 3.**

Relating to Corollary 8, we introduce the following matrix

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},
\]
where

\[
\begin{align*}
A_{11} &= \begin{pmatrix} -10 & 3 \\ 2 & -10 \end{pmatrix}, & A_{12} &= \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}; \\
A_{21} &= \begin{pmatrix} 20 & 1 \\ 2 & 37 \end{pmatrix}, & A_{22} &= \begin{pmatrix} -8 & 4 \\ 3 & -8 \end{pmatrix}.
\end{align*}
\]

We assume \( \theta = \pi/4 \); consequently, \( A_{11} \) and \( A_{22} \) are diagonally \( \mathbb{C}_0^{\pi/4} \)-dominant (see Definition 7') since they are NDD and the following inequalities hold:

\[
\begin{align*}
\sin(\pi/4) \times |-10| &= 7.07 > 3 \\
\sin(\pi/4) \times |-10| &= 7.07 > 2 \\
\sin(\pi/4) \times |-8| &= 7.07 > 4 \\
\sin(\pi/4) \times |-8| &= 7.07 > 3
\end{align*}
\]

Then we have the matrix

\[
A_{21} - A_{22} A_{11} = \begin{pmatrix} -68.0 & 65.0 \\ 48.0 & -52.0 \end{pmatrix},
\]

which is NDD.

Therefore all the hypotheses of Corollary 8 are satisfied. Then we compute eigenvalues of \( A \). They all are negative real:

\[
\lambda_1 = -17.23, \quad \lambda_2 = -0.3017, \quad \lambda_3 = -11.52, \quad \lambda_4 = -6.945.
\]

Since the absolute value of the argument of any real number is \( \pi \) and \( \pi > \pi/4 \), the thesis is verified.

**Acknowledgements**

The research was supported by the National Science Foundation of China grant number 12050410229.

**References**

1. K.J. Arrow, M. McManus, A note on dynamical stability, Econometrica 26 (1958), 448-454.
2. Y.S. Barkovsky, T.V. Ogorodnikova, On matrices with positive and simple spectra, Izvestiya SKNC VSH Natural sciences 4 (1987), 65–70.
3. D.S. Bernstein, Matrix mathematics: theory, facts and formulas, Princeton University Press (2009).
4. M. Chilali, P. Gahinet, \( H_\infty \) design with pole placement constraints: an LMI approach, IEEE Transactions on Automatic Control, 41, 358–367 (1996).
5. M. Chilali, P. Gahinet, P. Apkarian, Robust pole placement in LMI regions, Proceedings of the 36th Conference on Decision and Control San Diego, USA, pp. 1291–1296 (1997).
6. G.W. Cross, Three types of matrix stability, Linear Algebra Appl., 20 (1978), pp. 253–263.
7. R.C. Dorf, R.H. Bishop, Modern control systems, 12 Ed., Prentice Hall (2010).
8. V. Dzhafarov, T. Büyükköroğlu, Ö. Esen, On different types of stability of linear polytopic systems, Proceedings of the Steklov Institute of Mathematics, 3 (2010), pp. S66–S74.
9. R. Gans, Mechanical systems: a unified approach to vibrations and controls, Springer, 2015.
10. F. Gantmacher, The Theory of Matrices, Volume 2. Chelsea, Publ. New York, 1990.
11. F. Gantmacher, Applications of the Theory of Matrices, Dover Publications, 2005.
12. S. Gutman, Root clustering in parameter space, Springer-Verlag Berlin, Heidelberg, 1990.
13. S. Gutman, E. Jury, A general theory for matrix root-clustering in subregions of the complex plane, IEEE Transactions on Automatic control, AC-26, pp. 853–863 (1981).
14. R. Horn, C.R. Johnson, Matrix analysis, Cambridge University Press, 1990.
15. C.R. Johnson, Sufficient conditions for D-stability, Journal of Economic Theory 9 (1974), 53–62.
16. E. Kaszkurewicz, A. Bhaya, Matrix diagonal stability in systems and computation, Springer, 2000.
17. M.C. Kemp, Y. Kimura, Introduction to Mathematical Economics, Springer Verlag, New York, 1978.
18. A. Kosov, Yu. Konovalova, On D-stability and additive D-stability of mechanical systems, Proceedings of the 3rd Int. Conference "Infocommunicational and Computational Technologies and Systems (ICCTS - 2010)", Ulan-Ude, Baikal lake, September 6–11, 2010, BSU, p. 177-180.
19. O. Kushel, Geometric properties of LMI regions, arXiv:1910.10372 [math.SP] (2019).
20. O. Kushel, Unifying matrix stability concepts with a view to applications, SIAM Rev., 61(4) (2019), 643-729.
21. O. Kushel, R. Pavani, The Problem of generalized D-stability in unbounded LMI regions and its computational aspects. J. Dyn. Diff. Equat. (2020). https://doi.org/10.1007/s10884-020-09891-y
22. D.O. Logodet, Stronger-than-Lyapunov notions of matrix stability, or how "flowers" help solve problems in mathematical ecology, Linear Algebra Appl. 398 (2005), 75-100.
23. D. Matignon, Stability results for fractional differential equations with applications to control processing, Computational Engineering in Systems Appl., 2 (1996), pp. 963–968.
24. D. Matignon, Stability properties for generalized fractional differential systems, ESAIM Proceedings Fractional Differential Systems: Models, Methods and Applications, 5 (1998), pp. 145–158.
25. P.J. Moylan, Matrices with positive principal minors, Linear Algebra Appl., 17 (1977), 53–58.
26. M. Moze, J. Sabatier, LMI tools for stability analysis of fractional systems, in: Proceedings of ASME 2005 IDET / CIE conferences, Long-Beach, September 24–28, 2005, pp. 1–9.
27. H.J. Nieuwenhuis, L. Schoonbeek, Stability of matrices with negative diagonal submatrices, Linear Algebra Appl., 353 (2002), 183–196.
28. H.J. Nieuwenhuis, L. Schoonbeek, Stability of matrices with sufficiently strong negative-dominant-diagonal submatrices, Linear Algebra Appl., 258 (1997), 195–217.
29. J.P. Quirk, R. Ruppert, Qualitative economics and the stability of equilibrium, Rev. Econom. Studies 32 (1965), 311-326.
30. T. Roskilly, R. Mikhaelen, Marine systems identification, modeling, and control, Butterworth-Heinemann, 2015.
31. D. Šiljak, Large-scale dynamic systems: stability and structure, Dover Publications, Inc., 2007.
32. J. Sabatier, M. Moze, C. Farges, LMI stability conditions for fractional order systems, Computer and Mathematics with Applications, 59, pp. 1594–1609 (2010).
33. A. Takayama, Mathematical economics, The Dryden Press, 1974.
34. X.-K. Xie, Stable polynomials with complex coefficients, Proceedings of 24th Conference on Decision and Control, Ft. Lauderdale, FL (1985), 324–325.