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ABSTRACT

This paper investigates secure ways to interact with tamper-resistant hardware leaking a strictly bounded amount of information. Architectural support for the interaction mechanisms is studied and performance implications are evaluated.

The interaction mechanisms are built on top of a recently-proposed secure processor Ascend [11]. Ascend is chosen because unlike other tamper-resistant hardware systems, Ascend completely obfuscates pin traffic through the use of Oblivious RAM (ORAM) and periodic ORAM accesses. However, the original Ascend proposal, with the exception of main memory, can only communicate with the outside world at the beginning or end of program execution; no intermediate information transfer is allowed.

Our system, Stream-Ascend, is an extension of Ascend that enables intermediate interaction with the outside world. Stream-Ascend significantly improves the generality and efficiency of Ascend in supporting many applications that fit into a streaming model, while maintaining the same security level. Simulation results show that with smart scheduling algorithms, the performance overhead of Stream-Ascend relative to an insecure and idealized baseline processor is only 24.5%, 6.7%, and 3.9% for a set of streaming benchmarks in a large dataset processing application. Stream-Ascend is able to achieve a very high security level with small overheads for a large class of applications.
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1. INTRODUCTION

Privacy in cloud computing is a huge security problem. For computation outsourcing, the user sends his/her jobs to the server who does the computation for the user. To be secure, the server should convince the user that his/her privacy is not leaked. In an ideal setting, the user’s sensitive data and perhaps the sensitive program as well, should be completely protected such that no adversary (including the server) can learn any information about it.

One solution to achieve security is to use tamper-resistant hardware and secure processors. In this setting, the user sends his/her encrypted data (and program as well if the program is private) to the trusted hardware, inside which the data is decrypted and computed upon. The results of computation are encrypted and sent back to the user. Many such hardware platforms have been proposed, including Intel’s TPM+TXT [15], which is based on TPM [35, 3, 26], Execute Only Memory (XOM) [17, 18, 19] and Aegis [34].

Among all previously-proposed tamper-resistant hardware, Ascend [11] is the first to completely obfuscate the traffic on the processor’s pins. As a result, Ascend does not require any trust in the program or operating system that is running on the processor as in other tamper-resistant hardware proposals. Ascend achieves this level of security mainly through two techniques:

- Oblivious RAM (ORAM) is used to obfuscate main memory accesses, and
- Main memory accesses are made at public and fixed intervals, protecting against timing attacks.

To protect leakage through program input and output, Ascend adopts a two-interactive protocol where the user specifies encrypted input of fixed and public length to Ascend. Ascend will run the program for a fixed amount of time and also return an encrypted final result of fixed and public length.
The limitation of this protocol is that Ascend cannot accept inputs or produce outputs during program execution. This significantly limits the types of applications that can run on Ascend: both input and output must be transmitted one-time. For example, packet processing in routers has unceasing input coming from the network; a database application needs to read data from disks that cannot fit in the ORAM in Ascend; and many applications need to interact with the user during program execution. All of these applications cannot run on Ascend.

In this paper, we introduce a general model that allows any tamper-resistant hardware to interact with the outside world during program execution without leaking information through chip pins (cf., Section 3). Only small and user-controlled amount of leakage occurs before execution and does not grow over time. The interaction model is based on data streaming as in private stream search [23,6] and is also applicable to database query processing and packet processing. Though the interaction model discussed in this paper is general and applicable to any tamper-resistant hardware, we will use Ascend as an example to explain the mechanisms, since Ascend is the only secure processor that successfully obfuscates chip pin traffic.

We make crucial modifications to Ascend and design a new system called Stream-Ascend. Stream-Ascend extends Ascend by allowing the processor to interact with the outside world during program execution while preserving the security of Ascend by making all the interactions data- and program-independent. We also make a key observation that the performance overhead of Ascend can be largely eliminated by taking advantage of the streaming computation model. That is, if the working set of the currently-processed record fits in the cache, Stream-Ascend can significantly reduce both the ORAM capacity requirement and the number of ORAM accesses.

In particular, we make the following contributions:

- A general model is proposed to securely interact with any tamper-resistant hardware. The model guarantees that privacy cannot be leaked through chip pins.
- Based on this model, we present an architecture and execution model for Stream-Ascend, which is built on top of Ascend [11]. Stream-Ascend significantly extends the generality and efficiency of Ascend. To the best of our knowledge, Stream-Ascend is the first tamper-resistant hardware-based system that efficiently supports complex streaming queries while allowing untrusted query programs.
- By adopting a streaming model and exploiting the fact that a query’s working set will likely fit in on-chip cache, the performance bottleneck of ORAM is largely avoided. Simulation results using large dataset processing benchmarks show that Stream-Ascend only imposes less than 24.5% performance overhead relative to an insecure baseline system.

The rest of this paper is organized as follows: Section 2 presents the necessary details of the Ascend processor on which Stream-Ascend is based. Section 3 discusses the general model to securely interact with tamper-resistant hardware without leaking information through chip pins. Section 4 describes Stream-Ascend. Section 5 describes application scenarios. Section 6 evaluates Stream-Ascend with respect to baseline systems. Section 7 describes related work. Section 8 concludes the paper.

2. BACKGROUND

A recently proposed tamper-resistant hardware processor, called Ascend [11] is designed to protect against all software-based and some hardware-based attacks when running untrusted batch programs. Ascend is a single-chip coprocessor that runs on the server-side. In this paper, we consider an honest-but-curious server who may try to learn user’s private information by observing the pin traffic of Ascend. In this section, we describe Ascend and discuss some of its drawbacks.

2.1 Ascend Architecture

Ascend was designed for batch computation, where all the program data must be present in the main memory after initialization. The key idea to guarantee privacy is obfuscated program execution in hardware; to evaluate an arbitrary instruction, Ascend gives off the signature of having evaluated any possible instruction. In particular, for an arbitrary batch program $P$, any two encrypted inputs $x$ and $x'$ (the user’s private query), and any two sets of public input $y$ and $y'$ (server’s public data), Ascend guarantees that from the perspective of the chip’s input/output (I/O) pins $P(x, y)$ is indistinguishable from $P(x', y')$, therefore satisfying the criterion for oblivious computation [14].

To get this level of security, Ascend (a) encrypts all data sent over its I/O pins using dedicated/internal crypto-processors (e.g., AES) (b) obfuscates the address going off-chip using Oblivious-RAM (ORAM), and (c) accesses ORAM at fixed and public intervals to obfuscate when a request is made. ORAM (details explained in Section 2.2) is conceptually a DRAM whose contents are encrypted and shuffled data blocks. It hides program memory address patterns as well as the data read from or written to memory, but not the timing of ORAM accesses. The timing channel is protected by periodic accesses.

2.2 Oblivious-RAM

Oblivious-RAM (ORAM) [13,23,14,27,31] is one of the most important building blocks in Ascend. ORAM prevents any leakage from a program’s memory access pattern. That is, an adversary should not be able to tell (a) whether a given memory request is a read or write, (b) which location in memory is accessed, or (c) what data is read/written to that location.

In the original proposal, Ascend used a recent construction called Path ORAM [32] for its practical performance and simplicity. We note that Ascend can be built on top of other ORAMs, and we experiment with Path ORAM and the ORAM of [27] in Section 6. In this paper, we treat ORAM as a black box which serves as a secure main memory. The key feature of ORAM is its high access latency: according to [24], each Path ORAM access is translated to multiple DRAM accesses which consume 3752 processor cycles for the ORAM configurations in Table 1. Readers can refer to [24,32] for details of Path ORAM.

2.3 User-Ascend Interaction

Ascend uses a two-interactive protocol (shown in Figure 1) to securely interact with users. First, the user chooses a secret session (symmetric) key $K$, encrypts it with Ascend’s public key and sends it to Ascend. Second, the user sends its encrypted private inputs $ciphertext(x_{user})$, a public running time $T$ and a public number of bytes to include in the final result $S$. At the same time, the server
As described in Section 2.3, Ascend uses a two-interactive protocol to process users' queries. All input to the program should be specified at the beginning of the execution and only the final results can be returned to the user. This model does not allow the use of Ascend in applications that require constant input/output from/to the outside world, e.g., network traffic, user input, etc.

For example, data filtering at a network router cannot be implemented using Ascend because, first, input data arrives constantly during execution instead of at one time, and second, the user needs output constantly.

For the rest of the paper, we will refer to the original Ascend proposal as Batch-Ascend.

2.4 ORAM Scalability

For certain applications, instead of constantly requesting data during program execution, Ascend can conceivably load all the data it needs before any computation starts. In a database application for example, Ascend can load all the tables into its main memory (which is implemented as an ORAM) and obfuscate the access pattern. This usually requires an ORAM size on the order of terabytes which does not fit in DRAM. Thus, the ORAM would be implemented over both DRAM and disk. Such a huge “Oblivious disk” is impractical in an Ascend context due to ORAM scalability.

Take a Path ORAM on 100 TB disks as an example. Instead of accessing a single data block as in an insecure system, Path ORAM needs to touch ~ 660 blocks. Though small chunks of blocks (e.g., 4 blocks) can be grouped together in Path ORAM—decreasing the effective number of disk accesses down to ~ 165, each access still turns into hundreds of accesses to random locations over many disks.

Previous work proposed parallelizing ORAM operations with coprocessors in data centers [20]. In their approach, multiple trusted coprocessors split a single ORAM access into parallel accesses in order to reduce access latency. However, the power consumption of each ORAM access is not reduced (actually, more power is consumed). Furthermore, parallelization requires user’s trust in many coprocessors instead of one.

Recent work, namely ObliviStore [30], significantly improved ORAM performance in a cloud storage setting. However, with a 1 TB file system, a throughput of only several MB/s is achieved with SSDs, and less than 1 MB/s with HDDs.

3. Interaction with Tamper-Resistant Hardware

Tamper-resistant hardware may interact with external equipment like memory, network interfaces, user input devices, etc. In order to not leak information through chip pins, these interactions must happen in a data-independent way such that an adversary cannot figure out what messages are being transferred or the pattern of message flow. The one-time input/output in Batch-Ascend is a secure way to interact with tamper-resistant hardware. However, the model can only support limited applications (c.f., Section 2.4.1).

As discussed in the previous section, Ascend obfuscates the access pattern over the memory channel by using Oblivious RAM. However, ORAM does not help much with network interfaces or user inputs which require different communication strategies.
the server does not know any private information of the user, then the pin traffic will not leak any privacy. We will show how this insight is realized by going through each block in the figure in the sequel.

### 3.2.1 Untrusted Server

The server can load data from data sources (e.g., network interfaces, disks, etc.) into the internal buffers and transfer these data to the trusted tamper-resistant hardware. For security reasons, how the data is sent to the trusted hardware must happen in data-independent ways. Specifically, an input scheduler is introduced to achieve this goal.

The input scheduler is a public finite state machine (FSM) which takes public information as input and generates a public scheduling which indicates when the data in the server’s buffer is sent to the tamper-resistant hardware. The input to the input scheduler can be any public information observable by the server, including input arrival rate, input size, packet type (which may be public for certain applications), ORAM latency, network congestion, etc. The public input scheduler, which may be specified either by the user or by the server, collects these inputs and switches internal state accordingly. Based on its state the input scheduler will occasionally send data blocks to the trusted hardware which will consume the data blocks in a data-independent way.

Similarly, the output scheduler is also a public FSM specified either by the user or by the server. Outputs of the output scheduler are requests to the tamper-resistant hardware with a result size $Z$. Upon receiving a request, the tamper-resistant hardware will return a fixed amount of encrypted data of size $Z$ in a fixed pattern back to the user.

The tamper-resistant hardware can only get input data from the input scheduler and can only output data upon receiving a request from the output scheduler. The schedulers completely determine the behavior of I/O pins of the trusted hardware.

### 3.2.2 Tamper-Resistant Hardware

For security reasons, upon receiving the input data and the output request from the schedulers, the response of the tamper-resistant hardware should not leak any data- or program-dependent information. The requirements on the hardware are listed below.

**Input requirement:** The trusted hardware should always accept (e.g., write to a hardware buffer) the input data in the same way as observed by an adversary, regardless of the content of the data or the internal state of the hardware.

**Output requirement:** Upon receiving the request from the output scheduler, the trusted hardware should return the output data in a fixed pattern. For simplicity, we assume that the hardware will start to return the data after time $D$ upon receiving the request, and the data transfer rate should always be $R$ bytes/s. $D$ and $R$ are determined by hardware and cannot be changed. Furthermore, all the output data should be probabilistically encrypted. If there are no results ready to be sent out, the hardware sends encrypted dummy results at the right time.

The hardware implementation that achieves the above requirement will be discussed in Section 4.

### 3.3 Security of Interaction

The interaction model discussed above is secure against attacks through observing chip pins. The key idea is that the pin traffic of the tamper-resistant hardware is completely controlled by the server. The behavior of the trusted hardware in terms of pin traffic will be completely public and predictable by an adversary, regardless of the internal state of the hardware. Adversaries learn nothing new observing the pin traffic.

It is true that the scheduler itself may leak some information about the application. If the server specifies the scheduling algorithm, no private information is leaked. But if the user specifies the scheduling algorithm, leakage may happen. The user may decide to use a certain scheduler rather than another one for performance considerations and this decision leaks some features about the data and program. However, this leakage is user-controlled and only one-time when the scheduler is specified and does not increase over time. The tradeoff between performance and security is made by the user.

In practice, the server can provide input/output schedulers that are general enough for all users as the default setting. The default setting achieves reasonable performance in general and does not leak private information (since it is provided by the server). Users are still allowed to define their own schedulers to further exploit performance, with the cost of more leakage.
4. STREAM ASCEND

The discussion in the previous section is general to all tamper-resistant hardware based systems. But the trusted hardware has been treated as a black box that magically achieves all the requirements. In this section, we will focus on a hardware implementation to support the interaction model. Specifically, the mechanisms are built on top of Ascend since it is the only secure hardware that completely obfuscates the pin traffic using ORAM and periodicity. The resulting system is called Stream-Ascend. The architecture of Stream-Ascend will be discussed in detail.

4.1 Two-Interactive Protocol

According to Section 3.2, the user communicates with Batch-Ascend using a two-interactive protocol where the user specifies the program runtime \( T \) and result size \( S \).

With the general interaction model, however, the user should instead specify the input scheduling algorithm and the output scheduling algorithm. The original two-interactive protocol can also fit into our new interaction model with extremely simple FSMs. In this case, the input scheduling is to put data into Stream-Ascend at time 0. And the output scheduling is to request output of size \( S \) at time \( T \).

4.2 Architecture Overview

In order to efficiently support the interaction model and to meet the requirements listed in Section 3.2.2, three main hardware mechanisms are added to Batch-Ascend: a Front End FIFO (FEF), a Back End FIFO (BEF) and multithreading.

The overall architecture of Stream-Ascend is shown in Figure 3. Both the FEF and BEF are used to temporarily store the data blocks. FEF is used to receive data from streaming input, and the BEF is used to store messages that are ready to be sent back to the user. Both FIFOs serve as synchronization buffers between Stream-Ascend and the outside world in order to tolerate small mismatches between processing rate and streaming input/output rate.

In practice, however, the above mentioned mismatch can be large. We implement a software buffer for each FIFO as a backup in order to tolerate large mismatch. These software buffers are called Software Input Buffer (SIB) and Software Output Buffer (SUB).

In order to efficiently move data between the FEF/BEF and the corresponding software buffer, multithreading support is added to Stream-Ascend. Two threads—input thread and output thread—are specifically assigned to data moving. We will introduce several context switching strategies in Section 4.4.3 to minimize the size of the FEF and BEF.

4.3 The Front/Back End FIFO

Both the FEF and BEF serve as synchronization buffers between Stream-Ascend and the input and output streams. They are key to meet the requirements in Section 3.2.2.

The FEF will always accept the data coming from the server in the same way as seen by an adversary, though internally Stream-Ascend may decide to keep or discard the data. Inside Stream-Ascend, the input thread will constantly move data from the FEF (if not empty) to the SIB (if not full). But an adversary should never be able to find out how full the FEF is, or if it has overflowed.

In practice, the FEF may overflow if data is streamed faster than the speed of processing. Both the FEF and SIB may accumulate over time and overflow eventually. When the FEF overflows, the entire (incomplete) record that causes the overflow should be discarded. In this case, the FEF no longer stores the remaining portion of the damaged data record as it gets streamed in. It also sets a flag on the memory map to notify the input thread of the overflow, which will clean up the SIB in software.

BEF is similar to FEF in that an adversary cannot observe its interval states. But unlike the FEF, BEF will never overflow. If the BEF is full, the output thread stops moving data from the SUB into it. Upon receiving the output request from the output scheduler at the server, the BEF will output encrypted results to the user at a fixed pattern (c.f., Section 3.2.2). If the BEF is empty, encrypted dummy results will be returned.

Notice that all the operations mentioned above are internal to the Stream-Ascend. An adversary from the outside can only see that input data are consumed and output requests are satisfied. So no information is leaked.

4.4 Multi-threading

Stream-Ascend uses hardware multi-threading similar to conventional processors. Each thread has its own register file and program counter (PC), and shares the core pipeline, all the on-chip caches and the main memory. At any time, only one thread occupies the pipeline, and it can be swapped out for another at cycle granularity (similar to fine/coarse-grained multi-threading; the operating system is not involved).

4.4.1 The Input/Output Thread

The input thread (when active) adds data from the FEF to the SIB. When an record is completely streamed in, the record is marked as ready for the application thread.
In the case of the FEF overflowing, the input thread throws away any portion of the broken record it has buffered in the SIB so far. Data in the FEF belonging to the broken records should also be thrown away.

The output thread is similar to the input thread but the data flows in reverse order: results are first written to the SUB and then moved to the BEF by the output thread.

### 4.4.2 The Application Thread

The application thread reads an record from the SIB and runs the user’s query on it. The ORAM may be accessed while the query is being processed.

The application will store the results of processing to SUB which is internal to Stream-Ascend. If the SUB is full, which means the output speed is slower than the processing speed, the application thread will simply drop the results of the current data record.

### 4.4.3 Context Switch

Which thread owns the execution pipeline during any particular cycle is determined through both hardware and software mechanisms. These mechanisms are crucial to make the size of the FEF and BEF small enough in practice.

**Hardware-triggered context switch** is performed in two circumstances. First, any thread is swapped out in the case of a last-level cache miss which triggers an ORAM access that takes at least thousands of cycles. Executing other threads instead of waiting can hide this latency to some extent. Second, the input/output thread is swapped onto the pipeline when the FEF/BEF occupancy reaches a certain threshold and the SIB/SUB is not full/empty. This strategy is important to minimize hardware FIFO overflow with a small FIFO size. Without this strategy, for instance, if the application thread never incurs a last-level cache miss and always owns the pipeline, the FEF will eventually overflow and the BEF will drain out.

The emptiness/fullness of the SIB/SUB is signified using a memory map-accessible register implemented in hardware. The register is set by the thread at the upstream of the data flow and cleared by the thread at the downstream.

**Software-triggered context switch** puts a thread explicitly to sleep if it cannot make forward progress. The input thread goes to sleep if the SIB is full or if the FEF is empty. Similarly, the output thread goes to sleep if the SUB is empty or if the BEF is full. The application thread goes to sleep if the SIB is empty, which means there is no record to process. Notice that the application thread will not go to sleep if the SUB is full. Instead, the result of that record will simply be ignored and thrown away.

### 4.5 Other Optimizations

#### 4.5.1 Data Locality Optimizations

As discussed in Section 2.2, ORAM may become a performance bottleneck in Stream-Ascend. Thus it is desirable to minimize off-chip traffic. We try to achieve this goal by explicitly managing memory allocation for maximum locality instead of using system calls (e.g., malloc() and free()).

In order to improve locality and reduce off-chip traffic, we organize both the SIB and SUB as stacks (as opposed to FIFOs). That is, when a new record is buffered and added to the software buffer, it has a high probability of being processed by the query program before being evicted from the on-chip caches. As a comparison, if these buffers are implemented in FIFOs, the first record inserted into the FIFO is more likely to have been evicted to the ORAM. In the worst case, all records would have to be pushed to and then pulled from ORAM. A stack-based implementation considerably reduces the number of ORAM accesses.

Since both the SIB and SUB are manipulated by two threads, stack push/pop operations can cause race conditions. In our design, we use a lock-free stack design. Specifically, we always push elements to the top of the stack, and pop the second from top element from the stack.

#### 4.5.2 Working Set Usually Fits in Cache

In practice, the working set size in order to process a single data record is usually very small. For example, the maximum packet size in IPv4 is 64 KB and each twitter feed is at most 140 characters. For these applications, the working set usually fits into the on-chip caches, as illustrated in Figure 4.

![Figure 4: Input data size vs. working set size over time for the DocDist benchmark (Section 6.2.1).](image)

The total streamed-in data size increases linearly with time. But since we only process one record at a time, the working set of Stream-Ascend is limited. If the working set fits in on-chip cache, ORAM will be rarely accessed. In this case, the ORAM latency bottleneck is largely avoided.

### 5. CASE STUDIES

In this section, we will analyze two typical application scenarios of Stream-Ascend: data filtering and large dataset processing. The scheduling algorithms discussed in this section are simple for illustrative purposes, and are not necessarily the most efficient.

#### 5.1 Data Filtering

**Data Filtering** is a type of application that reads input data from an unceasing input stream (network packets, user input, online news feeds, etc.) and constantly sends outputs to the user. Applications that fit in this model include packet processing in network routers, email filtering, online news feeds processing, user inputs, etc.

The input scheduler of this application can be very simple: data records are fed into Stream-Ascend as soon as they arrive. This is obviously a secure scheduling since the output of the scheduler only depends on when data arrives, which is certainly public information.

For the output scheduler, the server may simply decide to send an output request to Stream-Ascend asking for a result of size $S'$ after time $T'$ when the data record is fed into Stream-Ascend. The assumptions here are that first, the result size is strictly smaller than $S'$ for each record processing, and second, each record processing time is strictly
smaller than \( T' \). These assumptions are true for many data filtering applications.

### 5.1.1 Parameter Determination

In the above example, no parameter needs to be determined for input scheduler. For output scheduler, however, we need to determine two parameters: \( S' \) and \( T' \).

The output size \( S' \) is relatively easy for the user to learn, since the user knows the output format of the program.

The processing time \( T' \) is a little bit harder to determine. Though the user may know the code of the program, it is still difficult to know the execution time of the program on a particular hardware platform — Stream-Ascend.

We can set up a pre-computation phase using Batch-Ascend (which can be viewed as Stream-Ascend with special input/output schedulers) to handle this problem. In the pre-computation phase, the user sends the program with example inputs (e.g., worst-case input) to the Batch-Ascend, which runs the program with all the example inputs and returns the execution time back to the user after fixed time \( T \). The user can determine \( T' \) based on the results.

### 5.2 Large Dataset Processing

Large dataset processing is a type of application that extracts useful information from a large database. Examples of this application range from very simple SQL queries to complicated queries like Content-Based Image Retrieval (CBIR). Stream-Ascend will request all the data records from the database in a streaming manner, process each of them and return the final results back to the client.

Notice that Stream-Ascend can only efficiently support SQL queries that fit in the streaming model, e.g., sequential scan of a table. Queries like index access might be very inefficient since the system needs to wait for the data records to be streamed in.

The input scheduler reads data from disks and feeds them to Stream-Ascend. For simplicity, we assume the input scheduler to be a simple periodic scheduler, which sends a word (this can be of arbitrary size and vary in size) to Stream-Ascend every \( STREAM_{int} \) cycles. Note that the value of \( STREAM_{int} \) is critical to the Quality-of-Service (QoS); if it is set too small, records are streamed in too fast and will be dropped due to FEF overflow (c.f., Section 5.1.1). If it is set too large, the processor will be idle waiting for input most of the time. The determination of \( STREAM_{int} \) is discussed in Section 5.2.1.

We can choose the output scheduler to be simply requesting the final results of size \( S \) after the last data record in the database is sent to Stream-Ascend, plus a time delay \( L \) (to finish the last several records in the SIB and FEF). \( S \) is easy to learn by the user and \( L \) can be chosen conservatively since its overhead is only paid once for the whole execution.

#### 5.2.1 \( STREAM_{int} \) Determination

Similar to Section 5.1.1, pre-computation with Batch-Ascend is used to estimate the value of \( STREAM_{int} \).

In the pre-computation phase, the server will first generate a set of sampled records from the entire input data. These records are fed into the Batch-Ascend to compute the average time \( T_{word} \) to process each word in the input. \( T_{word} \) is then returned to the user who determines \( STREAM_{int} \) based on \( T_{word} \).

### 6. EVALUATION

In this section, we focus on the large dataset processing domain, and evaluate three applications (document matching, DNA sequence matching and content-based image retrieval) on Stream-Ascend and a baseline insecure coprocessor. For simplicity, we focus on the scheduling algorithms discussed in Section 5.2. But most of the results here also apply to other scheduling algorithms.

#### 6.1 Methodology

All experiments are carried out with a cycle-level simulator based on the public domain SESC [25] simulator that uses the MIPS ISA. Instruction/memory address traces are first generated through SESC’s rabbit (fast forward) mode and then fed into a timing model that represents a processor chip. Simulations are run until the entire dataset is streamed through the simulator (which takes between 4 billion to 100 billion instructions depending on the benchmark and the dataset).

##### 6.1.1 Comparison Points

We compare the following three systems (all of which have the same on-chip microarchitecture, given in Table 1).

**Stream-Ascend:**

The Stream-Ascend proposal described in Section 4 with the scheduling algorithms discussed in Section 5.2. Perfect schedulers are assumed for end-to-end evaluation. \( STREAM_{int} \) and SIB capacity are varied throughout the evaluation.

**Oracle-Ascend:** An idealized Stream-Ascend design that implements the SIB in magic hardware. Accessing a word in the magic SIB costs a single cycle always. Compared to Stream-Ascend, this system removes the overhead of input thread.

**Oracle-Baseline:** An idealized insecure processor with DRAM as main memory. Similar to Oracle-Ascend, it also has a magic SIB. Oracle-Baseline stands for the performance upper bound which is not achievable in practice.

### 6.2 Application Case Studies

We evaluate our system over three applications that process unstructured data from a database given user search/filter criteria (ordered from least complex to most complex).

---

Table 1: Microarchitecture for baseline and Stream-Ascend variants. On a cache miss, the processor incurs the cache hit plus miss latency.

| Core model: | in order, single issue |
|-------------|-----------------------|
| Cycles per Arith/Mult/Div instr | 1/4/12 |
| Cycles per FP Arith/Mult/Div instr | 2/4/10 |

| Memory |
|--------|
| L1 I/D Cache | 32 KB, 4-way |
| L1 I/D Cache hit+miss latencies | 1+0/2+1 |
| L2 Unified/Inclusive L2 Cache | 1 MB, 16-way |
| L2 hit+miss latencies | 10+4 latency |
| Cache block size | 128 bytes |
| ORAM Capacity | 4G |
| DRAM latency | 108 cycles |
| Path ORAM latency | 3752 cycles |

| Application: input data size |
|-----------------------------|
| Document matching | 26.5 MB |
| DNA sequence matching | 6 MB |
| Image Retrieval | 15.5 MB |
6.2.1 Document Matching

The first application (DocDist) compares documents for similarity. It takes a private set of document features \( f_d \) and a private distance metric from the user, and returns the documents whose features have the shortest distance to \( f_d \). We show results for a corpus of several thousand wikinews pages \( \mathcal{W} \) (which vary in length between 350 Bytes and 205 KB).

6.2.2 DNA Sequence Matching

The second application is DNA sequence matching (DNA), which takes the user’s private query and returns the public DNA sequences that share the longest common substring with the user query (the algorithm also works for general strings). We use DNA sequences from human and chimp chromosomes (6 million nucleotides in total, randomly broken into segments of length from 1K to 10K).

6.2.3 Content-Based Image Retrieval

Our third application is the content-based image retrieval (CBIR) application, which takes a (private) image specified by the user and returns a set of images that are most similar to the user image. The CBIR algorithm extracts SIFT features \( \mathcal{F} \) for images, quantizes those features into a bag of words representation, and then compares each bag of words to a reference image (processed in the same way) for similarity \( \mathcal{S} \). One example application is watermarking: for our evaluation we compare a secret 100 × 100 pixel watermark with 300 other images (varying in size between 6 KB and 30 KB) from the Caltech101 dataset \( \mathcal{C} \). We were constrained to this number and size of images to keep simulation time reasonable.

6.3 Performance Study

In this section, we evaluate Stream-Ascend under different parameter settings. For each experiment, the input data is at least several megabytes (see Table 1). Though this is much smaller than the input data in a real streaming application (which can be hundreds of terabytes), we believe it is enough to provide interesting results because Ascend’s on-chip cache size is only 1 megabyte: much smaller than input data size.

6.3.1 Software Buffer Size

Figure 4 shows the drop rate of Stream-Ascend with different SIB (cf. Section 4.2) sizes and \( \text{STREAM}_{\text{int}} \). Given a certain SIB size (which corresponds to a single curve in the figure), Stream-Ascend starts to drop records when \( \text{STREAM}_{\text{int}} \) is smaller than a threshold value, which we define as \( \text{THRESH}_{\text{int}} \). For all benchmarks, the \( \text{THRESH}_{\text{int}} \) decreases for larger SIB. This is because larger buffers can tolerate more variance in the processing speed, so \( \text{STREAM}_{\text{int}} \) can be set closer to the optimal value. There are diminishing returns after the software buffer is large enough.

When \( \text{STREAM}_{\text{int}} \) is smaller than the \( \text{THRESH}_{\text{int}} \), drop rate increases almost linearly with respect to \( \text{STREAM}_{\text{int}} \). Drop rate will be 100% when \( \text{STREAM}_{\text{int}} \) goes down to 0. This corresponds to the case where data rushes into Stream-Ascend so fast that there is no time to process a single record.

For different applications, the \( \text{THRESH}_{\text{int}} \) is also different. For example, CBIR requires much more computation than DocDist for the same input data size, so \( \text{STREAM}_{\text{int}} \) is also higher to match the CPU processing speed.

6.3.2 Infinite Software Buffer

To have a better understanding of the software buffer in Stream-Ascend, Figure 6 shows the performance of each application when the software buffer has an infinite size.

Table 2: Performance degradation of Stream-Ascend and Oracle-Ascend with respect to Oracle-Baseline.

| Benchmark | Oracle-Ascend | Stream-Ascend (optimal scheduling) |
|-----------|--------------|------------------------------------|
| Doc Dist  | <0.1%        | 21.5%                              |
| DNA       | <0.1%        | 0.7%                               |
| Img       | 2.6%         | 3.9%                               |

Table 2: Performance degradation of Stream-Ascend and Oracle-Ascend with respect to Oracle-Baseline.

6.3.3 Overhead Analysis

Table 2 shows the end-to-end performance of Stream-Ascend and Oracle-Ascend, in terms of slowdown with respect to Oracle-Baseline. Instead of a periodic input scheduler, we assume an optimal scheduler which achieves no record loss and 100% CPU utilization at the same time. How this scheduling can be achieved depends on the application and data running in the system.

The performance degradation of Oracle-Ascend compared to Oracle-Baseline shows the overhead of using ORAM. Since the working set mostly fits in cache, ORAM is rarely accessed with Oracle-Ascend (Oracle-Ascend rate matches perfectly), and overhead due to ORAM is small for all benchmarks.

The overhead of Stream-Ascend comes from both using ORAM and having extra threads (input thread and output thread) running alongside the application thread. DocDist has the highest overhead due to the input thread because the

\(^1\)That is, the software buffer size is larger than the input data size.
record processing program is so simple that the percentage of input thread’s computation becomes larger.

6.3.4 Sensitivity Study

An important insight of Stream-Ascend is that if data records all fit in the on-chip cache, then ORAM does not need to be frequently accessed. For all the experiments above, data records and working set are smaller than the cache size. In this section, we study the sensitivity of performance to record size and ORAM latency.

**Record Size**

Figure 7 shows the performance change by sweeping input record size in the DocDist and DNA benchmarks, where the working set size is approximately the record size. When record size is smaller than on-chip cache capacity (1 MB), the performance of both applications remains flat regardless of record size change. However, when records are larger than the on-chip cache size, ORAM needs to be frequently accessed for each record matching, which degrades performance. It turns out that the DNA benchmark is more compute bound (accesses ORAM less frequently) than the DocDist benchmark. So DocDist is more sensitive to record size change.

For the CBIR benchmark, there is no clear correlation between input record (image) size and working set size. In this case, the working set is determined by both the image size and the number of features in the images. Therefore CBIR is not shown in Figure 7.

**ORAM Latency**

Figure 8 shows the performance of the DocDist benchmark for two different ORAMs. The ORAM design of [27] (denoted as slow ORAM in the figure) is compared to Path

ORAM. The access latency of the slow ORAM is 57708 cycles as compared to 3752 for Path ORAM. When working set fits in the on-chip cache, Stream-Ascend completely removes the ORAM bottleneck. So performance does not degrade even if the ORAM is much slower. This fact makes Stream-Ascend very practical since it does not require much from the ORAM subsystem.

When the working set does not fit in cache, performance starts to degrade. However, Stream-Ascend is powerful enough that it can handle this case gracefully especially when Path ORAM is used.

7. RELATED WORK

7.1 Private Information Retrieval (PIR)

Private Information Retrieval (PIR), first proposed in [8], considers a two party protocol where the server holds an n-
bit string $B = b_1b_2...b_n$ and the user specifies a secret input $i$. The user should only learn $b_i$ while the server learns nothing about $i$.

Much previous work ([16] [7]) has investigated various aspects of PIR. Regardless, the PIR model is still very limited; it only supports requiring data items though indexes. Complicated query processing cannot be supported. [16] [12] generalized PIR to support keyword search where the user provides a keyword and the server returns the data items that match this keyword. Still, this computation model is very limited.

7.2 Private Stream Searching

[23] is the first paper to propose private stream searching. [0] made optimizations to [23] and [5] evaluates the algorithm on real applications. Private stream searching reads in a stream of input data records, runs a query program on each of them and decides whether to keep the record (write to a buffer) or discard it. It employs a streaming model similar to Stream-Ascend. It also provides a more general computation model than PIR. However, existing schemes require the program to be expanded into a circuit so loops would be prohibitively expensive. This limits the generality of this model. Furthermore, existing work in private stream searching processes each record independently so aggregation of several data records are not possible (this can be achieved with Stream-Ascend).

7.3 Tamper-Resistant Hardware

Many tamper-resistant hardware schemes have been proposed and built in literature ([15] [19] [33] [11] [36] [29]). In this setting, the private user query is run inside a secure hardware compartment (typically a tamper-resistant processor chip or board) on the server side that protects the user’s private data while it is being computed upon.

Outside of Ascend ([11]), previous work assumes that the query program is such that an adversary learns nothing about the user’s query from the traffic on the processor’s pins. This requires that the off-chip memory access sequence of a query be independent of the query program’s input data, and further, that the timing of memory requests is independent of the input data. The user has to check that the query program is written in such a way so as to not leak any information; most programs do not satisfy this property. A malicious query program can easily leak information about the query through memory traffic in [19] [33], for example.

The mechanisms proposed in this paper do not leak any information through pin traffic. Though the mechanism can be applied to any tamper-resistant hardware system, Ascend was chosen for demonstration since Ascend requires the least modification.

7.4 Secure Databases

Previous works on securing databases ([2] [4]) have proposed using trusted hardware to compute critical stages in query processing. [2] uses a trusted FPGA to do standard database operations (e.g., filter, join, aggregate etc.) over encrypted data. This line of work has two main limitations: First, the type of queries supported is very limited. A user cannot run complex data processing with the query. Second, though the data a certain query operates on is encrypted, the type of the query is leaked to the untrusted server.

Stream-Ascend, on the other hand, cannot efficiently support all kinds of database queries since not all of them fit in the streaming model (e.g., index access). But complicated data processing can be done in Stream-Ascend. Stream-Ascend is also able to hide the query type sent to the database which makes it more secure than previously-proposed secure databases.

Finally, we believe Stream-Ascend can be properly integrated with other secure databases to efficiently and securely support all types of queries. This is left for future work.

8. CONCLUSION

We comprehensively studied the secure ways to interact with a tamper-resistant hardware based system without leaking information through chip pins. The proposed mechanisms are implemented on top of Ascend ([11]). The resulting architecture, Stream-Ascend, significantly generalized the types of applications that can run on Ascend with small performance overhead. In three typical benchmarks in the large dataset processing domain, we showed that with smart scheduling algorithms, the total performance overhead from our system is less than 24.5% relative to an idealized insecure baseline.
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