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Abstract

To enable safe operations in applications such as rocket combustion chambers, the materials require cooling to avoid material damage. Here, transpiration cooling is a promising cooling technique. Numerous studies investigate possibilities to simulate and evaluate the complex cooling mechanism. One naturally arising question is the amount of coolant required to ensure a safe operation. To study this, we introduce an approach that determines the posterior probability distribution of the Reynolds number using an inverse problem and constraining the maximum temperature of the system under parameter uncertainties. Mathematically, this chance inequality constraint is dealt with by a generalized Polynomial Chaos expansion of the system. The posterior distribution will be evaluated by different Markov Chain Monte Carlo based methods. A novel method for the constrained case is proposed and tested among others on two-dimensional transpiration cooling models.

1 Introduction

Efficient cooling concepts are needed in all applications, where materials have to be protected against thermal damage as a result of high thermal loads. Passive cooling for instance uses coating of the material as a heat shield [1,2,3]. We are interested in models for active cooling techniques, like film and transpiration cooling (TC) where a coolant is used that transfers heat away from the materials in need of protection. These type of methods generally have a great cooling potential [2]. Here, transpiration cooling is designed as the injection of a coolant into a hot gas flow through a porous medium. Cooling is achieved by both convection energy within the wall while the coolant passes through the porous medium as well as a coolant film that insulates the wall from the hot gas flow [3].

Some applications nowadays considered for transpiration cooling include scramjet combustion
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chambers, rocket thrust chambers, turbine blades and others. Even so it has been invented in the 1950’s, due to both advances made in manufacturing and the need for greater cooling efficiency, recently transpiration cooling has come back into the focus of research and has been intensively studied experimentally, analytically and numerically.

The porous materials used for transpiration cooling have to meet certain requirements, like high porosity, light-weight, precise geometry and additionally, for turbine blades, great material strength. Commonly used types of porous materials are sintered metal or ceramic porous media, leaving the pores to be a result of randomness. This in turn leads to negative cooling effects like badly connected pores and demands also suitable simulation techniques to quantify its effect. Additionally, effects of non-uniform permeability have been investigated. Recently, the improved precision of the manufacturing process by additive manufacturing methods has been studied.

For simulation and optimization of transpiration cooling, temperature models and coupled simulations are used. The point of departure of this work is the publication by Dahmen et al. Therein, numerical simulation of transpiration cooling by coupling a porous media flow with a hot gas flow of a rocket combustion chamber is proposed. Numerical experiments in both 2D and 3D are reported. In the following sections we also focus on the interaction of the coolant with the temperature to allow for the treatment of e.g. temperature constraints. Alternative detailed injection models are based on turbulence modeling, heuristic considerations, and DNS simulations.

We propose to consider a model with uncertain parameters to acknowledge for the uncertainties present in the production of the porous material and the simulation of the flow as well as the so far missing detailed physical model for the interaction of flow and porous media and the presence of inequality requirements for the temperature. Parametric uncertainties can be handled by non-intrusive methods that repeatedly evaluate the deterministic model such that statistical properties of the system’s answer can be derived.

Generalized polynomial chaos (gPC) is an intrusive method that represents the full output probability through a spectral expansion with orthogonal basis polynomials. In stochastic finite element systems for probabilistic transport in porous media are considered. Xiu and Karniadakis extended the polynomial chaos expansion to various orthogonal basis polynomials. Further, gPC can be used to perform global sensitivity analysis.

As the evaluation of the temperature constraint in TC requires the full probability distribution, we propose here a gPC expansion. At the same time, optimizing the cooling effect by choosing a suitable Reynolds number while using the pressure as a simulation output, is formulated as an inverse problem. The latter is solved using a framework based on Bayesian Inversion.

Even so research devoted to Bayesian Inverse Problems is available, we only review literature on the constrained case. Wu et al. extend Bayesian inversion by incorporating an additional likelihood to the Bayesian Inversion based on fitness of the solution to the constraint. Another approach is presented in the context of Bayesian optimization in the machine learning community. Here, in order to globally optimize black-box derivative-free methods, a statistical
Gaussian surrogate for the objective function is built upon Gaussian process regression [32]. An acquisition function is derived from the surrogate and extended to the constrained optimization problems in [33,34].

The paper is organized as follows: In Section 2, the two models for transpiration cooling are presented and the extension to the stochastic system is given. Section 3 then introduces the solution method, a novel constrained random walk Markov Chain Monte Carlo method, and two alternative solution methods for comparison. Following this, the numerical results are discussed in Section 4.

2 Modeling transpiration cooling at an interface

Notation In the following sections, all random variables (RV) $X$ are given in bold type and realizations are $X$. We assume each RV $X$ has a probability density denoted by $\Pi(X)$. Data is denoted by the suffix $\text{data}$.

The dimensionless forward problem consists of two coupled ordinary differential equations (ODEs), one for the fluid temperature $T_f = T_f(x; \text{Re})$, one for the solid temperature $T_s(x; \text{Re})$ of a spatially 1-D strip porous media of normalized length $x \in [0,1]$. Here, $\text{Re}$ is the uncertain Reynolds number \[1\]. The third ODE describes the evolution of the density $\rho_f$, where $\rho_f'(x; \text{Re}) = \frac{d\rho_f(x; \text{Re})}{dx}$. The velocity of the coolant is denoted by $v(x), x \in [0,1]$.

\[\begin{align*}
T_s'(x; \text{Re}) &= \frac{\kappa_f}{(1 - \varphi) \cdot \kappa_s} \cdot \text{Re} \cdot Pr_f \cdot (T_f(x; \text{Re}) - T_{HG}) + \frac{q}{(1 - \phi) \cdot \kappa_s} \quad \text{(1a)} \\
T_f'(x; \text{Re}) &= \frac{Nu_{v,f}}{Pr_f \cdot \text{Re}} \cdot (T_s(x; \text{Re}) - T_f(x; \text{Re})), \quad \text{(1b)} \\
\rho_f'(x; \text{Re}) &= N(x; \text{Re}) \cdot \rho_f(x; \text{Re}) \quad \text{(1c)}
\end{align*}\]

with

\[\begin{align*}
N(x; \text{Re}) &= \frac{Nu_{v,f}}{Re \cdot Pr_f} \frac{\rho_f^2(x; \text{Re}) (T_s(x; \text{Re}) - T_f(x; \text{Re})) + \left( \frac{L^2}{Re K_D} + \frac{L K_F}{K_F} \right)}{\phi^{-2} - \rho_f^2(x; \text{Re}) T_f(x; \text{Re})}, \\
v(x; \text{Re}) &= \frac{1}{\rho_f(x; \text{Re})}. \quad \text{(1d)}
\end{align*}\]

The pressure at the interface is denoted by $p$ and

\[p : = p_f(x = 1; \text{Re}) = T_f(x = 1; \text{Re}) \cdot \rho_f(x = 1; \text{Re}) \quad \text{(1e)}\]

and the initial conditions are given by

\[T_f(0; \text{Re}) = T_c, \quad T_s(0; \text{Re}) = T_b, \quad \rho_f(0; \text{Re}) = \frac{p_R}{T_c} \quad \text{(1f)}\]

\[\text{The Reynolds number } \text{Re} := \frac{mL}{\mu} \text{ for } m, L, A, \mu \text{ corresponds to the mass flow in the dimensionless system.}\]
For this system (1a)-(1f), the other model parameters are given in Table 1 in the Appendix.

The deterministic forward problem is summarized as

\[ p := F(Re), \]  

(2)

where the pressure \( p := p_f(x = 1; Re) \) is observable at the position \( x = 1 \). Observations of the pressure are denoted by \( p_{\text{data}} \) and are drawn from a numerical integration of equations (1a)-(1f) of the coolant through a porous material with superposed white noise. The physical relations are described by the operator \( F \) which is comprised of a differential-algebraic system (DAE).

We will first consider the spatially homogeneous situation, where we refer to (1a)-(1f) as *model 1*. The constraint \( T_f(x = 1; Re) \leq T_{\text{max}} \) will then be imposed on the temperature \( T_f \).

In a second step, we extend the problem to the non-homogeneous case, here referred to as *model 2*. We consider a porous media with elongation \( z \in (d_1, d_2) \) divided in two sections, where each section consists of finitely many vertical 1D pores as indicated in Figure 1. Each vertical strip is parametrized by \( x \in (0, 1) \). Both sections have their own deterministic porosity \( \phi_j, j = 1, 2; \) but the same uncertain Reynolds number \( Re \). This geometry is common, see [35]. At the boundary of the porous media we assume solid material with a possibly high initial temperature \( T_0 > T_{\text{max}} \). We are interested in the evolution of the temperature \( T_h(z,t) \) at the interface of the porous material with the surrounding conditions over time \( t \). In our model this temperature is obtained from the porous media equations at \( x = 1 \).

The temperatures \( T_h(z_i, t = 0) = T_f^i(x = 1; Re) \) at different locations \( z_i \in (0, 1), i = 1, \ldots, N \), are then given by *model 1* (1a)-(1f) with porosity \( \phi_i \). Here, we denote by \( T_f^i(x = 1; Re) \) the solution to (1a)-(1f) for fixed porosity \( \phi_j \). Across the interface \( z \) the evolution of the temperature is assumed to be given by the linear heat diffusion equation with known deterministic diffusion coefficient \( \lambda > 0 \):

\[ 0 = \frac{\partial T_h(z,t)}{\partial t} - \lambda \frac{\partial^2 T_h(z,t)}{\partial z^2}, \quad z \in [0,1], \quad t \geq 0. \]  

(3a)

The initial condition is given by the temperature obtained by the 1D strip, see (3b), where we assume the porous media pores are of size \( \Delta z \):

\[ T_h(z, t = 0) = \begin{cases} \sum_{i=d_1}^{d_2} \chi_{[z_i-\Delta z,z_i+\Delta z]}(z)T_f^i(x = 1; Re) & z \in (d_1, d_2) \subset [0,1] \\ T_0 & \text{otherwise} \end{cases} \]  

(3b)

and Neumann boundary conditions at \( z = 0 \) and \( z = 1 \), respectively.

The constraint will be imposed at a fixed terminal time \( t = t_c \) and hence reads

\[ T_h(z, t = t_c) \leq T_{\text{max}} \quad \forall z \in [0,1]. \]  

(4)

Incorporating model uncertainties into the design is crucial for substantively design and risk assessment. The porosity \( \phi \), respectively, is a result of a manufacturing process where the porous material breaks at random spots [19]. The heat flux \( q \) is random itself as a product of the randomness of the porous material. A sensitivity analysis of the model showed the highest sensitivity of the temperature towards uncertainties in \( (Re, \phi_i, q) \). For the one-dimensional model, the heat flux \( q \) and the porosity \( \phi \) will be treated as parametric uncertainties. For *model 2* we can account for a spatial uncertainty by modeling two sections with separate determinsitic
Figure 1: This figure shows the setup of model 2 and model 3. Two porous materials with different porosities are considered, and sixty 1D strip simulations are performed to derive the spatially-dependent temperature at the interface. Across \( z \), the evolution of the temperature is assumed to be given by the heat equation. The temperature constraint is imposed over the whole length of \( z \) at some time \( t = t_c > t_0 \).

Porosities but the same uncertain heat flux \( q \). Lastly, model 3 additionally incorporates spatially uncertain heat flux with RVs \( q_1, ..., q_N \).

Even so the following discussion is not limited to this case, we assume normally distributed uncertainties, with \( q \sim \mathcal{N}(q_0, \sigma_q^2) \) and \( \phi \sim \mathcal{N}(\phi_0, \sigma_\phi^2) \).

As the parametric uncertainties of the heat flux and the porosity enter the temperature, \( T_f \) and \( T_h \) also become RVs, i.e. \( T_f = T_f(x, q, \phi; Re) \). To formalize, we assume that \( (q, \phi) \) is a RV defined on a probability space \( (\Omega, P(\Omega); P) \) mapping to \( \mathbb{R}^2 \).

For each fixed \( (x, Re) \in (0, 1) \times \mathbb{R}^+ \) we additionally assume that \( T_f(x, \cdot, \cdot; Re) \in L^2(\Omega; \mathbb{R}) \). We apply a gPC expansion to the system of ODEs governing the temperature evolution in the porous media. Denote by \( \mu_1(q) dq \) and \( \mu_2(\phi) d\phi \) the probability measures of the independent RVs \( q \) and \( \phi \), respectively. Then, we define for \( d\nu(q, \phi) = \mu(q)\mu_2(\phi)dq d\phi \) and \( y_i \in L^2_v(\Omega; \mathbb{R}) \) the scalar product

\[
<y_1, y_2> = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} y_1(\hat{q}, \hat{\phi}) \cdot y_2(\hat{q}, \hat{\phi}) \, d\nu(\hat{q}, \hat{\phi}).
\] (5)

Then, for any \( y \in L^2_v(\Omega; \mathbb{R}) \) we have \( \| \sum_{k=0}^{K} \bar{y}_k \cdot \Phi_k(q, \phi) - y \|_{L^2_v} \to 0 \) as \( K \to \infty \), where \( \bar{y}_k \) is the Galerkin projection onto the space spanned by the polynomials \( \Phi_0, ..., \Phi_N \). The previous expansion is the gPC expansion and we apply it to \( T_f(x, q, \phi; Re) \). Since \( (q, \phi) \) are independent RV we have after possible normalization that \( \Phi_k(q, \phi) = \Phi_k(q)\Phi_k(\phi) \).

The coefficients \( \hat{T}_{ij} \) are determined by solving

\[
\frac{d}{dx} \hat{T}_{ij} = \frac{1}{\Phi_i^2, \Phi_j^2} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} Nu \frac{Nu}{RePr} (T^K_s - T^K_f) \, d\phi dq,
\] (6a)
As in e.g. [31], the Likelihood function as in a Bayesian framework, we assume given prior information as probability density of the parameter \( \theta \). Let \( f_{1} \) be observable with \( \text{RV} \ f_{1}^\text{data} = f_{1}(\xi^*, \theta^*) + \eta \) with variance \( \sigma_{l}^{2} \), where \( \eta \) is white noise, \( \theta^* \in \mathbb{R}^{N_{\theta}} \) is an unknown parameter, and \( \xi^* \in \mathbb{R}^{d} \) an unknown realization. As in e.g. [31], the Likelihood function \( \Pi_{l} : \mathbb{R}^{N_{l}} \rightarrow \mathbb{R} \) is defined by

\[
\Pi_{l}(f_{1}^\text{data}|\theta) := \frac{1}{\sqrt{2\pi \sigma_{l}}} e^{-\frac{1}{2\sigma_{l}^{2}} \sum_{i=1}^{N}(f_{1,i}^\text{data} - f_{1,i}(\xi, \theta))^2}.
\]

(7)

Here, \( f_{i,j} \) are \( N \) realizations of \( f_{1}^\text{data} \). The model output \( f_{1} \) is computed with respect to the expectation \( E_{\xi} = \int \Pi_{l}(\xi)d\xi \), as for the Bayesian Inversion only the parameter \( \theta \) is optimized. The optimization of this parameter has the goal of finding realizations which will be used in the operation of the cooling mechanism. For example, the mass flow of the coolant can be adjusted. Since an optimality for a single parameter is not desired from an application point of view, we are interested in the optimal probability distribution \( \Pi(\theta) \) of this parameter \( \theta \). The associated RV is \( \theta \).
In contrast to that we have parametric uncertainties, labeled $\xi$. The porosity, for example, is a RV as the manufacturing process is inherently uncertain and thus not controllable.

These parametric uncertainties come into play as for some fixed threshold $\beta$ the risk that $f_2(\xi; \theta) \leq \beta$ is not satisfied in face of the parametric uncertainties $\xi$ for the optimized realization $\theta$ should be lower than $\alpha$.

Thus, the goal is to determine the constrained posterior $\Pi_{\text{post}}^c(\theta)$ such that the probability $\mathbb{P}_\xi(f_2(\xi; \theta) \leq \beta) \geq \alpha$ a.s. w.r.t. $\theta$. Here, $\alpha$ is our risk. We propose now to obtain such a (posterior) distribution $\Pi_{\text{post}}^c(\theta)$ by restricting the admissible set for $\theta \in \mathbb{R}^{N_\theta}$ such that the constraint is fulfilled: Define

$$S := \{\theta \in \mathbb{R}^{N_\theta} : \mathbb{P}_\xi(f_2(\xi; \theta) \leq \beta) \geq \alpha\}$$ (8)

as the subset for which the constraint is fulfilled. Then, the constrained posterior can be expressed as

$$\Pi_{\text{post}}^c(\theta) = c \cdot X_S(\theta) \cdot \Pi_{\text{prior}}(\theta) \cdot \Pi_l(f_{\text{data}} | \theta)$$ (9)

where $X_S$ is the characteristic function on the set $S$ and $c$ is a normalization constant.

Numerically, the problem requires an efficient description of the set $S$ of the constraints. We propose using a gPC expansion of $f_2 = \sum_{i=0}^{\infty} \hat{f}_{2,i} \Phi_i(\xi)$ in $\xi$. This leads for any fixed realization $\theta \in \mathbb{R}^{N_\theta}$ to

$$\mathbb{P}_\xi(f_2(\xi; \theta) \leq \beta) = \int_{\mathbb{R}^{N_\xi}} \begin{cases} 1 & \text{if } \sum_{i=0}^{\infty} \hat{f}_{2,i}(\theta) \Phi_i(\xi) \leq \beta \\ 0 & \text{otherwise} \end{cases} \Pi(\xi) d\xi.$$ (10)

Hence, the set $S$ is given by

$$S := \{\theta \in \mathbb{R}^{N_\theta} : \int_{\mathbb{R}^{N_\xi}} \Pi(\xi) d\xi \geq \alpha\}.$$

**Remark.** In a Bayesian setting, an expansion of $f_2$ in $(\xi, \theta)$ would return a global cheap-to-evaluate meta model. However, this is not accurate as only prior knowledge of the optimization parameter is known and thus no true input probability distribution needed for propagating the uncertainties is available. Therefore, here the gPC expansion still depends on realizations $\theta$ which comes at a greater computational cost but higher accuracy.

Next, we aim to develop a numerical method for computing (9).

### 3.1.1 Constrained Random Walk Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) methods are frequently employed to effectively sample posterior distributions. The random walk MCMC (also known as Metropolis-Hastings-Algorithm) is one method to approximate the posterior probability distribution up to a normalizing constant by creating a Markov Chain of samples of the posterior. Here, candidate points are suggested based on a proposal distribution and then either accepted or rejected with a probability given by the acceptance ratio. In order to derive this ratio, the posterior at both the current sample and the proposed candidate is evaluated. This procedure is repeated, until enough samples are collected so that the Markov Chain converges to the stationary distribution.

The standard algorithm is modified to incorporate the constraint by further using an indicator function to compute the ratio, following the approach described above from Gardner and Gelbert.
The pseudo-code is given in Algorithm 1 as an extension to the unconstrained algorithm presented in [38], and labeled constrained Random Walk Markov Chain Monte Carlo (cRW).

In order to describe the method it is sufficient to state the transition kernel $K : \mathbb{R}^{N_\theta} \rightarrow \mathbb{R}_{\geq 0}$:

$$K(\theta, \theta^*) = \alpha(\theta, \theta^*), \quad \alpha(\theta, \theta^*) = \min \left\{ 1, \frac{\Pi_{\text{prior}}(\theta^*) \cdot \Pi_\ell(\theta^*)}{\Pi_{\text{prior}}(\theta) \cdot \Pi_\ell(\theta)} \cdot \chi_S(\theta^*) \right\},$$

where $\theta$ is a current sample and $\theta^*$ is a candidate point proposed by the random walk. The indicator function $\chi_S$ and $S$ are defined by eq. (8).

**Theorem 1.** The cRW transition kernel $K$ (11) satisfies the detailed balance condition with target measure $\Pi_{\text{post}}(\theta)$ (9) given a feasible initial sample $\theta$.

**Proof.** The detailed balance equation reads as

$$\Pi_{\text{prior}}(\theta^*) \cdot \Pi_\ell(f_{\text{data}}^1|\theta^*) \cdot K(\theta^*, \theta) = \Pi_{\text{prior}}(\theta) \cdot \Pi_\ell(f_{\text{data}}^1|\theta) \cdot K(\theta, \theta^*).$$

(12)

For any two samples, where $\chi(\theta^*) = \chi(\theta)$ the above statement is true. In case of $\chi(\theta^*) = \chi(\theta) = 1$, (12) simplifies to the standard detailed balance equation for random walk. If the indicator function for both samples is zero, so is the probability of either sampling one of them zero. In case $\chi(\theta^*) = 0$ and $\chi(\theta) = 1$, the suggested point is not within the feasible region of the constrained posterior $\Pi_{\text{post}}^c$, and will thus not be sampled. The rejection will lead to a repetition of the current sample $\theta$. 

3.1.2 Alternative Solution Methods for Numerical Comparisons

Alternative Monte Carlo based sampling methods use the gradient information of the posterior to propose new candidate points with the goal to achieve higher acceptance rates. We consider two different gradient descent algorithms, the Hamiltonian Monte Carlo (HMC) [39] and, as an interacting particle system, the Stein Variational Gradient Descent (SVGD) introduced by Liu and Wang [40].

In this work, in order to treat the constrained posterior, we propose to introduce a penalty term. The gradient of the log-posterior is therefore supplemented by a modification $\nabla \mathcal{H}$, such that the gradient is given by

$$\nabla \mathcal{G}(\theta) = \nabla \log (\Pi_{\text{prior}}(\theta) \cdot \Pi_\ell(\theta)) + \nabla \mathcal{H}(\theta),$$

(13a)

with

$$\nabla \mathcal{H}(\theta) = \begin{cases} \delta & \text{if } \theta \notin S \\ 0 & \text{otherwise} \end{cases},$$

(13b)

where $\delta$ is a hyperparameter used to avoid sampling in the unfeasible area. The pseudo-codes for the extended methods are given in Algorithm 2 and Algorithm 3 as extensions of the unconstrained algorithms presented in [39] and [40]. They are labeled constrained Hamiltonian Monte Carlo (cHMC) and constrained Stein Variational Gradient Descent (cSVGD), respectively. It should be noted the detailed balance equation is not fulfilled for the cHMC algorithm due to the modification.
4 Computational Results

4.1 Space-homogeneous transpiration cooling

For model 1, flow through the porous medium is simulated. Two stochastic input parameters are considered, which are both assumed to be normally distributed with $\phi \sim \mathcal{N}(\phi_0, \sigma^2_\phi)$ and $q \sim \mathcal{N}(q_0, \sigma^2_q)$. The prior of the Reynolds number is assumed to be a Gaussian prior with $\mathcal{N}(\mu_p, \sigma^2_p)$. While the pressure is observable, the temperature is constrained.

For the cHMC and cSVGD, the use of the log-posterior avoids overflow and underflow in the computation of the ratio for the acceptance rate [41]. Furthermore, the particles are following a smoothed gradient. For this model, the gradient can be derived analytically and is given by

$$
\nabla_{Re} \log \left( \Pi_{prior} (Re) \frac{1}{N} \prod_{i=0}^{N} \Pi_l (p_i(\phi_0)|Re) \right) = -\frac{(Re - \mu)}{\sigma^2_p} + (\nabla_{Re}p(Re)) \frac{1}{N\sigma_i^2} \sum_{i=0}^{N} \left( p_{i, \text{data}} - p(Re) \right),
$$

where $(\nabla_{Re}p(Re))$ is evaluated using first-order finite differences. As the derivation with respect to a single input, the Reynolds number, is considered, two evaluations of the ODE are needed for finite differences. Therefore, using an adjoint gradient would not be more efficient to use.

Figure 2 shows the sampled constrained posterior probability distribution using cRW, cHMC and cSVGD. The results reproduce the true posterior. It can be seen that for lower Reynolds numbers the temperature constraint is not fulfilled as not enough coolant is injected to decrease the temperature at the interface with the desired probability of $95\%$.

While the cRW is using a hard constraint formulation to sample the constrained posterior, the cSVGD and cMHA violate the constraint requirement based on the choice of the penalization parameter $\delta$. Therefore, if a weak penalization is chosen in (13b), not all samples might be within the feasible region. On the other hand, the modification alters the shape of the posterior and if $\delta$ is be chosen to be very large, it will affect the sampling at the edge of the feasible region. The non-feasible samples may be removed by checking the constraint in a post-processing step, however this new distribution does not resemble the Markov Chain.
Figure 2: Histograms Model 1: The results of the cRW, the cHMC and the cSVGD can be seen from left to right. Additionally to the Markov Chain, post-processed versions are shown for the cHMC and cSVGD. Here, unfeasible samples have been removed from the corresponding Markov Chains. For comparison, the true posterior (gray line) is plotted as well. It can be seen that for a Reynolds number less than $540$, the temperature constraint is not fulfilled. The set $S$ is $\{\theta \geq 540\}$.

The temperature is increasing as the mass flow of the coolant and thus the Reynolds number increases. Therefore, Figure 2 shows that in this scenario, the chance constraint is concomitantly a box constraint. In such a case, a projected gradient method can be used instead of the modification. This circumvents the downsides of the modification as described above, where the shape of the posterior is altered, and samples without the feasible region might be removed in a post-processing step. However, in the general case given in (9), the secondary condition does not necessarily resemble a box constraint and the use of a projected gradient method might not be possible.

The projected gradient method has been combined with the Stein Variational Gradient Descent for demonstration purposes. In case where $S = \{\theta \geq \theta_{crit}\}$, we can reformulate (9) as

$$\Pi_{prior}(\theta) \cdot \Pi_l(f_{data}^{1}\mid \theta) \text{ s.t. } \theta \geq \theta_{crit}. \quad (15)$$

For every particle $\{\theta_j^k\}_{k=1}^m$ in the $j$th generation of the algorithm with a set of $m$ particles, the known SVGD proposal step is performed. The gradient of the unconstrained posterior at $\theta_j^k$ is then projected back onto the feasible region by a projection step

$$d_j^k = \text{Pr}(\theta_j^k + \nabla_\theta \log \Pi_{prior}(\theta_j^k) \cdot \Pi_l(\theta_j^k)) - \theta_j^k. \quad (16)$$

Finally, the particles are then updated by $\theta_j^{k+1} = \theta_j^k + s \cdot d_j^k$, where $s$ is the current SVGD step size.

When $S \subset \mathbb{R}^{N_\theta}$ is the set such that $\theta \geq \theta_{crit}$, then the projection operator $\text{Pr} : \mathbb{R}^{N_\theta} \rightarrow S$ yields the closest feasible point to $y := \theta_j^k + \nabla_\theta \log \Pi_{post}(\theta_j^k)$ by solving

$$\min_{\theta \in S} \frac{1}{2}||\theta - y||_2^2. \quad (17)$$

In this case, for any $y \notin S$, (17) returns $\theta = \theta_{crit}$. The results for the projected SVGD method can be seen in Figure 3.
Figure 3: Histogram for the projected SVGD method. The evolution of the particle distribution can be seen from the initial distribution in the upper left plot over the 60th and 100th generation to the final distribution in the lower right plot. With this method, the constraint is not violated as the gradient is projected back onto the feasible region in every step. Again, the gray line shows the true posterior for comparison.

### 4.2 Space-dependent transpiration cooling

For model 2, four different sections are considered over the length of the interface, with two walls and two porous medium flows as it can be seen in Figure 5. As the uncertainty of the heat flux enters the temperature equations (1a) and (1b), the initial condition of (3a) is stochastic for the porous medium sections. We assume a uniformly distributed prior with $Re \sim U(300, 1000)$. As two flows with different porosities are considered, two separate Likelihood-functions are taken into account. The temperature constraint states that a temperature of $380K$ should not be exceeded with a probability of 80%.

For reference, the posterior was computed for realizations of the Reynolds number and the stochastic variable $q$. Figure 4 shows the contour plot.
Figure 4: Reference Posterior: Computing the constrained posterior for different realizations of the optimization parameter and the stochastic variable, it can be seen that for lower heat fluxes and higher Reynolds numbers the constraint is fulfilled, as these combinations produce lower temperatures. Here, the constraint is checked pointwise. The gPC-constraint in the sampling strategies below, however, ensures to erase any Reynolds numbers for which the probability is too high that the normally distributed heat flux results in exceeding the maximum temperature.

In Figure 5, the stochastic simulation is shown at the start time and \( t = t_c \), on which the constraint is imposed for a Reynolds number \( Re = 405 \). It shows that the maximum temperature is clearly exceeded. In Figure 6, the expected value of the sampled Markov Chains is used for the same simulation. Here, the temperature constraint is fulfilled. The posterior probability distributions are shown in Figure 7. For the gradient-based methods, the gradient in this case can be derived as

\[
\nabla_{Re} \log \left( \prod_{prior} (Re) \frac{1}{N} \prod_{i=0}^{N} \Pi_{l} (p_i|Re) \right) = \left( \nabla_{Re} p(Re) \right) \cdot \left( \frac{1}{N \sigma_0^2} \sum_{i=0}^{N} \left( p_{data_i}^{data} - p(Re, \phi_0) \right) + \frac{1}{N \sigma_1^2} \sum_{i=0}^{N} \left( p_{data_i}^{data} - p(Re, \phi_1) \right) \right)
\]

(18)
The uniformly distributed prior with $Re \sim U(300, 1000)$ is not differentiable at $Re = 400$ and $Re = 1000$. For the SVGD - that entirely relies on the gradient and the computation of the posterior probability at the particle positions itself is not part of the algorithm - an additional penalization in the same manner as for the inequality is imposed for $Re > 1000$ to avoid sampling in that region.

For the HMC, as $\log \Pi_{\text{prior}}(\theta^*) \cdot \Pi_{\text{l}}(\theta^*)$ at the proposal $\theta^*$ is computed for the acceptance ratio, the prior is set to be $0 < \epsilon \ll 1$ for $Re < 400$ and $Re > 1000$. In practice this leads to a rejection of proposal candidates for $Re \not\in (300, 1000)$ using the cHMC, as the probability of the posterior is nearly zero due to the extremely small $\epsilon$.

*Figure 5: Constraint satisfaction: This figure shows the temperature distribution at time $t = 0$ and $t = t_c$. The initial parameter value for the Reynolds number $Re = 405$ of the deterministic simulation (see Appendix 1) was used to simulate the stochastic model. It is obvious that not only at $t = 0$ the constraint is not fulfilled, but also at $t = t_c$ the temperature still exceeds the threshold with a probability greater than 80%.*
4.3 Space-dependent transpiration cooling with high-dimensional uncertain input

The space-dependent transpiration cooling model can be extended to the case with point wise uncertain heat flux over the length of the porous probe. For that, 60 independent RVs are all assumed to be normally distributed with known mean and variance according to simulation data of the heat flux from a deterministic coupled simulation setting with a hot gas flow developed in [43] as it can be seen in Figure 8. The uncertainties are propagated through the pores and form the initial conditions for the heat diffusion at the interface.
The results for the cRW can be seen in Figure 9.

Figure 8: This figure shows the pointwise input uncertainty of the heat flux over the interface. As the RVs are assumed to be normally distributed, mean values and corresponding standard deviations are featured.

Figure 9: The histogram of the cRW method using 500000 samples for model 3 is shown. Here, $S = \{806 \leq \theta \leq 1000\}$. 
4.4 Evaluation of the Monte Carlo based methods

The accuracy of the proposed methods depends on both the accuracy of the gPC expansion and the accuracy of the MCMC sampling strategies. The accuracy of the gPC expansion relate on the truncation order $P$ which needs to be high enough so that the function $f^P_2$ evaluated over $\xi$ represents the true function $f_2(\xi;\theta)$.

To compare the proposed methods, however, the accuracy of the MCMC methods should be considered. Estimates of the true posterior distributions have been derived for the first and second model, where the posterior was evaluated at selected points. Therefore, a measure of accuracy is the L2 error between the 'true' posterior and the bars of the histograms. An example of the graphical evaluation can be seen in Figure 10.

![Figure 10: The relative L2 error is shown. The histogram is the result of a simulation with 25000 samples using the cHMC method for model 1. The bars of the histogram are shown with orange crosses at the middle of each bar. The corresponding point of the (estimated) true posterior is derived using interpolation (green crosses). The points are then used to compute the relative L2 error.](image)

For comparability between the methods, shared measurement points are needed. Here, we choose the number of samples ($N$) as measurement points. This compares the end-result of the algorithms which are equivalent long Markov Chains. For this measure, the number of samples for the particle-based SVGD are computed as the number of particles times the number of steps per particle as this the closest comparison to the overall number of samples. However, this in addition to the unused possible parallelization might unfavor the SVGD methods.

While the quality of samples might profit from the gradient-based proposal step of the cSVGD and cHMC in contrast to the random choice of the cRW, the modification still allows the cSVGD and cHMC to sample without the feasible region which is expected to negatively influence the L2 norm at the same time.

Furthermore, the evaluation of the gradient is time-consuming. It is likely that an evaluation of
the gradient is dominant time-wise over the quality of the proposed sample. This is especially true in the case of cHMC, where the gradient is computed on top of the computation of the unconstrained posterior, instead of replacing this step (as in cSVGD). Therefore, the CPU time is tracked. For the pSVGD and cSVGD the parallelization is not used such that the CPU times are comparable to the others. All instances were solved with a computer with Intel(R) Xeon 8160 CPUs with 2.10 Ghz. However, we are mainly interested in the relative CPU times between the different algorithms rather than absolute CPU times.

All in all, the comparison yields in the trade-off between costly, but well-selected candidates and fast, but random suggestions in the constrained case.

The results are shown for model 1 and model 2 in Figure 11. While all methods converge for very high number of samples, the cRW shows the smallest error. For the cSVGD and cHMC the post-processed chains, where all non-feasible samples are removed, are shown additionally. It can be seen that the performance does indeed increase when the non-feasible samples are removed.

The SVGD and projected SVGD require a higher number of repetitions. Their performance might be underrepresented here, as the number of particles and the number of steps need to be balanced such that they compare to the number of suggested candidates. They do perform well when using a higher number of particles, which could be iterated in parallel. However, as they do not include a rejection step, this might be the best method to compare them to the other constrained methods.

A comparison of the CPU times shows that the cHMC takes considerably longer than the other methods. Therefore, the quality gain from the gradient-information in the HMC does not automatically make it a favorable option.
The choice of hyperparameters influences the performance of the algorithms. For cRW, this is the variance of the random walk. For the cHMC, the momentum, step size, number of LeapFrog steps and the penalization parameter $\delta$ need to be tuned. The Python SVGD algorithm provided by Li already contains a step size adaption methods, such only the initial step size, and not a step size in each iteration round of the particles, needs to be chosen. Furthermore, for the constrained case, the penalization parameter needs to be adapted. For the second model there are two penalizations, as the uniform prior imposes an additional constraint for $\theta > 1000$, which needs to be integrated into the SVGD framework.

It is difficult to avoid this source of bias on the performance, as the hyperparameters can only be adjusted as "optimal" as possible for each method, however their fitness is not comparable between the different algorithms. Moreover, as no specific tuning recommendations exist for constrained MCMC methods, the choice of the penalization parameter remains subjective, where the only qualitative criteria is the desired strictness of the constraint fulfillment. This might be highlighted as a key advantage of the cRW, where this is not an issue.

Furthermore, common hyperparameter adaption methods can of course be used, however their interference with the constraint are not necessarily clear. All in all, the cRW and the cSVGD with one and two hyperparameters, respectively, seem to be favorable over the cHMC with respect to the hyperparameter selection.

For this analysis, the hyperparameters were tuned for each method and model using the knowl-
edge of the "true" posterior. For the cHMC and cSVGD the distribution of the post-processed samples rather than the whole Markov Chain was used to choose optimal hyperparameters. However, it should be stressed that the performances of the algorithms are highly influenced by the parameter choices, and that this puts a unresolvable bias on the direct comparison.

Overall, the cRW shows the best results taking into account the overall performance, quality stability of the proposed candidates with respect to the constrained case and CPU time. As only one hyperparameter is in need of tuning, the required model-specific adjusting of the method is small. The cSVGD, even if not proven best performance comparatively, also has strong potential when used with many particles in parallel which is especially appealing for models with high computational effort. The cHMC, even though providing good results when tuned correctly, has proven to be both very time-costly and hyperparameter sensitive. Therefore, further diagnostics for the cRW are given in the following.

For the general case, in which the true posterior is unknown, different convergence diagnostics exist to assess the convergence of the Markov Chain to the stationary distribution. Often these approaches concentrate on the convergence of either the mean and variance or confidence intervals. As the shape of the posterior is non-normally in this case, sample-based confidence interval approaches can describe the overall performance better than tracking the first two statistical moments. Brooks and Gelman propose using diagnostics involving multiple simulations [44], including a sample-based confidence interval approach. Here, the confidence interval is derived using two ways: First, the mean of the within-sequence confidence intervals is computed repeatedly with an increased number of samples. Second, the mean of the total-length confidence interval using multiple chains is tracked. Convergence is suggested when the ratio of the means approaches 1 as it indicates that the confidence interval computed using the single Markov Chain matches the confidence interval that is based on the full information. For further exemplifications, please see [44].

The results of the method from Brooks and Gelman can be seen in Figure 12 for the cRW for model 2 and 3. It shows, that the single chain only has to contain around 1000 samples for both models for the ratio approaching 1. The results show that the cRW method still provides a converging Markov Chain for a model with multiple uncertain inputs.
Figure 12: This figure shows the confidence interval based approach by Brooks and Gelman for the second (orange) and third (green) model. The ratio of the 95% confidence interval of a single Markov Chain to the result using two independent Markov Chains of 500k samples is computed.

5 Conclusion

This work is motivated by transpiration cooling for rocket thrust chambers, where the cooling technique is used to reduce thermal loads of the combustion chamber walls. While being a promising cooling technique, the multiple factors influencing transpiration cooling challenge successful simulation, which motivates the integration of parametric uncertainties into the modeling.

An approach is presented that extends Bayesian Inversion to the probabilistic constrained case using generalized Polynomial Chaos and Monte Carlo based methods to solve constrained inverse problems. The fusion enables a close monitoring of the system’s critical response, the temperature, by a gPC expansion of the stochastic temperature system while at the same time leveraging the access to inverse problems through the Bayesian framework.

This setting is put into use to constrain three sampling strategies, the RW, the Hamiltonian Monte Carlo and the Stein Variational Gradient Descent. The results of the one-dimensional and two-dimensional models show that the extended strategies successfully sample the constrained target measure and the framework can be extended to different models and constraint requirements.

The proposed constrained RW shows a strong performance compared to the other methods in terms of the overall decrease of the $L_2$ error over the size of the Markov Chain, as well as quality stability of the proposed candidates with respect to the constrained case and CPU time. To evaluate the chance constraint, a quantile of the temperature distribution needs to be estimated. Future work will deal with questions on how to improve the accuracy and efficiency of especially high quantile estimates. Extensions of the proposed probabilistic method to coupled simulations of the porous medium with a hot gas flow will be studied.
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A Appendix

Table 1: Deterministic parameter set (with dimensions)

| Parameter                              | Symbol | Value               |
|----------------------------------------|--------|---------------------|
| Reynolds number                        | $Re$   | $Re_0 = 405$        |
| Prandtl number                         | $Pr_f$ | 0.64                |
| Nusselt number                         | $Nu_{v,f}$ | 7500               |
| Heat flux                              | $q$    | $q_0 = 30845 \, \text{[W/m]}$ |
| Hot gas temperature                    | $T_{HG}$ | 347 \, [K]         |
| Porosity                               | $\phi$ | $\phi_0 = 0.111, \phi_1 = 0.4$ |
| Thermal conductivity of fluid          | $\kappa_f$ | 0.03 \, [W/m]       |
| Thermal conductivity of solid          | $\kappa_s$ | 15.2 \, [W/m/K]    |
| Permeability                           | $K_D$  | $3.57e-13 \, [m^2]$ |
| Forchheimer coefficient                | $K_F$  | $5.17e-08 \, [m]$  |
| Coolant reservoir temperature          | $T_c$  | 304.2 \, [K]       |
| Solid reservoir temperature            | $T_b$  | 321.9 \, [K]       |
| Reservoir pressure                     | $p_R$  | 600000 \, [Pa]     |
| Length of the porous medium            | $L$    | 0.015 \, [m]       |

Algorithm 1 constrained random walk Markov Chain Monte Carlo (cRW)

Given: $\sigma$ and initial value $\theta_0$

for $i = 0, \ldots, N - 1$

Draw candidate $\theta^* | \theta_i$, where $\theta^* \sim N(\theta_i, \sigma^2)$

\[
\chi(\theta^*) = \begin{cases} 1 & \text{if } P_\xi(f_{gPC}(\xi; \theta^*) \leq \beta) \geq \alpha \\ 0 & \text{otherwise} \end{cases}
\]

$\alpha_1 = \chi_S(\theta^*) \cdot \min \left(1, \frac{\Pi_l(\theta^*) \cdot \Pi_{prior}(\theta^*)}{\Pi_l(\theta_i) \cdot \Pi_{prior}(\theta_i)} \right)$

end for

if $\alpha_1 = 1$: then

Accept candidate and set $\theta_{i+1} = \theta^*$

else

Accept candidate and set $\theta_{i+1} = \theta^*$ with probability $\alpha_1$, else reject and set $\theta_{i+1} = \theta_i$

end if
Algorithm 2 constrained Hamiltonian Monte Carlo (cHMC)

Given: $G$, $\Pi_{\text{prior}}$, $\Pi_l$, $L$, $s$, $M$ and initial value $\theta_0$

for $i = 0, \ldots, N - 1$ do
  Draw $\tilde{m} \sim \mathcal{N}(0, M)$ and $L_1 \sim \mathcal{U}(1, L)$
  Let $\theta_0 = \theta_i$ and $\tilde{m}_0 = \tilde{m} + \frac{s}{2} \nabla G(\theta)|_{\theta_0}$
  for $j = 1, \ldots, L_1$ do
    Leapfrog-Integration
    $\theta_j = \theta_{j-1} + s \cdot M^{-1} \cdot \tilde{m}_j$
    $\tilde{m}_j = \tilde{m}_{j-1} + s \cdot \nabla G(\theta)|_{\theta_j}$
  end for
  $\theta^* = \theta_{L_1}$
  $\tilde{m}^* = \tilde{m}_{L_1-1} - \frac{s}{2} \nabla G(\theta)|_{\theta^*}$
  compute acceptance ratio:
  $\alpha_1 = \min\left(1, \exp\left[\log(\Pi_{\text{prior}}(\theta^*) \cdot \Pi_l(\theta^*)) - \frac{1}{2} M^{-1}(\tilde{m}^*)^2 - \log(\Pi_{\text{prior}}(\theta) \cdot \Pi_l(\theta)) + \frac{1}{2} M^{-1}(\tilde{m})^2\right]\right)$
  if $\alpha_1 = 1$ then
    Accept candidate and set $\theta_{i+1} = \theta^*$
  else
    Set $\theta_{i+1} = \theta^*$ with probability $\alpha_1$, else reject and set $\theta_{i+1} = \theta_i$.
  end if
end for

Algorithm 3 constrained Stein Variational Gradient Descent (cSVGD)

Given: $L$, a RBF kernel $k$, initial step size $s_1$, and a set of initial particles $\{\theta_0^i\}_{i=1}^{N_1}$

for $l = 0, \ldots, N_2 - 1$ do
  $\theta_{i+1}^l = \theta_i^l + s_l \left(\frac{1}{n} \sum_{j=1}^{n} [k(\theta_j^l, \theta) \nabla_{\theta_j^l} L(\theta_j^l) + \nabla_{\theta_j^l} k(\theta_j^l, \theta)]\right)$
end for