State-of-the-art AGN SEDs for photoionization models: BLR predictions confront the observations
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ABSTRACT

The great power offered by photoionization models of active galactic nuclei emission line regions has long been mitigated by the fact that very little is known about the spectral energy distribution (SED) between the Lyman limit, where intervening absorption becomes a problem, and 0.3 keV, where soft X-ray observations become possible. The emission lines themselves can, to some degree, be used to probe the SED, but only in the broadest terms. This paper employs a new generation of theoretical SEDs that are internally self-consistent, energy conserving, and tested against observations, to infer properties of the emission-line regions. The SEDs are given as a function of the Eddington ratio, allowing emission-line correlations to be investigated on a fundamental basis. We apply the simplest possible tests, based on the foundations of photoionization theory, to investigate the implications for the geometry of the emission-line region. The SEDs become more far-ultraviolet bright as the Eddington ratio increases, so the equivalent widths of recombination lines should also become larger, an effect that we quantify. The observed lack of correlation between Eddington ratio and equivalent width shows that the cloud covering factor must decrease as Eddington ratio increases. This would be consistent with recent models proposing that the broad-line region is a failed dusty wind off the accretion disc.

Key words: accretion, accretion discs – line: formation – radiation mechanisms: general – galaxies: active – galaxies: nuclei – galaxies: Seyfert.

1 INTRODUCTION

It has long been the goal of active galactic nuclei (AGN) astrophysics to be able to use quasar emission lines to probe the centres of massive galaxies across the universe. Photoionization models are often used to do this. Reviews of such work are given in the conference volume (Ferland & Savin 2001) and in the textbook (Osterbrock & Ferland 2006, hereafter AGN3).

The emission lines are most sensitive to the spectral energy distribution (SED) in the unobservable far-ultraviolet (FUV), extreme ultra-violet (EUV), and hard extreme ultra-violet (XUV) regions. The interstellar medium blocks our view of this spectral region, so indirect methods must be used to predict this part of the radiation field. The emission lines also carry information about this part of the SED, and the lines can be used to constrain that region, as was done by Mathews & Ferland (1987). Most of the observed variation in emission line ratios can be characterized in a principle component analysis (Boroson & Green 1992). The dominant component is Eigenvector 1, which most probably represents changes in the Eddington ratio: \( L/L_{\text{Edd}} \), where \( L \) is the bolometric luminosity and \( L_{\text{Edd}} \) is the Eddington luminosity, with smaller but still significant changes along Eigenvector 2, probably representing changes in mass (Boroson & Green 1992).

A new generation of AGN SEDs have now become available, as summarized in Done et al. (2012) and Jin et al. (2012a,b,c). These papers model the AGN continua from nearby, well-studied objects, and stack them as a function of \( L/L_{\text{Edd}} \), giving a sequence of spectra that are ideal for pursuing such questions as the origin of the Eigenvector emission line sequence (Boroson & Green 1992; Marziani et al. 2010). The aim of this paper is to test whether the expected changes in the SEDs are consistent with the observed changes in emission line properties across this sample [see also Panda et al. (2019) for a similar study using H\( \beta \) and Fe II]. There have been a number of studies that have tried to derive the SED directly from observations, starting with Mathews & Ferland (1987) and recently by Meléndez et al. (2011). These studies are entirely complementary to the current approach, which begins with ab initio
self-consistent models of the SED. One of our goals is to propose simple but robust tests for the validity of these new models.

The optical line emission can be predicted using large photoionization codes such as CLOUDY (Ferland et al. 2013). However, the differences can be illustrated more powerfully using simple first principles of photoionization as these give constraints simply from photon number counts. The set of SEDs used here have harder FUV spectra as $L/L_{\text{Edd}}$ increases, so we probe this using the broad line from He II (4686 Å) as this is produced by recombination from completely ionized He, requiring photons above 52 eV. However, line equivalent widths can be affected by reddening as well as systematic uncertainties on geometry (covering factor, continuum anisotropy, etc.). Hence, we also compare He II with broad H β as this is nearly at 4861 Å so is similarly affected by reddening but is from hydrogen recombination so requires photons above 13.6 eV. The SEDs predict that both lines should increase in EW with $L/L_{\text{Edd}}$. This is not seen in the data, so it requires a systematic decrease in broad-line region (BLR) emissivity to compensate for the predicted change, as shown in the analysis next (e.g. Section 3). The models correctly predict that the ratio of He II/H β should increase by a factor $\sim 2$ from the harder FUV spectrum as $L/L_{\text{Edd}}$ increases from 0.1 to 1, and by another factor of 2 for the most extreme super-Eddington narrow line Seyfert 1 (NELS) 1 known. The data are compatible with this, though the models form an upper envelope to the observations. Either the SED change seen in the data is not seen by the BLR (anisotropic and/or filtered emission) or the covering fraction of the high-ionization lines changes by more than that of the low-ionization lines.

2 OVERVIEW OF THE SEDS

The SEDs used here are based on the study of Jin et al. (2012c). This uses a sample of unobscured AGN with both SDSS spectra covering broad H β and good signal-to-noise XMM–Newton UV/X-ray observations, giving a well-sampled SED together with black hole mass estimator (see also Jin et al. 2012a). These 51 AGN were fit using the SED models developed by (Done et al. 2012). It has long been known that the observed broad-band SEDs of AGN are not well reproduced by a standard Shakura–Sunyaev disc with line equivalent widths can be affected by reddening as well as systematic uncertainties on geometry (covering factor, continuum anisotropy, etc.). Hence, we also compare He II with broad H β as this is nearly at 4861 Å so is similarly affected by reddening but is from hydrogen recombination so requires photons above 13.6 eV. The SEDs predict that both lines should increase in EW with $L/L_{\text{Edd}}$. This is not seen in the data, so it requires a systematic decrease in broad-line region (BLR) emissivity to compensate for the predicted change, as shown in the analysis next (e.g. Section 3). The models correctly predict that the ratio of He II/H β should increase by a factor $\sim 2$ from the harder FUV spectrum as $L/L_{\text{Edd}}$ increases from 0.1 to 1, and by another factor of 2 for the most extreme super-Eddington narrow line Seyfert 1 (NELS) 1 known. The data are compatible with this, though the models form an upper envelope to the observations. Either the SED change seen in the data is not seen by the BLR (anisotropic and/or filtered emission) or the covering fraction of the high-ionization lines changes by more than that of the low-ionization lines.
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The SEDs used here are based on the study of Jin et al. (2012c). This uses a sample of unobscured AGN with both SDSS spectra covering broad H β and good signal-to-noise XMM–Newton UV/X-ray observations, giving a well-sampled SED together with black hole mass estimator (see also Jin et al. 2012a). These 51 AGN were fit using the SED models developed by (Done et al. 2012). It has long been known that the observed broad-band SEDs of AGN are not well reproduced by a standard Shakura–Sunyaev disc with line equivalent widths can be affected by reddening as well as systematic uncertainties on geometry (covering factor, continuum anisotropy, etc.). Hence, we also compare He II with broad H β as this is nearly at 4861 Å so is similarly affected by reddening but is from hydrogen recombination so requires photons above 13.6 eV. The SEDs predict that both lines should increase in EW with $L/L_{\text{Edd}}$. This is not seen in the data, so it requires a systematic decrease in broad-line region (BLR) emissivity to compensate for the predicted change, as shown in the analysis next (e.g. Section 3). The models correctly predict that the ratio of He II/H β should increase by a factor $\sim 2$ from the harder FUV spectrum as $L/L_{\text{Edd}}$ increases from 0.1 to 1, and by another factor of 2 for the most extreme super-Eddington narrow line Seyfert 1 (NELS) 1 known. The data are compatible with this, though the models form an upper envelope to the observations. Either the SED change seen in the data is not seen by the BLR (anisotropic and/or filtered emission) or the covering fraction of the high-ionization lines changes by more than that of the low-ionization lines.

In the standard disc models, the mass accretion rate is constant with radius, so the mass accretion rate through the outer disc sets the mass accretion rate through the entire accretion flow, irrespective of its structure. Assuming that the emissivity is standard Novikov–Thorne sets the luminosity emitted at each radius, and the full SED can then be fit assuming that this energy thermalizes at large radii, but below some coronal radius, $R_{\text{cor}}$, determined by fitting the data, the energy is instead emitted as a combination of warm, optically thick Comptonization (to fit the UV downturn and soft X-ray excess) or hot, optically thin Comptonization (to fit the high-energy X-ray tail). This gives a model that has enough components to follow the data, but with physical limitations on the energetics that allow the fits to be well constrained.

The models have undergone some development since the first study of Jin et al. (2012a). This first paper assumed that the outer disc emission thermalized to a blackbody at the effective temperature (OPTXAGN model in XSPEC), whereas electron scattering within the disc atmosphere is expected to cause a shift in the observed temperature once hydrogen becomes ionized, giving a colour temperature correction (referred to as $\beta$) to the emission (OPTXAGNF model in XSPEC: Done et al. 2012). This latter model is used in Jin et al. (2012c), and we base our study here on the results from this. A subsequent model upgrade that treats the soft Compton component more exactly was developed by Kubota & Done (2018), but these have yet to be fit to the data.

Jin et al. (2012c) split the sample into three sub-samples in every parameter to try to determine which was the most likely to be responsible for changes in the observed SED. To some extent, looking for a single parameter family should be doomed to failure as there is considerable spread in both mass and mass accretion rate across the sample, let alone additional scatter that could be introduced from a range in black hole spin and/or inclination angle (though hopefully the latter is small as significantly obscured objects are not included). They concluded that most of the variance was due to $L/L_{\text{Edd}}$. The three SEDs resulting from the stacked low, medium, and high $L/L_{\text{Edd}}$ sub-samples have mean log $L/L_{\text{Edd}} = -1.15$, −0.55, and −0.03, respectively, and are show in Fig. 1 normalized to the wavelength of H β. The major change in shape is the increase in disc emission in the UV, correlated with a softer X-ray tail. In the model, this implies a decreasing radius, $R_{\text{cor}}$ at which the standard disc transitions to the Comptonized components (decreasing from 155 → 60 → 13), and to a softer spectral index of the high-energy tail (photon index $\Gamma$ increasing from 1.8 → 1.9 → 2). For comparison, the SED deduced by Mathews & Ferland (1987) is shown as the dotted line.

![Figure 1](https://example.com/figure1.png)
We extend this set of SEDs to even higher $L/L_{\text{Edd}}$ by including the single object RX J0439.6–5311 (Jin et al. 2017). This is one of the most extreme NLS1, and has an exquisitely well-determined SED as there is very little interstellar extinction along this line of sight, so the continuum can be seen directly to 912 Å in the rest frame (HST COS), and is visible again at 0.1 keV (ROSAT). Again, normalizing at H $\beta$ shows that this continues the trend in SED properties, being even more dominated by the disc component, with even steeper X-ray tail. We use this set of four SEDs spanning nearly two orders of magnitude in $L/L_{\text{Edd}}$ to calculate the expected change in H $\beta$ and He $\iota$ line emission. The models clearly show differential change in the 52 eV continuum relative to the 13.6 eV continuum (marked by the vertical lines), so there should also be changes in the He $\iota$ and H $\beta$ line emission.

3 THE ‘ZANSTRA TEMPERATURE’ TEST OF RECOMBINATION LINE EQUIVALENT WIDTHS

This section applies the test first suggested by Zanstra (1929) and described in AGN3 section 5.10. The idea is simple. The luminosity of an H or He recombination line is proportional to the number of ionizing photons in the H or He-ionizing continuum. Each ionizing photon produces one photoionization, resulting in one recombination, so the lines count the number of photons in the FUV–EUV–XUV part of the SED. The equivalent width of an H or He recombination line is proportional to the ratio of the number of ionizing photons to the continuum under the emission line, so is a direct probe of the SED shape. While many other UV and optical lines will change too, they are far more difficult to model so are left for a later paper.

We first show the idea in terms of simple recombination theory. Detailed calculations show that each hydrogen-ionizing photon produces one hydrogen ionization (AGN3). If the central object is surrounded by clouds that are optically thick in the Lyman continuum, then the number of ionizing photons absorbed by clouds per second will be

$$N_{\text{ion}} = \frac{\Omega}{4\pi} Q(H) \ [s^{-1}], \quad (1)$$

where $Q(H)$ is the total number of ionizing photons in the SED [s$^{-1}$, AGN3 section 2.1] and $\Omega/4\pi$ is the gas covering factor, the fraction of the ionizing photons that strike gas and are absorbed. Photoionizations and recombinations are in balance, so equation (1) is also the number of hydrogen recombinations per second. The ratio $\alpha_{\text{eff}}(H)/(\alpha_B(H)) \sim 1/8$ is the fraction of hydrogen recombinations that produce an H $\beta$ photon in Case B conditions (AGN3, section 4.2). The number of H $\beta$ photons emitted per second is then

$$N(H \beta, \text{Case B}) = Q(H) \frac{\Omega}{4\pi} \frac{\alpha_{\text{eff}}(H \beta)}{\alpha_B(H)} \ [s^{-1}] \quad (2).$$

The equivalent width of the line, $EW(\text{line})$, is then

$$EW(H \beta, \text{Case B}) = h\nu(H \beta) \lambda(H \beta) \frac{\Omega}{4\pi} \frac{\alpha_{\text{eff}}(H \beta)}{\alpha_B(H)} \frac{Q(H)}{v F_\nu(H \beta)}, \quad (3)$$

which is approximately given by

$$EW(H \beta, \text{Case B}) \approx 4.81 \times 10^{-13} t_4^{-0.06} \frac{\Omega}{4\pi} \frac{\lambda(H \beta) Q(H)}{v F_\nu(H \beta)}, \quad (4)$$

where $t_4$ is the gas temperature in units of $10^4$ K and the recombination coefficients given in AGN3 are used. The equivalent equation for He $\iota$ $\lambda 4686$ is

$$EW(\lambda 4686, \text{Case B}) \approx 9.35 \times 10^{-13} t_4^{-0.28} \frac{\Omega}{4\pi} \frac{\lambda(4686) Q(He^+) }{v F_\nu(\lambda 4686)} \quad (5).$$

In this way, the equivalent width of a recombination line such as H $\beta$ or He $\iota$ $\lambda 4686$ is determined by the SED and gas covering factor. This is the ‘Zanstra method’ of determining stellar temperatures (see AGN3, section 5.7). Although the ideas presented here are based on foundation recombination theory, they are in accord with the BLR model predictions presented next.

The equivalent width $EW(H \beta)$ depends on the cloud covering factor $\Omega/4\pi$ since only $\Omega/4\pi t_4$ of ionizing photons strike clouds, are absorbed, and produce an H $\beta$. If all AGN have the same $\Omega/4\pi t_4$ then $EW(H \beta)$ directly probes the SED hardness of various objects. Alternatively, with models of the SED shape such as those described here, the equivalent width can be used to determine whether the covering factor depends on other parameters of the black hole.

Fig. 1 compares the four SEDs discussed above. The photon energy is given in keV, the units used in the original SED papers, and the SEDs are normalized to have the same intensity at the wavelength of H $\beta$. This makes it simple to compare optical recombination line equivalent widths. The last term in equation (3) is the ratio of the area in yellow in Fig. 1 to the SED intensity at the wavelength of H $\beta$. The equivalent width is proportional to the number of photons continued in the yellow regions of the SEDs. The figure also marks the ionization limit for fully ionizing He, 54.4 eV. This part of the SED controls He $\iota$ emission.

The number of ionizing photons is predicted to strongly correlate with $L/L_{\text{Edd}}$. The ‘Highest’ SED produces the most Lyman continuum photons relative to the continuum at H $\beta$ so its H $\beta$ line will also have the highest equivalent width, $\sim 1$ dex higher than the lowest Eddington ratio SED. The number of photons that can ionize helium increases even more. These considerations provide a strong, model independent, prediction that the equivalent widths of H $\iota$ and He $\iota$ will strongly correlate with the Eddington ratio. Although Fig. 1 shows that a significant amount of energy is emitted at high energies, the tests proposed here are based on photon counting and there are relatively few high-energy photons. The SED around the ionization potentials of H and He has the most important effect on our tests.

Table 1 compares the predicted H $\beta$ and He $\iota$ $\lambda 4686$ equivalent widths for the four SEDs. The rows marked ‘H $\beta$ Q(H)$^+$’ and ‘He $\iota$ Q(He$^+$)’ are straightforward applications of equations (3) and (5) assuming Case B. This should be quite accurate for lower density gas, for instance, the NLR. The situation for H $\iota$ in the BLR is more complex due to the high resulting line optical depths, Ly$\alpha$ trapping, and the importance of photoionization from excited states (Netzer 1990), but these processes have a much smaller effect on He $\iota$ since its resonance lines are destroyed by photoionization.
of hydrogen (Eastman & MacAlpine 1985) with the result that He II should be closer to Case B. The rows marked ‘BLR’ give predictions for a ‘standard’ BLR cloud (log U = −1, log N(H) = 10) using CLOUDY (Ferland et al. 2017). The H I equivalent widths are generally within ~50 per cent of Case B, while He II is even closer to Case B. The strong trend for increasing Eddington ratio to produce larger equivalents is obvious. The highest Eddington-ratio objects should have recombination line equivalent widths roughly 1 dex larger than the lowest Eddington-ratio objects. For reference, the ratios of changes in the ratio of number of ionizing photons for H and He and the ratio of ionizing to non-ionizing photons as a function of Eddington ratio is given by the ratios of predicted equivalent widths in this Table.

It is likely that clouds actually have a distribution of parameters, the Locally Optimal-Emitting Cloud (LOC) model of the emitting regions (Baldwin et al. 1995). Calculations show that the equivalent widths of the recombination lines we use here are consistent with large regions of BLR parameter space (Korista et al. 1997a) for a particular SED. Our goal here is to make differential comparisons over the range of Eddington ratio, to document the effects of changes in the SED. Whatever differences are introduced by the LOC model should not affect our differential comparison if the structure of the BLR does not change as the Eddington ratio changes. The following sections argue that large structural changes are, in fact, taking place.

4 COMPARISON WITH OBSERVATIONS

The mean equivalent widths for the four Eddington ratio groups, as measured from the sample described by Jin et al. (2012a, 2017), are listed in the ‘obs’ rows of Table 1. The uncertainties in the first three groups represent the ensemble average, while the highest $L_{\text{bol}}/L_{\text{Edd}}$ gives the measurement uncertainty in the single object. The equivalent widths for individual objects in the sample are shown in Fig. 2, along with the mean, with different plot symbols used to indicate the sub-classes.

Two tests can be performed. The first, shown in the upper and middle panels of Fig. 2, is the line equivalent width as given by equations (3) and (5). The large stars give the predicted equivalent widths for the four groups in Table 1. These assume that clouds fully cover the continuum source, that is, $\Omega/4\pi = 1$ in equations (3) and (5). The prediction that the equivalent width should increase as the Eddington ratio increases and the SED at the ionization energies becomes harder is clear.

The observations have a large scatter but do not follow the expected changes in equivalent width. The simple expectations of equation (3) and (5) do not agree with observations. This could mean that the SED is incorrect, or that the cloud geometry depends on the Eddington ratio. Theory and observation can be reconciled by setting the covering factor to the ratio of the observed to theoretical equivalent widths. These required covering factors, given as the ratio of the observed equivalent width to ‘Q(H)’ and ‘Q(He)’ predictions, are given in the last two rows of Table 1.

In the next section, we make a qualitative suggestion for how this might occur.

5 DISCUSSION AND CONCLUSIONS

One possibility for the lack of correlation between $L_{\text{bol}}/L_{\text{Edd}}$ and equivalent width is that the clouds do not ‘see’ the same SED that we do (Korista, Ferland & Baldwin 1997b). Alternatively, the geometry of the BLR could be a function of the SED, an idea that we will now discuss.
The cloud covering factor given in Table 1 decreases as the Eddington ratio increases. The consequences of changing covering factors have been discussed by, among many others, Oh et al. (2015), Lanz et al. (2019), and Lusso et al. (2013). The low Eddington ratio objects require covering factors around 50 percent, with the covering factor decreasing to ~5 percent for the highest Eddington ratio case. Such changes are not totally ad hoc. It has previously been suggested that an inverse correlation between covering factor and luminosity is the explanation for the ‘Baldwin effect’, the tendency for the UV C IV line equivalent width to decrease with increasing luminosity (Mushotzky & Ferland 1984). X-ray observations further suggest that the covering factor varies over the range suggested by Fig. 2 and becomes larger as the luminosity decreases (Ricci et al. 2013; Lawrence et al. 2013).

The ratio of the line equivalent widths, $\frac{\text{EW(He II 4686)}}{\text{EW(H }\beta)}$, measures the number of photons with $h\nu > 54$ eV relative to the number with $h\nu > 13.6$ eV. This ratio has the advantage that the cloud covering factor cancels out, so it might be expected to have a smaller scatter than the equivalent widths. This ratio is shown in the lowest panel of Fig. 2. Curiously, the predicted values hover over the upper envelope of the scatter. The difference in the covering factors of the H I and He II lines is within the uncertainties of the approximations made in our analysis. There is a hint of a trend in the data that parallels the theoretical expectation given in equations (1)–(5). This supports the suggestion that decreasing covering factor could account for the discrepancy seen in the upper two panels. Now, we consider the lower panel that traces the line ratio. The track of the predicted line ratio lies consistently above the observations, and particularly so for the highest SED. Another way of putting this is that the high-ionization lines change by more than the low ionization, requiring that their covering factor also change more.

The factor of 10 difference between the observed and theoretical H $\beta$ and He II lines strengths for the high Eddington ratio objects is due to the change in the ionizing continuum with Eddington ratio in our adopted model. It has long been known that the ratio of the X-ray to UV is a function of luminosity (see Lusso et al. 2018, for the latest result), and a function of Eddington ratio but with very large scatter (Lusso et al. 2010). We know of no systematic study of the effects on the line spectrum of these changes in the SED. The existence of a set of comprehensive and self consistent SEDs makes this now possible. This paper is a first step in that direction.

The BLR is an optically thick structure illuminated anisotropically by the accretion disc flux. As the LOC model of the BLR shows, for a given range in number density, each emission line radiates most efficiently at a given ionizing flux (e.g. Korista & Goad 2004). The location where this (constant) flux is reached will depend on the (ionizing) luminosity (of which $L_{\text{edd}}$, black hole mass, and spin. depends). In this scenario, our observation of a decreasing BLR covering factor varying over the range suggested by Fig. 2 and becomes larger as the luminosity decreases (Ricci et al. 2013; Lawrence et al. 2013).

The next step would be to study a much larger AGN sample that can be divided according to $L/L_{\text{edd}}$, black hole mass, and spin.
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