Weight-Constrained Neural Networks in Forecasting Tourist Volumes: A Case Study
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Abstract: Tourism forecasting is a significant tool/attribute in tourist industry in order to provide for careful planning and management of tourism resources. Although accurate tourist volume prediction is a very challenging task, reliable and precise predictions offer the opportunity of gaining major profits. Thus, the development and implementation of more sophisticated and advanced machine learning algorithms can be beneficial for the tourism forecasting industry. In this work, we explore the prediction performance of Weight Constrained Neural Networks (WCNNs) for forecasting tourist arrivals in Greece. WCNNs constitute a new machine learning prediction model that is characterized by the application of box-constraints on the weights of the network. Our experimental results indicate that WCNNs outperform classical neural networks and the state-of-the-art regression models: support vector regression, \( k \)-nearest neighbor regression, radial basis function neural network, M5 decision tree and Gaussian processes.
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1. Introduction

During the last decades, tourism has been developed into one of the fastest growing industries worldwide; thus, it constitutes a significant factor of the economic growth of a country. In general, the volume of tourism affects all tourism associated businesses in a country, thus affecting positively the total economy of the country. For example, the economic state and growth of airline companies, hotels, restaurants, market-places and so on are directly affected by tourism volume. According to the Greek Tourism Confederation’s latest report [1], in 2017, tourism industry was boosted to almost 27.2 million tourists and generated a total of 14.2 billion euros for Greek economy. As a result, tourism’s direct contribution to Greece’s GDP increased from 16.7\% to 18.3\%.

Businesses and tourist organizations, to be viable, need careful management and planning. Therefore, forecasting tourism volume is of significant importance for the effective planning and implementation of tourism strategies (see [2–6] and the references therein). Flight scheduling, hotel and room availability, management of staffing and capacity, and financial viability for implementing a tourism project are just some examples in which tourism demand forecasting is considered essential. As a result, there is an increasing interest for more accurate predictions of tourism volume and demand together with the development of more advanced forecasting techniques.
For the problem of forecasting tourism volume and demand, several methodologies have been applied and proposed, covering a broad range of different methods which can be divided into two main categories: time-series methods and machine learning methods.

Time-series methods constitute the traditional way for monitoring and forecasting tourist volume while AutoRegressive Integrated Moving Average (ARIMA) and its variations are probably the most widely used time-series forecasting models, which has been applied in a variety of real-world tourism data. Kul and Witt [7] conducted a comprehensive comparison of the error correction model, ARIMA and various structural time-series models and found that relative forecasting performance is heavily dependent on the value of forecasting horizon. Song and Li [8] performed an exhaustive review on forecasting time-series of tourism demand. From their findings, they concluded that there is no single model which can exhibit the best forecasting performance and accuracy, in all situations.

Nevertheless, the main disadvantage of time-series methods is that they require assumptions such as stationarity or distribution; thus, they cannot depict the nonlinear and stochastic nature of tourism flow. Therefore, machine learning models have emerged leading to more accurate and efficient forecasting models [9–11]. The characteristics of these models, such as adaptability and nonlinearity, make them very useful on tourism forecasting tasks providing an alternative approach to the classical regression time-series models. Artificial Neural Networks (ANNs) are widely accepted as probably the most dominant machine learning models which have been found to be more accurate than other prediction models [12,13]. Due to their self-learning capability and their universal approximation ability, they can efficiently capture the nonlinearity of samples in the data; thus, they have been successfully applied in order to gain a more meticulous view of tourism forecasting.

In this work, we develop a new time-series model based on Weight-Constrained Neural Networks (WCNNs) for forecasting tourist arrivals, which constitutes the contribution of this work. WCNNs constitute a new type of ANNs, which are characterized by imposing bounds on the weights of the network. We conducted a series of experiments and compared the forecasting performance of these new forecasting models against classical ANNs as well as other state-of-the-art regression models. For these experiments, we utilized official statistical data from the Hellenic Statistical Authority regarding domestic and foreign tourists arrivals in Greek hotels from 2004 to 2017. The reported numerical experiments illustrate the prediction accuracy of WCNNs, providing empirical evidence that imposing box-constraints on the weights benefits the prediction performance of the network.

The remainder of the paper is organized as follows: Section 2 presents a survey of recent studies regarding the application of machine learning in forecasting tourist volume and demand. Section 3 presents a brief description of the weight-constrained networks. Section 4 presents the datasets used in our study and Section 5 presents the numerical experiments. Finally, Section 6 presents the conclusions of the paper and outlines its future prospects.

2. Related Work

The increasing development of social economy and the significant improvement of people’s living standard lead to the establishment of tourism as a rapidly growing economic industry. The tourism expenditure has been transformed as a significant source of economic profit, thus an increasing need for accurate forecasting of tourism volume, flow and demand has been generated to reduce risk and uncertainty. Nevertheless, the accurate prediction of tourism flow is considered as one of the most challenging tasks in the intelligent tourism decision system, and mostly in the short-term forecast. Therefore, a number of prediction models based on machine learning techniques have been proposed in the literature to improve the forecasting. In recent years, several studies have been conducted and some useful findings and conclusions are briefly presented below.

Kamel et al. [14] conducted a performance evaluation of seven machine learning methods, namely MultiLayer Perceptron (MLP), \(k\)-Nearest Neighbor Regression (kNN), Generalized Regression Neural Network (GRNN), Radial Basis Function Neural Network (RBF), Support Vector Regression (SVR) Classification, and Regression Trees (CART) and Gaussian Processes (GP), to forecast tourism
demand to Hong Kong. Their experimental results show that the generalized regression neural network slightly outperformed the other regressors. Nevertheless, the authors concluded that no single method can be considered the best one for all the datasets.

Chen [15] forecasted tourism demand time-series data with possibly nonlinear characteristics by hybridizing linear and nonlinear statistical models. The motivation of the combined model is based on the fact that no single method exhibiting the best performance in handling time-series generated from both linear and nonlinear underlying processes exists. The reported numerical results on several test cases of tourism demand time-series reveal that the proposed ensemble models are superior to the single models. Based on the experimental analysis, the author claimed that the proposed combination methodology can achieve considerably better forecasting performance.

Peng and Lai [16] evaluated the performance and effectiveness of tourism e-commerce service innovation utilizing a new framework based on an ANN model. Initially, they proposed an evaluation index system that is consistent with the characteristics of the tourism e-commerce service industry. This system overcomes the difficulty of the ambiguity of the evaluation, rendering detailed measurement indicators for e-commerce service providers. Additionally, they conducted an empirical analysis to measure the performance of their proposed methodology by utilizing an ANN based on ten selected tourism e-commerce service providers. Finally, the authors highlighted the effectiveness and feasibility of the neural networks in evaluating online service innovation and expressed their expectation that the proposed methodology could be used as a reference for future e-commerce service industry innovation evaluations.

Claveria and Torra [11] compared the forecasting performance of ANNs against different time-series models at a regional level utilizing different forecast horizons (1, 2, 3, 6 and 12 months). They collected data from the Statistical Institute of Catalonia and the Direcció General de Turisme de Catalunya concerning monthly tourist arrivals and accommodations from foreign countries to Catalonia covering the time period between 2001 and 2009. Their findings reveal that the ARIMA models surprisingly outperformed ANN models, obtaining more accurate forecasts, especially for shorter forecasting horizons. The authors claimed that the reason for this is that the application of a filtering process and the elimination of the existing outliers as a data preprocessing step lowers the performance of ANNs. Additionally, their presented results show that the performance of ANN models could be significantly improved through structure and hyper-parameter optimization.

Along this line, Claveria et al. [9] compared and evaluated the performance of three different ANNs models for tourist demand forecasting: Elman recursive Neural Network (ERNN), RBF and MLP. The main goal of their research was to improve forecasting performance on tourism demand by utilizing ANN models with different architectures and ways of handling the input information. Thus, they performed several experiments assuming several neural network topologies as well as lags to examine their effects on the forecasting results. Based on their experimental analysis, the authors concluded that MLP and RBF exhibited better forecasting performance than ERNN. Additionally, they also claimed that the increase in the dimensionality, obtained for longer forecasting horizons, can improve the forecasting performance for long-term forecasting.

3. Weight-Constrained Neural Networks

WCNNs constitute a new type of ANNs that are characterized by the application of conditions on the weights of the neural network by means of box-constraints. The rationale of this strategy is focused on defining the weights in the trained network in a more uniform way, by restricting them to take values within pre-defined intervals.

More specifically, as highlighted by Reed and Marks [17], “large weights tend to cause sharp transitions in the node functions”. In such case, it is likely that the network has learned the statistical noise in the training set causing overfitting, which makes the network unstable [18]. This instability with respect to the training data makes the prediction model unreliable since minor variations or uncertainties on the expected inputs may be greatly magnified and lead to wildly different responses.
As a result, the network will exhibit poor prediction performance on new unseen data. On the other hand, small weights suggest a less complex and, in turn, more stable prediction model that is less sensitive to statistical fluctuations in the inputs and less likely to overfit the training data [18].

Taking into account the above consideration, we recall that WCNNs eliminate the likelihood that the weights can “blow up” to unrealistically large values by placing box-constraints on the weights. Furthermore, these new prediction models have been empirically proven by numerical experiments in a variety of real-world problems [19–21] to present better generalization ability compared to classical ANNs.

The problem of training a WCNN is mathematically formulated as a constrained optimization problem, namely

$$\min \{ E(w) \mid w \in B \}$$

(1)

with

$$B = \{ w \in \mathbb{R}^n : l \leq w \leq u \}$$

(2)

where \( E(w) \) is the error function and \( l = [l_1, l_2, \ldots, l_n] \in \mathbb{R}^n \) and \( u = [u_1, u_2, \ldots, u_n] \in \mathbb{R}^n \) denote the vectors with the lower and upper bounds on the weights, respectively. An overview of a WCNN is demonstrated in Figure 1.

![Figure 1](image-url)

**Figure 1.** Typical example of a weight-constrained neural network with a single hidden layer.

For efficiently training a WCNN, Livieris [19] proposed a training algorithm which utilizes a gradient-projection strategy to handle the bounds on the weights by determining an active set corresponding to those weights which are on either their lower or upper bounds. For efficiently minimizing the error function in Equation (1), the proposed training algorithm takes advantages of the numerical efficiency of the L-BFGS (Limited-memory Broyden–Fletcher–Goldfarb–Shanno) matrices.

**Adaptive Nonmonotone Active Set-Weight Constrained-Neural Network Training Algorithm**

Motivated by the previous work, Livieris and Pintelas [22] proposed an Adaptive nonmonotone Active set -weight-constrained- Neural Network (AANN) training algorithm. This algorithm is based
on a conjugate gradient philosophy and it consists of two distinct phases: the gradient projection phase and the unconstrained optimization phase.

The first phase utilizes an adaptive Nonmonotone Gradient Projection Algorithm (aNGPA), which utilizes the property of an active-set estimate to identify the active constraints, ensuring a considerable reduction in the error function in Equation (1). At each iteration, aNGPA initially calculates the search direction

\[ d_k = P(w_k - \pi_k g_k) - w_k, \]

where \( w_k \) is the current iterate, \( g_k = \nabla E(w_k) \), \( P \) denotes the projection onto the feasible set \( B \) and \( \pi_k \) is the sage-guarded Cyclic Barzilai and Borwein stepsize [23]. Subsequently, the procedure utilizes an adaptive strategy based on the concept of the Lipschitz constant to calculate the nonmonotone learning horizon. It is worth noting that the attractive advantage of this strategy is that the utilization of a poorly pre-defined nonmonotone learning horizon is avoided [22]. Then, aNGPA performs a nonmonotone learning search satisfying an Armijo-type condition.

The second phase utilizes a superlinear convergent Conjugate Gradient (CG) algorithm, which is applied in the lower-dimensional space composed by the weights estimated as non-active by aNGPA. The significant advantage of this approach is that the optimization is performed only in the subspace composed of non-active variables, which implies that it allows significant savings in computational time.

Algorithm 1 presents a high level description of the Adaptive nonmonotone Active set-weight constrained- Neural Network (AANN) training algorithm. AANN utilizes algorithm aNGPA to identify the active constraints (face of the feasible set \( B \)) and the unconstrained optimization algorithm CG to optimize the error function \( E(w) \) over a face identified by the aNGPA.

Before presenting the necessary set of rules for switching between the two phases, we give some useful notations. For any \( w \in B \), we define the set \( A(w) \) of active indices, as follows:

\[ A(w) = \{ i \in [1, n] : w_i = l_i \text{ or } w_i = u_i \}. \]

Additionally, we define the undecided index set

\[ U(w) = \{ i \in [1, n] : |g_i(w)| \geq \|P(w - g(w)) - w\|^2 \alpha \text{ and } w_i \geq \|P(w - g(w)) - w\|^2 \beta \}. \]

where \( \alpha \in (0, 1) \) and \( \beta \in (1, 2) \) are parameters. Each index \( i \in U \) corresponds to the component \( w_i \) that is not close to zero and the associated gradient component \( g_i(w) \) is relatively large. Finally, \( g_i(w) \) denotes the vector whose components associated with the set \( A(w) \) are zero, while the rest of the components are identical to those of \( g(w) \).

Initially, algorithm aNGPA is executed until the active constraints satisfying strict complementarity condition are identified, namely in the case \( w_i = l_i \) and \( g_i(w) > 0 \) or \( w_i = u_i \) and \( g_i(w) < 0 \). In this case, the training algorithm switches to the CG algorithm, which is applied until a subproblem is efficiently solved. Additionally, when new constraints are identified as active, then algorithm AANN decides to restart either algorithm CG or algorithm aNGPA. Furthermore, another quantity which enters into the switching criteria is relative with the ratio between the norm active gradient components \( \|g_i(w_k)\| \) and the error estimator \( \|P(w_k - g(w_k)) - w_k\| \). More specifically, in the case \( \|g_i(w_k)\| \) is sufficiently small relative to \( \|P(w_k - g(w_k)) - w_k\| \), the algorithm switches from the unconstrained optimization phase to the gradient projection phase.

Finally, it is worth mentioning that algorithm AANN has \( O(n) \) complexity and a detailed description of the training algorithm, as well as the procedures of aNGPA and CG, can be found in [22].
Algorithm 1: AANN

Input: \( w_0 \) – Initial weights.
\( \mu \) – \( \|g_I(w_k)\| < \mu\|P(w - g(w)) - w\| \) implies the subproblem was efficiently solved.
\( \rho \) – Decay factor used to decrease \( \mu \) in aNGPA.
\( n_1 \) – Integer connected with active set repetitions or change.
\( n_2 \) – Integer connected with active set repetitions or change.

Output: \( w_k \) – Weights of the trained network.

Step 1. repeat
Step 2. Execute aNGPA. /* Phase I: Gradient projection */
Step 3. if \( \{U(w_k) = \emptyset \} \) then
Step 4. if \( \|g_I(w_k)\| < \mu\|P(w_k - g(w_k)) - w_k\| \) then
Step 5. \( \mu = \rho \mu \);
Step 6. else
Step 7. Goto Step 14;
Step 8. end if
Step 9. else if \( \{A(w_k) = A(w_{k-1}) = \cdots = A(w_{k-n_1})\} \) then
Step 10. if \( \|g_I(w_k)\| \geq \mu\|P(w_k - g(w_k)) - w_k\| \) then
Step 11. Goto Step 14;
Step 12. end if
Step 13. end if
Step 14. Goto Step 2;
Step 15. Execute CG. /* Phase II: Unconstrained optimization */
Step 16. if \( \|g_I(w_k)\| \geq \mu\|P(w - g(w)) - w_k\| \) then
Step 17. Restart aNGPA and goto Step 3;
Step 18. else if \( \{A(w_k) > |A(w_{k-1})|\} \) then
Step 19. if \( \{U(w_k) \neq \emptyset \) and \( |A(w_k)| \leq |A(w_{k-1})| + n_2 \) then
Step 20. Restart aNGPA and goto Step 3;
Step 21. else
Step 22. Restart CG and goto Step 15;
Step 23. end if
Step 24. until (stopping criterion)

4. Datasets

For the purpose of this research, we used data from January 2004 to December 2017, concerning the domestic and foreign tourists monthly arrivals in Greece. All data were obtained from the official statistical records of the Hellenic Statistical Authority [24].

Figures 2 and 3 illustrate the monthly arrivals of domestic and foreign tourists arrivals in Greece, respectively, from 2004 to 2017. They both present a strong seasonality of 12 months with the maxima of the occupancy arising during the high tourism summer season. The foreign tourists time-series exhibits an increasing behavior throughout summer, while the baseline in the winter remains constant. Regarding the domestic tourists time-series, there exists an increase up to 2009. After the global financial crisis, there is a decrease for about three years and then a borderline increase in the average afterwards.
The data from both domestic and foreign tourists monthly arrivals were divided into training set and testing set. The training set consists of data from January 2004 to December 2015 (12 years), which ensures a substantial amount of data for training, as 12 years of tourists’ arrival should cover a wide range of long- and short-term trends. The testing set comprises data from January 2016 to December 2017, which ensures that we forecast the compared prediction models on unseen “out-of-sample” data.

Additionally, both time-series in addition to seasonality show heteroskedasticity, i.e. an unequal variability across the range of values due to the time variations of maxima and/or minima. A common approach in modeling is to utilize the natural logarithms of the series under consideration.

5. Numerical Experiments

We performed an experimental analysis to explore and evaluate the prediction performance of weight-constrained networks in forecasting domestic and foreign tourists arrivals in hotels and compared them against state-of-the-art regression models.

The forecasting performance was evaluated using Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) as performance measures. These metrics have been characterized as probably the most appropriate metric for comparing regression models [25]. RMSE is a quadratic scoring rules which estimates the correctness of the prediction in terms of levels and the deviation between the
predicted and the actual values while MAE estimates the average magnitude of the errors in a set of predictions, without considering their direction. They are, respectively, defined by

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (p_i - a_i)^2} \quad \text{and} \quad \text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |p_i - a_i|
\]

where \( n \) is the number of test instances, and \( p_i \) and \( a_i \) are the predicted and the actual value for \( i \)-instance, respectively. Moreover, the errors were estimated for different values of forecasting horizon, i.e., 6, 9 and 12 months. Forecasting horizon is the number of months for which the arrivals are being taken into consideration for predicting the next month’s arrivals. For example, a forecasting horizon equal to 6 means that the data are being taken for 6 months and results are predicted for the 7th month.

The experimental analysis was conducted by performing a two-phase procedure: In the first phase, we compared the forecasting performance of WCNNs against that of classical ANNs. In the second phase, we evaluated the forecasting performance of the WCNNs against the most popular and frequently used regression algorithms.

5.1. Performance Evaluation of WCNNs Against ANNs

We compared the prediction performance of WCNNs against classical ANNs. For this purpose, we utilized the performance profiles proposed by Dolan and Moré [26] to present perhaps the most complete information in terms of solution quality and efficiency [19,20]. Notice that the performance profile plots the fraction \( P \) of simulations for which any given model is within a factor \( \tau \) of the best forecasting model. The curves in the following figures have the following meaning:

- “WCNN1” stands for a weight-constrained neural network with bounds \(-1 \leq w_i \leq 1\) on all its weights.
- “WCNN2” stands for a weight-constrained neural network with bounds \(-2 \leq w_i \leq 2\) on all its weights.
- “WCNN3” stands for a weight-constrained neural network with bounds \(-5 \leq w_i \leq 5\) on all its weights.
- “ANN” stands for a classical artificial neural-network.

It is worth mentioning that the weight-constrained networks were trained with AANN algorithm [22] and the classical artificial neural networks were trained with L-BFGS [27]. Notice that both training algorithms were utilized with their default optimized hyperparameter settings.

For forecasting horizons of 6, 9 and 12 months, both WCNNs and ANNs consist of 1 hidden layer with 5, 5 and 6 neurons, respectively. Moreover, the neurons in the hidden layers had logistic activation functions while the ones in the output layer had linear activation functions. Finally, the error goal was set to \(10^{-5}\) and the maximum number of epochs was set to 500. The implementation code of all neural networks was written in Matlab 2008a and the simulations were carried out on a laptop (2.4 GHz Quad-Core processor, 4 GB RAM) while the performance was evaluated using the stratified 10-fold cross-validation procedure [28] and the results were obtained over 100 independent simulations.

Figure 4 presents the performance profiles based on RMSE for the domestic tourists arrivals investigating the performance of each forecasting horizon. Firstly, it is worth noting that the weight-constrained neural networks illustrated better regression accuracy than classical neural networks. WCNN1 exhibited the best overall performance, outperforming all forecasting models, followed by WCNN2. More specifically, WCNN1 reported 44%, 43% and 47% of simulations with the best RMSE, for forecasting horizons of 6, 9 and 12 months, respectively, while WCNN2 reported 27%, 27% and 20% and WCNN3 reported 23%, 17% and 26% in the same situations. Furthermore, the ANNs exhibited the worst performance, reporting 7%, 17% and 7% of simulations with the best RMSE, for forecasting horizons of 6, 9 and 12, months respectively.
Figure 5 presents the performance profiles based on MAE metric for the domestic tourists arrivals. WCNN1 presented the lowest MAE score in 37%, 45% and 41% of simulations for forecasting horizons of 6, 9 and 12 months, respectively, while WCNN2 presented 25%, 23% and 23%, WCNN3 presented 27%, 15% and 23% and ANN presented 15%, 20% and 20% in the same situations. Based on the above observations, we can easily conclude that WCNN1 exhibited the best overall performance since its curves lie on the top, regarding all forecasting horizons.

Summarizing, we conclude that imposing box-constraints on the weights of the neural network increased the overall regression accuracy, in most cases. Moreover, tighter bounds are most likely to develop a prediction model with better forecasting performance.

Figure 4. Performance profiles based on RMSE for domestic tourists arrivals (log_{10} scaled). (a) Forecasting horizon = 6; (b) Forecasting horizon = 9; (c) Forecasting horizon = 12.

Figure 5. Performance profiles based on MAE for domestic tourists arrivals (log_{10} scaled). (a) Forecasting horizon = 6; (b) Forecasting horizon = 9; (c) Forecasting horizon = 12.

Figures 6 and 7 present the performance profiles for the domestic tourists arrivals based on RMSE and MAE metrics, respectively. Clearly, the interpretation of both Figures 6 and 7 reveals that all versions of WCNNs outperformed ANNs, regarding all forecasting horizons. More specifically, for forecasting horizon of six months, WCNN1, WCNN2 and WCNN3 reported 23%, 28% and 37% of simulation with the best RMSE, respectively, while ANN reported only 13%. For forecasting horizon of nine months, WCNN1, WCNN2 and WCNN3 presented 40%, 33% and 17% of simulation with the best RMSE, respectively, while ANN reported only 10%. Finally, for forecasting horizon of 12 months, WCNN1, WCNN2 and WCNN3 exhibited 23%, 47% and 20% of simulation with the best RMSE, respectively, while ANN reported only 10%. Moreover, relative to the MAE performance metric, WCNN1 and WCNN2 reported the best overall performance since their curves lie on the top, regarding all forecasting horizons.
Based on the above numerical experiments, we can easily conclude that the weight-constrained neural networks provided better regression performance than the classical neural networks. Nevertheless, by the comparison of WCNN\textsubscript{1}, WCNN\textsubscript{2} and WCNN\textsubscript{3}, we can easily conclude that, in case the bounds on the weights are too tight, this may not substantially benefit the forecasting performance.

5.2. Evaluation of WCNNs Against State-of-Art Regression Algorithms

Next, we evaluated the prediction performance of the weight-constrained neural networks against state-of-the-art regression algorithms, namely the Support Vector Regression (SVR), the $k$-Nearest Neighbor Regression ($k$NN), the Radial Basis Function neural network (RBF), M5 decision tree and the Gaussian Processes (GP). A brief description of these regression algorithms is presented below:

- **SVR** [29] is a regression algorithm utilized for predicting continuous output variables instead of classification, for which the classical support vector machines is used. It is based on a different philosophy from other regression models, as it tries to fit the best line within a predefined error value, while other regression models try to minimize the error between the predicted and the actual value.

- **$k$NN** [30] is a simple learning method applied to both classification and regression tasks, which utilizes distance functions to measure feature similarity in order to predict the values of any new data point. The final prediction of the $k$NN regression algorithm is the average value of the closest points to the new point.

- **RBF** [31] is an ANN which utilizes radial basis functions on all hidden units. Each hidden unit contains a prototype vector and the activation depends on the similarity of the input to the prototype. The output layer of the network is a linear combination of radial basis functions of the inputs and neuron parameters.
• M5 [32] is a decision tree regression algorithm, which is characterized by the simplicity of implementation. Initially, this algorithm splits the input data into subsets creating a decision tree for attributes. Subsequently, a linear multiple regression model is built for each node using the attributes which are referenced by linear or tests models in the subtree of each node. Smoothing and pruning techniques can also be applied for improving the prediction accuracy of M5 algorithm.

• GP [33] is a stochastic process that constitutes a collection of random variables depending from time or space. Every collection of those random variables has a multivariate normal distribution. The prediction of the machine learning algorithm involving a GP is a one-dimensional Gaussian distribution, which is calculated by the similarity between the training data instances and the new unseen data instances.

All regression algorithms were implemented in Java using WEKA [34], which constitute some of the most efficient and widely used machine learning algorithms [35]. Table 1 presents the parameters of the state-of-the-art regression algorithms that optimized the performance of each algorithm for these specific datasets. It is worth noting that, here, WCNN stands for weight-constrained neural network with bounds $-1 \leq w_i \leq 1$ on its weights, which reported the best overall performance.

Table 1. Parameter specification for state-of-the-art regression algorithms used in the experimentation.

| Algorithm | Parameters |
|-----------|------------|
| SVR       | $C = 1.0$.  |
|           | Epsilon $= 1.0 \times 10^{-12}$. |
|           | Kernel type $= \text{universal Pearson VII function-based kernel.}$ |
| kNN       | Number of neighbors $= 1$. |
|           | Euclidean distance. |
| RBF       | Tolerance parameter $= 10^{-6}$. |
|           | Training algorithm $= \text{BFGS}$. |
| M5        | Minimum number of instances to allow at a leaf node $= 4$. |
|           | Used unsmoothed predictions. |
| GP        | Level of Gaussian noise $= 1$. |
|           | Kernel type $= \text{universal Pearson VII function-based kernel.}$ |

Tables 2 and 3 report the forecasting performance comparison of WCNN against the state-of-the-art regression algorithms based on RMSE and MAE metrics, respectively. The highest performance is illustrated in bold for each dataset and each forecasting horizon. WCNN exhibited the best overall performance, reporting the lowest RMSE and MAE, regarding all used forecasting horizons.

Table 2. Performance comparison based on RMSE of WCNN against the state-of-the-art machine learning regression algorithms.

| Model  | Domestic Tourists |  | Foreign Tourists |
|--------|-------------------|---|------------------|
|        | Forecasting Horizon | 6 | 9 | 12 | Forecasting Horizon | 6 | 9 | 12 |
| SVR    | 0.0870            | 0.0711 | 0.0399 | 0.1085 | 0.1515 | 0.1519 |
| kNN    | 0.0687            | 0.0704 | 0.0525 | 0.1621 | 0.1733 | 0.1387 |
| RBF    | 0.0844            | 0.0973 | 0.0500 | 0.4011 | 0.2063 | 0.1479 |
| M5     | 0.1202            | 0.0790 | 0.0511 | 0.5112 | 0.4109 | 0.3486 |
| GP     | 0.0706            | 0.0594 | 0.0435 | 0.3735 | 0.3872 | 0.0833 |
| WCNN   | **0.0025**        | **0.0029** | **0.0028** | **0.0072** | **0.0059** | **0.0052** |
Table 3. Performance comparison based on MAE of WCNN against the state-of-the-art machine learning regression algorithms.

| Model  | Domestic Tourists | Foreign Tourists |
|--------|------------------|------------------|
|        | Forecasting Horizon | Forecasting Horizon |       |
|        | 6 9 12            | 6 9 12            |       |
| SVR    | 0.0720 0.0580 0.0323 | 0.0866 0.1185 0.1280 |       |
| kNN    | 0.0491 0.0498 0.0380 | 0.1378 0.1547 0.1269 |       |
| RBF    | 0.0706 0.0796 0.0451 | 0.3660 0.1606 0.1170 |       |
| M5     | 0.0570 0.0522 0.0355 | 0.3228 0.2983 0.2842 |       |
| GP     | 0.1103 0.0624 0.0401 | 0.3154 0.2124 0.0681 |       |
| WCNN   | 0.0020 0.0022 0.0025 | 0.0059 0.0056 0.0042 |       |

Next, we utilized the non-parametric Friedman Aligned Ranking (FAR) [36] test to reject the hypothesis that all regressors performed equally well for a given level, based on their forecasting performance. Moreover, we applied the post-hoc Finner test [37] to examine which models presented significant differences.

Table 4 presents the statistical analysis conducted by nonparametric multiple comparison procedures for all regression models, regarding both performance metrics. Notice that the control algorithm for the post-hoc Finner test is determined by the lower (i.e., best) ranking obtained in each FAR test. Additionally, the adjusted $p$-value ($p_F$) is presented based on the corresponding control algorithm at the $\alpha = 0.05$ level of significance. Notice that the post-hoc Finner test rejects the hypothesis of equality in the case the value of $p_F$ is smaller than the value of $\alpha$. WCNN exhibited the highest probability-based ranking by statistically reporting better performance regarding all regression models.

Table 4. FAR test and Finner post-hoc test comparing all regression models.

| Model | FAR | $p_F$-Value | Null Hypothesis |
|-------|-----|-------------|-----------------|
| WCNN  | 5.167 | - | - |
| kNN   | 14.167 | 0.056389 | accepted |
| SVR   | 16.667 | 0.040204 | rejected |
| RBF   | 24.500 | 0.030307 | rejected |
| M5P   | 25.000 | 0.020308 | rejected |
| GP    | 25.500 | 0.010206 | rejected |

Based on RMSE metric

| Model | FAR | $p_F$-Value | Null Hypothesis |
|-------|-----|-------------|-----------------|
| WCNN  | 5.667 | - | - |
| kNN   | 15.000 | 0.07898 | accepted |
| SVR   | 15.833 | 0.04280 | rejected |
| RBF   | 23.167 | 0.00414 | rejected |
| GP    | 24.667 | 0.00414 | rejected |
| M5    | 26.667 | 0.00414 | rejected |

Based on MAE metric

6. Conclusions and Future Research

In this work, a methodology for developing a tourism time-series model is proposed based on weight-constrained neural networks. Our main objective was to examine the possibility of improving the performance of tourism forecasts using this new regression model. An empirical study was conducted utilizing official statistical data from the Hellenic Statistical Authority regarding domestic and foreign tourists arrivals in Greek hotels in which the forecasting accuracy of WCNNs was evaluated against state-of-the-art models. The presented numerical experiments demonstrate the prediction accuracy of WCNNs providing empirical evidence that they considerably outperform classical regression models.
Since the numerical experiments are quite promising, an interesting idea could be the development of an intelligent decision support system based on WCNNs concerning the prediction of tourist flow and volume. Through the use of a forecasting software [38–40], the tourism businesses and administrators are able to efficiently analyze data and forecast the size of tourist volume and demand in order to support sustainable planning, management and decision making. It is worth mentioning that, with the accurate forecasted trends, the private and government sectors can develop suitable and well-organized strategies, provide better infrastructure to visitors and, significantly increase their benefits and profits.
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