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Abstract: The analytic hierarchy process (AHP) is a well-known approach in decision-making because of its simplicity and rationality. However, in conventional AHP, it cannot account for the correlation effect between criteria. In this paper, we use the lexical database, WordNet, to calculate the similarity between criteria set by a decision-maker. Then, we use the similarity matrix to process the factor analysis and obtain the independent factors, which are composed of their criteria. Finally, the weights of factors are derived to evaluate the alternatives. Moreover, we use a case study of online shopping to illustrate the proposed method and compare the result with the conventional AHP.
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1. Introduction

The analytic hierarchy/network process (AHP/ANP) [1–3] is a well-known approach to handle multi-criteria decision-making (MCDM) problems. The major distinction between them is that the ANP is viewed as a general form of the AHP to account for interdependent and feedback effects, instead of the independent criteria, as in the AHP. However, the ANP takes more work than the AHP to form the supermatrix, representing the influence degrees between criteria. Hence, the AHP is still a popular contemporary approach in practice to deal with various decision-making problems [4–6].

Many papers have extended the AHP/ANP by considering more complicated issues, such as fuzzy and gray environments [7–9], group-decision problems [10], or integrated with other methods [11–13]. However, there are still a lot of issues that the AHP/ANP should be considered, such as consistency problems [14], independence of the irrelevant alternative (IIA)/rank reversal problems [15], and revised scales in the AHP [16–18]. The problem of the correlated criteria seems to be ignored in the past papers, but see Liu et al. [19] to reflect the influence of the final decision-making. In Liu et al. [19], they simply asked an expert to quantify the correlation between criteria, then using the two-objective programming model to derive the result of the AHP. However, it is still a complicated problem to ensure that the correlations between criteria are rational and correct because it is the subjective judgment by an expert. Hence, it is a crucial problem to account for the correlated effect between criteria in the AHP with the objective calibration and rational result.

We should highlight the differences between interdependency and the correlation between criteria as follows. Interdependent criteria describe how one criterion affects another and is handled by the ANP [3]. Interdependency is a stronger assumption which presents which criterion affects another. In contrast, the correlation is a weak assumption and indicates that these criteria have a common factor affecting alternatives. Hence, we might have no information about the interdependency among criteria, but know the correlation between criteria.

Hence, in this paper, we proposed an extended AHP, which accounts for the correlation effect between criteria. The main idea is that we first calculate the correlation coefficients between criteria via the WordNet database. Note that the database is a lexical dataset that
describes the relationships of words with a tree structure. Hence, we do not need an expert to quantify the correlation between criteria but directly calculate the criteria similarity using some graph-based indexes. Then, we used the factor analysis to derive the independent factors that composed their owned criteria based on factor loadings. Furthermore, we used the conventional AHP to derive the weights of the criteria. Finally, we can calculate the weights of the factors by the product of the factor loadings and weights of the criteria. We use a case study of online shopping to illustrate the proposed method and compare the result with the conventional AHP. The result shows the possible problems of the conventional AHP and justifies the proposed method.

The preference dependence between criteria is the reason why we can use the additive utility function, according to Keeney & Raiffa [20]. However, the postulation here is preferential independence between criteria equivalent to the semantic independence between criteria, and vice versa. Let us give an example to illustrate the above postulation. Two criteria of a problem are durability and quality, the semantic meaning of durability is “permanence by virtue of the power to resist stress or force”, and quality is “a degree or grade of excellence or worth”. For a rational person, if the semantic meanings of durability and quality are considered to be correlated, we usually do not think the criteria are possibly preferentially independent if no further information is available, and vice versa. Surely, if we have collected data about the decision table, we can verify whether the criteria are independent or not based on the theory of preferential independence. However, in the AHP situation, we usually have no such information about the data. Hence, the postulation here is for practical consideration. In addition, we also ask the decision-maker or expert to determine the meaning of a criterion to ensure the correctness of the above inference.

The rest of the paper is organized as follows. The framework of the AHP is first introduced, and the problems of the AHP are highlighted. Next, we propose the revised framework of the AHP to consider the correlation effect between criteria via WordNet. Then, we give a case study to illustrate the proposed method and compare the result with the conventional AHP. Furthermore, we propose the discussion based on the result of the case study. Finally, we present the conclusions of the paper.

2. The Framework of the AHP

The framework of the AHP can be decomposed into different levels of the hierarchical structure, as shown in Figure 1. The first level of the framework indicates the decision’s goal, i.e., purchasing or evaluation decision. The second level of the framework includes factors that affect the decision behavior of the goal, and these factors are composed of exclusive criteria on the third level. The fourth level contains the alternatives of the candidate set. Note that we can indeed add more levels to consider sub-criteria in the framework.

The AHP process starts from quantifying $a_{ij}$, where $A = [a_{ij}]_{n \times n}$, by using a decision-maker to estimate $w_{ij}$ and calculating the weights of the criteria by finding the eigenvector $w$ for the largest eigenvalue, $\lambda_{\text{max}}$, which satisfies the following equation:

$$Aw = \lambda_{\text{max}}w$$

(1)

Additionally, we should verify whether the quantified $a_{ij}$ is consistent and rational enough to approximate $W$. In general, we can use the consistency index ($CI$) and the consistency ratio ($CR$) to check if the consistency condition is satisfied. The $CI$ is calculated as:

$$CI = \frac{(\lambda_{\text{max}} - n)}{(n - 1)}$$

(2)
The framework of the analytic hierarchy process (AHP) starts from quantifying $a_{ij}$, where $A^{n \times n}$ is estimated by a decision-maker to calculate the weights of the criteria by finding the eigenvector $w$ for the largest eigenvalue, $\lambda_{\text{max}}$, which satisfies the following equation:

$$\lambda_{\text{max}} = Aw = w$$  \hspace{1cm} (1)

Additionally, we should verify whether the quantified $a_{ij}$ is consistent and rational enough to approximate $W$. In general, we can use the consistency index ($CI$) and the consistency ratio ($CR$) to check if the consistency condition is satisfied. The $CI$ is calculated as:

$$CI = \frac{n \lambda_{\text{max}} - n}{n - 1}$$  \hspace{1cm} (2)

where $\lambda_{\text{max}}$ is the largest eigenvalue, and $n$ denotes the numbers of the attributes. The formula of $CR$ is:

$$CR = \frac{CI}{RI}$$  \hspace{1cm} (3)

where $RI$ is the random index. The random index is a constant and can refer to the random index table, as shown in Table 1.

### Table 1. The random index table.

| $n$ | One | Two | Three | Four | Five | Six | Seven | Eight | Night |
|-----|-----|-----|-------|------|------|-----|-------|-------|-------|
| $RI$ | 0.00 | 0.00 | 0.58 | 0.90 | 1.12 | 1.24 | 1.32 | 1.41 | 1.46 |

Note that $n$ denotes the number of criteria. Saaty [21] suggested that the value of the $CI$ and $CR$ should not exceed 0.1 for a reliable result.

The concerned problem in this paper is the independent assumption of factors and criteria in the AHP. The independence between factors or criteria is the consideration of simple calculation, although it might not be reasonable in practice. The irrational postulation we are concerned about here is that if a factor can be divided into several criteria/sub-criteria, these criteria/sub-criteria usually have some common properties; otherwise, they should agglomerate into the same factor. In addition, even though Saaty [3] suggested using the analytic network process (ANP) to consider the interdependence and feedback effects between criteria, it hugely complicates the pairwise comparison between criteria to form a supermatrix. Hence, we need a revision of the AHP to solve the above issues.

### 3. Revised Framework of the AHP

The revised framework of the AHP in this paper is represented as a three-level hierarchical structure composed of the goal, factors, and alternatives. The reason that factors are independent of each other is not postulated by the assumption but the statistical theory. The major difference from the original AHP framework is that alternatives are affected by factors rather than criteria, as shown in Figure 2.
The framework here is based on factors that are usually used for evaluating alternatives rather than criteria, i.e., purchase decision models. For example, many papers [22,23] indicate that online buying behavior is affected by the two factors, perceived benefits and perceived risks [24], where perceived benefits include shopping convenience, product selection, and ease/comfort of shopping, and hedonic and perceived risks include financial risk, product risk, and time risk. If we use criteria rather than factors in evaluating alternatives, we might over/underweight some factors because we consider the different number of criteria for factors. For example, suppose we consider four criteria of perceived benefits and two criteria of perceived risks. In that case, the best choice might overweight the importance of perceived benefit and underweight the importance of perceived risk.

Hence, we consider using the exploratory factor analysis to agglomerate criteria into factors, where factors have distinct criteria to represent the factor’s content, as shown in Figure 3. Note that $\varepsilon$ denotes the error or specific factor regarding a criterion that can be ignored to represent the factor.

Figure 2. Revised framework of the AHP.

Figure 3. Concept of exploratory factor analysis.

However, the above framework cannot be processed in the conventional AHP because we need the correlation matrix of criteria, which cannot be obtained, to run the exploratory factor analysis. Hence, we introduce the natural language process (NLP) tools to solve the above problem.
3.1. WordNet

WordNet is an extensive lexical dictionary of English which groups nouns, verb, adjectives, and adverbs into sets of cognitive synonyms, called synset, to represent semantic relationships between words with the tree structure. Take the term price, for example. We can find the direct hypernym of price as cost, and the direct hyponym as asking/selling price, bid price, closing price, factory price, highway robbery, purchase price, spot/cash price, support level, and valuation to form the tree structure as shown in Figure 4:

![Synset structure of WordNet.](image_url)

**Figure 4.** Synset structure of WordNet.

Before calculating the similarity between criteria, we should first ask a decision-maker or expert to define the meaning of the criterion. Take the word “price”, for example. We can use WordNet to check the definitions of “price”, and the first three definitions are:

- The property of having material worth (often indicated by the amount of money something would bring if sold);
- The amount of money needed to purchase something;
- The value measured by what must be given or done or undergone to obtain something.

On the other hand, if we use the word “cost” to check its definitions via WordNet, we can obtain:

- The total spent for goods or services, including money and time and labor;
- The property of having material worth (often indicated by the amount of money something would bring if sold);
- The value measured by what must be given or done or undergone to obtain something.

Clearly, the criteria similarity between price and cost depends on which definitions we choose with respect to the words price and cost. Therefore, we should clearly define our criteria before we process the AHP with the correlated criteria.

In this paper, the definitions of criteria about a goal are set as follows. First, we will ask the experts to mark the definitions of criteria from our lists. For example, we ask an expert to give the definitions of every criterion, as shown in Table 2:

Once we obtain the definitions of criteria, we can calculate the similarity/correlation between criteria.

3.2. Word Similarity

Several word similarity measurements can be used for the graph-based structure of semantic words in the WordNet structure. Next, we introduce some of them as follows:

Wu and Palmer similarity [25] measures the depth of two given words, i.e., \( s_1, s_2 \), in the WordNet synset, and the least common subsumer (LCS) by the following formula:

\[
WS = 2 \times \frac{\text{depth}(\text{LCS}(s_1, s_2))}{\text{depth}(s_1) + \text{depth}(s_2)}
\]  
(4)
Table 2. Definitions of criteria.

| Criteria | Definitions |
|----------|-------------|
| Price    | □ The property of having material worth (often indicated by the amount of money something would bring if sold); □ The amount of money needed to purchase something; □ The value measured by what must be given or done or undergone to obtain something. |
| Quality  | □ An essential and distinguishing attribute of something or someone; □ A degree or grade of excellence or worth; □ A characteristic property that defines the apparent individual nature of something. |
| Service  | □ Work done by one person or group that benefits another; □ An act of help or assistance; □ The act of public worship following prescribed rules. |

where \( WS \in (0, 1] \) denotes the similarity score of \( s_1 \) and \( s_2 \), and \( lcs(\cdot) \) is the LCS operator. Leacock and Chodorow similarity [26] is calculated as follows:

\[
Sim_{LC} = - \log \frac{\text{length}(s_1, s_2)}{2D} 
\]  

(5)

where \( \text{length} \) denotes the shortest path length, and \( D \) is the maximum taxonomy depth.

Resnik similarity [27] measures the similarity between two words based on the information content (IC) of the LCS as:

\[
Sim_{Res} = IC(lcs(s_1, s_2)) 
\]  

(6)

where:

\[
IC(s) = - \log P(s),
\]

Here, \( P(s) \) denotes the probability of encountering an instance of a word, \( s \), in a large corpus.

Jiang and Conrath similarity [28] measures how similar two-word senses are based on the IC of the LCS and that of the two input synsets as:

\[
Sim_{JC} = \frac{1}{IC(s_1) + IC(s_2) - 2 \times IC(lcs(s_1, s_2))} 
\]  

(7)

Lin similarity [29] is similar to the Jiang and Conrath similarity but replaces the negative term of the denominator with the numerator and is formulated as:

\[
Sim_{Lin} = \frac{2 \times IC(lcs(s_1, s_2))}{IC(s_1) + IC(s_2)} 
\]  

(8)

The Leacock and Chodorow similarity only considers the shortest path length between two words. However, the common subsumer might be more rational to measure the similarity between two words. For example, people and whales show a long path length...
but short common subsumer, i.e., mammals, to indicate they are closer by using the common subsumer measures. Hence, the Wu and Palmer similarity considers the LCS to measure the similarity between two words. Furthermore, other measures transfer the result of the LCS into the probability by using the concept of IC. However, these LCS similarities can be considered as the specific monotonic transformation between each other.

However, the above word similarity measures are used for two single words. In practice, the word similarity should consider compound words. Hence, Mihalcea et al. [30] extended the above measures to calculate the similarity between words or compound words used in this paper.

After calculating the similarity between words or compound words, we then use the factor analysis to derive factors composed by the distinct criteria. Note that we can use some orthogonal rotation methods of the factor analysis, e.g., varimax, quartimax, and equamax. This paper will use varimax because it is by far the most popular orthogonal rotation in many software packages and is an incremental improvement upon other methods [31]. All factors are independent of each other, and each factor is represented by an equation composed of distinct criteria. For example, if Factor 1 is composed of the Criteria 1 to 3, the equation can be represented as:

\[ \text{Factor 1} = a_1 \text{Criterion}_1 + a_2 \text{Criterion}_2 + a_3 \text{Criterion}_3 \]  

where \( a \) denotes the factor loading. The conventional AHP can derive the weights of criteria. That is, we will quantify the pairwise comparison matrix of criteria and use the eigenvalue method to obtain the weights of criteria and the corresponding CI and CR values. Once we obtain the information about the weights of Criteria 1 to 3, we can use Equation (9) to derive the weight of Factor 1.

With regard to evaluating alternatives, we can ask the responder to give the scores with respect to the factors, or we can give the pairwise comparison matrix of alternatives with respect to the factors to derive the corresponding scores of alternatives. The process of the proposed method can be depicted as shown in Figure 5.

The hierarchical structure of the method can be represented as shown in Figure 6. The first level is the goal of the problem. The second level is the considered criteria of the goal. The third level indicates the factors which are determined by the result of the factor loading. The last level is the candidate alternatives which are affected by the factors.

Next, we will consider a case study to illustrate the proposed method and compare the result with the conventional AHP.
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Figure 5. Process of the proposed method.

The hierarchical structure of the method can be represented as shown in Figure 6. The first level is the goal of the problem. The second level is the considered criteria of the goal. The third level indicates the factors which are determined by the result of the factor loading. The last level is the candidate alternatives which are affected by the factors.

Figure 6. The revised framework of the AHP.

Next, we will consider a case study to illustrate the proposed method and compare the result with the conventional AHP.

4. Case Study: Online Shopping

Let us consider customer satisfaction of online shopping reported in Guo et al. [32] as shown in Figure 7. Eight criteria are considered as the essential elements to affect customer satisfaction: web design (WD), security, information quality (IQ), payment method (PM), service quality (SQ), product quality (PQ), product variety (PV), and delivery service (DS). Hence, it is critical to optimize the allocation of resources to achieve maximum customer satisfaction.

Here, we hope to derive the weights of the criteria of online shopping using the AHP. However, this is impossible because these criteria are neither independent, e.g., product quality and product variety, nor have any information about the interdependence between criteria. Hence, we use the proposed method to handle the above problem.
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![Figure 7. Criteria of customer satisfaction in online shopping.](image)

Here, we hope to derive the weights of the criteria of online shopping using the AHP. However, this is impossible because these criteria are neither independent, e.g., product quality and product variety, nor have any information about the interdependence between criteria. Hence, we use the proposed method to handle the above problem.

First, we calculate the criteria similarity matrix based on the synset structure from WordNet [30] as follows:

|                | Web Design | Security | Information Quality | Payment Method | Service Quality | Product Quality | Product Variety | Delivery Service |
|----------------|------------|----------|---------------------|----------------|-----------------|-----------------|-----------------|------------------|
| Web Design     | 1          | 0.172    | 0.085               | 0.156          | 0.183           | 0.183           | 0.200           | 0.172            |
| Security       | 0.172      | 1        | 0.085               | 0.151          | 0.146           | 0.155           | 0.134           | 0.125            |
| Information Quality | 0.085     | 0.085    | 1                   | 0.064          | 0.750           | 0.750           | 0.175           | 0.125            |
| Payment Method | 0.156      | 0.151    | 0.064               | 1              | 0.189           | 0.118           | 0.127           | 0.225            |
| Service Quality | 0.183     | 0.146    | 0.750               | 0.189          | 1               | 0.786           | 0.241           | 0.792            |
| Product Quality | 0.183     | 0.155    | 0.750               | 0.118          | 0.786           | 1               | 0.833           | 0.189            |
| Product Variety | 0.200     | 0.134    | 0.175               | 0.127          | 0.241           | 0.833           | 1               | 0.155            |
| Delivery Service | 0.172     | 0.125    | 0.129               | 0.225          | 0.792           | 0.189           | 0.155           | 1                |

The result of the criteria similarity shows the reason the conventional AHP is inappropriate. For example, the correlation between product quality and service quality is 0.789, and product quality and product variety are 0.833. In fact, all criteria show different degrees of correlation between each other, and the results justify why the proposed method is needed.

Next, we use the above correlation matrix to process the factor analysis and select three factors based on the criterion that the eigenvalue is more significant than one, as shown in Table 3.
**Table 3. Initial explained variance (eigenvalues).**

| Criteria     | Factor 1 | Factor 2 | Factor 3 | Factor 4 | Factor 5 | Factor 6 | Factor 7 | Factor 8 |
|--------------|----------|----------|----------|----------|----------|----------|----------|----------|
| Eigenvalue   | 3.201    | 1.285    | 1.179    | 0.864    | 0.828    | 0.750    | 0.035    | -0.147   |
| Variance %   | 40.018   | 16.038   | 14.742   | 10.802   | 10.354   | 9.441    | 0.439    | 0.036    |
| Cumulation % | 40.018   | 56.056   | 70.798   | 81.600   | 91.954   | 101.394  | 101.834  | 100.000  |

Then, we use the orthogonal varimax rotation to calculate the factor loading of the criteria with respect to the extracted factors, as shown in Table 4.

**Table 4. Factor loadings of the criteria with respect to the three factors.**

| Criteria       | Factor 1 | Factor 2 | Factor 3 |
|----------------|----------|----------|----------|
| web design     | 0.147    | 0.039    | 0.644 *  |
| security       | 0.102    | 0.022    | 0.607 *  |
| information quality | 0.665 * | 0.509    | -0.196   |
| payment method | -0.062   | 0.250    | 0.600 *  |
| service quality | 0.480   | 0.895 *  | 0.080    |
| product quality | 0.976*  | 0.282    | 0.109    |
| product variety | 0.806 * | -0.141   | 0.348    |
| delivery service | -0.049 | 0.848 *  | 0.296    |

* indicates the maximum loadings with respect to the factors.

Table 4 indicates the three factors’ compositions: information quality, product quality, and product variety belong to Factor 1; service quality and delivery service belong to Factor 2; and web design, security, and payment method belong to Factor 3. As shown in Figure 8, the hierarchical clustering result also indicates the same result as that of the factor analysis.

![Hierarchical clustering of the correlation matrix.](image)

**Figure 8. Hierarchical clustering of the correlation matrix.**

Therefore, we can derive the three-factor equations with respect to the criteria as follows:

- Factor 1 = 0.665 × information quality + 0.976 × product quality + 0.806 × product variety
- Factor 2 = 0.895 × service quality + 0.848 × delivery service
- Factor 3 = 0.644 × web design + 0.607 × security + 0.600 × payment method

The factor equations explain that three independent factors affect the result of customer satisfaction in online shopping and the relationship with respect to their own distinct criteria. Hence, if we can derive the criteria weights, we can obtain the factors’ weights and conclude the customer satisfaction problem. The weights of the criteria can be derived by using the conventional AHP, and the pairwise comparison matrix is given as follows:
Note that $\lambda_{\text{max}} = 8.811$, CI = 0.011, and CR = 0.083.

Next, we can depict the factor weight figure, as shown in Figure 9, to present the criteria and factors' weights and the factor loadings.

![Figure 9. Deriving weights of factors by criteria.](image)

We can tabulate the result in Figure 9 as shown in Table 5:

**Table 5.** The comparison between the AHP and the proposed method.

| Criteria | Product Variety | Information Quality | Product Quality | Delivery Service | Service Quality | Payment Method | Web Design | Security |
|----------|-----------------|---------------------|-----------------|------------------|----------------|----------------|-----------|----------|
| AHP Weights | 0.2207 | 0.1747 | 0.0620 | 0.3450 | 0.1032 | 0.0193 | 0.0412 | 0.0338 |
| Factors | Factor 1 | Factor 2 | Factor 3 |
| Our Weights | 0.443 | 0.4823 | 0.0735 |
Note that the normalized factor weights might have a reversal rank with respect to the composited criterion weights. For example, the summation of the weights of the product variety, information quality, and product quality is equal to 0.4574, but the normalized weight of Factor 1 is 0.4443, i.e., ranked from the first to the second of the three factors. These differences might result in different decision-making for the problem. Next, we consider further discussion based on the results above.

5. Discussions

The AHP is a famous approach in multi-criteria decision-making to derive the weights of criteria due to its simplicity and rationality. Although many sophisticated approaches have been proposed to improve the problems of the AHP, it is without a doubt still one of the most popular methods. The primary concept of the AHP is to derive the weights of criteria through the pairwise comparison matrix under the assumption of a hierarchical structure, i.e., properties of the independent criteria. However, the assumption is one of the critical problems of the AHP and is reviewed in this paper.

The major distinction of the paper is that we revise the conventional AHP by incorporating the criteria similarity and explorative factor analysis. The criteria similarity is calculated via the WordNet database. Hence, we do not need extra costs or questionnaires to obtain the needed information. Then, we can use the explorative factor analysis to derive the independent factors from the correlated criteria. Finally, we can use the results of the AHP for the correlated criteria and factor loadings to calculate the weights of factors. Hence, the evaluation of alternatives will depend on the factors’ weights rather than the correlated criteria.

We used an online shopping case to illustrate the proposed method and showed the difference from the conventional AHP. We concluded the three independent factors, which were composed of eight correlated criteria. Then, we derived the factor loadings and the weights of the criteria from calculating the factors’ weights. Compared with the conventional AHP, it only considers the weights of criteria. Hence, the possible difference between the conventional AHP and the proposed method to determine the best alternative is clear. The limitation of the method is that we assume that all (compound) words are listed in WordNet; otherwise, the similarity between words cannot be calculated. Although the WordNet database contains 117,000 synsets, it is not a surprise that some professional words are not listed in the synsets. Further study could consider a more complicated hierarchical structure with correlated criteria to test the proposed method.

6. Conclusions

In this paper, the independence of criteria of the AHP is reviewed by accounting for the correlation effect between criteria. The major advantage of the proposed method is two-fold. One is to maintain simplicity, as in the AHP. The other is to account for the correlation effect between criteria. Hence, we do not need a further complicated method, e.g., ANP, to increase the amount of work much to gather more information. In addition, the result of the case study showed the significant difference between the proposed method and the conventional AHP. We believe that the proposed method has the more rational and correct result in determining the best alternative.
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