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Abstract. The recent progress in learning image feature representations has opened the way for tasks such as label-to-image or text-to-image synthesis. However, one particular challenge widely observed in existing methods is the difficulty of synthesizing fine-grained textures and small-scale instances. In this paper, we propose a novel Global-Affine and Local-Specific Generative Adversarial Network (GALS-GAN) to explicitly construct global semantic layouts and learn distinct instance-level features. To achieve this, we adopt the graph convolutional network to calculate the instance locations and spatial relationships from scene graphs, which allows our model to obtain the high-fidelity semantic layouts. Also, a local-specific generator, where we introduce the feature filtering mechanism to separately learn semantic maps for different categories, is utilized to disentangle and generate specific visual features. Moreover, we especially apply a weight map predictor to better combine the global and local pathways considering the highly complementary between these two generation sub-networks. Extensive experiments on the COCO-Stuff and Visual Genome datasets demonstrate the superior generation performance of our model against previous methods, our approach is more capable of capturing photo-realistic local characteristics and rendering small-sized entities with more details.

1. Introduction. Generating high-resolution images that semantically consistent with various input types is a frontier but challenging task. It has tremendous practical applications, such as intelligent image editing [38], game generation [12], and face representation interpreting [29]. Recently, thanks to the generative adversarial networks (GANs), which have been at the helm of remarkable advances in image synthesis, GAN-based image generation methods [11, 24, 2] greatly drive research progress in multi-modal feature learning and visual distribution modeling.

Many existing methods have created stunning results in limited domains. However, most of them are trained on relatively simple datasets that only contain one instance at the center. Once the conditional inputs contain more complex scenarios where descriptions are with diverse objects and complex interactive relationships, the performance of these methods degrades drastically. This is likely because many
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generation models use the unstructured text as the input, thus its ambiguity property and unclear entity-relationship pairs will definitely increase the difficulty of cross-modal synthesis. There are also many other methods that directly input segmentation labels or images, yet it’s not flexible to manipulate these input types since they heavily rely on domain labels or paired data [5]. Additionally, a growing body of work has generated images directly from the input descriptions without using any intermediate semantic representations. As a result, the interactive relationships and locations of instances cannot be sufficiently utilized during the generation process, leading to unfaithful layouts and poor image quality.

We also observe that recent approaches mainly focus on image-level synthesis and predict category features by simply employing the identical network architecture, lack specific networks for learning various semantic classes. Thus, it is extremely detrimental to the generation of local details since all instance categories are treated equally. Moreover, different instance categories have various sizes and imbalanced numbers. For example, the sky, ocean, and road always occupy larger pixel areas in an image than the small-sized instances, such as traffic signs and telegraph poles. Also, the category number of training images is imbalanced, we note that the buses, cars, and automobiles in Dayton dataset [35] are extremely rare and less than 2% in terms of all pixels of training samples. In this case, it will inevitably make the feature learning of the generative model be dominated by the large-scale instance categories since the convolutional network usually shares the parameters at different convolutional positions, the small-sized instances could be easily ignored when synthesizing the final images, further making it merely impossible to generate images with sharp small-sized instances.

To make these aforementioned problems resolvable, we choose scene graphs, the more structured representations, as the inputs to avoid unclear and ambiguous descriptions. The graph nodes indicate objects and the edges represent the relationships between different objects. We then adopt the graph convolutional network (GCN) [14] to calculate the instance locations and spatial relationships so as to construct the global semantic layouts. Instead of synthesizing images directly from the inputs, we use the inferred layouts as guidance to learn the related instance features. Hence, the complexity of this generation task should be reduced and the layouts of generated images can be more reasonable as well.

Furthermore, considering the advantages of the multi-stage generation strategy [23], we specifically implement a global-affine and also a local-specific generator for image synthesis. In particular, the feature filtering mechanism proposed in the local-specific generator is employed to pay attention to all kinds of instances, especially the tiny ones, and learn the diverse and detailed features. Beyond that, we introduce a weight map predictor to combine these two generation branches. In this way, our model is able to take both the global and local contexts into account, make them complement each other, and output photo-realistic images.

As such, our contributions are summarized in the following aspects:

1) We leverage the graph convolutional network to calculate the instance embedding and further construct global semantic layouts containing bounding boxes and instance shape masks. The predicted layouts, as the intermediate constraints, are used to learn high-fidelity semantic information of scene classes.

2) To avoid the learning of a biased generation space, we put forward a feature filtering mechanism, which is beneficial to the synthesis of small-scaled instances. It specifically captures various category representations and ensures that our model
maintains high-fidelity alignment between the generated results and the predicted layouts.

3) We propose a weight map predictor that infers two pixel-level weight maps to integrate the global and local pathways in a weighted-combination. Thus our GALS-GAN is capable of combining the advantages of these two generators and synthesizing images with reasonable global appearances and rich local details.

2. Related work.

2.1. Generative adversarial networks. Generative Adversarial Networks (GANs) [8] have shown advanced ability in synthesizing realistic-looking images even based on complex datasets. Formulated as a two-player game, a vanilla GAN is comprised of a generator and a discriminator that both try to optimize the opposing objective function. The generator aims to synthesize the new samples that are indistinguishable from real images, while the discriminator focuses on recognizing the generated images from the real ones.

The GAN-based models have been widely studied for a variety of tasks, such as the image super-resolution [3], face editing task [4], video generation task [37], image-to-image translation [17], and image generation task [30]. Hence, considering the powerful capabilities of GAN, we also choose it as our basic network to perform high-quality image synthesis.

2.2. Multi-modal conditional image synthesis. There are a variety of input types in conditional image synthesis. Tang et al. [34] chose the original images as inputs and distilled them into low-dimensional latent vectors so as to output the target images. Analogously, Liu et al. [21] trained a class-conditional GAN with the input semantic labels to improve the image diversity. Besides, Sun et al. [31] focused on the layout-to-image generation and proposed an intuitive paradigm to bridge the gap between input labels and generated images. Given a scene sketch, Gao et al. [7] implemented a controllable image generation method to meet the specific requirements. Also, there are many generative models [18, 9, 23, 25] that take the text as the input for multi-modal text-to-image generation.

However, these leading approaches have struggled with complex descriptions containing many scene objects and unclear interactions, most existing text-to-image methods fail to output vivid instances. To this end, we explicitly convert the semantic information conveyed by a complex text into a scene graph. Then we adopt the GCN to process the structured representation and compute instance embedding vectors, which are further used to infer bounding boxes and instance masks, so as to form the global semantic layout for final image generation.

2.3. Image generation from Scene graphs. Johnson et al. [10] first proposed to generate images from scene graphs, they implemented the sg2im method to reason related objects and relationships. Then Vo et al. [36] adopted the scene structure in the conditional GAN network and put forward the stacking-GANs to infer visual-relation layouts. With the same input form, Li et al. [19] proposed the PasteGAN to crop objects from the external memory tank and paste them into correct locations of the final images. Another work by Li et al. [20] presented a general sequence-to-sequence framework in which a scene graph is transformed into a series of fragments to infer the semantic layout.

Different from the aforementioned methods, Dhamo et al. [6] focused on image manipulation and produced modified images from the edited scene graphs. Yet,
this method requires both the original image and the corresponding scene graph as
the supervision, it cannot generate target samples freely. A recent development in
this field has been exploited by Sylvain et al. [32] who showed a scene-graph sim-
ilarity module to improve the layout fidelity and a novel metric to better measure
the model performance. Despite these advances, the above models lack investiga-
tion in synthesizing semantically consistent and detailed features for each instance,
especially the small-scaled one that can be easily ignored by GAN.

We overcome these above two shortcomings by proposing an efficient global-affine
and local-specific generation network architecture, GALS-GAN, in which we espe-
cially construct a feature filtering mechanism to concentrate on each specific class
being, thus the model can largely get rid of the interference from the large-scale
instance classes. At the same time, we fully take into account the complementary
property of the global and local pathways and implement a weight map predictor.
By so doing, the predicted maps, act as priors, guide generators to learn corre-
sponding sharp image features during the joint optimization.

3. The proposed GALS-GAN. Our GALS-GAN model is based on the GAN
framework and mainly consists of two parts, an overview of this method is shown in
Fig. 1. The first part is semantic layout generation where we implement the graph
convolutional network to calculate object locations and shapes from the input scene
graphs. Conditioned on the inferred layouts, we especially adopt a weight-map
predictor in the second part to fuse the global-affine generator and the local-specific
generator so as to synthesize visual-realistic images.

![Figure 1. Overview of the proposed GALS-GAN.](image)

3.1. Semantic layout construction.

3.1.1. Scene graph embedding via GCN. The graph convolutional network (GCN)
can directly operate on graphs. Following [10, 36, 19], we also take the scene graph
as input and calculate new embedding vectors for each node and edge. Additionally,
we apply the same function on each graph convolutional layer, which ensures a single
layer can work with arbitrarily shaped graphs.

We first construct the semantic-related scene graph containing a set of instance
classes $\mathcal{C}$ and relationships $\mathcal{R}$. A scene graph is a tuple $(O, E)$ where $O = \{o_1, \cdots, o_T\}$
indicates a set of instances with each \( o_\ell \in C \), and \( E \subseteq O \times R \times O \) represents a set of edges of the form \( o_\ell, r_k, o_j \), the relationship \( r_k \in R \) and the instances \( o_\ell, o_j \in O \). In terms of each tuple \((o_\ell, r_k, o_j)\), we leverage a learned embedding layer which is similar to the embedding layer employed in neural language models, to convert each node and edge to the object embedding vector \( v_i \in R^{D_{in}} \) and the predicate embedding \( v_{r_k} \in R^{D_{in}} \). The obtained embedding vectors \( v_i, v_{r_k} \in R^{D_{in}} \) are further used as the inputs of GCN.

Fig. 2 illustrates a single graph convolution layer for calculating instance embedding vectors. Given input vectors \( v_i, v_{r_k} \in R^{D_{in}} \) with dimension \( D_{in} \) for the instance \( o_i \in O \) and the edge \((o_i, r_k, o_j) \in E \), we adopt three functions \( f_s, f_p, \) and \( f_o \) to calculate the output vectors \( v_i, v_{r_k} \) for the related graph node and edge.

We adopt the function \( f_p \) to calculate the output vector \( v_{r_k} \) for the input edge embedding \( v_{r_k} \):

\[
v_{r_k}' = f_p(v_i, v_{r_k}, v_j)
\]

where the function \( f_p \) is implemented with convolutional networks, the output vector \( v_{r_k}' \in R^{D_{out}} \) with dimension \( D_{out} \) indicates the new vector of the predicate \( r_k \).

However, it is more difficult to calculate the node vector since an instance may exist in many relationships, as such a node may participate in several edges. Considering this, we divide the edges connected to the node \( o_i \) into two parts: the subject edges starting from \( o_i \) and the predicate edge ending at \( o_i \).

When the entity \( o_i \) acts as the subject, we adopt the function \( f_s \) to calculate a candidate vector for each edge starting at \( o_i \), gathering all such candidates in the set \( V^s_i \):

\[
V^s_i = \{f_s(v_i, v_{r_k}, v_j) : (o_i, r_k, o_j) \in E\}
\]

where \((o_i, r_k, o_j) \in E\) is the edge with the entity \( o_i \) as the starting node and the entity \( o_j \) as the ending node, and the triple \((v_i, v_{r_k}, v_j)\) indicates the input vectors (calculated by the aforementioned embedding layer) respectively of the subject \( o_i \), predicate \( r_k \), and object \( o_j \).

Conversely, when the entity \( o_i \) acts as the object, its candidate vector set is calculated by:

\[
V^o_i = \{f_o(v_j, v_{r_k}, v_i) : (o_j, r_k, o_i) \in E\}
\]
where the implementation of function \( f_o \) is similar to that of function \( f_s \), both of which are completed by a single network to concatenate three input vectors, \((o_j, r_k, o_i) \in E \) represents the edge with the entity \( o_j \) as the starting node and \( o_i \) as the ending node. This is just the opposite of formula (2) in which the entity \( o_i \) appears as the subject. The triple \((v_j, v_r, v_i) \) indicates the input vectors of the subject \( o_j \), predicate \( r_k \), and object \( o_i \), respectively.

Then the candidate vectors \( V_s^i \) and \( V_o^i \) are fed into a symmetric pooling function \( h \) to output the new instance vector \( v'_i \) for the entity \( o_i \):

\[
v'_i = h(V_s^i \cup V_o^i)
\]

where the function \( h \) averages the input set of vectors, feeds the results to MLP shown in Fig. 3, and outputs the new vector \( v'_i \) which is a learned robust instance representation.

![Figure 3. Architecture of the MLP.](image)

As demonstrated in Fig. 3, we implement a Multi-Layer Perceptron (MLP) to convert the set of candidate vectors \( V_s^i \) and \( V_o^i \) into a single vector output vector \( v'_i \) of the dimension \( D_{out} \). We collect all of the candidate vectors for each instance in the graph, process them with the symmetric pooling function \( h \) illustrated in formula (4), and take \( V_s^i \) and \( V_o^i \) as input and performs an average operation. Then the averaged result is utilized to calculate the output vector \( v'_i \in \mathbb{R}^{D_{out}} \) for the entity \( o_i \).

In this way, we obtain the embedding vector for each instance after processing the whole input scene graph with a series of graph convolution layers. The output instance representation will be further reassembled into a semantic layout to indicate the image spatial configuration.

3.1.2. Semantic layout prediction. To generate the final image, we construct a semantic layout as the intermediate representation (a 2D spatial arrangement of instances) to reduce the gap between the graph domain and the image domain.

As shown in Fig. 1 (a), we employ a box predictor, which takes the final instance embedding calculated by GCN as the input, to infer the bounding box \( B_i = (x_0, y_0, x_1, y_1) \), \( B_i \in \mathbb{R}^4 \) for each instance where \( x_0, x_1 \) are the left and right coordinates and \( y_0, y_1 \) indicates the bottom and top coordinates of the bounding box. All coordinates are normalized to be in the range \([0, 1]\).

The mask predictor is responsible for predicting segmentation masks, it consists of a sequence of up-sampling and convolution layers and terminates in a sigmoid nonlinearity. We feed instance embedding into this predictor and apply masking operation so that regions outside the bounding box \( B_i \) are set to 0, if and only if the box contains the corresponding class-label we set its element to 1.
To transform the scene graph representations calculated by the GCN into a two-dimensional spatial semantic layout, we inject the shape mask inferred by the mask predictor for each instance into its corresponding bounding box and perform the mask embedding operation in it. The process of the mask predictor inferring shapes for multiple instances is depicted in Fig. 4.

![Figure 4. Inferring process of the mask predictor.](image)

For each instance, the mask predictor encodes its bounding box tensor $B_i$ into a binary one $B_i \in \{0, 1\}^{w \times h \times l_i}$, where $w \times h$ represents the entity size and $l_i$ indicates the category label. As depicted in Fig. 4, we down-sample the bounding box feature through a down-sampling module composed of a $3 \times 3$ convolution with stride 2, batch normalization, and ReLU activation. The down-sampled feature is then inputted into a bi-directional LSTM and cascaded with the random noise $z$. If and only if the bounding box contains the relevant instance label, the binary tensor is set to 1, and the other regions outside the bounding box are set to 0. After this mask operation, we input the obtained instance mask feature into a residual unit, which is composed of three $3 \times 3$ convolutions (stride 1) and a skip connection. The design of the skip connection enables the mask predictor to possess a deeper encoding ability. Finally, we adopt an up-sampling module containing a $4 \times 4$ deconvolution with stride 2, batch normalization, and ReLU activation to infer the instance mask $m_i$ with a pixel range of $(0,1)$, which can be further used for the related instance generation.

The inferred spatial mask $m_i \in \mathbb{R}^{M \times M}$ should match the location and class information of the box $B_i$. Also, it is supposed to add instance-wise constraints to ensure the alignment between each instance shape and its surrounding context. To this end, we use $B_i$ to project the instance mask $m_i$ in the proper 2D area. Hence, the projected mask region is filled with the related features while the remaining regions are padded with zeros. We repeat this process for all instances and aggregate these boxes and masks into a single semantic layout $L$ for further image generation.

### 3.2. Semantic-guided image generation.

#### 3.2.1. Global-affine generator

The large instance usually occupies a larger pixel area than the small-scaled one, also, the large-sized instance features are more prominent, all of these lead to its dominance in the feature learning process. Moreover, generative models tend to ignore or even omit the generation of small-sized entities. To solve these problems, we leverage the encoder $E$ to encode the input semantic layout $L$ and specifically decompose the generation process to prevent different-level generators from learning a biased generation space.

We employ two generators, a global-affine generator as well as a local-specific generator, to synthesize images from predicted layouts. As shown in Fig. 1 (b), we apply three different pathways and design an encoder $E$ that utilizes the shared-parameter in these pathways to ensure a compact backbone architecture. In these three branches: global-affine generator, weight map predictor, and local-specific
generator, the encoder $E$ shares parameters and plays a role of guidance to acquire the image features corresponding to each category spatially, which are further utilized in separate generation branches. By so doing, the gradients from all branches together contribute to the learning of the encoder, it thus can not only obtain local and global information but also obtain the corresponding relationships between them. Meanwhile, the encoder $E$ is endowed to encode rich feature representations from the predicted layout and learn diverse visual information of different entities. Therefore, the GALS-GAN has the capability of avoiding unfavorable interference of different branches, which makes the global-affine and local-specific generation benefit each other during the optimization process.

The encoded features of the predicted layout $L$ are denoted as $E(L)$ and then input into the global-affine generator $G_{g-a}$, which is implemented with the SPADE architecture \cite{24}, to affine the layout into the corresponding coarse-grained image $I_G$. Concretely, the global target image $I_G$ is synthesized by a feed-forward computation:

$$I_G = G_{g-a}(E(L))$$ (5)

### 3.2.2. Local-specific generator.

The imbalance of training data and the size diversity of instances make it difficult for the global-affine generator to synthesize fine-grained images. To this end, as illustrated in Fig. 1 (b), we propose a novel local-specific generator in which each category branch has independent parameters and focuses on the generation of each specific class.

**Feature filtering module** To avoid the interference from large instance categories, we specifically employ a feature filtering module in our local-specific generator. It separately generates each category and yields richer local details, the architecture of our local-specific generator $G_{l-s}$ is illustrated in Fig. 5. We feed the encoded features $E(L)$ into two deconvolutional layers to increase the spatial size and decrease the channel number by two times in order to obtain the scaled feature map $M' \in \mathbb{R}^{w \times h \times n}$, which is then multiplied by the semantic mask of each category $l_t$. In this way, we obtain a filtered local-specific feature map for each class. The semantic-layout guided feature filtering is represented as:

$$M_t = M' \times l_t (t = 1, 2, \cdots, T)$$ (6)

where the scaled feature map $M'$ is multiplied by the semantic mask of each category (i.e., $l_t$), to get filtered local-specific feature map for each class, $T$ indicates the number of instance categories, and $M_t \in \mathbb{R}^{w \times h \times n}$ ($w$, $h$, and $n$ are the width, height, and the number of channels, respectively) denotes the filtered feature of the $t^{th}$ semantic mask. We feed $M_t$ into convolutional layers to generate fine-grained features $I_{L_t}$ for the $t^{th}$ semantic class.

Finally, we perform convolutional operations on all of the local-specific results for the final image $I_L$ synthesis:

$$I_L = \text{conv}(I_{L_1} \oplus I_{L_2} \oplus \cdots \oplus I_{L_T})$$ (7)

where $\oplus$ denotes the channel-wise concatenation.

**Instance-level feature prediction module.** We observe that the filtered feature map $M_t$ tends to produce similar target images for different classes, especially for the small-sized categories. Besides, most of the existing methods do not sufficiently take the instance-level representations into consideration. To overcome this limitation, as shown in Fig. 5 (b), we propose an instance-level feature
prediction module with the aim of obtaining distinguishable features for different instance categories. We perform the element-wise addition of all filtered feature maps \(\{M_1, M_2, \cdots, M_T\}\) to obtain the packed semantic map \(M_p \in \mathbb{R}^{w \times h \times n \times T}\) where \(T\) denotes the number of instance categories.

Considering that bounding box overlap and instance pixel occlusion may occur when the defined scene structure contains multiple entities and interactions, we perform the maximum pooling operation on the pixel overlap areas and selects the most relevant instance feature vector in our local-specific generator. Further, we carry out the most relevant pixel representation on the overlapping position to make the generated visual features meet the constraints of semantic layout. Taking the \(i\)-th instance as an example, we multiply its instance mask feature vector \(m_i\) with the packed semantic map feature \(M_p\) to calculate a clear and distinguishable semantic feature map \(M'_p\):

\[
M'_p = \max_{1 \leq i \leq T} m_i \otimes M_p
\]

where \(\otimes\) represents the outer product of vectors. After this maximum pooling operation, the most relevant instance pixel is selected for the corresponding feature representation, thereby solving the problem of instance pixel overlap.

The commonly used global average pooling layer \cite{22} tends to wash away important spatial information, as a result, the learned image attributes cannot preserve crucial cues for disentangling diverse visual features. To address the above problem, we input \(M'_p\) into a semantic-guided pooling layer, which can better preserve semantic information, to learn the pooled feature with the dimension of \(T \times n \times 1 \times 1\). Then we apply a fully-connected layer to calculate the classification probabilities \(P_{cls} \in \mathbb{R}^{T \times T}\) for the \(T\) instance classes. Our model predicts a \(1 \times T\) one-hot vector for each category probability. Considering that the input filtered map only contains some specific categories, the attributes related to the void categories should not contribute to the classification loss. Therefore, we specifically adopt the cross-entropy loss \(\mathcal{L}_{\text{cross-entropy}}\) containing an invalid class indicator \(\beta_j\) to learn discriminative
and instance-level features for each input filtered map:

\[
\mathcal{L}_{\text{cross-entropy}} = -\sum_{j=1}^{T} \sum_{t=1}^{T} \beta_j \log(h_{\text{cls}}(M_t))
\]

where the invalid class indicator \( \beta = \{\beta_j\}_{j=1}^{T} \) is a one-hot vector, we set \( \beta_j = 1 \) for the valid category and \( \beta_j = 0 \) for the void category. \( P'_{\text{cls}} \) denotes a set of labels of all the instance classes. With the filtered feature map \( M_t \) as input, the function \( h_{\text{cls}}(\cdot) \) is responsible for computing the classification probability. \( 1(\cdot) \) functions as the indicator that returns 1 if the input semantic map contains the instance category \( (P'_{\text{cls}}(t) = t) \) otherwise returns 0.

3.2.3. Weight map predictor. As shown in Fig. 1 (b), We tackle the image composition task with the layered structure modeling in which we propose a weight map predictor \( G_{\text{weight}} \) to integrate the two generators. Our main idea resembles how a painter outlines the overall global structure and then embellish the local details to populate and perfect the final scene. Thus, GALS-GAN is allowed to handle the instance affine transformations and resolve the occlusion artifacts.

We implement two blocks in \( G_{\text{weight}} \) including a transposed convolution followed by InstanceNorm and ReLU and a convolution followed by InstanceNorm and ReLU. We set the kernel size as \( 1 \times 1 \) with stride 1 for the last layer and other layers are set as \( 3 \times 3 \) with stride 2 for weight map prediction. And we obtain the two-channel weight map \( w_p \) by:

\[
w_p = \text{softmax}(G_{\text{weight}}(E(L)))
\]

where the channel-wise function \( \text{softmax}(\cdot) \) is utilized for normalization, the sum of the weights for the same pixel thus should be equal to 1.

In this way, our model learns the aggregated representations without suffering the combination explosion. The two-channel weight map \( w_p \) is disentangled to obtain the weight maps \( w_G \) and \( w_L \) for the global-affine and local-specific branches, respectively. We then fuse the samples generated from two generators and the weight maps by element-wise multiplication to infer the final high-quality image \( I \):

\[
I = I_G \otimes w_G + I_L \otimes w_L
\]

where \( \otimes \) denotes an element-wise multiplication operation, \( I_G \) and \( I_L \) represents the global-affine generation and local-specific generation. By so doing, our global-affine generator \( G_{g-a} \) and local-specific generator \( G_{l-s} \) are enabled to directly take advantage of these two semantic-level weight maps and make the different-level generators contribute to each other during training optimization.

3.2.4. Multi-scale discriminators. We design a pair of discriminators \( D_{\text{img}} \) and \( D_{\text{inst}} \), as depicted in Fig. 6, to ensure plausible images. With the generated sample \( I \) as input, the image-level discriminator \( D_{\text{img}} \) adopts two convolutional blocks each with stride 2 to decrease spatial dimension and extract global features \( f_{\text{global}} \). In this case, \( D_{\text{img}} \) is trained to classify the image as real or fake by maximizing the following unconditional loss \( \mathcal{L}_{\text{uncon}} \):

\[
\mathcal{L}_{\text{uncon}} = \mathbb{E}_{I_{gt} \sim p_{\text{data}}} \left[ \log D(I_{gt}) \right] + \mathbb{E}_{I \sim p_G} \left[ \log(1 - D(I)) \right]
\]

where \( I_{gt} \) is the ground truth image, \( p_{\text{data}} \) represents the real image distribution. \( p_G \) defines the distribution of the generated sample \( I \).

Given the generated image \( I \) and the predicted semantic layout \( L \) which contains the bounding boxes \( B_{1:T} \) and the instance shapes \( m_{1:T} \), as shown in Fig. 6, our
instance-level discriminator $D_{inst}$ concatenates them in the channel dimension, then feed into image encoder to obtain the encoded features. To estimate the accuracy of inferred bounding boxes, in which the number of predicted boxes is set to be the number of entities in an image, we employ the pre-trained Faster R-CNN [27] with the ROI-align layer to extract the local-specific feature vector $f_i$:

$$\{f_i\}_{i=1}^T = FasterRCNN(I, m_{1:T}, B_{1:T})$$ (13)

where the instance feature vector $f_i$ is processed by a convolutional layer.

To determine whether the generated result is consistent with the ground truth, the instance-level discriminator $D_{inst}$ classifies its input as real or fake by maximizing the conditional compound loss $L_{con}$:

$$L_{con} = \lambda_1 L_{img}^1 + \lambda_2 L_{feature}^1 = ||I_{gt} - I||_1 + \sum_{t=1}^T ||v'_i - f_i||_1$$ (14)

where $\lambda_1$ and $\lambda_2$ denote weighting factors, $L_{img}^1$ penalizes the $L_1$ differences between the ground truth $I_{gt}$ and the synthesized image $I$. Similarly, $L_{feature}^1$ also utilizes the $L_1$ penalty to ensure that the feature $f_i$ re-extracted from the generated image conforms to the instance embedding $v'_i$ calculated by GCN.

3.3. Objective function. Combining the aforementioned cross-entropy, conditional, and unconditional losses, we define the final objective function as follows:

$$L = L_{cross-entropy} + \lambda_1 L_{img}^1 + \lambda_2 L_{feature}^1 + \lambda_3 L_{uncon}$$ (15)

where $\lambda_i$ are the hyper-parameters that balance different loss terms. In our implementation, the generators and multi-scale discriminators are trained adversarially to optimize the complete objective.

4. Experiments.

4.1. Experiment settings. We utilize Ubuntu 16.04.7 LTS operating system and PyTorch 1.0.1 framework, implement our model on a single Tesla P100 with 16GB video memory, to synthesize the final 64 x 64 and 128 x 128 images. GALS-GAN is trained in an end-to-end manner using Adam optimizer [13] with the recommended parameters $\beta_1 = 0.5$ and $\beta_2 = 0.999$. Considering that diverse learning rates are beneficial for stabilizing the architecture, we set the learning rate to $1e^{-4}$ for all components except the mask predictor, where we adopt a smaller learning rate of $1e^{-5}$. Besides, we use the batch size of 32 for 200 epochs, the hyper-parameters in the objective function are set to $\lambda_1 = \lambda_3 = 1$ and $\lambda_2 = 10$. 
Datasets. We evaluate our GALS-GAN qualitatively and quantitatively on two datasets, COCO-Stuff [1] and Visual Genome [15], which contain diverse entities and interactive relationships. The details of the datasets are shown in Table 1. COCO-Stuff is derived from the COCO dataset [16] and has pixel-level instance annotations. Following [10], the instances covering less than 2% of the whole image are ignored, we only make use of the images with 3 to 8 target instances.

Each image in the Visual Genome dataset is divided into several regions, in which the objects and relationships are extracted to form sub-graphs and then construct the complete scene graph. We also remove images that contain small-sized and infrequent objects and split the dataset into train, validation, and test sets at a ratio of 8:1:1. Thus, as shown in Table 1, we have left 62565 train, 5506 validation, and 5088 test images, and all the images contain a total of 178 instance types.

Table 1. Statistics of COCO-Stuff and Visual Genome datasets.

| datasets          | train | val  | test | categories | max | min |
|-------------------|-------|------|------|------------|-----|-----|
| COCO-Stuff        | 74121 | 1024 | 2048 | 171        | 8   | 3   |
| Visual Genome     | 62565 | 5506 | 5088 | 178        | 30  | 3   |

Evaluation metrics. To access the generated image quality and diversity, we adopt two commonly used metrics: Inception Score (IS, higher is better) and Fréchet Inception Distance (FID, lower is better), which are calculated by the pre-trained Inception network [33]. Moreover, we utilize the recently proposed Classification Accuracy Score (CAS) [26] to encourage the generation of recognizable instances. For this, we train a classifier on the generated images and validate it on the original test set. It will indicate that the trained data conforms to the real distribution if the classifier achieves high accuracy. To assess how well the inferred layouts match the ground truth, we employ R@τ, the recall with an IoU (Intersection-over-Union) threshold τ, to evaluate the quality of predicted bounding boxes. R@0.3 and R@0.5 (the thresholds are set to 0.3 and 0.5) are specifically reported in our experiment.

4.2. Qualitative results. The samples generated by our different-level generators are shown in Fig. 7. The results of stage I and stage II are synthesized by the global-affine generator and local-specific generator, respectively. The former simply converts the inferred semantic layouts into coarse-grained images, it fails to synthesize fine-grained attributes. By contrast, the local-specific generator especially employs a feature filtering mechanism in stage II to learn discriminative features for each category, so the produced samples have vivid details and fewer visual artifacts.

As demonstrated in Fig. 8, GALS-GAN generates recognizable and semantically meaningful images on the complex COCO-Stuff dataset. It learns instance-level information from the predicted semantic layouts and is capable of generating diverse scenes that contain multiple categories and instance interactions. Also, we conducted experiments on Visual Genome to prove the generalization performance of our model, the synthesized samples are shown in Fig. 9. All these qualitative examples maintain the semantic consistency with the given scene graphs.

We compare our model with three state-of-the-art methods (sg2im [10], stacking-GANs [36], and PasteGAN [19]) that allow scene-graph-to-image generation. Fig. 10 illustrates qualitative comparisons between these different methods. The sg2im infers reasonable layouts from the input scene graphs but fails to accurately render
the object attributes. Stacking-GANs has further improved image quality, but its generated instances still lack detailed features, especially the tiny ones. For example, compared with the sea and the sand, the pixels occupied by the two people (the third image of Fig. 10 (d)) are much smaller. This model omits these small-sized individuals when synthesizing the whole images, resulting in a lack of relevant object appearances. Hence, the images generated by stacking-GANs only maintain the image-level rather than the instance-level consistency with the input scene graphs. The PasteGAN constructs an external memory tank, which serves as the source materials, to provide the most compatible object crops for image generation. Yet, it is time-consuming and labor-intensive to build the tank. We also note that this method is semi-parametric and requires the selected ground truth crops, however, the selection operation is hard perform in other real-world datasets.

By contrast, there is no need to provide the additional crops in our method, our proposed feature filter module overcomes the dataset bias and object category imbalance. Therefore, GALS-GAN is able to focus on diverse instance types, even the small-sized or infrequent object classes. As shown in Fig. 10 (f), our approach successfully capture high-fidelity relationships and synthesize multiple recognizable instances.

As depicted in Fig. 11, we also achieved the novel task of image manipulation. Our model generates the corresponding image from the input (see Fig. 11 (a)). We define several modification modes and edit the original scene graph. By adding the object nodes, Fig. 11 (b) illustrates that GALS-GAN synthesizes semantically consistent instances in the target image and also keep the existing objects unchanged. This is mainly due to the instance-level feature prediction module learns the identifiable representations of the newly added objects, and the global-affine generator avoids the interference of random pixels. We also perform the removal operation by deleting the node and its related relational edges from the input scene graph, our model occludes and removes the corresponding regions in the source image.
In addition, we perform object replacement by assigning the source node to other category. As shown in Fig. 11 (e), we use the building to replace the sky. Instead of deleting the replaced node, we set its instance embedding vector to 0 since it does not describe the new instance. The primary challenge of this operation is that the replacement should be performed in the correct position, for this, we provide the original location to the new entity to make it compatible with the target image.

In Fig. 12, we display more examples of image manipulation, we show visual samples in two different settings: removal operation and instance replacement.
Compared with the former, the replacement operation is relatively difficult. Nevertheless, we still generate reasonable images which lays the foundation for our further image editing research.

4.3. **Quantitative results.** We calculate the IS and FID scores of our synthesized images and compare them with state-of-the-art methods. The quantitative comparisons on COCO-Stuff and Visual Genome are shown in Table 2 and 3, respectively. Since the PasteGAN does not generate the $128 \times 128$ images, we omit the corresponding scores. This model achieves the highest IS and lowest FID when
it directly applies the ground truth layouts for the $64 \times 64$ image synthesis. However, our results achieve the highest visual quality when all methods employ the calculated semantic layouts for the generation task.

As shown in Table 4, GALS-GAN outperforms the PasteGAN and achieves the highest classification accuracy on both datasets, indicating that our approach is capable of synthesizing discriminative images. We also utilize the entity recall R@τ to measure how the input scene structure was preserved in synthesized images. Table 5 demonstrates that GALS-GAN has the best performance, our predicted bounding boxes more accurately match the entity locations than these compared methods and the inferred semantic layouts more precisely agree with the ground
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Figure 12. Example results of different image manipulation types.

Table 2. Quantitative comparison of images generated by different methods on the COCO-Stuff dataset.

| Methods                        | IS ↑                     | FID ↓                  |
|--------------------------------|--------------------------|------------------------|
|                                | 64 × 64                  | 128 × 128              |
|                                | 64 × 64                  | 128 × 128              |
| sg2im [10]                     | 6.7±0.1                  | 5.99±0.27              | 67.99  | 95.18   |
| stacking-GANs [36]             | 9.1±0.20                 | 12.01±0.40             | 50.94  | 39.78   |
| PasteGAN [19]                  | 9.2±0.32                 | -                      | 42.30  | -       |
| PasteGAN (GT layout) [19]      | 10.20±0.20               | -                      | 34.30  | -       |
| ours                           | 9.85±0.15                | 13.82±0.30             | 38.29  | 29.62   |

Table 3. Quantitative comparison of images generated by different methods on Visual Genome dataset.

| Methods                        | IS ↑                     | FID ↓                  |
|--------------------------------|--------------------------|------------------------|
|                                | 64 × 64                  | 128 × 128              |
|                                | 64 × 64                  | 128 × 128              |
| sg2im [10]                     | 5.5±0.10                 | 4.78±0.15              | 73.79  | 70.40   |
| stacking-GANs [36]             | 6.90±0.20                | 9.24±0.41              | 59.53  | 50.19   |
| PasteGAN [19]                  | 7.97±0.30                | -                      | 58.37  | -       |
| PasteGAN (GT layout) [19]      | 9.15±0.20                | -                      | 34.91  | -       |
| ours                           | 8.87±0.15                | 11.20±0.55             | 39.25  | 29.94   |

We remark that the scores of R@0.3 and R@0.5 on Visual Genome are lower than those of COCO-Stuff. This is mainly because each image in Visual Genome contains a larger average number of objects, which increases the difficulty of generating high-quality layouts.

4.4. Ablation study. We perform the ablation comparison to prove the necessity of our global-affine generator. Fig. 13 shows that the ablated version fails to convert the inferred semantic layouts into the corresponding images without using the global-affine generator (w/o $G_{g-a}$). The generated samples expose problems such as disordered locations and unreasonable layouts. In contrast, our full model successfully synthesizes reasonable layouts (see Fig. 13 (d)), the generated images (Fig. 13 (c)) are rendered with realistic attributes in the correct positions.
Table 4. Comparison of classification accuracy.

| Methods          | Classification Accuracy Score |
|------------------|------------------------------|
|                  | COCO-Stuff       | Visual Genome       |
|                  | 64 × 64          | 128 × 128           |
|                  | 64 × 64          | 128 × 128           |
| sg2im [10]       | 28.8            | 24.1                |
| stacking-GANs [36] | 33.9          | 31.2                |
| PasteGAN [19]    | 40.3            | -                   |
| ours             | 46.1            | 44.6                |
|                  | 45.4            | 43.5                |

Table 5. Quantitative comparison of predicted semantic layouts.

| Methods          | R@0.3 COCO-Stuff | Visual Genome |
|------------------|------------------|---------------|
|                  |                  | R@0.5 COCO-Stuff | Visual Genome |
| sg2im [10]       | 52.4             | 21.9          |
|                  | 32.2             | 10.6          |
| stacking-GANs [36] | 65.3          | 35.0          |
|                  | 49.1             | 23.2          |
| PasteGAN [19]    | 71.2             | 45.2          |
|                  | 62.4             | 33.8          |
| ours             | 80.7             | 48.4          |
|                  | 66.2             | 36.5          |

Fig. 13. Ablation study of the global-affine generator.

Fig. 14 illustrates the ablation study of the local-specific generator. After removing the local-specific generator \( G_{l-s} \) from our full model, the lack of the instance-level feature prediction module makes it difficult for the ablated model (w/o \( G_{l-s} \)) to obtain distinguishable visual features of different instance categories and cannot produce reasonable semantic maps, leading to a combination collapse when the weight map predictor integrates the weight feature maps of two-generation branches. As a result, the ablated version (w/o \( G_{l-s} \)) fails to output weight maps. In contrast, our full model has both the global-affine generator and the local-specific generator, which can directly leverage two semantic-level weight maps and complement each
Figure 14. Ablation study of the local-specific generator.

other during the optimization process. Therefore, the weight maps (Fig. 14(c)) inferred by the complete GAL-S-GAN present clear and reasonable instance shapes, the predicted layouts (Fig. 14(e)) also contain fine-grained information, and the generated images (Fig. 14(d)) contain high-quality visual features that are more vivid than the ablation model.

Table 6. Ablation study of GALS-GAN different architectures.

| Architectures   | IS ↑   | FID ↓   |
|-----------------|--------|---------|
| w/o \( G_{g-a} \) | 7.52±0.40 | 78.94   |
| w/o \( G_{l-s} \) | 11.30±0.12 | 46.83   |
| full model      | 13.82±0.30 | **29.62** |

We further validate the necessity of our all generators by comparing the image quality of GAL-S-GAN and two ablated architectures (w/o \( G_{g-a} \) and w/o \( G_{l-s} \)). As shown in Table 6, we can easily conclude that lacking any of the generators will definitely cause image quality degradation. Yet, the absence of the \( G_{g-a} \) causes unreasonable global layouts, thus it is difficult to convert these layouts into recognizable images. As a result, the image quality and model performance are worse than that of the local-specific generator.

5. Conclusion. In this paper, we have proposed a novel GAN-based architecture named GAL-S-GAN for scene-graph-to-image synthesis. We employ the graph convolutional network to predict the corresponding semantic layouts that adhere to the input scene graphs, a feature filter module to highlight the discriminative features
of small-sized instances, and also a weight map predictor to fuse the information of the global and local pathways for producing realistic-looking images. Experimental results on two real-world datasets demonstrate that GALS-GAN outperforms three advanced methods on both qualitative and quantitative evaluations. Our approach specifically learns the semantic layouts and models the instance-level features. However, the final results still heavily depend on the accuracy of inferred semantic maps. Our future work will focus on designing a more powerful architecture that is capable of reconfiguring scene layouts and controlling object-level styles for multi-modal image generation.
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