Abstract: Target detection in remote sensing imagery, mapping of sparsely distributed materials, has vital applications in defense security and surveillance, mineral exploration, agriculture, environmental monitoring, etc. The detection probability and the quality of retrievals are functions of various parameters of the sensor, platform, target-background dynamics, targets’ spectral contrast, and atmospheric influence. Generally, target detection in remote sensing imagery has been approached using various statistical detection algorithms with an assumption of linearity in the image formation process. Knowledge on the image acquisition geometry, and spectral features and their stability across different imaging platforms is vital for designing a spectral target detection system. We carried out an integrated target detection experiment for the detection of various artificial target materials. As part of this work, we acquired a benchmark multi-platform hyperspectral and multispectral remote sensing dataset named as ‘Gudalur Spectral Target Detection (GST-D)’ dataset. Positioning artificial targets on different surface backgrounds, we acquired remote sensing data by terrestrial, airborne, and space-borne sensors on 20th March 2018. Various statistical and subspace detection algorithms were applied on the benchmark dataset for the detection of targets, considering the different sources of reference target spectra, background, and the spectral continuity across the platforms. We validated the detection results using the receiver operation curve (ROC) for different cases of detection algorithms and imaging platforms. Results indicate, for some combinations of algorithms and imaging platforms, consistent detection of specific material targets with a detection rate of about 80% at a false alarm rate between $10^{-2}$ to $10^{-3}$. Target detection in satellite imagery using reference target spectra from airborne hyperspectral imagery match closely with the satellite imagery derived reference spectra. The ground-based in-situ reference spectra offer a quantifiable detection in airborne or satellite imagery. However, ground-based hyperspectral imagery has also provided an equivalent target detection in the airborne and satellite imagery paving the way for rapid acquisition of reference target spectra. The benchmark dataset generated in this work is a valuable resource for addressing intriguing questions in target detection using hyperspectral imagery from a realistic landscape perspective.
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1. Introduction

Technological advancements in remote sensing systems have led to the availability of compact and high-resolution imaging sensors deployable on the ground, airborne, and space-borne platforms. As a result that spectral reflective signatures of different materials are distinct in the optical range of the
emission (EM), remote sensing data have been used for land surface characterization from local to a global level. Building upon the broader application domain of hyperspectral remote sensing, various organizations have developed spectral libraries of reference spectral signatures for thousands of natural and human-made materials [1–3]. Target detection is one of the general approaches of remote sensing, which has a broader application perspective. Detecting targets—specific material objects (natural or engineered) of interest, with a sparse spatial distribution in remote sensing imagery has been an active area of research. Various mapping and surveillance requirements in defense, mineralogy, and precision agriculture can be addressed quickly from a target detection perspective in remote sensing imagery. In principle, target pixels are sparse (about 10 pixels in a million), thus making their detection challenging. Target detection is influenced by choice of the detection algorithm, sensor, target–background dynamics, and atmospheric perturbation [4–6]. From a target detection perspective, high-resolution multispectral imagery has been used for identifying common land use objects such as buildings, roads, vehicles, and ships [7,8]. Hyperspectral imagery offers appropriate baseline spectral data with finer spectral bandwidth required for typical target detection problems.

There are some attempts on using hyperspectral data for target detection for military infrastructure [9], surveillance [10], and mineral mapping [11–13]. However, a comprehensive evaluation of the target detection in remote sensing data, particularly from the perspective of the vertical continuum of target spectral footprints in remote sensing imagery acquired from multiple platforms (ground, airborne, and space-borne) has not been explored. In addition, most of the reported works have approached the target detection problem from the general classification theory wherein a target object is one among the other multiple land use categories mapped. In addition to using a single source of remote sensing imagery, the land cover category considered as “target” to be detected has abundant spatial distribution and extent, which in theory does not qualify it to be called a target. One of the major impediments in this direction has been the lack of benchmark datasets in the public domain. Most of the recent works on target detection have used the Cooke City, USA, made available by Rochester Institute of Technology (RIT), NY, USA [14] for the evaluation of existing and in-development target detection algorithms. Especially, reference remote sensing imagery on multi-platform based target detection has not been reported so far. Further, most of the experimental data on target detection available for the research community is from a single platform, either airborne or space-borne. A multi-platform target detection experimental data that encompass remote sensing data from different sensors will enhance our understanding of the potential of target detection per se and the dynamics involved in a composite framework.

We have carried out a comprehensive experiment for the acquisition of multispectral (only from a space-borne platform), and hyperspectral imagery from ground, airborne, and space-borne platforms on several engineered/artificial target materials in a complex urban neighborhood. The objective of this research is to explore the target detection problem from various platforms of imaging and detection of targets in optical remote sensing data. The key research questions of this research are: How does the detection performance vary as a function of the imaging platform? What is the impact of local background–target interaction on detection rate? Is the detection rate reproducible for two identical targets? Multi-platform remote sensing datasets were experimentally evaluated for target detections under various scenarios, and the results were validated, computing various statistical measures, and the graphical receiver operating curves (ROC), since it is one of the most robust target detection metrics and is used ubiquitously [4,15,16].

2. Materials and Methods

2.1. Experimental Design

The conceptual design of the experimental setup is shown in Figure 1.
Figure 1. Conceptual design of the experimental set up used for the acquisition of multi-platform remote sensing data.

The experimental set up consisted of positioning five targets of different artificial thin-sheet materials of different colors (base material: nylon and cotton), each of the size 10 m × 10 m (Figure 2). For ease of referencing throughout the paper, we designate a distinct name for each target used in this study in Table 1. The third letter in the name of a target indicates the color of the target (G: green, R: red, W: white, Y: yellow, B: black).

Figure 2. (a) True color composite of the AVIRIS-NG hyperspectral imagery with the locations of the artificial targets earmarked; (b) location of targets—N3Y and N4B; (c) location of targets—C1W, N1G, and N2R; (d) ground truth map, and (e–f) enlarged view of the ground truth map for different targets. Field photographs (g–k) showing the artificial targets placed in the study area for imagery acquisition.
Table 1. Target materials and naming convention used in the paper.

| Target Material      | Target Name |
|----------------------|-------------|
| Green nylon sheet    | N1G         |
| Red nylon sheet      | N2R         |
| White cotton sheet   | C1W         |
| Yellow nylon sheet   | N3Y         |
| Black nylon sheet    | N4B         |

Out of the five different target materials, we positioned three on natural grass and vegetation features as the background, and two on reflective soil background. To introduce a moderate degree of background resemblance to natural camouflage in the visible spectral range of the electromagnetic spectrum, we positioned two targets (N1G and N3Y) on the grass and soil background. To assess the target detection of materials with broadly similar spectral reflectance characteristics, we chose multiple targets with a single base material but in different colors. Ensuring an overlapping areal extent of the imagery from both the airborne and space-borne platforms, we extracted a subset of the data acquired. The datasets maintain SNR ratio close to one in a million for different scene elements under the different spatial-spectral variabilities of materials in the scene. A true color composite of the airborne hyperspectral imagery marked with footprints of the targets and the corresponding ground truth imagery are shown in Figure 2.

2.2. Data Pre-Processing

2.2.1. Reference Spectral Data Sources and Pre-Processing

On 20th March 2018, we acquired multi-platform remote sensing data: ground-based terrestrial hyperspectral imager (THI), airborne hyperspectral imager (AVIRIS-NG) [17], and the space-borne multispectral sensor (Sentinel-2). The THI is a push-broom hyperspectral imager (Headwall Photonics Inc., USA) mounted on a movable tripod-kind of the platform. The THI acquires hyperspectral imagery in the VNIR region (40–1000 nm) at about 1 nm spectral resolution. In the present setup, a nominal spatial resolution of 1 cm further approximated to 20 cm across the targeted area was acquired in a nadir to oblique view. The AVIRIS-NG hyperspectral sensor was operated to acquire imagery with 4 m spatial resolution and 5 nm spectral resolution in the 400–2500 nm spectral range. The airborne hyperspectral data acquisition was part of the NASA and ISRO research collaboration for the HYPSIRI hyperspectral satellite [18]. The satellite imagery was acquired about one hour before the acquisition of airborne hyperspectral imagery. Apart from the spectral imagery, we collected point-based in-situ hyperspectral reflectance measurements using a field spectroradiometer (Spectra Vista Corporation, HR-1024i, USA) on the target materials as per the standard procedures [19]. The in-situ measurements are considered pure spectral signatures of the target materials, free of atmosphere, and target–surface–neighborhood interactions. Plots of in-situ reference spectral signatures of the target materials are shown in Figure 3. There are two sources of ground-based target reference spectra, ground-based hyperspectral imagery (THI) (reference in-situ pixels), and the point-based in-situ spectral reflectance from spectroradiometer. Since the THI collects hyperspectral imagery at a finer spatial resolution, we generated the reference target spectra by sampling target pixels corresponding to different places on the target materials. As the THI imager is sensitive to sensor noise beyond 900 nm, we used the THI data acquired in the spectral range 400 nm to 900 nm. After the initial pre-processing, which included the calibration using the concurrent measurements acquired on white reference panels, all the spectral data were convolved and resampled using the sensor response function (SRF) of the respective sensor for analysis across the datasets.
16-pixel region of interest (ROI) and a 4-pixel ROI for space-borne imagery on similar basis as suggested in [15]. It must be noted that, due to different sensor resolutions (4 m and 10 m for airborne and space-borne sensor respectively) and imaging geometry, target ROI for airborne imagery contains both full pixel as well as sub-pixel targets, while, target ROI for space-borne imagery contains predominantly sub-pixel targets. Since part of our aim was to evaluate the target detection possibility from multiple platforms, the input signal sources for the detector algorithms were collected from various sensors, as shown in Figure 4. We visualize three different scenarios: (i) the use of ground-based target spectra for detection from airborne and space-borne imagery, (ii) the use of ground-based hyperspectral imager target spectra for detection from airborne and space-borne imagery, and (iii) the use of airborne hyperspectral imager target spectra for detection from space-borne imagery, and (iii) the use of airborne based target spectra for detection from space-borne imagery.

2.2.2. Pre-Processing of Airborne and Spaceborne Imagery

The airborne AVIRIS-NG hyperspectral imagery was corrected for atmospheric distortions using the radiative transfer based Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) model [20] and removed the noisy and uncalibrated spectral bands between 1348–1443 nm, 1804–1954 nm, 2485–2500 nm thus resulting in effective imagery with 370 spectral bands. The Sentinel-2 satellite acquires multispectral imagery at different spatial resolutions, 10 m, 20 m, and 60 m. We used the imagery acquired at 10 m and 20 m resolution corresponding to blue (490 nm), green (560 nm), red (665 nm), NIR(842 nm), and vegetation red edge (705 nm, 740 nm, 783 nm, 865 nm), SWIR(1610 nm, 2190 nm) bands of the sentinel-2 product respectively centered at the given wavelengths. Generating a vertically conforming surface reflectance data, we corrected the Sentinel-2 imagery for atmospheric distortions using the same model and sensor-surface hyper-parameters used for airborne imagery. The imagery acquired at 20 m spatial resolution was resampled to 10 m resolution to conform to other imagery datasets.

2.3. Experimental Implementation of Target Detection

An outline of the methodological process flow adopted for the study is shown in Figure 4. The ground position of the targets was recorded using a GPS device. Since the targets used in the experiments were considerably large, we designated the target footprint for the airborne imagery as a 16-pixel region of interest (ROI) and a 4-pixel ROI for space-borne imagery on similar basis as suggested in [15]. It must be noted that, due to different sensor resolutions (4 m and 10 m for airborne and space-borne sensor respectively) and imaging geometry, target ROI for airborne imagery contains both full pixel as well as sub-pixel targets, while, target ROI for space-borne imagery contains predominantly sub-pixel targets. Since part of our aim was to evaluate the target detection possibility from multiple platforms, the input signal sources for the detector algorithms were collected from various sensors, as shown in Figure 4. We visualize three different scenarios: (i) the use of ground-based target spectra for detection from airborne and space-borne imagery, (ii) the use of ground-based hyperspectral imager target spectra for detection from airborne and space-borne imagery, and (iii) the use of airborne hyperspectral imager target spectra for detection from airborne and space-borne imagery.
based target spectra for detection from space-borne imagery which can represent the essence of target
detection problem from multiple civil and defense application perspectives.

Target Detection Algorithms

Apart from the target’s optical-spectral features and environmental settings, the target detection
problem has two other primary perspectives—appropriate spectral imagery and detection algorithms.
Given the applicable nature of spectral imagery, target recognition and identification are substantially
controlled by the nature of algorithms used for target detection. While the development of advanced
target detection algorithms is not within the purview of this study, it would be valuable to analyze the
variations of target detections as a function of the detection algorithm. We, therefore, studied the target
detection in the datasets with popular detection algorithms available in the literature, evaluating the
quality and sensitivity of the target detections based on the algorithms used.

We considered six different detection algorithms: spectral angle mapper (SAM), matched filter
(MF), adaptive cosine estimator (ACE), constrained energy minimization (CEM), orthogonal subspace
projection (OSP), and transformed constrained interference minimization filter (TCIMF) for evaluating
the target detections on the experimental dataset. The SAM, MF, ACE, and CEM are spectral detectors
and hence do not require any prior knowledge of the background. However, OSP and TCIMF
require prior scene background characterization. Typically, this is approached heuristically estimating
the number of distinct background materials or endmembers. The number of distinct background
materials represents the complexity of the scene and hence is a scene dependent parameter. We used
the SMACC algorithm [21] for the background endmembers estimation. The detection performance
of the OSP and TCIMF was evaluated for three different numbers (5, 10, and 15 endmembers) of
background endmembers. We present a summary of the mathematical aspects of target detection and
the formulation of different target detection algorithms used in this study.

2.4. Quantitative Description of Target Detection Algorithms

The taxonomy of detection algorithms depends on various factors such as target-pixel occupancy
(full pixel vs. sub-pixel target), considerations for spectral variability (either for target or background),
and modeling the combination of pixel and sub-pixel targets [22]. Given an image $X_{(m,n)}$ having $k$
spectral channels and \( m \times n \) pixels such that each pixel \( x_i = [x_{i1}, x_{i2}, x_{i3}, x_{i4}, \ldots x_{ik}]^T \in X_{k,mn} \), target detection is formulated as a hypothesis testing problem. Mathematically, target detection can be expressed as a binary hypothesis testing problem:

\[
H_0(\text{Null Hypothesis}) x_i : \text{noise (Target absent)},
H_1(\text{Alternate Hypothesis}) x_i : \text{Target}.
\]

Assuming a multivariate normal distribution for target and background, the target detection is represented as a hypothesis testing:

\[
H_0 : x = n \\
H_1 : x = s + n
\]

where \( s \) is the known target spectrum and \( n \) is the noise or background with mean vector ‘\( m ‘ \) and covariance matrix \( C \) such that \( n \sim N(m, C) \). Since the target and background are assumed to follow a multivariate normal distribution, the probability density function \( p(x, \theta) \) for a \( k \)-dimensional Gaussian vector \( x \) is given by:

\[
p(x, \theta) = \frac{1}{(2\pi)^{k/2}|C|^{1/2}} \exp\left\{-\frac{1}{2} [x - m]^T C^{-1} [x - m]\right\}.
\]

At a given false alarm rate (Neyman–Pearson criterion), the probability of detection is maximized by using a likelihood ratio (LR) type of detectors [23] expressed as:

\[
l(x) = \frac{p(x|H_1)}{p(x|H_0)} \geq \eta
\]

where \( \eta \) is the threshold. If \( l(x) \) is greater than \( \eta \), then alternate hypothesis (target-present) is declared true. Equation (1) describes the basic statistical model in case of a full pixel under the ideal assumption of the same covariance estimate for both target and background. However, at times target pixel gets mixed up due to the targets being spatially unresolved. In such cases the appropriate statistical model (also known as replacement model) is:

\[
H_0 : x = n \\
H_1 : x = \alpha s + \beta n
\]

where \( x \sim N(0, C) \) under \( H_0 \) and \( x \sim N(\alpha s, \beta^2 C) \); \( \alpha \) refers to the fraction fill of the target or abundances if \( s \) represents a matrix containing endmembers.

Our experimental study involved both kinds of the detection problem, full pixel and sub-pixel targets. Several full and sub-pixel target detection algorithms such as spectral angle mapper (SAM) [24], matched filter (MF) [25], constrained energy minimization (CEM) [26], adaptive cosine estimator (ACE) [27], orthogonal subspace projection (OSP) [28], and target constrained interference minimization filter (TCIMF) [29] were implemented for the detection of targets in this experiment.

Spectral Angle Mapper (SAM):
Modifying the signal model given by Equation (1), we have the hypothesis testing:

\[
H_0 : x = n \\
H_1 : x = \alpha s + n
\]
where $\alpha$ represents the strength of the target signal in the acquired imagery, $n \sim N(0, \sigma^2)$ with $\sigma^2$ being variance. We estimated $\alpha$ using the maximum likelihood estimate (MLE) under the modified signal model as:

$$\frac{\partial p(x|H_1)}{\partial \alpha} = \frac{\partial}{\partial \alpha} \left\{ \exp \left( -\frac{1}{2} (x - \alpha s)^T (x - \alpha s) \right) \right\}.$$  \hfill (6)

Solving Equation (5), we obtained the MLE estimate of $\alpha$ as follows:

$$\hat{\alpha} = \frac{s^T x}{s^T s}.$$  \hfill (7)

It is usual to estimate the variance ($\sigma^2$) from the image pixel, i.e., pixel under test given by $\hat{\sigma}^2 = x^T x$. Substituting the estimated parameters in Equation (3) and taking the log-likelihood of the distribution functions, the test statistic is given by:

$$r(x) = \ln \left( \frac{p(x|H_1)}{p(x|H_0)} \right) = \frac{(s^T x)^2}{(s^T s)(x^T x)}.$$  \hfill (8)

We reframed the Equation (5) to represent the test statistic known as spectral angle mapper (SAM) as:

$$r_{SAM}(x) = \cos^{-1} \left[ \frac{s^T x}{\sqrt{(s^T s)(x^T x)}} \right].$$  \hfill (9)

SAM is one of the widely used algorithms in hyperspectral remote sensing for solving spectral classification and matching problems and works on the assumption of a zero-mean and white background. Geometrically, SAM measures the similarity between two $n$-dimensional vectors based on the cosine of the angle between two vectors.

Matched Filter (MF):

The assumption of a zero-mean and white background is unrealistic for target detection in a world scenario. Allowing a moderate degree of flexibility in this aspect, the MF allows background representation with a normal distribution with finite mean and covariance. The signal model then becomes:

$$H_0 : x = n$$

$$H_1 : x = \alpha s + n$$  \hfill (10)

where $n \sim N(m, C)$, and $\alpha$ are the unknown parameters. For the given model, we have:

$$p(x|H_0) = \frac{1}{(2\pi)^{k/2}|\hat{C}|^{1/2}} \exp \left\{ -\frac{1}{2} [x - \hat{m}]^T \hat{C}^{-1} [x - \hat{m}] \right\}.$$  \hfill (11)

$$p(x|H_1) = \frac{1}{(2\pi)^{k/2}|\hat{C}|^{1/2}} \exp \left\{ -\frac{1}{2} [x - \hat{\alpha} s - \hat{m}]^T \hat{C}^{-1} [x - \hat{\alpha} s - \hat{m}] \right\}.$$  \hfill (12)

Applying the MLE estimation technique similar to Equation (6) we get:

$$\hat{\alpha} = \frac{s^T \hat{C}^{-1} (x - \hat{m})}{s^T \hat{C}^{-1} s}, \quad \hat{m} = \frac{1}{N} \sum_{i=1}^{N} x_i, \quad \hat{C} = \frac{1}{N} \sum_{i=1}^{N} [x_i - \hat{m}] [x_i - \hat{m}]^T.$$  \hfill (13)

Since the detector assumes an additive model, for $\alpha = 1$ under the null hypothesis, we have $x = s + m$, which is incorrect. In addition, $\alpha$, by definition, is not constrained to be positive and may
cause negative test statistics (Eismann et al., 2009). Correcting for these two problems and using the estimates from Equation (13), we can express MF score \( r \) as:

\[
r_{MF}(x) = \frac{(s - \hat{m})^T \hat{C}^{-1} (x - \hat{m})}{\sqrt{(s - \hat{m})^T \hat{C}^{-1} (s - \hat{m})}}. 
\]  

(14)

Adaptive Cosine Estimator (ACE):
Modifying the Equation (4) to include a scale factor \( \beta \) yields the following replacement model:

\[
H_0 : x = \beta n \quad H_1 : x = x = \alpha s + \beta n
\]

(15)

where \( n \sim N(0, C) \) and \( \alpha, \beta \) are the unknown parameters. The above model is similar to Kelly’s detector (Kelly, 1986), except for the introduction of an unknown parameter \( \beta \) in the null hypothesis. The ACE detector was derived based on the assumption of different covariance estimates \( (\hat{C}_0, \hat{C}_1) \) under the null and alternate hypotheses. It is assumed that the data under the null hypothesis correspond to training data for noise/background estimation and pixel under test (under the alternative hypothesis) is the testing data. Maximizing the joint probability density function of the training and test data yields the following estimates:

\[
\hat{x} = \frac{s^T \hat{C}^{-1} x}{s^T \hat{C}^{-1} s}, \quad \hat{\beta}_0 = \frac{N - k + 1}{Nk} x^T \hat{C}^{-1} x, \quad \hat{\beta}_1 = \frac{N - k + 1}{Nk} (x - \hat{\alpha} s)^T \hat{C}^{-1} (x - \hat{\alpha} s),
\]

(16)

and

\[
\hat{C}_0 = \frac{1}{N + 1} \left[ \frac{1}{\hat{\beta}_0^2} x x^T + N \hat{C} \right], \quad \hat{C}_1 = \frac{1}{N + 1} \left[ \frac{1}{\hat{\beta}_1^2} (x - \hat{\alpha} s)(x - \hat{\alpha} s)^T + N \hat{C} \right]
\]

where \( \hat{\beta}_0, \hat{C}_0, \hat{\beta}_1, \hat{C}_1 \) are the estimates under the null and alternate hypothesis, respectively. Plugging the derived estimates in the general form of log-likelihood ratio test detector (Equation (3)), we get the ACE score \( r \) as:

\[
r_{ACE}(x) = \frac{(s^T \hat{C}^{-1} x)^2}{(s^T \hat{C}^{-1} s)(x^T \hat{C}^{-1} x)}. 
\]  

(17)

Constrained Energy Minimization (CEM):
The aforementioned spectral detectors assume the target and background subspace to follow a particular statistical distribution. Based on the assumed distribution function, we usually derive the parameters of the distribution function. The assumption of background conformity to a statistical distribution may lead to ambiguous results if the target or background is different from the assumed statistical function. In such situations, it is desirable to design a detector that does depend upon the target-background distribution function and eliminates the interferer from the target signal. The CEM is one such detector and is functionally equivalent to a finite impulse response (FIR) filter that minimizes the detector output for the background pixels.

Given an image \( X_{(m,n)} \) with \( k \) spectral channel and \( N \) pixels such that each pixel \( x_i = [x_1, x_2, x_3, x_4, \ldots x_k]^T \in X_{k \times N} \), the average energy of the FIR filter output can be written as:

\[
\frac{1}{N} \left\{ \sum_{i=1}^{N} \phi_i \right\}^2 = \frac{1}{N} \left\{ \sum_{i=1}^{N} (x_i^T W)^T (x_i^T W) \right\},
\]

(18)

\[
= W^T \left\{ \frac{1}{N} \sum_{i=1}^{N} x_i x_i^T \right\} W = W^T R W
\]

where \( \phi = (x_i^T W) \) is the filter output for the pixel vector \( x_i \), \( W = (w_1, w_2, w_3, w_4, \ldots w_k)^T \) is the weight vector for the designed filter, and \( R \) is the \( k \)-dimensional background correlation matrix. The CEM
problem statement then becomes a constraint optimization problem, i.e., \( \min_w (W^T R_{k \times k} W) \) subject to \( s^T W = 1 \). The detection problem is solved using the Lagrange’s multiplier method to solve the constrained optimization problem to get the CEM score \( r \) as:

\[
r_{CEM}(x) = \frac{(s^T R^{-1} s)}{(R^{-1} s)^T x}.
\]

(19)

Orthogonal subspace projection (OSP):

In most of the practical hyperspectral target detection problems, the target size is less than a full pixel. In such cases, spectral mixture models are useful to estimate the material abundances. The OSP assumes a linear mixture model expressed as:

\[
x = M \alpha + n
\]

(20)

where \( M \) is a matrix of target/known spectral signatures, \( \alpha \) is abundance, and \( n \) is the noise. The OSP begins by first separating the desired target and unknown target and then projecting desired targets orthogonally to undesired/interferer target space. Mathematically OSP is given by:

\[
r_{OSP} = d^T P_{U^\perp} x
\]

(21)

where \( d \) is the desired target, \( P_{U^\perp} \) is the projection operator which projects the image pixel to space orthogonal to \( U \) (undesired targets/interferer) given as \( P_{U^\perp} = I_{k \times k} - U U^\# \), \( U^\# \) is the pseudo inverse of \( U \) and given as \((U^T U)^{-1} U^T \), and \( I_{k \times k} \) is the identity matrix.

Target constrained interference minimization filter (TCIMF):

In this approach, the image is assumed to be a combination of three signal components, i.e., desired (targets), undesired (unwanted/background), and interferer component. Like the CEM, the desired component is accentuated while suppressing the interference signal. The TCIMF is a theoretical superset of CEM and capable of detecting multiple targets at once, unlike CEM and OSP. Mathematically, TCIMF score is given as:

\[
r_{TCIMF}(x) = \begin{cases} 
R_{k \times k}^{-1} [D U] \begin{bmatrix} 1_{p \times 1} \\ 0_{q \times 1} \end{bmatrix}^T 
\end{cases}^T 
\]

(22)

where \( D = [d_1, d_2, \ldots, d_p] \) is the set of desired/known target signals, \( U = [u_1, u_2, \ldots, u_q] \) is the known background/unwanted signals in the image.

2.5. Validation, and Quantitative Spectral Analysis

The detection results from the different detection algorithms were compared against the ground truth map prepared for each case. Graph-based measures have been increasingly used for quantifying accuracy in various pattern recognition applications, especially in the cases of skewed class distributions [30]. By the rarity of occurrence, target detection is an approximation of skewed class distribution [31]. We adopted the widely used ROC graphical measure for accuracy assessment. Based on the verified labels of the detections, ROC curves were drawn between the probability of false alarm \( (P_{FA}) \) and the probability of detection \( (P_D) \) expressed as:

\[
P_D = \frac{\text{Number of correctly identified target pixels}}{\text{Total number of actual target pixels}}
\]

\[
P_{FA} = \frac{\text{Number of pixels identified as false targets}}{\text{Total number of non-target pixels}}
\]

(23)
The possibility and quality of target detections from multi-platform remote sensing imagery depend upon the existence and quantification of inherent spectral matching between target spectra from different platforms. Quantitative analysis of the spectral matching between the various combinations of reference target spectra and imaging platform deciphers the basis of target detections by detection algorithms. For each of the possible scenarios considered, we applied multiple spectral matching metrics: spectral angle (SA) [24], spectral information divergence (SID) [32], and spectral gradient angle (SGA) [33] on the spectral data extracted from the ground reference (ground hyperspectral imagery, and point-based spectral measurements) and the airborne and space-borne imagery. We present a brief description of the spectral matching metrics considered.

Consider any two n-dimensional vectors $\mathbf{P} = [p_1, p_2, p_3, \ldots, p_n]^t$, and $\mathbf{Q} = [q_1, q_2, q_3, \ldots, q_n]^t$. The quantity’s spectral matching metrics SA, SID, and SGA are defined as:

$$
\text{SA} (\mathbf{P}, \mathbf{Q}) = \cos^{-1} \left( \frac{\langle \mathbf{P}, \mathbf{Q} \rangle}{\| \mathbf{P} \|_2 \| \mathbf{Q} \|_2} \right)
$$

where, $\langle \rangle$ denotes the dot product of two vectors and $\| . \|_2$ denotes the Euclidean norm of a vector.

$$
\text{SID} (\mathbf{P}, \mathbf{Q}) = D(\mathbf{P} \| \mathbf{Q}) + D(\mathbf{Q} \| \mathbf{P})
$$

$$
= \sum_{i=1}^{n} \left( \frac{p_i}{\sum_{j=1}^{n} p_j} - \frac{q_i}{\sum_{j=1}^{n} q_j} \right) \left( \log \left( \frac{p_i}{\sum_{j=1}^{n} p_j} \right) - \log \left( \frac{q_i}{\sum_{j=1}^{n} q_j} \right) \right),
$$

where $D (\mathbf{P} \| \mathbf{Q})$ and $D(\mathbf{Q} \| \mathbf{P})$ are called the relative entropy of Q with respect to P and relative entropy of P with respect to Q, respectively.

SID is a probabilistic approach to measure the spectral similarity between two spectra. Each pixel is represented in the probabilistic space defined by their spectral histogram. Thus, the SID score is an indication of the behavioral difference in the probability distribution function of any two pixels. A score close to zero from the SA and SID indicates that the spectra are similar [26,34]. The spectral gradient angle can be expressed as:

$$
\text{SGA} (\mathbf{P}, \mathbf{Q}) = \text{SA} \left( \text{abs}(\text{SG}(\mathbf{P})), \text{abs}(\text{SG}(\mathbf{Q})) \right)
$$

$$
\text{SG} (\mathbf{P}) = (p_2 - p_1, p_3 - p_2, \ldots, p_n - p_{n-1}),
$$

where SG(.) is the spectral gradient of a given vector. The SGA computes the change of slope of the pixel vectors and is thus invariant to illumination condition similar to SA; a lower value of SGA suggests closer matching of the spectra compared.

3. Results

Our experimental research set up was aimed at examining three critical perspectives in remote sensing-based target detection: (i) platform—the probability and consistency of target detection vis-à-vis platforms, (ii) reference target spectra—the relevance and level of acquiescence of cross-platform target reference spectra, and (iii) detection algorithm—the variation of detection due to detection algorithms. The first component was approached by quantifying the magnitude and patterns of variation of $P_{D0}$ with the three levels of platforms considered. The second component was addressed by comparing the levels of target detection rates between two sets of reference target spectra generated: from the same dataset and the cross-platform dataset. The third perspective, the influence of algorithms on the detection results, was assessed by measuring the change in patterns and detection rates from the different detection algorithms considered. As different detection algorithms characterize scene background at varying levels of land cover composition, the sensitivity of detection rates relative to the scene complexity (characterized by the number of endmembers) and the contrast between the target and its neighborhood was also carried out. The spectral analysis assessing the matching or lack of it in the multi-platform target spectra, quantitative comparison of the ground-based target reference spectra
with the image-based target spectra, was also performed using three different spectral matching metrics. We present the results organized based on the source of the target reference spectra. We considered target detection successful at detection probabilities of \( P_D \) of 100%, and 75%, recognizing the fact that the datasets encompass a wider range of spectral variability. The detection and false alarm rates from different combinations of the platforms and algorithms are described in detail.

3.1. In-Situ Measurements as Reference Target Spectra

In this section, we present the results of target detection experiments when the in-situ reflectance measurements were used as the reference target spectra for target detection in airborne and space-borne imagery.

3.1.1. Target Detection in Airborne Hyperspectral Imagery

Results of the target detection in airborne hyperspectral imagery are summarized in Figure 5 and the corresponding representative detection score image in Figure 6. The detection score image is a raster image which contains a scalar value also known as score, corresponding to each pixel. The value represents the likelihood of the pixel for being flagged as target/non-target. Results indicate successful target detections for the different types of target materials, meeting the threshold detection rate at 100% threshold of \( P_D \) for some materials. Overall, the detection rate is consistent across the types of materials. Except for SAM, all the detectors produced an average detection rate of 75% at nearly zero false alarm rate.

![Figure 5](image-url).

**Figure 5.** Target detection performance comparison in airborne imagery for the in-situ target reference spectra. Receiver operation curves (ROC) for the detection from spectral angle mapper (SAM), adaptive cosine estimator (ACE), constrained energy minimization (CEM), and matched filter (MF) for the (a) N1G, (b) N2R, (c) C1W, (d) N3Y, and (e) N4B targets. ROC curves for the detection from orthogonal subspace projection (OSP) and transformed constrained interference minimization filter (TCIMF) for the N1G, N2R, C1W, N3Y, and N4B targets for (f–j) 5, (k–o) 10, and (p–t) 15 background materials.
Detection rate vs. scene complexity: In contrast to the generally acceptable levels of detection rates for a broader approximation of scene-background, detection rates are substantially variable by the scene complexity, and target–neighborhood contrast. The detection rates are consistent and satisfy the lower threshold when the scene complexity was represented by five endmembers. When the scene complexity increased to represent 15 endmembers, the false alarm rate increased steeply, indicating substantial performance degradation in some detection algorithms. The rise in the false alarm rate was not uniform and varied by different classes of detection algorithms.

Identical materials vs. background contrast: It is expected that targets of identical material, even if of a different color or background, are recognizable in hyperspectral imagery. Results indicate that the possibility of an identical base material target in a different color or on different background introduces substantial ambiguity in the quality of target detection. For example, at $P_D$ of 75%, the $P_{FA}$ from the CEM method is 0.0685, and $1.02 \times 10^{-4}$ respectively for the targets N2R and N1G placed on the same background. Similarly, the $P_{FA}$ for the ACE method is 0.017, and $2 \times 10^{-6}$ respectively for the N4B and N1G targets placed on different backgrounds. During the detection of the N2R, the N1G was also flagged as a potential target and vice-versa (see Figure 6d,e). The failure of the suppression of targets of identical color but of physically different materials is one of the challenging problems encountered for spectrally close materials. Apparently, by the absolute value, $P_{FA}$ is relatively low for considering the relevant target detections as ambiguous. However, when the corresponding $P_{FA}$ estimates are converted into actual pixel count, the certainty of detection seems to be far from the ideal case. For instance, for the N1G target, the CEM flags a false alarm of ~70 pixels distributed across the imagery. If the confidence of the detection rate is increased to 100% (i.e., $P_D = 100\%$), almost all the detectors show substantially lower detection results in terms of completeness of the targets. Overall, results suggest that, apart from the target–background interaction, the spectral contrast of targets play a substantial role in the detectability.

3.1.2. Target Detection in Spaceborne Remote Sensing Imagery

Results of the target detection in airborne hyperspectral imagery are summarized in Figure 7 and the corresponding representative detection score image in Figure 8. Due to coarse spectral and spatial resolutions and the substantially higher level of atmospheric influences, target detection in space-borne multispectral imagery is challenging compared to airborne hyperspectral imagery. Use of the in-situ reflectance measurements, considered a pure form of reference spectra, as target reference spectra, elicited no quantifiable spectral discrimination of target pixels in the satellite imagery. As evident from Figure 8, the detection scores and surrounding pixels are similar for targets N1G, N2R resulting in higher false alarm rates across all the algorithms (Figure 7). While the detection results included the...
pixels of targets, the apparent gross overestimation indicates the detection results to be unreliable. The detection algorithms either fail to detect or the respective false alarm rates are higher due to the relatively lesser number of estimated background endmembers. However, when the probability of detection was set at 75% and the scene complexity increased by representing with a large number of endmembers (10 or more), the sub-pixel target detection algorithms (e.g., CEM, TCIMF, Figure 7p) resulted in stable detection results. It is interesting to note that unlike target detection in airborne imagery, there was no change in the false alarm rate when the probability of detection was increased from 75% to 100%.
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**Figure 7.** Target detection performance comparison from space-borne imagery for the in-situ target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, (d) C1W, and (e) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, C1W, and N4B targets for (f–j) 5, (k–o) 10, and (p–t) 15 endmember/background materials.

![Figure 8](image_url)

**Figure 8.** Target detection score image (a) from space-borne imagery using in-situ target reference spectrum and the enlarged detection score footprint for (b) N3Y, (c) N4B, (d) N1G, (e) N2R, and (f) C1W targets.
3.2. Ground-Based Hyperspectral Imagery (THI) as Reference Target Spectra

In remote sensing, in-situ or laboratory-based measurement of spectral reflectance is considered to be the pure form of the spectral signature of a material. While the relevance of the purity of spectral signature seems on a theoretically sound basis, the results presented in this section indicate that a pixel-based reference spectrum is a viable substitute to the in-situ spectra.

3.2.1. Target Detection in Airborne Hyperspectral Imagery

The results of target detection in airborne hyperspectral imagery and a representative detection score image are shown in Figures 9 and 10. Results indicate the possibility of target detection, suggesting the existence of a spatially distinct spectral matching between the ground hyperspectral imagery and the airborne hyperspectral imagery. As shown in Figure 10e, in the case of the THI reference spectrum, suppression of similar but different targets (N1G suppressed when N2R was detected and vice-versa) is superior compared to the results from in-situ reference spectra (see Figure 6). However, the false alarm rate is higher compared to the extent and spatial distribution of the target pixels in the airborne hyperspectral imagery. This may be due to the limited in the spectral coverage (400–1000 nm), compared to the full optical spectrum of the airborne hyperspectral imagery (400–2500 nm). As the targets considered are inorganic artificial materials, spectral reflectance in the shortwave infrared region (1000–2500 nm) may provide characteristic spectral discrimination. Compared to the case of using in-situ reference target spectra, spectral matching based detection algorithms showed relatively better detection rate, consistent across the targets. In addition, contextually camouflaged targets were also detected, as indicated by the relatively higher scores of PD and negligible scores of PDF.

The detection rate of the targets by background-characterization based algorithms is ambiguous. In-scene estimation of background material spectra was poor. For e.g., for the N3Y target, detection by TCIMF improved when the estimated number of background material increased from 5 to 15 but degraded at the same time for the N2R target. As observed, if the PD rate is required to be high (PD = 100%), detection rate from all the detectors is unacceptable for any practical system.

Figure 9. Target detection performance comparison in airborne imagery for the terrestrial hyperspectral imager (THI) target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, and (d) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, and N4B targets for (e-h) 5, (i-I) 10, and (m-p) 15 endmember/background materials.
3.2.2. Target Detection in Spaceborne Remote Sensing Imagery

With the consideration of THI pixel spectra as target reference spectra, the results of target detection in space-borne multispectral imagery and a representative detection score image in Figures 11 and 12, respectively. Similar to the results obtained with the point-based in-situ target reference spectra, the target detection in space-borne multispectral imagery is ambiguous across the types of targets. A couple of detection algorithms (e.g., CEM, OSP) produced detection scores meeting the threshold limit. However, the corresponding disproportionately high false alarm rate indicates that the detection is by chance.

Figure 10. Target detection score image from (a) airborne imagery using THI target reference spectrum and the enlarged detection score footprint for (b) N3Y, (c) N4B, (d) N1G, and (e) N2R target.

Figure 11. Target detection performance comparison in space-borne imagery for the THI target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, and (d) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, C1W, and N4B targets for (e–h) 5, (i–l) 10, and (m–p) 15 endmember/background materials.
3.3. Target Reference Spectra from the Airborne Hyperspectral Imagery

3.3.1. Target Detection in Airborne Hyperspectral Imagery

Target detection experiments were carried out on the airborne hyperspectral imagery and space-borne multispectral imagery using considering pixel-based spectra extracted from the airborne hyperspectral imagery as target reference spectra.

Figure 13 shows the target detection scores for the different types of targets in the airborne hyperspectral imagery. Targets were detected with detection scores exceeding 90% with negligible false alarm rates. The accurate detection of the lowest false alarm rates across the target types and detection algorithms indicate the possibility of consistent target detections in airborne hyperspectral imagery. However, the relatively higher rate of false positives for the contextually camouflaged targets suggests the dominance of local background–target interactions (as evident in Figure 14) on the radiance measurements. The limitations of the present suite of detection algorithms in discerning complex background–target interactions might also be a reason higher false alarm rate for detecting contextually camouflaged targets.
The detection results are summarized in Figure 15 and a representative detection score image in Figure 16. Most of the detection results are ambiguous with a higher rate of false alarms. However, when compared to the detection results from using in-situ target reference spectra, detection in satellite imagery increased substantially across the targets and algorithms. For instance, in the case of MF and ACE, the rate of false positives at $P_D$ of 75% is very low ($10^{-2}$ to $10^{-5}$). Further, contrary to the influence of background types observed in the airborne imagery, target detection in space-borne imagery seems not sensitive to the local background. For example, for the two different targets (e.g., N1G and N2R) placed against the same background, the difference in false alarm rate is relatively

![Figure 13. Target detection performance comparison in airborne imagery for the airborne target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, (d) C1W, and (e) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, C1W, and N4B targets for (f-j) 5, (k-o) 10, and (p-t) 15 endmember/background materials.](image)

![Figure 14. Target detection score image from (a) airborne imagery using airborne target reference spectrum and the enlarged detection score footprint for (b) N3Y, (c) N4B, (d) N1G, (e) N2R, and (f) C1W target.](image)

### 3.3.2. Target Detection in Spaceborne Multispectral Imagery

The target reference spectra extracted from the airborne hyperspectral imagery were transferred and convolved to space-borne level for target detection in the space-borne multispectral imagery. The detection results are summarized in Figure 15 and a representative detection score image in Figure 16. Most of the detection results are ambiguous with a higher rate of false alarms. However, when compared to the detection results from using in-situ target reference spectra, detection in satellite imagery increased substantially across the targets and algorithms. For instance, in the case of MF and ACE, the rate of false positives at $P_D$ of 75% is very low ($10^{-2}$ to $10^{-5}$). Further, contrary to the influence of background types observed in the airborne imagery, target detection in space-borne imagery seems not sensitive to the local background. For example, for the two different targets (e.g., N1G and N2R) placed against the same background, the difference in false alarm rate is relatively
low. However, this sensitivity is not stable across the detection algorithms. The subspace detectors continued to yield ambiguous detection results for most of the targets. The differences in the spatial and spectral resolutions, coupled with acquisition geometry and enhanced atmospheric effects may have led to the relatively weaker target localization in the space-borne imagery.

![Figure 15](image)

**Figure 15.** Target detection performance comparison in space-borne imagery for the airborne target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, (d) C1W, and (e) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, C1W, and N4B targets for (f–j) 5, (k–o) 10, and (p–t) 15 endmember/background materials.

![Figure 16](image)

**Figure 16.** Target detection score image from (a) space-borne imagery using airborne target reference spectrum and the enlarged detection score footprint for (b) N3Y, (c) N4B, (d) N1G, (e) N2R, and (f) C1W target.

### 3.4. Target Reference Spectra from the Spaceborne Multispectral Imagery

The results of target detection in space-borne imagery obtained from using in-scene target reference spectra are shown in Figure 17 and a detection score image for the best case detection in Figure 18. Results indicate improved detection scores and low false alarms compared to the detection
performance obtained from using the target reference spectra from in-situ spectral measurements or airborne hyperspectral pixel spectra. The performance of all the statistical detectors is similar, and detection rates meet the 75% level of probability. However, detection performance from the subspace target detectors is random and unreliable. The overall detection results show substantial viability in the detection of the engineered targets using the in-scene multispectral target spectra from the space-borne imagery.

Figure 17. Target detection performance comparison in space-borne imagery for the airborne target reference spectra. ROC curves for the detection from SAM, ACE, CEM, and MF for the (a) N1G, (b) N2R, (c) N3Y, (d) C1W, and (e) N4B targets. ROC curves for the subspace-based detector OSP and TCIMF for the N1G, N2R, N3Y, C1W, and N4B targets for (f–j) 5, (k–o) 10, and (p–t) 15 endmember/background materials.

Figure 18. Target detection score image from (a) space-borne imagery using space-borne target reference spectrum and the enlarged detection score footprint for (b) N3Y, (c) N4B, (d) N1G, (e) N2R, and (f) C1W target.
3.5. Quantitative Spectral Similarity Analysis

Results of the spectral similarity assessment between the possible pairs of ground, airborne, and space-borne target reference spectra are presented in Tables 2–4. For visual comparison, spectral signatures of the targets from imagery and reference sources are shown in Figure 19. We found considerable spectral variability in the in-scene target spectra, particularly the case of in-situ reference spectra compared to the airborne image spectra (Figure 19a–e (I)).

Table 2. Spectral similarity measures between the point-based in-situ target reference spectra and the corresponding airborne, and space-borne target image spectra (spectral angle (SA) is measured in degrees and spectral gradient angle (SGA) in radians). Values in bold are statistically significant.

| Metric | N1G | N2R | C1W | N3Y | N4B | N1G | N2R | C1W | N3Y | N4B |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SA     | 7.623 | 10.386 | 12.273 | 8.503 | 11.617 | 8.338 | 14.111 | 15.246 | 8.008 | 19.219 |
| SID    | 0.031 | 0.050 | 0.050 | 0.028 | 0.105 | 0.045 | 0.126 | 0.074 | 0.019 | 0.306 |
| SGA    | 0.650 | 0.839 | 0.523 | 0.678 | 0.744 | 0.688 | 1.040 | 0.904 | 0.667 | 0.887 |

Table 3. Spectral similarity between the THI target reference spectra and the corresponding airborne, and space-borne target image spectra (SA is measured in degrees and SGA in radians). Values in bold are statistically significant.

| Metric | N1G | N2R | N3Y | N4B | N1G | N2R | N3Y | N4B |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|
| SA     | 15.444 | 15.762 | 20.916 | 14.268 | 13.459 | 18.181 | 16.290 |
| SID    | 0.143 | 0.101 | 0.179 | 0.172 | 0.087 | 0.136 | 0.134 | 0.176 |
| SGA    | 0.775 | 0.821 | 0.943 | 0.754 | 0.898 | 1.282 | 0.288 | 0.836 |

Table 4. Spectral similarity between the airborne target reference spectra and the space-borne target image spectra (SA is measured in degrees and SGA in radians). Values in bold are statistically significant.

| Metric | N1G | N2R | C1W | N3Y | N4B |
|--------|-----|-----|-----|-----|-----|
| SA     | 4.169 | 4.431 | 13.008 | 14.06 | 6.045 |
| SID    | 0.011 | 0.016 | 0.073 | 0.001 | 0.018 |
| SGA    | 0.336 | 0.391 | 0.378 | 0.096 | 0.309 |

The relatively higher accuracy of target detections observed in the airborne imagery (Section 3.1.1) while using the in-situ spectral measurement as reference target spectra can be attributed to the inherent spectral similarity between in situ reference spectra and airborne image spectra (Table 2; lower SID and SGA value across all target materials). Further, the score for the in-situ target reference spectra and space-borne target image spectra shows stark dissimilarities across the targets explaining the apparent unsatisfactory detection performance across the algorithms (Section 3.1.2). Similarly, the detection performance observed in Section 3.2 conforms to the similarity measure seen in Table 3. Comparing the similarity scores from Tables 2 and 4, we found a close similarity between the airborne reference spectra and space-borne image spectra compared to that of the in-situ to the space-borne image spectra. This matching reflected aptly in the detection performance observed in Section 3.3. It may be noted that the similarity measures employed for quantifying spectral matching are designed mainly
for hyperspectral resolution data. Use of these measures for the quantitative spectral matching in multispectral data may not be optimal. Therefore, we recommend caution while arriving at conclusions on detection performance based on similarity measures alone.

4. Discussion

Having the spectral profiling a priori, targeted detection of artificial/engineering materials using remote sensing is emerging as a data paradigm for a host of civil and strategic applications. Among the recent developments in hyperspectral remote sensing, target detection has the potential to deploy on a broader application base. There have been a few seminal efforts on acquiring and making them freely available benchmark airborne hyperspectral datasets (Cooke City, and ‘Viareggio 2013 trial’ [16]), which have further attempted detecting specific information class/materials of interest. There have also been a few studies on target detection in synthetic or simulated hyperspectral imagery [35].
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**Figure 19.** Spectral comparison of the reference target spectra with the corresponding image target spectra for: (I) in-situ measurements of (a), (f) N1G, (b), (g) N2R, (c), (h) C1W, (d), (i) N3Y, and (e), (j) N4B compared to airborne and space-borne image spectra respectively; (II) THI measurements of (a), (e) N1G, (b), (f) N2R, (c), (g) N3Y, and (d), (h) N4B compared to airborne and space-borne image spectra respectively; and (III) airborne measurements of (a) N1G, (b) N2R, (c) C1W, (d) N3Y, and (e) N4B compared to space-borne image spectra.
While these datasets and experiments provide a solid base for classification-oriented exploration, targets and their landscape-neighborhoods in these datasets are set in a relatively controlled environment. They may not represent typical landscapes and target conditions. Apart from that, the criteria used for labeling a pixel detection as ‘true’ or ‘false’ has a substantial bearing on the magnitude of detection accuracy. For example, the best accuracy estimates for the case of airborne imagery in this study are equal or slightly lesser compared to the accuracy reported in the state-of-the-art literature [14,36]. The potential target detection performance in our experiments, considering only from the pixel labelling perspective would be substantially higher than the values presented in this paper, and the values reported in the literature. From the state-of-the-art in accuracy estimates in target detection, the difference between our potential accuracy and reported accuracy is due to the relatively liberal criterion used for accuracy estimation in the literature. The past studies define a target guard window—representing a neighborhood region at three different levels and proximity to the core ‘target pixel’ for labeling a detection true or false. The detection of even a single pixel within any of these three levels is considered 100% correct detection of the whole target, which may lead to overestimation of detection performance. Avoiding the possibility of this uncertainty, we used the stringent pixel-for-pixel matching based count of target pixels for computing the performance metrics $P_D$ and $P_{FA}$.

Furthering the experimental landscapes and the benchmark reference datasets for target detection, the goal of our research is the acquisition and exploration of a multi-platform—ground, airborne, and space-borne remote sensing dataset for target detection of artificial/engineered materials. Our experiments were aimed at assessing the dynamics of target detection in terms of (i) spectral attribute conformity of reference target spectra from the ground to spaceborne, (ii) target–background interaction: identical target material on similar, and different backgrounds, and (iii) the relevance of detection algorithms and their functional categorization. We present in the following sub-sections the relevance and importance of the results organized according to the three perspectives mentioned above.

4.1. Spectral Conformity of the Reference Target Spectra from the Ground to Spaceborne Platform

The continued detections of the engineered material targets in the ground to space-borne imagery, though at different levels of confidence, preserving the location adherence and material-specific identifications indicates the presence of material-specific spectral features. Results from the airborne hyperspectral imagery exhibit successful target detections from both the point-based in-situ and pixel-based THI reference target spectra. However, target detections using the in-situ target reference spectra are valid only for ground and airborne imagery. As evident from Figure 7, the target detections in the space-borne imagery drop to that of a random process. Contrasting to this trend, detection results from the pixel-based reference target spectra indicate patterns in the target detection in both the airborne and space-borne imagery. However, point-based in-situ, and the pixel-based THI reference target spectra yield comparable levels of target detections in the airborne hyperspectral imagery.

Target detection and the quantitative spectral assessment of the pixel-based THI reference target spectra with the airborne (AVIRIS-NG imagery) and the space-borne (Sentinel-2 imagery) spectra suggests stable spectral conformity of material spectra at the ground, airborne, and space-borne platforms. The pixel-based THI spectral conformity leads to two practical implications: (i) a new source of in-situ reference spectra, and (ii) potential syllogism that impure contextual spectrum is better than the laboratory-grade pure spectrum. Ground-based hyperspectral image acquisitions can replace the spectroradiometer based in-situ or laboratory spectral measurements. Image-based reference spectra acquisition is particularly advantageous in surveying inaccessible terrain or to acquire rapid reference measurements for the dynamic image-based target detection systems. The concept of spectral purity, considered to be inherent in the spectral endmembers of reference spectral library based databases needs to be revisited to consider for infusing some degree of spectral-contextual-impurity for further usage in the image-based detection systems. Compared to point measurement, a pixel has the inherent structure to infuse geometrical, illumination and micro-environmental settings of material-energy
interactions in the reflectance spectra. The pixel spectra may help represent the dynamics of material target spectra acquired at different platforms.

Target detection in space-borne imagery using the reference target spectra from airborne imagery helps evaluate detection possibilities over a wider geographical region. Successful target detections for targets in the space-borne imagery using the reference target spectra from airborne imagery suggests the existence of a spectral continuum between airborne and space-borne imagery. Compared to the results from in-situ or pixel-based THI spectra, the airborne image-based reference spectra produced relatively lesser false alarms in space-borne imagery. For example, in the case of the lowest target detection scenario (N2R; algorithm: CEM), the false alarms reduced from 5624 to 1712 when the confidence of the detection rate is set at 75%. Target detections in the airborne imagery using the reference target spectra from the airborne imagery itself are accurate and unambiguous across all the detection algorithms at the 100% probability of detection rate. However, the target detections in space-borne imagery using the reference target spectra from the space-borne imagery itself are comparable with the results obtained from using the pixel-based THI reference target spectra. At the 75% probability of detection rate, the target detections are erroneous mainly by overestimation—most of the targets are detected albeit with substantial proportions of false alarm. Overall, the results confirm that the strength of spectral conformity of the input reference target spectra determines the quality of the target detection in imagery acquired from different platforms.

4.2. Target–Background Interaction—Role of Context

To test the impact of contextual background–target spectral interactions on the repeatability of the target detections, we placed targets of identical material in different colors on different backgrounds. Considering the background–target spectral interactions, the detection of identical materials on identical background vary from being systematic and successful to random and fail. With marginal to moderate variations in the false alarm rate ($P_{FA}$), our results suggest unambiguous target detection of identical materials on an identical background in both the airborne and space-borne imagery (see Figure 20). Compared to the case of identical materials on identical background, detection rates of identical material targets positioned on different backgrounds vary mainly on the local contrast between target material and background. Accordingly, the detection rates vary from being chance matching to consistent detection. A similar observation has been reported by [6], confirming the substantial effect of scene parameters on the target detection accuracy. In addition, we find that the potential of background interference for altering the detection scores depends substantially on the source of reference target spectra and the detection algorithm.

The variability in the detection rate of identical materials poses a plausible question: How do we standardize the detection rate and ensure detection reproducibility under different environmental, background, and other geometrical factors? The inconsistency in the detection performance needs to be addressed from an algorithmic design perspective, modeling and incorporating the source of uncertainties in the reference target reflectance spectra as observed by different sensors. One of the primary causes for the different detection rates is the non-linearity in the contextual background reflectance recorded by sensors at different platforms, as shown in Figure 21a. Modeling the reference target spectra with possible background mixtures and developing contextual-background sensitive algorithms may enhance target detections across platforms and sensors. Overall, we observe that targets placed on a comparatively reflective local background are detected with lower false alarms ($P_{FA} \sim 10^{-4}$) by all the algorithms. Although a detailed analysis of the role of background is not in the purview of this paper, our results support the theoretical perspectives of different target-background outlined by [37], and we suggest maintaining a balance between model sophistication and its real-time applicability.
4.3. Detection Algorithms and Their Functional Categorization

Detection algorithms play a key role in recognizing and identifying material targets. Given the performance across imagery from all the platforms (G-ground, A-airborne, S-space-borne) for all the targets used in at a false alarm rate of $10^{-3}$ for the in-situ target reference spectra.

Apart from the spectral-geometrical-imaging platform dynamics of the target materials, detection algorithms play a key role in recognizing and identifying material targets. Given the acquisition
of appropriate spectral imagery and meeting the minimum dimension of the target material, the detection algorithm employed determines the possibility and quality of target detections. For the given target reference spectra, the functional characterization expected from a potential detection algorithm is the ability to deal with target-background interactions and spectral pattern discrimination in imagery. Based on the functional characteristics, we used three types of detection algorithms, belonging to categories of geometric approach, spectral matching, and background characterization. Target detection of materials in the airborne imagery, with target reference spectra extracted from the same imagery, is accurate and complete (at $P_D = 75\%$) by most of the detection algorithms and the material targets. However, major performance missings of the detection algorithms can be attributed to the sensitivity to backgrounds. The detection rate of an identical material target positioned on two different backgrounds varied substantially by the detection algorithm. Among the spectral matching based detectors, CEM consistently detected material targets across the source of reference target spectra and imagery platform. Yet, the average number of false alarms is $\sim 50$, predominantly in the urban areas (see Figure 5), which may not meet the practical target detection purposes. The performance of subspace-based detectors is determined by the quality of extracted endmembers, which in turn depends upon the endmember extraction algorithm used. For example, OSP and TCIMF yielded the lowest false alarms for some materials ($P_{FA} \sim 10^{-5}$ for N1G and C1W), but high false alarms for other materials (N4B, N3Y with $P_{FA} \sim 10^{-2}$ to $10^{-4}$) (see results in Section 3.1.1). However, for the two similar materials placed on a different contextual background, the detection rate varied drastically between the spectral and subspace-based detectors. For example, for the MF the difference in the detection rate between N4B and N1G is $\sim 20$ times; whereas, for ACE, it is about 10,000 times.

The adaptability of the sub-pixel detection algorithms, such as CEM, TCIMF, ACE, and OSP, for the detection of engineered materials from space-borne imagery is fraught with a large number of false alarms. While the pixels of target materials are detected, the number of false alarms outweighs the detection rate $P_D$ at 75%. For instance, when the $P_D$ is 75, CEM yielded 3260 false alarms for the detection of the N1G from the space-borne imagery. In addition, the effect of target-background interaction (due to mixed pixels) on algorithms’ performance seems pronounced in space-borne imagery (Figure 7). However, when the confidence of the detection rate $P_D$ is reduced to 50%, the results from the space-borne imagery (Sentinel-2 at 10 m resolution) are consistent, indicating the potential utility of space-borne imagery for target reconnaissance. We find that the state of the art target detectors needs substantial refinements for target detection problems. A couple of studies suggest the use of local mean and covariance estimation, and quantification of interaction effects for improved detection [4,36]. Algorithms with adaptive target-background signal modeling with incorporations of non-linear signal mixing models for sub-pixel/mixed pixel targets can provide better results compared to the traditional statistical detectors.

4.4. Key Elements of Influence in Target Detection

Based on our analyses of the extensive target detections observed under different combinations of background, material, and detection algorithms, we present an empirical estimation of the relative contributions of the three key elements of a remote sensing-based target detection system—ground (including local background), sensor (spectral properties), and target (types and positioning) as vertices of an isosceles triangle. As illustrated in Figure 22, the target detection space represents the possibility of detecting material targets under the full detection possibility (area of the triangle) considering the possible levels of the three key elements. The quality of detections depends upon finding the optimal range in each of the key elements and modeling the appropriate weights. Background contrast (as defined from the target spectral attributes), and sophistication of detection algorithm (ability to localize the target-background spectral attributes) have major contribution compared to the spectral dimensionality of imagery. The spectral features and detection algorithms have equal participation (about 35% each) in the detection as represented by sides of the triangle (Figure 22). The base of the triangle, the target-background, has about 30% contribution in the detection and is a landscape
driven parameter, not amenable for prior human intervention. Improvement in the precision and detection scores, representing the height of the triangle, is the sophistication of detection algorithms with reference to optimal spectral dimensionality. A stable target detection system will be the weighted combination of the three key elements and will have its detection scores in the triangle represented by ‘realistic detection space’. Reaching the most optimized combination of the key elements (indicated by the green circular dot) is the theoretical upper limit of the target detection system.

![Detection space diagram](image_url)

**Figure 22.** Various elements of a target detection system and their mutual correlation in the detection space.

### 4.5. Experimental Dataset

The multi-source multi-platform dataset for target detection will be a valuable resource for the ongoing efforts on target detection using hyperspectral and multispectral remote sensing data. The high-quality in-situ reference spectral data, acquired both in point and pixel mode, will be helpful to test the nuances of detection related problems and assessment of detection algorithms. Since the present dataset was acquired from an urban neighborhood, the complexity of the imagery would provide a rigorous test to the existing theories about the detection problems. The detection of engineered material at pixel level from satellite data is vital for strategic purposes, and the dataset acquired in this research can be used for validating such endeavor. For all the practical purposes, we propose that the detection metric ($P_D$) of target detectors should be relaxed and re-evaluated according to the imaging complexity of the scene. Target detection can be undertaken in both the reflectance and radiance modes. However, for the present work, we have only tested the detection performance in the reflectance domain. Radiance domain target detection will be pursued as future work. The experimental dataset used in this study will be made available on an appropriate freely accessible public platform.

### 5. Conclusions

Detection of a specific material of interest/target has been one of the promising applications of remote sensing. Contributing to the public availability of benchmark and comprehensive datasets for target detection studies, we have acquired a benchmark multi-platform remote sensing dataset for exploring the various perspectives target detections and algorithms development and evaluation. We have carried out experiments on target detections as a function of sensor, platform, target–background, and the source of reference target spectra. We observe unambiguous detection of targets in the airborne imagery. The false alarm rate is substantially low if the probability of detection ($P_D$) is reduced to 75%. The continuity and the quality of target detections are found to be influenced by the source of reference target spectra. While the target–background interaction is one of the key components determining the quality of detection, it is not a decisive constraint on the overall detection
of targets. Target detection results from the ground-level hyperspectral imagery based target reference spectra are at par with point-based in-situ target reference spectra. The ground-based hyperspectral imaging sensor is a viable source for rapid acquisition of target reference spectra. A non-imaging spectroradiometer generated in situ reference spectrum may not conform to the landscape area element based target pixel spectrum in spectral imagery. The continuity of target detections from the ground to space, though with different proportions of false positives, suggests the viability of satellite imagery-based target detection. However, further experiments are required to generalize this observation.

Notwithstanding the quality spectral data sources, detection algorithm determines the quality of target detections. The false positives rate is substantial in most of the detection algorithms evaluated, calling for the development of multi-resolution spectral dimensionality invariant target detection algorithms. Since remote sensing-based target detection finds applications in various strategic and civilian applications, the dataset generated in our experiment will help the research community to validate detection algorithms.
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