ROTA-BAXTER OPERATORS ON sl(2, \mathbb{C}) AND SOLUTIONS OF THE CLASSICAL YANG-BAXTER EQUATION

JUN PEI, CHENGMING BAI, AND LI GUO

ABSTRACT. We explicitly determine all Rota-Baxter operators (of weight zero) on sl(2, \mathbb{C}) under the Cartan-Weyl basis. For the skew-symmetric operators, we give the corresponding skew-symmetric solutions of the classical Yang-Baxter equation in sl(2, \mathbb{C}), confirming the related study by Semenov-Tian-Shansky. In general, these Rota-Baxter operators give a family of solutions of the classical Yang-Baxter equation in the 6-dimensional Lie algebra sl(2, \mathbb{C}) \ltimes \text{ad} sl(2, \mathbb{C})^*. They also give rise to 3-dimensional pre-Lie algebras which in turn yield solutions of the classical Yang-Baxter equation in other 6-dimensional Lie algebras.
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1. Introduction

A Rota-Baxter operator (of weight zero) on an associative algebra \( A \) is defined to be a linear map \( P : A \to A \) satisfying

\[
P(x)P(y) = P(P(x)y + xP(y)), \quad \forall x, y \in A.
\]

Rota-Baxter operators (on associative algebras) were introduced by G. Baxter to solve an analytic formula in probability [8]. In fact, the relation (1) generalizes the integration by parts formula. It was G.-C. Rota who realized its importance in combinatorics [18]. It has been related to many
other areas in mathematics (see [17, 18] and the references therein). It has also appeared in several fields in mathematical physics. For example, Rota-Baxter operators were found to play a crucial role in the Hopf algebraic approach of Connes and Kreimer to the renormalization of perturbative quantum field theory ([19, 20]).

Completely independent of the above developments, the relation (1) in the context of Lie algebras has its own motivation and developing history. In fact, a Rota-Baxter operator on a Lie algebra \((g, [ , ]\)) of a linear operator \(P : g \rightarrow g\) such that

\[
[P(x), P(y)] = P([P(x), y] + [x, P(y)]), \quad \text{for all } x, y \in g,
\]

is also called the operator form of the classical Yang-Baxter equation due to Semenov-Tian-Shansky’s work on the fundamental study of the later ([21]). Explicitly, let \(g\) be a Lie algebra and

\[
r = \sum a_i \otimes b_i \in g \otimes g.
\]

Recall that \(r\) is called a solution of the classical Yang-Baxter equation (CYBE) in \(g\) if

\[
[r_{12}, r_{13}] + [r_{12}, r_{23}] + [r_{13}, r_{23}] = 0 \quad \text{in } U(g),
\]

where \(U(g)\) is the universal enveloping algebra of \(g\) and

\[
r_{12} = \sum_i a_i \otimes b_i \otimes 1, \quad r_{13} = \sum_i a_i \otimes 1 \otimes b_i, \quad r_{23} = \sum_i 1 \otimes a_i \otimes b_i.
\]

The CYBE first arose in the study of inverse scattering theory ([22, 23]). It can be regarded as a “classical limit” of the quantum Yang-Baxter equation ([24]). They play a crucial role in many fields such as symplectic geometry, integrable systems, quantum groups, quantum field theory (see [25] and the references therein). When \(g\) is finite dimensional, \(r \in g \otimes g\) corresponds to a linear map (classical \(r\)-matrix) due to the expression of \(r\) under a basis of \(g\). It is Semenov-Tian-Shansky who proved that the relation (3) is equivalent to the tensor form (4) of the CYBE when the following two conditions are satisfied: (a) there exists a nondegenerate symmetric invariant bilinear form on \(g\) and (b) \(r\) is skew-symmetric.

Semenov-Tian-Shansky systematically studied the relations (3) and (4) in [26]. He gave classification results of the operators satisfying (4) on semisimple Lie algebras in terms of certain linear maps associated to some specified subalgebras. But the explicit construction has not been obtained yet. Such explicit classification of Rota-Baxter operators and solutions of CYBE under a basis is necessary since many applications in the related fields depend strongly on the explicit expression, whereas the other types of classification (such as in terms of subalgebras) might not be applied as conveniently.

More generally, both the skew-symmetric and non-skew-symmetric solutions of the classical Yang-Baxter equation in the semisimple Lie algebras have been considered ([27, 28, 29]). In the non-skew-symmetric case, the relation (4) for a Lie algebra is not equivalent to the tensor form (3) of CYBE over the same Lie algebra, but nevertheless gives solutions of the tensor form (3) of the CYBE over other related Lie algebras, in at least two ways.

First, it is shown in [30] that a Rota-Baxter operator on a Lie algebra \(g\) satisfying the relation (3) gives a solution of CYBE in the semidirect sum Lie algebra \(g \ltimes_{\text{ad}} g^*\) from the dual representation of the adjoint representation (co-adjoint representation) of \(g\). In particular the classification result in our study gives a family of solutions in the 6-dimensional Lie algebra \(\text{sl}(2, \mathbb{C}) \ltimes_{\text{ad}} \text{sl}(2, \mathbb{C})^*\).

Second, by [31], a Rota-Baxter operator on \(g\) gives pre-Lie algebra structure \(A = A_0\) on the same underlying space of \(g\). Pre-Lie algebras are a class of nonassociative algebras coming from the study of convex homogeneous cones, affine manifolds and deformations of associative algebras and appeared in many fields in mathematics and mathematical physics (see the survey article [32]).
and the references therein). It can be regarded as the algebraic structure behind both the Rota-Baxter operator and the classical Yang-Baxter equation in Lie algebras [3].

Furthermore, a pre-Lie algebra $A$, by anti-symmetrizing, gives a Lie algebra $g(A)$ on its underlying space that has a representation on itself by the left multiplication $L$ of the pre-Lie algebra. This representation gives a solution of CYBE on in $g(A) \ltimes L$. In summary, a Rota-Baxter operator on a Lie algebra gives rise to a second Lie algebra structure $g(A)$ on the same underlying space and a solution of CYBE in the semidirect sum Lie algebra $g(A) \ltimes g(A)^*$. Note that $g(A) \ltimes L_1 g(A)^*$ is different from $g \ltimes \text{ad}^* g^*$.

Therefore, in order to study CYBE (3), among other purposes, it is important to explicitly determine the Rota-Baxter operators over a semisimple Lie algebra under certain canonical basis like Cartan-Weyl basis. Unfortunately, it is not easy to carry it out for arbitrary semisimple Lie algebras. Thus, in this paper, we will focus on Rota-Baxter operators on $\text{sl}(2, \mathbb{C})$. It is the simplest semisimple Lie algebra, yet has typical properties that might be used as a guide for more general investigations.

This paper is organized as follows. In Section 2, we give the explicit classification of Rota-Baxter operator on $\text{sl}(2, \mathbb{C})$ under the Cartan-Weyl basis, by first reducing the classification problem to a system of quadratic equations and then solving this system. In Section 3, we first specialize to the skew-symmetric Rota-Baxter operator $\text{sl}(2, \mathbb{C})$ and give the explicit correspondence with the skew-symmetric solutions of CYBE in $\text{sl}(2, \mathbb{C})$, as expected by Semenov-Tian-Shansky [19]. Then for all Rota-Baxter operators on $\text{sl}(2, \mathbb{C})$, we derive the induced solutions of CYBE in the 6-dimensional Lie algebra $\text{sl}(2, \mathbb{C}) \ltimes \text{ad}^* \text{sl}(2, \mathbb{C})^*$. In Section 4, we give the induced 3-dimensional pre-Lie algebras $A$ from these Rota-Baxter operators and the resulting solutions of CYBE in the 6-dimensional Lie algebras $g(A) \ltimes L_1 g(A)^*$. In Section 5, we give some conclusions and discussions based on the results in the previous sections.

2. The Rota-Baxter operators on $\text{sl}(2, \mathbb{C})$

We first give some background notations and the statement of the classification theorem of Rota-Baxter operators on $\text{sl}(2, \mathbb{C})$ in Section 2.1. The proof of the theorem is carried out in two parts. In Section 2.2, the proof is reduced solving a system of quadratic equations. In Section 2.3, the system of the quadratic equations is solved.

2.1. Notations and the classification theorem. Let $\text{sl}(2, \mathbb{C})$ be the 3-dimensional special linear Lie algebra over the field of complex numbers $\mathbb{C}$. Let

$$
eq \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad f = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad h = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\n$$

be the standard (Cartan-Weyl) basis of $\text{sl}(2, \mathbb{C})$. Then we have

\begin{equation}
[h, e] = 2e, \quad [h, f] = -2f, \quad [e, f] = h.
\end{equation}

Thus a linear operator $P : \text{sl}(2, \mathbb{C}) \to \text{sl}(2, \mathbb{C})$ is determined by

\begin{equation}
P(e) = \begin{pmatrix} r_{11} & r_{12} & r_{13} \\ r_{21} & r_{22} & r_{23} \\ r_{31} & r_{32} & r_{33} \end{pmatrix} \begin{pmatrix} e \\ f \\ h \end{pmatrix},
\end{equation}

where $r_{ij} \in \mathbb{C}, 1 \leq i, j \leq 3$. $P$ is a Rota-Baxter operator on $\text{sl}(2, \mathbb{C})$ if the above matrix $(r_{ij})_{3 \times 3}$ satisfies Eq. (2) for $x, y \in \{e, f, h\}$. 
It follows from a direct check that \( P \) is a Rota-Baxter operator if and only if \( \lambda P \) is a Rota-Baxter operator for \( 0 \neq \lambda \in \mathbb{C} \). Thus the set \( \text{RB}(\text{sl}(2, \mathbb{C})) \) of Rota-Baxter operators on \( \text{sl}(2, \mathbb{C}) \) carries an action of \( \mathbb{C}^* := \mathbb{C}\setminus\{0\} \) by scalar multiplication. To determine all the Rota-Baxter operators on \( \text{sl}(2, \mathbb{C}) \), we only need to give a complete set of representatives of \( \text{RB}(\text{sl}(2, \mathbb{C})) \) under this action.

**Theorem 2.1.** A complete set of representatives of \( \text{RB}(\text{sl}(2, \mathbb{C})) \) under the action of \( \mathbb{C}^* \) by scalar product consists of the 22 Rota-Baxter operators whose linear transformation matrices with respect to the Cartan-Weyl basis are listed below, where \( a, b \) are non-zero complex numbers:

\[
\begin{align*}
P_1 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}, & P_2 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_3 &= \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_4 &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
P_5 &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_6 &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & a \\ 0 & 0 & 0 \end{pmatrix}, & P_7 &= \begin{pmatrix} \frac{1}{a} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_8 &= \begin{pmatrix} \frac{1}{2} & 0 & 0 \\ \frac{1}{a} & 1 & 0 \\ 0 & a & 2 \end{pmatrix}, \\
P_9 &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_{10} &= \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_{11} &= \begin{pmatrix} 0 & 1 & a \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, & P_{12} &= \begin{pmatrix} 0 & 1 & a \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
P_{13} &= \begin{pmatrix} 0 & 1 & a \\ 0 & 0 & 0 \\ 0 & 2a & 2a^2 \end{pmatrix}, & P_{14} &= \begin{pmatrix} 0 & 1 & a \\ 0 & 4a^2 & 4a^2 \\ 0 & 4a & 4a^2 \end{pmatrix}, & P_{15} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \\
P_{16} &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & a \\ 0 & 2a & 0 \end{pmatrix}, & P_{17} &= \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & a \\ 0 & 2a & 2a^2 \end{pmatrix}, & P_{18} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & a & 0 \\ 0 & 4a & 4a^2 \end{pmatrix}, \\
P_{19} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & 2a & 2a^2 \\ \frac{1}{2}a^3 & 0 & 0 \end{pmatrix}, & P_{20} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & -a & -a \\ 1 & a^2 & 0 \end{pmatrix}, & P_{21} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & a & 4a^3 \\ \frac{1}{4a} & a & 0 \end{pmatrix}, \\
P_{22} &= \begin{pmatrix} 0 & 0 & 0 \\ 0 & -a & -a \\ 1 & -4a & 4a^2 \end{pmatrix}.
\end{align*}
\]

In Sections 2.2 and 2.3, we prove Theorem 2.1 by first reducing the matrix equation from the Rota-Baxter relation to a system of 9 quadratic equations and then solving these quadratic equations.

2.2. **Reduction to quadratic equations.** By skew-symmetry, in order to show that \( P \) is a Rota-Baxter operator, we only need to check

\[
\begin{align*}
[P(e), P(f)] &= P([P(e), f] + [e, P(f)]), \\
[P(e), P(h)] &= P([P(e), h] + [e, P(h)]), \\
[P(f), P(h)] &= P([P(f), h] + [f, P(h)]).
\end{align*}
\]
It follows from Eq. (5) that

\[ [P(e), P(f)] = [r_{11}e + r_{12}f + r_{13}h, r_{21}e + r_{22}f + r_{23}h] \]

\[ = 2(r_{13}r_{21} - r_{11}r_{23})e + 2(r_{12}r_{23} - r_{13}r_{22})f + (r_{11}r_{22} - r_{12}r_{21})h, \]

while

\[ P([P(e), f] + [e, P(f)]) = P((r_{11} + r_{22})h - 2r_{23}e - 2r_{13}f) \]

\[ = (r_{11} + r_{22})r_{31}e + (r_{11} + r_{22})r_{32}f + (r_{11} + r_{22})r_{33}h - 2r_{23}r_{11}e - 2r_{23}r_{12}f \]

\[ - 2r_{23}r_{13}h - 2r_{13}r_{21}e - 2r_{13}r_{22}f - 2r_{13}r_{23}h \]

\[ = ((r_{11} + r_{22})r_{31} - 2r_{23}r_{11} - 2r_{13}r_{21})e + ((r_{11} + r_{22})r_{32} - 2r_{23}r_{12} - 2r_{13}r_{22})f \]

\[ + ((r_{11} + r_{22})r_{33} - 2r_{23}r_{13} - 2r_{13}r_{23})h. \]

Comparing the coefficients in Eq. (7) and Eq. (5), we have

\[ 4r_{13}r_{21} = (r_{11} + r_{22})r_{31}, \]

\[ 4r_{12}r_{23} = (r_{11} + r_{22})r_{32}, \]

\[ 4r_{23}r_{13} = (r_{11} + r_{22})r_{33} + r_{12}r_{21} - r_{11}r_{22}. \]

Similarly, from

\[ [P(e), P(h)] = P([P(e), h] + [e, P(h)]), \quad [P(f), P(h)] = P([P(f), h] + [f, P(h)]) \]

we obtain the following six equations

\[ 2r_{13}r_{31} = 2r_{12}r_{21} + r_{32}r_{31} - 2r_{11}^2, \]

\[ 4r_{12}r_{33} = 2r_{12}r_{22} + r_{32}^2 - 2r_{11}r_{12} + 2r_{13}r_{32}, \]

\[ r_{11}r_{32} = 2r_{12}r_{23} + r_{32}r_{33} - 2(r_{11} + r_{33})r_{13} + r_{12}r_{31}, \]

\[ 4r_{21}r_{33} = 2r_{23}r_{31} + 2r_{21}r_{11} + r_{31}^2 - 2r_{22}r_{21}, \]

\[ 2r_{22}^2 = -2r_{23}r_{32} + 2r_{21}r_{12} + r_{31}r_{32}, \]

\[ r_{21}r_{32} - r_{22}r_{31} = 2(r_{22} + r_{33})r_{23} - 2r_{21}r_{13} - r_{31}r_{33}. \]

2.3. Solving the quadratic equations. To solve the quadratic equations (9)-(17), we distinguish the two cases depending on whether or not \( r_{31} = 0 \).

Case (I) \( r_{31} = 0 \). Then Eq. (9) implies \( r_{13}r_{21} = 0 \). There are three subcases: (a) \( r_{13} = r_{21} = 0 \); (b) \( r_{13} \neq 0, r_{21} = 0 \), and (c) \( r_{13} = 0, r_{21} \neq 0 \).

(a) Assume \( r_{13} = 0 \) and \( r_{21} = 0 \). Then Eq. (12) implies \( r_{11} = 0 \). Also Eq. (17) implies \( r_{23}(r_{22} + r_{33}) = 0 \).

(a1) If \( r_{23} \neq 0 \), then \( r_{22} = -r_{33} \). Eq. (11) implies \( r_{33}^2 = 0 \) and then \( r_{22} = r_{33} = 0 \). Each of Eq. (11) and Eq. (14) gives \( r_{12} = 0 \) and each of Eq. (13) and Eq. (14) gives \( r_{32} = 0 \).

Taking \( r_{23} = 1 \), we obtain \( P_1 \).

(a2) If \( r_{23} = 0 \), then Eq. (14) implies \( r_{22} = 0 \). Then Eqs. (13) and (14) imply \( r_{32}^2 = 4r_{12}r_{33}, \quad r_{32}r_{33} = 0 \).

(a21) If \( r_{33} = 0 \), then \( r_{32} = 0 \). Further, if \( r_{12} = 0 \), we get \( P_2 \); while if \( r_{12} \neq 0 \) and taking \( r_{12} = 1 \), we get \( P_3 \).

(a22) If \( r_{33} \neq 0 \), then \( r_{32} = r_{12} = 0 \). Taking \( r_{33} = 1 \), then we get \( P_4 \).
(b) Assume $r_{13} = 0$ and $r_{21} \neq 0$. Then Eq. (15) implies $r_{21}(r_{11} - r_{22} - 2r_{33}) = 0$ and then $r_{33} = \frac{r_{11} - r_{22}}{2}$. Eq. (12) implies $r_{12} = r_{11}r_{21}$ and then
\[ r_{11} = 0 \iff r_{12} = 0. \]

So we have

(b1) If $r_{11} = r_{12} = 0$, then Eq. (13) gives $r_{32} = 0$, Eq. (15) gives $r_{32} = 0$, and Eq. (15) gives $4r_{21}r_{33} = 0$ and then $r_{33} = 0$. Finally, $r_{23}$ can be arbitrary. Taking $r_{21} = 1$ and also $r_{23} = a$ when $r_{23} \neq 0$, we get $P_5$ and $P_6$.

(b2) If $r_{11} \neq 0$ and $r_{12} \neq 0$, taking $r_{11} = 1$, then Eq. (12) implies $2 = 2r_{12}r_{21}$ and then $r_{21} = \frac{1}{r_{12}}$. Since $r_{33} = \frac{1 - r_{22}}{2}$, Eq. (11) implies
\[ r_{22}^2 + 2r_{22} - 3 = 0. \]

Hence, $r_{22} = 1$ or $r_{22} = -3$.

(b21) If $r_{22} = 1$, then $r_{33} = 0$. Eq. (13) implies $r_{32} = 0$ and then $r_{32} = 0$ and Eq. (11) implies $r_{23} = 0$. Denoting $r_{12} = a$, we get $P_7$.

(b22) If $r_{22} = -3$, then $r_{33} = 2$. Thus Eq. (13) implies $16r_{12} = r_{32}^2$ and then $r_{12} = \frac{r_{32}^2}{16}$, $r_{32} \neq 0$. Eq. (16) implies $r_{23}r_{32} = -8$ and then $r_{23} = -\frac{8}{r_{32}}$. Taking $r_{32} = a$, we get $P_8$.

(c) Assume $r_{13} \neq 0$, $r_{21} = 0$. Then Eq. (12) implies $r_{11} = 0$.

(c1) If $r_{12} = 0$, taking $r_{13} = 1$, then Eq. (13) implies $r_{32}(2 + r_{32}) = 0$. Thus $r_{32} = 0$ or $r_{32} = -2$.

(c11) If $r_{32} = 0$, then Eq. (14) implies $r_{33} = 0$ and Eq. (17) implies $r_{22} = 0$. Thus Eq. (11) gives $r_{23} = 0$. We obtain $P_9$.

(c12) If $r_{32} = -2$, then Eq. (14) implies $r_{22} = 0$. Further Eq. (11) implies $r_{23} = 0$ and Eq. (13) implies $r_{33} = 0$. Thus we obtain $P_{10}$.

(c2) If $r_{12} \neq 0$, then take $r_{12} = 1$ and $r_{13} = a$.

(c21) If $r_{23} = 0$, then Eq. (17) implies $r_{22} = 0$. Eqs. (13) and (14) imply
\[ -2ar_{32} - r_{32}^2 + 4r_{33} = 0, \quad (2a - r_{32})r_{33} = 0. \]

(c211) If $r_{33} = 0$, then $r_{32} = 0$ or $r_{32} = -2a$. We obtain $P_{11}$ or $P_{12}$ respectively.

(c212) If $r_{33} \neq 0$, then $r_{32} = 2a$ and then $r_{33} = 2a^2$. We get $P_{13}$.

(c22) If $r_{23} \neq 0$, then Eq. (17) implies $r_{22} + r_{33} = 0$. Further, Eq. (11) and Eq. (17) imply
\[ 4ar_{23} + r_{33}^2 = 0, \quad -2r_{23}r_{32} - 2r_{33}^2 = 0. \]

Hence $r_{32} = 4a$. Eq. (13) implies $r_{33} = 4a^2$ and then $r_{22} = -4a^2$. Also Eq. (11) implies $r_{23} = -4a^3$. Thus we get $P_{14}$.

Case (II) $r_{31} \neq 0$. Then we distinguish two subcases: (d) $r_{32} = 0$ and (e) $r_{32} \neq 0$.

(d) Assume $r_{32} = 0$. Then Eq. (11) implies $r_{12}r_{23} = 0$. There are three different subcases to be considered: $r_{12} = r_{23} = 0$; $r_{12} = 0$, $r_{23} \neq 0$; $r_{12} \neq 0$, $r_{23} = 0$.

(d1) If $r_{12} = 0$ and $r_{23} = 0$, then Eq. (15) implies $r_{22} = 0$ and Eq. (11) implies $r_{11}r_{33} = 0$.

(d11) If $r_{11} = 0$, then Eq. (12) implies $r_{13} = 0$. Then Eqs. (15) and (17) imply $r_{31} = 0$ and $r_{33} = 0$. It is in contradiction with $r_{31} \neq 0$. 

(d12) If $r_{11} \neq 0$, then $r_{33} = 0$. Then Eq. (14) implies $r_{13} = 0$. Then Eq. (12) implies $r_{11} = 0$, a contradiction with $r_{11} \neq 0$.

So $r_{12}$ and $r_{23}$ can not be zero at the same time.

(d2) If $r_{12} = 0$ and $r_{23} \neq 0$, then Eq. (16) implies $r_{22} = 0$.

(d21) If $r_{21} = 0$, then Eq. (4) implies $r_{11} = 0$. Eq. (12) implies $r_{13} = 0$. Eqs. (15) and (17) imply $r_{31} = -2r_{23}$ and $r_{33} = 0$. Taking $r_{23} = 1$, we get $P_{15}$.

(d22) If $r_{21} \neq 0$ and $r_{13} = 0$, then Eq. (1) implies $r_{11}r_{31} = 0$ and then $r_{11} = 0$. Then Eqs. (15) and (17) imply

$$2r_{23}r_{31} + r_{23}^2 - 4r_{21}r_{33} = 0,$$

$$-2r_{23}r_{33} + r_{31}r_{33} = 0.$$

Then we have $r_{33} = 0$ and $r_{31} = -2r_{23}$, or $r_{31} = 2r_{23}$ and $r_{33} = \frac{2r_{23}}{r_{21}}$. Taking $r_{21} = 1$ and $r_{23} = a$, we obtain $P_{16}$ and $P_{17}$ respectively.

(d23) If $r_{13} \neq 0$ and $r_{23} = 0$, then Eq. (16) implies $r_{13} + r_{33} = 0$.

(d231) If $r_{11} = r_{33} = 0$, then Eq. (1) implies $r_{13} = 0$ and gives a contradiction with $r_{13} \neq 0$.

(d232) If $r_{33} = -r_{11} \neq 0$, then Eqs. (12) and (13) imply

$$r_{11}^2 + 4r_{13}r_{23} = 0, \quad 2r_{11}^2 + 2r_{13}r_{31} = 0.$$

Hence, we have $r_{31} = 4r_{23}$. Then Eqs. (4), (11) and (13) imply

$$r_{13}r_{21} = r_{11}r_{23}, \quad r_{11}^2 = -4r_{13}r_{23}, \quad r_{11}r_{21} = -4r_{23}^2.$$

Then $r_{11} = \frac{-4r_{23}}{r_{21}}, \quad r_{13} = \frac{-4r_{23}}{r_{21}}$. Taking $r_{21} = 1$ and $r_{23} = a$, we obtain $P_{18}$.

(d3) If $r_{12} \neq 0$ and $r_{23} = 0$, then Eq. (13) implies $r_{33} = \frac{r_{22} - r_{11}}{2}$.

(d31) If $r_{13} = 0$, then Eq. (14) implies $r_{31} = 0$ and gives a contradiction. Hence, $r_{13} \neq 0$.

(d32) If $r_{22} = 0$, then Eq. (16) implies $r_{21} = 0$. Then Eq. (1) implies $r_{11} = 0$ and Eq. (11) implies $r_{13} = 0$, giving a contradiction. So $r_{22} \neq 0$.

(d33) If $r_{11} = 0$, then Eq. (13) implies $r_{33} = \frac{r_{22}}{2}$. Thus Eqs. (11) and (17) imply

$$r_{12}r_{21} + \frac{r_{22}}{2} = 0, \quad r_{12}r_{21} - \frac{r_{22}}{2} = 0.$$

Hence $r_{22} = 0$, giving a contradiction. Therefore, $r_{11} \neq 0$.

(d34) If $r_{21} = 0$, then Eq. (15) implies that $r_{31} = 0$ and gives a contradiction. Hence, $r_{21} \neq 0$.

In summary we have $r_{11}, r_{12}, r_{13}, r_{21}, r_{22}, r_{31} \neq 0$, $r_{23} = r_{32} = 0$ and $r_{33} = \frac{r_{22} - r_{11}}{2}$.

Taking $r_{11} = 1$ and $r_{13} = a$, then Eqs. (14) and (17) become

$$1 + 2r_{22} = r_{22}^2 + 2r_{12}r_{21}, \quad r_{12}r_{21} = r_{22}^2.$$

Hence, we have

$$3r_{22}^2 - 2r_{22} - 1 = 0,$$
and then \( r_{22} = 1 \) or \( r_{22} = -\frac{1}{3} \). If \( r_{22} = 1 \), then Eq. (15) implies \( r_{31} = 0 \) and gives a contradiction. If \( r_{22} = -\frac{1}{3} \), then \( r_{12} = -\frac{3a^2}{4}, r_{21} = -\frac{4}{27a^2}, r_{31} = -\frac{8}{9a} \) and \( r_{33} = -\frac{2}{3} \). Thus we get \( P_{19} \).

(e) Assume \( r_{32} \neq 0 \). Take \( r_{31} = 1 \).

(e1) If \( r_{21} = 0 \), then Eq. (11) implies \( r_{22} = -r_{11} \). Eq. (15) implies \( r_{23} = -\frac{1}{2} \) and Eq. (12) implies \( r_{12} = 0 \). Further, Eq. (13) implies \( r_{32}(2r_{13} + r_{32}) = 0 \) and hence \( r_{13} = -\frac{r_{32}}{2} \).

Moreover, Eq. (17) implies \( r_{33} = 0 \) and Eq. (11) implies \( r_{32} = r_{11}^2 \). Taking \( r_{11} = a \), we conclude

\[
\begin{align*}
r_{11} &= a, & r_{12} &= 0, & r_{13} &= -\frac{a^2}{2}, & r_{21} &= 0, & r_{22} &= -a, & r_{23} &= -\frac{1}{2}, & r_{33} &= 0.
\end{align*}
\]

Thus we obtain \( P_{20} \).

(e2) If \( r_{21} \neq 0 \) and \( r_{13} = 0 \), then Eq. (11) implies \( r_{22} = -r_{11} \). Eqs. (10), (11) and (12) imply

\[
4r_{12}r_{23} = 0, \quad -r_{11}^2 - r_{21}r_{12} = 0, \quad -r_{32} + 2r_{11}^2 - 2r_{21}r_{12} = 0.
\]

Thus we have \( r_{12} = -\frac{r_{32}}{4r_{21}} \neq 0 \). Hence \( r_{23} = 0 \) and \( r_{32} = 4r_{11}^2 \). Taking \( r_{11} = a \), then we have

\[
r_{22} = -a, \quad r_{23} = 0, \quad r_{32} = 4a^2.
\]

Eq. (13) implies the same equation as Eq. (17) and Eq. (14) implies the same equation as Eq. (15), so we have the following two equations

\[
a + 4a^2r_{21} + r_{33} = 0, \quad 4a + \frac{1}{r_{21}} - 4r_{33} = 0.
\]

Thus we have \( r_{21} = -\frac{1}{4a} \) and \( r_{33} = 0 \). Then \( r_{12} = 4a^3 \). That is

\[
r_{12} = 4a^3, \quad r_{21} = -\frac{1}{4a}, \quad r_{22} = -a, \quad r_{32} = 4a^2, \quad r_{33} = 0.
\]

In summary we obtain \( P_{21} \).

(e3) If \( r_{21} \neq 0, r_{13} \neq 0 \). Then Eq. (11) and \( r_{13}r_{21} \neq 0 \) imply \( r_{11} + r_{22} \neq 0 \). Therefore, Eq. (10) implies \( r_{32}(r_{11} + r_{22}) = 4r_{12}r_{23} \) and then \( r_{12} \neq 0, r_{23} \neq 0 \). Eq. (9) and (10) imply

\[
r_{11} = 4r_{13}r_{21} - r_{22}, \quad r_{32} = \frac{r_{12}r_{23}}{r_{13}r_{21}}.
\]

Then Eq. (11) implies

\[
r_{33} = \frac{r_{12}}{4r_{13}} + r_{22} + \frac{r_{23}}{r_{21}} = \frac{r_{22}}{4r_{13}r_{21}}.
\]

Thus, Eq. (13) implies

\[
r_{23} = \frac{r_{13} + r_{12}r_{21} + 8r_{13}r_{21}^2 - 8r_{13}r_{21}r_{22} + r_{22}^2}{2r_{13}}.
\]
Hence,
\[
  r_{32} = \frac{r_{12}}{r_{13}^2} \left( \frac{r_{13} + r_{12}r_{21} + 8r_{13}^2r_{22} - 8r_{13}r_{21}r_{22} + r_{22}^2}{2r_{13}} \right),
\]
\[
  r_{33} = \frac{-r_{12}}{4r_{13}} + r_{22} + \frac{r_{13} + r_{12}r_{21} + 8r_{13}^2r_{22} - 8r_{13}r_{21}r_{22} + r_{22}^2}{2r_{13}^2} - \frac{r_{22}^2}{4r_{13}^2},
\]
Then Eq. (12) becomes
\[
  2r_{13} - 2r_{12}r_{21} + 2(-4r_{13}r_{21} + r_{22})^2 = \frac{r_{12}(r_{13} + r_{12}r_{21} + 8r_{13}^2r_{22} - 8r_{13}r_{21}r_{22} + r_{22}^2)}{2r_{13}^2},
\]
which simplifies to
\[
  r_{13} + r_{12}r_{21} + 16r_{13}^2r_{22} - 8r_{13}r_{21}r_{22} + r_{22}^2 = 0.
\]
Then \( r_{22} = 4r_{13}r_{21} \pm \sqrt{-r_{13} - r_{12}r_{21}} \) and
\[
  r_{23} = -4r_{13}^2r_{21}^2, \quad r_{33} = \frac{1}{4r_{21}} - 4r_{13}r_{21} \mp \sqrt{-r_{13} - r_{12}r_{21}},
\]
\[
  r_{32} = -4r_{12}r_{21}, \quad r_{11} = \mp \sqrt{-r_{13} - r_{12}r_{21}}.
\]
Thus each of the Eqs. (9)-(17) is either trivial or implies
\[
  1 - 16r_{13}^2r_{21} - 16r_{12}r_{32}^2 + 8r_{21}\sqrt{-r_{13} - r_{12}r_{21}} = 0.
\]
Therefore, we have,
\[
  (r_{13} + \frac{1}{16r_{21}^2} + r_{12}r_{21})^2 = 0.
\]
Hence, \( r_{13} = -\frac{1}{16r_{21}^2} - r_{12}r_{21} \). Thus
\[
  r_{11} = \mp \frac{1}{4\sqrt{r_{21}}}, \quad r_{33} = \frac{1}{4\sqrt{r_{21}}} \mp \frac{1}{4\sqrt{r_{21}}} + 4r_{12}r_{21},
\]
\[
  r_{23} = \frac{1}{4} + 4r_{12}r_{21}^2, \quad r_{22} = -\frac{1}{4r_{21}} \pm \frac{1}{4\sqrt{r_{21}}} - 4r_{12}r_{21}^2.
\]
Then Eq. (13) gives \( 1 \mp \frac{1}{\sqrt{r_{21}}} r_{21} = 0 \), that is \( \sqrt{r_{21}^2} = \pm r_{21} \). Therefore, we get
\[
  r_{11} = -\frac{1}{4r_{21}}, \quad r_{13} = -\frac{1}{16r_{21}^2} - r_{12}r_{21}, \quad r_{22} = -4r_{12}r_{21}^2,
\]
\[
  r_{23} = \frac{1}{4} + 4r_{12}r_{21}^3, \quad r_{32} = -4r_{12}r_{21}, \quad r_{33} = \frac{1}{4r_{21}} + 4r_{12}r_{21}^3.
\]
Since for any \( r_{21} \neq 0 \), we have \( r_{21} = \pm \sqrt{r_{21}^2} \), we can take \( r_{21} = b \). Then taking \( r_{12} = a \), we obtain \( P_{22} \).

One checks that all the above prescriptions for \( P_i \) are indeed solutions of Eqs. (9)-(17). The proof of Theorem 2.1 is completed.

3. Rota-Baxter operators on \( \text{sl}(2, \mathbb{C}) \) and solutions of CYBE

We now give the first application of our classification theorem, namely using the Rota-Baxter operators obtained in Theorem 2.1 to derive solutions of CYBE in the Lie algebras \( \text{sl}(2, \mathbb{C}) \) and \( \text{sl}(2, \mathbb{C}) \cong \text{ad}^* \text{sl}(2, \mathbb{C})^* \).
3.1. Skew-symmetric solutions of CYBE in $\mathfrak{sl}(2, \mathbb{C})$. Let $\mathfrak{g}$ be a Lie algebra with a nondegenerate invariant bilinear form. Then we can identify $\mathfrak{g}$ with $\mathfrak{g}^*$ via the bilinear form. Thus

$$\mathfrak{g} \otimes \mathfrak{g} \cong \mathfrak{g} \otimes \mathfrak{g}^* \cong \text{End}(\mathfrak{g}).$$

We would like to emphasize that the explicit correspondence (in particular, between the basis of $\mathfrak{g}$ and $\mathfrak{g}^*$) holds only when we take an orthonormal basis of $\mathfrak{g}$. Under the orthonormal basis, $r \in \mathfrak{g}^*$ is skew-symmetric if and only if the matrix form of its corresponding operator is skew-symmetric and furthermore, $r$ is a skew-symmetric solution of CYBE in $\mathfrak{g}$ if and only if its corresponding operator is a skew-symmetric Rota-Baxter operator on $\mathfrak{g}$ in the sense that the corresponding matrix is skew-symmetric.

It is easy to check that

$$\alpha = \frac{\sqrt{2}}{4}(e - f), \quad \beta = \frac{\sqrt{2}}{4}(e + f), \quad \gamma = \frac{\sqrt{2}}{4}h,$$

is an orthonormal basis of $\mathfrak{sl}(2, \mathbb{C})$ with respect to the Killing form.

**Theorem 3.1.** Under the orthonormal basis $\{\alpha, \beta, \gamma\}$, the matrices of the non-zero skew-symmetric Rota-Baxter operators on $\mathfrak{sl}(2, \mathbb{C})$ are given by

$$P_{10} \leftrightarrow \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 1 \\ -i & -1 & 0 \end{pmatrix}, \quad P_{15} \leftrightarrow \begin{pmatrix} 0 & 0 & -i \\ 0 & 0 & 1 \\ i & -1 & 0 \end{pmatrix}, \quad P_{20} \leftrightarrow \begin{pmatrix} 0 & ai & \frac{a^2}{2}i \\ -ai & 0 & \frac{a^2}{2} \\ \frac{a^2}{2} - i & \frac{a^2}{2} & 0 \end{pmatrix}. $$

The corresponding skew-symmetric solutions of CYBE in $\mathfrak{sl}(2, \mathbb{C})$ are given by

$$r_1 = k(e \otimes h - h \otimes e),$$

$$r_2 = k(f \otimes h - h \otimes f),$$

$$r_3 = k \left( a(f \otimes e - e \otimes f) + \frac{1}{2}(h \otimes f - f \otimes h) + \frac{a^2}{2}(h \otimes e - e \otimes h) \right),$$

where $k, a \in \mathbb{C}\{0\}$. Moreover, together with the zero solution, they correspond precisely to all the skew-symmetric solutions of CYBE in $\mathfrak{sl}(2, \mathbb{C})$ given by Belevin and Drinfeld in [3].

In fact, by Theorem [4], it is straightforward to check that under the orthonormal basis $\{\alpha, \beta, \gamma\}$, only three types of non-zero Rota-Baxter operators whose corresponding matrices are skew-symmetric: $P_{10}, P_{15}, P_{20}$. Moreover, the corresponding matrices under the orthonormal basis $\{\alpha, \beta, \gamma\}$ are given by the three matrices in the theorem and the corresponding skew-symmetric solutions of CYBE follow immediately.

On the other hand, we recall the following classification result on the skew-symmetric solution of CYBE in $\mathfrak{sl}(2, \mathbb{C})$ given by Belevin and Drinfeld.

**Theorem 3.2.** [3] Let $x, y \in \mathfrak{g}$ such that $[x, y] = y$. Then $r = x \otimes y - y \otimes x$ is a skew-symmetric solution of (1). Furthermore, this construction gives all nonzero skew-symmetric solutions for $\mathfrak{sl}(2, \mathbb{C})$.

Of course, the skew-symmetric solutions of CYBE in $\mathfrak{sl}(2, \mathbb{C})$ given by the three matrices in Theorem [5] and those given by Belevin and Drinfeld in terms of 2-dimensional non-abelian subalgebras of $\mathfrak{sl}(2, \mathbb{C})$ should coincide. To be precise, we next give an explicit 1-1 correspondence between the skew-symmetric solutions of CYBE in $\mathfrak{sl}(2, \mathbb{C})$ given by the three matrices in Theorem [5] and those given by Belevin and Drinfeld in terms of 2-dimensional non-abelian subalgebras of $\mathfrak{sl}(2, \mathbb{C})$. 


Let \( x = x_1e + x_2f + x_3h \) and \( y = y_1e + y_2f + y_3h \) in \( sl(2, \mathbb{C}) \) be such that \([x, y] = y \). Then we have

\[
\begin{align*}
(2x_3 - 1)y_1 - 2x_1y_3 &= 0 \\
2x_2y_3 - (2x_3 + 1)y_2 &= 0 \\
x_1y_2 - x_2y_1 - y_3 &= 0,
\end{align*}
\]

regarded as a linear system with variables \( y_1, y_2, y_3 \). Since the determinant of the coefficient matrix is

\[
\begin{vmatrix}
(2x_3 - 1) & 0 & -2x_1 \\
0 & -(2x_3 + 1) & 2x_2 \\
-2x_1 & x_1 & -1
\end{vmatrix}
= (2x_3 - 1)(2x_3 + 1) + 4x_1x_2,
\]

the system of Eqs. (18) has non-zero solutions if and only if \((2x_3 - 1)(2x_3 + 1) + 4x_1x_2 = 0\).

**Case I:** Assume that \( x_1 = 0 \). Then \( x_3 \) should be \( \pm \frac{1}{2} \). If \( x_3 = \frac{1}{2} \), we have \( y_2 = -x_2^2y_1, y_3 = -x_2y_1 \).

Thus \( x = x_2f + \frac{h}{2} \) and \( y = y_1e - x_2^2y_1f - x_2y_1h \). We obtain

\[
x \otimes y - y \otimes x = y_1(x_2(f \otimes e - e \otimes f) + \frac{1}{2}(h \otimes e - e \otimes h) + \frac{x_2^2}{2}(h \otimes f - f \otimes h)).
\]

If \( x_2 \neq 0 \), by taking \( k = y_1 \) and \( a = x_2 \) in the above equation, we obtain \( r_3 \). If \( x_2 = 0 \), we obtain \( r_1 \) by taking \( k = -\frac{1}{2}y_1 \).

If \( x_3 = -\frac{1}{2} \), we have \( y_1 = y_3 = 0 \). The non-zero solutions of Eq. (18) give \( x = x_2f - \frac{1}{2}h \) and \( y = y_2f \). This gives

\[
x \otimes y - y \otimes x = \frac{1}{2}y_2(f \otimes h - h \otimes f) = r_2
\]

by taking \( k = \frac{1}{2}y_2 \).

**Case II:** Assume that \( x_1 \neq 0 \). We have \( x_2 = \frac{1 - 4x_3^2}{4x_1} \). Then

\[
x = x_1e + \frac{1 - 4x_3^2}{4x_1}f + x_3h, \quad y = y_1\left(e - \frac{(2x_3 - 1)^2}{4x_1^2}f + \frac{2x_3 - 1}{2x_1}h\right).
\]

Thus we obtain

\[
x \otimes y - y \otimes x = y_1\left(\frac{2x_3 - 1}{2x_1}(f \otimes e - e \otimes f) + \frac{1}{2}(h \otimes e - e \otimes h) + \frac{(2x_3 - 1)^2}{8x_1^2}(h \otimes f - f \otimes h)\right).
\]

If \( x_3 \neq \frac{1}{2} \), then taking \( k = y_1 \) and \( a = \frac{2x_3 - 1}{2x_1} \) in the above equation we obtain \( r_3 \). If \( x_3 = \frac{1}{2} \), then the above equation becomes \( r_1 \) by taking \( k = -\frac{1}{2}y_1 \).

### 3.2. Solutions of CYBE in \( sl(2, \mathbb{C}) \ltimes_{ad^\ast} sl(2, \mathbb{C})^\ast \)

Let \( \rho : \mathfrak{g} \to gl(V) \) be a representation of a Lie algebra \( \mathfrak{g} \). On the vector space \( \mathfrak{g} \otimes V \), there is a natural Lie algebra structure (denoted by \( \mathfrak{g} \ltimes_{\rho} V \)) given by

\[
[x_1 + v_1, x_2 + v_2] = [x_1, x_2] + \rho(x_1)v_2 - \rho(x_2)v_1, \quad x_1, x_2 \in \mathfrak{g}, v_1, v_2 \in V.
\]

Let \( \rho^* : \mathfrak{g} \to gl(V^\ast) \) be the dual representation of the representation \( \rho : \mathfrak{g} \to gl(V) \) of the Lie algebra \( \mathfrak{g} \).
A linear map $P : V \rightarrow \mathfrak{g}$ can be identified as an element in $\mathfrak{g} \otimes V^* \subset (\mathfrak{g} \otimes_{\rho^*} V^*) \otimes (\mathfrak{g} \otimes_{\rho^*} V^*)$ as follows. Let $\{e_1, \cdots , e_n\}$ be a basis of $\mathfrak{g}$. Let $\{v_1, \cdots , v_m\}$ be a basis of $V$ and $\{v'_1, \cdots , v'_m\}$ be its dual basis, that is $v'_i(v_j) = \delta_{ij}$. Set $P(v_i) = \sum_{j=1}^{n} a_{ij} e_j, i = 1, 2, \cdots , n$. Since as vector spaces, $\text{Hom}(V, \mathfrak{g}) \cong \mathfrak{g} \otimes V^*$, we have

(20) \[ P = \sum_{i=1}^{m} P(v_i) \otimes v'_i = \sum_{i=1}^{m} \sum_{j=1}^{n} a_{ij} e_j \otimes v'_i \in \mathfrak{g} \otimes V^* \subset (\mathfrak{g} \otimes_{\rho^*} V^*) \otimes (\mathfrak{g} \otimes_{\rho^*} V^*). \]

For any tensor element $r = \sum_i a_i \otimes b_i \in V \otimes V$, denote $r^{21} = \sum_i b_i \otimes a_i$. 

Lemma 3.3. Let $\mathfrak{g}$ be a Lie algebra. A linear map $P : \mathfrak{g} \rightarrow \mathfrak{g}$ is a Rota-Baxter operator if and only if $r = P - P^{21}$ is a skew-symmetric solution of CYBE in $\mathfrak{g} \otimes_{\text{ad}^*} \mathfrak{g}$.

Notation: For an algebra $A$ equipped with a bilinear product, its (formal) characteristic matrix is defined by

(21) \[ M = \begin{pmatrix} \sum_{k=1}^{n} a_{11}^k e_k & \cdots & \sum_{k=1}^{n} a_{1n}^k e_k \\ \cdots & \cdots & \cdots \\ \sum_{k=1}^{n} a_{n1}^k e_k & \cdots & \sum_{k=1}^{n} a_{nn}^k e_k \end{pmatrix}, \]

where $\{e_1, e_2, \cdots , e_n\}$ is a basis of $A$ and $e_i e_j = \sum_{k=1}^{n} a_{ij}^k e_k$.

Let $\text{ad}^*$ be the coadjoint representation of $\text{sl}(2, \mathbb{C})$. Then the characteristic matrix of the 6-dimensional Lie algebra $\text{sl}(2, \mathbb{C}) \otimes_{\text{ad}^*} \text{sl}(2, \mathbb{C})^*$ with respect to the basis $\{e, f, h, e^*, f^*, h^*\}$ is

\[
\begin{pmatrix}
0 & h & -2e & 2h^* & 0 & -f^* \\
-h & 0 & 2f & 0 & -2h^* & e^* \\
2e & -2f & 0 & -2e^* & 2f^* & 0 \\
-2h^* & 0 & 2e^* & 0 & 0 & 0 \\
0 & 2h^* & -2f^* & 0 & 0 & 0 \\
f^* & -e^* & 0 & 0 & 0 & 0
\end{pmatrix}
\]

By Lemma 3.3, we can obtain the following skew-symmetric solutions of CYBE in $\text{sl}(2, \mathbb{C}) \otimes_{\text{ad}^*} \text{sl}(2, \mathbb{C})^*$ by the Rota-Baxter operators on $\text{sl}(2, \mathbb{C})$ given in Theorem 2.1:

1. $r_1 = h \otimes f^* - f^* \otimes h$,  
2. $r_2 = 0$,  
3. $r_3 = f \otimes e^* - e^* \otimes f$,  
4. $r_4 = h \otimes h^* - h^* \otimes h$,  
5. $r_5 = e \otimes f^* - f^* \otimes e$,  
6. $r_6 = (e + ah) \otimes f^* - f^* \otimes (e + ah)$,  
7. $r_7 = (e + af) \otimes e^* + (\frac{\alpha}{4} e + f) \otimes f^* - e^* \otimes (e + af) - f^* \otimes (\frac{\alpha}{4} e + f)$,  
8. $r_8 = (e + \frac{\alpha^2}{16} f) \otimes e^* + (\frac{10}{16} e - 3 f - \frac{1}{8} h) \otimes f^* + (af + 2h) \otimes h^* - e^* \otimes (e + \frac{\alpha^2}{16} f) - f^* \otimes (\frac{10}{16} e - 3 f - \frac{1}{8} h) - h^* \otimes (af + 2h)$,  
9. $r_9 = h \otimes e^* - e^* \otimes h$,  
10. $r_{10} = h \otimes f^* - 2 f \otimes h^* - e^* \otimes h + 2h^* \otimes f$,  
11. $r_{11} = (f + ah) \otimes e^* - e^* \otimes (f + ah)$,  
12. $r_{12} = (f + ah) \otimes e^* - 2af \otimes h^* - e^* \otimes (f + ah) + 2ah^* \otimes f$,  
13. $r_{13} = (f + ah) \otimes e^* + (2af + 2a^2 h) \otimes h^* - e^* \otimes (f + ah) - h^* \otimes (2af + 2a^2 h)$,  
14. $r_{14} = (f + ah) \otimes e^* - (4a^2 f + 4a^3 h) \otimes f^* + (4af + 4a^2 h) \otimes h^* - e^* \otimes (f + ah) + f^* \otimes (4a^2 f + 4a^3 h) - h^* \otimes (4af + 4a^2 h)$,  
15. $r_{15} = h \otimes f^* - 2e \otimes h^* - f^* \otimes h + 2h^* \otimes e$,  
16. $r_{16} = (e + ah) \otimes f^* - 2ae \otimes h^* - f^* \otimes (e + ah) + 2ah^* \otimes e$,  
17. $r_{17} = (e + ah) \otimes f^* + (2ae + 2a^2 h) \otimes h^* - f^* \otimes (e + ah) - h^* \otimes (2ae + 2a^2 h)$,
4. Induced pre-Lie algebras and solutions of CYBE in 6-dimensional Lie algebras

A pre-Lie algebra is a vector space with a bilinear product \([\cdot, \cdot]\) satisfying that for any \(x, y, z \in A\),

\[
\{x, y, z\} = \{\{x, y\}, z\} - \{y, \{x, z\}\}.
\]

**Lemma 4.1.** Let \((g, [\cdot, \cdot])\) be a Lie algebra and \(P : g \to g\) be a Rota-Baxter operator. Define a new operation \([x, y] = [P(x), y]\). Then \((g, [-, -])\) is a pre-Lie algebra.

Let \((A, [-, -])\) be a pre-Lie algebra. Then the commutator (cf. [P])

\[
[x, y] = \{x, y\} - \{y, x\},
\]

defines a Lie algebra \(g(A)\), which is called the **sub-adjacent Lie algebra** of \(A\) and \(A\) is also called a **compatible pre-Lie algebra** structure on the Lie algebra \(g(A)\). Furthermore, for any \(x \in A\), let \(L_x\) denote the left multiplication operator, that is, \(L_x(y) = \{x, y\}\) for any \(y \in A\). Then \(L : g(A) \to gl(g(A))\) with \(x \to L_x\) gives a representation of the Lie algebra \(g(A)\), that is,

\[
[L_x, L_y] = L_{[x,y]}, \quad \forall x, y \in A.
\]

By Lemma [4,7], the Rota-Baxter operators on \(sl(2, \mathbb{C})\) obtained in Theorem 2.1 can be used to give 3-dimensional pre-Lie algebras. Of course, different Rota-Baxter operators on \(sl(2, \mathbb{C})\) might give isomorphic pre-Lie algebra structures. On the other hand, all complex 3-dimensional pre-Lie algebras have been classified in [3]. Thus it is interesting to determine the induced 3-dimensional pre-Lie algebras in the sense of Lemma [4,4] up to (algebraic) isomorphisms. For this purpose we adapt the notations from [4,4]:

**Theorem 4.2.** With the notations in Theorem 2.1, let \(PL_i\) denote the pre-Lie algebra constructed by \(P_i\) in the sense of Lemma 4.1, \(1 \leq i \leq 22\). Then \(PL_i\) give the following pre-Lie algebras:

| \(PL_i\), \(1 \leq i \leq 22\) | characteristic matrices |
|---------------------------------|-------------------------|
| \(PL_{P_1}\) | Trivial |
| \(PL_{P_2}\), \(PL_{P_3}\), \(PL_{P_4}\), \(PL_{P_5}\), \(PL_{P_6}\), \(PL_{P_7}\), \(PL_{P_8}\), \(PL_{P_9}\), \(PL_{P_{10}}\), \(PL_{P_{11}}\), \(PL_{P_{12}}\), \(PL_{P_{13}}\), \(PL_{P_{14}}\), \(PL_{P_{15}}\), \(PL_{P_{16}}\), \(PL_{P_{17}}\), \(PL_{P_{18}}\), \(PL_{P_{19}}\), \(PL_{P_{20}}\) | \((N-1)_{-1}\) |
| \(PL_{P_{14}}\), \(PL_{P_{15}}\), \(PL_{P_{16}}\), \(PL_{P_{17}}\), \(PL_{P_{18}}\), \(PL_{P_{19}}\), \(PL_{P_{20}}\) | \((H-6)\) |
| \(PL_{P_{13}}\), \(PL_{P_{14}}\), \(PL_{P_{15}}\), \(PL_{P_{16}}\), \(PL_{P_{17}}\), \(PL_{P_{18}}\), \(PL_{P_{19}}\), \(PL_{P_{20}}\) | \((D_{-1})_{-1}\) |
| \(PL_{P_{10}}\), \(PL_{P_{11}}\), \(PL_{P_{12}}\), \(PL_{P_{13}}\), \(PL_{P_{14}}\), \(PL_{P_{15}}\), \(PL_{P_{16}}\), \(PL_{P_{17}}\), \(PL_{P_{18}}\), \(PL_{P_{19}}\), \(PL_{P_{20}}\) | \((E-6)\) |

\(r_{18} = -(4a^2e + 4a^3h) \otimes e^* + (e + ah) \otimes f^* + (4ae + 4a^2h) \otimes h^* + e^* \otimes (4a^2e + 4a^3h) - f^* \otimes (e + ah) - h^* \otimes (4ae + 4a^2h),\)

\(r_{19} = (e - \tfrac{3a^2}{2}f + ah) \otimes e^* + \left(\tfrac{1}{2a}e + \tfrac{1}{2}f\right) \otimes f^* - \left(\tfrac{8}{9a}e + \tfrac{2}{3}h\right) \otimes h^* - e^* \otimes (e - \tfrac{3a^2}{2}f + ah) + f^* \otimes \left(\tfrac{4}{2a}e + \tfrac{1}{2}f\right) + h^* \otimes \left(\tfrac{8}{9a}e + \tfrac{2}{3}h\right),\)

\(r_{20} = (ae - \tfrac{1}{2}h) \otimes e^* + (af + \tfrac{1}{2}h) \otimes f^* + (e + a^2f) \otimes h^* - e^* \otimes (e - \tfrac{1}{2}h) + f^* \otimes (af + \tfrac{1}{2}h) - h^* \otimes (e + a^2f),\)

\(r_{21} = (ae + 4a^2f) \otimes e^* - \left(\tfrac{1}{4}e + af\right) \otimes f^* + (e + 4a^2f) \otimes h^* - e^* \otimes (ae + 4a^2f) + f^* \otimes \left(\tfrac{1}{4}e + af\right) - h^* \otimes (e + 4a^2f),\)

\(r_{22} = -(\tfrac{1}{4}e - af + \tfrac{1}{16ab^3}h) \otimes e^* + (be - 4ab^2f + \tfrac{1}{16ab^4}h) \otimes f^* + (4abf + \tfrac{1}{16ab^3}h) \otimes h^* + e^* \otimes (\tfrac{1}{16}e - af + \tfrac{1}{16ab^3}h) - f^* \otimes (be - 4ab^2f + \tfrac{1}{16ab^3}h) - h^* \otimes (e - 4abf + \tfrac{1}{16ab^3}h).\)
Here the entries in the right column are the following (formal) characteristic matrices of the pre-Lie algebras in [1]:

\[
(N-1)_{-1} := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & e_2 & -e_3 \end{pmatrix}, \quad (H-6) := \begin{pmatrix} 0 & 0 & 0 \\ -e_3 & e_1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (D_{-1})_0 := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ e_1 & -e_2 & 0 \end{pmatrix},
\]

\[
(E-6) := \begin{pmatrix} 0 & 0 & 0 \\ 0 & e_1 & -e_1 - e_2 \\ e_1 & 0 & -e_2 - e_3 \end{pmatrix}, \quad (D_1-8) := \begin{pmatrix} 0 & 0 & 0 \\ 0 & e_1 & -e_2 \\ e_1 & 0 & -e_3 \end{pmatrix}.
\]

**Proof.** It follows from direct checking that the characteristic matrix of \(PL_{P_i}\) for each \(1 \leq i \leq 22\) is the designated matrix under the following basis \(e_1 := e_{i,1}, e_2 := e_{i,2}, e_3 := e_{i,3}:\)

| \(i\) | \(e_1, e_2, e_3\) |
|------|------------------|
| 1    | \(h, e, \frac{1}{2}f\) |
| 2    | \(e, f, h\) |
| 3    | \(-h, e, 2f\) |
| 4    | \(e, f, \frac{1}{2}h\) |
| 5    | \(h, f, 2e\) |
| 6    | \(e + ah, -\frac{1}{24}e, -\frac{1}{32}(h - 2af) - \frac{1}{80}e\) |
| 7    | \(e - af + \sqrt{ah}, e - af - \sqrt{ah}, -\frac{1}{4\sqrt{a}}(e + af)\) |
| 8    | \(\frac{a}{16}(f + \frac{1}{2}h - \frac{16}{9}e), \frac{1}{2}h - \frac{1}{8}e, \frac{3}{8}e - \frac{1}{4}h\) |
| 9    | \(h, f, -\frac{1}{2}e\) |
| 10   | \(-f, \frac{1}{2}h, -\frac{1}{2}e\) |
| 11   | \(f + ah, -\frac{1}{4}af, \frac{1}{8}h - (2ae) + \frac{1}{80}f\) |
| 12   | \(-\frac{1}{8}f, -\frac{1}{4}h, -\frac{1}{32}h - \frac{1}{8}e\) |
| 13   | \(-\frac{1}{32}f, \frac{1}{2}e - \frac{1}{8}h - \frac{1}{32}f, -\frac{1}{4}h - \frac{1}{8}f\) |
| 14   | \(h + \frac{1}{2}f, -\frac{1}{2}e + \frac{1}{4}h + \frac{1}{32}f, -\frac{1}{4}h - \frac{1}{8}f\) |
| 15   | \(e, \frac{1}{2}h, \frac{1}{2}f\) |
| 16   | \(\frac{1}{32}e, -\frac{1}{32}h, \frac{1}{32}h + \frac{1}{32}f\) |
| 17   | \(\frac{1}{32}e, \frac{1}{8}f - \frac{1}{32}h - \frac{1}{32}e, -\frac{1}{4}h - \frac{1}{8}e\) |
| 18   | \(h + \frac{1}{2}e, e_2 = f - \frac{1}{2}h - \frac{1}{4}f, e_3 = \frac{1}{8}e\) |
| 19   | \(\frac{1}{16}(e - \frac{1}{2}a^2f + \frac{1}{2}ah), \frac{1}{8}(h - 3af), \frac{1}{16}(6af - h)\) |
| 20   | \(-e + a^2f + ah, \frac{1}{8}(h + 2af), -f\) |
| 21   | \(e + 4a^2f, \frac{1}{8}h + \frac{1}{2}f - \frac{1}{8}e, \frac{1}{8}h - \frac{1}{2}f + \frac{1}{16}e\) |
| 22 (16ab^3 = 1) | \(h - \frac{1}{2}f, \frac{1}{16}f, \frac{1}{8}(e + \frac{1}{2}h - \frac{1}{4}f)\) |
| 22 (16ab^3 \neq 1) | \(e - 4abf + \frac{1 + 16ab^3}{4b}h, h - \frac{1}{2}f - \frac{4b}{16ab^3 - 1}e_1, \frac{32ab^3}{(16ab^3 - 1)^2}f - \frac{2b}{(16ab^3 - 1)^2}h - \frac{8e}{(16ab^3 - 1)^2}e_1\) |

Theorem 4.4 has a direct consequence on the construction of solutions of CYBE due to the following result:

**Proposition 4.3.** ([3]) Let \(A\) be a pre-Lie algebra. Then

\[
(25) \quad r = \sum_{i=1}^{n} (e_i \otimes e_i' - e_i' \otimes e_i)
\]
is a solution of the classical Yang-Baxter equation in the Lie algebra \( g(A) \prec_L g(A)^* \), where \( \{e_1, \cdots, e_n\} \) is a basis of \( A \) and \( \{e_1^*, \cdots, e_n^*\} \) is the dual basis, \( L^* \) is the dual representation of the representation \( L : g \to gl(g(A)) \) in Eq. (24).

Let \( A \) run through the five pre-Lie algebra structures on \( sl(2, \mathbb{C}) \) in Theorem 4.2. Then we obtain five 6-dimensional Lie algebras \( g(A) \prec_L g(A)^* \). Their characteristic matrices with respect to the bases \( \{e_1, e_2, e_3\} \) given in Theorem 4.2 and their dual bases \( \{e_1^*, e_2^*, e_3^*\} \) are

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -e_2 & 0 & 0 & 0 \\
0 & e_2 & 0 & 0 & e_2^* & -e_3^* \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -e_2^* & 0 & 0 & 0 \\
0 & 0 & e_3^* & 0 & 0 & 0 \\
\end{pmatrix}, \quad \begin{pmatrix}
0 & e_3 & 0 & 0 & 0 & 0 \\
-e_3 & 0 & 0 & e_2^* & 0 & -e_1^* \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -e_2^* & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & e_1^* & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

Moreover, there is a solution of CYBE with the following uniform form in the above Lie algebras:

\[
(26) \quad r = \sum_{i=1}^{3} (e_i \otimes e_i^* - e_i^* \otimes e_i).
\]

5. Conclusions and discussion

Based on the study in the previous sections, we give the following conclusions and discussion.

We have given all the Rota-Baxter operators on the 3-dimensional complex simple Lie algebra \( sl(2, \mathbb{C}) \) under the Cartan-Weyl basis. It is known that the set of Rota-Baxter operators is only a “set” with scalar multiplication, but without further known structures. So we determine the Rota-Baxter operators up to scalar multiplication. Our result is given in our particular choice of the Cartan-Weyl basis. We would like to point out that the classification of Rota-Baxter operators on \( sl(2, \mathbb{C}) \) can be done directly under the orthonormal basis in place of the Cartan-Weyl basis. However, it still needs a similar complicated computational process. On the other hand, it would be interesting to consider suitable equivalence relations of these operators such that the resulting equivalence classes are independent of the choice of bases. It is also interesting to consider the generalization of the study in this paper to other simple complex Lie algebras. Note that for these Lie algebras, the Cartan-Weyl basis can be explicitly expressed.
We summarize the three approaches that we take in this paper to derive solutions of CYBE from Rota-Baxter operators on \(\text{sl}(2, \mathbb{C})\).

(1) In the skew-symmetric cases (under an orthonormal basis associated to the Killing form), every Rota-Baxter operator on \(\text{sl}(2, \mathbb{C})\) corresponds to a skew-symmetric solution of CYBE in \(\text{sl}(2, \mathbb{C})\). As expected from the work of Semenov-Tian-Shansky, they give all the skew-symmetric solutions of CYBE in \(\text{sl}(2, \mathbb{C})\). They also coincide with the classification result of Belavin and Drinfeld \[\text{[7]}\] in terms of 2-dimensional non-abelian subalgebras of \(\text{sl}(2, \mathbb{C})\), for which we give some details.

(2) Every Rota-Baxter operator on \(\text{sl}(2, \mathbb{C})\) gives a skew-symmetric solution of CYBE in the 6-dimensional Lie algebra \(\text{sl}(2, \mathbb{C}) \ltimes_{\text{ad}^*} \text{sl}(2, \mathbb{C})^*\).

(3) Every Rota-Baxter operator on \(\text{sl}(2, \mathbb{C})\) induces a 3-dimensional pre-Lie algebra. Many of the induced pre-Lie algebras are isomorphic and there are exactly 5 non-trivial induced pre-Lie algebras. For every induced pre-Lie algebra \(A\), Eq. \(\text{(26)}\) gives a skew-symmetric solution of CYBE in the 6-dimensional Lie algebra \(g(A) \ltimes_{L'} g(A)^*\). We remark that these Lie algebras are not isomorphic to \(\text{sl}(2, \mathbb{C}) \ltimes_{\text{ad}^*} \text{sl}(2, \mathbb{C})^*\) since the latter has a \(\text{sl}(2, \mathbb{C})\) subalgebra.

It is also natural to consider the Lie bialgebra structures and their quantization related to the explicit construction of (skew-symmetric) solutions of CYBE in the Lie algebras with the same explicit structure constants as in this paper. In fact, for these solutions \(r\), there is a Lie bialgebra structure constructed by

\[
\delta(x) = [x \otimes 1 + 1 \otimes x, r].
\]

The structure constants can be expressed explicitly and it is natural to consider whether there is a corresponding Drinfel’d quantum twist \[\text{[10, 13]}\].

We finally mention that the study of Rota-Baxter operators on Lie algebras does not follow from that of Rota-Baxter operators on associative algebras by commutator since there exist Lie algebras (such as semisimple Lie algebras) which are not the commutators of any associative algebras.

Acknowledgements: C. Bai would like to thank the support by NSFC (11271202, 11221091) and SRFDP (20120031110022). L. Guo acknowledges support from NSF grant DMS 1001855.

References

[1] M. Aguiar, Pre-Poisson algebras, Lett. Math. Phys. 54 (2000) 263-277.
[2] C. Bai, A unified algebraic approach to the classical Yang-Baxter equation, J. Phy. A: Math. Theor. 40 (2007) 11073-11082.
[3] C. Bai, Bijective 1-cocycles and classification of 3-dimensional left-symmetric algebras, Comm. Algebra, 37 (2009) 1016C1057.
[4] C. Bai, L. Guo and X. Ni, Nonabelian generalized Lax pairs, the classical Yang-Baxter equation and PostLie algebras, Comm. Math. Phys. 297 (2010) 553-596.
[5] C. Bai, L. Guo and X. Ni, Generalizations of the classical Yang-Baxter equation and \(\mathcal{O}\)-operators, J. Math. Phys. 52 (2011) 063515.
[6] A. A. Belavin, Dynamical symmetry of integrable quantum systems, Nucl. Phys. B 180 (1981) 189-200.
[7] A. A. Belavin and V. G. Drinfel’d, Solutions of classical Yang-Baxter equation for simple Lie algebras, Funct. Anal. Appl. 16 (1982) 159-180.
[8] G. Baxter, An analytic problem whose solution follows from a simple algebraic identity, Pacific J. Math. 10 (1960) 731-742.
[9] D. Burde, Left-symmetric algebras and pre-Lie algebras in geometry and physics, Cent. Eur. J. Math. 4 (2006) 323-357.
[10] V. Chari and A. Pressley, A guide to quantum groups, Cambridge University Press, Cambridge (1994).

[11] A. Connes and D. Kreimer, Hopf algebras, renormalization and noncommutative geometry, Comm. Math. Phys. 199 (1998) 203-242.

[12] A. Connes and D. Kreimer, Renormalization in quantum field theory and the Riemann-Hilbert problem. I. The Hopf algebra structure of graphs and the main theorem, Comm. Math. Phys. 210 (2000) 249-273.

[13] V. Drinfel’d, Hamiltonian structure on the Lie groups, Lie bialgebras and the geometric sense of the classical Yang-Baxter equations, Soviet Math. Dokl. 27 (1983) 68-71.

[14] L. D. Faddeev and L. Takhtajan, The quantum inverse scattering method of the inverse problem and the Heisenberg XYZ model, Russ. Math. Surv. 34 (1979) 11-68.

[15] L. D. Faddeev and L. Takhtajan, Hamiltonian methods in the theory of solitons, Springer, Berlin (1987).

[16] L. Guo, WHAT is a Rota-Baxter algebra, Notice of Amer. Math. Soc. 56 (2009) 1436-1437.

[17] L. Guo, An introduction to Rota-Baxter algebra, International Press, 2012.

[18] G.-C. Rota, Baxter operators, an introduction, In: “Gian-Carlo Rota on Combinatorics, Introductory papers and commentaries”, Joseph P.S. Kung, Editor, Birkhäuser, Boston, 1995.

[19] M.A. Semenov-Tian-Shansky, What is a classical R-matrix? Funct. Anal. Appl. (1983) 259-272.

[20] A. Stolin, On rational solutions of Yang-Baxter equation for $sl(n)$, Math. Scand. 69 (1991) 57-80.

[21] A. Stolin, Constant solutions of Yang-Baxter equation for $sl(2)$ and $sl(3)$, Math. Scand. 69 (1991) 81-88.

DEPARTMENT OF MATHEMATICS, LANZHOU UNIVERSITY, LANZHOU, GANSU 730000, CHINA
E-mail address: peitsun@163.com

CHERN INSTITUTE OF MATHEMATICS & LPMC, NANKAI UNIVERSITY, TIANJIN 300071, CHINA
E-mail address: baicm@nankai.edu.cn

DEPARTMENT OF MATHEMATICS AND COMPUTER SCIENCE, RUTGERS UNIVERSITY, NEWARK, NJ 07102
E-mail address: liguo@rutgers.edu