Late dominance of the right hemisphere during narrative comprehension
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Abstract

PET and fMRI studies suggest that auditory narrative comprehension is supported by a bilateral multilobar cortical network. The superior temporal resolution of magnetoencephalography (MEG) makes it an attractive tool to investigate the dynamics of how different neuroanatomic substrates engage during narrative comprehension. Using beta-band power changes as a marker of cortical engagement, we studied MEG responses during an auditory story comprehension task in 31 healthy adults. The protocol consisted of two runs, each interleaving 7 blocks of the story comprehension task with 15 blocks of an auditorily presented math task as a control for phonological processing, working memory, and attention processes. Sources at the cortical surface were estimated with a frequency-resolved beamformer. Beta-band power was estimated in the...
frequency range of 16–24 Hz over 1-sec epochs starting from 400 msec after stimulus onset until the end of a story or math problem presentation. These power estimates were compared to 1-second epochs of data before the stimulus block onset. The task-related cortical engagement was inferred from beta-band power decrements. Group-level source activations were statistically compared using non-parametric permutation testing. A story-math contrast of beta-band power changes showed greater bilateral cortical engagement within the fusiform gyrus, inferior and middle temporal gyri, parahippocampal gyrus, and left inferior frontal gyrus (IFG) during story comprehension. A math-story contrast of beta power decrements showed greater bilateral but left-lateralized engagement of the middle frontal gyrus and superior parietal lobule. The evolution of cortical engagement during five temporal windows across the presentation of stories showed significant involvement during the first interval of the narrative of bilateral opercular and insular regions as well as the ventral and lateral temporal cortex, extending more posteriorly on the left and medially on the right. Over time, there continued to be sustained right anterior ventral temporal engagement, with increasing involvement of the right anterior parahippocampal gyrus, STG, MTG, posterior superior temporal sulcus, inferior parietal lobule, frontal operculum, and insula, while left hemisphere engagement decreased. Our findings are consistent with prior imaging studies of narrative comprehension, but in addition, they demonstrate increasing right-lateralized engagement over the course of narratives, suggesting an important role for these right-hemispheric regions in semantic integration as well as social and pragmatic inference processing.
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1. Introduction

Narratives, or stories, represent an important element of the human experience from early childhood onward. The comprehension of narratives requires the integration of information across a hierarchy of information processing steps and temporal scales: the brain must access the meanings of individual words (lexical semantics), capture the grammatical relationships between words (syntactic processing), combine word-level meanings to derive the meaning of phrases and sentences, integrate these meanings with existing pragmatic knowledge, and make inferences based on this semantic information (Graesser et al., 1994; Kintsch and van Dijk, 1978; Mar, 2004). The many dimensions of this process require coordination and communication among several brain subsystems, including those involved in working memory, theory-of-mind, and language comprehension (Ferstl et al., 2008; Ferstl and Von Cramon, 2002; Mar, 2011). Spatiotemporal mapping of the relevant brain networks remains a challenge in neuroimaging research.

The neural substrates of auditory narrative comprehension have been shown to involve a bilateral multilobar cortical network that prominently includes the temporal lobe, inferior parietal lobule (IPL), and inferior frontal gyrus (IFG) by many previous functional magnetic resonance imaging (fMRI) studies (AbdulSabur et al., 2014; Awad et al., 2007; Binder et al., 2011; Brennan et al., 2012; Ferstl et al., 2008; Friederici et al., 2000; Lerner et al.,
2011; Mazoyer et al., 1993; Schmithorst et al., 2006; Szaflarski et al., 2012; Vandenberghe et al., 2002). These studies have suggested a bilateral and fairly symmetrical pattern of activations, with some evidence that the right hemisphere is particularly engaged when comprehension requires greater pragmatic inference, such as in interpreting unfamiliar metaphors and distant semantic associations (AbdulSabur et al., 2014; Ferstl et al., 2005; Jung-Beeman, 2005; Lai et al., 2015; Long and Baynes, 2002). Since these aspects of narrative comprehension can only occur after some amount of information has already been integrated from the narrative, one might expect right-hemispheric engagement to increase over the course of a narrative. Increasing right hemisphere involvement was observed by Xu et al. (2005) in an fMRI study using visually presented stories. Specifically, when fMRI activation during the final portion of a written fable was contrasted with that observed during the initial portion of the story, the resulting activation was predominantly seen in the right hemisphere, including regions of lateral and medial prefrontal cortex, anterior middle and inferior temporal gyri, and the angular gyrus.

Given the superior temporal resolution, the dynamics of the underlying processes involved in auditory narrative comprehension can potentially be better resolved by using magnetoencephalography (MEG) (Helenius et al., 2002; Indefrey and Levelt, 2004). MEG can capture the time-frequency dynamics of oscillatory phenomena in the cortex with millisecond resolution (Gross, 2019). Despite this potential advantage, there are far fewer MEG studies of the brain networks engaged in language comprehension compared to alternative modalities such as fMRI (Pylkkänen, 2019). Most M/EEG studies of speech and language comprehension have focused on the processing of phonemes or single words and inferred cortical activations by modeling the sources of event-related fields or potentials (ERFs/ERPs) generated by averaging the time-domain signals following stimulus onset. In contrast to these paradigms, the extraction of meaning from narratives requires the integration of information across sentences. There are several methodological challenges to using ERFs/ERPs to characterize brain responses when stimuli are not impulse-like but extended in time like spoken narratives, and several solutions based on regression or system identification methods have been proposed to deal with them (Brodbeck et al., 2018b; Crosse et al., 2016; de Cheveigné et al., 2018; Lalor et al., 2009; Smith and Kutas, 2015). Extended speech stimuli have been employed in recent years in several MEG studies on aspects of brain function such as frequency domain changes related to the processing of specific types of linguistic components (Armeni et al., 2019), phase and amplitude entrainment of responses in the auditory cortex (Gross et al., 2013), predictive coding (Brodbeck et al., 2022, 2018a; Donhauser and Baillet, 2020; Heilbron et al., 2022; Koskinen et al., 2020), or top-down influences that modulate auditory cortex responses (Park et al., 2020, 2015). The mapping of cortical engagement that can be attributed specifically to the comprehension of narratives was not the focus of these studies. To date, no MEG studies have investigated the slower changes that occur across narratives, resulting from story meaning integration across sentences. It is debatable whether methods based on ERFs/ERPs or regression are suitable for mapping cortical engagement far removed from early sensory areas where assumptions about the linearity of responses may not be valid. Task- or stimulus-related changes in oscillatory power in the cortex provide an alternative to the ERP.
framework to map cortical engagement during extended stimuli (Hillebrand et al., 2005; Pfurtscheller, 2001).

A large body of evidence from electrocorticography (ECoG) and M/EEG since the 1980s indicates that an increase in high-frequency power in the gamma band (> 40 Hz), accompanied by a broader field of power decrements in the alpha (8–12 Hz) and beta (13–30 Hz) bands, is the signature of cortical engagement during tasks (Crone et al., 2006, 1998; Eulitz et al., 1996; Miller et al., 2007; Neuper and Pfurtscheller, 2001; Pfurtscheller, 1991; Pfurtscheller and Andrew, 1999; Singh et al., 2002). Several lines of evidence show that high gamma activity is strongly correlated to the firing rates of local neuronal populations (Manning et al., 2009; Nir et al., 2007; Ray and Maunsell, 2011). Both stimulus-related gamma-power increments and beta-power decrements are also strongly correlated to local blood flow and the blood oxygen level-dependent (BOLD) signal (Hall et al., 2014; Muthukumaraswamy and Singh, 2008; Zumer et al., 2010), whereas a similar correspondence between blood flow and ERPs is not always found (Brovelli et al., 2005; Foucher et al., 2003; Logothetis et al., 2001). High gamma-band activity arising outside primary sensory or motor cortices is less readily detectable in M/EEG, very likely due to signal loss caused by the mixing of out-of-phase rhythms at the scalp electrode/MEG sensor (Pfurtscheller and Cooper, 1975) and the presence of a substantial myogenic noise floor at these frequencies (Jerbi et al., 2009; Whitham et al., 2007). However, task-related power decrements in the beta-band have been shown to localize brain areas relevant to language production and/or comprehension by many studies (Armeni et al., 2019; Findlay et al., 2012; Fisher et al., 2008; Hirata et al., 2010, 2004; Kim and Chung, 2008; Youssofzadeh et al., 2020). Our use of beta power decrements as a marker of cortical engagement in this study is guided by these empirical observations and not by any particular theory of cortical oscillations and their role in cognition.

We studied task-related MEG beta power modulations in a group of healthy adults enrolled in the Epilepsy Connectome Project (ECP), who performed a story comprehension task interleaved with a math task during MEG recording. This story-math contrast was originally developed for fMRI to activate areas in the anterior temporal lobe (ATL) that are implicated in conceptual integration and are at risk of damage during temporal lobe epilepsy surgeries (Binder et al., 2011). This task contrast was also implemented for both fMRI and MEG recordings in healthy subjects who were recruited as part of the Human Connectome Project (Larson-Prior et al., 2013; Van Essen et al., 2013). We hypothesized that spatial maps of cortical engagement revealed by task-related beta power decrements during narrative comprehension would be comparable to those observed from fMRI. We further hypothesize that the time course of cortical engagement will reveal progressively greater right-hemispheric engagement as information is accrued over a narrative.

For ease of reporting, we use the term “beta decrements” to refer to decreases in beta-band source power relative to the pre-cue baseline period throughout this paper. In the classical literature, event-related power changes have been referred to as event-related desynchronization (ERD) or event-related synchronization (ERS) depending on the direction of the power change (Neuper et al., 2006; Pfurtscheller and Lopes da Silva, 1999). We
intentionally avoid the terms synchronization and desynchronization because they imply a mechanism for the power change that has yet to be established.

2. Material and methods

2.1. Participants

Our participants were thirty-one adults (13 men and 18 women) who participated in the ECP as healthy controls. The mean age was 31.3 years (SD 8, range 20–55). Participants were native speakers of English, and the majority (27/31, or 87%) were right-handed as determined by the Edinburgh Handedness Inventory (Oldfield, 1971). Written informed consent was obtained from all participants. Participants were paid an hourly stipend. Study procedures were approved by the Institutional Review Board of the Medical College of Wisconsin, Milwaukee, WI, USA.

2.2. Story-math task paradigm

The story-math task paradigm has been described in detail elsewhere (Binder et al., 2011). The version used in the ECP consisted of 2 runs, each with 7 story trials and approximately 14 math trials, as summarized in Fig. 1.

All stimuli were digital audio recordings of natural speech produced by an adult male native speaker of American English. The Story task presented participants with brief spoken stories adapted from Aesop’s fables (aesopfables.com), followed by a 2-alternative forced-choice question about the topic of the story. The stories feature social interactions, typically including conversational exchanges, between 2 to 3 human or anthropomorphic (usually animal) protagonists and are designed to illustrate stereotypical human traits and other aphorisms. For example, participants heard, “The rabbits were fighting a war against the eagles and asked the foxes to help them.” The foxes replied, “We would gladly have helped you if we did not know who you were and who you were fighting against.” See Tables S1–2 for the contents of 14 stories and comprehension questions. The 14 stories ranged from 13.7 to 24.0 seconds in duration, with a mean ± SD duration of 20.3 ± 2.8. Stories contained 3 to 6 sentences (mean = 4.6), 8 to 16 clauses (mean = 10.8), and 39 to 73 words (mean = 60.4). The story task had four levels of difficulty (1 = easiest, 4 = hardest), defined by the vocabulary level and relative similarity of meaning of the response choices. For example, at the easiest level, participants were asked, “That was about foxes or cats?” and at the hardest level, they were asked, “That was about pleasure or assistance?” During the math condition, participants were presented with a series of spoken arithmetic operations, e.g., “fourteen plus twelve equals,” with two choices for the response, for example, “twenty-nine or twenty-six”. Math problem stimuli ranged from 2 to 13 (6 ± 2.5) seconds in duration. The math problems had 20 available levels of difficulty (1 = easiest, 20 = hardest) defined by the number of operations, size of the integers, and proportion of subtraction operations. In both story and math tasks, the difficulty level was adjusted upward to a harder level whenever the participant accumulated 3 correct responses, whether these were consecutive or not, and adjusted downward to an easier level whenever an error occurred. In theory, this schedule maintains an average accuracy rate of 75% (García-Pérez, 1998). The order
of story presentation across runs was the same for all individuals. We did not conduct any analyses comparing different fables, so no randomization of the order was applied.

Participants responded with their right index and middle finger on a MEG-compatible button pad to select the first or second choice, respectively. They were instructed to respond as accurately as possible while avoiding errors, with a maximum response window of 4 seconds before the start of the next trial. The order of task blocks was counterbalanced between runs. For all participants in the first run, the story task began with trials at difficulty level 3, and the math block began with trials at difficulty level 10. In the second run, the starting difficulty level was set to the level attained at the end of the first run. Each participant completed a total of 7 story questions and 15 math questions during each run of the experiment (i.e., 1 story question and 1 math question per block). Response accuracy (correct trials for the answered questions) and reaction times (time to press the button to indicate a choice relative to the end of the question) were calculated for both the story and math tasks.

In the current study, the math task was specifically selected to isolate the semantic processes involved in narrative comprehension in two primary ways. The first of these was to control for non-semantic processes that were not the focus of the current study. These include not only domain-general attention and executive systems but also auditory and phoneme perception as well as phonological retrieval and working memory (Binder et al., 2011). Second, the use of an attention-demanding, semantically shallow control task is important to suppress activation in areas relevant to semantic processing that otherwise tend to be activated during rest or passive stimulation. In this regard, it is important to note that the resting state is not a neutral state (Buckner et al., 2008; Stark and Squire, 2001). It is an active state during which most people experience vivid and memorable thoughts, images, and emotions. Resting, as well as attentional lapses and task-unrelated thoughts (“mind wandering”) during less demanding tasks, have been associated with activations in regions known as the default mode network (Buckner et al., 2008; Christoff et al., 2009; Mason and Just, 2007). The processes that occur during mind wandering involve the activation and manipulation of acquired knowledge or semantic memory, and studies have shown a significant overlap in regions comprising the default mode network and those involved in semantic tasks (Binder et al., 2009; Huth et al., 2016), including narrative comprehension (Jääskeläinen et al., 2021). Furthermore, there is evidence that the use of a passive or resting control condition can subtract out activation in semantic areas (Binder et al., 2008, 1999; Spitsyna et al., 2006). Thus, we chose to use an attentionally engaging, semantically shallow, verbal task for these analyses to isolate and optimize the examination of the narrative comprehension processes of interest.

2.3. Data acquisition

Participants underwent MEG scanning in the eyes-closed state in an upright position using a 306-channel (204 planar gradiometers and 102 magnetometers) whole-head biomagnetometer system (VectorviewTM, Elekta-Neuromag Ltd., Helsinki, Finland) in a magnetically shielded room (ETS-Lindgren, Eura, Finland) located at Froedtert Hospital, Milwaukee, WI, USA. The MEG data were collected at a sampling rate of 2 kHz using a
A temporal variant of signal space separation using MaxFilter software v2.2 (Elekta-Neuromag, Helsinki, Finland) was applied to remove external magnetic interferences and discard noisy sensors (Taulu and Simola, 2006). The data were downsampled to 1 kHz, segmented into 1-sec epochs, and bandpass filtered (Butterworth with an order of 4) in a frequency range of 1 to 40 Hz. Epochs containing artifacts (SQUID jumps, eye blinks, head movement, or muscles) were removed by thresholding based on a variance exceeding $3 \times 10^{-24}$ T, kurtosis larger than 15, and z-score larger than 4. Cardiac artifacts were removed using independent component analysis (ICA) based on the infomax algorithm (Bell and Sejnowski, 1995). On average (± SD), 8 ± 4.5 epochs (i.e., seconds) per run were removed across participants.

2.4.2. Beamforming source analysis—MEG data were co-registered to the T1-weighted MR images using common fiducial markers and head shape digitization. To obtain a description of the participant’s cortical sheet, cortical surface reconstruction was performed using the Freesurfer image analysis suite (surfer.nmr.mgh.harvard.edu). To reduce the computational demand of source modeling, cortical pial surfaces were downsampled to 15002 vertices. Overlapping spheres were used as a head model to estimate the lead-field matrix required for source modeling.

As described elsewhere (Youssofzadeh et al., 2020), beta source power was estimated using a frequency-resolved spatial filtering beamforming technique called Dynamic Imaging of Coherent Sources, or DICS (Gross et al., 2001). In DICS, the data covariance matrix is used to calculate the spatial filter from the sensor-level cross-spectral densities (CSD), and the filter is applied to the sensor-level CSD to reconstruct the source-level CSDs of pairwise voxel activations. This provides coherence measures between the source pairs (off-diagonal elements of CSD) and source power measures (diagonal elements of CSD). Our analysis only uses the source power estimates.

Sensor-level CSD for each epoch was estimated in the beta frequency range of 16–24 Hz. CSDs were estimated using the Fourier transform and multi-tapering with Discrete Prolate Spheroidal Sequences (Slepian and Pollak, 1961). The center frequency was selected at 20Hz with a spectral smoothing window of 4Hz to have sufficiently smooth spectra and a
zero-padding of 4 seconds to interpolate the baseline and active windows to the same high spectral resolution.

The participant-specific lead fields and CSDs were used to estimate the inverse spatial filters (beamformers) for all the vertices from the combined active and baseline stimulus conditions, implementing the so-called “common filter” approach. Sources were estimated using a lambda regularization parameter lambda of 10% (to reduce sensitivity to noise and increase the consistency of the spatial maps across participants) and a fixed dipole orientation (to find sources corresponding to an orientation that maximizes the power). Data from both gradiometers and magnetometers were used for source modeling. To account for the rank deficiency of the covariance matrix due to MaxFilter, a truncation parameter of Kappa was set to the singular value decomposition edge discontinuity of combined baseline and active responses (range <=80).

2.4.3. Task contrasts—we analyzed MEG responses occurring during the presentation of the stories and math problems. We did not analyze data from epochs corresponding to the presentation of response choices or the responses themselves. Beta power estimates during the delivery of the story and math problems were compared to power in the pre-stimulus “baseline” periods or against each other. The baseline periods were 1-sec epochs before the onset of the story and math blocks, i.e., inter-block intervals in which no stimulation was being presented, while participants waited for the next story or math block to commence. The MEG responses after narration onset were analyzed over 1-sec epochs (to have equal data length to pre-narration trials) starting from 400 ms post-stimulus onset (to exclude the transient primary sensory cortex responses at stimulus onset) until the end of the story or math problem (see the dashed blue lines in Fig 1). This resulted in an average of 135 epochs (7 trials × 19.3 sec/trial) of the story condition and 80 epochs (15 trials × 5.3 sec/trial) of the math condition per run. The 1-second data segments were selected due to the complexity of the story task and the assumption that semantic processes are usually processed longer than simple word-processing tasks.

To support the choice of beta-band decrement, we investigated the time-frequency representation (TFR) of time-locked responses to story sentences and found strong beta-band decrements for the later activations of the task. A sample baseline corrected TFR from a representative subject completing a story listening task is shown in Fig. Supp. 1.

We first evaluated the group-level beta-power changes during the story and math presentation periods separately by comparing beta-power during Story vs. Baseline and Math vs. Baseline. We then conducted a two-sided paired t-test to obtain Story-vs-Baseline (Story) vs. Math-vs-Baseline (Math) beta power source maps (see Individual and group inferences). Next, we examined the temporal progression of cortical activation during the story comprehension process by contrasting beta-power changes during the five intervals of the narrative separately against all math blocks (i.e., to identify increased beta-power decrements relative to the math task). The goal here was to identify areas that show progressive changes in engagement as information is integrated over the course of the narrative, such as might be expected in brain areas that process pragmatic, social, and affective content. Lastly, to summarize the temporal evolution of hemispheric dominance.
during story comprehension, we conducted a laterality analysis using regions that showed cortical engagement during any of the five intervals. The regions were identified from a union of suprathreshold vertices with half-maximum t-values for five intervals (as shown in Fig. 4) and intersected with the Harvard-Oxford atlas ROIs (Kennedy et al., 1998; Makris et al., 1999). A laterality analysis was conducted using the asymmetry index formula $LI = (L-R) / (L+R)$, where L and R are the summed source t-statistics of the left and right hemisphere ROIs, respectively.

2.4.4. Individual and group inferences—At the individual level, beta-band sources were estimated for all data segments of the two task conditions (story and math) and baseline. This resulted in two data matrices of size N×M (N: number of data segments, 80 for math and 135 for stories; and M: number of locations, 15002). For the individual-level analysis, a dependent (paired)-sample t-test was applied separately for each task condition and scan run to statistically quantify the change in mean neural DICS beta source power of the 1-sec task epochs relative to their pre-stimulus baselines. This resulted in one unthresholded t-value map per task, per run, and per participant. The average of the two t-values for each task (one per run) was used as the participant t-map for that task.

For group-level analysis, participant-specific source estimates (unthresholded t-statistics computed in the first-level step) were projected onto a default surface anatomy (MNI-152, nist.mni.mcgill.ca). To identify the group-level significant effects of story and math task responses, two separate one-sample t-tests were conducted against a null hypothesis of zero (Nichols and Holmes, 2002). To compare the story and math conditions directly, a two-sided paired t-test was conducted for the contrast of story and math (story > math and math > story) t-values. Monte Carlo permutation testing was applied with 5000 randomizations, obtaining the maximum statistic across all source locations for each randomization. The signs of the unthresholded t-statistics were randomly flipped across participants in the one-sample t-test, and condition assignment was permuted in the paired t-test analysis. For the two-sided tests, extrema were computed per tail (i.e., two randomization tests, one for the most positive and one for the most negative tests). The maximum statistics control the expected proportion of false positives. A critical alpha value of 0.05 per tail was applied based on this distribution to report significant statistical effects.

To examine beta-power changes in each of the five story intervals, five separate one-sided paired-sample t-tests were conducted comparing each interval against the average of all math block responses. For interpretation purposes, we report the peak MNI coordinates of parceled areas based on the Harvard-Oxford surface atlas.

3. Results

Task performance measures for our participants are summarized in Table 1; data from one participant were lost due to equipment malfunction, and therefore were not included in the behavioral analyses. Reaction times were significantly correlated between the story and math tasks across individual participants ($r = 0.42$, $p < 0.01$, df = 60). Participants completed the story and math tasks with an average accuracy of about 89 percent and 86 percent, respectively. No significant correlation was found between reaction time and
response accuracy for either the story \((r = 0.24, p = 0.18)\) or the math task \((r = 0.11, p = 0.54)\).

Brain activity during the presentation of the story and math stimuli revealed robust beta power decreases relative to the baseline periods in widespread regions, with left-hemispheric dominance of the cortical engagement during both tasks, as presented in Fig. 2.

Relative to the pre-stimulus baseline, story presentation resulted in beta power decrements in bilateral temporal regions (inferior temporal gyrus (ITG), MTG, anterior STG, fusiform gyrus, and parahippocampal gyrus), left lateral occipital cortex, bilateral supramarginal gyrus (SMG) and intraparietal sulcus (IPS), bilateral paracentral lobule and mid-cingulate gyrus, bilateral frontoparietal operculum and insula, and left prefrontal cortex, including the IFG, middle frontal gyrus (MFG), and superior frontal gyrus (SFG). Findings for the Math task showed beta power decrements mainly in left-hemispheric regions, including posterior MFG, IFG, posterior STG/SMG, upper central sulcus, and paracentral lobule. Peak MNI coordinates and t-values (with \(p < 0.05\)) of brain areas engaged in the story and math tasks relative to baseline are reported in Table 2.

The Story-Math contrast showed greater beta power decrements for the former in bilateral regions of the ITG, fusiform gyrus, parahippocampus, cingulate isthmus, and SFG; left MTG; left IFG; left anterior SMG; left paracentral lobule and mid-cingulate gyrus; and right orbital frontal cortex. The contrast showed greater beta power decrements for the math task in left MFG and SFG, right IFG and posterior MFG, bilateral IPS/superior parietal lobule, and left posterior STG/SMG. The \(t\)-values (with \(p<0.05\)) for beta power changes are shown in Fig. 3. The MNI coordinates of the local activation peaks of beta-decrements in different regions are reported in Table 3.

We examined the time course of story-specific brain activation by dividing each story presentation into five equal periods and contrasting each period against the average beta-decrements over the math task. As shown in Fig. 4, the initial period showed cortical engagement in bilateral lateral and ventral temporal regions, with greater posterior temporal and lateral occipital engagement on the left, and greater parahippocampal engagement on the right. There was a bilateral engagement of the central operculum and insula as well as engagement of the left MFG, left dorsal SMG, and right superior parietal lobule. In the second interval, there was a reduced engagement in the left frontal, opercular, anterior temporal, and parietal regions, whereas increasing engagement was seen in the right frontal operculum, insula, medial orbitofrontal cortex, lingual gyrus, and temporal lobe, including the STG, MTG, and anterior parahippocampal gyrus. The third to fifth intervals showed continued cortical engagement in bilateral lateral and ventral temporal regions, particularly anteriorly on the right. There was an increased engagement of the right orbitofrontal cortex, frontal operculum, and insula as well as the right posterior superior temporal sulcus and inferior parietal lobule. Left MFG and SFG engagement, including the dorsomedial prefrontal cortex, is seen in the final phases. The MNI coordinates of the strongest activation regions from the Harvard-Oxford atlas in each period are reported in Table 4.
To visualize these time courses at a regional level, the $t$-value representing the difference in mean beta power decrement during the story task compared to the math was calculated for each parcel in the Harvard-Oxford surface atlas that overlapped with any of the story-math contrast maps, as shown in Fig. 4. Atlas parcels were included if their mean $t$-value was greater than half of the maximum parcel $t$ value for any of the five intervals, and vertices within each of these selected parcels were included for averaging if they exceeded the corrected alpha <0.05 threshold used for Fig. 4 during any of the time windows (i.e., if they appeared in the union of the 5 maps in Fig. 4). The included parcels are shown in Fig. 5a.

As summarized in Figs. 5b and 6, the first and second periods showed predominantly bilateral story-specific activation (LIs = −0.01 and −0.02); the third to fifth periods showed increasing right hemispheric dominance, due to both significantly decreased engagement of the left hemisphere and increased right hemisphere engagement (LIs = −0.34, −0.41, and −0.47). Time courses of the individual parcels are shown in Fig. 5c. The laterality of engagement varied across regions during the early phases. In the left hemisphere, temporal and parietal regions generally showed a progressive decrease in activation across the 5 temporal windows. In the right hemisphere, activation in most regions showed a gradual increase in engagement. In the final phase, only a few parcels show left dominance, including the temporoooccipital ITG and temporal occipital fusiform cortex. Overall, the findings indicate relative symmetry of engagement during early (first and second intervals of) story processing, a shift to stronger right dominance in temporal and frontal regions, and a shift to very strong right dominance in ventral temporal regions towards the end of the story, i.e., during the middle (third to fifth intervals of) story processing.

4. Discussion

Mapping the time course of cortical engagement during complex cognitive processes is challenging using brain imaging techniques such as PET or fMRI, given their low temporal resolution. By contrast, MEG captures neuromagnetic signals with millisecond resolution, but there are different measures to characterize aspects of neural responses. As is the case for ECoG and EEG signals, there are at least three distinct types of neural responses that can be estimated from neuromagnetic recordings to make inferences about task-related cortical engagement. Historically, the most extensively studied response types in the context of MEG functional imaging are event-related fields, or evoked responses, produced by averaging task-related responses in the time domain. Event-related fields are dominated by low-frequency neural responses that are phase-locked to the stimulus or task-onset and may not be ideally suited to mapping sustained or temporally evolving cortical engagement related to cognitive processes that are extended in time, such as narrative comprehension. Task- or stimulus-related increases in high-gamma (> 70 Hz) power in ECoG or EEG recordings are more directly associated with neuronal firing in the cortex (Crone et al., 2006, 1998; Manning et al., 2009; Miller et al., 2007; Nir et al., 2007; Pfurtscheller, 1991; Ray and Maunsell, 2011) but the detectability of high-gamma activity arising outside primary sensory areas of the cortex in EEG and MEG remains challenging. Task- or stimulus-related power decreases in frequency bands below 35 Hz, which typically accompany high-gamma, provide another marker of cortical engagement that is more easily detected using MEG and has been successfully used for functional imaging (Fisher et al., 2008; Hirata et al.,...
2004; Kadis et al., 2008). In this study, we used a source modeling approach based on beta power decrements that we have described previously (Youssofzadeh et al., 2020) to map cortical engagement during the auditory presentation of stories and math problems in a cohort of healthy adults. We show that not only are the story-math contrasts in cortical engagement inferred using this imaging method consistent with fMRI findings for this task (Binder et al., 2011) but that a time-resolved analysis of the responses afforded by MEG reveals progressively greater engagement of the right hemisphere as narratives unfold.

The choice of math as a contrast condition was motivated by the need to control for non-semantic processes such as auditory and phonetic perception, attention, and working memory (Binder et al., 2011). The math task also suppresses the mind-wandering and other semantic processes that are active during “resting” and passive states (Binder et al., 2011). Additionally, simple arithmetic processes do not depend on anterior temporal lobe regions (Baldo and Dronkers, 2007; Diesfeldt, 1993). This makes the story-math contrast relevant for studying language comprehension processes, particularly the dynamics of temporal lobe engagement, as a clinical tool in epilepsy surgeries (Binder et al., 2011).

Previous fMRI studies of narrative comprehension have reported relatively symmetric activity in temporal regions (AbdulSabur et al., 2014; Awad et al., 2007; Binder et al., 2009; Fletcher et al., 1995; Gallagher et al., 2000; Schmithorst, 2005; Siebenhühner et al., 2019; Xu et al., 2005; Yarkoni et al., 2008). In our MEG data, consistent with fMRI, beta-power decrements for the story task relative to the math task revealed extensive bilateral temporal engagement. This engagement involved bilateral ventral temporal regions, extending more posteriorly on the left and more anteriorly and medially on the right, including portions of the fusiform gyrus, ITG, and neighboring MTG. These regions are believed to be involved in multimodal integration and concept retrieval (Binder and Desai, 2011; Hickok and Poeppel, 2007, 2004; Ralph et al., 2017; Schuhmann et al., 2012).

Over the third to fifth portions of the story, cortical engagement showed increasing right lateralization. While there continued to be significant engagement in left ventrolateral temporal regions, this involvement decreased somewhat in both extent and magnitude over the remainder of the story. In contrast, increases were seen in the engagement of multiple right hemisphere regions, particularly the right temporal pole, STG, inferior parietal region, and frontal cortex. These findings provide novel insights into the temporal dynamics of cortical engagement across broadly distributed right and left hemispheric networks that support narrative comprehension. Interestingly, one previous fMRI study used a visually presented story task with a similar design, dividing fables into early, middle, and final segments (Xu et al., 2005). Consistent with the current study, increasing right hemisphere lateralization was seen across the story such that a contrast of the final segment to the initial segment yielded almost exclusively right hemisphere activation, with greater activation seen in the right anterior MTG/ITG, angular gyrus, frontal operculum, medial prefrontal cortex, and precuneus. The initial portion of the story was contrasted against a passive consonant string viewing condition. There was bilateral but left-lateralized activation for this contrast.

The stronger left-lateralization observed by Xu et al. for the initial portion of the story could be due in part to differences in the control task. The contrast in the Xu et al. (2005) study involved a passive, low-level perceptual task that did not control domain-general attention or executive processes, non-semantic (e.g., phonological) language processes, or...
potential activation of semantic areas due to task-unrelated thoughts. The presentation modality may also have contributed to the differences as, Spitsyna et al. (2006) reported greater left-lateralized patterns of activation when reading rather than listening to nonfiction passages.

Although patients with acquired unilateral damage to the right hemisphere do not typically show aphasia, multiple studies have suggested that these individuals show significant difficulties with aspects of discourse comprehension, including organizing the elements of a story into a coherent whole (Delis et al., 1983; Wapner et al., 1981), drawing accurate inferences and revising inferences based on new contextual information (Brownell et al., 1986; Silagi et al., 2018), and determining the theme or moral of a story (Hough, 1990; Wapner et al., 1981). Particular comprehension difficulties have been observed when thematic or disambiguating information is presented later in the narrative rather than earlier (Brownell et al., 1986; Hough, 1990), suggesting a particular role of right hemisphere regions in the ongoing integration or updating of interpretations or inferences as new information is presented. In addition, individuals with right hemisphere damage have demonstrated greater difficulties suppressing contextually inappropriate alternative meanings in cases of lexical ambiguity, with this impairment found to be significantly related to narrative comprehension performance (Tompkins et al., 2000). One influential theory proposed to explain right hemisphere involvement in aspects of discourse integration, inferencing, and figurative language interpretation is the fine-coarse semantic coding theory. This theory suggests that, while the left hemisphere shows strong activation of dominant meanings and closely related concepts (i.e., fine coding), the right hemisphere maintains a wider semantic field, weakly activating all meanings and more distantly related concepts (Beeman et al., 1994; Beeman and Chiarello, 1998; Jung-Beeman, 2005). This coarse coding is thought to allow integration across more remotely related concepts as well as revision or reinterpretation if an additional disambiguating context is provided, and could therefore contribute to understanding figurative language, detecting connections across sentences, and deriving themes or generating some types of inferences (Jung-Beeman, 2005). In addition, right hemisphere involvement may be important for suppressing alternative, contextually inappropriate meanings after disambiguation (Tompkins, 2008).

Several neuroimaging studies that investigated the effects of changes in integration difficulty or demands found differential activation in the same right hemisphere regions that showed increasing engagement over the course of the narrative in the current MEG study. For example, previous fMRI (St George et al., 1999) and PET (Nichelli et al., 1995) studies suggested an increased role for the right middle temporal cortex in story comprehension under increased demands for integration, theme detection, or pragmatic inference. In addition, increases in activation in the right anterior MTG, posterior superior temporal sulcus, and inferior parietal lobe were linked with the occurrence of event boundaries in stories, such as changes in location, characters, or goals (Speer et al., 2007). Furthermore, Ferstl and colleagues (Ferstl et al., 2005) observed increased right anterior superior temporal lobe as well as adjacent insular and frontal operculum activation when information inconsistent with global context was introduced to a narrative, which was considered to reflect the increasing difficulty of integration. The right posterior IFG and insula were also reported to be activated in a sentence comprehension paradigm when a polysemous word
was subsequently disambiguated to the subordinate meaning, which was thought to reflect suppression of the initially incorrect interpretation (Mason and Just, 2007). These anterior regions have been implicated in inhibitory control and interference resolution tasks more generally (Bari and Robbins, 2013; Deng et al., 2018).

Importantly, the stories used in the current study were fables and therefore rich in social and affective content with an underlying moral. fMRI studies of theory of mind, which refers to the ability to infer the mental states of others, and emotion processing typically show a bilateral network of frontal, temporal, and parietal regions that largely overlap with the activations seen in story comprehension and in semantic processing tasks more generally (Mar, 2011; Satpute and Lindquist, 2021), including the anterior temporal lobes, posterior superior temporal sulcus, angular gyrus, and dorsomedial prefrontal cortex. While bilateral involvement is indicated by meta-analytic fMRI studies (Mar, 2011; Schurz et al., 2021), clinical studies involving patients with semantic dementia (Irish et al., 2014; Kumfor et al., 2016) have suggested preferential involvement of right anterior temporal regions in aspects of social cognition, such as the theory of mind and emotion recognition. A study of discourse processing in temporal lobe epilepsy (TLE) found both significantly poorer theory of mind and narrative discourse comprehension performance in patients with right TLE relative to those with left TLE (Lomlomdjian et al., 2017). While the theory of mind performance was significantly predictive of narrative discourse comprehension, it did not fully account for the laterality effect on the latter.

Compared to stories, the processing of math problems activated the MFG, mainly on the left side, which has been implicated in many neuroimaging studies concerning math and arithmetic processing (Arsalidou and Taylor, 2011; Dehaene et al., 2004, 1999; Kawashima et al., 2004; Koyama et al., 2017). In one fMRI study, addition and subtraction recruited the left middle frontal cortex, whereas multiplication recruited the left middle and inferior frontal cortices (Kawashima et al., 2004). Math problems also elicited greater involvement of the left anterior superior parietal lobule (SPL), just above the horizontal segment of the intraparietal sulcus (IPS), as well as the right posterior SPL/IPS, both of which have been heavily implicated in numeric cognition and mental arithmetic (Andres et al., 2012; Arsalidou et al., 2018; Arsalidou and Taylor, 2011; Dehaene et al., 2003; Desai et al., 2018; Koenigs et al., 2009; Uddin et al., 2010). Greater beta-band power decrements were also seen in the left posterior STG during the math condition. As demonstrated in patients with strokes (Leff et al., 2009), the posterior STG and SMG are areas associated with phonological retrieval and working memory, which are crucial for math tasks.

One limitation of our study relates to source leakage. Although we employed noise reduction techniques, head modeling based on accurate cortical segmentations, and beamforming source analysis, which mitigate the effects of noise and source leakage, there is a possibility that the deeper cortical sources reported in our study, e.g., fusiform and parahippocampal gyri, are affected by leakage from superficial cortical sources, so caution needs to be exercised when interpreting the activations in these regions. Another possible concern is the use of a prestimulus epoch for baseline correction, given that the neural processes that occur during these “resting” epochs are uncharacterized. Given the extensive evidence that “resting” and other passive states include semantic, episodic memory, and
other complex mental processes, we used these prestimulus epochs only for “baseline correction,” which is a standard procedure in MEG and EEG studies. The main contrasts of interest were between the story and math task blocks, which are not affected by the pre-stimulus baseline. Lastly, the number of segments of story and math task epochs in the dataset was unequal, with 135 epochs for the story task and an average of 80 epochs for the math task. We conducted separate group-level source statistics on story and math data segments against their prestimulus baseline and observed source values that met statistical criteria for reliability in all cases. In future research, randomization of narrative and control task blocks, alternative control tasks, longer segments of resting state between blocks, and a balanced number of data segments for the story and control conditions (including resting state) would help facilitate analyses.

Our results demonstrate that source modeling of MEG beta power changes provides a powerful tool for the functional imaging of cognitive processes where induced oscillatory changes may be more suitable markers of cortical engagement than evoked event-related fields. In healthy adults, task-related beta power modulations while listening to stories and solving math problems show differential cortical engagement by the two tasks in ways that are consistent with the fMRI literature on similar tasks and the clinical literature. Progressively greater right hemispheric cortical engagement that we observe during the comprehension of narratives is consistent with what may be predicted based on emerging views on the neuroanatomic substrates of conceptual processing, semantic integration, and social and pragmatic inference processing.
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Figure 1.
The Story-Math task. The story-math task consists of two runs, each interleaving 7 blocks of the story and 15 blocks of the math tasks, with an average block duration of 14–24 and 2–13 seconds for story and math blocks, respectively. The story blocks present participants with brief auditory stories (5–9 sentences) adapted from Aesop’s fables (www.aesopfables.com), followed by a 2-alternative forced-choice question that asks participants about the topic of the story. The math task consisted of auditorily presenting addition and subtraction problems that the subjects responded to. Task difficulty was adjusted to maintain a response accuracy of ~75%.
Figure 2.
Beta-power decrements relative to baseline during story and math-problem presentation. The maps represent the $t$-values for the beta decrement of the story (first row) and math conditions (second row) identified by the DICS beamformer source analysis. The $t$-values were obtained from a one-sample $t$-test of beta-band relative source powers against a null hypothesis. Source activations ($t$-values for beta-power decrements) with $p_{FWE} < 0.05$ are displayed on an inflated template (MNI-152) with dark representing sulci and gray representing gyri. The $t$-values and MNI coordinates of the local activation peaks in specific areas are reported in Table 2. $T$-values greater than 4.3 and 3.4 are shown for the story and math task responses, respectively.
Figure 3.
Comparison between story and math beta power decrements. Areas, where Story-beta-decrements > Math-beta-decrements (red) and Math-beta-decrements > Story-beta-decrements (blue) based on a two-sided paired t-test of beta power changes are displayed using a diverging color scale. T-values greater than absolute 3.5 are shown. Corresponding t-values and MNI coordinates of activation peaks within the numbered regions are reported in Table 3.
Figure 4.
Cortical engagement for five temporal windows defined over the story presentation, relative to the math problem presentation periods. The cortical maps represent beta power decrements for five intervals of the first, second, third, fourth, and fifth temporal windows of the story presentation condition relative to the math condition. Corresponding t-values and MNI coordinates of the local activation peaks are reported in Table 4. The contrasting condition, math blocks, is shown in Fig. 2. All five story intervals were contrasted against the same time-averaged math response shown in Fig. 2.
Figure 5.
Beta-power decrements of regions significantly engaged in any of the five intervals of story comprehension relative to math. (a) Regions were identified from a union of suprathreshold engagement with a half-maximum t-value of the corresponding source maps and intersected with the Harvard-Oxford atlas ROIs. A total of 60 (30×2) cortical parcels from the Harvard-Oxford atlas were identified. The selected regions were 1. STG, post, 2. MTG, ant, 3. MTG, post, 4. Temporal-occipital MTG, 5. ITG, ant, 6. ITG, post, 7. Temporal-occipital ITG, 8. Insula, 9. parahippocampal g, ant, 10. Parahippocampal g, post, 11. Temporal fusiform g, ant, 12. Temporal fusiform g, post, 13. Temporal-occipital fusiform g, 14. Central opercular cortex, 15. Planum polare, 16. Heschl’s g, 17. Temporal pole, 18. STG, ant, 19. Supramarginal g, 20. Angular g, 21. Parietal operculum, 22. LOC, 23. Lingual g, 24. Occipital fusiform g, 25. Frontal pole, 26. Ventromedial prefrontal cortex, 27. Frontal orbital cortex, 28. Frontal opercular cortex, 29. IFG pars triangularis, 30. IFG pars opercularis. (b). Beta power decrements are summarized in the left and right hemispheres (c) and 30 selected regions.
Laterality indices of regions involved in the five selected time intervals of story comprehension relative to math. (a) Beta-power-decrement laterality indices are summarized in 30 selected regions and (b) the whole cortex. Laterality analysis was conducted on the selected regions shown in Fig. 5A. The negative and positive asymmetry index values represent right and left hemispheric dominance, respectively.
Table 1

Task performance measures during the story-math MEG tasks.

| Behavioral                      | Story     | Math     |
|---------------------------------|-----------|----------|
| Response time (sec.)            | 0.68 ± 0.26 | 0.56 ± 0.32 |
| Task accuracy (%)               | 89.53 ± 6.96 | 86.55 ± 7.66 |
| Task difficulty level (Story: 1–4 and Math: 1–20) | 3.13 ± 0.30 | 11.85 ± 1.72 |
Table 2

Cortical regions engaged by the story and math tasks based on beta-power decrements relative to baseline. MNI peak coordinates of beta-power decrements are provided. R and L indicate right and left hemispheric regions. ROI labels are based on the Harvard-Oxford cortical atlas.

| #   | Region (Label)          | Hemisphere (left/right) | t-value (p)    | Coordinate MNI (x, y, z) |
|-----|-------------------------|-------------------------|----------------|--------------------------|
| 1   | Inferior frontal G, tri| L                       | 5.35 (0.002)   | −56 27 23                |
| 2   | Inferior temporal G, mid| L                           | 5.29 (0.002)   | −45 −34 −19              |
| 3   | Rolandic operculum      | R                       | 4.72 (0.013)   | 55 −1 11                 |
| 4   | Inferior temporal G, ant| L                           | 4.7 (0.014)    | −63 −14 −33              |
| 5   | Inferior temporal G, ant| R                           | 4.47 (0.027)   | 47 −16 −39               |
| 6   | Cingulate G             | L                       | 4.36 (0.037)   | −11 −18 46               |
| 7   | Cingulate G             | R                       | 4.31 (0.042)   | 1.2 −14 37              |

Math task

| #   | Region (Label)          | Hemisphere (left/right) | t-value (p)    | Coordinate MNI (x, y, z) |
|-----|-------------------------|-------------------------|----------------|--------------------------|
| 1   | Inferior frontal G, tri| L                       | 5.12 (0.002)   | −57 20 9                 |
| 2   | Precentral G            | L                       | 3.87 (0.01)    | −39 7 45                 |
| 3   | Postcentral G           | L                       | 3.71 (0.02)    | −51 −36 58               |
| 4   | Superior temporal G     | L                       | 3.51 (0.03)    | −67 −46 23               |
| 5   | Paracentral lobule      | R                       | 3.48 (0.04)    | −1 −28 71                |
Table 3

Regions involved in story-vs-math task conditions. MNI peak coordinates of beta-power source values are provided. R and L indicate right and left hemispheric regions. ROI labels are based on the Harvard-Oxford cortical atlas.

| #  | Region (Label)                      | Hemisphere (left/right) | t-value (p)   | Coordinate MNI (x, y, z) |
|----|------------------------------------|-------------------------|--------------|-------------------------|
| 1  | Inferior temporal G, post          | L                       | 4.68 (0.001) | −52 −27 −29             |
| 2  | Inferior frontal G, pars triangularis | L                      | 4.25 (0.005) | −43, 36, 11             |
| 3  | Inferior temporal G, post          | R                       | 3.90 (0.013) | 55 −16 −39              |
| 4  | Parahippocampal G, ant             | R                       | 3.83 (0.015) | 27 −15 −34              |
| 5  | Temporal fusiform cort, post       | R                       | 3.77 (0.018) | 24 −4.5 −39             |
| 6  | Inferior frontal G, pars opercularis | L                      | 3.71 (0.021) | −54 23 24               |

Story < Math

| #  | Region (Label)                      | Hemisphere | t-value (p) | Coordinate MNI (x, y, z) |
|----|------------------------------------|------------|------------|-------------------------|
| 1  | Middle frontal G                   | L          | −4.17 (0.006) | −41 18 55               |
| 2  | Superior parietal lobule           | L          | −3.80 (0.017) | −44 −50 62              |
| 3  | Inferior frontal G, pars triangularis | R          | −3.74 (0.02)  | 59 28 9.2               |
| 4  | Superior temporal G                | L          | −3.57 (0.03)  | −68 −49 13              |
Table 4

Cortical regions engaged during the 5 temporal windows defined for the story comprehension task. Regions are reported for 5 temporal windows during the story presentation period contrasted against the entirety of the math-task presentation period. MNI peak coordinates of beta-power source values are provided. R and L specify the right and left hemispheric regions. ROIs labels are based on the Harvard-Oxford cortical atlas.

| 1st interval, Story vs. Math, beta-power decrements | Hemisphere (left/right) | t-value (p) | Coordinate MNI (x, y, z) |
|-----------------------------------------------------|-------------------------|-------------|--------------------------|
| #                                                   | Region (Label)          |             |                          |
| 1                                                   | Inferior temporal G., post | L           | 5.33 (0.001)             | -52, -27, -29 |
| 2                                                   | Inferior temporal G., ant | L           | 4.74 (0.001)             | -46, 1, -40  |
| 3                                                   | Inferior temporal G., ant | R           | 4.55 (0.004)             | 52, 0, -42   |
| 4                                                   | Inferior temporal G, temporooccipital | L           | 4.22 (0.01)             | -56, -50, -28 |
| 5                                                   | Temporal fusiform cort., post | R           | 4.15 (0.01)             | 52, -60, -24 |
| 6                                                   | Middle temporal G., ant  | R           | 3.95 (0.01)             | 60, 0, -16   |

| 2nd interval                                       | Hemisphere (left/right) | t-value (p) | Coordinate MNI (x, y, z) |
|-----------------------------------------------------|-------------------------|-------------|--------------------------|
| #                                                   | Region (Label)          |             |                          |
| 1                                                   | Inferior temporal G., post | L           | 5.8 (0.001)             | -52, -28, -28 |
| 2                                                   | Inferior temporal G., ant | L           | 4.4 (0.004)             | -46, 1, -40  |
| 3                                                   | Inferior temporal G., ant | R           | 5.27 (0.008)             | 52, 1, -42   |
| 4                                                   | Inferior temporal G, temporooccipital | L           | 4.96 (0.01)             | -56, -50, -28 |
| 5                                                   | Temporal fusiform Cort, post | R           | 4.88 (0.01)             | 33, -20, -32 |
| 6                                                   | Middle Temporal G, ant  | R           | 4.66 (0.01)             | 60, 0, -16   |

| 3rd interval                                       | Hemisphere (left/right) | t-value (p) | Coordinate MNI (x, y, z) |
|-----------------------------------------------------|-------------------------|-------------|--------------------------|
| #                                                   | Region (Label)          |             |                          |
| 1                                                   | Inferior temporal G, temporooccipital | L           | 4.73 (0.004)             | -56, -50, -28 |
| 2                                                   | Inferior temporal G, ant | R           | 4.66 (0.008)             | 52, 0, -42   |
| 3                                                   | Superior temporal G, ant | R           | 4.14 (0.01)             | 64, 0, 8     |
| 4                                                   | Temporal fusiform Cor, ant | R           | 4.06 (0.01)             | 24, -4, -52  |
| 5                                                   | Temporal fusiform Cortex, post | R           | 3.86 (0.01)             | 32, -20, -32 |
| 6                                                   | Inferior temporal G, post | L           | 3.81 (0.01)             | -52, -28, -28 |

| 4th interval                                       | Hemisphere (left/right) | t-value (p) | Coordinate MNI (x, y, z) |
|-----------------------------------------------------|-------------------------|-------------|--------------------------|
| #                                                   | Region (Label)          |             |                          |
| 1                                                   | Inferior temporal G, ant | R           | 4.87 (0.007)             | 52, 0, -42   |
| 2                                                   | Temporal fusiform Cortex, ant | R           | 4.84 (0.008)             | 52, -60, -24 |
| 3                                                   | Temporal fusiform Cortex, post | R           | 4.79 (0.009)             | 32, -20, -32 |
| #  | Region (Label)                                      | Hemisphere (left/right) | t-value (p)     | Coordinate MNI (x, y, z) |
|----|----------------------------------------------------|-------------------------|----------------|--------------------------|
| 4  | Parahippocampal G, ant                            | R                       | 4.68 (0.009)   | 24, -4, -40              |
| 5  | Inferior temporal G, post                         | R                       | 4.53 (0.009)   | 52, -28, -28             |
| 6  | Superior temporal G, ant                           | R                       | 4.43 (0.01)    | 64, 0, -8                |

5th interval

| #  | Region (Label)                                      | Hemisphere (left/right) | t-value (p)     | Coordinate MNI (x, y, z) |
|----|----------------------------------------------------|-------------------------|----------------|--------------------------|
| 1  | Temporal fusiform Cortex, post                     | R                       | 4.86 (0.007)   | 32, -20, -32             |
| 2  | Inferior temporal G, ant                           | R                       | 4.84 (0.009)   | 46, 0, -40               |
| 3  | Inferior temporal G, post                         | R                       | 4.74 (0.01)    | 52, -28, -28             |
| 4  | Central opercular Cortex                          | R                       | 4.71 (0.01)    | 64, -8, 8                |
| 5  | Superior temporal G, ant                           | R                       | 4.50 (0.01)    | 64, 0, -8                |
| 6  | Inferior frontal G, pars opercularis              | R                       | 4.48 (0.01)    | 60, 16, 16               |