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Abstract Given a $p$-coin that lands heads with unknown probability $p$, we wish to produce an $f(p)$-coin for a given function $f : (0, 1) \to (0, 1)$. This problem is commonly known as the Bernoulli Factory and results on its solvability and complexity have been obtained in [24, 30]. Nevertheless, generic ways to design a practical Bernoulli Factory for a given function $f$ exist only in a few special cases. We present a constructive way to build an efficient Bernoulli Factory when $f(p)$ is a rational function with coefficients in $\mathbb{R}$. Moreover, we extend the Bernoulli Factory problem to a more general setting where we have access to an $m$-sided die and we wish to roll a $v$-sided one; i.e., we consider rational functions between open probability simplices. Our construction consists of rephrasing the original problem as simulating from the stationary distribution of a certain class of Markov chains - a task that we show can be achieved using perfect simulation techniques with the original $m$-sided die as the only source of randomness. In the Bernoulli Factory case, the number of tosses needed by the algorithm has exponential tails and its expected value can be bounded uniformly in $p$. En route to optimizing the algorithm we show a fact of independent interest: every finite, integer valued, random variable will eventually become log-concave after convolving with enough Bernoulli trials.
1. Introduction. Back in 1951, Von Neumann [41] proposed a method to produce a fair coin out of a biased one. Since then, the problem has been generalized into finding an algorithm that given a $p$-coin — a coin that lands heads with unknown probability $p$ — can produce an $f(p)$-coin for a given function $f : \mathcal{D} \subseteq (0, 1) \rightarrow (0, 1)$. Keane and O’Brien [24] referred to this problem as the Bernoulli Factory and, motivated by problems in regenerative steady-state simulations [1, 15], identified the class of functions $f$ for which it is solvable. Since then, other studies have been carried out to provide ways of constructing and analysing the Bernoulli Factory algorithms [18, 19, 20, 25, 27, 29, 30] as well as extending it to quantum settings [7, 32, 42] and specialised multivariate scenarios [8, 20]. Relations between the Bernoulli Factory and other fundamental simulation questions in statistics and computer science have been explored in [22] and [10, 29], respectively. More recently, Bernoulli Factory techniques have been successfully applied to perform exact simulations of diffusions [3, 25], develop perfect simulation algorithms [2, 11, 26], design MCMC algorithms that can tackle intractable likelihood models and perform Bayesian inference [12, 13, 16, 40], design particle filters in scenarios where weights are not available analytically [38], and also to reductions in mechanism design [5, 8, 31].

Nevertheless, designing a Bernoulli Factory algorithm for a given function $f$ is still challenging. The strategy described in [30] can be generally applied for any real analytic function $f$, but the combinatorial complexity of the implementation is prohibitive. When combined with the reverse time martingale approach of [25], the implementation becomes feasible, but the running time depends on the speed of convergence of certain Bernstein polynomial envelopes and is often impractical. Specialised fast algorithms are available for linear functions [19, 20], under additional assumptions on the domain, or functions admitting specific series expansions [14, 25, 27]. However, for other classes of functions constructing a Bernoulli Factory is generally hard and even when an algorithm is available, its running time may be prohibitive. Moreover, the problem of extending the classic Bernoulli Factory setting to a multivariable one — that is producing rolls of a die given an arbitrary other one — has not been systematically studied.

In this paper we provide a novel constructive way to design a Bernoulli Factory for rational functions $f$ with coefficients in $\mathbb{R}$. Our construction can be applied to rational functions mapping between probability simplices

\[(1) \quad f : \Delta^m \rightarrow \Delta^v, \quad m, v \geq 1,\]

thus generalizing the classic Bernoulli Factory to a Dice Enterprise.

Our approach relies on rephrasing the original problem as sampling from
the stationary distribution of a suitably designed Markov chain. This is achieved by first decomposing the given rational function in a fashion inspired by [29], and similarly based on Polya’s theorem on homogeneous positive polynomials. However, the decomposition is extended in such a way that it allows to construct a Markov chain whose evolution can be simulated by just rolling the original die. We also allow for coefficients in $\mathbb{R}$ and derive our explicit construction for multivariate scenarios. Then, the Perfect simulations techniques, such as Coupling From The Past (CFTP) [36] or Fill’s interruptible algorithm [9], can then be employed to get a sample distributed precisely as its stationary distribution. Moreover, for $m = 1$ in (1), that includes the classic Bernoulli Factory setting $m = v = 1$ as a special case, a monotonic version of CFTP is proposed, improving the efficiency of implementation. Under this scenario, we show that the method has a “fast simulation” (i.e., the required number of tosses has exponentially decaying tail probabilities) and the expected number of calls to the original die is linear in the degree of the resulting polynomial. To prove the result we demonstrate a fact of wider interest: the convolution of a $\text{Bin}(n, \frac{1}{2})$ variable with any finite, integer valued random variable is log-concave when $n$ is big enough.

The paper is organised as follows:

Section 2 introduces the notation and notions that will be used throughout the paper. In particular, it introduces ladders, a class of discrete probability distributions that are suitable as candidates for stationary distributions of Markov chains used in the sequel.

Section 3 develops the Dice Enterprise for rational functions $f : \Delta^m \to \Delta^v$, thus generalising the usual Bernoulli Factory setting. We first show how this problem can be rephrased as sampling from a ladder and construct a CFTP algorithm that performs it. We prove that our proposed construction is optimal in terms of Peskun’s ordering. We then analyse the efficiency of the proposed algorithm in terms of the expected number of required rolls of the original die and notice that it is always finite under suitable assumptions. In the “coin to dice” scenario (of which the Bernoulli Factory is a special case), we notice that for log-concave ladders the expected number of tosses is linear in the degree of the ladder. We then prove that it is always possible to construct such log-concave distribution.

Section 4 presents an R package that implements the developed method and explicative examples, validating the developed theory. In particular, we also show how a Dice Enterprise can be used to deal with $m$ independent coins and reproduce examples taken from [8, 13, 20].

In Appendix A we give a background on simulating uniform random vari-
ables when the only available source of randomness is the given die, as well as a brief introduction to CFTP. Proofs of all the results are presented in Appendix B.

2. Notation and Preliminaries. Define the open $m$ dimensional probability simplex as

$$\Delta^m = \left\{ \mathbf{p} = (p_0, \ldots, p_m) \in (0, 1)^{m+1} : \sum_{i=0}^{m} p_i = 1 \right\}$$

and by $\bar{\Delta}^m$ denote its closure. For $b \in \{0, \ldots, m\}$, by $e_b \in \bar{\Delta}^m$ denote the $b^{th}$ standard unit vector, i.e. a vector of zeros with a 1 in the $b^{th}$ position. We let the first element of a vector have index 0 and we interchangeably use $(p_0, p_1) \in \Delta^1$ and $p \in (0, 1)$, identifying $p$ as $p_1$. We shall write $X \sim \mathbf{p}$ to denote that $X$ is a draw from the categorical distribution with parameter $\mathbf{p} \in \Delta^m$ on $\Omega = \{0, \ldots, m\}$. If the vector $\mathbf{p}$ is not known explicitly, but there is a mechanism to sample $X \sim \mathbf{p}$ (e.g. via experiment or computer code), we call this mechanism a black box to sample from $\mathbf{p}$. Alternatively, if we want to stress that the vector $\mathbf{\mu} \in \Delta^n$ is given explicitly, we refer to it as known distribution $\mathbf{\mu}$.

In the following, we will assume that a generator of uniform random variables is available, as common in applications. However, this assumption is not restrictive from the theoretical viewpoint as we can use the given die to generate uniform random variables to any arbitrary precision. Indeed, notice that the binary representation of a uniform random variable can be seen as a sequence of fair coin tosses which we can obtain from the given die. We discuss this in more details in Appendix A.1.

Given a rational function $f : \Delta^m \to \Delta^v$ such that $f(\mathbf{p})$ is a valid discrete probability distribution for all $\mathbf{p} \in \Delta^m$, in Section 3 we will construct a new function $\pi : \Delta^m \to \Delta^k$, named ladder, such that $\pi(\mathbf{p})$ is also a valid discrete probability distribution and draws from $\pi(\mathbf{p})$ can be transformed into draws from $f(\mathbf{p})$ and vice-versa. To this end, consider pairs of distributions related by disaggregation defined as follows:

**Definition 2.1 (Disaggregation).** Let $\mathbf{\mu} = (\mu_0, \ldots, \mu_k)$ and $\mathbf{\nu} = (\nu_0, \ldots, \nu_v)$ be probability distributions on $\Delta^k$ and $\Delta^v$ respectively with $v \leq k$. We say that $\mathbf{\mu}$ is a *disaggregation* of $\mathbf{\nu}$ if there exists a partition of $\{0, \ldots, k\}$ into $v + 1$ sets $A_0, A_2, \ldots, A_v$ such that

$$\nu_i = \sum_{j \in A_i} \mu_j, \quad \text{for all } i \in \{0, \ldots, v\}.$$
If $\mu$ is a disaggregation of $\nu$, then we shall equivalently say that $\nu$ is an aggregation of $\mu$.

If $\mu = (\mu_0, \ldots, \mu_k)$ is a disaggregation of $\nu = (\nu_0, \ldots, \nu_v)$ then, sampling from $\mu$ is equivalent to sampling from $\nu$ in the following sense:

Given $X \sim \mu$, define $Y$ as $Y := i$ if $X \in A_i$. Then $Y \sim \nu$.

Given $X \sim \nu$, define $Y$ by letting

$$P(Y = i) = \frac{\mu_i}{\sum_{j \in A_X} \mu_j}.$$ 

Then $Y \sim \mu$.

![Figure 1: Disaggregation. A sample from $\mu$ is directly mapped to a sample from $\nu$. A sample from $\nu$ can be mapped to $\mu$ proportionally.](image)

Our proposed construction requires being able to draw exactly from the stationary distribution of a Markov chain, a deed that we achieve by perfect simulation techniques. In particular, we will use Coupling From the Past (CFTP) \[36\] a review of which is presented in Appendix A.2.

2.1. Ladder over $\mathbb{R}$. We now introduce a class of probability distributions $\pi : \Delta^m \rightarrow \Delta^k$ that will be of main interest in the remainder of the paper. Recall that the 1-norm of a vector $a = (a_0, \ldots, a_n)$ is $\|a\|_1 = \sum_{j=0}^n |a_j|$.

**Definition 2.2 (Multivariate ladder).** For every $p = (p_0, \ldots, p_m) \in \Delta^m$ let $\pi(p) = (\pi_0(p), \ldots, \pi_k(p))$ be a probability distribution on $\Omega = \{0, \ldots, k\}$. We say that $\pi(p)$ is a multivariate ladder over $\mathbb{R}$ if every $\pi_i$ is of the form

$$\pi_i(p) = R_i \prod_{j=0}^m p_j^{n_{i,j}} C(p),$$

where

- $C(p)$ is a polynomial with real coefficients that does not admit roots in $\Delta^m$;
- $\forall i, j, R_i$ is a strictly positive real constant and $n_{i,j} \in \mathbb{N}_{\geq 0}$;
Denote $n_i = (n_{i,0}, n_{i,1}, \ldots, n_{i,m})$. There exists an integer $d$ such that $\|n_i\|_1 = d$ for all $i$. We will refer to $n_i$ as the degree of $\pi_i(p)$ and to $d$ as the degree of $\pi(p)$.

Moreover, we say that $\pi(p)$ is a connected ladder if

- Each $i, j \in \Omega$ are connected, meaning that there exists a sequence of states $(i = s_1, s_2, \ldots, s_t = j)$, such that $\|n_{s_h} - n_{s_{(h-1)}}\|_1 \leq 2$ for all $h \in \{2, \ldots, t\}$.

Finally, we say that $\pi(p)$ is a fine ladder if

- $n_i = n_j$ implies $i = j$.

Figure 2 gives a graphical representation of a multivariate ladder and motivates the following concept of neighbourhood.

**Definition 2.3 (Neighbourhoods on ladders).** On a multivariate ladder $\pi : \Delta^m \rightarrow \Delta^k$ define the neighbourhood of $i \in \Omega$ as $N(i) = \{j \in \Omega \setminus \{i\}$ : 

\[
\begin{align*}
\text{(a) Fine and connected ladder} & \quad \pi : \Delta^2 \rightarrow \Delta^4 \\
\text{(b) Fine, but not connected ladder} & \quad \pi : \Delta^2 \rightarrow \Delta^3 \\
\text{(c) Connected, but not fine ladder} & \quad \pi : \Delta^2 \rightarrow \Delta^5
\end{align*}
\]
\[ \| n_i - n_j \| \leq 2 \}. \] Note that for connected ladders \( N(i) \) must have at least one element for each \( i \) (in the non-trivial case of \( k > 1 \)).

2.1.1. Univariate fine and connected ladder over \( \mathbb{R} \). Consider the special case of fine and connected ladders where \( m = 1 \), which will be of particular interest for the monotone CFTP implementation. We shall call such ladders univariate and denote \( p_0 = 1 - p \) and \( p_1 = p \). The condition that \( C(p) \) has no roots in \([0, 1]\) implies \( d = k \) and the probabilities take the form of

\[
\pi_i(p) = R_i \frac{p^i (1 - p)^{k-i}}{C(p)}, \quad i = 0, \ldots, k.
\]

This case corresponds to having access to a \( p \)-coin and simulating a \((k + 1)\)-sided die, so that the classic Bernoulli Factory setting falls in this scenario.

2.2. Operations on ladders. We now introduce three operations on ladders of which we will make extensive use: increasing the degree of a ladder, thinning and augmenting a ladder.

**Definition 2.4 (Increasing the degree).** Let \( \pi : \Delta^m \to \Delta^k \) be a multivariate ladder of degree \( d \). Increasing the degree of \( \pi \) yields a new ladder \( \pi' : \Delta^m \to \Delta^{(k+1)(m+1)-1} \) of degree \((d+1)\) with probabilities \( \pi'_i(p) \) on \( \Omega' = \{0, \ldots, (k+1)(m+1) - 1\} \) of the form \( \pi'_i(p) := \pi_i(p)p_j \), where \( i \in \{0, \ldots, k\} \) and \( j \in \{0, \ldots, m\} \) are the unique solution of \( l = i(m+1) + j \).

Increasing the degree corresponds to multiplying each state by \( p_0, \ldots, p_m \) and the resulting ladder \( \pi'(p) \) is a disaggregation of \( \pi(p) \). Indeed, let \( A_0, \ldots, A_k \) be

\[ A_i := \{i(m + 1), \ldots, i(m + 1) + m\}. \]

Then Definition 2.1 is satisfied, since

\[
\sum_{a \in A_i} \pi'_a(p) = \sum_{j=0}^m \pi_i(p)p_j = \pi_i(p) \sum_{j=0}^m p_j = \pi_i(p).
\]

**Definition 2.5 (Thinning).** Let \( \pi : \Delta^m \to \Delta^k \) be a multivariate ladder of degree \( d \). Thinning \( \pi \) yields a fine ladder \( \pi' \) by joining all the states of \( \pi \) with the same monomial. Thus \( \pi' : \Delta^m \to \Delta^w \) where \( k \geq w := |\{n_0, \ldots, n_k\}| \), and by (3) the probabilities \( \pi'_i(p) \) on \( \Omega' = \{0, \ldots, w\} \) are of the form \( \pi'_i(p) := \frac{R'_i(p^{n'_i})}{C(p)} \) where \( R'_i = \sum_{i; n_i = n'_i} R_i \).
Clearly, $\pi(p)$ is a disaggregation of the resulting $\pi'(p)$. Moreover, if $\pi$ is a connected ladder, then so is $\pi'$.

Increasing the degree will typically not result in a fine ladder as it produces "redundant" states, however thinning can be applied subsequently. We will refer to increasing the degree of the ladder first and thinning it afterwards, as augmenting the ladder.

**Definition 2.6 (Augmenting).** Let $\pi : \Delta^m \to \Delta^k$ be a multivariate ladder of degree $d$. The augmented ladder $\pi' : \Delta^m \to \Delta^w$, where $w < \min\{(k+1)(m+1), \binom{d+m+1}{m}\}$, is obtained by first increasing the degree of $\pi$ and then thinning it.

The fact that $w < \binom{d+m+1}{m}$ in the augmented ladder of degree $d+1$, follows by noticing that there are at most $\binom{d+m-1}{m-1}$ homogeneous monomials of degree $d$ in $m$ variables. Importantly, sampling from $\pi$ and its augmented ladder $\pi'$ is equivalent, since it is enough to transform the sample in line with the disaggregation and aggregation steps applied. Finally we make the following important remark that connects the operation of augmenting a ladder to that of convolution of random variables.

**Remark 2.7.** Let $m = 1$, $\pi$ be a fine ladder and assume $n_i$'s are ordered lexicographically. Moreover, let $W \sim \text{Ber}(p)$ be independent of $X \sim \pi(p)$ and $Y$ be the convolution of the two, that is $Y = X + W$. Then, $Y \sim \pi'(p)$, where $\pi'$ is the augmented $\pi$.

Notice that given a multivariate ladder $\pi : \Delta^m \to \Delta^k$, augmenting it enough times yields a fine and connected ladder.

**Proposition 2.8.** Let $\pi : \Delta^m \to \Delta^k$ be a multivariate ladder of degree $d$. Augment $\pi$ $d$ times to construct $\pi' : \Delta^m \to \Delta^w$, where $w < \min\{(k+1)(m+1)^d, \binom{2d+m}{m}\}$. Then $\pi'$ is a fine and connected ladder and sampling from $\pi'$ is equivalent to sampling from $\pi$.

In practice, it may be enough to augment the ladder $\pi$ less than $d$ times to produce a fine and connected ladder $\pi'$.

### 3. A dice enterprise for rational functions.

We now tackle the problem of designing an algorithm that given a die where the probability $p \in \Delta^m$ of rolling each face is unknown, produces rolls of a die (possibly having a different number of faces $v$) where the probability associated to each face is $f(p)$, i.e. given by a rational function $f : \Delta^m \to \Delta^v$. We first show
how to decompose a rational function $f$ into a fine and connected ladder $\pi : \Delta^m \rightarrow \Delta^k$ such that sampling from $f(p)$ is equivalent to sampling from $\pi(p)$. Then, we detail how to construct a Markov chain that admits such $\pi(p)$ as its stationary distribution. Finally, we apply CFTP perfect sampling technique to get a sample exactly from $\pi(p)$. The algorithm produces exact draws from $\pi(p)$ for any $m$, but for the case $m = 1$ the CFTP has a monotonic implementation with improved efficiency.

3.1. Construction of $\pi$. Theorem 3.1 below shows that for any rational function $f : \Delta^m \rightarrow \Delta^v$, a fine and connected ladder $\pi : \Delta^m \rightarrow \Delta^k$ can be constructed, such that sampling from $f$ is equivalent to sampling from $\pi$. The construction is explicit and among others, builds on the ideas of [29].

Roughly speaking the key steps of our proposed method are the following:

1: Let $f(p) = (f_0(p), \ldots, f_v(p)) = \left( \frac{D_0(p)}{E_0(p)}, \ldots, \frac{D_v(p)}{E_v(p)} \right)$ be a given rational function where $D_i(p)$ and $E_i(p)$ are positive and relatively prime polynomials.

2: Rewrite $f(p)$ as $\frac{1}{C(p)}(g_0(p), \ldots, g_v(p))$, where $C(p)$ is a common denominator and each $g_i(p) = \sum_{n \in \Lambda^m} a_{i,n} \prod_{j=0}^m p_j^{n_j}$ with $a_{i,n} \geq 0$ for all $i \in \{0, \ldots, v\}, n \in \Lambda^m_d$. This can always be achieved by applying Polya’s theorem [34].

3: Construct a ladder $\pi'(p)$ where each state is one term of the above summation and thus of the form $\frac{1}{C(p)} a_{i,n} \prod_{j=0}^m p_j^{n_j}$ for a fixed $i \in \{0, \ldots, v\}$. It results that $\pi'(p)$ is a disaggregation of $f(p)$.

4: Augment $\pi'(p)$ enough times to obtain a fine and connected ladder $\pi(p)$ (cf. Proposition 2.8).

Detailed construction can be found in the proof of the following theorem and is also illustrated in Example 3.

**Theorem 3.1.** Let $f : \Delta^m \rightarrow \Delta^v$ be a probability distribution such that every $f_i(p)$ is a rational function with real coefficients. Then, one can explicitly construct a fine and connected ladder $\pi : \Delta^m \rightarrow \Delta^k$ such that sampling from $\pi$ is equivalent to sampling from $f$.

Notice that we assume that $f(p) \in \Delta^v$ for every $p \in \Delta^m$. This rules out functions such as $f(p) = \min(2p, 1)$ - as expected since a Bernoulli Factory for such function cannot be constructed [24].

3.2. Construction of the Markov chain. Let $\pi : \Delta^m \rightarrow \Delta^k$ be a fine and connected ladder. We now consider the problem of designing a Markov chain on $\Omega = \{0, \ldots, k\}$ that admits it as its stationary distribution. The main idea
behind the construction is depicted in Figure 3: a roll of the die determines the possible directions for the next move. We then draw a Uniform r.v. and decide whether the chain stays still or moves to a specific state. We can then write the off diagonal entries of the transition matrix $P$ of the chain as an entrywise product of $V$ and $W$, i.e.

$$P_{i,j} = \begin{cases} V_{i,j} \cdot W_{i,j} & \text{if } i \neq j \\ 1 - \sum_{h \neq i} P_{i,h} & \text{if } i = j \end{cases}$$

where $V$ is a matrix of real numbers in $[0,1]$, related to the probability of accepting a move, and $W$ is a matrix where the off diagonal elements are either null or equal to $p_b$ for some $b \in \{0,\ldots,m\}$, thus related to the move proposed direction.

It is convenient to introduce the following definition of neighbourhood that, once the $(m+1)$-sided die has been rolled, details where the chain may move.

**Definition 3.2.** Let $\pi : \Delta^m \rightarrow \Delta^k$ be a fine and connected multivariate ladder. For each $i \in \Omega = \{0,\ldots,k\}$ define the neighbourhood of $i$ in the direction of $b$ as

$$\mathcal{N}_b(i) = \{ j \in \mathcal{N}(i) : (n_j)_b \neq (n_i)_b \},$$

where $(n_j)_b$ represents the element at the $b^{th}$ position of vector $n_j$ and $\mathcal{N}(i)$
is the neighbourhood of $i$ (cf. Definition 2.3). We will also denote

$$S_b(i) = \sum_{j \in N_b(i)} R_j,$$

where recall that $R_j$ denotes the ladder’s coefficients (cf. Definition 2.2).

Unlike $N(i)$ (cf. Definition 2.3), $N_b(i)$ may be empty and

$$N(i) = \bigcup_{b \in \{1, \ldots, m\}} N_b(i).$$

We can now set the elements of the matrix $W$ in (5) as

$$W_{i,j} = \begin{cases} p_b & \text{if } j \in N_b(i) \\ 0 & \text{if } j \notin N(i). \end{cases}$$

We are left to define the matrix $V$ in eq. (5). In the next section, we will propose a CFTP algorithm to sample exactly from the stationary distribution of the Markov chain. Its running time depends on the mixing time of the chain and it is thus good practice to reduce it as much as possible [36]. To assess our proposed construction, a related and operational criterion is that of Peskun ordering [33]:

**Definition 3.3.** Given two reversible Markov chains with the same stationary distribution $\pi$ and with transition matrices $P$ and $Q$, we say that $Q$ dominates $P$ in Peskun sense, and write $Q \succeq P$, if each of the off-diagonal elements of $Q$ are greater or equal to the corresponding elements of $P$.

If $Q \succeq P$ then, for any $\pi$ integrable target function $f$, using $Q$ results in a smaller asymptotic variance in the Markov chain CLT than using $P$. Moreover, for positive operators, if $Q \succeq P$ then the $Q$-chain converges in total variation more rapidly towards the stationary distribution [28]. Consequently, Peskun ordering represents a valuable tool to assess our choice of the transition matrix.

The requirement of having a reversible Markov chain leads to a natural choice for the off-diagonal entries of the matrix $V$:

$$V_{i,j} = \frac{R_j}{S_b(i) \lor S_c(j)} \quad \text{if } j \in N_b(i) \text{ and } i \in N_c(j).$$

It is easy to check that this choice produces a transition matrix $P$ that satisfies the detailed balance condition and that $\pi(p)$ is the stationary distribution of the chain. However, this choice may not be optimal in Peskun’s
Algorithm 1 Construction of the Markov chain transition matrix

**Input:** A multivariate ladder $\pi: \Delta^m \rightarrow \Delta^k$ on $\Omega = \{0, \ldots, k\}$

**Output:** The matrix $V$ composing the transition kernel in equation (5).

**Initialisation step**
1: Initialise $V$ as a $(k+1) \times (k+1)$ null matrix
2: For all $i \in \Omega$ and $b \in \{0, \ldots, m\}$ set $N_b(i)$ as in eq. (6), $S_b(i)$ as in eq. (7), $W_b(i) \leftarrow 0$

**Main loop**
3: repeat
4: Set $b, i \leftarrow \arg \max_{b, i} S_b(i)$
5: for each $j \in N_b(i)$ do
6: $V_{i,j} \leftarrow R_j/S_b(i)$, $N_b(i) \leftarrow N_b(i) \setminus \{j\}$, $W_b(i) \leftarrow W_b(i) + R_j/S_b(i)$
7: Set $c$ such that $i \in N_c(j)$
8: $V_{j,i} \leftarrow R_i/S_b(i)$, $N_c(j) \leftarrow N_c(j) \setminus \{i\}$, $W_c(j) \leftarrow W_c(j) + R_i/S_b(i)$
9: Update $S_c(j) \leftarrow (\sum_{h \in N_c(j)} R_h)(1 - W_c(j))^{-1}$
10: end for
11: Update $S_b(i)$
12: $S_b(i) \leftarrow 0$
13: until $N_b(i) = \emptyset, \forall i \in \Omega, b \in \{0, \ldots, m\}$

ordering. Therefore, we propose a different construction and define the matrix $V$ of eq. (5) iteratively. First, we select the state $i \in \Omega$ and the roll $b \in \{0, \ldots, m\}$ that maximises $S_b(i)$; i.e. we identify the pair of state and die face from which it is easiest for the chain to move away from. In particular, for each $j \in N_b(i)$ we assign $V_{i,j} = R_j/S_b(i)$. Since the construction shall yield a reversible Markov chain, we also set $V_{j,i} = R_i/S_b(i)$ (notice that the denominator is purposely set equal to $S_b(i)$ so that detailed balance condition is satisfied). We then proceed analogously, now identifying a new pair of state and die face for which the probability of moving out from such state (going in the direction of the given face) is maximised, taking into account the entries of $V$ that have already been fixed. The detailed procedure is described in Algorithm 1. We prove in Proposition 3.4 that since at each step we ensure that the detailed balance condition holds, this leads to a valid reversible chain and $\pi(p)$ is its unique stationary distribution. Importantly, the so-constructed transition matrix $P$ is optimal in Peskun ordering. We prove this in Proposition 3.5, the key point being that since at each step we select the pair of state and die face that maximises the off-diagonal elements of $V$, any other choice would produce a matrix $P$ that is no longer a valid stochastic matrix for all $p \in \Delta^m$. 
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Proposition 3.4. Let $\pi : \Delta^m \to \Delta^k$ be a fine and connected ladder. Consider a discrete-time Markov chain $(X_t)_{t \in \mathbb{N}}$ on $\Omega = \{0, \ldots, k\}$. Let $P$ as in (5) be the transition matrix of the chain, where $W$ is as in (8) and $V$ is the matrix output by Algorithm 1. Then, $(X_t)_{t \in \mathbb{N}}$ is a time-reversible Markov chain that admits $\pi(p)$ as its unique stationary distribution.

Proposition 3.5. Let $\pi : \Delta^m \to \Delta^k$ be a fine and connected ladder. Consider the Markov chain defined in Proposition 3.4. Then, there does not exist a reversible Markov chain with the same adjacency structure and stationary distribution that dominates it in the Peskun sense.

Example 1. Consider the multivariate ladder

$$
\pi(p_0, p_1, p_2) \propto \left( \begin{array}{c}
\sqrt{2}p_3^0, \\
p_0^2p_2^1, \\
\frac{1}{4}p_2^0p_1^2, \\
\frac{1}{2}p_0^0p_1p_2^2, \\
\frac{3}{4}p_0^2p_1^2
\end{array} \right).
$$

We can graphically represent the ladder as

The neighbourhoods of each state are

$$
\mathcal{N}(0) = \{1\}, \quad \mathcal{N}(1) = \{0, 3, 4\}, \quad \mathcal{N}(2) = \{3, 5\},
\mathcal{N}(3) = \{1, 2, 4, 5\}, \quad \mathcal{N}(4) = \{1, 3\}, \quad \mathcal{N}(5) = \{2, 3\}.
$$
and given how we defined $\mathcal{N}_b(i)$ we have

\begin{align*}
\mathcal{N}_0(0) &= \emptyset, & \mathcal{N}_1(0) &= \emptyset, & \mathcal{N}_2(0) &= \{1\}, \\
\mathcal{N}_0(1) &= \{0\}, & \mathcal{N}_1(1) &= \{3\}, & \mathcal{N}_2(1) &= \{4\}, \\
\mathcal{N}_0(2) &= \emptyset, & \mathcal{N}_1(2) &= \emptyset, & \mathcal{N}_2(2) &= \{3, 5\}, \\
\mathcal{N}_0(3) &= \{1\}, & \mathcal{N}_1(3) &= \{2, 5\}, & \mathcal{N}_2(3) &= \{4\}, \\
\mathcal{N}_0(4) &= \{1\}, & \mathcal{N}_1(4) &= \{3\}, & \mathcal{N}_2(4) &= \emptyset, \\
\mathcal{N}_0(5) &= \{2, 3\}, & \mathcal{N}_1(5) &= \emptyset, & \mathcal{N}_2(5) &= \emptyset.
\end{align*}

The transition matrix obtained through Algorithm 1 is then equal to

\[
P = \begin{pmatrix}
\cdot & \frac{1}{\sqrt{2}}p_2 & 0 & 0 & 0 & 0 \\
p_0 & \cdot & 0 & p_1 & \frac{1}{2}p_2 & 0 \\
0 & 0 & \cdot & \frac{8}{11}p_2 & 0 & \frac{5}{11}p_2 \\
0 & \frac{1}{2}p_0 & \frac{1}{11}p_1 & \cdot & \frac{15}{11}p_2 & \frac{3}{11}p_1 \\
0 & p_0 & 0 & p_1 & \cdot & 0 \\
0 & 0 & 0 & \frac{1}{11}p_0 & \frac{10}{11}p_0 & 0 & \cdot
\end{pmatrix}
\]

where $\cdot$ represents the required quantity so that the rows sum up to 1.

3.3. Perfect sampling. We now introduce an update function for the Markov chain defined in Proposition 3.4 so that CFTP is implementable. Given the current state, a roll of the die $B$, and a draw from a uniform random variable $U$, the update function details where the chain moves next (its formal definition can be found in Appendix A.2). We are then able to draw samples from a multivariate fine and connected ladder and thus solve the original problem via Theorem 3.1. For the general case of a die with more than 2 faces, the update function defined in the following proposition is not necessarily monotonic. However, in the Bernoulli Factory setting of $m = 1$, we can define a monotonic update function for the Markov chain as shown in Corollary 3.7. Notice that even when a monotonic construction is not available, CFTP can still be used in practice. As numerical examples demonstrate (cf. Examples 4, 6), if the degree of the polynomials and the numbers of faces of the given die are not too large, running times are not prohibitive.

**Proposition 3.6.** Given a fine and connected ladder $\pi : \Delta^m \to \Delta^k$, consider the Markov chain $(X_t)_{t \in \mathbb{N}}$ with transition matrix $P$ of the form (5) and defined in Proposition 3.4. Let $B \sim p$ and $U \sim \text{Unif}(0,1)$ be independent random variables. Given $i \in \Omega$ denote the elements of $\mathcal{N}_b(i)$ as
\(N_B(i) = \{j_0, \ldots, j_w\}\). Define the function \(\phi : \{0, \ldots, k\} \times \{0, \ldots, m\} \times [0, 1] \rightarrow \{0, \ldots, k\}\) as

\[
\phi(i, B, U) = \begin{cases} 
  j_0 & \text{if } U \leq V_{i,j_0}, \\
  j_1 & \text{if } V_{i,j_0} < U \leq V_{i,j_1}, \\
  \ldots & \\
  j_l & \text{if } \sum_{h=0}^{l-1} V_{i,j_h} < U \leq \sum_{h=0}^l V_{i,j_h}, \\
  \ldots & \\
  i & \text{otherwise.}
\end{cases}
\]

Then \(\phi\) is an update function for the Markov chain \((X_t)_{t \in \mathbb{N}}\).

### 3.4. A special case: from coins to dice.

Assume that we are given a \(p\)-coin, and write \(p_0 = 1 - p\) and \(p_1 = p\), to consider a fine and connected ladder of the form \(\pi : (0, 1) \rightarrow \Delta^k\) as in equation (4). In this case the definition of neighbourhoods simplifies and so does the Markov chain defined in Proposition 3.4. Moreover, given the simplified structure of the state space, the update function defined in Proposition 3.6 is monotonic, so that monotonic CFTP can be employed. These observations are summarised in the following corollary. Figure 4 gives a graphical representation of the dynamics of the Markov chain.

**Corollary 3.7.** Let \(\pi : (0, 1) \rightarrow \Delta^k\) be a fine and connected ladder as in equation (4). The transition matrix of the Markov chain \((X_t)_{t \in \mathbb{N}}\) defined in Proposition 3.4 can be rewritten as

\[
P_{i,j} = \begin{cases} 
  \frac{1-p}{R_{i-1}^{1-p} R_i} & \text{if } j = i-1, j > 0, \\
  1 - \frac{p}{R_i} & \text{if } j = i, \\
  \frac{p}{R_j} & \text{if } j = i+1, j < k, \\
  0 & \text{otherwise.}
\end{cases}
\]

Let \(U \sim \text{Unif}(0,1)\) and \(p\)-coin \(B\) be an independent r.v. (i.e. \(\mathbb{P}(B = 1) = 1 - \mathbb{P}(B = 0) = p\)). The update function defined in Proposition 3.6 can be rewritten as

\[
\phi(i, B, U) = \begin{cases} 
  i - 1 & \text{if } i > 0, B = 0, U \leq \frac{R_{i-1}^{1-p} R_i}{R_i}, \\
  i + 1 & \text{if } i < k, B = 1, U \leq \frac{R_{i+1}^{p}}{R_i}, \\
  i & \text{otherwise.}
\end{cases}
\]

Moreover, \(\phi\) is a monotonic update function for the Markov chain \((X_t)_{t \in \mathbb{N}}\) where 0 and \(k\) are the minimum and maximum states respectively.
3.5. Efficiency of the algorithm. We now provide some results on the expected number of rolls of the original die required by CFTP and give insights on how the algorithm can be sped up. In particular, we provide conditions for the expected number of rolls to be bounded uniformly in $p$. Interestingly, this is always the case when $m = 1$, thus also in the Bernoulli Factory scenario. Moreover, we give tighter bounds when the univariate ladder is strictly log-concave, as defined below, and show that univariate ladders can be always transformed into an equivalent log-concave ladder through augmentation.

**Definition 3.8 (Log-concave discrete distribution).** A discrete distribution $\mu$ on $\Omega = \{0, \ldots, k\}$ is log-concave if for all $0 < i < k$,

$\mu_i^2 \geq \mu_{i-1}\mu_{i+1}. \quad (13)$

If the inequality is strict, then $\mu$ is said to be strictly log-concave.

We shall also show that augmenting the degree of the ladder produces a log-concave distribution out of a ladder that is not itself log-concave. To that end, we provide the following general theorem that is of independent interest.

**Theorem 3.9.** For every discrete random variable $W$ on $\Omega = \{0, \ldots, n_0\}$ where $n_0 < \infty$, there exists a number $n = n(W)$ such that $W + B_n$ is strictly log-concave, where $B_n$ is an independent Binomial$(n, 1/2)$.

Proof of the theorem is deferred to the appendix. Several works have looked into whether log-concavity is preserved [17, 37], but checking whether some operations introduce log-concavity seems to be a harder problem [23] and the above result appears to be the first in this direction.

Building on Theorem 3.9, we will show that augmenting the degree of the ladder may lead to faster implementation. This is expanded in Lemma 3.14 and empirically verified in Examples 2 and 4.

![Transition probabilities on a fine and connected univariate ladder.](image-url)
3.5.1. General case.

**Proposition 3.10.** Let \( \pi(p) : \Delta^m \to \Delta^k \) be a fine and connected ladder of degree \( d \). Write \( n_i \) as in Definition 2.2 and assume \( E := \{ i \in \{0, \ldots, m \} : \exists i, n_i, b = d \} \) is nonempty. Denote by \( N \) the number of rolls of the original die required by CFTP when the update function of Proposition 3.6 is used. Then, one can explicitly construct a new ladder \( \pi'(p) : \Delta^m \to \Delta^w \) of degree \( 2d \) where \( w < \min\{k(m+1)^d, \left(\frac{2d+m}{m}\right)\} \) that is a disaggregation of \( \pi \) and such that

\[
\mathbb{E}[N] \leq \min_{b \in E} \frac{(ap_b)^{-2d} - 1}{1 - ap_b},
\]

where \( a \in (0, 1] \) is a constant independent on \( p \).

If \( E = \{0, \ldots, m\} \), then we can bound \( N \) by a quantity independent of \( p \), that is

\[
\mathbb{E}[N] \leq \min_{b \in E} \frac{(ap_b)^{-2d} - 1}{1 - ap_b} \leq \frac{\left(\frac{a}{m+1}\right)^{-2d} - 1}{1 - \frac{a}{m+1}}.
\]

3.5.2. From coins to dice. We now restrict our analysis to rational functions of the form \( f : (0, 1) \to \Delta^v \), where an implementation of monotonic CFTP is possible. We study the efficiency of the proposed method in terms of the required number of tosses of the given \( p \)-coin. A direct consequence of Proposition 3.10 is the following.

**Corollary 3.11.** Let \( \pi(p) : (0, 1) \to \Delta^k \) be a fine and connected ladder. Denote by \( N \) the number of tosses of the \( p \)-coin required by CFTP when the update function of Corollary 3.7 is used. Then, one can explicitly construct a new ladder \( \pi'(p) : (0, 1) \to \Delta^w \) that is a disaggregation of \( \pi \) and such that

\[
\mathbb{E}[N] \leq \min \left\{ \frac{(ap)^{-2(k-1)} - 1}{1 - ap}, \frac{(a(1-p))^{-2(k-1)} - 1}{1 - a(1-p)} \right\} \leq \frac{\left(\frac{a}{2}\right)^{-2(k-1)} - 1}{1 - \frac{a}{2}}
\]

where \( a = \min_i \left\{ \frac{R_{i-1}}{R_i \lor R_i} \wedge \frac{R_i}{R_{i-1} \lor R_i} \right\} \in (0, 1] \) is a constant independent of \( p \).

Therefore, the expected running time of the algorithm can be bounded uniformly in \( p \). However, the bound proposed in Corollary 3.11 is generally very loose and does not give insights into how the algorithm could potentially be sped up. We now provide a tighter bound under the condition that the ladder \( \pi(p) \) is a log-concave distribution.

The proof of the following proposition is in spirit similar to the Path Coupling technique of [4].
Proposition 3.12. Let $\pi : (0, 1) \to \Delta^k$ be a univariate fine and connected ladder as in (4). Assume further that $\pi$ is strictly log-concave and that the Markov chain and update function defined in Corollary 3.7 are used. Then

$$
P(N \geq n) \leq (k-1)\rho^n$$

and

$$
E[N] \leq \frac{(k-1)\rho}{1-\rho},
$$

where $\rho \in (0, 1)$ for all $p \in (0, 1)$ is given by

$$
\rho = \max_{i \in \{0, \ldots, k-2\}} \left[1 - (P_{i,i+1} - P_{i+1,i+2}) - (P_{i+1,i} - P_{i,i-1})\right]
$$

with $P_{i,j}$ given by (11) with the convention that $P_{k,k+1} = P_{0,-1} = 0$.

Remark 3.13. Given a univariate fine and connected ladder, $\rho$ as in equation (15) can be explicitly computed for a fixed $p \in (0, 1)$. Moreover, the algorithm still requires a finite number of tosses even if $p = 1$ or $p = 0$. In this case the expected number of tosses $E[N]$ can be exactly computed:

$$
E[N] = \begin{cases} 
R_0R_1 + \ldots + \frac{R_k}{R_{k-1}} & \text{if } p = 1, \\
R_0R_1 + \ldots + \frac{R_k}{R_{k-2}} & \text{if } p = 0. 
\end{cases}
$$

Given a rational function $f : (0, 1) \to \Delta^v$, we have proved in Theorem 3.1 that it is always possible to construct a univariate fine and connected ladder $\pi : (0, 1) \to \Delta^k$. However, $\pi$ may not be strictly log-concave. Using Theorem 3.9, we now show that augmenting the ladder enough times produces a new ladder that is strictly log-concave, so that Proposition 3.12 applies.

Lemma 3.14. Let $\pi : (0, 1) \to \Delta^k$ be a univariate fine and connected ladder as in Section 2.1.1. Then, one can explicitly construct a new univariate fine and connected ladder $\pi' : (0, 1) \to \Delta^w$ where $w \geq k$ such that $\pi'$ is a disaggregation of $\pi$ and $\pi'$ is strictly log-concave.

Hence increasing the degree of a generic univariate fine and connected ladder $\pi : (0, 1) \to \Delta^k$ may lead to a faster implementation of monotonic CFTP despite an increased number of states that the chain needs to visit. Clearly, this leads to a trade-off that the user may want to calibrate, as shown in Examples 2 and 4.
Example 2. Consider sampling from the following ladder

\[ \pi(p) \propto ((1 - p)^4, 1000p(1 - p)^3, p^2(1 - p)^2, 500p^3(1 - p), p^4). \]

Clearly, \( \pi \) is not log-concave. We can augment the ladder up to two times to obtain respectively

\[
\begin{align*}
\pi^{(1)} &\propto ((1 - p)^5, 1001p(1 - p)^4, 1001p^2(1 - p)^3, 501p^3(1 - p)^2, 500p^4(1 - p), p^5) \\
\pi^{(2)} &\propto ((1 - p)^6, 1002p(1 - p)^5, 2002p^2(1 - p)^4, 1502p^3(1 - p)^3, 1001p^4(1 - p)^2, 500p^5(1 - p), p^6).
\end{align*}
\]

Notice that now \( \pi^{(2)} \) is strictly log-concave. Table 1 shows the empirical number of tosses required by the algorithm when sampling from either \( \pi(p) \), \( \pi^{(1)}(p) \) or \( \pi^{(2)}(p) \) for different values of \( p \). Notice that even if \( \pi^{(1)}(p) \) is not log-concave, it still leads to a slightly faster implementation than when targeting \( \pi^{(2)}(p) \).

| True value of \( p \) | 0.01 | 0.1 | 0.25 | 0.5 | 0.75 | 0.9 | 0.99 |
|------------------------|------|-----|------|-----|------|-----|-----|
| \( \hat{E}[N_{\pi}] \) | 561.31 | 621.73 | 827.86 | 1332.63 | 1433.59 | 1209.28 | 1090.54 |
| \( \hat{E}[N_{\pi^{(1)}}] \) | 92.35 | 12.21 | 7.72 | 8.65 | 9.48 | 12.59 | 87.05 |
| \( \hat{E}[N_{\pi^{(2)}}] \) | 93.17 | 13.33 | 9.43 | 11.29 | 11.67 | 14.47 | 89.56 |

Table 1: Average number of required tosses of the \( p \)-coin over 1,000 runs of the algorithm when targeting \( \pi, \pi^{(1)} \) and \( \pi^{(2)} \).

4. Examples and implementation. An R package implementing the method and reproducing the examples is available at https://github.com/giuliomorina/DiceEnterprise. The user is just required to define the function \( f(p) \) and to provide a function that rolls the original die. Then, the package automatically constructs the fine and connected ladder and implements CFTP. If the original die has only two faces, the monotonic version of CFTP is automatically employed.

We now show how the method works and performs on some examples, all of which can be reproduced using the provided package. We start with a toy example to better explain and highlight the construction proposed in Theorem 3.1 and Proposition 3.4. Next, we examine efficiency of the monotonic and general versions of the algorithm by considering higher order rational functions. We also consider the so-called logistic Bernoulli factory as studied in [20]. We show that our method leads to a simple algorithm which on average requires the same number of tosses as the approach of
Finally, we deal with a slightly different scenario where instead of an $m$-sided die, $m$ independent coins are provided where the probability $p = (p_0, \ldots, p_{m-1}) \in (0, 1)^m$ of tossing heads is unknown. In particular, we notice how we can construct a Dice Enterprise for the “Bernoulli Race” function considered in [8] which again has the same performance in terms of the expected number of required tosses.

Example 3 (Toy example of Bernoulli Factory). Let $p \in (0, 1)$ and assume we wish to generate a coin that lands heads with probability

$$\frac{\sqrt{2}p^3}{(\sqrt{2} - 5)p^3 + 11p^2 - 9p + 3},$$

having access only to a $p$-coin. Our proposed construction produces the following fine and connected ladder

$$\pi(p) = (3(1 - p)^4, 3p(1 - p)^3, 2p^2(1 - p)^2, (\sqrt{2} + 2)p^3(1 - p), \sqrt{2}p^4),$$

via the following steps:

1. Let $C(p) = (\sqrt{2} - 5)p^3 + 11p^2 - 9p + 3$ and consider

$$f(p) = \frac{1}{C(p)} \left( \frac{-5p^3 + 11p^2 - 9p + 3}{D_0(p)} \right) \left( \frac{\sqrt{2}p^3}{D_1(p)} \right).$$

Convert $D_0(p)$ and $D_1(p)$ into homogeneous polynomials in the variables $p$ and $(1 - p)$ with positive coefficients and of the same degree. This can be achieved by using the multinomial theorem (cf. proof of Theorem 3.1). We get

$$D_0(p) = 2p^2(1 - p) + 3(1 - p)^3,$$
$$D_1(p) = \sqrt{2}p^3,$$

so that we can equivalently consider the ladder

$$\pi'(p) = \frac{1}{C(p)} (3(1 - p)^3, 2p^2(1 - p), \sqrt{2}p^3).$$

and notice that if $X \sim \pi'$, then $W = \mathbb{I}(X \in \{3\})$ is distributed as $f(p)$.

2. Notice that $\pi'$ is not a connected ladder, as there is no term proportional to $p(1-p)^2$. By applying the binomial theorem, we can construct a new ladder

$$\tilde{\pi}(p) = \frac{1}{C(p)} (\tilde{\pi}_0(p), \tilde{\pi}_1(p), \tilde{\pi}_2(p), \tilde{\pi}_3(p), \tilde{\pi}_4(p), \tilde{\pi}_5(p)), $$
where
\[ \tilde{\pi}_0(p) = \pi'_0(p) \left( \frac{1}{0} \right) (1 - p) = 3(1 - p)^4, \]
\[ \tilde{\pi}_1(p) = \pi'_0(p) \left( \frac{1}{1} \right) p = 3p(1 - p)^3, \]
\[ \tilde{\pi}_2(p) = \pi'_1(p) \left( \frac{1}{0} \right) (1 - p) = 2p^2(1 - p)^2, \]
\[ \tilde{\pi}_3(p) = \pi'_1(p) \left( \frac{1}{1} \right) p = 2p^3(1 - p), \]
\[ \tilde{\pi}_4(p) = \pi'_2(p) \left( \frac{1}{0} \right) (1 - p) = \sqrt{2}p^3(1 - p), \]
\[ \tilde{\pi}_5(p) = \pi'_2(p) \left( \frac{1}{1} \right) p = \sqrt{2}p^4. \]

Notice that if \( Y \sim \tilde{\pi} \), then \( X = \mathbb{I}(Y \in \{2, 3\}) + 2 \cdot \mathbb{I}(Y \in \{4, 5\}) \) is distributed as \( \pi' \).

3. Finally, we can construct a fine and connected ladder by adding up together the terms where the same monomial appears:
\[ \pi(p) = \frac{1}{C(p)}(3(1-p)^4, 3p(1-p)^3, 2p^2(1-p)^2, (\sqrt{2}+2)p^3(1-p), \sqrt{2}p^4). \]

Assume \( Z \sim \pi, U \sim \text{Unif}(0, 1) \) and let
\[ Y = \mathbb{I}(Z = 1) + 2 \cdot \mathbb{I}(Z = 2) + \]
\[ 3 \cdot \mathbb{I}(Z = 3, U \leq \frac{2}{2 + \sqrt{2}}) + 4 \cdot \mathbb{I}(Z = 3, U > \frac{2}{2 + \sqrt{2}}) + 5 \cdot \mathbb{I}(Z = 4) \]
so that \( Y \sim \tilde{\pi} \).

Table 2 shows the performance of CFTP for different values of the unknown probability \( p \).

| \( p \)     | 0.01 | 0.25 | 0.5  | 0.75 | 0.99 |
|-------------|------|------|------|------|------|
| \( f(p) \)  | 0.00 | 0.02 | 0.22 | 0.65 | 0.99 |
| \( \hat{f}(p) \) | 0.00 | 0.00 | 0.01 | 0.01 | 0.02 | 0.18 | 0.21 | 0.23 | 0.63 | 0.66 | 0.69 | 0.98 | 0.99 | 0.99 |
| \( \hat{E}[N] \) | 4.80 | 7.45 | 10.61 | 8.05 | 5.94 |

Table 2: Implementation of the Bernoulli Factory for the function \( f(p) = \frac{\sqrt{2}p^3}{(\sqrt{2}-5)p^4+11p^2-9p+3} \) and for different values of the true unknown probability \( p \). The algorithm has been run 1,000 times to obtain tosses of the \( f(p) \)-coin and \( \hat{f}(p) \) is the sample average. Smaller numbers represent 95% confidence interval computed via the method of [39]. \( \hat{E}[N] \) is the empirical expected number of tosses in a run of the CFTP algorithm.
Example 4 (Augmenting the number of states can lead to faster running time). Given a \( p \)-coin, consider constructing a 3-sided die where the probability of rolling each face is given by

\[
\pi(p) \propto \{p^{20}, p^{10}(1-p)^{10}, (1-p)^{20}\}.
\]

A naive rejection sampling approach to construct a Bernoulli Factory for \( \pi(p) \) would be the following: toss the \( p \)-coin 20 times and with probability \( 1/3 \) output 1 if all the tosses are heads, with probability \( 1/3 \) output 2 if the first 10 tosses are heads and the last 10 tosses are tails, with probability \( 1/3 \) output 3 if all the tosses are tails. In all other cases, restart the algorithm.

Assume now that \( p = 1/2 \), so that the expected number of tosses of this naive procedure would be \( E[N] = 2^{20} \approx 10^6 \). Table 3 shows the performance of our novel algorithm on the same example when targeting the ladder of equation (16), as well as when targeting the augmented ladder where extra states are added. Indeed, Lemma 3.14 and Proposition 3.12 suggest that doing so may lead to faster performance, as empirically confirmed. Notice that to get a strictly log-concave ladder, we need to augment \( \pi \) at least 203 times. In practice, it is enough to augment it around 40 times to obtain optimal performance, due to the trade-off effect discussed in Section 3.5.

| Number of states added to the original ladder \( \pi(p) \) | \( \hat{E}[N] \) |
|-----------------------------|---------|
| +0                          | 5337.7  |
| +20                         | 585.7   |
| +40                         | 471.4   |
| +60                         | 481.7   |
| +80                         | 529.3   |
| +100                        | 590.4   |
| +120                        | 647.9   |
| +140                        | 717.2   |
| +160                        | 774.2   |
| +180                        | 840.2   |
| +200                        | 892.3   |
| +220                        | 927.3   |
| +240                        | 996.4   |
| +260                        | 1038.9  |

Table 3: Implementation of the Dice Enterprise for the function of eq. (16) when \( p = 1/2 \). The algorithm has been run 1,000 times and \( \hat{E}[N] \) is the empirical number of tosses of the \( p \)-coin required. The augmented ladder is strictly log-concave when at least 203 states are added.

Consider now a slightly different example, where a 3-sided fair die is given, i.e. \( p = (1/3, 1/3, 1/3) \), and the aim is to construct a 4-sided die where the probability of rolling each face is given by

\[
\pi(p) \propto \{p_0^{5}, p_2^{5}, p_0^{15}, p_1^{15}, p_2^{15}\}.
\]

A naive approach as the one before would require on average \( E[N] = 3^{15} \approx 1.4 \times 10^7 \) rolls of the \( p \)-die. Although the result of Proposition 3.12 does not hold here, as a monotonic implementation of CFTP is not possible, augmenting the ladder may still lead to faster performance. This is indeed the case, as shown in Table 4, where targeting the ladder with 60 extra states...
leads to an implementation that requires on average around 840 tosses of the $p$-die, instead of more than 100,000 when directly targeting the original $\pi(p)$.

| Number of states added to the original ladder $\pi(p)$ | $+0$ | $+10$ | $+20$ | $+30$ | $+40$ | $+50$ | $+60$ | $+70$ |
|------------------------------------------------------|------|------|------|------|------|------|------|------|
| $\mathbb{E}[N]$                                      | 174246.4 | 2569.0 | 1341.5 | 1032.9 | 912.5 | 874.0 | 841.4 | 860.1 |

Table 4: Implementation of the Dice Enterprise for the function of eq. (17) when $p = (1/3, 1/3, 1/3)$. The algorithm has been run 1,000 times and $\mathbb{E}[N]$ is the empirical number of rolls of the $p$-die required.

**Example 5 (Logistic Bernoulli Factory).** Consider constructing a Bernoulli factory for the function

$$\frac{Cp}{1+Cp}, \quad C > 0.$$ 

Such problem is considered in [20] where it is referred as constructing a logistic Bernoulli factory. In the same paper, the author proposes an ad-hoc algorithm that exploits properties of thinned Poisson processes and requires on average $\mathbb{E}[N_H] = C/(1 + Cp)$ tosses of the $p$-coin. We now show that our proposed method leads to an alternative algorithm that requires on average the same number of tosses. The fine and connected ladder for this target is

$$\pi(p) = \frac{1}{1+Cp} ((1+C)p, (1-p)).$$

Given $Y \sim \pi$ and $U \sim \text{Unif}(0,1)$, we output heads if $Y = 1, U < C/(1 + C)$ and tails otherwise. Sampling from $\pi(p)$ boils down to sampling from the stationary distribution of a Markov chain consisting of only two states. Therefore, CFTP needs to keep track of only two chains starting in the two states and the algorithm stops as soon as one of the two chain moves, as they cannot both move at the same time. In particular, the particles coalesce if heads is tossed or if the uniform r.v. $U$ drawn by the algorithm is such that $U \leq 1/(1+C)$. Consequently, the probability that the algorithm stops at a specific iteration is $\frac{1+Cp}{1+C}$. Since each iteration is independent of the others and the probability that a toss of the $p$-coin is required is $\frac{C}{1+C}$, the average number of tosses is then given by

$$\mathbb{E}[N_{\text{CFTP}}] = \frac{1+C}{1+Cp} \frac{C}{1+C} = \frac{C}{1+Cp}$$

and it is thus equal to $\mathbb{E}[N_H]$. 




Example 6 (Independent coins and Bernoulli Race). We now deal with a slightly different scenario where instead of having access to a die, \( m \) independent coins are given. Similarly, the probability of tossing heads on each of the coin is unknown and given by \( \mathbf{p} = (p_0, \ldots, p_{m-1}) \in (0, 1)^m \), so that the problem is now obtaining a sample from a rational function \( f : (0, 1)^m \to \Delta^n \).

There are several ways to transform tosses of \( m \) coins into a roll of a die. In particular, we can construct an \((m + 1)\)-sided die in the following fashion. Firstly, we choose uniformly which coin to toss, say the \( i \)th. If the result is heads we output \( i \in \{0, \ldots, m-1\} \), otherwise we output \( m \). The probabilities of obtaining each face by rolling the so constructed \((m + 1)\)-sided die is then given by \( \tilde{\mathbf{p}} = \left( \frac{p_0}{m}, \ldots, \frac{p_{m-1}}{m}, 1 - \frac{1}{m} \sum_{i=0}^{m-1} p_i \right) \in \Delta^m \). The function \( f(\mathbf{p}) \) can be transformed into a function of \( \tilde{\mathbf{p}} \) by substituting \( p_i = mp_i \).

We now consider the function \( f(\mathbf{p}) = \frac{1}{\sum_{i=1}^{m} p_i} (p_1, \ldots, p_m) \) as in [8], where the problem of tossing such \( f(\mathbf{p}) \)-die is named Bernoulli Race. Their proposed algorithm requires on average \( \mathbb{E}[N_D] = m / \sum_{i=1}^{m} p_i \) tosses of the \( m \) coins. After applying the required variable transformation, we then consider \( f(\tilde{\mathbf{p}}) = \frac{1}{\sum_{i=0}^{m-1} \tilde{p}_i} (\tilde{p}_0, \ldots, \tilde{p}_m) \) and we can then employ our Dice Enterprise methodology. In this particular problem, \( f(\tilde{\mathbf{p}}) \) is already a multivariate ladder and the transition matrix of the chain constructed as in Proposition 3.4 is given by

\[
P = \begin{pmatrix}
1 - \sum_{i \neq 0} \tilde{p}_i & \tilde{p}_1 & \tilde{p}_2 & \cdots & \tilde{p}_{m+1} \\
\frac{p_0}{m} & 1 - \sum_{i \neq 1} \tilde{p}_i & \tilde{p}_2 & \cdots & \tilde{p}_{m+1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\tilde{p}_0 & \tilde{p}_1 & \tilde{p}_2 & \cdots & 1 - \sum_{i \neq m} \tilde{p}_i
\end{pmatrix}
\]

Notice that CFTP terminates as soon as either 0, 1, \ldots, \( m-1 \) is rolled and continues only when the outcome of the roll is the \( m \)th face. In this case, each iteration of CFTP is independent of the other and the probability that the algorithm stops is given by

\[
P(\text{CFTP stops}) = 1 - \frac{1}{m} \sum_{i=1}^{m} P(\text{ith coin returns tails}) = \frac{1}{m} \sum_{i=0}^{m-1} p_i
\]

so that \( \mathbb{E}[N_{\text{CFTP}}] = m / \sum_{i=0}^{m-1} p_i \) and the algorithm is actually equivalent to the one proposed in [8].

5. Conclusions. The Dice Enterprise algorithm introduced in this paper is a generalisation of the celebrated Bernoulli Factory algorithms to rational mappings of categorical distributions. It offers a fully automated
procedure that does not require further user intervention or case specific
design tweaks. Furthermore, in the “coin to dice” case the efficiency of the
algorithm can be automatically boosted by increasing the degree of the tar-
get polynomials until the distribution is log-concave which guarantees fast
convergence. The version we developed is based on Coupling From the Past
and enjoys an efficient monotonic implementation in the “coin to dice” case,
however CFTP can be replaced by any other Markov chain perfect sampling
routine, including Fill’s interruptible algorithm. We demonstrated that sev-
eral specialised Bernoulli factory algorithms introduced in literature, such
as the two coin algorithm, the logistic Bernoulli factory or the Bernoulli
race can be regarded as special versions of the Dice Enterprise. A natural
open problem that follows from this paper is to design a monotone version
of the Dice Enterprise in the “dice to dice” scenario. Further studies may
also look into providing bounds for the degree of the decomposition of ratio-
nal functions into ladders (based on Pólya positive homogeneous polynomial
theorem [34, 35]) or the number of Bernoulli trials needed to introduce log-
concavity when convoluted with a discrete random variable. Understanding
of these questions is necessary for obtaining more precise upper bounds on
running time of the algorithm. Computing lower bounds for the expected
number of rolls required by CFTP – perhaps through information criteria
(c.f. [27]) or building on [6, 21] - would complement the theoretical analysis.

Another question of particular interest is establishing the relation between
our approach and that of [29]. Both theirs and our work builds on Pólya’s
theorem on homogeneous polynomials, which ensures positivity of all the
coefficients and therefore allows for a construction of an equivalent proba-
bility distribution in a form that is amenable to simulation via a carefully
designed finite automaton, or Markov chain, respectively. The focus of [29]
is on the theoretical side of characterising distributions through automata
rather than on practical algorithm design or efficiency. In particular, the
block simulation considered in their Theorem 2.2, and outlined in Proposi-
tion 2.5, is closely related to what we termed the naive rejection sampling
approach in Example 4. Its cost would scale exponentially in the degree
of the involved polynomials. On the other hand, [29] poses an open ques-
tion (Problem 4.1) and asks what is the smallest size of an automaton that
simulates \( f(p) \), and how to find it. While we do not know the answer to
this problem, we conjecture that when \( f \) is a rational function with coef-
ficients in \( \mathbb{Q} \), the CFTP procedure we designed for simulating a fine and
connected ladder \( \pi(p) : \Delta^m \to \Delta^k \), is a finite automaton with the set of
states \( S = \{0, \ldots, k\} \times \{0, \ldots, k\} \) and alphabet \( \{0, \ldots, m\} \). We believe in-
vestigating systematically the connections between these approaches is a
research direction that may lead to interesting conclusions.
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APPENDIX A: BACKGROUND

A.1. Sampling from known categorical distributions. Sampling from a known distribution \( \mu = (\mu_0, \ldots, \mu_k) \in \Delta^k \) is usually done by sampling \( U \sim \text{Unif}(0, 1) \) and setting

\[
Z = i \quad \text{if} \quad \sum_{j=0}^{i-1} \mu_j < U \leq \sum_{j=0}^{i} \mu_j.
\]

In the spirit of [25, 30], we can consider \( B \), the binary representation of \( U \) and notice that this is an iid sequence of Bern(1/2). Let \( B_{1,d} \) denote the first \( l \) bits of \( U \) and let \( (B_{1,d})_{10} \) be its representation in base 10. Clearly \( (B_{1:d})_{10} \leq U \leq (B_{1:d})_{10} + 2^{-l} \), so that we could set

\[
Z = i \quad \text{if} \quad \sum_{j=0}^{i-1} \mu_j \leq (B_{1:d})_{10} \quad \text{and} \quad (B_{1:d})_{10} + 2^{-l} \leq \sum_{j=0}^{i} \mu_j
\]

where \( l \) is big enough so that there exists an \( i \) such that the condition above is satisfied.

Therefore, we do not need to have access to a generator of uniform random variables to sample from a categorical distribution — it is enough to obtain a sequence of independent tosses of a fair coin. Algorithm 2 is a variation of Von Neumann’s algorithm [41] that outputs a fair coin given access to an iid sequence of rolls of an arbitrary die.
Algorithm 2 Fair coins from a die

Input: black box to sample from \( \mathbf{p} \in \Delta^{m} \).
Output: a sample from \( \text{Bern}(1/2) \).

1: Sample \( X_{1}, X_{2} \) iid \( \sim \mathbf{p} \)
2: if \( X_{1} < X_{2} \) then set \( Y := 0 \)
3: else if \( X_{1} > X_{2} \) then set \( Y := 1 \)
4: else if \( X_{1} = X_{2} \) then discard \( X_{1}, X_{2} \) and GOTO 1
5: end if
6: Output \( Y \)

Consequently, given a black box to sample from an unknown distribution \( \mathbf{p} \in \Delta^{m} \), Algorithm 3 outputs a sample from a known distribution \( \mathbf{\mu} \in \Delta^{k} \). In particular, if \( \mathbf{\mu} \) is a disaggregation of \( \mathbf{\nu} \), Algorithm 3 can be used to obtain a sample \( Y \sim \mathbf{\mu} \) given \( X \sim \mathbf{\nu} \) as in equation (2).

Algorithm 3 Categorical distribution from a die

Input: black box to sample from \( \mathbf{p} \in \Delta^{m} \).
Output: a sample from a known distribution \( \mathbf{\mu} \in \Delta^{k} \).

1: Sample \( Y \sim \text{Bern}(1/2) \) using Algorithm 2
2: If \( l = 1 \) set \( B_{1,1} = Y \), otherwise set \( B_{1,l} = B_{1,l-1}|Y \)
3: if there exists an \( i \in \{0,\ldots,k\} \) such that
\[
\sum_{j=0}^{i-1} \mu_{j} \leq (B_{1:l})_{10} < (B_{1:l})_{10} + 2^{-l} \leq \sum_{j=0}^{i} \mu_{j}
\]
then set \( Z := i \)
4: else
5: Set \( l = l + 1 \) and GOTO 2
6: end if
7: Output \( Z \)

Let \( L \) be the random number of loops of Algorithm 3 before terminating. The computation verifies that \( \mathbb{P}(L > l) \leq k2^{-l} \).

A.2. Coupling from the past. Perfect sampling is a well developed approach [21] to devise specialised algorithms, necessarily with random running time, that will output a single draw exactly from the stationary distribution of a Markov chain, rather than from its approximation. Coupling From the Past (CFTP) [36] is a pioneering technique in this field and illustrative for our purposes. The idea behind the method relies on starting the chain at time \(-\infty\), so that at present time one would have a sample from the stationary distribution. This may not seem practical, but as pointed out in [36], one can make use of coupled chains to decide when to stop tracking the
chain back in time. In practice, it is convenient to introduce an update function for the chain. Given a state \( i \) and a source of randomness, the update function returns the state of the chain at the next step. Such source of randomness is commonly represented by a single draw from a uniform random variable \( U \), as one could then consider its binary representation to have an arbitrary number of uniform random variables and transform them, at least in principle, via inversion sampling. However, for our specific application, it is natural to consider the given die a source of randomness. As discussed in Section A.1, we can resort to the die to generate uniform random variables. However, for better clarity, we consider having access to both the die and a uniform random variable as source of randomness for the update function, defined as follows:

**Definition A.1 (Update function).** Let \( (X_t)_{t \in \mathbb{N}} \) be a Markov chain on \( \Omega = \{0, 1, \ldots, k\} \). Assume \( p \in \Delta^m \) and let \( B \sim p \) and \( U \sim \text{Unif}(0, 1) \). A function

\[
\phi : \Omega \times \{0, 1, \ldots, m\} \times [0, 1] \to \Omega
\]

is an update function for the Markov chain \( (X_t)_{t \in \mathbb{N}} \) if

\[
P(X_{t+1} = j | X_t = i) = P(\phi(i, B, U) = j), \quad \forall i, j \in \Omega.
\]

We will write \( \phi_t(x, B, U) = \phi(\phi(\ldots(\phi(x, B_1, U_1), B_2, U_2), \ldots), B_t, U_t) \) to indicate the state of the chain after \( t \) steps when starting from \( x \).

Given an update function \( \phi \), CFTP is implementable via Algorithm 4. Under mild assumptions, namely that there is a positive probability of termination, Algorithm 4 produces samples from the stationary distribution of the Markov chain \([21, 36]\).

**Algorithm 4 Coupling From the Past**

**Input:** an update function \( \phi \) for a Markov chain \( (X_t)_{t \in \mathbb{N}} \) on \( \Omega = \{0, \ldots, k\} \) with unique stationary distribution \( \pi \); a black box to sample from \( p \in \Delta^m \).

**Output:** A sample from \( \pi \).

1: Set \( T \leftarrow 1 \)
2: for \( i = 0, \ldots, k \) do \( X_0^{(i)} \leftarrow i \) end for
3: repeat
4: Sample independently \( B_{-T} \sim p \) and \( U_{-T} \sim \text{Unif}(0, 1) \)
5: for \( i = 0, \ldots, k - 1 \) do \( X_0^{(i)} \leftarrow \phi_T(i, (B_{-T}, \ldots, B_{-1}), (U_{-T}, \ldots, U_{-1})) \) end for
6: Set \( T \leftarrow T + 1 \)
7: until \( X_0^{(0)} = X_0^{(1)} = \ldots = X_0^{(k)} \)
8: Output \( X_0^{(0)} \)
Notice that CFTP needs to keep track of the trajectories of \( k \) coupled chains. If \( k \) is large implementing the algorithm may become infeasible. A more efficient version of CFTP can be designed for monotonic Markov chains \([36]\). In particular, assume that the state space \( \Omega \) of the Markov chain \( (X_t)_{t \in \mathbb{N}} \) admits a partial order \( \preceq \), and there exist the maximum and the minimum states, say 0 and \( k \), respectively; i.e., \( \forall j \in \Omega, j \preceq k \) and \( 0 \preceq j \).

The monotonic update function is defined as follows.

**Definition A.2** (Monotonic update function). An update function \( \phi \) as in Definition A.1 is monotonic if for all \( B \in \{0, 1, \ldots, m\} \) and \( U \in [0, 1] \)

\[
i \preceq j \implies \phi(i, B, U) \preceq \phi(j, B, U).
\]

In the monotonic case it is enough to track coalescence of just two chains, started from the minimum and the maximum state. Algorithm 5 presents CFTP with monotonic update function \( \phi \).

**Algorithm 5** Monotonic Coupling From the Past

**Input:** a monotonic update function \( \phi \) for a Markov chain \( (X_t)_{t \in \mathbb{N}} \) on \( \Omega = \{0, \ldots, k\} \) with minimum and maximum states, 0 and \( k \) respectively and with unique stationary distribution \( \pi \); a black box to sample from \( p \in \Delta^m \).

**Output:** A sample from \( \pi \).

1: Set \( T \leftarrow 1, X_0 \leftarrow 0 \) and \( Y_0 \leftarrow k \)
2: repeat
3: Sample independently \( B \sim p \) and \( U \sim \text{Unif}(0, 1) \)
4: Set \( X_0 \leftarrow \phi_T(1, (B_{-T}, \ldots, B_{-1}), (U_{-T}, \ldots, U_{-1})) \)
5: Set \( Y_0 \leftarrow \phi_T(k, (B_{-T}, \ldots, B_{-1}), (U_{-T}, \ldots, U_{-1})) \)
6: Set \( T \leftarrow T + 1 \)
7: until \( X_0 = Y_0 \)
8: Output \( X_0 \)

**Remark A.3.** Commonly, monotonic CFTP is implemented so that \( T \) is doubled at each iteration (replacing line 6 of the algorithm with \( T \leftarrow 2T \)). This allows for a binary search of the coalescence time, while trying to minimise the simulation effort. The choice is arbitrary: we decided to keep \( T \leftarrow T + 1 \) as in applications rolling the die may be the most time-consuming step.

**APPENDIX B: PROOFS**

Define the scaled by \( d \) discrete \( m \) dimensional simplex as

\[
\Lambda^m_d = \left\{ n = (n_0, \ldots, n_m) \in \{0, 1, \ldots, d\}^{m+1} : \sum_{i=0}^{m} n_i = d \right\}.
\]
Proof of Proposition 2.8

By construction $\pi'$ is a fine ladder on $\Omega' = \{0, \ldots, w\}$. Since one augmentation operation yields a ladder sampling from which is equivalent to sampling from $\pi$, so does $d$-fold augmentation. It remains to show that $\pi'$ is connected. To this end note that each state of $\pi'$ is of the form $C \pi_i(p) \prod_{l=0}^d p_l^{n_l}$ for some constant $C$, some $i \in \{0, \ldots, k\}$ and some $n \in \Lambda^m_d$. Define sets $A_0, \ldots, A_k$ as

$$A_i = \{ a \in \Omega' : \pi'_a(p) = C_a \pi_i(p) \prod_{l=0}^d p_l^{n_l} \text{ for some } n \in \Lambda^m_d, C_a \in \mathbb{R} \}. \tag{19}$$

First notice that for a fixed $i$ all the states in $A_i$ are connected by construction due to $d$-fold augmentation. It is then enough to show that $A_i \cap A_j \neq \emptyset$ for all $j \neq i$. Indeed, let $n_i$ and $n_j$ be the degree of $\pi_i(p)$ and $\pi_j(p)$ respectively. Then, the numerators of $\pi_j(p) \prod_{l=0}^d p_l^{n_l}$ and $\pi_i(p) \prod_{l=0}^d p_l^{n_l}$ have the same degree $n_i + n_j$ and the respective state $a \in \Omega'$ with probability $\pi'_a(p)$ of degree $n_i + n_j$ satisfies $a \in A_i \cap A_j$. 

**Lemma B.1 (Pólya [34]).** Let $f : \Delta^m \to \mathbb{R}$ be a homogeneous and positive polynomial in the variables $p_0, \ldots, p_m$, i.e. all the monomials of the polynomial have the same degree. Then, for all sufficiently large $n$, all the coefficients of $(p_0 + \ldots + p_m)^n f(p_0, \ldots, p_m)$ are positive.

**Lemma B.2.** Let $f : \Delta^m \to (0, 1)$ be a rational function over $\mathbb{R}$. Then, there exist homogeneous polynomials

$$d(p) = d(p_0, \ldots, p_m) = \sum_{n \in \Lambda^m_d} d_n \prod_{j=0}^m p_j^{n_j},$$

$$e(p) = e(p_0, \ldots, p_m) = \sum_{n \in \Lambda^m_d} e_n \prod_{j=0}^m p_j^{n_j},$$

where $d_n$ and $e_n$ are real coefficients such that $0 \leq d_n \leq e_n$ and $f(p) = d(p)/e(p)$. We will refer to $d$ as the degree of the decomposition.

**Proof.** The lemma is a variation of Lemma 2.7 of [29], where $m = 1$ and coefficients are integers, and the proof follows the reasoning therein.

As $f(p)$ is a rational function, it may be written as

$$f(p) = \frac{D(p)}{E(p)},$$
and we can assume that $D(p)$ and $E(p)$ are relatively prime polynomials. Since $f(p) \in (0, 1)$ for all $p \in \Delta^m$ and $\overline{D}(p)$ does not share any common root with $\overline{E}(p)$, it follows that $D(p)$ and $E(p)$ do not change sign in $\Delta^m$ so that we can assume without loss of generality that $D(p)$ and $E(p)$ are positive polynomials. Let $d_0$ be the maximum degree of the polynomials $D(p)$ and $E(p)$. A general representation of the polynomials is given by

$$D(p) = \sum_{i=0}^d \sum_{n \in \Lambda_i^m} a_n \prod_{j=0}^m p_j^{n_j}, \quad E(p) = \sum_{i=0}^d \sum_{n \in \Lambda_i^m} b_n \prod_{j=0}^m p_j^{n_j}.$$  

Notice that in general $D(p)$ and $E(p)$ are not homogeneous polynomials, but it is possible to increase the degree of each term of the summation to be equal to $d_0$. In fact, since $p_0 + \ldots + p_m = 1$, one can use the multinomial theorem to define homogeneous polynomials $D(p)$ and $E(p)$ as

$$D(p) = \sum_{i=0}^d \sum_{n \in \Lambda_i^m} a_n (p_0 + \ldots + p_m)^{d-i} \prod_{j=0}^m p_j^{n_j} = \sum_{n \in \Lambda_d^m} d_n \prod_{j=0}^m p_j^{n_j} =: D(p),$$

where

$$d_n = \sum_{i=0}^d \sum_{\tilde{n} \in \Lambda_i^m} \sum_{n' \in \Lambda_{d-i}^m, \tilde{n} + n' = n} a_{\tilde{n}} \binom{d-i}{n'}.$$  

Analogously

$$E(p) = \sum_{i=0}^d \sum_{n \in \Lambda_i^m} b_n (p_0 + \ldots + p_m)^{d-i} \prod_{j=0}^m p_j^{n_j} = \sum_{n \in \Lambda_d^m} e_n \prod_{j=0}^m p_j^{n_j} := E(p).$$  

Notice that $D(p)$ and $E(p)$ are positive polynomials. Moreover, since $f(p) < 1$, it follows that also $E(p) - D(p)$ is a positive polynomial. Therefore, by Lemma B.1 there exists a sufficiently large $n$, such that the polynomials $d(p) = (p_0 + \ldots + p_m)^n D(p)$, $e(p) = (p_0 + \ldots + p_m)^n E(p)$ and $e(p) - d(p)$, all have positive coefficients. Hence, as required, $0 \leq d_n \leq e_n$ and

$$f(p) = \frac{D(p)}{E(p)} = \frac{D(p)}{E(p)} = \frac{d(p)}{e(p)}.$$  


The degree of the decomposition is therefore \( d = d_0 + n \).

**Proof of Theorem 3.1**

Since \( f(p) = (f_0(p), \ldots, f_v(p)) \) is a rational function, we can apply Lemma B.2 to each \( f_i(p) \) and write

\[
f(p) = \left( \frac{d_0(p)}{e_0(p)}, \frac{d_1(p)}{e_1(p)}, \ldots, \frac{d_v(p)}{e_v(p)} \right).
\]

Let \( C(p) \) be the lowest common multiple of the denominators \( e_i(p) \) and express \( f(p) \) as

\[
f(p) = \frac{1}{C(p)}(g_0(p), \ldots, g_v(p)).
\]

Assume w.l.o.g. that each polynomial \( g_i(p) \) has degree \( d \) (if this is not the case, let \( d_i \) be the degree of \( g_i(p) \) and multiply it by \( (p_0 + \ldots + p_m)^{d-d_i} \) and write

\[
\text{(21)} \quad g_i(p) = \frac{1}{C(p)} \sum_{n \in \Lambda_{d}^m} a_{i,n} \prod_{j=0}^{m} p_j^{n_j}.
\]

Having applied Lemma B.2 it follows \( a_{i,n} \geq 0 \) for all \( i \in \{0, \ldots, v\} \), \( n \in \Lambda_{d}^m \). Therefore, we can construct a distribution \( \pi' : \Delta^m \to \Delta^w \) on \( \Omega' = \{0, \ldots, w\} \), where \( w < (v + 1)(d+m) \) and where each state is one term of the summation in \( \text{(21)} \) for a fixed \( i \) and thus of the form \( \frac{1}{C(p)} a_{i,n} \prod_{j=0}^{m} p_j^{n_j} \).

By construction \( \pi' \) is a disaggregation of \( f \). Indeed, consider \( v \) sets \( A_0, \ldots, A_v \) defined as

\[
A_i = \{ a \in \Omega' : \pi'_a(p) = \frac{1}{C(p)} a_{i,n} \prod_{j=0}^{m} p_j^{n_j} \text{ for a } n \in \Lambda_{d}^m \}.
\]

It then follows

\[
f_i(p) = \frac{g_i(p)}{C(p)} = \sum_{h \in A_i} \pi'_h(p) = \frac{1}{C(p)} \sum_{n \in \Lambda_{d}^m} a_{i,n} \prod_{j=0}^{m} p_j^{n_j}.
\]

By discarding any null term in \( \pi'(p) \), it follows that \( \pi' \) is a multivariate ladder. Finally, via Proposition 2.8 we construct a fine and connected multivariate ladder \( \pi : \Delta^m \to \Delta^k \) where \( k < \min\{(w + 1)(m + 1)^d, (2d+m)^m\} \), such that sampling from each \( f, \pi' \) and \( \pi \) is equivalent.
Proof of Proposition 3.4

We shall prove the result by showing that $P$ is a stochastic matrix and that the detailed balance condition is satisfied for all $p \in \Delta^m$. Recall that the off-diagonal elements of $P$ are given by the off-diagonal elements of $V \circ W$ where $\circ$ denotes the entrywise product, $W$ is defined in equation (8) and $V$ is the output of Algorithm 1. We first prove that

$$\sum_{j \in N_b(i)} V_{i,j} \leq 1, \quad \forall b \in \{0, \ldots, m\}, i \in \Omega.$$  

Notice that by how the weights $W_b(i)$ are defined within the algorithm, we have $\sum_{j \in N_b(i)} V_{i,j} = W_b(i)$.  

Having fixed $i$ and $b$, assume that one of the $V_{i,j}$, where $j \in N_b(i)$, is obtained in line 6 of the algorithm. Denote by $W_b^*(i)$ the new value of $W_b(i)$ after it has been updated for all $j \in N_b(i)$. It follows

$$W_b^*(i) = W_b(i) + \sum_{j \in N_b(i)} \frac{R_j}{S_b(i)} = W_b(i) + \sum_{j \in N_b(i)} \frac{R_j}{\sum_{h \in N_b(i)} R_h} (1 - W_b(i)) = 1,$$

where the value of $S_b(i)$ is given in line 9 of the algorithm. At this point the algorithm has assigned a value to $V_{i,j}$ for all $j \in N_b(i)$ and thus $\sum_{j \in N_b(i)} V_{i,j} = W_b(i) = 1$.  

Assume now that all the $V_{i,j}$ for $j \in N_b(i)$ have been assigned in line 8 of the algorithm. For fixed $i$, we then have that $j \in N_b(i)$ and let $d \in \{0, \ldots, m\}$ such that $i \in N_d(j)$. Then $V_{j,i}$ is assigned in line 6 of the algorithm. Denote the new value of $W_b(i)$ assigned in line 8 of the algorithm as $W_b^*(i)$. It follows

$$W_b^*(i) = W_b(i) + \frac{R_j}{S_d(j)} \leq W_b(i) + \frac{R_j}{S_b(i)} \leq W_b(i) + \sum_{j \in N_b(i)} \frac{R_j}{S_b(i)} = 1,$$

where the fact that $S_d(j) \geq S_b(i)$ follows from the fact that $b$ and $i$ are chosen in line 4 of the algorithm to maximise $S_b(i)$. The value of $W_b(i)$ will then always be less or equal than 1, so that $\sum_{j \in N_b(i)} V_{i,j} = W_b(i) \leq 1$.  

We then have

$$\sum_{j=0}^{k} P_{1,j} = \sum_{j \in N_b(i)} \sum_{b=0}^{m} V_{i,j} p_b \leq \sum_{b=0}^{m} p_b = 1,$$

as required. It is now enough to prove that $\pi(p)$ satisfies the detailed balance condition for all $p \in \Delta^m$. If $j \not\in N(i)$, then $P_{i,j} = P_{j,i} = 0$ and the balance
condition is trivially satisfied. For $j \in \mathcal{N}(i)$ we have
\[
\frac{\pi_j(p)}{\pi_i(p)} = \frac{R_j \prod_{h=0}^{m} p_{j,h}^{n_{i,h}}}{R_i \prod_{h=0}^{m} p_{i,h}^{n_{i,h}}} = \frac{R_j p_b}{R_i p_c},
\]
and by equation (8), $W_{i,j}/W_{j,i} = p_b/p_c$. The fact that $V_{i,j}/V_{j,i} = R_j/R_i$ follows directly from how these values are assigned in the algorithm for the pair $i, j$ in lines 6 and 8. Given the connectedness condition, $\pi(p)$ is also the unique limiting distribution. \hfill \square

**Proof of Proposition 3.5**

By contradiction, assume that there exists a different reversible Markov chain with transition matrix $Q$ that has the same adjacency structure and stationary distribution as the $P$-chain, and such that $Q \succeq_P P$. It follows that also $Q$ has a similar decomposition as in equation (5) and the off-diagonal elements of $Q$ will be the same as the entries of $V \circ W$, where $\circ$ denotes the entrywise product and with $W$ as in equation (8), while $V$ is a matrix of real numbers. Since $Q \succeq_P P$ and $Q \neq P$, there must exist indices $i, j$ such that $\tilde{V}_{i,j} > V_{i,j}$. We distinguish two cases:

- The value of $V_{i,j}$ is assigned in line 6 of Algorithm 1. Then, let $b \in \{0, \ldots, m\}$ such that $j \in \mathcal{N}_b(i)$ and notice that by how the algorithm is designed we have $\sum_{j \in \mathcal{N}_b(i)} V_{i,j} = 1$ (cf. proof of Proposition 3.4). Therefore $\sum_{j \in \mathcal{N}_b(i)} \tilde{V}_{i,j} > 1.1$. We reach a contradiction by observing

  \[
  \sum_{j=0}^{k-1} Q_{i,j} = \sum_{c=0}^{m} \sum_{j \in \mathcal{N}_c(i)} \tilde{V}_{i,j} p_c \xrightarrow{p_b \rightarrow 1} \sum_{j \in \mathcal{N}_b(i)} \tilde{V}_{i,j} > 1.1.
  \]

- The value of $V_{i,j}$ is assigned in line 8 of Algorithm 1. Since the $Q$-chain is reversible, it follows that also $\tilde{V}_{j,i} > V_{j,i}$. However, the value of $V_{j,i}$ is assigned in line 6 of the algorithm and we reach the same contradiction as before.

\hfill \square

**Proof of Proposition 3.6**

Fix a state $i \in \Omega$ and notice that if $j \notin \mathcal{N}(i)$, then $\mathbb{P}(\phi(i,B,U) = j) = P_{i,j} = 0$. For any outcome $b \in \{0, \ldots, m\}$ on the die, recall $\mathcal{N}_b(i) =$
\{j_0, \ldots, j_w\}, is the set of states accessible from \(i\). It follows for any \(j_l \in \mathcal{N}_0(i)\) that
\[
P(\phi(i, B, U) = j_l) = \mathbb{P} \left( B = b, \sum_{h=0}^{l-1} V_{i,j_h} < U \leq \sum_{h=0}^{l} V_{i,j_h} \right) = p_b \mathbb{P}(U \leq V_{i,j_l}) = P_{t,j_l}.
\]
Hence, \(\phi\) is an update function for the Markov chain \((X_t)_{t \in \mathbb{N}}\).

**Proof of Corollary 3.7**

Given a fine and connected ladder \(\pi : (0, 1) \to \Delta^k\) as in equation (4), for \(1 \leq i \leq k - 1\), we have
\[
\mathcal{N}_0(i) = \{i - 1\}, \quad \mathcal{N}_1(i) = \{i + 1\}, \quad \mathcal{N}(i) = \{i - 1, i + 1\},
\]
\[
S_0(i) = R_{i-1}, \quad S_1(i) = R_{i+1}.
\]
Then, the matrix \(W\) defined in equation (8) and the off-diagonal entries of the matrix \(V\) output by Algorithm 1 are given by
\[
W_{i,j} = \begin{cases} 
  p & \text{if } j = i + 1 \\
  (1 - p) & \text{if } j = i - 1 \\
  0 & \text{otherwise}
\end{cases}, \quad V_{i,j} = \begin{cases} 
  \frac{R_{i+1}}{R_i \vee R_{i+1}} & \text{if } j = i + 1 \\
  \frac{R_{i-1}}{R_{i-1} \vee R_i} & \text{if } j = i - 1 \\
  0 & \text{otherwise}
\end{cases}
\]
Therefore, the transition matrix \(P\) defined in (5) is equivalent to (11) and the update function defined in (10) is the same as (12).

To see why \(\phi\) is a monotonic update function, consider \(i \leq j\). It is trivial to check that \(\phi(i, B, U) \leq \phi(j, B, U)\) if \(j \neq i + 1\). If \(j = i + 1\), the monotonic condition would not be satisfied only if \(\phi(i, B, U) = i + 1\) and \(\phi(i+1, B, U) = i\). However, this can not happen as it would require \(B\) to be equal to 0 and 1 simultaneously.

**Proof of Theorem 3.9**

**Proof.** Let \(w_0, \ldots, w_{n_0}\) be the probabilities of \(W\) on \(\Omega = \{0, \ldots, n_0\}\). We shall consider generating function \(P(x) = \sum_{i=0}^{n_0} w_i x^i\). This function is a product of linear and quadratic functions, that is
\[
P(x) = e \prod_{j=1}^{k_0} ((x - a_j)^2 + b_j^2) \prod_{l=1}^{l_0} (x + c_l),
\]
where $b_j \neq 0$ and $c_l > 0$ (the latter follows from the fact that a polynomial with positive coefficients cannot have positive roots). Now, it suffices to show that for big $n$ the sequences of coefficients generated by

\[ Q_n(x) = ((x-a)^2+b^2)(1+x)^n, \quad L_n(x) = (x+c)(1+x)^n, \]

where $b \neq 0, c > 0$, is positive and log concave. Indeed, since convolution preserves positivity and log-concavity, and corresponds to summing random variables, we can find suitable binomial $B(n, 1/2)$ (whose generating function is precisely $\frac{1}{2^n}(1+x)^n$) for each factor of $P$ separately. Note that we ignore normalizing constants, as positivity and log-concavity are not affected.

The rest is just an attempt to verify this. In case of $L_n$ there is nothing to prove since the sequence generated by $x+c$ with $c > 0$ is $(c, 1, 0, \ldots)$ and it is positive and log-concave itself. Since $(x-a)^2+b^2 = x^2 - 2ax + a^2 + b^2$, the sequence generated by $Q_n$ is

\[ a_k = \binom{n}{k} - 2a\binom{n}{k-1} + \binom{n}{k-2}, \quad k \geq 0. \]

Here we adapt the notation $\binom{n}{k} = 0$ for $k < 0$ and $k > n$. We first show that for big $n$ this sequence is non-negative. The inequality $a_k \geq 0$ is equivalent to

\[ (a^2 + b^2)(n-k+1)(n-k+2) - 2ak(n-k+2) + k(k-1) \geq 0. \]

Let us treat the left hand side as a polynomial in $k$. This is

\[ k^2 (a^2 - 2a + b^2 + 1) + k((-2n-3)(a^2 + b^2) - 2an - 4a - 1) + (n+1)(n+2)(a^2 + b^2). \]

Since the coefficient in front of $k^2$ is positive, we can hope to find $n$ such that this polynomial is positive for all real $k$. For this the $\Delta$ of this quadratic form should be negative. We have

\[ \Delta = (-2n-3)(a^2 + b^2) - 2an - 4a - 1)^2 - 4(n + 1)(n + 2)(a^2 + b^2)(a^2 + 2a + b^2 + 1) = -4b^2n^2 + 4(a + 2a^2 + a^3 - 2b^2 + ab^2)n + (1 + 8a + 14a^2 + 8a^3 + a^4 - 2b^2 + 8ab^2 + 2a^2b^2 + b^4). \]

As we can see the leading term is $-4b^2n^2$ and so for big $n$ we get $\Delta < 0$.

We now show that for big $n$ the sequence $a_k$ is strictly log-concave; i.e., $a_k^2 > a_{k+1}a_{k-1}$. This is trivially true for $k = 0$ and $k = n + 2$, but it is also
easily verified for \( k \in \{1, n - 1, n, n + 1\} \) by just substituting the value of \( k \) and letting \( n \to \infty \).

To prove the result for \( k \in \{2, \ldots, n - 2\} \), rewrite the coefficients \( a_k \) as:

\[
a_k = \binom{n}{k-1} \left[ \frac{n-k+1}{k} (a^2 + b^2) + \frac{k-1}{n-k+2} - 2a \right].
\]

The inequality \( a_k^2 > a_{k+1}a_{k-1} \) reduces to

\[
\left( \frac{n}{k-1} \right)^2 \left[ \frac{n-k+1}{k} (a^2 + b^2) + \frac{k-1}{n-k+2} - 2a \right] > \left( \frac{n}{k} \right) \left[ \frac{n-k}{k+1} (a^2 + b^2) + \frac{k}{n-k+1} - 2a \right]
\times \left( \frac{n}{k-2} \right) \left[ \frac{n-k+2}{k-1} (a^2 + b^2) + \frac{k-2}{n-k+3} - 2a \right].
\]

This is

\[
\frac{k}{n-k+1} \left[ \frac{n-k+1}{k} (a^2 + b^2) + \frac{k-1}{n-k+2} - 2a \right]^2 > \left[ \frac{n-k}{k+1} (a^2 + b^2) + \frac{k}{n-k+1} - 2a \right]
\times \left[ \frac{n-k+2}{k-1} (a^2 + b^2) + \frac{k-2}{n-k+3} - 2a \right].
\]

To deal with it we rewrite it slightly.

\[
\left[ \frac{n-k+1}{k} (a^2 + b^2) + \frac{k-1}{n-k+2} - 2a \right]^2 > \left[ \frac{n-k}{k+1} (a^2 + b^2) + \frac{k}{n-k+1} - 2a \right]
\times \left[ \frac{n-k+1}{k} (a^2 + b^2) + \frac{(k-2)(k-1)(n-k+1)}{(n-k+3)(n-k+2)k} - 2a \right].
\]

For big \( n \) and fixed \( a, b \), the right hand side is a product of two positive factors. We shall take the square root of both sides and use the inequality
\[2\sqrt{xy} \leq x + y\] to bound the right hand side. Then, it is enough to verify:

\[
2 \left[ \frac{n - k + 1}{k} (a^2 + b^2) + \frac{k - 1}{n - k + 2} - 2a \right] \\
> \left[ \frac{(n - k)}{(k + 1)} (a^2 + b^2) + \frac{k}{n - k + 1} - 2a \right] \\
+ \left[ \frac{n - k + 1}{k} (a^2 + b^2) + \frac{(k - 2)(k - 1)(n - k + 1)}{(n - k + 3)(n - k + 2)k} \\
- 2a \left( \frac{k - 1}{n - k + 2} \right) \right].
\]

Rewrite it by taking the RHS to the LHS and collecting common factors.

\[
\frac{(n - k + 1)}{k} \frac{n - k}{k + 1} (a^2 + b^2) + \frac{2(k - 1)}{n - k + 2} - \frac{k}{n - k + 1} \\
- \frac{(k - 2)(k - 1)(n - k + 1)}{(n - k + 3)(n - k + 2)k} - \left[ 1 - \frac{(k - 1)(n - k + 1)}{(n - k + 2)k} \right] 2a > 0.
\]

Notice:

- \[\frac{(n - k + 1)}{k} = \frac{n + 1}{k(k + 1)};\]
- \[\frac{2(k - 1)}{n - k + 2} - \frac{k}{n - k + 1} = \frac{(k - 2)(k - 1)(n - k + 1)}{(n - k + 3)(n - k + 2)k} = \frac{(1 + k + (k - 1)^2 + n - (k - 1)n)(n + 1)}{(n - k + 1)(n - k + 2)(n - k + 3)k};\]
- \[1 - \frac{(k - 1)(n - k + 1)}{(n - k + 2)k} = \frac{n + 1}{n - k + 2}k.\]

Thus, by taking the common denominator, it is enough to verify \(P_{a,b}(k, n) > 0\), where

\[
P_{a,b}(k, n) = \left( a^2 + b^2 \right)(n - k + 3)(n - k + 2)(n - k + 1) \\
- \left( 1 + k + (k - 1)^2 + n - (k - 1)n \right)(k + 1) \\
- 2a(k + 1)(n - k + 3)(n - k + 1).
\]

This is a polynomial of degree three in \(k\). The discriminant of a cubic polynomial \(Ak^3 + Bk^2 + Ck + D\) is given by

\[
\Delta = B^2C^2 - 4AC^3 - 4B^3D - 27A^2D^2 + 18ABCD,
\]

and is negative if there are two conjugate complex and one real roots.
In our case the discriminant of \( k \to P_{a,b}(k, n) \) is
\[
\Delta(n, a, b) = -4b^2n^6 + O(n^5),
\]
and so for big \( n \) it is negative (recall that \( b \neq 0 \)). We conclude that there is only one real root. Notice that
\[
P_{a,b}(2, n) = (a^2 + b^2)n^3 + O(n^2),
P_{a,b}(n - 2, n) = n^2 + O(n),
\]
so that for \( n \) big enough, \( P_{a,b}(k, n) > 0 \) for all \( k \in [2, n - 2] \) as desired.

\[\square\]

**Proof of Proposition 3.10**

**Proof.** Augment the ladder \( d \) times to construct a new ladder \( \pi' : \Delta^m \to \Delta^w \), where \( w < \min\{(k+1)(m+1)^d, (2d+m)^d\} \). We showed in Proposition 2.8 that \( \pi' \) is a fine and connected ladder and that we can define sets \( A_0, \ldots, A_k \) as in equation (19). We now show that for any state \( a \in \Omega' \), it is always possible to move to a different state if \( b \in E \) is rolled (except from the state proportional to \( p_2^d / C(p) \)). Fix a state \( a \in \Omega' \) in the set \( A_i \), therefore of the form
\[
C_a\pi_i(p)\begin{pmatrix} d \\ n \end{pmatrix}p^n, \quad \text{for some } n \in \Lambda^m_d.
\]
If \( p^n \neq p_0^d \), then there exists another state \( a' \in A_i \) connected to \( a \) and such that \( n_{a',b}' = n_{a,b} + 1 \) and the chain may move to it. We showed in the proof of Proposition 2.8 that \( A_i \cap A_j \neq \emptyset, \forall j \neq i \). Therefore, if \( p^n = p_0^d \) there exists a connected state \( a' \) in \( A_j \neq A_i \) such that \( n_{a',b}' = n_{a,b}' + 1 \), unless \( \pi_i(p) \propto p_0^d / C(p) \).

Now, consider applying CFTP on the ladder \( \pi' \) using the transition matrix of Proposition 3.4 and the update function of Proposition 3.6. We prove the bound by considering sets of moves that, regardless of the starting point, end up in a singleton. Let \( a \) be the minimum of the entries of the matrix \( V \), as produced by Algorithm 1. This choice of \( a \) allows us to conclude that whenever we draw \( U < a \) in the CFTP algorithm and \( B \in E \), then all the tracked particles move, except the particles in the state proportional to \( p_0^d / C(p) \). Therefore if such event happens on \( 2d \) consecutive iterations, then the algorithm necessarily ends as all the particles must have coalesced in the state proportional to \( p_0^d / C(p) \). That is, if \( u_1 \leq a, \ldots, u_{2d} \leq a \) we can write
\[
\phi_{2d}(i, (b, \ldots, b), (u_1, \ldots, u_{2d})) = \{a\}, \quad \forall i \in \{0, \ldots, w\},
\]
where \( a \in \Omega' \) is the state of the ladder proportional to \( p^2/C(p) \). Let \( \tau_b \) be the number of iterations required for this event to happen for the first time. The probability generating function of \( \tau_b \) is given by

\[
   f_{\tau_b}(x) = \sum_{j=0}^{\infty} (ap_b)^{2d}x^{2d} \left[(1 - ap_b)x + \ldots + (ap_b)^{2d-1}(1 - ap_b)x^{2d}\right]^j
\]

\[
   = \frac{x^{2d}(ap_b)^{2d}(ap_b x - 1)}{ap_b x (ap_b x)^{2d} - x(ap_b x)^{2d} + x - 1},
\]

so that

\[
   \mathbb{E}[\tau_b] = f'_{\tau_b}(1) = \frac{(ap_b)^{-2d} - 1}{1 - ap_b}.
\]

Since the number of required rolls \( N \) equals the number of iterations of the algorithm, it follows that \( N \leq \tau_b \). The same reasoning holds for all \( b \in E \), so that we conclude:

\[
   \mathbb{E}[N] \leq \min_{b \in E} \mathbb{E}[\tau_b] = \min_{b \in E} \frac{(ap_b)^{-2d} - 1}{1 - ap_b}.
\]

\[\square\]

**Proof of Corollary 3.11**

**Proof.** Follows by Proposition 3.10 by noticing that in the case \( m = 1 \), we necessarily have \( E = \{0,1\} \).

\[\square\]

**Proof of Proposition 3.12**

**Proof.** Requiring \( \pi \) to be strictly log-concave is equivalent to have \( R_i^2 > R_{i-1}R_{i+1} \) for all \( i \in \{1, \ldots, k - 1\} \) by equation (4). In turn, this implies

\[
   \frac{R_i}{R_{i-1} \lor R_i} \geq \frac{R_{i+1}}{R_i \lor R_{i+1}}, \quad \frac{R_i}{R_i \lor R_{i+1}} \geq \frac{R_{i-1}}{R_{i-1} \lor R_i},
\]

so that \( \rho \leq 1 \) since \( P_{i,i+1} \geq P_{i+1,i+2} \) and \( P_{i+1,i} \geq P_{i,i-1} \). However, given \( p \in (0,1) \), it cannot be that \( \rho = 1 \). Indeed, this could happen only if \( P_{i,i+1} = P_{i+1,i+2} \) and \( P_{i+1,i} = P_{i,i-1} \). However, this would imply either \( R_i^2 = R_{i-1}R_{i+1} \) or \( R_{i+1}^2 = R_iR_{i+2} \) thus contradicting strict log-concavity. We then conclude that \( \rho \in (0,1) \) for all \( p \in (0,1) \).

Denote by \( X_t^i \) the chain at time \( t \) given that it started in state \( i \). Monotonic CFTP (cf. Algorithm 5) tracks backwards in time the trajectories of the coupled chains \( X_t^0 \) and \( X_t^1 \) and stops when the two coalesce. Following the
notation of [36], let $T_\star$ be the time this happens and, to ease the analysis, define $T_\star$ as the smallest time such that $X_t^0 = X_t^k$, where the chains are now tracked forwards in time. Notice that $T_\star$ and $T_\star$ have the same distribution and that the number of tosses $N$ required by the algorithm equals $T_\star$.

Define $D_{t,i}^{j,j+1} = |X_t^i - X_t^{j+1}|$ as the distance between two coupled particles started at states $i$ and $j$ after $t$ steps. In particular, focus on the distance $D_{t,i}^{i,i+1}$ between two particles started at consecutive states. At each step a $p$-coin is tossed and a uniform random variable is drawn so that the trajectories of the two chains can be tracked in a coupled fashion. In particular, given equation (22), we have that the two particles started at states $i$ and $(i+1)$ can in one step either stay still, coalesce in state $i$ or state $(i+1)$, move to states $(i+1)$ and $(i+2)$ or move to states $(i-1)$ and $i$ respectively. Therefore, after one step the distance between the two coupled and consecutive particles can either decrease by 1 or remain the same:

$$D_{t,i}^{i,i+1} = \begin{cases} 0 & \text{with probability } (P_{i,i+1} - P_{i+1,i+2}) + (P_{i+1,i} - P_{i,i-1}) \\ 1 & \text{with probability } 1 - (P_{i,i+1} - P_{i+1,i+2}) - (P_{i+1,i} - P_{i,i-1}) \end{cases}$$

where the transition probabilities $P_{i,j}$ are given in equation (11). Denote by

$$\rho_{i,i+1} = 1 - (P_{i,i+1} - P_{i+1,i+2}) - (P_{i+1,i} - P_{i,i-1}),$$

so that $\mathbb{E}[D_{t,i}^{i,i+1}] = \rho_{i,i+1}$. Let $\rho = \max_i \rho_{i,i+1}$ and notice that by conditioning on how the particles move on the first step and by the Markov property, it follows

$$\mathbb{E}[D_{t}^{i,i+1}] = P_{i+1,i+2} \mathbb{E}[D_{t-1}^{i+1,i+2}] + P_{i,i-1} \mathbb{E}[D_{t-1}^{i,i-1}] + (1 - P_{i,i+1} - P_{i+1,i}) \mathbb{E}[D_{t-1}^{i,i+1}]$$

$$\leq (\mathbb{E}[D_{t-1}^{i,i+1}] \vee \mathbb{E}[D_{t-1}^{i,i+1}] \vee \mathbb{E}[D_{t-1}^{i,i+1}]) \rho_{i,i+1} \leq \rho^t,$$

where $\vee$ denotes the maximum between two numbers.

To conclude, notice that $\mathbb{P}(T_\star \geq t) = \mathbb{P}(D_{t}^{0,k} \geq 1)$. It then follows by Markov’s inequality and the result above that

$$\mathbb{P}(T_\star \geq t) = \mathbb{P}(D_{t}^{0,k} \geq 1) \leq \mathbb{E}[D_{t}^{0,k}] = \sum_{i=0}^{k-2} \mathbb{E}[D_{t}^{i,i+1}] \leq (k-1)\rho^t,$$

as desired. \qed
Proof of Lemma 3.14

Proof. Note that a univariate ladder is log-concave if its coefficients $R_i$ define a log-concave sequence. Then, let $R$ be a random variable on $\{0, \ldots, k\}$ having p.m.f. proportional to the coefficients $R_i$ of the ladder $\pi$, that is such that $\mathbb{P}(R = i) \propto R_i$. Moreover, let $n$ be such that $Z = R + B_n$ is strictly log-concave, as stated in Theorem 3.9. Consider $\pi' : (0, 1) \rightarrow \Delta^{k+n}$, an $n$-fold augmentation of $\pi$. As noticed in Remark 2.7, $Y \sim \pi'(p)$ has the same distribution as $\pi + \text{Bin}(n, p)$ and the coefficients $R'_i$'s of the ladder $\pi'$ are proportional to $\mathbb{P}(Z = i)$. The desired result holds by noticing that multiplication by a constant preserves log-concavity. \qed
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