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Abstract—The tremendous amount of the security alerts due to the high-speed alert generation of high-speed networks make the management of intrusion detection computationally expensive. Evidently, the high-level rate of wrong alerts disproves the Intrusion Detection Systems (IDS) performances and decrease its capability to prevent cyber-attacks which lead to tedious alert analysis task. Thus, it is important to develop new tools to understand intrusion data and to represent them in a compact forms using, for example, an alert clustering process. This hot topic of research is studied here and an understandable taxonomy followed by a deep survey of main published works related to intrusion alert management is presented in this paper. The second part of this work exposes different useful steps for designing a unified IDS system on the basis of machine learning techniques which are considered one of the most powerful tools for solving certain problems related to alert management and outlier detection.
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I. INTRODUCTION

Intrusion Detection Systems (IDSs) are widely deployed into servers for data security purposes. However, these systems produce a lot of false positive alerts making the task of security analysts difficult such as taking suitable actions for them. This problem has received considerable attention from researchers given that manual intrusion alerts management is extremely fastidious and computationally expensive. Consequently, it will not be easy to manage alerts and to take appropriate actions for them. Thereby, the automation of the process of alert management is a necessity. It turns out that this problem becomes more difficult with the context of high-speed networks [1], [2]. Indeed, new severe issues related especially to the scalability, the real time constraints, and efficiency create a major challenge to the success of IDS [3], [4]. In particular, the big quantity of the security alerts leads to an expensive intrusion detection process. Evidently, the high-level rate of wrong alerts disproves the IDS performances and decrease its capability to prevent cyber-attacks that lead to tedious alert analysis task. In particular, alert clustering and outlier detection are crucial problems for taking suitable actions and for security threats understanding [5], [1], [2]. The content of this paper is a taxonomy and a survey related to the intrusion alert management. In fact, an understandable taxonomy, especially for beginner researchers, is presented. It is related to intrusion detection system with special emphasize on intrusion alert management problem. An informative description is presented for intrusion detection systems, for both misuse and anomaly-based detection, and for low- and high-level alert management (i.e. alert ranking, normalization, clustering, correlation, etc.) [6], [7], [8]. The second part of this paper is dedicated to expose how to design a possible IDS framework using machine learning techniques which are considered one of the most powerful tools for solving certain problems related to alert management and outlier detection. The rest of this paper is organized as follows. In the next section, a taxonomy related to the current area of research is presented. Section 3 is devoted to survey main existing works in the literature. Section 4 describes how can machine learning techniques be involved and considered as an interesting alternative to deal with such problem. Finally, we conclude the paper in the last section.

II. TAXONOMY

This section presents a comprehensible taxonomy, especially for beginner researchers, for intrusion detection systems (IDS) and intrusion alert management. In particular, informative descriptions are given for intrusion detection techniques, alert management, alert clustering/classification and alert correlation.

1) Intrusion Detection Systems (IDSs): Intrusion detection systems are widely deployed into both hosts and networks to protect assets. To ensure security, most of developed IDSs apply mainly the so-called misuse-based (named also signature-based) or anomaly-based IDS techniques [9]. The key purpose of these techniques is to help the security administrator to fully recognize what the IDS is doing. Fig. 1 illustrate main intrusion detection techniques.

- Misuse (Signature)-based detection

Misuse-based intrusion detection techniques have been proven to detect effectively attacks without generating a great number of false alarms. For this reason, they are broadly approved in the most commercial systems. Such technique can be used to detect known attacks, so, we have to create signatures (patterns) for known attacks and store them into databases as a priori information. However, this kind of approach cannot detect unknown attacks and therefore they must be frequently updated with signatures of new attacks.

- Anomaly-based detection

Anomaly-based approaches (named behaviour-based) are used to detect unknown (novel or irregular) and known attacks on the basis of their profiles or statistical models. These models employ labeled data to model and train anomaly detection as a classification problem. This kind of approach try to find behavior (attack behavior) deviating from normal one. In general, techniques driven from pattern recognition (parametric
and non-parametric statistical models, neural networks, rule-based algorithms, hidden Markov model, etc.) are applied to identify normal data and abnormal (anomalous) ones. For example, the user can be notified about the existing of unusual behavior if the network activity deviates from its normal state. If normal behavior is well trained and well modeled, unusual behavior can be labeled and identified as intrusive. Thus, normal behavior should be well defined otherwise, if it is not, a lot of false alerts will be generated. Thus, the modeling problem, which is a difficult task, is very important for the design of anomaly-based approach. Finally, when compared to misuse-based approaches, anomaly-based ones are more efficient and faster, but, they generate a lot of false positive rate.

2) Intrusion detection alert management: Alert management function address two different processing: low-level processing and high-level processing (Fig. 2). Each level is able to accomplish specific objectives such as alert pre-processing, alert correlation, alert fusion, etc. Through management function, alerts are processed in order to help the security administrator to understand what the IDSs are addressing.

- **Low-level alert management**

The main purpose of low-level alert management is to facilitate further high-processing. It is required to achieve low processing such as updating alert attributes to a standardized format, scoring and prioritizing alerts, translating all alert’s attributes into numerical values, etc. For instance, ranking alerts is required to mark and select only significant alerts for further investigation. In the literature, only few works have been proposed to deal with the importance of low level alert management for the overall system evaluation [3], [4]. Authors showed the importance of this step by defining various metrics to score and prioritize alerts such as applicability, sensor status, severity, alert relationship, etc.

- **Alert Normalization**

Alert attributes vary from one IDS to another. Thus, alerts from diverse sensors are encoded with different formats. For this reason, it is important to unify all information to make easy further processing. The normalization step will convert all diversified alert attributes into an appropriate unified representation such as the well known standard “Intrusion Detection Message Exchange Format” (IDMEF). Such standard is able to provide a flexibility for any possible extension since it is based on XML language. Each alert can be represented by the IDMEF data model as shown in Fig. 3.

- **Alert scoring/ranking/prioritizing**

Ranking and prioritizing alerts is a useful tool to evaluate the relative importance of such alerts. It helps in reduction the amount of incoming alerts by quickly discard irrelevant alerts. Some developed procedures [3], [4], [10] employed mainly the following properties: the integrity, the secrecy, and the availability metrics. In general, these properties are calculated easily since they are stored in the IDS database. As output, each alert is assigned with high or medium or low score. To achieve an appropriate scoring task as proposed in [3], [4], the pseudo-code for alert scoring in Fig. 4 can be used.

- **High-level Alert Management**

Automated and intelligent high-level alert management is a potential task helping the administrator to analyze properly alerts, and to save his time and effort. Alert management can be defined as a generalization function related to a variety of specific operations like alert classification (or clustering), alert fusion (or aggregation), and alert correlation. These operations are considered crucial since they provide an abstraction of a set of alerts. In the literature several approaches were proposed to solve the problem of alert management from different angles and some of them are presented in Section 3.

- **Alert Aggregation/Fusion/Merging**

The role of the aggregation function is to group alerts having same common characteristics such as the source IP, the target IP, the type of the attack, etc. The fusion/merging function attempts to combine a group of alerts into one hyper-alert. The latter should be representative of each belongs to the same cluster (or component). Some relevant methods [6], [7], [8] were developed in this context to help the analyst to take rapidly, through one global meta-alert, appropriate action against the seriousness of the attack.
Fig. 2. Classification of Intrusion Alert Management Techniques.

Fig. 3. The IDMEF data model.

Fig. 4. Pseudo-code for alert scoring.
• Alert Clustering/Classification

This function attempts to cluster or classify alerts that match the same attack occurrence and share common features like source/target IP address or port number. Clustering output leads to reduce the number of alerts. Several criteria, as presented in [6], can be defined to achieve this task as a "similarity relation" to connect alerts to specific cluster.

• Alert correlation

Alert correlation is used to discover any relationship between alerts in response to launched attacks in order to achieve a final goal. Some criteria [3] are defined to achieve this and provide different ways to study the relationship between the attacks.

III. Survey on Intrusion Detection Alert Management

It is noteworthy that several promising approaches have been developed, in the past decades, to solve the problem of intrusion alert management [11], [12]. Intrusion alert management methods can be categorized into four main categories: predefined attack scenarios-based approaches, similarity-based approaches, prerequisites and consequences-based approaches, and hybrid approaches. The main common objective of these approaches is to categorize alerts and to reduce false positive ones.

A. Predefined Attack Scenarios

This category takes into account only the known attack scenarios in order cluster alerts. These attack scenarios are learned in general from different datasets [13], [7], [14]. In order to construct the detected attack and to correlate alerts, each sequence of alerts must be compared with a known attack. The main advantage of this category is its ability to discover the causal relationship between attacks. However, the main drawback of this category is it is limited to known attacks and not unknown ones which is not very helpful for discovering and detecting new ones. Several solutions are suggested, like in [13], where attack scenarios through chronicle language is proposed. Another work is proposed in [7] that uses explicit rules to solve such problem. In [14] attack scenarios are constructed by comparing probability measures. This probability is defined as a metric and is usually calculated through a training data.

B. Similarity-based Approaches

The second category of approaches involves the definition of a similarity metric between alert’s attributes (e.g., source/target IP address, port number, etc.) to classify alerts [15], [16], [17], [18], [6]. Such metric may discover the relationships between different alerts. The obtained score, after calculating the similarity metric, decides if these alerts will be correlated or no. Although this category can be considered as effective for many cases; however, it cannot find the main causal relationship between alerts. For example, in [16], authors grouped alerts into common cluster using an clustering algorithm. A probabilistic-based distance method for alert clustering was also implemented in [15]. The suggested probabilistic model consists of a unified mathematical framework with appropriate similarity functions for each alert feature. As a result, alerts are grouped if the similarity measures are closely matched.

C. Prerequisites and Consequence-based Approaches

A third category has the role to match prerequisites with the consequences based on the dependencies between alerts [19], [20], [21], [22]. Two or more attacks are correlated if any of the prerequisites of the later attack match any of the consequences of the early one. With this principle, causal relationships between attacks can be successfully identified, and it is will possible to build a new attack scenarios by connecting each attack into a sequence of causal relations. The main advantage of this kind of approach is its simplicity to find the casual relationship between alerts, but the process of discovering individual attacks is computationally expensive. A typical work is proposed in [21] which is based on logical predicates to construct prerequisites and consequences model of attacks.

D. Hybrid Approaches

Hybrid methods are proposed to overcome limitation of applying only single algorithm and to solve the alert management problems with several techniques at the same time [23], [24], [25], [26], [11]. Some interesting papers [12], [11] demonstrate that hybrid approaches provide better flexibility. For instance, a hybrid fuzzy-based anomaly IDS utilizing hidden Markov model (HMM) detector and a normal database detector to minimize false alert rate was developed in [24]. Another decision support system (DSS) for online network behavior monitoring is proposed in [23]. The developed classification model involves three phases: alert preprocessing, model constructing and rule refining. In [25], an effective algorithm is implemented for filtering false alert in network-based IDSs. The proposed filter involves three main components which are based on statistical properties of the alerts. In [8], [11], a collaborative architecture for multiple IDSs to detect real-time network intrusions is also developed. More advanced works are proposed in the literature such as the one published in [27] that enables alert aggregation and minimizing false alerts using an anomaly detector technique. In [26], authors proposed an interesting framework based on structured patterns technique for aggregating input alerts in real-time.

IV. Datasets and Evaluating Metrics

A. Datasets

For evaluation purposes, several challenging datasets are provided for researcher working in this field and several of these datasets are publicly available to be used. In the following, some of well known datasets are presented.

• ISCX dataset [28]

The ISCX (Information Security Centre of Excellence) is one of the widely used dataset. Records are defined by simulation and based on eleven features.

• TUIDS dataset [29]
The TUIDS dataset [29] was prepared by the University of Tezpur, in which several attack scenarios are performed. The used representative features are labeled into normal or attack.

- **KDDCup’1999 dataset [30]**

The KDDCup’1999 is the most important and used dataset for IDS performance evaluation. It is generated through several simulations and contains more than 4 million records. Each record is defined on the basis of 41 features either as normal or abnormal attacks.

- **CICIDS’2017 dataset [31]**

The CICIDS’2017 dataset is created for Cybersecurity and it contains both attack and normal scenarios as for the case of ISCX dataset.

- **Kyoto 2006+ dataset [32]**

This dataset is also a challenging benchmark used for real traffic data analysis. It involves 24 features.

**B. Evaluating Metrics**

When evaluating IDSs, several factors should be considered such as the cost, the ease-of-use, the speed, the memory/CPU, the effectiveness, and scalability. The performance is usually evaluated and expressed using the following metrics: True positives (TP), True negatives (TN), False positives (FP), False negatives (FN), sensitivity (or True positive rate: TPR), specificity (or True negative rate), and precision. These metrics are defined as follows:

- True Positive Rate (TPR) = $TP/(FP + TP)$.
- False Negative Rate (FNR) = $TN/(FP + TN)$.
- False Positive Rate (FPR) = $FP/(FP + TN)$.
- Accuracy = $(TN + TP)/(FP + FN)$.

**V. MACHINE LEARNING (ML) PERSPECTIVES**

Machine learning-based approaches (Bayesian approaches, Neural Networks, Statistical mixture models, SVM, Hidden Markov model, genetic algorithms, etc.) [33], [34], [35], [36], [37], [38], [39], [1], [2] have been proposed as a powerful techniques to solve several issues related to IDS, alert classification and intrusion detection problems. In particular, they are considered as effective tools for complex data modeling able to represent alerts in a compact form, to filter and to reduce the huge quantity of false alerts and to identify abnormal activities. Moreover, they offer high flexibility to train classifiers and to identify attacks based on a well predefined or extracted specific features. Their use, which is based on the using of a prior and newly acquired information, has proven to be of great importance in this growing area in order to improve the performance of IDS. In the literature, numerous machine learning-based algorithms were implemented for alert classification/clustering [35], [39], [2]. In particular, support vector machines (SVM) is widely employed since it is able to filter efficiently false alert and also it is considered by an important number of researchers in the context of intrusion alert management [40], [41], [42]. Indeed, an SVM-based network intrusion detector is implemented in [40] and its performance is well studied in [41]. A system for alert and attacks grouping is also developed by [43]. In the subsequent work, the expectation maximization (EM) algorithm is investigated to combine resulted groups into one single attack. Probabilistic models are also investigated online alert aggregation [44]. The later work used the so-called maximum likelihood method to estimate the statistical model’s parameters. An anomaly-based algorithm that uses a discriminative machine learning model is implemented to detect intrusions attempts [45]. In fact, input intrusions can be modeled as outliers via a principled probabilistic approach. Moreover, finite mixtures models are mainly used to detect both previously seen (known) and unknown attacks. The same authors proposed another interesting classifier in [2] for online intrusion detection.

**VI. MACHINE LEARNING (ML) BASED INTRUSION ALERT CLUSTERING**

According to the literature review, many works show that machine learning approaches can be very useful for intrusion alert clustering and outlier detection [44], [43], [46]. A lot of works share some common steps which are described in the following sub-sections. Thus, the main objective of this section is to present for the interested reader how can to design a unified ML-based solution that includes several steps. In particular, a case study will be described throughout next sections.

**A. ML-based Framework Design**

As shown in Fig. 5, a possible generic solution based on machine learning concepts for intrusion detection and management, alert clustering/classification and outlier detection is presented. Useful technical details related to the implementation of this solution are also provided.

- A preprocessing step: This step is necessary in order to unify and rank all alert information. Moreover, at this level, it is suitable to translate all alert’s attributes into numerical values because some of them are in the form of non-numerical values such as SourceIPaddress, DestinationIPaddress, ServiceProtocol and AlertType. These attributes must be mapped into a numerical value.
- A feature extraction/selection step: This step is often used to simplify and accelerate further processing, it would be better to select only significant alert features. Determining an optimal feature set while preserving high accuracy is a challenging problem. To deal with this problem, several algorithms were developed in the literature. Most of them study the relationships between alerts.
- A clustering of normal/abnormal alerts step: This is the main important step and the challenge question is how to develop an accurate intrusion detection model for both alert clustering and abnormal alert detection (outlier detection)? Many supervised and unsupervised machine learning algorithms have been applied to solve this issue. A good choice of a machine learning (ML) technique helps in obtaining effective clustering results.
B. Problem Modeling

According to the literature review, many works suppose that attacks may be considered as a random processes generating alerts [44], [43], [46]. For instance, one of the most interesting techniques that can be applied is mixture models associated with maximum likelihood principle. More specifically, the method “expectation-maximization: EM” [44] can be a reasonable choice. This method has the advantage to avoid the restrictions imposed by other algorithms and can aggregate efficiently similar alerts. On the other hand, it would be more interesting if someone considers an effective strategy called “a bootstrap sampling strategy” within the EM algorithm in order to improve the overall process and to speed up the processing time of aggregating similar-alerts from the output of IDSs. As a result, an optimal representative set of input alerts will be determined according to some well defined criteria thanks to the strategy of bootstrap sampling.

1) Alert features selection: In order to study the relationships between alerts, it is indispensable to analyze their attributes (features). Among all of them, only few features contribute mainly to this relationship. Hence, identifying main features is a crucial step for further processing. To address this problem, several algorithms were developed, and many of them consider a lot alert features in the process which is very expensive. Furthermore, the correlation procedure cannot make use a big number of attributes given the restrictions imposed by the high-speed networks environment. Thus, determine an optimal feature set while preserving high accuracy is a challenging problem for alert management process. To meet this challenge, it seems adequate to follow a procedure that involves for instance two machine learning-based algorithms: principal component analysis (PCA) and a multi-class support vector machine. Why PCA? since its components are orthogonal to each other and this characteristic has proven to be a useful statistical technique for dimension reduction and multivariate analysis [47] and guarantees a robust convergence and speedup training as confirmed in [48]. SVM is considers as a robust technique especially when dealing with big data. SVM is scalable and has high performance when compared to existing methods such as artificial neural networks (ANN). Now how can these two techniques be used? First, PCA can be used to select an optimal subset of most relevant attributes. Then, a multi-class support vector machine can be applied to classify alerts into meaningful clusters based on the selected features. If the selected features are not sufficient and the clustering step fails, then, additional attributes are required to increase the clustering precision and accuracy. This process will be repeated until finding a good compromise between a high performance and a small number of alert features. The following algorithm can be used for alert’s attributes election.

program- Alert’s Attributes Selection
begin
    Run the PCA-algorithm;
    Rank Alert’s Attributes
    Determine initial subset of attr.
    Fa := initial attributes ;
    Fa := {F1, F2, ..., Fm}; (m < 41)
    Fr := {All Attributes} - Fa ;
    NumberSelectedAttributes := m;
    Repeat
        {Classify dataset using SVM in N classes: (Normal, DoS, U2R, R2L, Probe)}
        {Compute the classification accuracy}
        IF (Accuracy < \epsilon) then
            {Select best Attr. with best rank.}
            bestAttribute := fb;
            Fa := Fa + fb;
            NumberSelectedAttributes ++ ;
        Else
            {Return final selected Attr. }
            return Fa ;
        End IF
    Until convergence (accuracy is achieved)
end.

2) Dimensionality reduction: To speed up the step of alert clustering, it would be interesting to reduce the data dimension by taking, for example, into account a preprocessing step of data sampling. Among of the motivating techniques, the “bootstrap-sampling” [49] can be examined. Bootstrap is a data resampling method which was introduced as a tool for estimating the sample distribution of statistics. It is applied successfully in many pattern classification problems. The key idea of the Bootstrap is to generate new samples (random
samples) to replace original data. The process of determining a random sample is repeated many times until finding an empirical distribution of the statistic. The process of sampling has to reduce the complexity of clustering algorithms (e.g. the EM algorithm). From a technical point of view, the initial dataset will be replaced by only a small samples which are closely representative to the initial dataset. Then, the clustering algorithm will estimate statistics on one of these samples. With this manner, statistics can be calculated easily and in “real time”. Details concerns the process of the bootstrap sampling combined with the EM algorithm are given as follows:

Let’s consider that initial data contains n alerts noted by $A = (A_1, ..., A_n)$. The key problem is how to find randomly a representative Bootstrap sample from the initial dataset denoted $A^* = (A^*_1, ..., A^*_n)$. This problem is solved in the following way:

1) Step 1: From the initial sample $A = (A_1, ..., A_n)$, create an empirical probability distribution $F$ which consists in placing the probability of $1/n$ for each alert (all alerts have the same probability).

2) Step 2: Given the empirical distribution function, $F$, (original data set), generate a new random sample of size $n$ with replacement: this is called the “bootstrap resample”.

3) Step 3: Calculate the model statistics through the EM algorithm for this resample ($\theta^*$) instead of the original sample($\theta$).

4) Step 4: Repeat steps 2 and 3 $B$-times ($B$ is the number of bootstrap samples) in order to generate $B$ resamples and to obtain an approximation of the distribution. The size of $B$ depends on the tests to be runned on the data.

Now, to estimate the optimal sample size, one can take advantage of some criteria [50]. These criteria can be applied easily in the context of intrusion alert clustering. The appropriate size of the strapped sample is determined as follow:

- $K$: represents the number of alerts having different attributes each others,
- $\pi_i$: is the a priori probability of a particular alert.
- $\epsilon$: is a fixed small value,

The probability $P_i$ that a particular alert “i” which is from the sample is given by: $P_i = 1 - (1 - \pi_i)^n$. If the condition $(n\pi_i > 4)$, the probability $P_i$ can be approximated as: $P_i = 1 - e^{-\epsilon \pi_i n}$. According to this condition, if we have many similar alerts then at least one of them should exist in the sample. It is equivalent to maximize the joint probability: $P_n = \prod_{i=1}^{K} (1 - e^{-\epsilon \pi_i n})$. This problem is equivalent to minimize the derived of the logarithm the joint probability. Now, denote by $n_0$ the optimal bootstrap sample size. The value of $n_0$ is determined as:

$$\begin{cases}
\text{Size}(n_0) = \sum_{i=1}^{K} \frac{\pi_i e^{-\epsilon \pi_i n}}{1-\pi_i e^{-\epsilon \pi_i n}} < \epsilon \\
n_0 > 4K
\end{cases}$$

3) Intrusion alert clustering: At this stage, the challenge question is how to design an accurate intrusion detection model for both alert clustering and abnormal alert detection (outlier detection)? Many supervised and unsupervised machine learning algorithms have been applied to solve this issue. In particular, using an enhanced version of the EM algorithm which is combined with the bootstrap sampling making it an attractive solution. The EM is one of the most frequently used technique for estimating the probability density functions (PDF) in both univariate and multivariate cases. It is used especially to model a set of feature vectors by a mixture of statistical distributions. These distributions are then used to model the observation vectors. There are some researchers who have tried to apply EM-algorithm for alert clustering such as in [51], [52], [38], [53]. From a technical point of view, the distribution of the generated alerts can be approximated according to multivariate probability distribution given that an attack instance is considered as a random process. Let’s consider an alert $A$ consists of $d$ attributes. For example, for the case of Gaussian distribution, the density function is defined as: $f(A; \theta_k) = \frac{1}{\sqrt{2\pi n|\Sigma_k|}} e^{-\frac{1}{2} (a_\cdot - \mu_k)^T \Sigma_k^{-1} (a_\cdot - \mu_k)}$ Where:

- $\theta_k = (\mu_k, \Sigma_k))$.
- $a_\cdot$ represents the $d^{th}$ feature of the alert $a$.
- $\mu_k$ and $\Sigma_k$ are respectively the mean and the covariance matrix.

The posteriori probability to be calculated for each alert corresponds to the labeled classes that should be determined. The aim is to assign the best label $L_n$ to each alert $A$ where $L_n \in \{c_1, ..., c_k\}$, $c_n$ are the classes of the mixture model and $k$ is the number of classes. The output of the problem are: model’s parameters associated to each class which are $\theta_k = (\mu_k, \Sigma_k)$; and a posteriori probability $\gamma_k$ for each alert $A$. The algorithm is based on two main steps: E (expectation) and M (maximization). In E-step, incoming alerts are assigned to classes which leads to a compact partition $A$ with $K$ classes. The second step is the M step, where an optimal values of the parameters of the developed model is determined. The main steps of the EM algorithm are illustrated in the following pseudo-code.

```
begin
  1. Initialization-step:

  $\pi_k := \frac{1}{K}$  (1)

  2. Expectation-step:

  $\gamma_{nk}^{(q)} := P(c_k/A_n, \theta_k^{(q)}) := \frac{\pi_k^{(q)} f_k(A_n; \theta_k^{(q)})}{\sum_{l=1}^{K} \pi_l^{(q)} f_l(A_n; \theta_l^{(q)})}$ (2)

  3. Maximization-step:
```
For online alert classification can be summarized as follows: A possible pseudo-code

```plaintext
begin
- add the new alert to the component
- find most likely component for "a"
- update the new statistics:
- update number of components
- discard previous changes:
- create new component for new alert
- accept changes

else
- accept changes

C_{k*} := C_k \cup \{a\}

\text{End Repeat}
\text{End Repeat}
end.
```

Finally, redundant alerts in each cluster can be fused into a so-called “Meta-Alert”. Redundant alerts are supposed have equal attribute values. Meta-Alerts are needed for the security expert reports and may be investigated further in order to detect more complex attack scenarios. A typical algorithm for meta-alert generating is given in the following:

```plaintext
program for Meta-alert generating
begin
MergeAlerts := 0;
Repeat for each class C_{k}
    Repeat For each alert A_i in C_{k}
        IF (Attr(A_i) == Attr(A_i+1))
            Delete alert A_i;
            Meta-Alert := A_i+1;
            MergeAlerts := MergeAlerts++;
        End IF
    End Repeat
End IF
End Repeat
End Repeat
end.
```

4) Outlier detection: Outliers are anomalies’ observations that do not conform to the normal behavioral of the dataset and deviate a lot from the other observations since their values are very different from the data values. Given that, some statistical parameters such as the mean and the standard deviation are sensitive to outlier detection; it is recommended to apply for example more robust well known distance measures such as the so-called “Mahalanobis distance” to filter false positive alerts (outliers). Mahalanobis measure is a multidimensional version of a z-score which is based on clustering between variables and depends on estimated parameters of the multivariate distribution. It measures the distance of any alert to the center alert (multidimensional mean of the alert-class), given the covariance (multidimensional variance). The Mahalanobis distance is scale-invariant (not dependent on the scale of measurements) and takes into account the correlations of the data set. These properties are not retained by the classical Euclidean distance. Formally, the Mahalanobis distance between a particular multivariate alert vector “a” and the mean value \( \mu \) is defined as:

\[
MDist(a, \mu) = \sqrt{(a - \mu)^T \Sigma^{-1} (a - \mu)}
\]
Where $\Sigma$ is the covariance matrix of the “normal” data. All data alerts which are located far away from the mean alert (center of the data) are considered as outliers. In other word, multivariate outliers $a_i$ have large distance value $MDist$. Formally, the Mahalanobis distance follows the chi-square distribution with $p$ degrees of freedom $\chi^2_p$. So, an alert is considered as outlier if we have $MDist(a, \mu) > \chi(0.975)$.

program for Alert-Outliers Detection

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input :} different alert classes.
\State \textbf{Output:} alerts as outliers.
\begin{algorithmic}
\State \textbf{begin}
\State \textbf{Compute} mean value of each class;
\State \textbf{Compute} the covariance matrix
\State \textbf{Repeat} for each class $C_i$,
\State \hspace{1em} For each alert $a_j$ in $C_i$,
\State \hspace{2em} Calculate Mahalanobis distance between $a_i$ and mean ($MDist$).
\State \hspace{2em} If ($MDist > \chi(0.975)$) Then
\State \hspace{3em} Set $a_j$ as Outlier-Alert;
\State \hspace{3em} Delete $a_j$ from class $C_i$;
\State \hspace{1em} \textbf{End If}
\State \textbf{End For}
\State \textbf{End Repeat}
\State \textbf{end.}
\end{algorithmic}
\end{algorithmic}
\end{algorithm}

VII. CONCLUSION AND DISCUSSION

The main important problem related to the developed intrusion detection systems (IDSs) in the literature is that they produce a lot of false positive alerts for the same attack. Therefore, it becomes too difficult to distinguish between normal and abnormal alerts, to classify them accurately and to take correct actions for them. A lot of promising researches have been developed but many of them have apparent limitations. It is noted that despite more than twenty years’ efforts on the field of intrusion detection systems, a lot of issues still not yet solved. For example, some developed methods for IDSs are not qualified to recognize all kind of intrusions (anomalies), they cannot ensure that all alerts are true positives, and they fail to identify main malicious activities. In this study, a deep review of some well known clustering methods is presented. Then, a particular focus is dedicated for machine learning techniques which are considered as attractive alternatives to address main issues related to IDS systems. Moreover, this paper presents useful technical details for designing and implementing a unified framework by taking part some effective machine-learning algorithms. Such framework can be helpful for interested readers in this field of research.
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