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Abstract—Numerical optimization has become a popular approach to plan smooth motion trajectories for robots. However, when sharing space with humans, balancing properly safety, comfort and efficiency still remains challenging. This is notably the case because humans adapt their behavior to that of the robot, raising the need for intricate planning and prediction. In this paper, we propose a novel optimization-based motion planning algorithm, which generates robot motions, while simultaneously maximizing the human trajectory likelihood under a data-driven predictive model. Considering planning and prediction together allows us to formulate objective and constraint functions in the joint human-robot state space. Key to the approach are added latent space modifiers to a differentiable human predictive model based on a dedicated recurrent neural network. These modifiers allow to change the human prediction within motion optimization.

We empirically evaluate our method using the publicly available MoGaze [1] dataset. Our results indicate that the proposed framework outperforms current baselines for planning handover trajectories and avoiding collisions between a robot and a human. Our experiments demonstrate collaborative motion trajectories, where both, the human prediction and the robot plan, adapt to each other.

I. INTRODUCTION

WHILE robots have been working alongside humans in factories since the 1960’s, to this day, robots are still fenced in cages and relegated to repetitive tasks. One of the main challenges for robots to operate freely in the environment is the difficulty to define safety and comfort objectives. An example of a good human-robot space-sharing strategy is one that does not intervene in the human plan while maintaining the ability for the robot to achieve its goal. In this context the capacity to reason on some kind of predictive human motion model is essential.

Human motion is the result of complex biomechanical processes that are challenging to model. As a consequence, state-of-the-art work on full-body motion prediction resort to data-driven models, such as recurrent neural networks (RNN) [2]–[4]. A drawback of these architectures is that they purely forecast human motion. Adapting the human prediction in order to avoid collision with the environment or plan coordinated motions, such as handovers, is not possible.

In our prior work [5], [6], we proposed to optimize online data-driven models by minimizing the deviation from the model prediction, while accounting for environmental constraints using penalty terms. In [6] we have also shown a preliminary experiment to jointly plan a robot trajectory and predict human motion.

In this work, we build on these results to propose a framework for a human-aware motion planner that uses predictive human short-term dynamics, learned by a RNN. In order to formulate Human-Robot Collaboration (HRC) motion planning problems, such as handovers or collision avoidance (see Figure 1), as trajectory optimization, we introduce two modifications to the predictive model.

First, we adapt the architecture of the RNN by adding latent space modifiers to the decoder inputs, leading to a controllable dynamics function for the human. Second, we add differentiable Human-Robot interaction constraints to the output of the RNN, which take both: the robot state and the human state as input.

These modifications to the motion prediction system allow to formulate the problem as trajectory optimization, with decision variables for both, the robot and the human over the entire planning horizon. Our joint objective and constraints are entirely defined as computational graphs including the robot model, the learned human dynamics and kinematic model, from which we can compute gradients efficiently through automatic differentiation.

We make use of a quasi-Newton (i.e., Hessian empirical estimate) primal-dual interior-point method [7] to solve the corresponding nonlinear program (NLP). The result of the
optimizer is a likely trajectory of human motion and a planned trajectory for the robot motion.

The main contributions of our work are:

- Formulation of space sharing human-robot motion planning problems formulated as trajectory optimization with \textit{shooting} in the joint human and robot state-space
- Introduction of \textit{latent space modifiers} that can be used to change the human prediction.
- Efficient gradient objective and constraints computational models by using monolithic \textit{computational graphs}.

The rest of the paper is organized as follows: In Section II, we discuss relevant prior work. In Section III, we introduce our framework theoretically and explain implementation details. In Section IV, we evaluate our prediction framework on real motion data. We further discuss the framework in Section V. Conclusions are drawn in Section VI.

II. RELATED WORK

A. Human-Aware Motion Planning

The rapidly growing research field of HRC is focusing on robotic systems that are able to perform joint actions with humans, in order to fulfill a common task. A main challenge in close proximity interaction is blanching safety and comfort, with time and energy efficient execution [8], [9]. Pro-activity has also been investigated in many scenarios [10], [11].

In order to achieve this, the human partner needs to be taken into account explicitly when planning the robot's motion, leading to human-aware motion planning systems. Human-aware motion planning has been shown to improve human-robot team fluency and human worker satisfaction [12]. One way to introduce human-awareness is to incorporate a cost function to evaluate the safety of a robot path [13], or predict which part of the workspace will be occupied by the human and avoid this area [14], [15]. In order to ensure human comfort, reasoning explicitly on human's kinematics, field of view, posture, and preferences is possible [16]. For robot navigation, \textit{Proxemics}, considering public, personal and private spaces, are important to ensure human comfort [17].

In contrast to prior work in human-aware motion planning, we co-optimize robot and human motion, using a predictive human behavior model. We incorporate interaction paradigms, such as \textit{Proxemics}, as constraints in trajectory optimization.

B. Human Behavior Prediction in Robotics

In close proximity interactions with humans, the ability to anticipate the actions of the human partner is key. Hence, intent prediction, which often consists of predicting a discrete action or a goal position, has been investigated in [18], [19]. Object affordances can be used to improve the prediction of human intent [20], [21]. It is often required to know the full trajectory of the human. For example, it might be important to know which part of the workspace the human will occupy. This is often done in a second step in the aforementioned work, for example, by using social forces [19]. Our method can be combined with intent prediction similarly, as we have demonstrated in our prior work [22], [23].

![Fig. 2. Human Motion Prediction with a RNN. The observed trajectory (blue) is fed into RNN cells (red) and future states can be predicted (green).](image)

Many works on predictive behavior models focus on directly forecasting human motion. While 2d human motion prediction is especially important for robot navigation [24]–[26], we are not only interested in modeling navigation, but also in pick and place tasks or handovers and thus require a full-body motion prediction model.

C. Human Full-Body Prediction Models

Early methods for full-body or arm prediction, for example, use inverse optimal control [27], [28]. However, the availability of larger human motion data-sets and recent advances in neural networks make deep learning techniques state-of-the-art. Due to the sequential structure of motion data, RNNs are suitable for full-body motion prediction [29]. A typical encoder-decoder structure can be seen in Figure 2. The architecture can be further improved by adding residual connection in the loop function [2]. It has also been shown that the rotation representation and loss is important, for instance, using a quaternion representation improved over prior work [3], [30]. Including a velocity connection can make predictions more stable for longer time horizons [4]. Recently, motion prediction using graph neural networks [31] or transformers [32] has been shown to slightly improve the prediction performances.

Motion prediction based on neural networks promises good results for predicting short-term motion. However, the models have the issues that 1) they purely forecast human motion and do not incorporate workspace geometry 2) they are not controllable and thus can not be changed during motion planning. In our work we tackle these issues by adding modifiers to the network architecture, which allows for optimization-based motion prediction.

D. Motion Optimization

Gradient-based optimization algorithms are widely used in the field of robotics and optimal control for optimizing trajectories [33]–[39]. These techniques have been shown to successfully generate motions with a variety of kinematic and dynamic objectives and constraints, such as obstacle constraints [34].

Motion optimization has also been used to synthesize human behavior for animating characters and is able to generate realistic motions [40], [41]. In contrast, our work focuses on...
forecasting human motion using a data-driven model and uses motion optimization for planning robot motion while adapting the human prediction to the robot plan.

Since we first proposed this idea in [6], similar ideas have been proposed in the meantime.

For example, Fishman et al. propose a method to simultaneously plan for the robot arm movements while predicting human actions a floating sphere model [42]. Schaefer et al. use gradient information of a neural network for planning 2D trajectories within a crowd of pedestrians [43].

In contrast to those works, our approach makes use of a full-body motion prediction model for the human, which makes it possible to plan motions using a single framework for tasks such as handovers, or tasks where navigation and pick and place actions are combined.

III. JOINT HUMAN-ROBOT TRAJECTORY OPTIMIZATION AND MOTION PREDICTION

A. Problem Statement

1) Agents: We consider scenarios where multiple agents are involved, who have to solve specific tasks in the environment. To simplify, we consider and evaluate our framework with one human agent $H$ and one robot agent $R$.

We discretize time with a small constant time change of $\Delta t$ between consecutive timesteps. At a timestep $t$, each agent $a \in \{H, R\}$ has a state $x^a_t \in \mathbb{R}^{d_a}$ with dimensionality $d_a$. When applying controls $u^a_t \in \mathbb{R}^{n_a}$ a discrete dynamics function $f^a$ can be used to compute the state at the next timestep:

$$x^a_{t+1} = f^a(x^a_t, u^a_t)$$

(1)

2) Formulation as NLP: We formulate our HRC problem, which aims to plan a robot trajectory $x^R_{k:T}$ while predicting a likely human trajectory $x^H_{k:T}$, as the following NLP:

$$\min \quad \alpha^H c^H + \alpha^R c^R - \log p(x^H_{0:T}|x^H_{0:k}, D)$$

subject to:

$$x^a_{t+1} = f^a(x^a_t, u^a_t) \quad \forall t \in (k, T)$$

(3)

$$h^a(x^a) = 0, \quad g^a(x^a) \leq 0$$

(4)

$$h(x^H, x^R) = 0, \quad g(x^H, x^R) \leq 0$$

(5)

with $c^H(x^H_{k:T}, u^H_{k:T})$ and $c^R(x^R_{k:T}, u^R_{k:T})$ being cost functions associated with the trajectories of human and robot, $\alpha^H$ and $\alpha^R$ are hyperparameters used to weight the influence of the respective agents, and the likelihood of the human motion given dataset $D$ and observed motion $x^H_{0:k}$ is given by $p(x^H_{0:k}|x^H_{0:k}, D)$.

Equation (3) shows constraints ensuring the dynamics functions for human and robot. Additional equality and inequality constraints for human or robot (Equation (4) can be used to ensure environment-dependent and task constraints. Joint constraints between human and robot (Equation (5) are useful to ensure collaborative interaction paradigms.

3) Trajectory optimization with shooting: One possibility to solve the trajectory optimization problem is a collocation approach, which means having both, the controls and the states as part of the decision variables and specifying the dynamics as explicit constraints. However, since the recurrent neural network introduces additional hidden states $h_{0:T}$ per timestep, those would also need to be specified as equality constraints, leading to an enormous number of constraints and high memory requirements.

Nevertheless, when future controls $u^a_{T+1}$ are available, the future states $x^a_{k+1:T}$ can be computed by forward simulation using the unrolled dynamics $f^a$, which applies $f^a$ recursively:

$$x^a_{k+1:T} = f^a(x^a_k, u^a_k), \quad f^a(f^a(x^a_k, u^a_k), u^a_{k+1}), \ldots$$

(6)

This is the concept underlying the shooting approach to trajectory optimization. As a consequence, dynamic constraints are directly fulfilled and only controls, $u^a_{k:T}$ are part of the decision variables. A disadvantage of this approach is that the controls at a specific timestep $u^a_k$ have an influence on all states at later timesteps $x^a_{k+1:T}$. As a consequence, it is required to propagate the gradient through the unrolled dynamics for optimization.

B. Solving the NLP

Using the shooting method and the assumption that the human likelihood is integrated into the human dynamics function (see Section III-D2), the optimization problem simplifies to:

$$\min \quad \alpha^H c^H + \alpha^R c^R$$

subject to:

$$h^a(x^a) = 0, \quad g^a(x^a) \leq 0$$

(8)

$$h(x^H, x^R) = 0, \quad g(x^H, x^R) \leq 0$$

(9)
where $c$ are the costs and $h$ and $g$ are user defined equality and inequality constraints explained in Section III-C. Note that the constraints can act on any state $x^H_t$ or $x^R_t$ at any prediction timestep $t$. Thus, the unrolled dynamics $f^H$ of the neural network and its derivatives are required.

1) Primal-Dual Interior Point Method for Non-linear programming: Gradient-based methods can be used to optimize the problem with, for example, specifying constraints using barrier functions or by using Lagrange multipliers. We use an interior-point gradient-based solver (ipopt) [7] with linear solver MA57 [44] for optimizing the NLP.

Interior point methods use barrier functions to convert the constrained optimization problem into a sequence of unconstrained barrier problems:

$$B(x, \mu) = c(x) - \mu \sum_{i=1}^{n} \ln(g_i(x))$$

where $c$ is the objective function, $g_i$ are the inequality constraints and $\mu$ being the barrier parameter. Ipop computes solutions to the barrier problems, and then decreases the barrier parameters $\mu$ to drive them towards 0. As we do not provide the analytic Hessian, ipopt is approximating the Hessian using a BFGS update.

We use the tensorflow library [45] to formulate the constraints end-to-end, directly in the network architecture (see Figure 4), which allows us to use the automatic differentiation functionality to obtain the gradients. Algorithm 1 shows a high-level overview over the optimization procedure.

C. Motion Objectives and Constraints

In this section we show examples of motion constraints, which we found to work well in our experiments.

Constraints $h$ are equality constraints and $g$ inequality constraints. The differentiable kinematics function $\phi^a$ is used to calculate positions or orientations attached to a specific link of the agent.

1) Objective: We penalize the magnitude of the control terms $c^H = ||u^H||_A^2$ and $c^R = ||u^R||_A^2$, where $A$ is a norm which approximates $c^H \approx \sum_t ||u^H_t||_A^2$ by finite difference.

Since the neural network is trained to find a likely prediction of human motion (See Section III-D2) and thus approximates $p(x^H_{k:T} | x^H_{k:D})$, minimizing $c^H = ||u^H||_A^2$ pulls the neural network cell inputs closer to the inputs of the initial prediction. Hence we assume that minimizing $c^H$ leads to a similar effect as maximizing the likelihood of future states. Note that setting $u^H = 0$ leads to the initial prediction of the neural network, which we use to warm start the optimizer.

2) Single agent constraints: Often we want to plan trajectories where an agent needs to move to a specific position or needs to pick up a specific object. Thus, we formulate a goal constraint as equality constraint with a specific link, such as hand or base, ending up at a specific goal position $p^*$ at timestep $t$:

$$h_i^{\text{Goal}} = ||(\phi^{\text{basepos}} \circ f^a_t)(x^H_t, u^R_t) - p^*||_2^2 \quad (10)$$

where $\phi^{\text{basepos}}(x^a)$ is the forward kinematics (FK) of a given link for agent $a$.

In order to avoid collision with obstacles in the environment at timestep $t$, we use a Signed Distance Field (SDF) and formulate the collision constraint as follows:

$$g_i^{\text{Collision}} = (\text{SDF} \circ \phi^{\text{basepos}} \circ f^a_t)(x^H_t, u^R_t) \quad (11)$$

where $\phi^{\text{basepos}}$ is the base position of $a$.

For avoiding collision at all timesteps, one constraint for every timestep can be defined. However, to save computation time, we use a single constraint using a max function as follows:

$$g^{\text{Collision}} = \max(g_t^{\text{Collision}}, g_{k+1}^{\text{Collision}}, \ldots, g_T^{\text{Collision}}) \quad (12)$$

We found that both approaches work reasonably well. In our implementation we specify the collision constraint as a single constraint because it allows us to compute all needed $g_t$ while unrolling $f$ and using a single automatic differentiation call to compute the gradient.

Figure 4 shows the integration of the constraint into the RNN architecture depicted in gray. Note that to improve the optimization behavior, it can make sense to use a smooth approximation of the maximum function, such as a RealSoftMax (a.k.a. LogSumExp).

3) Joint constraints: To avoid collision between the agents, we want to maintain a minimal clearance of $d$ between the base positions of the agents at all time. We formulate this as an inequality constraint with the following joint collision constraint at every timestep $t$:

$$g^{\text{Jointcoll}} = (||\phi^{\text{basepos}} \circ f^H_t)(x^H_t, u^R_t) - (\phi^{\text{basepos}} \circ f^R_t)(x^R_t, u^R_t) - d||_2^2 \quad (13)$$

Similar to $g^{\text{Collision}}$ it is possible to formulate it as a single constraint using the maximum over $g^{\text{Jointcoll}}_{k:T}$.

In case we want to pick up an object, but leave to the optimizer, which of the agents should pick up the object.
that arise from the robot kinematics.

where seen in Figure 4. The ground truth joint states $D$ of base position, base rotation and joint angles: human motion control, where the states is composed of the robot 2D base mass parameters of the robot.

derived from the connectivity of the kinematic chains and the $f$ function.

In order to plan for handover motion we consider the $h$ constraint of the handover loss is the distance between the hand positions of both agents. We define $\phi_{\text{handpos}}$ to be an offset to the hand palms so that the hands end up in a distance suitable for handing over objects. The second part (Equation [17]) is the distance of the base rotations so that it equals to 0 when the agents face each other.

D. Agent Dynamics Functions

1) Robot Dynamics: A typical dynamic function for the robot agent $f^R$ uses torques as controls $u^R$ and position and velocities as states $x^R$. Hence the dynamics function can be derived from the connectivity of the kinematic chains and the mass parameters of the robot.

In our experiments we use a Pepper[7] robot with active joints for its right arm. We model the dynamics as simple velocity control, where the states is composed of the robot 2D base position $x_{t,0}^R$ and angular position $x_t^\theta$. The controls are velocities $u_{t,0}^R$ and angular velocity $u_t^\theta$. This leads to the following dynamics function:

$$x_{t+1}^R = f^R(x_t^R, u_t^R) = \begin{pmatrix} x_{t,0}^R + \cos(x_{t,2}^R) \cdot u_{t,0}^R \\ x_t^\theta + \sin(x_{t,2}^R) \cdot u_t^\theta \\ x_t^R + u_t^R \\ \vdots \\ x_{t,d_R}^R + u_{t,d_R-1} \end{pmatrix}$$

where $x_{t,3:d_R}$ are other velocity controlled state dimensions that arise from the robot kinematics.

2) Uncontrolled Human Dynamics using a RNN: We model the kinematic state of a human as a vector consisting of base position, base rotation and joint angles: $x^H = (p_{\text{base}}, r_{\text{base}}, \gamma_{\text{joints}})$. We then approximate the likelihood of the human motion $p(x_{T+1}^H|\gamma_{T+k}, D)$ using a RNN similar to the one presented in [4] by training it on the demonstration data $\mathcal{D}$. This leads to an uncontrolled predictive model of human movement.

An example RNN architecture with only 6 timestep can be seen in Figure [4]. The ground truth joint states $x_{t,0}^H$ serve as input to the neural network (depicted in blue). In contrast to most prior work in motion prediction we convert the rotation representation to a continuous 6D representation [46] instead of using an axis angle representation or quaternions. The state is augmented with velocities $v^H$, which we compute using finite differences $v_{t}^H = x_{t+1}^H - x_{t}^H$.

The concatenated state serves as input to a stack of $l$ gated recurrent units (GRU) layers and one linear layer (depicted in red). We do not feed the position of the base $p_{\text{base}}$ into the recurrent unit. This avoids conditioning the model on world positions and leads to better generalization. The stacked layers output the predicted velocities $v^H_t$, which is achieved by adding the previous state to the velocities by using a residual connection.

In the decoder part, the outputs of the previous cell are used as input to the following cell, which allows to predict for multiple timesteps. Converting back the rotation representations results in the final predicted states $x_{T+6}^H$ (depicted in green).

The function $f^H$ obtained from the RNN is the uncontrolled dynamics function:

$$(x_{t+1}^H, v_{t+1}^H, h_{t+1}) = \text{RNNCell}_0(x_t^H, v_t^H, h_t)$$

with the state being augmented with velocities $v^H_t$ and the hidden state $h_t$ of the RNN and with $\theta$ being the network parameters.

3) Controlled Human Dynamics: With Equation [15] we are able to produce a likely prediction for future those. However, this prediction is uncontrolled and we can not change it when we plan ahead.

In order to change the prediction, we add latent space modifiers $u^H_t$ to the inputs of the decoder RNN cells (see Figure 4 depicted orange). We modify both, the input state $x_t^H$ by adding the modifiers $u_t^H$ and the input velocities $v_t^H$
by adding finite differences of the modifiers $u^H_{t+1} - u^H_t$ at each timestep. This changes the uncontrolled dynamics (Equation (18)) to the controlled version:

$$x^H_{t+1} = f^H(x^H_t, u^H_t)$$

$$= \text{RNNCell}_\theta(x^H_t + u^H_t, v^H_t + u^H_{t+1} - u^H_t, h_t)$$

(19)

We can now change the state and velocity input at every predicted timestep by using the latent space modifiers $u^H$. While the latent space modifiers $u^H$ are not a classical control input, e.g. it is not possible to control a human that way, they can be used as a latent signal to change the network inputs and thus act similarly to a velocity control input. As a consequence, the modifiers $u^H$ can be used to change the human prediction in a way that shifts the RNN inputs slightly and, thus, lower the prediction error of the neural network by accounting for task, environmental or collaborative constraints.

4) Neural Network Training: We train the uncontrolled RNN ($u^H = 0$) on the observation data $D$ in order to find suitable weights $\theta$ for the RNN. A batch $B \subset D$ of fixed-length motion trajectories is sampled from the dataset $D$ at random. We use data augmentation by using a sliding window of size one to obtain all possible trajectories from the data.

Additionally we randomize the base rotation $r_{\text{base}}$ of the human. The trajectories are split into two parts, the first part is fed into the RNN encoder, the second part is used as ground truth in the loss computation. The training loss is a sum of translational and rotational components:

$$\mathcal{L}(\theta) = ||r^\text{base}_t - r^\text{base}_t||^2 + ||v^t - r^t||_1$$

(20)

Where we use a mean squared error loss between true and predicted base positions and mean absolute error for the 6D rotation representations $r^\text{base}$ and $v^t$.

The weights $\theta$ of the layers are initialized randomly. We use the Adam optimizer [47] with a learning rate of 0.0001 to train the network.

IV. EMPIRICAL EVALUATION

A. Dataset

To evaluate our framework we use the MoGaze dataset [1]. MoGaze is a dataset combining full-body motion data and eye-gaze data. In contrast to most other datasets, it contains long, cohered data sequences of object manipulation tasks, such as setting up a table for a fixed number of persons.

In total it contains 1627 pick and place actions in 180 minutes of motion data with seven recorded participants. This makes the dataset well suited for our application. The data has 120 frames per second which we downsample to 20 frames per second. An example scene of the MoGaze dataset can be seen in Figure 5 (left).

B. Human Model

The human data is modeled using a simple kinematic model with 21 joints. The joints can be seen in Table I. All joints have a 3D translation and a 3D orientation. Except for the base joint, translations are kept fixed and are only used for adapting the size to different humans, for example, by scaling the length of the forearm.

In total the human data has 66 degrees of freedom (DoFs), 63 DoFs for rotation of the 21 joints and three more DoFs for the base translation.

C. Architectures and Baselines

For evaluating the prediction performance of our human model we compare with the following architectures:

- **zerovel**: The zero-velocity prediction baseline simply predicts no movement. It has been shown to outperform several prediction methods [2].
- **basic-GRU**: A basic RNN with stacked GRU layers. It is similar to the network proposed in [29].
- **residual**: A RNN with stacked GRU layers and a residual connection, so that individual cells output velocities. It is similar to the network proposed in [2].
- **PVRED**: Our method as described in Section III-D2. It is similar to the network proposed in [4].

For all architectures we made changes to the original proposed works to improve the prediction performance, such as, changing the rotations to a 6D representation and using the according loss. To further ensure fair comparison, we performed the hyperparameter described in Section IV-D.

For evaluating the performance of our framework, we compare the following baselines:

- **initial**: We just use the initial (blackbox) prediction outputted by the corresponding architecture.
- **sample**: We sample 100 human predictions by adding Gaussian noise to the encoder hidden state $h_t$ before inputting it to the decoder. The predictions are ranked based on a heuristic. The robot is optimized with respect to the samples till a successful trajectory is found (See algorithm 2).
- **optim**: We optimize the prediction using our framework. For basic-GRU and residual only the state input to the RNN is changed, as there are no velocity inputs. For zerovel we add latent space modifiers directly to the joint states, leading to a velocity-optimized kinematic solution.

---

**Table I**

| base | pelvis | torso | neck | head | rToe |
|------|--------|-------|------|------|------|
| lElbow | lWrist | rinnerShoulder | rShoulder | rElbow | rWrist |
| lKnee | lAnkle | rToe | rHip | rKnee | rAnkle |
| lShoulder | lHip | linnerShoulder | | | |
E. 3D rotation representation

In a pre-study we compared the exponential map and the 6D rotation representation by training a fixed architecture with both representations. We trained 10 models in total, with 5 randomized weight initializations for each rotation representation. We found that all trained models with 6D representation outperform all the models with exponential map representation in terms of angular error. As a consequence, we use the 6D rotation representation in all remaining experiments.

F. Goal Experiments

First, we want to evaluate the performance of our framework for predicting human motion alone. Our hypothesis is that our framework can significantly reduce the distance to ground truth, when a goal constraint obtained from ground truth is added to the hand of the human at the last timestep.

We extract 192 reaching motions from the validation data set. We use trajectories of a duration of 3 seconds, 1 second is used as input to the network and 2 seconds are used for comparison to the prediction. When using our framework, we set a goal constraint to the wrist of the human, which is extracted from the ground truth, on the last timestep. For the sample baselines, we simply take the sample which ends closest to the goal, as we do not consider to optimize robot motion in this experiment.

Table II shows the mean over trajectories for different metrics to the ground truth at several timesteps. The base pos metric is the distance to the base in meters. The angle metric is the mean relative angle, \( L = 2 \arccos(q \cdot q) \) with \( q \) being rotations in quaternion representation, of all joints. The angle arm metric is the same but only for the right arm joints rElbow and rShoulder.

It can be seen that for the initial baselines, residual and PVRED perform best, with PVRED being slightly better in the base position and angle metric and the residual being slightly better for the angle arm metric. The results of the methods in terms of position at the goal, can be improved by using the sampling strategy. However, this increases the angular losses. With our optimization based framework, the results of all architectures improve over the other baselines. While at the beginning of the trajectory, at 0.4 and 0.8 seconds, the pure prediction forecasts have a similar distance to ground truth than our methods, our methods significantly outperform at later timesteps (1.2, 1.6 and 2 seconds), which are closer to the goal. The best result is achieved by the PVRED architecture with our optimization framework.

Our results clearly confirm our experiment’s hypothesis and thus demonstrate that our framework, with introducing latent space modifiers in the architecture, can be used to improve motion prediction by specifying constraints and using gradient-based optimization. Note that for prediction purposes, it is possible to obtain a goal location using intent prediction or task knowledge, as we do in \[22\].

G. Joint Collision Avoidance Experiments

In this experiment we optimize joint-trajectories ensuring a safety distance between human and robot. We do this by defining an inequality constraint as in Equation 13. We set the distance between the robot and the human base to be at least \( d = 0.5 \text{m} \). We also define two equality constraints one for the human and one for the robot goal. For both agents we use a SDF inequality constraint to avoid collision with the scene obstacles (see Figure 5 right).

To define the planning problems, we extract 76 pick trajectories of human motion from the validation set, with 1sec of observed human motion and 2sec for prediction. We set the goal constraint for the human end position from the ground
truth data and we define the start state and goal constraint for the robot manually, such that the trajectories of the human and robot are likely to interfere.

1) Quantitative Results: We plan coordinated motion trajectories for the human and robot on the set of problem described above using our method, the initial baseline, the sample baselines by choosing the sample ending closest to the goal, and following additional baselines:

- **with_coll** optimizes human and robot without considering the other agent. Both agents can collide.
- **human_avoids** first optimizes a robot trajectory with respect to goal and scene obstacles. Then the human trajectory is optimized to avoid the robot.
- **robot_avoids** is similar to human_avoids, but first optimizes a trajectory for the human, then for the robot.

We consider 3 variants of our method with different scaling parameters for human and robot in the optimization objective:

- **human_prio** variant we use $\alpha^H = 100$, $\alpha^R = 1$
- **robot_prio** variant we use $\alpha^H = 1$, $\alpha^R = 100$
- for the standard variant we use $\alpha^H = \alpha^R = 10$.

For the resulting trajectories we compute the travel distance of the human and robot base, and the smoothness metrics for the robot trajectory, which are the negative mean squared jerk, the log dimensional jerk and the spherical arc length. Values closer to zero mean smoother trajectories.

### TABLE II
**Oracle Goal Constraint: Comparison of Distance to Ground Truth for our Method and Several Baselines.**

|                      | base pos metric | angle metric | angle arm metric |
|----------------------|-----------------|--------------|-----------------|
|                      | 0.4 0.8 1.2 1.6 2.0 | 0.4 0.8 1.2 1.6 2.0 | 0.4 0.8 1.2 1.6 2.0 |
| seconds              |                 |              |                 |
| zervel initial       | 0.27 0.53 0.77 0.96 1.06 | 0.23 0.31 0.31 0.4 0.41 | 0.44 0.7 0.91 1.09 1.11 |
| basic-GRU initial     | 0.2 0.25 0.3 0.41 0.5 | 0.29 0.33 0.36 0.38 0.38 | 0.51 0.74 0.8 0.73 0.7 |
| residual initial      | 0.1 0.2 0.29 0.38 0.46 | 0.18 0.26 0.29 0.33 0.34 | 0.41 0.66 0.82 0.74 0.79 |
| PVRED initial         | **0.09** 0.18 0.25 0.33 0.41 | **0.18** 0.25 0.29 0.32 0.33 | 0.43 0.68 0.83 0.78 0.81 |
| basic-GRU sample      | 0.51 0.49 0.41 0.37 0.39 | 0.4 0.41 0.42 0.44 0.44 | 0.82 0.91 0.94 0.85 0.81 |
| residual sample       | 0.16 0.27 0.32 0.32 0.35 | 0.25 0.33 0.35 0.37 0.38 | 0.62 0.82 0.94 0.85 0.88 |
| PVRED sample          | 0.15 0.25 0.29 0.28 0.31 | 0.26 0.32 0.34 0.35 0.36 | 0.57 0.82 0.86 0.83 0.82 |
| zervel optim          | 0.17 0.29 0.37 0.41 0.43 | 0.24 0.32 0.32 0.41 0.42 | 0.45 0.7 0.95 1.13 1.16 |
| basic-GRU optim       | 0.22 0.28 0.28 0.33 0.4 | 0.29 0.33 0.34 0.37 0.37 | 0.51 0.72 **0.79** 0.74 0.7 |
| residual optim        | 0.1 0.19 0.24 0.24 0.27 | 0.19 0.26 **0.28** 0.3 0.3 | **0.41** 0.65 0.8 0.72 0.7 |
| PVRED optim           | **0.09** 0.18 **0.23** 0.23 0.25 | **0.18** 0.26 0.28 0.29 0.3 | **0.41** 0.68 0.81 **0.7** 0.68 |

The median over the 76 trajectories and the success rate can be seen in Table III. We consider a trajectory as successful, when the distance of the hand of the human to the goal is smaller than 0.1, the distance of the robot base to the goal is smaller than 0.2, human and robot do not collide and the optimization objective is smaller than 0.1.

As the initial baseline blindly forecasts, the hand never ends up close to the goal, so that it never found a successful trajectory of human motion. The sample baseline only improves this a bit, since it is very unlikely to find collision free trajectories where the human hand ends up close to the goal only by sampling. As both methods output trajectories with the human not reaching to the goal, the median path length of the human base is lower than the one reported by with_coll.

The robot_avoids and human_avoids perform better. However, here the problem is that there is no information flow between the two agents. One of the agents is treated as a blackbox and the other agent tries to find a collision free path, which is often not possible in the timeframe since, for example, the first optimized agent might block the path through a narrow passage. While the overall success rate is improved over the initial and sample baselines, the robot often finds very long, non-smooth paths to reach the goal, leading to a long travel distance in the robot_avoids baseline. In the human_avoids baseline, the human is closer to the network prediction and thus often does not reach the goal when the path is blocked by the robot, leading to a lower human base travel distance.

In contrast, our method is able to plan a robot trajectory while adapting the human prediction to the plan, resulting in finding a coordinated motion trajectory for both agents. With a higher parameter for the human costs, as in the human_prio baseline, the changes made to the prediction of the human are too restrictive, so that the prediction often does not fulfill the constraints leading to a lower success rate compared to the robot_prio and ours methods.

Ours and robot_prio are the best performing methods, with robot_prio increasing the path the human needs to take and decreasing the path length of the robot. Moreover, both methods are amongst the methods with the best smoothness.
that our method can be used to plan coordinated trajectories between a human prediction and a robot, and is able to adapt the human prediction to the robot plan. Parameters can be used to influence how much a single agent adapts.

H. Computation Time

In terms of computation time the bottleneck of our system is computing the gradients for the constraints through the neural network with tensorflow. We use an Intel Core i7 laptop CPU with 2.80GHz for timing experiments.

For computing a 2s trajectory with 20fps we measured the following mean computation times during the Joint Collision experiments: Computing the goal constraint takes 4.97ms and its gradient takes 10.76ms, the SDF collision constraints takes 4.7ms and its gradient takes 10.5ms, the joint collision constraint takes 4.2ms and its gradient takes 9.12ms.

The optimizer we use usually needs to call the gradient computation once per iteration and the forward pass can be called multiple times. Usually we optimize for 50 to 200 iterations, depending on the used constraints. As the computation of individual constraints is independent from each other, it would be possible to compute gradients for multiple constraints in parallel, making the cost of 100 iterations of ipopt \( \approx 2 \) seconds, which can be further improved by simplifying the network or using better hardware, e.g. GPUs.

I. Handover Experiments

We are interested in the planning phase, where the human and robot need to approach each other for a handover (i.e., within 2 seconds). We use several trajectories from the dataset and place a robot agent into the scene. We jointly optimize human and robot with obstacle and handover constraints using our framework, the initial baseline and the sample baseline with ranking the trajectories with respect to their initial handover constraint loss (see Equations 16, 17).

1) Qualitative Results: Example trajectories are depicted in Figure 9 as one can see in the initial prediction (left) the human does not move much, basically the network predicts that the human is standing and turns a bit away from the shelf. The robot has to move all the way towards the human.

With the sample baseline (middle) a prediction is chosen, in which the human walks in the direction of the robot. However, in this example, the robot needs to approach too far from the right, in order to perform a handover because it would collide with the chair otherwise. This leads to a trajectory where the robot first slowly rotates before going towards the human, leading to a speedup of the robot at the end of the trajectory.

In contrast, our method (right) is able to make small changes to the human trajectory and directly finds a trajectory where the human and robot move towards each other. As the human trajectory is directly adapted through the optimization, no handcrafted heuristics are required. The way the human and the robot need to move are better distributed as using the initial baseline and the resulting path is more direct and smooth compared to the sample baseline.
Fig. 8. Joint collision avoidance example with robot coming from the left side (top row) and from the right side (bottom row). From left to right: result for our method with $\alpha_H = \alpha_R$, result for our method with human prior $\alpha_H = 100$, $\alpha_R = 1$, result for our method with robot prior $\alpha_H = 1$, $\alpha_R = 100$.

Fig. 9. Handover Examples. From left to right: initial baseline, sample baseline, our method.

### TABLE IV

| Method | Human travel dist | Robot travel dist | Human ms-jerk | Robot ld-jerk | Sparse travel dist | Success rate |
|--------|-------------------|-------------------|---------------|--------------|-------------------|--------------|
| initial| 1.2               | 2.19              | -2.57         | -4.6         | -2.11             | 32           |
| sample | 1.34              | 2.16              | -30.34        | -5.17        | -2.15             | 75           |
| ours   | 1.13              | 1.09              | -0.09         | -1.89        | -2.19             | 90           |

### Quantitative Results

To further evaluate the framework, we extract 100 trajectories from the validation data set and place a robot in the scenario. We then try to find suitable handovers by running our framework as well as the baselines on the trajectories. Results can be seen in Table IV. We use the same metrics as described in Section IV-G: path length for human and robot base, smoothness losses and success rates. Trajectories are considered successful when they do not collide with obstacles and reach a handover loss threshold of $< 0.1$ and an objective threshold of $< 0.1$.

The prediction of the initial baseline does not take any context from the environment or the human position into account. As a consequence it often collides with an obstacle or faces away from the human or towards obstacles. This explains the low success rate of the method and the longer travel distance of the robot, which needs to adapt and take a longer route.

The sample baseline performs much better because the method samples multiple futures for the human and thus can select better ones. However, it is still possible that all future trajectories collide with obstacles, for example, when the human walks towards two chairs that are close together. In such scenarios it is hard to find a path in between the chairs just by sampling.

Our method makes it possible to adapt the human future trajectory in a continuous way and can make small changes to the prediction. Thus, the way the travel distance for both agents, human and robot, is smaller compared to the other trajectories and the success rate is significantly improved.

### Pickup before Handover

In this experiment we evaluate the joint goal constraint (Equation 14). We specify to pickup a plate from the table and do a handover at the end of the trajectory.

An example scenario can be seen in Figure 10. The human picks up the object and rotates towards the robot to hand it over (left). We now are interested to see the behavior of our framework when the human is not picking up the plate and thus penalize movement of the human base in the optimization objective. As a result the optimizer outputs a trajectory with
the robot picking up the object instead of the human and handing it over to the human (right). This result shows that our method with the joint goal constraint can be used to automatically select a suitable agent for picking up an object.

V. DISCUSSION AND LIMITATIONS

A. Dataset

As shown in our experiments, our system can compute realistic human motions based on the underlying neural network and adapt the motions to account for differentiable constraints by using gradient-based optimization. The neural network is trained on human motion data and the generated motion is optimized to be close to the neural network prediction.

Therefore the dataset is a crucial part of our framework. Motions that are very different from those in the dataset cannot be predicted. For example, in the MoGaze dataset no humans are walking backwards and therefore no backwards walking humans can be predicted.

An approach to tackle this, is to capture datasets that include a huge range of scenarios, preferably including human-human or human-robot interaction, and thus cover a large fraction of possible human motions. An interesting approach to cover lots of possible human motion trajectories is the AMASS dataset, which aggregates multiple datasets into a common parameterization [48].

B. Trajectory Optimization

Trajectory optimization generically denotes Newton’s method applied to a trajectory objective. It is a very powerful class of methods for motion planning and we have shown that it can also be successfully used to optimize states through a recurrent neural network model. However, trajectory optimization algorithms are local methods, and since the trajectory objective is typically non-convex, it can output sub-optimal solutions by getting stuck in poor local minima. This can be alleviated by random restart, by combining trajectory optimization with sampling-based approaches or by convexifying the problem [59].

VI. CONCLUSIONS

In this paper we propose a framework for planning coordinated motions in HRC scenarios. The framework uses a recurrent neural network model for predicting human motions and uses gradient-based optimization, to change the predictions while planning a robot trajectory. Thus, it is possible to take environmental, task and coordination constraints into consideration for both: the predicted human trajectory and the planned robot trajectory.

We demonstrated our method on experiments with joint collision avoidance and handovers. Our results show that a recurrent neural network based predictive human model can be used for shared human-robot planning.

For future work we plan to conduct real world experiments with a real robot partner. While our results demonstrate that our method can be used for planning full-body motion trajectories, a challenge in the real world is that the system needs to continuously adapt to the human deviating from the planned motion, which we plan to account for, by iteratively replanning in a model predictive control fashion.
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