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Frustrated magnetic systems exhibit many fascinating phases. Prime among them are quantum spin liquids, where the magnetic moments do not order even at zero temperature. A subclass of quantum spin liquids called Kitaev spin liquids are particularly interesting, because they are exactly solvable, can be realized in certain materials, and show a large variety of gapless and gapped phases. Here, we show that non-symmorphic symmetries can enrich spin liquid phases, such that the low-energy spinon degrees of freedom form three-dimensional Dirac cones or nodal chains. In addition, we suggest a realization of such Kitaev spin liquids in metal-organic-frameworks.

I. INTRODUCTION

As a paradigmatic example of nontrivial collective physics associated with interacting quantum many body systems, quantum spin liquids (QSLs) have been a topic of much interest in recent years [1,2]. QSLs are strongly correlated magnetic systems, ordinarily characterized by the following three features: the absence of a spontaneous symmetry breaking, the absence of a long-range magnetic order, and the existence of fractionalized excitations and/or emergent gauge fields [3]. They are also long-range entangled [4,5] — a property that is often used to identify spin liquids theoretically [7].

Owing to the strong frustration, such systems are usually not analytically tractable. However, one significant class of exceptions has been Kitaev spin liquids (KSLs) [8]. These are generalizations of Kitaev’s exactly solvable honeycomb model [11] — a spin-1/2 quantum magnet on the honeycomb lattice described by the Hamiltonian

\[ H_{\text{Kitaev}} = - \sum_{\gamma \text{-bonds}} J_{\gamma} \sigma_{\gamma}^x \sigma_{\gamma}^y, \]  

where \( \gamma \in \{x, y, z\} \) labels the \( j-k \) bond. These models exhibit strong exchange frustration arising from bond directional interactions, which leads to a spin liquid phase.

The fundamental idea of Kitaev’s solution is to represent the spin in terms of Majorana fermions, so that the Kitaev Hamiltonian reduces to a model of noninteracting Majorana fermions coupled to a static \( \mathbb{Z}_2 \) gauge field. As the excitations of the gauge field are usually gapped, one is left with a free hopping Hamiltonian for Majorana fermions. If this band structure associated with this Hamiltonian is gapped/gapless, then so is the resulting quantum spin liquid. Furthermore, the associated bulk bands may carry topological invariants, analogous to the case of topological insulators.

The Kitaev model is, in fact, exactly solvable on any tricoordinated lattice, and has been studied in a wide variety of two-dimensional (2D) [12,15] and three-dimensional (3D) systems [16–21]. A comprehensive classification of 3D KSLs — based on time-reversal and inversion symmetries — has been arrived at in Ref. [21] recently. This classification is very similar to that of complex fermions (see e.g. [22] and references therein), except in some important aspects due to the possibility of a projective representation of the time-reversal and/or lattice symmetries. The 3D KSLs have been shown to harbor many interesting 3D gapless phases of Majorana fermions, some notable examples being Majorana Fermi surfaces [18,20], nodal lines [17,23,24] and Weyl points [19,21].

Lattice symmetries have been known to enrich the physics of topological insulators and superconductors [25,28], beyond the conventional tenfold classification of topological insulators and superconductors [29,30]. A prominent set of examples of such phases are the so-called topological crystalline insulators [32,33], which possess a bulk topological invariant protected by lattice rotation [34,35] and/or inversion symmetries [36,37]. Semi-metallic phases, harboring e.g. Dirac nodes or nodal lines, can be classified using similar methods as for the gapped phases [30,35]. In certain cases, the presence of non-symmorphic symmetries can ensure the existence of topologically protected gapless points [36,37] in fermionic systems at half filling, which would conventionally be expected to be gapped.

In this article, we show that non-symmorphic lattice symmetries can also enrich KSL phases. We study the Kitaev model on two closely related inversion symmetric tricoordinated lattice structures, termed \( 8^2.10\text{-}a \) and \( (10,3)d \) [52,53]. Both lattices are closely related to the hyperoctagon or \( (10,3)a \) lattice [51], as shown in Fig. 1, but show very different KSL phases. The \( 8^2.10\text{-}a \) lattice harbors a gapless KSL, where the dispersion exhibits two 3D Dirac cones in the bulk Brillouin zone, protected by a combination of the 4-fold screw and glide symmetry. The \( (10,3)d \) lattice exhibits a set of touching nodal lines — a nodal chain [55] — in the bulk Brillouin zone, where the touching points are protected by the combination of time-reversal and a glide symmetry.

Generically, nodal lines in KSLs are protected by time-reversal symmetry. Breaking this symmetry gaps the
FIG. 1. Projection along the crystallographic c-axis (\(\hat{z}\) in the following) for the (a) (10,3)a, (b) (10,3)d, (c) \(8^2.10\)-a, and (d) \(8^2.10\)-b lattice. The numbers indicate the height (in multiples of 1/4) along the \(\hat{z}\) axis and the lines denote the nearest-neighbor bonds. Dashed lines are used to indicate that the ‘squares’/‘octagons’ form spirals. The first lattice is chiral, while the other three are inversion symmetric and contain square-spirals of both chiralities. Note that the octagons in (a) and (b) are spirals, while they close for (c) and (d).

lines, leaving behind an even number of Weyl nodes \([19, 21]\). In the Kitaev model on (10,3)d, however, one of the nodal lines remains stable even when the time-reversal symmetry is broken, owing to the glide symmetry \([56]\). Thus, the presence of non-symmorphic lattice symmetries leads to interesting gapless topological phases, not anticipated by the earlier classification based on the time-reversal and inversion symmetries. This indicates that there are a lot of phases protected by space group symmetries yet to be discovered in Kitaev spin liquids.

Although the Kitaev model looks like a theoretical toy model, the strongly anisotropic spin interactions of the Kitaev model can arise in real materials from the spin-orbit entangled nature of \(j = 1/2\) magnetic moments in 4d or 5d transition metal ions with a strong spin-orbit coupling \([57, 58]\). Besides conventional materials like iridates \([21, 59, 60]\) and \(\alpha\)-RuCl\(_3\) \([61]\), a new avenue of material candidates has been opened by metal-organic frameworks (MOFs) \([62]\). In essence, they consist of metal ions bonded to organic ligands, and can form highly complex networks. This is an exciting avenue to realize crystal structures and, thus, types of KSLs that cannot be stabilized in conventional materials. A prominent example is the hyperoctagon lattice \([18]\), which occurs naturally in MOFs \([63]\) and possibly harbors a gapless Kitaev spin liquid with a Majorana Fermi surface.

In fact, the \(8^2.10\)-a lattice has also been realized \([64]\), albeit in a somewhat distorted form and with the ‘wrong’ metal ions. An undistorted version of this lattice can be embedded in a network of edge-sharing octahedra (visualized in Fig. 2), which leads us to expect that this lattice topology with Ir or Ru as the metal ion will be a good candidate for the realization of dominant Kitaev interactions.

The rest of this paper is organized as follows: In Sec. II, we discuss the MOFs as a potential realization of the 3D lattices of interest. In Sec. III, we summarize the basic physics associated with Kitaev spin liquids on tricoordinated lattices, as well as discuss their classification. We introduce the details of our lattices in Sec. IV, and study the physics of the Kitaev models on the \(8^2.10\)-a and (10,3)d lattices in Secs. V and VI, respectively. We conclude our discussions in Sec. VII.

A point about notation: in the rest of this article, we shall use \(\mathbf{k} = (k_x, k_y, k_z)\) to denote the lattice momenta with components along the Cartesian directions. We shall also use \(\mathbf{q}_j\) to denote the reciprocal lattice vectors corresponding to the lattice translation vectors \(\mathbf{a}_j\) and define \(k_j = \mathbf{k} \cdot \mathbf{a}_j\), \(j = 1, 2, 3\), so that \(\mathbf{k} = \sum_j k_j \mathbf{q}_j\).

II. METAL-ORGANIC FRAMEWORKS

In this section, we provide a brief introduction to metal-organic frameworks (MOFs), a class of materials which can potentially realize Kitaev physics on certain tricoordinated lattices. We also discuss the mechanism that generates the Kitaev interactions, and some possible candidates for materials that realize the 3D nets studied in the rest of this article.

A. Structure and construction

An MOF \([65]\), also known as a porous coordination polymer \([66]\), is a coordination polymer consisting of metal ions and organic ligands, which are connected by coordinate bonds, i.e., the organic ligands donate a pair of electrons to the metal ion to form chemical bonds. The metal ions are typically referred to as nodes, while the ligands are often referred to as struts or linkers. During the last few decades, these materials have been a subject of much interest, owing to their diverse applications as well as the possibility of realizing diverse structural topologies in 1, 2 or 3 dimensions \([67]\). Their applications range from catalysis \([68]\) and gas storage \([69]\) to usage in electronic devices \([70]\), spanning chemistry and physics.

A guiding principle in determining the structure of
MOFs is the ligand field experienced by the transition metal ions. The originally degenerate \(d\) or \(f\)-orbitals of the metal ion split in the presence of ligands, and the resulting energy gain leads to the chemical bonding via coordinate bonds. There are several possible coordinations — octahedral, tetrahedral, tetragonal, etc. — and for a given metal-ligand combination, one can be energetically favorable over the others. This leads to a ‘default’ structure of the ligands around the metal ions and opens up a way to ‘design’ MOFs corresponding to a given lattice structure by a suitable choice of metal-ligand combination. In the resulting MOF, the metal ions form the nodes of the corresponding 3D lattice, while the organic ligands form the links. This provides a bottom-up approach for synthesis of MOFs by self-assembly [71].

Based on the node-linker construction of MOFs, many tricoordinated nets have been synthesized, including (but not limited to) the layered honeycomb lattice, as well as \((10,3)a\) (hyperoctagon), \((10,3)b\) (hyperhoneycomb), \((10,3)d\), and the \(8^{2}.10-a\) lattice, see [63] for a more complete list. However, if one wants to realize the Kitaev model on these lattices, one needs to consider a special subclass of MOFs, as discussed in the following section.

B. Realization of Kitaev physics

Let us first briefly discuss, how Kitaev interactions can arise in materials. That the Kitaev model is not just an interesting toy model, but can be relevant for actual materials, was first pointed out by Jackeli and Khaliullin [57, 58]. They showed that Kitaev interactions can be the most dominant interaction in certain transition metal compounds, where the ions are in a \(d^5\) electronic configuration — the experimentally realized materials contain \(\text{Ir}^{4+}\) \((5d^5)\) and \(\text{Ru}^{4+}\) \((4d^5)\), but one would also expect the same physics for osmates, rhenates [9], and rhodates [72]. The central ingredients needed for dominant Kitaev interactions are oxygen octahedra, spin-orbit-coupling (SOC) and multiple superexchange paths. The crystal field created by the oxygen octahedron splits the degenerate \(d\)-orbitals into two (high-energy) \(e_g\)-orbitals and three (low-energy) \(t_{2g}\)-orbitals. The latter multiplet is further split by the strong SOC into a completely filled \(j = 3/2\) quartet and a half-filled \(j = 1/2\) Kramers doublet. Even moderately strong electronic correlations can now drive the system into a Mott insulator regime where spin-orbit-entangled \(j = 1/2\) moments are localized on the transition metal sites.

The interaction between these local moments depends on the microscopic arrangement of the oxygen octahedra. Because of the large distance between the magnetic sites,
isotropic Kitaev model with a given lattice. For instance, using identical allows us to explore the phase diagram of the Kitaev model on other organic motifs, such as the tetraaminopyrazine (NH2 NH2) family [see Fig. 3(b)]. This freedom allows us to explore the phase diagram of the Kitaev model on a given lattice. For instance, using identical ligands for the metal ion, forming an octahedron and the bond angle between the three ligands L is 120 degrees. As a concrete example, let us consider the case where M is Ru and L is oxalate. As evident from Fig. 3, the local structure around the Ru ion is very similar to that of the conventional materials that were considered in Ref. 58, and we expect the existence of local, spin-orbit entangled Kramers doublets at the metal ion sites. The two exchange paths are longer than those in the conventional materials because of the larger size of the organic ligand, but they still interfere destructively (see Fig. 3(a)), leading to a dominant Kitaev interaction [? ]. In fact, the longer exchange path is an advantage, because the direct overlap between the orbitals of neighboring ions is very strongly suppressed. There still are other possible interactions arising from the superexchange, e.g. Heisenberg interactions. Their relative strengths can be calculated for each individual case starting from the microscopic description of the system in the framework of fragment molecular orbital theory [? ].

Another advantage of MOFs over iridates (and other conventional systems) is that we can ‘tune’ the interaction strength between neighboring atoms without deforming the oxygen octahedra. For instance, we can (i) replace the oxygen in oxalate with other elements, such as sulphur (tetrahiooxalate (C2S4)2−) or the amide group (tetraaminooxalate (C2(NH)4)2−), or (ii) use ligands based on other organic motifs, such as the tetraaminopyrazine ((C4N6H4)2−) family [see Fig. 3(b)]. This freedom allows us to explore the phase diagram of the Kitaev model on a given lattice. For instance, using identical ligands for all three bond types, we expect to realize the isotropic Kitaev model with Jx = Jy = Jz. However, using different ligands – e.g. the tetraaminooxalate-based ligands for the z-bonds and tetraaminopyrazine-based ligands for the x- and y-bonds – we can tune the value of Jz, with respect to Jx and Jy.

The octahedral coordination is favorable for most transition metals, so we can expect a variety of MOFs where the metal ions form tricoordinated lattices. In fact, M2L3 MOFs forming the (10,3)b lattice [74] as well as the layered honeycomb lattice [75] have already been reported. Another important 3D tricoordinated net is the hype-croctagon, or (10,3)a, lattice [18]. This lattice is difficult to realize in inorganic materials due to its chirality, but it can naturally be realized in MOFs [76]. Also the 82.10-a lattice can be realized as an M2L3 MOF, as shown in Fig. 2 even though the current MOF realization – Mn/Cr-oxalate framework (MnCr(C2O4)3) – is still quite distorted [64]. To the best of our knowledge, there is no realization of (10,3)d MOF which can potentially be used to realize the Kitaev model on the (10,3)d lattice. Further materials search is necessary in this direction.

III. KITAEV SPIN LIQUIDS

In this section, we briefly review the analytical solution of the Kitaev model and the classification of Kitaev spin liquids based on time-reversal and inversion symmetries. This discussion is intended merely to orient the reader and set up our notation; for more details, we refer the reader to Ref. 21.

A. Solution of Kitaev model

The original solution [11] of the Kitaev model of Eq. (1) hinges on the existence of an infinite number of conserved quantities associated with the loops ("plaquettes") of the lattice. For each such loop ℓ, one defines a loop operator

\[ W_\ell = \prod_{s \in \ell} \sigma^x_s \sigma^y_{s-1}, \]

where the (s − 1, s) bond is of type γs. It has eigenvalues ±1 for loops of even length and ±i for loops of odd length. All the loop operators Wℓ commute with the Hamiltonian and with each other and, thus, can be diagonalized simultaneously. Consequently, the Hilbert space decomposes into subspaces – one for each particular flux configuration of the emergent Z2 gauge field — and we can restrict the discussion to a single ‘flux sector’.

For 3D lattices, the set of eigenvalues of Wℓ are not all independent; instead, they are restricted by a set of volume constraints [21]. These arise because for a set of loops ℓj, j = 1, . . . , Nf forming a closed volume, the product of loop operators must satisfy \( \prod_{j} W_{\ell_j} = 1 \), since each edge forming the closed volume appears in an even number of loop operators. This is equivalent to the statement that there are no monopoles in the emergent Z2 gauge field.

To expose this gauge structure and solve the model, Kitaev wrote the spin operators in terms of four Majorana operators \( a^x_j, a^y_j, a^z_j, c_j \) for each j as

\[ \sigma^x_j = ia^x_j c_j, \]

\[ \sigma^y_j = ia^y_j c_j, \]

\[ \sigma^z_j = ia^z_j c_j, \]

\[ \sigma^y_j = ia^y_j c_j. \]

\[ \sigma^z_j = ia^z_j c_j, \]
with the anticommutation relations
\[ \{ a_j^\dagger, a_k \} = 2 \delta_{jk}, \quad \{ c_j, c_k \} = 2 \delta_{jk}, \quad \{ a_j^\dagger, c_k \} = 0. \]

Since four Majorana fermions are equivalent to two complex fermions, this prescription extends the Hilbert space at each lattice site from two dimensional to four dimensional. Thus, to recover the original spin Hilbert space, we project down to the one (complex) fermion dimension. Thus, to recover the original spin Hilbert space from two dimensional to four dimensional fermions, this prescription extends the Hilbert space since four Majorana fermions are equivalent to two complex fermions.

The \( \mathbb{Z}_2 \) gauge field can be written as the operators \( \hat{u}_{jk} \equiv i a_j^\gamma a_k^\gamma \), (where \( \gamma \) is the type of the \( j-k \) bond), whose eigenvalues are \( \pm 1 \) in the extended Hilbert space. As the bond operators, \( \hat{u}_{jk} \), commute with the Hamiltonian and each other, we can simply fix their eigenvalues (‘fix a gauge’) for any fixed flux configuration of the loop operators \( \hat{b} \). We, thereby, obtain a noninteracting hopping Hamiltonian in terms of \( c_j \)'s, which we shall term the Kitaev-Majorana Hamiltonian. The latter can be studied using the techniques conventionally employed for the noninteracting fermionic systems.

The remaining, essential classical, problem is to determine the flux sector that minimizes the ground state energy, i.e. the ground state flux configuration of the \( \mathbb{Z}_2 \) gauge field. Most generally, one can compute the lowest energy sector by exhaustively searching in the space of all configurations by numerically diagonalizing the Hamiltonian on a finite lattice. However, for a few lattices, we can use Lieb’s theorem, which predicts the ground state zero modes of the Hamiltonian. Furthermore, the matrix \( A \) can be used to conveniently write the Berry phase associated with a curve \( C \) in the momentum space and compute the chiral invariant associated with nodal lines as
\[ \theta = \frac{1}{4\pi i} \oint_C \text{tr} \left\{ A^{-1} dA - (A^\dagger)^{-1} dA^\dagger \right\}. \]

In order to study the interplay of KSLs with symmetries, we also seek to break those symmetries in a controllable fashion. The lattice symmetries can naturally be broken by various distortions of the lattice, which basically amounts to changing the hopping parameters. The only relevant intrinsic symmetry, viz the time-reversal symmetry, can be broken by addition of a Zeeman term \( \mathbf{h} \cdot \mathbf{\sigma} \) to the original Kitaev Hamiltonian. The model is not exactly solvable anymore; however, for small magnetic field, the effect of this term can be analyzed by a perturbative expansion about the exactly solvable \( \mathbf{h} = 0 \) point \([11]\). The first nontrivial contribution occurs at the third order in perturbation theory, and can be written as
\[ \mathcal{H}_{\text{eff}} \propto \sum_{j,l,k} \sigma_j^\alpha \sigma_k^\beta \sigma_l^\gamma, \]
where \( j, k, l \) are three lattice sites such that \( (j, l) \) and \( (l, k) \) are nearest neighbors with bond types \( \alpha \) and \( \beta \), respectively, and \( \gamma \neq \alpha, \beta \) is the remaining bond label. This Hamiltonian can again be rewritten in terms of the Majorana operators, resulting in a next-nearest-neighbor hopping term.

### B. Symmetries

Symmetries play an important role in studying the various phases of the Kitaev spin liquids. While the original symmetry operators, acting on the spins, form an ordinary representation of the associated symmetry group, the corresponding operators acting on the Majorana fermions form a projective representation of the symmetry group \([18]\). The essential reason for this is the presence of a \( \mathbb{Z}_2 \) gauge symmetry, so that the symmetry operations can be (and often are) complemented by a gauge transformation, which corresponds to the “projective” part of the representation.

The most basic “symmetry” of the Kitaev-Majorana Hamiltonian is the particle-hole symmetry, which is essentially a redundancy in the description arising from the enlargement of the Hilbert space when we represent the spins in terms of the Majorana operators. Besides, the original spin model possesses a time-reversal symmetry, which turns out to be closely related to the sublattice (or chiral) symmetry in the effective Majorana Hamiltonian \([11, 21]\).

For bipartite lattices, the Bloch Hamiltonian can always be recast in the form
\[ \mathcal{H}(k) = \begin{pmatrix} 0 & A(k) \\ A^\dagger(k) & 0 \end{pmatrix}. \]

This representation is convenient since \( \det \mathcal{H}(k) = |\det A(k)|^2 \), which we can use to efficiently determine zero modes of the Hamiltonian. Furthermore, the matrix \( A \) can be used to conveniently write the Berry phase associated with a curve \( C \) in the momentum space and compute the chiral invariant associated with nodal lines as
\[ \theta = \frac{1}{4\pi i} \oint_C \text{tr} \left\{ A^{-1} dA - (A^\dagger)^{-1} dA^\dagger \right\}. \]

### C. Classification of Kitaev spin liquids

When classifying KSLs we are interested in the projective representation of the symmetry group. For the projective symmetry of the Majorana system, the associated gauge transformation may enlarge the unit cell, resulting in the implementation of the symmetry with an additional translation in the momentum space. This makes the symmetry classification of KSL richer than the corresponding classification for free fermions \([22]\); in particular, the Majorana system may realize phases of matter that are forbidden for complex fermions. A systematic classification of KSLs based on time-reversal and inversion symmetry was presented in Ref. \([21]\). Here we only discuss the main results in order to contrast the generic behavior of KSLs to the (partially) atypical behavior of the KSL on both \((10,3)\)d and \(8^2,10-a\).
Let us first discuss time-reversal symmetry for bipartite lattices. If the sublattices have the same translation vectors as the full lattice — that is true e.g. for the honeycomb or hyperhoneycomb lattice — then time-reversal is implemented trivially, i.e. without any additional translation in momentum space. This is the most common behavior for KSLs, and both the (10,3)d and the 8^2.10-a lattice fall in this category. Such systems generically harbor gapless spin liquid phases with one or more nodal lines, which are protected by time-reversal symmetry. Breaking the time-reversal symmetry generically gaps the nodal line(s) up to an odd number of Weyl points. In the following sections, we show that neither 8^2.10-a nor (10,3)d follow this generic behavior, mostly due to additional symmetries present in the systems.

If the sublattice is not invariant under the translation vectors of the full lattice — i.e. the sublattice gauge transformations enlarge the unit cell — then time-reversal is implemented with an additional translation in momentum space. This is e.g. the case for the hyperoctagon and the hyperhexagon lattices. The resulting KSLs generically harbor an even number of Fermi surfaces that are often topological — i.e. they surround a Weyl node that lies below the chemical potential. If the Majorana Hamiltonian is, in addition, inversion symmetric, then these Weyl nodes are constrained to lie exactly at the chemical potential, and the system becomes a Weyl spin liquid. The latter is a prominent example of how projective symmetries may lead to a richer variety of phases: Weyl nodes are forbidden in free fermion systems with both inversion and time-reversal symmetry, but they can exist in KSLs, e.g. for the Kitaev model on the hyperhexagon lattice [21]. Breaking the time-reversal symmetry usually has very little effect on this class of KSLs — the Majorana Fermi surfaces deform and the Weyl nodes move in momentum space, but the overall nature of the KSL remains unchanged. Weyl spin liquids are, in fact, stable against arbitrary perturbations (e.g. a small Heisenberg exchange) away from the exactly solvable Kitaev model, whereas the Majorana Fermi surface undergoes a Spin-Peierls-BCS transition that gaps the Fermi surfaces up to an (odd) number of nodal lines [20].

IV. LATTICE DESCRIPTIONS

In this section, we describe the 8^2.10-a and (10,3)d lattices and their symmetries relevant to Kitaev physics. They belong to a class of 3D lattices whose projection along the crystallographic c direction (chosen as \( \hat{z} \) in the following) is a square-octagon lattice, as shown in Fig. 1. In the following, we use the terms ‘square’ and ‘octagon’ to describe the lattices. However, the reader should keep in mind that the ‘squares’ do not close, but instead form spirals along \( \hat{z} \). The nonplanar octagons close for 8^2.10-a, but not for (10,3)d.

A. The 8^2.10-a lattice

The 8^2.10-a lattice can be described as a body-centered tetragonal lattice with 8 sites per unit cell. Within the unit cell centered at origin, the positions of these sites are given by

\[
\begin{align*}
    r_1 &= \frac{1}{4} (a, b, 1), & r_2 &= \frac{1}{4} (0, a + b, 2), \\
    r_3 &= \frac{1}{4} (-a, b, 3), & r_4 &= \frac{1}{4} (0, -a + b, 4), \\
    r_5 &= \frac{1}{4} (0, a - b, 4), & r_6 &= \frac{1}{4} (-a, -b, 3), \\
    r_7 &= \frac{1}{4} (0, -a - b, 2), & r_8 &= \frac{1}{4} (a, -b, 1),
\end{align*}
\]

where \( a = 1/\sqrt{2} \) and \( b = 2a = \sqrt{2} \) (see Fig. 4). The lattice is bipartite, and we choose the A sublattice as all
FIG. 5. (a) Symmetries of the 8\textsuperscript{2}.10-a lattice: The purple arrow shows the rotation axis of the 2- and 4-fold screw rotation. The gray plane indicates one of the glide mirror planes, with the corresponding translation indicated by the black arrow. The red plane indicates one of the mirror planes that are relevant for Lieb’s theorem. (b) Glide symmetry of the (10,3)d lattice. The black arrow indicates the corresponding translation.

The 8\textsuperscript{2}.10-a lattice is an example of a net, where not all the elementary loops are of the same length. There are six elementary loops associated with each unit cell: two of length 8 (8-loops) and four of length 10 (10-loops), as shown in Fig. 6. The two 8-loops correspond to the two distinct (nonplanar) octagons, while the remaining four 10-loops involve spiraling up along one square and then down along an adjacent one.

The first Brillouin zone is illustrated in the middle panel of Fig. 4.

The symmetries of the 8\textsuperscript{2}.10-a lattice correspond to the space group I4\textsubscript{1}/amd (No. 141). For the Kitaev physics, the most relevant symmetries are the inversion, mirror, screw and glide symmetries. The inversion and mirror symmetries are defined with respect to the centers of the octagons. The screw symmetries involve a fourfold or twofold rotation around a rotation axis along \( \hat{z} \) that is located at the center of the square spirals, followed by a translation along the rotation axis. The glide symmetries involve a reflection about planes cutting through the square spirals followed by a translation, which is visualized in Fig. 5(a).

The (10,3)d lattice can be described as a primitive orthorhombic lattice with 8 sites per unit cell. Within the unit cell centered at origin, the positions of these sites are given by

\[
\begin{align*}
\mathbf{r}_1 &= \frac{1}{4} (a, b, 1), \\
\mathbf{r}_2 &= \frac{1}{4} (0, a + b, 2), \\
\mathbf{r}_3 &= \frac{1}{4} (-a, b, 3), \\
\mathbf{r}_4 &= \frac{1}{4} (0, -a + b, 4), \\
\mathbf{r}_5 &= \frac{1}{4} (0, a - b, 3), \\
\mathbf{r}_6 &= \frac{1}{4} (-a, -b, 2), \\
\mathbf{r}_7 &= \frac{1}{4} (0, -a - b, 1), \\
\mathbf{r}_8 &= \frac{1}{4} (a, -b, 4),
\end{align*}
\] (10)

where \( a = 4 - 2\sqrt{2} \) and \( b = 2 \) (see Fig. 7). This lattice is also bipartite, and similar to the case of 8\textsuperscript{2}.10-a, we choose the A sublattice as all the odd numbered sites, and the B sublattice as all the even numbered sites. We define the lattice translation vectors as

\[
\begin{align*}
\mathbf{a}_1 &= \frac{1}{2} (b, -b, 0), \\
\mathbf{a}_2 &= \frac{1}{2} (b, b, 0), \\
\mathbf{a}_3 &= (0, 0, 1),
\end{align*}
\] (11)
and the corresponding reciprocal lattice vectors are given by

\[ q_1 = \left(\frac{2\pi}{b}, -\frac{2\pi}{b}, 0\right), \quad q_2 = \left(\frac{2\pi}{b}, \frac{2\pi}{b}, 0\right), \quad q_3 = (0, 0, 2\pi). \]

The first Brillouin zone, along with some of the high-symmetry points, is illustrated in the middle panel of Fig. 7.

The symmetries of the (10,3)d lattice correspond to the space group \( Pnna \) (No. 52). For the Kitaev physics, the most relevant symmetries are the inversion symmetry about the center of the bonds connecting the squares, and the glide mirror symmetry, which involves a reflection about the center of the bonds connecting the squares, and then down along the octagon, as depicted in Fig. 8.

V. KITAEV SPIN LIQUID ON 8²-10-and

In this section, we analyze the Kitaev model on the 8²-10-and lattice, based on the Majorana representation discussed in Sec. III.

A. Kitaev model and symmetries

We study the Kitaev model on the tricoordinated 8²-10-and lattice with a bond coloring that is commensurate with the unit cell and preserves the inversion symmetry of the lattice, as shown in Fig. 4. This choice of bond coloring is the one that should be realized in MOFs, in accordance with Ref. [58]. Thus, explicitly, we consider the spin Hamiltonian

\[
H = -\sum_{\mathbf{R}} \left\{ J_x \left[ \sigma^x_1(\mathbf{R})\sigma^x_2(\mathbf{R}) + \sigma^x_3(\mathbf{R})\sigma^x_4(\mathbf{R}) + \sigma^x_5(\mathbf{R})\sigma^x_6(\mathbf{R}) \right] \\
+ J_y \left[ \sigma^y_1(\mathbf{R})\sigma^y_2(\mathbf{R}) + \sigma^y_3(\mathbf{R})\sigma^y_4(\mathbf{R}) + \sigma^y_5(\mathbf{R})\sigma^y_6(\mathbf{R}) \right] \\
+ J_z \left[ \sigma^z_1(\mathbf{R})\sigma^z_2(\mathbf{R}) + \sigma^z_3(\mathbf{R})\sigma^z_4(\mathbf{R}) + \sigma^z_5(\mathbf{R})\sigma^z_6(\mathbf{R}) \right] \right\}
\]

To analyze the Hamiltonian, we follow the discussion in Sec. III to derive an effective hopping model for Majorana fermions with a fixed background \( \mathbb{Z}_2 \) gauge field in the ground state sector. To fix the fluxes associated with loops, we note that 8²-10-and has six elementary loops per unit cell. Furthermore, we need six elementary loops to enclose a volume, so that the volume constraint demands that for any flux configuration, the number of loops for each bounded volume carrying a \( \pi \) flux must be \( \textit{even} \). In fact, one can actually determine the ground state flux configuration rigorously using Lieb’s theorem [77], since 8²-10-and possesses mirror planes \((100)\) and \((010)\) passing through the centers of the octagons, which do not pass through any of the lattice sites [see Fig. 5(a)]. Thus, each loop of length 8 is threaded by a \( \pi \) flux, while the 10-loops have no flux.

To define a gauge field configuration that realizes this flux configuration, we need to choose a direction for each bond. We use the bipartite nature of the 8²-10-and lattice to define the positive bond directions from sublattice A to B for all bonds. Then, the desired flux configuration...
can be realized by setting the bond operators \( u_{jk} = +1 \) (-1) if \( j \) is odd (even), except for the 1-6 bond where \( u_{16} = -1 \). After a permutation of the sites, the resulting Kitaev-Majorana Hamiltonian can then be expressed in the form of Eq. (4) with

\[
A = i \begin{pmatrix}
0 & -J_x e^{2\pi ik_{23}} & J_x & J_y e^{-2\pi ik_3} \\
J_x e^{2\pi ik_{31}} & 0 & J_y & J_x \\
J_y e^{2\pi ik_3} & J_y & 0 & J_x \\
J_x & J_y e^{2\pi ik_{12}} & 0 & 0
\end{pmatrix},
\]

where \( k_{mn} = k_m - k_n \).

We start by noting that since the sublattice transformation and inversion do not enlarge the unit cell, both time-reversal and inversion symmetries are implemented trivially. Thus, based on the general classification approach, one would expect the system to exhibit nodal lines in the bulk. However, the Kitaev-Majorana Hamiltonian is symmetric under many of the lattice symmetries, which leads to a richer set of bulk nodes. In particular, the screw and glide symmetries are implemented projectively, which we now describe in more detail.

**Screw symmetry:** The \( 8^2 \times 10 \)-a lattice possesses fourfold screw symmetries, which map \( x \)-bonds to \( y \)-bonds and vice versa. Thus, they are symmetries of the Hamiltonian only when \( J_x = J_y \). They can be written as

\[
\mathcal{H}(S_4 \mathbf{k}) = U_{S_4}(\mathbf{k}) \mathcal{H}(\mathbf{k}) U_{S_4}^\dagger(\mathbf{k}), \quad \varepsilon(S_4 \mathbf{k}) = -\varepsilon(\mathbf{k}),
\]

where

\[
S_4 (k_1, k_2, k_3) = \left( k_3 - k_2, k_1 + \frac{1}{2}, k_3 \right),
\]

and the unitary matrix \( U_{S_4}(\mathbf{k}) \) depends on the rotation axis. Here and in the following, we suppress the band index when writing the energy relations. However, the reader should keep in mind that the symmetries generically relate different bands to each other. The locus of momenta invariant under the fourfold screw symmetries is a line in the Brillouin zone (depicted in red in the middle panel of Fig. 4). It can be parametrized as

\[
\gamma_t = t \mathbf{q}_1 + \left( t + \frac{1}{2} \right) \mathbf{q}_2 + \left( 2t + \frac{1}{2} \right) \mathbf{q}_3,
\]

and is periodic under \( t \mapsto t + 1 \).

The twofold screw, which is nothing but two successive fourfold screws, maps each bond type onto itself, so that it is a symmetry throughout the phase diagram. It can be written as

\[
\mathcal{H}(S_2 \mathbf{k}) = U_{S_2}(\mathbf{k}) \mathcal{H}(\mathbf{k}) U_{S_2}^\dagger(\mathbf{k}), \quad \varepsilon(S_2 \mathbf{k}) = \varepsilon(\mathbf{k}),
\]

where \( S_2 (k_1, k_2, k_3) = \left( k_3 - k_1 + \frac{1}{2}, k_3 - k_2 + \frac{1}{2}, k_3 \right) \),

\[
U_{S_2}(\mathbf{k}) = U_{S_2}^\dagger(\mathbf{k}).
\]

The latter is depicted in black in the middle panel of Fig. 4.

**Glide symmetry:** Inspecting Fig. 5 it becomes clear that the glide symmetries map each bond type onto itself, so that they are symmetries of the model throughout the phase diagram. They can be implemented as

\[
\mathcal{H}(G \mathbf{k}) = U_G(\mathbf{k}) \mathcal{H}(\mathbf{k}) U_G^\dagger(\mathbf{k}), \quad \varepsilon(G \mathbf{k}) = \varepsilon(\mathbf{k}),
\]

where

\[
G (k_1, k_2, k_3) = \left( k_1 + k_3 - k_2 + \frac{1}{2}, k_3 \right),
\]

and the unitary matrix \( U_G(\mathbf{k}) \) depends on the mirror plane.

We note that the screw symmetric lines of Eq. (16) and Eq. (18) are also symmetric under a glide-mirror. On these lines, the interplay of the glide and the screw symmetries leads to an interesting situation, since both \( U_2(\mathbf{k}) \) and \( U_{S_2}(\mathbf{k}) \) commute with the Hamiltonian for \( \mathbf{k} = \gamma_t, \tilde{\gamma}_t \), and furthermore,

\[
\begin{align*}
U_{S_2}(\gamma_t)U_2(\gamma_t) &= -U_2(\gamma_t)U_{S_2}(\gamma_t), \\
U_{S_2}(\tilde{\gamma}_t)U_2(\tilde{\gamma}_t) &= U_2(\tilde{\gamma}_t)U_{S_2}(\tilde{\gamma}_t).
\end{align*}
\]

Thus, for \( \tilde{\gamma} \), the three operators, \( \varepsilon, \mathcal{H}, U_{S_2} \) and \( U_2 \), can be diagonalized simultaneously, so that each band carries a unique glide and twofold screw quantum number. However, for \( \gamma \), since the glide and the screw operators
do not commute, they cannot be simultaneously diagonalized. Thus, each eigenstate of the Hamiltonian at these momenta must be doubly degenerate for all values of the parameters.

Let us note a subtlety regarding the screw symmetries: it turns out that only the twofold screw remains a symmetry when time-reversal is broken, but not the fourfold screw. This is a consequence of the close relation between the time-reversal and sublattice symmetries — they are actually equivalent symmetries in KSLs. Breaking the sublattice symmetry destroys the fourfold screw symmetry, as the latter maps the sublattice A onto B. The other symmetries are unaffected as they only map sublattice A to A and B to B.

### B. Phase diagram

We next study the various phases of the Kitaev model on $S^3 \cdot 10\cdot a$ by diagonalizing the Kitaev-Majorana Hamiltonian and studying its spectrum. Since the phases are invariant under a rescaling of all $J_i$’s, we restrict ourself to the plane $J_x + J_y + J_z = 1$. We observe a gapless phase with two Dirac cones on the line $J_x = J_y$. In addition, we observe two gapless phases with nodal lines near the isotropic point. For $J_x \gtrsim J_y + J_z \forall a \neq b \neq c$, the KSL is gapped, as shown in Fig. 4.

#### 1. 3D Dirac nodes

The system exhibits a pair of 3D Dirac nodes for $J_x = J_y$, located on the fourfold screw symmetric line of Eq. (16) with

$$t_0 = \pm \frac{1}{2\pi} \cos^{-1} \left( \frac{J_z^2}{2J_x^2} \right), \quad J = J_x = J_y.$$  \hspace{1cm} (21)

For $J_z \geq J\sqrt{2}$, the two Dirac nodes collide at $k = \frac{1}{2} (q_2 + q_3)$ and gap out.

Naively, one might think that the 3D Dirac nodes can be trivially gapped out by the addition of a local operator to the Hamiltonian, corresponding to the fermionic “mass”. However, for the case at hand, the Dirac nodes are protected by the combination of the glide and the fourfold screw rotation — the latter is a symmetry of the Hamiltonian only on the $J_x = J_y$ line. Explicitly, we note that for any momentum $\gamma$ on the symmetric line $\gamma$,

$$[U_{S_4}(\gamma_\ell), H(\gamma_\ell)] = 0,$$  \hspace{1cm} (22)

and $[U_{S_4}(\gamma_\ell)]^4 = -e^{-12\pi i t} I_8$. Thus, the eigenstates $|\varphi_\ell\rangle$ of $H(\gamma_\ell)$ satisfy

$$U_{S_4}(\gamma_\ell)|\varphi_\ell\rangle = \rho_n e^{-3\pi i t} |\varphi_\ell\rangle,$$  \hspace{1cm} (23)

with $\rho_n = \exp \left\{ i \frac{2\pi (n+1)}{4} \right\}; \quad n = 0, 1, 2, 3$, and to each bulk band we associate a screw eigenvalue corresponding to $\rho_n$. From the discussion below Eq. (20), we know that each of the bulk bands must be (at least) doubly degenerate. In Fig. 9, we plot the bulk bands on the screw symmetric line with the corresponding screw eigenvalue identified, and note that the bands are inverted at the Dirac point. Since the $\rho_n$ cannot change continuously, the Dirac nodes are topologically protected in the presence of fourfold screw and glide symmetry, and can only be gapped out by colliding with another Dirac node.

#### 2. Nodal lines

As one moves away from the $J_x = J_y$ line, the Dirac nodes turn into nodal lines formed by the intersection of two bands, while the remaining two bands that formed the Dirac nodes simply gap out. As one moves away from the isotropic point in the phase diagram, the two nodal lines touch at four points and flip inside out. Moving further away from the isotropic point, the nodal lines finally gap out. This progression of bulk nodes is depicted in Fig. 10.

Using the fact that the gapless points are given by $|\det A(k)| = 0$, we can obtain closed form expressions for the various phase boundaries. In particular, the nodes always touch in the $k_3 = 0$ plane at the time-reversal invariant momenta for parameters along the lines given by

$$J_z = \sqrt{\left| J_x^2 - J_y^2 \right|},$$  \hspace{1cm} (24)

which form rectangular hyperbolae in the plane given by $J_x + J_y + J_z = \text{constant}$. Furthermore, since the twofold screw is a symmetry of the Hamiltonian throughout the phase diagram, if $k = k_0$ is a gapless point, then so is $k = S_2 k_0$. Thus, the point of contraction of the line.
nodes must satisfy $S_2 k_0 = k_0$, i.e., it must lie on the twofold screw symmetric line given by Eq. (18). Using this fact, the phase boundaries between the gapless and the gapped phases can be computed to be

$$2 J_x = |J_z \pm \sqrt{J_z^2 - 4i J_x J_y}|,$$

$$J_z = \sqrt{J_x^2 + J_y^2},$$

as depicted in Fig. 4. The nodal lines are associated with the chiral invariant defined in Eq. (5), which is plotted in Fig. 10 as a function of $k_1, k_2$, i.e. the invariant is computed for (noncontractible) loops along $k_3$. A nonzero value of the chiral invariant implies that there is symmetry-protected zero-energy mode on the surface. Consequently, we find a flat zero-energy surface band in the gapped phase with $J_x \gg J_y, J_z$. Note that there is no strong topological index that can distinguish different gapped KSLs, because there are no topological phases in symmetry class D for noninteracting fermions [30, 79].

C. Breaking the time-reversal symmetry

By breaking the time-reversal symmetry (turning on an external magnetic field), the two nodal lines gap out completely, in stark contrast to the generic behavior. In particular, in Ref. [21] it was argued that Weyl nodes have to appear when breaking the time-reversal symmetry in a KSL with a nodal line. This argument relies on interpreting the 3D model as a 2D one with one momentum, e.g. $k_3$, regarded as a ‘tunable parameter’. Depending on the value of $k_3$, the corresponding 2D system is either a trivial insulator or harbors 2D Dirac nodes. Breaking the time-reversal symmetry leaves the trivial insulator intact, but gaps out the Dirac nodes, resulting in a Chern insulator. At the interface between these two insulators resides a gapless node — the Weyl node.

So why do Weyl nodes not occur in $8^2.10$-a? One obvious caveat of the argument in Ref. [21] is that it only applies to KSLs with an odd number of nodal lines — i.e. in cases where there is one ‘special’ nodal line that is invariant under the particle-hole symmetry. This implies that in the corresponding 2D model, Dirac cones always occur in odd number of pairs, and breaking the time-reversal symmetry results in an odd Chern number. Applying above argument to $8^2.10$-a, we always encounter an even pair of Dirac nodes, and the corresponding Chern number is also even. In particular, there is nothing that prevents the Chern number to be zero, in which case there will be no Weyl nodes. One should be able to make this argument more rigorous using the particle-hole symmetry.

VI. KITAEV SPIN LIQUID ON (10,3)d

In this section, we analyze the Kitaev model on the (10,3)d lattice.

A. Kitaev model and symmetries

We assign the bond coloring that respects the inversion symmetry as well as the lattice periodicity, as shown in Fig. 7 and again define all bond to be directed from sub-
lattice A to B. Thus, we consider the spin Hamiltonian
\[ H = -\sum_{\mathbf{R}} \{ J_x [\sigma^x_1(\mathbf{R})\sigma^x_2(\mathbf{R}) + \sigma^y_2(\mathbf{R})\sigma^y_1(\mathbf{R})] \\
+ J_y [\sigma^y_1(\mathbf{R})\sigma^y_2(\mathbf{R} - \mathbf{a}_3) + \sigma^y_2(\mathbf{R})\sigma^y_1(\mathbf{R} - \mathbf{a}_3)] \\
+ J_z [\sigma^z_1(\mathbf{R})\sigma^z_2(\mathbf{R} + \mathbf{a}_2) + \sigma^z_2(\mathbf{R})\sigma^z_1(\mathbf{R} - \mathbf{a}_1 + \mathbf{a}_2) \\
+ \sigma^z_2(\mathbf{R})\sigma^z_1(\mathbf{R} - \mathbf{a}_1) + \sigma^z_1(\mathbf{R})\sigma^z_2(\mathbf{R})\}. \] (26)

Next, we need to assign the \( \mathbb{Z}_2 \) flux to the bonds, subject to the volume constraints for each closed surface consisting of four loops, as shown in Fig. [3]. Since we do not have mirror planes for (10,3)d, strictly speaking, we cannot resort to Lieb’s theorem to deduce the ground states sector. However, if Lieb’s theorem were to apply, the ground states would have 0 flux through each closed loop. This is indeed the correct ground state flux configuration [83], as can be verified using the quantum Monte Carlo techniques introduced in Ref. [81].

Since (10,3)d is bipartite, the Kitaev-Majorana Hamiltonian, after a permutation of the sites, can be expressed in the form of Eq. (4), with
\[ A = \begin{pmatrix}
0 & J_x e^{2\pi i k_1} & J_y e^{-2\pi i k_3} \\
J_x e^{-2\pi i k_1} & 0 & J_y \\
J_y e^{-2\pi i k_3} & J_y & 0 \\
J_y e^{2\pi i k_1} & J_x & 0
\end{pmatrix}. \] (27)

For (10,3)d, as is the case of \( S^2 \), both time-reversal and inversion symmetries are implemented trivially, and we expect nodal lines in the bulk. However, the existence of additional lattice symmetries again leads to richer physics, as discussed below. In particular, the glide-mirror symmetry of (10,3)d, implemented trivially, is given by
\[ H(\mathbf{G}k) = \mathcal{U}_G(k)H(k)\mathcal{U}_G^\dagger(k), \quad \varepsilon(\mathbf{G}k) = \varepsilon(k), \] (28)
where
\[ G(k_1, k_2, k_3) = (k_1, k_2, -k_3), \]
and the unitary matrix \( \mathcal{U}_G(k) \) depends on the mirror plane. Thus, the planes \( k_3 = 0, 1/2 \) are invariant under this glide-mirror.

### B. Phase diagram

The system exhibits a gapless Majorana phase with nodal lines for \( J_x + J_y \geq J_z, \ a \neq b \neq c \), and a gapped insulating phase otherwise, as plotted in Fig. [7]. Near the isotropic point, we observe three touching nodal lines, which lie on orthogonal planes. As we move towards the phase boundary, two of the three nodes are gapped out at the dotted line in the phase diagram, either by contracting to a point or colliding with each other. We are left with a single nodal line, which finally contracts to a point and gaps out at the phase boundary between the gapped and gapless phases.

Explicitly, there is a nodal line in the \( k_3 = 0 \) plane, given by
\[ J_x^2 \cos(2\pi k_1) + J_y^2 \cos(2\pi k_2) = \frac{(J_x^2 - J_y^2)^2 + J_z^4}{2J_x^2}. \] (29)
It can be checked that this equation has a solution iff
\[ |J_x - J_y| \leq J_z \leq J_x + J_y. \] (30)
The other set of nodal lines lie on the \( k_2-k_3 \) planes defined by
\[ \cos(2\pi k_1) = \frac{J_x^4 - J_y^4 + J_z^4}{2J_x^2J_y^2}. \] (31)
which has a solution iff
\[ -2J_x^2J_y^2 \leq J_x^2 - J_y^2 \leq 2J_x^2J_y^2. \] (32)
The nodal lines are described by the equation
\[ J_x^2 \cos(2\pi k_3) - J_y^2 \cos(2\pi k_2) = J_z^2, \] (33)
which has a solution iff \( J_x^2 \leq |J_y^2 - J_z^2| \). From these conditions, we deduce that the phase boundaries are given by \( J_x^2 + J_y^2 = J_z^2, \ \ a \neq b \neq c \), which form a set of rectangular hyperbolae in the phase diagram.

The physics of these nodal lines can be captured by a simple 2-band model, defined as
\[ H(k) = \eta_x(k)\sigma_x + \eta_y(k)\sigma_y, \] (34)
whose spectrum is given by \( \varepsilon = \pm \sqrt{\eta_x^2 + \eta_y^2} \), so that the bulk spectrum exhibits nodal lines given by
\[ \eta_x(k) = \eta_y(k) = 0. \]
For (10,3)d in the gapless regime, using the explicit expressions for the nodal lines, we set
\[ \eta_x(k) = \varphi_1(2\pi k_1) \sin(2\pi k_3), \]
\[ \eta_x(k) = \sum_{i=1}^3 \varphi_i(2\pi k_i) + \gamma \varphi_1(2\pi k_1)\varphi_3(k_3), \] (35)
with \( \varphi_i(q) = \alpha_i \cos q - \beta_i \). The parameters are given by
\[ \alpha = \left( J_x^2, -J_y^2, J_z^2 \right), \]
\[ \beta = \left( \frac{J_x^4 - J_y^4 + J_z^4}{2J_x^2}, J_z^2, J_z^2 \right), \]
\[ \gamma = -\frac{J_z^4 + J_z^2}{2J_x^2J_y^2}, \]
with \( \alpha = (\alpha_1, \alpha_2, \alpha_3) \), etc. This model captures the interesting behavior of the nodal lines, and owing to its simplicity, it can be further used to compute interesting quantities associated with the physics of the (10,3)d Kitaev model [82].
FIG. 11. (Top) The bulk nodes for the (10,3)d lattice in the first Brillouin zone for parameters $J_z = \frac{1}{3}, J_{x,y} = \frac{1}{3} \pm \Delta J$, with $\Delta J = -0.1, -0.08, 0, 0.05, 0.1$ (from left to right). (Bottom) The chiral invariant computed for the loops along the $k_3$ axis as a function of $(k_1, k_2)$, where the values 0, 1, 2 are represented by yellow, red and blue, respectively. The black solid line depicts the projection of the bulk nodal line along $k_3$.

FIG. 12. Spectrum of the two bulk bands that are closest to $\varepsilon = 0$ and that form the nodal lines, plotted along the high symmetry line in the glide-mirror symmetric plane of the Brillouin zone and for isotropic couplings $J_x = J_y = J_z = 1/3$. The bands are labeled by their glide eigenvalues $\rho_n e^{i\pi(k_1-k_2)}$ with $\rho_n = e^{i(2n+1)\pi/2}$. The bands with eigenvalues $\rho_0, \rho_1$ are denoted by red and blue solid lines, respectively.

C. Breaking the time-reversal symmetry

By breaking the time-reversal symmetry, the two vertical nodal lines (see Fig. 11) gap out completely, but the nodal line in the $k_3 = 0$ plane remains intact. To explain this, we recall that the $k_3 = 0$ plane is invariant under the glide-mirror symmetry, so that for $k_\parallel = k_1 q_1 + k_2 q_2$, the Hamiltonian commutes with $U_G(k_\parallel)$, and the bands can be labeled by their glide eigenvalues. Furthermore, $[U_G(k_\parallel)]^2 = -e^{2\pi i(k_1-k_2)}$, so that its eigenvalues are

$$\lambda_n = \rho_n e^{i\pi(k_1-k_2)}, \quad \rho_n = e^{i\frac{2n+1}{2}\pi}, \quad n = 0, 1.$$  \hspace{1cm} (36)

Plotting these eigenvalues associated with the conduction and valence bands in the Brillouin zone in Fig. 12, we clearly see that they are inverted across the nodal line. Thus, the nodal line in the $k_3 = 0$ plane is topologically protected, even in the absence of the time-reversal symmetry. Upon breaking also the glide mirror symmetry, the nodal line gaps out, leaving two Weyl nodes behind. These are then stable against any other perturbation that is local in momentum space.

VII. CONCLUSIONS

We have studied the Kitaev model on two 3D lattices, where the existence of lattice symmetries lead to a richer physics than what would be expected from a classification based only on the time-reversal and inversion symmetries. In particular, we found that non-symmorphic symmetries can stabilize 3D Dirac cones as well as nodal chains in Kitaev spin liquids. Our results suggest that there is still a host of interesting spin liquid phases to be discovered that rely on the interplay of fractionalized excitations with lattice symmetries. We also give a concrete proposal for realizing these quantum spin liquids in metal-organic frameworks.

The tunability and bottom-up construction of MOFs allows for the realization of a wide variety of lattices. The four-fold spiral — a common feature among the lattices in Fig. 1 — occurs naturally in MOFs [83]. This makes studying Kitaev physics on these lattices interesting because they can potentially be realized experimentally. Consider, for instance, the 8$^2$.10-$b$ lattice in Fig. 1(d). Like the 8$^2$.10-$a$ lattice, it is inversion symmetric, has equal-length bonds with 120° bond angles, and can be embedded in a network of edge-sharing octahedra. The Kitaev model on this lattice exhibits a Weyl spin liquid [19], and shows qualitatively the same behavior as the Kitaev model on the (8,3)$b$ (hyperhexagon) lattice [21]. Although MOFs with the (8,3)$b$ net topology have been realized [84, 85], the synthesis of an (8,3)$b$ metal-oxalate framework has, to the best of our knowledge, not yet been achieved. Thus, the 8$^2$.10-$b$ lattice provides an alternative route for realizing this fascinat-
Kitaev interactions are most dominant when the O–Ir–O angle is about 80°, a realization of KSLs. They considered materials of the form $A_2$IrO$_3$ and showed that Kitaev interactions are most dominant when the O–Ir–O angle is about 80° (instead of 90° as depicted in Fig. [3]). The observed bond angles in Ru-based MOFs range from 81° to 83°, which indicates that this trigonal distortion in MOFs should support our proposal, assuming that the effect of trigonal distortion is similar for RuO$_6$ and IrO$_6$ [? ]. Moreover, this trigonal distortion does not break any space group symmetries, including glide and screw symmetries, so our symmetry analysis should remain valid.

Smoking-gun experimental signatures for quantum spin liquids have so far proven elusive. Nevertheless, there are several experimental probes that can detect remnants of the spin fractionalization in such systems. The simplest is the specific heat, which clearly shows the dichotomy present in these phases—a metallic specific heat behavior occurring in a Mott insulator. For nodal lines, the specific heat behaves as $C(T) \propto T^3$ at low temperatures [23]. In contrast to other nodal line Kitaev spin liquids, this behavior persists even for small magnetic fields in (10,3)d. The specific heat for the isotropic Kitaev model on $8^2.10^a$ behaves as $C(T) \propto T^3$, and tuning the model away from the isotropic point changes the behavior to that of a nodal line spin liquid. The exact solvability of these models also make them amenable to the computation of other experimental signatures, such as the spin-structure factor [81, 82] accessible in neutron scattering [93], as well as Raman scattering [94, 95] and resonant inelastic scattering (RIXS) [97] signatures. The combination of all these signatures should be able to give fairly conclusive evidence of whether the experimental system is in (or at least close to) a KSL phase.

Our results emphasize that the interplay between fractionalized excitations and symmetries may lead to new types of quantum spin liquids. In principle, one could construct counterparts of the whole zoo of symmetry-protected noninteracting fermionic phases in Kitaev spin liquids. Furthermore, MOFs may prove to be the ideal platform to design and investigate this type of physics.
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