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Abstract
This study extends existing research on the implications of advanced analytics. Drawing on organizational information processing theory (OIPT), hypotheses are developed for the relationships between information technology orientation, the use of advanced analytical techniques, the ability of information to be utilized in a decision context, and data-driven decision-making. Using survey data from 176 medium-sized and large firms, a mediator model was proposed and tested with structural equation modelling. The data show that the significant direct effect of technology orientation on analytical practice is greatly enhanced by the digital orientation of the firms. As suggested by OIPT, controllers are argued to act as integrators in the sense-making of data-centric mechanisms. The results of the model indicate that the added value of controllers mediates the effect of advanced analytics on the ability of analytical information to be utilized in a decision context. Importantly, the data did not corroborate any relationship between the extent to which available information is able to support decision making and reliance on this information in the decision-making process. It suggests that the strengthening of data-driven decision-making does not overshadow intuition, as assumed based on the expected opposite movement of the two variables. This finding shows the importance of a more detailed and theoretically grounded investigation on how advances in analytical capabilities are (not) changing managerial decision-making processes.
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1 Introduction

Recent developments in information technology (IT) shape several professions, among others the professions of controllers\(^1\) (Andreassen, 2020). These developments affect not only the tasks carried out by controllers and the methods used by them but also how they act in an organization and how they support management (Knudsen, 2020). To support managerial decision making, controllers’ practice used to be limited to analyzing historical, aggregated and accounting-based data. Nowadays, much of the change is linked to the fact that the range of data captured by and available for firms have enormously expanded, while data remained the foundation of controllers’ practice (Knauer et al., 2020).

With the help of mathematical-statistical techniques and continuously improved information processing capacities, the growing datasets can be extensively analyzed. Whether and how the adoption of these advanced analytics approaches influence organizations is of interest to both researchers and practitioners (Chen et al., 2012; Davenport & Harris, 2017), especially after companies are heavily investing in it. Though the IT productivity paradox—suggesting that productivity payoff of an IT investment lags in many cases—has been resolved for the payoffs from computerization (Brynjolfsson & Yang, 1996) and ERP implementation (Botta-Genoulaz et al., 2005), this does not mean that all companies realize benefits from their investments and the resolution cannot be automatically applied for analytics-related investments (Gupta & George, 2016). To establish the link between analytics and corporate benefits, the positive effect of good analytical practice was justified in areas such as the firm’s agility (Ashrafi et al., 2019), sustainability in supply chains (Dubey et al., 2019) or innovation capabilities (Mikalef et al., 2019). A link to firm performance was also established and repeatedly investigated in prior research (Cao & Duan, 2017; Davenport & Harris, 2007; Gupta & George, 2016; LaValle et al., 2011). Nevertheless, the impact of digitalization and analytics on financial results should be treated with caution, as better-performing companies can already devote more resources to these initiatives, which can falsely give the impression that better economic performance is a consequence and not a precedent (Knudsen, 2020).

Instead of searching for a direct link between performance gains and advanced analytics approaches, it should be understood in detail how data analytics can create value for an organization (Gillon et al., 2014; Seddon et al., 2017). As Sharma et al. (2014) proposed, the first-order effect of advanced analytical practice is on the decision making processes that might be or might not be followed by improvements in organizational performance. Accordingly, data analytics was often argued to affect decision making in some ways, as high-quality information allows better-informed decision making (Cao et al., 2019; Kowalczyk & Gerlach, 2015) if the information is not only available but utilized by the managers in decision contexts (Popovič

\(^1\) Here, ‘controller’ is used as a job title that is the established term of the management accounting profession in continental Europe; nevertheless, the title ‘management accountant’ is more common in Anglo-Saxon countries.
et al., 2012). In line with this, our study is driven by the question of whether and how the use of advanced analytics promotes data-driven decision making.

We ground our study on organizational information processing theory (OIPT). The OIPT claims that organizations coping with uncertainty and equivocality need quality information that in turn requires adequate information processing (Galbraith, 1974; Tushman & Nadler, 1978; Weick, 1979). OIPT suggests that companies need mechanisms that facilitate information processing, where effective organizing and use of information enables informed managerial decision making (Cao et al., 2019). This position made OIPT popular in theorizing data analytics related studies that focus on the consequences of analytics, such as improved firm performance (Aydiner et al., 2019), supply chain transparency (Zhu et al., 2018) or resilience (Dubey et al., 2021). It is argued here that the use of advanced analytics enables the information processing capability of contemporary companies. Simple adoption of advanced data analytics techniques is insufficient; companies need to have a combination of organizational and technological means to gain proper information processing capabilities (Zack, 2007). Accordingly, the establishment of adequate technological infrastructure and suitable organizational characteristics are argued as antecedents for leveraging the benefits of analytics in transforming the decision making process (Kowalczyk & Gerlach, 2015; Popovič et al., 2012; Sharma et al., 2014). Thus, we propose here that a firm’s information technology orientation and digital orientation are important predictors for the use of advanced analytics, which in turn increases the extent to which available information is able to support decision making. It is hypothesized that valuable analytical results support their use in the decision making process.

Analytical work and data-based decision support used to be the territory of management accounting. Recently, the integration of various new data streams and the ongoing increase in the volume of internal data challenges this field (Appelbaum et al., 2017). New technologies in data collection and analytics affect not only the tasks but also the configuration of related organizational roles (Arnaboldi et al., 2017). Occupational boundaries are blurred as other occupational groups claim jurisdiction over the control of information processes and data analysis is far from being the sole responsibility of controllers (Andreassen, 2020; Knudsen, 2020). Thus, while investigating the use of advanced analytics techniques, we cannot limit this to the use by controllers. Although competition between occupational groups has received much attention in previous research, there has been much less talk about how controllers can add value and maintain their organizational relevance in data analytics.

Informed by the OIPT, the study draws attention to an organizational information processing mechanism, namely the role of integrators who are able to support decision-makers while interpreting the data. We argue that controllers can act as integrators in the organization, enabling analytical results to inform business decisions, and playing a key role in converting data analytics into business impacts (Quinn, 2014). Along with these propositions, a set of related hypotheses has been developed and tested. The mediation model was tested by PLS path modelling, using survey data from 176 medium-sized and large organizations. In order to avoid common method bias, variables of the exogenous construct technology orientation were
obtained separately from endogenous construct variables: the former is part of the operations management questionnaire, and the latter was built in the general management questionnaire, both of them addressing senior executives of the companies surveyed.

As a result of path modelling, it is verified that the proposed positive effect of technology orientation on the use of advanced analytics is mediated by digital orientation. The use of advanced analytics increases the extent to which available information is able to support decision making, and the added value of controllers mediates this positive influence. Most interestingly, this perceived value of available information does not strengthen the reliance on data in decision making.

Our study extends current literature in many ways. First, we contribute to the literature by directing attention to both data-centric and organizational mechanisms when it comes to enhanced information processing needs. Second, besides the importance of information technology, digital orientation is emphasized as an important predictor of advanced analytics. Third, this study provides insights into how controllers can utilize their combined business and analytical knowledge in an age where analytics becomes the territory of other professional groups. A new integrator role is evidenced for controllers in organizational information processing, which has not yet been explicitly explored according to our knowledge. Fourth, we provide a possible explanation for the missing link between the ability of provided information to be utilized in decision context and actual use of analytical results in decision context: data-centric and organizational information processing mechanisms are able to deliver information that is valuable for decision support, but this – per se – will not ensure that decisions are really made as the result of comprehensive data analyses.

The remainder of the paper is organized as follows. First, OIPT as the theoretical lens of this study is introduced, the data-centric mechanism of advanced analytics and the organizational mechanism of integrators are described. The link between data analytics and decision making is conceptualized, followed by a discussion on the role of information technology and digitalization as predictors of advanced data analytics. After developing the hypotheses, the research model is introduced and tested with mediator analysis. The focus of the discussion section is on why it might remain an illusion that decision making becomes more data-driven.

2 Literature review and hypotheses development

2.1 Organizational information processing theory

OIPT views organizations as information processing systems facing uncertainty (Galbraith, 1974). This uncertainty is understood as the absence of information, and it can stem from the subunits’ task complexity, task environment, and intra-and inter-unit task interdependence (Tushman & Nadler, 1978). As the uncertainty of various sources increases, a higher amount of information is needed to manage the uncertainty that in turn requires higher information processing capacity, where "information processing refers to the gathering, interpreting,
and synthesis of information” (Tushman & Nadler, 1978, p. 614). The ongoing increase of information processing capacities drew the attention of researchers and practitioners to identify mechanisms that make organizations capable of coping with this challenge. Recently, researchers proved that analytics capability, i.e. the use of analytics techniques could enable firms to increase their information processing capacity, which in turn may help in the decision making process (Cao et al., 2015; Srinivasan & Swink, 2018). This argument made OIPT a valid theoretical basis to discuss the organizational implications of data analytics.

The original focus of OIPT on uncertainty was extended with the aspect of equivocality (Weick, 1979) that can be interpreted as “ambiguity, the existence of multiple and conflicting interpretations about an organizational situation” (Daft & Lengel, 1986, p. 556). At the same time, Zack (2007, p. 1665) differentiates equivocality from ambiguity: the former means “having several competing or contradictory conceptual frameworks”, the latter is about “not having a conceptual framework for interpreting information”, where the framework is built on the knowledge of the individual.

At that point, we need to make a clear distinction between data, information, and knowledge. Data is a set of discrete facts such as records of transactions (Davenport & Prusak, 1998) that is raw and unpunctuated (Zack, 2007). Data needs to be cognitively processed to serve as information (Zack, 2007) that is relevant, accurate, timely, and concise (Tushman & Nadler, 1978). Information is a message that has a sender and a receiver, and it aims to have an impact on the receiver: it affects and alters existing knowledge of the receiver (Davenport & Prusak, 1998). Knowledge is a unique mix of former experience and values which is held at the individual level (Kogut & Zander, 1992). Information not only alters existing knowledge, but a sufficient pre-knowledge is also required on the part of a receiver for understanding and interpreting the received information (Zack, 2007). In sum, data is transformed into information that enriches knowledge.

Uncertainty is linked to the shortage of information derived from data; accordingly, it can be reduced by obtaining and processing additional data (Galbraith, 1974). Complexity is experienced when a high amount of information loads the processing. In both cases, the focus should be on optimizing the amount of available information (Kowalczyk & Buxmann, 2014) that requires enhanced information processing driven by information technology that is applied by the firms (Zack, 1993). This proposition makes the focus on information technology an important proxy for the companies’ information processing mechanism.

Ambiguity and equivocality are not linked to the amount of information but to the problems of interpretive knowledge frames. Therefore these cannot be managed by bigger datasets and require an increase of the richness of information that can reduce confusion and enhance understanding (Daft & Lengel, 1986). In ambiguous situations, the receiver of the information is not able to interpret the message as he or she lacks proper knowledge. In the case of equivocality, the multiple interpretations lead to confusion (Zack, 2007). In both cases, the organization needs less structured personal media that makes repeated interpretation and interactive discussions possible (Mintzberg et al., 1976).
Decision contexts can be characterized by a certain level of ambiguity, equivocality, uncertainty, and complexity (Kowalczyk & Buxmann, 2014; Zack, 2007) that needs to be handled at the same time. Daft and Lengel (1986) proposed a continuum of seven mechanisms to handle uncertainty and equivocality. Their framework was later adapted and reworked by Kowalczyk and Buxmann (2014) in their study focusing on analytics-supported decision processes and distinguishing four data-centric and four organizational information processing mechanisms. Data-centric mechanisms cover diverse types of data analysis that serve primarily as tools for the resolution of uncertainty problems. Organizational mechanisms cover different types of joint efforts of organizational members, such as planning, direct contacts or group meetings, focusing on mitigating problems arising from equivocality.

As one of the organizational mechanisms, firms employ integrators who carry the role of integrating and distributing information in the organization to reduce equivocality and, therefore, overcome disagreement arising from interpretation problems (Daft & Lengel, 1986; Kowalczyk & Buxmann, 2014). The role of such integrators might be vital if data-centric mechanisms are well developed because a high level of analytic elaboration might hinder the understanding of the results, mainly when decision makers have limited analytics knowledge (Kowalczyk & Gerlach, 2015; LaValle et al., 2011). The mediating role of an integrator was proved to be important in both uncertain and non-routine decision contexts (Kowalczyk & Buxmann, 2014). As data scientists or analytics experts with deep knowledge in technology and analytic methods are not necessarily experts in the business domain, this might hinder them from being integrators (Kowalczyk & Buxmann, 2014). It is proposed here that another occupational group can effectively take this role. Controllers having both analytical competencies and business knowledge can effectively decrease ambiguity by supporting the interpretation of numbers and handle equivocality by consulting and carrying information across departments.

Recently, researchers have been anxiously watching the latest developments in controllers’ work: the previously emphasized broadening role seems to be narrowed due to the increasing use of digital technology (Andreassen, 2020). While their competence has not been questioned in the past concerning analysis based on financial and management accounting data, this monopoly is lost in the analysis of new types of data where the boundaries between disciplines are blurred (Arnaboldi et al., 2017). Previously, a vertical power shift has been reported as the effect of implementing transactional systems. The consequence of recent trends of adopting advanced analytics may be a horizontal power shift: from the controllers’ domain to the business domains that are not only the subject of data analysis but also implement analytics on their own (Knudsen, 2020). It also means that the designer of management reporting systems might no longer be the controllers, but they will help end-users to select and interpret data relevant to the decision (Rikhardsson & Yigitbasioglu, 2018). This new focus of controllers’ work fits the above-described role of an integrator.
2.2 Data analytics and organizational decision making

As part of the data-centric mechanism, data analysis is receiving increasing attention among practitioners and researchers. While the term ‘analysis’ refers to the activity itself, ‘analytics’ is understood as the body of knowledge or principles (Power et al., 2018). The terms business analytics and data analytics are usually treated as synonyms, as business analytics is the general term for data analytics in business problems (Duan & Xiong, 2015). We consistently use here data analytics. There is no clear position in the literature on how this relates to the concept of business intelligence (BI), which is defined as the use of technology to collect and use information for business improvement (Sahay & Ranjan, 2008). Analytics is often viewed as an integrated part of BI (Gudfinnsson et al., 2015), as “an advanced discipline within business intelligence” (Laursen & Thorlund, 2016, p. xxiv) that goes beyond the simple technical reporting solution by extending it with a vast volume of data, new software solutions and intensified use of analytical models. Others argue that recent developments in analytics have shown its importance and suggest not to use BI and analytics interchangeably but to refer to it as BI&A (Božič & Dimovski, 2019; Chen et al., 2012; Kowalczyk & Gerlach, 2015).

The umbrella term BI&A is interpreted as a set of technologies and processes that use data to analyze and interpret business performance and provide information for decision support purposes (Rikhardsson & Yigitbasioglu, 2018). The field of BI&A can be examined along with the aspects of infrastructure, data management, the nature of information provision, and data analysis (Rikhardsson & Yigitbasioglu, 2018). Of these aspects, this article deals with data analysis that can be characterized along three dimensions: the area that indicates the context in which the analysis is applied; the technique that covers a range of qualitative techniques to quantitative methods of varying complexity; and the orientation of the analysis that refers to the direction of thinking (Holsapple et al., 2014). Orientation can be (1) descriptive, where the analysis is based on past, and present data, (2) predictive, that covers analysis inferring from past data to the future, (3) prescriptive, including analysis that proposes actions based on complex models, and (4) autonomous, where analysis is based on models that continuously learn from the data (Davenport & Harris, 2017).

Descriptive data analytics is considered as a basic analytics capability, analytics with predictive, prescriptive, and autonomous orientation are referred to as advanced analytics that includes comprehensive functionalities of statistical analysis, simulation, optimization methods, and data mining (Davenport & Harris, 2007; Kowalczyk & Buxmann, 2014; Watson, 2010). However, a company’s advanced analytics capability alone is not enough; additional human and organizational conditions must be met in order to not only analyze but also utilize the data (Lismont et al., 2017), i.e. use and incorporate analytical results into decision making. If these conditions are met, data analysis is able to change the decision making, which is designated in the literature as fact-based, data-based, analytical, or data-driven decision making (Brynjolfsson & McElheran, 2016; LaValle et al., 2011; Popović et al., 2012). Decision making is understood as a process, a set of actions “that begins with the identification of a stimulus for action and ends with the specific commitment to action” (Mintzberg et al., 1976, p. 246) and data-driven decision making is understood as
the extent of relying on data-based insights during the organizational decision making process (Cao et al., 2015). Prior research linked advanced analytics with diverse facets of decision making, such as the effectiveness (Cao et al., 2015) or the quality (Janssen et al., 2017) of it. The findings show that enhanced quality and effectiveness are essential gains from the use of data analytics, but the realization of these benefits is not straightforward. Not only the quality of the source data, the processing of the data and method of data transfer influence the quality of decision making (Janssen et al., 2017), but an adequate data-driven environment is also required: strategy and policies that guide business analytics activities, an enabling organizational structure, integration of analytics activities into business processes and prioritizing related investments (Cao et al., 2015).

### 2.3 Technology orientation and digital orientation

The development of information processing capacity has been long an issue for companies, but databases and analytics have been used only for the last couple of decades (Galbraith, 2014). Hence, the development of the information technological (IT) background – software, hardware, and personnel – is not a new phenomenon. Growing out of the strategic management literature, technology orientation is conceptualized as one of the possible strategic orientations and is widely used in marketing research (Gao et al., 2007; Voss & Voss, 2000). Technology orientation is denoted here as the firm’s "ability and will to acquire a substantial technological background" (Gatignon & Xuereb, 1997, p. 78). Information system (IS) research narrowed this concept to information technology. It introduced the related term of information systems strategic orientation, restricting it to the actual activities of the companies by measuring the realized investments instead of intentions (Cao & Schniederjans, 2004; Chan et al., 1997). Here, we limit technology orientation to information technology in line with IS research and conceptualize it as a firm’s will and ability to acquire and develop substantial IT background. In that sense, technology-oriented firms are willing to devote their resources to IT development, a prerequisite for building and maintaining adequate infrastructure and processes capable of meeting the ever-increasing information processing capacity needs.

After several subsequent and overlapping innovations in the history of IT, such as personal computing in the 1980s or internet computing in the 1990s, recent developments are referred to as digitalization (Riedl et al., 2017). It includes diverse innovations such as cloud computing, embedded internet of things devices, enterprise ecosystems, and social media platforms (Bhimani, 2020) that can alter business strategies, processes, products, services, and key interfirm relationships (Bharadwaj et al., 2013). Because of the speed of the technological transition and the scale of related business change, the developments are often argued to be revolutionary (Brynjolfsson & McAfee, 2011).

Digital innovations enabled the extreme expansion of information processing capacity as they changed the fields of data collection, storage, processing, and use, thus drastically reducing their costs. In addition to the vast and ever-increasing amount of structured data, unstructured data is collected in a short time and is
available to organizations (Knudsen, 2020). Traditional systems designed to capture, process, and store transactional data are not able to process and analyze new types of data; these require new technologies, innovative forms of information processing (Cao et al., 2015). Accordingly, mere focus on information technology is not enough. Companies need to be digitally oriented to use and make use of new technologies: they need to be "well-positioned to take advantage of the opportunities presented by digital technologies" (Quinton et al., 2018). Although digital orientation is interpreted along several dimensions in the literature (Kindermann et al., 2020; Saunila et al., 2020), here we conceptualize digital orientation as the firm’s commitment toward using digital technology (Khin & Ho, 2018).

2.4 Interplay of technology, data analytics, management support and managerial information processing

Information technology, management support and managerial information processing have always gone hand in hand. Implementing information technology solutions is argued to be ‘an effective environmental pull factor’ (Heinzelmann, 2018), an ‘exogenous shock’ (Vitale et al., 2020) that alters how controllers can execute their task and support managerial decision making. Decades ago, the implementation of transactional systems modified (integrated and standardized) information flows, and line managers had not only greater overview of and responsibility for the financial aspects of their operations and but they needed more intensive support of controllers to interpret the various information newly available in the system (Scapens & Jazayeri, 2003). The technology changed managerial information processing that in turn required from controllers enhanced support of management instead of a simple focus on information provision.

Recent improvements in technology and data analytics reshape information processing in organizations again and "have the potential to make a lasting difference to the ways that accounting … is carried out" (Bergmann et al., 2020, p. 26). Evidence provided for the interplay between technological disruptions and controllers (Heinzelmann, 2018) is not primarily reasoned by altering management accounting techniques, rather by the greater emphasis on analysis and management support that has been long argued as an integral part of the controllers’ work (Burns & Baldvinsdottir, 2005; Byrne & Pierce, 2007; Goretzki et al., 2013; Pasch, 2019). As both business intelligence and analytics (BI&A) technologies and management accounting activities are designed to support decision making, there is an unambiguous link between them (Rikhardsson & Yigitbasioglu, 2018). In the next part of the paper, we develop our hypotheses explaining the suggested interplay of technology, data analytics and controllers’ work with managerial information processing.

2.5 Hypotheses development

As suggested by the OIPT, organizations build and maintain a unique combination of data-centric and organizational information processing mechanisms to cope with uncertainty and equivocality. Formerly, the management accounting activities
produced the primary information base with the aim of enhancing clarity and certainty in managerial decision making (Bhimani, 2020), and as a reaction to new information needs, new management accounting techniques had been developed (Johnson & Kaplan, 1987). Recently, the relevance of former, accounting-based information structures seems to be lost again, and companies try to make use of the vastness of newly available data. Instead of repeated advancement within the management accounting domain, “enterprises today exercise data reach and plurality of information usages to inform enterprise action” (Bhimani, 2020, p. 12) and develop their analytical competencies.

The establishment of novel practices of data collection and analytics goes hand in hand with a solid commitment to IT development for two reasons. Firstly, newly available datasets are collected, processed, and stored by IT solutions far beyond traditional transactional systems that need to be acquired, developed, and maintained. Secondly, to make use of new datasets, advanced analytics techniques need to be widely applied that might require increased computational power (Appelbaum et al., 2017). The necessity of advances in information technology was argued by researchers for the precursors of advanced analytics, such as enterprise systems, as well (Sharma et al., 2014). With respect to analytics, the proposed link between the focus on IT and the use of advanced analytics is supported by OECD (2013), reporting that the data-intensive sectors tend to have a high information and communication technology (ICT) intensity since they invest in technology to be able to collect and process data holdings. Moreover, evidence was found that using and investing in data analytics is associated with company-wide advancements in technology as well (Sena & Ozdemir, 2020). Based on these findings, we propose that technology orientation and advanced data analytics are positively related to each other.

H1a: The technology orientation of the company is positively associated with the use of advanced analytics.

As current advancements in information technology cannot remain divorced from developments of digital technology, and novel information structures and processing modes are linked with digital innovations, we posit that firms’ digital orientation also plays a crucial role. Even though technology orientation is argued to be not a sufficient condition for success in digitalization (Kindermann et al., 2020), it proved to be a relevant supporting factor. Al-Ansari et al. (2013) found that having a high commitment to technology is highly important in responding to the ever changing technological conditions. Focusing on and investing in information technology as an operational backbone remains crucial for success in using digital technologies as it gives “the foundational capabilities that are needed to enable its digital services platform” (Sebastian et al., 2017, p. 207). These findings suggest that the firm’s commitment to technology is positively associated with their digital orientation.

H1b: The technology orientation of the company is positively associated with its digital orientation.

Even if taking advantage of the opportunities offered by new digital technologies is underpinned by substantial technology focus, there is more to digital-oriented companies: they have an attitude that supports openness to new ideas, techniques and generation and use of new information (Quinton et al., 2018). This openness to and adoption of digital technologies can quickly redesign the former information
processing mechanism and boost the use of advanced analytical techniques as innovative technologies offer new ways of data generation and exploitation easily accessible for companies of all sizes, also for those with typically limited financial resources (Moeuf et al., 2020). Thus, we propose that digitally orientated firms are ahead in the use of advanced data analytics.

**H1c:** The digital orientation of the company is positively associated with the use of advanced analytics.

While the ongoing increase of information processing capacities requires substantial IT background, the new ways of data generation and exploitation are offered more by new innovative technologies (Moeuf et al., 2020). Accordingly, we expect that the catalyst effect of technology orientation on the use of analytical techniques is explained mainly by digital orientation. The proposed mediator effect of digital orientation calls forth a related hypothesis.

**H1d:** The digital orientation of the company mediates between the technology orientation of the company and its use of advanced analytics.

Information base used to inform managerial actions undergoes fundamental changes. Whereas basic descriptive analytics of financial and basic operational data has been part of the toolset of companies for a long while, recently predictive and prescriptive techniques are also widely adopted by firms (Davenport, 2013; Davenport et al., 2019). How these advanced analytical techniques of data create value for the adopter is of high interest to researchers, but in many cases, indirect second-, or third-order effects are investigated without understanding the steps of value creation (Gillon et al., 2014; Seddon et al., 2017). The direct value of data analytics stems from whether analytics can provide new and valuable information usable in many different ways (Grover et al., 2018). If products of advanced analytics are not perceived at all or perceived as non-usable by managers, utilization of analytical information fails, and the business value lags. Accordingly, we assume that the ‘ability to be used’ precedes utilization; thus, a first and direct link is proposed from the use of advanced analytics to the ability of generated information to be utilized in the decision context.

**H2a:** The use of advanced analytics is positively associated with the extent to which available information is able to support decision making.

Utilizing the outputs of advanced analytics is often hindered by missing or wrong interpretation of the data due to the lack of time and knowledge of the executives (Arnaboldi, 2018). Facilitating the interpretation of the numbers requires less technical but more business knowledge (Kowalczyk & Buxmann, 2014) and calls for value-added management services traditionally provided by controllers. While providing value-added services – often referred to as business partner role (Goretzki & Messner, 2014; Hartmann & Maas, 2011; Pasch, 2019) – controllers they not only provide good quality information to managers (Sathe, 1983), but help a deep understanding of this information (Quinn, 2014), are able to make suggestions (Byrne & Pierce, 2007), and are involved in both the strategic and operational decision making processes of organizations (Byrne & Pierce, 2007; Zoni & Merchant, 2007). Accordingly, the emerging need in interpreting new data can again divert managerial attention to controllers. Thus, we propose that advanced analytical practice can enhance the perceived value of controllers.
H2b: The use of advanced analytics is positively associated with the added value of controllers.

A good understanding of the business and the general analytical and IT skills have been long mentioned as crucial characteristics of controllers (Byrne & Pierce, 2007; Jablonsky et al., 1993; Pierce & O’Dea, 2003). Analytics experience has recently received more emphasis in controller-related studies (Bhimani & Willcocks, 2014; Oesterreich et al., 2019; Payne, 2014), although data analytics is not a privilege of controllers anymore (Knudsen, 2020). Their experience in analytical work does not primarily stem from expertise with new analytical tools; this is instead “the ‘nose for the numbers’ – tacit knowledge which supports the ability to spot patterns and anomalies and ask the right questions” (Payne, 2014, p. 494). This qualifies controllers for being helpful in interpreting analytical information. Thus, we assume that controllers’ added value can facilitate how information based on advanced analytics is sensed in the decision context.

H2c: The added value of controllers is positively associated with the extent to which available information is able to support decision making.

Kowalczyk and Buxmann (2014) showed the importance of interpreting analytical information in organizational information processing. "Within the set of organizational information processing mechanisms, the analytic integrator role is particularly noteworthy, as it is utilized throughout the different decision types to bridge understanding gaps between decision makers and analytics experts" (Kowalczyk & Buxmann, 2014, p. 276). In line with this finding, we propose that controllers can act as integrators if they are able to shift away from basic data collection and provision and take a more substantial role as described above. Thus, it is argued here that the added value of controllers mediates between the use of advanced analytics and the ability of provided information to be utilized in a decision context.

H2d: The added value of controllers mediates between the use of advanced analytics and the extent to which available information is able to support decision making.

Information available for decision makers is processed by a dual system: a fast, holistic and unconscious system and a slower, cognitively effortful system (Salas et al., 2010), referred to as intuitive and analytic by Hammond (1996). Analytic information processing starts with collecting, collating, analyzing, and interpreting the available information, and it consciously arrives at a logical choice. Consciously-derived rational choices require unambiguous, sufficient ‘hard’ data that is immediately to hand (Sadler-Smith & Shefy, 2004). Although numerous diverse factors influence organizational decision making processes, we can reasonably expect that high-quality information (i.e. cognitively processed data) at hand will be utilized by decision makers to a greater extent, possibly also moving into new territories which have been seen as reliant on human judgment so far (Brynjolfsson & McAfee, 2011). Namely, the ability of provided information to be utilized in decision context will improve the extent of relying on this information during organizational decision making process (Sharma et al., 2014), referred to as data-driven decision making (Cao et al., 2015).

H3: The ability of information to be utilized in decision context is positively associated with data-driven decision making.
This set of hypotheses is summarized in the research model that consists of one exogenous (1) and five endogenous constructs (2–6) and proposes cause-effect relationships between them described by seven paths ($p_{xy}$) (see Fig. 1). To rule out the confounding effect of company size and industry, the model includes these control variables by assessing their effects on each endogenous construct: (2) digital orientation, (3) use of advanced analytics, (4) added value of controllers, (5) the extent to which available information is able to support decision making (shortly referred to as ‘decision support’) and (6) data-driven decision making.

3 Research method

3.1 Data collection and sample

The data collection took place between October 2018 and July 2019, targeting medium and large companies registered in Hungary across several industries displayed in Table 1. Small and micro firms were excluded as information technology, analytical practice (Lyver & Lu, 2018) and management accounting systems (Mitchell & Reid, 2000) are in an early stage of development in this segment. The non-existence of developed formal systems can be the result of a deliberate choice, but the reasons are often argued to be possibility-based (e.g. no financial resource), awareness-based (e.g. lack of knowledge) or need-based (e.g. felt irrelevant due to simple operation) (Choudhury, 1988; Taipaleenmäki, 2014).
Reflecting the diversity of the population, stratified random sampling was executed, stratifying by company size (defined based on the number of employees) and industry. Out of the 4295 companies in the sampling frame, over 2000 companies were randomly selected and first contacted by phone during this sampling process. Following a positive response from 234 companies, the interviewers personally visited them. An initial short face-to-face survey with the top executive was followed by longer self-administered paper and pencil questionnaires addressing (1) general management issues and (2) operations management, including technology-related questions. Although this study does not use variables relying on the face-to-face survey questions, the first personal contact with the top executives is seen as necessary in terms of motivating the respondents to participate seriously and aiming to achieve a better quality of data (Heerwegh & Loosveldt, 2008). The research purpose was detailed and face-to-face communicated to the top executives with a promise of feedback about the research results.

The self-administered questionnaires were completed and returned adequately by 209 companies. Each company’s perception-based survey data was completed with balance sheets and profit and loss statements obtained via Bisnode database for 5 years (2013–2018). Eighteen companies needed to be excluded because their reported number of full-time employees was under 50. Excluding small size enterprises from the research is justified by our assumption that they do not have extensive practice in the topics on which the research is based. The sample of 191 cases was further reduced to 176 cases due to missing values exceeding 15%, as suggested by Hair et al., (2016, p. 51). The concentration of missing values in specific sets of questions about advanced analytics and available information showed that respondents might have felt the questions irrelevant to their organization. In the reduced sample, missing values per variable range from 0% to 4.5% (see appendix II) except for the machine learning variable (60.8%), which had to be dropped from the model. Missing values were treated by mean value replacement that is reported not to have

| Full time employees | Final sample | Share in the sampling frame |
|---------------------|--------------|-----------------------------|
|                     | Frequency    | Percent                     |                          |
| 50–99               | 93           | 52.8%                       | 54.6%                    |
| 100–249             | 51           | 29.0%                       | 29.3%                    |
| 250+                | 32           | 18.2%                       | 16.2%                    |

| Industry (NACE code) | Final sample | Share in the sampling frame |
|----------------------|--------------|-----------------------------|
| Processing industry (10–33) | 99           | 56.3%                       | 50.2%                    |
| Construction (41–43)  | 10           | 5.7%                        | 7.1%                     |
| Wholesale, retail and repair (45–47) | 39           | 22.2%                       | 21.0%                    |
| Transportation and storage (49–53) | 14           | 8.0%                        | 10.5%                    |
| Accommodation and food services (55–56) | 7            | 4.0%                        | 6.0%                     |
| Information, communication (58–63) | 7            | 4.0%                        | 5.1%                     |
| Total                | 176          | 100.0%                      | 100.0%                   |
major effects on the results (Hair et al., 2016). Table 1 contains characteristics of the final sample compared with the sampling frame.

Our response rates of 10.45% (n = 209) and 8.80% for the reduced sample (n = 176) can be considered as average compared to surveys in this research area. Recent studies linking digitalization, data analytics with management accounting and decision support report about very similar effective response rates of 8% (Bergmann et al., 2020) and 9.38% (Knauer et al., 2020). We tested for a potential non-response bias by comparing the target population and the final sample of respondents (Knauer et al., 2020). As the null-hypothesis of normality was rejected for our data based the Shapiro–Wilk test (p < 0.001), the non-parametric Mann–Whitney U test was applied here. The result (p = 0.457 > 0.05) shows that we can accept the null hypothesis that the final and target samples do not differ significantly in terms of company size. Based on the Pearson chi-square test (p = 0.463 > 0.05), we conclude that there is no significant difference between the groups in terms of the industry either. The results suggest an absence of response bias.

Harman’s Single Factor Test was used for assessing common method bias. As the total variance extracted by one factor (43.78%) does not exceed the threshold of 50%, it is not reported to be a critical issue. To mitigate common method bias and avoid reporting false, accelerated relationships between causes and outcomes, we followed Podsakoff and Organ (1986; 2012) in designing the survey. Measures with different scaling formats were applied, and separation of measurement was established. Scale properties vary among the variables: it uses both attitude scales and frequency scales, and in the case of the dependent construct 6 variables cover reversely worded items. Separation of measurement was secured by developing two questionnaires. Questions related to each endogenous construct were raised in the general management survey, and questions related to the exogenous construct of technology orientation were answered within the operations management survey. At the initial personal interview, companies were asked to address the surveys to the responsible managers competent in answering the questions, preferably the top executive and head of operations or technology – if this position exists separately at the company. There are two main reasons why clean pairs could not be reached for 62 companies: due to the company’s size, the same person was responsible for all the topics targeted, or the responsible managers in charge were not available at the time of the survey. Table 2 shows the characteristics of the respondents.

Adapting to the respondents, the language of the survey was Hungarian, translated into English later. After a thorough review of the scales by academics, the questionnaires were pre-tested by the interviewers of the research institute carrying out the questionnaire survey. Interviewers conducting the face-to-face interviews acted as test respondents to ensure that the questions were easy to interpret and unambiguously worded.

3.2 Operationalization and measurement properties

The research model presented in Fig. 1 relies on terms investigated in prior studies at the fields of information systems, marketing, management accounting and
control, and decision processes. For operationalization of most of these constructs, we decided to develop our own measurement scales that best fit the study’s purpose. Two reasons support this choice. First, the fast-growing literature is not short of interpretations of terms but commonly agreed definitions rarely exist. The lack of commonly agreed definitions did not allow for the widespread use of validated scales. Rather researchers develop their conceptualization and fit the items to that. After a thorough literature review, we delivered clear definitions for each construct. These definitions built on the work of several different authors guided us in providing scales that can capture the essence of the constructs. Second, in line with the argumentation of Bergmann et al. (2020), the validity of self-developed or adopted measures always remains a sensitive issue; however, the difficulties are more in the measurement of personality variables, attitudes and self-reported behaviours, the areas with possibly high social-desirability bias (Fisher & Katz, 2000). As our items refer mainly to the existence of practices and the use of specific techniques, we do not expect that the items’ wording critically deflects the items’ value.

To limit the length of the survey, some items merge different but closely linked facets of a phenomenon, such as ‘challenges and opportunities’, ‘plan and implement’, ‘analyze and provide’. This kind of global measure allows the respondents to consider all aspects at once. At the same time, they may tend to disregard some aspects and focus on those relevant in their organization, leading to a different weighting of aspects in the case of different respondents (Diamantopoulos et al.,

Table 2 Respondents’ characteristics

|                             | Operations management questionnaire | General management questionnaire |
|-----------------------------|------------------------------------|---------------------------------|
| **Position**                |                                    |                                 |
| Head of company             | 74                                 | 119                             |
| General deputy head of company | 7                                 | 6                               |
| Head of finance             | 23                                 | 18                              |
| Head of production/service  | 23                                 | 0                               |
| Positions held in other fields* | 49                               | 33                              |
| **Degree in**               |                                    |                                 |
| Economics/business administration | 97                              | 77                              |
| Technology                  | 30                                 | 58                              |
| Legal                       | 3                                  | 5                               |
| Other                       | 5                                  | 6                               |
| None                        | 14                                 | 9                               |
| Not provided                | 27                                 | 21                              |
| **Total**                   | 176                                | 176                             |
| **Work experience (average in years)** |                  |                                 |
| Total work experience       | 20.2                               | 25.5                            |
| Work experience at the company | 11.5                             | 14.0                            |

*C-suite leaders such as head of HR, chief of staff or head of project management
Variables were typically answered on five-point scales as presented in the appendix.

Technology-orientated firms will and are able to acquire a substantial technological background (Gatignon & Xuereb, 1997). In contrast to the new product development-focused scales of technology orientation in marketing research, we operationalized the ‘will and ability’ of technology orientated firms (1) by the amount of their IT investments, (2) by the knowledge of people in this field, and (3) by the organizational significance of IT. Investment in information technology measured by the IT budget as a percentage of revenue has been long proposed as a significant predictor of the organizational impact of IT (it_1) (Mahmood & Mann, 1993). This comprehensive measure is relevant regardless of industry, does not limit the focus on any solutions, and has been used as an important explanatory variable in later information management studies (Luftman et al., 2013). Beyond software and hardware investments, companies need to acquire and develop technical support staff with IT knowledge that is understood as the extent to which a firm possesses a body of technical knowledge (Tippins & Sohi, 2003). Outstanding IT staff in terms of capacity and knowledge (it_2) alongside their adequate knowledge about basic activities of the company (it_3) are required to operate and utilize technology the company invested in. Moreover, in order for IT to play a strategic role, organizational members responsible for IT need to move from backroom to boardroom (Romanczuk & Pemberton, 1997). Accordingly, a direct line to the CEO as a measure of organizational significance was expected to be a crucial aspect of technology orientation. This variable was not retained in the final model, as the items’ outer loading (0.664) was below the suggested threshold of 0.708 (Hair et al., 2016).

Digital orientation was conceptualized in line with technology orientation. Therefore adequate financial resources (digi_3) and digital technological knowledge (digi_4) are seen as critical organizational aspects here as well. As digital orientation assesses a firm’s commitment to using digital technologies, it requires an attitude of being open to new innovations and challenges and adequate behaviour. These are terms that describe several further layers of digital orientation and were handled first by the digital maturity models developed close to practice (Gill & VanBoskirk, 2016; Ifenthaler & Egloffstein, 2020; Kane et al., 2017). Similar to the Digital Business Global Executive Survey (Kane et al., 2017), we supplemented the organizational aspects with several items of attitudes and behaviour and included a good understanding of digital challenges (digi_1), clearly defined digital strategic directions (digi_2), capability for rapid change (digi_5), risk-tolerance (digi_6), the constant search for new solutions (digi_7) in the model. A total of 11 items were measured, resulting in a construct with extremely high reliability measures (composite reliability of 0.9672 and Chronbach’s alfa value of 0.9625) signalling semantically redundant items. As redundant items might boost error term correlations (Hair et al., 2016), four items overlapping with digi_2 (non-accidental project implementation and embracing digitalization ideas) and digi_7 (testing new digital technologies and being ahead of competitors in digital technology innovation) were not retained in the final model.

The construct of advanced analytics is measured by Davenport’s and Harris’ typology (2007) of predictive (aa_1), prescriptive (aa_2), and autonomous analysis
(machine learning). The high item non-response for machine learning (60.8%) is interpreted as missing knowledge about models that are constantly learning from data. Compensating for item non-response by imputation was rejected here. A mean imputation (replacing missing values with mean values) would distort the variable as we expect that non-respondents are all non-users. Applying the only plausible value (1 = not used at all) as a replacement, we arrive at a variable with a very low variance that is not able to contribute to the explanation of the advanced analytics construct. Accordingly, we decided not to involve this variable in the model, even if this limits the concept of advanced analytics to predictive and prescriptive analytics.

While measuring the added value of controllers, we recognized controllers’ involvement in both the operating and the strategic processes (Sathe, 1982; Zoni & Merchant, 2007). Controllers’ added value is evaluated by their involvement in preparing analysis and interpreting of information (co_1), recommending actions (co_2), and advising in decision making (co_3) not only in operating decisions but in strategic decision context as well (co_4, co_5, co_6). Unlike many studies investigating controllers’ activities, skills or involvement based on their self-picture (Emsley, 2005; Loo et al., 2011; Pasch, 2019), this study aims to measure the perceptions of top executives. This choice is reasoned by the fact that answering the questions (co_1-6) do not require technical knowledge of the profession, and perception gaps between controllers and managers (Byrne & Pierce, 2007; Pierce & O’Dea, 2003) can be avoided. Most importantly, managers’ perceptions matter here: it cannot be expected that the invisible work of controllers, not perceived by the manager, will help him/her to interpret analytical information and facilitate information processing.

Consistent with the argument of LaValle et al. (2011) – that the available information from data analytics should be able to guide both day-to-day and strategic decisions – the ability of information to support decision making was measured both for day-to-day business decisions (ds_2) and for business development decisions (ds_1). As information systems (IS) contain various information, we cannot expect all types of information to be affected by advanced analytics. By a global rating of information available in IS, respondents provide a complete picture while “respondents tend to ignore aspects that are not relevant to their situations” (Diamantopoulos et al., 2012, p. 445). Accordingly, we can expect that respondents ignore aspects of IS that are not relevant to decision support.

Data-driven decision making is operationalized as the extent to which the organization depends on data-based insights for decision making. The measurement tool developed by Covin et al. (2001) was readapted by assessing whether decisions result from extensive quantitative analysis of data (ddd_1) or experience-based intuition (ddd_2, ddd_3). As the composite reliability value of the construct 6 was above the threshold of 0.95 and items ‘c’ and ‘d’ proved to measure the same phenomenon, it suggested removing the superfluous variable from the model (Diamantopoulos et al., 2012). Thus, we operationalized data-driven decision making by the tendency to rely on the data analysis in decisions (ddd_1) and an opposing tendency to rely on experience-based intuition (ddd_2)—arriving at a measurement model suggested by LaValle et al. (2011) in their data analytics related study. The suggested opposition of variables means that when an
executive prefers to decide based on data, he/she is less intuitive. If a respondent gives a score of 4 for each variable on a scale of 1 to 5, it means that data-based and intuition-based decision making have the same frequency. That says nothing about preference. To clearly indicate preference, the data were centered across the second mode: original values are transformed into deviation scores by subtracting the average value for each case calculated for the set of variables. This data transformation method is used for reducing systematic errors of Likert scale measurement, which arise from the respondents’ individual propensity for a uniformly better or worse grading (Bro & Smilde, 2003). The value of the transformed variables thus indicates that intuition and data-based decision making are used at a rate below or above the respondent’s own average preference. As the latent variable assesses reliance on data, the scale of the variable ddd_2 was reversed before involving in the calculation.

The confounding variable of company size was involved in the model. Out of the wide range of size measures, the continuous variable of the number of full-time employees in 2018 was chosen as it is considered as a common proxy for the span of control in an organization (Becker-Blease et al., 2010), an aspect of company size that is the most relevant for our research purposes. Out of the 176 companies in the sample, 99 are active in the processing industry; thus the effect of processing was ruled out by involving a confounding industry variable as a dummy variable showing that the company is active in the processing industry or not.

The study is based on the method of partial least squares structural equation modelling (PLS-SEM) and the model was calculated using the software package SmartPLS 2.0. PLS-SEM is willingly used by researchers in fields related to this paper, such as information management (Hair et al., 2017) and management accounting (Nitzl, 2016), also in the European context (Richter et al., 2016). The choice of PLS-SEM is reasoned by the fact that it enables simultaneous estimates of the interrelationships between complex constructs under study, and it has a predictive power (Shmueli et al., 2016). The predictive relationships can be considered as casual relationships if they are theoretically strongly supported (Hair et al., 2016).

The proposed model applies two -or three-item scales, and PLS-SEM allows for the unrestricted use of a small number of items in construct measurement. Even single-items (SI) (as the lowest possible number of items) are very often used in PLS-SEM models (Ringle et al., 2012). Although multi-item (MI) scales usually outperform SI in terms of predictive validity, there are some conditions when SI scales or small number of items are acceptable (Diamantopoulos et al., 2012). The construct ‘use of advanced analytics’ is judged to be very concrete here; it is reasonable to assume that there is an agreement among respondents about predictive and prescriptive analytics. Overall evaluations are similarly considered as concrete; thus construct 5 evaluating the company’s information system can be measured by a single global measure (Rossiter, 2002). Furthermore, in the case of ‘data-driven decision making’ the dimensionality of the measure have been reduced to two as items measuring intuition and experience-based decision making proved to be very homogenous, a further condition when SI and MI scales are likely to match up (Diamantopoulos et al., 2012).
4 Research results

The ‘10 times rule’ (Barclay et al., 1995) suggests ten times the largest number of structural paths directed at any latent variable as the minimum sample size, that is 20 in this case. This rough guideline was criticized many times as it can accept samples of small size that show unacceptably low levels of statistical power (Henseler et al., 2009; Kock & Hadaya, 2018). The ‘minimum R-squared method’ that builds on Cohen’s work (1992) relies again on the maximum number of arrows pointing at a construct anywhere in the model (here: 2), but it also addresses statistical power and effect size issues. It suggests that at least 75 observations are needed for detecting an $R^2$ value of at least 0.25 at a significance level of 1%, assuming a statistical power of 80% (Hair et al., 2016). Our number of cases ($n = 176$) far above this required minimum can help with minimizing PLS-SEM bias, i.e., underestimating structural model relationships and overestimating measurement model relationships.

4.1 Measurement model assessment

The PLS algorithm was run with a path weighting scheme in order to maximize $R^2$ values for the endogenous constructs. Initial weights were set at $+1.0$ with a maximum number of 300 iterations and a stop criterion of $10^{-5}$. The measurement model (outer model) that specifies the relationship between observable and latent variables is operationalized reflectively. As suggested by Hair et al. (2019), the reflective outer model is assessed by the evaluation of (A) indicator reliability, (B) internal consistency reliability, (C) convergent validity, and (D) discriminant validity.

As reported in Table 3, indicator reliability is established by outer loadings above 0.708, a threshold that stems from the requirement that each of the latent constructs should explain over 50% of each item’s variance, meaning that the square of outer loadings should be at least $0.708^2 = 0.5$ (Hair et al., 2016). Item reliability, understood as the consistency of a set of variables, shows to what extent the items measure the same phenomenon. Cronbach’s alpha is the widely used measure of item reliability assessing the internal consistency of the variables (Dunn et al., 2014). Values over 0.7 reported for the six constructs (0.75—0.93) are a good sign that the sets of indicators measure the uni-dimensional constructs well (Nunnally & Bernstein, 1994). As an alternative measure of consistency reliability, composite reliability (CR) values are reported in the range of 0.85 and 0.95. According to Hair et al. (2019), values of reliability measures above 0.95 are reported to be problematic in PLS-SEM models. Increased level of composite reliability and Cronbach’s alpha values may occur when a measure is highly homogenous, indicative of semantic redundancy. The CR value of construct 3 exceeds this less rigorous threshold of 0.95. The construct involves two indicators: predictive and prescriptive analytics that are theoretically strongly supported and distinguished from each other; they do not measure the same phenomenon.
As Diamantopoulos et al., (2012, p. 445) also noted, “inter-item correlations should not automatically be equated with semantically redundant items, because items measuring different aspects of a construct may also be highly related”.

Convergent validity on the construct level is established by the high values of average variance extracted (AVE), the sum of squared loadings divided by the number of items. The values reported in Table 3 show that 66.5–91.5% of each indicators’ variance is explained by the related latent variable. Discriminant validity is measured by the cross-loadings of the indicators reported in Table 4. As none of the cross-loadings exceeds the indicators’ outer loading, each construct proved to be distinct from all other constructs. As an alternative and more conservative measure of reflective constructs’ dissimilarity, calculation of the Fornell-Larcker criterion shows in Table 5 that the square root of AVE for each construct exceeds its highest correlation with any other constructs (Götz et al., 2010).
4.2 Structural model assessment

Before assessing the structural model, collinearity problems among the predictor latent variables were excluded. As each value of the variance inflation factor (VIF) (1.711 for the predictors of the use of advanced analytics and 1.476 for the predictors of decision support) is below the recently proposed and more rigorous threshold value of 3 (Hair et al., 2019), collinearity is not an issue in the model. Overall, the quality of the reflective measurement model is acceptable based on the results presented above.

The mediator model was assessed in two subsequent steps. First, the significance of direct effects was tested without the mediator variables (2) and (4) in the model. Second, the model was newly assessed after including the mediator variables. Although the significance of the direct effects is not needed to establish mediation, we propose a complementary mediation model meaning that we hypothesize both direct effects (effects to be mediated) and indirect effects pointing in the same direction (Zhao et al., 2010). In line with recent suggestions (Hair et al., 2021; Ramayah
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Table 4 Cross loadings of indicators

|        | (1) Technology orientation | (2) Digital orientation | (3) Use of advanced analytics | (4) Added value of controllers | (5) Decision support | (6) Data-driven decision |
|--------|-----------------------------|-------------------------|-------------------------------|-------------------------------|---------------------|-------------------------|
| it_1   | 0.8137                      | 0.6484                  | 0.4888                        | 0.4203                        | 0.4038              | -0.2239                |
| it_2   | 0.8821                      | 0.5545                  | 0.4452                        | 0.4376                        | 0.3554              | -0.2716                |
| it_3   | 0.7448                      | 0.2741                  | 0.3568                        | 0.3775                        | 0.2348              | -0.1814                |
| digi_1 | 0.4645                      | 0.7853                  | 0.4042                        | 0.3462                        | 0.4632              | -0.0701                |
| digi_2 | 0.6332                      | 0.8206                  | 0.5215                        | 0.4772                        | 0.4561              | -0.1793                |
| digi_3 | 0.5503                      | 0.8814                  | 0.4851                        | 0.4424                        | 0.5181              | -0.1573                |
| digi_4 | 0.5400                      | 0.8635                  | 0.4384                        | 0.4072                        | 0.4595              | -0.1876                |
| digi_5 | 0.5505                      | 0.8905                  | 0.4775                        | 0.4211                        | 0.5018              | -0.2324                |
| digi_6 | 0.5634                      | 0.8622                  | 0.4230                        | 0.4142                        | 0.4115              | -0.2793                |
| digi_7 | 0.5254                      | 0.8712                  | 0.3798                        | 0.3874                        | 0.4806              | -0.1857                |
| aa_1   | 0.5319                      | 0.5292                  | **0.9570**                    | 0.5278                        | 0.4989              | -0.1563                |
| aa_2   | 0.4989                      | 0.4805                  | **0.9565**                    | 0.5593                        | 0.5050              | -0.0856                |
| co_1   | 0.2208                      | 0.2289                  | 0.3233                        | **0.7507**                    | 0.4013              | 0.2186                 |
| co_2   | 0.3754                      | 0.3790                  | 0.4077                        | **0.8120**                    | 0.4746              | -0.0661                |
| co_3   | 0.3705                      | 0.3005                  | 0.3925                        | **0.7998**                    | 0.4435              | -0.1149                |
| co_4   | 0.4104                      | 0.3913                  | 0.4465                        | **0.8627**                    | 0.5715              | -0.0241                |
| co_5   | 0.4730                      | 0.4898                  | 0.5404                        | **0.8655**                    | 0.5592              | 0.0394                 |
| co_6   | 0.5881                      | 0.5558                  | 0.6420                        | **0.8898**                    | 0.5705              | -0.1153                |
| ds_1   | 0.3808                      | 0.5184                  | 0.4728                        | 0.5549                        | **0.9353**          | -0.0406                |
| ds_2   | 0.4138                      | 0.5167                  | 0.5121                        | 0.5972                        | **0.9444**          | 0.0061                 |
| ddd_1  | -0.2671                     | -0.2637                 | -0.0931                       | 0.0387                        | -0.0095             | **0.8575**            |
| ddd_2  | -0.2601                     | -0.1744                 | -0.1300                       | -0.0520                       | -0.0196             | **0.9684**            |

Numbers in bold highlight indicators’ outer loadings that are the highest number in each row.
Table 5  Fornell-Larcker Criterion

|                          | (1) Technology orientation | (2) Digital orientation | (3) Use of advanced analytics | (4) Added value of controllers | (5) Decision support | (6) Data-driven decision making |
|--------------------------|-----------------------------|-------------------------|-------------------------------|--------------------------------|---------------------|-------------------------------|
| (1) Technology orientation | 0.8155                      |                         |                               |                                | 0                   | 0                             |
| (2) Digital orientation | 0.6446                      | 0.8542                  |                               |                                | 0                   | 0                             |
| (3) Use of advanced analytics | 0.5388                  | 0.5278                  | 0.9567                        |                                | 0                   | 0                             |
| (4) Added value of controllers | 0.5066                  | 0.4881                  | 0.5681                        | 0.8314                          | 0                   | 0                             |
| (5) Decision support     | 0.4233                      | 0.5506                  | 0.5247                        | 0.6136                          | 0.9398              | 0                             |
| (6) Data-driven decision making | -0.2815                | -0.2184                | -0.1265                        | -0.024                           | -0.0175             | 0.9147                        |

Diagonal values are in bold, these should be the highest values in each column
Preacher and Hayes (2008) bootstrapping procedure was used for testing the model.

First, the significance of direct path coefficients was assessed by running bootstrapping procedure with 5000 bootstrap samples, 176 cases, and no sign changes. Considering that the critical t-value for two-tailed test is 2.57 ($\alpha = 0.01$), paths with empirical t-values exceeding this threshold are significant at a significance level of 1% (Hair et al., 2016). The direct path ($p_{13}$) from technology orientation to advanced analytics proved to be significant ($t$ value = 10.029), similar to the direct path ($p_{35}$) from the use of advanced analytics to decision support ($t$-value = 8.961). Accordingly, hypotheses H1a and H2a are supported. The path coefficient ($p_{56}$) between decision support and data-driven decision making with a t-value of 0.19 is not significant; hypothesis H3 is rejected. It means that technology orientation is an antecedent of the use of advanced analytics, which in turn helps managers perceive the information adequate for decision support, without any significant effect on the use of the information in a decision context.

In the second step, the bootstrapping procedure was repeatedly carried out for the mediator model to test the significance of both direct and indirect effects and evaluate the strength of the significant relationships. While $p_{56}$ remains insignificant ($t = 0.1956$), all other empirical t-values are larger than the critical value of 2.47 for a 1% probability of error (see Fig. 2). Consequently, with one exception, all relationships are significant at a level of 1%.

While Götz et al. (2010) argued that there are no commonly accepted thresholds for the evaluation of path coefficients’ ($\beta$) strength, Cohen’s (2013) suggestions are widely used: the values of 0.50, 0.30, or 0.15, represent strong, medium, and weak relationship. Accordingly, the $\beta$ values shown in Fig. 2 reflect the high relevance of how technology orientation enhances the digital orientation of the company (H1b). It also reflects that the use of advanced analytic techniques considerably improves the perceived added value of the controllers (H2b) and supports that the added value of controllers is highly positively associated with the extent to which available information is able to support decision making (H2c). Medium effects of similar size are depicted for how technology orientation and
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**Fig. 2** Structural path model coefficients and t-values
### Table 6: Assessment of indirect effects

|                          | Technology orientation $\rightarrow$ Use of advanced Analytics via Digital orientation | Advanced analytics $\rightarrow$ Decision support via Added value of controllers |
|--------------------------|------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| (1) Indirect effect      | 0.1991                                                                                     | 0.2647                                                                            |
| (2) Bootstrapping standard error | 0.0572                                                                                  | 0.0556                                                                           |
| (2) / (3) Empirical t value of the indirect effect | 3.4784                                                                                   | 4.7613                                                                           |
| (4) Direct effect        | 0.3397                                                                                     | 0.2600                                                                           |
| (1) + (4) Total effect   | 0.5388                                                                                     | 0.5247                                                                           |
| (1) / (6) VAF            | 0.3695                                                                                     | 0.5045                                                                           |
digital orientation are associated with the use of advanced analytics (H1a and H1c) and for the influence of advanced analytics on the ability of information to be utilized in a decision context (H2a).

The assessment of indirect effect sizes – calculated as the product of the direct path coefficients – needed to be tested again to discern whether these can be treated as significant (see Table 6). The empirical t-value of the indirect effect results from the indirect effect size divided by bootstrapping standard error (Hair et al., 2016). As both t-values (3.47 and 4.76) exceed the threshold of 2.47, both indirect effects via mediator are significant at a level of 1%. Therefore, hypotheses H1d and H2d describing the mediator effect are accepted: digital orientation mediates between technology orientation and the use of advanced analytics, and the added value of controllers mediates the relationship between the use of advanced analytics and decision support. Measured by the ratio of the indirect-to-total effect (also referred to as variance accounted for, VAF), that is, the fraction of direct effect and total effect (Nitzl et al., 2016), the strength of mediation is medium in both cases as VAF value is reported being between 20 and 80% (Hair et al., 2016). Mediator digital orientation explains 36.95% of the effect of technology orientation on advanced analytics, whereas mediator added value of the controller explains 50.45% of the effect of advanced analytics on decision support (see Table 6).

The model needed to be tested against the confounding effects of control variables. In a second model involving both company size and industry, the control variables were related to all endogenous variables (2–6). The significance and strength of the estimated path coefficients remained unchanged, proving that neither the effect of company size nor the industry distorts the results. While the industry is not significantly associated with any of the endogenous variables, the effect of company size on decision support is significant at a 10% significance level as the empirical t-value (t = 1.76) exceeds the critical value of 1.65. The close to zero but negative path coefficient (β = -0.094) indicates that executives tend to perceive the available information as less adequate for decision support with growing company size.

R2 reflects the model’s in-sample explanatory power by measuring the level of each endogenous construct’s explained variance. While in some research fields R2 values are considered substantial at a value of 0.75, moderate at a value of 0.5, and weak at a value of 0.25 (Henseler et al., 2009), R2 values of 0.1–0.2 have

| Endogenous constructs | R2   | Q2*  |
|-----------------------|------|------|
| (2) Digital orientation | 0.416 | 0.298 |
| (3) Use of advanced analytics | 0.346 | 0.310 |
| (4) Added value of controllers | 0.323 | 0.217 |
| (5) Decision support | 0.422 | 0.371 |
| (6) Data-driven decision making | 0.000 | 0.002 |

*Q2 values were assessed by blindfolding procedures with an omission distance of D = 7
also been reported as relevant in exploratory management accounting research (Hartmann & Maas, 2011). The $R^2$ value of zero for data-driven decision making shows that the model has no predictive power for that latent variable. $R^2$ values reported between 0.323 and 0.423 for other endogenous constructs are considered here as moderate.

The explanatory value of predictor constructs is often assessed by the effect size $f^2$, measured as the change in the value of the coefficient of determination after omitting an independent latent variable from the model. As Hair et al. (2019) recently reported, the size of exogenous constructs’ influence on the dependent latent variable moves together with the value of path coefficients, and therefore reports on effect size $f^2$ generally do not provide additional information. Instead, the focus is on the predictive accuracy assessed by $Q^2$ values that use blindfolding procedure based on cross-validated redundancy approach (Shmueli et al., 2016). Except for data-driven decision making, $Q^2$ values of all reflective endogenous constructs are considerable above zero. The values in the range between 0.25 and 0.5 depict a medium level of predictive relevance for these latent variables (see Table 7).

As summarized in Table 8, the significant paths of strong to medium strengths with a medium level of explanatory power on the model level support the original causal chain of how technology and digital orientation helps using advanced analytical techniques that, together with the added value of controllers alter information perception in a decision context. At the same time, the model leaves the link to data-driven decision making unexplained.

5 Discussion

Drawing on OIPT, this study proposed a set of causal relationships between technology orientation, advanced analytics, the ability of analytical information to be used for decision support, and reliance on this information in the decision making process. It was argued that digital orientation and the role of controllers are mediating factors in this logic. The findings of the structural model supported that the firm’s technology orientation plays a crucial role in the use of advanced analytics. That is in line with prior studies emphasizing that the application of information systems supports the information processing ability of firms (Mani et al., 2010) and managerial perception of IT positively influence organizations’ achievement in analytics (Chen & Nath, 2018). A mere focus on information technology might be scarce, as the effect of technology orientation on analytical practice is mainly explained by the firm’s digital orientation. The high effect size reveals that technology orientation is a prerequisite for digital orientation, but digital orientation is more than simply focusing on information technology: besides adequate knowledge and financial resources, it implicates attitudes and behaviours of senior management. Top executives’ beliefs on the benefits of digital technology have a domino effect on the attitude of other organizational members and strongly influence technology adoption (Jones et al., 2014; Quinton et al., 2018).

The significant impact of using advanced analytics on decision support reveals that the organizational achievements in developing analytical practice strengthen the
Table 8  Summary of results of hypothesis testing

| No. | Hypotheses                                                                 | Results of hypothesis testing                        |
|-----|-----------------------------------------------------------------------------|------------------------------------------------------|
| H1a | The technology orientation of the company is positively associated with the use of advanced analytics | Supported, medium-strength of relationship            |
| H1b | The technology orientation of the company is positively associated with its digital orientation | Supported, strong relationship                        |
| H1c | The digital orientation of the company is positively associated with the use of advanced analytics | Supported, medium-strength of relationship            |
| H1d | The digital orientation of the company mediates between the technology orientation of the company and its use of advanced analytics | Supported, medium-strength of mediation               |
| H2a | The use of advanced analytics is positively associated with the extent to which available information is able to support decision making | Supported, medium-strength of relationship            |
| H2b | The use of advanced analytics is positively associated with the added value of controllers | Supported, strong relationship                        |
| H2c | The added value of controllers is positively associated with the extent to which available information is able to support decision making | Supported, strong relationship                        |
| H2d | The added value of controllers mediates between the use of advanced analytics and the extent to which available information is able to support decision making | Supported, medium-strength of mediation               |
| H3  | The ability of information to be utilized in decision context is positively associated with data-driven decision making | Not supported, no relationship found                  |
perceived value of processed information, as Bergmann et al. (2020) also demonstrated the positive effect of the analytical practice on managerial satisfaction with the budgeting process. Nevertheless, the medium strength of this relationship suggests that improvements in managerial perception are lagging behind the developments in analytics. Cao et al. (2015) justified this on the grounds that developing firms’ information processing capability needs not only data analytics, but it requires the adequate design of processes, structure, policy, and strategy—factors not measured by our model. Moreover, exceeding basic descriptive analytics is often argued to require specialized knowledge of data analysts or scientists, at the same time the results might be less easily understandable and assessable for decision makers (Davenport & Harris, 2017). Interpretation of analytic results requires a good combination of analytic approach and business knowledge. We proposed that the controllers in their advocated role of business partner (Quinn, 2014) can help disseminate and interpret analytical information and support decision-makers to utilize it in a decision context. The model validated this complementary mediation hypothesis of the controllers’ added value, in line with the expectations toward the role of controllers in assisting data-driven decisions (Stransky et al., 2019). Especially if highly elaborated analytics approaches are used, the trustworthiness of organizational members disseminating the information is a major factor in influencing analytics utilization (Kowalczyk & Gerlach, 2015). The position of controllers empowers them to build this trust (Busco et al., 2006; Scapens, 2006), thus enabling them to facilitate the acceptance of new analytical practices and information, even if they do not fully comply with the requirements towards advanced analytics competencies (Oesterreich & Teuteberg, 2019).

The insignificant path with a close to 0 path coefficient between the decision support and data-driven decision making destroyed the last link in the research model. Even if decision makers consider the available information adequate for decision support, this positive perception does not strengthen the reliance on analytical results during the decision making. Thus, a company with strong digital and technology orientation and outstanding use of advanced analytics might not necessarily exploit the data they have. LaValle et al. (2011) argued that getting the right amount and quality of data is not the primary challenge of companies. The leading obstacle is rather that organizations do not know how to use analytics results to develop their business. Thus, the available information based on advanced analytics can be outstanding, yet the lack of understanding about the utilization can hinder the use of information in the decision making process. This justifies the missing link between the ability of information to be used in decision making and the reliance on this information during the decision making process. The missing relationship is problematic in two respects. Neglecting analytical information in decision making while mastering advanced analytics seems to be a waste of resources, and it can create a company-wide scepticism towards the value of advanced analytics (LaValle et al., 2011). This scepticism will not help overcome the organizational inertia that is needed to realize the benefits from business analytics (Seddon et al., 2017).

Kowalczyk and Gerlach (2015) found that the systematic processing behaviour, i.e. reliance on data analytics results, is determined by decision maker motivation. Likewise, it was reported by other studies that the adoption barriers are mostly
managerial (Kane et al., 2017; Schoemaker & Tetlock, 2017). As LaValle et al., (2011, p. 25) noted, “it’s extraordinary hard for people to change from making decisions based on personal experience to making them to data – especially when the data counters the prevailing common wisdom”. Quattrone (2016) emphasized that this change is not only hard but probably also undesirable. He drew attention to the danger that, thanks to convincingly substantiated numbers and effective visualization, the results of analysis might be blindly accepted as truth by managers, and data analysis completely displaces human (common sense) judgment. The root cause of problems is that data analysis allows to detect statistical patterns, but while focusing only on the revealed patterns, the “why” is pushed into the background (Lycett, 2013; Rikhardsson & Yigitbasioglu, 2018).

OIPT suggests that information processing mitigates problems arising from uncertainty and equivocality. As information processing mechanisms, calculative practices result in numbers based on a procedure. Calculations gradually reduce confusion by simplifying the world into a two-dimensional space, but they are just one possible representation of the real three-dimensional world (Mouritsen, 2018). Numbers are not the reality; they take the place of reality and “are too smooth to help management all the way” (Mouritsen, 2018, p. 139). Thus, creating clarity by numbers will not necessarily erase uncertainty or ambiguity. That also means we cannot accept far-reaching changes in managerial behaviour due to adopting a data-centric mechanism. If different calculations are different representations of the real world, they can be hardly interpreted as facts. The reported tension between data reliance and intuition is apparent from that viewpoint. Mixing data-based and intuitive decision making can lead to better results than applying only one or the other, especially as intuition can play an essential role in shaping analytical practice as well (Ransbotham et al., 2017).

6 Conclusions and limitations

The rise of data analytics raises not only interesting organizational and technological issues, but it draws attention to behavioural consequences such as the change in managerial decision making processes. Data-transformed companies not only analyzing data but using it intensively in decision making are reported to outperform other companies (LaValle et al., 2011). This performance effect suggests that being data-centric is a recipe for success. Our study demolishes the illusion that a data-centric practice necessarily has organizational consequences beyond analytical resources such as technology and analytical techniques. Analytics elaboration—defined as the extent to which a firm uses advanced analytical practices and approaches in order to advance a better understanding of business and support decision making (Kowalczyk & Gerlach, 2015) – seems to be hindered in the companies involved in the research. Previous studies argued that not only the giants can excel in the adoption of digital technology that supports data gathering and processing, but in many cases, they struggle to adapt to changes as they lack managerial expertise (Quinton et al., 2018). As an alternative explanation, we proposed that the expected increase in data-based decision making lags behind for another reason: reliance on
analytical information does not replace intuition, but the two are completing and shaping each other.

Although the impact of data analytics was anticipated on decision support and decision making, there is limited interest in the current literature on whether and how these developments affect the management accounting domain (Rikhardsson & Yigitbasioglu, 2018) and whether and how controllers can execute their task of decision support. This study revealed the importance of their role in interpreting analytical information in times when other organizational functions grow their own analytical competencies, and the narrowing role of controllers is threatening (Andreassen, 2020).

Implications for practice can be derived from these results. Developing analytical capabilities is costly, and managers have a legitimate expectation to see the benefits of these investments realized. If it fails, the IT productivity paradox will be on the agenda again, this time for data and analytics (Gupta & George, 2016). Of course, avoidance of wasting IT resources is of high priority. However, while paying attention only to immediate payoffs, we do not consider that technology, data, and human analytical skills are necessary but not sufficient conditions to transform processes such as decision making. Perhaps it is the manager responsible for return that hinders the realization of the expected benefits by not making a change on his own. Thus, key challenges for the near future are the acceptance of new analytical tools and trust in data; and as argued earlier, the position of controllers empowers them to build this trust (Busco et al., 2006; Scapens, 2006).

When evaluating the results, it should be taken into account that our research model did not distinguish decision types, although different decision contexts were reported to require different combinations of information processing mechanisms (Kowalczyk & Buxmann, 2014). Accordingly, our research was unable to explain the possible differences in the use of analytical information due to diverse decision contexts. There are additional limitations to this research. The data may suffer from biases induced by the cross-sectional survey procedure. One of the biggest risks to validity is self-selection bias that arose as many companies refused to participate in the survey. The effective sample closely resembles the target population on key characteristics of size and industry, but a follow-up survey for collecting further information from non-respondents has not been done. Therefore, we do not know the reasons for refusal, and we cannot characterize non-respondents along the variables examined in the survey (such as their use of advanced analytical techniques or data-driven nature of their decision making process). Albeit the reasons for non-response remain unknown, we can rightly assume that certain types of survey respondents are underrepresented. Executives who are less confident with or less interested in the topic might miss the survey.

We could not ensure clean pairs for the separate measurement of the exogenous and endogenous constructs in each case, which increases the chance of natural correlation. Although the integrator role of the controllers is an important mediating variable in the model, controllers were not explicitly surveyed; consequently, their view is not represented here. As the sample excluded micro and small companies and was limited to Hungary-based enterprises, the results might be only cautiously generalizable for companies of all sizes and may not be transferable to other regions.
Future research can overcome these limitations by involving companies of all sizes from further regions in the research and carefully exploring whether non-responding companies significantly differ from the sample in any of the key characteristics. The possibility of using validated multi-item scales for each factor could increase the validity of the research. Differentiation of decision situations and establishing whether our findings hold in every decision context would also contribute to existing knowledge.

**Appendix**

**Appendix I: Measurement scales**

| Questionnaire items | Constructs and variable names | Reference to literature |
|---------------------|-------------------------------|-------------------------|
| (1a) Approximately what proportion of the company’s total sales revenue has the IT budget averaged over the past 3 years? | (1) Technology orientation it_1 | Mahmood and Mann (1983) |
| To what extent do the following statements apply to your company? |  |
| (1– not at all, 2– slightly, 3– moderately, 4– very, 5– completely) |  |
| (1b) The head of IT is in direct contact with the top management. | it_2 | Romanczuk and Pembertron (1997) |
| (1c) The composition of the staff of the IT organization is outstanding in terms of capacity and competence | it_3 | Tippins and Sohi (2003) |
| (1d) The employees of the IT organization have adequate knowledge of the basic activities of the organization |  |
| (2) To what extent do the following statements apply to your company? | (2) Digital orientation | Kane et al. (2017) |
| (1– not at all, 2– slightly, 3– moderately, 4 – very, 5 – completely) |  |
| Questionnaire items | Constructs and variable names | Reference to literature |
|---------------------|-------------------------------|-------------------------|
| (2a)                | Corporate management understands the digital challenges and opportunities facing the company | digi_1                  |
| (2b)                | The leadership of our organization has clearly defined the digital business strategy of the organization | digi_2                  |
| (2c)                | Projects related to digital transformation are implemented in a specified manner (not accidentally). b |                          |
| (2d)                | We have allocated adequate financial resources to plan and implement the digital business transformation | digi_3                  |
| (2e)                | Our organization has the technological knowledge and skills to transform the digital business | digi_4                  |
| (2f)                | In our organization, we have the opportunity to come up with and embrace digitalization ideas from below. b |                          |
| (2g)                | We can quickly change our digital solutions to meet business challenges | digi_5                  |
| (2h)                | We are willing to take risks compared to our current practice by introducing innovative digital solutions | digi_6                  |
| (2i)                | We track industry-leading digital solutions | digi_7                  |
| (2j)                | We are consciously testing new digital technologies to investigate their applicability. b |                          |
| (2k)                | We are ahead of our competitors in digital technology innovation. b |                          |
| Questionnaire items | Constructs and variable names | Reference to literature |
|---------------------|--------------------------------|-------------------------|
| (3) To what extent are the following analytical tools used to support management? (1– not used, 2—rarely used, 3—monthly, 4—weekly, 5—daily) | (3) Use of Advanced Analytics | Davenport and Harris (2007) |
| (3a) Predictive calculations | aa_1 |
| (3b) Optimization calculations | aa_2 |
| (3c) Machine learning | |
| (4) Please describe the role(s) of controlling (or other related accounting, management accounting) activities in your company in supporting management decisions! (1— not typical at all, 2—slightly typical, 3—moderately typical, 4—very typical, 5—completely typical) | (4) Added value of controllers | Sathe (1982), Zoni and Merchant (2007) |
| (4a) … Analyze the data and provide interpretative explanations | co_1 |
| (4b) … Make suggestions for improving business performance | co_2 |
| (4c) … Participate in decision making as advisory partners of the managers | co_3 |
| (4d) … Provide data and analysis for strategy development and implementation | co_4 |
| (4e) … Measure the achievement of goals and indicates deviations | co_5 |
| (4f) … Make suggestions for reviewing the strategy | co_6 |
| (5) To what extent does your company’s information system (information available at the company, from internal or external sources, statements, reports, etc.) support the following activities? (1—not at all, 2—just usable, 3—appropriate, 4—helps the activity, 5—very effective) | (5) Decision support | LaValle et al. (2011) |
Questionnaire items | Constructs and variable names | Reference to literature
---|---|---
(5a) Business development decisions | ds_1 | 
(5b) Day-to-day business decisions | ds_2 | 
(6) When making the most important operational and strategy decisions, how characteristic is it for your company that these decisions …
(1- never, 2—rarely, 3—sometimes, 4—often, 5—almost always)
(6a) … result from extensive quantitative analysis of data | ddd_1 | Covin et al. (2001)
(6b) … rely principally on experienced-based intuition (rather than quantitative analysis) | ddd_2 |
(6c) … are much more affected by industry experience and lessons learned than by the results of formal research and systematic evaluation of alternatives. | 

Some items were left out from the final model for the following reasons:
a In order to strengthen indicator reliability item (1b) with an outer loading (0.664) below the suggested threshold of 0.708 was removed from the final model
b Four items out of the 11 were not retained in the final model as they proved to be semantically redundant. Keeping all variables in the model would only very slightly change the reported path coefficients for \( p_{12} (0.651) \), \( p_{23} (0.329) \), and \( p_{13}(0.325) \), and does not affect other path coefficients at all
c A large number of missing values suggested that not only machine learning is not used but it is not known. Instead of imputation, item (3c) was removed. Thus, the use of advanced analytics was limited to predictive and optimization calculations
d Item (6c) is semantically redundant, it measures the same phenomenon as item (6b)

**Appendix II: Descriptive statistics of questionnaire items**

| Item | Theoretical range | Min | Max | Mean | Std. Deviation | N | Missing Count | Missing Percent | Variable name in the model |
|---|---|---|---|---|---|---|---|---|---|
| (1a) | 1-6 | 1 | 6 | 2.99 | 1.595 | 168 | 8 | 4.5 | it_1 |
| (1b) | 1-5 | 1 | 5 | 4.10 | 1.072 | 171 | 5 | 2.8 |
| (1c) | 1-5 | 1 | 5 | 3.68 | 1.213 | 170 | 6 | 3.4 | it_2 |
| (1d) | 1-5 | 1 | 5 | 4.05 | 1.048 | 170 | 6 | 3.4 | it_3 |
| Item | Theoretical range | Min | Max | Mean | Std. Deviation | N  | Missing Count | Missing Percent | Variable name in the model |
|------|-------------------|-----|-----|------|----------------|----|---------------|------------------|---------------------------|
| (2a) | 1-5               | 1   | 5   | 4.09 | 1.010          | 174| 2             | 1.1              | digi_1                   |
| (2b) | 1-5               | 1   | 5   | 3.66 | 1.105          | 170| 6             | 3.4              | digi_2                   |
| (2c) | 1-5               | 1   | 5   | 3.52 | 1.119          | 171| 5             | 2.8              |                           |
| (2d) | 1-5               | 1   | 5   | 3.70 | 1.175          | 174| 2             | 1.1              | digi_3                   |
| (2e) | 1-5               | 1   | 5   | 3.64 | 1.107          | 172| 4             | 2.3              | digi_4                   |
| (2f) | 1-5               | 1   | 5   | 3.53 | 1.260          | 173| 3             | 1.7              |                           |
| (2g) | 1-5               | 1   | 5   | 3.49 | 1.200          | 171| 5             | 2.8              | digi_5                   |
| (2h) | 1-5               | 1   | 5   | 3.62 | 1.257          | 175| 1             | 0.6              | digi_6                   |
| (2i) | 1-5               | 1   | 5   | 3.66 | 1.198          | 173| 3             | 1.7              | digi_7                   |
| (2j) | 1-5               | 1   | 5   | 3.49 | 1.276          | 171| 5             | 2.8              |                           |
| (2k) | 1-5               | 1   | 5   | 3.39 | 1.311          | 170| 6             | 3.4              |                           |
| (3a) | 1-5               | 1   | 5   | 3.34 | 1.159          | 176| 0             | 0.0              | aa_1                     |
| (3b) | 1-5               | 1   | 5   | 3.41 | 1.202          | 176| 0             | 0.0              | aa_2                     |
| (3c) | 1-5               | 1   | 5   | 2.17 | 1.014          | 69 | 107           | 60.8             |                           |
| (4a) | 1-5               | 1   | 5   | 3.78 | 0.988          | 175| 1             | 0.6              | co_1                     |
| (4b) | 1-5               | 1   | 5   | 3.60 | 1.047          | 174| 2             | 1.1              | co_2                     |
| (4c) | 1-5               | 1   | 5   | 3.62 | 1.086          | 175| 1             | 0.6              | co_3                     |
| (4d) | 1-5               | 1   | 5   | 3.75 | 1.073          | 175| 1             | 0.6              | co_4                     |
| (4e) | 1-5               | 1   | 5   | 3.74 | 1.128          | 175| 1             | 0.6              | co_5                     |
| (4f) | 1-5               | 1   | 5   | 3.59 | 1.194          | 175| 1             | 0.6              | co_6                     |
| (5a) | 1-5               | 1   | 5   | 3.65 | 0.962          | 176| 0             | 0.0              | ds_1                     |
| (5b) | 1-5               | 1   | 5   | 3.90 | 0.853          | 176| 0             | 0.0              | ds_2                     |
| (6a) | 1-5               | 1   | 5   | 3.86 | 0.854          | 172| 4             | 2.3              | ddd_1                    |
| (6b) | 1-5               | 1   | 5   | 3.19 | 1.065          | 172| 4             | 2.3              | ddd_2                    |
| (6c) | 1-5               | 1   | 5   | 3.46 | 1.099          | 172| 4             | 2.3              |                           |
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