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Abstract— We compare variational image registration in consecutive and re-stained sections from histopathology. We present a fully-automatic algorithm for non-parametric (nonlinear) image registration and apply it to a previously existing dataset from the ANHIR challenge (230 slide pairs, consecutive sections) and a new dataset (hybrid re-stained and consecutive, 81 slide pairs, ca. 3000 landmarks) which is made publicly available. Registration hyperparameters are obtained in the ANHIR dataset and applied to the new dataset without modification. In the new dataset, landmark errors after registration range from 13.2 µm for consecutive sections to 1 µm for re-stained sections. We observe that non-parametric registration leads to lower landmark errors in both cases, even though the effect is smaller in re-stained sections. The nucleus-level alignment after non-parametric registration of re-stained sections provides a valuable tool to generate automatic ground-truth for machine learning applications in histopathology.
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I. INTRODUCTION

In histopathology, much insight into disease subtyping, biomarker discovery, and tissue organization is gained by analyzing differently stained histological sections. For this procedure, a fixed tissue is transferred in a paraffin block and cut into 2-5 µm thin slices. Then, slices are subsequently stained by e.g. immunohistochemistry, and—in a digital workflow—scanned to obtain a digital whole slide image (WSI) [18]. The resulting image can be used for digital analysis, e.g. in biomarker discovery by combining two or more different stains [12]. Other applications include the creation of training sets for deep learning methods in histopathology, as described in [6] [24].

Enabled by digital slide scanners, a re-staining approach which was initially used in fluorescence microscopy and known as tissue-based cyclic immunofluorescence (t-CyCIF) [9] [15] is gaining popularity in brightfield imaging [20] [6] [2]. Instead of staining consecutive sections and scanning them later, a section is stained and scanned first. In a second step, the stain is washed or bleached and another stain is applied. After re-scanning, both images contain the same tissue with different staining, so that it is possible to compare the same cell with respect to different antibodies or markers. However, we still observe nonlinear deformations in the tissue, which are most likely due to the chemical reactions during the re-staining process.

To recombine the information from each staining, accurate multi-stain image registration is needed. As we show in this work, image registration is required in both, consecutive as well as re-stained, image pairs. In the case of registration of re-stained sections, accuracy is achieved at the nucleus level. In the case of consecutive sections, this level of accuracy cannot usually be reached due to the lack of corresponding objects at the appropriate resolution caused by the slice thickness or distance. Here, a very good registration of structures with a size above the nucleus level can be achieved on the basis of images with relatively low resolution and the use of a nonlinear deformation model.

Below, we first describe the registration method and its application to consecutive slide images in the “automatic nonlinear histological image registration challenge” (ANHIR, anhir.grand-challenge.org), where we determine optimal hyperparameters. We then evaluate the same parameterization on a new publicly available dataset [14] that contains both consecutive and re-stained slides.

II. FULLY-AUTOMATIC IMAGE REGISTRATION

In the following, we present a 3-step registration pipeline that was ranked first in the ANHIR challenge where image registration methods have been evaluated on consecutive images. A quantitative comparison of state-of-the-art image registration methods applied to histopathology images can be found in the challenge results in [5].

The registration pipeline consists of 1) a robust pre-alignment, 2) a parametric registration computed on coarse resolution images, and 3) an accurate nonlinear registration. We base our method on the variational image registration framework first described by Fischer and Modersitzki [8] [17] which has been applied to many clinical fields from histology [22] to radiology [21] [13].

Given a so-called reference image $R : \mathbb{R}^2 \rightarrow \mathbb{R}$ and a so-called template image $T : \mathbb{R}^2 \rightarrow \mathbb{R}$, the goal of image
registration is to find a reasonable spatial transformation \( y : \mathbb{R}^2 \to \mathbb{R}^2 \) such that \( R(x) \approx T(y(x)) \), i.e., \( R \) and the deformed template \( T \circ y \) are similar in an adequate sense.

Following [17], we formulate image registration as the optimization problem \( J(R, T, y) \to \min \) of an appropriate objective function \( J \) with respect to the desired spatial transformation. Key component of the objective function is a so-called distance or image similarity measure that quantifies the quality of the alignment. We use the Normalized Gradient Fields (NGF) distance measure [10] as it has been shown to be robust to different stains and is suitable for multimodal image registration of histological images [6]. For the discretization, 2D images with extents \( n_1\)-by-\( n_2 \) are assumed, correspondingly consisting of \( N = n_1 \cdot n_2 \) pixels with uniform size \( h \) in each dimension and pixel centers \( x_1, \ldots, x_N \). The NGF distance measure is given by

\[
\text{NGF}(R, T, y) := \frac{h^2}{2} \sum_{i=1}^{N} 1 - \frac{\langle \nabla T(y(x_i)), \nabla R(x_i) \rangle \varepsilon}{\| \nabla T(y(x_i)) \varepsilon \|_2 \| \nabla R(x_i) \varepsilon \|_2}^2
\]

with \( \langle x, y \rangle \varepsilon = x \top y + \varepsilon^2, \| x \varepsilon \|_2 = \sqrt{\langle x, x \rangle \varepsilon} \), and the edge parameter \( \varepsilon \), which controls the sensitivity to edges in contrast to noise. The NGF distance measure becomes minimal if intensity gradients and edges, respectively, are aligned and which therefore leads to the alignment of morphological structures.

The NGF distance measure is used in all three steps of the registration pipeline: Pre-alignment, parametric registration, and non-parametric (non-linear) registration. In addition, we use a multilevel optimization scheme that starts with the registration of images at low resolution levels and then refines the transformation to higher image resolutions to reduce the risk of converging too early to local minima and to speed up the optimization process [11]. The per-level optimization is performed using a Gauss-Newton type (parametric registration) and L-BFGS quasi-Newton (non-parametric registration) method, see e.g., [17] or [23, 19] for a more detailed discussion and additional strategies.

All of the three following registration steps rely on the edge parameter \( \varepsilon \), the number of levels \( N\text{level} \) of the image pyramid, and the image resolution of finest level. The parameters are set independently for each step and such that the registration error is minimal and the deformation grid is regular in the sense that it is not folded in the image domain. These parameters are shown in Table I.

### A. Step 1: Automatic Rotation Alignment (ARA)

Before histological images are recorded, the tissue is cut, preprocessed and stained in a pathology lab. After this manual process, neighboring tissue slices can end up in arbitrary positions on the object slide (such as upside down or turned in various ways). In general, no assumptions can be made on the initial tissue positioning and—in a first step—we aim to find a rigid alignment, correcting for global translation and global rotation.

Before registration, all images are converted into a multi-level image data format based on sqlite to reduce the time to load the image data. In addition, all images are converted from color to gray scale and inverted to obtain a black background while loading from disk.

Automatic Rotation Alignment (ARA) first determines the center of mass of both images, using the gray values of the pixels as the weights. Let \( (t_1, t_2) \) be the vector pointing from the center of mass of the reference image to the center of mass of the template image, and let \( \phi_k = 2\pi(k-1)/(N\text{rot} - 1), k = 1, \ldots, N\text{rot} \) be equidistant rotation angles sampling the interval \([0, 2\pi)\). We then perform \( N\text{rot} \) rigid registrations starting with the initial guesses \((\phi_k, t_1, t_2)\), \( k = 1, \ldots, N\text{rot} \). Among all \( N\text{rot} \) rigid registration results, we then select the minimizer with the smallest function value and image distance. Let \((\phi^*, t_1^*, t_2^*)\) be this minimizer. Then the resulting transformation of the automatic rotation alignment step 1 is defined as

\[
y^{\text{ARA}}(x) := \left( \begin{array}{c} \cos(\phi^*) - \sin(\phi^*) \\ \sin(\phi^*) \cos(\phi^*) \end{array} \right) x + \left( \begin{array}{c} t_1^* \\ t_2^* \end{array} \right).
\]

### B. Step 2: Parametric Registration

The second step of the registration pipeline is a parametric registration with a full affine deformation model. In 2D, an affine deformation \( y \) has 6 degrees of freedom and we set

\[
y(x) = \begin{pmatrix} a_1 & a_2 \\ a_4 & a_5 \end{pmatrix} x + \begin{pmatrix} a_3 \\ a_6 \end{pmatrix}
\]

with parameters \( a_1, \ldots, a_6 \in \mathbb{R} \). We use the rigid transformation \( y^{\text{ARA}} \) from previous pre-alignment step 1 as initial guess. That is, we setup the initial affine parameters \( a_1, \ldots, a_6 \) such that

\[
\begin{pmatrix} a_1 \\ a_4 \\ a_5 \end{pmatrix} = \begin{pmatrix} \cos(\phi^*) - \sin(\phi^*) \\ \sin(\phi^*) \cos(\phi^*) \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} a_3 \\ a_6 \end{pmatrix} = \begin{pmatrix} t_1^* \\ t_2^* \end{pmatrix}
\]

We then minimize the objective function

\[
J(R, T, y) = \text{NGF}(R, T, y) \to \min
\]

with respect to the parameters \( a_1, \ldots, a_6 \). The resulting transformation is then used as initial guess for a subsequent non-parametric registration.

### C. Step 3: Non-parametric Registration

The final step is a non-parametric image registration. Here, the transformation \( y \) is given by

\[
y(x) = x + u(x)
\]

with so-called displacement \( u : \mathbb{R}^2 \to \mathbb{R}^2, u = (u_1, u_2) \).

1https://www.sqlite.org

2Without image conversion, the image loading time is increased by about five seconds per registration.
displacement \(^7\) and which has been shown to work very well in combination with the NGF distance measure \(^2\). As with the NGF distance, we evaluate the displacements in the pixel centers \(x_1, \ldots, x_N\) with uniform grid spacing \(h\) and use finite differences to approximate the derivatives. Thus, the discretized curvature regularizer is defined as

\[
\text{CURV}(y) = \frac{h^2}{2} \sum_{i=1}^{N} [\Delta^h u_1(x_i)]^2 + [\Delta^h u_2(x_i)]^2
\]

where \(\Delta^h\) is the common 5-point finite difference approximation of the 2D Laplacian \(\Delta = \partial_{xx} + \partial_{yy}\) with Neumann boundary conditions. In summary, for non-parametric registration, we minimize the objective function

\[
J(R, T, y) := \text{NGF}(R, T, y) + \alpha \text{CURV}(y) \rightarrow \min,
\]

with respect to the deformation \(y\). The parameter \(\alpha > 0\), is a regularization parameter that controls the smoothness of the computed deformation. The regularization parameter \(\alpha\) is chosen manually to achieve a smooth deformation and avoid topological changes (lattice folds), while being flexible enough to correct for local changes that improve image similarity. The search space for the displacements \(u\) is approximated with 1st order B-splines defined on a uniform control point grid with \(mn\) points. The resolution of the control point grid is independent of the image resolution and is typically chosen to be much coarser than the image resolution (see also Table I). Finally, we minimize the objective function with respect to the \(2m\) B-spline coefficients. For this purpose, we use an L-BFGS quasi-Newton optimization, again with multilevel continuation.

III. APPLICATION TO TWO DATASETS FROM HISTOPATHOLOGY

The algorithm is evaluated on two datasets: The training part of the ANHIR\(^\footnote{https://anhir.grand-challenge.org}\) challenge data \(^4\) and a previously unpublished dataset, HyReCo \(^14\), that combines re-stained and consecutive sections from histopathology.

A. Evaluation

Following the evaluation in the ANHIR challenge \(^4\), we measure the registration performance as the median (MMrTRE) of the median relative target registration error (MrTRE) over all image pairs \(k = 1, \ldots, N_{\text{pairs}}\). Since the pixel dimensions are not uniformly available in the ANHIR data, errors are measured relative to the diagonal image size \(\sqrt{n_1^2 + n_2^2}\) with \(n_1, n_2\) is the image extent in pixels. The MrTRE over all landmarks of image pair \(k\) is computed as

\[
\text{MrTRE}_k := \text{median}\left(\left\{\frac{\|x^T_\ell - x^W_\ell\|_2}{\sqrt{n_1^2 + n_2^2}}, \ell = 1, \ldots, N_{\text{landmarks}}\right\}\right)
\]

where \(x^T_\ell\) is the \(\ell\)-th template landmark, \(x^W_\ell\) is the corresponding warped reference landmark, and \(N_{\text{landmarks}}\) is the total number of available landmarks in the \(k\)-th image pair. Note that here and in the following, to simplify notation, we refrain from indexing image pair-related symbols, such as landmarks \(x^T_\ell, x^W_\ell\) or image dimensions \(n_1, n_2\), according to the image pair number \(k\), since the meaning is clear from the context. However, finally we collect all MrTREs from all image pairs and summarize the results by computing the overall median of all MrTREs with the

\[
\text{MMrTRE} := \text{median}(\{\text{MrTRE}_k, k = 1, \ldots, N_{\text{pairs}}\}).
\]

For the HyReCo data, image pixel sizes are available and additional absolute registration errors can be computed. We compute the median target registration error for dataset \(k\) as

\[
\text{MTRE}_k := \text{median}\left(\left\{\|x^T_\ell - x^W_\ell\|_2, \ell = 1, \ldots, N_{\text{landmarks}}\right\}\right)
\]

and summarize the MTREs of all datasets by the taking the median

\[
\text{MMTRE} := \text{median}(\{\text{MTRE}_k, k = 1, \ldots, N_{\text{pairs}}\}).
\]

All images in this dataset have a size of approximately 100000 × 220000 pixels, so the normalized error MrTRE can be obtained by dividing by the diagonal of the slide image. Based on the pixel size \(h = 2.43 \cdot 10^{-4}\) mm px\(^{-1}\) and a diagonal \(\sqrt{n_1^2 + n_2^2} = 2.45 \cdot 10^5\) px, the relative error is computed as

\[
\text{MrTRE} = \text{MTRE} \cdot (\frac{h}{\sqrt{n_1^2 + n_2^2}}) = \text{MTRE} \cdot 1.68 \cdot 10^{-2} \text{mm}^{-1}.
\]

B. Results on ANHIR Challenge Data

The public part of the challenge dataset consists of 230 image pairs with 18 different stains.

We apply the 3-step registration pipeline to the complete training dataset. The reduction of the registration error in the training data after each step in the pipeline is shown in the box plots in Figure I. While the median error is reduced after each step, those cases that fail in the pre-alignment cannot be recovered at a later stage. Figure 3 shows one of the image pairs after pre-alignment, parametric registration, and non-parametric registration.

The resulting deformations do not contain any grid foldings. The average maximum area change in one grid cell was \(1.35\%\).

The algorithm is robust in \(99.6\%\) of the training cases \((N_{\text{pairs}} = 230)\). Robustness in the ANHIR challenge is defined as the percentage of the cases where the landmark error is reduced compared to the initial positioning prior to registration.

After registration, a landmark error for the public training data \((N_{\text{pairs}} = 230)\) of MrTRE = 0.19% is reached (see \(^5\) for full challenge results).

The whole registration process including image loading, pre-alignment, parametric and non-parametric registration takes on average 4.0 seconds on an Intel(R) Core(TM) i7-7700K CPU (4.20GHz, four cores) with 32 GB of RAM.

Multiple parameterizations were tested on the training data and the parameter set with the lowest median median rTRE (MMrTRE) was selected (Table I). Except of the finest image resolution, the resulting parameterization of the algorithm has
been applied without modifications to the previously unseen HyReCo dataset. The image pyramid was adapted such that the coarsest image resolution matches in both datasets.

C. Results on Hybrid Re-stained and Consecutive Data (HyReCo)

The second dataset was acquired at the Radboud University Medical Center, Nijmegen, the Netherlands. It consists of nine datasets of consecutive sections, each containing four slides stained with H&E, CD8, CD45RO, Ki67, respectively (Figure 3). In addition, PHH3-stained slides have been produced by removing the cover slip from the H&E-stained slide, bleaching the H&E stain, re-staining the same section with PHH3 and scanning it again, similar to the T-CyCIF technique [9, 15] that is well established in fluorescence imaging. For each of these sections, 11–19 landmarks (138 per stain, 690 in total) have been placed manually on corresponding structures and verified by two experienced researchers.

Finding the same points across of several consecutive slides is quite difficult, because care must be taken to locate a similar point in all slides simultaneously. In contrast to these consecutive sections, an image pair of re-stained sections contains the same cells and nuclei such that a one-to-one correspondence can be found for most structures. To overcome the limitations in annotation accuracy imposed by the simultaneous annotation of consecutive and re-stained slides, further re-stained slides were annotated. For this, an additional number of 2303 annotations were produced for 54 additional image pairs of H&E-PHH3 (ca. 43 annotations per pair). These have again been verified by two experienced researchers.

We use this combined consecutive and re-stained dataset for a comparison of the registration accuracy of both techniques. We further compare parametric and non-parametric registration methods to evaluate the need for non-parametric registration in both cases.

The dataset including the landmarks has been made available at https://doi.org/10.5281/zenodo.4056521 under the Creative Commons Attribution-ShareAlike 4.0 International license [14].

---

**TABLE I**

| Parameters Used in the Registration Pipeline When Applied to ANHIR Challenge Data. * indicates parameters that differ in the HyReCo dataset. |
| --- |
| **Step 1: Pre-Alignment** |
| Number of levels \(N_{\text{level}}\) & 4 |
| Number of rotation angles \(N_{\text{rot}}\) & 32 |
| finest image resolution and size & 249.1 µm/px, 100x215 px* |
| NGF \(\epsilon\) & 0.1 |
| **Step 2: Parametric Registration** |
| finest image resolution ans size & 62.3 µm/px, 390x860 px* |
| Number of levels \(N_{\text{level}}\) & 5* |
| NGF \(\epsilon\) & 0.1 |
| **Step 3: Non-Parametric Registration** |
| finest image resolution ans size & 7.78 µm/px, 3120x6880 px* |
| number of levels \(N_{\text{level}}\) & 7* |
| NGF \(\epsilon\) & 1.0 |
| regularizer parameter \(\alpha\) & 0.1 |
| control point grid size \(m\) & 257x257 |

---

4The requirement for ethical approval was waived by the IRB of Radboudmc, Nijmegen, the Netherlands, under file number 2020-6972.

5https://creativecommons.org/licenses/by-sa/4.0/
1) Registration Accuracy: The resulting landmark errors after applying the 3-step registration to the HyReCo data are shown in Figure 4. Comparing different image resolutions, the MTRE shows no clear reduction beyond 7.78 µm/px. The MMTRE in re-stained images reaches 2.4 µm and is approximately five times lower than between consecutive sections (Table 2).

TABLE II

| pair of stains | min MMTRE | im. resolution |
|----------------|-----------|----------------|
| HE–PHH3 (re-stained) | 2.4 µm | 1.94 µm/px |
| HE–CD8 (consecutive) | 10.8 µm | 0.97 µm/px |
| HE–Ki67 (consecutive) | 12.6 µm | 0.97 µm/px |
| HE–CD45RO (consecutive) | 16.3 µm | 3.89 µm/px |
| mean consecutive | 13.2 µm |

From the landmark errors of each staining we are also able to derive the likely section order (HE, CD8, Ki67, CD45RO). As the distance between two sections grows, the landmark error increases as well.

2) Accuracy of Non-Parametric Compared to Parametric Registration: Comparing non-parametric and parametric registration, consecutive sections show a clear advantage in non-parametric registration (Figure 5). If computed purely between re-stained sections, the non-parametric component of the deformation also lowers the landmark error (Figure 6), but to a lower degree than between consecutive sections. A good alignment of the two sections can be observed in most regions in a visual comparison (Figure 7).

3) Computation Times of Non-Parametric Compared to Parametric Registration: The computation times depend largely on the size of the input images. For parametric registration, the average computation time ranges from 1 second (image size 780 x 1720, 31.1 µm/pixel) to 8 minutes (image size 25000 x 55000, 0.97 µm/pixel) on an Intel(R) Core(TM) i7-7700K CPU (4.20GHz, four cores) with 32 GB of RAM.

For non-parametric registration, the average computation time ranges from 4 seconds (image size 780 x 1720, 31.1 µm/pixel) to 20 minutes (image size 25000 x 55000, 0.97 µm/pixel) on an Intel(R) Core(TM) i7-7700K CPU (4.20GHz, four cores) with 32 GB of RAM.

IV. DISCUSSION

The average MTRE between consecutive sections is larger in the ANHIR dataset than in the HyReCo data. These can be explained by a higher level of structural differences in the
For consecutive sections as they occur for example in 3D reconstruction, non-parametric registration also leads to the more accurate results. Here, the structural differences between the two sections are larger which increases the difference between parametric and non-parametric registration results.

In all cases, increasing the image resolution leads to higher registration accuracy. In re-stained sections, the required image resolution to reach the optimal landmark error is higher than in consecutive sections. Here registration accuracy might still be limited by the computer’s memory which limits the image size that can be used for registration. In these cases, patch-based approaches [16] might be able to increase the registration accuracy beyond the results in this study.
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