ABSTRACT Efficient, robust, and accurate early flood warning is a pivotal decision support tool that can help save lives and protect the infrastructure in natural disasters. This research builds a hybrid deep learning (ConvLSTM) algorithm integrating the predictive merits of Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) Network to design and evaluate a flood forecasting model to forecast the future occurrence of flood events. Derived from precipitation dataset, the work adopts a Flood Index ($I_F$), in form of a mathematical representation, to capture the gradual depletion of water resources over time, employed in a flood monitoring system to determine the duration, severity, and intensity of any flood situation. The newly designed predictive model utilizes statistically significant lagged $I_F$, improved by antecedent and real-time rainfall data to forecast the next daily $I_F$ value. The performance of the proposed ConvLSTM model is validated against 9 different rainfall datasets in flood prone regions in Fiji which faces flood-driven devastations almost annually. The results illustrate the superiority of ConvLSTM-based flood model over the benchmark methods, all of which were tested at the 1-day, 3-day, 7-day, and the 14-day forecast horizon. For instance, the Root Mean Squared Error (RMSE) for the study sites were 0.101, 0.150, 0.211 and 0.279 for the four forecasted periods, respectively, using ConvLSTM model. For the next best model, the RMSE values were 0.105, 0.154, 0.213 and 0.282 in that same order for the four forecast horizons. In terms of the difference in model performance for individual stations, the Legate-McCabe Efficiency Index (LME) were 0.939, 0.898, 0.832 and 0.726 for the four forecast horizons, respectively. The results demonstrated practical utility of ConvLSTM in accurately forecasting $I_F$ and its potential use in disaster management and risk mitigation in the current phase of extreme weather events.
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I. INTRODUCTION

Early detection of natural disasters such as floods can greatly assist humans in reducing the extent of the damage caused by such events. In the Fiji Islands, where this study is focused, recent flood events resulted in major damages amounting to millions of dollars [1]. The loss of at least 225 lives during the 1931 flood event in Fiji was primarily due to the unavailability of efficient flood warning systems [2]. Although there have been improvements in early warning systems since then, many other emerging technologies, which are somewhat constrained in developing nations, have strong potential to deliver robust and cost-effective solutions for disaster risk and flood event management.

One simple, yet a robust mathematical tool used to determine the flood state at a particular time for a given area is the Flood Index ($I_F$) [3]. This approach represents the standardized form of ‘Effective Precipitation’ ($P_E$) based on the rationale that a flood event on any particular day is dependent on the current and the previous day’s precipitation with the effect of previous day’s precipitation on current day’s flood state gradually reducing due to the effect of hydrological factors [4]. $I_F$ has been applied at various locations globally and is generally accepted as an accurate data-driven mechanism to monitor flood state and, to determine the duration, severity, and intensity of flood situations [5]–[8]. However, as a flood monitoring index, $I_F$ cannot be currently used to determine
the flood state ahead of time unless a predictive model for this index is built and tested. If a model is successful in predicting the flood event, the exploration of its predictive skill for multiple forecast horizons is paramount so that early warning of the flood state can be dissipated, setting up flood risk mitigation and adaptation measures. This is the subject of the present research paper.

To make practical use of $I_F$ in forecasting future flood situations, an Artificial Intelligence (AI) based predictive model can be developed to accurately forecast the future values of $I_F$ based on antecedent (lagged) values over a given period. Notably, AI models have shown good potential in forecasting floods based on metrics other than $I_F$, with continuous improvement in AI-based methods over the past decade. A study on classifying flood severity based on weather radar and rainfall data showed that Artificial Neural Network (ANN) which is an AI-based machine learning algorithm, had good potential to deliver major improvement in the speed compared with conventional hydraulic simulators [9]. A more recent AI approach that uses representation learning with several levels of feature representation is deep learning [10]. One popular deep learning approach used for time-series forecasts is Long Short-Term Memory Network (LSTM) [11]. LSTM is a type of Recurrent Neural Network (RNN) that can address the vanishing gradient problems in RNNs [12]. This approach has been applied in applications e.g., short-term fog forecasting and language processing [13], [14]. When LSTM was compared with ANN, the former performed better and was relatively stable to simulate rainfall-runoff process [15]. Therefore, when compared with conventional machine learning algorithms such as ANN, deep learning LSTM seems to be a better option to forecast flood events especially using time-series flood monitoring data, such as the current research using $I_F$.

In AI-based methods, multiple deep learning models are normally integrated to deliver a better performance accuracy. One common model known to provide effective performance when combined with LSTM is Convolutional Neural Network (CNN) [16]. In Liu, et al. [17], a ConvLSTM module was used to predict short-term traffic flow, combining convolution and LSTM models, outperforming the benchmark models. ConvLSTM was applied for precipitation nowcasting to show excellent performance [18]. These studies generally illustrate the good performance of ConvLSTM compared with others in similar machine learning problems. It is thus expected that ConvLSTM may deliver a better performance in forecasting future flood events using daily $I_F$ and rainfall data but no previous study has built this approach into real-time, multiple-step flood prediction problems.

As an AI-based deep learning model has not been used to forecast floods using $I_F$, this novel technique adopted to forecast the occurrence of future events is expected to provide an alternative to traditional mathematical means such as using the Standardized Precipitation Index (SPI) for early flood warnings [19]. The cost-effectiveness and accuracy of deep learning approaches explored in this paper, is also expected to provide a suitable tool for efficient flood forecasting in developing and developed nations.

By making significant contribution to disaster risk mitigation, the purpose of this article is to design an AI-based predictive model trained as a practical and highly accurate tool in forecasting the onset of flood state using daily $I_F$ and precipitation data. The research objectives, which advance the application of data-driven methods, make significant contributions to flood forecasting and mitigation, as follows:

1. Build flood monitoring and validation system by deriving daily $I_F$ from rainfall data obtained from Fiji Meteorological Service at nine flood-prone sites in Fiji over a 30-year period.

2. Develop multi-step predictive model using ConvLSTM, as an objective model, with alternative methods of LSTM, CNN-LSTM and SVR that can also determine the flood state at 1-day, 3-day, 7-day, and 14-day forecast horizons.

3. Evaluate the performance of predictive models using a diverse range of statistical score metrics, infographics, and visual analysis of forecasted and ground-truth dataset.

4. Compare the evaluation results of objective model with benchmark models and elaborate on the suitability of the ConvLSTM model in accurately forecasting future flood situations.

The structure of the paper is as follows. In next section, the related works are presented. Then in section 3 this research presents the problem and motivation for this study and a theoretical overview of ConvLSTM and $I_F$. In section 4, this study presents experimental methods where the study area and data used for this study are presented briefly. Next, the method employed to develop flood forecast models are explained. After this, the results are presented, and this is followed by the discussion of the limitations, practicality, and contributions of the proposed method. Finally, the paper concludes by presenting insights from this study.

II. RELATED WORKS

Over the years, several data-driven early flood forecasting systems have been developed. These have made use of machine learning algorithms to develop models that show promising results. Some of these studies are presented in this section.

In one of the earliest examples, Campolo, et al. [20] developed a neural network river flood forecasting model illustrating promising results at short timescales. However, a rapid decrease in forecasting performance was evident with a longer time horizon. Another short-term flood forecasting approach was presented by Nayak, et al. [21] using neuro-fuzzy technique. The results illustrated the viability of their models for short-term river flow forecasting. Moving on, Han, et al. [22] applied Support Vector Machine (SVM) for flood forecasting. However, they mentioned that although their objective model performed better than the benchmark models, it required considerable amount of efforts to ensure the better performance of the objective model.
Sit and Demir [23] explored the use of artificial deep neural networks for flood prediction and mentioned the usefulness of neural networks for flood forecasting using time-series data.

The approaches presented so far have made use of conventional machine learning to forecast flood situations. A study by Tran and Song [24], however, used deep learning algorithms i.e., RNN and LSTM to forecast water levels as a practical means to develop a solution for flood forecasting in urban areas. Their results indicated that all deep learning models had high accuracy. Therefore, in this paper, hybrid deep learning approaches are used to forecast floods at both short and long timescales, expecting that these newly developed models are a step forward in data-driven-based early flood warning systems.

III. METHODOLOGY
A. PROBLEMS AND MOTIVATIONS
Owing to the insidious and ‘creeping’ nature of flood events, designing robust systems for early flood warnings is a challenge. This is because the design of early warning systems requires expertise in different technologies [25]. It is understandable that this could be a bigger challenge for developing nations, e.g., Fiji. Therefore, a cost-effective solution that requires a minimum investment in such technologies is desirable for flood forecasting purposes. The new flood modeling method presented in this research will address these problems. A data-driven model that requires only the daily rainfall data to deliver an accurate result is expected to be a cost-effective solution for nations with limited resources where technological advancements have not penetrated yet. Furthermore, another motivation behind this study is the recurrent destructions that flood events have caused in the present study area over many years. Through this study, the authors hope to develop and validate a new flood forecasting model that can be used to mitigate the impact of floods not only in island nations but also elsewhere by enabling the people and organizations to be better prepared for future flood events.

B. THEORETICAL OVERVIEW
To date, there are only a handful of flood monitoring indices that can determine the flood state for any day based on antecedent day’s rainfall [3], [26]. These are categorised into data-driven mathematical models and have generally been accepted to produce accurate results. As mentioned previously, I_F is adopted for this study as it conforms to the rationale of Lu [26]. Basically, I_F uses current and antecedent day’s rainfall data to determine the flood state of current day. The contributory influence of previous day’s precipitation on current day’s possibility of a flood decreases gradually in agreement with a time-dependent reduction function. Through this, the flood index can account for the loss of water due to hydrological factors e.g., evaporation, percolation, evapotranspiration, and surface run-off [3]. This makes the flood index a practical tool to determine the flood state solely using daily rainfall data that is advantageous in regions without sophisticated flood monitoring technologies. In a previous paper, I_F applied in Fiji was shown to be an effective tool for flood monitoring at short timescales [7]. In many other related works [4]–[6], [27], [28], I_F has already been adopted for flood monitoring studies but none of these studies have built a deep learning forecast model using the I_F. Hence I_F-based data-driven models trained over multiple forecast horizons, as undertaken in this study, is a proactive step in estimating the flood extent of any day-ahead period, based on which flood risk mitigation and disaster response can be implemented.

The objective model in this study adopts hybrid ConvLSTM algorithm, a dual combination of deep learning method. ConvLSTM is a hybrid variant of LSTM architecture that uses convolutional operators instead of matrix multiplication for its input to the state and the state-to-state transition. This enables the algorithm to handle spatiotemporal data and determine the upcoming state(s) of a particular cell in grids using local neighbours’ inputs and previous states [18]. Equations 1 to 5, retrieved from earlier studies of Medel [29] and Xingjian, et al. [18], expresses the operational mechanisms of ConvLSTM. In these equations, ‘∗’ and ‘◦’ denotes convolution operator and Hadamard product, respectively. The i, f, and o represents each timestamp’s input, forget, and output gates, separately. H denotes each timestamp’s hidden state, C represents each timestamp’s cell outputs, and X denotes all the inputs. The activation is denoted by σ while W is used to denote the weighted connections between the states.

\[
i_t = \sigma (W_{ci} \ast X_t + W_{hi} \ast H_{t-1} + W_{ci} \circ C_{t-1} + b_i)
\]

\[
f_t = \sigma (W_{cf} \ast X_t + W_{hf} \ast H_{t-1} + W_{cf} \circ C_{t-1} + b_f)
\]

\[
C_t = f_t \circ C_{t-1} + i_t \circ \tanh (W_{sc} \ast X_t + W_{sh} \ast H_{t-1} + b_c)
\]

\[
o_t = \sigma (W_{co} \ast X_t + W_{ho} \ast H_{t-1} + W_{co} \circ C_t + b_o)
\]

\[
H_t = o_t \circ \tanh (C_t)
\]

Theoretical explanations of benchmark models, LSTM [30], CNN-LSTM [31] and SVR [32] (Support Vector Regression), are available in studies elsewhere.

C. OVERVIEW OF THE PROPOSED PREDICTIVE MODEL
In previous sub-sections, an overview of I_F and ConvLSTM is provided. In this section the overall architecture of the proposed model is presented. As evident in Figure 1, the main information needed to build the predictive model is daily rainfall. The antecedent raw rainfall data and rainfall derived, daily I_F data are used as two inputs to the selected algorithm. The algorithm is used to forecast I_F for 1-, 3-, 7- and 14-day forecast horizons.

IV. EXPERIMENTS
A. STUDY AREA
The focus of this study is on towns and cities in Fiji. The Fiji group covers an area of 18,270 km² in the South Pacific Ocean [33]. Fiji has an oceanic tropical climate with the South Pacific Convergence Zone (SPCZ) having a strong influence.
The daily rainfall data for eleven sites from the archipelagic nation. This study has covered most of the major towns and cities of Fiji. As seen in Figure 2, due to the small area of the Fiji group, these two islands in Fiji. These are Viti Levu and Vanua Levu and they have an area of 10,400 and 5,540 km², respectively [34]. As shown in Figure 2, due to the small area of the Fiji group, this study has covered most of the major towns and cities of the archipelagic nation.

B. DATASET
The daily rainfall data for eleven sites from 1st January 1990 to 31st December 2019 (30 Years) was successfully acquired from Fiji Meteorological Services. These sites are illustrated in the map from Figure 2. During data pre-processing, the following actions were taken for simpler computations and more accurate results. Firstly, calendar mean was used to fill in the values for missing data points. Two sites, Navua and Tavua, which had high proportion of missing values, were excluded.

These two sites did not record precipitation for extended duration of the study period. For leap year the rainfall for 29th of February was added to 1st March following other works [6], [27], [28]. This resulted in all years having 365 data points to facilitate the computation of \( I_F \). To visualize, in Figure 3, the trend of precipitation using data from Ba site over a 30-year period is presented.

C. FLOOD INDEX COMPUTATION
The computation of \( I_F \) and relevant metrics associated with \( I_F \) was performed using MATLAB [36] software. In computing the \( I_F \), the first step was to obtain Effective Precipitation (\( P_E \)) [4]. The mathematical formula used to obtain the \( P_E \) is presented in equation 6. In this equation, \( N \) is the duration of antecedent period and \( P_m \) is the recorded precipitation for day \( m \). \( P_E \) accounts for the depleting earlier days precipitation using a time-dependent reduction function. Moving on, once the \( P_E \) is computed, it can be used to get the Available Water Resource Index (AWRI) [37]. The AWRI is obtained simply by dividing the \( P_E \) over the accumulative weight (\( W \)) of the antecedent period and this is shown in equation 7. Next, the \( I_F \) is calculated [3]. As shown in equation 9, \( I_F \) is the standardized version of \( P_E \). In this equation, \( \sigma(2019)_{P_{\text{max}}} \) and \( \mu(2019)_{P_{\text{max}}} \) denote the standard deviation and mean of the yearly maximum daily \( P_E \) during the study period. The duration, severity and intensity of floods can be successively determined using equations presented in earlier studies [7].

\[
P_E = \sum_{n=1}^{D} \left( \frac{\sum_{m=1}^{N} P_m}{N} \right) \quad (1 \leq m \leq 365) \quad (6)
\]

\[
AWRI = \frac{P_E}{W} \quad (7)
\]

\[
W = \sum_{n=1}^{D} \frac{1}{n} \quad (8)
\]

\[
I_F = \frac{P_E - \mu(2019)_{P_{\text{max}}}}{\sigma(2019)_{P_{\text{max}}}} \quad (9)
\]

D. PREDICTIVE MODEL DESIGN
To develop an AI-based flood forecast model, Python [38] programming language was used. As Python offers an efficient environment for machine learning data analysis, it was selected to design the forecast model [39]. Some machine learning packages for Python included Scikit-Learn [40], Tensorflow [41] and Keras [42], as these are popular packages solving machine learning problems that have also been used in previous studies to build efficient forecast models [43]. The scope of this study was to develop flood-forecasting models using deep ConvLSTM models and to compare the suitability of the algorithm in forecasting of flood situations using daily \( I_F \).

Prior to data pre-processing, analysis of available data was done. The \( I_F \) for all the nine study sites were analysed. Firstly, the D’Agostino’s K² Test (DKT) [44] was done to perform the statistical normality (or otherwise) test. The results showed that none of the data were Gaussian. Next, the Dickey-Fuller Test (DFT) [45] was performed to test for stationarity in data. The \( I_F \) data were stationary for all study sites. The next step for data analysis was to figure out the number of lag inputs that would be significant for the time-series forecasting. Partial Autocorrelation Function (PACF) was used for this purpose. After the impact of other variables are eliminated, the supplementary information given by lagged data is explained by PACF [46]. As shown in Table 1, two and three days of lagged inputs were significant for five and four study sites, respectively. This table also presents the results of other data analysis.

In the data pre-processing stage, the data was divided into training, validation, and testing subsets. 29 years (10,585 data points at daily time-steps) of \( I_F \) were calculated for each study site. The features used as model inputs included antecedent \( I_F \) and precipitation. 80% of these data were assigned for model training with 20% of the training data used for model validation purposes. The remaining data were used for testing the model’s implementation. As there is no specific rule for

FIGURE 1. Overview of proposed experimental architecture.
the splitting ratio, the study adopted 80% for training data based on a study that used a similar ratio [47]. To verify this ratio, the effect of having 10%, 20% and 30% of data in the testing set was later compared. Upon comparison, all three ratios had relatively similar performance, and this verified the adoption of 20% of data as testing data during the experiments.

The ConvLSTM model type used for the experiment was Multiple Input Multi-Step Output model [48]. As more than one feature was to be used as input and the model had to forecast $I_F$ at multiple forecast horizons, the Multiple Input Multi-Step Output model was determined to be the most suitable for this use case. The data were first structured to make them appropriate for Multiple Input Multi-Step Output supervised learning. Input feature set consisted of $I_F$ and $P$ at $t - 1$ and the target consisted of $I_F$ at $t$. After this, all variables in these data were scaled between [0, 1]. Scaling these data before running the model led to an improvement in speed and accuracy during training and testing phases. Next, the data were reshaped to the format to be accepted by the predictive model. This shape was adjusted based on forecast horizon for which the model was being built for and

### TABLE 1. Results from statistical tests.

| Flood Site | Gaussian? | Stationary? | 95% significant lagged IF |
|------------|-----------|-------------|--------------------------|
| Ba         | No        | Yes         | 3                        |
| Labasa     | No        | Yes         | 3                        |
| Lautoka    | No        | Yes         | 2                        |
| Nadi       | No        | Yes         | 2                        |
| Nausori    | No        | Yes         | 3                        |
| Rakiniki   | No        | Yes         | 3                        |
| Savusavu   | No        | Yes         | 2                        |
| Sigatoka   | No        | Yes         | 2                        |
| Suva       | No        | Yes         | 3                        |

Multi-Step Output model was determined to be the most suitable for this use case. The data were first structured to make them appropriate for Multiple Input Multi-Step Output supervised learning. Input feature set consisted of $I_F$ and $P$ at $t - 1$ and the target consisted of $I_F$ at $t$. After this, all variables in these data were scaled between [0, 1]. Scaling these data before running the model led to an improvement in speed and accuracy during training and testing phases. Next, the data were reshaped to the format to be accepted by the predictive model. This shape was adjusted based on forecast horizon for which the model was being built for and
TABLE 2. Optimal parameters of the developed model.

| Predictive Model | Parameter Names | Optimal Parameters |
|------------------|----------------|--------------------|
| ConvLSTM         | Filter 1       | 128                |
|                  | Activation     | ReLU               |
|                  | Optimizer      | Adam               |
|                  | Batch Size     | 100                |
|                  | Epochs         | 50                 |
| CNN-LSTM         | Filters        | 128                |
|                  | Max Pooling 1D | Pool Size = 2      |
|                  | LSTM Cell      | 50                 |
|                  | Activation     | ReLU               |
|                  | Optimizer      | Adam               |
|                  | Batch Size     | 100                |
|                  | Epochs         | 50                 |
| LSTM             | LSTM Cell 1    | 100                |
|                  | LSTM Cell 2    | 50                 |
|                  | Activation     | ReLU               |
|                  | Optimizer      | Adam               |
|                  | Batch Size     | 100                |
|                  | Epochs         | 50                 |
| SVR              | Kernel         | rbf                |
|                  | degree         | 3 (Default)        |
|                  | Gamma          | Scale              |

TABLE 3. Architecture of the deep learning models.

| Layer | ConvLSTM | CNN-LSTM | LSTM |
|-------|----------|----------|------|
| Layer 1 (L1) | 128 Filters | 128 Filters | 100 |
| L1 Type | ConvLSTM2D | Conv1D | LSTM |
| L1 Activation | ReLU | ReLU | ReLU |
| Layer 2 (L2) | - | Pool Size = 2 | 50 |
| L2 Type | Flatten | MaxPooling1D | LSTM |
| L2 Activation | - | - | ReLU |
| Layer 3 (L3) | - | - | - |
| L3 Type | Dense | Flatten | Dense |
| Layer 4 (L4) | - | 50 | - |
| L4 Type | - | LSTM | - |
| L4 Activation | - | ReLU | - |
| Layer 5 (L5) | - | - | - |
| L5 Type | - | Dense | - |

the number of lagged days considered. Once the data was prepared, the models were trained using different combinations of hyperparameters. These combinations of parameters were adjusted manually until the most optimal set of hyperparameters were attained. As the same set of parameters were the most optimal for all sites and horizons, this assisted in a more effective comparison of the performance of the models at different forecast horizons.

Table 2 presents optimal parameters of all models. Table 3 shows the architecture of deep learning models. The objective model, ConvLSTM consisted of three feature layers. The first was a ConvLSTM2D layer with 128 filters and rectified linear unit (ReLU) as the activation function. The second layer was a flattening layer, and the final layer was a dense layer. As the inputs consisted of only two features, this simple configuration was enough to achieve the optimal model. Furthermore, a batch size of 100 was chosen, with Adam as the optimizing algorithm.

Several statistical metrics were used for thorough evaluation of models developed in this study. These performance metrics included Root Mean Squared Error (RMSE), Pearson’s Correlation Coefficient (r), Mean Absolute Error (MAE), Coefficient of Determination (r²), Willmott’s Index (Index of Agreement; d), Nash-Sutcliffe Efficiency Index (NSE), and Legate-McCabe Efficiency Index (LME). Apart from Sci-Kit Learn, two other Python packages, HydroEval [49] and HydroErr [50] were used to apply these performance metrics. The mathematical representation of these metrics is presented from Equations 10 to 15, respectively.

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (S_i - O_i)^2}
\]

\[
r = \frac{\sum_{i=1}^{n} (O_i - \bar{O})(S_i - \bar{S})}{\sqrt{\sum_{i=1}^{n} (O_i - \bar{O})^2} \sqrt{\sum_{i=1}^{n} (S_i - \bar{S})^2}}
\]

\[
MAE = \frac{1}{n} \sum_{i=0}^{n} |S_i - O_i|
\]

\[
d = 1 - \frac{\sum_{i=1}^{n} (|S_i - O_i| + |O_i - \bar{O}|)}{\sum_{i=1}^{n} (|S_i - O_i| + |O_i - \bar{O}|)}
\]

\[
NSE = 1 - \frac{\sum_{i=1}^{n} (S_i - O_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}
\]

\[
LME = 1 - \frac{\sum_{i=1}^{n} |S_i - O_i|}{\sum_{i=1}^{n} |O_i - \bar{O}|}
\]

where \( S \) is the forecasted value of \( IF \), \( \bar{S} \) is the mean of the forecasted values of \( IF \), \( O \) is the observed value of \( IF \) and \( \bar{O} \) is the mean of the observed values of \( IF \).

E. RESULTS

This section presents the results of performance evaluation of AI-based models (ConvLSTM, CNN-LSTM, LSTM and SVR) adopted to forecast future flood situations in Fiji, and these are shown for different flood forecasting periods (i.e., 1-day, 3-day, 7-day, and 14-day). The evaluation results from four forecast horizons and nine study sites expectedly verifies the robustness of the objective ConvLSTM model in forecasting future flood situations. The results are aggregated to enable the paper to deliver an extensive comparative outcome for all locations and forecast horizons.

To begin with, the results from the nine sites were averaged so that the performance of the models can be easily compared. The performance evaluation of the models using RMSE and MAE is presented in Table 4. It can be clearly seen from this table that ConvLSTM demonstrated the minimum errors when compared with the benchmark models for all the four forecast horizons. In addition, as expected, the error measure increases as the forecasting period increases. For instance, the average RMSE for 1-day forecasting using ConvLSTM...
TABLE 4. The performance of ConvLSTM with benchmark models in terms of average RMSE and MAE for nine sites for 1-day, 3-day, 7-DAY, and 14-day flood forecasting.

| Models     | RMSE 1 Day | RMSE 3 Day | RMSE 7 Day | RMSE 14 Day |
|------------|------------|------------|------------|-------------|
| ConvLSTM   | 0.101      | 0.150      | 0.211      | 0.279       |
| LSTM       | 0.105      | 0.154      | 0.213      | 0.282       |
| CNN-LSTM   | 0.126      | 0.169      | 0.225      | 0.290       |
| SVR        | 0.350      | 0.348      | 0.351      | 0.369       |

| Models     | MAE         |
|------------|-------------|
| ConvLSTM   | 0.048       |
| LSTM       | 0.058       |
| CNN-LSTM   | 0.064       |
| SVR        | 0.340       |

FIGURE 4. The performance of ConvLSTM with benchmark model in terms of average LME for nine sites for 1-day, 3-day, 7-day and 14-day Flood Forecasts.

was 0.101, whereas for 14-days, it was 0.279. Similar trend is seen with MAE. Therefore, based on RMSE and MAE measures, the performance of ConvLSTM for flood forecasting is the optimal. This is followed by LSTM, CNN-LSTM and SVR.

In accordance with Equation (15) LME was used to evaluate the accuracy of models. Figure 4 illustrates average LME for all sites at all forecast horizons. Again, these results clearly demonstrated the better performance of ConvLSTM. The performance of the objective model is significantly better than the other models for all the forecast horizons. However, like error measures, the accuracy of all the models decrease as the forecast horizons is extended to 14-days. Also, after ConvLSTM, the best performing models in terms of LME were LSTM, CNN-LSTM and SVR, respectively. As seen in Figure 4, for the benchmark models, LSTM and CNN-LSTM’s performance were reasonable but the performance of SVR was below 0.5 for all the forecast horizons.

In addition to the results from the aggregated data being used to show the performance of the four algorithms at the four forecast horizons, the LME analysis for Rakiraki site is presented in Table 5 to compare if the model performances are similar with non-aggregated data. This table shows similar trends in performance as with the aggregated data whereby ConvLSTM performs the best for all forecast horizons, followed by LSTM, CNN-LSTM and SVR. Also, as the forecast horizons increases, the performance accuracy drops. As the trends and measures with the non-aggregated data is close to the aggregated data, it verifies the use of aggregated data when presenting the performance evaluation results.

Based on the previous results, it can be clearly established that ConvLSTM performs the best out of the four models.

TABLE 5. Comparing the performance of ConvLSTM with the benchmark models in terms of LME for Rakiraki site for 1-day, 3-day, 7-DAY, and 14-day flood forecasting.

| Models     | LME 1 Day | LME 3 Day | LME 7 Day | LME 14 Day |
|------------|-----------|-----------|-----------|------------|
| ConvLSTM   | 0.939     | 0.898     | 0.832     | 0.726      |
| LSTM       | 0.927     | 0.891     | 0.827     | 0.707      |
| CNN-LSTM   | 0.881     | 0.830     | 0.768     | 0.711      |
| SVR        | 0.407     | 0.409     | 0.414     | 0.407      |

FIGURE 5. Evaluating the performance of ConvLSTM using average r, NSE and d values for 1-day, 3-day, 7-day and 14-day Flood Forecasting.
FIGURE 6. (a) Actual versus 1-day forecasted $I_F$ for Ba Site using ConvLSTM. (b) Actual versus 3-day forecasted $I_F$ for Ba Site using ConvLSTM. (c) Actual versus 7-day forecasted $I_F$ for Ba Site using ConvLSTM. (d) Actual versus 14-day forecasted $I_F$ for Ba Site using ConvLSTM.
Next, r, NSE and d were used to further evaluate the performance of ConvLSTM for flood forecasting. As seen in Figure 5, for all the forecast horizons, the measures of r, NSE and d were greater than 0.93, 0.85 and 0.95, respectively. This clearly shows that ConvLSTM can be used to forecast at longer timescales without a significant impact on its performance. Considering that only two features are used for building the forecasting model, these results illustrated the good performance of the model despite the usage of few variables.

Moving on, Figures 6 a-d shows the graphical view of 1-day, 3-day, 7-day, and 14-day flood forecasting using testing results from Ba site and ConvLSTM algorithm. This view assists in understanding how close the forecasted values of flood are with the actual values. As the forecast horizons increase, the difference in the forecasted and actual values of flood also increased. However, even with this increase, the graphs clearly illustrate that the forecasted results are very close to the actual flood for all the forecast horizons.

Finally, the model loss in terms of Mean Squared Error (MSE) during training and validation of the ConvLSTM for 1-day, 3-day, 7-day and 14-day flood forecasting using data from Ba site is presented in Figures 7 a-d, respectively. As seen in these figures, the models achieve minimum training and validation losses in less than 5 epochs. This is potentially due to only two features being used for the forecasting task. This further affirms the results, which showed good performance of the ConvLSTM model. Despite having only two input features, the proposed hybrid deep learning flood forecasting model, i.e., ConvLSTM, provided very good forecasting performances at four forecasting horizons that can serve as the core of an early flood warning system.

F. DISCUSSION

The results presented in the previous section illustrate the feasibility of the ConvLSTM based flood forecasting model to determine the possibility of flood situations at 1, 3, 7 and 14 day ahead forecast horizons. In this section, the limitations, restrictions, and recommendations for future research regarding the proposed flood forecast system is presented.

To begin with, one of the major limitations of this study is that the predictive model that was developed during this research only used two input features. Even though, only two features were used, good forecasting performance was achieved, it is expected that adding more useful features as input will assist in developing a more robust model with
better forecasting accuracy at extended forecast horizons. It is recommended in future studies, that the model is enhanced by identifying and applying additional relevant features.

Another limitation of the study is in terms of the $I_F$. $I_F$ has been previously applied in Fiji and has shown suitability as a means of quantifying floods [7]. Therefore, it was acceptable to develop $I_F$ based forecasting system for Fiji. However, for areas where the suitability of $I_F$ has not been established yet, the forecasting method presented in this paper may not be appropriate for those areas. It is recommended that during the application of the proposed method in new study areas the suitability of $I_F$ for that location should be evaluated before the development of the forecasting model.

Furthermore, another limitation is in terms of applying the proposed model at the study site for regular flood forecasting. Even though it is expected that the model can be easily incorporated into the workflow replacing classical forecasting techniques, the major challenge surrounding this would be regularly obtaining accurate data and finding expertise to implement these advanced techniques in the relevant organizations. Therefore, it is recommended that in future research more user-friendly tools for flood forecasting be developed and other deep learning and machine learning algorithms be tested for $I_F$ forecasting. The results from this research can be set as a comparison benchmark for the newly build models.

V. CONCLUSION

In this paper, a hybrid deep learning based flood forecasting approach was presented. This novel approach made use of daily lagged $I_F$ and precipitation time series data to determine flood situations at multiple forecast horizons. The practicality of the model was tested using datasets from nine locations in Fiji. Among the deep learning models evaluated, ConvLSTM, which was the objective model showed the best performance. The following are the main contributions of this paper:

1. This research was the first to use $I_F$ with a hybrid deep learning algorithm to develop an AI-based model for flood forecasting.

2. The robustness of the objective model, ConvLSTM, was presented during this research whereby it illustrated better performance when compared with deep learning (LSTM and CNN-LSTM) and machine learning models (SVR) for 1-day, 3-day, 7-day and 14-day flood situation forecasting using datasets from nine sites.

3. Using various statistical score metrics, the accuracy of the model for multi-step flood situation forecasting was clearly established.

4. The application of the model at various sites in Fiji illustrated the practicality of the approach in accurately forecasting floods at multiple timescales in a cost-effective manner.

To conclude, the approach presented in this paper could be further enhanced to forecast flood situations at hourly time scales. Accurate forecasting at shorter timescales is expected to result in more time for informed decision making by governments, organizations, and individuals to be better prepared for flood situations and therefore saving lives and protecting infrastructure resources.
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