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Abstract—In this work, we present a novel, theoretical approach to address one of the longstanding problems in computer vision: 2D and 3D affine invariant feature matching. Our proposed Grassmannian Graph (GrassGraph) framework employs a two stage procedure that is capable of robustly recovering correspondences between two unorganized, affinely related feature (point) sets. In the ideal case, the first stage maps the feature sets to an affine invariant Grassmannian representation, where the features are mapped into the same subspace. It turns out that coordinate representations extracted from the Grassmannian differ by an arbitrary orthonormal matrix. In the second stage, by approximating the Laplace-Beltrami operator (LBO) on these coordinates, this extra orthonormal factor is nullified, providing true affine invariant coordinates which we then utilize to recover correspondences via simple mutual nearest neighbor relations. Our validation benchmarks use large number of experimental trials performed on 2D and 3D datasets. Experimental results show that the proposed GrassGraph method successfully recovers large affine transformations.

Index Terms—Shape matching, 2D and 3D point registration, affine invariance, invariant coordinates, Grassmann manifold, Laplace-Beltrami operator (LBO), graph Laplacian, singular value decomposition (SVD), feature matching, object recognition.

I. INTRODUCTION

FEATURE matching has been a vital component of computer vision since Fischler and Elschlager’s seminal work in 1973 [16]. Since that beginning, there have been torrents of work in this area making it almost impossible to characterize or synthesize. Given this voluminous previous work, it’s understandable if one adopts a perspective that the bar is too high for new ideas. Our goal in the present work is to believe that opinion, clearly demonstrating a novel approach which is simultaneously new (to the best of our knowledge) and easy to implement.

Graph representations abound in computer vision. The very first matching work featured a relational graph representation [16], invariable under rigid shape transformations.
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Fig. 1. GrassGraph correspondence recovery of SIFT features on real image pairs related by a large affine transformation. Our affine invariant algorithm recovers dense correspondences on unstructured pointsets no matter how large the affine transformation. (For visualization purposes, only a fraction of the full correspondences is shown.)

Within this subfield, there again exist innumerable works with extensions, new formulations, algorithms and the like. Graph representations lead to graph matching [9], [10]—which despite being NP-hard [57]—has attracted a huge amount of attention over the decades. Graph representations have also been extended to include invariances under similarity transformations [48] and lately have surfaced in non-rigid matching situations as well [58].

Invariants in computer vision have seen better days. While they were the flavor du jour in the early ’90s, with work ranging from geometric hashing [26] to generalized Hough transforms [2], lately this work has not seen much development. Invariants were not robust to missing features and they could not easily be extended to non-rigid matching situations. We speculate, however, that an important additional reason why invariants did not see wide adoption was due to the absence of invariant feature coordinate systems. It is exactly this aspect of invariance which has seen a resurgence in the past few years [44].

In recent years it has become commonplace to see new coordinates built out of the discrete Laplace-Beltrami Operator (LBO) eigenvectors [23], [45]. The basic idea is extremely straightforward: construct a weighted graph representation from a set of features and then use the principal component eigenvectors of the graph (interpreted as a linear operator) to complete the construction. These new coordinates can then be pressed into service in matching and indexing applications. However, note the fundamental limitation to similarity transformations: Can this approach be extended to affine invariance while remaining somewhat robust in the face of noise and outliers?

We answer in the affirmative. Figure 1 shows the GrassGraph algorithm recovering dense correspondences (of SIFT
features) on real image pairs related by a large affine transformation. In this work, we begin with the original feature set and first construct the Grassmannian. The Grassmannian [5] is a geometric object with the property that all linear combinations of the feature coordinates remain in the same Grassmannian subspace. Therefore a single element of the Grassmannian can be considered to be an affine invariant equivalence class of feature sets. Further, Grassmannians are homeomorphic to orthogonal projection matrices with the latter available for the construction of new affine invariant coordinates. Unfortunately, it turns out that two factorizations of projection matrices can differ by an unknown orthonormal matrix. To circumvent this problem, in a second stage, we construct a weighted graph which is invariant to this additional orthonormal factor and then use LBO principal components (as outlined above) to obtain new affine invariant coordinates. Given two sets of features, finding good correspondences is considerably easier in this representation since the affine invariant coordinates. Unfortunately, it turns out that two factorizations of projection matrices can differ by an unknown orthonormal matrix. To circumvent this problem, in a second stage, we construct a weighted graph which is invariant to this additional orthonormal factor and then use LBO principal components (as outlined above) to obtain new affine invariant coordinates. Given two sets of features, finding good correspondences is considerably easier in this representation since the affine invariant coordinates lead to efficient nearest neighbor correspondences. The twin strands of research married in our approach are therefore (i) affine invariant Grassmannian representations and (ii) LBO-based weighted graphs resulting in the GrassGraph algorithm\(^1\) for affine invariant feature matching. A visual representation of the algorithm is shown in Figure 2. The results of GrassGraphs registration on 3D pointsets is shown in Figure 3 (with meshes overlayed on pointsets for visual purposes). Our successful recovery of dense correspondences in the presence of large affine transformations and ease of implementation should pave the way for the Grassmannian graph representation to be widely used in feature matching and indexing applications.

\[^1\] The GrassGraph Algorithm code is available at: https://github.com/MarkMoTrin/GrassGraphs.git under the GNU GPLv3 license.

II. RELATED WORK

As mentioned previously, the corpus related to affine invariance and graph matching is quite vast (see surveys [49], [53]). Here we highlight the most relevant and pioneering approaches that have steered the course of this research. The approaches span the timeline from the late 80’s until present, which suggests that the affine invariance problem is still relevant and worthy of further investigation.

1) Spectral Methods: We mentioned graph matching as a well-worn route to encoding invariance. One popular approach to solve the graph matching problem is to use spectral representations of adjacency matrices or equivalently to embed the vertices into a Euclidean space, where linear or nonlinear matching algorithms can be employed. Umeyama [52] pioneered this approach for the weighted graph matching problem, while further methods based on spectral representations were proposed in [6]–[8], [14], [30], [35], [46], [47].

For 2D pointsets, Leordeanu and Hebert [28] presented an efficient spectral solution to the correspondence problem using pairwise constraints between candidate assignments. They build a unique adjacency matrix \(M\) of a graph whose nodes represent the potential correspondences and the weights represent pairwise agreement between potential correspondences. Correct assignments are recovered using the principal eigenvector of \(M\) with flexible mapping constraints deployed. In [21], the Laplacian embedding is used to embed 3D meshes using a global geodesic distance where these embeddings are matched using the iterative closest point (ICP) algorithm [56]. Mateus et al. [34] used a subset of Laplacian eigenfunctions to perform dense registration between articulated pointsets. Once in the eigenspace, the registration was solved using unsupervised clustering and the expectation maximization (EM) algorithm. All of these previous methods used an eigenvector decomposition to solve the point matching problem after removing individual transformations: translation, rotation, scale and shear. None are truly invariant to the class of affine transformations as a whole, nor do they produce affine invariant coordinates; in addition, their actual correspondence schemes in the related feature spaces are significantly more complicated than our simple mutual nearest neighbor matching. We also briefly mention methods based on spectral decomposition of the correlation matrices of the 2D pointsets also known as the principal axes transformation) [1]. While these methods handle pointset rotation and translation, extension to affine transformations is difficult while preserving the elegance of the scheme.

Two affine invariant approaches [42], [43] have recently been proposed. In [42] Raviv et al. form an equi-affine invariant Laplacian for surfaces, which allows them to perform equi-affine (volume preserving) invariant diffusion geometry. In order to retrieve correspondences, their method uses intrinsic distances on the surface that are invariant to the class of equi-affine transformations. Our entire representation is affine invariant, whereas this method gives a metric on the shape that is affine invariant. In fact, they explicitly parametrize the mesh and work with local metric tensors. This approach is not readily transferable when working with discrete feature sets. It is limited to 3D mesh shapes,
Fig. 3. Correspondences on 3D affine shapes from the GrassGraph algorithm. (We recover dense correspondences, but only a subset of the matching points is shown for visualization purposes.)

Fig. 4. 2D registration results for Coherent Point Drift (CPD), GMMReg (GMM), Algebraic Affine (AA), and GrassGraphs (GG) algorithms. The column titled “Original Shapes” shows two fishes, the source shapes are in blue and the corresponding affine transformed target shapes are shown in red. The goal is to register the blue (source shape) onto the red (target shape) by recovering the true affine transformation. The images in the remaining columns show the target shape in red and the registered pointset in light blue (the affine transformations shown here only display small translations, due to space constraints). Notice that in the presence of large rotations and uneven scaling, the competing methods break down and are not able to recover the true affine transformation; whereas our GrassGraphs algorithm recovers it perfectly.

and is considerably more complicated than the proposed GG framework.

2) Multi-Step Affine Invariant Methods: Staying within the theme of multi-step affine invariant approaches, Ho et al. [19] proposed an elegant noniterative algorithm for 2D affine registration by searching for the roots of the associated polynomials, but their method does not perform well under large rotations as shown in Figure 4. Qu et al. [40] extended the work in [19] to three dimensions using quaternions. Although both of these approaches [19], [40] are devoid of iterative optimization components in their frameworks (similar to ours), we still differ significantly because of our subspace approach (which addresses all transformations as a whole). Both these methods fall under the stepwise transformation removal paradigm of invariance.

3) Subspace Methods: Moving away from the stepwise invariance approach above, the work of Begelfor and Werman [3] popularized the use of Grassmannian subspaces as an affine invariant. Their work focused on developing clustering algorithms on the Grassmann manifold, but this was not extended to shape registration—which opened the door to our contribution of using this subspace to create affine invariant coordinate representations. A method that did try to address the registration problem through subspace invariance was [54], [55]. Here, Wang and Xiao proposed a compact, arbitrary-dimension, affine invariant matching algorithm that found correspondences using QR factorizations of rank-deficient orthogonal projection matrices. Though the approaches [54], [55] propose an elegant algorithm based on a similar Grassmannian principle, our method is able to produce a truly affine invariant coordinate representation—recovering correspondences with a simple nearest neighbor scheme versus using column pivoting of QR matrices.

4) Non-Rigid Methods: Non-rigid pointset registration subsumes affine pointset registration, therefore, in theory, non-rigid methods should perform better at the affine invariance problem. The Robust Point Matching (RPM) algorithm introduced by Gold et al. [17], and its variants [11], [12], [41] use soft assignment to assign probability weights between all combinations of points. In [12], Chui and Rangarajan modeled the registration problem as a joint optimization over the transformation parameters and correspondence matrix; the non-rigid deformation is modeled by thin-plate splines (TPS) and interpreted in an expectation maximization (EM) framework. Coherent Point Drift (CPD) by Myronenko et al. [37] is similar to [12] but they used Gaussian radial basis functions instead of TPS to model the non-rigid deformation. Ma et al. [31] extend RPM [17] with RPM-$L_2E$ by iteratively
Fig. 5. 3D registration results for Coherent Point Drift (CPD) [37], GMMReg (GMM) [22], and GrassGraph (GG) algorithms. The left side of the “Original Shapes” column shows the source shape segmented into a red and blue part. The right side shows the target shape—created by applying an affine transformation to the source shape and then shuffling the points, hence the loss of the segmentation of the source. The remaining columns show the target and registered shapes of the various methods. The target shape is now shown as a segmented red and blue shape with “circles” and the registered shape is shown as a segmented light orange and blue shape with “points”. If the affine transformation is correctly recovered, the light orange and blue points from the registered shape will perfectly align with the red and blue circles of the target shape, respectively (the affine transformations shown here only display small translations, due to space constraints). Notice that in the presence of large rotations and uneven scaling, the competing methods break down and are not able to recover the true affine transformation whereas our method consistently recovers the true transformation.

establishing correspondences using shape contexts [4] as a feature representation and estimating the transformation using an $L_2E$ estimator that minimizes the $L_2$ distance between densities (visual registration results shown in Figure 7 as RPM-L2E).

Tsin and Kanade [51] proposed a correlation-based approach using a measure called kernel correlation (KC) which is proportional to the correlation of two kernel density estimates. Jian and Vemuri [22] improved [51] by introducing GMMReg, a registration framework using Gaussian mixture models (GMMs). The pointset registration problem is treated as that of aligning two Gaussian mixtures by minimizing the discrepancy between the two mixtures. Our invariance to rotations in the GrassGraph approach is in sharp contrast to CPD, GMMReg and KC which are well known to be susceptible to large rotations as shown in Figure 4.

A probabilistic approach that uses a GMM based technique for affine and non-rigid registration is [39] where the transformations between the pointsets, noise and outliers are all modeled with separate GMMs. An iterative two stage process involving regression and clustering is used to estimate the transformation and establish correspondences, respectively. Even though noise and missing points are modeled with anisotropic covariance matrices, this method relies on the initialization of 14 parameters for good performance. Figure 7 shows that the method is still susceptible to error in large affine transformation situations.

Ma et al. [33] provide a non-rigid correspondence method based on interpolation of a vector field between two point sets. First a set of putative correspondences are computed from image features (SIFT, shape contexts, spin image and meshHOG descriptors), where dissimilar feature points are treated as outliers. These putative correspondences are used as an initial vector field which is interpolated in a vector-valued RKHS using Tikhonov regularization. The algorithm simultaneously generates a smoothly interpolated vector field and consensus set by an iterative EM algorithm but struggles in matching far from isometric cases.

Zhou and de la Torre [57] presented the factorized graph matching (FGM) algorithm, in which the affinity matrix is factorized as a Kronecker product of smaller matrices. Although the factorization of affinity matrices makes large graph matching problems more tractable, the method does not use approximations of these affinity matrices thereby making the method very memory intensive. In future, we will investigate the benefit of these factorizations in the GrassGraph framework.

This remainder of this paper is organized as follows: Section III outlines the background on Grassmannians and how they are used to achieve affine invariance. Then we detail the LBO and the intricacies of the GrassGraph framework. Section IV discusses the wide variety of experiments used to evaluate the framework and finally we conclude in Section V with our findings and ideas for future research.

III. GRASSMANNIANS AND AFFINE INVARIANCE

The principal contributions of this work are (i) a Grassmannian representation (GR) of feature vectors and (ii) new affine invariant coordinates in which feature correspondences can be sought. Below, we describe both the intuitive and formal aspects of the new representation.

A. Formulation

Let $X \in \mathbb{R}^{N \times D}$ denote a set of $N$ point features in a $D$ dimensional space (with $D = 2$ or 3). We strip the features
of their “identity” choosing to merely represent each one as a location in 2D or in 3D. Later, after projection into the space of new coordinates, feature identity can be restored, aiding in correspondence recovery. The application of an affine transformation on the point set $X$ can be written as

$$\tilde{X} = XA + 1T$$

where $A \in \mathbb{R}^{D \times D}$ and $T \in \mathbb{R}^D$ are the multiplicative and additive aspects of the affine transformation. The matrix $A$ comprises global rotation, scale and shear factors and the vector $T$ contains the global translation factors (while the vector $1 \in \mathbb{R}^N$ is the vector of all ones). The new point set $\tilde{X}$ exists in the same $\mathbb{R}^{N \times D}$ space as $X$. The above notation can be considerably simplified by moving to a homogeneous coordinate representation. We abuse notation to write

$$\tilde{X} = XA$$

where $X \in \mathbb{R}^{N \times (D+1)}$ has an additional (last) column set to 1 and $A \in (D+1) \times (D+1)$ now subsumes the translation factors. The operator $A$ is also constrained to have only $(D+1) \times D$ free parameters.

If two point sets $X$ and $\tilde{X}$ (in the homogeneous representation and of the same cardinality) differ by an affine transformation $A$, the best least-squares estimate of $A$ is obtained by minimizing the objective function

$$E(A) = ||\tilde{X} - XA||^2_F,$$

where $||\cdot||_F$ is the Frobenius norm and it is implicitly assumed that the point sets are in correspondence. The solution to eq. (3) is

$$\hat{A} = \left(X^TX\right)^{-1}X^T\tilde{X}.$$  

In most real-world scenarios, two sets of point features need not be linked by just an affine transformation. The relations can include noise, occlusion, spurious features, unknown correspondence and non-rigid transformations. In this paper, we are mainly concerned with the group of affine transformations and in using equivalence classes of feature sets (under affine transformations) to construct new invariant coordinate representations. Since unknown correspondence is often the key confounding factor in vision applications, we model the relationship between two feature sets with the inclusion of this factor as

$$Y = PXA.$$  

In (5), $P$ is a permutation matrix (a square binary valued $N \times N$ matrix with rows and columns summing to one) included to model the loss of correspondence between two sets of features $X$ and $Y$. While the inclusion of a permutation matrix does not account for occlusion and spurious features, we show in (numerous) experiments that affine transformation recovery is not adversely hampered provided strong correspondences persist.

We now establish the connection to Grassmannians. Ignoring the effect of action by the permutation matrix for the moment, the action of the affine transformation clearly results in a new feature set whose columns are linear combinations of the columns in $X$. We formalize the relationship between these linear combinations and subspaces.

**Lemma 1:** Define the set $W$ to be the set of all linear combinations of the columns of $X$, i.e., $W = \{w | w = \sum_{i=1}^{D+1} a_i x_i, \forall a_i\}$. Then $W$ is a linear subspace of $\mathbb{R}^N$.

**Proof:** The 0 vector belongs to the subspace since $w = 0$ for $a_i = 0$, $\forall k$. If $u + v \in W$ for any $u, v \in W$ since $u + v = \sum_k a_k x_k + \sum_k b_k x_k = \sum_k (a_k + b_k) x_k = \sum_k y_k x_k$ for $u = \sum_k a_k x_k$, $v = \sum_k b_k x_k$ and $y_k \equiv a_k + b_k$. Similarly $cu \in W$ for any $u \in W$, $c \in \mathbb{R}$. Therefore $W$ is a linear subspace of $\mathbb{R}^N$ [27].

Since $\tilde{X} = XA$ (for an affine transformation $A$) is a linear combination of the columns of $X$, the columns of $\tilde{X}$ are also in $W$. If we have multiple point sets $\tilde{X}_j = XA_j$ which differ from each other only by affine transformations $A_j$, then the columns of all the point sets $\tilde{X}_j$ are in $W \subset \mathbb{R}^N$. For a fixed $X$, the subspace $W$ derived from $X$ can be used to build an affine invariant equivalence class of point-sets. Since Grassmannians are the set of all subspaces of $\mathbb{R}^N$, $W$ picks out one element of the Grassmannian.

In the homogeneous representation, $X \in \mathbb{R}^{N \times (D+1)}$. If the columns of $X$ are linearly independent, they constitute a basis for $W$ with dimension $d = D + 1$. Consequently, $W$ is an element of the Grassmannian—a $d = (D + 1)$ dimensional linear subspace of $\mathbb{R}^N$.

With this understanding of Grassmannians, we make the final link from Grassmannians to their representation as orthogonal projection operators. Since the columns of $X$ are a basis for the subspace $W$ (assuming linear independence of the columns), an orthogonal projection onto this subspace is given by projection matrix $P_X = X(XX^T)^{-1}X^T$ (from standard linear algebra). Hence, there is an immediate identification between the subspace $W$ spanned by the columns of $X$ (a point $g_X$ on the Grassmann manifold) and the projection matrix $P_X$ that projects onto the same subspace. The identification makes the set of all $d$-dimensional subspaces of $\mathbb{R}^N$, $Gr(d, \mathbb{R}^N)$, isomorphic to the set of all $N \times N$ projection matrices $P_d^N$ that project onto these $d$-dimensional subspaces, i.e. $Gr(d, N \times N) \simeq P_d^N$. Hence, for any $g_X \in Gr(d, \mathbb{R}^N)$ we can choose to work with the corresponding projection matrix $P_X \in P_d^N$. Next, the columns of $X$ may not, in general, be an orthogonal basis for the subspace. We can readily obtain an orthogonal basis through the SVD of $X$, i.e. $X = U_X S_X V_X^T$. Under the $U_X$ orthogonal basis, the projection matrix becomes $Q_X = U_X U_X^T$. In fact, the projection matrices constructed from $X(XX^T)^{-1}X^T$ and $U_X U_X^T$ are identical, i.e. $P_X = Q_X$. This establishes the rigorous identification of the orthogonal projector $P_X$ and its interpretation as the representation of a Grassmannian point.

We now state the following well known theorem which allows us to move from Grassmannians to orthogonal projection operators.

**Theorem 2:** [5] Let $Gr(d, \mathbb{R}^N)$ denote the Grassmannian of $d$-dimensional subspaces of $\mathbb{R}^N$. Let $M(N, \mathbb{R})$ denote the space of real $N \times N$ matrices. Consider the set of matrices.
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Fig. 6. Grassmannian equivalence class and correspondence analysis. On the LHS, “Grassmannian Equivalence Class”, (a) illustrates a 2D equilateral triangle (in red) and three other triangles obtained by the action of three different affine transformations. Each of these shapes can be represented by a $3 \times 2$ matrix since we only need 3 points to define a triangle. In this matrix representation, all four triangles live in the same 2D subspace of the larger 3D space. The resulting $U$ matrix [eq. (7)] of each triangle is a basis for the 2D subspace (the plane shown in the figure), differing only by a possible rotation. The basis vectors and the plane are illustrated in Figure 6(b); the color of the basis vectors corresponds to the color of their originating triangles. The figures on the RHS, “Correspondence Analysis of GrassGraph Components”, highlight the value of combining the Grassmannian with the Laplacian embedding. The original shapes are shown where $Y$ (blue) is an affine transformed version of $X$ (red). The “SVD Basis” and “Laplacian Embedding” columns show the correspondences retrieved from using only that component coordinate representations. When both components are fused, we recover dense correspondences and are truly affine invariant.

$G(d, N) \subset M(N, \mathbb{R})$ defined by $Q \in G(d, N)$ if and only if the three conditions are satisfied: (i) $Q$ is a projection operator with $Q^2 = Q$. (ii) $Q$ is symmetric with $Q^T = Q$. (iii) $Q$ has a trace with $\text{trace}(Q) = d$. Then $G(d, N)$ and $Gr(d, \mathbb{R}^N)$ are homeomorphic, with a correspondence established (since each $Q$ is unique) between each element of the Grassmannian and a corresponding $Q$.

Theorem 2 establishes the equivalence between each element of $Gr(d, \mathbb{R}^N)$ and a corresponding orthogonal projection matrix $Q$. Given a point set $X$, the theorem implies that we construct an orthogonal projector $Q_X$ which projects vectors into the $d = D + 1$ dimensional subspace spanned by the columns of $X$, namely $W$. This can be readily constructed via $Q_X = X(X^T X)^{-1}X^T$ for $X$ and likewise for a point set $Y$. Provided the relevant matrix inverses exist (and this is guaranteed if the columns of $X$ are independent), two point sets $X$ and $Y$ with both in $\mathbb{R}^{N \times (D+1)}$ project to the same element $Q \in Gr(d, \mathbb{R}^N)$ (of the Grassmannian) if and only if $Q_X = Q_Y$, see Figure 6 for a graphical illustration of these subspace concepts.

We have shown that orthogonal projectors can be used to construct an equivalence class of feature sets with the geometric implication being that different feature sets in the same affine invariant equivalence class project to the same $D + 1$ dimensional subspace of $\mathbb{R}^N$. Furthermore, orthogonal projectors are unique. Despite this attractive property, they do have a drawback which we now address.

B. Grassmannian Graphs

Orthogonal projectors can be represented using the singular value decomposition (SVD) of $X$. If $X = U_X S_X V_X^T$, with $U_X$ being $N \times (D+1)$ and $S_X$, $V_X$ being $(D+1) \times (D+1)$, then

$$Q_X = U_X U_X^T.$$  (6)

If feature sets $X$ and $Y$ project to identical elements of the Grassmannian, then

$$Q_X = U_X U_X^T = U_Y U_Y^T = Q_Y$$  (6)

where $U_Y$ is from the SVD of $Y$. This suggests that we look for new affine invariant coordinates of $X$ via its SVD decomposition matrix $U_X$. Unfortunately, this is not straightforward since

$$Q_X = Q_Y \Rightarrow U_X U_X^T = U_Y U_Y^T \Rightarrow U_X R = U_Y$$  (7)

**Algorithm 1 The GrassGraph Algorithm**

**Input:** $X, Y \in \mathbb{R}^{N \times (D+1)}$, as in (5)

**Output:** Estimated correspondences $\hat{P}$ and affine transformation $\hat{A}$

1. **SVD:** $X = U_X S_X V_X^T$ and $Y = U_Y S_Y V_Y^T$

2. **Graph Laplacian (GL):**
   - Retain the top $D + 1$ columns of $U_X$ and $U_Y \to \hat{U}_X$ and $\hat{U}_Y$, respectively.
   - Build weighted graph $L_X$ from the rows of $\hat{U}_X$
   - Build weighted graph $L_Y$ from the rows of $\hat{U}_Y$

3. **GL. Eigenvectors:**
   - Take top 3 eigenvectors* of $L_X$ ($E_X$) and $L_Y$ ($E_Y$)

4. **Estimate $P$ and $A$:**
   - $P$: Correspondence using rows of $E_X$ and $E_Y$
   - $A$: Apply $P$ to $X$, then $\hat{A} = (X^T X)^{-1} X^T Y$

*Treated as points in $\mathbb{R}^{D+1}$.

*Can use any $k$ combinations where $2 \leq k \leq N$.

Simple mutual nearest neighbor assignment works well.

$$Q_X = U_X U_X^T.$$

$$Q_X = Q_Y \Rightarrow U_X U_X^T = U_Y U_Y^T \Rightarrow U_X R = U_Y$$  (7)
In intuitive terms, orthonormal matrices \( R \) where

\[
\text{Fig. 7. 2D registration results for state-of-the-art non-rigid methods: RPM-L2E [31], KC [51], VBPSM [39]. The original pointset is shown in blue and its affine transformed version shown in red. The number below each pair of registered image shows the time taken to perform the registration. Since our method (GG) is truly affine invariant we have a relatively constant registration time for pointsets with the same cardinality. Notice in the first row, for transformations with small angles all the methods perform well. However, as the degree of the transformation increases, the methods fail to register the pointsets, especially for larger angles; whereas our method consistently recovers the true transformation.}
\]

| Shape          | RPM-L2E | KC      | VBPSM  | GG    |
|----------------|---------|---------|--------|-------|
| Chinese Character (150) | 7.18 sec | 7.16 sec | 12.02 sec | 0.07 sec |
| Octo-robo-fish (800)      | 586.78 sec | 25.70 sec | 140.52 sec | 1.97 sec |
| Rastafish (800)           | 2596.87 sec | 32.95 sec | 136.26 sec | 1.76 sec |

where \( R \) is an unknown orthonormal matrix in \( \mathbb{O}(D + 1) \). Or in intuitive terms, orthonormal matrices \( U_X \) and \( U_Y \) differ by an arbitrary rotation (and reflection). If we seek affine invariant coordinate representations, as opposed to affine invariant Grassmannian elements, then we must overcome this rotation problem. In the literature on Grassmannians, the emphasis is usually placed on extensions of Plücker coordinates (in low dimensions) to general Grassmann coordinates [18] with the latter constructed from all \((D + 1) \times (D + 1)\) minors of the rows of \( X \). We do not pursue this route, however, but turn to an alternative approach wherein the arbitrary orthonormal matrix \( R \) mentioned above is quotiented out. It is worth pointing out that affine invariant hypergraphs can be constructed from the set of minors (of \( X \) or \( U_X \)) followed by a higher order eigendecomposition to obtain affine invariant coordinates. We favor a simpler approach as detailed below.

The unknown rotation problem can be overcome by introducing the Grassmannian graph representation. In a nutshell, we (after computing the SVD of \( X \)) build a rotation invariant weighted graph from the rows of \( U \) (treated as points in \( \mathbb{R}^{D+1} \)). The Euclidean distances between rows of \( U \) are invariant under the action of an arbitrary orthonormal matrix \( R \). Consequently, weighted graphs constructed from \( U \) with each entry depending on the Euclidean distance between rows is an affine invariant of \( X \). This Grassmannian graph representation, which we now introduce via the popular Laplace-Beltrami operator approach, is therefore central to the goals of this paper. We first introduce the Laplace-Beltrami operator and its relationship to the graph Laplacian used in the present work.

The \textit{Laplace-Beltrami operator} (LBO) generalizes the Laplacian of Euclidean spaces to Riemannian manifolds. For computational applications, one has to discretize the LBO which results in a finite dimensional operator. Though several discretization schemes exist, probably the most widely used is the graph Laplacian [13]. The Laplacian matrix of a graph is a symmetric positive semidefinite matrix given as \( L = D - K \), where \( K \) is the adjacency matrix and \( D \) is the diagonal matrix of vertex degrees. The spectral decomposition of the graph Laplacian is given as \( L v = \lambda v \) where \( \lambda \) is an eigenvalue of \( L \) with a corresponding eigenvector \( v \). The eigenvalues of the graph Laplacian are non-negative and constitute a discrete set. The spectral properties of \( L \) are used to embed the feature points into a lower dimensional space, and gain insight into the geometry of the point configurations [20], [36]. (Note: For the LBO, \( \lambda = 0 \) is always an eigenvalue for which its corresponding eigenvector is constant and hence discarded in most applications, including ours). Note that in this framework, Gaussian weighted \( \epsilon \)-neighborhood graphs are constructed and used for the discretization of the graph Laplacian.

The payoff of the LBO representation can now be detailed. We utilize the LBO to realize the Grassmannian graph’s goal of elimination of the arbitrary orthonormal matrix \( R \) present in the relationship between \( U_X \) and \( U_Y \). To achieve this, we leverage the graph Laplacian approximation described above to construct new coordinates from the Grassmannian graph’s \( N \times N \) Laplacian matrix by taking a few top eigenvectors (with the rows of the eigenvectors serving as coordinates). Since the Grassmannian graph is affine invariant, so are its
eigenvectors. We can now conduct feature comparisons in this eigenspace to obtain correspondences, clusters and the like. For our present application of affine invariant matching, we recover the correspondences between point configurations \( X \) and \( Y \) by representing each in the LBO eigenspace, and then use nearest neighbor (kNN) selection to recover the permutation matrix \( P \). The ability to simply use kNN arises from the fact that the affine transformation has been rendered moot in LBO coordinates. Algorithm 1 details the steps in our GrassGraph approach.

More specifically, the correspondence algorithm used is a simple mutual nearest neighbor search. Consider a point set \( X \) and its target \( Y \) in \( \mathbb{R}^p \). First, \( X \) is held fixed and the nearest neighbors in \( Y \) are found through the minimum Euclidean distance. Next, \( Y \) is held fixed and the nearest neighbors in \( X \) are found using the same distance measure. For a pair of points to be in correspondence, they must both be each other’s nearest neighbors. This reduces the chances of assigning a single point in \( Y \) to many points in \( X \). Though it is possible to incorporate a more sophisticated correspondence techniques like the Hungarian algorithm [25] or its variants [24], we deliberately employ NN to illustrate the power of our affine invariant coordinates. Although we are afforded a simple nearest neighbor search, we appear to pay an additional computational price due to sign ambiguities of the eigenvectors resulting from the eigendecomposition of the graph Laplacian matrix. This is not the case as shown below.

C. Eigenanalysis Sign Ambiguities

As formulated, the GrassGraph algorithm requires two eigendecompositions—one for the SVD to obtain the orthogonal projector and the other to get the eigenvectors of the graph Laplacian. It is well known that numerical procedures for eigenanalysis can introduce arbitrary sign flips on the eigenvectors. Though there have been previous attempts at addressing the sign ambiguity issue [6], they are commonly considered as application specific or highly unreliable. Hence, the only solution remains to evaluate all possible sign flips, i.e. for \( k \) eigenvectors we have \( 2^k \) possibilities. In GrassGraph, we have two such decompositions, so one may construe that we require evaluation of \( 2^{k_1+k_2} \) sign flips, where \( k_1 \) is the number of eigenvectors selected (\( k_1 = 3 \) for 2D point sets and \( k_1 = 4 \) for 3D point sets), and \( k_2 \) is the number of graph Laplacian eigenvectors (typically \( k_2 = 3 \) for 2D and 3D). It turns out, however, that the graph Laplacian eigendecomposition is invariant to any sign flips induced by the initial SVD. This is due to the fact that in forming the graph we use mutual nearest-neighbor relationships which are determined using the standard Euclidean distance. The lemma below details how the distance metric nullifies the sign ambiguity.

**Lemma 3**: Let \( u = (u_1, u_2, \ldots, u_K) \) be eigenvectors obtained via a numerical eigendecomposition procedure and \( U = [u_1, u_2, \ldots, u_K] \) the corresponding matrix. Then the set of pairwise \( \ell_2 \) distances between any two different points \( u^{(k)} \) and \( u^{(l)} \) (formed respectively from the \( k \)th and \( l \)th rows of \( U \)) is invariant to sign flips introduced by the eigendecomposition procedure.

**Proof**: This proof takes care of the situation that the computation of any eigenvector \( u_i \) necessarily has a sign ambiguity, i.e. we may obtain \( \pm u_i \). Now consider the calculation of pairwise distances between any two different points \( u^{(k)} \) and \( u^{(l)} \) in the same coordinate space under the presence of a sign ambiguity:

\[
d(u^{(k)}, u^{(l)}) = \sqrt{\sum_{m=1}^{K} (\pm u_{m}^{(k)} - \pm u_{m}^{(l)})^2} = \sqrt{\sum_{m=1}^{K} (u_{m}^{(k)} - u_{m}^{(l)})^2}.
\]

The key here is that a potential sign flip changes the sign of all components of an eigenvector \( u_i \) in exactly the same way, i.e. the eigenvector obtained is either \( u_i \) or \( -u_i \). Hence, when we are forming the graph using the GR coordinates, we are invariant to sign flips introduced by the SVD and subsequently only have to resolve the sign ambiguity in the eigenvectors of the graph Laplacian. Since GrassGraph only uses three eigenvectors for the spectral coordinates, this is a low order search space that allows us to easily determine the best eigenvector orientation from the set of eight possibilities, shown in Figure 8.

It is important to note that using the number of correspondences from a simple NN search as a flip selection score, would not result in the correct sign flip combination being chosen. This occurs because there exist cases where the embedded pointsets would not align, but still have the most correspondences resulting in flawed affine transformation recovery. We addressed this issue by using a mutual nearest neighbor (NN) approach: a high score only results when maximum overlap occurs, leading to accurate eigenvector sign flip selections. Having addressed the eigenvector sign flipping problem, we now provide some runtime complexity considerations.

D. Runtime Complexity

In the GrassGraph framework, our overall time complexity is \( O(n^2) \) which comes from the two main computationally intensive components related to steps 1 and 3 in Algorithm 1. Step 1 computes the singular value decomposition (SVD) for an \( m \times n \) matrix which has a time complexity of
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Figure 5 shows the 3D registration of results of the competing points/outliers (MPO). For 2D experiments, CPD, GMM and AA in the large-scale experimental trials, we chose to use runtimes of RPM-L2E, KC and VBPSM, we chose to use operational Bayesian (VBPSM) \cite{39}. Due to longer computational 

$O(\min\{mn^2, m^2n\})$; the complexity of eigenvalue decomposition (EVD) in step 3 for a $n \times n$ matrix is $O(n^3)$. Note that the runtime complexity can be reduced by only computing the SVD vectors corresponding to the singular values (3 in 2D and 4 in 3D). Likewise, since we only require a few graph Laplacian eigenvectors, the complexity of that step is reduced as well. We have not, however, tailored our implementation in this manner in the present work.

In Figure 7, we present the runtime comparison for the shapes shown in Figure 7. The method was implemented in Matlab 2015b with an Intel Xeon E5607 (2.27Ghz) processor, 24GB RAM and Windows 8.1. It is evident that methods based on nonlinear optimization take longer to solve for the transformation on shapes with larger affines. Our GrassGraph algorithm is significantly faster and scales fairly well. Due to affine invariance, the runtimes are constant for a particular number of shape points regardless of the degree of the affine transformation. Next we provide a comprehensive experimental validation of the proposed GrassGraph method.

IV. EXPERIMENTAL RESULTS

In this section we detail the 2.1 million experiments (2D and 3D combined) used to benchmark the GrassGraph algorithm. The goal was to understand the capabilities of the GrassGraph (GG) approach against other well known registration methods: Coherent Point Drift (CPD) \cite{37}; Registration using Mixtures of Gaussians (GMM) \cite{22}; Algebraic Affine (AA) \cite{19}; Robust $L_2 E$ (RPM-L2E) \cite{31}; Kernel Correlation (KC) \cite{51}, and Variational Bayesian (VBPSM) \cite{39}. Due to longer computational runtimes of RPM-L2E, KC and VBPSM, we chose to use CPD, GMM and AA in the large-scale experimental trials, and demonstrate the remaining methods visually in Figure 7. The performance of a method was determined by testing the accuracy of the affine transformation matrix recovered in the presence of simulated artifacts: noise and missing points/outliers (MPO). For 2D experiments, CPD, GMM and AA were used but only CPD and GMM were used for 3D. Figure 5 shows the 3D registration of results of the competing methods against GrassGraphs. The freely available codes for the competing methods were used to run the experiments. For CPD and GMM, the affine versions of their methods were used to ensure fair evaluations.

In each trial, the target shape was created by applying an affine transformation (see the supplemental material for the affine transformation parameters) to the source shape (referred to as an "affine shape") with additional artifacts being added depending on the experiment. Each experiment measured the ability of the various methods to recover the true affine transformation that generated the target shape, with the error metric being the Frobenius norm between the true and recovered affine matrices. Figure 12 shows more successful examples of the GrassGraph’s correspondence recovery on SIFT features extracted from real image pairs related by a variety of affine transformations. It is clear that our algorithm performs well on unstructured pointsets and can handle large affine transformations effectively.

A. Comparison to RANSAC

In this section we compare the GrassGraph algorithm to the RANSAC algorithm \cite{50} for recovering the underlying affine transformation between two pointsets. Before we begin, it should be noted that RANSAC \cite{15} is a framework and not an algorithm in the image analysis literature. However, we bow to popular convention and refer to the correspondence recovery approach utilizing this framework as the RANSAC algorithm. The trials were conducted by applying 1000 random affine transformations of varying degrees (small, medium, large) to 50 shapes (with 250 points each) and submitting both the source $X$ and target $Y$ shapes to the algorithms for performance comparison. An increase in affine transformation degree is composed of larger degrees of rotation, scale and translation. The goal was for each algorithm to recover the underlying affine transformation between the pointsets. The recovered affine transformation of each algorithm is applied to the source shape $X$ to obtain a recovered target shape $\hat{Y}$. Note that the ordering of all target shapes are shuffled, so the algorithms must find the correct correspondences to recover the true underlying affine transformation. The registration error was the Frobenius norm between the registered target shape $\hat{Y}$ and the true target shape $Y$. If the correct affine transformation is recovered, this norm should be close to zero. Figure 10 shows the performance of the two algorithms in recovering the correct affine transformations for the various shapes. RANSAC is one of the premier algorithms for transformation estimation, but for affine transformations without any noise or outliers, it fails to recover the correct affine transformation. The error increases as the size of the affine transformations increases. Since our algorithm is affine invariant, we have almost no error in recovering a wide range of affine transformations. See Figure 4 for an example of shapes registered by the Grass-Graph algorithm. The RANSAC algorithm was not included in the following large scale evaluations due to its poor performance in recovering the underlying affine transformations.

B. Data and Artifact Generation

To generate data for the large number of conducted trials, 50 2D and 3D shapes were taken from the established Gaitorbait \cite{38} and SHREC’12 \cite{29} datasets, respectively. The GatorBait 100 fish database consisted of 100 images of individual fishes from 27 different fish families. The images
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Fig. 10. Affine transformation recovery comparison to RANSAC [15]. The left column of images shows the results for GrassGraph and the right, RANSAC [50]. The x-axis shows the index of the shapes used to perform the experiments. The y-axis shows “Registration Error” which is the Frobenius norm between the registered target shape and the original target shape. Three levels of affine transformations (small, medium, large; see supplemental material for parameters) were used test the performance of the algorithms. Note: The max error of the GrassGraph plots is 0.05 vs RANSAC’s of 2500. No box bars are shown for GrassGraph plots because the registration error was practically zero. However, RANSAC performs progressively worse the larger the affine transformation to be recovered. This empirically shows that GrassGraph is a strong alternative to RANSAC for affine registration.

contain unordered contours of the fish including the body, fins, eyes and other interior parts. The SHREC’12 Track: Sketch-Based 3D Shape Retrieval Contest used a dataset that contained 13 categories with 10 shapes per category in its basic version. Only the 3D models were selected as they provided non-similar categories such as ants, planes, and sunglasses.

The number of points in the shapes collected varied between 250 to 10,000 points. The current version of GrassGraph approach requires equal point-set cardinalities between the source and target shapes. Future extensions will incorporate unequal point-set cardinalities and more dataset evaluations. To obtain equal cardinalities, all of the shapes were clustered using the k-means algorithm (using 250 clusters) where the closest point from the shape to a cluster center was used as the new point. The choice to use 250 points was due to the large scale of the experiments conducted; using a higher number of points would have resulted in longer trial times. Given the base shape, we now explain how to generate the various artifacts on the shapes.

1) Noise Generation Protocol: As mentioned previously, the two standard artifacts that we applied to the clustered shapes were noise and missing points/outliers (MPO). The process of adding noise and MPO artifacts will be referred to as “noise protocol” and “MPO protocol”, respectively. To generate noise in 2D, we uniformly sampled a new point from a circle of radius $r$ around each point. The uniformly sampled point replaced the original point (center of circle) in the shape—the larger the radius of the circle the more noisy the shape. The same principle is applied to 3D shapes. Here, we uniformly sampled from a sphere of radius $r$. The radius of the circle (2D) and sphere (3D) around each shape point was determined by using 1% (low noise) to 10% (high noise) of the max radius of the shape. Note that every point in the shape was jittered to some degree. To generate a noisy shape for experiments, an affine shape was first created, the points were shuffled to remove the correspondence and then the noise protocol above was applied.

2) Missing Points & Outliers Generation Protocol: In the GrassGraph framework we combine the missing points and outliers into a single artifact. The number of points removed corresponding to the missing point (MP) percentage ($0 \leq mp \leq 0.5$) became the same number of points added as outliers. To create outliers, we uniformly draw samples from a circle in 2D and a sphere in 3D of radius $s$. To obtain $s$, the max spread of the points across all coordinate directions was divided by two and multiplied by 1.2. This ensured that the circle or sphere fully encompassed the shape volume, leading to outliers as shown in Figure 9. To generate shapes with MPO for experiments, the artifact was applied to the source shape and then an affine transformation was applied to the artifact shape. The experiments conducted required various affine transformations with the parametrization of these transformations discussed, next.

C. Experimental Trials

The GrassGraph framework evaluation was composed of two main cases: increasing levels of noise and MPO, each with a 2D and 3D component. It is important to point out that our method does not explicitly incorporate any strategies to handle noise or MPO, and only uses NN for correspondence matching. This is in contrast to many of the competing methods we test against, which employ sophisticated optimization schemes, noise/outlier rejection, and richer correspondence matching. Our goal is to illustrate a novel utilitarian, non-iterative GG framework, which, in future extensions, can readily be modified with similar features.

1) Case 1: Noise: The goal was to investigate the performance of the methods in recovering the true affine transformations under the influence of noise. The noise experiments used 50 base shapes for both 2D and 3D. To perform the experiments, each base shape was transformed with 50 different affine transformations (available in supplemental material) to form affine shapes. The noise protocol was applied to each of these affine shapes for the twelve values of noise ranging from 0:1. Figure 11 provides examples of noisy shapes
Fig. 11. Registration results for 2D and 3D affine related shapes in the presence of small and large levels of noise. The original shape and its affine version are shown in the “Original Shapes” column. The “Small Noise” column on the top row shows the shape and its affine version with a small amount of noise. The corresponding registered shape is shown in the 3rd column. The “Large Noise” column and resulting registration are arranged similarly. It is clear that under large amounts of noise the GrassGraphs method is still able to recover the transformation accurately with just a simple mutual nearest neighbor correspondence algorithm.

Fig. 12. Retrieved correspondences from GrassGraph algorithm on SIFT features of images under various affine deformations. It is evident that GrassGraph is able to find dense correspondences on a variety of unstructured pointsets, despite the degree of affine transformation. (Zoom in to see detailed results.)

In 2D and 3D. All of the affine shapes are evaluated at a single noise level for a particular method: the errors across all the affine shapes are averaged and this error value is assigned to the noise level for that method. For example in Figure 13 top row (a), each marker along a curve represents the average error of the 2500 (50 base shapes × 50 affines) affine shapes evaluated at that noise level for the method corresponding to the curve’s color. The results of the noise experiments in 2D and 3D are shown in the first two columns of Figure 13. For 2D, across the twelve noise levels with the four methods (GrassGraph and three competitors) we get a total of 600,000 experimental trials and in 3D for the three methods we ran a total of 450,000 trials. Visual registration results are shown in Figure 4.

For the 2D noise experiments, the GrassGraph (blue) method performed the best across (a)-(c). In case (d) we outperform GMM and AA and are on par with CPD. As the size of the angle is decreased in (e) we are only marginally outperformed by CPD and GMM. Once the affine parameter values increased however, the true utility of our invariant method was highlighted as we outperformed the competing methods. CPD seems to be more susceptible to larger angles and scale whereas GMM is affected more by scale. In case (a)-(c), for large affines we see that the competing methods have almost flat curves: this suggests that the correspondences retrieved across all the noise levels were erroneous indicating failing methods. The Algebraic Affine (AA) method seems to perform the worst in comparison to the other competing methods for smaller angles. Our curve increases nicely with noise because we eliminate the affine transformation and deal with finding correspondences on the noisy points directly. Our simple mutual nearest neighbor scheme applied to the affine invariant coordinates shows good promise for 2D compared to the competing methods that contain optimization schemes and motion constraints.

In the second column of Figure 13 we see that our method outperforms the competing methods for bigger angles in (a)-(c). As the angle becomes small with medium scale, the competing methods have smaller errors; the flat nature of their curves suggest that the methods are not recovering the transformations accurately. As the noise increases, the recovered affine transformations are nearly the same due to inability of the competing methods to separate the noise from the affine transformation. Our curves steadily increase because we only work on the noisy points due to our affine invariance. GMM performs better than CPD in all cases. As we
moved up one dimension from 2D to 3D, our method still performs well despite using the simplest of correspondence finding algorithms. This shows that the GrassGraph approach should indeed be the first method considered when recovering correspondences under noisy conditions and for large transformations. Now we look at how our method performs in the presence of missing points and outliers.

2) Case 2: Missing Points/Outliers: The MPO protocol established above was followed here with the same affine shapes used in the noise experiments, yielding 600,000 trials for 2D and 450,000 for 3D with the results shown in the last two columns of Figure 13. In 2D, we outperform the competing methods in (a)-(d) and are outperformed by CPD and GMM in (e). Note that the case in (e) has a small angle and translation which means the affine transformation is not hard to recover, for the non-rigid methods CPD and GMM. In cases (a) and (b) the competing methods perform very similarly; however, as the scale, translation and angle are decreased, CPD and GMM begin to outperform AA. So for 2D, our method proves to be a viable approach for affine registration.

Our performance on 3D MPO is slightly different to 2D with the outlier rejection schemes built into the competing methods outperforming us in some cases. In cases (a)-(d) we are on par with GMM at low MPO levels and surpass them at high MPO levels, but not with CPD. The motion coherence constraint in CPD is able to withstand the increasing outliers and occlusion. As the amount of occlusions and outliers increase, our method has a distinct spike at lower levels and tapers off at higher levels. This is due to the mutual nearest neighbor correspondence finding scheme and increase in dimensionality. The extra dimension increases the likelihood that an outlier can be chosen as a mutual nearest neighbor.
nearest neighbor is high (because a majority of the original points still exists between the point sets with the outliers being in close proximity) which results in bad correspondences and poor transformation recovery. (Recall we are removing points from the shape and replacing them with outliers). When more outliers are present, the chances of two points being mutual nearest neighbors decreases and better correspondences are chosen—resulting in more accurate affine transformation recovery. After a certain amount of outliers, the probability of choosing wrong correspondences decreases at first and then remains the same, hence our error curves flatten out. Although we do not completely outperform the competing methods, we do not completely outperform the competing methods and outlier rejection, we perform quite well compared to the state-of-the-art in non-rigid registration algorithms.

V. CONCLUSION

Feature matching is at the heart of many applications in computer vision. For example, image and point registration, object recognition, and shape analysis all rely heavily on robust methods for recovery of correspondences and estimation of geometric transformations between domains. As a core need, a myriad of pioneering efforts and mathematically sophisticated formulations have resulted in a multitude of approaches. However, very few offer the balance of sound theoretical development, and ease of implementation as the proposed GrassGraph framework.

GrassGraph develops true affine invariant coordinates through a two-stage process. First, a Grassmannian representation (GR) is achieved through the use of standard SVD. Second, we approximate the Laplace-Beltrami operator (LBO) on the GR domain, whose eigenspace coordinates then free us from an inherent ambiguity present in the coordinates extracted from the GR. Within this true affine invariant setting, establishing correspondences reduces to a simple mutual nearest-neighbor selection (though more complex linear assignment solvers can be used in the future). Correspondences in this new space are bijectively related to the original pair of feature points; hence, we are able to directly recover the affine transformation between them. Our method was evaluated on a broad spectrum of test cases, parameter settings, noise corruption levels, occlusions, and included comparisons to numerous state-of-the-art methods. GrassGraph has demonstrated state-of-the-art performance under large affine transformations providing credence to the efficacy of the approach.

Our aim in developing this method (from the theory) was to maintain its simplicity to reinforce its fundamental nature. With such a simple algorithm, we have clearly shown that true affine invariance is possible without the need to stepwise construct invariance by removing individual transformations. This work has hopefully provided a significant, yet extremely simple contribution to the affine invariance literature and should serve as a foundation for research into developing non-rigid invariant methods. One possible future extension to aid correspondence recovery in the LBO space is to combine shape contexts [4] (and SIFT etc.) features with the GrassGraph coordinates, thereby improving the nearest neighbor search in a manner similar to [32].
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