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Abstract: Fluctuations in stock returns and the factors that affect them are controversial in financial research. Institutional investors, as a group of investors, play an important role in the economic development of the capital market through their access to huge financial resources. But real investors may not be able to achieve the return and profitability due to the scarcity of their financial resources. Accordingly, the study of the role of real investors in the volatility of stock returns is very important. The present study aims to find evidence for the relationship between real investors in open volatility of ten stocks. Few studies of financial market irregularities and the behavior of capital market investors have focused on the results. By challenging the efficient market hypothesis, it is clear that real investors raise the stock price of companies that have been successful over time. The real price and the price of unsuccessful stocks are lower than the real price, but over time the market realizes its mistake and the prices return to equilibrium. Acceptance of stock returns is irregular (Tehran Stock Exchange). In order to achieve the research goal, ten-year information (2009-2019) of 140 companies by judicial sampling method was studied. This research is applied in terms of purpose and testing the hypotheses of logit and cross-sectional regression. Fama and French three-factor model and Carhart's four-factor model were used. The results indicate that the relationship between stock price jump and real investors has been explained and finally practical suggestions have been provided.
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1. Introduction

All rational investors who seek to maximize their wealth want to maintain a diverse portfolio of their assets. To this end, they try to reach a level of risk that is consistent with their expectations. The appropriate criterion for the risk of a single asset in this case is the simultaneous measurement of its movement with the market portfolio [1]. This move, which is measured by the market portfolio covariance, is known as the systemic risk asset, i.e. the balance sheet. Portfolio acceptance is the whole market. The assumption of these risk-only assumptions for a particular asset is a function of the systematic asset risk with the total portfolio of risky asset markets. In the financial literature, the systematic risk criterion is called beta. In other words, beta is a measure of the sensitivity of a stock's return to market returns [2, 3]. Capital asset pricing model is one of the stock return forecasting models that has been used for many years. In this model, it is assumed that investors can only achieve additional returns by bearing additional risk. In this model, if the investor's goal is to gain more than the market profit, he will bear the risk higher than the market risk. The beta coefficient in this model has the necessary ability to predict the number of stocks. One of the important factors for determining the buy or sell stocks of a company is to predict the stock return of that company. Many researchers believe that the pricing model of capital assets is the correct model. In the real world, beta is also related to efficiency, and to some extent has confirmed the initial empirical evidence for this theory [4]. On the other hand, studies in many countries have challenged the empirical evidence for this theory with significant challenges, claiming that beta, as a systematic risk indicator, has lost the description of the relationship between risk and return in the long run. This is while other variables
such as sales growth, the Mali crisis index, etc. are also influential on all three, which may lead to better alternatives relative to the number [5]. Therefore, the variables that are not explained by this model are often considered as exceptions to the majority of stocks. Traditionally, financial economists believe that micro-investors are not entirely rational and often act as noisy traders, while they view institutions as well-known and complex investors [6-8]. Researchers have also found that higher-risk stocks will be preferred by real and small investors as a high-priority choice over legal investors, and these deviations will be in stocks that the investor. No rights are more. If real shareholders and smallholders enter a large share of their wealth into a high-risk share, if the share is affected, they will not only not be more efficient, but the shareholder will lose a lot of profit, and if they jump, they will be more profitable than The time allotted to him should be earned, which is beyond the factors influencing the return of shares in the financial literature [9]. So one of the things that changes the price and consequently the stock returns is the behavior of the micro-investor.

In different texts, stock returns depend on the characteristics of the company. Also, pricing theories are directly related to the relationship between risk and stock returns. For example, it has been documented in the financial literature that stock returns are as large as the company. Bazaar) Novak, 2000 (past returns) Titman, 1993 (special fluctuations) Zhang, 2006 (and probability of failure) John, 2008 (dependent). But sometimes portfolios with these conditions yield unusual positive or negative returns and factors such as The behavior of real or legal shareholders causes a change in stock returns. Therefore, stock returns cannot be achieved by existing theories. Determined the factors that are interpreted as stock yield deviations. By studying these deviations shown in research (Conrad, 2014), high-risk stocks should achieve high returns while in reality their average low average income is related. With this in mind, Junk and Kunk found high-risk, low-yield stocks (Altman, 2013) [10-15].

In any financial market, due to its breadth and depth, there are various tools for investing in which investors invest with regard to returns and risk of assets. There have been many studies on the relationship between return and risk. Various models, such as the single-factor model and the multi-factor model, have sought to establish a relationship between risk and return on investment. Researchers such as William Sharp, Stephen Ross, Fama, and French have proposed CAPM, APT, and three-factor models, respectively, to examine the relationship between returns and risk factors, Ghaemi and Tousi, 2006. However, there is still ongoing controversy. Whether the expected returns are explained by the risk factors or non-risk characteristics of the company [16-20].

Capital asset pricing model) is CAPM (equity measurement method. Capital asset pricing model is the only determinant of stock return difference defining system risk or beta coefficient. However, the available empirical evidence suggests as a systematic risk indicator, beta alone does not have the power to explain stock return differences, and other variables such as company size, price-to-earnings ratio, book value to market, real-to-legal number of shares, stock turnover, company liquidity, and sales Participation and play an effective role in explaining stock returns. The number of real shareholders in between As a series of irregularities in the stock return is that stock returns are very effective at this point to them [21-23].

This study was previously conducted in the United States in 2003 and in Korea in 2017. The behavior of real investors in relation to the effects of jumping and falling is different, and in this study we want to work with Iranian investors on their behavior. Understand these two effects and their impact on stock returns. The next important point here is that there was no daily volume information available in the US study, whereas in the present study we have daily volume, real and legal information [24].

Investigating the factors influencing efficiency has always been a controversial issue for researchers. The importance of the relationship between real investors and the returns received is that when the ratio of real investors to legal one’s changes, for example, real investors with their behaviors cause a share not to go through its normal process. Suddenly cause a share to fall or jump, which is a very important share for investors because, for example, a 50% drop in a billion-dollar capital leads to millions or billions in losses, and by examining this, one can capitalize on one's own capital. Keep away from these risks.

2. Research Methods

Research method as a systematic process to find the answer to a question or solution to a problem. In other words, the research method is a set of rules, tools and valid and systematic ways to examine facts, discover unknowns and Achieving a solution is difficult. Research methods can be classified according to various criteria. In behavioral science, they can be divided according to the purpose of the research and how the data is collected. The method used in this research is based on the purpose of the applied type and its data using the post-event approach) through past information (in terms of data collection method, descriptive correlation research and its main purpose is to determine the existence, amount and The type of relationship between the variables being tested.

2.1. Statistical Society

Statistical community is a set of individuals or units that have at least one common trait. The statistical sample is "a set of signs that are selected from a part, a larger group or community, so that this set represents the qualities and characteristics of that part, group or larger community. According to the research literature, judging sampling method was used in this research. In this type of sampling, individual’s companies are selected for the sample that are in the best position to provide the required information. To select sample companies, out of nearly 800 companies that
have been downgraded based on the number of trading days in the period of 09-19 and 38 companies that were ranked among the highest and lowest rankings were selected. The selection of each company requires the following sample conditions. The final sample includes 38 companies.

The companies considered in this study were selected according to the following conditions:

- Companies listed on the Tehran Stock Exchange until the end of 2019 must have at least three years of data.
- Companies that have valid data for all variables for five years.
- Provide the complete information required for this research during the research period.

2.2. Data Collection Method

In the present study, information related to the theoretical foundations and research literature has been provided by studying domestic and foreign articles in prestigious scientific journals and internal dissertations, through library studies. Financial information of companies listed on the Tehran Stock Exchange also includes financial reports of companies from the website of the Tehran Stock Exchange and other required information from electronic documents available on the website of the Tehran Stock Exchange and the software available in the capital market. Such as Rahvard Novin and other reputable sources have been collected. The data analysis method in this study consists of two stages, in the first stage, after collecting and analyzing the data, polygonal logit regression has been used to estimate the probabilities of crash and jackpot. In the second stage, using data. Crash and jackpot probabilities. The data are sorted by these probabilities and are divided into 10 portfolios arranged in each section based on probabilities. Then the return on portfolios, each of which is a time series, is obtained each month. The efficiency is then estimated at T +2 and at the end the data of each portfolio is compared with other portfolios sorted based on different probabilities. In addition, the independent variables of each portfolio are compared based on a significant degree with the characteristics of other portfolios. Then we will find out the relationship between probabilities and the rate of return that if there is a significant relationship between probabilities and returns in each portfolio and from a higher level among all portfolios, our hypothesis will be proven and also in the case of our sub-hypotheses.

It should be noted that the yield of each portfolio i classified portfolios was calculated based on the probabilities of Crash and Check pat on average, the weighted returns of the stock returns of the companies in the portfolio

\[ R_{i,t} = K_1 R_{i,t} + K_2 R_{2,t} + \cdots + K_n R_{n,t} \]  (1)

- \( R_{i,t} \): Monthly return on i portfolio
- \( R_{n,t} \): Monthly Money yield of shares of company n available in i portfolio
- \( K_i \): The ratio of the market value of the company's stock to the market value of the total stock of the companies in portfolio i.

2.3. Normal Test

In statistical analysis, the normality of the data, especially the dependent variable, is of particular importance. The Kolmogorov-Smirnov test was used to test the normality of the data. This test is a simple nonparametric method for determining the homogeneity of experimental information with selected statistical distributions. If the statistical significance level is less than the \( \alpha \) value, the null hypothesis is rejected and if it is larger, the null hypothesis is accepted.

2.4. The Correlation Coefficient

The correlation coefficient is used to determine the relationship between quantitative and nominal variables. The correlation coefficient varies from 1- to +1. A positive sign indicates that the relationship is direct and a negative sign indicates that the relationship between the two variables is reversed. Based on this, it can be claimed that by increasing one variable, the other variable increases or decreases. If the correlation coefficient is zero or close to zero, it is a sign that there is no relationship between the two variables. Shows the value of the existing or non-existent relationship between the two variables. Which can be studied at three levels of \( \alpha \) one percent, five percent, ten percent (in this study. Pearson correlation coefficient is used in the descriptive statistics section of the data.

The Pearson correlation coefficient is calculated as follows:

\[ r = \frac{\sum x y - n \bar{x} \bar{y}}{\sqrt{\sum x^2 - n \bar{x}^2} \sqrt{\sum y^2 - n \bar{y}^2}} \]  (2)

This correlation coefficient is a parametric method and is used for data with normal distribution or large number of data.

2.5. Manai Test

Panel data is a set of data based on which observations are made by a large number of cross-sectional variables, represented by \( N \) and often randomly selected, over a specified period of time \( T \). Be located. This \( N \times T \) is called statistical data. Panel data or cross-sectional data is a time series. Later, when most of the time series were rejected, the use of variables depended on the performance of the related tests. On the other hand, due to concerns about the existence of a random trend and false regression between variables, researchers before testing, test the existence of a single root in the variables. Therefore, before estimating the model, to ensure that it is not fictitious and to have uncertain results, it is necessary to make sure that the variables are stable. The basis of the unit root test is based on the logic that when \( r=0 \) is not a mana process. If the model variables are not mana, there is a possibility of fictitious regression. To avoid fictitious regression situations, the common test can be used as a pretest. In this way, the results can be trusted only in the collective context of the variables. Therefore, it is important
to examine the coexistence of variables in panel data.

2.6. Limer Test

Coexistence is a phenomenon that describes a situation in which a "descriptive variable" in "multiple regression" has a linear relationship with one or more other variables so that it can be considered as a linear combination of other variables. In this way, "multiple linearity" also indicates a situation where there is a linear relationship between several descriptive variables and they can be written as a linear combination of each other. In principle, due to the multiple regression method and its assumptions, the existence of independence among descriptive variables is essential [25].

2.7. F-LIMER Test

In estimating a model whose data is a combination type, the type of estimation pattern must first be determined. In other words, it must first be examined on which floor the panel or panel is placed. In the case of hybrid data, first test F between common sections and slopes and obtain bound other words, it must first be examined on which floor or the type of estimation pattern must first be determined. In other words, we must first perform a series of tests on our data panel method was chosen based on the F-Liner test, the question arises as to whether the difference in width across the origin of the cross-sectional units is consistent or whether random functions can clearly distinguish between the units. Terry states that these two methods are called fixed effects and random effects, respectively. To determine this, the Hausman test is used. In this test, the null hypothesis on the data panel model with random effects and the opposite hypothesis on the data panel model with constant effects. If the Hausman test statistic is larger than its critical values or statistics The probability is less than 5%. The null hypothesis is rejected and the hypothesis that the model of constant effects is confirmed is accepted [28].

2.8. Hausman Test

The most common test to determine the type of panel data model is the Hausman test. This test is estimated based on the presence or absence of a relationship between regression error and the independent variables of the model. In other words, if the panel data method was chosen based on the F-Liner test, the question arises as to whether the difference in width across the origin of the cross-sectional units is consistent or whether random functions can clearly distinguish between the units. Terry states that these two methods are called fixed effects and random effects, respectively. To determine this, the Hausman test is used. In this test, the null hypothesis on the data panel model with random effects and the opposite hypothesis on the data panel model with constant effects. If the Hausman test statistic is larger than its critical values or statistics The probability is less than 5%. The null hypothesis is rejected and the hypothesis that the model of constant effects is confirmed is accepted [28].

2.9. Descriptive Statistics of Research Data

Descriptive statistics refer to classifying, summarizing, describing, interpreting, and graphically displaying data to communicate the researcher with the data. The role of descriptive statistics as the first step in the statistical analysis process is very important and vital [29]. Descriptive Statistics by summarizing the data, it highlights its important features to provide the necessary ideas in the researcher's mind for the second stage of statistical analysis) inferential statistics (create and show the overall distribution of the mother community to adopt statistical methods.

3. Data Retention Test

Before regenerating the multinomial data of the panel data that we have, we must first perform a series of tests on our data, and these results were first performed with the Mania test. According to the Mania test and the comparison between the numbers in Tables 1 to 10, we conclude that the variables Y, TVOLM, TURN, TSKew, SALES, RM, RTPM, CRRNT are Mana and the SIZEM and AGE variables are unambiguous [30-33].

Table 1. Age variable test.

| Panel unit root test: Summary | Series: AGE | Exogenous variables: Individual effects |
|------------------------------|-------------|----------------------------------------|
| User-specified lags: 0       |             |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |             |                                        |
| Cross Method Statistic       |             |                                        |
| Null: Unit root (assumes common unit root process) |             |                                        |
| Levin, Lin & Chu *           | 1.08668     | 0.1386                                 |
| Null: Unit root (assumes individual unit root process) |             |                                        |
| Im, Pesaran and Shin Wstat   | 0.78531     | 0.2161                                 |
| ADF - Fisher Chi-square      | 0.6304      |                                        |
| PP - Fisher Chi-square       | 0.6125      |                                        |

** Probabilities for Fisher tests are computed using an asymptotic Chi.-Square distribution. All other tests assume asymptotic normality.
Table 2. CRRNT variable test.

| Panel unit root test: Summary | Series: CRRNT | Exogenous variables: Individual effects |
|-------------------------------|--------------|----------------------------------------|
| User-specified lags: 0        |              |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |              |                                        |
| Cross Method                  |              |                                        |
| Null: Unit root (assumes common unit root process) | 0.34385 | 0.6345 | 31 | 2470 |
| Levin, Lin & Chu *            |              |                                        |
| Null: Unit root (assumes individual unit root process) | 0.90475 | 0.0828 | 31 | 2470 |
| Im, Pesaran and Shin Wstat    |              |                                        |
| ADF - Fisher Chi-square       | 71.802       | 0.0849 | 31 | 2470 |
| PP - Fisher Chi-square        | 76.0845      | 0.0107 | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi.-Square distribution. All other tests assume asymptotic normality.

Table 3. RM variable test.

| Panel unit root test: Summary | Series: RM | Exogenous variables: Individual effects |
|-------------------------------|------------|----------------------------------------|
| User-specified lags: 0        |            |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |            |                                        |
| Cross Method                  |            |                                        |
| Null: Unit root (assumes common unit root process) | 0.61025 | 0.7292 | 31 | 2470 |
| Levin, Lin & Chu *            |            |                                        |
| Null: Unit root (assumes individual unit root process) | 5.78944 | 0 | 31 | 2470 |
| Im, Pesaran and Shin Wstat    |            |                                        |
| ADF - Fisher Chi-square       | 141.855    | 0 | 31 | 2470 |
| PP - Fisher Chi-square        | 162.929    | 0 | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi.-Square distribution. All other tests assume asymptotic normality.

Table 4. RTPM variable test.

| Panel unit root test: Summary | Series: RTPM | Exogenous variables: Individual effects |
|-------------------------------|--------------|----------------------------------------|
| User-specified lags: 0        |              |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |              |                                        |
| Cross Method                  |              |                                        |
| Null: Unit root (assumes common unit root process) | 13.6008 | 0 | 31 | 2470 |
| Levin, Lin & Chu *            |              |                                        |
| Null: Unit root (assumes individual unit root process) | 17.1861 | 0 | 31 | 2470 |
| Im, Pesaran and Shin Wstat    |              |                                        |
| ADF - Fisher Chi-square       | 441.143     | 0 | 31 | 2470 |
| PP - Fisher Chi-square        | 438.126     | 0 | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi.-Square distribution. All other tests assume asymptotic normality.

Table 5. SALES variable test.

| Panel unit root test: Summary | Series: SALES | Exogenous variables: Individual effects |
|-------------------------------|--------------|----------------------------------------|
| User-specified lags: 0        |              |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |              |                                        |
| Cross Method                  |              |                                        |
| Null: Unit root (assumes common unit root process) | 0.02738 | 0.4891 | 31 | 2470 |
| Levin, Lin & Chu *            |              |                                        |
| Null: Unit root (assumes individual unit root process) | 2.90496 | 0.0018 | 31 | 2470 |
| Im, Pesaran and Shin Wstat    |              |                                        |
| ADF - Fisher Chi-square       | 95.0853      | 0.0044 | 31 | 2470 |
| PP - Fisher Chi-square        | 107.650      | 0.0003 | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi.-Square distribution. All other tests assume asymptotic normality.

Table 6. SIZEM variable test.

| Panel unit root test: Summary | Series: SIZEM | Exogenous variables: Individual effects |
|-------------------------------|--------------|----------------------------------------|
| User-specified lags: 0        |              |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |              |                                        |
### Panel unit root test: Summary

| Series: SIZEM | Exogenous variables: Individual effects |
|--------------|----------------------------------------|
| Cross Method | Statistic                              |
| Null: Unit root (assumes common unit root process) | 0.204460 |
| Levin, Lin & Chu t* | 0.5810 |
| Null: Unit root (assumes individual unit root process) | 0.23347 |
| Im, Pesaran and Shin Wstat | 0.5923 |
| ADF - Fisher Chi-square | 56.9415 |
| PP - Fisher Chi-square | 62.8853 |

| Obs | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi-Square distribution. All other tests assume asymptotic normality.

### Panel unit root test: Summary

| Series: TSKEWM | Exogenous variables: Individual effects |
|----------------|----------------------------------------|
| User-specified lags: 0 |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |                                        |
| Cross Method | Statistic                              |
| Null: Unit root (assumes common unit root process) | 17.1984 |
| Levin, Lin & Chu t* | 0.9992 |
| Null: Unit root (assumes individual unit root process) | 1.14912 |
| Im, Pesaran and Shin Wstat | 0.1253 |
| ADF - Fisher Chi-square | 77.6365 |
| PP - Fisher Chi-square | 114.317 |

| Obs | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi-Square distribution. All other tests assume asymptotic normality.

### Panel unit root test: Summary

| Series: TURN | Exogenous variables: Individual effects |
|--------------|----------------------------------------|
| User-specified lags: 0 |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |                                        |
| Cross Method | Statistic                              |
| Null: Unit root (assumes common unit root process) | 3.13946 |
| Levin, Lin & Chu t* | 0.9992 |
| Null: Unit root (assumes individual unit root process) | 1.14912 |
| Im, Pesaran and Shin Wstat | 0.1253 |
| ADF - Fisher Chi-square | 77.6365 |
| PP - Fisher Chi-square | 114.317 |

| Obs | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi-Square distribution. All other tests assume asymptotic normality.

### Panel unit root test: Summary

| Series: TVOLM | Exogenous variables: Individual effects |
|---------------|----------------------------------------|
| User-specified lags: 0 |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |                                        |
| Cross Method | Statistic                              |
| Null: Unit root (assumes common unit root process) | 4.54901 |
| Levin, Lin & Chu t* | 0.0001 |
| Null: Unit root (assumes individual unit root process) | 6.41844 |
| Im, Pesaran and Shin Wstat | 0.0870 |
| ADF - Fisher Chi-square | 145.078 |
| PP - Fisher Chi-square | 155.296 |

| Obs | 31 | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi-Square distribution. All other tests assume asymptotic normality.
Table 10. Y variable test.

| Panel unit root test: Summary | Series: Y | Exogenous variables: Individual effects |
|-------------------------------|-----------|----------------------------------------|
| User-specified lags: 0        |           |                                        |
| Newey-West automatic bandwidth selection and Bartlett kernel |           |                                        |
| CrossMethod                  | Statistic | Prob.**      | Cross Section | Obs  |
| Levin, Lin & Chu*            | 8.33074   | 0            | 31            | 2470 |
| Im, Pesaran and Shin Wstat   | 13.2985   | 0            | 31            | 2470 |
| ADF - Fisher Chi-square      | 311.229   | 0            | 31            | 2470 |
| PP - Fisher Chi-square       | 310.733   | 0            | 31            | 2470 |

** Probabilities for Fisher tests are computed using an asymptotic Chi-Square distribution. All other tests assume asymptotic normality.

3.1. Compatible Data Test

After the data validity test, a consistent data test was performed, and in Table 11 we see the results of this test. According to this test, the correlation results between the data are very small and less than 0.05, so there is no sign of SALES, TURN, SIZEM, TSKEW, TVOLM data in any way. They are insignificant.

Table 11. Compatible data test.

| RM       | TVOLM    | TSKEW    | SIZEM    | AGE      | TURN     | CRRNT    | SALES     | RTPM     |
|----------|----------|----------|----------|----------|----------|----------|-----------|----------|
| 1.000000 | -0.000848| -0.057304| 0.036501 | 0.180980 | -0.012602| -0.190958| -0.020852 | -0.140547|
| -0.000848| 1.000000 | -0.028832| 0.096899 | 0.065084 | -0.236666| -0.014280| -0.051500 | -0.018422|
| -0.057304| -0.028832| 1.000000 | 0.096899 | -0.015203| 0.062594 | 0.030298 | 0.003801 | -0.108092|
| 0.036501 | -0.076501| -0.028832| 1.000000 | -0.297518| 0.594359 | 0.057273 | 0.021229 | -0.388477|
| 0.180980 | -0.028832| -0.015203| -0.297518| 1.000000 | -0.359011| -0.161121| -0.071967 | 0.065548 |
| -0.012602| 0.065084 | 0.096899 | 0.062594 | 0.030298 | 0.057273 | 0.111795 | 0.019407 | -0.169395|
| -0.012602| -0.236666| 0.062594 | 0.057273 | -0.161121| 0.111795 | 0.100000 | 0.022056 | -0.013293|
| -0.020852| -0.014280| 0.030298 | 0.021229 | -0.071967| 0.019407 | 0.022056 | 1.000000 | 0.037509 |
| -0.140547| -0.018422| -0.108092| -0.388477| 0.065548 | -0.169395| -0.013293| 0.037509 | 1.000000 |

3.2. F-Limer Test

According to the results of the F-Limer test, Table 12 shows that the probability is less than 0.05 and the assumption of zero is rejected and shows that the calculated F is larger than the degrees of freedom and shows that the data is a panel.

Table 12. F-Limer test.

| Redundant Fixed Effects Tests | Equation: Untitled | Test cross-section fixed effects |
|-------------------------------|--------------------|---------------------------------|
| Effects Test                  | Statistic          | Prob.**                         | d. f. |
| Cross-section F               | 5.61337            | 0                               | 30/2461|
| Cross-section Chi-square      | 165.53606          | 0                               | 30     |

3.3. Hausman Test

According to the Hausman test in Table 13 on the data, and given the probability of the probability being less than 0.05, it suggests that we should estimate the data by means of fixed effects.

Table 13. Hausman test.

| Correlated Random Effects - Hausman Test | Equation: Untitled | Test cross-section random effects |
|------------------------------------------|--------------------|---------------------------------|
| Test Summary                             | Chi-Sq. Statistic  | Chi-Sq. d. f. | Prob   |
| Cross-section random                      | 16.207710          | 9                  | 0.0427 |

3.4. Normal Test

Figure 1 shows the descriptive characteristics of the data used, as well as the significance of the normality of the data, which indicates that the data is normal given the probability value less than 0.05.
4. Result and Discussion

After ensuring the accuracy of the data, we begin to estimate the data. First, we obtain the general regression of the data by logit regression, and then we obtain the same work for Crash and Jackpot states, the only difference being the type of method in which we use the multinomial log regression method. The significant amount of data in Table 14 for TSKEW SIZEM AGE TURN CRRNT SALES variables is less than 0.05, which is very significant and shows that the yield is directly related to TVOLM SIZEM AGE SALES variables and is related to TSKEW TURN CRRNT RTPM variables. That is, the higher the sales of a company, the higher its return, and vice versa [34].

| Variable | Coefficient | Std. Error | t-Statistic | Prob  |
|----------|-------------|------------|-------------|-------|
| C        | -1.706157   | 0.42490    | -4.015395   | 0.0001|
| TVOLM    | 11.66138    | 15.42934   | 0.755793    | 0.4498|
| TSKEWM   | -0.011101   | 0.012549   | -0.884611   | 0.3765|
| SIZEM    | 0.162979    | 0.033111   | 4.922143    | 0     |
| AGE      | 0.027202    | 0.006781   | 4.011638    | 0.0001|
| TURN     | -5.93E-12   | 3.30E-12   | -1.796226   | 0.0726|
| CRRNT    | -0.00815    | 0.002029   | -0.401763   | 0.6879|
| SALES    | 0.000462    | 0.000400   | 1.156544    | 0.2476|
| RTPM     | -0.220144   | 0.057127   | -3.853572   | 0.0001|
| AR (1)   | 0.724988    | 0.014061   | 51.56015    | 0     |

Effects Specification

| R-squared        | 0.596884 | Mean dependent var | 0.385425 |
| Adjusted R-squared | 0.590415 | S. D. dependent var | 0.571028 |
| S. E. of regression | 0.365452 | Akaike info criterion | 0.840696 |
| Sum squared resid | 324.5384 | Schwarz criterion | 0.934817 |
| Log likelihood   | -998.2598 | Hannan-Quinn criter. | 0.874888 |
| F-statistic      | 92.25763  | Durbin-Watson stat | 2.124982 |
| Prob (F-statistic) | 0       |                   |          |
| Inverted AR Roots | 0.72    |                   |          |

In Table 15, which was performed by multinomial regression, all data were first estimated as data panels and by multimedia regression, and the following data were obtained. The data is regressed as a panel and in sections of joint stock companies and their coefficients are significant at the level of 5%. The following table shows that the probability of crashing in stocks that have had positive returns in several periods is higher. In addition, there is a higher probability of crashing and falling prices in stocks that are larger in size, but in stocks that have benefited from a sharp rise in prices, the rate of return in previous periods has been negative and declining, and the size of the company is small. In addition, in the stocks that we have seen, we have a low turnover. But in the shares that have the possibility of a jackpot, the copper relationship The relationship with sales growth and the amount of real investors to the legal and negative relationship with the size of the company [35].
So far, we've looked at the effects of Jackpot and Crash on past data, and we've seen what the effects of Jackpot and Crash have to do with past data. We estimate and then measure the relationship between different variables and the rate of return in this case does not change completely, but if we compare the situation in which the highest probability of crash increases, the relationship of different variables to the rate of return in this case does not change completely, but if we compare the situation in which the highest probability of crash and the lowest probability of crash occurred in them, we will see that the increase in the probability of crashing the efficiency relationship with the RTPM SIZEM TVOL Tkew decreases, the RTPM TURN increases.

If we only take into account the coefficients of the first middle and end data of the Crash value, we will see that the probabilities are close to zero in the RTPM variable, which will increase the probability of real investors. And considering that its significance level is less than 0.05, it shows the significance of the null hypothesis and the impact of micro-investors on crash, and the obtained coefficients show that with the increase of crash, the impact of micro-investors decreases [36].

The table below shows the value of the independent variables of each portfolio. The table below shows that by increasing the probability of a jackpot, the relationship between the different variables and the rate of return in this case does not change completely, but if we compare the situation in which the greatest probability of the jackpot and the lowest probability of the jackpot occur in them, we will see that Increasing the likelihood of jackpots affect variables RTPM TURN TVOL will be less efficient and SIZEM SALES CRRNT.

Table 15. Multinominal Data Regression.

| Variable | Crash | Jackpot | R² |
|----------|-------|---------|----|
|          | Coefficient | Z-static | Coefficient | Z-static |
| intercept| -2.670  | -9.348  | -0.952 | -11.548  |
| R        | 3.391   | -1.465  | -3.423 | -3.867   |
| Tvol     | 34.801  | 16.305  | 23.073 | 9.639    |
| Tkew     | 0.889   | 2.375   | -0.003 | 0.693    |
| Size     | 1.122   | 1.276   | -2.438 | -3.549   |
| Turn     | -0.017  | -0.245  | -0.003 | -2.507   |
| Age      | -0.098  | -8.306  | -1.85  | -13.924  |
| Sales    | 1.694   | 8.394   | 0.952  | 5.636    |
| Rtp      | -0.167  | 2.547   | 0.574  | 0.839    |

Table 16. Coefficients of independent variables in Crash portfolios.

| Variable | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static |
|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|
| TVOLM    | 24.18081    | 5.850771 | -4.046184  | -2.85429 | -3.63034  | -6.81339 | -10.7448  | -11.3429  | -12.4811  | -17.8615 |
| TSEKWM   | -0.009086   | 0.004536 | -0.02624   | -0.001080 | -0.00465 | -0.03471 | -0.02641  | -0.10660  | -0.01179  | -0.01298 |
| SIZEM    | -0.004964   | 0.004152 | -0.01724   | -0.02065 | 0.049783  | 0.056144 | -0.03135  | 0.048530  | 0.001658  | -0.00998 |
| AGE      | 0.005645    | 0.006077 | 0.007699   | -0.00219 | 0.012633  | 0.015126 | -0.00244  | 0.013148  | 0.012994  | 0.008127 |
| TURN     | 1.95E-12    | 5.77E-12 | 7.21E-12   | 3.14E-12 | 4.17E-13  | 3.23E-12 | 9.60E-13  | -9.9E-12  | 1.17E-11  | 3.82E-12 |
| CRNRT    | 0.002955    | 0.010846 | 0.001422   | 0.007945 | -0.05511  | 0.008881 | 0.000818  | -0.00174  | -0.02410  | 0.001430 |
| SALES    | -0.000320   | 0.000119 | -0.00010   | 0.000246 | 0.000805  | 0.005820 | 0.000387  | 2.28E-05  | 0.002736  | -9.5E-05 |
| RTPM     | -0.140041   | 0.091117 | -0.14010   | 0.049376 | 0.154677  | 0.164848 | -0.19160  | -0.18880  | -0.20653  | 0.051960 |

Table 17. Coefficients with t statistics in the end and middle initial portfolios of Crash.

| Variable | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static | Coefficient | Z-static |
|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|-------------|----------|
| TVOLM    | 24.18081    | 0.055090 | -3.63034   | 0.04151  | -17.8615  | 0.42280 |
| TSEKWM   | -0.009086   | 0.018241 | -0.004651  | 0.023248 | -0.012983 | 0.020442 |
| SIZEM    | -0.004964   | 0.017928 | 0.049783   | 0.025687 | -0.009989 | 0.015629 |
| AGE      | 0.005645    | 0.004192 | 0.012633   | 0.005046 | 0.008127  | 0.003463 |
| TURN     | 1.95E-12    | 3.39E-12 | 4.17E-13   | 3.20E-12 | 3.82E-12  | 2.39E-12 |
| CRNRT    | 0.002955    | 0.011143 | -0.055111  | 0.007194 | 0.001430  | 0.085159 |
| SALES    | -0.000320   | 0.000349 | 0.000805   | 0.000649 | -9.47E-05 | 0.000277 |
| RTPM     | -0.140041   | 0.059792 | 0.154677   | 0.055847 | 0.051960  | 0.049901 |
If we consider only the data coefficients of the first three middle and end portfolios of the jackpot value, we will see that the t-statistic is less than 0.05, and in the RTPM variable, the higher the probability of the jackpot, the participation of real investors will have a greater effect on this anomaly [36]. Note that its significance level is less than 0.05 indicates the significance of the null hypothesis and the impact of micro-investors on the jackpot, which concludes that as the impact of the jackpot increases, the impact of micro-investors increases [37, 38].

Data estimation results

In the following, we present the results of estimating the Fama and French model for the portfolio data with the effects of Jackpot and Crash, respectively. In this section, for each portfolio data, the rate of return at 2t + time for each portfolio is estimated, and the t-statistic of each estimate is given.

### Table 18. Coefficients of independent variables in jackpot portfolios.

| 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| TVOLM | 34.07224 | 9.959435 | 9.520369 | 10.91874 | -3.64963 | -14.7229 | 11.59150 | -0.37020 | 62.57288 | 62.72715 |
| TSEKWM | -0.014747 | -0.00757 | -0.02874 | -0.02647 | 0.000805 | 0.000563 | -0.02696 | 0.009476 | -0.01959 | -0.01449 |
| SIZEM | -0.005806 | 0.084342 | 0.111757 | 0.881518 | 0.011033 | -0.00783 | -0.02792 | -0.00239 | 0.019869 | 0.014188 |
| AGE | 0.004191 | 0.008168 | 0.002580 | 0.012759 | 0.014741 | 0.000340 | -0.00033 | 0.000135 | 0.024930 | 0.002491 |
| TURN | 4.94E-12 | 7.88E-12 | -9.2E-12 | -2.4E-12 | 1.12E-12 | 1.04E-13 | 2.34E-12 | 6.50E-12 | 8.65E-12 | 3.49E-12 |
| CRRNT | -0.005987 | -0.02802 | -0.00269 | -0.12836 | 0.008857 | 0.132550 | 0.050798 | 0.119511 | 0.074570 | 0.096853 |
| SALES | 2.56E-05 | 0.000728 | 0.003249 | 0.000412 | 0.000752 | -0.00024 | -0.00016 | -0.00019 | 0.002445 | 8.09E-05 |
| RTPM | 0.137176 | 0.145207 | 0.215498 | 0.245098 | 0.221056 | 0.026838 | 0.046246 | 0.043347 | 0.041246 | 0.248492 |

It is observed that the significance level of test statistics in the following, we present the results of estimating the Fama and French model for the portfolio data with the effects of Jackpot and Crash, respectively. In this section, for each portfolio data, the rate of return at 2t + time for each portfolio is estimated, and the t-statistic of each estimate is given.

### Table 19. Coefficients of independent variables in Crash portfolios.

| 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| TVOLM | 34.07224 | 0.0321 | -3.64963 | 0.312 | 26.72715 | 0.941 |
| TSEKWM | -0.014747 | 0.011804 | 0.000805 | 0.019657 | -0.01498 | 0.020703 |
| SIZEM | -0.005806 | 0.018217 | 0.011033 | 0.020045 | 0.014188 | 0.016237 |
| AGE | 0.004191 | 0.032821 | 0.014741 | 0.003339 | 0.002491 | 0.003452 |
| TURN | 4.94E-12 | 3.33E-12 | 1.12E-12 | 2.94E-12 | 3.49E-12 | 2.29E-12 |
| CRRNT | -0.005987 | 0.002266 | 0.008857 | 0.075484 | 0.096853 | 0.002280 |
| SALES | 2.56E-05 | 0.000491 | 0.000752 | 0.000618 | 8.09E-05 | 0.000274 |
| RTPM | 0.137176 | 0.085001 | 0.221056 | 0.047808 | 0.248492 | 0.045169 |

### Table 20. Estimation of return data in jackpot portfolios.

| 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Capm | -3.33 | -3.05 | 2.83 | 2.54 | 1.65 | 1.44 | 1.05 | 1.63 | 2.44 |
| Fama-French | -3.14 | -0.47 | 0.62 | -0.83 | 2.3 | 1.67 | 0.17 | -0.21 | -1.23 |

### Table 21. Fama and French data test (Jackpot).

| 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Value factor (HML) | 0.494 | 0.859 | 0.239 | -0.345 | 0.171 | 0.460 | 0.998 | 0.334 | 0.223 |
| Size factor (SMB) | -0.112 | -0.003 | 0.221 | 0.087 | 0.011 | -0.021 | -0.007 | -0.018 | 0.002 |
| Risk factor (MKT) | 0.025 | 0.0728 | 0.249 | 0.412 | 0.752 | -0.239 | 0.004 | 0.193 | 0.445 |
| F | 0.09 | 0.11 | 0.14 | 0.12 | 0.06 | 0.05 | 0.13 | 0.08 | 0.04 |
| Unmodified determination coefficient | 0.42 | 0.48 | 0.38 | 0.47 | 0.39 | 0.53 | 0.48 | 0.27 | 0.24 |

It is observed that the significance level of test statistics in almost all portfolios is more than 0.01. Therefore, at the 99% confidence level, the null hypothesis (assuming that all coefficients are zero) is confirmed and at least one of the independent variables of goat research affects the return on stock, which can be affected by observing t coefficients of independent research variables on stock returns. Found that the lower the significance level of 0.05, the more significant it was. Also, the table shows that the adjusted coefficient of portfolio adjustment is between 0.53 and 0.24, and this shows that a maximum of 0.53 of the stock return changes are explained by the variables of Fama and French models. It has been one of the independent variables that occurs among the stocks of the Tehran Stock Exchange and causes irregularity. Below are Fama and French models for Crash portfolios.

### Table 22. Estimation of return data in Crash portfolios.

| 1   | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     | 10    |
|-----|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| Capm | 0.11 | 0.18 | 0.25 | 0.48 | 0.79 | 0.63 | 0.61 | 0.53 | 0.47 |
| 3.33 | 3.05 | 2.83 | 2.54 | 1.65 | 2.43 | 2.05 | -1.63 | -2.44 | -3.22 |
Due to the significant level of F statistic, the null hypothesis is rejected and no crash occurs between the shares of Tehran Stock Exchange. The coefficient of determination is between 0.62 and 0.41, which shows that only a maximum of 62% of the changes in stock returns are explained by the variables of Fama and French models [39].

5. Conclusion

In the previous chapters, we explained the subject and expressed the research problem, then relying on the research literature, we chose the appropriate research method and data analysis methods. The test results of each of the research hypotheses are given below. The main hypotheses of the research are the existence of a jump and fall (explanation of stock returns fluctuations) of the Tehran Stock Exchange, which are as follows:

1. There is a jump effect among the stocks of Tehran Stock Exchange. The results of the study show that the null hypothesis in this test, which means that the coefficients are meaningless and their size is insignificant, is confirmed. This hypothesis is confirmed by using two functional factors, Fama and French. That is, the jackpot between stock exchanges is explained by the size factor and the risk of the stock. The results of the study are consistent with the results of Jang and Kang (2016) [40-42]. The results of this hypothesis are consistent with the results of Bergren. It is contradictory. Bergren et al. Found that the Jackpot effect would have a negative effect on future stock returns and would lead to future returns to negative.

2. There is a fall effect among the shares of Tehran Stock Exchange. Due to the probability of this hypothesis, it is rejected by the factor model, namely Fama and French. By examining the F statistics in the Fama and French models, we come to this conclusion. In general, our null hypothesis is not confirmed. This hypothesis is confirmed by various models by Jang, which shows that he researched the impact of real investors on stock returns in Korea, and concluded that stocks that have the greatest impact of Jackpot and Crash by investors. Real trades and these stocks are less efficient than the normal market [43].

3. There is a significant relationship between the ratio of real transactions and the effect of mutation. By analyzing the tests performed, the research hypothesis that there is a relationship between the ratio of real transactions and the effect of stock yield jump is confirmed, i.e. the amount of investment of real people has a significant effect on stock jump. The results are consistent with the Foucault timeline and there is a significant relationship between stock return volatility and real investor trading. It is also consistent with the findings of Kennel et al.

4. There is a significant relationship between the ratio of real transactions and the effect of fall. By analyzing the tests performed, the research hypothesis that there is a relationship between the ratio of real transactions and the effect of stock yield loss is confirmed, i.e. the amount of investment of real people has a significant effect on stock yield loss. In a study titled "Real Investors and Fluctuations", Fu et al. Predicts that if real investor transactions have a positive effect on stock fluctuations, there will be a decline in fluctuations in this category of stocks. Is consistent. Connell et al. Also tested the relationship between stock price volatility and real estate transactions. They found that the trend of stock price fluctuations before the trading week increased with the intensity of trading, and decreased after the mentioned weeks. The results of Kennel’s research also correspond to this hypothesis.
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