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The complexity of shear-induced grain boundary dynamics has been historically difficult to view at the atomic scale. Meanwhile, two-dimensional (2D) colloidal crystals have gained prominence as model systems to easily explore grain boundary dynamics at single-particle resolution but have fallen short at exploring these dynamics under shear. Here, we demonstrate how an inherent interfacial shear in 2D colloidal crystals drives microstructural evolution. By assembling paramagnetic particles into polycrystalline sheets using a rotating magnetic field, we generate a particle circulation at the interface of particle-free voids. This circulation shears the crystalline bulk, operating as both a source and sink for grain boundaries. Furthermore, we show that the Read-Shockley theory for hard-condensed matter predicts the misorientation angle and energy of shear-induced low-angle grain boundaries based on their regular defect spacing. Model systems containing shear provide an ideal platform to elucidate shear-induced grain boundary dynamics for use in engineering improved/advanced materials.

INTRODUCTION

Polycrystalline materials such as metals, ceramics, and semiconductors contain planar defects at the interface between crystalline grains. These grain boundaries heavily influence bulk material properties such as electrical conductivity and yield strength. Grain boundary strengthening is one well-known example of this influence, where the yield strength of the material is improved by increasing the density of grain boundaries (1). This structure-property relationship is even more salient in two-dimensional (2D) materials because the reduced dimension causes higher sensitivity to crystalline defects (2, 3). However, this relationship is complicated by the dynamic nature of grain boundaries. Under an external force, grain boundaries can translate, form new, or disappear entirely to accommodate stresses and strains imposed on the bulk material (4). Shear stress, in particular, has been connected with grain boundary motion and grain rotation (5–7). However, despite extensive efforts to understand the interplay of shear and grain boundary motion, much of these shear-induced dynamics are still not well understood.

To better understand atomic scale dynamics, colloidal crystals have been used as experimental, model systems, where individual particle resolution and tracking are easily achieved (8). Colloidal crystal grain boundary dynamics have predominantly elucidated grain boundary dynamics in self-assembled systems, e.g., observing fluctuations at equilibrium (9–12) or probing the dynamics with a step-like energy input (13–16). However, these self-assembled systems do not provide the appropriate conditions to investigate the influence of a continuous shear at the material interface. While there have been self-assembled colloidal systems that have introduced shear stress through extrinsic means (17–19), grain boundary motion due to a continuous interfacial shear has not been reported.

Here, we report experiments of 2D colloidal polycrystalline sheets containing voids, whereby a rotating magnetic field (RMF) produces shear-induced grain rotation and grain boundary formation. We identify the newly formed grain boundaries as low-angle grain boundaries (LAGBs) and apply the Read-Shockley dislocation model for crystal grain boundaries (20) to estimate their energies. This work presents the interfacial dynamics at the solid-vapor interface and the role of shear in directing the microstructure of the colloidal crystalline bulk. Ultimately, our work highlights a highly dynamic soft matter system that expands the capabilities of colloidal crystals in understanding solid-state phenomena under interfacial shear.

RESULTS AND DISCUSSION

Magnetically formed 2D colloidal sheets

To produce our highly dynamic soft matter system, we use a magnetic assembly method previously reported by our group (21). The crystalline colloidal sheets used in this study are composed of 1-μm superparamagnetic spheres (Dynabeads MyOne Carboxylic Acid, Invitrogen) suspended in 10 mM NaCl. Following previous work (22), a particle monolayer is achieved by confining the particle suspension between parallel glass plates and particle settling due to gravity. The electrostatic surface charges imparted by the carboxylic functional group prevent particle aggregation and particle-surface sticking, while the suspending fluid screens these charges to allow for compact particle packing.

To assemble the particles into an ordered crystalline sheet, the monolayer is subjected to an in-plane RMF. Under the application of an external magnetic field, superparamagnetic particles acquire induced dipole moments. In static fields, this dipolar interaction is anisotropic, creating chains of particles aligned in the field direction. In RMFs, the dipolar interactions can be time-averaged by implementing sufficiently high rotational frequencies. The result is an isotropic attractive interaction that clusters particles in 2D (23–27). Analogous phenomena can also be created with rotating electric fields (28). In our magnetic system, this time-averaged interaction occurs alongside the electrostatic interaction caused by surface charges. The simultaneous interactions produce a tunable long-range attractive and short-range repulsive interaction pair potential (Fig. 1A)
that is analogous to the Lennard-Jones potential for atomic and molecular systems (29). These interactions are sufficiently modeled by the mutual dipolar model (long-range attraction), where mutual interactions between neighboring particles are incorporated, and the Derjaguin-Landau-Verwey-Overbeek theory (short-range repulsion) that is suitable for charged colloids (21). The tunable nature of our system lies in the magnetic field strength acting as an effective inverse of temperature that can transition the system through phases (30). In other words, an increase in magnetic field strength transitions a disordered phase to a more ordered one, just as a decrease in temperature in hard-condensed matter transitions a liquid to a solid.

The current study operates at relatively high magnetic field strengths for this system (1.1 to 1.2 mT) and a rotational frequency of 20 Hz. We previously used a RMF of 20 Hz and a range of field strengths to induce phase separation of particles into particle dense regions (black), leaving behind particle-free voids (white). Scale bar, 100 μm. The inset is a close up of the bulk-void interface. Scale bar, 10 μm. (C) Crystalline grains with distinct grain boundaries form in the bulk, as shown by an overlaid colormap of the local orientation, θ₆, and (D) the local bond-orientational order parameter, ψ₆. LAGBs contain borders of discrete disorder, while high-angle grain boundaries (HAGBs) have continuous disorder. Scale bars, 10 μm. (E) Angle θk used to calculate ψ₆ and subsequently θ₆.

**Fig. 1. Magnetic field–induced polycrystalline sheet formation.** (A) Particles interact isotopically in-plane according to the tunable interaction pair potential \([U(r)]\), normalized with \(k_B T\), where \(r\) is the interparticle spacing. (B) Immediately upon application of a RMF, paramagnetic particles assemble into particle dense regions (black), leaving behind particle-free voids (white). Scale bar, 100 μm. The inset is a close up of the bulk-void interface. Scale bar, 10 μm. (C) Crystalline grains with distinct grain boundaries form in the bulk, as shown by an overlaid colormap of the local orientation, θ₆, and (D) the local bond-orientational order parameter, ψ₆. LAGBs contain borders of discrete disorder, while high-angle grain boundaries (HAGBs) have continuous disorder. Scale bars, 10 μm. (E) Angle θk used to calculate ψ₆ and subsequently θ₆.

**System evolution**

The constant energy input imparted by the RMF results in highly dynamic colloidal sheets, whereby crystalline grains change in size and orientation with time. Figure 2 shows the typical time evolution of the crystalline bulk via microscopy images overlaid with a θ₆ colormap and the fraction of particles that constitute grain boundaries, \(x_{GB}\), as a function of time. Particles in grain boundaries are defined as any particle with a \(ψ₆ ≤ 0.4\). Initially, the crystalline bulk presents with many grain boundaries (Fig. 2A). This behavior is typical of colloidal crystal systems formed with self-assembly methods (11). However, our system exhibits notable structural reorganization over the course of a few hours. This reorganization is a direct result of the nonequilibrium nature imparted by the magnetic field.

After the crystalline grains form, the bulk restructures to reduce the number of grain boundaries (Fig. 2, B to D). These changes occur at a much slower time scale compared to the rapid initial formation of crystalline grains. This rate continues to decrease as more grain boundaries disappear, as shown by the rate of decrease in \(x_{GB}\) (Fig. 2F). Within the first 20 min, the fraction of particles residing in grain boundaries decreases by 1%. Over the next 40 min, this fraction only decreases by half a percent more before it begins to level out. Grain boundaries have an excess free energy associated with their interface, so it follows that the system would look to remove grain boundaries in an attempt to reach an energy minimum. Such slowing down of bulk dynamics suggests that the system is reaching a quasi-equilibrium, whereby structural rearrangements are not substantial. However,
the continuous energy input supplied by the RMF results in additional grain boundaries appearing at later times (Fig. 2E). This formation is evident in a later increase in $x_{GB}$.

The voids within the crystalline bulk also evolve. Such voids exhibit coarsening and Oswald ripening, leading some to grow over time and others to disappear (31). This global and microstructural evolution occurs despite much of the system remaining in a hexagonally ordered solid phase. Beyond thermal fluctuations, individual particle movement is confined to the grain boundaries that separate the crystalline grains and the disordered crystal-void interface. Crystal-void interfaces are more dynamic than grain boundaries because of the spatial freedom afforded by the void. These highly dynamic solid-gas interfaces have the ability to reorganize the nearby bulk, thereby acting as both a source and sink for grain boundaries.

**Circulation at voids**

At the void interface, a field-induced particle circulation arises. The circulation occurs in the opposite direction of field rotation, as shown in Fig. 3A, and at a substantially slower frequency compared to that of the applied field. In addition, this circulation is only a few particles thick and, therefore, does not penetrate deep into the bulk (see movie S1). This thin, disordered interface is highlighted in Fig. 3A via an overlaid $\psi_6$ colormap.

The circulation at the crystal-void interface is a result of individual particle rotation. Superparamagnetic colloids have been shown to rotate at similar frequencies, both as individual particles (32) and as small, symmetric, seven-particle clusters (33). This rotation has been attributed to a nonuniform magnetic distribution within the particles (34), an internal magnetic relaxation (35), or, in the case of clusters, temporary cluster anisotropy caused by a viscoelastic relaxation. While the source of this rotation is the subject of debate, the rotation of individual particles has been used to translate groups of particles (36, 37), and it explains the circulation that we observe at our interface. When a particle rotates in a fluid, it produces a circulating flow that will translate the particle if it is brought near a stationary surface. This translation is a result of the frictional shear force produced between the particle’s flow field and the surface. Otherwise known as a transverse force, this type of force has implications on structure and transport in collective systems (38–41). In the case of our collective system, the particles rotate parallel to the stationary chamber surface and, therefore, produce this frictional shear force with other in-plane rotating particles. Within the ordered bulk, this force is balanced due to hexagonal symmetry, but, at the interface, it is unbalanced, causing particles to translate along the edge.

The circulatory motion induced by individual particle rotation produces a collective interfacial shear. This interfacial shear is similar to clusters of Janus magnetic particles that were shown to exhibit...
shear-induced rotation as a result of rotation-translation coupling between particles at the interface (42). However, since voids are the structural inverse of clusters, there is no self-contained object to rotate in our system. Instead, the circulation-induced shear force causes local rotation of the nearby crystalline bulk (Fig. 3, B and C) thereby acting as a driving force for structural reorganization. In this way, large voids operate as a source of interfacial shear on the 2D crystalline bulk, a dimensional shear that has been difficult to achieve experimentally.

**Voids as sources and sinks for grain boundaries**
The interfacial shear at the void reorganizes the crystalline bulk by either annihilating or forming grain boundaries. At early times, voids tend to operate as sinks that annihilate grain boundaries, while, at later times, they typically switch to operating as sources that form grain boundaries (Fig. 2). However, whether a void operates as a source or a sink depends on the local microstructure near the void at that point in time. This is best understood with an energy argument.

The RMF supplies a steady input of energy to the system that maintains the assembly while inducing an interfacial shear force at the voids. This shear force is unbalanced, thereby causing energy to constantly transfer from the void, to and through the crystalline bulk. This propagation of energy is what ultimately alters the microstructure of the crystalline bulk. However, the result of this propagation varies, i.e., annihilation versus formation, and is likely caused by differences in the energy state of the crystalline bulk relative to the energy imparted by shear at the void. The crystalline bulk starts at its peak polycrystallinity and therefore its peak energy due to the added energy cost of grain boundaries. While in this relatively high-energy state, the interfacial shear at the void acts as a form of agitation that dissipates the bulk’s energy through the annihilation of grain boundaries. As time progresses, the decrease in the bulk’s energy allows for voids to switch to operating as sources. However, grain boundary formation only occurs if the local energy and microstructure near the void are favorable, e.g., the low energy of a large single crystal bordering a void.

Structurally, the physical phenomenon that allows voids to operate as sources or sinks is the same. The interfacial shear rotates the nearby crystal, and this rotation propagates deep into the crystalline bulk. Figure 4 shows two examples of this rotation, as grain boundary formation (Fig. 4, A to E) and grain boundary annihilation (Fig. 4, F to J). Note that the viewing of the crystalline bulk was prioritized over the voids in these images; therefore, many of the images do not explicitly show the nearby voids, but they are just outside of view. The similar time stamps of formation and annihilation reveal that the length of time the RMF has been on for does not solely dictate which phenomenon occurs. This similar time span emphasizes the importance of the local microstructure in determining whether voids operate as sources or sinks after the system’s initial reorganization.

**Fig. 4. Shear-induced grain rotation can both form and annihilate grain boundaries.** (A to E) Grain boundaries form near a void (upper right). Scale bar, 10 μm. (F to J) A large grain shrinks with time as the crystalline bulk is rotated from above. RMF direction is shown atop the first image in sequence. Time stamps indicate time since the RMF has been turned on. Microscopy images are overlaid with a θ₆ colormap. (K and L) Quantification of grain boundary formation. (K) The fraction of particles residing in grain boundaries, x_{GB}, increases, indicating an increase in grain boundaries, while (L) the measured probability distribution of θ₆ branches off, indicating an increase in the number of grains. (M and N) Quantification of grain boundary annihilation. As the grain boundary is annihilated, (M) x_{GB} decreases, and (N) the probability distribution of θ₆ narrows. More specifically, the probability around 10° disappears, indicating the complete removal of the grain.
The local rotation induced by shear at the void produces orientational changes in a disorganized fashion initially (Fig. 4, A, B, and F), before forming a distinct grain boundary that translates through the bulk (Fig. 4, C, D, and G to I). This grain boundary propagation either creates grain boundaries that persist (Fig. 4E) or creates a temporary grain boundary that ultimately merges with an existing one, thereby removing a grain and its grain boundary in the process (Fig. 4I). In both cases, the grain boundary propagation results from grain growth that occurs as the crystalline portion near the void rotates. This mechanism is similar to the phenomenon in hard-condensed matter where stress-induced grain rotation induces grain growth (43).

The newly formed grain boundaries’ persistent (formation) and transient (annihilation) nature is reflected in x_GB and the probability distribution of θ_b. In the case of formation, the grain boundary persistence is reflected in an increase in x_GB that is maintained with time (Fig. 4K). Furthermore, the measured probability distribution of θ_b begins to branch out as x_GB increases (Fig. 4L). These branches are also maintained with time and indicate the formation and persistence of additional grains. In the case of annihilation, the transient nature of the grain boundary formed by the void is reflected by temporary increases in x_GB that do not persist (Fig. 4M). These transient stages are the result of x_GB being calculated on a total per frame. This means that any change to grain boundary length and number in the frame of view affects the value of x_GB. Therefore, when the grain boundary formed by the void moves into the frame of view, or an existing grain boundary deforms and lengthens the boundary, x_GB temporarily increases. However, the overall trend of x_GB is decreasing, emphasizing annihilation. Furthermore, the probability distribution in Fig. 4N for 10° disappears around 108 min, emphasizing the removal of the grain.

The direction of crystalline rotation is determined by the direction of the interfacial shear along the void(s). Since the rotating field induces a particle circulation in the opposite direction along the crystal-void interface, the interfacial shear can be made clockwise or counterclockwise, depending on the field direction used. By controlling the direction of particle circulation and therefore the direction of the shear, the sense of rotation to form a grain or annihilate an existing one is controllable. In the present examples, formation occurs in the counterclockwise direction and annihilation occurs in the clockwise direction, but this is not always true. When a void contains a clockwise shear, the nearby crystalline bulk will be rotated in the counterclockwise direction, e.g., Fig. 4 (A to E), as previously shown in Fig. 3C. In contrast, Fig. 4 (F to J) shows the crystalline bulk near several voids that are out of view to the left and above the image that contain counterclockwise shear. This counterclockwise shear rotates the crystalline bulk in the clockwise direction. In other words, the crystalline bulk is rotated in the direction of the RMF. While shear is known to be capable of annihilating and/or forming grain boundaries, such a phenomenon as a result of inherent, controllable interfacial shear has not been reported in 2D colloidal crystals before this work.

**Structure of shear-induced LAGBs**

The grain boundaries formed by the shear-induced rotation are LAGBs, characterized by a small misorientation angle θ_mis. The misorientation angle quantifies the orientational difference between neighboring grains and is typically less than 15° for LAGBs (44). Figure 5A depicts a typical LAGB where θ_mis is approximately 7°. While the boundary of this LAGB is clearly defined with the θ_b colormap, a ψ_w colormap reveals isolated points of disorder that follow the boundary rather than a complete boundary of disorder (Fig. 5B). The isolated points of disorder are known as dislocations. Grain boundaries consisting of regularly spaced dislocations are typical of LAGBs in hard-condensed (45, 46) and soft (13, 47) matter, whereas high-angle grain boundaries (HAGBs) usually present as a more continuous boundary of disorder. The disordered boundaries of HAGBs in our system can be seen in the lower half portion of Fig. 5 (A and B) but are not formed by shear at the void interface. These HAGBs typically form as a result of larger grains merging during initial crystallization or cluster coalescence (22). Other points of disorder exist within the bulk crystal as well but are typically due to defects associated with the particles themselves, e.g., aggregated particles. Only dislocations that follow the boundary between misoriented grains are considered as being associated with a LAGB.

The formed LAGBs contain repeating 5|7 edge dislocations. The 5 and 7 in this case refer to the number of nearest neighbors of the particle pair that make up the dislocation. Figure 5C depicts a magnified view of the LAGBs, where particles with seven nearest...
neighbors and those with five nearest neighbors are colored blue and magenta, respectively. Each dislocation, along the LAGB that is marked by disorder via \( \psi_k \) in Fig. 5B, corresponds to a 5|7 pair of particles in Fig. 5C. The lattice distortion is further highlighted in Fig. 5D, where a line of the lattice (magenta) terminates, resulting in an edge dislocation. The dislocation causes the surrounding lattice (white) to bend around the termination point. Modeling a grain boundary as an array of edge dislocations is one of the most common methods used to develop predictive theories in hard-condensed matter (48).

**Application of Read-Shockley theory**

Read and Shockley’s LAGB theory is used to predict the misorientation angle and energy of the shear-induced LAGBs. Since the Read-Shockley theory assumes geometrical constraints characteristic of 2D systems, it is reasonable to apply it to our 2D system, beginning with the misorientation angle. The misorientation angle of a LAGB, composed of repeating edge dislocations, is related to the Burgers vector of the dislocations \( |b| \) and the distance between neighboring dislocations, \( h \), through the relationship

\[
\theta_{\text{mis}} = \frac{|b|}{h} \quad (1)
\]

Since the shear-induced LAGBs in this system have the same repeating 5|7 edge dislocations, their structure satisfies the assumption of this relationship (Eq. 1) that all dislocations have identical magnitudes of their Burgers vector \( |b| \). As a result, the magnitudes of all Burgers vectors, measured via a Burgers circuit (Fig. 5E), are 1.2 \( \mu \)m. This value is equivalent to the interparticle spacing, which is expected since it is a geometrical identity of colloidal and atomic crystals. Conversely, \( h \) (Fig. 5C) varies across each LAGB, so an average value was taken. This variability is present in hard-condensed matter, where grain boundaries are far from ideal (49, 50).

The misorientation angles that were calculated from the LAGBs’ dislocation structure are compared with angles experimentally measured on the lattice through \( \theta_k \) differences, shown in Table 1. Overall, the measured and calculated values for each LAGB are in good agreement. This agreement illustrates that our dynamic colloidal system generates LAGBs, whose misorientation angle can be deduced from the dislocation structure.

To extend this classical grain boundary theory to our soft matter system, the energy of the shear-induced LAGBs was estimated. Following the Read-Shockley theory, the energy of a LAGB is calculated based primarily on the misorientation angle (20).

\[
E = E_0 \theta_{\text{mis}}(A - \ln(\theta_{\text{mis}})) \quad (2)
\]

Here, \( E_0 \) depends on the asymmetry of the grain boundary and the bulk material’s elastic constants, i.e., the rigidity modulus and Poisson’s ratio, and \( A \) depends on the asymmetry of the grain boundary and the strain field caused by a single dislocation. \( E_0 \) is directly proportional to the rigidity modulus, which was determined through line tension measurements previously taken with this system (22). The other elastic constant, Poisson’s ratio, was taken from literature that examined the elasticity of 2D colloidal crystals (51). While other colloidal crystal systems have reported slightly varied Poisson’s ratio values (52), the variation is not enough to considerably influence the value of \( E \). Therefore, an approximate value for our system was sufficient. All other variables were measured experimentally through image processing. Further details on the calculation of \( E \) can be found in Materials and Methods.

The Read-Shockley theory (Eq. 2) predicts energy values for the LAGBs in this system that range from \((2.05 \pm 0.07) \times 10^{-15} \) to \((1.74 \pm 0.06) \times 10^{-15} \) J/m. The values are only one order of magnitude smaller than those of Wei and Wu (53), who estimated the energy of grain boundaries in colloidal crystals based on a probability density function. The discrepancy in magnitude is likely because our energy calculation is specific to LAGBs, while their calculation was general for a system that favored HAGB formation. LAGBs tend to have a lower energy than HAGBs so it follows that our values would be lower. With regard to 2D hard-condensed matter, LAGB energies are four or five orders of magnitude greater (2, 54) than those found in this colloidal system. This greater discrepancy is expected since system differences, such as length scale, magnitude of the interaction potential, or LAGB variation, would all cause a mismatch in quantitative values. Ultimately, the energy values predicted by the Read-Shockley theory for our shear-induced LAGBs are within reason for a 2D colloidal crystal system.

These results report the effect of shear at the crystal-void interface of a 2D colloidal crystalline sheet. Interfacial shear was achieved by applying an in-plane RMF to 2D colloidal sheets of superparamagnetic particles, creating a colloidal crystal bulk that contained particle-free voids. Unlike previous systems that have aimed to temporarily shear and/or rotate colloidal crystals, this system contains an inherent torque that drives the shear at the crystal-void interface, continuously rotating the crystalline bulk. This inherent torque could be used to better elucidate the role of internal and/or external shear on grain boundary movement during material processing.

More specifically, the shear-induced grain rotation presents an ideal experimental setup to explore theorized mechanisms of grain boundary motion that have been difficult to observe experimentally, e.g., grain growth as a result of shear-coupled rotation (55). This colloidal system as an experimental model is further bolstered with the application of geometrically and energetically derived equations from Read and Shockley (56). Moreover, the ability to modulate particle interactions through the magnetic field, much like temperature in hard-condensed matter, makes this colloidal system ideal for studying the effects of annealing on grain boundaries. While this work makes no claim to produce quantitative results that match hard-condensed matter, it is an example of a system that despite being torque-driven has promise to provide foundational knowledge for polycrystalline systems. These insights help close the gap between soft colloidal crystals and the hard-condensed matter systems that they aim to model.

### Table 1. Experimentally measured and calculated \( \theta_{\text{mis}} \) of shear-induced LAGBs.

| LAGB | \( \theta_{\text{mis}} \) Measured (°) | \( \theta_{\text{mis}} \) Calculated* (°) |
|------|--------------------------------------|-------------------------------------|
| 1    | 8.625 ± 0.554                        | 8.245 ± 0.030                       |
| 2    | 6.758 ± 0.247                        | 6.957 ± 0.022                       |
| 3    | 10.253 ± 0.699                       | 10.927 ± 0.036                      |

*Using Eq. 1.
MATERIALS AND METHODS

Colloidal suspension and sample chamber

The polystyrene particles used in this study have a mean diameter of 1.1 ± 0.08 μm and contain embedded iron-oxide nanoparticles that impart a volumetric magnetic susceptibility of 1.4 (Dynabeads MyOne Carboxylic Acid from Invitrogen). The particles’ exterior carboxylic acid group provides a negative surface charge that inhibits aggregation, with a zeta potential of ~40 mV. For this work, the particles were washed and dispersed in 10 mM NaCl (aqueous) to screen their electrostatic charges. This screening allows for tighter packing of the colloids into ordered sheets. Final suspension concentrations ranged from 3 to 4 mg/ml.

Following previously reported work (22), 40 μl of the colloidal suspension was drawn between two plasma-cleaned glass coverslips (Ted Pella Inc.) that were separated by a parafilm spacer, and the entire glass chamber was sealed with a fast-setting epoxy and ultraviolet-curable adhesive. Since the particles are denser than the fluid, the negative charge imparted to the glass coverslips during plasma-cleaning allowed the particles to settle to a quasi-2D layer just above the bottom of the chamber. The adhesives sealed the chamber such that evaporation was negligible over the course of an experiment. Each experiment was run with a different sample chamber and particle suspension.

Magnetic field and sheet formation

Each sample was placed on a stage at the center of two pairs of solenoid coils, set orthogonal to one another, and connected to a power supply (Agilent, N6784A). After allowing time for the particles to settle, individual particle resolution was achieved from below with a 100× Olympus objective. The objective lens was placed in line with a mirror that relayed the image to a camera (QICAM Fast 1394), and recordings were captured on SimplePCI imaging software.

To induce 2D ordering of the settled particles, a RMF was produced in-plane by running sinusoidal waves, offset by 90°, through the coil pairs. The field was rotated at a frequency of 20 Hz to create an isotropic interaction pair potential between particles that was proportional to the inverse of the interparticle spacing cubed (r⁻³) and scaled with the strength of the magnetic field squared (H²), following previous work (21). This procedure allows for the interparticle spacing (r) to be controlled by the strength of the magnetic field (H), meaning an increase/decrease in field strength will transition the system to a more ordered/disordered phase, respectively (29). For this work, a solid-like crystalline phase was achieved within the particle sheets with a relatively strong magnetic field of 1.15 mT. For each experiment, the field was first turned on to induce crystalline sheet formation, and then recording began. The particle sheets shown in this work were recorded for up to 3 hours, while the magnetic field was maintained at 1.15 mT. Particle surface area coverage ranged from 50 to 60%.

Grain boundary identification

Grain boundaries were identified by the quantification of order and orientation in the system, on a particle-by-particle basis, through the local bond-orientational order parameter ψ₆ and its phase θ₆, respectively. ψ₆ determines the degree of local hexagonal order in spherical particle systems and was used in the following form

\[ \psi_6 = \frac{1}{N_n} \sum_k \exp(i\theta_k) \]  

Here, N_n corresponds to the number of nearest neighbors, k corresponds to the particle of interest, determined through a Voronoi diagram, and \( \theta_k \) is the angle made between the positive x axis and the vector connecting the particle of interest to each of its neighbors, as previously shown in Fig. 1E. Particle centers were identified using in-house MATLAB scripts, based on particle size and image intensity values. The value of ψ₆ ranges from 0 to 1, where 0 indicates disorder and 1 indicates hexatic order.

The local orientation, \( \theta_6 \), was calculated by taking the argument of ψ₆, shown below

\[ \theta_6 = \arg(\psi_6) \]  

Mathematically speaking, \( \theta_6 \) is the angle on the complex plane between the positive real axis and a line connecting the origin to the ψ₆ value. However, in hexagonally ordered particle systems, it is physically the local lattice orientation measured against the positive x axis, as shown previously in Fig. 1C. Since hexagonally ordered systems have sixfold symmetry, the value of \( \theta_6 \) will never exceed 60°. The value of \( \theta_6 \) varies across a crystal and is a result of thermal fluctuations in the crystal. For the purpose of grain boundary identification, an approximate overall crystal orientation was sufficient to identify misoriented crystals.

Grain boundaries were identified by having low ψ₆ values along a border that neighbored ordered grains whose \( \theta_6 \) values did not match. The disordered borders were either connected lines of disorder or points of disorder that followed the boundary. HAGBs presented as connected lines of disorder, while LAGBs presented as discrete regions of disorder along the boundary (Fig. 1, C and D).

The fraction of particles found within a grain boundary, \( x_{GB} \), was used to quantify global changes in order with time. This value was estimated on a per frame basis by taking the number of particles with a ψ₆ ≤ 0.4 and dividing it by the total number of particles found. This cutoff value of 0.4 was chosen on the basis that grain boundaries are made up predominantly of ψ₆ values from 0 to approximately 0.4, and higher middle-range ψ₆ values can be found occasionally throughout the bulk crystal due to small thermal fluctuations but are not a part of the grain boundaries. Therefore, using this cutoff value decreased the amount of noise in the data while still containing the majority of the particles in the grain boundary. The remaining noise was due to small particle defects, e.g., aggregates, or momentary changes in focus. To remove the noise, each \( x_{GB} \) dataset was filtered to remove outliers, and a moving average was applied. Outliers were taken as any value that deviated from the local mean by more than 2 SDs. The local mean was computed by averaging 500 nearest neighbors in time on either side of the data point of interest. The moving average was taken over 80 points, and the SD of the moving average was computed, shown as gray shading in \( x_{GB} \) plots.

The probability of \( \theta_6 \) with time was used to quantify global orientational changes with time, depicted as a color plot, for the purpose of highlighting annihilation and formation. A normalized histogram with 61 bins was created from the \( \theta_6 \) values found per frame, where each bin corresponded to a particular degree from 0° to 60°. The normalized height of each bin was taken as the probability. The 61 bins were then plotted with time, where the color of the plot corresponds to the probability of each \( \theta_6 \) value occurring at that point in time.
Misorientation angle calculations
The misorientation angle \( \theta_{\text{mis}} \) quantifies the difference in orientation between crystal grains that are separated by a grain boundary. \( \theta_{\text{mis}} \) of the shear-induced LAGBs was calculated by two different methods to arrive at an experimentally measured value and a calculated value.

**Experimental \( \theta_{\text{mis}} \) value**
Because of the variation in \( \theta_{\text{mis}} \) across a crystal, the experimentally observed misorientation angle was obtained by directly measuring the difference in lattice orientation across the grain boundary. This measurement was taken with ImageJ atop the microscopy images, as shown previously in Fig. 5A. Forty measurements were taken along each grain boundary and then averaged to arrive at a single misorientation angle for each LAGB. Minor fluctuations in values were found across the grain boundaries but error remained low, never exceeding 6% for all LAGBs measured.

**Read-Shockley \( \theta_{\text{mis}} \) value**
To calculate \( \theta_{\text{mis}} \) based on each LAGB’s dislocation structure, the relationship from Read and Shockley (20) was used (Eq. 1). To determine the magnitude of the Burgers vector \( (|b|) \) and the spacing between dislocations \( (h) \), the dislocations were first identified explicitly. This identification was done by color coating the 5|7 particle pair that made up the dislocation on the microscopy images, as shown previously in Fig. 5C. Five and 7 refer to the number of nearest neighbors each particle in the pair has, colored magenta and blue, respectively.

The Burgers vector magnitude \(|b|\) was determined by drawing a Burgers circuit around each colored dislocation, as depicted in Fig. 5E. As per a Burgers circuit, all four sides of the rectangular path traversed the same number of particles along the lattice but failed to start where it began, quantifying the lattice distortion. The Burgers vector is defined as the vector that closes this path. For this system, all LAGBs are made of up of identical 5|7 edge dislocations for which the magnitude of the Burgers vector is simply the interparticle spacing. Therefore, a MATLAB code was used to obtain a precise interparticle spacing by identifying particle centers via image intensity values. Since thermal fluctuations cause variation in this value, multiple measurements were taken from MATLAB and averaged to give a single interparticle spacing for the colloidal crystal-line bulk. The value of 1.2 \( \mu \text{m} \) that was found for \(|b|\) was applied to all LAGBs. Error was low at a value of 0.75%.

The spacing between dislocations \( h \) is specific to each LAGB and was therefore measured per LAGB. This measurement was taken via ImageJ atop the microscopy images that were color coated for the 5|7 edge dislocations, as shown in Fig. 5C. \( h \) was taken as the average of the shortest distance between adjacent dislocations, measuring off of the particle with five nearest neighbors. Each adjacent dislocation was again measured multiple times to reduce the error in measurement. All LAGBs had an associated error of no more than 0.5% for their corresponding \( h \) value.

**Estimation of grain boundary energy**
The grain boundary energy was calculated for the shear-induced LAGBs by direct application of the energy equation theorized by Read and Shockley (20), which relates the energy of a grain boundary directly to its misorientation angle, \( \theta_{\text{mis}} \) (see Eq. 2). \( E_0 \) and \( A \) in Eq. 2 are varying functions of \( \phi \), the orientation of the grain boundary, and are shown below

\[
E_0 = \frac{\Gamma a}{4\pi(1-\sigma)}(\cos\phi + \sin\phi) \quad (5)
\]

\[
A = 1 + \ln \left[ \frac{a}{2\pi r_0} \right] - \frac{\sin(2\phi)}{2} - \frac{\sin\phi\ln(\sin\phi) + \cos\phi\ln(\cos\phi)}{\sin\phi + \cos\phi} \quad (6)
\]

In these secondary equations, \( G \) is the rigidity modulus of the bulk material, \( a \) is the lattice spacing, \( \sigma \) is Poisson’s ratio, and \( r_0 \) is the radial distance of strain caused by a dislocation.

The rigidity modulus \( G \) of the colloidal crystal system was taken as the line tension of the colloidal crystal system at 1.15 mT, divided by the particle diameter, giving the appropriate 2D units of joule per square meter. Line tension measurements were taken from our previous work (22). Poisson’s ratio was taken from 2D literature that had probed colloidal crystal elasticity (51). Others have reported varying Poisson ratio values (52), but the variation found in the literature did not considerably change the calculated energy value.

The remaining variables: \( a, r_0, \) and \( \phi \) were all experimentally measured, either on a system-wide basis or a LAGB basis. Since the lattice spacing does not change in the bulk for a constant field strength, barring small fluctuations, \( a \) was measured on a system-wide basis via MATLAB image analysis. This value is the same value calculated for the magnitude of the Burgers vector above and was taken from the bulk, i.e., not near the void interface where fluctuations are greater.

The strain field, \( r_0 \), was also determined on a system-wide basis since all LAGBs contained the same type of 5|7 edge dislocation and therefore should have similar strain fields associated with their formation. \( r_0 \) was determined by measuring the radial distance out from a dislocation for which \( \psi_0 \) was approximately less than 1 (see fig. S1). This measurement rests on the assumption that the lattice is strained only in the vicinity for which disorder occurs. All 5|7 edge dislocations in the formed LAGBs were measured and averaged to arrive at a single \( r_0 \) value. While there was some variation, a low error of 2.6% was obtained.

The orientation of each LAGB \( \phi \) was found by measuring the orientation of each neighboring grain with respect to the grain boundary, \( \phi_1 \) and \( \phi_2 \) (fig. S1), and computing the difference between the two angles. If the lattice on either side approached the grain boundary with the same angle, \( \phi \) was equal to zero and the grain boundary was considered symmetric. Both symmetric and asymmetric grain boundaries formed in this system. The grain boundary line was determined by drawing a straight line through the dislocations. If there was a fluctuation on the grain boundary, e.g., a step, another line with the same orientation was drawn through the remaining dislocations to guarantee that \( \phi_1 \) and \( \phi_2 \) were measured off of the same grain boundary line. This double line is elucidated in fig. S1. Forty-five measurements were taken for both \( \phi_1 \) and \( \phi_2 \) and then averaged to arrive at a single difference value. All LAGBs had low error associated with their measured \( \phi \) values, never exceeding 5%.

**SUPPLEMENTARY MATERIALS**
Supplementary material for this article is available at https://science.org/doi/10.1126/sciadv.abn5715
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