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Abstract

In this paper, we will analyse a three dimensional supersymmetric Chern-Simons theory in SIM(1) superspace formalism. The breaking of the Lorentz symmetry down to the SIM(1) symmetry, breaks half the supersymmetry of the Lorentz invariant theory. So, the supersymmetry of the Lorentz invariant Chern-Simons theory with \(N = 1\) supersymmetry will break down to \(N = 1/2\) supersymmetry, when the Lorentz symmetry is broken down to the SIM(1) symmetry. First, we will write the Chern-Simons action using SIM(1) projections of \(N = 1\) superfields. However, as the SIM(1) transformations of these projections are very complicated, we will define SIM(1) superfields which transform simply under SIM(1) transformations. We will then express the Chern-Simons action using these SIM(1) superfields. Furthermore, we will analyse the gauge symmetry of this Chern-Simons theory. This is the first time that a Chern-Simons theory with \(N = 1/2\) supersymmetry will be constructed on a manifold without a boundary.

1 Introduction

Chern-Simons theories are topological field theories in which the action is proportional to the integral of the Chern–Simons 3-form [1]–[2]. Chern-Simons theories have important condensed matter applications as they are related to the fractional quantum hall effect [3]–[6]. In the fractional quantum hall effect collective state in which electrons bind magnetic flux lines to make new quasi-particles, the excitations have a fractional elementary charge. The supersymmetric generalization of the fractional quantum hall effect has also been analysed [7]–[8]. The Chern-Simons theory has been used for studying inflationary cosmology [9]–[12]. In fact, the Chern-Simons theory has also been used to balance potential forces in a generic mechanism of inflation [13]. In this model of inflation the field motion presence of a large Chern-Simons coupling is the direct analogue of the magnetic drift of a charged particle in a strong magnetic field. Thus, this model of inflation no special assumption is needed for the kinetic energy and the potential energy terms. All that is required is to make the magnetic drift slow enough to generate a long inflationary era. This is accomplished by making the Chern-Simons interaction sufficiently large.
Chern-Simons theories are essential for constructing the action of multiple M2-branes. According to the AdS/CFT correspondence, the superconformal field theory dual to the eleven dimensional supergravity on \(\text{AdS}_4 \times S^7\) has \(\mathcal{N} = 8\) supersymmetry. This is because \(\text{AdS}_4 \times S^7 \sim [\text{SO}(2,3)/\text{SO}(1,3)] \times [\text{SO}(8)/\text{SO}(7)] \subset \text{OSp}(8|4)/[\text{SO}(1,3) \times \text{SO}(7)]\), and this supergroup \(\text{OSp}(8|4)\) gets realized as \(\mathcal{N} = 8\) supersymmetry of this dual superconformal field theory. Thus, a requirement for the superconformal field theory describing multiple M2-branes is that it should have \(\mathcal{N} = 8\) supersymmetry. Furthermore, this theory should have eight gauged valued scalar fields and sixteen physical fermions. This exhausts all the on-shell degrees of freedom and hence the gauge fields of this theory cannot contribute to any on-shell degrees of freedom. In other words, the gauge sector of this theory should be described by a topological field theory. It is possible to demonstrate that a matter-Chern-Simons theory, called the BLG theory, satisfies all these properties \([14]-[18]\). The gauge sector of this theory is described by a Chern-Simons theory in which the gauge fields take values in a Lie 3-algebra rather than a conventional Lie algebra. However, only one finite dimensional example of such a Lie 3-algebra exists, so, this theory only describes two M2-branes. It is possible to relax the requirement of manifest \(\mathcal{N} = 8\) supersymmetry, and use the ABJM theory to study multiple M2-branes. The gauge sector of the ABJM theory is described by two regular Chern-Simons theories with levels \(k\) and \(-k\) \([19]-[23]\). Even though it only has manifest \(\mathcal{N} = 6\) supersymmetry, its supersymmetry can be enhanced to the full \(\mathcal{N} = 8\) supersymmetry by monopole operators for \(k = 1\) or \(k = 2\) \([24]-[25]\). In fact, the ABJM theory coincides with the BLG theory for the only known example of the Lie 3-algebra. Apart from the constructing of the gauge sector of multiple M2-branes, Chern-Simons theories have also been used for analysing open strings ending on a D-brane in the A-model topological string theory \([26]\). The holomorphic Chern–Simons theory is also used for analysing the B-model in the string theory \([27]\).

It may be noted that M2-branes can be coupled to background fields \([28]-[29]\). It is known that a noncommutative deformation of field theories occurs due to a constant background \(\text{NS} - \text{NS} \ B\)-field \([30]-[36]\). It is also possible to study D-branes in presence of a \(\text{RR} \ B\)-field \([37]-[41]\). In fact, a gravity dual of such a field theory has been constructed \([42]\). This gives rise to a non-anticommutative deformation of the field theory, which in turn breaks half of its supersymmetry. Four dimensional theories with \(\mathcal{N} = 1/2\) supersymmetry have been constructed by using non-anticommutative deformations of theories with \(\mathcal{N} = 1\) supersymmetry \([43]-[48]\). On the other hand, it is not possible to construct a three dimensional theory with \(\mathcal{N} = 1/2\) supersymmetry using a non-anticommutative deformation of the superspace. This is because there are not enough degrees of freedom in the three dimensional \(\mathcal{N} = 1\) superspace to perform such a deformation. However, it is possible to use non-anticommutativity to break the supersymmetry of a three dimensional theory from \(\mathcal{N} = 2\) supersymmetry to \(\mathcal{N} = 1\) supersymmetry \([49]\). It may be noted that the boundary effects can break the supersymmetry of a three dimensional theory with \(\mathcal{N} = 1\) supersymmetry to \(\mathcal{N} = 1/2\) supersymmetry \([50]\). This happens as the supersymmetric variation of a Lagrangian with \(\mathcal{N} = 1\) supersymmetry is a total derivative. In presence of a boundary, this total derivative gives
rise to a boundary piece breaking the supersymmetry. However, it is possible to add a boundary term to the original Lagrangian such that its supersymmetric variation exactly cancels the boundary piece generated by the supersymmetric variation of the original Lagrangian. This way half the supersymmetry of the original theory can be preserved. In absence of a boundary the only known way to construct a three dimensional theory with $\mathcal{N} = 1/2$ supersymmetry is by breaking the Lorentz group down to the $SIM(1)$ group $[51]$. This is because the breaking of the Lorentz symmetry to the $SIM(1)$ symmetry breaks half the supersymmetry of the theory $[51]$. In fact, half the supersymmetry of a four dimensional supersymmetric theory is also broken, if the Lorentz symmetry is broken down to the $SIM(2)$ symmetry $[52]$. 

Various approaches to quantum gravity like discrete spacetime $[53]$, spacetime foam models $[54]$, spin-networks in loop quantum gravity $[55]$, non-commutative geometry $[56]$, and Horava-Lifshitz gravity $[57]$, predict that the Lorentz symmetry will be broken at the Planck scale. So, there are strong theoretical motivations to study gauge theories in a spacetime where the Lorentz symmetry is spontaneously broken. Thus, there are strong indications that the Lorentz symmetry might be only a low energy effective symmetry. Even in string theory spontaneous breaking of the Lorentz symmetry occurs due to an unstable perturbative string vacuum. This is because in string field theory a tachyon field has the wrong sign for its mass squared, and this causes the perturbative string vacuum to become unstable. If the vacuum expectation value of the tachyon field is infinite, the theory becomes ill defined. However, if the vacuum expectation value of the tachyon field is finite and negative, the coefficient of the quadratic term for the massless vector field also becomes nonzero and negative. This causes spontaneous breaking of the Lorentz symmetry to occur $[59]$. It has been demonstrated that appropriate fluxes can also break the Lorentz symmetry in M-theory $[60]$. It is also possible to argue for spontaneous breaking of the Lorentz symmetry in string theory using the low energy effective action. Thus, it is possible to analyse a gravitational version of the Higgs mechanism for the low energy effective field theory action obtained from string theory. This gravitational version of the Higgs mechanism causes spontaneous breaking of the Lorentz symmetry to occur $[61]$. 

Motivated by the theoretical developments, which predict the breaking of the Lorentz symmetry in the ultraviolet limit, a model for spacetime geometry has been proposed which only preserves a subgroup of the Lorentz group $[62]$. However, the symmetry it preserves is enough to explain the various experimental bounds like the constancy of the velocity of light. This theory is called the very special relativity (VSR). In VSR, if the CP symmetry is also postulated to be a symmetry of the theory, then the full Lorentz group is recovered. In this context two subgroups of the Lorentz group that have been analysed are called the $SIM(2)$ and $HOM(2)$ groups. The Poincare symmetry preserved on a noncommutative Moyal plane with light-like noncommutativity also gives rise to VSR $[60]$. It may be noted that abelian gauge symmetry has been analysed in the context of VSR $[63]$. This work has also been recently generalized to include non-abelian gauge theories $[64]$. Four dimensional supersymmetric theories with the $SIM(2)$ symmetry have also been analysed $[65]$. A superspace construction of such supersymmetric theories
has also been performed [52], and the corresponding supergraph rules for these theories have been derived [66]. The Yang-Mills theory in $SIM(2)$ superspace formalism have also been studied [67]. This work has been recently used to motivate the study of three dimensional Yang-Mills-matter theory in $SIM(1)$ superspace formalism [51]. The construction of the three dimensional Yang-Mills-matter theory in $SIM(1)$ superspace formalism was simplified by use of covariant projections. However, it is not possible to analyse the Chern-Simons theory by using covariant projections. So, the construction of the Chern-Simons theory in $SIM(1)$ superspace requires highly non-trivial calculation, and this is what we aim to do in this paper.

2 Notation

The spinor notation, the form of supersymmetry generators as well as the definition of gauge covariant derivatives will be the same as in [51]. The supersymmetry generator and the super-derivative for a three dimensional theory with $\mathcal{N} = 1$ supersymmetry is

$$Q_\alpha = \partial_\alpha - (\gamma^a \theta)_\alpha \partial_a = \partial_\alpha + \theta^\beta \partial_\beta \alpha, \quad D_\alpha = \partial_\alpha + (\gamma^a \theta)_\alpha \partial_a = \partial_\alpha - \theta^\beta \partial_\beta \alpha,$$

such that the anticommutator of spinor derivatives is

$$\{D_\alpha, D_\beta\} = -2 \partial_{\alpha\beta}.$$

The gauge covariant derivatives can now be expressed as

$$\nabla_\alpha = D_\alpha - i \Gamma_\alpha, \quad \nabla_{\alpha\beta} = \partial_{\alpha\beta} - i \Gamma_{\alpha\beta},$$

and the connections are subject to gauge transformations

$$\Gamma'_\alpha = e^{iK} \Gamma_\alpha e^{-iK} + ie^{iK} (D_\alpha e^{-iK}), \quad \Gamma'_{\alpha\beta} = e^{iK} \Gamma_{\alpha\beta} e^{-iK} + ie^{iK} (\partial_{\alpha\beta} e^{-iK}).$$

where $K$ is a real scalar superfield. The (anti)commutators of gauge covariant derivatives are given by

$$\{\nabla_\alpha, \nabla_\beta\} = -2 \nabla_{\alpha\beta}, \quad [\nabla_\alpha, \nabla_\beta] = C_{\alpha\beta} W_\gamma,$$

$$[\nabla_{\alpha\beta}, \nabla_\gamma] = -\frac{1}{2} C_{\alpha\gamma} F_{\beta\delta} - \frac{1}{2} C_{\alpha\delta} F_{\beta\gamma} - \frac{1}{2} C_{\beta\delta} F_{\alpha\gamma} - \frac{1}{2} C_{\beta\gamma} F_{\alpha\delta},$$

where the field strengths are

$$\Gamma_{\alpha\beta} = -\frac{1}{2} (D_\alpha \Gamma_\beta - i\{\Gamma_\alpha, \Gamma_\beta\}),$$

$$W_\alpha = -\frac{i}{2} D^\beta D_\alpha \Gamma_\beta - \frac{1}{2} [\Gamma^\beta, D_\beta \Gamma_\alpha] + \frac{i}{6} [\Gamma^\beta, \{\Gamma_\beta, \Gamma_\alpha\}], \quad \nabla^\alpha W_\alpha = 0,$$

$$F_{\alpha\beta} = \frac{1}{2} \nabla_{(\alpha} W_{\beta)}.$$
We would also like to recall some well known identities, which we are going to use a lot in this paper. We have the super-Jacobi identity

\[ (-1)^{\tilde{a}c}[[a,b]\pm,c]_{\pm} + (-1)^{\tilde{a}b}[[b,c]\pm,a]_{\pm} + (-1)^{\tilde{b}c}[[c,a]\pm,b]_{\pm} = 0, \]  

(7)

where \([\cdot, \cdot]_{\pm}\) stands for the graded commutator and the tilde denotes the Grassmann parity. Then we have the super-Leibniz rule (from which rules for integration by parts follow)

\[ D(ab) = (Da)b + (-1)^{\tilde{a}b}a(Db), \quad D[a,b]_{\pm} = [Da,b]_{\pm} + (-1)^{\tilde{a}b}[a,Db]_{\pm}. \]  

(8)

where for \(D\) we may substitute the Grassmann odd derivatives \(D_{\alpha}, d_{\alpha} \) or the Grassmann even derivatives \(\partial_{\alpha\beta}\). We are also going to extensively use the cyclic property of the trace

\[ \text{tr}(ab) = (-1)^{\tilde{a}b}\text{tr}(ba), \]  

(9)

and the identity

\[ \text{tr}(a[b,c]_{\pm}) = \text{tr}([a,b]_{\pm}c). \]  

(10)

3 SIM(1) Supersymmetry

In this section, we are going to summarize some facts about the SIM(1) supersymmetry. The detailed explanation of the SIM(1) supersymmetry can be found in [51]. Here, we are only going to mention some basic facts.

The SIM(1) group is a subgroup of the Lorentz group consisting of all transformations that preserve a given null-direction, which means that a given null-vector is preserved up to a rescaling. This null-vector will be denoted \(n\) and we will assume that it is chosen such that it has only one nonzero coordinate \(n^{++} = 1\). When we work with spinors it is useful to write the Lorentz transformations with the help of the group \(\text{SL}(2, \mathbb{R})\), which is a double cover of \(\text{SO}(2,1)\). The Lorentz transformation of a spinor is then given as a multiplication by a matrix from \(\text{SL}(2, \mathbb{R})\). The reduction of the Lorentz group to the SIM(1) subgroup corresponds to the reduction of the group \(\text{SL}(2, \mathbb{R})\) to its two-dimensional subgroup of triangular matrices. Thus, the SIM(1) transformation of a general spinor \(\psi\) is given as

\[ \begin{pmatrix} \psi'^+ \\ \psi'^- \end{pmatrix} = \begin{pmatrix} e^{-A} & -B \\ 0 & e^A \end{pmatrix} \begin{pmatrix} \psi^+ \\ \psi^- \end{pmatrix} \quad \Leftrightarrow \quad \begin{pmatrix} \psi'_+ \\ \psi'_- \end{pmatrix} = \begin{pmatrix} e^A & 0 \\ B & e^{-A} \end{pmatrix} \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix}, \]  

(11)

where \(A, B \in \mathbb{R}\).

The space of spinors \(\mathcal{S}\) is not irreducible when the symmetry is reduced to the SIM(1) subgroup. There are two irreducible spaces that are important for understanding of the SIM(1) supersymmetry. The first one is the space \(\mathcal{S}_{\text{invariant}}\) of all spinors that satisfy the condition \(\not\!\!\!E\psi = 0\), the second one is the quotient space \(\mathcal{S}_{\text{quotient}} = \mathcal{S}/\mathcal{S}_{\text{invariant}}\). The space \(\mathcal{S}_{\text{invariant}}\) consists of spinors that have \(\psi_+\) coordinate equal to zero, the space \(\mathcal{S}_{\text{quotient}}\) can be conveniently described if we choose in each equivalence class a representative.
for which the coordinate $\psi_-$ vanish. The $SIM(1)$ transformations change spinors from these spaces as

$$
\begin{pmatrix}
0 \\
\psi_-
\end{pmatrix} = e^{-A} \begin{pmatrix}
0 \\
\psi_-
\end{pmatrix},
\left[ \begin{pmatrix}
\psi_+ \\
0
\end{pmatrix} \right] = e^A \left[ \begin{pmatrix}
\psi_+ \\
0
\end{pmatrix} \right].
$$

(12)

The $SIM(1)$ supersymmetry is a reduction of the super-Poincare supersymmetry that we get if the Lorentz symmetry is reduced to its $SIM(1)$ subgroup. However, it is not enough to reduce the spacetime symmetry, the amount of supersymmetry has to be reduced as well. We keep only half of the $N = 1$ supersymmetry when we make the reduction to the $SIM(1)$ supersymmetry. Thus, we can say that the $SIM(1)$ supersymmetry describes $N = 1/2$ supersymmetry. Since the amount of supersymmetry is halved, the number of anticommuting coordinates that parametrize $SIM(1)$ superspace has to be halved as well. So, in the $SIM(1)$ supersymmetry we have only one supercharge $S_+$, one anticommuting coordinate $\theta_-$ to which corresponds the spinor derivative $d_+$. The supersymmetry generator and the spinor derivative can be written as

$$
S_+ = \partial_+ + i\theta_- \partial_{++},
$$
and they satisfy

$$
\{S_+, S_+\} = 2\partial_{++},
\{S_+, d_+\} = 0,
\{d_+ , d_+\} = -2\partial_{++},
\partial_+ \theta_- = -i.
$$

(14)

The anticommuting coordinate $\theta_-$ transforms under the $SIM(1)$ group as a spinor from $S_{\text{invariant}}$, the supersymmetry generator and the spinor derivative transform under the $SIM(1)$ group as spinors from $S_{\text{quotient}}$.

4 Chern-Simons Theory with $SIM(1)$ Projections

In most application of the Chern-Simons theory, like the BLG theory [14]-[18] and the ABJM theory [19]-[23], the Chern-Simons theory is coupled to matter fields. We can write the total action for a simple matter-Chern-Simons theory as

$$
S = S_M + S_{CS},
$$

(15)

where $S_M$ is the action for matter fields, and $S_{CS}$ is the action for the Chern-Simons theory. The action for the Chern-Simons theory in $N = 1$ superspace can be written as

$$
S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3 x D^2 \left( \Gamma^\alpha W_\alpha - \frac{1}{6} \{\Gamma^\alpha , \Gamma^\beta\} \Gamma_{\alpha\beta} \right),
$$

(16)

where $k$ is the level of the Chern-Simons theory. The matter fields coupled to gauge fields have already been studied in $SIM(1)$ superspace [31], and the analysis here will not be very different. It is possible to break the Lorentz symmetry down to the $SIM(1)$ symmetry by adding a suitable mass term [31]

$$
S_m = -m^2 \int d^3 x \nabla_+ \left( \phi^+ \nabla_+ \phi \right).
$$

(17)
It may be noted that the mass deformed BLG theory is thought to be related to the theory of M5-branes. In this paper, we will not analyse the detail construction of the BLG theory and the ABJM theory, but we will just assume that the Chern-Simons theory is suitably coupled to a term that breaks the Lorentz invariance to the $SIM(1)$ invariance. We will thus construct a Chern-Simons theory in $SIM(1)$ superspace with $\mathcal{N} = 1/2$ supersymmetry, and explicitly demonstrate that this theory is gauge invariant.

So, we are going to write the Chern-Simons action in $SIM(1)$ superspace. We are going to do this in two steps. In the first step, we are going to write the Chern-Simons action using $SIM(1)$ projections of $\Gamma_\alpha$, $\Gamma_{\alpha\beta}$ and $SIM(1)$ projections of field strengths $W_\alpha$, $F_{\alpha\beta}$. In this case $SIM(1)$ projection means that we set the anticommuting coordinate $\theta_+$, which was removed when we made the reduction to $SIM(1)$ superspace, to zero. In the second step, we are going to replace these projections with $SIM(1)$ superfields which will have nicer transformation properties with respect to the $SIM(1)$ group. The gauge transformations will be very complicated for these $SIM(1)$ superfields.

Let us start with step one. We define $SIM(1)$ projections

$$
\begin{align*}
\gamma_+ &= \Gamma_+|_{\theta_+ = 0}, & \gamma_- &= \Gamma_-|_{\theta_+ = 0}, \\
\gamma_{++} &= \Gamma_{++}|_{\theta_+ = 0}, & \gamma_{+-} &= \Gamma_{+-}|_{\theta_+ = 0}, & \gamma_{--} &= \Gamma_{--}|_{\theta_+ = 0}.
\end{align*}
$$

(18)

of connections and $SIM(1)$ projections

$$
\begin{align*}
w_+ &= W_+|_{\theta_+ = 0}, & w_- &= W_-|_{\theta_+ = 0}, \\
f_{++} &= F_{++}|_{\theta_+ = 0}, & f_{+-} &= F_{+-}|_{\theta_+ = 0}, & f_{--} &= F_{--}|_{\theta_+ = 0}.
\end{align*}
$$

(19)

of field strengths.

In the $SIM(1)$ formulation of the gauge theory we will use the projections $\gamma_+$, $\gamma_-$, $\gamma_{++}$, $\gamma_{+-}$ and $\gamma_{--}$. We will see that this set of projections contains all the information we need. The only constraint that this set of projections has to satisfy is is

$$
d_+ \gamma_+ = -\gamma_{++} + \frac{i}{2} \{ \gamma_+, \gamma_+ \},
$$

(20)

which follows from $\{ \nabla_+, \nabla_+ \} = -2\nabla_{++}$. The projections of the field strengths [19] can be expressed as (anti)commutators of $\nabla_+|_{\theta_+ = 0}$, $\nabla_{++}|_{\theta_+ = 0}$, $\nabla_-|_{\theta_+ = 0}$ and $\nabla_{--}|_{\theta_+ = 0}$

$$
\begin{align*}
w_+ &= i[\nabla_+, \nabla_+]|_{\theta_+ = 0} = d_+ \gamma_+ - \partial_+ \gamma_+ - i[\gamma_+, \gamma_+], \\
w_- &= \frac{i}{2}[\nabla_+, \nabla_-]|_{\theta_+ = 0} = \frac{1}{2}(d_+ \gamma_- - \partial_- \gamma_+ - i[\gamma_+, \gamma_-]) , \\
f_{++} &= -i[\nabla_{++}, \nabla_+]|_{\theta_+ = 0} = -\partial_+ \gamma_{++} + \partial_{++} \gamma_+ + i[\gamma_{++}, \gamma_+], \\
f_{+-} &= -\frac{i}{2}[\nabla_{++,} \nabla_-]|_{\theta_+ = 0} = \frac{1}{2}(-\partial_+ \gamma_{--} + \partial_- \gamma_{++} + i[\gamma_{++}, \gamma_{--}]), \\
f_{--} &= -i[\nabla_{--}, \nabla_-]|_{\theta_+ = 0} = -\partial_+ \gamma_{--} + \partial_- \gamma_{++} + i[\gamma_{++}, \gamma_{--}].
\end{align*}
$$

(21)

The projections of $D_-$ derivatives of the connections $D_- \Gamma_\alpha|_{\theta_+ = 0}$ and $D_- \Gamma_{\alpha\beta}|_{\theta_+ = 0}$ can
be calculated as
\[
(D_+ \Gamma_+)|_{\theta_+=0} = -2\gamma_+ - d_+ \gamma_- + i\{\gamma_+,\gamma_-\},
\]
\[
(D_- \Gamma_-)|_{\theta_+=0} = -\gamma_- + \frac{i}{2}\{\gamma_-,\gamma_-\},
\]
\[
(D_- \Gamma_{++})|_{\theta_+=0} = \partial_{+++} \gamma_- - 2\omega_+ + i[\gamma_-,\gamma_{++}],
\]
\[
(D_- \Gamma_{+-})|_{\theta_+=0} = \partial_{+-} \gamma_- - \omega_- + i[\gamma_-,\gamma_{+}],
\]
\[
(D_- \Gamma_{--})|_{\theta_+=0} = \partial_{--} \gamma_- + i[\gamma_-,\gamma_-].
\]
(22)

The fact that we know projections of all connections and projections of their \(D_-\) derivatives allows us to reconstruct the original connections. A Lorentz superfield \(\Phi\) can be written with the help of its projection \(\Phi|_{\theta_+ = 0}\) and projection of its \(D_-\) derivative \((D_- \Phi)|_{\theta_+ = 0}\) as
\[
\Phi = (\Phi|_{\theta_+ = 0}) - i \theta_+ \left[ (D_- \Phi)|_{\theta_+ = 0} + i \theta_- \partial_+ (\Phi|_{\theta_+ = 0}) \right].
\]
(23)

The same thing can also be done in the case of connections. The projection \(\gamma_-\) does not appear in any of our results and we do not need it to calculate any of field strengths.

The infinitesimal gauge transformations of the projections (18) are quite simple
\[
\delta g_{\gamma_+} = i[k, \gamma_+] + d_+ k,
\]
\[
\delta g_{\gamma_-} = i[k, \gamma_-] + \kappa_-,
\]
\[
\delta g_{\gamma_{++}} = i[k, \gamma_{++}] + \partial_{++} k,
\]
\[
\delta g_{\gamma_{+-}} = i[k, \gamma_{+-}] + \partial_{+-} k,
\]
\[
\delta g_{\gamma_{--}} = i[k, \gamma_{--}] + \partial_{--} k,
\]
(24)

where \(k\) is the \(SIM(1)\) projection \(k = K|_{\theta_+ = 0}\) of a real scalar superfield \(K\) and \(\kappa_- = (D_- K)|_{\theta_+ = 0}\) is a projection of its derivative.

The \(SIM(1)\) projections of the field strengths (19) transform covariantly, thus their infinitesimal gauge transformations are just commutators with \(k\)
\[
\delta g w_+ = i[k, w_+], \quad \delta g w_- = i[k, w_-],
\]
\[
\delta g f_{++} = i[k, f_{++}], \quad \delta g f_{+-} = i[k, f_{+-}], \quad \delta g f_{--} = i[k, f_{--}].
\]
(25)

The infinitesimal \(SIM(1)\) transformations of superfields can be split into two parts, \(\delta_s = \delta_s + \delta'_s\). The first part \(\delta_s\) corresponds to the change that can be attributed to the representation carried by the superfield, the second part \(\delta'_s\) corresponds to the change caused by the transformation of the superspace coordinates. We will focus on the first part because the invariance of the action with respect to the second part is ensured by integration over superspace. The infinitesimal \(SIM(1)\) transformations of the projections (18), (19) follow directly from (11)
\[
\delta_s \gamma_+ = A \gamma_+ \quad \delta_s \gamma_- = -A \gamma_- + B \gamma_+,
\]
\[
\delta_s \gamma_{++} = 2A \gamma_{++} \quad \delta_s \gamma_{+-} = B \gamma_{++} \quad \delta_s \gamma_{--} = -2A \gamma_{--} + 2B \gamma_{+-},
\]
\[
\delta_s w_+ = A w_+ \quad \delta_s w_- = -A w_- + B w_+,
\]
\[
\delta_s f_{++} = 2A f_{++} \quad \delta_s f_{+-} = B f_{++} \quad \delta_s f_{--} = -2A f_{--} + 2B f_{+-},
\]
(26)

and for derivatives we have
\[
\delta_s d_+ = A d_+ \quad \delta_s \partial_{++} = 2A \partial_{++} \quad \delta_s \partial_{+-} = B \partial_{++} \quad \delta_s \partial_{--} = -2A \partial_{--} + 2B \partial_{+-}.
\]
(27)
4.1 Chern-Simons Action with \( SIM(1) \) Projections

In this section, we are going to write down the Chern-Simons action (16) in \( SIM(1) \) superspace. This \( SIM(1) \) action should depend only on \( SIM(1) \) superfields \( \gamma_{\alpha}, \gamma_{\alpha\beta}, w_{\alpha}, f_{\alpha\beta} \) and their \( d_+, \partial_{\alpha\beta} \) derivatives. Moreover, it should be written as a \( SIM(1) \) superspace integral of a \( SIM(1) \) Lagrangian. Since we do not have the \( \theta^- \) coordinate in \( SIM(1) \) superspace, there is no integration over \( \theta^- \) in the \( SIM(1) \) superspace integral.

The first step to obtain the \( SIM(1) \) action is the reduction of the integration measure. We expand the summation in the action and write everything with lower indices

\[
S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ D_- \left( -\Gamma_+ W_- + \Gamma_- W_+ \right.
\]
\[
- \frac{i}{6}(\Gamma_+,\Gamma_+)\Gamma_- + \frac{i}{3}(\Gamma_+,\Gamma_-)\Gamma_+ - \frac{i}{6}(\Gamma_-,\Gamma_-)\Gamma_+ \right)
\]  

(28)

and then we integrate over \( D_- \)

\[
S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( -(D_- \Gamma_+ W_- + \Gamma_+(D_- W_-)) + (D_- \Gamma_- W_+) - \Gamma_-(D_- W_+) \right.
\]
\[
- \frac{i}{6}(D_- \{\Gamma_+,\Gamma_+\})\Gamma_- - \frac{i}{6}(\Gamma_+,\Gamma_+\})\Gamma_- - \frac{i}{6}(\Gamma_+,\Gamma_-\})\Gamma_+ + \frac{i}{3}(D_- \{\Gamma_+,\Gamma_-\})\Gamma_+
\]
\[
+ \frac{i}{3}(\Gamma_+,\Gamma_-\})\Gamma_+- \frac{i}{6}(\Gamma_-,\Gamma_-\})\Gamma_+ - \frac{i}{6}(\Gamma_-,\Gamma_-\})\Gamma_+ \right)
\]  

(29)

The integration measure can now be written as \( d^3xd_+ \) and the expression inside the integral can be expressed with \( SIM(1) \) superfields. If there is no \( D_- \) derivative acting on the Lorentzian superfield, then we can replace it with its projection (18), (19). If the \( D_- \) derivative acts on one of the connections \( \Gamma_+, \Gamma_{\alpha\beta} \), then we use the substitutions (22). In the case where the \( D_- \) derivative acts on the field strength \( W_\alpha \), we calculate the projection from (10)

\[
D_- W_+|_{\theta_+ = 0} = f_{+-} + i\{\gamma_-, w_+\}, \quad D_- W_-|_{\theta_+ = 0} = f_{-} + i\{\gamma_-, w_+\}.
\]  

(30)

What remains is to calculate the projection of the \( D_- \) derivative of the anticommutator \( \{\Gamma_+, \Gamma_{\alpha}\} \). In the case of \( \{\Gamma_+, \Gamma_{\alpha}\} \) we get

\[
D_- \{\Gamma_+, \Gamma_{\alpha}\}|_{\theta_+ = 0} = -2[\Gamma_+, D_- \Gamma_{\alpha}]|_{\theta_+ = 0} = -2[\gamma_+, -2\gamma_+ - d_+ \gamma_- + i\{\gamma_+, \gamma_-\}]
\]
\[
= 4[\gamma_+, \gamma_-] - 2d_+ \{\gamma_+, \gamma_-\} - 2[\gamma_++ , \gamma_-] + i\{\gamma_+, \gamma_-\}, \gamma_-\} + 2i\{\gamma_+, \gamma_-\}, \gamma_-\} + 4[\gamma_+, \gamma_-] - 2d_+ \{\gamma_+, \gamma_-\} - 2[\gamma_++ , \gamma_-],
\]  

(31)

where we used

\[
[\gamma_+, d_+ \gamma_-] = -d_+ \{\gamma_+, \gamma_-\} + [d_+ \gamma_+, \gamma_-] = -d_+ \{\gamma_+, \gamma_-\} + [-\gamma_++, +\frac{1}{2} \{\gamma_+, \gamma_+\}, \gamma_-],
\]  

(32)
and the super-Jacobi identity $2\{[\gamma_+ , \gamma_-],\gamma_+\} + \{[\gamma_+ , \gamma_+],\gamma_-\} = 0$. In the case of $\{\Gamma_+, \Gamma_-\}$ we get

$$D_+\{\Gamma_+ , \Gamma_-\}|_{\theta_+ = 0} = ([D_+\Gamma_+ , \Gamma_-] - [\Gamma_+, D_-\Gamma_-])|_{\theta_+ = 0}$$

$$= [-2\gamma_+ - d_+\gamma_+ + i\gamma_+ , \gamma_-] - [\gamma_+ , -\gamma_+ - \frac{i}{2}\{\gamma_- , \gamma_-\}]$$

$$= 2[\gamma_+ , \gamma_-] + [\gamma_+ , \gamma_-] - \frac{i}{2}d_+\{\gamma_- , \gamma_-\}, \quad (33)$$

where we used the super-Jacobi identity $2\{[\gamma_+ , \gamma_-],\gamma_+\} + \{[\gamma_+ , \gamma_+],\gamma_-\} = 0$ and the identity $[d_+\gamma_-, \gamma_-] = \frac{i}{2}d_+\{\gamma_- , \gamma_-\}$. Finally, in the case of $\{\Gamma_- , \Gamma_-\}$ we get

$$D_-\{\Gamma_- , \Gamma_-\}|_{\theta_+ = 0} = -2[\Gamma_- , D_-\Gamma_-]|_{\theta_+ = 0}$$

$$= -2[\gamma_- , -\gamma_- + \frac{i}{2}\{\gamma_- , \gamma_-\}] = 2[\gamma_+, \gamma_-]. \quad (34)$$

When we substitute all the above expressions in (29), we obtain

$$S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ (2\gamma_+ w_- + (d_+\gamma_-)w_- - i\{\gamma_+ , \gamma_-\}w_- + \gamma_+ f_-$$

$$+ i\gamma_+\{\gamma_- , w_-\} - \gamma_- w_+ + \frac{3}{2}(\gamma_- , \gamma_-)w_+ - \gamma_+ f_+ - \gamma_-)$$

$$= \frac{2}{3} (\gamma_+ , \gamma_-)w_- - \frac{1}{2} (\gamma_- , \gamma_-)w_+ + \frac{3}{2}(\gamma_- , \gamma_-)w_+$$

$$+ \frac{3}{2}(\gamma_- , \gamma_-)(\partial_+\gamma_-) - \frac{3}{2}(\gamma_+ , \gamma_+)\{\partial_-\gamma_+\}$$

$$- \frac{3}{2}\{\gamma_+ , \gamma_-\}w_- - \frac{1}{2}\{\gamma_+ , \gamma_-\}(\gamma_- , \gamma_-) - \frac{3}{2}(\gamma_- , \gamma_-)w_+$$

$$- \frac{3}{2}(\gamma_- , \gamma_-)(\partial_+\gamma_-) - \frac{3}{2}(\gamma_- , \gamma_-)w_+ + \frac{3}{2}(\gamma_- , \gamma_-)w_+$$

$$+ \frac{3}{2}(\gamma_- , \gamma_-)(\partial_+\gamma_-) - \frac{3}{2}(\gamma_- , \gamma_-)w_+ + \frac{3}{2}(\gamma_- , \gamma_-)w_+ \right). \quad (35)$$

This result satisfies all the requirements that we expect from the $SIM(1)$ action. It is expressed as a $SIM(1)$ superspace integral and it is expressed with the help of $SIM(1)$ superfields and their derivatives. This action can be further simplified if we use the fact that all surface terms vanish. We are going to need the surface terms that are total $d_+$ derivatives

$$\text{tr} \int d^3x d_+ (d_+(\gamma_- w_-)) = \text{tr} \int d^3x d_+ ((d_+\gamma_-)w_- - \gamma_- f_+ - i\gamma_-\{\gamma_+, \gamma_-, \}w_-),$$

$$\text{tr} \int d^3x d_+ (d_+(\{\gamma_+, \gamma_-\})\gamma_-) = \text{tr} \int d^3x d_+ ((d_+\{\gamma_+, \gamma_-\})\gamma_-$$

$$+ \{\gamma_+ , \gamma_-\}(\partial_-\gamma_+) + 2\{\gamma_+ , \gamma_-\}w_- + i\{\gamma_+ , \gamma_-\}[\gamma_+ , \gamma_-]),$$

$$\text{tr} \int d^3x d_+ (d_+(\{\gamma_-, \gamma_-\})\gamma_-) = \text{tr} \int d^3x d_+ ((d_+\{\gamma_-, \gamma_-\})\gamma_-$$

$$+ \{\gamma_-, \gamma_-\}(\partial_-\gamma_+) + \{\gamma_-, \gamma_-\}w_+ + i\{\gamma_-, \gamma_-\}[\gamma_+ , \gamma_-]), \quad (36)$$
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and also some surface terms that are total spacetime derivatives

\[ \text{tr} \int d^3x_+ \left[ \partial_-(\{\gamma_+, \gamma_+\}\gamma_-) \right] = \text{tr} \int d^3x_+ \left[ 2\{\gamma_+, \gamma_-\}(\partial_-\gamma_+) + \{\gamma_+, \gamma_+\}(\partial_-\gamma_-) \right]; \]
\[ \text{tr} \int d^3x_+ \left[ \partial_-(\{\gamma_-, \gamma_-\}\gamma_+) \right] = \text{tr} \int d^3x_+ \left[ 2\{\gamma_+, \gamma_-\}(\partial_-\gamma_-) + \{\gamma_-, \gamma_-\}(\partial_-\gamma_+) \right]; \]
\[ \text{tr} \int d^3x_+ \left[ \frac{1}{3}\partial_+(\{\gamma_-, \gamma_-\}\gamma_-) \right] = \text{tr} \int d^3x_+ \left[ \{\gamma_-, \gamma_-\}(\partial_+\gamma_-) \right]. \] (37)

If appropriate multiples of these surface terms are added to the action \([35]\), all terms that contain derivatives are eliminated. This gives us the action

\[ S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x_+ \left( 2\gamma_+ w_- + \gamma_+ f_- - \gamma_- w_+ - i\gamma_+[\gamma_+, \gamma_-] \right. \]
\[ \left. + \frac{1}{3}\{\gamma_+, \gamma_-\}\gamma_- + \frac{2}{3}\{\gamma_+, \gamma_+\}\gamma_- \right) \]
\[ \left. - \frac{1}{6}\{\gamma_-, \gamma_-\}\gamma_- \right) \]
\[ \left. - \frac{1}{6}\{\gamma_-, \gamma_-\}\gamma_- \right) \]
\[ \left. + \frac{2}{3}\{\gamma_+, \gamma_-\}\gamma_- + \frac{2}{3}\{\gamma_-, \gamma_-\}\gamma_- \right) \] (38)

which could also be written as

\[ S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x_+ \left( 2\gamma_+ w_- + \gamma_+ f_- - \gamma_- w_+ - i\gamma_+[\gamma_+, \gamma_-] \right. \]
\[ \left. + \frac{1}{3}\{\gamma_+, \gamma_-\}\gamma_- + \frac{2}{3}\{\gamma_+, \gamma_+\}\gamma_- \right) \]
\[ \left. - \frac{1}{6}\{\gamma_-, \gamma_-\}\gamma_- \right) \]
\[ \left. - \frac{1}{6}\{\gamma_-, \gamma_-\}\gamma_- \right) \] (39)

The terms that contain two (anti)commutators vanish because of the super-Jacobi identities

\[ 2\{\gamma_+, \gamma_-\} + \{\gamma_+, \gamma_+\}, \gamma_- = 0, \quad 2\{\gamma_+, \gamma_-\} + \{\gamma_-, \gamma_-, \gamma_+ = 0 \] (40)

and the identity \([\{\gamma_-, \gamma_-\}, \gamma_-] = 0\). The final expression for the Chern-Simons action in SIM(1) superspace is

\[ S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x_+ \left( 2\gamma_+ w_- + \gamma_+ f_- - \gamma_- w_+ - i\gamma_+[\gamma_+, \gamma_-] \right). \] (41)

### 4.2 Gauge Invariance of the Action

In this section, we are going to verify the gauge invariance of the SIM(1) superspace Chern-Simons action \([11]\) that we have derived in the previous section. According to \([24],[25]\), the change in the Chern-Simons action caused by an infinitesimal gauge transformation is

\[ \delta_g S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x_+ \left( 2(i[k, \gamma_+] + \partial_- k) w_- + 2\gamma_+ (i[k, w_-]) + (i[k, \gamma_+] + d_+ k) f_- \right. \]
\[ \left. + \gamma_+ (i[k, f_-]) - (i[k, \gamma_-] + \partial_- k) w_+ - \gamma_- (i[k, w_+]) - i (i[k, \gamma_+] + d_+ k) [\gamma_+, \gamma_-] \right) \]
\[ \left. - i\gamma_+ [i[k, \gamma_+] + \partial_- k, \gamma_-] - i\gamma_+ [i[k, \gamma_-] + \partial_- k] \right) \] (42)
As expected, all terms that contain commutator $i[k,\cdot]$ cancel due to the cyclic property of the trace and the super-Jacobi identity, so we are left with

$$\delta g_{CS} = \frac{k}{4\pi} tr \int d^3x d_+ \left( 2(\partial_+ - k)w_+ + (d_+ k) f_- - (\partial_- k)w_+ \ight.$$  
$$\left. - i(d_+ k)[\gamma_-, \gamma_-] - i\gamma_+ [\partial_+ k, \gamma_-] - i\gamma_+ [\gamma_+, \partial_- k] \right).$$  

(43)

Now, we integrate by parts to move the derivatives away from the superfield $k$

$$\delta g_{CS} = \frac{k}{4\pi} tr \int d^3x d_+ \left[ k \left( - 2\partial_+ w_- - d_+ f_- + \partial_- w_+ \ight.$$  
$$\left. + i d_+ [\gamma_-, \gamma_-] - i \partial_+ [\gamma_+, \gamma_-] + i \partial_- [\gamma_+, \gamma_+] \right) \right]$$  
$$+ \frac{k}{4\pi} tr \int d^3x d_+ \left[ d_+ (k f_- - i k [\gamma_+, \gamma_-]) \right.$$  
$$\left. + \partial_+ (2kw_- + ik [\gamma_+, \gamma_-]) + \partial_- (-kw_+ - ik [\gamma_+, \gamma_-]) \right].$$  

(44)

The above expression consists of two parts, the bulk part and the surface part. When we substitute for the field strengths (21) and their derivatives

$$\partial_- w_+ = \partial_- d_+ \gamma_+ - \partial_- \partial_+ \gamma_- - i \partial_- [\gamma_+ , \gamma_-],$$

$$\partial_+ w_- = \frac{1}{2} (\partial_+ d_+ \gamma_- - \partial_+ \partial_- \gamma_+ - i \partial_+ [\gamma_+, \gamma_-]),$$

$$d_+ f_- = - \partial_+ d_+ \gamma_- + \partial_- d_+ \gamma_+ + i d_+ [\gamma_+, \gamma_-]$$

(45)

then the terms in the bulk part cancel one another and only the surface term remains

$$\delta g_{CS} = \frac{k}{4\pi} tr \int d^3x d_+ \left[ d_+ (-k(\partial_+ - \gamma_-) + k(\partial_- - \gamma_+)) \right.$$  
$$+ \partial_+ (k(d_+ \gamma_-) - k(\partial_- - \gamma_+)) + \partial_- (-k(d_+ \gamma_+) + k(\partial_+ - \gamma_+)) \right].$$  

(46)

This surface term vanishes because we assume that we are working on a manifold without a boundary, so our action is gauge invariant.

### 4.3 $SIM(1)$ Invariance of the Action

In the Lorentz invariant setting, the Lorentz invariance is manifest. It follows from the fact that upper indices are summed with lower indices. In the $SIM(1)$ setting, the invariance under $SIM(1)$ transformations is not manifest, its verification is a nontrivial task. In this section, we are going to verify the $SIM(1)$ invariance of the Chern-Simons action (41).
According to (26) and (27), the infinitesimal change of the action is

$$\delta_s \mathcal{S}_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( A(2\gamma_+ w_+ + \gamma_+ f_- - \gamma_- w_+ - i\gamma_+ [\gamma_+, \gamma_-]) 
+ 2B\gamma_+ w_- - 2A\gamma_+ w_- + 2B\gamma_+ w_+ + A\gamma_+ f_- - 2A\gamma_+ f_- + 2B\gamma_+ f_- 
+ 2A\gamma_- w_+ - 2B\gamma_+ w_+ - A\gamma_- w_+ - iA\gamma_+ [\gamma_-, \gamma_-] 
- iB\gamma_+ [\gamma_+, \gamma_-] + 2iA\gamma_+ [\gamma_+, \gamma_-] - 2iB\gamma_+ [\gamma_+, \gamma_-] \right).$$

(47)

The terms with $A$ cancel one another because each term (including $d_+$ from the integration measure) contains the same number of plus and minus indices, so, for each $+A$ term there is one $-A$ term. Thus, we are left with

$$\delta_s \mathcal{S}_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( 2\gamma_+ w_- + 2\gamma_+ f_- - i\gamma_+ [\gamma_+, \gamma_-] \right).$$

(48)

After we substitute for the field strengths (21), we obtain

$$\delta_s \mathcal{S}_{CS} = B\frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( \gamma_+ [\gamma_+ (d_+ \gamma_-)] - \gamma_+ (d_+ \gamma_-) - \gamma_+ (\partial_+ \gamma_-) 
+ \gamma_+ (\partial_- \gamma_+) + i[\gamma_+, \gamma_+] \gamma_- \right).$$

(49)

We will show that the above expression can be written as a surface term. In order to do that we will need the following total $d_+$ derivatives

$$\text{tr}[d_+ (\gamma_+ (d_+ \gamma_-))] = \text{tr}[(d_+ \gamma_+)(d_+ \gamma_-) - \gamma_+ (d_+ d_\gamma_-)]$$
$$= \text{tr}[- \gamma_+ (d_+ \gamma_-) + \frac{1}{2} \{\gamma_+ \gamma_+ \}(d_+ \gamma_-) + \gamma_+(\partial_+ \gamma_-)],$$

(50)

and

$$\text{tr}[d_+ (\gamma_+ (\partial_- \gamma_+))] = \text{tr}[(d_+ \gamma_+)(\partial_- \gamma_+) - \gamma_+(\partial_- d_+ \gamma_+)]$$
$$= \text{tr}[- \gamma_+ (\partial_- \gamma_+) + \frac{1}{2} \{\gamma_+ \gamma_+ \}(\partial_- \gamma_+) + \gamma_+(\partial_- \gamma_+) - \frac{1}{2} \gamma_+(\partial_- \{\gamma_+, \gamma_+ \})]$$
$$= \text{tr}[- \gamma_+ (\partial_- \gamma_+) + \gamma_+(\partial_- \gamma_+) - \frac{1}{6} \gamma_+(\partial_- \{\gamma_+, \gamma_+ \})].$$

(51)

Here we used (20), the identity $d_+ d_- = -\partial_+$ and

$$\text{tr}[\partial_- (\gamma_+ \{\gamma_+, \gamma_+ \})] = 3\text{tr}[(\partial_- \gamma_+ \{\gamma_+, \gamma_+ \})] = \frac{3}{2} \text{tr}[\gamma_+ (\partial_- \{\gamma_+, \gamma_+ \})].$$

(52)

Now, the infinitesimal change of the action (49) can be written as

$$\delta_s \mathcal{S}_{CS} = B\frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( - d_+ (\gamma_+ (d_+ \gamma_-)) + d_+ (\gamma_+ (\partial_- \gamma_+)) 
+ i(\gamma_+ \gamma_+)(d_+ \gamma_-) + \frac{i}{6} \partial_- (\gamma_+ \{\gamma_+, \gamma_+ \}) + i(\gamma_+ \gamma_+)(d_+ \{\gamma_+, \gamma_+ \}) \gamma_- \right),$$

(53)
where we also used the identity
\[
d_+ \{ \gamma_+, \gamma_+ \} = -2[\gamma_+, d_+ \gamma_+] = 2[\gamma_+, \{ \gamma_+, \gamma_+ \}] = 2[\gamma_+, \gamma_+].
\] (54)

The above expression for \( \delta_s S_{CS} \) can be written as a sum of a total \( \partial_{--} \) derivative and a total \( d_+ \) derivative
\[
\delta_s S_{CS} = B \frac{k}{4\pi} \text{tr} \int d^3 x d_+ \left[ \partial_{--} \left( \frac{i}{6} \gamma_+ \{ \gamma_+, \gamma_+ \} \right) + d_+ \left( -\gamma_+ (d_+ \gamma_{--}) + \gamma_+ (\partial_{--} \gamma_+) + \frac{i}{2} \{ \gamma_+, \gamma_+ \} \gamma_{--} \right) \right].
\] (55)

This term vanishes since we assume that we are working on a manifold without a boundary, so the Chern-Simons action (41) is \( SIM(1) \) invariant.

5 Chern-Simons Theory with Redefined Superfields

The superfields that have been used to write down the action (41) have nontrivial \( SIM(1) \) transformation properties. The matrix that appear in (41) is not diagonal, so the \( SIM(1) \) transformations mix the superfields with minus indices with those that have plus indices. However, it is possible to redefine \( SIM(1) \) superfields such that they do not suffer from this deficiency (51). The \( SIM(1) \) transformation properties of these redefined superfields are simpler because they do not carry representation of \( S \), they carry representation of \( S_{\text{invariant}} \) and \( S_{\text{quotient}} \) instead.

The idea behind these redefined \( SIM(1) \) superfields could be most easily understood on an example of a spinor superfield. Let us consider a spinor superfield \( \Psi \) and its projections
\[
\psi_+ = \Psi \big|_{\theta_+ = 0}, \quad \psi_- = \Psi \big|_{\theta_+ = 0},
\] (56)
which transform under the infinitesimal \( SIM(1) \) transformations as
\[
\hat{\delta}_s \psi_+ = A \psi_+ , \quad \hat{\delta}_s \psi_- = -A \psi_+ + B \psi_+ .
\] (57)

The transformation rule for the projection \( \psi_+ \) is a consequence of the fact that the projection \( \psi_+ \) carries the same representation that we have on the space \( S_{\text{invariant}} \) (12). The \( SIM(1) \) transformation of the \( \psi_- \) projection mixes it with \( \psi_+ \) projection. Instead of the \( SIM(1) \) superfield \( \psi_- \) we are going to use the redefined \( SIM(1) \) superfield \( \psi_x \) that carries the same representation as we have on \( S_{\text{quotient}} \) (12). For this purpose we define the operator
\[
\partial_x \alpha = \frac{\partial_+ \alpha}{\partial_+},
\] (58)
or in components
\[
\partial_{x+} = 1, \quad \partial_{x-} = \frac{\partial_{-+}}{\partial_{++}}.
\] (59)
The superfield $\psi_x$ is defined with the help of this operator as

$$\psi_x = i\partial_x^\alpha \Psi_\alpha|_{\theta^+ = 0} = \psi_- - \partial_x^- \psi_+.$$  

(60)

The infinitesimal $SIM(1)$ transformation of this superfield, does not mix it with $\psi_+$,

$$\delta_\lambda \psi_x = -A \psi_x.$$  

(61)

The $SIM(1)$ superfields that we are going to use in this section will be defined in exactly the same way. Although the above example used a superfield that carries only one index, the procedure that has been described can be easily generalized for superfields that carry more than one index. If there are multiple indices, we just need to repeat the above procedure for each index.

Instead of $SIM(1)$ superfields $\gamma_+, \gamma_-, \gamma_+, \gamma_-$ that has been used to describe the Chern-Simons in section 4, we are going to use superfields $\gamma_+, \gamma_+$ that were defined in (18) and

$$\gamma_x = i (\partial_x^\alpha \Gamma_\alpha)|_{\theta^+ = 0} = \gamma_- - \partial_x^- \gamma_+,$$

$$\gamma_{xx} = -\left(\partial_x^\alpha \partial_x^\beta \Gamma_{\alpha \beta}\right)|_{\theta^+ = 0} = \gamma_- - 2\partial_x^- \gamma_+ + \partial_x^2 \gamma_+.$$  

(62)

The infinitesimal gauge transformations of these superfields are more complicated than the ones for $\gamma_-, \gamma_+, \gamma_-,$

$$\delta_\gamma \gamma_x = i[k, \gamma_x] - \partial_x^\alpha [k, \partial_x^\alpha \gamma_+] + \kappa_x,$$

$$\delta_\gamma \gamma_{xx} = i[k, \gamma_{xx}] - 2\partial_x^\alpha [k, \partial_x^\alpha \gamma_{x+}] - i\partial_x^\alpha \partial_x^\beta [k, \partial_x^\alpha \partial_x^\beta \gamma_{x+}] + \Box \partial_x^- k,$$  

(63)

where we use the redefined $SIM(1)$ superfield

$$\kappa_x = i (\partial_x^\alpha D_\alpha K)|_{\theta^+ = 0} = \kappa_- - \partial_x^- d_+ k,$$  

(64)

instead of $\kappa_-$. The $SIM(1)$ transformations of redefined superfields are very simple

$$\delta_\lambda \gamma_+ = A \gamma_+,$$

$$\delta_\lambda \gamma_{++} = 2A \gamma_{++},$$

$$\delta_\lambda \gamma_{xx} = 0,$$

$$\delta_\lambda \gamma_+ = -2A \gamma_{xx}.$$  

(65)

In fact, we can treat $\times$ as a new type of index. Each of indices $+, -$ and $\times$ have a specific transformation law (57), (61) attached to it. The action of the $SIM(1)$ group on $SIM(1)$ superfield is fully determined by the types of indices it carries.

5.1 Chern-Simons Action with Redefined Superfields

In this section, we are going to rewrite the action (11) such that it is expressed with the help of redefined $SIM(1)$ superfields that have been introduced in the previous section.
Before we start our calculations, we would like to mention few properties of the operator \( \partial_{x-} \) that we are going to need. There are two identities that follow directly from the definition of this operator

\[
\partial_{x-} = \frac{\Box}{\partial_{++}} + \partial_{++}\partial_{x-}^2, \quad \partial_{++} = \partial_{++}\partial_{x-},
\]

(66) and there is a rule for integration by parts

\[
\int d^3x \, ((\partial_{x-} f)g) = \int d^3x \, (f(\partial_{x-} g)).
\]

(67) In order to eliminate \( \gamma_{+-}, \gamma_{-+} \) from the action (41), we have to make the substitutions

\[
\gamma_{+-} = \gamma_{x+} + \partial_{x-}\gamma_{++}, \quad \gamma_{-+} = \gamma_{x+} + 2\partial_{x-}\gamma_{++} + \partial_{x-}\gamma_{++},
\]

(68) which are just inverse relations to (62). We also have to substitute for the field strengths \( w_+ \) and \( w_- \)

\[
w_+ = d_+\gamma_{x+} - i[\gamma_{++}, \gamma_{x+}] + \partial_x\gamma_{x+}, \quad \partial_x\gamma_{x+} = i\partial_{x-}\gamma_{++} - i[\gamma_{++}, \partial_{x-}\gamma_{++}]
\]

(69) and

\[
w_- = \frac{1}{2}d_-\gamma_{x+} - \frac{i}{2}[\gamma_{++}, \gamma_{x-}] - \frac{1}{2}\frac{\Box}{\partial_{++}}\gamma_{++} + \partial_{x-}d_+\gamma_{x+}
\]

\[-i[\gamma_{++}, \partial_{x-}\gamma_{++}] + \frac{1}{2}\partial_{x-}^2[\gamma_{++}, \gamma_{++}] - \frac{1}{2}[\gamma_{++}, \partial_{x-}\gamma_{++}].
\]

(71) The field strength \( f_{+-} \) is given by

\[
f_{+-} = \frac{\Box}{\partial_{++}}\gamma_{x+} + i[\gamma_{++}, \gamma_{x-}] - [\partial_x^\alpha \gamma_{x+}, \partial_{x\alpha}\gamma_{x+}] - \partial_{++}\partial_{x-}\gamma_{x+}
\]

\[-\partial_{++}\partial_{x-}\gamma_{x+} + \partial_{++}\partial_{x-}\gamma_{++} + i[\gamma_{x+}, \partial_{x-}\gamma_{++}]
\]

\[+ \partial_{x-}\gamma_{++}, \gamma_{x+}] + 2i[\partial_{x-}\gamma_{++}, \partial_{x-}\gamma_{x-}] + i[\partial_{x-}\gamma_{++}, \partial_{x-}\gamma_{++}],
\]

(72) where

\[
[\partial_x^\alpha \gamma_{x+}, \partial_{x\alpha}\gamma_{x+}] = -2i[\gamma_{x+}, \partial_{x-}\gamma_{x+}].
\]

(73) Now, we are ready to evaluate each of the four terms that appear in the action (41). The first term is

\[
2\gamma_{++}w_- = \gamma_{x+}(d_+\gamma_{x+}) - i\gamma_{x+}[\gamma_{++}, \gamma_{x+}] - \gamma_{x+} \left( \frac{\Box}{\partial_{++}}\gamma_{++} \right) + 2\gamma_{x+}(\partial_{x-}d_+\gamma_{x+})
\]

\[-2i\gamma_{x+}[\gamma_{++}, \partial_{x-}\gamma_{x+}] + i\gamma_{x+} \left( \partial_{x-}(\partial_{x-}\gamma_{++}) \right) - i\gamma_{x+}[\gamma_{++}, \partial_{x-}\gamma_{++}] + (\partial_{x-}\gamma_{++}) \left( d_+\gamma_{x+} \right)
\]

\[-\partial_{x-}\gamma_{++}, \gamma_{x+}] - (\partial_{x-}\gamma_{++}) \left( \frac{\Box}{\partial_{++}}\gamma_{++} \right) + 2(\partial_{x-}\gamma_{++})(\partial_{x-}d_+\gamma_{x+})
\]

\[-2i(\partial_{x-}\gamma_{++})[\gamma_{++}, \partial_{x-}\gamma_{x+}] + i(\partial_{x-}\gamma_{++}) (\partial_{x-}\gamma_{++}) - i(\partial_{x-}\gamma_{++})[\gamma_{++}, \partial_{x-}\gamma_{++}],
\]

(74)
the second term is
\[
2\gamma_+f_- = \gamma_+ \left( \frac{\Box}{\partial_{x^+}} \gamma_{x^+} \right) + i\gamma_+ [\gamma_{x^+}, \gamma_{x^x}] - \gamma_+ \left[ \partial_{x^\alpha} \gamma_{x^+}, \partial_{x^\alpha} \gamma_{x^x} \right] \\
- \gamma_+ (\partial_{x^+} \partial_{x^-} \gamma_{x^x}) - \gamma_+ (\partial_{x^+} \partial_{x^+} \gamma_{x^x}) + \gamma_+ \left( \frac{\Box}{\partial_{x^+}} \gamma_{x^+} \right) + i\gamma_+ [\gamma_{x^+}, \partial_{x^+}^2 \gamma_{x^+}] \\
+ i\gamma_+ [\partial_{x^-} \gamma_{x^+}, \gamma_{x^x}] + 2i\gamma_+ [\partial_{x^-} \gamma_{x^+}, \partial_{x^-} \gamma_{x^x}] + i\gamma_+ [\partial_{x^-} \gamma_{x^+}, \partial_{x^-}^2 \gamma_{x^+}],
\]
(75)
the third term is
\[
- \gamma_- w_+ = - \gamma_{x^+} (d_+ \gamma_{x^+}) + i\gamma_{x^x} [\gamma_+, \gamma_{x^+}] - \gamma_{x^x} (\partial_{x^\alpha} [\gamma_+, \partial_{x^\alpha} \gamma_{x^+}]) \\
- 2(\partial_{x^-} \gamma_{x^+}) (d_+ \gamma_{x^+}) + 2i(\partial_{x^-} \gamma_{x^+}) [\gamma_+, \gamma_{x^+}] + 2i(\partial_{x^-} \gamma_{x^+}) [\gamma_+, \partial_{x^-} \gamma_{x^+}] \\
- 2i(\partial_{x^-} \gamma_{x^+}) (\partial_{x^-} [\gamma_+, \gamma_{x^+}]) - (\partial_{x^-}^2 \gamma_{x^+}) (d_+ \gamma_{x^+}) + i(\partial_{x^-}^2 \gamma_{x^+}) [\gamma_+, \gamma_{x^+}] \\
+ i(\partial_{x^-}^2 \gamma_{x^+}) [\gamma_+, \partial_{x^-} \gamma_{x^+}] - i(\partial_{x^-}^2 \gamma_{x^+}) (\partial_{x^-} [\gamma_+, \gamma_{x^+}]),
\]
(76)
and finally the fourth term is
\[
- i\gamma_+ [\gamma_+, \gamma_-] = - i\gamma_+ [\gamma_{x^+}, \gamma_{x^x}] - 2i\gamma_+ [\gamma_{x^+}, \partial_{x^-} \gamma_{x^x}] - i\gamma_+ [\gamma_{x^+}, \partial_{x^-}^2 \gamma_{x^x}] \\
- i\gamma_+ [\partial_{x^-} \gamma_{x^x}, \gamma_{x^x}] - 2i\gamma_+ [\partial_{x^-} \gamma_{x^x}, \partial_{x^-} \gamma_{x^x}] - i\gamma_+ [\partial_{x^-} \gamma_{x^x}, \partial_{x^-}^2 \gamma_{x^x}].
\]
(77)
We placed a designation consisting of an uppercase letter followed by a number under each term on the right side so we can easily identify them in later calculations. We are going to use the equivalence sign to denote that expressions differ by something that has trace equal to a surface term
\[
f \sim g \quad \Leftrightarrow \quad \text{tr} \int d^3x d_+ f = \text{tr} \int d^3x d_+ g.
\]
(78)
The sum of the above terms constitute the integrand of the Chern-Simons action. We are going to split this sum into smaller pieces, such that each piece is separately \(SIM(1)\) invariant. The terms
\[
- \gamma_{x^+} \left( \frac{\Box}{\partial_{x^+}} \gamma_{x^+} \right) + \gamma_+ \left( \frac{\Box}{\partial_{x^-}} \gamma_{x^+} \right)
\]
(79)
will be kept as they are, the terms
\[
2\gamma_{x^+} (\partial_{x^-} d_+ \gamma_{x^+}) - 2(\partial_{x^-} \gamma_{x^+}) (d_+ \gamma_{x^+}) \sim 0,
\]
(80)
and we also have
\[
- i\gamma_{x^+} [\gamma_+, \gamma_{x^x}] + i\gamma_+ [\gamma_{x^+}, \gamma_{x^x}] + i\gamma_{x^x} [\gamma_+, \gamma_{x^x}] - i\gamma_+ [\gamma_{x^x}, \gamma_{x^x}] \sim 2i\gamma_+ [\gamma_{x^+}, \gamma_{x^x}],
\]
\[
\gamma_{x^x} (d_+ \gamma_{x^x}) - \gamma_{x^x} (d_+ \gamma_{x^x}) \sim 2\gamma_{x^x} (d_+ \gamma_{x^x}).
\]
(81)
Another expressions that are easy to handle are

\[-2i\gamma_+ [\gamma_+ \partial_x - \gamma_x] - \gamma_+ \partial_x [\gamma_+ \partial_x \gamma_x] + 2i(\partial_x \gamma_+) [\gamma_+ \gamma_+]
\]
\[-2i\gamma_+ [\gamma_+ \partial_x - \gamma_x] \sim 4i\gamma_+ [\gamma_+ \partial_x \gamma_x] \sim -2\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x], \quad (82)
\]

and

\[(\partial_x \gamma_+) (d_x \gamma_x) - i(\partial_x \gamma_+) [\gamma_+ \partial_x \gamma_x] - \gamma_+ (\partial_x \gamma_+)
\]
\[+ i\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x] - \gamma_+ (\partial_x \gamma_+) \sim -2\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x], \quad (83)
\]

where we used the identity (24), (54)

\[d_+ \gamma_+ = \partial_+ \gamma_+ + i[\gamma_+ \gamma_+]. \quad (84)
\]

We also have

\[i\gamma_+ (\partial_x^2 [\gamma_+ \gamma_+]) - i\gamma_+ [\gamma_+ \partial_x^2 \gamma_x] + 2(\partial_x \gamma_+) (d_x \gamma_x)
\]
\[-2i(\partial_x \gamma_+) [\gamma_+ \partial_x \gamma_x] - \gamma_+ (\partial_x \gamma_+) + i\gamma_+ [\gamma_x \partial_x \gamma_x]
\]
\[+ 2i\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x] + 2i(\partial_x \gamma_+) [\gamma_+ \partial_x \gamma_x]
\]
\[\sim -2i(\partial_x \gamma_+) [\partial_x \gamma_x] + i(\partial_x \gamma_x) [\gamma_+ \gamma_x] \sim -2i\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x]
\]
\[\sim -2i\gamma_+ [\partial_x^2 \gamma_+ \gamma_x] + 4i\gamma_+ [\partial_x \gamma_+ \partial_x \gamma_x] - 2i\gamma_+ [\gamma_+ \partial_x \gamma_x]
\]
\[\sim 2i\gamma_+ [\partial_x \partial_x \gamma_+ \partial_x \gamma_x], \quad (85)
\]

where we used (81) to show that

\[2(\partial_x \gamma_+) (d_x \gamma_x) - \gamma_+ (\partial_x \gamma_+) + (\partial_x \gamma_x) (d_x \gamma_x)
\]
\[\sim (-d_+ \gamma_+ + \partial_+ \gamma_+) (\partial_x^2 \gamma_x) \sim -i\gamma_+ [\gamma_+ \partial_x \gamma_x]. \quad (86)
\]

The terms that we have not used yet could be arranged into expressions

\[-(\partial_x \gamma_+) \left( \square_{\partial_x \gamma_+} \right) \gamma_+ \left( \square_{\partial_x \gamma_+} \partial_x \gamma_x \right) \sim 2\gamma_+ \left( \square_{\partial_x \gamma_+} \partial_x \gamma_x \right) \quad (87)
\]
and
\[
\begin{align*}
i(\partial_x - \gamma_{++})(\partial^2_{x-}[\gamma_+, \gamma_{++}]) &- i(\partial_x - \gamma_{++})[\gamma_+, \partial^2_{x-} \gamma_{++}] + i\gamma_+ [\partial_x - \gamma_{++}, \partial^2_{x-} \gamma_{++}] \\
i(\partial^2_{x-} \gamma_{++})[\gamma_+, \partial_x - \gamma_{++}] &- i(\partial^2_{x-} \gamma_{++})(\partial_x - [\gamma_+, \gamma_{++}]) - i\gamma_+ [\partial_x - \gamma_{++}, \partial^2_{x-} \gamma_{++}] \\
&\sim 2i\gamma_+ [\partial_x - \gamma_{++}, \partial^2_{x-} \gamma_{++}]. \quad (88)
\end{align*}
\]
These two expressions do not lead to contributions to the action that are separately SIM(1) invariant, however, we can combine them into a SIM(1) invariant expression. In (87), we use (24) to replace \(\gamma_{++}\) with expression that contains only \(\gamma_+\),
\[
2\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - \gamma_{++} \right) = -2\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - d_+ \gamma_+ \right) + i\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - \gamma_+ \right). \quad (89)
\]
Next we will show that the first term on the right hand side is a surface term. We integrate by parts to move all derivatives and the propagator such that they act on the first term, and then we use the cyclic property of the trace to show that
\[
\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - \gamma_{++} \right) \sim - \left( \frac{\Box}{\partial^2_{x-}} \partial_x - d_+ \gamma_+ \right) \gamma_+ \sim -2\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - d_+ \gamma_+ \right) \sim 0. \quad (90)
\]
In the second term on the right hand side of (89), we are going to use the identity (66) to express \(\frac{\Box}{\partial^2_{x-}}\) with \(\partial_{-}, \partial_x\) and \(\partial_{++}\), then we are going to use integration by parts to move some derivatives and propagators. Finally, we are going to use the identity (66) again, this time to get \(\frac{\Box}{\partial^2_{x-}}\) back into our expression
\[
\begin{align*}
i\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - \gamma_+ \right) &\sim i(\partial_x - \gamma_+)(\partial_{-} - \{\gamma_+, \gamma_+\} - \partial^2_{x-} \partial_{++} \{\gamma_+, \gamma_+\}) \\
&\sim 2i(\partial_x - \gamma_+)(\partial_{-} - \{\gamma_+, \gamma_+\}) - 2i(\partial^2_{x-} \gamma_+) \{\partial_{++} \gamma_+, \gamma_+\} \\
&\sim 2i(\partial_x - \gamma_+)(\{\partial_{++} \gamma_+, \gamma_+\} + 2i(\partial_x - \gamma_+)(\partial_{++} \partial^2_{x-} \gamma_+, \gamma_+) - 2i(\partial^2_{x-} \gamma_+) \{\partial_{++} \gamma_+, \gamma_+\}. \quad (91)
\end{align*}
\]
Now we take two thirds of the second term on the right hand side of (89) and two thirds of the expression that we obtained in (91)
\[
2\gamma_+ \left( \frac{\Box}{\partial^2_{x-}} \partial_x - \gamma_{++} \right) \sim -\frac{2}{3} \left( \frac{\Box}{\partial^2_{x-}} \gamma_+ \right) (\partial_x - \{\gamma_+, \gamma_+\}) + \frac{2}{3} \left( \frac{\Box}{\partial^2_{x-}} \gamma_+ \right) \{\gamma_+, \partial_x - \gamma_+\} \\
+ \frac{2}{3} (\partial_x - \gamma_+)(\partial_{++} \partial^2_{x-} \gamma_+, \gamma_+) - \frac{2}{3} (\partial^2_{x-} \gamma_+) \{\partial_{++} \gamma_+, \gamma_+\}. \quad (92)
\]
The first two terms can be written as
\[
-\frac{2}{3} \left( \frac{\Box}{\partial^2_{x-}} \gamma_+ \right) (\partial_x \alpha \{\gamma_+, \partial_x \alpha \gamma_+\}) \quad (93)
\]
which, when traced and integrated over SIM(1) superspace, gives SIM(1) invariant contribution to the action. The third term in (92) is a surface term. In order to show that we use the identity
\[
0 \sim \partial_{++}((\partial_x - \gamma_+)(\partial_x - \gamma_+)) \sim 3(\partial_{++} \partial_x - \gamma_+)(\partial_x - \gamma_+), \quad (94)
\]
and the identity

$$0 \sim \partial_+ (\gamma_+ \{ \partial_x - \gamma_+, \partial_x - \gamma_+ \})$$

$$\sim (\partial_+ \partial_x - \gamma_+) \{ \partial_x - \gamma_+, \partial_x - \gamma_+ \} + 2(\partial_+ \partial_x^2 - \gamma_+) \{ \gamma_+, \partial_x - \gamma_+ \}. \quad (95)$$

To prove this identity, we used the second identity from (94). The first term in (95) vanishes according to identity (94), so the second term, which is the same as the third term in (92), must vanish,

$$\sim (\partial_+ \partial_x^2 - \gamma_+) \{ \gamma_+, \partial_x - \gamma_+ \} \sim 0. \quad (96)$$

As for the last term in (92), we have the identity

$$0 \sim d_+ ((d_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+))$$

$$= -(\partial_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+) - (d_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+)$$

$$= -2(\partial_+ \gamma_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+) + 2(\gamma_+, \gamma_+ + \{ \partial_x^2 - \gamma_+ \} - \frac{1}{2}(d_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+), \quad (97)$$

where we used (20) and (51). The last term $(d_+ \{ \gamma_+, \gamma_+ \})(\partial_x^2 - \gamma_+)$ in (97) is a surface term. In order to prove it, we use the cyclic property of the trace to exchange $d_+ \{ \gamma_+, \gamma_+ \}$ with $\partial_x^2 \{ \gamma_+, \gamma_+ \}$, integrate by parts to move $d_+$ from the first anticommutator to the second anticommutator and to move $\partial_x^2$ from the second anticommutator to the first anticommutator. The result that we obtain in this way is the same as the original expression, but with opposite sign, hence it must be a surface term. Thus (97) gives us the identity

$$(\partial_x^2 - \gamma_+ \{ \partial_x \gamma_+, \gamma_+ \} \sim \gamma_+ \{ \gamma_+, \partial_x^2 - \gamma_+ \}. \quad (98)$$

Now, with the help of this identity, we combine the last term in (92) with (88),

$$2i\gamma_+ [\partial_x - \gamma_+, \partial_x^2 - \gamma_+] = \frac{2}{3}\gamma_+ [\gamma_+, \partial_x^2 - \gamma_+]$$

$$= -\frac{1}{3}\gamma_+ \left[ \partial_x^0 \partial_x (\gamma_+ \gamma_+) \partial_x \gamma_+ \partial_x \gamma_+ + \partial_x \partial_x \partial_x \partial_x \partial_x \gamma_+ \right], \quad (99)$$

which also leads to a $SIM(1)$ invariant contribution to the action. This completes our work because the action (100) is a sum of (71), (70), (81), (82), (83), (85), (86) and (93). The Chern-Simons action can now be written as

$$S_{CS} = \frac{k}{4\pi} \text{tr} \int d^3x d_+ \left( -2\gamma_+ \{ d_+ \gamma_+ \} - \left( \frac{\partial_x}{\partial_x^+} \gamma_+ \right) \gamma_+ + \gamma_+ \left( \frac{\partial_x}{\partial_x^+} \gamma_+ \right) - \frac{2}{3} \left( \frac{\partial_x}{\partial_x^+} \gamma_+ \right) \partial_x \partial_x \partial_x \partial_x \partial_x \gamma_+ + 2i\gamma_+ [\gamma_+, \gamma_+] \right) \right), \quad (100)$$

Thus, we have been able to write the Chern-Simons action explicitly using redefined $SIM(1)$ superfields. As we have expressed the Chern-Simons theory using redefined $SIM(1)$ superfields, it is manifestly $SIM(1)$ invariant.
6 Conclusion

In this paper, we analysed the Chern-Simons theory in $SIM(1)$ superspace. We started with the Lorentz invariant Chern-Simons theory with $\mathcal{N} = 1$ supersymmetry. We broke the Lorentz symmetry down to the $SIM(1)$ symmetry, and this in turn broke half the supersymmetry of the original theory. Thus, we obtained a Chern-Simons theory with $\mathcal{N} = 1/2$ supersymmetry. This was the first time that a Chern-Simons theory with $\mathcal{N} = 1/2$ supersymmetry has been constructed on a manifold without a boundary. Theories with $\mathcal{N} = 1/2$ supersymmetry are usually constructed by imposing non-anticommutativity. A non-anticommutative deformation of a four dimensional theory with $\mathcal{N} = 1$ supersymmetry breaks down half of its supersymmetry, and we get a theory with $\mathcal{N} = 1/2$ supersymmetry. However, there are not enough degrees of freedom in three dimensions to perform such a deformation. Thus, it is not possible to construct a Chern-Simons theory with $\mathcal{N} = 1/2$ supersymmetry by imposing non-anticommutativity. It may be noted that we initially expressed the Chern-Simons theory using $SIM(1)$ projections of superfields. However, the transformation properties of these $SIM(1)$ projections were very complicated. So, we redefined these superfields to the ones which have simple $SIM(1)$ transformation properties. Finally, we expressed the Chern-Simons theory using these redefined $SIM(1)$ superfields.

It may be noted that the gauge sector of both the BLG theory [14]-[18], and the ABJM theory [19]-[23] comprises of a Chern-Simons theory. Furthermore, it is known that in string theory spontaneous breaking of the Lorentz symmetry occurs due to an unstable perturbative string vacuum [58]. It is expected that such a mechanism can operate even in M-theory. It has been demonstrated that appropriate fluxes can break the Lorentz symmetry in M-theory [59]. The spontaneous breaking of the Lorentz symmetry can also be achieved by using a gravitational version of the Higgs mechanism for the low energy effective action of string theory [61]. A similar procedure can be followed for the eleven dimensional supergravity action, which is the low energy effective action of M-theory. Thus, it could be possible to study spontaneous symmetry breaking the Lorentz symmetry in M-theory. It would be interesting to use the results of this paper to study such a spontaneous symmetry breaking. It may be noted that another way to break the Lorentz symmetry would be to couple the BLG theory to a mass term, in such a way that only $SIM(1)$ invariance is left. The mass deformed BLG theory is thought to be related to the theory of multiple M5-branes [68], hence, it would be interesting to study such a system. It could also be interesting to generalize the analysis of this paper to Chern-Simons theories with higher amount of supersymmetry. In fact, $SIM(2)$ superspace has already been constructed [65], and from a supersymmetric point of view $\mathcal{N} = 1$ supersymmetry in four dimensions is equivalent to $\mathcal{N} = 2$ supersymmetry in three dimensions. So, it will be possible to use the results obtained in the construction of $SIM(2)$ superspace to analyse breaking of the Lorentz symmetry down to the $SIM(1)$ symmetry, for a Chern-Simons theory with $\mathcal{N} = 2$ supersymmetry. It would be interesting to use these results for analysing a system of multiple M2-branes. In this case, we can start by writing the ABJM theory or the BLG theory in $\mathcal{N} = 2$ super-
space, and then spontaneously break the Lorentz symmetry to the $SIM(1)$ symmetry. It could also be interesting to investigate various mechanisms which can cause such a spontaneous breaking of the Lorentz symmetry.

References

[1] S. S. Chern and J. Simons, “Characteristic forms and geometric invariants,” Annals Math. 99 (1974) 48.

[2] E. Witten, “Topological Quantum Field Theory,” Commun. Math. Phys. 117 (1988) 353.

[3] M. Greiter, “Microscopic formulation of the hierarchy of quantized Hall states,” Phys. Lett. B 336 (1994) 48.

[4] R. de Picciotto, M. Reznikov, M. Heiblum, V. Umansky, G. Bunin and D. Mahalu, “Direct observation of a fractional charge,” Nature 389 (1997) 162.

[5] G. Y. Cho, Y. You and E. Fradkin, “Geometry of Fractional Quantum Hall Fluids,” Phys. Rev. B 90 (2014) 115139 [arXiv:1406.2700 [cond-mat.str-el]].

[6] V. J. Goldman and B. Su, “Resonant Tunneling in Quantum Hall Effect: Measurement of Fractional Charge,” Science 267 (1995) 1010

[7] M. Dierigl and A. Pritzel, “Topological Model for Domain Walls in (Super-)Yang-Mills Theories,” Phys. Rev. D 90 (2014) 10, 105008 [arXiv:1405.4291 [hep-th]].

[8] K. Hasebe, “Supersymmetric quantum Hall effect on fuzzy supersphere,” Phys. Rev. Lett. 94 (2005) 206802 [hep-th/0411137].

[9] J. Garcia-Bellido, M. Garcia-Perez and A. Gonzalez-Arroyo, “Chern-Simons production during preheating in hybrid inflation models,” Phys. Rev. D 69 (2004) 023504 [hep-ph/0304285].

[10] K. Bamba, C. Q. Geng and S. H. Ho, “Large-scale magnetic fields from inflation due to Chern-Simons-like effective interaction,” JCAP 0811 (2008) 013 [arXiv:0806.1856 [astro-ph]].

[11] J. Smit and A. Tranberg, “Chern-Simons number asymmetry from CP violation at electroweak tachyonic preheating,” JHEP 0212 (2002) 020 [hep-ph/0211243].

[12] T. Konstandin and G. Servant, “Natural Cold Baryogenesis from Strongly Interacting Electroweak Symmetry Breaking,” JCAP 1107 (2011) 024 [arXiv:1104.4793 [hep-ph]].

[13] E. Martinec, P. Adshead and M. Wyman, “Chern-Simons EM-flation,” JHEP 1302 (2013) 027 [arXiv:1206.2889 [hep-th]].
[14] A. Gustavsson, JHEP 0804 (2008) 083 [arXiv:0802.3456 [hep-th]].

[15] J. Bagger and N. Lambert, “Comments on multiple M2-branes,” JHEP 0802 (2008) 105 [arXiv:0712.3738 [hep-th]].

[16] J. Bagger and N. Lambert, “Gauge symmetry and supersymmetry of multiple M2-branes,” Phys. Rev. D 77 (2008) 065008 [arXiv:0711.0955 [hep-th]].

[17] M. A. Bandres, A. E. Lipstein and J. H. Schwarz, “Studies of the ABJM Theory in a Formulation with Manifest SU(4) R-Symmetry,” JHEP 0809 (2008) 027 [arXiv:0807.0880 [hep-th]].

[18] E. Antonyan and A. A. Tseytlin, “On 3d N=8 Lorentzian BLG theory as a scaling limit of 3d superconformal N=6 ABJM theory,” Phys. Rev. D 79 (2009) 046002 [arXiv:0811.1540 [hep-th]].

[19] O. Aharony, O. Bergman, D. L. Jafferis and J. Maldacena, “N=6 superconformal Chern-Simons-matter theories, M2-branes and their gravity duals,” JHEP 0810 (2008) 091 [arXiv:0806.1218 [hep-th]].

[20] M. Faizal, “M-Theory on Deformed Superspace,” Phys. Rev. D 84 (2011) 106011 [arXiv:1111.0213 [hep-th]].

[21] A. Mohammed, J. Murugan and H. Nastase, “Looking for a Matrix model of ABJM,” Phys. Rev. D 82 (2010) 086004 [arXiv:1003.2599 [hep-th]].

[22] D. Bak and S. Yun, “Thermal Aspects of ABJM theory: Currents and Condensations,” Class. Quant. Grav. 27 (2010) 215011 [arXiv:1001.4089 [hep-th]].

[23] M. Naghdi, “A Monopole Instanton-Like Effect in the ABJM Model,” Int. J. Mod. Phys. A 26 (2011) 3259 [arXiv:1106.0907 [hep-th]].

[24] O. K. Kwon, P. Oh and J. Sohn, “Notes on Supersymmetry Enhancement of ABJM Theory,” JHEP 0908 (2009) 093 [arXiv:0906.4333 [hep-th]].

[25] A. Gustavsson, “Monopoles, three-algebras and ABJM theories with \( N = 5, 6, 8 \) supersymmetry,” JHEP 1101 (2011) 037 [arXiv:1012.4568 [hep-th]].

[26] A. Brini, “Open topological strings and integrable hierarchies: Remodeling the A-model,” Commun. Math. Phys. 312 (2012) 735 [arXiv:1102.0281 [hep-th]].

[27] S. Hyun, K. Oh, J. D. Park and S. H. Yi, “Topological B-model and c=1 string theory,” Nucl. Phys. B 729 (2005) 135 [hep-th/0502075].

[28] Y. Kim, O. K. Kwon, H. Nakajima and D. D. Tolla, “Interaction between M2-branes and Bulk Form Fields,” JHEP 1011 (2010) 069 [arXiv:1009.5209 [hep-th]].

[29] Y. Kim, O. K. Kwon, H. Nakajima and D. D. Tolla, “Coupling between M2-branes and Form Fields,” JHEP 0910 (2009) 022 [arXiv:0905.4840 [hep-th]].
[30] M. R. Douglas and N. A. Nekrasov, “Noncommutative field theory,” Rev. Mod. Phys. 73 (2001) 977 [hep-th/0106048].

[31] P. M. Ho and Y. T. Yeh, “Noncommutative D-brane in nonconstant NS NS B field background,” Phys. Rev. Lett. 85 (2000) 5523 [hep-th/0005159].

[32] N. Seiberg and E. Witten, “String theory and noncommutative geometry,” JHEP 9909 (1999) 032 [hep-th/9908142].

[33] C. S. Chu and P. M. Ho, “Noncommutative open string and D-brane,” Nucl. Phys. B 550 (1999) 151 [hep-th/9812219].

[34] C. S. Chu and P. M. Ho, “Constrained quantization of open string in background B field and noncommutative D-brane,” Nucl. Phys. B 568 (2000) 447 [hep-th/9906192].

[35] A. Connes, M. R. Douglas and A. S. Schwarz, “Noncommutative geometry and matrix theory: Compactification on tori,” JHEP 9802 (1998) 003 [hep-th/9711162].

[36] S. Ferrara and M. A. Lledo, “Some aspects of deformations of supersymmetric field theories,” JHEP 0005 (2000) 008 [hep-th/0002084].

[37] H. Ooguri and C. Vafa, “Gravity induced C deformation,” Adv. Theor. Math. Phys. 7 (2004) 405 [hep-th/0303063].

[38] J. de Boer, P. A. Grassi and P. van Nieuwenhuizen, “Noncommutative superspace from string theory,” Phys. Lett. B 574 (2003) 98 [hep-th/0302078].

[39] R. Abbaspur and A. Imaanpur, “Nonanticommutative deformation of N=4 SYM theory: The Myers effect and vacuum states,” JHEP 0601 (2006) 017 [hep-th/0509220].

[40] R. Banerjee and H. S. Yang, “Exact Seiberg-Witten map, induced gravity and topological invariants in noncommutative field theories,” Nucl. Phys. B 708 (2005) 434 [hep-th/0404064].

[41] P. A. Grassi, “N=2 superparticles, RR fields, and noncommutative structures of (super)-spacetime,” Eur. Phys. J. C 46 (2006) 13

[42] C. S. Chu, S. H. Dai and D. J. Smith, “AdS/CFT Duality for Non-Anticommutative Supersymmetric Gauge Theory,” JHEP 0805 (2008) 029 [arXiv:0803.0895 [hep-th]].

[43] N. Seiberg, “Noncommutative superspace, N = 1/2 supersymmetry, field theory and string theory,” JHEP 0306 (2003) 010 [hep-th/0305248].

[44] O. F. Dayi and L. T. Kelleyane, “N=1/2 Supersymmetric gauge theory in noncommutative space,” Europhys. Lett. 78 (2007) 21004 [hep-th/0610110].
[45] T. Hatanaka and S. V. Ketov, “N=1/2 supergravity with matter in four Euclidean dimensions,” Nucl. Phys. B 794 (2008) 495 [arXiv:0707.4218 [hep-th]].

[46] S. V. Ketov and O. Lechtenfeld, “Non-anticommutative solitons,” Phys. Lett. B 663 (2008) 353 [arXiv:0803.2867 [hep-th]].

[47] I. Jack, D. R. T. Jones and R. Purdy, “The Non-anticommutative supersymmetric U(1) gauge theory,” JHEP 0904 (2009) 028 [arXiv:0901.2876 [hep-th]].

[48] O. Lunin and S. J. Rey, “Renormalizability of non(anti)commutative gauge theories with N = 1/2 supersymmetry,” JHEP 0309 (2003) 045 [hep-th/0307275].

[49] A. F. Ferrari, M. Gomes, J. R. Nascimento, A. Y. Petrov and A. J. da Silva, “The Three-dimensional non-anticommutative superspace,” Phys. Rev. D 74 (2006) 125016 [hep-th/0607087].

[50] M. Faizal and D. J. Smith, “Nonanticommutativity in the presence of a boundary,” Phys. Rev. D 87 (2013) 2, 025019 [arXiv:1211.3654 [hep-th]].

[51] J. Vohánka and M. Faizal, “Super-Yang-Mills Theory in SIM(1) Superspace,” Phys. Rev. D 91 (2015) 4, 045015 [arXiv:1409.6334 [hep-th]].

[52] U. Lindstrom and M. Rocek, “SIM(2) and Superspace,” [hep-th/0606093].

[53] G. ’t Hooft, “Quantization of point particles in (2+1)-dimensional gravity and space-time discreteness,” Class. Quant. Grav. 13 (1996) 1023 [gr-qc/9601014].

[54] G. Amelino-Camelia, J. R. Ellis, N. E. Mavromatos, D. V. Nanopoulos and S. Sarkar, “Tests of quantum gravity from observations of gamma-ray bursts,” Nature 393 (1998) 763 [astro-ph/9712103].

[55] R. Gambini and J. Pullin, “Nonstandard optics from quantum space-time,” Phys. Rev. D 59 (1999) 124021 [gr-qc/9809038].

[56] S. M. Carroll, J. A. Harvey, V. A. Kostelecky, C. D. Lane and T. Okamoto, “Noncommutative field theory and Lorentz violation,” Phys. Rev. Lett. 87 (2001) 141601 [hep-th/0105082].

[57] P. Horava, “Quantum Gravity at a Lifshitz Point,” Phys. Rev. D 79 (2009) 084008 [arXiv:0901.3775 [hep-th]].

[58] V. A. Kostelecky and S. Samuel, “Spontaneous Breaking of Lorentz Symmetry in String Theory,” Phys. Rev. D 39 (1989) 683.

[59] S. Chakravarty, K. Dasgupta, O. J. Ganor and G. Rajesh, “Pinned branes and new nonLorentz invariant theories,” Nucl. Phys. B 587 (2000) 228 [hep-th/0002175].

[60] M. M. Sheikh-Jabbari and A. Tureanu, “Realization of Cohen-Glashow Very Special Relativity on Noncommutative Space-Time,” Phys. Rev. Lett. 101 (2008) 261601 [arXiv:0806.3699 [hep-th]].
[61] V. A. Kostelecky and S. Samuel, “Gravitational Phenomenology in Higher Dimensional Theories and Strings,” Phys. Rev. D 40 (1989) 1886.

[62] A. G. Cohen and S. L. Glashow, “Very special relativity,” Phys. Rev. Lett. 97 (2006) 021601 [hep-ph/0601236].

[63] S. Cheon, C. Lee and S. J. Lee, “SIM(2)-invariant Modifications of Electrodynamics Theory,” Phys. Lett. B 679 (2009) 73 [arXiv:0904.2065 [hep-th]].

[64] J. Alfaro and V. O. Rivelles, “Non-Abelian Fields in Very Special Relativity,” Phys. Rev. D 88 (2013) 085023 [arXiv:1305.1577 [hep-th]].

[65] A. G. Cohen and D. Z. Freedman, “SIM(2) and SUSY,” JHEP 0707 (2007) 039 [hep-th/0605172].

[66] S. Petras, R. von Unge and J. Vohanka, “SIM(2) and supergraphs,” JHEP 1107 (2011) 015 [arXiv:1102.3856 [hep-th]].

[67] J. Vohanka, “Gauge Theory and SIM(2) Superspace,” Phys. Rev. D 85 (2012) 105009 [arXiv:1112.1797 [hep-th]].

[68] A. Gustavsson, “M5 brane from mass deformed BLG theory,” JHEP 0911 (2009) 071 [arXiv:0909.2518 [hep-th]].