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ABSTRACT

Embedding models that encode semantic information into low-dimensional vector representations are useful in various machine learning tasks with limited training data. However, these models are typically too large to support inference in small edge devices, which motivates training of smaller yet comparably predictive student embedding models through knowledge distillation (KD). While knowledge distillation traditionally uses the teacher’s original training dataset to train the student, we hypothesize that using a dataset similar to the student’s target domain allows for better compression and training efficiency for the said domain, at the cost of reduced generality across other (non-pertinent) domains. Hence, we introduce Specialized Embedding Approximation (SEA) to train a student featurizer to approximate the teacher’s embedding manifold for a given target domain. We demonstrate the feasibility of SEA in the context of acoustic event classification for urban noise monitoring and show that leveraging a dataset related to this target domain not only improves the baseline performance of the original embedding model but also yields competitive students with >1 order of magnitude lesser storage and activation memory. We further investigate the impact of using random and informed sampling techniques for dimensionality reduction in SEA.

Index Terms— On-device machine learning, acoustic event detection, deep audio embeddings, knowledge distillation, urban noise classification.

1. INTRODUCTION

Embeddings serve as general purpose abstractions of data learned by representing semantically similar inputs close together in the embedding space. Besides their re-usability across different tasks, these representations help scale up the storage of data and speed up embedding-based retrieval [1]. Unfortunately, to learn such generic representations, a neural net requires a large amount of training data, which tends to be expensive to obtain with task-specific labels. Self-supervised learning [2, 3], one of the methods of representation learning, addresses this shortcoming by leveraging implicit labels in an unlabeled dataset to train neural network architectures on a pretext (or upstream) task. One such self-supervised embedding model, Look, Listen and Learn (L³-Net) [4, 5], trains an Audio-Visual Correspondence (AVC) pretext task to learn rich visual and audio representations that can be successfully transferred to a variety of downstream tasks. However, the model has a significant storage and runtime memory requirement (18 MB flash and 12 MB of RAM) which prevents its adoption in resource constrained edge devices.\(^1\)

Knowledge distillation (KD) can be used to learn a smaller student architecture by training it to mimic a larger teacher embedding network’s output distribution [9], intermediate features [10], or inter-data relations [11]. However, the traditional KD setup assumes the availability of the upstream dataset and pretext task that the teacher was trained with. Although it is easy to have access to the pre-trained teacher model, growing concerns related to user privacy and proprietary information make it uncommon for developers to publicly release the training data [12, 13]. To address this problem, several works in Computer Vision make use of metadata [14] or generative adversarial networks (GANs) [15] to synthesize data (images) mimicking the data distribution of the teacher. But synthesizing high-fidelity, diverse and natural acoustic datasets using GANs is challenging due to the well-known problems of catastrophic forgetting and mode collapse.

Fortunately, it is often easy to obtain unlabeled data that is relevant for the downstream task at hand. For example, a deployed sensor network of Internet of Things (IoT) devices can inexpensively collect massive amounts of raw audio [16, 17] pertinent to tasks such as the classification of urban sounds. In this paper, we investigate the feasibility of using this new data to train domain specialized student embedding models without the need to define a pretext task for distillation.

Contributions of the paper. We introduce Specialized Embedding Approximation (SEA), a teacher-student learning paradigm where the student aims at learning the teacher’s embedding space for a target domain in the absence of the original training data. In a domain specialized setting, the student only cares only about preserving a portion of the teacher’s embedding space instead of the entire space which would have been the case if the original dataset was used for distilling knowledge in a generic setting. This helps achieve the joint benefits of superior compression and significantly improved training efficiency.

We illustrate SEA in the context of an urban sound classification case study with relevant upstream data consisting of hundreds of millions of recordings collected by an array of deployed sensors in New York City. However, for such a large upstream data, dimensionality reduction of teacher’s embeddings, a typical pre-processing

\(^1\)As shown in [6], the storage cost can be reduced by more than an order of magnitude through sparsification without affecting model performance; however, the resultant models still have similar run-time memory requirements as L³-Net without specialized hardware or software support [7, 8].
step in SEA, can be computationally expensive. We assess the utility of random and informed sampling techniques to select a suitable training subset from the aforementioned upstream data. Finally, we investigate the extent of local versus global structure preservation necessary in approximating the teacher’s manifold for our case study.

Our significant findings can be summarized as follows:

1. We show that SEA with domain specialization alone can improve the teacher’s baseline performance, which in our case study is achieved with $\sim 15 \times$ smaller activation memory.
2. We show that SEA can produce competitive students with up to 11.75 $\times$ smaller storage, 31 $\times$ lesser activation memory, and 5 $\sim 10 \times$ improved training efficiency over the baseline.
3. We show that relevance and diversity-aware sampling techniques for selecting training points for the dimensionality reduction step of SEA can improve downstream performance.

We have open-sourced the SEA training pipeline\(^2\) (Fig. 1) and the evaluated student models\(^3\).

2. SPECIALIZED EMBEDDING APPROXIMATION

Given a teacher neural network $f_{\theta_T}(\cdot) \in \mathbb{R}^n$ with model parameters $\theta_T$, trained with a data set $D_T$, Specialized Embedding Approximation (SEA) aims to learn model parameters $\theta_S$ for a student $f_{\theta_S}(\cdot) \in \mathbb{R}^d$ trained with a data set $D_S$, where $D_S \neq D_T \forall d \leq n$. Formally, the $\text{SEA}(f_{\theta_T}, f_{\theta_S}, D_S, \phi)$ problem is to optimize:

$$\min_{\theta_S} \sum_{x_j \in D_S} ||f_{\theta_S}(x_j) - \phi(f_{\theta_T}(x_j))||^2_2$$ \quad (1)

where $\phi: \mathbb{R}^n \rightarrow \mathbb{R}^d$ is a learned dimensionality reduction map from the teacher’s embedding space to the student’s embedding space, and is the identity function if $d = n$.

As shown in Fig. 1 and explained in Section 1, the pipeline for solving SEA involves two components: (i) Dimensionality Reduction and (ii) Knowledge Distillation. The first step corresponds to learning a dimensionality reduction function $\phi$. In order to reduce the memory and compute complexity associated with learning $\phi$ without compromising the geometric interpretation in the $\mathbb{R}^d$ subspace, we use a sampling technique to choose a representative subset of data points from $D_S$. The second step is to transform the teacher’s embeddings for $D_S$ using $\phi$, and then train the student to learn the resulting $\mathbb{R}^d$ in $D_S$ using Mean Squared Error (MSE) loss.

3. URBAN SOUND CLASSIFICATION

Sounds of New York City (SONYC)\(^4\) [16] is a large-scale wireless sensor network of acoustic sensors deployed in Manhattan, Brooklyn, and Queens boroughs of New York, to facilitate monitoring and mitigation of urban noise complaints. Since its inception in 2016, the SONYC sensor network has collected $\geq 150$ Million 10-second audio clips and corresponding sound pressure level (SPL) data.

The goal of our SONYC case study is to use SEA to develop a small student embedding model that can act as a featurizer for training a downstream classifier to detect and classify acoustic events corresponding to noise sources while operating in situ in edge devices.

\(^2\)https://github.com/ksangeeta2429/embedding-approx
\(^3\)https://pypi.org/project/edgel3/

Fig. 1. Specialized Embedding Approximation (SEA) pipeline to train a student produce $\mathbb{R}^d$ embedding from a teacher with $\mathbb{R}^n$ output we designed for SONYC. These IoT devices have an ARM Cortex-M7 MCU\(^5\) [21] with limited memory (1MB of RAM and 2MB of Flash) and computing to achieve long-lived self-powered operation. In addition to energy efficiency, it is desirable for the classifier to run on-device in SONYC for reasons of latency and privacy.

We use the data collected by the SONYC sensor network to derive an unlabeled SONYC dataset $D_S$ training student embedding model(s) with the aforementioned $L^3$ audio subnetwork as teacher$^6$. Specifically, $D_S$ consists of raw, unlabeled audio recordings collected by a subset of 15 sensors as our domain-specific upstream data, and is henceforth referred to as the Upstream SONYC dataset.

For training the downstream classifier from the student embeddings, we leverage SONYC Urban Sound Tagging (SONYC-UST)\(^22\), a fraction of SONYC data annotated through crowdsourcing initiatives on the Zooniverse\(^23\) platform, as the Downstream dataset. It is a multi-label dataset consisting of 3068 annotated 10-second audio recordings belonging to 8 classes: engine, machinery-impact, non-machinery-impact, powered-saw, alert-signal, music, human-voice, and dog. We use micro- and macro-averaged area under the precision-recall curve (AUPRC) as the evaluation metrics.

4. EXPERIMENTAL DESIGN

4.1. Student Models for Specialized Embedding Approximation

The $L^3$ audio subnetwork\(^5\) comprises of 4 convolutional blocks (2 conv. layers in each) with 64, 128, 256, and 512 filters. It uses STFT-based mel spectrogram input representation calculated with a frame length of 2048 and a frame rate of $\sim 5$ ms (equivalent to a hop size of 242 samples) over 48 kHz sampled audio. We evaluate 3 student models with at least 50% fewer filters in each layer and with 64, 128, and 256-dimensional outputs (Table 1), thereby reducing activation memory by more than 1.2 orders of magnitude (Students 1-3 in Table 1). Since computing the log mel spectrograms is a relatively heavy operation, we use a significantly coarser-grained input representation for all 3 students: sampling frequency of 8 KHz, 1024-point DFT, 64 mel filters, and 51 hops per STFT step. To isolate the impact of domain specialization, we also introduce a student model identical $3\)-Net albeit with the same low-resolution input representation (Student 0 in Table 1).

\(^4\)We note that $L^3$ was selected owing to its superior performance in various acoustic event detection domains [4, 5]. SEA is agnostic to the teacher being used and $L^3$ can be replaced by any other embedding model.
Table 1. Input shape, number of filters, trainable parameters and memory requirements of the $L^3$ Audio teacher and student models.

| Model      | Input Shape            | #Filters in conv. blocks | #Train Params (Million) | Model Size (MB) | Act. Mem. (MB) |
|------------|------------------------|--------------------------|------------------------|-----------------|---------------|
|            | 64 128 256 512         | 4.69                     | 18.80                  | 12.74           |
| L$^3$ Audio| (256, 199, 1)          | 4.69                     | 18.80                  | 12.74           |
| Student 0  | (64, 50, 1)            | 1.17                     | 4.70                   | 0.41            |
| Student 1  | (64, 50, 1)            | 0.58                     | 2.34                   | 0.41            |
| Student 2  | (64, 50, 1)            | 0.40                     | 1.60                   | 0.41            |
| Student 3  | (64, 50, 1)            | 0.38                     | 1.30                   | 0.41            |

4.2. Dimensionality Reduction

Since SEA uses MSE loss for its knowledge distillation step, the teacher and student embedding dimensions need to be kept consistent. For the case study, we use Principal Component Analysis (PCA) [24] to map $R^n$ to $R^d$, where $n = 512$ and $d = 64, 128$, and 256. In the following subsections, we respectively investigate the impact of sampling the upstream data for training the dimensionality reduction models, and whether preserving local or global structure is necessary in distilling the teacher’s manifold.

4.2.1. Sampling Domain-Specific Upstream Data

The ability of the SONYC sensor network to continuously monitor results in the collection of a large amount of data where there are no acoustic events of interest, i.e. “background” and only a small fraction of the data contain “foreground” events corresponding to noise complaints. To ensure that a representative subset is selected for our study with low redundancy as well as good coverage with informative data points, we use different sampling methods. From each of the 15 sensors, we arrange the timestamped data into daily timeframes spanning an entire year, and use the following four strategies to create the training set for dimensionality reduction:

1. **Random Sampling.** It is the simplest technique that uniformly selects embeddings from each day over a year.

2. **Sound Pressure Level (SPL) Informed Sampling.** This sampling technique selects embeddings using their corresponding recorded SPL values. We use the following strategy: using a 2-hour sliding window, we first assess the relative loudness of each embedding from its associated SPL values by ranking the SPL values and normalizing these ranks to get a relevance score for each frame. We then convert these 2-hour relevance scores to a sampling probability distribution over a day.

3. **Determinantal Point Process (DPP) Sampling.** Using DPP [26] as a probabilistic model of diversity, we increase the probability of sets that are more spread out and diverse in the embeddings space. Two flavors of DPPs are considered:
   - (a) **Diversity Only (dpp_div).** It uses a kernel matrix that defines similarity between pairs of embeddings, to ensure that more similar embeddings are less likely to co-occur.
   - (b) **Diversity and Quality (dpp).** In addition to the kernel matrix for ensuring diversity in the embedding subset, we use the aforementioned audio frame relative loudness measurements as a quality signal to ensure inclusion of the most relevant events.

   We use these techniques to sample 500K training points for PCA across the selected sensors, yielding ~33K points per sensor.

4.2.2. Model Selection

Upon training a dimensionality reduction model using data sampled with the above methods, we first transform the SONYC-UST dataset to assess its downstream performance. The best downstream classifier is selected from combinations of 0, 1, and 2 hidden layers with 128 and 256 dimensions and using Multi-Instance Learning aggregation [27] across frames in an audio clip. The best dimensionality reduction model thus obtained is then used to transform the upstream data prior to the KD step.

5. RESULTS

5.1. Specialized Embedding Approximation

5.1.1. Impact of Domain Specialization

Table 2 presents an overall evaluation of SEA, specifically highlighting the impact of domain specialization for the urban noise monitoring application by replacing the original training points and AVC task with an SEA task involving the more relevant upstream dataset. It can be seen that training a specialized student model through SEA not only removes the dependency on the original training dataset but, in fact, improves the baseline performance on SONYC-UST even with a coarser input representation when the CNN is identical to the teacher (cf. Student 0). Similar improvements are observed in Students 1-3; they are extremely competitive with the teacher’s performance with >1.2 orders of magnitude lesser activation memory while generally outperforming their AVC-trained counterparts. Thus, the proposed technique produces state-of-the-art models for noise monitoring on edge devices and illustrates the value in collecting domain-specific upstream data for the target tasks at hand without relying on the availability of pre-existing datasets.

**Performance on Out-of-Domain Tasks.** Domain specialization techniques such as using SEA aim at training an embedding model optimized for a target domain and the tasks related to it. While this can certainly boost in-domain performance (cf. Table 2), the performance on out-of-domain datasets can be reduced. This is exemplified in Table 3 where the performance of SONYC-UST (in-domain dataset) is compared with two domain-shifted datasets: (i) US8K [28], where the domain shift results from different acoustic recording conditions and (ii) ESC-50 [29], which differs significantly from SONYC-UST not only in terms of its recording conditions but also in terms of event characteristics and label space. Student 0, with the same architecture as the $L^3$ audio except for coarser input representation, while improving SONYC-UST’s performance by 1.6%, incurs a performance loss of 6.8% and 16% in US8K and ESC-50 respectively. As the model shrinks from Student 0 to Student 3, the degradation is more substantial in the out-of-domain datasets as
Table 3. Specialized models sacrifice out-of-domain performances

| Model   | Accuracy (US8K) | Accuracy (ESC-50) | Micro-AUPRC (SONYC-UST) |
|---------|-----------------|-------------------|-------------------------|
| L² Audio | 0.759           | 0.737             | 0.810                   |
| Student 0 | 0.707           | 0.613             | 0.823                   |
| Student 1 | 0.655           | 0.512             | 0.793                   |
| Student 2 | 0.673           | 0.498             | 0.797                   |
| Student 3 | 0.648           | 0.440             | 0.784                   |

Table 4. Effect of sampling techniques on dimensionality reduction

| Model | Emb. Dim. | Samp. Type | Micro-AUPRC | Macro-AUPRC |
|-------|-----------|------------|-------------|-------------|
|       | 64        | dpp        | 0.781       | 0.555       |
|       |           | dpp_div    | 0.783       | 0.561       |
|       |           | random     | 0.782       | 0.574       |
|       |           | spl        | 0.779       | 0.560       |
|       | 128       | dpp        | 0.796       | 0.578       |
|       |           | dpp_div    | 0.796       | 0.575       |
|       |           | random     | 0.793       | 0.574       |
|       |           | spl        | 0.795       | 0.582       |
|       | 256       | dpp        | 0.796       | 0.582       |
|       |           | dpp_div    | 0.795       | 0.575       |
|       |           | random     | 0.795       | 0.585       |
|       |           | spl        | 0.795       | 0.578       |

Fig. 2. Impact of structure preservation (emb. dim.=128)

5.3. Impact of Structure Preservation

Previous research [30, 31] has claimed that a single characterization, either global or local, is insufficient to represent the underlying structures of real-world data. In this section, we further explore this trade-off using Uniform Manifold Approximation and Projection (UMAP) [32], where the balance between local and global structure in the teacher’s manifold can be tuned via two hyperparameters: (i) n_neighbors: the number of points in the local clusters created in \( \mathbb{R}^d \), and (ii) min_dist: the minimum distance between points which determines how tightly the points are “clumped” together in their respective clusters. Note that an increase in either hyperparameter favors global over local structure.

5.2. Sampling

Table 4 lists the impact of sampling techniques in selecting the data for training dimensionality reduction model, PCA. While the DPP techniques seem to improve micro-AUPRC on the SONYC-UST dataset, random and SPL-based techniques yield the highest macro-AUPRC. This apparent anomaly can be explained by studying the per-class AUPRCs obtained by the four sampling methods. Note that macro-AUPRC aggregates the per-class results without considering their overall distributions in the dataset. In particular, the underperformance of DPP on music and dog classes, which constitute only 9% and 5% of the test points respectively, biases the metric in favor of random/SPL sampling. However, diversity sampling is seen to generally outperform the other techniques on the 5 most commonly occurring classes in the dataset: engine (52%), human-voice (45%), alert-signal (22%), machinery-impact (21%), and non-machinery-impact (11%) (last column in Table 4). Thus, informed sampling techniques that balance relevance with diversity benefit downstream performances for the target task.

Counterintuitively, sampling for diversity does not seem to favor the underrepresented classes in the downstream dataset. This is partly attributable to the fact that the current coarse label space of the SONYC-UST is quite limited compared to the wide range of sounds in urban soundscapes. It would be interesting to assess the impact of diversity sampling as more sound sources are annotated over time; we relegate this exploration to future work.

6. CONCLUSION

We propose Specialized Embedding Approximation to distill knowledge from a teacher embedding model to smaller, domain-specialized student audio models. For our case study in urban sound classification, SEA produces competitive students that are substantially more training efficient and smaller in size, albeit at the cost of cross-domain performances. As future work, we wish to address this limitation by studying the feasibility of SEA in conjunction with meta-learning across downstream datasets, potentially yielding even smaller students that can easily specialize to new task contexts or unseen audio domains.
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