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Abstract

Embedding knowledge graphs (KGs) for multi-hop logical reasoning is a challenging problem due to massive and complicated structures in many KGs. Recently, many promising works projected entities and queries into a geometric space to efficiently find answers. However, it remains challenging to model the negation and union operator. The negation operator has no strict boundaries, which generates overlapped embeddings and leads to obtaining ambiguous answers. An additional limitation is that the union operator is non-closure, which undermines the model to handle a series of union operators. To address these problems, we propose a novel probabilistic embedding model, namely Gamma Embeddings (GammaE), for encoding entities and queries to answer different types of FOL queries on KGs. We utilize the linear property and strong boundary support of the Gamma distribution to capture more features of entities and queries, which dramatically reduces model uncertainty. Furthermore, GammaE implements the Gamma mixture method to design the closed union operator. The performance of GammaE is validated on three large logical query datasets. Experimental results show that GammaE significantly outperforms state-of-the-art models on public benchmarks.

1 Introduction

Most important advances encode knowledge into large-scale graph data to model real-world knowledge graphs (KGs), such as Wikidata (Abiteboul et al., 1995; Vrandečić and Krötzsch, 2014), Microsoft Academic (Sinha et al., 2015), Medical domain (Bodenreider, 2004; Wishart et al., 2018). A knowledge graph aims to represent entities and describe relations between concepts and entities. Multi-hop reasoning on KGs is a fundamental task of predicting answer entities of a graph query. Though previous methods have provided significant insight, this domain exists many challenging works due to complicated query structures and incomplete graph data. Since most real-world KGs consists of multiple unobserved edges and nodes, multi-hop reasoning cannot easily find the answering query.

Knowledge graph reasoning can be represented by the first-order logic (FOL) queries with basic operators, such as the existential quantifier (\(\exists\)), conjunction (\(\land\)), disjunction (\(\lor\)), and negation (\(\neg\)). One regular set of such graph queries is the conjunctive query, which only consists of existential quantifiers (\(\exists\)) and conjunctions (\(\land\)) (Abiteboul et al., 1995). For example, a conjunctive query, such as "who are Nobel laureates from Germany?", is calculated on open-domain KGs. The laureates are existentially quantified variables in this query, where some laureates connect the Nobel prize to Germany. In terms of this task, we aim to predict potential answers that can involve missing edges. Besides, it is difficult to find all possible query structures since any graph query can be satisfied by many subgraphs.

Current methods (Hamilton et al., 2018; Zhang et al., 2021; Ren et al., 2020; Jiang et al., 2019) address these problems by projecting entities and relations into a low-dimensional geometric space. These methods could quickly discover answers, since there is no need to track all intermediate entities. This research direction provides an effective solution for encoding semantic positions of entities by using their neighbor information. It is imperative that the solution is not required to track all intermediate entities, and only uses the nearest neighbor information in the geometric space to quickly get answers. However, geometric embeddings of the union operator cannot locate in a closed space, that is, the union of two embedding boxes is not a box or the same structure. Thus, FOL
operations have difficulty in running the union operator (Ren and Leskovec, 2020; Ren et al., 2020). Due to the non-smooth distance function, the distance between entities is difficult to calculate in the boxing space (Ren et al., 2020).

Other approaches apply the density function to encode entities and relations (Choudhary et al., 2021; Ren and Leskovec, 2020). Though these models can solve all FOL queries, they cannot efficiently handle the union operator (∨) due to its non-closure property in the density space. Besides, previous methods utilize the Disjunctive Normal Form (DNF) transformation which requires more computational steps. Thus, we aim to address the limitation and then implement the Gamma density function for encoding entities and relations. Another point is that our work can effectively process a stream of disjunctive queries.

Here we propose a Gamma Embedding (GammaE) probabilistic model to encode entities and relations for multi-hop reasoning on KGs. In the Gamma density space, all FOL operations, such as existential quantifier (∃), intersection (∧), union (∨), and negation (¬), are closed and follow Gamma distributions. The linear property of the Gamma density can dramatically improve the computation efficiency for discovering answers. The contributions of our work are summarized as follows:

1. GammaE provides a closed solution for all FOL operators, including a projection, intersection, union, and negation.

2. GammaE firstly implements the Gamma mixture method to alleviate the non-closure problem on union operators, which significantly reduces computation steps.

3. GammaE enables query embeddings to have strict boundaries on the negation operator, which can effectively avoid finding ambiguous answers.

4. GammaE outperforms state-of-the-art models on multi-hop reasoning over three benchmark datasets.

Our results have implications for encoding entities and relations, advancing the science of multi-hop reasoning, and improving our understanding of general knowledge graph. The rest of the paper is organized as follows: Section 2 shows the related work in multi-hop reasoning over KGs. Next, sections 3 and 4 theoretically demonstrate Gamma embeddings and define its FOL operations. The experimental setup and results are explicitly shown in section 5. Finally, section 6 makes a clear conclusion and section 7 briefly presents its limitations.

2 Related Work

This work is closely related to query embedding approaches (Hamilton et al., 2018; Daza and Cochez, 2020; Vilnis et al., 2018; Alivanistos et al., 2022; Kotnis et al., 2021). Most related models are applied for multi-hop reasoning over KGs (Ren et al., 2020; Zhang et al., 2021; Choudhary et al., 2021; Ren and Leskovec, 2020; Arakelyan et al., 2021; Ren et al., 2021; Guo et al., 2018; Lin et al., 2018; Xiong et al., 2017; Guu et al., 2015). Based on their embedding methods, these models can be categorized into two branches, namely geometric embedding models and probabilistic embedding models. The geometric embedding models assign adaptive geometric shapes for entities and relations with different structures (Ren et al., 2020; Boratko et al., 2021; Patel et al., 2021). These models map FOL queries into low-dimensional spaces and don’t need to model the intermediate entities, which dramatically reduces the computation costs. They can effectively deal with a subset of FOL operations, while Zhang et al. (2021) proposed a novel cone embedding for entities, and can handle all FOL operations. Meanwhile, Bai et al. (2022) encode complex queries into multiple vectors, named particle embeddings. It also efficiently deals with all FOL operations. These models have strict borders relying on a non-smooth distance function, which difficultly handles multiple answers and easily ignores some correct entities. However, our model utilizes Gamma density to create linear space for each entity and relation, and build a soft-smooth distance function for alleviating the boundary effect.

Another method is to encode entities into the probabilistic density for performing multi-hop logical reasoning. (Chen et al., 2021; Li et al., 2018; Dasgupta et al., 2020). In vector embeddings, TransG (Xiao et al., 2015) firstly models the uncertainties of entities and relations by using the Gaussian mixture model. Their work doesn’t be implemented into multi-hop reasoning on KGs. BETAE (Ren and Leskovec, 2020) firstly embeds entities and relations with the probabilistic density, which can handle all FOL operations. Since their union is non-closure, BETAE potentially leads to generate ambiguous entities between the two boxes. PERM (Choudhary et al., 2021) applies the Gaussian den-
sity for representing entities and relations, and uses Gaussian mixture models for complex queries, i.e., long chains. However, PERM cannot handle the negation operator, and needs to spend large computational costs on learning knowledge graph representations. Our work firstly uses Gamma density to map entities and relations into linear space, and dramatically increases the performance and robustness. Also, GammaE efficiently finds the answers with closed and smooth forms.

3 Preliminaries

A knowledge graph (KG) is a directed graph $G = (V,E,R)$, where $V$ is the set of entities, $E$ is the set of triplets, and $R$ denotes the set of relations. A direct triplet of a KG is represented as $(e_1,r,e_2) \in E$, that is, a relation $r$ linking the entity $e_1$ to the entity $e_2$, where $e_1, e_2 \in V$ and $r \in R$. For each triplet, it has a relational binary function, i.e., $r(e_1, e_2) = \text{True}$ if and only if $(e_1, r, e_2)$ exists.

First-order Logic Queries. The first-order logic (FOL) queries contain four basic operators, namely existential quantifier ($\exists$), conjunction ($\land$), disjunction ($\lor$), and negation ($\neg$). A first-order logic query $q$ consists of a non-variable anchor entity set $V_a \subseteq V$, existential quantified set $\{V_1, V_2, ..., V_k\}$, and a target set $V_t$, i.e., query answers. The logical form of a disjunctive query $q$ can be written as

$$q[V_t] = V_t. \exists V_1, V_2, ..., V_k : c_1 \lor c_2 \lor ... \lor c_n,$$

where $c_i = b_{1i} \land b_{2i} \land ... \land b_{mi}$, and $b_{ij} = r(e_a, V)$ or $\neg r(e_a, V)$ or $r(V', V)$ or $\neg r(V', V)$, for $e_a \in V_a$, $V \in \{V_t, V_1, ..., V_k\}$, $V' \in \{V_1, ..., V_k\}$, and $V \neq V'$, $r \in R$. Here, $c_i$ is a conjunctive query with one or more literals $b_{ij}$. And $b_{ij}$ is an atomic formula or a negation.

Computation Graphs. Each query can generate its corresponding computation graph, where entities are mapped into nodes, and relations with atomic formulas are calculated by logical operators. These logical operators are defined as follows:

1. Relation Projection. A set of entities is $S \subseteq V$, a relation type is $r \in R$, and neighbors of entities $S'$ are defined as $\cup_{v \in S} A_r(v)$, where $A_r(v) \equiv \{v' : r(v, v') = \text{True}\}$.

2. Intersection. Given sets of entities $\{S_1, S_2, ..., S_k\}$, their intersection is $\cap_{i=1}^{k} S_i$.

3. Union. For sets of entities $\{S_1, S_2, ..., S_k\}$, their union is $\cup_{i=1}^{k} S_i$.

4. Negation. A set of entities is $S \subseteq V$, and its complement is $\overline{S} \equiv V \setminus S$.

4 Gamma Embeddings for Logical Reasoning

To address the multi-hop reasoning on incomplete KGs, we propose a novel model GammaE, which encodes both entities and queries into Gamma distributions. Next, the related probabilistic logical operators are transformed into relation projection, intersection, union, and negation. GammaE provides an efficient method to handle arbitrary FOL queries. The schematics of GammaE answering graph queries are explicitly illustrated in Fig. 1.

4.1 Gamma Embedding for Entities and Relations

A Gamma distribution is defined as

$$f(x; \alpha, \beta) = \frac{x^{\alpha-1} e^{-\beta x}}{\Gamma(\alpha)},$$

where $x > 0$, $\alpha > 0$ is the shape, $\beta > 0$ is the rate, and $\Gamma(*)$ is the Gamma function. Thus, the uncertainty of distribution can be obtained by information entropy:

$$H(X) = E[- \ln f(x; \alpha, \beta)] = E[-\alpha \ln(\beta) + \ln(\Gamma(\alpha))] - (\alpha - 1) \ln(\beta) + \ln(\Gamma(\alpha)) + (1 - \alpha) \psi(\alpha),$$

where $\psi(*)$ is the digamma function (see Appendix A).

4.2 Probabilistic Projection Operator

Given a set of entities’ embeddings $S$, the probabilistic projection operator maps from $S$ to another set $S'$ dependent on the relation type $r$. This operator could be defined

$$S' = \text{MLP}_r(S),$$

where MLP$_r$ is a multi-layer perceptron network for given relation type $r$. The transformed set $S'$ is $\cup_{v \in S} A_r(v)$, where $A_r(v) \equiv \{v' : r(v, v') = \text{True}\}$. It is essential that the projection operator represents a relation type $r$ from one set of entities.
4.3 Probabilistic Intersection Operator

For two input embeddings of two entities $S_1, S_2$, their intersection operator is defined as

$$P_{S_{\text{Inter}}} = \frac{1}{Z} P_{S_1}^{w_1} P_{S_2}^{w_2},$$

(5)

where $Z$ is a normalization constant, $P_{S_1}^{w_1} = f(x; w_1\alpha_1, w_1\beta_1)$, $P_{S_2}^{w_2} = f(x; w_2\alpha_2, w_2\beta_2)$, and $w_1 + w_2 = 1$. Since the product of Gamma distribution $f(x; \alpha, \beta)$ approximates to the linear summation of parameters $(\alpha, \beta)$, Eq. 5 can be derived

$$P_{S_{\text{Inter}}} \propto x^{\sum_{i=1}^{2} w_i(\alpha_i - 1)} e^{\sum_{i=1}^{2} -w_i\beta x}$$

$$\approx f(x; \sum_{i=1}^{2} w_i\alpha_i, \sum_{i=1}^{2} w_i\beta_i).$$

(6)

Thus, given $k$ input embeddings $S_1, S_2, ..., S_k$, the intersection of Gamma embeddings $P_{S_{\text{Inter}}}$ can be calculated as

$$P_{S_{\text{Inter}}} = \frac{1}{Z} \prod_{i=1}^{k} P_{S_i}^{w_i},$$

(7)

where $Z$ is a normalization constant, $P_{S_i}^{w_i} = f(x; w_i\alpha_i, w_i\beta_i)$, and $\sum_{i=1}^{k} w_i = 1$. A complete proof is presented in Appendix B. Fig. 2b illustrates the intersection operation.

4.4 Probabilistic Union Operator

The union operator is implemented by Gamma mixture models. For $k$ input embeddings $S_1, S_2, ..., S_k$, the union results can be calculated as

$$P_{S_{\text{Union}}} = \sum_{i=1}^{k} \theta_i P_{S_i},$$

(9)

where $\theta_i = \frac{\exp(P_{S_i})}{\sum_j \exp(P_{S_j})}$, and $P_{S_i} = f(x; \alpha_i, \beta_i)$. Here, $\theta_i \in \Theta$ is the learned weight for each Gamma density in the Gamma mixture model and also uses the self-attention mechanism. Its operation is plotted in Fig. 2c.

4.5 Probabilistic Negation Operator

A probabilistic negation operator takes Gamma embedding $S$ as the input, and then obtains an embedding of the complement $\neg S(\bar{S})$. A desired property of the negation operator $N$ is to reverse in the sense where regions of high density in $P_S$ should have low probability density in $NP_S$ and vice versa (Fig. 2d). For Gamma embeddings, this negation operator for a given $S$ is defined as
Figure 2: The logical operators, such as projection, intersection, union, and negation, are demonstrated in the Gamma space. The operations are closed and will result in either a Gamma distribution or a Gamma mixture. The input embeddings are shown in green and blue, and the corresponding output embeddings are represented in red.

\[
N_{PS} = f(x; \frac{1}{\alpha}, \beta) + \epsilon, \quad (10)
\]

where \(PS = f(x; \alpha, \beta)\) and \(\epsilon \in (0, 1)\) is the elasticity and set to 0.05. The approach has one important advantage, that is, the pair of two Gamma embeddings has no intersection points. Furthermore, the elasticity \(\epsilon\) can effectively increase the distance of two opposite embeddings.

To avoid the identity problem in the negation, we design two labels (0 and 1) to mark the original Gamma embedding (0) and its complement embedding (1). The label vector can effectively record this status for each entity.

4.6 Learning Gamma Embeddings

Distance Function. In our work, entities and queries are encoded into \(m\)-dimensional Gamma space. A entity \(e\) is embedded by \(P_e = [f(x; \alpha_1^e, \beta_1^e), ..., f(x; \alpha_m^e, \beta_m^e)]\), and a query embedding \(q\) is represented by \(P_q = [f(x; \alpha_1^q, \beta_1^q), ..., f(x; \alpha_m^q, \beta_m^q)]\). According to Kullback-Leibler (KL) divergence, the distance between two Gamma distributions is given by

\[
\text{KL}(f(x; \alpha_e, \beta_e), f(x; \alpha_q, \beta_q)) = (\alpha_e - \alpha_q) \psi(\alpha_e) - \log \Gamma(\alpha_e) + \log \Gamma(\alpha_q) + \alpha_q \log \beta_e - \log \beta_q + \alpha_e \beta_q - \beta_e \beta_q - \alpha_e \beta_q, \quad (11)
\]

where \(\psi(*)\) is the digamma function. Its proof is shown in Appendix C.

Consequently, KL divergence of the entity \(e\) and the query \(q\) is obtained

\[
\text{dist}(e; q) = \sum_{i=1}^{m} \text{KL}(P_e, i : P_q, i), \quad (12)
\]

where \(P_e, i (P_q, i)\) represent the \(i\)-th Gamma distribution \(f(x; \alpha_i^e, \beta_i^e)\) with parameters \(\alpha_i^e\) and \(\beta_i^e\) \((f(x; \alpha_i^q, \beta_i^q)\) with parameters \(\alpha_i^q\) and \(\beta_i^q\)) in the entity (query) embedding vector. By this method, query embeddings will theoretically cover all answer entity embeddings (Kingma and Welling, 2013).

Training Objective. In the training process, our objective is to minimize the KL divergence between Gamma embeddings of a query and its answer entity while maximizing the distance between that of this query and wrong answers via negative sampling method (Guo et al., 2016; Xiong et al., 2017). Thus, the loss objective is defined as

\[
L = -\log \sigma(\gamma - \text{dist}(v; q)) - \frac{1}{k} \sum_{j=1}^{k} \sigma(\text{dist}(v'_j, q) - \gamma), \quad (13)
\]

where \(v \in [q]\) represents the answer entity of \(q\), \(v'_j \notin [q]\) means a random negative sample, \(k\) is the number of negative samples, \(\gamma > 0\) is the margin, and \(\sigma(*)\) denotes the sigmoid function. For inference, GammaE aims to find the answers of a query \(q\), and ranks all the entities based on the KL divergence defined in Eq. 12 in constant time using Locality Sensitive Hashing (Indyk and Motwani, 1998).

5 Experiment

GammaE is evaluated on three large-scale KG benchmark datasets, including FB15k (Bollacker et al., 2008), FB15k-237 (Toutanova and Chen, 2015), and NELL995 (Xiong et al., 2017). The experiment demonstrates GammaE on various tasks: 1. GammaE can efficiently handle all FOL queries. 2. GammaE outperforms the state-of-the-art baselines on the tasks. 3. The uncertainty of Gamma embeddings is well controlled. 4. All FOL operators are closed, especially the union and negation.

Datasets. For multi-hop reasoning, GammaE is studied on three standard benchmark datasets (details are shown in Appendix D.1):

- **FB15K** (Bollacker et al., 2008) contains the 149,689 entity pairs. Our experiment doesn’t contain invertible relations.
Table 1: MRR results (%) on answering EPFO (∃, ∧, ∨) queries.

| Dataset   | Model  | 1p  | 2p  | 3p  | 2i  | 3i  | pi  | ip  | 2u  | up  | avg  |
|-----------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| FB15k     | GQE    | 53.9| 15.5| 11.1| 40.2| 52.4| 27.5| 19.4| 22.3| 11.7| 28.2 |
|           | Q2B    | 70.5| 23.0| 15.1| 61.2| 71.8| 41.8| 28.7| 37.7| 19.0| 40.1 |
|           | BETAE  | 65.1| 25.7| 24.7| 55.8| 66.5| 43.9| 28.1| 40.1| 25.2| 41.6 |
|           | ConE   | 73.3| 33.8| 29.2| 64.4| 73.7| 50.9| 35.7| 55.7| 31.4| 49.8 |
|           | GammaE | 76.5| 36.9| 31.4| 65.4| 75.1| 53.9| 39.7| 57.1| 34.5| 52.3 |
| FB15K-237 | GQE    | 35.2| 7.4 | 5.5 | 23.6| 35.7| 16.7| 10.9| 8.4 | 5.8 | 16.6 |
|           | Q2B    | 41.3| 9.9 | 7.2 | 31.1| 45.4| 21.9| 13.3| 11.9| 8.1 | 21.1 |
|           | BETAE  | 39.0| 10.9| 10.0| 28.8| 42.5| 22.4| 12.6| 9.8 | 20.9| 24.6 |
|           | ConE   | 41.8| 12.8| 11.0| 32.6| 47.3| 25.5| 14.0| 14.5| 10.8| 23.4 |
|           | GammaE | 43.2| 13.2| 11.0| 33.5| 47.9| 27.2| 15.9| 15.4| 11.3| 24.3 |
| NELL995   | GQE    | 33.1| 12.1| 9.9 | 27.3| 35.1| 18.5| 14.5| 8.5 | 9.0 | 18.7 |
|           | Q2B    | 42.7| 14.5| 11.7| 34.7| 45.8| 23.2| 17.4| 12.0| 10.7| 23.6 |
|           | BETAE  | 53.0| 13.0| 11.4| 37.6| 47.5| 24.1| 14.3| 12.2| 8.5 | 24.6 |
|           | ConE   | 53.1| 16.1| 13.9| 40.0| 50.8| 26.3| 17.5| 15.3| 11.3| 27.2 |
|           | GammaE | 55.1| 17.3| 14.2| 41.9| 51.1| 26.9| 18.3| 16.5| 12.5| 28.2 |

Table 2: HITS@1 results (%) of GammaE, BETAE, Q2B, and GQE on answering EPFO (∃, ∧, ∨) queries.

| Dataset   | Model  | 1p  | 2p  | 3p  | 2i  | 3i  | pi  | ip  | 2u  | up  | avg  |
|-----------|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| FB15k     | GQE    | 34.2| 8.3 | 5.0 | 23.8| 34.9| 15.5| 11.2| 11.5| 5.6 | 16.6 |
|           | Q2B    | 52.0| 12.7| 7.8 | 40.5| 53.4| 26.7| 16.7| 22.0| 9.4 | 26.8 |
|           | BETAE  | 52.0| 17.0| 16.9| 43.5| 55.3| 32.3| 19.3| 28.1| 16.9| 31.3 |
|           | GammaE | 58.3| 25.4| 20.4| 50.4| 59.3| 37.3| 23.4| 35.1| 21.1| 36.7 |
| FB15K-237 | GQE    | 22.4| 2.8 | 2.1 | 11.7| 20.9| 8.4 | 5.7 | 3.3 | 2.1 | 8.8  |
|           | Q2B    | 28.3| 4.1 | 3.0 | 17.5| 29.5| 12.3| 7.1 | 5.2 | 3.3 | 12.3 |
|           | BETAE  | 28.9| 5.5 | 4.9 | 18.3| 31.7| 14.0| 6.7 | 6.3 | 4.6 | 13.4 |
|           | GammaE | 32.1| 9.7 | 8.3 | 22.3| 35.6| 18.3| 8.7 | 9.6 | 8.3 | 16.6 |
| NELL995   | GQE    | 15.4| 6.7 | 5.0 | 14.3| 20.4| 10.6| 9.0 | 2.9 | 5.0 | 9.9  |
|           | Q2B    | 23.8| 8.7 | 6.9 | 20.3| 31.5| 14.3| 10.7| 5.0 | 6.0 | 14.1 |
|           | BETAE  | 43.5| 8.1 | 7.0 | 27.2| 36.5| 17.4| 9.3 | 6.9 | 4.7 | 17.8 |
|           | GammaE | 51.7| 14.3| 13.7| 31.1| 39.3| 21.3| 14.6| 11.6| 9.3 | 22.4 |

- FB15K-237 (Toutanova and Chen, 2015) consists of the 273,710 relation triples. All invertible relations are removed.
- NELL995 (Xiong et al., 2017) is collected by the 995th iteration of the Never-Ending Language Learning (NELL) system. It has 107,982 relation triples.

Based on previous experimental settings (Ren and Leskovec, 2020; Ren et al., 2020; Hamilton et al., 2018), we evaluate GammaE on FOL queries without negation, and negation queries. GammaE focuses on answering queries involved with incomplete KGs. The training and testing queries consist of five conjunctive structures (1p/2p/3p/2i/3i) and five structures with negation (2in/3in/2ip/3ip/2in). Additionally, to evaluate the inference ability of the model, four extra query structures, namely ip/pi/2u/up, could show the ability to answer complicated queries with unseen structures during training. Please refer to Appendix D.1 for more details about query structures.

**Baseline.** We compare GammaE with state-of-the-art models, including GQE (Hamilton et al., 2018), Query2Box (Q2B) (Ren et al., 2020), BETAE (Ren and Leskovec, 2020), and ConE (Zhang et al., 2021). GQE and Q2B are trained only on five conjunctive structures (1p/2p/3p/2i/3i) as they cannot solve negation queries. For fair comparison, we assign the same dimensionality to the embeddings of these methods.

**Implementation Details.** In the training process, the weight \( w \) and \( \theta_i \) are calculated by the self-attention mechanism. For updating parameters, Adam is used as the optimizer (Kingma and
Table 3: MRR results (%) on answering graph queries with negation.

| Dataset    | Model  | 2in  | 3in  | inp  | pin  | pni  | avg  |
|------------|--------|------|------|------|------|------|------|
| FB15k      | BETAE  | 14.3 | 14.7 | 11.5 | 6.5  | 12.4 | 11.8 |
|            | ConE   | 17.9 | 18.7 | 12.5 | 9.8  | 15.1 | 14.8 |
|            | GammaE | **20.1** | **20.5** | **13.5** | **11.8** | **17.1** | **16.6** |
| FB15K-237  | BETAE  | 5.1  | 7.9  | 7.4  | 3.6  | 3.4  | 5.4  |
|            | ConE   | 5.4  | 8.6  | 7.8  | 4.0  | 3.6  | 5.9  |
|            | GammaE | **6.7** | **9.4** | **8.6** | **4.8** | **4.4** | **6.78** |
| NELL995    | BETAE  | 5.1  | 7.8  | 10.0 | 3.1  | 3.5  | 5.9  |
|            | ConE   | 5.7  | 8.1  | 10.8 | 3.5  | 3.9  | 6.4  |
|            | GammaE | **6.3** | **8.7** | **11.4** | **4.0** | **4.5** | **6.98** |

Ba, 2015). The hyperparameters are listed in Table D2 (Appendix). For the evaluation, three KG datasets are built: the training KG dataset, the validation KG dataset, and the test KG dataset using training edges, training+validation edges, and training+validation+test edges, respectively. To reason over incomplete KGs, a given test (validation) query \( q \) needs to discover non-trivial answers \( [q]_{test} \). To find answer entities, at least one edge is linked to one answer entity. For each non-trivial answer \( v \) of a test query \( q \), we rank it against non-answer entities \( V \setminus [q]_{test} \). The evaluated metrics are selected by Mean Reciprocal Rank (MRR) and HITS@K, where a higher score means better performance. Their definitions are presented in Appendix D.3. All our models are implemented in Pytorch (Paszke et al., 2019) and run on one Tesla V100. The details of parameter settings are listed in Appendix D.2.

5.1 Main Results

In the experiments, we have run GammaE model 20 times with different random seeds, and reported the mean values of GammaE’s MRR results on EPFO and negation queries. For the error bars of main results, we report them in Appendix E.1. And the computational costs of GammaE are listed in Appendix E.2.

**Table 4: Spearman’s rank correlation between learned embedding and the number of answers of queries.**

| Dataset    | Model  | 1p   | 2p   | 3p   | 2i   | 3i   | pi   | ip   | 2in  | 3in  | inp  | pni  | avg  |
|------------|--------|------|------|------|------|------|------|------|------|------|------|------|------|
| FB15k      | BETAE  | 0.37 | 0.48 | 0.47 | 0.57 | 0.40 | 0.52 | 0.42 | 0.62 | 0.55 | 0.46 | 0.47 | 0.61 | 0.50 |
|            | ConE   | 0.60 | 0.68 | 0.70 | 0.68 | 0.52 | 0.59 | 0.56 | 0.84 | 0.75 | 0.61 | 0.58 | **0.80** | 0.66 |
|            | GammaE | **0.65** | **0.75** | **0.72** | **0.73** | **0.58** | **0.63** | **0.62** | **0.82** | **0.79** | **0.65** | **0.63** | **0.77** | **0.70** |
| FB15K-237  | BETAE  | 0.42 | 0.55 | 0.56 | 0.59 | 0.61 | 0.60 | 0.54 | 0.71 | 0.60 | 0.35 | 0.45 | 0.64 | 0.55 |
|            | ConE   | 0.56 | 0.61 | 0.60 | **0.79** | 0.79 | 0.74 | 0.58 | **0.90** | 0.79 | 0.56 | 0.48 | **0.85** | 0.69 |
|            | GammaE | **0.61** | **0.68** | **0.62** | **0.78** | **0.83** | **0.79** | **0.63** | **0.86** | **0.80** | **0.60** | **0.53** | **0.79** | **0.71** |
| NELL995    | BETAE  | 0.42 | 0.55 | 0.56 | 0.59 | 0.61 | 0.60 | 0.54 | 0.71 | 0.60 | 0.35 | 0.45 | 0.64 | 0.55 |
|            | ConE   | 0.56 | 0.61 | 0.60 | 0.79 | 0.79 | 0.74 | 0.58 | **0.90** | 0.79 | 0.56 | 0.48 | **0.85** | 0.69 |
|            | GammaE | **0.60** | **0.67** | **0.63** | **0.79** | **0.81** | **0.77** | **0.62** | **0.87** | **0.79** | **0.61** | **0.53** | **0.82** | **0.71** |

**Modeling EPFO (containing only \( \exists, \land, \text{ and } \lor \)) Queries.** First, we compare GammaE with baselines that can only model queries with conjunction and disjunction without negation. Table 1 shows that GammaE achieves on average 5.0%, 3.8% and 3.7% relative improvement MRR over previous state-of-the-art ConE on FB15k, FB15k-237, and NELL995, respectively. Previous works, like Q2B, BETAE, and ConE, use the disjunctive normal form (DNF) and De Morgan’s laws (DM) to model the union operator, while we use more effective mixture methods to calculate the union operation. The average MRR of 2u/up is relatively improved by 5.5% and 8.3% over ConE on three benchmarks. Overall, GammaE on EPFO queries achieves better performance than five baselines over all three datasets.

Table 2 shows the comparison of HITS@1 results for answering EPFO queries on three datasets. Compared to previous models (GQE, Q2B, and BETAE), GammaE significantly increases by 17.2%, 23.9%, and 25.8% relative improvements over baselines on FB15k, FB15k-237, and NELL995, respectively.
Modeling Queries with Negation (¬). Next, the performance of GammaE is evaluated to model queries with negation. Since GQE and Q2B cannot handle the negation operator, they won’t be compared in the experiments. Table 3 shows results of GammaE outperform two baselines, including BETAE and ConE, on modeling FOL queries with negation. Specifically, GammaE achieves up to average 12.2%, 14.9%, and 9.1% relative improvement MRR over two baselines on FB15k, FB15K-237, and NELL995, respectively. Another issue is that negation operators on BETAE and ConE exist boundary problems. The embedding of the negation output could have some intersections with the embedding of the input entity. However, the elasticity can effectively increase the distance between the input and the output during the negation operations.

5.2 Modeling the Uncertainty of Queries

To study the uncertainty of GammaE, we need to investigate the cardinality difference between a predicted set and an answer set. The cardinality can efficiently represent the uncertainty of an embedding model. For capturing the cardinality difference, we calculate the correlations between the differential entropy of the Gamma embedding \( P[q] \) and the cardinality of the answer set \( [q] \). In this experiment, we choose Spearman’s rank correlation coefficient (SRCC) and Pearson correlation coefficient (PCC) as the metric (Myers and Sirois, 2004; Benesty et al., 2009). SRCC is designed to measure statistical dependence between the rankings of two variables, while PCC is a measure of linear correlation between two sets of data. Table 4 shows SRCC comparisons of BETAE, ConE, and GammaE on three benchmark datasets. BETAE measures the uncertainty of the query by the differential entropy of Beta embeddings, while ConE calculates this uncertainty by the cone size. In Table 4, GammaE outperforms all previous models and relatively achieves up to 6.1%, 2.9%, and 2.9% better correlation than ConE on B15k, FB15k-237, and NELL995. These results indicate that GammaE can effectively capture the uncertainty of a query. Besides, SRCC demonstrates Gamma embeddings can better model the cardinality of answer sets during training. PCC results are analyzed in Appendix E.3.

5.3 Further Analysis of the Union Operator

Existing models compute the union operator by De Morgan’s laws (DM) and disjunctive normal form (DNF). Due to De Morgan’s laws, the union \( \bigcup_{i=1}^{k} S_i \) can be rewritten as \( \bigcap_{i=1}^{k} \neg S_i \). The disjunctive normal form (DNF) is to move all “union” edges to the last step of the computation graph (Ren et al., 2020), which can reduce the number of training parameters. BETAE handles the union operator by DM since it can model the negation operator. BETAE also investigates the impact of DM and DNF on the union operator. Its results show that DNF is more robust than DM. According to this result, ConE adapts DNF to deal with the union operator. Though DNF and DM can compute the union operator, they are non-closure. Thus, to address this limitation, our work implements the Gamma mixture method to model the union operator. The Gamma mixture method can reduce computational steps. After passing the union operator, the output embeddings also follow the rule of the Gamma distribution. It is closed for modeling any queries with the union operator. In particular, Table 1 shows that GammaE outperforms existing models for two types of union queries (2u/up), which indicates that the Gamma mixture method can effectively model the union operator. Additionally, Table 5 further demonstrates the performance of GammaE with the mixture method (MM) is better than that of GammaE with DNF and DM.

Table 5: MRR results (%) for answering graph queries with union on FB15K, FB15K-237, and NELL995. The evaluated model is GammaE. Three union operators are DM, DNF, and Gamma mixture method, respectively.

| Dataset | Model        | 2u  | up  |
|---------|--------------|-----|-----|
| FB15k   | GammaE with DM | 37.7| 29.9|
|         | GammaE with DNF | 53.5| 30.9|
|         | GammaE with MM | **57.1** | **34.5** |
| FB15K-237 | GammaE with DM | 13.5| 10.1|
|         | GammaE with DNF | 13.9| 10.3|
|         | GammaE with MM | **15.4** | **11.3** |
| NELL995 | GammaE with DM | 14.5| 10.9|
|         | GammaE with DNF | 15.3| 11.2|
|         | GammaE with MM | **16.5** | **12.5** |

5.4 Further Analysis of the Negation Operator

For the negation operator, BETAE takes the reciprocal of the parameter \( \alpha \) and \( \beta \), i.e., \( N([\alpha, \beta]) = \)
Table 6: MRR results (%) of GammaE with or without elasticity on answering graph queries with negation.

| Dataset   | Model                        | 2in | 3in | inp | pin | pni | avg |
|-----------|------------------------------|-----|-----|-----|-----|-----|-----|
| FB15k     | GammaE without elasticity $\epsilon$ | 18.1| 18.9| 12.9| 10.4| 15.6| 15.2|
|           | GammaE with elasticity $\epsilon$  | **20.1**| **20.5**| **13.5**| **11.8**| **17.1**| **16.6**|
| FB15K-237 | GammaE without elasticity $\epsilon$ | 5.9 | 8.6 | 7.7 | 4.2 | 3.9 | 6.06 |
|           | GammaE with elasticity $\epsilon$  | **6.7**| **9.4**| **8.6**| **4.8**| **4.4**| **6.78**|
| NELL995   | GammaE without elasticity $\epsilon$ | 5.9 | 8.0 | 10.9| 3.6 | 4.0 | 6.48 |
|           | GammaE with elasticity $\epsilon$  | **6.3**| **8.7**| **11.4**| **4.0**| **4.5**| **6.98**|

One advantage of our negation operator is to design the elasticity. Since the negation operator aims to maximize the distance between the original embedding and its complement embedding, the elasticity could effectively increase the distance to obtain good performance. Table 6 shows the elasticity $\epsilon$ can significantly improve the performance of GammaE.

Interestingly, since these queries are first-order queries, they only contain one negation operator. Therefore, our experiments didn’t need to process two negation operators in a query, not facing identity cases.

6 Conclusion

In this paper, we propose a novel embedding model, namely GammaE, to handle arbitrary FOL queries and efficiently realize multi-hop reasoning on KGs. Given a query $q$, GammaE can map it onto the Gamma space for reasoning it by probabilistic logical operators on the computation graph. Compared to previous methods, its union operator uses the Gamma mixture model to avoid the disjunctive normal form and De Morgan’s laws. Furthermore, GammaE significantly improves the performance of the negation operator due to alleviating the boundary effect. Extensive experimental results show that GammaE outperforms state-of-the-art models on multi-hop reasoning over arbitrary logical queries as well as modeling the uncertainty. Overall, GammaE aims to promote graph embeddings for logical queries on KGs.

7 Limitations

GammaE can handle all logical operators on large-scale KGs. Besides, all logical operators are closed in the Gamma space. It will significantly increase the capability and robustness of multi-hop reasoning on massive KGs. One potential risk is that the model could effectively model basic logical operators, not for more complicated operators or cycle graphs. If a query has many loops, the operations become harder. We will continue to work on this problem to design more effective logical operators. Importantly, we will continue to study this problem in the future.
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Appendix

The following is the supplementary Appendix for the paper. All the references are made in context of the main paper.

A Information Entropy of the Gamma Distribution

The information entropy of the Gamma distribution is defined as

\[ H(X) = \mathbb{E}[-\ln f(x; \alpha, \beta)] = -\mathbb{E} \left[ \ln \left( \frac{\beta^\alpha x^{\alpha-1} e^{-\beta x}}{\Gamma(\alpha)} \right) \right] = -\alpha \ln \beta + \ln \Gamma(\alpha) + (\alpha - 1) \mathbb{E}(\ln x) + \beta \mathbb{E}(x). \] (A.1)

Since the mean and expectation of the Gamma distribution

\[ \mathbb{E}(X) = \frac{\alpha}{\beta} \quad \text{and} \quad \mathbb{E}(\ln X) = \psi(\alpha) - \ln(\beta), \]

(A.2)

Eq. A.1 can be solved

\[ H(X) = -\alpha \ln \beta + \ln \Gamma(\alpha) - (\alpha - 1)(\psi(\alpha) - \ln \beta) + \alpha \ln \beta - \ln \beta + \alpha \]
\[ = \alpha - \ln \beta + \ln \Gamma(\alpha) + (1 - \alpha)\psi(\alpha), \] (A.3)

where \(\psi(*)\) is the digamma function.

B Derivation of the Intersection Operator

For two dimensions of gamma embeddings, the intersection operator is

\[ PS_{inter} = \frac{1}{Z} \prod_{i=1}^{k} P_{S_i}^{w_i} \approx f(x; \sum_{i=1}^{k} w_i \alpha_i, \sum_{i=1}^{k} w_i \beta_i). \] (A.6)
C KL Divergence of Two Gamma Distributions

One integral of two Gamma distributions has

\[ I(\alpha_e, \beta_e, \alpha_q, \beta_q) = \int_0^\infty \frac{\log \left( \frac{\Gamma(\alpha_e)}{\Gamma(\alpha_q)} \right)}{\Gamma(\alpha_q)} dx \]

\[ = -\beta_2 \int_0^\infty \frac{\log \left( \frac{\Gamma(\alpha_e)}{\beta_q} \right)}{\Gamma(\alpha_q)} dx \]

\[ - \log \left( \frac{\Gamma(\alpha_e)}{\beta_q} \right) \int_0^\infty x^{\alpha_q - 1} e^{-\beta_q x} \beta_q^{\alpha_q} dx \]

\[ = -\frac{\alpha_q \beta_e}{\beta_q} - \log \left( \frac{\Gamma(\alpha_e)}{\beta_q} \right) + (\alpha_e - 1) \int_0^\infty \log(x) x^{\alpha_q - 1} e^{-\beta_q x} \beta_q^{\alpha_q} dx \]

\[ + \log(\beta_q) \Gamma(\alpha_q). \] (A.7)

To solve the right integral in Eq. A.7, one obtains

\[ \frac{\partial}{\partial \alpha_q} \Gamma(\alpha_q) = \frac{\partial}{\partial \alpha_q} \int_0^\infty x^{\alpha_q - 1} e^{-\beta_q x} \beta_q^{\alpha_q} dx \]

\[ = \frac{\partial}{\partial \alpha_q} \int_0^\infty e^{-\beta_q x} x^{\alpha_q - 1} \beta_q^{\alpha_q} dx \]

\[ = \int_0^\infty e^{-\beta_q x} x^{\alpha_q - 1} \beta_q^{\alpha_q} \log(x) \beta_q dx \]

\[ = \int_0^\infty \log(x) e^{-\beta_q x} x^{\alpha_q - 1} \beta_q^{\alpha_q} dx \]

\[ + \log(\beta_q) \Gamma(\alpha_q). \] (A.8)

Since

\[ \frac{\alpha_e - 1}{\Gamma(\alpha_q)} \int_0^\infty \log(x) e^{-\beta_q x} x^{\alpha_q - 1} \beta_q^{\alpha_q} dx \]

\[ = (\alpha_e - 1) \Gamma(\alpha_q) - (\alpha_e - 1) \log \beta_q, \] (A.9)

Eq. A.7 can be solved

\[ I(\alpha_e, \beta_e, \alpha_q, \beta_q) = -\frac{\alpha_q \beta_e}{\beta_q} - \log \left( \frac{\Gamma(\alpha_e)}{\beta_q^\alpha} \right) \]

\[ + (\alpha_e - 1) \int_0^\infty \log(x) x^{\alpha_q - 1} e^{-\beta_q x} \beta_q^{\alpha_q} dx \]

\[ = -\frac{\alpha_q \beta_e}{\beta_q} - \log \left( \frac{\Gamma(\alpha_e)}{\beta_q^\alpha} \right) \]

\[ + (\alpha_e - 1) \Gamma\left(\frac{\alpha_q}{\beta_q}\right) - (\alpha_e - 1) \log \beta_q. \] (A.10)

Due to \[ \frac{\Gamma(\alpha_q)}{\Gamma(\alpha_q)} = \psi(\alpha_q), \] Eq. A.10 can be rewritten as

\[ I(\alpha_e, \beta_e, \alpha_q, \beta_q) = -\frac{\alpha_q \beta_e}{\beta_q^\alpha} - \log \left( \frac{\Gamma(\alpha_e)}{\beta_q^\alpha} \right) \]

\[ + (\alpha_e - 1) \psi(\alpha_q) - (\alpha_e - 1) \log \beta_q. \] (A.11)

The KL divergence of \( f(x; \alpha_e, \beta_e) \) and \( f(x; \alpha_q, \beta_q) \) can be obtained

\[ KL(f(x; \alpha_e, \beta_e), f(x; \alpha_q, \beta_q)) = \int_0^\infty f(x; \alpha_e, \beta_e) \log \frac{f(x; \alpha_e, \beta_e)}{f(x; \alpha_q, \beta_q)} dx \]

\[ = I(\alpha_e, \beta_e, \alpha_q, \beta_q) \]

\[ = (\alpha_e - 1) \psi(\alpha_e) - \log \Gamma(\alpha_e) + \log \Gamma(\alpha_q) \]

\[ + \alpha_q \log \beta_e - \log \beta_q + \alpha_e \frac{\beta_q - \beta_e}{\beta_e}. \] (A.12)

D Complementary Experimental Setup

D.1 Datasets and Query structures

Three datasets are used in the experiments, namely FB15k (Bollacker et al., 2008), FB15k-237 (Toutanova and Chen, 2015), and NELL995 (Xiong et al., 2017). For a fair comparison, fourteen query structures are created by the same rules in Ren and Leskovec (2020). The related query structures are shown in Fig. C1. These query structures fall into two categories, namely existential positive first-order (EPFO) queries and negative queries. EPFO queries consist of seven conjunctive structures (1p/2p/3p/2i3i/p1/p2i/p1i/p) and two disjunctive structures (2u/up). Negative queries contain five structures with negation (2i/3i/inp/pni/pin) and five queries with negation (2i/3i/inp/pni/pin). The training dataset is composed of five conjunctive structures (1p/2p/3p/2i3i) and five queries with negation (2i3i/inp/pni/pin). The validation dataset and test dataset contain all logical structures, which never occurred during training. Table D1 lists the basic statistics of different queries on three benchmark datasets.

D.2 Parameter Settings

To obtain best results, we finetune these hyperparameters, such as embedding dimensions (200, 400, 600, 800), the learning rate \( (5 \times 10^{-5}, 10^{-4}, 5 \times 10^{-4}, 10^{-3}) \), the negative sample size \( k \) (32, 64, 128), the margin \( \gamma \) (20, 30, 40, 50, 60), the elasticity \( \epsilon \)
Figure C1: Logical queries are illustrated by their computational graph structures. The left queries are used in the training phase, while all queries are evaluated in the validation and test phases. Note that $p$ means projection, $i$ is intersection, $n$ is negation, and $u$ is union.

Table D1: Statistics of query structures on three benchmark datasets, namely FB15K, FB15k-237, and NELL995.

| Dataset     | Training | Validation | Test       |
|-------------|----------|------------|------------|
|              | 1p/2p/3p | 2i/3i negation | 1p others | 1p others |
| FB15k        | 273,710  | 27,371     | 59,097     | 8,000     |
| FB15K-237    | 149,689  | 14,968     | 20,101     | 5,000     |
| NELL995      | 107,982  | 10,798     | 16,927     | 4,000     |

Table D2: Hyperparameters of GammaE.

| Dataset     | embedding dim | learning rate | negative sample size $k$ | margin $\gamma$ | elasticity $\epsilon$ | batch size |
|-------------|---------------|---------------|--------------------------|-----------------|------------------------|------------|
| FB15k       | 800           | $5 \times 10^{-5}$ | 128                     | 30              | 0.05                   | 512        |
| FB15K-237   | 800           | $1 \times 10^{-4}$ | 128                     | 30              | 0.07                   | 512        |
| NELL995     | 800           | $1 \times 10^{-4}$ | 128                     | 30              | 0.07                   | 512        |

It can be written as

$$\text{HITS@K} = \frac{1}{K} \sum_{i=1}^{K} f(\text{rank}_i),$$

where $f(\text{rank}_i)$ is to 1 if $\text{rank}_i \leq K$, otherwise, $f(\text{rank}_i) = 0$.

E Complementary Experimental Results

E.1 Error Bars of Main Results

We have run GammaE 20 times with different random seeds, and obtain mean values and standard deviations of GammaE’s MRR results on EPFO and negation queries. Table E3 shows that mean values and standard deviations of GammaE’s MRR results on EPFO queries. Table E4 shows mean values and standard deviations of GammaE’s MRR results on negation queries. Since standard deviations of GammaE range from $\pm 0.049\%$ to $\pm 0.227\%$, the results indicate that GammaE has good robustness.
Table E3: GammaE: MRR mean values and standard variances (%) on answering EPFO (∃, ∧, ∨) queries.

| Dataset     | 1p   | 2p   | 3p   | 2i   | 3i   | pi   | ip   | 2u   | up   | avg  |
|-------------|------|------|------|------|------|------|------|------|------|------|
| FB15k       | 76.5 | 36.9 | 31.4 | 65.4 | 75.1 | 53.9 | 39.7 | 57.1 | 34.5 | 52.3 |
|             | ±0.081| ±0.173| ±0.169| ±0.153| ±0.198| ±0.155| ±0.132| ±0.207| ±0.185| ±0.071|
| FB15K-237   | 43.2 | 13.2 | 11.0 | 33.5 | 47.9 | 27.2 | 15.9 | 15.4 | 11.3 | 24.3 |
|             | ±0.061| ±0.121| ±0.153| ±0.054| ±0.149| ±0.227| ±0.175| ±0.112| ±0.176| ±0.067|
| NELL995     | 55.1 | 17.3 | 14.2 | 41.9 | 51.1 | 26.9 | 18.3 | 16.5 | 12.5 | 28.2 |
|             | ±0.121| ±0.185| ±0.204| ±0.134| ±0.107| ±0.125| ±0.117| ±0.114| ±0.185| ±0.062|

Table E4: GammaE: MRR mean values and standard deviations (%) on answering graph queries with negation.

| Dataset     | 2in  | 3in  | inp  | pin  | pni  | avg  |
|-------------|------|------|------|------|------|------|
| FB15k       | 20.1 | 20.5 | 13.5 | 11.8 | 17.1 | 16.6 |
|             | ±0.145| ±0.175| ±0.049| ±0.201| ±0.153| ±0.074|
| FB15K-237   | 6.7  | 9.4  | 8.6  | 4.8  | 4.4  | 6.78 |
|             | ±0.084| ±0.069| ±0.154| ±0.094| ±0.107| ±0.056|
| NELL995     | 6.3  | 8.7  | 11.4 | 4.0  | 4.5  | 6.98 |
|             | ±0.074| ±0.142| ±0.182| ±0.063| ±0.074| ±0.059|

E.2 Computational Cost

To evaluate the training speed, we calculated the average time per 100 training steps. We ran all models with the same number of embedding parameters on a Tesla V100. The results are shown Table E5. The computational cost of our GammaE is close to that of GQE, and less than that of others.

Table E5: Computational costs of GammaE and the baselines.

| Models   | Running Time per 100 steps |
|----------|----------------------------|
| GQE      | 12s                        |
| Q2B      | 15s                        |
| BETAE    | 24s                        |
| ConE     | 18s                        |
| GammaE   | 15s                        |

The time cost of GammaE is close to that of GQE, and less than that of others.

E.3 Pearson Correlation Coefficient

Pearson Correlation Coefficient measures the linear correlation of the two variables. Table E6 shows GammaE outperforms current models, and achieves up to 12.0%, 6.89%, 5.45% than ConE on FB15k, FB15k-237, and NELL995.
Table E6: Pearson correlation between learned embeddings and the number of answers on FB15K, FB15K-237, and NELL995.

| Dataset    | Model  | Model 1p | Model 2p | Model 3p | Model 2i | Model 3i | Model pi | Model ip | Model 2in | Model 3in | Model inp | Model pni | Model pin | Model pni | Model avg |
|------------|--------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| FB15k      | BETAE  | 0.22     | 0.36     | 0.38     | 0.39     | 0.30     | 0.31     | 0.31     | 0.44     | 0.41     | 0.34     | 0.36     | 0.44     | 0.36     | 0.44     | 0.36     |
|            | ConE   | 0.33     | 0.53     | 0.59     | 0.5      | 0.45     | 0.37     | 0.42     | 0.65     | 0.55     | 0.50     | 0.52     | 0.64     | 0.50     |          |          |
|            | GammaE | **0.39** | **0.63** | **0.65** | **0.55** | **0.53** | **0.43** | **0.53** | **0.65** | **0.61** | **0.55** | **0.59** | **0.65** | **0.56** |          |          |
| FB15K-237  | BETAE  | 0.23     | 0.37     | 0.45     | 0.36     | 0.31     | 0.32     | 0.33     | 0.46     | 0.41     | 0.39     | 0.36     | 0.48     | 0.37     |          |          |
|            | ConE   | 0.40     | 0.52     | 0.61     | 0.67     | 0.69     | 0.47     | 0.49     | 0.71     | 0.66     | 0.53     | 0.47     | **0.72** | **0.58** |          |          |
|            | GammaE | **0.49** | **0.60** | **0.63** | **0.69** | **0.69** | **0.55** | **0.54** | **0.72** | **0.70** | **0.59** | **0.52** | **0.69** | **0.62** |          |          |
| NELL995    | BETAE  | 0.24     | 0.40     | 0.43     | 0.40     | 0.39     | 0.40     | 0.40     | 0.52     | 0.31     | 0.26     | 0.35     | 0.46     | 0.40     |          |          |
|            | ConE   | 0.48     | 0.45     | 0.49     | **0.72** | 0.68     | 0.52     | 0.39     | **0.74** | 0.66     | 0.38     | 0.34     | **0.69** | **0.55** |          |          |
|            | GammaE | **0.53** | **0.51** | **0.51** | 0.70     | **0.69** | **0.59** | 0.47     | 0.71     | **0.69** | **0.43** | **0.42** | **0.69** | **0.58** |          |          |