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Abstract—Existing pre-trained models have achieved state-of-the-art performance on various text classification tasks. These models have proven to be useful in learning universal language representations. However, the semantic discrepancy between similar texts cannot be effectively distinguished by advanced pre-trained models, which have a great influence on the performance of hard-to-distinguish classes. To address this problem, we propose a novel Contrastive Learning with Label Distance (CLLD) in this work. Inspired by recent advances in contrastive learning, we specifically design a classification method with label distance for learning contrastive classes. CLLD ensures the flexibility within the subtle differences that lead to different label assignments, and generates the distinct representations for each class having similarity simultaneously. Extensive experiments on public benchmarks and internal datasets demonstrate that our method improves the performance of pre-trained models on classification tasks. Importantly, our experiments suggest that the learned label distance relieve the adversarial nature of inter-classes.

Index Terms—contrastive learning, natural language processing, text classification

I. INTRODUCTION

Recently, pre-trained language models (PLMs), which learn universal language representations on large corpus, have attracted lots of attention. Bidirectional Encoder Representations from Transformers (BERT) [1] and A Robustly Optimized BERT Pretraining Approach (RoBERTa) [2] have been proved to be an effective way to improve various text classification tasks using only the simple classifier of a fully connected layer.

However, the embeddings representations of similar texts with different semantics in PLMs encoding have high similarity. Because of the closer representation caused by the encoding faultiness, classifier tends to be error-prone. As shown in Table I, it is easy for BERT to make mistakes on such samples. To improve the robustness of PLMs, adversarial training is applied in some studies. [3], [4] use gradient-based perturbations in the word embeddings during training and [5], [6] apply high-quality adversarial textual examples. Although these adversarial methods yield promising performance, a key issue is that the model cannot correctly predict label when the input has small changes. For example, the semantics of verb has changed greatly from unsatisfying to satisfying, resulting in completely different sentence meanings. Recent studies [7], [8] adapt contrastive sets to manually disturb the test instances slightly which generate the negative label. [9] constructs semantic negative examples unsupervised to improve the robustness under semantically adversarial attacking. In this work, we explore the ways in which the classifier tends to be error-prone owing to the excessive effects of the semantic similarity when the standard of class label assignments disagrees with the semantic similarity.

In order to address this problem, we propose Contrastive Learning with Label Distance (CLLD). CLLD is a controllable and effective method to utilize negative examples with different labels and employ contrastive learning to distinguish the semantic discrepancy between similar texts. This study provides new insights into the data-driven and supervised label distance, which can affect classes that are difficult to classify. In CLLD, we design a simple multi-task learning framework, which consists of a classification task and a contrastive learning task. The main task learns an ordinary classification that is difficult to distinguish texts with high similarity but different semantics. Meanwhile, the auxiliary task learns distinct representations with different class labels that generally predicted incorrectly in main task. The label distance uses an adjacency matrix to represent the distance between each class, which can be customized to stretch the classes we want to distinguish. The construction of positive and negative samples is mainly based on [10] with only standard dropout used as noise. Integrating label distances makes contrastive learning dynamic and flexible based on different weights between classes, which indicates contrastive learning between negative semantic classes.

To evaluate these proposed methods, extensive experiments are performed on standard benchmarks of five classification datasets. Results show that CLLD is robust to the subject and achieves the state-of-the-art performance on these datasets. The main contributions of this work are three folds:

- A supervised multi-task contrastive learning framework is proposed to learn more generalizable textual represen-
tions, and improve the capability of language understanding and classification.

- We construct a label distance to dynamically represent the distance of inter-classes, which is integrated in contrastive learning to effectively separate hard-to-distinguish classes.
- Extensive experiments are carried out on five real-world classification datasets and the proposed method achieves superior performance as compared to previous methods.

II. RELATED WORK

A. Pre-trained Language Models

The most common unsupervised task in NLP is probabilistic language modeling (LM), which is a classic probabilistic density estimation problem. Recently pre-trained language models achieved great success in LM field. Transformer [11] proposed self-attention based architecture which soon becomes the backbone of many following LMs. OpenAI GPT [12] and BERT [1] that pre-trained on a large network with a large amount of unlabeled data use language model fine-tuning in down stream tasks, which has made a breakthrough in several natural language understanding tasks. BERT uses a masked language model to predict words which are randomly masked or replaced to capture a notable amount of common-sense knowledge. ALBERT [13] presents two parameter-reduction techniques to lower memory consumption and increase the training speed of BERT. In text classification task, despite the significant improvements from pre-trained LMs, the negative semantic of text are easily ignored by the closer embedding of the encoder. In this paper, we have further explored more correct semantic representation of BERT for text classification.

B. Contrastive Learning

Self-supervised contrastive representation learning [14–17], [17–20] is the most competitive methods for learning representations without labels. The main idea is to learn a representation by a contrastive loss which pushes apart dissimilar data pairs while pulling together similar pairs. [21] encourages the consistency between representations of the original sequence and its corrupted version via unsupervised instance-wise training signals. [22] employs multiple sentence-level augmentation strategies in order to learn a noise-invariant sentence representation. [9] constructs semantic negative examples unsupervised to improve the robustness under semantically adversarial attacking. One of the major design choices in this work is how to select the positive and negative pairs. The construction strategy of positive and negative examples mainly focus on samples with opposite or similar semantics, while ignoring the negative and positive semantics between classes. The contrastive relationships of inter-classes will be carefully explored in this work.

III. CONTRASTIVE LEARNING WITH LABEL DISTANCE

In this section, we show the framework of CLLD for text classification, as shown in Fig.1 which consists of a classification task and a contrastive task. The main task is regarded as a classifier and the auxiliary task is used to help the classifier identify hard-to-distinguish classes more effectively. The neural text encoder $E_{\phi}$ parameterized by $\phi$, that maps a sequence of input tokens $x = [x_1, x_2, \ldots, x_T]$ to a sequence of $d$-dimensional vectors $v = [v_1, v_2, \ldots, v_T]$, $v_i \in [1, T] \in \mathbb{R}^d$, is shared by two tasks and optimized by joint training objective in the training process. In this work, we employ the BERT that has been pre-trained on a large number of corpus as the encoder.

\[ v = E_{\phi}(x) \]  

A. Classification Task

Typical text classification tasks include sentiment analysis, news categorization and topic classification. A dense layer with dropout and a softmax layer are connected in series to form a classifier. The classifier takes an input vector $h \in \mathbb{R}^d$ from the encoder and produces the predicted probability distribution $p \in \mathbb{R}^N$ to assign a class label for each sample, where $N$ denotes the number of classes.

\[ p = \text{Softmax}(Wv + b) \]  

where $W \in \mathbb{R}^{N \times d}$ and $b \in \mathbb{R}^N$ are parameters of the dense layer and $\text{Softmax}(\cdot)$ denotes the softmax function of classification task.

B. Contrastive Task

Construction of Contrastive Examples. The contrastive learning which aims to learn effective representation by pulling semantically close neighbors together and pushing apart non-neighbors [23] is adopted in this work. In order to identify the same and different semantics of examples and add sensitivity to semantic changes to the model, the construction of contrastive examples is particularly important. Gerneraly, unsupervised contrastive learning is used to learn more robust text representation before it is employed in downstream tasks. In our work, we apply this contrastive method directly to the downstream tasks and make model learn the relations of inter-classes. Therefore, samples of the same class are regarded as positives and samples of different classes are regarded as negatives in a mini-batch. However, there may be no similar examples in a batch, resulting in no positive instances. To solve this problem, we simply feed the same input to the encoder twice with only standard dropout used as noise [10]. In this way, we take samples of the same class or the vectors disturbed by dropout as positives, so as to increase the diversity and generalization of the construction of the contrastive examples. We employ an Multi-Layer Perceptron (MLP) head upon the base text encoder $E_{\phi}$ because of contrastive learning can gain better performance when an MLP head is used [24].

\[ h = MLP(E_{\phi}(x)) \]  

where $h$ denotes the embedding vector generated by the encoder. We assume two set of paired vectors $D = \{ (h_i, h_i^+), (h_i, h_i^-) \}_{i=1}^n$, where $h_i$ and $h_i^+$ are positive pairs while $h_i$ and $h_i^-$ are negative pairs. $h_i^+$ can be obtained by
Classifier

| Encoder |
|---------|
| X = [x1, x2, x3, x4] |
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Fig. 1. The framework of CLLD. The main task learns classification, while the auxiliary task gives contrastive supervision with label distance to correct the error-prone class of the main task. SimM denotes the similarity of two samples in a mini-batch (we assume batch size = 4). LDM denotes the distance between the labels of two samples, which is generated by the LDM through vector transformation. In LDM, the value of the matrix denotes the degree of confusion between labels, bringing the samples of the same class closer and the samples of different classes farther.

Sampling from the samples of the same class of \( h_i \) or through the use of independently sampled dropout masks, \( h_i \) is mainly encoded by samples of different classes from \( h_i \).

**Similarity Matrix.** Having formulated contrastive examples, we now advance to the task of modeling similarity matrix within contrastive learning. To represent the correlation between the contrastive examples, cosine similarity is used to calculate the correlation score between two vectors:

\[
sim(h_i, h_j) = \frac{\mathbf{h}_i^T \mathbf{h}_j}{\|\mathbf{h}_i\|_2 \|\mathbf{h}_j\|_2},
\]

where \( \|\cdot\|_2 \) denotes 2-norm and \( \xi \) is set to small value (we generally use \( 1e^{-8} \)) to avoid division by zero. We assume that a mini-batch consists of \( M \) examples. For each sample in the batch, we feed sample into the encoder twice, so that our batch size will be increased to \( 2M \), and then all examples are encoded by the encoder to calculate the pairwise similarity.

Through the above method, we can get the similarities between each sample and other samples in a mini-batch, as well as the similarity after dropout disturbance. Due to the same vectors have the highest similarity, self-similarity should be avoided in the similarity matrix by following operation,

\[
sim(h_i, h_i) = -\infty.
\]

In practice, we set the diagonal elements of the similarity matrix to \(-1e^8\), so they have negligible impact in the subsequent calculation. To sum up, we can get the final similarity matrix \( \text{SimM} \in \mathbb{R}^{2M \times 2M} \):

\[
\begin{bmatrix}
-\infty & \text{sim}(h_1, h_2) & \ldots & \text{sim}(h_1, h_{2M}) \\
\text{sim}(h_2, h_1) & -\infty & \ldots & \text{sim}(h_2, h_{2M}) \\
\vdots & \vdots & \ddots & \vdots \\
\text{sim}(h_{2M}, h_1) & \text{sim}(h_{2M}, h_2) & \ldots & -\infty
\end{bmatrix}
\]

For each example in a mini-batch, the examples of the same class and the duplicate disturbed by dropout are positive instances, and other examples are negative instances. Since we employ a particular operation on the diagonal elements of the similarity matrix, the diagonal elements of the label matrix should be treated particularly for the same purpose. Therefore, the label matrix \( [\delta_{ij}]_{2m \times 2m} \) of contrastive task can be calculated by:

\[
t_{ij} = \mathbb{I}(i \neq j) \mathbb{I}(y_i = y_j), \quad 1 \leq i, j \leq 2m,
\]

where \( \mathbb{I}(\cdot) \) is an indicator function and \( y_i \) is the one hot vector of the ground truth of the i-th sample.

**Label Distance Matrix.** The purpose of the contrastive learning is to bring the samples of the same class closer and the samples of different classes farther. However, only considering the same class and different classes ignores the relationship between inter-classes, which leads to the equal treatment of non-same classes and the effect of non-same classes can not be improved by contrastive examples. In order to solve this problem, we propose a simple and efficient method, which constructs a label distance matrix to represent the correlation between different classes. We use the matrix \( \text{LDM} = [d_{ij}]_{N \times N} \in \mathbb{R}^{N \times N} \) to denote label distance whose...
values can denote the correlation between inter-classes. In a mini-batch, we can calculate label distance mask matrix (LDMM) by,

$$\text{LDMM} = \begin{bmatrix} y_1^T & \cdots & y_{2M}^T \end{bmatrix} \begin{bmatrix} d_{11} & \cdots & d_{1N} \\ \vdots & \ddots & \vdots \\ d_{N,1} & \cdots & d_{NN} \end{bmatrix} \begin{bmatrix} y_1, \ldots, y_{2M} \end{bmatrix},$$  

(7)

and then

$$\text{SimLDM} = \text{SimM} \bigotimes \text{LDMM},$$  

(8)

where $\bigotimes$ denotes the element-wise multiplication implemented by a broadcast method and $\text{SimLDM}$ denotes the final similarity matrix. The diversity of data and the different classes of each dataset determine that the construction of label distance is data-driven. In this work, we design static and dynamic construction methods. The performance of static mode is better, but it needs manual design and more troublesome. Algorithm [1] provides an adaptive mode for label distance matrix generation and updation. We establish the relationship between confusion matrix and LDM matrix, so as to distinguish confusing classes. Since the model is not stable at the initial stage of training, LDM is difficult to build based on the results of evaluation instability. LDM will not be updated until the model is relatively stable. In our experiment, we start to update LDM after 10 epoches, and update LDM according to the calculated updated intensity $\epsilon$ every ten evaluations. The updated intensity decreases linearly in training process.

**Algorithm 1: The Construction of Adaptive Label Distance Matrix**

1. Initialization: $\text{LDM}, \text{num\_epoch} = n,\text{eval\_steps} = k$
2. $\text{LDM} = \{d_{i,j} | 1 \leq i, j \leq 2M\}$
3. for $\text{epoch} = 1 \text{ to } \text{num\_epoch}$ do
4. if $\text{epoch} > n/5$ and $\text{training\_steps} \% (10 * k) == 0$
   then
5. $\text{P\_validation} = \text{MODEL(x\_validation, LDM)}$
6. $\text{CM}_{N \times N} = \text{ConfusionMatrix(y, p\_validation)}$
7. $\text{LDM}_{N \times N} = \text{COUNT}(\text{CM})$
8. Matrix $\text{LDM}$ is a record of the number of classes predicted by the model for each label based on confusion matrix CM statistics
9. $\epsilon = 1 - \text{training\_steps}/\text{total\_steps}$
10. $\text{LDM} = (\text{LDM} - \text{LDM}) * \epsilon + \text{LDM}$
11. else
12. NORMAL TRAINING
13. end if
14. end for

C. Training Objectives

The overall loss function $L$ sums the loss of the classification task $L_c$ and that of the contrastive task $L_s$:

$$L = \lambda L_c + (1 - \lambda) L_s,$$  

(9)

where $\lambda$ is used as the hyper parameter of the multi-task training loss to control the intensity of the contrast task.

For classification task, the conventional cross entropy loss is employed to be objective function:

$$L_c = -\frac{1}{M} \sum_{i=1}^{M} \sum_{c=1}^{N} y_{ic} \log(p_{ic}).$$  

(10)

For contrastive task, we construct KL-divergence loss to solve the problem that cross entropy cannot deal with the non-unique positive examples. For an example in a mini-batch, the number of positive examples is non-unique, which should be closer to all positive examples. Therefore, the KL-divergence loss can make the similarity between positive example pairs greater and negative example pairs smaller. The specific formula is as follows:

$$L_s = -\frac{1}{2M} \sum_{i=1}^{2M} \sum_{j=1}^{2M} (z_{ij} \log(q_{ij}) - z_{ij} \log(z_{ij}))$$  

(11)

where $q_{ij}$ and $z_{ij}$:

$$q_{ij} = \frac{e^{\text{SimLDM}(h_i, h_j)}}{\sum_{j=1}^{2M} e^{\text{SimLDM}(h_i, h_j)}}$$  

(12)

$$z_{ij} = \frac{t_{ij}}{\sum_{j=1}^{2M} t_{ij}}$$  

(13)

Finally, we get the training objective loss $L$ of multi-task learning, which will be applied to our experiments.

IV. EXPERIMENTS

A. Datasets

We run our experiments on five widely used datasets including R8 and R52 of Reuters 21578, TREC-6, Movie Review and 20 Newsgroups. We collect user reviews from Taobao to evaluate the effectiveness of our approach in industrial applications.

20 Newsgroups. The 20 Newsgroups (20NG) dataset contains 18846 documents evenly categorized into 20 different categories. In total, 11,314 documents are in the training set and 7,532 documents are in the test set.

R8 & R52. R8 and R52 are two widely used subsets of the Reuters-21578 dataset. R8 consists of samples in 8 categories while R52 in 52 categories. R8 was split to 5,485 training and 2,189 test samples and R52 was split to 6,532 training and 2,568 test samples.

Movie Review. The Movie Review (MR) dataset is a movie review dataset for binary sentiment classification. It includes 10,662 sentences with even numbers of negative and positive samples. We used the training/test split in [25].

TREC-6 The TREC dataset [26] is one of the most popular datasets for question classification. This dataset is known as TREC-6 which consists of questions in 6 categories. The training and test datasets contain 5,452 and 500 questions, respectively.

1 http://qwone.com/~jason/20Newsgroups/
2 https://martin-thoma.com/nlp-reuters.
TABLE II

PERFORMANCE COMPARISONS ON DIFFERENT DATASETS.

| Datasets | BERT | BERT+CLLD | ALBERT | ALBERT+CLLD | TextCNN | TextCNN+CLLD |
|----------|------|-----------|--------|-------------|---------|--------------|
| 20NG     | 85.3 | 86.6      | 80.6   | 81.7        | 78.8    | 80.0         |
| TREC_6   | 97.6 | 97.8      | 96.4   | 96.6        | 88.2    | 88.8         |
| R8       | 97.8 | 98.1      | 97.3   | 97.7        | 94.8    | 95.0         |
| R52      | 96.4 | 96.5      | 94.8   | 95.6        | 91.1    | 91.3         |
| MR       | 85.7 | 87.0      | 86.6   | 97.0        | 70.9    | 72.1         |

B. Experiment Settings

We use a pre-trained BERT-base (12 layers, 768 hidden vector size, 12 attention heads, 110M parameters) from HuggingFace’s Transformers \cite{27} with a dense layer as our base model. We fine-tune the BERT model for a maximum of 50 epochs with a batch size of 128 sequences of maximum length 128 token on 4 GTX1080Ti GPUs and stop if the validation performance does not improve for 10 consecutive epochs. The dropout probability are kept at 0.1 on all layers and in attention in BERT and 0.5 on the dense layer. We use $\tau = 5.0$ for the fixed label distance matrix and $\lambda = 0.5$ for loss allocation in practice. The base learning rate is 2e-5. For fine-tuning BERT, we use AdamW as our optimizer with $\beta$ hyperparameters ($\beta_1 = 0.9$, $\beta_2 = 0.999$) and a decoupled weight decay \cite{28} of 0.1. For baseline models, we use default parameter settings as in their original papers or implementations. All of our experimental choices were tuned by observing the performance on the validation sets.

C. Experiment Results

Table II compares the performance of CLLD and pre-trained models for text classification on six real-world datasets. Accuracy is set as the evaluation metric in this work. In order to prove the generality of our method, TextCNN \cite{29} is also used as a baseline. Clearly, our method outperforms all baseline models, which verifies the superiority of CLLD. Moreover, it has achieved a 15% improvement in the real Taobao review dataset.

It is difficult to distinguish similar texts with negative semantic relationship or different labels only using BERT as encoder to build classification model. Therefore, datasets with more samples and more labels are more likely to have similar texts but different semantics. As is shown table II CLLD has the most significant effect on 20NG with the largest number of samples. Since the adaptive update of label distance needs to evaluate the effect of the model on the validation set, the number of samples in the validation set will affect the effect of label distance on the similarity matrix. R8 and TREC, when the number of training set samples is close to the same, the R8 improvement with more verification set samples is greater than that of TREC.

D. Ablation Studies

Here, we explore the effectiveness of different task and mechanism of CLLD and we perform an ablation study on 20NG. We compare four baselines, which are with different methods to build our model. The four baselines are as follows:

1) CT: For classification task(CT), we directly use BERT as the encoder to build the classification model.
2) CT+CL: On the basis of classification tasks, contrastive learning(CL) tasks are added to build a multi-task learning model.
3) CT+CLSLD: Adding contrastive learning with static label distance(CLSLD) to multi-task learning framework. We build static label distance by manually selecting confusing classes in the dataset and manually increasing the distance between these classes.
4) CT+CLALD: Adding contrastive learning with adaptive label distance(CLALD) to multi-task learning framework.

The prediction performances of ablative variants of CLLD are shown in Table III. As can be seen from the table, multi-task learning framework achieves better result than the previous model, proving the advantages of our multi-task method in describing negative semantic features between samples. Because label distance not only considers the contrastive samples in the contrastive task, but also realizes the contrastive learning between classes through the distance of inter-classes, which can achieve better performance. Due to the addition of artificial prior-knowledge, the effect of CLSLD is improved more significantly than that of CLALD.

E. Case Study

Fig. 2 shows an example of the label distance generated by algorithm 1 on 20NG dataset. The gray level of each element in the graph indicates the size of the distance. We can see that the alt.atheism is further away from the talk.religion.misc, which indicates that these two religion-related labels are more likely to be confused by the model. Similarly, the labels framed with red lines in the Fig. 2 belong to the same category of...
labels, and the texts of these labels are similar in syntax. This can be seen that the more hard-to-distinguish the classes, the greater the distance of inter-classes. As this case very clearly demonstrates, it is important that the matrix of label distance have learned the correlation between labels to effectively separate hard-to-distinguish examples.

![Fig. 2. The matrix of label distance on 20NG dataset.](image)

### V. Conclusion

In this work, we present a novel contrastive learning with label distance that use contrastive examples with different labels to learn the contrastive relations of inter-classes. The multi-task learning framework brings base pre-trained models the ability to capture the semantic discrepancy between similar texts and effectively distinguish the classes with similar semantics. Extensive experiments demonstrate that the performance of the pre-trained model with CLLD exceeds previous methods.

In future work, we will examine the construction of label distance in the contrastive task. Moreover, we will adapt our model to other natural language processing tasks. We expect that our model will encourage a pre-trained model to generate distinct textual representations with different classes.
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