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ABSTRACT
In the era of deep learning, loss functions determine the range of tasks available to models and algorithms. To support the application of deep learning in multi-label classification (MLC) tasks, we propose the ZLPR (zero-bounded log-sum-exp & pairwise rank-based) loss in this paper. Compared to other rank-based losses for MLC, ZLPR can handle problems that the number of target labels is uncertain, which, in this point of view, makes it equally capable with the other two strategies often used in MLC, namely the binary relevance (BR) and the label powerset (LP). Additionally, ZLPR takes the correlation between labels into consideration, which makes it more comprehensive than the BR methods. In terms of computational complexity, ZLPR can compete with the BR methods because its prediction is also label-independent, which makes it take less time and memory than the LP methods. Our experiments demonstrate the effectiveness of ZLPR on multiple benchmark datasets and multiple evaluation metrics. Moreover, we propose the soft version and the corresponding KL-divergency calculation method of ZLPR, which makes it possible to apply some regularization tricks such as label smoothing to enhance the generalization of models.

1 Introduction
Multi-label classification (MLC) tasks are very popular in data science for now and it has a very wide range of applications such as multi-object detection for images\(^1\), multi-topic discovery for texts\(^2\), multi-function classification for genes\(^3\), and so on\(^4\). The framework of MLC can be expressed as following:

- it includes a sample space \( \mathcal{X} \) and a label space \( \mathcal{Y} \), where the label space is a combination of a base category set \( \Lambda = \{ \lambda_i \}_{i=1}^{L} \);
- it includes a dataset \( D_{\text{train}} = (X, Y) \) for training with both the samples \( X = \{ x_n | x_n \in \mathcal{X} \}_{n=1}^{N} \) and the labels \( Y = \{ y_n | y_n \in \mathcal{Y} \}_{n=1}^{N} \);
- it includes another dataset \( D_{\text{test}} = (X', Y') \) to predict with only the samples \( X' = \{ x'_m | x'_m \in \mathcal{X} \}_{m=1}^{M} \);
- what we are going to do is training a model \( f_{\theta} : \mathcal{X} \rightarrow \mathcal{Y} \) with \( D_{\text{train}} \) and use it to get appropriate labels \( Y' = \{ y'_m | y'_m = f_{\theta}(x'_m) | x'_m \in \mathcal{X} \}_{m=1}^{M} \) for \( D_{\text{test}} \).

This is not really different from "normal" classification tasks, which is usually called the multi-class classification (MCC).\(^5\) However, the label space of an MCC task has strong mutual exclusion, which makes the labels \( y_{\text{mcc}} \) all have and only have one base category, i.e., \( |y_{\text{mcc}}| \equiv 1 \). On the contrary, MLC tasks allow one or more category elements to appear at the same time, or no elements at all. The label space of an MCC task is just its own base label set, i.e., \( y_{\text{mcc}} = \Lambda_{\text{mcc}} \), while the label space of an MLC task can be the power set of its base category set, i.e., \( y_{\text{mlc}} = 2^{\Lambda_{\text{mlc}}} \). It can be seen that single-label MCC is a special case of the MLC framework.

There are several challenges faced by research in MLC. In addition to the category imbalance problem commonly found in classification, MLC tasks are also disrupted by other three issues due to the nature of their label space. First of all, the label of a data sample in MLC is actually a set of basic category elements, which, analogous to the one-hot

\(^{1}\) The binary classification is regarded as a special case of MCC \((L = 2)\).
vector in MCC, can be represented by a "multi-hot" vector. It would be simpler if the number of 1s in the multi-hot vector was fixed, but for most MLC tasks, the size of labels is indeterminate. For example, in the same MLC task, the labels of some data samples may contain multiple category elements, some may have only one, and some may not even have one. This adds difficulty to the modeling of the task.

Second, the plurality of data labels may imply correlation information between categories. For example, in an image object detection task, cats and dogs may often appear together, whereas cats and sharks do not. This is in stark contrast to MCC, where there is a known clear mutual exclusivity between categories in MCC tasks but correlations between categories in MLC tasks require further modeling or learning from data. Modeling and learning between category correlations has always been one of the core research problems of the MLC community[6].

The last thing to point out is the sparsity of labels in MLC, which is actually a further result of the previous two problems. Since the number of categories of samples is uncertain, the size of the label space in MLC is potentially exponential to the size of the base category set, i.e., $|\Lambda_{mlc}| \sim 2^{|\Lambda_{mlc}|}$. However, due to unknown correlations between categories, some labels in the exponential label space may never appear, whereas others appear frequently. This leads to the sparsity of the label space and the imbalance between labels[7], which, to a certain extent, replaces the problem of category imbalance.

In the traditional machine learning community, various methods have been proposed for the above issues in MLC[8]. These methods are classified into two categories: algorithm adaption (AD) methods and problem transformation (PT) methods. AD methods primarily focus on expanding the MCC algorithms to address MLC tasks, such as MLKNN[9], MMP[10] and Rank-SVM[11]. PT methods transforms MLC tasks into one or more single-label classification[12], or label ranking tasks[13]. In terms of flexibility, AD methods seem to be more rigid because each adaptive algorithm can only work on a specific model, while PT methods allow various models to be used for handling the task after transformation.

With the widespread success of deep learning, more and more MLC tasks are starting to work using end-to-end neural networks as base models, which is also the result of the structure of neural networks that are naturally suitable for MLC tasks[14]. When applying deep learning to deal with MLC tasks, in addition to using the structure advantages of the neural network itself, it is often combined with PT methods to enhance the processing power of the model. Such a combination is often reflected in the design of the loss function, because it is the most task-relevant part in the deep learning architecture. However, the loss functions proposed in previous studies either only meet partial requirements[15] or go through complex multi-stage processing[16], lacking flexibility and effectiveness to deal with the above three problems in MLC. To fill such a research gap and better support the application of deep learning in MLC tasks, we propose the ZLPR (Zero-bounded Log-sum-exp & Pairwise Rank-based) loss in this paper:

$$L_{zlpr} = \log \left( 1 + \sum_{i \in \Omega_{pos}} e^{-s_i} \right) + \log \left( 1 + \sum_{j \in \Omega_{neg}} e^{s_j} \right),$$  

(1)

where $\Omega_{pos}$ is the label (set) and $\Omega_{neg} = \Lambda / \Omega_{pos}$, and $s_i$ is the model output score of the $i$-th category ($\lambda_i$). During prediction, $s_i > 0$ implies that $\lambda_i$ could be a target category and $s_i < 0$ doesn’t, which is the meaning of "Zero-bounded".

More details about ZLPR and how it handles the above three common challenges in MLC tasks will be explained in Sec 3. Before that, we will review some loss functions commonly used in deep learning for MLC tasks in Sec 2.

In Sec 4 we will compare the effects of these losses on multiple datasets with multiple evaluation metrics. Sec 5 is the conclusion of this paper. Additionally, we propose the soft version and the corresponding calculation method of KL-divergence of ZLPR in the appendix. With these two, some regularization tricks such as label smoothing[17] or R-drop[18] can be applied to enhance models’ generalization ability.

## 2 Related Work

As mentioned earlier, the purpose of this paper is to promote the application of deep learning in MLC tasks. The traditional MLC processing methods that can be combined with neural networks are mainly problem transformation (PT) methods. Therefore, we mainly review the work about combination of PT methods and neural network in this section.

There are four modes of PT methods, namely the Binary Relevance (BR), the Label Powerset (LP), the Classifier Chain (CC) and the Label Ranking (LR)[19]. The BR mode converts an MLC task into multiple independent binary classification problems, where each binary classifier determines whether the corresponding category is included in the label set or not. When combining the BR mode with a neural network, only a binary classification loss needs to be...
applied to each output node. The BR mode can handle cases where the number of target categories is uncertain based on linear complexity, and due to the simplicity, it is the most frequently mode used in MLC tasks with deep learning. Works based on the BR mode are mainly to propose binary loss functions with various characteristics. The baseline is the (weighted) binary cross entropy loss. Beyond that, Lin et al. [15] proposed the focal loss making the model focus on hard-to-learn samples during training, which has been applied in many fields and received lots of favorable comments. Millerari et al. [20] proposed the dice loss trying to optimize the F1-measurement rather than the accuracy. Based on that, Li et al. [21] proposed the self-adjusting dice loss, which, however, did not get much credit as the original paper implied. Menon et al. [22] proposed a novel logit adjustment method to mitigate the impact of data imbalance by introducing the prior of categories. The simplicity and ease of use of the BR mode has attracted much attention, but it assumes conditional independence between categories and cannot capture the correlation within the label set.

The LP mode directly takes the subsets of the base category set in MLC tasks as the prediction output, which means there should be a total of $2^{|\Lambda|}$ output nodes of the neural network. In this way, an MLC task is transformed into an MCC task and any MCC loss function can be used. Although the LP mode can adaptively determine the number of target categories and fully capture the correlation within the label set, the potential exponential space complexity is unacceptable, and it also faces serious sparsity and label set imbalance problems. Therefore, this mode is not used as much as the others. The CC mode transforms an MLC task into a sequence prediction problem with a pre-defined category order. When predicting whether a category belongs to the target label set or not, the CC mode uses the previously obtained category prediction result as input, which forms a chain architecture to capture the correlation between categories. The CC mode is not implemented by modifying the loss function, but by leveraging the model architecture, which can apply the RNN [23] or the Seq2Seq [24] modules in deep learning. It should be noted that the outputs of the CC mode are in series while others are parallel, so the CC mode is not as time efficient as the BR mode and LP mode.

The LR mode is different from the above three modes in that it no longer treats MLC tasks as classification but as ranking. The basic idea of the LR mode is requiring that the rank scores of target categories are greater than non-target categories. Based on the framework of learning to rank [25] via pairwise comparisons, some rank-based loss functions have been proposed to deal with MLC tasks in the LR mode. Weston et al. [26] proposed the WARP loss that puts different weights on violations where the score of target category is less than non-target category. The intuition is that if the positive category is ranked lower, the violation should be penalized higher. Zhang et al. [27] proposed the BP-MLL loss, which is essentially an exponential pairwise ranking loss. Li et al. [16] proposed the LSEP loss based on the pairwise ranking loss and proved it has favorable theoretical guarantees compared to the hinge alternative. Sun et al. [28] proposed a unified loss function for pairwise optimization, which is a generalization of the LSEP loss. The LR mode has parallel outputs as the BR mode, square space complexity during training and linear during prediction. Better than the BR mode, the LR mode does not introduce additional independence assumptions, thus preserving the category correlations implied by the original data during training.

Models trained by the loss functions mentioned above in the LR mode cannot directly output the target label set when making predictions. To deal with that, there are two empirical methods often used. The first is to manually set a threshold, and categories with scores greater than this threshold will be considered as the target label set. The second is to directly output categories with top-k scores as the target label set. These two methods cannot handle the problem of manual intervention or uncertainty about the number of target categories. Li et al. [16] proposed a two-stage approach to deal with the above situation, first using the LSEP loss to optimize the class scores, and then adding new modules to estimate the number of target categories or the threshold. This two-stage approach increases the model complexity and the training instability. The ZLPR loss proposed in this paper combines the advantages of the LR mode and the BR mode, achieves a high level of time and space efficiency, retains the information of the category correlation implied in the original data, and can adapt to the situation of uncertain number of categories.

### 3 The ZLPR Loss

The commonly used loss function for single-label MCC tasks is the cross entropy loss. If logits are used to represent it, the formula is as follows:

$$
\mathcal{L}_{ce} = - \log \frac{e^{s_i}}{\sum_{j=1}^{L} e^{s_j}} = \log \left( 1 + \sum_{j=1, j \neq i}^{L} e^{s_j - s_i} \right),
$$

(2)
where the target category is $\lambda_i$ and $s_j$ is the logit for the $j$-th category. Since the log-sum-exp operator is a smooth approximation of the maximum operator, i.e.,

$$\log \left( 1 + \sum_{j=1, j\neq i}^{L} e^{s_j - s_i} \right) \approx \max \left( 0, s_j - s_i, \ldots \right),$$  \hspace{1cm} (3)$$

minimizing the cross entropy loss actually means to make the logits of negative categories smaller than the positive one. We extend this point to MLC tasks and get:

$$\log \left( 1 + \sum_{j\in \Omega_{neg}} e^{s_j} \sum_{i\in \Omega_{pos}} e^{-s_i} \right) \approx \max \left( 0, 0, s_j - s_i, \ldots \right),$$  \hspace{1cm} (4)$$

where the formula on the left is actually the LSEP loss proposed by Li et al.\cite{16} and we derived it from a different perspective.

As mentioned in Sec2, the LSEP loss lacks the ability to adapt to the variable number of target categories like other general pairwise rank-based losses. To handle such a situation, we introduce a threshold $s_0$ in the loss, hoping that the logits of positive categories are greater than it and the negative categories is less. In this way, we get the threshold-bounded log-sum-exp & pairwise rank-based (TLPR) loss as follows:

$$\mathcal{L}_{tlpr} = \log \left( 1 + \sum_{j\in \Omega_{neg}} e^{s_j} \sum_{i\in \Omega_{pos}} e^{-s_i} + \sum_{j\in \Omega_{neg}} e^{s_j - s_0} + \sum_{i\in \Omega_{pos}} e^{s_0 - s_i} \right),$$ \hspace{1cm} (5)$$

which can also be simplified as:

$$\mathcal{L}_{tlpr} = \log \left( e^{-s_0} + \sum_{i\in \Omega_{pos}} e^{-s_i} \right) + \log \left( e^{s_0} + \sum_{j\in \Omega_{neg}} e^{s_j} \right).$$ \hspace{1cm} (6)$$

For sake of simplicity, we set $s_0 = 0$ here and get the ZLPR loss expressed in Equation\cite{11}

The form of ZLPR seems to calculate the positive and negative categories separately, which does not show the characteristics of "pairwise ranking". However, through the log-sum-exp and maximum approximation, we have:

$$\mathcal{L}_{zlpr} \approx \max \left( 0, -s_i, \ldots \right) + \max \left( 0, s_j, \ldots \right) = \max \left( 0, s_j, \ldots \right) - \min \left( 0, s_i, \ldots \right),$$ \hspace{1cm} (7)$$

from which we can still get the inspiration of intuitive "pairwise ranking".

The ZLPR loss can be rewritten as:

$$\mathcal{L}_{zlpr} = \log \left( 1 + \langle y, e^{-s} \rangle \right) + \log \left( 1 + \langle 1 - y, e^{s} \rangle \right),$$ \hspace{1cm} (8)$$

where $y$ is the multi-hot label, $s$ is the logit vector and $\langle \cdot, \cdot \rangle$ is the inner product operator.

### 3.1 Label Dependence

The goal of classification algorithms in general is to capture dependencies between input features $x$ and the target label $y$, i.e., to find the conditional probability $\mathcal{P}(y|x)$. In MLC, dependencies may not only exist between the features $x$ and the target categories $y$, but also between the categories themselves. The idea to improve predictive accuracy by capturing such dependencies is a driving force in research on MLC\cite{29}. In this subsection, we theoretically demonstrate that the ZLPR loss has the ability to capture label dependencies from original data.

The key to this problem is determining whether it is necessary to rely on information from the joint distribution when minimizing the corresponding empirical risk of the loss function, and if the answer is yes, it means that this loss can capture label dependencies\cite{20}. The empirical risk of ZLPR is:

$$\mathcal{R}_{zlpr} = \mathbb{E}_{y \sim \mathcal{P}(y|x)} \left[ \log \left( 1 + \langle y, e^{-s} \rangle \right) + \log \left( 1 + \langle 1 - y, e^{s} \rangle \right) \right],$$ \hspace{1cm} (9)$$
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We compare two other loss functions with ZLPR, namely the LSEP loss and the BCE loss.

The LSEP loss is expressed as:

\[
\mathcal{L}_{\text{lse}} = \log \left( 1 + \sum_{j \in \Omega_{\text{neg}}} e^{x_j} \sum_{i \in \Omega_{\text{pos}}} e^{-s_i} \right),
\]

Compared to ZLPR/TLPR, it lacks two summations for comparison with thresholds in the log operator, which makes it lose the ability to adaptively adjust the number of predicted categories. Additionally, to make the LSEP loss scale linearly to the category size, Li et al.\[16\] adapt the negative sampling technique\[31\] and sample at most \(t\) pairs from the Cartesian product, which can be denoted as:

\[
\mathcal{L}_{\text{lse}}^{\text{sampled}} = \log \left( 1 + \sum_{(i,j) \in \phi(y,t)} \exp(s_j - s_i) \right),
\]

where \(\phi(y, t) \subseteq y \otimes (\Lambda_y)\) is the sampled pair set. However, our goal is to generalize the application of deep learning in MLC, compared to the size of the current popular large models\[32\], the computational cost of the rank-based loss is negligible. Therefore, we will not use the sampling method, which can also guarantee the accuracy of the results. Finally, it should be noted that the LSEP loss can also capture label dependencies implied in the original data.

The binary cross entropy (BCE) loss can be applied in MLC tasks by combining with the BR mode, which forms:

\[
\mathcal{L}_{\text{bce}} = \sum_{i \in \Omega_{\text{pos}}} \log(1 + e^{-s_i}) + \sum_{j \in \Omega_{\text{neg}}} \log(1 + e^{x_j}).
\]

In fact, for the BR mode, the loss is the sum of binary losses for each category, i.e.,

\[
\mathcal{L}_{\text{BR}} = \sum_{l=1}^{L} \mathcal{L}_b(y^{(l)}, s_l),
\]

and the corresponding empirical risk is

\[
\mathcal{R}_{\text{BR}} = \mathbb{E}_{y \sim \mathcal{P}(y|x)} \left[ \mathcal{L}_{\text{BR}} \right] = \sum_{l=1}^{L} \left[ \mathcal{P}(y^{(l)} = 1|x) \mathcal{L}_b(1, s_l) + \mathcal{P}(y^{(l)} = 0|x) \mathcal{L}_b(0, s_l) \right],
\]

from which we can see that the categories are not related to each other. This is why it is said that the BR mode introduces conditional independence and fails to capture label dependencies. Specifically for the BCE loss, the condition of minimizing the empirical risk is

\[
\forall l = 1, \ldots, L : s_l = \log \frac{\mathcal{P}(y^{(l)} = 1|x)}{\mathcal{P}(y^{(l)} = 0|x)}.
\]
In addition, the BCE loss can be rewritten as:

\[
\mathcal{L}_{bce} = \log \left[ \prod_{i \in \Omega_{pos}} (1 + e^{-s_i}) \right] + \log \left[ \prod_{j \in \Omega_{neg}} (1 + e^{s_j}) \right]
\]

\[
= \log \left[ 1 + \sum_{i \in \Omega_{pos}} e^{-s_i} + \sum_{k,t \in \Omega_{pos}, k < t} e^{-(s_k + s_t)} + \ldots + e^{-\sum_{r \in \Omega_{pos}} s_r} \right] + \log \left[ 1 + \sum_{j \in \Omega_{neg}} e^{s_j} + \sum_{k,t \in \Omega_{neg}, k < t} e^{s_k + s_t} + \ldots + e^{\sum_{r \in \Omega_{neg}} s_r} \right],
\]

which, compared with the ZLPR loss in Equation 1, has more higher-order terms. In MLC tasks, negative categories tend to far outnumber the positives, and these higher-order terms in BCE significantly strengthen this category imbalance problem. Conversely, the ZLPR loss, which removes these higher-order terms, balances the influence between positive and negative categories, making training fairer across them.

4 Experiments and Discussion

4.1 Datasets

We mainly conduct experiments on MLC of texts, including 3 Chinese datasets and 8 English datasets:

- **CNIPA**: The Chinese patent dataset, which has a classification system called IPC (international patent classification). Each innovation patent is assigned one or more IPC codes, which can be used as the label set. We downloaded about 210k invention patents, and constructed two Chinese text MLC datasets using titles and abstracts, respectively called **CNIPA-Title** and **CNIPA-Abstract**.

- **Toutiao**: The Chinese news dataset from Toutiao, which asks for MLC of news based on headlines.

- **USPTO**: The English patent dataset, which also uses the IPC system as labels. We downloaded about 350k invention patents, and also constructed two English text MLC datasets with titles as abstracts, respectively called **USPTO-Title** and **USPTO-Abstract**.

- **Archive**: This dataset contains 6 different categories (Computer Science, Physics, Mathematics, Statistics, Quantitative Biology, Quantitative Finance) to classify the research papers. We constructed two datasets based on titles and abstracts, namely **Archive-Title** and **Archive-Abstract**.

- **CMU-Movie**: This dataset contains texts about 42,306 movies extracted from Wikipedia and Freebase. However, it is a noisy dataset because the same movie category may have different descriptions, like "actions" and "action movie". We constructed two datasets based on names and summaries, namely **Movie-Name** and **Movie-Summary**.

- **GoEmotions**: It is a corpus of 58k carefully curated comments extracted from Reddit, with human annotations to 27 emotion categories or Neutral.

- **Toxic**: This dataset contains a large number of Wikipedia comments which have been labeled by human raters for toxic behavior.

We divided the above 11 datasets into training set, validation set and test set according to the ratio of 8:1:1, and the final results are examined on the test set. See appendix for more information about these datasets.
4.2 Baselines

We choose the following losses as our comparison objects:

- **The binary cross entropy (BCE),** which is showed in Equation 14.
- **The focal loss (FL):**
  \[
  L_{fl} = - \sum_{i \in \Omega_{pos}} (1 - p_i)^{\gamma_{fl}} \log p_i - \sum_{j \in \Omega_{neg}} p_j^{\gamma_{fl}} \log(1 - p_j),
  \]
  where \( p_i = \text{sigmoid}(s_i) \). We set \( \gamma_{fl} = 2 \) in experiments.
- **The first version of dice loss (DL1):**
  \[
  L_{dl1} = \sum_{i \in \Omega_{pos}} \left(1 - \frac{2p_i + \gamma_{dl1}}{p_i^2 + 1 + \gamma_{dl1}}\right) + \sum_{j \in \Omega_{neg}} \left(1 - \frac{\gamma_{dl1}}{p_j^2 + \gamma_{dl1}}\right),
  \]
  where \( p_i = \text{sigmoid}(s_i) \). We set \( \gamma_{dl1} = 1 \) in experiments.
- **The second version of dice loss (DL2):**
  \[
  L_{dl2} = \sum_{i=1}^{L} \left(1 - \frac{2\sum_{k=1}^{B} p_{k,i} y_k^{(i)} + \gamma_{dl2}}{\sum_{k=1}^{B} p_{k,i}^2 + \sum_{k=1}^{B} y_k^{(i)} + \gamma_{dl2}}\right),
  \]
  where \( p_{k,i} = \text{sigmoid}(s_{k,i}) \) and \( k \) stands for the \( k \)-th sample. We set \( \gamma_{dl2} = 1 \) in experiments.
- **The ranking loss (RL):**
  \[
  L_{rl} = \sum_{i \in \Omega_{pos}} \sum_{j \in \Omega_{neg}} \max(0, \alpha_{rl} + s_j - s_i),
  \]
  We set \( \alpha_{rl} = 1 \) in experiments.
- **The WARP loss:**
  \[
  L_{warp} = \sum_{i \in \Omega_{pos}} \sum_{j \in \Omega_{neg}} w(r_i) \max(0, \alpha_{warp} + s_j - s_i),
  \]
  where \( w \) is a monotonically increasing function and \( r_i \) is the ranking order of \( i \)-th category. We set \( w(r_i) = r_i \) and \( \alpha_{warp} = 1 \) in experiments.
- **The BP-MLL loss:**
  \[
  L_{bp-mll} = \sum_{i \in \Omega_{pos}} \sum_{j \in \Omega_{neg}} \exp(s_j - s_i).
  \]
  To ensure numerical stability, we take its logarithmic form, i.e., \( \log L_{bp-mll} \) in experiments.
- **The LSEP loss,** which is showed in Equation 12.

The first four are the results of the corresponding binary loss combined with the BR mode, and the last four are ranking-based losses in LR mode.

4.3 Metrics

We use a variety of evaluation metrics to measure the effect of each loss:

- **The example-based subset accuracy (SubACC):**
  \[
  \text{SubACC} = \frac{1}{N} \sum_{n=1}^{N} I(\hat{y}_n = y_n),
  \]
  where \( y_n \) is the \( n \)-th true label set, \( \hat{y}_n \) is the \( n \)-th predicted label set, and \( I \) is the indicative function.
- **The example-based F1-measure (MLC-F1):**
  \[
  \text{MLC-F1} = \frac{1}{N} \sum_{n=1}^{N} \frac{2|\hat{y}_n \cap y_n|}{|\hat{y}_n| + |y_n|}.
  \]
• The label-based Macro-F1:

\[
\text{Macro-F1} = \frac{1}{L} \sum_{l=1}^{L} \frac{2TP_l}{2TP_l + FP_l + FN_l},
\]  
(27)

where \(TP_l\) donates the number of True Positive of the \(l\)-th category, \(FP_l\) the number of False Positive, \(FN_l\) the number of False Negative.

• The label-based Micro-F1:

\[
\text{Micro-F1} = \frac{2}{\sum_{l=1}^{L} TP_l + \sum_{l=1}^{L} FP_l + \sum_{l=1}^{L} FN_l}.
\]  
(28)

• The ranking-based average precision (AvgPrec):

\[
\text{AvgPrec} = \frac{1}{N} \sum_{n=1}^{N} \frac{1}{|y_n|} \sum_{\lambda \in y_n} \frac{|\{ \lambda' \in y_n : r_n(\lambda') \leq r_n(\lambda) \}|}{r_n(\lambda)}.
\]  
(29)

where \(r_n(\lambda)\) is the predicted ranking order of category \(\lambda\).

• The ranking-based ranking loss (RankLoss):

\[
\text{RL} = \frac{1}{N} \sum_{n=1}^{N} \frac{1}{|y_n| |y_n|} |\{(\lambda_a, \lambda_b) : r_n(\lambda_a) > r_n(\lambda_b), (\lambda_a, \lambda_b) \in y_n \otimes (\Lambda \setminus y_n)\}|,
\]  
(30)

In the above metrics, the smaller the RL value, the better the result, and the larger the other values, the better the result.

4.4 Results

We use Bert-base[33] and Roberta-base[34] as backbones combined with each loss function, and a total of 22 (11 datasets paired with 2 backbones) sets of comparative experiments were carried out. We evaluate the performance of BCE, FL, DL1, DL2, and ZLPR (ours), which can adapt to the changing number of target categories, on all metrics. The results are shown in Table 1. The numbers in the table are the optimal times for the corresponding loss in 22 comparative experiments. For example, the ZLPR loss performs very well under the SubACC metric, achieving the best in 16 out of the 22 comparative experiments. The SubACC metric is very strict on the results and is generally used to measure the model’s ability to capture label dependencies[30]. The good performance of ZLPR on SubACC demonstrates its ability to capture label dependencies, as described in sub-section 3.1. Obviously, ZLPR has also achieved good performance on the two ranking-based measures, which we can consider is because ZLPR requires the model to rank labels. On the three metrics of MLC-F1, Micro-F1 and Macro-F1, DL2 is a strong competitor of ZLPR, and even outperforms ZLPR on Micro-F1 by a significant gap. This may be because DL2 is an approximation of the (negative) F1-measure and optimized using batch data instead of one sample. Even though, ZLPR still outperforms than BCE, FL and DL1 on those F1-measures. We also perform tests on four ranking-based losses (RL, WARP, BP-MLL and LSEP) on the three Chinese datasets, of which only the RL value of LSEP slightly outperforms ZLPR on CNIPA-Title, and ZLPR is the best for the rest datasets and metrics.

All experiments are implemented based on Bert4Keras[35]. Adam[35] with learning rate \(2 \times 10^{-4}\) is used as the optimizer and models are trained for 20 epochs. Details of all experiment results can be found in the appendix section.

9https://github.com/bojone/bert4keras
5 Conclusion

We propose the ZLPR loss to generalize the application of deep learning in multi-label classification and conduct extensive textual experiments. Compared to some binary losses, the ZLPR loss is able to capture better label dependencies and the ranking relation between positive and negative categories. Compared with the previous ranking-based losses, ZLPR can adaptively determine the number of target categories, and also strengthen the label ranking ability of models. However, the performance of ZLPR on F1-measures is not as dazzling as other metrics, which we will improve in the future.
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A The Soft-ZLPR Loss

By simply replacing \( y \) with the binary probability vector \( p \) of labels, where \( p_i \) represents the probability of \( i \)-th label being positive, we get
\[
L_{zplpr}^{soft} = \log \left[ 1 + \langle p, e^{-s} \rangle \right] + \log \left[ 1 + \langle 1 - p, e^s \rangle \right].
\] (31)

This is the candidate we need for the soft-label version of the ZLPR loss and what we are going to do next is proving that it works.

In machine learning, an effective loss means that the target of the related task can be rebuild by the output when it gets the optimum. Taking the derivative with respect to \( L_{zplpr}^{soft} \):
\[
\frac{\partial L_{zplpr}^{soft}}{\partial s_i} = \frac{p_i e^{-s_i}}{1 + \langle p, e^{-s} \rangle} + \frac{(1 - p_i) e^{s_i}}{1 + \langle 1 - p, e^s \rangle},
\] (32)

and it gets the optimum when
\[
\forall i : \frac{\partial L_{zplpr}^{soft}}{\partial s_i} = 0. \tag{33}
\]

It is tough to solve Equation 33 analytically. Luckily, we find a simple solution by observing:
\[
p_i e^{-s_i} = (1 - p_i) e^{s_i}, \tag{34}
\]

which derives
\[
p_i = \frac{1}{1 + e^{-2s_i}} = \text{sigmoid}(2s_i). \tag{35}
\]

Equation 35 is an inspirational result and expresses the following information:

- \( L_{zplpr}^{soft} \) is a reasonable extension of the zlpr loss for soft-label, because it can rebuild \( p \) by proper \( s \).
- The transition from scores to binary probabilities should be \( \hat{p} = \text{sigmoid}(2s) \) instead of the intuitive \( \text{sigmoid}(s) \).

B The Calculation of KL-divergence

Some regularization training methods based on sample interference, such as the virtual adversarial training[36] and R-drop[18], require the calculation of KL-divergence. The original output of the ZLPR loss is not a probability distribution but label scores. However, after the discussion of the soft-label version, we know that label scores can be transformed into the relevant binary probability form. Equation 35 implies that every label is selected or not in MLC can still be treated as a binary classification problem, which means we can use the transformed binary distribution to calculate the KL-divergence. With the transformation of Equation 35 the KL-divergence between \( s \) and \( s' \) can be defined as:
\[
\mathcal{K} \mathcal{L}(s, s') \equiv \sum_{i=1}^{n} \mathcal{K} \mathcal{L}(\hat{p}_i, \hat{p}_i') \tag{36}
\]
\[
= \sum_{i=1}^{n} \left[ \hat{p}_i (\log \hat{p}_i - \log \hat{p}_i') + (1 - \hat{p}_i)(\log(1 - \hat{p}_i) - \log(1 - \hat{p}_i')) \right]
\]
\[
= \sum_{i=1}^{n} \left[ 2\hat{p}_i (s_i - s_i') + \log \frac{1 - \hat{p}_i}{1 - \hat{p}_i'} \right],
\]

and the symmetric version is
\[
\mathcal{D}(s, s') = \mathcal{K} \mathcal{L}(s, s') + \mathcal{K} \mathcal{L}(s', s) = \sum_{i=1}^{n} 2(\hat{p}_i - \hat{p}_i')(s_i - s_i'). \tag{37}
\]

Although the form of multiple dichotomies is used to calculate the KL-divergence of the ZLPR loss, it is not affected by the data imbalance caused by the BR mode, because it is not a classification task per se.
## C Statistics of Datasets

Table 2: Statistics of Datasets.

| Dataset         | Instances | AveWords | Categories | Cardinality | Density |
|-----------------|-----------|----------|------------|-------------|---------|
| CNIPA-data      | 212,095   | 17/242   | 618        | 1.330       | 0.002   |
| CNIPA-train     | 169,626   | 17/242   | 617        | 1.330       | 0.002   |
| CNIPA-val       | 21,361    | 17/241   | 570        | 1.329       | 0.002   |
| CNIPA-test      | 21,108    | 17/242   | 572        | 1.331       | 0.002   |
| Toutiao-data    | 659,870   | 20       | 142        | 1.530       | 0.011   |
| Toutiao-train   | 527,785   | 20       | 142        | 1.530       | 0.011   |
| Toutiao-val     | 65,861    | 20       | 104        | 1.529       | 0.015   |
| Toutiao-test    | 66,224    | 20       | 110        | 1.533       | 0.014   |
| USPTO-data      | 353,701   | 8/111    | 632        | 2.174       | 0.003   |
| USPTO-train     | 283,000   | 8/111    | 628        | 2.175       | 0.003   |
| USPTO-val       | 35,273    | 8/112    | 601        | 2.171       | 0.004   |
| USPTO-test      | 35,428    | 8/111    | 603        | 2.169       | 0.004   |
| Archive-data    | 20,972    | 10/151   | 6          | 1.252       | 0.209   |
| Archive-train   | 16,794    | 10/152   | 6          | 1.255       | 0.209   |
| Archive-val     | 2,045     | 10/151   | 6          | 1.246       | 0.208   |
| Archive-test    | 2,133     | 10/151   | 6          | 1.239       | 0.207   |
| CMU-Movie-data  | 42,204    | 3/312    | 372        | 3.691       | 0.010   |
| CMU-Movie-train | 33,751    | 3/312    | 370        | 3.700       | 0.010   |
| CMU-Movie-val   | 4,241     | 3/310    | 277        | 3.660       | 0.013   |
| CMU-Movie-test  | 4,212     | 3/318    | 284        | 3.649       | 0.013   |
| GoEmotions-data | 211,225   | 13       | 28         | 1.181       | 0.042   |
| GoEmotions-train| 168,692   | 13       | 28         | 1.181       | 0.042   |
| GoEmotions-val  | 21,429    | 13       | 28         | 1.183       | 0.042   |
| GoEmotions-test | 21,104    | 13       | 28         | 1.182       | 0.042   |
| Toxic-data      | 159,571   | 70       | 6          | 0.220       | 0.037   |
| Toxic-train     | 127,705   | 70       | 6          | 0.219       | 0.036   |
| Toxic-val       | 15,855    | 70       | 6          | 0.227       | 0.038   |
| Toxic-test      | 16,011    | 70       | 6          | 0.224       | 0.037   |
### D Details of Chinese Text Experiment Results

Table 3: Experiment Results on CNIPA-Title.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|-----------|
| BCE  | 42.75% | 56.09% | 57.72%   | 39.79%   | 70.69%  | 1.12%     |
| FL   | 41.71% | 56.10% | 57.76%   | **44.21%** | 71.06%  | 1.21%     |
| DL1  | 36.28% | 46.48% | 52.06%   | 21.86%   | 59.76%  | 6.72%     |
| DL2  | 41.83% | 55.08% | 57.56%   | 36.42%   | 68.05%  | 2.66%     |
| RL   | 71.59% |        |          |          |         | 1.24%     |
| WARP | 71.59% |        |          |          |         | 1.32%     |
| BP-MLL | 70.24% |        |          |          |         | 1.07%     |
| LSEP | 69.29% |        |          |          |         | 1.01%     |
| **ZLPR** | **43.23%** | **57.54%** | **58.34%** | 43.47% | **71.68%** | **1.02%** |

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|-----------|
| BCE  | 42.41% | 56.12% | 57.70%   | 40.83%   | 70.41%  | 1.17%     |
| FL   | 41.18% | 55.92% | 57.59%   | 44.22%   | 70.92%  | 1.16%     |
| DL1  | 37.58% | 48.28% | 53.49%   | 23.51%   | 62.16%  | 5.85%     |
| DL2  | 42.47% | 56.03% | **58.23%** | 40.06% | 68.66% | 2.74%     |
| RL   | 71.33% |        |          |          |         | 1.51%     |
| WARP | 71.32% |        |          |          |         | 1.46%     |
| BP-MLL | 70.10% |        |          |          |         | 1.05%     |
| LSEP | 69.80% |        |          |          |         | **0.99%** |
| **ZLPR** | **42.79%** | **57.66%** | 58.20% | **44.17%** | **71.45%** | 1.00%     |
| Table 4: Experiment Results on CNIPA-Abstract. |
|------------------------------------------------|
| **Bert** |
| Loss    | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
| BCE     | 45.23% | 59.81% | 61.01%   | 40.02%   | 74.02%  | 0.86%    |
| FL      | 45.26% | 60.78% | 61.75%   | 46.09%   | 75.08%  | 0.88%    |
| DL1     | 40.18% | 52.01% | 57.00%   | 23.47%   | 64.48%  | 6.53%    |
| DL2     | 46.65% | 61.77% | **62.95%** | 42.98%   | 73.42%  | 2.24%    |
| RL      |       |        |          |          | 76.27%  | 0.88%    |
| WARP    |       |        |          |          | 76.35%  | 0.84%    |
| BP-MLL  |       |        |          |          | 74.10%  | 0.85%    |
| LSEP    |       |        |          |          | 74.05%  | 0.70%    |
| ZLPR    | **47.25%** | **62.62%** | **62.68%** | 45.75%   | **76.41%** | **0.64%** |
| **Roberta** |
| Loss    | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
| BCE     | 45.17% | 58.99% | 60.69%   | 38.69%   | 73.85%  | 0.88%    |
| FL      | 44.65% | 59.54% | 61.09%   | 44.85%   | 74.36%  | 0.98%    |
| DL1     | 41.56% | 53.55% | 58.03%   | 25.34%   | 65.84%  | 5.65%    |
| DL2     | 46.66% | 61.30% | **62.72%** | 42.57%   | 73.13%  | 2.13%    |
| RL      |       |        |          |          | 76.18%  | 0.91%    |
| WARP    |       |        |          |          | 76.18%  | 1.06%    |
| BP-MLL  |       |        |          |          | 74.15%  | 0.83%    |
| LSEP    |       |        |          |          | 74.64%  | 0.71%    |
| ZLPR    | **46.86%** | **62.47%** | **62.64%** | 47.12%   | **76.24%** | **0.68%** |

| Table 5: Experiment Results on Toutiao. |
|------------------------------------------------|
| **Bert** |
| Loss    | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
| BCE     | 47.76% | 68.40% | 69.74%   | 43.14%   | 82.35%  | 0.89%    |
| FL      | 47.40% | 67.88% | 69.52%   | 43.34%   | 82.32%  | 0.87%    |
| DL1     | 48.13% | 67.86% | 69.40%   | 42.78%   | 81.32%  | 1.16%    |
| DL2     | 47.64% | 69.28% | 69.35%   | 42.97%   | 81.18%  | 1.11%    |
| BP-MLL  |       |        |          |          | 81.62%  | 0.92%    |
| LSEP    |       |        |          |          | 81.19%  | 0.93%    |
| RL      |       |        |          |          | 81.81%  | 1.06%    |
| WARP    |       |        |          |          | 81.69%  | 0.91%    |
| ZLPR    | **48.29%** | **69.49%** | **69.85%** | **43.84%** | **82.52%** | **0.85%** |
| **Roberta** |
| Loss    | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
| BCE     | 47.77% | 68.68% | 69.91%   | 43.45%   | 82.49%  | 0.87%    |
| FL      | 47.46% | 68.08% | 69.53%   | **43.90%** | 82.29%  | 0.88%    |
| DL1     | 48.01% | 67.53% | 69.32%   | 42.21%   | 81.68%  | 1.13%    |
| DL2     | 47.71% | **69.51%** | 69.52%   | 42.89%   | 81.35%  | 1.10%    |
| BP-MLL  |       |        |          |          | 81.76%  | 0.88%    |
| LSEP    |       |        |          |          | 81.19%  | 0.92%    |
| RL      |       |        |          |          | 81.94%  | 1.00%    |
| WARP    |       |        |          |          | 81.97%  | 0.92%    |
| ZLPR    | **48.40%** | **69.19%** | **69.93%** | **43.79%** | **82.77%** | **0.83%** |
## E Details of English Text Experiment Results

Table 6: Experiment Results on USPTO-Title.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|----------|
| BCE  | 23.54% | 50.06% | 50.17%   | 25.48%   | 65.26%  | 2.03%    |
| FL   | 23.34% | 50.54% | 50.76%   | 29.77%   | 66.08%  | 1.98%    |
| DL1  | 23.61% | 48.15% | 49.27%   | 19.21%   | 61.53%  | 4.83%    |
| DL2  | 24.10% | 51.84% | 52.06%   | 29.08%   | 63.60%  | 3.58%    |
| ZLPR | 24.34% | 50.97% | 50.00%   | 26.92%   | 66.05%  | 1.87%    |

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|----------|
| BCE  | 27.57% | 57.88% | 55.72%   | 34.19%   | 71.53%  | 1.37%    |
| FL   | 27.28% | 57.26% | 55.57%   | 35.01%   | 71.84%  | 1.31%    |
| DL1  | 27.51% | 54.37% | 53.49%   | 23.95%   | 68.21%  | 3.42%    |
| DL2  | 27.30% | 57.62% | 56.10%   | 31.50%   | 69.62%  | 2.40%    |
| ZLPR | 27.81% | 56.40% | 53.93%   | 30.85%   | 71.32%  | 1.26%    |

Table 7: Experiment Results on USPTO-Abstract.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|----------|
| BCE  | 31.44% | 63.94% | 60.98%   | 34.13%   | 77.31%  | 0.84%    |
| FL   | 31.20% | 64.27% | 61.43%   | 38.03%   | 77.91%  | 0.84%    |
| DL1  | 31.37% | 62.42% | 60.50%   | 26.23%   | 72.65%  | 3.65%    |
| DL2  | 31.93% | 65.06% | 62.23%   | 35.02%   | 75.85%  | 1.85%    |
| ZLPR | 32.57% | 64.93% | 61.42%   | 36.56%   | 78.67%  | 0.72%    |

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|----------|
| BCE  | 31.72% | 64.73% | 61.70%   | 36.36%   | 78.29%  | 0.79%    |
| FL   | 31.72% | 64.32% | 61.48%   | 38.27%   | 78.49%  | 0.75%    |
| DL1  | 31.72% | 61.98% | 59.77%   | 26.57%   | 74.16%  | 2.95%    |
| DL2  | 31.81% | 65.54% | 62.53%   | 38.18%   | 76.33%  | 1.72%    |
| ZLPR | 32.61% | 64.84% | 61.48%   | 38.60%   | 78.71%  | 0.71%    |
### Table 8: Experiment Results on Archive-Title.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|---------|----------|
| BCE  | 49.79% | 62.59% | 64.26%   | 52.14%   | 81.58%  | 11.84%   |
| FL   | 48.57% | 62.74% | 64.62%   | 52.60%   | 81.61%  | 11.68%   |
| DL1  | 48.62% | 60.88% | 63.47%   | 53.35%   | 81.00%  | 12.81%   |
| DL2  | 47.77% | 66.77% | 66.59%   | 56.20%   | 81.50%  | 11.89%   |
| ZLPR | 50.02% | 64.98% | 65.42%   | 54.03%   | 81.50%  | 12.03%   |

| bert  | Loss  | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|-------|-------|--------|--------|----------|----------|---------|----------|
| BCE   | 67.28%| 81.87% | 80.98% | 73.85%   | 91.28%   | 4.90%   |
| FL    | 66.81%| 81.89% | 81.42% | 74.49%   | 91.61%   | 4.56%   |
| DL1   | 67.28%| 81.66% | 80.85% | 71.93%   | 91.19%   | 5.55%   |
| DL2   | 66.81%| 82.29% | 80.96% | 74.24%   | 91.11%   | 5.36%   |
| ZLPR  | 67.37%| 82.27% | 81.23% | 73.40%   | 91.45%   | 4.74%   |

| bert  | Loss  | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|-------|-------|--------|--------|----------|----------|---------|----------|
| BCE   | 5.39% | 26.74% | 27.57% | 25.85%   | 44.47%   | 4.34%   |
| FL    | 5.82% | 23.63% | 23.40% | 25.10%   | 43.95%   | 4.29%   |
| DL1   | 5.25% | 21.92% | 22.72% | 24.99%   | 43.03%   | 5.16%   |
| DL2   | 6.03% | 21.80% | 19.27% | 23.88%   | 36.31%   | 6.06%   |
| ZLPR  | 5.51% | 26.09% | 26.55% | 25.93%   | 44.08%   | 4.17%   |

### Table 9: Experiment Results on Archive-Abstract.

| bert  | Loss  | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|-------|-------|--------|--------|----------|----------|---------|----------|
| BCE   | 67.46%| 82.53% | 81.72% | 76.42%   | 91.73%   | 4.53%   |
| FL    | 65.07%| 81.39% | 81.07% | 71.12%   | 91.54%   | 4.70%   |
| DL1   | 65.17%| 81.40% | 80.89% | 72.86%   | 91.31%   | 4.87%   |
| DL2   | 66.85%| 82.37% | 81.55% | 76.74%   | 91.43%   | 4.96%   |
| ZLPR  | 67.75%| 82.59% | 81.63% | 74.26%   | 91.68%   | 4.63%   |

| bert  | Loss  | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|-------|-------|--------|--------|----------|----------|---------|----------|
| BCE   | 2.80% | 7.85%  | 7.25%  | 23.84%   | 37.48%   | 5.25%   |
| FL    | 2.83% | 8.25%  | 7.83%  | 23.93%   | 37.06%   | 5.27%   |
| DL1   | 1.47% | 2.30%  | 1.26%  | 23.77%   | 37.34%   | 5.55%   |
| DL2   | 6.03% | 21.80% | 19.27% | 23.88%   | 36.29%   | 5.97%   |
| ZLPR  | 5.53% | 20.65% | 18.97% | 24.19%   | 37.04%   | 5.18%   |

### Table 10: Experiment Results on Movie-Name.

| bert  | Loss  | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|-------|-------|--------|--------|----------|----------|---------|----------|
| BCE   | 5.39% | 26.74% | 27.57% | 25.85%   | 44.47%   | 4.34%   |
| FL    | 5.82% | 23.63% | 23.40% | 25.10%   | 43.95%   | 4.29%   |
| DL1   | 5.25% | 21.92% | 22.72% | 24.99%   | 43.03%   | 5.16%   |
| DL2   | 6.03% | 21.80% | 19.27% | 23.88%   | 36.31%   | 6.06%   |
| ZLPR  | 5.51% | 26.09% | 26.55% | 25.93%   | 44.08%   | 4.17%   |
Table 11: Experiment Results on Movie-Summary.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|----------|----------|
| BCE  | 7.24%  | 32.06% | 33.42%   | 26.34%   | 53.70%   | 3.28%    |
| FL   | 7.24%  | 35.06% | 36.46%   | 27.65%   | 56.03%   | 2.59%    |
| DL1  | 6.98%  | 34.29% | 35.02%   | 26.22%   | 51.25%   | 4.95%    |
| DL2  | 5.98%  | 40.26% | 41.34%   | 28.16%   | 52.96%   | 3.74%    |
| ZLPR | 7.43%  | 40.34% | 40.55%   | 28.57%   | 56.55%   | 2.49%    |

Table 12: Experiment Results on GoEmotions.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|----------|----------|
| BCE  | 24.96% | 31.18% | 35.83%   | 29.77%   | 53.86%   | 12.08%   |
| FL   | 23.92% | 32.14% | 34.47%   | 29.09%   | 51.73%   | 13.36%   |
| DL1  | 25.87% | 30.56% | 35.36%   | 26.00%   | 53.65%   | 13.67%   |
| DL2  | 29.08% | 38.25% | 40.49%   | 30.42%   | 56.28%   | 11.67%   |
| ZLPR | 27.01% | 33.07% | 37.72%   | 31.29%   | 56.68%   | 10.23%   |

Table 13: Experiment Results on Toxic.

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|----------|----------|
| BCE  | 91.69% | 93.86% | 69.91%   | 57.27%   | 9.79%    | 0.35%    |
| FL   | 91.06% | 94.02% | 69.51%   | 56.50%   | 9.63%    | 0.47%    |
| DL1  | 91.75% | 94.30% | 69.30%   | 54.63%   | 9.55%    | 0.51%    |
| DL2  | 91.34% | 94.14% | 68.87%   | 54.50%   | 9.59%    | 0.48%    |
| ZLPR | 91.51% | 94.38% | 70.38%   | 50.62%   | 9.78%    | 0.36%    |

| Loss | SubACC | MLC-F1 | Micro-F1 | Macro-F1 | AvgPrec | RankLoss |
|------|--------|--------|----------|----------|----------|----------|
| BCE  | 91.96% | 95.13% | 76.76%   | 65.92%   | 9.82%    | 0.31%    |
| FL   | 91.86% | 95.12% | 76.61%   | 60.95%   | 9.83%    | 0.30%    |
| DL1  | 92.16% | 95.13% | 75.47%   | 54.85%   | 9.70%    | 0.45%    |
| DL2  | 92.05% | 95.15% | 76.27%   | 63.36%   | 9.82%    | 0.51%    |
| ZLPR | 92.17% | 95.24% | 77.36%   | 64.33%   | 9.84%    | 0.30%    |