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Abstract

A fundamental tool in the analysis of Ricci flow is a compactness result of Hamilton in the spirit of the work of Cheeger, Gromov and others. Roughly speaking it allows one to take a sequence of Ricci flows with uniformly bounded curvature and uniformly controlled injectivity radius, and extract a subsequence that converges to a complete limiting Ricci flow. A widely quoted extension of this result allows the curvature to be bounded uniformly only in a local sense. However, in this note we give a counterexample.

1 Introduction

1.1 Hamilton-Cheeger-Gromov convergence and compactness

Let \((\mathcal{M}_i, g_i(t))\) be a sequence of smooth families of complete Riemannian manifolds for \(t \in (a, b)\) where \(-\infty \leq a < 0 < b \leq \infty\), and suppose \(p_i \in \mathcal{M}_i\) for each \(i\). Hamilton [9] introduced a notion of convergence of such ‘flows’ to another smooth family \((\mathcal{M}, g(t))\) of Riemannian manifolds for \(t \in (a, b)\) based on the notion of Cheeger-Gromov convergence of Riemannian manifolds. As discussed in [15, Chapter 7], we must take points \(p_i \in \mathcal{M}_i\) and \(p \in \mathcal{M}\), and can then say that

\[(\mathcal{M}_i, g_i(t), p_i) \to (\mathcal{M}, g(t), p)\]

as \(i \to \infty\) in the sense of Hamilton-Cheeger-Gromov if there exist

(a) a sequence of compact \(\Omega_i \subset \mathcal{M}\) exhausting \(\mathcal{M}\) with \(p \in \text{int}(\Omega_i)\) for each \(i\), and

(b) a sequence of smooth maps \(\phi_i : \Omega_i \to \mathcal{M}_i\), diffeomorphic onto their image, and with \(\phi_i(p) = p_i\),

such that

\[\phi_i^* g_i(t) \to g(t)\]

smoothly locally on \(\mathcal{M} \times (a, b)\) as \(i \to \infty\).

If the limit \(g(t)\) is complete at some time \(t_0 \in (a, b)\), then this is the unique limit that is complete at time \(t_0\), modulo a time-independent isometry.

In the modern theory of Ricci flow, one of the most fundamental tools is the following compactness theorem of Hamilton [9] which holds if one has suitable control on the curvature – hypothesis (i) – and the injectivity radius – hypothesis (ii), where \(\text{inj}(\mathcal{M}, g, p)\) denotes the injectivity radius of \((\mathcal{M}, g)\) at \(p \in \mathcal{M}\). For further information and intuition, see [15, Chapter 7] and [10].
Theorem 1.1 (Compactness of Ricci flows; Hamilton [9]). Suppose that \((M_i, g_i(t))\) is a sequence of complete Ricci flows on \(n\)-dimensional manifolds \(M_i\) for \(t \in (a, b)\), where \(-\infty \leq a < 0 < b \leq \infty\). Suppose that \(p_i \in M_i\) for each \(i\), and that
\[
\begin{align*}
(i) & \quad \sup_{x \in M_i} \sup_{t \in (a, b)} |\text{Rm}(g_i(t))(x)| < \infty; \quad \text{and} \\
(ii) & \quad \inf_{i} \text{inj}(M_i, g_i(0), p_i) > 0.
\end{align*}
\]
Then there exist a manifold \(M\) of dimension \(n\), a complete Ricci flow \(g(t)\) on \(M\) for \(t \in (a, b)\), and a point \(p \in M\) such that, after passing to a subsequence in \(i\), we have
\[
(M_i, g_i(t), p_i) \to (M, g(t), p),
\]
as \(i \to \infty\).

In many important applications, particularly while making contradiction arguments, the uniform upper bound for curvature is too strong a hypothesis. One can weaken this by assuming only local bounds on the curvature, without significant alteration of the proof. For example, we have:

Theorem 1.2 (Compactness of Ricci flows: Extension 1). Suppose that \((M_i, g_i(t))\) is a sequence of complete Ricci flows on \(n\)-dimensional manifolds \(M_i\) for \(t \in (a, b)\), where \(-\infty \leq a < 0 < b \leq \infty\). Suppose that \(p_i \in M_i\) for each \(i\), and that
\[
\begin{align*}
(i) & \quad \text{for all } r > 0, \text{ there exists } M = M(r) < \infty \text{ such that for all } t \in (a, b) \text{ and for all } i, \text{ there holds } \\
& \quad \sup_{B_{g_i(0)}(p_i, r)} |\text{Rm}(g_i(t))(x)| \leq M, \quad \text{and} \\
(ii) & \quad \inf_{i} \text{inj}(M_i, g_i(0), p_i) > 0.
\end{align*}
\]
Then there exist a manifold \(M\) of dimension \(n\), a Ricci flow \(g(t)\) on \(M\) for \(t \in (a, b)\), and a point \(p \in M\) such that \((M, g(0))\) is complete, and after passing to a subsequence in \(i\), we have
\[
(M_i, g_i(t), p_i) \to (M, g(t), p), \quad (1.1)
\]
as \(i \to \infty\).

In the literature this result is often stated with the additional conclusion that the limit Ricci flow \(g(t)\) is complete – that is, \(g(t)\) is complete for every \(t \in (a, b)\) – which is often important in applications (see also Section 1.4). It has been noted very recently [12, Appendix E] following objections by Cabezas-Rivas and Wilking that this completeness ‘does not immediately follow’. In this note we demonstrate that in fact the completeness fails in general.

1.2 Contracting cusps - intuition behind the construction

In this section we sketch an intuitive construction which indicates that a limiting Ricci flow arising in Theorem 1.2 can be complete over an open time interval containing \(t = 0\), but incomplete beyond a certain time. The precise construction we make in Section 1.3 will be a little different to reduce the amount of technology required to make it rigorous.

At the core of the construction are the ‘contracting cusp’ examples of Ricci flows we constructed in [18]. In that work we considered starting a Ricci flow with a complete,
bounded-curvature, noncompact surface whose ends were asymptotic to hyperbolic cusps, in some weak sense. There is a standard way of flowing such a surface (constructed in [6], extending the flow of Hamilton and Shi) during which the cusps remain in place. A simple example which suffices for now would be to consider a complete hyperbolic surface $(T^2_p, g_{hyp})$ that is conformally a torus $T^2$ punctured at one point $p \in T^2$, and take the Ricci flow which evolves simply by dilation:

$$g_t(t) := (1 + 2t)g_{hyp},$$

for all $t \in [0, \infty)$. However, the central message of [18] is that there is another way of flowing such a surface where one imagines capping off the hyperbolic cusp infinitely far out, and letting it contract down. More precisely, and most concretely, we showed that it is possible to find a smooth Ricci flow $g_2(t)$ on the torus $T^2$, for $t \in (0, \infty)$ so that $g_2(t) \to g_{hyp}$ smoothly locally on $T^2_p := T^2 \setminus \{p\}$ as $t \downarrow 0$. One can view a cusp as developing at $p$ as we go backwards in time to $t = 0$ – a so-called ‘reverse singularity’ (see also [17]). The flow that contracts the cusp is unique as described in [18, Theorem 1.5].

One way of viewing this now would be as a way of constructing an example of nonuniqueness for Ricci flow. In particular, a perfectly valid smooth Ricci flow on $T^2_p$ would consist of $g_1(t+1)$ for $t \in [-1, 1]$, followed by an appropriate scaling of $g_2(t)$, restricted to $T^2$. Precisely, that scaled flow would be the restriction to $T^2_p$ of $5g_2((t-1)/5)$ for $t \in (1, \infty)$. Beyond $t = 1$, the flow would be incomplete because we have removed the point $p$.

The core principle of this paper is:

Such flows can arise as Hamilton-Keer-Gromov limits of complete Ricci flows within the extension of Hamilton’s Compactness Theorem given in Theorem 1.2.

A precise statement will be given in Section 1.3, but first we sketch how one could hope to construct a sequence of complete, bounded-curvature Ricci flows satisfying the hypotheses of Theorem 1.2, with a limit flow as given above.

The basic building blocks are the complete hyperbolic metric $g_{hyp}$ on $T^2_p$ and a complete metric $g_{bulb}$ on the punctured 2-sphere (equivalently on the plane) whose end is asymptotic to a hyperbolic cusp, and whose area is exactly $8\pi$. There are many results which will give a complete Ricci flow starting at $g_{bulb}$, and describe its properties – see [3], [4], [6] and the references therein. The important point to note is that it will flow for exactly time 2 before the area decreases to zero. During this time, area gets sucked out of the bulb part of the manifold, and at each time the flow has a cusp-like end.

The Ricci flows $g_k(t)$ we wish to imagine putting into Theorem 1.2 will exist on the whole of $T^2$. They will be the Ricci flows whose initial data at $t = -1$ arises by chopping off the ends of the cusps of both the metrics $g_{hyp}$ and $g_{bulb}$, and gluing them together. The larger $k$ becomes, the further out we wish to make our truncations. If we fix a base-point $q \in T^2 \setminus \{p\}$, and consider $p$ to correspond to some fixed point in the bulb surface for each $k$, then the distance $d_{g_k(-1)}(p, q)$ converges to infinity as $k \to \infty$.

The idea then is that the two distinct parts of $g_k(-1)$ will evolve largely independently of each other within the time interval $[-1, 1)$, but then at time $t = 1$, the area within the bulb part of the flow will have been exhausted, and the cusp end of the torus part of the flow should start contracting. The effect of this is that during the initial time interval $[-1, 1)$, the Ricci flows $(T^2, g_k(t), q)$ will converge to a homothetically expanding hyperbolic metric on $T^2_p$ (with the bulb part too far away to see) but for $t > 1$, the
manifolds \((T^2, g_k(t), q)\) should have uniformly controlled diameter (independent of \(k\)) and will converge to a smooth metric on the whole torus in the Cheeger-Gromov sense. The construction is illustrated in the following figure.

It is not too difficult to argue precisely, using pseudolocality technology (see [14]) that one obtains the expanding hyperbolic metric flow as limit on an initial time interval. In order to show that the cusp will start collapsing at a uniformly controlled rate before some uniformly bounded time we require some more involved \(a\, priori\) estimates. To simplify this aspect, we will make a slight adjustment of the construction outlined above, notably replacing the bulb metric by long thin cigars with \(k\)-dependent geometry, but with area uniformly bounded above and below. We will then be able to appeal to some of the ideas from [18]. Precise assertions are given in the next section.

### 1.3 A precise example

We will work on the two-dimensional unit disc \(D\) in the plane, centred at the origin, and the same disc punctured at the origin. All metrics considered will respect the conformal structure inherited from the plane. (Ricci flow in two-dimensions preserves the conformal class – see Appendix A.) From now on in this paper, \(g_{hyp}\) will always refer to the unique complete hyperbolic metric on \(D\{0\}\), which can be written \(e^{2h}|dz|^2 := e^{2h}(dx^2 + dy^2)\) where \(h = -\ln[r(-\ln r)]\).

**Theorem 1.3** (Main Theorem). *There exist a sequence of smooth, complete Ricci flows \((D, g_k(t))\) and a smooth Ricci flow \((D\{0\}, g_\infty(t))\), all defined for \(t \in [0, \infty)\), such that*

1. \(g_k(t) \to g_\infty(t)\) smoothly locally on \((D\{0\}) \times [0, \infty)\) as \(k \to \infty\);
2. for \(t \in [0, \eta]\) (for some \(\eta \in (0, 1)\)) we have \(g_\infty(t) = (1 + 2t)g_{hyp}\).
3. for \( t \geq 1 \), the manifold \((D \setminus \{0\}, g_\infty(t))\) is not complete;

4. for \( t \geq 1 \), the limit \( g_\infty(t) \) can be extended across the origin to give a smooth Ricci flow on the whole of \( D \), and \( g_k(t) \) converges smoothly locally to that extension on \( D \times [1, \infty) \) as \( k \to \infty \);

5. for all \( \varepsilon \in (0, \frac{1}{2}) \), there exists \( C < \infty \) (independent of \( k \)) such that the Gauss curvature \( K \) is controlled by

\[
\sup_{(D_{1-\varepsilon} \setminus \{0\}) \times [0, \infty)} |K[g_k(t)]|_{g_k(t)} < C \quad \text{and} \quad \sup_{D_{1-\varepsilon} \times [1, \infty)} |K[g_k(t)]|_{g_k(t)} < C.
\]

One consequence of this theorem is that if we take any \( q \in D \setminus \{0\} \) and define \( \tilde{g}_k(t) = g_k(t + \eta/2) \) and \( \tilde{g}_\infty(t) = g_\infty(t + \eta/2) \), and consider these flows on the time interval \((-\eta/2, 1)\), say, then we have that for all \( r > 0 \) there exists \( C < \infty \) such that

\[
\sup_{B_{\tilde{g}_k(q)(\eta/2)} \times (-\eta/2, 1)} |K[\tilde{g}_k(t)]|_{\tilde{g}_k(t)} < C,
\]

and we may apply Theorem 1.2 to \((D, \tilde{g}_k(t), q)\). By the uniqueness mentioned in Section 1.1, the limit must be \((D \setminus \{0\}, \tilde{g}_\infty(t), q)\) (up to a time-independent isometry) and for \( t \geq 1 - \eta/2 \), the Riemannian manifold \((D \setminus \{0\}, \tilde{g}_\infty(t))\) is not complete, so we deduce:

**Corollary 1.4.** There exists a sequence of Ricci flows to which Theorem 1.2 applies, but for which the resulting limit is not complete at certain times.

Note that if we fix \( t \in [1 - \eta/2, 1) \), then the sequence of pointed complete Riemannian manifolds \((D, \tilde{g}_k(t), q)\) will converge in the Cheeger-Gromov sense to the pointed complete Riemannian manifold \((D, \tilde{g}_\infty(t), q)\) where we use the same notation \( g_\infty(t) \) and \( \tilde{g}_\infty(t) \) to refer to the extension across the origin from Part 4 of the theorem. (For a discussion of Cheeger-Gromov convergence, see [15, Chapter 7], for example.)

**Remark 1.5.** The techniques introduced in this paper can be adapted to show that on any Riemann surface, there exists an immortal Ricci flow \( g(t) \) for \( t \in [0, \infty) \) that has bounded curvature for \( t \in [0, 1) \), unbounded curvature for \( t \in [1, T] \) (for some \( T > 1 \)) but then bounded curvature again for sufficiently large \( t \). In fact, in principle one should be able to prescribe the subset \( \mathcal{I} \subset (0, \infty) \) of time on which the curvature of the Ricci flow should be unbounded, with a high degree of generality. One other special case is that it is possible to find an immortal Ricci flow on any Riemann surface which has bounded curvature for \( t \in [0, 1) \) but unbounded curvature for \( t \geq 1 \). Examples of Ricci flows with unbounded curvature in three dimensions, and with unbounded curvature for \( t \geq 1 \) in four dimensions, were constructed by Cabezas-Rivas and Wilking [1]. Ricci flows on surfaces with unbounded curvature for all \( t \geq 0 \) were first constructed in [7]. Details of these new constructions will appear in [8].

This paper is organised as follows. In Section 1.4 we discuss various extensions of Hamilton’s compactness theorem that can be used in applications in place of the various incorrect assertions that exist in the literature. In Section 2, we make the construction whose existence is asserted in Theorem 1.3. By specifying some coarse information about the initial metrics \( g_k(0) \), but before defining the flows \( g_k(t) \) fully, we will be able to extract a limit Ricci flow \( g_\infty(t) \) already in Section 2.1. In Section 2.2, we work towards defining the flows \( g_k(t) \) fully by constructing various constraints and barriers, finally being able to give the precise definition of \( g_k(t) \) in Section 2.2.4. In Section 2.3 we derive the necessary \textit{a priori} estimates on the flows \( g_k(t) \) and their limit \( g_\infty(t) \) in order to be able to prove Theorem 1.3. Those unfamiliar with Ricci flow in two dimensions should begin with Appendix A.
1.4 Other compactness assertions, true and false

There are a number of compactness assertions along the lines of Theorem 1.2 which can be imagined or found in the literature, some of which are true, and some of which are false.

The following simple variant will work in many applications. See [12, Appendix E] for an essentially equivalent result.

**Theorem 1.6** (Compactness of Ricci flows: Extension 2). In the situation of Theorem 1.2, suppose we strengthen hypothesis (i) to the hypothesis that:

\[(i)' \text{ for all } r > 0, \text{ there exist } K \in \mathbb{N} \text{ dependent on } r, \text{ and } M < \infty \text{ independent of } r, \text{ such that for all } t \in (a, b) \text{ and for all } i \geq K, \text{ there holds} \]

\[
\sup_{B_{g_t(t)}(p_r)} |Rm(g_i(t))|_{g_t(t)} \leq M.
\]

Then the resulting limit flow \((\mathcal{M}, g(t))\) is complete for all \(t \in (a, b)\).

**Proof.** For an arbitrary \(r > 0\), we will aim to control the curvature of \(g(t)\) on \(B_{g(0)}(p_r/2) \subset \mathcal{M}\). (Note that \((\mathcal{M}, g(0))\) is complete.) By hypothesis, for sufficiently large \(i\), we have

\[
\sup_{B_{g(0)}(p_r/2)} |Rm(g(t))|_{g(t)} \leq M
\]

for all \(t \in (a, b)\), and thus by definition of the convergence (1.1), we must have

\[
\sup_{B_{g(0)}(p_r/2)} |Rm(g(t))|_{g(t)} \leq M.
\]

Because \(r > 0\) was arbitrary, we deduce that \(g(t)\) is a bounded curvature Ricci flow which is complete at \(t = 0\), and is therefore complete for all \(t \in (a, b)\).

Implicit above is the well-known idea that control on the curvature leads to control on the evolution of distances (e.g. [15, Lemma 5.3.2]). The presence of curvature bounds thus often allows one to equivalently consider balls defined with respect to the metric at any time. However, the next result will indicate that this can sometimes not be the case.

**Theorem 1.7** (Compactness of Ricci flows: Extension 3). In the situation of Theorem 1.2, suppose we strengthen hypothesis (i) to the hypothesis that:

\[(i)'' \text{ for all } r > 0, \text{ there exists } M = M(r) < \infty \text{ such that for all } t_0, t \in (a, b) \text{ and for all } i, \text{ there holds} \]

\[
\sup_{B_{g(t_0)}(p_r)} |Rm(g_i(t))|_{g_i(t)} \leq M.
\]

Then the resulting limit flow \((\mathcal{M}, g(t))\) is complete for all \(t \in (a, b)\).

**Proof.** We will see that for given \(t_0 \in (a, b)\), the revised hypothesis \((i)''\) will ensure the completeness of \((\mathcal{M}, g(t_0))\). It suffices to show that for an arbitrary \(r_0 > 0\), the ball \(B_{g(t_0)}(p, r_0)\) is compactly contained in \(\mathcal{M}\). Fix an arbitrary point \(x \in B_{g(t_0)}(p, r_0)\), and a smooth curve \(\gamma : [0, 1] \to \mathcal{M}\) from \(p\) to \(x\), of length less than \(2r_0\) with respect to \(g(t_0)\).

By definition of the convergence (1.1) and hypothesis \((ii)''\), for sufficiently large \(i\) we will have, say,

\[
|Rm(g(t))|_{g(t_0)}(y) \leq M(3r_0) + 1 =: \bar{M}
\]
for all $y$ in the image of $\gamma$ and all $t \in (a, b)$. Then the length $L(\gamma)$ of $\gamma$ with respect to the evolving metric is controlled by

$$L_{g(0)}(\gamma) \leq e^{C|t_0|} L_{g(t_0)}(\gamma) \leq e^{C|t_0|} 2r_0,$$

for some $C < \infty$ depending only on $\bar{M}$ (see for example [15, Lemma 5.3.2]). In particular, we find that $x \in B_{g(0)}(p, e^{C|t_0|} 2r_0)$, and because $x \in B_{g(t_0)}(p, r_0)$ was arbitrary, we conclude that

$$B_{g(t_0)}(p, r_0) \subset B_{g(0)}(p, e^{C|t_0|} 2r_0) \subset \mathcal{M},$$

as required. \hfill \Box

Theorem 1.7 has sometimes been asserted with $t_0 = t$, but when the upper bound $M$ is allowed to depend on $r$, this gives a weaker hypothesis that is not strong enough to establish the existence of the limit Ricci flow.
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## 2 Construction of the example

In this section we prove Theorem 1.3. Throughout the construction, $g_{\text{hyp}}$ will denote the complete hyperbolic metric on $D \setminus \{0\}$. All metrics and flows are assumed to respect the underlying conformal structure of $D$ and its subsets (see Appendix A).

### 2.1 Extraction of a limit

We will define the Ricci flows $g_k(t)$ on $D$ by specifying their initial metrics $g_k(0)$ and then appealing to the global existence result of [6, Theorem 1.3]. Away from the origin, the initial metrics will coincide with the complete hyperbolic metric $g_{\text{hyp}}$ on $D \setminus \{0\}$, for sufficiently large $k$. Moreover, writing $g_{\text{poin}}$ for the Poincaré metric (i.e. the complete hyperbolic metric on $D$) we will ensure that $g_k(0) \geq g_{\text{poin}}$ throughout $D$ for each $k$. These two properties are enough to show convergence of the subsequent flows $g_k(t)$ to some limit $g_\infty(t)$ in the sense of Part 1 of Theorem 1.3, after passing to a subsequence, as we now show.

**Lemma 2.1.** Suppose $g_k(0)$ is any sequence of smooth metrics on $D$ (respecting the conformal structure of $D$) with the property that for all $\varepsilon \in (0, 1)$, and for sufficiently large $k$ (depending on $\varepsilon$) we have $g_k(0) = g_{\text{hyp}}$ on $D \setminus D_{\varepsilon}$. Suppose further that $g_k(0) \geq g_{\text{poin}}$ throughout $D$ for each $k$, and define $g_k(t)$ to be the subsequent Ricci flows for $t \in [0, \infty)$ which are given by [6, Theorem 1.3]. Then there exists a smooth Ricci flow $g_\infty(t)$ on $D \setminus \{0\}$ for $t \in [0, \infty)$ with $g_\infty(0) = g_{\text{hyp}}$ such that after passing to a subsequence, we have

$$g_k(t) \to g_\infty(t)$$

smoothly locally on $(D \setminus \{0\}) \times [0, \infty)$ as $k \to \infty$. For all $t \in [0, \infty)$, we have

$$g_\infty(t) \leq (1 + 2t)g_{\text{hyp}}. \quad (2.1)$$

Moreover, if there exists $a > 0$ such that $g_\infty(t)$ is complete for all $t \in [0, a]$, then we have equality in (2.1) for all $t \in [0, a]$. 
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Note that this lemma gives no information about what is happening to the flow \( g_\infty(t) \) near the origin, except on a time interval where we assume completeness. We will need to make further assumptions on \( g_k(0) \), and derive a number of estimates, to get this finer control.

A basic tool in the proof will be the following:

**Lemma 2.2.** Let \((M, H)\) be a complete hyperbolic surface. If \( g(t) \) is any conformally equivalent Ricci flow on \( M \) for \( t \in [0, T] \) such that \( g(0) \leq H \) then for all \( t \in [0, T] \)

\[
g(t) \leq (1 + 2t)H. \tag{2.2}
\]

If in addition \( g(0) = H \) and \( g(t) \) is complete for all \( t \in [0, T] \), then we have equality in (2.2).

In the context of the last part of this lemma, note that it is a conjecture (see [16] and [6, Conjecture 1.5]) that instantaneously complete Ricci flows on surfaces are determined solely by their initial metric.

**Proof.** (Lemma 2.2.) Because \((1 + 2t)H\) is the maximally stretched Ricci flow on \( M \) starting at \( t = 0 \) with \( H \) (see [6, Theorem 1.3 and Theorem 1.8]) we automatically have

\[
(1 + 2t)H \geq g(t) \tag{2.3}
\]
on \( M \), for all \( t \in [0, T] \). Assume from now that \( g(t) \) is complete for all \( t \in [0, T] \), and that \( g(0) = H \). Chen’s a priori estimate for the curvature of a complete Ricci flow [2, Corollary 2.3(i)] tells us that

\[
K[g(t)] \geq -\frac{1}{2t + 1}
\]
for all \( t \in [0, T] \). Yau’s Schwarz lemma (see the discussion in [5, Section 2]) then tells us that

\[
g(t) \geq (1 + 2t)H.
\]

**Proof.** (Lemma 2.1.) Because the flows \( g_k(t) \) arise from [6, Theorem 1.3], they are maximally stretched, and in particular, because we know that \( g_k(t) \) starts above the metric \( g_{\text{poin}}: \)

\[
g_k(0) \geq g_{\text{poin}},
\]
it must continue to lie above any Ricci flow starting at \( g_{\text{poin}} \) and in particular,

\[
g_k(t) \geq (1 + 2t)g_{\text{poin}}.
\]

Thus, writing \( g_k(t) = e^{2v_k}|dz|^2 \) (see Appendix A) we obtain a uniform lower bound for \( v_k \) over the entire space-time region \( D \times [0, \infty) \). Indeed, because \( g_{\text{poin}} = \left(\frac{2}{1-|z|^2}\right)^2 |dz|^2 \), we have \( v_k > 0 \) throughout.

To be able to extract a limit \( g_\infty(t) \), it remains to establish an upper bound for \( v_k \) over compact subdomains of \((D\setminus\{0\}) \times [0, \infty)\) that is independent of \( k \) (but may depend on the subdomain) because then parabolic regularity theory will apply, yielding uniform \( C^t \) bounds, and hence the desired compactness.

To obtain an upper bound over some region \( D_1 \setminus D_{2\varepsilon} \times [0, T] \), for \( \varepsilon \in (0, 1/3) \) and \( T > 0 \), first consider the complete hyperbolic metric \( g_{\text{hyp}} \) on \( D \setminus D_{\varepsilon} \). By the maximum principle (or direct computation as in Section 2.2.1 or Appendix A) we have the inequality

\[
g_\varepsilon \geq g_{\text{hyp}} = g_k(0)
\]
over \( D \setminus D_\varepsilon \) for sufficiently large \( k \). By Lemma 2.2 applied to the hyperbolic surface \((D \setminus D_\varepsilon, g_\varepsilon)\) and the Ricci flow \( g_k(t) \), we then have

\[
g_k(t) \leq (1 + 2t)g_\varepsilon \leq (1 + 2T)g_\varepsilon \quad (2.4)
\]
on \( D \setminus D_\varepsilon \), for all \( t \in [0, T] \). Restricting to \( D_{1-\varepsilon} \setminus D_{2\varepsilon} \) then gives the required upper bound for \( v_k \), and allows the limit \( g_\infty(t) \) to be extracted. By construction, we have \( g_\infty(0) = g_{hyp} \), so another application of Lemma 2.2 gives (2.1), together with equality over any initial time interval \([0, a]\) on which \( g_\infty(t) \) is complete.

\[\square\]

### 2.2 Definition of the approximating Ricci flows \( g_k(t) \)

In Section 2.1 we indicated part of the definition of the Ricci flows \( g_k(t) \) by giving their initial metrics away from the origin, and this was enough to be able to extract a limit and obtain some coarse estimates. However, the precise behaviour of the flows \( g_k(t) \) depends very much on the definition of \( g_k(0) \) near the origin.

We know that each of the metrics \( g_k(0) \) will be the hyperbolic metric \( g_{hyp} \) away from the origin. But near the origin we will make them a carefully sized cigar metric. The impatient reader could jump forwards to Section 2.2.4 to get a definition for \( g_k(0) \), but we will carefully motivate this construction first.

#### 2.2.1 Insulating bounds

It is an important principle in Ricci flow that local regions cannot be too badly influenced by remote regions in too short a time [14, §10]. Here we quantify some of the barrier arguments from Section 2.1 to give some elementary local upper bounds on our Ricci flows \( g_k(t) \) before we have even given their definition near the origin.

These estimates will effectively allow us to argue that in certain situations, two separate parts of a Ricci flow can evolve more or less independently, insulated from the effects of the other.

Recall that in Section 2, we always denote the hyperbolic metric on \( D \setminus \{0\} \) by \( g_{hyp} \).

**Lemma 2.3.** Suppose \( k \geq 1 \) and \( g(t) \) is any Ricci flow on \( D \) (respecting the conformal structure of \( D \)) with the property that \( g(0) \leq g_{hyp} \) on \( D \setminus D_{2\varepsilon} \). Then for all \( t \in [0, \frac{1}{2}] \), on the smaller annulus \( D_{1-\varepsilon} \setminus D_k \) we have

\[
g(t) \leq \frac{\pi^2}{2} g_{hyp}.
\]

Equivalently, working with respect to logarithmic conformal coordinates \( s \) and \( \theta \) (see Appendix A) and writing the Ricci flow as \( g(t) = e^{2u(s,\theta,t)}(ds^2 + d\theta^2) \), we claim that if \( u(s,\theta,0) \leq -\ln s \) for \( s \in (0, 2k] \) and all \( \theta \), then for all \( t \in [0, \frac{1}{2}] \) and \( s \in (0, k] \), and all \( \theta \), we have

\[
u(s,\theta,t) \leq \frac{1}{2} \ln \frac{\pi^2}{2} - \ln s.
\]

We stress that even if we assumed that \( g(0) = g_{hyp} \) on \( D \setminus D_{2\varepsilon} \), no lower bound of this type could be proved in this generality. It is convenient to weaken this lemma into the exact form we will require in applications to \( g_k(t) \). In practice, the Ricci flow \( g_k(t) \) will satisfy the hypotheses with the same \( k \).
Corollary 2.4. Suppose \( k \geq 1 \) and \( g(t) = e^{2u(s,t)}(ds^2 + d\theta^2) \) is any rotationally-symmetric Ricci flow on \( D \) with the property that \( u(s, 0) = -\log s \) for \( s \in (0, 2k] \). Then

1. for all \( t \in [0, \frac{1}{2}] \), we have \( u(k, t) \leq \frac{1}{2} \log 5 - \log k \);
2. for \( s \in (0, k] \) we have \( u(s, \frac{1}{2}) \leq \frac{1}{2} \log 10 - \log s \).

Proof. (Lemma 2.3.) The statement of the lemma may give the misleading impression that we are able to use some time-dependent dilation of \( g_{hyp} \) directly as a barrier, but this is not possible with no information about \( g(0) \) on \( D \setminus D_{e^{-2k}} \). Instead we consider the complete hyperbolic metric \( g_{e^{-2k}} \) on \( D \setminus D_{e^{-2k}} \), which can be seen to satisfy \( g(0) \leq g_{hyp} \leq g_{e^{-2k}} \) where it is defined, as in Section 2.1. By the first part of Lemma 2.2, we have

\[
g(t) \leq (1 + 2t) g_{e^{-2k}}
\]  

for all \( t \in [0, \frac{1}{2}] \). We need the exact expression

\[
ge_{e^{-2k}} = \left[ \frac{\pi}{2k \sin \left( \frac{\pi s}{2k} \right)} \right]^2 (ds^2 + d\theta^2)
\]

which allows us to translate (2.5) to

\[
u(s, t) \leq -\log \left[ \frac{2k \sin \left( \frac{\pi s}{2k} \right)}{\pi} \right] + \frac{1}{2} \log(1 + 2t).
\]  

Using the fact that \( \sin \left( \frac{\pi x}{2k} \right) \geq x \) for \( x \in [0, 1] \), we find that for \( s \in (0, k] \) and \( t \in [0, \frac{1}{2}] \), we have

\[
u(s, t) \leq -\log \left[ \frac{2s}{\pi} \right] + \frac{1}{2} \log(1 + 2t) \leq -\log s + \frac{1}{2} \log \left[ \frac{\pi^2}{2} \right].
\]

\( \Box \)

2.2.2 The cigar

It will be most convenient to take logarithmic polar coordinates \( s \) and \( \theta \) as defined in Appendix A (i.e. so that \( z = x + iy = e^{-(s+i\theta)} \), where \( x \) and \( y \) are the standard coordinates on the plane). In these coordinates, Hamilton’s cigar Ricci soliton metric can be defined to be \( e^{2C(s)}(ds^2 + d\theta^2) \), for \( s \in \mathbb{R} \), where

\[
C(s) := -\frac{1}{2} \log \left[ 1 + e^{2s} \right],
\]

and this induces the corresponding Ricci (soliton) flow

\[
(s, t) \mapsto C(s + 2t).
\]

In practice, we will need scaled (and translated) forms of the cigar, so for \( \lambda > 0 \), we define

\[
C_\lambda(s) := -\frac{1}{2} \log \lambda + C(s),
\]

which corresponds to scaling the curvature by a factor \( \lambda \). The subsequent Ricci (soliton) flow is

\[
(s, t) \mapsto C_\lambda(s + 2\lambda t).
\]
Remark 2.5. The conformal factor $C(s)$ has a number of obvious properties that we shall require, namely:

1. $\sup_{s\in \mathbb{R}} C(s) = 0$;
2. $C(s)$ is a decreasing function of $s$;
3. $C(s) \leq -s$ for all $s \in \mathbb{R}$;
4. $C(0) = -\frac{1}{2} \ln 2$;
5. $C(s) \geq -\frac{1}{2} \ln 2 - s$ for all $s \geq 0$.

2.2.3 Cigar barriers

The metric $g_{hyp}$ can be written with respect to $(s, \theta)$ coordinates as $g_{hyp} = e^{2u_{hyp}}(ds^2 + dt^2)$, for $s > 0$, where

$$u_{hyp}(s) = -\ln s.$$

We will construct the rotationally-symmetric metric $g_k(0)$ that will induce the Ricci flow $g_k(t) := e^{2u_k(s,t)}(ds^2 + dt^2)$ (for $s > 0$) by setting $u_k(s,0) = u_{hyp}(s)$ for $s \leq 2k$, and then extending $u_k(s,0)$ to $s > 2k$ as an appropriate function which for large enough $s$ will coincide with the conformal factor of an appropriately scaled and translated cigar.

In fact, for each $k$ we will be constructing two cigar Ricci soliton flows $C_k^{\text{lower}}(s,t)$ and $C_k^{\text{upper}}(s,t)$ which will be lower and upper barriers respectively for $u_k(s,t)$ over the range $(s,t) \in [k, \infty) \times [0, \frac{1}{2}]$, and so that $u_k(s,0)$ will coincide with $C_k^{\text{lower}}(s,0)$ for large enough $s$. The idea of using upper and lower cigar barriers in this way was introduced in [7].

To decide which cigars to take, we start with $C_k^{\text{upper}}$, and ask that at time $t = \frac{1}{2}$, it is ‘centred at $k$’, by which we mean that $C_k^{\text{upper}}(s, \frac{1}{2}) = C(s - k)$ for some $\lambda > 0$. We want to choose $\lambda$ just small enough so that $C_k^{\text{upper}}(k,t)$ really must lie above $u_k(k,t)$ for $t \in [0, \frac{1}{2}]$, and to this end, we set $\lambda = \frac{k^2}{10}$ to force

$$C_k^{\text{upper}}(s, t) = C_{\frac{s}{10}} \left( s - k + \frac{2k^2}{10} \left( t - \frac{1}{2} \right) \right) = C_{\frac{s}{10}} \left( s - k - \frac{k^2}{10} + \frac{2k^2 t}{10} \right).$$

Indeed, note that by Part 1 of Corollary 2.4 and Parts 2 and 4 of Remark 2.5 we have

$$u_k(k,t) \leq \frac{1}{2} \ln 5 - \ln k = C_{\frac{s}{10}}(0) = C_k^{\text{upper}}(k, \frac{1}{2}) \leq C_k^{\text{upper}}(k,t),$$

for $t \in [0, \frac{1}{2}]$. Then as long as we choose $u_k(s,0)$ so that

$$u_k(s,0) \leq C_k^{\text{upper}}(s,0) \quad \text{for } s \geq k,$$

we will be able to apply the comparison principle for $s \geq k$ (strictly speaking we should return to working on the disc $D_{e^{-t}}$ and apply it there, as in [7]) to deduce that

$$u_k(s,t) \leq C_k^{\text{upper}}(s,t),$$

for $s \geq k$ and $t \in [0, \frac{1}{2}]$.

We now turn to $C_k^{\text{lower}}$. We ask that at $t = 0$, this lower barrier be translated by the same amount as the upper barrier $C_k^{\text{upper}}$, and this forces us to take $C_k^{\text{lower}}(s,t) = C(s -
\( k - \frac{k^2}{10} + 2\lambda t \), for some \( \lambda > 0 \). We choose \( \lambda \) large enough so that \( \sup C_{k}^{\text{lower}} = -\frac{1}{2} \ln \lambda \) is a little lower than \( u_k(2k, 0) = u_{\text{hyp}}(2k) = -\ln(2k) = -\frac{1}{2} \ln(4k^2) \), and we can achieve this by taking \( \lambda = 5k^2 \), for example, giving

\[
\sup_{s \in \mathbb{R}} C_{k}^{\text{lower}}(s, 0) \leq u_k(2k, 0) = u_{\text{hyp}}(2k).
\]

This then determines

\[
C_{k}^{\text{lower}}(s, t) = C_{5k^2}^{*} \left( s - k - \frac{k^2}{10} + 10k^2 t \right).
\]

### 2.2.4 Definition of \( g_k(t) \)

Now that we are equipped with our cigar barriers \( C_{k}^{\text{upper}} \) and \( C_{k}^{\text{lower}} \) from (2.7) and (2.11), we are in a position to define rotationally-symmetric flows \( g_k(t) = e^{2u_k(s,t)}(ds^2 + d\theta^2) \) (for \( s > 0 \)) by determining the initial data \( u_k(\cdot, 0) \). We choose any smooth \( u_k(\cdot, 0) \) satisfying:

1. \( u_k(s, 0) = u_{\text{hyp}}(s) \) for \( s \in (0, 2k] \);
2. \( u_k(s, 0) \leq C_{k}^{\text{upper}}(s, 0) \) for all \( s \geq 2k \);
3. \( u_k(s, 0) \geq C_{k}^{\text{lower}}(s, 0) \) for \( s \geq 2k \).
4. \( u_k(s, 0) = C_{k}^{\text{lower}}(s, 0) \) for \( s \geq 3k \).

Clearly this can be done in a completely systematic way if desired. As we have mentioned already, the flows \( g_k(t) \) are taken to be the maximally stretched Ricci flows constructed in [6, Theorem 1.3] corresponding to the initial metrics \( g_k(0) \). Note that by the uniqueness of maximally-stretched solutions [6, Theorem 1.3], the flows must retain the rotational symmetry of the initial metrics. Strictly speaking, we will pass to a subsequence to obtain the Ricci flows \( g(k) \) of Theorem 1.3.

### 2.3 A priori estimates for \( g_k(t) \) and \( g_\infty(t) \), and a proof of Theorem 1.3

It is the sequence \( g_k(t) \) from Section 2.2.4 that we put into Lemma 2.1 to get a limit \( g_\infty(t) \). We should pause to verify the hypothesis that \( g_k(0) \geq g_{\text{poin}} \), but this is easy to see by inspection for large enough \( k \). Indeed for \( s \in (0, 2k] \), the maximum principle (or direct computation – see Appendix A) is telling us that

\[
u_k(s, 0) \geq u_{\text{hyp}}(s) \geq -\frac{1}{2} \ln 5k^2 + C(s - k - \frac{k^2}{10}) \geq -\frac{1}{2} \ln 5k^2 + C(s - k) \geq -\frac{1}{2} \ln 5k^2 - \frac{1}{2} \ln 2 - (s - 2k)
\]

\[
\geq -s + \ln 2 \geq -\ln \sinh s,
\]

and \( -\ln \sinh s \) is the conformal factor of \( g_{\text{poin}} \) (see Appendix A).
We are thus truly in a situation where we can apply Lemma 2.1 to extract a limit: There exists a Ricci flow \( g_\infty(t) \) on \( D \setminus \{0\} \) for \( t \in [0, \infty) \) with \( g_\infty(0) = g_{hyp} \) such that after passing to a subsequence, we have

\[
g_k(t) \to g_\infty(t)
\]

smoothly locally on \( (D \setminus \{0\}) \times [0, \infty) \) as \( k \to \infty \). This is to be the sequence and limit of Theorem 1.3, and we have already proved Part 1.

To prove Part 2 of Theorem 1.3, note that Lemma 2.1 also tells us that if there existed \( a > 0 \) such that \( g_\infty(t) \) were complete for all \( t \in [0, a] \), then we would have

\[
g_\infty(t) = (1 + 2t) g_{hyp},
\]

for all \( t \in [0, a] \), as desired. This completeness will be a consequence of:

**Lemma 2.6.** Given \( g_\infty(t) \) constructed as above as a subsequential limit of Ricci flows \( g_k(t) \) as defined in Section 2.2.4, we have

\[
g_\infty(t) \geq \frac{1}{10} g_{hyp}
\]

for all \( t \in [0, \frac{1}{100}] \).

Thus, modulo a proof of this lemma, we can take \( a = \eta = \frac{1}{100} \) to establish Part 2 of Theorem 1.3.

**Proof.** (Lemma 2.6.) The main ingredient is the lower cigar Ricci soliton defined by (2.11). By Parts 1 and 3 of the definition of \( g_k(0) \) from Section 2.2.4 (keeping in mind (2.10)) we know that the conformal factor \( u_k(s, t) \) of \( g_k(t) \) satisfies

\[
u_k(s, 0) \geq c^{lower}_k(s, 0) \quad \text{for all} \quad s > 0.
\]

(2.14)

The Ricci flows \( g_k(t) \) were constructed using [6, Theorem 1.3], and thus they are maximally stretched. But \( c^{lower}_k(s, t) \) induces a Ricci flow on the plane which can be restricted to \( D \), and which initially lies below \( g_k(0) \) by (2.14). By the definition of maximally stretched, or by Lemma B.1, it must continue to lie below, that is

\[
u_k(s, t) \geq c^{lower}_k(s, t) \quad \text{for all} \quad s > 0 \quad \text{and} \quad t > 0.
\]

In particular, for \( t \in [0, \frac{1}{100}] \), we have

\[
u_k(k, t) \geq c^{lower}_k(k, t) \geq c^{lower}_k(k, \frac{1}{100}) = c_{5k^2}(0) = -\frac{1}{2} \ln(5k^2) - \frac{1}{2} \ln 2
\]

\[
= -\ln k - \frac{1}{2} \ln 10.
\]

(2.15)

Given that \( u_k(s, 0) = -\ln s \) for \( s \in (0, k] \), we can now conclude the proof if we can use \( s \mapsto -\ln s - \frac{1}{2} \ln 10 \) as a lower barrier for \( u_k(s, t) \) over the time interval \( t \in [0, \frac{1}{100}] \), which would imply \( g_k(t) \geq \frac{1}{10} g_{hyp} \) on \( D \setminus D_{e^{-s}} \) and hence \( g_\infty(t) \geq \frac{1}{10} g_{hyp} \) on \( D \setminus \{0\} \) for all \( t \in [0, \frac{1}{100}] \), as desired.

To verify that \( s \mapsto -\ln s - \frac{1}{2} \ln 10 \) is a lower barrier for \( u_k(s, t) \) over the time interval \( t \in [0, \frac{1}{100}] \), we first note that just as in the proof of Lemma 2.1, we have \( g_k(t) \geq (1 + 2t) g_{poin} \geq g_{poin} \) for all \( t \geq 0 \), and thus \( u_k(s, t) \geq -\ln \sinh s \), which ensures that for each \( t \geq 0 \), the function \( u_k(s, t) \) converges to infinity at a \( k \)-independent rate as \( s \downarrow 0 \). We then consider, for each \( \delta > 0 \), the function \( l : (-\delta, k] \to \mathbb{R} \) defined by

\[
l(s) = -\ln(s + \delta) - \frac{1}{2} \ln 10,
\]
which satisfies $e^{-2t}l_{ss} = 10 > 0$ (i.e. $l$ is a subsolution of the Ricci flow). For $s \in (0, k]$, we have

$$l(s) < -\ln s - \frac{1}{2} \ln 10 \leq u_k(s, 0),$$

and for $t \in [0, \frac{1}{100}]$, we have

$$l(k) < -\ln k - \frac{1}{2} \ln 10 \leq u_k(k, t),$$

by (2.15). Then because $u_k$ solves $\frac{\partial u}{\partial t} = e^{-2u}u_{ss}$, the comparison principle forces it to remain above the function $l$, and we have for each $s \in (0, k]$ and $t \in [0, \frac{1}{100}]$ the required estimate

$$u_k(s, t) \geq l(s) = -\ln s - \frac{1}{2} \ln 10.$$

Having established Part 2, the next step in the proof of Theorem 1.3 is to establish Parts 3 and 4, which assert that the limit $(D \setminus \{0\}, g_\infty(t))$ is not complete for $t \geq 1$, and that $g_k(t)$ converges smoothly locally on $D \times [1, \infty)$ to an extension of $g_\infty(t)$ to the whole of $D$ for $t \geq 1$. For that, the main ingredients will be the upper cigar barrier $C_{k}^{upper}$ and a key estimate from [18]. The first step is:

**Lemma 2.7.** The Ricci flows $g_k(t)$ as defined in Section 2.2.4 satisfy

$$g_k \left( \frac{1}{2} \right) \leq 10g_{hyp}$$

on $D \setminus \{0\}$.

We stress that we do not have $g_k(0) \leq Mg_{hyp}$ on $D \setminus \{0\}$ for any $k$-independent constant $M < \infty$. We do have to wait a little until we have a good upper bound by a controlled multiple of $g_{hyp}$.

**Proof.** First, by (2.9) and Part 3 of Remark 2.5, we have

$$u \left( s, \frac{1}{2} \right) \leq C_{k}^{upper} \left( s, \frac{1}{2} \right) = C_k \cdot (s - k) = -\frac{1}{2} \ln \left( \frac{k^2}{10} \right) + C(s - k)$$

$$\leq -\ln k + \frac{1}{2} \ln 10 - (s - k)$$

$$\leq -\ln s + \frac{1}{2} \ln 10$$

for all $s \geq k$. On the other hand, by Part 2 of Corollary 2.4, we also have

$$u \left( s, \frac{1}{2} \right) \leq -\ln s + \frac{1}{2} \ln 10$$

for $s \in (0, k]$. Thus, we have established the required estimate for all $s > 0$. 

From time $t = \frac{1}{2}$ onwards, Lemma 2.7 will allow us to apply the following lemma, which is a special case of [18, Lemma 3.3], and applies without any rotational symmetry hypothesis.
Lemma 2.8. If \( g(t) = e^{2v(t)}|dz|^2 \) is any smooth Ricci flow on \( D \), for \( t \in [0, 1] \), with \( g(0) \leq g_{hyp} \) then there exists \( \beta < \infty \) universal such that

\[
\sup_{D_\frac{1}{2}} v(\cdot, t) \leq \frac{\beta}{t}
\]

for \( t \in (0, 1] \).

This will be the main ingredient required to uniformly control the conformal factors of the \( g_k(t) \) at time \( t = \frac{3}{4} \):

Lemma 2.9. The Ricci flows \( g_k(t) = e^{2v_k(t)}|dz|^2 \) as defined in Section 2.2.4 satisfy

\[
\sup_{D_{t/4}} v_k(\cdot, t) \leq C + t
\]

for \( t \geq \frac{3}{4} \) and for some universal \( C < \infty \).

No such uniform upper bound could possibly hold for any \( t \in [0, \frac{1}{100}] \).

Proof. Let us fix \( k \in \mathbb{N} \), and define a parabolically rescaled Ricci flow \([15, \S 1.2.3] \) by

\[
g(t) := \frac{1}{10} g_k \left( \frac{1}{2} + 10t \right)
\]

for \( t \geq 0 \). If we write \( g(t) = e^{2w}|dz|^2 \), then this makes \( v(\cdot, t) = -\frac{1}{2} \ln 10 + v_k(\cdot, \frac{1}{2} + 10t) \).

By Lemma 2.7 we have \( g(0) \leq g_{hyp} \), and hence by Lemma 2.8, we have

\[
\sup_{D_\frac{1}{2}} v \leq \frac{\beta}{t}
\]

for universal \( \beta < \infty \), and \( t \in (0, 1] \). Translating back from \( v \) to \( v_k \), we find that

\[
v_k \left( \cdot, \frac{3}{4} \right) = v \left( \cdot, \frac{1}{40} \right) + \frac{1}{2} \ln 10 \leq 40\beta + \frac{1}{2} \ln 10 =: \gamma,
\]

on \( D_{\frac{1}{2}} \). Now we take the complete, homothetically expanding Ricci flow \( G(t) = e^{2w}|dz|^2 \) on \( D_{\frac{1}{2}} \), for \( t \geq \frac{3}{4} \), defined by

\[
w(z, t) := \ln \left[ \frac{1}{1/4 - |z|^2} \right] + \frac{1}{2} \ln[\alpha + 2t],
\]

where the universal constant \( \alpha \in [1, \infty) \) is chosen large enough so that \( w(z, t) > \gamma \) for all \( t \geq \frac{3}{4} \) and \( z \in D_{\frac{1}{2}} \). Now

\[
w \left( \cdot, \frac{3}{4} \right) > \gamma \geq v_k \left( \cdot, \frac{3}{4} \right)
\]

so exploiting the fact that \( G(t) \) is the unique maximally stretched Ricci flow \([6]\) (or using the comparison principle Lemma B.1) we find that

\[
w(\cdot, t) \geq v_k (\cdot, t)
\]

on \( D_{\frac{1}{2}} \), for all \( t \geq \frac{3}{4} \), and thus

\[
\sup_{D_{t/4}} v_k(\cdot, t) \leq \ln \frac{16}{3} + \frac{1}{2} \ln[\alpha + 2t],
\]

for all \( t \geq \frac{3}{4} \), which is a little stronger than claimed in the lemma.
Now we have controlled the conformal factors $v_k$ near the origin for $t \geq \frac{3}{4}$, we see that just as in the proof of Lemma 2.1, parabolic regularity theory gives us $C^4$ control on $v_k$ for $t \in [1, T]$ (for arbitrary $T > 1$) within a fixed neighbourhood of the origin. Also as in the proof of Lemma 2.1, this allows us to pass to a further subsequence and get smooth local convergence of $g_k(t)$ to a limit Ricci flow on the whole space-time region $D \times [1, \infty)$.

We still call this extended limit $g_\infty(t)$. We have proved the following corollary, which implies Parts 3 and 4 of Theorem 1.3.

**Corollary 2.10.** The Ricci flow $g_\infty(t)$ on $D\setminus\{0\}$, constructed as above as a subsequential limit of Ricci flows $g_k(t)$ as defined in Section 2.2.4, can be extended smoothly for $t \geq 1$ to a Ricci flow on the whole disc $D$, and the extended Ricci flow is the smooth local (subsequential) limit of the flows $g_k(t)$ on $D \times [1, \infty)$.

Finally, we remark that the applications of parabolic regularity theory which gave the limit $g_\infty(t)$, and its extension across the origin for $t \geq 1$, imply immediately the curvature bounds of Part 5 of Theorem 1.3, which completes the proof.

### A Ricci flow in two-dimensions

Hamilton’s Ricci flow equation

$$\frac{\partial}{\partial t} g(t) = -2 \text{Ric}[g(t)] \quad (A.1)$$

for an evolving Riemannian metric $g(t)$ on a manifold $M$ simplifies in the case that $M$ is two-dimensional. The flow then preserves the conformal class of the metric and can be written

$$\frac{\partial}{\partial t} g(t) = -2Kg(t),$$

where $K$ is the Gauss curvature of $g(t)$. In this case, we may take local isothermal coordinates $x$ and $y$, and write the flow $g(t) = e^{2u}|dz|^2 := e^{2u}(dx^2 + dy^2)$ for some locally-defined scalar time-dependent function $u$ which will then satisfy the local equation

$$\frac{\partial u}{\partial t} = e^{-2u}\Delta u = -K. \quad (A.2)$$

We sometimes abuse terminology by referring also to $u$ itself as a Ricci flow. If we have upper and lower bounds for $u$ in some local region, then one can apply parabolic regularity theory (e.g. [13]) to obtain $C^k$ estimates on the interior.

In this paper, we are either considering standard coordinates $x$ and $y$ on the unit disc in the plane centred at the origin (or other rotationally symmetric subsets of the plane) or else the conformally equivalent logarithmic polar coordinates $s$ and $\theta$ on the plane punctured at the origin, defined by $z = x + iy = e^{-s+i\theta}$ for $s \in (0, \infty)$ or $s \in \mathbb{R}$, and $\theta \in \mathbb{R}/(2\pi\mathbb{Z})$.

In these coordinates we can write the conformal factors of the complete hyperbolic metrics $e^{2u(s)}(ds^2 + d\theta^2)$ on $D$, $D\setminus\{0\}$ and $D\setminus D_\varepsilon$, for $\varepsilon \in (0, 1)$, as

$$(D, g_{\text{poin}}) : \quad u(s) = -\ln \sinh s \quad s > 0$$

$$(D\setminus\{0\}, g_{\text{hyp}}) : \quad u(s) = -\ln s \quad s > 0$$

$$(D\setminus D_\varepsilon, g_\varepsilon) : \quad u(s) = -\ln \left[ \frac{-\ln \varepsilon}{\pi} \sin \left( \frac{s\pi}{-\ln \varepsilon} \right) \right] \quad s \in (0, -\ln \varepsilon).$$

We see that $g_{\text{poin}} \leq g_{\text{hyp}} \leq g_\varepsilon$, although this can be seen without computation via the maximum principle because $D\setminus D_\varepsilon \subset D\setminus\{0\} \subset D$. 
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B Comparison principle

The following standard comparison principle is a corrected version of [5, Theorem A.1].

Lemma B.1 (Direct comparison principle). Let \( \Omega \subset \mathbb{R}^2 \) be an open, bounded domain and for some \( T > 0 \) let \( u \in C^{1,2}(\Omega \times (0,T)) \cap C(\Omega \times [0,T]) \) and \( v \in C^{1,2}(\Omega \times (0,T)) \cap C(\Omega \times [0,T]) \) both be solutions of the Ricci flow equation (A.2) for the conformal factor of the metric. Furthermore, suppose that there exists some function \( V \in C(\Omega) \) with \( V(x) \to \infty \) as \( x \to \partial \Omega \) such that for each \( t \in [0,T] \) we have \( v(x,t) \geq V(x) \) for all \( x \in \Omega \).

If \( v(x,0) \geq u(x,0) \) for all \( x \in \Omega \), then \( v \geq u \) on \( \Omega \times [0,T] \).

Proof. (Adjustment of that in [5].) For every \( \varepsilon > 0 \) consider

\[
v_{\varepsilon}(x,t) := v \left( x, -\frac{1}{\varepsilon} \ln(\varepsilon t + 1) \right) + \frac{1}{2} \ln(\varepsilon t + 1) \quad \text{for all } (x,t) \in \Omega \times [0,T],
\]

which is well-defined since \( \frac{1}{\varepsilon} \ln(\varepsilon t + 1) \leq t \) for all \( t \geq 0 \). Observe that \( v_{\varepsilon} \) is a slight modification of \( v \), with \( v_{\varepsilon}(. ,0) = v(\cdot ,0) \), and \( v_{\varepsilon} \) converges pointwise to \( v \) as \( \varepsilon \to 0 \), but in contrast to \( v \) it is a strict supersolution of (A.2):

\[
\left( \frac{\partial}{\partial t} v_{\varepsilon} - e^{-2v_{\varepsilon}} \Delta v_{\varepsilon} \right)(x,t) = \frac{1}{\varepsilon t + 1} \left( \frac{\partial}{\partial t} v - e^{-2v} \Delta v \right)(x,t) + \frac{\varepsilon}{2(\varepsilon t + 1)} \geq 0 \quad \text{for } (x,t) \in \Omega \times [0,T]. \tag{B.1}
\]

We are going to prove \( (v_{\varepsilon} - u)(x,t) \geq 0 \) on \( \Omega \times [0,T] \) and conclude the theorem’s statement by letting \( \varepsilon \to 0 \).

Since by hypothesis \( u \) is continuous on \( \bar{\Omega} \times [0,T] \) and (for each \( t \in [0,T] \)) \( v_{\varepsilon}(\cdot ,t) \geq V \), where \( V \) blows up near the boundary \( \partial \Omega \), there must exist a subdomain \( \Omega' \subset \subset \Omega \) so that

\[
(v_{\varepsilon} - u)(x,t) \geq 1
\]

throughout \( (\Omega \setminus \Omega') \times [0,T] \). Now assume that \( (v_{\varepsilon} - u) \) becomes negative in \( \Omega \times [0,T] \), and define the time \( t_0 \) at which \( (v_{\varepsilon} - u) \) first becomes negative by

\[
t_0 := \inf \left\{ t \in [0,T] : \min_{x \in \Omega} (v_{\varepsilon} - u)(x,t) < 0 \right\} \in [0,T].
\]

Then there exists a minimum \( x_0 \in \Omega \) of \( (v_{\varepsilon} - u)(\cdot , t_0) \) where

\[
(v_{\varepsilon} - u)(x_0,t_0) = 0, \quad \Delta(v_{\varepsilon} - u)(x_0,t_0) \geq 0 \quad \text{and} \quad \frac{\partial}{\partial t}(v_{\varepsilon} - u)(x_0,t_0) \leq 0.
\]

Subtracting the Ricci flow equation (A.2) from (B.1) at this point \( (t_0, x_0) \), we find

\[
0 < \left( \frac{\partial}{\partial t} v_{\varepsilon} - e^{-2v_{\varepsilon}} \Delta v_{\varepsilon} \right)(x_0,t_0) - \left( \frac{\partial}{\partial t} u - e^{-2u} \Delta u \right)(x_0,t_0)
\]

\[
= \frac{\partial}{\partial t}(v_{\varepsilon} - u)(x_0,t_0) - e^{-2u(x_0,t_0)} \Delta(v_{\varepsilon} - u)(x_0,t_0) \leq 0,
\]

which is a contradiction. Therefore \( v_{\varepsilon} \geq u \) on \( \Omega \times [0,T] \), and the corresponding statement for \( v \) follows by letting \( \varepsilon \to 0 \). \( \square \)
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