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This study investigates the motives behind the degrees of molecular pollution during the COVID-19 pandemic, which persisted from 1 January 2020 to 31 December 2020. A spatial Durbin file model is used linked to an edge backslide model in this article to find the widely inclusive and nearby consequences of present-day plan and urbanization on nonrenewable energy source by things. The outcomes are discussed next: both were available in modern-day plan and urbanization from a generally inclusive standpoint. The geological consequences of CO₂ emissions were concentrated on utilizing information from 22 European countries somewhere in the range of 1990–2020, and all through the examination cycle, the Durbin spatial model was discovered. Although factors such as gross domestic product per capita, urbanization, and energy power impact CO₂ emissions, exchange receptivity stays unaltered. The findings will fill in as critical repercussions for state-run administrations, wellbeing experts, and regulators in the war against the return of COVID-19 in Europe. The great number of suggestions were worthless since the concept integrated six money-connected creation assessments into a coordinated arrangement. There is information to indicate that CO₂ emissions are associated with money-related events in neighboring nations.
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INTRODUCTION

There is an increase in global temperature due to the addition and collection of ozone-draining substances in the environment which all contribute to a constant state of flux. The concept of natural SPE, methane, nitrous oxide, and CO₂ are common ozone-depleting gases emitted by mechanical processes, such as those found in power plants and vehicles. Approximately 75% of ozone-depleting chemical emissions come from CO₂ emissions (Abbasi, 2016), and global temperatures have already reached 1.5°C, which is extraordinarily high. According to the findings, financial development stimulates money-related development, which boosts oil premiums and results in increased CO₂ emissions (Sadorsky, 2010; Islam et al., 2013; Tang and Tan, 2015; Le et al., 2020). By decreasing incoming expenses and increasing liquidity for reported ventures, cash-related advancement lowers credit focus and allows them to construct yield. As a result, financial regard develops, resulting in increased energy consumption and CO₂ emissions. Furthermore, there is a strong link between monetary growth and ecological degradation, implying that monetary improvement is linked to a baseline expansion in CO₂ emissions, followed by a decline as the economy grows, resulting in an EKC with a swapped U-shape (Orubu and Omotor, 2011). There are two approaches to understand the link between cash-related activities and money development, as represented by hypothetical
strategies: first, the money-related advancement of a region is triggered by monetary development. In addition, the development of cash provides a fundamental framework for the growth of money (Goldsmith, 1969). While most experts agree that monetary progress is essential for mechanical advancement, it also allows businesses and governments to acquire earth-useful innovations, and finance also stimulates interest in energy-efficient advances capable of minimizing the negative impact of petrol subordinates, so improving the air quality or environmental quality (Jalil and Feridun, 2011; Tang and Tan, 2015; Acheampong, 2019; Sun et al., 2021). In order to reduce Chile’s dependence on imported nonrenewable energy sources, the country’s policymakers should actively encourage the development of low-carbon technologies and renewable energy investments, particularly in sectors that are more energy-intensive and are causing an increase in consumption-based CO2 emissions (Kirikkaleli et al., 2021). Ongoing commitments in this sector have advised against using biological review strategies to investigate air pollution and COVID-19 credulously. In light of the pandemic’s astonishing progress, strategic isolation and lockdowns have been imposed around the globe, resulting in crucial global and local financial disruptions. Air quality improvements have been declared in several urban communities where strategic isolation and lockdowns have been required, in accordance with the reverse relationship between money, mobility, and air quality. CO2 emissions and renewable energy are mutually exclusive. However, CO2 emissions correlated positively with nonrenewable and actual GDP growth. The circumlocutory and geographical flood effects of monetary change on CO2 emissions are missed by the standard board econometric approaches; thus, spatial econometric models are more vital and capable (Meng et al., 2017; You and Lv, 2018). Geopolitical risk has a direct impact on carbon emissions in India. Geopolitical risk increases environmental deterioration in the intermediate quantiles while decreasing environmental degradation in the lower and higher quantiles. Demand for nonrenewable energy is driving up emissions, while demand for renewable energy is driving them down. The economic development and renewable and nonrenewable energy uses are linked via a feedback mechanism in the panel causality analysis (Bekun et al., 2018). Several studies have already combined data from ground-based equipment and satellites to estimate SO2 levels. We were expecting a mixed or even inconsistent evaluation, given that most research projects in this sector use a standard and unambiguous board data assessment that ignores the geographical dependence of the data (Lv and Li 2021). Tourism, GDP, and foreign direct investment all degrade the natural environment. According to the causality study, tourism and carbon dioxide emissions are linked in a one-way causal relationship. FDI and carbon dioxide emission share a similar causation pattern with urbanization and carbon dioxide emission. Our next step is to look at the numerous heterogeneous effects of monetary policy on CO2 emissions using various financial movement signals. In regard to global air quality, the lockdowns are the “largest scale trial of all time.” They also serve as models for what to expect in future arrangements. The Eurozone’s environment deteriorates as a result of financial inclusion. Both economic expansion and the use of renewable energy contribute to environmental damage (Faried et al., 2020). According to these findings, earlier studies have only considered short-term changes in CO2 emissions caused by changes in the value of a country’s currency while neglecting its longer-term flooding effect on CO2 emissions. Several additional financial and environmental requirements have been added to the content of this study. According to our research, this is the first piece to examine the influence of financial expansion on CO2 emissions from a local standpoint. As a result, we are investigating the relationship between financial development and CO2 emissions from a board-level viewpoint. The ongoing and fresh COVID-19 epidemic has had a significant impact on our day-to-day activities and financial planning. Legislators have imposed lockdown measures to stop the spread of the disease, such as closing down workplaces, educational institutions, restaurants, and other places where people congregate to communicate, and all conditions of the European Association had imposed some form of developmental restriction (Sun and Razzaq, 2022).

Below is an explanation of the rest of this article’s structure. A writing study on the impact of monetary growth on CO2 emissions can be found in Section 2, while the evidence test and trial templates used in Section 3 are shown in Section 4, and the scientific findings are presented in Section 5, which wraps up the investigation and makes several recommendations for the framework.

LITERATURE REVIEW

There is growing evidence that money-related changes have an impact on CO2 emissions, and this section summarizes some key results on the impact of increased financial resources on CO2 outflows and regular contamination. In addition, the previous tests appear to be substantially comparable on the basis of the fact that geographical dependence on information and nations using conventional board data as well as other econometric methodologies was ignored. While no nation is truly isolated, geographic econometric models should be considered as relying on data from several regions to avoid skewed findings. Renewable energy is hailed as a cure for reducing pollution since it has a statistically significant negative correlation with CO2 emissions throughout the time period under study (Bekun et al., 2021a). To cope with the challenges caused by spatial dependency between credits, standard procedures like ordinary least squares (OLS) and summary methodology for second (GMM) are ineffective. When GDP development is prioritized over environmental quality, we get the EKC phenomena. In terms of causation, GDP growth and carbon emission follow a feedback Granger causality, whereas energy intensity and carbon emission follow a similar causality (Bekun et al., 2021b). The momentum research will next use spatial econometric approaches to look at the impact of money-related improvements on CO2 emissions. GMM was used by Yuxiang and Chen (2011) to
examine the impact of money-related improvements on petroleum derivative side effects in China, and results revealed that financial progress, as controlled by the extent of bank credits to GDP, the extent of private advances to GDP, and the extent of non-private GDP, reduces the impact of fossil fuel byproducts. According to the most recent statistics, there were 67,618,431 confirmed COVID-19 cases worldwide, with 1,544,985 deaths thus far. The United States has declared the most positive cases so far, followed by India, Brazil, Russia, France, and Italy. There is evidence that the amount of petroleum derivative side effects in Pakistan decreases when the amount of fluid liabilities and private area advances to GDP increases, as determined by Jalil and Feridun (2011), using the ARDL method. In the first place, the positive shocks of innovation disrupt CO₂ emissions’ harmful ramifications, while the negative shocks impair the ecological quality. Second, globalization and REC reduce CO₂ emissions, which improves ecological quality. Third, FDI and FFC demonstrate the direct link between CO₂ emissions and the pollution issue, making the pollution issue even more worrisome (Weimin et al., 2021). In regard to working on money-related events and financial new developments, energy use plays a significant role. It also produces large emissions that countries might increase their energy production even more by improving energy efficiency. The presentation of oil venture subsidy programs, energy steadiness, and energy base movement can be modified to achieve monetary alterations and GDP growth in Sub-Saharan African countries. Positive and negative shocks have a considerable impact on environmental quality in both the short and long terms, according to the results from NARDL’s method. Shahbaz et al. (2013a) investigated in Indonesia the link between financial activities and nonrenewable energy source outcomes using ARDL and Granger causality considerations. According to their findings, money-related change is necessary to spur environmentally friendly innovation, which reduces CO₂ emissions and enhances natural utility. Although globalization, energy use, commerce, and GDP development all have positive short-term correlations, a review of fuel importation also reveals a negative association with the ecological imprint of the global economy (Rehman et al., 2021a). Shahbaz et al. (2013b) used the cutoff points to look at the technique to deal with, examining the co-integration between monetary events and CO₂ increases in Malaysia, and found that CO₂ release, monetary events, energy consumption, and monetary development have had significant run links for a long time, as evidenced. There is a positive correlation between Pakistan’s economic development and nuclear energy, according to short-run estimates, whereas the remaining factors revealed a negative correlation. In order to deal with the issue of GHG emissions, it is essential to have a conservative policy and financial assistance (Weimin et al., 2021). A decrease in CO₂ emissions is also seen from the data. An increased use of power and increased financial resources destroy CO₂ pollution. Air pollution poses substantial health risks to humans, such as heart and lung diseases and a variety of other ailments. Ziaei (2015) found that stock return rate stagers affect energy use, particularly in long-horizon situations with East Asian-Pacific countries present. It takes a long time for positive shocks to the output of cereal crops to have a detrimental influence on air quality because they increase carbon dioxide emissions, but negative shocks have no effect at all. China’s carbon dioxide emissions are unaffected by shocks to forests, ironically (Rehman et al., 2021b). Additionally, Al-Mulali et al. (2015) used co-integration tests and FMOLS to discover that homegrown credit to the private sector raises the production of fossil fuel byproducts in 129 different countries. Furthermore, it is possible that air pollution is directly linked to the number of sickness cases. According to Abbasi and Riaz, (2016), the economic growth in Pakistan resulted in decreased CO₂ emissions because of the use of ARDL and VAR. They used hard and quick credit, private area credit, security, market capitalization, and trade protections to deal with the new financial development. CO₂ emissions induced the environmental Kuznets curve theory for each of the four sectors of the economy. In addition, financial development and urbanization have been shown to increase CO₂ emissions, whereas technical innovation is needed to reduce sector-based CO₂ emissions (Mursheed et al., 2022a). The causality test was used to determine if there was a two-way causation between the local acknowledgment of private space and CO₂ pollution by who also used a measurement of BRIC economies’ financial progress as a proxy. They have rigged things such that the growth of the banking sector increases CO₂ emissions. Ahmad et al. (2018) achieved a similar outcome by extending local loans to the private sector to address money-related issues. They used the ARDL and ECM techniques to find that China’s nonrenewable energy outcome was energized by financial development. The country’s long-term growth is negatively impacted by CO₂ emissions from the transportation industry. It was revealed that positive shocks to CO₂ emission statistics from the transportation sector slowed the long-term economic growth in Pakistan, whereas negative shocks were shown to speed up both short- and long-term economic progress in this example (Rehman et al., 2021c). Ehigiamusoe and Lean (2019) examined in 122 nations the impact of monetary change on fossil fuel byproducts, discovering that financial progress ruined petroleum derivative results over time. Analyzed station-based data on air quality in 34 countries and discovered that NO₂ and PM2.5 concentrations have increased by 60 and 31%, respectively, due to increased centralization. The long-term relationships between renewable power generation, economic globalization, economic growth, and urbanization, as well as emissions of carbon dioxide due to energy production, were confirmed by the econometric analysis (Mursheed et al., 2022b). Most recently, monitored a 9.1% drop in NO₂ convergence 90 days after the lockdown using an example of 174 nations. While petroleum product outcomes have fallen in high-paying countries, as the research shows, they have increased in low- and mid-paying countries. An investigation in 24 MENA nations was conducted by Charfeddine and Kahia (2019) to
investigate the causative link between energy consumption that is safe for the ecosystem and monetary activities such as CO₂ emissions, and the financial turn of events. Rehman et al. (2022) have observed that the variable population growth, economic growth, rural population growth, and livestock output had a positive correlation with CO₂ emissions in the short-term inquiry. The increase in both animal production and energy use have a favorable impact on long-term CO₂ emissions, as does population growth, economic growth, rural population expansion, and livestock production. On a board vector autoregressive approach, the review’s findings show that activities involving money and the use of environmentally friendly electricity have tight ties with CO₂ release. Adebayo et al. (2022a) observed that monetary development and nonrenewable energy usage add to the debasement of the climate, while globalization and sustainable power use help to control the corruption of the climate. The most obvious link in the epidemic is the sharp decline in emissions, which corresponds to a decline in the overall interest and consumption compared to the situation when GDP and outflows were separated. When looked at the reasons for population growth and urbanization as well as their links to CO₂ emissions, they uncovered a wealth of information. They discovered that the adverse impacts of petroleum products had enormously favorable links with various parameters. For the second technique to break down the influence of financial market development on nonrenewable energy source result power in 83 countries between 1980 and 2015, Acheampong et al. (2020) used the instrumental variable summary method (GMM). Important issues include the definition of health endpoints and recurrence metrics to define and quantify COVID-19 in the population. The FDI affects CO₂ emissions in both good and bad ways, and as a result, the costs rise and the problem of pollution resurfaces (Rehman et al., 2021d). Adebayo (2022b) found that i) REC improves environmental quality, ii) fossil fuels harm environmental quality, and (iii) FDI inflows improve environmental quality at all frequencies. Air pollution’s potential negative impact on the COVID-19 pandemic is the cause for grave concern. Zhao and Yang (2020) used a static and dynamic inquiry to look at the relationship between financial events and CO₂ emissions at the Chinese public level. The stunning findings show that the progress made in regional money has had little effect on CO₂ emissions, as a result of lowering environment friendliness standards and narrowing the scope of environmental requirements in the United States (Utility Jump 2020). There is a strong correlation between CO₂ emissions and globalization, tourist arrivals, economic expansion, and energy consumption in the majority of quantiles, according to quantile causality results. Lv and Li (2021) used a board data spatial econometric approach for 97 countries from 2000 to 2014 to explore the impact of financial change on CO₂ pollution and concluded that there is a geographical association between CO₂ emissions via countries during this period. They also demonstrated that the CO₂ emissions of a country may be affected by the financial progress of its neighbors. A worldwide integration of economic and financial factors for natural resource-related and environmentally friendly goods and services is supported by the study’s findings (Adebayo et al., 2022c). Researchers from studied the regional distribution of CO₂ emissions that when energy productivity improved, all six financial development metrics became more significant, resulting in increased CO₂ emissions despite their negative flood implications. According to the EU27 and UK saw an emanation decay of 12.7% in the first half of 2020, largely due to changes in ground transportation, with France, Spain, and Italy seeing the largest declines. Between 1 January and 31 July 2020, CO₂ outflow decreases in Europe were around 10.3%, with the bulk of declines coming from ground transportation and air travel, according to a study by Guevara et al. (2020).

**METHODOLOGY AND DATA ANALYSIS**

**Empirical Model**

In this research, the logarithm of the carbon emission (lnCO₂) is measured to be a purpose of some illuminating variables counting the logarithm of GDP per capita (lnGDPP), the rectangle form of GDP per capita (lnGDPP²), urbanization (lnURB), trade openness (lnOPE), energy intensity (lnENER), and financial development (lnFD) so that the experimental model of the CO₂ emission model is as follows:

\[
\begin{align*}
\text{lnCO}_2 & = \beta_1 + \beta_2 \text{lnGDPP} + \beta_3 \text{lnNER} + \beta_4 \text{lnOPE} + \\
& + \beta_5 \text{lnURB} + \beta_6 \text{lnFD} + c_i (\text{optional}) + \alpha_i (\text{optional}) + \nu_t. 
\end{align*}
\]

(1)

When we regard monetary growth as a free factor, the ecological efficiency is turned U-shaped, so the negative coefficient of the squared kind of gross domestic product per capita in the CO₂ emanation situation is hypothetically discussed and should be investigated, according to the natural Kuznets (EKC) conjecture. In either case, as the economy develops, the condition of the atmosphere first deteriorates and then changes (Grossman and Krueger, 1995; Lee et al., 2010). Other factors such as urbanization, energy force, and trade openness are often used as illustrative factors for CO₂ emissions in the literature (Epule et al., 2012; Chakravarty and Tavoni, 2013; Solarin et al., 2017; Acheampong, 2019; Kayani et al., 2020).

\[
\begin{align*}
\text{lnCO}_2 & = \beta_1 + \beta_2 \text{lnGDPP} + \beta_3 \text{lnNER} + \beta_4 \text{lnOPE} + \\
& + \beta_5 \text{lnURB} + \beta_6 \text{lnFD} + \beta_7 (\text{lnFD} \times \text{lnNER}) + \\
& + c_i (\text{optional}) + \alpha_i (\text{optional}) + \nu_t. 
\end{align*}
\]

(2)

To surface the different accepts of the effectiveness of financial development on CO₂ emission in depth, the interaction terms of energy intensity and financial development are entered in the new form of the CO₂ emission model of Equation-2, where (lnFD × lnNER) shows the interaction term, while the coefficient for (lnFD × lnNER) indicates the relationship between financial growth and energy use. On the one hand, financial development will reduce CO₂ emissions by encouraging firms to adopt environmentally friendly technologies (Tamazian...
TABLE 1 | Creations of new variables.

| Variable        | Variable constructed                                      | Source     |
|-----------------|----------------------------------------------------------|------------|
| $\ln CO_{2it}$  | $\ln CO_{2it} = \log (CO_{2it})$                         | SDG        |
| $\ln GDP_t$     | $\ln GDP_t = \log (GDP_t)$                              | WDI        |
| $\ln URB_t$     | $\ln URB_t = \log (URB_t)$                              | WDI        |
| $\ln OPE_t$     | $\ln OPE_t = \log (OPE_t)$                              | WDI        |
| $\ln ENER_t$    | $\ln ENER_t = \log (ENER_t)$                            | IMF        |
| $\ln FID_t$     | $\ln FID_t = \log (1 + 100 \times FID_t)$               | IMF        |
| $\ln FA_t$      | $\ln FA_t = \log (1 + 100 \times FA_t)$                | IMF        |
| $\ln FIE_t$     | $\ln FIE_t = \log (1 + 100 \times FIE_t)$               | IMF        |
| $\ln FIF_t$     | $\ln FIF_t = \log (1 + 100 \times FIF_t)$               | IMF        |
| $\ln FMD_t$     | $\ln FMD_t = \log (1 + 100 \times FMD_t)$               | IMF        |
| $\ln FMA_t$     | $\ln FMA_t = \log (1 + 100 \times FMA_t)$               | IMF        |
| $\ln FME_t$     | $\ln FME_t = \log (1 + 100 \times FME_t)$               | IMF        |
| $\ln GDP_{it}$  | GDP = GDP per capita in 2010 prices in the country $i$ in period $t$ |
| $\ln CO_{2it}$  | $CO_{2it} = $CO_{2} emissions (metric tons per capita) in the country $i$ in period $t$ |

WDI, World Development Indicators; https://datacatalog.worldbank.org/dataset/world-development-indicators.

TABLE 2 | Summary statistics over the years 1990–2020.

| Variable       | Mean   | Median | Maximum | Minimum | Std. dev | Observations |
|----------------|--------|--------|---------|---------|----------|--------------|
| $\ln CO_{2it}$ | 1.755  | 1.836  | 3.205   | -0.790  | 0.606    | 989          |
| $\ln GDP_t$    | 9.674  | 9.804  | 11.626  | 7.022   | 1.101    | 989          |
| $\ln URB_t$    | 4.212  | 4.226  | 4.585   | 3.676   | 0.401    | 989          |
| $\ln OPE_t$    | 4.520  | 4.476  | 6.012   | 3.113   | 0.440    | 989          |
| $\ln ENER_t$   | 1.687  | 1.596  | 3.285   | 0.428   | 0.482    | 989          |
| $\ln FID_t$    | 3.304  | 3.392  | 4.615   | 0.637   | 0.949    | 989          |
| $\ln FA_t$     | 3.897  | 4.062  | 4.615   | 1.615   | 0.617    | 989          |
| $\ln FIE_t$    | 4.131  | 4.205  | 4.615   | 2.444   | 0.294    | 989          |
| $\ln FMD_t$    | 2.912  | 3.187  | 4.606   | 0.102   | 1.322    | 989          |
| $\ln FMA_t$    | 2.788  | 3.505  | 4.615   | 0.001   | 1.560    | 989          |
| $\ln FME_t$    | 2.606  | 3.268  | 4.615   | 0.001   | 1.841    | 989          |

TABLE 3 | LR statistics in the spatial and time-period fixed-effect model.

| Spatial fixed effects | Time-period fixed effects |
|-----------------------|---------------------------|
| Model A1              | 237.678 (0.001***         |
| Model A2              | 238.356 (0.001***         |
| Model A3              | 245.222 (0.001***         |
| Model A4              | 237.193 (0.001***         |
| Model A5              | 237.031 (0.001***         |
| Model A6              | 237.540 (0.001***         |
| Model A7              | 234.856 (0.001***         |
| Model B1              | 317.248 (0.001***         |
| Model B2              | 269.565 (0.001***         |
| Model B3              | 238.945 (0.001***         |
| Model B4              | 268.006 (0.001***         |
| Model B5              | 261.394 (0.001***         |
| Model B6              | 224.749 (0.001***         |

$p$ values, ***, **, and * show significance at 1, 5, and 10% levels, respectively.

***shows significance at 1% level.

et al., 2009; Tamazian and Rao, 2010), but, on the other hand, improved financial sector leads to cheaper access to credit for the purchase of new machinery and equipment (Sadorsky, 2010; Sadorsky, 2011; Acheampong, 2019). The following is how energy intensity impacts carbon emissions:

$$d (\ln CO_{2it}) = \beta_6 \ln FID_t.$$  

Higher-energy intensity is supposed to have a positive impact on CO2 emissions because energy intensity is a metric of energy quality, and a higher value of this index equals more CO2 emissions, so the coefficient six should be positive. However, if the financial market develops to stimulate pro-environmental infrastructure, the coefficient seven is negative, and the energy intensity’s initial positive effects are diminishing. The consequences of CO2 emissions are
### TABLE 4 | The spatial lag in the spatial and time-period fixed-effect model.

| Model   | Pooled OLS | Spatial fixed effects | Time-period fixed effects | Spatial and time-period fixed effects |
|---------|------------|-----------------------|---------------------------|--------------------------------------|
| A1      | 46.777     | (0.001***)            | 55.075 (0.001***)         | 2.729 (0.099)                        | 14.469 (0.001***)                   |
| A2      | 42.704     | (0.001***)            | 56.020 (0.001***)         | 2.254 (0.133)                        | 13.740 (0.001***)                   |
| A3      | 36.029     | (0.001***)            | 55.883 (0.001***)         | 1.116 (0.291)                        | 14.101 (0.001***)                   |
| A4      | 45.511     | (0.001***)            | 55.814 (0.001***)         | 2.653 (0.103)                        | 14.932 (0.001***)                   |
| A5      | 64.137     | (0.001***)            | 56.308 (0.001***)         | 5.873 (0.015)                        | 14.089 (0.001***)                   |
| A6      | 67.220     | (0.001***)            | 56.093 (0.001***)         | 5.910 (0.015)                        | 14.786 (0.001***)                   |
| A7      | 35.773     | (0.001***)            | 55.630 (0.001***)         | 1.419 (0.234)                        | 14.983 (0.001***)                   |
| B1      | 36.912     | (0.001***)            | 61.579 (0.001***)         | 3.044 (0.083)                        | 13.162 (0.001***)                   |
| B2      | 39.377     | (0.001***)            | 61.199 (0.001***)         | 3.194 (0.074)                        | 16.006 (0.001***)                   |
| B3      | 51.075     | (0.001***)            | 54.669 (0.001***)         | 3.472 (0.062)                        | 13.352 (0.001***)                   |
| B4      | 71.782     | (0.001***)            | 56.102 (0.001***)         | 9.774 (0.002**)                      | 9.628 (0.002***)                    |
| B5      | 77.867     | (0.001***)            | 56.626 (0.001***)         | 10.971 (0.001**)                     | 12.946 (0.001***)                   |
| B6      | 16.593     | (0.001***)            | 47.859 (0.001***)         | 0.001 (0.974)                        | 13.794 (0.001***)                   |

p values, ***, **, and * show significance at 1, 5, and 10% levels, respectively. Authors’ estimations.

### TABLE 5 | Spatial error in the spatial and time-period fixed-effect model.

| Model   | Pooled OLS | Spatial fixed effects | Time-period fixed effects | Spatial and time-period fixed effects |
|---------|------------|-----------------------|---------------------------|--------------------------------------|
| A1      | 1.929      | (0.165)               | 13.960 (0.001***)         | 0.732 (0.392)                        | 4.710 (0.030**)                     |
| A2      | 1.768      | (0.184)               | 14.567 (0.001***)         | 0.668 (0.414)                        | 4.356 (0.037**)                     |
| A3      | 1.710      | (0.191)               | 10.522 (0.001***)         | 0.798 (0.372)                        | 3.178 (0.075**)                     |
| A4      | 2.167      | (0.141)               | 15.031 (0.001***)         | 0.812 (0.367)                        | 5.217 (0.022**)                     |
| A5      | 3.999      | (0.046**)             | 14.977 (0.001***)         | 2.004 (0.157)                        | 4.601 (0.032**)                     |
| A6      | 5.335      | (0.021**)             | 14.445 (0.001***)         | 3.277 (0.070*)                       | 4.838 (0.028**)                     |
| A7      | 4.032      | (0.045**)             | 15.970 (0.001***)         | 2.290 (0.130)                        | 6.484 (0.011**)                     |
| B1      | 2.860      | (0.091)               | 15.832 (0.001***)         | 1.780 (0.182)                        | 1.891 (0.169)                       |
| B2      | 12.365     | (0.001***)            | 10.226 (0.001***)         | 10.486 (0.001***)                    | 1.987 (0.159)                       |
| B3      | 2.163      | (0.141)               | 14.225 (0.001***)         | 0.895 (0.344)                        | 4.006 (0.045**)                     |
| B4      | 1.133      | (0.287)               | 14.909 (0.001***)         | 0.494 (0.482)                        | 1.861 (0.172)                       |
| B5      | 3.191      | (0.074*)              | 15.015 (0.001***)         | 2.128 (0.145)                        | 3.730 (0.053*)                      |
| B6      | 2.503      | (0.114)               | 12.035 (0.001***)         | 1.088 (0.297)                        | 5.607 (0.018**)                     |

p values, ***, **, and * show significance at 1, 5, and 10% levels, respectively. Authors’ estimations.

### TABLE 6 | Hausman test results.

| Model   | Model A1 | Model A2 | Model A3 | Model A4 | Model A5 | Model A6 | Model A7 |
|---------|----------|----------|----------|----------|----------|----------|----------|
| Hausman test statistic for the spatial lag | 309.862  | 150.682  | 149.066  | 239.757  | 226.023  | 174.785  | 136.632  |
| (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         |
| Hausman test statistic for the spatial Durbin | 85.572  | 210.674  | 7.622  | 108.805  | 88.954  | 90.537  | 107.444  |
| (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         |
| —                   | —        | Model B1  | Model B2  | Model B3  | Model B4  | Model B5  | Model B6  |
| Hausman test statistic for the spatial lag | —        | 144.3372 | 108.8459 | 355.8821 | 630.5623 | 299.4728 | 124.9457  |
| —                   | —        | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         |
| Hausman test statistic for the spatial Durbin | —        | 187.6312 | 38.13154 | 110.46  | 228.7038 | 503.6572 | 150.9935  |
| —                   | —        | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         | (0.001***)         |

p values, ***, **, and * show significance at 1, 5, and 10% levels, respectively. Authors’ estimations.

***shows significance at 1% level.
investigated using a spatial econometric model, with a focus on financial growth metrics. A spatial panel model could have a lagged dependent variable or adopt a spatially autoregressive mechanism in the error word, according to the spatial Durbin model, which involves spatially lagged independent variables, was developed by LeSage and Pace (2009). The spatial lag model, the spatial error model, and the spatial Durbin model are all written as follows:

\[ y_{it} = \lambda \sum_{j=1}^{N} w_{ij} y_{jt} + \varphi + x_{it} \beta + c_{i} (\text{optional}) + \alpha_{i} (\text{optional}) + \nu_{it}, \]

\[ y_{it} = \lambda \sum_{j=1}^{N} w_{ij} y_{jt} + \varphi + x_{it} \beta + c_{i} (\text{optional}) + \alpha_{i} (\text{optional}) + u_{it}, \]

\[ u_{it} = \rho \sum_{j=1}^{N} w_{ij} u_{jt} + v_{it}, \]

\[ y_{it} = \lambda \sum_{j=1}^{N} w_{ij} y_{jt} + \varphi + x_{it} \beta + \sum_{j=1}^{N} w_{ij} x_{it} \theta + c_{i} (\text{optional}) + \alpha_{i} (\text{optional}) + v_{it}. \]

Here, \( y_{it} \) represents a dependent variable for the cross-sectional unit \( i = 1, 2, \ldots, N \) at time \( t = 1, 2, \ldots, T \). Also, \( x_{it} \) stands for a \( 1 \times K \) vector of exogenous variables, while \( \beta \) represents a \( K \times 1 \) vector of parameters. It should be noted that \( \sum_{j=1}^{N} w_{ij} y_{jt} \) accounts for the interaction effects of dependent variables in the adjacent units on the dependent one, \( w_{ij} \) denotes element \( i, j \) of an \( N \times N \) matrix of spatial weights, \( \lambda \) denotes the endogenous interaction effect response parameter, \( \varphi \) stands for an error term of independent and identical distribution, \( c_{i} \) is a spatial sectionecic effect, and \( \alpha_{i} \) accounts for the time-period sectionecic effect. A spatial sectionecic effect accounts for all time-invariant space-specific variables, the absence of which would lead to skewed estimates in a typical cross-sectional study. A time-period-specific effect, on the other hand, accounts for all time-specific effects, the exclusion of which could lead to skewed estimates in a common time-series analysis (Baltagi, 2005). Unit \( i \) error word in the spatial error model Eq. 3 (i.e., \( u_{it} = \rho \sum_{j=1}^{N} w_{ij} u_{jt} + v_{it} \)) and centered on matrix \( W \) and an idiosyncratic component is considered reliant on the error terms of adjacent units \( j \). Furthermore, LeSage and Pace (2009) suggested that the spatial Durbin model in Eq. 4 be used (2009). It will add individual spatial lag variables to the spatial lag model, where \( \theta \) is a vector of \( K \times 1 \) parameters.

### Data Collection

To analyze the effects of CO\(_2\) emissions and conduct an experimental analysis, data from 22 European countries are compiled from 1990 to 2020. Moran’s I is a more remarkable insight. A positive Moran’s esteem shows the spatial amassing of comparative quality in the field, while a negative worth demonstrates the spatial collection of no virtual qualities. Table 1 shows a list of the constructed variables used in the research, and the effect of CO\(_2\) emissions, spatial econometric models are utilized.

The data related to all variables are collected from three websites: 1) World Development Indicator; https://datacatalog.worldbank.org/dataset/world-development-indicators, 2) The Asia-Pacific SDG Gateway; https://data.unescap.org/, and 3) International Monetary Fund; https://data.imf.org/

### RESULTS AND DISCUSSION

The model with synchronous spatial and time-frame fixed impact is against models with time-frame fixed impact and additionally models with spatial fixed impact. The model of concurrent spatial and time span fixed impacts is picked if the invalid theory is rejected, and the consequent model is picked if the invalid Speculation is acknowledged. Table 2 also provides access to the data’s summary statistics showing Moran’s I more remark measurements.

Two autonomous likelihood ratio (LR) investigations are utilized to inspect the probability of the presence of time span...
fixed impacts and spatial fixed effects in the model. Table 3 shows the LR test insights for each model (3). The test outcomes show that the LR test figures are critical and that the invalid speculation is dismissed for all models. Subsequently, the model of covering spatial and time span fixed impacts is the better model for proceeding onward with the assessment technique in these situations.

Another evaluation, seen in Tables 4, 5, looking at whether using the spatial lag or spatial error in the model with no spatial interaction effects improves the model significantly. LM experiments for a spatially lagged dependent variable and spatial error autoregressive model are used for this purpose, using the residuals of a non-spatial model. The test statistic is based on the chi-square distribution. The existence of the spatial lagged model and the spatial error model would be verified if the null hypothesis of the LM test is dismissed. We only consider the Lagrange multiplier (LM) statistics for this model since the results of the LR test verified the presence of the model with simultaneous spatial and time-period fixed effects. The test results indicate that the sum of test statistics is substantial at the 1% level in Table 3 and 5% level in Tables 4, indicating that the presence of the spatial lagged in all models and the spatial error for the majority of models is not ruled out. As a result, the inclusion of spatial interaction effects in the model highlights the importance of including such effects in laboratory experiments to explore the factors causing CO2 emission.

Table 6 shows the findings of the Hausman test, which was used to see whether the fixed effects model should be replaced with a random-effect model. In this test, the null hypothesis stresses the presence of random effects in the model. The Hausman test results reveal that the presumption of random effects in the spatial lag model is dismissed for all simulations, whereas the presence of fixed effects is verified at a 1% significance stage.

Finally, we examine two separate hypotheses $H_0: \theta = 0$ and $H_0: \theta + \lambda \beta = 0$ in Eq. 3. The spatial Durbin model is simplified to the spatial lag model if the first hypothesis is valid. Furthermore, if the second argument is true, the spatial Durbin model may be reduced to a spatial error model. To test if the presence of the spatial lagged independent variable in the model is important, we use the LR or Wald test. The findings of the test are shown in Table 7 for fixed

---

**Table 8** | Results of the estimation of Equation (1).

|                      | Model A1 | Model A2 | Model A3 | Model A4 | Model A5 | Model A6 | Model A7 |
|----------------------|----------|----------|----------|----------|----------|----------|----------|
| lnGDPP               | 1.452    | 1.481    | 1.413    | 1.226    | 1.481    | 1.461    | 1.506    |
| (0.001***)           | (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)|
| lnGDPP               | -0.027   | -0.030   | -0.029   | -0.026   | -0.029   | -0.028   | -0.031   |
| (0.002***)           | (0.001***)| (0.001***)| (0.002***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)|
| lnURB                | 0.720    | 0.688    | 0.659    | 0.717    | 0.711    | 0.727    | 0.760    |
| lnOPE                | 0.028    | 0.039    | 0.040    | 0.030    | 0.029    | 0.030    | 0.036    |
| (0.159)              | (0.058**)| (0.047**)| (0.137)  | (0.147)  | (0.140)  | (0.069*) |
| lnENER               | 0.887    | 0.883    | 0.879    | 0.889    | 0.889    | 0.888    | 0.893    |
| (0.001***)           | (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)| (0.001***)|
| lnFID                | -0.002   | -        | -        | -        | -        | -        | -        |
| lnFA                 | -        | -0.033   | -        | -        | -        | -        | -        |
| (0.004***)           | (0.004***)| (0.004***)| (0.004***)| (0.004***)| (0.004***)| (0.004***)| (0.004***)|
| lnRE                 | -0.017   | -        | -        | -        | -        | -        | -        |
| lnFMD                | -0.005   | -        | -        | -        | -        | -        | -        |
| lnFAA                | -0.008   | -        | -        | -        | -        | -        | -        |
| lnFMA                | -0.019   | -        | -        | -        | -        | -        | -        |
| lnFME                | -0.019   | -        | -        | -        | -        | -        | -        |
| $W \times \lnGDPP$   | -0.336   | -0.466   | -0.353   | -0.283   | -0.344   | -0.345   | -0.357   |
| (0.156)              | (0.051**)| (0.134)  | (0.238)  | (0.149)  | (0.149)  | (0.135)  |
| $W \times \lnGDPP^2$ | 0.029    | 0.034    | 0.027    | 0.027    | 0.029    | 0.029    | 0.029    |
| (0.028)              | (0.009**)| (0.035**)| (0.039**)| (0.029*) | (0.025*) |
| $W \times \lnURB$    | 0.427    | 0.400    | 0.261    | 0.381    | 0.223    | 0.413    | 0.423    |
| (0.024**)            | (0.035**)| (0.167)  | (0.052*) | (0.022*) | (0.030*) |
| $W \times \lnOPE$    | 0.062    | 0.074    | 0.096    | 0.054    | 0.062    | 0.057    | 0.048    |
| (0.060*)             | (0.027**)| (0.044**)| (0.100)  | (0.063*) | (0.086*) |
| $W \times \lnENER$   | -0.025   | -0.008   | 0.048    | -0.019   | -0.022   | -0.026   | -0.063   |
| (0.693)              | (0.894)  | (0.453)  | (0.761)  | (0.735)  | (0.668)  |
| $W \times \lnFD$     | -0.071   | 0.092    | -0.031   | 0.023    | 0.009    | 0.034    |
| $W \times \lnCO_2$   | 0.057    | 0.056    | 0.045    | 0.054    | 0.057    | 0.060    | 0.069    |
| (0.138)              | (0.145)  | (0.246)  | (0.160)  | (0.144)  | (0.124)  | (0.071*) |

*P values; ***, **, and * show significance at 1, 5, and 10% levels, respectively.
Authors’ estimations.
effects models. For both models, the statistical significance of the two experiments, the LR or the Wald test, is important, and the spatial Durbin model cannot be transformed to a spatial error or spatial lag model. As a result, the presence of the spatial lagged independent variable is established, and the spatial Durbin model is used to analyze the estimation results.

Most of the model variables had a major impact on CO₂ emissions, according to the coefficients of the model variables in Table 8, and CO₂ emissions increased by around 1.45% with every % growth in GDP per capita. However, the GDP per capita coefficient of the squared words is negative, illuminating the EKC hypothesis and resulting in an inverted U-shaped association between GDP growth and CO₂ emissions. In addition, each percentage increase in urbanization results in a 0.7% increase in CO₂ emissions. While trade openness has a positive impact on CO₂ emissions, most simulations do not find this effect to be significant. The energy intensity has a favorable impact on CO₂ emissions, with each percentage increase in energy intensity resulting in an increase in CO₂ emissions by around 0.88%. Table 8 shows that the estimation results for the coefficients of the logarithm of financial institution access and financial market efficiency are substantially positive and negative, respectively, when considering various components of the financial growth index.

The calculation results of equation (2) are provided in Table 8 to understand the impact of financial growth spillover effects on energy production. The findings show that all aspects of financial growth have significantly important consequences. However, for financial market performance, all aspects of financial growth have a clear positive impact on CO₂ emissions. The addition of the interaction word improved the estimation results significantly, indicating that not using such effects might lead to misleading results. Except for financial market performance, the indirect effects are negative, according to the findings. The spillover effects of the various components of financial growth on energy intensity are measured using Eq. 3:

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 1.307 - 0.146 \times \ln FID_{it},
\]

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 1.382 - 0.141 \times \ln FIA_{it},
\]

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 1.029 - 0.039 \times \ln FIE_{it},
\]

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 1.030 - 0.057 \times \ln FMD_{it},
\]

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 0.987 - 0.050 \times \ln FMA_{it},
\]

\[
\frac{d(\ln CO₂_{it})}{d(\ln ENER_{it})} = 0.869 + 0.014 \times \ln FME_{it}.
\]

Table 9 shows the direct and spatially indirect effects of all model B2 variables, as well as the variables specific to model B3 on B1’s financial growth. Specific effects measure the influence of independent variables on a special country’s dependent variable, while spatially indirect effects measure the effect of independent variables in neighboring countries on a special country’s dependent variable. The direct results are significantly different from the approximate values when Tables 8, 10 are compared. Since the primary effects involve feedback effects from crossing adjacent states and returning to the states themselves, the indirect effects include feedback effects to investigate the impact of adjacent countries’ independent variables on a country’s CO₂ emissions concentrate on the spatially indirect effects.

**DISCUSSIONS**

According to the findings, while control independent variables in neighboring countries have no major effects on CO₂ emissions in other countries, the direct and spillover effects of neighboring

---

**TABLE 9 | Marginal effects of the CO₂ emissions.**

| Direct | Indirect | Total |
|-------|----------|-------|
| Coefficient | p value | Coefficient | p value | Coefficient | p value |
| lnGDPP | 2.520 (0.001*** | -0.153 (0.593) | 2.367 (0.001***) |
| lnGDPP² | -0.084 (0.001***) | 0.024 (0.133) | 0.060 (0.001***) |
| lnURB | 0.502 (0.001***) | 0.022 (0.827) | 0.545 (0.011**) |
| lnENER | 1.307 (0.001***) | 0.144 (0.107) | 1.451 (0.001***) |
| lnFID | 0.275 (0.001***) | 0.110 (0.051*) | 0.385 (0.001***) |
| lnFIA x lnENER | -0.146 (0.001***) | -0.036 (0.196) | -0.183 (0.001***) |
| lnFIA | 0.282 (0.001***) | 0.136 (0.032**) | 0.418 (0.001***) |
| lnFIE x lnENER | -0.140 (0.001***) | -0.023 (0.512) | -0.163 (0.001***) |
| lnFIE | 0.113 (0.032**) | 0.450 (0.001***) | 0.563 (0.001***) |
| lnFMD x lnENER | -0.041 (0.061*) | -0.206 (0.001***) | -0.247 (0.001***) |
| lnFMD | 0.109 (0.001***) | 0.109 (0.005**) | 0.218 (0.001***) |
| lnFMD x lnENER | -0.058 (0.001***) | -0.053 (0.007**) | -0.111 (0.001***) |
| lnFMA | 0.072 (0.001***) | 0.068 (0.033*) | 0.137 (0.001***) |
| lnFMA x lnENER | -0.051 (0.001***) | -0.041 (0.032**) | -0.092 (0.001***) |
| lnFME | -0.044 (0.001***) | -0.002 (0.926) | -0.046 (0.099*) |
| lnFME x lnENER | 0.015 (0.019**) | 0.020 (0.093*) | 0.035 (0.011**) |

p values, ***, **, and * show significance at 1, 5, and 10% levels, respectively. Authors’ estimations.
countries' financial growth on CO₂ emissions in other countries are significant. The direct effects of financial growth in neighboring countries' economies and organizations on a country's CO₂ emissions are positive, although spillover effects are negative. In terms of financial market performance, the effects are opposite. The sign of the coefficient is very similar to the non-spatial direct results of countries. The results of neighboring countries' financial growth are close to the effects of a country's own internal financial development.

**CONCLUSION**

The research is conducted with data from 22 European nations spanning the years 1990–2020; the study looked at the impact of CO₂ emissions on the physical location of people and places. For reasons that are not clear, the model's selection resulted in a biased estimation and unsatisfactory results. In the COVID-19 lockdowns, we studied the financial performance of companies and CO₂ emissions in Europe. The COVID-19 pandemic wave in

| Table 10 | Eq. 2's estimated results. |
|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| lnGDPP                | 2.516             | 2.035             | 1.485             | 1.629             | 1.635             | 1.451             |
| (0.001***)          | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      |
| lnGDPP2              | -0.084            | -0.063            | -0.029            | -0.034            | -0.036            | -0.028            |
| (0.001*** )         | (0.001** )       | (0.001** )       | (0.001** )       | (0.001** )       | (0.001** )       | (0.001** )       |
| lnURB                | 0.505             | 0.622             | 0.678             | 0.677             | 0.690             | 0.725             |
| (0.001*** )         | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      |
| lnOPE                | 0.034             | 0.022             | 0.030             | 0.032             | 0.023             | 0.042             |
| (0.074)             | (0.264)           | (0.139)           | (0.103)           | (0.245)           | (0.036)           |                   |
| lnENER               | 1.307             | 1.382             | 1.029             | 1.030             | 0.987             | 0.869             |
| (0.001*** )         | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      | (0.001*** )      |
| lnFID                | 0.275             |                  |                  |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFID × lnENER       | -0.146            |                  |                  |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFA                 |                  | 0.282             |                  |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFA × lnENER        |                  | -0.141            |                  |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFIE                |                  |                  | 0.107             |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFIE × lnENER       |                  |                  |                  | -0.039            |                  |                  |
| (0.074)             |                  |                  |                  | (0.001*** )      |                  |                  |
| lnFMD                |                  |                  |                  | 0.107             |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFMD × lnENER       |                  |                  |                  | -0.057            |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFMA                |                  |                  |                  |                  | 0.071             |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFMA × lnENER       |                  |                  |                  |                  |                  | -0.050            |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFME                |                  |                  |                  |                  |                  | -0.044            |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| lnFME × lnENER       |                  |                  |                  |                  |                  |                  |
| (0.001*** )         |                  |                  |                  |                  |                  |                  |
| W × lnGDPP           | -0.151            | -0.342            | -0.170            | 0.123             | -0.079            | -0.412            |
| (0.622)             | (0.183)           | (0.479)           | (0.656)           | (0.772)           | (0.96)**          |                   |
| W × lnGDPP2          | 0.024             | 0.034             | 0.018             | 0.008             | 0.017             | 0.031             |
| (0.136)             | (0.111)           | (0.176)           | (0.594)           | (0.251)           | (0.020**)         |                   |
| W × lnURB            | 0.047             | -0.232            | 0.244             | 0.082             | 0.340             | 0.420             |
| (0.809)             | (0.267)           | (0.218)           | (0.673)           | (0.071)           | (0.024**)         |                   |
| W × lnOPE            | 0.013             | 0.016             | 0.022             | 0.023             | 0.037             | 0.073             |
| (0.701)             | (0.642)           | (0.192)           | (0.508)           | (0.306)           | (0.031**)         |                   |
| W × lnENER           | 0.148             | 0.206             | 0.692             | 0.095             | 0.069             | -0.108            |
| (0.122)             | (0.157)           | (0.001*** )      | (0.237)           | (0.365)           | (0.118)           |                   |
| W × lnFID            | 0.110             | 0.132             | 0.425             | 0.105             | 0.060             | 0.001             |
| (0.048**)           | (0.037**)         | (0.001*** )      | (0.035*)          | (0.057)           |                   |                   |
| W × lnFID × lnENER   | -0.036            | -0.022            | -0.196            | -0.052            | -0.038            | 0.018             |
| (0.206)             | (0.542)           | (0.001*** )      | (0.006*)          | (0.036*)          | (0.105)           |                   |
| W × lnCO₂            | -0.003            | 0.007             | 0.049             | 0.020             | 0.039             | 0.062             |
| (0.934)             | (0.856)           | (0.203)           | (0.612)           | (0.314)           | (0.106)           |                   |

p values, ***, **, and * show significance at 1, 5, and 10% levels, respectively. Authors' estimations.
Europe had a significant impact on passenger transportation emissions. Trade transparency appears to have no influence on CO₂ emissions, according to the study's results. Between 1 March 2020 and 31 December 2020, emissions were decreased under the COVID-19 emergency. It will be impossible to meet the European 2020 and 31 December 2020, emissions were decreased under the

**Suggestions for Future Research**

Financial indicators from neighboring nations have similar impacts on CO₂ emissions, which suggests major consequences. According to this claim, reducing greenhouse gas emissions would necessitate global policy convergence. A comparison might be drawn between European industrial manufacturing processes and the production of harmful gases such as SiO₂ and NO₂.
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