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Abstract—In this paper, we provide a novel approach to capture causal interaction in a dynamical system from time-series data. In [1], we have shown that the existing measures of information transfer, namely directed information, granger causality and transfer entropy fail to capture true causal interaction in dynamical system and proposed a new definition of information transfer that captures true causal interaction. The main contribution of this paper is to show that the proposed definition of information transfer in [1] can be computed from time-series data. We use transfer operator theoretic framework involving Perron-Frobenius and Koopman operators for the data-driven approximation of the system dynamics and for the computation of information transfer. Several examples involving linear and nonlinear system dynamics are presented to verify the efficiency of the developed algorithm.

I. INTRODUCTION

Causality and influence characterization is an important problem in many different disciplines like economics, biological networks, social media, finance etc. Studying the cause and effects in these networks allows one to identify the influential and redundant nodes and thus aid immensely in the analysis of these systems. However, in many of these applications, the underlying mathematical model of the system is not available and hence one has to resort to causal inference from time series data. This is challenging even in bivariate case [3] and identification of causal structure from time series data is an active area of research. Two of the common methods for studying the cause-effect relationship in networks are graphical model approach [4], [5] and system theoretic approach [6]–[8]. In another approach, concepts of information theory are used in such applications and a study of the information flow between the components of the network throws light on causality and the influential nodes of the network. In [9] the authors use information based metric to characterize the most influential nodes in social networks. In neuroscience, concepts of information theory are used to understand how information flows in different parts of the brain [10] and identifying influence in gene regulatory networks [11], [12]. In economic and financial networks, information transfer can be used to infer causal interactions from the time series data [13]–[15]. Causality characterization was initially geared towards time series data and Granger causality [13], [15], directed information [16], [17] and Schreiber’s transfer entropy [18] have been the most popular tools used for inferring the causality structure and influence characterization [19]–[22]. For details see [3] and references therein. However, in [1], it was pointed out that all the above mentioned measures suffers from serious drawbacks and they fail to capture the correct causal structure even in very simple linear systems. Moreover, the authors also provided a new definition of information transfer in dynamical systems [1], [2] and had shown that this measure does capture the correct causal structure.

The main idea behind the definition of information transfer proposed in [23] is the concept of freezing part of the system dynamics and has similarity with the definition of information transfer proposed in [1], [2]. The concept of freezing elevates the problem associated with other information-based causality measure and captures the true causal structure [1]. However, the freezing concept poses a challenge to compute our proposed information transfer from time series data. This is because the act of freezing the dynamics is analogous to intervening or modifying the system and it seems difficult to do once we have time-series data from the original un-freezed system. The second main challenge is inferring causal interaction from time-series data is the presence of noise in the data.

The main contribution of this paper is to provide data-driven approach for computing information transfer for inferring causal interaction in dynamical system in noisy environment. We use transfer operator theoretic framework involving transfer Perron-Frobenius (P-F) and Koopman operators for the data-driven approximation of the system dynamics and for the computation of information transfer. The transfer operators provides linear representation of the nonlinear systems by shifting focus from state space to the space of functions and measures. This linear representation is advantageous for the approximation of system dynamics from the time-series data. More recently there has been spur of research activities in the data-driven approximation of transfer operator. In particular, Dynamic Mode Decomposition (DMD), Extended Dynamic Mode Decomposition (EDMD), and Naturally Structured DMD (NSDMD) are some of the algorithms that are proposed for the finite dimensional approximation of these operators. In this paper we propose a robust implementation of NSDMD algorithm for the finite dimensional approximation of P-F and Koopman operators. The robust implementation is specially motivated to address the problem associated with the presence of noise in the data set.

The paper is organised as follows. In Section II, we provide the main definition of information transfer in dynamical system as developed in [1], [2]. In Section III, we provide a overview of main results from [24], [25] on robust approximation of transfer Koopman and P-F operator from time-series data. The robust approximation of transfer operators are used for the computation of information transfer and causality inference for linear system in Section IV. Section V discuss the causality inference results for nonlinear system. Finally we conclude the paper in Section VI.

II. INFORMATION TRANSFER IN DYNAMICAL SYSTEMS

In this section, we review the basics of information transfer in a dynamical system. For details, we refer the reader to [1], [2]. Consider the dynamical system z(t + 1) = F(z(t)) + ξ(t), where $F = [F_x^T \ F_y^T]^T$, such that

\[
\begin{align*}
    x(t + 1) &= F_x(x(t), y(t)) + \xi_x(t) \\
    y(t + 1) &= F_y(x(t), y(t)) + \xi_y(t)
\end{align*}
\]

(1)
where \( x \in \mathbb{R}^{[x]} \), \( y \in \mathbb{R}^{[y]} \) (here \( | \cdot | \) denotes the dimension of \( \cdot \)), \( z = (x^T, y^T) \), and \( F_x : \mathbb{R}^{[x]+|y|} \to \mathbb{R}^{[x]} \), \( F_y : \mathbb{R}^{[x]+|y|} \to \mathbb{R}^{[y]} \) are assumed to be continuously differentiable and \( \xi(t) = (\xi_x(t)^T, \xi_y(t)^T)^T \) is additive independent and identically distributed noise. With some abuse of notation, we denote by \( \rho(z(0)) \) probability density function of \( z \) at initial time 0, which represents the uncertainty associated with initial condition \( z(0) \). Similarly, we denote by \( \rho(y(t+1)|y(t)) \) the conditional probability density function of \( y \) at time \( t+1 \) conditioned on distribution of \( y \) at time \( t \). Next consider the following dynamical system where the dynamics in \( x \) coordinate is frozen, going from time step \( t \) to \( t+1 \) and defined as follows:

\[
x(t+1) = x(t) \\
y(t+1) = F_y(x(t), y(t)) + \xi_y(t)
\]

(2)

We denote by \( \rho_y(y(t+1)|y(t)) \) the probability density function of \( y(t+1) \) conditional on \( y(t) \) with the dynamics in \( x \) coordinate freezed in time going from time step \( t \) to \( t+1 \) as in Eq. (2). We have following definition of information transfer from \( x \) to \( y \) going from time step \( t \) to \( t+1 \).

**Definition 1:** [Information transfer] [1], [2] The information transfer from \( x \) to \( y \) for the dynamical system \( \{ \} \), as the system evolves from time step \( t \) to \( t+1 \) (denoted by \( [T_{x \to y}] \), is given by following formula

\[
[T_{x \to y}] = H(\rho(y(t+1)|y(t))) - H(\rho_y(y(t+1)|y(t))
\]

(3)

where \( H(\rho(y)) = -\int \rho(y) \log \rho(y) dy \) is the entropy of probability density function \( \rho(y) \) and \( H(\rho_y(y(t+1)|y(t))) \) is the entropy of \( y \) conditioned on \( y(t) \), where \( x \) has been frozen as in Eq. (2).

Using the relation between joint entropy and conditional entropy and using the fact that \( H(y(t)) = H_y(y(t)) \), the information transfer from \( x \) to \( y \) can be written as

\[
T_{x \to y} = H(y(t+1), y(t)) - H_y(y(t+1), y(t))
\]

(4)

The above definition of information transfer can be extended to system with three subspace. In particular, let \( x = (x_1^T, x_2^T) \). We have following definition of information transfer in three subspace case.

**Definition 2:** The information transfer from \( x_1 \) subspace to \( y \), as the system evolves from time step \( t \) to \( t+1 \) is

\[
T_{x_1 \to y} = H(y(t+1), y(t)) - H_y(y(t+1), y(t))
\]

The information transfer from \( x \) to \( y \) depicts how evolution of \( x \) affects the evolution of \( y \), which is a quantitative measurement of the influence of \( x \) on \( y \). In lieu with this, we say that \( x \) causes \( y \) or \( x \) influence \( y \) if and only if the information transfer from \( x \) to \( y \) is non-zero and thus we have the following definition of influence in a dynamical system.

**Definition 3:** A state (or subspace) \( x \) influences a state (or subspace) \( y \) if and only if the information transfer from \( x \) to \( y \) is non-zero.

The objective of this paper is to discover the data-driven approach for inferencing causal interaction in dynamical system. Using the definition of influence, we will make use of information transfer measure to infer causality and influence. From the information transfer formula, \( T_{x \to y} \), in Eq. (1), we notice that to compute the information transfer we are required to know the evolution of conditional probability density function, \( \rho(z(t+1)|z(t)) \), under two different dynamical systems i.e., the original dynamical system in Eq. (1) and dynamical system with the dynamics in \( x \) coordinates is freezed in Eq. (2). The propagation of probability density function under system dynamics is governed by the linear transfer Perron-Frobenius operator [26]. However, for linear systems, with the assumption that the additive noise is i.i.d. Gaussian, one can derive an analytic expression for the information transfer between the states of the system [1] [2].

Consider the following linear time invariant dynamical system

\[
z(t+1) = Az(t) + \sigma \xi(t)
\]

(5)

where \( z(t) \in \mathbb{R}^N \) and \( \xi(t) \) is vector valued Gaussian random variable with zero mean and unit variance. We assume that the initial conditions have Gaussian distribution with covariance \( \Sigma(0) \). Since the system is linear, the distribution of the system state for all future time will remain Gaussian with covariance \( \Sigma(t) \) satisfying

\[
A\Sigma(t-1)A^T + \sigma^2 I = \Sigma(t)
\]

(6)

In particular, the distribution at any time \( t \) is given by

\[
\rho_t(z) = \frac{1}{\sqrt{(2\pi)^N|\Sigma(t)|}} \exp\left[-\frac{1}{2}(z(t) - \mu(t))^T \Sigma(t)^{-1} (z(t) - \mu(t))\right]
\]

where \( \mu(t) \) is the mean at time \( t \) and \( \mu(t) = A\mu(t-1) \). This is because we have assumed that the additive Gaussian noise is zero mean i.i.d. noise.

To define the information transfer between various subspace we introduce following notation to split the \( A \) matrix :

\[
z(t+1) = \begin{pmatrix} x' \\ y \end{pmatrix} = \begin{pmatrix} A_x & A_{xy} \\ A_{yx} & A_y \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} + \sigma \xi
\]

(7)

The \( A \) matrix can be further split using the subspace decomposition \( x = (x_1^T, x_2^T) \) as follows:

\[
\begin{pmatrix} A_x \\ A_{yx} \end{pmatrix} = \begin{pmatrix} A_{x_1} & A_{x_1 x_2} & A_{x_2 y} \\ A_{x_2 x_1} & A_{x_2} & A_{x_2 y} \\ A_{y_1 x_1} & A_{y_1 x_2} & A_{y_2} \end{pmatrix}
\]

(8)

Based on the decomposition of the system \( A \) matrix we can also decompose the covariance matrix \( \Sigma \) at time instant \( t \) as follows.

\[
\Sigma = \begin{pmatrix} \Sigma_{x_1} & \Sigma_{x_2} \\ \Sigma_{x_1}^T & \Sigma_{x_2} \\ \Sigma_{x_1 y} & \Sigma_{x_2 y} \\ \Sigma_{x_1 y}^T & \Sigma_{x_2 y} \\ \Sigma_{x_2 y} & \Sigma_y \end{pmatrix}
\]

(9)

Using the above notation, we state following theorem providing explicit expression for information transfer in linear dynamical system during transient and steady state.

**Theorem 4:** [1] [2]. Consider the linear dynamical system \( \Sigma \) and associated splitting of state space in Eqs. (7) and (8). We have following expression for information transfer between various subspace

\[
[T_{x \to y}]_{t+1} = \frac{1}{2} \log \frac{|A_{yx}\Sigma_{y}(t)A_{yx}^T + \sigma^2 I_y|}{|\Sigma_{y}|}
\]

(10)

where

\[
\Sigma_{y}(t) = \Sigma_x(t) - \Sigma_{xy}(t)\Sigma_{y}(t)^{-1}\Sigma_{yx}(t)^T
\]

(11)

is the Schur complement of \( \Sigma_y(t) \) in the matrix \( \Sigma(t) \) and \( I_y \) is the identity matrix of dimension equal to dimension of \( y \).

\[
[T_{x_1 \to y}]_{t+1} = \frac{1}{2} \log \frac{|A_{y_1 x_1}\Sigma_{x_2}(t)A_{y_1 x_2}^T + \sigma^2 I_{y_2}|}{|\Sigma_{y_2}|}
\]

(12)
\[
\begin{bmatrix}
\Sigma_{x_2} & \Sigma_{x_2 y} \\
\Sigma_{x_2 y} & \Sigma_{y_2}
\end{bmatrix}
\]

Remark 5: From the analytical expression of information transfer Eq. (12) it is easy to show that the information transfer from state \( \Sigma \) where \( m \) is the Lebesgue measure, is zero if and only if \( A_{y_2} \) is zero. This connection between the information transfer and the structure of the \( A \) matrix can be used for network topology identification. We will discuss this results in the simulation section.

III. ROBUST APPROXIMATION OF P-F AND KOOPMAN OPERATORS

For the computation of information transfer we are required to know the evolution of probability density function. The evolution of probability density function in forward time is governed by transfer Perron-Frobenius (P-F) operator. In this section we describe in brief the main results from \([24, 25]\) on robust approximation of transfer Koopman and P-F operators from the time series data. Transfer operator theoretic framework involving Koopman and Perron-Frobenius (P-F) operators are linear operators \([26]\). Various methods are proposed for finite dimensional approximation of these infinite dimensional operators from time-series data. The most popular among them are Dynamic Mode Decomposition (DMD) and Extended DMD (EDMD) \([27, 28]\). However, these methods does not explicitly account for uncertainty in data-set. Here we propose a novel approach based on the theory of robust optimization for robust approximation of the transfer Koopman operator from noisy time series data \([24, 25]\). Consider a discrete-time dynamical system forced with stochastic input.

\[
z_{t+1} = T(z_t, \xi_t)
\]

where \( T : Z \times W \rightarrow Z \) with \( X \subset \mathbb{R}^N \) is assumed to be invertible with respect to \( z \) for each fixed value of \( \xi \) and smooth diffeomorphism, \( \xi_t \in W \) is assumed to be independent identically distributed (i.i.d) random variable drawn from probability distribution \( \vartheta \) i.e.,

\[
\text{Prob}(\xi_t \in B) = \vartheta(B)
\]

for every set \( B \subset W \) and all \( t \). Furthermore, we denote by \( B(Z) \) the Borel-\( \sigma \) algebra on \( X \) and \( \mathcal{M}(Z) \) the vector space of bounded complex-valued measure on \( X \). Associated with this discrete time dynamical system are two linear operators namely Koopman and Perron-Frobenius (P-F) operator. These two operators are defined as follows.

Definition 6 (Perron-Frobenius Operator): \( \mathcal{P} : \mathcal{M}(Z) \rightarrow \mathcal{M}(Z) \) is given by

\[
[\mathcal{P}\mu](A) = \int_x \int_W \chi_A(T(x,v))d\vartheta(v)d\mu(x) = \int_X p(x,A)d\mu(x)
\]

where \( \chi_A(x) \) is the indicator function for set \( A \) and \( p(x,A) \) is the transition probability function.

For deterministic dynamical system \( p(x,A) = \delta_{T(x)}(A) \). Under the assumption that \( p(x,\cdot) \) is absolutely continuous with respect to Lebesgue measure, \( m \), we can write

\[
p(x,A) = \int_A p(x,y)dm(y)
\]

for all \( A \subset X \). Under this absolutely continuous assumption, the P-F operator on the space of densities \( L_1(X) \) can be written as

\[
[\mathcal{P}\mu](y) = \int_X p(x,y)g(x)dm(x)
\]

Definition 7 (Invariant measures): Invariant measures are the fixed points of the P-F operator \( \mathcal{P} \) that are additionally probability measures. Let \( \bar{\mu} \) be the invariant measure then, \( \bar{\mu} \) satisfies

\[
\mathcal{P}\bar{\mu} = \bar{\mu}
\]

Under the assumption that the state space \( X \) is compact, it is known that the P-F operator admits at least one invariant measure.

Definition 8 (Koopman Operator): Given any \( h \in \mathcal{F}, U : \mathcal{F} \rightarrow \mathcal{F} \) is defined by

\[
[Uh](x) = E_x[h(T(x,\xi))] = \int_{W} h(T(x,v))d\vartheta(v)
\]

Properties 9: Following properties for the Koopman and Perron-Frobenius operators can be stated.

a). For any function \( h \in \mathcal{F} \) such that \( h \geq 0 \), we have \( [Uh](x) \geq 0 \) and hence Koopman is a positive operator.

b). If we define P-F operator act on the space of densities i.e., \( L_1(X) \) and Koopman operator on space of \( L_{\infty}(X) \) functions, then it can be shown that the P-F and Koopman operators are dual to each others as follows

\[
\langle Uf, g \rangle = \langle f, \mathcal{P}g \rangle
\]

where \( f \in L_{\infty}(X) \) and \( g \in L_1(X) \).

c). For \( g(x) \geq 0 \), \( [P\mu](x) \geq 0 \).

d). Let \( (X, B, \mu) \) be the measure space where \( \mu \) is a positive but not necessarily the invariant measure, then the P-F operator satisfies following property.

\[
\int_X [P\mu](x)d\mu(x) = \int_X g(x)d\mu(x)
\]

We next discuss the approximation of these two operators from time series data. Consider snapshots of data set obtained from simulating a discrete time random dynamical system \( z \rightarrow T(z,\xi) \) or from an experiment

\[
Z = \{z_0, z_1, \ldots, z_M\}
\]

where \( z_i \in Z \subset \mathbb{R}^N \). The data-set \( \{z_k\} \) can be viewed as sample path trajectory generated by random dynamical system and could be corrupted by either process or measurement noise or both. A large number of sample path trajectories need to be simulated to realize sufficient statistics of the random dynamical system. However, in practice, only few sample path trajectories over finite time horizon are available, and it is hard to approximate the statistics of RDS using the limited amount of data-set. Furthermore, rarely one knows the probability distribution of the underlying noise process, i.e., \( \vartheta \). Estimating \( \vartheta \) is in itself a challenging problem. In spite of these difficulties, it is essential to develop an algorithm for the approximation of transfer operators that explicitly account for the uncertainty in data-set. We propose a robust optimization-based approach to address this challenge. In particular, we consider deterministic, but norm bounded uncertainty in the data set. Since the trajectory \( \{z_k\} \) is one particular realization of the RDS, the other random realization can be assumed to be obtained by perturbing

\footnote{with some abuse of notation we are using the same notation for the P-F operator defined on the space of measure and densities.}
of uncertainty acts as an adversary whose goal is to maximize
choices of matrix $\Delta$. Several possible choices for the uncertainty set $\Delta$ can be considered. For example
$$\Delta := \{ \delta \in \mathbb{R}^n : \| \delta \|_2 \leq \rho \}$$
restrict the 2-norm of $\delta$ to $\rho$. Another possible choice could be
$$\Delta := \{ \delta \in \mathbb{R}^n : \| \delta \|_2 \leq \rho, \ i = 1, \ldots, d \}$$
where $Q_i \geq 0$ and implies that uncertainty $\delta$ lies at the intersection of ellipsoids. More generally, one can also consider $\Delta$ set to be of the form
$$\Delta = \{ \delta \in \mathbb{R}^n : h_i(\delta) \leq 0, \ i = 1, \ldots, d \}$$
for some convex function $h_i(\delta)$. Now let $D = \{ \psi_1, \psi_2, \ldots, \psi_K \}$ be the set of dictionary functions or observables. The dictionary functions are assumed to belong to $\psi_i \in L_2(X, B, \mu) = \mathcal{G}$, where $\mu$ is some positive measure, not necessarily the invariant measure of $T$. Let $\tilde{G}_D$ denote the span of $D$ such that $\mathcal{G} \subseteq \tilde{G}_D$. The choice of dictionary functions are very crucial and it should be rich enough to approximate the leading eigenfunctions of Koopman operator. Define vector valued function $\Psi : X \rightarrow \mathbb{C}^K$ as
$$\Psi(z) := [\psi_1(z), \psi_2(z), \ldots, \psi_K(z)]$$
In this application, $\Psi$ is the mapping from physical space to feature space. Any function $\phi, \tilde{\phi} \in \mathcal{G}_D$ can be written as
$$\phi = \sum_{k=1}^{K} a_k \psi_k = \Psi a, \quad \tilde{\phi} = \sum_{k=1}^{K} \tilde{a}_k \psi_k = \tilde{\Psi} \tilde{a}$$
for some set of coefficients $a, \tilde{a} \in \mathbb{C}^K$. Let
$$\hat{\phi}(z) = [U\phi](z) + r = E_z[\phi(T(z, \xi))] + r.$$ 
(18)
Unlike deterministic case where we evaluate $\mathcal{G}$ at the data point $\{z_k\}$, for the uncertain case we do not have sufficient data points to evaluate the expected value in the above expression. Instead we use the fact that different realizations of the RDS will consist of the form $\{z_k + \delta\}$ with $\delta \in \Delta$ to write (18) as follows:
$$\hat{\phi}(z_m + \delta z_m) = \phi(z_m + 1) + r, \quad k = 1, \ldots, M - 1. \quad (19)$$
The objective is to minimize the residual for not just one pair of data points $\{z_m, z_{m+1}\}$, but over all possible pairs of data points of the form $\{z_m + \delta, z_{m+1}\}$. Using (17) write the above as follows:
$$\Psi(z_k + \delta z_k) \tilde{a} = \Psi(z_{k+1}) a + r.$$ 
We seek to find matrix $\mathbf{K}$, the finite dimensional approximation of Koopman operator that maps coefficient vector $a$ to $\tilde{a}$, i.e., $\mathbf{K}a \equiv \tilde{a}$, while minimizing the residual term, $r$. Premultiplying by $\Psi^\top(z_m)$ on both the sides of above expression and summing over $m$ we obtain
$$\frac{1}{M} \sum_m \Psi^\top(z_m) (\Psi(z_m + \delta z_m) \mathbf{K} - \Psi^\top(z_m) \Psi(z_{m+1})) a.$$ 
In the absence of the uncertainty the objective is to minimize the appropriate norm of the quantity inside the bracket over all possible choices of matrix $\mathbf{K}$. However, for robust approximation, presence of uncertainty acts as an adversary whose goal is to maximize the residual term. Hence the robust optimization problem can be formulated as a min – max optimization problem as follows.
$$\min_{\mathbf{K}} \max_{\delta \in \Delta} \| \mathbf{G}_\delta \mathbf{K} - \mathbf{A} \|_F =: \min_{\mathbf{K}} \max_{\delta \in \Delta} \tilde{\Psi}(\mathbf{K}, \mathbf{G}_\delta, \mathbf{A}) \quad (20)$$
where
$$\mathbf{G}_\delta = \frac{1}{M} \sum_{m=1}^{M} \Psi(z_m)^\top \Psi(z_m + \delta z_m)$$
$$\mathbf{A} = \frac{1}{M} \sum_{m=1}^{M} \Psi(z_m)^\top \Psi(z_{m+1}), \quad (21)$$
with $\mathbf{K}, \mathbf{G}_\delta, \mathbf{A} \in \mathbb{C}^{K \times K}$. The min – max optimization problem (20) is in general nonconvex and will depend on the choice of dictionary functions. This is true because $\tilde{\Psi}$ in (20) is not in general concave function of $\delta$ for fixed $\mathbf{K}$. Hence, we convexify the problem as follows
$$\min_{\mathbf{K}} \max_{\delta \in \Delta} \| (\mathbf{G} + \delta \mathbf{G}) \mathbf{K} - \mathbf{A} \|_F \quad (22)$$
where $\| \delta z_m \|_F \leq \lambda, \| \Psi(z_m) \|_F \leq \Lambda$ and $\| \Psi'(z_m) \|_F \leq \Gamma$ for all $m$. In [29], we proposed Naturally Structured Dynamic Mode Decomposition (NSDMD) algorithm for finite dimensional approximation of the transfer Koopman and P-F operator. Apart from preserving positivity and Markov properties of the transfer operator, this algorithm exploits the duality between P-F and Koopman operator to provide the approximation of P-F operator. The algorithm presented for the robust approximation of Koopman operator can be combined with NSDMD for the robust approximation of P-F operator. In particular, under the assumption that all the dictionary functions are positive, following modification can be made to optimization formulation (22) for the approximation of Koopman operator.
$$\min_{\mathbf{K}} \max_{\delta \in \Delta} \| (\mathbf{G} + \delta \mathbf{G}) \mathbf{K} - \mathbf{A} \|_F \quad (23)$$
\text{s.t.} \quad \mathbf{K}\mathbf{A} \geq 0 \quad [\Lambda \mathbf{K}^{-1} \mathbf{A}]_{ij} \geq 0 \quad \Lambda \mathbf{K}^{-1} \mathbf{I} = \mathbf{I} \quad (24)$$
where $\Lambda = (\langle \psi(z), \Psi(z) \rangle)$ with $|A|_{ij} = \langle \psi_i, \psi_j \rangle$ is symmetric positive definite matrix. We refer the interested reader to [29] for details of NSDMD formulation. Using duality the robust approximation of the P-F operator, $\mathbf{P}$, can then be written as $\mathbf{P} = \Lambda^{-1} \mathbf{K}^\top \Lambda$. Most common approach for solving the robust optimization problem is by using a robust counterpart. In the following section we show that the robust counterpart of the robust optimization problem can be constructed and is a convex optimization problem. The robust optimization problem (22) has some interesting connection with optimization problems involving regularization term. In particular, we have following Theorem.
Theorem 10: Following two optimization problems
\[
\min_K \max_{\delta G \in \mathbb{R}^{p \times p}} \| (G + \delta G)K - A \|_F \leq \lambda \quad (25)
\]
\[
\min_K \| GK - A \|_F + \lambda \| K \|_F \quad (26)
\]
are equivalent.

Refer to [30] for the proof.

Using the above equivalence the robust implementation of NSDMD can be written as following optimization problem
\[
\min_K \| GK - A \|_F + \lambda \| K \|_F \quad (27)
\]
s.t.
\[
K_{ij} \geq 0 \quad (28)
\]
Let \( w(t) \in \mathbb{R}^K \) and \( v(t) \in \mathbb{R}^K \) be a row vector and column vector respectively. Furthermore, \( v_i(t) \geq 0 \) and \( \sum_i v_i = 1 \). We have,
\[
P-F \text{ Operator: } w(t+1) = w(t)P^T \quad (29)
\]
\[
\text{Koopman Operator: } v(t+1) = Kv(t) \quad (30)
\]
The robust implementation of EDMD will simply correspond to minimizing the unconstrained cost function [29] without the positivity and Markov constraints [28]. In particular, the optimization problem for robust EDMD can then be written as
\[
\min_K \| GK - A \|_F + \lambda \| K \|_F \quad (31)
\]

IV. CAUSAL INFERENCE IN LINEAR DYNAMICAL SYSTEM

In this section we outline the procedure for computing the information-based causal inference from time series data for the case of linear dynamical system. We will employ the data-driven approximation of transfer operators discussed in the previous section and also exploit the fact that the analytical expression for information transfer in linear system are available (i.e., Eqs. [10] [12]). For ease of understanding, we discuss the procedure of information transfer computation for a two dimensional or two subspace case, as given by system Eq. (7). The general case will follow from the two subspace case.

Note that in all the subsequent discussion we assume that we have access to all the states of the system. The problem of computing the information transfer based on output measurements could be more realistic problem and is a topic of our ongoing investigation.

Let the time series data be given by
\[
D = \left[ \begin{array}{c}
(x_0, y_0) \\
(x_1, y_1) \\
\vdots \\
(x_{M-1}, y_{M-1})
\end{array} \right] \quad (32)
\]

Since the data is assumed to be generated from a linear dynamical system, we use linear dictionary functions i.e., \( \psi_k(z) = z_k \).

Furthermore, the number of dictionary functions are taken to be equal to the size of the system i.e., \( N \). For the linear system case we use optimization formulation [31] i.e., EMD with linear dictionary functions for the approximation of Koopman operator. With the linear choice of dictionary function and number of dictionary function equal to size of the system it is not difficult to show that the approximation of Koopman operator, \( K \), is the system \( A \) matrix itself. Let \( A = K \in \mathbb{R}^{N \times N} \) be the estimated system dynamics obtained using optimization formulation [31]. Under the assumption that the initial covariance matrix is \( \Sigma_0(0) \), the propagation of the covariance matrix under the estimated system dynamics \( \hat{A} \) is given by
\[
\Sigma(t) = \hat{A}\Sigma(t-1)\hat{A}^T + \sigma^2I \quad (33)
\]
Both \( \hat{A} \) and \( \Sigma \) can be decomposed according to Eqs. [8] and [32]. The conditional entropy \( H(y_{t+1}|y_t) \) for the non-freeze case is computed using the following formula [1], [2].
\[
H(y_{t+1}|y_t) = \frac{1}{2} \log |\hat{A}_{yx}\Sigma_S^y(t)\hat{A}_{yx}^T + \left( \frac{\lambda}{3} \right)^2 I| \quad (34)
\]
where \( | \cdot | \) is the determinant, \( \lambda \) is the bound on the process noise, \( \Sigma_S^y(t) \) is the Schur complement of \( y \) in the covariance matrix \( \Sigma(t) \) (refer to Eq. [11] for Schur complement). In computing the entropy, we assume that the noise is i.i.d. Gaussian with covariance \( \Sigma = \text{diag}(\sigma^2, \ldots, \sigma^2) \) so that one can take the bound as \( \lambda = 3\sigma \), to cover the essential support of the Gaussian distribution.

Computing the conditional entropy of \( y \) when \( x \) is frozen from the time series data obtained from the non-freeze dynamics is a challenge. To replicate the effect of \( x \) freeze dynamics we modify the original data set [32] as follows.
\[
D_x = \left[ \begin{array}{c}
(x_0, y_0) \\
(x_1, y_1) \\
\vdots \\
(x_{M-1}, y_{M-1})
\end{array} \right] \quad (35)
\]

If the original data set has \( M \) data points, then the modified data set has \( (2M - 2) \) data points. The idea is to find the best mapping that propagate points of the form \( [x_{t-1}, y_{t-1}]^T \) to \( [x_t, y_t]^T \) (i.e., \( x \) freeze) for \( t = 1, 2, \ldots, M \). The estimated dynamics \( \hat{A}_x \), when \( x \) is frozen, is calculated using the optimization formulation [29] but this time applied to the data set [35]. Once the frozen model is calculated, the entropy \( H_x(y_{t+1}|y_t) \) is calculated using exactly the same procedure outline for \( H(y_{t+1}|y_t) \) but this time applied to \( \hat{A}_x \). Finally the information transfer from \( x \rightarrow y \) is computed using the formula
\[
T_{x \rightarrow y} = H(y_{t+1}|y_t) - H_x(y_{t+1}|y_t) \quad (36)
\]

The algorithm for computing the information transfer for the linear system case can be summarized as follows:

**Algorithm 1 Information Transfer: Linear System**

1. From the original data set [32], compute the estimate of the system matrix \( A \) using the optimization formulation [31].
2. Assume \( \hat{A}(0) \) and compute \( \hat{A}(t) \) using Eq. [33]. Determine \( \hat{A}_{yx} \) and \( \Sigma_S^y \) to calculate the conditional entropy \( H(y_{t+1}|y_t) \) using [34].
3. From the original data set [32] form the modified data set for the \( x \) freeze dynamics as given by Eq. [35].
4. Follow steps (1)-(2) to compute the conditional entropy \( H_x(y_{t+1}|y_t) \).
5. Compute the transfer \( T_{x \rightarrow y} \) as \( T_{x \rightarrow y} = H(y_{t+1}|y_t) - H_x(y_{t+1}|y_t) \).

**A. Simulation Results**

**Example 1:** In the first example, we discuss the physical meaning of information transfer and demonstrate how it can be used to characterize influence in a dynamical system. Consider a mass-spring-damper system, as shown in Fig. [1].

The equations of motion for the mass-spring-damper system are
\[
\begin{align*}
M\ddot{x}_1 + 2d\dot{x}_1 - d\dot{x}_2 + 2kx_1 - kx_2 &= 0 \\
m\ddot{x}_2 + 2d\dot{x}_2 - d\dot{x}_1 + 2kx_2 - kx_1 &= 0
\end{align*}
\]
In state space form, the system can be represented as

\[
\begin{pmatrix}
\dot{z}_1 \\
\dot{z}_2 \\
\dot{z}_3 \\
\dot{z}_4
\end{pmatrix} =
\begin{pmatrix}
0 & 1 & 0 & 0 \\
-2k/M & -2d/M & k/M & d/M \\
k/m & 0 & 0 & 1 \\
k/m & d/m & -2k/m & -2d/m
\end{pmatrix}
\begin{pmatrix}
z_1 \\
z_2 \\
z_3 \\
z_4
\end{pmatrix}
\]

where \(z_1 = x_1, z_2 = x_1, z_3 = x_2\) and \(z_4 = x_2\). For simulation purposes, we choose \(M = 10, m = 1, k = 1\) and \(d = 5\) with appropriate units. Since \(M > m\), a perturbation (perturbed so that it has some non-zero initial velocity) in \(M\) will result in larger oscillations in the masses, compared to the case when \(m\) is perturbed by the same amount. Hence, we can conclude that \(M\) has a large influence on \(m\), whereas, \(m\) has much smaller influence on \(M\). In the language of information transfer between the states, this can be characterized by the information transfer from the position variable of one mass to the velocity of the other mass. From the analytical expression of information transfer, that is, equation (13), the information transfer from \(z_1 \rightarrow z_2\) and \(z_3 \rightarrow z_2\) are \(T_{z_1 \rightarrow z_2} = 0.174\) and \(T_{z_3 \rightarrow z_2} = 0.053\). This confirms the fact that \(M\) has a much larger influence on \(m\), whereas \(m\) has negligible effect on \(M\).

For calculating these transfers from data, the system was initialized at \([1 \quad 0.2 \quad 1 \quad 0.3]^T\) and data was collected for 10 time steps with sampling time \(\Delta t = 0.1\) seconds. An additive Gaussian noise of variance 0.1 was added to the system. With this, the information transfer values were calculated as \(T_{z_1 \rightarrow z_2} = 0.1502\) and \(T_{z_3 \rightarrow z_2} = 0.03\). Though the exact values do not match, but they are close and more importantly, they do convey the fact that \(M\) has a much larger influence on \(m\) and \(m\) has negligible influence on \(M\).

**Example 2:** In this example the objective is to identify network topology from time series data. Consider a network dynamical system described by following difference equation

\[
\begin{pmatrix}
\dot{z}_{1,i+1} \\
\dot{z}_{2,i+1} \\
\dot{z}_{3,i+1} \\
\dot{z}_{4,i+1}
\end{pmatrix} = 0.9
\begin{pmatrix}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
z_{1,i} \\
z_{2,i} \\
z_{3,i} \\
z_{4,i}
\end{pmatrix} + \sigma \xi_t \tag{38}
\]

The network topology corresponding to above system is shown in Fig. 2

Following Remark 5 we know that the information transfer from \(T_{z_1 \rightarrow z_2}\) is zero if and only if \(A_{z_2} = 0\). Hence, information transfer can be used to inference presence or absence of a link i.e., network topology. In the above system \(z^i\) dynamics affect the dynamics of \(z^{i+1}\) for \(i = 1, 2, 3, 4\) and \(z^3\) is affected by \(z^4\). Hence, \(T_{z_2 \rightarrow z_4} \neq 0\) should be non-zero for \(i = 1, 2, 3, 4\) and \(T_{z_3 \rightarrow z_4} \neq 0\) should also be non-zero. All the other transfers should be zero. The data was generated by choosing a single initial condition and propagating it for ten time steps with value of noise variance \(\sigma = 2.1\).

The information transfer between the states is shown in Table 1 and Fig. 3 and we find that there is non-zero information transfer from \(z^i \rightarrow z^{i+1}\) for \(i = 1, 2, 3, 4\) and \(T_{z_4 \rightarrow z_2}\) is also non-zero. All the other transfers are very close to zero. For example, the transfer from \(z^4\) to all the other states is of the order of \(10^{-4}\) and hence we conclude that \(z^3\) is not affecting any other state. Hence, we find that our information transfer measure recovers the correct causal structure or the network structure of the dynamical system from time series data.

Further, to compare with an existing measure of causality, we used Granger causality test [15], [31] on the same data set. Granger causality test is one of the most commonly used methods for causality detection and the intuition behind the definition is the following. A variable \(X\) **Granger causes** another variable \(Y\) if the prediction of \(Y\) based on its own past and past of \(X\) is better than the prediction of \(Y\) based on its own past alone. For self containment of the paper, we discuss the formulation of Granger causality briefly. Suppose \(X_t, Y_t\) and \(Z_t\) are three jointly distributed stationary multivariate stochastic processes. Consider the regression models

\[
X_t = \alpha_t + (X_{t-1}^{(p)} + Z_{t-1}^{(r)}) \cdot A + \epsilon_t \quad \tag{39}
\]

\[
X_t = \alpha'_t + (X_{t-1}^{(p)} + Y_{t-1}^{(q)} \oplus Z_{t-1}^{(r)}) \cdot A' + \epsilon'_t \quad \tag{40}
\]

where \(A\) and \(A'\) are the regression coefficients, \(\alpha\) and \(\alpha'\) are constant terms, \(\epsilon\) and \(\epsilon'\) are residuals, and the predictee variable...
Granger causality identifies both direct and indirect causal influence and it fails to differentiate between direct and indirect influence. The direct links are shown in green and the indirect links, which are also identified by Granger causality are indicated by dotted orange lines. Hence, it is not possible to infer the correct causal structure from Granger causality test. However, our measure of information transfer can differentiate between direct and indirect influence [1] and information transfer computed in this paper gives only the direct influence. Hence the proposed measure captures the true causal structure.

At this stage one might wonder as to the need of computing information transfer for the purpose of identifying network topology. If all we are interested in determining the presence of absence of links between nodes, can one do that by simply estimating the system dynamics matrix \( \hat{A} \) using optimization formulation in Eq. (31) from time-series data. Is there a need to estimate \( \hat{A}_{ij} \) for the freeze system \( \dot{X} \)? In particular, if \( A_{ij} = 0 (\neq 0) \) then it implies absence (presence) of directed link from node \( j \) to node \( i \). To verify this claim in Fig. 5 we compare the results for the network topology identification obtained using our information transfer based method and one based on estimated system matrix \( \hat{A} \). We find that the information transfer measure can regenerate the correct topology of the network, whereas, sparse DMD algorithm identifies some links which are not there in the original network. The spurious links are marked by dotted orange lines in Fig. 5.

**Example 3:** Small world networks are ubiquitous in nature and in this example, we look at a small world network with 20 nodes and analyze how information transfer measure performs to recover the causal structure of the small world network. In the previous example, we constructed a network from a given dynamical system. In this example, we start with a network and construct a dynamical system from the network and identify the connections of the network using the information transfer measure. In particular, given a network of \( n \) nodes, we construct a \( n \)-dimensional discrete time linear dynamical system such that, if there is a directed edge from node \( i \) to node \( j \), then \( A_{ij} \neq 0 \). Thus we obtain the system matrix of the dynamical system and we make the system stable by scaling the \( A \) matrix with an appropriate constant.

As can be seen from Fig. 4 Granger causality identifies both direct and indirect causal influence and it fails to differentiate between direct and indirect influence. The direct links are shown in green and the indirect links, which are also identified by Granger causality are indicated by dotted orange lines. Hence, it is not possible to infer the correct causal structure from Granger causality test. However, our measure of information transfer can differentiate between direct and indirect influence [1] and information transfer computed in this paper gives only the direct influence. Hence the proposed measure captures the true causal structure.

In Fig. 7 we show the percentage error as the number of nodes in the system is increased. In all these cases, we did not corrupt the data with noise. In these examples, we find that even as the number of nodes is increased, the percentage error remains relatively small, and hence we conclude that the information transfer measure does a pretty good job in identifying the causal structure in a dynamical...
system. In these simulations, we considered small world networks of different number of nodes and the number of links is nearly four times the number of nodes.

V. CAUSAL INFERENCE IN NONLINEAR DYNAMICAL SYSTEMS

One of the main challenges in computing the information transfer from time series data for nonlinear systems is to propagation of probability density function under nonlinear flow field and the computation of conditional entropy term. Unlike linear systems where linearity and Gaussian property of the probability density function was exploited for the data-driven computation of information transfer, the same does not apply for nonlinear systems. We make use of Naturally Structured Dynamic Mode Decomposition algorithm (NSDMD) for the approximation of transfer P-F operator and for propagation of probability density function. The positivity and the Markov property of the NSDMD algorithm is exploited for the propagation of probability density function and for computation of conditional entropy term.

Again we will outline the computation procedure for the two subspace case the general case (more than two subspace case) will follow from this procedure. The information transfer formula for the two subspace case can be simplified as follows. We rewrite Eq. (9) as

\[ T_{x\rightarrow y} = H(\rho(y(t+1)|y(t))) - H(\rho(y(t+1)|y(t))) = H(\rho(y(t+1),y(t))) - H(\rho(y(t+1),y(t))) \]

In writing the above equality we have used the fact that \( H(X|Y) = H(X,Y) - H(Y) \). Furthermore, since \( x \) is held frozen from time \( t \) to time \( t+1 \), we have

\[ H(\rho(y(t))) = H(\rho_x(y(t))). \]

We next outline the procedure computing the joint entropy term \( H(\rho(y(t+1),y(t))) \) using the finite-dimensional approximation of the P-F matrix \( \mathbf{P} \) obtained using NSDMD optimization formulation outlined in [27][28]. Note that in the construction of the P-F matrix \( \mathbf{P} \) we use the original data set [32]. Once we outline the procedure for computing the joint entropy term for the non freeze case, \( H(\rho(y(t+1),y(t))) \), the computation for the entropy term for the freeze case, \( H(\rho_x(y(t+1),y(t))) \), will follow along similar lines. The only difference being the P-F matrix for the freeze case, denoted by \( \bar{\mathbf{P}} \), will be computed using the modified data set obtained to replicate the freeze case i.e., data-set [33]. For computing \( H(\rho(y(t+1),y(t))) \), we first consider finite approximation of \( \rho(z(t+1),z(t)) \) as discrete probability measure. Towards this goal we consider finite partition of the state space \( Z \) as

\[ Z = \{D_1, \ldots, D_K\}, \quad \mathcal{D} = \cup_{i=1}^{K} D_i \]

such that \( D_i \cap D_j = \emptyset \). Similarly, let

\[ Z^x = \{D_1^x, \ldots, D_K^x\}, \quad Z^y = \{D_1^y, \ldots, D_K^y\} \]

where \( Z^x \) and \( Z^y \) are the projection of the partition, \( Z \), along the \( x \) and \( y \) coordinates respectively. Let \( \mathcal{D}^x = \cup_{i=1}^{K} D_i^x \) and \( \mathcal{D}^y = \cup_{i=1}^{K} D_i^y \). We have \( \rho(z(t+1),z(t)) = \rho(z(t)) \rho(z(t+1)|z(t)) \). Let

\[ [p_{z}]_{ij} := \text{Prob}(z_{i+1} \in D_j | z_i \in D_i) \]

\[ [p_{z}]_{i} := \text{Prob}(z_{i} \in D_i) \]

Hence, \( \text{Prob}(z_{i+1} \in D_j, z_i \in D_i) = [p_{z}]_{ij} [p_{z}]_{i} \)

Similarly, we can define \([p_{x}]_{i}, [p_{y}]_{i}, [p_{x}]_{ij}, \text{ and } [p_{y}]_{ij}\) as follows:

\[ [p_{x}]_{i} := \text{Prob}(x_{i} \in D_i^x) \]

\[ [p_{y}]_{i} := \text{Prob}(y_{i} \in D_i^y) \]

To compute the above defined quantities, we make use of finite dimensional approximation of P-F operator, \( \mathbf{P} \). Note that in the finite dimensional approximation of the P-F matrix using NSDMD algorithm we have assumed that the dictionary functions are positive i.e., \( \psi_i(z) \geq 0 \) for \( i = 1, \ldots, K \). Furthermore, we also assume that the dictionary functions are density functions i.e.,

\[ \int_{z} \psi_i(z) dz = 1, \quad i = 1, \ldots, K. \]

Let \( w_i = (w_i^1, \ldots, w_i^K) \in \mathbb{R}^K \) be a probability row vector. Density function, \( \rho(z(t)) \) can be constructed using this probability vector and the dictionary functions \( \mathbf{Ψ}(z) \) as \( \rho(z(t)) = w_i \mathbf{Ψ}(z). \) This density function can be propagated using finite dimensional \( \mathbf{P} \) as follows.

\[ \rho(z(t+1)) = w_i \mathbf{P}^\top \mathbf{Ψ}(x) = w_{t+1} \mathbf{Ψ}(x). \]

Hence we have

\[ [p_{z}]_{ij} = \int_{D_i} w_i \mathbf{Ψ}(z) dz = w_i \int_{D_i} \mathbf{Ψ}(z) dz = w_i \Theta_i^\top \]

where \( \Theta_i = \int_{D_i} \mathbf{Ψ}(z) dz \).

Let \( \lambda_i = \{i_1, i_2, \ldots, i_L\} \subseteq \{1, 2, \ldots, K\} \) such that \( D_{i_k} \cap D_{i_l} \neq \phi \), where \( \phi \) is the empty set. Then

\[ [p_{z}]_{i} = \int_{D_i} w_i \mathbf{Ψ}(z) dz = w_i \int_{D_i} \mathbf{Ψ}(z) dz. \]

Now let \( \tilde{w} \) be the probability vector such that

\[ \tilde{w} \int_{D_i} \mathbf{Ψ}(z) dz = 1. \]

i.e., density function of the form \( \tilde{w} \mathbf{Ψ}(z) \) correspond to the case where the entire distribution is concentrated on set \( D_i \). With the above definition of \( \tilde{w} \) we have

\[ [p_{z}]_{ij} = \int_{D_j} \tilde{w} \mathbf{P}^\top \mathbf{Ψ} dz = \tilde{w} \mathbf{P}^\top \int_{D_j} \mathbf{Ψ}(z) dz = \tilde{w} \mathbf{P}^\top \Theta_i^\top \]

Hence, we have

\[ \text{Prob}(z_{i+1} \in D_j, z_i \in D_i)] \]

\[ = \left[ \tilde{w} \int_{D_j} \mathbf{Ψ}(z) dz \right] \left[ \tilde{w} \mathbf{P}^\top \int_{D_j} \mathbf{Ψ}(z) dz \right] \]

\[ = \tilde{w} \Theta_i^\top \tilde{w} \mathbf{P}^\top \Theta_i^\top = \Gamma_{ij} \quad (42) \]

As defined earlier, the set \( \mathcal{D} = \{\psi_1, \psi_2, \ldots, \psi_K\} \) are the dictionary functions for observables on the space \( Z \). Note that \( \rho(z(t+1),z(t)) \) is defined on the product space \( Z \times Z \) and hence we consider the set \( \Phi = \mathcal{D} \times \mathcal{D} = \{\psi_{i1}, \psi_{i2}, \ldots, \psi_{KK}\} \) as the set of dictionary functions on the product space, where \( \psi_{i} = \psi_{i} \psi_{i} \) and let \( D_i \times D_j := D_{i,j}. \) Hence, we have

\[ \rho(z(t+1),z(t)) = \sum_{i,j=1}^{K} \Gamma_{ij} \psi_{ij}(z,w). \]

Let

\[ \lambda_{i,j} = \{(p,k)|D_{p,k} \cap D_{p,k} \neq \phi;p,k = 1,2,\ldots,K\} \]

Hence, by similar arguments for finding the marginal probability,

\[ \text{Prob}(y(t+1) \in D_j, y(t) \in D_i) = \int_{D_{i,j}} \sum_{i,j=1}^{K} \Gamma_{ij} \psi_{ij}(z,w) dz dw \quad (44) \]

Hence, (44) gives the probability distribution of \( (y(t+1),y(t)) \) and using the entropy formula for a discrete probability distribution
Example 11: Two State Non-linear System. 

Algorithm 2 Algorithm for finding the information transfer from time series data
1) Compute the Koopman operator from the time series data using the method of Naturally Structured Dynamic Mode Decomposition.
2) Compute the joint probability of \((z(t+1), z(t))\) using (42).
3) Compute the marginal probability of \((y(t+1), y(t))\) from the joint density from (35).
4) Compute the entropy \(H(y(t+1), y(t))\).
5) Form the modified data set from the given time series data from (35).
6) Repeat steps (1)-(5) for the modified data set to get the entropy \(H_x(y(t+1), y(t))\).
7) Compute \(H(y(t+1), y(t)) - H_x(y(t+1), y(t))\) to get the information transfer from \(x\) to \(y\).

A. Examples and Simulations
Example 11: Two State Non-linear System.
Next we consider a non-linear example. Consider the system
\[
x_{t+1} = 2x_t(1-x_t) + 2y_t; \quad y_{t+1} = .8y_t
\]
The system was evolved for 300 time steps, starting from \((0.9 \quad 0.9)^T\).
From the system equations, we see that the \(y\) dynamics is not affected by \(x\), whereas \(x\) dynamics is affected by \(y\). So there should be non-zero flow of information from \(y\) to \(x\) and there should be zero information flow from \(x\) to \(y\).
For this example too, we considered Gaussian radial basis functions, with \(\sigma = 0.01\), for computation of the Koopman operators and with our algorithm we found \(T_{x\rightarrow y} = -0.03\) and \(T_{y\rightarrow x} = 1.63\). So, in this case also our information transfer measure identifies that \(x\) affects \(y\) dynamics and \(x\) does not influence \(y\). Hence we have identified the correct causal structure.
Granger causality for this example identified a statistical dependence of \(x\) and \(y\) and inferred that both \(x\) and \(y\) cause each other, whereas, in reality the \(y\) dynamics is never affected by \(x\) dynamics and hence the influence of \(x\) on \(y\) should be zero. However, Granger causality fails to identify this, while our information transfer measure does capture the zero influence.

Example 12: Henon Map. In the second example, we consider the Henon map. It is one of the most studied dynamical systems which exhibit chaotic behaviour. The dynamical equations of the Henon map are
\[
x_{t+1} = 1 - ax^2_n + y_n + \gamma \xi_x \\
y_{t+1} = bx_n + \gamma \xi_y
\]
The classical values of the parameters are \(a = 1.4\) and \(b = 0.3\). We add small process noise in the system with \(\gamma = 0.01\). The support of the the first two Koopman eigenfunctions, computed using the NSDMD algorithm, is shown in Fig. 8.
For computing the information transfers, data was collected for 1000 time steps and information transfer between the states was calculated using the algorithm described in algorithm 2. We chose 200 Gaussian radial basis functions, with \(\sigma = 0.01\) as the dictionary functions and this gave \(T_{x\rightarrow y} = 0.0982\) and \(T_{y\rightarrow x} = -0.7246\). It is to be noted that one of the transfers is negative. We suspect that the negative value of the transfer is due to the fact that one Lyapunov exponent of the Henon map is negative, while the other is positive. Another interesting observation is the fact that the information transfer from \(x\) to \(y\) is nearly \(b^2\). This is observed to be true in linear systems which have the following structure
\[
x_{t+1} = a_x x_n + a_{xy} y_n + \sigma \xi_x \\
y_{t+1} = a_{yx} x_n + \sigma \xi_y
\]
In particular, it was observed that with small \(\sigma \approx 0.01\), the information transfer from \(x\) to \(y\) is nearly equal to \(a_{yx}^2\). Since the \(x\) dynamics affect the \(y\) dynamics linearly in the case of a Henon map, the same result hold true here as well.

VI. Conclusion
In this paper we address the problem of causal inference from time series data. Causality and influence characterization is an important problem and the existing measures of causality often fail to capture the true causal structure of a dynamical system. Based on a new definition of causality, which has been shown to capture the true causal structure, in this paper, we have provided a novel approach to identify the causal structure in a dynamical system. The general method is based on operator theoretic techniques for data analysis and requires the computation of Koopman operator via a newly developed scheme called Naturally Structured Dynamic Mode Decomposition. We have provided a complete algorithm to calculate information transfer in a dynamical system and use it to infer causality. We demonstrate our method on two different examples and show that this method does capture the true causal structure. Further, we provide a separate method to infer causality in linear systems and have shown how our measure of information transfer recovers the correct causal structure in a dynamical system.
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