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We design monitored quantum walks with the aim of optimizing state transfer and target search. We show how to construct walks with the property that all the eigenvalues of the non-Hermitian survival operator, describing the mixed effect of unitary dynamics and the back-action of measurement, coalesce to zero, corresponding to an exceptional point whose degree is the size of the Hilbert space. Generally, this search is guaranteed to succeed in a bounded time for any initial condition. It also performs better than the classical random walk search or quantum search on typical graphs. For example, a crawler can be designed such that, starting on a node of the graph, the walker is detected on any of the nodes with probability one at predetermined times. It also allows perfect quantum state transfer from one node of the system to any other, with or without monitoring. Interestingly, this crawler is described as a massless Dirac quasi-particle.

The goal of quantum state transfer is to transform a state \( |\psi_0\rangle \) to a predetermined target state \( |\psi_d\rangle \), in particular in relatively large systems [1, 2]. For example, the initial state could be an entry node of a chain and the final state the exit node [3]. This basic idea finds applications in quantum search algorithms [4], light-harvesting systems [5, 6], quantum information [7, 8], and the problem of escape from a maze [9]. With unitary evolution, perfect quantum transfer \( |\psi_d|\psi(t)|^2 = 1 \) with \( |\psi(t = 0)\rangle = |\psi_0\rangle \) was found for some particular time \( t \) in large specially constructed spin systems [3], while typical systems fall far from this limit. A question left open is can we design a system that perfectly transfers \( |\psi\rangle \) among all the \( N \) states of the system, instead of between a specific pair. Namely we search for a system such that at specified times \( t_i \) and for specified states \( |x_i\rangle \) (nodes of the system, say), \( |\langle x_i|\psi(t_i)\rangle|^2 = 1 \). In the context of quantum walks [10, 11] this gives an option of transferring a state localized on one spatial node to \( any \) other node in the system, without modifying the underlying Hamiltonian. This will be shown to be possible with a specifically designed unitary quantum walk.

However, not in all cases do we have information on the initial state. In this situation, to find the walker in the target state we use the following strategy [12–18]: every \( \tau \) units of time we check with a local measurement (see below) whether the walker is on a specific node \( |\psi_d\rangle \). Extending the concept of perfect state transfer, we search for a method where the target state is detected with probability one before some final fixed time \( t \) and with a finite number of measurements. We call such a process a guaranteed search, as the detection/transfer within a fixed time is assured. In other words, while usual quantum transfer assumes complete knowledge of the initial condition, and the goal is to maximize the success probability of the unitary evolution \( |\psi_d|\psi(t)|^2 \) at some fixed time, if we have no knowledge about the initial state, we aim to detect the final state \( |\psi_d\rangle \) within some fixed and finite time.

As shown below, the two mentioned problems are related. We propose special purpose quantum graphs, designing tight-binding Hamiltonians that have remarkable search capabilities both for the monitored and non-monitored cases, and either with or without control of the initial state. One of the features of efficient quantum search we find here is that it is intimately related to the study of exceptional points. The latter are degenerate eigenvalues of the non-Hermitian operators that are studied, for example, in optics and laser physics [19–22], topological phases [23–26], and are fundamentally related to parity-time symmetry breaking [27–29]. Here, we design a graph and search protocol with an exceptional point of unusually high degeneracy, namely the size of Hilbert space, which in principle can be made as large as we wish. We highlight the idea that exceptional search is found when all the eigenvalues of the survival operator, defined below, coalesce to zero creating a large degeneracy. Towards the end of the paper we show how the search problem and the corresponding degeneracy of the exceptional points are related to an effective massless Dirac particle, though all along we use Schrödinger dynamics.

Model.—The first-passage time [30, 31] to a given target state \( |\psi_d\rangle \) is not a physical observable in the quantum world [32], given the absence of a well-defined trajectory. Instead, the concept of a monitored quantum walk is used [12–18, 33]. In the stroboscopic protocol, which as we show later is an efficient tool, we project the state \( |\psi_d\rangle \) at times \( \tau, 2\tau, \cdots \) and at each measurement ask if the system is found at its target. This yields a string of no, no, \( \cdots \), and in the \( n \)-th measurement a yes. Once we record a yes, the system is at state \( |\psi_d\rangle \) and in that sense we have a monitored state transfer. The time \( n\tau \) is the first detection time of the state \( |\psi_d\rangle \), which is clearly a random variable whose statistical properties ultimately depend on the initial state of the system \( |\psi_i\rangle \), the unitary evolution between measurements, and the choice of \( \tau \). We will show later how this monitored protocol is related to unitary state transfer without measurements.

Let \( F_n \) be the probability of detecting the system in
FIG. 1. Schematic presentation of the crawl graph (a) and funnel model (b). Here \(N = 20\). The thickness of the connecting line represents the strength of the matrix element connecting two nodes [(a) and (b)]. The colors represent the phases of the hopping rates (a). In (b) we utilize colors to represent the magnitude of the on-site energies, whose matrix elements are real (see details in SM). The crawl graph exhibits perfect quantum state transfer between any pair of nodes in the system, with or without monitoring. The search on both graphs is guaranteed to succeed within a bounded time, for any initial condition.

State \(|\psi_d\rangle\) for the first time at \(n\tau\). This basic probability is given in terms of the amplitude \(\phi_n\) of first detection, namely \(F_n = |\phi_n|^2\) with \([15, 16, 18, 33–35]\)

\[
\phi_n = \langle \psi_d | U(\tau) S^{-n}(\tau) | \psi_{in} \rangle, \tag{1}
\]

where the survival operator is \(S(\tau) = (1 - |\psi_d\rangle \langle \psi_d|) U(\tau)\). Here the back-action of the previous \(n - 1\) repeated measurements is to project out the amplitude of the detected state. In Eq. (1) we use the basic postulates of quantum theory with the projection \(1 - |\psi_d\rangle \langle \psi_d|\). The probability of eventual detection is \(P_{\text{det}} = \sum_{n=1}^{\infty} F_n\), and if \(P_{\text{det}} = 1\) the mean time for first detection is \(\langle \tau \rangle = \tau \sum_{n=1}^{\infty} n F_n\).

As usual with these types of problems, the eigenvalues of \(S(\tau)\) are essential for the characterization of the process. The eigenvalues of \(S(\tau)\), denoted \(\xi\), are all in or on the unit circle \(|\xi| \leq 1\), and the eigenvalues \(|\xi| = 1\) correspond to dark states \([13, 34, 36]\). Our goal is to find \(U(\tau)\) and the corresponding \(H\) so that all the eigenvalues of \(S(\tau)\) are equal to zero. Intuitively, if all the eigenvalues are very small, the decay of \(F_n\) is expected to be fast. It is also clear that if we find such an \(H\), the eigenvalues \(\xi\) coalesce to the value \(\xi = 0\) \([37]\), meaning that we are engineering a method that yields a survival operator whose spectrum \(N\)-fold degenerate, \(N\) being the size of the Hilbert space.

The eigenvalues \(\xi\) are given by

\[
\det|\xi - S(\tau)| = \det|\xi - U(\tau)| = \langle \psi_d | \frac{1}{\xi - U(\tau)} | \psi_d \rangle = 0 \tag{2}
\]

where we have used the matrix determinant lemma, see supplementary material [SM]. Clearly the system always has at least one solution \(\xi = 0\). Let \(H |E_k\rangle = E_k |E_k\rangle\) where \(k = 0, \ldots, N - 1\) and as usual we may expand

\[
|\psi_d\rangle = \sum_{k=0}^{N-1} \langle E_k | \psi_d \rangle |E_k\rangle, \text{ and then}
\]

\[
\langle \psi_d | \frac{1}{\xi - U(\tau)} | \psi_d \rangle = \sum_{k=0}^{N-1} \frac{p_k}{\xi - \exp(-i E_k \tau)} \tag{3}
\]

while \(\det|\xi - U(\tau)| = \prod_{k=0}^{N-1} |\xi - \exp(-i E_k \tau)|\). Here \(p_k = |\langle E_k | \psi_d \rangle|^2\) is the square of the overlap between the energy state \(|E_k\rangle\) and the detected state. Our first requirement is that the system is such that \(p_k \neq 0\) for all the energy states \(|E_k\rangle\), and that there is no degeneracy i.e., \(\exp(-i E_k \tau) \neq \exp(-i E_m \tau)\) for any choice of \(m \neq k\). Physically this demand means that we exclude dark states so \(|\xi| < 1\) and hence the eigenvalues satisfy \(\det|\xi - U(\tau)| \neq 0\). Using Eqs. (2,3) it is not difficult to show that the eigenvalue problem reduces to finding the solution of

\[
\xi \sum_{k=0}^{N-1} \frac{p_k}{\xi - \exp(-i E_k \tau)} = 0. \tag{4}
\]

We now engineer the system in such a way that the only degenerate solution is \(\xi = 0\). To reach this goal, we found the following requirements

\[
p_k = \frac{1}{N} \text{ and } E_k \tau = \frac{2\pi k}{N}. \tag{5}
\]

We see that the energy levels must be equally spaced, which intuitively is expected as this causes the periodicities in the dynamics to resonate at specific times, enhancing constructive interference. More specifically, we will soon choose \(E_k = \gamma k\) where \(\gamma\) has units of energy, and then \(\tau = \frac{2\pi}{\Delta E}\) where \(\Delta E = E_{\text{max}} - E_{\text{min}}\) is the energy gap between the ground and largest energy in the spectrum. We also see that the overlap \(p_k\) must be \(k\)-independent. To verify these requirements, insert Eq. (5) in Eq. (4) and then with summation formulas (see SM) we have

\[
\frac{\xi}{N} \sum_{k=0}^{N-1} \frac{1}{\xi - \exp(-i 2\pi k/N)} = -\frac{\xi^N}{1 - \xi^N} = 0 \tag{6}
\]

and the only possible solution is \(\xi = 0\). We see that for a quantum system satisfying Eq. (5), the survival operator has a \(N\)-fold degenerate eigenvalues at \(\xi = 0\), as we aimed for. Further all the right and left eigenvectors also coalesce. Before constructing the graph that yields this result we study the general consequences for search.

We denote \(H_s, U_s\) and \(S_s\) the Hamiltonian, unitary and survival operator for a system that satisfies the efficient search conditions Eq. (5) and in this notation we omit the dependence on \(\tau\). We define the states \(|Q_k\rangle = (U_s)^k |\psi_d\rangle\) with \(k = 0, \ldots, N - 1\). The operators \(U_s\) and \(S_s\) acting on these states give

\[
U_s |Q_{N-1}\rangle = |\psi_d\rangle, \quad U_s |Q_k\rangle = |Q_{k+1}\rangle \text{ if } k \neq N - 1, \quad S_s |Q_{N-1}\rangle = 0, \quad S_s |Q_k\rangle = |Q_{k+1}\rangle \text{ if } k \neq N - 1. \tag{7}
\]
FIG. 2. Detection probability $F_n$ versus $n$ for the crawl (a) and funnel (b) model. Here the graph has $N = 50$ nodes and we present results with initial states localized on one of the nodes $|\psi_{in}\rangle = |x\rangle$, $x = 0, 1, \ldots$ and $|\psi_{init}\rangle = |0\rangle$. For the crawl search we find a deterministic outcome of the process, where $F_n = 1$ when $n = x$ (for $x = 0$, $F_{50} = 1$). For the funnel model (b) notice the sharp cutoff of $F_n$ for $n > N = 50$. For any initial condition, the detection of the state is guaranteed with probability one, within at most $N$ measurements, which we call guaranteed search. In (b) notice the peak of height one for $n = 50$, when the initial condition is the same as the detected state. The upper bound for the search time is $t_{max} = \tau N = 2\pi$.

We see that both $S_k$ and $U_k$ are shift operators, the difference is the action on the boundary term $|Q_{N-1}\rangle$. We can also show that the states $|Q_k\rangle$ are orthonormal $\langle Q_l | Q_m \rangle = \delta_{lm}$ (see SM) and they form a complete set spanning any initial condition in the Hilbert space. From here we reach the following conclusions. First, consider an initial condition which is a $|Q_k\rangle$ state, then following Eq. (1) we consider the operation $(S_k)^n |Q_k\rangle$ and using Eq. (7)

$$\phi_n = \begin{cases} 1 & \text{if } n = N-k, \\ 0 & \text{otherwise.} \end{cases}$$

(8)

This means that we detect the target with probability one at time $(N-k)\tau$, hence the detection process is deterministic as the fluctuations of the detection time vanish. For a more general initial condition, exploiting the fact that the states $|Q_k\rangle$ form a complete set and the linearity of Eq. (1) with respect to the initial condition, the probability of first detection $F_n = |\phi_n|^2$ is

$$F_n = \begin{cases} \langle Q_{N-n} | \psi_{in} \rangle^2 & \text{for } n = 1, \ldots, N, \\ 0 & \text{otherwise.} \end{cases}$$

(9)

This implies a guaranteed search, since even in the absence of knowledge about the initial condition, the search will find the target with at most $N$ operations. From here it also follows that we have an upper bound on the mean search time $\langle t \rangle \leq \tau N = 2\pi k/E_k = 2\pi/\gamma$. This upper bound is $N$ independent, so that the maximum search time does not scale with the system size. The upper limit is found when the initial condition is the target state $|\psi_{in}\rangle = |\psi_{init}\rangle$.

What are the tight-binding Hamiltonians of size $N \times N$, that yields the guaranteed search? The condition Eq. (5) admits many types of solutions, and here we present two that have certain advantages. First, we present an approach where the nodes of the graph are the states $|Q_k\rangle$. This is clearly useful since this means that we can start the process with the wave packet on one node of the graph and find the walker with probability one after a fixed time at any other node, which we call deterministic search as the fluctuations vanish. We use $H = \sum_k E_k |Q_k\rangle \langle Q_k|$ and for the equal distance energies we set $E_0 = 0, E_1 = \gamma, \ldots, E_{N-1} = (N-1)\gamma$ and Eq. (5) gives $\tau = 2\pi/\gamma$ [38]. In this system the states $|x\rangle$ with $x = 0, 1, \ldots, N-1$ are the nodes of the graph, see Fig. 1. Furthermore, this model can exhibit perfect quantum state transfer between all the nodes in the system. To perform this trick let

$$|E_k\rangle = \left\{ 1, e^{i\theta_k}, e^{i2\theta_k}, \ldots, e^{i(N-1)\theta_k} \right\}/\sqrt{N}$$

(10)

where $\theta_k = 2\pi k/N$. This eigenstate is a discrete Fourier wave, which is related to the “relativistic” linear dispersion in Eq. (5), and Dirac physics as discussed below. Clearly Eq. (10) gives $p_k = 1/N$ and hence

$$H_{\text{Crawl}} = \frac{\gamma}{N} \begin{pmatrix} 0 & 1 & 1 & \cdots & 1 \\ 1 & 0 & 1 & \cdots & 1 \\ 1 & 1 & 0 & \cdots & 1 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & 1 & \cdots & 0 \end{pmatrix}$$

(11)

which we call the Crawl Hamiltonian, see schematics in Fig. 1(a). This system, as discussed below, breaks time-reversal symmetry. In Fig. 2(a) we plot $F_n$ for a system with $N = 50$ and where the target state is $|\psi_{init}\rangle = |0\rangle$. We choose local initial conditions such that $|\psi_{init}\rangle = |x\rangle$, hence we are considering a transition from $x$ to 0 and in the plot we choose $x = 0, 1, \ldots, 49$. We see that $F_n$ is sharply peaked and is equal to unity when $n = x$. This type of deterministic search is not found for classical random walks, and relies on the fact that the quantum wave packet can, at specific times of the evolution, be localized on a single node, while at prior measurement times the wave packet is vanishing on the node. We will soon show that the non-monitored wave packet exhibits the desired unity success probability on all the nodes of the system one after the other.

We now consider an alternative approach, which we term the funnel model, that uses on-site energies to direct the search to a specific node denoted $|\psi_{init}\rangle = |0\rangle$. We still have condition Eq. (5) to fulfill and we start with $|E_0\rangle = \begin{pmatrix} 1/\sqrt{N}, -\sqrt{(N-1)/N}, 0, \ldots \end{pmatrix}^T$. The next energy state is constructed such that it is normalized and orthogonal to $|E_0\rangle$ and has an overlap $1/N$ with the search target, $|E_1\rangle = \begin{pmatrix} 1/\sqrt{N}, 1/\sqrt{N(N-1)}, -\sqrt{(N-2)/(N-1)}, 0, \ldots \end{pmatrix}^T$. The process of constructing these states is continued,
We now move from repeated measurements and consider state transfer with unitary dynamics. First consider $H_{\text{Crawl}}$ and assume we start on a node and want to transfer the system on another node without repeated measurements. From the fact that both $S_a$ and $U_a$ are shift operators, this is precisely the case. Namely, if we start on a node $|\psi_0\rangle = |x_0\rangle$ and focus on the target node $|\psi_d\rangle = |x_f\rangle$ the (non-monitored) success probability is

$$|\langle \psi(t) | \psi_d \rangle|^2 = 1$$  \hspace{1cm} (12)$$

at times $t = (x_f - x_0)\tau$. Hence, as shown in Fig. 3(a), the wave packet is completely localized one node after the other, advancing like the hands of a perfect clock covering the node space efficiently. The amplitude vanishes elsewhere in the system. Hence we may transfer the wave packet from one node to another, i.e. detect the walker with probability one with one perfectly timed measurement. By comparison, in the funnel model we see the revival of the state function in the initial state, an effect that takes place for any model satisfying Eq. (5), even when the system size is large. However, the crawling effect on the nodes of the system is absent (see Fig. 3(b)).

The efficient state transfer we found here is reminiscent of the physics of a massless Dirac particle in dimension one. First the energy is linear in $k$. Second in the crawl model the energy states are discrete free waves, and finally due to time-reversal breaking, the wave packet can travel either clockwise or anti-clockwise (on the graph of Fig. 1(a)), somewhat similar to the particle and antiparticle. But why is Dirac physics related to perfect quantum state transfer?

We started this work with the demand that the eigenvalues of $S$, are real and all coalesce to zero, in order to speed up search and create a tool for efficient state transfer. As illustrated in Fig. 3(a), the fact that the wave packet is not widening is crucial for the validity of Eq. (12). Namely, if the packet is spreading we cannot reach a perfect detection with probability one. Physically, for a Dirac massless particle, the wave packet does not widen while propagating, and this in turn allows precise state transfer. Consider the wave equation in continuous space, $\partial_t \psi(x, t) = \partial_x \psi(x, t)$, the solution is $\psi(x, t) = \int dk g(k) \exp(i(kx - w_k t))$ and $g(k)$ is the initial packet in momentum space. For spatially localized initial condition and using $w = k$ we get a delta traveling wave, in close analogy with what we find in discrete space. Of course the underlying dynamics in our case is controlled by the Schrödinger equation, but the Hamiltonian under study yields an effective motion in which space and time are treated on the same footing. Finally, the Dirac wave function in dimension one has two components. Similarly, we have a particle traveling clockwise and anti-clockwise. We can switch between these modes by replacing the Hermitian $H_{\text{Crawl}}$ with its complex conjugate.

Our proposal is based on current technologies that allow clever engineering of Hamiltonians with waveguide arrays [9, 39–43], trapped ions [44, 45], Josephson junctions [46–48], cold atoms [49], etc. For example, in photonic systems, artificial gauge fields have been experimentally induced through a harmonic modulation of the refractive index [50, 51], introducing complex-valued controllable couplings between waveguides [39–41, 43]. These advances allow us to consider the option of constructing a device with non-trivial matrix elements $H_{i,j}$ and thus design in the laboratory special types of graphs to speed up the search and generate perfect quantum
state transfer.

To summarize, we have designed a survival operator $S(t)$, with an exceptional point whose degeneracy is the size of the Hilbert space. The resulting special purpose family of Hamiltonians allows for guaranteed search. For specialized states $|Q_i\rangle$ the monitored search process is deterministic as the fluctuations in the detection attempt vanish. The main condition Eq. (5) still allows for further freedom in the design of the search process. For the crawl model the search is effectively uni-directional in a system that conserves energy. The (non-monitored) success probability is unity, and the state transfer can be made efficient from any spatial starting point to any other node of the graph. The Hamiltonian is independent of the choice of the target state, and in that sense the system exhibits what we call universal search. Further the search is globally optimal with respect to any other search algorithm, in the sense that the success probability is unity even for large systems and for all the nodes.
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MATRIX DETERMINANT LEMMA

We provide details on the derivation of Eq. (2) using the matrix determinant lemma [1]. Suppose \( A \) is an invertible square matrix and \( u, v \) are column vectors, then the matrix determinant lemma states:

\[
\det[A + uv^T] = (1 + v^T A^{-1} u) \det[A],
\]

(S1)

where \( uv^T \) is the outer product of the vectors \( u \) and \( v \). We are interested in the eigenvalues of the survival operator \( \det[\xi - S(\tau)] = 0 \) with \( S(\tau) = (1 - |\psi_d\rangle\langle\psi_d|)U(\tau) \) as defined in the main text. Substituting \( S \) into the matrix determinant, we have

\[
\det[\xi - S(\tau)] = \det[\xi - U(\tau) + |\psi_d\rangle\langle\psi_d|U(\tau)].
\]

(S2)

As discussed in the main text, to prevent the appearance of dark states, which are not optimal for the quantum search, we have conditioned \( \det[\xi - U(\tau)] \neq 0 \). Hence \( \xi - U(\tau) \) is an invertible square matrix. If we denote \( \xi - U(\tau) \) as the matrix \( A \), it fits the condition for the matrix determinant lemma. We then let \( u = |\psi_d\rangle \), and \( v^T = \langle\psi_d|U(\tau) \).

Using Eq. (S1), we have:

\[
\det[\xi - S(\tau)] = \xi \det[\xi - U(\tau)]|\psi_d\rangle\langle\psi_d| \frac{1}{\xi - U(\tau)} |\psi_d\rangle.
\]

(S3)

This is the formula we utilize in the main text. Now the determinant of \( \xi - S(\tau) \) is divided into three parts, and we discuss them separately in the main text.

FIGURE PREPARATION

Numerical Simulation Methods

To prepare the plots, we simulate the search process directly based on Eq. (1). We first construct the search Hamiltonians for the crawl graph and funnel graph using Eqs. (11) and (S12). In the simulation, we set \( N = 50 \) (for preparation of Fig. 2). The initial state of the system is usually a node of the graph namely \( |\psi_{in}\rangle = |x\rangle \). We represent it by a vector of dimension \( N \). For example, if the system is initially localized on node 0, we set the first entry of the vector to be one and all the rest remains zero. With the initial state and funnel/crawl Hamiltonians, we numerically calculate \( \phi_1 \), which is the overlap between the wave function at time \( \tau \) and the search target \( |\psi_d\rangle \), namely \( \phi_1 = \langle \psi_d |U(\tau) |\psi_{in}\rangle \). The square of \( |\phi_1|^2 \) is the probability that we detect the particle in the first measurement at time \( t = \tau \), which is recorded for plotting Fig. 2. We then turn to the calculation of \( F_2 \). In the first step, the failed measurement (at time \( \tau \)) projects out the state on \( |\psi_d\rangle \). This is done by setting the state that overlap with \( |\psi_d\rangle \) to zero, in other words, we mimic the back-action of projection \( (1 - |\psi_d\rangle\langle\psi_d|) \). For example, let \( |\psi_d\rangle = |0\rangle \), then after the measurement, the state of the system on node 0 is zero. The measured state is the new initial state for the calculation of \( F_2 \). Similar to the calculation of \( F_1 \), we let the system evolve for time \( \tau \) by \( U(\tau) \), then calculate the overlap between the state of the system and search target, which is \( \phi_2 \). The search probability \( F_2 = |\phi_2|^2 \). Such procedure is repeated, we numerically calculate \( F_3, F_4, \ldots, F_n \). The results are plotted in Fig. 2 for the crawl (a) and funnel (b) models.

Figure Details

We now provide further details of the figures.
Fig. 1(a). Schematic plot of the crawl graph Hamiltonian Eq. (11) of size $20 \times 20$. Here we set $\gamma = 1$ and subsequently. In Eq. (11), we have a typical matrix element $1/[1 - \exp(i\theta)]$, which can be formally written as $1/[1 - \exp(i\theta)] = R \exp(i\Phi)$. The $R$ represents the coupling strength between the nodes, in the figure we utilize the thickness of the connecting line to represent its magnitude. The $R$ decrease as the distance between the nodes becomes longer. For example, $R_{0,1} = R_{0,19} > R_{0,2} = R_{0,18} > R_{0,3} = R_{0,17} > \cdots > R_{0,10}$. The colors represent the phases $\Phi$, where the phases $\pi > \Phi > \pi/2$. The on site energy of the nodes are equal to zero, hence all of them are plotted gray. Geometrically, the system is rotationally invariant.

Fig. 1(b). Schematic plot of the funnel Hamiltonian Eq. (S12) of size $20 \times 20$. The matrix elements in Eq. (S12) are real, and again we unitize the thickness of the line connecting the nodes to represent the hopping rate magnitude. Now the on-site energies are not identical, and we present this variation by the colors. The linearly for the nodes from 1 to 50. In the funnel model, the thickness of the connecting line to represent its magnitude. The colors represent $R > \pi/2$. The system is recurrent, which is rooted in the periodicity of the energy spectrum we observe.

Fig. 2(a). Search probability $F_n$ versus measurement steps $n$ for the crawl graph. Here the graph has 50 nodes. We choose the initial states to be the nodes of the graph, namely $|\psi_{in}\rangle = |0\rangle, |1\rangle, \cdots, |49\rangle$. As discussed in the main text, the search state can be any node of the graph, but here for demonstration, we choose $|\psi_d\rangle = |0\rangle$. We numerically simulate the search process with the method we discussed above. As shown in the figure, the search is deterministic, namely, we detect the walker with probability one at some specified times, as described in the text.

Fig. 2(b). Search probability $F_n$ versus measurement steps $n$ for the funnel model. Here we set $N = 50$ and the search target is $|\psi_d\rangle = |0\rangle$. Again, we choose the initial state to be a node of the graph and $x$ goes from 0 to 49. We then apply the simulation approach discussed above, which gives the statistics of $F_n$, as shown in the figure. For any initial state, the detection of the state is guaranteed with probability one within $N$ measurements. There is a clear cutoff for $F_n$ when $n > N$, which drops to zero, namely $F_{n>N} = 0$. The upper bound of the search time is $2\pi$.

Fig. 3 describes the unitary evolution without measurements (non-monitored quantum walks) for the crawl Hamiltonian (a) and funnel model (b). We plot the probability of finding the walker on node $x$, $|\langle \psi(t) | x \rangle|^2$ versus $x$, and for continuous-time $t$ (in the unit $\tau/10$). Here, for both graphs, we choose $N = 20$ and the initial state is $|0\rangle$. We record $|\langle \psi(t) | x \rangle|^2$ for all the nodes with sampling time interval $\tau/10$. As shown in the figure, the wave function of the crawl graph is localized at specific nodes of the graph at times $\tau, 2\tau, 3\tau, \cdots$. In the funnel mode (b), starting for a localized state $|0\rangle$, the wave function first spreads to the whole graph. Then it returns to the localized state $|0\rangle$. The system is recurrent, which is rooted in the periodicity of the energy spectrum we design.

**DETAILS ON THE DERIVATION OF EQ. 6**

We present the derivation of Eq. (6). As discussed in the main text, the eigen function of the survival operator $S(\tau)$ can be written as $\xi \sum_{k=0}^{N-1} p_k / [\xi - \exp(-iE_k\tau)] = 0$. Here, we denote the summation as $I$. With Eq. (5), we have

$$I = \frac{\xi}{N} \sum_{k=0}^{N-1} \frac{1}{\xi - \exp(-i2\pi k/N)} = -\frac{\xi}{N} \sum_{k=0}^{N-1} \frac{\exp(i2\pi k/N)}{1 - \xi \exp(i2\pi k/N)},$$

(S4)

where we multiply both numerator and denominator by $\exp(-i2\pi k/N)$ for each terms in the summation. We first Taylor expand $1/[1 - \xi \exp(i2\pi k/N)]$ and get

$$I = -\frac{\xi}{N} \sum_{k=0}^{N-1} \exp(i2\pi k/N) \sum_{j=0}^{\infty} [\exp(i2\pi k/N)]^j = -\frac{\xi}{N} \sum_{k=0}^{N-1} \sum_{j=0}^{\infty} \xi^j \exp[i2\pi k(j+1)/N].$$

(S5)

We then calculate $I$ by changing the order of the summations. Namely, we first perform the summation over $k$, which is a geometric progression with common ratio $\exp[i2\pi(j+1)/N]$. By calculating the geometric progression, we have:

$$I = -\frac{\xi}{N} \sum_{j=0}^{\infty} \xi^j \sum_{k=0}^{N-1} \exp[i2\pi k(j+1)/N] = \frac{\xi}{N} \sum_{j=0}^{\infty} \xi^j \frac{1 - \exp(i2\pi j)}{1 - \exp[i2\pi (j+1)/N]}.$$

(S6)
Since \( j \) is an integer, the numerator \( 1 - \exp(i2\pi j) \) always equals to zero. The whole fraction is non-zero only when the denominator \( 1 - \exp(i2\pi(j + 1)/N) \) also equals to zero. That is possible and happens when \( \exp(i2\pi(j + 1)/N) = 1 \), namely \( j = nN - 1 \), where \( n \) is an integer and goes from 1 to infinity (if \( n \) starts from 0, \( j = -1 \), which goes beyond the regime of \( j \)). When both numerator and denominator equal to zero, using L'Hospital's rule, we have

\[
\lim_{j \to nN-1} \frac{1 - \exp(i2\pi j)}{1 - \exp(i2\pi(j + 1)/N)} = N, \quad n = 1, 2, 3, \ldots.
\]  

(S7)

Hence in Eq. (S6), we only need to sum the terms when \( j = nN - 1 \), and the other terms are simply zero. We replace the summation index \( j \) with \( n \), where \( n \) goes from 1 to infinity. Then for the summation \( I \), we have:

\[
I = \frac{\xi}{N} \sum_{j = nN-1}^{N-1} \xi^j N = \frac{\xi}{N} \sum_{n=1}^{\infty} \xi^{nN-1} N = \sum_{n=1}^{\infty} \xi^{nN} = -\frac{\xi^N}{1 - \xi^N}.
\]  

(S8)

These are the details of the derivation of Eq. (6) in the main text.

PROOF OF THE ORTHOGONAL OF STATES \( |Q_k\rangle \)

We present the proof that the states \( |Q_0\rangle, |Q_1\rangle, |Q_2\rangle, \ldots, |Q_{N-1}\rangle \) are orthogonal with each other, namely \( \langle Q_i|Q_m\rangle = \delta_{im} \). The state \( |Q_k\rangle \) is defined by the unitary evolution operator \( U_s \) to the power \( k \) times the search target \( |\psi_d\rangle \), where \( U_s = \exp(-iH_s\tau) \) and \( H_s \) are search Hamiltonian satisfying Eq. (5). To show the orthogonality, we first expanded \( |\psi_d\rangle \) in the energy basis, which leads to:

\[
|Q_m\rangle = (U_s)^m|\psi_d\rangle = \sum_{k=0}^{N-1} (U_s)^m \langle E_k|\psi_d\rangle |E_k\rangle = \sum_{k=0}^{N-1} \exp(-imE_k\tau) \langle E_k|\psi_d\rangle |E_k\rangle = \sum_{k=0}^{N-1} \exp(-i2\pi km/N) \langle E_k|\psi_d\rangle |E_k\rangle.
\]  

(S9)

Here we have used the fact \( E_k\tau = 2\pi k/N \). Similarly, we can find the representation of the state \( |Q_i\rangle \) in the energy basis. We then calculate the overlap between the states \( |Q_m\rangle \) and \( |Q_i\rangle \). We have

\[
\langle Q_i|Q_m\rangle = \sum_{k=0}^{N-1} \sum_{k'=0}^{N-1} \langle E_k|\psi_d\rangle \langle E_k'|\psi_d\rangle \exp[i2\pi(kl - k'm)/N] \langle E_k'|\psi_d\rangle |E_k\rangle = \sum_{k=0}^{N-1} \langle E_k|\psi_d\rangle \exp[i2\pi kl - m]/N). \]  

(S10)

The square of the overlap between the detected state \( |\psi_d\rangle \) and the energy state \( |E_k\rangle \) is denoted as \( p_k = |\langle \psi_d|E_k\rangle|^2 \). Eq. (5) states this value is a dependent of \( k \) for the search Hamiltonian \( H_s \), where \( p_k = 1/N \). So for Eq. (S10), we only need to calculate the summation of \( \exp[i2\pi kl - m]/N) \) from \( k = 0 \) to \( N - 1 \). This has been done also in Eq. (S6), where \( (j + 1) \) in Eq. (S6) is replaced by \((l - m)\) here. We then have:

\[
\langle Q_i|Q_m\rangle = \frac{1}{N} \sum_{k=0}^{N-1} \exp[i2\pi kl - m]/N) = \frac{1}{N} \exp[i2\pi l/m]/N - 1.
\]  

(S11)

Using Eq. (S7), \( \langle Q_i|Q_m\rangle \) is non-zero only when \( l - m = 0 \), \( N, 2N, \ldots \). Here \( N - 1 \geq l \geq 0 \) and \( N - 1 \geq m \geq 0 \). Hence only when \( l = m \) we have \( \langle Q_i|Q_m\rangle = 1 \), otherwise \( \langle Q_i|Q_m\rangle = 0 \). Namely \( \langle Q_i|Q_m\rangle = \delta_{im} \). This is the conclusion we used in the main text. Another thing to notice is that, since the \( |Q_k\rangle \) are generated by the unitary operators, it is naturally normalized. Hence the states \( \{|Q_0\rangle, |Q_1\rangle, |Q_2\rangle, \ldots, |Q_{N-1}\rangle\} \) forms a complete and normalized space.

FUNNEL MODEL HAMILTONIAN

We provide details on the funnel Hamiltonian and its explicate presentation. In this model, the search target \( |\psi_d\rangle = |0\rangle \). As before, the spatial nodes of the graph are denoted \( |x_i\rangle \), and \( i = 0, 1, \ldots, N - 1 \). We start with the energy state \( |E_0\rangle = \{1/\sqrt{N}, -\sqrt{(N-1)/N}, 0, 0, \ldots\} \), where \( 1/\sqrt{N} \) fulfills the first condition in Eq. (5) and \( -\sqrt{(N-1)/N} \) stands for normalization. We then construct the energy state \( |E_1\rangle \). It should be orthogonal with \( |E_0\rangle \) and in agreement with the condition in Eq. (5). We find \( |E_1\rangle = \{1/\sqrt{N}, 1/\sqrt{N(N-1)}, \ldots\} \). Again, the first term in \( |E_1\rangle \) leads to \( |\langle E_1|0\rangle|^2 = 1/N \). The
second entry guarantees $\langle E_0 | E_1 \rangle = 0$, and the third entry is for normalization. Following the construction procedure, we have $|E_2\rangle = \{1/\sqrt{N}, 1/\sqrt{N(N-1)}, 1/\sqrt{(N-2)(N-1)}, -\sqrt{(N-3)/(N-2)}, 0, 0, \ldots \}$, and in general $|E_{i\neq N-1}\rangle = \{1/\sqrt{N}, 1/\sqrt{N(N-1)}, \ldots, 1/\sqrt{(N + 2 - k)(N + 1 - k)}, \ldots, -\sqrt{(N - 1 - i)/(N - i)}, 0, 0, \ldots \}$, where $k$ is the index for the $k$-th entry and $2 \leq k \leq i$. This general representation $|E_i\rangle$ can help us construct the states $|E_0\rangle, |E_1\rangle, \ldots, |E_{N-2}\rangle$, but not $|E_{N-1}\rangle$. Let us explain this and then show how to construct $|E_{N-1}\rangle$. When $i = N - 2$, we have $|E_{N-2}\rangle = \{1/\sqrt{N}, 1/\sqrt{N(N-1)}, \ldots, 1/\sqrt{6}, -1/\sqrt{2}\}$. Now we cannot utilize the procedure we did before to construct $|E_{N-1}\rangle$, since roughly speaking there is no additional space for the normalization. So how to construct the last energy state? We notice the last term in $|E_{N-2}\rangle$ is $-1/\sqrt{2}$, which is special. Let us consider a state where the first $N - 1$ terms are the same as those in $|E_{N-2}\rangle$, and the only different one is the last term, where we change the $-1/\sqrt{2}$ to $1/\sqrt{2}$. We can see such a state is orthogonal with $|E_{N-2}\rangle$ and also normalized. This is the last energy state, i.e., $|E_{N-1}\rangle = \{1/\sqrt{N}, 1/\sqrt{N(N-1)}, \ldots, 1/\sqrt{6}, 1/\sqrt{2}\}$. It is also easy to show that this state is orthogonal with respect to the other state, $|E_{N-3}\rangle, |E_{N-4}\rangle, \ldots, |E_0\rangle$. We then have $N$ orthogonal and normalized states fulfill the conditions in Eq. (5).

For the equal distance energies, we set $E_0 = 0, E_1 = \gamma, E_2 = 2\gamma, \ldots, E_{N-1} = (N - 1)\gamma$, the resulting Hamiltonian is

\[
H = \frac{\gamma}{2} \begin{bmatrix} 
N - 1 & H_{0,1} & H_{0,2} & \cdots & H_{0,N-1} \\
H_{0,1} & 1 & H_{1,2} & \cdots & H_{1,N-1} \\
H_{0,2} & H_{1,2} & 3 & \cdots & H_{2,N-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
H_{0,N-1} & H_{1,N-1} & H_{2,N-1} & \cdots & 2N - 3 
\end{bmatrix}
\]  

(S12)

where $H_{0,m} = \sqrt{(N - m)(N - m + 1)/(m + 1)}$ ($m \neq 0$) and $H_{j,m} = \sqrt{(N - m + 1)(N - m)/((N - j + 1)(N - j))}$ ($j \neq 0, n$). We call this approach the funnel model.

[1] D. A. Harville, *Matrix Algebra From a Statistician’s Perspective* (Springer, New York, 1997).