Stress in ordered systems: Ginzburg-Landau-type density field theory
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We present a theoretical method for deriving the stress tensor and elastic response of ordered systems within a Ginzburg-Landau-type density field theory in the linear regime. This is based on spatially coarse graining the microscopic stress which is determined by the variation of a free energy with respect to mass displacements. We find simple expressions for the stress tensor for phase field crystal models for different crystal symmetries in two and three dimensions. Using tetradic product sums of reciprocal lattice vectors, we calculate elastic constants and show that they are directly related to the symmetries of the reciprocal lattices. We also show that except for bcc lattices there are regions of model parameters for which the elastic response is isotropic. The predicted elastic stress-strain curves are verified by numerical strain-controlled bulk and shear deformations. Since the method is independent of a reference state, it extends also to defected crystals. We exemplify this by considering an edge and screw dislocation in the simple cubic lattice.

DOI: 10.1103/PhysRevB.103.224107

I. INTRODUCTION

Classical deformation theories are formulated on the assumption that a solid is a deformable continuum medium on length scales much larger than the size of any microscopic structures. This macroscopic deformation field is independent of the system size such that scale invariance becomes a symmetry of the solid [1]. However, this property is lost for solids that are micron and submicron in size, which deform erratically while exhibiting an overall strain hardening with decreasing system size [2–4]. Small crystals are still sufficiently big in size compared to the atomic scale of their crystal lattice, such that the continuum approximation remains valid, and in fact desirable, for a theory that aims to describe macroscopic properties. While the elastic degrees of freedom can still be coarse grained to elastic fields, dislocations, which are the main carriers of low-temperature plastic slips, cannot be readily coarse grained due to their topological nature which induces long-range interactions and persistent correlations. Conventional plasticity theories assume that the representative volume element is sufficiently large to contain a statistically significant number of dislocations such that the plastic deformation can be described in terms of a single average quantity, e.g., the dislocation density tensor, while ignoring fluctuations around it. This coarse graining procedure breaks down at the micron and submicron scales because there are not sufficiently many dislocations to substantiate a continuum approximation for the dislocation density, and the correlation length becomes comparable to the crystal size. We are thus left to imagine that on these scales dislocations remain discrete entities interacting through their internally generated stress fields. Discrete dislocation dynamics models are formulated precisely on these premises and consider dislocations as mobile singularities in a linearly elastic medium (see, e.g., Ref. [5]). This modeling approach has been successful at reproducing qualitatively the scale-free statistical properties of plastic slip avalanches [6–8] and the size dependence of plastic yield [9,10]. The model is nonetheless empirical in the way reaction rates and dislocation mobilities are introduced as ad hoc tuning parameters.

There are several field formulations which attempt to link atomic with continuum scales through hybrid continuum/discrete models [11–13], or by introducing free-tuning intrinsic length parameters as in strain-gradient plasticity theories [14–16]. We are still lacking a theoretical model with no ad hoc parameters that captures quantitatively the rich plastic behavior of small crystals while also being able to shed light on the microscopic mechanisms behind the macroscopic plastic instabilities and fluctuations. A promising contender is the phase field crystal (PFC) model [17,18] which accommodates more naturally the linkage between atomic and continuum scales. It models the crystal lattice as a continuous density field and encodes both the state of elastic deformation and the plastic slip. For this reason, it has been used to model various crystal-related phenomena [19]. A caveat with the standard PFC model is that it lacks the separation of timescales between the overdamped dislocation motion and the very fast relaxation to equilibrium of elastic modes [20,21]. Recently, we have proposed a way to remedy this by constraining the diffusive relaxation to accommodate instantaneous mechanical equilibrium on continuum scales [22,23], which makes it possible to study how dislocations nucleate under stress [24].

Our method of linking between the continuum scale of elasticity and the discrete nature of dislocations is based on computing the macroscopic stress tensor directly from the PFC free energy functional, hence the order parameter. We have done this derivation for a specific free energy in two dimensions in Ref. [25]. A generalization is needed to compute the stress field from an arbitrary free energy in any dimensions, and this we address in this paper. Density functional
theories provide a similar conceptual technique for computing the microscopic stress from \textit{ab initio} free energies and based on Irving-Kirkwood transport theory [26–30]. However, this stress is not coarse grained or maintained at mechanical equilibrium. In molecular dynamics models, the microscopic stress is also computed through the Irving-Kirkwood formula, a generalization of the virial expression of the equation of state for nonequilibrium systems [31,32], but the system is confined to both atomic length scales and fast timescales. By contrast to these approaches, the PFC model with mechanical equilibrium handles multiple scales both in space and time. Another advantage of the PFC modeling formalism is that dislocations are emergent features, determined by the topological defects in the complex amplitudes obtained by the mode expansion of the crystal order parameter [25].

We have shown that the profile of the macroscopic stress around a dislocation matches the analytical solutions from linear elasticity in the far field and is regular at the dislocation core due to the smooth properties of the order parameter [22,23]. Thus, the formalism presented in this paper can be extended to plastic deformation and flow due to the presence of dislocations.

In this paper, we propose a systematic method that links the macroscopic stress field which describes the deformation state of a continuum elastic medium with the microscopic stress field, which, in turn, is directly determined by the order parameter of the broken crystal symmetries (a crystal density field). The generic procedure is based on finding the microscopic stress through a variational calculus of an appropriate free energy with respect to mass displacements followed by a coarse graining procedure to upscale the microscopic stress to continuum scales. This method is valid for a Ginzburg-Landau-type theory in which the free energy is given in terms of an order parameter and any order of its gradients, which determines how a medium has been deformed from some reference state. The stress definition of Eq. (1), however, is independent of such a reference state and we will show in Sec. III how we relate this definition to the continuum stress in the linear regime. In conventional density functional theory, \( F \) is the sum of the ideal gas free energy \( F_{id}[\bar{\rho}] \), an external potential energy \( F_{ext}[\bar{\rho}] \), and an excess free energy \( F_{exc} \) which accounts for particle mutual interactions. The former two are expressed as functionals of the microscopic one-body density \( \bar{\rho} \) which is the ensemble average of the density operator for \( N \) particles

\[
\bar{\rho}(\mathbf{r}) = \left\{ \sum_{i=1}^{N} \delta(\mathbf{r} - \mathbf{r}_i) \right\}_{\text{Ens}},
\]

while \( F_{exc} \) must be approximated for practical purposes [34]. In this paper, we are interested in Ginzburg-Landau-type field theories, in which \( F_{exc} \) is expressed in terms of gradients, and its exact expression is typically determined by the symmetries of the ordered phase. Thus, \( F \) is given as a functional of \( \bar{\rho} \) and its gradients, \( F[\bar{\rho}] = \int d^D r \, \tilde{f}[\bar{\rho}, \{\partial_i \bar{\rho}\}, \{\partial_{ij} \bar{\rho}\}, \ldots] \), where \( \tilde{f} \) is the free energy density. Therefore, variational changes in \( F \) relate directly to variational changes in the microscopic density, and the corresponding conjugate variable defines the chemical potential:

\[
\tilde{\mu}_c(\bar{\rho}) = \frac{\delta F}{\delta \bar{\rho}} = \frac{\delta \tilde{f}}{\delta \bar{\rho}} - \partial_i \left( \frac{\partial \tilde{f}}{\partial (\partial_i \bar{\rho})} \right) + N(i, j) \partial_{ij} \left( \frac{\partial \tilde{f}}{\partial (\partial_{ij} \bar{\rho})} \right) \ldots,
\]

where \( N(i, j) = (1 + \delta_{ij})/2 \) is a necessary prefactor to not overcount contributions from the off-diagonal variables (see Appendix A 1).

To derive Eq. (1) for variational changes of \( F \) in terms of \( \delta \mathbf{x} \), we use that mass density is a locally conserved quantity, so that its variations \( \delta \bar{\rho} \) are determined by the mass displacement variations through the conservation law, written as

\[
\delta \bar{\rho} = -\partial_j (\tilde{\rho} \delta \mathbf{x}_j).
\]

This implies that the variational of \( F \) relates to \( \delta \mathbf{x} \) as

\[
\delta F = \int_{\Omega} d^D r \, \tilde{\mu}_c \cdot \delta \bar{\rho} = \int_{\Omega} d^D r \, (\bar{\rho} \partial_j \tilde{\mu}_c) \delta x_j - \int_{\Omega} dS_j (\tilde{\mu}_c \bar{\rho}) \delta x_j.
\]

Identifying this with the expression in Eq. (1), we obtain that a net mechanical force leads to mass transport along the chemical potential gradient, namely,

\[
\partial_j \tilde{\mu}_c = -\bar{\rho} \partial_j \tilde{\rho}.
\]

This expression tells us equivalently that when the system is in chemical equilibrium (steady-state microscopic density) then the associated microscopic stress is in mechanical equilibrium and vice versa. To obtain an explicit expression for \( \tilde{\sigma}_{ij} \), we

II. MICROSCOPIC STRESS FIELDS

The microscopic Cauchy stress \( \tilde{\sigma}_{ij} \) can be determined by variational changes of a free energy \( F \) with respect to adiabatic mass displacement variations \( \delta \mathbf{x} \) through

\[
\delta F = -\int_{\Omega} d^D r \, \partial_i \tilde{\sigma}_{ij} \delta x_j + \int_{\partial \Omega} dS_i \tilde{\sigma}_{ij} \delta x_j,
\]
consider a free energy density \( \tilde{f}(\tilde{\rho}, \{\partial_\sigma \tilde{\rho}\}, \{\partial_{ij} \tilde{\rho}\}) \) that only depends on \( \tilde{\rho} \) and its first and second gradient densities, so that the free energy changes by

\[
\delta F = \int_\Omega d^D \rho \left[ \frac{\partial \tilde{f}}{\partial \tilde{\rho}} \delta \tilde{\rho} + \frac{\partial \tilde{f}}{\partial (\partial_\sigma \tilde{\rho})} \delta (\partial_\sigma \tilde{\rho}) \right.
\]

\[
+ N((i, j)) \frac{\partial \tilde{f}}{\partial (\partial_{ij} \tilde{\rho})} \delta (\partial_{ij} \tilde{\rho}) \right] .
\]

(7)

Using Eq. (4), and repeated integration by parts and renaming of indices, we obtain that (up to some surface terms)

\[
\delta F = \int_\Omega d^D \rho d\xi_\alpha \left[ (\tilde{f} - \tilde{\mu}_c \tilde{\rho}) \delta_{ij} - \frac{\partial \tilde{f}}{\partial (\partial_\sigma \tilde{\rho})} \delta_j \tilde{\rho} \right.
\]

\[
+ N((i, m)) \left( \frac{\partial \tilde{f}}{\partial (\partial_{im} \tilde{\rho})} \right) \delta_j \tilde{\rho} \n
\]

\[
- N((j, m)) \frac{\partial \tilde{f}}{\partial (\partial_{jm} \tilde{\rho})} \delta_j \tilde{\rho} \left] \right]
\]

\[
= \int_\Omega d^D \rho d\xi_\alpha \partial_\sigma \tilde{\rho} \n
\]

(8)

with the microscopic stress tensor defined as

\[
\tilde{\sigma}_{ij} = (\tilde{f} - \tilde{\mu}_c \tilde{\rho}) \delta_{ij} + \tilde{h}_{ij},
\]

where \( \tilde{h}_{ij} \) arises from the gradient expansion of the nonlocal interaction and is given by

\[
\tilde{h}_{ij} = - \tilde{f}_{ij} \tilde{\rho} - \tilde{f}_{im} \delta_{jm} \tilde{\rho} + \frac{\partial \tilde{f}_{im}}{\partial \tilde{\rho}} \delta_j \tilde{\rho} .
\]

(9)

Here, we have introduced the notation \( \tilde{f}_{ij} = \tilde{f}/\partial (\partial_{ij} \tilde{\rho}) \) and \( \tilde{f}_{im} = N((i, m)) \tilde{f}/\partial (\partial_{im} \tilde{\rho}) \). Taking the divergence of Eq. (9), a lengthy but straightforward calculation shows that it satisfies the force balance Eq. (6) (see the general derivation in Appendix A).

Closer inspection of the method outlined here reveals a gauge freedom in the determination of the microscopic stress. Both the force balance Eq. (6) and the variation calculus of Eq. (8) only define the stress tensor up to a divergence free contribution. Additionally, since the dynamics is independent of any constant surface contribution to the free energy, local free energies are undetermined up to a divergence in \( \tilde{f} \). The ambiguity is of no physical importance since it does not change the force density and is fundamentally associated with the difficulty in attributing a local (pointwise) energy contribution to a system in which there are nonlocal interactions [29,35,36]. Indeed, for structures with an intrinsic length scale, such as crystals, coarse graining over a representative volume will in part remove this ambiguity, as we will demonstrate shortly.

Equation (9) suggests a generalization which is valid for a free energy density \( \tilde{f}(\tilde{\rho}, \{\partial_\sigma \tilde{\rho}\}, \{\partial_{ij} \tilde{\rho}\}, \ldots) \) that is a function of arbitrary density gradients, where \( \tilde{h}_{ij} \) is replaced by

\[
\tilde{h}_{ij} = \sum_{a=1}^\infty \tilde{M}_{ij}^{(a)},
\]

where

\[
\tilde{M}_{ij}^{(a)} = \sum_{\beta=1}^a (-1)^\beta \partial_{m_{\beta} \ldots m_{\alpha}} \tilde{f}_{m_{\beta} \ldots m_{\alpha i}} \partial_{m_{\beta} \ldots m_{\alpha i}} \tilde{\rho} ,
\]

(11) and the short-form notation has been generalized to

\[
\tilde{f}_{m_1 \ldots m_{\alpha}} = N((m_1)) \frac{\partial \tilde{f}}{\partial (\partial_{m_1 \ldots m_{\alpha}} \tilde{\rho})} .
\]

(13)

The combinatorial factor is the inverse of the multinomial coefficient

\[
N((m_1)) = \frac{N_r! N_c! N_s!}{\alpha!}
\]

(14)

where \( N_r, N_c, \) and \( N_s \) are the numbers of elements in \( \{m_1\}_{i=1}^\alpha = \{m_1, \ldots, m_{\alpha}\} \) that equal \( x, y, \) and \( z, \) respectively. While it is possible to redo the variational calculus for an arbitrary number of gradients, the easiest method is to confirm that the generalization satisfies the force balance Eq. (6). In Appendix A, we show that \( \partial_i \tilde{h}_{ij} = \tilde{\mu}_c \delta_j \tilde{\rho} - \delta_i \tilde{f} \) from which Eq. (6) follows.

As an example of this general expression of the microscopic stress, we take the Ginzburg-Landau free energy \( \tilde{f}(\tilde{\rho}, \{\partial_\sigma \tilde{\rho}\}) \), for which Eq. (9) reduces to

\[
\partial_{ij} \tilde{f} = (\tilde{f} - \tilde{\mu}_c \tilde{\rho}) \delta_{ij} - \frac{\partial \tilde{f}}{\partial (\partial_{ij} \tilde{\rho})} \partial_j \tilde{\rho}
\]

(15) which is the expression derived in Ref. [30]. For a free energy density \( \tilde{f}(\tilde{\rho}, \{\partial_\sigma \tilde{\rho}\}, \{\partial_{ij} \tilde{\rho}\}) \) dependent on second order gradients, such as the basic Swift-Hohenberg free energy functional used in the PFC model, we get an expression of Eq. (9) which is the general form of the stress tensor used in Ref. [25]. It should be noted that the stress tensor in Ref. [25] omits the combinatorial factor \( N((i, j)) \) since this included only terms diagonal in \( ij \), for which \( N((i, j)) = 1 \). It also lacks the second term \( -\tilde{\mu}_c \tilde{\rho} \) in the isotropic part of the stress tensor as this arises from considering mass-conserving deformations, which were not considered in Ref. [25]. For more general free energy expressions, e.g., those given in Refs. [37–40], the general expression must be employed and we present in this paper some of these expressions.

III. COARSE GRAINED DESCRIPTION: CONTINUUM LIMIT

The notion of the stress tensor defined in the previous section is valid for any density field \( \tilde{\rho} \). A crystal as a continuum elastic medium, by contrast, has far fewer degrees of freedom and is typically characterized by a macroscopic density field \( \rho(\mathbf{r}) = (\tilde{\rho})(\mathbf{r}) \), defined as a spatial average of \( \tilde{\rho} \) over a unit representative volume, which for a crystal is given by the lattice unit \( a_0 \). For the remainder of this paper, we consider the Gaussian convolution

\[
(\tilde{\rho})(\mathbf{r}) = \int d^D \rho \frac{\tilde{\rho}(\mathbf{r}')}{(2\pi a_0^2)^{D/2}} \exp \left( \frac{- (\mathbf{r} - \mathbf{r}')^2}{2a_0^2} \right)
\]

(16) as the definition of a coarse graining procedure. The evolution of this density is dictated by minimizing the coarse grained free energy density \( f = (\tilde{f}) \). The deformation varies much larger than the crystal lattice, so it is described by a macroscopic (slowly varying) displacement field \( \mathbf{u} \). This appears as changes in the phases of the complex amplitudes of the demodulated density field. In linear elasticity, the strain field \( e_{ij} \) is the symmetric part of the displacement derivative, \( e_{ij} = \partial_i u_j \), where \( [\cdots]_{ij} = ([\cdots]_1 + [\cdots]_0)/2 \).
is the symmetrization over indices \( i, j \). The constitutive law connecting this strain with the stress emerges on continuum scale, after coarse graining the atomic-scale interactions. The Eulerian picture \cite{41} provides the natural framework to define mass displacement variations \( \delta x \) and how they induce changes in \( u \) and \( \rho \). Namely, the volume element and macroscopic density change according to \( d^3r' \rightarrow (1 + \delta_x \delta_x') d^3r' \) and \( \rho \rightarrow (1 - \delta_x \delta_x') \rho \). Additionally, the distance between planes of constant phase changes by \( \delta \rho \), so that the linear strain tensor transforms as \( e_{ij} \rightarrow e_{ij} + \delta_i \delta_j \). Thus, the variation in free energy becomes

\[
\delta F = \int_\Omega d^3r \left( f \frac{\delta \rho}{\rho} + \frac{\partial f}{\partial e_{ij}} \delta e_{ij} + \frac{\partial f}{\partial \delta_i \delta_j} \delta \rho \right)
\]

where the macroscopic stress tensor \( \sigma_{ij} \) is given by

\[
\sigma_{ij} = \left( f - \frac{\partial f}{\partial e_{ij}} \right) \delta_{ij} + \frac{\partial f}{\partial \delta_i \delta_j} \rho. \tag{18}
\]

Limiting our attention to crystals, we are interested in a macroscopic stress tensor in the form given by Eq. (18). Assuming that the microscopic density field \( \tilde{\rho} \) that minimizes the free energy is given by a Bravais lattice with lattice constant \( a_0 \), we can coarse grain Eq. (9) with respect to this length scale. In equilibrium, \( \tilde{\mu}_c \) is spatially constant, so for a small deviation from equilibrium, such as given by a macroscopically varying density field \( \delta \rho \), or a macroscopic displacement field \( u \), \( \tilde{\mu}_c \) is slowly varying and invariant under coarse graining, \( \mu_c = \langle \tilde{\mu}_c \rangle = \tilde{\mu}_c \). Thus, \( (\tilde{\mu}_c \delta \rho) = \mu_c \langle \delta \rho \rangle \) and by coarse graining Eq. (9) we find

\[
\langle \tilde{\sigma}_{ij} \rangle = \langle f - \mu_c \delta \rho \rangle \delta_{ij} + h_{ij}, \tag{19}
\]

where \( h_{ij} = \langle h_{ij} \rangle \). One can show that \( \mu_c = \delta F/\delta \rho = \delta F/\delta \rho \) which allows us to identify \( \sigma_{ij} = \langle \tilde{\sigma}_{ij} \rangle \) if

\[
\frac{\partial f}{\partial \delta e_{ij}} \bigg|_{\rho} = h_{ij}, \tag{20}
\]

which shows that \( h_{ij} \) is the thermodynamic conjugate of the strain at constant macroscopic density in the linear regime. Figure 1 shows an example of a microscopic density field, its associated microscopic stress, and the macroscopic stress field after coarse graining. While the microscopic stress tensor describes internal stresses across all length scales, the macroscopic stress tensor \( \sigma_{ij} \) describes stresses between representative volume elements bigger than that of the unit cell. Thus, while \( \partial_i \sigma_{ij} = 0 \) [complete chemical equilibrium, Eq. (6)] implies \( \partial_i \sigma_{ij} = 0 \) the converse is not true in general. In fact, it is known that for dislocation dynamics the evolution of long wavelength distortions (macroscopic disturbances) is much faster than the diffusive dynamics of local distortions, such as the motion of dislocation lines. The typical dissipative evolution of dynamical density functional theory and phase field modeling makes no explicit distinction between the evolution of disturbances at short and long wavelengths, which has led to the development of several theories that treat this separation of timescales explicitly \cite{21,22,42}.

Since the gauge invariance of the stress tensor is related to the difficulty of having a well-defined local free energy under interactions, the act of coarse graining with respect to a length scale defined by the density field periodicity partly removes this ambiguity. As an example, consider the product \( \langle \nabla A \rangle B \) under coarse graining of two fields \( A, B \) that vary on the microscopic scale respective of the underlying lattice, but are slowly varying under coarse graining. Such fields can be expanded in terms of slowly varying amplitudes \( A_n(r), B_n(r) \) as

\[
A = \sum_{K \in \mathcal{R}} A_n(r) e^{ik \cdot r}, \quad B = \sum_{K \in \mathcal{R}} B_n(r) e^{ik \cdot r}, \quad \mathcal{R} \text{ is the reciprocal lattice of the microscopic structure. We find}
\]

\[
\langle \nabla A \rangle B = \sum_{K \in \mathcal{R}} \langle A_n(r) e^{ik \cdot r} B_n(r) e^{-ik \cdot r} \rangle \approx \sum_{K \in \mathcal{R}} \sum_{K' \in \mathcal{R}} \left[ \langle A_n(r) \rangle + iK_nA_n \B_n(r) \right] \times \langle e^{i(K+K') \cdot r} \rangle, \tag{21}
\]

where we have used that the fields \( A_n(r), B_n(r) \) vary slowly on the periodicity of the lattice to take the coarse graining through. The coarse grained value of \( e^{i(K+K') \cdot r} \) will only be nonzero at resonance, given by \( K_n = -K_m \), i.e., \( \langle e^{i(K+K') \cdot r} \rangle \equiv \delta_{n,-m} \) \cite{43}, and using that for slowly varying amplitudes \( |A_n(r)| \ll |K_n A_n(r)| \) we find

\[
\langle \nabla A \rangle B \approx \sum_{K \in \mathcal{R}} i(-K_n) B_n(r) A_n(r) \approx -\langle A \nabla B \rangle, \tag{22}
\]

as can be shown by expanding the right-hand side under similar assumptions. The exact difference between the left- and right-hand side of this equation is given by

\[
\langle \nabla A \rangle B - \langle -A \nabla B \rangle = \langle \nabla (AB) \rangle = \nabla \langle AB \rangle, \tag{23}
\]

since the gradient operator commutes with the coarse graining operation as can be seen by

\[
\partial_i (\tilde{X}) = \int d^3r' \frac{\tilde{X}(r')}{(2\pi a_0)^3} \partial_i \exp \left( -\frac{(r - r')^2}{2a_0^2} \right)
\]

\[
= -\int d^3r' \frac{\tilde{X}(r')}{(2\pi a_0)^3} \partial_i \exp \left( -\frac{(r - r')^2}{2a_0^2} \right)
\]

\[
= \int d^3r' \partial_i \tilde{X}(r') \exp \left( -\frac{(r - r')^2}{2a_0^2} \right) = \langle \partial_i \tilde{X} \rangle. \tag{24}
\]
TABLE I. \( h_{ij} \) and its associated elastic constants in terms of amplitudes \((A, B, C)\) of the mode expansion for different PFC models. The free energy functionals for the different PFC models are given by Eqs. (27), (43), (54), (60), and (70), respectively, where \( L_X = X + Y^2 \). The elastic constants can be expressed in Voigt notation by \( C_{11} = \lambda + 2\mu + \gamma \), \( C_{12} = \lambda - C_{44} = \mu \). The last column gives the relationship between PFC model parameters \( r, \psi \) for which the elastic response is isotropic.

| PFC model | \( h_{ij} \) | Elastic constants | Isotropic elastic domain |
|-----------|---------------|-------------------|-------------------------|
| 2D hex    | \(-2(\langle L_1 \psi \rangle \partial_{ij} \psi)\) | \( \lambda = 3A^2 \) | Always                   |
|           |               | \( \mu = 3A^2 \)  |                          |
|           |               | \( \gamma = 0 \)  |                          |
| 2D sq     | \(-2(\langle L_1 L_2 \psi \rangle (L_1 + L_2) \partial_{ij} \psi)\) | \( \gamma = 16B^2 \) | \( r = -\frac{2A}{\gamma} \psi^2 \) |
|           |               | \( \mu = 16B^2 \) |                          |
|           |               | \( \gamma = 8A^2 - 32B^2 \) |                      |
| 3D bcc    | \(-2(\langle L_1 \psi \rangle \partial_{ij} \psi)\) | \( \lambda = 4A^2 \) | Never                    |
|           |               | \( \mu = 4A^2 \)  |                          |
|           |               | \( \gamma = -4A^2 \) |                          |
| 3D fcc    | \(-2(\langle L_1 L_4 \psi \rangle (L_1 + L_4) \partial_{ij} \psi)\) | \( \lambda = \frac{32}{81}A^2 \) | \( r = -\frac{255}{89} \psi^2 \) |
|           |               | \( \mu = \frac{32}{81}A^2 \) |                          |
|           |               | \( \gamma = \frac{8}{81}(2B^2 - A^2) \) |                      |
| 3D sc     | \(-2(\langle L_1 L_2 L_3 \psi \rangle (L_2 L_3 + L_1 L_3 + L_1 L_2) \partial_{ij} \psi)\) | \( \lambda = 16B^2 + 128C^2 \) | \( r \approx -2.10144 \psi^2 \) |
|           |               | \( \mu = 16B^2 + 128C^2 \) |                          |
|           |               | \( \gamma = 32A^2 - 16B^2 - 256C^2 \) |                      |

Thus, by employing Eq. (22) to rewrite expressions, we are ignoring the variations in the coarse grained boundary terms. In the case of a crystalline lattice, we have seen computationally that this identity holds far beyond the regime of linear elasticity. Equation (22) shows how gradient terms of the microscopic stress tensor can be rewritten under coarse graining, indicating that different descriptions of the stress on the microscopic scale are equivalent upon coarse graining. In particular, it allows rewriting Eq. (12) in a coarse grained form as

\[
\langle \bar{M}_{ij}^{(\alpha)} \rangle \approx -\alpha \langle \bar{\rho}_{m_1...m_\alpha...} \partial_{m_1...m_\alpha...} \bar{\rho} \rangle. \tag{25}
\]

As will be shown for the PFC models introduced in the next section, this expression will be symmetric in the indices, \( i \leftrightarrow j \), indicating that coarse graining will make the stress tensor explicitly symmetric. This is consistent with results of recent work which used molecular dynamics simulations to show that the symmetric nature of the stress tensor is intimately linked with the continuum assumption and may break down on a microscopic resolution [44].

IV. APPLICATION TO PHASE FIELD CRYSTAL MODELS

In this section, we consider forms of the free energy \( F \) specific to systems with different crystal symmetries. An already well-established minimal model for this is the PFC which was introduced as a phenomenological field theory to model crystallization and related phenomena [17]. We investigate five PFC models—2D hexagonal (2D hex), 2D square (2D sq), three-dimensional (3D) bcc, 3D fcc, and 3D simple cubic (3D sc)—using established free energy functionals for the first four and an adapted PFC model for the sc phase. As customary for phase field modeling, we employ the notation \( \psi \) for the microscopically varying density field under consideration. The stress tensor \( \sigma_{ij} \) is defined in terms of a microscopic density field \( \bar{\rho} \), so its expression in terms of \( \psi \) depends on the exact connection between these two quantities. Here, we define \( \psi \equiv \bar{\rho} \), and consider the elastic response of \( \psi \) during an adiabatic deformation at constant macroscopic density \( \langle \psi \rangle \), which is achieved by the following transformation of the field:

\[
\psi'(r) = \psi_0(r - u), \tag{26}
\]

where \( \psi_0(r) \) is the unstrained equilibrium crystal configuration and \( u \) is an arbitrary macroscopic displacement field. We employ the method developed in the previous sections to find explicit forms of the stress tensors in terms of \( \psi \). Then, for each PFC model, we expand the ground state in an appropriate number of reciprocal lattice modes to obtain expressions for the elastic constants in terms of the reciprocal mode amplitudes by use of tetradic product sums. For the established free energy functionals, we find the elastic constants in agreement with previous works. From the expressions of the elastic constants, we find that there are particular model parameters for which all the PFC models exhibit isotropic elasticity except for the 3D bcc model which always exhibits anisotropic elastic behavior. The results are summarized in Table I. We then prepare a \( 60 \times 60 \times 5 \) unit cells periodic lattice for the 2D (3D) PFC models and numerically subject them to two types of distortions and calculate the elastic response and stress given by \( h_{ij} \). The results are shown in Fig. 2 and demonstrate that \( h_{ij} \) measures the energetic response for a deformation at constant macroscopic density, as suggested by Eq. (20).

The field transformation of Eq. (26) is a strain-controlled adiabatic deformation at constant macroscopic density \( \psi' \), with no diffusive relaxation. We will thus recover the elastic constant tensor \( C_{ijkl} \) at constant macroscopic density. These are not the same elastic constants as will be obtained if \( \rho \) and \( u \) are not varied independently, and differ, for instance, from the elastic constants at constant chemical potential or at constant vacancy concentration [41]. Denoting the free energy under strain \( \varepsilon_{ij} \) as \( F_{\varepsilon_{ij}} \), we are thus focusing on strains in which only the planes of constant phase are displaced, using the equilibrium amplitudes \( \{ A_k^{(0)} \} \) of the reciprocal modes.
For $K \{ \psi \}$, this is equivalent to straining the reciprocal lattice vectors $K \rightarrow K_{\varepsilon ij}$, so that $F_{\varepsilon ij} = F[A^0_K, \{ K_{\varepsilon ij} \}, \tilde{\psi}, V]$. If the order parameter is interpreted as a one-body density, the physical process of straining at constant macroscopic density requires counteracting vacancy diffusion, unless the applied strain is traceless. The deformation is adiabatic in the sense that no minimization of the free energy at the given strain is performed. Reference [45] considered isothermal strain-controlled deformation at constant macroscopic density by also minimizing the free energy under strain, given by $F_{\varepsilon ij} = \min_{A_K} F[A_K, \{ K_{\varepsilon ij} \}, \tilde{\psi}, V]$. Since the equilibrium values of the amplitudes are minima in configuration space by definition, this deformation will lead to nonlinear effects, and does not influence the elastic constants. References [46,47] considered strain-controlled isothermal deformation including the resulting volumetric deformation of the macroscopic density $\tilde{\psi} \rightarrow \psi_{\varepsilon ij}$ as well as induced changes in the region volume $V \rightarrow V_{\varepsilon ij}$, i.e., $F_{\varepsilon ij} = \min_{A_K} F[A_K, \{ K_{\varepsilon ij} \}, \psi_{\varepsilon ij}, V_{\varepsilon ij}]$. They showed that the elastic constants associated to such a deformation differ from those obtained here or in previous works, and are also dependent on the exact connection between the order parameter $\psi$ and the physical one-body density. This type of deformation corresponds to a mass displacement at constant vacancy concentration and hence these elastic constants could be derived from the stress tensor of Eq. (19). However, in this case, the variational procedure must also be reevaluated under the specific connection between the order parameter and the physical one-body density. In Ref. [24], we performed stress-controlled isothermal and quasistatic deformation of the PFC for which we found the nucleation of crystal defects occurring at strains $|e_{ij}| \approx 0.1$.

### A. 2D hexagonal lattice

In its simplest form, the PFC free energy is based on the Swift-Hohenberg free energy given by $F = \int d^2 r f^{(hex)}$, with the free energy density

$$f^{(hex)} = \frac{1}{2} (L_1 \psi^2 + \frac{r}{2} \psi^2 + \frac{4}{1} \psi^4),$$

(27)

where $L_1 = 1 + \nabla^2$ and $r$ is a parameter which is proportional to the deviation from the critical temperature. For the free energy density given in Eq. (27), we find

$$f^{(hex)}_{m_1} = 0, \quad f^{(hex)}_{m_1 m_2} = L_1 \psi \delta_{m_1 m_2},$$

(28)

which gives

$$\tilde{h}_{ij} = -(L_1 \psi) \tilde{\psi}_{ij} + (\delta_i L_1 \psi) \tilde{\psi}_{j}.$$  

(29)

For $r < 0$ and a range of parameters $\tilde{\psi}$, the free energy $F$ is minimized in two dimensions by a hexagonal lattice with lattice constant $a_0 = 4\pi/\sqrt{3}$. Thus, for a perfect lattice, the density field $\psi$ can be expressed as a superposition of periodic modes in the reciprocal space associated to that lattice:

$$\psi^{eq}_{\text{hex}}(r) = \tilde{\psi} + \sum_{K \in R_{\text{hex}} \setminus \{ 0 \}} A_K e^{i K \cdot r},$$

(30)

where $K$ is a nonzero mode of the hexagonal reciprocal lattice $R_{\text{hex}}$ [see Fig. 3(a)] and $A_K$ is the corresponding amplitude. When $|r| < 1$, the equilibrium state $\psi^{eq}_{\text{hex}}(r)$ is well approximated in the one-mode expansion in terms of the principal

![FIG. 3. Reciprocal lattices of the 2D crystal structures. (a) Modes $R_{\text{hex}}$ of the hexagonal reciprocal lattice where $K$ denotes a general mode: $R_{\text{hex}}^{(1)} = \{ q_n \}$ are the closest reciprocal lattice modes ($q_n = 1$). (b) Modes $R_{\text{sq}}$ of the square reciprocal lattice: $R_{\text{sq}}^{(1)} = \{ q_n \}$ are the closest reciprocal lattice modes ($q_n = 1$) and $R_{\text{sq}}^{(2)} = \{ p_n \}$ are the next-to-closest modes ($p_n = 2$).](image-url)

![FIG. 2. (a), (b) Difference in the free energy density $\Delta f = (\tilde{f}(\psi') - f(\psi))$ in the center region [red dots in Figs. 4(c) and 4(d)] for $\psi'(r), \psi$, Eq. (26), strained by (a) the bulk displacement field $u^{(B)}$, Eq. (38), and (b) the shear displacement field $u^{(S)}$, Eq. (39). (c), (d) The nonzero stress components for the PFC strained by the (c) bulk and (d) shear displacement fields. In all plots, the dashed lines indicate the prediction from linear elasticity, Eqs. (41) and (42).](image-url)
reciprocal lattice vectors:

$$\psi^\text{eq}_{\text{hex}}(r) \approx \psi + A_{\text{hex}} \sum_{\mathbf{q}_i \in R^{(1)}_{\text{hex}}} e^{i\mathbf{q}_i \cdot \mathbf{r}},$$

(31)

where $R^{(1)}_{\text{hex}} = \{\mathbf{q}_3, \mathbf{q}_2, \mathbf{q}_1, \mathbf{q}_2, \mathbf{q}_3\}$ are the closest nonzero modes on the hexagonal reciprocal lattice, which can be chosen as

$$\mathbf{q}_1 = (0, 1),$$

$$\mathbf{q}_2 = (\sqrt{3}/2, 1/2),$$

$$\mathbf{q}_3 = (\sqrt{3}/2, -1/2),$$

$q_{\text{eq}} = -q_{\text{eq}}$, and $A_{\text{hex}}$ is the equilibrium amplitude. $A_{\text{hex}}$ is determined by inserting $\psi^\text{eq}_{\text{hex}}$ into the free energy density of Eq. (27), averaging over a unit cell and minimizing with respect to $A_{\text{hex}}$ [17]. Given the length scale of the lattice constant, we can define the stress tensor (associated to a reciprocal lattice vectors:

$$\sigma_{ij} = \frac{1}{2} \frac{\partial^2 F}{\partial \psi \partial \psi j},$$

(33)

where $f = \langle \tilde{f}^{\text{hex}} \rangle$, $\mu_{ij} = \delta F/\delta \psi$, and we have used Eq. (25) to write

$$h_{ij}^{(2D \text{hex})} = -2 (\mathcal{C}_i \psi) \delta_{ij} \psi).$$

(34)

The elastic coefficients $C_{ijkl}$ of the corresponding hexagonal lattice can be computed by deforming the one-mode approximation by a macroscopic displacement field $u$ according to the field transformation of Eq. (26), which gives to first order in the distortion $\delta_{ijl}$ (see Appendix B)

$$h_{ij}^{(2D \text{hex})} = 4A^2_{\text{hex}} \delta_{ijkl} \sum_{\mathbf{q}_i \in R^{(1)}_{\text{hex}}} q_{ni} q_{nj} q_{nk} q_{nl},$$

(35)

where $q_{ni}$ is the $i$th Cartesian coordinate of the reciprocal lattice vector $\mathbf{q}_i$. This shows that the elastic constants are directly determined by the tetradic product sum of $R^{(1)}_{\text{hex}}$. This is a general feature of all the PFC models which we consider in this paper. It is given by

$$\sum_{\mathbf{q}_i \in R^{(1)}_{\text{hex}}} q_{ni} q_{nj} q_{nk} q_{nl} = \frac{3}{4} (\delta_{ij} \delta_{kl} + 2 \delta_{ikl}),$$

(36)

can be shown by checking all components. Thus, we find

$$C_{ijkl} = \lambda \delta_{ij} \delta_{kl} + 2 \mu \delta_{ikl} + \gamma \delta_{ijkl},$$

(37)

where $\lambda = \mu = 3A^2_{\text{hex}}$, which are the standard Lamé parameters of an isotropic elastic medium, $\gamma = 0$, which is an elastic coefficient quantifying any elastic anisotropy, and $\delta_{ijkl}$ is a generalization of the Kronecker-delta symbol which is 1 if all indices are equal and zero otherwise. These are the same elastic constants as those found in Refs. [17,25]. For the 2D hexagonal lattice, $\gamma = 0$, since the tetradic product sum of $R^{(1)}_{\text{hex}}$ is isotropic. This isotropy, and hence the isotropic elastic properties of the hexagonal lattice, is a direct result of the sixfold rotational symmetry of $R^{(1)}_{\text{hex}}$.

We prepare a $60 \times 60$ 2D hexagonal PFC lattice in the one-mode approximation with periodic boundary conditions and lattice vectors reciprocal to $R^{(1)}_{\text{hex}}$, which gives a lattice constant of $a_0 = 4\pi/\sqrt{3}$. We choose grid spacing $\Delta x = a_0/7$ and $\Delta y = a_0\sqrt{3}/12$ and parameters $r = -0.3$ and $\psi = -0.25$.

The PFC was deformed by two different displacement fields: (1) a bulk displacement field,

$$u_x^{(B)} = -\frac{e_{x\text{max}}}{2\pi} \frac{L_x}{L_x \Delta x} \sin \left(2\pi \frac{x}{L_x}\right), \quad u_y^{(B)} = 0,$$

(38)

which corresponds to uniaxial compression/extension in the (1,0) direction; and (2) a shear displacement field,

$$u_x^{(S)} = -\frac{e_{xy\text{max}}}{\pi} \frac{L_x}{2\pi L_y} \sin \left(2\pi \frac{y}{L_y}\right), \quad u_y^{(S)} = 0,$$

(39)

which corresponds to pure shear in the (0,1) direction. Here, $L_x$ and $L_y$ are the lengths of the simulation domain in the $x$ and $y$ direction, respectively. $e_{x\text{max}}$ and $e_{xy\text{max}}$ are parameters used to tune the magnitude of the displacement fields. Figure 4 shows the displacement fields and the nonzero components of the strains. The displacement fields are constructed in such a way that for $u^{(B)}$ ($u^{(S)}$) the only nonzero component of the strain is $e_{xx}$ ($e_{xy}$), the maximal value of which is $e_{x\text{max}}$ ($e_{xy\text{max}}$) along the line $x = L_x/2$ ($y = L_y/2$). For illustrative purposes, we have included the distortion of a $20 \times 20$ hexagonal lattice.
by the bulk and shear displacement fields in Figs. 4(e) and 4(f), respectively. For the given distortion, the linear elastic energy density is given by

$$\Delta f_{\text{el}} = \frac{1}{2} C_{ijkl} e_{ij} e_{kl}, \quad (40)$$

which for the bulk deformation in the central region, where $e_{xx} = e_{yy}^{\text{max}}$, gives

$$\Delta f_{\text{el}}^{(B)} = \frac{1}{2}(\lambda + 2\mu + \gamma)(e_{xx}^{\text{max}})^2. \quad (41)$$

The free energy density under the bulk deformation, calculated by directly coarse graining Eq. (27), is shown in Fig. 2(a), where the dashed line indicates the elastic energy of Eq. (41). For the shear deformation, the elastic energy density is given by

$$\Delta f_{\text{el}}^{(S)} = (2\mu)(e_{xy}^{\text{max}})^2. \quad (42)$$

The free energy under the shear deformation is shown in Fig. 2(b), where the dashed line indicates the linear elastic energy of Eq. (42). We see that the energy stored in the PFC under deformation is correctly accounted for by linear elasticity for small strains. Figures 2(c) and 2(d) show the values of $h_{i}^{(2D \text{ hex})}$ and $h_{i}^{(2D \text{ hex})}$ in the central region [red dot in Figs. 4(c) and 4(d)] as functions of the applied strains $e_{xx}^{\text{max}}$ and $e_{xy}^{\text{max}}$, respectively, where the dashed line indicates the linear stresses $h_{ij} = C_{ijkl} e_{kl}$. We see that the stress in the 2D hexagonal PFC is accounted for by linear elasticity for small strains.

### B. 2D square lattice

One of the challenges of the PFC formalism is finding suitable free energy functionals that favor a particular lattice symmetry. In order to ensure phase stability in the presence of disturbances, such as dislocations or external stresses, the phase diagram of a proposed free energy must be calculated by minimizing the free energy. By deforming the two-mode approximation by a displacement field $u$, we find (Appendix B 2)

$$h_{ij}^{(2D \text{ sq})} = 4A_{sq}^2 q_{ij} u_{ij} \sum_{q_{kl}, \in \mathcal{R}_{s}^{(1)}_{q}} q_{ni} q_{nj} q_{nk} q_{nl} \sum_{p_{kl}, \in \mathcal{R}_{s}^{(2)}_{q}} p_{ni} p_{nj} p_{nk} p_{nl} \cdot (43)$$

where $\mathcal{R}_{s}^{(1)}_{q}$ and $\mathcal{R}_{s}^{(2)}_{q}$ are the equilibrium states of the modes on the 2D square reciprocal lattice $\mathcal{R}_{s}^{(1)}_{q} = \{q_{1}, q_{2}, q_{3}, q_{4}\}$ and $\mathcal{R}_{s}^{(2)}_{q} = \{p_{1}, p_{2}, p_{3}, p_{4}\}$, respectively, where

$$q_{i} = (1, 0), \quad p_{i} = (1, 1), \quad q_{i} = (0, 1), \quad p_{i} = (1, 1).$$

The tetradric product sums are given by

$$\sum_{q_{ij}, \in \mathcal{R}_{s}^{(1)}_{q}} q_{ni} q_{nj} q_{nk} q_{nl} = 2\delta_{ijkl}, \quad (44)$$

$$\sum_{p_{ij}, \in \mathcal{R}_{s}^{(2)}_{q}} p_{ni} p_{nj} p_{nk} p_{nl} = 4\delta_{ijkl} + 2\delta_{ijkl} - 2\delta_{ijkl}. \quad (45)$$

This gives elastic constants $\lambda = \mu = 16B_{sq}^2$ and $\gamma = 8A_{sq}^2 - 32B_{sq}^2$, which match those found in previous work for the 2D square PFC lattice [38]. Reference [33] showed that for a collection of vectors that have a fourfold symmetry, such as $\mathcal{R}_{s}^{(1)}_{q}$, only rank 2 moment tensors are identically isotropic, which explains the anisotropic nature of the 2D square PFC model. However, the model exhibits isotropic elasticity ($\gamma = 0$) in the case of $B_{sq} = A_{sq}/2$, which can be solved with the equilibrium conditions on the amplitudes to give

$$r = -\frac{25}{3} \psi^4, \quad (46)$$
which falls within the region of a stable square lattice phase, indicating that a stable configuration for the isotropic square crystal does exist [50].

We prepare a 60 × 60 2D square PFC lattice in the two-mode approximation on periodic boundaries with lattice vectors reciprocal to \( R_{\text{fcc}}^{(1)} \), which gives a lattice constant of 2\( \pi \). We choose grid spacings \( \Delta x = \Delta y = a_0/7 \) and parameters \( r = -0.3 \) with \( \tilde{\psi} = -0.25 \). The PFC is deformed according to the displacement fields of Eqs. (38) and (39), for which the elastic energy density again scales with the square of the strain as in Eqs. (41) and (42) and is shown in Fig. 2.

C. 3D bcc lattice

In three dimensions, for a suitable range of parameters, the equilibrium configuration of the original PFC model with the free energy given in Eq. (27) is that of a bcc lattice [48]. The associated free energy is \( F = \int d^4 r f^{(\text{bcc})} \) with

\[
f^{(\text{bcc})} = \frac{1}{2} (\Delta_1 \psi)^2 + \frac{r}{2} \psi^2 + \frac{1}{4} \psi^4. \tag{54}
\]

The nonzero free energy derivatives are the same as for the 2D hexagonal lattice, so

\[
h_{ij}^{(3D \ bcc)} = -2 (\Delta_1 \psi) \delta_{ij} \psi. \tag{55}
\]

The elastic constants are calculated by expanding the ground state in the one-mode approximation, we find (Appendix B 3)

\[
h_{ij}^{(3D \ bcc)} = 4A_{\text{bcc}}^2 \delta_{ij} \sum_{q \in R_{\text{bcc}}^{(1)}} q_m q_n q_k q_l. \tag{58}
\]

Now, using the tetradic product sum of \( R_{\text{bcc}}^{(1)} \),

\[
\sum_{q \in R_{\text{bcc}}^{(1)}} q_m q_n q_k q_l = (\delta_{ij} \delta_{kl} + 2 \delta_{ik} \delta_{jl} - \delta_{ij} \delta_{kl}), \tag{59}
\]

we find the elastic constants \( \lambda = \mu = 4A_{\text{bcc}}^2 \) and \( \gamma = -4A_{\text{bcc}}^2 \), as found for the fcc PFC in Ref. [38]. Since \( \gamma \neq 0 \), this PFC model will not exhibit isotropic elasticity.

We prepare a 60 × 60 × 5 bcc PFC lattice in the one-mode approximation on periodic boundaries with lattice vectors reciprocal to \( R_{\text{bcc}}^{(1)} \), which gives a lattice constant of 2\( \pi \sqrt{2} \). We choose a grid spacing of \( \Delta x = \Delta y = \Delta z = a_0/7 \) and parameters \( r = -0.3 \) with \( \tilde{\psi} = -0.325 \). The PFC is deformed according to the displacement fields of Eqs. (38) and (39), extended to three dimensions with \( \psi^{(B)} = \psi^{(S)} = 0 \), for which the elastic energy density scales with the square of the strain as in Eqs. (41) and (42). The results are shown in Fig. 2.

D. 3D fcc lattice

The introduction of \( \Delta_2 \) in the free energy functional for the 2D square PFC was motivated by contributions from the next-to-closest reciprocal modes. Similarly, the inclusion of a differential operator that favors density waves at reciprocal modes of length \( \sqrt{4/3} \) might produce a stable fcc lattice. This motivates the following form of the PFC fcc model: \( F = \int d^4 r f^{(\text{fcc})} \) with

\[
f^{(\text{fcc})} = \frac{1}{2} (\Delta_1 \psi)^2 + \frac{r}{2} \psi^2 + \frac{1}{4} \psi^4, \tag{60}
\]

which has been shown to produce a stable fcc phase [38]. The nonzero derivatives of the free energy density are

\[
\begin{align*}
h_{ij}^{(f_{\text{bcc}})} & = 7 \Delta_1 \psi \delta_{ij} \psi, \\
h_{ij}^{(f_{\text{bcc}})} & = \Delta_1 \psi \delta_{ij} \psi, \\
\end{align*}
\]

and

\[
\begin{align*}
h_{ij}^{(f_{\text{bcc}})} & = \frac{7}{3} \Delta_1 \psi \delta_{ij} \psi, \\
\end{align*}
\]

and

\[
\begin{align*}
h_{ij}^{(f_{\text{bcc}})} & = \frac{7}{3} \Delta_1 \psi \delta_{ij} \psi, \\
\end{align*}
\]
so
\[
\tilde{h}^{(3D \text{ fcc})}_{ij} = \frac{4}{9} A_{ij}^2 \delta_{kl} u_i \sum_{q_n \in \mathcal{R}_{\text{fcc}}^{(1)}} q_{nk} q_{nl} q_{mn} + \frac{4}{9} B_{ij}^2 \delta_{kl} u_i \sum_{p_{ni} \in \mathcal{R}_{\text{fcc}}^{(2)}} p_{nk} p_{nl} p_{ni} p_{nj},
\]

The tetradric product sums are given by
\[
\sum_{q_n \in \mathcal{R}_{\text{fcc}}^{(1)}} q_{nk} q_{nl} q_{mj} q_{mi} = \frac{8}{9} \delta_{ij} \delta_{kl} + 2 \delta_{ik} \delta_{jl} - 2 \delta_{ij} \delta_{kl},
\]
and
\[
\sum_{p_{ni} \in \mathcal{R}_{\text{fcc}}^{(2)}} p_{nk} p_{nl} p_{ni} p_{nj} = \frac{32}{9} \delta_{ijkl},
\]
which gives elastic constants \( \lambda = \mu = \frac{12}{\pi} A_{ij}^2 \) and \( \gamma = \frac{64}{\pi} (B_{ij}^2 - A_{ij}^2) \), as found for the fcc PFC in Ref. [38].

The expression for \( \gamma \) shows that the fcc lattice exhibits isotropic elasticity \( \gamma = 0 \) if \( B_{ij} = A_{ij} / \sqrt{2} \), which solved with the equilibrium condition on the amplitudes gives
\[
r = -\frac{255 \bar{\psi}^2}{49},
\]
which falls within the region of a stable fcc phase, indicating that a stable configuration of isotropic elasticity for the fcc lattice does exist [38].

We prepare a \( 60 \times 60 \times 5 \) fcc PFC lattice in the two-mode approximation on periodic boundaries with lattice vectors reciprocal to \( \mathcal{R}_{\text{fcc}}^{(1)} \), which gives a lattice constant of \( 2 \pi \sqrt{3} \). We choose a grid spacing of \( \Delta x = \Delta y = \Delta z = a_0 / 11 \) and parameters \( r = -0.3 \) with \( \bar{\psi} = -0.3 \). We perform the same distortion of the fcc PFC by the bulk and shear displacement fields, for which the elastic energy density scales with the square of the strain as in Eqs. (41) and (42). The results are shown in Fig. 2.

### E. 3D sc lattice

Extending the idea of favoring modes of the reciprocal lattice to achieve other symmetries, a natural generalization of the free energy in Eq. (60) can be chosen as follows. The three sets of modes that are closest to the origin on the sc reciprocal lattice are given by \( \mathcal{R}_{\text{sc}}^{(1)} = \{ q_{1,-}, \ldots, q_{1, 1}, q_{1, 1}, \ldots, q_{1, 1} \}, \mathcal{R}_{\text{sc}}^{(2)} = \{ p_{-6}, \ldots, p_{-1}, p_1, \ldots, p_6 \} \) and \( \mathcal{R}_{\text{sc}}^{(3)} = \{ t_{-4}, \ldots, t_{-1}, t_1, \ldots, t_4 \} \), where
\[
\begin{align*}
q_{1, -n} &= -q_{n},
p_{-n} &= -p_n, 
t_{-n} &= -t_n
\end{align*}
\]
with \( q_{-n} = -q_n, p_{-n} = -p_n, \) and \( t_{-n} = -t_n \) [see Fig. 5(b)]. \( A_{\text{sc}} \) and \( B_{\text{sc}} \) are found by minimizing of the free energy. By deforming the two-mode approximation by a displacement field \( \mathbf{u} \), we find (Appendix B 4)
\[
\tilde{h}_{ij}^{(3D \text{ sc})} = \frac{4}{9} A_{ij}^2 \delta_{kl} u_i \sum_{q_n \in \mathcal{R}_{\text{sc}}^{(1)}} q_{nk} q_{nl} q_{mn} q_{nj} + \frac{4}{9} B_{ij}^2 \delta_{kl} u_i \sum_{p_{ni} \in \mathcal{R}_{\text{sc}}^{(2)}} p_{nk} p_{nl} p_{ni} p_{nj} + C_{\text{sc}} \sum_{t_{ni} \in \mathcal{R}_{\text{sc}}^{(3)}} e^{i \mathbf{t}_{ni} \cdot \mathbf{r}},
\]
inserting into the free energy Eq. (70), and averaging over a unit cell of size \((2\pi)^3\)
gives
\[
(f_{\text{sc}}^0) = \begin{align*}
&\frac{1}{2} \left\langle (6 \bar{\psi})^2 + \frac{r}{2} \bar{\psi}^2 + \frac{1}{4} \bar{\psi}^4 \right\rangle \\
&+ \frac{45}{2} A_{\text{sc}}^4 + 288 A_{\text{sc}}^2 B_{\text{sc}}^2 + 135 B_{\text{sc}}^4 + 48 A_{\text{sc}}^3 C_{\text{sc}} + 432 A_{\text{sc}} B_{\text{sc}}^2 C_{\text{sc}} + 108 A_{\text{sc}}^2 C_{\text{sc}}^2 + 324 B_{\text{sc}}^2 C_{\text{sc}}^2 + 54 C_{\text{sc}}^3 + 72 A_{\text{sc}} B_{\text{sc}} C_{\text{sc}} + 48 A_{\text{sc}}^2 C_{\text{sc}} + 144 A_{\text{sc}} B_{\text{sc}} C_{\text{sc}} + 9 A_{\text{sc}}^2 C_{\text{sc}}^2 + 18 B_{\text{sc}}^2 C_{\text{sc}}^2 + 12 C_{\text{sc}}^3 + 3 A_{\text{sc}}^2 r + 6 B_{\text{sc}}^2 r + 4 C_{\text{sc}}^2 r,
\end{align*}
\]
where the equilibrium values of \( A_{\text{sc}}, B_{\text{sc}}, C_{\text{sc}} \) are determined by minimizing of the free energy. From Eq. (70), we get
\[
\begin{align*}
\tilde{f}_{m_{1,2}} &= 11 C_{\text{sc}} \bar{L}_2 L_3 \psi \delta_{m_{1,2}}, \\
\tilde{f}_{m_{1,2} m_{3,4}} &= 6 C_{\text{sc}} \bar{L}_2 L_3 \psi \delta_{m_{1,2}} \delta_{m_{3,4}}, \\
\tilde{f}_{m_{1,2} m_{3,4} m_{5,6}} &= L_1 L_2 L_3 \psi \delta_{m_{1,2}} \delta_{m_{3,4}} \delta_{m_{5,6}},
\end{align*}
\]
which gives
\[ h_{ij}^{(3D \text{ sc})} = \langle M^{(2)}_{ij} \rangle + \langle M^{(4)}_{ij} \rangle + \langle M^{(6)}_{ij} \rangle = -2\langle (L_1 L_2 L_3 \psi) (L_2 L_3 + L_1 L_3 + L_1 L_2) \partial_{ij} \psi \rangle. \] 

(74)

By deforming the three-mode expansion by a displacement field \( \mathbf{u} \), we find (Appendix B5)
\[ h_{ij}^{(3D \text{ sc})} = 16 \mathcal{A}_{sc}^2 \partial_{k\ell} u_i \sum_{q_n \in \mathbb{R}^{(1) sc}} q_n q_n q_n q_n + 4 \mathcal{B}_{sc}^2 \partial_{k\ell} u_i \sum_{p_n \in \mathbb{R}^{(2) sc}} p_n p_n p_n p_n + 16 \mathcal{C}_{sc} \partial_{k\ell} u_i \sum_{t_n \in \mathbb{R}^{(3) sc}} t_n t_n t_n t_n, \] 

(75)

which after using the tetradic product sums
\[ \sum_{q_n \in \mathbb{R}^{(1) sc}} q_n q_n q_n q_n = 2 \delta_{ijkl}, \] 

(76)
\[ \sum_{p_n \in \mathbb{R}^{(2) sc}} p_n p_n p_n p_n = 4 (\delta_{ij} \delta_{kl} + 2 \delta_{ki} \delta_{jl} - \delta_{ijkl}), \] 

(77)
\[ \sum_{t_n \in \mathbb{R}^{(3) sc}} t_n t_n t_n t_n = 8 (\delta_{ij} \delta_{kl} + 2 \delta_{ki} \delta_{jl} - 2 \delta_{ijkl}). \] 

(78)

gives elastic constants \( \lambda = \mu = 16 \mathcal{B}_{sc} + 128 \mathcal{C}_{sc}^2 \) and \( \gamma = 32 \mathcal{A}_{sc}^2 - 16 \mathcal{B}_{sc}^2 - 256 \mathcal{C}_{sc}^2 \). The sc PFC would exhibit isotropic elasticity for \( \gamma = 0 \). An exact expression for the domain of isotropic elasticity could in principle be obtained, as for the previous symmetries, by solving the equilibrium condition on the amplitudes with the additional constraint of \( \gamma = 0 \). This is a set of four quartic equations with five unknowns \( (r, \psi, \mathcal{A}_{sc}, \mathcal{B}_{sc}, \mathcal{C}_{sc}) \) which must be solved simultaneously in order to express the regime of isotropic elasticity. Using computational software \cite{52} suggests that no closed-form solution exists as in the case of the lattices in which only two amplitudes were needed. However, by numerically solving the equations, we have found the following relation for an isotropic domain:
\[ r \approx -2.10144 \bar{\psi}^2. \] 

(79)

A PFC model of simple cubic ordering was also considered in Ref. \cite{53} by inclusion of exponential peaks in the correlation function derived from the free energy and in Ref. \cite{54} by adding higher order gradients in the free energy to account for an orientation dependent interaction. However, to our knowledge, the elastic constants for the particular free energy density of Eq. (70) have not previously been derived. The PFC model employed in Ref. \cite{54} has the free energy given in terms of the density field and its derivatives.

We prepare a 60×60×5 sc PFC lattice in the three-mode approximation on periodic boundaries with lattice vectors

---

**FIG. 6.** (a), (d) PFC density field \( \psi \) for (a) an edge dislocation with Burgers vector \( \mathbf{b} = a_0 (1, 0, 0) \) and tangent vector \( \mathbf{t} = (0, 0, 1) \) and (d) a screw dislocation with Burgers vector \( \mathbf{b} = a_0 (0, 0, 1) \) and tangent vector \( \mathbf{t} = (0, 0, 1) \). The \( \psi \) field is shown as transparent isosurfaces of the density \( \psi \) with extra inserted 2D density plots for selected planes. (b) and (e) show the peaks of (a) and (d), respectively, connected by lines for illustration. The orange line shows the Burgers circuit with the corresponding closure failure. (c) and (f) show the largest components of the stress fields for each dislocation.
librium is an open area of research. To exemplify that the formalism extends to defected lattices, we include in Fig. 6 a 3D sc PFC structure in the presence of an edge (screw) dislocation in panel (a) [panel (c)], and its associated stress field in panel (c) [panel (f)]. The PFC configuration was prepared by multiplying the complex amplitudes of the PFC by dislocation charges followed by a brief period of relaxation, as explained in Ref. [25]. Even though dislocations are singular objects (they are phase singularities for the complex amplitudes), the density field ψ and its corresponding macroscopic stress field remain well defined and smooth, without any core regularization method. It is interesting that the largest value of the stresses $\approx 0.02$ (in dimensionless units) at the dislocation cores is still nominally on the linear stress-strain curves (see Fig. 2), even though the physics at the core is fundamentally different. This suggests that nonlinear elastic effects may not be necessary to capture the near-core deformations, at least in the PFC models, and that the deviations from linear elasticity are due directly to the lattice incompatibility. However, at present, the stress profiles obtained around dislocations are not constrained to mechanical equilibrium, i.e., $\partial_h \psi \neq 0$, and thus they are not readily comparable with analytical stress profiles from continuum mechanics. The problem of extending the method proposed in Ref. [22] to anisotropic 2D and 3D PFC lattices to constrain the diffusive dynamics of the PFC models to mechanical equilibrium is an open area of research.

V. CONCLUSION

To summarize, we have presented a versatile method of computing the macroscopic stress tensor for ordered systems starting from a microscopic field description, where there is an intrinsic length scale (hence a finite intrinsic representative volume element) related to lattice periodicity. Within a generic field theory of Ginzburg-Landau type, where the system is described by a free energy that depends on a one-body density field (or order parameter) and an arbitrary number of its gradients, we have derived a general formula for the stress tensor given by Eq. (9). Upon coarse graining to continuum scales, we obtain the macroscopic stress tensor in the linear regime which describes the state of deformation of the ordered phase as a continuum elastic medium.

By adopting the PFC formalism to describe crystals, we have derived the stress tensor for different lattice symmetries in two and three dimensions. In particular, we focused on the reciprocal to $R_{sc}^{(1)}$, which gives a lattice constant of 2π. We choose a grid spacing of $\Delta x = \Delta y = \Delta z = a_0/7$ and parameters $r = -0.3$ with $\psi = -0.325$. We perform the same distortion of the sc PFC by the bulk and shear displacement fields, for which the elastic energy density scales with the square of the strain as in Eqs. (41) and (42). The results are shown in Fig. 2.

To show that the crystal symmetries constrain the tetradic product sums which determine the number of elastic constants and their values. For instance, the isotropic elasticity of the 2D hexagonal PFC model is due to the sixfold symmetry of its reciprocal lattice. For the other PFC models, we have found regions in parameter space where the elastic behavior is expected to be isotropic, except for the bcc PFC model, which is always anisotropic. Using numerical simulations, we verified the predicted linear elastic response of all models and found that the 3D fcc lattice model quickly enters a nonlinear elastic regime upon compression/extension.

The formalism developed in this paper can be extended to nonequilibrium fields, with the particular example of a hexagonal lattice in two dimensions already discussed in Ref. [22]. In this case, one is concerned with the evolution of defected ordered systems the defects of which move on timescales much longer than the fast relaxation to elastic equilibrium. Our stress tensor formula can be readily applied also in the presence of defects, and can in fact be used to indicate the nucleation and position of defects as discussed in Ref. [24]. While the analysis of ordered systems is limited to linear elasticity, we have shown that due to the emergent regularization of the dislocation core in the PFC model nonlinear strain effects may not be necessary to capture the near-core deformations. The method also is applicable to other Ginzburg-Landau theories with an emergent length scale such as mean-field descriptions of liquid crystals and active matter.
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APPENDIX A: PROOF OF THE FORCE BALANCE EQUATION

The microscopic stress tensor is given by

$$\bar{\sigma}_{ij} = (\tilde{f} - \bar{\mu}_c \tilde{\rho}) \delta_{ij} + \bar{h}_{ij},$$

where

$$\bar{\mu}_c = \frac{\delta F}{\delta \tilde{\rho}} = \sum_{\alpha=0}^{\infty} (-1)^\alpha \tilde{\rho} \partial_m \tilde{m}_a \tilde{f}_m \tilde{m}_a.$$  \hspace{1cm} (A2)

To show that $\partial \bar{\sigma}_{ij} = -\tilde{\rho} \partial_j \bar{\mu}_c$, we need to show that $\partial \bar{h}_{ij} = \bar{\mu}_c \partial_j \tilde{\rho} - \partial_j \tilde{f}$:

$$\partial \bar{h}_{ij} = \partial_i \left( \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\alpha} (-1)^\beta \left( \tilde{\rho} \partial_{m_{\beta-1}} \tilde{f}_{m_{\beta-1}} \tilde{m}_{\beta-1} \tilde{m}_{\alpha-1} \right) \partial j m_{\beta-1} m_{\alpha-1} \tilde{\rho} \right)$$

$$= \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\alpha} (-1)^\beta \left( \tilde{\rho} \partial_{m_{\beta-1}} \tilde{f}_{m_{\beta-1}} \tilde{m}_{\beta-1} \tilde{m}_{\alpha-1} \right) \partial j m_{\beta-1} m_{\alpha-1} \tilde{\rho} + \sum_{\alpha=1}^{\infty} \sum_{\beta=1}^{\alpha} (-1)^\beta \left( \tilde{\rho} \partial_{m_{\beta-1}} \tilde{f}_{m_{\beta-1}} \tilde{m}_{\beta-1} \tilde{m}_{\alpha-1} \right) \partial j m_{\beta-1} m_{\alpha-1} \tilde{\rho}.$$
\begin{align}
\sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{i_1}\tilde{p} + \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_2}}\beta_{m_{a_1}...m_{a_{i_2}}})\partial_{i_2}\tilde{p} + ... & \nonumber \\
= \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} + \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_2}}\beta_{m_{a_1}...m_{a_{i_2}}})\partial_{j_2}\tilde{p} + ... & \\
\sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} + \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_2}}\beta_{m_{a_1}...m_{a_{i_2}}})\partial_{j_2}\tilde{p} & = 0 (A3) \\
\end{align}

In the last equality, the second term on the first line (1) cancels the second term on the second line (2) as is seen by starting with (1), switching dummy indices \(m_\beta \leftrightarrow i\), using that \(\tilde{p}_{m_{a_1}...m_{a_{i_1}}}\) is symmetric under the interchange of indices, and adjusting summation limits as follows:

\begin{align}
\sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} & = \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_2}\tilde{p} \nonumber & \\
= \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_2}\tilde{p} & = \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} - \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} - \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_2}\tilde{p} - \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_2}\tilde{p} & = 0 (A4) \\
\end{align}

Thus, adding and subtracting \(\tilde{p}_j\partial_{j}\tilde{p}\) from Eq. (A3), and renaming the dummy index \(i \rightarrow m_{a}\), we get

\begin{align}
\partial_{ij}\bar{h}_{ij} = \tilde{f}_i\partial_{i}\tilde{p} + \sum_{a=1}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}} )\partial_{j_1}\tilde{p} - \tilde{f}_i\partial_{i}\tilde{p} - \sum_{a=1}^{\infty}\tilde{f}_{m_{a_1}...m_{a_{i_1}}}\partial_{j_1}\tilde{p} & = \sum_{a=0}^{\infty}(-1)^a(\delta m_{a_1}...m_{a_{i_1}}\beta_{m_{a_1}...m_{a_{i_1}}})\partial_{j_1}\tilde{p} - \tilde{f}_i\partial_{i}\tilde{p} + \sum_{a=1}^{\infty}\tilde{f}_{m_{a_1}...m_{a_{i_1}}}\partial_{j_1}\tilde{p} & = 0 (A5) \\
\end{align}

where we have used that by the chain rule we have

\begin{align}
\partial_{j}\tilde{f} = \tilde{f}_i\partial_{i}\tilde{p} + \tilde{f}_{m_{a_1}...m_{a_{i_1}}}\partial_{j_1}\tilde{p} + ... = \tilde{f}_i\partial_{i}\tilde{p} + \sum_{a=1}^{\infty}\tilde{f}_{m_{a_1}...m_{a_{i_1}}}\partial_{j_1}\tilde{p} & = 0 (A6) \\
\end{align}

The combinatorial factor

When defining \(\tilde{f}_{m_{a_1}...m_{a_{i_1}}}\), the combinatorial factor \(N((m_1,...m_{a}))\) appears due to arbitrary gradients of \(\tilde{p}\) not being independent, for example, \(\partial_{m_{a_1}...m_{a_{i_1}}}\tilde{p} = \partial_{x_{y}}\tilde{p}\). Therefore, in the Taylor expansion to first order, we should include only one of each term. To illustrate, assume that the free energy \(F[\tilde{p}, [\partial_{x}\tilde{p}], [\partial_{y}\tilde{p}]]\) is given in terms of \(\tilde{p}\), which is a field in two dimensions, and up to its second order gradients. In this case, the variation of \(F\) is given by

\begin{align}
\delta F = \int d^2r \left( \frac{\partial f}{\partial \tilde{p}} \delta \tilde{p} + \frac{\partial f}{\partial (\partial_{x}\tilde{p})} \delta (\partial_{x}\tilde{p}) + \frac{\partial f}{\partial (\partial_{y}\tilde{p})} \delta (\partial_{y}\tilde{p}) \right) & = \int d^2r \left( \frac{\partial f}{\partial \tilde{p}} \delta \tilde{p} + \frac{\partial f}{\partial (\partial_{x}\tilde{p})} \delta (\partial_{x}\tilde{p}) + \frac{\partial f}{\partial (\partial_{y}\tilde{p})} \delta (\partial_{y}\tilde{p}) \right) & \\
& + \frac{1}{2} \frac{\partial f}{\partial (\partial_{x}\tilde{p})} \delta (\partial_{x}\tilde{p}) + \frac{1}{2} \frac{\partial f}{\partial (\partial_{y}\tilde{p})} \delta (\partial_{y}\tilde{p}) & = \int d^2r [\tilde{f}\delta \tilde{p} + \tilde{f}_{m_{a_1}...m_{a_{i_1}}}(\partial_{m_{a_1}...m_{a_{i_1}}}\tilde{p}) ] (A7) \\
\end{align}

where the combinatorial factor of \(N((x, y)) = 1/2\) was needed to write the sum over all indices. This gives after integration by parts (ignoring boundary terms)

\begin{align}
\mu_c = \frac{\delta F}{\delta \tilde{p}} = \tilde{f} - \partial_{m_{a_1}...m_{a_{i_1}}} + \partial_{m_{a_1}...m_{a_{i_1}}} \tilde{f}_{m_{a_1}...m_{a_{i_1}}} & = \tilde{f} - \partial_{m_{a_1}...m_{a_{i_1}}} + \partial_{m_{a_1}...m_{a_{i_1}}} \tilde{f}_{m_{a_1}...m_{a_{i_1}}} (A8) \\
\end{align}

which is Eq. (A2) in two dimensions with a free energy limited to second order gradients of \(\tilde{p}\). The same combinatorial factor appears when writing \(\partial_{j}\tilde{f}\) in terms of \(\tilde{f}_{m_{a_1}...m_{a_{i_1}}}\) as a sum over all indices.
APPENDIX B: PFC MODE EXPANSIONS

1. 2D hexagonal PFC

We consider the 2D hexagonal PFC in the one-mode expansion for a macroscopic displacement field \( \mathbf{u} \) at constant macroscopic density:

\[
\psi = \psi_{\text{eq}}(\mathbf{r} - \mathbf{u}) \equiv \bar{\psi} + A,
\]

where

\[
A = A_{\text{hex}} \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} e^{i \mathbf{q}_{\text{hex}} \cdot (\mathbf{r} - \mathbf{u})} \equiv A_{\text{hex}} \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}).
\]

Since \( \mathbf{u} \) varies slowly on the macroscopic scale, the resonance condition dictates

\[
\langle E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}) \rangle = 0,
\]

and

\[
\langle E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}) E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}) \rangle = \delta_{\mathbf{q}_{\text{hex}}, \mathbf{q}_{\text{hex}}'},
\]

as we only get a nonzero average at resonance, when \( \mathbf{q}_{\text{hex}}' = -\mathbf{q}_{\text{hex}} \) (depending on the method of coarse graining, this may be an approximation, albeit a very good one [43]). Inserting the distorted PFC into the stress tensor, and using these identities, we get

\[
h^{(2D \text{ hex})}_{ij} = -2((L_1 \bar{\psi}) \partial j \bar{\psi})
\]

\[
= -2((L_1 \bar{\psi}) \partial_j \bar{\psi}) - 2((L_1 A) \partial_j A)
\]

\[
= -2((L_1 A) \partial_j A).
\]

First, we calculate, to first order in \( \partial_k \mathbf{u} \),

\[
L_1 A = A_{\text{hex}} \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} (1 - (q_{nk} - q_{nl}) \partial_k u_l)^2 E_{\mathbf{q}_{\text{hex}}}(\mathbf{r})
\]

\[
= 2 A_{\text{hex}} \partial_k u_l \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} q_{nk} q_{nl} E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}),
\]

from which we get

\[
\langle (L_1 A) \partial_j A \rangle
\]

\[
= 2 A_{\text{hex}}^2 \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} \sum_{\mathbf{q}_{\text{hex}}' \in \mathbb{R}_{\text{hex}}^{(1)}} q_{nk} q_{nl} (-q_{nk} q_{nl})
\]

\[
\times \langle E_{\mathbf{q}_{\text{hex}}}(\mathbf{r}) E_{\mathbf{q}_{\text{hex}}'}(\mathbf{r}) \rangle
\]

\[
= -2 A_{\text{hex}}^2 \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} q_{nk} q_{nl} q_{nk} q_{nl},
\]

so

\[
h^{(2D \text{ hex})}_{ij} = 4 A_{\text{hex}}^2 \sum_{\mathbf{q}_{\text{hex}} \in \mathbb{R}_{\text{hex}}^{(1)}} q_{nk} q_{nl} q_{nk} q_{nl}.
\]

2. 2D square PFC

We consider the 2D square PFC in the two-mode expansion for a macroscopic displacement field \( \mathbf{u} \) at constant macroscopic density:

\[
\psi = \bar{\psi} + A + B,
\]

where

\[
A = A_{\text{sq}} \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} e^{i \mathbf{q}_{\text{sq}} \cdot (\mathbf{r} - \mathbf{u})} \equiv A_{\text{sq}} \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}).
\]

\[
B = B_{\text{sq}} \sum_{\mathbf{p}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} e^{i \mathbf{p}_{\text{sq}} \cdot (\mathbf{r} - \mathbf{u})} \equiv B_{\text{sq}} \sum_{\mathbf{p}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}).
\]

By resonance conditions, we have

\[
\langle E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}) \rangle = \langle E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}) \rangle = \langle E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}) E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}) \rangle = 0,
\]

and

\[
\langle E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}) E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}) \rangle = \delta_{\mathbf{q}_{\text{sq}}, \mathbf{p}_{\text{sq}}},
\]

from which we find

\[
h^{(2D \text{ sq})}_{ij} = -2((L_1 L_2 \bar{\psi})(L_1 + L_2) \partial_j \bar{\psi})
\]

\[
= -2((L_1 L_2 \bar{\psi})(L_1 + L_2) \partial_j \bar{\psi})
\]

\[
- 2((L_1 L_2 A)(L_1 + L_2) \partial_j A)
\]

\[
= -2((L_1 L_2 A)(L_1 + L_2) \partial_j A).
\]

To first order in \( \partial_k \mathbf{u} \), we have

\[
L_1 L_2 A = L_2 L_1 A
\]

\[
= L_2 \left( 2 A_{\text{sq}} \partial_k u_l \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} q_{nk} q_{nl} E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}) \right)
\]

\[
= 2 A_{\text{sq}} \partial_k u_l \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} q_{nk} q_{nl} (2 - q_{nk}^2) E_{\mathbf{q}_{\text{sq}}}(\mathbf{r})
\]

\[
= 2 A_{\text{sq}} \partial_k u_l \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} q_{nk} q_{nl} E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}),
\]

so

\[
\langle (L_1 L_2 A)(L_1 + L_2) \partial_j A \rangle
\]

\[
= (L_1 L_2 A)(L_2 A) \partial_j A
\]

\[
= 2 A_{\text{sq}}^2 \partial_k u_l \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} \sum_{\mathbf{q}_{\text{sq}}' \in \mathbb{R}_{\text{sq}}^{(1)}} q_{nk} q_{nl}
\]

\[
\times (2 - q_{nk}^2)(-q_{nk} q_{nl}) \langle E_{\mathbf{q}_{\text{sq}}}(\mathbf{r}) E_{\mathbf{q}_{\text{sq}}'}(\mathbf{r}) \rangle
\]

\[
= -2 A_{\text{sq}}^2 \partial_k u_l \sum_{\mathbf{q}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(1)}} q_{nk} q_{nl} q_{nk} q_{nl},
\]

and

\[
L_1 L_2 B = L_1 \left( 2 B_{\text{sq}} \partial_k u_l \sum_{\mathbf{p}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(2)}} p_{nk} p_{nl} E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}) \right)
\]

\[
= 2 B_{\text{sq}} \partial_k u_l \sum_{\mathbf{p}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(2)}} p_{nk} p_{nl} (1 - p_{nk}^2) E_{\mathbf{p}_{\text{sq}}}(\mathbf{r})
\]

\[
= -2 B_{\text{sq}} \partial_k u_l \sum_{\mathbf{p}_{\text{sq}} \in \mathbb{R}_{\text{sq}}^{(2)}} p_{nk} p_{nl} E_{\mathbf{p}_{\text{sq}}}(\mathbf{r}),
\]
so

\( \langle (L_1L_2)B(L_1 + L_2) \partial_j B \rangle \)

\( = \langle (L_1L_2)B(L_1)B \rangle \)

\( = -2B_{ij}^q \partial_k u_l \sum_{p_l \in \mathcal{R}^{(1)}_{lq}} \sum_{p_i \in \mathcal{R}^{(2)}_{lq}} p_n k n_l \left( 1 - p_n^2 \right) \left( -p_r i p_r j \right) \)

\( \times \langle E_{p_i}^u (r) E_{p_l}^u (r) \rangle \),

\( = -2B_{ij}^q \partial_k u_l \sum_{p_l \in \mathcal{R}^{(1)}_{lq}} p_m n_j p_m n_l, \quad (B18) \)

which gives

\[ h_{ij}^{(3D \, sq)} = 4A_{ij}^q \partial_k u_l \sum_{p_k \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} q_{ml} \]

\[ + 4B_{ij}^q \partial_k u_l \sum_{p_l \in \mathcal{R}^{(2)}_{lq}} p_m n_j p_m n_l. \quad (B19) \]

3. 3D bcc PFC

We consider the bcc PFC in the one-mode expansion for a macroscopic displacement field \( u \) at constant macroscopic density:

\[ \psi = \psi^{bcc} (r - u) \equiv \tilde{\psi} + A, \quad (B20) \]

where

\[ A = A_{bcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} e^{i q_i \cdot (r - u)} \equiv A_{bcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} E_{q_i}^u (r). \quad (B21) \]

By resonance conditions, we have

\[ \langle E_{q_i}^u (r) \rangle = 0, \quad (B22) \]

and

\[ \langle E_{q_i}^u (r) E_{q_i}^u (r) \rangle = \delta_{q_i, -q_i} \quad (B23) \]

as we only get a nonzero average at resonance, when \( q_i = -q_i \). Inserting the distorted PFC into the stress tensor, and using these identities, we get

\[ h_{ij}^{(3D \, bcc)} = -2(\langle L_1 \tilde{\psi} \rangle \partial_j \tilde{\psi}) \]

\[ = -2(\langle L_1 \tilde{\psi} \rangle \partial_j \tilde{\psi}) - 2(\langle (L_1 A) \partial_j A \rangle) \]

\[ = -2(\langle (L_1 A) \partial_j A \rangle). \quad (B24) \]

First, we calculate, to first order in \( \partial_i u_i \),

\[ L_1 A = A_{bcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} (1 - (q_{nk} - q_{nl} \partial_k u_l)^2) E_{q_i}^u (r) \]

\[ = 2A_{bcc} \partial_k u_l \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} E_{q_i}^u (r), \quad (B25) \]

from which we get

\[ \langle (L_1 A) \partial_j A \rangle \]

\[ = 2A_{bcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} (-q_{nk} \partial_j q_{nl}) \]

\[ \times \langle E_{q_i}^u (r) E_{q_i}^u (r) \rangle \]

\[ = -2A_{bcc}^2 \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} q_{nk} q_{nl}, \quad (B26) \]

so

\[ h_{ij}^{(3D \, bcc)} = 4A_{bcc}^2 \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} q_{nk} q_{nl}. \quad (B27) \]

4. 3D fcc PFC

We consider the fcc PFC in the two-mode expansion for a macroscopic displacement field \( u \) at constant macroscopic density:

\[ \psi = \tilde{\psi} + A + B, \quad (B28) \]

where

\[ A = A_{fcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} e^{i q_i \cdot (r - u)} \equiv A_{fcc} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} E_{q_i}^u (r). \quad (B29) \]

\[ B = B_{fcc} \sum_{p_l \in \mathcal{R}^{(2)}_{lq}} e^{i p_i \cdot (r - u)} \equiv B_{fcc} \sum_{p_l \in \mathcal{R}^{(2)}_{lq}} E_{p_l}^u (r). \quad (B30) \]

By resonance conditions, we have

\[ \langle E_{q_i}^u (r) \rangle = \langle E_{p_l}^u (r) \rangle = \langle E_{q_i}^u (r) E_{p_l}^u (r) \rangle = 0, \quad (B31) \]

and

\[ \langle E_{q_i}^u (r) E_{p_l}^u (r) \rangle = \delta_{q_i, -p_l}, \quad (B32) \]

from which we find

\[ h_{ij}^{(3D \, fcc)} = -2(\langle L_1 \tilde{\psi} \rangle \partial_j \tilde{\psi}) \]

\[ = -2(\langle L_1 \tilde{\psi} \rangle \partial_j \tilde{\psi}) - 2(\langle (L_1 A) \partial_j A \rangle) \]

\[ = -2(\langle (L_1 A) \partial_j A \rangle). \quad (B33) \]

To first order in \( \partial_i u_i \), we have

\[ L_1 L_2 A = L_2 L_1 A \]

\[ = L_2 \left( 2A_{fcc} \partial_k u_l \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} E_{q_i}^u (r) \right) \]

\[ = 2A_{fcc} \partial_k u_l \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} \left( \frac{4}{3} - q_{nk}^2 \right) E_{q_i}^u (r) \]

\[ = \frac{2}{3} A_{fcc} \partial_k u_l \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} E_{q_i}^u (r), \quad (B34) \]

so

\[ \langle (L_1 L_2 A) (L_1 + L_2) \partial_j A \rangle \]

\[ = \langle (L_1 L_2 A) L_2 \partial_j A \rangle \]

\[ = \frac{2}{3} A_{fcc} \partial_k u_l \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} \sum_{q_i \in \mathcal{R}^{(1)}_{lq}} q_{nk} q_{nl} \left( \frac{4}{3} - q_{nk}^2 \right), \quad (B35) \]
which gives
\[
h_{ij}^{(3D \text{ fcc})} = \frac{4}{9} A_{\text{fcc}}^2 \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{fcc}}^{(1)}} q_{nk} q_{nl} q_{nj},
\]
and
\[
\mathcal{L}_1 \mathcal{L}_3 \mathcal{B} = \mathcal{L}_1 \left( 2B_{\text{fcc}} \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{fcc}}^{(3)}}^{(3)} p_{nk} p_{nl} E_{p_m}^u(r) \right)
\]
\[
= 2B_{\text{fcc}} \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{fcc}}^{(3)}}^{(3)} p_{nk} p_{nl} \left( 1 - p_{nk}^2 \right) E_{p_m}^u(r),
\]
so
\[
\langle (\mathcal{L}_1 \mathcal{L}_3 \mathcal{B}) (\mathcal{L}_1 + \mathcal{L}_3) \partial_{ij} \mathcal{B} \rangle = \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) \mathcal{L}_1 \partial_{ij} \mathcal{B} \rangle
\]
\[
= \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) \mathcal{L}_1 \partial_{ij} \mathcal{B} \rangle
\]
\[
= \frac{2}{3} B_{\text{fcc}}^2 \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{fcc}}^{(3)}}^{(3)} \sum_{p_n \in \mathcal{R}_{\text{fcc}}^{(3)}}^{(3)} p_{nk} p_{nl} \left( 1 - p_{nk}^2 \right) \times (-p_{ni} p_{nj}) \left[ E_{p_m}^u(r) E_{p_n}^u(r) \right]
\]
\[
= \frac{2}{9} B_{\text{fcc}}^2 \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{fcc}}^{(3)}}^{(3)} p_{ni} p_{nj} p_{nk} p_{nl}.
\]

5. 3D sc PFC

We consider the sc PFC in the three-mode expansion for a macroscopic displacement field \( u \) at constant macroscopic density:
\[
\psi = \bar{\psi} + A + B + C,
\]
where
\[
A = A_{\text{sc}} \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} E_{q_k}^u(r),
\]
\[
B = B_{\text{sc}} \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} E_{p_n}^u(r),
\]
\[
C = C_{\text{sc}} \sum_{t \in \mathcal{R}_{\text{sc}}^{(1)}} E_{t}^u(r).
\]
By resonance conditions, we have
\[
\langle E_{q_k}^u(r) \rangle = \langle E_{p_n}^u(r) \rangle = \langle E_{t}^u(r) \rangle = \langle E_{q_k}^u(r) E_{p_n}^u(r) \rangle = \langle E_{q_k}^u(r) E_{t}^u(r) \rangle = 0,
\]
and
\[
\langle E_{q_k}^u(r) E_{q_k}^u(r) \rangle = \langle E_{p_n}^u(r) E_{p_n}^u(r) \rangle = \langle E_{t}^u(r) E_{t}^u(r) \rangle = \delta_{q_k, -q_k},
\]
from which we get
\[
h_{ij}^{(3D \text{ sc})} = -2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3 \bar{\psi}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} \bar{\psi} \rangle
\]
\[
= -2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} \bar{\psi} \rangle - 2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} A \rangle
\]
\[
- 2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} B \rangle - 2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} C \rangle
\]
\[
= -2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} A \rangle - 2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} B \rangle
\]
\[
- 2 \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} C \rangle.
\]
To first order in \( \partial_{ij} u_i \), we have
\[
\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3 A = \mathcal{L}_2 \mathcal{L}_3 \mathcal{L}_1 A = 2A_{\text{sc}} \mathcal{L}_2 \mathcal{L}_3 \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} q_{nk} q_{nl} E_{q_k}^u(r)
\]
\[
= 2A_{\text{sc}} \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} \left( 2 - q_k^2 \right) q_{nk} q_{nl} E_{q_k}^u(r) = 4A_{\text{sc}} \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} q_{nk} q_{nl} E_{q_k}^u(r),
\]
so
\[
\langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} A \rangle = \langle (\mathcal{L}_1 \mathcal{L}_2 \mathcal{B}) (\mathcal{L}_2 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_3 + \mathcal{L}_1 \mathcal{L}_2) \partial_{ij} A \rangle
\]
\[
= 4A_{\text{sc}}^2 \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} q_{nk} q_{nl} (1 - q_k^2) \langle E_{q_k}^u(r) E_{q_k}^u(r) \rangle = -8A_{\text{sc}}^2 \partial_k u_i \sum_{q_k \in \mathcal{R}_{\text{sc}}^{(1)}} q_{nk} q_{nl} q_{nk} q_{nl},
\]
\[
\mathcal{L}_1 \mathcal{L}_2 \mathcal{L}_3 B = \mathcal{L}_1 \mathcal{L}_3 \mathcal{L}_2 B = 2B_{\text{sc}} \partial_k u_i \mathcal{L}_1 \mathcal{L}_3 \sum_{p_m \in \mathcal{R}_{\text{sc}}^{(3)}}^{(3)} p_{nk} p_{nl} E_{p_m}^u(r)
\]
\[
= 2B_{\text{sc}} \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{sc}}^{(3)}}^{(3)} \left( 1 - p_m^2 \right) p_{nk} p_{nl} E_{p_m}^u(r) = -2B_{\text{sc}} \partial_k u_i \sum_{p_m \in \mathcal{R}_{\text{sc}}^{(3)}}^{(3)} p_{nk} p_{nl} E_{p_m}^u(r).
\]
so
\[ ((L_1 L_2 L_3 B)(L_2 L_3 + L_1 L_3 + L_1 L_2) \partial_{ij} B) \]
\[ = ((L_1 L_2 L_3 B)(L_1 L_3) \partial_{ij} B) \]
\[ = -2B^2 \partial_{k} u_l \sum_{p_k \in R_{\omega}^{(2)}} p_{nk} p_{nl} (-p_{n'i'} p_{n''}) \left(1 - p^2_{n'i'} \right) \left(3 - p^2_{n''} \right) E_{ik}^u (r) E_{lk}^u (r) \]
\[ = -2B^2 \partial_{k} u_l \sum_{p_k \in R_{\omega}^{(2)}} p_{nk} p_{nl} p_{nk} p_{nl}, \]  
(B49)

and
\[ L_1 L_2 L_3 C = 2C_{\omega c} \partial_{k} u_l L_1 L_2 \]
\[ = 2C_{\omega c} \partial_{k} u_l \sum_{t_n \in R_{\omega}^{(3)}} t_{nk} t_{nl} E_{ik}^u (r) \]
\[ = 2C_{\omega c} \partial_{k} u_l \sum_{t_n \in R_{\omega}^{(3)}} \left(1 - t^2_{n'i'} \right) \left(2 - t^2_{n''} \right) t_{nk} t_{nl} E_{ik}^u (r) \]
\[ = 4C_{\omega c} \partial_{k} u_l \sum_{t_n \in R_{\omega}^{(3)}} t_{nk} t_{nl} t_{nk} t_{nl}. \]  
(B50)

Thus, we find
\[ h_{ij}^{(3D \omega c)} = 16A_{\omega c}^2 \partial_{k} u_l \sum_{q_{n} \in R_{\omega}^{(1)}} q_{n'i'} q_{n''} q_{n'i'} q_{n''} + 4B_{\omega c}^2 \partial_{k} u_l \sum_{p_{k} \in R_{\omega}^{(2)}} p_{nk} p_{nl} p_{nk} p_{nl} + 16C_{\omega c} \partial_{k} u_l \sum_{t_{n} \in R_{\omega}^{(3)}} t_{nk} t_{nl} t_{nk} t_{nl}. \]  
(B52)
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