Altered functional network activities for behavioral adjustments and Bayesian learning in young men with Internet gaming disorder
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ABSTRACT

Background and aims: Deficits in cognitive control represent a core feature of addiction. Internet Gaming Disorder (IGD) offers an ideal model to study the mechanisms underlying cognitive control deficits in addiction, eliminating the confounding effects of substance use. Studies have reported behavioral and neural deficits in reactive control in IGD, but it remains unclear whether individuals with IGD are compromised in proactive control or behavioral adjustment by learning from the changing contexts. Methods: Here, fMRI data of 21 male young adults with IGD and 21 matched healthy controls (HC) were collected during a stop-signal task. We employed group independent component analysis to investigate group differences in temporally coherent, large-scale functional network activities during post-error slowing, the typical type of behavioral adjustments. We also employed a Bayesian belief model to quantify the trial-by-trial learning of the likelihood of stop signal \( P(\text{Stop}) \) – a broader process underlying behavioral adjustment, and identified the alterations in functional network responses to \( P(\text{Stop}) \). Results: The results showed diminished engagement of the fronto-parietal network during post-error slowing, the typical type of behavioral adjustments. We also identified alterations in the likelihood of stop signal \( P(\text{Stop}) \) and functional network responses in individuals with IGD. Discussion and conclusions: These results add to the literatures by suggesting deficits in updating and anticipating conflicts as well as in behavioral adjustment according to contextual information in individuals with IGD.
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INTRODUCTION

Internet gaming disorder (IGD) represents a putative behavioral addiction that has been included as a condition deserving further studies by the Diagnostic and Statistical Manual of Mental Disorders 5th Edition (DSM-5) (American Psychiatric Association, 2013). Recently, gaming disorder was also included in 11th Edition of International Classification of Diseases (ICD-11) (World Health Organization, 2020). Relatively free from the confounding effects of substance use, IGD offers an ideal model to study the neural mechanisms of addiction (Cho et al., 2014). Deficits in cognitive control are central to etiological processes of addiction, including IGD. Cognitive control has been studied with a myriad of behavioral paradigms and comprises both reactive and proactive processes (Hu, Ide, Zhang, & Li, 2016; Wang et al., 2018). Extant research has largely focused on the behavioral and neural bases of reactive processes, such as response inhibition (Argyriou, Davison, & Lee, 2017; Chen et al., 2015), and few studies investigated whether contextual learning and behavioral adjustment, a core process of proactive control (Reed, Vile, Osborne, Romano, & Truzoli, 2015; Verbruggen, Stevens, & Chambers, 2014), may be compromised in IGD.

In experimental psychology, the stop signal task (SST) is one of the most widely used paradigms to study behavioral adjustment. In the SST, participants make trial-by-trial adjustment in reaction time (RT) in order to negotiate the conflicting needs to respond to go signal quickly and to avoid making a response in stop trials (Ide, Shenoy, Yu, & Li, 2013). Participants typically slow down in RT in the go trials following a stop error as compared to those following another go trial, and this RT adjustment has been called post-error slowing (PES) (Li et al., 2008). PES reflects behavioral adjustment to the immediate experience of an error, anticipation of a higher likelihood of a stop signal, and consequently a more cautious approach in executing a motor response.

Many studies have focused on the effect of drug use on behavioral and neural response to PES. For example, diminished PES was found after acute injections of alcohol (Bombeke, Schoupe, Duthoo, & Notebaert, 2013) and in opioid (Liao et al., 2014) and cocaine (Li, Milivojevic, Kemp, Hong, & Sinha, 2006) dependent individuals. By comparing post-error go trials with increased RT (pSEi) and those that did not increase in RT (pSEni), Li and colleagues demonstrated decreased activation in the right dorsolateral prefrontal cortex during PES in alcohol dependent as compared to control participants (Li, Luo, Yan, Bergquist, & Sinha, 2009). Other studies showed that long-term alcohol consumption compromised frontal-striatal circuit function, leading to poor post-error behavior adjustment (Lawrence, Luty, Bogdan, Sahakian, & Clark, 2009). Thus, PES may represent a robust behavioral marker of addiction, and it is of importance to examine whether PES is altered in individuals with IGD.

A Bayes-optimal decision-making model has been proposed to incorporate learning in examining behavioral adjustment in the SST. In this model, participants choose to go or stop by combining sensory evidence in a trial and prior belief about the likelihood of a stop trial (Shenoy & Yu, 2011). Specifically, each trial contributes to one’s belief about the likelihood of encountering a subsequent stop trial, P(stop), and one strategically modulates RT accordingly: an increase in P(Stop) predicts a prolonged go trial RT – a sequential effect (Hu, Ide, Zhang, & Li, 2015; Ide et al., 2013; Ide, Hu, Zhang, Yu, & Li, 2015; Shenoy & Yu, 2011). It is likely that deficits in behavioral adjustment reflect a specific instance of impaired ability to use contextual information to anticipate stop signals and adjust behavior accordingly. Indeed, an earlier work showed that PES was less correlated with the Bayesian account of sequential effect in cocaine dependent relative to control subjects (Ide et al., 2015).

Previous imaging studies have found that bilateral inferior frontal gyrus, inferior parietal lobule and anterior pre-supplementary motor area are modulated by the probability of stop trials (Chikazoe et al., 2009; Hu, Ide, Zhang, Sinha, & Li, 2015). Neural deficits have also been shown in the left insula, bilateral inferior frontal gyrus, and inferior parietal lobule in response to P(Stop) in occasional stimulant including methylphenidate users and in alcohol dependent individuals performing the SST (Harle et al., 2014; Hu, Ide, Zhang, Sinha, et al., 2015). Thus, examining Bayesian learning would advance our understanding of the psychological processes of behavioral adjustment in IGD.

General linear modeling (GLM) represents a major approach in identifying regional brain activations during cognitive performance and has been widely used in studies of the SST (Hu, Ide, Zhang, & Li, 2015; Li et al., 2009). In contrast, as a data-driven approach, independent component analysis (ICA) reveals “hidden” factors from a set of measurements such that the sources of the observed data are maximally independent. Requiring no prior knowledge, ICA helps in identifying functional networks rather than individual brain regions of importance to psychological processes (Zhang & Li, 2012). Group ICA (gICA) may identify functional networks that participate in multiple cognitive processes (Xu et al., 2013) that elude detection by GLM-based analyses (Xu, Calhoun, & Potenza, 2015). Previous research using gICA has revealed functional networks underlying SST performance (Zhang & Li, 2012). For instance, an earlier study demonstrated disengagement of a network comprising the inferior frontal cortex and intraparietal sulcus during PES in substance-abusing individuals (Elton et al., 2014).

In the current study, we employed gICA to examine fMRI data of the SST and compared IGD subjects and healthy controls (HCs) in neural responses during post-error behavioral adjustment. We also investigated the neural representation of probabilistic expectations of the stop signal during the SST. According to previous findings, we hypothesized that IGD subjects relative to HCs would show deficient activity in the fronto-parietal network (FPN), a circuit widely implicated in action withholding/cancellation (Zhang, Geng, & Lee, 2017), during PES. We also posited attenuated activity in the ventral attention network (VAN), a
network that partakes in monitoring environmental information (Congdon et al., 2010; Zhang, Hu, Bednarski, Erdman, & Li, 2014), in response to P(Stop) in individuals with IGD.

MATERIALS AND METHODS

Participants and clinical assessments

Considering the higher occurrence of IGD among men and to avoid the potential confounds of gender (Ko et al., 2009), we recruited 22 male participants with IGD and 22 HC for the current study. Inclusion criteria included 18–30 years of age, right-handed, not currently taking any psychotropic medications, no contraindications for MRI, and no current or previous psychiatric or neurological illness as assessed with the Chinese version of the MINI International Neuropsychoiatric Interview (Si et al., 2009). Additional inclusion criteria for the IGD group included: (i) meeting at least 5 of the 9 diagnostic criteria for IGD as proposed in the DSM-5 (American Psychiatric Association, 2013; Ko et al., 2014); (ii) scores ≥50 on Young’s online Internet addiction test (IAT) (Young, 2016); (iii) engagement in Internet gaming for >20 hours per week for a minimum of 1 year; and (iv) Internet gaming as their primary online activity. Additional inclusion criteria for HC included: (i) meeting fewer than 5 of the 9 diagnostic criteria for IGD in the DSM-5; (ii) <50 on the IAT; and (iii) never engaging in Internet gaming. The Beck Anxiety Inventory (BAI) (Beck, Brown, Epstein, & Steer, 1988) and Beck Depression Inventory (BDI) (Beck, Erbaugh, Ward, Mock, & Mendelsohn, 1961) were used to assess anxiety and depressive symptoms.

Imaging sessions with head movements exceeding 3 mm in translation or 3° in rotation were removed. In addition, performance with a more than 50% rate of response in the translation or 3° of being the response rate and actual inter-stimulus-interval. The average trial numbers of each session of each individual ranged from 78 to 82 (77.77 ± 1.75).

We computed the RT difference between the go trials that followed a stop error (pSE) and those that followed another go trial (pG) to quantify the extent of PES (PES effect). We used a dynamic Bayesian model to estimate the probability of stop signal, or P(Stop). The model assumes that subjects anticipate an impending stop signal on each trial, based on prior stimulus history. They believe that stop signal frequency r_k on trial k has probability α of being the same as r_k–1, and probability (1 – α) of being re-sampled from a prior distribution π(r_k) (Angela & Cohen, 2009). Previous studies found that individual learning rates are typically too unstable to produce robust regressors for imaging data analyses (Daw & Doya, 2006; Schonberg, Daw, Joel, & O’Doherty, 2007; Wimmer, Daw, & Shohamy, 2012). Thus, following previous work (Harle et al., 2014; Ide et al., 2013; Shenoy & Yu, 2011), we employed the standard model-based fMRI analyses with a fixed set of parameters across all subjects, the mean of the prior distribution = 0.25, scale = 10 and a learning parameter α = 0.8, to characterize P(Stop) and regional responses to P(Stop) (Harle et al., 2014; Ide et al., 2013; Shenoy & Yu, 2011). A sequential effect, was quantified by Pearson correlation between P(Stop) and RT on go trials for individual subjects (Ide et al., 2015).

Image acquisition and preprocessing

MR imaging was conducted with a Siemens Trio 3-Tesla scanner (Siemens, Erlangen, Germany). Thirty-four 3.0 mm axial fMRI data were acquired using an echo-planar imaging (EPI) sequence with TR = 2,000 ms; TE = 30 ms; flip angle = 85°; matrix size = 64 × 64; resolution= 3 × 3 mm²; FOV = 220 × 220 mm². One hundred forty-four high-resolution slices were obtained using T1-weighted sagittal 3-D magnetization prepared rapid gradient-echo sequence: TR = 2,530 ms, TE = 3.39 ms, TI = 1,100 ms, FA = 7°, FOV = 256 × 256 mm, thickness = 1.33 mm, in-plane resolution = 1 × 1 mm². First five TRs of each session were discarded, and the images were analyzed using the standard process in DPABI version 4.2 (Yan, Wang, Zuo, & Zang, 2016), including slice timing correction, realignment, normalization to 3 × 3 × 3 mm³ MNI space, and smoothing with a Gaussian kernel of 8 mm at full width half maximum (FWHM).
Generalized linear model for post-error slowing and stop signal anticipation

Generalized linear models were conducted using SPM12 (Welcome Department of Cognitive Neurology, London, UK, http://www.fil.ion.ucl.ac.uk/spm/software/spm12). In the first GLM (GLM 1, G model), to explore the neural responses to post-error slowing, go signal onsets in each trial type were convolved with a canonical hemodynamic response function (HRF) and with the temporal derivative of the canonical HRF. Four trial outcomes were distinguished: go success (G), go error (F), stop success (SS), and stop error (SE). G trials were then divided into those that followed a G (pG), and SE (pSE) trial. The pG/pSE trials were further divided into those that increased in RT (pG/i/pSEi) and those that did not increase in RT (pGni/pSEni), as compared with the mean RT of all preceding G trials during each session (Li et al., 2008). The motion parameters were included as regressors of no interest. We also included RT of G trials, SSD of SS and SE trials as parametric modulators (Li et al., 2009).

In the second GLM (GLM 2, F model), to examine the neural correlates of stop signal anticipation, we modeled BOLD signals by convolving the onsets of the fixation point with a canonical hemodynamic response function (HRF) and the temporal derivative of the canonical HRF, with motion parameters included as regressors of no interest. The P(Stop) of G trials [G x P(Stop)], P(Stop) of SS trials [SS x P(Stop)], SSD of SS trials, P(Stop) of SE trials [SE x P(Stop)], SSD of SE trials were included as parametric modulators (Harle et al., 2014; Hu, Ide, Zhang, & Li, 2015).

Group independent component analysis and temporal sorting

The spatially processed images were analyzed with group ICA (GIFT, http://mialab.mrn.org/software/gift, version 4.0b). Briefly, data from all sessions of participants were concatenated into a single dataset and reduced in dimensionality using two stages of principal component analysis (PCA) (Zhang & Li, 2012). The data were then separated with an infomax algorithm into 29 independent components, determined by the modified minimal description length (MDL) criteria (Li, Adali, & Calhoun, 2007). Extraction was repeated 20 times using ICASSO to assess the stability of independent components (Himberg, Hyvärinen, & Esposito, 2004). The time course and spatial map for each component were back-reconstructed for each participant. We visually identified a priori networks for our hypotheses (i.e. FPN and VAN) according to previous findings (Laird et al., 2011; Smith et al., 2009).

To examine the relevance of each component to PES, we performed multiple regression temporal sorting to compare component time courses with the modeled event time courses in GLM 1. The resulting beta weights indicated the extent to which a given network was temporally associated with, or ‘engaged’ in each event. Beta weights were averaged across runs for each event for each subject.

Similarly, a multiple regression temporal sorting was performed to compare component time courses with the modeled event time courses in GLM 2. The parametric modulator of P(Stop) ([G x P(Stop)], [SS x P(Stop)], [SE x P(Stop)]) were weighted by the proportion of trial number each of G, SS, and SE trials, respectively, to examine the relevance to P(Stop) of each component ([f x P(Stop)]). A positive value for a certain functional network indicated that the activation of this functional network increased along with the likelihood that a stop signal would appear (Hu, Ide, Zhang, & Li, 2015).

Group differences of functional network activities

For PES, we examined the beta weight contrast for ‘pSEi-pSEni’ and ‘(pGi-pGni)’ of the FPNs (the left fronto-parietal network (IFPN) and right fronto-parietal network (rFPN), corresponding to the IC34 and IC60 of Allen et al. (2011) with two-sample t tests. To offer exploratory results, we performed t tests for each component and evaluated the findings with a Bonferroni-corrected threshold. Similarly, the beta weight of [(f x P(Stop))] for VAN (corresponding to the IC71 of Allen et al. (2011)) was examined with a two-sample t test to investigate the group difference, and, to offer exploratory results, we performed t tests for each component and evaluated the findings at the same Bonferroni-corrected threshold.

Given the small sample size, we computed the post-hoc power of two-sample t test (two groups) using G’Power (Faul, Erdfelder, Lang, & Buchner, 2007). In post-hoc analyses, Power (1-β) is computed as a function of α (0.05), the population effect size, and the sample size in our study.

Ethics

This study was approved by the Institutional Review Board of the State Key Laboratory of Cognitive Neuroscience and Learning, Beijing Normal University (study number: ICBIR_A_0075_002). All participants providing written informed consent prior to the study.

RESULTS

Demographic and behavioral characteristics

The demographic characteristics of the IGD and HC are shown in Table 1. Compared with HC, IGD reported higher YIAS score and more frequent Internet gaming, as well as higher levels of anxiety and higher proportion of Alcohol use. IGD and HC both showed post-error slowing (one-t test; IGD: t(20) = 2.29, p = 0.033; HC: t(20) = 2.95, p = 0.008) and sequential effect (one-t test; IGD: t(20) = 3.73, p = 0.001; HC: t(20) = 2.96, p = 0.008), but IGD and HC showed no difference in SST performance measures.
## Table 1. Participants’ characteristics and behavioral performance in the SST

|                          | IGD (n = 21) | HC (n = 21) | t/χ²/U | P     |
|--------------------------|-------------|-------------|--------|-------|
| **Clinical assessments**  |             |             |        |       |
| Age (years)              | 22.29 ± 1.42| 21.82 ± 1.85| 0.84   | 0.405 |
| Education (years)        | 16.14 ± 1.32| 16.00 ± 1.82| 0.29   | 0.772 |
| YIAT score               | 69.62 ± 12.48| 25.19 ± 6.74| 14.35  | <0.001*** |
| Internet gaming (h/wk)   | 31.83 ± 9.64| –           | 5.59a  | <0.001*** |
| Alcohol use (at least once/month) | 6 b/0.29c | 13b/0.62c | 4.71d  | 0.030* |
| **SST performance**      |             |             |        |       |
| Mean number of trials (per session) | 78.09 ± 1.92 | 77.46 ± 1.55 | 1.16 | 0.252 |
| Mean number of G (per session) | 52.39 ± 5.70 | 48.35 ± 9.36 | 1.69 | 0.099 |
| Mean number of F (per session) | 5.14 ± 3.91 | 8.88 ± 7.63 | –2.00 | 0.053 |
| Mean number of SS (per session) | 11.02 ± 1.03 | 11.21 ± 1.33 | –0.54 | 0.591 |
| Mean number of SE (per session) | 9.54 ± 1.81 | 9.02 ± 1.07 | 1.14 | 0.261 |
| SS %                     | 91.10 ± 6.91| 84.41 ± 13.62| 2.00   | 0.054 |
| GS %                     | 53.78 ± 4.39| 55.76 ± 2.32 | –2.71 | 0.073 |
| Mean GoRT (ms)           | 690.42 ± 109.94| 721.94 ± 77.37| –1.07 | 0.289 |
| Critical SSD             | 473.63 ± 133.07| 495.89 ± 113.83| –0.58 | 0.563 |
| SSRT                     | 212.41 ± 56.12| 226.80 ± 61.77| –0.79 | 0.434 |
| PES effect (ms)          | 32.92 ± 61.54| 47.8 ± 81.67 | –0.66 | 0.512 |
| Sequential effect        | 0.15 ± 0.19 | 0.09 ± 0.14 | 1.23  | 0.225 |
| Mean FD                  | 0.13 ± 0.05 | 0.12 ± 0.06 | 0.38  | 0.704 |

**Abbreviations**: SD = standard deviation; IGD = Internet gaming disorder; HC = healthy control; YIAT = Young’s online Internet addiction test; Internet gaming (hrs/wk) = Internet gaming hours per week; BAI = Beck Anxiety Inventory; BDI = Beck Depression Inventory; Mean number of trials (per session) = the average number of trials per session; Mean number of G (per session) = the average number of successful go trials per session; Mean number of F (per session) = the average number of failed go trials per session; Mean number of SS (per session) = the average number of successful stop trials per session; Mean number of SE (per session) = the average number of stop error trials per session; Mean number of P (per session) = the average number of trials per session; SS % and GS % = percentage of successful go and stop trials; Mean GoRT (ms) = the mean reaction time of successful go trials; PES effect (ms) = the RT difference between the go trials that followed a stop error (pSE) and those that followed another go trial (pG); Critical SSD = Critical stop-signal delay; SSRT = Stop-signal reaction time; Sequential effect = Pearson correlation between P(Stop) and RT on go trials for individual subjects; Mean FD = the frame-wise displacement (FD) of head position.

\( ^a \) Number of participants.

\( ^b \) the rate of alcohol and cigarette use.

\( ^c \) \( \chi^2 \) value.

### Group differences in neural response

The activity of two functional networks during post-error slowing and two functional networks during Bayesian learning anticipation of stop signal differed between IGD and HC. Functional networks were labelled based on the primary regions of positive spatial integration in each network according to the known intrinsic connectivity of the networks (Allen et al., 2011; Laird et al., 2011; Smith et al., 2009).

#### Altered functional networks in post-error slowing

The left (Fig. 1) and right fronto-parietal network (Fig. 2) encompassed the dorsolateral prefrontal cortices and posterior parietal cortex. Beta weights in these networks were lower for the ‘pSEi-pSEni’ contrast (IFPN: \( t_{(1,40)} = -2.97, p = 0.005, Cohen’s d = -0.92, r = -0.42, power = 0.90 \)) and ‘pSEi-pSEni’ contrast (IFPN: \( t_{(1,40)} = -2.54, p = 0.015, Cohen’s d = -0.78, r = -0.36, power = 0.80 \)) and for the ‘pSEi-pSEni’- ‘pGi-pGni’ contrast (IFPN: \( t_{(1,40)} = -2.55, p = 0.015, Cohen’s d = -0.79, r = -0.37, power = 0.81 \); rFPN: \( t_{(1,40)} = -2.08, p = 0.044, Cohen’s d = -0.64, r = -0.31, power = 0.65 \) in IGD, as compared to HC. Exploratory results showed no significant finding with Bonferroni correction.

#### Altered functional networks responding to P(Stop)

The ventral attention network, comprising the temporoparietal junction, insula, supplementary motor area, inferior frontal gyrus and inferior parietal lobule, showed lower beta weight for \([f \times P(Stop)] in IGD relative to HC (t_{(1,40)} = -2.76, p = 0.009, Cohen’s d = -0.85, r = -0.39, power = 0.86; Fig. 3)\). Exploratory results showed that the beta weight for \([f \times P(Stop)] \) of anterior default mode network (aDMN), corresponding to IC25 in Allen et al. (2011) and comprising the medial frontal gyrus, was decreased in IGD relative to HC (Bonferroni corrected, \( t_{(1,40)} = -3.76, p < 0.001, Cohen’s d = -1.16, r = -0.50, power = 0.98; Fig. 4)\).

Because IGD reported higher levels of anxiety and higher proportion of alcohol use, we also examined group
Fig. 1. The left fronto-parietal network (lFPN). A: Spatial map displayed at a threshold at $p = 0.00001$; B: Lower engagement in lFPN during post-error slowing in IGD.

Fig. 2. The right fronto-parietal network (rFPN). A: Spatial map displayed at a threshold at $p = 0.00001$; B: Lower engagement in rFPN during post-error slowing in IGD.

Fig. 3. The ventral attention network (VAN) coding of P(Stop). A: Spatial map displayed at a threshold at $p = 0.00001$; B: Lower engagement in ventral attention network coding of P(Stop) in IGD.
differences with anxiety score and alcohol use state (1 = use, 0 = no use) as covariates. The results were similar with current findings (Supplementary Information Table S1).

DISCUSSION

To our knowledge, this is the first report to identify alterations in functional network activities for proactive control in IGD, a behavioral addiction independent of drug effects. We found, despite indistinguishable behavioral performance, lower engagement of the fronto-parietal network during post-error slowing and weaker activity in the ventral attention network and the anterior default mode network during Bayesian learning in IGD as compared to HC. These results suggested altered neural activity not only during post-error behavioral adjustment, but also during probabilistic expectations of the stop signal. We highlighted the main findings in discussion.

Altered functional networks in post-error slowing

The left and right fronto-parietal network showed lower engagement during PES in IGD. Frontal and parietal cortices respond to cued attention allocation (Luks, Simpson, Dale, & Hough, 2007) and preparatory control of response switching (Rushworth, Paus, & Sipila, 2001). An extensive body of work also provides evidence that activation of middle frontal regions reflects response adjustment strategies to balance the opposing go and stop demands (Chevrier, Noseworthy, & Schachar, 2007), following conflicts or errors (Riddervik, van den Wildenberg, Segalowitz, & Carter, 2004). Further, fronto-parietal circuit (e.g. dorsolateral prefrontal cortices) dysfunction compromised post-signal behavioral adjustment in cocaine and alcohol addicted individuals (Chevrier et al., 2007; Hester, Simoes-Franklin, & Garavan, 2007; Li et al., 2009).

The IFPN and rFPN may support different functional dimensions of cognitive control. Previous studies have proposed that the rFPN is involved in low attentional load go trials, hence in support of the cancellation of actions, in the SST (Schachar et al., 2007; Stevens, Kiehl, Pearson, & Calhoun, 2009; Xu, Calhoun, Pearson, & Potenza, 2014). Indeed, consistent with the temporal organization of these functional roles, Zhang and Li (2012) also found that the activity of the IFPN significantly lagged in time behind the rFPN during the SST.

Thus, decreased activity in the fronto-parietal network in IGD may indicate that individuals with IGD are unable to utilize this network to adjust response strategies to balance the opposing demands of the go and stop trials to restrain action and to inhibit a motor response following errors.

Altered functional networks responding to $P(\text{Stop})$

The ventral attention network. IGD showed attenuated activity for Bayesian learning in the ventral attention network. The VAN responds to changes in events and reorients attention to the stop signal (Congdon et al., 2010; Zhang & Li, 2012). Previous studies have implicated many areas in the VAN in updating the probability of stop signal to adjust behavior and compromised activities in these areas in addiction (Hu, Ide, Zhang, Sinha, et al., 2015; Shi et al., 2019). For example, occasional stimulant users demonstrated subtle deficits in anticipation of a stop signal in the inferior frontal gyrus (Harle et al., 2014). Schlosser et al. (2009) reported that methylphenidate attenuated inferior parietal lobule response to uncertainty when making decisions according to sensory information. Thus, the disruption of the VAN suggests lower efficiency of bottom-up signal filtering, resulting in difficulties to adapt behavioral responses to environmental needs (Collantoni et al., 2016).

The anterior default mode network. The anterior default mode network showed greater disengagement during stop signal anticipation. The aDMN was deactivated, consistent with earlier findings of downregulation during a cognitively demanding task (Greicius, Krasnow, Reiss, & Menon, 2003). However, aDMN is also involved in bottom-up cue-elicted...
attentional processes during cognitive control (Bonini et al., 2014), particularly in response to transiently presented stimuli and stimulus complexity (McKierman, Kaufman, Kucera-Thompson, & Binder, 2003), and self-processing (Molnar-Szakacs & Uddin, 2013). As a critical area of the dMN, the medial frontal cortices, showed increasing activation to stop signal likelihood (Hu, Ide, Zhang, & Li, 2015; Vink et al., 2005).

Altered intra-dMN functional connectivity may be associated with impaired awareness (Blumenfeld et al., 2003), and diminished self-referential thinking may hinder behavioral regulation after unexpected feedback (Patterson & Newman, 1993). In addition, altered activity and functional connectivity of regions within this network (e.g. the ventromedial prefrontal cortex) were also found during error processing and resting-state in addictive individuals (Sutherland, McHugh, Pariyadath, & Stein, 2012; Worhunsky et al., 2013; Zhang et al., 2014). Therefore, the greater disengagement of dMN found in the present study may reflect less attentional and monitoring/reflectivity processing to unexpected cues and, as a result, suboptimal readiness to withhold response, in IGD.

General discussion

The current findings are in accordance with a previous review of the SST, which implicated the fronto-parietal network in action withholding/cancellation and the ventral attention network in interference resolution (Zhang et al., 2017). Our findings were also consistent with the previous findings that substance dependent participants showed failure to use con-textual information to update the probability of the stop signal (Harle et al., 2014; Ide et al., 2015) and to adjust behavior after errors (Hester et al., 2007; Li et al., 2009). It may suggest that these impairments might be general across different types of addiction.

IGD in this study reported higher levels of anxiety and alcohol use than HC, though none met criteria for an anxiety or alcohol use disorder as assessed with the Chinese version of the MINI International Neuropsychiatric Interview (Si et al., 2009). We controlled anxiety score and drink state in general across different types of addiction. It may suggest that these impairments might be general across different types of addiction.

The current study investigated functional network activities for behavioral adjustment and Bayesian learning from the changing contexts in IGD. We found decreased engagement in functional networks for post-error response restraint and behavioral adjustment; and weaker activity in functional networks for attentional monitoring and sensory salience evaluation during Bayesian learning for behavioral adjustment in IGD. Together, IGD showed not only deficits in trial-by-trial behavioral adjustments, but also a broader impairment to use contextual information to expect and update the adjustment demand. It remains to be seen whether these findings would be shared across drug and behavioral addictions.

CONCLUSIONS

The current study investigated functional network activities for behavioral adjustment and Bayesian learning from the changing contexts in IGD. We found decreased engagement in functional networks for post-error response restraint and behavioral adjustment; and weaker activity in functional networks for attentional monitoring and sensory salience evaluation during Bayesian learning for behavioral adjustment in IGD. Together, IGD showed not only deficits in trial-by-trial behavioral adjustments, but also a broader impairment to use contextual information to expect and update the adjustment demand. It remains to be seen whether these findings would be shared across drug and behavioral addictions.
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