How Deeply to Fine-Tune a Convolutional Neural Network: A Case Study Using a Histopathology Dataset
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Abstract: Accurate classification of medical images is of great importance for correct disease diagnosis. The automation of medical image classification is of great necessity because it can provide a second opinion or even a better classification in case of a shortage of experienced medical staff. Convolutional neural networks (CNN) were introduced to improve the image classification domain by eliminating the need to manually select which features to use to classify images. Training CNN from scratch requires very large annotated datasets that are scarce in the medical field. Transfer learning of CNN weights from another large non-medical dataset can help overcome the problem of medical image scarcity. Transfer learning consists of fine-tuning CNN layers to suit the new dataset. The main questions when using transfer learning are how deeply to fine-tune the network and what difference in generalization that will make. In this paper, all of the experiments were done on two histopathology datasets using three state-of-the-art architectures to systematically study the effect of block-wise fine-tuning of CNN. Results show that fine-tuning the entire network is not always the best option; especially for shallow networks, alternatively fine-tuning the top blocks can save both time and computational power and produce more robust classifiers.
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1. Introduction

Medical images play a very crucial role in patient treatment; however, usually, the shortage of manpower, the time required to reach a decision, and the need for a second opinion are factors that greatly impact the process. Correctly and more quickly classifying images is an absolute need for certain medical images fields, like pathology. Histopathology images are very important for detecting certain kinds of diseases like cancer or even determining the kind of cancer itself to see if it is benign or malignant and its degree. Histopathology is defined as examining a tissue sample taken by a biopsy to diagnose certain diseases microscopically [1]. It plays a very important role in the detection of diseases, enabling doctors to carefully create a treatment plan. The physician who is responsible for classifying histopathology images is called a pathologist. The image-examining process is extremely difficult and requires an experienced pathologist with years of experience. In the United States, the number of active pathologists dropped 17.5% in the last decade while the workload increased by 41% [2], which indicates a real need for assisting the pathologists in their work by providing them with an autonomous classifier that is able to classify histopathology images with a high level of accuracy.

A recent breakthrough in the artificial intelligence field is machine learning, in which an algorithm can be developed that will be able to extract image features automatically. When the algorithm used is
a neural network with more than one hidden layer, it is called deep learning. Deep learning can be implemented in the image classification domain in which a feed-forward convolutional neural network (CNN) [3] can be used to classify images automatically. Making the CNN able to classify images is called training; in training, the CNN’s weights will be adjusted to suit the image dataset under study. The main point of CNN is that it is able to map important features of images that can be used to classify those images without the CNN’s being explicitly programmed to do so. CNN has been proven to work with great accuracy in the classification of many medical domains like diabetic retinopathy detection and classification [4,5], Alzheimer’s disease detection [6,7], and skin lesion detection [8,9], among others.

Image classification, which is defined as grouping images into successive predefined labels, plays a very important role in many areas, like the medical field. Deep learning algorithms can detect important features of images without any manual feature engineering, which can be thought of as using autonomous algorithms that can learn by themselves how to differentiate between distinct image classes. The earliest attempt to construct an automatic classifier that could learn how to differentiate between classes was introduced by LeCun [3], who was inspired by the work of Fukushima et al. [10] and Hubel and Wiesel [11], and was named convolutional neural networks (CNN), but this attempt was limited because of the size of datasets and the computational power available then. In 2012, Krizhevsky et al. [12] introduced their CNN architecture that was named AlexNet and won first place in the ILSVRC competition [13], with an error rate of 16% compared to the second place winner’s 25%, and since then, CNN has become a state-of-the-art image classifier. CNN is considered a feed-forward artificial neural network that has at least one convolution layer. A diagram of CNN is shown in Figure 1.

To accurately train CNN and to overcome the overfitting issues associated with feed-forward neural networks, usually, hundreds of thousands or even millions of images are needed [14], which can limit the usage of CNN to certain domains, like nature images, for classification. Transfer learning is a novel domain that has been introduced to help overcome the before-mentioned issues in CNN training, where instead of initializing the network weights from scratch, the weights of a previous network that was trained on a different large dataset can be used. The medical field could benefit a lot from the usage of CNN for image classification, but the main drawback is the number of images available for training, and that is where transfer learning can be used. Using transfer learning for medical images has been successfully applied in References [4,6,8]. As pointed out by Chollet [15], transfer learning uses two main techniques: fine-tuning, wherein the original weights will be re-tuned to suit the new dataset, or feature extraction, in which the original weights will be fixed and the original layers will serve for feature extraction only. Both techniques can help a lot based on the size of the dataset, as pointed out by Yosinski et al. [16]. If the dataset is large enough, the original layers can be fine-tuned, while if the dataset is small, the original layers can serve in feature extraction. Also, the similarity between the original dataset and the target dataset can play a very important role. For this study, we opted for fine-tuning instead of feature extraction because of the following reasons: (1) the large number of images contained in the dataset used, and (2) the huge difference (with respect to the domain of the images) between the ImageNet dataset and the histopathology dataset taken into account.

**Figure 1.** Convolutional neural network (CNN) diagram.
Fine-tuning an entire CNN architecture can take hours and requires certain hardware, and the
effect of each block can play a very important role. Fine-tuning the entire network does not always
guarantee to yield the best performance. The main purpose of this study is to determine the effect
of fine-tuning a CNN block-wise to assess the performance gained by training each block. Three
state-of-the-art CNN architectures with three learning rates are used in this study. The performance
measure used is the AUC of the ROC curve. A separate unlabeled test set is used to evaluate the
performance of the CNN architectures. The rest of this paper is organized as follows: In Section 2, a brief
literature review about using transfer learning in histopathology is given. In Section 3, the proposed
methodology is discussed. In Section 4, the results obtained are stated. In Section 5, a brief overview of
the findings is discussed. In Section 6, the conclusion is stated.

2. Literature Review

The usage of deep learning techniques for medical image classification is a sore subject right now
because of the need to assist pathologists and give them a second opinion.

Sharma and Mehra [17] investigated the effect of CNN transfer learning on the performance of
three CNN architectures, namely VGG16, VGG19, and ResNet50. The authors used the BreakHis
data set [18], which consists of 7909 breast cancer histopathology images. The authors opted for binary
classification, and the original last classification layer of all the architectures was removed and replaced
by a logistic regression classifier. The authors used the AUC of the ROC curve, accuracy, precision,
recall, F1 score, and APS as evaluation criteria. The authors tried three different splitting techniques,
namely 90% and 10% for training and testing respectively, 80% and 20%, and 70% and 30%. The best
result reported by the authors was found using the VGG16 architecture, which achieved an AUC of
95.65% for the first splitting technique, followed by the VGG19 architecture, which achieved an AUC of
91.85% for the first splitting technique as well. The ResNet architecture’s performance did not improve
by using transfer learning.

Kassani et al. [19] proposed a novel model to classify histopathology images. The authors used four
datasets, namely PatchCamelyon [20,21], BreakHis [18], Bach [22], and BioImaging [23], to train and
validate their model. The authors proposed a novel binary-classification ensemble model composed of
three CNN architectures, namely, VGG19 [24], MobileNet [25], and DenseNet [26]. The accuracy results
reported by the authors were 98.13%, 95%, 94.64%, and 83.10% for datasets BreakHis [18], Bach [22],
PatchCamelyon, and BioImaging, respectively. Different image augmentation techniques were used
to increase the size of the training dataset to make the CNN models more robust against overfitting.
Some of the augmentation techniques applied were flipping the images horizontally and vertically,
increasing the zoom range, and rotating the images. The authors opted for an Adam optimizer with a
learning rate of 0.0001, and the batch size used was 32. All of the images were resized to 224 × 224 pixels,
and all of the models were trained for 1000 epochs. The authors claimed that by using the three-model
ensemble, the accuracy of the BreakHis dataset increased from 97.42% for the best single classifier to
98.13%, for the PatchCamelyon dataset, it increased from 90.84% to 94.64% for the best single classifie;
for the Bach dataset, it increased from 92% to 95%, and for the BioImaging dataset, it increased from
81.69% to 83.10%.

Vesal et al. [27] investigated the effect of transfer learning on the Bach [22] dataset. The authors compared two CNN architectures, namely InceptionV3 [28] and ResNet50 [29], and opted for multi-class
classification into four categories. The batch size used was 32, and the optimizer used was stochastic
gradient descent with Nesterov momentum with a learning rate of 0.0001, with the dataset trained
for 100 epochs for both architectures. The authors reported that the fine-tuned ResNet50 architecture
outperformed the InceptionV3 architecture with an accuracy of 97.50% and 91.25%, respectively.

Deniz et al. [30] used the BreakHis [18] dataset to investigate the effect of transfer learning. The authors opted for the AlexNet and VGG16 architectures. The authors conducted three experiments,
two of them using the AlexNet and VGG16 for feature extraction, concatenating their results then
adding the SVM classifier, and the third fine-tuning the AlexNet network. The optimizer authors used
was SGD with momentum, and the learning rate chosen was 0.0001. The authors set the batch size at 10. The authors reported that the fine-tuned AlexNet outperformed the feature extraction of both the AlexNet and VGG16 networks.

Ahmad et al. [31] investigated the effect of transfer learning on a multiclass histopathology dataset, using three CNN architectures, namely the AlexNet, GoogleNet, and ResNet architectures. The dataset used was the BioImaging dataset, and the authors used image augmentation to increase the size of the dataset from 260 images to 72,800 images. The authors reported that the ResNet network achieved the best accuracy, at 85%. Table 1 shows a summary of the studies mentioned.

| Paper          | Dataset Name | Dataset Size | Architectures Used       | Classes  | Best Accuracy |
|----------------|--------------|--------------|--------------------------|----------|---------------|
| Sharma et al. [17] | BreakHis [18] | 7909         | VGG16, VGG19, ResNet50, AlexNet | Binary   | 92.6%         |
| Ahmad et al. [31] | BioImaging   | 260          | GoogleNet, ResNet50       | Multiclass | 85%          |
| Deniz et al. [30] | BreakHis     | 7909         | AlexNet, VGG16            | Binary   | 91.37%        |
| Vesal et al. [27] | Bach         | 400          | InceptionV3, ResNet50     | Multiclass | 97.50%        |
| Kassani et al. [19] |              | 327,680      | Ensemble of: VGG19, ResNet50 | Multiclass | 94.64%        |
|                | BreakHis [18] | 7909         | VGG19                     | Multiclass | 98.13%        |
|                | Bach [22]    | 400          | DenseNet                  | Binary   | 95%           |
|                | BioImaging   | 249          | ImageNet                  | Binary   | 83.10%        |

The above-mentioned studies did not investigate the fine-tuning block-wise effect on the CNN’s performance, and that is where this study will come into use: where the effect of each block in three CNN architectures will be investigated to detect how deeply the CNN should be fine-tuned given that fine-tuning a CNN is very computationally expensive.

3. Methodology

This paper focuses on fine-tuning three CNN architectures’ weights from the ImageNet dataset (non-medical) to classify histopathological images into normal or not. Below is a description of the methods used in this research.

3.1. Convolutional Neural Networks

Formally, in supervised machine learning given a training dataset of \( \Phi = \{(x_i, y_i)\}_{i=1}^{N} \), where \( N \) is the training dataset size and \((x_i, y_i)\) is a single training example, \( x_i \in \Phi \) is the training images and \( y_i \in \Phi \) is the respective label of each image \( x_i \), \( \theta \) is the model parameters and \( \hat{y}_i \) is the predicted label using the function \( f(x_i; \theta) \). The purpose of training a machine learning classifier can be described as minimizing the loss function (1):

\[
L = \frac{1}{N} \sum_{i=1}^{N} L_i(f(x_i; \theta), y_i)
\]

where, in classification problems, the loss function used is the cross-entropy loss function, which can be formally defined as in Equation (2):

\[
L(\hat{y}_i, y_i) = -\sum_{i=1}^{N} y_i(N) \log \hat{y}_i(N)
\]
given that  \( \hat{y}_i = f(x_i; \theta) \).

For binary classification, the cross-entropy loss function can be defined as in Equation (3):

\[
L_{BCE}(\hat{y}_i, y_i) = - \frac{1}{N} \sum_{i=1}^{N} [y_i \log \hat{y}_i + (1-y_i) \log (1-\hat{y}_i)]
\]  

(3)

The convolution operation that composes the convolution layer is a mathematical operation that combines two signals, which can be formally defined as in Equation (4):

\[
o[u, v] = f[m, n] \ast g[u, v] = \sum_{m} \sum_{n} f[m, n] \odot g[u + m, v + n]
\]  

(4)

where  \( f[m, n] \)  is the convolution filter,  \( g[u, v] \)  is the input image, and  \( o[u, v] \)  is the output feature map. The convolution operation is shown in Figure 2.

![Convolutional operation.](image)

The convolution layers convolve the input images with a small grid shape called the kernel, or convolution filter, starting from the top left corner of the image, as shown in Figure 3. The convolution filter is used to extract important features from the input images that will help in classifying the images. The weights of the convolution filter are the most important in the CNN, which will be learned from the iterative nature of the backpropagation algorithm. Many filters will be used to extract as many features from the images as possible to be able to correctly classify the images.

![Convolution filter to extract features.](image)

The result of convolving the filter over the input image will produce a matrix that is called a feature map, where it can be considered as a reduced image that will be used instead of the original image in the subsequent layers. Many feature maps will be outputted from the filters used, every one of these maps will capture different features from each image, and these features will be used to correctly classify the images [19]. The backpropagation algorithm is used to tune the weights of the CNN by updating the weights from the last layers to the first. To protect the CNN from vanishing or exploding gradients, the weights of the CNN are initialized with a certain distribution and not from zero. The weights of the network can be transferred from one to another to avoid initializing the weights from scratch.
3.2. Transfer Learning

The source dataset is the dataset being used to train the CNN weights to be used for another target dataset; usually, the source dataset contains millions of images with thousands of classes, like the ImageNet dataset [32]. The following four techniques for transfer learning were introduced in the literature:

- The first technique is to freeze the source CNN’s weights (like ImageNet’s weights) and then remove the original fully connected layers and add another classifier, either a new fully connected layer or any machine learning classifier, like support vector machine (SVM), that is, to use the original weights for feature extraction.
- The second technique is to fine-tune the top layers of the source CNN with a very small learning rate and freeze the bottom layers, under the assumption that the bottom layers are very generic and can be used for any kind of image dataset [16].
- The third technique is to fine-tune the entire network’s weights using a very small learning rate to avoid losing the source weights, then remove the last fully connected layers, and add another layer to suit the target dataset.
- The fourth technique is to use the CNN’s original architecture without importing any weights, that is, to initialize the weights from scratch. The point of this technique is using a well-known architecture that has been experimented with challenging datasets and proven to be good. Different transfer learning techniques are shown in Figure 4.

![Figure 4](image-url)
According to Pan and Yang [33], transfer learning in the image classification domain can be defined given the following parameters:

- \( S \): Source dataset size
- \( m \): Target dataset size
- \( \phi(.) \): Objective function
- \( \mathcal{D} \): Domain
- \( \mathcal{F} \): Feature space
- \( P(X) \): Marginal probability distribution
- \( \mathcal{Y} \): Label space
- \( \phi(.) \): Objective function
- \( \mathcal{K} \): Task

An image domain, \( \mathcal{D} \), is defined as having two components: a feature space, \( \mathcal{F} \), and a probability distribution, \( P(X) \):

\[
\mathcal{D} = \{ \mathcal{F}, P(X) \}
\]  

(5)

For a source domain, \( S \), the dataset is \( S = \{ x_1, x_2, \ldots, x_n \} \in \mathcal{F}_S \).

The source domain data can be denoted by:

\[
\mathcal{D}_S = \{ (x_{S_1}, y_{S_1}), (x_{S_2}, y_{S_2}), \ldots, (x_{S_n}, y_{S_n}) \}
\]  

(6)

where \( x_{S_i} \in \mathcal{F}_S \) is the data instance, and \( y_{S_i} \in \mathcal{Y}_S \) is the corresponding class label.

For the target domain, \( T \), the target domain can be denoted by:

\[
\mathcal{D}_T = \{ (x_{T_1}, y_{T_1}), (x_{T_m}, y_{T_m}), \ldots, (x_{T_n}, y_{T_n}) \}
\]  

(7)

where \( x_{T_i} \in \mathcal{F}_T \) is the data instance, and \( y_{T_i} \in \mathcal{Y}_T \) is the corresponding class label.

A task, \( \mathcal{K} \), consists of two components: a label space, \( \mathcal{Y} \), and an objective function, \( \phi(.) \):

\[
\mathcal{K} = \{ \mathcal{Y}, \phi(.) \}
\]  

(8)

Figure 4. This figure shows different transfer learning techniques: (a) a generic CNN trained on ImageNet dataset, (b) the first technique, in which the source weights are fixed and the original classifier layers will be replaced by new layers to suit the target dataset, (c) the second technique, in which the top layers will be fine-tuned, the weights of the bottom layer will be fixed, and the last fully connected layers will be replaced, (d) the third technique, in which the original classifier layers will be replaced and the entire network will be fine-tuned, and (e) the fourth technique, in which the original architecture will be used without any weights. The green color represents the weights learned from the ImageNet dataset, the blue color represents the fine-tuning of the ImageNet weights using the target architecture will be used without any weights. The green color represents the weights learned from the ImageNet dataset, the blue color represents the fine-tuning of the ImageNet weights using the target dataset, and the white color means that the weights will be initialized from scratch.
given a source domain, $D_S$, and learning task, $K_S$, a target domain, $D_T$, and its learning task, $K_T$. Transfer learning aims to help improve the learning of the target predictive function $\phi_T(.)$ in $K_T$ using the knowledge in $D_S$ and $K_S$, where $D_S \neq D_T$ or $K_S \neq K_T$. $D_S$ represents the ImageNet dataset in our research and its learning task, $K_S$, where $K_S = \{Y_S, \phi_S(.)\}$, given that $Y_S$ is the source label space, and $\phi_S(.)$ is the source predictive function that is used to map a new image $x_i$ to its label $y_i$. $D_T$ represents the histopathology dataset in our research and its learning task, $K_T$, where $K_T = \{Y_T, \phi_T(.)\}$. As stated before, we want to enhance $\phi_T(.)$ of the histopathology dataset, $D_T$, using the ImageNet dataset, $D_S$, and its objective function, $\phi_S(.)$ of $K_S$.

3.3. CNN Architectures

Since AlexNet architecture achieved first place in the ImageNet challenge in 2012 with an error rate of 16%, many architectures were introduced using CNN to classify images. In 2014, VGG [24] architectures, which are considerably deeper than AlexNet architecture [12], were introduced, and in the same year, GoogLeNet architecture [28] was introduced as well, which is considered deeper and wider than AlexNet. Then, in 2015, ResNet architecture [29] was introduced and was deeper and contained the residual connection, and it was followed by DenseNet [26] in 2016. All of these state-of-the-art CNNs were trained on the ImageNet dataset, and their weights are publicly available. In this study, we decided to take into account three CNNs, namely, VGG16, VGG19, and InceptionV3 architectures. This choice is related to the fact that these three networks are the ones commonly used in the Kaggle competition associated with this dataset, and, even more important, they produced better performance with respect to the other competitors. Additionally, the choice of the architectures to be considered is not fundamental for developing our study that focuses on understanding whether fine-tuning is a suitable approach for analyzing the histopathology dataset at hand. Below, we briefly describe the CNNs used in this paper.

3.3.1. VGG Architectures

VGG architectures [24] were introduced by Oxford’s Visual Geometry Group in 2014 to participate in the ILSVRC competition, where it achieved a top-5 error rate of 7.3%. Two networks, namely VGG16 and VGG19, were introduced, and the only difference between the two networks is the number of convolution layers used. VGG16 consists of 13 convolution layers, and VGG19 consists of 16 convolution layers and so is considered deeper than VGG16. Instead of using a convolution layer with a large filter size, the authors concatenated two layers with a smaller filter size, which reduced the number of parameters by 28%. VGG networks consist of five convolution blocks, where the first two blocks consist of two convolution layers each with a filter size of $3 \times 3$, the convolution layers in the first block have 64 filters each, while the convolution layers in the second block have 128 filters each. The third block in VGG16 consists of three convolution layers, and in VGG19, it has four convolution layers, all of the layers have 256 filters with size $3 \times 3$. The fourth and fifth convolution blocks consist of three convolution layers in VGG16 and four convolution layers in VGG19, and all of the layers have 512 filters with size $3 \times 3$. The five blocks are separated by a maximum pooling layer. Two fully connected layers are used as a classifier for the network with 4096 neurons. VGG16 has 138 million parameters with 23 layers’ depth, and VGG19 has 143 million parameters with 26 layers’ depth. VGG architectures are shown in Figure 5.
3.3.2. InceptionV3 Architecture

Inception architectures [28] were first introduced by the authors of Reference [34] in 2014 to participate in the ImageNet competition, winning first place with a top-5 error rate of 6.65%. They were designed under the hypothesis that different scales of the same object require different filter sizes to be observed correctly. The inception module starts with the same input, and then it will be split into different convolutional layers with different kernel sizes and one max pooling layer—these filters will be parallel to each other, and then the output will concatenate to a single layer. Having these layers parallel to each other and not subsequent like in VGG models will save a lot of memory and will increase the model’s capacity without increasing its depth. The inception module is shown in Figure 6. The version used in this paper is the third. Inception architecture consists of nine inception modules that are sequentially arranged. InceptionV3 architecture has 23.8 million parameters with 159 layers’ depth. Three filter sizes, namely 1 × 1, 3 × 3, and 5 × 5, are used in a single inception module; in the updated version, the authors replaced the 5 × 5 with two 3 × 3 convolution layers, influenced by Reference [24]. Inception architecture is shown in Figure 7.

Figure 5. This figure shows VGG network architectures: (a) VGG19 architecture and (b) VGG16 architecture.

Figure 6. The inception module.
3.4. Datasets Used

CNN algorithms, especially for the state-of-the-art architectures that are very deep, are very data-hungry and need hundreds of thousands of images to be accurately trained.

Two datasets were used in this study. One very large dataset—the ImageNet dataset, also called the original dataset—was used to train the CNN. The second dataset, the histopathology dataset, was the target dataset that we wanted to classify and that we used to fine-tune the weights that the ImageNet dataset learned. A brief description of both datasets follows.

3.4.1. ImageNet Dataset

In 2010, the ImageNet challenge [32], also known as the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC), was introduced to push forward advances in the field of computer vision. ImageNet has millions of hand-labeled images using thousands of labels. The images are mainly everyday images, including animals, bridges, cars, and furniture, among others. A sample of the ImageNet dataset is shown in Figure 8.

![ImageNet example images](image)

**Figure 8.** A sample of the ImageNet dataset.

3.4.2. PatchCamelyon Histopathology Dataset

The PatchCamelyon histopathology dataset [23,24] is a publicly available dataset that consists of 220,000 labeled images and 57,000 unlabeled images and contains a 60% positive class and a 40% negative class. The positive class means the middle region of the image (32 × 32) contains tumor tissue. The dataset has no duplicates. The test set can be evaluated on the Kaggle website, which produces the AUC of the ROC curve. A sample of the PatchCamelyon dataset is shown in Figure 9.
3.5. Performance Measures

Several performance measures have been introduced in the literature to assess the quality of the classifier. One of the most popular measures is the accuracy metric, wherein the classification domain can be defined as in Equation (9):

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where \(TP\) is the true positive, in which the positive class is predicted as positive, \(TN\) is the true negative, in which the negative class was predicted as negative, \(FP\) is the false positive, in which the negative class is incorrectly classified as positive, and \(FN\) is the false negative, in which the positive class is incorrectly classified as negative. The main drawback of the accuracy metric is that it is only robust for balanced datasets; otherwise, it can be misleading. Another metric introduced was the sensitivity metric (also known as the true positive rate, or \(TPR\)), which is defined as in Equation (10):

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

which focuses on the positive classes and how accurately they were classified. Another metric, called the specificity (also known as the true negative rate, or \(TNR\)), was introduced to focus on the negative classes, which is defined as in Equation (11):

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

To combine the performance of both Sensitivity and Specificity, a new metric called the receiver operating characteristic (ROC) curve was introduced. The ROC curve was developed during the Second World War [35]. It is a metric that is widely used to measure and visualize the classifier’s ability to distinguish between two classes [36]. The curve plots the sensitivity against the \((1 - \text{specificity})\). To represent the area under the ROC curve, a metric called the area under the curve (AUC) is used. The AUC of the ROC curve ranges from 0.5 to 1, \(0.5 \leq \text{AUC} \leq 1\), where an AUC equal to 1 means that the classifier is able to distinguish between the positive and negative classes perfectly, and an AUC equal to 0.5 means that the classifier is just a random guess.

3.6. Measures to Avoid Overfitting

Due to the importance of any medical-images classifier, all of the measures necessary should be taken to ensure that the image classifier is robust against overfitting. Overfitting is defined as the model’s bad performance on the test dataset and perfect performance on the training dataset [37], which emphasizes the model’s generalizability. Many regularization techniques were introduced in the literature to overcome the problem of classifier overfitting by increasing the training error in exchange for decreasing the testing error, meaning to decrease the model variance by increasing the model bias [38]. The following measures aim to decrease errors in the test dataset irrespective of errors in the training dataset.
3.6.1. Early Stopping

A technique used to control the number of training epochs is early stopping. The model training will stop if the accuracy of the validation dataset does not change for a predefined number of epochs, meaning that the training will stop if the model starts to overfit the training dataset. Early stopping saves computational power and helps the CNN from overfitting the training dataset by doing useless epochs that will take a long time and decrease the network’s accuracy [38]. Early stopping can help optimize the epoch’s size hyperparameter by setting the epoch size too high and then letting early stopping automatically halt the training if no increase in accuracy occurs [39].

3.6.2. Best Model Saved

The model will be saved only if the accuracy in that epoch is larger than the largest accuracy achieved so far. The final model is the last saved one.

3.6.3. Dropout

Srivastava et al. [37] introduced dropout, which is considered a very important regularization technique that is usually used as an ensemble technique and is similar to a bagging algorithm [40,41]. Every single neuron that each layer is applied to has a probability, \( p \), to be dropped temporarily during training, so it can construct many networks from the same single network. Dropout can make a CNN very robust against overfitting [38].

3.6.4. Image Augmentation

One of the main methods to reduce overfitting is to have a huge training dataset to train the model on every single possible image, but practically, that is impossible, which is how augmentation was introduced. To increase the training dataset, image augmentation can be applied. Image augmentation is defined as an algorithm that can be used to create artificial images by modifying the original images through a series of transformations, rotations, and altered brightness, among other possible modifications.

4. Results

In this study, three CNN architectures were fine-tuned block-wise to determine the effect of fine-tuning each block on the generalizability of the network. The CNN architectures used were VGG16, VGG19, and InceptionV3. The original weights used were the ImageNet dataset weights. The dataset used was the publicly available PatchCamelyon dataset, and the dataset size was 220,000 labeled images for training, which consists of 60% of the positive class and 40% of the negative class. A separate 57,458 unlabeled images were provided to assess the classifier’s performance, and the results of classifying the test dataset were uploaded to the Kaggle website to determine the AUC of the ROC curve. In all of the experiments, the Keras library was used with Python. A schematic diagram of the proposed model is shown in Figure 10.
Three CNN architectures were fine-tuned block-wise. The batch size used was 64, and three learning rates, namely $10^{-3}$, $10^{-4}$, and $10^{-5}$, were applied. The Adam optimizer [41] was used in all of the experiments. All of the images were kept at the original dimensions of $96 \times 96$ pixels. The original fully connected layers of the architectures were removed and replaced by a dropout layer with a probability of 50% to increase the network accuracy, and a new fully connected layer was used as a classifier. The training dataset was divided into two partitions: 80% and 20% for training and validation, respectively. To increase the size of the training dataset and to overcome the translation of the images, image augmentation was applied with the following parameters: horizontal and vertical flipping, 180 rotation, width and height shifting, and shearing and zooming. It is worth noting that image augmentation was applied to the training dataset only and not the validation dataset. The best model will be saved in every epoch, and the early stopping criteria of 10 epochs were applied.

Each CNN architecture was divided into blocks based on their design. For VGG networks, the blocks were divided based on the max-pooling layers, and for the InceptionV3 network, the blocks were defined based on the inception module, meaning that every inception module represents a block. VGG architectures have a total of 5 blocks, and the InceptionV3 network has 13 blocks. Each network was fine-tuned backward, meaning that the first block to be fine-tuned in the VGG networks was the 5th, and the first block to be fine-tuned in the InceptionV3 network was the 13th.

4.2. Experiment Results

The results of fine-tuning VGG16 with three different learning rates are shown in Table 2. These results are the AUC of the ROC curve from the Kaggle website using the unlabeled dataset. The first block that was trained was the 5th block, and the results of the three learning rates are approximately the same, although the highest was with the $10^{-3}$ learning rate. The second block was the 4th, which was fine-tuned with the 5th layer, and the highest AUC obtained was by the $10^{-4}$ learning rate followed by the $10^{-3}$ and $10^{-5}$. The AUC results did increase by fine-tuning the 4th as well. The third experiment fine-tuned the blocks from the 5th to the 3rd, and the results obtained were higher than those of the previous two experiments. The highest was obtained by using the learning rate of $10^{-4}$. The fourth experiment fine-tuned the blocks from the 5th to the 2nd, and the results show that the accuracy started to decrease compared to the previous experiments. The fifth experiment fine-tuned the entire network, and the results were higher than the previous experiment but overall lower than the third experiment.
Overall, the highest AUC was 96%, which was achieved by fine-tuning the last 3 blocks and using the $10^{-4}$ learning rate.

### Table 2. Results of the VGG16 architecture.

| Blocks                  | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|-------------------------|--------------|--------------|--------------|
| Fine-Tuning 5th Block   | 0.9303       | 0.9260       | 0.9212       |
| Fine-Tuning 4th Block   | 0.9398       | 0.9480       | 0.9382       |
| Fine-Tuning 3rd Block   | 0.9364       | 0.9603       | 0.9475       |
| Fine-Tuning 2nd Block   | 0.8893       | 0.9350       | 0.9384       |
| Fine-Tuning ALL         | 0.9383       | 0.9310       | 0.9404       |

LR: learning rate.

The results of fine-tuning the VGG19 network are shown in Table 3. The same procedure followed to fine-tune the VGG16 architecture was employed. According to the results reported in Table 3, it is possible to see that the highest AUC was obtained by fine-tuning the last three blocks, by freezing the other blocks, and with a learning rate of $10^{-4}$. A comparable performance is obtained with a learning rate of $10^{-5}$, while when a learning rate of $10^{-3}$ was used, the best performance was obtained by fine-tuning only the last two layers.

### Table 3. Results of the VGG19 architecture.

| Blocks                  | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|-------------------------|--------------|--------------|--------------|
| Fine-Tuning 5th Block   | 0.9082       | 0.9028       | 0.9058       |
| Fine-Tuning 4th Block   | 0.9268       | 0.9266       | 0.9235       |
| Fine-Tuning 3rd Block   | 0.9087       | 0.9514       | 0.9440       |
| Fine-Tuning 2nd Block   | 0.8377       | 0.9480       | 0.9254       |
| Fine-Tuning ALL         | 0.8669       | 0.9427       | 0.9342       |

The results of fine-tuning the InceptionV3 architecture are shown in Table 4. The first experiment conducted using the InceptionV3 architecture was to freeze the entire network and fine-tune the last block (13th block) three times using three learning rates. The results were similar across the three learning rates, with the highest found by using the highest learning rate ($10^{-3}$) and the lowest by using the medium learning rate ($10^{-4}$). This procedure (that consists of fine-tuning the last $n$ blocks and freezing the remaining blocks) was subsequently iterated for $n$ in the range [2,13] and by considering at each iteration the three different learning rates. According to the results reported in Table 4, when considering a learning rate of $10^{-4}$ and $10^{-5}$, the best performance was obtained by fine-tuning the whole architecture (i.e., $n = 13$). On the other hand, with a learning rate of $10^{-3}$, the best performance was achieved by fine-tuning the last eight blocks (from block 6 to block 13), thus freezing the first five blocks.

To demonstrate the potential of the fine-tuning approach, we decided to compare its performance against the one obtained by using CNNs trained from scratch, specifically for the PatchCamelyon dataset.
Table 4. Results of the InceptionV3 architecture.

| Blocks                  | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|-------------------------|--------------|--------------|--------------|
| Fine-Tuning 13th Block  | 0.8250       | 0.8220       | 0.8221       |
| Fine-Tuning 12th Block  | 0.8514       | 0.8466       | 0.8446       |
| Fine-Tuning 11th Block  | 0.8702       | 0.8446       | 0.8274       |
| Fine-Tuning 10th Block  | 0.8648       | 0.8675       | 0.8429       |
| Fine-Tuning 9th Block   | 0.8526       | 0.8816       | 0.8538       |
| Fine-Tuning 8th Block   | 0.8574       | 0.8637       | 0.8469       |
| Fine-Tuning 7th Block   | 0.8673       | 0.8429       | 0.8907       |
| Fine-Tuning 6th Block   | 0.8923       | 0.8468       | 0.8950       |
| Fine-Tuning 5th Block   | 0.8680       | 0.8730       | 0.8883       |
| Fine-Tuning 4th Block   | 0.8483       | 0.8335       | 0.8686       |
| Fine-Tuning 3rd Block   | 0.7715       | 0.8575       | 0.8641       |
| Fine-Tuning 2nd Block   | 0.7175       | 0.8636       | 0.8785       |
| Fine-Tuning ALL         | 0.8071       | 0.9058       | 0.9280       |

The results of training the architectures from scratch are summarized in Table 5. The first experiment was to train the three CNNs from scratch using three different learning rates. For VGG16 architecture, using the highest learning rate, the model did not converge at all for the stopping criteria we imposed. By using the medium learning rate, the model converged to an acceptable performance, which is the highest in this set of experiments but was lower than the result obtained by fine-tuning the network. The lowest learning rate did not produce satisfactory performance, and performs poorer with respect to the network trained by considering the medium learning rate value. Concerning the VGG19 architecture, it did behave the same as the VGG16 for the highest learning rate. The performance achieved using the medium learning rate value was lower than the one achieved by using the lowest learning rate. InceptionV3 architecture did converge for the smaller learning rate, and the best performance was obtained by using the medium learning rate value. Overall, training the network from scratch did not achieve better results than fine-tuning the network.

Table 5. Results of different architectures trained from scratch.

| Networks  | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|-----------|--------------|--------------|--------------|
| VGG16     | 50%          | 90.55%       | 85.91%       |
| VGG19     | 50%          | 84.77%       | 85.81%       |
| InceptionV3 | 84.83%     | 87.93%       | 81.97%       |

4.3. Experiment Results on a Different Histopathology Dataset

To corroborate the results obtained with the PatchCamelyon dataset and to strengthen our findings, we performed a second set of experiments using a different histopathology dataset, namely the BreakHis [18] dataset. The BreakHis dataset consists of 7909 images split into 2480 benign images and 5429 malignant images. To conduct our experiments, we split the dataset into 80% to train the model, 10% to validate the model during training, and 10% to test the model on unseen data. The early stopping was increased to 50 epochs because of the dataset size. The results of fine-tuning the BreakHis dataset using the VGG16 architecture are shown in Table 6, the results of using VGG19 are summarized in Table 7, and lastly, the results of using InceptionV3 are shown in Table 8.
Table 6. Results of the VGG16 architecture using the BreakHis dataset.

| Blocks           | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|------------------|--------------|--------------|--------------|
| Fine-Tuning 5th Block | 89.51%       | 91.76%       | 89.73%       |
| Fine-Tuning 4th Block | 88.50%       | 93.58%       | 94.03%       |
| Fine-Tuning 3rd Block | 86.21%       | 95.39%       | 95.76%       |
| Fine-Tuning 2nd Block | 86.79%       | 94.90%       | 93.91%       |
| Fine-Tuning ALL   | 85.04%       | 92.47%       | 93.04%       |

Table 7. Results of the VGG19 architecture using the BreakHis dataset.

| Blocks           | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|------------------|--------------|--------------|--------------|
| Fine-Tuning 5th Block | 89.14%       | 90.11%       | 88.68%       |
| Fine-Tuning 4th Block | 87.41%       | 91.67%       | 93.80%       |
| Fine-Tuning 3rd Block | 88.72%       | 96.79%       | 94.46%       |
| Fine-Tuning 2nd Block | 50.00%       | 95.46%       | 94.39%       |
| Fine-Tuning ALL   | 87.29%       | 95.26%       | 94.30%       |

Table 8. Results of the InceptionV3 architecture using the BreakHis dataset.

| Blocks           | LR=$10^{-3}$ | LR=$10^{-4}$ | LR=$10^{-5}$ |
|------------------|--------------|--------------|--------------|
| Fine-Tuning 13th Block | 55.09%       | 55.80%       | 55.26%       |
| Fine-Tuning 12th Block | 61.61%       | 57.78%       | 53.45%       |
| Fine-Tuning 11th Block | 56.92%       | 56.74%       | 62.26%       |
| Fine-Tuning 10th Block | 61.58%       | 54.85%       | 53.54%       |
| Fine-Tuning 9th Block  | 59.33%       | 55.35%       | 51.61%       |
| Fine-Tuning 8th Block  | 51.26%       | 50.79%       | 50.63%       |
| Fine-Tuning 7th Block  | 58.38%       | 51.62%       | 50.41%       |
| Fine-Tuning 6th Block  | 56.63%       | 50.90%       | 53.38%       |
| Fine-Tuning 5th Block  | 56.87%       | 50.52%       | 50.64%       |
| Fine-Tuning 4th Block  | 57.46%       | 54.39%       | 50.57%       |
| Fine-Tuning 3rd Block  | 52.00%       | 50.00%       | 50.00%       |
| Fine-Tuning 2nd Block  | 50.00%       | 50.00%       | 52.00%       |
| Fine-Tuning ALL      | 85.69%       | 94.72%       | 94.41%       |

As one can see from the analysis of Table 6, the results obtained by fine-tuning VGG16 using the BreakHis dataset match the results obtained on the PatchCamelyon dataset. In particular, fine-tuning the top layers and using the smallest learning rates of $10^{-4}$ and $10^{-5}$ did achieve the highest results. More in detail, with a learning rate of $10^{-3}$, the best performance was achieved by fine-tuning only the 5th block; with a learning rate of $10^{-4}$, the best performance was obtained through the fine-tuning of blocks from the 5th to the 3rd. Finally, the overall best performance was obtained with a learning rate of $10^{-5}$ and with the fine-tuning of blocks from the 5th to the 3rd.

Also, for the results obtained by fine-tuning VGG19 using the BreakHis dataset (Table 7), one can notice a similar behavior with respect to the analysis performed with the PatchCamelyon dataset: fine-tuning the top layers was sufficient to produce the best results, and the smaller learning rates yielded the best performance. More in detail, the best performance when considering a learning rate of $10^{-3}$ was obtained by only fine-tuning the 5th block. On the other hand, for both the remaining learning rates of $10^{-4}$ and $10^{-5}$, the best performance was achieved by fine-tuning blocks from the 5th to the 3rd.

Moving to the results obtained by fine-tuning InceptionV3 using the BreakHis dataset (Table 8), it is possible to observe the same pattern already discussed when we considered the PatchCamelyon dataset.
In particular, with this architecture, fine-tuning the top layers did not achieve any satisfactory results. As for the PatchCamelyon dataset, the best results were achieved by fine-tuning the entire network.

Finally, Table 9 summarizes the results obtained by training the architectures from scratch on the BreakHis dataset. According to the results reported in Table 9, when considering the VGG16 architecture and the highest learning rate, the model did not converge at all for the stopping criteria we imposed. By using the medium learning rate, the model converged to an acceptable performance, which is the highest in this set of experiments but was lower than the result obtained by fine-tuning the network, it showed the lowest learning rate and performs poorer with respect to the network trained by considering the medium learning rate value. Focusing on the VGG19 architecture, it did behave the same as the VGG16 for all the considered learning rates. More in detail, the best performance was obtained with a learning rate of 10\(^{-4}\). Considering the InceptionV3 architecture, the results follow the same trend observed with the PatchCamelyon dataset. In particular, the training process did converge for the smaller learning rate, and the best performance was obtained by using the medium learning rate value. Similar to the results achieved on the PatchCamelyon dataset, Table 9 shows that training the network from scratch did not achieve better results than fine-tuning the network.

Table 9. Results of different architectures trained from scratch using the BreakHis dataset.

| Networks     | LR=10\(^{-3}\) | LR=10\(^{-4}\) | LR=10\(^{-5}\) |
|--------------|----------------|----------------|----------------|
| VGG16        | 50%            | 90.45%         | 86.51%         |
| VGG19        | 50%            | 92.02%         | 85.65%         |
| InceptionV3  | 88.32%         | 92.65%         | 81.64%         |

5. Discussion

Training a CNN for a medical dataset is a very difficult process because of the scarcity of medical images due to many reasons, and that is where transfer learning, in which the weights of another CNN that was trained on a different very large dataset can be used, can be very important for the medical field. This process of re-training the CNN on a target dataset is called fine-tuning. Fine-tuning the entire CNN is very time-consuming and does not guarantee the best performance. As pointed out by Yosinski et al. [16], for natural image datasets, the lower layers will learn more generic features, like circles and edges, that are common to mainly all image datasets, while the top layers can learn the very specific features of the original dataset.

In this study, we compared the block-wise effect of fine-tuning three state-of-the-art CNNs to classify the images of two histopathology datasets using three learning rates. The results of this study showed that fine-tuning the entire network did not give the best performance for the VGG architectures; instead, fine-tuning only the top blocks yielded the best performance. For the InceptionV3 architecture, fine-tuning the entire network did increase its performance. The main argument is in regard to the generalizability of the bottom layers, which can be used for any kind of dataset, meaning the weights of the bottom layer can be frozen.

The results show that the learning rate should be low in order to not to mess up the original weights of the network; also, making the learning rate very low will not increase the performance and will slow down the learning process. From the experiments, we found out that a 0.0001 learning rate achieved the perfect combination between training time and performance. Also, training the architectures from scratch was compared to fine-tuning techniques, and our results showed that training the network from scratch did not achieve higher results than fine-tuning the network. Also, using higher learning rates made shallow architectures like VGGs very unstable and prevented them from convergence.

Comparing the results that we obtained with those obtained by other authors was difficult because the other methods used either different evaluation criteria or different datasets. For example,
Kassani et al. [19] used the PatchCamelyon dataset as well and achieved accuracy of 94.64%, but the authors did not explain how they used transfer learning or whether they fine-tuned the entire networks or not, did not state the size of their test dataset, and did not state whether or not they used the unlabeled dataset. The highest result we achieved was done by fine-tuning the VGG16 top blocks to the 3rd block, and it was an AUC of 96%. As stated earlier, the results were obtained by predicting the unlabeled test dataset and submitting that to the Kaggle platform; therefore, all of our results are in the AUC of the ROC curve because that is the criteria used by Kaggle to assess the performance of the classifier.

As for other authors who used different histopathology datasets, Ahmad et al. [31] reported an accuracy of 85% for the BioImaging dataset using a fine-tuned ResNet architecture, but the authors did not report the transfer learning technique they used to achieve this result. Sharma et al. [17] achieved an accuracy of 92.6% and an AUC of 95.65% by using the VGG16 network with logistic regression as a classifier, but the authors did not investigate the role each block plays in the network performance. Further, the authors split the dataset into two partitions to assess its accuracy using three heuristics: the first split the dataset into 90% and 10%, the second split the dataset into 80% and 20%, and the last split the dataset into 70% and 30%. The authors did not use any validation algorithms like k-fold validation. The results of the three heuristics are approximately similar to each other. Deniz et al. [30] compared fine-tuning with feature extraction for the BreakHis dataset, and the authors reported that the fine-tuned AlexNet outperformed the VGG16 with SVM as a feature extractor. We can conclude from these studies that fine-tuning a CNN outperformed other techniques and that encouraged us to investigate the role of each block to further increase the CNN’s performance.

6. Conclusions

This paper concentrated on the impact of CNN architecture depth while fine-tuning the network. The architectures used, namely VGG16, VGG19, and InceptionV3, were pre-trained on the ImageNet dataset. All of the networks were fine-tuned on two different histopathology datasets to determine the effect of each block on the generalizability of the network. Three learning rates were used with an Adam optimizer to determine the effect of learning on the performance as well. Our results suggest that for shallow networks like VGG, fine-tuning the top layers can be sufficient to obtain decent results, while for deep networks like InceptionV3, fine-tuning the entire network can yield better results. In all cases, the low learning rate is highly recommended when fine-tuning the network in order to not mess up the original weights. Our recommendation in the case of a scarcity of images is that fine-tuning a pre-trained CNN can be a feasible option. The conclusions drawn from this study, concerning fine-tuning, refer to the particular application at hand. To further strengthen our finding and to draw more general conclusions that could be applied independently from the applicative domain, it would have been necessary to perform a study that involved dozens and dozens of datasets over different domains.

In future work, we will use different optimizers to detect the effect of the optimizers as well and will use different datasets, including non-medical ones, to detect the block-wise effect of fine-tuning CNNs.
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