Analysis of COVID-19 Complications Using Deep Learning-Based Neuro-Fuzzy Classification Approach
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ABSTRACT

Introduction: Nowadays, the use of technology in medical diagnosis, management, and patient care has exploded. Medical diagnosis is a difficult task that is frequently performed by professional developers. This inductive research objective is to investigate advanced machine learning techniques for effectively analyzing health data based on COVID-19 symptoms. There are numerous variables to consider when evaluating the disease, and determining the effect of COVID-19 on various human organs is not an easy task.

Objective: This research aims to develop an adaptive medical diagnosis model for COVID-19 to ascertain and predict disease risk and detection.

Methods: Frequently used models for classification are Adaptive Neuro-Fuzzy Inference System (ANFIS) and Deep learning-based Neural Networks (DNN). This article employs a Deep Neuro-Fuzzy System with a cooperative structure in its analysis.

Results: This article predicts disease using a patient dataset from Mexico with over twenty input parameters or features. To develop a more accurate classification technique, the results of several Deep learning and Neuro-Fuzzy mechanisms are compared and analyzed. This study’s outcome can be extended to a larger number of input features and applied to the detection of additional diseases.

Conclusion: The proposed Deep Learning-Based Neuro-Fuzzy classification model shows better complications and prediction results compared to others.
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INTRODUCTION

Health diagnosis is a difficult task that is often demonstrated by competent engineers. The study will establish a model for adaptive medical diagnosis of COVID-19 to predict and assess disease incidence and detection. There are several factors when determining the disorder, so defining the effects of COVID-19 on various human organs is not an easy task.

Among the numerous learning models available, Adaptive Neuro-Fuzzy Inference System (ANFIS) and Deep Neural Network (DNN) are two well-known approaches to data classification. ANFIS is a network that combines fuzzy logic and neural networks. ANFIS has excelled in a variety of fields, including health care and forecasting. One of the challenges with ANFIS is the computational complexity involved in converting data to neural networks. The DNN model learns the features from the training data provided. One of the difficulties with DNN is that it makes predictions opaque and thus difficult to trackback.¹,²

In 2016, A.R.Karthekeyan published a paper describing a technique for increasing the accuracy and speed of processor training classifications by utilising fuzzy neural networks. While neural networks can benefit from data, they cannot be perceived—they are opaque to the human eye. Fuzzy Systems are interpretable but unintelligible language laws. We construct fuzzy data structures using Neural Network Domain Learning algorithms.¹ The learning algorithms are capable of studying both fuzzy sets and fuzzy laws, and can also analyse the credit risk before making a bank loan decision. A fuzzy neural network or neuro-fuzzy system is
The primary goal of fuzzy logic is to simplify the loan officer’s role, monitoring it, and increasing performance and profitability.

Sudipta Roy, Shayak Sadhu, Samir Kumar Bandypadhyay, Debnath Bhattacharyya, and Tai-Hoon Kim proposed a system for rapidly and accurately determining brain tumour type from an image in 2016. The proposed system enables rapid and accurate tumour identification and classification model using the class label. The proposed programme is structured in stages. The initial stage involves normalising an MRI image as input. The next stage entails extracting vectors of features from the image, which eliminates redundant data and provides input to the classifier. For each tuple of extracted vector functions, the classifier generates a classified output. A careful examination of the results demonstrates that our proposed method was extremely efficient and precise.2

In 2020, an advanced adaptive neuro-fuzzy inference system (ANFIS) using enhanced Flower Pollination Algorithm (FPA) and Salp Swarm Algorithm (SSA) was proposed for classification. SSA is used in conjunction with FPA to mitigate some of the FPA disadvantages like being stuck at the local optima. The proposed model, dubbed FPASSA-ANFIS, is centred on the idea of increasing ANFIS efficiency through the use of FPASSA to evaluate ANFIS parameters. The FPASSA-ANFIS model is evaluated by predicting and classification of labels. When compared to other available models, however, the FPASSA-ANFIS model outperforms them in accuracy and execution time. Additionally, they evaluated the model using two datasets and the results indicated an exceptional level of performance.3

Detlef D. Nauck and Andreas N. Umbenger discussed several significant milestones in the evolution of neuro-fuzzy systems.4 According to the paper, the best option for learning predictive models was to combine fuzzy systems and neural networks to create neuro-fuzzy systems. The article discussed the advancements made in the area of combining supervised learning methods and neuro-fuzzy systems.

A deep learning strategy was used to identify COVID-19 by recommending the use of just one see (YOLO) in conjunction with Darknet.5 Their format specified categorising files for COVID-19 by numerical (COVID vs No-Findings) and multi-class (COVID vs No-Findings vs Pneumonia) determinations, resulting in an 87.02 per cent precision. While academics recognised the value of deep learning, it has not been widely applied for realistic implementation in comparison to CBR systems. Additionally, a few experiments demonstrated that cumulative CBR but also deep learning were observed throughout domain acquisition and also the abstraction of attribute weights, even though the former performs the detection task.6,9

The incorporation of fuzzy logic and information gathering techniques was suggested as a way to improve the reaction time and throughput of the extraction phase with a case-based rationale for related offences.6 The fuzzy CBR proposed includes two additional components: a partial for the Fispro determination derived from a fuzzy decision tree and a partial for the case-premised argument advanced via the JColibri model.7 The primary goal of fuzzy logic is to reduce the difficulty associated with determining the level of compatibility between diabetic patients and self-care programmes. The researcher compared the findings to a few existing classification systems that make use of precision indicators such as showings indicators. The experimental results indicate that the fuzzy decision tree appears to be extremely effective at increasing the reliability of the diabetic classification and thus the CBR justification retrieval stage.

Various image classification models using Neuro Fuzzy algorithms were discussed by multiple authors but they haven’t explored using Hybrid Deep Neuro-Fuzzy systems.8,12 Combining fuzzy inference with deep neural networks has been applied to a variety of application areas, including traffic flow prediction and incident prediction.8

**MATERIALS AND METHODS**

The perspective of the Deep Neuro-Fuzzy model defined and used here is predictive analytics in nature and utilize COVID-19 patient records to improve healthcare quality. Building predictive models from a limited patient data set are incredibly difficult. Our research focuses on the prediction and prevention of COVID-19 disease by using a novel Deep Neuro-Fuzzy model. COVID-19 disease prediction is complicated by their complications and the patient’s other comorbidities. There has been some recent work on COVID-19 predictive analysis, but all of it has relied on Neuro-Fuzzy algorithms or Deep learning. We developed a novel Deep Neuro-Fuzzy algorithm that combines the benefits of Neuro-Fuzzy and Deep Neural’s network multi-layered structure. The flow diagram shows the overall steps taken to shape the methodology in Figure 1.

Due to the inconsistency of the patient’s real-world data, passing the same data to the model may result in the error output. As a result, the data’s quality must be preprocessed to ensure maximum accuracy. Data quality preprocessing entails the following steps: data lineage, data collection, custom metadata, and data preparation. Table 1 provides additional information about the data quality steps. The dataset used in this study is the COVID-19 patient data from Mexico with complications. The dataset contains 3,23,323 rows of data containing 25 features gathered from Google’s research department.
After data preparation data, it was partitioned as training and testing datasets. Throughout this study, 70% of the dataset instances were chosen for the training and 30% for the testing. Additional testing datasets result in more efficient and reliable results when the proposed model is used.

ANFIS was first introduced by Jang with the integration of Fuzzy Logic(FL) and Artificial Neural Networks. Deep Neural Network learns the mapping from the datasets by calculating the weights of each neuron using error backpropagation.

The Deep Neuro-Fuzzy model is composed of fuzzification, deep learning, and defuzzification components. These three components will be executed sequentially. The input layer will read data from the dataset, while the network will carry information about the three components. The Fuzzification component applies the fine-tuned data after preprocessing to the model, where each input $x_i$ in this layer is an adaptive Member Function that generates the membership degree. This component converts crisp values to a degree of fuzzy membership. The parameters in this component are trained by the optimization algorithm Gradient Descent(GD). The component devoted to deep learning is the most vital in this model. For deep learning’s high level of abstraction, it processes data with a large number of input features. This component is initialised via the Fuzzification component’s output. This component feeds fuzzy input signals forward to one of its hidden layers. The nodes in the hidden layer are connected in such a way that processed data is feed-forward to the next layers. The input elements are multiplied by the weight connections that correspond to them. This component makes use of a sigmoid activation function. The final component of the model is defuzzification. The deep learning component extracts and learns features from the dataset, which is then processed by the demulsifier, which generates the model’s output. The output is determined by the fuzzy rules that were defined. The Deep Neuro-Fuzzy model is represented in Figure 2.

RESULTS AND DISCUSSION

After building the model according to the proposed methodology, we used an arbitrary slice as input to evaluate the model’s effectiveness at classifying the slice into the class marks defined in the training dataset. The model’s suggested technique has been implemented and validated in MATLAB. Twenty different types of labels are considered in this case, and the model is properly trained using the training data. Following training, the test dataset constructed from the input slice is compared to it. To determine the effectiveness of the classifier, the prediction is compared to the actual. With the test dataset, the built model achieves an accuracy of 97.1 per cent and a valid accuracy of 95.12 per cent, with a sensitivity of 100 per cent and a specificity of 99.95 per cent. Figures 3 and 4 depict the model’s data visualisation and accuracy graph when training and testing data are used. Figure 3 shows the distribution of the patients’ data according to the severity of the disease. Red means severe and blue means asymptotic.

Additionally, experiments on the same dataset were conducted using ANFIS and DNN to compare the results to the Deep Neuro-fuzzy model. As shown in Table 2, the performance of the Deep Neuro-fuzzy model is better than that of the ANFIS and DNN.

CONCLUSION

Our approach is an advanced classifier that has been validated using a Deep Neuro-Fuzzy model for Covid-19 patient complications. On the collected dataset, the classifier achieved an accuracy of 97.1 per cent. It demonstrated the importance of function sub-selection. The function extraction process entails reducing the number of resources required to accurately represent a large range of data. Testing with a large number of variables typically requires a lot of memory and computational resources, or a classification algorithm that consistently matches the training sample and frequently generalises well to new samples. Extraction of features is a broad term that refers to techniques for constructing variable combinations that circumvent these issues while still accurately representing the data.

In this study, we attempted to use feature-rich datasets to conduct preliminary experiments. Additionally, a larger number of input features can be considered in the future. As a result, this model can be used for more than just classification problems and diseases in the future.
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Table 1: Data Quality Steps implemented on the patient dataset for better models performance

| Step       | Data Quality Steps | Description                                           |
|------------|--------------------|-------------------------------------------------------|
| First step | Data Lineage       | This step includes validation of audit trail and identification of dataset source |
| Second step| Data Collection    | This step includes the collection, measurement, and analysis of accurate data. |
| Third Step | Custom Metadata    | This step includes ML metadata and dataset metadata capture and validation. |
| Fourth step| Data Preparation   | This step includes data format change, removing redundant data |

Table 2: Comparison of the proposed model with existing Neuro-Fuzzy and Deep Neural Networks models

| Models            | Accuracy | Specificity | Sensitivity |
|-------------------|----------|-------------|-------------|
| Deep NeuroFuzzy   | 95.12    | 99.95       | 100         |
| ANFIS             | 87.9     | 91.2        | 90.9        |
| Deep Neural Network| 92.4     | 98.8        | 98.3        |
Figure 1: Steps involved in the execution of the proposed model.

Figure 2: Proposed Deep Neuro-Fuzzy model execution steps and phases.

Figure 3: Proposed Deep Neuro-Fuzzy model COVID-19 symptoms prediction based on age.

Figure 4: Proposed Deep Neuro-Fuzzy model accuracy on trained vs test datasets.