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ABSTRACT. In this article, we study some subsets of natural numbers or imaginary quadratic order which are fractionally dense in $\mathbb{R}_{> 0}$ or $\mathbb{C}$ respectively.

1. Introduction

It is a basic fact that the set of all rational numbers $\mathbb{Q}$ is dense in the set of all real numbers $\mathbb{R}$. First, we reformulate this fact in a different way.

For any subset $A$ of the set of all integers $\mathbb{Z}$ (respectively, the set of all natural numbers $\mathbb{N}$), we define $R(A)$ to be the set of all rational numbers $p/q$ such that both $p$ and $q$ lie in $A$ and we call the subset $R(A)$ to be the quotient set of $A$.

If $A \subset \mathbb{Z}$ (respectively, $\mathbb{N}$) and $R(A)$ is dense in $\mathbb{R}$ (respectively, $\mathbb{R}_{>0}$), then we say $A$ is fractionally dense in $\mathbb{R}$ (respectively, $\mathbb{R}_{>0}$). In this formulation, for example, we can say that $\mathbb{Z}$ is fractionally dense in $\mathbb{R}$.

The major open problem is to characterize all the subsets of $\mathbb{Z}$ (respectively, $\mathbb{N}$) which are fractionally dense in $\mathbb{R}$ (respectively, $\mathbb{R}_{>0}$). In this direction, many results have been obtained in [1], [8], [9], [10], [12], [15] and [16]. This problem has also been considered in the $p$-adic set-up in [6], [7] and [13].

Indeed, the most interesting set, namely, the set of all prime numbers $\mathbb{P}$ is proved to be fractionally dense in $\mathbb{R}_{>0}$ in [10]. In [15], it is proved that the set of all prime numbers in a given arithmetic progression is also fractionally dense in $\mathbb{R}_{>0}$. In this article, along with the other results, we generalize this fact.

In [1], it is proved that for a given natural number $b \geq 2$, the set of all natural numbers whose base $b$ representation begins with the digit 1 is fractionally dense if and only if $b = 2, 3, 4$. In this article, we shall generalize this result as follows.

Theorem 1. Let $b \geq 2$ be a given integer and let $a$ and $c$ be integers satisfying $1 \leq a < c \leq b$. Consider the subset

$$A = \bigcup_{k=0}^{\infty} [ab^k, cb^k) \cap \mathbb{N}$$

of $\mathbb{N}$. Then, the following statements are true:

1. If $ab < c^2$, then the set $B = A \cup \{b^k : k = 0, 1, 2, \ldots\}$ is fractionally dense in $\mathbb{R}_{>0}$.
2. If $A$ is fractionally dense in $\mathbb{R}_{>0}$, then $a^2b \leq c^2$.

When we put $a = 1$ (respectively, $a = 1$ and $c = 2$) in Theorem [1] we recover the earlier results proved in [1]. Also, an easy corollary is as follows.
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Corollary 1.1. Let $b \geq 2$ be a given integer and let $a$ be an integer satisfying $2 \leq a \leq b - 1$. Then the set of all integers whose base $b$ representation begins with the digit $a$ together with $b^k$ for all $k = 0, 1, \ldots$ is fractionally dense in $\mathbb{R}_{>0}$, if $b = a + 1$ and $a + 2$.

For $A \subset \mathbb{N}$ and for every $x > 1$, we define $A(x) = \{a \in A : a \leq x\}$. We say that $A$ has a natural density $d(A)$, if

$$d(A) = \lim_{n \to \infty} \frac{|A(n)|}{n},$$

provided the limit exists. A subset $A \subset \mathbb{N}$ is said to have lower natural density $d(A)$, if

$$d(A) = \liminf_{n \to \infty} \frac{|A(n)|}{n}.$$

In [1] and [16], it was proved that if a subset $A \subset \mathbb{N}$ with $d(A) \geq \frac{1}{2}$, then $A$ is fractionally dense in $\mathbb{R}_{>0}$. In the following theorem, we consider those subsets $A$ which satisfies $d(A) > 0$.

Theorem 2. Let $U$ and $V$ be given subsets of $\mathbb{N}$ such that $d(U)$ exists and equals $\gamma > 0$. Then $U \setminus V = \{u \in U, v \in V\}$ is dense in $\mathbb{R}_{>0}$ if and only if $V$ is infinite.

Note that if $A \subset \mathbb{N}$ with $d(A) > 0$, then $A$ must be an infinite set. Here we give an alternative proof of the following corollary which was proved in [9] by taking $V = U$ in Theorem 2.

Corollary 1.2. Let $U$ be a given subset of $\mathbb{N}$ such that $d(U)$ exists and $d(U) > 0$. Then $U$ is fractionally dense in $\mathbb{R}_{>0}$.

Now, we define the relative density of a subset $A$ of the set of all prime numbers $\mathbb{P}$ as follows. A subset $A$ of $\mathbb{P}$ has relative density $\delta(A)$, if

$$\delta(A) = \lim_{x \to \infty} \frac{|A(x) \cap \mathbb{P}|}{\pi(x)},$$

provided the limit exists. Here $\pi(x)$ denotes the number of prime numbers $p$ with $p \leq x$. Note that if $\delta(A) > 0$, then $A$ must be an infinite subset of $\mathbb{P}$.

Note that if $1 \leq a < m$ are integers such that $\gcd(a, m) = 1$, then the set $D(a, m)$ of all prime numbers $p$ with $p \equiv a \pmod{m}$ has relative density $\delta(D(a, m)) = 1/\phi(m)$, by Dirichlet’s Prime Number Theorem. Motivated by many examples of subsets of $\mathbb{P}$, we have the following general theorem.

Theorem 3. Let $U \subset \mathbb{P}$ and $V \subset \mathbb{N}$ be such that $\delta(U)$ exists and equals $\gamma > 0$. Then $U \setminus V = \{u \in U, v \in V\}$ is dense in $\mathbb{R}_{>0}$ if and only if $V$ is infinite.

By taking $V = U$ in Theorem 3, we have the following corollary.

Corollary 1.3. Let $U$ be a given subset of $\mathbb{P}$ such that $\delta(U)$ exists and equals $\gamma > 0$. Then $U$ is fractionally dense in $\mathbb{R}_{>0}$.

The following theorem is first proved in [15]. This can be seen as a corollary to the Theorem 3. However, we give an alternative proof, using the distribution of prime numbers in special intervals.
Theorem 4. Let $a, b, m$ and $n$ be given natural numbers with $m \geq 2$ and $n \geq 2$ such that $\gcd(a, m) = \gcd(b, n) = 1$. Then, the subset
\[
\left\{ \frac{p}{q} : p, q \in \mathbb{P}, \quad p \equiv a \pmod{m}, \quad q \equiv b \pmod{n} \right\}
\]
is dense in $\mathbb{R}_{>0}$.

In the literature, there is a natural generalization of this concept to the set of all complex numbers $\mathbb{C}$ as follows. Let $K$ be a field extension of $\mathbb{Q}$ whose vector space dimension is finite (such a field is called an algebraic number field). Suppose $K$ is not a subfield of $\mathbb{R}$ and $\mathcal{O}_K$ is its ring of integers. A subset $A$ of $\mathcal{O}_K$ is said to be fractionally dense in $\mathbb{C}$, if its quotient set $R(A)$ is dense in $\mathbb{C}$.

When $K = \mathbb{Q}(i)$ with $i = \sqrt{-1}$, Garcia proved in [5] that the set of all prime elements in $\mathcal{O}_K = \mathbb{Z}[i]$ is fractionally dense in $\mathbb{C}$. This has been generalized to arbitrary number fields by Sittinger in [14]. In this paper, we shall study some fractionally dense subsets of $\mathbb{Z}[\sqrt{-d}]$ in $\mathbb{C}$ for any square-free integer $d > 0$.

The following result is an extension of a result in [1]. More precisely, we prove the following.

Theorem 5. Let $d > 0$ be a square free integer. Let $\mathbb{Z}[\sqrt{-d}] = C \cup D$ with $C \cap D = \emptyset$ be a given two-partition of $\mathbb{Z}[\sqrt{-d}]$. Then, either $C$ or $D$ is fractionally dense in $\mathbb{C}$.

Indeed, the result in Theorem 5 is optimal in the following sense.

Theorem 6. Let $d > 0$ be a square-free integer. Then, there exist pairwise disjoint subsets $A, B$ and $C$ of $\mathbb{Z}[\sqrt{-d}]$, none of which is fractionally dense in $\mathbb{C}$ such that $\mathbb{Z}[\sqrt{-d}] = A \cup B \cup C$.

The following result exhibits that one can find an infinite subset of prime elements in $\mathbb{Z}[\sqrt{-d}]$ (whenever $d = 1$ or $2$) which is not fractionally dense in $\mathbb{C}$.

Theorem 7. Let $d = 1$ or $2$. Then there exists an infinite set $B$ of prime elements in $\mathbb{Z}[\sqrt{-d}]$ which is not fractionally dense in $\mathbb{C}$.

2. Preliminaries

In the preceding section, we have defined the set $D(a, m)$ for natural numbers $a$ and $m$. Note that it is an infinite set if and only if $\gcd(a, m) = 1$, by Dirichlet’s Prime Number Theorem. For any real number $x > 1$, we let $\pi(a, m, x)$ denote the cardinality of the set of all primes $p \equiv a \pmod{m}$ with $p \leq x$.

Theorem 8. (Dirichlet Prime Number Theorem) Let $a$ and $m$ be given integers with $a \geq 1$, $m \geq 2$ and $\gcd(a, m) = 1$. For any real number $x > 1$, we define
\[
G(x) = \frac{\phi(m) \pi(a, m, x) \log x}{x},
\]
where $\phi(m)$ denotes the Euler’s phi function. Then we have
\[
\lim_{x \to \infty} G(x) = 1.
\]

The following lemma proves the existence of primes in certain arithmetic progressions in some special intervals.
Lemma 1. Let \( a \) and \( m \) be given natural numbers with \( m \geq 2 \) and \( \gcd(a, m) = 1 \) and let \( \alpha > 1 \) be a given real number. Then there exists a positive integer \( m_0 = m_0(\alpha) \), depending only on \( \alpha \), such that for all integers \( n \geq m_0 \), we have,
\[
[\alpha^n, \alpha^{n+1}] \cap D(a, m) \neq \emptyset.
\]

Proof. For all real number \( x > 1 \), we let
\[
L(x) = \frac{\log G(x)}{\log \alpha} = \log_\alpha(G(x))
\]
where \( G(x) \) as defined in Theorem 8. By Theorem 8, we know that \( \lim_{x \to \infty} G(x) = 1 \) and hence we have \( \lim_{x \to \infty} L(x) = 0 \). Therefore, there exists an integer \( n_0 > 0 \) such that
\[
(1) \quad L(\alpha^{n+1}) - L(\alpha^n) > -\frac{1}{2}
\]
for every integer \( n > n_0 \).

Suppose there exists a strictly increasing sequence \( \{r_n\} \) of natural numbers such that
\[
[\alpha^{r_n}, \alpha^{r_n+1}] \cap D(a, m) = \emptyset.
\]
First we shall observe the following. Since \( [\alpha^{r_n}, \alpha^{r_n+1}] \cap D(a, m) = \emptyset \), we get, \( \pi(a, m, \alpha^{r_n}) = \pi(a, m, \alpha^{r_n}+1) \). Hence, we get,
\[
(2) \quad L(\alpha^{r_n+1}) - L(\alpha^{r_n}) = \log_\alpha \left( \frac{G(\alpha^{r_n+1})}{G(\alpha^{r_n})} \right) = \log_\alpha \left( \frac{r_n + 1}{\alpha r_n} \right) = c(r_n) - 1,
\]
where \( c(r_n) = \log_\alpha \left( \frac{r_n + 1}{r_n} \right) \). Since \( \lim_{n \to \infty} r_n = \infty \), there exists \( n_1 \) such that for all \( n \geq n_1 \), we have \( c(r_n) < 1/2 \).

Put \( m_0 = \max\{n_0, n_1\} \). Then, by (2), for all \( r_n \) with \( n \geq m_0 \), we get
\[
L(\alpha^{r_n+1}) - L(\alpha^{r_n}) = c(r_n) - 1 < -\frac{1}{2},
\]
which is a contradiction to (1). This proves the lemma. \( \square \)

We also need the following number field version of the Bertrand’s postulate which is due to Hulse and Ram Murty (see [11]).

Lemma 2. (Bertrand’s postulate for number fields) Let \( K \) be an algebraic number field with \( \mathcal{O}_K \) its ring of integers. Then there exists a smallest number \( B_K > 1 \) such that for every \( x > 1 \), we can find a prime ideal \( \mathfrak{p} \) in \( \mathcal{O}_K \) whose norm \( \mathcal{N}(\mathfrak{p}) \) lies inside the interval \( [x, B_K x] \).

3. Proof of Theorem II

Given that \( a, b \) and \( c \) are integers satisfying \( 1 \leq a < c \leq b \) and the set
\[
A = \bigcup_{k=0}^{\infty} (ab^k, cb^k) \cap \mathbb{N}.
\]
(1) Assume that \( ab < c^2 \). Then, we prove that \( B = A \cup \{b^k : k = 0, 1, 2, \ldots\} \) is fractionally dense in \( \mathbb{R}_{>0} \).

Claim 1. \( \bigcup_{k \in \mathbb{Z}} \left( \left[ \frac{ab^k}{c}, ab^k \right] \cup \left[ ab^k, cb^k \right] \right) = \bigcup_{k \in \mathbb{Z}} \left[ \frac{ab^k}{c}, cb^k \right] = (0, \infty) \).
The condition $ab < c^2$ implies that any two consecutive intervals of the form $\left[\frac{ab^k}{c}, cb^k\right)$ and $\left[\frac{ab^{k+1}}{c}, cb^{k+1}\right)$ have non-empty intersection. Note that, $cb^k \to \infty$ as $k \to \infty$, and $\frac{ab^k}{c} \to 0$ as $k \to -\infty$. Therefore, we get $$(0, \infty) \subset \bigcup_{k \in \mathbb{Z}} \left[\frac{ab^k}{c}, ab^k\right) \cup \left[ab^k, cb^k\right)$$ and hence Claim 1 follows.

Let $\xi \in \mathbb{R}_{>0}$ be a given element and $\epsilon > 0$ be given. We shall prove that there exists $\alpha \in R(B)$ such that $|\xi - \alpha| < \epsilon$.

**Case 1.** $\xi \in [ab^k, cb^k)$ for some integer $k$.

Let $\epsilon > 0$ be given. Then there exists a sufficiently large natural number $j$ such that $a < b^j \epsilon$. Therefore, we get, $$ab^{j+k} \leq b^j \xi \leq cb^{j+k}.$$ Then, there exists a non-negative integer $\ell$ satisfying

(3) $$ab^{j+k} + \ell \leq b^j \xi \leq a(j^{j+k} + 1) + \ell$$

with

(4) $$0 \leq \ell \leq (c - a)b^{j+k} - 1.$$ Then, by (3) and (4), we get,

$$0 \leq b^j \xi - (ab^{j+k} + \ell) \leq a \implies 0 \leq \xi - \frac{ab^{j+k} + \ell}{b^j} \leq \frac{a}{b^j} < \epsilon$$ By (4), we note that $ab^{j+k} + \ell \geq ab^{j+k}$ and $ab^{j+k} + \ell < cb^{j+k}$ and hence the element $\frac{ab^{j+k} + \ell}{b^j} = \alpha \in R(B)$, as desired.

**Case 2.** $\xi \in \left[\frac{ab^k}{c}, ab^k\right)$ for some integer $k$.

Since the proof is similar to Case 1, we shall omit the proof here. Hence, we conclude that $B$ is fractionally dense in $\mathbb{R}_{>0}$. This proves the first assertion.

(2) If possible, suppose $c^2 < a^2b$. We shall show that $A$ is not fractionally dense in $\mathbb{R}_{>0}$.

Let $x, y \in A$ be arbitrary elements. Then, by the definition of $A$, there exist non-negative integers $k_1$ and $k_2$ such that $$x \in [ab^{k_1}, cb^{k_1}) \text{ and } y \in [ab^{k_2}, cb^{k_2}).$$ Therefore, we get,

$$\frac{a}{c} b^{k_1-k_2} < \frac{x}{y} \leq \frac{c}{a} b^{k_1-k_2}.$$ Hence, every element of $R(A)$ lies in the interval of the form $$I_\ell = \left(\frac{a}{c} b^\ell, \frac{c}{a} b^\ell\right)$$
for some $\ell \in \mathbb{Z}$.

Since by the assumption, $c^2 < a^2b$, we get $\frac{c}{a} < \frac{ab}{c}$. Therefore, for any integers $j < k$, we have

$$\frac{c}{a}b^j < \frac{a}{c}b^j + 1 < \frac{ab}{b}.$$ 

Thus, we get, $I_j \cap I_k = \emptyset$ for all integers $j$ and $k$ such that $j < k$. Then the interval $\left(\frac{c}{a}b^j, \frac{a}{c}b^j + 1\right]$ is non-empty and is not of the form $I_\ell$ for any $\ell \in \mathbb{Z}$. Hence, we conclude that $R(A) \cap \left(\frac{c}{a}b^j, \frac{a}{c}b^j + 1\right] = \emptyset$ which implies that $A$ is not fractionally dense in $\mathbb{R}_{>0}$.

\[ \square \]

4. Proof of Theorem 2

Given that $U$ and $V$ are subsets of $\mathbb{N}$ with $d(U)$ exists and $d(U) = \gamma > 0$.

Suppose $V$ is an infinite subset of $\mathbb{N}$. For a positive real number $X$, let

$$U(X) := \#\{u \in U : u \leq X\}$$

counts the number of elements of $U$ less than or equal to $X$. Since $U$ has natural density $\gamma > 0$, we have,

$$\lim_{X \to \infty} \frac{U(X)}{X} = \gamma > 0 \iff U(X) = \gamma X + o(X) \text{ for all large enough } X$$

where $o(X)$ means a nonnegative function $g(X)$ such that $g(X)/X \to 0$ as $X \to \infty$. Let $a$ and $b$ be two real numbers satisfying $0 < a < b$. We need to prove that there exist $u \in U$ and $v \in V$ such that $a < \frac{u}{v} < b$. Then, we have

$$\lim_{x \to \infty} \frac{U(aX)}{U(bX)} = \lim_{x \to \infty} \frac{\gamma aX + o(aX)}{\gamma bX + o(bX)} = \frac{a}{b} < 1.$$ 

Put $2\epsilon = 1 - \frac{a}{b}$. Since $a < b$, we see that $\epsilon > 0$. For this $\epsilon$, there exists $X_0$ such that

$$\left| U(aX) - \frac{a}{b}U(bX) \right| < \epsilon U(bX)$$

holds true for all $X \geq X_0$. This implies

$$U(aX) < \left(\frac{a}{b} + \epsilon\right)U(bX) < U(bX)$$

for all $X \geq X_0$. In other words, for all $X \geq X_0$, there exists $u \in U$ such that $aX < u \leq bX$.

Since $V$ is infinite, we can choose $v \in V$ such that $v \geq X_0$. Therefore, there exists $u \in U$ such that $av < u \leq bv$ holds true. In other words, we have $a < \frac{u}{v} \leq b$. Hence, we conclude that $\frac{U}{V}$ is dense in $\mathbb{R}_{>0}$.

Conversely, if possible, suppose that $V$ is finite, say, $V = \{v_1, \ldots, v_k\}$. Then

$$\frac{U}{V} = A_1 \cup \ldots \cup A_k$$
where $A_j = \left\{ \frac{u}{v_j} : u \in U \right\}$ for $j = 1, \ldots, k$.

Since $U \subset \mathbb{N}$, we see that $U$ is a discrete subset of $\mathbb{R}_{>0}$. Hence, each of the sets $A_j$ is discrete and hence they are closed subsets of $\mathbb{R}_{>0}$. Therefore, the closure of $\frac{U}{V}$ in $\mathbb{R}_{>0}$ is $\frac{U}{V}$ itself, which shows that $\frac{U}{V}$ is not dense in $\mathbb{R}_{>0}$. This proves the assertion. □

5. Proof of Theorem 3

Given that $U$ is a subset of $\mathbb{P}$ such that $\delta(U)$ exists and equals $\gamma > 0$.

Suppose $V$ is an infinite subset of $\mathbb{N}$. For any positive real number $X$, we let

$$U(X) = \# \{ u \in U : u \leq X \}$$

which counts the number of element of $U$ less than or equal to $X$. Since $\delta(U) = \gamma > 0$, for all large enough $X$, we have

$$U(X) = \gamma \pi(X) + o(\pi(X)).$$

Therefore, for any real numbers $0 < a < b$, we see that

$$\lim_{X \to \infty} \frac{U(aX)}{U(bX)} = \frac{a}{b} < 1.$$ 

The rest of the proof is verbatim to the proof of Theorem 2 and hence we omit the proof here. This proves the theorem. □

6. Proof of Theorem 4

Given natural numbers $a$, $b$, $m$ and $n$ with $m \geq 2$, $n \geq 2$ and $\gcd(a, m) = 1 = \gcd(b, n)$, let

$$A = \left\{ \frac{p}{q} : p, q \in \mathbb{P}, \ p \equiv a \pmod{m}, \ q \equiv b \pmod{n} \right\}.$$ 

We shall prove that $A$ is dense in $\mathbb{R}_{>0}$. For, if $[c, d]$ is an interval with $0 < c < d$, then it is enough to prove that $A \cap [c, d] \neq \emptyset$. That is to prove that $D(a, m) \cap [qc, qd] \neq \emptyset$ for some prime number $q \equiv b \pmod{n}$.

Let $c < d$ be given two positive real numbers. Choose a real number $\alpha$ with $\alpha > 1$ and $\alpha^2 < \frac{d}{c}$. Then by Lemma 1 there exists $m_0 = m_0(\alpha)$ such that for all integers $k \geq m_0$, we have $D(a, m) \cap [\alpha^k, \alpha^{k+1}] \neq \emptyset$. Now, choose a prime $q \in D(b, n)$ such that $q > \frac{\alpha^{m_0}}{c}$. Observe that

$$\log_\alpha(dq) - \log_\alpha(cq) = \log_\alpha \left( \frac{d}{c} \right) > \log_\alpha \alpha^2 = 2.$$ 

Thus, there exists an integer $\ell$ such that the interval $[\ell, \ell + 1]$ is contained in the interval $[\log_\alpha(cq), \log_\alpha(dq)]$ whence

$$[\alpha^\ell, \alpha^{\ell+1}] \subset [cq, dq].$$ 

Since $\alpha^\ell \geq cq > \alpha^{m_0}$, we get $\ell > m_0$. Hence, there is a prime $p \in D(a, m) \cap [\alpha^\ell, \alpha^{\ell+1}]$. This proves the theorem. □
7. Proof of Theorem 5

Let \( d > 0 \) be a squarefree integer. It is given that there exist \( C \) and \( D \) subsets of \( \mathbb{Z}[\sqrt{-d}] \) such that \( C \cap D = \emptyset \) and \( C \cup D = \mathbb{Z}[\sqrt{-d}] \). Note that, \( C \) is finite, then \( D \) is infinite and vice versa.

**Case 1.** \( C \) is finite.

Let \( C = \{\alpha_1, \ldots, \alpha_r\} \) with \( \alpha_i \in \mathbb{Z}[\sqrt{-d}] \). Since the quotient set of \( \mathbb{Z}[\sqrt{-d}] \) is \( \mathbb{Q}(\sqrt{-d}) \), we see that
\[
\mathbb{Q}(\sqrt{-d}) = R(\mathbb{Z}[\sqrt{-d}]) = R(C \cup D) = R(D) \cup A_1 \cup \ldots \cup A_r,
\]
where
\[
A_j = \left\{ \frac{\alpha_j}{\beta} : \beta \in \mathbb{Z}[\sqrt{-d}] \right\} \cup \left\{ \frac{\beta}{\alpha_j} : \beta \in \mathbb{Z}[\sqrt{-d}] \right\}
\]
for all \( j = 1, 2, \ldots, r \). Since \( \mathbb{Z}[\sqrt{-d}] \) is discrete in \( \mathbb{C} \), we see that \( A_j \)'s are nowhere dense subsets in \( \mathbb{C} \). Since \( \mathbb{Q}(\sqrt{-d}) \) is dense in \( \mathbb{C} \), we see that \( R(D) \cup A_1 \cup \ldots \cup A_r \) is dense in \( \mathbb{C} \), where \( A_1 \cup \ldots \cup A_r \) is a nowhere dense subset in \( \mathbb{C} \).

If \( R(D) \) is not dense in \( \mathbb{C} \), then there exists an open ball \( B \) such that \( B \cap R(D) = \emptyset \). Therefore, \( B \subset A_1 \cup \ldots \cup A_r = A_1 \cup \ldots \cup A_r \) which is a contradiction, as \( A_1 \cup \ldots \cup A_r \) has empty interior. Hence, \( D \) is fractionally dense in \( \mathbb{C} \).

**Case 2.** Both the sets \( C \) and \( D \) are infinite subsets of \( \mathbb{Z}[\sqrt{-d}] \).

Suppose that neither \( C \) nor \( D \) is fractionally dense in \( \mathbb{C} \). Then there exists \( \epsilon > 0 \) and non-zero complex numbers \( \alpha \) and \( \beta \) such that
\[
B(\alpha, \epsilon) \cap R(C) = \emptyset \quad \text{and} \quad B(\beta, \epsilon) \cap R(D) = \emptyset,
\]
where \( B(z, r) \) denotes the open ball of radius \( r \), centered at \( z \) in the complex plane. Now, choose a sufficiently large integer \( n_0 \) satisfying
\[
\frac{(|1 + \sqrt{-d}| + |\beta(1 + \sqrt{-d})| + |\alpha \beta(1 + \sqrt{-d})|)}{n_0} < \epsilon
\]
and
\[
\frac{(|\alpha(1 + \sqrt{-d})| + |\alpha \beta(1 + \sqrt{-d})|)}{n_0} < \epsilon.
\]
Once \( n_0 \) is chosen, as both \( C \) and \( D \) are infinite sets, we can find \( \gamma \in C \) satisfying
\[
|\gamma|^2 > n_0|\alpha|^2, \quad |\gamma|^2 > n_0|\beta|^2 \quad \text{and} \quad |\gamma|^2 > n_0|\alpha \beta|^2
\]
together with the following constraint
\[
D_1 \cap D \neq \emptyset,
\]
where
\[
D_1 = \{ \gamma + 1, \gamma \pm \sqrt{-d}, \gamma \pm 1 \pm \sqrt{-d} \}.
\]
To see this fact, suppose, if possible, that for every \( \gamma \in C \) satisfying \( \square \) and \( D_1 \cap D = \emptyset \). This implies that \( D \) is bounded. Since \( \mathbb{Z}[\sqrt{-d}] \) is discrete, it follows that \( D \) is finite, which is a contradiction. Also, note that all the elements of \( D_1 \) can be written as \( \gamma \pm \epsilon_3 \pm \epsilon_3 \sqrt{-d} \) for some \( \epsilon_3, \epsilon'_3 \in \{0, 1\} \) such that \( (\epsilon_3, \epsilon'_3) \neq (0, 0) \).
Now, write the complex number
\[ \frac{\gamma}{\alpha \beta} = \gamma_1 + \sqrt{-d} \gamma_2, \]
for some \( \gamma_1, \gamma_2 \in \mathbb{R} \) and define
\[ s = \begin{cases} 
\lceil \gamma_1 \rceil + \sqrt{-d} \lceil \gamma_2 \rceil, & \text{for } \gamma_1, \gamma_2 > 0; \\
\lceil \gamma_1 \rceil + \sqrt{-d} \lfloor \gamma_2 \rfloor, & \text{for } \gamma_1 > 0 \text{ and } \gamma_2 < 0; \\
\lfloor \gamma_1 \rfloor + \sqrt{-d} \lceil \gamma_2 \rceil, & \text{for } \gamma_1 < 0 \text{ and } \gamma_2 > 0; \\
\lfloor \gamma_1 \rfloor + \sqrt{-d} \lfloor \gamma_2 \rfloor, & \text{for } \gamma_1, \gamma_2 < 0,
\end{cases} \]
where \( \lceil x \rceil \) is the ceiling of \( x \) and \( \lfloor x \rfloor \) is the floor of \( x \). Note that
\[ s = \frac{\gamma}{\alpha \beta} \pm \epsilon_1 \pm \epsilon'_1 \sqrt{-d} \in \mathbb{Z} \sqrt{-d}, \tag{11} \]
for some \( \epsilon_1, \epsilon'_1 \in [0, 1) \).

**Claim 1.** \( s \not\in C \cup D \)

If we prove the above claim, then we get a contradiction to the fact that \( s \in \mathbb{Z} \sqrt{-d} = C \cup D \). Hence, to finish the proof of this theorem, it is enough to prove the claim. Since \( s \in \mathbb{Z} \sqrt{-d} = C \cup D \) and \( C \cap D = \emptyset \), the element \( s \) lies inside \( C \) or \( D \) but not both. If possible, we assume that \( s \in C \).

Now, we write \( \alpha s = \delta_1 + \sqrt{-d} \delta_2 \) for some \( \delta_1, \delta_2 \in \mathbb{R} \) and define
\[ t = \begin{cases} 
\lceil \delta_1 \rceil + \sqrt{-d} \lceil \delta_2 \rceil, & \text{for } \delta_1, \delta_2 > 0; \\
\lceil \delta_1 \rceil + \sqrt{-d} \lfloor \delta_2 \rfloor, & \text{for } \delta_1 > 0, \delta_2 < 0; \\
\lfloor \delta_1 \rfloor + \sqrt{-d} \lceil \delta_2 \rceil, & \text{for } \delta_1 < 0, \delta_2 > 0; \\
\lfloor \delta_1 \rfloor + \sqrt{-d} \lfloor \delta_2 \rfloor, & \text{for } \delta_1, \delta_2 < 0.
\end{cases} \]
Then
\[ t = \alpha s \pm \epsilon_2 \pm \epsilon'_2 \sqrt{-d} \in \mathbb{Z} \sqrt{-d}, \tag{12} \]
for some \( \epsilon_2, \epsilon'_2 \in [0, 1) \). Let \( d(z_1, z_2) \) denote the usual distance function in \( \mathbb{C} \) and we estimate the distance between \( t/s \) and \( \alpha \) as follows.

Since, by (9), the inequality \( |s|^2 \geq \frac{|\gamma|^2}{\alpha \beta} > n_0 \) holds, we see that
\[ d \left( \frac{t}{s}, \alpha \right)^2 = \left| \frac{t - \alpha s}{s} \right|^2 \leq \left| \frac{\pm \epsilon_2 \pm \sqrt{-d} \epsilon'_2}{s} \right|^2 \quad \text{for some } \epsilon_2, \epsilon'_2 \in [0, 1) \]
\[ \leq \left| \frac{1 + \sqrt{-d}}{s} \right|^2 < \epsilon, \]
by (7). If \( t \in C \), then \( t/s \in \mathbb{R}(C) \). Therefore, by (6), we conclude that \( t \not\in C \), which implies \( t \in D \).
Now, we calculate the distance between the elements of the form $\delta/t$ for any $\delta \in D_1$ and $\beta$ as follows. Let $\delta \in D_1$ be an arbitrary element and consider

$$d\left(\frac{\delta}{t}, \beta\right)^2 = \left|\frac{\delta - \beta t}{t}\right|^2 = \left|\frac{\delta - \beta(\alpha s \pm \epsilon_2 \pm \epsilon'_2 \sqrt{-d})}{t}\right|^2 \leq \left|\frac{\delta + \beta(\pm \epsilon_2 \pm \epsilon'_2 \sqrt{-d}) - \alpha \beta(\frac{^\gamma}{\alpha \beta} \pm \epsilon_1 \pm \epsilon'_1 \sqrt{-d})}{t}\right|^2 \leq \left|\frac{\pm \epsilon_3 \pm \epsilon'_3 \sqrt{-d} + \beta(\pm \epsilon_2 \pm \epsilon'_2 \sqrt{-d}) + \alpha \beta(\pm \epsilon_1 \pm \epsilon'_1 \sqrt{-d})}{t}\right|^2$$

by (11), (12) and using the estimate

$$|t|^2 \geq |\alpha s|^2 \geq \left|\frac{\gamma}{\beta}\right|^2 > n_0$$

for all $\delta \in D_1$. By (10), we know that $|D_1 \cap D| \geq 1$ and hence there exists a $\delta \in D_1$ such that $\delta \in D$ also. For this $\delta$, we get $\frac{\delta}{t} \in B(\beta, \epsilon) \cap R(D)$, which is a contradiction. Therefore, we conclude that $s \not\in C$ and hence $s \in D$.

Again, we write $\beta s = \delta'_1 + \sqrt{-d} \delta'_2$ for some $\delta'_1, \delta'_2 \in \mathbb{R}$ and consider

$$t' = \begin{cases} 
[\delta'_1] + \sqrt{-d}[^\gamma], & \text{for } \delta'_1, \delta'_2 > 0; \\
[\delta'_1] + \sqrt{-d}[^\gamma], & \text{for } \delta'_1 < 0, \delta'_2 < 0; \\
[\delta'_1] + \sqrt{-d}[^\gamma], & \text{for } \delta'_1 < 0, \delta'_2 > 0; \\
[\delta'_1] + \sqrt{-d}[^\gamma], & \text{for } \delta'_1, \delta'_2 < 0.
\end{cases}$$

Hence,

$$t' = \beta s \pm \epsilon_2 \pm \sqrt{-d} \epsilon'_2 \in \mathbb{Z}[\sqrt{-d}]$$

for some $\epsilon_2, \epsilon'_2 \in [0, 1)$ and we get

$$|t'|^2 \geq |\beta s|^2 \geq \left|\frac{\gamma}{\alpha}\right|^2 > n_0$$

by (9). Again, by the similar arguments, we can show that

$$d\left(\frac{t'}{s}, \beta\right)^2 < \epsilon$$

and conclude $t' \in C$ as $B(\beta, \epsilon) \cap R(D) = \emptyset$. 


Now, we consider
\[ d \left( \frac{\gamma}{t'}, \alpha \right)^2 = \left| \gamma - \alpha \left( \beta s \pm \epsilon_2 \pm \sqrt{-d \epsilon'} \right) \right|^2 \]
\[ = \left| \frac{\gamma - \alpha \beta s + \alpha(\pm \epsilon_2 \pm \sqrt{-d \epsilon'})}{t'} \right|^2 \]
\[ = \left| \frac{\gamma - \alpha \beta (\pm \epsilon_1 \pm \sqrt{-d \epsilon'}) + \alpha(\pm \epsilon_2 \pm \sqrt{-d \epsilon'})}{t'} \right|^2 \]
\[ < \epsilon \]
by (8) and the above estimate. Thus, we get,
\[ \frac{\gamma}{t'} \in B(\alpha, \epsilon) \cap R(C), \]
which is a contradiction again. This proves the Claim 1 and the theorem. \( \square \)

8. Proof of Theorem 6

We want to find a three-partition of \( \mathbb{Z}[\sqrt{-d}] \) such that none of which is fractionally dense in \( \mathbb{C} \). Let us consider the sets
\[ A = \bigcup_{k=0}^{\infty} \left\{ a + b\sqrt{-d} : a, b \in \mathbb{Z} \text{ and } a^2 + db^2 \in [5^k, 2 \cdot 5^k) \right\}, \]
\[ B = \bigcup_{k=0}^{\infty} \left\{ a + b\sqrt{-d} : a, b \in \mathbb{Z} \text{ and } a^2 + db^2 \in [2 \cdot 5^k, 3 \cdot 5^k) \right\}, \]
and
\[ C = \bigcup_{k=0}^{\infty} \left\{ a + b\sqrt{-d} : a, b \in \mathbb{Z} \text{ and } a^2 + db^2 \in [3 \cdot 5^k, 5 \cdot 5^k) \right\}. \]

It is easy to observe that \( \mathbb{Z}[\sqrt{-d}] = A \cup B \cup C \) with \( A \cap B = \emptyset, B \cap C = \emptyset \) and \( C \cap A = \emptyset \).

Claim 1. \( C \) is not fractionally dense in \( \mathbb{C} \).

First note that if \( \frac{p}{q} \in R(C) \), then \( \frac{p}{q} \) lies in an annulus of the form
\[ B_\ell = \left\{ z \in \mathbb{C} : \frac{3}{5} 5^\ell < |z|^2 < \frac{5}{3} 5^\ell \right\}, \]
for some integer \( \ell \).

For any integer \( j < k \), the following inequality \( \frac{5}{3} \cdot 5^j < \frac{3}{5} \cdot 5^k \) holds true. Hence for all integers \( j < k \), we have, \( B_j \cap B_k = \emptyset \). Thus, for any integer \( \ell \), the set
\[ M = \left\{ z \in \mathbb{C} : \frac{5}{3} 5^\ell < |z|^2 < \frac{3}{5} 5^{\ell+1} \right\} \neq \emptyset \]
and satisfies \( M \cap R(C) = \emptyset \). Thus, \( C \) is not fractionally dense in \( \mathbb{C} \).
Similarly, one can prove that neither $A$ nor $B$ is fractionally dense in $C$. This completes the proof of the theorem. □

9. Proof of Theorem \[7\]

When $d = 1$ or $2$, it is well-known that $\mathbb{Z}[\sqrt{-d}]$ is the ring of integers of $\mathbb{Q}[\sqrt{-d}]$ and it is principal ideal domain. We shall construct an infinite set $A$ of prime elements in $\mathbb{Z}[\sqrt{-d}]$ which is not fractionally dense in $C$.

By Lemma \[2\] there exists a smallest number $B > 1$ such that for every real number $x > 1$, one can find a prime ideal $p$ of $\mathbb{Z}[\sqrt{-d}]$ whose norm $N(p) \in [x, Bx]$. Since $\mathbb{Z}[\sqrt{-d}]$ is a principal ideal domain, every prime ideal $p$ is generated by a prime element, say, $\alpha_p$ and $N(p) = N(\alpha_p)$. Thus, we conclude that for every real number $x > 1$, there exists a prime element $\alpha \in \mathbb{Z}[\sqrt{-d}]$ whose norm $N(\alpha) \in [x, Bx]$.

In other words, for each natural number $n > 1$, there exists a prime element $\alpha_n \in \mathbb{Z}[\sqrt{-d}]$ whose norm $N(\alpha_n) \in [B^{2n-1}, B^{2n}]$. Let $A$ be the subset of $\mathbb{Z}[\sqrt{-d}]$ which consists precisely of those $\alpha_n$’s for all $n > 1$. Clearly the set $A$ is infinite.

Claim: $A$ is not fractionally dense in $C$.

Let $1 < m < n$ be any given integers. Then by the above argument, we know that $N(\alpha_m) \in [B^{2m-1}, B^{2m}]$ and $N(\alpha_n) \in [B^{2n-1}, B^{2n}]$. Therefore, we get

$$N(\alpha_m) \leq B^{2m} \leq B^{2(n-1)} < B^{2n-1} \leq N(\alpha_n).$$

Hence, we get,

$$\frac{N(\alpha_m)}{N(\alpha_n)} < \frac{1}{B} \quad \text{and} \quad \frac{N(\alpha_n)}{N(\alpha_m)} > B.$$

Thus, if we consider the annulus

$$AN = \left\{ z \in \mathbb{C} : \sqrt{\frac{1}{B}} < |z| < \sqrt{B} \right\},$$

then, no element of $R(A)$ lies inside $AN$. □

10. Concluding Remarks

In \[1\], a necessary and sufficient condition for the set of positive integers whose $b$-ary expansion begins with the digit 1 to be fractionally dense in $\mathbb{R}_{>0}$ was proved. In Corollary \[1.1\] we have provided a sufficient condition for the set of integers whose $b$-ary expansion begins with the digit $a$ to be fractionally dense in $\mathbb{R}_{>0}$.

A natural question is whether the converse is true in Corollary 1.1. More generally, one may ask the truth of the following statement: If the set $B$ in Theorem \[1\] is fractionally dense in $\mathbb{R}_{>0}$, then is $b \leq c^2/a$?
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